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mejor  “saber‐hacer”  para  procurar  obtener  el  rendimiento  más  adecuado  de  los  recursos 
disponibles. El despliegue de unas buenas prácticas en el ámbito de la Programación de la 
Producción puede ayudar en buena medida a mejorar la eficiencia de los recursos. 






Decisiones.  Y  en  este  sentido,  las  decisiones  operativas  que  se  toman  en  el  área  del 
Programador de la Producción deben estar conectadas en todos los casos, al menos, con su 
entorno decisional más directo como es el de la Planificación de la Producción.  
Una  revisión  literaria  en  profundidad  al  extenso  trabajo  realizado  en  más  de  50  años  de 
existencia de lo que se ha denominado, empleando la terminología en lengua inglesa, como 
“Scheduling” pone de manifiesto la existencia una necesidad que debe ser cubierta. Se trata de 
reducir  la  distancia  entre  los  problemas  planteados  por  la  comunidad  científica  y  los  que 

















que  pueden  ser  diferentes  dado  que  se  emplean  en  instantes  diferentes  del  periodo 
Productivo considerado. 
Con  el  objeto  de  explorar  nuevos  paradigmas  que  aportasen  un  enfoque  diferente  al 
tradicional en relación al uso de técnicas y herramientas con los que tratar el problema de 
Programación de la Producción, en las condiciones actuales, se exploraron las posibilidades de 











un  Modelo  que  permita  Automatizar,  mediante  el  empleo  de  Sistemas  Multiagente,  la 
Programación Predictiva y Reactiva de la Producción, basado en una orientación de Procesos 
de Negocio que incluya Herramientas (Algoritmos) de Ayuda a la Toma de Decisiones bajo 
Incertidumbre,  necesarios  para  resolver  la  visión  funcional/decisional  que  contemple  la 
existencia  de  eventos  y  su  gestión,  y  que  permita  dar  el  primer  paso  hacia  un  Modelo 
Dinámico. El objetivo fijado para dicho modelo es el de mantener una tasa de productividad 
media lo más alta posible en función de los recursos disponibles, y para ello los procesos de 
Programación  Predictivo  y  Reactivo  dispondrán  de  funciones  objetivos  que  potencien  el 
mismo. 
Como paso previo a la construcción de una propuesta se realiza un importante esfuerzo para 






Para  alcanzar  el  objetivo  propuesto  se  define  una  Metodología,  unos  elementos 
Arquitectónicos, y unas Herramientas que sirven de guía y de soporte, al mismo tiempo que 


















y  del  Programa  Reactivo  de  la  Producción.  Aunque  en  menor  medida  también  abordan 
aquellos que regulan la coordinación entre los procesos de Programación y Planificación. 
Para poder obtener un Programa Productivo Predictivo se propone el diseño e implementación 
de  un  nuevo  Algoritmo  Genético  denominado  SMAGA.  La  diferencia  fundamental  entre  la 
propuesta que realiza en esta tesis y los Algoritmos Genéticos tradicionales, es que en este 
caso,  se  realiza  una  hibridación  del  algoritmo  combinando  la  estructura  básica  de  esta 


















situación  de  competencia  de  su  entorno.  En  la  experiencia  práctica  se  compararon  los 
resultados que obtenidos empleando los métodos actuales de la Empresa Seleccionada y los 



















































one  relating  to  the  use  of  techniques  and  tools  to  deal  with  the  problem  of  Production 





theory  to  undertake  aspects  as  the  Business  Integration,  Organization  Distributed,  the 
Heterogeneous  Environments,  the  Interoperability,  the  Dynamic  Structures,  or  the 







Processes  orientation  that  include  Tools  (Algorithms)  for  aiding  to  make  decisions  under 
Uncertainty, which are necessary to solve the functional/decisional vision that encloses the 
existence  of  events  and  its  management,  and  that  permit  to  take  the  first  step  toward  a 













and  employing  in  each  one  of  them  the  constructive  elements  and  necessary  tools,  it  is 
followed  a  path  that  is  initiated  with  the  elementary  definition  of  the  problem  and  that 
finishes with a test of operation for a particular case.   













develop  it  is  necessary  to  emphasize  those  that  permit  the  calculation  of  the  Predictive 
Scheduling and of the Reactive Production Scheduling.  Although in smaller measure they also 





hybridization  of  the  algorithm  is  carried  out  by  combining  the  basic  structure  of  this 
Metaheuristic with the characteristics of the Multi‐agent Systems.  The objective is that the 
hybridization be produced so that the Agents take the role of "alive beings" and therefore, of 
individuals  of  the  population.  With  the  introduction  of  the  paradigm  of  Agents  in  this 



























En  un  marc  de  competència  global  en  què  els  temps  de  resposta  són  cada  vegada  més 
rellevants com a element competitiu i on, en no poques ocasions, les empreses tendeixen a 
oferir un catàleg de productes ampli i diferenciat de la competència, hi ha múltiples reptes que 







Tradicionalment,  s’ha  considerat  la  programació  de  la  producció  amb  una  visió  bastant 


































d’operacions.  En  l’àrea  esmentada,  la  posada  en  pràctica  d’aquest  paradigma  s’ha  centrat 
sobretot  en  l’àmbit  de  la  planificació  de  la  producció  i  de  la  gestió  de  la  cadena  de 
subministrament. Això es deu al fet que la teoria d’agents ajuda a abordar aspectes com la 
integració empresarial, organització distribuïda, els entorns heterogenis, la interoperabilitat, 





model  que  permeta  automatitzar,  mitjançant  l’ús  de  sistemes  multiagent,  la  programació 
predictiva i reactiva  de la producció,  basat en una orientació  de processos de negoci  que 
incloga  eines  (algorismes)  d’ajuda  a  la  presa  de  decisions  sota  incertesa,  necessaris  per  a 

















Amb els  dos primers passos de la metodologia s’han  determinat  els requeriments en  què 
s’hauria de basar la proposta per a aconseguir‐ne l’objectiu. Per a l’anàlisi dels requeriments 
del procés de programació predictiu‐reactiu i la seua relació amb els processos de planificació, 





Abans  de  dur  a  terme  el  quart  pas,  que  consisteix  en  la  implementació  d’IPSU‐MAS,  es 
dissenya,  es  desenvolupa  i  s’analitza  una  sèrie  d’algorismes  i  procediments  que 
necessàriament han de formar part de la plataforma programari. Si es considera la plataforma 












Amb  la  introducció  del  paradigma  d’agents  en  aquest  algorisme,  la  proposta  considera 
l’existència  d’un  sistema  multiagent  (SMAGA)  dins  d’un  altre  (IPSU‐MAS).  Després  d’una 

























































































se  encuentra  la  relacionada  con  la  Programación  de  la  Producción  (“Scheduling”  en  su 
denominación en lengua Inglesa), en la cual se centra este trabajo. Sin embargo, gracias a la 
continua interacción con otras disciplinas relacionadas tanto con la Gestión de la Cadena de 
Suministro  como  con  la  Integración  Empresarial,  la  tesis  que  se  presenta  no  se  centra 






Se  podría  finalizar  esta  introducción  indicando  que  aunque  esta  tesis  se  basa 
fundamentalmente en ciertos aspectos cuantitativos relacionados con la Programación de la 
Producción, ofreciendo en este campo diversas aportaciones en forma fundamentalmente de 























industria  líder  mundial,  en  el  que  se  ha  planteado  la  posibilidad  de  revisar  inicialmente 






26736  'Performance  Measurement  System  for  Total  Quality  Management'  (TQM‐Tile), 
GV04A/543  Resolución Negociada para el Problema Real de la Programación de Producción 







que  se  desee  abarcar,  basado  en  una  orientación  de  Procesos  de  Negocio  que  incluya 
Herramientas  de Ayuda a la Toma de Decisiones bajo Incertidumbre, necesarios para resolver 













En  sus  orígenes  este  trabajo  se  empezó  a  desarrollar  a  partir  de  propuestas  preliminares 
desarrollara  fundamentalmente  con  un  enfoque  cuantitativo  basados  en  la  búsqueda  de 
técnicas  que  permitiesen  obtener  Programas  Productivos  eficientes  para  problemas 



































aproximación  al  Sector  Cerámico.  En  el  capítulo  2  se  presentan  las  características  más 
relevantes del mismo, su significación económica y social, y los procesos básicos que dentro de 










Una  vez  se  dibuja  una  idea  clara  del  marco  de  actuación  que  se  disponen  en  base  a  lo 





El  capítulo  6  constituye  el  hito  a  partir  del  cual  se  empieza  a  afrontar  el  proceso  de 
construcción de una propuesta de solución. En este capítulo se describe la metodología con la 
que alcanzar el fin deseado, así como los elementos constructivos y las herramientas que 

















Industria  Cerámica,  y  se  analizan  los  resultados  obtenidos  en  relación  a  los  métodos 
empleados  actualmente  en  la  empresa.  El  análisis  que  se  realiza  pretende  determinar  la 
factibilidad  de  la  propuesta,  así  como  la  eficiencia  en  algunos  aspectos  como  es  el  de  la 
productividad. 



































































































algunas  empresas  del  sector  cerámico  en  relación  a  su  actividad  de  Programación  de  la 
Producción.  Este  recorrido,  fundamentalmente  descriptivo,  se  realizará  mediante  una 
aproximación  tomando  como  punto  de  partida  los  aspectos  generales,  por  ello  en  primer 
lugar,  se  describe  el  Sector  Cerámico.  Se  ha  considerado  que  un  análisis  de  la  Industria 
Cerámica  requiere  como  mínimo  poner  de  manifiesto  su  importancia  económica  y  social, 
tanto en el ámbito nacional como internacional, comentar la evolución histórica del sector 
que permita comprender el estado actual del mismo, subrayar las innovaciones tecnológicas 
más  relevantes  que  ha  supuesto  hitos  evolutivos  destacados,  y  por  supuesto  considerar 
algunas de las tendencias actuales en el ámbito de la dirección de operaciones. El siguiente 
estrato que se debe analizar es el de la empresa, como elemento de transformación, por lo 
que  en  este  segundo  paso  los  productos  y  los  procesos  son  los  objetos  de  estudio.  Esta 
descripción define las restricciones, que por generalizadas en el sector, deberán de tenerse en 
cuenta  en  el  transcurso  de  la  investigación.  El  tercer  paso  que  se  ha  planteado  es  la 
descripción  general  del  proceso  de  Programación  de  Producción  en  algunas  empresas 
cerámicas.  
A partir de un adecuado conocimiento del entorno empresarial y de las prácticas operativas 









El  resto  del  capítulo  está  estructurado  como  sigue:  En  el  apartado  2.2  se  realiza  una 









algunas  empresas  significativas  del  Sector  Cerámico.  En  el  apartado  2.5  se  analizan  las 





La  industria  de  la  cerámica  española  engloba  una  amplia  gama  de  actividades  con  el 
denominador  común  de  fabricar  productos  obtenidos  a  partir  de  la  arcilla  que,  una  vez 
moldeada y tratada con otros productos, se somete a cocción. Produce materiales para la 
construcción, para uso industrial y para uso doméstico, empleando procesos de producción 





























de  unos  26.000  trabajadores  y  se  calcula  que  el  indirecto  es  de  unos  7.000  empleos 
adicionales. La mayor parte de las empresas son  PYMES. Una de las principales características 
del  sector  azulejero  español  es  la  alta  concentración  de  la  industria  en  la  provincia  de 
Castellón, en especial en el área delimitada al norte por Alcora y Borriol, al Oeste por Onda, al 
sur por Nules y al este por Castellón de la Plana. Aproximadamente el 94% de la producción 
nacional tuvo origen en  esta provincia, donde  están ubicadas  el 81% de las empresas  del 































forma  global  (propiedades  del  producto,  diseño  producto,  atención  al  cliente,  etc.)  están 
siendo la base de las innovaciones adoptadas en la Industria Cerámica española. 
2.2.2  Evolución Histórica del Sector 
Tradicionalmente  los  responsables  de  las  Empresas  Cerámicas  han  considerado  que  una 
política de inversión en I+D era suficiente para competir con éxito en los mercados, puesto que 
el factor diferenciador del producto era la calidad del mismo. Esto propició que se llegase a 
una  situación  en  la  que  sistemas  productivos  tecnológicamente  muy  desarrollados  y 
automatizados, se siguiesen gestionando de una forma muy tradicional con la aparición de 
diversos problemas de adaptación a las nuevas situaciones del mercado. 
Así,  en  los  años  70,  el  coste  había  determinado  la  ventaja  competitiva  de  las  Empresas 

















cadena  logística  que  intervienen  en  la  elaboración  del  producto.  Esto  implica  que,  para 
mantenerse en los mercados, además de fabricar buenos productos a un precio asequible y en 
unos plazos razonables, es necesario que los proveedores y distribuidores sincronicen sus 






pretende  lograr  este  objetivo  último  a  partir  de  unas  propuestas  y  unas  herramientas 













•  El  primer  cambio  relevante  fue  la  sustitución  a  mediados  de  la  década  de  los 
sesenta del sistema de fabricación tradicional basado en hornos intermitentes por 




tecnología  de  los  hornos  de  monococción  (Molina‐Morales,  F.  X.  2002),  traídos 
desde  Italia.  Esta  modernización  coincide  con  una  recuperación  importante  del 
mercado a escala mundial y un aumento de la producción basado en el tirón del 
sector  de  la  construcción  que  duró  hasta  el  principio  de  la  década  actual.  La 
implantación del sistema de monococción conlleva el aumento de la demanda de 
personal cualificado (Técnicos de grado medio y FPII) (Escardino, A. 2001). 
•  En  los  últimos  años  se  han  alcanzado  importantes  avances  tecnológicos  que  ha 
permitido fabricar productos de gran formato (500 mm x 500 mm, 600 mm x 600 
                                                            














2003)  analizan  las  principales  mejoras  obtenidas  como  resultado  de  aplicar 
innovaciones  medio  ambientales  en  el  proceso  de  producción  de  baldosas 
cerámicas, destacando: la optimización del grado de reutilización de los residuos, la 
inertización  de  los  residuos  cerámicos,  la  disminución  del  consumo  de  materias 
primas y energía, la mayor rentabilidad del proceso productivo y la mejora de las 
características técnicas del producto acabado. Así mismo, concluyen en su trabajo 
con  una  previsión  a  corto  plazo  sobre  la  implantación  de  mayor  número  de 
innovaciones medio ambientales que permitan mejorar el proceso productivo. 
Cabe destacar el papel jugado por la iniciativa empresarial y la disponibilidad tecnológica y del 
personal  técnico  cualificado  necesarios  para  implantar  la  innovación  industrial  que  ha 
permitido el extraordinario crecimiento experimentado en los últimos diez años, basado en un 









consume  grandes  cantidades  de  energía  calorífica.  Gracias  a  la  construcción  del 
gasoducto procedente de Argelia, se ha podido obtener el combustible necesario 
para  los  procesos  de  fabricación  del  gres  a  precios  económicos.  Además,  las 
ventajosas condiciones ofrecidas por las compañías eléctricas, han posibilitado que 
las  empresas  se  conviertan  en  suministradoras  de  energía  eléctrica  a  la  red 
nacional, merced a la implantación de los procesos de cogeneración.  
•  La  automatización  ha  influido  en  los  importadores  de  cerámica.  Los  países 














grandes  innovaciones  tecnológicas.  En  este  momento  el  sector  se  empieza  a 
















venido  observando  en  los  últimos  años  una  necesidad  creciente  de  flexibilizar  el  sistema 
productivo, debido a los siguientes factores: 




casa  determinan  que  su  renovación  se  lleve  a  cabo  por  razones  estéticas  y  no 







en  este  tipo  de  productos,  que  eleva  su  valor  añadido  y  posibilita  su  comercio 
exterior.  En  la  primera  mitad  de  la  década  de  los  90  el  sector  tuvo  una  ligera 
recesión originada por la caída del consumo y la disminución de la construcción de 






década,  actualmente  se  renuevan  a  los  tres  o  cuatro  años.  Es  necesario, 
permanentemente renovar los catálogos, con lo que el peligro de obsolescencia (si 
se fabrica en grandes lotes) es cada vez mayor. 
•  Aumento  de  la  variedad  y  personalización  de  la  oferta.  En  el  segmento  de 
pavimentos cerámicos se ha acrecentado una variación en los hábitos de compra de 





es  tener  extensos  catálogos  que  complican  la  gestión  de  los  almacenes  y  la 
Planificación de la Producción. 
•  Disminución de los plazos de entrega. La poca diferenciación entre los productos 




las  empresas  fabricantes.  Entre  los  criterios  tenidos  en  cuenta  por  estos 
almacenistas a la hora de elegir un fabricante, uno es precisamente el ajuste a los 
plazos  de  entrega,  que  obliga  a  las  Empresas  Cerámicas  a  reducirlos  a  base  de 
acumular  inventario  de  producto  acabado  y  mejorar  la  Planificación  de  la 
Producción (ASCER 1998). 
Como  conclusión  a  todo  lo  dicho  anteriormente,  se  ha  venido  observando  en  el  sector 
cerámico una aspiración creciente en conjugar las ventajas de fabricar en serie pero con la 
filosofía de fabricación de pequeños lotes. Sin embargo, tal y como se discutirá el siguiente 



























Los  pavimentos  y  revestimientos  cerámicos  se  obtienen  preparando  una  composición  de 






















































































azulejo.  Las  arcillas  llegan  a  la  empresa  mediante  camiones  desde  minas  a  cielo  abierto 
distribuidas en las proximidades de la zona.  
Las  arcillas  se  deposita  en  estratos  horizontales,  en  una  superficie  (era)  dedicada  al 












perpendicularmente  a  como  han  sido  formados  los  estratos  para  conseguir  un 
material lo más homogéneo posible. 

























masa,  y  por  otro,  obtener  una  distribución  de  tamaños  de  partícula  adecuada  a  las 
necesidades del proceso y producto. 










tamizado  en  tamices  vibratorios,  eliminando  todas  las  partículas  de  tamaño  excesivo,  y 



























































El  tiempo  de  permanencia  de  la  pieza  en  el  secadero,  así  como  la  temperatura  utilizada, 
depende  fundamentalmente  del  espesor.  La  temperatura  y  la  humedad  se  controlan 
periódicamente. 
La operación de secado dura aproximadamente unos 12 minutos y la temperatura de entrada 








Las  instalaciones  de  una  planta  de  monococción  porosa  constan  de  líneas  de  esmaltado 









tapa  los  poros  superficiales.  En  la  primera  parte  de  la  línea,  cada  unidad  recibe  dos 
aplicaciones  por  medio  de  una  serie  de  campanas  denominadas  engobe  y  base, 



















































•  Granilladoras:  depositan  esmalte  en  polvo  sobre  el  azulejo,  dando  resultados 


















































enfriamiento  natural  y  enfriamiento  forzado,  respectivamente,  siendo  el  sistema  de 






del  horno,  el  control  de  la  curva  de  cocción  y  el  control  de  la  atmósfera  del  horno.  La 
temperatura  máxima  de  cocción  del  bizcocho  es  1120º  C  aproximadamente,  siendo  la 
permanencia de cada pieza en el horno de unos 42 minutos aproximadamente. 
 







Las  variables  fundamentales  a  considerar  en  la  etapa  de  cocción  son,  el  ciclo  térmico 






Las  piezas  una  vez  han  salido  del  horno  pasan  al  almacén  donde  se  almacenan  para  su 
posterior clasificación. En esta sección se somete a los azulejos, uno a uno, a varias pruebas 








































mediante  sendos  manipuladores  en  unas  estructuras  compuestas  por  diferentes  repisas 
denominadas vagonetas. Para el transporte de estas vagonetas se utilizan vehículos filoguiados 





































aunque  habituales  en  el  ámbito  de  la  Dirección  de  Operaciones,  serán  ampliamente 






muchas  Empresas  Cerámicas  que  uno  de  los  problemas  que  aparece  en  el  ámbito  de 
Programación  de  Producción  es  una  deficiente  definición  del  Plan  Maestro,  que  provoca 
frecuentes cambios y distorsiones en el desarrollo del mismo. Será necesario determinar los 
requerimientos  en  la  relación  entre  el  Plan  Maestro  de  Producción  y  el  Programa  de 
Producción.  
Debido a la vinculación entre Planificación y Programación que se vislumbra es interesante 
realizar  una  breve  introducción,  que  será  ampliada  en  capítulos  posteriores,  respecto  al 




suele iniciar  con un Plan  Maestro a Capacidad Infinita y  con un horizonte  de doce meses 







































por  el  compromiso  alcanzado  con  los  clientes,  basándose  en  criterios  fundamentalmente 






un  verdadero  Plan  de  Fabricación
ix.  La  generación  del  Programa  de  Producción  se  realiza 
mediante una reunión de los expertos en base al Plan de Fabricación y  a los informes de 
incidencias  de  los  responsables  de  las  diferentes  secciones.  Revisándose  los  programas 
definidos en reuniones previas y añadiendo nuevos trabajos al Plan de Fabricación si fuera 
necesario.  Así  se  define  un  calendario  de  lanzamientos,  basándose  en  criterios  de 
disponibilidad de material, maximización de la utilización de los recursos y minimización del 
inventario en curso, con el requisito de lograr el cumplimiento de las prioridades prefijadas y 
el  objetivo  de  la  utilización  eficiente  de  las  instalaciones.  El  Programa  suele  tener  un 
                                                            















como un Taller  de  Flujo  Híbrido, tal y como se justificará y profundizará en los próximos 
capítulos. En el modelo de Taller de Flujo se pueden identificar de forma general tres etapas 
comunes a una gran mayoría de Empresas Cerámicas, donde se realizan sendas operaciones: 















inicialmente  programado.  Se  observa  por  lo  tanto,  una  relación  entre  Planificación  y 
Programación  poco  fluida,  casi  limitado  a  una  reunión  semanal,  pero  que  no  dispone  de 
mecanismos de Toma de Decisiones ni Eficientes, ni Colaborativos en cado de eventos no 
esperados. 









Actualmente  se  tiende  a  ofrecer  un  catálogo  de  productos  muy  amplio  donde  además  se 
pretende que estos productos estén diferenciados de la competencia. Los clientes son cada 
vez más exigentes en términos de Precio, Calidad y Servicio. Además existe un conjunto de 






inciden  de  forma  negativa,  dificultando  la  gestión  del  proceso  de  Programación  de  la 
Producción. En concreto se han seleccionado 2 problemas diferentes: 
•  La Incertidumbre. Se analizará de que manera afecta al proceso, y se profundiza 









procede tanto  del  entorno  como  del  propio  sistema, es decir procede de los dos grupos 
establecidos por (Ho, C. 1989). 
La Incertidumbre del entorno que afecta al proceso productivo en la Industria Cerámica es 







las  que  afectan  de  forma  singular  a  la  producción  de  baldosas  cerámicas  destacan:  Las 
procedentes  del  proceso  de  transformación  que  provocan  variaciones  en  la  calidad  del 
producto (ver apartado 2.3.2.9), la variabilidad del Tiempo de Proceso y de Cambio de Partida 
(ver  apartado  2.5.2)  que  implica  variaciones  en  las  fechas  de  finalización.  Existen  otras 







































Así  mismo,  los  programadores  han  evitado  que  la  Incertidumbre  del  entorno  les  afecte 
trabajando, por un lado, con periodos congelados donde los órdenes de producción, y por lo 
tanto  la  ejecución  del  Plan  Maestro,  no  pueden  ser  modificadas,  y  por  otro  lado,  suelen 
disponer de Inventarios Sobredimensionados.  
Queda  patente  que  alguno  de  los  planteamientos  actuales  podrían  ser  mejorados  si  las 

























































2.5.3  El  problema  de  la  Programación  de  la  Producción  en  el  Sector 
Cerámico 
Una excelente estrategia empresarial y una buena Planificación de la Producción necesitan 
también  de  una  buena  Programación  de  la  Producción  para  conseguir  los  objetivos  de 
productividad y servicio. 























eso  que  en  los  últimos  años  han  aparecido  modelos  y  procedimientos  de  resolución  que 
relajan una o varias de las hipótesis anteriores. En (MacCarthy, B. L. & Liu, J. 1993) se comenta 
que  existe  una  gran  distancia  en  los  desarrollos  de  la  teoría  de  secuenciación  y  sus 








realidad.  Efectivamente,  por la complejidad de  muchos sistemas no es eficaz, ni  eficiente,  




en la mejora de la Colaboración  entre  Planificación  y  Programación de  la  Producción. La 








































reducido.  La  reducción  del  Programa  está  causada  por  la  inexistencia  de  un  sistema 
automatizado  de  gestión  de  la  producción  que  ayude  a  manejar  los  eventos.  La  fórmula 
tradicional es reducir el periodo programado para reducir el número de eventos que inciden 
sobre  el  mismo  e  intentar  absorberlos,  normalmente  mediante:  tiempos  muertos 
explícitamente  preparados  para  circunstancias  inesperadas  o  desplazando  el  evento  al 
siguiente periodo. Excepcionalmente, los eventos implican una reprogramación. En todo, caso 



















periodo  es  mayor.  El  aumento  del  número  de  trabajos  en  un  solo  Programa 









Para  poder  llevar  a  cabo  la  automatización  se  ha  considerado  determinante  el  análisis  de 
nuevos  ámbitos  tecnológicos  que  complementen  a  los  aspectos  Metodológico  y 
Arquitectónico, y actúen de facilitadores. Desde el punto de vista tecnológico hay que subrayar 
que en los últimos años ha surgido una disciplina procedente de la inteligencia artificial, que 
aborda  el  paradigma  de  los  Sistemas  Multiagentes,  Agentes  Inteligentes  o  simplemente 
Agentes.  
Los Sistemas Multiagente tienen como una de sus características fundamentales la de afrontar 






de  la  Producción,  basado  en  una  orientación  de  Procesos  de  Negocio  que  incluyen 
Herramientas (Algoritmos) de Ayuda a la Toma de Decisiones bajo Incertidumbre necesarias 
para  resolver  la  visión  funcional/decisional  soportado  en  un  Plataforma  Integradora 







2.6.1  Ventajas  que  se  Obtendrían  con  una  Programación  ajustada  a  las 
Singularidades Identificadas 
La utilización de una aplicación software capaz  de gestionar el conjunto de Incertidumbres 
asociadas  al  Proceso  de  Programación  de  la  Producción  expuesto  con  anterioridad  y  de 
generar Programas Productivos con un alto grado de eficiencia, generarían un conjunto de 
mejoras en el Sistema Productivo. Se pueden destacar las siguientes: 




•  Mejora  del  Servicio  al  Cliente  si  el  sistema  es  capaz  de  solventar  posibles 













•  Disminución  de  los  costes  de  personal.  Al  reducirse  el  número  de  cambios,  no 


















En  resumen,  el  sector  azulejero  español  es  altamente  competitivo  en  los  mercados 
internacionales.  Este  comportamiento  se  ha  alcanzado  debido  a  una  política  efectiva  y 
constante a lo largo del tiempo basada en inversiones en gran medida aplicadas a innovaciones 
tecnológicas  en  los  procesos.  Sin  embargo,  sus  éxitos  esconden  algunas  posibilidades  de 
mejora que en los últimos años se están intentando mejorar.  
En lo que respecta al Sistema de Planificación y Control de Operaciones se han observado un 








una  orientación  sus  sistemas  productivos  para  favorecer  el  incremento  de  flexibilidad, 
convirtiendo  el  sistema  de  programación  en  una  pieza  fundamental,  para  la  mejora  de  la 
fiabilidad de los planes productivos.  
Como conclusión a todo lo expresado en el presente capítulo, se identifica la existencia de un 
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analiza  la  influencia  del  contexto  (determinista/estocástico)  en  el  que  se  Toman  las 
Decisiones  en  el  momento  de  abordar  un  problema.  En  este  paso  se  precisa  sobre  el 
significado de conceptos como Estático, Dinámico, En Línea (“on line”), o en Tiempo Real. 
Estos conceptos se utilizan para definir de forma más adecuada el problema identificado, y 
aunque  se  empieza  por  describir  aspectos  relativos  al  problema  de  Programación  de  la 
Producción generales, como los tipos de taller existentes, las hipótesis de trabajo habituales,  
también  se  tratan  aspectos  específicos  de  un  proceso  dinámico  y  estocástico,  como  las 
Estrategias (Predictivas‐Reactivas), Políticas y Procedimientos de Programación o las Medidas 




















la  Producción  Dinámico  y  con  Incertidumbre;  En  el  apartado  5  se  define  el  problema  de 
Programación para el Taller de Flujo Híbrido con sus diferentes variantes, prestando especial 
atención  al  caso  de  Tiempos  de  cambio  de  Partida  dependientes  de  la  Secuencia;  En  el 
apartado 6 se tratan los aspectos relacionados con las alternativas para resolver el problema y 
la  complejidad  para  obtener  soluciones;  En  el  apartado  7  se  estudian  un  conjunto  de 
referencias afines a la estructura de problema preliminar con el fin de aprender respecto del 










































En  el  ámbito  del  largo  plazo  de  la  Figura  3‐2  se  encuentran  las  actividades  directamente 
relacionadas con la Toma de Decisiones de carácter Estratégico. Como resultado de dichas 
actividades se elabora un Plan Agregado de Producción del cual se puede obtener un Plan 







Por  un  lado,  se  debemos  entender  que  el  Plan  Agregado  de  Producción  especifica  los 
requisitos de producción por grupos (tipos o familias) de productos principales por periodos 
(mensuales  por  ejemplo),  ya  sea  en  horas  o  en  unidades  de  producción.  Las  entradas 
principales del mismo son la Previsión Agregada de la Demanda, y el Plan de Recursos y 
Capacidades  a largo plazo. El objetivo de éste suele ser encontrar la distribución de niveles de 












fechas  de  producción  de  los  artículos  específicos  de  forma  que  sirve  de  aproximación  al 
resultado final. Las unidades de productos a fabricar se obtienen mediante desagregación. La 











y  Recursos.  Ambos  Planes  se  pueden  considerar  como  sucesivas  actualizaciones  del  Plan 
Maestro Previsional en donde, con un nivel de detalle más elevado y actualizado, se tienen en 
cuenta fundamentalmente aspectos relacionados con las ventas y las capacidades y recursos. 









































































Productivo  está  disponible  este  debe  ser  ejecutado  para  lo  cual  se  necesita  realizar  un 
procedimiento  de  Lanzamiento.  Las  actividades  de  Lanzamiento  están  encaminadas  a 


















está  ejecutando  actualmente.  La  Programación  de  la  Producción  detallada  de  las  tareas  a 
realizar en un sistema de producción es necesaria para mantener la eficiencia y el control de 















En  la  Figura  3‐2  se  puede  observar  como  el  Sistema  de  Control  de  la  Producción  debe 









Así  mismo,  como  las  decisiones  tomadas  en  el  ámbito  de  Planificación,  influyen  en  la 
Programación, la información generada en el ámbito de control de planta, también repercute 
en  ésta.  Una  forma  de  coordinar  las  diferentes  decisiones  tomadas  consiste  en  plantear 
sistemas de Planificación Jerárquica de la Producción (Hax, A. C. & Meal, H. C. 1975;Lario F.C. 




este  ámbito  pero  con  significados  poco  unificados  en  la  literatura.  Por  un  lado,  se  puede 

















En  este  apartado  se  cree  conveniente  hacer  un  breve  resumen  de  los  planteamientos 




A  partir  de  la  abstracción  del  problema  real  de  Programación  de  Producción,  se  han 
desarrollado una serie de técnicas que han originado un gran número de resultados teóricos 














•  Las  situaciones  analizadas  en  la  teoría  no  son  suficientemente  cercanas  a  las 
encontradas en la práctica. Es común analizar problemas simplificados, que después 
son difíciles de extrapolar al entorno industrial real. Sin embargo, cada vez más, están 
apareciendo  desarrollos  que  permiten  un  mejor  acercamiento  a  la  realidad.  La 
aplicación de las técnicas heurísticas, mucho más flexibles en este aspecto, permiten 


















ser completamente conocido. Según (Galbraith,  J.  1973) la diferencia entre  la cantidad  de 
información requerida para ejecutar una tarea y la cantidad de información que realmente 
posee  una  organización  se  entiende  como  Incertidumbre.  Este  tipo  de  Incertidumbre  de 
carácter estocástico se ha gestionado tradicionalmente mediante teoría de probabilidad y la 
estadística (Kolmogoroff, A. 1950;Koopman, B. O. 1940). Para abordar cuantitativamente la 








en  contraste  a  la  imprecisión  presente  en  la  descripción  del  significado  semántico  de  los 
eventos, fenómenos o sentencias, que denomina Borrosidad. (Bellman, R. & Zadeh, L. A. 1970) 
diferencia  entre  aleatoriedad  y  borrosidad  (fuzziness).  La  aleatoriedad  se  relaciona  con  la 
Incertidumbre concernida a la pertenencia o no pertenencia de un objeto a un conjunto no 
difuso. Por otro lado, la Borrosidad considera clases en las que existen grados de pertenencia 







































E.  1999;Alvarez,  E.  &  Diaz,  F.  2004;Black,  G.  W.,  McKay,  K.  N.,  &  Messimer,  S.  L. 
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la  variación  del  tiempo  de  proceso  sobre  las  reglas  de  despacho  en  un  entorno 
dinámica,  llegando  a  la  conclusión  de  que  una  moderada  variación  no  afecta  al 
rendimiento de las reglas. (Lawrence, S. R. & Sewell, E. C. 1997) investigaron el efecto 


























































Por  lo  tanto,  un  problema  Dinámico,  considera  el  horizonte  de  funcionamiento  del  taller 
ilimitado hacia el futuro, aunque el conocimiento concreto en un instante determinado se 
limite a la situación actual, y a una cartera de piezas finita a realizar. En el taller Dinámico no 














•  Estocástico:  Existen  cierta  variables  aleatorias  en  el  modelo.  Algunas  referencias 
interesantes se encuentran en (Daniels, R. L. et al. 1995;Herrmann, J. W. 1999;Pinedo, 
M. & Chao, X. 1999;Wu, S. D. et al. 1999) 










































3.4  Descripción  del  Problema  Dinámico  y  con  Incertidumbre  de 





















•  Los  Tiempos  de  Cambio  son  independientes  de  los  programas/secuencias  y  están 
incluidos en los Tiempos de Procesado. 
•  Los  tiempos  de  procesado  y  las  restricciones  tecnológicas  son  deterministas  y  se 
conocen de antemano, y similarmente ocurre con las fechas de entrega. 














relacionados  con  los  trabajos.  Esta  misma  categorización  es  apoyada  por  (Cowling,  P.  & 
Johansson, M. 2002;Mehta, S. V. & Uzsoy, R. 1999).  En el trabajo de (Suresh, V. et al. 1993) 
sobre  Programación  Dinámica  de  la  Producción  pusieron  de  manifiesto  el  efecto  de  la 
presencia de eventos tratados en Línea sobre sistemas en Tiempo Real, y propusieron tres 































pueden  aparecer,  pequeñas  variaciones  en  los  Tiempos  de  Proceso  y  Cambio,  su 
magnitud suele ser pequeña pero no se pueden descartar variaciones significativas por 











de  flujo  en  el  que  todos  los  trabajos  pasan  en  la  misma  secuencia  por  todas  las 
máquinas del taller. 

























Taller de Trabajo con máquinas duplicadas




Taller de Flujo de permutación
Taller de Trabajo
Taller abierto
Hoja de ruta idéntica
M(λ)=1
Hoja de ruta no fija







Orden de los trabajos idéntico
en todas las máquinas
∀= λλ (, . . , ) 1 k
∀= λλ (, . . , ) 1 k
M(λ)=1







Dada  la  infinita  variedad  de  los  problemas  de  Programación,  se  han  desarrollado  diversos 
sistemas de clasificación que permiten rápidamente describir e identificar cada problema. Uno 
de  los  primeros  sistemas  desarrollados  fue  el  de  (Conway,  R.  W.  et  al.  1967).  En  este  se 

























sobre  el  tema.  Algunos  autores  han  propuesto  nomenclaturas  más  voluminosas  que  
generalmente son una extensión de la indicada. Para ello se añade a este campo C, una serie 
























Capítulo  5,  donde  se  describe  con  precisión  el  problema  que  se  plantea  abordar,  en  este 
trabajo  se  tiene  en  cuenta  que  existen  ciertos  eventos  que  pueden  suponer  una 
reconsideración  de  las  condiciones  del  problema.  Las  condiciones  que  se  consideran 
susceptibles de cambio son entre otras el tipo y número de trabajos para los cuales se debe 


























intenta  prever  ninguna  distorsión,  y  cuando  esta  se  produce  el  programa  dispone  de 










2003)  se  establecen  dos  estrategias  bien  diferenciadas  para  hacer  frente  al  Control  de  la 




última  se  diferencian  a  su  vez  tres  políticas  de  Reprogramación:  Periódica,  Dirigida  por 
Eventos e Híbrida.  













Programación  de  la  Producción  ante  Incertidumbres  en  cuatro  grupos:  Completamente 












cada  máquina  actúa  como  un  servidor.  Normalmente,  la  teoría  de  colas  se  ha  aplicado  a 
problemas con una máquina haciéndose aconsejable una simulación previa para determinar el 
comportamiento previsible. La Teoría de Colas y de las reglas de despacho han estado muy 
ligadas.  En  el  caso  de  la estrategia  de  Reprogramación  los  autores  no  realizan  un  estudio 
exhaustivo  realizando  un  breve  recorrido  por  las  reglas  de  despacho  usadas  con  este 
propósito. (Shafaei, R. et al. 1999b) introduce el concepto de Programación Robusta. 
En  (Raheja,  A.  S.  &  Subramaniam,  V.  2002)  se  realiza  una  clasificación  de  las  diversas 
aproximaciones a la Programación de la Producción Estática y Dinámica. En la aproximación 
dinámica  distinguen  3  tipos  de  Programación:  Totalmente  Reactivo,  Reactivo  y  Predictivo‐
Robusto. Los autores ponen de manifiesto la supremacía de las reglas de despacho en las 
soluciones  Totalmente  Reactivas.  El  enfoque  Reactivo  propuesto  en  esta  referencia  es 
equivalente  al  Predictivo‐Reactivo  propuesto  por  otros  autores  y  definido  al  inicio  del 
apartado. Mientras que el enfoque Predictivo‐Robusto se relaciona con soluciones con toma 
de  decisiones  fuera  de  línea  en  las  que  el  programa  establecido  antes  del  inicio  de  las 
operaciones incorpora una serie de parámetros que le permiten absorber las distorsiones que 
se produzcan. Finalmente los autores proponen una serie de técnicas para ser aplicadas en la 
Programación  Reactiva  de  la  Producción  como:  Heurísticas  (right‐shift,  affected  operation 






















la  minimización  de  los  efectos  de  las  distorsiones  sobre  el  rendimiento  del  Programa 
Productivo realizado. 
En el trabajo de (Aytug, H. et al. 2005) se clasifican las estrategias para afrontar los problemas 
de  Programación  de  la  Producción  es  tres  grandes  grupos:  Completamente  Reactivos, 
Robustos y Predictivos‐Reactivos. Las aproximaciones Completamente Reactivas se basan en 
tomas  de  decisiones  en  línea  de  forma  local.  Los  autores  destacan  como  técnica  más 
representativa de la estrategia Completamente Reactiva la aplicación de reglas de despacho, 
ya sea de forma directa o aplicando una variante que permita seleccionar la regla en cada 
instante  en  función  de  las  condiciones  del  taller.  Otra  técnica  Completamente  Reactiva 







(Vieira, G. E. et al. 2000b) ‐   En línea ‐   Reactiva 
(Vieira, G. E. et al. 2003) ‐   Dinámica (Reactiva) ‐   Predictivo‐ Reactiva 





(Shafaei,  R.  et  al. 




(Raheja, A. S. et al. 2002) ‐   Completamente Reactiva ‐   Reactiva 
(Ouelhadj, D. 2003) ‐   En línea ‐   Predictivo‐Reactiva 
‐ Robusta 

















común  denominada  habitualmente  estrategia  Predictivo‐Reactiva,  a  partir  de  la  cual  se 





















de  forma  local.  (Wu,  D.  S.  &  Wysk,  R.  A.  1989)  estudiaron  el  problema  de  las  reglas  de 
despacho en un sistema de fabricación flexible. Los autores dividieron el horizonte temporal 
en intervalos y al inicio de cada uno de ellos se simulaba el comportamiento de un conjunto de 
reglas  y  seleccionaba  la  mejor  para  aplicarla  en  dicho  periodo.  (Jeong,  K.  C.  &  Kim,  Y.  D. 
1998;Kim, M. H. et al. 1994) realizaron aplicaciones parecidas a las de (Wu, D. S. et al. 1989) 
introduciendo sensibles mejoras. (Aytug, H., Bhattacharyya, S., Koehler, G. J., & Snowdon, J. L. 












una  red  neuronal  para  predecir  la  regla  de  despacho  en  función  del  estado  del  sistema.  
(Ovacik, I. M. & Uzsoy, R. 1994) propusieron diversos horizontes de Reprogramación para un 
taller de una sola máquina con Tiempo de Cambio de Partida Dependientes de la Secuencia. 
(Ovacik,  I.  M.  &  Uzsoy,  R.  1995)  desarrollaron  un  algoritmo  similar  para  un  problema  de 
máquinas paralelas. 
















máquinas.  Los  resultados  mostrados  por  los  autores  concluyen  con  resultados  mejores  de 

















al.  1999)  propusieron  una  descomposición  para  alcanzar  la  robustez.  Ellos  consideraron  el 
problema  con  variación  en  los  Tiempos  de  Proceso  y  con  la  minimización  del  retraso 
ponderado total (weighted tardiness) como función objetivo. (Daniels, R. L. & Carrillo, J. E. 
1997;Daniels, R. L. et al. 1995;Kouvelis, P. & Yu, G. 1997) aportan una discusión interesante 

























aplicada  al  problema  de  la  Programación  de  la  Producción.  (Sadeh,  N.  M.,  Otsuka,  S.,  & 
Schnelbach,  R.  1993)  muestra  la  propuesta  de  la  Universidad  de  Carnegie  Mellon  sobre 
propagación de restricciones aplicada a la Reprogramación y usada en la propuesta de Micro‐
Boos  como  sistema  de  control  y  secuenciación.  (Smith,  S.  F.  1992)  discute  sobre  las 
posibilidades  de  Reprogramación  en  OPIS  (Opportunistic  Intelligent  Scheduler),  un  sistema 
basado en el Conocimiento desarrollado por la Universidad Carnegie Mellon. En (Smith, S. F. 
1987;Smith, S. F., Keng, N., & Kempf, K. 1990) se puede encontrar sobre OPIS. (McKay, K. N. et 
al.  1989)  presenta  el  sistema  de  Programación  de  carga  finita  en  un  taller  de  trabajo, 
WATPASS. En este caso la Reprogramación se realiza por actuación directa del programador. 



















Para  evaluar  la  calidad  de  un  Programa  de  Producción  se  deberá  utilizar  una  medida  o 
























A  partir  de  las  anteriores  definiciones  se  pueden  plantear  algunas  medidas  de  eficacia 
regulares: 










































































Tiempo  Total  de  Proceso  requeridos  para  un  trabajo  afectarán  a  la  medida  usada  en  el 
Programa  Predictivo‐Reactivo  de  la  Producción.  Cuando  el  periodo  de  Reprogramación  es 
relativamente  largo,  los  trabajos  pueden  ser  iniciados  y  finalizados  entre  las 
Reprogramaciones.  Los  objetivos  de  la  Programación  de  la  Producción  se  centran 
normalmente en acabar los trabajos disponibles dentro del periodo.  Cuando el periodo de 




Muchas  de  las  estrategias  de  la  Programación  Predictivo‐Reactiva  de  la  Producción  están 
basadas  en  simples  ajustes  del  Programa  Productivo,  que  pueden  llevar  al  taller  a  un 
rendimiento bajo. Por lo tanto, es deseable generar Programas Predictivos‐Reactivos de la 





















































Programas  Productivos  robustos.  Los  autores  definieron  medidas  generales  de  utilidad  y 
estabilidad  para  facilitar  las  decisiones  sobre  las  estrategias  usadas  para  reaccionar  ante 























de medida de rendimiento dentro de  lo previsto. En concreto  los autores extendieron  los 
trabajos de (Mehta, S. V. et al. 1999) para medidas de retraso. 
3.4.4.3  Medidas de Eficacia sobre la Estabilidad 




Los  cambios  constantes  en  un  Programa  Productivo  son  la  característica  opuesta  a  la 
estabilidad,  denominada  Nerviosismo.  Así  un  Programa  Productivo  que  realiza  pocas 
modificaciones incrementa la estabilidad y decrementa el nerviosismo. En una Programación 
de la Producción en Línea es importante considerar esta medida, ya que influye no solo en la 







aprovisionamiento,  número  de  reconfiguraciones  de  la  planta,  actitud  de  los  trabajadores 
(estrés), etc. 










3.4.5  Políticas  de  Reprogramación  en  Estrategias  Predictivo­Reactivas: 
Cuando Actuar ante los Eventos 
Este  apartado  trata  el  problema  relacionado  con  la  forma  de  abordar  la  revisión  de  las 
decisiones  tomadas  por  el  programador  y  plasmadas  en  un  Programa  Predictivo  de  la 
Producción.  En  definitiva  se  trata  de  saber  cuando  es  conveniente  revisar  las  decisiones 





























a  aquella  en  la  que  se  actualiza  el  Programa  cuando  se  produce  cualquier  evento  sin 
determinar si este afecta al rendimiento del sistema. 
En  la  política  de  Reprogramación  de  la  Producción  Híbrida  los  Programas  Productivos  se 
revisan en intervalos regulares, y cuando algún evento inesperado reduce el rendimiento del 
Programa  en  curso.  En  las  políticas  híbridas  es  fundamental  realizar  una  correcta 
categorización de los tipos de eventos para evitar que el sistema de revisión se active muy 












el  cual  la  actualización  de  la  información  y  la  Programación  de  la  Producción  se  realiza  a 









estudio  de  simulación  para  investigar  el  rendimiento  de  un  conjunto  de  reglas  heurísticas 
basadas en un algoritmo de generación de Programas Productivos sin retraso. Aunque no se 












En  (Shafaei,  R.  et  al.  1999a)  se  realiza  un  estudio  de  simulación  para  investigar  sobre  el 
rendimiento de una serie de reglas de despacho en un entorno de Reprogramación en un taller 
de trabajo dinámico. Los resultados muestran como la reglas SPT‐C/R es la más apropiada para 





La  propuesta  de  (Singer,  M.  2000)  consistió  en  usar  un  procedimiento  heurístico  de 
descomposición basado en un procedimiento centrado en el cuello de botella desarrollado por 
(Pinedo, M. & Singer, M. 1999). 
En  el  trabajo  de  (Qi,  J.  G.  et  al.  2000)  se  propone  un  procedimiento  heurístico  de 
descomposición basado en un algoritmo genético multi‐población. 











trabajos  y  porcentaje  de  trabajos  retrasados.  El  Programa  Productivo  se  modifica 
completamente en cada revisión si es necesario. 
Por lo que se refiere a la Reprogramación de la Producción por eventos la mayoría de los 
autores  estudiados  están  de  acuerdo  en  que  ésta  suele  ser  más  eficiente  que  la 
Reprogramación  periódica.  Algunas  referencias  interesantes  son  (Church,  L.  K.  et  al. 
1992;Cowling,  P.  et  al.  2002;Rossi,  A.  et  al.  2000;Vieira,  G.  E.,  Herrmann,  J.  W.,  &  Lin,  E. 
2000a;Vieira, G. E. et al. 2000b;Yamamoto, M. et al. 1985). 
En (Yamamoto, M. et al. 1985) se realiza un estudio mediante Reprogramación completa en 
un  taller  con  fallos  aleatorios  en  las  máquinas.  Los  resultados  mostrados  por  los  autores 
concluyen  con  resultados  mejores  de  dicho  método  frente  a  las  reglas  de  despacho  o 
modificaciones parciales del Programa Productivo. 
Los autores de (Church, L. K. et al. 1992) estudiaron el problema de la Reprogramación con 









máquinas  paralelas.  Este  trabajo  demuestra  que  la  frecuencia  de  Reprogramación  puede 
afectar de forma determinante al rendimiento del sistema, dado que influye sobre el número 
de Cambios de Partida del sistema. 
Como  conclusión  a  este apartado  se  debe  remarcar  toda  política  de  Reprogramación  está 
condicionada  por  los  eventos  que  se  producen  en  el  sistema,  ya  que  son  éstos  los  que 
determinan  el  grado  de  degradación  en  la  ejecución  del  Programa  Original  a  través  de 
diferentes impactos. La política elegida debe, en todo caso, intentar evitar la degradación del 
rendimiento del sistema. En la medida que la política seleccionada alcance este objetivo será o 











definido  esta  podía  ser  básicamente  Reactiva  o  Predictivo‐Reactiva.  Si  este  opta  por  una 
estrategia Predictivo‐Reactiva debería establecer, en segundo lugar, su política, es decir bajo 
que criterio reaccionara y considerará la modificación del programa en curso. Y en cualquier 
caso,  el  Programador  debe  de  aplicar  una  técnica  para  generar  o  modificar  el  Programa 
Productivo.  En el caso de una estrategia Predictivo‐Reactiva existen claramente dos fases, y 






del  conjunto  de  métodos  que  se  han  utilizado  hasta  la  fecha  para  afrontar  la  revisión  y 
reparación de un programa en curso afectado por algún tipo de incidencia que ha impedido 
ejecutar el Programa tal y como estaba previsto. Los autores diferencia claramente entre dos 
tipos  de  métodos:  procedimientos  Reparadores  y  procedimientos  de  Reprogramación 
Completa. 
Los procedimientos Reparadores se basan en la realización de alguna modificación local del 
Programa  Productivo,  de  forma  que  el  programa  inicial  se  mantiene  sin  cambios  en  su 
mayoría. Este tipo de solución proporciona en la mayoría de los casos estabilidad al sistema, 










































































































































































•  La  técnica  Right‐Shift  Repair  (RSR)  (Brandimarte,  P.,  Rigodanza,  M.,  &  Roero,  L. 


















El  resto  de  métodos  incluidos  en  la  clasificación  tuvieron  su  origen  en  el  campo  de  la 
Inteligencia Artificial:  
•  Las propuestas basadas en Sistemas Multiagente se basan en un conjunto de agentes 
independientes  coordinados  para  resolver  un  problema  en  el  que  cada  individuo 
proporciona  su  conocimiento,  y  sus  habilidades  para  conseguir  el  objetivo  común. 
Estás  técnicas  serán  ampliamente  revisadas  en  el  capítulo  siguiente.  Algunas 
aplicaciones  basadas  en  sistemas  multiagente  son  (Shen,  W.  &  Norrie,  D.  H. 
1999;Sycara, K. P., Roth, S. F., Sadeh, N., & Fox, M. S. 1991). 
•  La  Programación  de  la  Producción  basada  en  el  Razonamiento  de  los  Casos.  Esta 
cosiste en establecer el conjunto de características fundamentales de un determinado 
problema  de  forma  que  el  sistema  mantiene  una  base  de  datos  de  los  problemas 
caracterizados y los resultados obtenidos. De esta forma se puede conocer el resultado 
anterior  con  respecto  a  la  aplicación  de  una  u  otra  solución  en  un  determinado 











finalización  establece  la  calidad  de  la  solución.  Algunos  ejemplos  se  muestran  en 
(Dorn, J., Kerr, R., & Thalhammer, G. 1994;Slany, W. 1996). 
•   Las  Redes  Neuronales.  Las  redes  neuronales  son  estructuras  de  procesamiento 
distribuido, paralelo y adaptativo que son capaces de aprender a partir de ejemplos y 
se  inspiran  en  la  estructura  cerebral  humana  (Martin,  B.  &  Sanz,  A.  1997).Algunos 
ejemplos se pueden ver en (Garner, B. J. & Ridley, G. J. 1994;Rovithakis, G. A., Perrakis, 














sistema  cambiante  hay  que  mantener  un  equilibrio  entre  la  modificación  continua  del 






eficacia  y  de  estabilidad  simultáneamente,  para  decidir  sobre  la  mejor  técnica  de 
Reprogramación. En (Abumaizar, R. J. et al. 1997) concluyeron en su estudio que la reparación 







En  (Subramaniam,  V.,  Raheja,  A.  S.,  &  Reddy,  K.  R.  B.  2005a)  se  analiza  el  problema  de 
reconstrucción  de  un  Programa  Productivo  en  curso  en  un  Taller  General  afectado  por 





implicar  no  disponiblidad  de  las  mismas.  Para  realizar  en  modelo  se  consideran  como 
parámetros inciertos la duración la cantidad de interrupciones. Se plantea una aproximación 
Predictiva‐Reactiva  de  forma  que  el  Programa  Productivo  inicial  sea  reparado  sólo  si  las 














Reactivo  (PR)  minimizar  la  diferencia  de  las  de  fechas  de  finalización  de  los  programas 
Predictivo y Reactivo (∑|Cj(PP)-Cj(PR)|). El Programa Predictivo se construye de forma que 
pueda  absorber  los  eventos  de  menor  impacto.  Los  autores  proponen  dos  tipos  de 
procedimientos  Reactivos.  El  primero  es  la  aplicación  de  la  técnica  Right‐Shift  ó 
desplazamiento de la secuencia hasta el instante de recuperación del evento. El segundo es la 
Reprogramación total de los trabajos pendientes. 
Los  autores  de  (Tang,  L.  X.  &  Wang,  X.  P.  2008)  proponen  la  utilización  de  un  sistema 









Las  técnicas  mostradas  en  este  apartado  alcanzan,  en  algunos  casos,  un  alto  grado  de 
abstracción  (Sistemas  Multiagente  o  técnicas  basadas  en  el  Conocimiento  y  la  Inteligencia 
Artificial)  constituyéndose  en  verdaderos  métodos  generales  de  resolución  orientados  o 
aplicados a sistemas dinámicos. Estos métodos pueden ser combinados en su mayoría con 
otros  métodos  o  instanciaciones  de  los  mismos  (algoritmos  genéticos,  reglas  de  despacho, 
búsquedas  tabú,  etc.)  de  forma  que  los  primeros  velan  por  el  equilibrio  entre  eficacia  y 
estabilidad y los segundos buscan la obtención del mejor valor posible de algún parámetro 
concreto. 
Finalmente,  se  debe  comentar  que  las  técnicas  presentadas  no  han  obtenido  un 
reconocimiento  masivo  y  su  uso  no  se  ha  extendido  demasiado.  En  la  actualidad,  no  es 








Las  nuevas  formas  de  abordar  los  problemas,  considerando  la  diversidad  de  intereses  y 
desarrollos cada vez más complejos, no pueden estar sustentadas por el paradigma clásico de 
la  toma  de  decisiones  centralizadas.  De  hecho,  más  que  una  aproximación,  la  Toma  de 
Decisiones Distribuidas ha llegado a ser la metodología predominante de sistemas complejos 
para  la  Toma  de  Decisiones  (Schneeweiss,  C.  2003)  .  Así  pues  la  Toma  de  Decisiones 
Distribuidas (en inglés distributed decision making, DDM) se ha desarrollado rápidamente en 
el  campo  de  la  teoría  decisional.  Las  DDM  comprenden  áreas  tan  diversas  como  la 
































se  encuentra  en  la  informática.  Se  centra  principalmente  en  la  consistencia  de  los 
datos y sus estructuras garantizando un buen intercambio de datos entre sistemas. 
•  Integración  de  Sistemas  a  través  de  Negociación:  describe  una  situación  auto‐
organizativa  a  través  de  las  reglas  de  mercado.  Los  sistemas  multiagente  son  con 
frecuencia  de  este  tipo.  En  muchas  situaciones  existe  un  agente  coordinador  que 
posee las reglas de negociación y facilita los procesos de comunicación.  
•  Integración a través de Planificación de Actividades: Intenta coordinar los procesos de 
decisión  de  los  sistemas  separados  a  través  de  instrucciones  y  anticipaciones.  Las 
instrucciones influyen en la estructura o en el campo de las decisiones de los sistemas. 
La  influencia  se  limita,  sin  embargo  a  los  cambios  transaccionales.  El  concepto  de 
anticipación ocupa un importante rol en contraste con las negociaciones miopes.  
•  Integración  a  través  de  Actividades  de  Liderazgo:  no  solo  se  deben  realizar 





de  Programación  de  la  Producción.  Además  de  las  actividades  de  Programación  de  la 
Producción,  se  considerarán  actividades  de  negociación.  La  negociación  será  considerada 
como una parte de tareas de Programación de la Producción. 
A continuación se comentan algunas referencias significativas que han proporcionado teoría y 









Para  un  Problema  de  Programación  Distribuida  en  un  contexto  de  multi‐empresa  y  multi‐







adaptativo.  Plantean  los  problemas  de  asignación  de  trabajos  a  centros  productivos  y  la 
correcta Programación Temporal de la Producción de los mismos para alcanzar el rendimiento 
esperado del sistema. En este trabajo se introduce un nuevo mecanismo de cruce denominado 

























Los  eventos  pueden  ser  creados  dinámicamente  por  cualquier  Agente  del  entorno.  Cada 




















Producción  y  la  evolución  de  los  problemas  de  un  entorno  mono  taller  a  un  entorno 
distribuido. Los autores proponen un AG modificado el cual es capaz de resolver los problemas 
de Programación de la Producción tradicionales así como los distribuidos. Con la propuesta se 




que  los  decidores  y  la  información  se  encuentran  distribuidos  en  varios  subsistemas 






pueden  sufrir  sobrecarga  y  esta  puede  ser  transferida  a  otros  nodos  menos  cargados  es 
analizado por (Barroso, A. M., Leite, J. C. B., & Loques, O. G. 2002). Especialmente, analizan 
sistemas  que  utilizan  sistemas  Bayesianos  para  inferir  el  estado  de  carga  del  sistema  y 
seleccionar el nodo adecuado para transferir para de esta. Los autores detectan que el método 
basado  en  Bayesanos  se  basa  en  funciones  objetivos  difíciles  de  definir,  y  en  ocasiones, 





















esquema  distribuido  autónomo  para  el  problema  de  máquinas  paralelas.  A  través  de 
simulación  se  observa  que  el  esquema  propuesto  puede  reducir  rápidamente  la  tardanza 
superando otras propuestas y que puede adaptarse flexiblemente a situaciones no usuales 
como la llegada de más trabajos. 
En  el  trabajo  de  (Bemelman,  R.,  Tharumarajah,  A.,  Welgama,  P.,  &  Wells,  A.  1999)  se 





de  ensamblado.  Se  analiza  el  rendimiento  con  problemas  de  tres  y  cuatro  estaciones  de 
ensamblado  comparando  los  resultados  del  modelo  propuesto  con  los  resultados  de  los 
modelos basados en Programación matemática entera. 
En (Miyashita, K. 1998) se propone una nueva arquitectura distribuida para la Planificación y 
Programación  de  la  Producción.  Dicha  arquitectura  alcanza  el  cumplimiento  de  las 










con  una  visión  eminentemente  práctica,  los  métodos  de  negociación  y  basados  en  el 











































mismo  para  todos  los  trabajos.  Es  decir,  existe  un  “flujo”  común  de  los  trabajos  en  las 
máquinas.  El flujo de trabajo en las máquinas implica una relación de precedencia en las 



















Máquina 1‐2 Máquina 2‐2 Máquina r‐2 Llegada Salida
Máquina 1‐m1 Máquina 2‐m2 Máquina r‐mr











Cambio  de  Partida  Dependientes  o  no  de  la  Secuencia,  aparición  o  no  de  Almacenes 
Intermedios,  Aparición  o  no  de  Máquinas  Idénticas,  Uniformes  o  no  Relacionadas, 















Sin  embargo,  algunas  veces  se  utilizan  restricciones  basadas  en  conceptos  expresados  en 
unidades monetarias (inventarios, porcentajes de defectos, etc,…) con lo que en estos casos se 
traducen  estos  Tiempos  de  Cambio  de  Partida  en  unos  costes  dados  por  el  coste  de 
oportunidad debido al mantenimiento de la maquinaria inactiva, costes debido a la aparición 
de  piezas  iniciales  defectuosas,  etc.,  y  que  permiten  manejar  los  diferentes  tipos  de 
restricciones bajo una unidad de medida común.  
Se  observa  que  se  usa  principalmente  la  visión  temporal  a  la  hora  de  representar  las 
situaciones donde aparecen Cambios de Partida, y a continuación se destacan las diferentes 
















dentro  del  Tiempo  de  Procesamiento  del  trabajo.  Como  caso  particular  se  puede 
considerar el valor nulo.  

























































Dentro  de  los  problemas  multioperación  o  dentro  de  los  problemas  mono‐operación  que 























     Fijos  Nulos (0)  
Constantes (S)  
Variables 




































tiempo total de preparación o suma de todos los tiempos de preparación  Sij ∑  
Este criterio se puede combinar con otros criterios clásicos mediante una suma ponderada o 
también puede no estar presente en la función objetivo. En este caso, el  objetivo a minimizar 















a  la  hora  de  realizar  la  Programación  de  un  Trabajo.  Por  un  lado  existe  el  problema  de 









Cuando  se  trata  con  Taller  de  Flujo  con  HSDST  además  del  problema  de  Secuenciación  y 
Asignación  hay  que  considerar  de  forma  simultánea  la  aparición  de  tiempos  adicionales 




Un  posible  enfoque  para  afrontar  el  problema  de  Programación  de  la  Producción  en  los 
Talleres de Flujo o Flujo Híbrido es  la de considerarlos como una composición de etapas con 




3.4.7,  es  posible  considerar  adecuadas  las  técnicas  de  resolución  de  problemas  de 
Programación  de  la  Producción  Distribuidas  para  el  caso  que  se  aborda  en  esta  tesis.  La 
Programación de la Producción en la Industria Cerámica, y en especial en la empresa que se 
analiza,  presentan  la  característica  de  asemejarse  a  un  Taller  de  Flujo  que  en  ocasiones 
puede presentar un alto grado de desacople. 






En  (Nishi,  T.  et  al.  2004)  se  propone  un  método  de  Programación  de  la  Producción 
descentralizado para un Taller de Flujo con restricción de recursos usando descomposición 
Lagrangiana y un sistema de coordinación. En este trabajo la descomposición en subproblemas 
se  realiza  mediante  un  algoritmo  de  recocido  simulado  combinado  con  Programación 



































problemas  de  optimización  y  los  problemas  de  decisión  (Garey,  M.  R.  &  Johnson,  D.  S. 
















































que  es  mejor  intentar  obtener  una  solución  razonablemente  buena  mediante  algún 
procedimiento heurístico. 
En  este  caso,  puede  haber  más  de  un  algoritmo  disponible  para  resolver un  determinado  




•  Eficacia:  Si  el  valor  óptimo  es  conocido,  entonces  la  eficacia  puede  ser  expresada 
























como  medida  de  la  eficacia  del  análisis  del  peor  caso,  donde  el  valor  del  parámetro  de 
rendimiento del algoritmo en línea es comparado con el del algoritmo estático o fuera de 
línea. Esta aproximación para el caso de los algoritmos en línea fue realizada inicialmente por 













































Dentro  de  los  métodos  aproximados  se  ha  realizado  una  diferenciación  en  base  a  la 
arquitectura del método en sí. De esta manera se distingue entre procedimientos basados en 
Reglas de Despacho, Heurísticos y Metaheurísticos.  













del  realmente  existente.  Por  lo  tanto,  trata  de  algoritmos,  normalmente  diseñados  para 
resolver un tipo de problema muy concreto, y que por lo tanto no tienen aplicación genérica, 











Los  procedimientos  Metaheurísticos  son  algoritmos  de  alto  nivel  que  se  utilizan  para 
cohesionar un conjunto de acciones mezcla de otros procedimientos, como Heurísticos, Reglas 
de Despacho, métodos exactos aplicados a partes del problema, etc. Estos métodos tiene el 
















































autor  considera  que  los  métodos  Holísticos  son  aquellos  que  afrontan  el  problema  en  su 
conjunto, sin divisiones o particiones del mismo. Los métodos Por Descomposición dividen el 









con  el  cálculo  del  tamaño  de  lote,  posteriormente  la  carga  del  taller  y  finalmente  la 
secuenciación. La orientación al problema divide el procedimiento de resolución en fases, y 
cada una de ellas aborda un aspecto. 
Adicionalmente,  algunos  autores  consideran  otros  criterios  de  clasificación.  Un  criterio 
bastante  extendido,  en  los  métodos  aproximados,  es  el  de  agrupar  los  algoritmos  en 
constructivos o de mejora. Se entiende que un algoritmo es constructivo si no se dispone de 
una solución desde el instante inicial sino que esta se va progresivamente configurando, y en 

















































•  En  el  caso  concreto  de  minimización  del  “makespan”  (Cmax),  sólo  es  necesario 
considerar secuencias donde la entrada de los trabajos en las máquinas m − 1 y m es 
idéntica. En este caso podemos tener la misma secuencia en las máquinas 1 y 2 (la 
minimización del “makespan” también es una medida de eficacia regular) y la misma 






regular,  las  secuencias  de  permutación
iv  dominan  a  las  secuencias  generales,  esto  es, 
examinando sólo las secuencias de permutación tenemos la seguridad de poder encontrar la 




























realiza  una  revisión  exhaustiva  de  las  técnicas  aproximadas,  en  concreto  metaheurísticas, 
aplicadas al Problema del Taller de Flujo de Permutación con el criterio de minimización del 








3.7.1  El  Caso  del  Taller  de  Flujo  con  Tiempos  de  Cambio  de  Partida 
Dependientes de la Secuencia. 
El  taller  de  Flujo  con  SDST  se  puede  considerar  intuitivamente  como  un  caso  mucho  más 
complejo y difícil de resolver que el Taller de Flujo estándar. De hecho (Gupta, J. N. D. 1986), 






esto indica  que el taller  SDST es mucho más complejo que el  taller estándar y si además 
tenemos  en  cuenta  que  muchas  de  las  propiedades  que  se  han  investigado  para  el  taller 

























A  continuación  se  repasan  algunas  de  las  aportaciones  más  interesantes  que  se  han 
encontrado en la literatura. Es interesante iniciar este repaso destacando brevemente algunas  




















Poda  (Branch  and  Bound‐B&B)  para  el  mismo  problema  de  dos  máquinas  pero  con  la 







de  los  costes  de  Cambio  de  Partida  donde  éstos  son  directamente  proporcionales  a  los 














(Stafford,  E.  F.  &  Tseng,  F.  T.  1990), 





















































































En  (Gupta,  J.  N.  D.  et  al.  1986)  plantean  una  representación  del  problema  mediante  dos 
subproblemas  de  Viajante  de  Comercio  (Traveling  Sales  Problem‐TSP).  Definiendo  cotas 
inferiores y asegurando el óptimo de una secuencia de permutación si su makespan es igual al 
mayor  de  los  recorridos  de  los  dos  subproblemas  de  Viajante  de  Comercio.  Sin  embargo, 
debido  a  la  dificultad  en  obtener  una  solución  exacta  al  TSP  para  ejemplos  grandes  se 
proponen cuatro heurísticas, las dos primeras basadas en el algoritmo de (Johnson, S. M. 1954) 





















Lineal  Mixta  (Mix  Linear  Programming‐MLP)  para  Taller  de  Flujo  de  Permutación,  con  el 
objetivo de minimizar el Cmax, se propone un método de agregación de los trabajos como 
forma de mejorar la rapidez de cálculo, aunque no realizan experimentos en este último caso.  












presentaron  otros  dos  modelos  optimizadores  similares,  con  algunas  mejoras  sobre  los 
anteriores, sin conseguir resolver problemas de un tamaño superior. Y más recientemente, 
(Tseng, F. T. et al. 2006) desarrollaron un algoritmo para resolver de forma aproximada el 









matriz  de  costes  sólo  contiene  la  suma  de  los  Tiempos  de  Cambio  de  Partida.  Tras  la 
evaluación, las heurísticas TOTAL y SETUP dominaron holgadamente a las adaptaciones de los 



































los  trabajos  en  la  primera  máquina  depende  de  los  dos  próximos  trabajos.  Los  autores 














































































































problemas  que  aun  no  han  sido  resueltos.  En  el  trabajo  de  (Kis,  T.  &  Pesch,  E.  2005)  se 
proporciona una revisión sobre los diferentes métodos exactos que se han desarrollado para el 
caso del taller de flujo híbrido en relación con las medidas de eficiencia Cmax o makespan y 



























(Vignier A., Billaut, J. C., & Proust, C. 1996a)  Tmax  Procedimiento  basado 
Ramificación y Poda 





























(Wittrock, R. J. 1988)  Cmax+∑wi  Heurística  basada  en  Balance 
de cargas del cuello de botella 



















Cmax  Heurística  basada  en 
Ramificación  y  Poda  con 
Algoritmo Genético 
Tabla 3­10. Resumen contribuciones al problema del Taller de Flujo Híbrido con Soluciones Aproximadas 
























y,  por  último,  se  calcula  la  fecha  de  inicio  de  cada  trabajo  para  equilibrar  la  carga  de  las 
máquinas. 
Para  el  problema  de  minimización  del  Cmax  en  un  Taller  con  máquinas  múltiples 
(Sriskandarajah, C. et al. 1989) tratan de resolver en la primera etapa y una máquina en la 
segunda para, posteriormente, abordar el problema con el mismo número de máquinas en las 
dos  etapas.  Utilizan  una  variante  del  algoritmo  de  (Johnson,  S.  M.  1954)  aplicada  a  la 









otra  basada  en  las  máquinas.  El  cálculo  de  estas  cotas  se  obtiene  generalizando  los 
razonamientos habituales de taller de flujo al caso de los problemas de Taller de Flujo Híbrido. 
Los  autores  comparan  el  rendimiento  del  procedimiento  con  una  serie  de  programas 
generados  mediante  un  sencillo  procedimiento  de  creación  de  programas  sin  retraso, 
























































































Híbrido  general  con  fechas  de  entrega  y  cuyo  objetivo  es  minimizar  la  tardanza  máxima 
(Guinet, A. G. P. et al. 1996) proponen un procedimiento heurístico en dos fases. En la primera 
se ordenan los trabajos mediante varias heurísticas tales como la regla CDS (Campbell, H. G., 















































Debido  a  este  procedimiento  de  codificación,  es  necesario  reparar  la  solución  obtenida 















inicio  del  algoritmo  es  heurístico,  utilizando  una  serie  de  once  heurísticas.  Los  autores 
proponen dos mejoras a su algoritmo; una implementación avanzada de la lista tabú y un 
procedimiento rápido de cálculo del  makespan a  partir de la  solución previa. El algoritmo 
implementado  mejora  todas  las  heurísticas  analizadas,  puesto  que  encuentra  soluciones 
mejores en menor tiempo de cálculo.  




























para  el  problema  del  taller  de  Flujo  Híbrido  con  limitación  de  capacidad  entre  etapas.  El 
algoritmo  propuesto  complementa  la  búsqueda  con  una  heurística  que  se  utiliza  para 








Producción  a  un  sistema  de  computación  distribuido.  El  objetivo  es  reducir  el  timpo  de 
respuesta medio (Cmax medio). Los autores caracterizan este sistema como un Taller de Flujo 
Híbrido  y  proponen  una  nueva  heurística  que  se  ejecuta  en  tres  fases.  Los  resultados 
comparativos indican que la propuesta es bastante mejor que otras conocidas tanto en eficacia 








con  máquinas  idénticas  en  cada  etapa.  Los  autores  proponen  una  metaheurística  que  en 





industrias.  Los  autores  proponen  una  metaheurística  bio‐inspirada  como  es  la  Colonia  de 
Hormigas. Comparan los resultados obtenidos con Algoritmos Genéticos y Búsquedas Tabú 
obteniendo buenos resultados. 
Después  de  un  análisis  del  problema  del  Taller  de  Flujo  Híbrido  con  Tiempos  de  no 
Disponibilidad  de  las  máquinas  desconocidos  a  priori  (Gao,  J.  et  al.  2006)  plantean  un 
Algoritmo  Genético  que  con  una  innovadora  representación  del  fenotipo  sobre  la  que  se 
aplican una búsqueda local y dos formas de selección del vecindario. Se analizan los resultados 

















cada  etapa  sobre  la  eficacia  de  los  métodos  propuestos.  Habría  que  destacar  el  uso 















Dentro  de  los  problemas  del  Taller  de  Flujo  este  puede  ser  uno  de  los  menos  tratados 












costes  de  asignación  y  los  costes  de  cambio  y  teniendo  en  cuenta  una  restricción  de 







modelo  de  PLM  para  el  problema  completo  en  cada  etapa  descomponiéndolo  en  sendos 













partir  de  esta  secuencia  asignan  a  las  máquinas  de  la  segunda  etapa  siguiendo  un 
planteamiento de lanzamiento. 
Referencias  Medida Eficiencia  Técnica 




















En  (Aghezzaf,  E.  A.  et  al.  1995a)  y  (Aghezzaf,  E.  A.  et  al.  1995b)  plantean  un  algoritmo 
heurístico a dos fases para resolver el problema de Taller de Flujo Híbrido con Tiempos de 














(Kurz, M. E. & Askin, R. G. 2003)  Cmax  Heurísticas:  Inserción,  basadas 
en  Johnsosn,  y  heurísticas 
Voraces 
(Kurz, M. E. & Askin, R. G. 2004)  Cmax   4  Heurísitcas  +  Algoritmos 
Genéticos Claves aleatorias 
(Pugazhendhi,  S.,  Thiagarajan,  S., 
Rajendran, C., & Anantharaman, N. 2004) 







Cmax  Búsqueda  Tabú  +  Heurísitica 
Inicial 
(Gomez‐Gasquet, P., Andres, C., & García‐
































primera  y  segunda  etapas.  La  conclusión  de  los  autores  es  que  la  heurística  basada  en  la 
secuenciación hacia atrás (de la última etapa a la primera) es más eficiente que la basada en la 
secuenciación hacia delante. Además, experimentalmente  analizan sendas variantes basadas 
en  la  posibilidad  de  fragmentar  los  lotes  comprobándose  que  esta  opción  mejora  los 
resultados. Otro resultado se refiere al estudio de diferentes reglas para secuenciar en la única 













algunos  trabajos  tenían  la  posibilidad  de  realizar  menos  de  m  operaciones.  Propusieron  y 
estudiaron tres tipos de heurísticas llamadas “heurísticas de Inserción”, basadas en Johnsosn, y 
heurísticas  Voraces.  Identificando  las  condiciones  bajos  las  cuales  la  propuesta  funcionaba 







































A  partir  del  problema  del  Taller  de  Flujo  Híbrido  en  una  industria  textil  con  máquina  no 



















alternativas  en  cada  etapa  y  la  inclusión  de  los  Tiempos  de  Cambio  Dependientes  de  la 
Secuencia. En este tipo de problemas los métodos exactos casi no existen, incluso es difícil ver 
su  aplicación  a  problemas  sencillos.  Es  por  lo  tanto,  dentro  de  los  tipos  de  problema 
estudiados, donde más métodos aproximados se han desarrollado. Aunque no puede verse 









apartado  4,  se  han  presentado  características  generales  del  problema  que  se  plantea  en 

































pocas  las  referencias  que  utilizan  técnicas  optimizadoras,  decantándose  la  mayoría  por 
algoritmos  heurísticos  o  metaheurísticos.  Entre  las  técnicas  no  optimizadoras  existen  dos 
tendencias,  que  a  medida  que  el  problema  se  orienta  más  a  entornos  dinámicos  o  semi‐
dinámicos  se  acentúan,  estás  son:  Las  heurísticas  ad‐hoc  o  las  metaheurísticas  con  cierto 
mimetismo  con  la  naturaleza  o  bio‐inspiradas.  Esta  tendencia  potencia  la  necesidad  de 
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•  La  IAD  “Comercial”,  (Hedberg,  S.  1996),  (Nwana,  H.  S.  1995)  se  centra  en  la 
aplicación de las IAD clásica y autónoma al desarrollo de Agentes, normalmente 
denominado  Agentes  Software,  con  características  muy  diferenciadas  que  están 
siendo explotados de forma comercial.  
La  aparición  de  los  Agentes  Software  supuso  la  irrupción  de  un  nuevo  paradigma  en  el 
desarrollo  del  software  que  no  solo  influyó  en  las  fases  de  conceptualización,  diseño  e 
implementación del mismo, sino también en la aplicabilidad de las soluciones propuestas.  
La Teoría de Agentes y Sistemas Multiagente (SMA) ha permitido dar un mayor realismo al 
tratamiento  de  ciertos  problemas,  incorporando  a  los  modelos  ciertas  características  que 
normalmente  no  se  tienen  en  cuenta,  o  se  hace  de  forma  parcial,  por  la  dificultad  que 
incorporan al proceso de resolución del mismo. Cuando el problema que se desea solucionar 
incluye  características  como:  Gran  Tamaño,  Alto  Grado  de  Incertidumbre,  Dinamismo,  o 
Singularidad en la distribución de sus elementos, es una  excelente opción la aplicación de 
Agentes  para  obtener  grandes  ventajas  en  el  proceso  de  resolución.  En  este  sentido,  el 
problema de la Programación de la Producción es un problema susceptible de ser abordado 
mediante  Agentes,  ya  que  suelen  considerarse  gran  parte  de  los  factores  mencionados 
anteriormente.   
Entre  todas  las  características  indicadas  en  el  párrafo  anterior,  quizás  sean  dos  las  que 








Distribuidos  por  su  propia  naturaleza  como;  redes  de  ordenadores,  distribución  eléctrica, 
redes de semáforos, etc., como también subdividir problemas centralizados como; detección 



















el  nuevo  dominio  de  la  Inteligencia  Artificial  Distribuida  han  proporcionado  nuevas  e 
interesantes  posibilidades.  Durante  los  últimos  años  los  investigadores  han  aplicado  las 




varios  métodos;  Heurísticas,  Propagación  de  Restricciones,  Recocido  Simulado,  Búsqueda 





































distribuidos.  Algunos  ejemplos  incluye  la  “Teoría  de  Juegos”,  que  estudia  las 
propiedades  de  las  interacciones  económicas  formalizadas  entre  participes,  y 
mecanismos de la teoría del diseño, que considera el problema del diseño óptimo 
de los mecanismos de asignación de recursos. Las subastas son los mecanismos  
más  comúnmente  estudiados  en  economía,  y  la  combinación  de  la  Teoría 
Económica,  la  Investigación  Operativa  y  la  Informática  ha  producido  una  nueva 
disciplina: El diseño de subastas basado en ordenador.  
•  Lógica:  Al  igual  que  la  Informática,  los  últimos  años  son  florecientes  para  las 












•  Filosofía:  Un  buen  número  de  áreas  de  la  Filosofía  han  tenido  influencia  en  la 
Teoría  y  Diseño  de  Agentes.  La  Filosofía  de  las  creencias  y  las  intenciones,  por 
ejemplo, lideran directamente el modelo BDI de agente software racional usado 
para  representar  los  estados  internos  de  los  Agentes  autónomos.  La  Teoría  del 
Habla,  una  rama  de  la  Filosofía  del  lenguaje,  ha  sido  usada  para  proporcionar 








las  últimas  tres  décadas,  por  ejemplo,  en  el  desarrollo  de  la  computación 
Evolucionista  y las Redes Neuronales. Los modelos de los Sistemas Multiagente han 
encontrado  aplicación  para  la  simulación  de  Sistemas  Biológicos,  tales  como  las 
poblaciones de peces en el mar del Norte. 






































•  ¿Cómo asegurar que los Agentes actúan coherentemente al tomar decisiones  o 



























Una  vez  consolidados  los  aspectos  tratados  en  la  Etapa  Autónoma,  varias  casas 
comercializadoras  de  software  empezaron  a  adquirir,  o  bien  a  desarrollarlas  sí  mismas, 
prototipos basados en Agentes, ya fuesen aplicaciones o plataformas. Este es el comienzo de la 
denominada  Etapa  Comercializadora.  Durante  esta  etapa  los  Agentes  suavizan  ciertas 
propiedades  y  se  especializan  considerablemente.  Algunos  de  los  Agentes  más  conocidos, 
según (Nwana, H. S. 1995) son: Agentes Interfaz, Agentes Móviles, Agentes Internet. 
En  la  actualidad  la  Teoría  de  los  Agentes  software  tiene  entidad  propia  siendo  varios  los 
congresos relevantes en los que se tratan dichas cuestiones de forma exclusiva. Entre estos se 
pueden destacar ATAL (Agent Theories, Architectures and Languages), AAMAS (Autonomous 














































embargo  carecen  de  la  inteligencia  necesaria  para  denominarse  Agentes.  Por  este  motivo 
(Corchado, J. M. & Molina, J. M. 2002) proponen una serie de condiciones adicionales que 
eliminen la ambigüedad que aún permanece en la definición de (Wooldrige, M. et al. 1995). 
•  Movilidad:  Habilidad  de  un  Agente  de  trasladarse  en  una  red  de  comunicación 
informática. 
•  Veracidad:  Propiedad  por  la  que  un  Agente  no  comunica  información  falsa 
intencionadamente. 
•  Benevolencia:  Un  Agente  no  tiene  objetivos  contradictorios  y  siempre  intenta 
realizar la tarea que se le solicita. 





























un  mayor  esfuerzo  en  la  construcción  de  todos  aquellos  aspectos  relacionados  con  la 
interrelación.  
El estudio de Sistemas Multiagente se centra en los sistemas en los cuales varios Agentes 






















punto  de  vista  limitado,  (2)  no  hay  un  sistema  global  de  control,  (3)  los  datos  son 
descentralizados,  (4)  y  la  computación  es  asíncrona.  Por  eso  según  la  misma  autora  los 













































se  realizará  durante  la  definición  del  problema,  a  nivel  de  aplicación,  y  un  segundo  paso 
durante  la  fase  de  resolución  del  problema  para  asignar  la  actividad  de  los  Agentes.  Este 














La  Comunicación  se  necesita  para  la  definición  del  problema,  su  descomposición  y 
distribución,  entre  los  agentes.  El  intercambio  de  información  o  acto  de  comunicación  se 
realiza  por  medio  de  un  protocolo  o  lenguaje  que  puede  tener  diferentes  niveles  de 
complejidad. 
El Comportamiento coherente de los agentes desde un punto de vista global es el objetivo 

























































un  conjunto  de  atributos,  explícitamente  reducido,  que  está  compuesto  por:  Autonomía, 
Aprendizaje y Cooperación. 
En la Figura 4‐2 se muestra la clasificación de (Nwana, H. S. 1995) intenta Asignar cada agente 




















































como  entidades  individuales  se  procederá  a  realizar  un  análisis  sobre  las  arquitecturas 










el  área  de  la  Inteligencia  Artificial.  En  (Muller,  J.  P.  1998)  se  realiza  una  revisión  de  las 
































































competencia  para  obtener  el  control  sobre  las  acciones  del  Agente.  Esta  idea  ha  sido 











de  interés  para  la  misma.  Se  trata  de  simplificar  el  mecanismo  de  actuación  sin  dejar  de 
considerar diversos tipos de eventos que pueden resultar de interés (ver Figura 4‐5). 
En cualquier caso, los Agentes puramente reactivos suelen sufren dos tipos de limitaciones: 
•  La  primera  debida  a  que  al  ser  puramente  reactivos  los  Agentes  toman  las 
decisiones  basados  en  información  local.  Los  Agentes  no  tienen  en  cuenta  la 
información no local o los efectos de sus decisiones en el comportamiento global. 
Lo que podría llevar al sistema a una situación inestable. 





Kortenkamp,  D.,  Miller,  D.  P.,  &  Slack  M.G.  1997)  se  presenta  un  buen  ejemplo  del 
planteamiento y desarrollo de un arquitectura reactiva. 
Una tercera alternativa a las dos arquitecturas anteriores es la Arquitectura Híbrida en la cual 









































Los  Agentes  se  agrupan  en  sociedades  para  formar  sistemas  y  conjuntos  complejos  con 
capacidad para realizar tareas concretas sobre las cuales tienen habilidades. El estudio de 
estas sociedades implica el análisis de diferentes características significativas (Comunicación, 










del  Nivel  Organizativo  se  desarrollaran  los  conceptos  de  Colaboración,  Coordinación  y 
Negociación en un Sistema Multiagente Deliberativo. 
El  primer  paso  en  el  análisis  de  las  relaciones  entre  Agentes  debe  ser  el  estudio  de  sus 




Tipo Interacción  Objetivos  Recursos  Habilidades 
Independencia  Compatibles  Suficientes  Suficientes 
Colaboración simple  Compatibles  Suficientes  Insuficientes 
Obstrucción  Compatibles  Insuficientes  Suficientes 
Colaboración coordinada  Compatibles  Insuficientes  Insuficientes 
Competición individual absoluta  Incompatibles  Suficientes  Suficientes 
Competición colectiva absoluta  Incompatibles  Suficientes  Insuficientes 
Conflictos individuales sobre recursos  Incompatibles  Insuficientes  Suficientes 
Conflictos colectivos sobre recursos  Incompatibles  Insuficientes  Insuficientes 
Tabla 4­1. Tipos de interacciones entre agentes(Corchado, J. M. et al. 2002). 
Aunque atendiendo exclusivamente a los objetivos propuestos existen tres grandes tipos de 





















diversos  autores.  Según  (Conte,  R.,  Miceli,  M.,  &  Castelfranchini,  C.  1990)  “los  Agentes 
Cooperan cuando coordinan sus acciones porque han identificado un objetivo común”. Otros 
autores asocian esta característica a la observación externa, como (Durfee, E. H., Lesser, V. R., 
&  Corkill,  D.  D.  1989)  que  considera  que  un  conjunto  de  Agentes  cooperan  cuando  un 
observador externo puede describir como cooperativas las acciones realizadas por los Agentes. 
En este mismo sentido (Ferber, J. 1999) estableció diversos índices para decidir si existe una 













•  Especialización:  Existencia  de  un  conjunto  de  Agentes  con  habilidades  muy 
específicas. El tipo de Agentes diferentes es mucho más amplio que en otro tipo de 
sistemas, ya que para obtener un objetivo es necesaria la participación de gran 











realizar  los  Agentes  para  conseguir  el  objetivo.  La  coordinación  puede  ser 
centralizada (Jerárquica, Igualitaria), o distribuida (Modelo de Agentes Conocidos, 
Contract Net Protocol). 




















































W.  A.  &  Hewitt,  C.  E.  1981)).  Las  soluciones  a  los  problemas  se  construyen  localmente,  y 
después se comunican a otros miembros y las pueden probar y refinar. 
Así mismo, (Shen, W. & Norrie, D. H. 1999), en su análisis sobre la aplicación de Agentes en la 
industria,  propone  una  clasificación  de  la  organización  de  los  Agentes  en  tres  categorías: 
Jerárquica, Federativa y Autónoma. 
Hace  ya  algunos  años  que  las  Empresas  Industriales  están  compuestas  normalmente  de 
unidades semi‐autónomas, frecuentemente distribuidas, cada una con un grado de control 
sobre los recursos locales o con información diferente sobre las necesidades. No es extraño 










Leeuwen,  E.  H.,  &  Norrie,  D.  2003),  o  bien  en  Architecture  for  Distributed  Dynamic 
Manufacturing Systems‐ADDYMS descrito en (Butler, J. & Ohtsubo, H. 1992), o en la estructura 
de Control y Planificación de la Producción de (Fischer, K. 1994). 
La  propuesta  federada  puede  contener,  normalmente  de  forma  alternativa,  tres  tipos  de 
individuos: Facilitadores (Facilitators), Intermediarios (Brokers) y Mediadores (Mediators). Las 
estructuras federadas son capaces de coordinar la actividad Multiagente proporcionando una 
reducción  de  la  sobrecarga,  asegurando  la  estabilidad,  y  proporcionando  escalabilidad, 
(Genesereth, M. R. & Ketchpel, S. P. 1994). 
En la propuesta basada en Facilitadores los Agentes relacionados entre sí se agrupan y la 

















La  propuesta  basada  en  Mediadores  es  un  tercer  tipo  de  organización  federada  donde  el 
mediador asume un papel adicional, la coordinación del sistema. Esta coordinación promueve 
la cooperación entre Agentes, y aprendizaje del comportamiento de los mismos. En (Gaines, B. 












(2)  pueden  comunicarse  o  interactuar  con  otros  Agentes  del  sistema  y  también  con  otros 
Agentes externos, (3) tienen conocimiento sobre otros Agentes y  entornos, (4) tienen sus 
propios  objetivos  y  sus  motivaciones  asociadas.  Los  sistemas  de  Agentes  Autónomos 
proporcionan un buen conjunto para el desarrollo de Sistemas de Inteligencia Distribuida que 
cuenta  con  herramientas  de  ingeniería  encapsuladas  como  Agentes,  y  son  capaces  de 
proporcionar servicios especiales. Este tipo de propuesta proporciona un buen entorno de 






dicha  figura  se  indica  como  los  Agentes  implementan  técnicas  de  Distribución  de  Tareas, 
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•  Los Agentes  postores que reciben la propuesta, si  creen poder  realizar la tarea 
solicitada envían una oferta al subastador. 
•  Cuando  el  subastador  cierra  el  periodo  de  recepción  de  las  ofertas,  éstas  son 




En  este  protocolo  un  Agente  puede  desempeñar  cualquiera  de  los  papeles  de  cliente 
(subastador)  o  proveedor  (postor),  incluso  al  mismo  tiempo.  En  general  el  sistema  puede 
soportar al mismo tiempo varios procesos de CNP por lo que pueden existir varios clientes al 
mismo tiempo, incluso un Agente puede ser cliente en un proceso y proveedor en otro. Al 















































•  Coordinación  Global:  Cuando  el  SMA  determina  y  planifica  globalmente  las 
























Para  que  los  mecanismos  de  cooperación  y  coordinación  sean  exitosos  en  un  sistema  de 
Agentes que actúan interdependientemente, debe existir un mecanismo adicional, por medio 
del  cual,  los  integrantes  de  un  sistema  se  puedan  poner  de  acuerdo  cuando  cada  Agente 
defiende sus propios intereses. Éste debe llevar a los miembros de la sociedad a una situación 



























variar  enormemente  sin  embargo  los  más  habituales  son:  amenazas,  recompensas,  o 
apelaciones.  Los  argumentos  permiten  a  los  Agentes  refinar  sus  procesos  de  tomas  de 













dentro  del  proceso.  Los  protocolos  de  negociación  están  sumamente  vinculados  a  la 











utilidad  los  enfoques  tipo  mercado  con  subastas  que  permiten  fijar  un  precio  sobre  los 
servicios/productos que se demanda/ofrecen. En todo caso, un aspecto fundamental es como 
evaluar el cumplimiento de los objetivos. Esta evaluación podría ser individual o global. El 
protocolo  de  negociación  debe  estar  diseñado  de  acuerdo  a  las  especificaciones  de  los 
Objetivos de la Negociación. Un ejemplo es el protocolo “Contrat Net” de (Smith, R. G. 1979) 
aplicable a un objetivo único. 








directa  entre  los  miembros  de  una  comunidad.  En  este  apartado  se  presentan  aspectos 
relacionados con el acto comunicativo, los lenguajes y las ontologías. 
4.4.1  La Comunicación 












•  No  comunicación.  Los  Agentes  interactúan  sin  comunicarse,  infiriendo  las 














•  Comunicación  de  alto  nivel.  Existe  un  dialogo  o  conversación  que  permite  la 
generación  e  interpretación  de  declaraciones,  con  el  objeto  de  comunicar  la 






fuertes  requerimientos  relativos  a  su  interoperabilidad.  Los  Agentes  de  un  Sistema 
Multiagente realizan continuos actos de intercambio de conocimiento tanto para su propia 
autorregulación  como  para  alcanzar  sus  propios  objetivos.  Para  esta  comunicación  de 





comunicación.  Diversos  investigadores  han  realizado  propuestas  de  lenguajes  estándares: 
(Fulton, J. A. 1992), (Genesereth, M. R. & Fikes, R. 1992) o (Morik, K., Causse, K., & Boswell, R. 



















En  el  nivel  asociado  a  la  especificación  del  contenido  se  establecen  acuerdos  sobre  las 
asunciones que se comparten y los modelos de cada dominio. Este nivel afecta al vocabulario 






















El  término  “ontología”  es  un  préstamo  de  la  filosofía,  donde  representa  una  contabilidad 
sistemática de “Existencias”. Para la Inteligencia Artificial lo que existe es lo que se puede 
representar.  Cuando  el  conocimiento  de  un  determinado  dominio  es  representado  en  un 
formalismo  declarativo,  el  conjunto  de  objetos  que  pueden  ser  representados  se  llaman 
universo del discurso. Este conjunto de objetos y sus relaciones, se reflejan en el vocabulario 
representacional  con  el  cual  un  programa  basado  en  el  conocimiento  representa  el 
conocimiento. En el contexto de la Inteligencia Artificial se puede describir la ontología de un 






















Como  se  ha  visto  una  ontología  permite  especificar  representaciones  formales  del 
conocimiento.  En  el  ámbito  de  los  Sistemas  Multiagente,  y  en  general  el  dominio  de  las 
organizaciones y de los individuos, los datos que lo definen, y que fluyen a través del sistema 
se  pueden  considerar  en  términos  de  conocimiento.  Este  conocimiento  afecta  tanto  a  las 
acciones encaminadas a obtener los fines marcados, como al conjunto de acciones reguladoras 
basadas en normas de gestión interna del sistema con objeto de garantizar el funcionamiento 










pertinente  de  un  dominio  o  subdominio,  como  la  medicina,  las  aplicaciones 
militares, la cardiología o, en nuestro caso particular, la oncología.  













como  son:  Las  técnicas  de  Aprendizaje  que  permiten  ir  reconociendo  los  elementos 
conceptuales de forma dinámica; El mapeado entre ontologías que permite relaciona términos 
de  entornos  diferentes;  Las  técnicas  de  evaluación  de  ontologías  que  permiten  validar  el 
diseño de una ontología para un propósito dado.  














Software  ha  caminado  parejo  al  desarrollo  de  mecanismos  de  abstracción  cada  vez  más 











Multiagentes  y  que  en  mayor  o  menor  medida  cubren  las  fases  de  análisis,  desarrollo  e 











Estos  sistemas  se  han  desarrollado  dando  lugar  a  diferentes  arquitecturas,  e 













FIPA  presenta  especificaciones  agrupadas  en  5  categorías:  Aplicaciones,  Arquitecturas 
Abstractas,  Comunicación  entre  Agentes,  Gestión  de  Agentes,  Transporte  de  Mensajes  de 
Agentes. 
Diversas empresas han desarrollado sus plataformas de acuerdo con las normas de FIPA. Al 




OMG  –  www.og.org ‐  fue  fundada  en  1989  por  once  compañías  entre  las  que  se  pueden 
destacar 3Com, HP, Canon, Sun, Unisys y American Airlines. En la actualidad agrupa a más de 
800 miembros. Su estándar más conocido es CORBA. El grupo OMG fue establecido para crear 
un  mercado  de  software  basado  en  componentes  mediante  la  introducción  de  objetos 





























Knowledge  Sharing  Effort ‐  http://www‐ksl.stanford.edu/knowledge‐sharing/papers/kse‐





trabajo  por  sí  mismo.  El  consorcio  proporciona  especificaciones  e  implementaciones  de 
dominio público, informes, comunicaciones y artículos técnicos, y librerías software reusables 
de dominio público (demostraciones). 
KSE  está  organizado  en  grupos  de  trabajo  orientados  a  cuatro  áreas.  Estos  grupos  son: 
Interlingua,  Knowledge  Representation  System  Specification,  External  Interfaces,  y  Shared, 
Reusable  Knowledge  Bases.  El  grupo  de  External  Interfaces  se  encarga  de  los  aspectos 
relacionados con las interacciones en ejecución entre los sistemas basados en el conocimiento 
y  otros  sistemas,  con  especial  interés  en  los  lenguajes  de  comunicación.  Algunos  de  los 
lenguajes  más  destacados  son,  los  ya  comentados,  KQML  y  KIF,  muy  extendidos  en  la 
comunicación entre Agentes.  
Además  KSE  ha  proporcionado  tecnología  para  construir  Ontologías  compartidas ‐  
http://www.cs.umbc.edu/kse/ontology/ ‐, y tecnología para construir protocolos compartidos. 
Como  se  puede  observar  las  organizaciones  comentadas  anteriormente  han  ido 
proporcionando una serie de marcos de trabajo en diversos ámbitos que ha potenciado el 


































en  CommonKADS,  (Schreiber,  A.,  Akkermans,  J.,  &  Anjewierden,  A.  2000), 
aportando una serie de modelos para desarrollar las fases de análisis y de diseño de 
Sistemas Multiagente. La principal característica desarrollada es la incorporación de 








•  MASSIVE,  (Lind,  J.  1999),  este  método  de  desarrollo  de  Sistemas  Multiagentes 
(Multi‐Agent  SystemS  Iterative  View  Engeneering)  desarrollado  en  DFKI.  Está 
constituido por un conjunto de vistas diferentes del sistema a construir donde el 
desarrollo que se sigue consiste en una visión iterativa del mismo. 





aplicaciones  industriales  reales,  como  puede  ser  el  caso  UML,  tratando  de 
orientarlas hacia el campo de los Agentes. 
•  TROPOS, (Castro, J., Kolp, M., & Mylopoulos, J. 2002),  presenta una metodología 
de  desarrollo  de  software  basado  en  agentes  mediante  extensiones  de  UML  y 
empleando un entorno de modelado  propuesto por (Yu, E. 1996). 














atributos  y  comportamientos  personalizados.  Estas  herramientas,  conocidas  como 
Plataformas de Agentes, ponen a disposición del usuario un entorno para la ejecución de 





















































http://jade.cselt.it  D  D  D  D  D  D 
FIPA‐OS  Emorphia 
http://fipa‐os.sourceforge.net 
D  D  D  D  D  D 
ZEUS  British Telecom 
www.labs.bt.com/projects/agents\zeus 
D  D  D  D  U  D 
JACK  Agent Oriented Software 
http://www.agent—software.com 





D  D  D  U  D  D 
ADK  Trylian 
http://www.trylian.com 
D  U  U  U  ?  D 
JAS  Fujitsu, HP, IBM, SUN, … 
http://java‐agent.org 
D  D  D  D  U  ? 
AgentBuilder  Intellione Technologies 
http://www.agentbuilder.com 
U  U  U  U  U  ? 
MadKit  MadKit Team 
http://www.madkit.org 









U  U  U  U  U  D 
Aglets  IBM Japan 
http://trl.ibm.com/agents 















A  partir  del  análisis  de  que  un  Sistema  Multiagente,  y  en  general  también  de  un  Sistema 
basado en Agentes, se pueden identificar algunas ventajas significativas aplicables al Proceso 
de Programación de la Producción. Algunas de las ventajas del Sistema Multiagente son: 
•  Permite  de  forma  natural  la  convivencia  de  diferentes  roles  (gestiones).  Las 
diversas etapas del proceso de Planificación/Programación de la Producción en la 
industria  del  pavimento/revestimiento  cerámico,  tiene  características  lógicas  y 
técnicas diferentes, implicando un conjunto de actividades diferentes. Los Procesos 
tienen diferentes restricciones y podrían utilizar diferentes modelos y métodos para 








entorno  y  se  adaptan  produciendo  cambios  en  su  comunidad  para  alcanzar  los 
objetivos  establecidos.  Su  autonomía  les  permite  realizar  tareas  encaminadas  a 
alcanzar  objetivos  locales.  La  cooperación  entre  los  Agentes  posibilita  la 
coordinación del sistema para alcanzar los objetivos globales, permitiendo a su vez 
la flexibilidad necesaria para adaptarse a los cambios. 
•  Son  Sistemas  idóneos  para  entornos  con  Incertidumbre.  Un  sistema  de 
Planificación/Programación autónomo y distribuido basado en SMA se caracteriza 
















•  Por  la  forma  de  plantear  la  búsqueda  de  soluciones  los  Sistemas  basados  en 
Agentes permiten extender su aplicación al ámbito de la Cadena de Suministro. De 
esta  forma  la  Programación  de  la  Producción  podría  ser  considerada  de  forma 
natural dentro de este ámbito. 




integración  de  dinámica  de  nuevos  Agentes,  eliminación  de  los  existentes  o 
actualización de los mismos con diferentes funcionalidades o roles. 
•  Usan computaciones paralelas a través de un gran número de procesadores, los 




Estas  son  algunas  de  las  razones  que  permiten  enfocar  tantos  los  trabajos  de  resolución 













sistemas  de  fabricación  necesitaran  satisfacer,  según  los  autores,  los  siguientes 
requerimientos:  Integración  empresarial,  organización  distribuida,  entornos  heterogéneos, 


















tanto  recursos  de  fabricación  como  trabajadores,  celdas,  máquinas,  herramientas, 
























Cadena/Red  de  suministro  han  desembocado  el  los  planteamientos  de  Planificación 
Colaborativa. 
La Programación de la Producción es un problema complejo, particularmente cuando se da en 
un  entorno  abierto  y  dinámico,  que  suelen  ser  todos  los  entornos  reales.  Una  planta 
productiva,  es  un  entorno  incierto  en  casi  todos  los  enfoques  que  se  realicen.  Se  puede 
requerir al sistema para que proporcione tareas adicionales que no habían sido previstas, y 
algunas veces está permitido omitir ciertas tareas. Los recursos disponibles para ejecutar las 
























Aproximaciones  tradicionales  a  la  Planificación  y  la  Programación  de  la  Producción  no 


















absoluto  incompatibles  cada  uno  muestra  un  tipo  de  esfuerzo  diferente  con  unas 
características distintas. 
El proyecto MetaMorph (Shen, W. et al. 1998) es un ejemplo de integración de Planificación y 






























Producción.  Se  propone  un  Sistemas  Multiagente  donde  las  rutas  y  secuencias  en  las 
operaciones se logran mediante redes contractuales de ofertas. La tarea de Planificación de la 




configuró  un  modelo  de  costes  para  facilitar  la  toma  de  decisiones  en  el  proceso  de 
negociación. 
Otro  aspecto  que  suele  incorporar  la  utilización  de  sistemas  basados  en  Agentes  es  su 
proximidad a los entornos dinámicos. Los sistemas tradicionales alternan la Programación y 
Ejecución.  Por  ejemplo,  una  compañía  genera  cada  semana  un  Programa  Productivo  en 
relación con sus operaciones de fabricación del siguiente periodo. Sin embargo, el mundo real 
tiende a cambiar de forma que invalida los Programas anticipados. Los sistemas naturales no 









Agente  gestor  y  múltiples  Agentes  recurso.  En  este  acercamiento,  el  plan  de  procesos  de 
producción  completo  puede  ser  construido,  incluyendo  los  planes  de  herramientas, 
instalaciones y transporte. Se tiene en cuenta el proceso de control del taller. 
En  (Lim,  M.  K.  et  al.  2004)  se  afronta  el  reto  de  integrar  el  proceso  de  Planificación  y 
Programación de la Producción para poder ser más reactivos en el caso de variaciones en los 
cambios súbitos en la demanda y los tipos de productos que se ofrecen en mercados muy 
dinámicos.  Se  propone  un  Sistema  Multiagente  formado  por  dos  niveles  de  Agentes:  Los 










































































realizado  en  el  programa  IMS  ha  trasladado  estos  conceptos  al  mundo  de  la  fabricación, 
considerando  al  sistema  de  fabricación  como  un  compuesto  de  módulos  autónomos  con 
control distribuido. 
























































































holónicos  en  elementos  demasiado  rígidos  como  para  poder  plantear  propuestas  que  se 
relacionan más con lo mental que con lo físico, como es el caso de los Planes y Programas de 
Producción. Se ha entendido que una propuesta innovadora en el ámbito de la Programación 











al  uso  de  esta  herramienta  y  a  las  nuevas  perspectivas  que  desde  ésta  se  han  podido  ir 
generando.  Quizás  la  producción  científica  y  sus  aplicaciones  han  alcanzado  un  nivel 









Los  primeros  resultados  se  han  derivado  del  trabajo  realizado  en  diversos  proyectos  de 
































































revisión  de  las  referencias  más  recientes  en  las  que,  desde  distintos  puntos  de  vista,  se 
proponen la aplicación de Agentes, Sistemas basados en Agentes o Multiagentes para abordar 
la Programación de la Producción. En concreto se incide en los siguientes aspectos: 
•  Soluciones  basadas  en  Teoría  de  Agentes  para  la  obtención  de  Programas 
Productivos en diferentes tipos de talleres.  
•  Soluciones  que  intentan  tener  una  visión  amplia  del  sistema  productivo,  y  que 
incluyen  los  aspectos  de  Programación  de  la  Producción  como  parte  de  la 
propuesta. 
•  Adaptación  y  mejora  de  las  habilidades  sociales  de  los  Agentes  utilizados  para 
obtener una solución de forma colaborativa. 
•  Adaptación  y  mejora  del  proceso  de  aprendizaje  en  los  Agentes  o  Sistemas 
Multiagente utilizados en la obtención de un Programa, normalmente en entornos 
colaborativos. 
•  Análisis  del  impacto  de  las  arquitecturas  Multiagente  en  la  calidad  de  las 
soluciones.  
El  conjunto  de  temas  propuestos  aportan  una  visión  tanto  de  cómo  debe  plantearse  el 
proceso/algoritmo de resolución como el conjunto de técnicas, y habilidades, que un sistema 










dichas  referencias  lo  relevante  es  como  se  obtiene  la  solución  para  obtener  un  Programa 
Productivo, ya sea con un enfoque Predictivo o Reactivo. Sin embargo, en los trabajos de (Sun, 





















Agente  Distribuidor  de  Trabajos  (ADT)  y  el  Programa  obtenido.  Dentro  del  Universo,  las 
máquinas o los trabajos son Agentes reactivos que sólo pueden dar conformidad a ciertas 
operaciones, pero no proponen acciones. 
Como  núcleo  fundamental  dentro  del  proceso  de  colaboración  está  la  negociación  entre 








Agente  intermedio  que  recibe  la  propuesta  de  asignar  a  un  conjunto  de  trabajos,  y  que 
mediante el uso de una Agente forward, que conoce la disposición del diagrama Gantt hacia el 
futuro, y mediante un Agente Backward, que conoce la evolución ya realizada de los trabajos 














en  su  evolución  en  el  Sistema.  Mediante  un  Algoritmo  Genético  (Cardon,  A.  et  al.  2000) 
identifican la función de selección, mutación, cruce y ajuste (fitness). Dado que el objetivo es 
minimizar  adelantos  y  retrasos  simultáneamente  la  función  de  ajuste  se  plantea  como 
multiobjetivo. El conjunto de macro y micro‐Agentes comentado anteriormente evoluciona 
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que  propuesta  se  queda.  Tanto  el  juego  interno  como  externo  utilizan  como  valor  de 
referencia  lo  que  denominan  “Shapley  Value”  que  mide  la  aportación  de  un  trabajo  a  un 
conjunto existente en función del tamaño de la coalición que se forma y del Cmax que se 






máquinas  en  paralelo).  Tanto  para  los  resultados  propios  como  para  los  de  Soewandi  se 
establece  un  ratio  entre  el  valor  obtenido  y  el  mejor  valor  encontrado.  Se  mejoran  los 
resultados para algunas combinaciones pero no para todas. 





















veces  el  mismo  tipo  de  algoritmo  modificado.  Existe  también  un  Agente  destructor  que 

































adaptación.  Aplican  un  Sistema  Multiagente  con  arquitectura  heterárquica  basado  en 













modificar  parcialmente  un  programa  en  curso.  El  objetivo  es  minimizar  los  cambios  en  el 
Programa al mismo tiempo que se mantiene la calidad del programa. Son dos los eventos que 
se consideran por la intervención del usuario, la cancelación y la inserción urgente de órdenes. 







El  Sistema  de  Agentes  se  enmarca  dentro  de  una  propuesta  de  integración  del  Sistema 
Productivo y del diseño del producto. La Programación de la Producción se realiza a través de 
un Agente mediador. Cuando el Agente mediador recibe una petición de un Agente trabajo 
para  ser  secuenciado  inicia  un  protocolo  Contrat‐Net  con  los  Agentes  recurso  (máquina, 
trabajador,  etc.),  seleccionando  la  mejor  oferta  y  asignándole  dicho  trabajo  al  recurso 
correspondiente. 
Mediante  la  aplicación  de  los  conceptos  de  Programación  de  la  producción  predictiva  y 
reactiva  (Cowling,  P.  I.  et  al.  2004)  propone  una  serie  de  heurísticas  que  permiten  la 





Tabú.  Y  un  programa  reactivo  mediante  un  conjunto  de  ocho  heurísticas.  En  la  etapa 
responsable de la producción de barras de acero existen dos tipos de Agente, el gestor de las 












Los  autores  realizan  un  estudio  experimental  del  sistema  propuesto  alcanzado  resultados 
exitosos en cuanto a la eficacia del mismo. 
Se  ha  podido  observar  como  los  diversos  autores  han  realizado  propuestas  indicando 
procedimientos  que  tienen  como  base  la  aplicación  de  sistemas  basados  en  Agentes  para 
















La  Programación  de  la  Producción  no  solo  debe  ser  estudiada  de  forma  independiente  y 
aislada del resto del Sistema de Planificación y Control de Operaciones (SPCO), y en ocasiones 





(Xue,  D.,  Sun,  J.,  &  Norrie,  D.  H.  2001),  (Keskinocak,  P.,  Wu,  F.,  Goodwin,  R.,  Murthy,  S., 
Akkiraju, R., Kumaran, S. et al. 2002), (Dang, T. T. & Frankovic, B. 2002), (Wang, Y. H., Yin, C. 














subsiguientemente  para  identificar  el  programa  óptimo  que  satisfaga  las  limitaciones  de 
diseño del producto, y los requisitos industriales que son identificados en las características, y 
en  limitaciones  industriales  que  son  descritas  como  recursos  disponibles.  Se  utilizan  dos 
estrategias de optimización: (1) tener disponible el producto lo antes posible, (2) comenzar el 
producto tan tarde como posible reducir el espacio para almacenar el producto producido. En 
este  enfoque,  las  limitaciones  de  producto  son  modeladas  utilizando  un  esquema  de 
características basado en la representación del producto. Cuándo la limitación temporal de la 
orden  de  cliente  no  puede  ser  satisfecha,  el  cliente  es  informado  para  cambiar  las 
características del producto ordenado. 
En (Keskinocak, P. et al. 2002) describe un sistema de apoyo a la toma de decisiones para 
Programar  la  Producción  de  papel.  Según  los  autores  este  es  el  primer  sistema  que 
proporciona una solución integrada de Programación de la Producción de papel, y considera 
las interacciones entre etapas diferentes del proceso de fabricación y distribución. Utilizando 























Producción,  el  enrutado  de  sistemas  AGVs,  y  la  planificación  de  materiales.  Existen  tres 
Agentes que representan a cada una de las tres partes del problema. Cada Agente intercambia 















realizado  propuestas  que  buscan  mejorar  la  relación  entre  Agentes  cuando  el  objetivo  es 
obtener un Programa Productivo. En (Liu, J. S. & Sycara, K. P. 1997) se presenta una solución 
para la coordinación de Agentes en un proceso iterativo y asíncrono de cálculo de un Programa 
Productivo  en  un  taller  General.  En  esta  propuesta  los  Agentes  representan  recursos  y 




programadores  de  centros  de  trabajo  diferentes  y  el  objetivo  es  obtener  un  programa 
conjunto de forma colaborativa. Por lo tanto, en la resolución del problema de coordinación el 
autor  tiene  bien  presente  los  propios  requerimientos  del  problema  y  propone  el  uso  de 












económico  de  las  mismas.  (Lv,  C.  X.  et  al.  2006)  propone  un  algoritmo  adaptativo  que 










Los  N‐agents  (negotiation  agent),  asumen  el  papel  de  centro  de  la  negociación  y  de 













La  consideración  de  las habilidades  sociales  en  un  desarrollo Multiagente  es  fundamental. 
Estas definirán la forma de colaborar entre los diferentes Agentes que forman el sistema, y por 
lo tanto condicionarán la arquitectura del mismo. Por este motivo, era necesario analizar como 












problemas  de  Programación  de  la  Producción  de  forma  que  se  potencien  facilidades  que 
permitan superar las dificultades que caractericen a cada uno de ellos.  
4.8.4  Aprendizaje en la Aplicación de los SMA 
Un  aspecto  que  debe  ser  tratado  en  profundidad  en  ciertas  propuestas  que  utilizan 
Arquitecturas Multiagente es el del aprendizaje. Con este concepto nos referimos a como los 
Agentes pueden mejorar sus habilidades mediante un proceso basado en el razonamiento y en 
la interactuación con el  entorno. Se  debe  tener  que en cuenta en  muchas propuestas los 




que  realizan  una  acción.  En  concreto  plantea  un  Agente  máquina  que  en  función  de  las 







Otros  autores  han  desarrollado  simuladores  que  permiten  contrastar  procedimientos  de 
aprendizaje. Con esta filosofía (Aydin, M. E. & Oztemel, E. 2000) simularon un taller general 
con  nueve  maquinas  y  cinco  trabajos  con  diferentes  rutas.  Dentro  de  este  sistema  de 
simulación (SS) actúa un Agente que consta de un “percepción module” que recibe toda la 
información  del  sistema  actualizada,  un  “cognition  module”  que  está  compuesto  por  un 
conjunto de normas de comportamiento y toma de decisiones, y un “action module” que es el 
encargado de generar mensajes y enviarlos al SS. Este Agente es el encargado de seleccionar 
una  heurística  (SPT,  COVER  T  o  Critical  Ratio)  para  procesar  los  trabajos  utilizando  la 













ciencia  y  que  están  bastante  consolidados,  o  al  menos  existe  un  conjunto  de  propuestas 
bastante reiteradas entre los diferentes autores. 
4.8.5  Influencia de los SMA en las Soluciones 






















partir  de  una  propuesta  anterior  de  la  misma  plataforma  desarrollada  con  un  enfoque 
distribuido basado en Agentes. En los experimentos realizados con diversos test publicados se 
muestra como el sistema distribuido se ejecuta más rápidamente (hasta diez veces menos 
















evolución.  Estas  consideraciones  serán  tenidas  en  cuenta  en  el  diseño  y  desarrollo  de  la 
propuesta que se realizará en esta tesis. 
4.9  Conclusiones 




número  de  referencias  que  se  ha  podido  encontrar  no  ha  sido  muy  amplio,  aunque  si 
significativo. Esto da una idea del trabajo que aún queda por hacer en este ámbito. 
Se ha podido contrastar mediante el estudio de los conceptos básicos de la teoría de Agentes, 













una  forma  estática  y  centralizada,  lo  que  según  lo  visto  no  parece  una  orientación  muy 
adecuada para la aplicación de Sistemas Multiagente. No obstante, aún con este enfoque es 
posible  aplicar  la  teoría  de  Agentes  como  método  de  abstracción  generando  un  modelo 


















































de  Producción,  con  metodologías  Metaheurísticas  bio‐inspiradas  basada  en  Sistemas 
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El  sector  cerámico  es  probablemente  uno  de  los  sectores  productivos  más  destacados  en 
España, y fundamentalmente en la Comunidad Valenciana. Probablemente debido a su alta 
concentración, ha sido capaz de generar una dinámica de competencia que ha proporcionado 
una  mejora  continua  del  sector.  Este  progreso  se  refleja  finalmente  en  un  aumento  del 
servicio, en una gran variedad de productos y en una disminución de costes de producción.  
Uno de las dificultades operativas principales de este tipo de industria es la Programación de la 
Producción.  Tradicionalmente,  este  problema  ha  sido  abordado  tratando  de  simplificar  al 
máximo  las  condiciones  reales.  Sin  embargo  estas  simplificaciones  van  en  contra  de  las 
tendencias en el sector cerámico, que es de hecho muy dinámico y asume con cierta rapidez 
las condiciones variables y los cambios constantes del entorno. Por lo que actualmente el 


















segundo  nivel,  se  aborda  mediante  un  análisis  preciso,  empleando  modelos  matemáticos, 
fundamentalmente de los procesos que de cálculo de los Programas Productivos, que forman 







el  primer  nivel.  Los  Modelos  Matemáticos  permitirán  realizar  una  definición  precisa  del 
aspecto  cuantitativo  que  se  desea  tratar,  para  facilitar  el  proceso  de  entendimiento  del 
proceso de cálculo de los Programas Productivos, sin vincularlos necesariamente con el la 
manera de  resolverlos. 
El  resto  del  capítulo  está  estructurado  como  sigue:  En  el  apartado  5.2  se  realiza  una 
descripción completa del problema de Programación de la Producción en el entorno del Taller 
de Flujo Híbrido con Tiempos de Cambio de Partida dependientes de la Secuencia. En este 
apartado  se  trataran  los  problemas  de  gestión,  y  de  cálculo  de  forma  diferenciada.  En  el 
apartado 5.3 se reflexionará brevemente sobre la estructura del problema identificado. En el 
apartado 5.4 se realizará el modelado Matemático del problema de cálculo del Programa como 
medio  de  expresión  formal  del  mismo,  tanto  con  un  enfoque  Determinista  como  Fuzzy. 
Finalmente, en el apartado 5.5 se presentan las conclusiones. 
















aproximación  del  entorno  en  el  cual  debe  trabajar  el  programador  los  procesos  que  se 
consideran y la relación entre ellos. Dentro del este apartado se revisan algunos aspectos 
relacionados con la incertidumbre, con el objeto de justificar su influencia y determinar en que 
medida  puede  afectar,  así  como  aspectos  que  ayuden  a  diferenciar  entre  la  acción  de 













Productivo.  En  este  caso  se  parte  de  la  relación  entre  Programación  y  Planificación  de  la 
Producción,  y  poco  a  poco,  se  irán  determinando  ciertas  condiciones  que  posteriormente 
deben ser tenidas en cuenta. 







Secuenciación/Programación,  y  otros  aspectos  forman  parte  de  las  restricciones  que  se 
deberán tener en cuenta en la Gestión del Programa Productivo. 
5.2.1.1  Visión General del Dominio de Actuación de Programador de la Producción 




























Debido  a  las  pocas  evidencias  de  comunicación  bidireccional,  fluida  y  formalizada  entre 
planificador y programador que se han detectado en el ámbito de aplicación analizado, y a las 
características del Proceso Productivo, se considera que en las Empresas del Sector Cerámico 
la  potenciación  del  trabajo  Colaborativo  entre  Planificadores  y  Programadores  pueden 
suponer una mejora importante en el rendimiento del Sistema Productivo. 
A lo largo de este capítulo se incide sobre aspectos relacionados con el proceso de obtención 
de  los  trabajos  que  componen  una  Orden  de  Fabricación  a  partir  del  despliegue  del  Plan 























refinar  las  Listas  de  Órdenes  de  Fabricación  y  de  Compras  para  ajustarlas  a  los  recursos 
existentes.  En  general,  este  proceso  implica  que  un  lote  del  Plan  Maestro  puede  suponer 






























Producción  establecido  por  el  planificador  ya  que  condiciona  el  Plan  de  Fabricación, 







































































inciertos  complica  mucho  una  predicción  sobre  la  Ocupación  del  taller
iv.  Será  durante  el 
proceso de elaboración del Programa de Producción o incluso durante la ejecución del mismo 
















supone  válido  para  todo  el  periodo  considerado.  La  necesidad  de  tener  en  cuenta  el 
                                                            
iv En el marco de este trabajo se considera que es planificador que asigna las Órdenes de Fabricación a 












establecimiento  de  un  Programa  Productivo,  pero  también  su  supervisión  y  posible 
modificación viene dada, en buena medida, debido a que se asume una cierta incertidumbre. 









































































El  tiempo  empleado  en  la  realización  de  cada  tipo  de  Cambio  de  Partida  es  sólo  una 
estimación. Este puede aumentar o disminuir en función de la experiencia y composición del 













y  por  lo  tanto,  al  Programa  Productivo.  En  el  caso  que  se  está  analizando  los  eventos 
característicos han sido indicados en el punto anterior. En todo caso, lo que se desea destacar 
en este punto es que finalmente dichas perturbaciones se traducirán en una modificación de 














•  Desplazamiento  a  Derechas  poco  Significativo.  Uno  o  varios  trabajos  se  desplazan 
hacia la derecha (se incrementa la fecha de inicio y/o fin), pero el conjunto de trabajos 
se  puede  realizar  en  su  totalidad  antes  de  la  fecha  de  finalización  prevista  por  el 
planificador, y dentro del periodo analizado.  





trabajos  en  el  ámbito  del  programador,  por  lo  que  se  trata  exclusivamente 
modificaciones  en  los  tiempos,  ya  sea  de  cambio  o  de  ejecución.  No  afecta  a  la 








Programa  inicial  maximiza  la  tasa  de  productividad  en  el  periodo  productivo 
correspondiente,  se  debe  suponer  que  un  retraso  no  permite  disponer  de  mayor 
capacidad y por lo tanto el Programa no es susceptible de ser mejorado en dichas 
condiciones. 
•  Desplazamiento  a  Derechas  Significativo:  Tiene  implicaciones  con  respecto  al 
cumplimiento del Programa y como consecuencia puede producir una reducción en la 





•  Desplazamiento  a  Izquierdas:  Puede  tener  implicaciones  con  respecto  a  la  tasa  de 
productividad. Puede darse el caso de que se puede ganar el tiempo suficiente como 














Una  vez  identificada  la  necesidad  de  considerar  un  proceso  de  Gestión  del  Programa 
Productivo,  motivado  por  la  Incertidumbre,  que  se  basa  en  dos  actos  clave,  establecer  y 
revisar/modificar el Programa Productivo, es necesario identificar la necesidad de evaluación 
del  mismo.  Para  evaluar  la  calidad  de  dicha  gestión  se  deberá  utilizar  una  medida  o 
parámetro  de  eficiencia.  Estas  medidas  pueden  estar  basadas  en  términos  temporales, 
económicos  u  otros.  En  la  visión  tradicional  del  modelado  y  resolución  de  problemas  de 





hace  del  mismo.  La  identificación  de  un  medible  asociado  a  la  evolución  del  Programa 
Productivo permitirá identificar las variables que el programador debe controlar para alcanzar 
sus objetivos. Así mismo, permitirá comparar las diversas formas de gestionar el Programa, y 
por  lo  tanto  seleccionar  mejor  técnicas  utilizadas  en  dicho  proceso.  Por  este  motivo  se 
considera  fundamental  asignar  a  este  proceso  un  medible  diferente  de  los  que  en  su 
momento se identificarán para la tarea concreta de Calcular un Programa, en la fase de 
Establecimiento o de Modificación.  Dicho medible puede ser  aprovechado para la Gestión 

















Modificación,  es  decir  reactivan  la  comunicación  entre  planificador  y  programador.  La 
naturaleza que causa los hitos es diferente. Las causas de los hitos producidos durante el 
transcurso del periodo son debidas a un desajuste importante del Programa en curso con la 


































aspectos  que  condicionarán  la  tarea  de  Cálculo  del  Programa  Predictivo  y  del  Programa 
Reactivo en sí misma. Se trata de introducir aspectos cuantitativos aunque sin emplear aún un 
lenguaje más propio de este ámbito como es el matemático. 





función  objetivo,  para  introducir  en  segundo  lugar  las  condiciones  exigibles  al  cálculo  del 











Programa  Predictivo  esté  vinculado  a  un  único  objetivo,  mientras  que  para  el  Programa 
Reactivo se plantea un equilibrio entre dos objetivos. Para ambos tipos de Programas se ha 





















































orden.  Para  realizar  cada  una  de  las  operaciones  se  dispone  de  un  conjunto  de 








(sobre  todo  entre  líneas  y  hornos,  para  evitar  interrupciones  de  proceso  en  estos 
últimos), por lo que es razonable considerar que no existen problemas de capacidad. 
Existe un número suficiente de sistemas de transporte (AGV) utilizados entre etapas y 














Maestro  de  Fabricación.  Esta  restricción  facilita  enormemente  la  resolución  de  los 
modelos aunque hay que reconocer que aleja el mismo de la realidad. No obstante, en 























calcular  el  Programa  de  Producción  ya  que  han  sido  prefijadas  dentro  del 




















Por  las  características  del  tipo  de  problema  que  se  desea  afrontar,  un  problema  de 




































































evitar  cierto  tipo  de  adelantos  en  los  trabajos  con  respecto  a  las  fechas  de  inicio  de  las 





•  Existirá  un  conjunto  trabajos  programados  en  el  Programa  nuevo  que  puede  ser 
diferente,  en  número  y  composición,  al  conjunto  de  trabajos  programados  en  el  
Programa en curso.  





















realizado  una  incorporación  de  códigos  nuevos  respetando  en  todo  caso  la  estructura 












Como  ya  se  avanzó  en  la  introducción  del  este  capítulo,  y  como  queda  reflejado  de  una 
manera gráfica en la Figura 5‐4 existen problemas a dos niveles. Se puede decir que en el 



































Como se ha  podido apreciar en los problemas de  cálculo de la Programación Predictiva  y 





Programa  Predictivo,  porque  se  hace  con  asiduidad,  y  se  ha  podido  identificar  en  que 



















































































     : r) j, y(i,    Relacionada con la asignación de los trabajos en las máquinas. 
 



















     :   r) j, , i , x(i 2 1 Relacionada con la secuencia de los trabajos en las máquinas. 
 











⋅ + ⋅ +
RX
r
r mx NX NX
1
) ( ) 1 ( ) 1 (  variables. 
Para este tipo de variables se definen los siguientes casos particulares: 
     r) j, , i x(0, 2








r) j, 1, NX , x(i1 +









[5.1]  Minimizar  {} ) , ( max
1 RX i c Z
NX
i= =   








[5.2]    ∀i, ∀r 
[5.3]   
i1≠i2, ∀i2,  ∀j, ∀r
 
[5.4]   
i1≠i2, ∀i2,  ∀j,  ∀r 
[5.5]   
∀j,  ∀r 
[5.6]   
∀j,  ∀r 
[5.7]   













1 3 1 3 1 1 2 1 - r) j, , i , x(i + r) j, , i , x(i r) j, , i , st(i r) j, , p(i + r) , s(i r) , s(i
3






i1≠i3, i2≠i3, ∀i1=0..NX,  
∀i2=1..NX+1,  ∀r 
Ω es un valor elevado aunque lo 
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(r) m NX  restricciones. 

















(r) m NX  restricciones. 



















máquina.  Teniendo  en  cuenta  que  dos  trabajos  asignados  a  la  misma  máquina  deben 














son  ) 1 ( ) 1 ( + ⋅ + ⋅ NX NX RX  restricciones. 
Además se debe considerar la relación que se da para las operaciones que debe sufrir un 













[5.11]  B + 1) - r s(i, r) s(i, + ≥ + A C  








































































para  evitar  el  excesivo  Nerviosismo  del  Sistema.  En  este  caso,  se  desea  evitar  la 














En  las  Empresas  Cerámicas  existen  múltiples  materias  primas  necesarias  para  realizar  un 
trabajo,  pero  se  puede  decir  que  hay  un  conjunto  básico,  desde  el  punto  de  vista  de  la 








































































































     : at(i)   Relacionada con el avance de la fecha de inicio de la primera operación 
con respecto al Programa anterior. 
 





=1  Si  el  trabajo  i  tiene  una  fecha  de  inicio  de  la  primera 
operación  en  el  Programa  Sv  anterior  a  la  que  tenía  dicha 
operación en el Programa Sv‐1. 
=0 En otro caso 
     :   af(i) Relacionada con el inicio de la primera operación en la Ventana de Avance. 
 





=1  Si  el  trabajo  i  tiene  una  fecha  de  inicio  de  la  primera 






















i af i at RX i c Z )) ( ) ( ( )} , ( { max κ     
Como se puede ver en la Función Objetivo se considera que cada trabajo adelantado tiene que 
















[5.14]    ∀i, ∀e=min(i)..RX 
[5.15]   
i1≠i2, ∀i2,  ∀j, ∀e=min(i2)..RX
 
[5.16]   
i1≠i2, ∀i2,  ∀j, ∀e=min(i2)..RX 
[5.17]   
∀j,  ∀r 
[5.18]   
∀j,  ∀r 
[5.19]   
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i1≠i3, i2≠i3, ∀i1=0..NX,  
∀i2=1..NX+1,  ∀r 
Ω es un número arbitrariamente 
grande 
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[5.22]   
∀i 
[5.23]   
∀i  
[5.24]   
∀i 
[5.25]   
∀i 
[5.26]   
∀i 
[5.27]    ∀i, ∀e=min(i)..RX
 
[5.28]    ∀h  
[5.29]    ∀h 
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significado  que  las  ecuaciones  [5.2][5.3][5.4][5.7][5.8]  y  [5.9]  respectivamente  del  Modelo 
Predictivo determinista pero a diferencia de éste no se contemplan todas las etapas, sólo se 
tienen en cuenta aquellas en las que los trabajos tienen operaciones pendientes. 
Las  restricciones  [5.17][5.18]  y  [5.22]  son  idénticas  a  las  ecuaciones  [5.5][5.6]  y  [5.10] 
respectivamente del Modelo Predictivo. 
Las restricciones [5.23] y [5.24] fuerzan a que el valor de at(i) sea uno si el trabajo i se inicia en 
el  Programa  Productivo  Sv  con  anterioridad  al  su  correspondiente  trabajo  cj(i)=i’  en  el 
Programa Sv‐1. De la misma forma las restricciones [5.25] y [5.26] fuerzan a que at(i) sea uno si 
el trabajo i del Programa Productivo Sv que se está calculando inicia su primera operación 














los  trabajos  con  operaciones  en  curso  (interrumpidos)  se  inicien  justo  en  el  momento  de 
iniciarse el Programa Reactivo. Y la restricción [5.28] fuerza a que todos los trabajos en curso 
(interrumpidos)  continúen  ejecutándose  en  la  máquina  donde  se  están  realizando  en  el 
Programa anterior Sv‐1. 
Como se puede observar con facilidad el número de restricciones y variables ha aumentado 




En  los puntos 5.4.1 y 5.4.3 se  han definido los  Modelos Deterministas  para el  cálculo  del 
















para  el  caso  de  la  Programación  Reactiva.  En  ambos  casos,  la  Función  Objetivo  será 
Determinista, y serán las restricciones las que incorporarán coeficientes fuzzy.  
A continuación se introducirán las modificaciones oportunas a los modelos deterministas para 
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RX)) j, , i , x(i RX) j, , i , (i st ( RX) j, , (i p + RX) , s(i RX) , c(i  
  i1≠i2, ∀i2,   
Los  parámetros  ciertos  ) , , , ( st y    ) , , ( 2 1 r j i i r j i p  del  Modelo  Predictivo  determinista  se  han 
sustituido  por  los  parámetros  inciertos  ) , , , ( y    ) , , ( 2 1 r j i i st r j i p .  Los  parámetros  inciertos 
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[5.34]   
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De la misma forma que el modelo anterior los parámetros ciertos  ) , , , ( st y    ) , , ( 2 1 r j i i r j i p  del 
Modelo  Determinista  Reactivo  se  han  sustituido  por  los  parámetros  inciertos 
) , , , ( y    ) , , ( 2 1 r j i i st r j i p .  Los  parámetros  inciertos  serán  Conjuntos  Fuzzy  Normalizados, 
definidos  de  la  misma  forma  que  se  hizo  para  el  caso  de  Programación  Predictiva  con 
Incertidumbre. 
5.4.6  Comentarios al Modelo con Incertidumbre 





•  La  determinación  de  una  “decisión  de  maximización”  precisa  agregando  la  función 




En  cualquiera  de  los  casos,  primero  se  transforma  cada  problema  fuzzy  en  un  problema 
determinista equivalente, que se denomina Modelo Paramétrico. Existen múltiples propuestas 
para  el  desarrollo  de  un  Modelo  Paramétrico  a  partir  del  modelado  fuzzy.  En  (Mula,  J. 























puede  no  ser  implementable.  Desplazarse  de  valores  seguros  a  valores  imposibles  supone 














Asumiendo  que  los  parámetros  definidos  como  [ )
1 0, p p p ∈  disponen  de  funciones  de 
pertenencia lineales monótonamente decrecientes: 
x c z Max      =
{ } 0 , / ≥ ≤ − = ∈ x b x A x X x
) ( bj Aj cj s μ μ μ μ ∧ ∧ =
















lineales  para  todos  los  parámetros.  Por  supuesto  esto  no  tiene  porque  ser  así,  pudiendo 




decisión,  y  en  todo  caso  posteriormente  establecer  el  óptimo  del  conjunto.  Para  la 
determinación del Conjunto Difuso de la Solución, (Orlovsky, S. A. 1977) sugiere calcular, para 
todos los α-niveles del espacio de soluciones, los valores óptimos correspondientes de la 
función objetivo y considerar como el Conjunto Difuso de la solución los valores óptimos 
de la función objetivo, con el grado de pertenencia igual al α-nivel del espacio de solución. 
Es decir, se trata de establecer múltiples valores para μ. 
En (Werners, B. 1987) se definen los conjuntos de α-niveles del espacio de soluciones 
como  {} α μ α ≥ ∈ = ) ( , / x X x x R R  y el conjunto de soluciones óptimas para cada conjunto del 
α-nivel como  { } ) ' ( sup ) ( , / ) ( ' x f x f R x x N R x α α α ∈ = ∈ = . El Conjunto Difuso de la solución se 
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donde  f(x) es  la  función  objetivo  con  valores  funcionales  r.  En el caso de la programación 




deterministas  asociados  un  modelo  fuzzy,  denominados  Modelos  Paramétricos,  son  de 
complejidad similar al Modelo Determinista, y por lo tanto el tiempo de cálculo es de un orden 
















penalizables.  Por  lo  tanto,  se  trata  de  equilibrar  ambas  situaciones  para  lo  cual  se  deben 
[5.44]   
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los  recursos  disponibles  han  sido  previamente  ajustados  de  forma  aproximada  a  las 
capacidades que en cada momento se necesitan por decisiones de tipo táctico, por ejemplo 
cerrando alguna línea si las necesidades de una serie de periodos se reducen. Por lo tanto, la 
tasa  de  productividad  se  debe  entender  como  un  concepto  relacionado  con  el  máximo 
aprovechamiento de los recursos existentes. 
Dos  formas  de  gestionar  diferentes  establecerán  combinaciones  cálculo  de  los  Programas 












Programación  Predictiva,  como  de  la  Reactiva,  ya  que  el  número  de  m
2  final  producido 











indicador  adicional  que  mida  el  esfuerzo  que  implica  alcanzar  una  determinada  Tasa  de 
Productividad promedio, y el margen de mejora posible.  
Dado  que  no  se  ha  encontrado  ningún  medible  definido  para  el  entorno  de  la  industria 





planteó  desde  un  principio  la  elaboración  de  los  Modelos  Matemáticos  ha  aportado  una 










La  solución  a  los  problemas  de  cálculo,  así  como  al  problema  global,  se  abordará  en  la 
propuesta de resolución. No obstante, ya se avanza que ésta considerará la exploración de 
técnicas  no  basadas  en  la  optimización,  más  próximas  a  la  visión  metaheurística,  que 


































de  los  Programas  Predictivo  y  Reactivo  son  funcionalidades  que  son  demandadas  por  el 
proceso de Gestión del Programa, y que en este sentido dependen de él. 
En la bibliografía revisada no se han encontrado muchos ejemplos en los que se plantee la 
resolución  de  problema  en  los  que  se  combinen  aspectos  cualitativos  y  cuantitativos.  La 
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pretende  realizar  y  de  resultados  que  se  espera  obtener.  Como  consecuencia  de  dicho 
planteamiento  se  abordaron  aspectos  metodológicos.  Sin  embargo,  casi  de  inmediato,  se 
detectó  que  dicha  formalización  de  una  metodología  no  era  suficiente  para  alcanzar  el 
objetivo del capítulo. Por ello, se tomó la decisión de que la formalización que se necesitaba 
se fundamentará en la aplicación de una aproximación que ya había dado buenos resultados 
en  diferentes  proyectos  (V‐CHAIN
i,  ECOSELL





inicialmente  durante la  elaboración de la propuesta IE‐GIP en  el ámbito de la Integración 







i  El  proyecto  V‐CHAIN  (Virtual  Enterprise  for  Supply  Chain  Management),  GRD1‐2000‐25881,  fue 
financiado por la Comisión Europea dentro del V Programa Marco, y ejecutado 2000 a 2003. 
ii El proyecto ECOSELL (Extended Collaborative Selling Chain), GRD1‐2001‐40692, fue financiado por la 







•  Arquitectura:  Proporciona  los  elementos  conceptuales  que  permiten  la 
estructuración de la propuesta, mostrando la interrelación de todas las partes y/o 
funciones del procedimiento seguido.  
•  Tecnologías/Herramientas:  Dan  soporte  al  desarrollo  de  los  conceptos 
arquitectónicos y metodológicos de la propuesta.  
El  enfoque  M.A.T.  proporciona  una  estructura  cuya  ventaja  fundamental  es  la  de  hacer 
reflexionar  al  constructor  de  la  propuesta  sobre  cual  es  la  interacción  de  los  diferentes 
elementos  entre  sí  para  cada  caso  concreto.  La  mayoría  de  los  enfoques  abarcan 
exclusivamente  la  parte  metodológica,  pero  esa  visión  parcial  es  insuficiente  porque  no 
















































una  serie  de  algoritmos  para  el  cálculo  de  los  Programas  Productivos.  Esta  asociación  se 
representa gráficamente en la Figura 6‐2. 














































que  señalar  que  su  diseño  e  implementación  estará  basado  en  el  paradigma  de  Sistemas 
Multiagentes. Ello significa que una vez se identifique como se desea alcanzar la solución al 
























primera  con  el  fin  de  realizar  tareas  específicas.  Entre  estas  se  destaca  la  metodología 
empleada para el desarrollo de experimentos, entre otras que posteriormente se indicarán. 




































a.  Objetivo:  El  objetivo  es  establecer  cuales  son  los  input  que  el  “servicio  de 
Programación de la Producción” analizado recibe de otras áreas, establecer de 
la  misma  forma  cuales  son  los  outputs  que  ofrece,  e  identificar  cual  es  el 
criterio  que  mide  la  mejora.  También  se  consideran  dentro  del  objetivo  la 
identificación de los “procesos” de que consta el servicio para alcanzar sus 
objetivos a nivel macro. 













iv.  Identificar  “cuando”  se  debe  disponer  de  los  recursos  necesarios 
previamente identificados. 















a.  Objetivo:  Identificar  los  elementos  organizativos,  los  recursos  (físicos  e 
información),  y  las  tareas  que  forman  parte  o  interactúan  en  los  “macro 










i.  Identificar  el  conjunto  de  requerimientos  del  proceso  completo  de 
Programación de la Producción para el caso identificado. Para ello se 
aplicará  la  metodología  CIMOSA
iii  (ESPRIT  Consortium  AMICE 
1993;Kosanke, K. 1995;M.Zelm, F.Vernadat, & K.Kosanke 1995). 
ii.  Identificar  los  requerimientos  en  el  nivel  correspondiente  a  los 
problemas de cálculo del Programa Productivo para definirlo. Aplicar 
Modelado  Matemático,  que  puede  ser  la  confirmación  o  la 
modificación de los modelos ya existentes, si los hay. 
c.  Resultados: Por un lado, se obtendrá como mínimo una descripción de lo que 
en  terminología  CIMOSA  es  el  “Dominio”,  los  “Procesos  de  Dominio”,  los 
“procesos  de  Negocio”,  y  las  “Actividades  Empresariales”,  las  “Vistas  de 
Objetos”, los “Objetos de Empresa”, y los “Conjuntos de Capacidades”. Todo 








La  consecuencia  inmediata  de  la  restricción  impuesta  en  esta  fase  es  que  los  aspectos 
relacionados con la “gestión” de la Programación de la Producción en función del problema 













por  “como  un  modo  de  configurar  Programas  Productivos  de  forma 
automatizada con los requisitos previamente establecidos”. Por lo tanto, no 
sólo se busca construir el proceso decisional y/o de cálculo que corresponda 
sino  que  este  se  debe  proporcionar  como  parte  de  una  herramienta  que 
permita su rápida, y en cierto modo, sencilla ejecución. 
b.  Desarrollo:  
i.  Planear  y  proyectar  el  un  modo  de  solucionar  de  una  forma 
automatizable  la  Gestión  del  Programa  de  Producción  que  permita 
establecer  el  marco  adecuado  para  la  coordinación  entre  la 
Programación  Predictiva  y  Reactiva  a  lo  largo  del  periodo, 
satisfaciendo  los  requisitos  establecidos  previamente.  Para  ello  se 
aplica la metodología INGENIAS
iv (Pavon, J. & Gomez‐Sanz, J. 2003). 























caso  de  los  procedimientos  de  cálculo  del  Programa  Predictivo  o 
Reactivo  deben  incluir:  Los  Algoritmos  y  la  Parametrización 
recomendada en función de las condiciones de empleo de los mismos. 
iii.  El análisis comparativo de los Algoritmos de Cálculo: Con el objeto de 




















Una  vez  se  ha  alcanzado  esta  fase  se  dispondrá  de  un  sistema,  la  plataforma  creada  y 
ejecutable, que será capaz de obtener soluciones en lo que se ha denominado entorno de 
Demostración.  En  este  entorno  aún  se  necesita  concretar  y  afinar  algunos  aspectos  para 














habrán  sido  identificados  en  la  fase  de  diseño  que  ajuste  su 
funcionamiento a una instancia particular del problema. 












los  elementos  de  deben  ser  considerados  en  la  solución  evoluciona  hasta  alcanzar  una 
plataforma parametrizable capaz de generar soluciones. Y que finalmente permite analizar 
cual  ha  sido  el  nivel  de  eficiencia  de  la  propuesta  realizada.  Se  trata  por  lo  tanto  una 
metodología para la construcción y análisis de una propuesta. 




























































abstraer  los  aspectos  relevantes  del  problema  y  su  relación,  y  expresarlos  en  un  lenguaje 
adecuado. Estos elementos se emplean únicamente en el paso 1, “Identificación Elemental del 



















recursos  necesarios  entendidos  como  capacidades/cualidades  para  hacer  algo,  y 
elementos  de  información  que  son  empleados  para  afrontar  el  problema.  Estos 
elementos son empleados en el marco de la metodología CIMOSA, y se necesita de 
un lenguaje para plasmarlas en elementos concretos. 















•  Sistema  Multiagente:  Se  trata  de  la  estructura  del  Sistema  sobre  el  cual  está 
soportada  la  solución,  y  que  una  vez  materializada  dará  lugar  a  lo  que  se  ha 
denominado  Plataforma.  Hace  referencia  al  conjunto  de  teorías  previamente 
seleccionadas que determinan que es un Agente, como se caracteriza y como puede 
formar  sistemas  (coordinación,  interacción,  etc.).  Con  estos  elementos  y  la 












de  cálculo  del  trabajo  más  pequeño  de  una  lista.  Estos  elementos  son 





•  Lenguajes  de  Modelado:  Son  la  forma  de  comunicar  el  conjunto  de 






•  Lenguajes  de  Programación:  Son  la  forma  de  realizar  la  implementación  de  los 
modelos  particularizados  para  ser  posteriormente  ejecutados  en  sistemas 









propuesta  para  realizar  un  análisis  parcial  en  relación  a  los  algoritmos  de  cálculo  de  los 
Programas  Predictivos  y  Reactivos.  También  se  emplean  en  el  paso  5,  “Prueba  de 




que  permitirá  el  ajuste  fino  del  funcionamiento  de  la  Plataforma  mediante 








analice  en  el  paso  5  de  la  metodología,  por  ejemplo  los  tiempos  de  proceso  o 
cambio de partida. 
•  Marco  Experimental:  Por  tales  entendemos  las  instrucciones  que  como 













































•  Representación  Gráfica  (Específica):  Se  ha  denominado  herramienta  de 




















en  “Microsoft  Office  2007”.  En  concreto  al  Word,  Excel  y  PowerPoint  que  se  han 
empleado en todos los pasos de la metodología para elaborar textos, gráficos diversos 
o recolección de datos para su posterior análisis estadístico. 
•  Programación:  En  el  paso  3  de  la  metodología,  durante  la  implementación  de  los 
algoritmos de cálculo de los Programas Predictivos y Reactivos, así como en el paso 4 







•  Análisis  Estadístico:  Para  el  análisis  de  los  datos  obtenidos  en  los  diferentes 
experimentos  que  serán  planteados  se  ha  empleado  siempre  la  herramienta 
Statgraphics Plus para Windows versión 5.0. En concreto se emplea en el paso 3 y 5 de 










puede  ser  considerada  como  una  herramienta  en  manos  del  programador  de  la 
producción que le ayuda a tomar decisiones, aunque si se analiza su contenido se 
podrían  identificar  los  elementos  arquitectónicos  y  tecnológicos  que  ya  se  han 
                                                            





especificado  con  anterioridad.  Esta  herramienta  está  disponible  al  final  la  fase  de 
implementación. 


































































































•  Capítulo  7:  Se  denominará  “Análisis,  Diseño  e  Implementación  de  una  Plataforma 
Software basada en Multiagentes para la Programación de la Producción Predictivo‐
Reactiva”.  En  el  se  tratan  los  aspectos  relativos  a  la  plataforma  con  un  nivel  de 
abstracción elevado, y evitando entrar en el estudio de procesos detallados, como es 
el  caso  de  los  algoritmos  de  cálculo.  En  este  capítulo  se  desarrollan  los  1,  2  y  4 





























Otros  aspectos  destacables  son  que  como  consecuencia  de  la  necesidad  de  ordenar  y 









































































































Figura  7‐4.  Ejemplo  de  Programa  (Superior)  con  capacidad  sobrante  y  Programa  (Inferior) 
ocupación similar a la CPC (elaboración propia). ............................................................. 379 








Figura  7‐11.  Diagrama  de  Funcional  del  Proceso  de  Negocio  de  “Programación  Predictiva” 
(elaboración propia). ........................................................................................................ 399 













































Figura  7‐44.  Visión  de  los  componentes  fundamentales  de  la  Plataforma  IPSU‐MAS 
(elaboración propia). ........................................................................................................ 456 


























































La  primera  parte  de  este  capítulo  se  dedicará  a  realizar  un  exhaustivo  análisis  de  los 




detallado.  Entre  ambos  pasos  el  segundo  es  el  que  más  peso  específico  tiene.  Para  su 
desarrollo se ha empleado la propuesta CIMOSA que posibilita el análisis de los requisitos del 































definición  elemental  del  problema.  En  el  apartado  7.3  se  realizará  el  análisis  de 
requerimientos,  de  forma  que  en  el  apartado  7.3.1  se  comentará  brevemente  el  enfoque 
CIMOSA,  en  el  7.3.2  se  desarrollará  el  análisis  en  sí,  y  en  el  7.3.3  se  realizará  una  breve 












proceso  mediante  lo  que  se  ha  denominado  Gestión  del  Programa  Productivo.  Hay  que 



































problema  que  se  desea  afrontar  se  centra  en  las  actividades  integras  de  éste  durante  un 


















a  partir  de  los  cuales  se  pueda  Diseñar  e  Implementar  una  solución.  En  este  sentido  es 
necesario profundizar algo más en algunas cuestiones relativas a las bases que soportarán la 
coordinación entre planificador y programador en relación a la ejecución del Plan Maestro y 









donde  cada  uno  de  los  responsables  realiza  propuestas  dentro  de  su  ámbito,  que  son 
analizadas por la otra parte hasta definir un Programa Productivo. El objeto de realizar esta 
comunicación es el de poder ir refinando el Programa Productivo para alcanzar el objetivo 
propuesto  de  obtener  la  mayor  tasa  de  productividad  utilizando,  en  cada  iteración,  el 
conocimiento detallado disponible por parte de cada responsable. En este punto se van a 
cuestionar  aspectos  como;  ¿cuándo  revisar  un  Programa?,  ¿quién  tiene  la  iniciativa  en  la 






aquella  que  permita  al  programador  recibir  la  información  necesaria  del  ámbito  de  la 
Planificación para concretar un Programa Productivo. El programador analizará los resultados 







cota  de  tiempo  definida  o  alguna  otra  limitación  de  cálculo  o  por  haber  alcanzado  una 
propuesta que se considere adecuada. 
A continuación se van a realizar una serie de razonamientos relacionados con la tarea de 
Planificación.  No  obstante,  no  se  pretende  intervenir  en  dicha  tarea,  tan  sólo  se  quiere 
establecer  de  forma  sólida  el  vínculo  entre  Programación  y  Planificación.  La  tarea  de 
























como  promedio,  mediante  la  observación  de  un  número  significativo  de  periodos,  en 





entrega  de  los  trabajos.  A  efectos  prácticos  se  puede  introducir  el  MO  como  una 
disminución de capacidad.  
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c)  Existe  una  Capacidad  Considerada  para  cada  familia
iii  de  productos,  que  se 
corresponde  con  la  capacidad  que  se  obtiene  teniendo  en  cuenta  sólo  aquellos 
recursos capaces de realizar las operaciones de cada familia. La suma de los Tiempos 
de Proceso a priori y de los Tiempos de Cambio de Partida a priori de los trabajos de 
una  determinada  familia  no  pueden  superar  la  Capacidad  Considerada  para  dicha 
familia en la etapa cuello de botella. 
 
[7.1]  ( ) MO CPS MO CP CPC t
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[7.3]   
A  través  del  análisis  de  capacidades  aproximado  que  permite  valorar  la  disponibilidad  de 












•  Durante  de  la  ejecución  del  Programa  productivo,  cuando  las  operaciones  de  los 
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El  acuerdo  debe  concretar  cuales  son  los  trabajos  que  hay  que  incluir  en  el  Programa 
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ocurrir”,  y  también  sobre  quien  debe  intervenir.  Sin  embargo,  en  el  proceso  de  Toma  de 
Decisiones es relevante tener en cuenta “cuando se producen los acontecimientos”. En este 










En  referencia  a  las  Situaciones  planteadas  anteriormente,  se  puede  decir  en  la  fase  de 
Establecimiento se puede producir la Situación A1, B y C. Si bien, la Situación A1 sólo se puede 
producir en esta fase, y las Situaciones B y C también se pueden producir también durante la 
ejecución  del  Programa.  Si  se  produce  la  Situación  B  durante  la  ejecución  será  por  un 
Desplazamiento a Izquierdas. La Situación A2 sólo se puede producir durante la ejecución del 











Como  consecuencia  de  las  Situaciones  planteadas  los  responsables  de  Planificación  y 





El  Gráfico  contiene  cinco  posibles  estados  identificados  como  E0,  E1,  E2,  E3  y  E4.  La 
nomenclatura utilizada es la siguiente: 
•  S (p): Conjunto de todos los trabajos que se han incluido dentro del periodo “p” en el 














parte  de  una  situación  en  la  que  el  programador  intenta  realizar  un  Programa  Productivo 
exclusivamente con los trabajos incluidos para un determinado periodo del Plan de Fabricación 























poder  hacer  frente  a  los  trabajos  en  curso,  ya  sean  del  periodo  actual  o  de  otro 
periodo. Sólo en caso de no disponer de MO se procede a cancelar trabajos iniciados 
que pertenecían inicialmente a otros periodos. También es posible pasar al estado 



































Situación C ó D  Modificar  el  Plan  de 
Fabricación, y si se consolida 
el Plan Maestro. 
Modificar  el  Plan  de  Fabricación,  y  si  se 
consolida el Plan Maestro. 








•  En  caso  de  que  en  la  fase  establecimiento  se  produzca  una  Situación  A1  el  Plan 
Maestro  debe  ser  modificado.  Ya  se  ha  dicho  que  esta  responsabilidad  es  del 






evolución  al  Estado  “E3”.  En  todo  caso,  los  trabajos  cancelados  serán 































La  Programación  Predictiva  y  la  Programación  Reactiva  fueron  definidas  en  el  capítulo  5, 
mediante  un  modelo  matemático,  y  se  estableció  un  objetivo  para  cada  una  de  ellas.  La 
Programación Predictiva está centrada en el uso adecuado de los recursos, y se plantea como 
función objetivo (ver ecuación [5.1]) la minimización el makespan. La Programación Reactiva 
además  del  aprovechamiento  de  los  recursos  intenta  evitar  No  obstante,  es  importante 
reforzar la necesidad de incluir algunas medidas adicionales para evitar la realización cambios 
























curso,  y  la  posterior  aparición  de  algún  retraso  que  transformen  dicha  modificación  en 













En  este  apartado  se  han  expuesto  las  líneas  generales  relativas  al  marco  de  trabajo  del 
programador.  El  objetivo  del  programador  debería  ser  mantener  la  Tasa  de  Productividad 
promedio con el valor más alto posible a través de un conjunto de acciones que se engloban 
dentro del proceso de Gestión del Programa. En un escenario básico el programador inicia su 





lo  que  posiblemente  obligue  a  recurrir  al  consumo  de  Margen  Operativo  para  evitar 
cancelaciones.  El  segundo  escenario  es  la  reducción  del  Margen  Operativo  por  voluntad 












Margen  Operativo  puede  reducirse  progresivamente,  y  que  este  se  pueden  ajustar  a  las 
eventualidades que se pudieran dar en el tiempo restante del periodo en curso. De esta forma 







incrementar  el  número  de  m








seleccionables  va  proponiendo  diversos  Programas  Productivos.  Este  proceso  estará 





















desarrollo  de  una  Plataforma  Software  capaz  de  automatizar  la  Gestión  de  la  Producción 







coordinación  entre  planificador  y  programador  implementando  las  diversas  actividades 



















•  Diferenciación  entre  Control  y  Funciones,  haciendo  posible  la  revisión  del 
































•  En  este  trabajo  se  ha  considerado  especialmente  interesante  la  utilización  de  las 
cuatro vistas en la arquitectura CIMOSA. Estas vistas permiten ir filtrando la totalidad 
del modelo para analizar cada uno de los enfoques por separado. De esta forma se 
reduce  la  complejidad  del  proceso  y  proporciona  un  modelo  más  fácilmente 
entendible. 
Aunque en este apartado sólo se desarrollará el Modelo de Requerimientos hay que resaltar 
que  CIMOSA  cubre  otros  aspectos  de  la  vida  del  software  como  son  el  Modelado  de  las 
Especificaciones  de  Diseño  y  el  Modelo  de  Implementación.  Estos  otros  modelos  no  se 
















Se  utiliza  para  organizar  la  empresa  como  un  conjunto  de  Dominios  Funcionales  que 
interactúan  entre  sí,  y  describir  los  procesos  actuales,  las  condiciones  de  disparo  de  los 
eventos y su ejecución. 
Para  una  entidad  sujeta  a  Modelado  se  plantean  inicialmente  un  conjunto  disjunto  de 
Dominios  de  Empresas  (DM‐Enterprise  Domain).  Cada  DM  está  compuesto  por  procesos 
completos llamados Dominios de Proceso (DP‐Domain Process) que se relacionan con otros 
similares. Así mismo existen eventos que son los responsables de los procesos de cambio en el 
sistema.  Los  eventos  pueden  ser  generados  por  elementos  internos  de  la  empresa  como 
recursos o actividades, por temporizadores, o por elementos externos. Los eventos pueden ser 
esperados  (deterministas  o  programados)  o  pueden  ser  inesperados  (perturbaciones, 





















































































•  Realizar  un  Análisis  Operacional:  En  este  paso  se  completa  la  Vista  Funcional 










los  mismos.  Los  elementos  de  este  nivel  se  pueden  generalizar  o  agregar  en  un 

























trabajos  incluidos  en  un  periodo  determinado,  indicando  el  Recurso  sobre  el  cual  van  a 



















































También  existen  dos  eventos  generado  desde  el  propio  Dominio.  Es  primer  evento 
“Inconsistencia de datos”, permite avisar al planificador de que es imposible establecer un 





debe  profundizar  en  primer  lugar  en  la  definición  de  los  aspectos  relacionados  con  el 




Dominio:  la  Programación  Predictiva  y  la  Programación  Reactiva.  Cada  una  de  ellas  se 
identifica como un Proceso de Negocio diferenciado. 
Por  un  lado,  la  Programación  Predictiva  es  responsable  de  generar  un  Programa  inicial  o 
preventivo  en  el  cual  se  secuencian  y  temporizan  los  diferentes  trabajos  incluidos  en  un 




deterministas.  Debe  maximizar  el  uso  de  los  recursos  cumpliendo  las  fechas  más 






















no  sólo  con  un  Programa  que  sea  validado  y  entre  en  ejecución,  sino  con  las  opciones 
siguientes: 
•  Cancelado por que el sistema de información no es capaz de proporcionar un conjunto 
de  datos  consistentes  para  poder  iniciar  el  Proceso  de  Establecimiento  de  un 
Programa.  En  este  caso,  se  trata  de tener  en  cuenta  una  circunstancia  que  puede 




•  El  Programa  se  valida  y  se  pone  en  funcionamiento  en  para  el  periodo 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































La  primera  Actividad  que  se  ejecutaría  cuando  el  Proceso  de  Negocio  se  inicia  es  la  de 
“Revisión y Carga de Datos”. Esta actividad se responsabiliza en primer lugar de la recogida de 
datos, que en ocasiones pueden estar dispersos e incluso en soportes diferentes. En segundo 





Actividades  comprendidas  están  destinadas  al  ajuste  de  parámetros  del  algoritmo  que  se 
utilice,  la  ejecución  del  propio  algoritmo  y  guardar  los  resultados  obtenidos.  Se  pueden 
reajustar los parámetros después de conocer los resultados del cálculo en caso de no obtener 


























•  Objetivos:  Reaccionar  eficazmente  contra  imprevistos  que  puedan  afectar  a  la 
Programación de la Producción en el taller. Reprograma la Producción reparando el 
Programa  base  teniendo  en  cuenta  las  nuevas  condiciones.  Debe  maximizar  la 
robustez del nuevo Programa cumpliendo las fechas más tardías de finalización de los 
trabajos. 









































 Por  otro  lado,  si  se  considera  el  uso  de  técnicas  heurísticas  como  base  del  Cálculo  de 
Programa Reactivo, se puede plantear la ejecución de varias técnicas de forma simultánea. Las 
técnicas  pueden  estar  apoyadas  en  resultados  obtenidos  anteriormente  y  seleccionada  en 
base a la base de datos de conocimiento. La ejecución simultánea de varios algoritmos se 
puede  realizar  utilizando  nuevas  tecnologías  como  los  Sistemas  Multiagente,  y  pueden 
favorecer  la  obtención  de  mejores  resultados  y  la  realimentación  de  la  base  de  datos  de 
conocimiento. 
El  Proceso  de  Negocio  de  Programación  Reactiva  se  ha  dividido  en  seis  Actividades 






































considera  adecuado  se  guarda  para  posteriormente  utilizarlos,  en  caso  de  no 
considerarlo  adecuado  de  solicita  una  nueva  estrategia.  Cualquier  resultado  de  no 
factibilidad implica la búsqueda de una nueva estrategia. 
Una vez realizado el Ajuste del conjunto de trabajos se ejecuta la tarea de Carga de Datos, 
cuyo  objetivo  y  actividades  son  las  mismas  que  en  la  Programación  Predictiva.  Y  una  vez 




































































































































































•  EA.6  Establecimiento  de  la  Estrategia  de  Reprogramación:  OV‐Parámetros  del 
Programa. 
















funcionalidades.  Aunque  ahora  ciertas  funciones  quedan  fuera  de  los  Requerimientos  se 












Capacidades  y  que  no  aporta  valor  añadido  la  identificación  de  Recursos  concretos.  Las 
Capacidades identificadas son: 
•  CS‐Adquisición,  transformación  y  validación  de  datos:  Se  trata  de  la  habilidad  de 















Programa  de  Producción  en  base  a  conocimiento  y/o  experiencias  previas.  En 
definitiva se trata de poder incorporar modificaciones sobre las restricciones difíciles 























elemento,  sino  la  relación  con  su  entorno.  Durante  este  proceso  se  ha  corregido  la 

















Como  resultado  de  este  proceso  de  verificación  se  dispone  del  anexo  I  “Definición  de  los 
Elementos Arquitectónicos de CIMOSA Implementados para Modelado de Requerimientos del 
Problema Propuesto”, y dentro del cual se encuentra  la Figura I‐2 donde se puede observar 
una  relación  entre  los  elementos  arquitectónicos  principales  de  las  vistas  Funcional, 
















cual  se  empieza  a  construir  mediante  un  proceso  de  diseño  la  solución  de  la  misma.  El 




Del  trabajo  realizado  se  puede  destacar  que  lo  más  interesante  quizás  haya  sido  la 
interconexión que se ha realizado entre los elementos que forman parte de cada una de las 
vistas. Alrededor de los elementos funcionales (Enterprise Activities) se han interconectado los 






El  diseño  de  la  Plataforma  software  se  corresponde  con  el  tercer  paso  de  la  metodología 
aunque  no  llega  a  cubrirlo  de  forma  completa.  Este  tercer  paso,  es  decir  el  Diseño  de  la 
Solución se complementa con el trabajo realizado en los capítulos 8 y 9. En el capítulo 8 se 
aborda  de  forma  detallada  el  desarrollo  del  cálculo  del  Programa  Predictivo  mediante  el 
análisis e implementación de diversos algoritmos. De la misma forma, pero focalizados en el 









Un  aspecto  característico  de  la  Plataforma  software  que  se  propone  diseñar  es  que  su 
desarrollo se basará en el paradigma  de los Sistema Multiagente. Como se muestra en la 
Figura 7‐16 la Plataforma tiene como fin servir de soporte tangible al conjunto de elementos 








































Las  metodologías  proporcionan  medios  para  construir  Sistemas  Multiagente  de  forma 





J.  1999),  MaSE  (Multiagent  System  Engineering),  (Wood,  M.  F.  2000),  AUML,  (Odell,  J., 
Parunak,  H.,  &  Bauer,  B.  2000),  TROPOS,  (Castro,  J.,  Kolp,  M.,  &  Mylopoulos,  J.  2002)  e 




































para  representar  Agentes,  organizaciones,  el  dominio,  interacciones,  tareas  y  objetivos.  
INGENIAS introduce ciertas mejoras sobre MESSAGE. El resultado del proceso de mejora es la 
propuesta  basada  en  cinco  meta‐modelos  que  giran  alrededor  de  dos  entidades;  la 
Organización y el Agente.  
   Fases 










































Generar casos de uso e 
identificar realizaciones de los 
casos de uso con modelos de 
interacciones. 
Esbozar la arquitectura con un 
modelo de organización. 
Generar modelos del entorno 
para trasladar la captura de los 
requisitos a los modelos. 
Refinar los casos de uso. 
Generar modelos de Agente para detallar los 
elementos de la arquitectura. 
Continuar con los modelos de organización 
identificando los flujos de trabajo y las tareas. 
Modelos de tareas y objetivos para generar 
restricciones de control (objetivos principales, 
descomposición de objetivos). 
Refinar modelo de entorno para incluir nuevos 
elementos. 
Estudiar resto de casos de 














Generar un prototipo con 
herramientas de prototipado 
rápido como ZEUS Agent Tool 
Centrar el modelo de organización en el 
desarrollo de flujos de trabajo. 
Llevar las restricciones identificadas a modelos 
de tareas y objetivos para dar detalles acerca de 
las necesidades y resultados de la tarea en su 
relación con los objetivos del sistema. 
Expresar la ejecución de tareas dentro de 
modelos de interacción. 
Generar modelos de Agente para detallar 
patrones de estado mental. 
Generar modelos de 
Agentes, refinar los 
existentes. 
Depurar la organización 
centrando el desarrollo 






construyen  gradualmente  el  sistema.  Estas  asociaciones  marcan  prioridades  a  la  hora  de 
profundizar  en  la  generación  de  los  distintos  modelos  (agente,  organización,  interacción, 
entorno,  objetivo  y  tareas).  En  este  caso  la  Tabla  7‐2  no  hace  referencia  a  las  fases  de 
implementación y pruebas por no ser el objetivo del capítulo. 
Basándose  en  el  ciclo  de  vida  del  desarrollo  de  software  adoptado  por  INGENIAS  en  este 
capítulo de desarrollo la fase de diseño de la Plataforma IPSU‐MAS. 
7.4.2.2  Meta Modelos 
Los  meta‐modelos  son  una  gran  ayuda  en  el  proceso  de  desarrollo  de  los  Sistemas 
Multiagente, ya que determinan qué entidades tienen que existir y cómo deben conectarse. 
Desde el punto de vista de ingeniería, lo que interesa de los meta‐modelos, además de servir 




Partiendo  de  este  lenguaje  se  estudian  qué  actividades  y  productos  son  necesarios  para 

















































pueden  ubicar  en  procesos  diferentes  a  los  de  Programación  Predictiva  o  Reactiva  de  la 
Producción.  







































Modelo de Entorno Gráfico  único  en  el  que  se  resume  el  entorno 






Este  modelo  requiere  la  diferenciación  de  los  2 
grandes  objetivos  de  la  Plataforma,  que  se 




Agente Planificador Para  cada  uno  de  los  3 Agentes  definidos  se 







Agentes  se  hace  referencia  explícita  a  ciertos 














Adicionalmente,  se  indican  las  condiciones  que 
provocan  el  inicio  de  las  mencionadas 
interacciones. 



















































El programador  puede  reajustar  el  Programa 
Productivo  en  función  del  nivel  de  carga 
establecido o incidencias acontecidas. 
Notificar Problemas  Caso de uso 

















































                                       Indica  que  un  objetivo  (elemento 
sucesor) es perseguido por un elemento predecesor. 
                                            Establece una relación de pertenencia 








                                         Establece  una  relación  de  pertenencia 
de un role  (elemento sucesor) con respecto al predecesor. 
                                               Indica que una aplicación software 
(elemento sucesor) le pertenece a un elemento predecesor. 
                                                      Indica  que  un  recurso  físico 
(elemento sucesor) le pertenece a un elemento predecesor. 
                                                    Indica que un Flujo de Trabajo 
(elemento sucesor) debe satisfacer un determinado objetivo. 
                                                      Indica  que  un  Flujo  de  Trabajo 
(elemento sucesor) se descompone en una tarea.  
                                               Indica  que  un  Role  (elemento 
sucesor) es jugado por un Agente. 
                                                      Indica  que  un  Estado  Mental 
(elemento sucesor) se puede ser elaborado por un Agente. 
                                                Indica  que  un  Estado  Mental 
(elemento  predecesor)  está  contenido  en  un  Conjunto  de 
Estados Mentales. 
                                                Indica  que  un  tarea  (elemento 
sucesor) es responsabilidad e un role. 






































































































Monitorizan  el  volumen  de  trabajo  realizado  y  prevén  retrasos  o 
adelantos que notifican al agente programador. 





















Conjunto  de  actividades  que  tienen  como  objetivo  obtener  una 
Programación Reactiva. 
Tabla 7­6. Resumen de las entidades del modelo de organización planteados en la Plataforma IPSU­MAS 


























































En  la  Figura  7‐23  se  representa  como  la  planta  cuenta  con  un  conjunto  de  recursos  a  su 
disposición  formado  por  los  sistemas  de  información  MRP  y  Aplicación  de  producción,  así 



































pretende  conseguir;  Satisfacer  la  Planificación,  Uso  Eficiente  de  los  Recursos,  Establecer 
Programa  Productivo.  Para  satisfacerlos  debe  poner  en  marcha  una  serie  de  tareas, 




Operarios  de  la  Programación.  Estas  dos  tareas  se  pueden  considerar  como  destinada  a 
establecer un proceso de comunicación que inicialmente no se identificó.  
Algunas  tareas  son  iniciadas  por  el  Agente  Planificador  como  la  de  Notificar  Planificación 
Periódica, y otras son iniciadas por el Agente Programador como la de Revisar y Cargar datos. 






















Corresponde  con  la  interacción  entre  el  agente  programador  y  el 















y  los  Agentes  operarios  de  una  planta,  en  la  que  el  programador  tras 
calcular  o  recalcular  la  Programación  de  la  Producción  notifica  la 







Los  modelos  de  objetivos  y  tareas  muestran  una  descomposición  de  flujos de  trabajos en 
tareas, pero no especifican el orden de ejecución o condicionalidad en la ejecución de las 
tareas,  hecho  que  si  muestran  el  diagrama  de  actividades.  Para  el  caso  del  cálculo  de  la 
Programación  predictiva,  el  diagrama  de  actividades  que  muestra  el  flujo  de  ejecución  de 
actividades es el mostrado en la Figura 7‐11 y para la Programación Reactiva se muestra en la 


















pretende  conseguir;  Satisfacer  la  Planificación,  Uso  Eficiente  de  los  Recursos,  Mantener  el 
Programa Estable, Establecer Programa Productivo. Para satisfacerlos debe poner en marcha 
una serie de tareas, identificadas en el análisis del Proceso de Negocio de Programación de la 






































































que  actúa  como  memoria  de  hechos  en  la  que  se  identifican  los  atributos  en  los  que  se 







en  el  Sistema  Multiagente  ya  que  es  una  fuente  de  información  de  las  Planificaciones  de 
Producción periódica por planta que el programador de la Producción necesita. En la Figura 
7‐26 se observa como este Agente desempeña los roles de planificador y de coordinador, 
interactúa  con  una  aplicación  MRP  para  obtener  la  Planificación  de  la  Producción  para  el 
conjunto  de  plantas,  se  identifican  los  objetivos  del  Agente,  y  las  tareas  de  las  que  es 
responsable  (Notificar  Planificación  Periódica,  Modificar  Planificación  Periódica).  El  Agente 
dispone  de  un  estado  mental  en  el  que  registra  información  acerca  de  la  Planificación 







suponga  cambiar  a  estado  mental  que  indica  que  existen  problemas  en  el  desarrollo  del 
Programa por falta o exceso de capacidad. Los posibles problemas deben ser solucionados 






































desempeña  el  rol  de  programador,  interactúa  con  una  aplicación  de  Programación  de  la 
Producción que implementa los algoritmos que se propondrán en esta tesis, y es responsable 
de las principales tareas de la Programación y Ajuste de la Producción. El Agente dispone de un 
conjunto  de  estados  mentales  en  el  que  registra  información  acerca  de  la  planta  que 













modificación  del  número  de  trabajos  en  cuyo  caso  el  estado  mental  sería  Solicitud  de 
Modificación Reprogramando. Una situación en la que se puede encontrar el Agente en el 
momento de empezar a realizar el proceso de programación predictiva es que los datos con los 
que  debe  trabajar  sean  erróneos  con  lo  que  este  Agente  pasará  a  un  estado  de  Datos 
Inconsistentes. 
En  la  Tabla  7‐11  se  muestra  un  resumen  de  los  roles  y  tareas  asignados,  así  como  las 
conversaciones contempladas. 




































cada  etapa  y  planta  existirá  un  Agente  Operario.  El  Agente  recibe  la  Programación  de  la 
Producción y sus ajustes, y se encarga de producir de acuerdo a la misma. A su vez, si existe 
una  incidencia  o  problema  que  ponga  en  peligro  la  producción  de  acuerdo  con  la 
Programación  en  su  etapa  correspondiente,  el  Agente  operario  lo  notifica  al  Agente 
programador para que tome las acciones oportunas. En la Figura 7‐28 se indica como este 
Agente  desempeña  el  rol  de  operario  y  es  responsable  de  notificar  problemas  (retrasos  o 
adelantos). El Agente dispone de un estado mental en el que registra información acerca de: La 









En  la  Tabla  7‐12  se  muestra  un  resumen  de  los  roles  y  tareas  asignados,  así  como  las 


























Tareas asignadas  •  Notificar Problemas / retraso 




























interacción  se  especifican  los  Agentes  iniciadores  de  una  interacción  y  los  Agentes  que 
colaboran en la misma. A su vez, se hace referencia a una especificación del protocolo de 
interacción  entre  los  Agentes,  como  se  muestra  por  ejemplo  en  la  Figura  7‐33.  La 
especificación del protocolo de interacción empleada en este trabajo ha sido la notación del 
grupo  GRASIA






interfaz,  o  por  la  satisfacción  de  una  condición.  Las  tareas  a  su  vez  muestra  el  cambio  o 
transferencia  de  información  entre  Agentes,  y  como  afecta  tal  ejecución  a  los  hechos 
(framefacts) y al estado mental del agente. 
En este apartado se abordarán las siguientes interacciones: Obtener Planificación Periódica, 








Complutense  de  Madrid  y  está  coordinado  por  el  Dr.  Juan  Pavón  Mestras.  Su  página  web  es 








llevar  a  cabo  la  interacción,  que  se  muestra  en  la  Figura  7‐34.  El  protocolo  indica  que  la 
interacción de obtener la Planificación periódica consiste en un primer paso (cada paso de un 
protocolo se denomina “interaction unit” en la terminología de INGENIAS) en la que el Agente 




unit”  que  en  este  caso  es  “PP_request_capacidades”  donde  PP  indica  las  iniciales  de  los 
Agentes entre los que se produce la interacción, en nuestro caso Planificador y Programador, y 
“request  capacidades”  hace  referencia  al  mensaje  de  solicitud  de  capacidades  (ver  Figura 
7‐34). 
Después  de  solicitar  las  capacidades,  el  Agente  Programador  notifica  al  planificador  su 
capacidad.  El  Planificador  tras  saber  esa  información  hace  un  cálculo  balanceado  de  las 
Planificaciones Periódicas de cada planta y las notifica (ver Figura 7‐34). 
 


















de  cada  planta  la  capacidad  productiva  para  el  periodo  que  el 














El Planificador obtiene la Planificación para el conjunto de plantas




La  interacción  “Notificar  Inconsistencias”  consiste  en  la  notificación  de  una  Planificación 
inviable  de  satisfacer  por  el  Agente  Programador  por  alguna  inconsistencia  en  los  datos 
necesarios para el proceso tal y como se puede ver en la Figura 7‐35. Tal interacción es iniciada 
por  el  Agente  Programador  y  en  ella  colabora  el  Agente  Planificador.  El  protocolo  que 
especifica la interacción se muestra en la Figura 7‐36. En ella se emite un mensaje de tipo 
“rechazo”  al  Agente  Planificador  en  el  que  indica  la  Planificación  o  parte  de  la  misma 
rechazada  y  la  razón  del  mismo.  En  la  Tabla  7‐14  se  comenta  el  elemento  principal  del 

























Predictiva”,  incluida  en  el  flujo  de  trabajo  de  la  Figura  7‐24,  así  como  por  la  tarea 
“Establecimiento  de  Estrategia  de  Reprogramación”  en  el  flujo  de  trabajo  “Reajuste  de 








(las  ya  comentadas  “Interaction  Units”)  que  componen  el  protocolo  se  divide  en  dos:  la 














































































La  interacción  “Notificar  Programación  de  Producción  Revisada”  es  la  consecuencia  de  la 
obtención de una Programación ya sea Predictiva, como un ajuste Reactivo, ya que consiste en 
la notificación al Agente Operario de las Órdenes de Fabricación que ha de producir en un 

























































El  Agente  Operario  notifica  al  Agente  Programador  de  un 





la  intervención  de  usuarios  reales  o el  acontecimiento  de  algunas  condiciones  como  es  el 




Programa,  y  su  evaluación  puede  llevar  asociada  la  necesidad  de  recalcular  el  Programa 
Productivo  en  caso  de  que  los  trabajos  hayan  consumido  el  Margen  Operativo,  lo  que 
implicaría  rechazar  algún  trabajo.  También  se  puede  dar  el  caso  contrario,  y  al  evaluar  el 
Margen  Operativo,  se  puede  detectar  la  disponibilidad  de  capacidad  productiva  suficiente 
como para solicitar algún trabajo adicional al Agente Planificador. A su vez, en la Figura 7‐43, 
se muestra como la notificación de problemas es iniciada o bien por un operario real (ente 









Con  el  conjunto  de  modelo  (Organización,  Entorno,  Objetivos  y  Tareas,  Agentes  e 
Interacciones)  se  dispone  de  una  base  suficiente  para  comenzar  la  implementación  de  la 
Plataforma IPSU‐MAS. 
7.4.4  Relación entre la Metodología de Análisis y de Diseño 
Este  apartado  se  destina  a  analizar  brevemente  la  relación  existente  entre  CIMOSA  e 















































Interacciones:  Complementado  con  el 
reparto de Roles. 
AGENTES  Estados  Mentales:  FUNCIONAL  
(Detalle de las Enterprise Activity) y 
INFORMACIÓN. 
















INTERACCIONES  Objetivos:  FUNCIONAL  (Detalle  de 
las Enterprise Activity). 
Protocolos: INFORMACIÓN. 












Negocio  identificados  con  CIMOSA  en  la  fase  de  análisis  conductual.  Por  otro  lado,  ni  los 
Grupos, que hacen referencia a niveles jerárquicos en los que se desarrolla el proceso, ni los 








Programación  de  la  Producción  y  no  analiza  los  recursos  del  entorno.  No  obstante,  cabe 
recordar  que  la  fase  desarrollada  con  CIMOSA  en  relación  a  la  vista  de  Recursos  sólo  se 
detallan las capacidades y no los recursos físicos, por este motivo es necesario realizar una 
aportación  adicional  basada  en  la  experiencia  para  estos  y  para  las  aplicaciones  externas 
(MRP). 
En el modelo de Objetivos y Tareas sólo se identifican y se relacionan los objetivos, las tareas o 










las  tareas  se  obtienen  directamente  de  lo  establecido  en  el  Proceso  de  Negocio 
correspondiente  definido  en  CIMOSA.  Las  tareas  se  especifican  al  mismo  nivel  que  las 
Enterprise Activities de CIMOSA. En este modelo se emplean aquellos Roles que se considera 
oportuno  de  aquellos  que  fueron  previamente  definidos  en  modelo  INGENIAS.  Las 
Interacciones se definen a partir del estudio conductual realizado con CIMOSA y que concluyó 
con  el  desarrollo  de  secuencias  de  tareas
ix  que  constituían  cada  una  de  las  Actividades 
Empresariales.  Mediante  el  análisis  de  esa  secuencia  se  identifica  que  se  debe  hacer  y 
teniendo en cuenta los roles identificados se identifican cuantas interacciones sean necesarias. 
En el modelo de Agentes sólo se identifican y se relacionan las tareas, los roles que asume un 




de  coordinador  y  planificador.  Todos  los  elementos  han  sido  previamente  identificados  y 
relacionados en el modelo de Objetivos y Tareas, por lo que en esta fase lo que hay que hacer 







modifica  por  ejecución  de  una  tarea.  Dicho  Estados  Mentales  se  definen  en  base  al 
conocimiento obtenido en la vista funcional y de información realizado en CIMOSA. 
Finalmente  en  el  modelo  de  Interacciones  se  definen  tantas  interacciones  como  se  hayan 
identificado  en  el  modelo  de  Tareas  y  Objetivos  o  en  el  modelo  de  Agentes.  Para  cada 
interacción  se  define  su  objetivo  y  con  que  protocolo  se  desarrolla  la  conversación  y  se 
identifica  la  tarea  en  la  que  se  realiza  y  los  que  Agentes  intervienen.  Con  la  información 
                                                            
ix  Las  secuencias  de  tareas  no  fueron  hechas  públicas  en  el  desarrollo  del  modelo  CIMOSA,  y  se 
mantiene como material de trabajo. 
x Se puede entender como Estado Mental de un Agente al conjunto de clausulas lógicas mediante las 













































Notificar  Planificación Periódica


























definido  como  de  contexto,  deben  ser  implementados  porque  aunque  disponen  de  una 
funcionalidad muy reducida son básicos en el proceso. Dado que este trabajo se centra en el 
proceso  de  Programación  de  la  Producción,  las  tareas  de  los  2  Agentes  de  contexto  se 








empleado  un  conjunto  de  facilidades  agrupada  en  lo  que  se  conoce  como  Java  Agent 
DEvelopment  framework  (JADE),  en  concreto  se  ha  empleado  la  versión  3.5.  JADE  es  una 
solución de uso libre que compila una de las soluciones de base más completas en cuanto a 





fases  1  y  2,  correspondientes  a  la  Definición  Elemental  del  Problema  y  al  Análisis  de 
requerimientos se han desarrollado por completo, pudiendo dar por definitivos los resultados 































se  empieza  con  considerar  el  sistema  organizativo  y  los  recursos  del  entorno,  que 
posteriormente influirán de forma decisiva en la consecución de los objetivos. Posteriormente, 
y  una  vez  fijados  los  tradicionales  objetivos  y  tareas,  se  analizan  con  detenimiento  las 
entidades,  Agentes,  a  los  cuales  se  vinculan  con  su  entorno  y  sus  tareas,  y  de  forma 
absolutamente relevante, se desarrollan los escenarios vinculados a las interacciones entre 
Agentes.  Sin  duda,  un  lector  no  familiarizado  con  este  proceso  puede  haber  quedado 
sorprendido por los aspectos considerados. 
El objetivo final nunca ha sido detallar todos y cada uno de los aspecto relacionados con el 
























































































































































Figura  8‐24.  Esquema  general  de  los  procesos  correspondientes  al  procedimiento  de 
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Uno  de  los  objetivos  de  esta  tesis  es  el  análisis  de  un  conjunto  de  algoritmos  para  la 
Programación Predictiva de la Producción, que permita la selección de uno o varios de ellos, 


























buscar  el  máximo  rendimiento  del  mismo.  Esta  tarea  se  fundamenta  en  el  Diseño  de 
Experimentos  con  un  importante  soporte  en  conceptos  y  herramientas  estadísticas.  Y  por 
último,  en  tercer  lugar  se  realiza  un  análisis  comparativo  del  comportamiento  de  los 








algoritmos  de  referencia  adecuados.  El  empleo  de  un  juego  de  datos  público  y  estándar 
permite  un  mayor  grado  de  contraste  de  la  propuesta,  al  mismo  tiempo  que  evita  la 













































































decir  estática  y  sin  Incertidumbre.  Cuando  debido  a  la  Incertidumbre  se  modifiquen  las 









Maxwell,  W.  L.,  &  Miller,  L.  W.  1967)  para  identificar  los  problemas  de  secuenciación,  el 











medida  su  eficiencia,  en  la  explotación  de  ciertas  características  propias  de  los  SMA.  El 
objetivo es que la hibridación se produzca de forma que los Agentes tomen el rol de “seres 
vivos” y por lo tanto, de individuos de la población del AG. Este tipo de hibridación (AG+MAS) 
es  casi  inexistente  en  la  literatura,  y  se  ha  considerado  que  puede  ofrecer  muy  buenos 
resultados. 
Este algoritmo será una pieza más dentro de la Plataforma IPSU‐MAS, y por lo tanto se desea 













Sistema  Multiagente  se  ha  considerado  la  posibilidad  de  utilizar  la  metodología  INGENIAS 




el  trabajo  que  se  debería  realizar  para  plasmar  las  ideas  en  un  software.  Efectivamente, 
INGENIAS es una propuesta muy acertada para el diseño y posterior desarrollo aplicaciones de 
cierta envergadura. Sin embargo, aunque la aportación de los Agentes en el algoritmo que se 











adecuado.  El  Diseño  de  Experimentos  es  una  metodología  basada  en  herramientas 


















5.  Responder  las  preguntas  planteadas,  sea  directamente,  sea  utilizando  un  modelo 
matemático. Si es necesario, volver a la etapa uno. 
En relación con el primer paso se puede decir que el problema que se desea abordar en la 
















Por  lo  que  se  refiere  a  los  pasos  desde  el  2  al  5  se  cree  más  conveniente  desarrollar  su 
contenido dentro del apartado 8.4, ya que la descripción de los mismos implica un amplio 
conocimiento de la propuesta que aún no ha sido desarrollada. 
En  cualquier  caso,  será  necesario  disponer  de  una  herramienta  que  permita  establecer 
conclusiones claras y fiables. En este caso se ha considerado que existe una variable explicada 















•  Normalidad.  Todas  las  variables  que  intervienen  en  un  método  de  análisis 
multivariable deben ser normales.  
•  Homocedasticidad. Es una propiedad fundamental del modelo de regresión lineal 
general.  Se  dice  que  existe  homocedasticidad  cuando  la  varianza  de  los  errores 
estocásticos  de  la  regresión  son  los  mismos  para  cada  observación.  Lo  que 
significaría que habría una distribución de probabilidad de idéntica amplitud para 
cada variable aleatoria. Esta cualidad es necesaria, según el  Teorema de  Gauss‐
Markov,  para  que  en  un  modelo  los  coeficientes  estimados  sean  los  mejores  o 
eficientes, lineales e insesgados. 
•  Linealidad.  Suele  ser  un  supuesto  implícito  en  todas  las  técnicas  multivariante 







































de  las  condiciones  de  homocedasticidad,  linealidad,  y  autocorrelación.  A  continuación  se 
ofrece una tabla resumen de los diferentes análisis residuales en función de la propiedad que 
se desea verificar. 
Propiedad  (t, ūt) (Xt, ūt) (Ŷt, ūt)






ii  Consiste  en  el  cálculo  de  la  siguiente  expresión  para  cada  residuo:  (residuo‐media  de  los 














en  un  conjunto  de  situaciones  representativas.  Estos  datos  deben  considerar  diversas 
configuraciones del sistema (nº etapas, nº máquinas por etapa), del número de trabajos, y de 
la  eficiencia  de  los  recursos  (tiempos  de  proceso,  y  de  cambio  de  partida),  y  deben  ser 
conocidos y utilizados por la comunidad científica. Sobre dicho datos el algoritmo SMAGA 
debe  calcular  un  Programa  Productivo  Predictivo  intentando  minimizar  el  makespan.  La 
existencia  de  un  juego  estándar  presenta  dos  ventajas  fundamentales  en  el  proceso  de 
experimentación  científica: 
•  Los resultados obtenidos pueden ser contrastados por la comunidad científica con 
mayores  garantías,  ya  que  se  pueden  comparar  los  resultados  obtenidos  para 
múltiples  escenarios  conocidos,  y  sobre  los  cuales  hay  un  gran  número  de 
investigadores  trabajando.  Esto  a  su  vez,  facilita  el  proceso  de  publicación  de 
resultados. 
•  Simplifica  el  proceso  de  experimentación.  Ya  que  una  forma  de  contrastar  los 




algoritmos  tampoco  es  necesario  programarlos,  con  el  consiguiente  ahorro  de 
tiempo, y reducción de fuentes de error. 
En  múltiples  ocasiones  los  experimentadores  no  han  podido  acceder  a  un  juego  de  datos 
conocido,  ya  que  las  características  del  problema  que  abordan  eran  lo  suficientemente 
especiales como para que no existan propuestas que hayan favorecido la generación de un 

































A  continuación  se  detalla  el  método  de  generación,  la  estructura  y  disponibilidad  de  los 
mismos. 
Dado que los datos que se emplean para el contraste del algoritmo SMAGA toman como base 
el  conjunto  de  ejemplares  de  Taillard  se  va  a  comentar  brevemente  dicha  propuesta.  En 
(Taillard, E. 1993) se estableció un banco de pruebas para el Taller de Flujo de Permutación 
compuesto  de  un  total  de  120  problemas  de  diversos  tamaños.  Cada  problema  está 
compuesto por un conjunto de trabajos a los cuales se le asignó tiempos de proceso extraídos 





puede  ver  en  la  Tabla  8‐2.  Los  ejemplares  son  accesibles  desde  la  propia  página  web  del 
Taillard en http://mistic.heig‐vd.ch/taillard/problemes.dir/problemes.html.  







Grupos de Ejemplares  Nº de Máquinas Nº de Trabajos Nº de Instancias 
Grupo_20x5  5  20  10 
Grupo_20x10  10  20  10 
Grupo_20x20  20  20  10 
Grupo_50x5  5  50  10 
Grupo_50x10  10  50  10 
Grupo_50x20  20  50  10 
Grupo_100x5  5  100  10 
Grupo_100x10  10  100  10 
Grupo_100x20  20  100  10 
Grupo_200x10  10  200  10 
Grupo_200x20  20  200  10 
Grupo_500x20  20  500  10 
Tabla 8­2. Resumen de la estructura de ejemplares de (Taillard, E. 1993). 
Un ejemplo para un ejemplar con veinte trabajos y diez máquinas es el que se refleja en la 
Tabla  8‐3.  En  la  representación  que  se  ofrece  en  dicha  tabla  existen  diez  grupos  de  dos 
columnas. En cada grupo la primera columna hace referencia al identificador de la máquina o 













  0 39  1   9  2 72  3 93  4   8  5 75  6 16  7 98  8 65  9 21 
  0 16  1 19  2 13  3 77  4 83  5 70  6 98  7 49  8 93  9 98 
  0 84  1 71  2 49  3 20  4 29  5 16  6 85  7 46  8 14  9 61 
  0 51  1   7  2 37  3   1  4 87  5 72  6 63  7 66  8 73  9 78 







  0 57  1   7  2 37  3 36  4 15  5 94  6 14  7 88  8 17  9 34 
  0 33  1 65  2 58  3 85  4 26  5 49  6 82  7 41  8 91  9 53 
  0   1  1 56  2   4  3 18  4 97  5 40  6 39  7 13  8 71  9 63 
  0 23  1 37  2 13  3 97  4 44  5 64  6 23  7 43  8 59  9   3 
  0 39  1 87  2 48  3 24  4 85  5 98  6 29  7 54  8 45  9 50 
  0 27  1 43  2   4  3 60  4 22  5 46  6 30  7 69  8 45  9 29 
  0 37  1   4  2 43  3 28  4 17  5 18  6 99  7 97  8 21  9 29 
  0 37  1 92  2 18  3 94  4 47  5 47  6 34  7 10  8 98  9 20 
  0   1  1 75  2   9  3 34  4 30  5   2  6 16  7 51  8 64  9 68 
  0 82  1 86  2 81  3 61  4 10  5 77  6 34  7 95  8 50  9 84 
  0 24  1 26  2 66  3 10  4 84  5 74  6 28  7 51  8 74  9 29 
  0 28  1 17  2 82  3   4  4 13  5 77  6 69  7 92  8 77  9 75 
  0 98  1   7  2 21  3 83  4 26  5 32  6 85  7 71  8 32  9 85 
  0 74  1 80  2 60  3 91  4 16  5 65  6 50  7 98  8 70  9 98 















son  exactamente  los  mismos  que  los  propuestos  por  (Taillard,  E.  1993),  y  comentados 



















proceso,  luego  se  distribuirán  como  una  uniforme  U[1,  124].  Los  autores  justifican  esta 





2003)  y  (Ruiz,  R.,  Maroto,  C.,  &  Alcaraz,  J.  2005)  es  la  que  se  refleja  en  la  Tabla  8‐4.  La 
estructura  inicial  correspondiente  a  los  cinco  grupos  de  dos  columnas  y  veinte  filas  es  la 
relacionada con los tiempos de proceso, igual que se comentó para el caso del Taller de Flujo 
de Permutación. Después de dicho bloque se ubican cinco bloques adicionales identificados 
por  M0..M4  que  se  corresponden  con  las  matrices  de  tamaño  veinte  por  veinte  que 
proporcionan la información sobre los Tiempos de Cambio de Partida de todos los trabajos en 
cada una de las cinco máquinas. 
 20 5 
  0 77  1 39  2 14  3 11  4 83 
  0 94  1 31  2 21  3   2  4 13 
  0   9  1 46  2 15  3 36  4 84 
  0 57  1 18  2 10  3 30  4 46 
  0 29  1 93  2 85  3 89  4 20 
  0 79  1 58  2 46  3 10  4 33 
  0 55  1 85  2 42  3 88  4 74 
  0 73  1 58  2 18  3 22  4 42 
  0 65  1 97  2 36  3 31  4 33 
  0 86  1 10  2   2  3   9  4 71 
  0 25  1 79  2 44  3 43  4 32 
  0 39  1 93  2 89  3 91  4 48 
  0 76  1   2  2   6  3 26  4 42 
  0 24  1 87  2   3  3   3  4 99 
  0 38  1 17  2   1  3 75  4   7 
  0   5  1 18  2 43  3 99  4 54 
  0 91  1 10  2 81  3 63  4   8 
  0 29  1 50  2 57  3 83  4 73 
  0 22  1   8  2 76  3 70  4 30 









  0  7  9  1  6  3  8  5  7  6  8  3  4  7  3  4  1  9  3  2 
  3  0  4  3  5  2  9  6  8  6  9  1  8  9  1  8  2  2  1  5 
  1  3  0  2  2  2  1  8  5  4  2  4  1  4  9  1  1  1  4  8 
  6  7  6  0  1  1  4  3  9  1  8  2  3  1  4  9  3  1  7  9 
  6  8  7  8  0  8  2  8  5  2  3  7  4  3  7  3  5  4  9  1 
  5  1  7  3  7  0  8  6  3  8  7  9  8  2  3  2  9  2  6  5 
  8  3  7  8  9  1  0  9  6  5  7  2  5  9  2  2  6  5  3  3 
  9  3  8  7  3  7  2  0  3  6  5  7  2  5  2  9  8  6  1  9 
  5  7  6  3  9  3  5  6  0  2  2  8  9  2  7  6  3  3  7  5 
  6  3  6  8  8  3  1  6  9  0  2  1  3  2  7  3  9  1  7  8 
  7  2  3  3  2  5  3  9  3  9  0  8  5  9  8  2  4  6  5  5 
  3  9  3  2  5  8  9  2  8  4  2  0  6  9  4  5  9  2  8  8 
  8  7  8  3  4  5  1  3  4  9  5  4  0  2  2  5  6  9  7  1 
  8  4  2  6  9  5  6  1  9  5  8  6  5  0  3  6  4  2  1  2 
  3  2  2  1  8  7  3  2  4  6  9  2  7  5  0  7  7  2  1  9 
  4  3  4  9  1  9  5  7  8  5  5  4  3  7  8  0  9  4  2  3 
  5  9  2  7  8  2  7  7  8  2  8  2  9  7  8  7  0  3  3  7 
  2  3  3  8  7  3  3  5  6  2  4  6  9  1  2  7  2  0  1  1 
  7  2  9  9  6  5  5  3  8  9  1  7  8  1  8  9  2  1  0  3 
  7  7  8  7  6  6  3  6  2  6  7  7  1  5  6  9  2  7  7  0 
M1 
  0  3  7  1  7  4  7  9  1  9  1  8  2  2  8  4  2  5  3  2 
  2  0  3  8  1  1  9  6  9  3  9  6  7  2  5  3  3  7  9  7 
  5  1  0  9  6  1  2  8  2  4  7  9  6  7  6  6  9  9  8  3 
  7  8  7  0  2  3  1  4  5  1  6  4  5  5  7  5  5  7  5  3 
  6  6  6  6  0  8  6  7  7  1  7  2  9  8  7  3  6  4  3  9 
  7  8  5  9  2  0  8  2  8  5  8  8  9  3  3  9  7  7  5  3 
  2  4  7  1  8  8  0  8  6  9  7  5  3  2  3  4  3  3  4  9 
  5  6  9  6  1  1  3  0  3  3  5  2  3  7  2  6  6  9  5  5 
  8  4  3  3  6  1  4  5  0  1  1  5  5  3  4  2  2  3  9  9 
  6  5  5  6  6  4  2  8  7  0  6  6  4  9  8  6  8  7  8  3 
  8  7  8  5  3  2  7  7  5  5  0  2  9  2  3  5  5  5  8  8 
  8  8  6  5  7  7  9  9  9  8  7  0  9  4  3  4  3  7  9  8 
  1  4  5  4  3  4  4  5  2  2  4  4  0  7  3  9  1  7  2  2 
  7  1  8  8  9  6  1  5  8  3  8  9  3  0  7  8  3  4  5  7 
  6  7  7  5  9  5  4  4  6  7  1  4  4  9  0  8  5  1  5  2 
  4  1  4  1  6  6  6  9  6  7  8  3  3  6  9  0  3  5  7  7 
  4  7  2  2  3  1  2  8  7  4  9  5  6  2  2  4  0  5  5  3 
  3  4  1  3  5  3  5  8  6  2  5  2  8  1  5  1  9  0  1  3 
  8  9  1  8  6  8  5  2  3  9  7  1  3  7  4  9  5  5  0  1 
  1  3  5  7  1  6  4  2  5  7  4  1  5  8  3  7  1  8  5  0 
M2 
  0  1  8  5  1  9  3  7  2  7  6  8  2  9  6  3  8  4  2  1 
  8  0  4  8  9  6  9  1  5  5  7  2  9  3  9  9  6  9  8  7 
  6  1  0  7  3  9  1  2  5  1  6  2  8  9  2  6  1  2  2  8 
  6  4  8  0  6  7  4  6  1  3  5  8  5  1  1  9  1  9  4  7 







  6  9  1  9  3  0  4  4  4  9  3  3  3  2  2  5  3  8  9  3 
  6  8  8  5  2  2  0  5  9  3  5  6  5  4  5  4  8  8  5  1 
  9  9  5  3  8  3  6  0  7  2  2  1  5  6  2  5  1  4  3  3 
  6  2  8  5  6  2  3  2  0  7  9  8  7  2  2  4  4  2  8  3 
  2  8  2  5  3  3  2  3  7  0  1  1  1  4  7  5  1  5  9  8 
  1  4  3  2  2  8  2  6  4  8  0  6  5  1  9  2  5  7  6  1 
  6  2  5  3  2  3  8  8  9  6  1  0  1  7  9  8  4  3  9  9 
  6  8  8  8  7  4  4  8  9  5  7  4  0  1  3  6  3  5  2  1 
  8  4  1  7  9  3  9  1  1  2  7  8  5  0  2  8  2  7  5  2 
  2  6  1  3  1  2  9  6  1  5  6  8  5  3  0  9  1  2  1  4 
  1  6  5  2  7  5  4  4  2  1  8  5  8  1  3  0  6  7  9  8 
  3  7  2  2  8  6  5  8  8  4  6  2  2  9  6  7  0  3  2  2 
  1  5  1  1  5  8  2  7  1  3  4  2  4  3  4  2  3  0  2  8 
  4  7  8  6  5  2  7  8  3  3  1  6  2  7  2  5  6  3  0  7 
  5  5  2  5  8  9  4  2  8  6  2  1  4  6  8  3  9  1  1  0 
M3 
  0  8  1  6  3  9  1  6  6  2  4  1  5  7  8  2  5  8  9  7 
  2  0  7  2  2  8  3  7  1  7  2  9  1  4  5  7  9  4  8  7 
  4  2  0  1  9  5  5  8  7  1  5  8  9  1  9  1  1  8  7  4 
  5  6  9  0  9  7  3  9  3  3  3  3  2  5  5  7  8  1  4  6 
  9  2  2  9  0  7  4  3  5  8  4  2  7  7  1  5  9  2  7  9 
  6  5  2  9  2  0  7  6  1  3  5  2  4  9  8  7  3  2  3  2 
  4  3  8  3  6  7  0  7  7  9  4  7  5  8  8  7  6  9  4  7 
  4  2  6  8  5  5  8  0  5  4  2  5  9  1  7  2  8  2  1  3 
  8  8  6  2  5  1  5  2  0  1  4  9  4  2  2  1  4  7  6  2 
  7  5  6  3  6  6  4  6  1  0  3  9  1  6  2  7  5  4  7  2 
  6  1  6  7  8  1  9  7  8  1  0  4  6  5  3  5  6  1  1  9 
  1  9  1  5  2  6  7  4  8  5  6  0  6  6  6  1  8  9  6  5 
  4  9  1  2  8  4  9  7  6  9  2  3  0  6  2  1  6  2  2  1 
  7  4  3  8  5  1  3  8  5  3  8  6  8  0  8  7  1  6  7  1 
  6  7  3  8  5  7  6  8  8  3  9  4  8  6  0  9  8  9  9  9 
  1  5  2  5  3  2  5  9  5  5  9  8  9  7  9  0  8  3  2  2 
  6  8  4  7  9  5  1  2  8  3  8  4  6  1  5  3  0  3  3  9 
  9  4  6  6  7  9  8  3  5  5  5  1  7  3  9  1  7  0  6  6 
  5  5  4  6  3  1  8  6  6  8  9  6  6  9  8  1  8  4  0  9 
  3  7  1  6  2  7  5  7  6  6  5  2  9  1  2  9  2  1  6  0 
M4 
  0  1  5  4  3  1  5  9  2  9  6  3  4  8  3  1  6  8  5  9 
  4  0  1  3  3  6  2  3  5  5  5  8  9  4  6  2  2  3  6  3 
  5  5  0  7  8  3  7  5  3  5  8  7  6  3  3  8  1  2  7  4 
  5  6  1  0  5  6  2  2  3  5  9  3  4  5  4  3  4  4  9  7 
  3  4  3  9  0  1  9  5  2  3  2  5  5  3  5  9  4  9  4  6 
  8  7  9  9  4  0  5  9  1  4  7  2  7  3  1  6  8  8  6  8 
  2  3  4  5  9  4  0  5  2  9  4  3  8  3  1  5  9  1  3  9 
  2  8  4  3  9  4  8  0  9  9  9  3  5  2  6  1  3  3  3  8 
  1  6  3  5  9  9  6  5  0  8  8  1  8  7  9  6  3  8  2  6 
  5  4  9  2  7  7  9  2  5  0  9  4  6  1  7  7  4  7  5  1 







  4  1  3  6  7  7  4  8  8  5  8  0  8  5  5  2  4  6  2  9 
  5  5  1  5  5  2  6  6  9  1  8  3  0  3  5  3  2  3  7  2 
  7  9  4  1  3  9  6  5  5  3  4  7  8  0  3  2  4  2  5  9 
  3  4  5  2  6  7  7  7  6  8  9  1  6  7  0  5  9  4  7  4 
  6  9  5  8  6  9  2  9  9  1  9  1  9  7  2  0  3  5  9  1 
  8  8  7  1  4  9  2  6  4  5  1  4  3  8  3  2  0  8  7  1 
  6  4  5  5  9  4  4  6  9  7  7  5  2  1  3  8  2  0  1  2 
  2  7  9  9  2  5  5  1  8  6  4  7  9  9  3  7  7  3  0  6 





de  Cambio  de  Partida  Dependientes  de  la  Secuencia  utilizando  el  banco  de  datos 
proporcionado por (Vallada, E. et al. 2003). 
Finalmente,  para  el  caso  del  Taller  de  Flujo  Híbrido  con  Tiempos  de  Cambio  de  Partida 
Dependientes  de  la  Secuencia  (Vallada,  E.  et  al.  2003)  proponen  doce  conjuntos  de  110 
problemas  cada  uno  de  ellos  que  son  accesibles  desde  http://soa.iti.es/instancias‐de‐
problemas. Los problemas propuestos se basan a su vez en el método de generación y el banco 








subgrupos  que  se  corresponden  con  las  variaciones  de  tiempo  de  cambio  de  partida 
propuestas para el problema anterior  es decir,  SDST10, SDST50, SDST100 y  SDST125.  Esto 

































Tiempos cambio 10%  SSD10_P13  SSD10_P2  SSD10_P3 
Tiempos cambio 50%  SSD50_P13  SSD50_P2  SSD50_P3 
Tiempos cambio 100%  SSD100_P13  SSD100_P2  SSD100_P3 
Tiempos cambio 125%  SSD125_P13  SSD125_P2  SSD125_P3 
Tabla 8­5. Resumen de la estructura de ejemplares de (Vallada, E. et al. 2003). 
El formato de los ficheros de entrada cambia ligeramente, con respecto a los anteriores. En 










20 8 5 
2 2 1 1 2  
  0 74  1 74  2 34  3 83  4 79  5 10  6 73  7 76 
  0 32  1 22  2 84  3 26  4 54  5 44  6 19  7 85 
  0 67  1 30  2   3  3 65  4 78  5 24  6 69  7 61 
  0 73  1 89  2 60  3 47  4 29  5 85  6 12  7 32 
  0   7  1 61  2 34  3 94  4   8  5 75  6 73  7 90 
  0 78  1 39  2 70  3 75  4 38  5 66  6 85  7 61 
  0 64  1 15  2 57  3 30  4 97  5 49  6 23  7 87 
  0 98  1 69  2   8  3   1  4 61  5 95  6 53  7 51 
  0 60  1 57  2 74  3 71  4 10  5 61  6 16  7 25 
  0 89  1   9  2 13  3 46  4 37  5 19  6 88  7 73 
  0 49  1 13  2 37  3 87  4 16  5 47  6   8  7 93 
  0   2  1 71  2 87  3 78  4 78  5 84  6 26  7 28 







  0 79  1 34  2 89  3 75  4   9  5 11  6 58  7 94 
  0 53  1 49  2 57  3 55  4 91  5 19  6 63  7 59 
  0 59  1 65  2 70  3 94  4 46  5 98  6   7  7 64 
  0 16  1 94  2   3  3 98  4 52  5   2  6   2  7   2 
  0 90  1 96  2 43  3 63  4 79  5 85  6 44  7 16 
  0   3  1 47  2 14  3 83  4 45  5 44  6 38  7 35 
  0 76  1 35  2 26  3 19  4 97  5   7  6 24  7 53 
SSD 
M0 
  0  4  4  1  1  6  7  3  7  7  1  8  6  9  6  9  5  1  8  8 
  5  0  6  2  9  1  7  7  2  3  9  6  4  2  7  6  1  2  7  1 
  4  5  0  6  9  9  5  4  4  8  1  6  4  7  6  1  7  2  4  8 
  7  9  6  0  7  1  4  2  3  8  3  6  5  9  7  3  1  7  5  8 
  8  7  7  5  0  9  9  6  8  2  8  5  8  3  1  4  9  6  1  4 
  2  8  9  1  9  0  5  5  8  5  9  1  4  3  8  7  6  5  9  6 
  2  5  8  2  1  2  0  9  1  8  4  1  7  2  7  2  7  8  3  5 
  2  8  1  3  4  6  6  0  1  1  4  4  3  7  8  6  3  9  6  8 
  5  3  7  9  3  9  9  6  0  6  1  2  4  5  4  8  3  8  1  1 
  1  6  9  5  7  6  9  1  2  0  1  9  4  5  6  7  2  6  7  6 
  9  7  1  4  4  3  9  4  3  8  0  1  1  6  8  3  7  6  6  6 
  4  5  7  9  4  8  5  6  1  6  4  0  5  8  8  1  3  4  3  3 
  9  1  1  5  1  7  2  3  4  1  8  7  0  7  3  8  3  9  7  1 
  3  4  9  5  3  2  6  7  5  5  5  2  2  0  6  9  1  1  3  6 
  4  4  6  5  6  6  6  1  1  2  6  4  5  5  0  8  3  1  2  7 
  4  7  7  2  8  7  4  2  4  9  7  3  8  9  3  0  4  2  4  5 
  9  2  9  4  7  4  8  5  4  7  9  9  1  9  4  7  0  7  9  4 
  3  8  1  6  5  8  5  1  5  4  9  4  8  3  6  8  3  0  4  1 
  6  1  9  1  4  6  3  9  8  9  7  7  4  4  4  4  7  6  0  7 
  3  8  4  9  8  9  3  1  8  6  4  4  7  9  6  1  4  5  1  0 
M1 
  0  4  6  3  3  3  1  7  3  2  9  3  1  9  1  6  9  4  6  2 
  1  0  8  8  4  4  8  7  3  2  9  8  6  7  1  3  7  1  7  7 
  8  3  0  5  1  9  7  9  5  1  4  8  6  6  1  9  1  3  9  5 
  9  5  5  0  1  1  1  5  7  6  8  2  8  6  2  3  9  3  9  5 
  8  8  3  7  0  5  7  3  6  9  5  1  4  7  2  1  9  9  4  7 
  7  3  3  5  9  0  8  3  9  9  6  5  1  4  4  5  9  3  4  8 
  5  6  7  4  6  1  0  3  9  7  9  2  4  4  6  6  2  1  4  9 
  8  3  2  8  2  4  6  0  8  3  6  1  2  5  1  8  2  4  6  3 
  2  8  8  4  4  9  1  9  0  2  9  6  5  3  4  3  3  5  7  3 
  5  4  6  4  5  3  3  7  5  0  9  2  6  8  9  9  5  8  1  9 
  3  3  3  2  2  3  4  8  6  1  0  4  8  6  1  1  9  6  8  1 
  4  6  5  9  4  1  8  5  2  4  3  0  2  7  2  8  4  7  2  8 
  4  3  7  2  9  9  6  8  6  1  6  6  0  4  1  2  2  6  7  5 
  6  8  7  7  7  2  1  1  9  6  2  9  6  0  8  3  4  5  7  3 
  3  7  2  2  2  6  1  6  7  7  6  8  9  7  0  1  2  7  2  3 
  9  2  7  5  1  8  6  9  6  9  6  1  2  6  5  0  1  7  7  2 
  1  4  4  6  2  3  7  4  9  1  7  3  2  6  3  6  0  8  5  7 
  8  6  4  1  6  1  5  4  3  4  4  9  1  9  5  7  8  0  7  6 
  1  6  1  2  6  4  9  8  6  7  5  9  4  5  2  7  3  4  0  1 








  0  1  3  4  2  4  9  3  7  6  2  9  3  7  4  2  7  9  1  1 
  5  0  3  1  5  8  6  6  7  3  8  8  8  4  2  4  7  6  6  1 
  7  1  0  9  3  1  5  3  2  3  5  9  4  5  5  1  3  3  2  7 
  3  4  8  0  7  3  2  1  2  2  6  1  9  9  6  3  1  9  1  9 
  1  3  2  9  0  8  3  7  2  2  5  7  4  5  6  3  6  6  5  8 
  3  6  2  7  1  0  3  8  5  3  8  9  6  9  7  7  6  5  2  5 
  8  3  9  5  1  2  0  1  6  3  5  4  3  8  4  8  4  1  3  3 
  5  6  9  6  4  6  8  0  5  7  5  6  1  7  5  7  2  7  9  6 
  6  2  2  8  4  2  4  5  0  3  7  4  5  4  3  6  6  8  2  2 
  7  3  4  9  5  8  3  8  4  0  9  3  9  7  1  1  8  4  2  3 
  7  2  1  4  5  8  5  6  3  1  0  1  7  3  7  7  1  1  5  6 
  8  2  1  1  5  9  9  1  2  3  7  0  9  2  7  6  9  8  6  4 
  8  4  6  8  8  8  7  3  4  4  4  4  0  1  6  6  6  7  6  2 
  9  3  3  5  9  5  4  6  8  5  8  8  5  0  7  2  8  2  6  1 
  8  8  1  2  7  5  2  1  4  8  7  8  9  5  0  1  5  1  3  2 
  2  2  1  2  3  1  1  3  7  1  7  2  6  8  9  0  6  9  5  7 
  2  6  4  1  8  8  9  2  7  2  2  8  1  8  9  5  0  6  8  9 
  9  1  3  5  5  5  3  6  3  1  2  5  3  3  1  9  9  0  2  3 
  5  6  5  8  7  9  4  6  6  8  8  2  9  6  2  1  7  8  0  6 
  3  9  8  8  1  8  8  2  3  5  7  5  9  2  1  8  2  6  6  0 
M3 
  0  3  1  3  8  5  5  6  8  5  7  2  6  7  7  3  6  6  7  9 
  9  0  4  9  1  6  7  3  3  7  8  5  8  4  3  6  7  1  2  3 
  2  6  0  4  6  3  8  6  1  5  8  9  6  9  3  7  8  2  6  6 
  7  9  2  0  7  5  1  4  9  7  9  7  8  5  2  2  2  2  9  2 
  1  3  2  9  0  4  4  1  2  1  1  1  7  3  1  5  4  9  5  8 
  2  4  4  3  7  0  3  5  5  4  4  3  8  6  6  6  2  3  5  5 
  2  2  2  6  9  9  0  4  3  2  7  6  8  1  2  6  1  2  9  7 
  3  5  3  7  8  5  7  0  7  2  5  8  3  8  7  9  6  6  6  5 
  7  3  9  4  7  6  6  3  0  4  6  8  8  2  2  6  9  8  6  1 
  5  1  8  7  8  4  5  1  5  0  8  3  1  7  3  5  5  3  5  5 
  9  2  8  5  3  1  8  1  8  4  0  4  1  2  2  5  4  1  6  4 
  2  6  2  6  9  5  9  3  2  6  7  0  3  1  3  9  1  6  6  3 
  9  2  1  1  9  1  3  2  3  7  4  3  0  1  5  6  8  2  4  5 
  8  3  8  9  8  8  1  6  5  6  8  4  3  0  3  1  2  1  1  5 
  4  7  7  2  2  9  2  3  3  3  3  5  2  9  0  2  8  6  7  3 
  6  1  4  4  1  3  1  9  5  8  8  8  5  1  1  0  9  1  2  6 
  4  5  3  6  7  4  2  6  7  6  4  5  1  7  2  7  0  5  5  5 
  4  8  6  5  4  6  3  8  6  1  2  5  1  1  2  6  3  0  9  8 
  7  6  6  6  3  8  9  4  5  8  2  3  5  5  1  6  8  6  0  8 
  1  2  4  8  7  6  7  6  1  2  2  9  9  5  4  9  8  3  6  0 
M4 
  0  4  5  7  5  4  4  9  1  1  6  8  2  9  7  5  2  9  5  9 
  2  0  3  2  6  2  9  2  6  4  7  4  3  2  3  3  3  8  5  3 
  6  2  0  4  8  9  3  4  9  4  8  8  4  5  7  5  7  1  4  8 
  8  2  6  0  5  4  7  9  3  5  7  9  2  2  8  6  7  4  3  6 
  9  6  1  1  0  5  1  7  2  5  5  4  6  7  3  8  5  1  2  1 
  9  9  8  1  5  0  7  9  5  7  7  7  6  3  3  9  8  5  5  5 







  5  3  2  2  1  9  1  0  9  8  4  6  2  7  1  2  5  8  2  6 
  1  8  6  2  9  2  3  5  0  3  9  5  2  2  4  2  3  8  3  4 
  3  6  8  8  9  3  3  1  4  0  7  2  5  1  4  6  6  3  5  7 
  2  8  2  1  5  7  8  2  8  8  0  6  6  1  6  3  6  8  5  8 
  7  2  7  5  2  8  1  9  6  5  1  0  9  8  3  3  6  4  8  5 
  5  2  2  6  4  1  5  6  9  1  4  9  0  5  4  1  9  7  3  6 
  3  6  1  5  6  9  9  5  2  9  6  3  6  0  8  6  9  4  6  4 
  8  9  9  6  6  4  4  3  9  4  1  8  8  3  0  3  7  5  3  3 
  3  4  6  8  9  3  3  1  4  9  5  7  8  6  9  0  2  3  4  3 
  9  6  7  2  4  9  6  1  1  7  3  3  6  6  4  8  0  9  4  9 
  5  2  8  3  6  8  8  8  1  4  4  8  5  3  4  6  4  0  3  7 
  3  1  6  5  9  5  5  8  2  1  4  3  8  8  5  6  9  3  0  5 
  1  7  8  4  4  2  6  9  6  1  6  2  2  3  2  1  5  8  7  0 
M5 
  0  6  9  2  1  2  2  5  1  5  8  9  3  2  4  5  1  2  4  6 
  1  0  5  1  4  2  2  8  8  3  8  1  5  2  1  7  3  2  7  2 
  9  9  0  3  9  5  5  3  6  3  1  3  3  4  8  5  2  4  2  1 
  6  8  1  0  8  3  8  2  8  2  5  3  8  8  4  9  4  2  6  2 
  2  3  3  2  0  1  1  6  6  9  6  9  6  4  4  3  2  9  1  8 
  2  3  6  9  9  0  9  4  1  8  9  3  9  5  1  3  7  9  2  7 
  9  2  5  1  2  7  0  7  4  4  6  3  8  9  8  4  4  4  6  6 
  6  6  5  3  4  2  2  0  7  6  2  7  6  7  2  6  5  7  1  9 
  6  3  9  9  1  9  4  8  0  3  9  1  4  1  4  6  9  1  2  1 
  4  8  6  4  2  5  4  8  9  0  8  5  5  3  3  8  3  7  5  3 
  4  4  5  6  5  3  4  8  7  3  0  5  7  6  2  7  2  3  1  8 
  9  4  9  9  6  4  4  4  3  3  1  0  8  5  4  8  8  7  2  7 
  2  1  4  3  1  4  7  4  1  2  1  3  0  5  8  4  6  2  7  7 
  1  3  6  5  2  2  8  4  3  7  1  9  8  0  6  2  5  5  7  2 
  4  1  2  5  6  5  2  8  7  2  9  4  6  3  0  6  2  2  6  7 
  3  4  4  7  3  4  6  1  1  3  8  5  1  1  7  0  7  9  6  2 
  4  8  6  6  3  5  5  8  7  3  3  3  9  6  6  2  0  4  7  6 
  9  6  4  9  7  7  4  2  1  6  9  5  4  6  1  9  1  0  3  1 
  6  8  1  8  6  5  2  2  3  2  9  5  4  6  1  2  7  2  0  1 
  4  7  1  9  7  5  6  9  2  6  2  9  3  4  1  5  3  5  1  0 
M6 
  0  1  2  4  5  2  5  3  6  3  8  3  3  1  9  1  5  4  8  7 
  9  0  5  6  4  8  6  6  2  6  4  6  2  2  4  8  1  5  6  6 
  7  5  0  1  9  1  1  6  7  8  2  2  7  8  1  1  3  8  9  4 
  6  9  7  0  3  6  6  9  6  9  2  5  4  3  6  2  8  9  7  1 
  6  9  3  8  0  3  7  7  6  2  7  4  6  8  4  7  6  6  2  9 
  5  5  6  5  6  0  3  3  1  2  1  4  6  5  1  1  5  3  6  7 
  8  1  4  2  2  6  0  7  7  7  1  8  8  4  3  1  6  7  9  5 
  5  5  9  1  8  1  4  0  5  7  7  9  4  8  8  9  4  7  4  4 
  9  2  7  7  5  7  1  3  0  8  3  1  3  8  1  4  8  5  4  3 
  9  3  4  2  4  8  5  5  9  0  8  9  2  3  9  8  9  1  2  7 
  4  8  4  8  1  6  4  9  7  9  0  5  5  6  1  6  9  9  6  4 
  8  7  3  4  9  9  1  6  6  3  4  0  2  7  1  9  7  5  4  2 
  6  4  1  1  4  9  6  1  4  5  4  2  0  7  6  1  3  2  6  3 
  3  1  1  3  2  8  1  6  1  8  8  8  3  0  3  4  4  4  1  8 







  2  3  8  4  6  9  6  6  3  2  4  8  6  9  4  0  4  1  6  1 
  5  4  7  2  4  4  6  5  9  8  2  3  6  9  1  8  0  7  8  7 
  8  4  8  6  5  3  7  3  2  7  4  9  9  2  8  2  6  0  4  1 
  5  6  3  7  8  7  7  2  1  9  5  8  3  2  8  7  2  1  0  2 
  9  1  5  9  5  7  3  8  2  6  1  4  8  5  6  2  1  9  2  0 
M7 
  0  7  9  4  2  8  9  1  4  8  4  6  3  2  8  1  4  2  8  7 
  7  0  2  7  2  8  6  1  4  3  4  4  8  3  3  5  3  6  5  2 
  2  6  0  6  9  2  2  6  8  6  1  8  2  5  1  7  4  8  3  7 
  8  2  4  0  4  6  6  8  8  6  2  6  6  6  3  4  2  1  3  5 
  9  3  1  6  0  1  2  4  5  5  1  2  2  3  6  5  7  1  4  3 
  2  8  4  7  2  0  9  9  5  2  6  7  1  4  6  6  6  3  7  7 
  8  5  3  4  5  8  0  1  3  5  3  3  6  8  7  3  6  7  9  3 
  2  9  1  2  9  2  5  0  9  7  8  9  8  1  2  2  2  4  8  5 
  3  5  6  1  9  8  4  3  0  5  7  6  3  3  9  5  9  5  3  6 
  6  2  6  3  1  4  1  6  2  0  5  2  4  6  4  4  8  7  5  4 
  3  9  6  3  7  4  1  7  6  4  0  1  5  2  9  4  2  1  1  1 
  4  6  2  5  2  8  4  9  5  6  3  0  8  1  7  6  9  2  7  1 
  2  5  2  5  7  4  7  4  7  9  1  3  0  7  5  5  4  5  8  7 
  3  4  3  4  8  9  4  5  4  9  7  5  6  0  7  5  7  9  7  3 
  6  9  6  1  7  1  7  5  6  9  8  3  7  5  0  8  5  9  5  6 
  9  2  4  3  5  8  9  4  2  2  6  3  1  1  7  0  9  7  9  9 
  7  6  3  4  1  3  8  5  8  5  2  6  4  1  9  2  0  1  8  2 
  7  7  6  7  8  9  9  1  5  8  7  7  4  3  4  6  6  0  9  3 
  8  7  5  1  3  1  1  9  4  8  7  3  9  3  5  2  4  2  0  4 


































































SSD10_P13_20  SSD10_P13_50  SSD10_P3_20  SSD10_P13_50 
Tiempos 
cambio 50% 
SSD50_P13_20  SSD50_P13_50  SSD50_P3_20  SSD50_P13_50 
Tiempos 
cambio 100% 
SSD100_P13_20  SSD100_P13_50  SSD100_P3_20  SSD100_P13_50 
Tiempos 
cambio 125% 
SSD125_P13_20  SSD125_P13_50  SSD125_P3_20  SSD125_P13_50 
Tabla 8­7. Resumen de los conjunto experimentales empleadas en el diseño experimental (elaboración propia). 


























ejemplo,  una  distribución  por  grupos  para  los  conjuntos  experimental  SSD10_P13_20  y 
SSD10_P13_50. Dado que cada conjunto experimental está compuesto por 3 grupos y cada 
grupo por 5 ejemplares se emplearán un total de 240 ejemplares en cada tratamiento.  
SSD10_P13_20   SSD10_P13_50 


































los  parámetros  elegidos para  ser  comparados,  por  grupos,  con  otras  propuestas  sobre  los 


























valorado  presenta  un  makespan  peor  que  la  referencia  utilizada,  y  valores  de  IPSOVEP 
negativos implican que se ha mejorado la referencia. 
Atendiendo a una subdivisión realiza en grupos de ejemplares y conjunto experimentales se 



















sol Mejor sol Actual
IPSOVEP
−
























soluciones  aproximadas  a  problemas  de  gran  complejidad  computacional  mediante  un 
procedimiento  de  evolución  simulada  matemáticamente  en  un  ordenador  (Holland,  J.  H. 
1975), (Goldberg, D. E. 1989).  









Generación de la Población Inicial
¿Se cumple la condición de parada?
Si
Selección de progenitores
Aplicación de los 
operadores genéticos
Mostrar la mejor solución de la 
población final. Fin




En  primer  lugar  se  genera  una  “población  de  individuos”  formada  por  un  conjunto  de 
soluciones al problema que pueden ser creadas de  manera aleatoria  o mediante alguna 








Esto  significa  que,  en  la  mayoría  de  las  propuestas,  antes  de  la  selección  se  realiza  una 
evaluación de los individuos, y también que el proceso de selección utiliza el valor de bondad 












generación  de  nuevos  individuos  mediante  combinación  de  individuos  ya  existentes  en  la 
población.  Existen  múltiples  operadores  de  cruce  desarrollados,  aunque  para  el  tipo  de 
representación que se realizará en este problema los mejores candidatos son aquellos que se 
basan en el intercambio de posiciones en una secuencia de genes dada. Entre estos podemos 
encontrar  desde  los  más  simples  como  el  Order  Crossover  (OX)  de  (Davis,  L.  1985),  o  el 
Partially  Matched  Crossover  (PMX)  de  (Goldberg,  D.  E.  &  Lingle,  Jr.  R.  1985),  y  algunas 
propuestas  más  elaboradas  y  recientes  como  los  operadores  Similar  Job  Order  Crossover 
(SJOX), Similar Block Order Crossover (SBOX), Similar Job 2‐point Order Crossover (SJ2OX) o 
Similar Block 2‐Point Order Crossover (SB2OX) de (Ruiz, R. 2003).  







16 3 15 10 6 8 13 18 1 11 9 4 14 12 5 0 17 7 19 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
12 4 5 2 9 7 15 18 1 8 16 6 11 10 14 0 17 13 3 19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
8 13 18 1 11 9 4 14





7 15 18 1 8 16 6 11



















12 4 5 2 9 7 15 18 1 8 16 6 11 10 14 0 17 13 3 19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
12 5 2 7 15 8 13 18 1 11 9 4 14 16 6 10 0 17 3 19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Padre 1
Hijo 2
16 3 15 10 6 8 13 18 1 11 9 4 14 12 5 0 17 7 19 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Padre 2
Hijo 1 3 10 13 9 4 7 15 18 1 8 16 6 11 14 12 5 0 17 19 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
 
Figura 8­4. Segundo paso del operador GPX (elaboración propia). 


























12 13 5 2 16 7 15 18 1 8 9 6 11 10 14 0 17 5 3 19
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
12 13 5 2 16 7 15 10 1 8 9 6 11 18 14 0 17 5 3 19
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
 
Figura 8­5. Ejemplo de SWAP Mutation. 
12 13 5 2 16 7 15 18 1 8 9 6 11 10 14 0 17 5 3 19
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
12 13 5 2 16 7 15 10 18 1 8 9 6 11 14 0 17 5 3 19
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
 
Figura 8­6. Ejemplo de SHIF Mutattion (elaboración propia). 
El  último  paso  de  un  Algoritmo  Genético  es  la  evaluación  de  la  bondad  de  las  nuevas 
soluciones generadas (individuos hijos), y la modificación de la población en función de algún 
criterio previamente establecido. 
















diferencias  significativas,  y  por  el  contrario  una  población  poco  diversificada  presenta 
individuos  muy  simulares.  La  importancia  de  este  concepto  estriba  en  que  si  se  utilizan 














sea  muy  relevante  en  el  proceso  de  selección,  impide  que  se  realice  un  proceso  de 
refinamiento  y  mejora  de  algunas  de  las  soluciones  más  prometedoras,  esta  situación  se 
denomina convergencia lenta.  














•  Alelo:  Es  el  nivel  de  información  que  representa  el  valor  que  puede  tomar  un 
determinado gen. 
•  Población: Es como se denomina a un conjunto de cromosomas o individuos. 
•  Representación  Genética:  Es  la  forma  de  codificar  las  soluciones,  es  decir,  de 











































Dicho  equipo  tiene  entre  sus  publicaciones  un  conjunto  de  comunicaciones  y  artículos 
enfocados a problemas de optimización en los que emplean técnicas basadas en la evolución 
de los sistemas naturales. Algunos ejemplos relevantes son (Liu, J., Zhong, W. C., & Hao, L. C. 








Multiagente  y los Algoritmos Genéticos. En ella se utilizan los Sistemas  Multiagente  como 
potenciadores  de  ciertas  características  de  los  Algoritmos  Genéticos.  Por  este  motivo  el 




abordado  por  Zhong,  por  lo  que  los  procedimientos  particulares  que  se  implementan  en 
(Zhong, W. C. et al. 2004) para llevar a cabo funciones como la mutación, el cruce, etc. han sido 







En  los  apartados  siguientes  se  realizará,  en  primer  lugar,  la  identificación  de  las  ventajas 
competitivas que los Sistemas Multiagente deben aportar, a continuación la descripción del 
algoritmo  SMAGA.  Durante  la  exposición  de  la  propuesta  se  remarcarán  cuales  son  los 
elementos originales, y cuales son las aportaciones realizadas. En apartados posteriores se 
realizará  la  parametrización  de  dicho  algoritmo,  y  una  vez  ajustados  los  parámetros,  se 
procederá  a  su  comparación  con  otros  métodos  empleados  para  la  resolución  del  mismo 
problema. 
8.3.2.1 Papel del Sistema Multiagente en el Algoritmo 




Sistemas  Multiagente  para  dotar  a  los  Algoritmos  Genéticos  de  mayor  proximidad  a  los 
sistemas naturales, se propone que SMAGA potencie: 
•  La  generación  de  nuevos  individuos  basándose  en  una  competencia  local  como 





































sistema  de  observación  que  permite  aprender  sobre  los  resultados  obtenidos  en  ciertas 













los  Sistemas  Multiagente  facilita  enormemente  el  diseño  e  implementación  de  roles  que 
facilitan  esta  forma  de  trabajar.  No  obstante,  en  este  caso  la  diferenciación  se  extiende 
también, y fundamentalmente, a elementos cuya funcionalidad es la misma. Como anticipo de 
la  arquitectura  del  sistema  propuesto,  se  puede  avanzar  que  un  individuo  genético  se 
corresponde con una solución, y que ésta se corresponde con un Agente. En este contexto se 
ha  aplicado  la  diferenciación  posibilitando  que  cada  Agente  contemple  una  parte  de  su 
aprendizaje de forma individualizada, y establezca de forma independiente a la del resto de 





























































































operador  de  mutación  y  la  aplicación  de  un  proceso  de  aprendizaje  genético.  El  tipo  de 
decisión  más  importante  que  se  debe  tomar  durante  la  ejecución  del  algoritmo  es  la  de 
establecer el relevo generacional, es decir, el cambio de soluciones existentes en la población 
por otras nuevas. Esta decisión se debe tomar después de la aplicación del operador de cruce, 
en  el  que  se  puede  llegar  a  obtener  un  nuevo  individuo,  la  aplicación  del  operador  de 
mutación,  en  el  que  se  puede  producir  la  modificación  de  un  individuo  existente,  y  la 
                                                            
iv En el algoritmo SMAGA existen varios procesos de aprendizaje diferentes al aprendizaje genético 




























































A  lo  largo  de  la  descripción  del  algoritmo  se  irán  proponiendo  diversas  alternativas  de 
funcionamiento  a  partir  de  la  configuración  que  se  realice  en  algunos  parámetros.  Dichas 
alternativas  serán  analizadas  como  factores  en  el  análisis  que  se  realizará  para  el  ajuste 
paramétrico del algoritmo, cada uno de los cuales podrá contar con varios niveles. Hay que 
resaltar  que  en  la  configuración  de  un  Algoritmo  Genético  pueden  influir  un  conjunto  de 
factores  que  puede  llegar  a  ser  muy  elevado.  Con  la  premisa  de  conseguir  un  algoritmo 
competitivo, pero con la necesidad de realizar un análisis abordable, se ha decido reducir los 
factores sujetos a estudio fijando inicialmente aquellas opciones que han alcanzado buenos 




Un  Algoritmo  Genético  trabaja  sobre  los  individuos  o  cromosomas,  que  son  una 
representación  o  codificación  de  las  soluciones  del  problema,  no  necesariamente  las 
soluciones  en  sí.  Una  solución  para  un  Programa  de  un  Taller  de  Flujo  Híbrido,  con  o  sin 
Tiempos de Cambio de Partida, viene dada por la Programación de todas las tareas, es decir, 
necesitaríamos  saber  los  instantes  de  comienzo  y  finalización  de  cada  tarea,  así  como  la 
identificación de la máquina sobre la que se realiza. En definitiva, una solución debe ofrecer 
información tanto sobre la secuencia, como la asignación, y los tiempos de inicio y fin de las 








encontrar  aproximaciones  en  donde  en  la  fase  de  resolución  se  han  abordado  ambos 
problemas, y aproximaciones en donde en la fase de resolución se ha afrontado el problema 
de secuenciación siendo en la fase de valoración de los resultados donde se ha tenido en 
cuenta  el  problema  se  asignación.  Según  las  referencias  analizadas  en  el  capítulo  3  se  ha 
podido constatar como la aproximación de ambos problemas de forma conjunta suele ser 
compleja, y en general, no ofrece buenos resultados. Por este motivo, se ha preferido desde el 





aplicación  de  un  simple  procedimiento,  se  realiza  la  asignación  a  las  máquinas,  y  la 
temporización  de  los  instantes  de  inicio  y  fin  de  cada  trabajo  en  las  diferentes  etapas  y 
máquinas  requeridas.  Con  el  planteamiento  propuesto,  la  información  necesaria  para 
representar  una  solución  para  el  caso  concreto  del  Taller  de  Flujo  Híbrido  es  sencilla.  Es 
suficiente  con  que  la  representación  genética  de  un  individuo  se  realice  mediante  una 
secuencia de “n” genes, uno por cada trabajo. En dicha secuencia el orden que ocupa cada 
trabajo  es  relevante.  Este  tipo  de  representación  se  denomina  ordinal.  Se  puede  ver  un 
ejemplo para veinte trabajos en Figura 8‐9. En esta figura se observa como existen 20 genes, 




14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12









































Por  último,  se  debe  remarca  que  la  representación  genética  propuesta  no  se  basa  en  la 
propuesta de (Zhong, W. C. et al. 2004), debido a que el tipo de problema que dichos autores 























que  la  comunicación  se  produce  entre  los  Agentes‐Solución,  y  entre  Agentes–solución  y 
Agente‐Gestor.  Si  bien,  la  comunicación  entre  Agentes‐Solución  es  limitada  como 
posteriormente se comentará. 
Sin entrar en el diseño software del Sistema Multiagente se ha considerado que es necesario 
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derecha  e  izquierda).En  el  algoritmo  SMAGA  la  aplicación  de  la  conectividad  se  reduce  al 

















































obtenidos  y  el  coste  computacional.  El  estudio  preliminar  se  ha  realizado  mediante 



















calidad  de  las  soluciones  obtenidas.  Hay  que  tener  en  cuenta  que  los  procedimientos  de 
generación  de  nuevas  soluciones  no  sólo  serán  empleados  en  la  fase  de  inicialización  del 
algoritmo, sino también en un procedimiento adicional para la regeneración de la población a 











































combinaciones  entre  el  último  trabajo  seleccionado  (ti)  y  el  conjunto  de  trabajos  no 
secuenciados  aún.  Calculando  para  cada  combinación  el  tiempo  de  cambio  de  partida 
correspondiente.  Resultará  elegido  el  trabajo  con  menor  tiempo  de  cambio  de  partida.  El 
trabajo  seleccionado  se  eliminará  del  conjunto  TNS  y  se  incluirá  en  el  conjunto  de  TS, 


































lo  ejecuta,  como  por  ejemplo  la  secuencia  anterior,  o  sus  vecinos.  El  resultado 
depende básicamente de los tiempos de cambio de partida que se establecieron en la 















esta  posibilidad  se  ha  configurado  un  parámetro  denominado  “Generador  Dinámico”  que 
puede tomar dos valores: activado o desactivado. Si está activado se posibilita el aprendizaje, y 
si está desactivado se trabaja sin aprendizaje. La configuración de los diferentes parámetros 















forma  aleatoria.  Cada  vez  que  un  Agente‐Solución  aplique  el  algoritmo  voraz  realizará  un 
sorteo basado en una distribución uniforme entre 0 y 1. Si el resultado del sorteo es menor o 
igual  al  parámetro  “Cuota  de  Dominio”  establecido  en  0.80,  es  decir  en  el  80%  de  las 
























población,  y  sincronizado,  en  tanto  que  es  el  Agente‐Gestor  de  SMAGA  quien  decide  el 
instante. Justo antes de la ejecución generalizada, que se produce en un procedimiento de 
regeneración  de  la  población,  es  cuando  el  Agente‐Gestor  realiza  un  análisis  de  los  datos 
obtenidos por la aplicación del algoritmo voraz en las diferentes etapas, y por los diferentes 
Agentes‐Solución, y establece la etapa dominante para la siguiente tanda de ejecuciones (la de 














soluciones.  Otra  posibilidad,  en  relación  con  la  aplicación  del  algoritmo  voraz  es  la  de  no 
posibilitar  que  los  Agentes  aprendan,  y  que  por  lo  tanto,  cada  Agente‐Solución  fije 






en  la  aplicación  del  operador  de  cruce.  En  este  caso,  la  esencia  del  procedimiento  se  ha 
































denominado  “progenitor  A”  al  Agente‐Solución  actual,  es  decir  (i,j).  El  otro  progenitor,  el 
denominado  “progenitor  B”,  se  elije  mediante  competencia  como  ya  se  ha  dicho.  Para  la 











Este  procedimiento  de  selección  permite  que  las  buenas  soluciones  locales  puedan  ser 













solución,  y  sin  haber  participado  en  ningún  tipo  de  intercambio  genético  sea 
sustituida  por  otra  nueva  solución.  Dicha  solución  habría  supuesto  un  coste 
computacional que no es transformado en una aportación genética de ningún tipo. 































vuelve  a  situar  en  el  valor  original.  Esto  supone  que  cuando  una  solución  es  nueva  la 
probabilidad  de  participar  en  operaciones  es  mayor  que  cuando  lleva  cierto  tiempo  en  el 
sistema. En resumen, el “factor de riesgo” es un parámetro que inicialmente se fija de forma 




ser  seleccionado.  Dicho  valor  mínimo  será  establecido  como  un  parámetro,  denominado 
“Riesgo Mínimo”. Aunque el valor de “Riesgo Mínimo”, o cota mínima, es común para todos 

























La  actividad  de  evaluación  consiste  en  valorar  de  forma  cuantitativa  cada  solución  de  la 
población.  El  objetivo  es  sencillo,  se  trata  de  poder  disponer  de  un  criterio  objetivo  que 
permita elegir entre dos o más Agentes‐Solución o soluciones generadas en competencia.  En 
concreto la competencia se produce cuando: 




•  Un  Agente‐Solución  debe  decidir  si  sustituye  la  solución  que  contiene  por  otra 
después de un proceso de cruce, mutación o aprendizaje genético. 
Se ha decidido simplificar esta actividad empleando de forma directa el valor de makespan de 
las  soluciones.  Por  lo  tanto,  el  valor  de  adecuación  o  “fitness”  de  una  solución  será  el 
makespan  calculado  a  partir  de  la  secuencia  que  representa  a  la  solución.  El  cálculo  más 
costoso de este proceso es, sin duda, el cálculo del Programa Productivo a partir del cual se 
establece el makespan. Todas las propuestas analizadas, que cuentan con buenos resultados, 





































ámbito  de  los  Sistemas  Multiagente.  Se  ha  reducido  el  campo  de  decisión  a  sólo  dos 
operadores  de  cruce,  ya  que  se  considera  un  número  adecuado,  para  la  observación 
experimental. Con dos operadores se podrá observar fácilmente si efectivamente los Agentes 
son capaces de aprender, y decantarse por aquel algoritmo que mejor valor de adecuación les 
proporcione.  Un  número  más  elevado  de  operadores  de  cruce  puede  ayudar  a  obtener 








































16 3 15 10 6 8 13 18 1 11 9 4 14 12 5 0 17 7 19 2
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
12 4 5 2 9 7 15 18 1 8 16 6 11 10 14 0 17 13 3 19
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
18 1 0 17





18 1 0 17











16 3 15 10 6 8 13 18 1 11 9 4 14 12 5 0 17 7 19 2
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
12 4 5 2 9 7 15 18 1 8 16 6 11 10 14 0 17 13 3 19
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
8 13 18 1 11 9 4 14 0 17





7 15 18 1 8 16 6 11 0 17
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
Punto 1 Punto 2
Punto 1 Punto 2  












12 4 5 2 9 7 15 18 1 8 16 6 11 10 14 0 17 13 3 19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
12 5 2 7 15 8 13 18 1 11 9 4 14 16 6 0 17 10 3 19
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Padre 1
Hijo 2
16 3 15 10 6 8 13 18 1 11 9 4 14 12 5 0 17 7 19 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Padre 2
Hijo 1 3 10 13 9 4 7 15 18 1 8 16 6 11 14 12 0 17 5 19 2



















































































0 4 5 2 9 7 15 18 1 8 16 6 11 10 14 12 17 13 3 19
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
0 4 5 2 9 7 15 12 17 13 3 19


















0 4 5 2 9 7 15 18 1 8 16 6 11 10 14 12 17 13 3 19
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
0 4 5 2 9 7 15 14 10 11 6 16 8 1 18 12 17 13 3 19























Se  aborda  el  método  para  la  selección  de  los  operadores  de  cruce  dentro  de  la  lógica 




Agente‐Solución,  y  depende  de  lo  que  éste  ha  aprendido  en  función  de  su  experiencia 
aplicando operadores de cruce. Con este enfoque se pretende alinear la funcionalidad de los 














































significativo  de  la  ejecución  del  algoritmo,  viéndose  de  esa  forma  desvirtuado  el  enfoque 
propuesto. 
Para  poder  gestionar  el  proceso  de  aprendizaje,  se  ha  creado  un  parámetro  denominado 



























necesita  realizar  ninguna  modificación  por  lo  que  se  refiere  al  número  de  soluciones 
generadas.  El  método  propuesto  para  reducir  la  descendencia  del  operador  SB2OX  se  ha 










producirse  un relevo de  soluciones incluso cuando estas están muy  próximas al 
óptimo,  lo  que  permite  seguir  explorando  el  espacio  de  soluciones  incluso  en 
situaciones donde es difícil mejorar. 
Cuando se plantea como objetivo no repetir soluciones se hace de una forma flexible. No 


















ambos  hijos  se  encuentra  ya  entre  sus  vecinos  se  elige  como  descendiente  al  de  menor 
makespan. 
Tanto en el caso del  operador de cruce SB2OX, después de la selección de un descendiente, 






































decidido  realizar  esta  verificación  sólo  para  las  soluciones  con  un  valor  que  se 
diferencia con el valor del mejor  makespan de la población actual en un máximo de K 




en  curso  representaba  a  la  solución  actual.  Además  se  anota  que  el  valor 
correspondiente al makespan de dicha solución se ha ocupado para que ninguna otra 
nueva solución con el mismo valor pueda introducirse en la población. Si el valor del 
makespan  alcanzado  con  la  nueva  solución  es  mejor  (menor)  que  el  mejor  valor 
obtenido en el conjunto de la población la lista de valores ocupados se borra. También 
se  borra  la  lista  cuando  se  realiza  un  proceso  de  reinicio  de  la  población.  La 


































































































empleado.  Supóngase  que  ya  se  dispone  de  un  descendiente,  una  nueva  solución,  cuya 
evolución analizaremos en función de los diferentes valores que puede alcanzar su makespan. 
Supóngase  un  valor  de  makespan  de  la  nueva  solución  de  2.015.  El  procedimiento  de 
aplicación del operador de cruce haría lo siguiente: 
1.  ¿Es 2.015 diferente del valor de makespan de los Agentes‐Solución (1,2), (3,2), (2,1) y 








































Supóngase  ahora  que  el  valor  de  la  nueva  solución  es  1.845.  Si  se  vuelve  a  aplicar  el 














































































































































población  dicha  solución  de  implanta  en  un  Agente‐Solución  de  la  matriz  base  elegido 
aleatoriamente dentro de la diagonal de la matriz base. Esta secuencia sustituirá a la secuencia 
que hubiese hasta ese momento en el Agente‐Solución elegido al azar. La réplica se hace, de 
































que  la  presentación  de  las  soluciones  escogida  condiciona  en  muchos  casos  el  tipo  de 
aplicación del operador de mutación. Una representación ordinal impide la aplicación de la 
mutación  por  modificación  del  valor  del  gen,  ya  que  se  pueden  producir  soluciones  con 
secuencias no factibles. 
El  operador  de  mutación  propuesto  se  basa  en  intercambio  de  posiciones,  y  la  toma  de 
decisiones sobre su aplicación es mixta, y se explicará con detenimiento posteriormente. Dicho 
operador  consiste  en  una  adaptación  propia  del  operador  de  mutación  por  intercambio 
adyacente  analizado  por  (Ruiz,  R.  2003).  En  este  caso  se  permite  que  el  intercambio  de 
posiciones se realice entre individuos próximos aunque no necesariamente adyacentes. En 
operador de mutación por intercambio en proximidad consiste que dado un gen cuya posición 
en  la  secuencia  es  la  “i”,  selecciona  a  otro  gen  con  posición  “j”  situado  en  una  posición 
aleatoria entre [i+1, i+3]. En el cálculo de la posición del gen “j” se supone que la secuencia en 
cíclica, y que si existen n trabajos la posición n+1 de la secuencia es la posición 1.  
0 4 5 2 9 7 15 18 1 8 16 6 11 10 14 12 17 13 3 19
123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
13 4 5 2 9 7 15 18 1 8 16 6 11 10 14 12 17 0 3 19
































Un  valor  bajo  en  el  parámetro  “factor  de  mutación”  implica  reducidas  posibilidades  de 
aplicarlo, mientras que un valor alto implica mayor posibilidad de hacerlo. En general, los 
Algoritmos  Genéticos  suelen  asignarle  un  valor  a  dicho  parámetro  bastante  menor  que  el 
factor de cruce. En todo caso, su valor debe ajustarse para alcanzar su fin, es decir regular la 
presión genética para evitar la convergencia prematura favoreciendo la exploración de espacio 


























































































sobre  los  que  se  han  realizado  modificaciones  que  sólo  afectan  a  esta  etapa. 





con  la  mayor  libertad  de  acción  posible.  Este  enfoque  debería  implicar  la  eliminación  de 
algunas  restricciones  que  se  han  planteado  hasta  el  momento.  También  ha  influido  en  la 
modificación el aspecto relacionado con el esfuerzo computacional. Hay que tener en cuenta 










































genético.  Para  obtener  la  secuencia  de  la  fila  2  se  realiza  un  desplazamiento  a  la 
derecha  de  la  secuencia  empleada  en  la  fila  1,  ver  Figura  8‐25.  Para  obtener  la 




14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
 
Figura 8­25. Desplazamiento a derechas de la secuencia original para la obtención del elemento de la fila 2 







14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12




3 14 7 9 19 8 6 11 16 13 10 15 18 5 2 17 4 1 12 0
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12














14 3 9 7 8 19 11 6 13 16 15 10 5 18 17 2 1 4 0 12
1 2 3 4 5 6 7 8 9 1 01 11 21 31 41 51 61 71 81 92 0
14 3 9 7 8 19 4 6 13 16 15 10 5 18 17 2 11 4 0 12





































La  condición  de  finalización  o  fin  del  algoritmo  del  procedimiento  de  aprendizaje  se  ha 
establecido  en  función  de  la  capacidad  de  mejora  de  las  soluciones  encontradas.  El 










Se  debe  entender  por  relevo  generacional  a  la  decisión  que  se  debe  tomar  una  vez  ha 







Igual  que  ocurría  en  los  procesos  de  cruce  y  mutación  se  han  establecido  una  serie  de 
condiciones  para  realizar  el  relevo  generacional.  Se  entiende  que  si  la  mejor  solución 












3.  Si  se  ha  superado  la  restricción  del  punto  anterior,  se  verifica  que  el  valor  del 











su  valor  original  para  el  Agente‐Solución  en  curso,  sólo  por  el  hecho  de  encontrar,  en  el 





























makespan  de  la  mejor  solución  de  la  población,  se  genera  siempre  una  nueva 





































Agentes  que  se  han  encontrado.  Esta  elección  permite  la  posibilidad  de  realizar  cambios 
futuros en la Plataforma de Agentes con una menor inversión de tiempo. 




El  proceso  de  desarrollo  se  puede  considerar  como  relativamente  rápido  dentro  de  la 
dificultad. Se destaca como la comprensión del funcionamiento asíncrono de los Agentes ha 




Una  vez  diseñado  e  implementado  el  algoritmo  SMAGA  propuesto  para  realizar  la 
Programación  de  la  Producción  Predictiva,  en  un  Taller  de  Flujo  Híbrido  con  Tiempos  de 
Cambio de Partida Dependientes de la Secuencia, y que por lo tanto está disponible el objeto 






8.4.2,  y  el  último  paso  del  proceso  de  experimentación  consistirá  en  el  análisis  de  los 








En  este  apartado  se  desarrolla  en  segundo  paso  de  los  cinco  de  que  consta  el  diseño  de 
experimentos, tal y como se definió en el apartado 8.2.3. Se trata de de identificar aquellos 
factores  que  se  consideran  relevantes  o  que  potencialmente  pueden  influir  en  la  función 
objetivo  que  se  desea  estudiar.  En  este  caso  los  factores  se  han  expresado  en  forma  de 
parámetros. 











Cuota de Dominio   Algoritmo  de  generación  de 
soluciones (Kauffman) 
0,8
Evolución de Riesgo Mínimo  Aplicación  del  operador  de 
cruce.  
Permite  primar  las  soluciones 
nuevas frente al resto. 
Valores  Iniciales  del  Factor  de 
Riesgo 
Restricción  en  la  aplicación  del 
operador de cruce. 
















Condición  de  Finalización  del 
Aprendizaje Genético 
Aprendizaje genético 0,5*GsM 















Generador Dinámico  Aprendizaje  en  la  aplicación  del 
Algoritmo  de  generación  de 
soluciones (Algoritmo Kauffman). 
Permitir o no el aprendizaje 





Evolución de Riesgo Mínimo  Aplicación del operador de cruce.  Permite  primar  las  soluciones 
nuevas frente al resto. 
Riesgo Mínimo (RM)  Restricción  en  la  aplicación  del 
operador de cruce. 
Establece  un  valor  mínimo,  es 
decir,  la  probabilidad  más  baja 




Se  aplica  en  el  operador  de 
Reinicio 
Indica  cada  cuantas 
generaciones  sin  mejorar  el 
mejor  resultado  se  reinicia  la 
población.  
Factor de Mutación (FdM)  Restricción  en  la  aplicación  del 
operador de mutación. 
Establece  un  valor  relacionado 
con la probabilidad en base a la 




Restringe  el  ámbito  de 










capacidades  de  ”aprendizaje”.  Desde  el  punto  de  vista  del  paradigma  de  los  Sistemas 





















“factor  riesgo”.  Se  denomina  SMAGA‐2  a  la  versión  del  algoritmo  que  aplica  todas  las 
capacidades de aprendizaje, por lo que los parámetros  “Generador Dinámico”, “Evolución del 
Factor  Límite”  y  “Evolución  del  Riesgo  Mínimo”  estarán  siempre  activados.  Así  mismo,  el 
parámetro  “Riesgo  Mínimo”  (RM)  debe  disponer  de  un  valor,  permitiéndose  que  la 
probabilidad de aplicación del operador de cruce se reduzca, bien hasta el 20%, o bien hasta el 
40%.  SMAGA‐1 será considerado como un sistema basado en Agentes, situado en un escalón 
inferior  o  menos  desarrollado  desde  el  punto  de  vista  de  la  tecnología  de  Agentes,  que 
SMAGA‐2 que se considerará un Sistema Multiagente. 






















dispone  también  de  los  3  parámetros  mencionados,  pero  en  este  caso  se  ha  elegido  la 
estrategia  de  asignarle  los  mismos  valores,  en  cada  conjunto  experimental,  que  en  su 


















Para  el  algoritmo  SMAGA‐1  se  ha  establecido  un  plan  factorial  (2








aprendizaje  genético  en  el  relevo  generacional  situándolo,  bien  alrededor  del  5%,  o  bien 
alrededor  del  20%  del  valor  de  la  solución  estudiada.  Dicho  plan  se  ejecutará  de  forma 



























En  ambos  casos,  parámetros  fijos  o  ajustables,  los  valores  elegidos  podían  haber  sido 
múltiples, y seguramente cada diseñador hubiera elegido su propio conjunto de valores. No 
obstante, en función de la descripción realizada del algoritmo, en donde se especifica con 
detalle  la  función  de  cada  parámetro,  se  considera  que  se  han  seleccionado  valores 
























ejecución  del  algoritmo.  Se  trata  de  seleccionar  el  número  de  iteraciones  que  se  van  a 
ejecutar,  que  en  este  caso  coincide  con  el  número  de  generaciones.  Después  de  realizar 
diversas evaluaciones se ha decidido fijar la duración de las ejecuciones en 5.000 iteraciones. 
Dadas las características del algoritmo, donde cabe recordar que existe un sistema de matrices 
que  contiene  a  la  población,  puede  suponer  alrededor  de  250.000  ejecuciones  de  algún 
operador de cruce o mutación, y alrededor de 10.000 sustituciones de la soluciones de la 
población. Hay que tener en cuenta, que debido a la influencia del azar, los datos sobre las 







Para  el  desarrollo  de  los  experimentos  se  han  utilizado  cuatro  ordenadores  tipo  PC  con 
procesador  Intel Core 2 a 2.66 GHz, con memoria de 2 GByte, y sistema operativo Windows XP 
Service Pack 3. Cada conjunto experimental se ha ejecutado de forma aleatoria en uno de los 







relación  con  la  tecnología  empleada  en  la  que  existe  una  sobre  carga  adicional  en  la 


































los  factores  sigue  la  misma  nomenclatura  expresada  hasta  ahora  es  decir  GsM,  para  el 
parámetro “Generaciones sin Mejora”, FdM, para el parámetro “Factor de Mutación”, y FmG,  



















homocedasticidad  y  la  linealidad,  y  el  “gráfico  de  residuos  (t, ū t)”,  para  el  análisis  de  la 
autocorrelación.  Así  mismo  se  utilizará  la  matriz  de  correlaciones  para  analizar  la 
multicolinealidad. 
A  modo  de  ejemplo  se  desarrollará  el  contraste  de  las  hipótesis  para  la  ANOVA 
correspondiente  al  conjunto  experimental  “SSD10_P13_20”.  El  conjunto  de  gráficos 
correspondientes al resto de conjuntos experimentales se encuentran en el anexo III. 
Normal Probability Plot
































Plot of SRESIDUALS vs IPSOVEPT20














































































































que  las  pruebas  se  ejecutan  aleatoriamente  en  los  ordenadores,  y  que  el  entorno  de 





                        (1)    (2)    (3)    (4)    (5)    (6)    (7)    (8) 
---------------------------------------------------------------------------- 
(1)average           1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(2)A:GsM             0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(3)B:FdM             0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(4)C:FmG             0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 
(5)AB                0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 
(6)AC                0,0000 0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 
(7)BC                0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 







































Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0181661      1      0,0181661       4,26     0,0568 
B:FdM                     0,00597277      1      0,00597277      1,40     0,2550 
C:GmF                      0,00629737     1      0,00629737      1,48     0,2431 
AB                         0,0184553      1      0,0184553       4,33     0,0551 
AC                        0,00122302      1      0,00122302      0,29     0,6001 
BC                         0,0415501      1      0,0415501       9,74     0,0070 
blocks                     0,0131768      2      0,00658841      1,54     0,2454 
Total error                0,0639671     15      0,00426447 
-------------------------------------------------------------------------------- 











nula  cuando  es  cierta)  significa  que  realmente  existen  diferencias  estadísticamente 
significativas entre las medias de los niveles o variantes para un factor o interacción. En este 
caso  se  establece  un α =0,05,  lo  que  significa  que  sólo  es  significativa  la  combinación  de 
factores BC, es decir FdM y GmF.  









































































ya  que  con  este  valor  se  obtienen  mejores  resultados  teniendo  en  cuenta  todas  las 
interacciones,  aunque  no  se  pueda  afirmar  que  éstas  sean  significativas.  Por  lo  tanto,  los 
parámetros quedarían GsM=50, FdM=0.1 y FmG=1.2. 
Repitiendo  el  proceso  descrito  para  el  resto  de  conjuntos  experimentales  se  obtiene  la 
combinación de parámetros para cada uno de ellos que se muestra en la Tabla 8‐16. Dicha 
tabla contiene los valores que se asignarían a los factores analizados en el experimento para 




















SSD10_P13_20  FdM|FmG  50 0.1 1.2 
SSD10_P13_50  ‐  50 0.1 1.2 
SSD50_P13_20  ‐  200 0.3 1.05 
SSD50_P13_50  FdM|FmG 200 0.3 1.05 
SSD100_P13_20  FmG  50 0.1 1.2 
SSD100_P13_50  FmG  50 0.1 1.2 
SSD125_P13_20  FmG  200 0.1 1.2 
SSD125_P13_50  FmG  200 0.1 1.2 
SSD10_P3_20  GsM, GsM|FdM 50 0.1 1.2 
SSD10_P3_50  GsM, FmG 50 0.1 1.2 
SSD50_P3_20  GsM  50 0.3 1.2 
SSD50_P3_50  GsM, FdM, FmG 50 0.3 1.2 
SSD100_P3_20  FmG  50 0.3 1.2 
SSD100_P3_50  GsM  50 0.3 1.2 
SSD125_P3_20  ‐  50 0.1 1.2 
SSD125_P3_50  FmG  50 0.1 1.2 
Tabla 8­16. Valores seleccionados para los parámetros de los diferentes conjuntos experimentales del algoritmo 
























ventaja  de  simplificar  el  funcionamiento  del  algoritmo,  y  la  segunda  podía  ofrecer  la 
posibilidad  de  alcanzar  buenos  resultados  estableciendo  valores  que  en  muchas  ocasiones 
estaban cerca de ser significativos. Dado que nada hacer pensar que tenga que realizarse una 
Parametrización general para cualquier caso se ha optado por la última estrategia.  








Como  se  puede  observar  en  la  Tabla  8‐17  los  conjuntos  experimentales  con  la  misma 
configuración de taller y de tiempo de cambio de partida, pero con diferentes número de 











Parámetros SMAGA‐2  SSD10_P13 SSD50_P13 SSD100_P13 SSD125_P13 
Generador Dinámico  Activado Activado Activado  Activado 
Evolución del Factor Límite  Activado Activado Activado  Activado 
Evolución de Riesgo Mínimo  Activado Activado Activado  Activado 
Generaciones sin Mejora (GsM)  50 200 50  200 
Factor de Mutación (FdM)  0.1 0.3 0.1  0.1 
Factor Margen (FmG)  1.2 1.05 1.2  1.2 
Parámetros SMAGA‐2  SSD10_P3 SSD50_P3 SSD100_P3 SSD125_P3 
Generador Dinámico  Activado Activado Activado  Activado 
Evolución del Factor Límite  Activado Activado Activado  Activado 
Evolución de Riesgo Mínimo  Activado Activado Activado  Activado 
Generaciones sin Mejora (GsM)  50 50 50  50 
Factor de Mutación (FdM)  0.1 0.3 0.3  0.1 












Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:Conjunto                  7,10645      7        1,01521      14,04     0,0000 
 B:RM                      0,0749496      1      0,0749496       1,04     0,3162 
INTERACTIONS 
 AB                          0,35273      7        0,05039       0,70     0,6742 
 
RESIDUAL                     2,31365     32      0,0723015 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            9,84778     47 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
 










Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:Conjunto                  26,3796      7        3,76851      19,69     0,0000 
 B:RM                        1,85508      1        1,85508       9,69     0,0039 
 
INTERACTIONS 
 AB                          1,44438      7        0,20634       1,08     0,4000 
 
RESIDUAL                      6,1255     32       0,191422 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            35,8045     47 
-------------------------------------------------------------------------------- 



































soluciones  competitivas  al  tipo  de  problema  propuesto  por  lo  que  se  propone  emplear 
adaptaciones  de  heurísticas  y  Metaheurísticas  utilizadas  en  la  literatura  para  resolver 
problemas similares. La evaluación competitiva que se realiza en este trabajo se basa en gran 
medida  en  el  trabajo  desarrollado  en  (Ruiz,  R.  2003),  cuyo  autor  seleccionó,  programó  y 
publicó los resultados obtenidos para un conjunto de heurísticas y metaheurísticas adaptadas 
al problema del Taller de Flujo Híbrido con Tiempos de Cambio de Partida Dependientes de la 























de  utilizar  la  heurística  NEH  estándar.  Ruiz  se  refiere  a  este  método  como  GAReevH.  De 
manera similar se modificaron los Algoritmos Genéticos de (Chen, C. L., Vempati, V. S., & 
Aljaber,  N.  1995),  (Murata,  T.,  Ishibuchi,  H.,  &  Tanaka,  H.  1996)  y  (Ponnanbalam,  S.  G., 
Aravindan,  P.,  &  Chandrasekaran,  S.  2001)  que  son  referidos  como  GAChenH,  GAMITH  y 
GAPACH  respectivamente,  y  para  los  que  simplemente  se  cambiaron  las  funciones  de 















los  algoritmos  sólo  para  las  ejecuciones  con  los  valores  seleccionados  para  los  diversos 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































descompensación  entre  las  capacidades  de  etapas  contiguas.  Obviamente,  esto  ocurre  al 
tratarse  de  unos  datos  experimentales  que  no  reflejan  una  realidad  concreta,  ya  que  se 



















algoritmos  considerados  menos  los  del  algoritmo  GAPACH,  que  presenta  el  peor  valor  de 
IPSOVEPT para cualquier conjunto experimental con una diferencia sustancial, que llega en el 
caso del conjunto SDD125_P13_20 a la máxima diferencia con respecto al mejor algoritmo, 



























































0,03  en  todos  los  casos,  excepto  para  el  ya  mencionado  conjunto  SSD10_P13_50  donde 
SMAGA‐1 es no se encuentra entre los 3 primeros y la diferencia llega a 0.6315. En la Tabla 
8‐22  se  indican  los  valores  obtenidos  para  la  diferencia  IPSOVEPT  entre  GAH,  SMAGA‐1  y 
SMAGA‐2 y el mejor algoritmo, que siempre es una de ellos (identificado por “‐“). Se puede 
observar como en muchos casos la diferencia es menor a 0,01. 
  GAH  SMAGA‐1 SMAGA‐2
SSD10_P13_20   0,1254    ‐   0,0204   
SSD10_P13_50 ‐     0,6315     0,2234   
SSD50_P13_20 ‐     0,2367     0,2828   
SSD50_P13_50 ‐     0,1267     0,2023   
SSD100_P13_20 ‐   0,0252     0,0850   
SSD100_P13_50  0,0970    ‐   0,0020   
SSD125_P13_20  0,1620     0,2052    ‐ 






















































































































máquinas  es  similar  en  cada  etapa.  Aunque  igualdad  de  máquinas  no  implica  igualdad  de 
capacidades sí que reduce el riesgo de disponer de un taller excesivamente desequilibrado. La 
Figura 8‐41 muestra un Programa Productivo para un Taller de Flujo Híbrido con 3 máquinas 














































de  las  ocasiones  con  clara  diferencia  con  respecto  al  resto  de  algoritmos  analizados,  y  el 
algoritmo GAPACH es en todos los casos el peor también a una amplia distancia del resto. 




























































































mejor  que  SMAGA‐2.  En  todo  caso,  para  poder  disponer  de  una  idea  clara  de  cual  es  la 
diferencia de GAH, SMAGA‐1 y SMAGA‐2 con respecto al valor IPSOVEPT del mejor algoritmo 
(identificado por “‐“) en cada conjunto experimental se puede ver la Tabla 8‐23. 
  GAH  SMAGA‐1 SMAGA‐2
SSD10_P3_20   0,7452     0,3763    ‐ 
SSD10_P3_50   1,5915    ‐  0,0418
SSD50_P3_20   0,6641     0,3847    ‐ 
SSD50_P3_50   0,1793     0,0565    ‐ 
SSD100_P3_20  0,7163     0,0814    ‐ 
SSD100_P3_50  0,4833     0,2493    ‐ 
SSD125_P3_20  1,0371     0,6306    ‐ 
SSD125_P3_50  0,7341     0,3676    ‐ 


























el  mejor  valor  del  makespan  conocido  hasta  el  momento.  Por  su  parte,  SMAGA‐2  lo  ha 
superado en 37 ocasiones. En total de los 120 ejemplares empleados en el tipo de problema 























este  motivo,  para  el  diseño  e  implementación  del  nuevo  algoritmo  se  han  empleado  una 
metodología y una Plataforma de desarrollo propia del desarrollo de Sistemas Multiagente. 
Además,  con  el  fin  de  diferenciar  la  posible  aportación  de  los  Sistemas  Multiagente,  se 
dividió el proceso en dos pasos, que aunque se han trabajado casi simultáneamente, han 
proporcionado  dos  algoritmos  diferenciados,  SMAGA‐1  y  SMAGA‐2.  El  algoritmo  SMAGA‐1 
basa  su  diseño  en  la  tecnología  Multiagente  pero  que  no  incorpora  el  conjunto  de 
características propias de los Agentes en “sociedad”, y que por lo tanto no aprovechan una 




ajuste  del  conjunto  de  parámetros,  que  así  lo  requerían,  de  ambos  algoritmos.  Con  la 
peculiaridad, que de forma deliberada, SMAGA‐2 emplea siempre los mismos valores que ha 














puso  de  manifiesto  el  predomino  del  algoritmo  SMAGA‐2  en  todos  los  conjuntos 
experimentales. En esta fase el algoritmo SMAGA‐2, y en menor medida el algoritmo SMAGA‐










para  realizar  el  proceso  de  “Programación  Predictiva  de  la  Programación”  mediante  la 
integración de los algoritmos seleccionados, y su lógica de aplicación, en dicha Plataforma. 
Como  conclusión  final,  y  resumida  del  capítulo,  se  puede  considerar  que  tanto  SMAGA‐1, 
como  SMAGA‐2  han  supuesto  una  aportación  relevante  como  algoritmos  para  la 
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entre  el  factor  K  y  ALG  (derecha)  del  bloque  Retraso‐Predictiva  SMAGA‐2‐P13_50 
(K=0.005). ......................................................................................................................... 625 
Figura 9‐17. Gráfico del efecto de la interacción entre el factor CEX y el factor ALG con K=0 






































configurar  un  entorno  de  trabajo  similar  a  aquel  en  el  que  se  pretende  que  trabaje  la 
















definir.  También  es  importante  considerar  que  posiblemente  el  grado  de  degradación  del 
Programa Productivo en curso pueda influir en el resultado final.  
Por  lo  que  se  refiere  a  los  algoritmos  que  se  proponen  para  ser  analizados  se  considera 
importante disponer, tanto de los algoritmos que ante un evento vuelvan a programar los 
trabajos  aún  no  finalizados  sin  tener  en  cuenta  el  programa  anterior  (reprogramación 
completa), como de los algoritmos que tengan como referencia el programa anterior y que 
sólo alteren los trabajos afectados (reprogramación parcial). Se emplean algoritmos basados 
en  heurísticas  y  en  metaheurísticas,  algunos  de  uso  generalista  y  otros  de  carácter  más 
específico. Aunque desde el punto de vista del diseño de la plataforma IPSU‐MAS el fin de este 































problema  de  la  Programación  de  la  Producción,  en  un  entorno  de  incertidumbre  en 
coordinación con el Proceso de Planificación de la Producción. Una vez definidos y diseñados 
dichos métodos se implementarán en una plataforma software. En el mencionado capítulo se 
identificaron  los  requerimientos  de  la  plataforma  mediante  la  aplicación  de  la  propuesta 
CIMOSA.  Dentro  del  amplio  conjunto  de  responsabilidades  que  se  la  atribuyeron  a  dicha 














































































En  los  apartados  indicados  del  capítulo  5  se  describe  el  significado  de  la  nomenclatura 
empleada. Así mismo cabe recordar que basándose en la notación establecida por (Conway, R. 
W., Maxwell, W. L., & Miller, L. W. 1967) para identificar los problemas de secuenciación, el 




asignados  a  máquinas  (preasig),  cuya  función  objetivo  es  B  (balance),  un  balance  entre  el 
makespan y el adelanto de las fechas de inicio de ciertos trabajos. 






experimentador  a  seleccionar  la  estrategia  experimental  óptima  que  permita  alcanzar,  y 
evaluar  los  resultados  obtenidos,  con  el  mínimo  coste  y  la  máxima  fiabilidad  en  las 
conclusiones. 



















de  este  apartado,  aunque  organizados  en  subapartados,  se  desarrollarán  los  aspectos 
relacionados con los tres primeros pasos. 




de  respuesta  o  endógena  que  se  empleará  para  evaluar  los  resultados  será  la  variable 
IPSPPVEP  ligada  a  la  función  objetivo  que  los  algoritmos  desean  minimizar  definida  en  la 





La  variable  “makespan_predictivo”  representa  al  valor  del  makespan  obtenido  para  el 
Programa  Predictivo  del  ejemplar  que  se  desea  evaluar.  La  variable 
“makespan_reactivo_penalizado” representa al mejor valor obtenido para la función objetivo 










una  herramienta  que  permita  establecer  conclusiones  claras  y  fiables.  En  este  caso  se  ha 
considerado que existe una variable explicada (dependiente o endógena) cuyo valor es función 


























claridad  el  entorno  en  el  que  va  a  llevar  a  cabo,  y  al  cual  quedarán  circunscritas  las 
conclusiones.  
9.2.2.1.1.  Política de Reprogramación 















i  La  funcionalidad  relacionada  con  la  gestión  de  los  eventos  se  ubica  en  la  EA‐5  “Identificación  y 





















































unidad  y  se  vuelve  a  intentar  buscar  una  operación  a  partir  de  la  etapa  determinada 
inicialmente. El instante de Reprogramación se incremente en una unidad hasta encontrar una 
operación o llegar al final del programa en curso. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Máquina 11 A
Etapa 1
Máquina 12 B C
Etapa 2 Máquina 21 B A C















lo  más  completo  posible  de  casos,  que  se  denominarán  “Baterías  de  Eventos”,  y  que  se 
muestran en la Tabla 9‐1. 
  Desviaciones del 10%  Desviaciones del 50%  Desviaciones del 100% 
Retraso  BAT_RS_10  BAT_RS_50  BAT_RS_100 
Adelanto  BAT_AS_10  BAT_AS_50  BAT_AS_80 









siempre  en  casos  de  aparición  de  un  solo  evento  durante  la  ejecución  del  Programa 




















un  lado,  igual  que  en  el  caso  de  la  Programación  Predictiva,  es  necesario  disponer  de  la 
información relativa a la configuración del taller (número de etapas, máquinas en cada etapa), 
tiempos de proceso de los trabajos en las diferentes máquinas, y los Tiempo de Cambio de 
Partida  correspondiente.  Y  por  otro  lado,  se  debe  disponer  de  un  Programa  Productivo 
Predictivo que sea objeto de Reprogramación.  
En cuanto a los datos relativos a la configuración del taller y los tiempos de ejecución y Tiempo 





































SSD10_P13_20  SSD10_P13_50  SSD10_P3_20  SSD10_P13_50 
Tiempos 
cambio 50% 
SSD50_P13_20  SSD50_P13_50  SSD50_P3_20  SSD50_P13_50 
Tiempos 
cambio 100% 
SSD100_P13_20  SSD100_P13_50  SSD100_P3_20  SSD100_P13_50 
Tiempos 
cambio 125% 





ejemplares  y  conjunto  experimentales  se  han  introducido  otras  dos  variables.  La  variable 
IPSPPVEPG  tendrán  en  cuenta  el  IPSPPVEP  promedio  para  un  todas  los  ejemplares  de  un 
grupo,  y  la  variable  IPSPPVEPT  tendrá  en  cuenta  el  IPSPPVEP  promedio  para  un  conjunto 
experimental completo. 
En  cuanto  a  los  Programas  de  Producción  Predictivos  sobre  los  que  se  realizarán  las 























forma  comparativa  el  mejor  algoritmo  para  cada  conjunto  experimental  y  para  cada 
combinación del resto de factores. 
9.2.2.1.3.  Identificación de los Parámetros de los Algoritmos 











de  tiempo  en  la  cual  se  penalizará  que  los  trabajos  que  sitúen,  en  el  nuevo 




Por  lo  que  se  refiere  a  la  variable  “K”  se  considera  que  la  capacidad  de  reacción  del 




















periodo  que  se  considera  en  para  cada  Programa  Productivo  se  ajustará  la  consideración 
anterior  para  realizarla  en  base  al  makespan  obtenido  en  cada  Programa  Productivo 
Predictivo.  
9.2.2.2  Definición de los Factores 
La  experimentación  que  se  propone  implica  la  segmentación  de  la  misma  en  varios 




















1993),  “Same  Sequence  Different  Schedule  (SSDS)”  de  elaboración  propia,  “Affected 
Operations Rescheduling (AOR)” propuesto por (Abumaizar, R. J. & Svestka, J. A. 1997), y las 







V.2  (SMAGA‐2)”  con  restricciones  en  el  avance  de  las  operaciones,  y  SMAGA‐2  sin 
restricciones,  ambas  de  elaboración  propia.  Las  heurísticas  seleccionadas  son  algoritmos 
específicos  para  la  Programación  Reactiva  y  todos  ellos  serán  descritos  brevemente 











efecto  de  la  duración  del  evento  sobre  el  resultado  final.  Esto  implicaba  que  si  el  factor 
resultaba significativo, al menos, en relación con  el algoritmo empleado se podrían tomar 
diferentes decisiones en cuanto a la solución a aplicar en base a la duración del evento. Por un 
lado,  dicha  diferenciación  sería  buena  porque  mejoraría  los  resultados,  pero  por  otro 
supondría  un  nivel  mayor  de  dificultada  en  el  proceso  de  toma  de  decisiones.  Aunque  el 
proceso decisional es perfectamente automatizable mediante la plataforma IPSU‐MAS, y en 
este sentido no habría ninguna dificultad en disponer de múltiples soluciones aplicadas en 























bloques  complementarios.  Hubiera  resultado  más  sencillo  y  más  rápido  no  realizar  dicha 
división, no obstante esta decisión está basada en la necesidad mantener homogéneas las 
varianzas
ii  entre  los  diferentes  subgrupos  de  individuos  formados  por  la  combinación  de 
factores. La división realizada refleja situaciones experimentales excluyentes. 
La  división  se  ha  realizado  de  forma  que  el  decisor,  en  este  caso  el  programador  de  la 




tipo  de  Programa  Predictivo  inicial  (SMAGA‐2  o  SMAGA‐2  Modificado),  en  tercer  lugar  la 




bloques  concretos.  En  función  del  evento  que  se  produzca  en  un  instante  dado  deberá 
consultar el bloque relacionado con el adelanto (destacados con relleno en la Figura 9‐4) o con 
el retraso. 





























SMAGA‐2  sin  modificaciones  es  una  solución  que  representa  a  los  algoritmos  de  mayor 












































incurrirán  en  ningún  tipo  de  penalización,  por  lo  que  no  se  ha  considerado  el  valor  de  K 
superior a cero para dichos casos. En el caso de los adelantos en las operaciones, sólo es 
razonable emplear el algoritmo SSDS y SMAGA‐2 ya que el resto de algoritmos nunca aceptan 
el  adelanto  de  operaciones,  y  por  lo  tanto,  nunca  mejoraran  el  Programa  Productivo 
Predictivo. Así mismo los experimentos que parten del Programa Predictivo SMAGA‐2 sólo 























Con  los  algoritmos  propuestos  se  pretende  examinar  propuestas  para  la  Programación 
Reactiva que implican una modificación parcial del Programa Productivo, y propuestas que 
emplean  la  fuerza  más  propia  de  la  Programación  Predictiva  realizando  una  modificación 
completa del Programa Productivo pendiente de procesar. En ningún caso se pretende realizar 









aborda,  y  difícilmente  se  encuentran  propuesta  de  carácter  general.  Entre  las  de  carácter 
general se han empleado dos de las más mencionadas en la literatura son  el enfoque “Right 









































































misma  etapa.  Este  tipo  de  Reprogramación,  es  la  más  intuitiva,  y  podría  ser  bastante 












considerado  un  procedimiento  metaheurísticos  para  la  Reprogramación  completa  de  la 
Producción. La razón que justifica su inclusión es que a priori parece razonable que, por lo que 
se  refiere  a  makespan,  una  Reprogramación  completa  sea  más  eficiente  que  una 
Reprogramación parcial. Por lo tanto, se espera que cuando el valor de K sea cero el mejor 







también  porque  el  amplio  conocimiento  que  se  tiene  sobre  la  implementación  del  mismo 
facilita  realizar  algunas  modificaciones  necesarias.  Efectivamente,  para  utilizar  el  algoritmo 






el  nuevo  programa  dentro  de  la  Ventana  de  Avance.  La  segunda  versión,  se  denominará 
SMAGA‐2,  y  consistirá  en  una  implementación  sin  restricciones  del  algoritmo.  Ambos 







Con  las  dos  versiones  de  Reprogramación  completa,  con  y  sin  restricciones,  incluyen 
alternativas que pueden mostrar su bondad en situaciones diferentes. Por un lado, una versión 

















realizar  otra  repetición  con  la  misma  combinación,  y  así  hasta  cincuenta  ejecuciones  por 
combinación y Programa de Predictivo de referencia. Una vez realizados los experimentos para 
cada Programa Predictivo y combinación de parámetros se ha guardado el resultado en un 
















consolidado  en  una  hoja  Excel  en  la  cual  se  dispuesto  el  valor  de  IPSPPVEPT  para  cada 
combinación de niveles de los factores.  
Los  datos  se  han  exportado  a  Statgraphics  Plus  para  Windows  versión  5.0  (ver 
http://www.statgraphics.com).  Previamente  se  ha  creado  un  diseño  de  experimentos 
mediante la opción de “Multi‐Factor Categorical”, con una variable de respuesta y un máximo 
de  cuatro  factores  (dependiendo  del  bloque),  realizando  un  diseño  personalizado  con 




















normalidad,  homocedasticidad  y  linealidad  para  lo  cual  se  ha  empleado  el  mismo  tipo  de 
















se  ha  diferenciado  el  análisis  de  los  resultados  dependiendo  del  Programa  Predictivo  de 
partida. 









En  este  apartado  se  ha  realizado  un  estudio  estadístico  en  profundidad  para  intentar 





operaciones  en  curso  provocando  una  reducción  de  la  misma.  El  Programa  Predictivo 
empleado ha sido SMAGA‐2, y los casos estudiados se han diferenciado por su configuración 
de taller y por su número de trabajos. Estos bloques experimentales están caracterizados por 









una  configuración  de  entre  1  y  3  máquinas  por  etapas  y  20  trabajos  por  periodo 
(SSD10_P13_20, SSD50_P13_20, SSD100_P13_20, y SSD125_P13_20), o bien la configuración 
de entre 1 y 3 máquinas por etapas y 50 trabajos por periodo (SSD10_P13_50, SSD50_P13_50, 
SSD100_P13_50,  y  SSD125_P13_50),  o  bien  con  3  máquinas  por  etapas  y  20  trabajos  por 
periodo  (SSD10_P3_20,  SSD50_P3_20,  SSD100_P3_20,  y  SSD125_P3_20)  ,  o  bien  con  3 
máquinas por etapas y 50 trabajos por periodo (SSD10_P3_50, SSD50_P3_50, SSD100_P3_50, 
y SSD125_P3_50). 
Tanto  para  el  caso  P13_20
iv,  como  para  el  P13_50



























































































































































































































































































En  la  Figura  9‐8  (izquierda)  se  puede  observa  como  existe  una  tendencia  creciente  del 
algoritmo  SMAGA‐2  en  relación  con  el  Tiempo  de  Cambio  de  Partida,  mientras  que  la 
tendencia es decreciente para SSDS. Esto podría indicar que cuando los Tiempos de Cambio 




dentro  de  VA.  No  obstante,  se  observa  como  parece  que  dicho  crecimiento  presenta  una 




mientras  que  SSDS  es  más  irregular,  y  fluctúa  dentro  de  un  margen,  sin  presentar  una 
tendencia  creciente.  En  todos  los  casos  indicados  es  siempre  más  interesante  reasignar 
recursos que reprogramar. Así mismo, se observa como en general los valores obtenidos en el 
bloque P13_50 son menores que en bloque P3_20, que a su vez son menores que en bloque 






































































(CEX).  En  este  contexto,  SMAGA‐2  sólo  es  competitivo  cuando  los  Tiempos  de 
Cambio de Partida son reducidos (SSD10 e incluso SSD50), y el número de trabajos 
también reducido (20 trabajos).  






similar.  Este  último  dato,  refuerza  la  conclusión  de  que  en  los  bloques  P13_20, 
P3_20 y P3_50 el algoritmo SSDS es mejor algoritmo en base a la obtención de un 
buen  makespan  en  la  función  objetivo,  ya  que  parece  que  la  penalización  por 
adelantar trabajos es similar a la de SMAGA‐2. Por lo tanto, en los casos indicados la 













































































Tanto  para  el  caso  P13_20
vi,  como  para  el  P13_50
vii,  P3_20  y  P3_50  se  observa  en  los 
resultados de la ANOVA (ver anexo IV) que el factor principal ALG es significativo siempre. 
Aunque no existe un algoritmo claramente dominador en las diferentes situaciones. Por este 



























































































































































































































































































vista  ingenieril.  Si  se  observa  la  parte  derecha  de  la  gráfica  se  puede  ver  como  ocurre 
exactamente  lo  mismo  en  relación  al  factor  VA.  Sin  embargo,  cuando  el  valor  de  K  se 
incrementa a 0.005 el método SSDS deja de ser competitivo, dejando al algoritmo AOR y RS 
como las mejores alternativas, tal y como se puede ver en la Figura 9‐16. Como ya se ha dicho 

































































































































































































•  Se  observa  como  los  métodos  de  Reprogramación  parcial  suelen  ser  los  más 
adecuados, especialmente cuando el problema es más complejo (mayor número de 




combinado  con  menores  Tiempos  de  Cambio  de  Partida)  y  con  el  número  de 




de  Reprogramación  completa  a  este  tipo  de  problemas  cuando  se  parte  de  un 
Programa Predictivo altamente competitivo. 
9.4.2.2.2.  Casos con Programación Predictiva SMAGA­2 Modificada 


















































El  diseño  experimental  ha  seccionado  los  experimentos  en  16  bloques  experimentales 
independientes. Estos se han dividido en base a tres criterios: Configuración del problema 
(P13_20, P13_50, P3_20 y P3_50), tipo de Programación Predictiva (makespan competitivo o 

















veces  P13_50),  ya  sea  con  retraso  o  con  adelanto  en  las  operaciones,  en  cuyo  caso  los 
procedimientos de Reprogramación completa predominan. El caso opuesto se da cuando el 
Programa Predictivo no parte con un buen valor de makespan. Sin considerarlo un corolario, 
simplemente  un  resumen  aproximado,  se  podía  decir,  que  tanto  cuando  el  Programa 
Productivo  que  se  encuentra  lejos  del  su  mejor  Programación,  posiblemente  por  una 
modificación  parcial  continuada,  o  bien  cuando  el  sistema  productivo  no  presenta  claros 












Programación”  mediante  la  integración  de  los  algoritmos  seleccionados,  y  su  lógica  de 
aplicación, en dicha plataforma. En el siguiente capítulo se procederá a realizar una prueba de 
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una  Empresa  característica  del  sector  cerámico  español.  Esta  prueba  de  funcionamiento 
forma parte del último paso de la metodología descrita en el capítulo 6. El objetivo que se 
persigue es contrastar la validez de los planteamientos realizados, verificando en primer lugar 




















El  capítulo  se  ha  dividido  en  tres  grandes  bloques.  En  el  apartado  10.2  se  realiza  una 
presentación  y  descripción  de  la  Empresa  sobre  la  cual  se  va  realizar  el  contraste  de  la 
propuesta.  En  este  mismo  apartado  se  concretarán  aspectos  del  problema  que  se  desea 
abordar. En el apartado 10.3 se comentan aspectos de la implementación necesarios para 
hacer posible que la plataforma IPSU‐MAS ofrezca soluciones adecuadas. En el apartado 10.4 























que  la  Empresa  seleccionada  ha  participado  junto  a  diversos  miembros  del  Centro  de 





















Agente  en  Entornos  Industriales  con  Restricciones  Temporales”  financiado  por  el 
Vicerrectorado  de  Investigación,  Desarrollo  e  Innovación  de  la  Universidad  Politécnica  de 



























documento  la  Empresa  disponía  de  algunos  recursos  adicionales  en  la  misma  planta 
empleados para fabricar productos de gran tamaño. La configuración seleccionada suponía en 
dicho instante aproximadamente el 80% de la capacidad productiva de la misma, y fue elegida 
porque,  desde  el  punto  de  vista  del  programador,  constituía  un  grupo  homogéneo  de 
recursos. 
 







Se  ha  determinado  que  el  proceso  productivo  esté  compuesto  por  tres  etapas  que  se 
corresponden  con  Prensado‐Esmaltado,  Hornos  y  Clasificación‐Embalaje.  El  material  que 
finaliza  su  operación  en  la  primera  etapa,  o  su  segunda  etapa,  queda  almacenado  en 
estanterías  móviles  que  son  trasladadas  entre  el  final  de  una  etapa  y  el  principio  de  otra 
mediante  un  sistema  denominado  “Automated  Guided  Vehicle”  (AGV).  En  todo  caso,  la 






































Tipo de Pasta  Porosidad  Uso  Tipo  Acabado Final 
Pasta Blanca 








Porosidad Alta  Revestimiento  ‐  Esmaltado 








menos,  en  dos  categorías:  Primera  y  Segunda.  Existe  un  porcentaje,  inherente  al  proceso 






tonos  y  calibres  diferentes,  lo  que  implica  que  una  vez  clasificados  deben  ser  vendidos 
agrupados según tonos y calibres. A la hora de planificar la cantidad a producir de cada uno de 
los ítems se tiene en cuenta tanto el porcentaje de rechazos por no ser de primera calidad 







Existen  piezas  especiales  y  determinados  formatos  que  son  comprados  directamente  a 
proveedores, por lo que no realizan la Planificación de Producción de los mismos. La Empresa 
seleccionada  subcontrata  a  otros  fabricantes  la  producción  de  aquellos  productos  de  bajo 
valor añadido, principalmente revestimiento de pasta roja. En ningún caso, debido a políticas 
internas de la propia empresa, se subcontrataría la producción de productos de alto valor 
añadido,  como  son  los  porcelánicos  (principalmente  porcelánico  de  gran  formato  y 
esmaltados), o los revestimientos de pasta blanca de alto valor. 
Para  el  contraste  de  la  propuesta  se  han  considerado  un  conjunto  de  productos 
























































planta  como  se  ve  en  la  Figura  10‐3.  Es  más,  para  esta  aplicación  se  ha  establecido  un 
desplazamiento mínimo entre las diferentes etapas de tres días, que permite acumular un 




Antes  de  la  aprobación  de  un  Programa  Productivo  se  realiza  una  reunión  entre  los 
responsables de las operaciones en la planta que asumen el papel de programadores, y que 
conocen la situación real de los recursos, y los planificadores. En esta reunión se suele aprobar 















Planificación  quien  cambia  su  plan  más  próximo  sin  que  ello  afecte  nunca  al  Programa 
Productivo en curso. Si por el contrario, se trata de una avería es el responsable de la planta 
quien  modifica  el  Programa  en  curso  según  su  experiencia  intentando  cumplir  los  plazos 
iniciales. Es excepcional que se produzca una reunión para abordar un conflicto que afecte a 
un  Programa  en  curso  o  próximo  a  estarlo,  y  eso  es  así  básicamente  por  falta  de 




9.  Lo  normal  es  que  los  responsables  adelanten  o  retrasen  el  conjunto  de  operaciones 
afectadas dependiendo de cual sea el tipo de evento (adelanto/retraso), manteniendo en todo 


















para  alcanzar  una  situación  que  permita  su  mantenimiento  y  aumente  la  Tasa  de 










sus  objetivos  con  la  propuesta  realizada  en  esta  tesis.  En  el  análisis  experimental  que 
posteriormente se propondrá se podrán confrontar las dos formas de abordar el problema de 
Programación de la Producción, es decir, la que actualmente está empleando la Empresa y la 







10.3  Configuración  de  la  Plataforma  IPSU­MAS  para  la  Gestión  del 
Programa Productivo en la Empresa Cerámica.  
En este apartado se abordan todos aquellos aspectos necesarios para la implantación de la 









El  segundo  bloque  está  compuesto  por  los  puntos  10.3.3  y  10.3.4  en  los  que  se  abordan 






trabajo  desarrollado  en  la  fase  de  diseño  de  la  plataforma,  en  ese  mismo  capítulo,  se 






























•  Información  sobre  el  Margen  Operativo  establecido  y  Duración  del  Periodo 
Productivo junto con el calendario del mismo. En base a estos datos la Actividad 
Empresarial  “EA‐3  Ajuste”  podrá  calcular  la  capacidad  productiva  considerada  y 










como  los  más  eficientes  en  función  de  la  configuración  del  sistema  analizado 
(conjunto  experimental)  en  el  capítulo  8  de  esta  tesis.  La  aplicación  IPSU‐MAS 
dispondrá de los algoritmos SMAGA‐1, SMAGA‐2 y GAH implementados, así como la 


















la  ampliación  de  dicho  conjunto.  Ello  supondría  la  puesta  en  marcha  de  la  interacción 
”modificar planificación” o excepcionalmente la de “notificar inconsistencias”. Sin embargo, no 



















alcanzar  el  número  de  trabajos  deseado.  De  esta  forma,  cuando  el  Agente  programador 
ejecute la actividad empresarial “EA‐3 Ajuste”, y detecte un desajuste y lance el protocolo 
correspondiente a la interacción “modificar planificación”, el Agente planificador contestara 
con  un  nuevo  conjunto  de  trabajo  a  programar  (el  mismo  que  inicialmente  se  estableció 
menos  un  trabajo  quitado  aleatoriamente  entre  los  que  no  han  realizado  operaciones  de 
ningún tipo) en el acto “reasignar planificación” del protocolo, o con un nuevo conjunto de 
trabajos  a  programar  (el  mismo  que  inicialmente  se  estableció  más  un  trabajo  añadido 
aleatoriamente) en el acto “asignar trabajo nuevo” del protocolo. 
Por  su  lado,  el  Proceso  de  Negocio  para  la  Programación  Reactiva  de  la  Producción  debe 













programación  en  curso  necesitan  de  la  revisión  detallada  de  algunos  aspectos  que  se 
abordarán en el apartado 10.3.2. 
Así mismo, en el apartado 10.3.3 se analizarán la existencia simultanea de varios Programas 
Productivos  en  la  Empresa,  y  como  esta  cuestión  puede  afectar  las  restricciones  de  los 
algoritmos predictivos y reactivos, así como a la plataforma IPSU‐MAS.  
















previsto,  en  cuyo  caso  se  genera  una  segunda  interacción,  esta  vez  entre  programador  y 
planificador,  denominada  “notificar inconsistencias” donde se le avisa al éste último de  la 
necesidad de modificar el plan.  En los apartados 10.3.2.1 y 10.3.2.2 se detallan aspectos que 
no se incluyeron en la fase de análisis ni de diseño de la plataforma y que son necesarios 






































contar  con  información  respecto  de  los  trabajos  que  puede  manejar.  En  función  de  las 
decisiones que hay que tomar en este Proceso de Negocio, los trabajos se pueden clasificar en: 
•  Trabajos en curso. Conjunto de trabajos que actualmente están programados para 







•  Trabajos  que  en  algún  momento  pertenecieron  al  Programa  pero  que  fueron 
cancelados por la imposibilidad de cumplir la fecha de entrega
iii, DS(). 
•  Trabajos  que  nunca  han  sido  programados  pero  que  están  en  la  lista  trabajos 
candidatos a ser incorporados si se añaden nuevos trabajos.  
La Reprogramación puede conllevar  la ampliación o reducción del conjunto de trabajos en 
curso.  Si  en  el  proceso  de  Reprogramación  se  considera  necesario  ampliar  el  conjunto  de 
trabajos en curso los nuevos trabajos procederán siempre o bien del conjunto DS() o bien del 












En  este  trabajo  se  empleará  el  criterio  que  acepta  que  debido  a  que  los  trabajos 
pertenecientes al conjunto DS() ya fueron valorados y sobre todo a que existió un compromiso 






cero  como  se  dijo  en  el  capítulo  7.  No  obstante,  formalmente  se  requiere  el  inicio  de  la 
interacción  “modificar  planificación”,  aunque  el  planificador  actuará,  tal  y  como,  se  ha 





















Queda  pendiente  el  establecimiento  del  criterio  mediante  el  cual  son  seleccionados  los 
trabajos candidatos, en caso de que una vez incorporados los trabajos cancelados existentes 
sea necesario añadir nuevos trabajos al Programa en curso. Esta decisión depende en gran 








este  observa  una  descompensación  entre  el  riesgo  existente  de  que  se  produzca  una 
perturbación y el Margen Operativo disponible para atenderla. Esta segunda causa es la que 







Ambas  cuestiones  están  relacionadas  con  dos  Operaciones  Funcionales  que  es  necesario 
configurar  en  la  plataforma  IPSU‐MAS.  Establecer  cuando  se  puede  incorporar  un  trabajo 
candidato  implica  determinar  la  política  de  Reprogramación  y  la  valoración  del  riesgo.  La 
determinación de estas operaciones es en sí mismo un interesante campo de investigación. En 
todo caso, los criterios establecidos, ya que es necesario determinar alguno, se han basado en 









La  política  de  Reprogramación  elegida  es  la  de  revisión  periódica,  lo  que  implica  que  la 
plataforma IPSU‐MAS quedará programada para chequear la posibilidad de incluir un trabajo 





































Un  resumen  de  los  criterios  aplicados  en  la  plataforma  IPSU‐MAS  para  modificación  del 
conjunto  de  trabajos  en  curso  se  muestra  en  la  Tabla  10‐2.  Por  lo  que  se  refiere  a  la 
incorporación de trabajos al Programa en curso se puede resumir diciendo que cada vez que 
se reprograme se intentará reincorporar al Programa a los trabajos que han sido cancelado 









Reducción  Sólo  se  produce  sino  queda 
Margen  Operativo  (MO=0) 
disponible  y  es  imposible 
realizar un Programa factible. 
Se aplica cuando se produce el 





la  Reprogramación  se  detecta 
que  la  capacidad  productiva 
considerada  permite  rescatar 
algún trabajo cancelado.  
Se  aplica  cuando  se  produce 






la  Reprogramación  se  detecta 
que  la  capacidad  productiva 
considerada  permite  incluir 
algún  trabajo  adicional  y  todos 
los  trabajos  cancelados  ya  se 
han incorporado previamente. 
Se aplica de forma programada, 




Con  esta  información  (K,  Margen  Operativo,  Trabajos)  el  programador  debe  establecer  el 
nuevo Programa Productivo teniendo en cuenta el criterio de selección de trabajos candidatos, 
el  dato  sobre  Margen  Operativo  actual,  y  el  valor  de  la  penalización  (K)  por  adelanto  de 


























revisión  del  Programa  en  curso  con  objeto  de  decidir  posteriormente  si  es  posible  o  no 
incorporar algún trabajo candidato al Programa en curso.  
Tanto  para  las  perturbaciones  externas  como  internas  es  fundamental  definir  cual  será  la 
política  de  gestión  del  Programa  en  curso  que  condicionará  el  entorno  sobre  el  cual 




considerar  Reprogramaciones  periódicas  y  Reprogramaciones  guiadas  por  eventos.  Las 
                                                            
iv  La  funcionalidad  relacionada  con  la  gestión  de  los  eventos  se  ubica  en  la  EA‐5  “Identificación  y 








































efecto  de  adelanto  o  retraso.  No  obstante,  para  que  una  batería  de  eventos  adquiera  la 
consideración  de  tal  es  necesario  que  cada  evento  o  perturbación  que  vinculada  a  una 













insertará  un  evento  mediante  una  distribución  uniforme  en  dicho  periodo.  El  90%  de  los 


























































una  situación  real  dentro  del  entorno  de  la  Industria  Cerámica  que  permite  evaluar  las 











[10‐1]  {} ) , ( max ) (






















simultánea,  con  el  objeto  de  aprovechar  los  recursos  disponibles  y  aumentar  la  Tasa  de 
Productividad.  Como  ya  se  comentó  la  Empresa  seleccionada  mantiene  Programas  de 
múltiples periodos, normalmente semanales, en ejecución concurrente, aunque siempre en 
diferentes etapas. 




segunda  operación  no  se  inicia  hasta  pasado  un  tiempo  del  inicio  de  la  primera  (instante 
4.320), y con la tercera operación ocurre lo mismo con respecto a la segunda. Esta situación 























garantizar  que  no  se  producen  solapamientos  entre  Programas  Productivos  de  periodos 
contiguos en una misma etapa. Si los solapamientos se evitan exclusivamente no permitiendo 







el  Programa  P‐1  se  podría  provocar  que  el  lanzamiento  de  Programas  no  fuese  periódico 






























Margen  Operativo  que  crea  conveniente  en  la  etapa  más  crítica  de  cara  a  los  riesgos 
























































la  Empresa  seleccionada  para  la  obtención  del  Plan  de  Fabricación  se  han  seguido  los 
siguientes criterios: 



























2.  En  cada  grupo  de  forma  independiente  se  asigna  a  la  línea  impar  un  número  de 










anexo  V.  La  referencia  se  selecciona  eligiendo  de  forma  aleatoria  un  producto, 
respetando las probabilidades reales de demanda observadas, entre los disponibles en 
















Línea 0: 0 1 
Línea 1: 2 3 4 5 6 7 
Línea 2: 8 9 10 11 
Línea 3: 12 13 14 
Línea 4: 15 16 17 
Línea 5: 18 19 20 21 











ficheros  de  configuración  es  muy  similar  al  empleado  en  el  capítulo  8.  Se  emplea  una 
estructura  en  la  cual,  para  poder  considerar  todas  las  restricciones,  en  la  primera  línea 
aparecen tres números, el primero representa el número de trabajos (n), el segundo el número 





para  todas  las  máquinas,  no  por  etapas.  Al  terminar  estas  matrices  aparecen  m  matrices 
adicionales de tamaño nxn, que son las matrices de los Tiempos de Cambio de Partida para 





que  sean  asumibles  no  sólo  por  la  Empresa  Seleccionada  sino  por  un  amplio  espectro  de 
empresas del sector. 
Para la generación de tiempos de proceso se ha considerado que un promedio adecuado para 










































Con  los  procedimientos  y  criterios  establecidos  se  ha  implementado  un  módulo  capaz  de 





El  procedimiento  seguido  por  la  Empresa  ha  sido  implementado  y  se  ha  empleado  para 
calcular el Makespan que obtendría la Empresa. De esta forma para cualquier configuración 
que se genere siempre se podrá comparar el makespan del Programa Predictivo obtenido por 















Se  considerará  que  la  plataforma  IPSU‐MAS  es  viable  si  se  consigue  abordar  con  ella  los 
problemas  reales  que  se  plantean  en  la  Empresa  seleccionada,  y  se  obtienen  resultados 
factibles. La eficiencia se medirá, tal y como ya se planteó en el capítulo 5, en base a la Tasa de 
Productividad alcanzada con los diferentes Programas Productivos obtenidos. Y en este caso, 





será  necesario  analizar  su  comportamiento  en  diversos  escenarios.  En  este  caso  la 
configuración  del  taller  ya  está  predeterminada,  y  no  varía.  Sin  embargo  existen  otros 















































































posibles  valores  para  el  Margen  Operativo  (5%,  10%,  15%  ó  20%  del  periodo).  Para  cada 
combinación, cada celda de la tabla, se han generado 10 ficheros diferentes, lo que representa 
10  combinaciones  de  Planes  de  Fabricación  diferentes,  aunque  todos  ellos  con  el  mismo 
número  de  formatos  diferentes  y  para  el  mismo  Margen  Operativo.  Para  seguir  la  misma 
nomenclatura que en el capítulo 8 denominaremos a este conjunto de 10 configuraciones 























1,  y  posteriormente,  ya  con  dichos  valores  identificados,  se  ha  establecido  el  valor  del 














Tanto  para  el  algoritmo  SMAGA‐1,  como  para  el  algoritmo  SMAGA‐2,  cada  conjunto 
experimental consta de 10 ejemplares. También en ambos casos, se ha decidido realizar una 
repetición  de  cada  ejecución,  lo  que  supone  un  total  de  2  ejecuciones  por  ejemplar  y 
combinación de niveles de los factores. Esto implica que para el caso de SMAGA‐1 se realizarán 
16 (conjuntos experimentales) x 10 (ejemplares) x 8 (tratamientos) x 2 (ejecuciones)= 2.560 
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del  makespan  obtenido  empleando  el  método  de  la  Empresa  seleccionada  para  dicho 




















MO_005_001/040  GsM  50 ‐ ‐ 
MO_010_001/040  FmG ‐ ‐ 1.2 
MO_015_001/040  ‐  ‐ ‐ ‐ 
MO_020_001/040  ‐  ‐ ‐ ‐ 
Tabla 10­7. Valores seleccionados para los parámetros de los diferentes conjuntos experimentales del algoritmo 
SMAGA­1. 
Como  se  puede  observar  sólo  es  significativo  el  parámetro  GsM  para  los  4  conjuntos 
experimentales  con  Margen  Operativo  del  5%,  y  el  parámetro  FmG  para  los  4  conjuntos 
experimentales  con  Margen  Operativo  del  10%.  En  el  resto  de  casos  no  existe  ningún 

















La  Tabla  10‐8  muestra  la  configuración  de  parámetros  con  la  que  se  ha  realizado  el 







































operaciones  el  algoritmo  aplicado  no  depende  del  valor  del  factor  K.  En  este  proceso  
experimental  el  valor  de  K  hubiera  podido  influir  en  el  algoritmo  seleccionado,  aunque 




El  último  aspecto  que  se  ha  valorado  en  relación  a  la  configuración  del  proceso  de 
Programación Reactiva es la posibilidad de analizar, si en un caso real, se puede considerar que 
después  de  un  cierto  número  de  Reprogramaciones  el  Programa  resultante  puede  ser 
catalogado como mejorable en relación al Makespan alcanzable. Si puede ser catalogado como 





después  de  cada  evento  e  independientemente  del  Programa  en  curso,  es  decir  con 
Reprogramación Parcial (RP). Y una segunda en la que se acepta dicho supuesto y se realiza un 
Reprogramación  Completa  (RC)  cada  cierto  número  de  Reprogramaciones  parciales.  En 




En  este  apartado  se  trata  de  identificar  el  problema,  definir  claramente  el  objetivo  de  la 







de  Planificación  y  Control  de  Operaciones  como  la  eficiencia  del  mismo  en  base  a  los 
resultados obtenidos en el marco de su aplicación en una Empresa seleccionada del sector 








en  el  que  se  aporten  los  resultados,  que  se  deberán  entender  consecuencia  del  correcto 
funcionamiento del método propuesto, y que en este caso además estará implementado con 
el  software  correspondiente  a  la  plataforma  IPSU‐MAS.  No  obstante,  posteriormente  se 





en  el  ámbito  de  la  Planificación  de  la  Producción,  ha  sido  necesario  incorporar  algunos 
procesos  y  criterios  meramente  funcionales  pertenecientes  a  este  último  ámbito.  Estos 





















Productividad  es  incrementando  o  disminuyendo  el  número  de  trabajos.  No  se  admiten  trabajos 
realizados parcialmente. 
Minutos   en    Periodo   del   Duración
Periodo   un   en   Fabricados  
dad Productivi   de   Tasa
2 m























puesta  en  funcionamiento  de  la  propuesta.  Un  número  elevado  de  cancelaciones  podría 
indicar un mal funcionamiento de la política de modificación del Margen Operativo que da 
lugar a la incorporación de trabajos que posteriormente acaban anulándose. Si esto es así, y la 










seleccionada.  Por  otro  lado,  se  desea  distinguir  entre  los  resultados  obtenidos  cuando  la 
plataforma IPSU‐MAS trabaja sin restricciones (SR) e incluye la opción de incorporar nuevos 
trabajos en las revisiones periódicas del M.O., o por el contrario cuando se restringe (R) esta 
posibilidad.  La  versión  restringida  de  la  plataforma  podría  considerarse  una  situación 
intermedia que servirá para valorar el peso de esta opción en el proceso. 
evista d  oductivida T
evista d oductivida T dAlcanzada oductivida T
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Por  lo  que  a  los  objetivos  de  la  experimentación  se  refiere  se  trabajará  con  8  entornos 
diferenciados fruto de la combinación entre las dos variantes de Reprogramación (RP o RC) y 
















dos  formas  de  proceder  (IPSU‐MAS  y  Empresa),  y  no  tanto  realizar  una  inferencia  de  los 
















ocupación  de  la  planta  que  oscilan  entre  el  80%  (para  un  MO  del  20%),  que  se  puede 










realice  un  ajuste  del  MO  que  permita  ir  incorporando  trabajos  planificados  para  periodos 
posteriores al actual, lo que influirá de forma determinante en la Tasa de Productividad. Se 
entiende  que  con  un  MO  muy  elevado  la  plataforma  IPSU‐MAS  superaría  la  Tasa  de 
Productividad que pueda obtener la Empresa fácilmente, ya que la primera incorpora nuevos 
trabajos y la segunda no. Con el rango de valores propuesto en el experimento se entiende 














































verificar  como  a  medida  que  se  incrementa  el  M.O.  disminuye  la  Tasa  de  Productividad, 
independientemente del método empleado para realizar el Programa productivo. Lo que es 
razonable si se tiene en cuenta que ello implica una reducción de la capacidad disponible en el 













MO005  7,2449  8,8772  8,7808  8,8737  8,7795 
MO010  7,1207  8,6362  8,6130  8,6957  8,6785 
MO015  6,8064  8,1542  8,1544  8,2815  8,2932 
MO020  6,4038  7,7153  7,7192  7,9769  8,0131 
Tabla 10­10. Tasa de Productividad obtenida para los diferentes enfoques de Programación Predictiva­Reactiva 























MO005  22,5703  21,2383  22,5210  21,2203 
MO010  21,3290  21,0019  22,1645  21,9231 
MO015  19,8314  19,8347  21,7021  21,8746 
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magnitud  en  el  impacto  de  las  diferentes  opciones  de  IPSU‐MAS.  En  el  contexto  de  la 







si  se  ejecutara  sin  cambios  el  Programa  Predictivo  inicial,  la  Tabla  10‐12  nos  muestra  los 
resultados promedio relativos a los diferentes márgenes operativos. Se observa que en este 







método  empleado  por  la  Empresa  son  mejorados  por  cualquiera  de  las  opciones  de  la 
plataforma  IPSU‐MAS.  Y  al  contrario  de  los  que  ocurría  con  la  Tasa  de  Productividad,  los 
resultados de los experimentos con M.O. más amplio presentan mejores resultados, mayor 











MO005  ‐6,1374  0,0000 ‐ 1,1664  0,0773 ‐ 0,9842 
MO010  ‐5,6206  0,0000 ‐ 0,3614  0,3339  0,3358 
MO015  ‐4,6491  0,0000 ‐ 0,0922  0,9016  1,5074 








empeorará.  Al  cotejar  los  resultados  de  Tasa  de  Productividad  con  los  resultados  del 
Rendimiento  se  observa  como  existe  una  coincidencia  casi  completa  en  cuanto  a  este 
comportamiento. Sin embargo en el conjunto MO005 se puede ver como la máxima Tasa de 
Productividad  se  obtiene  en  un  caso  en  el  que  no  se  incluyen  nuevos  trabajos  (R_RP)  el 
Rendimiento es 0, y en el caso SR_SP en donde el Rendimiento es positivo se alcanza una Tasa 
de Productividad menor. La única explicación que se encuentra a este hecho es que en el 








se  incluyen  nuevos  trabajos  (SR_RC).  De  estos  sólo  existe  una  diferencia  significativa  para 
MO015  y  MO020.Si  se  contrasta  esta  información  con  la  de  la  Tasa  de  Productividad,  se 
comprueba  que  existe  bastante  relación  entre  ambos  datos.  La  única  diferencia  es  que  la 




































MO005  15,0111  15,1038  14,8760  14,8749 
MO010  14,4670  14,5724  14,8716  14,6424 
MO015  14,2319  14,3404  14,9785  14,4544 




























MO005  7,5592  6,1345  7,6450  6,3453 
MO010  6,8621  6,4294  7,2928  7,2806 
MO015  5,5995  5,4942  6,7235  7,4202 



























MO005  1,1206  0,0000  0,4288  0,9969  1,3743 
MO010  1,0923  0,0000  0,1017  0,9556  1,0261 
MO015  0,9602  0,0000  0,0270  0,8782  0,9250 
MO020  0,7596  0,0000  0,0027  0,7787  0,7638 
Tabla 10­15. Número de Trabajos Cancelados obtenidos para los diferentes enfoques de Programación Predictiva­
Reactiva sin considerar turnos de trabajo. 
La  información  de  la  Tabla  10‐15  pone  de  manifiesto  como  la  opción  que  incluye 
Reprogramación completa de forma esporádica (_RC) produce en todos los casos menos en 







vista  del  programador  la  diferencia  entre  ambas  opciones  no  es  muy  relevante  en  los 
conjuntos MO010, MO015 y MO020. Este comportamiento se puede entender, si tenemos en 












































































MO005  4,6657  5,7014  5,3683  5,7096  5,4716 
MO010  4,3363  5,3667  5,3060  5,4388  5,3696 
MO015  4,0305  4,9252  4,8945  5,0958  5,0180 
MO020  3,7781  4,5716  4,5628  4,9061  4,9003 
Tabla 10­16. Tasa de Productividad obtenida para los diferentes enfoques de Programación Predictiva­Reactiva 








turnos  a  medida  que  se  incrementa  el  M.O.  disminuye  la  Tasa  de  Productividad, 
independientemente del método empleado para realizar el Programa Productivo. 














MO005  22,2554  15,1134  22,4310  17,3277 
MO010  23,7334  22,3330  25,3966  23,7994 
MO015  22,1545  21,3943  26,3868  24,4572 





de  Productividad  se  ha  reducido,  así  como  el  porcentaje  de  mejora  de  la  Tasa  de 
Productividad  con  respecto  a  la  Empresa  por  lo  general  ha  aumentado.  La  primera 
observación es consecuencia de la reducción del tiempo de trabajo por jornada. La segunda 
puede deberse a que al tener en cuenta los turnos de trabajo se incluye una restricción al 
problema  que  antes  no  existía,  cuyo  efecto  sobre  el  problema  se  traduce  en  una  mayor 
sensibilidad a los cambios. Un pequeño cambio en un Programa en curso puede suponer la 
aparición  de  un  turno  de  descanso,  8  horas  adiciones  sin  realizar  operaciones,  dentro  del 









aumenta  el  M.O.,  siendo  bastante  amplia  en  el  conjunto  MO005  y  muy  reducida  en  el 




































































MO005  ‐5,2277  0,0000 ‐ 5,4298  0,1376 ‐ 3,6956 
MO010  ‐4,8190  0,0000 ‐ 1,2210  1,3582 ‐ 0,2182 
MO015  ‐4,5042  0,0000 ‐ 0,6461  3,4114  1,7644 





se  aplica  Reprogramación  parcial  (RP),  que  cuando  se  mezcla  con  alguna  Reprogramación 
completa (RP).  
A continuación se va a proceder a calcular en que porcentaje el incremento de la Tasa de 
















MO005  15,8085  15,3039  15,8155  15,4055 
MO010  17,7985  17,9048  17,7821  18,1190 
MO015  16,6923  16,7202  16,7524  16,8306 
MO020  16,7638  16,5550  16,7611  17,0076 
Tabla 10­19. Incremento de la Tasa de Productividad del prevista con el Programa inicial obtenida para los 
diferentes enfoques de Programación Predictiva­Reactiva considerando turnos de trabajo expresada como 
























MO005  6,4469 ‐ 0,1905  6,6155  1,9221 
MO010  5,9350  4,4282  7,6144  5,6804 
MO015  5,4623  4,6742  9,6344  7,6266 






















MO005  1,0451  0,0000  1,6257  0,9952  2,0450 
MO010  0,9321  0,0000  0,3252  0,9009  1,2648 
MO015  0,7997  0,0000  0,1574  0,8277  1,0331 
















La  información  de  la  Tabla  10‐21  pone  de  manifiesto  como  la  opción  que  incluye 
Reprogramación completa de forma esporádica (_RC) produce en todos los casos, menos en 












































agresivos,  que  permitan  alcanzar  altas  cotas  de  la  Tasa  de  Productividad  sin  llegar  a 
comprometer la  fiabilidad del Programa. 
Si  el  programador  se  enfrentara  al  problema  de  Programación  de  la  Producción  con  un 
enfoque  agresivo  debería  optar  con  la  opción  SR_RP,  mientras  que  con  un  enfoque  más 
conservador podría optar por la opción R_RP para cualquier conjunto. 
Se  puede  concluir  el  análisis  subrayando  que  en  el  caso  estudiado  la  propuesta  a 
proporcionado mejores resultados tanto en su Programa Predictivo como Reactivo que los 
empleados por la Empresa, y que su implementación parece factible tanto por los resultados 








al  ámbito  en  el  que  se  ha  centrado  el  análisis  de  esta  tesis  no  habían  sido  definidos.  En 
concreto, han sido necesarios algunos criterios decisionales del ámbito del planificador de la 
producción. Por lo que se refiere, a parámetros propios del ámbito del programador de la 
producción  se  han  establecido  fundamentalmente  los  relacionados  con  los  algoritmos 
Predictivos y Reactivos. 
Por lo que se refiere a los resultados obtenidos, se ha demostrado que con la propuesta 
realizada  siempre  se  alcanza  la  Tasa  de  Productividad  mejor  que  con  el  actual  método 






















































































identificado  el  problema.  En  el  apartado  11.4  se  identifican  los  hitos,  y  las  aportaciones 
reseñables, de la propuesta de solución planteada en este trabajo. Finalmente, como cierre de 




inicial  del  mismo,  durante  el  periodo  de  tiempo  dedicado  a  la  definición  de  un  problema 





Cerámica  y  su  Proceso  de  Programación  de  la  Producción  hasta  encontrar  un  nicho  poco 
analizado que pudiera constituirse en el caso base que se pretendía. En la segunda etapa se 
analizó el estado del arte para establecer la viabilidad de la investigación. Y en la tercera etapa, 
y  una  vez  se  consideró  válido  el  caso  identificado  de  forma  preliminar,  se  procedió  a  la 










finalizó  con  una  visión  general  del  proceso  de  fabricación  del  pavimento  y  revestimiento 
cerámico en una Empresa. 
Una  vez  concluida  la  aproximación  se  realizaron  las  primeras  aportaciones  identificando 
comportamientos  y  situaciones  características  del  proceso  productivo  de  este  tipo  de 
industria.  
Se observó como los plazos de fabricación son elevados (Lead Time) pero que éstos tienen que 







de  referencia  lo  que  obliga  a  prolongar  los  tiempos  de  las  operaciones  de  forma  no 
determinada a priori. Y por otro lado, debido a la existencia de cambios de partida elevados y 
dependientes  de  la  secuencia,  que  también  pueden  ser  variables,  se  generan  tiempos  de 
preparación  imposibles  de  acotar  hasta  que  no  se  define  la  secuencia  en  cada  recurso,  o 
incluso hasta que el Programa se ejecuta.  
Así mismo se identificó que el proceso productivo, desde el punto de vista del cálculo de los 
Programas  Productivos,  se  compone  de  tres  etapas:  Prensado‐Esmaltado,  Hornos  y 
Clasificación‐Embalaje. Y como éste se puede clasificar como un Taller de Flujo Híbrido con 
Tiempos de cambio de Partida Dependiente de la Secuencia. 
La  aportación  más  destacada  de  esta  etapa  es  la  caracterización  de  como  el  Sistema  de 
Planificación y Control de Operaciones de este tipo de industria ha reaccionado incluyendo 
tiempos ociosos y tamaños de lote mínimos cada vez mayores para combatir la incertidumbre 
existente.  Y  de  que  manera  aunque  se  definen  objetivos  basados  en  la  eficiencia  de  la 
utilización de los recursos la evolución actual (periodos congelados, grandes lotes, tiempos 
ociosos)  no  favorece  en  nada  dichos  objetivos.  Aunque  las  empresas  del  sector  son 
conscientes  de  que  en  estos  momentos  la  competitividad  requiere  un  incremento  de  la 











hecho  de  que  la  interacción  de  las  actividades  de  Planificación  y  Programación  de  la 
Producción  actuales  no  facilitan,  en  la  mayoría  de  los  casos,  la  coordinación  entre  ambos 
procesos  lo  que  sin  duda  favorecería  la  flexibilidad,  amortiguando  el  efecto  de  la 
Incertidumbre.  Y  por  otro  lado,  la  consideración  del  problema  de  Programación  de  la 
Producción no como una decisión única y válida para todo el periodo productivo considerado, 
sino como una sucesión de decisiones, cada una de las cuales se apoya en el estado actual del 





problema  planteado.  La  segunda  de  ellas  es  la  de  apostar  desde  un  principio  por  una 
propuesta de solución basada en métodos poco analizados en el ámbito de la Programación de 




Validar  la  originalidad  de  la  propuesta  y  estudiar  alternativas  para  abordar  la  solución 





















muchas  de  las  empresas  productoras  de  baldosas  cerámicas  es  la  de  la 
Programación Predictivo‐Reactiva de la Producción. 
•  Las  referencias  relevantes  en  el  ámbito  de  la  Programación  Reactiva  o 
Reprogramación con Incertidumbre proceden de una aplicación en el ámbito de la 
informática. 
•  Entre  los  métodos  empleados  son  pocas  las  referencias  que  utilizan  técnicas 
optimizadoras,  decantándose  la  mayoría  por  algoritmos  heurísticos  o 
metaheurísticos. Entre estas, las heurísticas ad‐hoc o las metaheurísticas con cierto 
mimetismo con la naturaleza o bio‐inspiradas son las más empleadas. 
Por  lo  que  se  refiere  al  análisis  de  los  métodos  y  algoritmos  para  la  Programación  de  la 
Producción procedentes del ámbito Sistemas Multiagente las conclusiones más relevantes son: 
•  Los Sistemas Multiagente han demostrado ser útiles para resolver el Problema de la 


























































manera  descrita.  Por  lo  tanto,  el  problema  identificado  es  novedoso  tanto  por  la  doble 
combinación, en el ámbito de la Toma de Decisiones (gestión y cálculo) y en el ámbito de los 
tipos de Problemas de cálculo de la Programación de la Producción detectados, y además se 
enmarca  en  un  entorno  en  el  que  no  se  conocen  planteamientos  similares:  La  industria 
cerámica. 
11.3  Enfoque para el Desarrollo de la Propuesta 
Una  vez  planteado  el  problema  se  inició  el  proceso  de  generación  de  alternativas  para  la 
resolución del mismo. Después de un amplio periodo de trabajo en este sentido se detectó la 





de  un  enfoque  para  la  elaboración  de  la  propuesta  ha  supuesto  una  de  las  acciones  más 
relevantes y que más han contribuido a la mejora del proceso investigador. 














La  propuesta  se  basa  en  el  desarrollo  del  enfoque  comentado,  que  en  este  apartado  se 
resumen  en  dos  escenarios:  su  desarrollo  y  su  prueba  de  contraste.  El  desarrollo  de  la 
propuesta  se  alcanzó  mediante  el  despliegue  de  los  4  primeros  pasos  de  la  metodología, 
siendo el último paso el que se corresponde con la prueba de funcionamiento. 
11.4.1  Análisis, Diseño e Implementación 
El  Análisis,  Diseño  e  Implementación  de  la  propuesta  constituye  el  núcleo  del  trabajo 
investigador, y como es natural es en este periodo donde más aportaciones se realizan. 
Durante el análisis de trató de definir cual debe ser el estado final del problema, es decir el 
modelo  “to‐be”,  mediante  el  análisis  de  los  requerimientos  del  proceso  de  Gestión  del 



























dentro  del  Proceso  de  Negocio  de  Programación  Predictiva  definido  con  CIMOSA  y  en  el 
entorno del Taller de Flujo Híbrido con Tiempos de Cambio de Partida Dependientes de la 
Secuencia. En esta etapa se definió un nuevo Algoritmo hibridado entre un Algoritmo Genético 
y  un  Sistemas  Multiagente.  Con  el  objetivo  de  diferenciar  la  aportación  de  los  Sistemas 
Multiagente, se generaron dos algoritmos diferenciados, SMAGA‐1 y SMAGA‐2. El algoritmo 
SMAGA‐1  basa  su  diseño  en  la  tecnología  Multiagente  pero  no  incorpora  el  conjunto  de 
características propias de los Agentes en “sociedad”, y que por lo tanto, no aprovechan una 














seleccionados.  Entre  los  algoritmos  empleados  se  incluyen  aportaciones  propias  como  la 
metaheurística  SMAGA‐2  y  la  heurística  SSDS.  El  trabajo  de  análisis  comparativo  permitió 















Una  prueba  de  funcionamiento  de  conjunto  de  todos  los  procesos,  algoritmos  y  métodos 
implementados que permitió contrastar la eficacia y la eficiencia de la propuesta constituyó el 






Tasas  de  Productividad  mejores  que  con  el  método  actual  empleado  por  la  Empresa 
Seleccionada  para  el  contraste.  Los  tres  índices  de  referencia  (Incremento  de  la  Tasa  de 
Productividad,  Rendimiento  y  número  de  trabajos  cancelados)  fueron  favorables  a  la 















o  Considerar  dentro  de  este  trabajo  el  desarrollo  de  diferentes  propuestas 
relativas a la Toma de Decisiones Coordinadas. Se trata de dotar al sistema de 























actividades  del  Planificador.  Otra  función  que  se  debe  mejorar  en  la  Plataforma  es  la 






importante  replantearse,  y  que  es  común  a  ambos  tipos  de  Programa,  es  el  relativo  a  la 





del  mismo.  Se  debe  entender  que  en  este  sentido  es  de  especial  interés  intentar  buscar 
algoritmos  auto  configurables,  y  en  los  que  la  “personalidad”  de  los  Agentes  se  puede 
diferenciar aún más, entre otras cosas por el empleo de heurísticas diferentes, para iniciar 












tener,  parece  interesante  investigar  sobre  el  proceso  de  degradación  de  los  Programas 
Productivos en curso y vincular dichos resultados a las políticas de reprogramación. 
Finalmente,  comentar  la  posibilidad  de  generalizar  el  enfoque  empleado  (metodología, 









































































antes  de  realizar  el  programa.  En  caso  de  reprogramación  los  trabajos  a 
Programar son obtenidos a partir del Programa de Producción en curso. Se 
considera  que  no  existen  trabajos  cancelados  (esta  circunstancia  es  casi 










o  Entre  cada  una  de  las  etapa  del  sistema  existe  un  almacén  de  capacidad 
ilimitada. 
o  En  caso  de  Programación  Predictiva  no  existen  restricciones  de  materias 






o  Los  tiempos  de  proceso  y  cambio  de  partida  se  suponen  conocidos  con 
anterioridad. Aunque no con exactitud. Presentan incertidumbre. 
o  En la secuenciación se contempla la posibilidad de que algunos recursos no se 

























































































para  la  programación  o  reprogramación  de  la  producción.  Activa  desde  el  BP‐
Programación Predictiva o desde el BP‐ Programación Reactiva. Implica la cancelación 











































































o  Los  tiempos  de  proceso  y  cambio  de  partida  se  suponen  conocidos  con 
anterioridad.  
o  En la secuenciación se contempla la posibilidad de que algunos recursos no se 


















(según  el  Plan  Maestro),  indicando  el  recurso  sobre  el  cual  van  a  realizarse  las 
diferentes operaciones, así como la fecha de inicio y fin de la misma. 
•  Objetivos:  Obtener  un  programa  base  o  predictivo,  es  decir,  asignar,  secuenciar  y 
temporizar todos los trabajos pendientes para un periodo de tiempo en condiciones 
deterministas.  Debe  maximizar  el  uso  de  los  recursos  cumpliendo  las  fechas  más 
tardías de finalización de los trabajos. 
















































programa  base  en  función  de  los  mismos,  en  lo  que  se  denomina  programación 
reactiva. Para ello debe identificar la perturbación, actualizar el estado del sistema y 
volver a generar un programa a partir del anterior. 
•  Objetivos:  Reaccionar  eficazmente  contra  imprevistos  que  puedan  afectar  a  la 
programación de la producción en el taller. Reprograma la producción reparando el 











o  Existen  fechas  más  tardías  de  finalización  de  los  trabajos  que  se  suponen 
conocidas al inicio del programa de producción. 





















o  Los  tiempos  de  proceso  y  cambio  de  partida  se  suponen  conocidos  y 
actualizados con anterioridad.  
o  En la secuenciación se contempla la posibilidad de que algunos recursos no se 





























































































































•  Restricciones:  Recomendación  sobre  la  estrategia  en  forma  de  parámetros  del 
programa. 



















































































































•  Descripción:  Contiene  programas  de  la  producción  factibles  para  un  determinado 
cálculo. Ser un programa válido sólo implica que puede ser puesto en ejecución en 
cualquier instante, pero no lo vaya a ser. Debe contener los trabajos con especificación 









































































































































•  Descripción:  Contiene  el  conjunto  de  parámetros  necesarios  para  calcular  un 





















































































































































































































































































































































función  del  algoritmo  de  cálculo  que  se  utilice.  Al  mismo  tiempo  que  obtiene  la 




































































































































































Problema  n‐m  CI‐CS  CI‐CS  CI‐CS  CI‐CS  CI‐CS 
Taillard 001‐005  20‐5  1278  1359 1081 1293  1235 
Taillard 006‐010  20‐5  1195  1234 1206 1230  1108 
Taillard 011‐015  20‐10  1582  1659 1496 1377  1419 
Taillard 016‐020  20‐10  1397  1484 1538 1593  1591 
Taillard 021‐025  20‐20  2297  2099 2326 2223  2291 
Taillard 026‐030  20‐20  2226  2273 2200 2237  2178 
Taillard 031‐035  50‐5  2724  2834 2621 2751  2863 
Taillard 036‐040  50‐5  2829  2725 2683 2552  2782 
Taillard 041‐045  50‐10  2991  2867 2839 3063  2976 
Taillard 046‐050  50‐10  3006  3093 3037 2897  3065 
Taillard 051‐055  50‐20  3771‐ 3847 3668‐ 3704 3591‐ 3640 3635‐ 3719  3553‐ 3610
Taillard 056‐060  50‐20  3679  3672‐ 3704 3627‐ 3691 3645‐ 3741  3696‐ 3756
Taillard 061‐065  100‐5  5493  5268 5175 5014  5250 
Taillard 066‐070  100‐5  5135  5246 5094 5448  5322 
Taillard 071‐075  100‐10  5770  5349 5676 5781  5467 
Taillard 076‐080  100‐10  5303  5595 5617 5871  5845 
Taillard 081‐085  100‐20  6106‐ 6202  6183 6252‐ 6271 6254‐ 6269  6262‐ 6314
Taillard 086‐090  100‐20  6302‐ 6364  6184‐ 6268 6315‐ 6401 6204‐ 6275  6404‐ 6434
Taillard 091‐095  200‐10  10862  10480 10922 10889  10524






















26389  26560  26005  26457 
Tabla II­1. Cotas inferiores (CI) y superiores (CS) de los resultados obtenidos para las instancias de (Taillard, E. 
1993) 








Instancia  SDST10  SDST50  SDST100 SDST125 Instancia SDST10 SDST50 SDST100  SDST125
ta001  1330  1567  1891  2065  ta006  1269  1510  1824  1979 
ta002  1401  1580  1881  2040  ta007  1294  1531  1855  2002 
ta003  1161  1446  1758  1933  ta008  1282  1554  1894  2060 
ta004  1370  1644  1973  2137  ta009  1313  1585  1879  2005 
ta005  1303  1526  1813  1979  ta010  1178  1426  1732  1876 
ta011  1677  2009  2444  2656  ta016  1487  1816  2231  2445 
ta012  1751  2065  2458  2661  ta017  1573  1858  2282  2485 
ta013  1588  1897  2303  2515  ta018  1630  1962  2381  2586 
ta014  1465  1794  2212  2415  ta019  1676  1985  2376  2588 
ta015  1510  1842  2282  2502  ta020  1688  2013  2443  2655 
ta021  2391  2754  3244  3498  ta026  2321  2686  3168  3442 
ta022  2193  2565  3047  3290  ta027  2360  2712  3191  3452 
ta023  2414  2748  3207  3475  ta028  2296  2668  3165  3431 
ta024  2315  2658  3164  3437  ta029  2335  2701  3192  3456 
ta025  2386  2760  3242  3514  ta030  2267  2635  3111  3378 
ta031  2814  3250  3893  4226  ta036  2945  3429  4073  4405 
ta032  2946  3429  4056  4349  ta037  2848  3338  3999  4327 
ta033  2734  3245  3900  4212  ta038  2809  3306  3966  4294 
ta034  2883  3391  4020  4356  ta039  2673  3174  3808  4145 
ta035  2952  3400  4014  4342  ta040  2867  3350  4022  4341 
ta041  3210  3923  4812  5275  ta046  3196  3926  4816  5262 
ta042  3080  3807  4714  5177  ta047  3285  3986  4898  5340 
ta043  3060  3796  4705  5193  ta048  3222  3950  4849  5317 
ta044  3227  3956  4830  5286  ta049  3093  3829  4723  5194 
ta045  3200  3939  4812  5236  ta050  3272  3983  4880  5334 
ta051  4108  4980  6074  6643  ta056  3930  4791  5920  6494 
ta052  3942  4812  5910  6489  ta057  3966  4832  5958  6548 
ta053  3895  4781  5908  6502  ta058  3964  4831  5939  6519 
ta054  3973  4866  5997  6587  ta059  3996  4864  5948  6539 
ta055  3867  4769  5927  6495  ta060  4008  4891  6026  6596 
ta061  5647  6542  7714  8339  ta066  5312  6270  7468  8082 
ta062  5465  6389  7610  8230  ta067  5459  6390  7611  8267 
ta063  5406  6333  7539  8168  ta068  5316  6199  7424  7993 
ta064  5213  6182  7421  8005  ta069  5641  6576  7773  8393 
ta065  5466  6417  7620  8231  ta070  5537  6492  7735  8290 
ta071  6084  7450  9201  10070  ta076  5607  6964  8689  9529 
ta072  5683  7033  8794  9631  ta077  5884  7126  8858  9696 
ta073  5931  7262  9004  9808  ta078  5958  7290  9028  9891 
ta074  6182  7549  9276  10168  ta079  6177  7452  9133  10004 
ta075  5842  7240  9002  9852  ta080  6081  7364  9114  10013 
ta081  6744  8437  10578  11694  ta086  6867  8548  10679  11740 
ta082  6701  8387  10535  11679  ta087  6779  8482  10645  11784 
ta083  6770  8422  10552  11701  ta088  6954  8662  10794  11883 





ta085  6785  8471  10539  11675  ta090  6870  8519  10651  11753 
ta091  11354  14005  17307  18930  ta096  10974  13653  17022  18659 
ta092  11226  13902  17210  18876  ta097  11423  14115  17428  19118 
ta093  11521  14087  17386  19059  ta098  11362  14018  17407  19058 
ta094  11294  13873  17206  18934  ta099  11098  13857  17194  18819 
ta095  11207  13849  17244  18906  ta100  11284  13894  17263  18793 
ta101  12168  15450  19618  21765  ta106  12220  15514  19677  21829 
ta102  12278  15644  19816  21973  ta107  12329  15669  19888  22055 
ta103  12337  15689  19881  21975  ta108  12362  15645  19826  21902 
ta104  12300  15627  19810  21984  ta109  12228  15544  19757  21821 
ta105  12196  15470  19589  21773  ta110  12330  15694  19813  21975 
ta111  28491  36729  46716  52021  ta116  28756  37006  47074  52269 
ta112  28940  37113  47291  52380  ta117  28516  36674  46889  51917 
ta113  28695  36854  46964  52110  ta118  28884  36942  47183  52185 
ta114  28719  36904  47021  52194  ta119  28398  36575  46636  51746 
ta115  28596  36793  46994  51932  ta120  28737  36843  46902  52118 
Tabla II­2. Mejores resultados conocidos para el makespan utilizando las instancias de (Vallada, E., Ruiz, R., & 











A­II.2.1  Talleres  entre  una  y  tres  Máquinas  por  Etapa  (Problemas  P13): 
Límites Conocidos. 
 
Instancia  n  m Cmax Instancia  n  m  Cmax 
ta001_SSD10_P13  20  5  1001  ta002_SSD10_P13 20  5  1029 
ta003_SSD10_P13  20  5  1163  ta004_SSD10_P13 20  5  1178 
ta005_SSD10_P13  20  5  1343  ta006_SSD10_P13 20  5  1314 
ta007_SSD10_P13  20  5  1099  ta008_SSD10_P13 20  5  1074 
ta009_SSD10_P13  20  5  1153  ta010_SSD10_P13 20  5  1038 
ta011_SSD10_P13  20  10 1482  ta012_SSD10_P13 20  10  1439 
ta013_SSD10_P13  20  10 1316  ta014_SSD10_P13 20  10  1326 
ta015_SSD10_P13  20  10 1389  ta016_SSD10_P13 20  10  1347 
ta017_SSD10_P13  20  10 1435  ta018_SSD10_P13 20  10  1426 
ta019_SSD10_P13  20  10 1334  ta020_SSD10_P13 20  10  1316 
ta021_SSD10_P13  20  20 1468  ta022_SSD10_P13 20  20  1897 
ta023_SSD10_P13  20  20 1761  ta024_SSD10_P13 20  20  1890 
ta025_SSD10_P13  20  20 1402  ta026_SSD10_P13 20  20  1849 
ta027_SSD10_P13  20  20 1765  ta028_SSD10_P13 20  20  1886 
ta029_SSD10_P13  20  20 1889  ta030_SSD10_P13 20  20  1724 
ta031_SSD10_P13  50  5  2760  ta032_SSD10_P13 50  5  2593 
ta033_SSD10_P13  50  5  2716  ta034_SSD10_P13 50  5  2726 
ta035_SSD10_P13  50  5  3075  ta036_SSD10_P13 50  5  2772 
ta037_SSD10_P13  50  5  2518  ta038_SSD10_P13 50  5  2692 
ta039_SSD10_P13  50  5  2758  ta040_SSD10_P13 50  5  2710 
ta041_SSD10_P13  50  10 2786  ta042_SSD10_P13 50  10  3002 
ta043_SSD10_P13  50  10 3045  ta044_SSD10_P13 50  10  2992 
ta045_SSD10_P13  50  10 2932  ta046_SSD10_P13 50  10  2924 
ta047_SSD10_P13  50  10 3003  ta048_SSD10_P13 50  10  3002 
ta049_SSD10_P13  50  10 1254  ta050_SSD10_P13 50  10  2998 
ta051_SSD10_P13  50  20 3188  ta052_SSD10_P13 50  20  3419 
ta053_SSD10_P13  50  20 3435  ta054_SSD10_P13 50  20  3201 
ta055_SSD10_P13  50  20 3360  ta056_SSD10_P13 50  20  3383 
ta057_SSD10_P13  50  20 3587  ta058_SSD10_P13 50  20  3421 





ta061_SSD10_P13  100  5  2133  ta062_SSD10_P13 100 5  5285 
ta063_SSD10_P13  100  5  2079  ta064_SSD10_P13 100 5  1839 
ta065_SSD10_P13  100  5  5263  ta066_SSD10_P13 100 5  5323 
ta067_SSD10_P13  100  5  5289  ta068_SSD10_P13 100 5  5062 
ta069_SSD10_P13  100  5  5645  ta070_SSD10_P13 100 5  4983 
ta071_SSD10_P13  100  10 2427  ta072_SSD10_P13 100 10  5741 
ta073_SSD10_P13  100  10 5759  ta074_SSD10_P13 100 10  5749 
ta075_SSD10_P13  100  10 2145  ta076_SSD10_P13 100 10  5842 
ta077_SSD10_P13  100  10 5682  ta078_SSD10_P13 100 10  5728 
ta079_SSD10_P13  100  10 5149  ta080_SSD10_P13 100 10  5718 
ta081_SSD10_P13  100  20 5830  ta082_SSD10_P13 100 20  6501 
ta083_SSD10_P13  100  20 6226  ta084_SSD10_P13 100 20  5811 
ta085_SSD10_P13  100  20 6336  ta086_SSD10_P13 100 20  6206 
ta087_SSD10_P13  100  20 5624  ta088_SSD10_P13 100 20  5498 
ta089_SSD10_P13  100  20 6167  ta090_SSD10_P13 100 20  6040 
ta091_SSD10_P13  200  10 11037 ta092_SSD10_P13 200 10  11337 
ta093_SSD10_P13  200  10 10934 ta094_SSD10_P13 200 10  10900 
ta095_SSD10_P13  200  10 10864 ta096_SSD10_P13 200 10  10519 
ta097_SSD10_P13  200  10 10702 ta098_SSD10_P13 200 10  11069 
ta099_SSD10_P13  200  10 10317 ta100_SSD10_P13 200 10  10876 
ta101_SSD10_P13  200  20 11355 ta102_SSD10_P13 200 20  11612 
ta103_SSD10_P13  200  20 11231 ta104_SSD10_P13 200 20  11511 
ta105_SSD10_P13  200  20 10821 ta106_SSD10_P13 200 20  11535 
ta107_SSD10_P13  200  20 11772 ta108_SSD10_P13 200 20  11301 




Instancia  n  m Cmax Instancia  n  m  Cmax 
ta001_SSD50_P13  20  5  1065  ta002_SSD50_P13 20  5  1197 
ta003_SSD50_P13  20  5  1298  ta004_SSD50_P13 20  5  1247 
ta005_SSD50_P13  20  5  1423  ta006_SSD50_P13 20  5  1392 
ta007_SSD50_P13  20  5  1220  ta008_SSD50_P13 20  5  1146 
ta009_SSD50_P13  20  5  1318  ta010_SSD50_P13 20  5  1177 
ta011_SSD50_P13  20  10 1752  ta012_SSD50_P13 20  10  1567 
ta013_SSD50_P13  20  10 1570  ta014_SSD50_P13 20  10  1508 
ta015_SSD50_P13  20  10 1628  ta016_SSD50_P13 20  10  1515 
ta017_SSD50_P13  20  10 1680  ta018_SSD50_P13 20  10  1654 
ta019_SSD50_P13  20  10 1647  ta020_SSD50_P13 20  10  1477 







ta023_SSD50_P13  20  20 2030  ta024_SSD50_P13 20  20  2097 
ta025_SSD50_P13  20  20 1615  ta026_SSD50_P13 20  20  2115 
ta027_SSD50_P13  20  20 2082  ta028_SSD50_P13 20  20  2138 
ta029_SSD50_P13  20  20 2253  ta030_SSD50_P13 20  20  1992 
ta031_SSD50_P13  50  5  3093  ta032_SSD50_P13 50  5  2887 
ta033_SSD50_P13  50  5  3237  ta034_SSD50_P13 50  5  3049 
ta035_SSD50_P13  50  5  3386  ta036_SSD50_P13 50  5  3316 
ta037_SSD50_P13  50  5  2697  ta038_SSD50_P13 50  5  2977 
ta039_SSD50_P13  50  5  3004  ta040_SSD50_P13 50  5  3026 
ta041_SSD50_P13  50  10 3092  ta042_SSD50_P13 50  10  3570 
ta043_SSD50_P13  50  10 3645  ta044_SSD50_P13 50  10  3636 
ta045_SSD50_P13  50  10 3482  ta046_SSD50_P13 50  10  3469 
ta047_SSD50_P13  50  10 3450  ta048_SSD50_P13 50  10  3535 
ta049_SSD50_P13  50  10 1667  ta050_SSD50_P13 50  10  3474 
ta051_SSD50_P13  50  20 3747  ta052_SSD50_P13 50  20  4030 
ta053_SSD50_P13  50  20 4153  ta054_SSD50_P13 50  20  3895 
ta055_SSD50_P13  50  20 4060  ta056_SSD50_P13 50  20  4092 
ta057_SSD50_P13  50  20 4307  ta058_SSD50_P13 50  20  4101 
ta059_SSD50_P13  50  20 4111  ta060_SSD50_P13 50  20  4164 
ta061_SSD50_P13  100  5  2966  ta062_SSD50_P13 100 5  5468 
ta063_SSD50_P13  100  5  2782  ta064_SSD50_P13 100 5  2330 
ta065_SSD50_P13  100  5  5807  ta066_SSD50_P13 100 5  6163 
ta067_SSD50_P13  100  5  5861  ta068_SSD50_P13 100 5  5590 
ta069_SSD50_P13  100  5  6427  ta070_SSD50_P13 100 5  5478 
ta071_SSD50_P13  100  10 3312  ta072_SSD50_P13 100 10  6934 
ta073_SSD50_P13  100  10 6363  ta074_SSD50_P13 100 10  6452 
ta075_SSD50_P13  100  10 3029  ta076_SSD50_P13 100 10  6902 
ta077_SSD50_P13  100  10 6583  ta078_SSD50_P13 100 10  6323 
ta079_SSD50_P13  100  10 5371  ta080_SSD50_P13 100 10  6512 
ta081_SSD50_P13  100  20 6917  ta082_SSD50_P13 100 20  7483 
ta083_SSD50_P13  100  20 7651  ta084_SSD50_P13 100 20  6842 
ta085_SSD50_P13  100  20 7636  ta086_SSD50_P13 100 20  7527 
ta087_SSD50_P13  100  20 6534  ta088_SSD50_P13 100 20  6133 
ta089_SSD50_P13  100  20 7525  ta090_SSD50_P13 100 20  7297 
ta091_SSD50_P13  200  10 12113 ta092_SSD50_P13 200 10  13109 
ta093_SSD50_P13  200  10 12689 ta094_SSD50_P13 200 10  12991 
ta095_SSD50_P13  200  10 11956 ta096_SSD50_P13 200 10  11476 
ta097_SSD50_P13  200  10 12135 ta098_SSD50_P13 200 10  13349 
ta099_SSD50_P13  200  10 11376 ta100_SSD50_P13 200 10  12225 
ta101_SSD50_P13  200  20 13428 ta102_SSD50_P13 200 20  14618 





ta105_SSD50_P13  200  20 12376 ta106_SSD50_P13 200 20  13426 
ta107_SSD50_P13  200  20 13956 ta108_SSD50_P13 200 20  13582 
ta109_SSD50_P13  200  20 14664 ta110_SSD50_P13 200 20  14547 
Tabla II­4. Mejores resultados conocidos para el makespan del grupo de problemas SDD50_P13 propuestos por 
(Vallada, E. et al. 2003) 
Instancia  n  m Cmax Instancia  n  m  Cmax 
ta001_SSD100_P13  20  5  1171  ta002_SSD100_P13 20  5  1410 
ta003_SSD100_P13  20  5  1502  ta004_SSD100_P13 20  5  1340 
ta005_SSD100_P13  20  5  1574  ta006_SSD100_P13 20  5  1557 
ta007_SSD100_P13  20  5  1424  ta008_SSD100_P13 20  5  1232 
ta009_SSD100_P13  20  5  1519  ta010_SSD100_P13 20  5  1335 
ta011_SSD100_P13  20  10 2066  ta012_SSD100_P13 20  10  1818 
ta013_SSD100_P13  20  10 1891  ta014_SSD100_P13 20  10  1704 
ta015_SSD100_P13  20  10 1987  ta016_SSD100_P13 20  10  1804 
ta017_SSD100_P13  20  10 2000  ta018_SSD100_P13 20  10  1967 
ta019_SSD100_P13  20  10 1906  ta020_SSD100_P13 20  10  1677 
ta021_SSD100_P13  20  20 1960  ta022_SSD100_P13 20  20  2571 
ta023_SSD100_P13  20  20 2363  ta024_SSD100_P13 20  20  2471 
ta025_SSD100_P13  20  20 1883  ta026_SSD100_P13 20  20  2486 
ta027_SSD100_P13  20  20 2472  ta028_SSD100_P13 20  20  2490 
ta029_SSD100_P13  20  20 2692  ta030_SSD100_P13 20  20  2353 
ta031_SSD100_P13  50  5  3488  ta032_SSD100_P13 50  5  3274 
ta033_SSD100_P13  50  5  3887  ta034_SSD100_P13 50  5  3420 
ta035_SSD100_P13  50  5  3949  ta036_SSD100_P13 50  5  3925 
ta037_SSD100_P13  50  5  2838  ta038_SSD100_P13 50  5  3410 
ta039_SSD100_P13  50  5  3411  ta040_SSD100_P13 50  5  3480 
ta041_SSD100_P13  50  10 3509  ta042_SSD100_P13 50  10  4334 
ta043_SSD100_P13  50  10 4512  ta044_SSD100_P13 50  10  4400 
ta045_SSD100_P13  50  10 4180  ta046_SSD100_P13 50  10  4224 
ta047_SSD100_P13  50  10 4018  ta048_SSD100_P13 50  10  4248 
ta049_SSD100_P13  50  10 2187  ta050_SSD100_P13 50  10  4062 
ta051_SSD100_P13  50  20 4470  ta052_SSD100_P13 50  20  4910 
ta053_SSD100_P13  50  20 5040  ta054_SSD100_P13 50  20  4726 
ta055_SSD100_P13  50  20 4919  ta056_SSD100_P13 50  20  5122 
ta057_SSD100_P13  50  20 5297  ta058_SSD100_P13 50  20  5118 
ta059_SSD100_P13  50  20 5002  ta060_SSD100_P13 50  20  5049 
ta061_SSD100_P13  100  5  3744  ta062_SSD100_P13 100 5  5745 
ta063_SSD100_P13  100  5  3710  ta064_SSD100_P13 100 5  2819 
ta065_SSD100_P13  100  5  6604  ta066_SSD100_P13 100 5  7071 







ta069_SSD100_P13  100  5  7417  ta070_SSD100_P13 100 5  6219 
ta071_SSD100_P13  100  10 4521  ta072_SSD100_P13 100 10  8518 
ta073_SSD100_P13  100  10 7463  ta074_SSD100_P13 100 10  7482 
ta075_SSD100_P13  100  10 3840  ta076_SSD100_P13 100 10  8331 
ta077_SSD100_P13  100  10 7812  ta078_SSD100_P13 100 10  7075 
ta079_SSD100_P13  100  10 5704  ta080_SSD100_P13 100 10  7567 
ta081_SSD100_P13  100  20 8373  ta082_SSD100_P13 100 20  9200 
ta083_SSD100_P13  100  20 9530  ta084_SSD100_P13 100 20  8375 
ta085_SSD100_P13  100  20 9305  ta086_SSD100_P13 100 20  9291 
ta087_SSD100_P13  100  20 7706  ta088_SSD100_P13 100 20  7005 
ta089_SSD100_P13  100  20 9192  ta090_SSD100_P13 100 20  8973 
ta091_SSD100_P13  200  10 13326 ta092_SSD100_P13 200 10  15702 
ta093_SSD100_P13  200  10 15038 ta094_SSD100_P13 200 10  15869 
ta095_SSD100_P13  200  10 13322 ta096_SSD100_P13 200 10  12697 
ta097_SSD100_P13  200  10 14024 ta098_SSD100_P13 200 10  16111 
ta099_SSD100_P13  200  10 12668 ta100_SSD100_P13 200 10  14058 
ta101_SSD100_P13  200  20 15866 ta102_SSD100_P13 200 20  18262 
ta103_SSD100_P13  200  20 16106 ta104_SSD100_P13 200 20  17385 
ta105_SSD100_P13  200  20 14527 ta106_SSD100_P13 200 20  15863 
ta107_SSD100_P13  200  20 16586 ta108_SSD100_P13 200 20  16452 
ta109_SSD100_P13  200  20 18231 ta110_SSD100_P13 200 20  17866 
Tabla II­5. Mejores resultados conocidos para el makespan del grupo de problemas SDD100_P13 propuestos por 
(Vallada, E. et al. 2003) 
Instancia  n  m Cmax Instancia  n  m  Cmax 
ta001_SSD125_P13  20  5  1203  ta002_SSD125_P13 20  5  1497 
ta003_SSD125_P13  20  5  1604  ta004_SSD125_P13 20  5  1396 
ta005_SSD125_P13  20  5  1657  ta006_SSD125_P13 20  5  1635 
ta007_SSD125_P13  20  5  1490  ta008_SSD125_P13 20  5  1294 
ta009_SSD125_P13  20  5  1630  ta010_SSD125_P13 20  5  1409 
ta011_SSD125_P13  20  10 2252  ta012_SSD125_P13 20  10  1983 
ta013_SSD125_P13  20  10 2017  ta014_SSD125_P13 20  10  1790 
ta015_SSD125_P13  20  10 2145  ta016_SSD125_P13 20  10  1945 
ta017_SSD125_P13  20  10 2101  ta018_SSD125_P13 20  10  2128 
ta019_SSD125_P13  20  10 2085  ta020_SSD125_P13 20  10  1795 
ta021_SSD125_P13  20  20 2137  ta022_SSD125_P13 20  20  2750 
ta023_SSD125_P13  20  20 2560  ta024_SSD125_P13 20  20  2652 
ta025_SSD125_P13  20  20 2040  ta026_SSD125_P13 20  20  2668 
ta027_SSD125_P13  20  20 2628  ta028_SSD125_P13 20  20  2699 





ta031_SSD125_P13  50  5  3778  ta032_SSD125_P13 50  5  3447 
ta033_SSD125_P13  50  5  4272  ta034_SSD125_P13 50  5  3693 
ta035_SSD125_P13  50  5  4172  ta036_SSD125_P13 50  5  4312 
ta037_SSD125_P13  50  5  2912  ta038_SSD125_P13 50  5  3647 
ta039_SSD125_P13  50  5  3655  ta040_SSD125_P13 50  5  3722 
ta041_SSD125_P13  50  10 3837  ta042_SSD125_P13 50  10  4612 
ta043_SSD125_P13  50  10 5068  ta044_SSD125_P13 50  10  4784 
ta045_SSD125_P13  50  10 4554  ta046_SSD125_P13 50  10  4489 
ta047_SSD125_P13  50  10 4328  ta048_SSD125_P13 50  10  4627 
ta049_SSD125_P13  50  10 2374  ta050_SSD125_P13 50  10  4354 
ta051_SSD125_P13  50  20 4746  ta052_SSD125_P13 50  20  5379 
ta053_SSD125_P13  50  20 5516  ta054_SSD125_P13 50  20  5248 
ta055_SSD125_P13  50  20 5318  ta056_SSD125_P13 50  20  5534 
ta057_SSD125_P13  50  20 5722  ta058_SSD125_P13 50  20  5512 
ta059_SSD125_P13  50  20 5352  ta060_SSD125_P13 50  20  5594 
ta061_SSD125_P13  100  5  4109  ta062_SSD125_P13 100 5  5915 
ta063_SSD125_P13  100  5  4038  ta064_SSD125_P13 100 5  3066 
ta065_SSD125_P13  100  5  6913  ta066_SSD125_P13 100 5  7632 
ta067_SSD125_P13  100  5  6815  ta068_SSD125_P13 100 5  6736 
ta069_SSD125_P13  100  5  7850  ta070_SSD125_P13 100 5  6628 
ta071_SSD125_P13  100  10 4905  ta072_SSD125_P13 100 10  9418 
ta073_SSD125_P13  100  10 7957  ta074_SSD125_P13 100 10  8138 
ta075_SSD125_P13  100  10 4378  ta076_SSD125_P13 100 10  9318 
ta077_SSD125_P13  100  10 8648  ta078_SSD125_P13 100 10  7445 
ta079_SSD125_P13  100  10 5896  ta080_SSD125_P13 100 10  7977 
ta081_SSD125_P13  100  20 9156  ta082_SSD125_P13 100 20  9958 
ta083_SSD125_P13  100  20 10311 ta084_SSD125_P13 100 20  9081 
ta085_SSD125_P13  100  20 10221 ta086_SSD125_P13 100 20  10336 
ta087_SSD125_P13  100  20 8230  ta088_SSD125_P13 100 20  7544 
ta089_SSD125_P13  100  20 10045 ta090_SSD125_P13 100 20  10005 
ta091_SSD125_P13  200  10 14183 ta092_SSD125_P13 200 10  16779 
ta093_SSD125_P13  200  10 16468 ta094_SSD125_P13 200 10  17119 
ta095_SSD125_P13  200  10 14048 ta096_SSD125_P13 200 10  13419 
ta097_SSD125_P13  200  10 15154 ta098_SSD125_P13 200 10  17596 
ta099_SSD125_P13  200  10 13388 ta100_SSD125_P13 200 10  14897 
ta101_SSD125_P13  200  20 16874 ta102_SSD125_P13 200 20  20018 
ta103_SSD125_P13  200  20 17470 ta104_SSD125_P13 200 20  18983 
ta105_SSD125_P13  200  20 15402 ta106_SSD125_P13 200 20  17064 
ta107_SSD125_P13  200  20 17878 ta108_SSD125_P13 200 20  17653 
ta109_SSD125_P13  200  20 20035 ta110_SSD125_P13 200 20  19981 
Tabla II­6. Mejores resultados conocidos para el makespan del grupo de problemas SDD125_P13 propuestos por 
























ta002_SSD10_P13  20  5  1029  ‐0,0971  1028  0  1029 
ta004_SSD10_P13  20  5  1178  0  1178  0  1178 
ta006_SSD10_P13  20  5  1314  0  1314  0  1314 
ta008_SSD10_P13  20  5  1074  ‐0,6517  1067  ‐0,5586  1068 
ta010_SSD10_P13  20  5  1038  ‐0,3853  1034 ‐ 0,3853  1034 
ta012_SSD10_P13  20  10  1439  0  1439  0  1439 
ta014_SSD10_P13  20  10  1326  ‐0,0754  1325  0,07541  1327 
ta016_SSD10_P13  20  10  1347  ‐0,2227  1344  ‐0,0742  1346 
ta018_SSD10_P13  20  10  1426  ‐0,6311  1417 ‐ 0,6311  1417 
ta020_SSD10_P13  20  10  1316  0  1316  ‐0,0759  1315 
ta022_SSD10_P13  20  20  1897  ‐0,4217  1889  0  1897 
ta024_SSD10_P13  20  20  1890  ‐0,6878  1877  ‐0,7407  1876 
ta026_SSD10_P13  20  20  1849  ‐0,2163  1845  ‐0,054  1848 
ta028_SSD10_P13  20  20  1886  ‐1,1134  1865  ‐0,5302  1876 
ta030_SSD10_P13  20  20  1724  ‐0,986  1707  ‐0,696  1712 
ta032_SSD10_P13  50  5  2593  0,03856  2594  0,15426  2597 
ta034_SSD10_P13  50  5  2726  ‐0,2934  2718  ‐0,1834  2721 
ta036_SSD10_P13  50  5  2772  0,03607  2773  0,03607  2773 
ta038_SSD10_P13  50  5  2692  0  2692  0,22288  2698 
ta040_SSD10_P13  50  5  2710  ‐0,2583  2703  ‐0,369  2700 
ta042_SSD10_P13  50  10  3002  ‐0,0333  3001  0,23317  3009 
ta044_SSD10_P13  50  10  2992  ‐1,0026  2962  ‐0,7018  2971 
ta046_SSD10_P13  50  10  2924  ‐0,4445  2911  0,37619  2935 
ta048_SSD10_P13  50  10  3002  0,03331  3003  0,23317  3009 
ta050_SSD10_P13  50  10  2998  ‐0,0333  2997  ‐0,1334  2994 
ta052_SSD10_P13  50  20  3419  ‐1,4039  3371  ‐1,2576  3376 
ta054_SSD10_P13  50  20  3201  0,71852  3224  0,37488  3213 





ta058_SSD10_P13  50  20  3421  0,58462  3441  0,02923  3422 













ta002_SSD50_P13  20  5  1197  0  1197  0  1197 
ta004_SSD50_P13  20  5  1247  ‐0,1603  1245  0,08019  1248 
ta006_SSD50_P13  20  5  1392  0  1392  0,35919  1397 
ta008_SSD50_P13  20  5  1146  0  1146  0,17452  1148 
ta010_SSD50_P13  20  5  1177  ‐0,1699  1175  0  1177 
ta012_SSD50_P13  20  10  1567  0  1567  0  1567 
ta014_SSD50_P13  20  10  1508  0  1508  0  1508 
ta016_SSD50_P13  20  10  1515  0  1515  0  1515 
ta018_SSD50_P13  20  10  1654  0  1654  0  1654 
ta020_SSD50_P13  20  10  1477  0  1477  0  1477 
ta022_SSD50_P13  20  20  2199  ‐0,2623  2193  0,7276  2215 
ta024_SSD50_P13  20  20  2097  ‐0,4221  2088  0  2097 
ta026_SSD50_P13  20  20  2115  0  2115  0  2115 
ta028_SSD50_P13  20  20  2138  ‐0,0467  2137  0,09354  2140 
ta030_SSD50_P13  20  20  1992  ‐0,7282  1977  ‐0,1506  1989 
ta032_SSD50_P13  50  5  2887  ‐0,9625  2859  0,41565  2899 
ta034_SSD50_P13  50  5  3049  ‐0,9511  3020  ‐0,2951  3040 
ta036_SSD50_P13  50  5  3316  ‐0,5428  3298  ‐0,5126  3299 
ta038_SSD50_P13  50  5  2977  ‐0,2687  2969  0,43668  2990 
ta040_SSD50_P13  50  5  3026  0,23132  3033  0,16523  3031 
ta042_SSD50_P13  50  10  3570  ‐1,2044  3527  ‐1,1764  3528 
ta044_SSD50_P13  50  10  3636  ‐1,1276  3595  ‐0,22  3628 
ta046_SSD50_P13  50  10  3469  ‐0,1729  3463  ‐0,1153  3465 
ta048_SSD50_P13  50  10  3535  ‐0,2828  3525  ‐0,2545  3526 
ta050_SSD50_P13  50  10  3474  ‐0,9786  3440  0  3474 
ta052_SSD50_P13  50  20  4030  0,08019  4033  0,19851  4038 
ta054_SSD50_P13  50  20  3895  ‐0,1283  3890  ‐0,154  3889 
ta056_SSD50_P13  50  20  4092  0,12218  4097  0,65982  4119 
ta058_SSD50_P13  50  20  4101  ‐0,1699  4094  0,43891  4119 
ta060_SSD50_P13  50  20  4164  0,43227  4182  0,28818  4176 
Tabla II­8. Mejores resultados alcanzados para el makespan del grupo de problemas SDD50_P13 propuestos por 

















ta002_SSD100_P13  20  5  1410  0,14184  1412  0,78014  1421 
ta004_SSD100_P13  20  5  1340  ‐0,1492  1338  1,04477  1354 
ta006_SSD100_P13  20  5  1557  0  1557  0  1557 
ta008_SSD100_P13  20  5  1232  0  1232  ‐0,1623  1230 
ta010_SSD100_P13  20  5  1335  ‐0,2247  1332 ‐ 0,2247  1332 
ta012_SSD100_P13  20  10  1818  0  1818  0  1818 
ta014_SSD100_P13  20  10  1704  0  1704  0,23474  1708 
ta016_SSD100_P13  20  10  1804  0  1804  1,05321  1823 
ta018_SSD100_P13  20  10  1967  0  1967  0,45754  1976 
ta020_SSD100_P13  20  10  1677  0  1677  0  1677 
ta022_SSD100_P13  20  20  2571  0  2571  0  2571 
ta024_SSD100_P13  20  20  2471  0  2471  0,24281  2477 
ta026_SSD100_P13  20  20  2486  ‐0,2011  2481  ‐0,4827  2474 
ta028_SSD100_P13  20  20  2490  0  2490  0  2490 
ta030_SSD100_P13  20  20  2353  0  2353  0  2353 
ta032_SSD100_P13  50  5  3274  ‐0,8246  3247  0,03054  3275 
ta034_SSD100_P13  50  5  3420  0,76023  3446  ‐0,4093  3406 
ta036_SSD100_P13  50  5  3925  ‐0,2292  3916  ‐1,2993  3874 
ta038_SSD100_P13  50  5  3410  ‐0,4692  3394  ‐0,1173  3406 
ta040_SSD100_P13  50  5  3480  ‐1,7816  3418  ‐0,1149  3476 
ta042_SSD100_P13  50  10  4334  ‐2,6765  4218  ‐1,2459  4280 
ta044_SSD100_P13  50  10  4400  ‐1,0909  4352  ‐1,5  4334 
ta046_SSD100_P13  50  10  4224  ‐2,2253  4130  ‐1,9649  4141 
ta048_SSD100_P13  50  10  4248  ‐2,8719  4126  ‐0,8239  4213 
ta050_SSD100_P13  50  10  4062  ‐1,8956  3985  ‐0,123  4057 
ta052_SSD100_P13  50  20  4910  ‐0,3258  4894  0,50916  4935 
ta054_SSD100_P13  50  20  4726  0,06347  4729  ‐0,1692  4718 
ta056_SSD100_P13  50  20  5122  ‐1,4837  5046  ‐0,3709  5103 
ta058_SSD100_P13  50  20  5118  ‐1,3091  5051  ‐0,508  5092 



















ta002_SSD125_P13  20  5  1497  0  1497  1,4696  1519 
ta004_SSD125_P13  20  5  1396  ‐0,7163  1386  ‐0,5014  1389 
ta006_SSD125_P13  20  5  1635  0,97859  1651  0,97859  1651 
ta008_SSD125_P13  20  5  1294  ‐1,0046  1281 ‐ 1,0046  1281 
ta010_SSD125_P13  20  5  1409  0  1409  0  1409 
ta012_SSD125_P13  20  10  1983  0  1983  0,05042  1984 
ta014_SSD125_P13  20  10  1790  0  1790  0  1790 
ta016_SSD125_P13  20  10  1945  0,92544  1963  0  1945 
ta018_SSD125_P13  20  10  2128  0,23496  2133  0,28195  2134 
ta020_SSD125_P13  20  10  1795  0  1795  0  1795 
ta022_SSD125_P13  20  20  2750  0  2750  0  2750 
ta024_SSD125_P13  20  20  2652  0  2652  0,5279  2666 
ta026_SSD125_P13  20  20  2668  ‐0,1124  2665  0,22488  2674 
ta028_SSD125_P13  20  20  2699  0  2699  0  2699 
ta030_SSD125_P13  20  20  2521  0,43633  2532  0  2521 
ta032_SSD125_P13  50  5  3447  ‐0,058  3445  1,33449  3493 
ta034_SSD125_P13  50  5  3693  ‐2,3016  3608  ‐0,5415  3673 
ta036_SSD125_P13  50  5  4312  ‐1,1827  4261  ‐0,8116  4277 
ta038_SSD125_P13  50  5  3647  ‐0,4935  3629  ‐0,9871  3611 
ta040_SSD125_P13  50  5  3722  ‐1,7463  3657  ‐0,7791  3693 
ta042_SSD125_P13  50  10  4612  ‐2,9921  4474  ‐0,4119  4593 
ta044_SSD125_P13  50  10  4784  ‐0,9824  4737  ‐1,8185  4697 
ta046_SSD125_P13  50  10  4489  ‐0,9578  4446  ‐0,3564  4473 
ta048_SSD125_P13  50  10  4627  ‐2,5718  4508  ‐0,6267  4598 
ta050_SSD125_P13  50  10  4354  ‐1,4469  4291  ‐0,9186  4314 
ta052_SSD125_P13  50  20  5379  ‐0,9295  5329  ‐0,7808  5337 
ta054_SSD125_P13  50  20  5248  ‐0,381  5228  ‐0,3239  5231 
ta056_SSD125_P13  50  20  5534  ‐0,9215  5483  ‐0,8673  5486 
ta058_SSD125_P13  50  20  5512  0,3447  5531  0,2177  5524 
ta060_SSD125_P13  50  20  5594  ‐2,1451  5474  ‐1,3943  5516 
Tabla II­10. Mejores resultados alcanzados para el makespan del grupo de problemas SDD125_P13 propuestos 








A­II.2.3  Talleres  con  tres  Máquinas  por  Etapa  (Problemas  P3):  Límites 
Conocidos 
Instancia  N  m Cmax Instancia  n  m Cmax 
ta001_SSD10_P3  20  5  341  ta002_SSD10_P3 20  5  351 
ta003_SSD10_P3  20  5  336  ta004_SSD10_P3 20  5  352 
ta005_SSD10_P3  20  5  323  ta006_SSD10_P3 20  5  348 
ta007_SSD10_P3  20  5  349  ta008_SSD10_P3 20  5  332 
ta009_SSD10_P3  20  5  301  ta010_SSD10_P3 20  5  322 
ta011_SSD10_P3  20  10 557  ta012_SSD10_P3 20  10 541 
ta013_SSD10_P3  20  10 511  ta014_SSD10_P3 20  10 461 
ta015_SSD10_P3  20  10 513  ta016_SSD10_P3 20  10 509 
ta017_SSD10_P3  20  10 542  ta018_SSD10_P3 20  10 513 
ta019_SSD10_P3  20  10 508  ta020_SSD10_P3 20  10 533 
ta021_SSD10_P3  20  20 933  ta022_SSD10_P3 20  20 786 
ta023_SSD10_P3  20  20 863  ta024_SSD10_P3 20  20 782 
ta025_SSD10_P3  20  20 838  ta026_SSD10_P3 20  20 859 
ta027_SSD10_P3  20  20 888  ta028_SSD10_P3 20  20 869 
ta029_SSD10_P3  20  20 871  ta030_SSD10_P3 20  20 878 
ta031_SSD10_P3  50  5  678  ta032_SSD10_P3 50  5  678 
ta033_SSD10_P3  50  5  673  ta034_SSD10_P3 50  5  680 
ta035_SSD10_P3  50  5  661  ta036_SSD10_P3 50  5  700 
ta037_SSD10_P3  50  5  642  ta038_SSD10_P3 50  5  656 
ta039_SSD10_P3  50  5  737  ta040_SSD10_P3 50  5  684 
ta041_SSD10_P3  50  10 875  ta042_SSD10_P3 50  10 867 
ta043_SSD10_P3  50  10 939  ta044_SSD10_P3 50  10 837 
ta045_SSD10_P3  50  10 941  ta046_SSD10_P3 50  10 940 
ta047_SSD10_P3  50  10 942  ta048_SSD10_P3 50  10 947 
ta049_SSD10_P3  50  10 899  ta050_SSD10_P3 50  10 926 
ta051_SSD10_P3  50  20 1345 ta052_SSD10_P3 50  20 2168 
ta053_SSD10_P3  50  20 1321 ta054_SSD10_P3 50  20 1324 
ta055_SSD10_P3  50  20 1290 ta056_SSD10_P3 50  20 1325 
ta057_SSD10_P3  50  20 1342 ta058_SSD10_P3 50  20 1284 
ta059_SSD10_P3  50  20 1297 ta060_SSD10_P3 50  20 1316 
ta061_SSD10_P3  100  5  1289 ta062_SSD10_P3 100 5  1297 
ta063_SSD10_P3  100  5  1319 ta064_SSD10_P3 100 5  1263 
ta065_SSD10_P3  100  5  1269 ta066_SSD10_P3 100 5  1260 
ta067_SSD10_P3  100  5  1284 ta068_SSD10_P3 100 5  1236 





ta071_SSD10_P3  100  10 1573 ta072_SSD10_P3 100 10 1532 
ta073_SSD10_P3  100  10 1616 ta074_SSD10_P3 100 10 1555 
ta075_SSD10_P3  100  10 1451 ta076_SSD10_P3 100 10 1554 
ta077_SSD10_P3  100  10 1596 ta078_SSD10_P3 100 10 1534 
ta079_SSD10_P3  100  10 1548 ta080_SSD10_P3 100 10 1519 
ta081_SSD10_P3  100  20 2027 ta082_SSD10_P3 100 20 2044 
ta083_SSD10_P3  100  20 2053 ta084_SSD10_P3 100 20 1977 
ta085_SSD10_P3  100  20 1990 ta086_SSD10_P3 100 20 1992 
ta087_SSD10_P3  100  20 2053 ta088_SSD10_P3 100 20 2032 
ta089_SSD10_P3  100  20 2077 ta090_SSD10_P3 100 20 2072 
ta091_SSD10_P3  200  10 2734 ta092_SSD10_P3 200 10 2749 
ta093_SSD10_P3  200  10 2770 ta094_SSD10_P3 200 10 2790 
ta095_SSD10_P3  200  10 2774 ta096_SSD10_P3 200 10 2772 
ta097_SSD10_P3  200  10 2781 ta098_SSD10_P3 200 10 2791 
ta099_SSD10_P3  200  10 2724 ta100_SSD10_P3 200 10 2850 
ta101_SSD10_P3  200  20 3483 ta102_SSD10_P3 200 20 3361 
ta103_SSD10_P3  200  20 3460 ta104_SSD10_P3 200 20 3410 
ta105_SSD10_P3  200  20 3459 ta106_SSD10_P3 200 20 3461 
ta107_SSD10_P3  200  20 3481 ta108_SSD10_P3 200 20 3442 
ta109_SSD10_P3  200  20 3408 ta110_SSD10_P3 200 20 3457 
Tabla II­11. Mejores resultados conocidos para el makespan del grupo de problemas SDD10_P3 propuestos por 
(Vallada, E. et al. 2003) 
Instancia  N  m Cmax Instancia  n  m Cmax 
ta001_SSD50_P3  20  5  446  ta002_SSD50_P3 20  5  459 
ta003_SSD50_P3  20  5  440  ta004_SSD50_P3 20  5  461 
ta005_SSD50_P3  20  5  431  ta006_SSD50_P3 20  5  440 
ta007_SSD50_P3  20  5  470  ta008_SSD50_P3 20  5  429 
ta009_SSD50_P3  20  5  434  ta010_SSD50_P3 20  5  412 
ta011_SSD50_P3  20  10 673  ta012_SSD50_P3 20  10 652 
ta013_SSD50_P3  20  10 640  ta014_SSD50_P3 20  10 580 
ta015_SSD50_P3  20  10 648  ta016_SSD50_P3 20  10 637 
ta017_SSD50_P3  20  10 675  ta018_SSD50_P3 20  10 621 
ta019_SSD50_P3  20  10 665  ta020_SSD50_P3 20  10 646 
ta021_SSD50_P3  20  20 1070 ta022_SSD50_P3 20  20 928 
ta023_SSD50_P3  20  20 1018 ta024_SSD50_P3 20  20 926 
ta025_SSD50_P3  20  20 1004 ta026_SSD50_P3 20  20 999 
ta027_SSD50_P3  20  20 1042 ta028_SSD50_P3 20  20 1020 
ta029_SSD50_P3  20  20 1020 ta030_SSD50_P3 20  20 1012 
ta031_SSD50_P3  50  5  982  ta032_SSD50_P3 50  5  955 







ta035_SSD50_P3  50  5  991  ta036_SSD50_P3 50  5  951 
ta037_SSD50_P3  50  5  945  ta038_SSD50_P3 50  5  932 
ta039_SSD50_P3  50  5  1006 ta040_SSD50_P3 50  5  965 
ta041_SSD50_P3  50  10 1215 ta042_SSD50_P3 50  10 1215 
ta043_SSD50_P3  50  10 1257 ta044_SSD50_P3 50  10 1174 
ta045_SSD50_P3  50  10 1235 ta046_SSD50_P3 50  10 1288 
ta047_SSD50_P3  50  10 1353 ta048_SSD50_P3 50  10 1284 
ta049_SSD50_P3  50  10 1243 ta050_SSD50_P3 50  10 1261 
ta051_SSD50_P3  50  20 1746 ta052_SSD50_P3 50  20 1658 
ta053_SSD50_P3  50  20 1715 ta054_SSD50_P3 50  20 1718 
ta055_SSD50_P3  50  20 1729 ta056_SSD50_P3 50  20 1713 
ta057_SSD50_P3  50  20 1747 ta058_SSD50_P3 50  20 1678 
ta059_SSD50_P3  50  20 1714 ta060_SSD50_P3 50  20 1704 
ta061_SSD50_P3  100  5  1926 ta062_SSD50_P3 100 5  1903 
ta063_SSD50_P3  100  5  1953 ta064_SSD50_P3 100 5  1891 
ta065_SSD50_P3  100  5  1838 ta066_SSD50_P3 100 5  1860 
ta067_SSD50_P3  100  5  1888 ta068_SSD50_P3 100 5  1856 
ta069_SSD50_P3  100  5  1923 ta070_SSD50_P3 100 5  1790 
ta071_SSD50_P3  100  10 2336 ta072_SSD50_P3 100 10 2184 
ta073_SSD50_P3  100  10 2278 ta074_SSD50_P3 100 10 2214 
ta075_SSD50_P3  100  10 2182 ta076_SSD50_P3 100 10 2253 
ta077_SSD50_P3  100  10 2272 ta078_SSD50_P3 100 10 2205 
ta079_SSD50_P3  100  10 2262 ta080_SSD50_P3 100 10 2222 
ta081_SSD50_P3  100  20 2812 ta082_SSD50_P3 100 20 2784 
ta083_SSD50_P3  100  20 2832 ta084_SSD50_P3 100 20 2736 
ta085_SSD50_P3  100  20 2772 ta086_SSD50_P3 100 20 2789 
ta087_SSD50_P3  100  20 2810 ta088_SSD50_P3 100 20 2845 
ta089_SSD50_P3  100  20 2916 ta090_SSD50_P3 100 20 2853 
ta091_SSD50_P3  200  10 4135 ta092_SSD50_P3 200 10 4148 
ta093_SSD50_P3  200  10 4165 ta094_SSD50_P3 200 10 4164 
ta095_SSD50_P3  200  10 4180 ta096_SSD50_P3 200 10 4078 
ta097_SSD50_P3  200  10 4170 ta098_SSD50_P3 200 10 4135 
ta099_SSD50_P3  200  10 4103 ta100_SSD50_P3 200 10 4209 
ta101_SSD50_P3  200  20 4918 ta102_SSD50_P3 200 20 4854 
ta103_SSD50_P3  200  20 4887 ta104_SSD50_P3 200 20 4895 
ta105_SSD50_P3  200  20 4879 ta106_SSD50_P3 200 20 4937 
ta107_SSD50_P3  200  20 4944 ta108_SSD50_P3 200 20 4926 








Instancia  N  m Cmax Instancia  n  m  Cmax 
ta001_SSD100_P3  20  5  543  ta002_SSD100_P3 20  5  564 
ta003_SSD100_P3  20  5  539  ta004_SSD100_P3 20  5  571 
ta005_SSD100_P3  20  5  569  ta006_SSD100_P3 20  5  538 
ta007_SSD100_P3  20  5  603  ta008_SSD100_P3 20  5  531 
ta009_SSD100_P3  20  5  567  ta010_SSD100_P3 20  5  509 
ta011_SSD100_P3  20  10 836  ta012_SSD100_P3 20  10  798 
ta013_SSD100_P3  20  10 793  ta014_SSD100_P3 20  10  717 
ta015_SSD100_P3  20  10 819  ta016_SSD100_P3 20  10  769 
ta017_SSD100_P3  20  10 861  ta018_SSD100_P3 20  10  760 
ta019_SSD100_P3  20  10 794  ta020_SSD100_P3 20  10  794 
ta021_SSD100_P3  20  20 1239 ta022_SSD100_P3 20  20  1113 
ta023_SSD100_P3  20  20 1207 ta024_SSD100_P3 20  20  1112 
ta025_SSD100_P3  20  20 1181 ta026_SSD100_P3 20  20  1184 
ta027_SSD100_P3  20  20 1234 ta028_SSD100_P3 20  20  1204 
ta029_SSD100_P3  20  20 1200 ta030_SSD100_P3 20  20  1191 
ta031_SSD100_P3  50  5  1296 ta032_SSD100_P3 50  5  1256 
ta033_SSD100_P3  50  5  1282 ta034_SSD100_P3 50  5  1275 
ta035_SSD100_P3  50  5  1283 ta036_SSD100_P3 50  5  1248 
ta037_SSD100_P3  50  5  1254 ta038_SSD100_P3 50  5  1248 
ta039_SSD100_P3  50  5  1322 ta040_SSD100_P3 50  5  1248 
ta041_SSD100_P3  50  10 1552 ta042_SSD100_P3 50  10  1555 
ta043_SSD100_P3  50  10 1616 ta044_SSD100_P3 50  10  1570 
ta045_SSD100_P3  50  10 1636 ta046_SSD100_P3 50  10  1658 
ta047_SSD100_P3  50  10 1685 ta048_SSD100_P3 50  10  1614 
ta049_SSD100_P3  50  10 1639 ta050_SSD100_P3 50  10  1612 
ta051_SSD100_P3  50  20 2236 ta052_SSD100_P3 50  20  2106 
ta053_SSD100_P3  50  20 2170 ta054_SSD100_P3 50  20  2145 
ta055_SSD100_P3  50  20 2166 ta056_SSD100_P3 50  20  2172 
ta057_SSD100_P3  50  20 2251 ta058_SSD100_P3 50  20  2100 
ta059_SSD100_P3  50  20 2158 ta060_SSD100_P3 50  20  2159 
ta061_SSD100_P3  100  5  2526 ta062_SSD100_P3 100 5  2518 
ta063_SSD100_P3  100  5  2529 ta064_SSD100_P3 100 5  2531 
ta065_SSD100_P3  100  5  2459 ta066_SSD100_P3 100 5  2494 
ta067_SSD100_P3  100  5  2545 ta068_SSD100_P3 100 5  2388 
ta069_SSD100_P3  100  5  2492 ta070_SSD100_P3 100 5  2499 
ta071_SSD100_P3  100  10 3027 ta072_SSD100_P3 100 10  2945 
ta073_SSD100_P3  100  10 3002 ta074_SSD100_P3 100 10  2981 
ta075_SSD100_P3  100  10 2883 ta076_SSD100_P3 100 10  2993 







ta079_SSD100_P3  100  10 3008 ta080_SSD100_P3 100 10  2965 
ta081_SSD100_P3  100  20 3697 ta082_SSD100_P3 100 20  3706 
ta083_SSD100_P3  100  20 3737 ta084_SSD100_P3 100 20  3660 
ta085_SSD100_P3  100  20 3615 ta086_SSD100_P3 100 20  3666 
ta087_SSD100_P3  100  20 3702 ta088_SSD100_P3 100 20  3703 
ta089_SSD100_P3  100  20 3757 ta090_SSD100_P3 100 20  3701 
ta091_SSD100_P3  200  10 5552 ta092_SSD100_P3 200 10  5599 
ta093_SSD100_P3  200  10 5583 ta094_SSD100_P3 200 10  5507 
ta095_SSD100_P3  200  10 5730 ta096_SSD100_P3 200 10  5466 
ta097_SSD100_P3  200  10 5609 ta098_SSD100_P3 200 10  5526 
ta099_SSD100_P3  200  10 5550 ta100_SSD100_P3 200 10  5580 
ta101_SSD100_P3  200  20 6522 ta102_SSD100_P3 200 20  6465 
ta103_SSD100_P3  200  20 6492 ta104_SSD100_P3 200 20  6504 
ta105_SSD100_P3  200  20 6596 ta106_SSD100_P3 200 20  6473 
ta107_SSD100_P3  200  20 6609 ta108_SSD100_P3 200 20  6526 




Instancia  N  m Cmax Instancia  n  m  Cmax 
ta001_SSD125_P3  20  5  600  ta002_SSD125_P3 20  5  609 
ta003_SSD125_P3  20  5  617  ta004_SSD125_P3 20  5  610 
ta005_SSD125_P3  20  5  605  ta006_SSD125_P3 20  5  588 
ta007_SSD125_P3  20  5  647  ta008_SSD125_P3 20  5  586 
ta009_SSD125_P3  20  5  592  ta010_SSD125_P3 20  5  555 
ta011_SSD125_P3  20  10 900  ta012_SSD125_P3 20  10  858 
ta013_SSD125_P3  20  10 880  ta014_SSD125_P3 20  10  782 
ta015_SSD125_P3  20  10 866  ta016_SSD125_P3 20  10  827 
ta017_SSD125_P3  20  10 911  ta018_SSD125_P3 20  10  831 
ta019_SSD125_P3  20  10 880  ta020_SSD125_P3 20  10  861 
ta021_SSD125_P3  20  20 1309 ta022_SSD125_P3 20  20  1206 
ta023_SSD125_P3  20  20 1320 ta024_SSD125_P3 20  20  1209 
ta025_SSD125_P3  20  20 1314 ta026_SSD125_P3 20  20  1264 
ta027_SSD125_P3  20  20 1345 ta028_SSD125_P3 20  20  1293 
ta029_SSD125_P3  20  20 1310 ta030_SSD125_P3 20  20  1269 
ta031_SSD125_P3  50  5  1426 ta032_SSD125_P3 50  5  1362 
ta033_SSD125_P3  50  5  1370 ta034_SSD125_P3 50  5  1368 
ta035_SSD125_P3  50  5  1409 ta036_SSD125_P3 50  5  1372 





ta039_SSD125_P3  50  5  1443 ta040_SSD125_P3 50  5  1370 
ta041_SSD125_P3  50  10 1830 ta042_SSD125_P3 50  10  1732 
ta043_SSD125_P3  50  10 1732 ta044_SSD125_P3 50  10  1732 
ta045_SSD125_P3  50  10 1772 ta046_SSD125_P3 50  10  1801 
ta047_SSD125_P3  50  10 1858 ta048_SSD125_P3 50  10  1778 
ta049_SSD125_P3  50  10 1832 ta050_SSD125_P3 50  10  1760 
ta051_SSD125_P3  50  20 2424 ta052_SSD125_P3 50  20  2331 
ta053_SSD125_P3  50  20 2344 ta054_SSD125_P3 50  20  2352 
ta055_SSD125_P3  50  20 2469 ta056_SSD125_P3 50  20  2373 
ta057_SSD125_P3  50  20 2445 ta058_SSD125_P3 50  20  2307 
ta059_SSD125_P3  50  20 2398 ta060_SSD125_P3 50  20  2370 
ta061_SSD125_P3  100  5  2824 ta062_SSD125_P3 100 5  2778 
ta063_SSD125_P3  100  5  2781 ta064_SSD125_P3 100 5  2780 
ta065_SSD125_P3  100  5  2802 ta066_SSD125_P3 100 5  2721 
ta067_SSD125_P3  100  5  2845 ta068_SSD125_P3 100 5  2694 
ta069_SSD125_P3  100  5  2885 ta070_SSD125_P3 100 5  2649 
ta071_SSD125_P3  100  10 3318 ta072_SSD125_P3 100 10  3198 
ta073_SSD125_P3  100  10 3325 ta074_SSD125_P3 100 10  3324 
ta075_SSD125_P3  100  10 3235 ta076_SSD125_P3 100 10  3307 
ta077_SSD125_P3  100  10 3292 ta078_SSD125_P3 100 10  3266 
ta079_SSD125_P3  100  10 3387 ta080_SSD125_P3 100 10  3322 
ta081_SSD125_P3  100  20 4102 ta082_SSD125_P3 100 20  4137 
ta083_SSD125_P3  100  20 4154 ta084_SSD125_P3 100 20  4081 
ta085_SSD125_P3  100  20 4064 ta086_SSD125_P3 100 20  4035 
ta087_SSD125_P3  100  20 4098 ta088_SSD125_P3 100 20  4106 
ta089_SSD125_P3  100  20 4190 ta090_SSD125_P3 100 20  4115 
ta091_SSD125_P3  200  10 6300 ta092_SSD125_P3 200 10  6266 
ta093_SSD125_P3  200  10 6310 ta094_SSD125_P3 200 10  6356 
ta095_SSD125_P3  200  10 6291 ta096_SSD125_P3 200 10  6172 
ta097_SSD125_P3  200  10 6395 ta098_SSD125_P3 200 10  6134 
ta099_SSD125_P3  200  10 6247 ta100_SSD125_P3 200 10  6306 
ta101_SSD125_P3  200  20 7243 ta102_SSD125_P3 200 20  7232 
ta103_SSD125_P3  200  20 7265 ta104_SSD125_P3 200 20  7233 
ta105_SSD125_P3  200  20 7197 ta106_SSD125_P3 200 20  7306 
ta107_SSD125_P3  200  20 7380 ta108_SSD125_P3 200 20  7188 
ta109_SSD125_P3  200  20 7267 ta110_SSD125_P3 200 20  7238 
Tabla II­14. Mejores resultados conocidos para el makespan del grupo de problemas SDD125_P3 propuestos por 
(Vallada, E. et al. 2003) 























ta002_SSD10_P3  20  5  351  0,5698  353  0,8547  354 
ta004_SSD10_P3  20  5  352  0,85227  355  1,42045  357 
ta006_SSD10_P3  20  5  348  0  348  0,28735  349 
ta008_SSD10_P3  20  5  332  0  332  0,3012  333 
ta010_SSD10_P3  20  5  322  ‐0,9316  319  0  322 
ta012_SSD10_P3  20  10  541  0  541  ‐0,3696  539 
ta014_SSD10_P3  20  10  461  1,30151  467  1,08459  466 
ta016_SSD10_P3  20  10  509  0,19646  510  0  509 
ta018_SSD10_P3  20  10  513  ‐0,1949  512  0,77972  517 
ta020_SSD10_P3  20  10  533  0  533  0,93808  538 
ta022_SSD10_P3  20  20  786  ‐0,2544  784 ‐ 0,2544  784 
ta024_SSD10_P3  20  20  782  0  782  0,5115  786 
ta026_SSD10_P3  20  20  859  0  859  0,93131  867 
ta028_SSD10_P3  20  20  869  0  869  0  869 
ta030_SSD10_P3  20  20  878  0,22779  880  0  878 
ta032_SSD10_P3  50  5  678  ‐0,5899  674  1,32743  687 
ta034_SSD10_P3  50  5  680  1,02941  687  2,5  697 
ta036_SSD10_P3  50  5  700  ‐1  693  ‐0,7142  695 
ta038_SSD10_P3  50  5  656  ‐1,2195  648  ‐1,6768  645 
ta040_SSD10_P3  50  5  684  1,02339  691  0,58479  688 
ta042_SSD10_P3  50  10  867  0,11534  868  3,34486  896 
ta044_SSD10_P3  50  10  837  3,2258  864  5,85424  886 
ta046_SSD10_P3  50  10  940  2,23404  961  2,02127  959 
ta048_SSD10_P3  50  10  947  ‐0,4223  943  0,52798  952 
ta050_SSD10_P3  50  10  926  0,43196  930  0,86393  934 
ta052_SSD10_P3  50  20  2168  ‐39,437  1313  ‐39,391  1314 
ta054_SSD10_P3  50  20  1324  ‐0,2265  1321  1,73716  1347 
ta056_SSD10_P3  50  20  1325  0,22641  1328  ‐0,3773  1320 


















ta002_SSD50_P3  20  5  459  ‐0,8714  455  ‐0,2178  458 
ta004_SSD50_P3  20  5  461  0,43383  463  ‐1,3071  455 
ta006_SSD50_P3  20  5  440  0  440  2,72727  452 
ta008_SSD50_P3  20  5  429  0,6993  432  1,36363  435 
ta010_SSD50_P3  20  5  412  0,24271  413  1,21359  417 
ta012_SSD50_P3  20  10  652  ‐0,4601  649  ‐0,7281  647 
ta014_SSD50_P3  20  10  580  1,89655  591  3,44827  600 
ta016_SSD50_P3  20  10  637  ‐0,1569  636  0,62794  641 
ta018_SSD50_P3  20  10  621  ‐0,6441  617 ‐ 0,6441  617 
ta020_SSD50_P3  20  10  646  0,77399  651  1,08359  653 
ta022_SSD50_P3  20  20  928  0,10775  929  1,18534  939 
ta024_SSD50_P3  20  20  926  0,86393  934  1,40388  939 
ta026_SSD50_P3  20  20  999  0,5005  1004  0,7007  1006 
ta028_SSD50_P3  20  20  1020  0,19607  1022  0,39215  1024 
ta030_SSD50_P3  20  20  1012  0,69169  1019  0,49407  1017 
ta032_SSD50_P3  50  5  955  ‐0,2094  953  0,10471  956 
ta034_SSD50_P3  50  5  977  ‐0,7164  970  ‐0,4094  973 
ta036_SSD50_P3  50  5  951  ‐1,2618  939  1,22824  963 
ta038_SSD50_P3  50  5  932  ‐0,6437  926  ‐1,0515  922 
ta040_SSD50_P3  50  5  965  ‐1,3471  952  ‐0,829  957 
ta042_SSD50_P3  50  10  1215  ‐0,823  1205  ‐0,5181  1209 
ta044_SSD50_P3  50  10  1174  2,04429  1198  ‐0,2469  1171 
ta046_SSD50_P3  50  10  1288  ‐0,6211  1280  0,54347  1295 
ta048_SSD50_P3  50  10  1284  ‐0,3115  1280  ‐0,6211  1276 
ta050_SSD50_P3  50  10  1261  ‐0,1586  1259  ‐0,5551  1254 
ta052_SSD50_P3  50  20  1658  ‐0,0603  1657  1,34813  1680 
ta054_SSD50_P3  50  20  1718  ‐0,291  1713  0,23282  1722 
ta056_SSD50_P3  50  20  1713  0,17513  1716  0  1713 
ta058_SSD50_P3  50  20  1678  ‐0,5363  1669  ‐0,467  1670 
ta060_SSD50_P3  50  20  1704  0,70422  1716  0,23837  1708 
Tabla II­16. Mejores resultados alcanzados para el makespan del grupo de problemas SDD50_P13 propuestos 

















ta002_SSD100_P3  20  5  564  ‐1,4184  556  0,53191  567 
ta004_SSD100_P3  20  5  571  ‐1,0507  565  2,97723  588 
ta006_SSD100_P3  20  5  538  ‐0,1858  537  ‐0,5576  535 
ta008_SSD100_P3  20  5  531  0,94161  536  3,38983  549 
ta010_SSD100_P3  20  5  509  ‐1,1787  503  ‐1,3752  502 
ta012_SSD100_P3  20  10  798  0  798  ‐0,5012  794 
ta014_SSD100_P3  20  10  717  0  717  1,3947  727 
ta016_SSD100_P3  20  10  769  0,26007  771  0,26007  771 
ta018_SSD100_P3  20  10  760  ‐0,3947  757  1,97368  775 
ta020_SSD100_P3  20  10  794  0,62972  799  0,88161  801 
ta022_SSD100_P3  20  20  1113  ‐0,2695  1110  ‐0,4492  1108 
ta024_SSD100_P3  20  20  1112  0,08992  1113  0,26978  1115 
ta026_SSD100_P3  20  20  1184  ‐1,3513  1168  ‐0,7601  1175 
ta028_SSD100_P3  20  20  1204  ‐0,1661  1202  0,7475  1213 
ta030_SSD100_P3  20  20  1191  ‐0,5037  1185  0,50377  1197 
ta032_SSD100_P3  50  5  1256  ‐2,3885  1226  0,87579  1267 
ta034_SSD100_P3  50  5  1275  ‐2,745  1240  ‐2,8235  1239 
ta036_SSD100_P3  50  5  1248  ‐1,282  1232  ‐1,7628  1226 
ta038_SSD100_P3  50  5  1248  ‐2,4038  1218  ‐1,2019  1233 
ta040_SSD100_P3  50  5  1248  0,32051  1252  0,40064  1253 
ta042_SSD100_P3  50  10  1555  0  1555  1,47909  1578 
ta044_SSD100_P3  50  10  1570  ‐1,656  1544  0,63694  1580 
ta046_SSD100_P3  50  10  1658  ‐0,8443  1644  0,72376  1670 
ta048_SSD100_P3  50  10  1614  0,61957  1624  0,49566  1622 
ta050_SSD100_P3  50  10  1612  ‐1,2406  1592  1,98511  1644 
ta052_SSD100_P3  50  20  2106  ‐0,0474  2105  1,4245  2136 
ta054_SSD100_P3  50  20  2145  0  2145  ‐0,4662  2135 
ta056_SSD100_P3  50  20  2172  ‐0,8287  2154  ‐0,6906  2157 
ta058_SSD100_P3  50  20  2100  0,04761  2101  ‐0,7142  2085 


















ta002_SSD125_P3  20  5  609  0,82101  614  ‐1,642  599 
ta004_SSD125_P3  20  5  610  2,29508  624  1,4754  619 
ta006_SSD125_P3  20  5  588  ‐3,2312  569  0  588 
ta008_SSD125_P3  20  5  586  1,02389  592  0,68259  590 
ta010_SSD125_P3  20  5  555  ‐1,081  549  1,44144  563 
ta012_SSD125_P3  20  10  858  1,3986  870  0,81585  865 
ta014_SSD125_P3  20  10  782  1,15089  791  ‐3,4526  755 
ta016_SSD125_P3  20  10  827  0,84643  834  2,17654  845 
ta018_SSD125_P3  20  10  831  1,44404  843  1,92539  847 
ta020_SSD125_P3  20  10  861  ‐1,3937  849  ‐0,5807  856 
ta022_SSD125_P3  20  20  1206  0,24875  1209  ‐0,3316  1202 
ta024_SSD125_P3  20  20  1209  ‐0,6617  1201  0,08271  1210 
ta026_SSD125_P3  20  20  1264  0,39556  1269  ‐0,5537  1257 
ta028_SSD125_P3  20  20  1293  ‐0,3093  1289  0,61871  1301 
ta030_SSD125_P3  20  20  1269  ‐0,5516  1262  0,39401  1274 
ta032_SSD125_P3  50  5  1362  ‐1,6886  1339  0  1362 
ta034_SSD125_P3  50  5  1368  ‐0,3654  1363  2,33918  1400 
ta036_SSD125_P3  50  5  1372  ‐3,0612  1330  0,87463  1384 
ta038_SSD125_P3  50  5  1387  ‐2,3071  1355  ‐0,2162  1384 
ta040_SSD125_P3  50  5  1370  1,75182  1394  ‐0,5839  1362 
ta042_SSD125_P3  50  10  1732  ‐1,3856  1708  0,75057  1745 
ta044_SSD125_P3  50  10  1732  ‐0,5773  1722  0,28868  1737 
ta046_SSD125_P3  50  10  1801  0,16657  1804  0,83287  1816 
ta048_SSD125_P3  50  10  1778  0,84364  1793  1,12485  1798 
ta050_SSD125_P3  50  10  1760  0,79545  1774  1,47727  1786 
ta052_SSD125_P3  50  20  2331  ‐1,4157  2298  ‐0,3003  2324 
ta054_SSD125_P3  50  20  2352  1,06292  2377  1,23299  2381 
ta056_SSD125_P3  50  20  2373  ‐0,4635  2362  0,04214  2374 
ta058_SSD125_P3  50  20  2307  0,5635  2320  0,34677  2315 































































Plot of SRESIDUALS vs IPSOVEPT20



































































































Correlation Matrix for Estimated Effects 
 
                        (1)    (2)    (3)    (4)    (5)    (6)    (7)    (8) 
---------------------------------------------------------------------------- 
(1)average           1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(2)A:GsM             0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(3)B:FdM             0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
(4)C:FmG             0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 0,0000 
(5)AB                0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 0,0000 
(6)AC                0,0000 0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 0,0000 
(7)BC                0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 1,0000 0,0000 
(8)block             0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 1,0000 
 





























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0181661      1      0,0181661       4,26     0,0568 
B:FdM                     0,00597277      1      0,00597277      1,40     0,2550 
C:GmF                      0,00629737     1      0,00629737      1,48     0,2431 
AB                         0,0184553      1      0,0184553       4,33     0,0551 
AC                        0,00122302      1      0,00122302      0,29     0,6001 
BC                         0,0415501      1      0,0415501       9,74     0,0070 
blocks                     0,0131768      2     0,00658841      1,54     0,2454 
Total error                0,0639671     15      0,00426447 
-------------------------------------------------------------------------------- 





nula  cuando  es  cierta)  significa  que  realmente  existen  diferencias  estadísticamente 
significativas entre las medias de los niveles o variantes para un factor o interacción. En este 















































































































Plot of SRESIDUALS vs IPSOVEPT50































































































Plot of SRESIDUALS vs ROW


























Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,148723      1       0,148723       4,35     0,0544 
B:FdM                  0,00000129865      1  0,00000129865       0,00     0,9952 
C:FmG                      0,0838872      1      0,0838872       2,46     0,1380 
AB                         0,0176728      1      0,0176728       0,52     0,4830 
AC                        0,00108121      1     0,00108121       0,03     0,8612 
BC                        0,00118466      1     0,00118466       0,03     0,8548 
blocks                     0,0261343      2      0,0130672       0,38     0,6886 
Total error                 0,512426     15      0,0341617 
-------------------------------------------------------------------------------- 
Total (corr.)                0,79111     23 
Tabla II­3. ANOVA correspondiente al conjunto experimental SSD10_P13_50. 
Observando  la  Tabla  II‐3  disponemos  de  24  datos  y  como  vemos,  tenemos  15  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que no 


































Plot of SRESIDUALS vs IPSOVEPT20



































































































Plot of SRESIDUALS vs ROWS




























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0354851      1      0,0354851       1,28     0,2765 
B:FdM                    0,000155004      1    0,000155004       0,01     0,9415 
C:FmG                      0,0475201      1      0,0475201       1,71     0,2109 
AB                        0,00232669      1     0,00232669       0,08     0,7764 
AC                        0,00020854      1     0,00020854       0,01     0,9322 
BC                       0,000202533      1    0,000202533       0,01     0,9331 
blocks                      0,130621      2      0,0653104       2,35     0,1297 
Total error                 0,417342     15      0,0278228 
-------------------------------------------------------------------------------- 
Total (corr.)               0,633861     23 
Tabla II­4. ANOVA correspondiente al conjunto experimental SSD50_P13_20. 



































Plot of SRESIDUALS vs IPSOVEPT50
















































































































Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0230193      1      0,0230193       0,35     0,5645 
B:FdM                     0,00598945      1     0,00598945       0,09     0,7679 
C:FmG                    0,000537878      1    0,000537878       0,01     0,9294 
AB                        0,00806356      1     0,00806356       0,12     0,7322 
AC                          0,039553      1       0,039553       0,60     0,4519 
BC                          0,481785      1       0,481785       7,27     0,0166 
blocks                     0,0146084      2     0,00730419       0,11     0,8964 
Total error                 0,994732     15      0,0663155 
-------------------------------------------------------------------------------- 
Total (corr.)                1,56829     23 
Tabla II­5. ANOVA correspondiente al conjunto experimental SSD50_P13_50. 
Observando la Tabla II‐5 vemos  que disponemos de 24 datos y, tenemos 15 grados de libertad 





































































GsM,  se  puede  establecer  libremente.  No  obstante,  el  valor  elegido  para  GsM  será  200, 
aunque  no  se  pueda  afirmar  que  éstas  sean  significativas.  Por  lo  tanto,  los  parámetros 


































Plot of SRESIDUALS vs IPSOVEPT20






















































































































Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0170934      1      0,0170934       0,37     0,5546 
B:FdM                      0,0253732      1      0,0253732       0,54     0,4728 
C:FmG                        1,11959      1        1,11959      23,93     0,0002 
AB                          0,169729      1       0,169729       3,63     0,0762 
AC                        0,00828279      1     0,00828279       0,18     0,6799 
BC                          0,146803      1       0,146803       3,14     0,0968 
blocks                     0,0353668      2      0,0176834       0,38     0,6916 
Total error                 0,701781     15      0,0467854 
-------------------------------------------------------------------------------- 
Total (corr.)                2,22402     23 
Tabla II­6. ANOVA correspondiente al conjunto experimental SSD100_P13_20. 
Observando la Tabla II‐6 vemos  que disponemos de 24 datos y, tenemos 15 grados de libertad 
residuales.  El  contraste  de  hipótesis  sobre  las  medias  para  un α=0,05  implica  que  sólo  es 
significativo el efecto principal del factor C, es decir FmG.  


























valor  de  los  factores  GsM  y  FdM,  se  pueden  establecer  libremente.  No  obstante,  el  valor 
elegido para GsM será 50 y para FdM será 0.1, aunque no se pueda afirmar que éstos sean 

































Plot of SRESIDUALS vs IPSOVEPT50



























































































































Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                     0,00615752      1     0,00615752       0,05     0,8237 
B:FdM                      0,0832285      1      0,0832285       0,69     0,4177 
C:FmG                        1,21633      1        1,21633      10,15     0,0061 
AB                         0,0116444      1      0,0116444       0,10     0,7595 
AC                          0,243384      1       0,243384       2,03     0,1746 
BC                         0,0167412      1      0,0167412       0,14     0,7138 
blocks                       0,99552      2        0,49776       4,15     0,0367 
Total error                  1,79761     15       0,119841 
-------------------------------------------------------------------------------- 




residuales.  El  contraste  de  hipótesis  sobre  las  medias  para  un α=0,05  implica  que  sólo  es 
significativo el efecto principal del factor C, es decir FmG. 


























valor  de  los  factores  GsM  y  FdM,  se  pueden  establecer  libremente.  No  obstante,  el  valor 
elegido para GsM será 50 y para FdM será 0.1, aunque no se pueda afirmar que éstos sean 


































Plot of SRESIDUALS vs IPSOVEPT20



























































































































Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0511366      1      0,0511366       0,68     0,4229 
B:FdM                      0,0181848      1      0,0181848       0,24     0,6303 
C:FmG                        1,68171      1        1,68171      22,33     0,0003 
AB                       0,000680595      1    0,000680595       0,01     0,9255 
AC                         0,0679722      1      0,0679722       0,90     0,3572 
BC                         0,0472016      1      0,0472016       0,63     0,4409 
blocks                     0,0456949      2      0,0228474       0,30     0,7428 
Total error                  1,12986     15      0,0753238 
-------------------------------------------------------------------------------- 
Total (corr.)                3,04244     23 
Tabla II­8. ANOVA correspondiente al conjunto experimental SSD125_P13_20. 
Observando la Tabla II‐8 vemos  que disponemos de 24 datos y, tenemos 15 grados de libertad 
residuales.  El  contraste  de  hipótesis  sobre  las  medias  para  un α=0,05  implica  que  sólo  es 
significativo el efecto principal del factor C, es decir FmG.  

























valor  de  los  factores  GsM  y  FdM,  se  pueden  establecer  libremente.  No  obstante,  el  valor 
elegido para GsM será 200 y para FdM será 0.1, aunque no se pueda afirmar que éstos sean 

































Plot of SRESIDUALS vs IPSOVEPT50






















































































































Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,263598      1       0,263598       2,65     0,1246 
B:FdM                      0,0475548      1      0,0475548       0,48     0,5001 
C:FmG                       0,686706      1       0,686706       6,90     0,0191 
AB                          0,159772      1       0,159772       1,60     0,2246 
AC                        0,00332736      1     0,00332736       0,03     0,8574 
BC                          0,184779      1       0,184779       1,86     0,1933 
blocks                     0,0288672      2      0,0144336       0,14     0,8663 
Total error                  1,49386     15      0,0995904 
-------------------------------------------------------------------------------- 
Total (corr.)                2,86846     23 
Tabla II­9. ANOVA correspondiente al conjunto experimental SSD125_P13_50. 
Observando la Tabla II‐9 vemos  que disponemos de 24 datos y, tenemos 15 grados de libertad 
residuales.  El  contraste  de  hipótesis  sobre  las  medias  para  un α=0,05  implica  que  sólo  es 
significativo el efecto principal del factor C, es decir FmG. 


























valor  de  los  factores  GsM  y  FdM,  se  pueden  establecer  libremente.  No  obstante,  el  valor 
elegido para GsM será 200 y para FdM será 0.1, aunque no se pueda afirmar que éstos sean 



































Plot of SRESIDUALS vs IPSOVEPT20



























































































Plot of SRESIDUALS vs ROW

























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,852452      1       0,852452      12,12     0,0029 
B:FdM                        0,23617      1        0,23617       3,36     0,0845 
C:FmG                       0,101766      1       0,101766       1,45     0,2455 
AB                          0,610131      1       0,610131       8,67     0,0091 
AC                         0,0316892      1      0,0316892       0,45     0,5111 
BC                         0,0038395      1      0,0038395       0,05     0,8181 
Total error                  1,19569     17      0,0703348 
-------------------------------------------------------------------------------- 
Total (corr.)                3,03174     23 
Tabla II­10. ANOVA correspondiente al conjunto experimental SSD10_P3_20. 












































































































Plot of SRESIDUALS vs IPSOVEPT50































































































Plot of SRESIDUALS vs ROW




















Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,973443      1       0,973443       7,46     0,0142 
B:FdM                    0,000178228      1    0,000178228       0,00     0,9709 
C:FmG                        1,27339      1        1,27339       9,76     0,0062 
AB                          0,288179      1       0,288179       2,21     0,1555 
AC                         0,0170192      1      0,0170192       0,13     0,7224 
BC                        0,00484283      1     0,00484283       0,04     0,8495 
Total error                  2,21794     17       0,130467 
-------------------------------------------------------------------------------- 
Total (corr.)                  4,775     23 
 
Tabla II­11. ANOVA correspondiente al conjunto experimental SSD10_P3_50. 
Observando  la  Tabla  II‐11  vemos  que  disponemos  de  24  datos  y  tenemos  17  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que  son 
significativos los efectos principal del factor A y C, es decir los factores GsM y FmG. 





































































Plot of SRESIDUALS vs IPSOVEPT20































































































Plot of SRESIDUALS vs ROW


























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,873161      1       0,873161       4,68     0,0451 
B:FdM                      0,0266483      1      0,0266483       0,14     0,7102 
C:FmG                       0,632221      1       0,632221       3,39     0,0832 
AB                          0,114931      1       0,114931       0,62     0,4434 
AC                          0,040188      1       0,040188       0,22     0,6485 
BC                          0,148618      1       0,148618       0,80     0,3846 
Total error                  3,17207     17       0,186593 
-------------------------------------------------------------------------------- 
Total (corr.)                5,00784     23 
 
Tabla II­12. ANOVA correspondiente al conjunto experimental SSD50_P3_20. 


































































Plot of SRESIDUALS vs IPSOVEPT50



























































































Plot of SRESIDUALS vs ROW


























Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                        1,11928      1        1,11928       5,40     0,0328 
B:FdM                       0,932839      1       0,932839       4,50     0,0489 
C:FmG                        2,55962      1        2,55962      12,34     0,0027 
AB                          0,138847      1       0,138847       0,67     0,4245 
AC                         0,0166177      1      0,0166177       0,08     0,7805 
BC                         0,0683413      1      0,0683413       0,33     0,5734 
Total error                  3,52544     17       0,207379 
-------------------------------------------------------------------------------- 




Observando  la  Tabla  II‐13  vemos  que  disponemos  de  24  datos  y  tenemos  17  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que  son 
significativos los efectos principal del factor A, B y C, es decir los factores GsM, FdM y FmG. 




























































Plot of SRESIDUALS vs IPSOVEPT20































































































Plot of SRESIDUALS vs ROW


























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,142373      1       0,142373       1,03     0,3237 
B:FdM                      0,0306171      1      0,0306171       0,22     0,6434 
C:FmG                        3,32803      1        3,32803      24,15     0,0001 
AB                          0,042376      1       0,042376       0,31     0,5864 
AC                         0,0710052      1      0,0710052       0,52     0,4826 
BC                       0,000538061      1    0,000538061       0,00     0,9509 
Total error                  2,34285     17       0,137815 
-------------------------------------------------------------------------------- 
Total (corr.)                5,95779     23 
 
Tabla II­14. ANOVA correspondiente al conjunto experimental SSD100_P3_20. 


































































Plot of SRESIDUALS vs IPSOVEPT50



























































































Plot of SRESIDUALS vs ROW


























Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                        2,17161      1        2,17161       7,14     0,0161 
B:FdM                        0,61867      1        0,61867       2,04     0,1718 
C:FmG                       0,719581      1       0,719581       2,37     0,1423 
AB                          0,182039      1       0,182039       0,60     0,4496 
AC                          0,226648      1       0,226648       0,75     0,3999 
BC                           0,24148      1        0,24148       0,79     0,3852 
Total error                  5,16769     17       0,303982 
-------------------------------------------------------------------------------- 




Observando  la  Tabla  II‐15  vemos  que  disponemos  de  24  datos  y  tenemos  17  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que  es 
significativo el efecto principal del factor A, es decir los factores GsM. 





























































Plot of SRESIDUALS vs IPSOVEPT20



































































































Plot of SRESIDUALS vs ROW



























Analysis of Variance for IPSOVEPT20 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                       0,213925      1       0,213925       0,92     0,3515 
B:FdM                       0,977548      1       0,977548       4,22     0,0577 
C:FmG                       0,849711      1       0,849711       3,67     0,0746 
AB                         0,0448374      1      0,0448374       0,19     0,6661 
AC                          0,569313      1       0,569313       2,46     0,1376 
BC                           0,04005      1        0,04005       0,17     0,6833 
blocks                      0,464722      2       0,232361       1,00     0,3897 
Total error                    3,471     15         0,2314 
-------------------------------------------------------------------------------- 
Total (corr.)                 6,6311     23 
 
Tabla II­16. ANOVA correspondiente al conjunto experimental SSD125_P3_20. 






































Plot of SRESIDUALS vs IPSOVEPT50































































































Plot of SRESIDUALS vs ROW





















Analysis of Variance for IPSOVEPT50 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
A:GsM                      0,0088181      1      0,0088181       0,03     0,8650 
B:FdM                     0,00781194      1     0,00781194       0,03     0,8729 
C:FmG                        3,72634      1        3,72634      12,58     0,0025 
AB                        0,00320773      1     0,00320773       0,01     0,9183 
AC                          0,868554      1       0,868554       2,93     0,1050 
BC                          0,042377      1       0,042377       0,14     0,7099 
Total error                  5,03547     17       0,296204 
-------------------------------------------------------------------------------- 
Total (corr.)                9,69258     23 
 
Tabla II­17. ANOVA correspondiente al conjunto experimental SSD125_P3_50. 
Observando  la  Tabla  II‐17  vemos  que  disponemos  de  24  datos  y  tenemos  17  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que  es 




































































Plot of RESIDUALS vs IPSOVEPT






















































































































































Analysis of Variance for IPSOVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:Conjunto                  7,10645      7        1,01521      14,04     0,0000 
 B:RM                      0,0749496      1      0,0749496       1,04     0,3162 
 
INTERACTIONS 
 AB                          0,35273      7        0,05039       0,70     0,6742 
 
RESIDUAL                     2,31365     32      0,0723015 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            9,84778     47 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
 
Tabla II­18. ANOVA correspondiente IPSPPVEPT de la configuración P13. 
Observando  la  Tabla  II‐18  vemos  que  disponemos  de  48  datos  y  tenemos  32  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que  sólo 
es significativo el efecto principal del factor A, es decir del Conjunto. 




























































































































































































































































































Analysis of Variance for IPSOVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:Conjunto                  26,3796      7        3,76851      19,69     0,0000 
 B:RM                        1,85508      1        1,85508       9,69     0,0039 
 
INTERACTIONS 
 AB                          1,44438      7        0,20634       1,08     0,4000 
 
RESIDUAL                      6,1255     32       0,191422 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            35,8045     47 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
Tabla II­19. ANOVA correspondiente IPSPPVEPT de la configuración P3. 
Observando  la  Tabla  II‐19  vemos  que  disponemos  de  48  datos  y  tenemos  32  grados  de 
libertad residuales. El contraste de hipótesis sobre las medias para un α=0,05 implica que es 
significativo el efecto principal de los factor A y B, es decir del Conjunto y RM. 





































































































































Plot of RESIDUALS vs IPSPPVEPT


















































































































































Analysis of Variance for IPSPPVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:ALG                     0,0976657      2      0,0488328       2,97     0,0607 
 B:Conjunto                  9,88458      7        1,41208      85,92     0,0000 
 
INTERACTIONS 
 AB                         0,948611     14      0,0677579       4,12     0,0001 
 
RESIDUAL                    0,788885     48      0,0164351 
-------------------------------------------------------------------------------- 






































































































































































































































Plot of RESIDUALS vs IPSPPVEPT















































































































































Analysis of Variance for IPSPPVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:ALG                       7,35266      2        3,67633      45,86     0,0000 
 B:Conjunto                  44,6062      7        6,37231      79,48     0,0000 
 
INTERACTIONS 
 AB                          3,53932     14       0,252809       3,15     0,0015 
 
RESIDUAL                      3,8482     48      0,0801709 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            59,3464     71 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
 
Tabla II­21. ANOVA correspondiente IPSOVEPT de la configuración P3. 

































































































































































































































A­IV.1  Resultados  y  Análisis  de  los  mismo  en  situaciones  de  Adelantos  en  las 
Operaciones 























  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_20  ‐0,078  0,036 2,105 1,233 4,159  2,549
SSD50_P13_20  ‐0,057  0,405 1,852 1,785 3,788  3,184
SSD100_P13_20  ‐0,037  0,971 1,662 2,433 3,461  3,866
SSD125_P13_20  ‐0,057  1,241 1,536 2,669 3,199  3,867










  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_20  ‐0,083  0,037 2,477 1,432 5,274  3,021 
SSD50_P13_20  ‐0,060  0,436 2,137 2,223 4,498  3,466 
SSD100_P13_20  ‐0,037  0,966 1,897 2,920 4,017  4,326 





  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_50  ‐0,011  0,317 1,399 2,260 2,853  4,208 
SSD50_P13_50  ‐0,140  1,396 1,114 3,358 2,300  5,316 
SSD100_P13_50  ‐0,016  2,263 0,993 4,119 2,122  6,201 





  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_50  ‐0,309  0,332 1,900 3,230 3,703  5,902 
SSD50_P13_50  ‐0,863  1,356 1,573 4,236 3,210  7,187 
SSD100_P13_50  ‐0,191  2,299 1,395 5,031 2,734  7,968 







  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_20  ‐0,116  ‐1,481 2,318 0,017 4,760  1,184
SSD50_P13_20  ‐0,085  ‐2,241 2,009 ‐0,759 4,088  0,637
SSD100_P13_20  ‐0,062  ‐3,167 1,681 ‐1,677 3,294  ‐0,043













  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_20  ‐0,117  ‐1,440 2,807 0,229 5,698  1,739
SSD50_P13_20  ‐0,083  ‐2,225 2,354 ‐0,485 4,685  1,234
SSD100_P13_20  ‐0,065  ‐3,380 1,944 ‐1,339 4,108  0,71026







  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P13_50  ‐0,041  ‐3,067 1,441 ‐0,954 2,958  1,117
SSD50_P13_50  ‐0,032  ‐4,738 1,140 ‐2,440 2,293  ‐0,410
SSD100_P13_50  ‐0,021  ‐6,265 0,952 ‐4,078 1,946  ‐1,848







SSD10_P13_50  ‐0,212  ‐3,121 2,082 ‐0,089 4,086  2,743
SSD50_P13_50  ‐0,115  ‐4,511 1,596 ‐1,536 3,253  1,582
SSD100_P13_50  ‐0,020  ‐6,400 1,355 ‐3,000 2,853  0,172





























































Plot of RESIDUALS vs IPSPPVEPT
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 




























Analysis of Variance for IPSPPVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                       1,24925      3       0,416416       9,42     0,0003 
 B:K                         100,356      2        50,1782    1135,04     0,0000 
 C:VA                        1,18115      1        1,18115      26,72     0,0000 
 D:ALG                      0,458868      1       0,458868      10,38     0,0038 
 
INTERACTIONS 
 AB                         0,191357      6      0,0318928       0,72     0,6366 
 AC                       0,00970767      3     0,00323589       0,07     0,9738 
 AD                          7,22712      3        2,40904      54,49     0,0000 
 BC                         0,903048      2       0,451524      10,21     0,0007 
 BD                          2,60698      2        1,30349      29,49     0,0000 
 CD                        0,0110183      1      0,0110183       0,25     0,6224 
 
RESIDUAL                     1,01679     23      0,0442083 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            115,212     47 
-------------------------------------------------------------------------------- 






















































































































































































































































Plot of RESIDUALS vs LOG(IPSPPVEPT+1)
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Analysis of Variance for LOG(IPSPPVEPT+1) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                      0,640294      3       0,213431       2,97     0,0529 
 B:K                         16,1033      2        8,05166     112,10     0,0000 
 C:VA                       0,026396      1       0,026396       0,37     0,5503 
 D:ALG                        9,6187      1         9,6187     133,92     0,0000 
 
INTERACTIONS 
 AB                         0,785419      6       0,130903       1,82     0,1389 
 AC                         0,182843      3       0,0609477      0,85     0,4816 
 AD                          1,04723      3       0,349077       4,86     0,0092 
 BC                         0,652912      2       0,326456       4,55     0,0217 
 BD                         0,744688      2       0,372344       5,18     0,0139 
 CD                         0,127275      1       0,127275       1,77     0,1962 
 
RESIDUAL                     1,65199     23      0,0718258 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            31,5811     47 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
Tabla IV­10. ANOVA correspondiente IPSPPVEPT del bloque Adelanto­Predictiva SMAGA­2­P13_50. 
Como se puede ver en la Tabla IV‐10 disponemos de 48 datos y tenemos 23 grados de libertad 



















































































































































































  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_20  0,291  0,725 1,868 1,679 3,344  2,766
SSD50_P3_20  0,654  2,285 2,027 3,663 3,642  4,957
SSD100_P3_20  0,336  3,676 1,410 4,960 2,560  6,931





  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_20  0,304  0,739 1,948 1,956 3,470  3,324
SSD50_P3_20  0,612  2,139 2,263 3,922 3,745  5,328
SSD100_P3_20  0,286  3,448 1,699 5,494 2,894  7,385











  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_50  0,966  2,049 1,687 3,847 2,669  5,702
SSD50_P3_50  0,919  3,814 1,613 5,944 2,428  7,236
SSD100_P3_50  1,217  4,791 1,895 6,771 2,395  8,468





  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_50  0,828  2,207 1,989 4,673 3,060  7,099
SSD50_P3_50  1,011  3,685 1,914 6,438 2,720  9,151
SSD100_P3_50  1,183  5,317 2,054 7,644 2,783  10,631









  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_20  ‐0,141  ‐2,441 1,362 ‐1,230 2,936  0,251
SSD50_P3_20  ‐0,068  ‐2,343 1,259 ‐0,56 2,572  1,102
SSD100_P3_20  ‐0,135  ‐2,145 1,055 ‐0,205 2,139  1,655
SSD125_P3_20  ‐0,150  ‐3,038 0,904 ‐1,169 2,001  0,830
Tabla IV­15. Valor de IPSPPVEPT a partir de SMAGA­2 Modificado con adelanto para 20 trabajos, y un  valor de 











  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_20  ‐0,181  ‐2,488 1,449 ‐1,107 3,045  0,385
SSD50_P3_20  ‐0,093  ‐2,329 1,449 ‐0,419 3,014  1,494
SSD100_P3_20  ‐0,103  ‐2,092 1,185 0,078 2,556  2,128






  SSDS  SMAGA‐2 SSDS SMAGA‐2 SSDS  SMAGA‐2
SSD10_P3_50  ‐0,010  ‐3,262 0,996 ‐1,345 1,915  0,560
SSD50_P3_50  0,018  ‐3,062 0,740 ‐1,087 1,460  0,907
SSD100_P3_50  ‐0,023  ‐2,384 0,598 ‐0,420 1,233  1,542






SSD10_P3_50  ‐0,022  ‐3,337 1,254 ‐0,498 2,479  2,423
SSD50_P3_50  0,008  ‐3,043 0,940 ‐0,257 1,888  2,668
SSD100_P3_50  0,002  ‐2,412 0,778 0,591 1,527  3,589

































































permite  disponer  los  residuos  estudentizados
i  (ūt),  en  el  eje  de  ordenadas,  frente  a  las 
variables exógenas (Xt), y endógena (Ŷt). 
Plot of RESIDUALS vs LOG(IPSPPVEPT+2)
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 
























Analysis of Variance for LOG(IPSPPVEPT+2) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                      0,789322      3       0,263107     829,48     0,0000 
 B:K                           3,227      2         1,6135    5086,79     0,0000 
 C:VA                      0,0161097      1      0,0161097      50,79     0,0000 
 D:ALG                       2,38907      1        2,38907    7531,87     0,0000 
 
INTERACTIONS 
 AB                        0,0424005      6     0,00706674      22,28     0,0000 
 AC                       0,00149223      3    0,000497412       1,57     0,2242 
 AD                         0,981368      3       0,327123    1031,30     0,0000 
 BC                        0,0154837      2     0,00774184      24,41     0,0000 
 BD                         0,111071      2      0,0555353     175,08     0,0000 
 CD                      0,000268663      1    0,000268663       0,85     0,3670 
 
RESIDUAL                  0,00729548     23    0,000317195 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            7,58088     47 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
 









son  significativos  todos  efectos  principales  de  todos  los  factores,  y  además  lo  son  las 
interacciones AB, AD, BC y BD. 
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permite  disponer  los  residuos  estudentizados
ii  (ūt),  en  el  eje  de  ordenadas,  frente  a  las 
variables exógenas (Xt), y endógena (Ŷt). 























ii  Consiste  en  el  cálculo  de  la  siguiente  expresión  para  cada  residuo:  (residuo‐media  de  los 
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 























Analysis of Variance for LOG(IPSPPVEPT+2) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
A:CEX                       0,56819      3       0,189397     222,47     0,0000 
B:K                         1,86082      2       0,930409    1092,89     0,0000 
C:VA                      0,0583759      1      0,0583759      68,57     0,0000 
D:ALG                       6,56752      1        6,56752    7714,42     0,0000 
 
INTERACTIONS 
AB                        0,0608955      6      0,0101493      11,92     0,0000 
AC                       0,00069166      3    0,000230553       0,27     0,8458 
AD                         0,346795      3       0,115598     135,79     0,0000 
BC                        0,0230045      2      0,0115023      13,51     0,0001 
BD                        0,0354809      2      0,0177404      20,84     0,0000 
CD                       0,00459471      1     0,00459471       5,40     0,0294 
 
RESIDUAL                   0,0195806     23     0,00085133 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            9,54595     47 
-------------------------------------------------------------------------------- 










son  significativos  todos  los  efectos  principales  de  los  factores,  y  además  lo  son  las 
interacciones AB, AD, BC, BD y CD. 
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Figura IV­54. Gráfico del efecto de la interacción entre el factor CEX y el factor ALG del bloque Adelanto­















































































































A­IV.2  Resultados  y  Análisis  de  los  mismo  en  situaciones  de  Retrasos  en  las 
Operaciones 











































SSD10_P13_20  1,301  1,155  1,305  1,146  1,201  1,301 1,345 1,305  1,146 
SSD50_P13_20  1,168  0,957  1,097  1,122  1,409  1,168 1,234 1,097  1,122  
SSD100_P13_20  0,940  0,850  0,863  1,054  1,622  0,940 0,951 0,863  1,054  














SSD10_P13_20  1,301  1,155  1,305  1,064 1,201 1,301 1,389 1,305  1,064 
SSD50_P13_20  1,168  0,957  1,097  0,973 1,409 1,168 1,255 1,097  0,973  
SSD100_P13_20  0,940  0,850  0,863  0,901 1,622 0,940 0,987 0,863  0,901  














SSD10_P13_50  0,656  0,627  0,680  0,687 0,795 0,656 0,704 0,680  0,687 
SSD50_P13_50  0,507  0,480  0,477  1,273 1,752 0,507 0,568 0,477  1,273   
SSD100_P13_50  0,392  0,359  0,394  2,003 2,727 0,392 0,423 0,394  2,003   
SSD125_P13_50  0,333  0,317  0,318  2,220 3,103 0,333 0,374 0,318  2,220   



















SSD10_P13_50  0,656  0,627  0,680  0,606 0,795 0,656 0,747 0,680  0,606 
SSD50_P13_50  0,507  0,480  0,477  0,963 1,752 0,507 0,672 0,477  0,963   
SSD100_P13_50  0,392  0,359  0,394  1,384 2,727 0,392 0,538 0,394  1,384   

















SSD10_P13_20  0,924  0,793  0,910  0,551 ‐0,465 0,924 1,035 0,910  0,551  0,473
SSD50_P13_20  0,633  0,525  0,644  0,084 ‐1,591 0,633 0,798 0,644  0,084  ‐0,523
SSD100_P13_20  0,445  0,422  0,455  ‐0,481 ‐2,909 0,445 0,644 0,455  ‐0,481  ‐1,670
SSD125_P13_20  0,374  0,323  0,353  ‐0,807 ‐3,325 0,374 0,521 0,353  ‐0,807  ‐2,191
  K=0,02 y VA=0,2
SSD10_P13_20  0,924  1,285  0,910  0,551 1,512
SSD50_P13_20  0,633  1,045  0,644  0,084 0,564
SSD100_P13_20  0,445  0,916  0,455  ‐0,481 ‐0,426





















SSD10_P13_20  0,950  0,765  0,893  0,695 ‐0,532 0,950 1,053 0,893  0,695  0,632
SSD50_P13_20  0,633  0,539  0,624  0,413 ‐1,540 0,633 0,783 0,624  0,413  ‐0,310
SSD100_P13_20  0,452  0,442  0,433  0,205 ‐2,906 0,452 0,678 0,433  0,205  ‐1,378
SSD125_P13_20  0,363  0,319  0,369  ‐0,042 ‐3,470 0,363 0,512 0,369  ‐0,042  ‐2,020
  K=0,02 y VA=0,4
SSD10_P13_20  0,950  1,280  0,893  0,695 1,911
SSD50_P13_20  0,633  1,062  0,624  0,413 0,985
SSD100_P13_20  0,452  0,962  0,433  0,205 0,165















SSD10_P13_50  0,316  0,331  0,346  ‐1,522 ‐2,366 0,316 0,457 0,346  ‐1,522  ‐0,921
SSD50_P13_50  0,224  0,222  0,226  ‐3,108 ‐4,606 0,224 0,316 0,226  ‐3,108  ‐2,840
SSD100_P13_50  0,159  0,143  0,155  ‐4,543 ‐6,138 0,159 0,221 0,155  ‐4,543  ‐4,311
SSD125_P13_50  0,153  0,133  0,143  ‐4,304 ‐6,154 0,153 0,203 0,143  ‐4,304  ‐4,155
  K=0,01 y VA=0,1
SSD10_P13_50  0,316  0,542  0,346  ‐1,522 0,746
SSD50_P13_50  0,224  0,404  0,226  ‐3,108 ‐1,171
SSD100_P13_50  0,159  0,323  0,155  ‐4,543 ‐2,367
SSD125_P13_50  0,153  0,254  0,143  ‐4,304 ‐2,201
Tabla IV­27. Valor de IPSPPVEPT a partir de SMAGA­2 Modificado con retraso para 50 trabajos, y un  valor de VA 



















SSD10_P13_50  0,361  0,321  0,349  ‐0,841 ‐2,424 0,361 0,567 0,349  ‐0,841  ‐0,068
SSD50_P13_50  0,237  0,221  0,243  ‐2,068 ‐4,534 0,237 0,394 0,243  ‐2,068  ‐1,860
SSD100_P13_50  0,159  0,149  0,166  ‐2,923 ‐6,162 0,159 0,302 0,166  ‐2,923  ‐3,127
SSD125_P13_50  0,144  0,135  0,147  ‐2,861 ‐6,028 0,144 0,248 0,147  ‐2,861  ‐2,962
  K=0,01 y VA=0,2
SSD10_P13_50  0,361  0,780  0,349  ‐0,841 2,331
SSD50_P13_50  0,237  0,601  0,243  ‐2,068 0,583
SSD100_P13_50  0,159  0,376  0,166  ‐2,923 ‐0,288




































































Plot of RESIDUALS vs IPSPPVEPT
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 





















Analysis of Variance for IPSPPVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                      0,199318      3      0,0664394      46,73     0,0000 
 B:VA                       0,003816      1       0,003816       2,68     0,1273 
 C:ALG                       1,72094      4       0,430236     302,58     0,0000 
 
INTERACTIONS 
 AB                       0,00428665      3     0,00142888       1,00     0,4242 
 AC                           1,0161     12      0,0846746      59,55     0,0000 
 BC                        0,0506422      4      0,0126606       8,90     0,0014 
 
RESIDUAL                   0,0170626     12     0,00142188 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            3,01217     39 
-------------------------------------------------------------------------------- 






































































































































distribuye  muy  próxima  a  la  línea  continua  diagonal,  lo  que  implica  su  proximidad  a  la 
distribución Normal. 
Normal Probability Plot

























la  variable  dependiente  con  respecto  a  las  variables  independientes  obteniéndose  los 














Plot of RESIDUALS vs (IPSPPVEPT-0,2)^2

































































































































Analysis of Variance for (IPSPPVEPT-0,2)^2 - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                       2,25782      3       0,752607     260,62     0,0000 
 B:VA                      0,0114229      1      0,0114229       3,96     0,0779 
 C:ALG                       0,23144      3      0,0771467      26,72     0,0001 
 
INTERACTIONS 
 AB                        0,0188528      3     0,00628426       2,18     0,1606 
 AC                         0,385864      9      0,0428737      14,85     0,0002 
 BC                          0,14015      3      0,0467166      16,18     0,0006 
 
RESIDUAL                   0,0259896      9     0,00288773 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            3,07154     31 
-------------------------------------------------------------------------------- 
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 






























Analysis of Variance for LOG(IPSPPVEPT) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                     0,0710581      3       0,023686      17,92     0,0001 
 B:VA                      0,0459647      1      0,0459647      34,78     0,0001 
 C:ALG                        14,927      4        3,73174    2823,39     0,0000 
 
INTERACTIONS 
 AB                       0,00883757      3     0,00294586       2,23     0,1374 
 AC                          5,28708     12        0,44059     333,35     0,0000 
 BC                         0,114099      4      0,0285247      21,58     0,0000 
 
RESIDUAL                   0,0158607     12     0,00132172 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            20,4699     39 
-------------------------------------------------------------------------------- 





























































































































































































































Plot of RESIDUALS vs LOG(IPSPPVEPT)
































































































significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 






















Analysis of Variance for LOG(IPSPPVEPT) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                      0,249696      3      0,0832321      26,79     0,0001 
 B:VA                     0,00998923      1     0,00998923       3,21     0,1066 
 C:ALG                       5,36834      3        1,78945     575,91     0,0000 
 
INTERACTIONS 
 AB                       0,00134307      3     0,00044769       0,14     0,9309 
 AC                          2,67369      9       0,297076      95,61     0,0000 
 BC                         0,201665      3      0,0672216      21,63     0,0002 
 
RESIDUAL                   0,0279644      9     0,00310716 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            8,53268     31 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 












































































































































  RS SSDS AOR SMAGA‐2s SMAGA‐2 
SSD10_P3_20  4,328 2,914 3,144 2,627 2,644 
SSD50_P3_20  4,087 2,858 2,254 2,834 3,756 
SSD100_P3_20  4,724 3,847 1,791 3,673 5,470 













SSD10_P3_20  4,340  2,868  3,145  2,880 2,644 4,340 3,360 3,145  2,880  3,618
SSD50_P3_20  3,937  2,704  2,160  2,851 3,695 3,937 3,273 2,160  2,851  4,907
SSD100_P3_20  4,855  3,949  1,915  3,740 5,187 4,855 4,214 1,915  3,740  6,191





  RS SSDS AOR SMAGA‐2s SMAGA‐2 
SSD10_P3_50  3,217 2,172 1,504 2,208 2,595 
SSD50_P3_50  3,532 2,772 1,034 3,800 4,535 
SSD100_P3_50  4,396 3,778 0,816 5,006 5,753 





  RS SSDS AOR SMAGA‐2s SMAGA‐2 
SSD10_P3_50  3,230 2,17 1,496 1,978 2,611 
SSD50_P3_50  3,414 2,816 1,073 3,208 4,386 
SSD100_P3_50  4,202 3,752 0,812 4,057 5,596 























SSD10_P3_20  0,924  0,793  0,910  0,551 ‐0,465 0,924 1,035 0,910  0,551  0,473
SSD50_P3_20  0,633  0,525  0,644  0,084 ‐1,591 0,633 0,798 0,644  0,084  ‐0,523
SSD100_P3_20  0,445  0,422  0,455  ‐0,481 ‐2,909 0,445 0,644 0,455  ‐0,481  ‐1,670
SSD125_P3_20  0,374  0,323  0,353  ‐0,807 ‐3,325 0,374 0,521 0,353  ‐0,8077  ‐2,191
  K=0,02 y VA=0,2
SSD10_P3_20  0,924  1,285  0,910  0,551 1,512
SSD50_P3_20  0,633  1,045  0,644  0,084 0,564
SSD100_P3_20  0,445  0,916  0,455  ‐0,481 ‐0,426














SSD10_P3_20  0,950  0,765  0,893  0,695 ‐0,532 0,950 1,053 0,893  0,695  0,632
SSD50_P3_20  0,633  0,539  0,624  0,413 ‐1,540 0,633 0,783 0,624  0,413  ‐0,310
SSD100_P3_20  0,452  0,442  0,433  0,205 ‐2,906 0,452 0,678 0,433  0,205  ‐1,378
SSD125_P3_20  0,363  0,319  0,369  ‐0,042 ‐3,470 0,363 0,512 0,369  ‐0,042  ‐2,020
  K=0,02 y VA=0,4
SSD10_P3_20  0,950  1,280  0,893  0,695 1,911
SSD50_P3_20  0,633  1,062  0,624  0,413 0,985
SSD100_P3_20  0,452  0,962  0,433  0,205 0,165
SSD125_P3_20  0,363  0,767  0,369  ‐0,042 ‐0,523
Tabla IV­38. Valor de IPSPPVEPT a partir de SMAGA­2 Modificado con retraso para 20 trabajos, y un  valor de VA 
de 0,4. 


















SSD10_P3_50  0,990  0,220  0,897  ‐1,966 ‐2,817 0,990 0,756 0,897  ‐1,966  ‐1,241
SSD50_P3_50  0,723  0,114  0,628  ‐2,212 ‐3,003 0,723 0,536 0,628  ‐2,212  ‐1,161
SSD100_P3_50  0,515  0,113  0,416  ‐1,645 ‐2,039 0,515 0,357 0,416  ‐1,645  ‐0,359
SSD125_P3_50  0,585  0,363  0,374  ‐1,032 ‐1,270 0,585 0,566 0,374  ‐1,032  0,415
  K=0,01y VA=0,1
SSD10_P3_50  0,990  1,166  0,897  ‐1,966 0,430
SSD50_P3_50  0,723  0,984  0,628  ‐2,212 0,725
SSD100_P3_50  0,515  0,730  0,416  ‐1,645 1,390














SSD10_P3_50  0,970  0,227  0,847  ‐1,228 ‐2,897 0,970 1,715 0,847  ‐1,228  1,990
SSD50_P3_50  0,685  0,093  0,604  ‐1,773 ‐2,900 0,685 1,340 0,604  ‐1,773  2,641
SSD100_P3_50  0,483  0,097  0,425  ‐1,271 ‐2,099 0,483 1,006 0,425  ‐1,271  3,237
SSD125_P3_50  0,509  0,348  0,374  ‐0,807 ‐1,370 0,509 1,134 0,374  ‐0,807  3,878
  K=0,01 y VA=0,2
SSD10_P3_50  0,970  0,940  0,847  ‐1,228 ‐0,464
SSD50_P3_50  0,685  0,768  0,604  ‐1,773 ‐0,179
SSD100_P3_50  0,483  0,549  0,425  ‐1,271 0,560










































































Plot of RESIDUALS vs LOG(IPSPPVEPT-1)
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 




























Analysis of Variance for LOG(IPSPPVEPT-1) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                      0,422442      3       0,140814      51,01     0,0000 
 B:VA                   0,0000524739      1   0,0000524739       0,02     0,8934 
 C:ALG                       5,07618      3        1,69206     612,95     0,0000 
 
INTERACTIONS 
 AB                       0,00756839      3      0,0025228       0,91     0,4721 
 AC                          3,85766      9       0,428628     155,27     0,0000 
 BC                       0,00418833      3     0,00139611       0,51     0,6879 
 
RESIDUAL                   0,0248445      9      0,0027605 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            9,39293     31 
-------------------------------------------------------------------------------- 





















































































































































la  variable  dependiente  con  respecto  a  las  variables  independientes  obteniéndose  los 














Plot of RESIDUALS vs LOG(IPSPPVEPT-1)
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 





























Analysis of Variance for LOG(IPSPPVEPT-1) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                     0,0446949      3      0,0148983       4,81     0,0489 
 B:VA                     0,00493099      1     0,00493099       1,59     0,2540 
 C:ALG                       7,52282      2        3,76141    1213,82     0,0000 
 
INTERACTIONS 
 AB                       0,00902408      3     0,00300803       0,97     0,4658 
 AC                           3,1835      6       0,530583     171,22     0,0000 
 BC                      0,000146969      2   0,0000734847       0,02     0,9767 
 
RESIDUAL                    0,018593      6     0,00309883 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            10,7837     23 
-------------------------------------------------------------------------------- 




















































































































































la  variable  dependiente  con  respecto  a  las  variables  independientes  obteniéndose  los 














Plot of RESIDUALS vs LOG(IPSPPVEPT)
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Analysis of Variance for LOG(IPSPPVEPT) - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                       1,14668      3       0,382227    1067,15     0,0000 
 B:VA                      0,0141687      1      0,0141687      39,56     0,0000 
 C:ALG                       12,0892      4        3,02229    8438,02     0,0000 
 
INTERACTIONS 
 AB                       0,00200554      3    0,000668512       1,87     0,1891 
 AC                          2,25369     12       0,187808     524,35     0,0000 
 BC                        0,0382065      4     0,00955163      26,67     0,0000 
 
RESIDUAL                   0,0042981     12    0,000358175 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)            15,5482     39 
-------------------------------------------------------------------------------- 




son  significativos  los  efectos  principales  de  los  factores  A,  B  y  C,  y  además  lo  son  las 
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Figura IV­126. Gráfico del efecto de la interacción entre el factor CEX y el factor ALG del bloque Retraso­









































































































































































































































































Tanto  en  este  caso,  para  el  algoritmo  SMAGA‐1,  como  en  el  siguiente  apartado,  para  el 
algoritmo SMAGA‐2, se a considerado el valor de los parámetros será el mismo para cualquier 
escenario con la misma configuración de Margen Operativo. Se considera por lo tanto que el 

















































Plot of RESIDUALS vs IPSVRVEPT





























































































































Analysis of Variance for IPSVRVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:GsM                     0,0227063      1      0,0227063       6,87     0,0277 
 B:FdM                     0,0105465      1      0,0105465       3,19     0,1076 
 C:FmG                    0,00630674      1     0,00630674       1,91     0,2004 
 
INTERACTIONS 
 AB                       0,00384958      1     0,00384958       1,17     0,3085 
 AC                       0,00204903      1     0,00204903       0,62     0,4512 
 BC                       0,00314707      1     0,00314707       0,95     0,3546 
 
RESIDUAL                   0,0297353      9     0,00330392 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)          0,0783405     15 
-------------------------------------------------------------------------------- 





sólo  es  significativo  el  efecto  principales  del  factor  GsM,  mientras  que  ninguna  de  las 










































































































































































significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 





















Analysis of Variance for IPSVRVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:GsM                    0,00186057      1     0,00186057       0,99     0,3452 
 B:FdM                   0,000517591      1    0,000517591       0,28     0,6120 
 C:FmG                     0,0127607      1      0,0127607       6,81     0,0283 
 
INTERACTIONS 
 AB                       0,00676352      1     0,00676352       3,61     0,0900 
 AC                      0,000212157      1    0,000212157       0,11     0,7443 
 BC                    0,00000847902      1  0,00000847902       0,00     0,9479 
 
RESIDUAL                   0,0168731      9     0,00187479 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)          0,0389961     15 
-------------------------------------------------------------------------------- 








sólo  es  significativo  el  efecto  principales  del  factor  FmG,  mientras  que  ninguna  de  las 
interacciones entre factores es significativa. 










































































































































































significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 























Analysis of Variance for IPSVRVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:GsM                     0,0120501      1      0,0120501       2,56     0,1441 
 B:FdM                    0,00308407      1     0,00308407       0,66     0,4392 
 C:FmG                    0,00697319      1     0,00697319       1,48     0,2545 
 
INTERACTIONS 
 AB                       0,00601177      1     0,00601177       1,28     0,2877 
 AC                      0,000204115      1    0,000204115       0,04     0,8397 
 BC                       0,00583209      1     0,00583209       1,24     0,2945 
 
RESIDUAL                   0,0423698      9     0,00470776 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)          0,0765252     15 
-------------------------------------------------------------------------------- 
All F-ratios are based on the residual mean square error. 
Tabla IV­3. ANOVA correspondiente IPSPVRVEPT del promedio de Conjuntos Experimentales con Margen 





















































































































































significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 






















Analysis of Variance for IPSVRVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:GsM                    0,00643425      1     0,00643425       2,97     0,1187 
 B:FdM                   0,000129932      1    0,000129932       0,06     0,8119 
 C:FmG                    0,00966264      1     0,00966264       4,46     0,0638 
 
INTERACTIONS 
 AB                      0,000914382      1    0,000914382       0,42     0,5319 
 AC                        0,0025529      1      0,0025529       1,18     0,3057 
 BC                       0,00031644      1     0,00031644       0,15     0,7110 
 
RESIDUAL                   0,0194771      9     0,00216412 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)          0,0394876     15 
-------------------------------------------------------------------------------- 




























































Plot of RESIDUALS vs IPSVRVEPT
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significativa  en  la  distribución  de  los  mismos  por  lo  que  se  descarta  la  existencia  de 
correlación. 























Analysis of Variance for IPSVRVEPT - Type III Sums of Squares 
-------------------------------------------------------------------------------- 
Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value 
-------------------------------------------------------------------------------- 
MAIN EFFECTS 
 A:CEX                       1,88218      3       0,627392     131,16     0,0000 
 B:RM                     0,00301133      1     0,00301133       0,63     0,4504 
 
INTERACTIONS 
 AB                        0,0142419      3      0,0047473       0,99     0,4441 
 
RESIDUAL                   0,0382662      8     0,00478327 
-------------------------------------------------------------------------------- 
TOTAL (CORRECTED)             1,9377     15 
-------------------------------------------------------------------------------- 












factores.  Por  lo  tanto,  se  puede  concluir  el  análisis  diciendo  que  RM  no  es  un  parámetro 
significativo. 
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Figura IV­32. Gráfico del efecto principal del factor CEX del promedio de Conjuntos Experimentales con Margen 
Operativo del 5%, 10%, 15% y20%. 
 