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つに， Kullback-Lei bler情報量 (KL情報量） [6]に基づくリスク関数がある．このリスク関
数の値は真の分布に依存するため，実際の解析時に使用するためには推定が必要である．


























































































Pr(M = M,。）→ 1, n→CX) 
が成立するとき，そのモデル選択規準は一致性を持つという．真のモデルを選択する確率
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