Recent work on fractionally spaced blind equalizers have communication systems [ l o ] for which this assumption is not valid for any over-sampling factor M'.
Introduction
Since the invention of digital communication, blind channel equalization has been an active area of research. Here, we present theoretical reiwlts on the exact identification of the channel response and input sequence based on the noise-free observation of the channel output sequence. Our purpose is to fully characterize what can be done with the least set of assumptions on the channel model.
Over-sampling the output of an FIR continuous-time channel at a rate M' times faster than the symbol rate 1/T provides channel diversity which can be equivalently represented as a single-input M-output discrete-time multichannel FIR filter [ l ] Without loss of generality, assuming that first M 5 M' of these sub-channels are to be identified, the corresponding multi-channel model is shown in Fig. 1 where the outputs of the multi-channel filter are the samples of the received signal y ( t ) :
T M yi[n] = y(nT+ ( i G 1 ) T )
, 1 5 i I M . ( 1 ) In this model {a [n] }E=O is the input symbol sequence chosen from a finite alphabet and D represents the transmission delay. The FIR filter h, [n] in Fig. l corresponds to the common zeros of the sub-channels. In order to clearly differentiate the present work from the previous ones, we state below some of the assumDtions and/or constraints that are avoided here:
If the sub-channels do not share any common zeros then h, [n] = &[n] . It will be shown that in this latter case, an efficient tree-structured algorithm can be used to identify the exact channel and the input sequence. Also, the least number of channel output samples required in the identification is found. In the case of common zeros, it is shown that the tree-structured algorithm can still be used to identify the channels hl [n], . . . , h~ [ n ] and their common input zc[n]. Then, the blind identification of h, [n] and the input sequence can be carried out by using a pruning algorithm which converges almost surely under very mild set of assumptions on the probability distribution of the channel coefficients. [n,] , . . . , hM [n] As shown in Fig. 1 [8] . It has been shown that these algorithms lose their robustness when this assumption is not true [9] . This is a severe limitation because there exists classes of multi-path ( g , , g , ; N ) 
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where g , and y , [k] are defined as:
By using (4) a more compact representation for the cost J i z ( g ; N ) is given as:
where The minimizers of the cost function given by (7) are fully characterized by the following Theorem:
To complete the proof of the theorem we will make use of several lemmas whose proofs are given in [12] .
This lemma can be used in (10) to conclude the equality of [TI] for all n. Hence, in the z-transform domain:
Since for i # j, Hi(z) and H j ( z ) may have common zeros, let monic polynomial Hij (2) be the greatest common divisor of H i ( z ) and H j ( z ) . Hence, H i ( z ) can be decomposed as:
11) can be written as:
After cancellation of the H i j ( z ) we get;
Since, Q j / i ( z ) and Q i / j ( z ) have no common zeros;
At this stage we use the following lemma:
Lemma 2 implies that G i ( z ) can be factored as:
We complete the proof of Theorem 1 using the following lemma:
This completes the proof of
that satisfies (9) constitutes a n L, + 1 dimensional vector space, where i, = Lz #Lz.
Proof. Theorem can be proved, by expressing the minimizers of (7) as g i = H i f , 1 5 i 5 M , where H i is the nonsingular convolution matrix corresponding to the ith channel.
Since these relations can be compactly written as g = H f ,
' is a non-singular channel matrix it follows that the dimension of the solution space is equal to the dimension of the arbitrary vector f .
0
An important implication of this theorem is stated as:
The matrix R,, [NI has a n Lc+l dimensional null-space.
By starting with L2 which is larger than Lz, one can form R,, [NI in (7) . Then by using Corollary 1, LZ can be obtained as LZ = LZ *q + 1, where q is the dimension of the null-space of R,, [NI. Once the actual order LZ is obtained, the minimization of (7) 
. , h~[ n ]
should be in the feasible set.
As it can be shown easily, the constraint 119 11' = pz meets this requirement [12] .
111-34 3 A Tree Algorithm
As pointed in the previous section, true channel coefficients can be obtained as the constrained minimizer of (7). . . . , h~ [ n ] using N consecutive channel outputs [12] . In this section we propose to use a binary-tree a1 orithm to reduce the compu-
The basic idea of the binary-tree algorithm will be illustrated for M = 4 using the re-arranged multi-channel filter model in Fig. 2 . In this figure D represents the overall delay of the communication system, H,(z) denotes the common finite zeros to the 4 channels, Ifz3 ( z ) , i # j , denotes the zeros common to the ith and jth channels apart from those in z P D H c ( z ) and finally QZ/,(z) A H,(z)/H,,(z), i # j , denotes the zeros of the ith channel which are not also zeros of the jth channel. With this arrangement, we note that, all the filters in the dashed Boxes 1, 2 and 3 are coprime.
Below we give a two stage algorithm which is used to compute the FIR filters in Box 1 and their common input u12 [n] :
1 ) Since Q1/2(z) and Q2/1(z) are coprime, identify them 8 using the procedure outlined in Section .
) Identify their common input ulz[n] using the Bezout identity [12], [13].
The same algorithm is also used to compute filters in Box 2 and their common input u34 [n] . Since the outputs of the filters in Box 3 have been identified, these filters and their common input x,[n] can be identified again using the same algorithm. This completes the identification of the sub-channels
. . . , h4[n].
Identification of the Common Zeros
In the previous section we have presented a method for blind identification of the sub-channels h l [ n ] ,
. . . , h~ [ n ] in Fig. 1  and their common input x,[n] . Thus the overall problem is reduced to the blind identification of the filter h, [n] in Fig. 1 . In this section we give a solution to this problem.
We write the input-output relation of the filter h,[n] using the vector/matrix notation': is one of the possible A L~ matrices then the corresponding channel estimate hLk) is obtained by solving (18) using the forward-substitution. Since the sequence x,[n] can be computed exactly in the noise-free case one of the computed channel estimates, hLk), should be the actual channel. The pruning algorithm given in Page 4 can be used to identify the actual channel among all those possible channel estimates. Basically at each sample index n, the algorithm discards the channel estimates which cannot produce the most recent output sample xc [n] . The algorithm terminates when there remains only one channel estimate. Also it should be noted that when the correct channel is identified using the pruning algorithm, the configuration in Fig. 3 provides a solution for  the input sequence a[.] .
There exist some pathological cases [12] , where two or more more input sequence-channel pairs produce the same output xc[n]. Now we show that for a given output the set of these pathological cases is discrete. Thus, under the assumption that the channel coefficients are realization of continuous random variables the total probability of this set of pathological cases is zero. Therefore in practice the pruning algorithm almost surely identifies h, [n] . 
n=O which satisfy the following transform domain identity:
. Substituting these into (20) yields:
by ( 
Conclusions
A theoretical investigation on the blind identification of the channel and input sequence from the noise free observation of the fractionally spaced channel outputs is presented. In the case of no common zeros between the channels, the channel identification problem is posed as a constrained minimization problem involving channel outputs and the channel estimates such that only at a constant multiple of the actual channel the global minima is reached. A novel binary-tree algorithm is proposed for the computationally efficient identification of the channel and the input sequence. Also, the minimum number of channel output samples required by the algorithm is found. In the case of common zeros between the parallel branches of the fractionally spaced channel model, a second stage of processing is proposed for the almost sure identification of the channel and the input sequence.
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