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Abstract. This article aims to the local boundedness and Ho¨lder continuity of weak solu-
tions to kinetic Fokker-Planck equations with general transport operators and rough coeffi-
cients. These results are due to the mixing effect of diffusion and transport. Although the
equation is parabolic only in the velocity variable, it has a hypoelliptic structure provided
that the transport part ∂t + b(v) ·∇x is nondegenerate in some sense. We achieve the results
by revisiting the method, proposed by F. Golse, C. Imbert, C. Mouhot and A. Vasseur in
the case b(v) = v, that combines the elliptic De Giorgi-Nash-Moser theory with velocity
averaging lemmas.
1. Introduction
We are concerned with the Fokker-Planck equation of the form
(1.1) (∂t + b(v) · ∇x)f = divv (A(t, x, v)∇vf) +B(t, x, v) · ∇vf + s(t, x, v)
in (t, x, v) ∈ [t1, t2] × Ux × Uv, for −∞ < t1 < t2 ≤ ∞ and some open sets Ux ⊂ Rd1 ,
Uv ⊂ Rd2 , where the vector fields b and B are valued in Rd1 and Rd2 , respectively. In the
whole article, we suppose that b only depends on the velocity variable v. We also make the
following assumption,
(1.2)
{
0 < λI ≤ A ≤ ΛI,
‖B‖L∞ ≤ Λ,
for some constants λ, Λ > 0, where A denotes a d2 × d2 real symmetric matrix with its
eigenvalues valued in [λ,Λ] almost everywhere. In addition, we will assume that b ∈ L∞ ∩H1
is nondegenerate in the sense that there exist some constants K > 0 and α ∈ (0, 1] such that
(1.3) ∀µ ∈ R, ∀ν ∈ Sd1−1, ∀ > 0, ∣∣{v ∈ B1(0) : |µ+ b(v) · ν| ≤ }∣∣ ≤ Kα.
Such weak conditions are sufficient to derive the local boundedness of solutions to (1.1), see
Theorem 1.1. To enhance the regularity of the solutions to obtain Theorem 1.2, rescaling each
open ball in the above condition is necessary. In this way, a stronger assumption on b ∈ C1
reads as follows: there exists some constant K > 0 such that for any open ball Br(v0) with
B2r(v0) ⊂ Uv, the following holds,
(1.4) ∀µ ∈ R, ∀ν ∈ Sd1−1, ∀ > 0, ∣∣{v ∈ Br(v0) : |µ+ b(v) · ν| ≤ }∣∣ ≤ Krd2−1.
We will see that, when d1 = d2, this condition for b ∈ C1 is equivalent to the assumption that
the induced matrix norm of (Db)−1 is bounded (see Lemma 4.1).
Date: October 9, 2020.
1
ar
X
iv
:2
01
0.
03
86
7v
1 
 [m
ath
.A
P]
  8
 O
ct 
20
20
YUZHE ZHU
1.1. Main results. Before stating the main contributions of this article, let us make the
notion of weak solutions precise. Weak solutions to the equation (1.1) in [t1, t2]×Ux×Uv are
defined as functions f ∈ L∞t
(
[t1, t2], L
2
x,v(Ux × Uv)
) ∩ L2t,x ([t1, t2]× Ux, H1v (Uv)) satisfying
(∂t + b · ∇x)f ∈ L2t,x
(
[t1, t2]× Ux, H−1v (Uv)
)
and verifying the equation (1.1) in the sense
of distributions. Under the same assumptions on f and its derivatives with the equality in
(1.1) replaced by the inequality ≤ (resp. ≥) that holds when acting on any nonnegative test
functions, we say that f is a subsolution (resp. supersolution) of (1.1).
Theorem 1.1 (Local boundedness). Let f be a subsolution of the equation (1.1) satisfying
(1.2) and (1.3) in Q1 := (−1, 0]×B1 ×B1, and in addition,
‖b‖L∞(B1) + ‖Db‖L2(B1) ≤ Λ and s ∈ Lq(Q1),
for some q > (4+α)(4+d2)(1+d1+d2)2α . Then, the positive part f
+ of the subsolution is bounded
in Qint := (−12 , 0] × B 12 × B 12 . More precisely, there exists some positive constant C only
depending on λ,Λ, d1, d2,K, α and q such that
supQint f
+ ≤ C (‖f+‖L2(Q1) + ‖s‖Lq(Q1)) .
Theorem 1.2 (Ho¨lder regularity). Let d1 = d2 = d and f be a weak solution of the equation
(1.1) satisfying (1.2) and (1.4) in Q1. Assume b ∈ C1(B1) with a function o1 : [0,∞)→ [0,∞)
as the modulus of continuity of Db, that is,
|Db(v)−Db(w)| ≤ o1(|v − w|) for any v, w ∈ B1 and lim
r→0
o1(r) = o1(0) = 0.
In addition, we assume
‖b‖L∞(B1) + ‖Db‖L∞(B1) ≤ Λ and s ∈ Lq(Q1),
for some q > (1+2d)2. Then, there exist some constants β ∈ (0, 1) and C > 0 only depending
on λ,Λ, d,K, q and o1 such that
‖f‖Cβ(Qint) ≤ C
(‖f‖L2(Q1) + ‖s‖Lq(Q1)) .
1.2. Related work and contributions. The boundedness and Ho¨lder regularity results
above for the free streaming case, this is b(v) = v, were first achieved in [28] and [33], respec-
tively. A simplified proof was provided in [15], where the authors combined the methods arisen
from velocity averaging with De Giorgi-Nash-Moser theory to derive the Ho¨lder continuity
of weak solutions to the kinetic Fokker-Planck equation (1.1) with b(v) = v. As De Giorgi’s
method has extended to nonlocal parabolic operators (see [6], [5], [12]), kinetic models with
integral diffusion were studied in [20] and [30].
On the one hand, the arguments in [28] and [33] rely on the explicit expression of fun-
damental solutions to Kolmogorov type operators including ∂t + v · ∇x −∆v. On the other
hand, the fundamental solution of the operator ∂t + b(v) · ∇x −∆v cannot be computed ex-
plicitly in general, especially for b(v) that is not affine. The main contribution of the present
paper is to show that in the setting of general transport operators ∂t + b(v) · ∇x, velocity
averaging lemmas yield local boundedness and Ho¨lder regularity of solutions under a suitable
nondegeneracy condition on the rough vector field b(v).
We revisit the averaging lemmas and the strategy proposed in [15] to remedy the lack
of regularity of the diffusion coefficients and the degeneracy of the elliptic structure with a
nondegenerate b(v). Due to the efforts to prove the averaging lemmas (see the discussion
in §1.3.2 below), for the boundedness part, b(v) is only required to be nondegenerate in the
sense of (1.3) and lying in L∞ ∩H1. To obtain the Ho¨lder regularity of solutions, we have to
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enhance b(v) ∈ C1 to be nondegenerate in the sense of (1.4), which is equivalent to assume
that Db(v) is invertible everywhere.
Besides, in [15], two methods towards the local boundedness of solutions to the equation
(1.1) with b(v) = v are presented. One is Moser’s approach in the case without source term
and the other one is De Giorgi’s approach. One of our contributions in this part is using
Moser’s iterative method to deal with the general type equation (1.1) in the appearance of
source terms.
1.3. Motivation and background.
1.3.1. Physical interpretation. With d1 = d2 = d, some physical interpretation for the Fokker-
Planck equation (1.1) comes from considering the Liouville transport operator
L := ∂t + {·, H} = ∂t + b · ∇x −B · ∇v,
where H is a given Hamiltonian, then the velocity term and the force term are given by
b = ∇vH and B = ∇xH, respectively. For instance, b(v) = v in the setting of classical
Newton’s laws, while b(v) = v√
1+|v|2 is induced by the relativistic effect. It is not hard to
see that (1.3) and (1.4) both hold with α = 1 for b(v) = v or v√
1+v2
in any bounded set
Uv. Varieties of nonlinear coefficients b(v) also appear in quantum transport of electrons in
semiconductors, where the associated semi-classical Hamiltonian H = E(v) + V (t, x), E(v) is
given by the energy band diagram of the semiconductor and V (t, x) is the varying potential
contribution, see [9], [25] for further details.
In a large particle system, if there is no collision, then the Liouville equation reads Lf = 0.
It is a first order hyperbolic equation that models the evolution of the distribution function
f(t, x, v) for the system of identical particles, that is the density of particles at time t located
at the position x with a physical state described by the velocity variable v. One has to
modify the equation by adding a collision term C (f) on the right hand side when the effect
of the collisions between particles in a certain surrounding bath is taken into account, which
means Lf = C (f). Different models lead to various collision operators C . For instance, under
Coulomb collisions, the Landau-Coulomb operator proposed in [22] has a quasilinear form and
enjoys the ellipticity in velocity as long as controls of some macroscopic physical quantities
are provided, see [10]. More kinetic diffusive models can be found in [7], [32]. In view of
applications to these nonlinear equations, the structure of mixing transport and degenerate
diffusion inspires the study of the Fokker-Planck equation (1.1) with rough coefficients.
1.3.2. Nondegenerate condition and velocity averaging. The nondegenerate condition (1.4) we
impose is arisen from velocity averaging and used in the zooming procedure (see Subsec-
tion 4.1, 4.2).
Recall the form of our equation (1.1). Due to its hyperbolicity, we cannot expect the gain
of regularity for the solution f(t, x, v) itself of the kinetic transport equation
(∂t + b(v) · ∂x) f(t, x, v) = S(t, x, v),
where the source term S ∈ L2t,x(H−mv ) with m = 0, 1 is rough. However, from the perspective
of the symbol of the transport operator, it is elliptic outside small neighborhoods around its
characteristic directions. The lack of regularity inside can be compensated by the ellipticity
outside on a macroscopic level. This kind of phenomenon was first observed by V. I. Agoshkov
[1], F. Golse, B. Perthame and R. Sentis [17] independently and formulated precisely later on
in [16]. It was also shown in [16] that the condition (1.3) ensures that a velocity averaging
lemma is satisfied when m = 0, which predicts that there are some better regularity on the
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averages of f with respect to the microscopic variable v. A subsequent improvement in the
free streaming case (b(v) = v) with loss of derivatives in the source (m > 0) was obtained
in [11]. We point out that the loss of v-derivatives in the source requires the v-regularity on
the drift coefficient b(v). As the regularizing effect of general transport operators comes from
their nondegeneracy, we derive a similar result (Lemma 2.1) for general nondegenerate b(v)
lying in L∞ ∩H1.
We remark that the condition (1.3) is also a quantitative version of the noncharacteristic
condition assumed in [13], where microlocal analysis techniques are used and high order
smoothness is required on the coefficient b. Besides, in the case d2 = 1, the nondegeneracy of
b corresponds to the genuine nonlinearity of hyperbolic equations in the kinetic formulation
of scalar conservation laws, see [24]. More details about the conditions (1.3) and (1.4) in
analysis viewpoint can be found in Remark 2.2, Remark 2.6 and Subsection 4.2 below.
Combining the velocity averaging with an a priori bound on the derivatives in velocity
of solutions, a hypoelliptic transfer of compactness was observed and used in [23]. In [3],
F. Bouchut put the transfer mechanism in the form of precise fractional Sobolev regularity
estimates. For the equation (1.1), an a priori bound on v-derivatives of solutions is derived
from the energy estimate due to the diffusion term. The mixing effect of transport and
diffusion allows us to see a hypoelliptic structure of the equation.
1.3.3. Hypoelliptic structure. We remark that the structure of the Fokker-Planck equation has
two aspects, as it is the combination of a transport operator and an elliptic operator in the
velocity variable.
On the one hand, it is a degenerate parabolic equation, as it only satisfies the elliptic condi-
tion with respect to the variable v. It is well-known that elliptic operators enjoy regularizing
effect even if their coefficients are rough. In the late 1950s, E. De Giorgi [8] obtained the
Ho¨lder regularity of solutions to elliptic equations in divergence form with bounded measur-
able coefficients and J. Nash [27] independently solved the case of parabolic equations. In the
spirit of De Giorgi’s idea to achieve the local boundedness of solutions, J. Moser [26] provided
a new proof by developing a technique now known as Moser’s iteration.
On the other hand, when b(v) satisfies the nondegenerate condition (1.4), the equation
(1.1) has a kind of hypoelliptic structure. It was first noticed by A. Kolmogorov [21] that the
operator LK := ∂
2
x + x∂y − ∂t in 3-dimensional space-time preserves singular supports which
means that the smoothness of LKf implies the smoothness of f , as its fundamental solution
can be calculated explicitly. It inspired L. Ho¨rmander [19] to study general hypoelliptic second
order differential operators including the ones of the form
∑m
i=1X
∗
iXi +X0 associated with a
system of real smooth vector fields {Xi}mi=0, whereX∗i is the formal adjoint ofXi. Ho¨rmander’s
celebrated theorem states that if the Lie algebra generated by {Xi}mi=0 spans the full tangent
space at each point, then the operator preserves singular supports. Without regard to the
smoothness of their coefficients, setting (X1, X2, ..., Xd2)
T :=
√
A∇v and X0 := ∂t + b(v) · ∇x
satisfying (1.4), we point out that Ho¨rmander’s condition holds for this system {Xi}d2i=0. More
detailed relations between the nondegenerate condition (1.4) and Ho¨rmander’s condition will
be discussed in Subsection 4.2.
1.4. Notation. We denote by C a universal constant if it depends only on λ, Λ, d1, d2, q,
K, α and o1. We will write X . Y to say that X ≤ CY for some universal constant C > 0.
For simplicity, we do not change its symbol C, even if it changes line by line.
We define the cylinder domain QR := (−R2, 0] × BR3(0) × BR(0). We will occasionally
simplify BR(0) by BR.
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In the entire article, sup f and inf f refer to the essential supremum and the essential
infimum of f in a given domain, respectively.
1.5. Organization of the paper. In Section 2, we establish velocity averaging lemmas for
general transport equations. In Section 3, the local boundedness Theorem 1.1 is derived from
velocity averaging lemmas and the De Giorgi-Nash-Moser theory. Section 4 is devoted to
Ho¨lder regularity, including the proof of Theorem 1.2 and a boundary estimate.
Acknowledgement. The author would like to thank Franc¸ois Golse and Cyril Imbert for
suggesting the problem and for helpful discussions. This work has received funding from
the European Union’s Horizon 2020 research and innovation programme under the Marie
Sk lodowska-Curie grant agreement No 754362.
2. Velocity averaging
A key ingredient of the proof in F. Golse, C. Imbert, C. Mouhot and A. Vasseur’s work
[15] is based on the velocity averaging method and relies on the result due to F. Bouchut [3]
which gives a quantitative hypoelliptic regularity estimate.
In this section, we first generalize the classical velocity averaging lemma to the case with
general nondegenerate b(v). Armed with the mechanism of the averaging theory, we then
derive the regularity in all variables on the solution in view of the extra regularity with
respect to v of the solution.
2.1. Classical averaging theory. The following result was obtained in [11] and [29] in the
cases where b(v) = v and b(v) = v√
1+|v|2 , respectively. The main strategy of the proof is
similar to them in spirit, which is based on a microlocal decomposition in the Fourier space of
time and space. By this splitting and the nondegenerate condition, we can handle the terms in
the region around the characteristic directions of the transport operator and its complement.
Then, in appropriate microlocal domains, we will exploit some ellipticity in the complement to
compensate the lack of regularity of the transport operator around its characteristic directions
in the averaging sense.
Lemma 2.1. Consider the open ball BR ⊂ Rd2 and let ψ(v) ∈ C1c (BR). Assume that h,
g0 ∈ L2(Rt × Rd1x ×BR) and g1 ∈ L2(Rt × Rd1x ×BR,Rd2) verify the transport equation
(∂t + b(v) · ∇x)h(t, x, v) = divvg1(t, x, v) + g0(t, x, v)
in the sense of distributions, where b(v) ∈ L∞ ∩ H1(BR,Rd1) satisfies the nondegenerate
condition (1.3) (replace B1(0) by BR). Then, the average satisfies
hψ(t, x) :=
∫
BR
h(t, x, v)ψ(v) dv ∈ Hς(Rt × Rd1x ),
with the estimate
‖hψ‖Hς ≤ Cb‖ψ‖W 1,∞ (‖h‖L2 + ‖g1‖L2 + ‖g0‖L2) ,
where ς := α4+α and Cb > 0 only depending on d1, d2, K, R, ‖b‖L∞ and ‖Db‖L2.
Notation. We always omit the notation of domain if the norm is over (t, x, v) ∈ Rt×Rd1x ×BR
or over v ∈ BR.
Remark 2.2. The nondegenerate condition (1.3) roughly asserts that b(v) cannot concentrate
on any hyperplane, which forces it to move in every direction at each point. Otherwise, there
will be no regularity information in x derived from the equation about h as well as hψ on
some sets of positive measure, except along the normal direction of the supposed hyperplane.
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Remark 2.3. If b(v) ∈W 1,∞(BR,Rd1), then by the similar strategy in the proof below with
even simpler computation (change the parameter m(ξ) by picking m = 1 for |ξ| ≤ 1 and
m = |ξ| 12 for |ξ| > 1), the conclusion in the above lemma can be improved to bound ‖hψ‖H α4
with Cb depending only on d1, d2, K, R and ‖b‖W 1,∞ .
Proof. We split the proof in three steps as follows.
Step 1. The microlocal decomposition.
By performing the Fourier transformˆwith respect to (t, x)→ (τ, ξ), we have
(2.1) ‖hψ‖2H˙ς =
∫
R×Rd1
∣∣I(τ, ξ)∣∣2 (|τ |+ |ξ|)2ς dτ dξ,
where the constant ς ∈ (0, 1) to be determined and I(τ, ξ) is defined by
I(τ, ξ) :=
∫
Rd1
hˆ(τ, ξ, v)ψ(v) dv.
Moreover, hˆ satisfies the equation
(2.2) i (τ + b(v) · ξ) hˆ = divv gˆ1 + gˆ0.
Since it is only effective when τ + b(v) · ξ 6= 0, we introduce a cut-off function ζ ∈ C∞c (R) such
that 0 ≤ ζ ≤ 1, ζ|[− 1
2
, 1
2
] ≡ 1 and ζ|[−1,1]c ≡ 0. Write
I(τ, ξ) = I1(τ, ξ) + I2(τ, ξ),
with
I1(τ, ξ) :=
∫
BR
hˆ(τ, ξ, v)ψ(v)ζ
(
τ + b(v) · ξ
m
)
dv,
I2(τ, ξ) :=
∫
BR
hˆ(τ, ξ, v)ψ(v)
[
1− ζ
(
τ + b(v) · ξ
m
)]
dv,
where m = m(ξ) ≥ 1 to be determined.
By multiplying the relation (2.2) by ψ(v) and integrating by parts, we have
(2.3) I2(τ, ξ) = i
∫
BR
gˆ1(τ, ξ, v) · ∇v [Φ(τ, ξ, v)ψ(v)]− gˆ0(τ, ξ, v)Φ(τ, ξ, v)ψ(v) dv,
where we set
(2.4) Φ(τ, ξ, v) :=
1
τ + b(v) · ξ
[
1− ζ
(
τ + b(v) · ξ
m
)]
.
Step 2. The estimates of I1 and I2.
For I1(τ, ξ), the integrand is vanishing whenever |τ + b(v) · ξ| > m and hence I1(τ, ξ) = 0 on
{|τ | > m + b|ξ|}, where we abbreviate b := ‖b‖L∞(BR). Combining with the nondegenerate
condition (1.3) yields ∫
BR
ζ2
(
τ + b(v) · ξ
m
)
dv ≤ K
(
m
|ξ|
)α
1|τ |≤m+b|ξ|.
Thus, we obtain
|I1(τ, ξ)|2 ≤ ‖ψ‖2L∞‖hˆ‖2L2v
∥∥∥∥ζ (τ + b(v) · ξm
)∥∥∥∥2
L2v
≤ K‖ψ‖2L∞‖hˆ‖2L2v
(
m
|ξ|
)α
1|τ |≤m+b|ξ|.(2.5)
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For I2(τ, ξ), observing (2.3) and (2.4), we have
(2.6) |I2(τ, ξ)|2 ≤
(
‖gˆ1‖2L2v + ‖gˆ0‖
2
L2v
)(
‖∇ψ‖2L∞‖Φ‖2L2v + ‖ψ‖
2
L∞‖∇vΦ‖2L2v
)
.
By simple computation,
|Φ|2 + |∇vΦ|2 . 1|τ + b(v) · ξ|2
[
1 +
( |ξ||Db(v)|
m
)2]
1|τ+b(v)·ξ|≥m
2
,
so that
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
.
∫
BR
[
1 +
( |ξ||Db(v)|
m
)2]
1|τ+b(v)·ξ|≥m
2
dv
|τ + b(v) · ξ|2
=
∫
BR
dv
∫ ∞
|τ+b(v)·ξ|
[
1 +
( |ξ||Db(v)|
m
)2]
1|τ+b(v)·ξ|≥m
2
2 ds
s3
=
∫ ∞
m
2
2 ds
s3
∫
BR
[
1 +
( |ξ||Db(v)|
m
)2]
1m
2
≤|τ+b(v)·ξ|≤s dv.(2.7)
Using the nondegenerate condition (1.3), we have
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
.
∫ ∞
m
2
[
K
(
s
|ξ|
)α
+
b′2|ξ|2
m2
]
ds
s3
≤ Cb
(
mα−2
|ξ|α +
|ξ|2
m4
)
,(2.8)
where we denote b′ := ‖Db‖L2v(BR). We will use this estimate by setting m = 1 when ξ is near
the origin. For large |ξ|, we are going to pick m to be |ξ| to some positive power. Besides, we
have a more precise estimate when |τ | ≥ m + b|ξ|, as the origin is away from the domain of
the integration in (2.7) automatically. In this case,
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
.
∫ |τ |+b|ξ|
|τ |−b|ξ|
[
K
(
s
|ξ|
)α
+
b′2|ξ|2
m2
]
ds
s3
+
∫ ∞
|τ |+b|ξ|
(
|BR|+ b
′2|ξ|2
m2
)
ds
s3
≤ Cb
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3
m2(|τ |2 − b2|ξ|2)2
+
m2 + |ξ|2
m2(|τ |2 + |ξ|2)
)
,(2.9)
where we applied (|τ |+ b|ξ|)2−α − (|τ | − b|ξ|)2−α ≤ 4b|τ |1−α|ξ|
in the last inequality, as we notice that |τ | > b|ξ| and α ∈ (0, 1]. It follows then from (2.6),
(2.8) and (2.9) that
|I2(τ, ξ)|2 ≤‖ψ‖2W 1,∞
(
‖gˆ1‖2L2v + ‖gˆ0‖
2
L2v
)(
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
)(
1|τ |≤m+b|ξ| + 1|τ |≥m+b|ξ|
)
≤Cb‖ψ‖2W 1,∞
(
‖gˆ1‖2L2v + ‖gˆ0‖
2
L2v
)[(mα−2
|ξ|α +
|ξ|2
m4
)
1|τ |≤m+b|ξ|
+
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3
m2(|τ |2 − b2|ξ|2)2
+
m2 + |ξ|2
m2(|τ |2 + b2|ξ|2)
)
1|τ |≥m+b|ξ|
]
.(2.10)
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Combining (2.5) with (2.10) and recalling m ≥ 1, we conclude that
|I(τ, ξ)|2 ≤Cb‖ψ‖2W 1,∞G(τ, ξ)
[(
mα
|ξ|α +
|ξ|2
m4
)
1|τ |≤m+b|ξ|
+
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3
m2(|τ |2 − b2|ξ|2)2
+
m2 + |ξ|2
m2(|τ |2 + b2|ξ|2)
)
1|τ |≥m+b|ξ|
]
,(2.11)
where we abbreviate G(τ, ξ) := ‖hˆ‖2L2v + ‖gˆ1‖
2
L2v
+ ‖gˆ0‖2L2v .
Step 3. Tracking in appropriate microlocal domains.
For |ξ| ≤ 1, we pick m = 1 in the estimate (2.11) so that
|I(τ, ξ)|2 ≤Cb‖ψ‖2W 1,∞G(τ, ξ)
[ (|ξ|−α + |ξ|2)1|τ |≤1+b|ξ|
+
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3
(|τ |2 − b2|ξ|2)2
+
1 + |ξ|2
|τ |2 + b2|ξ|2
)
1|τ |≥1+b|ξ|
]
.(2.12)
As for |ξ| ≥ 1, we pick m = |ξ|% with % ∈ (0, 1) to be determined so that
|I(τ, ξ)|2 ≤Cb‖ψ‖2W 1,∞G(τ, ξ)
[(
|ξ|α(%−1) + |ξ|2(1−2%)
)
1|τ |≤|ξ|%+b|ξ|
+
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3−2%
(|τ |2 − b2|ξ|2)2
+
1 + |ξ|2−2%
|τ |2 + b2|ξ|2
)
1|τ |≥|ξ|%+b|ξ|
]
.(2.13)
Recalling (2.1), we split the quantity ‖hψ‖2H˙ς = Σi=1Hi as the following ordinal five terms,
H1 +H2 +H3 +H4 +H5 :=
∫ ∣∣I∣∣2|τ |2ς1|ξ|≤11|τ |≤1+b dτ dξ + ∫ ∣∣I∣∣2|τ |2ς1|ξ|≤11|τ |>1+b dτ dξ
+
∫ ∣∣I∣∣2|ξ|2ς1|ξ|≤1 dτ dξ + ∫ ∣∣I∣∣2|τ |2ς1|ξ|>1 dτ dξ + ∫ ∣∣I∣∣2|ξ|2ς1|ξ|>1 dτ dξ.
Observing I(τ, ξ) ≤ ‖hˆ(τ, ξ, ·)‖L2‖ψ‖L2 due to Ho¨lder’s inequality, we know that H1 and H3
can be controlled by Cb‖h‖2L2‖ψ‖2L2 .
As for H2, using (2.12), we get
H2 ≤Cb‖ψ‖2W 1,∞
∫
G(τ, ξ)1|τ |≥1+b1|ξ|≤1
·
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3
(|τ |2 − b2|ξ|2)2
+
1 + |ξ|2
|τ |2 + b2|ξ|2
)
|τ |2ς dτ dξ.
Notice that the integral above is only effective over {|ξ| ≤ 1} ∩ {|τ | ≥ 1 + b}. For any fixed
|ξ| ≤ 1, the functions
(2.14)
|τ |1−α|τ |2ς
(|τ |2 − b2|ξ|2)2−α
and
|τ ||τ |2ς
(|τ |2 − b2|ξ|2)2
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are both decreasing with respect to |τ |, so they are bounded by the values that they take at
|τ | = 1 + b. Also, the left function in the integrand(
1 + |ξ|2)|τ |2ς
|τ |2 + b2|ξ|2
≤ 2|τ |
2ς
|τ |2 ≤ 2
in the effective set and hence the term H2 can be estimated.
For the remaining terms H4 and H5, it suffices to check that the powers of the multipliers
|τ ||ξ| in the integrands are all nonpositive. More precisely, by (2.13),
H4 ≤Cb‖ψ‖2W 1,∞
∫
G(τ, ξ)
[(
|ξ|α(%−1) + |ξ|2(1−2%)
)
1|τ |≤|ξ|%+b|ξ|
+
(
|τ |1−α|ξ|1−α
(|τ |2 − b2|ξ|2)2−α
+
|τ ||ξ|3−2%
(|τ |2 − b2|ξ|2)2
+
1 + |ξ|2−2%
|τ |2 + b2|ξ|2
)
1|τ |≥|ξ|%+b|ξ|
]
|τ |2ς1|ξ|≥1 dτ dξ.
We choose ς and % verifying α(%− 1) + 2ς = 0 and 2(1− 2%) + 2ς = 0, which gives
ς =
α
4 + α
and % =
2 + α
4 + α
.
Besides, the two functions defined in (2.14) appearing in the above integrand are controlled
by the values that they take at |τ | = |ξ|% + b|ξ|. With |τ | ≥ |ξ|% + b|ξ| and |ξ| ≥ 1, the left
function in the integrand(
1 + |ξ|2−2%)|τ |2ς
|τ |2 + b2|ξ|2
≤ |ξ|
4−4% + 2|τ |4ς
|τ |2 + b2|ξ|2
≤ Cb
(|ξ|2−4% + |τ |4ς−2) ≤ 2Cb.
It turns out that
H4 ≤Cb‖ψ‖2W 1,∞
∫
G(τ, ξ)
(
1 +
|ξ|1−α|ξ|1−α|ξ|2ς
(|ξ|1+%)2−α +
|ξ||ξ|3−2%|ξ|2ς
(|ξ|1+%)2
)
1|ξ|≥1 dτ dξ
≤Cb‖ψ‖2W 1,∞
(‖h‖2L2 + ‖g0‖2L2 + ‖g1‖2L2) .
Similarly, we can treat the term H5 and hence bound the quantity ‖hψ‖2H˙ς . This completes
the proof. 
2.2. Hypoelliptic transfer of regularity. With the help of the above velocity averaging
lemma, the hypoelliptic methodology given in [3] allows us to see that the extra regularity of
the solution in velocity can be transferred to time-space variables.
Lemma 2.4. Under the same assumption as in Lemma 2.1, in addition provided that
(2.15) h ∈ L2t,x
(
Hδv (BR)
)
,
for some δ ∈ (0, 1], then for γ := 2αδ(4+α)(2+2δ+d2) and for any ball Br with r ∈ (0, R), we have
‖h‖Hγ(R×Rd1×Br) ≤ Cb
(
‖h‖L2t,x(Hδv) + ‖g1‖L2 + ‖g0‖L2
)
,
where the constant Cb > 0 depends on d1, d2, K, R− r, ‖b‖L∞ and ‖Db‖L2.
Remark 2.5. The regularizing effect produced in the lemma is not optimal. For instance,
by adjusting the parameters in the proof below with (τ, ξ) = [0(|τ |+ |ξ|)]−
γ
δ for some small
0 > 0 and m(ξ) given by m = 1 for |ξ| ≤ 1, m = |ξ|% for |ξ| > 1, where % := 2αδ+2d+αd2αδ+4d+αd ,
it turns out that h ∈ Hγ with γ = 2αδ2αδ+4d+αd . Moreover, as in Remark 2.3, if ‖b‖W 1,∞ is
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bounded, we may pick % := αδ+dαδ+2d here to deduce that h ∈ Hγ with γ = αδαδ+2d . We are not
going to show the detailed computation because of its tediousness.
Remark 2.6. Consider the case that b(v) ∈W 1,∞(BR,Rd1) satisfies the nondegenerate con-
dition (1.3) on any rescaled and translated balls, that is, for any Br(v0) with Br(v0) ⊂ BR,
(2.16) ∀µ ∈ R, ∀ν ∈ Sd1−1, ∀ > 0, ∣∣{v ∈ Br(v0) : |µ+ b(v) · ν| ≤ }∣∣ . rd2−1α.
Then, for any fixed cut-off function ζ ∈ C∞c (R) and fixed nonnegative function ρ ∈ C∞c (B1),∫
B(v)
ζ2
(
τ + b(w) · ξ
m
)
1
d2
ρ
(
v − w

)
dw . 1

(
m
|ξ|
)α
1|τ |≤m+|ξ|‖b‖L∞ .
In view of this type of estimate (in contrast to (2.19), (2.20)), by picking (τ, ξ) = [0(|τ | +
|ξ|)]− γδ for some small 0 > 0 and picking m = 1 for |ξ| ≤ 1, m = |ξ|
1+αδ
2+αδ for |ξ| > 1 in the
following proof, we will derive h ∈ Hγ with γ = αδ2+αδ . Noticing that setting α = 1 in (2.16)
gives the nondegenerate condition (1.4), we then have γ = δ2+δ . In particular, this coincides
with the regularity result given in [3] in the case of b(v) = v.
Let us turn to the proof of the lemma.
Proof. For the sake of clarity, we assume h, g1 and g0 are compactly supported in v ∈ BR
by a simple localization argument (multiply the solution with a cut-off function). We remark
that if they are already compactly supported with respect to v, then the constant Cb in the
conclusion above will not depend on R− r.
Introduce a sequence of radial functions {ρ(v)}>0 ⊂ C∞c (Rd2) such that
ρ1 ≥ 0, supp ρ1 ⊂ B1,
∫
Rd2
ρ1(v) dv = 1 and ρ(v) =
1
d2
ρ1
(v

)
.
Write
(2.17) h(t, x, v) = (h− h ∗v ρ) (t, x, v) + h ∗v ρ(t, x, v).
We will see that in the averaging (with respect to v) sense, one can extract a factor  to
some positive power from the first term on the right hand side of (2.17) due to our assumption
(2.15). Meanwhile, a factor  to some negative power can be extracted from the second term
by following the demonstration of the previous lemma with slight adjustment in the argument.
Afterwards, the regularity of the solution h itself will be obtained by identifying the parameter
 = (τ, ξ) which is defined in the Fourier space of t, x.
By performing the Fourier transforms F in all variables (t, x, v) → (τ, ξ, η) and ˆ with
respect to (t, x)→ (τ, ξ), we have
‖h‖L2vH˙γt,x ≤
∥∥(|τ |+ |ξ|)γ |F (h− h ∗v ρ(τ,ξ)) |∥∥L2τ,ξ,η + ∥∥(|τ |+ |ξ|)γ∣∣hˆ ∗v ρ(τ,ξ)∣∣∥∥L2τ,ξ,v .
First, let us treat the term about h − h ∗v ρ. We denote Fv the Fourier transform with
respect to v → η. It turns out that
|F (h− h ∗v ρ) | = |1− (Fvρ1)(η)||Fh|
. |η|δ|Fh| sup
|η|≤−1
(
|η|−δ|η|
)
+ |η|δ|Fh| sup
|η|>−1
|η|−δ = 2δ|η|δ|Fh|,
where we used the facts that Fvρ1(0) = 1 and Fvρ1(η), as well as its derivatives, is bounded
in Rd2η . Then, with γ > 0 to be determined, selecting the parameter  = (|τ | + |ξ|)−
γ
δ and
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using the assumption (2.15) yield∥∥(|τ |+ |ξ|)γ |F (h− h ∗v ρ) |∥∥L2τ,ξ,η . ‖h‖L2t,xH˙δv .(2.18)
Next, for the term about h ∗v ρ, we write∥∥(|τ |+ |ξ|)γ∣∣hˆ ∗v ρ∣∣∥∥2L2τ,ξ,v =
∫ ∣∣J(τ, ξ, v)∣∣2 (|τ |+ |ξ|)2γ dτ dξ dv,
where we set
J(τ, ξ, v) :=
∫
hˆ(τ, ξ, w)ρ(v − w) dw.
Consider the decomposition J(τ, ξ, v) = J1(τ, ξ, v) + J2(τ, ξ, v) as follows. With a cut-off
function ζ supported in [−1, 1] valued in [0, 1] such that ζ|[− 1
2
, 1
2
] ≡ 1, as well as taking m(ξ)
such that m = 1 for |ξ| ≤ 1 and m = |ξ| 2+α4+α for |ξ| > 1 as before, we set
J1(τ, ξ, v) :=
∫
hˆ(τ, ξ, w)ρ(v − w)ζ
(
τ + b(w) · ξ
m
)
dw,
By the relation (2.2),
J2(τ, ξ, v) = i
∫
gˆ1(τ, ξ, w) · ∇v [Φ(τ, ξ, w)ρ(v − w)]− gˆ0(τ, ξ, w)Φ(τ, ξ, w)ρ(v − w) dw,
where Φ is provided by (2.4). In such a setting, we only need to replace the estimates of |I1|
and |I2| as shown in (2.5) and (2.6) in the previous lemma by the estimates of ‖J1‖L2v and‖J2‖L2v . More precisely,∫
|J1(τ, ξ, v)|2 dv ≤
∫ ∥∥hˆ(τ, ξ, ·)∥∥2
L2
∥∥∥∥ζ (τ + b(·) · ξm
)
ρ(v − ·)
∥∥∥∥2
L2
dv
. 1
d2
‖hˆ(τ, ξ, v)‖2L2v
∥∥∥∥ζ (τ + b(v) · ξm
)∥∥∥∥2
L2v
.(2.19)
In like manner,∫
|J2(τ, ξ, v)|2 dv ≤
(
‖gˆ1‖2L2v + ‖gˆ0‖
2
L2v
)(
‖∇ρ‖L2‖Φ‖2L2v + ‖ρ‖L2‖∇vΦ‖
2
L2v
)
. 1 + 
2
d2+2
(
‖gˆ1‖2L2v + ‖gˆ0‖
2
L2v
)(
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
)
.(2.20)
Combining (2.19) with (2.20), as well as estimating the terms ‖ζ ((τ + b(v) · ξ)/m) ‖L2v ,
‖Φ‖2L2v + ‖∇vΦ‖
2
L2v
and performing the subsequent operations as before, we conclude that∥∥(|τ |+ |ξ|)γ∣∣hˆ ∗v ρ∣∣∥∥2L2τ,ξ,v =
∫
|J(τ, ξ, v)|2 (|τ |+ |ξ|) 2α4+α (|τ |+ |ξ|)2γ− 2α4+α dτ dξ
.
(‖h‖2L2 + ‖g1‖2L2 + ‖g0‖2L2) sup|τ |+|ξ|≤1 (|τ |+ |ξ|)2γ− 2α4+α+ d2γδ
+
(‖h‖2L2 + ‖g1‖2L2 + ‖g0‖2L2) sup|τ |+|ξ|>1 (|τ |+ |ξ|)2γ− 2α4+α+ (d2+2)γδ
.‖h‖2L2 + ‖g1‖2L2 + ‖g0‖2L2 ,(2.21)
where we choose γ such that 2γ − 2α4+α + (d2+2)γδ = 0.
From (2.18), (2.21) and the condition (2.15), we derive the desired result. 
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3. Local boundedness
Both De Giorgi’s approach and Moser’s approach towards Theorem 1.1 are presented in
this section. By comparing with each other, one is able to see that the ideas involved are
essentially the same. By contrast with [15], we can also apply Moser’s method to treat general
bounded solutions to the equation with a source term.
In view of the weak formulation of the equation (4.2), a simple computation and approxi-
mation procedure yields the following fact.
Lemma 3.1. If f is a subsolution of the equation (4.2) in Q1, then for any nonnegative
convex function χ ∈ W 1,∞(R) with χ′ ≥ 0, χ(f) is also a subsolution of the same equation
with the souce term s replaced by sχ′(f).
In particular, for any subsolution f of (4.2), if χ(f) = f+, then χ′(f) = 1f≥0 and χ(f) is
also a subsolution of the same equation with s replaced by s1f≥0.
3.1. Moser’s approach. In the elliptic setting, Moser’s strategy runs as follows. As we
choose the test function to be a cut-off function multiplied with a power of the solution, we
can obtain an L2-energy estimate for a power of the solution, that is, an estimate of the
L2-norm of the derivative of a power of the solution in term of the L2-norm of the same power
of the solution itself. Then, the Sobolev inequality implies an estimate of the Lp2-norm of the
solution in term of its Lp1-norm with p2 > p1, that is, a reversed Ho¨lder’s inequality. With
a gain of higher and higher Lpn-integrability and a careful choice of the cut-off functions, pn
goes to infinity and boundedness is reached.
However, standard elliptic equation techniques (see [14] and [18], for instance) only enable
us to achieve the L2-energy estimate with respect to the velocity variable v. Instead, the
hypoelliptic structure of the equation (1.1) will also allow us to prove Hγ-bound on a barrier
function that dominates solutions of (1.1) for some γ ∈ (0, 1). The hypoellipticity comes from
the ingredients of both elliptic estimate and velocity averaging.
Before turning to the proof of Theorem 1.1 following Moser’s path, we introduce a simple
but useful lemma [18, Lemma 4.3] at first.
Lemma 3.2. Let ψ(r) be a nonnegative bounded function on 0 ≤ r0 ≤ r ≤ r1. Suppose that
for r0 ≤ r < s ≤ r1 we have
ψ(r) ≤ ψ(s) + c(s− r)−ι,
for some  ∈ [0, 1), ι > 0 and c ≥ 0. Then, there exists a positive constant C depending only
on  and m such that, for any r0 ≤ r < s ≤ r1, we have
ψ(r) ≤ Cc(s− r)−ι.
We are now in a position to prove the local boundedness theorem.
Proof of Theorem 1.1 (Moser’s approach). The proof will proceed in four steps.
Step 1. We will establish the local energy estimate with respect to the variable v, see (3.8)
below. Let 0 < r < R ≤ 1 and r := r+R2 . With l > 0, we set fl := f+ + l. Take a cut-off
function φ satisfying 0 ≤ φ ≤ 1, φ|Qr ≡ 1, suppφ ⊂ QR, as well as the following properties,
(3.1) |∂tφ| ≤ C
(R− r)2 , |∇xφ| ≤
C
(R− r)3 and |∇vφ| ≤
C
R− r in Q1.
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We assume that f is locally bounded. Then, the test function of the form ϕ = φ2(fβl − lβ)
with β ≥ 1 is admissible so that
(3.2)
∫
QR
ϕ(∂t + b · ∇x)f ≤ −
∫
QR
A∇vϕ · ∇vf +
∫
QR
ϕB · ∇vf +
∫
QR
ϕs.
Using the elliptic condition in (1.2), as well as applying Cauchy-Schwarz inequality, yields∫
QR
A∇vϕ · ∇vf ≥ β
∫
QR
φ2fβ−1l A∇vfl · ∇vfl + 2
∫
QR
φ(fβl − lβ)A∇vφ · ∇vfl
≥ λβ
∫
QR
φ2fβ−1l |∇vfl|2 − 2Λ
∫
QR
φfβl |∇vφ||∇vfl|
≥ λ
(
β − 1
2
)∫
QR
φ2fβ−1l |∇vfl|2 −
2Λ2
λ
∫
QR
fβ+1l |∇vφ|2,
(3.3)
where we used the facts that ∇vfl = ∇vf a.e. in {f > 0} and ϕ = 0, ∇vfl = 0 a.e. in {f ≤ 0}
so that all the integrals above are only effective over the set {f > 0}. For the same reason
and after integrating by parts, we have
(3.4)
∫
QR
ϕ(∂t + b · ∇x)f =
∫
QR
φ2(fβl − lβ)(∂t + b · ∇x)fl ≥ −4
∫
QR
φfβ+1l |(∂t + b · ∇x)φ|.
In addition,
(3.5)
∫
QR
ϕB · ∇vf ≤ Λ
∫
QR
φ2fβl |∇vfl| ≤
λ
4
∫
QR
φ2fβ−1l |∇vfl|2 +
Λ2
λ
∫
QR
φ2fβ+1l .
Set u := f
β+1
2
l and cs :=
|s|
l with l := ‖s‖Lq(Q1). It turns out that
|∇vu|2 ≤ β2fβ−1l |∇vfl|2 and
|s|
fl
≤ cs.
Therefore, combining this with (3.2), (3.3), (3.4) and (3.5), we obtain
(3.6)
∫
QR
|∇v(φu)|2 ≤ Cβ
(
1 + ‖∂tφ‖L∞ + ‖∇xφ‖L∞ + ‖∇vφ‖2L∞
) ∫
QR
u2 + Cβ
∫
QR
csφ
2u2.
Observing that ‖cs‖Lq ≤ 1, applying Ho¨lder’s inequality and an interpolation inequality, we
have
β
∫
QR
csφ
2u2 ≤ β‖cs‖Lq‖φu‖2θL2κ‖φu‖2−2θL2
≤ C(, θ)(R− r)− 2θ1−θ β 11−θ ‖φu‖2L2 + (R− r)2‖φu‖2L2κ ,
(3.7)
where  > 0, κ ≥ 1 will be determined and θ = κ(κ−1)q ∈ (0, 1) which requires q > κκ−1 . In this
case, C(, θ) only depends on , κ and universal constants, so we rewrite it as C,κ.
On account of our choice of the function φ satisfying (3.1) with 0 < r < R ≤ 1, (3.6) and
(3.7) imply that
(3.8) ‖∇vu‖2L2(Qr) ≤
C,κβ
ϑ
(R− r)3ϑ ‖u‖
2
L2(QR)
+ C(R− r)2‖u‖2L2κ(QR),
where ϑ ≥ 1 is given by ϑ := 11−θ .
Step 2. Estimates of source terms and comparison.
In view of the energy estimate (3.8) and the Sobolev inequality, we are able to gain higher
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integrability of fl with respect to the variable v. Now, we are going to transfer the integrability
to the variables t and x, thanks to velocity averaging. Introduce another cut-off function η
such that 0 ≤ η ≤ 1, η|Qr ≡ 1, suppη ⊂ Qr and
|∂tη| ≤ C
(R− r)2 , |∇xη| ≤
C
(R− r)3 and |∇vη| ≤
C
R− r in Q1.
Then, the function ηu is a nonnegative subsolution to an equation of the type
(3.9) (∂t + b · ∇x)h = divv (A∇vh) + divvg1 + g0 in R1+d1+d2 ,
where h(t, x, v) is unknown and g1, g0 are given by{
g1 = −Au∇vη,
g0 = (Bη −A∇vη) · ∇vu+ u(∂t + b · ∇x)η + βcsηu,
as we observe that fη, g1 and g0 are supported in Qr. Besides, we can estimate g1 and g0 by
the local energy estimate (3.8). Indeed, we have
‖g1‖2L2(Qr) + ‖g0‖2L2(Qr) ≤C
(‖∂tη‖2L∞ + ‖∇xη‖2L∞ + ‖∇vη‖2L∞) ‖u‖2L2(QR)
+ C
(
1 + ‖∇vη‖2L∞
) ‖∇vu‖2L2(Qr) + ‖βcsu‖2L2(QR)
≤ C
(R− r)6 ‖u‖
2
L2(QR)
+
C
(R− r)2 ‖∇vu‖
2
L2(Qr)
+ C,κβ
2ϑ‖u‖L2(QR) + ‖u‖2L2κ(QR)
≤ C,κβ
2ϑ
(R− r)6ϑ ‖u‖
2
L2(QR)
+ C‖u‖2L2κ(QR),(3.10)
where we used the fact that β, ϑ ≥ 1 and treated the term ‖βcsu‖2L2(QR) similarly to (3.7) as
follows,
‖βcsu‖2L2(QR) ≤ β2‖cs‖2Lq(QR)‖u‖2θL2κ(QR)‖u‖2−2θL2(QR) ≤ C,κβ
2
1−θ ‖u‖L2(QR) + ‖u‖2L2κ(QR),
and this requires
(3.11) q >
2κ
κ− 1 .
Moreover, the solution h to the equation (3.9) with the initial boundary conditions{
h(t, x, v) = 0 if |v| = r, or |x| = r2 and b(v) · x < 0
h(t0 − r2, x, v) = 0
is supported in Qr. By maximum principle, we have
(3.12) 0 ≤ ηu ≤ h in Qr.
Step 3. The gain of integrability.
We are in a position to focus on the equation (3.9). Since the solution h is supported in Qr,
integrating the equation (3.9) against h1t≤T yields
1
2
∫
Qr
∂t(h
2)1t≤T ≤− λ
∫
Qr
|∇vh|21t≤T −
∫
Qr
(g1 · ∇vh− g0h)1t≤T
≤− λ
2
∫
Qr
|∇vh|21t≤T + C‖g1‖2L2(Qr) + ‖g0‖L2(Qr)‖h‖L2(Qr),
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so that we are able to write the global energy estimate with respect to the velocity variable
for the solution h,
sup
t∈(−r2,0)
∫
Qtr
h2 + λ
∫
Qr
|∇vh|2 ≤C‖g1‖2L2(Qr) + C‖g0‖L2(Qr)
(
sup
t∈((−r2,0)
∫
Qtr
h2
) 1
2
≤C
(
‖g1‖2L2(Qr) + ‖g0‖2L2(Qr)
)
+
1
2
sup
t∈((−r2,0)
∫
Qtr
h2,
where we denote Qtr := {(x, v) : (t, x, v) ∈ Qr}. In particular, recalling that 0 < r < R ≤ 1
and r = r+R2 , we get
‖h‖2L2t,xH1v (Qr) . ‖g1‖
2
L2(Qr)
+ ‖g0‖2L2(Qr).
Then, applying Lemma 2.4 (with δ = 1 and γ = 2α(4+α)(4+d2)) to the equation (3.9) with h
supported in Qr, we have
‖h‖Hγ(Qr) . ‖h‖L2t,xH1v (Qr) + ‖g1‖L2(Qr) + ‖g0‖L2(Qr) . ‖g1‖L2(Qr) + ‖g0‖L2(Qr).
Combining this with the estimate (3.10) for ‖g1‖L2 + ‖g0‖L2 yields
‖h‖2Hγ(Qr) ≤
C,κβ
2ϑ
(R− r)6ϑ ‖u‖
2
L2(QR)
+ C‖u‖2L2κ(QR).
Then, the Sobolev inequality ‖h‖L2κ(Qr) . ‖h‖Hγ(Qr) and the fact (3.12) imply higher inte-
grability of fl. To be more specific, recalling that
u = f
p
2
l with p := β + 1 ≥ 2,
and rewriting the result in terms of fl gives
‖fl‖Lκp(Qr) ≤ ‖h‖
2
p
L2κ(Qr)
≤
(
C
(R− r)6ϑ
) 1
p
‖fl‖Lp(QR) +
1
2
‖fl‖Lκp(QR),
where we set the positive constant  to be small enough and κ > 1 is given by the Sobolev
conjugate
(3.13)
1
2κ
=
1
2
− γ
1 + d1 + d2
.
Thanks to Lemma 3.2, we achieve
‖fl‖Lκp(Qr) ≤
(
C
(R− r)6ϑ
) 1
p
‖fl‖Lp(QR).
Step 4. The iteration.
We finally construct an iteration by taking rn =
1
2 +
1
2n+1
and pn = 2κ
n with n ∈ N so that
‖fl‖Lpn+1 (Qrn+1 ) ≤ C
n
pn ‖fl‖Lpn (Qrn ) ≤ C
∑
k∈N
k
pk ‖fl‖Lp0 (Qr0 ).
Note that the series
∑
k∈N
k
pk
converges. Sending n→∞ and recalling that l = ‖s‖Lq(Q1), we
derive
‖f+‖L∞(Q 1
2
) ≤ C
(‖f+‖L2(Q1) + ‖s‖Lq(Q1)) .
The proof now is complete. 
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3.2. De Giorgi’s approach.
De Giorgi’s approach to Theorem 1.1. We will pick two positive sequences kn → k∞, rn → r∞
with 0 < k∞, r∞ <∞ and establish that
An := ‖(f − kn)+‖L2(Qrn ) → 0,
by proving a type of inequality
An ≤ CnA1+n−1,
for some positive universal constant , see (3.19) below for the precise expression. The proof
is split into four steps.
Step 1. The energy estimate.
Let 0 < r < R ≤ 1 and r := r+R2 . As before, we consider again a cut-off function φ supported
in QR, valued in [0, 1], φ|Qr ≡ 1 and
|∂tφ| ≤ C
(R− r)2 , |∇xφ| ≤
C
(R− r)3 , |∇vφ| ≤
C
R− r in Q1.
We will write the energy estimate by choosing the test function ϕ := φ2fk, where we define
fk := (f − k)+ for k > 0.
Similarly to (3.3), (3.4) and (3.5), it easily turns out that∫
QR
A∇vϕ · ∇vf ≥ λ
2
∫
QR
φ2|∇vfk|2 − 2Λ
2
λ
∫
QR
f2k |∇vφ|2,∫
QR
ϕ(∂t + b · ∇x)f ≥ −
∫
QR
φf2k |(∂t + b · ∇x)φ|,∫
QR
ϕB · ∇vf ≤ λ
4
∫
QR
φ2|∇vfk|2 + Λ
2
λ
∫
QR
φ2f2k .
Combining with the following estimate for the source term,∫
QR
sϕ ≤ ‖fk‖L2(QR)‖s‖Lq(QR)|{fk > 0} ∩QR|
1
2
− 1
q ,
we conclude that
‖∇v(φfk)‖2L2(QR) .
(
1 + ‖∂tφ‖L∞ + ‖∇xφ‖L∞ + ‖∇vφ‖2L∞
) ‖fk‖2L2(QR)
+ ‖s‖2Lq(QR)|{fk > 0} ∩QR|
1− 2
q
. 1
(R− r)3 ‖fk‖
2
L2(QR)
+ ‖s‖2Lq(QR)|{fk > 0} ∩QR|
1− 2
q .(3.14)
Step 2. The gain of integrability.
The technique involved in this step is almost the same as the ones used in the previous proof
but here β = 1. Taking a cut-off function η valued in [0, 1], supported in Qr, η|Qr ≡ 1 and
|∂tη| ≤ C
(R− r)2 , |∇xη| ≤
C
(R− r)3 , |∇vη| ≤
C
R− r in Q1,
we know that ηfk is a subsolution to the equation (3.9), where g1, g0 are replaced by{
g1 = −Afk∇vη,
g0 = (Bη −A∇vη) · ∇vfk + fk(∂t + b · ∇x)η + s1fk≥0.
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With the help of (3.14), g1 and g0 can be estimated as follows,
‖g1‖2L2(Qr) + ‖g0‖2L2(Qr) .
(‖∂tη‖2L∞ + ‖∇xη‖2L∞ + ‖∇vη‖2L∞) ‖fk‖2L2(QR)
+
(
1 + ‖∇vη‖2L∞
) ‖∇vfk‖2L2(Qr) + ‖s‖2L2(QR)|{fk > 0} ∩QR|1− 2q
. 1
(R− r)6 ‖fk‖
2
L2(QR)
+ ‖s‖2Lq(QR)|{fk > 0} ∩QR|
1− 2
q .
By the same subsequent argument as in the previous proof, we can deduce that there is some
barrier function h ∈ Hγ(Qr) dominating fk in Qr and satisfying
‖h‖Hγ(Qr) . ‖g1‖L2(Qr) + ‖g0‖L2(Qr) .
1
(R− r)3 ‖fk‖L2(QR) + ‖s‖Lq(QR)|{fk > 0} ∩QR|
1
2
− 1
q ,
where γ = 2α(4+α)(4+d2) . Then, recalling 0 ≤ fk ≤ h in Qr and the Sobolev inequality, we have
(3.15) ‖fk‖L2κ(Qr) ≤ ‖h‖L2κ(Qr) .
1
(R− r)3 ‖fk‖L2(QR) + ‖s‖Lq(QR)|{fk > 0} ∩QR|
1
2
− 1
q ,
where κ > 1 is given by (3.13).
Step 3. Estimates of the superlevel sets.
By Ho¨lder’s inequality,
(3.16)
∫
Qr
f2k ≤
(∫
Qr
f2κk
) 1
κ
|{fk > 0} ∩QR|1−
1
κ .
Recall that (3.11) is equivalent to 2− 2q − 1κ > 1. Then, (3.15) and (3.16) imply∫
Qr
f2k .
1
(R− r)6 |{fk > 0} ∩QR|
1− 1
κ
∫
QR
f2k + |{fk > 0} ∩QR|2−
2
q
− 1
κ ‖s‖2Lq(QR)
. 1
(R− r)6 |{fk > 0} ∩QR|

∫
QR
f2k + |{fk > 0} ∩QR|1+‖s‖2Lq(QR),(3.17)
for some (small) universal constant  > 0, provided that |{fk > 0} ∩QR| ≤ 1. Indeed, due to
Chebyshev’s inequality, for any j < k,
(3.18) |{fk > 0} ∩QR| = |{f − j > k − j} ∩QR| ≤ 1
(k − j)2
∫
QR
f2j .
In particular, |{fk > 0}∩QR| ≤ 1 if k ≥ l0 := C‖f+‖L2(Q1) for some (large) universal constant
C > 0. Besides, for any j < k, we have 0 ≤ fk ≤ fj . Combining this with (3.17) and (3.18),
we conclude that for any k > j > l0,
‖fk‖L2(Qr) .
(
1
(R− r)3 +
‖s‖Lq(Q1)
k − j
) ‖fj‖1+L2(QR)
(k − j) .
Step 4. The recursion.
For some l > 0, taking kn = l0 + l(1 − 12n ), rn = 12 + 12n+1 and recalling An = ‖fkn‖L2(Qrn ),
we derive
(3.19) An ≤
Cn(l + ‖s‖Lq(Q1))
l1+
A1+n−1.
It is not hard to show that there exists some constant m > 1 such that for any n ∈ N,
(3.20) An ≤ A0
mn
.
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Indeed, (3.20) holds for n = 0 obviously. For any n > 1, suppose that (3.20) holds for n− 1.
Then, applying (3.19), we have
An ≤
Cn(l + ‖s‖Lq(Q1))
l1+
( A0
mn−1
)1+
=
Cn
mn−−1
· l + ‖s‖Lq(Q1)
l
· A

0
l
· A0
mn
,
which completes the induction by choosing m = C and l = C0(‖s‖Lq(Q1) + A0) with some
(large) universal constant C0 > 0.
Finally, sending n → ∞ in (3.20), we have A∞ = ‖fk∞‖L2(Qr∞ ) = 0 with k∞ = l0 + l and
r∞ = 12 . Recalling the definition of l0 = C‖f+‖L2(Q1), we get the desired result. 
4. Ho¨lder continuity
Passing from the local boundedness result in the previous section to the Ho¨lder continuity
of solutions to (1.1) is based on De Giorgi’s intermediate value lemma, which is a parabolic
counterpart of De Giorgi’s second lemma (see [6] and [31], for instance). In the classical elliptic
case, De Giorgi’s originial lemma in [8], relying on an ingredient of isoperimetric inequality,
depicts the function in H1 that it should have enough measure between two distinct values
to jump from one to the other. This property does not hold anymore for Hs-function for any
s < 12 , since any characteristic functions of bounded smooth domains lie there.
In the hypoelliptic case or even parabolic case, such a result is neither valid for general
L∞t H1v functions nor valid for subsolutions in any cylinder domains of definition, since subso-
lutions may drop in time right off, such as the function defined by taking identically one in
the first half time and taking identically zero in the second half time. Instead, there should
exist a time lag when the subsolutions pay in measure to be allowed to jump (see its precise
statement in Lemma 4.2 below). Furthermore, it is related to the propagation of positivity
and zeros of solutions to the equation (1.1), see [15]. The nondegeneracy of the term b guar-
antees that the propagation is possible. As a matter of fact, how a nondegenerate operator
propagates minima can be traced back to Bony’s maximum principle [2].
Throughout this section, we assume d1 = d2 = d.
4.1. Zooming in the equation. To establish the regularity result (Theorem 1.2), we need
to pay attention to the increment of solutions to the equation (1.1) in the infinitesimal neigh-
borhood of each point. Consequently, a zooming procedure is necessary. Observing that the
kinetic Fokker-Planck equation (1.1) is not translation invariant in the velocity variable, we
have to consider the transformation Tz0,r by the following prescript,
Tz0,r : (t˜, x˜, v˜) 7−→ (t, x, v) := (t0 + r2t˜, x0 + r3x˜+ r2t˜b(v0), v0 + rv˜),
which is the composition of scaling and translation. To zoom in the equation, with r ∈ (0, 1),
we define
f˜ := f ◦ Tz0,r.
Then, as soon as f verifies (1.1) in the domain
(4.1) Qbr(z0) :=
{
(t, x, v) : t ∈ (t0 − r2, t0], |x− x0 − (t− t0)b(v0)| < r3, |v − v0| < r
}
,
f˜ is a solution of the following equation in Q1,
(4.2) (∂t˜ + br · ∇x˜)f˜ = divv˜
(
A˜∇v˜f˜
)
+ B˜ · ∇v˜f˜ + s˜,
where the new coefficients are defined by
(4.3) br(v˜) :=
1
r
[b(v0 +rv˜)− b(v0)], A˜ := A◦Tz0,r, B˜ := rB ◦Tz0,r and s˜ := r2s◦Tz0,r.
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Recalling the assumption in this section that b ∈ C1(B1) and ‖Db‖L∞(B1) ≤ Λ, we know
that for any Br(v0) ⊂ B1,
‖br‖W 1,∞(B1) ≤ 2‖Db‖L∞(Br(v0)) ≤ 2Λ.
We point out that the new coefficients A˜, B˜ and br still satisfy the conditions (1.2) and (1.3)
with α = 1 in Q1, as long as A,B and b satisfy (1.2) and (1.4). We will focus on this rescaled
equation (4.2) from now on.
4.2. Invertibility of Db. Recall Ho¨rmander’s theorem [19, Theorem 1.1] for the hypoelliptic
operators as mentioned in §1.3.3. If the system of vector fields is defined by
X0 := ∂t + b(v) · ∇x and (X1, X2, ..., Xd)T :=
√
A∇v,
where the matrix A(t, x, v) is uniformly positive-definite as in our assumption (1.2), then
d∑
i=1
X∗iXi +X0 = ∂t + b · ∇x − divv(A∇v·).
The vector fields {Xi}di=0 together with their first order Lie brackets generate the full tangent
space at each point of Q1 if and only if the matrix Db is invertible everywhere in B1. This fact
motivates us to extract some information on Db from our nondegeneracy assumption (1.4).
We characterize the invertibility of Db quantitatively thanks to the following lemma.
Lemma 4.1. If b ∈ C1(B1,Rd) is nondegenerate in the sense of (1.4), then the spectral
radius of the d × d matrix (Db)−1 has some (positive) universal upper bound. Conversely, if
the spectral radius of (Db)−1 equals to κ (positive) in B1, then b satisfies (1.4) in B 1
2
for some
K > 0 only depending on d, κ and ‖Db‖L∞.
Proof. In view of the condition (1.4) with the ball B = Br(v0), as well as changing variables
and selecting µ := b(v0) · ν, we deduce
∀ν ∈ Sd−1, ∀ > 0,
∣∣∣∣{v ∈ B1 : ∣∣∣1r [b(v0 + rv)− b(v0)] · ν∣∣∣ ≤ }
∣∣∣∣ ≤ K.
Since b is differentiable in B1, for any v0 ∈ B1, by the dominated convergence theorem, we
can send r → 0+ to see that
∀ν ∈ Sd−1, ∀ > 0, ∣∣{v ∈ B1 : |〈v,Db(v0)T ν〉| ≤ }∣∣ ≤ K.
Then, sending  → 0+ implies that for any ν ∈ Sd−1 and for a.e. v ∈ B1, 〈v,Db(v0)T ν〉 6= 0
which shows that Db(v0) is invertible. Additionally, by symmetry of the ball, for a fixed
η ∈ Sd−1 and for any  > 0, we have∣∣{v ∈ B1 : |〈v, η〉| ≤ ‖Db(v0)−1‖}∣∣ = ∣∣∣∣{v ∈ B1 : inf
ν∈Sd−1
|Db(v0)ν||〈v, η〉| ≤ 
}∣∣∣∣ ≤ K,
which means
‖Db(v0)−1‖ ≤ C(d)K,
where the constant C(d) only depends on d.
Conversely, since Db is invertible in B1, based on a covering argument, it suffices to consider
(1.4) in the ball Br(v0) where the inverse mapping theorem can be applied on the b. Then,
19
YUZHE ZHU
by changing variables, for any µ ∈ R, ν ∈ Sd−1 and  > 0,∣∣{v ∈ Br(v0) : |µ+ b(v) · ν| ≤ }∣∣ ≤ supB1 det(Db−1) ∫
w+b(v0)∈b(Br(v0))
1|µ+w·ν|≤ dw
≤ C(d)κd‖Db‖d−1L∞ rd−1.
This completes the proof. 
4.3. Intermediate value lemma. Although changing variables is available on account of
Lemma 4.1, reformulating the equation (4.2) into a way such that the transport part of
the equation becomes a classical one ∂t + v · ∇x is still impossible. Therefore, De Giorgi’s
intermediate value lemma for the free streaming case in [15] cannot be applied here directly.
We are going to establish the counterpart of the intermediate value lemma by rephrasing
the compactness argument presented in [15, Lemma 4.1] additionally with a linearization
technique. Roughly speaking, arguing by contradiction produces a sequence of subsolutions to
the rescaled equation (4.2). The contradiction will be followed in four steps. First, passing to a
limit is possible due to certain compactness from the elliptic energy estimate and the averaging
lemma. Second, the limit function will be independent of the velocity variable because of the
elliptic energy estimate and the isoperimetric inequality of H1-functions. Third, we are able
to linearize the velocity vector field in the drift term of the limit inequation if the zoom scale
r−1 is large enough. Fourth, the propagation of the zeros of the limit function will lead to a
contradiction.
Before stating the lemma, we simplify some notation as follows. For some positive constants
ω and s0, we use the abbreviation Qω := (−ω2, 0]×Bω3 ×Bω and Q−ω := Qω − (s0, 0, 0). We
will determine ω and s0 to be universal and such that Qω and Q
−
ω does not overlap; indeed,
the time lag s0 − ω2 between Qω and Q−ω is bounded from below by some universal positive
constant.
Lemma 4.2 (De Giorgi’s intermediate value lemma). Let δ1, δ2 ∈ (0, 1) be universal and f
be a subsolution of the equation (4.2) with A˜, B˜ satisfying (1.2) in Q1. Assume b ∈ C1(B1),
with o1 as the modulus of continuity of Db, is nondegenerate in B1 in the sense of (1.4), and
in addition,
‖Db‖L∞(B1) ≤ Λ and ‖s˜‖Lq(Q1) ≤ Λ,
for some q > (1 + 2d)2. There exist some (small) universal positive constants ω, s0, r0, δ0 and
θ such that Qω ∪Q−ω ⊂ Q 1
2
and for any r ∈ (0, r0], if f ≤ 1 in Q1 satisfies{ |{f ≥ 1− θ} ∩Qω| ≥ δ1|Qω|,
|{f ≤ 0} ∩Q−ω | ≥ δ2|Q−ω |,
then we have
|{0 < f < 1− θ} ∩Q 1
2
| ≥ δ0.
Proof. We will select the constants ω, s0 ∈ (0, 1) such that Qω ∪ Q−ω ⊂ Q 1
2
and argue by
contradiction. Suppose that there exists a sequence of positive constants {θn}n∈N with θn → 0
and a sequence of subsolutions {fn}n∈N verifying
(4.4) (∂t + br · ∇x)fn ≤ divv (An∇vfn) +Bn · ∇vfn + sn in Q1,
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with fn ≤ 1 in Q1, An, Bn satisfying (1.2), ‖sn‖Lq(Q1) ≤ Λ, and in addition,
(4.5)

|{fn ≥ 1− θn} ∩Qω| ≥ δ1|Qω|,
|{fn ≤ 0} ∩Q−ω | ≥ δ2|Q−ω |,
|{0 < fn < 1− θn} ∩Q 1
2
| → 0 as n→∞.
Step 1. Passage to the limit.
By Lemma 3.1, f+n is also a subsolution to the equation (4.4) with the source term replaced
by |sn| so that there exists some nonnegative measure µn such that
(4.6) (∂t + br · ∇x)f+n = divv
(
An∇vf+n
)
+Bn · ∇vf+n + |sn| − µn.
Take a cut-off function φ such that 0 ≤ φ ≤ 1, φ ≡ 1 in Q 3
4
and suppφ ⊂ Q1. Since f+n ≤ 1,
integrating (4.6) against φ2f+n as before, we are able to get the energy estimate
(4.7)
∫
Q1
φ2|∇vf+n |2 .
∫
Q1
(
1 + |∇vφ|2 + |∂tφ|+ |∇xφ|
)
,
so that, after passing to a subsequence, we have
f+n
∗
⇀ F in L∞(Q 3
4
), ∇vf+n ⇀ ∇vF in L2(Q 3
4
),
and there exists G1, G0 ∈ L2(Q 3
4
) such that
An∇vf+n ⇀ G1, Bn · ∇vf+n + |sn|⇀ G0 in L2(Q 3
4
).
Furthermore, integrating (4.6) against φ2 yields∫
Q1
φ2 dµn .
∫
Q1
(
1 + |∇vφ|2 + |∂tφ|+ |∇xφ|+ φ2|∇vf+n |2
)
.
∫
Q1
(
1 + |∇vφ|2 + |∂tφ|+ |∇xφ|
)
,
so that, up to a subsequence,
µn ⇀ µ∞ in M(Q 3
4
).
Therefore, sending n→∞ in (4.6), we have
(4.8) (∂t + br · ∇x)F = divvG1 +G0 − µ∞ in Q 3
4
.
We also have L2-strong convergence of {f+n }. Indeed, by the energy estimate (4.7),
‖f+n − F‖L2(Q 1
2
) ≤‖f+n − f+n ∗v ρ‖L2(Q 1
2
) + ‖f+n ∗v ρ − F ∗v ρ‖L2(Q 1
2
) + ‖F ∗v ρ − F‖L2(Q 1
2
)
≤C+ ‖f+n ∗v ρ − F ∗v ρ‖L2(Q 1
2
),(4.9)
where {ρ(v)}∈(0,1] is a mollifier sequence. For each fixed , together with the energy estimate,
we can apply velocity averaging [4, Theorem 1.8, Remark 1.8] to the equations (4.6) in Q 3
4
,
with br ∈ L∞ such that the nondegeneracy holds, to derive the compactness of {f+n ∗v ρ}n
in L2(Q 1
2
). Sending n→∞ and then → 0 in (4.9), we obtain
f+n → F in L2(Q 1
2
).
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Then, with Qω ∪Q−ω ⊂ Q 1
2
, passing to the limit in our assumption (4.5) gives
(4.10)

|{F = 1} ∩Qω| ≥ δ1|Qω|,
|{F = 0} ∩Q−ω | ≥ δ2|Q−ω |,
|{0 < F < 1} ∩Q 1
2
| = 0.
Step 2. Identification of the limit function.
We point out that (4.7) also implies the boundedness of ∇vF in L2loc(Q1). Referring to the
isoperimetric lemma A.1 (see appendix), we know that a characteristic function cannot lie
in H1 unless it is constant. Thus, (4.10) says that either F (t, x, v) = 0 for a.e. v ∈ B 1
2
, or
F (t, x, v) = 1 for a.e. v ∈ B 1
2
, which means
F (t, x, v) = 1P (t, x) in Q 1
2
,
for some measurable set P in Q˜ 1
2
= (−14 , 0)×B 18 . Moreover, due to (4.10), the set P satisfies
(4.11)
{ |Q˜ω ∩ P | > 0,
|Q˜−ω
∖
P | > 0,
where we denote Q˜ω := (−ω2, 0]×Bω3 and Q˜−ω := Q˜ω − (s0, 0).
Step 3. Linearization of the drift.
We are going to determine the zoom scale r−10 to be sufficiently large so that br with r ∈ (0, r0]
behaves like a nondegenerate affine transformation.
For any fixed w ∈ B 1
4
, integrating the equation (4.8) against ρ(v − w) over v ∈ B1,
where the function ρ ≥ 0 is radial, supported in B 1
4
and
∫
B1
ρ = 1, we deduce that, for any
(t, x, w) ∈ Q˜ 1
2
×B 1
4
,
(4.12) (∂t +B(w) · ∇x)1P (t, x) ≤ ‖ρ‖W 1,∞
∫
B1
(|G1(t, x, v)|+ |G0(t, x, v)|) dv,
where the velocity vector field in the drift is defined by
B(w) :=
∫
B1
br(v)ρ(v − w) dv.
On account of the definition of br and our choice of the function ρ,
(4.13) B(w) =
∫
B1
(Db(v0)v + o(r, v)) ρ(v − w) dv = Db(v0)w +
∫
B1
o(r, v)ρ(v − w) dv,
where o(r, v) is the remainder of the linearization of the velocity vector field B(w),
(4.14) o(r, v) := br(v)−Db(v0)v =
∫ 1
0
[Db(v0 + τrv)−Db(v0)] v dτ.
By Lemma 4.1, the set
{
Db(v0)w : w ∈ B 1
4
}
contains the ball B2σ for some universal
constant σ > 0. The expression (4.14) gives |o(r, v)| ≤ o1(r) for any v ∈ B1. Combining
these two facts with (4.13), we conclude that there exists some universal positive constant r0
(depending on o1) such that for any r ∈ (0, r0], B(w) takes all the values over the ball Bσ.
22
VELOCITY AVERAGING AND REGULARITY FOR KINETIC FOKKER-PLANCK EQUATIONS
Figure. Any point in Q˜−ω travelling with velocity valued in Bσ can reach anywhere in Q˜ω.
The red region P meets Q˜ω and does not cover Q˜
−
ω .
Step 4. Propagation of zeros.
Observe that the right hand side of (4.12) is independent of w and belongs to L2t,x. By
applying Lemma A.1, we can enhance the inequation (4.12) as follows,
(4.15) (∂t + v · ∇x)1P (t− + s, x− + vs) ≤ 0,
for any (t−, x−, v) ∈ Q˜−ω ×Bσ and for any s > 0 such that (t− + s, x− + vs) ∈ Q˜ 1
2
. Then, for
any (t, x) ∈ Q˜ω, we pick s and v verifying (t, x) = (t− + s, x− + vs). It follows that the time
shift s = t− t− ∈ (s0 − ω2, s0 + ω2) and
(4.16) |v| = |x− x
−|
s
<
2ω2
s0 − ω2 ≤ σ,
where we can see that s0 > ω
2 and the last inequality in (4.16) both hold if we set ω :=
√
σs0
2+σ .
Besides, by choosing s0 :=
1
8 , we have s0 + ω
2 < 14 and ω
3 < 18 , which guarantees that
Qω ∪Q−ω ⊂ Q 1
2
.
In other words, we conclude that, for any (t−, x−, t, x) ∈ Q˜−ω × Q˜ω, there exists v ∈ Bσ such
that (t, x) = (t− + s, x− + vs), see Figure. Consequently, from (4.15), we reach
1P (t, x) ≤ 1P (t−, x−) for a.e. (t−, x−, t, x) ∈ Q˜−ω × Q˜ω.
Owing to the second inequality in (4.11), we can choose (t−, x−) ∈ Q˜−ω \P so that
1P (t, x) = 0 for a.e. (t, x) ∈ Q˜ω,
which contradicts the first inequality in (4.11). This finishes the proof. 
4.4. Density estimate and oscillation lemma.
Lemma 4.3 (Density estimate). Let δ2 > 0 be universal and f be a subsolution of (4.2) with
A˜, B˜ satisfying (1.2) in Q1. Assume b ∈ C1(B1), with o1 as the modulus of continuity of Db,
is nondegenerate in B1 in the sense of (1.4) and ‖Db‖L∞(B1) ≤ Λ. There exist some universal
constants ω, s0, r0, λ0 > 0 and θ0 ∈ (0, 1) such that for any r ∈ (0, r0], if f ≤ 1 in Q1 satisfies∣∣{f ≤ 0} ∩Q−ω ∣∣ ≥ δ2|Q−ω | and ‖s˜‖Lq(Q1) ≤ λ0,
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for some q > (1 + 2d)2, then
f ≤ 1− θ0 in Qω
2
.
The above density estimate shows that if a subsolution is far away from its upper bound
in a subset of Q−ω with nontrivial measure, then it cannot get close to this bound in Qω2 .
Its proof is based on De Giorgi’s intermediate value lemma 4.2 and the local boundedness
Theorem 1.1, whose argument is almost the same as [15, Lemma 4.5] and thus we omit it
here.
We remark that the index q > (1 + 2d)2 above is different from the one provided in
Theorem 1.1. Recall that ‖b‖W 1,∞ is bounded. The index is given by Remark 2.5, (3.11) and
(3.13).
Lemma 4.4 (Oscillation lemma). Let f be a weak solution of the equation (4.2) with A˜, B˜
satisfying (1.2) in Q1. Assume b ∈ C1(B1), with o1 as the modulus of continuity of Db, is
nondegenerate in B1 in the sense of (1.4), and in addition,
‖Db‖L∞(B1) ≤ Λ and s˜ ∈ Lq(Q1),
for some q > (1 + 2d)2. Then, there exist some universal constants ω, s0, r0, θ1 ∈ (0, 1) and
C > 0 such that
oscQω
2
f ≤ (1− θ1) oscQ1f + C‖s˜‖Lq(Q1).
Proof. We have shown the local boundedness of the weak solutions. Thus, for the sake of
clarity, we assume f is bounded from above and from below in Q1 so that we can define
f(t, x, v) :=
(
oscQ1f + 2λ
−1
0 ‖s˜‖Lq(Q1)
)−1 (
supQ1 f + infQ1 f − 2f(t, x, v)
)
,
where the constant λ0 > 0 is provided by Lemma 4.3.
Observing that −1 ≤ f ≤ 1 and ±f are weak solutions to the equation
(∂t + br · ∇x)(±f) = divv
(
A˜∇v(±f)
)
+ B˜ · ∇v(±f)∓ s in Q1,
where s :=
(
1
2oscQ1f + λ
−1
0 ‖s˜‖Lq(Q1)
)−1
s˜ verifies the condition ‖s‖Lq(Q1) ≤ λ0. Then, we
are allowed to apply Lemma 4.3 to ±f in Q1 with δ2 = 12 and this determines the universal
constants ω, s0, r0.
If f is at least half of the space less than 0 in Q−ω , that is,
∣∣{f ≤ 0} ∩Q−ω ∣∣ ≥ 12 ∣∣Q−ω ∣∣, then
we have supQω
2
f ≤ 1− θ0 so that
oscQω
2
f =
1
2
(
oscQ1f + 2λ
−1
0 ‖s˜‖Lq(Q1)
)
oscQω
2
f ≤
(
1− θ0
2
)(
oscQ1f + 2λ
−1
0 ‖s˜‖Lq(Q1)
)
.
If f is at least half of the space greater than 0 in Q−ω , we can get the same result by dealing
with −f . This completes the proof with θ1 := θ02 . 
The Ho¨lder estimate of the weak solution of the equation (1.1) is obtained by translation,
scaling and applying Lemma 4.4 iteratively. For convenience, we introduce a technical lemma
[14, Lemma 8.23] to take the place of the iterative procedure.
Lemma 4.5. Let r1 > 0 and ψ1, ψ2 be non-decreasing functions on [0, r1] satisfying
ψ1(τr) ≤ δψ1(r) + ψ2(r),
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for some τ, δ ∈ (0, 1). Then, for any  ∈ (0, 1) and for r ∈ (0, r1], there exist some positive
constants C = C(δ) and β1 :=
(1−) log δ
log τ such that
ψ1(r) ≤ C
((
r
r1
)β1
ψ1(r1) + ψ2
(
rr1−1
))
.
We are now ready to establish the Ho¨lder regularity of solutions.
Proof of Theorem 1.2. We are going to write down the rescaled version of Lemma 4.4. Let
z0 := (t0, x0, v0) ∈ Q1 and r1 := min
{
r0, sup{r > 0 : Qbr(z0) ⊂ Q1}
}
with r0 given in
Lemma 4.4. With r ∈ (0, r1], as in Subsection 4.1, f˜ := f ◦ Tz0,r satisfies the equation (4.2)
with the new coefficients defined by (4.3) which satisfy the conditions (1.2) and (1.4) in Q1.
By Lemma 4.4 applied to f˜ , we obtain
oscQω
2
f˜ ≤ (1− θ1) oscQ1 f˜ + C‖s˜‖Lq(Q1).
Rescaling back, we deduce that, for any r ∈ [0, r1],
oscQbωr
2
(z0)
f ≤ (1− θ1) oscQbr(z0)f + Cr
2− 1+2d
q ‖s‖Lq(Qbr(z0)).
Then, applying Lemma 4.5 with τ := ω2 , δ := 1− θ1,
ψ1(r) := oscQbr(z0)f, ψ2(r) := Cr
2− 1+2d
q ‖s‖Lq(Qbr(z0)),
and choosing  ∈ (0, 1) such that
β1 =
(1− ) log δ
log τ
≤
(
2− 1 + 2d
q
)

yields that, for any r ∈ [0, r1],
oscQbr(z0)f .
(
r
r1
)β1
oscQbr1 (z0)
f +
(
rr1−1
)2− 1+2d
q ‖s‖Lq(Qbr1 (z0))
.
(
r
r1
)β1 (
oscQbr1 (z0)
f + r
2− 1+2d
q
1 ‖s‖Lq(Qbr1 (z0))
)
.(4.17)
Recalling the definition (4.1) for Qbr(z0) with r ≤ 1, we point out that (t0−r3, t0]×Bcr3(x0)×
Br3(v0) ⊂ Qbr(z0) for some (small) positive constant c only depending on Λ. Combining this
with (4.17) and Theorem 1.1, as well as using a standard covering argument, we achieve
|f(z)− f(z′)| . |z − z′|β13 (‖f‖L2(Q1) + ‖s‖Lq(Q1)) ,
for any z, z′ ∈ Q 1
2
. This finishes the proof with β := β13 . 
4.5. Boundary estimate. When dealing with nonlinear Cauchy problems, one will always
come across the evolution characterization of solutions from some given initial data. In other
words, apart from interior estimates, a priori estimates around the initial time have to be
derived. Based on our previous work, we state such kind of result precisely as follows.
Corollary 4.6. Let f be a weak solution of the equation (1.1) in [0, 1]×B1×B1. In addition
to the assumptions in Theorem 1.2 (replace Q1 by [0, 1]×B1×B1), we suppose that the initial
data f(0, x, v) ∈ Cα0(B1 × B1). Then, there exist some constants β0, C > 0 depending only
on λ,Λ, d,K, q, o1 and α0 such that
‖f‖
Cβ0
(
[0,1]×B 1
2
×B 1
2
) ≤ C (‖f‖L2([0,1]×B1×B1) + ‖s‖Lq([0,1]×B1×B1) + ‖f(0, ·, ·)‖Cα0 (B1×B1)) .
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Proof. It suffices to show the estimate around the initial time. For z0 := (t0, x0, v0) with
t0 = 0, (x0, v0) ∈ B1 ×B1, we set the domains CR := (−R2, R2)×BR3 ×BR for R > 0 and
Cbr(z0) :=
{
(t, x, v) : t ∈ (t0 − r2, t0 + r2), |x− x0 − (t− t0)b(v0)| < r3, |v − v0| < r
}
,
where r ∈ (0, r1] and r1 := min
{
r0, sup{r > 0 : Cbr(z0) ⊂ C1}
}
with r0 given by Lemma 4.3
with δ2 =
1
2 .
Let f˜ := f ◦ Tz0,r and M := supB1×B1 f˜(0, ·, ·). Referring to Remark 3.1, it is not hard
to see that f := (f˜ −M)+ is a subsolution to the equation (4.2) in C1 with the source term
replaced by |s˜|, as it has zero extension for t < 0.
It follows that the local boundedness (Theorem 1.1) around the initial time holds so that
supC 1
2
f˜ . ‖f‖L2(C1) + ‖s˜‖Lq(C1) +M
. ‖f‖L2([0,1]×B1×B1) + ‖s‖Lq([0,1]×B1×B1) + ‖f(0, ·, ·)‖L∞(B1×B1).(4.18)
Since f = 0 in C1 ∩ {t ≤ 0}, applying Lemma 4.3 to
(
supC1 f + λ
−1
0 ‖s˜‖Lq(C1)
)−1
f(t, x, v)
with δ2 =
1
2 yields
f˜ −M ≤ f ≤ (1− θ0) supC1 f + C‖s˜‖Lq(C1) = (1− θ0)
(
supC1 f˜ −M
)
+ C‖s˜‖Lq(C1) in Cω,
for some constants ω, θ0 ∈ (0, 1). Similarly, (m − f˜)+ with m := infB1×B1 f˜(0, ·, ·) is also a
subsolution in C1 and such that (m− f˜)+ = 0 in C1 ∩ {t ≤ 0}, thus we deduce that
m− f˜ ≤ −(1− θ0)
(
infC1 f˜ −m
)
+ C‖s˜‖Lq(C1) in Cω.
Adding them together, we have
oscCω f˜ ≤ (1− θ0)oscC1 f˜ + θ0(M −m) + C‖s˜‖Lq(C1)
≤ (1− θ0)oscC1 f˜ + oscB1×B1 f˜(0, ·, ·) + Cr2−
1+2d
q ‖s‖Lq([0,1]×B1×B1).
Notice that Bcr3(z0) ⊂ Cbr(z0) for some universal constant c > 0. Thanks to Lemma 4.5,
there exist some universal constants C and β1 > 0 such that for any r ∈ (0, r1],
oscBcr3 (z0)f ≤ oscCbr(z0)f . r
β1‖f˜‖L∞(C 1
2
) + r
β1‖s‖Lq([0,1]×B1×B1) + oscCb√
r
(z0)
f
. rβ1‖f˜‖L∞(C 1
2
) + r
β1‖s‖Lq([0,1]×B1×B1) + r
α0
2 [f(0, ·, ·)]Cα0 (B1×B1)
. r3β0
(‖f‖L2([0,1]×B1×B1) + ‖s‖Lq([0,1]×B1×B1) + ‖f(0, ·, ·)‖Cα0 (B1×B1)) ,
where we used (4.18) and β0 :=
1
3 min(
α0
2 , β1) in the last inequality. The proof is complete. 
Appendix A. A qualitative De Giorgi’s isoperimetric lemma
The following result is intuitive. The derivative of characteristic functions behaves like delta
functions and thus its boundedness from above by Lp-functions (p > 1) implies its negative.
This can be seemed as a qualitative version of De Giorgi’s isoperimetric inequality (see for
instance [8, Lemma II] and [31, Lemma 10]). We give a proof for the sake of completeness.
Lemma A.1. Let D ∈ N+, h ∈ SD−1, Ω be an open set in RD and P be a measurable set in
Ω. If h ·∇1P ≤ g in D′(Ω) for some g ∈ Lp(Ω) with p > 1, then we actually have h ·∇1P ≤ 0
in D′(Ω).
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Proof. For any ϕ ∈ D(Ω) with ϕ ≥ 0 and for any τ ∈ (0,dist(suppϕ, ∂Ω)),∫
Ω
1
τ
(ϕ(z − τh)− ϕ(z))1P (z) dz =
∫
Ω
1
τ
(1P (z + τh)− 1P (z))ϕ(z) dz
≤
∫
Ω
1
τ
(1P (z + τh)− 1P (z))p+ ϕ(z) dz
≤
∫
Ω
1
τ
(∫ 1
0
τh · ∇1P (z + sτh) ds
)p
+
ϕ(z) dz.
By our assumption, the last term above is bounded by τp−1‖g‖2L2(Ω)‖ϕ‖L∞(Ω). Then, applying
the dominated convergence theorem with τ → 0+, we obtain
−
∫
Ω
(h · ∇ϕ(z))1P (z) dz ≤ 0.
This concludes the proof. 
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