Abstract. Let 1 ≤ p < ∞ and let µ be a positive finite Borel measure on the unit disk D. The area Nevanlinna-Lebesgue space N p (µ) consists of all measurable functions h on D such that log + |h| ∈ L p (µ), and the area Nevanlinna space N p α is the subspace of N p ((1 − |z| 2 ) α dν(z)), where α > −1 and ν is area measure on D, consisting of all holomorphic functions. We characterize Carleson measures for N p α , defined to be those measures µ for which N p α ⊂ N p (µ). One application is that the spaces N p α are all closed under both differentiation and integration. This is in contrast to the classical Nevanlinna space defined by integration on circles centered at the origin, which is closed under neither. Applications to composition operators and to integral operators are also given.
Introduction
Let D be the unit disk of the complex plane C and H(D) be the algebra of all functions holomorphic on D. Let ν be the area measure on D normalized to have total mass 1. Given α > −1, let ν α be the weighted measure defined by dν α (z) = (α + 1)(1 − |z| 2 ) α dν(z). We will refer to the spaces N p α as (weighted) area Nevanlinna spaces. Clearly, each area Nevanlinna space is a subalgebra of H(D). The area Nevanlinna spaces are large in the sense that each N p α contains all the well-known Bergman spaces. This follows from standard growth estimates for Bergman functions (see [9, Lemma 3.2] ). Also, by the elementary inequalities log + x ≤ log(1 + x) ≤ log 2 + log + x for x ≥ 0, we see that (1.1) holds if and only if log(1 + |f |) ∈ L p (ν α ). Next, note that log(1 + x + y) ≤ log(1 + x) + log(1 + y) for x, y ≥ 0. These simple observations lead us to define the "norm" f N . Also, we have by subharmonicity
for a constant C = C(p, α) and all f ∈ N p α . In particular, this tells us that if f n → f in N p α , then f n → f locally uniformly. Here, the local uniform convergence refers to the uniform convergence on every compact subset of D. It follows that each N p α is a translation-invariant complete metric space. Let µ be a positive finite Borel measure µ on D (hereafter we simply write µ ≥ 0). We introduce the spaces N p (µ), 1 ≤ p < ∞, which we call area NevanlinnaLebesgue spaces. Namely, we define N p (µ) to be the space of all measurable functions h on D such that This norm also induces a translation-invariant metric on N p (µ), which is also complete (see [11, Proposition 2.1] ). Clearly, N p α is a closed subspace of N p (ν α ). We also recall the well-known (weighted) Bergman spaces A
, where α > −1 and 1 ≤ p < ∞. Note that while the area Nevanlinna(-Lebesgue) spaces are not Banach spaces, the restriction 1 ≤ p < ∞ means that the spaces A p α are. Some of our results assert that certain operators are bounded or compact in a sense that is stronger than the general notion of bounded or compact on a topological vector space. Precise definitions of those strong notions, that we call "metric boundedness" and "metric compactness", are given in Section 2. For now we just mention that on a Banach space these properties coincide with the usual notions of boundedness and compactness.
In what follows, we let I denote the integration operator defined by
for f ∈ H(D). Also let ∂ = ∂ ∂z denote the differentiation operator. We can now state our first result. Theorem 1.1. Let 1 ≤ p < ∞ and α > −1. Given µ ≥ 0, the following conditions are equivalent:
As an immediate consequence of Theorem 1.1 with µ = ν α , we see (Corollary 3.3) that area Nevanlinna spaces are all closed under differentiation and integration. This is in contrast to differentiation and integration on the classical Nevanlinna spaces defined by integration on circles centered at the origin. Thus ∂ distinguishes between the properties "bounded" and "metrically bounded", and in particular ∂ is not metrically bounded on any N p α . This intuitively tells us that, while area Nevanlinna spaces are large enough to retain all the derivatives of their functions, size of derivatives cannot be controlled well.
In [2] it was shown that for composition operators acting on the Smirnov class N + , the properties of compactness, metric compactness, and a notion of boundedness that we call τ -bounded, are all equivalent. The next theorem shows that the situation is the same for certain operators acting on the area Nevanlinna spaces. In particular, the differentiation operator does not distinguish between the properties of compactness and metric compactness, contrary to the case for boundedness and metric boundedness. For the definition of τ -bounded and the notion of compact α-Carleson measures, see Section 2. Theorem 1.3. Let 1 ≤ p < ∞, α > −1 and let T be any of the operators (i) embedding ⊂, (ii) integration I, or (iii) differentiation ∂. Given µ ≥ 0, the following conditions are equivalent:
(a) µ is a compact α-Carleson measure;
We note the consequence of Theorem 1.3 that, since ν α is not a compact α-Carleson measure, integration is not a compact operator on N p α . This is in contrast to integration on A p α , which is well known to be compact. Thus, while differentiation is better behaved on N p α than on A p α , integration is not as well behaved. In Section 2 we briefly review various general notions of boundedness(compactness) and give definitions of metric boundedness(compactness). We also review some background on Carleson measures. In Section 3 we give the proofs of higher order versions of Theorems 1.1, 1.2 and 1.3. The section ends with a discussion of extensions that apply to mappings of N p α into N q (µ), where q ≥ p. Then in Section 4 we turn to applications of these results. We first consider composition operators acting between area Nevanlinna spaces and show how our work gives a different approach to a recent characterization by A. Haldimann and J. Jarchow of when such an operator is bounded or compact. Our next application is to Volterra operators and their companion operators. We characterize when these operators are bounded or compact, in various senses, on area Nevanlinna spaces. Our final application concerns the spherical derivative f = |f |/(1 + |f |
2 ) of a function f ∈ H(D). We show that f naturally occurs in the study of area Nevanlinna spaces, and a consequence of our work is that ( 
Notation: In the rest of the paper the same letter C will denote various positive constants, unless otherwise specified, which may change at each occurrence. We will often write X Y or Y X if X ≤ CY for some positive constant C dependent only on allowed parameters, and X ≈ Y if X Y X. Also, we will often use the letter z not only to denote points in D, but also to denote the identity function on D.
Prerequisites
2.1. Bounded(Compact) operators. We first clarify two notions of a bounded set, that are relevant to our work, on a metrizable topological vector space. A subset A of a topological vector space X is called τ -bounded (τ for "topology") if, for every neighborhood V of the origin, A is absorbed in V, or said differently, A ⊂ tV for some t > 0. If the topology of X is given by a metric d, there is another natural notion of a bounded set. That is, A ⊂ X is called d-bounded if A is contained in a metric ball. These two notions of boundedness do not agree in general. In fact no metric ball of an area Nevanlinna space is τ -bounded; see Corollary 3.9 below. For the rest of the paper, the term "bounded" (for a set) will always refer to the d-boundedness.
Let T : X → Y be a linear operator where X and Y are general topological vector spaces. Various notions of when such an operator is bounded or compact have appeared in the literature. We say that T is bounded if it takes τ -bounded sets to τ -bounded sets (see [19] ); T is τ -bounded if it takes some neighborhood of the origin to a τ -bounded set (see [2] ); T is compact if it maps some neighborhood of the origin to a relatively compact set. Since relatively compact sets are τ -bounded, compact linear operators are always τ -bounded. It is not hard to see that τ -bounded linear operators are always continuous and conversely if Y possesses a τ -bounded neighborhood of the origin. In addition, continuous linear operators are always bounded and conversely if X is metrizable; see [19, Theorem 1.32] . Now, we further assume that topologies of X and Y are given by translationinvariant metrics d X and d Y , respectively. We introduce additional notions of boundedness and compactness which are motivated by those given in [2] . We say that T is metrically bounded if there exists some constant C > 0 such that
for all x ∈ X. Thus T is metrically bounded if and only if T maps every metric ball B in X into another in Y with radius a fixed multiple of the radius of B. Also, T is said to be metrically compact if it takes every metric ball in X into a relatively compact set in Y . Due to the metric topology of Y , the operator T will be metrically compact if and only if the image of every bounded sequence in X has a subsequence that converges in Y . We remark that if the metrics satisfy d(tx, ty) = |t|d(x, y), then metric boundedness(compactness) coincide with the standard definitions, mentioned above, of bounded(compact) linear operators on a topological vector space.
Clearly, metric boundedness and metric compactness imply continuity and compactness, respectively. However, a metrically compact linear operator may not be metrically bounded. In fact, as consequences of Theorem 1.3, Theorem 1.2 and the Carleson characterizations for Bergman spaces stated below, we have
is metrically bounded if and only if β ≥ α + pk, while it is metrically compact if and only if β > α.
Carleson measures.
We now recall the well-known notion of Carleson measures for the weighted Bergman spaces A p α . Here, the parameter range of p is restricted to 1 ≤ p < ∞ to be consistent with that for area Nevanlinna spaces, while all the Carleson (type) characterizations mentioned for A p α in this subsection still holds for 0 < p < 1.
We say that µ ≥ 0 is a Carleson measure for A p α if there exists some constant C such that The pseudohyperbolic distance ρ(z, w) between z and w in D is given by
For 0 < r < 1 we let E r (z) denote the pseudohyperbolic disk with radius r and center z. Note that E r (z) is a Euclidean disk with
We recall a well-known estimate which is helpful in dealing with estimates involving pseudohyperbolic disks (see, for example, [21, Lemma 2.27]): Given 0 < r < 1 and s real, there exists a constant C = C(r, s) such that
for all a, z, w ∈ D with ρ(z, w) < r. We will frequently and tacitly use the following consequences for z, w ∈ D with ρ(z, w) < r:
Given µ ≥ 0, α > −1, and 0 < r < 1, we let µ α,r denote the averaging function of µ defined by
A basic inequality satisfied by these averaging functions is the following:
for all functions h ≥ 0 subharmonic on D and for some constant C = C(α, r). In order to see this, note that subharmonicity yields
for z ∈ D. Now, integrating both sides against the measure dµ(z) and then changing the order of integrations, one obtains (2.1). • µ is a Carleson measure for
Note that these characterizations are independent of parameters p and r. Hence we will sometimes simplify the notation by writing µ α in place of µ α,r . Also we will sometimes simply say "(compact) α-Carleson measure" instead of "(compact) Carleson measure for A p α ". Carleson type characterizations for differentiation are also well known. Given an integer k ≥ 1, characterizations are as follows (for each r):
This was first proved in [13, Theorem 2.2] . Also, see [3, Lemma 2.5] for details (in terms of the so-called Carelson squares) of compactness. We will also sometimes simplify the notation by writing µ α+kp in place of µ α+kp,r . Later we will use these characterizations without any further reference.
Carleson Measures
Recall that in the Introduction we defined µ ≥ 0 to be a
p for simplicity. By subharmonicity we have
for some constant C = C(α, r). A routine calculation shows that the disk with center z and radius r(1 − |z|)/2 is contained in E r/2 (z). Thus, applying Cauchy's estimate on that disk, we have
where r 1 = r/2 and thus
Note that the function [− log(1 − |z|)] p is subharmonic. Thus, integrating against the measure dµ(z) and then changing the order of integrations, we conclude (a) by (2.1).
The proof above showed that
Thus, using the elementary inequality y log(1 + x) ≤ log(1 + xy) for x ≥ 0 and 0 ≤ y ≤ 1, we obtain
Having this estimate, one may now repeat the argument above and conclude (b). The proof is complete.
A preliminary result is needed for the characterization involving integration. Note that we have
for f ∈ H(D) and integers k ≥ 1. By this we are led to consider an area analogue of the well-known radial maximal function. Given a measurable function h on D, we define Mh by Mh(z) = sup 0≤t≤1 |h(tz)|.
For 1 < p ≤ ∞, but not for p = 1, the Hardy-Littlewood maximal theorem ([5, Theorem 1.8]) implies that this maximal operator, when restricted to nonnegative subharmonic functions, is bounded on L p (ν α ). We show this extends to the end point case p = 1 in Theorem 3.2 (with µ = ν α ) below.
Given z ∈ D and 0 < r < 1, let P r (z) ⊂ ∂D be the radial projection of E r (z) and S r (z) be the interior of the convex hull generated by P r (z) and E r (z). Also, given µ ≥ 0, let Proof. Fix α > −1 and 0 < r < 1. Let h ≥ 0 be a subharmonic function on D. Let z ∈ D. We have by (2.2)
Here, χ E denotes the characteristic function of E ⊂ D. Note that we have sup 0≤t≤1 χ Er(w) (tz) = χ Sr(w) (z).
Therefore, given µ ≥ 0, integrating against the measure dµ(z) and then changing the order of integrations, we have
for some constant C = C(α, r).
It remains to estimate the size the sets S r (w):
for some constants C = C(α, r). Note that E r (w) ⊂ S r (w), which yields the lower estimate of (3.3). In order to see the upper estimate of (3.3), note that we have
(1 − r 2 )|w|ζ 1 − |w| 2 r 2 ∈ E r (w) and thus s := length of P r (w) ≈ (1 − |w| 2 )r 1 − |w| 2 r 2 ≈ (1 − |w|). Next, for |w| > r, note that we have
It follows that
Also, for |w| ≤ r, we have
The proof is complete. 
We are now ready to prove the higher order version of Theorem 1.1. The proof will be competed in two steps. First we prove the following. Theorem 3.5. Let 1 ≤ p < ∞, α > −1 and k ≥ 1 be an integer. Given µ ≥ 0, the following conditions are equivalent:
are all comparable.
Proof. Throughout the proof r ∈ (0, 1) is fixed and sufficiently small, as needed. 
In order to prove (c), we recall that when one of µ α and µ α belongs to L ∞ (D), then both do and their norms are comparable; see [13, p. 89-90] . Using this fact and the inequality [log(1
, we see that (c) with the estimate
follows from Theorem 3.2. Also, the implication (a) =⇒ (d) with the estimate for w ∈ E r (z). It follows that
for all z ∈ D. This shows that (b) implies (a). We now prove that (d) implies (a). An elementary induction yields f
that is a sum of functions of the form c(1 − |z|) β (1 − zw) −γ , where the parameters c > 0 and γ > β ≥ 1/p depend only on p, α and k. Thus there exists s = s(p, α, k) > 0 such that g(w) (1 − |z|) −s for w ∈ E r (z), and by (3.4) we have log |f
for |z| > 1/2, w ∈ E r (z) and for some constant C = C(p, α, k, r). Now, assuming (d) and proceeding as above, we get
for |z| > 1/2. Since µ is a finite measure, this shows that (d) implies (a).
To show that (c) implies (a), we take the functions f 1(a) . Also, note
Clearly, |f
z (0)| 1 for all z and j = 1, . . . , k − 1. Thus, for w ∈ E r (z), we have log
as |z| → 1. So, assuming (c) and proceeding as above, we conclude that
as |z| → 1. This yields (a) as before and completes the proof of the first part of the theorem. The second part of the theorem is implicit in the argument given, so the proof is complete.
We now complete the proof of the higher order version of Theorem 1.1 by establishing the equivalence of the remaining statements. Theorem 3.6. Let 1 ≤ p < ∞, α > −1 and k ≥ 1 be an integer. Given µ ≥ 0, the following conditions are equivalent:
(a) µ is an α-Carleson measure;
Proof. Let µ ≥ 0. That (a) implies each of the other statements is immediate from Theorem 3.5. Also, the equivalence of (b), (c), and (d) is immediate from Corollary 3.3. Fix r > 0 sufficiently small and assume that (a) does not hold. The proof will be completed by showing that (b) does not hold. Since (a) fails, there exists a sequence {a n } in D such that µ α (a n ) ≥ 2 n and a n → ζ for some ζ ∈ ∂D. We may assume ζ = 1. Furthermore, for M = M (p, α, r) > 1 to be chosen later, we can take a subsequence (still denoted by {a n }) which satisfies
for all n ≥ 2. Now define functions h n by h n (w) = 1 − |a n | (1 − a n w) 3+α
α . We will show that f / ∈ N p (µ), which means that (b) does not hold and thus will complete the proof.
Fix an integer n ≥ 1 and let w ∈ E r (a n ). For each j < n, we have
Also, for each j > n, we have
But, for j = n, we have
for some constants C 1 and C 2 depending only on p, α and r. Therefore, choosing
w ∈ E r (a n ) for all n. It follows that
Hence f / ∈ N p (µ) as required, and the proof is complete.
The next lemma will be used in the proof of Theorem 1.3. Given an integer k ≥ 0 and s > 0, there exists c = c(p, α, k, s) > 0 such that
Proof. First, consider the case k = 0. We use the inequality |e a − 1| ≤ e |a| − 1, valid for all complex numbers a, which is easily verified using the usual series expansion of the exponential function. From this we get 
which, in turn, yields
The second term of the above was already estimated. The first term can be made arbitrarily small as c → 0 by the Dominated Convergence Theorem. This completes the proof.
We now turn to the proof of the higher order version of Theorem 1.3.
Theorem 3.8. Let 1 ≤ p < ∞, α > −1 and k ≥ 1 be an integer. Let T be any of the operators (i) embedding ⊂, (ii) integration I k , or (iii) differentiation ∂ k . Given µ ≥ 0, the following conditions are equivalent:
Proof. Let µ ≥ 0. Fix r ∈ (0, 1), sufficiently small as needed. It is clear that (b) implies (c) and that (c) implies (d), so it suffices to show that (a) implies (b) and that (d) implies (a). First, we assume (a) and show (b). With Theorem 3.5 granted, the proof here is an easy modification of the proof of [3, Lemma 2.5] and included here for completeness. Let {f n } be a bounded sequence in N p α . Then {T f n } is also a bounded sequence in N p α , say of norm at most M/2, by Theorem 3.5 (with µ = ν α ). We must show that {T f n } contains a subsequence that converges in N p (µ). Note that a bounded set in N p α is a normal family by (1.2), and so by re-indexing an appropriate subsequence that converges locally uniformly to some g ∈ H(D), we may assume that T f n → g locally uniformly.
. Let > 0 be given. By assumption there exists some t ∈ (0, 1) sufficiently close to 1 such that sup |z|>t µ α (z) ≤ . Corresponding to such t, we let s ∈ (t, 1) be the number satisfying ∪ |z|≤t E r (z) = sD. Now, setting dτ = χ D\sD dµ, we see that τ α (z) = 0 for |z| ≤ t and τ α (z) ≤ µ α (z) ≤ for |z| > t. Thus, τ is an α-Carleson measure with τ α ∞ ≤ . Accordingly, we have by Theorem 3.5
Note that the constant suppressed in the above inequality is independent of n. Now, since T f n → g locally uniformly, the above inequality implies that T f n → g in N p (µ) as required. Next, we assume (d) and show (a). We will prove the contrapositive, so assume that µ is not a compact α-Carleson measure. We must show that no metric ball in N p α is mapped by T into a τ -bounded set in N p (µ). Let s > 0 be given. Since µ is not a compact α-Carleson measure, there is a constant C 1 > 0 and a sequence of points {a n } in D such that µ α (a n ) ≥ C 1 and |a n | → 1.
Corresponding to the sequence {a n }, define functions f n defined by
where c > 0 is a constant to be chosen in a moment. Put g n = f n if T is the embedding operator, g n = I k f n if T = ∂ k , and g n = ∂ k f n if T = I k . Using Lemma 3.7 and/or Theorem 3.5 (with µ = ν α ), we can pick a number c > 0 such that functions g n are all contained in B s , the metric ball in N p α with center 0 and radius s.
Now, we prove that T B s is not τ -bounded in N p (µ). We only consider the case T = I k ; other cases are simpler. As in the proof of Theorem 3.5, we have
for w ∈ E r (a n ) as |a n | → 1. Now, given t > 0, we have
≥ cC 1 2 for |a n | sufficiently close to 1. This means that T B s is not absorbed in some neighborhood of the origin in N p (µ). In other words, T B s is not τ -bounded in N p (µ), as required. This completes the proof.
Taking µ = ν α and T the embedding operator, we get the following corollary.
Corollary 3.9. No metric ball in any area Nevanlinna space is τ -bounded.
Theorem 3.5 implies continuity of differentiation on area Nevanlinna spaces, as mentioned in the Introduction. The same theorem also suggests that differentiation might not be metrically bounded on any area Nevanlinna space. This led us to a Carleson type characterization for metric boundedness of differentiation. Our characterization, Theorem 3.10 below, shows that the derivative analogues of Carleson measures for the area Nevanlinna spaces are also the same as they are for the corresponding Bergman spaces.
We now prove the following higher order version of Theorem 1.2.
Since µ is an s-Carleson measure, it is clear that (1 − |z|) α−s dµ(z) is an α-Carleson measure, and so f N p ((1−|z|) α−s dµ(z)) ≤ C f N p α by Theorem 3.5. Combining these estimates completes the proof that (a) implies (c). That (c) implies (d) is immediate, and the proof that (d) implies (a) is accomplished by making obvious modifications to the proof of the corresponding part of Theorem 3.6.
Applications
In this section we collect some applications of the results obtained above. [7] ; see also [11] and [20] .) Let 1 ≤ p ≤ q < ∞ and let ϕ ∈ H(D) be a self-map of D. Then C ϕ : N This theorem is easily derived from our work on Carleson measures. We just give the argument for C ϕ bounded, the argument for C ϕ compact being similar.
A change of variables formula from measure theory involving the pullback measure defined by ν β • ϕ −1 (E) = ν β (ϕ −1 (E)) shows that
Thus, by Theorem 3.11, C ϕ : N 
