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We explored the general characteristics of a Sagnac interferometer in a multiparameter estimation process.
We find that in the two-parameter estimation scenario, one cannot make both parameter measurement results
reach the Heisenberg limit (HL) simultaneously when the input resources are maximally entangled. Only one
of the parameters’ uncertainty can approach the HL while the other is only scaled by the standard quantum
limit (SQL). We also discussed the constraint conditions that make the quantum Crame´r-Rao bound saturable.
These constraint conditions would prompt one to choose proper evolution time and optimal input state. Under
the constraint conditions, we find that the HL result obtained in the two parameter scenario would catch up
with or even be more precise than that acquired by the single parameter measurement process in some special
cases. Such general features about the Sagnac system revealed in our work may have a reference value in actual
experiments.
I. INTRODUCTION
Discussion about enhancing quantum estimation is contin-
uously popular in the recent decades [1–11]. However, works
in this field done before are mostly focused on individual pa-
rameter metrology [7–16]. While in many actual estimation
tasks, such as detecting weak gravitational field[17, 18], there
would exist more than one unknown parameters that are cor-
related with each other, which requires one to measure them
simultaneously. Hence, discussions about multiparameter es-
timation has become popular in recent years[19–24]. Except
for the need of actual experiments, there also exists many
other advantages of multiparameter estimation in quantum
metrology. For example, researches have shown that parame-
ter estimation in multiparameter scenario would provide more
precise result than that in single parameter scheme in some
cases[23, 24]. Additionally, the quantum Fisher information
matrix (QFIM) that scales the limit a the multiparameter es-
timation result can also describe the distance between two
quantum states[25–27], therefore, the results obtained by mul-
tiparameter estimation would also have a geometrical charac-
teristic that can figure the evolution of a quantum system[25–
27].
Although have many advantages, there also exists some in-
completely solved problems that constraint the application of
the multiparameter estimation skill. Both of the single and
multiple parameter estimations satisfy the Crame´r-Rao bound,
but unlike the individual parameter estimation that its ultimate
precision can always be obtained[28], the lower limit of the
precision results of all parameters in the multiparameter sce-
nario usually cannot be approached simultaneously[29–31],
in other words, the Crame´r-Rao bound cannot be saturated
unconditionally[32, 33]. Then how can all these precision
limits be obtained synchronously is of great concern to re-
searchers. Our work in this note also discussed this problem.
We find the constraint conditions that saturate the Crame´-Rao
bound and calculate the ultimate measurement precision in a
general input state scenario. We choose a Sagnac interferom-
eter as the measurement apparatus.
∗ xgwang1208@zju.edu.cn
The main part of a Sagnac interferometer is a cyclic struc-
ture that can transport light or trapped particles. If two parts
of light or particles counttransport along a rotating Sagnac ap-
paratus, there would generate a relative phase which is called
the Sagnac phase between the two parts when they recom-
bined again, just as shown in Fig.1. Such an effect is very
useful in quantum estimation experiments[34–36], adding the
fact that preparing a cyclic interferometer is not difficult un-
der current technical conditions, recently many works about
quantum estimation are done on the basis of the Sagnac
interferometer[15, 16, 37–41], so do us in this paper. We
discussed the performance of a Sagnac interferometer in the
multiparameter estimation process. We find the measurement
precision is strongly limited by the interferometer’s inherent
features. Our results may be helpful to these that using Sagnac
interferometer to measure parameters.
This paper is organized as follows. In Sec. (II), we sim-
ply introduce the structure of a Sagnac interferometer and
some theoretical backgrounds of multiparameter measure-
ment. In Sec. (III), we calculate the generators of the parame-
ters through an evolution operator, we furthermore derive the
general expressions of the elements of the quantum Fisher in-
formation matrix, we also confirm the constraint conditions
that makes both parameters get the ultimate measurement pre-
cision simultaneously. In Sec. (IV), we analyse the measure-
ment results in an overall perspective. We find the two param-
eter uncertainties cannot reach the HL at the same time, only
one can approach the HL while the other is only limited by the
SQL. In Sec. (V) and (VI), we further analyse the measure-
ment precision by considering the constraint conditions.
II. SAGNAC INTERFEROMETRY MODEL AND
MULTIPARAMETER MEASUREMENT BACKGROUND
We prepared the input state by trapping N spin-1/2 particles
in a harmonic potential, each of them has half probability of
spin up or down. Such a state is maximally entangled and
can be generated by applying a resonant pi/2 pulse to the N
spin-down particles[37]. We write the input state as [15, 16]
|ψ0〉 = 1√
2
(
N⊗
k=1
|ψ↑〉k| ↑〉k +
N⊗
k=1
|ψ↓〉k| ↓〉k
)
, (1)
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2Figure 1. Schematic diagram of the parameter measurement in a
Sagnac interferometry. The Sagnac system here is simplified as a
clockwise rotating disc with uniform angular velocity Ω. The input
state which is prepared by trapping N spin-1/2 particles in a harmonic
potential with frequency ω is injected into the Sagnac system and
transformed by driving the spin-up and spin-down particles counter-
transport along the disc with sweeping angular frequency ωp(t) in
the rotating frame. The output state containing the information of
ω and Ω is formed when the particles recombine again. One can
readout these parameters by detecting the output state.
where |ψ〉k is the k′th particle’s position state in the harmonic
potential. In this paper, we assume the position states of
the particles with uniform spin direction has the same form,
i.e.,|ψ↑〉k = |ψ↑〉, |ψ↓〉k = |ψ↓〉. When the input particles
encounter with the Sagnac system, the spin-up and down ones
are driven to counter-transport along a circular path of radius
R with angular velocity ωp(t)±Ω in the laboratory frame, as
seen in Fig.1. The effect of the Sagnac interferometer to the
input resource is characterized by the Hamiltonian[15]
H(t) =
N∑
k=1
~ωa†kak + i~µ
√
ω
(
ak − a†k
)(
Ω + σ(k)z ωp(t)
)
,
(2)
where µ =
√
m/(2~)R, with m is the mass of a single par-
ticle, a†k(ak) is the creation (annihilation) operator of the k’th
particle for the position state in the harmonic trap, σ(k)z =
| ↑〉k〈↑ | − | ↓〉k〈↓ | is the pseudo-spin operator of the k’th
particle, ω is the frequency of the harmonic potential, Ω is the
angular velocity of the Sagnac system and ωp(t) is the relative
angular velocity between the trapped particles and the rotating
Sagnac interferometer. ω and Ω are the two parameters we in-
tend to estimate. Supposing t = 0 is the time when particles
enter the Sagnac system and then split into two parts and re-
combined again at time τ . As the two opposite paths forms
a complete circle, τ should satisfy
∫ τ
0
ωp(t)dt = pi. Through
the Hamiltonian Eq. (2), we can write the evolution operator
of the Sagnac interferometer
U(τ) =
N⊗
k=1
Uk(τ)
=
N⊗
k=1
e−iωa
†
kakτeiΦk(ω,Ω,τ)Dk[ηk(ω,Ω, τ)], (3)
where
Φk(ω,Ω, τ) =
∫ τ
0
∫ t1
0
fk(ω,Ω, t1)fk(ω,Ω, t2)
· sin(ω(t1 − t2))dt2dt1,
ηk(ω,Ω, τ) =−
∫ τ
0
fk(ω,Ω, t)e
iωtdt,
fk(ω,Ω, t) =
√
mω
2~
R
(
Ω + σ(k)z ωp(t)
)
.
(4)
and Dk[η] = eηa
†
k−η∗ak refers to the displacement operator.
For a quantum estimation with multiple parameters
(θ1, θ2, · · · ) in a pure state |ψ〉, its precision is scaled
by the Crame´r-Rao bound
C > 1
ν
F−1. (5)
Where ν is the times of experiments, C is the estimation-
error covariance matrix of the parameters with elements Cij =
Cov(θi, θj) = 〈ψ| 12 (θiθj + θjθi)|ψ〉 − 〈ψ|θi|ψ〉〈ψ|θj|ψ〉, F
is the quantum Fisher information matrix(QFIM) that is de-
fined as Fij = 4Re(〈∂θiψ|∂θjψ〉 − 〈∂θiψ|ψ〉〈ψ|∂θjψ〉) and
F−1 refers to the inverse matrix of F (here we only con-
sider the full rank matrix F case). If the final state is
generated by imposing an unitary operation to the initial
state, i.e., |ψ〉 = U |ψ0〉, the QFIM can be simplified as
Fij = 4Cov(Hθi ,Hθj) = 4(〈ψ0| 12 (HθiHθj +HθjHθi)|ψ0〉−
〈ψ0|Hθi |ψ0〉〈ψ0|Hθj |ψ0〉) with Hθi = i(∂θiU†)U is the gen-
erator of U [12]. Then in our scenario of two-parameter(ω,Ω)
measurement, the Crame´r-Rao bound is(
δ2ω Cov(ω,Ω)
Cov(Ω, ω) δ2Ω
)
> 1
4
(
∆2Hω Cov(Hω,HΩ)
Cov(HΩ,Hω) ∆2HΩ
)−1
,
(6)
here we have set ν = 1 for simplicity and δ2ω(Ω) is the vari-
ance of parameter ω(Ω) while ∆2Hω(Ω) = 〈ψ0|H2ω(Ω)|ψ0〉 −
〈ψ0|Hω(Ω)|ψ0〉2 denotes the measurement variance of Hω(Ω)
in the input state. Note that the symbol > in Eq. (5) means
for any vector x = (x1, x2, · · · , )T, Eq. (5) should satisfy
xTCx > xTF−1x, let x = (0, · · · , 0, 1, 0, · · · )T, and we will
obtain Cii > F−1ii . Using this in Eq. (6), we get
δ2ω >1
4
∆2HΩ
∆2Hω∆2HΩ − |Cov(Hω,HΩ)|2
,
δ2Ω >1
4
∆2Hω
∆2Hω∆2HΩ − |Cov(Hω,HΩ)|2
,
(7)
where the two equality signs hold simultaneously if and only
if[14]
〈ψ0| [Hω,HΩ] |ψ0〉 = 0. (8)
The variances in the last equations reflect the absolute value
of the fluctuate of the measured parameters, which is not a
very suitable criterion to scale the measurement precision as
3the same fluctuation of different sample values usually signify
quite different stability. We think the relative variances, which
is defined as δ2ω(Ω)r = δ2ω(Ω)/ω20(Ω
2
0), with ω0(Ω0) is the
selected true value of the parameter, is more appropriate, so
in the following parts, we would calculate and discuss the
relative variances rather than the absolute variances.
III. CALCULATING THE MEASUREMENT PRECISION
Through Eq. (3),Hω(Ω) can be expressed as
Hω =
N∑
k=1
H(k)ω , HΩ =
N∑
k=1
H(k)Ω , (9)
with H(k)ω(Ω) = i(∂ω(Ω)Uk(τ)†)Uk(τ) is the single particle
generator operator. Then the elements of the QFIM is given
by
∆2Hω(Ω) =
N∑
k=1
∆2H(k)ω(Ω) +
N∑
k1 6=k2
Cov(H(k1)ω(Ω),H(k2)ω(Ω)),
=N∆2H(k)ω(Ω)
+ (N2 −N)Cov(H(k1)ω(Ω),H(k2)ω(Ω)), (10)
Cov(Hω,HΩ)=Cov(HΩ,Hω)
=
N∑
k=1
Cov(H(k)ω ,H(k)Ω )+
N∑
k1 6=k2
Cov(H(k1)ω ,H(k2)Ω )
=NCov(H(k)ω ,H(k)Ω )
+ (N2 −N)Cov(H(k1)ω ,H(k2)Ω ), (11)
where the second step in Eq. (10) and the third step in Eq. (11)
have considered the fact that as each H(k)ω(Ω) has the same po-
sition in our system, all variances or covariances of the gener-
ator operators should be equal in the input state. Thereby the
constraint condition in Eq. (8) becomes
〈ψ0|
N∑
k=0
[H(k)ω ,H(k)Ω ]|ψ0〉 = 0 ⇔ 〈ψ0|[H(k)ω ,H(k)Ω ]|ψ0〉 = 0.
(12)
According to the expression of the operator Uk(τ) in Eq. (3),
Hkω(Ω) can be further expressed as
H(k)ω = [(i∂ωη∗k − τη∗k)ak + h.c.)] + i
1
2
(ηk∂ωη
∗
k − h.c.)
+ ∂ωΦk − τa†ka− τ |ηk|2,
H(k)Ω =i(∂Ωη∗kak − h.c.) + i
1
2
(ηk∂Ωη
∗
k − h.c.) + ∂ΩΦk.
(13)
Here we have let ηk = ηk(ω,Ω, τ), Φk = Φk(ω,Ω, τ) in
Eqs. (13) for cleanness. Inserting Eqs. (4) into the last equali-
ties and ignoring the constant terms, yields
H(k)ω =(K1ak +K∗1a†k)− (K2ak +K∗2a†k)σ(k)z
+ λσ(k)z − τa†kak, (14)
H(k)Ω =(δ1ak + δ∗1a†k) + δ2σ(k)z , (15)
where
K1 =µ
√
ωΩ
[(
τ − i 1
2ω
)
q∗(ω, τ)− i∂ωq∗(ω, τ)
]
,
K2 =µ
√
ω
[(
i
1
2ω
− τ
)
p∗(ω, τ) + i∂ωp∗(ω, τ)
]
,
λ =µ2Ω
{
1
ω
∫ τ
0
ωp(t)[cosω(t− τ)− cos(ωt)]dt
+2
∫ τ
0
ωp(t)(t− τ) sin(ωt)dt
}
,
δ1 =− i 2µ√
ω
sin
(ωτ
2
)
e−i
ω
2 τ ,
δ2 =2piµ
2
(
1− 1
pi
∫ τ
0
ωp(t) cos[ω(τ − t)]dt
)
,
(16)
with µ =
√
m
2~
R, p(ω, τ) =
∫ τ
0
ωp(t)e
iωtdt and q(ω, t) =∫ τ
0
eiωtdt. The commutation relation between H(k)ω and H(k)Ω
is [H(k)ω ,H(k)Ω ] = (K1δ∗1 −K∗1δ1) + (δ1K∗2 − δ∗1K2)σ(k)z +
(δ1ak − δ∗1a†k)τ . Substituting Eqs. (16) and considering the
fact that spin up and down particles in the input state is half to
half that leads to 〈ψ0|σ(k)z |ψ0〉 = 0, the constraint condition
of Eq. (12) can be simplified as
sin
(ω0τ
2
)
= 0 ⇒ τ = κ · 2pi
ω0
, κ = 1, 2, · · · , (17)
or
µΩ0√
ω0
sin
(ω0τ
2
)
= Re
(
e−i
ω0τ
2 〈ψ0|ak|ψ0〉
)
6=0, (18)
here Re(·) means the real part of a complex number. We
also have replaced ω(Ω) with the selected true value of
ω0(Ω0) in the last equations. Up to now we have prepared
everything well to calculate the measurement precision. The
calculation process can be reduced as follow: Combining
Eqs. (14)∼(15), (10)∼(11), we figure out the general ex-
pression of the QFIM, again combining Eqs. (7), we would
get the lower limits of the measured parameters’ relative
variances, while Eqs. (17)∼(18) enable the two lower bounds
can be achieved simultaneously. Next we would analyse the
measurement results by considering the input state.
IV. GENERAL ANALYSIS OF THE MEASUREMENT
PRECISION
We first calculate the terms in Eqs. (10)∼(11) from
Eqs. (14)∼(15) under a general input state in Eq. (1). We find
∆H2ω = AN +BN2, ∆H2Ω = CN +DN2,
∆H2ω∆H2Ω − |Cov(Hω,HΩ)|2 = EN2 + FN3.
(19)
4Where A,B,C,D,E, F are real prefactors that are related to
the selected true value ω0(Ω0), the evolution time τ and the in-
put state. The concrete expressions of theses prefactors, espe-
cially A,E, F , are extremely long, we don’t plan to list them
in this paper, we just analyse them. From Eqs. (7), it’s clearly
that if we want the measurement precision limit of ω(Ω) to
reach the HL when N  1, we should let B(D) = 0. The
condition that makes B(D) = 0 is
B = 0 ⇔ 2Re
(
K1〈ψ0|akσ(k)z |ψ0〉 −K2〈ψ0|ak|ψ0〉
)
+ λ
= τ〈ψ0|a†kakσ(k)z |ψ0〉, (20)
D = 0 ⇔ δ2
2
+ Re
(
δ1〈ψ0|akσ(k)z |ψ0〉
)
= 0. (21)
Here K1,K2, λ, σ1, σ2 are seen in Eqs. (16). The right side
of Eq. (20) can be denoted as the mean energy difference be-
tween spin up and down particles as 〈ψ0|a†kakσ(k)z |ψ0|〉 =
1/2(〈ψ↑|a†kak|ψ↑〉−〈ψ↓|a†kak|ψ↓〉) = 1/(2~ω0)(E¯↑k−E¯↓k) =
1/(2N~ω0)(E¯↑ − E¯↓). Unfortunately, calculating shows if
conditions in Eqs. (20) and (21) are both met, that will lead F
be equal to zero as well. Which means the optimal measuring
results of the two parameters cannot achieve the HL simulta-
neously in current scenario. But if only one of the last two
equations is satisfied, for example, B or D is equal to zero,
there would be A · D = F or B · C = F , hence for large
particle number cases, namely, N  1, we would have
B = 0⇒ AD = F
⇒ δ2ωr ∼ 1
N
· 1
4ω20A
, δ2Ωr ∼ 1
N2
· 1
4Ω20D
.
(22)
D = 0⇒ BC = F
⇒ δ2ωr ∼ 1
N2
· 1
4ω20B
, δ2Ωr ∼ 1
N
· 1
4Ω20C
.
(23)
In other words, with the input state in Eq. (1) and the Sagnac
System depicted in Fig.1, at most one measurement result can
reach the HL while the other would be scaled by the SQL.
Such as it is, we may be able to choose which one be the
HL. We have mentioned before that if we want the two rela-
tive variances reach their lower limits at the same time, a con-
straint condition in Eq. (17) or (18) should be satisfied. Now
we consider the constraint condition.
We call Eq. (17) Condition I, Eq. (18) Condition II. We would
do some further analysis about the measurement precision un-
der these two conditions. For the sake of simplicity, we set
the relative rotating angular velocity ωp(t) a constant func-
tion. This is a feasible choice in actual experiments as ωp(t)
is constant means the potential well rotates uniformly around
the Sagnac apparatus, which is easier to be operated and has
higher stability than the variable rotation system.
V. CONSTRAINT CONDITION I
Condition Eq. (17) determines the evolution time τ with
a series of discrete values that leads δ1 to 0. Then ωp =
ω0/(2κ), with κ any positive integer. Parameters in Eqs.(16)
are also determined
K1 = −i2µpiκΩ0
ω
3/2
0
, K2 = i
µpi√
ω0
λ = −2µ
2piΩ0
ω0
, δ2 = 2µ
2pi.
(24)
Here µ =
√
m/(2~)R, represents the feature of the Sagnac
interferometer, ω0(Ω0) is the selected true value of ω(Ω).
Such a simplification makes C,E in Eqs. (19) equal to zero,
meanwhile D = δ22 , A/F = 1/δ
2
2 . As D is not zero, the
minimum uncertainty of ω cannot reach the HL. Therefore,
we should let B = 0 in this part. From Eq. (22), we find the
lower limit of the relative variance δω(Ω)r is
δ2ωr =
1
N
· 1
4ω20A
, (25)
δ2Ωr =
1
N2
· 1
4Ω20δ
2
2
=
1
N2
· 1
16pi2µ4Ω20
, (26)
Obviously the measurement precision of ω is bounded by
the SQL while the one of Ω can reach the HL. Besides,
this HL item is the same as the one with single parameter
estimation[15]. Generally speaking, compared with single pa-
rameter estimation, multi-parameter estimation has more con-
straint conditions and hence the measurement precision is usu-
ally lower, but here we get the same result, which means our
measurement scenario is advisable to maintain measurement
precision that is obtained by single parameter measurement
scenario. Additionally, the result in Eq. (26) is determined
only by the Sagnac interferometer and the particle mass while
has no concern with the trapping well, that is to say, what-
ever trapping potential and input state are chosen, we would
always get the same HL result when measuring Ω. Such a
stability may quite useful in practical experiments. The input
state here only affects the measurement precision of ω, whose
influence is reflected in the value of the prefactorA that larger
value of A leads to more precise result. We would post some
special states as examples to calculate the lower limit of δ2ωr
and compare which is better.
A. Fock State
Assume the particles’ position states are eigenstates of the
harmonic trapping potential. Without loss of generality, we
set |ψ↑〉 = |n1〉, |ψ↓〉 = |n2〉. Then the input state is
|ψ0〉 = 1/
√
2
(
N⊗
k=1
|n1, ↑〉k +
N⊗
k=1
|n2, ↓〉k
)
. The condition
in Eq. (20) therefore can be transformed as Eˆ↓ − Eˆ↑ =
N~ω0(n2 − n1)/2 = Nω0Ω0~µ2/κ, where Eˆ↑(↓) refers to
the total average trapping energy of the spin up(down) parti-
cles. That means if we want the best measurement precision
of Ω to reach the HL, the spin down particles in the trap-
ping well should have higher energy than the spin up ones
with a certain energy gap, which as well determines the en-
ergy level difference between the two types of particles that
5Figure 2. The distribution of the log scaling ratio between the minimum relevant variances of ω in the coherent state and Fock state cases. We
set µ−2 as the unit of the frequency and let the total energy levels,i.e., n1 +n2 or |α1|2 + |α2|2 is 100. κ represents the evolution time. Points
with value larger than zero means Fock state is better, otherwise the coherent state case gets more precise measurement result.
n2 − n1 = 2Ω0µ2/κ. The minimum relative variances of ω
now yields
(δ2ωr)m =
1
N
1
4µ2pi2[(n+ 1)(ω0 + 4κ2Ω20/ω0) + 8µ
2Ω20]
.
(27)
Where n = n1 + n2 is the gross energy level that satisfies
n > 2Ω0µ2/κ with equality only holds for n1 = 0, that is,
the spin up particles must be prepared in the ground state. We
can see the true value of ω(Ω), the total energy levels of the
particles and the evolution time would affect the measurement
precision. For a given Sagnac metrology system, that means
µ is fixed, to improve the measurement precision, the value of
Ω0, the evolution time and the gross trapping energy level of
the particles should be as large as possible, while the value of
ω0 should be selected as far away as possible from 2κΩ0.
B. Coherent State
Here we calculate the measurement result of ω when the
motional states are coherence states, i.e.,|ψ↑〉 = |α1〉, |ψ↓〉 =
|α2〉. Let α1 = r1eiθ1 , α2 = r2eiθ2 , with r1, r2 positive real
numbers, θ1, θ2 ∈ [−pi, pi]. We find the minimum relative
variance of ω is
(δ2ωr)m =
1
N
1
4pi2
[
2κr1 + µ(
√
ω0 + 2κΩ/
√
ω0)
]2 .(28)
To obtain this equation, the input coherent states should sat-
isfy
θ1 =−pi
2
,

θ2 =
pi
2
, r2 =r1+
2µΩ0√
ω0
, if ω0>2κΩ0
θ2 =−pi
2
, r2 =r1+
µ
√
ω0
κ
. if ω0<2κΩ0
(29)
Let n = r21 + r
2
2 , indicates the total energy level of one pair
anti-spin particles, then Eq. (28) can be rewritten as
(δ2ωr)m =
1
N
· 1
16pi2κ2
·
1(√
(n−2µ2Ω20/ω0)/2+
µ
√
ω0
2κ
)2 , if ω0>2κΩ0
1(√
(n−µ2ω0/(2κ2))/2+ µΩ0√
ω0
)2 . if ω0<2κΩ0
(30)
Just like the previous Fock state example, here n as well
has a lower bound, i.e., n > min[2µ2Ω20/ω0, µ2ω0/(2κ2)].
From Eq. (30) we can see larger n and κ would lead to better
measurement precision,nwhich is the same as the Fock state
example. But the influence of the selected true value ω0(Ω0)
here is not so obviously.
We would like to compare which of the two examples is
more suitable for measuring ω, as seen in Fig.2. We find
the effect of the input resource is strongly influenced by Ω0.
When Ω0 is large, see the right picture, almost all (indeed
all if Ω0 is larger) the points in the picture has a value larger
than zero, which means the measurement result obtained
by the Fock state is almost always better than that achieved
by the coherent state. The right picture also shows such
superiority of Fock state is less influenced by the evolution
time and strengthened when the selected ω0 is smaller. On the
contrary, when Ω0 is small, see the left and middle pictures,
the coherent state will be a better choice when the evolution
time is large or the true value of ω0 is small. However, no
matter how small the Ω0 is, the values of the points in the
bottom-right area (with large ω0 and low κ) of the pictures
are still larger than zero, means the Fock state still gets more
precise result if we measurement ω around a large true value
6with short evolution time.
VI. CONSTRAINT CONDITION II
Assume 〈ψ0|ak|ψ0〉 = x + iy with x, y are real numbers.
Then constraint condition of Eq. (18) yields
µΩ0√
ω0
sin
(ω0τ
2
)
=x cos
(ω0τ
2
)
+y sin
(ω0τ
2
)
6=0. (31)
It’s hard to calculate the measurement precision if the evolu-
tion time τ is correlated with the input state. In this part, we
only discuss a relatively simple situation that cos(ω0τ/2) =
0, then the constraint condition of Eq. (31) becomes
τ =
pi
ω0
(2κ+ 1), y =
µΩ0√
ω0
. (32)
Where κ is any arbitrary natural number. Just like the previous
section, here we let the evolution time is independent with the
input state and is determined only by ω0, so ωp = ω0/(2κ+1)
and the parameters in Eqs. (16) are
K1 =
Ω0µ
ω
3/2
0
[1− i(2κ+ 1)pi] ,
K2 =
µ√
ω0
(
− 1
2κ+ 1
+ ipi
)
,
λ =− 2µ
2piΩ0
ω0
, δ1 = − 2µ√
ω0
, δ2 = 2µ
2pi.
(33)
Unlike the previous part, here the prefactor B or D is not nec-
essarily equal to zero. If B = 0&D 6= 0, the measurement re-
sults would have the form as Eq. (22) while ifD = 0&B 6= 0,
the results will be the form of Eq. (23). So each of the two pa-
rameter’s minimum uncertainty may reach the HL. The con-
crete general expressions of the prefactors A ∼ D is still too
complex, for the sake of simplicity, we shall explore the mea-
surement precision just through some examples. We choose
the coherent state, i.e.,|ψ↑〉 = |α1〉, |ψ↓〉 = |α2〉 as the posi-
tion input state in the following examples. Then the prefactors
of A ∼ D is simplified as
A =
1
2
(|α1τ +K∗2 −K∗1 |2 + |α2τ −K∗1 −K∗2 |2) ,
B =
[
λ+ Re(K1(α1 − α2))− Re(K2(α1 + α2))
− 1
2
τ(|α1|2 − |α2|2)
]2
,
C =|δ1|2,
D = (δ2 + Re(δ1(α1 − α2)))2 .
(34)
We also set α1 = x1 + iy1, α2 = x2 + iy2. Consider the fact
that 〈ψ0|ak|ψ0〉 = x + iy = 1/2[x1 + x2 + i(y1 + y2)], the
constraint conditions about the input state becomes
y1 + y2 =
2µΩ0√
ω0
. (35)
We would further analyse the ultimate measurement preci-
sions with the condition B = 0 or D = 0.
Figure 3. The ratio of δ2Ω(ω) with coherent input state in Condition
II to that in Condition I versus the true value of Ω0(ω0) with different
negative x1. We set coherent states in both conditions have the same
trapping energy, i.e., x21 + x22 + y21 + y22 = r21 + r22 and let y1 = 10.
In (a), all lines lie in the below-one area and the line with smaller x1
is positioned lower. In (b), each line is similar to an upward opening
parabola with the values of the bottom part are smaller than one, such
part would expand when x1 becomes smaller.
A. B = 0 and D 6= 0
First consider the case of B = 0&D 6= 0. B = 0 leads to a
constraint relationship between x1 and x2
x2 =
1
pi(2κ+ 1)2
√
ω0
{
µ(−ω0 + Ω0 + 2κΩ0)
+
[
pi2x21(2κ+ 1)
4ω0 + µ
2(−ω0 + Ω0 + 2κΩ0)2
−2pix1(2κ+ 1)2µ
√
ω0(ω0 + Ω0 + 2κΩ0)
] 1
2
}
. (36)
Therefore, with each of the two is settled, D would be
identified. Note that δ2 here is the same as the one in Eq. (26)
and δ1 is a negative number, so the prefactor D may be larger
than the one in Condition I section and hence we would get
a more precise measurement result of Ω if x1 − x2 is also
negative, which can be testified always true when x1 is less
than zero. Fig.3(a) intuitively shows some cases that the
coherent input state with x1 < 0 indeed performs better when
measuring Ω here than the previous one, no matter what
the true value of Ω0 be selected. Besides, the comparative
measurement advantage becomes more obvious when the
absolute value of x1 is larger.
We also do a comparison of the measurement results of ω
here and the one in Eq. (30), as seen in Fig.3(b). Under
the condition that Ω0 = 0.1µ−2, κ = 10, the measurement
precision is better in this part only if the true value is selected
not very far away from µ−2, and the range of such proper
ω0 would expand when the absolute value of x1 becomes
larger. On the contrary, if ω0 is small enough or large enough,
coherent state in Condition I would have a more precise
measurement result.
Combining these two pictures, we can say in some special
cases, such as ω0 ≈ µ−2, Ω0 ≈ 0.1µ−2 and short evolution
time, τ ∼ 21pi/ω0, the coherent state input resource in Condi-
tion II with negative x1 would get more precise measurement
results of both parameters than the same trapping energy
7coherent state in Condition I. As the measurement result
of Ω in Condition I is the same as that in single parameter
estimation scenario, we would say with a Sagnac interferom-
eter, at least in some special cases, measuring parameters in
multiparameter schemes, the precision can surpass the one in
individual parameter measurement schemes.
B. D = 0 and B 6= 0
When B 6= 0&D = 0, that will lead to x2 = x1 − µpi√ω0
and the prefactors of B,C here can be written as
B =
µ2
4ω20
[
2piµΩ0 − 2√ω0x0
( −2
2κ+ 1
+ pi2(2κ+ 1)
)]2
,
(37)
C =
4µ2
ω0
, (38)
where x0 = (x1−µpi√ω0/2). On the other hand, the trapping
energy of each particle in the potential well has the proper
that E¯↑k + E¯
↓
k ∼ |α1|2 + |α2|2 = x21 + x22 + y21 + y22 =
2x20+µ
2pi2ω0/2+y
2
1 +y
2
2 > 2x20+µ2pi2ω0/2+2µ2Ω20/ω0 >
µ2pi2ω0/2 + 2µ
2Ω20/ω0, with the second last equality sign
holds only if y1 = y2 = µΩ0/
√
ω0. This property of the input
state shows at least two facts: First, the trapping energy must
large enough, or the measurement procedure in this part can-
not be proceeded. Second, the sign of x0 makes no difference
when calculating the trapping energy. So when the trapping
energy is fixed, we can always choose a negative x0 in Eq. (37)
and hence B would have a positive correlation with |x0|. As
y1, y2 don’t affect the measurement results, for a fixed trap-
ping energy input state, we’d better let y1 = y2 = µΩ0/
√
ω0
that makes |x0| and as well B largest. On the other hand,
as the value of C in Eq. (38) has no concern with the input
state, hence the optimal uncertain of Ω would always reach
the same SQL in this part no matter what coherent input state
we choose, which also embodies a sense of stability. The best
measurement result of ω(Ω) is expressed as
(δ2ωr)m∼ 1
N2
· 1
4µ2
[
(−2/κ0+pi2κ0)√ω0r0+µpiΩ0
]2 ,
(39)
(δ2Ωr)m ∼ 1
N
· ω0
16µ2Ω20
. (40)
where r0 =
√
(r2 − µ2pi2ω0/2− 2µ2Ω20/ω0)/2 is the max-
imum |x0| with r2 = |α1|2 + |α2|2 indicates the trapping
energy and κ0 = 2κ + 1 refers to any positive odd number.
The ultimate uncertainty of ω is scaled by the HL now and
it’s clearly larger r or higher trapping energy and larger κ0
or longer evolution time would lead to more precise result. If
the trapping energy of the input particles is given, namely, r is
fixed, to obtain the minimum value of Eq. (39), the true values
of ω0,Ω0 that are selected to measure around should be
ω0 ∼ r
2
pi2µ2
, Ω0 ∼ κ0r
2
2µ2
√
pi4κ40 − 3pi2κ20 + 4
. (41)
And the minimum uncertain of ω would be read as
(δ2ωr)M ∼ 1
N2
· pi
2κ20
r4(pi4κ40 − 3pi2κ20 + 4)
. (42)
In summary, in the Condition II part, we can choice either
of the two measured parameters be scaled by the HL and the
measurement precision can surpass the one that obtained in
Condition I.
VII. CONCLUSION
Our work in this paper reveals some inherent features of the
Sagnac interferometer in the multiparameter estimation pro-
cess. The general form of the input state is a quantum super-
position of all particles that trapped in a harmonic potential
spin up with all of them spin down. The measured parameters
we choose is the rotation frequency Ω of the sagnac system
and the trapping frequency ω. The general expressions of the
measurement precision are provided. We find no matter what
the motional state of the particle is in the trap, the two mea-
surement precisions cannot reach the HL simultaneously, only
one can get the HL while the other can only be scaled by the
SQL. By considering the constraint conditions that saturate
the quantum Crame´r-Rao bound, we can choose which mea-
surement result approach the HL. The measurement precision
of Ω here is better than the one in single parameter scheme,
which may be useful for actual experiment researchers. The
influence of the input to the measurement precision is embod-
ied in the trapping energy, higher trapping energy would lead
to more precise measurement result.
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