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Abstract
In this paperwe adapt thewell-knownBrzozowskideterminizationmethod to fuzzy automata. Thismethod
gives better results than all previously knownmethods for determinization of fuzzy automata developed by
Beˇlohla´vek [InformSciences 143 (2002)205–209],Li andPedrycz [FuzzySet Syst 156 (2005)68–92], Ignjatovic´
et al. [Inform Sciences 178 (2008) 164–180], and Jancˇic´ et al. [Inform Sciences 181 (2011) 1358–1368].Namely,
as in the case of ordinary nondeterministic automata, Brzozowski type determinization of a fuzzy automa-
ton results in a minimal crisp-deterministic fuzzy automaton equivalent to the starting fuzzy automaton,
and we show that there are cases when all previous methods result in infinite automata, while Brzozowski
type determinization results in a finite one. The paper deals with fuzzy automata over complete residu-
ated lattices, but identical results can also be obtained in a more general context, for fuzzy automata over
lattice-ordered monoids, and even for weighted automata over commutative semirings.
Keywords: Fuzzy automata; Fuzzy languages; Crisp-deterministic fuzzy automata; Determinization;
Minimal automata; Nerode automaton; Complete residuated lattices
1. Introduction
The well-known Brzozowski’s double reversal algorithm, presented for the first time in [10], is a concise
and elegant algorithm having two purposes.When its input is a nondeterministic automaton, the algorithm
alternates two reverse and determinization operations (more precisely, the accessible subset construction)
and produces a minimal deterministic automaton equivalent to the starting automaton. In other words, the
algorithm performs both determinization and minimization. On the other hand, when the input is a deter-
ministic automaton, the algorithmperforms itsminimization applying just one reverse anddeterminization
operation. Despite its worst-case exponential time complexity, the algorithm has recently gained popularity
due to its excellent performance in practice, where it frequently outperforms theoretically faster algorithms
(cf. [1, 2, 27, 30]). Formore information about Brzozowski’s double reversal algorithm, andabout algorithms
for determinization of nondeterministic automata in general, we refer to [11, 26, 28, 29].
The purpose of this paper is to adaptBrzozowski’s double reversal algorithm to fuzzy automata.We start
from an arbitrary fuzzy automaton and we show that applying twice the construction of a reverse Nerode
automatonwe obtain an equivalentminimal crisp-deterministic fuzzy automaton.We also demonstrate that
this fuzzy version of Brzozowski’s double reversal algorithm outperforms all previous methods for deter-
minization of fuzzy automata developed by Beˇlohla´vek [4], Li and Pedrycz [21], Ignjatovic´ et al. [16], and
Jancˇic´ et al. [19], in the sense that it not only produces a smaller automaton than all the above mentioned
methods, but even when all these methods produce infinite automata, Brzozowski type determinization
can produce a finite one.Moreover,when the starting fuzzy automaton is crisp-deterministic and accessible,
its minimization is performed applying just one construction of a reverse Nerode automaton
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The paper is organized as follows. In the preliminary section we recall basic notions and notation con-
cerning fuzzy sets and relations, fuzzy automata and languages and crisp-deterministic fuzzy automata,
we recall the concept of a Nerode automaton and introduce the concept of a reverseNerode automaton. The
main results are presented in Section 3. We first introduce the notion of a right language associated with a
state of a fuzzy automaton and describe some basic properties of right languages. After that, we construct
the right language automaton of a fuzzy automaton A, we prove that it is isomorphic to the derivative
automaton of the fuzzy language recognized by A (Theorem 3.3), and consequently, if all right fuzzy
languages associated with states of an accessible crisp-deterministic fuzzy automaton A are pairwise dif-
ferent, we show that A is minimal. Then we prove that the reverse Nerode automaton of any accessible
crisp-deterministic fuzzy automatonA is a minimal crisp-deterministic fuzzy automaton equivalent to the
reverse automaton of A (Theorem 3.5), and further, we define the concept of a Brzozowski automaton of
a fuzzy automatonA and prove that it is a minimal crisp-deterministic fuzzy automaton equivalent toA
(Theorem 3.6). Finally, we give a simple example of a fuzzy automatonA for which all previously known
determinization methods produce an infinite crisp-deterministic fuzzy automaton, while Brzozowski au-
tomaton ofA is finite and has only three states.
Themost popular structure ofmembership values that has recently been used in the theory of fuzzy sets,
especially in the theory of fuzzy automata, are complete residuated lattices. For this reason, this paper also
dealswith fuzzy automata over complete residuated lattices. However, identical results can also be obtained
in amore general context, for fuzzy automata over lattice-orderedmonoids, and even forweighted automata
over commutative semirings.
2. Preliminaries
2.1. Fuzzy sets and relations
In this work we will use complete residuated lattices as structures of membership values. A residuated
lattice is an algebraL = (L,∧,∨,⊗,→, 0, 1) such that
(L1) (L,∧,∨, 0, 1) is a lattice with the least element 0 and the greatest element 1,
(L2) (L,⊗, 1) is a commutative monoid with the unit 1,
(L3) ⊗ and→ form an adjoint pair, i.e., they satisfy the adjunction property: for all x, y, z ∈ L,
x ⊗ y 6 z ⇔ x 6 y → z. (1)
If, additionally, (L,∧,∨, 0, 1) is a complete lattice, then L is called a complete residuated lattice.
The operations ⊗ (called multiplication) and → (called residuum) are intended for modeling the con-
junction and implication of the corresponding logical calculus, and supremum (
∨
) and infimum (
∧
) are
intended formodeling of the existential and general quantifier, respectively. For basic properties of complete
residuated lattices we refer to [3, 6].
The most studied and applied structures of truth values, defined on the real unit interval [0, 1] with
x ∧ y = min(x, y) and x ∨ y = max(x, y), are the Łukasiewicz structure (x ⊗ y = max(x + y − 1, 0), x → y =
min(1 − x + y, 1)), the Goguen (product) structure (x ⊗ y = x · y, x → y = 1 if x 6 y and = y/x otherwise) and
the Go¨del structure (x ⊗ y = min(x, y), x → y = 1 if x 6 y and = y otherwise). Another important set of truth
values is the set {a0, a1, . . . , an}, 0 = a0 < · · · < an = 1, with ak ⊗ al = amax(k+l−n,0) and ak → al = amin(n−k+l,n).
A special case of the latter algebras is the two-element Boolean algebra of classical logic with the support
{0, 1}. The only adjoint pair on the two-element Boolean algebra consists of the classical conjunction and
implication operations. This structure of truth values we call the Boolean structure.
In the sequel L will be a complete residuated lattice. A fuzzy subset of a set A over L, or simply a fuzzy
subset of A, is any function from A into L. Ordinary crisp subsets of A are considered as fuzzy subsets of
A taking membership values in the set {0, 1} ⊆ L. Let f and 1 be two fuzzy subsets of A. The equality of f
and 1 is defined as the usual equality of mappings, i.e., f = 1 if and only if f (x) = 1(x), for every x ∈ A.
The inclusion f 6 1 is also defined pointwise: f 6 1 if and only if f (x) 6 1(x), for every x ∈ A. Endowed
with this partial order the set LA of all fuzzy subsets of A forms a complete residuated lattice, in which the
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meet (intersection)
∧
i∈I fi and the join (union)
∨
i∈I fi of an arbitrary family { fi}i∈I of fuzzy subsets of A are
functions from A into L defined by

∧
i∈I
fi
 (x) =
∧
i∈I
fi(x),

∨
i∈I
fi
 (x) =
∨
i∈I
fi(x),
for every x ∈ A, and f ⊗ 1 and f → 1 are defined by f ⊗ 1(x) = f (x) ⊗ 1(x) and f → 1(x) = f (x) → 1(x), for
all f , 1 ∈ LA and x ∈ A.
A fuzzy relation between sets A and B (in this order) is any mapping from A × B into L, i.e., any fuzzy
subset of A × B, and the equality, inclusion (ordering), joins and meets of fuzzy relations are defined as for
fuzzy sets. The set of all fuzzy relations between A and B will be denoted by LA×B. In particular, a fuzzy
relation on a set A is any function from A × A into L, i.e., any fuzzy subset of A × A. The reverse of a fuzzy
relation ϕ ∈ LA×B is a fuzzy relation ϕ ∈ LB×A defined by ϕ(b, a) = ϕ(a, b), for all a ∈ A and b ∈ B. A crisp
relation is a fuzzy relation which takes values only in the set {0, 1}, and if ϕ is a crisp relation of A to B, then
expressions ”ϕ(a, b) = 1” and ”(a, b) ∈ ϕ” will have the same meaning.
For non-empty sets A, B and C, and fuzzy relations ϕ ∈ LA×B and ψ ∈ LB×C, their composition is a fuzzy
relation ϕ ◦ ψ ∈ LA×C defined by
(ϕ ◦ ψ)(a, c) =
∨
b∈B
ϕ(a, b) ⊗ ψ(b, c), (2)
for all a ∈ A and c ∈ C. Moreover, for f ∈ LA, ϕ ∈ LA×B and 1 ∈ LB, compositions f ◦ ϕ ∈ LB and ϕ ◦ 1 ∈ LA
and the scalar product f ◦ 1 ∈ L are defined by
( f ◦ ϕ)(b) =
∨
a′∈A
f (a′) ⊗ ϕ(a′, b), (ϕ ◦ 1)(a) =
∨
b′∈B
ϕ(a, b′) ⊗ 1(b′), f ◦ 1 =
∨
a∈A
f (a) ⊗ 1(a), (3)
for all a ∈ A and b ∈ B.
It is easy to check that (ϕ1◦ϕ2)◦ϕ3 = ϕ1 ◦ (ϕ2◦ϕ3), ( f1 ◦ϕ1)◦ϕ2 = f1 ◦ (ϕ1◦ϕ2), ( f1 ◦ϕ1)◦ f2 = f1 ◦ (ϕ1◦ f2)
and (ϕ1 ◦ϕ2)◦ f1 = ϕ1 ◦ (ϕ2 ◦ f1), for all fuzzy relations ϕ1, ϕ2 and ϕ3 and fuzzy sets f1 and f2 for which these
compositions are defined, and consequently, all parentheses in these expressions can be omitted. Moreover,
the composition of fuzzy relations is isotone in both arguments.
2.2. Fuzzy automata
In the further text, let L = (L,∧,∨,⊗,→, 0, 1) be a complete residuated lattice and X a finite alphabet.
A fuzzy automaton over L and X , or simply a fuzzy automaton, is a quadrupleA = (A, δ, σ, τ), where A is
a non-empty set, called the set of states, δ : A × X × A → L is a fuzzy subset of A × X × A, called the fuzzy
transition relation, and σ : A → L and τ : A → L are fuzzy subsets of A, called the fuzzy set of initial states
and the fuzzy set terminal states, respectively. We can interpret δ(a, x, b) as the degree to which an input letter
x ∈ X causes a transition from a state a ∈ A into a state b ∈ A, whereas we can interpret σ(a) and τ(a) as
the degrees to which a is respectively an input state and a terminal state. For methodological reasons we
sometimes allow the set of states A to be infinite. A fuzzy automaton whose set of states is finite is called a
fuzzy finite automaton.
LetX∗ denote the free monoid over the alphabetX, and let ε ∈ X∗ be the empty word. The function δ can
be extended up to a function δ∗ : A × X∗ × A → L as follows: For a, b ∈ A and the empty word ε we set
δ∗(a, ε, b) =

1, if a = b,
0, otherwise,
(4)
and for a, b ∈ A, u ∈ X∗ and x ∈ X we set
δ∗(a, ux, b) =
∨
c∈A
δ∗(a, u, c) ⊗ δ(c, x, b). (5)
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For each u ∈ X∗ we define a fuzzy relation δu ∈ L
A×A by δu(a, b) = δ
∗(a, u, b), for all a, b ∈ A. It is easy to check
that δuv = δu ◦ δv, for all u, v ∈ X
∗.
A fuzzy language in X∗ over L, or briefly a fuzzy language, is any fuzzy subset of the free monoid X∗. A
fuzzy language recognized by a fuzzy automatonA = (A, δ, σ, τ) is a fuzzy language in [[A]] ∈ LX
∗
defined by
[[A]](u) =
∨
a,b∈A
σ(a) ⊗ δ∗(a, u, b) ⊗ τ(b) = σ ◦ δu ◦ τ, (6)
for any u ∈ X∗. In other words, the membership degree of the word u to [[A]], i.e., the degree of recognition
or acceptance of the word u, is equal to the degree to which u leads from some initial to some terminal
state. Fuzzy automataA and B are called language equivalent, or shortly just equivalent, if they recognize the
same fuzzy language, i.e., if [[A]] = [[B]].
For more information on the recognizability of fuzzy languages we refer to [7, 8, 9], and for information
on fuzzy automata over complete residuated lattices we refer to [13, 15, 16, 17, 18, 23, 24, 25, 31, 32, 33].
2.3. Crisp-deterministic fuzzy automata
A crisp-deterministic fuzzy automaton (for short: cdfa) over X andL is a quadrupleA = (A, δ, a0, τ), where
A is a non-empty set of states, δ : A × X → A is a transition function, a0 ∈ A is an initial state and τ : A → L
is a fuzzy set of final states. Equivalently, a crisp-deterministic fuzzy automaton can be considered as a
fuzzy automaton A = (A, δ, σ, τ) whose fuzzy transition function δ and fuzzy set of initial states σ satisfy
the following conditions: for all x ∈ X and a ∈ A there exists a′ ∈ A such that δx(a, a
′) = 1, and δx(a, b) = 0,
for all b ∈ A \ {a′}, and σ(a0) = 1, and σ(a) = 0 for every a ∈ A \ {a0}. If the set of states A is finite, thenA is
called a crisp-deterministic fuzzy finite automaton (for short: cdffa).
For a crisp-deterministic fuzzy automatonA = (A, δ, a0, τ), the transition function δ can be extended to
a function δ∗ : A ×X∗ → A by putting δ∗(a, ε) = a, and δ∗(a, ux) = δ(δ∗(a, u), x), for all a ∈ A, u ∈ X∗ and x ∈ X.
A state a ∈ A is called accessible if there exists u ∈ X∗ such that δ∗(a0, u) = a. If every state ofA is accessible,
then A is called an accessible crisp-deterministic fuzzy automaton. The fuzzy language recognized by A is the
fuzzy language [[A]] ∈ LX
∗
given by
[[A]](u) = τ(δ∗(a0, u)) , (7)
for every u ∈ X∗. Obviously, the image of [[A]] is contained in the image of τ, which is finite if the set of
states is finite. A fuzzy language f ∈ LX
∗
is called cdffa-recognizable if there exists a crisp-deterministic fuzzy
finite automatonA over X and L such that [[A]] = f .
LetA = (A, δ, a0, τ) andA
′ = (A′, δ′, a′
0
, τ′) be crisp-deterministic fuzzy automata. A function φ : A → A′
is called a homomorphism ofA intoA′ ifφ(a0) = a
′
0, φ(δ(a, x)) = δ
′(φ(a), x) and τ(a) = τ′(φ(a)), for all a ∈ A and
x ∈ X. A bijective homomorphism is called an isomorphism. By |A|wedenote the cardinality of the set of states
of a fuzzy automaton A. A crisp-deterministic fuzzy automaton A is called a minimal crisp-deterministic
fuzzy automatonof a fuzzy language f ∈ LX
∗
if it recognizes f and |A| 6 |A′|, for any crisp-deterministic fuzzy
automatonA′ which recognizes f . Note thatminimal crisp-deterministic fuzzy automata andminimization
procedures that result in such automata were studied in [18, 22].
For a fuzzy language f ∈ LX
∗
and u ∈ X∗, we define a fuzzy language u−1 f ∈ LX
∗
by (u−1 f )(v) = f (uv), for
each v ∈ X∗. We call u−1 f the left derivative of f with respect to u. Let A f = {u
−1 f | u ∈ X∗} denote the set of
all left derivatives of f , and let δ f : A f × X → A f and τ f : A f → L be functions defined by
δ f (1, x) = x
−1
1 and τ f (1) = 1(ε), (8)
for all 1 ∈ A f and x ∈ X. ThenA f = (A f , δ f , f , τ f ) is an accessible crisp-deterministic fuzzy automaton, and it
is called the left derivative automaton, or just the derivative automaton, of the fuzzy language f [15, 18]. It was
proved in [18] that the derivative automaton A f is a minimal crisp-deterministic fuzzy automaton which
recognizes f , and therefore,A f is finite if andonly if the fuzzy language f is cdffa-recognizable.Analgorithm
for construction of the derivative automaton of a fuzzy language, based on simultaneous construction of
the derivative automata of ordinary languages f−1(a), for all a ∈ Im( f ), was also given in [18].
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2.4. Nerode and reverse Nerode automaton
Let A = (A, δ, σ, τ) be a fuzzy automaton over L and X. The reverse fuzzy automaton of A is a fuzzy
automatonA = (A, δ¯, σ¯, τ¯), where σ¯ = τ, τ¯ = σ, and δ¯ : A × X × A → L is defined by:
δ¯(a, x, b) = δ(b, x, a),
for all a, b ∈ A and x ∈ X. Roughly speaking, the reverse automaton ofA is obtained fromA by exchanging
fuzzy sets of initial and final states and “reversing” all the transitions.
Due to the fact that the multiplication ⊗ is commutative, we have that δ¯u(a, b) = δu¯(b, a), for all a, b ∈ A
and u ∈ X∗. For a fuzzy language f ∈ LX
∗
, the reverse fuzzy language of f is a fuzzy language f ∈ LX
∗
defined
by f (u) = f (u¯), for each u ∈ X∗. As (u¯) = u for all u ∈ X∗, we have that ( f ) = f , for each fuzzy language f .
IfA is a fuzzy automaton overL and X, it is easy to see that the reverse fuzzy automatonA recognizes
the reverse fuzzy language [[A]] of the fuzzy language [[A]] recognized byA, i.e., [[A]] = [[A]].
LetA = (A, δ, σ, τ) be a fuzzy automaton over X and L. For each u ∈ X∗ we define fuzzy sets σu, τu ∈ L
A
as follows:
σu(a) =
∨
b∈A
σ(b) ⊗ δ∗(b, u, a), τu(a) =
∨
b∈A
δ∗(b, u, a) ⊗ τ(b),
for each a ∈ A. Equivalently,
σu = σ ◦ δu, τu = δu ◦ τ.
The Nerode automaton of A = (A, δ, σ, τ) is a crisp-deterministic automatonAN = (AN, δN, σε, τN) whose set
of states is AN = {σu | u ∈ X
∗}, and functions δN : AN × X −→ AN and τN : AN → L are defined by
δN(σu, x) = σux, τN(σu) = σu ◦ τ, (9)
for all u ∈ X∗ and x ∈ X. The concept of the Nerode automaton of a fuzzy automaton was first introduced
by Ignjatovic´ et al. in [16, 18], for fuzzy automata over a complete residuated lattice, but it was also pointed
out that the same construction can be extended to fuzzy automata over a lattice-orderedmonoid, weighted
automata over a semiring, and even to weighted automata over a strong bimonoid (cf. [12, 19]). In [16] it
was also shown that the Nerode automaton of a fuzzy automatonA over a complete residuated lattice is a
crisp-deterministic fuzzy automaton equivalent toA, i.e., [[AN]] = [[A]].
By the reverse Nerode automaton ofAwewill mean theNerode automaton of the reverse fuzzy automaton
A ofA. For the sake of simplicity, we denote the reverse Nerode automaton ofA byAN (instead of (A)N).
Let us note that AN = (AN, δN, τε, τN), where AN = {τu | u ∈ X
∗}, and the functions δN : AN × X → AN and
τN : AN → L are given by
δN(τu, x) = τxu, τN(τu) = τu ◦ σ, (10)
for all u ∈ X∗ and x ∈ X.
3. The main results
LetA = (A, δ, σ, τ) be a fuzzy automaton over X and L.
For any state a ∈ A, the right fuzzy language associated with a is the fuzzy language τa ∈ L
X∗ defined by
τa(u) =
∨
b∈A
δ∗(a, u, b) ⊗ τ(b),
for each u ∈ X∗. In other words, τa is the fuzzy language recognized by a fuzzy automatonA
′ = (A, δ, a, τ)
obtained fromA by replacing σ with the single crisp initial state a. The left fuzzy language associated with a
is the fuzzy language σa ∈ L
X∗ given by
σa(u) =
∨
b∈A
σ(b) ⊗ δ∗(b, u, a),
for each u ∈ X∗, i.e., the fuzzy language recognized by a fuzzy automaton A′ = (A, δ, σ, {a}) obtained from
A by replacing τwith the single crisp terminal state a.
We can easily show that the following is true.
Lemma 3.1. The right fuzzy language associated with the state a of a fuzzy automatonA is equal to the reverse of
the left fuzzy language associated with the state a in the reverse fuzzy automatonA.
For a crisp-deterministic fuzzyautomatonA = (A, δ, a0, τ), the right fuzzy languageassociatedwitha state
a inA is given by
τa(u) = τ(δ
∗(a, u)), (11)
for each u ∈ X∗, and in particular, τa0 = [[A]], i.e., the right fuzzy language associated with the initial state a0
is the fuzzy language recognized byA. It can be also easily verified that the following is true.
Lemma 3.2. LetA = (A, δ, a0, τ) be a crisp-deterministic fuzzy automaton. Then
τδ∗(a,u) = u
−1τa, (12)
for all a ∈ A and u ∈ X∗.
IfA = (A, δ, a0, τ) is an crisp-deterministic fuzzy automaton, we define another crisp-deterministic fuzzy
automatonAr = (Ar, δr, τa0 , τr) as follows: the set of statesAr is the set of all right fuzzy languages associated
with states ofA, and δr : Ar × X → Ar and τr : Ar → L are given by:
δr(τa, x) = τδ(a,x), τr(τa) = τa(ε),
for each τa ∈ Ar. We have the following:
Theorem 3.3. Let A = (A, δ, a0, τ) be an accessible crisp-deterministic fuzzy automaton. Then Ar is an accessible
crisp-deterministic fuzzy automaton isomorphic to the derivative automatonA f of the fuzzy language f = [[A]].
Proof. Define a mapping φ : A f → Ar by
φ(u−1 f ) = τδ∗(a0,u),
for each u ∈ X∗. If u, v ∈ X∗ such that u−1 f = v−1 f , then according to (12) we obtain that τδ∗(a0,u) = τδ∗(a0,v), and
henceφ(u−1 f ) = φ(v−1 f ). Thus,φ iswell-defined.On the other hand, letu, v ∈ X∗ such thatφ(u−1 f ) = φ(v−1 f ),
i.e., τδ∗(a0,u) = τδ∗(a0,v). Then by (12) it follows that
u−1 f = u−1τa0 = τδ∗(a0,u) = τδ∗(a0,v) = v
−1τa0 = v
−1 f .
Therefore,φ is injective. Due to the fact thatA is accessible, it is easy to show that φ is a surjective mapping.
In order to prove that φ is a homomorphism, consider arbitrary u ∈ X∗ and x ∈ X. Then
φ(δ f (u
−1 f , x)) = φ((ux)−1 f ) = τδ∗(a0,ux) = τδ(δ∗(a0,u),x) = δr(τδ∗(a0,u), x) = δr(φ(u
−1 f ), x).
Moreover, φ(ε−1 f ) = τa0 and τ f (u
−1 f ) = τr(φ(u
−1 f )). Hence, φ is an isomorphism.
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The automatonAr will be called the right language automaton ofA.
By the previous theorem we obtain the following consequence.
Corollary 3.4. LetA = (A, δ, a0, τ) be an accessible crisp-deterministic fuzzy automaton. If all right fuzzy languages
associated with states ofA are pairwise different, thenA is minimal.
Proof. It is clear that the function φ : A → Ar defined by φ(a) = τa is a homomorphism of A onto Ar.
Therefore, if all right fuzzy languages associated with states of A are pairwise different, then φ is an
isomorphism ofA ontoAr, and according to Theorem 3.3,A is minimal.
Let us note that ifA = (A, δ, a0, τ) is a crisp-deterministic fuzzy automaton, then its reverseNerode auto-
maton isAN = (AN, δN, τε, τN), where AN and δN : AN ×X → AN have the same form as in the general case,
whereas the function τN : AN → L is given by
τN(τu) = τu(a0), (13)
for each u ∈ X∗.
Now, we are ready to prove the following
Theorem 3.5. For any accessible crisp-deterministic fuzzy automatonA = (A, δ, a0, τ), the reverse Nerode automa-
tonAN is a minimal crisp-deterministic fuzzy automaton equivalent toA.
Proof. Aswe have alreadynoted,AN is a crisp-deterministic fuzzy automaton equivalent toA, so it remains
to show that it is minimal. According to Corollary 3.4, it is enough to prove that all right fuzzy languages
associated with states ofAN are pairwise different.
Let τu, τv ∈ AN, where u, v ∈ X
∗, be two different states ofAN. Then there is a ∈ A such that τu(a) , τv(a),
and sinceA is accessible, there is w ∈ X∗ such that a = δ∗(a0,w). According to (11) we obtain that
ττu (w) = τN(δ
∗
N
(τu,w)) = τN(τwu) = τwu(a0) = τa0(wu) = τ(δ
∗(a0,wu)) = τ(δ(δ
∗(a0,w), u)) = τ(δ
∗(a, u)) = τu(a),
whence ττu (w) = τu(a), and in the samewaywe show that ττv (w) = τv(a). Since τu(a) , τv(a),we conclude that
ττu (w) , ττv(w), and hence, ττu and ττv are different right fuzzy languages associated with states ofAN.
Let A be a fuzzy automaton over an alphabet X and a complete residuated lattice L. The Brzozowski
automaton of A, in notationAB, is a fuzzy automaton obtained fromA applying twice the construction of
the reverse Nerode automaton, i.e.,
AB =
(
AN
)
N
=
(
(A)N
)
N
.
Now we are ready to state and prove the main result of this paper.
Theorem 3.6. LetA be a fuzzy automaton over an alphabet X and a complete residuated lattice L. The Brzozowski
automatonAB is a minimal crisp-deterministic fuzzy automaton equivalent toA.
Proof. This is an immediate consequence of Theorem 4.1 of [16] and Theorem 3.5.
Namely, according to Theorem 4.1 of [16], the reverse Nerode automatonAN = (A)N is a crisp-determi-
nistic fuzzy automaton equivalent toA, and its reverse Nerode automaton
(
AN
)
N
is a crisp-deterministic
fuzzy automaton equivalent to A. Therefore, by Theorem 3.5, AB is a minimal crisp-deterministic fuzzy
automaton equivalent toA.
Let A = (A, δ, σ, τ) be a fuzzy finite automaton with n states and m input letters, and suppose that the
subsemiring L∗(δ, σ, τ) of the semiring (L,∨,⊗, 0, 1), generated by all membership values taken by δ, σ and
τ, is finite and has k elements. An algorithm which constructs the Nerode automaton ofAwas provided in
[16], and it can easily be transformed to an algorithmwhich constructs the reverse Nerode automaton ofA.
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Anyof these algorithms builds the transition tree of the crisp-deterministic fuzzy automaton that it constructs
(Nerode or reverse Nerode), and it is an m-ary tree with at most kn internal vertices which correspond to
the states of the automaton under construction. Computationally most demanding part of the algorithm
is the one where for any newly-constructed fuzzy set (a vertex of the tree) the algorithm checks whether
it has already been computed before. The computational time of this part, and the whole algorithm,
is O(mnk2n) (cf. [20]). Therefore, the first round of the application of the double reversal procedure to A
produces an automaton with at most kn states, and the computational time of this round is O(mnk2n). The
second round may start from an exponentially larger automaton, but despite that, this round produces a
minimal crisp-deterministic fuzzy automaton equivalent to A, an automaton that is not greater than the
Nerode automaton ofA, which can not have more than kn states. Thus, the resulting transition tree can not
have more than kn internal vertices, and consequently, the second round has the same computational time
O(mnk2n). This means that the total computational time of the Brzozowski’s double reversal algorithm for
the fuzzy automaton A is O(mnk2n), the same as for constructions of the Nerode and the reverse Nerode
automaton ofA.
Finally, we give the following example.
Example 3.7. Let A = (A, δ, σ, τ) be a fuzzy finite automaton over the alphabet X = {x} and the Goguen
(product) structure, given by the transition graph shown in Figure 1.
a1
a2
a01
1
x/1 x/1
x/0.5
x/0.5
x/1
Figure 1. The transition graph of the fuzzy automatonA
In matrix form, σ, δx and τ are represented as follows:
σ =
[
1 0 0
]
, δx =

0 0.5 1
0 1 0
0 1 0.5
 , τ =

0
1
0
 .
It is easy to verify that σx =
[
0 0.5 1
]
and
σxn =
[
0 1 0.5n−1
]
,
for each n ∈N, n > 2, which means that the Nerode automaton ofA has infinitely many states.
On the other hand, it is not hard to check that the reverse Nerode automaton AN and the Brzozowski
automatonAB are mutually isomorphic, and they are represented by the graph in Figure 2.
b2b1b0
0 0.5 1
x x
x
Figure 2. The transition graph of the reverse Nerode automatonAN and the Brzozowski automatonAB ofA
This example demonstrates that there is a fuzzy finite automaton A whose Nerode automaton AN is
infinite, but Brzozowski automatonAB is finite. Note that the determinizationmethods developed by Beˇlo-
hla´vek [4] and Li and Pedrycz [21] always result in automata whose cardinality is greater than or equal to
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the cardinality of the relatedNerode automaton (cf. [16]), and therefore, in this case these methods also give
infinite automata.On the other hand, themethod developed by Jancˇic´ et al. [19] always results in an automa-
tonwhose cardinality is less than or equal to the cardinality of the relatedNerode automaton, but according
to Theorem 3.7 of [19], this automaton is finite if and only if the related Nerode automaton is finite. Hence,
in this case the method from [19] also gives an infinite automaton. Summing up, we conclude that all the
above mentioned methods applied to the fuzzy finite automaton A from this example produce infinite
automata, but Brzozowski automatonAB is finite.
4. Concluding remarks
Brzozowski’sdouble reversal algorithmisawell-knowndeterminization-minimizationalgorithmwhich,
despite its worst-case exponential time complexity, has excellent performance in practice and often outper-
forms theoretically faster algorithms.HerewehavedevelopedaBrzozowski typealgorithmfor fuzzyautom-
ata. We have shown that this algorithm outperforms all previously known methods for determinization
of fuzzy automata, in the sense that it not only produces a smaller automaton than all previous methods,
but even when all these methods produce infinite automata, Brzozowski type determinization can pro-
duce a finite one. No matter that Brzozowski type algorithm has been developed here for fuzzy automata
over complete residuated lattice, without any modifications it can be also applied to fuzzy automata over
lattice-ordered monoids and weighted automata over commutative semirings.
In our future research, we will search for determinization methods that produce automata having even
smaller number of states than the Nerode automaton or the reverse Nerode automaton. Such an improve-
ment of the construction of the reverseNerode automaton could also significantly improve the performance
of the double reversal algorithm for fuzzy automata. In addition, it could be interesting to exploit the concept
of anapproximate equivalence of fuzzy automata, introduced in [5], and studyapproximatedeterminization
of a fuzzy automaton, a procedure of constructing a crisp-deterministic fuzzy automaton whose fuzzy lan-
guage is approximately equal to the fuzzy language of the given one.
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