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COMMUNICATION COMPLEXITY OF REMOTE STATE PREPARATION
WITH ENTANGLEMENT
Rahul Jain ∗†
Computer Science, University of California,
Berkeley, California, 94720, USA
We consider the problem of remote state preparation recently studied in several papers.
We study the communication complexity of this problem, in the presence of entanglement
and in the scenario of single use of the channel.
1 Introduction
The remote state preparation problem has been studied in in several papers in recent times,
see for example, [1], [2], [3], [4], [5]. We define the problem below. Let X be a set. Let S(K)
be the set of quantum states in the Hilbert space K. Let an encoding E : X 7→ S(K) be a
function from X to S(K). The remote state preparation, RSP (X,E, ǫ) problem is as follows:
Definition 1 (Remote state preparation) Let Alice, who knows the function E, get an
input x ∈ X. Alice and Bob are required to communicate and at the end of the communication
Bob should have a quantum state ρx such that F (ρx, E(x)) ≥ 1− ǫ, for some 0 ≤ ǫ < 1. Alice
and Bob may start with some prior entanglement between them.
In several papers in the remote state preparation problem, Alice instead of x is given
a description of the state ρx. We assume in this work that the description is given in the
form of the element x of X . In [2], Bennett, Hayden, Leung, Shor and Winter studied the
trade-off between the rate of communication and the rate of entanglement used. In some
other papers like [3, 4, 1] the rate of communication required for this problem was studied
with free use of the entanglement. In most of these earlier works the problem was studied
in the asymptotic setting where multiple uses of the communication channel between Alice
and Bob were considered. We study the communication complexity (i.e. the best possible
communication with which a given problemRSP (X,E, ǫ) can be solved) of this problem in the
scenario of single use of the channel. By Qpub(RSP (X,E, ǫ)) we denote the communication
complexity, with prior entanglement, of RSP (X,E, ǫ). Please note that we are concerned
with the total communication and not the rate as in the earlier papers. Also in this work we
are not concerned with the amount of entanglement used.
We consider a notion of maximum possible information T (E) in an encoding E and show
that, in the presence of entanglement, the communication required for RSP (X,E, 0), is at
least T (E)/2 and RSP (X,E, ǫ) can be solved with communication at most 8
ǫ2
(4T (E) + 7).
Thus T (E) almost tightly characterizes the communication complexity of the remote state
preparation problem. It was pointed to us by an anonymous referee that in one of the main
results in [BHL+05], the authors have also emphasized the role of T(E) for remote state
preparation: there it is shown that the communication cost of preparing tensor products of
n → ∞ many pure states from the family E of pure states (that would be the family E⊗n)
with an allowable constant fidelity loss is n
2
T (E) + o(n), so that the lower bound is indeed
tight in this asymptotic setting.
There is an interesting point of note here. In earlier works since the problem was that
of determining the rate of communication and rate of entanglement etc. in the asymptotic
setting, the exact multiplicative constant in the rate was also important. Since we are con-
cerned with the total communication in single use of the channel, the problem of identifying
the best communication for a given RSP (X,E, ǫ) even up to constants is non-trivial. It is
easy to see that in specific cases like when T (E) = log d, where d is the dimension of K, or
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when T (E) = 0, that RSP (X,E, ǫ) can be solved with communication which is like T (E) up
to constants. But for general values of T (E) this problem is non-trivial.
2 Preliminaries
In this section we give a few definitions and state some facts that we will use later.
Given a joint quantum system AB, the mutual information between them is defined as
I(A : B) = S(A) + S(B) − S(AB), where S(A) is the von-Neumann entropy of the system
A. Given two quantum states, ρ, σ the relative entropy between them is defined as S(ρ||σ) ∆=
Trρ(log ρ − log σ). Let X be a finite set (below we always assume that X is a finite set)
and let E : x ∈ X 7→ ρx be an encoding over X . For a probability distribution µ = {px}
over X let Xµ(E) be the bipartite state Eµ[|x〉〈x| ⊗ ρx] ∆=
∑
x∈X px|x〉〈x| ⊗ ρx. Below Eµ[.]
always stands for probability average (expectation) under distribution µ of the corresponding
quantity. Please note the difference in the font with the notation for an encoding, which is
represented by an ′E′. Let IXµ (E) be the mutual information between the two systems in
Xµ(E). When the underlying set X is clear we omit the superscript. Let ρµ
∆
= Eµ[ρx]. We
note that in this case from definitions IXµ (E) = Eµ[S(ρx||ρµ)].
Definition 2 (Maximum possible information) Maximum possible information in an encod-
ing E : X 7→ S(K) is defined as TX(E) ∆= maxµ IXµ (E). When the underlying set X is clear
we omit the subscript. It is easily seen that if d is the dimension of K then T (E) ≤ log d.
We use the following information-theoretic result called the substate theorem due to Jain,
Radhakrishnan, and Sen [6].
Fact 2.1 (Substate theorem, [6]) Let H,K be two finite dimensional Hilbert spaces and
dim(K) ≥ dim(H). Let C2 denote the two dimensional complex Hilbert space. Let ρ, σ be
density matrices in H such that S(ρ‖σ) <∞. Let |ρ〉 be a purification of ρ in H⊗K. Then,
for r > 1, there exist pure states |φ〉, |θ〉 ∈ H⊗K and |σ〉 ∈ H⊗K⊗C2, depending on r, such
that |σ〉 is a purification of σ and F (|ρ〉〈ρ|, |φ〉〈φ|) ≥ 1− 1√
r
, where
|σ〉 ∆=
√
r − 1
r2rk
|φ〉|1〉+
√
1− r − 1
r2rk
|θ〉|0〉
and k
∆
= 8S(ρ‖σ) + 14.
The following fact can be found in Cleve et al [7].
Fact 2.2 Let Alice have a classical random variable Z. Suppose Alice and Bob share a prior
entanglement independent of Z. Initially Bob’s qubits have no information about Z. Now
let Alice and Bob run a quantum communication protocol, at the end of which Bob’s qubits
possess m bits of information about Z. Then, Alice has to send at least m/2 qubits to Bob.
We will require the following minimax theorem from game theory(see [8]).
Fact 2.3 Let A1, A2 be non-empty, either finite or convex and compact subsets of R
n. Let u :
A1×A2 7→ R be a continuous function. Let µ1, µ2 be distributions on A1 and A2 respectively.
Then,
min
µ1
max
a2∈A2
Eµ1 [u(a1, a2)] = max
µ2
min
a1∈A1
Eµ2 [u(a1, a2)]
We will also require the following Local transition theorem [9, 10, 11].
Theorem 1 Let ρ be a quantum state in K. Let |φ1〉 and |φ2〉 be two purification of ρ in
H⊗K. Then there is a local unitary transformation U acting on H such that (U⊗I)|φ1〉 = |φ2〉.
3 Communication bounds
The following lemma states the communication lower bound.
Lemma 1 Let E : x 7→ ρx be an encoding, then Qpub(RSP (X,E, 0)) ≥ T (E)/2.
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Proof. Let T (E) = c. Let µ be the distribution on X such that Iµ(E) = c. Consider the
random variable Z taking values in X with distribution µ. Let Alice be given inputs according
to µ. We know that after the remote state preparation protocol mutual information between
Z and the qubits of Bob, where the state is created, is c. Hence by fact 2.2 at least c/2 qubits
must be communicated by Alice to Bob. .
Remark: As suggested by an anonymous referee we out point here that the above lemma
is not robust for positive ǫ. This is because after allowing for a small error T (E′) may be
smaller than T (E) by up to order ǫ log d+ ǫ log ǫ, where E′ is the new encoding obtained by
allowing the positive error ǫ. This follows from Fannes inequality [12].
On the other hand we show the following upper bound on the communication required to
solve the problem.
Theorem 2 Let E : x 7→ ρx be an encoding and 0 < ǫ < 1 be a constant, then
Qpub(RSP (X,E, ǫ)) ≤ 8
ǫ2
(4T (E) + 7).
Proof. We first show the following key lemma.
Lemma 2 Let E : x 7→ ρx be an encoding. There exists a distribution µ such that
∀x ∈ X,S(ρx||ρµ) ≤ T (E)
Proof. Let A1 be the set of all distribution on the set X . Let A2 be the set X itself.
The function u : A1 × A2 7→ R be such that u(µ, x) = S(ρx||ρµ). The conditions of Fact 2.3
are satisfied and therefore we have:
min
µ
max
x
S(ρx||ρµ) ≤ min
µ∗:distribution over distributions µ
max
x
Eµ∗[S(ρx||ρµ)] (1)
= max
λ:distribution over X
min
µ
Eλ[S(ρx||ρµ)] (2)
≤ max
λ
Eλ[S(ρx||ρλ)] (3)
= max
λ
Iλ(E) = T (E) (4)
Inequality (1) follows since relative entropy is jointly convex in its arguments. Equality (2) is
from Fact 2.3. .
Let T (E) = c, then from lemma 2 we get a distribution µ onX such that ∀x, S(ρx||ρµ) ≤ c.
Let Alice and Bob start with 2rk (r = 4/ǫ2, k = 8c+14) copies of some purification |ψ〉 of ρµ
with the purification part being with Alice and ρµ with Bob in each of the copies of |ψ〉. Let
us invoke Fact 2.1 with ρ
∆
= ρx, σ
∆
= ρµ and |ρ〉 being any purification of ρx. Let |ψx〉 be the
purification of ρµ obtained from Fact 2.1 corresponding to |σ〉. Since the reduced quantum
state on Bob’s part in both |ψx〉 and |ψ〉 is the same, from local transition theorem, there
exists a transformation acting only in Alice’s side which takes |ψ〉 to |ψx〉. Alice on input x,
transforms each |ψ〉 to |ψx〉 and measures the first bit. If she obtains 1 in any copy of |ψx〉 she
communicates the number of that copy to Bob. It is easily seen that the communication from
Alice is at most rk = 8
ǫ2
(4c+7). Also since Pr(Alice observes 1) = r−1
r2rk
, and Alice makes 2rk
tries she succeeds with probability at least 1−1/r. In case she succeeds, let the state with Bob
in which Alice succeeds be ρ′x. From Fact 2.1, F (ρ
′
x, ρx) ≥ 1− 1/
√
r. So for the final state ρ˜x
produced with Bob, it follows from concavity of fidelity that F (ρ˜x, ρx) ≥ 1−2/
√
r = 1−ǫ. .
Remarks:
1. Given an encoding E : x 7→ ρx, a small constant ǫ and states ρ′x such that F (ρ′x, ρx) ≥
1 − ǫ, let a perturbed encoding E′ be, E′ : x 7→ ρ′x. It is quite possible that T (E′) is
much less than T (E) as allowed by Fannes bound. In such a case communication can
be reduced a lot by running the above protocol for E′ instead of E since we are ready
to tolerate constant fidelity loss anyway.
2. One can consider the classical version of the remote state generation problem in which
the encoding considered is a mapping fromX to the set of classical distributions on some
3
set. On input x ∈ X to Alice, they are required to communicate, at the end of which
Bob is required to sample from a distribution close to E(x). The same communication
bounds apply for this problem as well.
4 Conclusions
The protocol for the upper bound, mentioned in this paper uses a large amount of entangle-
ment. It will be interesting to see if it can be reduced or even eliminated if possible. Also it
will be interesting to get entanglement-communication trade-offs for this problem as opposed
to the trade-offs in the rates of entanglement and communication mentioned in some of the
earlier works.
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