[1] The magnitude of tropical cooling during the Last Glacial Maximum (LGM) has been the subject of uncertainty for over 25 years. We use principles of metaanalysis as an objective approach to reconcile estimates from different proxies. This approach treats each observation as a random estimate of the true mean and weights estimates by their reported precision. We assigned global uncertainties to proxies and derived a new regional standard deviation for temperatures calculated from the Sr/Ca ratio in tropical corals (s = 1.4°C). Using a Bayesian spatial interpolation scheme, we estimate a mean cooling of LGM tropical sea surface temperatures of À2.7 ± 0.5°C (±s) and surface air temperatures of À5.4 ± 0.3°C (±s). Citation: Ballantyne, A. P., M. Lavine, T. J. Crowley, J. Liu, and P. B. Baker (2005), Meta-analysis of tropical surface temperatures during the Last Glacial Maximum, Geophys. Res. Lett., 32, L05712,
Temperature Estimates at the LGM
[2] The first attempt to quantify past global climate variability was by CLIMAP Project Members [1981] , who focused on the LGM (21,000 B.P.) and concluded that the mean sea surface temperature (SST) of the tropical Atlantic was 2.6 ± 1.9°C cooler and the tropical Pacific was only 0.1 ± 1.2°C cooler than modern. However, several novel proxies have been developed that yield widely different estimates of LGM surface temperature. If new estimates of greater tropical cooling are more accurate and representative of LGM temperatures, this would imply a higher climate sensitivity to forcing by greenhouse gases, such as CO 2 [Crowley, 2000] .
[3] All proxies of past temperature have inherent assumptions, especially when they are applied to glacial periods when Earth's climate system was fundamentally different. However, certain proxies yield markedly different temperature estimates for the LGM. For example, Sr/Ca ratios of fossil corals have yielded SST estimates 2 -3°C colder than other marine proxies [Beck et al., 1997] , but consistent with terrestrial estimates of surface air temperature (SAT). Although on seasonal to annual time scales coral Sr/Ca ratios are often excellent recorders of SSTs, there are some indications that this proxy may not be as valid during glacial times due to changes in the relative concentrations of Sr and Ca in the ocean [Stoll and Schrag, 1997] . Similarly dissolution may preferentially reduce the ratio of Mg/Ca preserved in calcareous organisms, thereby causing this proxy to underestimate SSTs [Dekens et al., 2002] .
[4] The assumption of many terrestrial proxies is that the altitudinal distribution of vegetation and glaciers is primarily controlled by temperature fluctuations. However, concomitant changes in the tropical hydrologic cycle may have altered precipitation amount and adiabatic lapse rates. Changes in the relative abundances of C 3 and C 4 plants reflected in the pollen record may also be attributed to fluctuations in atmospheric CO 2 [Street-Perrot et al., 1997] . Therefore effective methods for reconciling temperature estimates derived from the full suite of available proxies remains a challenge to researchers of climate change.
[5] Although critical reviews of temperature proxies have previously been presented [Crowley, 2000] , to our knowledge no comprehensive analysis of different proxy estimates has been performed. Here we employ principles of meta-analysis to evaluate proxies of LGM temperature and assess their patterns of spatial variability. Because no consensus has yet emerged among researchers regarding the accuracy of temperature proxies and considering the proliferation of new proxy methods, we may assume that with each additional proxy measurement we are more accurately approximating the true mean. The basic premise is that if we know the error associated with each estimate we have a measure of precision by which we can weight each temperature estimate. Based on our calculated weights, we then interpolate temperature estimates for a grid of tropical locations during the LGM. Finally, we use Bayesian inference to estimate the mean and variance of our simulated temperature field for the tropics.
Evaluation of Proxy Data
[6] We used the following criteria for our analysis: (i) estimates had to be for locations between 30°N and 30°S, (ii) only well dated estimates between 18,000 -22,000 calendar years B.P. were included and (iii) estimates had to include some measure of precision. Several coralline temperature estimates from approximately 12,000 calendar years B.P. were included because they have often been compared with other LGM estimates. For those estimates that reported a range of temperature values, a mean value was assigned and the standard error was assumed to be the residual difference. Estimates without coordinates were not included in our spatial analysis and were only evaluated by proxy. We identified 60 studies reporting 83 estimates of tropical LGM temperature, ranging from +0.2°to À8.0°C (see Table 1 of the auxiliary material 1 ). By proxy (Table 1) , faunal assemblage provided the highest mean temperature estimate (À1.8°C), whereas, measurements of snowline depression provided the lowest mean estimate (À5.9°C).
[7] There is substantial spatial heterogeneity in the distribution of temperature deviations during the LGM. One apparent trend was warmer (cooler) temperature estimates proximal (distal) to the equator. Although there was a significant relationship between absolute latitude (abslat) and all temperature estimates [ln(absDT) = ln(2.40) + (0.40 * ln(abslat)); r 2 = 0.16; P = 0.0012], the relationship between terrestrial temperature estimates and absolute latitude was insignificant (r 2 = 0.12; P = 0.27) and the coolest SST estimates actually occurred at intermediate latitudes, between 10°and 20°. Further, results from a directional variogram of temperature estimates showed no predictable spatial orientation; therefore, the data were assumed to be isotropic. An analysis of variance revealed that SAT reductions estimated from terrestrial proxies were significantly greater than SST estimates from marine proxies (Figure 1 ). However, several exceptions to this pattern were evident, including coral based Sr/Ca estimates from Barbados (DT = À5.0) and New Caledonia (DT = À5.0 and À6.0), as well as one estimate derived from the d 18 O foraminifera from the central equatorial Atlantic (DT = À6.3). Because of this statistical difference and the different physical mechanisms controlling SSTs and SATs, separate temperature fields were modeled for the terrestrial and marine environments.
[8] Based on their reported precision, alkenones were the most precise proxy of past temperature. However, many of the studies employing this technique referred to the empirical relationship between the unsaturation index (U 37 k 0 ) and temperature from a single study [Prahl et al., 1988] . Several studies employing alkenones reported standard deviations significantly lower than other alkenone-based studies, suggesting that all sources of error were not considered. Recent studies have validated the original transfer function derived by Prahl et al. [1988] but have suggested that the global standard deviation of the alkenone proxy is considerably larger (s = 1.5°C, see Müller et al. [1998] ).
[9] Similarly, the standard deviation estimates associated with the Mg/Ca proxy have been re-evaluated and researchers have concluded that the precision for the global transfer function is actually between s = 0.7°C [Dekens et al., 2002] .
[10] Temperature estimates derived from Sr/Ca ratios of fossil corals differed significantly from independent estimates of SST employing different proxies, sometimes immediately adjacent to coral sites. Two of the fossil coral studies reported identical standard deviations, even though the samples were collected from different ocean basins, indicating that the proxies were not regionally validated before extrapolating to the LGM.
[11] Although the Sr/Ca ratios of modern corals show high fidelity in recording modern SSTs, problems may arise in applying this technique to fossil corals from the LGM. The main assumption of the coral proxy is that the relative ratios of Sr/Ca have been constant over glacialinterglacial cycles. However, fossil corals used to estimate LGM may have been subjected to very different water mass properties than their living counterparts from this region. Despite the long mean residence times of Sr (2.5 Â 10 6 years) and Ca (0.6 to 1.1 Â 10 6 years) in the ocean, there is evidence suggesting that the 1 to 3% change in Sr/Ca ratios associated with glacial-interglacial cycles may correspond to a 1.5°C overestimate of cooling during the LGM [Stoll and Schrag, 1997] . Further, the Sr/Ca ratio in modern corals may be affected by changes in productivity that alter the Sr/Ca ratio of seawater [De Decker, 2004] or the symbiotic activity of zooxanthellae [Cohen et al., 2002] . An additional problem with Sr/Ca SST estimates is that, although single site comparisons often have very high correlations with seasonal SSTs, different sites utilize different regressions. This situation is very different from Mg/Ca and alkenone proxies, where core top validations are consistent with laboratory regressions, albeit with increased noise. Thus the full uncertainty of coral SSTs has not been evaluated.
[12] The most conservative approach to estimating the true uncertainty of LGM coral paleotemperatures is to therefore incorporate the uncertainty based on a suite of transfer functions obtained from well-studied sites in the western Pacific [Marshall and McCulloch, 2002] . Using this approach, we estimated uncertainties by calculating 
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SSTs over a 25-year period from modern corals using nine different transfer functions. This approach yielded a standard deviation of 1.4°C.
[13] Based on these revised global error estimates and the proposed bias in coral estimates, we used the following spatial interpolation approach to simulate tropical surface temperatures for the LGM.
Spatial Approach
[14] For the spatial analysis of the temperature estimates, all spatial data are of the form (x i , t i ): i = 1,. . ., n, where x 1 ,. . ., x n are the locations and t 1 ,. . ., t n are the temperature estimates associated with those locations. Thus the correlation between temperature estimates at two locations is a function r(u) of the Euclidean distance, u = kx À x i k. A spatial process can be described by the Gaussian model; whereby S (Á) is a stationary temperature signal, with an underlying mean (m) and variance (t 2 ). Assuming that our temperature estimates T i are normally distributed, T i $ N(S(x i ), t i 2 ):i = 1,. . ., n, and that the error associated with the variance is independent of S (Á) and individual t i 2 values. [15] We can formulate the second moment of the spatial process as the more familiar variogram
where the parameters determining the covariance structure are the total sill t 2 + s 2 and the correlation function which can be estimated by inserting the range parameter f into a Matérn equation:
where K k (Á) represents a Bessel function with a smoothing function k that was adjusted to 0.2. Such a formulation allows flexibility in modeling the spatial correlation between sample locations, resulting in a reasonable spatial heterogeneity of temperature estimates. For instance, if one was comparing both winter and summer season estimates, the surface can be smoothed to reduce the effect of these extreme values. Further, this family of equations has become the convention in spatial statistics [Diggle et al., 2002] .
[16] To predict temperatures at un-sampled locations we employed kriging, a common spatial interpolation technique. Thus a temperature response surfaceT , constrained between the mean m and the observed temperatures t i , can be generated:T
where w i are the prediction weights, which are inversely related to the distance between the prediction x O and observation locations x i . We added an additional weighting term W * i [Hedges and Olkin, 1985] , which is equal to the inverse of the variance for each temperature estimate 1/t i 2 (Table 1 of auxiliary material). Thus an estimate with a variance of 0.5 contributed twice as much to our temperature response surface as an estimate with a variance of 1.0.
[17] To calculate the temperature response surface we used Bayesian inference, which allows for prior uncertainty of model parameters, thus is better at capturing the variance of model predictions [Diggle et al., 2002] . We generated a posterior, or predicted, distribution of temperature at prescribed locations p(s O jt) by integrating the following expression:
[18] For our simulations, the prior distribution of t 2 was constrained between 0.5 and 1.0 based on an empirical variogram and f was discretized to 50 equally spaced intervals between 0 and twice the maximum distance u between proxy locations. Temperatures were simulated over three adjacent surfaces to generate a more continuous response surface and then the intermediate surface was extracted. We assumed a reciprocal prior distribution p(s 2 ) = 1/s 2 for the sill parameter and a relatively flat prior for m. An arbitrary grid of 72 longitudinal and 12 latitudinal cells was generated for our temperature predictions. Finally, the grid was re-sampled to derive a distribution of temperature estimates from the tropics during the LGM.
Results
[19] The SST response surface reveals spatial unevenness consistent with previous observations (Figure 2a) . The tropical Pacific only cooled slightly, especially in the central equatorial Pacific where SSTs only decreased by a degree during the LGM. Other ocean basins, such as the Indian Ocean and the Arabian Sea were only about 2.5°C cooler. In contrast, the Atlantic Ocean was markedly cooler (DT = À3°C) than other oceans during the LGM. The coolest SST estimates were from New Caledonia, Barbados (DT = À5 to À6°C) and the Benguela current.
[20] The coolest SAT estimates for the LGM were from tropical South America (Figure 1a ($5°C), whereas Southeast Africa only experienced modest cooling ($3°C). These inconsistencies may reflect regional differences in cooling or they may reflect inherent proxy biases because the cooler estimates tend to be derived from groundwater noble gases and snowline depression, while the warmer estimates are derived from pollen assemblages.
[21] Regions of low variance, where we are confident in our ability to capture LGM temperatures, include the central Equatorial Pacific and Atlantic, Arabian Sea, coastal margins of Africa, Southwest Pacific (Figure 2b ) and Central/ South America. Regions of high variance, where we are less certain about temperature estimates due to fewer observations or reduced precision of proxies, include the southern and northern portions of the Equatorial Pacific, the southern Indian Ocean and continental Africa. The area-weighted estimate of SST was À2.7°C ± 0.5 and SAT was À5.4 ± 0.3°C (mean ± s)] with an overall mean of À3.3°C.
Discussion
[22] There is a great deal of spatial variability within regions of the tropics; however, these mean approximations of SST (2.7°C) and SAT (5.4°C) cooling incorporate the variance of individual estimates into a more robust approximation of LGM temperatures. Furthermore, these estimates provide constrained target values for model simulations that are frequently calibrated to LGM surface temperatures, ultimately allowing for better predictions of low-latitude climate sensitivity to future climatic forcing. We have also identified certain paleotemperature proxies that are more precise based on their reported errors.
[23] Although the magnitude of our SST estimate is slightly cooler than the original CLIMAP reconstruction, spatial patterns generated by the two approaches are consistent. Our estimates are certainly within the range of CLIMAP estimates for the Atlantic (2.6 ± 1.9°C), but are appreciably cooler for the Pacific. These empirical results, in conjunction with CLIMAP estimates, support model results [Weaver et al., 1998; Crowley, 2000] , providing several lines of evidence that the Atlantic was cooler than the Pacific during the LGM. Compared with other regional estimates of cooling, our results concur with Mix et al. [1999] , who concluded that the Tropical Pacific was 2.3°C cooler and the Tropical Atlantic was 2.5°C cooler during the LGM. This validation of cooling patterns is not necessarily due to the precision of the proxy employed by CLIMAP, but rather the sheer number of samples analyzed from a vast array of marine sediment cores. In fact, the two biologically derived proxies (i.e. marine faunal and terrestrial pollen assemblages) are the least precise.
[24] One of the most salient findings of this study was the statistical verification of the commonly observed difference in marine and terrestrial temperature estimates from the LGM. Although this may be an artifact of the proxies employed to quantify SATs, the fact that independent terrestrial proxies (e.g. pollen, noble gases and snowline depression) applied to different regions of the tropics consistently arrive at cooler temperatures is compelling evidence that the terrestrial environment was indeed cooler during the LGM. The greatest concentration of temperature estimates have been inferred from several proxies in the tropical Andes, where estimates converge on a cooling between 5°C and 7°C, irrespective of the proxy employed. This analysis highlights the paucity of terrestrial temperature proxies and their lack of precision. Although multiple techniques exist for quantifying past SSTs, only three reliable proxies have been applied to the terrestrial tropics for estimating SATs.
[25] The validity of the statistical approach employed here is contingent on the reported standard errors. Although both analytical error and transfer function error should be properly propagated and ultimately incorporated into the overall error, this is not always protocol. The principles of meta-analysis employed in the present study may also be useful for constraining other important variables of Earth's history that are estimated from proxies, such as atmospheric CO 2 .
