This paper examines the gross flows in the US housing market and finds that rent-to-own and own-to rent flows (which roughly offset each other) are each as large as own-to-own. A number of theories are reviewed which have focused solely on the own-to-own decision, suggesting that higher sales generate higher prices. Empirically we find that there exists a parallel relationship in which higher prices reduce sales. This most likely occurs as higher prices depress rent-to-own flows and increase own-to-rent flows. The result is not only a reduction in sales but an increasing inventory of for sale units. In effect the positive relationship between sales and prices is driven by own-to-own decisions, while the negative relationship between prices and sales results from decisions to enter or exit ownership. These two relationships receive extensive empirical support in a panel VAR of 101 MSA spanning 25 years. The two relationships together also provide a more complete picture of how the housing market operates.
I. Introduction.
As shown in Figure 1 below, there is a very strong positive correlation between housing sales (expressed as a percent of owner households) and the movement in housing prices. On the surface the relationship looks to be close to contemporaneous, and a number of authors have offered explanations for it. 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 One group of papers directly examines how owners trade housing in the presence of search frictions [Wheaton (1990) , Berkovic and Goodman (1996) , Lundberg and Skedinger (1999) ]. As is true with most frictional market models (e.g. Pissarides 2000) , increases in turnover (sales) tends to make trading easier and in a housing market composed of all owners this will increase prices. Increases in the inventory of units for sale (vacancy) have the opposite impact. Hence, in this camp the hypothesis is that positive shocks to sales will then increase prices while negative shocks will depress them.
Other authors have argued that when prices fall, homeowners have an aversion to selling at a loss -no matter how "rational" selling may be [Genesove and Mayer (2001) , Englehardt (2003) ]. It is unclear whether this micro-economic argument also extends to aggregate movements since those with a loss will most likely be recent movers and hence only a portion of the aggregate transaction market. Another group of papers comes to a similar conclusion, but through using liquidity and down payment constraints [Chan (2001) , Stein (1995) , Lamont and Stein (1999) . The implication of both micro-economic theories is that after price declines, sales should be reduced, and following price increases, sales should recover.
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It is interesting that all of these arguments focus on the situation where existing owners wish to trade laterally into another (owned) house. What about renters? In this paper we demonstrate that the sales by owners who then become renters, and purchases by renters who then become owners -each are almost as large a flow as sales by owners who stay owners (purchase another house). In effect almost 50% of purchases are by households entering ownership and 50% of sales are by households exiting ownership.
Thus any theory examining sales and price movements must surely incorporate these flows as well. In this paper we do so, both empirically and theoretically. Our approach involves the following contributions.
1). We provide some simple initial evidence in the aggregate data that when sales are high, so is homeownership, and so is the flow of rent-to-own relative to the opposing flow of own-to-rent.
2). When there are net entrants into ownership the inventory of units for sale is low and vice versa. Own-to-rent moves add to the inventory, while rent-to-own subtract.
Own-to-own do both and hence have little impact on the inventory for sale. Thus if high prices cause sales (as well as net entrant flows and homeownership) to eventually fall, our argument is made. The simple correlation between prices on the one hand and these variables on the other (net flows, homeownership, inventory) is positive however (rather than negative), but then these are the relationships that are highly subject to simultaneity.
There have been a few recent attempts test whether the relationship between movements in sales and prices support one, or the other, or both theories. This is complicated by the fact that both theories predict positive relationships, just with different timing. Leung, Lau, and Leong (2002) undertake a time series analysis of Hong Kong Housing and conclude that stronger Granger Causality is found for sales driving prices rather than prices driving sales. Andrew and Meen (2003) examine a UK Macro time series using a VAR model and conclude that transactions respond to shocks more quickly than prices, but do not necessarily "Granger Cause" price responses. Both studies are hampered by limited observations.
3). Using a panel granger causality test across 25 years and more than a hundred metropolitan areas, we show unequivocally that in fact housing prices negatively "Granger cause" housing sales. This convincingly reinforces the view that the net flow into ownership is negatively impacted by housing prices. 4). In our panel analysis there also is overwhelming evidence that higher sales "Granger cause" rising prices. This reinforces the relationship posited in frictional search models wherein prices are driven positively by the ratio of sales/inventory (the inverse of sales duration or time-to-sale). Here we show that movement in and out of ownership creates a simultaneous relationship wherein higher prices dampen sales and increase the inventory. The full equilibrium solution to the operation of the housing market is the intersection of these two schedules.
Our paper is organized as follows. In section II we review gross housing flows from the AHS as well as the Census. This documents the magnitude of the rent-to-own and own-to-rent flows. We examine some survey questions in the census to try and ascertain why these gross flows into and out of ownership are so large (and generally close to offsetting). We also study the limited aggregate time series data to show the hypothesized relationships between sales, net ownership and inventory changes. In sections III -V we expand the range of our empirical analysis to a full panel study of the movement between sales and prices across 101 MSA covering the years from 1982-2006.
Here we find conclusive evidence that sales positively "Granger cause" prices and that prices negatively "Granger cause" sales. Our analysis is robust to many alternative specifications and tests. Finally, in section VI we present a simple analytic framework for studying the equilibrium outcome of the two simultaneous relationships -and its comparative statics.
Our conclusion is that since the contemporaneous correlation between sales and prices is so strong, that the market must be driven largely by exogenous changes to net flows or homeownership. The most recent housing "bubble" and its painful "bust"
provide an excellent example. Positive changes in mortgage availability shifted the (negative) price-sales schedule outward which then increases both prices and sales as the market moves along the (positive) search-based schedule. In the last two years, the reverse shift (from foreclosures) has done the opposite -dropping both sales and prices.
II. US Housing Flows.
Much of the literature discussed above investigates how existing homeowners behave as they try and sell their current home to purchase a new one. This flow is often referred to as "churn". To investigate how important a role such "churn" plays in the ownership market, we examined the 2000 Census, as well as the AHS for the same year.
The Census has quite accurate counts of overall mobility, while the AHS goes into more detail about those households who did move -in particular their household and occupancy status in the previous year. Putting the two sources together we have created Figure 2 , which estimates US gross housing flows in that year. The only other source of similar data is that reported by the National Association of Realtors (NAR) but it has no information on buyers or their previous status.
In the 2000 Census it appears that about 7,186,000 of US current owners moved over the previous 15 months, which annualizes to 5,186,000 or about 8% of owners.
Annualized renter mobility is a far greater -at 30% or 11,040,000. The AHS interestingly shows that owners are almost as likely to have come from renting as from owning, but renters are 3 times more likely to have come from renting as owning. Since owners are twice as numerous as renters, these tenure change flows roughly offset each other. What is interesting is that own-to-rent as well as rent-to-own flows are virtually as large as own-to-own at least over a 15 month interval. In the 1990 Census, these patterns are also virtually identical. Focusing on the owned housing market, the Census and AHS allow us to account for virtually all of the events that add to the inventory of houses for sale (herein called LISTS) and all of those transactions that remove houses from the inventory (herein called SALES). The exception is new housing units. In 2000 roughly 800,000 units were delivered vacant to the for-sale market and these must be counted as additional LISTS. A problem with the Census data is that it does not totally reconcile with the NAR data on sales (which if anything undercounts -see later). Rent-to-own plus own-to-own is almost 700 thousand shy of known NAR sales. We also know that the formation and death of total households (including immigration) has been roughly: 0.8% deaths, 1.6% gross increases, with a net increase of around 0.8%. From the AHS we also can estimate the breakdown of household formation (those households not reporting previous headship) into tenure categories. More complicated, however, is the division of household "exits" by tenure. More than 80% of personal deaths occur in some institution, but the "death" of a household actually occurs with the move into the institution. In Figure 2 we have calculated household exits by tenure as a residual from the more solid data on moves, as well as gross and net household formation. It is interesting that the residual calculation suggests virtually all exits from "household" occur among renters. (1) EST. New Renter households = 1,031,000
Notes:
(1): Total gross household formation is estimated to be 1,719,000 from known population birth/death rates and the known net increase in households. The AHS reports (average of 1999 and 2001), 40% of newly created households were owners and 60% renters.
(2). Total household exits are estimated to be 888,000 from known population birth/death rates and the net increases in households. Tenure allocations are calculated as a residual from new households, net tenure changes and known net increases.
What is most interesting to us is that more than 50% of SALES involve a purchaser that one would expect to be sensitive (negatively) to housing prices. When prices are high presumably new owner household formation may be discouraged as would be moves which involve changes from renting to owning. On the other side, more than 50% of LISTS involve decisions that should be positively sensitive to price. New deliveries certainly try to occur when prices are high, and such periods are also ideal times for owners to "cash out" and switch to renting. This presents a picture that is quite different from the models of Stein, Wheaton, or Berkovec and Goodman -where sales transactions are largely based on owners transitioning between different owned houses with little sensitivity to price -since households are both seller as well as buyer.
The gross flows of own-to-rent and rent-to-own are very large and must involve many type of housing "churn". The most common and simplistic view of the housing market has all households starting as renters and then permanently switching at some single point to owners. Were this so, in the steady state the rent-to-own flow would be no larger than new household formations -1million or so and not 2.5 million. Similarly if owners remained so until death (or institutionalization) there would be little or no flow from own-to rent -only owner "deaths". Clearly there must be an enormous amount of economic or demographic change that leads households to move back and forth across tenure categories.
The Census survey of "reasons for moving" does provide some evidence to this effect. In Table 1 below we examine the "primary reason" given by each type of mover in the 2000 census. There are several distinguishing patterns. First lets examine the own to rent flow (versus the own to own). It is clear that owners move to renting primarily for job transfers and demographic changes (divorce, family changes, establish own household). The rent-to-own flow (versus rent-to-rent) is more like to involve a desire for more/better housing, establish an independent household (again) and a desire to own per se. One interesting hypothesis that cannot be evaluated with the AHS data is that many own-to-rent moves are actually linked with a later rent-to-own move, for example when households change cities. Such linked moves allow households to sell first, rent, and then buy. This is in contrast to the search models where owners must buy first, own two homes and then sell. Since the AHS unfortunately examines only a single (the most recent) move, we cannot directly determine the extent of such linked moves. At the US aggregate level there is mixed evidence that the own-to-rent and rentto-own flows are playing the role that we assert in the discussion above. Since there is high simultaneity between these variables we examine only simple correlations. In Table   2 we have calculated the difference between rent-to-own moves and own-to-rent moves (RO -OR) from the AHS in each year. We examine correlations between this and the designated variables. Consistent with our argument is that fact that sales are higher during periods of net owner entrants and that this is associated with years of higher home ownership and a low inventory of for-sale units. The only correlation at odds with the argument is that between real price levels and RO-OR. Here we hypothesized that when prices are high RO moves are less relative to OR, but the sample for these correlations is very short and includes almost a decade during which homeownership grew rapidly and steadily due to subprime lending. Any reasonably serious examination of our hypothesis that there is a pair of opposing relationships between housing sales and housing prices must surely rely on a larger and more robust data set. The price data we use is the OFHEO repeat sales series [Baily, Muth, Nourse (1963) ]. This data series has recently been questioned for not factoring out home improvements or maintenance and for not factoring in depreciation and obsolescence [Case, Pollakowski, Wachter (1991) , Harding, Rosenthal, Sirmans (2007) ]. These omissions could generate a significantly bias in the long term trend of the OFEHO series.
That said we are left with what is available, and the OFHEO index is the most consistent series available for most US markets over a long time period. The only alternative is to purchase similar indices from CSW/FISERV, although they have most of the same methodological issues as the OFHEO data.
In Figures 3 and 4 we illustrate the yearly NAR sales rate data, along with the constant dollar OFHEO price series -both in levels and differences -for two markets that exhibit quite varied behavior, Atlanta and San Francisco. Over this time frame, Atlanta's constant dollar prices increase very little while San Francisco's increased almost 200%.
San Francisco prices, however, exhibit far greater price volatility. Atlanta's average sales rate is close to 5% and triples over 1980-2006, while San Francisco's is almost half of that (2.6%) and increases by only 50%. These trends illustrate the typical range of patterns seen across our sample of 101 metropolitan areas. In appendix I we present the summary statistics for each market's price and sales rate series. Given the persistent trends in both series it is useful and important to test for series stationarity. There are two tests available for use with panel data such as we have.
In each, the null hypothesis is that all of the individual series have unit roots and are non stationary. Levin-Lin (1993) and Im-Persaran-Shin (2002) both develop a test statistic for the sum or average coefficient of the lagged variable of interest -across the individuals (markets) within the panel. The null is that all or the average of these coefficients is not significantly different from unity. In Table 3 we report the results of this test for both housing price and sale rate levels, as well as a 2 nd order stationarity test for housing price and sales rate changes. With the Levin-Lin test we cannot reject the null (non-stationarity) for either house price levels or differences. In terms of the sales, we can reject the null for differences in sales rate differences, but not for levels. The IPS test (which is argued to have more power) rejects the null for house price levels and differences and for sales rate differences. In short, both variables would seem to be stationary in differences, but levels are more problematic and likely non-stationary.
IV. Panel Estimation Approaches.
Our panel approach uses a well-known application of Granger-type analysis. We will ask how significant lagged sales are in a panel model of prices which uses lagged prices and then several conditioning variables. The conditioning variables we choose are market area employment, and national mortgage rates. The companion model is to ask how significant lagged prices are in a panel model of sales using lagged sales and the same conditioning variables. This pair of model is shown (1)-(2).
In panel models, all of the estimation issues raised in time series continue to exist.
In our case there is concern about the stationarity of both price and sales rate levels. This same concern is normally not present for differences. Hence we will need to estimate the model in first differences as well as levels -as outlined in equations (3) and (4).
In panel VAR models with individual heterogeneity there exists a specification issue. Equations (3) or (4) will have an error term that is correlated with the lagged dependent variables [Nickell, (1981) ]. OLS estimation will yield coefficients that are both biased and also that are not consistent in the number of cross-section observations.
Consistency occurs only in the number of time series observations. Thus estimates and any tests on the parameters of interest (the γ α and ) may not be reliable. The bias problem might not be serious in our case since we have 26 time series observations (more than many panel models). To be on the safe side, however, we also estimated the equations following an estimation strategy by Holtz-Eakin et al. As discussed in Appendix II, this amounts to using 2-period lagged values of sales and prices as instruments with GLS estimation.
From either estimates, we conduct a "Granger" causality test. Since we are only testing for a single restriction, the t statistic is the square root of the F statistic that would be used to test the hypothesis in the presence of a longer lag structure (Greene, 2003) .
Hence, we can simply use a t test (applied to the 2 2 and γ α ) as the check of whether changes in sales "Granger cause" changes in price and vice versa.
In table 4 we report the results of equations (1) through (4) in each set of rows.
The first column uses OLS estimation, the second the Random Effects IV estimates from Holtz-Eakin et al. The first set of equations is in levels, while the second set of rows reports the results using differences. In all Tables, variable names are self evident and differences are indicated with the prefix GR.
Among the levels equations, we first notice that the two conditioning variables, the national mortgage rate and local employment can have the wrong signs -here in two cases. The mortgage interest rate in the OLS price levels equation and local employment in the IV sales rate equation are miss-signed. There is also an insignificant employment coefficient in the OLS sales rate equation (despite almost 2500 observations). Another troublesome result is that the price levels equation has excess "momentum" -lagged prices have a coefficient greater than one. Hence prices (levels) might grow on their own without necessitating any increases in fundamentals, or sales. We suspect that these two anomalies are likely the result of the non-stationary feature to both the price and sales series when measured in levels. Interestingly, the two estimation techniques yield quite similar coefficients -as might be expected with a larger number of time series observations. When we move to the results of estimating the equations in differences these issues all disappear. The lagged price coefficients are small, the price equations stable in the 2 nd degree, and the signs of all coefficients are both correct -and highly significant. there is an increase in prices -sales fall. The impact is exactly the opposite of that predicted by theories of loss aversion or liquidity constraints, and completely consistent with our argument that entrants and exits from ownership drive sales. We have experimented with these models using more than a single lag, but qualitatively the results are the same. In levels, the price equation with two lags becomes dynamically stable in the sense that the sum of the lagged price coefficients is less than one. As to causal inference, the sum of the lagged sales coefficients is positive, highly significant, and passes the Granger F test. In the sales rate equation, the sum of the two lagged sales rates is virtually identical to the single coefficient above and the lagged price levels are again significantly negative (in their sum) and collectively "Granger cause" a reduction in sales. We have similar conclusions when two lags are used in the differences equations, but in differences, the 2 nd lag is always insignificant.
As a final test, we investigate a relationship between the growth in house prices and the level of the sales rate. In the search theoretic models sales rates determine price levels, but if prices are slow to adjust, the impact of sales might better show up on price changes. Similarly the theories of loss aversion and liquidity constraints relate price changes to sales levels. While the mixing of levels and changes in time series analysis is generally not standard, we offer up Table 5 where price changes are tested against the level of sales (as a rate). In terms of causality, these results are no different than the models estimated either in all levels or all differences. One year after an increase in the level of sales, the growth in house prices accelerates. Similarly, one year after house price growth accelerates the level of home sales falls (rather than rises). All conditioning variables are significant and correctly signed and lagged dependent variables have coefficients less than one.
V. Tests of Robustness.
In panel models it is always a good idea to provide some additional tests of the robustness of results, usually by dividing up either the cross section or time series of the panel into subsets and examining these results as well. Here we perform both tests. First we divide the markets into two groups: so-called "coastal" cities that border both oceans and "interior" cities that do not. There are 31 markets in the former group and 70 in the latter. The coastal cities are often felt to be those with strong price trends and possibly different market supply behavior. These results are in Table 6 . The second test is to divide the sample up by year -in this case we estimate separate models for 1980-1992 and 1993-2006 . The year 1992 generally marks the bottom of the housing market from the 1990 recession. These results are depicted in Table 7 . Both tests use just the differences model that seems to provide the strongest results in the previous section. In Table 6 , the results of Table 4 hold up remarkably strong when the panel is divided by region. The coefficient of sales rate (growth) on prices is always significant although so-called "costal" cities have larger coefficients. In the equations of price (growth) on sales rates, the coefficients are not only always significant, but the point estimates are very similar as well. The negative effect of prices on sales rates is completely identical across the regional division of the panel sample. It should be pointed out that all of the instruments are correctly signed and significant as well.
The conclusion is the same when the panel is split into two periods ( Table 7) 
VI. A More Complete Model of Housing Sales Volume and Prices
As discussed initially, there is a growing literature of models describing home owner "churn" in the presence of search frictions [Wheaton (1990) , Berkovec and Goodman (1996) , Lundberg and Skedinger (1999) ]. In these models, buyers must always become sellers -there are no entrants or exits from the market. In such a situation prices are like "funny money" -when participants pay higher prices they also receiving more upon sale. It is only the transaction cost of owning 2 homes (during the moving/trade period) that grounds prices. If prices are high, the transaction costs can make moving so expensive as to erase whatever gains from moving were there originally. In this environment Nash-bargained prices move almost inversely to expected sales timeswhere the latter equals vacancy divided by the sales flow. In these models, both vacancy and sales churn are exogenous. Following Pissarides (2000) if the matching rate is exogenous or alternatively if the matching function is of specific form, sales time will be shorter with more churn and prices therefore higher. Hence greater sales cause higher prices. Similarly greater vacancy (inventory) raises sales times and causes lower prices.
There are also a series of paper's which propose a relationship in which changes in prices will subsequently generate higher sales volumes. This again is a positive relationship between the two, but with opposite causality. The first of these is by Stein (1995) followed by Lamont and Stein (1999) and then Chan (2001) . In these models, liquidity constrained consumers are again moving from one house to another (market "churn") and must make a down payment in order to purchase housing. When prices decline consumer equity does likewise and fewer households have the remaining down payment to make the lateral move. As prices rise, equity recovers and so does market liquidity. Relying instead on "behavior economics", Genesove and Mayer (2001) and then Englehardt (2003) show empirically that sellers who will experience a loss when they sell tend to set higher reservations than those who will not experience a loss. With higher reservations, the market would see lower sales -if more and more sellers experience loss aversion as prices continue to drop. As long as prices are rising, however, the theory makes little prediction about what will happen to sales.
We have shown (hopefully convincingly) that the causal relationship between prices generating sales is actually negative -rather than positive. Our empirics are quite strong. To explain this, we have argued that actual flows in the housing market are remarkably large between tenure groups -and that a negative price-sales relationship makes sense in explaining these inter-tenure flows. Higher prices lead households to exit more than enter homeownership and lower housing prices do the reverse. When entrants exceed exits sales increase and the inventory declines. More exits than entrants will generate lower sales and a growing inventory.
Our empirical analysis also overwhelmingly supports the search-based models of house pricing. Here, a high sales/inventory ratio causes higher prices and a low ratio generates lower prices. Thus we arrive at a more complete equilibrium model of the housing market -as shown with the two schedules below in Figure 5 . Figure 5 provides a compelling explanation for why in the data, the simple correlation between prices and sales is strongly positive. Over time it must be the "price based sales" schedule that is shifting up and down. Remember that this schedule is derived from the decision to enter or exit the ownership market. Easy credit availability and lower mortgage rates, for example would shift the schedule up (or out). For the same level of housing prices, easier credit increases the rent-to-own flow and decreases the own-to-rent flow. Sales expand and the inventory contracts. The end result of course is a rise in both prices as well as sales. Contracting credit does the reverse. In the post WWII history of US housing, such credit expansions and contractions have indeed tended to dominate market fluctuations ].
Figure 5 also is useful for understanding the current troubles in the housing market. Rising foreclosures expand the rent-to-own flow and shift the "price based sales" schedule down (or in). This has decreased both sales and prices. Preventing foreclosures through credit amelioration would move the schedule upward again, but so could a countervailing policy of easing mortgage credit. This would most likely create an increase in the countervailing rent-to-own flow. It is interesting to speculate on whether there might be some policy that would shift the "search based pricing" schedule upward.
This would restore prices, although it would not increase sales. For example some policy to encourage interest-free bridge loans would certainly make it easier for owners to "churn". Likewise some form of home sales insurance might reduce the risk associated with owning two homes. That said, such policies would seem to be a less direct way of restoring home prices versus a stimulus to the "price-based-sales" schedule. 
