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In this work we prove a new existence result for a nonlinear anti-periodic second-order
problem:{
x′′ = f (t, x, x′),
x(t + T ) = −x(t)
where f (t, x, p) is a given anti-periodic function in t .
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Recently anti-periodic problems have been studied extensively. Frequently we have a connection between anti-periodic
and periodic problems. For existence and uniqueness theorems for anti-periodic solutions, somework can be found in [1–8]
and references therein. In this work we are concerned with the existence of an anti-periodic solution to the problem{
x′′ = f (t, x, x′),
x(t + T ) = −x(t) (E)
where f : R1 × R1 × R1 → R1 is continuous and f (t + T , x, p) = −f (t,−x,−p), for any (t, x, p). As regards the existence
of a periodic solution to the above problem, one can see [9–11] and references therein.
2. Results
The following is our main result.
Theorem 1. Assume that there exist C2 functions α, β : [0, T ] → R1 such that:
(H1) α(0) = α(T ), β(0) = β(T ), α′(0) ≥ α′(T ), β ′(0) ≤ β ′(T );
β(t) ≥ 0, α(t) = −β(t), t ∈ [0, T ];
(H2) α′′ ≥ f (t, α, α′), β ′′ ≤ f (t, β, β ′), t ∈ [0, T ];
(H3) |f (t, x, p)| ≤ c(1+ |p|2), α ≤ x ≤ β .
Then Eq. (E) has a T-anti-periodic solution x∗(t) with α ≤ x∗ ≤ β , t ∈ [0, T ].
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Proof. Consider the auxiliary equation
x′′ = kx− kr(t, x)+ f (t, r(t, x), r1(x′)), (E1)
where k is a given positive constant, and
r(t, x) =
{
β(t), x ≥ β(t),
x, α(t) < x < β(t),
α(t), x ≤ α(t);
r1(p) =
{N1, p ≥ N1,
p, |p| < N1,
−N1, p ≤ −N1;
where N1 is the Nagumo constant of the equation x′′ = f (t, x, x′) for α(t) and β(t), that is, the solution x(t) of Eq. (E)
satisfies α(t) ≤ x(t) ≤ β(t); then |x′(t)| ≤ N1. Without loss of generality, assume that N1 ≥ max{max[0,T ] |β ′(t)|,
max[0,T ] |α′(t)|}. 
To prove Theorem 1, we need the following.
Lemma 1. Consider the equation
x′′ = kx+ f (t), (E2)
where f (t) is continuous on R1, and f (t + T ) = −f (t). Then Eq. (E2) has a unique T-anti-periodic solution.
Proof. Let x∗(t) be a solution of Eq. (E2) satisfying the boundary value condition x(i)(0) = −x(i)(T ), i = 0, 1. Then x∗(t) is a
T -anti-periodic solution of Eq. (E2).
Indeed, let x1(t) = −x∗(t + T ).
Then
x′′1(t) = −x′′∗(t + T ) = −kx∗(t + T )− f (t + T )
= k(−x∗(t + T ))+ f (t).
So x1(t) is also the solution of Eq. (E2).
Notice that
x(i)1 (0) = −x(i)∗ (T ) = x(i)∗ (0), i = 0, 1.
By the uniqueness of the solution with respect to the initial value, we have
−x∗(t + T ) = x1(t) ≡ x∗(t).
This is the desired result.
Next we are ready to get the expression for the T -anti-periodic solution x(t).
Since x(t) is a T -anti-periodic solution of Eq. (E2), then
x(i)(0) = −x(i)(T ), i = 0, 1.
Set x1(t) = x′(t).
Then
X ′(t) =
(
x
x1
)′
(t) =
(
0 1
k 0
)(
x
x1
)
(t)+
(
0
f (t)
)
= AX(t)+ F(t),
where
A =
(
0 1
k 0
)
, F(t) =
(
0
f (t)
)
.
Therefore
X(t) = eAtX(0)+
∫ t
0
eA(t−s)F(s)ds.
Then
−X(0) = X(T ) = eATX(0)+
∫ T
0
eA(T−s)F(s)ds.
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So
(I + eAT )X(0) = −
∫ T
0
eA(T−s)F(s)ds.
Notice that±√k are the eigenvalues of A. So the matrix (I + eAT ) is invertible.
Then
X(0) = −(I + eAT )−1
∫ T
0
eA(T−s)F(s)ds.
So we get the expression for the T -anti-periodic solution as follows:
X(t) = −eAt(I + eAT )−1
∫ T
0
eA(T−s)F(s)ds+
∫ t
0
eA(t−s)F(s)ds.
And from the expression for X(t)we get the uniqueness of the T -anti-periodic solution. 
Proof of Theorem 1. We denote by α(t) and β(t) the T periodic continuations of α(t) and β(t) respectively on R1. Assume
CT = {X ∈ C(R1, R2) : X(t + T ) = −X(t)}, with the norm ‖x‖ = max |X(t)|.
Define the map P: CT → CT by
[PZ](t) = X2(t), Z =
(
z
z ′
)
, X2(t) =
(
x
x′
)
,
where x(t) is the T anti-periodic solution of the equation
x′′ = kx− kr(t, z(t))+ f (t, r(t, z(t)), r1(z ′(t))),
Note that α(0) = α(T ), β(0) = β(T ), α = −β .
Then
r(t + T , z(t + T )) = r(t, z(t + T )) = r(t,−z(t))
= −r(t, z(t)),
r1(z ′(t + T )) = r1(−z ′(t)) = −r1(z ′(t)).
By Lemma 1, X2(t) is defined as
X2(t) = −eAt(I + eAT )−1
∫ T
0
eA(T−s)
(
0
−kr(s, z(s))+ f (s, r(s, z(s)), r1(z ′(s)))
)
ds
+
∫ t
0
eA(t−s)
(
0
−kr(s, z(s))+ f (s, r(s, z(s)), r1(z ′(s)))
)
ds. (∗)
We assert that ‖PCT‖ ≤ M <∞. If this fails, there exists Zj ∈ CT such that ‖[PZj]‖ → ∞, j→∞.
Let uj = PZj‖PZj‖ , j = 1, 2, . . ..
Applying the Arzela–Ascoli theorem, there is a Z0 ∈ CT and a subsequence of {uj}, which we can rewrite such that uj → Z0
in CT . By the expression (∗), we get that Z0 is the T -anti-periodic solution of the equation x′′ = kx satisfying x(t) ≡ 0. This
is a contradiction because ‖Z0‖ = 1.
Obviously P is completely continuous by the expression (∗). By the Schauder fixed point theorem, P has the fixed point
X∗(t) = (x∗(t), x′∗(t)) in CT , that is, Eq. (E1) has a T -anti-periodic solution x∗(t).
Finally we prove that α(t) ≤ x∗(t) ≤ β(t), t ∈ R1.
If this fails, then
δ = max{max
R1
(x∗(t)− β(t)),max
R1
(α(t)− x∗(t))} > 0.
Without loss of generality, assume that δ = x∗(t0)− β(t0), t0 ∈ R1.
Since β(0) = β(T ), β(t) ≥ 0, β ′(0+ 0) ≤ β ′(T − 0), we get t0 ∈ [0, T ), and
x′∗(t0) = β ′(t0), t0 ∈ (0, T ),
β ′(T − 0) = β ′(t0 − 0) ≤ x′∗(t0) ≤ β ′(t0 + 0) = β ′(0+ 0), t0 = 0.
If t0 ∈ (0, T ), then
x′′∗(t0) = kx∗(t0)− kβ(t0)+ f (t0, β(t0), β ′(t0))
= kδ + f (t0, β(t0), β ′(t0)) > f (t0, β(t0), β ′(t0))
≥ β ′′(t0).
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We have
β(t)+ δ ≥ x∗(t), t ∈ [0, T ],
β(t0)+ δ = x∗(t0), (β(t)+ δ)′
∣∣
t=t0 = β
′(t0) = x′∗(t0)
β ′′(t0) < x′′∗(t0),
If β ′(T − 0) > β ′(0 + 0) then t0 6= 0. Otherwise β ′(0 + 0) < β ′(T − 0) = β ′(0 − 0) ≤ x′∗(0) ≤ β ′(0 + 0). There exists
t1 ∈ (t0, T ) such that β(t1)+ δ < x∗(t1), a contradiction.
If t0 = 0 and x′∗(0) = β ′(0), then
β(t)+ δ ≥ x∗(t), t ∈ [0, T ],
β(0)+ δ = x∗(0), (β(t)+ δ)′
∣∣
t=0 = β ′(0) = x∗(0),
x′′∗(0) = kx∗(0)− kβ(0)+ f (0, r(0, x∗(0)), r1(x∗(0)))
= kδ + f (0, β(0), β ′(0)) > f (0, β(0), β ′(0))
≥ β ′′(0).
We can get that there exists a t1 ∈ (0, T ) such that β(t1)+ δ < x∗(t1), a contradiction.
For the above cases we have α(t) ≤ x∗(t) ≤ β(t), t ∈ R1. So
x′′∗(t) = kx∗(t)− kx∗(t)+ f (t, x∗(t), x′∗(t))
= f (t, x∗(t), x′∗(t)),
that is, x∗(t) is an T -anti-periodic solution of Eq. (E), with α(t) ≤ x∗(t) ≤ β(t), t ∈ R1. 
3. Example
Consider the equation
x′′ = x3 + sin t. (E4)
We know that Eq. (E4) has a pi-anti-periodic solution.
Indeed, take α(t) ≡ −2, β ≡ 2. Then
α(t) = −β(t), t ∈ [0, pi],
β(i)(0) = β(i)(pi) = 0, i = 0, 1,
α′′(t) = 0 > −8+ 1 ≥ α3(t)+ sin t
β ′′(t) = 0 < 8− 1 ≤ β3(t)+ sin t.
Applying Theorem 1, Eq. (E4) has a pi-anti-periodic solution x∗(t), with−2 ≤ x∗(t) ≤ 2, t ∈ [0, pi].
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