Many-body effects-on reversible pseudo-&molecular reactions' are investigated using a " combination of theory, simulation, and experiment. Theoretically, we rederive the superposition approximation starting from the fundamental N-particle equations. All the relations obtained are actually rigorous, except for a requirement that the concentration profile outside a vacant trap obeys a diffusion equation. Our derivation also yields a new numerical procedure for evaluating the superposition solution. Brownian dynamics simulations of one-dimensional competitive binding are presented over an unprecedented time regime. Comparison with the superposition approximation shows that this mean-field theory is exact at infinite dilution, but breaks down at high particle concentration. The main discrepancy is not at asymptotically long times as previously suspected, but rather at intermediate times, where a new power law-phase emerges. This is reflected in a maximum in the logarithmic derivative of the survival probability, which is more pronounced in our simulation as compared with the approximate theory. Finally, we show that the transient fluorescence data from an excited dye molecule which transfers a proton reversibly to water, develops a similar maximum in its logarithmic derivative at low pH values.
I. INTRODUCTION
The treatment of reversible bimolecular reactions in solution poses an intricate many-body problem. Theoretical work has suggested several approximate approaches. i-" Lee and Karplus' have generalized the hierarchal approach of Waite" and others12 . '3 to reversible reactions. This approach begins with equations of motion for pair, triplet, and higher probability density functions. Szabo and Zwanzig5 developed a discrete occupation number formalism for the pseudo-unimolecular case of a single, static reversible trap ("competitive binding") . In both approaches the hierarchy is truncated using a superposition approximation (SA). '11i2 The SA has been shown516 to be a very reasonable approximation, becoming exact in the limits of infinite dilution and infinite times. While it is evident that as t-+ 00 the SA tends to the correct equilibrium limit, it is not altogether clear whether it does so with the correct time dependence: The SA predicts a power-law, tMd12, approach of the binding probability to its equilibrium value with a universal power, d/2, which depends only on the spatial dimensionality, d, but not on the particle concentration, c. In this picture, the asymptotic behavior of a geminate pair14 extends to the many-body case.
It is interesting that such a prediction could be checked experimentally: l5 The transient fluorescence from an excited dye molecule which transfers a proton reversibly to its aqueous environment has been monitored as a function of the solution pH. With increasing proton concentration, the asymptotic slope seemed to increase above the theoretical value of 3/2. A question arises whether this apparent disagreement is due to the breakdown of the SA, limitations of the experimental accuracy or both.
We begin (Sec. II) by rederiving the SA from the fundamental diffusion equations governing the time evolution of the N-particle probability distribution function. lo The hierarchal approaches"' are a special case obtained by partial integration of these basic equations. The occupation number formalism5 is also a special case, valid in the discrete case of equivalent particles, namely, identical particles all starting from identical initial conditions. The general equations may, however, be treated along alternate routes such as the generalization of the kinetic density expansion16 to the reversible case." By iteratively integrating out N, N-1, and N-2 out of the N-particle coordinates, we show how the three decoupling assumptions involved in the SAsP9 may be replaced by the single requirement that the conditional particle density outside a free trap obeys a diffusion equation. This suggests possible routes for obtaining higher correction terms.
In order to clarify the apparent discrepancy between experiment and the SA, we have developed a Brownian dynamics algorithm for reversible reactions which allows accurate simulation of the many-particle dynamics over many orders of magnitude in time. 17 The algorithm has been implemented in one dimension, for which a comprehensive set of simulations is presented below (Sec. III). These are compared with numerical solutions of the SA, calculated using a novel numerical procedure.
A central finding in this work is that at high concentrations there are actually two power-law phases with an intermediate-time power which is indeed larger than d/2. In other words, the logarithmic derivative of the survival probability ("beta function") goes through a maximum which, at high concentrations, is much more pronounced in the simulations than in the SA. At still longer times both beta function of the experimental data15 finding that it reveals similar trends (Sec. IV).
II. THEORY
We consider N identical diffusing particles with a reversible trap at the origin. For simplicity, we assume onedimensional motion on a line segment [OJ] , although the theory can be easily generalized to three dimensions. Also, we assume the particles are noninteracting although the theory can be generalized to include trap-particle interactions. These restrictions will allow us to focus primarily on the many-body aspects of the problem. The trap can bind at most one particle ("competitive binding") . When no particle is bound, trapping may occur at x=0 (the "contact distance") with the recombination rate coefficient K,. When a particle is bound, the boundary at x=0 becomes reflective. A bound particle may in turn, dissociate to contact with a rate coefficient Kd.
Our starting point is the N-particle diffusion equation for the joint probability density pN(xl,...,xN;t) , where O<x&L is the distance of the ith particle from the origin. In our notation, lo Xi may also assume one discrete value, *, representing a bound particle. Thus pN( *,x2,.4cN;t) is the probability density for diffusing particles 2,... ,N given that particle 1 is bound at time t. It has units of l/LN-' whereas PN(xl ,x2 ,...,xN;t) has units of l/LN. For a singleparticle trap, the probability of events such as (**x , , 3,...,xN) vanishes. The probability density normalizes to unity when integrated over both free and bound states.
When no particle is bound, the basic equation of motion is N O<Xj< L * (la> For noninteracting point particles in one-dimension, ,4pi = D a2/axf is the diffusion operator for particle i and D its diffusion constant. The forthcoming equations are subject to the following notational conventions: (i) i=l,... ,N; (ii) j#i, and (iii) O<Xj<L (i.e., x/f*>. Equation (la) resembles the starting point in the treatment of irreversible reactions by Monchick et al. l2 It needs to be generalized to the reversible case." First, consider the boundary conditions imposed on it. The outer boundary conditions are reflective aPNcXl ,...,xN;t)/axjlxi=L=o, (lb) representing the finite size of the system. Eventually we will take both N and L to infinity, keeping the particle concentration, c= N/L, constant (the "thermodynamic limit"). The "intrinsic" recombination and dissociation rate coefficients are denoted by K~ and Kd, respectively. They represent transitions between the bound (Xi=*) and contact (xj=O) states. Equation (lc) reduces to the irreversible, "radiation" boundary condition when Kd=O. The density function given that particle i is bound obeys a diffusion equation in the remaining N-1 coordinates. In addition, it may increase or decrease due to association or dissociation of particle i. Therefore 
Hence binding of a second particle is disallowed. Two kinds of initial conditions are of interest: (a) All N particles are initially equivalent and uncorrelated by virtue of being unbound and uniformly distributed,
This is the case more amenable to theoretical treatments. (b) One particle is initially bound while the remaining N-1 particles are randomly distributed. This is the initial condition in the experimental setup.15 The solutions for the two initial conditions are related by the generalized mass action law.235~'o Whenever specification of the initial condition is important, we use the notations (...$I uni) and (...$I h) for the initially uniform and bound cases, respectively. The equations as presented here are sufficiently general to treat nonequivalent particles, each starting from a different initial condition. When the initial condition is not specified, the result is understood to hold for an arbitrary initial condition.
A fundamental quantity of interest is the survival probability, namely, the probability that none of the N particles is bound at time t. It is defined by the N-fold integral
It is often the survival probability (and rarely the density distribution itself) which is an experimental observable. The binding probability, namely, the probability that one out of the N particles is bound, is similarly defined by 
The first expression is general, while the second holds for equivalent particles (i.e., identical particles having the same initial condition). This follows because for equivalent particles p~( . . . . Xi ,..., Xj ,..;;t) =PN( *oo,Xj ,***f Xi ,*** ;t) * Since the trap may be either free or singly occupied, we expect that
.Keq = K&i, S,(t) = l-qN(t) * (5) irrespective of the initial condition.
We will see below that this normalization condition is comIt is useful to introduce an integral over N-1 of the N mensurate with the many-body equations (la)-(le). It free particle coordinates may also be shown" that these equations tend to a true equilibrium state as t+ CO, for which2
The second line again refers to the special case of equivalent partiCkS.
From a physical point of view, c F&t) is the concentration profile of particles outside a free trap. It is a conditional particle density, conditioned on the trap being vacant. '*' The N-1 dimensional integral in Eq. (7) is the probability density for particle i to be unbound and at a distance x from the trap. It may thus be identified with PAi,Bj(x,~,t) of Lee and Karplus' in the special case of a single, stationary B particle ("the trap") at y=O.
is a conditional probability density which normalizes to unity at all times. For an initial uniform distribution Eq. (2) implies that FN(x;O 1 uni) = 1. As t-r CO, the density becomes constant [see Eq. Therefore p&(x) = ijN(x; 03 ) = 1. Starting from a uniform distribution, FN(x;t 1 uni) initially is unity everywhere. Due to the binding process, it subsequently decreases near the trap and increases at larger distances, keeping its area constant. Finally, it becomes unity once more.
Our first step is to generate an equation of motion for SN(t) by differentiating its definition (3) 
i#i TO obtain this result, we have used the many-body diffusion equation ( la) and the boundary condition ( lc). Next, by inserting Eqs. (Id) and (le) into Eq. (8) and integrating, one obtains dsN( t)/dt = -dqN( t)/dt, in agreement with the normalization condition (5). Substituting Eqs. s (4), (5), and (7) into (8) gives
This rate-equation like expression has been obtained by several groups. '~2S*g Our derivation shows that it is rigorously valid for any initial condition and any number of particles, provided that FN(x;t) is related to the N-particle density via Eq. (7). Equation (9) requires the exact form for FN(x;t). We therefore seek an equation of motion for it. By differentiating Eq. (7) with respect to time and using the N-body diffusion equation (la), one gets
LiYjpN(*a., Xi=X,.*.; This result is again exact for any initial condition of unbound particles. After some manipulations it can be seen to be equivalent to Eq. (2.61) of Lee and Karplus.' Here it is derived from the fundamental equations (la)-( le) rather than been a postulated starting point. The boundary condition imposed on IjN(x;t) at x=0 can also be found by differentiating Eq. (7). Inserting the back-reaction boundary condition, ( lc) and using Eqs. (8) and (9) , obtained from an approximate equation of motion, a~s,(x;t)/at = 2 PsA(X;t) , (12) which constrains the particle density outside a free trap to obey a diffusion equation. This is a mean-field type of approximation expected to be useful in the thermodynamic limit. In going from Eq. (10) to Eq. (12) one drops the N-dependent term, therefore the subscript iV may be replaced by the subscript SA.
Equation ( 12) (13b) In this derivation one replaces N-1 by N assuming approach to the thermodynamic limit. Conditions ( 13) depict the two particle density functions on the 1.h.s. as superpositions of one particle functions on the r.h.s."1'2 For example, approximation ( 13a) states that the probability of having a free trap with particle 1 at x and particle 2 at contact is the probability for a free trap times the conditional probabilities of a particle at x and a particle at contact. This can be expected to become exact in the limit of iminite dilution (c-* 0) when the particles become independent of each other. It is interesting to compare Eq. ( 13) with Eq. (4.35) of Szabo and Zwanzig5 or Eq. (B5) of Naumann:' Of the three assumptions listed there, one is merely the definition of pN(x;t) while another may be weakened since Eq. (13a) involves one particle at x and another at x=0.
In the thermodynamic limit, the SA requires6 the solution of the coupled ordinary and partial differential equations (9) and (12), the latter subject to the boundary condition (lla). For a finite system, Eq. (lib) suggests modifying the boundary condition ( 1 la) so that the partial differential equation ( 12) depicts effective single particle (BPT dynamics. If in the limit of an infinite system the ESP solution will approach the SA, we will obtain an alternate route to that of Szabo6 for evaluating the SA.
In the ESP dynamics, &( *;t) and &A(x;t) are interpreted as the probability and probability density for the bound and unbound states, respectively. Therefore, we demand that they normalize together to some constant, ijsA(x;t), violates definition (7)) we seek another relation between psS,( *;t) and SSA(t).
Differentiating Eq. (14) with respect to time and using first Eq. ( 12) and subsequently ( 1 la), one finds that dP,,(*;t) a s," &&;t) dx Unlike the "bimolecular boundary conditiotY7 and the "chemical approximation,"5 which involve nonlinearities in the recombination term, here the nonlinearity occurs in the dissociation term. Our experience in such cases indicated that nonlinearities which appear only in the boundary condition may still allow large time steps to be taken. Hence the usefulness of the ESP approach. For small c, Eq. ( 17) reduces to the linear back-reaction boundary condition ( 1 lb) and the SA becomes exact. For large t, equating ( 17) to-zero gives the correct equilibrium limit, Eq. (6),a only if PsA(o;t) --* 1. As discussed following Eq. ( 14), this holds only in the thermodynamic limit. The ESP dynamics will not reproduce the correct equilibrium limit in a small finite system, but will do so with increasing system size.
To summarize, the ESP representation of the SA involves solving the diffusion equation (12) subject to the nonlinear boundary condition (17) and the normalization condition ( 14). The survival probability is eventually calculated from Eq. ( 16). This scheme is discretized on a line segment of the same length, L, as used in our Brownian simulations (Sec. III). The ensuing nearest-neighbor master equation has just one transition probability (* +O j which is time dependent. It is solved using Chebyshev propagation as discussed elsewhere. lgV7
III. BROWNIAN DYNAMICS
The investigation of the long-time characteristics of reversible binding calls for long simulations of many particle diffusive dynamics. This is impractical using conventional random walk methods'.7 which employ a small and fixed time step, At. We have recently developed a manybody Brownian dynamics algorithm to address this problem, which is described in detail elsewhere.17
Briefly, we assume that the single particle probability density, p1 (x;At 1 x0), for moving from point x0 to x during the time interval At is known analytically, which is true for noninteracting particles in one dimension. '49'8 To simulate the N-particle dynamics, one particle is chosen at random and moved to a new location while keeping the remaining N-1 particles fixed. The endpoint of its trajectory is found by comparing a uniformly distributed random number, 0 <c < 1, with the appropriate integral of the analytical single-particle solution. If the binding site is vacant and c<pl ( *;AtlXo) the particle becomes bound and
If ~>~l(*;Atlxo) it is moved to a new'(unbound) location, ~6, which is found from &pd*;Atlxo) = J-'p,(x;Atlx,) dx .
This is a generalization of the procedure for selecting a random number out of a given distribution to the case that the distribution involves a continuous-and a discrete part. The single-particle move is repeated N times per At and mN times to reach time t =mAt. This generates one N-particle stochastic trajectory, (x1 ( t),...,xN( t) >. The order of one million stochastic trajectories are averaged to give the binding probability with the desired (three-digit) accuracy. Different time windows are accessed using different A t values. After just a few (mz 5) time steps the calculation converges to that using a smaller A t value. The initial portion is discarded and the different pieces (typically 3-5) are connected together to produce the transient behavior over many orders of magnitude in time. The number of particles, iV, and the interval length, L, are then doubled until the binding probability is invariant over the whole time regime of the simulation, [O,t,,,] . When this holds, the "thermodynamic limit" is said to be obtained for t<4n*x. The interval length, L, is thereafter kept constant and N is varied to check for concentration effects. It is clear that extensive numerical work is required to generate accurate data even with this efficient Brownian algorithm. The results shown below represent several months of con-
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In t FIG. 1. The deviation from equilibrium, &+3,&l *), of the survival probability in one-dimensional Brownian simulations (full curves) compared with a numerical solution of the superposition approximation (dashed curves). In the simulation D= 1, ICY= 1, and L=2500. The number of particles, N, is varied to obtain the concentrations quoted (in this case N&5 and 1OLMj. Results for four different At values were stitched together to produce the dependence over nearly four decades of time (note the patural logarithmic scale). In addition, the short time behavior has been calculated using a discrete-time random walk program (Ref. 7). Results (circles) were obtained for periodic boundary conditions on a circle of length 2L with the dissociation parameter ~d/2. tinuous 486/50 MHz PC computations which, in the conventional random walk method, would have taken over 100 times longer to complete.
Figures 1 and 2 are the outcome of our Brownian simulations 'for two different values of the dissociation rate coefficient, Kd. D and K~ are set to unity, which is equivalent to choosing time and distance units. Simulated survival probabilities for a uniform initial distribution, sN( t I uni), were converted to deviation from equilibrium for the experimentally relevant initially bound state using the generalized mass-action law2'5"0 s eq-SN(tI*ie)=[SN(tIuni)-se,]/(CK,,). (19) Here S,, is the equilibrium limit of the survival probability, Eq. (6) Fig. 1 for a larger value of cKq, showing enhanced maxima in B(t) and observable deviations from the superposition approximation. In order to obtain B(t) from the noisy simulation data, they were first fitted to eighth order polynomials which were then differentiated analytically (bold curves, bottom panel).
~i(x;Atlx~) tends to a delta function with decreasing At rendering the integration in Eq. ( 18) inaccurate. As a check, the early time behavior for c=O.4 has been calculated using a more conventional lattice random-walk program (circles). This program7 uses logarithmic time steps and may therefore be less accurate at long times. The best representation is achieved by using random walks for short times and the Brownian dynamics for long times. The dashed curves in Figs. 1 and 2 show the corresponding behavior of the SA, calculated from the numerical solution of Eq. (12) subject to the boundary condition (17) and to Eqs. (14), (16), and (19) . The SA is seen to be exact at infinite dilution but it breaks down at high concentrations. The relevant smallness parameter is2
CK, E CKJK~. In Fig. 1 the largest value of cKes is 0.4 and the SA provides an excellent approximation over the whole time regime.5 In Fig. 2 , cK, goes up to 4. For tiKe,=2 there are already noticeable deviations from the SA. (Note, however, that the full SA calculations produce better agreement with the Brownian simulations as compared with the linearized SA6 shown in our earlier work17). One concludes that cK eq~ 1 is an upper limit for SA validity.
In order to investigate the asymptotic slope more care- fully we show, in the bottom panels of Figs. 1 and 2, the logarithmic derivatives
of the upper-panels' data. At asymptotically long times the SA tends to 1/2.6 To within the statistical noise (ca. 20%)) the exact simulations tend to the same universal power. If there is a variation with c, it is too small to be of practical significance in the parameter range investigated. The interesting new observation is the appearance of a maximum in B(t) at intermediate times. The SA predicts not only the asymptotic slope correctly, but also the emergence of such a maximum at high concentrations. Quantitatively, this maximum is much more pronounced in the exact Brownian simulations once cKes> 1 (Fig. 2) . Observed over a limited time regime, it may lead to the impression of an increasing asymptotic slope with increasing c.
IV. EXPERIMENT
Following the observations from our Brownian simulations we replot in Fig. 3 the experimental data of Ref. 15 . These data involve reversible proton transfer from an excited dye molecule to water at different proton concentra-tions. The full curves in the upper panel show raw timecorrelated single-photon counting data, corrected for the finite radiative lifetime of the excited dye molecule, after subtraction of the equilibrium plateau as determined numerically from it.i5 At each of the four proton concentrations, a sixth order polynomial has been fitted to the data on the log-log scale for smoothing purposes (dashed curves).
The logarithmic derivatives, Eq. (20)) determined by analytic differentiation of the polynomial fits are shown in the bottom panel of Fig. 3 . The appearance of a maximum in B(t) at intermediate times for high proton concentrations is in striking similarity to the Brownian dynamics results. The difference in spatial dimensionality (d= 1 for the simulations as opposed to d=3 for experiment) or in interparticle interactions (neutral vs charged particles) could lead to quantitative differences but the qualitative effect should hold irrespectively. The measured long time behavior remains unclear due to statistical noise. On the basis of our simulations, one may predict that B(t) should tend to 3/2 (or to a value very close to 3/2) at infinitely long times. It would be interesting if the maximal count number could be increased tenfold to check this prediction experimentally.
We conclude by reiterating the somewhat unexpected observation encountered in this work: The most prominent effect of many-body dynamics on a reversible reaction seems to be neither at infinitely short nor at infinitely long times but at intermediate times, where a steep power-law phase emerges with increasing particle concentration. This intermediate phase is described only qualitatively by approximate theories and requires full Brownian dynamics (or more elaborate theories) for its elucidation. With increasing cK, , this phase may resemble an exponential decay to equilibrium in three-dimensional systems. Although there would be an ultimate switch over to the power-law behavior, this asymptotic limit will become increasingly more difficult to observe. This could explain why for slow reactions conventional chemical kinetics is successful in describing the time course of the reaction.
Reversible binding is an important elementary step in fundamental processes in fields as diverse as analytical and biophysical chemistry. It serves in chromatographic columns for differential separation of solutes according to their (reversible) adsorption isotherms; it is the primary step of substrate binding to an enzyme; it is pivotal in hormone and neuro-transmitter binding to their receptors. Thus the double-power-law phenomenon may be of interest when quantitative analyses of such systems are undertaken.
