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RESUMO
Um dos principais processos utilizados no campo de processamento digital
de imagens e´ a segmentac¸a˜o, processo no qual a imagem e´ separada em
seus elementos ou partes constituintes. Na literatura, existem diferentes e
bem conhecidos me´todos usados para segmentac¸a˜o, tais como clusterizac¸a˜o,
limiarizac¸a˜o, segmentac¸a˜o com redes neurais e segmentac¸a˜o por crescimento
de regio˜es . No intuito de melhorar de melhorar o desempenho dos algoritmos
de segmentac¸a˜o, um estudo sobre o efeito da aplicac¸a˜o de uma me´trica na˜o
linear em algoritmos de segmentac¸a˜o foi realizado neste trabalho. Foram se-
lecionados treˆs algoritmos de segmentac¸a˜o (Mumford-Shah, Color Structure
Code e Felzenszwalb and Huttenlocher) provenientes do me´todo de cresci-
mento de regio˜es e nestes se alterou a parte de ana´lise de similaridade uti-
lizando para tal uma me´trica na˜o linear. A me´trica na˜o linear utilizada, de-
nominada Polinomial Mahalanobis, e´ uma variac¸a˜o da distaˆncia de Maha-
lanobis utilizada para medir a distaˆncia estatı´stica entre distribuic¸o˜es. Uma
avaliac¸a˜o qualitativa e uma ana´lise empı´rica foram realizadas neste trabalho
para comparar os resultados obtidos em termos de eﬁca´cia. Os resultados
desta comparac¸a˜o, apresentados neste estudo, apontam uma melhoria nos re-
sultados de segmentac¸a˜o obtidos pela abordagem proposta. Em termos de
eﬁcieˆncia, foram analisados os tempos de execuc¸a˜o dos algoritmos com e
sem o aprimoramento e os resultados desta ana´lise mostraram um aumento
do tempo de execuc¸a˜o do algoritmos com abordagem proposta.
Palavras-chave: Segmentac¸a˜o, Me´trica na˜o linear , Polinomial Mahalanobis

ABSTRACT
One of the main procedures used on digital image processing is segmenta-
tion, where the image is split into its constituent parts or objects. In the li-
terature, there are different well-known methods used for segmentation, such
as clustering, thresholding, segmentation using neural network and segmen-
tation using region growing. Aiming to improve the performance of the seg-
mentation algorithms, a study off the effect of the application of a non-linear
metric on segmentation algorithms was performed in this work. Three seg-
mentation algorithms were chosen (Mumford-Shah, Color Structure Code,
Felzenszwalb and Huttenlocher) originating from region growing techniques,
and on those the similarity metric was enhanced with a non-linear metric.
The non-linear metric used, known as Polynomial Mahalanobis, is a varia-
tion from the statistical Mahalanobis distance used for measure the distance
between distributions. A qualitative evaluation and empirical analysis was
performed in this work to compare the obtained results in terms of efﬁcacy.
The results from these comparison, presented in this study, indicate an im-
provement on the segmentation result obtained by the proposed approach. In
terms of efﬁciency, the execution time of the algorithms with and without the
proposed improvement were analyzed and the result of this analysis showed
an increase of the execution time for the algorithms with the proposed appro-
ach.
Keywords: Segmentation, non-linear metric, Polynomial Mahalanobis
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1 INTRODUC¸A˜O
As a´reas de processamento digital de imagens e visa˜o computacio-
nal sa˜o utilizadas em diversas a´reas, como por exemplo, na a´rea me´dica au-
xiliando nos procedimentos que utilizam imagem ou na a´rea de seguranc¸a
fazendo o rastreamento de objetos de interesse nas imagens de caˆmeras de
seguranc¸a. Para tanto, e´ utilizado um encadeamento de me´todos de forma a
montar um pipeline de execuc¸a˜o aﬁm de, com base na imagem de entrada, ob-
ter o resultado esperado, seja a identiﬁcac¸a˜o de algum objeto de interesse ou a
melhoria na visualizac¸a˜o de uma imagem. Neste encadeamento de me´todos,
um processo muito utilizado e´ a segmentac¸a˜o de imagens, a qual consiste em
separar a imagem em partes ou segmentos que a constituem.
1.1 APRESENTAC¸A˜O DO PROBLEMA DE PESQUISA
A segmentac¸a˜o de imagens e´ um processo muito utilizado em diver-
sos tipos de aplicac¸o˜es que variam desde aplicac¸o˜es voltadas para a parte de
ana´lise de imagens me´dicas ate´ a parte de compressa˜o de imagens. Nestas
aplicac¸o˜es a segmentac¸a˜o entra como um processo intermedia´rio o qual sim-
pliﬁca a representac¸a˜o da imagem fornecendo uma visa˜o geral da imagem o
que auxilia na utilizac¸a˜o de outros algoritmos de ana´lise de imagem. Com
uma revisa˜o da literatura pode-se notar que os me´todos de segmentac¸a˜o mais
citados sa˜o limiarizac¸a˜o, clusterizac¸a˜o, me´todo de crescimento de regio˜es,
me´todos utilizando bordas, me´todos utilizando redes neurais e segmentac¸a˜o
baseada em grafos. Cada me´todo possui suas vantagens e desvantagens, en-
tretanto o grande problema na a´rea de segmentac¸a˜o esta´ em se obter algo-
ritmos que possam ser adapta´veis e que evitem a super-segmentac¸a˜o e sub-
segmentac¸a˜o, os quais dizem respeito, respectivamente, a segmentar em mui-
tas regio˜es e segmentar em poucas regio˜es. Aﬁm de obter resultados que
evitem os problemas citados, diversos me´todos foram propostos combinando
e adaptando me´todos ja´ conhecidos. Entretanto ha´ ainda pesquisa de novos
me´todos com a ﬁnalidade de obter melhores resultados, mostrando a necessi-
dade de novos algoritmos de segmentac¸a˜o. Neste contexto, a adaptac¸a˜o pro-
posta tenta suprir esta necessidade de algoritmos adapta´veis que obtenham
bons resultados.
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1.2 OBJETIVOS
O objetivo geral e´ fazer um estudo do efeito da aplicac¸a˜o de uma
me´trica de similaridade na˜o linear nos algoritmos de segmentac¸a˜o que se ba-
seiam em me´trica de similaridade, analisando do ponto de vista de eﬁca´cia e
eﬁcieˆncia.
Como objetivos especı´ﬁcos tem-se:
• Validar os resultados obtidos, com os algoritmos que obtiveram a adap-
tac¸a˜o proposta, com base em um padra˜o ouro (segmentac¸a˜o manual)
fornecido por um dataset especializado em validac¸a˜o de me´todos de
segmentac¸a˜o.
• Analisar de forma comparativa e empı´rica as verso˜es adaptadas com e
sem a me´trica de similaridade na˜o linear.
• Analisar os tempos de execuc¸a˜o dos me´todos de segmentac¸a˜o com e
sem a me´trica na˜o linear.
1.3 JUSTIFICATIVA
Este estudo surgiu da necessidade de algoritmos de segmentac¸a˜o que
possam ser adapta´veis a diferentes situac¸o˜es e possam fornecer bons resulta-
dos de segmentac¸a˜o, onde bons resultados de segmentac¸a˜o e´ deﬁnido como
resultados que se aproximem das segmentac¸o˜es manuais.
A aplicac¸a˜o pra´tica, que iniciou este estudo, e´ a utilizac¸a˜o destes algo-
ritmos adapta´veis na navegac¸a˜o de veı´culos autoˆnomos. Nesta a´rea existem
diversos tipos de terreno e o resultado da segmentac¸a˜o precisa ser o melhor
possı´vel aﬁm de fornecer a melhor imagem resultante possı´vel para a parte de
controle do veı´culo.
1.4 ESTRUTURA DA DISSERTAC¸A˜O
Essa dissertac¸a˜o esta´ dividido em 6 capı´tulos. Inicialmente se tem o
capı´tulo de introduc¸a˜o onde e´ feita a apresentac¸a˜o do tema sendo trabalhado,
os objetivos do estudo, a justiﬁcativa do estudo e a estrutura do mesmo. O
segundo capı´tulo apresenta uma visa˜o geral da parte de processamento di-
gital de imagens, a deﬁnic¸a˜o de imagem e de espac¸o de cor, explana sobre
me´tricas na˜o lineares mais especiﬁcamente a distaˆncia de Mahalanobis e sua
variac¸a˜o o Polinomial Mahalanobis, o qual e´ a me´trica na˜o linear utilizada.
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Neste mesmo capı´tulo ha´ a explicac¸a˜o sobre me´todos de segmentac¸a˜o, sa-
lientando suas vantagens e desvantagens, explanando de forma mais apro-
fundada sobre os me´todos de segmentac¸a˜o os quais obtiveram a inserc¸a˜o da
me´trica na˜o linear. Por ﬁm, este capı´tulo termina com uma explicac¸a˜o sobre
me´todos de validac¸a˜o aprofundando-se no me´todo de validac¸a˜o utilizado. O
terceiro capı´tulo possui a revisa˜o do estado da arte, no qual e´ feita uma pes-
quisa de algoritmos de segmentac¸a˜o que levem em conta a na˜o linearidade da
distribuic¸a˜o das cores na imagem. O capı´tulo quatro detalha toda a parte de
desenvolvimento e aprimoramento dos me´todos de segmentac¸a˜o sendo utili-
zados. O capı´tulo cinco faz uma ana´lise dos resultados obtidos por meio de
experimentos realizados. O u´ltimo capı´tulo apresenta as concluso˜es do estudo
realizado nessa dissertac¸a˜o e as expectativas de trabalhos futuros.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Este capı´tulo tem como propo´sito fornecer uma base sobre processa-
mento de imagens, por exemplo, pipeline de execuc¸a˜o, deﬁnic¸a˜o do espac¸o
de cor e deﬁnic¸a˜o de imagem. No ﬁnal do capı´tulo, teˆm-se a explicac¸a˜o sobre
a distaˆncia de Mahalanobis e sua variac¸a˜o o Polinomial Mahalanobis, os tipos
de me´todos de segmentac¸a˜o mais utilizados e uma explicac¸a˜o sobre os algorit-
mos base selecionados para o estudo (Color Structure Code, Mumford-Shah,
Felzenszwalb and Huttenlocher), explicando o porque foram selecionados e
suas principais caracterı´sticas.
2.1 PROCESSAMENTO DIGITAL DE IMAGENS
Na˜o ha´ um consenso entre os autores da a´rea sobre a fronteira onde
termina o processamento de imagens digitais e comec¸a a visa˜o computacio-
nal. Um dos autores que escrevem sobre processamento de imagem deﬁne
este como sendo o processo onde tanto a entrada como a saı´da sa˜o imagens
(GONZALEZ; WOODS, 2006). Um pipeline dos passos fundamentais no
processamento de imagem pode ser visualizado na ﬁgura 1. Os passos ba´sicos
sa˜o:
Figura 1: Passos fundamentais do processamento digital de imagens (GON-
ZALEZ; WOODS, 2006)
• Aquisic¸a˜o de imagens: Existem diversas formas de se obter uma ima-
gem digital, entretanto, elas basicamente se resumem a transformar os
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sinais analo´gicos em representac¸o˜es digitais.
• Pre´-processamento: Engloba as aplicac¸o˜es de ﬁltros para restaurac¸a˜o e
aprimoramento da imagem e a compressa˜o da imagem em formatos de
armazenamento.
• Segmentac¸a˜o: A imagem de entrada e´ divida em partes ou objetos que
a constituem. As abordagens mais utilizadas para segmentac¸a˜o sera˜o
melhores explicadas no decorrer deste trabalho.
• Representac¸a˜o e descric¸a˜o: Nesta etapa escolhe-se a melhor forma de
representac¸a˜o dos dados da imagem para o posterior processamento.
Nesta etapa procura-se extrair as caracterı´sticas que resultam em uma
informac¸a˜o de interesse ou sa˜o ba´sicas para a realizac¸a˜o da diferenciac¸a˜o
entre objetos.
• Reconhecimento e interpretac¸a˜o: O reconhecimento e interpretac¸a˜o sa˜o
os u´ltimos esta´gios do pipeline do processamento de imagens. Nestes
passos sa˜o utilizadas as informac¸o˜es extraı´das na parte de representac¸a˜o
e descric¸a˜o para identiﬁcar os objetos na imagem.
2.2 DEFINIC¸A˜O DE IMAGEM
Uma das possı´veis deﬁnic¸o˜es para imagem digital e´ por meio de uma
func¸a˜o de duas dimenso˜es f (x,y) onde x e y sa˜o coordenadas no espac¸o da
imagem e o valor f, para qualquer par (x,y), e´ a intensidade da imagem ou
valor em tons de cinza naquele ponto (GONZALEZ; WOODS, 2006). Como
pode ser observado na ﬁgura 2 a func¸a˜o f (x,y) destaca um determinado ele-
mento da imagem. Outro fator tambe´m visualizado e´ o padra˜o, arbitraria-
mente escolhido, mais comumente utilizado para representac¸a˜o de imagens
digitais, tendo como ponto de origem (0,0) o canto superior esquerdo e os
eixos x e y deﬁnindo o espac¸o da imagem. Cada coordenada (x,y) referencia
um elemento da imagem comumente chamado de pixel.
2.3 DEFINIC¸A˜O DE ESPAC¸O DE COR
Espac¸o de cores e´ um modelo abstrato matema´tico para formalizar a
descric¸a˜o de cores atrave´s de tuplas de nu´meros, tipicamente formadas por
treˆs ou quatro elementos. Existem va´rios modelos de espac¸o de cor utiliza-
dos atualmente, como exemplo tem-se: RGB (padra˜o industrial), HSV, YIQ,
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Figura 2: Convenc¸a˜o dos eixos para representac¸a˜o de imagens digitais (GON-
ZALEZ; WOODS, 2006)
CIE, Lab, CMYK (padra˜o de impressoras) e Y’UV como ilustrado pela ﬁ-
gura 3. O espac¸o utilizado neste trabalho e´ o RGB, por ser o espac¸o de cor
mais utilizado nos monitores, TV, caˆmeras digitais, scanners e displays de
celulares. O RGB utiliza as cores vermelho, verde e azul para formar todas as
cores possı´veis atrave´s da combinac¸a˜o da intensidade destas treˆs cores. Como
pode ser visualizado na ﬁgura 3 o cubo RGB e´ deﬁnido pelos ve´rtices em que
cada ve´rtice e´ a combinac¸a˜o de vermelho, verde e azul nos valores mı´nimo ou
ma´ximo sendo a cor preta a combinac¸a˜o do mı´nimo das treˆs cores e o branco
a combinac¸a˜o do ma´ximo das mesmas. As demais partes do cubo sa˜o uma
combinac¸a˜o da intensidade de forma variada das treˆs componentes.
Figura 3: Espac¸os de cor RGB, YIQ, HSV, Lab, CIE
A ﬁgura 4 mostra uma ana´lise das componentes de cor da imagem
no espac¸o RGB. Nesta ana´lise pode-se perceber a distribuic¸a˜o dos pixels no
espac¸o o que possibilita uma visualizac¸a˜o de padro˜es da imagem.
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Figura 4: Distribuic¸a˜o das componentes de cor da imagem no espac¸o RGB
2.4 ME´TRICAS NA˜O LINEARES
Me´tricas na˜o lineares sa˜o me´tricas utilizadas para representar compor-
tamentos que na˜o apresentam um u´nico sentido ou padra˜o de comportamento,
mostrando estruturas e padro˜es com mu´ltiplos caminhos. Alguns exemplo de
utilizac¸a˜o destas me´tricas sa˜o: na medic¸a˜o da similaridade de distribuic¸o˜es
que apresentam caracterı´sticas de na˜o linearidade em suas distribuic¸o˜es, na
classiﬁcac¸a˜o de elementos em classes e na parte de reconhecimento de fala.
Dois exemplos deste tipo de me´trica sa˜o a distaˆncia de Bhattacharyya (A.,
1943) e a distaˆncia de Mahalanobis (MAHALANOBIS, 1936). A distaˆncia
de Bhattacharyya foi apresentada em 1943 por Anil Kumar Bhattacharya,
matema´tico indiano, e mede a similaridade entre duas distribuic¸o˜es de proba-
bilidade. O coeﬁciente de Bhattacharyya pode ser utilizado para determinar
a proximidade relativa entre duas amostras. A distaˆncia de Mahalanobis foi
apresentada em 1936 por Prasanta Chandra Mahalanobis, matema´tico indi-
ano, e serve tanto para medir a similaridade entre distribuic¸o˜es quanto para
medir a similaridade entre um ponto e uma distribuic¸a˜o.
A escolha pela a distaˆncia de Mahalanobis para o estudo se deu de-
vido a trabalhos realizados anteriormente em que esta´ me´trica mostrou-se
bastante robusta no quesito de medir valores de similaridade entre pontos e
distribuic¸o˜es. Uma explicac¸a˜o mais aprofundada sobre a distaˆncias de Maha-
lanobis e sua variac¸a˜o o Polinomial Mahalanobis sera´ apresentada na pro´xima
secc¸a˜o.
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2.4.1 Distaˆncia de Mahalanobis
A Distaˆncia de Mahalanobis (DM) e´ uma me´trica de distaˆncia usada
para determinar a similaridade entre distribuic¸o˜es e entre um ponto e uma
distribuic¸a˜o. A DM utiliza para este propo´sito os atributos estatı´sticos, ma-
triz de covariaˆncia e me´dia, da distribuic¸a˜o utilizada como refereˆncia. A
utilizac¸a˜o desta me´trica serve como um substituto da distaˆncia Euclidiana
quando a representac¸a˜o pictorial do padra˜o no espac¸o apresenta ﬂutuac¸o˜es
aleato´rias de diferentes magnitudes no espac¸o de cor (JOHNSON;WICHERN,
2007). Formalmente, a DM e´ deﬁnida por:
DM(a,b) =
?
(a−b)TA−1(a−b). (2.1)
onde: DM(a,b) e´ a distaˆncia de Mahalanobis entre dois vetores de cor a =
(ra,ga,ba) e b = (rb,gb,bb) no espac¸o de cor RGB e A e´ a matriz de co-
variaˆncia da distribuic¸a˜o usada como refereˆncia.
Quando a distribuic¸a˜o usada como refereˆncia demonstra caracterı´sticas
de na˜o linearidade, uma variac¸a˜o da distaˆncia de Mahalanobis denominado
Polinomial Mahalanobis (PM) e´ utilizado. O PM e´ a combinac¸a˜o polinomial
dos vetores de entrada e a projec¸a˜o destes vetores sob uma perspectiva dimen-
sional superior. Obtido a partir da distaˆncia de Mahalanobis descrita pela Eq.
2.1, a qual e´ a primeira ordem de projec¸a˜o de q−ordens de projec¸a˜o em uma
sequencia polinomial. Enquanto a DM segue a estrutura linear o PM utiliza
projec¸o˜es pelo mapeamento do dado de entrada em termos polinomiais de alta
ordem, obtendo uma discriminac¸a˜o na˜o linear para um dado de entrada for-
necido. Por exemplo considerando um vetor bi-dimensional W= {w1,w2},
o qual e´ tambe´m a primeira das q-ordens de projec¸a˜o em uma sequeˆncia do
PM, o mapeamento deste vetor bi-dimensional em um termo polinomial de
segunda ordem de projec¸a˜o e´:
WO2 = (w1,w2,w1w2,w21,w22). (2.2)
Para mapear em um termo polinomial de terceira ordem de projec¸a˜o,
omitindo as combinac¸o˜es repetidas, tem-se:
WO3 = (w1,w2,w1w2,w21,w21w2,w1w22,w22,w21w22,w31,w32,w41,w42). (2.3)
E assim sucessivamente para ordens de projec¸o˜es maiores. De um
ponto de vista computacional, a q-ordem de projec¸a˜o da DM pode ser ob-
tida atrave´s do mapeamento direto de todos os pontos em seus respectivos
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termos polinomiais, e enta˜o utiliza´-la na Eq. 2.1. Entretanto o nu´mero de
combinac¸a˜o de termos faz com que esta me´trica de distaˆncia seja computaci-
onalmente invia´vel se realizado pela simples utilizac¸a˜o dos vetores de entrada
e pela procura exaustiva de todos os possı´veis termos polinomiais. Um modo
de fazer este ca´lculo de termos polinomiais grandes e´ atrave´s da utilizac¸a˜o
do framework proposto por (GRUDIC, 2006), o qual cria um mapeamento de
termos polinomiais de alta ordem atrave´s de um espac¸o de vetorial, tal como o
RGB. Este mapeamento e´ realizado atrave´s da sucessiva projec¸a˜o de dados de
alta dimensa˜o em um espac¸o coluna k de baixa dimensa˜o, obtendo termos po-
linomiais de segunda ordem de projec¸a˜o neste espac¸o. Estes espac¸os colunas
sa˜o de baixa dimensa˜o pelo fato de serem construı´dos utilizando a vizinhanc¸a
local, a qual e´ projetada em k componentes principais. Este espac¸o polino-
mial de segunda ordem de projec¸a˜o por sua vez, teˆm uma projec¸a˜o de espac¸os
coluna de pequena dimensa˜o para o qual pode ser computado um espac¸o de
ordem de projec¸a˜o maior atrave´s da Eq. 2.4 descrita a seguir.
PM(a,b) = DMσ2(a,b)+
L−1∑
l=1
DMσ2 (qil ,q
j
l ). (2.4)
Nesta equac¸a˜o o primeiro termo DMσ2 (a,b) e´ a distaˆncia de Mahala-
nobis com um pequeno valor positivo σ 2 utilizado para anular limitac¸o˜es de
inversa˜o de matrizes se algum valor singular for zero, L > 1 e´ um paraˆmetro
informado que resulta na ordem do polinoˆmio (q= 2L−1), por exemplo, para
L = 1 calcula-se a distaˆncia de Mahalanobis, para L = 2 utiliza o Polinomial
Mahalanobis obtendo-se um polinoˆmio de grau 2; L = 3 um polinoˆmio de 4
grau; L = 4 um polinoˆmio de grau 8 e assim sucessivamente. E os argumen-
tos qil e q jl sa˜o as pro´ximas projec¸o˜es (q+ 1) de a e b dentro de seus termospolinomiais. Se mais precisa˜o for necessa´ria, e´ possı´vel aumentar o grau de
projec¸a˜o do polinoˆmio, isto e´, aumentar o valor do paraˆmetro L, restringindo
a a´rea de inﬂueˆncia do padra˜o selecionado. A ﬁgura 5 mostra os mapas de
projec¸a˜o obtidos pelo PM utilizando um padra˜o previamente selecionado re-
presentado pelo azul na ﬁgura. Nesta mesma ﬁgura pode ser visualizado uma
comparac¸a˜o da distaˆncia Euclidiana, da distaˆncia de Mahalanobis e do Poli-
nomial Mahalanobis. As colunas 1-3 mostram as respostas de similaridade
para cada mapa topolo´gico na sua decomposic¸a˜o no espac¸o RGB (RG, RB
e GB faces). Os pontos azuis representam a distribuic¸a˜o do padra˜o seleci-
onado, a qual possui seu centro mostrado por um quadrado vermelho. As
respostas para cada me´trica de distaˆncia sa˜o mostradas em cada linha, onde
quanto mais pro´ximo do branco o agrupamento esta´, maior a similaridade
com o centro da distribuic¸a˜o. Esta forma de ca´lculo de distaˆncia e´ utilizada
na ana´lise de me´todos de classiﬁcac¸a˜o e e´ fortemente relacionado com testes
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esta´ticos de mu´ltiplas varia´veis. O framework utilizado para o ca´lculo do Po-
linomial Mahalanobis e´ explicado de forma mais aprofundada em (GRUDIC,
2006).
2.5 SEGMENTAC¸A˜O
Segmentac¸a˜o e´ o processo que particiona a imagem em partes ou ob-
jetos constituintes (GONZALEZ; WOODS, 2006). Formalmente a segmen-
tac¸a˜o pode ser deﬁnida como: se F e´ o conjunto de todos os pixels e P e´ um
predicado uniforme (homogeneidade) deﬁnido em grupos de pixels, enta˜o
segmentac¸a˜o e´ o particionamento do conjunto F em um conjunto de va´rios
subconjuntos conectados (PAL; PAL, 1993) ou regio˜es (S1,S2, ...,Sn) tal quen?
i=1
Si = F com Si∩ S j = ∅, i ?= j. O predicado uniforme P(Si) = verdadeiro
para todas as regio˜es Si e P(Si∪S j) = f also, quando Si e´ adjacente a S j.
O processo de segmentac¸a˜o e´ utilizado em diversas a´reas, por exem-
plo, na medicina, em veı´culos autoˆnomos e na a´rea de seguranc¸a e em cada
uma delas lida com um tipo de imagem. Essa variac¸a˜o dos tipos de imagem
e de escopo de aplicac¸a˜o faz com que algoritmos de segmentac¸a˜o especia-
lizados para lidar com este nicho sejam desenvolvidos, gerando uma grande
gama de me´todos de segmentac¸a˜o, novos me´todos ou evoluc¸a˜o dos me´todos
anteriormente desenvolvidos. Os me´todos de segmentac¸a˜o mais utilizados e
os me´todos selecionados para este estudo sera˜o melhor explorados nas sec¸o˜es
seguintes.
2.5.1 Me´todos de Segmentac¸a˜o
Como mostrado na parte de revisa˜o da literatura existem va´rios me´-
todos para segmentac¸a˜o de imagens. Dentre os me´todos existentes os mais
citados na literatura sa˜o:
• Limiarizac¸a˜o ou Thresholding: me´todos de limiarizac¸a˜o ou threshol-
ding utilizam um valor de intensidade para decidir a qual classe um pi-
xel sendo analisado pertence. Dois aspectos positivos dos me´todos de
thresholding sa˜o a fa´cil implementac¸a˜o e o tempo de execuc¸a˜o quase
sem custo, entretanto os resultados obtidos sa˜o geralmente bina´rios e
ignoram uma grande quantidade de informac¸o˜es u´teis da imagem.
• Segmentac¸a˜o baseada na detecc¸a˜o de bordas: os me´todos baseados na
detecc¸a˜o de bordas envolvem a localizac¸a˜o de regio˜es da imagem onde
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Figura 5: Mapas topolo´gicos. Em (a) distaˆncia Euclidiana, (b) distaˆncia de
Mahalanobis e (c-f) Polinomial Mahalanobis de q-ordem 2(1,2,3,4), respecti-
vamente. Imagem extraı´da de (SOBIERANSKI; COMUNELLO; WANGE-
NHEIM, 2011).
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a variac¸a˜o dos tons de cinza ocorre de maneira relativamente abrupta.
Apesar de obter melhor os limites dos objetos, este me´todo acaba se
tornando invia´vel para imagens em que a transic¸a˜o de uma regia˜o para
outra ocorre de forma sutil.
• Clustering ou Clusterizac¸a˜o: me´todos de clusterizac¸a˜o tentam agrupar,
de uma forma natural, tipos de dados similares. Estes me´todos pro-
curam por grupos de pixels dispersos no espac¸o de cor, e para cada
um destes atribui um ro´tulo. Na literatura K-Nearest Neighbor (KNN)
(FIX; HODGES, 1989) e K-means (MACQUEEN, 1967) sa˜o os me´-
todos de clusterizac¸a˜o mais conhecidos. Os me´todos de clusterizac¸a˜o
podem ser aplicados para qualquer processo de categorizac¸a˜o que tem
como base o uso de caracterı´sticas. Entretanto o aspecto negativo des-
tes me´todos e´ a utilizac¸a˜o apenas de caracterı´sticas do pixel sem consi-
derar a informac¸a˜o do domı´nio de espac¸o.
• Segmentac¸a˜o utilizando redes neurais: a segmentac¸a˜o utilizando redes
neurais utiliza como entrada os nı´veis de cinza ou as componentes RGB
da imagem em um processo composto de duas etapas. A primeira e´ a
etapa de treinamento, onde ocorre o aprendizado atrave´s de imagens
exemplo. A segunda etapa e´ o processo de segmentac¸a˜o onde ocorre a
identiﬁcac¸a˜o das n regio˜es da imagem, em que n e´ o nu´mero possı´vel de
regio˜es que se pretende treinar a rede para a identiﬁcac¸a˜o (LIN; TSAO;
CHEN, 1992).
• Segmentac¸a˜o baseada em grafos: a segmentac¸a˜o de imagens utilizando
grafos geralmente descreve o problema como um grafo G = (V, E),
onde cada nodo vi ∈V corresponde a um pixel na imagem e uma aresta
(Vi,V j) pertencente a E conecta Vi e V j com um peso associado base-
ado em alguma propriedade do pixel (FELZENSZWALB; HUTTEN-
LOCHER, 2004a).
• Segmentac¸a˜o baseada em regio˜es: me´todos baseado em regio˜es usu-
almente procuram a similaridade entre regio˜es vizinhas ou pixels vi-
zinhos de forma iterativa, agrupando-os em grandes regio˜es. Exem-
plos tı´picos destes me´todos sa˜o Mumford-Shah (MS) (Mumford, D.
and Shah, J., 1989), Watershed (WS) (VINCENT; SOILLE, 1991) e
Color Structure Code (CSC) (PRIESE; STURM, 2003). Esta categoria
de me´todos possui a vantagem de levar em considerac¸a˜o informac¸o˜es
locais e de intensidade no processo de segmentac¸a˜o, entretanto o pro-
blema levantado por esses me´todos, tambe´m presente nos me´todos an-
teriores, sa˜o super-segmentac¸a˜o e sub-segmentac¸a˜o, ou seja, gerar mui-
tos segmentos e gerar poucos segmentos, respectivamente.
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Dentro dos algoritmos de segmentac¸a˜o baseados em regio˜es existem
va´rios enfoques para a realizac¸a˜o da segmentac¸a˜o, entre eles existem treˆs
que consideramos os principais, seja pela constante referencia na literatura,
ou pelas peculiaridades (velocidade de execuc¸a˜o, pelos resultados obtidos ou
pela simplicidade do algoritmo) do enfoque em questa˜o. Sa˜o eles os enfoques
baseados em split and merge, modelos variacionais e na teoria de grafo. Esses
treˆs enfoques sera˜o melhor explicados nas sesso˜es subsequentes.
2.5.2 Split and merge
Os algoritmos que tem como enfoque o Split and merge subdividem
uma imagem em um conjunto de regio˜es disjuntas e sobre este conjunto reali-
zar a junc¸a˜o e separac¸a˜o das mesmas com o objetivo de satisfazer os crite´rios
estabelecidos para algoritmos baseados em regio˜es.
Um dos exemplos deste enfoque de segmentac¸a˜o e´ o Color Structure
Code (CSC). O CSC foi o algoritmo escolhido para ser testado com a me´trica
na˜o linear devido a sua rapidez na execuc¸a˜o e sua forma hiera´rquica eﬁciente
de manter a estrutura de segmentac¸a˜o e sera´ explicado com mais detalhes no
item subsequente.
2.5.2.1 Color Structure Code
A ideia principal do CSC e´ a de construir uma estrutura hiera´rquica de
ilhas hexagonais a partir da imagem e sobre esta hierarquia realizar o processo
de segmentac¸a˜o. A estrutura hiera´rquica e´ uma forma eﬁciente de manter
o resultado da segmentac¸a˜o, pois permite uma fa´cil navegac¸a˜o por entre as
ilhas e por entre os nı´veis da estrutura. Uma vantagem de utilizar a estrutura
hiera´rquica e´ o fato de que o algoritmo mante´m uma visa˜o local e global das
caracterı´sticas da imagem. A ﬁgura 6 ilustra um exemplo da hierarquia de
ilhas hexagonais montada pelo CSC. O nı´vel zero consiste de sete pixels; um
pixel central e seus seis vizinhos. A divisa˜o da imagem e´ organizada de forma
que as ilhas se sobrepo˜em, onde cada segundo pixel de cada segunda linha e´
o centro de uma ilha do nı´vel zero. As ilhas de nı´vel n + 1 sa˜o construı´das
de forma similar, com sete ilhas sobrepostas do nı´vel n. Isto e´ repetido ate´
que uma ilha cubra toda a imagem. Isto direciona para a propriedade que o
nu´mero de ilhas decresce de um nı´vel para outro por um fator de quatro.
A ideia da topologia hexagonal veio originalmente de (HARTMANN,
1987). Esta topologia traz algumas diﬁculdades, dado que imagens digitais
possuem os pixels organizados em uma grade ortogonal. A soluc¸a˜o para este
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Figura 6: Estrutura hiera´rquica de ilhas hexagonais do CSC mostrando treˆs
nı´veis, parcialmente coloridos para enfatizar va´rios graus de sobreposic¸a˜o de
parte das ilhas.
problema e´ tambe´m apresentada em (PRIESE; STURM, 2003), onde a hie-
rarquia de ilhas hexagonais e´ utilizada apenas como uma estrutura lo´gica que
guia a representac¸a˜o da grade original da imagem. Para este propo´sito, o eixo
vertical da grade lo´gica hexagonal e´ posto em uma escala pelo fator de 2√3.
Adicionalmente, cada coluna par e´ movida meia unidade para a esquerda.
Esta transformac¸a˜o deixa o formato das ilhas hexagonais distorcido. As ilhas
distorcidas podem ser utilizadas diretamente com a grade ortogonal.
O algoritmo pode ser descrito em 4 passos fundamentais:
1. Pre´-processamento: etapa opcional onde ocorre a aplicac¸a˜o de ﬁltros
na imagem, como por exemplo, ﬁltro passa baixo, ﬁltro mediana, ﬁltro
de me´dia, ﬁltro gaussiano, entre outros.
2. Inicializac¸a˜o: nesta etapa a imagem e´ dividida em pequenas e indi-
visı´veis regio˜es de cores, tambe´m denominados co´digos de elemento
de cor, construindo os nı´veis iniciais da estrutura hiera´rquica de ilhas
hexagonais.
3. Linking ou fase de ligac¸a˜o: nesta etapa os co´digos de elemento de cor
deﬁnidos no nı´vel zero da hierarquia comec¸am a ser combinados em
sub-regio˜es de forma hiera´rquica, formando segmentos de cor. A Fi-
gura 7 ilustra o processo de ligac¸a˜o.
4. Splitting ou fase de separac¸a˜o: nesta etapa e´ realizada a separac¸a˜o de
regio˜es as quais foram incorretamente conectadas. Na fase de ligac¸a˜o
(etapa anterior), percebe-se, pela diferenc¸a de cor, quando existem regi-
o˜es que foram conectadas incorretamente, mostrando que estas regio˜es
devem ser divididas. Nesta caso, a separac¸a˜o da regia˜o comum a dois
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segmentos deve ser realizada e o elemento separado deve ser atribuı´do
a regia˜o com maior similaridade com o segmento. E´ possı´vel realc¸ar
duas caracterı´sticas deste algoritmo. A primeira e´ o processo de cresci-
mento de regia˜o, como o CSC comec¸a o processo de segmentac¸a˜o com
sementes ou mais especiﬁcamente com conjuntos de ilhas hexagonais
justiﬁca-se a categorizac¸a˜o do CSC como um me´todo de crescimento
de regia˜o. A segunda caracterı´stica e´ a parte de fusa˜o dos segmentos
associado com a separac¸a˜o, caracterizando o CSC como um algoritmo
de ligac¸a˜o e fusa˜o.
Figura 7: Ilustrac¸a˜o da ligac¸a˜o de ilhas hexagonais do nı´vel 0 para o pro´ximo
nı´vel da hierarquia .
Nas etapas de ligac¸a˜o e separac¸a˜o, a me´trica de similaridade tem a
responsabilidade pelo controle das duas etapas e e´ a principal responsa´vel
pelo resultado ﬁnal. Na abordagem proposta neste estudo foi inserida nestas
duas etapas do algoritmo a me´trica na˜o linear. Uma ana´lise mais aprofun-
dada da implementac¸a˜o e das caracterı´sticas do CSC pode ser encontrada em
(PRIESE; STURM, 2003), onde uma revisa˜o das estruturas utilizadas na im-
plementac¸a˜o e a ideia geral do algoritmo sa˜o apresentadas em detalhes.
2.5.3 Modelos variacionais
Modelos variacionais sa˜o te´cnicas baseadas em equac¸o˜es diferenciais
parciais que permitem modelar propriedades de um modelo atrave´s de uma
funcional de energia. A energia funcional tenta encontrar func¸o˜es que con-
sigam minimizar a energia ﬁnal gerada pela adic¸a˜o de termos penalizadores
deﬁnidos pelas propriedades do modelo(BROX, 2005). Os me´todos varia-
cionais baseados em equac¸o˜es diferenciais parciais sa˜o bastante gene´ricos
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podendo-se reformular problemas complexos de forma que a modelagem dos
termos penalizadores possibilitam uma ﬂexibilidade na formalizac¸a˜o do mo-
delo.
Um exemplo de modelo variacional para a a´rea de segmentac¸a˜o de
imagens e´ o Mumford-Shah, o qual foi escolhido para os testes utilizando
uma me´trica na˜o linear devido a simplicidade da sua equac¸a˜o e pela forma
com que esta equac¸a˜o deﬁne como devem ser as regio˜es e as fronteiras que
dividem essas regio˜es. O Mumford-Shah sera´ explicado com mais detalhes
no item subsequente.
2.5.3.1 Mumford-Shah
O Mumford-Shah e´ um modelo variacional que tem como base uma
funcional de energia E deﬁnida pela Eq.2.5. Essa funcional de energia uti-
liza equac¸o˜es diferenciais parciais para modelar propriedades A1, ...,An de
um modelo e encontrar as func¸o˜es u1(x), ...,un(x) que consigam minimizar a
energia ﬁnal gerada pela adic¸a˜o das propriedades do modelo. Cada proprie-
dade A e´ deﬁnida atrave´s de termos de penalizac¸a˜o, onde cada termo produz
grandes valores de energia quando alguma propriedade A na˜o for satisfeita e
baixos valores para os casos contra´rios.
E(u1(x), ...,un(x)) =
?
Ω
(A1+ ...+An)dx (2.5)
Pela soma dos valores de energia das propriedades tem-se o valor da
energia funcional, onde quanto menor o valor de E , melhor e´ a aproximac¸a˜o
das func¸o˜es u e consequentemente, melhor e´ a formalizac¸a˜o do modelo com
base na equac¸a˜o funcional deﬁnida. Em geral em segmentac¸a˜o de imagens os
penalizadores sa˜o baseados na seguinte equac¸a˜o funcional:
E(u) =
?
Ω
((u− I)2+α |δu|2)dx (2.6)
onde: o primeiro termo penaliza as diferenc¸as do resultado u em relac¸a˜o a
imagem I, o segundo termo penaliza as diferenc¸as de suavidade na regia˜o
do segmento e a constante α controla a importaˆncia do segundo termo em
relac¸a˜o ao primeiro. A ideia do MS (Mumford, D. and Shah, J., 1985)(Mum-
ford, D. and Shah, J., 1989) foi a de utilizar uma funcional que preze pela
suave aproximac¸a˜o dos segmentos Ω e ao mesmo tempo separe os segmentos
atrave´s de um conjunto de fronteiras qualitativas K, para os segmentos na˜o
suaves. A formalizac¸a˜o deste modelo e´ a energia funcional E(u,K), tendo
como base a equac¸a˜o 2.6, composta de treˆs termos:
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E(u,K) = β
?
Ω
(u− I)2+
?
ΩK
|δu|2dx+λ
?
K
dσ (2.7)
onde: u e´ uma func¸a˜o aplica´vel em cada pec¸a Ωi, mas na˜o aplica´vel a todo
domı´nio. Os termos da equac¸a˜o 2.7 podem ser decompostos em:
• O primeiro termo forc¸a a aproximac¸a˜o do resultado u para a imagem I;
• O segundo termo computa e controla a suavidade interna de u em sub-
conjuntos abertos e conectados Ωi de ΩK em um domı´nio planar;
• O terceiro termo controla o comprimento, a suavidade, a locac¸a˜o e a
parcimoˆnia das fronteiras K.
• Os coeﬁcientes β e λ sa˜o coeﬁcientes que controlam, respectivamente,
a aproximac¸a˜o de I por u, referindo-se a` escala, e a regularizac¸a˜o de
contraste o qual controla o comprimento das fronteiras.
Com base na equac¸a˜o 2.7 apresenta-se uma simpliﬁcac¸a˜o da mesma, a
qual se mante´m em pleno acordo com as suposic¸o˜es originais, para o contexto
de segmentac¸a˜o de imagens. Essa simpliﬁcac¸a˜o e´ possı´vel dado que quando
λ → ∞, o que requer que u seja picewise constante em cada func¸a˜o deriva´vel
em Ωi de Ω. Logo |δu|2 = 0, sendo um problema de partic¸a˜o mı´nima (Mum-
ford, D. and Shah, J., 1989) denominado limite de cartoon. A equac¸a˜o sim-
pliﬁcada e´ enta˜o deﬁnida:
E(u,K) = β
?
Ωi
(ui− I)2+λ
?
K
dσ (2.8)
resultando em uma aproximac¸a˜o constante em u das fronteiras K. Neste caso,
devido a` penalizac¸a˜o quadra´tica que uma regia˜o Ωi e´ submetida, ui colapsa
simplesmente em valores escalares de intensidade.
O algoritmo do MS pode ser descrito nas seguintes etapas:
1. A Inicializac¸a˜o das estruturas simbo´licas, inicializa as estruturas tais
como valores de intensidade de cada regia˜o, adjaceˆncias e estimati-
vas de custo entre fronteiras adjacentes. O resultado deste passo e´ a
construc¸a˜o de uma pilha de regio˜es que e´ ordenada crescentemente pe-
las menores energias estimadas entre todas as regio˜es adjacentes.
2. Fusa˜o entre regio˜es Ωi e Ω j que apresentam a menor energia. Depois
da fusa˜o computa-se novamente as energias dos adjacentes imediatos
dos segmentos envolvidos e reordena-se a pilha de regio˜es.
3. Repetic¸a˜o do passo anterior ate´ que se alcance o valor de nu´mero de
regio˜es fornecido como paraˆmetro.
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4. Como u´ltimo passo, apo´s alcanc¸ar o nu´mero de regio˜es informado
ocorre a reconstruc¸a˜o das estruturas simbo´licas em uma imagem re-
sultante.
Na etapa de fusa˜o ocorre o ca´lculo de energia, responsa´vel pela parte
de discriminac¸a˜o das regio˜es e deﬁnic¸a˜o da ordem da pilha das regio˜es. A
nova abordagem ocorre atrave´s da inserc¸a˜o da me´trica na˜o linear nesta etapa,
fazendo com que seja levado em considerac¸a˜o a selec¸a˜o de um padra˜o propor-
cionado pelo usua´rio. Va´rios estudos aprofundando sobre as caracterı´sticas
deste modelo podem ser encontradas em (Mumford, D. and Shah, J., 1985)
(Mumford, D. and Shah, J., 1989) (BROX, 2005) (BROX; CREMERS, 2009).
2.5.4 Teoria de grafos
Os me´todos de segmentac¸a˜o utilizando grafos como estrutura para re-
presentar as imagens teˆm se tornado bastante comum. Estes me´todos inicial-
mente utilizam a ideia de representar a imagem na forma de um grafo. Re-
metendo a deﬁnic¸a˜o de grafo o qual e´ deﬁnido como um conjunto na˜o-vazio
de no´s (ve´rtices) e um conjunto de arcos (arestas) tais que cada arco conecta
dois no´s. E, com base nesta representac¸a˜o da imagem em forma de grafo,
utilizam-se te´cnicas frequentemente utilizadas na teoria de grafos, como por
exemplo corte em grafos, aﬁm de se obter a segmentac¸a˜o da imagem.
Um exemplo de algoritmo de segmentac¸a˜o utilizando a teoria de grafo
e´ o Felzenszwalb and Huttenlocher (FH). O FH foi utilizado neste estudo com
algoritmos de segmentac¸a˜o associado a uma me´trica na˜o linear devido a sua
rapidez e a frequente presenc¸a na literatura quando fala-se em algoritmos de
segmentac¸a˜o com enfoque na teoria de grafos. O FH sera´ explicado de forma
mais detalhada no item subsequente.
2.5.4.1 Felzenszwalb and Huttenlocher
O algoritmo de segmentac¸a˜o utilizando grafo, denominado Felzensz-
walb and Huttenlocher (FH)(PENG; ZHANG; ZHANG, 2013), proposto em
(FELZENSZWALB; HUTTENLOCHER, 2004a), tem como base um predi-
cado para medir os limites entre duas regio˜es, utilizando um grafo para a
representac¸a˜o da imagem. Com base na deﬁnic¸a˜o de grafo, deﬁni-se a ima-
gem como um grafo G= (V,A) na˜o direcionado com ve´rtices vi ∈V sendo o
conjunto de elementos a ser segmentado e as arestas (vi,v j) ∈ A correspon-
dendo o par de ve´rtices vizinhos. Cada aresta (vi,v j) ∈ A possui um peso
na˜o negativo w(vi,v j) correspondente a medida de dissimilaridade entre dois
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elementos vizinhos vi e v j. No caso de imagens os elementos em V sa˜o os
pixels e o peso w de uma aresta e´ uma medida de dissimilaridade (por exem-
plo, diferenc¸a de cor, textura ou outra caracterı´stica local) entre dois pixels
conectados por uma aresta.
No FH uma segmentac¸a˜o S e´ uma partic¸a˜o de V em componentes tal
que cada componente C ∈ S corresponde a uma componente conexa em um
grafo G? = (V,A?) onde A? ⊆ A. Explicando de outra forma, toda segmentac¸a˜o
e´ induzida por um subconjunto de arestas em A. Em termos de resultado de
segmentac¸a˜o espera-se que o resultado obtido tenha arestas que conectem
ve´rtices na mesma componente conexa com pesos baixos e arestas que co-
nectem ve´rtices de componentes conexas diferentes com pesos maiores. Para
o ca´lculo da medida de dissimilaridade deﬁne-se um predicado que compara a
diferenc¸a entre as componentes com a diferenc¸a interna de uma componente.
Para tal inicialmente se deﬁne a diferenc¸a interna de uma componente C ⊆V
como sendo o maior peso da a´rvore de custo mı´nimo da componente. Isto e´:
Int(C) =maxw(e)e ∈ MinimumSpanningTree(C,E) (2.9)
Para a diferenc¸a entre duas componentes C1,C2 ⊆ V deﬁne-se como
sendo o valor da aresta de menor peso que liga duas componentes. Deﬁnido
formalmente pela Eq. 2.10
Di f (C1,C2) =minw(vi,v j)vi ∈ C1, v j ∈ C2 e (vi,v j) ∈ E (2.10)
O predicado deﬁnido para comparac¸a˜o de regio˜es calcula se existe
alguma evideˆncia de limites entre duas componentes atrave´s da confereˆncia
se a diferenc¸a entre as componentes Di f (C1,C2) e´ relativamente maior que a
diferenc¸a interna de ao menos uma das componentes, Int(C1) e Int(C2). Logo
o predicado ﬁca deﬁnido como:
D=
? true se Di f (C1,C2)>MInt(C1,C2)
f alse caso contra´rio (2.11)
Onde a mı´nima diferenc¸a interna, MInt, e´ deﬁnida por:
MInt(C1,C2) =min(Int(C1)+ τ(C1), Int(C2)+ τ(C2)) (2.12)
De tal forma que o τ e´ a uma func¸a˜o de threshold que e´ utilizada para contro-
lar o grau para o qual a diferenc¸a entre as componentes deve ser maior que a
diferenc¸a interna. A func¸a˜o τ e´ deﬁnida por:
τ(C) = k|C| (2.13)
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onde:
• |C| e´ o tamanho da componente C.
• k um paraˆmetro constante.
Uma vantagem desta func¸a˜o de threshold e´ o fato que se pode alterar a func¸a˜o
para escolher componentes de certos formatos sem alterar o algoritmo. Isto e´
possı´vel atrave´s da deﬁnic¸a˜o de um τ que seja maior para componentes que
na˜o se encaixem em um formato desejado.
Com base no predicado e na representac¸a˜o de grafo G = (V,A) com
m arestas, pode-se resumir a abordagem do algoritmo proposto em 3 passos
fundamentais gerando um resultado de segmentac¸a˜o S = (C1, ...,Cr):
1. Ordenac¸a˜o das arestas em A pelos pesos em ordem crescente obtendo
T = o1, ...,om.
2. Inicializac¸a˜o do resultado da segmentac¸a˜o S como se cada ve´rtice vi
fosse o seu pro´prio componente.
3. Construc¸a˜o do resultado da segmentac¸a˜o S q dado um S q−1 da seguinte
forma. Assuma que vi e v j denotam ve´rtices conectados pela q-e´sima
aresta na ordem, isto e´, oq = (vi,v j). Se vi e v j esta˜o em componen-
tes disjuntas de S q−1 e w(oq) e´ pequeno se comparado a diferenc¸a in-
terna das duas componentes, enta˜o se junta as duas componentes, caso
contra´rio nada e´ feito. No ﬁnal das m iterac¸o˜es retorna-se o S m refe-
rente ao resultado da segmentac¸a˜o.
Na etapa de construc¸a˜o e agrupamento das componentes conexas, o
controle de agrupamento possui a responsabilidade pelo resultado ﬁnal. A
abordagem proposta neste estudo tem como principal caracterı´stica a modiﬁ-
cac¸a˜o desta etapa do algoritmo que, assim como nos outros dois me´todos de
segmentac¸a˜o utilizados, se resume na inserc¸a˜o da me´trica na˜o linear. Uma
ana´lise detalhada do algoritmo pode ser encontrada em (FELZENSZWALB;
HUTTENLOCHER, 2004a), onde propriedades, caracterı´sticas e resultados
obtidos pelo mesmo sa˜o explanadas com maior detalhamento.
2.6 I´NDICE RAND
Com o intuito de avaliar um me´todo para a a´rea de segmentac¸a˜o de
imagens e evitar a ana´lise subjetiva utilizam-se mecanismos de validac¸a˜o. Um
destes mecanismos e´ a validac¸a˜o baseada em Ground Truth (GT). Esta forma
de validac¸a˜o e´ uma te´cnica a qual compara o resultado de segmentac¸a˜o obtid
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pelo algoritmo sendo avaliado com as segmentac¸o˜es realizadas manualmente
por avaliadores, o GT, resultando em um valor ou ı´ndice de similaridade en-
tre o GT e o resultado do algoritmo. A ﬁgura 8 mostra o exemplo de um GT
extraı´do de uma imagem. Na imagem do GT as linhas brancas representam o
resultado da me´dia dos resultados das segmentac¸o˜es realizadas manualmente
por avaliadores. Existem diferentes me´todos para validac¸a˜o por GT, alguns
exemplos sa˜o: Rand (RAND, 1971), Fowlkes-Mallows (FOWLKES; MAL-
LOWS, 1983), Jaccard (BEN-HUR; ELISSEEFF; GUYON, 2002) e Dongen
(DONGEN, 2000). A escolha pelo uso do Rand como me´todo de ana´lise dos
resultados tem como base experimentos realizados anteriormente com outros
me´todos de ana´lise GT (SOBIERANSKI; COMUNELLO; WANGENHEIM,
2011). Nestes experimentos a avaliac¸a˜o obtida utilizando Rand demonstrou
ser mais coerente que os outros me´todos de GT citados. O Rand sera´ descrito
de forma mais detalhada na sec¸a˜o seguinte.
Figura 8: Figura mostrando, respectivamente, a imagem original e seu GT.
O Algoritmo Rand retorna uma ana´lise comparativa entre duas ima-
gens, resultando em um valor que varia de 0 ate´ 1, onde quanto mais pro´ximo
de 0 e´ o valor retornado, maior a similaridade do resultado de segmentac¸a˜o
obtido com a segmentac¸a˜o realizada de forma manual. O ı´ndice Rand traba-
lha com os segmentos da imagem como se estes fossem clusters calculando
a similaridade entre eles. A motivac¸a˜o para o uso dos segmentos como clus-
ters tem como base treˆs principais considerac¸o˜es. Primeiro, clusterizac¸a˜o e´
discreta o que signiﬁca que um ponto e´ sem erro atribuı´do a um cluster em
especı´ﬁco. Segundo, clusters sa˜o deﬁnidos ao mesmo tempo pelos pontos
dentro e fora do cluster. Terceiro aspecto, todos os pontos dentro do cluster
possuem o mesmo peso na deﬁnic¸a˜o do cluster.
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3 REVISA˜O DA LITERATURA
Com a ﬁnalidade de revisar os algoritmos de segmentac¸a˜o de ima-
gens que possuam um aspecto de na˜o linearidade, uma revisa˜o sistema´tica da
literatura foi realizada seguindo os procedimentos descritos em (KITCHE-
NHAM, 2004). Com base em (KITCHENHAM, 2004) deﬁniu-se a pergunta
de pesquisa, Qual o efeito da inserc¸a˜o de uma me´trica de similaridade
na˜o linear em algoritmos de segmentac¸a˜o?, a qual teve como foco algo-
ritmos de segmentac¸a˜o de imagens que utilizem aspectos de na˜o linearidade.
A pesquisa inicial foi realizada em janeiro de 2013 e foram examinados to-
dos os artigos escritos em ingleˆs que mostravam melhorias em algoritmos
de segmentac¸a˜o de imagem publicados entre 2002 e 2012. Duas bases de
artigos cientı´ﬁcos foram utilizadas IEEE e ScienceDirect com as seguintes
chaves de busca: ScienceDirect: pub-date > 2001 and pub-date < 2013 and
(Image Segmentation) and (nonlinear) AND LIMIT-TO(topics, “image seg-
mentation”) IEEE: Content Type: Conference Publications, Journals &Ma-
gazines Topic: Computing & Processing (Hardware/Software). Publication
Year: 2002-2012.
Obteve-se um total de 172 artigos que foram analisados suas pala-
vras chaves eliminando artigos que na˜o continham segmentac¸a˜o de imagens,
obtendo um total de 132 artigos. Destes foram lidos os abstracts elimi-
nando todos os artigos que na˜o mencionavam melhorias nos algoritmos de
segmentac¸a˜o, apenas utilizando-os como um esta´gio intermedia´rio ou apli-
cando em determinado problema, resultando um total de 62 de artigos que
foram lidos na ı´ntegra e categorizados segundo a te´cnica ba´sica utilizada.
3.1 EXTRAC¸A˜O DE DADOS
Na revisa˜o sistema´tica descrita anteriormente foram identiﬁcados 10
me´todos ba´sicos utilizados e as modiﬁcac¸o˜es propostas para cada te´cnica.
Estes me´todos e modiﬁcac¸o˜es esta˜o listados na tabela 1. A tabela esta´ mon-
tada de forma a manter a refereˆncia ao artigo, o qual propo˜e a modiﬁcac¸a˜o
a` te´cnica, isto e´, tem-se na primeira coluna a te´cnica, na segunda coluna a
modiﬁcac¸a˜o proposta separada por “;”e a refereˆncia ao artigo tambe´m sepa-
rado por “;”de forma a ser possı´vel rastrear o artigo o qual propo˜e a modiﬁ-
cac¸a˜o salientada.
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3.2 ANA´LISE DOS RESULTADOS
Nos 10 me´todos ba´sicos identiﬁcados, as modiﬁcac¸o˜es propostas di-
zem respeito ao aprimoramento da me´trica de similaridade, mudanc¸as na es-
trutura utilizada, simpliﬁcac¸o˜es na representac¸a˜o da imagem, combinac¸a˜o en-
tre algoritmos de segmentac¸a˜o e mudanc¸as na descric¸a˜o do modelo utilizado.
A maior parte dos artigos analisados propo˜e modiﬁcac¸o˜es para as me´todos
de clusterizac¸a˜o, segmentac¸a˜o baseada em grafos e segmentac¸a˜o por cres-
cimento de regio˜es. Nestes, as modiﬁcac¸o˜es propostas priorizam o uso de
outros algoritmos de segmentac¸a˜o associados com a te´cnica ba´sica, func¸o˜es
de minimizac¸a˜o, ca´lculo de entropia, uso de outras informac¸o˜es da imagem,
isto e´, uso de textura, modiﬁcac¸o˜es do espac¸o de cor e uso de ﬁltros.
3.3 TRABALHOS CORRELATOS
A abordagem proposta em (PRASAD; SKOURIKHINE, 2006) des-
creve o passo a passo do algoritmo proposto, o qual transforma a imagem
composta de pixels em uma imagem segmentada descrita atrave´s de veto-
res. Para tal sa˜o realizados os seguintes passos: sobre a imagem de en-
trada, aplica-se um algoritmo de detecc¸a˜o de contorno, por exemplo Canny
(CANNY, 1986), seguido pela obtenc¸a˜o dos atributos dos trac¸os de con-
torno. Depois com base nestes conjunto de trac¸os de contorno aplica-se a
triangulac¸a˜o de Delaunay (GOODMAN; O’ROURKE, 1997) para obter uma
lista de triaˆngulos denominado trixels formando um mosaico das regio˜es en-
tre os contornos. O pro´ximo passo e´ a estimativa me´dia da cor dos triaˆngulos
atrave´s da amostragem de Monte Carlo. Enta˜o extrai-se as bordas dos trixels
que pertencem simultaneamente a dois trixels. Depois monta-se vetores bo-
oleanos das propriedades de borda caracterizando a relac¸a˜o entre as bordas
dos trixels, contornos e cores. Pro´ximo passo e´ a construc¸a˜o de um vetor
de agrupamento de trixels que determina quais bordas sa˜o mantidas e quais
sa˜o excluı´das com base no percentual das propriedades que possuem ou fal-
tam. Monta-se um grafo com os ve´rtices representado os trixels e as arestas
representando a existeˆncia de uma borda compartilhada pelos trixels a qual
foi excluı´da. Enta˜o e´ feita a rotulac¸a˜o de trixels pertencentes a mesma com-
ponente conexa do grafo com um nu´mero de componentes em comum. Por
ﬁm consolidam-se os trixels que possuem um nu´mero de componentes em
comum atribuindo a cor me´dia dos trixels em cada componente para todos
os trixels na componente e extrai-se os contornos dos polı´gonos que formam
cada componente formando a segmentac¸a˜o resultante. Os resultados mos-
trados derivam da aplicac¸a˜o do me´todo em imagens naturais. O artigo mos-
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tra ainda que o trabalho esta´ em desenvolvimento buscando uma forma de
avaliac¸a˜o qualitativa dos resultados obtidos pela abordagem proposta.
Em (SZCZYPIn´SKI et al., 2012) e´ apresentado um algoritmo de seg-
mentac¸a˜o o qual tem como base as caracterı´sticas de cor e textura demons-
trando sua aplicac¸a˜o em imagens provenientes de vı´deos de endoscopia e
comparando os resultados obtidos com outro algoritmo, o Support Vector
Machine (SVM). O algoritmo desenvolvido denominado Vector Supported
Convex Hull e´ essencialmente um me´todo discriminante de ana´lise de apren-
dizagem supervisionada para reduc¸a˜o de dimensa˜o de vetores e classiﬁcac¸a˜o
de dados. Os dados de entrada consistem de dois conjuntos de vetores de
caracterı´sticas em um espac¸o n-dimensional. O primeiro conjunto representa
as imagens de uma patologia e o segundo conjunto representa as imagens
sem patologia. Um subespac¸o k-dimensional (k < n) e´ procurado tal que os
vetores do conjunto um formem um cluster cercado por vetores do conjunto
dois. Para cada subespac¸o o convex hull, menor espac¸o convexo contendo um
conjunto de pontos, dos vetores pertencentes a primeira classe ou conjunto e´
computado. Enta˜o se conta o nu´mero de vetores da segunda classe incluso
pelo convex hull. O subespac¸o com o menor nu´mero desse vetores e´ seleci-
onado, no caso de se obter mais de um subespac¸o com menor nu´mero desse
vetores o convex hull e´ ampliado de forma ma´xima em torno de seu centro´ide
para na˜o incluir nenhum vetor adicional da segunda classe. O fator de escala e´
computado e o subespac¸o com maior valor e´ selecionado. Por ﬁm o algoritmo
procura o subconjunto de caracterı´sticas com base no subespac¸o selecionado
e as utiliza para fazer as regras para a classiﬁcac¸a˜o. Os resultados sa˜o mostra-
dos em imagens de endoscopias e comparados com o SVM de forma visual
e quantitativa atrave´s do ı´ndice Jaccard(BEN-HUR; ELISSEEFF; GUYON,
2002) .
Em (SOBIERANSKI; COMUNELLO;WANGENHEIM, 2011) e´ pro-
posto um me´todo de segmentac¸a˜o de imagens com base no modelo de Mum-
ford-Shah (MS) (Mumford, D. and Shah, J., 1989) associado com umame´trica
de distaˆncia a qual otimiza o modelo. Esta abordagem e´ separada em 2 pas-
sos. Primeiro passo e´ a aprendizagem da me´trica de distaˆncia atrave´s de algu-
mas caracterı´sticas da imagem. O segundo passo e´ a otimizac¸a˜o do modelo
MS atrave´s do uso desta me´trica. A me´trica utilizada e´ a distaˆncia de Maha-
lanobis(MAHALANOBIS, 1936), mais especiﬁcamente uma evoluc¸a˜o desta
me´trica, o Polinomial Mahalanobis, o qual utiliza uma alta combinac¸a˜o de
termos polinomiais extraindo caracterı´sticas na˜o lineares das distribuic¸o˜es.
Obtendo como resultado mapas topolo´gicos utilizados no ca´lculo de simila-
ridade. A proposta e´ executada em diversas imagens do dataset de Berkeley
e comparadas com outros algoritmos de forma visual e nume´rica mostrando
melhores resultados para a te´cnica proposta.
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Em (LIU; KU; LEUNG, 2012) e´ proposta a integrac¸a˜o do me´todo de
Total Variation Minimization(TVM)(BLOMGREN; CHAN, 1998) dentro do
algoritmo de Expectation-Maximization (EM)(BOCCIGNONE; FERRARO;
NAPOLETANO, 2004) para realizar a tarefa de segmentac¸a˜o de imagens.
Inicialmente e´ proposto um me´todo variacional uniﬁcado juntando o EM e
o TVM tomando vantagem das duas abordagens. A ideia de junc¸a˜o e´ ba-
seada no operador de troca e otimizac¸a˜o. Depois e´ utilizado um me´todo de
separac¸a˜o em duas fases. Na primeira fase aplica-se o EM classiﬁcando ini-
cialmente os pixels com base nas medidas de similaridade. Esta primeira
classiﬁcac¸a˜o e´ proviso´ria dado que nenhuma informac¸a˜o geome´trica foi le-
vada em considerac¸a˜o. Na segunda parte aplica-se o TVM diretamente no
resultado obtido pela aplicac¸a˜o do EM, obtendo um reﬁnamento e uma me-
lhor classiﬁcac¸a˜o dos pixels. Mostram-se, ale´m de uma descric¸a˜o dos passos
do algoritmo, os resultados obtidos em imagens naturais e sinte´ticas e uma pe-
quena comparac¸a˜o contra um algoritmo de Expectation-Maximization atrave´s
de um ı´ndice de precisa˜o da segmentac¸a˜o
Na abordagem proposta em (PAN et al., 2012) e´ apresentado um mo-
delo para segmentac¸a˜o de imagens com base em atenc¸a˜o visual simulada
atrave´s de aprendizagem por amostragem. No esta´gio de amostragem dois
tipos de atenc¸a˜o visual sa˜o utilizadas (top-down e bottom-up), juntamente
com a simulac¸a˜o do movimento dos olhos, resultando em um foco em pou-
cas regio˜es de interesse as quais possuem um alto valor de gradiente gerando
conjuntos de treinamento. Estes conjuntos servem de entrada para o treina-
mento do Support Vector Machine (SVM) (XUHAIXIANG; CAOWANHUA;
CHENWEI, 2008) que por ﬁm classiﬁca os pixels.Os resultados obtidos vem
da aplicac¸a˜o do mesmo em imagens para identiﬁcac¸a˜o de leuco´citos e sa˜o
comparados com algoritmos baseados em Watershed(VINCENT; SOILLE,
1991) e Scale-Space Filter(CARLOTTO, 1987) atrave´s de quatro medidas de
erro: Over-Segmentation Rate, Under-Segmentation Rate, overall Error Rate
e Relative Distance Error, proposta por (YANG-MAO; CHAN; CHU, 2008).
Com base na utilizac¸a˜o da estrutura de a´rvore para a representac¸a˜o da
imagem, e´ apresentado em (GRAU et al., 2004) um algoritmo de segmentac¸a˜o
de imagens. Nesta representac¸a˜o as regio˜es da imagem sa˜o atribuı´das para
os nodos da a´rvore, seguido por um processo de correspondeˆncia com uma
a´rvore modelo, a qual possui um conhecimento pre´vio sobre as imagens. Para
o processo de correspondeˆncia, propo˜e-se um algoritmo de minimizac¸a˜o de
uma func¸a˜o de erro que quantiﬁca a diferenc¸a entre a´rvore derivada da ima-
gem de entrada e a a´rvore modelo. O artigo propo˜e tambe´m um algoritmo
para o ca´lculo da a´rvore modelo partindo de um conjunto de imagens seg-
mentadas. Os resultados do me´todo sa˜o apresentados em imagens sinte´ticas
e imagens de ressonaˆncia magne´tica do ce´rebro e a qualidade dos resultados
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foi avaliada atrave´s do ı´ndice de similaridade deﬁnido em (ZIJDENBOS et
al., 1994), na˜o ha´ comparac¸a˜o contra outros me´todos.
Em (BHANU; FONDER, 2004) e´ mostrado um algoritmo de segmen-
tac¸a˜o no qual o usua´rio deﬁne um conjunto de exemplos e contra exemplos e,
por meio do uso de um algoritmo gene´tico, o algoritmo proposto aprende o
subconjunto apropriado e a colec¸a˜o de func¸o˜es discriminantes de combinac¸a˜o
espacial associada as caracterı´sticas da imagem. Primeiramente o algoritmo
gene´tico codiﬁca as func¸o˜es discriminantes em uma representac¸a˜o de mo-
delo funcional, o qual pode ser aplicado na imagem de entrada para produ-
zir segmentac¸o˜es candidatas. A performance de cada segmentac¸a˜o candidata
e´ avaliada pelo algoritmo gene´tico atrave´s da comparac¸a˜o de dois me´todos
ba´sicos de crescimento de regio˜es e detecc¸a˜o de bordas. Atrave´s do pro-
cesso de segmentac¸a˜o, avaliac¸a˜o e recombinac¸a˜o o algoritmo gene´tico obte´m
a forma do modelo funcional. Os resultados obtidos pela abordagem foram
da aplicac¸a˜o do me´todo em imagens de radar (Synthetic Aperture Radar).
Na abordagem apresentada em (NAKIB; OULHADJ; SIARRY, 2008)
e´ proposto o uso de otimizac¸a˜o de mu´ltiplos objetivos aﬁm de encontrar o
threshold o´timo para dois crite´rios, crite´rio interno da classe e o crite´rio da
probabilidade global do erro. Utiliza para tal o me´todo denominado Com-
bination of Segmentation Objectives (CSO). Na primeira fase, com base na
descric¸a˜o da imagem na forma de histograma, um algoritmo para encontrar
picos em histogramas e´ utilizado. Na segunda fase o histograma e´ adaptado
para uma soma de curvas gaussianas com a ﬁnalidade de encontrar o primeiro
crite´rio de segmentac¸a˜o (crite´rio interno da classe ). O segundo crite´rio con-
siderado, a homogeneidade e´ calculada para cada pixel, informac¸o˜es local
e global sa˜o consideradas neste passo. A terceira e u´ltima fase consiste em
aplicar o processo de thresholding pela otimizac¸a˜o da func¸a˜o de mu´ltiplos
objetivos, para tal e´ utiliza a te´cnica de Simulated Annealing (P. et al., 1997).
Os resultados obtidos sa˜o da aplicac¸a˜o do me´todo em algumas imagens reais.
Em sa˜o propostas adaptac¸o˜es ao algoritmo de segmentac¸a˜o denomi-
nado Constraint Satisfaction Neural Networks (CSNN) (LIN; TSAO; CHEN,
1992). Sa˜o propostas 4 novas abordagens para adaptac¸a˜o do CSNN: Boun-
dary CSNN(B-CSNN), Multiscan CSNN(MS-CSNN), Pyramidal CSNN(P-
CSNN) e Markov Random Field CSNN (MRF-CSNN). B-CSNN: Utiliza
Canny Edge Detector (CANNY, 1986) para guiar a segmentac¸a˜o. Com esta
restric¸a˜o de bordas o nu´mero de iterac¸o˜es e o erro de convergeˆncia sa˜o redu-
zidos drasticamente. MS-CSNN: utiliza o mesmo processo de estruturac¸a˜o e
dinaˆmica proposto para o CSNN, mas o padra˜o de escaneamento bem como
o processo de atualizac¸a˜o sa˜o alterados. O algoritmo comec¸a com amostra
de pixels mais esparsas, mas que possuem maiores vizinhanc¸as, o que leva
a ro´tulos mais conﬁa´veis. Em cada ciclo subsequente de escaneamento os
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pixels sa˜o visitados em um crescente padra˜o, mas com menores vizinhanc¸as.
Os pixels previamente visitados sa˜o deixados intactos, mas contribuem para
a atualizac¸a˜o dos novos pixels na vizinhanc¸a. A medida que cada padra˜o
escaneado converge, muda-se para o pro´ximo padra˜o escaneado. Com esta
metodologia evita-se iterac¸o˜es inu´teis tendo em vista que os pixels visitados
nos primeiros esta´gios na˜o sa˜o alterados nos esta´gios posteriores acelerando
o processo. P-CSNN: visa fornecer segmentac¸a˜o em diferentes escalas. Usa
uma estrutura com base em uma estrutura piramidal em que em cada nı´vel
de resoluc¸a˜o da piraˆmide consiste de uma imagem rotulada diferente cons-
truindo uma estrutura de dependeˆncia em que um pixel pai nos nı´veis superi-
ores esta´ relacionado com os pixels ﬁlhos no nı´veis inferiores. Uma votac¸a˜o
entre os pixels ﬁlhos e´ feita e o segmento ma´ximo encontrado e´ atribuı´do
ao pixel pai. Quando o algoritmo converge a uma soluc¸a˜o respeitando as
restric¸o˜es em cada nı´vel o resultado da segmentac¸a˜o e´ o estado da base da
piraˆmide. MRF-CSNN: associa a estrutura do CSNN com a ideia do MRF,
alterando o esquema de atualizac¸a˜o dos neuroˆnios. Mostra-se entre todas as
abordagens descritas ser o melhor tanto em resultado de segmentac¸a˜o quanto
em velocidade de convergeˆncia. Os resultados das propostas(com excec¸a˜o
da P-CSNN) sa˜o mostrados de forma qualitativa e quantitativa em imagens
sinte´ticas e imagens de datasets.
A Abordagem proposta em (HAHN; LEE, 2010) propo˜e um algo-
ritmo de segmentac¸a˜o de imagens com base na detecc¸a˜o do contorno de ob-
jetos. Para tal utiliza Geometric Attraction-Driven Flow (GADF), Binary
Edge Function, e Binary Balloon Forces para realizar a detecc¸a˜o em casos
de formatos complexos e variac¸a˜o de luminosidade. Inicialmente se utiliza o
GADF para representar o limite dos objetos na imagem. Depois se utiliza a
propriedade de orientac¸a˜o proveniente do GADF e o Binary Edge Function
para reduzir a interfereˆncia de outras forc¸as e por ﬁm se faz o uso do Binary
Ballon Forces associado com o teorema das quatro cores(ROBERTSON et
al., 1997). O objetivo do Binary Ballon Forces e´ mover os contornos iniciais
em direc¸a˜o ao limite dos contornos dos objetos, indiferente da posic¸a˜o dos
contornos, que associado com as func¸o˜es dos nı´veis iniciais resolve proble-
mas topolo´gicos tais como detecc¸a˜o de buracos ou mu´ltiplas junc¸o˜es e de-
pendeˆncia das posic¸o˜es iniciais dos contornos. Os resultados da aplicac¸a˜o do
me´todo em imagens reais foram comparadas com outros me´todos de forma
visual.
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3.4 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
De forma geral os trabalhos correlatos apresentam limitac¸o˜es. Um
exemplo e´ o uso do me´todo proposto em apenas uma determinada a´rea, mos-
trando a aplicac¸a˜o do algoritmo para um nicho em especı´ﬁco. Esta limitac¸a˜o
ocasiona a na˜o demonstrac¸a˜o do potencial do me´todo como um me´todo de
segmentac¸a˜o, na˜o se tendo uma evideˆncia da possibilidade de generalizac¸a˜o
do me´todo. Outras limitac¸o˜es sa˜o: a auseˆncia de validac¸a˜o contra um padra˜o
ouro, a na˜o comparac¸a˜o contra outros me´todos ou quando ha´ a comparac¸a˜o
utilizam comparac¸a˜o de forma visual, sem uma avaliac¸a˜o quantitativa. E,
para os trabalhos que mostram um avaliac¸a˜o quantitativa, na˜o ha´ um estudo
empı´rico para comprovar a melhoria efetiva do me´todo.
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Tabela 1: Te´cnicas ba´sicas e suas adaptac¸o˜es
Te´cnica ba´sica Alterac¸o˜es acrescentadas Refereˆncias
Descric¸a˜o
de um novo
modelo
Modelo de regularizadores na˜o con-
vexos com divisa˜o e rebalancea-
mento iterativo; Equac¸a˜o de Allen-
Cahn; Simulated visual attention e
SVM; Equac¸o˜es diferenciais parciais
e func¸a˜o de ca´lculo de energia;
(HAN; WANG;
FENG, 2012); (LI;
KIM, 2011); (PAN et
al., 2012);(DONG;
POLLAK, 2006)
Maximizac¸a˜o e
expectativa
Piraˆmides gaussianas e difusa˜o; Total
Variational Minimization;
(BOCCIGNONE et
al., 2007);(LIU; KU;
LEUNG, 2012)
Segmentac¸a˜o
em grafo
Triangulac¸a˜o de Delaunay; Te´cnica
gulosa de HCF; Simpliﬁcac¸a˜o da
representac¸a˜o; Teoria de quatro co-
res e corte em grafos; PCA e al-
goritmo aglomerativo; Melhoria na
representac¸a˜o do grafo associado
com a te´cnica de Random Walk;
Montagem do grafo inicial com Wa-
tershed e distaˆncia de Mahalano-
bis e segmenta com Vertex-Collapse;
Watershed para a representac¸a˜o do
grafo e associa um processo itera-
tivo de fusa˜o e suavizac¸a˜o; Te´cnica
de corte e grafo associado a tex-
tura; Watershed multi-escala para es-
trutura inicial associado com a teoria
de corte em grafos; Watershed com
teoria de grafos;
(PRASAD; SKOU-
RIKHINE, 2006);
(LUO; GUO, 2003);
(TA et al., 2009);
(LIU; TAO, 2011);
(DUPUIS; VAS-
SEUR, 2006);
(DAKUA; ABI-
NAHED, 2013);
(QIMIN; YUNDE,
2004); (LEZORAY;
ELMOATAZ, 2003);
(HAN et al., 2009);
(VANHAMEL;
PRATIKAKIS;
SAHLI, 2006); (VA-
NHAMEL; SAHLI;
PRATIKAKIS,
2006)
Segmentac¸a˜o
em a´rvore
Minimizac¸a˜o de func¸a˜o de erro; Le-
vel set e adaptative operator split-
ting;
(GRAU et al., 2004);
(JEON et al., 2005)
Segmentac¸a˜o
baseada em
bordas
Geometric attraction-driven ﬂow, Bi-
nary ballon e binary edge function;
Utiliza um framework(minimal des-
cription lenght) associado a uma
te´cnica de active contour model;
Detecc¸a˜o de borda associado a ten-
sores me´tricos e a minimizac¸a˜o de
func¸o˜es na˜o lineares;
(HAHN; LEE,
2010);(WANG;
OLIENSIS, 2010);
(MAHMOODI;
SHARIF, 2007)
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Algoritmo
gene´tico
Crescimento de regio˜es e bordas; (BHANU; FON-
DER, 2004)
Clusterizac¸a˜o FCM e Mudanc¸a dos descritores;SVM e FCM; Corte em dendrograma
e minimizac¸a˜o de func¸a˜o; VSCH;
MRF, distribuic¸a˜o gaussiana, tex-
tura e espac¸o de cor CIE-L*u*v*;
MRF com a teoria de me´tricas en-
tre distribuic¸o˜es discretas; SVM,
FCM e textura; SOM, LQV e FCM;
GMM, AMS e MF Meanﬁeld An-
nealing; Expectation-Maximization;
SVM e FCM; FCM alterando para
uma versa˜o com kernels e adicio-
nando uma func¸a˜o de penalidade;
LS-SVM, Arimoto entropy, textura
e espac¸o de cor HSV; Espac¸o de
cor hı´brido, Watershed e Mahala-
nobis; SOM, autovalores, autoveto-
res e principal curves; Detecc¸a˜o de
bordas e regressa˜o ortogonal; Filtro
de difusa˜o anisotro´pica, histograma
e ﬁltro gaussiano; SVM e FCM;
Descritores estatı´sticos; Aprendiza-
gem de mu´ltiplos pontos de vista
associado a um processo na˜o li-
near de classiﬁcac¸a˜o; KPCA asso-
ciado com K-means e GMM; SVM
com base em kernels; Espac¸o de
cor CIElab, com as me´todos de
level-set, fusion e a te´cnica de
clusterizac¸a˜o(GMM, Kmeans, SOM
e FCM);Utiliza MDS te´cnica asso-
ciado a textura; Aplicac¸a˜o de dois
Mean Shift com uso de pesos;
(CAI; CHEN;
ZHANG, 2007)
(WANG; WANG;
BU, 2011) (TUIA;
MARı´; CAMPS-
VALLS, 2012);
(SZCZYPIn´SKI et
al., 2012); (KATO;
PONG, 2006);
(DALMAU; RI-
VERA, 2011);
(WANG et al.,
2012); (BELKASIM
et al., 2008); (PARK;
LEE; PARK, 2009);
(WANG et al., 2011);
(ZHANG; CHEN,
2004); (YANG et
al., 2012); (ZHAO
et al., 2003); (WE-
SOLKOWSKI,
2002); (LINGER,
2011); (BAKALE-
XIS; BOUTALIS;
MERTZIOS, 2002);
(JUANG; CHIU;
SHIU, 2007);
(KUSKA et al.,
2006); (DING; YIL-
MAZ; YAN, 2012);
(LI et al., 2005);
(BERTELLI et al.,
2011); (EMAM-
BAKHSH; SEDA-
AGHI; EBRAHIM-
NEZHAD,
2009); (MIG-
NOTTE, 2011);
(BACKHOUSE;
GU; WANG, 2007);
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Crescimento em
regio˜es
Mu´ltiplos threshold, textura e le-
vel set; Me´todo de mistura deter-
minı´stica e monte carlo; Mumford-
Shah com distaˆncia de Mahalano-
bis; Watershed com vetor gradi-
ente e espac¸o de cor L*a*b; Wa-
tershed associado a lo´gica fuzzy e
ajuste nas caracterı´sticas extraı´das;
Watershed dividido em 2 mo´dulos
um para medida de salieˆncia e ou-
tro para organizac¸a˜o da hierarquia;
Simpliﬁcac¸a˜o da imagem para pos-
terior aplicac¸a˜o do Watershed; Treˆs
te´cnicas de segmentac¸a˜o associadas
com uma me´trica de similaridade na˜o
linear;
(DU; CHO; BUI,
2011); (CRE-
VIER, 2008);
(SOBIERANSKI;
COMUNELLO;
WANGENHEIM,
2011); (YUAN;
BARNER, 2006);
(CHANG; SHIE;
WANG, 2002);
(VANHAMEL;
PRATIKAKIS;
SAHLI, 2003);
(YOO; DINH;
LEE, 2007); Esta
dissertac¸a˜o;
Thresholding ou
Limiarizac¸a˜o
Otimizac¸a˜o de func¸a˜o, soma de cur-
vas gaussianas e histogramas; MBF,
entropia e variaˆncia entre classes;
Mu´ltiplos nı´veis de thresholding as-
sociado com ca´lculo de entropia;
Programac¸a˜o gene´tica para threshol-
ding de mu´ltiplos nı´veis;
(NAKIB; OU-
LHADJ; SIARRY,
2008); (SATHYA;
KAYALVIZHI,
2011); (QUWEI-
DER, 2010);
(HONG-GUI;
RANG-LIANG;
ZHENG-RONG,
2009);
Redes Neurais Constraint Satisfaction NeuralNetworks com abordagens utili-
zando borda, mudanc¸as na parte
de atualizac¸a˜o, mu´ltiplas escalas
e MRF; Simpliﬁcac¸a˜o da Pulse
Coupled Neural Network associado
ao ca´lculo de entropia; Stationary
Wavelet Transform, SOM e LVQ;
Wavelet decomposition associado
com SOM;
(KURUGOLLU;
SANKUR; HAR-
MANCI, 2002);
(WEI; HONG;
HOU, 2011); (DE-
MIRHAN; GU¨LER,
2011); (ZHANG;
DENG, 2010)
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4 DESENVOLVIMENTO DOS ME´TODOS DE SEGMENTAC¸A˜O
COM AME´TRICA NA˜O LINEAR
O desenvolvimento dos me´todos de segmentac¸a˜o associados a me´trica
na˜o linear iniciou com as modiﬁcac¸o˜es nos algoritmos selecionados, para in-
serir a me´trica na˜o linear a` ja´ existente estrutura dos algoritmos. Inicialmente,
uma ana´lise foi realizada nos algoritmos selecionados, identiﬁcando o lugar
de inserc¸a˜o da me´trica na˜o linear. Depois a adaptac¸a˜o e a inserc¸a˜o da me´trica
foi realizada. Como u´ltimo passo, obtiveram-se os resultados provenientes
dos experimentos conduzidos de forma a provir um contexto de validac¸a˜o e
comparac¸a˜o entre os me´todos. Neste capı´tulo sera´ descrita toda a parte de
desenvolvimento envolvendo a me´trica na˜o linear e os algoritmos de segmen-
tac¸a˜o selecionados, incluindo uma visa˜o geral do funcionamento do algoritmo
com o aprimoramento proposto.
4.1 WEIGHTED COLOR STRUCTURE CODE
Para o desenvolvimento do Weighted Color Structure Code (WCSC)
foi analisado o co´digo do CSC (PRIESE; STURM, ) e realizada uma modiﬁ-
cac¸a˜o na func¸a˜o de similaridade. O CSC utiliza um crite´rio de variabilidade
local para o ca´lculo da similaridade, usando a Distaˆncia Euclidiana (DE) para
este propo´sito. No nı´vel zero da hierarquia, calcula-se a distaˆncia Euclidiana
entre pixels e para os nı´veis superiores calcula-se a distaˆncia Euclidiana en-
tre as me´dia dos segmentos sendo comparados. O WCSC, emprega o uso do
Polinomial Mahalanobis (PM), fazendo o uso de um conjunto de pixels sele-
cionados da imagem para construir o centro do espac¸o de similaridade, com o
intuito de obter a matriz de covariaˆncia e a matriz de valores me´dios. O padra˜o
selecionado utilizado na supervisa˜o da segmentac¸a˜o e´ previamente preparado
e e´ considerado um paraˆmetro de entrada do algoritmo. Apo´s o treinamento
com o padra˜o de entrada calcula-se a similaridade entre o padra˜o selecionado
e o segmento sendo analisado. Este valor de similaridade e´ utilizado como
peso no ca´lculo da Distaˆncia Euclidiana Ponderada (DEP), decidindo se os
segmentos sendo analisados devem ser unidos ou na˜o. A ﬁgura 9 demonstra
duas das entradas do WCSC (imagem de entrada e o padra˜o selecionado) e a
saı´da (a segmentac¸a˜o resultante).
Outro importante fator do CSC e WCSC sa˜o as variac¸o˜es dos paraˆme-
tros de entrada, threshold (th) e contraste (c). O threshold determina o limite
da similaridade para um segmento ser conectado ou na˜o a outro segmento e
pode variar de 0 ate´ +∞. O contraste, utilizado apenas no WCSC, determina
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Figura 9: Ilustrac¸a˜o mostrando respectivamente imagem de entrada, padra˜o
selecionado e resultado da execuc¸a˜o do WCSC.
qua˜o delimitada as curvas de nı´veis referente ao treinamento do PM com o
padra˜o selecionado sera˜o e pode variar de 0 ate´−∞. Nos testes executados os
paraˆmetros th e o c foram obtidos pela comparac¸a˜o dos resultados do WCSC
com os resultados do CSC utilizando o paraˆmetro th com a mesma variac¸a˜o
para ambas as me´todos. Nos testes realizados foram utilizados valores de 15
a 55 para o threshold e de -0,01 ate´ -1 para contraste.
A ﬁgura 10 ilustra o procedimento executado pela func¸a˜o de similari-
dade descrita a seguir. O primeiro passo e´ o ca´lculo daDE entre os segmentos
A e B (B e´ o segmento sendo testado). Se a distaˆncia for menor que o th in-
formado, os dois segmentos sa˜o conectados. Caso contra´rio, o segmento B
sera´ analisado conferindo sua DEP em relac¸a˜o ao segmento A com o valor
resultante do PM do segmento B e o padra˜o P sendo utilizado como valor
de ponderac¸a˜o. Com o valor de DEP obtido, testa-se se o valor obtido e´ me-
nor que o th, conferindo se os segmentos podem ser conectados, em caso
negativo os segmentos na˜o sa˜o conectados ou, em alguns casos, devem ser
separados. A selec¸a˜o do melhor resultado e dos paraˆmetros mais indicados
para cada imagem ocorreu atrave´s da ana´lise de ground truth e sera˜o melhor
explorados no capı´tulo de resultados. Uma explicac¸a˜o com mais detalhes do
me´todo pode ser encontrado em (CARVALHO et al., 2014)
4.2 SUPERVISED MUMFORD-SHAH
Com base na func¸a˜o simpliﬁcada de Mumford-Shah apresentada no
capı´tulo 3, Eq. 2.8, associado ao conhecimento pre´vio extraı´do da imagem de
interesse (abordagem supervisionada) mostra-se o Supervised Mumford-Shah
(SMS). Esta abordagem proposta em (SOBIERANSKI; COMUNELLO;WAN-
GENHEIM, 2011) utiliza as informac¸o˜es de um padra˜o extraı´do da imagem
para melhor orientar o processo de segmentac¸a˜o por crescimento de regio˜es,
realizado pelo MS, atrave´s da inserc¸a˜o deste conhecimento sobre a imagem
por meio do uso do Polinomial Mahalanobis. A ﬁgura 11 mostra a imagem
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Figura 10: Fluxograma do WCSC, ilustrando a func¸a˜o de similaridade utili-
zada.
de entrada, o padra˜o selecionado e o resultado da utilizac¸a˜o do SMS. Com o
uso desta me´trica e da equac¸a˜o simpliﬁcada Eq. 2.8 o modelo supervisionado
proposto pode ser descrito pela seguinte func¸a˜o E(u,K):
E(u,K) = λ ≤ |Ωi|.|Ω j||Ωi|+ |Ω j| .
δ (ui.u j)
K .φ (4.1)
onde:
• λ - Paraˆmetro de escala que controla a quantidade de agrupamento que
uma imagem de entrada I sera´ submetida;
• |Ωi|.|Ω j ||Ωi|+|Ω j | e´ o termo β regularizador de a´rea descrito na equac¸a˜o inicialdo MS. Sua caracterı´stica de crescimento exponencial faz com regio˜es
grandes mantenham a caracterı´stica de absorver regio˜es pequenas, de-
pendendo do crite´rio de similaridade entre vetores de cores;
• δ (ui.u j) veriﬁca a similaridade entre os vetores ui e u j me´dios das
regio˜esΩi eΩ j no polinoˆmio de Mahalanobis sob uma ordem q. Como
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este termo e´ baseado no mapa topolo´gicoM, mesmo regio˜es que apre-
sentem resisteˆncia a` fusa˜o devido a` grandes escalares β tendem a serem
agrupadas caso exista similaridade no mapa;
• φ e´ um escalar≥ 0 que penaliza a equac¸a˜o segundo umme´todo de equi-
valeˆncia de fronteira, que objetiva mensurar divergeˆncias entre duas
distribuic¸o˜es multivariadas no mapa topolo´gicoM. Este termo atua pe-
nalizando a equac¸a˜o, tentando equilibrar o agrupamento das regio˜es no
sentido de convergir para S (conjunto de treinamento).
Figura 11: Ilustrac¸a˜o mostrando respectivamente imagem de entrada, padra˜o
selecionado e resultado da execuc¸a˜o do SMS.
A Figura 12 ilustra o procedimento executado pela func¸a˜o de simi-
laridade descrita a seguir. Primeiro calcula-se a distaˆncia entre as regio˜es
adjacentes que sera˜o agrupadas Ωi e Ω j utilizando para tal a me´dia interna de
cada regia˜o (ui e u j), o mapa topolo´gico M, proveniente do treinamento com
o padra˜o da imagem selecionado e um valor de contraste (c). Com o resultado
do ca´lculo de similaridade entre as regio˜es adjacentes Ωi e Ω j por meio do
Polinomial Mahalanobis (PM), referente ao termo δ (ui.u j) da equac¸a˜o 4.1,
parte-se para o ca´lculo do termo regularizador de a´rea, isto e´, o β da equac¸a˜o
4.1. Para tal utiliza-se a quantidade de pixels que fazem fronteira entre as
regio˜es Ωi e Ω j. Depois, calcula-se o u´ltimo termo da funcional φ com base
nas distribuic¸o˜es das duas regio˜es e por ﬁm se obte´m o valor da Eq. 4.1. Com
base neste valor o algoritmo faz a atualizac¸a˜o da pilha de segmentos adjacen-
tes e continua neste processo de ca´lculo e atualizac¸a˜o ate´ alcanc¸ar a condic¸a˜o
de parada informada.
Os paraˆmetros de entrada da abordagem proposta sa˜o a imagem, o
padra˜o selecionado da imagem e o nu´mero de regio˜es. Utilizou-se a variac¸a˜o
do nu´mero de regio˜es em um intervalo de 1 ate´ 1024 e os resultados obti-
dos foram submetidos a validac¸a˜o por GT. Uma ana´lise sobre os resultados
obtidos pela abordagem esta´ presente no capı´tulo de resultados.
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Figura 12: Fluxograma do SMS, ilustrando a func¸a˜o de similaridade utilizada.
4.3 WEIGHTED FELZENSZWALB AND HUTTENLOCHER
O primeiro passo para o desenvolvimento do Weighted Felzenszwalb
and Huttenlocher (WFH) foi o estudo do me´todo e sua posterior ana´lise e
alterac¸a˜o do co´digo fonte disponı´vel em (FELZENSZWALB; HUTTENLO-
CHER, 2004b). Apo´s a identiﬁcac¸a˜o da parte de controle do grau de dissimi-
laridade o pro´ximo passo foi a substituic¸a˜o da te´cnica utilizada, distaˆncia Eu-
clidiana simples, para a Distaˆncia Euclidiana Ponderada (DEP) usando como
valor de ponderac¸a˜o o Polinomial Mahalanobis (PM). Com esta alterac¸a˜o foi
inserida, na parte de controle do processo de segmentac¸a˜o, uma infereˆncia
por parte do usua´rio fornecendo uma abordagem que utiliza conhecimentos
especı´ﬁcos da imagem para o algoritmo em questa˜o. Apesar de utilizar uma
abordagem similar do WCSC, ao utilizar o DEP associado ao PM, foram
inseridas ao WFH duas pequenas modiﬁcac¸o˜es na forma como o valor de si-
milaridade e´ calculado. Enquanto o WCSC utiliza o DEP apenas se o valor
da distaˆncia Euclidiana for maior que um threshold, o WFH utiliza o DEP
sempre que sua func¸a˜o de similaridade e´ utilizada.
Outra modiﬁcac¸a˜o esta no ca´lculo do fator de ponderac¸a˜o por meio do
PM, no qual se leva em conta na˜o so´ a similaridade do ve´rtice B em relac¸a˜o ao
padra˜o, mas tambe´m utiliza-se o valor de similaridade do ve´rtice A para com
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o padra˜o. Esta alterac¸a˜o foi realizada para potencializar a unia˜o de ve´rtices
que possuem um elevado grau de similaridade com o padra˜o. No inı´cio do
processo de segmentac¸a˜o os ve´rtices representam os pixels da imagem e com
a evoluc¸a˜o do processo de segmentac¸a˜o a estrutura como um todo representa
as componentes conexas (segmentos). A ﬁgura 13 mostra a imagem de en-
trada, o padra˜o selecionado e o resultado utilizando o WFH.
Figura 13: Ilustrac¸a˜o mostrando respectivamente imagem de entrada, padra˜o
selecionado e resultado da execuc¸a˜o do WFH.
A Figura 14 ilustra o procedimento executado pela func¸a˜o de simi-
laridade descrita posteriormente. Primeiro, executa-se o ca´lculo do PM dos
ve´rtices A e B com padra˜o P e o contraste c. Com os resultados de similari-
dade obtidos, calcula-se a DEP, obtendo-se um valorW referente ao peso da
aresta que conecta os ve´rtices A e B. Apo´s o ca´lculo do peso W, inicia-se o
processo de montagem das componentes conexas, veriﬁcando o valor de peso
das arestas com o valor de threshold th informado. Se o valor de W for me-
nor que o de th, agrupa-se os ve´rtices A e B na mesma componente conexa e
ajusta-se o peso da componente, caso contra´rio mante´m-se o estado atual da
segmentac¸a˜o.
Os paraˆmetros de entrada, ale´m do contraste, do padra˜o e da imagem
de entrada, para o algoritmo sa˜o:
• sigma: utilizado na func¸a˜o de suavizac¸a˜o da imagem antes de ser seg-
mentada;
• k: indicando o valor de threshold;
• min: indicando o tamanho mı´nimo da componente;
Os valores sugeridos para os paraˆmetros sigma, k emin sa˜o, respecti-
vamente, 0.5, 500 e 20. Tendo como ponto de partida estes valores sugeridos,
utilizou-se a variac¸a˜o e combinac¸a˜o dos paraˆmetros k e min ate´ alcanc¸arem
os valores ma´ximos de 2000 e 300, respectivamente. Estes valores ma´ximos
foram estipulados com base nos testes realizados com o algoritmo. As ima-
gens resultantes da busca pelos melhores paraˆmetros foram submetidas ao
processo de validac¸a˜o pelo GT de forma a selecionar os melhores resultados
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Figura 14: Fluxograma do WFH, ilustrando a func¸a˜o de similaridade utili-
zada.
e, consequentemente, os paraˆmetros mais apropriados dentro deste intervalo
sugerido. Os resultados obtidos sera˜o analisados no capı´tulo de resultados.
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
Neste capı´tulo sera˜o apresentados os resultados obtidos pela alterac¸a˜o
nos me´todos citados no capı´tulo anterior. A ana´lise dos resultados obtidos
foi realizada atrave´s de 3 experimentos. O primeiro experimento e´ proveni-
ente da comparac¸a˜o entre o me´todo original e o mesmo me´todo associado a
me´trica na˜o linear. O segundo experimento realiza na˜o so´ a comparac¸a˜o entre
as abordagens exploradas, mas tambe´m realiza a comparac¸a˜o da abordagem
proposta com outros me´todos de segmentac¸a˜o. O terceiro experimento rea-
liza uma ana´lise contrapondo os resultados obtidos com o tempo de execuc¸a˜o
com e sem o aprimoramento.
5.1 AMBIENTE EXPERIMENTAL
Para a realizac¸a˜o dos experimentos um subconjunto de 60 imagens
do dataset de Berkeley foi escolhido. Em cada uma das 60 imagens fo-
ram selecionados padro˜es de interesse com base em alguma caracterı´stica
da cena. Depois, para cada me´todo modiﬁcado com a inserc¸a˜o da me´trica
na˜o linear, foram gerados os resultados atrave´s em uma combinac¸a˜o dos
paraˆmetros de entrada. O pro´ximo passo correspondeu na gerac¸a˜o de ı´ndices
Rand para todas as imagens resultantes e na selec¸a˜o da melhor imagem re-
sultante, com base nos menores valores de Rand. Por ﬁm foi realizada a
ana´lise dos melhores resultados de forma subjetiva e empı´rica e os resultados
dessas ana´lise sera˜o apresentados nas secc¸o˜es subsequentes. Todas as ima-
gens geradas pela combinac¸a˜o dos paraˆmetros de entrada e valores de ı´ndice
Rand esta˜o disponı´veis no site http://www.lapix.ufsc.br/wcsc/ para o WCSC,
http://www.lapix.ufsc.br/sms/ para o SMS e http://www.lapix.ufsc.br/wfh para
o WFH/.
5.2 EXPERIMENTO 1: COMPARAC¸A˜O ENTRE OS ME´TODOS E SUAS
ABORDAGENS NA˜O LINEARES
Com base nos resultados de segmentac¸a˜o obtidos, o primeiro experi-
mento visa demonstrar atrave´s de uma ana´lise inicialmente subjetiva e depois
com base em uma ana´lise empı´rica a melhoria obtida pelo aprimoramento
proposto.
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5.2.1 Comparac¸a˜o entre CSC e WCSC
Inicialmente partindo das imagens resultantes para as duas abordagens
(CSC e WCSC) foram selecionadas as melhores pelo menor ı´ndice Rand e
estas comparadas de forma visual. Partindo desta ana´lise pode-se notar uma
segmentac¸a˜o orientada ao padra˜o por parte do WCSC, de forma que no pa-
reamento entre as duas abordagens mostrou melhorias nos resultados obtidos
com a abordagem supervisionada. Esta caracterı´stica de segmentac¸a˜o ori-
entada pelo padra˜o pode ser melhor ilustrada na ﬁgura 15, onde uma maior
quantidade de regio˜es similares foram agrupadas. Tambe´m foi notado que
menos segmentos foram gerados no processo e uma melhor coereˆncia dos
objetos da imagem e´ apresentada. O fato que o plano de fundo possui mais
segmentos e´ diretamente relacionado com o padra˜o selecionado, como pode
ser observado na ﬁgura 15-b na primeira linha. O padra˜o selecionado e´ a es-
trela, gerando um resultado de segmentac¸a˜o onde quanto mais similar com a
estrela e´ o segmento sendo analisado, maior a probabilidade de unir os seg-
mentos.
Na ﬁgura 15, na linha 2 o padra˜o selecionado na˜o possuiu nenhuma in-
ﬂueˆncia no resultado ﬁnal gerando assim o mesmo resultado de segmentac¸a˜o
para ambas as abordagens. Este fato pode ser explicado pela baixa variabi-
lidade da distribuic¸o˜es dos pixels na imagem. Na terceira linha da mesma
ﬁgura, e´ possı´vel perceber que o resultado obtido pelo WCSC identiﬁca 2
grandes segmentos e mante´m o formato dos objetos. Diferentemente do re-
sultado obtido com o CSC, onde, apesar da existeˆncia de 2 grandes segmen-
tos, perde-se a forma do barco. O fato do barco na˜o ser um u´nico grande
segmento no resultado do WCSC e´ explicado pelo padra˜o de interesse sele-
cionado para esta imagem, como pode ser observado na mesma linha ﬁgura
15-b.
A quarta linha da ﬁgura 15 mostra um caso similar ao da estrela, li-
nha 1 da mesma ﬁgura. O resultado de segmentac¸a˜o do WCSC mostra uma
melhor segmentac¸a˜o do cogumelo, onde o cogumelo e´ segmentado como
um u´nico segmento homogeˆneo, fato derivado diretamente da selec¸a˜o do
padra˜o ﬁgura 15-b na mesma linha. A Figura 16 mostra alguns resultados
onde WCSC associado com um padra˜o especı´ﬁco fornece melhores resulta-
dos quando comparado com o CSC, exempliﬁcando a principal caracterı´stica
deste algoritmo, segmentac¸a˜o orientada ao padra˜o de selecionado. Como
pode ser observado nos resultados obtidos, o padra˜o selecionado intensiﬁca
a gerac¸a˜o de segmentos homogeˆneos, proveniente da tendeˆncia de melhor
segmentar a´reas que possuem alta similaridade com o mesmo.
Mais que uma comparac¸a˜o visual ou uma ana´lise subjetiva dos resul-
tados dos algoritmos, e´ necessa´rio mostrar uma evideˆncia forte sob a perfor-
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Figura 15: Comparac¸a˜o entre os resultados obtidos com o CSC e o WCSC.
(A) Imagem original, (B) Imagem com a linha branca mostrando o padra˜o
selecionado, (C) CSC, (D) CSCW.
mance dos algoritmos. A ﬁgura 17 ilustra a ana´lise gra´ﬁca do experimento, a
qual indica uma melhor performance do WCSC em relac¸a˜o ao CSC.
Um teste de hipo´tese foi realizado nos valores me´dios para conﬁrmar
se a diferenc¸a entre os dois algoritmos e´ realmente signiﬁcativa. O propo´sito
e´ veriﬁcar se existe uma melhoria real no valor de dissimilaridade do ı´ndice
Rand entre os dois algoritmos quando estes sa˜o comparados ao ground truth.
Um teste pareado de hipo´tese unilateral com regia˜o crı´tica na parte superior
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Figura 16: Comparac¸a˜o entre os resultados obtidos com o CSC e o WCSC.
(A) Imagem original, (B) Imagem com a linha branca mostrando o padra˜o
selecionado, (C) CSC, (D) CSCW.
da distribuic¸a˜o normal foi realizado com nı´vel de signiﬁcaˆncia α = 5% com-
parando a diferenc¸a entre as respostas me´dias xdi fCSC dos ı´ndices Rand do
CSC x1 e do WCSC x2:
H0: xdi fCSC = 0 or x1− x2 = 0; Os algoritmos possuem performance
similar.
H1: xdi fCSC > 0 or x1− x2 > 0; O WCSC possui uma melhor perfor-
mance (menor dissimilaridade).
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Figura 17: Comparac¸a˜o do CSC e WCSC performance. (a) boxplot compa-
rando o ı´ndice de dissimilaridade, ı´ndice Rand, entre CSC e o WCSC. (b)
comparac¸a˜o pareada da sequeˆncia de imagens relacionadas com o ground
truth.
A comparac¸a˜o pareada pode ser utilizada, pois dois diferentes testes
esta˜o sendo comparados com o mesmo padra˜o ouro (ground truth). O ta-
manho da amostra sendo utilizado e´ relativamente grande (>30) podendo-se
assumir uma distribuic¸a˜o normal, resultado direto do teorema do limite cen-
tral, e as amostras sa˜o consideras independentes. Da tabela 3 e´ obtido o valor
me´dio e o desvio padra˜o para o CSC (x1 = 0,15142, s1 = 0,08937) e para
o WCSC (x2 = 0,12293, s2 = 0,07418), com uma populac¸a˜o n = 60. A
diferenc¸a me´dia xdi fCSC e´ calculada atrave´s da simples subtrac¸a˜o dos valo-
res me´dios, ou seja, xdi fCSC = x1− x2, totalizando um valor para xdi fCSC =
0,02848. A diferenc¸a dos desvios padra˜o e´ calculada por:
sdifCSC =
?
s21
n +
s22
n =
?
0,089372
60 +
0,074182
60 = 0,014994
A normalizac¸a˜o do valor de xdi fCSC pelo valor sdi fCSC, permite uma
comparac¸a˜o direta do seu valor de z-score com o valor crı´tico:
zdi fCSC = xdi fCSCsdi fCSC =
0,02848
0,014994 = 1,89927038
O valor crı´tico zc = 1,65 foi obtido atrave´s de uma tabela estatı´stica
da distribuic¸a˜o normal (MONTGOMERY; RUNGER, 2003) para um valor
acumulado igual a 0,950529. Analisando os z-scores da me´dia com o valor
crı´tico de forma que (zdi fCSC > zc), rejeita-se a hipo´tese nula com 95% de
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garantia. Em outras palavras signiﬁca dizer que o algoritmo proposto possui
uma melhor performance em relac¸a˜o a sua versa˜o com me´trica linear, dado
que existem evideˆncias estatı´sticas suﬁcientes obtidas da amostragem reali-
zada para apoiar esta aﬁrmac¸a˜o.
5.2.2 Comparac¸a˜o entre MS e SMS
Com base nas imagens resultantes das duas abordagens (MS e SMS)
foram selecionadas as melhores pelo menor ı´ndice Rand e estas comparadas
de forma visual. Partindo desta ana´lise pode-se notar uma melhor deﬁnic¸a˜o
das regio˜es obtidas pela segmentac¸a˜o utilizando a abordagem na˜o linear. Este
fato esta´ diretamente relacionado com a deﬁnic¸a˜o do padra˜o de interesse na
imagem, de forma que no pareamento entre as duas abordagens percebem-se
melhorias nos resultados obtidos com a abordagem supervisionada. Isto pode
ser melhor ilustrado na ﬁgura 18 linha 1, onde as regio˜es resultantes geradas
esta˜o deﬁnidas de forma mais coerente com o resultado esperado. No caso
do resultado da segmentac¸a˜o da estrela e´ perceptı´vel a melhoria obtida com a
deﬁnic¸a˜o da estrela como sendo o padra˜o de interesse, 18 linha 1-B. Na ﬁgura
18, na linha 2 pode-se visualizar que com a selec¸a˜o do padra˜o de interesse
como sendo o plano de fundo ha´ uma melhor deﬁnic¸a˜o dos limites do objeto
principal, fato este tambe´m encontrado no resultado da segmentac¸a˜o do barco,
na linha 3 da mesma ﬁgura.
A quarta linha da ﬁgura 18 mostra outro caso onde a selec¸a˜o do objeto
de interesse, no caso o cogumelo (18 linha 4-B), gera uma melhoria no poder
de simpliﬁcac¸a˜o da imagem gerando menos segmentos. A Figura 19 mostra
mais exemplos onde o uso da abordagem com a me´trica na˜o linear resulta em
uma melhor deﬁnic¸a˜o dos segmentos e em uma gerac¸a˜o de resultados mais
pro´ximos ao Ground Truth tido como refereˆncia.
Assim como na ana´lise do WCSC e´ necessa´rio mostrar uma evideˆncia
forte sob a performance dos algoritmos. A ﬁgura ilustra a ana´lise gra´ﬁca do
experimento, a qual indica uma melhor performance do SMS em relac¸a˜o ao
MS.
Fazendo o mesmo teste de hipo´tese realizado para a ana´lise do WCSC.
Monta-se um teste pareado de hipo´tese unilateral com regia˜o crı´tica na parte
superior da distribuic¸a˜o normal, com um nı´vel de signiﬁcaˆncia α = 5% com-
parando a diferenc¸a entre as respostas me´dias xdi fMS dos ı´ndices Rand do MS
x3 e do SMS x4:
H0: xdi fMS = 0 or x3− x4 = 0; Os algoritmos possuem performance
similar.
H1: xdi fMS > 0 or x3−x4 > 0; O SMS possui uma melhor performance
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Figura 18: Comparac¸a˜o entre os resultados obtidos com o MS e o SMS. (A)
Imagem original, (B) Imagem com a linha branca mostrando o padra˜o seleci-
onado, (C) MS, (D) SMS.
(menor dissimilaridade).
Assim como no caso anterior a comparac¸a˜o pareada pode ser utilizada,
dado que a quantidade de imagens utilizadas e´ a mesma podendo-se assumir,
pelo teorema do limite central, uma distribuic¸a˜o normal. Da tabela com os
valores de Rand para os resultados de segmentac¸a˜o das abordagens, tabela
4, e´ obtido o valor me´dio e o desvio padra˜o para o MS (x3 = 0,21296, s3 =
0,12277) e para o SMS (x4 = 0,10308, s4 = 0,07562), com uma populac¸a˜o n
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Figura 19: Comparac¸a˜o entre os resultados obtidos com o MS e o SMS. (A)
Imagem original, (B) Imagem com a linha branca mostrando o padra˜o seleci-
onado, (C) MS, (D) SMS.
= 60. A diferenc¸a me´dia xdi fMS e´ calculada atrave´s da simples subtrac¸a˜o dos
valores me´dios, ou seja, xdi fMS = x3− x4, totalizando um valor para xdi fMS =
0,10988. A diferenc¸a dos desvios padra˜o e´ calculada por:
sdifMS =
?
s23
n +
s24
n =
?
0,122772
60 +
0,075622
60 = 0,0186148943
A normalizac¸a˜o do valor de xdi fMS pelo valor sdi fMS, permite uma comparac¸a˜o
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Figura 20: Comparac¸a˜o do MS e SMS performance. (a) boxplot comparando
o ı´ndice de dissimilaridade, ı´ndice Rand, entre MS e o SMS. (b) comparac¸a˜o
pareada da sequeˆncia de imagens relacionadas com o Ground Truth.
direta do seu valor de z-score com o valor crı´tico:
zdi fMS = xdi fMSsdi fMS =
0,10988
0,0186148943 = 5,902800116
Usando o mesmo valor crı´tico zc = 1,65 e analisando os z-scores da
me´dia com o valor crı´tico, como o (zdi fMS < zc), mostra-se uma prova es-
tatı´stica para rejeitar a hipo´tese nula com 95% de garantia. Em outras pa-
lavras signiﬁca dizer que o algoritmo SMS possui uma melhor performance
em relac¸a˜o a sua versa˜o original, dado que existem evideˆncias estatı´sticas su-
ﬁcientes obtidas da amostragem realizada para apoiar esta aﬁrmac¸a˜o. Esta
diferenc¸a estatı´stica pode ser visualizado na forma de um gra´ﬁco no boxplot
da ﬁgura 20-(a), na qual pode se ter uma noc¸a˜o visual do comparativo entre
as duas abordagens e como esta˜o distribuı´dos os valores de ı´ndice Rand para
ambas.
5.2.3 Comparac¸a˜o entre FH e WFH
Assim como nas comparac¸o˜es anteriores, com base nas imagens resul-
tantes das duas abordagens (FH e WFH) foram selecionadas as melhores pelo
menor ı´ndice Rand e estas comparadas de forma visual. Partindo desta ana´lise
pode-se notar o mesmo comportamento encontrado na abordagem do WCSC,
ou seja, obteve-se uma segmentac¸a˜o orientada ao padra˜o de forma que no
pareamento entre as duas abordagens percebem-se melhorias nos resultados
obtidos pela abordagem com a me´trica na˜o linear. Isto pode ser melhor ilus-
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trado na ﬁgura 21, onde nas linhas 1, 2 e 3 sa˜o mostrados exemplos onde a
selec¸a˜o do padra˜o gerou um nu´mero menor de segmentos e estes possuem
seus limites deﬁnidos de forma mais coerente. Em contrapartida na linha 4
desta mesma imagem mostra-se um resultado onde a selec¸a˜o do padra˜o em
pouco ou nada interfere no resultado de segmentac¸a˜o gerando resultados se-
melhantes para a mesma imagem.
Figura 21: Comparac¸a˜o entre os resultados obtidos com o FH e o WFH.
(A) Imagem original, (B) Imagem com a linha branca mostrando o padra˜o
selecionado, (C) FH, (D) WFH.
Na Figura 22, sa˜o mostrados resultados onde o padra˜o selecionado
gera resultados mais pro´ximos ao padra˜o ouro para a abordagem que utiliza a
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me´trica na˜o linear.
Figura 22: Comparac¸a˜o entre os resultados obtidos com o FH e o WFH.
(A) Imagem original, (B) Imagem com a linha branca mostrando o padra˜o
selecionado, (C) FH, (D) WFH.
Assim como nas abordagens anteriormente citadas torna-se necessa´rio
mostrar uma evideˆncia forte sob a performance dos algoritmos. A ﬁgura 23
ilustra a ana´lise gra´ﬁca do experimento, a qual indica uma melhor perfor-
mance do WFH em relac¸a˜o ao FH.
Fazendo o mesmo teste de hipo´tese realizado para a abordagem ante-
rior. Monta-se um teste pareado de hipo´tese unilateral com regia˜o crı´tica na
parte superior da distribuic¸a˜o normal com um nı´vel de signiﬁcaˆncia α = 5%
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Figura 23: Comparac¸a˜o do FH e WFH performance. (a) boxplot comparando
o ı´ndice de dissimilaridade, ı´ndice Rand, entre FH e o WFH. (b) comparac¸a˜o
pareada da sequeˆncia de imagens relacionadas com o Ground Truth.
comparando a diferenc¸a entre as respostas me´dias xdi f FH dos ı´ndices Rand
do FH x5 e do WFH x6:
H0: xdi f FH = 0 or x5− x6 = 0; Os algoritmos possuem performance
similar.
H1: xdi f FH > 0 or x5−x6> 0;OWFH possui uma melhor performance
(menor dissimilaridade).
Assim como no caso anterior, a comparac¸a˜o pareada pode ser uti-
lizada, pois dois diferentes testes esta˜o sendo comparados com o mesmo
padra˜o ouro (Ground Truth) e o tamanho da amostra sendo utilizado e´ re-
lativamente grande (>30) podendo-se assumir uma distribuic¸a˜o normal e as
amostras sa˜o consideras independentes. Da tabela 5 e´ obtido o valor me´dio
e o desvio padra˜o para o FH (x5 = 0,14642, s5 = 0,10821) e para o WFH
(x6 = 0,11713, s6 = 0,08153), com uma populac¸a˜o n = 60. A diferenc¸a
me´dia xdi f FH e´ calculada atrave´s da simples subtrac¸a˜o dos valores me´dios,
ou seja, xdi f FH = x5− x6, totalizando um valor para xdi f FH = 0,02929. A
diferenc¸a dos desvios padra˜o e´ calculada por:
sdifFH =
?
s25
n +
s26
n =
?
0,108212
60 +
0,081532
60 = 0,01749121
A normalizac¸a˜o do valor de xdi f FH pelo valor sdi f FH , permite uma
comparac¸a˜o direta do seu valor de z-score com o valor crı´tico:
zdi f FH = xdi f FHsdi f FH =
0,02929
0,01749121 = 1,67455542.
Usando o mesmo valor crı´tico zc = 1.65 e analisando os z-scores da
me´dia com o valor crı´tico, como o (zdi f FH < zc), mostra-se uma prova es-
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tatı´stica para rejeitar a hipo´tese nula com 95% de garantia. Em outras pala-
vras signiﬁca dizer que o algoritmo WFH possui uma melhor performance
em relac¸a˜o a sua versa˜o sem a utilizac¸a˜o da me´trica na˜o linear, dado que exis-
tem evideˆncias estatı´sticas suﬁcientes obtidas da amostragem realizada para
apoiar esta aﬁrmac¸a˜o. Esta diferenc¸a estatı´stica pode ser visualizada na forma
de um gra´ﬁco no boxplot da ﬁgura 23-(a) a qual pode se ter uma noc¸a˜o visual
do comparativo entre as duas abordagens e como esta˜o distribuı´dos os valores
de ı´ndice Rand para ambas.
5.3 EXPERIMENTO 2: ANA´LISE GERALADICIONANDOOUTROSME´-
TODOS
O segundo experimento utiliza todos os resultados obtidos com os
me´todos apresentados e adiciona resultados obtidos por outros algoritmos
de segmentac¸a˜o (Edge Detection and Image Segmentation (EDISON) (CH-
RISTOUDIAS; GEORGESCU; MEER, 2002), Watershed (WS) (VINCENT;
SOILLE, 1991), J measure based SEGmentation (JSEG) (DENG; MANJU-
NATH, 2001) e Recursive Hierarchical Segmentation (RHSEG) (TILTON,
2006), Gradient Network Method (GNM and GNM2) combined with MS
and CSC (WANGENHEIM et al., 2009)).
A Figura 24 mostra os valores de ı´ndice Rand para a imagem 368078
do dataset de Berkeley (MARTIN et al., 2001) para cada algoritmo testado.
Nesta comparac¸a˜o os me´todos que utilizam me´tricas na˜o lineares aparecem
entre os que possuem os menores valores de Rand, indicando uma maior si-
milaridade com o GT.
A Figura 25 mostra as segmentac¸o˜es resultantes para a imagem 368078
para cada algoritmo utilizado. Nesta ﬁgura pode-se notar que a imagem resul-
tante produzida pelo RHSEG gera uma segmentac¸a˜o com muitos segmentos
agrupados de forma incorreta, o que reﬂete diretamente no valor de ı´ndice
Rand obtido como mostrado no gra´ﬁco da ﬁgura 24. Em contra partida ao se
observar a imagem resultante obtida pelo EDISON pode-se perceber que um
menor nu´mero de segmentos foram gerados e que ha´ uma maior coereˆncia
entre os objetos formadores da imagem. Como resultado ele conte´m o menor
ı´ndice Rand como mostrado na ﬁgura 24.
A mesma ana´lise realizada para a imagem 368078 pode ser feita para
a imagem 46076, onde, como mostrado na ﬁgura 26, tem-se o RHSEG com
um nu´mero elevado de segmentos agrupados de forma incorreta o que reﬂete
em um elevado valor de Rand como mostra o gra´ﬁco na ﬁgura 27. De forma
oposta pode-se notar que o resultado de segmentac¸a˜o do SMS possui um me-
nor nu´mero e que ha´ uma maior coereˆncia entre os objetos formadores da
88
Figura 24: I´ndice Rand dos resultados dos me´todos de segmentac¸a˜o utilizados
na comparac¸a˜o para a imagem 368078.
Figura 25: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 368078. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
imagem. Como resultado o seu ı´ndice Rand e´ o menor como mostra a ﬁgura
27.
Por ﬁm, de uma forma mais geral, pode-se comparar os resultados dos
me´todos avaliados em um boxplot, ﬁgura 28, que tem como base o valor de
Rand de 16 imagens para cada me´todo. Nele nota-se valores mais baixos, sem
muita variabilidade e sem pontos discrepantes para os me´todos com o apri-
moramento o que indica que estes me´todos possuem uma maior estabilidade
nos resultados de segmentac¸a˜o obtidos.
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Figura 26: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 46076. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS , (O) JSEG,(P)
RHSEG.
Figura 27: I´ndice Rand dos resultados dos me´todos de segmentac¸a˜o utilizados
na comparac¸a˜o para a imagem 46076.
5.4 EXPERIMENTO 3: COMPARAC¸A˜O DOS ME´TODOS COM BASE
EM TEMPO DE EXECUC¸A˜O
Com base nos tempos de execuc¸a˜o dos me´todos com e sem o apri-
moramento, o terceiro experimento visa comparar os mesmos em termos
de eﬁcieˆncia, fazendo um paralelo com a eﬁca´cia obtida pelo me´todo e a
eﬁcieˆncia do mesmo.
Para tal ana´lise inicialmente foram anotados os tempos de execuc¸a˜o,
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Figura 28: Comparac¸a˜o entre va´rios me´todos de segmentac¸a˜o com as abor-
dagens propostas com base no valor de ı´ndice Rand.
em um Core 2 Duo CPU P8700 2.53GHz, de todos os me´todos com alguns
paraˆmetros de execuc¸a˜o para todas as 60 imagens selecionadas, os valores ob-
tidos para cada imagem podem ser observados nas tabelas 6 para os valores
do CSC e WCSC, 7 para os valores do MS e SMS e 8 para os valores do FH
e WFH. Depois para cada me´todo calculou-se o tempo de execuc¸a˜o me´dio
como mostra a tabela 2.
Me´todo Tempo me´dio (ms) Me´todo Tempo Me´dio (ms)
FH 123,1239 WFH 15599,9033
CSC 112,287 WCSC 4616,2972
MS 28970,4060 SMS 169411,3950
Tabela 2: Tabela comparando os tempos de execuc¸a˜o me´dio dos me´todos com
e sem a abordagem.
Atrave´s de uma ana´lise dos tempos me´dios de execuc¸a˜o pode-se notar
que os me´todos com o aprimoramento possuem um aumento em seu tempo
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de execuc¸a˜o, justiﬁcado pela adic¸a˜o do Polinomial Mahalanobis ao ca´lculo
de similaridade. Entretanto apesar deste decre´scimo de eﬁcieˆncia tem-se um
ganho em termos de eﬁca´cia, onde, como mostram os experimentos anteri-
ores, com uma ana´lise subjetiva seguida de uma ana´lise empı´rica dos dados
mostrou-se que houve uma melhoria nos resultados de segmentac¸a˜o obtidos.
Em termos de comparac¸a˜o dos tempos entre os me´todos com o aprimora-
mento nota-se um tempo de execuc¸a˜o relativamente mais baixo do WCSC
justiﬁcado pelo fato que sua versa˜o sem aprimoramento possui o menor tempo
entre os me´todos. O contra´rio tambe´m e´ justiﬁcado da mesma forma, o
SMS possui o maior tempo de execuc¸a˜o devido ao fato de que sua versa˜o
sem a me´trica na˜o linear, o MS, possui o segundo maior tempo de execuc¸a˜o.
Dado que a inserc¸a˜o do Polinomial Mahalanobis inseriu o aumento no tempo
de execuc¸a˜o decidiu-se por avaliar o mesmo no quesito tempo. Fazendo
uma ana´lise constatou-se que das duas etapas do algoritmo, treinamento e
execuc¸a˜o, o treinamento possui um uso de tempo mı´nimo, deixando para a
parte de execuc¸a˜o a maior fatia de tempo utilizada.
Figura 29: Tempo de execuc¸a˜o, em milissegundos, dos algoritmos utilizados.
Gra´ﬁco representado na escala logarı´tmica.
Com base na ﬁgura 29, a qual mostra os tempos de execuc¸a˜o dos algo-
ritmos utilizados para todas as 60 imagens algumas considerac¸o˜es podem ser
feitas. Pode-se notar de forma geral que os algoritmos que utilizam a me´trica
na˜o linear mostram um acre´scimo em termos de tempo de execuc¸a˜o, como
ja´ comentado anteriormente com base nas me´dias dos algoritmos. Especiﬁ-
camente nas linhas de tempo do MS e no SMS ha´ dois pontos em que o MS
exige um maior tempo de execuc¸a˜o, isso pode ser explicado ao se observar
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as imagens em questa˜o. Em ambos os casos as imagens possuem uma grande
quantidade de textura o que faz com que o MS tenha mais trabalho em iden-
tiﬁcar as regio˜es de adjaceˆncia. No caso no SMS a me´trica na˜o linear auxilia
na identiﬁcac¸a˜o das adjaceˆncias o que faz com que ocorra a reduc¸a˜o de tempo
em relac¸a˜o ao MS.
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6 CONCLUSA˜O
Devido a abrangeˆncia de a´reas em que o processamento digital de ima-
gens atua, surgiu a necessidade de me´todos de segmentac¸a˜o, cada um com
suas peculiaridades e a´reas de aplicac¸a˜o. Com base nestas peculiaridades,
buscou-se propor um aprimoramento adapta´vel o qual, associado as peculia-
ridades de cada me´todo de segmentac¸a˜o, obtivesse uma melhoria na qualidade
da segmentac¸a˜o.
Neste capı´tulo sera˜o resumidas as contribuic¸o˜es do uso da abordagem
proposta para os algoritmos de segmentac¸a˜o e por ﬁm sera˜o apresentadas os
trabalhos futuros.
6.1 CONTRIBUIC¸O˜ES
A proposta deste estudo e aprimoramento de me´todos, foi a de mostrar
uma forma de aproveitar as peculiaridades de umme´todo de segmentac¸a˜o, por
exemplo, baixo tempo de execuc¸a˜o e eﬁciente estrutura hiera´rquica, e inserir
um aprimoramento a estes me´todos. Buscando tomar proveito das peculia-
ridades dos me´todos de segmentac¸a˜o, obter melhores resultados e adicionar
ao me´todo uma forma de adaptac¸a˜o a outros contextos, o Polinomial Maha-
lanobis foi adaptado aos me´todos de segmentac¸a˜o utilizados neste trabalho.
Com a ﬁnalidade de demonstrar o potencial do aprimoramento proposto treˆs
experimentos, utilizando imagens do dataset de Berkeley, foram realizados.
O primeiro experimento comparou os resultados dos me´todos de seg-
mentac¸a˜o sem e com o aprimoramento. Para evitar o uso apenas de uma
ana´lise subjetiva dos resultados utilizou-se o teste de hipo´tese, com a ﬁna-
lidade de avaliar se uma melhoria real foi alcanc¸ada pelos me´todos com o
aprimoramento posposto. Os resultados obtidos indicam uma melhor perfor-
mance dos me´todos que possuem o aperfeic¸oamento proposto, tendo como
base a ana´lise do ı´ndice Rand para 60 imagens. Em uma comparac¸a˜o visual
das imagens pode-se notar que uma maior quantidade de regio˜es similares
foram agrupadas, um menor nu´mero de segmentos foi gerado e uma maior
coereˆncia dos objetos que constituem a imagem.
No segundo experimento, onde ha´ a comparac¸a˜o com os demais me´-
todos, pode-se notar, ale´m de um melhor resultado dos me´todos com o apri-
moramento proposto uma maior estabilidade destes. Esta estabilidade pode
ser percebida atrave´s da ana´lise empı´rica realizada, na qual se percebe uma
menor ﬂutuac¸a˜o nos valores de ı´ndice Rand para os me´todos que possuem a
abordagem proposta.
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No terceiro experimento analisou-se os tempos de execuc¸a˜o dos algo-
ritmos, onde se pode notar que os tempos me´dios de execuc¸a˜o dos me´todos
com a abordagem proposta sa˜o maiores devido a inserc¸a˜o da me´trica na˜o li-
near. Entretanto, os resultados de segmentac¸a˜o obtidos sa˜o melhores, como
mostram os experimentos anteriores, indicando um compromisso entre eﬁca´-
cia e eﬁcieˆncia.
Por ﬁm, com o uso desta forma de aperfeic¸oamento do algoritmo o
mesmo pode ser aplicado em a´reas que necessitem de uma selec¸a˜o de padro˜es
de cores para segmentac¸a˜o e rastreamento de objetos especı´ﬁcos da imagem.
6.2 TRABALHOS FUTUROS
Apesar dos resultados promissores obtidos com a ana´lise e validac¸a˜o
dos me´todos desenvolvidos, ainda ha´ aperfeic¸oamentos a serem desenvolvi-
dos aﬁm de melhorar os resultados obtidos. Um problema introduzido com
adic¸a˜o do Polinomial Mahalanobis foi o aumento do tempo de execuc¸a˜o.
Uma possibilidade de contorno deste problema seria fazer uma implementac¸a˜o
utilizando computac¸a˜o paralela, como por exemplo unidades de processa-
mento gra´ﬁco e processadores com mu´ltiplos nu´cleos, aﬁm de acelerar os
ca´lculos que na˜o possuam dependeˆncia entre si.
Quando considerada a melhoria dos me´todos de segmentac¸a˜o a partir
da adic¸a˜o do Polinomial Mahalanobis como uma me´trica, nota-se que ainda
ha´ a possibilidade de estudo na otimizac¸a˜o dos paraˆmetros de entrada. O
que consiste em achar paraˆmetros o´timos para os dados de entrada, como por
exemplo threshold, contraste e padra˜o. Outro campo de estudo e´ a possibili-
dade de adic¸a˜o de textura a` me´trica de similaridade, o que e´ facilitado pelo uso
do Polinomial Mahalanobis, dado que o mesmo pode analisar a similaridade
em um espac¸o n-dimensional
Outra melhoria a ser explorada esta na variac¸a˜o do espac¸o de cor
sendo utilizado mantendo o uso desta mesma me´trica. Esta abordagem uti-
lizada em alguns trabalhos correlatos visa explorar melhor caracterı´stica es-
pecı´ﬁcas de alguns espac¸os de cor, os quais possuem uma forma diferente de
representac¸a˜o quando comparadas com o espac¸o RGB.
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APEˆNDICE A -- Imagens CSC-WCSC, MS-SMS e FH-WFH
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As imagens a seguir mostram, para todas as 60 imagens selecionadas
do dataset de Berkeley, uma comparac¸a˜o visual dos resultados dos me´todos
de segmentac¸a˜o com e sem a me´trica na˜o linear. O objetivo destas imagens e´
fazer uma comparac¸a˜o dos resultados de segmentac¸a˜o obtidos com um padra˜o
especı´ﬁco da imagem para os treˆs me´todos selecionados para receberem a
modiﬁcac¸a˜o proposta.
Figura 30: (A) imagem 2092, (B) padra˜o selecionado, (C) CSC e (D) WCSC.
Figura 31: (A) imagem 3096, (B) padra˜o selecionado, (C) CSC e (D) WCSC.
Figura 32: (A) imagem 12003, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 33: (A) imagem 15088, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 34: (A) imagem 16052, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 35: (A) imagem 22090, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 36: (A) imagem 24004, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 37: (A) imagem 24063, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 38: (A) imagem 35070, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 39: (A) imagem 42049, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 40: (A) imagem 46076, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 41: (A) imagem 48055, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 42: (A) imagem 60079, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 43: (A) imagem 61060, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 44: (A) imagem 62096, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 45: (A) imagem 66075, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 46: (A) imagem 67079, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 47: (A) imagem 68077, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 48: (A) imagem 69015, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 49: (A) imagem 80099, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 50: (A) imagem 94079, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 51: (A) imagem 97017, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 52: (A) imagem 97033, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 53: (A) imagem 100075, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 54: (A) imagem 100080, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 55: (A) imagem 113009, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 56: (A) imagem 113016, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 57: (A) imagem 113044, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 58: (A) imagem 118035, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 59: (A) imagem 124084, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 60: (A) imagem 126007, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 61: (A) imagem 135069, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 62: (A) imagem 143090, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 63: (A) imagem 151087, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 64: (A) imagem 159091, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 65: (A) imagem 161062, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 66: (A) imagem 163014, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 67: (A) imagem 167062, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 68: (A) imagem 167083, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 69: (A) imagem 183055, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 70: (A) imagem 196073, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 71: (A) imagem 207056, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 72: (A) imagem 208001, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 73: (A) imagem 216053, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 74: (A) imagem 225017, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 75: (A) imagem 227092, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 76: (A) imagem 238011, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 77: (A) imagem 247085, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 78: (A) imagem 249061, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 79: (A) imagem 253036, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 80: (A) imagem 260058, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 81: (A) imagem 291000, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 82: (A) imagem 295087, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 83: (A) imagem 299091, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 84: (A) imagem 300091, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 85: (A) imagem 304034, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 86: (A) imagem 310007, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 87: (A) imagem 368078, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 88: (A) imagem 374067, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
Figura 89: (A) imagem 388016, (B) padra˜o selecionado, (C) CSC e (D)
WCSC.
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Figura 90: (A) imagem 2092, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 91: (A) imagem 3096, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 92: (A) imagem 12003, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 93: (A) imagem 15088, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 94: (A) imagem 16052, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 95: (A) imagem 22090, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 96: (A) imagem 24004, (B) padra˜o selecionado, (C) MS e (D) SMS.
125
Figura 97: (A) imagem 24063, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 98: (A) imagem 35070, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 99: (A) imagem 42049, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 100: (A) imagem 46076, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 101: (A) imagem 48055, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 102: (A) imagem 60079, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 103: (A) imagem 61060, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 104: (A) imagem 62096, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 105: (A) imagem 66075, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 106: (A) imagem 67079, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 107: (A) imagem 68077, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 108: (A) imagem 69015, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 109: (A) imagem 80099, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 110: (A) imagem 94079, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 111: (A) imagem 97017, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 112: (A) imagem 97033, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 113: (A) imagem 100075, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 114: (A) imagem 100080, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 115: (A) imagem 113009, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 116: (A) imagem 113016, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 117: (A) imagem 113044, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 118: (A) imagem 118035, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 119: (A) imagem 124084, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 120: (A) imagem 126007, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 121: (A) imagem 135069, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 122: (A) imagem 143090, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 123: (A) imagem 151087, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 124: (A) imagem 159091, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 125: (A) imagem 161062, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 126: (A) imagem 163014, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 127: (A) imagem 167062, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 128: (A) imagem 167083, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 129: (A) imagem 183055, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 130: (A) imagem 196073, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 131: (A) imagem 207056, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 132: (A) imagem 208001, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 133: (A) imagem 216053, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 134: (A) imagem 225017, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 135: (A) imagem 227092, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 136: (A) imagem 238011, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 137: (A) imagem 247085, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 138: (A) imagem 249061, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 139: (A) imagem 253036, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 140: (A) imagem 260058, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 141: (A) imagem 291000, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 142: (A) imagem 295087, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 143: (A) imagem 299091, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 144: (A) imagem 300091, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 145: (A) imagem 304034, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 146: (A) imagem 310007, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 147: (A) imagem 368078, (B) padra˜o selecionado, (C) MS e (D) SMS.
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Figura 148: (A) imagem 374067, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 149: (A) imagem 388016, (B) padra˜o selecionado, (C) MS e (D) SMS.
Figura 150: (A) imagem 2092, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 151: (A) imagem 3096, (B) padra˜o selecionado, (C) FH e (D) WFH.
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Figura 152: (A) imagem 12003, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 153: (A) imagem 15088, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 154: (A) imagem 16052, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 155: (A) imagem 22090, (B) padra˜o selecionado, (C) FH e (D) WFH.
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Figura 156: (A) imagem 24004, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 157: (A) imagem 24063, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 158: (A) imagem 35070, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 159: (A) imagem 42049, (B) padra˜o selecionado, (C) FH e (D) WFH.
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Figura 160: (A) imagem 46076, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 161: (A) imagem 48055, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 162: (A) imagem 60079, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 163: (A) imagem 61060, (B) padra˜o selecionado, (C) FH e (D) WFH.
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Figura 164: (A) imagem 62096, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 165: (A) imagem 66075, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 166: (A) imagem 67079, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 167: (A) imagem 68077, (B) padra˜o selecionado, (C) FH e (D) WFH.
142
Figura 168: (A) imagem 69015, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 169: (A) imagem 80099, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 170: (A) imagem 94079, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 171: (A) imagem 97017, (B) padra˜o selecionado, (C) FH e (D) WFH.
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Figura 172: (A) imagem 97033, (B) padra˜o selecionado, (C) FH e (D) WFH.
Figura 173: (A) imagem 100075, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 174: (A) imagem 100080, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 175: (A) imagem 113009, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 176: (A) imagem 113016, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 177: (A) imagem 113044, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 178: (A) imagem 118035, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 179: (A) imagem 124084, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 180: (A) imagem 126007, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 181: (A) imagem 135069, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 182: (A) imagem 143090, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 183: (A) imagem 151087, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 184: (A) imagem 159091, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 185: (A) imagem 161062, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 186: (A) imagem 163014, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 187: (A) imagem 167062, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 188: (A) imagem 167083, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 189: (A) imagem 183055, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 190: (A) imagem 196073, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 191: (A) imagem 207056, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 192: (A) imagem 208001, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 193: (A) imagem 216053, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 194: (A) imagem 225017, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 195: (A) imagem 227092, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 196: (A) imagem 238011, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 197: (A) imagem 247085, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 198: (A) imagem 249061, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 199: (A) imagem 253036, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 200: (A) imagem 260058, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 201: (A) imagem 291000, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 202: (A) imagem 295087, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 203: (A) imagem 299091, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 204: (A) imagem 300091, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 205: (A) imagem 304034, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 206: (A) imagem 310007, (B) padra˜o selecionado, (C) FH e (D)WFH.
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Figura 207: (A) imagem 368078, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 208: (A) imagem 374067, (B) padra˜o selecionado, (C) FH e (D)WFH.
Figura 209: (A) imagem 388016, (B) padra˜o selecionado, (C) FH e (D)WFH.
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APEˆNDICE B -- Imagens comparando todos os me´todos
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As imagens comparativas a seguir mostram os melhores resultados de
segmentac¸a˜o, para um subconjunto de 16 das 60 selecionadas imagens sele-
cionadas para este estudo, com o objetivo de mostrar uma comparac¸a˜o visual
dos resultados de segmentac¸a˜o obtidos para todos os me´todos utilizados neste
trabalho.
Figura 210: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 2092. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 211: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 15088. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
Figura 212: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 22090. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 213: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 24004. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
Figura 214: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 42049. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 215: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 46076. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
Figura 216: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 48055. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 217: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 60079. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
Figura 218: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 68077. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 219: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 80099. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 220: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 118035. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 221: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 143090. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 222: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 196073. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG ,(P)
RHSEG.
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Figura 223: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 253036. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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Figura 224: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 310007. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
Figura 225: Comparac¸a˜o visual dos resultados obtidos pelos me´todos para
a imagem 368068. (A) Imagem original, (B) Ground Truth, (C) SMS, (D)
WCSC, (E) WFH, (F) CSC+GNM2, (G) MS+GNM2, (H) CSC+GNM, (I)
MS+GNM, (J) CSC, (K) MS, (L) FH, (M) EDISON, (N) WS, (O) JSEG, (P)
RHSEG.
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APEˆNDICE C -- Tabelas Indice Rand CSC-WCSC, MS-SMS e
FH-WFH
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Todas as tabelas a seguir foram montadas com base nos valores de
ı´ndice Rand para o conjunto de resultados gerados para todas as 60 imagens
utilizadas do dataset de Berkeley. O objetivo destas tabelas e´ mostrar, ale´m
dos valores de ı´ndice Rand para os resultados de segmentac¸a˜o obtidos, uma
comparac¸a˜o dos me´todos com e sem o aprimoramento proposto, evitando
assim apenas uma ana´lise subjetiva dos resultados.
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Imagem CSC WCSC Imagem CSC WCSC
2092 0,081278 0,089485 126007 0,065295 0,045721
3096 0,125768 0,124438 135069 0,008492 0,008657
12003 0,223386 0,223546 143090 0,145574 0,091344
15088 0,111304 0,117548 151087 0,138024 0,046386
16052 0,431980 0,432682 159091 0,194022 0,190438
22090 0,048320 0,106830 161062 0,121885 0,089685
24004 0,179329 0,178972 163014 0,068575 0,051907
24063 0,143915 0,109812 167062 0,008164 0,012066
35070 0,214940 0,133496 167083 0,192318 0,136630
42049 0,029893 0,021697 183055 0,117385 0,136973
46076 0,11425 0,098458 196073 0,037833 0,030059
48055 0,116151 0,148105 207056 0,133168 0,098769
60079 0,035820 0,049819 208001 0,177263 0,169963
61060 0,226430 0,465956 216053 0,081426 0,085216
62096 0,177575 0,029907 225017 0,140514 0,147524
66075 0,337382 0,163891 227092 0,099710 0,119282
67079 0,213572 0,276334 238011 0,058452 0,060693
68077 0,080651 0,077884 247085 0,162087 0,164978
69015 0,169971 0,122520 249061 0,039038 0,038878
80099 0,119595 0,113296 253036 0,049900 0,048144
94079 0,461042 0,477020 260058 0,211042 0,278946
97017 0,072283 0,084696 291000 0,216970 0,238310
97033 0,213602 0,127268 295087 0,199440 0,112108
100075 0,171117 0,261000 299091 0,260756 0,266607
100080 0,163531 0,173120 300091 0,18631 0,091983
113009 0,106282 0,081762 304034 0,273082 0,402106
113016 0,192084 0,213175 310007 0,158886 0,157214
113044 0,161389 0,181437 368078 0,134156 0,07945
118035 0,098686 0,096801 374067 0,132188 0,115518
124084 0,278222 0,339678 388016 0,173283 0,179485
Tabela 3: Tabela comparando os resultados de RAND entre CSC e WCSC
para as 60 imagens selecionadas. A coluna imagem e´ o nu´mero de refereˆncia
no data set de Berkeley.
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Imagem MS SMS Imagem MS SMS
2092 0,115130 0,065700 126007 0,058700 0,035100
3096 0,209188 0,124200 135069 0,029100 0,009000
12003 0,333300 0,136800 143090 0,231997 0,0957456
15088 0,177317 0,103300 151087 0,166500 0,031300
16052 0,465000 0,279396 159091 0,351200 0,126300
22090 0,064126 0,051600 161062 0,551800 0,174300
24004 0,200664 0,183278 163014 0,078000 0,035100
24063 0,259340 0,1174064 167062 0,478500 0,006800
35070 0,341500 0,029600 167083 0,393100 0,021300
42049 0,062835 0,0239522 183055 0,158200 0,094400
46076 0,144229 0,0518368 196073 0,0436338 0,0238042
48055 0,143963 0,0706055 207056 0,090020 0,0256982
60079 0,069718 0,03371358 208001 0,173435 0,294480
61060 0,280400 0,028500 216053 0,224700 0,056300
62096 0,211200 0,025900 225017 0,152200 0,085600
66075 0,450500 0,141600 227092 0,189800 0,101400
67079 0,368700 0,333600 238011 0,304700 0,057800
68077 0,230974 0,076659 247085 0,148705 0,072825
69015 0,178274 0,095419 249061 0,031624 0,029241
80099 0,141374 0,106960 253036 0,065215 0,0502535
94079 0,431516 0,0545236 260058 0,134200 0,087700
97017 0,273700 0,067300 291000 0,219700 0,178900
97033 0,204000 0,134600 295087 0,198331 0,1074947
100075 0,251800 0,182800 299091 0,408900 0,222900
100080 0,196796 0,1657676 300091 0,197100 0,1058826
113009 0,103400 0,071700 304034 0,255995 0,1421066
113016 0,397300 0,264100 310007 0,128416 0,0199146
113044 0,252400 0,218800 368078 0,137051 0,0867431
118035 0,101951 0,0975172 374067 0,143900 0,096500
124084 0,203585 0,211074 388016 0,169012 0,1618933
Tabela 4: Tabela comparando os resultados de RAND entre MS e SMS para
as 60 imagens selecionadas. A coluna imagem e´ o nu´mero de refereˆncia no
data set de Berkeley.
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Imagem FH WFH Imagem FH WFH
2092 0,044220 0,045968 126007 0,062812 0,055695
3096 0,128811 0,125527 135069 0,023211 0,023114
12003 0,136357 0,086375 143090 0,096349 0,087688
15088 0,572747 0,115167 151087 0,109572 0,048593
16052 0,407235 0,394484 159091 0,264033 0,166851
22090 0,050232 0,050285 161062 0,123406 0,116048
24004 0,169150 0,168529 163014 0,029559 0,032458
24063 0,124915 0,122162 167062 0,021517 0,016839
35070 0,116106 0,043770 167083 0,153901 0,153586
42049 0,019881 0,017693 183055 0,147289 0,124244
46076 0,107775 0,082992 196073 0,030090 0,023184
48055 0,105250 0,091935 207056 0,297166 0,027712
60079 0,037177 0,035914 208001 0,198326 0,197246
61060 0,091690 0,081247 216053 0,060315 0,049150
62096 0,156149 0,027222 225017 0,113167 0,113296
66075 0,140280 0,136632 227092 0,098252 0,101258
67079 0,183070 0,181152 238011 0,065641 0,062971
68077 0,060753 0,073801 247085 0,124367 0,101779
69015 0,199378 0,168533 249061 0,028461 0,027018
80099 0,109695 0,111236 253036 0,054984 0,053777
94079 0,442236 0,371363 260058 0,091138 0,097960
97017 0,064901 0,077197 291000 0,291926 0,279249
97033 0,186998 0,128887 295087 0,154263 0,144436
100075 0,229698 0,169472 299091 0,252700 0,232279
100080 0,178778 0,160111 300091 0,098231 0,095472
113009 0,115885 0,085432 304034 0,365709 0,339360
113016 0,229000 0,180162 310007 0,069309 0,098220
113044 0,219726 0,160354 368078 0,079972 0,078775
118035 0,118248 0,117863 374067 0,123985 0,125565
124084 0,235416 0,146139 388016 0,174171 0,196351
Tabela 5: Tabela comparando os resultados de RAND entre FH e WFH para
as 60 imagens selecionadas. A coluna imagem e´ o nu´mero de refereˆncia no
data set de Berkeley.
APEˆNDICE D -- Tabelas de tempos de execuc¸a˜o em milissegundos
CSC-WCSC, MS-SMS e FH-WFH
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Todas as tabelas a seguir foram montadas com base nos tempos de
execuc¸a˜o dos me´todos de segmentac¸a˜o com e sem o aprimoramento proposto
para todo o subconjunto de 60 imagens selecionadas do dataset de Berke-
ley. O propo´sito desta tabela comparativa e´ mostrar o efeito, em termos do
tempo de execuc¸a˜o, da aplicac¸a˜o da me´trica na˜o linear nos algoritmos de
segmentac¸a˜o.
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Imagem CSC WCSC Imagem CSC WCSC
2092 107,705 1966,93 126007 110,832 3797,8
3096 102,327 737,136 135069 102,18 1285,44
12003 122,006 3664,71 143090 107,773 3245,17
15088 119,685 4211,32 151087 116.868 5821,66
16052 117,996 4407,04 159091 121,022 6716,72
22090 109,989 3297,36 161062 104,821 3003,01
24004 115,836 4940,85 163014 111,127 5439,36
24063 105,79 2076,34 167062 102,516 2311,31
35070 107,311 3212,63 167083 127,81 9192,43
42049 106,367 2312,35 183055 108,648 4118,99
46076 108,264 3220,27 196073 104,8 2486,55
48055 115,735 7646,69 207056 107,895 5275,02
60079 102,2 1690,75 208001 117,638 8520,94
61060 115,906 6229,2 216053 111,669 6746,11
62096 113,909 6650,57 225017 118,304 7693,73
66075 107,241 4755,37 227092 105,487 3897,01
67079 115,957 6762,26 238011 104,248 4516,98
68077 110,161 7464,57 247085 113,655 5232,64
69015 115,682 6564,44 249061 110,773 8092,48
80099 102,625 2683,4 253036 104,817 2153,35
94079 124,966 8214,99 260058 107,278 1611,88
97017 110,106 6853,44 291000 131,551 7186,73
97033 119,195 7333,02 295087 114,139 4552,03
100075 114,542 4951,72 299091 105,519 2210,01
100080 104,913 2960,39 300091 109,288 2777,13
113009 109,428 5358,02 304034 130,139 5434,16
113016 121,152 7785,87 310007 112,587 2610,43
113044 120,344 7136,67 368078 119,056 2773,07
118035 106,358 3210,7 374067 109,597 1462,43
124084 114,513 5979,14 388016 116,976 2535,12
Tabela 6: Tabela comparando os resultados de tempo de execuc¸a˜o em mi-
lissegundos entre CSC e WCSC para as 60 imagens selecionadas. A coluna
imagem e´ o nu´mero de refereˆncia no data set de Berkeley.
177
Imagem MS SMS Imagem MS SMS
2092 7540,43 195768 126007 3064,68 92376
3096 15158,4 90524,4 135069 1341,61 90745,6
12003 1505,14 146141 143090 1109,49 87240,4
15088 2547,98 123641 151087 1570,43 123112
16052 1404,69 83266,2 159091 1938,45 178115
22090 1503,59 114995 161062 9185,57 323599
24004 1412,7 186094 163014 1565,4 139396
24063 1453,42 119349 167062 147972 389892
35070 1937,23 142195 167083 26941,4 192935
42049 2272,64 87856,8 183055 4336,04 122693
46076 2794,43 132624 196073 1071250 678009
48055 1866,21 158731 207056 62877,6 680926
60079 2953,28 118657 208001 1479,96 116879
61060 173865 111673 216053 18085 178496
62096 1234,72 154573 225017 3826,09 173315
66075 3864,53 98686,2 227092 8131,67 106068
67079 2072,01 119657 238011 3399,03 459714
68077 1892,84 168742 247085 1649,92 92440,9
69015 18137,2 95635,7 249061 1271,45 229227
80099 2504,7 297710 253036 1994,86 92730
94079 1522,34 148152 260058 23525,5 117616
97017 43961,8 134768 291000 1986,84 253749
97033 1129,68 92660,2 295087 1827,85 121381
100075 1648,99 110910 299091 12837,3 113706
100080 1175,84 95413,3 300091 4152,1 127903
113009 5399,94 186439 304034 1288,49 99501,2
113016 2416,6 125743 310007 1354,02 260927
113044 1838,7 166215 368078 1632,64 132067
118035 3206,5 202054 374067 2897,66 73740,8
124084 1362,25 145255 388016 2147,53 162055
Tabela 7: Tabela comparando os resultados de tempo de execuc¸a˜o em milisse-
gundos entre MS e SMS para as 60 imagens selecionadas. A coluna imagem
e´ o nu´mero de refereˆncia no data set de Berkeley.
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Imagem FH WFH Imagem FH WFH
2092 130,918 19880,4 126007 102,723 10206,4
3096 133,938 16234,4 135069 104,42 9708,03
12003 139,73 23235,1 143090 101,923 10574,8
15088 137,958 16946,1 151087 104,189 11480,4
16052 144,863 16119,6 159091 104,465 15095,5
22090 135,89 17223,6 161062 102,496 11916
24004 135,258 20389,3 163014 104,326 12721,3
24063 139,254 16275,8 167062 93,8246 9410,88
35070 135,84 23732,6 167083 105,574 10550,4
42049 120,645 13843,6 183055 105,248 10549,5
46076 135,934 16305,4 196073 104,293 9701,05
48055 134,701 18919,5 207056 104,507 15037,4
60079 136,437 15998,3 208001 104,242 13064,1
61060 135,155 17111,7 216053 102,078 12945,4
62096 135,344 16295,8 225017 103,828 10992,2
66075 138,059 17392,8 227092 99,8877 12345,7
67079 136,578 15913,3 238011 102,934 17659,9
68077 138,052 23522,7 247085 104,835 10620,7
69015 136,862 16036 249061 103,018 16013
80099 142,263 22364,4 253036 104,339 10499,4
94079 142,679 16334,8 260058 137,809 17831,5
97017 137,955 20129,3 291000 142,73 22579,7
97033 138,939 14811,8 295087 130,739 17153,4
100075 142,231 17073,1 299091 136,475 16359,5
100080 135,151 17048,9 300091 137,829 15494,5
113009 143,157 20321,8 304034 105,386 10463
113016 135,497 18106 310007 103,982 13788,4
113044 139,339 23009,4 368078 104,582 10620,8
118035 138,322 17666,1 374067 105,247 9601,84
124084 136,238 21612,8 388016 106,32 11155,1
Tabela 8: Tabela comparando os resultados de tempo de execuc¸a˜o em milisse-
gundos entre FH e WFH para as 60 imagens selecionadas. A coluna imagem
e´ o nu´mero de refereˆncia no data set de Berkeley.
