Acoustic sampling methods are becoming increasingly important in biological 1 monitoring. Sound attenuation is one of the most important dynamics affecting the utility 2 of bioacoustic data as it directly affects the probability of detection of individuals from 3 bioacoustic arrays and especially the localization of acoustic signals necessary in telemetry 4 studies. Therefore, models of sound attenuation are necessary to make efficient use of 5 bioacoustic data in ecological monitoring and assessment applications. Models of 6 attenuation in widespread use are based on Euclidean distance between source and sensor, 7 which is justified under spherical attenuation of sound waves in homogeneous 8 environments. In some applications there are efforts to evaluate the detection range of 9 sensors in response to local environmental characteristics at the sensor or at sentinel source 10 locations with known environmental characteristics. However, attenuation is a function of 11 the total environment between source and sensor, not just their locations. In this paper I 12 develop a model of signal attenuation based on a non-Euclidean cost-weighted distance 13 metric which contains resistance parameters that relate to environmental heterogeneity in 14 the vicinity of an array. Importantly, these parameters can be estimated by maximum 15 likelihood using experimental data from an array of fixed sources, thus allowing 16 1 investigators who use bioacoustic methods to devise explicit models of sound attenuation 17 in situ. In addition, drawing on analogy with classes of models known as spatial 18 capture-recapture, I show that parameters of the non-Euclidean model of attenuation can 19 be estimated when source locations are unknown. Thus, the models can be applied to real 20 field studies which require localization of signals in heterogeneous environments.
: Idealized system showing an array of 9 sensors and an array of 16 experimental sources (e.g., speakers producing vocalizations of a species). Habitat structure is illustrated here as a standardize variable of vegetation density with high vertical density (green) representing dense vegetation and low vertical density (white) representing open areas. signal characteristics such as time of arrival (Stevenson et al. 2015) but here for clarity I adhere to a formulation in terms of signal strength alone, although the basic ideas are the same. Following Efford et al. (2009) assume a transformation of signal strength that declines with distance d from the source, and assume the transformation produces a normally distributed variable such that attenuation is well approximated by the model
where ij ∼ Normal(0, σ 2 ) is noise. When the signal strength takes on positive values then the 89 log-transformation would normally be satisfactory, and furthermore this is the natural scale 90 when power is measured in decibels (dB to pixel v g+1 is
The parameter α 2 represents the resistance of the covariate z(v) (higher values incur higher cost of transmission and vice versa), and it should be estimated from observed data on signal strength or time of arrival. I provide an estimation framework based on maximum likelihood below. To acknowledge this new distance metric in the model for sound attenuation, and that it depends on an unknown parameter α 2 , express the model as In practice, this model could be applied in situations where relatively fine scale habitat 142 structure data are available. For example, in a study of birds on a landscape it might be 143 possible to obtain such data from auxiliary surveys of vegetation structure but most likely 144 fine-scale remotely sensed data from aerial imagery, lidar or similar platforms would be 145 ideal for this purpose. In aquatic environments attenuation is most affected by depth and 146 sub-surface structure and in most studies of aquatic systems detailed data exist for these 147 attributes (and others).
148 Figure 2 : Effective distance to a sensor (shown by +) placed at (3,3) under the leastcost path model with parameter α 2 = 0.4 (left), α 2 = 1.4 (center) and α 2 = 2.4 (right). As resistance increases, effective distance contours get closer together in response to dense structure (green).
Likelihood Analysis 149
The cost-weighted distance metric described above is amenable to direct likelihood analysis from data on observed signal strength at fixed locations and with fixed sources (e.g., as
in Fig. 1 ). The observed data from an experiment are the detection/signal strength pairs (y ij , S ij ) for each source and each sensor. Recall that signal strength is truncated at some value c chosen to reflect a reasonable threshold below which signals cannot be distinguished from ambient noise. Conditional on the J known source locations x j , the likelihood for the data from source location s i is Bayes' rule can be used to calculate the posterior distribution of an unobserved source given the pattern of detections, y, on the sensor array and the signal strengths, S. Note that the likelihood given in Eq. 5 is the joint distribution of the detection/non-detection data y i and the signal strengths S i conditional on the source location s i , say Pr(y i , S i |s i ). Let Pr(s) denote the prior distribution for s, then the posterior distribution of s i is
These probability distributions depend on the model parameters as in the likelihood given above but I omit that dependence to be concise. A standard assumption in spatial capturerecapture is to assume no a priori information about the location of a source so that Pr(s) = constant (Efford et al. 2009 ) in which case the posterior distribution is just standardized by the integral of the likelihood over the region in the vicinity of the sensor array. More generally, source density gradients can be accommodated by modeling explicit covariate effects in Pr(s). For example, suppose the sound sources are birds and they are likely to be using habitat preferentially, even the same habitat which is affecting sound attenuation, then we might assume
where z(v) is the measured habitat structure for any location v and θ is a parameter to be 172 estimated.
173
R code for computing the posterior distribution of detected sources is given in Appendix
174
A and I show an example in the following section.
Data acquisition
The model as specified here assumes that unique vocalizations can be identified and recon-177 ciled among the detectors. For example this is easily true in an experimental setting when 178 a sound is played, in which case the sensors at which it is detected can be noted directly.
179
Over a period of time, each individual source can be played sequentially or even replicated 180 multiple times. In field settings when the source location is unknown then a specific source 181 encounter history has to be reconciled in a sense manually. But in practice can be done (1, 2, 2, 1, 0, 0, 3, 2, 1, 2, 2, 0, 1, 2, 1, 1) . Each source is connected to the sensors at which it was detected.
Maximum likelihood estimation for this experimental system is much less effective when 200 the source locations s are unknown, in which case the MLEs can be considerably biased (see 201 Appendix A). Instead, a much larger array is required, or a denser population of sources 202 is needed in order to generate sufficient encounters. This is consistent with what is known 203 in spatial capture-recapture studies; see for example Efford and Fewster (2013) , Sun et al.
204
(2014) and chapter 10 in Royle et al. (2014)). Nevertheless, it is possible to localize the 205 unknown sources using the general likelihood formulation based on the marginal likelihood.
206
For the same simulated data set shown in Fig. 3 I produced the estimated posterior distri-207 bution of the unknown source location of 4 sources (Fig. 4) captured between 1 and 3 times 208 each. We see that the estimated posterior distributions are in the vicinity of the true source 209 locations, modified by the observed encounter history (the data set is generated using the 210 random number seed noted in Appendix A). where the Euclidean distance metric in the distance sampling likelihood can be replaced by cost-weighted distance. In the case of distance sampling, in most applications, the model points(sensors, pch = "+", cex = 3) 413 image.scale (vv, col=rev(terrain.colors (20) 
