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AN EIGENSYSTEM APPROACH TO ANDERSON
LOCALIZATION
ALEXANDER ELGART AND ABEL KLEIN
Abstract. We introduce a new approach for proving localization (pure point
spectrum with exponentially decaying eigenfunctions, dynamical localization)
for the Anderson model at high disorder. In contrast to the usual strategy, we
do not study finite volume Green’s functions. Instead, we perform a multiscale
analysis based on finite volume eigensystems (eigenvalues and eigenfunctions).
Information about eigensystems at a given scale is used to derive informa-
tion about eigensystems at larger scales. This eigensystem multiscale analysis
treats all energies of the finite volume operator at the same time, establishing
level spacing and localization of eigenfunctions in a fixed box with high prob-
ability. A new feature is the labeling of the eigenvalues and eigenfunctions by
the sites of the box.
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2 ALEXANDER ELGART AND ABEL KLEIN
Introduction
The Anderson model [An] is the prototype for the study of localization properties
of quantum states of single electrons in disordered solids. It is given by a random
Schro¨dinger operator Hε,ω = −ε∆+ Vω acting on ℓ2(Zd), where ∆ is the discrete
Laplacian, Vω is a random potential, and ε > 0 is the reciprocal of the disorder
parameter (see Definition 1.1 for the details). The basic phenomenon, known as
the Anderson localization, is that high disorder (ǫ ≪ 1) leads to localization of
electron states. Its most basic manifestation is that Hε,ω has pure point spectrum
with exponentially decaying eigenfunctions with probability one: for almost every
configuration of the random potential, Hε,ω has a complete orthonormal basis of
eigenvalues {ψε,ω,j}j∈N such that
|ψε,ω,j(x)| ≤ Cε,ω,je−mε‖x‖ for all x ∈ Zd and j ∈ N,
where mε > 0, the reciprocal of the localization length, is nonrandom and inde-
pendent of j ∈ N. Other manifestations include dynamical localization and SULE
(semi-uniformly localized eigenfunctions). (See, for example, [AiW, K, Kl].)
These manifestations of localization suggest that truncation of the system to a
finite box ΛL of side L ≫ 1mε should not affect localization properties deep inside
the box. This leads to the expectation that if one could establish an appropriate
analogue of localization for a sequence of boxes ΛLn , with Ln → ∞, then local-
ization should hold in the whole of Zd as well. This strategy can be indeed be
implemented and is known as the multiscale analysis. In a nutshell, the multiscale
analysis uses as input localizing properties at scale Ln to establish localizing prop-
erties at scale Ln+1. The question is what kind of information we want to carry
from scale to scale. In the traditional approach to Anderson localization, such infor-
mation is encoded in the decay properties of the underlying Green’s function. For
single-particle systems, the Green’s function Gε,ω(x, y;λ) =
〈
δx, (Hε,ω − λ)−1δy
〉
is an extremely convenient object to study. Its usefulness comes from two key
properties: (a) Green’s functions for boxes at different scales are related by the
first resolvent identity; (b) knowledge of the decay properties of the Green’s func-
tions for all energies (or for all energies in a fixed interval) can be translated into
localization properties of the eigenfunctions (in the fixed interval).
The well knownmethods developed for proving localization for random Schro¨dinger
operators, the multiscale analysis [FroS, FroMSS, Dr, DrK, S, CoH, FK2, GK1, Kl,
BoK, GK4] and the fractional moment method [AiM, Ai, AiSFH, AiENSS, AiW],
are based on the study of finite volume Green’s functions. Multiscale analyses based
on Green’s functions are performed either at a fixed energy in a single box, or for
all energies but with two boxes with an ‘either or’ statement for each energy.
Recently there has been an intensive effort in the physics community to create a
coherent theory of many-body localization (MBL); see, e.g., [FlA, AlGKL, GoMP,
BAA, BurO, OH, PH, NH, FrWBSE, EFG]. On the mathematical level, not much
progress have been made, besides studies of exactly solvable models; see, e.g., [HSS,
PaS, AS]. One of the key difficulties in studying MBL is associated with the fact
that Green’s functions do not appear to be such a valuable tool as in the single-
particle theory, due to the product state nature of the underlying Hilbert space. The
objects that do appear in the most physical descriptions of MBL are the eigenstates
of the system. This suggests that finding a more direct, eigensystem based approach
to localization, even in the single-particle case, could be beneficial for understanding
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MBL. Such approach has been advocated by Imbrie in a context of both single and
many-body localization [I1, I2].
In this paper we provide a mathematically rigorous implementation of a mul-
tiscale analysis for the Anderson model at high disorder based on finite volume
eigensystems (eigenvalues and eigenfunctions). In contrast to the usual strategy,
we do not study finite volume Green’s functions. Information about eigensystems
at a given scale is used to derive information about eigensystems at larger scales.
This eigensystem multiscale analysis treats all energies of the finite volume operator
at the same time, giving a complete picture in a fixed box. For this reason it does
not use a Wegner estimate as in a Green’s functions multiscale analysis, it uses
instead a probability estimate for level spacing derived by Klein and Molchanov
from Minami’s estimate [KlM, Lemma 2].
A new feature provided by the eigensystem multiscale analysis is the labeling
of the eigenvalues and eigenfunctions by the sites of the box. We establish this
labeling by the multiscale analysis using an argument based on Hall’s Marriage
Theorem (e.g., [BuDM, Chapter 2]).
Our main result, stated in Theorem 1.6 can be loosely described as follows: If
ǫ ≪ 1, with high probability the eigenvalues and eigenfunctions of Hε,ω,ΛL , the
restriction of Hε,ω to a finite box ΛL of side L ≫ 1, can be labeled by the sites
of ΛL, i.e., they can be written in the form {(ϕx, λx)}x∈ΛL , with the eigenvalues{λx}x∈ΛL satisfying a level spacing condition, and the eigenfunctions {ϕx}x∈ΛL
exhibiting localization around the label, i.e., for all x ∈ ΛL we have
|ϕx(y)| ≤ e−mε‖y−x‖ for all y ∈ ΛL with ‖y − x‖ ≥ Lτ ,
where mε > 0 is nonrandom and 0 < τ < 1 is a fixed parameter.
Theorem 1.6 yields Anderson localization (pure point spectrum with exponen-
tially decaying eigenfunctions, dynamical localization) for Hε,ω. It is our hope that
the eigensystem multiscale analysis is a step towards developing new methods that
may be useful in the study of MBL.
We also investigate the connection between the eigensystem multiscale analysis
and the Green’s functions multiscale analysis. We show that the conclusions of the
Green’s functions multiscale analysis can be derived from the conclusions of the
eigensystem multiscale analysis. Conversely, we show that the conclusions of the
eigensystem multiscale analysis can be derived from the Green’s functions energy
interval multiscale analysis with the addition of the labeling argument based on
Hall’s Marriage Theorem we present in this paper.
The results in this paper concern localization for the Anderson model in the whole
spectrum, which in practice requires high disorder. For the Anderson model, the
Green’s function methods for proving localization can be applied in energy intervals,
and hence localization has also been proved at fixed disorder in an interval at the
edge of the spectrum (or, more generally, in the vicinity of a spectral gap), and
for a fixed interval of energies at the bottom of the spectrum for sufficiently high
disorder. (See, for example, [HoM, KSS, FK1, AiSFH, GK2, K, GK4, AiW]). In
a forthcoming paper [ElK], we generalize the version of the eigensystem multiscale
analysis presented in this paper to establish localization for the Anderson model
in an energy interval. This extension yields localization at fixed disorder on an
interval at the edge of the spectrum (or in the vicinity of a spectral gap), and at a
fixed interval at the bottom of the spectrum for sufficiently high disorder.
4 ALEXANDER ELGART AND ABEL KLEIN
Klein and Tsang [KlT] have used a bootstrap argument as in [GK1, Kl] to en-
hance the eigensystem multiscale analysis for the Anderson model at high disorder
developed in this paper. The only input required to initiate the eigensystem boot-
strap multiscale analysis is polynomial decay of the finite volume eigenfunctions for
sufficiently large scale with some minimal, scale-independent probability. It yields
a result analogous to (1.13) in Theorem 1.6, for all 0 < ξ < 1, with ε0 independent
of ξ.
Our main results and definitions are stated in Section 1. Theorem 1.6 is our
main result, the conclusions of the eigensystem multiscale analysis, which we prove
in Section 4. Theorem 1.7, derived from Theorem 1.6, encapsulates localization
for the Anderson model. Corollary 1.8 contains typical statements of Anderson
localization and dynamical localization. Theorem 1.7 and Corollary 1.8 are proven
in Section 5. In Section 2 we adapt an estimate for the probability of level spacing
derived by Klein and Molchanov (reviewed in Appendix B) to our setting. Section 3
contains definitions and lemmas required for the proof of the eigensystem multiscale
analysis given in Section 4. The connection with the Green’s functions multiscale
analysis is established in Section 6. Hall’s Marriage Theorem, used in Section 4 for
labeling eigenvalues and eigenfunctions, is reviewed in Appendix C.
1. Main results
We start by introducing the Anderson model in a convenient form.
Definition 1.1. The Anderson model is the random Schro¨dinger operator
Hε,ω := −ε∆+ Vω on ℓ2(Zd), (1.1)
where
(i) ∆ is the (centered) discrete Laplacian:
(∆ϕ)(x) :=
∑
y∈Zd
|y−x|=1
ϕ(y) for ϕ ∈ ℓ2(Zd). (1.2)
(ii) Vω is a random potential: Vω(x) = ωx for x ∈ Zd, where ω = {ωx}x∈Zd
is a family of independent identically distributed random variables, whose
common probability distribution µ is non-degenerate with bounded support.
We assume µ is Ho¨lder continuous of order α ∈ (12 , 1]:
Sµ(t) ≤ Ktα for all t ∈ [0, 1], (1.3)
where K is a constant and Sµ(t) := supa∈R µ {[a, a+ t]} is the concentra-
tion function of the measure µ.
(iii) ε > 0 is the reciprocal of the disorder parameter (i.e., 1
ε
is the disorder
parameter).
We recall that σ(−∆) = [−2d, 2d] and (see [K, Theorem 3.9])
σ(Hε,ω) = Σε := [−2εd, 2εd] + suppµ with probability one. (1.4)
By a discrete Schro¨dinger operator we will always mean an operator H = −ε∆+
V on ℓ2(Zd), where V is a bounded potential and ε ≥ 0.
We use the following definitions and notation:
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• If x = (x1, x2, . . . , xd) ∈ Rd, we set |x| = |x|2 =
(∑d
j=1 x
2
j
) 1
2
, |x|1 =∑d
j=1 |xj |, and ‖x‖ = |x|∞ = maxj=1,2,...,d |xj |. If x ∈ Rd and Ξ ⊂ Rd, we
set dist(x,Ξ) = infy∈Ξ ‖y − x‖. The diameter of a set Ξ ⊂ Rd is given by
diamΞ = supx,y∈Ξ ‖y − x‖.
• We consider Zd as a subset of Rd and use boxes in Zd centered at points
in Rd. The box in Zd of side L > 0 centered at x ∈ Rd is given by
ΛL(x) = Λ
R
L(x) ∩ Zd =
{
y ∈ Zd; ‖y − x‖ ≤ L2
} ⊂ Zd, (1.5)
where ΛRL(x) is the box in R
d of side L > 0 centered at x ∈ Rd, given by
ΛRL(x) =
{
y ∈ Rd; ‖y − x‖ ≤ L2
} ⊂ Rd. (1.6)
By a box ΛL we will mean a box ΛL(x) for some x ∈ Rd. Note that for all
scales L ≥ 2 and x ∈ Rd we have
(L− 2)d < (2 ⌊L2 ⌋)d ≤ |ΛL(x)| ≤ (2 ⌊L2 ⌋+ 1)d ≤ (L+ 1)d. (1.7)
• Given Φ ⊂ Θ ⊂ Zd, we consider ℓ2(Φ) ⊂ ℓ2(Θ) by extending functions on
Φ to functions on Θ that are identically 0 on Θ \ Φ. If ϕ is a function on
Θ, we write ϕΦ = χΦϕ. If Θ ⊂ Zd and ϕ ∈ ℓ2(Θ), we let ‖ϕ‖ = ‖ϕ‖2 and
‖ϕ‖∞ = maxy∈Θ |ϕ(y)|.
• We will work with finite volume operators. If K is a bounded operator on
ℓ2(Zd) and Θ ⊂ Zd, we let KΘ be the restriction of χΘKχΘ to ℓ2(Θ).
• By a constant we always mean a finite constant. We will use Ca,b,..., C′a,b,...,
C(a, b, . . .), etc., to denote a constant depending on the parameters a, b, . . ..
Note that Ca,b,... may denote different constants in different equations, and
even in the same equation.
• If E is an event, we denote its complementary event by Ec.
We fix ξ, ζ, β, τ ∈ (0, 1) and γ > 1 such that
0 < ξ < ζ < β <
1
γ
< 1 < γ <
√
ζ
ξ
and max
{
γβ, (γ−1)β+1
γ
}
< τ < 1, (1.8)
and note that
0 < ξ < ξγ2 < ζ < β <
τ
γ
<
1
γ
< τ < 1 <
1− β
τ − β < γ <
τ
β
. (1.9)
We also take
ζ˜ =
ζ + β
2
∈ (ζ, β) and τ˜ = 1 + τ
2
∈ (τ, 1). (1.10)
Given a scale L ≥ 1, we set
ℓ = L
1
γ (i.e., L = ℓγ), Lτ = ⌊Lτ⌋ , and Lτ˜ = ⌊Lτ˜⌋.
The following definitions are for a fixed discrete Schro¨dinger operator Hε. We
omit ε from the notation (i.e., we write H for Hε, HΘ for Hε,Θ) when it does not
lead to confusion.
Definition 1.2. Given Θ ⊂ Zd, we call (ϕ, λ) an eigenpair for HΘ if ϕ ∈ ℓ2(Θ)
with ‖ϕ‖ = 1, λ ∈ R, and HΘϕ = λϕ. (In other words, λ is an eigenvalue for HΘ
and ϕ is a corresponding normalized eigenfunction.) A collection {(ϕj , λj)}j∈J of
eigenpairs for HΘ will be called an eigensystem for HΘ if {ϕj}j∈J is an orthonormal
basis for ℓ2(Θ). If all eigenvalues of HΘ are simple, we can rewrite the eigensystem
as {(ψλ, λ)}λ∈σ(HΘ).
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Definition 1.3. Let ΛL be a box, x ∈ ΛL, and m > 0. Then ϕ ∈ ℓ2(ΛL) is said to
be (x,m)-localized if ‖ϕ‖ = 1 and
|ϕ(y)| ≤ e−m‖y−x‖ for all y ∈ ΛL with ‖y − x‖ ≥ Lτ . (1.11)
In particular,
|ϕ(y)| ≤ emLτ e−m‖y−x‖ for all y ∈ ΛL. (1.12)
Definition 1.4. Let R > 0. A finite set Θ ⊂ Zd will be called R-level spacing for
H if |σ(HΘ)| = |Θ| (i.e., all eigenvalues of HΘ are simple) and |λ− λ′| ≥ e−Rβ for
all λ, λ′ ∈ σ(HΘ), λ 6= λ′.
In the special case when Θ is a box ΛL and R = L, we will simply say that ΛL
is level spacing for H.
Definition 1.5. Let m > 0. A box ΛL will be called m-localizing for H if the
following holds:
(i) ΛL is level spacing for H.
(ii) There exists an m-localized eigensystem for HΛL , that is, an eigensystem
{(ϕx, λx)}x∈ΛL for HΛL such that ϕx is (x,m)-localized for all x ∈ ΛL.
The eigensystem multiscale analysis yields the following theorem.
Theorem 1.6. Let Hε,ω be an Anderson model. There exists a finite scale L0 such
that for all 0 < ε ≤ ε0 = 14de−L
β
0 we have
inf
x∈Rd
P
{
ΛL(x) is
mε,L0
4 -localizing for Hε,ω
} ≥ 1− e−Lξ for all L ≥ Lγ0 , (1.13)
where
mε,L = log
(
1 + e
−Lβ
2dε
)
for ε > 0 and L ≥ 1. (1.14)
Note that for 0 < ε ≤ ε0 = 14de−L
β
0 we have
mε,L0 = log
(
1 + 2ε0
ε
) ≥ log 3. (1.15)
Theorem 1.6 is proved in Section 4. It yields all the usual forms of localization.
To see this we need to introduce some notation and definitions. We fix ν > d2 ,
which will be usually omitted from the notation. Given a ∈ Zd, we let Ta be the
operator on ℓ2(Zd) given by multiplication by the function Ta(x) := 〈x−a〉ν , where
〈x〉 =
(
1 + ‖x‖2
) 1
2
. Note that ‖TaT−1b ‖ ≤ 2
ν
2 〈a− b〉ν since 〈a+ b〉 ≤ √2〈a〉〈b〉.
A function ψ : Zd → C will be called a ν-generalized eigenfunction for the discrete
Schro¨dinger operator Hε if ψ is a generalized eigenfunction as in Definition 3.1
and
∥∥T−10 ψ∥∥ < ∞. (Note ∥∥T−10 ψ∥∥ < ∞ if and only if ∥∥T−1a ψ∥∥ < ∞ for all
a ∈ Zd.) We let Vε(λ) denote the collection of ν-generalized eigenfunctions for Hε
with generalized eigenvalue λ ∈ R. (We will usually drop ν from the notation.)
Given λ ∈ R and a, b ∈ Zd, we set
W
(a)
ε,λ (b) :=
{
supψ∈Vε(λ)
|ψ(b)|
‖T−1a ψ‖
if Vε(λ) 6= ∅
0 otherwise
. (1.16)
Note that for a, b, c ∈ Zd we have
W
(a)
ε,λ (a) ≤ 1, W (a)ε,λ (b) ≤ 〈b − a〉ν , and W (a)ε,λ (c) ≤ 2
ν
2 〈b − a〉νW (b)ε,λ(c). (1.17)
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The following theorem, derived from Theorem 1.6, encapsulates localization for
the Anderson model.
Theorem 1.7. Suppose Theorem 1.6 holds for an Anderson model Hε,ω, let L0 be
the scale given in Theorem 1.6, and let ε0 =
1
4de
−Lβ0 . There exists a finite scale
L1 such that, given L1 ≤ ℓ ∈ 2N and a ∈ Zd, then for all 0 < ε ≤ ε0, setting
mε =
mε,L0
4 ≥ log 34 , there exists an event Yε,ℓ,a with the following properties:
(i) Yε,ℓ,a depends only on the random variables {ωx}x∈Λ5ℓ(a), and
P {Yε,ℓ,a} ≥ 1− Cε0e−ℓ
ξ
. (1.18)
(ii) If ω ∈ Yε,ℓ,a, for all λ ∈ R we have that
max
b∈Λ ℓ
3
(a)
W
(a)
ε,ω,λ(b) > e
− 14mεℓ =⇒ max
y∈Aℓ(a)
W
(a)
ε,ω,λ(y) ≤ e−
7
132mε‖y−a‖, (1.19)
where
Aℓ(a) :=
{
y ∈ Zd; 87ℓ ≤ ‖y − a‖ ≤ 3314ℓ
}
. (1.20)
In particular, for all ω ∈ Yε,ℓ,a and λ ∈ R we have
W
(a)
ε,ω,λ(a)W
(a)
ε,ω,λ(y) ≤ e−
7
132mε‖y−a‖ for all y ∈ Aℓ(a). (1.21)
Theorem 1.7 implies Anderson localization and dynamical localization, and more,
as shown in [GK3, GK4]. In particular, we get the following corollary.
Corollary 1.8. Let Hε,ω be an Anderson model, and suppose Theorem 1.7 holds.
Then for 0 < ε ≤ ε0 the following holds with probability one:
(i) Hε,ω has pure point spectrum.
(ii) If ψλ is an eigenfunction of Hε,ω with eigenvalue λ, then ψλ is exponen-
tially localized with rate of decay 7132mε, more precisely,
|ψλ(x)| ≤ Cε,ω,λ
∥∥T−10 ψ∥∥ e− 7132mε‖x‖ for all x ∈ Rd. (1.22)
(iii) For all λ ∈ R and x, y ∈ Zd we have
W
(x)
ε,ω,λ(x)W
(x)
ε,ω,λ(y) ≤ Cε,mε,ω,νe(
4
33+ν)mε(2d log〈x〉)
1
ξ
e−
7
132mε‖y−x‖. (1.23)
(iv) For all λ ∈ R and ψ ∈ χ{λ}(Hε,ω), we have
|ψ(x)| |ψ(y)| ≤ Cε,mε,ω,ν
∥∥T−10 ψ∥∥2 〈x〉2νe( 433+ν)mε(2d log〈x〉) 1ξ e− 7132mε‖y−x‖, (1.24)
for all x, y ∈ Zd.
(v) For all λ ∈ R there exists xλ = xε,ω,λ ∈ Zd, such that for ψ ∈ χ{λ}(Hε,ω)
we have
|ψ(x)| ≤ Cε,mε,ω,ν
∥∥T−1xλ ψ∥∥ e( 433+ν)mε(2d log〈xλ〉) 1ξ e− 7132mε‖x−xλ‖ (1.25)
≤ 2 ν2Cε,mε,ω,ν
∥∥T−10 ψ∥∥ 〈xλ〉νe( 433+ν)mε(2d log〈xλ〉) 1ξ e− 7132mε‖x−xλ‖,
for all x ∈ Zd.
In Corollary 1.8, (i) and (ii) are statements of Anderson localization, (iii) and (iv)
are statements of dynamical localization ((iv) is called SUDEC (summable uniform
decay of eigenfunction correlations) in [GK3]), and (v) is SULE (semi-uniformly
localized eigenfunctions; see [DJLS1, DJLS2]).
We can also derive statements of localization in expectation, as in [GK3, GK4].
Theorem 1.7 and Corollary 1.8 are proven in Section 5.
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2. Probability estimate for level spacing
We adapt a probabilistic estimate of Klein and Molchanov [KlM, Lemma 2] to
our setting. (This estimate is reviewed in Appendix B.)
If J ⊂ R, we set diam J = sups,t∈J |s− t|.
Lemma 2.1. Let Hε,ω be an Anderson model as in Definition 1.1. Let Θ ⊂ Zd
and L > 1. Then, for all 0 < ε ≤ ε0,
P {Θ is L-level spacing for Hε,ω} ≥ 1− Yε0e−(2α−1)L
β |Θ|2 . (2.1)
where
Yε0 = 2
2α−1K˜2 (diam suppµ+ 2dε0 + 1) , (2.2)
with K˜ = K if α = 1 and K˜ = 8K if α ∈ (12 , 1).
In the special case of a box ΛL, we have
P {ΛL is level spacing for H} ≥ 1− Yε0 (L+ 1)2d e−(2α−1)L
β
. (2.3)
Proof. Recalling (1.4), we have
Σε ⊂ Iε := [inf Σε, supΣε] and |Iε| = diamsuppµ+ 2dε. (2.4)
Thus, it follows from Lemma B.1 that
P {Θ is L-level spacing for H} (2.5)
≥ 1− 22α−1K˜2 (diam suppµ+ 2dε+ 1) e−(2α−1)Lβ |Θ|2 .

3. Preparation for the multiscale analysis
We consider a fixed discrete Schro¨dinger operator H = −ε∆ + V on ℓ2(Zd),
where V is a bounded potential and 0 < ε ≤ ε0 for a fixed ε0.
3.1. Subsets and boundaries. Let Φ ⊂ Θ ⊂ Zd. We set the boundary, exterior
boundary, and interior boundary of Φ relative to Θ, respectively, by
∂
ΘΦ = {(u, v) ∈ Φ× (Θ \ Φ) ; |u− v| = 1} , (3.1)
∂ΘexΦ =
{
v ∈ (Θ \ Φ) ; (u, v) ∈ ∂ΘΦ for some u ∈ Φ
}
,
∂ΘinΦ =
{
u ∈ Φ; (u, v) ∈ ∂ΘΦ for some v ∈ Θ \ Φ
}
.
We have
HΘ = HΦ ⊕HΘ\Φ + εΓ∂ΘΦ on ℓ2(Θ) = ℓ2(Φ)⊕ ℓ2(Θ \ Φ), (3.2)
where Γ∂ΘΦ(u, v) =
{
−1 if either (u, v) or (v, u) ∈ ∂ΘΦ
0 otherwise
. (3.3)
Given a box ΛL ⊂ Θ ⊂ Zd, for each v ∈ ∂ΘexΛL there exists a unique vˆ ∈ ∂ΘinΛL
such that (vˆ, v) ∈ ∂ΘΛL, which implies
∣∣∂ΘexΛL∣∣ = ∣∣∣∂ΘΛL∣∣∣. Given v ∈ Θ, we define
vˆ as above if v ∈ ∂ΘexΛL, and set vˆ = v otherwise. For L ≥ 2 we have∣∣∂ΘinΛL∣∣ ≤ ∣∣∂ΘexΛL∣∣ = ∣∣∣∂ΘΛL∣∣∣ ≤ sdLd−1, where sd = 2dd. (3.4)
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Let Ψ ⊂ Θ ⊂ Zd. Given t ≥ 1, we set
ΨΘ,t = {y ∈ Ψ; Λ2t(y) ∩Θ ⊂ Ψ} = {y ∈ Ψ; dist (y,Θ \Ψ) > ⌊t⌋} ,
∂Θ,tin Ψ = Ψ \ΨΘ,t = {y ∈ Ψ; dist (y,Θ \Ψ) ≤ ⌊t⌋} , (3.5)
∂Θ,tΨ = ∂Θ,tin Ψ ∪ ∂ΘexΨ.
Note that ΨΘ,t = ΨΘ,⌊t⌋. For a box ΛL(x) ⊂ Θ ⊂ Zd we write ΛΘ,tL (x) =
(ΛL(x))
Θ,t
. We also set ΛtL(x) = Λ
Z
d,t
L (x).
3.2. Generalized eigenfunctions.
Definition 3.1. Given Θ ⊂ Zd, a function ψ : Θ → C is called a generalized
eigenfunction for HΘ with generalized eigenvalue λ ∈ R if ψ is not identically zero
and
− ε
∑
y∈Θ
|y−x|=1
ψ(y) + (V (x)− λ)ψ(x) = 0 for all x ∈ Θ, (3.6)
or, equivalently,
〈(HΘ − λ)ϕ, ψ〉 = 0 for all ϕ ∈ ℓ2(Θ) with finite support. (3.7)
In this case we call (ψ, λ) a generalized eigenpair for HΘ.
If ψ ∈ ℓ2(Θ), ψ is an eigenfunction for HΘ with eigenvalue λ. If Θ is finite
there is no difference between generalized eigenfunctions and eigenfunctions. For
arbitrary Θ the difference is that we do not require generalized eigenfunctions to
be in ℓ2(Θ), we only require the pointwise equality in (3.7).
3.3. Eigenpairs and eigensystems. Let Θ ⊂ Zd and consider an eigensystem
{(ϕj , λj)}j∈J for HΘ. We have
δy =
∑
j∈J
ϕj(y)ϕj for all y ∈ Θ, (3.8)
ψ(y) = 〈δy, ψ〉 =
∑
j∈J
ϕj(y) 〈ϕj , ψ〉 for all ψ ∈ ℓ2(Θ) and y ∈ Θ. (3.9)
Lemma 3.2. Let Φ ⊂ Θ ⊂ Zd and suppose (ϕ, λ) is an eigenpair for HΦ. Then
((HΘ − λ)ϕ) (y) = ε
∑
y′∈∂ΘinΦ|y′−y|=1
ϕ(y′)
χ∂ΘexΦ(y) for all y ∈ Θ. (3.10)
Moreover, we have
dist (λ, σ(HΘ)) ≤ ‖(HΘ − λ)ϕ‖ ≤ (2d− 1)ε
∣∣∂ΘexΦ∣∣ 12 ∥∥∥ϕ∂ΘinΦ∥∥∥∞ . (3.11)
In the special case when Φ is a box ΛL, we have
((HΘ − λ)ϕ) (y) = εϕ(yˆ)χ∂ΘexΛL(y) for all y ∈ Θ, (3.12)
and
dist (λ, σ(HΘ)) ≤ ‖(HΘ − λ)ϕ‖ ≤ ε√sd L d−12
∥∥∥ϕ∂ΘinΛL∥∥∥∞ . (3.13)
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Proof. We have
((HΘ − λ)ϕ) (y) =

0 if y ∈ Φ
ε
∑
y′∈∂ΘinΦ|y′−y|=1
ϕ(y′) if y ∈ ∂ΘexΦ
0 if y ∈ Θ \ (Φ ∪ ∂ΘexΦ)
, (3.14)
which is the same as (3.10). It follows that
|((HΘ − λ)ϕ) (y)| ≤ (2d− 1)εχ∂ΘexΦ(y)
∥∥∥ϕ∂ΘinΦ∥∥∥∞ for all y ∈ Θ, (3.15)
which yields (3.11). 
Lemma 3.3. Let Θ ⊂ Zd and 0 < 4δ < η. Suppose:
(i) µ is a simple eigenvalue of HΘ with normalized eigenfunction ψµ, with
dist (µ, σ(HΘ) \ {µ}) ≥ η.
(ii) ‖(HΘ − λ)ϕ‖ ≤ δ, where ϕ ∈ ℓ2(Θ) with ‖ϕ‖ = 1 and λ ∈ R with |λ− µ| ≤
δ.
Define ϕ⊥ by ϕ = 〈ψµ, ϕ〉ψµ + ϕ⊥. Then we have
|〈ψµ, ϕ〉|2 ≥ 1− 2δ
2
η2
and
∥∥ϕ⊥∥∥ ≤ √2δ
η
. (3.16)
Moreover, if we set ϕ̂ = ϑϕ, where ϑ ∈ C with |ϑ| = 1 is chosen so
〈ψµ, ϕ̂〉 = |〈ψµ, ϕ〉| > 0, (3.17)
we have
‖ϕ̂− ψµ‖ ≤ 3δ
2η
<
2δ
η
. (3.18)
Proof. We have
ϕ = ϕµ + ϕ
⊥, where ϕµ = 〈ψµ, ϕ〉ψµ and
〈
ψµ, ϕ
⊥
〉
= 0. (3.19)
Thus
(HΘ − λ)ϕ = (µ− λ)ϕµ + (HΘ − λ)ϕ⊥, (3.20)
and ∥∥(HΘ − λ)ϕ⊥∥∥ ≥ ∥∥(HΘ − µ)ϕ⊥∥∥− ∥∥(µ− λ)ϕ⊥∥∥ (3.21)
≥ (η − |µ− λ|)∥∥ϕ⊥∥∥ ,
which gives
δ2 ≥ ‖(HΘ − λ)ϕ‖2 = (µ− λ)2 ‖ϕµ‖2 +
∥∥(HΘ − λ)ϕ⊥∥∥2 (3.22)
≥ (µ− λ)2 ‖ϕµ‖2 + (η − |µ− λ|)2
∥∥ϕ⊥∥∥2
= (µ− λ)2
(
1− ∥∥ϕ⊥∥∥2)+ (η − |µ− λ|)2 ∥∥ϕ⊥∥∥2
= (µ− λ)2 +
(
(η − |µ− λ|)2 − (µ− λ)2
) ∥∥ϕ⊥∥∥2
= (µ− λ)2 + (η2 − 2η |µ− λ|) ∥∥ϕ⊥∥∥2,
and we conclude, using 4δ < η, that∥∥ϕ⊥∥∥2 ≤ δ2 − (µ− λ)2
η2 − 2 |µ− λ| η ≤
δ2
η (η − 2δ) ≤
2δ2
η2
, so |〈ψµ, ϕ〉|2 ≥ 1− 2δ
2
η2
. (3.23)
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It follows that, if we set set ϕ̂ = ϑϕ, where ϑ ∈ C with |ϑ| = 1 is chosen so
〈ψµ, ϕ̂〉 > 0, we have
‖ϕ̂− ψµ‖2 = |1− 〈ψµ, ϕ̂〉|2 +
∥∥ϕ⊥∥∥2 = |1− |〈ψµ, ϕ〉||2 + ∥∥ϕ⊥∥∥2 (3.24)
≤
∣∣∣∣∣1−
(
1− 2δ
2
η2
) 1
2
∣∣∣∣∣
2
+
2δ2
η2
≤ 9δ
2
4η2
,
where we have used 1− (1− x) 12 ≤ x for x ∈ [0, 1] and 4δ < η. 
3.4. Localizing boxes.
Lemma 3.4. Let ΛL be a box, x ∈ ΛL, m ≥ m− > 0, and suppose ϕ ∈ ℓ2(ΛL)
is an (x,m)-localized eigenfunction of HΛL with eigenvalue λ ∈ R. Then for all
subsets ΛL ⊂ Θ ⊂ Zd such that x ∈ ΛΘ,LτL we have
dist (λ, σ(HΘ)) ≤ ‖(HΘ − λ)ϕ‖ ≤ e−m1Lτ , (3.25)
for L ≥ L(d,m−, ε0), where
m1 = m1(L) ≥ m
(
1− Cd,m−,ε0 logLLτ
)
. (3.26)
Proof. Since x ∈ ΛΘ,LτL , we have dist
(
x, ∂ΘinΛL
) ≥ Lτ , so it follows from (3.13) in
Lemma 3.2 that
‖(HΘ − λ)ϕ‖ ≤ ε√sdL d−12
∥∥∥ϕ∂ΘinΛL∥∥∥∞ ≤ ε0√sdL d−12 e−mLτ ≤ e−m1Lτ , (3.27)
where m1 is as in (3.26). 
Lemma 3.5. Let Θ ⊂ Zd, fix m− > 0, and let m ≥ m−. Let ψ : Θ → C be a
generalized eigenfunction for HΘ with generalized eigenvalue λ ∈ R. Consider a box
Λℓ ⊂ Θ such that Λℓ is m-localizing with an m-localized eigensystem {ϕu, νu}u∈Λℓ ,
and suppose
|λ− νu| ≥ 12e−L
β
for all u ∈ ΛΘ,ℓτℓ . (3.28)
Then the following holds for sufficiently large L:
(i) If y ∈ ΛΘ,2ℓτℓ we have
|ψ(y)| ≤ e−m2ℓτ |ψ(y1)| for some y1 ∈ ∂Θ,2ℓτΛℓ, (3.29)
where
m2 = m2(ℓ) ≥ m
(
1− Cd,m−,ε0ℓγβ−τ
)
. (3.30)
(ii) If y ∈ ΛΘ,2ℓτ˜ℓ we have
|ψ(y)| ≤ e−m3‖y2−y‖ |ψ(y2)| for some y2 ∈ ∂Θ,ℓτ˜Λℓ, so ‖y2 − y‖ > ℓτ˜ , (3.31)
where
m3 = m3(ℓ) ≥ m
(
1− Cd,m−,ε0ℓ
τ−1
2
)
. (3.32)
Proof. Given y ∈ Λℓ, we have (see (3.9) and (3.5))
ψ(y) =
∑
u∈Λℓ
ϕu(y) 〈ϕu, ψ〉 =
∑
u∈ΛΘ,ℓτ
ℓ
ϕu(y) 〈ϕu, ψ〉+
∑
u∈∂Θ,ℓτin Λℓ
ϕu(y) 〈ϕu, ψ〉 .
(3.33)
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Let us fix u ∈ ΛΘ,ℓτℓ . We have |λ− νu| ≥ 12e−L
β
by (3.28). Since Λℓ is finite,
(3.7) gives
〈ϕu, ψ〉 = (λ− νu)−1 〈(HΘ − νu)ϕu, ψ〉 . (3.34)
It follows from (3.12) that
|ϕu(y) 〈ϕu, ψ〉| ≤ 2eLβε
∑
v∈∂ΘexΛℓ
|ϕu(y)ϕu(vˆ)| |ψ(v)| . (3.35)
If v′ ∈ ∂ΘinΛℓ, we have ‖v′ − u‖ ≥ ℓτ , so it follows from (1.11) that
|ϕu(v′)| ≤ e−m‖v
′−u‖ ≤ e−mℓτ . (3.36)
Since ‖ϕu‖ = 1, we get from (3.35) that
|ϕu(y) 〈ϕu, ψ〉| ≤ 2εeLβe−mℓτ
∑
v∈∂ΘexΛℓ
|ψ(v)| ≤ 2εeLβsdℓd−1e−mℓτ |ψ(v1)| , (3.37)
for some v1 ∈ ∂ΘexΛℓ. It follows that∣∣∣∣∣∣
∑
u∈ΛΘ,ℓτ
ℓ
ϕu(y) 〈ϕu, ψ〉
∣∣∣∣∣∣ ≤ 2εsdeLβℓ2d−1e−mℓτ |ψ(v2)| (3.38)
for some v2 ∈ ∂ΘexΛℓ.
Let y ∈ ΛΘ,2ℓτℓ . If u ∈ ∂Θ,ℓτin Λℓ we have ‖u− y‖ ≥ 2ℓτ − ℓτ = ℓτ , so (1.11) gives
|ϕu(y)| ≤ e−m‖u−y‖ ≤ e−mℓτ , and thus∣∣∣∣∣∣
∑
u∈∂Θ,ℓτin Λℓ
ϕu(y) 〈ϕu, ψ〉
∣∣∣∣∣∣ ≤ ℓde−mℓτ ‖ψχΛℓ‖ ≤ ℓ 3d2 e−mℓτ |ψ(v3)| (3.39)
for some v3 ∈ Λℓ. Combining (3.33), (3.38), and (3.39), we get (ℓ large)
|ψ(y)| ≤ (1 + ε0)eLβℓ2de−mℓτ |ψ(y1)| ≤ e−m2ℓτ |ψ(y1)| . (3.40)
for some y1 ∈ Λℓ ∪ ∂ΘexΛℓ, where m2 is given in (3.30). (Note τ > γβ.) If y1 ∈
∂Θ,2ℓτΛℓ we have (3.29). If not, we repeat the procedure to estimate |ψ(y1)|. Since
we can suppose ψ(y) 6= 0 without loss of generality, it is clear that the procedure
must stop after finitely many times, and at that time we must have (3.29).
Now let y ∈ ΛΘ,ℓτ˜ℓ , so ‖y − v′‖ ≥ ℓτ˜ for v′ ∈ ∂ΘinΛℓ. Thus for u ∈ ΛΘ,ℓτℓ and
v′ ∈ ∂ΘinΛℓ we have
|ϕu(y)ϕu(v′)| ≤
{
e−m(‖y−u‖+‖v′−u‖) ≤ e−m‖v′−y‖ if ‖y − u‖ ≥ ℓτ
e−m(‖v′−u‖) ≤ e−m′1‖v′−y‖ if ‖y − u‖ < ℓτ
, (3.41)
where
m′1 ≥ m(1 − 2ℓτ−τ˜) = m(1 − 2ℓ
τ−1
2 ), (3.42)
since for ‖y − u‖ < ℓτ we have
‖v′ − u‖ ≥ ‖v′ − y‖ − ‖y − u‖ ≥ ‖v′ − y‖ − ℓτ ≥ ‖v′ − y‖
(
1− ℓτ
ℓτ˜
)
. (3.43)
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Combining (3.35) and (3.41), we get
|ϕu(y) 〈ϕu, ψ〉| ≤ 2εeLβ
∑
v∈∂ΘexΛℓ
e−m
′
1(‖v−y‖−1) |ψ(v)| (3.44)
≤ 2εeLβsdℓd−1 e−m′1(‖v1−y‖−1) |ψ(v1)| ≤ e−m′2‖v1−y‖ |ψ(v1)|
for some v1 ∈ ∂ΘexΛℓ, where
m′2 ≥ m′1
(
1− Cd,m−,ε0ℓγβ−τ˜
)
≥ m
(
1− Cd,m−,ε0ℓ
τ−1
2
)
, (3.45)
where we used ‖v1 − y‖ ≥ ℓτ˜ and τ˜ > τ > γβ. It follows that∣∣∣∣∣∣
∑
u∈ΛΘ,ℓτ
ℓ
ϕu(y) 〈ϕu, ψ〉
∣∣∣∣∣∣ ≤ ℓde−m′2‖v2−y‖ |ψ(v2)| ≤ e−m′3‖v2−y‖ |ψ(v2)| (3.46)
for some v2 ∈ ∂ΘexΛℓ, where
m′3 ≥ m′2
(
1− Cd,m−,ε0 log ℓℓτ˜
)
≥ m
(
1− Cd,m−,ε0ℓ
τ−1
2
)
. (3.47)
If u ∈ ∂Θ,ℓτin Λℓ we must have ‖u− y‖ ≥ ℓτ˜ − ℓτ > 12ℓτ˜ , so (1.11) gives |ϕu(y)| ≤
e−m‖u−y‖ and, using (1.12) for ϕu, we get
|〈ϕu, ψ〉| =
∣∣∣∣∣∑
v∈Λℓ
ϕu(v)ψ(v)
∣∣∣∣∣ ≤ ∑
v∈Λℓ
e−m(‖v−u‖−ℓτ ) |ψ(v)| , (3.48)
so we conclude that
|ϕu(y) 〈ϕu, ψ〉| ≤
∑
v∈Λℓ
e−m(‖u−y‖−ℓτ+‖v−u‖) |ψ(v)| (3.49)
≤ (ℓ + 1)de−m(‖u−y‖−ℓτ )−m‖v3−u‖ |ψ(v3)|
≤ e−m′4‖u−y‖−m‖v3−u‖ |ψ(v3)|
≤ e−m′4max{‖v3−y‖,‖u−y‖} |ψ(v3)| ≤ e−m
′
4max{‖v3−y‖, 12 ℓτ˜} |ψ(v3)| ,
for some v3 ∈ Λℓ, where we used ‖u− y‖ ≥ 12ℓτ˜ and took
m′4 ≥ m(1− Cd,m−ℓ
τ−1
2 ). (3.50)
It follows that∣∣∣∣∣∣
∑
u∈∂Θ,ℓτin Λℓ
ϕu(y) 〈ϕu, ψ〉
∣∣∣∣∣∣ ≤ ℓde−m′4max{‖v3−y‖, 12 ℓτ˜} |ψ(v3)| (3.51)
≤ e−m′5max{‖v3−y‖, 12 ℓτ˜} |ψ(v3)|
for some v3 ∈ Λℓ, where
m′5 ≥ m′4(1 − Cd,m− (log ℓ) ℓ−τ˜ ) ≥ m(1− Cd,m−ℓ
τ−1
2 ). (3.52)
Combining (3.33), (3.46), and (3.51), we get
|ψ(y)| ≤ e−m3max{‖y1−y‖, 12 ℓτ˜} |ψ(y1)| for some y1 ∈ Λℓ ∪ ∂ΘexΛℓ, (3.53)
where m3 is given in (3.32).
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If in (3.53) we get y1 /∈ ∂Θ,ℓτ˜Λℓ we repeat the procedure to estimate |ψ(y1)|.
Since we can suppose ψ(y) 6= 0 without loss of generality, the procedure must stop
after finitely many times, and at that time we must have
|ψ(y)| ≤ e−m3max{‖y˜−y‖, 12 ℓτ˜} |ψ(y˜)| for some y˜ ∈ ∂Θ,ℓτ˜Λℓ. (3.54)
If y ∈ ΛΘ,2ℓτ˜ℓ , (3.31) is an immediate consequence of (3.54). 
Lemma 3.6. Let the finite set Θ ⊂ Zd be L-level spacing for H, and let {(ψλ, λ)}λ∈σ(HΘ)
be an eigensystem for HΘ.
Then the following holds for sufficiently large L:
(i) Let Λℓ(a) ⊂ Θ, where a ∈ Rd, be an m-localizing box with an m-localized
eigensystem
{
(ϕ
(a)
x , λ
(a)
x )
}
x∈Λℓ(a)
.
(a) There exists an injection
x ∈ ΛΘ,ℓτℓ (a) 7→ λ˜(a)x ∈ σ(HΘ), (3.55)
such that for all x ∈ ΛΘ,ℓτℓ (a) we have∣∣∣λ˜(a)x − λ(a)x ∣∣∣ ≤ e−m1ℓτ , with m1 = m1(ℓ) as in (3.26), (3.56)
and, redefining each ϕ
(a)
x by multiplying it by a suitable phase factor
(as in (3.17)),∥∥∥ψ
λ˜
(a)
x
− ϕ(a)x
∥∥∥ ≤ 2e−m1ℓτ eLβ . (3.57)
(b) Let
σ{a}(HΘ) :=
{
λ˜(a)x ; x ∈ ΛΘ,ℓτℓ (a)
}
. (3.58)
Then for λ ∈ σ{a}(HΘ) we have
|ψλ(y)| ≤ 2e−m1ℓτ eLβ for all y ∈ Θ \ Λℓ(a). (3.59)
(c) If λ ∈ σ(HΘ) \ σ{a}(HΘ), we have∣∣∣λ− λ(a)x ∣∣∣ ≥ 12e−Lβ for all x ∈ ΛΘ,ℓτℓ (a), (3.60)
and
|ψλ(y)| ≤ e−m2ℓτ for y ∈ ΛΘ,2ℓτℓ (a), with m2 = m2(ℓ) as in (3.30). (3.61)
Moreover, if y ∈ ΛΘ,2ℓτ˜ℓ (a) we have
|ψλ(y)| ≤ e−m3‖y1−y‖ |ψλ(y1)| for some y1 ∈ ∂Θ,ℓτ˜Λℓ(a), (3.62)
with m3 = m3(ℓ) as is in (3.32).
(ii) Let {Λℓ(a)}a∈G, where G ⊂ Rd and Λℓ(a) ⊂ Θ for all a ∈ G, be a collection
of m-localizing boxes with m-localized eigensystems
{
(ϕ
(a)
x , λ
(a)
x )
}
x∈Λℓ(a)
,
and set
EΘG (λ) =
{
λ(a)x ; a ∈ G, x ∈ ΛΘ,ℓτℓ (a), and λ˜(a)x = λ
}
for λ ∈ σ(HΘ), (3.63)
σG(HΘ) =
{
λ ∈ σ(HΘ); EΘG (λ) 6= ∅
}
=
⋃
a∈G σ{a}(HΘ).
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(a) Let a, b ∈ G, a 6= b, Then, for x ∈ ΛΘ,ℓτℓ (a) and y ∈ ΛΘ,ℓτℓ (b),
λ(a)x , λ
(b)
y ∈ EΘG (λ) =⇒ ‖x− y‖ < 2ℓτ . (3.64)
As a consequence,
Λℓ(a) ∩ Λℓ(b) = ∅ =⇒ σ{a}(HΘ) ∩ σ{b}(HΘ) = ∅. (3.65)
(b) If λ ∈ σG(HΘ), we have
|ψλ(y)| ≤ 2e−m1ℓτ eLβ for all y ∈ Θ \ΘG , where ΘG :=
⋃
a∈G
Λℓ(a). (3.66)
(c) If λ ∈ σ(HΘ) \ σG(HΘ), we have
|ψλ(y)| ≤ e−m2ℓτ for all y ∈ ΘG,τ :=
⋃
a∈G
ΛΘ,2ℓτℓ (a). (3.67)
(d) If |Θ| ≤ (L+ 1)d, it follows that
|ΘG,τ | ≤ |σG(HΘ)| ≤ |ΘG | . (3.68)
Proof. Let Λℓ(a) ⊂ Θ, where a ∈ Rd, be a m-localizing box with an m-localized
eigensystem
{
(ϕ
(a)
x , λ
(a)
x )
}
x∈Λℓ(a)
. Given x ∈ ΛΘ,ℓτℓ (a), the existence of λ˜(a)x ∈
σ(HΘ) satisfying (3.56) follows from Lemma 3.4. Uniqueness follows from the
fact that Θ is L-level spacing and γβ < τ . In addition, note that λ˜
(a)
x 6= λ˜(a)y if
x, y ∈ ΛΘ,ℓτℓ (a), x 6= y, because in this case we have∣∣∣λ˜(a)x − λ˜(a)y ∣∣∣ ≥ ∣∣∣λ(a)x − λ(a)y ∣∣∣−∣∣∣λ˜(a)x − λ(a)x ∣∣∣−∣∣∣λ˜(a)y − λ(a)y ∣∣∣ ≥ e−ℓβ−2e−m1ℓτ ≥ 12e−ℓβ ,
(3.69)
Λℓ(a) is level spacing for H , and β < τ . Moreover, it follows from Lemma 3.3 that,
after multiplying ϕ
(a)
x by a phase factor if necessary, we have (3.57).
If λ ∈ σ{a}(HΘ) , we have λ = λ˜(a)x for some x ∈ ΛΘ,ℓτℓ (a), so (3.59) follows from
(3.57) as ϕ
(a)
x (y) = 0 for all y ∈ Θ \ Λℓ(a).
Let λ ∈ σ(HΘ) \ σ{a}(HΘ). Then for all x ∈ ΛΘ,ℓτℓ (a) we have∣∣∣λ− λ(a)x ∣∣∣ ≥ ∣∣∣λ− λ˜(a)x ∣∣∣ − ∣∣∣λ˜(a)x − λ(a)x ∣∣∣ ≥ e−Lβ − e−m1ℓτ ≥ 12e−Lβ , (3.70)
since Θ is L-level spacing for H , we have (3.56), and γβ < τ . Thus (3.61) follows
from Lemma 3.5(i) and ‖ψλ‖ = 1, and (3.62) follows from Lemma 3.5(ii).
Now let {Λℓ(a)}a∈G , where G ⊂ Rd and Λℓ(a) ⊂ Θ for all a ∈ G, be a collection
of m-localizing boxes with m-localized eigensystems
{
(ϕ
(a)
x , λ
(a)
x )
}
x∈Λℓ(a)
. Let λ ∈
σ(HΘ), a, b ∈ G, a 6= b, x ∈ ΛΘ,ℓτℓ (a), and y ∈ ΛΘ,ℓτℓ (b). Suppose λ(a)x , λ(b)y ∈ EΘG (λ),
where EΘG (λ) is given in (3.63). It then follows from (3.57) that∥∥∥ϕ(a)x − ϕ(b)y ∥∥∥ ≤ 4e−m1ℓτ eLβ , (3.71)
so ∣∣∣〈ϕ(a)x , ϕ(b)y 〉∣∣∣ ≥ ℜ〈ϕ(a)x , ϕ(b)y 〉 ≥ 1− 8e−2m1ℓτ e2Lβ . (3.72)
On the other hand, it follows from (1.11) that
‖x− y‖ ≥ 2ℓτ =⇒
∣∣∣〈ϕ(a)x , ϕ(b)y 〉∣∣∣ ≤ (ℓ+ 1)de−mℓτ .
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Combining (3.72) and (3.73) we conclude that
λ(a)x , λ
(b)
y ∈ EΘG (λ) =⇒ ‖x− y‖ < 2ℓτ . (3.74)
To prove (3.65), let a, b ∈ G, a 6= b. If Λℓ(a) ∩ Λℓ(b) = ∅, we have that
x ∈ ΛΘ,ℓτℓ (a) and y ∈ ΛΘ,ℓτℓ (b) =⇒ ‖x− y‖ ≥ 2ℓτ , (3.75)
so it follows from (3.64) that σ{a}(HΘ) ∩ σ{b}(HΘ) = ∅.
Parts (ii)(b) and (ii)(c) are immediate consequence of parts (i)(b) and (i)(c),
respectively. To prove part (ii)(d), note that, letting PG denote the orthogonal
projection onto the span of {ψλ; λ ∈ σG(HΘ)}, it follows from (3.67) that
‖(1− PG)δy‖ ≤ e−m2ℓτ |Θ|
1
2 for all y ∈ ΘG,τ , (3.76)
so ∥∥(1− PG)χΘG,τ∥∥ ≤ |ΘG,τ | 12 |Θ| 12 e−m2ℓτ ≤ |Θ| e−m2ℓτ . (3.77)
If we assume |Θ| ≤ (L+ 1)d, we get∥∥(1 − PG)χΘG,τ∥∥ ≤ (L + 1)de−m2ℓτ < 1, (3.78)
so we conclude from Lemma A.1 that
|ΘG,τ | = trχΘG,τ ≤ trPG = |σG(HΘ)| . (3.79)
A similar argument, using (3.66), proves |σG(HΘ)| ≤ |ΘG | . 
3.5. Buffered subsets. We will need to consider boxes Λℓ ⊂ ΛL that are not m-
localizing for H . Instead of studying eigensystems for such boxes, we will surround
them with a buffer of m-localizing boxes and study eigensystems for the augmented
subset.
Definition 3.7. Let ΛL = ΛL(x0), x0 ∈ Rd, and m ≥ m− > 0. We call Υ ⊂ ΛL a
buffered subset of ΛL if the following holds:
(i) Υ is a connected set in Zd of the form
Υ =
J⋃
j=1
ΛRj(aj) ∩ ΛL, (3.80)
where J ∈ N, a1, a2, . . . , aJ ∈ ΛRL, and ℓ ≤ Rj ≤ L for j = 1, 2, . . . , J .
(ii) Υ is L-level spacing for H.
(iii) There exists GΥ ⊂ ΛRL such that:
(a) For all a ∈ GΥ we have Λℓ(a) ⊂ Υ, and Λℓ(a) is an m-localizing box
for H.
(b) For all y ∈ ∂ΛLin Υ there exists ay ∈ GΥ such that y ∈ ΛΥ,2ℓτℓ (ay).
In this case we set
̂
Υ =
⋃
a∈GΥ
Λℓ(a),
̂
Υτ =
⋃
a∈GΥ
ΛΥ,2ℓτℓ (a), Υ̂ = Υ\
̂
Υ, and Υ̂τ = Υ\
̂
Υτ . (3.81)
(
̂
Υ = ΥGΥ and
̂
Υτ = ΥGΥ,τ in the notation of Lemma 3.6.)
The set
̂
Υτ ⊃ ∂ΛLin Υ is a localizing buffer between Υ̂ and ΛL \ Υ, as shown in
the following lemma.
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Lemma 3.8. Let Υ be a buffered subset of ΛL, and let {(ψν , ν)}ν∈σ(HΥ) be an
eigensystem for HΥ. Let G = GΥ and set
σB(HΥ) = σ(HΥ) \ σG(HΥ), (3.82)
where σG(HΥ) is as in (3.63). Then the following holds for sufficiently large L:
(i) For all ν ∈ σB(HΥ) we have
|ψν(y)| ≤ e−m2ℓτ for all y ∈
̂
Υτ , with m2 = m2(ℓ) as in (3.30), (3.83)
and ∣∣∣Υ̂∣∣∣ ≤ |σB(HΥ)| ≤ ∣∣∣Υ̂τ ∣∣∣ . (3.84)
(ii) Let ΛL be level spacing for H, and let {(φλ, λ)}λ∈σ(HΛL ) be an eigensystem
for HΛL . There exists an injection
ν ∈ σB(HΥ) 7→ ν˜ ∈ σ(HΛL) \ σG(HΛL), (3.85)
such that for ν ∈ σB(HΥ) we have
|ν˜ − ν| ≤ e−m4ℓτ , where m4 = m4(ℓ) ≥ m
(
1− Cd,m−,ε0ℓγβ−τ
)
, (3.86)
and, multiplying each ψν by a suitable phase factor as in (3.17),
‖φν˜ − ψν‖ ≤ 2e−m4ℓτ eL
β
. (3.87)
Proof. Part (i) follows immediately from Lemma 3.6(ii)(c) and (ii)(d).
Now let ΛL be level spacing for H , and let {(φλ, λ)}λ∈σ(HΛL ) be an eigensystem
for HΛL . It follows from (3.11) in Lemma 3.2 that for ν ∈ σB(HΥ) we have
‖(HΛL − ν)ψν‖ ≤ (2d−1)ε
∣∣∂ΛLex Υ∣∣ 12 ∥∥∥ψνχ∂ΛLin Υ∥∥∥∞ ≤ (2d−1)εL d2 e−m2ℓτ ≤ e−m4ℓτ ,
(3.88)
where we used ∂ΛLin Υ ⊂
̂
Υτ and (3.83), and m4 is given in (3.86). Since ΛL and Υ
are L-level spacing for H , the map in (3.85) is a well defined injection into σ(HΛL),
and (3.87) follows from (3.86) and (3.18). To finish the proof we must show that
ν˜ /∈ σG(HΛL) for all ν ∈ σB(HΥ).
Suppose ν˜1 ∈ σG(HΛL) for some ν1 ∈ σB(HΥ). Then there is a ∈ G and
x ∈ ΛΛL,ℓτℓ (a) such that λ(a)x ∈ EΛLG (ν˜1). On the other hand, it follows from
Lemma 3.6(i)(a) that λ
(a)
x ∈ EΥG (λ1) for some λ1 ∈ σG(HΥ). We conclude from
(3.57) and (3.87) that
√
2 = ‖ψλ1 − ψν1‖ ≤
∥∥∥ψλ1 − ϕ(a)x ∥∥∥+ ∥∥∥ϕ(a)x − φν˜1∥∥∥+ ‖φν˜1 − ψν1‖ (3.89)
≤ 4e−m1ℓτ eLβ + 2e−m4ℓτ eLβ < 1,
a contradiction. 
Lemma 3.9. Let ΛL = ΛL(x0), x0 ∈ Rd, m ≥ m−. Let Υ be a buffered subset of
ΛL. Let G = GΥ and set
EΛLG (ν) =
{
λ(a)x ; a ∈ G, x ∈ ΛΛL,ℓτℓ (a), and λ˜(a)x = ν
}
⊂ EΥG (ν) for ν ∈ σ(HΥ),
σΛLG (HΥ) =
{
ν ∈ σ(HΥ); EΛLG (ν) 6= ∅
}
⊂ σG(HΥ). (3.90)
The following holds for sufficiently large L:
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(i) Let (ψ, λ) be an eigenpair for HΛL such that
|λ− ν| ≥ 12e−L
β
for all ν ∈ σΛLG (HΥ) ∪ σB(HΥ). (3.91)
Then for all y ∈ ΥΛL,2ℓτ we have
|ψ(y)| ≤ e−m5ℓτ |ψ(v)| for some v ∈ ∂ΛL,2ℓτΥ, (3.92)
where
m5 = m5(ℓ) ≥ m
(
1− Cd,m−,ε0ℓγβ−τ
)
. (3.93)
(ii) Let ΛL be level spacing for H, let {(ψλ, λ)}λ∈σ(HΛL ) be an eigensystem for
HΛL , recall (3.85), and set
σΥ(HΛL) = {ν˜; ν ∈ σB(HΥ)} ⊂ σ(HΛL) \ σG(HΛL). (3.94)
Then for all
λ ∈ σ(HΛL ) \ (σG(HΛL) ∪ σΥ(HΛL)) ,
the condition (3.91) is satisfied, and ψλ satisfies (3.92).
Proof. For a ∈ G we have Λℓ(a) ⊂ Υ ⊂ ΛL, which implies ΛΛL,ℓτℓ (a) ⊂ ΛΥ,ℓτℓ (a).
Thus EΛLG (ν) ⊂ EΥG (ν) for ν ∈ σ(HΥ).
Let {(ϑν , ν)}ν∈σ(HΥ) be an eigensystem for HΥ. For each ν ∈ σG(HΥ) we fix
λ
(aν)
xν ∈ EΥG (ν), where aν ∈ G, xν ∈ ΛΥ,ℓτℓ (aν), picking λ(aν)xν ∈ EΛLG (ν) if ν ∈
σΛLG (HΥ), so xν ∈ ΛΛL,ℓτℓ (aν). If ν ∈ σG(HΥ) \ σΛLG (HΥ) we have xν ∈ ΛΥ,ℓτℓ (aν) \
ΛΛL,ℓτℓ (aν).
Let y ∈ Υ. Using (3.9) we have
ψ(y) = 〈δy, ψ〉 =
∑
ν∈σ(HΥ)
ϑν(y) 〈ϑν , ψ〉 (3.95)
=
∑
ν∈σ
ΛL
G
(HΥ)∪σB(HΥ)
ϑν(y) 〈ϑν , ψ〉+
∑
ν∈σG(HΥ)\σ
ΛL
G
(HΥ)
ϑν(y) 〈ϑν , ψ〉 .
Let (ψ, λ) be an eigenpair for HΛL such that (3.91) holds. Given ν ∈ σΛLG (HΥ)∪
σB(HΥ), we have
〈ϑν , ψ〉 = (λ− ν)−1 〈ϑν , (HΛL − ν)ψ〉 = (λ− ν)−1 〈(HΛL − ν)ϑν , ψ〉 . (3.96)
It follows from (3.91) and (3.10) that
|ϑν(y) 〈ϑν , ψ〉| ≤ 2eLβε |ϑν(y)|
∑
v∈∂
ΛL
ex Υ
∑
v′∈∂
ΛL
in Υ|v′−v|=1
|ϑν(v′)|
 |ψ(v)| (3.97)
≤ 2εLdeLβ
{
2d max
u∈∂
ΛL
in Υ
|ϑν(u)|
}
|ψ(v1)| for some v1 ∈ ∂ΛLex Υ.
If ν ∈ σB(HΥ) it follows from (3.83) that
max
u∈∂
ΛL
in Υ
|ϑν(u)| ≤ e−m2ℓτ . (3.98)
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If ν ∈ σΛLG (HΥ), it follows from (3.57) and (1.11) that
max
u∈∂
ΛL
in Υ
|ϑν(u)| ≤ max
u∈∂
ΛL
in Υ
(∣∣∣ϑν(u)− ϕ(aν)xν (u)∣∣∣+ ∣∣∣ϕ(aν)xν (u)∣∣∣) (3.99)
≤ 2e−m1ℓτ eLβ + e−mℓτ ≤ 3e−m1ℓτ eLβ ,
recalling (3.30) and (3.40). It follows that (note m1(ℓ) ≥ m2(ℓ) for ℓ large)∣∣∣∣∣∣∣
∑
ν∈σ
ΛL
G
(HΥ)∪σB(HΥ)
ϑν(y) 〈ϑν , ψ〉
∣∣∣∣∣∣∣ ≤ 4dεL2deL
β
(
3e−m2ℓτ eL
β
)
|ψ(v2)| (3.100)
≤ 12dεL2de2Lβe−m2ℓτ |ψ(v2)| ,
for some v2 ∈ ∂ΛLex Υ.
Now let ν ∈ σG(HΥ)\σΛLG (HΥ). In this case we have xν ∈ ΛΥ,ℓτℓ (aν)\ΛΛL,ℓτℓ (aν),
so we have
dist (xν ,Υ \ Λℓ(aν)) > ℓτ and dist (xν ,ΛL \ Λℓ(aν)) ≤ ℓτ , (3.101)
so there is u0 ∈ ΛL \Υ such that ‖xν − u0‖ ≤ ℓτ . We now assume y ∈ ΥΛL,2ℓτ , so
we have ‖y − u0‖ > 2ℓτ . We conclude that
|xν − y| ≥ ‖y − u0‖ − ‖xν − u0‖ > 2ℓτ − ℓτ = ℓτ . (3.102)
Thus
|ϑν(y)| ≤
∣∣∣ϑν(y)− ϕ(aν)xν (y)∣∣∣+ ∣∣∣ϕ(aν)xν (y)∣∣∣ ≤ 2e−m1ℓτ eLβ + e−mℓτ ≤ 3e−m1ℓτ eLβ ,
(3.103)
using (3.57) and (1.11). It follows that∣∣∣∣∣∣∣
∑
ν∈σG(HΥ)\σ
ΛL
G
(HΥ)
ϑν(y) 〈ϑν , ψ〉
∣∣∣∣∣∣∣ ≤ 3(L+ 1)
3d
2 e−m1ℓτ eL
β |ψ(v3)| , (3.104)
for some v3 ∈ Υ.
Combining (3.95), (3.100) and (3.104), we get for y ∈ ΥΛL,2⌊ℓτ⌋ that
|ψ(y)| ≤ (1 + 12dε)L2de2Lβe−m2ℓτ |ψ(v4)| ≤ e−m5ℓτ |ψ(v4)| , (3.105)
for some v4 ∈ Υ∪∂ΛLex Υ, where m5 is given in (3.93). If v4 ∈ ΥΛL,2ℓτ we can repeat
the procedure to estimate |ψ(v4)|. If ψ(y) = 0 there is nothing to prove, so we can
assume ψ(y) 6= 0. In this case we can only repeat the procedure a finite number of
times without getting |ψ(y)| < |ψ(y)|, so (3.92) holds.
Now suppose ΛL is level spacing for H . If λ /∈ σG(HΛL), it follows from Lemma
3.6(i)(c) that (3.60) holds for all a ∈ G. If λ /∈ σΥ(HΛL), the argument in (3.70),
modified by the use of (3.86) instead of (3.56), gives |λ− ν| ≥ 12e−L
β
for all ν ∈
σB(HΥ). Thus we have (3.91), which implies (3.92). 
3.6. Suitable covers of a box. To perform the multiscale analysis in an efficient
way, it is convenient to use a canonical way to cover a box of side L by boxes of side
ℓ < L. We will use suitable covers of a box as in [GK4, Definition 3.12], adapted
to the discrete case.
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Definition 3.10. Let ΛL = ΛL(x0), x0 ∈ Rd be a box in Zd, and let ℓ < L. A
suitable ℓ-cover of ΛL is the collection of boxes
CL,ℓ (x0) = {Λℓ(a)}a∈ΞL,ℓ , (3.106)
where
ΞL,ℓ :=
{
x0 + ρℓZ
d
} ∩ ΛRL with ρ ∈ [ 35 , 45] ∩ {L−ℓ2ℓk ; k ∈ N} . (3.107)
We call CL,ℓ (x0) the suitable ℓ-cover of ΛL if ρ = ρL,ℓ := max
[
3
5 ,
4
5
]∩{L−ℓ2ℓk ; k ∈ N} .
We recall [GK4, Lemma 3.13], which we rewrite in our context.
Lemma 3.11. Let ℓ ≤ L6 . Then for every box ΛL = ΛL(x0), x0 ∈ Rd, a suitable
ℓ-cover CL,ℓ (x0) satisfies
ΛL =
⋃
a∈ΞL,ℓ
Λℓ(a); (3.108)
for all b ∈ ΛL there is Λ(b)ℓ ∈ CL,ℓ (x0) such that b ∈
(
Λ
(b)
ℓ
)ΛL, ℓ10
, (3.109)
i.e., ΛL =
⋃
a∈ΞL,ℓ
Λ
ΛL,
ℓ
10
ℓ (a);
Λ ℓ
5
(a) ∩ Λℓ(b) = ∅ for all a, b ∈ x0 + ρℓZd, a 6= b; (3.110)(
L
ℓ
)d ≤ #ΞL,ℓ = (L−ℓρℓ + 1)d ≤ ( 2Lℓ )d . (3.111)
Moreover, given a ∈ x0 + ρℓZd and k ∈ N, it follows that
Λ(2kρ+1)ℓ(a) =
⋃
b∈{x0+ρℓZd}∩ΛR(2kρ+1)ℓ(a)
Λℓ(b), (3.112)
and {Λℓ(b)}b∈{x0+ρℓZd}∩ΛR(2kρ+1)ℓ(a) is a suitable ℓ-cover of the box Λ(2kρ+1)ℓ(a).
Note that Λ
(b)
ℓ does not denote a box centered at b, just some box in CL,ℓ (x0)
satisfying (3.109). By Λ
(b)
ℓ we will always mean such a box.
Remark 3.12. Note that ρ ≥ 35 implies (3.110) and ρ ≤ 45 yields (3.109). (We
do not use (3.110) in this paper.) We specified ρ = ρL,ℓ in the suitable ℓ-cover for
convenience, so there is no ambiguity in the definition of CL,ℓ (x0).
Remark 3.13. Suitable covers are convenient for the construction of buffered sub-
sets.
4. Eigensystem multiscale analysis
In this section we consider an Anderson model Hε,ω and prove Theorem 1.6 as
a corollary to the following proposition. We recall that mε,L is defined in (1.14).
Proposition 4.1. There exists a finite scale L such that, given L0 ≥ L and setting
Lk+1 = L
γ
k for k = 0, 1, . . ., for all ε ≤ 14de−L
β
0 we have
inf
x∈Rd
P
{
ΛLk(x) is
mε,L0
2 -localizing for Hε,ω
} ≥ 1− e−Lζk for k = 0, 1, . . . . (4.1)
Proposition 4.1 is an immediate consequence of the following two propositions.
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Proposition 4.2. Let ε > 0 and L ≥ 1. Then
inf
x∈Rd
P {ΛL(x) is mε,L-localizing for Hε,ω} ≥ 1− 12K(L+ 1)2d
(
8dε+ 2e−L
β
)α
.
(4.2)
In particular, if L is sufficiently large, for all 0 < ε ≤ 14de−L
β
we have mε,L ≥ log 3
and
inf
x∈Rd
P {ΛL(x) is mε,L-localizing for Hε,ω} ≥ 1− e−Lζ . (4.3)
Proposition 4.3. Fix ε0 > 0 and m− > 0. There exists a finite scale L(ε0,m−)
with the following property: Suppose for some scale L0 ≥ L(ε0,m−), 0 < ε ≤ ε0,
and m0 ≥ m− we have
inf
x∈Rd
P {ΛL0(x) is m0-localizing for Hε,ω} ≥ 1− e−L
ζ
0 . (4.4)
Then, setting Lk+1 = L
γ
k for k = 0, 1, . . ., we have
inf
x∈Rd
P
{
ΛLk(x) is
m0
2 -localizing for Hε,ω
} ≥ 1− e−Lζk for k = 0, 1, . . . . (4.5)
4.1. Initial step. In this subsection we prove Proposition 4.2.
Lemma 4.4. Let Hε = −ε∆+ V on ℓ2(Zd), where V is a bounded potential and
ε > 0. Let Θ ⊂ Zd, and suppose there is η > 0 such that
|V (x)− V (y)| ≥ η for all x, y ∈ Θ, x 6= y. (4.6)
Then for ε < η4d the operator Hε,Θ has an eigensystem {(ψx, λx)}x∈Θ such that
|λx − λy| ≥ η − 4dε > 0 for all x, y ∈ Θ, x 6= y, (4.7)
and for all y ∈ Θ we have
|ψy(x)| ≤
(
2dε
η−2dε
)|x−y|1
for all x ∈ Θ. (4.8)
Proof. We take ε < η4d and treat Hε,Θ as a perturbation of VΘ. Since σ(VΘ) ={V (x)}x∈Θ is simple and ‖∆Θ‖ ≤ 2d, it follows from (4.6) and Weyl’s inequality
(e.g., [HorJ, Theorem 4.3.1]), that Hε,Θ has simple spectrum σ(Hε,Θ) = {λx}x∈Θ
with
|λx − V (x)| ≤ 2dε < η2 for all x ∈ Θ, (4.9)
so we have (4.7) and Hε,Θ has an eigensystem {(ψx, λx)}x∈Θ.
Let y ∈ Θ. Then for any x ∈ Θ, x 6= y, we have,
|λy − V (x)| ≥ |V (y)− V (x)| − |λy − V (y)| ≥ η − 2dε, (4.10)
where we used (4.6) and (4.9), and
ψy(x) = 〈δx, ψy〉 = (λy − V (x))−1 〈(Hε,Θ − VΘ)δx, ψy〉 (4.11)
= ε (λy − V (x))−1 〈−∆Θδx, ψy〉 = ε (λy − V (x))−1
∑
z∈Θ
|z−x|=1
ψy(z).
We conclude that
|ψy(x)| ≤ εη−2dε
∑
z∈Θ
|z−x|=1
|ψy(z)| ≤ 2dεη−2dε |ψy(z1)| , (4.12)
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for some z1 ∈ Θ with with |z1−x| = 1. If z1 6= y we can estimate |ψy(z1)| by (4.12).
Since we can perform this procedure at least |x− y|1 times, we obtain (4.8). 
Proof of Proposition 4.2. Let ε > 0 and ΛL = ΛL(x0) for some x0 ∈ Rd. Let
κ = 4dεeL
β
and suppose
|V (x)− V (y)| ≥ (1 + κ)e−Lβ for all x, y ∈ ΛL, x 6= y. (4.13)
It follows from Lemma 4.4 that Hε,ΛL has an eigensystem {(ψx, λx)}x∈ΛL satisfying
(4.7) and (4.8) with η = (1+κ)e−L
β
. Since η−4dε = e−Lβ , we conclude from (4.7)
that ΛL is level spacing for Hε. Moreover,
2dε
η−2dε =
κ
2+κ and and ‖x‖ ≤ |x|1, so
(4.8) yields
|ψy(x)| ≤
(
κ
2+κ
)‖x−y‖
= e−mε,L‖x−y‖ for all y, x ∈ ΛL, (4.14)
where
mε,L = − log
(
κ
2+κ
)
= log η−2dε2dε = log
(
1 + e
−Lβ
2dε
)
. (4.15)
In particular, ΛL is mε,L-localizing.
We conclude that
P {ΛL is not mε,L-localizing} ≤ P {(4.13) does not hold} (4.16)
≤ (L+1)2d2 Sµ
(
2(1 + κ)e−L
β
)
= (L+1)
2d
2 Sµ
(
8dε+ 2e−L
β
)
≤ 12K(L+ 1)2d
(
8dε+ 2e−L
β
)α
,
which yields (4.2). (We assumed 8dε+2e−L
β ≤ 1 to use (1.3) as stated; if not (4.2)
holds trivially.)
If 0 < ε ≤ 14de−L
β
, we have mε,L ≥ log 3 and
inf
x∈Rd
P {ΛL(x) is mε,L-localizing for Hε} ≥ 1− 22α−1K(L+ 1)2de−αLβ , (4.17)
which gives (4.3) for large L since ζ < β. 
4.2. Multiscale analysis. In this subsection we prove Proposition 4.3. We start
with the induction step for the multiscale analysis.
Lemma 4.5. Fix ε0 > 0 and m− > 0. Suppose for some scale ℓ, 0 < ε ≤ ε0, and
m ≥ m− we have
inf
x∈Rd
P {Λℓ(x) is m-localizing for Hε,ω} ≥ 1− e−ℓζ . (4.18)
Then, if ℓ is sufficiently large, we have (recall L = ℓγ)
inf
x∈Rd
P {ΛL(x) is M -localizing for Hε,ω} ≥ 1− e−Lζ , (4.19)
where
M ≥ m
(
1− Cd,m−,ε0ℓ−min{
1−τ
2 ,γτ−(γ−1)ζ˜−1}
)
. (4.20)
Proof. We fix 0 < ε ≤ ε0, and m ≥ m− and assume (4.18) for some scale ℓ. We
take ΛL = Λ(x0), where x0 ∈ Rd, and let CL,ℓ = CL,ℓ (x0) be the suitable ℓ-cover
of ΛL. Given N ∈ N, let BN denote the event that there exist at most N disjoint
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boxes in CL,ℓ that are not m-localizing for Hε,ω. We have, using (3.111), (4.18),
and the fact that events on disjoint boxes are independent, that
P {BcN} ≤
(
2L
ℓ
)(N+1)d
e−(N+1)ℓ
ζ
= 2(N+1)dℓ(γ−1)(N+1)de−(N+1)ℓ
ζ
< 12e
−Lζ , (4.21)
if N + 1 > ℓ(γ−1)ζ and ℓ is sufficiently large. For this reason we take (recall (1.10))
N = Nℓ =
⌊
ℓ(γ−1)ζ˜
⌋
=⇒ P{BcNℓ} ≤ 12e−Lζ for all ℓ sufficiently large.
(4.22)
We now fix ω ∈ BN . There exist AN = AN (ω) ⊂ ΞL,ℓ = ΞL,ℓ (x0), with
|AN | ≤ N and ‖a− b‖ ≥ 2ρℓ (i.e., Λℓ(a) ∩ Λℓ(b) = ∅) if a, b ∈ AN and a 6= b, such
that for all a ∈ ΞL,ℓ with dist(a,AN ) ≥ 2ρℓ (i.e., Λℓ(a) ∩ Λℓ(b) = ∅ for all b ∈ AN )
the box Λℓ(a) is m-localizing for Hε,ω. In other words,
a ∈ ΞL,ℓ \
⋃
b∈AN
Λ(2ρ+1)ℓ(b) =⇒ Λℓ(a) is m-localizing for Hε,ω. (4.23)
We want to embed the boxes {Λℓ(b)}b∈AN into buffered subsets of ΛL. To do so,
we consider graphs Gi = (ΞL,ℓ,Ei), i = 1, 2, both having ΞL,ℓ as the set of vertices,
with sets of edges given by
E1 =
{{a, b} ∈ Ξ2L,ℓ; ‖a− b‖ = ρℓ} (4.24)
=
{{a, b} ∈ Ξ2L,ℓ; a 6= b and Λℓ(a) ∩ Λℓ(b) 6= ∅} ,
E2 =
{{a, b} ∈ Ξ2L,ℓ; either ‖a− b‖ = 2ρℓ or ‖a− b‖ = 3ρℓ}
=
{{a, b} ∈ Ξ2L,ℓ; Λℓ(a) ∩ Λℓ(b) = ∅ and Λ(2ρ+1)ℓ(a) ∩ Λ(2ρ+1)ℓ(b) 6= ∅} .
Given Ψ ⊂ ΞL,ℓ, we define the exterior boundary of Ψ in the graph G1 by
∂G1ex Ψ = {a ∈ ΞL,ℓ; dist(a,Ψ) = ρℓ} . (4.25)
(This is similar, but not the same as the definition in (3.1).) We let Ψ = Ψ∪∂G1ex Ψ.
Let Φ ⊂ ΞL,ℓ be G2-connected, so diamΦ ≤ 3ρℓ (|Φ| − 1). We set
Φ˜ = ΞL,ℓ ∩
⋃
a∈Φ
ΛR(2ρ+1)ℓ(a) = {a ∈ ΞL,ℓ; dist(a,Φ) ≤ ρℓ} , (4.26)
note that Φ˜ is a G1-connected subset of ΞL,ℓ such that
diam Φ˜ ≤ diamΦ+ 2ρℓ ≤ ρℓ (3 |Φ| − 1) , (4.27)
and let
Υ
(0)
Φ =
⋃
a∈Φ˜
Λℓ(a) and ΥΦ = Υ
(0)
Φ ∪
⋃
a∈∂
G1
ex Φ˜
Λℓ(a) =
⋃
a∈Φ˜
Λℓ(a). (4.28)
Now let {Φr}Rr=1 = {Φr(ω)}Rr=1 denote the G2-connected components of AN
(i.e., connected in the graph G2). Note that
R ∈ {1, 2, . . . , N} and
R∑
r=1
|Φr| = |AN | ≤ N. (4.29)
Note also that
{
Φ˜r
}R
r=1
is a collection of disjoint, G1-connected subsets of ΞL,ℓ,
such that
dist(Φ˜r, Φ˜s) ≥ 2ρℓ for r 6= s. (4.30)
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It follows from (4.23) that
a ∈ G = G(ω) = ΞL,ℓ \
R⋃
r=1
Φ˜r =⇒ Λℓ(a) is m-localizing for Hε,ω. (4.31)
In particular, we conclude that Λℓ(a) is m-localizing for Hε,ω for all a ∈ ∂G1ex Φ˜r,
r = 1, 2, . . . , R.
Each Υr = ΥΦr , r = 1, 2, . . . , R, clearly satisfies all the requirements to be a
buffered subset of ΛL with GΥr = ∂G1ex Φ˜r (see Definition 3.7), except that we do not
know if Υr is L-level spacing for Hε,ω. (Note that the sets {Υ(0)r }Rr=1 are disjoint,
but the sets {Υr}Rr=1 are not necessarily disjoint.) Note also that it follows from
(4.27) that
diamΥr ≤ diam Φ˜r + ℓ ≤ ρℓ (3 |Φr|+ 1) + ℓ ≤ 5ℓ |Φr| , (4.32)
so
R∑
r=1
diamΥr ≤ 5ℓNℓ ≤ 5ℓ(γ−1)ζ˜+1 ≪ ℓγτ = Lτ , (4.33)
since (γ − 1)ζ˜ + 1 < (γ − 1)β + 1 < γτ (see (1.9)).
We can arrange for {Υr}Rr=1 to be a collection of buffered subsets of ΛL as follows.
It follows from Lemma 2.1 that for any Θ ⊂ ΛL we have
P {Θ is L-level spacing for Hε,ω} ≥ 1− Yε0e−(2α−1)L
β
(L+ 1)
2d
. (4.34)
Let
FN =
N⋃
r=1
F(r), where F(r) = {Φ ⊂ ΞL,ℓ; Φ is G2-connected and |Φ| = r} .
(4.35)
Setting F(r, a) = {Φ ∈ F(r); a ∈ Φ} for a ∈ ΞL,ℓ, and noting that each vertex in
the graph G2 has less than d
(
3d−1 + 4d−1
) ≤ d4d nearest neighbors , we get
|F(r, a)| ≤ (r − 1)! (d4d)r−1 =⇒ |F(r)| ≤ (L+ 1)d(r − 1)! (d4d)r−1 (4.36)
=⇒ |FN | ≤ (L+ 1)dN !
(
d4d
)N−1
.
Letting SN denote that the event that the box ΛL and the subsets {ΥΦ}Φ∈FN are
all L-level spacing for Hε,ω, and recalling the choice of N = Nℓ in (4.22), we get
from (4.34) and (4.36) that
P {ScN} ≤ Yε0
(
1 + (L+ 1)dNℓ!
(
d4d
)Nℓ−1)
(L+ 1)2de−(2α−1)L
β
< 12e
−Lζ (4.37)
for sufficiently large L, since (γ − 1)ζ˜ < (γ − 1)β < γβ and ζ < β.
We now define the event EN = BN ∩ SN . It follows from (4.21) and (4.37) that
P {EN} > 1− e−Lζ . (4.38)
Note that for ω ∈ EN the subsets {Υr}Rr=1 constructed above are buffered subsets.
To finish the proof we need to show that for all ω ∈ EN the box ΛL is M -localizing
for Hε,ω, where M is given in (4.20).
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Let us fix ω ∈ EN . Then we have (4.31), ΛL is level spacing for Hε,ω, and
the subsets {Υr}Rr=1 constructed in (4.28) are buffered subsets of ΛL for Hε,ω. It
follows from (3.109) and Definition 3.7(iii) that
ΛL =
{⋃
a∈G
Λ
ΛL,
ℓ
10
ℓ (a)
}
∪
{
R⋃
r=1
Υ
ΛL,
ℓ
10
r
}
. (4.39)
Since ε and ω are now fixed, we omit them from the notation. Let {(ψλ, λ)}λ∈σ(HΛL )
be an eigensystem forHΛL . Given a ∈ G, let
{
(ϕ
(a)
x , λ
(a)
x )
}
x∈Λℓ(a)
be anm-localized
eigensystem for Λℓ(a). For r = 1, 2, . . . , R, let
{
(φν(r) , ν
(r))
}
ν(r)∈σ(HΥr )
be an eigen-
system for HΥr , and set
σΥr (HΛL) =
{
ν˜(r); ν(r) ∈ σB(HΥr)
}
⊂ σ(HΛL) \ σG(HΛL), (4.40)
where ν˜(r) is given in (3.85), which also gives σΥr (HΛL) ⊂ σ(HΛL) \ σGΥr (HΛL),
but the argument actually shows σΥr (HΛL) ⊂ σ(HΛL ) \ σG(HΛL). We also set
σB(HΛL) =
R⋃
r=1
σΥr (HΛL) ⊂ σ(HΛL) \ σG(HΛL). (4.41)
We claim
σ(HΛL ) = σG(HΛL) ∪ σB(HΛL). (4.42)
To see this, suppose we have λ ∈ σ(HΛL)\ (σG(HΛL) ∪ σB(HΛL)). Since ΛL is level
spacing for H , it follows from Lemma 3.6(ii)(c) that
|ψλ(y)| ≤ e−m2ℓτ for all y ∈
⋃
a∈G
ΛΛL,2ℓτℓ (a), (4.43)
and it follows from Lemma 3.9(ii) that
|ψλ(y)| ≤ e−m5ℓτ for all y ∈
R⋃
r=1
ΥΛL,2ℓτr . (4.44)
Using (4.39), we conclude that (note m5 ≤ m2)
1 = ‖ψλ‖ ≤ e−m5ℓτ (L+ 1)
d
2 < 1, (4.45)
a contradiction. This establishes the claim.
We will now index the eigenvalues and eigenvectors of HΛL by sites in ΛL using
Hall’s Marriage Theorem, which states a necessary and sufficient condition for the
existence of a perfect matching in a bipartite graph. (See Appendix C, based on
[BuDM, Chapter 2].) We consider the bipartite graph G = (ΛL, σ(HΛL);E), where
the edge set E ⊂ ΛL × σ(HΛL) is defined as follows. For each λ ∈ σG(HΛL) we fix
λ
(aλ)
xλ ∈ EΛLG (λ), and set (recall (3.81); we write Υ̂r = Υ̂r and Υ̂r,τ = (Υ̂r)τ )
N0(x) =
{
{λ ∈ σG(HΛL); ‖xλ − x‖ < ℓτ} for x ∈ ΛL \
⋃R
r=1 Υ̂r
∅ for x ∈ ⋃Rr=1 Υ̂r . (4.46)
We define
N (x) =

N0(x) for x ∈ ΛL \
⋃R
r=1 Υ̂r,τ
σΥr (HΛL) for x ∈ Υ̂r, r = 1, 2, . . . , R
N0(x) ∪ σΥr (HΛL) for x ∈ Υ̂r,τ \ Υ̂r, r = 1, 2, . . . , R
, (4.47)
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and set E = {(x, λ) ∈ ΛL × σ(HΛL); λ ∈ N (x)}.
N (x) was defined to ensure |ψλ(x)| ≪ 1 for λ /∈ N (x). This can be seen as
follows:
• If x ∈ ΛL and λ ∈ σG(HΛL)\N0(x), we have λ = λ˜(aλ)xλ with ‖xλ − x‖ ≥ ℓτ ,
so
|ψλ(x)| ≤
∣∣∣ϕ(aλ)xλ (x)∣∣∣+ ∥∥∥ϕ(aλ)xλ − ψλ∥∥∥ ≤ e−mℓτ +2e−m1ℓτ eLβ ≤ 3e−m1ℓτ eLβ , (4.48)
using (1.11) and (3.57).
• If x ∈ ΛL\Υ̂r,τ and λ ∈ σΥr (HΛL), then λ = ν˜(r) for some ν(r) ∈ σB(HΥr ),
and
|ψλ(x)| ≤ |φν(r)(x)| + ‖φν˜(r) − ψλ‖ ≤ e−m2ℓτ + 2e−m4ℓτ eL
β ≤ 3e−m4ℓτ eLβ , (4.49)
using (3.83) and (3.87). (Note φν(r)(x) = 0 if x /∈ Υr.)
It follows that for all x ∈ ΛL and λ ∈ σ(HΛL) \ N (x) we have
|ψλ(x)| ≤ 3e−m4ℓτ eLβ ≤ e− 12m4ℓτ . (4.50)
Since |ΛL| = |σ(HΛL)|, to apply Hall’s Marriage Theorem we only need to verify
Hall’s condition (C.1). Let N (Θ) = ⋃x∈ΘN (x) for Θ ⊂ ΛL. We fix Θ ⊂ ΛL, and
let QΘ be the orthogonal projection onto the span of {ψλ; λ ∈ N (Θ)}. For every
λ /∈ N (Θ) we have (4.50) for all x ∈ Θ, so
‖(1−QΘ)χΘ‖ ≤ |ΛL|
1
2 |Θ| 12 e− 12m4ℓτ ≤ (L+ 1)de− 12m4ℓτ < 1, (4.51)
so it follows from Lemma A.1 that
|Θ| = trχΘ ≤ trQΘ = |N (Θ)| , (4.52)
which is Hall’s condition (C.1).
Thus we can apply Hall’s Marriage Theorem, concluding that there exists a
bijection
x ∈ ΛL 7→ λx ∈ σ(HΛL), where λx ∈ N (x). (4.53)
We set ψx = ψλx for all x ∈ ΛL.
To finish the proof we need to show that {(ψx, λx)}x∈ΛL is anM -localized eigen-
system for ΛL, where M is given in (4.20). We fix x ∈ ΛL, take y ∈ ΛL, and
consider several cases:
(i) Suppose λx ∈ σG(ΛL). In this case x ∈ Λℓ(aλx) with aλx ∈ G, and
λx ∈ σ{aλx}(HΛL). In view of (4.39) we consider two cases:
(a) If y ∈ ΛΛL, ℓ10ℓ (a) for some a ∈ G and ‖y − x‖ ≥ 2ℓ, we must have
Λℓ(aλx) ∩ Λℓ(a) = ∅, so it follows from (3.65) that λx /∈ σ{a}(HΛL),
and (3.62) yields
|ψx(y)| ≤ e−m3‖y1−y‖ |ψx(y1)| for some y1 ∈ ∂ΛL,ℓτ˜Λℓ(a). (4.54)
(b) If y ∈ ΥΛL, ℓ10r for some r ∈ {1, 2, . . . , R}, and ‖y − x‖ ≥ ℓ+ diamΥr,
we must have Λℓ(aλx) ∩ Υr = ∅. It follows from (3.65) that λx /∈
σGΥr (HΛL), and clearly λx /∈ σΥr (HΛL) in view of (4.40). Thus
Lemma 3.9(ii) gives
|ψx(y)| ≤ e−m5ℓτ |ψx(v)| for some v ∈ ∂ΛL,2ℓτΥr. (4.55)
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(ii) Suppose λx /∈ σG(ΛL). Then it follows from (4.42) that we must have
λx ∈ σΥs(HΛL) for some s ∈ {1, 2, . . . , R}. In view of (4.39) we consider
two possibilities:
(a) If y ∈ ΛΛL, ℓ10ℓ (a) for some a ∈ G, and ‖y − x‖ ≥ ℓ+diamΥs, we must
have Λℓ(a) ∩Υs = ∅, and Lemma 3.6(i)(c) yields (4.54).
(b) If y ∈ ΥΛL, ℓ10r for some r ∈ {1, 2, . . . , R}, and ‖y − x‖ ≥ diamΥs +
diamΥr, we must have r 6= s. Thus Lemma 3.9(ii) yields (4.55).
Now let us fix x ∈ ΛL, and take y ∈ ΛL such that ‖y − x‖ ≥ Lτ . Suppose
|ψx(y)| > 0, since otherwise there is nothing to prove. We estimate |ψx(y)| using
either (4.54) or (4.55) repeatedly, as appropriate, stopping when we get too close
to x so we are not in one the cases described above. (Note that this must happen
since |ψx(y)| > 0.) We accumulate decay only when we use (4.54), and just use
e−m5ℓ
τ
< 1 when using (4.55), getting
|ψx(y)| ≤ e−m3(‖y−x‖−
∑R
r=1 diamΥr−2ℓ) ≤ e−m3
(
‖y−x‖−5ℓ(γ−1)ζ˜+1−2ℓ
)
(4.56)
≤ e−m3‖y−x‖
(
1−7ℓ(γ−1)ζ˜+1−γτ
)
≤ e−M‖y−x‖,
where we used (4.33) and took
M = m3
(
1− 7ℓ(γ−1)ζ˜+1−γτ
)
≥ m
(
1− Cd,m−,ε0ℓ
τ−1
2
)(
1− 7ℓ(γ−1)ζ˜+1−γτ
)
(4.57)
≥ m
(
1− Cd,m−,ε0ℓ−min{
1−τ
2 ,γτ−(γ−1)ζ˜−1}
)
where we used (3.32) .
We conclude that {(ψx, λx)}x∈ΛL is an M -localized eigensystem for ΛL, where
M is given in (4.20), so the box is ΛL is M -localizing for Hε,ω. 
Proof of Proposition 4.3. We assume (4.4) and set Lk+1 = L
γ
k for k = 0, 1, . . .. If
L0 is sufficiently large it follows from Lemma 4.5 by an induction argument that
inf
x∈Rd
P {ΛLk(x) is mk-localizing for Hε,ω} ≥ 1− e−L
ζ
k for k = 0, 1, . . . , (4.58)
where for k = 1, 2, . . . we have
mk ≥ mk−1
(
1− Cd,m−,ε0L−̺k−1
)
, with ̺ = min
{
1−τ
2 , γτ − (γ − 1)ζ˜ − 1
}
. (4.59)
Thus for all k = 1, 2, . . . , taking L0 sufficiently large we get
mk ≥ m0
k−1∏
j=0
(
1− Cd,m−,ε0L−̺γ
j
0
)
≥ m0
∞∏
j=0
(
1− Cd,m−,ε0L−̺γ
j
0
)
≥ m0
2
, (4.60)
finishing the proof of Proposition 4.3. 
4.3. Removing the restriction on scales. We will now show how Theorem 1.6
follows from Proposition 4.1.
Proof of Theorem 1.6. Assume the conclusions of Proposition 4.1, that is, for L0 ≥
L and ε ≤ ε0 = 14de−L
β
0 , setting Lk+1 = L
γ
k for k = 0, 1, . . ., we have (4.1).
Given a scale L ≥ L1, let k = k(L) ∈ {1, 2, . . .} be defined by Lk ≤ L < Lk+1,
and set ℓ˜ = Lk−1. We have Lk = ℓ˜
γ ≤ L < Lk+1 = ℓ˜γ2, so L = ℓ˜γ′ with
γ ≤ γ′ < γ2. We proceed as in Lemma 4.5. We take ΛL = ΛL(x0), where x0 ∈ Rd,
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and let C
L,ℓ˜
= C
L,ℓ˜
(x0) be the suitable ℓ˜-cover of ΛL. We let B0 denote the event
that all boxes in C
L,ℓ˜
are
mε,L0
2 -localizing for Hε,ω. It follows from (4.1) that
P {Bc0} ≤
(
2L
ℓ˜
)d
e−ℓ˜
ζ
= 2dℓ˜(γ
′−1)de−ℓ˜
ζ ≤ 2dL(1− 1γ′ )de−L
ζ
γ′
< 12e
−Lξ , (4.61)
if L0 is sufficiently large, since ξγ
2 < ζ. Moreover, letting S0 denote the event that
the box ΛL is level spacing for Hε,ω, it follows from Lemma 2.1 that
P {Sc0} ≤ Yε0e−(2α−1)L
β
(L+ 1)
2d ≤ 12e−L
ξ
, (4.62)
if L0 is sufficiently large, since ξ < β. Thus, letting E0 = B0 ∩ S0, we have
P {E0} ≥ 1− e−Lξ . (4.63)
It only remains to prove that ΛL is
mε,L0
4 -localizing forHε,ω for all ω ∈ E0. To do
so, we fix ω ∈ E0 and proceed as in the proof of Lemma 4.5. Since ω ∈ B0, we have
G = G(ω) = Ξ
L,ℓ˜
. Since ε and ω are now fixed, we omit them from the notation.
The proof of Lemma 4.5 applies, we get σ(HΛL) = σG(HΛL) as in (4.42), and obtain
an eigensystem {(ψx, λx)}x∈ΛL for HΛL using Hall’s Marriage Theorem. To finish
the proof we need to show that {(ψx, λx)}x∈ΛL is an
mε,L0
4 -localized eigensystem for
ΛL. Given x, y ∈ ΛL with ‖y − x‖ ≥ 2ℓ˜, we have y ∈ ΛΛL,
ℓ˜
10
ℓ (a) for some a ∈ ΞL,ℓ˜,
and (4.54) holds with y1 ∈ ∂ΛL,ℓ˜τ˜Λℓ˜(a). If ‖y − x‖ ≥ Lτ , we proceed as in (4.56),
stopping when we get within 2ℓ˜ of x, obtaining
|ψx(y)| ≤ e−m˜3(‖y−x‖−2ℓ˜) ≤ e−m˜3‖y−x‖
(
1−3ℓ˜1−γ
′τ
)
≤ e−M˜‖y−x‖, (4.64)
where (recall (3.32)) m˜3 ≥ mε,L02
(
1− Cd,m−,ε0 ℓ˜
τ−1
2
)
, and
M˜ = m˜3
(
1− 3ℓ˜1−γ′τ
)
≥ mε,L02
(
1− Cd,m−,ε0 ℓ˜−min{
1−τ
2 ,γ
′τ−1}) (4.65)
≥ mε,L02
(
1− Cd,m−,ε0L
−min{ 1−τ2 ,γ′τ−1}
0
)
≥ mε,L04
for L0 large. 
5. Deriving localization
In this section we consider an Anderson model Hε,ω and derive localization
results from Theorem 1.6. We start by proving Theorem 1.7, using the following
lemma.
Lemma 5.1. Fix ε0 > 0 and m− > 0. There exists a finite scale Lε0,m− such that
for all ℓ ≥ Lε0,m− , a ∈ Zd, λ ∈ R, ε ≤ ε0, and m ≥ m−, given an m-localizing
box Λℓ(a) for the discrete Schro¨dinger operator Hε with an m-localized eigensystem
{ϕx, λx}x∈Λℓ(a), we have
max
b∈Λ ℓ
3
(a)
W
(a)
ε,λ (b) > e
− 14mℓ =⇒ min
x∈Λℓτ
ℓ
(a)
|λ− λx| < 12e−L
β
. (5.1)
Proof. Suppose |λ− λu| ≥ 12e−L
β
for all u ∈ Λℓτℓ (a). Let ψ ∈ Vε(λ). Then it
follows from Lemma 3.5(ii) that for large ℓ and b ∈ Λ ℓ
3
(a) we have
|ψ(b)| ≤ e−m3( ℓ3−ℓτ˜) ∥∥T−1a ψ∥∥ 〈 ℓ2 + 1〉ν ≤ e− 14mℓ ∥∥T−1a ψ∥∥ . (5.2)
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
Proof of Theorem 1.7. Suppose Theorem 1.6 holds for some L0, and let ε0 =
1
4de
−Lβ0
and mε =
mε,L0
4 ≥ log 34 . Consider Lγ0 ≤ ℓ ∈ 2N and a ∈ Zd. We have
Λ5ℓ(a) =
⋃
b∈{a+ 12 ℓZd}, ‖b−a‖≤2ℓ
Λℓ(b). (5.3)
Let Yε,ℓ,a denote the event that Λ5ℓ(a) is level spacing for Hε,ω and the boxes Λℓ(b)
are mε-localizing for Hε,ω for all b ∈
{
a+ 12ℓZ
d
}
with ‖b− a‖ ≤ 2ℓ. It follows from
(1.13) and Lemma 2.1 that
P
{Ycε,ℓ,a} ≤ 5de−ℓξ + Yε0 (5ℓ+ 1)2d e−(2α−1)(5ℓ)β ≤ Cε0e−ℓξ . (5.4)
Suppose ω ∈ Yε,ℓ,a, λ ∈ R, and maxb∈Λ ℓ
3
(a)W
(a)
ε,ω,λ(b) > e
− 14mεℓ. It follows from
Lemma 5.1 that min
x∈Λℓτ
ℓ
(a)
∣∣∣λ− λ(a)x ∣∣∣ < 12e−Lβ . Since Λ5ℓ(a) is level spacing for
Hε,ω, using Lemma 3.6 we conclude that
min
x∈Λℓτ
ℓ
(b)
∣∣∣λ− λ(b)x ∣∣∣ ≥ e−(5ℓ)β − 2e−m1ℓτ − 12e−Lβ ≥ 12e−Lβ (5.5)
for all b ∈ {a+ 12ℓZd} with ℓ ≤ ‖b− a‖ ≤ 2ℓ. Since
Aℓ(a) ⊂
⋃
b∈{a+ 12 ℓZd}, ℓ≤‖b−a‖≤2ℓ
Λ
ℓ
7
ℓ (b), (5.6)
it follows from Lemma 3.5(ii) that for all y ∈ Aℓ(a) we have, given ψ ∈ Vε,ω(λ),
|ψ(y)| ≤ e−(mε)3( ℓ7−ℓτ˜) ∥∥T−1a ψ∥∥ 〈52ℓ+ 1〉ν ≤ e−mε ℓ8 ∥∥T−1a ψ∥∥ ≤ e− 7132mε‖y−a‖ ∥∥T−1a ψ∥∥ ,
(5.7)
so we get
W
(a)
ε,ω,λ(y) ≤ e−
7
132mε‖y−a‖ for all y ∈ Aℓ(a). (5.8)
Since we have (1.17), we conclude that for ω ∈ Yε,ℓ,a we always have
W
(a)
ε,ω,λ(a)W
(a)
ε,ω,λ(y) ≤ max
{
e−
7
66mε‖y−a‖〈y − a〉ν , e− 7132mε‖y−a‖
}
(5.9)
≤ e− 7132mε‖y−a‖ for all y ∈ Aℓ(a).

We now turn to Corollary 1.8.
Proof of Corollary 1.8. Parts (i) and (ii) are proven in the same way as [GK4,
Theorem 7.1(i)-(ii)]. Note that we have maxb∈Λ ℓ
3
(a)W
(a)
ε,ω,λ(b) in (1.19) instead of
simply W
(a)
ε,ω,λ(a) because we do not have the unique continuation principle in the
lattice. If λ is a generalized eigenvalue for Hε,ω we could have W
(a)
ε,ω,λ(a) = 0, but
we will always have maxb∈Λ ℓ
3
(a)W
(a)
ε,ω,λ(b) > 0 for all large ℓ.
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Part (iii) is proven similarly to [GK4, Theorem 7.2(i)]. There are some small
differences, so we give the proof here. We use the fact that for any ℓ0 ∈ 2N, setting
ℓk+1 = 2ℓk for k = 0, 1, 2, . . ., we have (recall (1.20))
Z
d = Λ3ℓk(a) ∪
∞⋃
j=k
Aℓj (a) for k = 0, 1, 2, . . . . (5.10)
We fix ε ≤ ε0. Given k ∈ N, we set Lk = 2k, and consider the event
Yε,k :=
⋂
x∈Zd; ‖x‖≤e
1
2d
L
ξ
k
Yε,Lk,x, (5.11)
where Yε,Lk,x is the event given in Theorem 1.7. It follows from (1.18) that for
sufficiently large k we have
P {Yε,k} ≥ 1− Cε0
(
2e
1
2dL
ξ
k + 1
)d
e−L
ξ
k ≥ 1− 3dCε0e−
1
2L
ξ
k , (5.12)
so we conclude from the Borel-Cantelli Lemma that
P {Yε,∞} = 1, where Yε,∞ = lim inf
k→∞
Yε,k. (5.13)
We now fix ω ∈ Yε,∞, so there exists kε,ω ∈ N such that ω ∈ Yε,Lk,x for all
kε,ω ≤ k ∈ N and x ∈ Zd with ‖x‖ ≤ e 12dLξk . Given x ∈ Zd, we define kx ∈ N by
e
1
2dL
ξ
kx−1 < ‖x‖ ≤ e 12dLξkx if kx ≥ 2, (5.14)
and set kx = 1 otherwise. We set kε,ω,x = max
{
k′ε,ω, kx
}
, where k′ε,ω = max {kε,ω, 2}.
Let x ∈ Zd. If y ∈ Bε,ω,x =
⋃∞
k=kε,ω,x
ALk(x), we have y ∈ ALk1 (x) for some
k1 ≥ kε,ω,x and ω ∈ Yε,Lk1 ,x, so it follows from (1.21) that
W
(x)
ε,ω,λ(x)W
(x)
ε,ω,λ(y) ≤ e−
7
132mε‖y−x‖ for all λ ∈ R. (5.15)
If y /∈ Bε,ω,x, we must have ‖y − x‖ < 87Lkε,ω,x , so for all λ ∈ R, using (1.17) and
(5.14),
W
(x)
ε,ω,λ(x)W
(x)
ε,ω,λ(y) =W
(x)
ε,ω,λ(x)W
(x)
ε,ω,λ(y)e
7
132mε‖y−x‖e−
7
132mε‖y−x‖ (5.16)
≤ 〈y − x〉νe 7132mε‖y−x‖e− 7132mε‖y−x‖
≤ 〈 87Lkε,ω,x〉ν e 233mεLkε,ω,x e− 7132mε‖y−x‖
≤

〈
16
7
(
log ‖x‖2d
) 1
ξ
〉ν
e
4
33mε(log‖x‖
2d)
1
ξ
e−
7
132mε‖y−x‖ if kε,ω,x = kx〈
8
7Lk′ε,ω
〉ν
e
2
33mεLk′ε,ω e−
7
132mε‖y−x‖ if kε,ω,x = k
′
ε,ω,
.
Combining (5.15) and (5.16), noting ‖x‖2d > e if kx ≥ 2, we conclude that for
for all λ ∈ R and x, y ∈ Zd we have
W
(x)
ε,ω,λ(x)W
(x)
ε,ω,λ(y) (5.17)
≤ Cε,mε,ω,ν
〈
(2d log 〈x〉) 1ξ
〉ν
e
4
33mε(2d log〈x〉)
1
ξ
e−
7
132mε‖y−x‖
≤ Cε,mε,ω,ν
〈
1
mε
〉ν
e(
4
33+ν)mε(2d log〈x〉)
1
ξ
e−
7
132mε‖y−x‖
≤ C′ε,mε,ω,νe(
4
33+ν)mε(2d log〈x〉)
1
ξ
e−
7
132mε‖y−x‖,
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which is (1.23).
Part (iv) follows from (iii), since (1.23) implies
|ψ(x)| |ψ(y)| ≤ Cε,mε,ω,ν
∥∥T−1x ψ∥∥2 e( 433+ν)mε(2d log〈x〉) 1ξ e− 7132mε‖y−x‖ (5.18)
≤ Cε,mε,ω,ν
∥∥T−10 ψ∥∥2 〈x〉2νe( 433+ν)mε(2d log〈x〉) 1ξ e− 7132mε‖y−x‖,
for all x, y ∈ Zd, which is (1.24).
Part (v) also follows from (iii). Given λ ∈ R, let ψ ∈ χ{λ}(Hε,ω) \ {0}. Clearly
there exists xλ = xε,ω,λ ∈ Zd (not unique) such that
|ψ(xλ)| = max
x∈Zd
|ψ(x)| . (5.19)
Since for all a ∈ Zd we have
‖T−1a ψ‖2 =
∑
x∈Zd
|ψ(x)|2 〈x− a〉−2ν ≤ |ψ(xλ)|2
∑
x∈Zd
〈x− a〉−2ν
= |ψ(xλ)|2
∑
x∈Zd
〈x〉−2ν = C2d,ν |ψ(xλ)|2 ,
(5.20)
where Cd,ν =
(∑
x∈Zd 〈x〉−2ν
) 1
2 ∈ (1,∞), we get the discrete equivalent of [GK3,
Eq. (4.22)],
‖T−1a ψ‖ ≤ Cd,ν |ψ(xλ)| for all a ∈ Zd, (5.21)
and hence, recalling (1.16), we have
W
(xλ)
ε,ω,λ(xλ) ≥
|ψ(xλ)|∥∥T−1xλ ψ∥∥ ≥ Cd,ν > 1. (5.22)
Thus (1.23) implies that for all y ∈ Zd we have
Cd,νW
(xλ)
ε,ω,λ(y) ≤ Cε,mε,ω,νe(
4
33+ν)mε(2d log〈xλ〉)
1
ξ
e−
7
132mε‖y−xλ‖, (5.23)
which yields (1.25). 
6. Connection with the Green’s functions multiscale analysis
Consider an Anderson model Hε,ω as in Definition 1.1. Given Θ ⊂ Zd finite and
z /∈ σ (HΘ), we set
GΘ(z) = (HΘ − z)−1 and GΘ(z;x, y) =
〈
δx, (HΘ − z)−1δy
〉
for x, y ∈ Θ. (6.1)
Definition 6.1. Let E ∈ R and m > 0. A box ΛL is said to be (m,E)-regular if
E /∈ σ(HΛL) and
|GΛL(E;x, y)| ≤ e−m‖x−y‖ for all x, y ∈ ΛL with ‖x− y‖ ≥ L100 . (6.2)
Given x, y ∈ Rd, a scale L, and m > 0, we define the event
RL,m(x, y) = {for all E ∈ R either ΛL(x) or ΛL(y) is (m,E)-regular} . (6.3)
The Green’s function multiscale analysis [FroS, FroMSS, DrK, GK1, Kl] yields
the following theorem.
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Theorem 6.2. Given 0 < ζ < 1, there exists ε0 > 0, a finite scale L, and m > 0,
such that, given L ≥ L, for all 0 < ε ≤ ε0 we have
inf
x∈Rd
P {ΛL(x) is (m,E)-regular} ≥ 1− e−Lζ for all E ∈ R, (6.4)
and
inf
x,y∈Rd
‖x−y‖>L
P {RL,m(x, y)} ≥ 1− e−Lζ . (6.5)
(6.4) are the conclusions of the single energy multiscale analysis, and (6.5) are
the conclusions of the energy interval multiscale analysis.
We will now show the connection between Theorem 1.6 and Theorem 6.2. We
assume ξ, ζ, β, τ, γ satisfy (1.8).
We first show that the conclusions of Theorem 1.6 imply the conclusions of
Theorem 6.2
Proposition 6.3. Let ε0 > 0. Fix 0 < ε ≤ ε0 and suppose there exists 0 < ξ < 1,
a finite scale L, and m > 0, such that the Anderson model Hε,ω satisfies
inf
x∈Rd
P {ΛL(x) is m-localizing for Hε,ω} ≥ 1− e−Lξ for all L ≥ L. (6.6)
Then, given 0 < ζ′ < ξ and 0 < m′ < m, there exists a finite scale L1 =
L1(L, ε0, ξ, ζ′,m,m′) such that for all L ≥ L1 we have
inf
x∈Rd
P {ΛL(x) is (m′, E)-regular} ≥ 1− e−Lζ
′
for all E ∈ R, (6.7)
and
inf
x,y∈Rd
‖x−y‖>L
P {RL,m′(x, y)} ≥ 1− e−Lζ
′
. (6.8)
Proof. Fix 0 < ε ≤ ε0, 0 < ζ′ < ξ, and 0 < m′ < m, , and assume (6.6) for all
L ≥ L. Let L ≥ L and suppose the box ΛL is m-localizing with an m-localized
eigensystem {ϕx, λx}x∈ΛL . Let x, u, v ∈ ΛL with ‖u− v‖ ≥ L100 . In this case either‖u− x‖ ≥ Lτ or ‖v − x‖ ≥ Lτ . Say ‖u− x‖ ≥ Lτ , then
|ϕx(u)ϕx(v)| ≤
{
e−m(‖u−x‖+‖v−x‖) ≤ e−m‖u−v‖ if ‖v − x‖ ≥ Lτ
e−m‖u−x‖ ≤ e−m(‖u−v‖−Lτ) if ‖v − x‖ < Lτ
, (6.9)
so we conclude that
|ϕx(u)ϕx(v)| ≤ e−m1‖u−v‖, where m1 ≥ m(1− CLτ−1). (6.10)
Fix an energy E ∈ R and assume ‖GΛL(E)‖ ≤ eL
β
. Then for u, v ∈ ΛL with
‖u− v‖ ≥ L100 we have
|GΛL(E;u, v)| ≤
∑
x∈ΛL
|E − λx|−1 |ϕx(u)ϕx(v)| ≤ eLβe−m1‖u−v‖(L+ 1)d (6.11)
≤ e−m2‖u−v‖,
where
m2 ≥ m1
(
1− C
(
1 + 1
m1
)
Lβ−1
)
≥ m (1− C (1 + 1
m
)
Lτ−1
) ≥ m′ (6.12)
for large L. We conclude that the box ΛL is (m
′, E)-regular.
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Since the Wegner estimate (see, [K, Corollary 5.25], [CGK2, Section 2]) gives
P
{
‖GΛL(E)‖ ≤ eL
β
}
≥ 1−Qµ(2e−Lβ) |ΛL| ≥ 1− K˜2αe−αLβ (L+1)d ≥ 1− 12e−L
ζ′
(6.13)
for large L, combining with (6.6) we get (6.7).
Now let L ≥ L and consider two boxes ΛL(x1) and ΛL(x2), where x1, x2 ∈ Rd,
‖x1 − x2‖ > L. Define the events
A = {Λ(x1) and Λ(x2) are both m-localizing} , (6.14)
B =
{
dist(σ(HΛL(x1)), σ(HΛL(x2))) ≥ 2e−L
β
}
It follows from (6.6) that
P {A} ≥ 1− 2e−Lξ ≥ 1− 12e−L
ζ′
. (6.15)
Since ‖x1 − x2‖ > L, the boxes are disjoint, and the Wegner estimate between
boxes (see [K, Corollary 5.28]) gives
P {B} ≥ 1−Qµ(4e−Lβ) |ΛL(x1)| |ΛL(x2)| ≥ 1− K˜4αe−αLβ (L+ 1)2d ≥ 1− 12e−L
ζ′
.
(6.16)
Thus we have
P {A ∩ B} ≥ 1− e−Lζ
′
. (6.17)
Moreover, for ω ∈ A ∩ B and E ∈ R, the boxes Λ(x1) and Λ(x2) are both m-
localizing, and we must have either
∥∥GΛL(x1)(E)∥∥ ≤ eLβ or ∥∥GΛL(x2)(E)∥∥ ≤ eLβ ,
so the previous argument shows that either Λ(x1) or Λ(x2) is (m
′, E)-regular for
large L. We proved (6.8). 
Conversely, the conclusions of Theorem 6.2 almost imply the conclusions of The-
orem 1.6. To get Theorem 1.6 we have to use Hall’s Marriage Theorem for the
labeling of eigenpairs, as in the proof of Proposition 4.3.
Proposition 6.4. Let ε0 > 0. Fix 0 < ε < ε0 and suppose there exists 0 < ζ < 1,
a finite scale L, and m > 0, such that the Anderson model Hε,ω satisfies (6.5) for
all L ≥ L. Then, given 0 < ξ < ζ and 0 < m′ < m, there exists a finite scale
L1 = L1(L, ε0, ζ, ξ,m,m′) such that for all L ≥ L1 we have
inf
x∈Rd
P {ΛL(x) is m′-localizing for Hε,ω} ≥ 1− e−Lξ . (6.18)
Proof. Fix 0 < ε ≤ ε0, 0 < ζ′ < ξ, and 0 < m′ < m, and assume (6.5) for all
L ≥ L. Let L = ℓγ with ℓ ≥ L. We take ΛL = Λ(x0), where x0 ∈ Rd, and let
CL,ℓ = CL,ℓ (x0) be the suitable ℓ-cover of ΛL, with ΞL,ℓ = ΞL,ℓ (x0). We define the
event
RL,m(x0) =
⋂
a,b∈ΞL,ℓ
‖a−b‖>ℓ
Rℓ,m(a, b), (6.19)
so we have
P {RL,m(x0)} ≥ 1−
(
2L
ℓ
)2d
e−ℓ
ζ ≥ 1− 12e−L
ξ
(6.20)
for sufficiently large L.
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Fix ω ∈ RL,m(x0), and let HΘ = Hε,ω,Θ for Θ ⊂ Zd. Suppose (ϕ, λ) is an eigen-
pair for σ(HΛL). Recall that for any box Λℓ ⊂ ΛL it follows from (HΛL − λ)ϕ = 0
and (3.2) that
χΛℓ (HΛℓ − λ)ϕ = −εχΛℓΓ∂ΛLΛℓϕ, (6.21)
so, for all x ∈ Λℓ we have
ϕ(x) = − (εGΛℓ(λ)Γ∂ΛLΛℓϕ) (x) = ∑
(u,v)∈∂ΛLΛℓ
εGΛℓ(λ;x, u)ϕ(v). (6.22)
Since ω ∈ RL,m(x0), there exists aλ ∈ ΞL,ℓ such that Λℓ(b) is (m,λ)-regular for
all b ∈ ΞL,ℓ with ‖b− aλ‖ > ℓ. In particular, if y /∈ Λ(2ρ+1)ℓ(aλ) we have that Λ(y)ℓ
(as in (3.109)) is (m,λ)-regular. Thus it follows from (6.22) and (6.2) that
|ϕ(y)| ≤ εsdℓd−1e−m(‖y−y1‖−1) |ϕ(y1)| ≤ e−m1‖y−y1‖ |ϕ(y1)| (6.23)
for some y1 ∈ ∂ΛLex Λ(y)ℓ , so ‖y − y1‖ ≥ ℓ10 , where
m1 ≥ m
(
1− 10
ℓ
− Cd log ℓmℓ − log ε0mℓ
)
≥ m
(
1− C′d,ε0(1 + 1m ) log ℓℓ
)
. (6.24)
Since we can repeat the procedure if y1 /∈ Λ(2ρ+1)ℓ(aλ), we conclude that
|ϕ(y)| ≤ e−m1(‖y−aλ‖−(ρ+ 12 )ℓ) ≤ e−m1(‖y−aλ‖− 32 ℓ). (6.25)
Since 1
γ
< τ < 1, it follows that
|ϕ(y)| ≤ e−m2‖y−aλ‖ if ‖y − aλ‖ ≥ 12Lτ , (6.26)
where
m2 ≥ m1
(
1− 3
ℓ(γ−1)τ
) ≥ m (1− C′′d,ε0(1 + 1m) 1ℓ(γ−1)τ ) . (6.27)
Let {(ϕj , λj)}|ΛL|j=1 be an eigensystem for HΛL . We let aj = aλj . (Note that the
map j 7→ aj is not necessarily an injection.) We claim
ΛL =
|ΛL|⋃
j=1
Λ(2ρ+1)ℓ(aj). (6.28)
This can be seen as follows. Suppose y ∈ ΛL \
⋃|ΛL|
j=1 Λ(2ρ+1)ℓ(aj). It follows from
(6.23) that
1 = ‖δy‖2 =
|ΛL|∑
j=1
|ϕj(y)|2 ≤ (L+ 1)de−m1 ℓ5 < 1, (6.29)
a contradiction.
Given x ∈ ΛL, we set
N (x) = {j ∈ {1, 2, . . . , |ΛL|} ;x ∈ Λ(2ρ+1)ℓ(aj)} . (6.30)
Note N (x) 6= ∅ in view of (6.28).
Let N (Θ) = ⋃x∈ΘN (x) for Θ ⊂ ΛL. We fix Θ ⊂ ΛL, and let QΘ be the
orthogonal projection onto the span of {ϕj ; j ∈ N (Θ)}. For every j /∈ N (Θ) we
have (6.23) for ϕj(x) for all x ∈ Θ, so
‖(1−QΘ)χΘ‖ ≤ |ΛL|
1
2 |Θ| 12 e−m1 ℓ10 ≤ (L+ 1)de−m′ ℓ10 < 1, (6.31)
so it follows from Lemma A.1 that
|Θ| = trχΘ ≤ trQΘ = |N (Θ)| , (6.32)
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which is Hall’s condition (C.1). Thus we can apply Hall’s Marriage Theorem,
concluding that there exists a bijection
x ∈ ΛL 7→ jx ∈ {1, 2, . . . , |ΛL|} , where jx ∈ N (x). (6.33)
We set (ϕx, λx) = (ϕjx , λjx) for all x ∈ ΛL. If ‖y − x‖ ≥ Lτ we have
‖y − ajx‖ ≥ ‖y − x‖ − ‖x− ajx‖ ≥ Lτ − (ρ+ 12 )ℓ > 12Lτ , (6.34)
so it follows from (6.26) that
|ϕx(y)| ≤ e−m2‖y−ajx‖ ≤ e−m2(‖y−x‖−‖x−ajx‖) ≤ e−m2
(
‖y−x‖−(ρ+
1
2 )ℓ
)
(6.35)
≤ e−m3‖y−x‖,
where
m3 ≥ m2
(
1− 3
2ℓ(γ−1)τ
) ≥ m (1− C′′′d,ε0(1 + 1m ) 1ℓ(γ−1)τ ) ≥ m′, (6.36)
for ℓ sufficiently large.
Thus for ω ∈ RL,m(x0) the box ΛL(x0) would be m′-localizing for H if it would
be level spacing. Since it follows from (2.3) that this is true for L large with
probability ≥ 1− 12e−L
ξ
, we have (6.18). 
Appendix A. Lemma about orthogonal projections
Lemma A.1. Let P and Q be orthogonal projections on a Hilbert space H. Then
‖(1− P )Q‖ < 1 =⇒ trQ ≤ trP. (A.1)
In particular, taking Q = 1 we get
‖1− P‖ < 1 =⇒ P = 1. (A.2)
Proof. Since (1−(1−P )Q)Q = PQ and 1−(1−P )Q is invertible by the assumption
of the lemma, we infer that
Q = (1 − (1− P )Q)−1PQ =⇒ trQ ≤ trP, (A.3)
where in the last step we have used A = BCD =⇒ RankA ≤ RankC. 
Appendix B. Estimating the probability of level spacing
In this appendix we review an estimate of the probability of level spacing due to
Klein and Molchanov [KlM]. Let us consider a generalized Anderson model
Hω := H0 + Vω on ℓ
2(Zd), (B.1)
whereH0 is a bounded self-adjoint operator on ℓ
2(Zd) and Vω is a random potential:
Vω(x) = ωx for x ∈ Zd, where ω = {ωx}x∈Zd is a family of independent identically
distributed random variables, whose common probability distribution µ is non-
degenerate and Ho¨lder continuous of order α ∈ (12 , 1]:
Sµ(t) ≤ Ktα for all t ∈ [0, 1], (B.2)
where K is a constant and Sµ(t) := supa∈R µ {[a, a+ t]} is the concentration
function of the measure µ. We set Qµ(t) = Sµ(t) and K˜ = K if α = 1 and
Qµ(t) = 8Sµ(t) and K˜ = 8K if α ∈ (12 , 1).
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Lemma B.1 ([KlM, Lemma 2]). Let Θ ⊂ Zd be a finite subset, I ⊂ R be a bounded
interval, and η ∈ (0, 12 ]. Let EΘ,I,η denote the event that trχJ(Hω,Θ) ≤ 1 for all
subintervals J ⊂ I with length |J | ≤ η. Then
P {EΘ,I,η} ≥ 1− K˜2(|I|+ 1) (2η)2α−1 |Θ|2 . (B.3)
Proof. We recall the proof for completeness. The proof is based on Minami’s in-
equality [M], which we use in the form given in [CGK1, Theorem 3.3] and [CGK2,
Theorem 2.1]:
P {trχJ(Hω,Θ) ≥ 2} ≤ 12E {trχJ(Hω,Θ) (trχJ(Hω,Θ)− 1)} ≤ 12 (Qµ(|J |) |Θ|)2 .
(B.4)
We cover the interval I by 2
⌈
|I|
2η
⌉
≤ |I|
η
+2 intervals of length 2η, in such a way
that any subinterval J ⊂ I with length |J | ≤ η will be contained in one of these
intervals. Then
P
{EcΘ,I,η} ≤ P {there exists an interval J ⊂ I, |J | ≤ η, with trχJ (Hω,Θ) ≥ 2}
≤
(
|I|
η
+ 2
)
1
2 (Qµ(2η) |Θ|)2 ≤ K˜2(|I|+ 1) (2η)2α−1 |Θ|2 , (B.5)
where we used Minami’s inequality (B.4). 
Appendix C. Hall’s Marriage Theorem
Hall’s Marriage Theorem (see [BuDM, Chapter 2]) gives a necessary and suffi-
cient condition for the existence of a perfect matching in a bipartite graph. Let
G = (A,B;E) be a bipartite graph with vertex sets A and B and edge set E ⊂ A×B
(the bipartite condition). M ⊂ E is called a matching if every vertex of G coin-
cides with at most one edge from M; it is a perfect matching if every vertex of
G coincides with exactly one edge from M , i.e., every vertex in A is matched
with a unique vertex in B and vice-versa. In particular, |A| = |B| is a necessary
condition for the the existence of a perfect matching. Given a vertex a ∈ A, let
N (a) = {b ∈ B; (a, b) ∈ E}, the set of neighbors of a. Let N (U) = ∪u∈UN (u) for
U ⊂ A.
Hall’s Marriage Theorem. Let G = (A,B;E) be a bipartite graph with |A| =
|B|. There exists a perfect matching in G if and only if the graph G fulfills Hall’s
condition
|U | ≤ |N (U)| for all U ⊂ A. (C.1)
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