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HEIGHT ZETA FUNCTIONS OF
EQUIVARIANT COMPACTIFICATIONS OF
UNIPOTENT GROUPS
JOSEPH SHALIKA AND YURI TSCHINKEL
Abstract. We prove Manin’s conjecture for bi-equivariant com-
pactifications of unipotent groups.
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Introduction
Let F be a number field and X an algebraic variety over F ; we write
X(F ) for the set of its F -rational points. The height of an F -rational
point x = (x0 : ... : xn) ∈ P
n(F ) of a projective space is given by
H(x) :=
∏
v
max
j
|xj |v,
where the product is over the set of all valuations of F and | · |v is the
standard v-adic absolute value. Let G be a linear algebraic group over
F and
ρ : G→ PGLn+1
a projective rational representation of G. Assume that there exists a
point e ∈ Pn with trivial stabilizer (under the action of ρ(G)). We are
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interested in the asymptotics of
N(B) := {γ ∈ G(F ) |H(ρ(γ) · e) ≤ B}, B →∞.
An alternative geometric description of this problem is as follows: Con-
sider the Zariski closure X ⊂ Pn of the orbit
{ρ(γ) · e | γ ∈ G(F )}.
Then X is an equivariant compactification of G, embedded by a G-
linearized (ample) line bundle L. Choosing a particular height in the
ambient projective space amounts to choosing an adelic metrization
L := (L, ‖ · ‖v) of L (see Section 8 for the definitions). In this setup,
the problem is to understand
(0.1) N(L, B) := {γ ∈ G(F ) |HL(γ) ≤ B}, B →∞,
where HL is the height defined by L.
In this paper we consider smooth projective bi-equivariant compact-
ifications of a unipotent group G over F . This means that G is con-
tained in X as a Zariski open subset and that the natural left and
right actions of G on itself extend to left and right actions of G on X .
Alternatively, one may think of X as an equivariant compactification
of the homogeneous space G×G/G.
The main result is the determination of the asymptotic (0.1) for ar-
bitrary bi-equivariant compactifications X as above and L = −KX ,
the anticanonical line bundle equipped with a smooth adelic metriza-
tion, proving Manin’s conjecture [12] and its refinement by Peyre [22]
for this class of varieties. This generalizes the theorem for equivariant
compactifications of the Heisenberg group proved in [28].
It turns out that the geometric language is more adequate for the de-
scription of the asymptotic behavior. More precisely, denote by Pic(X)
the Picard group of X , this is a free abelian group generated by the
classes of the irreducible boundary components Dα, α ∈ A (we will gen-
erally identify divisors and their classes in Pic(X)). Our main result is
a proof of Manin’s conjecture:
Theorem 1. Let X be a smooth projective bi-equivariant compactifi-
cation of G, with boundary
X \G = ∪α∈ADα
a normal crossings divisor consisting of geometrically irreducible com-
ponents. Then
N(−KX , B) =
τ(−KX)
(b− 1)!
B log(B)b−1(1 + o(1)), as B →∞,
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where b = rkPic(X) = #A is the number of boundary components and
τ(−KX) is the Tamagawa number defined by Peyre [22].
We now give an outline of the proof. In Section 2 we recall some
basic structural results concerning nilpotent algebras and unipotent
groups. In Section 3 we discuss coadjoint orbits and their parametriza-
tion and in Section 4 integral structures. In Section 5 we collect facts
regarding unitary representations of unipotent groups over the adeles.
In Section 6 we study the action of the universal enveloping algebra in
representation spaces. All of the above material is standard and can
be found in the books [7], [10] and the papers [17], [21].
In Section 7 we turn to equivariant compactifications of unipotent
groups and describe the relevant geometric invariants and construc-
tions. In Section 8 we introduce the height pairing
H =
∏
v
Hv : Pic(X)C ×G(A)→ C,
generalizing the usual heights, and the height zeta function
(1.1) Z(s; g) :=
∑
γ∈G(F )
H(s; γg)−1.
By the projectivity of X , the series converges to a function which is
continuous and bounded in g and holomorphic in s for ℜ(s) contained
in some cone Λ ⊂ Pic(X)R. Our goal is establish its analytic prop-
erties, and in particular, to obtain a meromorphic continuation of the
1-parameter height zeta function
Z(sL) =
∑
γ∈G(F )
HL(sL, γ)
−1,
the restriction of the multiparameter zeta function Z(s; g) to the com-
plex line through L and the identity g = e ∈ G(AF ).
To describe the polar set, we use the classes Dα as a basis of Pic(X).
In this basis, the pseudo-effective cone Λeff(X) ⊂ Pic(X)R consists of
classes (lα) ∈ Pic(X)R with lα ≥ 0 for all α. Let
−KX = κ =
∑
α∈A
καDα ∈ Pic(X)R,
be the anticanonical class. We know (see Proposition 7.3) that κα ≥ 2,
for all α ∈ A. Conjecturally, analytic properties of height zeta functions
Z(sL) depend on the location of L = (lα) ∈ Pic(X) with respect to
the anticanonical class and the cone Λeff(X) (see [12], [22] and [3]).
Precisely, define
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• a(L) := inf{a | aL+KX ∈ Λeff(X)} = maxα(κα/lα);
• b(L) := #{α | κα = a(L)lα};
• C(L) := {α | κα 6= a(L)lα};
• c(L) :=
∏
α/∈C(L) l
−1
α .
Then, conjecturally,
(1.2) Z(sL) =
c(L)τ(L)
(s− a(L))b(L)
+
h(s)
(s− a(L))b(L)−1
,
where h(s) is a holomorphic function (for ℜ(s) > a(L)−δ, some δ > 0)
and τ(L) is a positive real number. Given this, Tauberian theorems
imply
N(L, B) =
c(L)τ(L)
a(L)(b(L)− 1)!
Ba(L) log(B)b(L)−1(1 + o(1)),
as B → ∞, for certain constants τ(L) defined in [3]. Here we es-
tablish this for L = −KX , via a spectral expansion of Z(s; g) from
Equation (1.1).
The bi-equivariance ofX implies thatH is invariant under the action
on both sides of a compact open subgroup K of the finite adeles G(Afin).
Furthermore, we assume that Hv is smooth for archimedean v. We
observe that
Z(s; g) ∈ L2(G(F )\G(A))K
and we proceed to analyze its spectral decomposition. We get a formal
identity
(1.3) Z(s; g) =
∑
̺
Z̺(s; g),
where the summation is over all irreducible unitary representations
(̺,H̺) of G(A) occurring in the right regular representation of G(A) in
L2(G(F )\G(A)). These are parametrized by F -rational orbits O = O̺
under the coadjoint action of G on the dual of its Lie algebra g∗. The
relevant orbits are integral - there exists a lattice in g∗(F ) such that
Z̺(s; g) = 0 unless the intersection of O with this lattice is nonempty.
The pole of highest order is contributed by the trivial representation
and integrality insures that this representation is “isolated”.
Let ̺ be a representation as above. Then ̺ arises from some
π = IndGM(ψ),
where M ⊂ G is an F -rational subgroup and ψ is a certain character of
M(A) (see Proposition 5.5). In particular, for the trivial representation,
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M = G and ψ is the trivial character. Further, there exists a finite set
of places S = S̺ such that dim ̺v = 1 for v /∈ S and consequently
(1.4) Z̺(s; g
′) = ZS(s; g′) · ZS(s; g
′),
where
ZS(s; g′) :=
∏
v/∈S
∫
M(Fv)
Hv(s;mvg
′
v)
−1ψ(mvg
′
v)dmv,
(with an appropriately normalized Haar measure dmv on M(Fv)) and
the function ZS is the projection of Z to ⊗v∈S ̺v.
The first key result is the explicit computation of height integrals:∫
M(Fv)
Hv(s;mvg
′
v)
−1ψ(mvg
′
v)dmv
for almost all v (see Section 9). This has been done in [5] for equivariant
compactifications of additive groupsGna ; the same approach works here
as well. We regard the height integrals as geometric versions of Igusa’s
integrals (see [6]).
For the trivial representation and v /∈ S, we have
(1.5)∫
G(Fv)
H(s; gv)
−1dgv = q
− dimX
v
(∑
A⊆A
D0A(kv)
∏
α∈A
qv − 1
qsα−κα+1v − 1
)
,
where
DA := ∩α∈ADα, D
0
A := DA \ ∪A′)ADA′
and qv is the cardinality of the residue field kv at v. Restricting to the
line through −KX , we find that the resulting Euler product Z
S(−sKX)
is regularized by a product of (truncated) Dedekind zeta functions, thus
is holomorphic for ℜ(s) > 1, admits a meromorphic continuation to
ℜ(s) > 1−δ, for some δ > 0, and has an isolated pole of order rk Pic(X)
at s = 1, with the expected leading coefficient τ(−KX). Similarly, we
identify the poles of ZS for nontrivial representations: again, they are
regularized by products of (truncated) Dedekind zeta functions and
thus admit a meromorphic continuation to the same domain, with at
most an isolated pole at s = 1; but the order of the pole at s = 1 is
strictly smaller than rk Pic(X).
Next we need to estimate dim ̺v and the local integrals for nonar-
chimedean v ∈ S (see Sections 5.7 and 9). Then we turn to archimedean
places. Using integration by parts, we prove in Lemma 9.7 that for all
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ǫ > 0 and all (left or right) G-invariant differential operators ∂ there
exist constants c = c(ǫ, ∂) and N = N(∂) such that
(1.6)
∫
G(Fv)
|∂Hv(s; gv)
−1|v dgv ≤ c · ‖s‖
N ,
for all s with ℜ(sα) > κα − 1 + ǫ, for all α ∈ A.
Let v be real. It is known that ̺v admits a standard model (πv, L
2(Rr)),
where 2r = dim O. More precisely, there exists an isometry
j : (πv, L
2(Rr))→ (̺v,Hv),
an analog of the Θ-distribution. Moreover, the universal enveloping
algebra U(g) surjects onto the Weyl algebra of differential operators
with polynomial coefficients acting on the smooth vectors C∞(Rr) ⊂
L2(Rr). In particular, we can find an operator ∆ acting as the r-
dimensional harmonic oscillator
r∏
j=1
(
∂2
∂x2j
− ajx
2
j ),
with aj > 0. We choose an orthonormal basis of L
2(Rr) consisting of
∆-eigenfunctions {ω˜λ} (which are well known) and analyze∫
G(Fv)
Hv(s; gv)
−1ωλ(gv)dgv,
where ωλ = j(ω˜λ). Using integration by parts and (1.6) we find that
for all n ∈ N there exist constants c = c(n,∆) and N ∈ N such that
this integral is bounded by
(1.7) c · λ−n · ‖s‖N ,
for s with ℜ(sα) > κα−1+ǫ, for all α. This estimate suffices to conclude
that for each ̺ the function ZS̺ is holomorphic in a neighborhood of
κ; indeed it will be majorized by∑
λ
λ−n,
the spectral zeta function of a compact manifold, which converges for
sufficiently large n ≥ 0 (see Section 9 and the Appendix).
Now the issue is to prove the convergence of the sum in (1.3). Using
any element ∂ ∈ U(g) acting in H̺ by a scalar λ(∂) 6= 0 (for example,
any element in the center of U(g)) we can improve the bound (1.7) to
c · λ−n1 · λ(∂)−n2 · ‖s‖N
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(for any n1, n2 ∈ N and some constants c = c(n1, n2,∆, ∂) and N =
N(∆, ∂). However, we have to insure the uniformity of such estimates
over the set of all ̺. This relies on a parametrization of coadjoint
orbits. There is a finite set Σ of “packets” of coadjoint orbits, each
parametrized by a locally closed subvariety Zσ ⊂ g
∗, and for each σ a
finite set of F -rational polynomials {Pσ,j} on g
∗ such that each Pσ,j is
invariant under the coadjoint action and nonvanishing on the stratum
Zσ. Consequenty, the corresponding derivatives
∂σ,j ∈ U(g)
act in H̺ by multiplication by the scalar
λ̺,j(ℓ) = Pσ,j(2πiℓ), ℓ ∈ O.
Recall that ℓ varies over a lattice; applying several times ∂σ =
∏
j ∂σ,j
we obtain the uniform convergence of the right hand side in (1.3).
The last technical point is to prove that both expressions (1.1) and
(1.3) for Z(−sKX ; g) define continuous functions on G(F )\G(A). Then
(1.3) gives the desired meromorphic continuation of Z(−sKX ; e).
The techniques described above should allow the treatment of arbi-
trary height functions; here we restricted to the anticanonical height
H−KX as in the original conjecture of Manin [12], to avoid some tech-
nical issues with L-primitive fibrations (see [3] and [5]).
Acknowledgements. The second author was partially supported
by NSF grants 0739380, 0901777, and 1160859. He is very grateful to
the referees for comments and suggestions that helped to improve the
exposition.
2. Nilpotent Lie algebras and unipotent groups
In this section we recall basic properties of nilpotent Lie algebras
and unipotent groups. We work over a field F of characteristic zero.
2.1. Nilpotent algebras. Let g = (g, [, ]) be an n-dimensional Lie
algebra over F : an affine space over F of dimension n together with a
bracket [·, ·] satisfying the Jacobi identity. Denote by zg the center of
g. For a subset h ⊂ g we denote by
ng(h) := {X ∈ g | [X, h] ⊂ h}
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its normalizer and by
zg(h) := {X ∈ g | [X, Y ] = 0, ∀Y ∈ h}
its centralizer. Let
g1 ⊂ g2 ⊂ ... ⊂ gk ⊂ g
be a sequence of subalgebras. A weak Malcev basis through this se-
quence is a basis (X1, ..., Xn) of g such that
• for all j ∈ 1, ..., k there exists an nj such that gj = 〈X1, ..., Xnj〉;
• for all i = 1, ..., n the F -vector space 〈X1, ..., Xi〉 is a Lie subal-
gebra.
Assume that all gj above are ideals. A strong Malcev basis through
this sequence is a weak Malcev basis such that
• for all i = 1, ..., n the F -vector space 〈X1, ..., Xi〉 is an ideal.
The ascending central series of g is defined as
g0 := 0;
gj := {x ∈ g | [x, g] ⊆ gj−1}.
From now on we will assume that g is nilpotent, that is, there exists an
n such that gn = g.
Example 2.2. Some common examples are:
• the Heisenberg algebra h3 := 〈X, Y, Z〉, [X, Y ] = Z;
• the upper-triangular algebra nn ⊂ gln;
• the algebra k4 = 〈X1, X2, X3, Y 〉: [Xi, Xj] = 0, [Y,Xi] = Xi−1.
Lemma 2.3. If g is nilpotent then for any ascending sequence of al-
gebras (resp. ideals) there exists a weak (resp. strong) Malcev basis
passing through it.
Proof. Indeed, for any subalgebra
h ( ng(h),
and for any X ∈ ng(h) \ h the vector space h ⊕ FX is a subalgebra.
Same argument works for ideals. 
There is no canonical choice of a Malcev basis through a given sub-
algebra.
Lemma 2.4. (Kirillov’s lemma) Let g be a noncommutative nilpotent
Lie algebra with 1-dimensional center zg(g) = 〈Z〉. Then there exist
X, Y ∈ g such that
• [X, Y ] = Z;
• g = zg(Y )⊕ FX.
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Proof. Choose some Y ∈ g2 \ g1. Then g0 := zg(Y ) is a subalgebra of
codimension one and there is an X in its complement as required. 
Notation 2.5. We refer to the quadruple (Z, Y,X, g0) in Lemma 2.4 as
a reducing quadruple.
2.6. Polarizations. Denote by g∗ the dual Lie algebra. Each ℓ ∈ g∗
determines a skew-symmetric bilinear form
Bℓ : g× g → F
(X, Y ) → ℓ([X, Y ]).
For any subalgebra h ⊂ g denote by
rℓ(h) := h ∩ h
⊥ℓ = {h ∈ h | ℓ([h, h′]) = 0, ∀h′ ∈ h}
its radical with respect to Bℓ. Clearly, the maximum dimension of an
isotropic subspace in g is
d = dim rℓ +
1
2
(dim h− dim rℓ).
Definition 2.7. A subalgebra mℓ ⊂ g is called polarizing for ℓ if
• mℓ is isotropic for Bℓ, that is, Bℓ(m,m
′) = 0 for all m,m′ ∈ mℓ;
• dimmℓ is the maximal possible dimension d for isotropic sub-
spaces. Such subalgebras exist, and all have the same dimen-
sion.
Example 2.8. For the Heisenberg algebra h3 and any ℓ with ℓ(Z) 6= 0
a polarizing subalgebra is the ideal mℓ = 〈Z, Y 〉.
Remark 2.9. A polarizing algebra mℓ is not necessarily an ideal. An
ℓ ∈ g∗ can have many polarizing subalgebras. In general, there does
not exist a finite set of subalgebras such that for each ℓ ∈ g∗ one of the
subalgebras in this set is polarizing for ℓ.
A canonical construction of a polarizing algebra (by Vergne [31]) goes
as follows: fix a strong Malcev basis (X1, ..., Xn) for g. Put
mℓ :=
n∑
j=1
rℓ(gj),
where gj := 〈X1, ..., Xj〉 and rℓ(gj) is the radical of gj with respect to
Bℓ.
Alternatively, a polarizing subalgebra may be constructed inductively:
Case 1. If
zℓ := zg ∩Ker(ℓ) 6= 0
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consider the projection
pr : g→ g0 := g/zℓ
and write ℓ0 for the induced linear form on g0. If mℓ0 ⊂ g0 is a polarizing
algebra for ℓ0 the preimage pr
−1(mℓ0) is a polarizing algebra for ℓ.
Case 2. Otherwise, z(g) = 〈Z〉 and ℓ(Z) 6= 0. Then there exists a
Y ∈ g2 \ g1 such that codim zg(Y ) = 1 (by Lemma 2.4). Let ℓY be the
restriction of ℓ to zg(Y ) and mY a polarizing algebra for ℓY in zg(Y ).
Then mℓ = mY .
Proposition 2.10. Let Z ⊂ g∗ be an algebraic variety, defined over F .
There exists a Zariski open subset Z0 ⊂ Z, a positive integer k ≤ dim g
and an F -morphism
pol : Z0 → Gr(k, g)
such that for every point ℓ in Z0 the image pol(ℓ) in the Grassmannian
of k-dimensional subspaces in g corresponds to a polarizing subalgebra
for ℓ.
Proof. Consider g∗ over the function field of Z and apply Vergne’s
construction to the generic point.
Alternatively, consider the subvariety of all subalgebras m ⊂ g over
the function field F (Z) of dimension k such that ℓ([m,m]) = 0, with
ℓ ∈ g∗(F (Z)). Take the maximal k such that this variety has an F (Z)-
rational point. This point defines an F (Z)-rational point in Gr(k, g).
Specializing, we get polarizations on some open subset Z0 ⊂ Z. 
2.11. Unipotent groups. Let V be a finite dimensional vector space
over F and N ⊂ GL(V ) the subgroup of all upper-triangular unipo-
tent matrices. Denote by n the F -vector space of all upper-triangular
nilpotent matrices. The (standard) maps
exp : n → N
log : N → n
are biregular F -morphisms (polynomial maps) between algebraic vari-
eties.
Let G be a (connected) unipotent linear algebraic group defined over
F . Then there exists an F -rational representation
ρF : G→ GL(V ),
for some V , realizing G as a closed subgroup of N. We fix this repre-
sentation. Then
g := log(G) ⊂ n
HEIGHT ZETA FUNCTIONS 11
is the Lie algebra of G. This coincides with the usual definition of g as
the F -algebra of left-invariant F -derivations of the algebra or rational
functions F [G].
3. Coadjoint orbits
3.1. Orbits. Both g and its dual g∗ are defined over F . For all fields
E/F we can consider the E-rational points of g and g∗, which we denote
by g(E), resp. g∗(E).
Denote by Ad (resp. Ad∗) the adjoint (resp. coadjoint) action of
G on g (resp. g∗), both are algebraic actions defined over F . Let Oℓ
be the coadjoint orbit through ℓ ∈ g∗(F ). It is a symplectic algebraic
variety: the skew-symmetric bilinear form
Bℓ : g× g → F
(X, Y ) 7→ ℓ([X, Y ])
descends to a nondegenerate algebraic 2-form Ωℓ on the orbit Oℓ.
Lemma 3.2. The map
G → Oℓ
g 7→ Ad∗(g)−1 ◦ ℓ
induces an exact sequence
0→ rℓ → g
pr ℓ−→ Tℓ(Oℓ)→ 0,
where Tℓ is the tangent space at ℓ, rℓ is the radical of the skew-symmetric
form Bℓ, and pr ℓ is the map to the tangent space of the orbit.
Lemma 3.3. Let g be a nilpotent Lie algebra with 1-dimensional center
and reducing quadruple (Z, Y,X, g0). Let ℓ ∈ g
∗ be such that ℓ(Z) 6= 0.
Let
pr : g→ g0.
be the projection and ℓ0 the restriction of ℓ to g0. Then rℓ is properly
contained in rℓ0 ⊆ g0,
pr(Oℓ) = ⊔t∈FAd
∗ exp(tX)(Oℓ0)
and pr−1(Oℓ0) = Oℓ.
Proof. See [7], p. 69. 
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3.4. Basic invariant theory. In this section we describe the geomet-
ric structure of the set of coadjoint orbits. The main result is the
following
Proposition 3.5. One has a decomposition
g∗ = ⊔σ∈ΣZσ
into a finite union of irreducible algebraic varieties {Zσ}σ∈Σ. For each
Zσ there exists a finite set of polynomials {Pσ,j}j∈Jσ on g
∗ separating
the orbits: Pσ,j are invariant on each orbit in Zσ and for every pair
ℓ, ℓ′ ∈ g∗ contained in different orbits O,O′ ⊂ Zσ there exist j, j
′ ∈ Jσ
such that Pσ,j(ℓ) 6= Pσ,j′(ℓ
′).
We follow the exposition in [25]. Let V be an irreducible algebraic
variety over a field F . Denote by F [V ] the ring of regular functions on
V and by F (V ) its function field. Let G be an algebraic group over F .
A regular action of G on V is an F -homomorphism ρreg : G→ Aut(V )
such that the induced map ρ : G× V → V is a morphism of algebraic
varieties. A rational action is a homomorphism ρrat : G→ Bir(V ) such
that the induced map ρ is defined and coincides with some rationalmap
ρ0 on a dense Zariski open subset. An orbit Oℓ through a point ℓ ∈ V
is the image in V of G× ℓ under ρ.
The action ρrat induces an action on F (V ). Regular functions φ ∈
F [V ] satisfying g · φ = φ for all g ∈ G are called integral invariants
for the action, rational functions φ ∈ F (V ) with the same property
are called rational invariants. Integral invariants form a subalgebra in
F [V ], denoted by F [V ]G, and rational invariants a field, F (V )G. A
rational invariant φ separates the orbits O,O′ if φ is defined in the
points of both orbits and if for all ℓ ∈ O, ℓ′ ∈ O′ one has φ(ℓ) 6= φ(ℓ′).
A set Φ = {φ} of rational invariants separates generic orbits if there
exists a Zariski open dense subset V 0 ⊂ V with the property that
for every pair of points ℓ, ℓ′ ∈ V 0 contained in different orbits O,O′
there exists a rational invariant φ ∈ Φ separating O,O′. In this case Φ
generates the field of rational invariants F (V )G.
Theorem 3.6. (Rosenlicht, [27]) For every (rational) action of an al-
gebraic group G on an irreducible algebraic variety there exists a finite
set Φ of rational invariants separating generic orbits.
Theorem 3.7. Assume that V is an affine algebraic variety and that
G is a unipotent group acting on V . Then every rational invariant is
representable as a quotient of integral invariants. In particular, there
exists a finite set of integral invariants separating generic orbits.
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Proposition 3.5 follows: in V = g∗ we find a dense Zariski open
subset V 0 and a set of integral invariants {P0,j} separating generic
orbits. We can stratify the complement V \ V 0 into a finite disjoint
union of irreducible affine algebraic varieties of smaller dimension and
continue by induction.
3.8. Parametrization. In this section we make the parametrization
of coadjoint orbits more explicit. This will be useful in Section 5.7,
where we estimate certain multiplicities in terms of relative Pfaffians.
We follow the exposition in [7], Section 3. Consider the coadjoint
action of G on the affine space V = g∗. Fix a strong Malcev basis
(X1, ..., Xn) for g, passing through the ideals gj of the ascending central
series (see Section 2). The dual basis (ℓ1, ..., ℓn) is a Jordan-Ho¨lder basis
of V , for the coadjoint action of G.
Denote by
Vj := F -span of {ℓj+1, ..., ℓn} = g
⊥
j ,
(the annihilator in g∗), note that g∗/Vj is canonically isomorphic to
(g/gj)
∗. The canonical projection
pr j : V → V/Vj
is Ad∗(G)-equivariant. For d = (d1, ..., dn) ∈ N
n consider the subset
Zd := {v ∈ V | dim Ad
∗(G)(pr j(v)) = dj, ∀j ∈ [1, ..., n]}.
The set D of d with Zd 6= ∅ is finite and partially ordered: d  d
′
iff dj ≥ d
′
j for all j ∈ [1, ..., n]. It has a unique maximal element
corresponding to dmax with
dmaxj = max
d∈D
{dj}
for all j ∈ [1, ..., n]. Define
D1 := {d
max}, Dk+1 := {d|d maximal in D \ (∪k′≤kDk′)}.
Fix an order >k in each Dk. This gives an order  in D:
Dk ∋ d  d
′ ∈ Dk′
if either k < k′ or (if k = k′) d >k d
′.
For d ∈ D define
Id := {i | di = di−1 + 1}, V
I
d
:= 〈ℓi | i ∈ Id〉F
Jd := {j | dj = dj−1}, V
J
d
:= 〈ℓj | j ∈ Jd〉F ,
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(with d0 = 0). We have a decomposition of the F -vector space
g∗ = V I
d
⊕ V J
d
.
Remark 3.9. A posteriori, Id is always even.
Proposition 3.10. The stratification of V = g∗ into strata Zd satisfies
the following properties:
• For all d ∈ D the set ∪d′dZd is an Ad
∗(G)-invariant subset
of V .
• Each Ad∗(G)-orbit in the stratum Zd meets V
J
d
in exactly one
point.
• Σd := Zd ∩ V
J
d
is algebraic (a locally closed subvariety of g∗).
• The union Σ = ⊔dΣd parametrizes all Ad
∗(G)-orbits in g∗.
Moreover, for each d with Id = {i1, ..., i2k} there exist rational functions
P1, ..., Pn ∈ F (V × V
I
d
) such that:
• For each r = 1, ..., n the restriction of Pr to Zd × V
I
d
has no
poles.
• For each z ∈ Zd and each r the restriction of Pr to z × V
I
d
is a polynomial and Pr(z, v) = Pr(z
′, v) for all z′ in the orbit
Ad∗(G)(z) and all v ∈ V I
d
.
• The vector w =
∑n
r=1 Pr(z; v)ℓr is the unique vector in the
Ad∗(G)-orbit through z whose projection to V I
d
is v.
Proof. See [7], Section 3.1. 
3.11. Pfaffians. We fix a strong Malcev basis (X1, ..., Xn) for g. De-
note by (ℓ1, ..., ℓn) the dual basis of g
∗. Fix a stratum Z = Zd with
with Id = {i1, ..., i2k}. Let ℓ ∈ Z and Ωℓ be the canonical symplectic
2-form on Oℓ. Write
Ωℓ = 2 ·
∑
ir<ir′
Bℓ(Xir , Xir′ )ℓir ∧ ℓir′
and let µ(ℓ) := ∧kΩℓ. Then
(3.1) µ(ℓ) = 2kk!Pf(ℓ) · ℓi1 ∧ · · · ∧ ℓi2k
for some function Pf(ℓ), called the relative Pfaffian. Clearly, Pf(ℓ) is a
sum of terms each of which is a product of factors of the form
Bℓ(Xir , Xir′ )
and thus a polynomial function on g∗. Now we notice that the for-
mula (3.1) is well defined for any ℓ ∈ g∗.
For ℓ ∈ Z, we have
Pf(ℓ)2 = det(Bℓ(Xir , Xir′ )).
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Since Bℓ is non-degenerate on Oℓ, Pf(ℓ) 6= 0. Further, Pf(ℓ) is Ad
∗(G)-
invariant on Z.
4. Integral structures
We will also need integral structures on all objects: g, strata defined
in Sections 7.2 and 3.8, polarizing subalgebras etc. A precise choice
of such structures is not essential for analytic considerations below;
it suffices to observe that different choices of integral structures affect
only finitely many places of F . In particular, they do not affect analytic
properties of Euler products and height zeta functions.
Notation 4.1. Let F be a finite extension of Q. Denote by Fv the
completion of F with respect to a valuations v; for v nonarchimedean,
denote by ov the ring of v-adic integers. Denote by A :=
∏′
v Fv the
ring of adeles of F .
4.2. On g. Let g = 〈X1, ..., Xn〉 be an n-dimensional Lie algebra over
F , with a fixed basis X. Let g′o be the oF -module
oFX1 + · · ·+ oFXn.
There is an integer a ∈ Z such that go = a · g
′
o is a Lie order, i.e., a
subring of g all of whose coefficients lie in oF . Indeed, write
[Xi, Xj] =
∑
ckijXk
with ckij ∈ F . Then
[aXi, aXj ] =
∑
(ackij)aXk
and we can choose a ∈ Z such that all ackij ∈ oF .
Definition 4.3. A Lie order go is called admissible if exp(go) is a
subgroup of G(F ).
Assume that g is nilpotent. By the Baker-Campbell-Hausdorff for-
mula
X ∗ Y := log(exp(X) · exp(Y )) = X + Y +
k∑
j=2
bj(X, Y )
where X, Y ∈ g(F ) and bj is a sum of j-fold brackets with coefficients
in F .
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Definition 4.4. A Lie order go is called universal if X, Y ∈ go implies
that
bj(X, Y ) ∈ go
for all j ≥ 2.
Clearly, a universal Lie order is admissible.
Lemma 4.5. There exists an a ∈ Z such that go = a · g
′
o is a universal
order.
Proof. For X, Y ∈ g′o we have
(aX) ∗ (aY ) =
∑
bj(aX, aY ) = aX + aY +
∑
j≥2
bj(X, Y )a
j .
Now choose a ∈ Z such that for all j ≥ 2, aj−1 times every coefficient
of bj is in oF . Then a
j−1bj(X, Y ) ∈ g
′
o and
bj(aX, aY ) ∈ ag
′
o.

Example 4.6. For g = n4 (from Example 2.2) we have
X ∗ Y = X + Y +
1
2
[X, Y ] +
1
12
[X, [X, Y ]]−
1
12
[Y, [X, Y ]].
Then 6 · gZ is universal.
Let v be a nonarchimedean valuation. Write
g(Fv) := g⊗F Fv, g(ov) := go ⊗Z ov.
If go is universal then g(ov) is an admissible lattice in g(Fv). In fact, if
o ∈ ov then
bj(X × o, Y ⊗ o) = bj(X, Y )⊗ o
j ∈ g(ov).
In particular, exp(g(ov)) is a subgroup of G(F ).
We apply the preceding discussion as follows: Let g = gF be a
nilpotent Lie algebra over a number field F . Fix a strong Malcev basis
(X1, ..., Xn) of g. Choose an a ∈ Z such that go = a · g
′
o is a universal
order in gF . Then ag(ov) := ag
′
o ⊗Z ov is an admissible lattice in gF .
Set Kv := exp(ag(ov)) ⊂ G(Fv). This is a compact subgroup.
Remark 4.7. Once a representation ρF : G → N as in Section 2.11 is
fixed, we have
Kv = G(Fv) ∩N(ov)
for almost all v (N is defined over Z).
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4.8. Measures. We fix Haar measures dxv on Ga(Fv) for all v (nor-
malized as in [30]). For all but finitely many v the volume of Ga(ov)
with respect to dxv is equal to 1. Thus we have an induced Haar
measure dx on Ga(A) = A and on G
n
a(A) for all n. Using the homeo-
morphism between G(A) and Gna(A) we may realize the Haar measure
dg =
∏
v dgv on G(A) as the product measure
dg = dx1 . . . dxn.
Similarly, we have vol(G(ov) = 1, for almost all v. Let m ⊂ g be
a subalgebra and M ⊂ G the corresponding subgroup. The induced
integral structure on m allows us to obtain a normalized Haar measure
on M(A), again we have vol(M(ov)) = 1, for almost all v.
Notation 4.9. For each Σd ∈ Σ we fix a finite set of Ad
∗(G)-invariant
polynomials Pd,j ∈ F [g
∗] separating the orbits, as in Proposition 3.10.
Let v ∈ S∞ (the archimedean valuations of F ), ℓ ∈ Zd(F ) and Oℓ be
the corresponding Ad∗(G)-orbit in g∗(Fv). Define the norm of the orbit
(4.1) ‖Oℓ‖∞ := max
v∈S∞
max
j∈Jd
|Pd,j(ℓ)|v.
A priori, the definition of this norm depends on the choice of Ad∗(G)-
invariant polynomials separating the orbits in Zd. However, for any
Ad∗(G)-invariant polynomial P ∈ F [g∗] there exists an N = N(P )
such that
max
v∈S∞
|P (ℓ′)|v ≤ ‖Oℓ‖
N
∞,
for all ℓ′ ∈ Oℓ. In particular, a norm as in (4.1), defined via a different
choice of polynomials separating the orbits in Zd, will be comparable,
up to powers. We have a fundamental finiteness result: let l ⊂ oF be
any lattice. Then there exists an n0 ∈ N such that∑
ℓ∈g∗(l)/Ad∗(G)
‖Oℓ‖
−n
∞ ,
is convergent for all n ≥ n0.
5. Representations: basics
In this section we describe Kirillov’s orbit method in the theory of
unitary representations of nilpotent groups over local fields and its
generalization to adeles by Moore (see [17] and [21]).
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5.1. The orbit method.
Notation 5.2. Let F be a number field, v a valuation and Fv the v-adic
completion of F . Denote by mv ⊂ ov the maximal ideal in the ring of
ov of v-adic integers (for nonarchimedean v). We write k = kv for the
residue field of ov and q = qv for the cardinality of kv. We denote by
Val(F ) = {|·|v} = Sfin∪S∞ the set of all valuations of F , here S∞ is the
set of archimedean and Sfin the set of nonarchimedean valuations. We
normalize the valuations in such a way that for any Haar measure µv on
Fv one has µv(aM) = |a|vµv(M) for all measurable subsets M ⊂ Fv
and all a ∈ F ∗v . We continue to denote by A = AF the adele ring of F .
For any finite set S ⊂ Val(F ) we put AS =
∏
v∈S Fv, A
S =
∏′
v/∈S Fv
(restricted product). We abbreviate Afin = A
S∞ and A∞ = AS∞ .
First we recall basic facts concerning harmonic analysis on additive
groups (cf., for example, [30]). For any prime number p, we have an
embedding Qp/Zp →֒ Q/Z. Using it we can define a (unitary) character
ψp of the additive group Ga(Qp) by
ψp : xp 7→ exp(2πixp).
At the infinite place of Q we put
ψ∞ : x∞ 7→ exp(−2πix∞),
(here x∞ is viewed as an element in R/Z). Taking the product we get a
character ψ of Ga(AQ) and, by composition with the trace, a character
ψ = ψ1 =
∏
v ψv of Ga(A). This defines a Pontryagin duality
Ga(A)→ Ga(A)
∗
(av) 7→ ((xv)→
∏
v
ψv(avxv)).
The subgroup Ga(F ) ⊂ Ga(A) is discrete, cocompact and selfdual
under the above duality.
Denote by g∗ the dual to the Lie algebra g of G. It inherits the F -
rational structure from g. For every F -rational linear form ℓ ∈ g∗(F )
let mℓ be a polarizing to ℓ subalgebra of g (see Section 2). Then ℓ
defines a character on the adelic points Mℓ(A) of the subgroup Mℓ =
exp(mℓ) ⊂ G
ψℓ = ψ1 ◦ ℓ ◦ log : Mℓ(A)→ S
1 ⊂ C∗.
Let
πℓ = Ind
G(A)
Mℓ(A)
(ψℓ)
be the induced representation. Then
HEIGHT ZETA FUNCTIONS 19
• πℓ is irreducible;
• πℓ does not depend on the choice of mℓ (up to isomorphy);
• πℓ does not depend on the choice of ℓ in the Ad
∗-orbit Oℓ (up
to isomorphy).
This is the orbit picture proposed by Kirillov: irreducible unitary rep-
resentations of a unipotent group G are parametrized by orbits of the
coadjoint action of G on g∗(F ).
Notation 5.3. Let G∞ :=
∏
v∈S∞
G(Fv) and Γ be a discrete cocompact
subgroup in G∞ (e.g., the image of G(l), where l ⊆ oF is a sublattice).
Notation 5.4. Denote by
H := L2(G(F )\G(A))
the space of (left) G(F )-invariant square-integrable (on the quotient)
functions on G(A) (and similarly L2(Γ\G∞)). Denote by
HK = L2(G(F )\G(A))K
the subspace of (right) K-fixed vectors.
Proposition 5.5. [21] For each ℓ ∈ g∗ there is a unitary equivalence
between πℓ and ̺ℓ implemented by an isometry
jℓ : Ind
G(A)
Mℓ(A)
(ψℓ) → Hℓ ⊂ H
given by
φ(x) 7→
∑
γ∈Mℓ(F )\G(F )
φ(γ · x),
where (̺ℓ,Hℓ) is a unitary irreducible representation occurring in the
right regular representation of G(A) on H. Moreover, jℓ induces an
isometry on the subspaces of K-fixed vectors and
HK = ⊕ℓ∈g∗(F )/Ad∗H
K
ℓ ,
as a direct sum of irreducible unitary representations of G(A), each
occurring with multiplicity one.
Notation 5.6. We denote by R(K) = {̺} the set of irreducible unitary
representation of G(A) occcuring in the right action of G(A) on HK.
5.7. Multiplicities. Let F be a number field and SG ⊂ Sfin a finite
set of nonarchimedean valuations of F such that for all v /∈ SG one has
exp(g(ov)) = G(ov) = Kv.
For v ∈ S the compacts Kv are defined as in Section 4.
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Notation 5.8. Let πv be a unitary representation of G(Fv). We denote
by
m(πv,Kv, 1)
the multiplicity of the trivial representation 1 occurring in the restric-
tion of πv to Kv.
Proposition 5.9. Let ℓ ∈ g∗(Fv) and πv be the unitary irreducible
representation of G(Fv) corresponding to the orbit Oℓ. Then there exist
constants cv, with cv = 1 for all v /∈ SG such that
m(πv,Kv, 1) ≤ cv|Pf(ℓ)|
−1
v ,
where Pf(ℓ) is the Pfaffian (defined in Section 3.11), evaluated at Oℓ.
Notation 5.10. Let Sπ be the set of nonarchimedean v such that either
v ∈ SG or m(πv,Kv, 1) 6= 1.
Remark 5.11. In [15], [26], [11] one can find bounds for m(πv,Kv, 1) in
terms of the the number of Ad∗(Kv)-orbits on Oℓ(Kv). An estimate in
terms of Pfaffians has been derived in [8].
For completeness, we include a proof of this proposition.
We choose the Haar measure dgv on G(Fv) so that∫
Kv
dgv = 1.
We normalize the measure dXv on g(Fv) such that∫
G(Fv)
φ(gv)dgv =
∫
g(Fv)
φ(exp(Xv))dXv
for all smooth compactly supported functions φ ∈ C∞c (G(Fv)).
For ℓ = ℓv ∈ g
∗(Fv) denote by dµ(ℓ) = dµv(ℓ) the (canonical) v-adic
measure on the (2k-dimensional) orbitOℓ(Fv) ⊂ g
∗(Fv) associated with
the top degree form µ(ℓ) := ∧kΩℓ, where Ωℓ is the canonical invariant
algebraic 2-form on Oℓ.
For appropriate functions φ on G(Fv) define the Fourier transform
φˆ(ℓ) :=
∫
g(Fv)
φ(exp(Xv))ψ(〈ℓ,Xv〉)dXv.
Let πv be an irreducible unitary representation of G(Fv). The function
φ defines the operator
πv(φ) :=
∫
G(Fv)
φ(gv)πv(gv)dgv.
It is of trace class.
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Lemma 5.12. Let v be a nonarchimedean valuation and πv an irre-
ducible unitary representation of G(Fv) corresponding to ℓ ∈ g
∗(Fv).
Let φ ∈ C∞c (G(Fv)). Then
trπv(φ) =
1
2kk!
∫
Oℓ
φˆ(ℓ)dµv(ℓ)
Proof. See [7], p. 145. 
Let χ = χv be the characteristic function of Kv. Then the con-
volution χ ∗ χ = χ. Thus, πv(χ) is a self-adjoint projection on Hπv .
Moreover,
tr(πv(χ)) = m(πv,Kv, 1)
and
χˆ(ℓv) =
∫
χ0(Xv)ψ(〈ℓv, Xv〉)dXv
where χ0 is the characteristic function of g(ov). It follows that χˆ is the
characteristic function of the dual lattice g∗(ov) ⊂ g
∗(Fv). Therefore,
(5.1) m(πv,Kv, 1) =
1
2kk!
∫
Oℓ
χˆ(ℓ)dµv(ℓ),
where dµv(ℓ) is the canonical measure on the orbit O(ℓ).
The Lie algebra g is equipped with a fixed strong Malcev basis
〈X1, ..., Xn〉. The dual basis 〈ℓ1, ..., ℓn〉 in V := g
∗ is a Jordan-Ho¨lder
basis. Recall the stratification of representations explained in Sec-
tion 3.8. Assume that the representation πv belongs to the stratum
Σd (as in Section 3.8). Denote by
V d
I
:= 〈ℓi; i ∈ Id〉Fv , V
d
J
:= 〈ℓj; j ∈ Jd〉Fv
the affine subspaces defined in 3.10. Recall that V d
I
= 〈ℓi1, ..., ℓi2k〉 is
even dimensional. Regarding Xi1 , ..., Xi2k as (independent) linear forms
on V d
I
define a Haar measure on V d
I
by
|dµ| := |Xi1 ∧ · · · ∧Xi2k |.
Let
fℓ : V
d
I
→ Oℓ
u 7→ (u, Pℓ(u))
be the map parametrizing the orbit Oℓ (here Pℓ is a polynomial on V
d
I
).
Then
µ˜(ℓ) := (df ∗ℓ )
−1(Xi1 ∧ · · · ∧Xi2k)
is a G-invariant volume form on the orbit Oℓ. Therefore,
µ(ℓ) = c(ℓ)µ˜(ℓ)
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(and c(ℓ) depends only on the orbit Oℓ). Denote by o
∗
v,I the image of
the projection
prv,I : g
∗(ov)→ Vv,I
and by χ∗v,I the characteristic function of this set. Continuing from
(5.1), we obtain
m(πv,Kv, 1) =
|c(ℓ)|
2kk!
∫
Oℓ
φˆ(ℓ)|dµ˜v(ℓ)|(5.2)
=
|c(ℓ)|
2kk!
∫
Vv,I
φˆ(u, Pℓ(u))|dµv(ℓ)|(5.3)
≤
|c(ℓ)|
2kk!
∫
Vv,I
χ∗v,I(u)|dµv(ℓ)|(5.4)
We fix an integer a ∈ Z so that go is equal to the oF -span of
{aX1, ..., aXn} (replacing Xj by a
−1Xj we may assume from the begin-
ning that
go = oFX1 ⊕ ...⊕ oFXn.
Then
g∗(ov) = ovℓ1 ⊕ ...⊕ ovℓn
o∗v,I = ovℓi1 ⊕ ...⊕ ℓi2k .
The Haar measure is normalized such that vol(ov) = 1. Then∫
Vv,I
χ∗v,I(u)|dµv(ℓ)| = 1.
It remains to observe that
c(ℓ) = Pf(ℓ)−1.
5.13. Spherical functions.
Proposition 5.14. For ℓ ∈ g∗(F ) let mℓ ⊂ g be a polarizing subal-
gebra, M = Mℓ = exp(mℓ), and ψ = ψℓ = ψ1 ◦ ℓ the corresponding
adelic character of M(A). Let Hℓ be the associated irreducible unitary
representation of G(A). Let K =
∏
v/∈S∞
Kv be as in Proposition 8.2
and assume that HKℓ 6= 0. Then for all ω ∈ H
K
ℓ , with ‖ω‖L2 = 1, all
v /∈ S̺ℓ and all (integrable) functions Hv on G(Fv) such that
Hv(kvgv) = Hv(gv),
for all kv ∈ Kv, gv ∈ G(Fv), one has∫
G(Fv)
Hv(gv)ωv(gv)dgv =
∫
M(Fv)
Hv(hv)ψv(hv)dhv,
(where dhv is normalized as in Section 4.8).
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Proof. Define the function
ψ˜ =
∏
v
ψ˜v ∈ Ind
G(A)
M(A)(ψ) =: π
as follows:
ψ˜v(gv) = 0 if gv /∈ M(Fv)Kv
ψ˜v(hvkv) = ψv(hv) otherwise
For all v /∈ Sπ we have
ψv|M(Fv)∩Kv = 1.
By definition, for v /∈ Sπ the representation πv has a unique Kv-fixed
vector (of norm 1). A direct computation shows that
‖ψ˜‖L2(M(A)\G(A)) = 1.
Therefore, the (local) spherical function ϕv (normalized by ϕv(e) = 1)
is given by
ϕv(gv) = 〈πv(gv)ψ˜v, ψ˜v〉.
Now we compute:∫
G(Fv)
Hv(gv)ϕv(gv)dgv =
∫
G(Fv)
∫
Kv∩M(Fv)\Kv
Hv(kvgv)ψ˜v(kvgv)dk
′
vdgv
=
∫
Kv∩M(Fv)\Kv
dk′v
∫
G(Fv)
Hv(kvgv)ψ˜v(kvgv)dgv
= vol ·
∫
Kv\G(Fv)
Hv(gv)ψ˜v(gv)dgv
= vol ·
∫
M(Fv)∩Kv\H(Fv)
Hv(hv)ψ˜v(hv)dhv
= vol ·
∫
M(Fv)
Hv(hv)ψv(hv)dhv.
Here dk′v is the induced measure and vol = vol(Kv ∩M(Fv)\Kv). 
6. Universal enveloping algebra
Now we turn to archimedean places.
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6.1. Basics. Let
T(g) := ⊕j≥0g
⊗j
be the tensor algebra,
S(g) := T(g)/〈X ⊗ Y − Y ⊗X〉
the symmetric algebra and
U(g) := T(g)/〈X ⊗ Y − Y ⊗X − [X, Y ]〉
the universal enveloping algebra of g. There is an injective map
g→ T(g)→ U(g)
and a g-module isomorphism (symmetrization)
sym : U(g)→ S(g),
which is defined on monomials by
Y1 · · ·Yr 7→
1
r!
∑
σ∈Sr
Yσ(1) · · ·Yσ(r)
(where Sn is the symmetric group). Each Y ∈ g defines a differential
operator
∂Y : f(g) 7→
d
dt
f(g · exp(tY ))|t=0
on smooth functions on G(Fv), for any archimedean v. This gives a
surjective algebra homomorphism from U(g) onto the algebra of left-
invariant differential operators on C∞(G(Fv)). In particular, U(g) acts
in the space of smooth vectors of every irreducible unitary representa-
tion (̺,H) of G(Fv). For ∂ ∈ U(g) we will denote by ̺(∂) the corre-
sponding operator.
We will use the canonical identification S(g) = F [g∗] (by duality):
Y → fY ∈ F [g
∗], fY (ℓ) = ℓ(Y ); Y ∈ g, ℓ ∈ g
∗.
The adjoint action of G on g extends to actions of G on to AutF (U(g))
and AutF (S(g)).
Lemma 6.2. The symmetrization sym is equivariant with respect to the
adjoint action of G and maps the space of Ad∗-invariant polynomials
on g∗ bijectively onto the center ZU(g) of U(g).
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6.3. Scalar operators.
Proposition 6.4. Let v be an archimedean valuation, O ⊂ g∗ a coad-
joint orbit and
(̺ℓ,Hℓ) ∼ Ind
G(Fv)
Mℓ(Fv)
(ψℓ)
for some ℓ ∈ O and some polarizing Mℓ. For P ∈ F [g
∗] let ∂P ∈ U(g)
be the corresponding differential operator. Assume that the restriction
of P to O is identically constant
P (2πiℓ) = P (2πiℓ′)
for all ℓ, ℓ′ ∈ O. Then
̺ℓ(∂P )f = P (2πiℓ) · f
for all smooth vectors f ∈ Hℓ and all ℓ ∈ O.
In particular, let ∂z ∈ ZU(g) and Pz be the corresponding Ad
∗-
invariant polynomial (see Lemma 6.2). Then, for all orbits O and
all ℓ ∈ O, the operator ̺ℓ(∂z) acts in Hℓ by multiplication by
Pz(2πiℓ).
Proof. We follow closely the exposition in [7], p. 186. The proof pro-
ceeds by induction on the dimension of g. We explain the case when v
is real, the complex places being similar.
Assume that there is a nontrivial ideal z0 ⊂ zg such that ̺ℓ restricted
to exp(z0) is trivial. Consider the projections
pr : g → g0 := g/z0,
pr : G → G0.
The induced injection
in : g∗0 →֒ z
⊥
0 ⊂ g
∗
maps O isomorphically onto O0. The maps are equivariant with re-
spect to the (co)adjoint actions of G and G0. They extend naturally
to symmetric algebras, universal enveloping algebras and polynomial
functions. In particular,
pr : F [g∗]→ F [g∗0]
is simply the restriction of the polynomial P ∈ F [g∗] to z⊥0 = g
∗
0. The
representations ̺ℓ and ̺ℓ0 = ̺ℓ ◦ pr correspond to the same orbit
O = O0 ⊂ g
∗
0 ⊂ g
∗.
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We have an equivariant commutative diagram
F [g∗] ≃ S(g)
sym
←− U(g)
↓ ↓ ↓
F [g∗0] ≃ S(g0)
sym
←− U(g0).
Let ℓ ∈ g∗, let Mℓ be a polarizing subgroup for ℓ, and ̺ℓ the corre-
sponding irreductible unitary representation of G(Fv) as in Section 5.
We have
̺ℓ(∂P ) = ̺ℓ0(∂pr (P )) = pr(P )(2πiℓ0) · Id0 = P (2πiℓ) · Id,
as claimed.
Now assume that dim zg = 1 and that ̺ℓ is nontrivial on g (ℓ(Z) 6= 0).
Choose a reducing quadruple as in Kirillov’s lemma:
g = g0 ⊕ FX
(2.5). This time we have an injection
in : g0 →֒ g
and an induced projection
pr : g∗ → g∗0.
We have
ℓ0 := pr(ℓ) = ℓ|g0 .
By Lemma 3.3, we have
pr(Oℓ) = ⊔t∈ROℓt ,
where
Oℓt := {G0 · ℓt}Ad
∗(exp(tX))(ℓ0).
The Ad∗-invariance of P at ℓ ∈ O implies that the restriction of P to
O does not depend on X . In particular, the restriction of P to each
Oℓt is invariant under the adjoint action of G0.
We have a direct integral decomposition
̺ =
∫ ⊕
R
̺tdt,
where ̺t is the unitary irreducible representation of G0(Fv) associated
to the orbit Oℓt . This decomposition passes to smooth vectors (see [7],
p. 188). By the induction hypothesis,
̺t(pr(P ))f = pr(P )(2πiℓt)f
= pr(P )(2πi(Ad∗(exp(tX))ℓ0))f
= P (2πi(Ad∗(exp(tX))ℓ))f
= P (2πiℓ)f
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for all smooth vectors f in the representation space of ̺t, since the
projection pr : g∗ → g∗0 is equivariant for the coadjoing action of G,
resp. G0, and P is invariant. Further, since ̺0(pr(P )) = ̺(P ), as
elements in U(g), ̺(P ) is determined by the restriction of ̺ to G0 and
̺(P ) =
∫ ⊕
R
̺t(pr(P ))dt = P (2πiℓ)Id.

7. Geometry
Here we work over an arbitrary field F of characteristic zero.
Notation 7.1. For a smooth projective algebraic variety X over F we
denote by Pic(X) its Picard group and by Λeff(X) ⊂ Pic(X)R the
(closed) cone of pseudo-effective divisors on X . We will often identify
line bundles, the corresponding divisors and their classes in Pic(X). We
write L = (L, ‖·‖) when we want to emphasize that the line bundle L is
adelically metrized. If X has an action by a group G we write PicG(X)
for the group of isomorphism classes of G-linearized line bundles on X .
7.2. Main invariants. Let X be a smooth projective variety with
−KX contained in the interior of the effective cone. Then Λeff(X) is a
rational finitely generated cone, by [4]. In this case, given a line bundle
L on X , we let
a(L) := inf{a | a[L] + [KX ] ∈ Λeff(X)
and b(L) be the codimension of the face of Λeff(X) containing a(L)[L]+
[KX ]. When X is singular and ρ : X˜ → X a desingularization satisfy-
ing the conditions above, we can define
a(L) := a(ρ∗(L)), b(L) := b(ρ∗(L)).
These invariants are well-defined (see [13] for more details).
Proposition 7.3. Let X be a smooth projective equivariant compact-
ification of a unipotent algebraic group G. Let D := X \ G be the
boundary and (Dα)α∈A the set of its irreducible components. Then
• PicG(X) = Pic(X);
• Pic(X) is freely generated by the classes Dα;
• Λeff(X) = ⊕αR≥0Dα;
• −KX =
∑
α καDα with κα ≥ 2 for all α ∈ A.
Proof. Analogous to the proofs in Section 2 of [14]. In particular, it
suffices to assume that X carries only a one-sided action of G. Notice
that every line bundle admits a unique G-linearization. 
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Corollary 7.4. The divisor of every irreducible polynomial
f ∈ F [G] = F [x1, ..., xn]
can be written as
div(f) = E(f)−
∑
α
dα(f)Dα
where E(f) is the unique irreducible component of {f = 0} in G and
dα(f) ≥ 0 for all α.
Proposition 7.5. Let X be a smooth equivariant compactification of
a unipotent group G (with Lie algebra g). Let m ⊂ g be a subalgebra
and Y := Ym ⊂ X the compactification of M = exp(m) ⊂ G. Then
(a(−KX |Y ), b(−KX |Y )) < (a(−KX), b(−KX)),
in the lexicographic ordering. In particular, the set of pairs
(a(−KX |Y ), (b(−KX |Y ))
is finite, as m ranges over the set of all subalgebras.
Proof. In the additive case when G = Gna , this is the content of Lemma
7.3 in [5]. The case of general linear groups is covered in [13]. 
7.6. Uniformity. Let X be a smooth projective equivariant compact-
ification of G and m ⊂ g a subalgebra. Denote by Y = Ym the Zariski
closure of exp(m) in X . It is a compactification of M = exp(m), not
necessarily smooth. Denote by D = Dm the boundary Y \M.
Proposition 7.7. There exist constants d, d′, n > 0 such that for every
subalgebra m ⊂ g there exists am equivariant blow-up Y˜m with support
in the boundary Ym \ exp(m) such that
• Y˜m is smooth and projective;
• the boundary of Y˜m is a strict normal crossings divisor;
• the number of boundary components is bounded by n;
• the degree of every boundary component of Y˜m is bounded by d;
• for every linear subspace e ⊂ m the degree of the intersection of
the Zariski closure in Y˜m of exp(e) with every boundary compo-
nent is bounded by d′.
Proof. Noetherian induction. For each k ≤ dim g consider the Grass-
mannian Gr of k-planes in g. This induces an algebraic family Y → Gr
of subvarieties Ym ⊂ X and a family D ⊂ Y of boundary divisors.
Taking a (finite) flattening stratification of the base we reduce to the
case when Y → B,D → B are flat over B. Now we use embedded res-
olution of singularities over the function field of B. Next we complete
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(projectively) to a family (Y˜ , D˜) over B and restrict to a Zariski open
subset B0 where both Y˜0, D˜0 are flat over B0, Y˜0 is smooth and D0
is strict normal crossings. We repeat the process for each irreducible
component of the complement to B0.
Each m ∈ g will belong to one of the finitely many families con-
structed above. For each family we can find uniform bounds as claimed.

8. Height zeta function
8.1. Heights. Let X be a smooth projective algebraic variety over a
number field F . A smooth adelic metrization of a line bundle L on X
is a family of v-adic norms ‖ · ‖v on L ⊗Fv F for all v ∈ Val(F ) such
that
• for v ∈ S∞ the norm ‖ · ‖v is C
∞;
• for v ∈ Sfin the norm of every local section of L is locally con-
stant in the v-adic topology;
• there exist a finite set S ⊂ Val(F ), a flat projective scheme (an
integral model) X over Spec(oS) with generic fiber X together
with a line bundle L on X such that for all v /∈ S the v-adic
metric is given by the integral model.
If X carries an action of an integral model G of G over an open dense
subset of Spec(oF ) extending the action of G on X and the line bundle
L has a G-linearization extending the G-linearization of L then we call
the smooth adelic metrization equivariant.
Proposition 8.2. Let G be a unipotent algebraic group defined over a
number field F and X a smooth projective bi-equivariant compactifica-
tion of G. Then there exist a compact open subgroup
K =
∏
v
Kv ⊂ G(Afin)
and a height pairing
H =
∏
v∈Val(F )
Hv : Pic(X)C ×G(A)→ C
such that
• for all L ∈ Pic(X) the restriction of H to L×G(F ) is a height
corresponding to some smooth adelic metrization of L;
• the pairing is exponential in the Pic(X) component:
Hv(s+ s
′; g) = Hv(s; g)Hv(s
′; g)
for all s, s′ ∈ Pic(X)C, all g ∈ G(A) and all v ∈ Val(F );
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• for all v ∈ Sfin one has Hv(s; kgk
′) = Hv(s; g) for all s ∈
Pic(S)C and k, k
′ ∈ Kv.
Proof. We follow closely the proof of Lemma 3.2 in [5]. First we observe
that in our situation (with an action of G×G)
PicG×G(X) = Pic(X).
Let L = (L, ‖ · ‖v) be a very ampe line bundle equipped with a locally
constant v-adic norm (where v /∈ S∞). The space of F -rational global
sections H0(X,L) contains a unique (upto multiplication by F ∗) G×G-
invariant section f . Consider the morphism of (left) multiplication
m : G×X → X
and the projection
pr : X → X.
The trivial line bundlem∗(L)⊗pr∗(L) carries the tensor product metric.
Restricting to G(Fv)× G(Fv), we find that the norm of the canonical
section 1 is given by
(g, x) 7→ ‖f(gx)‖v‖f(x)‖
−1
v .
It extends to a locally constant function on G(Fv)×X(Fv). Since it is
locally constant and equal to 1 on {1}×X(Fv) there exists a compact
open subgroup Kv ⊂ G(ov) such that the above function equals 1 on
Kv × X(Fv). Moreover, for almost all v the stabilizer of (L, ‖ · ‖v) is
equal to G(ov).
We can use the same section f for the right action of G. If L is not
ample, we can represent it as L = L1 ⊗ L
−1
2 with very ample L1, L2
and apply the same argument.
Now choose a basis for Pic(X) consisting of very ample line bundles,
fix smooth adelic bi-equivariant metrizations on these generators as
described above and extend these adelic metrizations to arbitrary L ∈
Pic(X) (by linearity). Then there exists a compact open subgroup
K =
∏
v∈Sfin
Kv
stabilizing all line bundles metrized in this way. 
8.3. Spectral analysis. In this section we begin to analyze the spec-
tral decomposition of the height zeta function
(8.1) Z(s; g) :=
∑
γ∈G(F )
H(s; γg)−1.
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Proposition 8.4. There exists an N > 0 such that the series (8.1)
converges absolutely and uniformly to a holomorphic in s and contin-
uous in g function, for g and s contained in compacts in G(A) and,
respectively, in the domain in Pic(X)R defined by ℜ(sα) > N , for all
α.
Proof. Analogous to the proof of Proposition 4.4 in [5] (follows from
the projectivity of X). 
Proposition 8.5. One has a formal identity
(8.2) Z(s; g) =
∑
̺∈R(K)
Z̺(s; g).
Here the sum is over all irreducible unitary representations occurring
L2(G(F )\G(A))K, see 5.6.
Proof. We use the right-K-invariance of the height function. 
Notation 8.6. Denote by SX the set of all places v /∈ S∞ such that
either:
• residual characteristic of v is 2 or 3;
• Kv 6= G(ov);
• vol(G(ov)) with respect to dgv is not equal to 1;
• the coadjoint action of G on g∗ is not defined over ov;
• over ov, the union ∪αDα is not a union of smooth relative divi-
sors with strict normal crossings.
Remark 8.7. For all v /∈ (SX ∪ S∞) the height Hv is invariant with
respect to the right and left G(ov)-action.
Notation 8.8. Denote by S̺ the set of all nonarchimedean places v such
that either
• v ∈ SX ;
• |Pf(ℓ)|v 6= 1, (where ℓ is contained in the orbit corresponding
to ̺);
• v ∈ Sπℓ.
By the results in Section 5.7, for all ̺ ∈ R(K) and all nonar-
chimedean v /∈ S̺ one has dim H̺v = 1. For all other v /∈ S∞,
dim H̺v <∞, controlled by Proposition 5.9.
Choose a norm 1 generator
ω̺ = ⊗v/∈(S̺∪∞)ω̺,v
of the 1-dimensional space
⊗v/∈(S∪∞)H
Kv
̺v
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and an orthonormal basis BS̺ = {ω̺,λ′} for the finite dimensional space
⊗v∈S̺H
Kv
̺v .
Fix an elliptic operator ∆ acting on Γ\G∞ as in Section 10 (where G∞
and Γ are defined in Notation 5.3). Finally, choose an orthonormal
basis B̺,∞ := {ω̺,λ} of
⊗v∈S∞H̺v ⊂ L
2(Γ\G∞)
consisting of ∆-eigenfunctions.
Lemma 8.9. For all ̺ ∈ R(K), the set
B̺ = ω̺ ⊗ BS̺ ⊗ B̺,∞
is a complete orthonormal basis of H̺.
From now on we fix a basis B̺ as in Lemma 8.9. Considerations in
Section 5.1, in particular, Proposition 5.14, imply:
Proposition 8.10. For every ̺ ∈ R(K) one has (formally)
Z̺(s; g) = Z
̺(s; g) · ZS̺(s; g) · Z̺,∞(s; g),
where
Z̺(s; g) :=
∏
v/∈(S̺∪∞)
∫
G(Fv)
Hv(s; g
′
vgv)
−1ω¯̺,v(g
′
vgv)dg
′
v,
ZS̺(s; g) =
∑
λ′
∫
G(AS̺ )
HAS̺ (s; g
′
S̺gS̺)
−1ωλ′(g
′
S̺gS̺)dg
′
S̺,
and
Z̺,∞(s; g) =
∑
λ
∫
G∞
H∞(s; g
′
∞g∞)
−1ωλ(g
′
∞g∞)dg
′
∞.
The following sections justify this formal expansion, by
• analyzing the contributions from all places v /∈ (S̺ ∪∞),
• estimating contributions for places v ∈ S̺, and
• deriving upper bounds at places v ∈ S∞, via integration by
parts for suitable differential operators.
9. Analytic properties of the height zeta function
We have a general integrability result (see, e.g., Section 8 in [5]):
Lemma 9.1. For all places v, the integral
Iv(s) :=
∫
G(Fv)
Hv(s; gv)
−1dgv
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is absolutely convergent to a holomorphic function in s in the domain
ℜ(sα) > κα− 1, for all α. For every ǫ > 0 there exists a constant cv(ǫ)
such that
|Iv(s)| < cv(ǫ),
for all s with ℜ(sα) > κα − 1 + ǫ, for all α.
We start by considering nonarchimedian places of good reduction
and the contribution of the trivial representation to the height zeta
function. We have a stratification of X by locally closed subvarieties
D0A := DA \ ∪A′)ADA′
where
DA := ∩α∈ADα
and A ⊂ A. In particular, D∅ = G. A key result is the following
computation:
Proposition 9.2. For all v /∈ SX ∪ S∞ and all s with ℜ(sα) > κα− 1,
for all α, one has∫
G(Fv)
H(s; gv)
−1dgv = q
−n
v
(∑
A⊆A
D0A(kv)
∏
α∈A
qv − 1
qsα−κα+1v − 1
)
.
Proof. This is Theorem 7.1 in [5]. The proof proceeds as follows: for
v /∈ SX ∪ S∞ there is a good model X of X over ov: all boundary
components Dα (and G) are defined over ov and form a strict normal
crossing divisor. We can consider the reduction map
red : X(Fv) = X(ov)→ X(kv) = ⊔A⊂AD
0
A(kv).
The main observation is that in a neighborhood of the preimage in
X(Fv) of the point x˜v ⊂ D
0
A(kv) one can introduce local v-adic analytic
coordinates {xα}α=1,...,n such that
Hv(s; g)
−1 =
∏
α∈A
|xα|
sα
v .
Now it suffices to keep track of the change of the measure dgv:
dgv =
∏
α/∈A
dxα ·
∏
α∈A
|xα|
−κα
v dxα,
where dxα are standard Haar measures on Fv. The obtained integrals
over the maximal ideal mv ⊂ ov are elementary∫
red−1(x˜v)
Hv(s; gv)
−1dgv =
∏
α/∈A
∫
mv
dxα ·
∏
α∈A
∫
mv
q−(sα−κα)v(xα)v dxα
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(see Theorem 9.1 in [5]). Summing over all x˜v ∈ X(kv) we obtain the
claim. 
Corollary 9.3. Let
Z0(s, g) :=
∫
G(A)
H(s; g′g)−1dg′
be the contribution of the trivial representation to the spectral expansion
(1.3). Then
s 7→ Z0(s; g)
is holomorphic for ℜ(sα) > κα, for all α, and continuous in g. Fur-
thermore, the function
s 7→
∏
α∈A
(sα − κα) · Z0(s; g)
is holomorphic for ℜ(sα) > κα − 1/2 and continuous in g, with
lim
s→κ
∏
α∈A
(sα − κα) · Z0(s; e) = τ(KX) 6= 0,
where τ(−KX) is the Tamagawa number defined in [22].
Proof. Apply Corollary 7.6 in [5]. 
The next step is to analyze contributions from nontrivial represen-
tations. We start by considering automorphic characters of G, i.e.,
1-dimensional representations of G(A), trivial on G(F ). In the frame-
work of the orbit method, these correspond to linear forms ℓ ∈ g∗
which are trivial on [g, g]. The treatment of these is analogous to the
one presented in Section 10 of [5]. Let
Hˆ(s;ψℓ, g) :=
∫
G(A)
H(s; g′g)−1ψℓ(g
′g)dg′
be the Fourier transform of the height function with respect to ψℓ. By
Proposition 9.2 and Corollary 9.3, this integral converges to a holomor-
pic function for ℜ(sα) > κα, for all α. Let
Z1(s; g) :=
∑
ℓ 6=0
Hˆ(s;ψℓ, g),
be the contribution of the set of all nontrivial automorphic characters
to the spectral expansion (1.3).
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Proposition 9.4. The function
s 7→ Z1(s; g)
is holomorphic for ℜ(sα) > κα, for all α, and continuos in g. Further-
more, the function
s 7→
∏
α∈A
(sα − κα) · Z1(s; g)
is holomorphic for ℜ(sα) > κα − 1/2, with
lim
s→κ
∏
α∈A
(sα − κα) · Z1(s; e) = 0.
Proof. The proof is identical to the proof of Theorem 6.3 in [5]. We
repeat the argument since it will be essential in the subsequent analysis
of infinite-dimensional representations ̺ ∈ R(K).
The ℓ occurring in Z1 are parametrized by a lattice d, minus 0.
For each ℓ we have a finite set of nonarchimedean places Sℓ, of “bad”
reduction, defined as in Notation 8.8. Put S := Sℓ ∪ S∞. The main
steps of the proof are:
(1) In the domain ℜ(sα) > κα − 1/2, provide an upper bound of
the form
|
∏
v∈Sℓ
Hˆv(s;ψℓ, g)| ≤ ‖Oℓ‖
ǫ
∞,
for some ǫ > 0; here the norm ‖Oℓ‖∞, defined in Notation 4.9,
is equivalent to the euclidean norm of the linear form ℓ as the
element of the lattice d.
(2) Establish meromorphic continuation of the Euler product
HˆS(s;ψℓ, g) :=
∏
v/∈S
Hˆv(s;ψℓ, g),
of the form
HˆS(s;ψℓ, g) =
∏
α∈A(ℓ)
ζF (sα − κα + 1) · φ(s;ψℓ, g),
where A(ℓ) ( A, and φ is a holomorphic function in the domain
ℜ(sα) > κα − 1/2 + ǫ, for all α, satisfying a uniform bound
|φ(s;ψℓ, g)| ≤ c
′ · (1 + ‖ℑ(s)‖)N
′
· ‖Oℓ‖
ǫ
∞,
for some constants ǫ, c′, and N ′.
(3) In the domain ℜ(sα) > κα − 1/2, for all α, and for any N ∈ N,
obtain upper bounds of the shape
|Hˆ∞(s;ψℓ, g)| ≤ c
′′ · (1 + ‖ℑ(s‖)N
′
· (1 + ‖Oℓ‖∞)
−N ,
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for some constants c′′ and N ′, to insure convergence of the sum∑
ℓ
HˆS(s;ψℓ, g) · HˆSℓ(s;ψℓ, g) · HˆS∞(s;ψℓ, g).
This is the content of Section 10 of [5]. We proceed to explain these
steps in more detail.
Let f be a polynomial function on g and let
div(f) = E(f)−
∑
α
dα(f)Dα,
A0(f) := {α | dα(f) = 0}.
Every nontrivial linear form ℓ ∈ g∗ defines a nontrivial rational function
f = fℓ ∈ F (X), by
x 7→ 〈ℓ, log(x)〉.
We write dα = dα(f) for the multiplicities of f along the corresponding
boundary strata Dα.
For v ∈ Sℓ, we replace ψℓ by 1 and refer to Lemma 8.2 of [5] (see
also Lemma 4.1.1 in [6] for a general integrability result of this type).
This gives (1).
For v /∈ Sℓ ∪ S∞, we compute the integral defining Hˆv(s;ψℓ, g) on
residue classes, as in the proof of Proposition 9.2. Let x˜ ∈ X(kv) and
A = {α ; x˜ ∈ Dα}. There are three cases:
Case 1. A = ∅. — Since ψℓ is trivial on G(ov), for v /∈ Sℓ ∪ S∞,∫
G(ov)
Hv(s; gv)
−1ψℓ(gv)dgv = 1
Case 2. A = {α} and x˜ 6∈ E. — We introduce v-adic analytic
coordinates xα and yβ around x˜ such that locally
fℓ(x) = 〈ℓ, log(x)〉 = ux
−dα
α .
Then ∫
red−1(x˜)
=
∫
mv×m
n−1
v
q−(sα−κα)v(xα)ψ(ux−dαα ) dxαdy
=
1
qn−1
∑
nα≥1
q−(1+sα−κα)nα
∫
o∗v
ψ(uπ−nαdαu−dαα ) duα,
where the last integral is elementary (see Lemma 10.3 of [5]).
HEIGHT ZETA FUNCTIONS 37
Case 3. #A ≥ 2 or #A = 1 and x˜ ∈ E. — Replacing ψ by 1 we
find that, for real s, the contribution of these x˜ is bounded by∑
#A≥2
#D◦A(kv)
qn
∏
α∈A
q − 1
q1+sα−κα − 1
+
∑
A={α}
#(Dα ∩ E)(kv)
qn
q − 1
q1+sα−κα − 1
.
Combining the calculations of the cases above, we obtain
Hˆv(s;ψℓ, g) = 1 +
∑
α∈A0(f)
#D◦α(kv)
qn
q − 1
q1+sα−κα − 1
+ ET
with “an error term” ET on the order of O(q−(1+δ)), for some δ = δ(ǫ),
when ℜ(sα) > κα − 1/2 + ǫ, for all α. This implies (2).
For v ∈ S∞ we use integration by parts with respect to suitable
vector fields following the proof of Proposition 8.4 of [5]; this proves
(3).
As in the proof of Proposition 10.2 of [5], we deduce from these esti-
mates that Hˆ(s;ψℓ, g) has a meromorphic continuation to the domain
ℜ(sα) > κα − 1/2, for all α:
(9.1) Hˆ(s;ψℓ, g) = φ(s;ψℓ, g)
∏
α∈A0(fℓ)
ζF (1 + sα − κα),
where φ is a holomorpic function in this domain and ζF is the Dedekind
zeta function. Moreover, for any N > 0 there exist constants N ′ > 0
and c(ǫ, N) such that for any s ∈ T−1/2+ǫ, one has the estimate
|φ(s;ψℓ, g)| ≤ c(ǫ, N)(1 + ‖ℑ(s)|)
N ′(1 + ‖Oℓ‖)
−N .
This, in turn, implies the claimed properties of Z1(s, g). 
The proof of Proposition 9.4 (see Equation 9.1) and Corollary 9.3
imply:
Corollary 9.5. Let L =
∑
α∈A lαDα, lα > 0 for all α. Then the
function
s 7→ Hˆ(sL;ψℓ, g)
has the following properties:
• is holomorphic for ℜ(s) > a(L),
• admits a meromorphic continuation to ℜ(s) < a(L) − δ, for
some δ > 0,
• is holomorphic in this domain, except possibly at s = a(L),
where it could have a pole of multiplicity at most b(L),
• the multiplicity of the pole is strictly smaller when ℓ 6= 0.
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We generalize the argument above to the infinite-dimensional repre-
sentations occurring in the expansion (1.3) as follows:
Consider a stratification of the set of Ad∗(G)-orbits in g∗ into finitely
many affine strata Zσ ⊂ g
∗ as in Sections 3.4 and 3.8; we may assume
that for each σ ∈ Σ we have a finite set of Ad∗(G)-invariant poly-
nomials {Pσ,j} ∈ F [g
∗] separating the orbits (see Theorem 3.7 and
Proposition 3.10).
Passing to a finer stratification, if necessary, we may assume that for
each σ, we have a finite collection of polynomial functions Qσ,i ∈ F [g
∗]
defining the F -morphism
polσ : Zσ → Gr(kσ, g)
from Proposition 2.10, i.e., for each ℓ ∈ Zσ the image
mℓ := polσ(ℓ) ⊂ Gr(kσ, g)
is a polarizing subalgebra for ℓ. The corresponding family of subgroups
{Mℓ}ℓ∈Zσ defines an equidimensional family of equivariant compactifi-
cations
Mℓ ⊂ Yℓ ⊂ X,
with boundaries
Dℓ := Yℓ \Mℓ.
Considerations in Section 5.1 imply
R(K) = ⊔σ∈ΣR(K)σ
We restrict the height zeta function to a 1-parameter function
Z(s; g) := Z(−sKX ; g)
and decompose
(9.2) Z(s; g) = Z0(s; g) + Z1(s; g) +
∑
σ∈Σ′
Zσ(s; g),
where the sum is over packets of infinite-dimensional automorphic rep-
resentations. We will establish the meromorphic properties of each
term in this sum. The pole or highest order at s = 1 will be provided
only by the trivial representation, i.e., Z0(s; g).
For each stratum σ ∈ Σ′, fix integral models over oSσ , for some finite
set of nonarchimedean places Sσ, i.e., we assume that the polynomials
Pσ,j and Qσ,i have coefficients in oSσ . We may assume that Sσ contains
SX . Then there is a sublattice dσ ⊂ g
∗(F ) of oSσ-integral points in
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g∗(F ) such that if ̺ℓ ∈ R(K)σ then ℓ ∈ Zσ(dσ) = Zσ(F ) ∩ dσ. We can
refine the expansion (9.2):
(9.3) Z(s; g) = Z0(s; g) + Z1(s; g) +
∑
σ∈Σ′
∑
ℓ∈Zσ(dσ)
Z̺ℓ(s; g),
with Z̺ℓ ∈ Hell, as in Section 8.3.
By Proposition 8.10,
Z̺ℓ(s; g) = Z
̺ℓ(s; g) · ZS̺ℓ (s; g) · Zρℓ,∞(s; g),
where, by Proposition 5.14
(9.4) Z̺ℓ(s; g) =
∏
v/∈(S∪∞)
∫
Mℓ(Fv)
Hv(−KX ; hvgv)
−sψℓ(hvgv)dhv,
and the other factors are contributions from places in S̺ℓ (defined in
Notation 8.8) and the places at infinity. The computation of the local
intergrals in (9.4) is analogous to the one explained in the proof of
Proposition 9.4, except that we cannot guarantee that Yℓ, the Zariski
closure of Mℓ in X , is smooth, with normal crossing boundary. How-
ever, the height integral can be computed on a desingularization Y˜ℓ
of Yℓ, constructed in Proposition 7.7. By Corollary 9.5, the analytic
properties of the function
s 7→ ZS̺ℓ(s; g)
are governed by the invariants
(a(−KX |Yℓ), b(−KX |Yℓ)),
computed on the resolution Y˜ℓ as in Section 7.2. Proposition 7.5 insures
that
(9.5) ZS̺ℓ(s; g) =
1
(s− 1)b−1
· φℓ(s; g),
where φℓ is holomorphic for ℜ(s) > 1− δ, for some δ > 0, i.e., Z
S
̺ℓ
(s; g)
admits a meromorphic continuation to this domainm, with a possible
pole at s = 1 of order strictly smaller than b = b(−KX), the rank of
the Picard group of X .
Propositions 7.5 and 7.7 provide uniform control on the geometry of
the occurring desingularizations Yℓ. In particular, only finitely many
pairs (a(−KX |Yℓ), b(−KX |Yℓ)) arise, and the number and degrees of the
corresponding boundary components are also uniformly bounded. The
set of places of bad reduction of integral models of Yℓ is controlled
by values of polynomials parametrizing orbits and defining the corre-
sponding polarizing subalgebras in the stratum σ, i.e., by polynomial
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expressions in Pσ,j(ℓ). As in the proof of Proposition 9.4, we obtain
the bound
(9.6) |φℓ(s; g)| ≤ c · |s|
N · ‖Oℓ‖
ǫ
∞,
for some constants c, N, ǫ > 0, independent of ℓ and g ∈ G(F )\G(AF ).
By Proposition 5.9, the sets S̺ℓ and the dimensions of BS̺ℓ are con-
trolled in terms of an Ad∗(G)-invariant polynomial Pf ∈ oSσ [g
∗] (the
Pfaffian). For v ∈ S̺ℓ we can use the trivial estimate, replacing ωλ′ by
1, and using the integrability of height functions as in Lemma 8.2 of
[5], to obtain:
Lemma 9.6. There exist δ, ǫ, c > 0 such that for all ̺ℓ ∈ R(K) the
function ZS̺ℓ is holomorphic in the domain ℜ(s) > 1− δ and satisfies
(9.7) |ZS̺ℓ (s; g)| ≤ c · (1 + ‖Oℓ‖∞)
ǫ.
We now address contributions from archimedean places.
Lemma 9.7. Let X be an equivariant compactification of a unipotent
group G and g the Lie algebra of G. For all v ∈ S∞, all ǫ > 0, and
all ∂v ∈ g(Fv) there exist constants cv = cv(ǫ, ∂v) and N = N(∂v) ∈ N
such that ∫
G(Fv)
|∂vHv(s; gv)
−1|vdgv < cv · ‖s‖
N
for all s with ℜ(sα) > κα − 1 + ǫ, for all α.
Proof. We use integration by parts with respect to ∂v as in the proof
of Proposition 6.4 in [5]. Assume that Fv = R. Let x ∈ X(R) and
A ⊂ A be the set of all α such that x ∈ Dα(R). Let fα = 0 be a local
equation for Dα in a neighborhood U of x. Then there exist functions
ϕα ∈ C
∞(U) such that for all g ∈ U ∩G(R) we have
Hv(s; g)
−1 =
∏
α∈A
exp(−sαhα(g))
where
hα(g) = log |fα(g)|+ ϕα(g).
Moreover, for any ∂v ∈ g(Fv) the derivative ∂vhα(g) extends to a C
∞-
function on the compactificationX(R) (compare Proposition 2.2 in [5]).
In particular, it is bounded on G(R) ⊂ X(R) and the claim follows.
Complex places are treated in the same way. 
Fix a stratum σ and consider an ℓ ∈ σ. By Proposition 6.4, differen-
tial operators corresponding to the Ad(G)∗-invariant polynomials Pσ,j,
act in the representation space Hℓ by multiplication by Pσ,j(2πiℓ). We
apply Lemma 9.7:
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Corollary 9.8. For all ǫ > 0 and all n ∈ N there exists a constant
c = c(ǫ, N) such that for all s with ℜ(sα) > κα − 1 + ǫ, for all α, for
all ̺ℓ ∈ R(K), and all eigenfunctions ω̺ℓ,λ as in Lemma 8.9 one has
|
∫
G∞
H∞(s; g∞)
−1ω̺ℓ,λ(g∞)dg∞| ≤ c · ‖s‖
N · λ−n · ‖Oℓ‖
−n
∞
Proof. Proceed by intergration by parts, using the Laplacian ∆ = ∆ℓ
as in Section 10. For any N ∈ N and any ∆-eigenfunction ω̺ℓ,λ ∈ B̺ℓ,∞
with eigenvalue λ we have
λN ·
∫
G∞
H∞(s; g∞)
−1ω¯̺ℓ,λ(g∞)dg∞ =
∫
G∞
H∞(s; g∞)
−1∆N ω¯̺ℓ,λ(g∞)dg∞
=
∫
G∞
∆NH∞(s; g∞)
−1ω¯̺ℓ,λ(g∞)dg∞,
which is majorized by
‖ω‖L∞(Γ\G∞) ·
∫
G∞
|∆NH∞(s; g∞)
−1|dg∞.
The third property in 10.2 bounds the norm of ω̺ℓ,λ and Lemma 9.7
the integral. Similarly, applying differential operators corresponding
to Pσ,j which act by Pσ,j(2πiℓ) on the eigenfunctions, and using the
definition of ‖Oℓ‖∞ we obtain the claim. 
To establish analytic properties of the height zeta function we return
to Equation 9.2 and consider∑
σ∈Σ′
Zσ(s; g).
We have, formally,
(9.8) Zσ(s; g) =
∑
ℓ∈σ
Z̺ℓ(s; g).
By Proposition 8.10
Z̺ℓ(s; g) = Z
̺ℓ(s; g) · ZS̺ℓ (s; g) · Z̺ℓ,∞(s; g).
We combine Equations (9.5), (9.6), (9.7) and Corollary 9.8 to derive
that there exists a δ > 0 such that for all ℓ ∈ σ we have
Z̺ℓ(s; g) =
1
(s− 1)b−1
· Φℓ(s; g),
where Φℓ is holomorphic in s, for ℜ(s) > 1 − δ and continuous in g.
Moreover, for all n ∈ N there exist constants c = c(δ, N) and N ′ such
that
|Φℓ(s; g)| ≤ c · |s|
N ′ · ‖Oℓ‖
−n
∞ ,
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in this domain.
10. Appendix: Elliptic operators
Let U ⊂ Rn be an open subset and
∆ :=
∑
|J|≤m
fJ(x)
(
−i
∂
∂x
)J
a partial differential operator (we use the standard multi-index nota-
tions J = (j1, ..., jn) etc). Assume that fJ ∈ C
∞(Rn) for all J. The
principal symbol P∆ of ∆ is defined as
P∆(x, ξ) =
∑
|J|=m
fJ(x)ξ
J
(here ξ = (ξ1, ..., ξn) ∈ R
n). The operator ∆ is called elliptic in U if for
all x ∈ U the equality P∆(x, ξ) = 0 implies ξ = 0.
Let M be a C∞-manifold equipped with a Riemannian metric and
T (M) the tangent bundle of M . Consider the maps
T (M) → EndC(C
∞(M))
∂ 7→ (f 7→ ∂f)
C∞(M) → EndC(C
∞(M))
g 7→ (f 7→ g · f).
The subalgebra D(M) of EndC(C
∞(M)) generated by the above endo-
morphisms is called the algebra of (finite order) differential operators
of M .
Lemma 10.1. Let ∆ ∈ D(M) be an operator of the form
∆ =
∑
j
∂2j ,
where ∂j ∈ C
∞(T (M)) (and j runs over a finite set).
The operator ∆ is elliptic iff there exists a constant c > 0 such that
for all x ∈M and all ξx ∈ T
∗
x (M) one has∑
j
(∂j(x), ξx)
2 ≥ c · ‖ξx‖
2,
(where ‖ · ‖ is the Riemannian metric on M).
A crucial ingredient in the proof of analytic properties of the height
zeta function is the following basic fact about elliptic operators on
compact manifolds.
HEIGHT ZETA FUNCTIONS 43
Proposition 10.2. Let M be a compact manifold and ∆ an elliptic
operator on C∞(M). Then
• the set Spect(∆) of eigenvalues of ∆ is a discrete subset of R≥0;
• there exists a constant c1 > 0 such that the spectral zeta function∑
λ∈Spect(∆)\0
nλλ
−s
converges absolutely and uniformly in compacts in the domain
ℜ(s) > c1 (here nλ is the dimension of the λ-eigenspace);
• there exist constants c2, n > 0 such that for all λ ∈ Spect(∆)
and all λ-eigenvectors ω one has the estimate
‖ω‖L2(M) ≤ c2(1 + λ
n)‖ω‖L∞(M).
We are interested in the case when M = Γ\G∞, where G∞ is a C
∞-
Lie group and Γ is a discrete cocompact subgroup. Denote by g∞ the
Lie algebra of G∞ and by
exp : g∞ → G∞
the exponential map. Choose a basis ∂1, ..., ∂r of g∞. Each ∂j can be
regarded as a left-invariant vector field on G∞.
Lemma 10.3. The operator
∆ :=
r∑
j=1
∂
2
j
is an elliptic operator on G∞.
Proof. We may assume that the metric on G∞ is left invariant under
the G∞-action. Thus it suffices to check the estimate from Lemma 10.1
at the identity e ∈ G∞. Choose a basis {∂
∗
j} of g
∗
∞ = T
∗
e (G∞) dual to
{∂j} and write
ξe =
r∑
j=1
ξj∂
∗
j .
Then
r∑
j=1
(∂j(e), ξe)
2 =
r∑
j=1
ξ2j = ‖ξe‖
2
and we can take c = 1. 
Consider the map
g∞ → T (M)
∂ 7→ ∂ = (f 7→ d
dt
|t=0f(x · exp(t∂))).
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Lemma 10.4. The operator
∆ :=
r∑
j=1
∂2j
is an elliptic operator on M .
Proof. The manifold M = Γ\G∞ is locally isomorphic to G∞. 
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