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Intrinsic and Apparent Singularities in
Differentially Flat Systems, and Application
to Global Motion Planning
Yirmeyahu J. Kaminski∗ Jean Le´vine† Franc¸ois Ollivier‡
In this paper, we study the singularities of differentially flat systems, in the
perspective of providing global or semi-global motion planning solutions for
such systems: flat outputs may fail to be globally defined, thus potentially
preventing from planning trajectories leaving their domain of definition, the
complement of which we call singular. Such singular subsets are classified into
two types: apparent and intrinsic. A rigorous definition of these singularities
is introduced in terms of atlas and local charts in the framework of the
differential geometry of jets of infinite order and Lie-Ba¨cklund isomorphisms.
We then give an inclusion result allowing to effectively compute all or part
of the intrinsic singularities. Finally, we show how our results apply to the
global motion planning of the celebrated example of non holonomic car.
Keywords— differential flatness; jets of infinite order; Lie-Ba¨cklund isomorphism;
atlas; local chart; apparent and intrinsic singularity; global motion planning
1 Introduction
Differential flatness has become a central concept in non-linear control theory for the
past two decades. See [14, 15], the overviews [23, 27] and [20] for a thoroughgoing
presentation.
Consider a non-linear system on a smooth n-dimensional manifold X given by
x˙ = f(x, u) (1)
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where x ∈ X is the n-dimensional state vector and u ∈ Rm the input or control vector,
with m ≤ n to avoid trivial situations.
We consider infinitely prolonged coordinates of the form (x, u) , (x, u, u˙, u¨, . . .) ∈
X×Rm∞ , X×R
m×Rm×· · · where the latter cartesian product is made of a countably
infinite number of copies of Rm.
Roughly speaking, system (1) is said to be (differentially) flat1 at a point (x0, u0) ,
(x0, u0, u˙0, . . .) ∈ X × R
m
∞, if there exists an m-dimensional vector y = (y1, . . . , ym)
satisfying the following statements:
• y is a smooth function of x, u and time derivatives of u up a to a finite order β =
(β1, . . . , βm), i.e. y = Ψ(x, u, u˙, . . . , u
(β)), where u(β) stands for (u
(β1)
1 , . . . , u
(βm)
m )
and where u
(βi)
i is the βith order time derivative of ui, i = 1, . . . ,m, in a neighbor-
hood of the point (x0, u0);
• y and its successive time derivatives y˙, y¨, . . . are locally differentially independent
in this neighborhood;
• x and u are smooth functions of y and its time derivatives up to a finite order
α = (α1, . . . , αm), i.e. (x, u) = Φ(y, y˙, . . . , y
(α)) in a neighborhood of the point
(y0, y˙0, . . .) , (Ψ(x0, u0, u˙0, . . . , u
(β)
0 ), Ψ˙(x0, u0, u˙0, . . . , u
(β+1)
0 ), . . .).
Then the vector y is called flat output.
Note that it is convenient to regard the above defined functions Φ and Ψ as smooth
functions over infinite order jet spaces endowed with the product topology2 [18, 28, 15,
20]. They are then called Lie-Ba¨cklund isomorphisms and are inverse one of each other
(see [15, 20]). However, these functions may be defined on suitable neighborhoods that
need not cover the whole space. We thus may want to know where such isomorphisms
do not exist at all, a set that may be roughly qualified of intrinsically singular, thus mo-
tivating the present work: if two points are separated by such an intrinsic singularity, it
is intuitively impossible to join them by a smooth curve satisfying the system differential
equations and, thus, to globally solve the motion planning problem3.
More precisely, the notions of apparent and intrinsic singularities are introduced
thanks to the construction of an atlas, that we call Lie-Ba¨cklund atlas, where local
charts are made of the open sets where the Lie-Ba¨cklund isomorphisms, defining the flat
outputs, are non degenerated, in the spirit of [6, 7] where a comparable idea was applied
1This is not a rigorous definition but rather an informal presentation, without advanced mathematics,
of the flatness concept. Problems associated to this informal definition are reported in [20, Section
5.2]. For a rigorous definition, in the context of implicit systems, the reader may refer to definitions
1 and 2 of Section 2.
2Recall that in this topology, a continuous function only depends on a finite number of variables, i.e. ,
in this context of jets of infinite order, on a finite number of successive derivatives of u (see e.g. [20,
Section 5.3.2]).
3By global motion planning problem, we mean that two arbitrary points of the infinite jet space
associated to the system, once the set of intrinsic singularities has been removed, can be joined by a
system’s trajectory, and thus that this set is connected by arcs.
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to a quadcopter model. Intrinsic singularities are then defined as points where flat out-
puts fail to exist, i.e. that are contained in no above defined chart at all. Other types
of singularities are called apparent, as they can be ruled out by switching to another
flat output well defined in an intersecting chart. Our intrinsic singularity notion may be
seen as a generalization of the one introduced in [22] in the particular case of two-input
driftless systems such as cars with trailers, and restricted to the so-called x-flat outputs.
Our main result, apart from the above Lie-Ba¨cklund atlas and singularities definition,
then concerns the inclusion of a remarkable and effectively computable set in the set
of intrinsic singularities. Note that, since finitely computable necessary and sufficient
conditions of non existence of flat output are not available in general [20, 21], an easily
computable complete characterization of the set of intrinsic singularities is not presently
known and it may be useful to label all or part of the singularities as intrinsic thanks to
their membership of another set.
To briefly describe this result, we start from the necessary and sufficient conditions for
the existence of local flat outputs of meromorphic systems of [21]4. It consists in firstly
transforming the system (1) in the locally equivalent implicit form:
F (x, x˙) = 0 (2)
where F is assumed meromorphic, and introducing the operator τ , the trivial Cartan field
on the manifold of global coordinates (x, x˙, x¨, . . .), given by τ =
∑n
i=1
∑
j≥0 x
(j+1)
i
∂
∂x
(j)
i
.
Then, we compute the diagonal or Smith-Jacobson decomposition [11, 20] of the following
polynomial matrix:
P (F ) =
∂F
∂x
+
∂F
∂x˙
τ (3)
a matrix that describes the variational system associated to (2), and that lies in the
ring of matrices whose entries are polynomials in the operator τ with meromorphic
coefficients.
We prove that the set of intrinsic singularities contains the set where P (F ) is not
hyper-regular (see [20]). As a corollary, we deduce that if an equilibrium point is not
first order controllable, then it is an intrinsic singularity.
These results are applied to the global motion planning problem of the well-known non-
holonomic car, which is only used here as a benchmark in order to show how the classical
and simple flatness-based motion planning methodology can be extended in presence of
singularities. It is also meant to help the reader verifying that the introduced concepts, in
the relatively arduous context of Lie-Ba¨cklund isomorphisms, are nevertheless intuitive
and well suited to this situation.
Note that different approaches, also leading to global results, have already been exten-
sively developed in the context of non holonomic systems, based on controllability, Lie
brackets of vector fields and piecewise trajectory generation by sinusoids [24, 16, 10, 17],
or using Brockett-Coron stabilization results [5, 12]. However, though some particu-
lar nonholonomic systems, as the car example, happen to be flat, our approach applies
4Other approaches to flatness characterization may be found in [4, 9, 3]
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to the class of flat systems which is different, including e.g. pendulum systems, un-
manned aerial vehicles and many others that do not belong to the nonholonomic class
(see [23, 27, 20, 6, 7]).
Remark that, in the car example, the obtained intrinsic singularities are the same
as the ones revealed in [24, 16, 10, 17] where first order controllability fails to hold,
or, according to [5, 12], where stabilisation by continuous state feedback is impossible.
However, the degree of generality of this coincidence is not presently known.
The paper is organized as follows. In section 2, we introduce the basic language
of Lie-Ba¨cklund atlas and charts. Then this leads to a computational approach for
calculating intrinsic singularities. In particular, their links with the hyper-singularity of
the polynomial matrix (3) of the variational system is established in Proposition 2 and
Theorem 1, and then specialized in Corollary 1 to the case of equilibrium points.
In section 3.4, we apply our results to the non holonomic car. We build an explicit
Lie-Ba¨cklund atlas for this model, compute the set of intrinsic singularities and apply
the atlas construction to trajectory planning where the route contains several apparent
singularities and starts and ends at intrinsically singular points. Finally, conclusions are
drawn in section 4.
2 Lie-Ba¨cklund Atlas, Apparent and Intrinsic Singularities
Recall from the introduction that we consider the controlled dynamical system in explicit
form (1), where x evolves in some n-dimensional manifold X. The control input u lies in
R
m. Then the system can be seen as the zero set of x˙− f(x, u) in TX ×Rm, where TX
is the tangent bundle of X. From now on, we assume that the Jacobian matrix ∂f
∂u
(x, u)
has rank m for every (x, u).
Converting system (1) into its implicit form consists in eliminating the input u or,
more precisely, in computing its image by the projection pi from TX × Rm onto TX
to get the implicit relation (2), where we assume that F : (x, x˙) ∈ TX 7→ Rn−m is a
meromorphic function, with m ≤ n.
Following [20, 21], we embed the state space associated to (2) into a diffiety (see [28]),
i.e. into the manifold X , X × Rn∞, where we have denoted by R
n
∞ the product of a
countably infinite number of copies of Rn, with coordinates x , (x, x˙, x¨, . . . , x(k), . . .),
endowed with the trivial Cartan field:
τX ,
n∑
i=1
∑
j≥0
x
(j+1)
i
∂
∂x
(i)
i
.
Note that τX is such that the elementary relations τXx
(k) = x(k+1) hold for all k ∈ N.
The integral curves of both (1) and (2) thus belong to the zero set of {F, τkXF | k ∈ N}
in X. However, there might exist points x = (x, x˙, x¨, . . . , x(k), . . .) ∈ X such that the
fiber pi−1(x, x˙) above x is empty, i.e. such that there does not exist a u ∈ Rm such that
x˙ − f(x, u) = 0. We indeed naturally exclude such points. It is easily proven that the
integral curves of (1) and (2) coincide on the set X0 given by
X0 = {x ∈ X | τ
k
XF (x) = 0,∀k ∈ N} \ {x ∈ X | pi
−1(x, x˙) = ∅}.
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Therefore, the system trajectories are uniquely defined by the triple (X, τX, F ) that we
call the system from now on (see [20]). Without loss of generality, we may consider that
this system is restricted to X0.
In order to get rid of any reference to an explicit system, such as the complementary
of the empty fibers of the projection pi, we more generally assume that X0 is an open
dense subset5 of {x ∈ X | τkXF (x) = 0,∀k ∈ N}.
Let us recall the definitions of Lie-Ba¨cklund equivalence and local flatness for implicit
systems ([20, 21]):
Consider two systems (X, τX, F ) and (Y, τY, G) where Y , Y × R
q
∞, Y being a q-
dimensional smooth manifold, where q ∈ N is arbitrary, with global coordinates y ,
(y, y˙, . . .) and trivial Cartan field τY ,
∑q
i=1
∑
j≥0 y
(j+1)
i
∂
∂y
(j)
i
. As before, we denote by
Y0 an open dense subset of {y ∈ Y | τ
k
YG(y) = 0, ∀k ∈ N}.
Definition 1. We say that (X, τX, F ) and (Y, τY, G) are Lie-Ba¨cklund equivalent at a
pair of points (x0, y0) ∈ X0 ×Y0 if, and only if,
(i) there exist neighborhoods X0 of x0 in X0, and Y0 of y0 in Y0, and a one-to-one
mapping Φ = (ϕ0, ϕ1, . . .), meromorphic from Y0 to X0, satisfying Φ(y0) = x0 and
such that the restrictions of the trivial Cartan fields τY
∣∣Y0 and τX∣∣X0 are Φ-related,
namely Φ∗τY
∣∣Y0 = τX∣∣X0;
(ii) there exists a one-to-one mapping Ψ = (ψ0, ψ1, . . .), meromorphic from X0 to Y0,
such that Ψ(x0) = y0 and Ψ∗τX
∣∣X0 = τY∣∣Y0.
The mappings Φ and Ψ are called mutually inverse Lie-Ba¨cklund isomorphisms at (x0, y0).
The two systems (X, τX, F ) and (Y, τY, G) are called locally L-B equivalent if they are
L-B equivalent at every pair (x,Ψ(x)) = (Φ(y), y) of an open dense subset Z of X0×Y0,
with Φ and Ψ mutually inverse Lie-Ba¨cklund isomorphisms on Z.
Accordingly,
Definition 2. The system (X, τX, F ) is said (differentially) flat at x0 if, and only
if, it is Lie-Ba¨cklund equivalent to the trivial system (Rm∞, τ, 0) at (x0, y0) where τ
is the trivial Cartan field on Rm∞ with global coordinates
6 y = (y, y˙, . . .), i.e. τ =∑m
i=1
∑
j≥0 y
(j+1)
i
∂
∂y
(j)
i
, and where 0 indicates that there is no differential equation to
satisfy. In this case, we say that y, or Ψ by extension, is a local flat output, well-defined
and invertible from a neighborhood of x0 to a neighborhood of y0.
Finally, the system (X, τX, F ) is said locally (differentially) flat if it is flat at every
point of an open dense subset Z of X0 × R
m
∞.
5As a consequence of the implicit function theorem, the set of points where the fibers are empty is the
complement of an open dense subset of the set {x ∈ X | τkXF (x) = 0,∀k ∈ N}.
6The number of components of y must be equal to m (see [15, 20]).
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2.1 Lie-Ba¨cklund Atlas
From now on, we assume that system (1), or equivalently (2) or, also equivalently, system
(X, τX, F ) is locally flat.
We now introduce the notion of a Lie-Ba¨cklund atlas for flat systems. It consists of
a collection of charts on X0, that we call Lie-Ba¨cklund charts and atlas, and that will
allow us to define a structure of infinite dimensional manifold on a subset of X0, that
can be X0 itself is some cases.
Definition 3. (i) A Lie-Ba¨cklund chart on X0 is the data of a pair (U, ψ) where U is
an open set of X0 and ψ : U → R
m
∞ a local flat output, with local inverse ϕ : V→ U
with V open subset of ψ(U) ⊂ Rm∞.
(ii) Two charts (U1, ψ1) and (U2, ψ2) are said to be compatible if, and only if, the
mapping
ψ1 ◦ ϕ2 : ψ2(ϕ1(V1) ∩ ϕ2(V2)) ⊂ R
m
∞ → ψ1(ϕ1(V1) ∩ ϕ2(V2)) ⊂ R
m
∞
is a local Lie-Ba¨cklund isomorphism (with the same trivial Cartan field τ associated
to both the source and the target) with local inverse ψ2 ◦ ϕ1, as long as ϕ1(V1) ∩
ϕ2(V2) 6= ∅.
(iii) An atlas A is a collection of compatible charts.
For a given atlas A = (Ui, ψi)i∈I , let UA be the union UA ,
⋃
i∈I Ui.
Here our definition differs from the usual concept of atlas in finite dimensional differ-
ential geometry, since, on the one hand, diffeomorphisms are replaced by Lie-Ba¨cklund
isomorphisms and, on the other hand, we do not require that UA = X0. The reason for
this difference is precisely related to our objective, i.e. identifying the essential singular-
ities of differentially flat systems. This will become clear in the sequel.
2.2 Apparent and Intrinsic Flatness Singularities
It is clear from what precedes that if we are given two Lie-Ba¨cklund atlases, their union
is again a Lie-Ba¨cklund atlas. Therefore the union of all charts that form every atlas
is well-defined as well as its complement, which we call the set of intrinsic flatness
singularities, as stated in the next definition.
Definition 4. We say that a point in X0 is an intrinsic flatness singularity if it is
excluded from all charts of every Lie-Ba¨cklund atlas. Every other singular point, namely
every point x¯ 6∈ Ui for some chart (Ui, ψi) but for which there exists another chart
(Uj , ψj), j 6= i, such that x¯ ∈ Uj, is called apparent.
Clearly, this notion does not depend on the choice of atlas and charts. The concrete
meaning of this notion is that at points that are intrinsic singularities there is no flat
output, i.e. the system is not flat at these points.
On the other hand, points that are apparent singularities are singular for a given set
of flat outputs, but well defined points for another set of flat outputs.
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Note, moreover, that obtaining atlases may be very difficult in general situations and
a computable criterion to directly detect intrinsic singularities should be of great help.
A simple result in this direction is presented in the following section 2.3.
2.3 Intrinsic Flatness Singularities and Hyper-regularity
The purpose of this section is to give a tractable sufficient condition of intrinsic singu-
larity and an algorithm to effectively compute the associated points.
With the notations defined at the beginning of section 2, we next consider the varia-
tional equation, in polynomial form, of system (2):
P (F )dx = 0, P (F ) =
∂F
∂x
+
∂F
∂x˙
τX (4)
where the entries of the (n−m)×nmatrix P (F ) are polynomials in τX with meromorphic
functions on X as coefficients.
Recall that a square n×n polynomial matrix is said to be unimodular if it is invertible
and if its inverse is also a matrix whose entries are polynomials in τX with meromorphic
functions on X as coefficients. It is of importance to remark that, according to the fact
that the coefficients are meromorphic functions, they are, in general, only locally defined.
This local dependence will be omitted unless explicitly needed.
The (n −m) × n polynomial matrix P (F ) is said hyper-regular if, and only if, there
exists a (n −m) × (n −m) unimodular polynomial matrix V and a n × n unimodular
polynomial matrix U such that
V P (F )U =
(
In−m 0(n−m)×m
)
. (5)
In fact, it has been proven in [2] (see also [1, Proposition 1]), that the latter definition
may be simplified as follows:
Proposition 1. The polynomial matrix P (F ) is hyper-regular if, and only if, there exists
a n× n unimodular polynomial matrix U such that
P (F )U =
(
In−m 0(n−m)×m
)
. (6)
Proof. P (F ) is hyper-regular if, and only if, there are matrices S, of size (n−m)×(n−m)
and T of size n×n such that SP (F )T =
(
In−m 0(n−m)×m
)
. Thus, using the identity
(
In−m 0(n−m)×m
)
= S−1
(
In−m 0(n−m)×m
)( S 0(n−m)×m
0m×(n−m) Im
)
we get
(
In−m 0(n−m)×m
)
= S−1(SP (F )T )
(
S 0
0 Im
)
= P (F )
(
T
(
S 0
0 Im
))
, P (F )U
which proves (6). The converse is trivial
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We say that P (F ) is hyper-singular at a given point if, and only if, it is not hyper-
regular at this point, i.e. if this point does not belong to any neighborhood where P (F )
is hyper-regular or, in other words, if at this point no unimodular matrix U satisfying
(6) exists.
Let us denote by SF the subset of X0 where P (F ) is hyper-singular. The following
proposition clarifies some previous results of [20, 21] in the context of flat systems at a
point:
Proposition 2. If system (2) is flat at the point x0 ∈ X0, then there exists a neighbor-
hood V of x0 where P (F ) is hyper-regular.
Proof. Assume that system (2) is flat at the point x0 ∈ X0. Then, denoting as before
y , (y, y˙, y¨, . . .) and x , (x, x˙, x¨, . . .), by definition, there exists a neighborhood V
of x0 and a flat output y = Ψ(x) , (Ψ0(x),Ψ1(x),Ψ2(x), . . .) ∈ Ψ(V ) ⊂ R
m
∞ for all
x ∈ V and conversely, x = Φ(y) , (Φ0(y),Φ1(y),Φ2(y), . . .) for all y ∈ Ψ(V ) such that
F (Φ0(y),Φ1(y)) = F (Φ0(y), τΦ0(y)) ≡ 0.
Taking differentials, we show that dy is a flat output of the variational system. Con-
sidering the Jacobian matrix dΦ0(y) (resp. dΨ0(x)) of the 0th order component Φ0 (resp.
Ψ0) of Φ (resp. Ψ), we denote by P (Φ0) (resp. P (Ψ0)) its polynomial matrix form with
respect to τ (resp. w.r.t. τX) (see [20, 21]).
Since dy = dΨ(x)dx and dx = dΦ(y)dy, we get that dx = P (Φ0)dy ∈ T
∗V , dy =
P (Ψ0)dx ∈ T
∗Ψ(V ), P (F )P (Φ0) ≡ 0 and P (Φ0) left-invertible, since P (Ψ0)P (Φ0) = Im.
We next consider the Smith-Jacobson decomposition, or diagonal decomposition [11,
Chap. 8], of P (F ): there exists an (n − m) × (n − m) unimodular matrix W , an
n × n unimodular matrix U and an (n − m) × (n − m) diagonal matrix ∆ such that
WP (F )U =
(
∆ 0
)
. Partitionning U into
(
U1 U2
)
, we indeed get WP (F )U1 = ∆
and WP (F )U2 = 0, or P (F )U2 = 0 since W is unimodular. Thus, by elementary matrix
algebra, taking account of the independence of the columns of both U2 and P (Φ0), one
can choose U such that U2 = P (Φ0).
Following [13, 21] (see also [1] in a more general context), we introduce the free differ-
ential module K[dy] finitely generated by dy1, . . . , dym over the ring K of meromorphic
functions from X0 to R and the differential quotient module H , K[dx]/K[P (F )dx]
where K[P (F )dx] is the differential module generated by the rows of P (F )dx. Taking
an arbitrary non zero element z = (z1, . . . , zm) in K[dy], and its image ξ = P (Φ0)z,
we immediately get P (F )ξ = P (F )P (Φ0)z = 0 which proves that ξ is equivalent to
zero in H. Since U =
(
U1 P (Φ0)
)
is unimodular, it admits an inverse V =
(
V1
V2
)
and thus U1V1 + P (Φ0)V2 = In. Multiplying on the left by WP (F ) and on the right
by ξ, and using the relation P (F )P (Φ0) = 0, we get 0 = WP (F )ξ = WP (F )U1V1ξ +
WP (F )P (Φ0)V2ξ = WP (F )U1V1ξ. Consequently, recalling that WP (F )U1 = ∆, we
have that ζ , V1ξ = V1P (Φ0)z satisfies 0 = WP (F )U1ζ = ∆ζ. Consequently, if the
entries of the diagonal matrix ∆ contain at least one polynomial of degree larger than 0
with respect to τ , say δi for some i = 1, . . . , n−m, then δiζi = 0, and since ζi ∈ K[dy], we
have proven that the non zero component ζi is a torsion element of K[dy], thus leading to
a contradiction with the fact that K[dy] is free (see e.g. [19, Theorem 7.3, Chap. III] or
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[11, Corollary 2.2, Chap. 8, Sec. 8.2]). Therefore, the entries of the matrix ∆ must be-
long to K, which implies that there exists a submatrix U ′1 such that U
′ ,
(
U ′1 P (Φ0)
)
is unimodular and satisfies WP (F )U ′ =
(
In−m 0
)
, and thus, according to [2] or [1,
Proposition 1], that P (F ) must be hyper-regular in the considered neighborhood.
Remark 1. The above proof may be summarized by the following diagram of exact
sequences:
0 −→ Rm∞
Φ
−→
←−
Ψ
X0
F
−→ 0
d ↓ ↓ d
0 −→ TRm∞
dΦ
−→
←−
dΨ
TX0
P (F )
−→ 0
Since TRm∞, is isomorphic to the free differential module K[dy], then TX0, that may
also be seen as a differential module, is necessarily free. In other words, the kernel of
P (F ) must be equal to the image of TRm∞ by the one-to-one linear map dΦ, thus sending
a basis of TRm∞ (flat outputs) to a basis of TX0.
Remark 2. Due to the Smith-Jacobson decomposition, the hyper-regularity property
gives a practical row-reduction algorithm to compute SF (see [2] and the car example in
section 3.3 below). The hyper-singular set is then deduced by complementarity.
According to Proposition 2, it is clear that on SF , the system cannot be flat. We thus
have the following straightforward result:
Theorem 1. The set SF is contained in the set of flatness intrinsic singularities of the
system.
In fact (see [13, 20]), SF corresponds to the points where the system is no more
F-controllable, i.e. controllable in the sense of free modules, and therefore non flat (see
[8, 14, 15, 20]). As a consequence of this theorem, the points where the matrix P (F ) is
hyper-singular are automatically intrinisic singularities of the system.
Note that, at equilibrium points, F-controllability boils down to first order controlla-
bility, i.e. controllability of the tangent linear system.
Corollary 1. The set made of equilibrium points that are not first order controllable is
contained in the set of flatness intrinsic singularities of the system.
3 Applications: Route Planning For the Non Holonomic Car
In this section, we show on a specific example how the above carried out theoretical
analysis applies.
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3.1 Car Model
The car (kinematic) model is made of the following set of explicit differential equations
(see e.g. [24]): 

x˙ = u cos θ
y˙ = u sin θ
θ˙ = u
l
tanϕ
(7)
Figure 1: Car Model: the state vector is made of the coordinates (x, y) of the rear axle’s
center and of the angle θ between the car’s axis and the x-axis. The controls
are the speed u and the angle ϕ between the wheels’ axis and the car’s axis.
The length l is the distance between the two axles.
Details about the notations are given in the caption of figure 1. In explicit form, the
system evolves in the manifold X1 = R
2×S1×R×S1 where the variables are (x, y, θ, u, ϕ).
For the sake of clarity, we note X11 = R
2 × S1 for the space of state variables (x, y, θ)
and X12 = R × S
1 for the space of control variables (u, ϕ). The tangent bundle of X11
is denoted by TX11. This system can thus be seen as the zero set in TX11 × X12 of the
following function:
F(x, y, θ, x˙, y˙, θ˙, u, ϕ) =

 x˙− u cos θy˙ − u sin θ
θ˙ − u
l
tanϕ


As in section 2 and again following [20, 21], we consider the local implicit represen-
tation of the system, obtained by projecting F on TX11 by the canonical projection
pi : TX11×X12 → TX11, which amounts to eliminating the controls. In this context, the
dynamics (7) are locally equivalent to the zero set of the following function:
F (x, y, θ, x˙, y˙, θ˙) = x˙ sin θ − y˙ cos θ = 0. (8)
We then embed the state space associated to (8) into the diffiety X = R2 × S1 × R3∞,
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endowed with the trivial Cartan field: τX =
3∑
i=1
∑
j≥0
x
(j+1)
i
∂
∂x
(i)
i
, where we have set
x1 = x, x2 = y and x3 = θ.
The system trajectories now live in X0, the subset of {x ∈ X | τ
k
XF = 0,∀k ∈ N},
where we have excluded the set Z , {(x, y, θ, x˙, y˙, θ˙) ∈ TX11} | x˙ = y˙ = 0, θ˙ 6= 0} of
points of TX11 where the fibers associated to pi are empty, i.e. the points of TX11 such
that there does not exist u and ϕ such that F (x, x˙) = 0 (see section 2). Thus
X0 , {x ∈ X | τ
k
XF = 0,∀k ∈ N} \ Z.
3.2 Lie-Ba¨cklund Atlas for the Car Model
We now define an atlas on X0 by simply enumerating the charts, as in [6, 7] in the
context of quadcopters. Each chart is defined on an open set associated to a local Lie-
Ba¨cklund isomorphism ψi from X0 to R
2
∞ with local inverse denoted by φi : R
2
∞ → X0.
For simplicity’s sake, we only define φi by its three first components. The other ones are
deduced by differentiation, i.e. by applying τX to them an arbitrary number of times. A
similar abuse of notation has been used for the definition of ψi. A point in X0 is denoted
by x.
1. Over U1 , {x˙ 6= 0}, we take y1 = (x, y) = ψ1(x) and the inverse Lie-Ba¨cklund
transform is given by:
φ1 =

 xy
tan−1( y˙
x˙
)


2. Over U2 , {y˙ 6= 0}, we take y2 = (x, y) = ψ2(x) and the inverse Lie-Ba¨cklund
transform is given by:
φ2 =

 xy
cotan−1( x˙
y˙
)


3. Over U3 , {θ˙ 6= 0}, we take y3 = (θ, x sin θ− y cos θ) = ψ3(x). Here for the sake of
simplicity, we shall denote (z1, z2) the components of y3. In that case the inverse
Lie-Ba¨cklund transform is given by:
φ3 =


z˙2
z˙1
cos z1 + z2 sin z1
z˙2
z˙1
sin z1 − z2 cos z1
z1


4. Finally note that the above charts do not contain the set V = X0 \
(⋃3
i=1 Ui
)
=
{x˙ = y˙ = θ˙ = 0}, which corresponds to the set of equilibrium points of the
system. Note that, by the definition of X0, x˙ = y˙ = 0 implies θ˙ = 0. Therefore,
V = X0 \
(⋃3
i=1 Ui
)
= {x˙ = y˙ = 0}
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One can check that for all i, j, Im(φi) ⊂ X0 and that the ψj ◦ φi’s satisfy the com-
patibility definition of section 2.1 on R2∞. Therefore we have indeed defined an atlas of⋃3
i=1 Ui = X0 \{x˙ = y˙ = 0}. Among other things, this allows us to conclude that the car
dynamics is globally controllable provided one avoids the singular set V , as illustrated in
section 3.4. Note that at this level, we are not able to conclude that the set {x˙ = y˙ = 0}
is an intrinsic flatness singularity since, according to definition 4 above, we still have to
prove that no other atlas can contain this set, hence the importance of the next section
based on the results of section 2.3.
3.3 Flat Outputs and Intrinsic Flatness Singularities of the Car Example
One first considers the differential of the implicit equation:
dF = dx˙ sin θ + x˙ cos θdθ − dy˙ cos θ + y˙ sin θdθ = (x˙ cos θ + y˙ sin θ)dθ + sin θdx˙− cos θdy˙
Note that, if z is an arbitrary variable of the system, we have dz˙ = d(τXz) = τXdz,
i.e. the exterior derivative d commutes with the Cartan field τX, and the matrix P (F )
reads:
P (F ) =
[
(sin θ)τX −(cos θ)τX x˙ cos θ + y˙ sin θ
]
thus satisfying
P (F )

 dxdy
dθ

 = 0
for all dx, dy, dθ that are differentials of the variables x, y, θ satisfying system (8).
Now in the context of the car system given by (8), we are ready to prove the following:
Proposition 3. The intrinsic singular set of system (8), given by {x˙ = y˙ = 0}, is equal
to SF .
Proof. We compute the set where P (F ) is not hyper-regular. Let us define
A = x˙ cos θ + y˙ sin θ.
Up to a column permutation, P (F ) reads [A, (sin θ)τX,−(cos θ)τX]. Then the first column
of U , say u1 is u1 = [1/A, 0, 0]
t (the superscript t denotes the transposition operator).
The second one u2 is given by [P0, P1, P2]
t where P0, P1, P2 are polynomials of τX with
deg (P0) = 1 + maxi=1,2 deg (Pi), such that AP0 + (sin θ)τXP1 − (cos θ)τXP2 = 0, or
P0 = −
1
A
((sin θ)τXP1 − (cos θ)τXP2). The third column u3 is obtained in the same way:
u3 = [P
′
0, P
′
1, P
′
2]
t with P ′0 = −
1
A
((sin θ)τXP
′
1 − (cos θ)τXP
′
2) and P
′
1, P
′
2 such that the
matrix [
P1 P
′
1
P2 P
′
2
]
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is unimodular. Therefore every decomposition exhibits at least one singularity defined
by the vanishing of A. Moreover, it is readily seen that the following 0 degree choice
P1 = sin θ, P2 = − cos θ, P
′
1 = cos θ, P
′
2 = sin θ is such that
U =
[
u1 u2 u3
]
=


1
A
− 1
A
τX
θ˙
A
0 sin θ cos θ
0 − cos θ sin θ


is singular if, and only if, A = 0. We thus conclude that P (F ) is hyper-regular if and
only if A 6= 0.
Finally, the equation A = x˙ cos θ+ y˙ sin θ = 0, combined with F = x˙ sin θ− y˙ cos θ = 0
leads to x˙ = y˙ = 0. We therefore have shown that SF = {x˙ = y˙ = 0}, in other words
that the only obstruction to the hyper-regularity of P (F ) is a flat output singularity,
hence intrinsic according to Theorem 1.
Note that this direct computation, from the variational system, of the intrinsic singu-
larity confirms that the atlas construction of section 2 was complete in the sense that
adding more charts would not reduce the set of intrinsic singularities.
Remark 3. Let us stress that the intrinsic singularity obtained in section 3.2 and the
planned trajectory of the next section 3.4 do not depend on the choice of atlas and
charts. Another choice, using e.g. the formulas given in [20, Section 6.2.4] would be
equally possible, leading to a similar construction.
Remark 4. In this example, we could prove that SF is in fact equal to the set of intrinsic
singularities of the system. Indeed, it would be most interesting to have an idea of the
generality of this situation. However, examples where SF does not coincide with the set
of flatness intrinsic singularities of the system are not presently known by the authors.
3.4 Route Planning
Next, we show how the previously built atlas can be used to control the car over a route
along which there are several apparent and intrinsic singularities, as the one depicted in
figure 2.
This route has been defined in several steps. First, the way points A, C and following,
up to K, were chosen in the (x, y)-plane to start from the equilibrium point A (intrinsic
singularity) along the y-axis, which is an apparent singularity for y1 (see section 3.2). The
car accelerates up to B and then travels at constant speed up to C where it starts making
a right turn up to D. The route between C and D has been designed by a univariate
spline fitting in order to join the previous vertical line to the horizontal segment DE,
an apparent singularity for y2. The next segment FG, after the arc EF , again designed
by spline fitting, corresponds to a constant heading angle θ, an apparent singularity for
y3. Finally, on the arc HJ , the car speed remains constant and then linearly decreases
from J to the end point K which is an equilibrium point, thus an intrinsic singularity.
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Figure 2: Planned car route, parametrized by arc length.
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The whole route has been parametrized, in a first step, by its arc length variable on
the interval [0, L], with unit speed, in order to allow the design of an arbitrary speed
profile over time.
The trajectory design is done according to the flatness-based method described in
[25, 26] on each route section. The flat output used is y2 on AC, y1 on CE, indifferently
y1 or y2 on EG, and y1 on GK since the component y attains its minimum on this arc,
thus with y˙ = 0.
The obtained speed profile of the car is shown in figure 3.
For the computation of φ, we exclude the end points where the speed vanishes and
thus where φ is only asymptotically defined. See figure 5. Those points, which are indeed
intrinsic singularities, can be approached as close as we want but exactly stopping on
them with a prescribed orientation and bounded controls is impossible.
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Figure 4: The flat outputs parametrized first by arc length and then by time correspond-
ing to the route depicted in figure 2
4 Concluding Remarks
In this paper, the concepts of intrinsic and apparent flatness singularities have been
defined. These notions are of paramount importance for global trajectory planning,
namely planning through apparent singularities, avoiding intrinsic singularities, with
the possibility of approaching them as close as possible.
We have also shown that intrinsic singularities include a remarkable set, namely the
points where the matrix P (F ) of the variational system, which plays a major role in the
process of flat output computation, is hyper-singular.
This analysis is illustrated by the global motion planning of a non holonomic car. In
this context, we have exhibited an atlas of flat outputs and a complex trajectory safely
passing through all possible charts of this atlas.
Note that this approach may be applied in the same way to other flat systems which
do not belong to the class of nonholonomic systems. Moreover, it might be possible to
extend it to the computation of the largest reachable set of a system.
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