Let F be a two-dimensional manifold in n-dimensional space, and let ll'(F) be its projection into the subspace of three of the variables in which F has been expressed. We give an algorithm that computes the normal curvature of 1l"(F) directly from the equations of:F without variable elimination. We also comment on applications in computeraided geometric design (CAGD).
1 constraint must be observed, and spherical blends, where a curvature and a continuity constraint must be satisfied. While there exist intuitive descriptions of the resulting surfaces that are easily grasped, a precise mathematical representation of the surfaces appears difficult to obtain in practice.
Indeed, closed-form representations, are available in principle with the help of elimination theory -e.g., [4, 5] -or using Grobner bases techniques -e.g., [2, 3, 14] . In practice, however, closed forms are usually unobtainable because the elimination problems that must be solved are well beyond the capabilities of machines and algorithms available to date; see, e.g., [16] . In consequence, surface operations including offsets and blends have been treated individually in the literature, and specific approximation metnods for the resulting surfaces have been given that are not general. For example, offset computations are addressed in [7, 10, 12, 13, 18, 19, 22, 25, 26] , and many ingenious and useful techniques for analyzing and approximating offsets have been derived. But the methods proposed in those papers for deriving and analyzing offsets do not apply unchanged to, say, the treatment of other surfaces whose definition also involves distance constraints, such as Voronoi surfaces [6, 11l· In [6, 8, 11, 15, 16] we have given a uniform method for deriving an exact representation of offsets, blends, equal-distance surfaces, and so on. The representation is a system F = 0 of nonlinear equations in n variables, where n > 3, with the property that the surface of interest is the natural projection of the solution set of the system into the subspace spanned by the first three variables. Thus. the surface is conceptualized as the projection of a certain 2-surface in n-space, and, as discussed in [6, 15, 16] , the auxiliary variables in the system F = 0 have a concrete geometric meaning that can be exploited for instance in engineering design applications.
In [14, 15] , a uniform method for evaluating the intersection of such surfaces has been described. In this paper, we develop a uniform method for determining the surface curvature at a given point. That is, we present an algorithm for the following problem: A surface :F is given as a system of m nonlinear equations in n variables
It is assumed that the solution set of the system is locally a smooth 2-manifold in Rn, and so we have ordinarily m = n -2; however, as discussed in [16] , in certain situations m > n -2 is desirable. Let 11'(.1") be the natural projection of F into the (Xl> X2, x3)-subspace, Pa point on F, and v a tangent direction to .1" at the point p. Determine the normal curvature of 11'(.1") at 7r(p) in the direction 1I'(v).
If the nonlinear equations Ik are algebraic, our problem can be solved in principle by eliminating X4, ••• , X n from the equation system, followed by the well-known curvature computation in 3-space using the shape operator; see, e.g., [211. Such a solution would not be practical, however, for in CAGD applications the elimination of the auxiliary variables X4, ... , X n usually cannot be carried out in practice. Hence, an algorithm is needed that avoids elimination altogether. Such an algorithm is given here.
An Example from Surface Blending
To illustrate how surfaces can be described as sets of nonlinear equations, we derive a ruled surface J( that arises in certain approaches to blending two surfaces. e.g., [20, 23] . The approach can be conceptualized as follows: We are given two surfaces (or patches of surfaces) f and g, on which two link curves C t and C 2 have been specified. Note that I and 9 are usually assumed to be parametric, but this assumption is inessential and can be dropped. The blending surface h should be tangent to f in the curve C1 , and tangent to 9 in the curve C 2 • See Figure 1 for an illustration. Now, the approach is to put the points of C t into 1-1 correspondence with the points of C 2 , and to connect corresponding points PI and P2 with a straight line L. Thereupon, a plane P through L is considered that intersects f and 9 in two curves, C, and C g , that are blended as curves by a curve Ch Ck can be obtained as a functional blend [20] or as a parametric curve [23] .
See also Figure 2 . The plane P can be suitably chosen, say by requiring that it is normal to f at PI> as illustrated in Figure 3 . The approach effectively reduce3 the three-dimensional surface-blending problem to a two-dimensional curve-blending problem, for it can then be proved that the surface obtained in this manner is a blending surface for f and g. l\Ioreover, [2'1] proves that curvature continuity of the curve blend C h implies curvature continuity of the surface h with I, provided that the tangents to C k and C l do not coincide at That is, the planes P must not contain the tangents of the link curves.
A difficulty with this approach to constructing a blending surface is to find a simple method for establishing the correspondence of points on the link curves 0 1 and C 2 -In [23] , Pegna proposes the following idea: Design a space curve Co, say as a Bezier curve, and let the link curves be its orthogonal projection onto the two surfaces. That is, C 1 is the orthogonal projection of Co onto f, ,. . . .hereas C 2 is the orthogonal projeetion of Co onto g. Then two points PI and P2 on C 1 and C 2 correspond precisely when they are the image of the same point Po on Co-See also Figure ' 1.
The lines L under this point correspondence define a ruled surface K, and we describe a representation of J( as a system of nonlinear equations. This is an example of the surfaces considered in this paper, and the derivation illustrates our methodology for deriving complex surface representations by devising systems of equations with auxiliary variables. Note that the methodology is akin to the equational programming paradigm in programming Ian· guages, e.g., [17] , except that here the equations must be interpreted over a field whereas in progranuning language research the equations are typically understood over a free algebra. 
H1(r), H,(r), H3 (r))
The surfaces J and 9 may be given parametrically or implicitly. For the sake of illustrating both cases, we will assume that f is given implicitly, as j(x,y,z) = 0 and that 9 is given parametrically, by
9: (91(S,t),9,(S,t),93(S,t))
It will then be clear how to modify the equations in case both surfaces are parametric or both are implicit.
We now compile the equations defining the system J( by translating all geometric constraints on the points into equations. For each constraint. we obtain one or more equations as follows:
The point Po is on Co:
The point PL is on f:
The point P1. is on g:
The point q lies on the line L, and L contains Pl and P2:
Pl is the projection of po onto f:
P2 is the projection of Po onto g: There is a redundancy in the equation system that has been introduced on purpose. when expressing the constraint that PI is the orthogonal projection 7 onto the implicit surface f. Here
are three tangent vectors to f at the point Pb which is evident when the inner product with the gradient vector is computed. Clearly, there can be only two linearly independent vectors among the t"" but since some of the partial derivatives could vanish at PI, we cannot decide a-priori which ones are independent. Instead, it is convenient to have an algebraic dependence in the system and adjust the algorithms that work with the system accordingly. See also [16] . In consequence, we can determine at 7t"(p) all curvature properties of 1i'(:F) without the need to determine 1I"(F) explicitly. The following lemma explains how to determine the normal to 1I"(F) at the point 1I"(p), in R 3 .
Lemma 1 Let nk be the normal vector to the hypersurface!k at pERn, for 1 ::; k ::; m. Let Ok be such that the last n -3 components of m no= 'L:0kOk = (a,b,c,O 4. For 1~k~m, compute L~k)(v) . V.
Compute~= U::'=I ".L~·)(v)). v.
It is straightforward to implement this method. A different algorithm for computing the curvature of the projected surface can be given also, based on finding a parametric curve l3(t) on F, see [8] .
Note that the computation of L~)(v) . v can be based on the following observation. Lemma 4
Let 9 == 0 be a hypersurface, and let N = 'Vg be the normal vector field of 9 at the point p. With H the Hessian matrix of 9 at p, if
Because of the bilinearity of the form _v T H v, notice that we can rephrase is the normal curvature of 1l"(F) at 1l"(p) in the direction 7l"(v).
We consider a parametric surface
as the projection, into (x, y, z)·space, of the 2-surface in 5-dimensional (x, y, z, s, t) . space obtained by intersecting the three hypersurfaces it: x-hl(s,t)
The coordinate functions hi, h2, h3 are assumed to be analytic and twice differentiable. This assumption holds in particular for the rational polynomial functions used in CAGD. 'We abbreviate the partial derivatives of the coordinate functions by subscripts; for example, we write h2~instead of 8h2/as.
Applying Lemma 1, we must solve a linear system in order to obtain the normal direction to the parametric surface:
The system is solved by°° ( 4) h2~h3t -h3 3 h2 t h3 3 hl t -h1 3 h3 t h1 3 h2 t -h2 3 hl/
In consequence, the normal vector to the parametric surface is given by
To obtain the unit normal no in projection, we must adjust the Ctk by dividing by the length of the cross product, i.e., (h1~, h2~, h3~, 1,0) is tangent to the 2-surface defined by (2) and projects to the tangent of the isoparametric line t = const. vVhen divided by n = jj(hl... h2 n h3~)II, the projected vector has unit length. In consequence. the curvature is given by We have presented a method for determining the local curvature of the projection, into 3-space, of a 2-surface in n-space. The method does not rely on expensive elimination computations, and we have implemented it. Our techniques are useful in situations in which complex surfaces cannot be rep" resented in a simple closed form, or are easily approximated by parametric surfaces, when the surfaces instead have been expressed using systems of equations in more than three variables. Examples of such surfaces include offset surfaces, Voconoi surfaces, fixed and variable-radius spherical blending surfaces. and auxiliary surfaces such as the ruled surface J{ of Section 2 or the trimming surfaces [11] used in the definition of the skeleton. Algorithms such as the one presented here are part of an infrastructure of surface interrogation methods that should make surface representations by systems of equations a reasonable alternative allowing practical work with geometrically constrained surfaces. Appendix: Curvature of a Ruled Surface
We give an example of a ruled surface of the type described in Section 2 and compute its curvature in the direction of the ruling. Note that the curvature should then be zero.
Let f be a cylinder of radius 1 whose axis is parallel to the z-axis through the point (-1,0,0). Let 9 be a cylinder of radius 3 whose axis is the yaxis. \\'e assume that f is given implicitly and that 9 is given parametrically. ", 
