Abstract: Target searching is widely accepted as a significant area of study by various research communities. This paper addresses four target searching scenarios in a two-dimensional grid with obstacles, where multiple mobile sensors aim to search a single mobile target in a minimal time. The reachability condition of the target is checked before modelling the problem. The proposed work classifies the scenarios based on information-set available to the mobile sensors and the target. The scenarios are modelled as games that involve two adversary players: mobile sensor and target. The search strategies for the mobile sensors are formulated under different circumstances, and the strategic differences between cooperative and non-cooperative strategies are analysed. Later, the proposed work is extended in a new dimension, where information gain for the mobile sensors is determined by information refreshment interval. The proposed work helps the decision makers by facilitating the search operation in different scenarios.
Introduction
In recent times, target searching has played a prominent role in the field of defence, surveillance, traffic control, crime control, medical, etc. and its potential to search targets in a search space is briefly discussed in this section. In real-time problems, various artificial agents/systems such as robots, mobile/immobile sensors, UAVs, etc. are deployed in the search operations. The sensors are deployed (Ma and Wang, 2009) in the search operation because wireless sensor networks (WSNs) have several advantages such as withstanding the harsh environment, handling node failure, network setup without fixed infrastructure, low-maintenance, low-cost, etc. that show its feasibility as a technology in target searching problems. In the proposed work, game theory (GT) is applied to formulate the strategies for the mobile sensors to effectively search the target because GT models complex real-time problems as games. In fact, GT is exploited to model various problems in WSNs such as target searching, routing protocol, power control, topology control, etc. GT can also solve security related problems in WSNs such as intrusion detection, malicious node detection, preventing DoS attacks, etc. (Shen et al., 2011; Shi et al., 2012; Machado and Tekinay, 2008) . The studies on path planning problems and their remedies, GT-based target searching problems along with solutions, game-theoretic approaches in real-time target searching problems, search games, combining automata and GT in target searching problems, and reachability objective in target searching problems are addressed to relate our proposed work with existing works in the later part of this section.
Path planning
Path planning algorithms play a vital role in target searching problems. Especially, dynamic path planning algorithms are more useful to solve target searching problems. moving target search (MTS) and subgoal graphs (MTSub) are developed for a single mobile searcher to capture a single mobile target by travelling minimum path length considering various search spaces. The studies with experimental backup show that MTSub is at most 29 times faster in average time and at most 186 times faster in maximum time than G-FRA* in each round (Nussbaum and Yorukcu, 2015) . Optimisation techniques are heavily used to resolve target searching problems. In a multi-target multi-searcher environment, a mixed-integer linear programming (MILP) model is applied to optimally perform a search and rescue operation, where the targets are considered to be stationary (Berger et al., 2014) .
Game theory-based target searching
GT is broadly used in the field of target tracking and target searching, because it is capable of modelling real-time problems as games that involve UAVs, robots, and mobile sensors, etc. as players (searchers). The game is played between single/multiple, stationary/mobile searcher(s) and target(s) in two/three dimensional, bounded/unbounded, regular/irregular shape region with the help of different quantities of information (zero/imperfect/perfect) about the search space and/or opponents. A GT-based approach is introduced for a multi-robot multi-target searching problem in a dynamic environment, where the robots have roughly a prior probability distribution about the locations of the targets and the targets are considered to be stationary (Meng, 2008) . Effective strategies for multiple searchers are investigated to cooperatively capture a single mobile target but the limitations of the problem are: the target always starts from the middle of the grid and the target is visible to at least one agent and the agents are all placed in the lower left corner of the grid (Goldenberg et al., 2003) . To compute efficient and robust search control strategies for searchers, a sequential probabilistic decision problem is explored, by which a single target is detected in a region (Chung and Burdick, 2008) . GT is usually incorporated with other optimisation/probabilistic techniques to model complex real-time scenarios. A strategic and probabilistic search approaches are combined to model multiple observations of grid cells for UAVs with an aim to search a single stationary target (Waharte et al., 2010) . A GT-inspired mobile object trapping system (GT-MOTS) is developed to capture a single mobile target in a minimal time using mobile sensors by sharing information and forming coalitions (Das and Roy, 2014) , where the entry and exit cell of the region cannot be changed once they are randomly selected. This is certainly a limitation of this approach. The quantities of available information to the adversary players play a crucial role in target searching problems. A number of search strategies are formulated for pursuit-evasion games modelled on a multi-searcher multi-target environment based on the incomplete information to the searchers (Antoniades et al., 2003) . Object motion model plays a vital role in route planning, navigation, localisation, target tracking and target searching problems. Therefore, target motion model is an important parameter for determining search strategies. A search model for a single mobile robot is explored to search a single mobile target in a minimal time in a bounded, 2-D convex region based on the motion model of the target (Renzaglia et al., 2014) . To compute the location of an unpredictable target in a simply-connected polygonal region, a visibility-based pursuit-evasion model is developed. For a two-searcher model, a search strategy is formulated to minimise the search time but the problem is restricted to the visibility issue which may not be feasible in real-time problems (Isler et al., 2005) . The performance of target searching is usually improved with the increase of number of searchers and their level of cooperation in search operations. The strategies for multi-UAVs are determined to cooperatively search the targets with an aim to maximise cumulative target existence probabilities. The cooperative search model shows that the search time and detection-error depend on the coordination and information sharing among the searchers. The obtained results show that the cumulative information reduces the search time from 27% to 70%, while the number of UAVs is increased from 2 to 5 but this model is capable of searching only a single stationary target (Khan et al., 2014) . Detection of re-entry of a mobile target in an irregularly shaped region is one of the most challenging problems in WSNs. Initially, the random-shaped region is logically converted to a convex hull. The model is able to detect the pockets and network cuts in the region to find the position of the mobile target (Bhattacharyya and Bhattacharyya, 2008) . The moving target evaluation search (MTES) algorithm is introduced for a dynamic and partially observable environment and shown the improvement in results of MTES over well-known MTS algorithm, but in this work, the agents and targets are aware of the locations of their respective opponents all the time (Undeger and Polat, 2007) .
Strategic approaches in real-time target searching problems
Target searching has several real-time applications such as defence, urban crime control, etc. A case study on village search by defence personnel is presented, in which a strategic framework is designed for the mission planners but this model is designed only for the stationary targets but in real time scenarios, mobile targets are also dealt with (Maxwell et al., 2009) . A target surveillance problem is addressed, in which the searcher is exposed to an adversarial ballistic threat. The problem is solved by the partially observable Markov decision process, where the targets are considered to be stationary (Egorov et al., 2016) . Soft computing techniques are combined with GT to find the optimal solutions to target searching problems. A cooperative approach combined with bio-inspired algorithms model a target searching problem, where a single mobile object is captured by a set of mobile sensors before the object leaves the region. This problem is similar to the target searching problems in urban areas (Nieberg et al., 2013) . The approaches discussed in Cox and Durfee (2005) show that multi-agent plan coordination outperforms the most advanced single-agent plan coordination technique in terms of maximising the goal achievement and minimising the mission time, where the proposed model deals with only a single stationary target.
Search games
Target searching problems can be represented as search games that model the interaction between searchers and targets on a graph. In Gal (1979) , a number of search games are introduced. To search a mobile/immobile target, the searcher applies the strategy to move along a continuous trajectory in a network/two-dimensional region but from the viewpoint of information availabilities to the players and number of players involved in the game, the scope of the work is limited, and most of the game models discussed in the existing work give certain bounds instead of values. The hunter-rabbit scenario is modelled as a two-player search game played on a connected, undirected graph. Simultaneously, the strategies for the players are computed based on their objectives. The scope of this work is also constrained by the same parameters discussed in the previous literature (Adler et al., 2002) . The hunter-rabbit scenario can also be modelled as a repeated game, in which the rabbit formulates its strategies based on the available information about the hunter. Alternatively, the winning strategies for the hunter are computed for different search spaces and this work classifies the scenarios based on the types of the search spaces (Isler et al., 2004) .
Combining automata and game theory in target searching problems
GT and finite automata are also combined to model various target searching problems. Both of them are exploited to check the reachability objective of a game and to model the interactions between the players. In Nowak and Sigmund (2000) , one-round games and repeated games are analysed on a grid. Alternatively, the behaviour of the players, their respective strategies, and expected outcomes are determined for various games. Simultaneously, determining whether a player can win a game or it has a winning strategy is important to model a game. Two-player finite games incorporated with automata under reachability constraint are given special attention in Malvone et al. (2015) . The repeated games are often modelled by finite automata. The players choose their respective strategies, and new states are generated depending on the fixed probability distribution of the previous state and reachability objective (Bertrand et al., 2009 ). This problem is similar to probability-based target searching problems. Finite automata are applied to model the two-player undiscounted repeated games with private monitoring (Romero, 2011) . Finite automata and Moore machine are applied to model the repeated games. More precisely, a repeated Prisoner's dilemma game is modelled by a finite automaton (Marks, 1992) . The partial/perfect observation and pure/randomised strategy scenarios for the players are given special attention for the two-player stochastic games, modelled on finite graphs with reachability objective (Chatterjee and Doyen, 2012) and this work is similar to a certain class of information-based target searching problems. Efficient algorithms are designed for reachability checking and path selection problems that can handle the problems in various fields such as geographical navigation, internet routing, knowledge representation, etc. (Galani et al., 2010) . A decentralised control model (Savkin, 2008) is designed for online cooperation among UAVs but the model only deals with the stationary targets (Yang et al., 2004) . A simple proof is shown for concurrent reachability games where memoryless ε-optimal strategies exist for all ε > 0 and the strategy improvement algorithms are developed for the concurrent games with reachability objectives (Alfaro et al., 2003; Chatterjee et al., 2006) . The imperfect information-based target searching problem with obstacles is explored in Raboin et al. (2010 Raboin et al. ( , 2012 , but zero and perfect information-based target searching problems are untouched.
Contribution
In this paper, we have initially shown whether the search operation is possible or not by reachability checking of the target in an undirected graph as well as a lemma in this context is given. After reachability checking, we explore four information-based target searching scenarios based on the information availabilities to the searchers and the target: imperfect -zero, perfect -zero, imperfect -imperfect and perfect -imperfect. To the best of our knowledge, no literature has broadly explored such a large number of target searching scenarios based on information availabilities to the searchers and the target. This proposed work will help to model many real-time scenarios. Finally, the work discussed in Section 5 has given a new dimension in the field of target searching. To the best of our knowledge, no scientific study has highlighted the area that analyses how the information refreshment interval affects the information gain in a search model.
Organisation
The paper is organised as follows: Section 2 defines the problem with assumptions. Section 3 addresses reachability objectives of the target. Section 4 classifies the problem into four scenarios based on the available information to the players; cooperative and non-cooperative strategies for the searchers are compared and the payoffs for both the players are computed. Section 5 presents the information Gain for the searchers with respect to information refreshment time. Finally, the proposed work has been summarised and a future plan is outlined in Section 6.
Problem definition
A target searching problem with obstacles in a two-dimensional square/rectangular region is addressed, in which four scenarios are highlighted depending on the available information to the searchers (S) and the target (T). Initially, the reachability condition of T is determined by applying the fundamental concept of a connected graph. The four scenarios discussed in the paper are modelled as the pursuit-evasion games, where the two adversary players S and T are multiple mobile sensors and a single mobile object, respectively. The objectives of the two adversary players are as follows: S tries to search T with an aim to minimise the search time (t succ_search ) and the number of blocks visited by T in the region before it is searched, T tries to visit a maximal number of blocks without being searched. The aim of the proposed work is to formulate the search strategies for S based on the available information to both the players. Cooperative and non-cooperative search strategies for S are analysed and compared based on their characteristics. Information gain of S is determined by information refreshment interval for S. A major assumption of the problem is that single/multiple, contiguous/discrete blocks can be occupied by the obstacles depending on the number and the size of obstacles and blocks. Another assumption is that both the adversary players simultaneously move in horizontal/vertical directions (diagonal moves are restricted) and they do not halt until the game terminates. It is also assumed that the velocities of S and T are a single block/time step. It is considered that the sensing range (R) of all the mobile sensors deployed in the region is equal and known to both the adversary players. The communication range of the mobile sensors is represented as Ɽ. It is assumed that Ɽ > R and the communication range of each sensor node covers the entire region (Das and Roy, 2014; Zhao et al., 2004) . Therefore, the sensor nodes easily communicate with each other within the region. R is equal to 2 multiplied by the length (A) of a side of each block represented as in equation (1). The length and width of the region must be a multiple of A.
Therefore, the whole region can be represented as an N 1 × N 2 grid, where N 1 and N 2 denote the number of blocks in row-wise and column-wise, respectively. The grid-based region with obstacles is converted into a transition graph (G:(V, E)) of S and T, where the blocks are the vertices (V) and the transition paths of S and T are the edges (E), respectively. 
Terminologies
In this section, terminologies used in the discussion are defined to facilitate the understanding of the model. The terminologies defined in this section are game, strategies, players, payoffs, information-types, search-space, number of players, connected graph, respectively.
• Game: a game is a strategic interaction among the players (S and T) in a competitive environment. The problem in the paper is modelled as a game between the two adversary players S and T in a two-dimensional square/rectangular grid.
• Strategies: the strategies are the actions/moves chosen by the players (S and T). In the problem, the strategies for both the players are the moves left (L), right (R), up (U) and down (D), respectively.
• Players: the players (S and T) are the key components of a game and they compete/cooperate depending on their objectives. In the problem, S and T are the non-cooperative players.
• Payoffs: the payoffs for the players (S and T) are the rewards achieved by the players. In the problem, the payoff for T varies linearly with respect to the number of blocks visited by itself without being searched. Simultaneously, the payoff for S depends on two parameters: minimising the search time and the number of blocks visited by T before it is searched.
• Information types: the quantity of the available information about the opponents determines the strategies for a player. In the paper, the problem is classified into four scenarios based on the available information: zero, imperfect and perfect.
• Search-space: the search space plays a vital role in target searching problems. The search space can be primarily classified as follows: two/three-dimensional and bounded/unbounded. In the problem, the search space is a two-dimensional square/rectangular grid.
• Number of players: a game can have multiple players. The problem addressed in the paper can be modelled for various environments: single searcher-single target (SS-ST), multiple searcher-single target (MS-ST), single searcher-multiple target (SS-MT), and multiple searcher-multiple target (MS-MT). In the proposed model, the game is modelled for an MS-ST environment.
• Connected graph: a connected graph is simply connected by all the vertices and there certainly exists a path from one vertex to other vertices. No vertices are unreachable in a connected graph.
Reachability objective
It is inferred from Section 2 that single/multiple, static obstacles lie on the grid. Before determining the strategies for S, the reachability condition of T is checked. If no path exists from the initial location of S to the initial location of T, then no search strategies for S will work. To check the reachability of T, initially, the grid-based region is conceptually converted into a transition graph (G: (V, E)) for both the players, where the blocks in the grid are the vertices (V) and all transition paths of S and T are the edges (E) in G, respectively. If G is a connected graph, then, T is reachable. Figure 2 The reachability of T before modelling the problem will not affect the time complexity of the searching method because the purpose of this step is to check whether the search operation is possible or not. Lemma 1: the reachability condition of a target in a two-dimensional grid (represented as a transition graph) satisfies if the graph is connected (without considering obstacles); if disconnected, then the searchers and the target must lie on the same connected component.
Proof: for any transition graph G, the existence of the paths between all pair of vertices (v i , v j ) are checked. If this condition satisfies, then G is a connected graph (Bondy and Murty, 1976) . For a connected graph, the initial locations of S and T are not significant for checking the reachability of T. If G is disconnected (G: (C 1 ∪…∪ C n ), where C j represents a connected component of G, 1 ≤ j ≤ n), then the initial locations of S and T need to be checked. If both S and T lie on the same connected component (C j ), then T is reachable else unreachable. If S and T lie on different connected components of a disconnected graph, then the paths between the initial locations of
4 Modelling and analysis of target searching scenarios
Types
The target searching problem is classified into four scenarios based on the information-availabilities to both the players. S and T determine possible locations of their respective opponents based on the available information (initial locations of the opponents and/or locations of the opponents in current time step). Both players compute the existence probabilities of their respective opponents for all the blocks in the grid. It is considered that m number of S(|S| = m) and a single target (|T| = 1) lie on the grid. S determines possible locations of T in each time step based on the available information. Let the summation of non-zero target existence probabilities in the set of blocks B and the summation of non-zero searching probabilities in the set of blocks B′ in time step t are denoted by P T (B, t) and P S (B′, t), respectively. S formulates its strategies with an aim to maximise P S (B′, t) depending on P T (B, t) in each time step t and it will help to minimise t succ_search and to minimise the number of blocks visited by T before it is searched. Because maximisation of P S (B′, t) increases the chance of searching T in each time step. Therefore, the short-term goal of S is to maximise P S (B′, t) in each time step that leads to satisfying the objective of S, which is to minimise t succ_search and to minimise the number of blocks visited by T before it is searched.
Short-term goal : maximise P ( , )
The problem is formulated such that if a player only knows the initial locations of the opponents, it is considered that the player has imperfect information about its opponents. Alternatively, if a player knows the initial as well as the current locations of the opponents, it is considered that the player has perfect information about its opponents. Similarly, if a player has no information about its opponents, it is considered that the player has zero information about its opponents. The target searching problems can have many possible scenarios depending on the information availabilities to S and T. In the proposed work, four scenarios have been explored based on the available information (zero, imperfect and perfect) to the adversary players.
• imperfect -zero
• perfect -zero
In this section, the above scenarios are analysed with the help of mathematical models and randomly chosen examples.
Imperfect -zero
In this scenario, S has imperfect information and T has zero information about their respective opponents. It is inferred from the above definitions that S only knows the initial location of T but T does not have any information about S. The strategies for S are formulated based on the imperfect information to S. The locations of the obstacles are considered while computing the transition probabilities of T to formulate the strategies for S. S assumes that the mobility of T follows a random walk, as T has no information about the initial and the current location of S. As per the assumption of S, T randomly moves until it covers all the blocks in the grid/successfully searched by S. The random walk is modelled by Markov chain that determines the transition probabilities of T in each state (block) of the transition graph. No transitions of the players are possible through the blocks that contain obstacles, illustrated in Figure 1 
Equation (3) presents the transition probability of T, where x represents the state vector and t represents the time step, respectively. The feasible moves for T from one state to other states in the transition graph can be denoted by a transition matrix (P). 
By applying Markov chain, the following set of equations is formulated to compute the state vectors in each time step (Hazra et al., 2017) . 
When T has zero information about S, S computes the target existence probabilities of all the blocks in each time step. Let the number of blocks with non-zero target existence probabilities be ρ The feasible searchers (searchers whose neighbour blocks are one of the probable target locations for next time step) cooperatively (avoiding shared blocks) move to maximise P S (B′, t) by maximising the intersection (by performing the Cartesian product operation on the moves of the feasible searchers) of the probable block locations of T and the block locations of the feasible searchers; the target existence probabilities are computed by Markov chain as per the above discussion. The infeasible searchers try to reduce the search distance from the nearest probable target locations for the next time step based on its current location. The method of computing transition probabilities of T is slightly modified to effectively determine the moves of S. Let the state vector for l th time step be represented as I l . Let the non-zero transition probabilities of T in the state vector in the current time step be represented as 
Now, the time complexity of this model is determined for best, average and worst cases. The higher order terms of time complexities are only considered by applying the conventional method of computational complexities. The time required for updating the state vector in each time step is 2 2 1 2 N N and the time required to find the feasible searchers for the next time step is mρ. Alternatively, the time required to find the optimal combinations of moves for the feasible searchers is , 
Perfect -zero
Let's assume that S has perfect information and T has zero information about their respective opponents. This signifies that S is aware of the initial and the current location of T in each time step, but T does not have any information about S. The strategies for S are formulated based on the available information to S. In this scenario, the search operation performed by S is effective in terms of t succ_search and P S (B′, t), respectively. S tries to reduce the search distance in every time step based on the current location of T and aim to cooperatively search T by maximising P S (B′, t) like the scenario discussed in Section 4.1.1. As both the players S and T move in the horizontal or vertical direction, the moves for both the players in all possible directions are L, R, U and D, respectively. Therefore, the number of feasible moves for T from the current block to its neighbour blocks can be 1, 2, 3 or 4 considering the location of the current block and the obstacles. Therefore, transition probabilities of T from the current block to the neighbour blocks in the grid are 1 (1/1), 0.5 (1/2), 0.33 (1/3) or 0.25 (1/4) depending on the number of feasible moves for T. In each time step, S formulates its strategies (moves for next time step) after receiving the information about the current location of T. But the search space does not expand with respect to time like the scenario discussed in Section 4.1.1 as the information about the current location of T is updated in every time step. Now, the time complexity of this model is determined for best, average and worst cases. 
Imperfect -imperfect
In this scenario, we assume that both S and T have imperfect information about their respective opponents such that both of them are aware of the initial locations of their respective opponents. T formulates its strategies based on the information about the initial location of S. Initially, T computes the distance from the initial locations of S and determines its moves based on the measured distances. More precisely, T tries to choose the moves such that the distance between T and the probable locations of S is positive for the next time step. This continues until T enters an unsafe region (next occupied block is one of the probable locations of S). Accordingly, T computes searchers' existence probabilities of the neighbour blocks and explores the one which has minimum searchers' existence probability. Now let us assume that q number of searchers are likely to share a block with non-zero searchers' existence probabilities in a particular time-step, where the individual existence probabilities for those searchers are represented as p 1 , p 2 ,…, p q , respectively, then, mutual searchers' existence probabilities (Hazra et al., 2017) in that particular block can be formulated as follows.
The above expression is generalised as.
( )
If no searcher is present in that block, then, T updates the transition probabilities of the feasible searchers in other feasible blocks and assigns zero for the current block which was considered as non-zero searchers' existence probability. The transition probabilities for S are updated based on the scenario discussed in Section 4.1.1. Alternatively, S cooperatively chooses the moves from the computational viewpoint of T. In this scenario, S formulates its strategies considering T as a rational player and continues the search operation until the search is successful. Now, the time complexity of this model is determined for best, average and worst cases. The complexities for this approach are similar to the first scenario. So, the time complexity 
Perfect -imperfect
This scenario is almost similar to perfect -zero scenario. In this scenario, we assume that S has perfect information about T and T has imperfect information about S. It signifies that S is aware of the initial and the current locations of T but T only knows the initial location of S. In this scenario, the search operation is almost as effective as in PerfectZero scenario. S tries to decrease the search distance in each time step based on the location of T and aims to cooperatively search T by maximising P S (B′, t) like the scenario discussed in Section 4.1.1. As S and T move only in horizontal or vertical directions, then possible moves for both the players are L, R, U and D, respectively. Therefore, the number of feasible moves for T from the current block to its neighbour blocks can be 1, 2, 3 or 4 depending on the location of the current block and the obstacles in the grid. Therefore, possible transition probabilities of T from the current block to its neighbour blocks in the grid are 1, 0.5, 0.33 or 0.25 depending on the number of available moves for T. In each time step, S formulates its strategies for the next time step after collecting the information about the current location of T. The search space does not expand with respect to time as the information about the current location of T is updated in each time step like perfect -zero scenario. Alternatively, T formulates its strategies based on the information about the initial location of S. T computes the distance from the initial locations of S and determines its moves based on the measured distances. T tries to choose the moves such that the distance between T and the probable locations of S is positive for the next time step. This continues until T enters an unsafe region (next occupied block is one of the probable locations of S). In this scenario, the search operation is effective because S has more information over T. Now, the time complexity of this model is determined for best, average and worst cases. The complexities for this approach are similar to the first scenario. So, the time complexity is O(mρ) in best case 
Cooperative and non-cooperative strategies -comparison
Two strategic approaches for S, cooperative and non-cooperative, are compared based on their characteristics. In cooperative approach, all the searchers cooperatively choose their moves with an aim to maximise cumulative target searching probabilities in each time step. In non-cooperative approach, individual searchers try to maximise target searching probabilities individually, not the cumulative target searching probabilities for the whole group.
If the moves of multiple searchers result in a non-sharing block in any time step, then, both the approaches yield equal target searching probabilities, otherwise, the cooperative approach may yield higher target searching probabilities than the non-cooperative approach. Alternatively, the blocks shared by multiple searchers may reduce the cumulative target searching probabilities for the whole group of searchers. Multiple non-cooperative searchers may occupy the same blocks if the move gives them the highest target searching probabilities leads to the highest payoffs. The cooperative approach outperforms the non-cooperative approach -the argument can be proved with the help of the above analysis.
Payoff computation
The payoffs for S and T are computed depending on the sequence of moves and the objectives of respective players. As already stated, the objectives of S and T are such that S tries to search T with an aim to minimise the search time and to minimise the number of visited blocks by T before it is searched, and T aims to visit a maximal number of blocks in the grid without being searched. Consider an N 1 × N 2 grid, in which the number of blocks occupied by the obstacles is υ. Then, the number of feasible blocks that can be traversed by T is N 1 N 2 -υ -1 instead of N 1 N 2 , since the obstacles occupy υ number of blocks and initially, T occupies a single block in the grid. So, the payoff for T is varied 
The second parameter is multiplied by α and thereafter accumulated with the first parameter, where α (0 < α ≤ 1) represents the importance coefficient of search time-based penalty. So, the payoff for S can be formulated as follows. 
The search time-based penalty for S increases with respect to α; α increases when search time minimisation is very important and α decreases when search time minimisation is negotiable. The methods of computing the payoffs for S and T may vary depending on the objectives of the players formulated by the game-planners. Once T covers all the blocks in the grid, then, the payoff for S is assigned a large negative value. If T is not reachable, then the game will not be played and the payoff for both the players is not computed. The above discussion signifies that the game is a non-zero sum game.
Time-dependent information gain for perfect-zero scenario
For perfect-zero scenario, the information refreshment interval (τ) determines and quantifies the information gain (Ï) for S. τ signifies the duration in terms of the number of time steps to update the information about the location of T. Ï disproportionately varies with respect to τ, which is proved later in this section. This simply states that if τ increases then, Ï decreases and vice versa. Accordingly, with the decrease in τ, S is facilitated to formulate effective strategies since S receives a larger quantity of information about the current location of T. More precisely, a large value of τ is an integration of smaller values of τ. Therefore, by increasing τ, S looses information about the locations of T for the intermediate time steps. All possible scenarios are modelled and analysed with the help of suitable examples, which show how Ï varies with respect to τ depending on the locations of T and the obstacles (if exists). The analysis is primarily classified into two scenarios 'without obstacles' and 'with obstacles'. All possible cases for the perfect-zero scenario are covered by 'Without obstacles' and 'With obstacles' scenarios discussed in Section 5.1 and Section 5.2.
Without obstacles
The search space is assumed to be a square grid, where the last refreshed location of T is the block within the grid (excluding boundary and corner blocks), corner blocks, and boundary blocks, respectively. For illustration purpose, let us consider Figures 3(a) , 3(b), 4(a) and 4(b), where the blocks containing T represent the last refreshed block locations of T and the blocks coloured with green and pink represent the probable locations of T for τ = 1 and τ = 2 considering the mobility of T is based on random walk. We have assumed for scenario 1, scenario 2 and scenario 3 that τ is lesser than or equal to the block distance between the last refreshed block location of T and its extreme horizontal and extreme vertical probable block locations of T.
Scenario 1
Consider Figure 3(a) , where the last refreshed information about the location of T is within the grid excluding the boundary and corner blocks. The probable locations (blocks) of T with respect to τ be denoted by L τ and the relation between τ and L τ is computed for Scenario 1.
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Scenario 2
If the last refreshed location of T is one of the corner blocks of the grid as illustrated in Figure 3 (b), then, τ is verified. If τ is even, then L τ is determined by the following expression.
( 1) elements are in an interval of 2 1
Let us assume that the number of elements between 1 and (τ + 1) to be N. Then, the above expression can be rewritten as
Alternatively, if τ is odd, then L τ is determined by the following expression,
( 1) elements are in an interval of 2 2
where the number of elements between 2 and (τ + 1) is assumed to be N. Therefore, the above expression can be rewritten as ( 1)
( 1 4 ) L τ and Ï remain constant after visiting all feasible block locations of T in the grid. So, Ï can be represented by the number of probable locations of T for a given τ as 1 .
In this section, it has been mathematically proved that S always requires frequent information refreshment to effectively search T because the frequent information refreshment facilitates S to formulate search strategies by providing a larger information about the current location of T. Scenario 1, Scenario 2 and Scenario 3 represent the fundamental scenarios of without obstacles. It is observed from the results that L τ increases with τ and L τ is computed with respect to τ for Scenario 1, Scenario 2 and Scenario 3 to show its behaviour. For Scenario 1, L τ is 4, 9, 16, 25 and 36, for τ is 1, 2, 3, 4 and 5, respectively. Similarly, for Scenario 2, L τ is 2, 4, 6, 9 and 12 for τ is 1, 2, 3, 4 and 5, respectively. Alternatively, for Scenario 3, L τ is 3, 6, 10, 15 and 21 for τ is 1, 2, 3, 4 and 5, respectively. Now, the results are graphically displayed in Figure 5 . Figure 6 . 
With obstacles
The number of feasible blocks usually reduces by including the obstacles in the grid. L τ and Ï are computed based on the last refreshed location of T and the positions of the obstacles. A bound of L τ can be determined based on the number of blocks occupied by the obstacles and their positions in the grid.
Scenario 4
When the last refreshed location of T is blocked from three sides, then T will have a single move for the first time step and two moves from the successive time steps. Then the relation between τ and L τ can be formulated based on the following conditions. Initially, τ is verified, if τ is even, then L τ is determined in the form of an equation, where the number of even numbers between 2 and τ to be N even . 
Scenario 5
The upper bound of L τ can be determined considering the obstacles occupy the blocks which are out of the search space and the last refreshed location of T is similar to Scenario 1. Therefore, L τ is computed based on equation (10). For any value of τ, all other scenarios in Section 5.2 can be bounded within these two limits. Therefore, the bound of all possible scenarios in Section 5.2 can be derived as follows. It is observed from the results that L τ increases with τ and L τ is computed with respect to τ for Scenario 4 and Scenario 5 to show its behaviour. For Scenario 4, L τ is 1, 2, 2, 3 and 3 for τ is 1, 2, 3, 4 and 5, respectively. Alternatively, for Scenario 5, L τ is 4, 9, 16, 25 and 36 for τ is 1, 2, 3, 4 and 5, respectively. Now, the results are graphically displayed in Figure 8 . 
Conclusions
The paper has explored four scenarios of a target searching problem with obstacles based on the available information to the players. We have determined the reachability conditions of the target depending on the locations of the obstacles. The condition has shown that the target is reachable when the transition graph of the mobile sensors and the target is a connected graph. If the transition graph is disconnected then the mobile sensors and the target must lie on the same connected component. The reachability conditions are checked before modelling the game. The proposed model in the paper analyses the strategies for the mobile sensors under different circumstances. We have compared cooperative and non-cooperative strategies for the mobile sensors for different scenarios and shown that the cooperative strategy outperforms the non-cooperative strategy. Finally, we have analysed the Information Gain for the mobile sensors depend on the information refreshment interval. The analysis has shown that the Information Gain disproportionately varies with information refreshment interval. Therefore, the mobile sensors try to frequently collect the information about the current location of the target. The proposed work also explores how a larger quantity of information facilitates to formulate the strategies for the mobile sensors. In future, we plan to model the target searching problems with obstacles in a two-dimensional irregular region, where the target has larger information than the mobile sensors.
