Introduction
Gene selection is an important aspect of microarray data analysis, and has been a central issue in recent years [1] [2] [3] [4] . Normally, a microarray data set contains a large number of genes (usually several thousands or more) and a relatively small number of samples (ten to several hundreds). Among all the genes, many are irrelevant, insignificant or redundant to the discriminate problem under investigation. Researchers try to identify the smallest possible set of genes which are most relevant to sample classification, for example, those differentiate between normal and cancerous tissue samples.
Gene selection can improve the predictive accuracy of classifiers by using only discriminative genes. It also saves computational costs by reducing dimensionality. Moreover, if it is possible to identify a small subset of biologically relevant genes, it may provide insights into understanding the underlying mechanism of a specific biological phenomenon.
Many gene selection algorithms have been proposed for microarray data analysis over the past few years. However, most of the studies are related to binary (two-class) gene selection problems [5] [6] [7] , and only a few involve multiclass gene selection and classification [8] [9] [10] . As the multiclass problem is intrinsically more difficult and presents more challenges, it is worthy of further investigation.
In binary feature selection problems, SVM-RFE is one of most popular algorithm and widely used for gene selection [1] . Just like SVM itself, SVM-RFE was originally designed to solve binary gene selection problems. Several groups have extended it to solve multiclass problems using one-versus-all techniques. However, the genes selected from one binary gene selection problem may reduce the classification performance in other binary problems. In contrast, random forest is a classification algorithm well suited for microarray data [11] . It is natural to resolve multiclass problems and shows excellent performance even when most predictive variables are noise. It can be used when the number of variables is much larger than the number of observations. Moreover, random forest can return measures of variable importance, which has been used for gene selection [12] .
Random forest can also give measures of samples proximity. In this paper, we take the proximity as a special kernel measure, and use the differences of samples proximity instead of Out-of-bag (OOB) error as the criterion to select the information genes. Compared with the original variable importance analysis of random forest, the new method is more sensitive to information gene and yields small sets of genes while preserving predictive accuracy.
Background

Random forest (RF)
Random forest is a machine learning algorithm for classification or regression developed by Leo Breiman [13] . It uses an ensemble of unpruned (grown fully) trees. Each of the classification trees is built using a bootstrap sample of the data and at each split the candidate set of variables is a random subset of the variables. The predictions are made by majority vote of the trees (in classification) or averaging their outputs (in regression). Thus, random forest uses Bagging (bootstrap aggregation), a successful approach for combining unstable learners [14] , and random variable selection for tree building. The idea is maintaining the low-bias trees while reducing their correlation with each other. Breiman has shown that an upper bound on the generalization error of random forest is given by 22 (1 ) / r s s  , where r is a measure of the correlation between the trees, and s is a measure of their strength [13] . The two sources of randomness, random inputs and random features result in a good generalization capability and make random forest accurate classifiers in different domains [15, 16] . Using random feature selection to split each node yields error rates that compare even favorably to Adaboost [17] , but are more robust with respect to noise [18] .
Random forest has excellent performance in classification tasks, comparable to support vector machines. It can be used both for two-class and multiclass problems, and there is little need to fine-tune parameters to achieve excellent performance. It is also an ideal tool for DNA microarray data analysis. Random forest can be used when there are many more variables than observations. It has good predictive performance even when most predictive variables are noise, and therefore it does not require a pre-selection of genes. It can handle a mixture of categorical and continuous predictors.
Random forest also provides additional features that increase its utility for gene selection and classification modeling in microarray data:
Out-of-bag (OOB) prediction: Since each tree in the forest is grown on a bootstrap sample of the data, the data left out of the bootstrap sample, the "out-of-bag" (OOB) data, can be used as a legitimate test set for that tree. On average, one-third of the training data will be "out-of-bag" for a given tree [19] . Consequently, we can use these OOB predictions to estimate the error rate of the full ensemble. This is similar to a cross-validation performance estimate, but at a much lower computational cost.
Variable importance measure: Random forest returns several measures of variable importance. The widely used one is based on the variable random permute and OOB error estimation. It is computed as follows: first compute the OOB error rate (or MSE) of each tree, and also compute the same for OOB data with one variable permuted; take the difference between these. The measure is the mean difference (over all trees) divided by the standard error of these differences. Variable importance can be used for variable ranking and model interpretation.
Proximity matrix computing: Putting all data in a tree, they will reach some leaf nodes respectively. So the frequency that two cases reach the same leaf node in the whole forest can be used to estimation their proximity (or similarity) degree. The all samples' proximity constructs a matrix. Proximity matrix is symmetric with 1 on the diagonal and in 0 to 1 off the diagonal. It is useful for similarity or difference measure between cases and can be taken as a special kernel measure for gene selection and classification.
Gene selection method based on variable importance measure of OOB error
Variable reduction based on Random Forest's variable importance measure is a potential way to optimize the Random Forest algorithm. Ramón and Sara proposed a method of gene selection in classification problems based on random forest [12] . The algorithm first ranks the variables (genes) according their importance measure. Then, iteratively fit random forests, at each iteration building a new forest after discarding those variables (genes) with the smallest variable importance; the selected set of genes is the one that yields the smallest OOB error rate. The removal of irrelevant variables may improve the performance of the algorithm upon retraining and may help improve the interpretability of the model. Compared with other classification methods, such as DLDA, SVM, random forest shows good performance and can yield small sets of genes. In this paper we call the method OOB _VI.
The measure of variable importance is the key of gene selection using random forest. However, the existing methods just consider the original measure of variable importance based on the OOB error. So it is necessary to compare the performance of different measure and find a better one.
Methods
Beside OOB error estimate, some other measures of variable importance are available. Such as computing the total decrease in node impurities from splitting on the variable, averaged over all trees. For classification, the node impurity is measured by the Gini index. From our experiments, the performance of those two measures (based on OOB error and Gini index) is almost the same, so we no long consider the Gini index. In this paper we proposed a new variable importance measure based on the difference of proximity matrix.
Variable importance measure based on proximity matrix difference
Consider n training data pairs: Proximity matrix can be taken as a special measure that reflects the distribution of samples in a "proximity space". When a variable that contributes to samples' distribution is "noised up" (like permuted), the inner-class proximity will decrease while the inter-class proximity will increase, so the ratio i C should noticeably degrade. On the other hand, if a variable is irrelevant or redundant, "noising" it up should have little effect on the performance.
Performances analysis of proximity matrix
A good variable importance measure must be robust to the effects of model parameters and sensitive to the change of variable. In random forest the main parameters are ntree, the number of trees, mtry, and the size of the variable subset. Generally, ntree is fixed as 1000 or 2000, and mtry with the default value l (l is the number of variable) performs the best. Some empirically study results show the robustness of random forest to changes in its parameters [12, 20] .
Robustness of proximity matrix to two sources of randomness
Beside the parameters mentioned above, we should analyze the effect of the two sources of randomness (random inputs and random features) on proximity matrix. Here, we design the following statistic variable:
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where ( , ) p i j is the matrix element in i-th row and j-th column. Define the difference of m proximity matrixes:
where P is the mean of m proximity matrixes: forest's two sources of randomness have little effect on proximity matrix.
Sensitiveness of proximity matrix to the change of variable
OOB error estimate sometime is not very sensitive in variable importance measure, especially in multiclass microarray data set with a large amount of redundant or irrelevant variables. Moreover, since the number of microarray sample is very small, the OOB error estimation is not entirely reliable. For example, consider the Leukemia1 data set. It has 72 samples and 5328 genes, three subclasses. Establish a random forest, set ntree=2000, mtry=72, get the OOB error and the proximity ratio, permute the gene #2374, then get the new ones. The total OOB error keeps unchanged (is still 3.69%), but the proximity ratio increased about 3.228. So the proximity matrix is more sensitive to variable's change than OOB error.
Gene selection method under proximity differences criterion
Using the variable importance measure of proximity difference we propose a new gene selection algorithm (Hereinafter, we call it Prox_VI):
(1) Partition the data for n-fold cross-validation (CV). (4) to "smooth out" the variability, comput the average test error rate. (6) Choose the smallest set of genes whose error rate is the smallest in all the fitted random forest. As [20] mentioned, our methods is also non-recursive, that is, on each training run of CV, the variable importance is calculated just once, at the beginning, to avoid the overfitting resulting from recalculated variable importance.
Experiments and discussion
We tested our proposed new algorithm on eight microarray data sets. The specifications of the data sets are listed in Table 1 . We compared the predictive performance of Prox_VI and OOB_VI with: a. Select the most important 100 genes using random forest variable importance with OOB error and proximity difference respectively; compare the predictive performance in K-nearest neighbor (KNN) algorithm. The results are shown in Figure 2. b. Select the smallest gene set using the two types of variable importance and compare their predictive performance in random forest. The results are shown in Table2.
Experiments are carried out in R language V2.9.0 with Random Forest Package and matlab 7.0.
In the first experiment, we select the gene set S= {1，2，3，… ，99，100} according to the variable importance ranking with two methods respectively. In order to evaluate the performance of two methods objectively, we take KNN as the "standard classifier". The KNN algorithm is simple and sensitive to the selected features. It is usual to use the Euclidean distance, while in our experiment on microarray datasets, the Manhattan distance shows better performance, and so we choose it as the KNN measure. The number of neighbors k is chosen by cross-validation (here {1, 3, 5, 7, 9} k  , and randomly repeat 20 times.
(a) Performance curves of the two methods in colon data set.
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(g) Performance curves of the two methods in Brain_Tumor1 data set.
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From Figure 2 , we can see that the most important 100 gene sets, on the whole, the KNN predictive performance for 9_Tumors data set, our new variable importance measure is worse than OOB measure, for colon and DLBCL data sets the two methods are comparable, and for other 5 microarray data sets our new method performed better. Although the difference of predictive accuracy is not remarkable, for microarray data set it is still significant. The results show that our new method can be taken as a tool for variable importance measure.
In the second experiment, we partition the data for 5-fold cross validation, and remove the least important 20 percent variables in each iterative. As [11] , we use stratified k-fold cross-validation, that is, a data set is randomly partitioned into k equally sized folds such that the class distribution in each fold is approximately the same as that in the entire data set. In contrast, regular cross-validation randomly partitions the data set into k-folds without considering class distributions. Kohavi reported that stratified cross-validation has smaller bias and variance than regular cross-validation [24] . To obtain a more reliable estimate, the stratified 5-fold cross-validation process was repeated 20 times using different partitions of the data. The parameters of random forest are ntree=2000, mtry= l .
From Table 2 , we can see that both of the gene selection procedures yield very small sets of genes while preserving predictive accuracy. Our new method has slightly better predictive performance on most data sets.
The two experiments demonstrate the robustness of new variable importance measure is slightly better than that of original OOB measure.
From Table 2 , we can see that both of the gene selection procedures yield very small sets of genes while preserving predictive accuracy. Our new method has slightly better predictive performance on mostly data set. The two experiments demonstrate the robustness of new variable importance measure is slightly better than that of original OOB measure. 
Conclusion
In this study, we proposed a new variable importance measure based on the difference of proximity matrix. The measure is steady to random forest model and sensitive to the change of variables. Based on the new measure we introduced a gene selection algorithm, which shows promising performance compared with other gene selection algorithms. The experiment results clearly indicate that the proposed method can be profitably used with microarray data, and the new variable importance measure can be taken as a supplement for random forest.
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