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Abstract
Spectral methods have gained a lot of recent attention due to the simplicity of their imple-
mentation and their solid mathematical background. We revisit spectral graph clustering,
and reformulate in the p-norm the continuous problem of minimizing the graph Laplacian
Rayleigh quotient. The value of p ∈ (1,2] is reduced, promoting sparser solution vectors
that correspond to optimal clusters as p approaches one. The computation of multiple
p-eigenvectors of the graph p-Laplacian, a nonlinear generalization of the standard graph
Laplacian, is achieved by the minimization of our objective function on the Grassmann
manifold, hence ensuring the enforcement of the orthogonality constraint between them.
Our approach attempts to bridge the fields of graph clustering and nonlinear numerical
optimization, and employs a robust algorithm to obtain clusters of high quality. The ben-
efits of the suggested method are demonstrated in a plethora of artificial and real-world
graphs. Our results are compared against standard spectral clustering methods and the
current state-of-the-art algorithm for clustering using the graph p-Laplacian variant.
Keywords: Graph Clustering, Manifold Optimization, Spectral Methods
1. Introduction and Related Work
The act of creating clusters by segmenting a set into several parts is ever present in ev-
ery scientific domain that deals with interacting or interconnected data. The formation
of clusters consists of distributing a group of objects into distinct subsets. This process
generally aims to obtain parts of roughly equal size with strong internal and weak ex-
ternal connections. Clustering using spectral methods is widely used (Ng et al., 2001),
and can be applied to any kind of data with a suitable similarity metric between them.
©2021 Dimosthenis Pasadakis, Christie L. Alappat, Olaf Schenk, and Gerhard Wellein.
License: CC-BY 4.0, see https://creativecommons.org/licenses/by/4.0/. Attribution requirements are
provided at http://jmlr.org/papers/v1/.html.
ar
X
iv
:2
00
8.
13
21
0v
1 
 [c
s.L
G]
  3
0 A
ug
 20
20
Pasadakis et.al.
The theoretical background for this family of methods is based on the balanced graph
partitioning problem, with reformulations connecting it also with random walks (Foun-
toulakis et al., 2019; Mahoney, 2012) and perturbation theory (Ng et al., 2001). As
opposed to traditional clustering techniques, such as the k-means (MacQueen, 1967) and
the expectation-maximization algorithm (Dempster et al., 1977), spectral methods per-
form well in nonconvex sample spaces, as they can avoid local minima (Bichot and Siarry,
2013). They have therefore been successfully applied in various fields of data clustering,
such as computer vision (Malik et al., 2001), load balancing (Hendrickson and Leland,
1995), biological systems (Pentney and Meila, 2005) and text classification (Aggarwal
and Zhai, 2012). The authors refer to (Luxburg, 2007; Jia et al., 2014; Wierzchon´ and
K lopotek, 2018) for detailed overviews of various spectral graph clustering algorithms and
recent advancements in the field.
The focus of our work is centered around the fact that reformulations of the spectral
method in the p-norm, for p ∈ (1,2), lead to a sharp approximation of balanced cut met-
rics (Gajewski and Ga¨rtner, 2001; Amghibech, 2006). This variant results in a tight relax-
ation of the spectral clustering problem, with the resulting solutions approximating closely
the solution of the original discrete problem. Partitions are obtained by thresholding the
eigenvector associated with the second-smallest eigenvalue of the graph p-Laplacian, a
nonlinear generalization of the graph Laplacian. It has been proven in (Bu¨hler and
Hein, 2009) that the resulting cut converges to the optimal Cheeger cut (Cheeger, 1969)
for p → 1, thus demonstrating the superiority of p-spectral clustering over its traditional
2-norm counterpart.
Splitting a graph into k clusters using spectral methods can be achieved by either re-
cursively bisecting it based on the entries of the Fiedler eigenvector (Fiedler, 1973), or by
calculating k eigenvectors of the graph Laplacian and then applying some flat clustering
algorithm on them, e.g., k-means, in order to obtain k-way partitions (Ng et al., 2001).
Research on p-norm spectral clustering has mostly been focused on the recursive biparti-
tioning (2-way) case (Bu¨hler and Hein, 2009). However, it is well known that the greedy
nature of this approach, combined with the lack of global information of the graph, may
result in suboptimal clusters (Simon and Teng, 1997). The sole paper (Luo et al., 2010)
dealing with multiple p-eigenvectors, which can therefore be considered a k-way clustering
approach, employs a modified gradient descent optimization in order to enforce the or-
thogonality constraint between the multiple p-eigenvectors. Taking into consideration the
above-mentioned work, we summarize the papers that laid the groundwork on 2-norm and
p-norm spectral clustering in Table 1, and indicate where our work is positioned within
this area.
Similar to standard spectral techniques, the objective of p-spectral clustering is to ap-
proximate multiple mutually orthogonal eigenvectors of a nonlinear generalization of the
graph Laplacian matrix, which will subsequently be considered as the p-spectral coordi-
nates of the nodes of the graph. The orthogonality constraint combined with the fact
that the final partitioning step takes place in the reduced space of p-spectral coordinates
suggests that recasting the problem as an optimization procedure over a subspace that
adheres by definition to these conditions, i.e., the Grassmann manifold, would be benefi-
cial. The Grassmann manifold is defined as the set of all k-dimensional subspaces of Rn,
where k,n ∈ Z+, k ≤ n, and it is denoted here by Gr(k,n). Its Riemannian structure, and
ii
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Table 1: The landscape in spectral clustering methods.
Method First publications
Standard Spectral Methods
2-way, 2-norm (Fiedler, 1973; Pothen et al., 1990; Hendrickson and Leland, 1995)
k-way, 2-norm (Shi and Malik, 2000; Ng et al., 2001)
p−norm Spectral Methods
2-way, p-norm (Gajewski and Ga¨rtner, 2001; Bu¨hler and Hein, 2009)
k-way, p-norm (Luo et al., 2010), this work
the development of robust optimization algorithms in this manifold, have been extensively
researched (Edelman et al., 1999; Absil et al., 2007; Sato and Iwai, 2014).
Grassmann manifolds have received a lot of recent attention from the machine learn-
ing community, in both classic learning and learning using deep neural network problems.
Linear discriminant analysis (Bishop, 2006), a class of supervised learning algorithms
whose goal is to differentiate data on a latent subspace, has been successfully recast as a
Grassmannian kernel method (Hamm and Lee, 2008; Souza et al., 2016). An extension of
traditional spectral clustering that attempts to increase the accuracy of the final clustering
result by leveraging the sparsity of the matrix describing the connectivity of the graph
through regularization terms (Lu et al., 2016) has been recently reformulated into a Gras-
mannian optimization problem (Wang et al., 2017). The nature of the manifold, with its
intrinsic structural preserving orthogonality constraints, makes it a suitable alternative for
low rank matrix completion, i.e., the problem of filling the missing entries of a given sparse
matrix (Boumal and Absil, 2015). In deep learning applications, Grassmann manifolds
have also been used to improve the performance of algorithms in visual domain adaptation
problems (Gong et al., 2012) and in the construction of deep neural networks (Masci et al.,
2015). A detailed overview of recent advancements in the field is offered in (Zhang et al.,
2018).
Contributions and Outline
This paper approaches standard spectral clustering from a different angle by reformulating
it into a minimizing problem of the graph Laplacian in the p-norm. The main contributions
can be summarized as follows:
• A new k-way p-spectral clustering method is proposed. The problem of finding k
eigenpairs of the graph p-Laplacian is recast as a Riemannian optimization problem
on a Grassmann manifold, thus preserving the orthogonality between the result-
ing eigenvectors. We therefore succeed in reformulating a constrained minimization
problem into an unconstrained one on a manifold, a prevailing trend in optimiza-
tion (Antoniou and Wu-Sheng, 2017).
• An analysis of existing work in k-way p-spectral clustering is provided. Deficiencies
in former formulations of the problem are identified and a correction is proposed to
overcome them.
iii
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• Special emphasis is put in the minimization of the nonlinear objective function. This
is achieved by means of a Grassmannian Newton method, with a truncated conjugate
gradient algorithm for the linear intermediate steps (Huang et al., 2018). The fact
that the problem lies on a manifold of significantly lower dimension than that of
the Euclidean space results in lower complexity of the optimization algorithm and
better numerical properties than the current state of the art in spectral clustering
methods (Absil et al., 2007).
• Our approach to estimate multiple eigenvectors of the graph p-Laplacian ∆p on a
manifold with intrinsic orthogonality constraints leverages the benefits from both
direct k-way clustering methods and the advantages of reformulating spectral clus-
tering in the p-norm.
• A comprehensive study on both artificial datasets and machine learning datasets
demonstrates the benefit of our approach. The broad applicability and the sustain-
ability is validated by using a wide set of 36 graphs emerging from machine learning
datasets. We demonstrate that k-way p-spectral clustering performs consistently
better compared to standard spectral clustering techniques.
In what follows, we recap the standard spectral graph clustering problem and its re-
formulation in the p-norm for the case of bipartitioning in Section 2. We initially define
the metrics and matrices involved in spectral graph clustering, and then outline the tradi-
tional recursive and direct k-way approaches, as well as the bipartitioning with the graph
p-Laplacian. The process of solving an unconstrained minimization problem on a Rie-
mannian manifold is presented in Section 3. Here, we motivate our research for applying
manifold minimization in order to find multiple eigenvectors of the graph p-Laplacian, and
we formulate our problem on the Grassmann manifold. In Section 4 we present the perfor-
mance of our algorithm in clustering artificial and real-world datasets with ground-truth
communities, and, finally, in Section 5 we draw conclusions from this work and sketch
future directions of research on the topic.
For the rest of this paper we denote scalar quantities with lower case, vectors by lower-
case bold, sets by upper case, and matrices with upper-case bold characters. The p-norm
of a vector is defined as ∥u∥p with p = 2 being the Euclidean norm. The cardinality of a
set V is denoted by ∣V ∣, while for all other quantities ∣ ⋅ ∣ indicates their absolute value.
The ith element of a vector v is denoted by vi. The ith column vector of a matrix V is
denoted by either vi, or v
i. The latter is used in case that the subscript is occupied by the
element index number or the norm of the vector. For example, when comparing the ith
eigenvector computed in the 2 and the p-norm, we denote them as vi2 and v
i
p respectively.
The (i, j)th entry of a matrix V is symbolized by vij . The all-ones vector is denoted as e,
the identity matrix as I, and the element-wise multiplication between matrices A and B
as A⊙B.
2. Spectral Graph Clustering Background
We briefly review some ideas from graph theory and graph clustering. Our exposition is
geared to readers with an understanding of graphs and matrices and is similar to the more
detailed exposition in (Spielman, 2012). Graph clustering aims to distinguish groups of
iv
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points according to their similarities. If these data points are defined by a matrix describing
pointwise similarities, the problem of grouping them in k parts is treated as a graph
partitioning problem, with an undirected weighted graph G(V,E,W ) being constructed.
Its nodes V represent the data points, and the similarity between the connected edges E
is encoded in the elements wij > 0 of the weight matrix W. Graph-theoretic approaches
have proven to be highly successful in characterizing and extracting clusters. However,
the resulting clustering problems frequently appear to be NP-hard (Wagner and Wagner,
1993).
Spectral clustering is a popular graph-based method due to the simplicity of its im-
plementation, the reasonable computation time, and the fact that it overcomes the NP-
hardness of other graph-theoretic approaches by solving a relaxed optimization problem
in polynomial time. Its idea is based on the eigendecomposition of matrices that describe
the connectivity of a graph (Bichot and Siarry, 2013). The spectral clustering of the total
number of nodes n = ∣V ∣ into groups C1, . . . ,Ck is equivalent to a partitioning problem,
usually with a dual objective: high intracluster similarity and low intercluster similarity
is desired, while at the same time the vertex size ∣C ∣ (cardinality) of the clusters should
not differ excessively.
Depending on the application domain, the idea of spectral decomposition can be ap-
plied to either partitioning or clustering. The fundamental difference between them is the
fact that in partitioning scenarios tightly balanced partitions are favored (Bollho¨fer et al.,
2020), and are possibly enforced using additional constraints, while in clustering the focus
is on identifying the existence of communities (Newman, 2006) that are not necessarily of
equal size.
2.1 Graphs, Graph Laplacian, and Graph Cut Metrics
The graph clustering objectives discussed previously are reflected in the balanced cut
metrics presented below. When bisecting a graph G (V,E,W ) into two subsets C and its
complement C (= V /C) the cut between them is defined as
cut(C,C) = ∑
i∈C,j∈Cwij .
As a balanced graph cut criterion we consider the ratio cut (Hagen and Kahng, 1991),
which in the case of bisection reads
RCut(C,C) = cut(C,C)∣C ∣ + cut(C,C)∣C ∣ . (1)
Alternatively, one can consider the ratio Cheeger cut RCC(C,C) (Cheeger, 1969), which
controls the balance between the bipartitions in a marginally different way, as
RCC(C,C) = cut(C,C)
min{∣C ∣, ∣C ∣} . (2)
These two partitioning metrics are related to each other as follows (Guattery and Miller,
1998):
RCC(C,C) ≤ RCut(C,C) ≤ 2RCC(C,C). (3)
v
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W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 w12 0 w14
w12 0 w23 w24
0 w23 0 w34
w14 w24 w34 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, dii =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∑j w1j∑j w2j∑j w3j∑j w4j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, L = D −W.
Figure 1: A simple, undirected, and connected graph G(V,E,W ) with 4 vertices and 5
edges, with its adjacency W, degree D, and graph Laplacian L matrices.
Thus, minimizing for the ratio cut results in reducing the value of the Cheeger cut as
well. In the case of trying to identify k clusters C1, . . . ,Ck in the entire node set V , the
expression of the ratio cut is formalized as (Hagen and Kahng, 1992)
RCut(C1, . . . ,Ck) = k∑
i=1
cut(Ci,Ci)∣Ci∣ , (4)
while for the Cheeger cut there is no widely accepted generalization for multipartitioning.
The graph cut criteria discussed here describe nearly optimal clusters when their value
approaches zero.
In spectral methods, the connectivity of G is usually described by means of the graph
Laplacian matrix L ∈ Rn×n. The graph Laplacian matrix L is a symmetric, positive semi-
definite and diagonally dominant matrix whose spectral properties reveal a number of
important topological properties of the graph (Bolloba´s, 1998; Chung, 1997). It is defined
in terms of the adjacency matrix W ∈ Rn×n and the diagonal degree matrix D ∈ Rn×n(dii = ∑nj=1wij) as ∆2 = L = D −W (Figure 1).
For a simple and undirected graph we additionally consider that wii = 0, and wij = wji.
The graph Laplacian is often also realized as the linear operator whose action on a vector
u ∈ Rn induces the following quadratic form:
⟨u,∆2u⟩ = u⊺∆2u = 1
2
n∑
i,j=1wij (ui − uj)2 , (5)
demonstrating the positive semidefiniteness of ∆2. The eigenvalues of ∆2 can be ordered
as
λ1 ≤ λ2 ≤ ⋅ ⋅ ⋅ ≤ λn (6)
with the eigenvector associated with λ1 = 0 being the constant one, i.e., v(1) = c ⋅ e, where
c ∈ R.
In the following Subsections 2.2 on 2-way 2-norm spectral clustering and 2.3 on k-way
2-norm spectral clustering, we discuss how the eigenvectors of ∆2 enclose information that
leads to the minimization of these metrics and the recovery of accurate clustering results.
Subsequently, in Subsection 2.4 we present a reformulation of spectral clustering in the
p-norm that leads to tighter approximations of these clustering criteria.
vi
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2.2 2-way Spectral Clustering (2-way, 2-norm)
In the case of bipartitioning, i.e., k = 2, we consider two complementary subsets C,C such
that C ∪ C = V,C ∩ C = ∅. An indicator vector u = (u1, . . . , un)⊺ ∈ Rn is defined for the
vertex set V = {v1, . . . , vn} with
ui = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√ ∣C∣∣C∣ if vi ∈ C,−√ ∣C∣∣C∣ if vi ∈ C. (7)
The ratio cut partitioning metric (1) can now be expressed in terms of the graph Laplacian
∆2 with (Luxburg, 2007)
RCut (C,C) = u⊺∆2u∣V ∣ = u⊺∆2uu⊺u , (8)
as u measures the cardinality of the vertex set V with ∥u∥22 = ∣V ∣. Furthermore, the
indicator vector of node assignments u is orthogonal to the constant vector e. Therefore,
the problem of minimizing the ratio cut (1) can be expressed as
minimize
C,C∈V
u⊺∆2u
u⊺u (9a)
subject to u⊺ ⋅ e = 0. (9b)
This optimization problem is NP-hard, due to the discreteness of the indicator vector (7),
thus a relaxation approach is followed by allowing u to attain values in all of R. The
relaxed optimization problem now reads
minimize
u∈Rn u
⊺∆2u
u⊺u (10a)
subject to u⊺ ⋅ e = 0. (10b)
The objective function (10a) is the Rayleigh quotient of the graph Laplacian matrix ∆2.
The minimum of the quotient is attained by the smallest eigenvalue λ1 = 0 of ∆2, with the
associated eigenvector v(1) = c ⋅e being the minimizer. However, this eigenpair corresponds
to the trivial partition V = V ∪∅. Additionally, for nonconnected graphs, the multiplicity of
λ1 corresponds to the number of connected components. Therefore, taking into account the
constraint (10b) we seek the second-smallest eigenvalue, called the algebraic connectivity
of the graph (Fiedler, 1973), and its associated eigenvector. For a connected graph G, this
corresponds to v(2), also termed Fiedler’s eigenvector. It enables the partitioning of G into
the two complementary sets C,C by thresholding its entries around zero, or their median
value for tightly balanced partitioning applications. The vertex set V = {v1, . . . , vn} is
then assigned to the two partitions as follows:
C = {vi ∈ V ∶ v(2)i ≤ 0}, (11)
C = {vi ∈ V ∶ v(2)i > 0}. (12)
vii
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A computationally more expensive alternative, used more widely in clustering applications,
is to perform a sweep cut on the Fiedler eigenvector by considering each of the n cuts
possible from the entries of v(2) and selecting the one that minimizes the ratio cut (8).
Obtaining k-clusters from the spectral graph bisection method is possible, by recur-
sively bipartitioning the graph until the desired number of k clusters is reached. At each
recursive step, the partition whose bisection leads to smaller values of the global ratio
cut (4) is split into two. Alternatively, in order to directly realize multiple strongly con-
nected components of G the procedure outlined in the next subsection is followed.
2.3 Direct k-way Spectral Clustering (k-way, 2-norm)
Exploiting information from k eigenvectors of the graph Laplacian matrix ∆2 allows the
direct k-way partitioning of a graph into C1, . . . ,Ck clusters, thus circumventing the need
to follow a recursive strategy. Benefits of this approach are discussed in more detail in
Section 3.1.
A relaxation approach is followed again for the minimization of the ratio cut (4). We
define k indicator vectors uj = (u1,j , . . . , un,j)⊺ such that for i = {1, . . . , n}, j = {1, . . . , k},
ui,j = ⎧⎪⎪⎨⎪⎪⎩
1√∣Cj ∣ if vi ∈ Cj ,
0 otherwise.
(13)
The matrix U ∈ Rn×k contains these k orthonormal vectors in its columns, thus U⊺U = I.
The expression for estimating the ratio cut (4) is now reformulated as
RCut (C1, . . . ,Ck) = k∑
j=1⟨uj ,Luj⟩ =
k∑
j=1u⊺jLuj = Tr (U⊺LU) (14)
with Tr being the trace of a matrix. The discrete optimization problem for the minimiza-
tion of (4) reads
minimize
C1,...,Ck
Tr (U⊺LU) (15a)
subject to U⊺U = I. (15b)
Finding globally optimum solutions for this expression is again a known NP-hard problem.
The optimization problem is therefore relaxed by allowing the entries of matrix U to attain
any value in R, i.e.,
minimize
U∈Rn×k F2(U) = Tr (U⊺LU) (16a)
subject to U⊺U = I. (16b)
Fan’s trace min/max principle (Bhatia, 1997) dictates that the solution to this minimiza-
tion problem is given by a matrix U whose first k columns are spanned by the eigenvectors
associated with the k smallest eigenvalues of ∆2. In order to obtain discrete partitions
from the resulting real valued eigenvectors we consider for the n nodes of the graph n
vectors hi = U⊺i ∈ Rk ∀i ∈ [1, n]. These are considered the spectral coordinates of the
graph and are clustered into k-groups C1, . . . ,Ck. The performance of various clustering
viii
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algorithms has been tested on the spectral coordinates, with k-means being considered
the standard choice (Verma and Meila, 2005). The procedure of assigning nodes to these
clusters is as follows:
vi ∈ Cj if hi ∈ Cj for i = {1, . . . , n}, j = {1, . . . , k}. (17)
As a final remark here, we draw the reader’s attention to the fact that the functional
F2 is invariant under a change of basis. In order to demonstrate that, let us consider
the group of k × k orthogonal matrices, O(k) = {Q ∈ Rk×k ∣ Q⊺Q = I}. The following
property of F2 will enable the reformulation of our p-spectral clustering problem into an
unconstrained manifold minimization problem.
Lemma 1 For any Q ∈ O(k) we have
F2 (UQ) = F2 (U) ,
i.e., the objective function for the estimation of the eigenvectors associated with the k
smallest eigenvalues of the graph Laplacian (5) is homogeneous with degree 1.
Proof Our new objective reads
F2 (UQ) = Tr (Q⊺U⊺LUQ) .
We set U⊺LU = M ∈ Rk×k. Utilizing the fact that the trace operator is invariant under
cyclic permutations and that Q is an orthogonal matrix, it follows that
F2 (UQ) = Tr (Q−1MQ) = Tr (MQQ−1) = Tr (M) = F2 (U) .
This concludes the proof.
2.4 Bipartitioning with the Graph p-Laplacian (2-way, p-norm)
Reformulating spectral graph partitioning to the p-norm, for p ∈ (1,2], is based on the
fact that better theoretical bounds on the balanced partitioning metrics, introduced in
Subsection (2.1), are achieved at the limit p → 1. Let κRCC be the optimal value of (2)
for the bisection of a graph into two complements C,C, i.e.,
κRCC = inf
C
RCC(C,C),
and let the Cheeger cut value obtained by thresholding the entries of the second eigenvector
of ∆p be denoted by κ
∗
RCC. The theoretical bounds for the approximation of an optimal
cut with p-spectral bisection read (Bu¨hler and Hein, 2009)
κRCC ≤ κ∗RCC ≤ p(max
i∈V dii)
p−1
p (κRCC) 1p . (18)
The above inequality implies that as p → 1 we have κ∗RCC → κRCC, thus the Cheeger
cut obtained by the second p-eigenvector of ∆p approximates the optimal Cheeger cut
ix
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value. Additionally, due to the relationship between the Cheeger and the ratio cut (3),
the ratio cut also approaches its optimal value for p → 1. This suggests that p-spectral
bipartitioning is superior to its traditional 2-norm counterpart.
The action of the standard graph Laplacian operator on a vector u ∈ Rn (5) can be
generalized in the p-norm (Amghibech, 2006), for p ∈ (1,2], as
⟨u,∆pu⟩ = 1
2
n∑
i,j=1wij ∣ui − uj ∣p . (19)
For a node i ∈ V the combinatorial p-Laplacian operator ∆p is defined as (Gajewski and
Ga¨rtner, 2001) (∆pu)i = ∑
j∈V wijφp (ui − uj) (20)
with φp ∶ R→ R being
φp(x) = ∣x∣p−1sign(x). (21)
The p-Laplacian operator is nonlinear, with
∆p (γx) ≠ γ∆p (x) (22)
for γ ∈ R and p ∈ (1,2), and the linear counterpart ∆2 is recovered for p = 2, as φ2(x) = x
and ∆2(⋅) = ∆p(⋅). Similar to the approach followed in Subsection 2.2, we wish to obtain
the second-smallest eigenvector of the symmetric graph p-Laplacian ∆p ∈ Rn×n in order
to minimize the value of the ratio cut (1). The Rayleigh-Ritz principle, extended to the
nonlinear case, states that a scalar value λp ∈ R is called an eigenvalue of ∆p if there exists
a vector solution v ∈ Rn such that
(∆pv)i = λpφp (vi) ∀i = 1, . . . , n. (23)
In order to obtain the smallest eigenpair of the p-Laplacian operator, we reformulate the
Rayleigh quotient minimization problem from the linear 2-norm case F2(u) ∶ Rn → R,
F2(u) = ⟨u,∆2u⟩∥u∥22 = 12∑
n
i,j=1wij (ui − uj)2∥u∥22 , (24)
to the nonlinear one Fp(u) ∶ Rn → R as
Fp(u) = ⟨u,∆pu⟩∥u∥pp = 12∑
n
i,j=1wij ∣ui − uj ∣p∥u∥pp (25)
with the p-norm defined as ∥u∥p = p√∑ni=1 ∣ui∣p. A vector v ∈ Rn is an eigenvector of ∆p
if and only if it is a critical point of (25) (Bhatia, 1997). The associated p-eigenvalue is
given by Fp(v) = λp. The functional Fp is nonconvex, and it is easy to notice that for
some scalar γ ∈ R it is invariant under scaling, and thus Fp(γu) = Fp(u).
Additionally, fundamental properties of the graph Laplacian in the linear case p = 2,
which relate the eigenspectrum of ∆2 to the algebraic connectivity of the graph (Fiedler,
1973), can be extended to the nonlinear one with p ∈ (1,2]. We summarize these theoretical
contributions in the following two theorems.
x
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Theorem 2 (Bu¨hler and Hein, 2009) The number of connected components C1, . . . ,CK
in a graph is equal to the multiplicity of the smallest p-eigenvalue λ
(1)
p = 0. The associated
eigenvector is v(1) = c ⋅ e, for c ≠ 0.
Notice that Fp(u) ≥ 0 ∀ u ∈ Rn. Equivalent to the analysis in Subsection 2.2, Fp(u) =
0 holds only if u remains constant at every connected component Ck. Therefore, we
are searching for the second eigenvalue λ
(2)
p of Fp and the associated eigenvector v
(2).
Bipartitions are once more obtained either by thresholding v(2) around zero or its mean
value, or by performing a sweep cut on its entries, while a recursive approach is followed
if a k-way partitioning result is desired.
Theorem 3 (Luo et al., 2010) Two eigenvectors v(α),v(β) of the p-Laplacian opera-
tor (19) associated with nonzero eigenvalues λ
(α)
p , λ
(β)
p are p-orthogonal up to the second-
order Taylor expansion.
This statement implies that ∑i φp(v(α)i )φp(v(β)i ) = 0, and thus the space spanned by
the multiple eigenvectors of the graph p-Laplacian is p-orthogonal. The importance of this
result in our Riemannian optimization approach will be evident in Section 3.
As outlined in Theorem 2, the first smallest eigenvector of ∆p corresponds to the trivial
partition V = V ∪∅, and thus needs to be excluded from the space of acceptable solutions.
In (Amghibech, 2003) the author establishes a modified objective that eliminates the first
eigenpair from the search space. A similar approach is followed in (Bu¨hler and Hein, 2009),
where they minimize the p-spectral objective function by means of a hybrid Newton and
steepest descent method. A recursive bipartitioning routine is employed here, followed by
a sweep cut in order to obtain clusters. In (Jia et al., 2015), using the same objective
function, a self-tuning p-spectral clustering approach is proposed that determines a priori
the number of clusters in the dataset. Finally, the authors in (Simpson et al., 2018)
introduce an explicit way to handle the orthogonality constraint, and demonstrate a hybrid
partitioning scheme to recursively partition large-scale graphs.
Inspired by the aforementioned research, we present in the following section an op-
timization approach that aims to perform direct k-way spectral clustering based on the
graph p-Laplacian ∆p.
3. A Grassmannian Optimization Approach to p-spectral Clustering
3.1 Motivation and Analysis of Existing Work
Besides the theoretical advantages of performing spectral bipartitioning in the p-norm,
presented in Subsection 2.4, we further show a practical consideration that motivates our
research on p-spectral clustering. In order to demonstrate this we calculate the second
eigenvector of the graph Laplacian ∆2 and the graph p-Laplacian ∆p for the graph of
the 2-dimensional (2D) finite element mesh “grid1 dual” from the AG-Monien Graph
Collection (Diekmann and Preis, 2018), with 224 nodes and 420 edges, and attempt to
extract two clusters (k = 2) from the entries of the second eigenvector by thresholding
it around zero. The results are illustrated in Figure 2. We plot the mesh (graph) on
the horizontal axis (x, y coordinates) and the eigenvector entries on the vertical one (z
coordinate). Each eigenvector entry is visualized using the x and y coordinates of the
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(a) (b)
(c) (d)
Figure 2: Finding two clusters (partitions) based on the entries of the second eigenvector
of the graph Laplacian ∆2 and of the graph p-Laplacian ∆p for a finite element mesh (see
text for details). The two partitions are depicted in black and gray, while the cut edges are
depicted in red. The z-axis represents the value of the entries of the eigenvector, with their
coloring indicating their distance from zero. (a) Standard spectral computation (p = 2).
(b) Spectral computation in the p-norm for p = 1.05. (c) The standard spectral clusters.
(d) The p-spectral clusters. (Best viewed in color.)
associated node of the mesh in order to demonstrate the correspondence between graph
Laplacian eigenvectors and graph partitions. In the standard spectral computations (p = 2)
the entries of the Fiedler eigenvector v(2) are distributed uniformly around zero. The
number of cut edges is 20 and the value of the ratio cut is 0.179. In contrast, the entries
of the second p-eigenvector v
(2)
p for p = 1.05 are organized into two easily distinguishable
partitions, while at the same time the size of the edge cut is reduced to 16, and the value
of the ratio cut to 0.143. The reason for this improved performance in the p-norm is the
fact that, according to (18), as p → 1, the cut obtained by thresholding v(2)p approaches
its optimal value.
Considering now direct k-way spectral clustering algorithms, their last step involves
the application of a distance-based method (e.g., k-means) on the entries of v(2) or v(2)p ,
i.e., the spectral coordinates of Figure 2. It is obvious that the distribution of points in
Figure 2b is more favorable than the one in Figure 2a for a distance based algorithm, thus
leading to easily separable clusters that will approximate the optimal Cheeger cut.
In order to motivate k-way p-norm clustering we additionally consider the fact that
recursive bisection (k = 2) is highly dependant on the decisions made during the early
stages of the process, and also suffers from the lack of global information. Thus, it may
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result in suboptimal partitions (Simon and Teng, 1997). This necessitates the development
of a robust method for direct k-way p-spectral clustering. To the authors’ best knowledge,
the sole research effort towards k-way p-spectral clustering has been (Luo et al., 2010),
where a full eigenvector analysis of the p-Laplacian is proposed. The resulting nonconvex
constrained optimization problem on the Euclidean space Rn×k is solved with a modified
gradient descent approach that enforces orthogonality between k eigenvectors in the p-
norm. We implement this method in MATLAB R2020a, and demonstrate in what follows
the reasons of excluding it from the comparisons with our approach in Section 4.
For a vector uk ∈ Rn the entries of the Euclidean gradient approximation used by (Luo
et al., 2010) for the k-way p-norm functional F , defined later in (27a), read:1
∂F
∂uki
= 1∥uk∥pp
⎡⎢⎢⎢⎢⎣∑j wijφp (uki − ukj ) −
φp (uki )∥uk∥pp
⎤⎥⎥⎥⎥⎦ (26)
with k being the cluster index number and with the function φ(⋅) defined as in (21).
However, this approximated gradient suffers from inaccuracies because the second term
in (26) misses a factor of wij ∣uki − ukj ∣p. The actual (corrected) gradient is shown in (32)
in Subsection 3.2. This problem is illustrated in Figure 3a, where the ratio of directional
derivative F ′ obtained using a first order Taylor expansion2 is compared to that of the
computed gradient ∇(F ), using (26), for the UMIST dataset (Graham and Allinson, 1998)
with p = 1.8. The ratio of (F (u + η) − F (u)) /⟨η,∇F (u)⟩ should ideally approach one as
the step size η in the Taylor expansion decreases. However, with the gradient defined
in (26) this is not the case (see Figure 3a).
Due to this gradient inaccuracy, fundamental properties of the spectrum of ∆p, out-
lined in Theorem 2, are no longer valid for the approximation presented in (Luo et al.,
2010). For example, the degeneracy of the eigenvalues, corresponding to the constant
eigenvectors v = c ⋅ e, no longer indicates the number of connected components in the
graph. These inaccuracies lead to noncompetitive clustering results in some widely used
machine learning datasets3. In contrast, our Grassmann approach, analyzed in Subsec-
tion 3.2, preserves this fundamental property of ∆p, as illustrated in Figure 3b. In the
table in Figure 3c we compare the value of the ratio cut (4) obtained after the application
of the standard spectral clustering routine (k-way, p = 2), the recursive method in the
p-norm (2-way, p = 1.2), and the method by (Luo et al., 2010). The best result for each
case is highlighted in bold. Since the routine is initialized by the eigenvectors of ∆2, the
fact that in some cases the value of RCut is smaller for the standard spectral clustering
variant demonstrates that the method by (Luo et al., 2010) is diverging from the optimal
solution. Furthermore, since the functional F is nonconvex the modified gradient descent
approach used in their work has a suboptimal convergence rate. Therefore, here we for-
mulate the k-way p-spectral clustering method using an accurate gradient and set it in the
context of a wider optimization framework, allowing us to use more advanced and better
optimization algorithms with improved convergence rates.
1. See Equation (22) in (Luo et al., 2010).
2. The first order Taylor expansion reads F (u + η) = F (u) + ⟨η,∇F (u)⟩, where η is the step size.
3. Please refer to Section 4 for the process of creating a graph from these datasets.
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(b) The first eigenvectors v
(1)
p of ∆p
Case k-way, p = 2 2-way, p = 1.2 Luo et al., 2010
Vehicle 0.0687 0.0446 0.0652
UMIST 1.2389 0.9553 1.0773
Glass 0.4314 0.3997 0.4293
Yeast 6.8884 6.6773 7.2444
Binaryalpha 3.8731 3.9463 3.8331
Ecoli 0.8025 0.9202 0.7601
mice 0.0835 0.0715 0.0788
YaleB 0.9362 0.8712 0.9459
(c) Comparative results for RCut
Figure 3: Analysis of existing work on k-way p-spectral clustering. (a) The accuracy
of the approximated gradient used in (Luo et al., 2010) compared against its numerical
approximation using first order Taylor approximation. η on the x-axis denotes the different
step size used in the Taylor expansion (see text for details). The experiment is conducted
using the UMIST dataset with a p value of 1.8 and k = 20 number of clusters. (b) The
normalized values of the first eigenvector v
(1)
p of the graph p-Laplacian ∆p for the UMIST
dataset, estimated by the method in (Luo et al., 2010) and by our approach. (c) The values
of the ratio cut for various datasets using the method in (Luo et al., 2010), a standard
spectral clustering implementation (k-way, p = 2), and the recursive method in the p-norm
(2-way, p = 1.2). The details of the datasets can be found in Table 2 in Appendix A.
3.2 Direct k-way p-spectral Clustering (k-way, p-norm)
Taking into account the objective function for spectral bipartitioning in the p-norm (25),
the relaxed optimization problem of estimating multiple eigenvectors of the graph Lapla-
cian (16) can be reformulated in the p-norm as
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minimize
U∈Rn×k Fp(U) = k∑l=1
n∑
ij
wij ∣uli − ulj ∣p
2∥ul∥pp (27a)
subject to
n∑
i=1φp(uli)φp(umi ) = 0 ∀ l ≠m, p ∈ (1,2], l ∈ [1, k], m ∈ [1, k]. (27b)
The cluster indices are denoted by l,m = 1,2, . . . , k. The final number of clusters k is con-
sidered predetermined in this work. The matrix U = (u1, . . . ,uk) contains the eigenvectors
associated with the smallest k eigenvalues of the p-Laplacian operator ∆p in its columns.
However, the constraint for p-orthogonal eigenvectors (27b) renders the optimization
problem intractable. Therefore, we replace it with the traditional constraint U⊺U =
I (16b), a tight approximation as shown in (Luo et al., 2010). This constraint corresponds
to the Stiefel manifold, which is composed of all orthogonal column matrices
St(k,n) = {U ∈ Rn×k ∣ U⊺U = I}. (28)
That is, a point in the Stiefel manifold is a specific subset of the orthogonal matrices (Edel-
man et al., 1999).
Similar to standard direct k-way spectral clustering, we are interested in converging
to some orthonormal basis of the eigenspace and not on the exact eigenvectors (Luxburg,
2007). The final transformation of the p-spectral coordinates into clusters is performed
by a flat algorithm, k-means, due to its simplicity and efficiency. K-means is based on the
relative Euclidean distances between points and not on the exact values of these coordi-
nates. However, every set of orthonormal eigenvectors forming the matrix U is considered
to be unique on St, even if they correspond to the same basis. Therefore, optimizing our
objective (27a) over the Stiefel manifold leads to the well known identifiability issue (Wang
et al., 2017), with the redundantly big search space of the Stiefel manifold causing slow
convergence and the increased probability of getting stuck in local minima for a nonconvex
function. This behavior is illustrated in Figure 4 for the problem of finding the first con-
stant eigenvector of the graph p-Laplacian ∆p for a graph representing the Ecoli dataset
from the UCI dataset collection (Dua and Graff, 2017). Optimizing over the Stiefel man-
ifold leads to a failure to converge to the known constant solution (in red), as outlined in
Theorem 2. Thus, in this case, additional constraints have to be imposed, i.e., the Stiefel
gradient corresponding to the first eigenvector has to be set to zero.
We thus consider the group of all k × k orthogonal matrices O = {Q ∈ Rk×k ∣Q⊺Q = I}.
Searching for a nonspecific orthonormal eigenvector space as the solution to (27a) means
that two solutions U1 and U2 belonging to the Stiefel manifold are considered equivalent
if there exists some Q ∈ O(k) such that U1 = U2Q. This corresponds to the Grassmann
manifold, a quotient space of St(k,n) (Sato and Iwai, 2014), defined as
Gr(k,n) ≃ St(k,n)/O(k) = {span(U) ∶ U ∈ Rn×k,U⊺U = I}. (29)
Points on Gr(k,n) are understood as linear subspaces represented by an arbitrary basis
stored as an n-by-k orthonormal matrix (Edelman et al., 1999). The choice of the matrix
U for these points is not unique, unlike for the ones on St(k,n), with points on Gr being
defined through the relationship
UGr = {UQ ∣ ∀ Q ∈ O(k)}, U ∈ Rn×k, n≫ k. (30)
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Figure 4: Values of the entries of the first eigenvector of ∆p for the Ecoli graph. (a) The
Ecoli graph with n = 336 nodes and m = 2280 edges. The coloring of the edges corresponds
to their weights, normalized such that wij ∈ [0,1]. (b) Values of the first eigenvector v(1)
of the graph p-Laplacian ∆p, after minimizing the functional (27a) over the Stiefel St and
the Grassmann Gr manifold. The graph in question is connected and thus, according to
Theorem 2, v(1) should be constant. This behavior is observed only on Gr, as v(1) does
not converge to a constant vector on St.
Optimizing our objective over the Grassmann manifold results in a reduced search space,
with the solutions being orthonormal eigenvectors of ∆p, satisfying fundamental prop-
erties of spectral graph theory, as outlined in Theorem 2, without imposing additional
constraints. This behavior can be observed in Figure 4, where optimizing over the Grass-
mann manifold leads to the constant first eigenvector of ∆p (in red) for the Ecoli dataset.
Thus, we approximate function (27a) as being invariant to any choice of basis and only
depending on the subspace spanned by the p-eigenvectors, i.e., the columns of U. The
optimization problem of (27) can now be reformulated as an unconstrained problem on
the Grassmann manifold as follows:
minimize
U∈Gr(k,n) Fp(U) = k∑l
N∑
ij
wij ∣uli − ulj ∣p
2∥ul∥pp , p ∈ (1,2]. (31)
3.3 Optimization Techniques
Subsection 3.2 displayed that the direct k-way p-spectral clustering problem can be approx-
imated as an optimization problem on a Grassmann manifold. Manifold optimization has
been extensively developed over the last couple of decades, with the intention of providing
robust numerical algorithms for problems on subspaces with a Riemannian structure. The
work of (Edelman et al., 1999) and (Absil et al., 2007) set the foundation to analyze such
problems, with a focus on establishing a theory that leads to efficient numerical algorithms
on the Stiefel St(k,n) and Grassmann Gr(k,n) manifolds. Specifically, they determine the
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Riemannian gradient and Hessian as the most critical ingredients in order to design first
and second order algorithms on these subspaces. In particular, the Riemannian gradient
and Hessian are projections of their Euclidean counterparts onto the tangent space of the
manifold and the mapping between them is well established (Edelman et al., 1999).
There exists an abundance of software packages for Riemannian optimization. The
most popular choice, offering a wide variety of Riemannian optimization algorithms and a
user-friendly environment in MATLAB, is Manopt (Boumal et al., 2014). A more recent
library for manifold optimization is ROPTLIB (Huang et al., 2018). Most of the kernels in
ROPTLIB are written in C++ and use the highly optimized BLAS and LAPACK libraries
for efficient linear algebra operations. We utilize the MATLAB interface of the ROPTLIB
package for the solution of our Grassmann minimization problem (31), due to the state-of-
the-art Newton method implemented in it and its superiority in terms of computational
runtimes (Huang et al., 2018).
ROPTLIB requires the Euclidean gradient as input when performing optimization
routines, with the library converting it internally to the Riemannian counterpart. The
entries of the Euclidean gradient (gk) of Fp (31) with respect to u
k
i read
gki = ∂Fp
∂uki
= p∥uk∥pp
⎡⎢⎢⎢⎢⎣∑j wijφp (uki − ukj ) − φp (uki )∑ij
wij ∣uki − ukj ∣p
2∥uk∥pp
⎤⎥⎥⎥⎥⎦ . (32)
For Newton’s method in addition to the Euclidean gradient we need the Euclidean Hessian
information. However, the Hessian of the functional is not sparse and can cause storage
and scaling problems for big problem sizes. Hence, we use a sparse approximation of
the Hessian by discarding the low rank terms as shown in (Bu¨hler and Hein, 2009). The
Euclidean Hessian is then approximated as
∂gki
∂ukj
≈
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
p(p − 1)∥uk∥pp ∑l wil∣uki − ukl ∣p−2 if i = j,−p(p − 1)∥uk∥pp wij ∣uki − ukj ∣p−2 else.
(33)
Our objective function Fp(U) (31) is nonconvex for p ∈ (1,2), and thus convergence
to a global minimum cannot be guaranteed. Minimizing Fp directly for a small value of p
results, in most cases, in convergence to a nonoptimal local minimum. Therefore, we take
advantage of the fact that our minimization problem (31) exhibits a convex behavior for
p = 2, and thus the global minimizer can be computed. The fact that Fp is also continuous
in p suggests that for close values of p1, p2, the solution of Fp1(U), Fp2(U) will be close
as well (Bu¨hler and Hein, 2009). Accordingly, to find a solution at a given p ∈ (1,2) we
solve (31) by gradually reducing the value of p (starting from p = 2), with the solution at
the current p serving as the initial iterate for the next p-level. In each step, we minimize our
objective with a Grassmannian Newton’s method, as it has proven to have a superlinear
convergence rate close to the local optima and quadratic elsewhere (Absil et al., 2007).
The linear substeps within the Newton method are handled by a Grassmannian truncated
conjugate gradient scheme. The value of p is decreased from two towards one. We follow
the approach suggested in (Bu¨hler and Hein, 2009), with pt+1 = pt ⋅ α, and α = 0.9. The
convergence of our algorithm is monitored by a combination of discrete and continuous
criteria. We terminate the minimization procedure at each p-level, and move to the next
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one, if the differences in our objective are marginal, i.e., if ∥fp (Ut+1)−fp (Ut) ∥ ≤ 10−8 for
at least five Riemannian Newton iterations. Additionally, we advance to the next p-level
if the differences in the gradient are negligible, i.e., if ∥∇fp (Ut+1) − ∇fp (Ut) ∥ ≤ 10−6
after two iterations. Finally, in order to capture the discrete nature of our problem, we
consider the process in the current p-level to be terminated if after five Riemannian Newton
iterations the value of the resulting ratio cut (4) is left unchanged.
Using our gradient (32) and Hessian (33) computations, we can optimize (31) without
any constraints over the Grassmann manifold using Newton’s method. A general summary
of the algorithmic scheme employed for k-way p-spectral clustering on Grassmann manifold
is offered in Algorithm 1.
Algorithm 1 Grassmannian p-spectral clustering.
Input: adjacency matrix W, degree matrix D, number of clusters k, final p value pω
Output: Clusters C1, . . . ,Ck
1 function GrassmannClustering
2 L = D −W. ▷ Form graph Laplacian; see 2.1.
3 Find U: minimize
U∈R(k,n) F2(U) ▷ Eigenvalue problem; see (16).
4 p = 2 ▷ Initialize the value of p.
5 while p > pω do
6 p = α ∗ p ▷ Reduce p acc. to factor α.
7 Find U: minimize
U∈Gr(k,n) Fp(U) ▷ Using Newton’s method on Gr(k,n).
8 end while
9 [C1, . . . ,Ck] = kmeans(U, k) ▷ Cluster U into k clusters.
10 return C1, . . . ,Ck
11 end function
4. Numerical Results
We demonstrate in what follows the effectiveness of the Grassmannian p-spectral method,
summarized in Algorithm 1, in clustering artificial graphs and graphs emerging from
machine learning applications. Our algorithm is compared against standard direct k-
way unnormalized spectral clustering in the 2-norm and the recursive method in the p-
norm (Bu¨hler and Hein, 2009). In order to quantify the accuracy of these methods we
work strictly with graphs that have ground-truth labels, and set the number of clusters k
equal to the total number of classes.
4.1 Experimental Setup
For all test cases results concerning the quality of the RCut (1) between the clusters and
the accuracy of the clustering assignment are presented. The accuracy of the clustering
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result is defined as
ACC = 1
n
n∑
i
δ(li, ci), (34)
where li is the true class label, ci the inferred cluster label of xi, and δ(⋅) is the Dirac
delta function. Notice that δ(α,β) = 1 if α = β and δ(α,β) = 0 otherwise. Thus, a value
of ACC = 1 corresponds to a perfect grouping of the nodes, according to the true labels.
In all numerical experiments the connectivity matrix G ∈ Rn×n is created from a k
nearest neighbors routine, with k set such that the resulting graph is connected. The
similarity matrix S ∈ Rn×n between the data points is defined similarly to (Zelnik-Manor
and Perona, 2005) as
sij = max{si(j), sj(i)} with si(j) = exp(−4∥xi − xj∥2
σ2i
)
with σi standing for the Euclidean distance between the ith data point and its kth nearest
neighbor. The adjacency matrix W is then created as
W = G⊙ S. (35)
We use MATLAB R2020a for our implementation, and run experiments on 48 graphs,
organized in 2 sets. The first one comprises 12 artificial test cases, with the purpose
of demonstrating the impact of different optimization aspects of Grassmannian p-spectral
clustering. The second one includes a plethora of graphs originating from machine learning
applications.
In all experiments the maximum number of Newton iterations for our method was
set to 20 per intermediate p-level and 40 at the final p-level. The final p-level was set
at 1.2 unless otherwise specified. To compare with the recursive p-spectral clustering we
used the MATLAB implementation from (Bu¨hler and Hein, 2009), which uses a mixture
of conjugate gradient and Newton iterations for optimizing their objective. In both cases
the p value was decreased gradually by 10% in each step t, i.e., pt+1 = 0.9 ∗ pt. The
comparison with traditional spectral clustering was done using the same implementation
as our method but by setting the final p value to two.
For the k-way methods the final clustering was done using k-means algorithms. How-
ever, it is widely known that the result of k-means depends heavily on the initial guess,
and, therefore, in general k-means is run multiple times with different initial guess and
the best result is picked. It was shown in (Verma and Meila, 2005) that an approach of
orthogonal and random initial guesses would generally lead to a stable result. Therefore,
we use this strategy by running k-means 300 times with 200 orthogonal and 100 random
initial guesses. In our method, in order to select the best result out of the different k-means
run we use our objective, i.e., RCut (lower the better) as the primary ranking metric. To
rank the results which have equal or close to equal (less than 5% difference) RCut we use
modularity as a secondary ranking criterion. Modularity describes the number of edges
belonging to clusters, minus the anticipated number in an equivalent graph with a random
distribution of edges (Newman, 2006). It is defined as
Modularity =∑
i
⎛⎜⎝dii − ⎛⎝∑j dij⎞⎠
2⎞⎟⎠ (36)
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Figure 5: The two-moons dataset. (a) The dataset consists of n = 2000 points with
two ground-truth communities; (b) The 100-dimensional noise results in a complicated
structure with m = 6845 edges. (Best viewed in color.)
with each element dij representing the degree of the edges that link nodes between clusters
i and j, and dii being the degree of the edges linking nodes within cluster i. High values
correspond to the presence of a clear community structure and hence better clustering.
4.2 Artificial Datasets
In this subsection we focus on artificial datasets with different characteristics, widely used
as test cases for clustering algorithms, in order to display the behavior of our Grassman-
nian p-spectral Algorithm 1 in challenging clustering scenarios. In particular, in Subsec-
tion 4.2.1 we are interested in studying the effect that the reduction of the value of p
has on the clustering result for a graph corrupted by high-dimensional noise. In Subsec-
tion 4.2.2, we shift our attention on the impact that a large number of ground-truth classes
has on the accuracy of our method. Last, in Subsection 4.2.3 we take a closer look at the
eigenvectors of the graph p-Laplacian and the differences between standard spectral and
p-spectral embedding.
4.2.1 Reducing the value of p
The high-dimensional two-moons dataset is commonly used in evaluating graph clustering
algorithms due to its complicated edge structure. It consists of two half-circles in R2
embedded into a 100-dimensional space with Gaussian noise N(0, σ2I100). This high-
dimensional noise results in a complex edge formation, as illustrated in Figure 5 for n =
2,000 points and a variance of σ2 = 0.02. We use this dataset as a test case in order to
observe the effect the reduction of the value of p ∈ (1,2] in (31) has on the final clustering
result.
In Figure 6 we present the impact of reducing p from two towards one on the resulting
ratio cut (4) and accuracy (34) of Algorithm 1. In spite of the complexity of the dataset,
the clustering is nearly perfect for p→ 1. The results of Grassmannian p-spectral clustering
are significantly better than standard spectral clustering, and it achieves almost identical
RCut and ACC to the biclustering method by (Bu¨hler and Hein, 2009) in the p-norm.
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Figure 6: Clustering the two-moons dataset. The estimation of the ratio cut (4) and of
the accuracy (34) with the Grassmannian p-spectral clustering Algorithm 1 for p ∈ [1.2,2]
is shown in the left-hand figure. As p → 1 the accuracy of the method increases, while
the value of the ratio cut decreases substantially. In the right-hand table we present the
final comparative results for the three spectral clustering methods. Our method (k-way,
p = 1.2) improves considerably the results of standard spectral clustering (k-way, p = 2),
and attains an almost identical ratio cut (second column) and accuracy (third column)
with the recursive method in the p-norm (2-way, p = 1.2).
4.2.2 Increasing the number of clusters (k)
We utilize synthetic Gaussian datasets in order to study the clustering quality of the
three algorithms, as the number of clusters (k) increases. This study shows the benefit
of direct k-way approaches over recursive methods of p-spectral clustering. The Gaussian
dataset consists of k clusters containing 400 points each. Each cluster is generated using a
Gaussian distribution with a variance of σ2 = 0.055. The mean of each cluster (Gaussians)
is then placed equidistantly on a 2D square grid, as shown in Figure 7a for k = 8. The
corresponding graph of the dataset is shown in 7b. For the experiment we generated
datasets with varying k in the range of [2, 61].
Finding the distinct communities is fairly easy in this dataset, as can be observed from
Figure 7a. Therefore, sharp cuts between the clusters will not necessarily result in a high
accuracy of clustering and, hence, decreasing p will not have a big impact on ACC. This
can be observed from the result in Figure 8b, where the ACC for direct k-way with p = 2
(black) and p = 1.2 (red) does not differ substantially, while the RCut (cut quality) for
p = 1.2 is on average 1.5 times better than p = 2, as can be seen in Figure 8a.
However, with recursive approaches the ACC drops drastically for both p = 2 and
p = 1.2 as the number of clusters (k) increases (see Figure 8b). This is due to the instability
of the recursive approaches when dealing with high number of clusters (Shi and Malik,
2000). The direct k-way methods, on the other hand, do not suffer from this issue.
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Figure 7: Gaussian dataset for k = 8. (Best viewed in color.)
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Figure 8: Plot of RCut and ACC for different Gaussian datasets with varying numbers
of clusters (k).
4.2.3 p-spectral embedding.
In order to highlight the differences between the embeddings achieved using the eigenvec-
tors of the combinatorial graph Laplacian and those of the graph p-Laplacian, we utilize
the Worms2 dataset (Sieranoja and Fra¨nti, 2019), illustrated in Figure 9. The dataset is
composed of three individual worm-like shapes, that start from a random position and
move towards a random direction. Points are drawn according to a Gaussian distribu-
tion with both low and high variance components that are gradually increasing as the
points populate the 2D space. The direction of the generation of each worm-like shape is
orthogonal to the previous one.
We visualize the embedding results obtained by standard spectral clustering and our
k-way p-spectral method in Figure 10. There are three distinct clusters in the dataset.
We utilize the second and third eigenvectors as the x- and y-axis, respectively. Note
that for the recursive bisection method in the p-norm this analysis is not possible, since
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(a) (b)
Figure 9: The worms dataset. (a) The dataset consists of n = 5,967 points with three
ground-truth communities. (b) The resulting graph with m = 36,031 edges. (Best viewed
in color.)
information regarding only the eigenvector associated with the second-smallest eigenvalue
is available. The p-spectral embedding (Figure 10b) organizes the nodes of the dataset in
clearly distinguishable groups, as opposed to the spectral embedding (Figure 10a). The
heat maps illustrate the density of points from each cluster in the two different embeddings(p = 2, p = 1.2). We consider ten bins for each direction in order to measure the density
for each cluster. The limits of the colorbar are set in both cases to the maximum density
values obtained by our method, for a clear comparison.
Upon visual inspection, the p-spectral clustering variant performs superior to its 2-
norm counterpart in the task of creating sharp cuts of the data. Since the last stage of
both algorithms is to cluster these points according to their Euclidean distances (k-means
step), the p-spectral coordinates of Figure 10b are expected to lead to clusters of higher
quality.
This hypothesis is supported by our numerical results. The quality of the cut achieved
by our k-way p-spectral clustering using Algorithm 1 (RCut = 0.0062) is 49.59% better
compared to the one obtained by spectral clustering (RCut = 0.0123). It is worth noting
that minimizing the cut does not lead to a significantly higher accuracy in this dataset
(ACC = 0.981 for spectral clustering, ACC = 0.985 for our method), as due to its rela-
tively simple structure the k-means algorithm succeeds in identifying the clusters using
the spectral coordinates in Figure 10a. However, p-spectral embeddings will also improve
the accuracy of the clustering result for graphs with a more complicated edge structure
(see Subsection 4.2.1).
4.3 Machine Learning Datasets
We now proceed with the application of our Grassmann p-spectral clustering, as outlined in
Algorithm 1, in 36 graphs emerging from machine learning applications. These datasets
have ground-truth labels, and describe a variety of clustering tasks. Some examples of
these datasets are illustrated in Figure 11. The objective is to accurately group different
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(a)
(b)
Figure 10: Embedding results for the worms dataset. Starting from the left, the points
of the dataset are illustrated using the entries of the second and third eigenvectors of the
graph Laplacian in (a), and graph p-Laplacian for p = 1.2 in (b), as x and y coordinates.
The heat maps that follow depict the density of the points from each of the three clusters.
(Best viewed in color.)
objects in classes according to their labels. For the algorithms involving a k-means step
(k-way, p = 2, and our method k-way, p = 1.2) we report the mean results after ten runs and
the standard deviation from the mean. For datasets describing image clustering problems
we preprocess the data such that their RGB values lie within the interval [0,1]. These
cases are distinguished from the rest with an asterisk (*) at the end of their name in the
tables of Appendix A. Details regarding the size and the nature of all the datasets used
are offered in Table 2.
We organize our results in Tables 3 and 4 in Appendix A. The first one (Table 3)
contains the internal evaluation metric ratio cut (4) of the clustering result. The second
one (Table 4) displays the performance of the three algorithms with respect to the ex-
ternal evaluation criterion of accuracy (34). The best numerical result for each dataset
is highlighted in bold. In both cases we present in the last columns the percentage of
improvement our algorithm achieved from both external algorithms.4 Let eref be the value
for each metric that was obtained by the external clustering methods and let eGrass be
the one achieved after the application of the Grassmanniann p-spectral clustering. The
4. The two external methods considered here are the k-way, p = 2 and 2-way, p = 1.2 algorithms.
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(a) Fashion-MNIST (b) KMNIST
(c) USPS (d) Glass Identification
Figure 11: A subset of the machine learning datasets used in Subsection 4.3. (a) The
Fashion-MNIST test dataset consisting of 10,000 examples of 28x28 grayscale images,
organized into 10 classes describing different types of clothing (Xiao et al., 2017). (b)
The Kuzushiji-MNIST (KMNIST) test dataset, including 10,000 characters in Japanese
Hiranaga organized into 10 classes, based on preprocessed images of characters from 35
books from the 18th century (Clanuwat et al., 2018). (c) The USPS dataset, obtained
from the scanning of 11,000 handwritten digits, belonging to 10 classes, from envelopes
of the U.S. Postal Service (Hull, 1994). (d) The Glass Identification database, with 214
specimens of 6 different types of glass, originating from criminological investigation (Evett
and Spiehler, 1989).
percentage-wise improvement is then defined as
I = γ ⋅ eref − eGrass
ebest
× 100, (37)
where γ = 1 for minimization scenarios (e.g., ratio cut) and γ = −1 for maximization ones
(e.g., accuracy). The collective results, representing the improvements achieved from the
best external method, are illustrated in Figure 12. In this case we select for eref the
minimum value of RCut and the maximum value of ACC obtained by either the standard
spectral clustering method or the recursive p-spectral clustering implementation.
Our method, as implemented in Algorithm 1, improved the solution for all the cases in
terms of RCut when compared to the standard spectral routine, and in 77.8% of the cases
when compared against the recursive method in the p-norm. The two p-norm methods
produced identical cuts in 5.5% of the numerical experiments. In terms of clustering
accuracy, our method performed better than the standard spectral implementation in
88.9% of the cases, and in 72.2% compared to the recursive p-spectral routine. The
ACC metric was identical for the two p-spectral methods in 8.3% of the cases. It is worth
remarking that in 11.1% of the cases the application of standard spectral clustering results
in higher clustering accuracy, despite the fact that our method has produced a better result
in terms of the ratio cut. This behavior indicates that for these graphs minimizing the
value of the RCut does not correspond to a maximization of the ACC, as also noted in
previous research (Bu¨hler and Hein, 2009).
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Figure 12: Summary of percent improvements achieved with the Grassmannian p-spectral
clustering Algorithm 1 over the best solution by an external spectral clustering routine.
Negative values indicate that the external method performed better by the respective
percentage. (a) Improvements in terms of the value of the ratio cut. (b) Improvements in
terms of the value of the accuracy.
5. Conclusions and Future Work
We propose a new method for k-way p-spectral clustering, and solve the resulting optimiza-
tion problem on a Grassmann manifold. We thus succeed in reformulating the constrained
optimization problem of estimating multiple eigenvectors of the graph p-Laplacian into an
unconstrained one on a manifold with intrinsic orthogonality constraints. This approach
leverages the advantages from both direct k-way clustering methods and the benefits of re-
formulating spectral clustering in the p-norm. Our numerical experiments in both artificial
and real-world datasets indicate that the proposed method performs consistently better
than the standard k-way spectral clustering techniques, and the current state-of-the-art
recursive spectral method in the p-norm.
Future directions of this work include the fine tuning of various parameters in our
routine, namely the number of Newton iterations, the optimal value of p for clustering
and the a priori estimation of the number of clusters (k) from the eigenspectrum of the p-
Laplacian. Particularly attractive is the study of various non-convex manifold optimization
techniques in the solution of our objective, and the understanding of their influence on the
quality of the clustering result. Furthermore, a straightforward extension is the estimation
of the normalized variant of ∆p and the utilization of its eigenvectors for spectral clustering.
Another major research direction is the high performance implementation of the method.
Our k-way formulation of the p-spectral clustering has the added potential advantage
of making use of faster block computations for eigenvalue solvers (Ro¨hrig-Zo¨llner et al.,
2015; Kreutzer et al., 2018), thus enabling us to also gain a performance speedup over
the recursive approaches besides the numerical benefits presented in this work. Finally,
the improved values of RCut that our method achieved, especially in cases with large
xxvi
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number of clusters, suggest that graph partitioning is a promising application domain for
our method.
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Appendix A.
In this Appendix we provide in Table 2 details regarding the size and nature of all the
datasets used in the numerical experiments of Subsection 4.3. In Tables 3 and 4 we provide
the comparative results between the traditional spectral clustering method (k-way, p = 2),
the recursive method in the p-norm (2-way, p = 1.2), and our method (k-way, p = 1.2) for
the minimization of the ratio cut (4) and the maximization of the clustering accuracy (34),
respectively.
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Table 2: Details regarding the datasets used in Subection 4.3. The datasets were obtained
from (Vanschoren et al., 2013), unless specified otherwise. The associated graphs have
been uploaded at the SuiteSparse Matrix Collection (Davis and Hu, 2011), which provides
benchmark sets of graphs from a wide range of applications. The corresponding link is
https://sparse.tamu.edu/ML Graphs.
Case Classes Nodes Edges Description
har 6 10,299 75,868 Human activity recognition
indianpines 8 9,144 62,328 Agricultural land-use type in Indiana
JapaneseVowels 9 9,961 65,572 Speech recognition on Japanese vowels
worms20 20 20,055 120,413 Worm-like 2D shapes (Sieranoja and Fra¨nti, 2019)
optdigits 10 5,620 39,825 Optical recognition of handwritten digits
Vehicle 4 846 5,447 Vehicle classification based on silhouette features
mfeatkarhunen 10 2,000 13,834 Dutch utility maps numerals, features on KLT transform
mfeatfactors 10 2,000 13,721 Dutch utility maps numerals, features on profile correlation
mfeatmorphological 10 2,000 11,416 Dutch utility maps numerals, morphological features
mfeatpixel 10 2,000 13,966 Dutch utility maps numerals, features on image pixels
mfeatzernike 10 2,000 13,707 Dutch utility maps numerals, features on Zernike moments
semeion 10 1,593 11,113 Image recognition on handwritten digits
mice 8 1,077 6,742 Expression levels of 77 proteins in mice
yeast 12 1,484 31,175 Phylogenetic profiles of yeast (Dua and Graff, 2017)
cnae9 9 1,080 9,139 Free text business descriptions of Brazilian companies
dermatology 6 366 1,220 Diagnosis of erythemato-squamous diseases
iris 3 150 2,759 Pattern recognition on iris plants
Ecoli 8 336 2,280 Protein localization sites
Binaryalphadigs 36 1,404 9,696 Binary digits 0–9 and capital letters A–Z
Glass 6 214 1,493 Identification of types of glasses
collins 30 1,000 8,246 Analysis of the Brown and Frown corpora
micromass 20 571 4,834 Microorganism identification from mass-spectrometry data
breasttissue 6 106 706 Electrical impedance of freshly excised breast tissue samples
plantsshape 100 1,600 10,965 Hundred plant species leaves classified based on shape
plantsmargin 100 1,600 12,741 Hundred plant species leaves classified based on margin
plantstexture 100 1,599 10,602 Hundred plant species leaves classified based on texture
Spectro 48 531 3,711 Part of IRAS low resolution spectrometer database
USPS* 10 11,000 40,556 Handwritten digits scanned by the U.S. Postal Service (Hull, 1994)
Fashion MNIST* 10 10,000 79,152 Image recognition on Zalando’s article images (Xiao et al., 2017)
KMNIST* 10 10,000 78,466 Image recognition on cursive Japanese (Clanuwat et al., 2018)
k49* 49 38,547 309,079 Image recognition on Hiragana characters (Clanuwat et al., 2018)
MNIST* 10 10,000 72,800 Image recognition on handwritten digits (LeCun and Cortes, 2010)
YaleB* 10 2,414 8,568 Facial images under different illuminations (Georghiades et al., 2001)
UMIST* 20 575 3,495 Image recognition on a facial database
YaleA* 10 165 1,134 Grayscale images in GIF format (Belhumeur et al., 1997)
Olivetti* 40 400 2,828 Grayscale images of several different people.
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Table 3: Evaluation of the ratio cut with the different spectral clustering routines. The
best result for each case is highlighted in bold, and corresponds to the minimum value of
RCut. The last two columns present the percentage-wise improvement of our method (k-
way, p = 1.2) over traditional spectral clustering (k-way, p = 2), and the recursive method
in the p-norm (2-way, p = 1.2).
k-way, p = 2 2-way, p = 1.2 k-way, p = 1.2 Improvements (%)
Case RCut RCut RCut k-way, p = 2 2-way, p = 1.2
har 0.0101 ± 0 0.0097 0.0097 ± 0 3.9604 0
indianpines 0.0924 ± 0.0006 0.0687 0.0628 ± 0.0007 32.0346 8.5881
JapaneseVowels 0.3186 ± 0.0008 0.2368 0.2475 ± 0.0005 22.3164 −4.5186
worms20 0.3780 ± 0.0048 0.2270 0.2261 ± 0.0018 40.1852 0.3965
optdigits 0.1009 ± 0 0.0857 0.0835 ± 0 17.2448 2.5671
Vehicle 0.0687 ± 0 0.0446 0.0452 ± 0 34.2067 −1.3453
mfeatkarhunen 0.1922 ± 0.0001 0.1554 0.1547 ± 0 19.5109 0.4505
mfeatfactors 0.3363 ± 0 0.2805 0.2960 ± 0 11.9833 −5.5258
mfeatmorphological 0.0220 ± 0.0044 0.0143 0.0131 ± 0 40.4545 8.3916
mfeatpixel 0.1536 ± 0 0.1329 0.1303 ± 0 15.1693 1.9564
mfeatzernike 0.4212 ± 0.0007 0.3362 0.3296 ± 0 21.7474 1.9631
semeion 0.4979 ± 0.0004 0.4910 0.4668 ± 0.0043 6.2462 4.9287
mice 0.0834 ± 0.0001 0.0715 0.0684 ± 0 17.9856 4.3357
yeast 7.0012 ± 0.0127 6.6773 6.6803 ± 0.0092 4.5835 −0.0449
cnae9 0.6503 ± 0 0.7007 0.6477 ± 0 0.3998 7.5639
dermatology 0.0236 ± 0.0005 0.0208 0.0205 ± 0 13.1356 1.4423
iris 0.6987 ± 0 0.5600 0.5600 ± 0 19.8512 0
Ecoli 0.8025 ± 0 0.9202 0.7622 ± 0.0002 5.0218 17.1702
Binaryalphadigs 3.8791 ± 0.0127 3.9463 3.7798 ± 0.0054 2.5599 4.2191
Glass 0.4216 ± 0.0105 0.3997 0.4044 ± 0.0035 4.0797 −1.1759
collins 4.5896 ± 0.0250 4.2118 4.0180 ± 0.0035 12.4542 4.6014
micromass 2.1037 ± 0.0039 2.1807 2.0613 ± 0.0045 2.0155 5.4753
breasttissue 1.0644 ± 0.0021 1.0794 1.0628 ± 0.0019 0.1503 1.5379
plantsshape 16.3835 ± 0.0162 16.0356 15.8216 ± 0.0376 3.4297 1.3345
plantsmargin 17.3574 ± 0.0481 18.0836 17.1672 ± 0.0143 1.0958 5.0676
plantstexture 15.6304 ± 0.0288 15.7356 14.9807 ± 0.0118 4.1566 4.7974
Spectro 9.8545 ± 0.0145 10.2570 9.5887 ± 0.0138 2.6972 6.5156
USPS* 0.0922 ± 0 0.0697 0.0684 ± 0.0022 25.8134 1.8651
Fashion MNIST* 0.2477 ± 0 0.2248 0.2216 ± 0.0004 10.5369 1.4235
KMNIST* 0.3084 ± 0 0.2913 0.2709 ± 0 12.1595 7.0031
k49* 2.8648 ± 0.0139 2.9974 2.6878 ± 0.0007 6.1784 10.3290
MNIST* 0.3238 ± 0.0029 0.2619 0.2648 ± 0.0007 18.2211 −1.1073
YaleB* 0.9309 ± 0.0070 0.8712 0.8247 ± 0.0007 11.4083 5.3375
UMIST* 1.2688 ± 0.0228 0.9553 0.9545 ± 0.0016 24.7714 0.0837
YaleA* 2.0795 ± 0.0027 2.1443 2.0719 ± 0 0.3655 3.3764
Olivetti* 6.0335 ± 0 6.2170 5.9754 ± 0.0190 0.9630 3.8861
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Table 4: Evaluation of the clustering accuracy using the three spectral clustering routines.
The best result for each case is highlighted in bold, and corresponds to the maximum value
of ACC. The last two columns present the percentage-wise improvement of our method (k-
way, p = 1.2) over traditional spectral clustering (k-way, p = 2), and the recursive method
in the p-norm (2-way, p = 1.2).
k-way, p = 2 2-way, p = 1.2 k-way, p = 1.2 Improvements (%)
Case ACC ACC ACC k-way, p = 2 2-way, p = 1.2
har 0.5462 ± 0 0.5463 0.5463 ± 0 0.0183 0
indianpines 0.6782 ± 0.0066 0.6974 0.7043 ± 0.0106 3.8438 0.9894
JapaneseVowels 0.7168 ± 0.0001 0.8431 0.8585 ± 0.0004 19.7617 1.8266
worms20 0.6645 ± 0.0102 0.6647 0.6978 ± 0.0079 5.0160 4.9797
optdigits 0.8907 ± 0 0.9854 0.9850 ± 0.0001 10.5917 −0.0365
Vehicle 0.4775 ± 0 0.4752 0.4704 ± 0 −1.4869 −1.0101
mfeatkarhunen 0.8745 ± 0.0270 0.9660 0.9660 ± 0 10.4568 0
mfeatfactors 0.7925 ± 0.0000 0.8065 0.8075 ± 0 1.8927 0.1240
mfeatmorphological 0.4557 ± 0.0079 0.4445 0.4490 ± 0 −1.4703 1.0124
mfeatpixel 0.9655 ± 0 0.9660 0.9700 ± 0 0.4661 0.4141
mfeatzernike 0.7236 ± 0.0032 0.7815 0.7720 ± 0 6.6962 −1.2156
semeion 0.7110 ± 0.0006 0.6554 0.6729 ± 0.0269 −5.3556 2.6778
mice 0.4230 ± 0.0077 0.4568 0.4735 ± 0 11.9280 3.6559
yeast 0.5405 ± 0.0111 0.5519 0.5557 ± 0.0005 2.8085 0.6849
cnae9 0.6537 ± 0 0.6880 0.7157 ± 0 9.4845 4.0262
dermatology 0.5104 ± 0.0104 0.5191 0.5574 ± 0 9.2085 7.3782
iris 0.9067 ± 0 0.9000 0.9000 ± 0 −0.7389 0
Ecoli 0.8244 ± 0 0.7798 0.8363 ± 0 1.4435 7.2454
Binaryalphadigs 0.5187 ± 0.0101 0.4907 0.5212 ± 0.0071 0.4801 6.2075
Glass 0.5911 ± 0.0212 0.6262 0.6177 ± 0.0030 4.5069 −1.3510
collins 0.7952 ± 0.0072 0.7850 0.8073 ± 0.0128 1.5216 2.8408
micromass 0.5103 ± 0.0026 0.5114 0.5281 ± 0.0139 3.4723 3.2558
breasttissue 0.4293 ± 0.0050 0.4245 0.4312 ± 0.0046 0.4426 1.5665
plantsshape 0.5099 ± 0.0022 0.5038 0.5118 ± 0.0031 0.3844 1.5939
plantsmargin 0.7093 ± 0.0025 0.6713 0.7106 ± 0.0042 0.1819 5.8573
plantstexture 0.5854 ± 0.0074 0.5910 0.5951 ± 0.0026 1.6519 0.6870
Spectro 0.5810 ± 0.0043 0.5669 0.5932 ± 0.0018 2.1051 4.6393
USPS* 0.6527 ± 0.0002 0.6035 0.6621 ± 0.0001 1.4402 9.7100
Fashion MNIST* 0.6009 ± 0 0.6356 0.6112 ± 0.0001 1.7141 −3.8389
KMNIST* 0.3565 ± 0 0.3699 0.3790 ± 0 6.3114 2.4601
k49* 0.3912 ± 0.0044 0.3666 0.4136 ± 0.0022 5.7260 12.8205
MNIST* 0.7310 ± 0.0100 0.8429 0.8410 ± 0.0001 15.0479 −0.2254
YaleB* 0.2858 ± 0.0041 0.2879 0.2979 ± 0.0020 4.2337 3.4734
UMIST* 0.6270 ± 0.0167 0.7130 0.7148 ± 0.0162 14.0032 0.2525
YaleA* 0.5394 ± 0 0.5758 0.5455 ± 0 1.1309 −5.2622
Olivetti* 0.6344 ± 0.0053 0.6350 0.6572 ± 0.0051 3.5939 3.4961
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