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1. INTRODUCTION 
We present here new upper and lower second-order directional 
derivatives, which are defined for real-valued locally Lipschitzian functions 
having domains in n-dimensional Euclidean space R”. These new second- 
order directional derivatives are of interest because they play a major role 
in second-order conditions for optimality for nonlinear programming 
problems. The theorems giving these conditions for optimality are 
developed elsewhere. Necessary conditions for unconstrained problems 
appear in [ 11; those for constrained problems appear in [Z]. 
Corresponding sufficient conditions are found in [S]. The results in [l-3] 
are quite complementary. The present paper is closely related to these other 
three, and the four papers can properly be regarded as a single entity. In 
this paper, we merely state the optimality conditions for unconstrained 
problems only, so that the reader can easily examine the roles of the 
second-order directional derivatives. 
Our upper and lower second derivatives depend not only on the function 
A the point x*, and the direction U, but also on a member u of the Clarke 
subdifferential af(x*) of f at x*. The concepts of second derivative 
developed here are placed entirely within the context of nonsmooth 
analysis, as set forth by Clarke [4]. Other notions of second derivative 
have been presented by Hiriart-Urruty [5-71, Auslender [8], Ben-Tal and 
Zowe [9], and Rockafellar [lo]. Of these, our approach is closest to that 
of Rockafellar [lo], because of the dependence on u in 8s(x*) and because 
of the use of the same “difference quotients”; only the allowed approaches 
in the limits are different. 
The concept of second derivative developed here is a revision of a con- 
cept presented by the author in [ 111; the limits remain the same but the 
difference quotients are changed. The reader may justly ask why the 
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previous concept is being altered. There are four main reasons. First, with 
the new concepts, we obtain better necessary conditions for optimality. To 
a somewhat lesser extent, we also obtain better sufficient conditions. The 
new second derivatives seem better suited to use in infinite-dimensional 
problems, although this matter has not yet been explored in detail. Finally, 
the new concepts are closer to those of the other authors mentioned above 
(especially Rockafellar); this is true mainly because generalized gradients at 
points near x* play a diminished role in the revised concepts. 
The present paper is similar to [ 111 in choice of topics. The reader is 
advised to have on hand a copy of [ 111. In this paper, we present the basic 
definitions first and then discuss the case in whichf is convex. Convexity of 
f amounts almost to the requirement hat the lower second-order direc- 
tional derivative be nonnegative at all relevant points. We also compute in 
detail the second-order directional derivatives in two interesting special 
cases; see Theorem 3.5 and Theorem 4.2 below. Finally, we establish a 
duality relationship, which exists between the second derivative developed 
here and the one devised by Ben-Tal and Zowe [9]. 
For a detailed, systematic exposition of nonsmooth analysis, the reader 
should consult Clarke [4], to which we shall often refer. An interesting 
account (with few proofs) is also given by Rockafellar [12]. 
Throughout this paper, we assume that W is an open set in R”, that x* 
belongs to W, and that f is a real-valued locally Lipschitzian function 
defined on W. We proceed now to some definitions. 
1.1. DEFINITION. Suppose that u is a vector in R” and that the sequence 
{xk} converges to x* with xk #x* for every k. Then we say that {xk} con- 
verges to x* in direction u in case the sequence {/u/(x/, -x*)/Ixk - x*1 } 
converges to U. 
1.2. DEFINITION. Let u belong to R”. Then aJ(x*) is defined to be the 
set of all u for each of which there exist sequences {xk) and { uk} such that 
{xk} converges to x* in direction U, (uk} converges to u, and uk belongs to 
df(x,) for every k. 
(We have ~J(x*)G~~(x*). The set aJ(x*) consists of those 
generalized gradients offat x* which “come to x* from” direction u.) 
1.3. DEFINITION. Let u belong to R” and u* belong to a,f(x*). Then 
f “(x*, v*, U) is defined to be the inlimum of all numbers 
lim inf [f(xk) -f(x*) - u* (xk - x*)]/tg 
taken over all triples of sequences {x,}, {uk}, and { tk) for which 
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(a) tk > 0 for each k and {xk} converges to x*, 
(b) { tk} converges to 0 and { (xk - x*)/tk} converges to U, 
(c) {uk} converges to u* with ok in df(x,) for each k. 
Similarly, we define f> (x*, u*, U) to be the supremum of all numbers 
lim sup [f(xk) -f(x*) - u* . (xk -x*)1/t: 
taken over all triples of sequences {x,}, {uk}, and {fk} for which (a), (b), 
and (c) above all hold. 
We term f’L(x*, u*, U) and f:(x*, u*, U) the lower and upper (respec- 
tively) second-order directional derivatives off at x* and u* in the direc- 
tion U. Iff’L (x*, u*, U) =f’;(x*, u*, U) then we denote this common value 
by f “(x*, u*, U) and we call it the second-order directional derivative off at 
x* and u* in the direction u. 
1.4. PROPOSITION. Let u belong to R” and u* belong to a,f(x*). Let 
d(u, af(x)) denote the distance from the point u to the set af (x). 
(i) We have 
f Y-(x*, u*, U) = lim inf[f(x) - f(x*) - u* . (x - x*)]/t2, (1) 
where lim inf is taken over all (t, x) with t > 0 and with t, Ix - x*1, 
1(x-x*)/t- ~1, and d(u*, af(x)) converging to 0. Thus, the right member 
of Eq. (1) equals by definition the supremum over all positive 6 of the 
numbers 
inf{ [f(x)-f(x*)-u*.(x-x*)1/t’: (t, x)EA(G)}, 
whereA(6)isthesetofall(t,x)inR’xR”suchthat~x-x*~<6,O<t<6, 
[(x-x*)/t - aI < 6, and d(u*, af(x)) < 6. (Notice that the set A(6) is non- 
empty because v* belongs to a,f(x*).) 
Also, we have 
f :(x*3 u*, U)=limsup[f(x)-f(x*)-u*.(x-x*)]/t’, (2) 
where the lim sup in (2) is taken ouer the same (t, x) as the lim inf in ( 1). 
(ii) There exist sequences {xk}, {uk}, {tk} such that (a), (b), and(c) 
in Definition 1.3 hold and 
f “(x*, u*, ~)=lim[f(x,)-f(x*)-u*.(x,-x*)1/t: 
Proof These results follow readily from the definitions of the concepts 
involved. 
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2. ON CONVEX FUNCTIONS 
In this section we shall present some theorems and examples which per- 
tain to the case in which the functionfis convex. We assume throughout 
this section that the open set W is also convex. 
2.1. PROPOSITION. Suppose that f is convex on W. Suppose that x* is in 
W, u is in R”, and v* is in a&x*). Then f’L(x*, II*, u) 20. 
2.2. Remarks. Let f be convex on R”. Then, we may apply Alexandrov’s 
theorem (see [13], [14], or [lo]): It follows that, at almost every x* in 
R”, there exists a quadratic function q for which we have f(x) = q(x) + 
o( Ix - x* I*). Let x* be a point in R” at which such a quadratic function q 
exists. Then the ordinary first-order directional derivative f’ satisfies 
f’(x*; u) = Vq(x*) . u for all U; hence f is differentiable at x* and af(x*) = 
{Vq(x*)} = {V’(x*)}. Furthermore, we have f”(x*, Vf(x*), U) = 
$4 .V2q(x*) u for all U. 
Next, we present a partial converse to Proposition 2.1, which shows that, 
to an extent, the convexity off is equivalent to f” z 0. First, we need some 
definitions. 
2.3 DEFINITION. (a) The function f is regular at x* [4, p. 391 in case 
the directional derivative f’(x*; U) exists for all u in R” and equafs the 
Clarke directional derivative f”(x*; U) [4, p. 251 for all u in R”. 
(b) The function f is semismooth at x* if it is true that the sequence 
(vk . U} converges whenever {xk} and { vk} are sequences uch that {xk} 
converges to x* in direction u and uk belongs to af(x,) for every k. 
(The concept of “semismoothness” is due to MilIlin [ 151. Miflhn has 
shown [15] that if f is semismooth at x*, then, for each direction U, the 
classical directional derivative f’(x*; U) exists and equals the limit of any 
sequence {vk. U} formed as in Definition 2.3 above. Mifflin has also 
proved [15] that convex functions, C’ functions, and certain pointwise 
maxima of C’ functions are semismooth. Furthermore, the set of 
semismooth functions is closed under addition, scalar multiplication, and 
(in most cases) composition [15, p. 9671.) 
2.4 THEOREM. Suppose that f is regular and semismooth at every point of 
W. Suppose also that f” (x*, v*, u) > 0 for every triple (x*, v*, u) for which 
x* is in W, u is a unit vector in R”, and v is in a,f(x*). Then f is convex on 
W. 
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Proof: Case I. We suppose here that E > 0 exists such that 
.f:t x*, v*, U) > E whenever x* is in W, u is a unit vector in R”, and v* 
belongs to aJ(x*). 
Step 1. We assert now that, given x in W and a unit vector U, there 
exists 6 > 0 such that if 0 < t < 6, v* E ~Y,,f(x), vE Q”(x + tu), and Iv - u*l < 6 
then 
[f(x+tU)-f(X)-vU*di]/t2~~&. (3) 
If this assertion were false, then for each positive integer k, we would have 
t,, vk, and vz such that 0 < t, < l/k, Ivk - vzl < l/k, 0: is in aJ(x), vk is in 
@(x + t,u), and yet 
[f(x + t,u) -f(x) - vk* . @.4yt: < $5. 
Since f is semismooth at x, we have f’(x; u) = vz. u for all k. We can 
assume that {vk) converges to v* in a,f(x) and hence that { uz} converges 
to v*. We infer 
f Y (x, v*, U) < lim inf[f(x + tkz4) -f(x) - tJ’(x; u)]/t: <SE, 
a contradiction. 
Step 2. Next, let x be in W, u be a unit vector in R”, and 6 > 0 be as in 
Step 1. We show that, given s in the open interval 10, S[, there exists to in 
10, s[ such that f’(x + t,u; U) 3 f’(x; U) + to&. To see this, let g(t) = 
f(x + tu) - f(x) - tf’(x; u) and F(t) = g(s) t2 - s’g(t), for 0 < t 6 s. By 
Lebourg’s Mean Value Theorem [4, Theorem 2.3.71, there exist to in 10, s[ 
and Y in ag(t,) such that 0 = 2t,g(s) - s’r. By the chain rule 
[4, Theorem 2.3.101, there exists v0 in af(x+ t,u) such that 
r = vo. u - f’(x; u). Hence we have 
0=2t,g(s)-.s%, dl+s2f’(x; 2.4) 
and so 
vg. u = f ‘(x; u) + 2tog(s)/s2. (4) 
Nowfis regular at x + t,u and so f ‘(x + t,u; u) > vo. u. Hence (4), (3), and 
the definition of 6 lead to 
f’(x+ to% u) 2f’k u) + 2tog(s)/s2~f’(X; u) + to&, 
as desired. 
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Step 3. Suppose that x belongs to W and u is a unit vector in R”. We 
assert that there exists 6 > 0 such that f’(x + tu; U) > f’(x; U) for all t in 
IO, SC. 
Let 6 > 0 be as in Step 1 and put 
According to Step 2, the set E includes both 0 and some positive number 
t,; and, according to [ 14, Theorem 21, the function f’( .; U) is upper 
semicontinuous and so E is a closed set. If IO, S[ G E is false, then 
U = 10, S[ - E is a nonempty open set. Then U can be expressed as the 
union of disjoint nonempty open intervals. Let ]a, b[ be one such interval. 
Applying Step 2 with x + au playing the role of x, we find that t, in ]a, h[ 
exists so that 
f’(x+t,u;u)3,f’(x+au;u)+(t,-U)E. 
Since a belongs to E, it follows that f’(x + t, U; U) >f’(x; U) and so t 1 
belongs to E, which is a contradiction. This completes the proof of Step 3. 
Step 4. Now we fix x* in W and a unit vector u in R”. Let 
J= {t E R’: x* + tuE W> and then define a function Q on J by Q(t) = 
f(x* + tu), for all t in J. Next, suppose that we can prove that Q must be 
convex on J. Since the point x* in Wand the unit vector u are arbitrary, it 
will follow that f must be convex on W. Thus, to finish the argument of 
Case I, we must show that Q is convex on J. 
Becausef is regular on W, Q has right and left derivatives at every point 
t in J. We have 
and 
Q’+(f) =f’(x* + tu; u), t in J, (5) 
Q’-(t) = -f’(x* + tu; -u), t in J. (6) 
Since the functionf’(x* + tu;.) =f”(x* + tu;.) is sublinear, we always have 
Q:(t) G Q’+(t), for all t in J. 
The function Q is absolutely continuous on J and, according to Saks [ 
we have 
Q’+(t) = Q:(t) = Q’(t) for a.e. t in J. 
It now follows from [ 17, Theorem 24.21 that, if we can show that Q’+( 
nondecreasing on J, then we will have proved that Q is convex on J. 
(7) 
161, 
t) is 
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So, it remains to prove that Q’+ is nondecreasing on J. Let a and b 
belong to J with a < b. We wish to prove Q’+(u) < Q’+(b). According to 
Step 3, for each t* in [a, b], there exists d(t*) > 0 such that 
f’(x* + tu; 24) af’(x* + t*u; u), if t* < t < t* + ti(t*), (8) 
and (with u replaced by -u) 
-f’(x* + tu; -u) < -f’(x* + t*u; -u), if t*-d(t*)<t<t*. (9) 
Since [a, b] is compact, there are numbers t,, t,, . . . . t,, t,, , such that 
a=t,<t,< ... <t,<t,+,=b and 
fk+l-b(tk+,)<fk+~(fk)<tk+l+~(tk+l), k = 0, . . . . m. 
Since Q’ exists a.e. on J, we can, for each k, select tz such that Q’(tz) exists 
and 
max(tk? tk+ I -6(tk+ I ))<tk*<rnin(tk+I, tk+B(tk)). 
It follows from (5) (8) (6) (9), and (7) that 
Q’+(tk) =f’(X* + t,u; U) <f’(X* + t,*U; 24) = Q’(t;) 
= -f’(x*+tfU; -u)<-f’(x*+tk+lU; -u) 
By applying the inequality Q’+ (tk) < Ql, (tk+ i) for k = 0, . . . . m we obtain 
Q’+(a) < Q’+(b), which completes the proof of Case I. 
Case II. We now assume merely that f “(x*, u*, U) > 0 whenever x* is 
in W, u is a unit vector, and u* is in d,f(x*). 
Fortunately, the argument is brief in this case because we appeal to 
Case I. Given E > 0, we put F(x) = f(x) + E/XI*. Let x* belong to W, u be a 
unit vector, and w* belong to a,F(x*). Since al;(x) = af(x) + (2s~) for all 
x in W, it follows that w* = u* +2&x*, for some v* in d,f(x*). And, it 
follows easily from Proposition 1.4 that 
FL(x*, w*, 24) = f” (x*, II*, 24) + & 2 E. 
It follows from the result of Case I that F is convex on W. We let E 
approach 0 and infer that f must be convex on W. 
2.5. Remarks. The converse to Proposition 2.1 is false. The function f 
defined by f(x) = - 1x1, f or all x in R’, satisfies f” (x*, u*, u) = 0 for all 
relevant (x*, v*, U) and yet f is not convex on R’. Notice that f is not 
regular at x = 0. 
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Does convexity off imply that fY(x*, u*,.) is convex? We shall not 
settle that issue here. The result which follows does give a partial answer. 
2.6. THEOREM. Suppose that f is convex on W, that x* belongs to W, that 
u, and u2 belong to R”, and that t belongs to 10, l[. Suppose also that 
Then 
f/:(X*, v*, tu, + (1- t)u,)< tf>(x*, v*, u,)+(l- t)f’;(x*, u*, 242). 
Proof Let (xk} and { tk} be sequences uch that {xk} converges to x*, 
( tk} converges to 0, { (xk -x*)/t,} converges to ui, and t, > 0 for every k. 
We put y, = x* + tku2 for every k. It follows that { yk} converges to x* and 
{(y, -x*)/t,} converges to u2. 
Let t belong to IO, l[, as stated above. Then (tx, + (1 - t) yk} con- 
verges to x* and {(txk+(l-t) yk-x*)/tk} converges to tu,+(l-tt)U*. 
We select vk in af(xk), uz in af(yJ, and wk in 8f(txk + (1 - t) yk). By 
assumption, the sequences {uk), {ok*}, and {wk) all converge to u*. Sincef 
is convex, we have 
f(tXk+(l-t) yk)-f(X*)-u*.(tXk+(l-t) y,-x”) 
<t[f(xk)-f(x*)-u* .(xk-x*)l 
+(I -t)Cf(Yk)-f(x*)-u*.(Yk-x*)l. 
The desired conclusion now follows from this last inequality. 
2.7. COROLLARY. Suppose that f is convex on W, that x* belongs to W, 
and that af(x*) = {u*}. Assume that f”(x*, v*, u) exists for all u in R”. 
Then the function f “(x*, v*, .) is defined and convex on R”. 
2.8. EXAMPLE. We now define a function f which is convex and of class 
C’onR’withf’(0)=Oandyetforwhichwehavef~(0,0,1)~f’;(O,O,1). 
(Indeed, we use the same function as the one employed in [ll, Exam- 
ple 2.81.) So, we define the function g on R’ by setting 
g(t) = 2/(3.4”) for 4-” < t < 2 +4-” with n = 1, 2, 3, . . . . 
g(t)= t- l/(3.4”) for 4-“/2<t<4-” with n=O, 1,2 ,..., 
g(t)=0 for tb0 and g(t)=4 for t> 1. 
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Then g is a nondecreasing continuous function on R’. Next, we put 
f(x) = 1; g(t) & for all x in R’. 
Hence, f(x) = 0 for x < 0 and f’(x) = g(x) for all x in R’. Moreover, f is 
convex on R’ because g is nondecreasing [17, Theorem 24.21. 
We wish to compute f :(O, 0, 1) and f “(0, 0, 1). We first develop explicit 
formulas for f(x) for x in 10, 1 [. First, we compute f(4-“) for m = 1,2, . . . . 
We have 
f(4-“)= f 12’4-‘g(t)dt+ f j4-” g(t)dt. 
n=m+l 4-” n=m l/2.4-” 
(10) 
The integrals on the right side of (10) are easy to evaluate and we find 
that (10) gives f(4-“) as the sum of the sums of two geometric series. 
These sums can readily be computed and we obtain f(4-“) = 4/( 15.16”‘). 
Next, we compute f(x) for x in the closed interval [4-“, 4Pm+‘]. We use 
the formulaf(x)=f(4-“)+ [f(x)-f(4-“)I to derive 
f(x) = 2x/(3.4”) - 2/(5.16”), if 4-“‘<x62.4-“, (11) 
f(x)=2/(45.16”-‘)++(x- l/(3.4”-‘))*, if 2.4P”<x<4-“+‘. 
(12) 
To compute f ‘: (0, 0, 1) and f “(0, 0, l), we need to examine the function 
h(x)= f(x)/x’ for 0 <x < 1. By elementary calculus, we find that the 
maximal value of h(x) on [4-“, 4-“+‘I is 5/18, attained at x=6/(5.4”); 
the minimal value of h(x) on [4-“, 4-““3 is 2/9, attained at 
x=3/(5.4”-‘). It now follows from Definition 1.3 that f ‘;(O, 0, 1) = S/l8 
and f “(0, 0, 1) = 2/9. 
2.9. Remarks. The equation f ‘L (x*, u*, u) = + co can occur, even if f is 
a function which is strictly differentiable at x* [4, pp. 30-331 and convex 
on its domain. To see this, we can use the function which appears in 
[ 11, Example 2.91. We shall omit the details. 
3. CONDITIONS FOR OPTIMALITY 
We have stated that the principal motivation for the definitions off ‘L 
and f: is found in the optimality conditions which can be expressed in 
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terms of these concepts. We state here the optimality conditions for 
unconstrained problems, but not those for constrained problems. Proofs 
for all of these results are found in [l-3]. 
For use in Theorem 3.2, we let D* denote the set of all unit vectors U* in 
R” for each of which there exists 6’ > 0 such that u. U* 6 0 if u is a unit vec- 
tor with ]U - u*J 6 6’ and if u is in a,f(x*). Note that if U* is a unit vector 
with f”(x*; u*) = 0 then U* belongs to D*. 
3.1. THEOREM Let x* belong to W. Suppose that v u > 0 for all unit vec- 
tors u andfor all v in d,f(x*). Suppose also that f Y (x*, 0, u) > 0 for all unit 
vectors u for which 0 belongs to a,,f(x*). Then there exists 6 > 0 such that 
we have-f(x) >f(x*) whenever 0 < Jx - x*1 < 6. 
3.2 THEOREM. Suppose that f is semismooth at x* in W and that x* is an 
unconstrained local minimizer for f (x). Suppose that u* belongs to D*. Then 
the set d,, f(x*) contains the vector 0; moreover, f ‘L (x*, 0, u*) 2 0. 
3.3. Remarks. Suppose in Theorem 3.1 that f is semismooth at x*; then 
the requirement hat v u be nonnegative for all u and all u in d,f(x*) 
reduces to “f’(x*; u) 3 0 for all u.” If f is also regular at x*, it reduces to 
“0 E af(x*).” 
We turn next to an example which bears upon Theorem 3.1. 
3.4. EXAMPLE. We give an example which shows that in Theorem 3.1 
we cannot replace f ‘L by f I;. 
Let g be as in Example 2.8. We let f(x) = j; g(t) dt for all x > 0 and we 
putf(x)=f(-x) for x<O. Next, we put h(x)=f(x)-ax2 for all x in R’. 
Then f is convex on R’ and so h is “strongly subsmooth” on R’ [lS, 
p. 3741 or “lower-C2” on R’ (see [14]). We observe also that h is of class 
C’ on R’ and that h(0) = h’(0) = 0. We have 
h;(O,O, l)=f’;(O,O, l)-;=A-+>O. 
Since h is even we find also that ht (0, 0, - 1) > 0. 
But, 0 is not a local minimizer for h(x); for every positive integer n, we 
have h(2/(3 ‘4”)) = - l/(90.16”) < 0. 
3.5. THEOREM. Let g,, g,, . . . . g, be real-valued functions which are of 
class C2 on W. Let C be a nonempty compact convex subset of R”. For each 
x in W and y in C, let L(x, y) = y .g(x), where g(x) is the vector in R” 
whose components are g,(x), g2(x), . . . . g,,,(x). Let x* belong to W and 
suppose that 
ax*, Yl) = Lb*, Y2) for all y, and y2 in C. (13) 
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Suppose also that for some v in R” we have 
VAX*, Y) = v, for all y in C. 
We define a function h on W by setting 
(14) 
h(x) = max{L(x, y): y E C}, XE w. (15) 
Then, ah(x*) = {v} and, for all u in R”, we have 
h”(x*, v, u)=max{+4~VZ,L(x*, y)u: yGCj. (16) 
Proof: The fact that dh(x*) = {v} follows from (13) and an appeal to 
[4, Theorem 2.8.21 or [ 19, Theorem 2.11. 
Now, we let ZJ belong to R” and suppose that {xk} converges to x*, (tk} 
converges to 0 with t, > 0 for all k, { ( xk - x*)/tk} converges to u, and { uk} 
converges to v with vk in ah(x,) for all k. For each k, there exists y, in C 
such that h(xk)= L(x,, yk). We can assume that (yk) converges to y* in 
C. In view of (13) and (14) we have 
h(xk) - h(x*) - u . (xk -x*) = L(x,, yk) - L(x*, yk) 
-v,w*, Yk).(Xk-X*) 
and so the sequence f [h(xk) - h(x*) - v. (xk - x*)1/t:} converges to 
$4 .V2L(x*, y*) u. Moreover, given any y in C, we have, from (15), 
L(x,, yk) = h(xk) 2 L(x,, y) and so, by use of (13) and (14) again, we 
obtain 
ux,, Y/J-Lb*, Yk) -v,L(x*, Yk) . (Xk -x*1 
z Jqx,, y) - qx*, y) -vJ@*, y) . (Xk - x*). 
This last inequality implies u .V2L(x*, y*) u> u .V’L(x*, y) u. The proof 
of (16) is complete. 
3.6. Remarks. With the aid of Theorem 3.5, we can show that certain 
other conditions for optimality can be expressed in terms of the second- 
order directional derivatives defined here. These other conditions include 
those in Ioffe’s theorems [20, Theorems 1 and 21 and Ben-Tal’s theorems 
[21, Theorems 3.2 and 4.11. We have discussed these matters in [ 11, 
Examples 3.10 and 3.111. Those discussions carry over, without change, for 
the present concepts of second derivative; this assertion is true because, in 
the context of Theorem 3.5, the value in [ 11, Lemma 3.81 for the earlier 
version of h” is simply half of the value given here in Theorem 3.5. The 
interested reader should therefore consult [ 11, Examples 3.10 and 3.111 for 
further details. 
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4. A SPECIAL CLASS OF FUNCTIONS 
4.1. Remarks. In Theorem 3.5, we have given a rule of computation for 
one class of functions. In this section, we derive a formula for f” for a 
special class of nonsmooth functions. 
We assume that W and x* are as before; we suppose that the function ,f 
has the form 
fCx)= f gi(hi(x)), xin W, (17) 
i= I 
where the functions gi and hi are as follows. It is assumed that 
hi(x) = max{h,,(x): j= 1, . . ..pi}. XE w, 
where, for each i, the real-valued functions hi1, hi*, . . . . h,, are of class C2 on 
W. Moreover, it is assumed that, for each i = 1, ,.., m, the real-valued 
function gi is of class C2 on a neighborhood (in R’) of the set hi(W). 
Finally, we assume that gi(h,(x*)) 9 0 for each i = 1, . . . . m. 
In [9], Ben-Tal and Zowe establish necessary and sufficient conditions 
for x* to be an unconstrained local minimizer for functions f of the type 
given in (17); their conditions are given in theorems which can be shown to 
be special cases of Theorems 3.1 and 3.2. The theorems in [9] are expressed 
in terms of a second directional derivative devised by Ben-Tal and Zowe. 
Given i = 1, . . . . m, we put, for x in W, 
Z,(x) = {j: hi(x) = h,(x) and 1 < j< pi}. 
Also, for each i = 1, . . . . m, we let S,(x) be the set of all wi= (w,i, wi2, . . . . wiP,) 
in RPf for which wii > 0 for each j, cJ”= i wii = 1, and for which wii = 0 if j is 
not in Z;(x). It is easy to check that each composed function gi 0 hi is regular 
at x* (since g((&(x*)) is nonnegative). According to Chain Rule I [4, 
p. 421, we have 
a(gi”h,)(X*)= gl(hi(X*)) ~ WiiVh,,(X*): WjEsjcx*)}. 
i ,=I 
Hence f is regular at x* and 
af(x*) = 2 f g;(h,(x*)) wiivh,,(x*): WiE s,(x*) . 
{ i=lj=l 1 
It follows similarly that 
df(X)G f f gpz,(x)) w,Vh,,(x): WiESi(X) ) 
1 i= 1 j= 1 > 
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for all x in W with x #x*. Given u in df(x*), we let S(x*, a) be the set of 
all w = (w,, w2, . . . . w,) such that wi belongs to S,(x*) for each i and 
u = f f g;(h,(x*)) w,vh,(x*). 
i=lj=l 
4.2. THEOREM. Suppose that f is us in (17), with gI(hi(x*)) 2 0 for each 
i= 1, . . . . m. Suppose u belongs to R” and v* belongs to a, f (x* ). Then 
f I’(x*, v*, u) exists and we have 
fv(X*, v*, u) =; f g:(hi(x*))[hj(x*; u)]’ 
r=l 
+ $ max 5 f wQg;(hj(x*))u .V2hg(x*)u: w E S(x*, u*)}. 
i=* j=l 
(18) 
Furthermore, there exists w* in S(x*, v*) which yields the maximum in (18) 
andfor which we have h:(x*; u) = Vh,,(x*) . u for all i and j such that w$ > 0. 
Proof: Suppose that {x,}, {uk}, and { tk} are sequences uch that tk > 0 
and ok belongs to af(x,) for each k, {xk} converges to x*, ( tk} converges 
to 0, (ok) converges to u*, and {(x,-x*)/t,} converges to U. We shall 
show that the sequence { [f (xk) -f (x*) - v* . (xk - x*)1/t:} admits a sub- 
sequence which converges to Q, where Q denotes the right member of (18). 
A moment’s thought will show that this is sufficient to complete the proof 
of(18). 
Thus, with xk, t,, and ak aS above, We let wk; in L!$i(xk) be such that 
Ok = f f d(hi(xk)) Wkij V&k); 
i=lj=l 
we have 
w,,j>o Only if hi(Xk) = h,(x,). (19) 
By passing to subsequences if necessary (with no change in subscripts 
notation), we may assume that { wki}k converges t0 W,? for each i = 1, . . . . m. 
Ifj does not belong to Ii then j fails to belong to Zi(xk) for all large k; 
hence, w@= 0 for all large k and so w$ = 0. It follows that w* belongs to 
S,(x*) for each i. And, since 
U* = lim rk = 2 5 g:(h,(x*)) w; VhV(x*), 
i=)j=l 
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we infer that w* = (w:, . . . . wz) belongs to S(x*, u*). By passing again to 
subsequences, we can also require that if w$ > 0 then wkj, > 0 for all k and 
Ii E 1,(x*) for all k. 
We shall show now that (for the subsequence just selected) we have 
lim[f(x,) -f(x*) - u* (xk -x*)1/t: 
=; ,c, gl’(w*))Cux*; u)l’ 
+; f ,f g;(h,(x*)) W$U mzl,(x*) u. (20) 
,=I,=1 
We have 
1 VI 
+ji:l g:‘(hi(x*))(rhi(x,)-hi(x*)12 
+ 2 o(lhi(Xk)-hj(X*)12) 
,=I 
- ,!,,!, gl(w*)) w$ wj(x*). (Xk - x*1. (21) 
We verify that it follows from (19) that for large k 
t&(x,)= f Wpii(Xk); /2,(x*)= $ w&(x*). (22) 
/=I j= I 
In (21), we now use (22) to replace the first term on the right side by 
we then divide both sides of the resulting version of (21) by t: and compute 
the limit on k. The result of this computation is (20). 
The proof of (18) will be complete as soon as we can prove that the right 
member of (20) must in fact equal Q. So, let w belong to S(x*, u*). 
From (22), we infer 
hi(Xk) -/2,(x*) = f w$[hij(x,) - h&x*)] 
,=l 
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and 
hi(Xk) - II; 3 5 Wii[hii(Xk) -h&x*)]. 
J=l 
We use Taylor expansions and the inequalities gl(h,(x*)) 2 0 to derive 
Both w* and w belong to S(x*, u*) and so we infer 
,!, $, g:(kb*)) w+ .v2h&x*) u 2 i f g:(h;(x*)) WQ2.d .V2h,,(x*) u. 
i= 1 j= 1 
This last inequality, which holds for all w in S(x*, u*), implies that the 
right member of (20) is equal to Q. 
Finally, if w$ > 0 then wkii > 0 for all large k; hence, the final statement 
of the theorem follows from (19). 
4.3. Remarks. We now give the connection between the formula given 
for f”(x*, II*, u) in Theorem 4.2 and the second derivative introduced by 
Ben-Tal and Zowe [9]. Given a direction II in R” and a “second-order 
direction” z in R”, Ben-Tal and Zowe [9, p. 731 define 
f;;Z(X *; u, z) = !iLy [f(x* + tu + Pz) - f(x*) - ff’(x*; u)]/t2, 
in case the limit exists. With f as in (17), Ben-Tal and Zowe prove [9, 
p. 741 that f &(x*; U, z) exists; furthermore, they give an explicit formula 
for f gz(x*; U, z), which we shall not present here. 
4.4. THEOREM. Suppose that f is as in (17), with gl(hi(x*)) Z 0 for each 
i = 1, . . . . m. Suppose that u belongs to R” and v* belongs to a,f(x*). Then 
-f “(X*, u*, u) is equal to the value of the conjugate function off Lz(x*; u, .) 
computed at v = v*; that is, we have 
-f “(X*, v*, u) = sup{ v* . z -f ;=(x*; u, z): z E R”}. 
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ProoJ The proof is almost exactly the same as the proof of the 
analogous result given earlier [ 11, Theorem 4.41. 
We refer the interested reader to that proof. 
5. CONCLUSION 
Since this paper is “parallel” to the author’s earlier work [ 111 on the 
same subject, we must offer some comparison between the second-order 
directional derivatives defined here and those defined earlier in [ 111. Let 
f+ ^I’ and TY denote the upper and lower second directional derivatives 
defined in [ 111; whenf’; and fY are equal, we denote their common value 
by f”. 
First, note that for the functions considered in Theorems 3.5 and 4.2 we 
have f U = -$“; see [ 11, Lemma 3.9 and Theorem 4.21. In general, however, 
the relationship does not seem to be so simple. For example, for the 
function f considered here in Example 2.8, we have f '; (0, 0, 1) = &, 
f’!+ (0, 0, 1) = 3, f ‘1(0,0, 1) = $, and fY(O, 0, 1) = 4. The two different con- 
cepts can even yield results of opposite signs. Let ,f be as in Example 2.8 
and then put h(x) = f(x) - x2/5. We have 
K(O,O, I)= f" (O,O, 1)-4=&O, 
while, from [ 11, Example 3.61, we have 
h”(0, 0, 1) = .i‘“- (0, 0, 1) - ; = -A < 0. 
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