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Une activité majeure dans la planification et l'exploitation du réseau électrique 
est d'en tester la stabilité transitoire relative à des perturbations. Canalyse de la sta- 
bilité transitoire traite de la capacité d'un réseau électrique à atteindre un régime 
permanent acceptable (point de fonctionnement) suite à une perturbation. Cana- 
lyse de la stabilité transitoire demeure effectuée, presqu'exclusivement, dans les 
compagnies d'électricité, au moyen de techniques d'intégration numérique pas-à- 
pas. Dans ces simulations, le comportement du réseau est évalué afin d'en détermi- 
ner la stabilité et les Limites de fonctionnement. Cette approche temporelle possède 
plusieurs avantages: 1) elle est directement applicable, quel qu'en soit le niveau de 
détail des modèles de réseaux, 2) toutes les informations sur les variables d'état pen- 
dant le régime transitoire aussi bien que le régime permanent sont disponibles, 3) les 
résultats de simulations peuvent directement être interprétés par les utilisateurs, 4) 
les mécanismes d'instabilité peuvent être examinés en détail. Toutefois, le princi- 
pale inconvénient de cette pratique est qu'elle nécessite un grand nombre d'intégra- 
tions numériques durables des systèmes d'équations différentielles et d'équations 
algébriques, rendant, de ce fait même, difficile l'atteinte d'une performance accepta- 
ble dans la simulation en temps réel des grands réseaux. 
De nombreux efforts ont été consentis à accélérer les simulations de stabilité 
transitoire basées sur des méthodes de réduction du réseau, des techniques numén- 
viii 
ques améliorées de résolution, des ensembles logiciels d'automatisation des proces- 
sus de recherche de la limite de stabilité, le traitement parallèle et les applications 
des réseaux neuronaux. Toutefois, l'analyse de la sécurité dynamique se fait toujours 
hors ligne, et il existe toujours une motivation considérable de rechercher de 
manière permanente une méthode supérieure de calcul pour l'analyse de la stabilité. 
Dans la présente thèse, deux nouveaux algorithmes de simulations de stabilité 
transitoires sont proposés. Utilisant l'approche simultanée implicite, Les deux algo- 
rithmes sont basés sur la réduction du système résultant en moins d'opérations arith- 
métiques qui, conséquemment, augmentent la vitesse des simulations de stabilité 
transitoire. Dans la première méthode, le système réduit équivalent est dense et ne 
peut être applicable pour des techniques creuses normalement utilisées dans les 
réseaux électriques, bien que de telles méthodes associées en traitement parallèle 
pourraient vraisemblablement améliorer la vitesse de résolution. Cependant, dans 
la deuxième approche, le caractère creux est préservé permettant ainsi l'utilisation 
des techniques traditionnelles de calcul de matrices creuses. Les résultats de simula- 
tion obtenus sur le réseau d'essai à 9 barres du Conseil de Coordination du Système 
de l'Ouest (WSCC), avec des modèles complexes de  machine, différents types de 
charges nonlinéaires et différentes valeurs de  pas d'intégration (A t )  ont montré que 
les deux techniques proposées sont précises et sont capables de donner de bonnes 
qualités de simulation comparées à ST600, le programme commercial de stabilité 
transitoire développé et utilisé par Hydro-Québec. Le nombre estimé d'opérations 
arithmétiques par itération est utilisé pour quantifier le gain et les avantages de ces 
deux approches proposées. Comparés à d'autres algorithmes traditionnels existants, 
le temps de simulation envisagé est considérablement réduit. 
ABSTRACT 
IMPROVED ALGORITHMS FOR ACCELERATING 
TRANSIENT STABILITY SIMULATION 
A major activity in utility system planning and operations is to test system tran- 
sient stability relative to disturbances. Transient stability analysis is concerned with 
a power system's ability to reach an acceptable steady-state (operating condition) 
foilowing a disturbance. Transient stability analysis is performed in power compa- 
nies almost exclusively by means of step-by-step numerical integration techniques. 
In these simulations, the behaviour of a present or proposed power system is eva- 
luated to determine its stability or its operating limits. This tirne-domain approach 
has several advantages: 1) it is directly applicable to any Ievel of detail of power sys- 
tem models, 2) al1 the information of state variables during transient as well as 
steady-state is available, 3 )  simulation results can be directly interpreted by system 
operators, 4) instability mechanisms can be examined in detail. However, the main 
disadvantage of this practice is that it requires intensive time-consuming numerical 
integration, and is therefore not yet suitable for on-line applications. 
Many efforts have been made to speed up transient stability simulations includ- 
ing different solution techniques, software frameworks for mechanizing Iimit-search 
processes, parallel processing, and neural network applications. However, dynamic 
security analysis is still performed off-line where there is always much interest in 
bringing those studies to the on-iine system control environment. A high-speed, 
real-time or, preferably, faster-than-real-time transient stability simulation is there- 
fore highly desirable at the present time. Moreover, compactness and flexibility are 
necessary attributes in order to mode1 large networks and perform simulations of 
various power system phenomena. Thus there is always considerable incentive to 
find superior calculation methods for stability analysis. 
In this thesis, two new algorithms to speed up transient stabiiity simulations are 
proposed based on the simultaneous implicit approach. Both algorithms employ sys- 
tem reduction resulting in fewer anthmetic operations, and consequently, increasing 
the speed of transient stability simulations. in the first method, the equivdent 
reduced system is dense and is not suitable for spane techniques normally used in 
power systems, though it would likely improve the speed of solution of parallel pro- 
cessing techniques. In the second approach, sparsity is preserved ailowing the use of 
solution techniques traditionally applied to sparse matrices. Results from the West- 
ern System Coordinating Council (WSCC) nine-bus test system with complex 
machine models, different types of nonlinear loads, and different values of step size 
( A t ) ,  show that both techniques are efficient and provide high quality of simulation 
when compared to those obtained from ST600, the commercial transient stability 
program developed and used for many years by Hydro-Quebec. The estimated num- 
ber of arithmetic operations per iteration is used to quantify the gain and advantages 
of these two proposed approaches. Compared to other existing traditional methods, 
simulation time is considerably reduced. 
TABLE DES M A ~ È R E s  
Pages 
ABSTRACT .......................................................ix 
TABLE DE MATIÈRES ............................................ xi 
. LISTEDESANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - x v i  
LISTE DES FIGURES ............................................. xvii 
. . 
LISTE DES TABLEAUX ............................................ xxii 
-.. 
LISTE DES SYM33OLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xmi 
LISTEDESACRONYMES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - . x x v i  
xii 
INTRODUCTION ................................................. 1 
................................... 1.1 . Les méthodes directes - 4  
................................ 1.2 . Les méthodes temporelles - 6  
....................... . 1.3 Techniques de réduction d'un système 9 
. . . . . . . . . . . . . . .  1.4 . Techniques améliorées de résolution numérique 10 
.................................... 1.4.1 La méthode BPA 10 
.................... 1-42  Une solution de matrice complexe-Y 12 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1-43 Pas d'intégration variable 13 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.4.4 Méthodes fréquencielles 16 
........... 1.5 . Mécanisation de la procédure de recherche de limite 17 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.6 . Traitement parallèle 19 
. . . . . . . . . . . . . . . .  1.7 . Application des réseau de neurones artificiels 28 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.8 . La présente thèse - 3 3  
........................... . 1.9 Les contributions de cette thèse - 3 7  
.............................. 1.10 . Autres contributions relatives 39 
. . . . . . . . . . . . . . . . . . . . . . . . . .  CHAPITRE 1 STABILITÉ TRANSITOIRE 42 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.1 Introduction - 4 2  
1.2 Algorithmes utilisés dans les simulations de la stabilité transitoire 43 
........... 1.3 La formulation du problème de stabilité transitoire - 4 7  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.3.1 Le réseau - 4 7  
1.3.2 Lacharge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48 
....................................... 1.3.3 Le générateur 51 
......................... 1.3.3.1 Le système d'interface 52 
. . . . . . . . . . . . . . . . . . . . . . .  1.3.3.2 Le système mécanique - 5 4  
. . . . . . . . . . . . . . . . . . . . . . . . . .  1.3.3.3 Le système machine - 5 5  
........................ 1.3.3.4 Le système d'excitation 55 
..................... 1.3.3.5 Le système de stabilisation 56 
1.3.3.6 Le système turbine ........................... - 5 7  
1.4 Choixd'algorithme ...................................... - 5 8  
......................... 1.5 C approche implicite simultanée (SI) 59 
............................... 1.5.1 Méthode de résolution 61 
1.5.2 Une matrice-Y complexe pour le problème de stabilité 
.......................................... transitoire 72 
.............................................. 1.6 Conclusion 76 
. . . . . . . . . . . . .  CHAPITRE 2 L'APPROCHE IMPLICITE SIMULTANÉE 78 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.1 Introduction 78 
........ 2.2 Capproche implicite simultanée: méthode de résolution 78 
................ 2.3 Calcul des matrices et des vecteurs du système 82 
2.3.1 La matrice d'admittance du réseau, Y . . . . . . . . . . . . . . . . . . .  82 
2.3.2 La matrice diagonale d'admittance de charge, YL . . . . . . . . .  82 
2.3.3 Équations du générateur: construction de [AG], [BG] et & . 83 
2.3.3.1 Les équations mécaniques ..................... 84 
. . . . . . . . . . . . . . . . . . . . . . .  2.3.3.2 Les équations de tension 86 
2.3.3.3 Les équations de puissance . . . . . . . . . . . . . . . . . . . . .  87 
............. 2.3.3.4 Les équations d'interface de tension 88 
. . . . . . . .  2.3 3.5 Un système d'équations algébriques pures 88 
2.3.4 La matrice de rotation de courant, [CG(t)] . . . . . . . . . . . . . . .  93 
2.3.5 La matrice équivalente d'admittances du générateur, [YG ] . 94 
xiv 
................ 2.3.6 La matrice d'admittance du système. [Y, 1 94 
2.3.7 Les résidus de courant dus aux charges nodinéaires. & . . -95  
2.3.8 Le vecteur résiduel. l; ................................ 96 
2.3.9 Résolution de l'équation d'écoulement de puissance . . . . . . .  96 
. . . . . . . . . . . . . . . .  2.3.10 Calcul des variables des générateurs. & 97 
................................. 2.3.11 Test de convergence 98 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.4 Un exemple d'application 98 
. . . . . . . . . . . . . . . . . . . . . . . . .  2.4.1 Le réseau à 9 barres de WSCC 98 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.4.2 Résultats de simulation 100 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.5 Conclusion 101 
CHAPITRE 3 UN SYSTÈME RÉDUIT ET DENSE POUR LES SIMU- 
LATIONS EN STABILIT~? TRANSITOIRE . . . . . . . . . . . . . .  105 
............................................. 3-1 Introduction 105 
. . . . . . . . . . . . . . . . . . . . . . .  3.2 Un système équivalent réduit et dense 106 
. . . . . . . . . . . . . . . . . . . . . . . . .  3.3 Application de I'approche proposée 110 
. . . . . . . . . . . . . . . . . . . . . . . . .  3.3.1 Charge à impédance constante 111 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3.2 Charge à courant constant 112 
. . . . . . . . . . . . . . . . . . . . . . . . . .  3.3.3 Charge à puissance constante 113 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 Traitement des discontinuités 117 
. . . . . . . . .  3.5 La recherche de limite à partir de l'approche proposée 120 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6 Legain 126 
.... 3.6.1 Gain de l'approche proposée avec inversion matricielle 126 
3.6.2 Gain de l'approche proposée avec utilisation de LDU . . . . .  130 
.............................................. 3.7 Conclusion 134 
CHAPITRE 4 UN SYSTÈME RÉDUIT ET CREUX POUR LES SIMULA- 
................ TIONS EN STABILITÉ TRANSITOIRE 135 
4.1 Introduction ............................................. 135 
4.2 Un système réduit et  creux ................................. 136 
4.3 Prédiction de tension ..................................... 139 
4.4 Application et résultats .................................... 141 
................ 4.5 Ceffet de la grandeur du pas d'intégration (At )  145 
.......... 4.6 Traitement de l'erreur dans le cas d'un grand pas (At)  147 
4.7 Traitement des discontinuités ............................... 147 
........... 4.8 Recherche de Limite à partir de la méthode proposée 149 
4.9 Legain ................................................. 152 
4.9.1 Gain de l'approche proposée avec inversion matricielle .... 152 
4.9.2 Gain de l'approche proposée avec utilisation de LDU . . . . .  156 
4.1 1 Conclusion .............................................. 161 
CONCLUSION ................................................... 162 
.......... C-1 . Première méthode proposée (Système Réduit Dense) 166 
........... C-2 . Seconde méthode proposée (Système Réduit Creux) 167 
. . . . . . . . . .  C-3 . Comparaison détaillée entre les algorithmes proposés 168 
................ . C-4 Recommandation pour des futures recherches 173 
C-4.1 Application des algorithmes proposés dans les grands 
........................... réseaux d'énergie électrique 173 
C-42Investigations d'une approche de la simulation de la stabi- 
........ lité transitoire basée sur le traitement parallele 174 
xvi 
LISTE DES ANNEXES 
........................................ ANNEXE A: Article no . 1 190 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ANNEXE: B: Article no . 2 197 
ANNEXE C: Une autre méthode innovatrice pour la réalisation de 
simulations en stabilité transitoire au moyen du calcul 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  parallèle distribué 204 
ANNEXE D: Représentation d'un générateur à pôles saiilants .......... 220 
................ ANNEXE E: Représentation d'un circuit d'excitation 225 
. . . . . . . . . . . . . .  ANNEXE F: Représentation d'un circuit de stabilisation 229 
ANNEXE G: Représentation d'une turbine hydraulique . . . . . . . . . . . . .  232 
xvii 
LISTE DES FIGURES 
Figure 1.1 Modéle générique du générateur. . . . . . . . . . . . . . . . . . . . . . . . .  -51 
Figure 1.2 Reférenciel de transformation définition de l'angle de rotor 6. 53 
Figure 2.1 Simplified flowchart of a transient stability program using the SI 
approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81 
. . . .  Figure 2.2 Le système algébrique d'un générateur de modèle simple 89 
. . . . . . . . . . . . . . . . . .  Figure 2.3 Le réseau d'essai à neuf barres de WSCC. 99 
Figure 2.4 Résultats de simulation de stabilité transitoire par Matlab 
pour le réseau d'essai à neuf barres de WSCC avec des machi- 
nes simples, charges linéaires (impédance constante) et 
At=0.5 cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  102 
Figure 2.5 Résultats de simulation de stabilité transitoire par Matlab 
pour le réseau d'essai à neuf barres de WSCC avec des machi- 
nes complexes, charges nonlinéaires (courant constant) et 
At= i cycles. ......................................... 103 
xviii 
Figure 2.6 Résultats de simulation de stabilité transitoire par Matlab 
pour le réseau d'essai à neuf barres de WSCC avec machines 
complexes, charges nodinéaires (puissance constante) et 
.......................................... At=2 cycles. 104 
Figure 3.1 Organigramme simplifié du programme de stabilité transitoire à 
. . . . . . . . . . . . . . . . . .  partir de l'approche système réduit et dense. 109 
Figure 3.2 Résultats de simulation en stabilité transitoire par la méthode 
du Système Réduit Équivalent pour le réseau à neuf barres de 
WSCC avec des machines complexes, les charges linéaires e t  
......................................... At=0.5 cycle. 114 
Figure 3 3  Résultats de simulation en stabilité transitoire par la méthode 
du Système Réduit Équivalent pour le réseau à neuf barres de 
WSCC avec des machines complexes, les charges nonlinéaires 
. . . . . . . . . . . . . . . . . . . . . . . .  (courant constant) et At= l  cycle. 115 
Figure 3.4 Résultats de simulation en stabilité transitoire par la méthode 
du Système Réduit Équivalent pour le réseau à neuf barres de 
WSCC avec des machines complexes, les charges nonlinéaires 
(puissance constante) et At=2 cycles. . . . . . . . . . . . . . . . . . . . . .  116 
xix 
Figure 3.5 Effet des discontinuités sur l'approche du Système Réduit 
............................................ Équivalent. 11 8 
Figure 3.6 Traitement des discontinuités en utilisant le système complet 
.................... initial aux moments de discontinuités. 119 
Figure 3.6 Traitement des discontinuités par le procédure répétitive de 
résolution. ............................................ 120 
Figure 3.7 Recherche de limite utilisant l'approche du Système Réduit 
Équivalent pour le réseau à 9 barres de la WSCC avec modèles 
détaillés des machines, des charges nonhéaires (puissance 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  constante) et At=0.5 cycles. 124 
Figure 3.8 Recherche de limite (dans le cas d'un accroissement de l'impé- 
dance de ligne) par la méthode du Système Réduit Équivalent 
pour le réseau à 9 barres de la WSCC avec modèles détaillés 
des machines, des charges nonlinéaires (courant constant) et 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  At=OS cycles. 125 
Figure 4.1 Organigramme simplifié du programme de stabilité transitoire à 
. . . . . . . . . . . . . . . . . . . .  partir de l'approche système réduit creux. 138 
Figure 4.2 Résultats de simulation de stabilité transitoire à partir de l'ap- 
proche du Système Réduit Creux pour le réseau d'essai WSCC 
à 9 barres comprenant les modèles complets des machines, des 
charges nonlinéaires (courant constant) et At=0.5 cycle. . . . . .  142 
Figure 4.3 Résultats de simulation de stabilité transitoire à partir de I'ap- 
proche du Système Réduit Creux pour le réseau d'essai WSCC 
à 9 barres comprenant les modèles complets des machines, des 
. . . . .  charges nonlinéaires (courant constant) et At=OS cycle: 143 
Figure 4.4 Résultats de simulation de stabilité transitoire à partir de l'ap- 
proche du Système Réduit Crew pour le réseau d'essai WSCC 
à 9 barres comprenant les modèles complets des machines, des 
. . . . .  charges noniinéaires (courant constant) et At=0.5 cycle: 144 
Figure 4.5 Leffet de la grandeur du pas d'intégration At sur I'approche du 
Système Réduit Creux:. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  146 
Figure 4.6 Traitement de l'erreur dans le cas d'un grand pas d'intégration 
.............. At dans I'approche du Système Réduit Creux. 148 
Figure 4.7 Recherche de Iimite utilisant I'approche du Système Réduit 
Crew pour le réseau à 9 barres de la WSCC avec modèles 
détaillés des machines, des charges nonlinéaires (puissance 
xxi 
constante) et At=OS cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 
Figure 4.8 Recherche de Limite (dans le cas d'un accroissement de l'impé- 
dance de ligne) par la méthode du Système Réduit Creux pour 
Ie réseau à 9 barres de la WSCC avec modèles détaillés des 
machines, des charges nonhéaires (puissance constante) et 
At=0.5 cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151 
xxii 
LISTE DES TABLEAUX 
Tableau 1.1 Différentes approaches fondamentales dans l'analyse de la 
................. stabilité transitoire d'un réseau électrique. 46 
Tableau 1.2 Comparaison entre les quatres méthodes de simulation de 
la stabilité transitoire. .................................. 47 
Tableau 2.1 Donnés de stabilité pour des modèles simples de machines. ... 99 
Tableau C-1 Nombre d'itérations nécessaires à chaque pas d'intégration 
pour le réseau à 9 barres de la (WSCC). . . . . . . . . . . . . . . . . . .  172 
Tableau C-2 Nombre estimé d'opérations arithmétiques nécessaires à 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  chaque pas de discrétisation. 172 
Tableau C-3 Gain anticipé des deux algorithmes proposés en utilisant le 
nombre estimé d'opérations arithmétiques nécessaires à 
............................. chaque pas de discrétisation. 172 
Tableau C-4 Gain anticipé estimés des deux algorithmes proposés pour 
un système à 1000 barres avec 100 générateurs et une 
moyenne de 5 itérations par pas de discrétisation. . . . . . . . . . .  173 
xxiii 
LISTE DES SYMBOLES 
[YI La matrice d'admittance du réseau 
- v - Le vecteur des tensions aux barres du réseau 
L. Le vecteur des courants de charge 
Le vecteur des courants des générateurs 
P i  Q ,  Si Les puissances active, réactive et apparente de la charge à la barre i 
Vd, V,, 6, Iq Les tensions et les courants d'axes d- et d'axe q- du générateur 
- 
v,, 7- La tension et le courant du générateur i 
VF La tension de champ 
F/s La tension de sortie du stabilisateur 
4 l'angle de la machine i 
WL La vitesse angulaire de la machine i [radk] 
ao La vitesse synchrone 
4 Le constante d'inertie du générateur et de la turbine à la barre i 
Di Le constante de friction de la machine 1 
p ~ i  La puissance mécanique fournie par la turbine à la barre i 
P E ~  La puissance électrique fournie par la machine i 
vfi, h Les parties réelle et imaginaire de la tension du générateur i 
[TgiI Une matrice de rotation 
xxi v 
Le vecteur des variables d'état de la machine 
Le vecteur des autres variables de la machine 
Le vecteur des variables d'interface, &, Vqi, Idi, Iqi, VFi, G, di, PE~, ~ i >  P M ~  
Le vecteur des variables d'état de l'excitateur 
Le vecteur des autres variables de l'excitateur 
Le vecteur des variables d'état du stabilisateur 
Les autres variables du stabilisateur 
Le vecteur d'état des variables de la turbine 
Le vecteur des autres variables de la turbine 
Vecteur d'état de toutes les variables du générateur i: &i, &, &, & 
Le vecteur des autres variables du générateur i: &fi> & y  Eji 
Matrice coefficient de toutes les équations des générateurs 
Matrice d'interface de tension 
Matrice d'interface de courant 
Vecteur des valeurs connues et des nonlinéarités des générateurs 
Vecteur associé des variables des générateurs 
Matrice diagonale contenant les admittances équivalentes des charges 
Vecteur des résidus de courant dûs aux charges 
Une matrice diagonale représentant les admittances des générateurs 
Vecteur de dimension (n&) représente les tensions des générateurs 
Vecteur de dimension (nLxi) représente les tensions d'autres noeuds 
Valeurs prédites des tensions des noeuds de non génération. 
Constantes reflétant le type de la charge 
Pas d'intégration 
xxv 
Mesure de convergence 
Nomre des barres dans le réseau 
Nombre de noeuds de génération 
Nombre d'autres noeuds (noeuds de nongénération) 
Nombre d'itérations 
Nombre des multiplications per itération 
Nombre des multiplications per pas 
Le gain 
Le nombre d'entrées non-nulles de la matrice triangulaire haute de 
[Y,], avant réorganisation 
Le nombre d'entrées non-nulles de la matrice triangulaire haute de 
[Y,], après réorganisation 
Constante illustrant la connectivité du système 
xxvi 















Electric Power Research Institute 
Electromagnetic Transient Direct Current 
Electromagnetic Transient Program 
Western System Coordinating Council 
Réseau de Neurones Artificiels 
Bonneville Power Administration 
Institut de Recherche d'Hydro-Québec 
Le logiciel d'analyse de stabilité transitoire utilisé par Hydro-Québec 
La méthode de factorisation utilisée pour les matrices creuses 
Gradient Conjugué 
Very Dishonest Newton method 
Estimateur de Limites de Sécurité Automatisé 
Fast Fourier Transforrn 
Variable Order Variable Step algorithm 
INTRODUCTION 
Le réseau d'énergie électrique est continuellement l'objet de diverses pertur- 
bations. Parmi celles-ci l'on relève des perturbations événementielles relatives à des 
incidents survenus sur le réseau e t  ceux dus à la charge. Les perturbations événe- 
mentielles comprennent l'ouverture des générateurs, les courts-circuits d'origine 
atmosphérique et  autres, les variations brusques de grandes charges ou toute combi- 
naison de tels événements. Les perturbations événementielles conduisent habituel- 
lement à une modification de la configuration du réseau d'énergie électrique. Les 
perturbations dues à la charge, par contre, sont de petites fluctuations aléatoires de 
la demande énergétique. Dans ce dernier cas, la configuration du réseau demeure 
en général inchangée après la perturbation. Les récentes orientations vers l'utilisa- 
tion optimale des instaliations de production et de transmission existantes ont per- 
mis de mettre en relief les effets de telles perturbations sur la sécurité des réseaux 
électriques [Chiang, Chu et Cauley, 19951. 
La planification de réseau et la planification de l'exploitation de réseau sont 
conduites de manière à permettre au dit réseau de faire face et supporter les effets 
de certains défauts. Le Conseil Nord Américain de Fiabilité Électrique définit la 
sécurité comme étant la prévention des ouvertures en cascade lorsque le réseau prin- 
cipale est sujet à de sévères perturbations [Chiang, Chu et Cauley, 19951. Le critère 
spécifique qui doit être satisfait est fixé par les conseils individuels de fiabilité. Cha- 
que conseil établit les types de perturbations que le réseau peut supporter sans 
ouvertures en cascades. La perturbation à être supportée par un réseau donné défi- 
nit le critère au moyen duquel la sécurité du réseau est assurée. 
Ainsi donc, l'analyse de la sécurité d'un réseau électrique est liée à sa réponse 
en régime dynamique ou en régime permanent suite à des perturbations. En analyse 
de sécurité dynamique, la transition de la condition d'exploitation existante à la nou- 
velle condition d'exploitation et le fait que pendant le régime transitoire il ne doit 
pas y avoir des ouvertures en cascade sont des considérations d'intérêt. En analyse 
de sécurité statique, la transition à une nouvelle condition d'exploitation est suppo- 
sée satisfaite et l'analyse est beaucoup plus axée sur les contraintes d'exploitation et 
d'ingénierie (surcharge, surtension, etc.). De nos jours, l'environnement d'exploita- 
tion du réseau a contribué à rehausser l'intérêt croissant dans l'évaluation dynami- 
que des réseaux d'énergie électrique. De manière plus explicite, ceci est dû au fait 
que la plupart des effondrements des réseaux électriques sont causés par des problè- 
mes relatifs aux comportements dynamiques des dits réseaux suite des événements 
survenus en leur sein [Ewart, 19781. 
Assurer la sécurité dynamique du réseau est le problème multi dimensionnel 
dans lequel les limites thermiques, de stabilité dynamique, de stabilité transitoire, de 
chute de tension voire de faisabilité d'écoulement sont interpellées. En plus, l'éner- 
gie adéquate et une certaine capacité des réserves doivent être disponibles; la 
réponse en fréquence des régulateurs combinée à la caractéristique de charge devra 
être telle que la plage des variations de la fréquence soit maintenue dans des limites 
sécuritaires. Cette tâche est plus compliquée et difficile à réaliser du fait de la ten- 
dance mondiale vers le libre accès aux réseaux de transmission [Chiang, Chu et 
Cauley, 19951 qui motive les prestateurs de services à s'évertuer à transiter, plus que 
jamais imaginé, de plus grandes quantités de puissance à travers les lignes de trans- 
mission et autres équipements. 
Canalyse de la stabilité transitoire traite de la capacité d'un réseau électrique à 
atteindre un régime permanent acceptable (point de fonctionnement) suite à une 
perturbation. Le réseau, dans ces conditions, peut être considéré comme étant dans 
une processus de changement de configuration en trois phases: de la pré-contingen- 
tielle, à la contingencielle, puis à la post-contingentielle. Durant la pré-contingen- 
tielle, le réseau est habituellement dans un régime permanent stable. Le défaut sur- 
vient (i.e. un court-circuit) et le réseau fonctionne alors dans les conditions de défaut 
avant que celui-ci ne soit éliminé par le dispositif de protection. Canalyse de la sta- 
bilité est l'étude qui consiste à savoir si les trajectoires des paramètres d'intérêt 
convergent vers un régime permanent acceptable après un temps suffisamment long 
de la période post-contingentielle. 
Les problèmes de stabilité transitoire sont devenus une contrainte majeure 
d'exploitation dans des régions spécifiques d'Amérique du Nord qui dépendent des 
transferts à longue distance du réseau principal, comme dans le cas de la plupart des 
régions interconnectés de l'Ouest (Western Interconnection) et Hydro-Québec, et 
des interfaces entre les grandes alimentations en énergie hydro-électrique au 
Canada et les régions surchargées au sud, telles que Québec-Ontano/New York et 
Manitoba/Minnesota [Chiang, Chu et Cauley, 19951. Les problèmes de stabilité tran- 
sitoire ont été également posés dans les régions de type péninsulaire qui ne sont pas 
solidement connectées au reste du réseau électrique comme dans la moitié sud de la 
Floride. Plusieurs systèmes de production individuelle et des régions locales à faible 
limites de stabilité transitoire pour certaines perturbations y ont été mis sur pied. 
Avec I'accroissement remarqué du nombre et du volume des transits sur les réseaux 
principaux, la tendance actuelle est, pour bien plus de parties des réseaux inter- 
connectés, la préoccupation à l'égard des considérations de stabilité transitoire et de 
stabilité long-terme [Chiang, Chu et Cauley, 19951. Celles-ci seront progressivement 
des contraintes incontournables à évaluer en matière de transfert d'énergie à longue 
distance découlant de la libération (déréglementation) des réseaux de transport 
d'énergie. 
Une importante activité dans la planification et l'exploitation du réseau électri- 
que est de tester la stabilité transitoire ou long-terme de ce dernier par rapport à des 
perturbations. Les logiciels d'analyse de stabilité transitoire ou long-terme sont en 
train d'être utilisés par des ingénieurs des services de planification et d'exploitation 
pour prédire le comportement du réseau suite à diverses perturbations. Dans ces 
simulations obtenues, le comportement du réseau étudié actuel, ou proposé, est éva- 
lué dans le but de déterminer sa stabilité ou ses limites d'exploitation [Marceau, 
19931. D'importantes conclusions et décisions, basées sur les résultats de l'étude de 
la stabilité, sont ainsi tirées. 11 est dès lors important de s'assurer que les résultats 
d'étude de stabilité sont d'autant plus précise et que la simulation elle-même le plus 
rapide possible. Dans cette thèse, nous nous préoccupons principalement d'aigonth- 
mes de simulations en stabilité transitoire. Les méthodes d'analyse de la stabilité 
transitoire peuvent être classifiées en deux grandes catégories: les méthodes dites 
directes et les méthodes d'approche temporelle. Où il est important de noter que, 
pour de nombreuses raisons valables que nous verrons plus loin, les algorithmes 
pour les approches temporelles en stabilité transitoire ont tendance à servir à l'étude 
de la stabilité long-terme pour l'analyse des mécanismes et des limites d'effondre- 
ment de tension. 
Lapproche directe d'analyse de la stabilité transitoire utilisant une sorte de 
fonction énergie a été originalement proposée par Magnusson [Magnusson, 19471 à 
la fin des années 1940, et poursuivie dans les années 1950 par Aylett [Aylett, 1958 ] et 
dans les années 1960 par Gless [Gless, 19661, El-Abiad et Nagappan [El-Abiad et 
Nagappan, 19661. Contrairement 5 l'approche temporelle, les méthodes directes 
cherchant à déterminer directement la stabilité du réseau à partir des fonctions éner- 
gie. Ces méthodes déterminent en principe si oui ou non le système restera stable 
une fois le défaut éliminé en comparant l'énergie du système (lorsque le défaut est 
éliminé) à une valeur critique d'énergie. Les méthodes directes non seulement per- 
mettent de gagner un temps requis au calcul pas-à-pas que nécessite l'analyse tem- 
porelle de la stabilité durant l'étape post-contingentielie, mais donnent également 
une mesure quantitative de mesure du degré de stabilité du système. Cette informa- 
tion additionnelle rend les méthodes directes très intéressantes surtout lorsque la 
stabilité relative de différentes installations doit être comparée ou lorsque les limites 
de stabilité doivent être évaluées rapidement. Les méthodes directes peuvent 
atteindre ce but [Chiang, Chu et Cauley, 19951, et elles offrent en plus plusieurs avan- 
tages clés en réalisant une estimation en temps réel de la stabilité à partir de la confi- 
guration existante du réseau et des données d'état estimées en temps réel. Un avan- 
tage clé de  ces méthodes est leur abilité dans l'évaluation du degré de stabilité (ou 
d'instabilité). Le second avantage est leur capacité à calculer la sensibilité de la 
marge de stabilité à divers paramètres du réseau, permettant ainsi un calcul efficient 
des limites d'exploitation [Chiang, Chu et Cauley, 19951. 
Toutefois, une limitation majeure des méthodes directes a été la simplicité des 
modè!es utilisés dans leurs diverses implantations. Une autre Limitation est que les 
méthodes directes ne s'appliquent qu'à la première instabilité et ne donnent de 
réponse temporelle d'aucune des variables d'état de la période post-contingentiel- 
les. En définitive, les méthodes directes sont réputées non pratiques pour l'analyse 
des grands réseaux avec des modèles complets des machines [Chiang, Chu et Cauley, 
19951; la simulation temporelle demeure encore de nos jours la méthode la plus 
acceptable pour l'étude de la stabilité d'une interconnexion à grande échelle des 
générateurs, des Ligne de transport d'énergie et des charges. Ce choix se justifie par 
sa capacité à modéliser les systèmes de  contrôle à fonctionné continu ou discret, les 
caractéristiques non linéaires et plusieurs variétés de contingences. Ces avantages 
expliquent également la popularité des méthodes temporelles pour l'étude de la sta- 
bilité long-terme. 
Trois approches ont été pendant longtemps utilisées pour effectuer des simula- 
tions temporelles de divers phénomènes du réseau d'énergie électrique: analogique, 
numérique et hybride. La technologie de simulation analogique a été introduite 
pour la première fois vers la fin des années 1920 [Hazen, Schurig et Gardner, 19301, 
offrant de grandes performances en temps réel mais souffrant parallèlement d'un 
grand nombre de lacunes, notamment le manque de flexibilité et la nécessité d'une 
grande enceinte pour abriter le simulateur. Bien plus, les simulateurs sophistiqués 
sont très coûteux à construire, à manipuler et même à entretenir. En conséquence, 
ils appartiennent à un petit nombre d'entreprises et sont principalement utilisés pour 
l'étude des réseaux de petite e t  moyenne tailles, bien qu'il soit possible de modéliser 
de grands réseaux si l'on dispose d'un nombre suffisant de composants du simula- 
teurs [Gagnon, Sood et Belanger, 19941. La simulation numérique des phénomènes 
de stabilité transitoire a été introduite dans les années soixante [Dommel, 19691 sui- 
vie de celle des phénomènes électromagnétiques à la fin des années soixante. La 
simulation numérique en particulier utilise des algorithmes numériques exécutés à 
des f i s  d'usage général ou plus spécialisés [McLaren et al., 1991; Ooi et al., 19931. 
Les simulateurs numériques sont compacts et assez flexibles comparés aux simula- 
teurs analogiques et peuvent modéliser de très grands réseaux; mais I'accroissement 
de la vitesse de simulation pour obtenir une bonne précision en temps réel des 
réseaux de taille importante requiert un calculateur très performant et très coutew. 
Les simulateurs hybrides [Gagnon, Sood et Belanger, 19941 combinent les avantages 
et les inconvénients des deux types de simulateurs précédents. 
Jusqu'à très récemment, l'analyse de la stabilité transitoire était effectuée dans 
les compagnies d'énergie électrique presque exclusivement aux moyens des simula- 
tions numériques du comportement du réseau pour des perturbations données 
[Chiang, Chu et Cauley, 19951. En examinant le comportement de divers paramètres 
du réseau, en priorité les tensions, les angles et les fréquences des générateurs et du 
réseau de transmission, mais aussi les puissances actives et réactives, on peut déter- 
miner si la stabilité a été maintenue ou pas. Cette approche temporelle possède plu- 
sieurs avantages: 1) elle est directement applicable à tous les niveaux de détail des 
modèles de réseau d'énergie électrique, 2) toutes les informations sur les variables 
d'état pendant le régime transitoire aussi bien que le régime permanent sont dispo- 
nibles, 3) les résultats de simulations peuvent directement être interprétés par les 
utilisateurs, 4) les mécanismes d'instabilité peuvent être examinés en détail. f incon- 
vénient majeur de cette pratique est qu'elle nécessite un grand nombre d'intégra- 
tions numériques durables des systèmes d'équations différentielles et d'équations 
algébriques, rendant, de ce fait même, difficile l'atteinte d'une performance accepta- 
ble dans la simulation en temps réel des grands réseaux. Il est souvent nécessaire en 
pratique d'effectuer plusieurs études de la stabilité du réseau pour examiner les 
effets des différents types de défauts à différents sites, des diverses conditions d'ex- 
ploitation, des différentes topologies du réseau, et des caractéristiques des dispositifs 
de contrôle. Pour un grand réseau typique, des miliiers d'équations différentielles 
non Linéaires et algébriques doivent être résolues. Pour ce faire, des dizaines de 
minutes sont nécessaires au processeur d'un calculateur numérique moderne de 
haute performance tel que le 3090-600E de IBM et les superordinateurs de CRAY. 
Cette condition de calcul très intense impose des contraintes sévères sur le nombre 
de cas à étudier. Bien plus encore, l'environnement actuel d'exploitation du réseau 
incite à l'évaluation de la stabilité transitoire en temps réel au lieu de l'évaluation en 
temps différé tel qu'effectué naguère. Cette nouvelle manière de faire donne lieu à 
des avantages certains. Premièrement, l'on peut opérer avec des marges réduites 
par un facteur de 10 ou plus si l'évaluation de la sécurité est basée sur la configura- 
tion et les conditions d'exploitation du réseau à cet instant là, au lieu d'assumer des 
conditions de  fonctionnement douteuses comme c'est le cas dans les études en temps 
différé. Un autre avantage de l'analyse en temps réel est que l'analyse peut être 
réduite aux cas relevant des conditions elristantes de fonctionnement, libérant de ce 
fait une part importante de l'expertise à orienter vers d'autres activités critiques. 
Ainsi de tout temps, plusieurs recherches se donnent pour objectif de mettre au 
point des techniques supérieures de calcul pour l'analyse de la stabilité. Par consé- 
quent, pendant les dernières décennies, un effort intensif a été fait pour accroître la 
vitesse de simulation de la stabiiité transitoire basée sur des méthodes de réduction 
du réseau, des techniques numériques améliorées de résolution, des ensembles logi- 
ciels d'automatisation des processus de recherche de la limite de stabilité, le traite- 
ment parallèle et les applications des réseaux neuronaux. 
Les études de stabilité transitoire requièrent un temps de calcul important à 
l'ordinateur, spécialement pour les grands réseaux. Cette situation a favorisé la 
recherche des techniques de résolution rapides. Une possibilité d'accélérer les étu- 
des de stabilité transitoire est la réduction du système complet en un système plus 
petit, pouvant être étudié plus rapidement. Cependant, les techniques de réduction 
donnent des équivalents qui sont en réalité très approximatifs. Ainsi donc, malgré 
les récents progrès dans la recherche des équivalents, l'usager devra s'en rappeler 
quand les équivalents sont utilisés. Il convient aussi de noter que les solutions basées 
sur des techniques de dispersion (système creux) deviennent plus rapides avec la 
réduction seulement jusqu'à certain point à cause du remplissage déclenché par une 
procédure de réduction [Timey et Paterson, 19711. Une utilisation judicieuse des 
équivalents peut accélérer l'étude de la stabilité. 
Des améliorations dans les techniques de résolution numérique du problème 
de stabilité transitoire peuvent être obtenues sans imposer quelques contraintes 
d'observation que ce soit à I'utilisateur. Plusieurs méthodes ont été proposées, dont: 
1) une factorisation triangulaire d'ordre optimal, 2)  des techniques spéciales pour 
réduire le nombre d'itérations dues à la saillance (des pôles) du générateur et aux 
charges non irnpédantes, 3 )  des méthodes très précises d'intégration, 4) une solution 
matricielle complexe-Y, 5) un pas d'intégration variable et 6 )  des techniques fré- 
quencielles. 
1-4.1 La méthode BPA 
Pendant longtemps, les expériences ont été menées à ccBonnevil~e Power Admi- 
nistration (BPA)" dans le but d'obtenir des solutions plus rapides pour les équations 
du régime permanent aussi bien que pour les équations différentielles qui se trou- 
vent dans les études de stabilité. Dommel [Dommel et Sato, 19721 a mis sur pied 
deux méthodes en particulier qui réduisent de manière draconienne le temps de 
résolution sans sacrifier la précision: 1) une résolution efficiente des équations de 
régime permanent du réseau en utilisant la factorisation triangulaire d'ordre opti- 
mal, et des techniques spéciales pour réduire le nombre d'itérations dues à la sail- 
lance (des pôles) du générateur et des charges non impédantes, et 2) une résolution 
des équations différentielles par la règle d'intégration trapézoïdale qui est très 
rapide et numériquement stable. 
Caugmentation de la vitesse de résolution des équations du régime permanent 
a été effectuée en appliquant les techniques de dispersion et des méthodes requérant 
moins d'itérations. Le système complet d'équations du régime permanent est résolu 
à l'aide des techniques bien connus pour les résolutions rapides des écoulements de 
puissance des problèmes de stabilité [Dommel and Sato, 19721. Camélioration dans 
la résolution des systèmes d'équations linéaires par factorisation triangulaire d'ordre 
optimal avec le caractère creux de la matrice utilisée [Dommel and Sato, 19721 a 
déclassé la méthode itérative de Gauss-Seidel (qui utilise la matrice d'admittance) 
en s'imposant comme un outil puissant, épargnant seulement deux méthodes: a) la 
méthode itérative qui utilise la matrice d'adrnittance triangularisée et b) la méthode 
de Newton-Raphson. Les deux méthodes sont compétitives et peuvent être utilisées 
pour accélérer des simulations en stabilité transitoire. 
Caccélération de la résolution des équations différentielles a été initialement 
obtenue avec la règle d'intégration trapézoïdale implicite, qui a été utilisée avec suc- 
cès dans l'analyse des transitoires de manoeuvres au BPA. Cette méthode est numé- 
riquement stable et assez précise. Il est à noter que les techniques explicites, 
incluant la méthode de Runge-Kutta, sont de manière inhérente instables [Dornmel 
et Sato, 19721. Eues requièrent un pas d'intégration de largeur ajustée à la plus haute 
fréquence ou à la plus petite constante de temps afin d'assurer une stabilité numéri- 
que. Par conséquent, de telles techniques nécessitent également des temps de réso- 
lution assez longs. Cirnplantation de ces deux nouvelles approches dans le pro- 
gramme original du BPA rend la résolution cinq fois plus rapide. 
1-4.2 Une solution de matrice-Y-cornolexe 
Bien que l'approche originale de BPA ait accéleré la résolution du problème de 
stabilité transitoire [Dommel et Sato, 19721, cette méthode présente certaines diffi- 
cultés de convergence pour les charges non linéaires et les perturbations sévères qui 
ont nécessité un autre algorithme développé par Miong [Miong et Valette, 19851 qui 
adopte, comme la BPA, l'approche simultanée, la règle d'intégration trapézoïdale et 
la puissante solution de matrice-Y-complexe. De plus, cette dernière approche pro- 
pose une représentation de la dynamique des générateurs et une technique de mani- 
pulation des charges non linéaires qui offrent de bonnes caractéristiques de conver- 
gence. Il s'agit de définir un espace vectoriel à quatre dimensions (matrices 2x2) des 
admittances généralisées dans le plan complexe, conduisant aux termes & qui repré- 
sentent les générateurs définis en détail à la section 1.5.2 du chapitre 1. Ici, aucune 
référence explicite n'est nécessaire aux barres d'équilibre ou aux sources d'équiva- 
lence puisque la contribution du générateur est totalement représentée par leurs 
injections de courant. Par comparaison, les générateurs sont présentés dans la 
matrice du réseau de la méthode BPA par une admittance fictive yf, indépendante de 
la complexité du modèle du générateur. xg introduit danc dans l'équation du réseau 
une composante fonction du temps représentant la dynamique des générateurs non 
pris en compte dans xf. Lorsque la dynamique des générateurs est négligée, comme 
dans le modèle classique, xg est réduit à Xf. En plus, une représentation adéquate 
des charges dans la matrice d'admittance du réseau a été introduite par cette appro- 
che dans le but d'assurer une bonne convergence. La forme générale proposée du 
modèle de charge offre une bonne représentation pour différents types de charge. 
Elle ne représente pas une équivalence exacte des charges mais plutôt une quantité 
qui reflète le taux de variation de la charge en fonction de la tension. Ces facteurs 
améliorent sérieusemen.; les caractéristiques de convergence sans surplus particulier 
de calcul. Lalgorithme a été introduit dans le programme de stabilité transitoire de 
1'IREQ (ST600) depuis 1980. Sa forte convergence a permis de  simuler adéquate- 
ment des perturbations très sévères du réseau dYHydro-Québec. Aucun problème de 
convergence directement lié à l'algorithme n'a été observé à ce jour [Vuong et 
Valette, 19851. 
1-4.3 Pas d'intém-ation variable 
Un autre essai d'accélération de la simulation en stabilité transitoire du réseau 
d'énergie électrique a été proposé par Kato [Kato et Lkeuchi, 19911, où une méthode 
d'intégration de pas et d'ordre variables et basée sur les Formules de Différentiation 
régressive (Variable Order, Variable Step, Backward Differentiation Formulas 
(VOVS-BDF)) a été introduite pour optimiser à la fois l'ordre et le pas d'intégration 
dans les analyses de stabilité transitoire; et une nouvelle méthode de recherche pour 
des points de cassure a été proposée afin d'ajuster les pas d'intégration. Les Formu- 
les de Différentiation Régressives (Backward Differentiation Formula) sont une 
forme générale de la règle d'intégration de Gear [Gear, 19711 du premier au sixième 
ordres. Le choix des algorithmes d'intégration numérique, des ordres et des pas 
d'intégration affectent sérieusement le temps de calcul, la précision et la stabilité 
numérique. La précision est grande lorsque les pas d'intégration sont faibles et les 
ordres sont élevés. La stabilité numérique est bonne pour des faibles pas d'intégra- 
tion et des ordres bas. Le temps de calcul est court si le pas d'intégration est grand et 
l'ordre bas. Ces exigences contradictoires pour les pas d'intégration et les ordres 
sont à gérer pour chaque cas pratique. La méthode souple [~lvarado et al., 1983; 
Marti et Lin, 19891 est un cas spécial de compromis permettant de mieux gérer ces 
exigences. Selon cette méthode, lorsque la précision numérique est requise, la règle 
trapézoïdale est sélectionnée; au contraire, lorsque la stabilité numérique est 
requise, la règle régressive de Euler est choisie. Plus généralement, même lorsque le 
type d'algorithme d'intégration est fixé (comme Adams-Moulton ou Gear), les pas 
d'intégration et les ordres sont difficiies à concilier. Cette approche essaie de résou- 
dre le problème en changeant le pas fixe (FS) de la méthode conventionnelle d'inté- 
gration numérique en pas et ordre variable (VOVS). Suivant la méthode FS, le pas 
est déterminé par le terme à constante de temps minimum du système d'intérêt tout 
au long de la période de calcul. Cette sélection n'est raisonnable parce qu'un petit 
terme de constant de temps, qui existe pour un temps très court, est dominant pour 
la sélection du pas de toute la période. Suivant la méthode de VOVS, le pas d'inté- 
gration est déterminé par le terme de la constante de temps la plus faible du système 
et indépendamment de chaque pas de calcul. Même si de petits pas d'intégration 
sont sélectionnés pour un terme de petites constantes de temps pour certains pas, 
des pas plus grands sont choisis après que le terme ait varié. Cette méthode VOVS 
choisit le pas de discrétisation et l'ordre qui maximisent le pas sous un certain critère 
construit sous une tolérance donnée en essayant d'accroître la vitesse des simula- 
tions en stabilité transitoire tout en conservant une grande précision et la stabilité 
numérique. En effet, l'avantage possible de cette méthode est le rendement en 
temps dz calcul du processeur et la précision de calcul spécialement aux points de 
cassure. 
D'autres techniques visant à maintenir la précision de calcul tout en augmen- 
tant la grandeur du pas d'intégration ont été présentées par Johnson [Johnson, Short 
et Coq, 19881. Lorsque possible, des approximations pratiques ont été utilisées pour 
accélérer le calcul en préservant la précision. Par une minutieuse analyse des équa- 
tions introduisant la non linéarité dans le modèle dynamique du réseau, diverses 
approximations furent faites conduisant à des solutions plus rapides et de ce fait à 
une amélioration de vitesse de simuiation. La méthode utilisée pour traiter les non 
linéarités faibles est une application élémentaire de la méthode de continuité [John- 
son, Short et Cory, 19881 par laquelle les équations algébriques sont converties en 
équations différentielles et résolues par intégration numérique. La pertinence de la 
technique est due à la linéarisation implicite à chaque instant t. La méthode est e K -  
cace pour les fonctions non linéaires qui pourrait être difficiles à calculer. Une 
méthode pour appréhender les discontinuités a été introduite pour améliorer la 
simulation des bornes en faisant une approximation de premier ordre du point Pen- 
dant un pas d'intégration où la manoeuvre apparaît. En admettant une variation 
linéaire de la variable d'état dans des limites fixées, des expressions simples en 
découlent qui permettent d'estimer le point de manoeuvre. Ceci a amélioré la préci- 
sion de la solution aux points de discontinuité. Cependant, aux points de disconti- 
nuité, le pas d'intégration devra être relativement faible afin d'obtenir des résultats 
de simulation précis. De plus, augmenter le pas de discrétisation At  augmentera le 
nombre d'itérations nécessaires à chaque pas pour résoudre l'équation d'écoulement 
de puissance du problème de stabilité transitoire; et donc, le gain résultant de ce pro- 
cessus de réduction de temps de simulation n'est pas aussi grand que l'on espérait 
[Johnson, Short et Cory, 19881. 
1-4.4 Méthodes fréauencielles 
Eutilisation des techniques fiéquentielles dans la simulation des problèmes 
transitoires du réseau électrique a déjà fait l'objet de plusieurs études [Bedford et al., 
1988; Kundert et  al., 1986; Marti et al., 1985; Wedepohl, 19891. Une approche simi- 
laire avait été adoptée par Tylavslq [~yiavski et al., 19891 pour simuler les transitoires 
des systèmes à boucle fermée incluant comme exemple le modèle classique d'une 
génératrice synchrone. f algorithme pourrait être vu comme un cas particulièrement 
simple d'une procédure temporelle de relaxation [Ilic-Spong et al., 1987; Lelaras- 
mee et al., 1982; Sangiovanni-Vincentelii et al., 19851, convertie dans le domaine des 
fréquences. Par la suite, Crouch [Crouch et al., 19911 proposa une extension de ces 
méthodes à une version linéarisée du réseau IEEE à 118 barres avec des modèles 
classiques de générateurs. Cutilisation du domaine des fréquences pour obtenir les 
solutions du régime permanent des systèmes d'équations différentielles est très 
documentée; la transformation rapide de Fourier (Fast Foumer Transorm: FFI') et 
les techniques d'équilibrage des harmoniques sont largement utilisées. Les fonde- 
ments théoriques des techniques fréquencielles pour la résolution du régime perma- 
nent des systèmes à boucle fermée sont également très documentés dans la littéra- 
ture spécialisée [Mees, 19721. Une analyse similaire pour l'étude des transitoires est 
présentée par Couch [Couch et al., 19901. Contrairement aux méthodes temporelles, 
les techniques fréquencielles sont mieux sollicitées pour élaborer les opérations vec- 
torielles et matricielles qui conduisent aux techniques de traitement parallèle et vec- 
toriel. De plus, les algorithmes dans le domaine des fréquences prouvent du fait de 
la compression des données, une certaine accélération du calcul. Cependant, même 
au moment de simuler la réponse des systèmes linéaires, il n'est pas immédiatement 
établi que l'utilisation des techniques fkéquencielles accélérera globalement la simu- 
lation, ceci du fait des coûts que l'on ne rencontre pas dans les simulations sérielles. 
D'autres types de coût se retrouvent lors de la simulation des systèmes non linéaires 
dans le domaine fréquenciel. Les résultats obtenus par Crouch [Crouch et al., 19911, 
à I'aide d'un processeur traditionnel (un ordinateur VAX) et un processeur vectoriel 
(la superordinateur CRAY), indiquèrent que l'utilisation des algorithmes du 
domaine fréquenciel sur les machines vectorielles pour solutionner le problème de 
stabilité transitoire des réseaux électriques donne une performance compétitive, 
mais non supérieure aux méthodes temporelles classiques. 
1-5. MÉCANISATION DU PROCESSUS DE LA RECHERCHE DE LIMITE 
Dans l'analyse de la sécurité dynamique des réseaux, la détermination des limi- 
tes de transit en stabilité transitoire et long-terme est une tâche très importante 
[Fouad 1988, Bah et al. 19921. À l'heure actuelle, la détermination des limites de 
transit se fait en temps différé (off-line) dans les environnements d'exploitation et de 
planification des réseaux. Cette analyse est traditionnellement accomplie par des 
experts utilisant des logiciels de répartition de puissance et de stabilité transitoire. 
Tout récemment, des ensembles logiciels (software frameworks) sont apparus qui 
aident les planificateurs dans l'automatisation intelligente des si longs et minutieux 
processus experts critiques à la détermination des limites [Marceau, 19931. Eintérêt 
des ensembles logiciels est de "mécaniser" à un niveau élevé les tâches qui interpel- 
lent les divers logiciels outils et qui sont normalement effectuées par des experts. 
Typiquement, de tels ensembles logiciels exécutent des simulations appropriées 
d'écoulement de puissance et de stabilité transitoire (c'est-à-dire en utilisant des 
logicieis de simulation commerciaux), effectuent l'analyse des résultats, identifient 
et exécutent des modifications d'entrée et répètent cette procédure jusqu'à ce qu'un 
but, défmi par l'usager, tel que la recherche des limites de transit en stabilité transi- 
toire soit atteint. 
ELISA (Estimateur de Limites de Sécurité Automatisé), un prototype d'ensem- 
ble logiciel (framework) introduit par Marceau [Marceau, 19931 et utilisé par Hydro- 
Québec, effectue l'analyse de la sécurité dynamique du réseau dans l'environnement 
de La planification d'exploitation. ELISA automatise les processus, routiniers mais 
complexes, traditionnellement effectués par des experts. Ces processus sont essen- 
tiels à l'analyse de la sécurité dynamique du réseau et leur automisation accélère 
remarquablement leur réalisation. Cette expérience a montré que plusieurs bénéfi- 
ces peuvent être obtenus en utilisant de tels frameworks. Premièrement, ils permet- 
tent d'accélérer l'exécution des très longs et durables processus offrant aux planifica- 
teurs du réseau des possibilités d'être plus stratégiques dans la réalisation de leurs 
tâches. Deuxièmement, ces frameworks permettent le choix d'un nombre plus grand 
des réseaux dégradés à être étudiés explicitement, et donc un plus grand nombre de 
limites de transit à être obtenues par simulation. Troisièmement, enfin, la possibilité 
d'étudier bien plus de topologies dégradées réduit l'incertitude et les estimations 
souvent présentes au moment d'élaborer les stratégies de contrôle de sécurité. Ceci 
peut conduire à deux résultats apparemment contradictoires: les limites de sécurité 
moins conservatrices et une plus grande sécurité du réseau. 
Le prototype du framework ELISA est connu pour être considérablement flexi- 
ble et performant. Dans l'environnement de l'industrie électrique, le prototype per- 
met L'exécution d'études de grandes échelles en une fraction du temps antérieure- 
ment requis et permet aux planificateurs d'exploitation de réseau de travailler à un 
niveau stratégique plus élevé. Dans l'environnement de la recherche, le prototype 
ELISA s'est montré particulièrement utile dans l'étude et la compréhension des phé- 
nomènes du réseau électrique en permettant de simuler un nombre incalculable de 
ces phénomènes en un temps relativement court, la cheminement critique qui est 
l'analyse par un expert des simulations induviduelles ayant été courtourné [Marceau 
et al., 19961. 
Une autre approche, basée sur l'utilisation de plusieurs ordinateurs fonction- 
nant tous en parallèle, a été récemment mise sur pied pour réaliser des simulations 
du en temps temps réel réseau électrique. Les importantes exigences de  calcul sont 
obtenues par l'usage d'un grand nombre d'ordinateurs opérant simultanément. Cap- 
plication du traitement parallèle à l'analyse du réseau électrique est motivée plus 
par l'intention d'effectuer des simulations accélérées que par la structure du pro- 
blème à solutionner. La simulation dynamique d'analyse de la stabilité transitoire 
est l'une des applications les plus voraces en temps de calcul (temps CPU) du réseau 
d'énergie électrique. Des études pratiques de planification nécessiteraient, pour une 
machine conventionnelle, plusieurs heures de calcul. La prise en compte des consi- 
dérations de stabilité transitoire pour l'évaluation de la sécurité transitoire en temps 
réel est présentement très limitée par, entre autres, des difficultés d'obtenir des per- 
formances acceptables en temps de calcul. 
Le traitement parallèle est une forme de traitement de l'information dans 
laquelle plusieurs processeurs, mis ensemble, avec un système de communication 
interprocesseur, coopèrent dans la résolution du problème posé. La facilité d'accès 
au matériel et aux logiciels de traitement parallèle présente une opporhmité et un 
défi à l'application de cette innovation technologique dans la résolution des problè- 
mes des réseaux électriques. Une accélération significative de la simulation par le 
traitement parallèle, en plus de la précision et autres avantages habituels, pourrait 
permettre l'analyse en temps réel de la stabilité transitoire du réseau électrique, 
domaine de recherche particulièrement sollicité. Dans la dernière décade, le traite- 
ment parallèle a été utilisé pour accélérer les simulations en analyse de stabilité 
transitoire. Une littérature pertinente sur ce sujet est abordée dans [Tlavsky et al., 
19921. Diverses implémentations du traitement parallèle sont fournies dans la litté- 
rature, et sont principalement classées en deux catégories: l'approche du traitement 
parallèle dans l'espace (spatial) et l'approche du traitement parallèle dans le temps 
(temporel). Les algorithmes de traitement parallèle spatial sont des méthodes pas à 
pas basées sur le partitionnement du système original en plusieurs sous-systèmes 
répartis aux différents processeurs [Brasch et al., 1981; Crow et al., 1990; Decker et 
al., 1992; Ilic-Spong et al., 1987; Lee et al., 19891. Les algonthmes de traitement 
parallèle temporel sont basés sur la résolution simultanée de plusieurs pas d'intégra- 
tion par différents processeurs [Chai et al., 1991: LaScala et al., 19941. 
Divers algorithmes de traitement parallèle pour le calcul de la stabilité transi- 
toire ont été développés mais seuls quelques-uns ont été réellement testés sur des 
ordinateurs en parallèle. Lalgorithme développé par Lee [Lee et al., 19891, fondé 
sur la méthode de Runge-Kutta, est une approche parallèle spatial typique, qui redis- 
tribue la résolution des équations nonlinéaires à chaque pas d'intégration a u  divers 
multiprocesseurs. f epproche du traitement parallèle temporel qui résoud le sys- 
tème à pas d'intégration multiple simultanément, a été proposée par Alvarado 
[Alvarado, 19791. Très récemment, des méthodes non traditionnelles telles que la 
méthode de relaxation de la forme d'onde (Waveform Relaxation Method; WRM) 
[Ilic-Spong et al., 19871, la technique d'itération multi-grille (Multigrid Nested Itera- 
tion Technique) [LaScala et al., 19891, la méthode de Gauss-Jacobi-Block-Newton 
[LaScala et al., 19901 ont été appliquées pour explorer les possibilités d'un parallé- 
lisme spatial et temporel (simultanément). Par suite, une implémantation à struc- 
ture creuse de [Lee et al., 1989 ] a été réalisée sur un système de 32 processeurs pour 
obtenir une accélération d'environ quatre fois la vitesse initial. 
VU l'importance du problème de la recherche de limites dans l'exploitation du 
réseau électrique [Fouad, 1988; Balu et  al., 1992; Marceau, 19931 et compte tenu de la 
tendance vers les stations de travail interconnectées de l'environnement utilitaire, un 
moyen économique, simple et puissant de traitement parallèle de haut niveau et 
basé sur une approche de un-processeur-une simulation (Le. une simulation par pro- 
cesseur) a été développée par Marceau [Marceau, Sirandi, Soumare et Do, 19961. 
Bien qu'un seul processeur résolve une seule simulation à chaque itération donnée 
du processus de la recherche de limites, un grand nombre de telles simulations, 
mises au point en parallèle sur des processeurs séparés a une influence significative 
sur la performance de la recherche de la limite. 
Le problème numérique fondamental dans toutes les méthodes de simulation 
dynamique est la résolution d'un ensemble d'équations linéaires algébriques. Les 
méthodes directes, notamment la méthode de factorisation LU, ont été les plus solli- 
citées et utilisées dans les ordinateurs conventionnels. Par rapport aux ordinateurs 
en fonctionnement parallèle, la supériorité présumée de la performance des métho- 
des directes n'est plus garantie. Dans plusieurs autres domaines de science et d'ingé- 
nierie, I'implémentation en traitement parallèle des méthodes itératives s'est avéré 
de performance supérieure. Parmi les méthodes itératives les plus réussies que l'on 
retrouve, sont celles qui appartiennent à la catégorie des méthodes du Gradient 
Conjugué (GC). Cette classe de méthodes est aussi pratique pour le traitement des 
vecteurs. Decker et al. [Decker, Falacao et Kaszkurewicz, 19961 utilisèrent les 
méthodes du Gradient Conjugué pour la simulation dynamique du réseau électrique 
sur des ordinateurs en parallèle. Ils décrivirent et comparèrent trois méthodes de 
résolution parallèle du problème de simulation dynamique. Deux de ces méthodes 
s'appuient sur les concepts de parallelisation spatiale et la troisième utilise l'idée de 
parallélisation spatiale et temporelle. Dans toutes ces méthodes, les équations 
linéaires algébriques sont résolues avec différentes versions des méthodes du Gra- 
dient Conjugué (GC). Les résultats expérimentaux, obtenus sur une machine paral- 
lèle commercialement disponible et appliqués à un réseau réel, ont montré une 
réduction considérable dans le temps de calcul. Les méthodes de Gradient Conju- 
gué présentent une robustesse adéquate, une précision et une vitesse de calcul qui 
font d'elles des alternatives aux méthodes directes de simulation dynamique du 
réseau. 
Un degré élevé de parallélisme dans un algorithme est très important dans la 
réussite de l'application sur des ordinateurs en parallèle. Cependant, essayer d'at- 
teindre un haut niveau de parallélisme et garder un degré important de convergence 
sont deux phénomènes conflictuels. Aux extrêmes, la méthode complète de Newton 
a la convergence la plus rapide mais avec le parallélisme le plus faible; alors que le 
point Jacobi est le plus lent à la convergence, mais avec le plus haut degré de parallé- 
lisme. Il a été montré dans [Saleh et al., 1989; Newton, 19791 que l'algorithme suc- 
cessif sur-relaxé (SUR) de Newton atteint un haut degré de parallélisme exploitable 
et une taux de convergence élevé en associant les avantages des méthodes de Newton 
et de Jacobi. Dans la référence [Chai et al., 19911, l'algorithme SOR-Newton et le dit 
"très déshonorant" algorithme de Newton (VDHN), dans lesquel le Jacobien est 
maintenu constant sur plusieurs pas d'intégration, sont appfiqués dans l'analyse de la 
stabilité transitoire autant sur un système multiprocesseur de machines à mémoire 
commune (le FX/8 de Aliant) que sur un système de machines à mémoires locales 
(iPSC/2). 
Dans ce dernier travail, la comparaison des accélérations de la méthode paral- 
lèle VDHN à la fois sur le système à mémoire commune et sur le système à mémoires 
locales a montré que l'accélération augmente avec le nombre de processeurs utilisés, 
mais commence à saturer à plus de huit processeurs. Si nous définissons le rende- 
ment comme étant l'accélération obtenue divisée par le nombre de processeurs utili- 
sés, on constate que seulement un rendement de 50% pour 8 processeurs est atteint. 
Pour 32 processeurs, ce rendement chute à moins de 20% [Chai et al., 19911. En fait, 
Calgorithme VDHN requiert des échanges fréquents de données variables après cha- 
que itération et, comme les factorisations LU, des calculs séquentiels. Cette diffi- 
culté (les échanges de données et le calcul séquentiel) constitue un inconvénient qui 
réduit le taux d'accélération en occupant une part significative du temps total de 
résolution au fur et à mesure que la nombre de processeurs augmente. Il a été égale- 
ment constaté que l'accélération obtenue avec le système à mémoire commune est 
plus faible que celle dérivant du système à mémoires locales. La saturation est éga- 
lement vite atteinte avec le système à mémoire commune. Ceci est dû au fait que 
dans de telles machines le compilateur ne peut reconnaître et exécuter simultané- 
ment des boucles concurrentes, en partie à cause de la façon dont les modèles creux 
ont été codés et implémentés. Cette partie de calcul séquentiel réduit l'accélération, 
et quelque peu déteriorer l'avantage relatif des communications interprocesseurs 
rapides des tels systèmes. 
Les résultats mentionnés ci-dessus ont été obtenus pour la parallelisation 
[Marceau, 19931. des équations seulement (c-à-dire dans l'espace). Au fur et à 
mesure que le nombre de processeurs augmente, la parallelisation temporelle offre 
de meilleurs rendements malgré le nombre plus important d'itérations requises. La 
vitesse de simulation augmente avec le grandeur de la fenêtre, mais elle plafonne à 
0.16 sec (en 8 pas d'intégration). Si plus de processeurs sont utilisés pour paralléliser 
dans l'espace, le nombre des itérations décroît mais la communication à chaque ité- 
ration croît. Si plus de processeurs sont utilisés pour paralléliser dans le temps, la 
communication baisse, mais le nombre des itérations augmente (dans une fenêtre). 
Ainsi, pour un nombre N donné de processeurs, il existe une parallelisation optimale 
dans l'espace et dans le temps qui maxhise la vitesse de la simulation. En plus, il a 
été constaté que les grands réseaux électriques sont plus adaptés au traitement 
parallèle que les plus petits. La difficulté due à la distribution asymétrique des 
tâches aux divers processeurs peut être considérablement réduite pour un grand 
réseau. En outre, le temps de communication nécessaire prend une proportion rela- 
tivement faible du temps total de calcul. Ces caractéristiques font du traitement 
parallèle une technique spécialement appropriée pour la simulation des grands 
réseaux d'énergie électrique. 
Chai [Chai et al., 1991] à également montré que pour le méthode SOR-Newton, 
il y a une différence assez nette entre les accélérations de deux types d'ordinateurs 
en parallèle; de plus celle-ci augmente avec ie nombre de processeurs. Par exemple, 
avec 8 processeurs, un rendement de 93% est obtenu sur un système à mémoire com- 
mune; mais sur un système de machines à mémoires locales, ce rendement est de  
40%. Du moment où le problème du calcul séquentiel ne se pose pas à la méthode 
SOR-Newton (comme les substitutions avant et amère de la méthode VDHN), la dif- 
férence est principalement causée par le problème de communication. Ici, l'accélé- 
ration sur les ordinateurs à mémoire locale tend à saturer bien plus rapidement avec 
le nombre croissant de processeurs. Toutefois, pour la mémoire commune, la satura- 
tion de l'accélération n'est pas remarquable jusqu'à 8 processeurs, mais un rende- 
ment de 50% est obtenu avec 24 processeurs. 
Pendant ces dernières années, des environnements distribués constitués de 
concentrations de réseaux de stations de travail ont été largement utilisés pour 
résoudre des grands problèmes numériques pertinents qui étaient exclusivement 
réservés aux superordinateurs extrêmement puissants. Le succès du "calcul en 
groupe" est essentiellement dû à I'accroissement continuel de  la puissance des sta- 
tions de travail. Bien plus, le développement des réseaux à grande vitesse, capables 
de supporter plus de Gbit/s, a drastiquement réduit l'écart de performance entre un 
réseau d'interconnexion dans une machine parallèle et un réseau de communication 
dans un système distribué [Hariri and Vanna, 19901. Le calcul distribué est plus éco- 
nomique par rapport au traitement parallèle traditionnel permettant ainsi d'obtenir 
à moindre prix la puissance de traitement des superordinateurs. Ehétérogénéité et 
la portabilité sont les objectifs premiers des systèmes distribués actuellement déve- 
loppés et des environnements de programmation. Chétérogénéité permet de 
connecter di£férents calculateurs dans un espace de calcul parallèle virtuel simple. 
Ces caractéristiques importantes peuvent être obtenues au moyen des environne- 
ments récemment développés tels que la Machine Virtuelle Parallèle (PVM) de Oak 
Ridge National Laboratory et Emory University [Sunderam, 1990; Geist et Sunde- 
rarn, 19921. 
Dans le but d'explorer la faisabilité d'une étude de la stabilité transitoire en 
temps réel sur des architectures distribuées, Aioisio [Aioisio et al., 19971 a testé la 
décomposition en domaine et la décomposition fonctionnelle sur un groupe homo- 
gène de huit "DEC ALPHA" et sur une machine IBM SP2. La décompostion fonc- 
tionnelle consiste à résoudre une seule contingence sur différents processeurs, 
requérant généralement la modification d'algorithme séquentiel. Pour tester la 
décompostion fonctionnelle, l'algorithme décalé de Picard (Shifted Picard algo- 
rithm; SP) précédemment implémanté pour un environnement de traitement paral- 
lèle, a été modifié pour fonctionner sous PVM. D'autre part, la décompostion en 
domaine consiste plutôt à exécuter différentes contingences sur différents proces- 
seurs. Pour tester la décomposition en domaine, I'algorithme de Newton (VDHN), 
qui est l'un des algorithmes séquentiels les plus rapides, a été utilisé. 
La performance de ces approches a été évaluée à travers des simulations tem- 
porelles sur un réseau de taille raisonnable comprenant 2583 barres et 511 généra- 
teurs. De faibles performances ont été obtenues avec la décomposition fonction- 
nelle et l'algorithme décalé de Picard; il a été conclu que Les patterns régulières et 
symétriques de la communication attachés aux algorithmes des faibles synchronisme 
sont les principales sources des imperfections des environnements groupés utilisés. 
La décomposition en domaine et l'algorithme VDHN donnèrent de meilleurs résul- 
tats; une analyse de contingence plus rapide a été effectuée lors de la résolution des 
dizaines d'études de stabilité transitoire sur un IBM SP2 à 8 noeuds et sur le groupe 
de DEC-ALPHA. 
En considérant la structure du problème de stabilité transitoire, il existe deux 
architectures parallèles fondamentales: celle qui exploite le parallélisme au niveau 
des instructions (i.e. processeurs à pipelines et processeurs vectoriels) et celle qui 
utilise le parallélisme au niveau des tâches (i.e. au moyen de processeurs multiples) 
[Happ et al. 19791. Le parallélisme au niveau de l'instruction a été appliqué avec 
succès à des classes de problème particulières, telles le calcul matriciel. Cependant, 
les équations typiques des réseaux électriques sont par leur nature peu dense 
(éparse) et limitent par conséquent les bénéfices des processeurs vectoriels [Happ et 
al. 19791. En contrepartie, ces équations possèdent des caractéristiques intrinsèques 
de parallélisme du fait de la présence de générateurs individuels (séparés) et donc 
potentiellement adaptables aux systèmes à microprocesseurs multiples. Par consé- 
quent, les réseaux électriques correspondent naturellement à ce type d'architectures. 
Les calculs de la dynamique des générateurs sont facilement exécutés en parallèle, et 
le temps d'analyse de la dynamique du réseau dans son ensemble peut être considé- 
rablement écourté avec cette approche [Toaka et al. 19921. 
Cependant, pour obtenir un gain global de la vitesse, les équations de l'écoule- 
ment de puissance doivent aussi être résolues en parallèle. De plus, un réseau de 
communications a grande vitesse et un arrangement convenable des équations sont 
nécessaires pour minimiser le temps de communications entre les microprocesseurs. 
Le problème de communications causé par des conflits de barres ou de mémoire 
(c'est-à-dire que pour un temps b é ,  tous les processeurs essayent d'utiliser le réseau 
partitionnée) est toujours significatif dans l'application utilisant des ordinateurs en 
parallèle dans l'analyse du réseau. De plus, la charge devra être minutieusement 
distribuée entre les ordinateurs en parallèle pour éviter des pertes de temps d'at- 
tente (implémentation synchrone). En ajoutant le coût d'un système multi-machi- 
nes, le gain global de cette approche n'est toujours pas encore bien défini et ce type 
de simulation devra encore bien être exploré. 
1-7. APPLICATIONS DU RÉSEAU DE NEURONES ARTIFICIELS 
Une approche complètement différente pour accomplir des simulations rapi- 
des de la stabilité transitoire a été introduite par Kandil [Kandil et al., 19951. Elle est 
basée sur la technologie des réseaux neuronaux artificiels (RNA) qui trouve ses origi- 
nes dans certaines propriétés des neurones biologiques. Les RNA comprennent une 
variété d'architectures d'éléments de processus fortement interconnectés qui offrent 
une alternative aux approches conventionnelles de calcul. Les RNA réagissent en 
parallèle 2 un ensemble d'éléments d'entrée et s'occupent d'avantage de transforma- 
tions (input-output mapping) que d'algorithmes et de procédures. Ils peuvent réussir 
à implanter des transformations d'entrée-sortie complexes sans avoir recours à une 
programmation explicite et, grâce à l'apprentissage, extraire des relations entre des 
ensembles de données présentées lors de l'entraînement. Les RNA sont massive- 
ment parallèles, alors en principe, ils sont capables de répondre avec une grande 
vitesse. En outre, la redondance des interconnections assure une certaine robustesse 
et une tolérance à l'erreur, et ils peuvent même s'auto-adapter et auto-apprendre 
[Soucek 19881. 
Dans les dernières années, les RNA ont été appliqués dans plusieurs domaines 
d'analyse des réseaux électriques et des systèmes d'asservissement. Ceci inclut les 
prévisions des charges [Park et al. 19911, l'évolution de la sécurité statique et dyna- 
mique [Sobajic et Pao 19891, la modélisation des charges dynamiques [Nguyen et Bui 
19931, les diagnostiques de défaut et processus d'alarme [Kandil et al. 19921, en plus 
de démonstrations significatives des capacités des RNA dans la modélisation et 
l'identification des systèmes [Narendra et Parthasarathy 19901. Les applications 
bénéficient des avantages de cette capacité de transformation (mapping ability) des 
RNA et de leur caractéristiques intrinsèques de paralléliser les calculs pour atteindre 
de grandes vitesses de calcul. 
Dans [Kandil et al., 19951, ces forces ont été exploitées pour investiguer la faisa- 
bilité d'un simulateur de stabilité transitoire au moyen de réseaux neuronaux artifï- 
ciels. Deux méthodes ont été essayées pour bâtir un tel simulateur. Dans la pre- 
mière méthode, le réseau électrique est décomposé en ses éléments constituants, 
chacun d'entre eux étant modélisé par un RNA distinct. Les modules sont indivi- 
duellement entraînés et par la suite rassemblés en un seul système intégré capable 
d'émuler le comportement de la stabilité transitoire. Dans la deuxième méthode, le 
réseau électrique au complet est modélisé par un seul réseau neuronal afin d'élimi- 
ner les erreurs d'interface entres les modules RNA. Les résultats obtenus avec un 
réseau test de 32 barres incluant des unités hydrauliques et thermiques, des systèmes 
d'excitation complexes, des stabilisateurs, des compensateurs statiques, et des char- 
ges Linéaires et non-linéaires ont montré que des simulations de haute précision peu- 
vent être obtenues avec ces deux méthodes. Cependant, Les RNA ont été prouvés 
d'avoir des limitations pratiques lorsqu'ils sont utilisés pour la simulation en stabilité 
transitoire. Ces limitations sont: 
a) Un large éventail de points correspondants aux temps passés (temps d'his- 
toire), spécialement pour le module "réseau", est nécessaire pour obtenir de 
bons résultats de  simulation. Ceci augmente considérablement le nombre de 
neurones requis. Par conséquent, cette approche n'est pas pratique pour les 
grands réseaux électriques. Le nombre de points correspondants aux temps 
passés peuvent être réduits (en principe) en utilisant les RNA multi-couches 
non-linéaires. Cependant, l'apprentissage devient très difficile et l'erreur n'at- 
teint pas une valeur suffisamment petite pour éviter des divergences numéri- 
ques lorsque les modules sont intégrés. 
b) Le changement de topologies du réseau exige un nouvel entraînement du 
module RNA correspondant. Donc nous avons pour chaque topologie du 
réseau électrique (Ybus) un module correspondant de RNA. Puisqu'on peut 
avoir un nombre infiniment grand de topologies, nous pouvons donc affirmer, 
comme précédemment, que cette approche n'est pas du tout pratique pour les 
grands réseaux électriques. 
Un changement dans les paramètres de générateur ou son système de com- 
mande exige un nouvel entraînement du module RNA. De plus, un nombre 
extrêmement restreint de  points de fonctionnement du générateur (Le. "dis- 
patching") peut être considéré dans l'entraînement (Le. de l'ordre de  quelques 
pourcents). Ceci rend donc impossible la recherche d'une limite de transit de 
manière générale. 
Comme nous l'avons déjà mentionné, dans la première approche, les éléments 
du réseau électrique sont modélisés et entraînés individuellement. Des erreurs 
d'interface sont introduites lors de leur intégration. Ces erreurs doivent être 
les plus petites possibles pour éviter des divergences numériques. 
Comparativement à la première approche, la deuxième méthode, où le réseau 
électrique au complet est modélisé par un seul réseau neuronal afin d'éliminer 
les erreurs d'interface entre les modules RNA, est moins flexible: l'ajout ou le 
délestage d'un générateur exige également un nouvel entraînement du RNA. 
Pour l'entraînement, un autre logiciel d'étude de la stabilité transitoire, tel 
ST600, est requis. Ceci ajoute une autre limitation. 
La plus grande difficulté dans l'utilisation des réseaux de neurones pour la 
simulation de la stabilité transitoire provient du fait que les réseaux de neurones ne 
peuvent qu'approximer les systèmes. Les approximations, nous le savons, sont de 
nature à causer des problèmes dans les simulations de stabilité transitoire où de fai- 
bles erreurs croissent de manière exponentielle et atteignent aussi rapidement l'in- 
stabilité numérique. Les logiciels de stabilité transitoire sont normalement exécutés 
avec un format de double précision pour éviter les instabilités numériques. 
Les limitations pratiques des deux méthodes présentées précédemment ont 
mené au développement d'une troisième approche où les poids de RNA ne sont pas 
obtenus par apprentissage mais sont plutôt calculés à partir des paramètres du sys- 
tème. Dans ce contexte, la capacité de la transformation (input-output mapping) des 
réseaux neuronaux n'est pas utilisée explicitement, cependant, leur parallélisme 
demeure toujours exploité afin d'en arriver à accélérer le calcul de la simulation 
grâce à l'emploi d'un matériel approprié. La détermination des poids des RNA à 
partir des paramètres du système exige une analyse mathématique détaillée du sys- 
tème modélisé, ce qui est en contradiction avec le concept même du réseau de neu- 
rones artificiels où le RNA apprend à partir des expériences (input-output mapping) 
sans aucune analyse mathématique du système. De plus, certains poids devront être 
mis à jour à chaque itération. Pour cela, cette approche ne doit pas être considérée 
comme une application du réseau de neurone mais plutôt un traitement en parallèle 
distribué pour les simulations de stabilité transitoire. Cependant, plusieurs avanta- 
ges peuvent être tirés de cette approche: 
Aucun entraînement n'est requis. Il est bien connu que, dans les réseaux neu- 
ronaux, l'entraînement est un problème majeur. Cela nécessite un code d'en- 
traînement très élaboré et beaucoup de temps. Au cours de l'entraînement, le 
problème de convergence peut apparaître (minimum local). 
Un changement de topologie est directement pris en compte en affectant les 
poids correspondant du RNA. 
Eajout ou le délestage d'un élément du système est facilement réalisable. 
Comme dans le cas de la deuxième méthode, la totalité du système est repré- 
sentée par un seul bloc, ce qui réduit considérablement le nombre de neurones 
requis. De fait, avec cette approche, on utilise un nombre optimal de neuro- 
nes. 
Le RNA est partiellement connecté: ce qui réduit le temps de calcul. 
Eune des principales caractéristiques des RNA est le parallélisme. Dans cette 
méthode, cette caractéristique est préservée: ce qui résultera certainement en 
des vitesses de simulation élevées. 
On sait où se trouve les neurones qui requièrent une caractéristique non-li- 
néaire. 
On prédit chaque nouvel état du réseau (r+Ar) sans avoir recours au passé: la 
structure physique est dans les poids. Ceci réduit considérablement le nombre 
de neurones. 
Il est possible, avec cette approche, de réaliser une recherche de limite de tran- 
sit. 
Des résultats précis de simulation ont été obtenus de cette technique. Compa- 
rée a w  deux premières approches, cette méthode est plus prometteuse. Elle est plus 
flexible dans la modification des topologies du système ou pour tout changement 
apparaissant sur les éléments du réseau. Aucun apprentissage n'est nécessaire alors 
que le calcul parallèle y est approprié. Cette méthode permet de faire des simula- 
tions de grande vitesse. Cependant, plusieurs investigations sont encore à faire sur 
cette méthode. Son utilisation pratique et son implantation comme simulateur de 
réseaux électriques nécessitent quelques aménagements. En plus, bien qu'un temps 
de simulation extrêmement court puisse être envisagé dans l'implantation de ce 
concept, le gain escompté dans la vitesse de calcul devra être bien quantifié. Si cette 
méthode peut montrer qu'elle possède de nombreux avantages comparée au métho- 
des traditionnelles de simulation de stabilité transitoire, alors un programme corn- 
plet et bien organisé capable d'extraire les poids du RNA des paramètres du réseau 
est nécessaire. Le concept de cette approche est présenté avec tous les détails en 
l'Annexe C. 
1-8. CONTENU DE LA PRÉSENTE THÈsE 
Malgré l'effort intense fait pour accroître la vitesse des simulations en stabilité 
transitoire, l'analyse de la sécurité dynamique se fait toujours hors ligne où il serait 
pourtant très intéressant de ramener l'étude dans un environnement en ligne du sys- 
tème. Une simulation de stabilité transitoire de grande vitesse, en temps réel ou de 
préférence plus rapide qu'en temps réel est donc fortement nécessaire à ce moment. 
Mieux encore, le compactage et la flexibilité sont des considérations nécessaires 
dans la modélisation des grands réseaux et dans l'élaboration de la simulation de 
plusieurs phénomènes de réseau électrique. En effet, il existe toujours une motiva- 
tion considérable de rechercher de manière permanente une méthode supérieure de 
calcul pour l'analyse de la stabilité. 
Dans cette thèse, deux nouveaux algorithmes de simulation de stabilité transi- 
toires sont proposés. Utilisant l'approche simultanée implicite, les d e u  algorithmes 
sont basés sur la réduction du système résultant en moins d'opérations arithmétiques 
qui, conséquemment, augmentent la vitesse des simulations de stabilité transitoire. 
Dans la première méthode, l e  système réduit équivalent est dense et ne peut être 
applicable pour des techniques creuses normalement utilisées dans les réseaux élec- 
triques, bien que de telles méthodes associées en traitement parallèle pourraient 
vraisemblablement améliorer la vitesse de résolution. Cependant, dans la deuxième 
approche, le caractère creux est préservé permettant ainsi l'utilisation des techni- 
ques traditionnelles de calcul de matrices creuses. 
Le problème de stabilité transitoire nécessite la résolution d'équation différen- 
tielles représentant les dynamiques des machines rotatives et les équations algébri- 
ques représentant le réseau connecté et les charges. Cet ensemble d'équations pos- 
sède diverses nonlinéarités et une certaine méthode numérique est habituellement 
utilisé pour l'obtention d'une solution pas-à-pas. Chaque machine peut être repré- 
sentée par deux à vingt équations différentielles; un réseau de 2000 barres avec 300 
machines nécessitera pour le représenter 3000 équations différentielles et 4000 équa- 
tions algébriques. De façon s t~cturale ,  les équations différentielles peuvent être 
vues comme un bloc diagonal (un bloc par machine) et les équations algébriques 
éparses (creuses) comme alimentant l'interconnexion entre les blocs de machines. 
Bien que plusieurs méthodes de base puissent être utilisées pour la résolution 
du problème de stabilité transitoire dans les réseaux électriques au moyen d'analyse 
numérique, l'approche simultanée implicite (SI) est préférée dans les programmes 
de simulation de stabilité transitoire. Elle consiste à transformer toutes les équa- 
tions différentielles du système en équations algébriques utilisant la méthode d'inté- 
gration trapézoïdale et à former par la suite un système d'équations purement algé- 
brique qui doit être résolu simultanément à chaque pas d'intégration par une 
méthode numérique itérative. Comparée à d'autres algorithmes, l'approche SI offre 
une bonne convergence, une meilleure précision (la méthode élimine les erreurs 
d'interfaçage) et une meilleure stabilité (due à la méthode d'intégration trapézoï- 
dale). 
En utilisant les nouvelles méthodes proposées, qui sont basées sur l'approche 
SI, le système algébrique à résoudre itérativement à chaque pas d'intégration Pen- 
dant la simulation de la stabilité transitoire est considérablement réduit résultant en 
moins d'opérations arithmétiques e t  conséquemment augmentant la vitesse des 
simulations de stabilité transitoire. Les techniques de réduction des systèmes dans 
les simulations en stabilité transitoire ont été connues seulement dans le cas des 
charges linéaires qui sont traitées comme des admittances constantes ajoutées à la 
diagonale de la matrice d'admittance du réseau. Cependant, avec les algorithmes 
proposés, l'approche du système réduit équivalent est étendue aux cas où différents 
types de charges nonlinéaires sont utilisées. Les nouvelles techniques ainsi propo- 
sées sont prouvées d'être efficaces et précises dans les simulations pour différents 
types de charges nonlinéaires et différentes valeurs de pas d'intégration, comparées 
aux résultats obtenus par ST600, le programme commercial de stabilité transitoire 
développé .et utilisé par Hydro-Québec. 
Les résultats de simulation obtenus sur le réseau d'essai à 9 barres du Conseil 
de Coordination du Système de l'ouest (WSCC), avec des modèles complexes de 
machine, différents types de charges nonlinéaires, et différentes valeurs de pas d'in- 
tégration (Ar) ont montré que les deux techniques proposées sont précises et sont 
capables de donner de bonnes qualités de simulation comparées à ST600. Le nom- 
bre estimé d'opération arithmétiques par itération est utilisée pour quantifier le gain 
et les avantages de ces deux approches proposées. Comparés à d'autres algorithmes 
traditionnels existants, le temps de simulation envisagé est considérablement réduit. 
11 est important de mentionner ici que les deux algorithmes présentés dans cette 
thèse n'ont aucun conflit fonctionnels avec plusieurs autres techniques existantes. 
En effet, ces demières peuvent être associées aux méthodes proposées dans l'intérêt 
d'accroître la vitesse des simulations en stabilité transitoire et ainsi ramener ces étu- 
des un pas plus proche à 1' enviro~ement  du temps réel. 
Dans le chapitre 1, nous introduisons la théorie du problème de stabilité transi- 
toire. Plusieurs techniques de solution sont abordées dans ce chapitre; en particu- 
lier, l'approche simultanée impiicite pour la résolution des équations du système est 
expliquée ici en détail. Dans le Chapitre 2, l'approche simultanée impLicite dans la 
résolution du problème de stabilité transitoire est exposée clairement. Le calcul des 
matrices du système en même temps que la technique de résolution pas-à-pas sont 
présentés également dans ce chapitre. De plus, ce chapitre, illustre clairement un 
exemple d'application de l'approche simultanée implicite dans la simulation du 
réseau d'essai à 9 barres du Conseil de Coordination du Système de l'ouest (WSCC). 
Les résultats de simulation obtenus (avec Mntlab) sont comparés à ceux tirés de 
ST600, le logiciel d'analyse de stabilité transitoire développé et utilisé par Hydro- 
Québec. 
Dans les chapitres 3 et 4, les deux nouveaux algorithmes de simulation en stabi- 
lité transitoire sont présentés. Les résultats de simulation utilisant les modèles corn- 
plexes des machines, différents types de charges nonlinéaires et différentes valeurs 
de  pas d'intégration (At )  sont ici illustrés et comparés à ceux de ST600. Dans ces 
derniers chapitres, nous évaluons les gains des méthodes proposées comparés à ceux 
qui existent et nous tirons les avantages qui en découlent. En£in, une conclusion 
générale de cette thèse et quelques recommandations d'intérêt pour des recherches 
futures clôturent ce travail. 
1-9. LES CONTRIBUTIONS DE CETTE THÈsE 
Les lignes suivantes constituent les résultats essentiels des recherches présen- 
tées dans cette thèse qui aux meilleures des comaissances de l'auteur définissent 
clairement les contributions originales à la simulation de la stabilité transitoire des 
réseaux électriques. 
1. Deux nouveaux algorithmes de simulation de stabilité transitoire basés sur la 
réduction du système sont introduits. En effet, le système des équations algé- 
briques représentant le problème d'écoulement de puissance dans l'étude de la 
stabilité transitoire est considérablement réduit. Comme résultat, le nombre 
d'opérations arithmétiques nécessaires à chaque pas d'intégration pour résou- 
dre ce système est considérablement réduit: 
a) Dans la première méthode, le système réduit équivalent est dense et ne 
peut être applicable aux techniques creuses utilisées dans les réseaux 
bien que de telles méthodes puissent vraisemblablement améliorer la 
vitesse de résolution au moyen du traitement parallèle où la supériorité 
présumée des performances des techniques creuses comme la factorisa- 
tion LU, n'est pas garantie. Un système dense et réduit a été connu seu- 
lement pour les cas des charges linéaires qui sont considérées comme des 
admittances constantes ajoutées à la diagonale de la matrice d'admittan- 
ces du réseau. Cependant, avec l'algorithme proposé, l'approche du sys- 
tème réduit équivalent est étendue aux cas où différents types des char- 
ges non Linéaires sont utilisées. 
b) Dans la seconde approche, le système réduit est creux, permettant ainsi 
l'utilisation des techniques traditionnelles appliquées aux matrices creu- 
ses. Les méthodes directes comme la factorisation LU ont pendant long- 
temps été sollicitées pour ces applications sur les ordinateurs conven- 
tionnels. Avec cette nouvelle approche, le caractère creux du système 
est préservée; les avantages de l'utilisation des techniques creuses peu- 
vent être toujours obtenus même quand le système à résoudre est consi- 
dérablement réduit. 
2. La méthode la plus compliquée (mais la plus précise) dans la résolution du 
problème de stabilité transitoire, l'approche simultanée implicite (SI) est pré- 
sentée en détail. Aux meilleur de notre connaissance, aucune littérature n'a 
encore présenté le sujet avec ces détails où la théorie est premièrement intro- 
duite, et ensuite, les matrices du système sont calculées et la technique de réso- 
lution est expliquée pas-à-pas utilisant un réseau d'essai tel celui à 9 barres du 
Conseil de Coordination de l'ouest (WSCC) avec des modèles détaillés des 
générateurs, des systèmes d'excitation, des stabilisateurs de réseau, des tur- 
bines, et des charges non linéaires. En effet, les chapitres 1 et 2, de cette thèse 
constituent à ce sujet un outil pédagogique de qualité. Des exemples détaillés 
d'utilisation de cette méthode sont offerts au Chapitre 2 et aux annexes D à G. 
I-10. AUTRE CONTRIBUTIONS RELATIVES 
En plus, d'autres contributions ont été faites pendant ce travail de recherche 
mais n'ont pas été présentées dans cette thèse: 
3. La faisabilité de construire un simulateur de stabilité transitoire basée sur les 
réseaux de neurones artificiels a été investiguée. Deux méthodes ont été 
essayées pour bâtir un tel simulateur. Dans la première méthode, le réseau 
électrique est décomposé en ses éléments constituants, chacun d'entre eux 
étant modélisé par un RNA distinct. Les modules sont individuellement entraî- 
nés et par la suite rassemblés en un seul système intégré capable d'émuler le 
comportement de la stabilité transitoire. Dans la deuxième méthode, le réseau 
électrique au complet est modélisé par un seul réseau neuronal afin d'éliminer 
les erreurs d'interface entres les modules RNA. Les résultats obtenus avec un 
réseau test de 32 barres incluant des unités hydrauliques et thermiques, des sys- 
tèmes d'excitation complexes, des stabilisateurs, des compensateurs statiques, 
et des charges linéaires et non linéaires ont montré que des simulations de 
haute précision peuvent être obtenues avec ces deux méthodes. Cependant, les 
RNA ont été prouvés d'avoir des limitations pratiques lorsqu'ils sont utilisés 
pour la simulation en stabilité transitoire et en particulier lorsque l'objectif visé 
est la détermination des limites de  sécurité. Les deux méthodes, leurs avanta- 
ges et  leurs limites sont présentés dans [Kandil et al., 19951 et en l'annexe B. 
4. Une autre nouvelle approche pour la simulation de la stabilisé transitoire 
basée sur le traitement parallèle distribué a été également développée. Les 
limitations pratiques des deux méthodes présentées précédemment ont mené 
au développement d'une troisiZme approche où les poids de RNA ne sont pas 
obtenus par apprentissage mais sont plutôt calculés à partir des paramètres du 
système. Dans ce contexte, la capacité de la transformation (input-output map- 
ping) des réseaux neuronaux n'est pas utilisée explicitement, cependant, leur 
parallélisme demeure toujours exploité afin d'en amver à accélérer le calcul de 
la simulation grâce à l'emploi d'un matériel approprié. Des résultats précis de 
simulation ont été obtenus de cette technique. Comparée aux deux premières 
approches, cette méthode est plus prometteuse. Elle est plus flexible dans la 
modification des topologies du système ou pour tout changement apparaissant 
sur les éléments du réseau. Aucun apprentissage n'est nécessaire alors que le 
calcul parallèle y est approprié. Cette méthode permet de faire en principe des 
simulations de  grande vitesse. Cependant, plusieurs recherches sont encore à 
faire sur cette méthode. Son utilisation pratique et son implantation comme 
simulateur de réseau électrique nécessitent quelques aménagements. En plus, 
bien qu'un temps de simulation extrêmement court puisse être envisagé dans 
l'implantation de ce concept, le gain escompté dans la vitesse de calcul devra 
être bien quantifié. Le concept de cette approche est présenté avec tous les 
détails en l'annexe C. 
CHAPITRE 1 
STABILITÉ TRANSITOIRE 
La stabilité transitoire d'un réseau électrique est sa capacité de maintenir le 
synchronisme lorsqu'il est soumis à une grande perturbation telle qu'un défaut sur 
les équipements de transmission, la perte d'une machine génératrice, la perte d'une 
forte charge, la perte de ligne(s) de transmission ou une combinaison de  ces diffé- 
rents phénomènes [Kundur, 19941. La réponse du système (réseau) soumis à de tel- 
les perturbations peut provoquer de grandes dispersions de l'angle interne des géné- 
rateurs, ainsi que des écoulements de puissance, des tensions, des angles et des 
fréquences aux barres, et d'autres variables encore [Kundur, 19941. La stabilité du 
réseau est influencée par ses caractéristiques nonlinéaires, par sa topologie à chaque 
instant donné, et également par la distribution particulière de la puissance à travers 
toutes ses branches. Si l'écart résultant entre les angles internes des machines reste 
borné, le synchronisme du système est maintenu [Kundur, 19941. La perte du syn- 
chronisme due à l'instabilité transitoire survient très souvent quelques secondes 
après la perturbation initiale. Même sur des systèmes possédant des équipements de 
contrôle sophistiqués, le temps mis pour observer la perte de synchronisme après 
l'instabilité est de l'ordre de 10 secondes [Anderson et Fouad, 19771. 
De nos jours encore, la méthode pratique d'analyse de la  stabilité transitoire la 
plus disponible est la simulation temporelle où les équations différentielles nonli- 
néaires sont résolues pas-à-pas. Dans le cas typique d'un grand réseau électrique, 
des centaines (et dans certains cas, des milliers) d'équations différentielles et dgé- 
briques doivent être résolues à chaque pas d'intégration [Chiang, Chu & Cauley 
19951. Une simulation sur un interval de temps de quelques secondes demande pour 
un calculateur numérique moderne plusieurs dizaines de minutes. De plus, un effort 
considérable dans l'analyse théorique du problème est essentiel avant tout dévelop- 
pement d'un logiciel d'analyse transitoire qui devra être à la fois flexible, robuste et 
précis. 
Dans ce chapitre, est introduite la théorie du problème de la stabilité transi- 
toire; différentes techniques de solution y sont discutées et l'approche simultanée et 
implicite de résolution du système d'équations y est également expliquée en détail. 
1.2 ALGORITHMES UTILISÉS DANS LES SIMULATIONS DE LA STABILITÉ TRAN- 
SITOIRE 
Deux décisions majeures doivent être prises dans la conception d'un logiciel 
d'analyse du stabilité transitoire. Une méthode intermédiaire permettant de combi- 
ner les différents groupes d'équations du système (réseau) doit être choisie; un algo- 
rithme d'intégration approprié doit être sélectionné [EPRI, 19771. Examinons ce que 
signifie les deux cas. 
a) Méthodes intermédiaires 
La méthode intermédiaire est une stratégie particulière d'interfaçage permet- 
tant de coupler les équations (différentielles) des machines (générateurs) et celles 
(algébriques) du réseau. Deux approches sont possibles: la solution simultanée ou la 
solution partîtionnée [EPRI, 19771. La première nécessite la résolution simultanée 
des équations de toutes les composantes du réseau et la seconde consiste à résoudre 
séparément le système d'équations pour chaque générateur et ensuite mettre ensem- 
ble les résultats obtenus avec les équations du réseau. 
bl Algorithmes d'intégration 
Suivant les méthodes d'intégration utilisées, on distingue plusieurs algorithmes 
qui peuvent être classés soient comme méthodes implicites soient comme méthodes 
explicites. Les méthodes implicites tirent leur nom du fait que les fonctions utilisées 
pour déterminer la quantité inconnue dépendent implicitement de cette quantité. 
Les stratégies numériques pour résoudre de telles équations nécessitent alors des 
méthodes prédicteur-correcteur ou itératives [EPRI, 19771. Dans le cas des métho- 
des explicites, la quantité inconnue est exprimée simplement comme fonction des 
quantités préablement connues. Dans le but de comparer les deux approches, consi- 
dérons l'équation différentielle suivante: 
x = f (X) 
avec une valeur initiale 
La solution de (1-l), XI, à l'instant tl = to + At,  peut être obtenue en utilisant la 
technique d'intégration trapézoïdale (méthode implicite): 
où en utilisant la méthode d'intégration de Runge-Kutta (méthode explicite) 
où KI, K2, K3 et X j  sont des fonctions de &, to et A t  et qui sont préalablement connues. 
La technique trapézoïdale, équation (1-2) est une méthode implicite puisque 
Xl apparaît dans les deux membres de l'équation: dans ce cas une méthode itérative 
doit être utilisée. Par ailleurs, la méthode Runge-Kutta, équation (1-3), est dite 
explicite puisqu'elle définit XI en fonction seulement des valeurs préalablement 
déterminées. 
En considérant les deux méthodes intermédiaires ou interfaces (méthodes 
simultanées et partitionnées) et les deux classes d'intégration (implicite et explicite), 
quatre méthodes de base peuvent être utilisées pour résoudre le problème de stabi- 
lité transitoire à partir des techniques d'analyse numériques [EPRI, 19771: 1) I'ap- 
proche implicite simultanée, IS; 2) l'approche explicite simultanée, ES; 3)  l'appro- 
che implicite partitionnée, IP; and 4) l'approche explicite partitionnée, ER Ces 
différentes options sont résumées dans le tableau 1.1. 
Toutes ces 4 méthodes sont des stratégies potentielles dans le développement 
d'un programme d'analyse de la stabilité transitoire. Par ailleurs, pour plusieurs rai- 
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Tableau 1.1 Différentes approaches fondamentales dans l'analyse de la stabi- 
sons, les algorithmes utilisés de nos jours sous forme de logiciel commercial sont de 
type IS ou El? Ceci est bien expliqué comme suit: l'approche à interface partition- 
née consiste à respecter la partition naturelle des deux types d'équations et à faire 
alterner leurs solutions: les équations du réseau doivent satisfaire les contraintes 
électriques et celles des machines doivent évoluer dans le temps. Cette approche est 
directe et simple, mais elle introduit une erreur lorsque les résultats des équations 
des machines sont interfacés avec ceux des équations du réseau [Valette et Vuong, 
19821. Finalement, les deux méthodes EP et IP sont simples à formuler; mais toutes 
les deux ont l'inconvénient de présenter cette erreur d'interface. De plus l'approche 
IP nécessite, à chaque période d'échantillonnage, une solution itérative du système 
d'équations algébriques du réseau; elle ne sera pas retenue du fait du temps de cal- 
cul trop élevé par rapport à la méthode ER 
lité transitoire d'un réseau électrique [EPRI, 197711 
Par ailleurs, les méthodes IS et ES, bien que très complexes et difficiles à for- 
muler, possèdent l'avantage d'éliminer l'erreur d'interface pendant la résolution 
simultanée des équations de toutes les composantes du réseau. Par contre, l'appro- 









que de la procédure d'intégration explicite demeurent inférieures à la stabilité de la 
technique d'intégration trapézoïdale [Dommel et Sato, 19721. Puisque la stabilité 
numérique est importante dans le problème de stabilité transitoire, l'approche ES 
est rejetée comparée à la méthode IS. Le tableau 1.2 résume les avantages et les 
inconvénients des quatres algorithmes précédemment présentés. 
Tableau 1.2 Comparaison entre les quatres méthodes de simulation de stabilité 
transitoire 
Initialement, le problème de stabilité transitoire est composé de trois parties: 
le réseau électrique, les machines et les charges [EPRI, 19771. 
- simple et rapide 
- erreur d'intégration 
- erreur d'interface 
1.3.1 Le réseau 
Les variables du réseau sont les tensions aux barres z, les courants de charge 
- simple 
- calcul excessif 
- erreur d'interface 
et les courants des générateurs &. Les équations du réseau sont des équations algé- 
briques de courants en coordom6es rectangulaires: 
- pas d'erreur d'interf. 
- erreur d'intégration 
- analyse complexe 
où p] est la matrice d'admittance aux barres du réseau incluant tous les termes rela- 
- pas d'erreur d' interf. 
- pas d'erreur d'intégr. 
- analyse complexe 
tifs aux shunts [Valette and Vuong, 19821 et E E ,  et & des vecteurs. 
La solution des équations de réseau au moyen des méthodes à fréquence cons- 
tante est possible grâce au fait que le phénomène clé caratirisant la stabilité transi- 
toire (i. e. la perte de synchronisme entre certains ou toutes les machines du réseau) 
s'opère à une échelle de temps beaucoup plus lents que la fréquence du réseau. 
Cependant, si l'on s'intéressant aux transitoire électriques rapides en plus des 
phénomènes plus lents, on aurait à modéliser le réseau par des équations différen- 
tielles, tel que dans le cas des logiciels de type EMTP ou EMTDC [Dommel et Sato, 
19721. 
1.3.2 La charge 
La modélisation exacte des charges du réseau est un exercice compliqué; la 
représentation de la charge à une barre donnée du réseau pour l'analyse de la stabi- 
lité est très complexe du fait de la difficulté d'estimer la charge réelle résultante des 
différents éléments qui la compose. En plus, la composition de ces différents élé- 
ments change suivant la variation des facteurs tels que le temps, la température et 
L'état de l'économie [Kundur, 19941. Même si la composition de la charge était bien 
connue, il serait impossible de représenter individuellement chaque composant dans 
une liste contenant généralement plus d'un million de telles composants. Pour cette 
raison, la représentation de la charge dans les études du réseau électrique est basée 
sur de nombreuses simplifications. 
Les modèles de charge sont traditionnellement classés en deux grandes catégo- 
ries: les modèles statiques et les modèles dynamiques. Un modèle statique de 
charge exprime les caractéristiques de la charge indice du temps comme des fonc- 
tions algébriques du module de la tension et de la fréquence à cet instant à une barre 
donnée [Kundur, 19941. Cutilisation des modèles statiques de charge est justifiée par 
le fait que la réponse de plusieurs composantes de la charge suite à une variation de 
la tension et de la charge est rapide et que le régime permanent de cette réponse est 
atteint très rapidement. Il existe cependant des cas où il est nécessaire de tenir 
compte de la dynamique des composantes de la charge. La modélisation des 
moteurs et d'autres aspects dynamiques des composantes de la charge qui sont 
essentiels dans les études de stabilité sont traités dans [Kundur, 19941. 
Dans cette étude, seul le modèle statique de charge dont la variable est la ten- 
sion est considéré. En effet, cette manière de modéliser la charge du réseau est celle 
généralement utilisée dans la planification et la détermination de la limite de sécu- 
rité des grands réseaux électriques [Valette et al., 19871. Habituellement, la dépen- 
dance en tension des caractéristiques de la charge est représentée par le modèle 
exponentiel [Kundur, 19941: 
qui donne 
où i désigne la barre de connection de la charge. P, Q, et S sont respectivement les 
puissances active, réactive et apparente de la charge pour une tension V de la barre. 
Eindice O désigne les valeurs des différentes variables aux conditions initiales. a et B 
sont des constantes reflétant par exemple que la charge est à impédance constante, à 
courant constant ou à puissance constante (voir chapitre 3, section 3.3). 
La forme du courant de l'équation de charge (à la barre i) est alors donnée par: 
et le vecteur courant t est formé en considérant les charges à toutes les barres ( i=I ,  
m.., n): 
où n est le nombre total de barres du réseau. 
1 STABILISATEUR I 
Figure 1.1 Modèle générique du générateur (i désigne la barre de conneaion du 
générateur) 
13.3 Le pénérateur 
Le système formé par le générateur est complexe et nécessite d'être séparé en 
plusieurs composantes: 1) un système d'interface, 2) les équations d'équilibre, 3) une 
machine, 4) un excitateur, 5) un stabilisateur et 6 )  un régulateur de vitesse [EPRI, 
19771. Le système d'interface contient les variables utiles pour interfacer le système 
générateur avec le réseau. 11 inclut les tensions et les courants d'axes d- et d'axe q- 
qui sont respectivement &, Vq, Id> and Iq [EPRI, 19771. Le système d'interface inclut 
également les variables nécessaires pour interfacer les sous-systèmes du générateur 
entre eux, à savoir entre autre la puissance mécanique PM, la puissance électrique PE, 
la tension de champ Vfi la tension de sortie du stabilisateur V,, l'angle de la machine 
6 et la vitesse mécanique du rotor o. Toutes ces variables sont illustrées à la figure 
1.1 [Valette et Miong, 19821. 
1.3 -3.1 Le système d'interface 
Pour le générateur à la barre i, les seules équations associées à son système 
d'interface sont les équations d'interface du réseau. Les équations sont telles que les 
les variables macroscopiques électriques du générateur V, et 7@ sont respectivement 
en fonction de Q et Idi et Iqi. Ces équations sont [Kundur, 19941: 
où 6 est l'angle interne de la machine. B est également appelé angle de la rotation et 
est illustré à la Figure 1.2 [Kundur, 19941. 
De l'équation (1-9) ou de la figure 1.2, on peut remarquer 
ou, sous forme matricielle 
Figure 1.2 Reférenciel de transformation définition de l'angle de rotor 6 
[Kundur, 19941 
où [Tgi] est connue comme une matrice de rotation. Vm et bi sont les parties réelles 
et imaginaires de la tension du générateur, V@. 
La même transformation est appliquée au courant du générateur et des équa- 
tions similaires sont obtenues: 
1.3.3.2 Le svstème mécanique 
Le système mécanique est associé aux équations d'inertie rotationnelle de la 
machine. Les équations mécaniques sont [EPRI, 19771: 
vitesse angulaire de la machine [rad/s] 
vitesse synchrone 
constante d'inertie du générateur et de la turbine 
constante de fiction de la machine 
puissance mécanique fournie par la turbine 
puissance électrique fournie par la machine 
1.3.3.3 Le svstème machine 
Les équations de la machine sont des équations électriques définissant les ten- 
sions et les courants en fonction des flux traversant les enroulements rotoriques et 
statoriques. La stmcture détaillée de ces équations dépend du type de modèle uti- 
lisé, voir l'exemple de l'Annexe D, mais en général, les équations prennent la forme 
suivante [EPRI, 19771 
où hi: représente le vecteur des variables d'état de la machine 
: représente des autres variables de la machine 
Ei : représente le vecteur des variables d'interface, i.e Vdi, qi, I h  Iqi> VF, &, 
di, P E ~  Wi, et PMi (où VF~ et Vsi sont respectivement les sorties du sys- 
tème d'excitation et du stabilisateur, voir 1.3.3.4 et 1.3.3.5). 
1.3.3.4 Le svstème d'excitation 
Eexcitateur est formée d'équations définissant la tension de champ VFi en fonc- 
tion de la tension terminale Vn. Les développements de ces équations dépendent du 
type d'excitateur à modéliser, voir Annexe E. La plupart de ces équations sont des 
équations (différentielles) d'état. Cependant, des équations algebriques peuvent 
être utilisées pour simuler les bloc limites ou le bloc de "lead-lag" [EPRI, 19771. En 
général, les équations prennent la forme 
vT,(t) = lvgjt) 1 
où & représe~te le vecteur de l'excitateur. ai représente le vecteur des autres 
variables de I'excitateur (s'il en existe). & représente le vecteur des variables d'in- 
terface. 
1.3-3.5 Le svstème de stabilisation 
Le stabilisateur est formé d'équations exprimant la vitesse mécanique de la 
turbine wi en fonction de la tension de stabilisation (sortie supplémentaire) V,. La 
forme générale des équations est similaire à celles du système excitation. 
où & représente les variables d'état du stabilisateur, fi représente les autres varia- 
bles du stabilisateur et représente les variables d'interface. Un exemple est mon- 
tré à l'Annexe E 
1.3.3.6 Le svstème turbine 
Le système turbine est formé d'équations exprimant la vitesse oi en fonction de 
la puissance mécanique PMi, voir Annexe G. La forme générale des équations est 
similaire à celies de l'excitateur et du stabilisateur. 
où & représente le vecteur d'état des variables de la turbine, représente le vec- 
teur des autres variables de la turbine et Ei représente le vecteur d'interface. 
Si la tension terminale à la barre Vfi est incluse dans le vecteur des variables 
d'interface B, les systèmes d'équations (1-13) à (1-17) peuvent être réduits à un seul 
système d'équations: 
où Xl;i représente le vecteur d'état de toutes les variables dans le générateur: 
et Ei représente toutes les autres variables du générateur: 
f équation (1-4) représente le réseau électrique, les équations (1-5) et (1-6) 
représentent les charges et l'équation (1-18) représente les systèmes des généra- 
teurs. Ensemble ces équations forment le modèle de la stabilité transitoire. Il est 
complètement indépendant de I'algorithme de résolution ce qui est discuté dans les 
sections suivantes. 
1.4 CHOIX D'ALGORITHME 
Dans la section 1.1 quatre approches distinctes ont été identifiées pour résou- 
dre les équations du modèle de stabilité transitoire. Chacune de ces quatres appro- 
ches propose une technique permettant de développer un programme de simulation 
de la stabilité transitoire. 
Comme nous l'avons précédemment mentionné, pour des raisons diverses et 
toutes justifiées, les algorithmes les plus utilisées de nos jours sont du type IS ou du 
type ER En effet, les méthodes simultanées possèdent l'avantage d'éliminer les 
erreurs d'interface qui caractérisent les méthodes partitionnées. De plus, les techni- 
ques d'intégration explicites telle Runge-Kutta, sont de manière inhérente instables 
[Dommel et Sato, 19721. Elles nécessitent une période d'échantillonnage ajustée à la 
plus haute fréquence ou à la constante de temps la plus faible (la règle du pouce: At 
S Tmin/5) [Dommel et Sato, 19721. Dans de telles techniques, il est alors nécessaire de 
fixer la faible constante de  temps à zéro pour éviter l'instabilité numérique [Dommel 
et Sato, 19721. Il est inapproprié pour l'utilisateur car le problème suMent plus sou- 
vent juste après que l'algorithme n'ait pu donner un résultat, et il est difficile dans 
tous les cas d'établir un lien entre une petite constante de temps et une autre moins 
petite [Dommel et Sato, 19721. On ne rencontre pas ce type de problème avec les 
méthodes d'intégration implicites teiie que la méthode trapézoïdale qui est numéri- 
quement stable, même si le pas d'échantillonnage est plus grand que la plus petite 
constante de temps du système. En effet, la technique d'intégration trapézoïdale est 
recommandée pour sa simplicité, sa généralisation et pour sa stabilité [EPRI, 19771. 
Comme résultat, l'approche implicite simultanée (1s) possède, comparée à d'autres 
méthodes d'intégration, plusieurs avantages. Elle offre une convergence plus 
rapide, une plus grande précision (du fait qu'elle élimine les erreurs d'interface) et 
une plus grande stabilité (à cause de la méthode d'intégration trapézoïdale [Valette 
and Vuong, 19821. Elle possède en plus l'avantage de permettre l'utilisation d'un pas 
d'intégration variable conduisant à un calcul rapide sans toutefois dégrader la per- 
formance du programme. Pour toutes ces bonnes raisons, elle a été choisie comme 
la méthode de résolution pour cette étude. 
1.5 L'APPROCHE IMPLICITE SIMULTANÉE (1s) 
La première étape dans la résolution des équations de stabilité transitoire est 
de remplacer le terme dérivé (dldt) par une approximation à différence finie. Dans 
le cas d'une approche implicite simultanée, la fonction différence D est implicite; 
elle s'écrit comme suit [EPRI, 19771: 
où l'indice n réfère aux temps, & est la valeur de X à ['instant t, et  f(&J repré- 
sente la valeur de la dérivée U d t  à l'instant t p l .  
En appliquant l'équation (1-21) à l'équation (1-18) décrivant chaque généra- 
teur on obtient: 
Eéquation générale regroupe les équations du réseau et les charges sous forme de 
systèmes algébriques purs qui devront être résolus à chaque instant pour déterminer 
les variables du système (réseau). Ici, l'approche implicite simultanée consiste à 
résoudre des équations algébriques simultanément. Une méthode itérative appro- 
prié est nécessaire pour cela. Très souvent, une variante de la méthode de Newton 
associant plusieurs autres techniques est sollicitée [Valette et Vuong, 19821. 
Pour résumer, l'approche implicite simultanée la plus courante consiste à 
transformer toutes les équations différentielles du système en équations algébriques 
à l'aide de la technique d'intégration trapézoïdale, et par la suite construire un sys- 
tème d'équations algébriques pures qui seront résolues de manière simultanée à 
chaque instant au moyen d'une méthode numérique itérative. La technique du réso- 
lution pour cette approche est discuté dans ce qui suit. 
1.5.1 Méthode de résolution 
Le système d'équation de chaque générateur (1-22), peut s'écrire en isolant, 
dans la partie Linéaire, une constante et un terme nonlinéaire dans D,& e t  
Comme il sera expliqué dans le chapitre prochain, pour un modèle donné et un pas 
d'intégration fixé, [M,] est une matrice constante, Gi est un vecteur fixé (connu à 
l'instant précédent) et si est un vecteur résiduel dépendant de certaines variables de 
vecteurs Gi, et apparaissant dans les équations nonlinéaires. En définissant 
alors l'équation (1-23) s'écrit: 
Par ailleurs, comme on l'a vu dans (1-Il), la tension du générateur V, = Vei + 
jVgi peut s'écrire sous la forme matricielle. 
où Gi et V, sont respectivement les composantes d'axe d- et d'axe q- de la tension du 
générateur, voir équation (1-11). Ces composantes sont les éléments du vecteur 
interface de la machine Bi, qui est une partie du vecteur La longueur du vecteur 
4 de même que la position des ces éléments dans le vecteur & dépendent de la 
complexité du modèle de machine (c'est-à-dire si oui ou non un système d'excitation, 
un système de stabilisation du réseau, ... etc. sont modélisés dans la représentation 
du générateur). Conséquemment, les relations entre & et peuvent s'écrire 
comme suit pour le générateur i: 
où les un (1) écrits à la gauche sont placés sur des positions correspondantes à Vdi et 
V, sur le vecteur &. 
Les équations (1-25) et (1-28) peuvent être regroupées pour donner 
En posant 
O 
W . .  
O 
- - - - - - - - - - - - - - - -  
- sin@ Kt)) -cos@ i(t)) 
cos(d ,i t)  ) - sin@ i(t)) 
- - - - - - - - - - - - - - - - - - -  
O - .  O I O O ... O 
alors I'équation (1-29) devient 
Léquation (1-33) représente le générateur i du réseau où [B,] est la matrice de 
rotation de la tension contenant les coefficients de Vei et & obtenus de l'équation 
(1-11). Cette matrice dépend de l'angle interne de la machine di. La matrice [&] 
est une matrice-coefficient des équations du générateur et fonction de plusieurs 
paramètres et de la technique d'intégration; elle est obtenue directement à partir de 
la matrice [Mgil en y ajoutant deux lignes. Chacune de ces deux lignes contient I à la 
position correspondante à bi et V& dans Qi (voir équation (1-30)). & est un vecteur 
composé des valeurs connues et des nonlinéarités du générateur obtenues directe- 
ment & et !& (voir équation (1-32)). Pour mieux comprendre comment cette équa- 
tion est développée, voir la Figure 2.2 du chapitre 2 où l'approche implicite simulta- 
née est appliquée au réseau WSCC de 9 banes. 
Léquation du réseau, (1-4)' peut également s'écrire comme suit: 
[Y ] y(t)- IG(t) + &(t) = 2 (1-34) 
Ici & est le vecteur comprenant tous les courants des générateurs, et est le vec- 
teur comprenant tous les courants des charges. De l'équation (1-12)' pour chaque 
générateur, i, le courant 7, = IRgi peut s'écrire sous forme matricielle 
où Idi et 1, sont respectivement les composantes d'axe d- et q- du courant du généra- 
teur, voir équation (1-12). Puisque 1' et Iqi sont des éléments du vecteur &, le cou- 
rant du générateur peut s'écrire de la manière suivante. 
O ... O sin(di(t)) cos(di(t)) O ... O 
r (t) = -gi 1 u Jt) (1-36) O ... O -cos(d,(t)) sin(di(t)) O ... O -g 
OU comme 
I (t) = [cg,(t)] Ugl(f) -g ; 
est la matrice de rotation du courant comprenant les coefficients de Id et bi obtenus 
( - 2 )  Ces coefficients sont placés sur des positions correspondant à Idi et 1, dans 
le vecteur &-. 
Considérant alors tous les générateurs, le vecteur & s'écrit 
où toutes les entrées non situées sur la diagonale sont nulles. 
D'autre part, chaque courant de charge doit être divisé en deux parties, un 
terme linéaire, &*Fi, et un résidu nonlinéaire Ki. En considérant les charges à tou- 
tes les barres, le vecteur courant de charge peut s'écrire 
où PL] est la matrice diagonale d'admittance de charge, Eest le vecteur des tensions 
aux barres et & est le vecteur résidu représentant toutes les nonlinéaritées de la 
charge. 
L'objectif est de substituer les courants des générateurs et de charge des équa- 
tions (1-39) et (1-40) dans les équations du réseau (1-34). Le problème ici est que les 
courants du générateur dans l'équation (1-39) sont réels alors que les courants de 
charge (1-40) et les équations du réseau, (1-34) sont sous forme complexe. Une sim- 
ple transformation est donc nécessaire ici pour convertir ces grandeurs complexes en 
grandeurs réelles; en d'autres termes, chaque élément complexe de [q et [YL] est 
transformé en une sous-matrice réelle de 2x2 et les éléments de E L, et & en vec- 
teurs réels de 2x1. Donc pour un élément & d'une matrice complexe, les transforma- 
tions suivantes sont utilisées: 
et pour un élément d'un vecteur complexe, la transformation suivante est utilisée. 
Après transformation de tous les vecteurs et matrices complexes du système en 
vecteurs et matrices réels, l'équation du réseau peut s'écrire de la manière suivante. 
où [Yj et [YL] sont maintenant de dimension 2nx2n, et y et & sont de dimension 
2nd,  (où n est le nombre de barres du réseau). En regroupant les deux équations 
(1-33) et (1-44) on obtient 
et en définissant 
alors l'équation (1-45) s'écrit de la manière suivante: 
La matrice du système dans l'équation (1-51) représente la formulation de la 
stabilité transitoire au moyen de l'approche implicite simultanée, où: 
[AG] - matrice coefficient de toutes les équations des générateurs comme 
fonction des paramètres et de la technique d'intégration 
[ElG] - matrice interface de tension 
[CG] - matrice interface de courant 
i& - vecteur associé des valeurs connues et des nonlinéarités des généra- 
teurs 
& - vecteur associé des variables des générateurs 
[YL] - matrice diagonale contenant Les admittances équivalentes des charges 
& - vecteur des résidus de courant dus aux charges 
[y - matrice d'admittance du réseau 
V - vecteur des tensions aux barres du réseau -
De la matrice du système précédent, nous pouvons écrire 
en substituant ÿ, de l'équation (1-52) dans l'équation (1-53), on obtient 
soit 
alors l'équation (1-54) devient 
[[YI + [y,] + [Y&)]] Ht) = Mt) 
ou, plus convenablement, 
f équation (1-57) représente le problème fondamental de l'écoulement de 
puissance dans l'étude de stabilité transitoire. La technique de résolution diffère 
soit suivant la représentation de leurs charges [YL] et leurs générateurs [YG], soit 
selon la méthode de résolution de l'équation algébrique. Il est important de noter 
que [YG] contient l'information relative à la dynamique du générateur et à la techni- 
que d'intégration. Toutes les matrices et tous les vecteurs dans (1-57) sont réels; 
cependant Vuong dans [Vuong et Valette, 19851 montre qu'une forme complexe 
d'équation (1-57) peut être obtenue. Nous discuterons ce sujet plus loin dans la pro- 
chaine section. 
1.5.2 Un algorithme com~lexe  de la matrice Y du problème de stabilité transitoire 
Originalement, les générateurs sont présentés à l'aide des quantités réelles 
(équation (1-40))' bien que le réseau et les charges soient définis par des quantités 
complexes, voir équations (1-34) et (1-39) respectivement. Dans le but de regrouper 
toutes ces équations sous une seule forme algébrique pour une résolution simulta- 
née, les quantités cornpiexes du réseau et de la charge sont transformées en des 
quantités réelles en utilisant les transformations définies par les équations (1-41) et 
(1-42). Finalement, toutes les matrices et les vecteurs dans l'équation (1-57) qui 
représente le problème fondamental de l'écoulement de  puissance dans l'étude de la 
stabilité transitoire sont réelles. Les éléments de [Yj et [YL] sont des sous-matrices 
de 2 ~2 et ceux de v e t  G( sont des vecteurs réels de 2x1.  On peut néanmoins procé- 
der autrement; dans ce cas, les équations du réseau et des charges gardent leur 
forme complexe initiale et une représentation complexe pour les générateurs peut 
être trouvée; on obtient alors une forme complexe de l'équation d'écoulement de 
puissance. Avec la méthode BPA, les générateurs sont représentés dans la matrice 
du réseau par une admittance fictive qui est indépendante de la complexité du 
modèle de générateur [Dommel et Sato, 19721. Pour le générateur i, l'impédance 
fictive est donnée par 
où rai+jxii est l'impédance transitoire de la machine et  x> représentant la saillance 
de la machine. 
Eéquation (1-59) ne donne pas une vision complète et une représentation pré- 
cise de la machine, et considère que tous les générateurs sont identiques malgré la 
complexité de chaque modèle. Cependant, Vuong dans [Miong et Valette, 19851 
montre qu'une représentation précise des générateurs peut s'obtenir de la manière 
suivante: en multipluant les deux membres de I'équation ( 1-52) par la matrice de 
rotation de courant, [Cc], on obtient 
En substituant l'équation (1-55) dans l'équation (1-60) on a 
Les quantités se situant à droite de (1-62) ont les dimensions d'un courant, ce 
qui permet d'écrire plus convenablement 
Soient P e t  & des complexes équivalents de Le t  Ic; Pour chaque générateur à 
la barre i (Y,, Ï,), on peut correspondre le nombre complexe 
Eéquation (1-64) définit un tableau de  l'espace vectoriel à quatre dimensions 
(matrices 2x2) des admittances généralisées complexes dans un plan où le terme% 
représente les générateurs. En considérant tous les générateurs, une matrice diago- 
nale complexe peut être définie par: 
[YG(t)] y(t) = &(f) 
Une forme complexe de l'équation (1-57) est donc obtenue par: 
ou plus convenablement, 
Léquation (1-67) a la forme d'une injection de courant dans un problème 
d'écoulement de puissance pouvant être résolue de manière itérative par l'approche 
du courant différentiel [Vuong et Valette, 19851: 
A& est utilisé comme un indice d'appréciation de la convergence, autrement dit, le 
nombre d'itérations augmentera jusqu'à ce que le plus grand élément du vecteur A& 
atteigne la tolérance spécifiée. 
Avec cette approche, aucune indication explicite n'est nécessaire pour les bar- 
res d'équilibre ou pour les sources équivalentes dans la mesure où la contribution du 
générateur est globalement représentée par leurs injections de courants. Par ail- 
leurs, la matrice El peut rester inchangée dans l'intérêt de diminuer le nombre de 
factorisations où la méthode de factorisation D U  est utilisée pour résoudre l'équa- 
tion (1-66) tant et aussi longtemps que les variations de E] resteront relativement 
faibles. Dans [Vuong et Valette, 19851, il a été prouvé après investigation que les 
variations de [yG] sont relativement faibles sur une grande proportion de conditions 
d'opération. Cependant, on y a montré que [yF] est sensible au pas d'intégration, At ,  
en suggérant que [Yc] soit réévalué au moment où le pas change et la matrice résul- 
tante [XI refactorisée; autrement dit [yG] et la matrice correspondante E] peuvent 
être considérées comme constantes si un pas d'intégration A t  fixe est utilisé. Il est 
vrai que les modifications topologiques nécessitent également la refactorization 
dans la mesure où elles modifient la matrice d'admittance du réseau. La résolu- 
tion du système (creux) d'équation (1-58) ou (1-67) par la méthode de factorisation 
LDU nécessite trois étapes essentielles [EPRI, 19771, qui sont: 
1) l'analyse: choisir une stratégie à pivot d'ordre optimal, 
2) factorisation: calcul des matrices triangulaires L (lower) et U (upper) de [XI, 
en utilisant la méthode d'élimination de Gauss ou d'autre méthodes, enfin 
3) opération: calcul de la substitution avant et arrière de la solution. 
Pour le cas complexe, l'équation (1-66)' [Ye] est factorisé en facteurs symétriques. 
[Fe] = [q ' [q (1 -69) 
Pour le cas réel, l'équation (1-58), [El est factorisée en facteurs asymétriques. 
1.6 CONCLUSION 
La stabilité est un facteur-clé dans la planification et l'exploitation des réseaux 
d'énergie électrique. f étude de la stabilité transitoire donne des informations sur la 
capacité du système à rester en synchronisme après de grandes perturbations. La 
simulation temporelle, du fait qu'elle offre une modélisation aisée en temps continu 
et discret des systèmes nonlinéaires et une grande variété des contingences, demeure 
la méthode la plus populaire pour l'étude de la stabilité des grands systèmes d'inter- 
connection de génération, de transport et de charges. 
Bien que l'on puisse disposer de quatre méthodes fondamentales pour la simu- 
lation numérique des problèmes de stabilité transitoire des réseaux électriques, I'ap- 
proche implicite simultanée (IS) demeure la plus sollicitée. Elle consiste à transfor- 
mer, à l'aide de la technique trapézoïdale, toutes les équations différentielles en 
système d'équations algébriques pures qui sont alors résolues simultanément à cha- 
que pas d'intégration par des méthodes itératives. Comparée à d'autres algorithmes, 
l'approche SI offre une bonne convergence, une bonne précision (puisqu'elle éli- 
mine les erreurs d'interface) et une plus grande stabilité (due au choix de la méthode 
d'intégration trapézoïdale). Elle possède en plus l'avantage de permettre l'utilisa- 
tion d'un pas d'intégration variable lors des calcul rapides sans dégrader la perfor- 
mance du programme [Valette et Miong, 19821. 
Dans le chapitre qui suit, l'approche implicite simultanée est appliquée au sys- 
tème du conseil de coordination de l'ouest (WSCC) à 9 barres. Une présentation pas 
à pas de la méthode de résolution du problème de stabilité transitoire à l'aide de 
l'approche IS est donnée. Les matrices du système sont calculées à partir des équa- 
tions du réseau, des charges et les équations des générateurs. Les résultats des simu- 
lations pour différents cas de stabilité transitoire sont présentés et comparés à ceux 
obtenus de ST600, le logiciel d'analyse de stabilité transitoire développé et  utilisé par 
Hydro-Québec. 
Dans le premier chapitre, la théorie du problème de stabilité transitoire a été 
introduite, plusieurs techniques de résolutions ont été présentées et la méthode 
implicite simultanée, SI, expliquée. Dans le présent chapitre, la méthode de résolu- 
tion utilisant l'approche SI est présentée en détail. Les matrices du système sont cal- 
culées et la méthode de résolution clairement expliquée. En plus, ce chapitre illustre 
un exemple d'application de la méthode ainsi développée dans l'étude du réseau à 9 
barres du Western System Coordinating Council (WSCC). Les résultats de simula- 
tions (obtenus par Matlab) sont fournis et comparés par la suite à ceux obtenues de 
ST600, le programme commercial développé et utilisé par Hydro-Québec. 
2.2 L'APPROCHE IMPLICITE SIMULTANÉE: MÉTHODE DE RÉSOLUTION 
Dans le chapitre 1, il a été montré qu'avec l'approche (1s) le problème de stabi- 
lité transitoire peut être représentée par les matrices suivantes du réseau (équation 
1-5 1): 
En plus, l'équation représentant le problème fondamental d'écoulement de puis- 
sance dans l'étude de stabilité transitoire à été donnée en (1-57) 
où [YG] est une matrice diagonale représentant les admittances des générateurs et 
définie par l'équation (1-55) 
et & est un vecteur comprenant les nonlinéarités du système définie par l'équation 
(1-56) 
où & est un vecteur des résidus de courant dus à la nonlinéanté des charges et & 
un vecteur associé des valeurs connues et des nonlinéarités des générateurs. 
Céquation (2-2) a la forme d'une injection de courant de problème d'écoule- 
ment de puissance qui peut être résolu de manière itérative en utilisant l'approche 
du courant différentiel où A& est utilisé comme une mesure de convergence de l'al- 
gorithme (les itérations successives sont calculées jusqu'à ce que le plus grand éIé- 
ment du A b  atteigne une tolérance spécifiée. 
La résolution du problème de stabilité transitoire à partir de l'approche impli- 
cite simultanée peut se résumer par les différentes étapes suivantes: 
Calcul de la matrice d'admittances [YJ du réseau. 
Calcul de la matrice diagonale d'admittance, [YL], représentant la partie 
linéaire de la charge. 
Calcul des matrices coefficient de toutes les équations des générateurs, 
PG], comme une fonction des paramètres et des techniques d'intégration 
Calcul des matrices d'interfaces de tension et de courant, [BG] et  [CG]. 
CalcuI du vecteur associé de valeurs connues et des nonlinéarités des 
générateurs, & ; 
Calcui de la matrice diagonale d'adrnittance, [YG]> représentant les 
admittances équivalentes des générateurs. 
Construction de la matrice d'admittance du système, [YE]. 
Calcul du vecteur résidu, k. 
Résolution de l'équation d'écoulement de puissance, [yE] 1 = IR . 
Calcul des variables des générateurs, &. 
Terminer des itérations si une solution a été obtenue pour l'équation 
d'écoulement de puissance, sinon 
12- Ajustement des nonlinéarités à partir de l'étape 4. 
13- Finalisation du processus de simulation et impression des résultats si le 
temps spécifié de simulation a été atteint, sinon 
14- Accroître le temps At et revenir à l'étape 4. 
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Figure 2.1 Un diagramme simplifié d'un programme de stabilité transitoire utili- 
sant l'approche implicite simultanée (1s). 
23 CALCUL DES MATRICES ET DES VECTEURS DU SYSTÈME 
Les matrices et les vecteurs du système sont calculés à partir des données du 
réseau, des générateurs et des charges. 
La matrice d'admittance réseau, [q, est de manière classique une matrice 
complexe d'ordre nxn simplement construite à partir des donnés du réseau. Par ail- 
leurs, cette matrice complexe est convertie en une matrice réelle d'ordre 2nx2n où 
chaque entrée devient une sous-matrice d'ordre 2x2 à l'aide de la transformation sui- 
vante: 
[yu] = 
Pour le système WSCC à 9 barres, la matrice primitive d'admittance du réseau, 
[Yj, est une matrice complexe d'ordre 9x9 construite à partir des données du réseau 
de la figure 2.3. Ensuite, la matrice réelle d'admittance (d'ordre 18x18) est obtenue 
en utilisant la transformation (2-5) précédente. 
23.2 La matrice d ia~onale  d'admittance de charpe. rYr f 
[YL] est une matrice représentant les admittances constantes de la charge (ter- 
mes iinéaires des charges) et elle est calculée à l'instant t = b  Pour la barre r, I'ad- 
mittance constante de la charge est donnée par 
où Pm et Q, sont respectivement les charges actives et réactives de la barre r à l'in- 
stant r=to, et où % est la tension de la barre obtenue à partir de l'écoulement de 
puissance. La matrice diagonal complexe d'ordre n m  est donnée par 
où toutes les entrées non-diagonales sont nulles. Cette matrice complexe est conver- 
tie en une matrice réelle d'ordre 2nX2n en utilisant la transformation spécifiée à 
l'équation (2-5). 
2 3 3  Équations du pénérateur: construction de TAnl. r B ~ l  et Rc, 
[AG] est la matnce coefficient de toutes les équations des générateurs, en fonc- 
tion des paramètres et des techniques d'intégration, [BG] est la matrice d'interface 
(rotation) de tension et & est le vecteur associé des valeurs connues et des nonlinéa- 
ritées des générateurs. Les équations du générateur devront être écrites en premier 
pour permettre la construction avisée des matrices et des vecteurs précédents. Un 
cas complexe est traité en annexes E à G où les modèles détaillés du générateur, des 
systèmes d'excitation statique, des stabilisateurs du réseau, des turbines et des char- 
ges nonlinéaires ont été utilisés. Dans ce chapitre par contre, dans Ie but d'illustrer 
les principes de base de cette étude, un modèle classique et simple seulement du 
générateur est considéré. Les seules équations différentielles associées à ce modèle 
sont les équations mécaniques. Les équations algébriques sont les équations de ten- 
sion, de puissance et les équations des rotations: 
2.3.3.1 Les équations mécaniques 
Le système d'équations mécaniques est associé aux équations dynamiques de 
I'inertie de la machine. Comme définies 
générateur i sont [Valette et Vuong, 19821: 
en (1-13), les équations mécaniques du 
= PM,(0  - PE,(f) 
où wj : vitesse angulaire de la machine [rad/s] 
: vitesse synchrone 
Hi: constante de I'inertie du générateur et de la turbine 
Di: coefficient d'amortissement de charge de la machine 
PMj: puissance mécanique fournie par la turbine 
PEi: puissance électrique fournie par la machine 
Céquation (2-8) peut s'écrire comme suit 
En utilisant la technique d'intégration trapézoïdale on a 
dans ce modèle, la puissance mécanique est supposée constante et égale à la puis- 
sance électrique à l'instant t =to, autrement dit 
PMi( t )  = P,(t-d t )  = PE,(tO) = Pi*, = constante 
Dans le cas où la puissance mécanique n'est pas constante en incluant le régulateur 
de la vitesse, voir l'annexe G où le régulateur de la vitesse est inclus. 
Les équations (2-11 ) et (2-12) peuvent s'écrire comme suit: 
2.3.3.2 Équations de tension 
Les équations de tension du générateur sont définies par: 
V J f )  + X t d  Iq,(t)  = E J t )  
Dans ce modèle, on peut montrer que 
Ed,(t) = O @oui- toutes les valeurs de t) 
où E, est la tension interne de la machine obtenue de l'écoulement de puissance à 
t =to. 
Les équations de tension deviennent alors 
2.3.3.3 Les équations de puissance 
La puissance active tirée de la machine peut être obtenue par: 
Ces équations sont nodinéaires et le membre de droite de l'équation (2-22) repré- 
sente les nodinéairités du modèle. Ces nonlinéarités sont ajustées pendant la procé- 
dure itérative de résolution tel que montré par le diagramme simplifié de la Figure 
2.1. 
2-3.3.4 Les éauations d'interface de tension 
Les équations de rotation de tension sont définies par 
Vd,(t) = sin(ai(t))  vR$t)+os(di(t)) V,,(t) 
où il est clair que les coefficients dans les équations de rotation dépendent de l'angle 
interne de la machine et varient par conséquent en fonction du temps; ils doivent 
être ajustés à chaque itération pour un instant donné. 
2.3.3.5 Un système d'équations aleébriaues oures 
Les équations (2-14 ) à (2-25 ) sont purement algébriques et peuvent être 
représentées par un système algébrique tel que montré à la figure 2.2 
el- 
+ 
Dans une forme matricielle, ce système algébrique peut s'écrire de la manière 
suivante 
où [AGi] est une matrice constante comprenant les paramètres du générateur et défi- 
nie par 
ki (t) est vecteur comprenant les variables du générateur 
b i ( t )  est un vecteur d'ordre 2x2 représentant les parties réelle et imaginaire de la 
tension du générateur 
[BGi(t)] représente la matrice d'interface de tension 
&(s) est un vecteur comprenant quelques paramètres constants et quelques termes 
[ ~ ~ . ( f ) ]  = 
connus de temps discret précédant l'intégration 
L 





-sin(d ( t ) )  cos(d ( t ) )  
-cos(di ( t ) )  -si@ ( t ) )  
A 
et !&(t) est un vecteur représentant les nonlinéarités du générateur à l'instant où la 
quantité est résolue pour 
En posant 
l'équation (2-26) devient 
Pour les 3 générateurs dans l'exemple du système WSCC (Western System 
Coordinating Council), l'équation (2-28) devient 
2.3.4 L a  matrice de rotation de courant. TC&) 1 
Pour ie générateur i, les équations d'interface courant sont défmies par: 
IR.(') = sh(gi  ( t ) )  ld,(t) + cos(di ( t ) )  Iq , ( t )  
I&t )  = -cos(& ( 1 ) )  I d ( t )  + sin(di(t)) Iq i ( t )  (2-30) 
En outre, les courants du générateur peuvent s'écrire de la manière suivante: 
ou par 
est la matrice d'interface courant. 
2.3.5 La matrice équivalente d'admittances du pénérateur. TYcJ 
Pour le générateur i, [YGi] est une matrice réelle d'ordre 2x2 représentant I'ad- 
mittance du générateur et définie par 
Céquation (2-33) montre que [Yci(t)] est une fonction du temps parce qu'elle 
dépend des matrices d'interface courant et tension, Cci(t) and BGi(t), qui sont toutes 
deux fonctions de l'angle interne d,(t). Par ailleurs, les résultats montrent que les 
variations dans [Yci(?)] sont relativement faibles; [Yc,(t)] peut donc être supposée 
constante pour une large plage de conditions d'opération. En considérant tous les 
générateurs dans le système, [YG] est une matrice d'ordre 2nx2n définie par 
où  toutes les sous-matrices sont nulles à l'exception de celle représentant les généra- 
teurs. 
2.3.6 L a  matrice d'admittance du système. rYJ 
La matrice d'admittance du système, [Y,], est obtenue en ajoutant simplement 
les matrices diagonales [YG] et [YL] à la matrice d'admittance du réseau, [YI; autre- 
ment dit 
[Yc] est sensible au pas d'échantillonnage, At,  d'où la nécessité de réévaluer [Yc] et 
de refactoriser la matrice d'adrnittance [Y,] à chaque changement du pas, autrement 
dit [YG], et correspondement, [Y,] peut être considérée constante si le pas utilisé At 
est constant. II est évident qu'une modincation de la topologie du réseau entraîne la 
réfactorisation de [YI. 
2.3.7 Les résidus de courant dus aux char~es nonlinéaires. RN 
& est un vecteur des résidus de courant dus aux charges nonlinéaires. Pour la 
barre >; le courant peut s'écrire comme suit 
où 7k est l'admittance de charge à la barre r évaluée à t=t, à l'aide de l'équation 
(2-6). C(i) est la tension de la barre à l'instant t, et t(t) est un résidu dû à la nonhnéa- 
rité de la charge évalué à partir de l'équation ci-dessous 
où &(f) est La charge à la barre r définie par 
W1, = P l j t )  + j Q&> = pl?, 
Pour toutes les barres du système, & est un vecteur réel d'ordre 2 n d  défini par 
23.8 Le vecteur résiduel, &. 
& est un vecteur réel d'ordre 2 n d  contenant les nonlinéairités des générateurs 
et les résidus de courant dus aux charges nonhéaires. Ce vecteur ajusté à chaque 
itération est défini par 
2.3.9 Résolution de l'équation d'écoulement de puissance 
À chaque pas d'intégration, les tensions aux barres sont obtenues en résolvant 
l'équation d'écoulement de puissance représentée par: 
Cette équation représente le problème fondamental d'écoulement de puissance 
dans l'étude de la stabilité transitoire. Elle a la forme d'une injection de courant en 
écoulement de puissance et  peut donc être résolue par I'approche d'accroissement 
de courant. 
où A& est utilisée comme mesure de la convergence, autrement dit, les itérations 
sont successivement calculées jusqu'à ce que l'entrée la plus importante du vecteur 
A& atteigne la tolérance spécifiée. 
23.10 Calcul des variables des énérateurs, UG 
La résolution de l'équation d'écoulement de puissance donne les tensions aux 
barres de tous les noeuds du système. Une fois que les tensions du générateur sont 
connues, les variables du générateur sont alors obtenues à partir de l'équation 
(2-28). Pour le générateur i, le vecteur des variables est donné par: 
2.3.11 Test de converpence 
Après la mise à jour des tensions aux barres, les nonlinéarités du système sont 
réajustées et une nouvelle itération initialisée. Le nombre d'itération augmente 
jusqu'à ce que le plus grand élément du vecteur A k  atteigne la tolérance E fixée. 
Une fois la convergence atteinte, les itérations sont arrêtées, le temps subit un 
accroissement de At, et tout le processus est répété jusqu'à ce que le temps de simu- 
lation t, préalablement fixé soit atteint. La fin de la simulation est alors observée et 
les résultats obtenus représentés graphiquement. 
2.4 UN EXEMPLE D'APPLICATION: 
Eaproche implicite simultanée est appliquée au réseau à 9 barres du (WSCC). 
Les résultats de simulation (obtenus avec Matlab) sont comparés à ceux obtenus de 
ST600, le logiciel d'analyse de la stabilité transitoire développé et utilisé par Hydro- 
Québec. Ces résultats montrent que l'approche implicite simultanée a été implantée 
utilisant Matlab comme outils numériques avec succès. Le réseau à 9 barres de 
WSCC est présenté en premier dans cet exemple. 
2.4.1 Le réseau à 9 barres de WSCC 
Le réseau à 9 barres du Conseil de Coordination des Systèmes de l'Ouest 
(WSCC) a été utilisé dans l'un des plus importants projets de EPRI (Electrical Power 
Research Institute) dans l'intérêt de tester et d'évaluer les algorithmes utilisés dans 
l'analyse du comportement dynamique des réseaux électriques [EPRI, 19771. Le 
réseau d'essai est constitué de neuf barres, trois machines, trois transformateurs, six 
lignes de transport et trois charges. Les systèmes et les données d'écoulement de 
puissance sont illustrés à la figure 2.3. Les données de stabilité transitoire sont four- 
nies à la tableau 2.1 pour le cas classique où des modèles simples de générateurs sont 
utilisés. 
GEN 2 
18.0 GEN 2 
1.025 pu 230 KV 
125 MW 4 
50 MVAR 
GEN 3 
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Figure 2.3 Le réseau à neuf barres de WSCC 
































2.4.2 Résultats de simulation 
Les programmes de stabilité transitoire construits avec Matlab ont été testés 
dans plusieurs cas où plusieurs types de modèles de générateur, de systèmes d'excita- 
tion, de stabilisateurs de réseau, de turbines et des charges nonlinéaires ont été utili- 
sés. En plus, des valeurs différentes du pas d'intégration At ont été choisies; les 
résultats sont comparés avec ceux obtenus de ST600 le logiciel de stabilité transi- 
toire. Les figures 2.4, 2.5 et 2.6 montrent des résultats de simulation de stabilité 
transitoire obtenus par Matlab pour le réseau d'essai à neuf barres de WSCC. La 
figure 2.4 présente les angles internes et les vitesses mécaniques des machines pour 
les cas de machines simples, charges linéaires (impédance constante) et At=0.5 
cycle. À la figure 2.5, les résultats des puissances actives (MW) et réactives (MVAR) 
des générateurs sont représentés. Dans cet exemple, les modèles complets de 
machine, les charges nonlinéaires (courant constant) et un pas At= i  cycle ont été 
utilisés. La figure 2.6 montre la tension terminale du générateur (module et angle) 
pour le cas de modèles complexes des machines, charges nodinéaires (puissance 
constante) et pas At=2 cycle. Dans tous les cas, la perturbation est un défaut tri- 
phasé appliqué à GEN2 de la barre à 230KV à 0.26666 secondes (16 cycles). Ceci per- 
met de voir plus clairement les conditions initiales des simulations sur les différentes 
figures. Le défaut est comgé et la ligne de la barre GEN2 23OKV à la STAnON A 
230KV est ouverte pendant à 0.36666 secondes (22 cycles); donc la contingence d'es- 
sai est le court-circuit triphasé appliqué pendant six cycles à la barre 5 (GEN2) asso- 
cié à une perte de la ligne 5-6 (GENZ-STATION A). 
Les résultats sont à toutes fins pratiques les mêmes que ceux obtenus du logi- 
ciel de stabilité transitoire ST600. Une légère différence est observée cependant sur 
la vitesse de rotation des machines. Ceci est dûsimplement à une lecture imparfaite 
du nombre de décimal des résultats de ST600 avant leur tracé dans Matlab. 
2.1 CONCLUSION 
Une présentation étape par étape de la méthode de résolution utilisant l'ap- 
proche implicite simultanée du problème de la stabilité transitoire est fournie dans 
ce chapitre. Le concept théorique de cette méthode dans la forme présentée dans ce 
chapitre est réparti dans plusieurs références dont [Domrnel et Sato, 1972; EPRI, 
1977; Valette et ïhong, 1982; Miong et Valette, 1985; Valette et al., 19871, et l'objectif 
ici est de présenter la méthode sous une forme détaillée et dans un langage mathé- 
matique moderne accessible à tout utilisateur et pouvant être utilisée facilement 
dans l'analyse du problème de stabilité transitoire. Les matrices du système sont cal- 
culées à partir des équations du réseau, de la charge et du générateur. f approche 
implicite simultanée est ainsi appliquée au réseau à neuf barres de Conseil de Coor- 
dination des Systèmes de l'Ouest (WSCC) des États Unis. Les résultats de simulation 
pour différents cas d'analyse de stabilité transitoire sont présentés et comparés avec 
ceux obtenus du logiciel de stabilité transitoire ST600 d9Hydro-Québec. Ces résultats 
montrent qu'une implantation réussie de l'approche implicite simultanée a été expé- 
rimentée avec le logiciel Matlab. Ce test réussi avec Matlab représente une pre- 
mière pas incontournable dans l'amélioration de la vitesse de résolution par la 
méthode 1s. On peut dorénavant utiliser ce logiciel comme plate forme d'essai 
numérique. 
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stabilité transitoire par Matlab pour le 
réseau d'essai à neuf barres de WSCC avec des machines simples, char- 
ges linéaires (impédance constante) et Ar=0.5 cycle: a, b, et c montrent 
les angles internes des machines; d,  e, et f montrent la vitesse mécanique 
de GEN 1, GEN 2 et GEN 3 respectivement ( - Matlab - - ST600). 
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Figure 2.5 Résultats de simulation de stabilité transitoire par Matlab pour le 
réseau d'essai à neuf barres de WSCC avec des machines simples, char- 
ges nonlinéaires (courant constant) et At= 1 cycle: a, 6, et c montrent la 
puissance active (MW); d, e, et f montrent la puissance réactive (MVAR) 
de GEN 1, GEN 2 et GEN 3 respectivement ( - Matlab - - ST600). 
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Figure 2.6 Résultats de simulation de 
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stabilité transitoire par Matlab pour le 
réseau d'essai à neuf barres de WSCC avec machines complexes, char- 
ges nonlinéaires (puissance constante) et At=2 cycles: a, 6, et c mon- 
trent les modules (pu) des tensions; d, e, et f montrent les angles 
(degrés) des tensions de GEN 1, GEN 2 et GEN 3 respectivement. 
Dans les deux premiers chapitres, la théorie de la stabilité transitoire a été pas- 
sée en revue, plusieurs méthodes de solution ont été introduites, et l'approche impii- 
cite simultanée étudiée en profondeur a été appliquée au réseau d'essai à neuf bar- 
res de WSCC pour différents types de générateurs, de systèmes d'excitation statiques, 
de stabilisateurs de réseau, de turbines et de charges non Linéaires. Dans ce chapitre 
et le suivant, deux algorithmes nouveaux de simulation de la stabilité transitoire sont 
proposés. En utilisant l'approche implicite simultanée, les deux algorithmes s'ap- 
puient sur la réduction, résultant en moins d'opérations arithmétiques, et par cons- 
équent ils contribuent à accroître la vitesse des simulations de la stabilité transitoire. 
Dans la première méthode, le système équivalent réduit est très lourd et ne peut être 
applicable aux techniques éparses normalement utilisées dans les réseaux d'énergie 
électrique bien que celles-ci associées au traitement en parallèle présente la per- 
spective d'améliorer sensiblement la vitesse de résolution. Cependant, dans la 
seconde approche, la dispersion est préservée; elle permet ainsi I'utilisation des 
méthodes de résolution traditionnelles appliquées aux matrices creuses. Les résul- 
tats obtenus du système d'essai à neuf barres de WSCC comprenant des modèles 
complexes de  machines, différents types de charges non linéaires, et différentes 
valeurs du pas At montrent que les deux techniques sont eEcaces et sont cornpétiti- 
ves comparées à l'approche IS originale implantée dans ST600. Le nombre d'opéra- 
tions arithmétiques estimées par un pas est utilisé pour apprécier les avantages de 
ces deux approches proposées. Le temps de simulation est considérablement réduit 
si l'on les compare aux algorithmes classiques existants. Dans ce chapitre, la pre- 
mière méthode (le système dense réduit) est présentée. 
Cette approche est basée sur la réorganisation de l'équation d'écoulement de puis- 
sance 
ou de manière équivalente 
[YE] Y(t) = Mt) (3-2) 
En organisant les barres du réseau selon les barres de génération ou pas, l'équation 
(3-2) peut alors s'écrit comme suit 
où l'indice G est utilisée pour désigner les barres de génération et l'indice L pour les 
noeuds restants. Pour un réseau avec n, noeuds de générateur et ni noeuds restants, 
& de dimension ( n g d )  représente les tensions des générateurs et de dimension 
(nrxI) représente les tensions qui sont aux noeuds n'ayant pas de générateurs. est 
le vecteur courant des résidus dus aux charges non linéaires. Les noeuds qui ne sont 
ni des noeuds de génération ni des noeuds de charges sont traités comme des barres 
de charges avec un courant de charge nul. 
Un développement de (3-3) donne 
[y,,] Y& + [y,] ZL(O = 
En éliminant VI on obtient 
et en posant 
l'équation (3-6) devient 
Eéquatiori (3-9) représente le système algébrique réduit qui doit être résolu 
itérativement à chaque pas d'intégration. La clé de cette approche vient du fait que 
1- (le courant de résidus dus aux charges nonhéaires) peut être maintenu constant 
pendant les itérations. Seules les tensions des générateurs (&) et les nonlinéarités 
des générateurs (h) sont mises à jour pendant le processus itératif. Comme résul- 
tat, l'équation (3-9) peut s'écrire comme suit 
où I& peut être défini comme le vecteur équivalent des résidus de courant dus aux 
nonlinéarités des charges et vu par les générateurs; il est définit par 
Ce vecteur est gardé constant (inchangé) pendant les itérations à un instant t donnb. 
Cependant, quand la convergence est obtenue et les itérations terminées, les ten- 
sions des barres de charge sont calculées à partir des équations (3-4). Le vecteur hL 
et par conséquent le vecteur &. sont mis à jour; bien entendu, la matrice d'admit- 
tance équivalente [YEo] devra être reconstruite tant que la topologie change ou lors- 
que le système est modifié. La figure 3.1 montre i'organigramme de cette approche. 
Lecture et prétraitement de données I 
Construire de [yE.] r 
1 Résolution de [yE,] = IR,  - &, 1 
Calcul de QG 
Réajustement des 
nonlinéarités 4 non 
1 Résolution de [yLC] i& + [yLL] YL = 1 
Figure 3.1 Organigramme simplifié du programme de stabilité transitoire à partir de 
l'approche système réduit et dense. 
Avec cette approche proposée, le système algébrique à résoudre itérativement 
a été considérablement réduit si l'on compare au système initial. Le système ainsi 
réduit, équation (3-IO), est de dimension % (nombre de générateurs) alors que Le 
système initial, équation (3-3), est de dimension n (nombre total de noeuds). Par 
ailleurs, ce nouveau système réduit est dense; une comparaison utilisant le nombre 
total d'opérations arithmétiques ou le temps total mis par le calculateur numérique 
est nécessaire ici. De plus, la qualité des simulations par cette méthode pour diffé- 
rents types des charges nonlinéaires et pour différentes valeurs du pas d'intégration 
nécessite une analyse claire. Cet aspect du problème fera l'objet des sections suivan- 
tes de cet chapitre. 
3.3 APPLICATION DU SYSTÈME DENSE ET RÉDUIT ÉOUIVALENT 
La nouveauté dans cette méthode proposée réside dans Le traitement des non- 
linéarités de la charge. Pour des charges Linéaires, hLg est nulle et l'équation (3-10) 
devient 
qui est bien connue et trouvée dans [Anderson et Fouad, 19771 où les charges sont 
pnses comme des admittances constantes ajoutées à la diagonale de la matrice d'ad- 
mittances du réseau. Cependant, dans les cas des charges nonlinéaires, cette procé- 
dure ne peut être appliquée; les courants de charges sont alors calculés à chaque ité- 
ration comme une fonction des tensions variables des charges en utilisant l'équation 
(1-5), en prévision de l'utilisation du système équivalent réduit; en d'autres ternes 
l'identité des barres de charge doit être conservée. 
Capproche proposée montre que les résidus de courant dus aux charges nonli- 
néaires peuvent être maintenus constants (inchangés) pendant les itérations et per- 
mettre par conséquent l'utilisation d'un système réduit équivalent dans le cas des 
charges nonlinéaires. La méthode a été éprouvée pour différents types de charge. 
De plus, différentes valeurs du pas d'intégration (At )  ont été testées pour prouver la 
précision de l'algorithme ainsi proposé. 
33.1 Im~édance de chawe constante 
Dans la section 1.2.2, Le modèle de charge, à la barre r était définie par: 
et l'impédance de charge peut être définie par 
En substituant Sr, de l'équation (3-13) dans l'équation (3-14), on obtient 
pour a =B=2, l'équation (3-15) devient 
résultant d'une impédance constante de charge = Fo. La charge est dite Linéaire 
du fait que le courant de charge ici est une fonction linéaire de la tension de charge. 
Conséquemment, les résidus de courant dus à la nonlinéarité des charges sont nuls 
dans ce cas et le système réduit à résoudre à chaque itération est alors 
La figure 3.2 montre les résultats obtenus pour le cas des charges linéaires 
(utilisant le système réduit) avec un pas de 0.5 cycle (At=0.5 cycles). La perturbation 
est un court-circuit triphasé symétrique appliqué à la barre GEN 2 230 KV à l'instant 
0.26666 (s). Le défaut est éliminé et la ligne reliant la barre GEN 2 230 KV et la barre 
STATION A 230 KV est ouverte à l'instant 0.36666 (s) soit un défaut de 6 cycles de 
durée. Cette figure présente l'angle interne de la machine et la vitesse mécanique 
des trois générateurs. Les simulations ainsi obtenues avec la nouvelle approche par 
comparaison à celles déduites du programme ST600 sont de bonne qualité. Pour le 
cas des charges d'impédance constante (charges linéaires), des bons résultats ont été 
expectés dans la mesure où les nonlinéarités de charge sont nulles et aucun pro- 
blème de discontinuité ne s'est posé ici. Eutilkation de l'approche proposée avec 
des charges nodinéaires est examinée dans la suite. 
3.3.2 Courant de charpe constant 
En utilisant l'équation (3-13), le courant de charge à la barre r peut s'écrire 
comme suit 
où pour a=/?=I, on obtient un courant de charge constant: 
* 
Pr, Tdt) = -- Q,, %, jr =- = constante 
1%1 Ivrol IV'J 
La figure 3.3 montre les résultats obtenus avec l'approche proposée avec un 
pas d'un cycle ( At = 1 cycle). 
3.3.3 Char~e  à ~uissance constante 
Il est c!air qu'en posant a=/3=0, l'équation (3-13) devient 
rd t )  = Pr(, + j Q,, = sr(, = constante 
résultant d'une charge à puissance constante. La figure 3.4 montre les résultats dans 
le cas des charges à puissance constante avec f'approche proposée et avec un pas de 
deux cycles (At=2  cycles). De bon résultats de simulation sont obtenus même dans 
le cas des charges nonlinéaires (courant constant et puissance constante). Les résul- 
tats de simulation demeurent inchangés en gardant les nonlinéarités de charge Pen- 
dant le processus itératif à l'exception bien entendu, mais aès  faiblement aux points 
de discontinuité. Le traitement des discontinuités est abordé dans la suite. 
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Figure 3.2 Résultats de simulation en stabilité transitoire par la méthode du Sys- 
tème Réduit Équivalent pour le réseau à neuf barres de WSCC avec des 
machines complexes, les charges linéaires et dt=OS cycle: a, 6, et c 
montrent les angles internes des machines; d, e ,  et f montrent les vites- 
ses des machines GEN 1, GEN 2 et GEN 3 respectivement ( - appro- 
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Figure 3.3 Résultats de simulation en stabilité transitoire par la méthode du Sys- 
tème Réduit Équivalent pour le réseau à neuf barres de WSCC avec des 
machines complexes, les charges nonlinéaires (courant constant) et 
At=l  cycle: a, b, et c montrent la puissance active; d, e, et f montrent 
la puissance réactive de GEN 1, GEN 2 et GEN 3 respectivement 
( - approche proposée - - ST600). 
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Figure 3.4 Résultats de simulation en stabilité transitoire par la méthode du Sys- 
tème Réduit Équivalent pour le réseau à neuf barres de WSCC avec des 
machines complexes, les charges nonlinéaircs (puissance constante) et 
At=2 cycles: a, b, et c montrent les modules de tension; d, e, et f mon- 
trent les angles de tension de GEN 1, GEN 2 et GEN 3 respectivement 
( - approche proposée -- ST600). 
3.4 TRAITEMENT DES DISCON'I'INUITÉS 
Dans l'approche proposée, les résidus de courant dus à la nonlinéarité des 
charges sont mis à jour à chaque pas d'intégration et non à chaque itération. Pen- 
dant le processus itératif, ces résidus sont traités comme des constantes connues de 
l'itération précédente. Cette situation introduit certaines approximations à l'équa- 
tion (3-10) qui est résolue itérativement à chaque pas d'intégration. Comme une 
fonction de temps, l'équation exacte est donnée par 
en posant 
alors l'équation (3-22) est approximée à 
Les résultats montrent que cette approximation est valable et acceptable même pour 
un pas très grand et pour différents types de charges nodinéaires. Par ailleurs, les 
approximations de l'équation (3-23) ne s'appliquent pas aux instants de discontinuité 
causant de petites perturbations numériques aux points de discontinuité telles qu'il- 
lustrées à la figure 3.5. 
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Figure 3.5 Effet des discontinuités sur l'approche du Système Réduit Équiva- 
lent proposé ( - approche proposée - - ST600 ). 
La figure 3.5 et les résultats de simulation pour différents types de charges non- 
linéaires et différentes valeurs du pas d'intégration ( A t )  montrent que les disconti- 
nuités ne posent pas de sérieux problèmes avec l'approche du système réduit pro- 
posé, autrement dit elle ne débouche pas sur une instabilité numérique puisque le 
problème est corrigé de lui-même quelques cycles après l'apparition de la disconti- 
nuité. Toutefois pour s'assurer une stabilité numérique, le problème de disconti- 
nuité peut être résolu par les deux méthodes distinctes suivants: 
1) en utilisant le système complet initial, équation (3-3), aux instants de dis- 
continuité ou 
2) en utilisant le système réduit avec la procédure répétitive de résolution aux 
instants de discontinuité, autrement dit après résolution de l'équation 
( 3 3 ,  obtenir de nouvelles valeurs de tensions de charge, mettre à jour les 
nonlinéarités de charges; le temps reste inchangé et l'équation (3-9) est 
résolue pour la solution la plus pertinente obtenue. 
Ces deux méthodes de traitement des discontinuités ont l'avantage d'être sim- 
ples et précises. En plus, elles n'influent pas sur le gain de l'approche proposée dans 
le mesure où la discontinuité intervient à quelques points seulement durant toute la 
séquence de simulation. La figure 3.6 montre les résultats de simulation obtenus où 
les discontinuités sont traitées en utilisant le système complet initial aux instants de 
discontinuité alors que la figure 3.7 illustre les résultats lorsque la procédure répéti- 
tive de résolution est utilisée pour traiter cette discontinuité. 
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Figure 3.6 Traitement des discontinuités en utilisant le système complet initial 
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Figure 3.7 Traitement des discontinuités par la procédure répétitive de résolution 
( - approche proposée - - ST600 ). 
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I t I 1 . 
Dans l'analyse de la sécurité dynamique des réseaux électriques, la tâche 
O 50 100 150 200 250 300 
importante est la détermination des limites de transfert de stabilité transitoire et à 
long terme [Fouad, 1988; Bah et ai., 1992]. Une limite de transit, transitoire ou à 
long terne, est définie par Marceau [Marceau, 19931 comme étant la capacité maxi- 
male de transfert de puissance du réseau, ou une partie du réseau, en conformité 
avec sa capacité de soutenir une contingence normale spécifique, en tenant compte 
respectivement du critère de stabilité transitoire ou stabilité à long terme. De nos 
jours, la détermination de la Limite de transfert est caIcu1ée lorsque le réseau et tout 
l'environnement de planification du réseau sont hors lignes. Cette analyse est classi- 
quement faite par des experts utilisant des outils numériques de calcul d'écoulement 
de puissance et de simulation de stabilité transitoire. Très récemment, ont émergé 
des logiciels qui assistent les planificateurs de réseaux électriques dans l'automatisa- 
tion par ordinateur numérique des procédés très longs et qui sont critiques dans la 
détermination des limites de transit de stabilité transitoire et à long termes. Le but 
visé par ces logiciels est de rendre mécaniques les tâches de haut niveau qui font 
appel à plusieurs autres outils numériques et qui sont normalement faites manuelle- 
ment par des experts. En fait, de tels logiciels donnent l'écoulement de puissance 
approprié et les simulations de stabilité transitoire (au moyen des logiciels comrner- 
cialement disponibles), effectuent L'analyse des résultats, identifïent et exécutent les 
modifications à l'entrée et répètent le processus jusqu'à ce que le but défini par l'uti- 
lisateur tel que la recherche des limites de transit de stabilité transitoire soit atteint. 
Le prototype de logiciel ELISA (Estimateur de Limites de Stabilité Automatisé), 
introduit par Marceau [Marceau, 19931 et utilisé par Hydro-Québec, effectue l'ana- 
lyse de la sécurité dynamique du réseau dans l'environnement d'opération et de pla- 
nification. ELISA mécanise des processus de routines mais complexes classiquement 
faits par des experts à l'aide de RP600 and ST600, le programme de calcul d'écoule- 
ment de puissance et le logiciel de stabilité transitoire développés et utilisés par 
Hydro-Québec. Ces processus sont essentiels dans l'analyse de la sécurité dynami- 
que du réseau électrique et leur mécanisation accélère considérablement leur réali- 
sation. 
La détermination de la limite de sécurité vient directement d'une simple com- 
paraison des différents limites de transfert obtenues pour différentes contingences 
aux différents lieux, (Le. la plus faible limite de transit est la limite de sécurité) [Mar- 
ceau, 19931. Ainsi, un point important d'un algorithme de stabilité transitoire est sa 
capacité d'être utilisé dans les processus de recherche de limite de stabilité. Cappro- 
che proposée a donc été testée pour un tel usage et les résultats obtenus conduisent 
aux mêmes limites de transfert que celles obtenues par ELISA dans les mêmes tolé- 
rances. 
Pour chercher une limite de transfert de stabilité transitoire on fait des simula- 
tions de stabilité transitoire 'de la même contingence (type de défaut et lieu de 
défaut) pour différents valeurs de transfert de puissance de la pré-contingence. Ceci 
se fait en variant les dispatching des stations de génération qui injectent la puissance, 
et la valeur de la charge est modifiée également. La figure 3.8 illustre les résultats de 
recherche de limite de stabilité transitoire où la tension (en p.u.) exprimée en fonc- 
tion de temps à la STATION A 230 KV est présentée. Chaque courbe de tension cor- 
respond à la simulation de la stabilité transitoire pour un transit de puissance en 
régime permanent initial différent. Les cas sont fournis suivant une stratégie de 
recherche binaire par ELISA dans l'ordre chronologique suivant: 
cas de base 
cas de base + 20 MW 
cas de base + 40 M W  
cas de base + 60 MW 
cas de base + 50 MtV 
cas de base + 55 MW 
cas de base + 52 M W  
cas de base + 51 M W  
La contingence appliquée est un défaut triphasé de 6 cycles de durée appliqué à la 
barre GEN 2 230 KV et ainsi par une perte de ligne à la station STATION A 230 KV. 
Le  cas de base fourni le dispatching de GEN 2 à 163 MW et la charge à STAnON A à 
125 MW. Ayant établi que le cas de base est stable, la génération et la charge ont été 
ensemble augmentées d'un pas de 20 MW jusqu'à ce qu'un cas instable soit atteint. 
Ayant trouvé un cas stable et un cas instable à 20 MW l'un de I'autre, l'utilisation de 
la stratégie de recherche binaire conseille à l'usager de prendre la moitié entre les 
deux points. Le processus continue jusqu'à ce qu'un niveau acceptable de précision 
(1 MW pour ce petit système correspondant à 2% de la limite de transfert) soit 
atteint entre le cas stable et le cas instable. À ce moment, le processus est inter- 
rompu terminant ainsi la recherche de Limite. Par une inspection visuelle des formes 
de tension près de la station de plus importante puissance sur ce réseau, l'ont peut 
voir que le dernier cas (cas de base+51 MW) possède le plus grand transit de puis- 
sance qui dépasse le critère de stabilité. La figure 3.8-a présente les résultats obte- 
nus par ELISA alors que la figure 3.8-b illustre les résultats de la recherche de limite 
obtenus de MATLAB à partir de l'approche proposée. Lobtention de La même limite 
de  transit de la stabiiité par les deux méthodes démontre en fait la capacité de l'ap- 
proche proposée d'être utilisée efficacement dans un processus de recherche de 
limite, montrant de bonnes performances et de bonnes qualités de simulation même 
dans les cas ou le transit de puissance est près de la limite. 
Un autre test a été appliqué à I'approche proposée où ses performances pour 
les cas de génération éloignée (longue lignes de transport) sont examinées. La figure 
3.9 montre les résultats pour une autre recherche de limite de transfert sur le réseau 
WSCC à 9 barres où la distance entre GEN 2 et les charges, à STATION A et STATION 
B, est augmentée dans un facteur de 3. Une fois encore la même limite est obtenue. 
(a) Recherche de limite ELISA 
+40MW +50MW 
- -  
-Limite = cm de base + 5I MW 
1 
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(6) Recherche de limite par la méthode proposée 
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Figure 3.8 Recherche de limite utilisant l'approche du Système Réduit Équivalent 
pour le réseau à 9 barres de la WSCC avec modèles détaillés des machi- 
nes, des charges nonlinéaires (puissance cons tante) et At=0.5 cycles: 
a) niveau de tension à la barre 7 obtenu par la recherche de limite 
tir de ELISA, 6) niveau de tension à la barre 7 obtenu par la 
de limite à partir de l'approche proposée et conformée à ST600. 
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Figure 3.9 Recherche de limite (dans le cas d'un accroissement de l'impédance de 
Ligne) par la méthode du Système Réduit Équivalent pour le réseau à 9 
barres de la WSCC avec modèles détaillés des machines, des charges 
nonlinéaires (courant constant) et At=0.5 cycles: a) niveau de tension 
à la barre 7 obtenu par la recherche de limite à partir de ELISA, b) 
niveau de tension à la barre 7 obtenu par la recherche de limite à partir 
de l'approche proposée et conformée à ST600. 
3.6 LE GAIN 
Il a été montré que l'approche proposée du système réduit est très précise en ce 
qui trait à la qualité des simulations obtenues pour différents types de charges nonli- 
néaires et pour différentes valeurs du pas d'intégration lorsque celle-ci est comparée 
aux résultats obtenus de ST600. Par ailleurs, l'avantage de l'utilisation de la méthode 
ainsi proposée réside dans le nombre en principe réduit d'opérations arithmétiques 
nécessaires à chaque itération dans la résolution de l'équation (3-10) comparée à la 
méthode utilisant le système complet initial régi par l'équation (3-3). Dans cette 
dernière approche, deux cas doivent être examinés: 
1) celui utilisant l'inversion matricielle pour résoudre les équations (3-3) et 
(3- 10) 
2) et celui utilisant la technique de la factorisation LDU en résolvant ces deux 
dernières équations. 
Dans le cas de la factorisation LDU, le gain de la méthode proposée est estimé 
au moyen des méthodes reconnues pratiques dans la détermination des nombres 
d'opérations arithmétiques nécessaires et de la complexité de calcul dans l'étude des 
réseaux d'énergie électrique tels que définis par AIvarado [Alvarado, 19761. 
3.6.1 Gain de I'a~proche ~roposée avec inversion matricielle 
Céquation (3-3) représente la problématique de l'écoulement de puissance 
dans l'étude de la stabilité transitoire. À chaque pas d'intégration, cette équation est 
résolue itérativement et les tensions aux barres sont obtenues par 
où [YE]-' est une matrice pleine d'ordre 2nx2n représentant la matrice inverse de la 
matrice d'admittance du système. En admettant que cette matrice inverse est 
connue (calculée), le nombre d'opérations arithmétiques nécessaires à chaque itéra- 
tion pour obtenir les tensions de barre est défini par 
rn = (4n ) multiplications / itération 
D'autre part, en utilisant le système réduit, l'équation (3-10) donne 
où la dimension du système ici est 2%, et où le nombre d'opérations arithmétiques 
nécessaires à chaque itération est dans ce cas 
rn2 = (kg2) muZti@ications / itération 
En plus, l'approche du système réduit nécessite les (4%nL) multipiisations pour 
construire le vecteur lxg avant le début des itérations, l'équation (3-11 ), et 4nnL 
multiplications pour comger les tensions de barres ne comportant pas de machines 
lorsque la convergence est atteinte, équation (3-4). Le nombre total de multiplica- 
tions nécessaires par pas d'intégration pour l'approche proposée est donc: 
Pour le système initial complet, le nombre total de multiplications par pas d'intégra- 
tion est 
où ni1 et ni2 sont respectivement le nombre d'itérations nécessaires pour le système 
complet et pour le système réduit. 
f avantage de l'utilisation du système réduit peut maintenat être mesuré au 
moyen du gain obtenu sur les multiplications nécessaires par pas d'intégration com- 
parées à celles calculées du système complet initial, autrement dit 
où n est le nombre total de barres du système, n, est le nombre de barres de généra- 
tion et nl est le nombre des autres barres restantes du système (barres de non généra- 
tion) 
nl = n-n, nombre de barres de non-génération 
Eéquation (3-31) montre que le gain de l'approche proposée dépend de la 
dimension du système, du nombre de barres de générations et du nombre d'itéra- 
tions. Les résultats montrent que le nombre d'itérations n'a pas augmenté et sont 
dans ces conditions considérées égaies; on a donc 
donnant 
Pour le système à 9 barres, 3 générateurs et une moyenne de 5 itérations à cha- 
que pas d'intégration, le gain obtenu est de 
Pour un système à 1000 barres avec 100 générateurs et une moyenne de 5 itéra- 
tions à chaque pas d'intégration, le gain obtenu est de 
Mais normalement, les réseaux d'énergie sont très dispersés et l'inversion 
matricielle est rarement utilisée. Les techniques appropriées sont alors employées 
pour résoudre I'équation (3-3), spécialement la méthode de factorisation LDU. Ici 
le gain est différent, comme il sera montré par la suite. 
3.6.2 Gain de l'ap~roche ~roposée avec utilisation de la factorisation LDU 
Du fait que les réseaux d'énergie soient dispersés, la méthode de factorisation 
LDU est utilisée avec succès dans la résolution de tels systèmes, l'équation (3-3) 
Le nombre de multiplications par itération nécessaires pour résoudre l'équa- 
tion (3-35) utilisant la technique de factorisation LDU est donné par [~lvarado, 19761 
A 
où n est la dimension du système et T U  est le nombre d'entrées non nulles de la 
matrice triangulaire haute de Y,, après réorganisation, et il est donné par 
s,, est le nombre d'entrées non nulles de la matrice triangulaire haute de [Y,], avant 
réorganisation, et il est définit par 
n est toujours la dimension du système (dimension de [Y,]) et h est une constante 
illustrant la connectivité du système et peut prendre toute valeur comprise entre 1.2 
et 1.7. 
Â = 1.2 pour un systgrne non dense 
R = 1.7 pour un système dense 
Le nombre de multiplications devient alors 
pour une valeur moyenne de A égale à 1.5, le nombre de multiplications par itération 
utilisant la factorisation LDU est donné par 
et le nombre de multiplication par pas d'intégration est définit par 
Il est clair que pour le système dispersé initial le nombre de multiplications par 
pas d'intégration a été réduit considérablement en utilisant la factorisation LDU, de 
4nin2 à 7nin multiplications par pas d'intégration. Cependant dans l'approche du 
système proposé, la technique de factorisation LDU est moins utilisée parce que le 
système est plein (non dispersé), voir l'équation (3-6); il n'est donc pas avantageux 
d'appliquer les techniques de dispersion ici. Comme résultat, il n'y a pas eu de modi- 
fication dans l'évaluation du nombre de multiplications dans ce cas. 
et le gain de l'approche proposée avec l'utilisation de la factorisation LDU est 
Pour le système à 9 barres et 3 générateurs avec une moyenne de 5 itérations 
par pas d'intégration comme précédemment, le gain est de 
Pour le système à 1000 barres et 100 générateurs avec une moyenne de 5 itéra- 
tions par pas d'intégration, le gain est de 
En fait, il n'y a pas de gain et cette approche apparaît donc moins pertinente 
lorsque les techniques de dispersions sont utilisées. Cependant, cette méthode peut 
s'accommoder parfaitement dans le traitement parallèle où la méthode de factorisa- 
tion LDU éprouve quelques difficultés et où L'inversion de matrices pourrait être uti- 
lisée à défaut. La résolution par la factorisation LDU nécessite plusieurs opérations 
telles l'organisation en ordre optimal du système, la factorisation et les méthodes 
connues de substitution [EPRI, 19771. La procédure de substitution inverse nécessite 
des solutions séquentielles; en d'autres termes, pour un système à n variables (xr , X I ,  
..., a - 1 ,  et a), la détermination de a - I  nécessite la connaissance de G, soit 
et conséquemment, la solution complète nécessite n étapes séquentielles n'admet- 
tant pas une résolution parallèle (simultanée et indépendante) des équations, même 
si un nombre suffisant de processeurs est utilisé. Quelques efforts ont été faits dans 
la réduction du nombre d'étapes séquentielles et dans I'application du traitement 
parallèle [Montagna et al., 1995; Montagna et ai., 1996; Vuong et al., 19961. Mais une 
résolution parallèle à 100% avec la factorisation LDU demeure impossible. 
Par ailleurs, la résolution par la matrice inverse peut être obtenue en une seule 
étape; dans cette condition, elle est particulièrement pratique pour le traitement 
parallèle (Le. les éléments du vecteur de tension & dans (3-27) peuvent être simul- 
tanément calculer si un nombre suffisant de processeurs est utilisé). Dans ce cas, 
l'approche du système réduit proposée a un avantage et un gain de l'ordre de 5 fois 
pour un système de 1000 barres, comme présenté à la section 3.6.1. 
3.7 CONCLUSION 
Un nouvel algorithme pour la simulation de la stabilité transitoire a été intro- 
duit. Utilisant l'approche simultanée implicite, le système algébrique à résoudre de 
manière itérative à chaque pas d'intégration pendant la simulation de la stabilité 
transitoire a été considérablement réduit si l'on le compare au système initial. 
Conséquemment, la vitesse de simulation se trouve ainsi réduite. Les méthodes de 
réduction appliquées en stabilité transitoire ont été élaborées seulement dans le cas 
des charges linéaires qui sont alors considérées comme des admittances constantes 
ajoutées à la diagonale de la matrice d'admittance du réseau. Avec l'algorithme pro- 
posé, l'approche du système réduit équivalent est élargie sans problèmes aux diffé- 
rents types de charges non Linéaires utilisés. Cette nouvelle approche est efficace, 
résultant en une bonne qualité de simulation comparée à ST600 pour différents types 
de charges non linéaires et différentes valeurs du pas d'intégration. Cependant, le 
système réduit équivalent obtenu est dense et ne peut être pratique dans les techni- 
ques de dispersion utilisées dans l'étude des réseaux d'énergie électrique. En fait, 
cette approche est moins efficace lorsque les techniques de dispersion interviennent 
dans l'analyse. Cependant, l'algorithme proposé est très approprié pour le traite- 
ment parallèle et dans les simulations de stabilité transitoire où les techniques de 
dispersion éprouvent des difficultés et où I'inversion de matrice doit être utilisée 
pour une résolution répétitive de l'équation d'écoulement de puissance pendant la 
simulation de la stabilité transitoire. Toutefois, la limitation constatée de la méthode 
ainsi proposée s'ouvre à une autre approche telle que proposée dans le prochain cha- 
pitre. 
CHAPITRE 4 
UN SYSTÈME &DUIT ET CREUSE 
POUR LES SIMUIATIONS EN STABILITÉ TRANSITOIRE 
4.1 INTRODUCTION 
Au chapitre 3, un nouvel algorithme pour l'analyse de la stabilité transitoire a 
été proposé. Basé sur la réduction du système à analyser, cet algorithme résulte en 
moins d'opérations arithmétiques; conséquemment il permet d'accroître la vitesse 
des simulations. Par ailleurs, le système réduit équivalent introduit au chapitre 3 est 
dense et ne peut donc profiter de l'utilisation des techniques d'analyse éparses fré- 
quentes dans I'étude des réseaux électriques. Dans ce chapitre, un autre algorithme 
basé sur la réduction du système est proposé. Cet algorithme inch les méthodes 
éparses citées précédemment qui permettent alors d'utiliser les techniques habituel- 
les de calcul des matrices creuses. Avec ces algorithmes, le nombre d'opérations 
arithmétiques est considérablement réduit même avec l'application de la factorisa- 
tion LDU. En prenant comme exemple d'application le réseau à 9 barres de WSCC 
avec des modèles complets de machines, nous montrons que cette nouvelle approche 
associée à différents types de charges nonlinéaires et pour des valeurs différentes du 
pas d'intégration (At) ,  est précise et donne des résultats de simulations forts intéres- 
sants comparée à ST600. Ici encore, le nombre d'opérations arithmétiques estimées 
par pas est utilisé pour évaluer Le gain et apprécier les avantages de l'approche pro- 
posée. On constate alors que comparativement à d'autre méthodes d'analyse, cette 
technique permet de réduire considérablement le temps de simulation. 
Avec cette approche, le système est réduit tout en préservant son caractère 
épars; ceci permet alors d'inclure dans l'analyse les techniques appropriées aux 
matrices creuses. Céquation d'écoulement de puissance à résoudre itérativement à 
chaque pas d'intégration est définie par 
[[ y1 + [YL] + [YG]] m = IR(0 
ou de manière équivalente 
[YE]  y(f) = l R ( f )  (4-2) 
En organisant les barres du réseau en noeuds de générations et noeuds de non géné- 
ration, on obtient 
où n, est le nombre de barres de génération et nl est le nombre de noeuds de non 
génération, a la dimension (ngxl) et représente les tensions des générateurs, et 
de dimension (nrxl) définit les tensions aux noeuds de non génération. hG est un 
vecteur courant représentant les nonlinéarités des générateurs et lx est un vecteur 
des courants résidus dus aux charges nonlinéaires. Les noeuds qui ne sont ni de 
génération ni de charges sont considérés comme des barres de charge nulle. 
f éclatement de l'équation (4-3) 
f idée de cette approche s'appuie sur une valeur prédite de & et  la résolution 
itérative de (4-4) pour &. Lorsque la convergence est atteinte et les itérations sont 
terminées, une correction de est obtenue en utilisant l'équation (4-5). Comme 
dans la première approche, le vecteur de courant résiduel dû aux charges nonlinéai- 
res est supposé connu du dernier pas d'intégration. Sous ces conditions, le système à 
résoudre itérativement est représenté par 
où y est un vecteur considéré constant pendant la procédure itérative et défini par 
ZL est le vecteur représentant les valeurs prédites des tensions des noeuds de non 
génération. La Figure 4.1 montre l'organigramme de cette approche. Vue l'impor- 
tance de cette étape, la prédiction de tension sera examinée en détail dans la section 
suivan te. 
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Figure 4.1 Organigramme simplifié du programme de stabilité transitoire à partir de 
l'approche système réduit creux. 
4 3  PRÉDICTION DE TENSION 
La résolution de (4-4) avec 4i; comme inconnue, nécessite la valeur prédite de 
. Dans le cadre de ce travail, différents types de prédicteurs notamment linéaires, 
quadratiques, cubiques et des prédicteurs à réseau de neurones ont été examinés. 
Le prédicteur linéaire s'est avéré plus stable, précis et plus approprié pour cette 
étude. En plus, il est plus simple à implanter et prend par conséquent moins d'ana- 
lyse et de calcul comparé à d'autres. Les tensions de noeuds de non génération à 
I'instant (t+At) dans l'estimation linéaire sont définie par 
V t + A t )  = Y,(t) + [&(t) - IL(? - A t ) ]  = 2YL(t) - yL( t  - A t )  -L( (4-8) 
où At est le pas d'intégration et est un vecteur réel contenant les parties réelles et 
imaginaires des vecteurs complexes de tensions aux barres de non génération. 
Par ailleurs, on peut montrer qu'il n'est pas nécessaire que toutes les tensions 
des barres de non génération soient prédites. La prédiction de quelques unes d'en- 
tre elles suffit largement. En effet, seules les tensions des barres qui sont directe- 
ment connectées aux noeuds de génération doivent être connues dans le but de 
résoudre l'équation (4-4). Ceci s'explique par Le fait qu'en pratique et dans un 
réseau d'énergie électrique réel, chaque générateur est connecté au réseau à partir 
d'un transformateur; en d'autres termes, chaque générateur est connecté seulement 
à une et à une seule barre du réseau. Le système d e  WSCC à 9 barres de  la Figure 2.2 
peut être utilisé comme exemple d'application pour clarifier cette idée. 
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La matrice d'admittance complexe du réseau d'essai WSCC à 9 barres est don- 
née par 
x o O x O o o O o .  
0 x 0 0 x 0 0 0 0  
0 0 x 0 0 x 0 0 0  
x 0 0 x 0 0 x 0 x  
o x O o x o x x O  
0 0 x 0 0 x 0 x x  
0 0 0 x x 0 x 0 0  
0 0 0 0 x x 0 x 0  
o o o x o x o o x  
où x représente un élément non nul de la matrice [YI. Par ailleurs [YL] et [YG] sont 
toutes deux des matrices d'adrnittance diagonales représentant les charges et les 
générateurs. Conséquemment, la matrice d'adrnittance du système [YE] de (4-2) a la 
même structure que [y. Elle est définie par 
ce qui donne 
X 0 0 x 0 0 o 0 0 '  
0 x 0 0 x 0 0 0 0  
0 0 x 0 0 x 0 0 0  
x 0 0 x 0 0 x 0 x  
O x O o x o x x O  
O O x o O x o x x  
o o o x x o x o o  
0 0 0 0 x x 0 x 0  
O o o x o x O o x  
résultant en 
ce qui montre que seuls n, éléments de sont nécessaires; les autres éléments sont 
multipliés par zéro et n'ont aucune infiuence sur la détermination de y. Seules les 
tensions des noeuds connectés aux barres de génération doivent être prédites 
comme nous l'avons indiqué précédemment. 
4.4 APPLICATION ET RÉSULTATS 
Calgorithme proposé a été appliqué au système d'essai WSCC à 9 barres et 
expérimenté sur plusieurs cas où différents types de modèles détaillés de généra- 
teurs, de systèmes d'excitation statique, de stabilisateurs de réseau, de turbines et de 
charges nonlinéaires ont été utilisés. De plus, l'utilisation des valeurs différentes du 
pas d'intégration At a été examinée et les résultats obtenus comparés à ceux de 
ST600. Les figures 4.1, 4.2 et 4.3 montrent les résultats obtenus de la présente 
méthode (le Système Réduit Creux) dans les cas des machines détaillées, des charges 
non linéaires, (à courant constant) et pour un demi cycle de période d'échantillon- 
nage (At=0.5 cycle). La perturbation est un court-circuit triphasé appliqué à la barre 
GEN 2 230 KV à l'instant 0.26666 secondes. Le défaut est comgé et la ligne allant de 
la barre GEN 2 230 KV à Ia barre STATION A 230 KV est ouverte à l'instant 0.36666 
secondes, de durée donc 6 cycles. De meilleurs résultats sont obtenus de cette 
méthode sauf dans le cas où une grande valeur du pas At est utilisée où une faible 
erreur constante est introduite. Nous aborderons ce problème ultérieurement. 
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Figure 4.2 Résultats de simulation de stabilité transitoire à partir de l'approche du 
Système Réduit Creux pour le réseau d'essai WSCC à 9 barres compre- 
nant les modèles complets des machines, des charges nonlinéaires 
(courant constant) et At=0.5 cycle: a, b, et c montrent les angles des 
machines; d ,  e, et f montrent les vitesses de rotation de GEN 1, GEN 
2, et  GEN 3 respectivement ( - approche proposée - - ST600). 
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Figure 4.3 Résultats de simulation de stabilité transitoire à partir de l'approche du 
Système Réduit Creux pour le réseau d'essai I S C C  à 9 barres compre- 
nant les modèles complets des machines, des charges nonlinéaires (cou- 
rant constant) et At=0.5 cycle: a, 6, et c montrent la puissance active 
(MW); d, e, et f montrent la puissance réactive (MVAR) de GEN 1, GEN 
2, et  GEN 3 respectivement ( - approche proposée -- ST600). 
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Figure 4.4 ~ésultats de simulation de stabilité transitoire à partir de l'approche du 
Système Réduit Creux pour le réseau d'essai WSCC à 9 barres compre- 
nant les modèles complets des machines, des charges nonlinéaires (cou- 
rant constant) et & = O S  cycle: a, b, et c montrent les modules (pu) des 
tensions; d, e, et f montrent les angles (degrés) des tensions de GEN 
1, GEN 2, et GEN 3 respectivement ( - approche proposée - - ST600). 
4.5 L'EFFET DE LA GRANDEUR DU PAS D'TNTÉGRATION. A t  
IJeffet de la grandeur du pas d'intégration At pour l'approche proposée a été 
examiné plus en détail. Plusieurs valeurs de At ont été testées et la nouvelle 
méthode telle que prouvée est sensible au pas d'intégration At. Une petite mais 
constante erreur est introduite dans la méthode pour des grands pas d'intégration. 
Les figures 4.2,4.3 et 4.4 montrent que les résultats exacts peuvent être obtenues de 
cette méthode lorsqu'elle est comparée à ST600 avec un pas At=0.5 cycles. Cepen- 
dant pour un grand pas, La méthode proposée introduit une petite constante erreur 
comparée à ST600. La figure 4.5 montre l'effet du pas d'intégration sur la présente 
approche pour des vaieurs At=l  cycle, At=2 cycles et At=3 cycles. Il est clair que 
l'erreur introduite est constante et n'augmente pas avec l'accroissement du temps. 
En d'autres termes, cette erreur ne conduit pas à une instabilité numérique et les 
résultats sont acceptables, ceci même dans le cas où un grand pas d'intégration est 
considéré. La méthode ainsi proposée est supposée numériquement stable même 
avec des grands pas d'intégration. En plus, il est important de noter que dans les 
simulations transitoires, seules les petites valeurs de At sont utilisées et que les gran- 
des valeurs de At sont rarement considérées. Par ailleurs, pour s'assurer une stabi- 
lité numérique, l'erreur introduite pourrait être réduite par l'utilisation de la techni- 
que de la solution répétée telle que abordée dans la suite. 
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Figure 4.5 Eeffet de la grandeur du pas d'intégrationdt sur l'approche du Système 
Réduit Creux: résultats de simulation pour a) A t = l  cycle, b) At=2 
cycles, et c) At=3 cycles ( - approche proposée - - ST600). 
4.6 TRAITEMENT DE L'ERREUR DANS LE CAS D'UN GRAND PAS D'ECHANTTL 
LONNAGE. At 
Les résultats de la figure 4.5 montrent qu'une légère mais constante erreur est 
introduite quand un pas d'échantillonnage At élevé est considéré dans l'approche 
proposée. On peut toutefois constater à partir des résultats obtenus que la méthode 
est numériquement stable malgré l'introduction de cette anomalie. Cette erreur 
peut néanmoins être comgée de manière général en utilisant la technique suivante 
de prédiction et correction: après la prédiction de 42, la résolution itérativement de 
l'équation (4-6) en & et la correction de à l'aide de l'équation (4-9, I'accroisse- 
ment At du temps ne s'opère pas et l'équation (4-6) est résolue en & à partir de la 
valeur la plus récente (comgée) de E. Ceci idluence naturellement le gain de cette 
nouvelle approche, mais assure cependant des résultats pertinents de simulation 
comparativement au logiciel ST600, même dans le cas d'un pas d'échantillonnage 
élevé. La figure 4.6 montre les résultants de simulation pour At= l  cycle, At=2 
cycles, et At=3 cycles où l'erreur (changement de phase) a été éliminée en utilisant 
la technique précédente de prédiction-correction. 
4.7 TRAITEMENT DE DISCONTINUITÉS 
Une prédiction précise de tension à l'instant de discontinuité n'est pas possible 
lorsque les techniques de prédiction sont utilisées. Comme au chapitre 3, section 3.4, 
le problème de discontinuité est résolu par l'une des deux techniques présentées pré- 
cédemment: 1) à partir du système complet aux instants de discontinuité, ou 2) à 
partir de la méthode proposée avec la procédure de la solution répétée aux disconti- 
nuités. 
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Figure 4.6 Traitement de l'erreur dans le cas d'un grand pas d'intégration At dans 
l'approche du Système Réduit Creux: Résultats de simulation pour 
a) At = 1 cycle, b)  At=2 cycles et c)  At  =3 cycles ( - approche proposée 
- - ST600). 
4.8 RECHERCHE DE LIMITE À PARTIR DE LA MÉTHODE PROPOSÉE 
Comme mentionné au chapitre 3, le détermination de la b i t e  de transit tran- 
sitoire et à long terme est le processus clé dans l'analyse de la sécurité dynamique, 
ainsi un point important de tout algorithme de stabilité transitoire est son habilité à 
effectuer une recherche précise de limite. Comme la première approche, la seconde 
méthode proposée (l'algorithme du système réduit creux) a été aussi testé pour sa 
performance en recherche de Limite et a conduit aux mêmes résultats que ceux de 
ELISA pour une même tolérance (2% de la limite de transfert). La figure 4.7 illustre 
les résultats d'un processus de recherche de limite de stabilité transitoire où la ten- 
sion (en p.u.) comme une fonction de temps à GEN 2 230 KV (le pius grand généra- 
teur et  le plus proche du défaut) est présentée. Chaque forme de  tension correspond 
à la simulation de la stabilité transitoire pour un transfert de puissance initial donné. 
Comme avant, la contingence appliquée est un défaut triphasée de 6 cycles de durée 
appliquée à la barre GEN 2 230 KV et suivi par une perte de ligne à la STATION A 230 
KV, et le cas de base met le dispatching de GEN 2 à 163 MW et la charge à la STA- 
TION A à 125 MW. La figure 4.7.a présente les résultats obtenus par ELISA et la 
figure 4.7.b montre les résultats de la recherche de limite obtenus avec MATLAB par 
l'approche proposée. Une fois de plus, en arrivant à partir de deux méthodes aux 
mêmes résultats, l'approche proposée démontre sa capacité d'être utilisée dans le 
processus de recherche de limite, montrant sa performance et la grande qualité des 
simulations pour les cas où les transferts de puissance sont proches de la limite de 
stabilité. En plus, la performance de l'approche proposée a été aussi examinée pour 
les cas où la génération est située loin des charges (longue ligne de transmission). La 
figure 4.8 montre les résultats pour une recherche de Limite de transfert sur le réseau 
test de la WSCC à 9 barres où la distance entre GEN 2 et les charges, à STATION A 
et STATION B, est accrue par un facteur de 3. La même limite de transit est obtenue 
démontrant la fiabilité de I'approche proposé. 
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Figure 4.7 Recherche de limite utilisant l'approche du Système Réduit Crew pour 
le réseau à 9 barres de la WSCC avec modèles détaillés des machines, 
des charges nonlinéaires (puissance constante) et At=OS cycles: a) 
niveau de tension à la barre 5 obtenu par la recherche de limite à partir 
de ELISA, b) niveau de tension à la barre 5 obtenu par la recherche de 
limite à partir de l'approche proposée et conformée à ST600. 
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Recherche de  limite (dans le cas d'un accroissement de l'impédance de 
ligne) par la méthode du Système Réduit Creux pour le réseau à 9 barres 
de la WSCC avec modèles détaillés des machines, des charges nonli- 
néaires (courant constant) et At=0.5 cycles: a) niveau de tension à la 
barre 5 obtenu par la recherche de limite à partir de ELISA, b) niveau 
de tension à la barre 5 obtenu par la recherche de limite à partir de l'ap- 
proche proposée et conformée à ST600. 
4.9 LE GAIN 
Les résultats obtenus du réseau d'essai à 9 barres de WSCC avec des modèles 
complets de machines, plusieurs types de charges nonlinéaires et différentes valeurs 
du pas At  ont montré que cette technique est précise et susceptible de donner de 
bons résultats de simulation lorsque l'on la compare à ST600. Lavantage de ce nou- 
vel algorithme réside dans le fait qu'il réduit le système en conservant sa caracténsti- 
que creuse et permet ainsi l'utilisation des méthodes traditionnelles de résolution 
appliquées aux matrices creuses. Par conséquent, avec cette approche, le nombre 
d'opérations arithmétiques a le potentiel d'être considérablement réduit même 
quand le factorisation LDU est utilisée. Le nombre d'opérations arithmétiques est 
utilisé pour quantifier le gain obtenu dans cette nouvelle approche. Deux cas 
d'étude sont encore nécessaires ici: 
1) par inversion des matrices en résolvant les équations (3-3) et (3-10) 
2) par la technique de factorisation LDU en résolvant ces deux équations 
Comme nous l'avons fait précédemment, pour le cas de factorisation LDU, 
nous avons utilisé des méthodes connus [Alvarado, 19761 pour estimer le coût numé- 
rique de cette approche et évaluer le gain associé. 
4.9.1 Le pain de I 'a~~roche  ~ r o ~ o s é e  avec inversion de matrice 
Il a été prouvé que l'équation (4-1) représente le problème d'écoulement de 
puissance dans une étude de stabilité transitoire, et à chaque pas d'intégration cette 
équation est résolue itérativement en tensions des barres définies par 
où [YEIdZ est une matrice pleine d'ordre 2ndn représentant la matrice inverse de la 
matrice d'admittance du système. En admettant que cette matrice inverse est 
connue (calculée), le nombre d'opération arithmétiques nécessaires à chaque itéra- 
tion pour obtenir les tensions de barre est défini par 
D'autre part, en utilisant le système réduit creux, l'équation (4-6) donne 
où ici la dimension du système est 2%, et [YGG] une matrice diagonale (voir section 
5.3). Conséquemment, [Y~&' est une matrice diagonale qui a la dimension 2%; le 
nombre de multiplications nécessaires dans la résolution de (4-15) est 
En plus, l'approche du système réduit nécessite 2% multiplications pour cons- 
truire le vecteur y avant le début des itérations, l'équation (4-7 ), et autres 2% et 
( 2 ~ 2 ~ ) ~  multiplications pour comger les tensions des barres non générées du réseau à 
la convergence, voir équation (4-5). Le nombre total de multiplications par pas de 
discrétisation pour l'approche proposée est 
où nj2 est le nombre d'itérations (une moyenne) par pas de discrétisation nécessaire 
dans le cas de la méthode proposée. 
Pour le système complet, le nombre total de multiplications par pas avec inver- 
sion de matrice est 
où ni] est le nombre d'itérations par pas dans le cas où le système complet est utilisé. 
Eavantage dans l'utilisation du système réduit creux peut être apprécié par le 
gain obtenu en faisant le rapport des nombres de multiplications dans les deux cas de 
figure, autrement dit 
où n est le nombre de barres du système, n, est le nombre de barres de génération et 
nr est le nombre des autres barres restantes (barres de non génération) du système. 
On a 
nf = n-ng = nombre de barres de non-génération (4-20) 
Céquation (4-19) montre que le gain obtenu à partir de l'approche proposée 
dépend de la dimension du système, du nombre de barres de génération et du nom- 
bre d'itérations. Les résultats obtenus dans le cadre de nombreuses simulations 
montrent que ce nombre d'itérations a légèrement diminué. Supposons donc, au 
pire, que le nombre d'itérations est le même dans les deux cas; autrement dit 
ce qui donne 
Pour le système de 9 barres, 3 générateurs et  une moyenne de 5 itérations à 
chaque pas, ce gain donnerait 
Pour un système de 1000 barres avec 100 générateurs et une moyenne de 5 
itérations à chaque pas, ce gain est 
Comme il a été mentionné au chapitre 3, les réseaux d'énergie électriques pré- 
sentent une structure très creuse et l'inversion des matrices est rarement utilisée. 
Par contre, des méthodes appropriées a u  structures creuses sont utilisées pour 
résoudre l'équation (4-2), en particulier la méthode de factorisation LDU. Le gain 
ici n'est donc pas le même comme il sera prouvé plus loin. 
4.9.2 Le pain de i'ap~roche ~ r o ~ o s é e  avec la factorisation LDU 
Les réseaux électriques présentent une structure creuse. La méthode de facto- 
risation LDU nécessaire dans la résolution de tels systèmes est définie par 
où [Y,] est une matrice creuse qui représente la matrice d'admittance du système et 
qui reflète la connectivité du système. 
Au Chapitre 3, le nombre de multiplications par itération nécessaire pour 
résoudre l'équation (4-23), en utilisant la factorisation LDU, est donné par 
et par pas d'intégration, le nombre de multiplications est défini par 
où ql est le nombre d'itérations par pas et A. une constante reflétant la connectivité 
du système. La valeur de A = U ,  illustrant que chaque barre du réseau est connectée 
à trois autres barres [Alvarado, 19761, est supposée comme le choix le plus raisonna- 
ble pour cette étude. 
Il est clair que, pour le système creux de départ, le nombre de multiplications 
par pas d'intégration a été considérablement réduit par l'utilisation de la factorisa- 
tion LDU, de 4niin2 à ni(4A+I)n multiplications/pas. Par ailleurs, pour le système 
creux réduit proposé, équation (4-6), la factorisation LDU n'est pas nécessaire dans 
la mesure où [YGG] est une matrice diagonale; autrement dit, ni la matrice inverse, ni 
les techniques de calcul de matrices creuses ne sont nécessaires pour résoudre cette 
équation. Cependant, après convergence, la technique de factorisation LDU doit 
être utilisée pour résoudre l'équation (4-5) en puisque la matrice [YLr] demeure 
toujours une matrice creuse et que cette caractéristique reste préservée avec cette 
approche. Comme résultat, le nombre de multiplications par pas d'intégration dans 
l'approche du système creux réduit est donné par 
et le gain pour cette méthode, lorsque la technique de factorisation LDU est utilisée, 
devient 
Les résultats ont montré que le nombre d'itérations n'a pas augmenté avec 
I'utilisation de la nouvelle approche ainsi proposée; dans ces conditions, on consi- 
dère donc, au pire, que le même nombre d'itérations peut être utilisé, soit 
qui donne 
Pour le système à 9 barres, 3 générateurs, une moyenne de 5 itérations par pas 
d'intégration et A=1.5, le gain précédent devient 
Pour le système à 1000 barres, 100 générateurs, une moyenne de 5 itérations par 
pas d'intégration et 1=1.5, le gain devient 
On observe donc toujours un gain. Par conséquent, il est prouvé à partir des 
résultats précédents que cette méthode est supérieure même si les techniques de cal- 
cul des matrices creuses sont utilisées. Cependant, il convient de noter que le gain 
obtenu par l'équation (4-30) n'est pas très exact du fait que la valeur de la constante 
h réflectant le caractère crew des matrices peut avoir été modifiée après réorganisa- 
tion de l'équation (4-3)' ce qui influence par conséquent le gain obtenu dans cette 
approche. Nous abordons plus clairement ce problème dans la suite. 
4.10 CALCUL PRÉCIS DU GAXN 
Dans l'équation (4-29), A la constante reflétant le caractère creux des matrices 
du système a été supposée identique pour les deux approches (approche utilisant le 
système complet de départ, et l'approche proposée ici). Si l'on recherche plus de 
précision, cette façon de procéder n'est pas correcte puisque l'équation (4-3) néces- 
site le réarrangement de la matrice d'admittance, voir également l'équation (4-8), où 
[YGC] est une matrice diagonale, [YGL] et [YLC] des matrices très creuses et [YU] plus 
denses que la matrice du système de départ; [YLL] est devenue plus dense du fait du 
remplissage dû à la réorganisation. Comme résultat, la valeur de h avant le réarran- 
gement doit être différente de celle d'après celui-ci; ceci résulterait du fait du nom- 
bre important de multiplications nécessaires pour résoudre l'équation (4-5). Le gain 
de cette approche défini par l'équation (4-29), peut être défini comme suit 
où Al est la constante reflétant le caractère creux des matrices du système dans le cas 
de l'application de la méthode de factorisation LDU, et A2 est la constante relative 
aux caractère creux de la matrice [YLL] pour la méthode proposée. 
Si une seule itération était requise, le même nombre de multiplications serait 
nécessaire dans les deux cas, et & serait telle que 
ce qui donne 
et ce qui démontre en fait que A2 est plus grand que AI du fait que n est plus grand que 
nl; (n >nr).  En d'autres termes, la matrice [YLL] est moins creuse du fait de l'arrange- 
ment de l'équation (4-3), ce qui affecte la valeur du gain calculé en (4-30). 
Pour le réseau à 1000 barres, 100 générateurs et  AI = 1.5, & est défini par 
et le gain obtenu par l'équation (4-28) devient 
4.11 CONCLUSION 
Un autre nouvel algorithme d'analyse de stabilité transitoire basé sur la réduc- 
tion du système est développé. Avec cette approche, le système réduit est creux, ce 
qui permet alors l'utilisation de la méthode de factorisation LDU qui est habituelle- 
ment très appliquée dans l'étude des réseaux d'énergie électrique. Comme résultat, 
le nombre d'opérations arithmétiques a considérablement été réduit en utilisant 
cette nouvelle approche. Ces résultats se confirment même lorsque les techniques 
de résolution des systèmes creux sont utilisées dans cette approche. Les simulations 
obtenues du système test du réseau à 9 barres avec des modèles complets de machi- 
nes et différents types de charges nonlinéaires ont montré pour plusieurs valeurs du 
pas de discrétisation (At)  que la méthode proposée est très compétitive comparée à 
celle de ST600. 
Pour un grand pas de discrétisation, l'approche proposée introduit un petit 
décalage de phase comparée à ST600 sur les résultats de simulation. Cependant 
cette petite erreur (décalage de phase) est constante et la méthode proposée est 
numériquement stable même lorsque des grandes valeurs du pas d'intégration (At )  
sont utilisées. 
Eapproche ainsi développée, nous l'avons signalé tantôt comparée à d'autres, 
possède le précieux avantage de réduire considérablement le nombre d'opérations 
arithmétiques. Une étude comparative des trois techniques: la methode utilisant le 
système complet de départ, la technique du système réduit dense et l'approche du 
système réduit creux sera présentée au chapitre suivant. 
CONCLUSION ET RECOLMR.IANDATIONS 
POUR DES REXHERCHES FUTURES 
La stabilité des réseaux électriques est un facteur crucial à prendre en compte 
lorsque l'on opère les réseaux d'énergie électrique et quand on planifie la mise en 
oeuvre des nouvelles structures du réseau. Les études de stabilité transitoire des 
réseaw électriques donnes des informations sur les capacités du système à demeurer 
en synchronisme suite aux perturbations sévères du réseau. La simulation tempo- 
relie est La méthode la plus acceptée aujourd'hui dans l'étude de la stabilité des 
réseaw électriques du fait de son habilité à modéliser des systèmes de contrôle 
(continuelles et discrets), des caractères nodinéaires, et une grande variétés de 
contingences. Einconvénient majeur de cette pratique est qu'elle nécessite beau- 
coup de temps de calcul pour venir à bout des équations différentielles et algébn- 
ques qui définissent le système. Une conséquence directe de cet inconvénient est la 
difficulté d'assurer une simulation pratique du réseau dans un contexte nécessitant 
des simulations extrêmement rapides. 
Le problème de stabilité transitoire nécessite la résolution des équations diffé- 
rentielles qui définissent la dynamique des machines tournantes et des équations 
algébriques représentant le réseau de connexion et les charges. Cet ensemble 
d'équations a plusieurs nonlinéarités d'où l'utilisation des techniques numériques 
pour leur résolution pas-à-pas. Vu sur le plan stmcturel, les équations différentielles 
peuvent être considérées comme un bloc diagonal (un bloc par machine) et les équa- 
tions algébriques creuses font des interconnexions entre les blocs des machines. 
Bien que plusieurs méthodes classiques puissent être utilisées dans la résolu- 
tion du problème de stabilité transitoire des réseaux électriques au moyen d'analyses 
numériques, l'approche implicite simultanée (1s) est préférée dans les programmes 
de simulation de stabilité transitoire. Elle consiste B transformer toutes les équa- 
tions différentielles du système en des équations algébriques en utilisant la méthode 
trapézoïdale et par la suite forme un système d'équations algébriques pures qui 
pourront être résolues simultanément et de manière iterative à chaque pas d'inté- 
gration. Comparé à d'autres algorithmes, l'approche IS offre une meilleure conver- 
gence, une meilleure précision (du fait de l'élimination des erreurs d'interfaces) et 
une meilleure stabilité (du fait de l'utilisation de la méthode d'intégration trapézoï- 
dale). Elle possède en plus l'avantage d'admettre un pas variable d'intégration dans 
un processus rapide de calcul sans provoquer la moindre dégradation à la perfor- 
mance du programme. 
La simulation dynamique dans l'analyse de la stabilité transitoire est l'une des 
applications numériques les plus intensives. Pour un grand réseau électrique typi- 
que, plusieurs centaines ou milliers d'équations différentielles nonlinéaires et 
d'équations algébriques devront être résolues, et par la suite les études de planifica- 
tion nécessiteront plusieurs heures de calcul sur un ordinateur numérique ciassique. 
Comme résultat de tout ceci, les méthodes temporelles de simulation dynamique du 
réseau électrique sont utilisées de manière routinière hors ligne pour la planification 
et l'étude planifiée de l'exploitation du réseau électrique. Le fardeau du calcul de la 
simulation des transitoires du réseau électrique même pour quelques secondes seu- 
lement après le défaut, est lourd. 11 sera d'ailleurs l'obstacle principal de l'utilisation 
de tels programmes de calcul pour l'analyse en conduite du réseau. 
Eenvironnement courant la conduite du réseau électrique a favorisé le dépla- 
cement de l'estimation de la stabilité transitoire du champ d'analyse hors ligne vers 
celui où le réseau est en ligne. Le besoin d'une analyse de la stabilité transitoire avec 
le réseau en opération a suscité plusieurs recherches dans dont le but commun est de 
trouver des méthodes rapides de résolutions. Conséquemment, des recherches 
intensives ont été faites pour augmenter la vitesse des simulations de stabilité transi- 
toire. Ces techniques incluent entre autres les méthodes de réduction des systèmes, 
des techniques numériques de résolution, des logiciels pour automatiser le processus 
de calcul de la recherche des limites de stabilité, du traitement parallèle, et des 
applications du réseau de neurone. Dans le même élan, l'engouement est considéra- 
ble dans la recherche d'une méthode de calcul supérieure pour l'analyse de la stabi- 
lité. 
Cette thèse peut être vue comme ayant deux parties. Dans la première partie, 
les Chapitres 1 et 2, est introduite la théorie sur laquelle s'appuie le problème de la 
stabilité transitoire dans les meilleurs logiciels commerciaux de notre époque. Plu- 
sieurs techniques de résolution y sont également discutées, de même que l'approche 
simultanée implicite détaillée de résolution des systèmes d'équations. La théorie . 
concernant cette dernière méthode dans sa forme actuelle ne peut se trouver qu'en 
se référant à un très grand nombre d'articles différents. Il est donc à noter que notre 
objectif ici consiste à présenter au lecteur intéressé par ce travail une approche claire 
et compréhensible lui permettant au besoin d'implanter aisément l'algorithme. Au 
meilleur de notre connaissance, aucune Littérature n'a fait avant nous une présenta- 
tion aussi accessible et claire, où la théorie est présentée en premier, suivie du calcul 
des matrices du système utilisant le réseau, les charges, les générateurs, et par la 
suite une technique de résolution pas-à-pas est présentée à travers un exemple d'ap- 
plication sur le réseau d'essai à neuf barres du Conseil de Coordination du Système 
de l'Ouest (WSCC) incluant des modèles détaillés des générateurs, des systèmes 
d'excitation statiques, des stabilisateurs de réseau, des turbines e t  des charges nonli- 
néaires. En effet, les Chapitres 1 et 2 de cette thèse, de par leur contenu, peuvent 
être considérés sans risque d'exagération comme des outils pédagogiques de forma- 
tion sur le sujet. Des exemples d'utilisation de cette méthode sont présentés à la fois 
au Chapitre 2 et aux Annexes D à F. Les résultats de simulation pour chacun des 
différents cas de stabilité transitoire sont présentés et comparés avec ceux obtenus 
de ST600, le logiciel de stabilité transitoire mis au point et utilisé par Hydro-Québec. 
Ces résultats montrent qu'une implantation correcte de l'approche implicite sirnul- 
tanée en se servant de Matlab comme outils numérique de simulation a été obtenue, 
permettant ainsi d'utiliser Matlab comme la plate forme essentielle pour I'expéri- 
mentation de nouvelles méthodes de solution de type IS, plus efficaces encore. 
Dans la seconde partie de la thèse, les Chapitres 3 et 4 proposent deux nou- 
veaux algorithmes pour augmenter la vitesse des simulations en stabilité transitoire. 
En utilisant la méthode implicite simultanée, les deux algorithmes sont basées sur la 
réduction du système réduisant considérablement le nombre d'opérations arithméti- 
ques, et conséquemment, augmentant la vitesse des simulations de  la stabilité transi- 
toire. Dans la première méthode, le système réduit équivalent est dense et ne peut 
être pratique pour des techniques creuses normalement utilisées dans les réseaux 
électriques, bien que ces telles méthodes pourraient vraisemblablement améliorer la 
vitesse de résolution en y intégrant le traitement parallèle. Cependant, dans la 
seconde approche, le caractère creux est présenré permettant alors l'utilisation des 
techniques de résolution traditionnellement appliquées aux matrices creuses. Une 
résumé des deux algorithmes proposés est présenté ci-dessous. 
C-1. Première méthode pro~osée (Svstème Dense Réduit) 
Avec cette approche, un nouvel algorithme pour la simulation de la stabilité 
transitoire est introduit. Basé sur l'approche Implicite Simultanée , le système algé- 
brique à résoudre itérativement à chaque pas d'intégration pendant une simulation 
de stabilité transitoire a été considérablement réduit comparé au système de départ. 
Une système dense réduit pour la simulation transitoire a d'abord été fait dans 
le cas des charges linéaires qui sont considérées dans l'analyse comme des admittan- 
ces constantes ajoutées à la diagonale de la matrice d'admittances du réseau. Dans 
le cas des charges nonfinéaires, la précédente considération n'est plus valide, et les 
courants de charge sont alors caIculés à chaque itération comme une fonction nonli- 
néaire de tension variable de charges, et par le fait ne permet pas l'utilisation du sys- 
tème réduit équivalent, i.e. l'identité des barres des charges doit être maintenue. 
Cependant, il est montré que les résidus de courant dus aux charges nonlinéai- 
res peuvent être maintenus constants (inchangés) pendant les itérations. Consé- 
quemment, ils peuvent alors permettre I'utiiisation du système réduit équivalent 
dans le cas des charges nonhéaires. Ainsi les résidus de courant dus aux charges 
nonlinéaires sont mis à jour à chaque pas d'intégration, mais pas à chaque itération. 
Pendant les itérations, ces résidus sont traités comme des constantes connues du der- 
nier pas d'intégration. Les discontinuités sont traités en appliquant le système com- 
plet de départ à cet instant même. 
Cette nouvelle approche s'est montrée très pertinente si l'on regarde la qualité 
des simulations obtenues pour différents types de charges nonlinéaires et pour diffé- 
rentes valeurs du pas de disaetkation lorsque I'on les compare à celles tirées du 
logiciel d'analyse de la stabilité transitoire ST600. Cependant, le système réduit 
équivalent obtenu est dense et n'est pas assez pratique pour les techniques des matri- 
ces creuses normalement utilisées dans les les réseaux électriques. Cependant, l'al- 
gorithme proposé est très approprié pour le traitement parallèle et ses applications 
dans les simulations de stabilité transitoire où les performances supérieures des 
techniques creuses telle que la factorisation LDU prédominant, ne sont pas garan- 
ties. En tout cas, ces désavantages de la méthode proposée ouvrent la porte à une 
autre approche qui est le Système Réduit Creux. 
C-2. La seconde méthode pro osée (Svstèrne Reduit Creux) 
Dans la seconde approche, un nouvel algorithme basé sur la réduction du sys- 
tème, pour les simulations en stabilité transitoire a été introduit. Avec cette 
méthode, le système réduit est creux et  permet alors l'utilisation de la méthode de 
factorisation LDU qui traditionnellement est appliquée aux réseaux électriques. 
Conséquemment, grâce aux méthodes généralement acceptées dans l'estimation des 
performances numériques, on voit que le nombre d'opérations arithmétiques a 
considérablement été réduit avec l'application de cette méthode, même lorsque les 
techniques creuses sont utilisées. Les résultats tirés de l'exemple du réseau d'essaie 
du WSCC à neuf barres comportant des modèles complets de machines, différents 
types de charges nodinéaires et différentes valeurs du pas de discrétisation (At) ,  
montrent que cette méthode foumit des simulations aussi compétitives que celles du 
logiciel d'analyse de la stabilité transitoire ST600. 
Pour un grand pas de discrétisation, l'approche proposée introduit un petit 
mais constant décalage lorsqu'on compare les résultats obtenus à ceux de ST600. 
Cependant, cette petite erreur (décalage de phase) est constante et l'approche pro- 
posée s'est montrée numériquement stable même lorsque des valeurs du pas d'inté- 
gration At six fois plus grandes sont utilisées. 
C-3. Com~araison detaillée des alporithmes oror>osés 
1. Les deux méthodes utilisent l'approche Implicite Simultané (1s) qui consiste à 
transformer toutes les équations différentielles du système en des équations 
algébriques au moyen de la régie d'intégration trapézoïdale, et formant alors 
un système d'équations purement algébriques qui est résolu simultanément à 
chaque pas d'intégration par une méthode numérique itérative. 
2. Les deux méthodes sont basées sur la technique de réduction où le système 
algébrique à être résolu itérativement à chaque pas pendant la simulation de la 
stabilité transitoire a été considérablement réduit comparativement au sys- 
tème de départ. 
3. Dans les deux méthodes, les résidus de courant dus à Ia nonlinéarité des char- 
ges sont gardés constants (inchangés) pendant les itérations, permettant l'utili- 
sation du système réduit équivalent pour le cas des charges nonlinéaires (i.e. 
les résidus de courant dus aux charges nonlinéaires sont mis à jour à chaque 
pas d'intégration, mais pas à chaque itération). Pendant les itérations, ces rési- 
dus sont traités comme des charges constantes connues au dernier pas d'inté- 
gration. Ceci introduit une petite approximation au système d'équations qui 
est résolu itérativement à chaque pas; mais les résultats obtenus ont montré 
que cette approximation est acceptable même pour de grands pas de discrétisa- 
tion et pour différents types des charges nonlinéaires. 
4. Dans les deux méthodes, les discontinuités sont traitées soit en appliquant le 
système complet original à cet instant, soit en utilisant une technique de réso- 
lution répétitive à de telles discontinuités. 
5. Dans la première méthode, le système réduit équivalent obtenu est dense et ne 
peut être pratique pour les techniques creuses normalement utilisés dans les 
réseaux électriques. Par ailleurs, I'aigorïthme proposé est très approprié pour 
le traitement parallèle et son application à la simulation de la stabilité transi- 
toire où les performances supérieures des techniques creuses des méthodes 
traditionnelles ne Sont guères garanties. 
6. Dans la seconde approche proposée, le système réduit est creux et permet alors 
l'utilisation des techniques de factorisation LDU traditionnellement appli- 
quées aux réseaux électriques. 
7. Avec la première méthode, le système réduit dense, un bon gain peut être 
obtenu seulement lorsque l'inversion des matrices est utilisée pour résoudre le 
système algébrique d'équations représentant la base du problème d'écoule- 
ment de puissance dans un problème d'étude de stabilité transitoire et qui est 
résolu simultanément à chaque pas d'intégration par une technique numérique 
itérative. Cependant, dans la seconde approche, le caractère creux est pré- 
servé permettant alors l'utilisation des techniques de résolution traditionnelle- 
ment appliquées aw matrices creuses. Conséquemment? le nombre d'opéra- 
tions arithmétiques devient considérablement réduit par cette approche, 
même lorsque les techniques de résolution des matrices creuses sont 
employées. 
8. Pour le système creux réduit, une estimation linéaire est utilisée pour prédire 
les tensions des noeuds de non génération. Comme résultat, une petite erreur 
est introduite lorsqu'un grand pas d'intégration est utilisé. Cependant, les 
résultats montrent que cette petite erreur est constante, et elle ne conduit pas 
au problème d'instabilité numérique même dans le cas d'un grand pas d'inté- 
gration. Dans ces conditions, l'approche proposée est considérée comme sta- 
ble numériquement même pour un grand pas de discrétisation. En plus, il est 
important de noter que dans les simulations de stabilité transitoire, seules les 
petites valeurs du pas d'intégration sont employées et les grandes valeurs de At 
sont rarement considérées. Mieux encore, cette erreur peut être traitée par 
l'utilisation de la technique de résolution répétitive pour garantir, de manière 
générale. une bonne stabilité numérique. 
9. Les résultats du réseau à 9 barres de la WSCC avec les modèles complets de 
machine, différents types de charges nonlinéaire et différentes valeurs du pas 
d'intégration (At) ,  montrent que les deux techniques sont très précises et fia- 
bles et peuvent de surcroît être ainsi compétitives par rapport à la technique 
implantée dans le logiciel ST600. 
Le lableau C-1 compare les d e w  algorithmes proposés avec le système com- 
plet traditionnellement utilisé à partir des itérations obtenues dans chaque cas par 
pas d'intégration au moyen d'une application sur le réseau à 9 barres du WSCC avec 
des charges nonlinéaires (courant constant) et différentes valeurs du pas de discrit- 
ésation (At) .  La Tableau C-2 représente le gain estimé obtenu par les algorithmes 
proposés, comparés aux méthodes traditionnelles comme fonction de la dimension n 
du système, le nombre n, de barres de génération et le nombre d'itérations ni. Pour 
un système de 1000 barres avec 100 générateurs et une moyenne de 5 itérations à cha- 
que pas, les gains estimés obtenus par l'utilisation des deux méthodes proposées sont 
illustrés à la Tableau C-3. Ces tableaux montrent que le gain anticipé est clairement 
significatif pour des grands réseaux puisqu'il est fonction de la dimension du sys- 
tème. 
Tableau C-2 Nombre estimé d'opérations arithmétiques nécessaires à chaque pas 
Tableau C-1 Nombre d'itérations nécessaires à chaque pas d'intégration 
de discrétisation où ni est le nombre d'itérations, n est le nombre de 
barres, n, est le nombre de générateurs et nl est le nombre de noeuds 
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Tableau C-3 Gain anticipé des deux algorithmes proposés en utilisant le nombre 
estimé d'opérations arithmétiques nécessaires à chaque pas de dis- 
crétisation où 4 est le nombre d'itérations, n est le nombre de barres, 
% est le nombre de générateurs et nr est le nombre de noeuds de non- 
Utilisant l'inver- 
sion de matrice 
Utilisant la factori 
sation de LDU 
Système Réduit Dense Système Réduit Creux 
Tableau C-4 Gain anticipé estimés des deux algorithmes proposés pour un 
système à 1000 barres avec 10 générateurs et une moyenne de 
5 itérations Dar rias de discrétisation. 
A 
C-4. RECOMMANDATIONS POUR DES FWTWRES RECHERCHES 
Système Réduit Dense 
- - 
Utilisant la factorisa- 
tion de LDU 
Deux projets de recherche peuvent être identifiées pour l'amélioration future 
de la vitesse des simulations en stabilité transitoire, en particulier pour continuer le 
travail qui a été commencé dans cette thèse. 
Système Réduit Creux 
0.0084 
C-4.1A~~l icat ion  des algorithmes ~roposés dans les grands réseaux d'énerpie élec- 
trique 
Dans cette thèse, deux algorithmes pour accroître la vitesse des simulations de 
la stabilité transitoire ont été proposés. En utilisant l'approche simultanée implicite, 
les deux algorithmes s'appuient sur la réduction du système réduisant le nombre des 
opérations a.rithmétiques et conséquemment augmentant la vitesse des simulations 
de la stabilité transitoire. Les résultats obtenus à partir de  Matlab comme outils 
numériques appliqué sur te réseau d'essai du neuf barres de la (WSCC) avec des 
modèles détaillés de générateur, des systèmes d'excitation statiques, des stabilisa- 
teurs de réseau électrique, des turbines, différents types de charges nonlinéaires et 
différentes valeurs du pas d'intégration, ont montré que les deux techniques sont 
capables de founllr une bonne qualité de simulation comparée au logiciel ST600, le 
programme de stabilité transitoire développé et utilisé par Hydro-Québec. 
Cependant, une importante question ressort à travers ces deux nouvelles 
méthodes proposées au sujet de leur performance lorsquyelles sont appliquées aux 
grands réseaux d'énergie électriques. Bien qu'une bonne performance soit attendue, 
la meilleur manière de répondre adéquatement à cette question consisterait à appli- 
quer effectivement les méthodes proposées sur un grand réseau actuel. Pour cela, il 
est conseillé dans un future projet de recherche d'implanter ces concepts dans le 
logiciel ST600 et l'appliquer au réseau dYHydro-Québec. On pourra alors apprécier 
les performances de ces méthodes au vue des résultats des simulations, le comporte- 
ment a la convergence, le nombre des itérations et les gains évalués en temps mis par 
le processeur utilisé. Ceci bien entendu demande une possibilité d'accéder au logi- 
ciel ST600 et à ses différentes librairies pour la modification des codes de program- 
mation dans la mesure où les simulations d'un grand réseau électrique comme celui 
d'Hydro-Québec n'est pas possible avec Matlab du fait de sa limitation en mémoire. 
C-4.2Investigations d'une a~aroche de la simulation de la stabilité transitoire basée 
sur le traitement parallèle 
Comme précédemment mentionné, d'autres contributions intéressantes sur le 
sujet, non présentées en détail dans cette thèse, ont été faites lors de l'élaboration de 
ce travail. Elles se résument par la possibilité de construire un simulateur de stabi- 
lité transitoire basé sur les Réseaux des Neurones Artificiels (RNA). D e w  approches 
ont été employées pour tenter de construire un tel simulateur. Les résultats obtenus 
sur un réseau d'essai de 32 barres incluant des composantes hydrauliques et à 
vapeur, des systèmes d'excitation complexes, des stabiiisateurs de réseau, des SVC et 
des modèles nonlinéaires de charge ont montré qu'une bonne qualité de simulation 
peut être obtenue à partir de ces deux méthodes. Cependant, les réseaux de neuro- 
nes artificiels se sont montrés très limités en pratique dans l'application pour la 
simulation de la stabilité transitoire, particulièrement lorsque l'objectif est la déter- 
mination des limites de sécurité. Les détails sur ces deux méthodes, leurs éventuels 
avantages et leur limitations pratiques sont consignés dans la référence [Kandil, 
Marceau et al., 19961 que l'on retrouve dans l'annexe B. 
Une autre approche pour la simulation de la stabilité transitoire basée sur le 
traitement parallèle distribué a été développée. Les limitations pratiques des deux 
méthodes mentionnées ci-dessus sur les réseaux de neurones artificiels ont conduit 
au développement de cette approche où les poids étaient calculés dans la méthode 
utilisant les rkseaux de neurones artificiels à partir des paramètres du système. Dans 
cette approche, la grande capacité d'entension (mapping) des RNA n'est pas utilisé, 
cependant leur calcul parallèle est préservée et aussi une grande vitesse de simula- 
tion peut être anticipée de  cette méthode. Des résultats précis de simulation ont été 
obtenus par cette méthode. Comparée à la méthode précédente, cette approche est 
plus prometteuse. Elle est plus flexible dans les modifications topologiques ou tout 
autre modification survenant le réseau électrique. Aucun entraînement n'est néces- 
saire quand le calcul parallèle est utilisé et une grande vitesse de simulation peut 
être obtenue. 
Cependant, une exploration plus poussée est nécessaire dans cette méthode 
proposée. Son utilisation pratique ainsi que son implantation comme simulateur de 
réseau électrique doivent être étudiées plus en profondeur. De plus, bien qu'un 
temps de simulation entièrement court soit attendu dans l'implantation de ce 
concept, le gain doit être quantifié. Pour cela, il est conseillé pour des recherches 
futures de mieux explorer cette méthode. S'il est prouvé qu'elle possède des avanta- 
ges par rapport aux méthodes classiques de simulation de stabilité transitoire, alors 
un programme complet et bien organisé capable d'extraire ou d'estimer les poids des 
réseaux de neurones à partir des paramètres du réseau électrique serait nécessaire. 
Finalement, une implantation de ce concept serait vivement recommandée. Le 
concept de cette approche, les développement mathématique des poids à partir des 
paramètres du système et les résultats de simulation obtenus, les forces et les faibles- 
ses de la méthode sont présentées en détail en annexe C. 
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numencai simulation. algonthms. 
In this paper. a new aigorithm to speed up transient 
stability simdation is proposed bascd on the simulta- 
neous implicit approach. nie Reduced Sparse Systcm 
(RSS) aigorithm employs systcm reduction resulting in 
fewer arithmetic operations, consequently incrcasing the 
speed of transient stability simulations. In the RSS 
approach. sparsity is pnserved ailowing the use of solu- 
tion techniques rraditionally applied to sparse mamces. 
Simulation resdts show that this technique is efficient 
and provides high quaiity of simulation when compared 
to those obtained h m  ST600, the commercial mnsient 
stability program developed and used for many years by 
Hydro-Quebec. The estimated number of arihmetic 
operations per time srep is used to quantify the gain and 
advantages of this proposed approach. Compared to 
other existing methods, simulation urne can be signifi- 
cantly reduced. For example. in the case of a IO00 bus 
system. an estimatcd gain of 4 is obtained using this p r e  
posed RSS algorithm. -
A major activiry in utility system planning and opera- 
tions is to test system transient stability relative to distur- 
bances. Transient stability analysis is used to determine 
a power system's ability to reach an acceptable stcady- 
state openung condition foilowing a disturbance. Gen- 
erally speaking. vansient stability analysis is pcrformed 
in power companies almost excIusivcIy by means of s t ep  
by-step numerical integration techniques. In these simu- 
lations. the behaviour of a present or proposed power sys- 
tem is evaiuated to determine either its srate (i.e. stable 
or unsrable) or its stability limits. This time-domain 
approach has severai advantages: 1) it is directly applica- 
bIe to any level of detail of power system rnodels. 2) al1 
the information of state variables dunng transient as well 
a s  steady-stare is available. 3) simulation results can be 
directly interpreted by system operators. 4) insrability 
mechanisms can be examined in detail. However, lhe 
main disadvantage of this practice is that it requires 
intensive tirne-consuming numencal integration. making 
it ciificult to satis€y the time-constraints of most on-line 
applications. 
An intensive effort has been made to speed up tran- 
sient stability simulations including improved solution 
techniques [l]. soitware frameworks for mechanizing 
Iimit-search processes [Z]. parallel processing (31, and 
neural network applications [4]. In tbis paper. a new 
aigorithm to speed up transient srability simulations is 
proposed based on the simultaneous implicit appruach, 
This algorithm employs system reduction resulting in 
fewer arithmetic operations. and consequently. increas- 
ing the speed of transient stability simulations, 
2 W . . m F O -  
WÏth rhe simulmeous implicit approach. the uan- 
sient stability problem can be represented by the follow- 
ing system macrix [SI: 
where: 
[AG J - coefficient matrix of ail the generators equations 
as a function of the parameters and the integra- 
tion mie. 
[Be] - voltage interface matrix 
[QI - cumnt  interface manix 
&G - composite vector of known vaiues and nonlin- 
earities of generators 
- composite vector of generator variables 
[Yt] - diagonal mamx containing the equivalent 
admittances of loads 
& - vector of currcnt rcsidues duc to nonlinear loads 
[ Y ]  - network admittance mamx 
V - vector of network bus voltages -
From the above mauix system. we obtain the follow- 
ing two equations 
Substituting (2) into (3). gives 
Defining now the following matrix quantities: 
then equauon (4) becomes 
[[YI + IYJ + [YGll ! = L (7) 
or, more conveniently, 
Equation (8) represents the basic power-flow problem 
in a transient stability study. This system of equations is 
solved at each ume r using an "admittance mamx" type 
of iterative method where A& is used as a convergence 
conuol measure. At each iteration. the new solution vec- 
cor 1 obtained by solving (8). allows the variables &- to 
be determined for each generator using (2) and the 
mamces [Cc] and [&] to be adjusted, thus recdculating 
the [Yc] matrices and the rcsidue vector & (containing 
nonlineariues) using (5) and (6) respectively. Iteratïons 
art perfomed until the Iargest element of the vector A& 
reaches a specified tolerance. Since the rotation mamces 
[CG] and [BG] depend on the internai a g i e  of the machine 
6, which varies relatively slowly, convergence is rapid 
because the nonlinearities (saturation. Ioads. limiters) are 
very quickly adjusted on the whole. Once convergence 
has been obtained (Le. vector y remaining stationary 
apart from the tolerance threshotd) the time is increm- 
ented by one integration step and the caiculaùon process 
is repeated. 
It should be noted here that [Y,] is a 2nx2n sparse 
mauix where n is the system dimension; i.e. the number 
of buses in the system. In this paper, we show that this 
aigebraic system. which must be solved iteratively at 
every Ume step. can be considerably reduced while pre- 
serving its sparsity. 
This approach is based on rearranging the power flow 
equation (7). or equivalently (R), by separating the sys- 
rem buses in tenns of generator and non-generator nodes 
'2s n1 
whcre the subscript G is used to denote generator noda 
and the subscript L is used for Lhe remaining nodes. Thus 
for a necwork with ng generator nodes and rq  non-genera- 
tion buses. Y1; is a vector of dimension ( % X I )  representing 
the generator voltages and E is a vector of dimension 
( n r x l )  representing voltages at non-generation nodes. LUC 
is a cumnt vector representing generator nonlinearities 
and is a vector of current residues due to nonlinear 
loads. Nodes which are neither generation nor loads are 
treated as load buses with zero current loads. 
Expanding ( 9 )  gives 
The RSS approach is based on the idea of using a pre- 
dicted value for a and solving (10) iteratively for &. 
When convergence is reached and itemions are stopped. - 
is conccted using (1 1). The vector of current residues 
last tirne step. Therefore. the system to be solved itera- 
tivety is represenred by 
[y,] L = & - y  (12) 
where is a vector considered to be constant dunng the 
iterative process and is given by 
= r Y d &  (13) 
& is a vector representing the predicted values of volt- 
ages ar non-generation nodes. Figure 1 presenrs a simpli- 
fied flow chan for this approach. The next section con- 
siden the issue of voltage prediction. 
3.1 Voltas Aedicti~n - .  
To solve equation (10) for k. a predicted value of & 
is ued. In the course of the present work. different types 
of predictors including linear. quadratic. cubic. and neu- 
ral network predictors were investigated. However. lin- 
ear prediction was found to be h e  most stable. accurate. 
and efficient for this application. In addition. it is less 
1 Daru acquisi~ion and prepmcesring ] * 
Predicrion of 
I Calculation of y 
Calculalion of & 1 
Fig.1 Simplified flowchan of a transient stability pro- 
gram using the proposed reduced spane system 
approach. 
due to nonlinear loads is considered to be known from the 
costly when compared to other techniques in terms of the 
number of anthmetic operations and the computation 
tirne needed for the prcdiction process. Using linear 
estimation. the voltages of non-generation nodes. at urne 
([+A t). are given by 
L ( r + A r )  =&(t)+&(rk&(r-At)] (14) 
where Ar is the time step and is a mal vector cantaining 
the real and imaginary parts of the complex voltages at 
non-generation buses. 
However. it can be shown that not al1 of the non-gen- 
eration bus voltages need to be predicted, but only some 
of them. In fact. only the voltages of those buses which 
are directly connected to the generation nodes have to be 
known in order to solve equation (10). This is due to the 
fact thaf in practïcc and in a 4 power system. each gen- 
erator is connecred to the network through a rransformer; 
t.e. cach gcneration bus is connected to one. and only one. 
bus in the systcm, 
The proposed Reduced Sparse System (RSS) approach 
has been appiied to the Western Systems Coordinailng 
CounciI (WSCC) nine-bus test system which was used in 
one of the most important EPRI (Elecaical Power 
Research Institute) projecm airned at testing and evaluat- 
ing the aigoriihms used for power system dynamic anaiy- 
sis [7]. The test system includes detded generator mod- 
els. static excitation systerns, power systcm stabilizcrs, 
and different types of turbines. The systcm and data 
needed for the load flow problem arc shown in Figure 6. 
The transient stability data used for this study are pro- 
vidcd in [7]. 
The proposed aigorithm has k e n  tested for different 
types of nonlinear loads. In addition. the use of different 
values of the step size Ar has been investigated. and ihe 
results are compared to those obtained from the ST600. 
the commercial transient stability program developed 
and used by Hydro-Quebec. Figure 2 shows mulu 
obtained by this method for the case of detailed 
machines, nonlinear (constant current) loads and a haif 
cycle step size (Ar=0.5 cycle). This enables initiai condi- 
tions to be seen clearly. The disturbance is a three-phase 
fault applied to the GEN 2 230 KV bus at time 16 cycles 
(i.e. 026666 seconds). The fault is cleared and the line 
from GEN 2 230 KV bus to the STAnON A î30 KV bus is 
opened at üme 22 cycles (Le. 0.36666 seconds); Le. fault 
duration is 6 cycles. 
3 3 Fffect of S W  
The effect of the integrauon step magnitude. Ar, on 
the proposed approach has k e n  investigated in deiail. 
Differenr vaiues of Ar have been tried, and the new 
method seems to have a certain degree of sensitivity with 
respect to the step size, A t. For example, Figure 1 shows 
that exact simulation results (when compared to ST600) 
can be obtained using Ak0.S cycles. However. for a step 
size six urnes larger. the proposed approach inaoduces a 
small. but constant. error compared to the ST600 simula- 
tion results (Figure 3). It is cIear that, in this case, the 
25 1 Machine I inremul ande 1 
-5 J 
O 1 O0 200 300 
rime (cycles) 
fig. 2 Simulation results using the RSS approach for the 
WSCC nine-bus test system with full machine 
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Fig. 3 Effect of integration step size. Ar. on the Reduced 
Sparse System (RSS) approach. 
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Fig. 4 RSS combined with treatment of simulation error 
(phase shift) of Figure 2 for a large step size. At. 
with predictor-corrector method. 
small error (phase shift) is constant and does not increase 
with time. i.e. it does not lead to numerical instability. In 
addition, it should be noted that. in most transient stabil- 
ity simulations. only small values of A t  are employed. 
However. to ensure numerical stability more generally. 
this error may be treated using the technique of a repeated 
solution which is discussed next 
c e  St= 
siz!uu 
The error of the previous section can be created and 
eliminated using the following technique of prediction 
and correction: After predicting &. solving (10) itera- 
tively for k. and correcting & using (1  1). then the time 
is not increased by At. instead, equation (10) is resolved 
f o r k  usingthe most recent (comcted) values of&. This 
slightly affects the gain of the proposed approach. but on 
the other hand. it ensures consistent simulation results 
compared to the ST600 transient stability simulation pro- 
gram, even in the case where a large step size is used. Fig- 
ure 4 presents simulation results for 6t=3 cycles where 
the error (phase shift) has been eliminated using the 
above prediction-correction technique. 
3 . 5 .  
. . *  
An accurate voltage prediction at time of discontinui- 
ties is not possible regardless of the prediction techniques 
used. Therefore, the problem of discontinuities is treated 
by one of the two following techniques: 1) using the com- 
plete original system at only the discontinuities. or 2) 
using the proposed method with repcated solution pro- 
cess (i.e prediction-correction method) at discontinuities. 
ductd Sparse S v s m  
Results from the WSCC nine-bus test system with full 
machine models (i.e. speed governor. excitation system. 
etc.). different types of nonlinear loads. and different val- 
ues of step size (At ) .  have showed that this technique is 
able to give a high quality of simulation when compared 
to results obtained from the ST600 transient stability pro- 
gram. The advantage of this new algorithm resides in 
reducing the system while preserving its sparsity, and 
therefore. allowing the use of solution techniques uadi- 
tionally applied to sparse maaices. As a result. with this 
proposed approach. the number of arithmeuc operations 
is considerably reduced even when LDU factorization is 
used. The number of arithmetic operations is used to 
quantify the gain obtained by using this reduced sparse 
system technique. Were. we use recognized methods [6] 
in order to estimate the expected gain the proposed 
approach. 
3.6.1 Number of MylUpltcatlons Perfamed 
. .  . when the 
te SYSW IS Used 
Power systems are very sparse. and the LDU factoriza- 
tion technique has been used successfully in solving such 
systems. The number of multiplications per iteration 
needed to solve the original complete system of equation 
(8). when using LDU factorization such as in the ST600 
software. is given by [6j 
where n is the system dimension and ;, is the number 
of nonzero elements in the strictly upper triangular por- 
tion of [YE], after reordering. and is given by 
r, = 27, (16) 
r, is the number of elements in the suictly upper uiangu- 
lar portion of [YE], before reordering. and can be defined 
by 
r, = a n  (17) 
n always represents the system dimension (dimension of 
[YE]) and a is a constant reflecting the system's connec- 
tivity and may take any value between 1.2 and 1.7 [6],  i.e. 
a = 1.2 for a nun-dense sysrern 
a = 1.7 for a dense F e r n  (18) 
Therefore. the number of multipIications is given by 
For an average value 1.5 of a. the number of multiplica- 
tions per iteration, using LDU factorization. is 
and per time step, the number of multiplications is 
M, = n,,m, rnultiplicarions/rime srep 
= n, ,(7n ) multiplicarions/rime srep 
(21) 
where 4, is the number of iterations needed per time step. 
d bv the Pro- 
posed Reduced Sparse S Y W "  (RSS) 'icumah 
For the proposed reduced sparse system. as defined by 
(12). the LDU factorization technique is not needed since 
[YCG] is a diagonal mamx: i.e. neither matrix inversion 
nor sparse matrix techniques are needed here to solve this 
equation. However. after convergence is reached and 
iterations are stopped. LDU factorization may be used to 
solve (11) for & since the rnauix [Yu] is still a sparse 
matrix. and sparsity is preserved. As a result the number 
of multiplications per time step for the reduced sparse 
system approach is given by 
M, = n12(2n, ) + 4n, + (4a + I )n, (22) 
3.6.3 The G& 
The gain of the proposed reduced sparse system 
approach may thus be defined by 
( ;=EL= n, , (4a + I ) n  
M2 2t1 ,~n ,+4n ,  + ( 4 a  + l )n ,  (23) 
Results on the nine-bus test system have shown that 
the proposed approach reduces the number of iterations. 
However, let us make the following conservative 
assumption and assume that the same number of itera- 
tions is required. 
yielding 
For a 1ûûû bus system with 100 generators and an 
average of 5 iterations at every urne step. this gain is 
Hence. the approach is seen to be superior even when 
sparse techniques are used. However. the gain obtained 
by equation (24) rnay not be exact because the value of 
a, the constant reflecting mauix sparsity, rnay have k e n  
changed after rearranging the system in equation (8). and 
this rnay affect the gain. Let us now discuss rhis point 
7.6.4 More Accurate Ç&&tion of the G d  
In (24). a. the constant reflecting mamx sparsity, is 
considered the same for both cases. the original complete 
sparse system and the proposed reduced sparse system. 
This rnay not be precisely correct because of the rear- 
rangement of the systern admittance mamx in (8) (see 
d s o  (9)) where [YtG] is a diagonal rnaaix. [Yct] and [Yu] 
are very sparse, and [Yu] is slightiy more dense than the 
original complete systtm; i.e- [Yu] has become more 
dense because of the îï11-in caused by the mordering. As 
a result, a rnay now have a differtnt value than it had 
before the rearrangement, and this rnay result in a higher 
number of muItiplications needed for solving equation 
(1 1). Therefore, the gain of this approach. defined in 
equation (24). musc be redefincd by 
where a, is the constant reflecung the matrix sparsity in 
the original matnx system (8). and a2 is the constant 
reflecting the sparsity of the [YU] mauix for the RSS 
approach. If only a single iteration is performed. the 
same number of multiplications results in both cases, and 
therefore. al rnay be determined by 
giving 
which proves that a? is, in facr. higher than a, because n 
is always bigger than rq ; Le. n>q. In other words. the 
matrix [Yu] is less sparse because of the rearrangement 
of equation (8). and this affects the gain calculated in 
equation (24). For the Iûûû bus system, 100 generators, 
and al = 15. al is given by 
a2=1,1111a,+0.0833=1.75 (28) 
and the estimated gain for the lûûû bus system becomes 
In dynarnic security analysis. an important task is the 
determination of uansient and long-tecm stability uans- 
fer lirnits. Presently. vansfer hmit detexmination is typi- 
cally pcrforrned off-line in the operaüons and system 
planning environments. This anaIysis is ûaditionally 
performed using digiral load flow and transient stability 
simulation packages. 
Security limit determination follows directly from a 
simple comparison of different transfer limits obtained 
for different contingencies at different locations: the low- 
est vansfer Iimit is the security limit (21. Therefore. an 
imponant feature of a transient stability a igor i th  is its 
abiliry to be used for performing the transfer Iimit search 
process. The proposed approach has therefore been 
testrd for such use and has been found to yield the same 
transfer lirnits as those obtained by ST600 for identical 
tolcrances. 
To find a vansient stability transfer limit one performs 
m i e n t  stability simulations of the same contingency 
(fault type and location) for different vaIues of pre-con- 
tingency power uansfer. This is done by varying the dis- 
patching of the generating stations which inject power. 
and the value of the Ioad is changed accordingly. Figure 
5 illusuates the results of a transient stability lirnit search 
process where the voltage (in p-u.) as a function of time 
at the STAnON A 230 KV and the GEN 2 230 KV bus is pres- 
ented. Each voltage waveform corresponds to the m- 
sient stability simulation for a different initiai steady- 
state power transfer. 
Figure 5 shows Iimit search resuits obtained by Mariab 
using the proposed RSS approach compared to those 
obtained using ST600. By obtaining the same uansient 
stability transfer limit, the proposed algorithm demon- 
strates its capability to be used in a Iimit search process 
showing good performance and a high qudity of simula- 
tion even for cases where power uansfer is near the limit. 
-, , , ST600 
RSS approach 
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Fig. 5 Limit search on the WSCC nine bus test system with 
full machine models, nonlinear (constant power) 
loads and A t=OS cycle 
5.  coNcJ.Wn.3~ 
A new afgorithrn to speed up uansient stability simu- 
lations is proposed. Using the simultaneous implicit 
approach. this algonrhm is based on system reduction 
resulting in fewer arithmetic operations. and conse- 
quently. increasing the speed of transient stability simu- 
lations. Here are some important points concerning this 
approach: 
The proposed Reduced Sparse Systtm (RSS) algo- 
rithm uses the Simultaneous Irnplicit (SI) approach 
which consists in transforming d l  differential equa- 
tions in the system into algebraic equations by means 
of the trapezoidal rule of integration. and then. form- 
ing a purely algebraic system of equations which is 
solved simultaneously at every tirne s e p  using an 
itemive numencal method. 
This aigorithm is based on system reduction where 
the algebraic system to be solved iteratively at every 
time step during a transient stability simulauon has 
been considerably reduced compared to the original 
one. 
The reduced system is sparse therefore allowing the 
use of the LDU factorization technique which is uadi- 
tionally applied ta power systems. 
With ttiis approach. the current residues due to nonlin- 
ear loads are kept constant (unchanged) during itera- 
tions. consequently allowing the use of an equivalcnt 
reduced system for the case of nodinear loads; i.e. 
the c m n t  residues due to nonlinear loads are 
updated at every time step. but not at every iteration. 
Discontinuities are treated either by applying the 
complete original system at chat instant of time or by 
using a repeated sotution technique at such disconti- 
nuities. 
For this Reduced Sparse Systern. a linear estimation 
is used to predict the voItages of non-generation 
nodes. Pcs a result. a smalI error may be introduced 
when a large integration step is used. However. 
results show that this small error is consta nt and 
does not lead to numerical instability even in the case 
of a large step size. Even so. this error may be treated 
using a repeated solution to g u m t e e  numencd sta- 
bility. 
Results from the WSCC nine bus test system with full 
machine modeb. different types of nonlinear loads. 
and different values of step size (Ar), show that this 
technique Is efficient and able to give high quality 
simulation when compared to those obtained by the 
ST6W transient stability pro-. and also yields 
essentiallv identical uansient stabihy uansfer limirs. 
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Abstrrru - Ihditionally, tbree approaches have b e n  used 
to perform simuiations of various power system phenom- 
ena: analog, digital, and hybrid. In this paper, a novel 
approach for rapid transient stability simulation based 
on artificial neural networks (ANNs) is proposed. The 
power system is broken domi into components, each of 
which is represented by a distinct ANN module. These 
modules are individually trained and then brooght 
together to fonn an integrated ANN power system simala- 
tor capable of emulating transient sbbility behaviour. 
Results obtained on a 32-bus test system including hydm 
and steam units, complex excitation systems, power sys- 
tem stabilizers, SVCs and noniinear load models show 
that high quality simulation c m  be achieved using th is  
approach. 
Keywords: artificial neural networks, transient stability, 
simulation. 
1. I N T R O D U ~ O N  
Three approaches have so far been used to perform 
simulations of various power system phenomena: analog, 
digital, and hybrid. Analog simulation technotogy was ùii- 
tially introduced in the Iate 1920s [l], yielding high quality 
real-the performance but suffering a number of draw- 
backs such as a lack of flexibility and the need for large 
quarten to house the simulator. Furthemore. sophisti- 
cated simulators are costly to build, to operate and to 
maintain. As a result, such simulators are owned by a very 
few utilities and are used mainiy to study srnall to 
medium-sized networks. although large networks can be 
modeled if sufficient simulator components are avadable 
[6]. Digitai simulation of nansient stability pheuornena 
was introduced in the 1950s [2], fotlowed by that of elec- 
trornagnetic transient phenomena in the Iate 1960s [3]: 
tiiis ernpfoys numerical algorithms executed on general- 
purpose or specialized hardware [4.5]. Digital simulators 
are more flexible and compact than analog simulators, 
and c m  mode1 very Iarge networks, but increasing simula- 
tion speed to achieve real-thne performance with such 
networks requires costly, leading-edge cornputer 
technology. Hybrid simulators [6] combine the advan- 
tages and disadvantages of both of these two techniques. 
In this paper, an entirely different approach is pro- 
posed for performing rapid transient stability simulation, 
based on artificial neural networks. Artificial neural net- 
works (MN), whose operation is based on certain known 
properties of biological neurons, comprise various archi- 
tectures of highiy interconnected processing elements 
that offer an aiternative to conventional computing 
approaches. They respond in parallei to a set of inputs 
and are more concemed wirh transformations than algo- 
rithms and procedures. They can achieve wmplicated 
input -output mappings without expiicit programming 
and extract reiationships (both iinear and nonlinear) 
between data sets presented dunng a Ieaming process. 
ANNs are massively paraiiel, so that, in principle, they are 
able to respond with high speed. Furthemore, the redun- 
danq  of their interconnections ensures robustness and 
fault tolerance, and they can be designed to self-adapt 
and learn [7]. 
In this work, these snengths are expioited to demon- 
suate the feasibility of building an ANN transient stability 
simulator. Essentially, the power system is broken down 
into cornponents, each of which is represented by a dis- 
tinct ANN module. These modules are individually 
trained and then brought together to fonn an integrated 
ANN power system simulator capable of emulating tran- 
sient stability behaviour. Results obtained on a 32-bus 
test system (see Appendix) including hydro and steam 
units, cornplex excitation systems, power system stabiliz- 
ers, SVCs and nonlinear Ioad modets show that high qual- 
ity simulation can be achieved using such an approach. 
Fig. 1. Type of linear ANN used (AD-) 
II. TYPE OF NEURAL NFIWORK USED 
Many types of ANNs have been developed based on 
either Linear or nonhear neurons. In principie, if a prob- 
lem is nonlinear, the use of nonlinear neurons (Le. neu- 
rons whose output is filtered through a nonlïnear activa- 
tion function) is a good starting point for building an 
appropriate ANN. However, ANNs with Iinear neurons 
(Le. neurons with no activation functions at the output) 
can also be trained to associate input vectors with desired 
(target) outputs, and to approxhate any reasonable func- 
tion linearly, especiaily when feedback is used [?]. Addi- 
tionally, Linear ANNs have practical advantages which 
make them attractive. For example, such ANNs have a 
parabotic error surface [7], hence a unique -mum: 
when they are trained, a single minimum error can be 
reached with the knowledge that it is indeed a global mini- 
mum. Altematively, ANNs based on nonlinear neurons 
usually exhibit many local minima: such ANNs are there- 
fore more dacult and lengthy to train for a given desired 
output error. Though rnany aspects of power system tran- 
sient behaviour are nonlinear (the swing equation, satura- 
tion in transformers and control systems, etc.), the present 
paper shows that it is possible to build a power system 
transient stability simulator based on a particdar Linear 
AM\T technology, the simple adaptive Linear element 
(ADALINE). combined with the use of feedback. 
The present ANN transient stability simulator was 
constructed using the MATLAB neural net toolbox [19] 
on a SUN Sparc 10 workstation. This software permits the 
simulation of many different types of artificiai neurons 
and their subsequent connedon into large ANNs. The 
present work, though not a hardware irnplementation, 
establishes the feasibility of the concept. 
111. MODELING THE POWER SYSTEM 
The basic concept underlying the ANN transient sta- 
bility simulator is as follows: the power system is broken 
down into a number of pieces which are a) trained sepa- 
rately and b) interconnected to perform the required sim- 
ulations. For this strategy to succeed, the foliowing two 
challenges must be addressed: 
1) The power system m u t  be divided into modules 
such that the physical quantities used to intercon- 
nect the ANN rnoduIes must remain continuous 
regardles of modifications brought to the ANN 
modules in order to mode1 changes in power system 
topology- This is because topoIogical changes such 
as i) the application of faults, ii) the removal of 
fauits, and üi) the corresponding removal of h e s ,  
transfomiers or other major transmission system 
elements are inherent to simulathg Iarge scaie dis- 
turbances. 
2 )  An appropriate training suategy must be identified. 
This strategy must meet several contradictory objec- 
tives: i) it should be simple enough that it cari be eas- 
ily applied to any network. ii) it should result in as 
few simufations as possible, and yet iii) yield a nch 
training set  
In the present paper, 1) is resolved by dividing the 
power system into ~ W O  disthct types of ANN modules: 
i) generator modules (including turbine, speed gover- 
nor, excitation system and power system stabilizer) 
for every generating station in a network The field 
voltage E and its angle b behind the machine reac- 
tances are the outputs of tfiis module (Fig. 2); and 
ii) a single additionai module representing the remain- 
ing elements of the power system, including al1 
time-varying machine reanances, the transmission 
network and system loads. Machine output power 
and cornplex terminal voltage at every individual 
generating station represent the minimum output 
requirernents of this module (Fig. 5). When active, 
high-power voltage control devices such as SVCs 
need to be considered, these can ais0 be included 
within the electricai network module, as demon- 
strated in the present paper. 
As for 2), an appropriately rich yet smaU training set 
was found to be generated by applying a normal contin- 
gency (Le. three-phase, six-cycle fault with l o s  of line) 
at or very near every individual generating station. This 
set contains at least one severe case for each and every 
generating station while including combinations of both 
easy and severe contingencies for ail the generators. The 
ANN modules are examined next in greater detail. 
A. The A N .  Generafor Module 
The outputs of the ANN generator module (Fig. 2) 
at time t are the intemal field voltage magnitude E(t) and 
angle d(r). The inputs to this module inchde present and 
Conhol, Fiag 
Fig. 2. ANN generator module: generator intemal volt- 
age and angle are outputs; red eiectrical power, terminal 
voltage magnitude and angle, and feedback are inputs. 
past values of the complex generator terminai voItage v(t) 
(Le. voltage magnitude v(t) and angle 8(t))  and the real 
electrical power P(r) at the generator bus. The inpu-ts also 
include feedback from the output in the f o m  of past val- 
ues of E(t) and d(t). These represent the minimum num- 
ber of physical quantities required at the input of the tur- 
bine, speed govemor, excitation system and power system 
stabilizer models for them to be effectively represented by 
means of an equivalent ANN module. In addition to 
these. a binary conuol signal is used to indicate a change 
in topology of the electri&l network in order to increase 
the efficiency of the training process: the value of this sig- 
nai is O except during a fault, in which case it is set to 1. 
Training sets were obtained by running the ST600 
transient stability software [8] for a three-phase fault of 
six-cycle duration with subsequent Ioss of line at or near 
every generating station in turn (i.e. seven in ail) on the 
test system described in the Appendix As only iinear 
ANNs are used, the subsequent training was extremely 
rapid, of the order of 15 minutes for al1 7 generators. 
When machine parameters are varied, simulations and 
training must be repeated. 
The vaiidation of the ANN generator modules was 
performed with cases not included in the original training 
set. In Fig. 3, the outputs of one ANN generator module 
are validated with results from ST600 for a severe contin- 
gency (fault near the generator). These resdts show that 
the generator ANN module is capable of accurately esti- 
mating field voltage and angle behavicur. 
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Fig. 3. ANN generator output at bus 4 (Claude) for 341 
fault appiied at bus 7002 with subsequent l o s  of iine 
7001 -7002 (--ST600 output -ANN output). 
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Fig. 4. Effect of varying the number of past points on 
the accuracy of the simulation: a) ANN generator 
module, b) ANN electrid network module. 
Fig. 5. ANN electrical network module. Inputs are the 
generator internai voltages and angles; minimum outputs 
are real electrïcal power and complexvoltage at ail gener- 
ator buses. Here, reactive power aud frequency are also 
monitored. Note observer for nongeneration buses. 
The ANN generator module gives exceilent results 
for many different combinations of turbine-speed gover- 
nor (Le. hydro and steam), excitation system and power 
system stabilizer models when 16 past one-cycle time- 
steps are used for each of the five input quantities (i.e. & 
= 16 ). Tests using inputs not included in the training set 
show that fewer than 12 and greater than 24 p s t  tirne- 
steps respectively cause large error or prernature diver- 
gence of the simulation (Fig. 4a). 
B. The ANN Elecrnrncal Nenvork Module 
ïhe  electzical network is modeled as a single ANN 
module (Fig. 5) including transmission system, system 
loads, time-vaqing generator reactances (i,e. &", &', 
&) and SVCs (when present). The inputs to this module 
are the interna1 voltages 5- and angles 4 of each of the n 
generators. The minimum output quantities required to 
integrate al1 of the ANN modules as a complete simutator 
are the real power 4, voltage magnitude 9 and respective 
angle 9 at every generator terminal. Other quantities 
such as generator reactive powers Q and frequenciesj are 
equaiiy of interest and are consequently monitored. 
At nongeneration buses, complex voltages and fre- 
quencies l: can often be usefuf Ïn analyzing results. The 
network module is therefore enhanced to include an 
observer of these quantities for as many buses as desired. 
Though presented here as part of the main elecuicai net- 
work module, this observer can in fact be trained sepa- 
rately and used as a stand-alone module. 
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Fig. 6. Real and reactive power at bus 4 (Claude) for 
3@ fault at bus 7002 and subsequent l o s  of iine 
7001 -7002 ( - -ST600 output - ANN output). 
For every contingency to be simulated, two different 
network topologies are required: i) one corresponding to 
the network under fault (Le. on-fault) conditions, and ii) 
another corresponding to the post-contingency network 
topology. In the present paper, a single ANN elecuical 
network module is used to represent each one of these dif- 
ferent network conditions. If many contingencies are to 
be studied, a pair of dedicated ANN modules is required 
for every one. Using this approach, a single transient sta- 
bility simulation is needed to train each individual ANN 
module. Fig. 6 compares outputs of the ANN electrical 
network module with ourputs from ST600 for the network 
of Fig. 9 (for the same contingency used to train the 
ANN): almost identical results are obtained. 
The number of inputs required to obtain an accurate 
simulation is large in comparison to the ANN generator 
module: each input quantity requires past data on the 
order of 180 time steps. This number was found by tria1 
and error as no straighrforward way could be found to 
determine the order of the system as in the case of the 
ANN generator module. If an insufficient number of past 
points is used (Le. 170). there appears Co be insufficient 
data input to the ANN and the simulation diverges prema- 
turely (Fig. 4b) when the 16-point ANN generator mod- 
ules are integrated to the ANN electrical nenvork. Simi- 
larly, when too many points are used (Le. 200 points), the 
systern is overdetermined and again the simulation 
diverges prematurely (Fig. 4b). 
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Fig. 9. The 32-bus test system used in this study. 
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Annexe C 
Une autre méthode innovatrice pour la réalisation de simulations en stabilité 
transitoire au moyen du calcul paraIIèIe distribué 
Les limitations pratiques des méthodes décrites dans l'annexe précédent 
(annexe A), en utilisant les Réseaux Neuronaux Artificiels (RNA), ont mené au déve- 
loppement d'une autre nouvelle approche où les poids de RNA ne sont pas obtenus 
par apprentissage mais sont plutôt calculés à partir des paramètres du système. Dans 
ce contexte, la capacité de la transformation (input-output mapping) des réseaux neu- 
ronaux n'est pas utilisée explicitement, cependant, leur parallélisme demeure tou- 
jours exploité afin d'en amver à accélérer le calcul de la simulation grâce à l'emploi 
d'un matériel approprié. La détermination des poids des RNA à partir des paramètres 
du système exige une analyse mathématique détaillée du système modélisé. De ce fait, 
l'analyse complète du problème de la stabilité transitoire devient une nécessité. Cette 
approche ne peut plus être considérée comme un application de réseaux neuronaux, 
mais comme un processus parallèle distribuée. 
C-1 La mise en équation 
Utilisant la méthode simultanée implicite, l'étude de la stabilité transitoire est 
faite en combinant la solution des équations algébriques décrivant le réseau avec les 
solutions numériques des équations différentielles représentant les machines. En uti- 
lisant la méthode trapézoïdale (algorithme d'intégration implicite e t  stable), les équa- 
tions différentielles sont également transformées en équations algébriques lesqueiles 
sont résolues simultanément avec les équations du réseau à chaque instant t .  En corn- 
paraison avec d'autres méthodes, cette approche ofEre une convergence et une stabi- 
iité numérique meilleures. En plus, elle a l'avantage de permettre l'emploi d'un pas 
d'intégration variable lequel donne des calculs rapides sans dégrader la précision de 
la simulation. Il s'agit de la méthode employée par BPA et Hydro-Qébec dans leur logi- 
ciel respectif [Dommel et Sato 1972, Vallete et al. 19871 
Avec l'approche simultanée implicite, le problème de la stabilité transitoire peut 
être représenté (à un instant t) par le système matriciel suivant [Vuong et Valette 19851: 
où: 
[Ag] - matrice des coefficients des équations des générateurs en fonction des para- 
mètres et du pas de temps 
[BJ - matrice d'interface de tension 
[Cg ] - matrice d'interface de courant 
& - vecteur composé des valeurs connues et des termes non linéaires des généra- 
teurs 
Yg - vecteur composé des variables de générateurs 
[Y,] - matrice diagonale contenant les admittances des charges équivalentes 
R - vecteur des courants résiduels dus aux charges non linéaires -n 
[Y] - matrice d'admittance 
V - vecteur des tensions -
Céquation (C-1) peut être écrite sous la forme [Viiong et Valette 19851: 
Yg = [A&'. [B J . y  +[ A J ~  . Rg 
ce qui donne 
On définit ensuite 
[Yg] = - [Cg3 [B J 
Eq. (C-1) devient 
Céquation (C-6) représente la base du problème de l'écoulement de  puissance 
dans I'étude de la stabilité transitoire. Les méthodes de solution de cette équation dif- 
fèrent par la représentation des charges [Yc] et les générateurs [Yg] ou par leur techni- 
ques de résolution des équations algébriques. Vuong [Vuong et Valette 19851 montre 
qu'une forme complexe de (C-6) peut être obtenue comme suit: 
[[Y] + p C ] +  F~]] - Y = &  
où [y], [Y,] et [yg] sont des matrices complexes. 
ou plus convenablement, 
[Y, ]* y = k 
Céquation (C-8) a la forme d'un écoulement de puissance à injection de courant 
et peut être résolue par un processus itératif en utilisant l'équation [Valette et al. 19871: 
On note que, à cause de sa dérivation, [yg] contient des informations relatives 
à ia dynamique des générateurs et à la méthode d'intégration utilisée: c'est à dire, [Yg] 
introduit dans l'équation de réseau une composante qui est dépendante du temps. 
Lorsque cette dynamique est négligée, comme dans le modèle classique, [Yg] devient 
constant. Toutefois, les résultats de [Vuong et Valette 19851 montrent que [Yg] varie 
peu en fonction des points d'opération. En contrepartie, [Yg] est très sensible au chan- 
gement du pas d'intégration ce qui implique le réévaluation de [Yg] chaque fois que 
At est changé. 
Cette méthode de calcul est utilisée avec succès dans le logiciel ST600 (un logiciel 
de la stabilité développée à IREQ par [Vuong et Valette 19851) et, avec certaines varia- 
tions, dans le logiciel "BPA 2000 bus stability program". La figure C-1 montre l'organi- 
gramme de cet algorithme. Sa convergence performante permet de simuler des cas 
de perturbations extrêmement sévères dans le réseau d7Hydro-Québec. Cependant, 
les simulations en temps réel nécessitent un matériel de calcul onéreux, et d'autres 
contributions sont nécessaires pour réaliser l'accélération de la simulation du ST600 
de manière économique. 
C-2 ParalleIisation de l'a~proche simultanée implicite 
La simulation de la stabilité transitoire des réseaux électriques exige un grand 
nombre d'opérations de calcul qui peuvent être accélérées par l'utilisation en paral- 
lèle de nombreux éléments de calcul. Pour la parallélisation de l'algorithme expliqué 
ci-dessus au moyen d'une architecture de type réseau neuronal, il est nécessaire de 
récrire les équations de manière à la faciliter. 
C-2.1 Calcd des ~ o i d s  
Dans l'équation (C-5), &, est unvecteur composé des valeurs connues et des ter- 
mes non-linéaires des générateurs. Cependant, elle peut être écrite comme 
1 Lecture des données et prétraitement 
Calcul de & et [Cg] - 
Réajustement des 1 
Calcul de [AJ1 [BA et [A&~I& 
Calcul de [Yd et J, 
1 Résolution de [[Y] + [YL]+ [YA] y = L 1 
Calcul de ug 
non 
h [ non-iinéarités 
oui 
Figure C-1. Organigramme simplifié du programme ST600 
où [FI est une matrice de coefficient et K u n  vecteur constant. Ainsi, l'équation (C-5) 
peut être écrite dans la forme: 
= Rn - [Wl] .ug - Bi 
dans le cas des charges linéaires, & = O, lequel donne: 
1 - -  -  [W1I0Ug - B I  
On note que [Wl] et El sont fonctions des angles des machines 6, en conséquence, ils 
doivent être mis à jour à chaque itération. 
Dans le même contexte, l'équation (C-2) peut être écrite comme suit: 
Ici encore, [W3] est fonction des 6 et doit être mise à jour à chaque itération. 
Maintenant, l'équation (C-8) peut être écrite simplement par: 
V = [Ye]-' *Ir -
Comme il a été mentionné, le changement de [Y J n'est pas nécessaire tant qu'il n'y 
a aucun changement de pas de calcul, ce qui donne une matrice [Y,]-' constante sauf 
quand il y a changement de topologie. En conséquence, (C-13) peut être écrite comme 
suit: 
Sous forme matricielle, on peut donc écrire: 
(C- 15) 
La figure C-2 montre un diagramme du processus de calcul parallèle de la stabi- 
lité transitoire. Il est clair que la plus grande charge de calcul est donnée par la matrice 
[W4] puisque celle-ci a les dimensions de [Ybus]. Les autres matrices [Wi], [W2] et 
[W3] sont beaucoup plus petites. Les matrices [Wi] et [W3] et le vecteur& dépendent 
des angles des machines et doivent donc être mis à jour à chaque itération. 
Figure C-2. Parallélisation de la méthode implicite simultanée 
Cexpérience démontre que quelques itérations, à chaque temps t ,  suffisent géné- 
ralement pour la simulation du comportement de grands réseaux. Le réseau nécessite 
donc une approche itérative avec un RNA d'une seul couche telle que présentée à la 
figure C-2 ou une approche nonitérative avec un RNA multicouches telle que présen- 
tée à la Figure C-3. 11 se peut toutefois que le traitement de discontinuités topologi- 
ques telles l'avènement d'un défaut, le retrait d'un défaut et la perte d'un élément 
nécessitent plus d'une dizaine d'itération. Ceci signifie que le comportement post- 
contingence du réseau doit être traité séparément de son Comportement on défaut. 
Cet aspect demeure donc à l'étude. 
Figure C-3. Parallélisation de la méthode implicite simultanée avec un RNA 
multicouches 
C-2.2 'kaitement des ~ o i d s  
Les poids, qui dépendent des angles des machines et doivent être mis à jour à 
chaque itération, peuvent être générés par un autre RNA. Par exemple, dans (C-12)' 
le vecteur [W3] est défini par l'équation suivante: 
(C- 16) 
où [Bg ] est la matrice d'interface de tension et ses éléments sont des fonctions de sinus 
et de cosinus de 6 (l'angle interne des machines). Ici, [W3] peut être généré par un 
autre RNA comme il est présenté à la figure C-4. 
Figure C-4. Un RNA pour générer les poids qui varient dans le temps 
En plus, si l'on se permet de postuler l'existence d'un nouveau type de  neurone 
(multiplicateur), cela permettrait d'éviter le changement des poids dans le temps. Par 
exemple, l'équation (C-12) peut être présenté par le schéma de la Figure C-5. On note 
qu'aucune changement de poids n'est nécessaire avec cette configuration. 
D 
B 
- v (9 Biais 
Figure. C-5. Un RNA avec des neurones "multiplicateurs" pour éviter le changement 
des poids dans le temps 
C-23 Résultats 
Les résultats de cette technique (pour un système de 5 barres et un défaut tri- 
phasé appliqué à la barre 3 avec déclenchement d'une 1igr.e) sont montrés à la figure 
C-6. Ces résultats comparés à ST600 montrent le potentiel de cette approche. 
-50; I 
1 O0 200 300 
temps (cycles) 
a) Puissance Réactive à la barre 1 (North) 
20L I 
O 1 00 200 300 
temps (cycles) 
c) Puissance Réactive à la barre 2 (South) 
temps (cycles) 
b) Tension à la barre 3 &aice) 
temps (cycles) 
d) Tension à la barre (Main) 
Figure C-6. Comparaison des résultats de ST600 et réseau neuronal pour un système 
de 5 barres et un défaut à la barre 3 avec déclenchement de la ligne 2-3, 
(-réseau neuronal 4 T 6 0 0 )  
C-3 Conclusion 
Cette dernière méthode est mise au point pour répondre et satisfaire les pnnci- 
pales limitations dont souffrent l'utilisation des réseaux neuronaux pour la simulation 
de la stabilité transitoire. Elle s'avère la plus pratique et la plus avantageuse pour la 
simulation de la stabilité transitoire en utilisant une approche massivement parallèle. 
Contrairement aux deux méthodes décrites dans l'annexe B, celle-ci comprend de 
nombreux avantages et peu de limitations. 
C-3.1 Avanta~es 
Les principaux avantages de cette méthode sont donnés dans ce qui suit: 
Aucun entraînement n'est reauis. Il est bien connu que, dans les réseaux neuro- 
naux, l'entraînement est un problème majeur. Cela nécessite un code d'entraî- 
nement très élaboré et beaucoup de temps. Au cours de l'entraînement, le pro- 
blème de convergence peut apparaitre (minimum local). 
Un chamernent de t o ~ o l o ~ i e  est directement mis en c o m ~ t e  n affectant les 
poids du RNA. 
raiout ou ie délesta~e d'un élément du système est facilement réalisable. 
La totalité du svstème est re~résentée ~ a r  un seul bloc: ce aui réduit considéra- 
blement le nombre de neurones reauis. 
Le RNA est partiellement connecté: ce qui réduit le temps de calcul. 
Eune des plus principales caractéristiques des RNA est le parallélisme. Dans 
cette méthode, cette caractéristique est préservée: ce qui résultera certaine- 
ment en des vitesses de simulation élevées. 
On sait où se trouve les neurones aui requièrent une caractéristiaue non-li- 
néaire. 
On  réd dit chaaue nouvel état du réseau (t+At') sans avoir recours au ~assé:  la 
structure physi ue est dans les poids. Ceci réduit considérablement le nombre 
de neurones. 
II est oossible, avec cette a ~ ~ r o c h e .  de réaliser une recherche de limite de transit. 
C-3.2 Limitations 
Cette méthode n'exploite pas de la capacité de mapping des réseaux neuronaux 
artificiels. 
Le calcul des poids du RNA requiert une analyse mathématique élaborée du sys- 
tème (modélisation mathématique). 
Selon l'implantation particulière, certains des poids du RNA doivent être mis à 
jour avant de passer d'une couche à l'autre. 
Le tableau C-1 présente le nombre de neurones et de connexions (poids) requis 
par cette approche. Ce nombre est donné comme fonction de n (le nombre de barres 
dans le réseau) et % (le nombre de générateurs). Une comparaison entre cette appro- 
che et les deux autres méthodes décrites dans l'annexe précédent (annexe B) est pré- 
senté au tableau C-2. On y voit clairement que cette dernière approche est celle qui 
minimise, et de beaucoup, les besoins en matière de calcul et ce, grâce à la réduction 
du nombre de connexions. On constate également que le nombre de neurones d'en- 
tr6e et de sortie est minimisé. 
Tableau C-1. Le nombre de neurones et de connexions requis par l'approche proposée (le processus 
parallèle distribué) : n=nombre des barres et ng=nombre des générateurs. 
i - 1 Nombre de neurones 
dans la couche d'en- 
trée 
(fan out) 
Réseau 5 barres: I 
Réseau 32 barres: 
n=32, ng=7 
Nombre de neurones 




Tableau C-2. Comparaison entre les trois approches dans le nombre de neurones et de connexions 
requis pour simuler le réseau 32 barres. 
Nombre de neurones 








(le processus parallèle 
distribué) 
Nombre de neurones 




Representation d'un générateur à pôles saillants 




Composantes direct et en quadrature du courant à la barre génératrice 
Composantes direct et en quadrature de la tension à la barre génératrice 
Tension d'excitation 
Tension proportionnelle à courant de champ 
Saturation sur ei 
Tension proportionnelle à l'accrochage de flux (dans les enroulements de l'inducteur) 
Flux d'enroulement amortisseur d'axe direct 
Flux d'enroulement amortisseur d'axe en quadrature 
Tension proportionnelle à l'accrochage de flux Ykq 
Réactance transitoire directe 
Réactance synchrone directe 
Réactance synchrone en quadrature 
Réactance de Potier 
Constante de temps de l'enroulement de champ 
Réactance subtransitoire d'axe directe 
Constante de temps subtransitoire polaire sans charge 
Constante de temps subtransitoire interpolaire sans charge 





Représentation d'un circuit d'excitation 
Figure E-1. Modélisation d'un circuit d'excitation (circuit d'excitation type 1, ST600) 
Notation: 
Tension au noeud du générateur 
Tension de stabilisation 
Tension d'excitation 
Saturation 
Constante de temps du filtre d'entrée du régulateur 
Gain du régulateur gain 
Constante de temps de L'amplificateur du régulateur 
Constante de temps du régulateur 
Valeurs maximum et minimum de la tension VR 
Constante l'excitatrice 
Constante de temps de l'excitatrice 
Gain du circuit de stabilisation du régulateur 
Constante de stabilisation du régulateur 
Variables: Vr, VI, 6, fi, &, &, SE, E f d  
Éauations: 
Formulation des éauations en utilisant la méthode d'intégration tra~6zoïdaI 
At - -V&) + (1 +- $$-)Vl(t) = Vl(t - A t )  + +-,.(t - At )  - V& - d t ) ]  
~ T R  ~ T R  (E-8) 
At - -KAV2(t) + (1 + $-)v3(t) = V3(t - At) + & [ K ~ V ~ ( ~  - At)  - V3(t - ~ t ) ]  
2T.4 2TA (E- 10) 
Conditions initiales: 
Annexe F 




Figure. F-1. Modélisation d'un circuit de stabilisation (circuit type 1, ST600) 
Notation: 
w Vitesse de ia turbine 
00 Vitesse synchrone de la turbine 
Vs Tension de stabilisation 
K a s  Gain du stabilisateur 
TQ, TIE, T2E Constantes de temps 
T~E,  T ~ E  Constantes de temps 
Variables:- A w ,  SI, S2, S3, V,, SE 
23 1 
Formulation des éauations en utilisant la méthode d'intégration trapézoïdal 
2 
-Aw(t)  - (1 + %)s , ( t )  = S w ( t  - At )  + (1 - - d l )  At  (F-1) 
27-3 S )  - (1  + t )  = - Sl(t - At )  + ( 1  - -&(t - A t )  (F-3) 
Conditions initiales: 
Annexe G 
Représentation d'une turbine hydraulique 
Figure G-1. Modélisation d'une turbine hydraulique (turbine type 1, ST600) 
Notation: 
Vitesse de rotation de Ia turbine 
Position de Ia vanne 
Niveau d'eau dans la chambre d'équilibre 
Hauteur de chute équivalente 
Vitesse de l'eau à l'entrée de la turbine 
Bande morte du régulateur 
Gain du régulateur 
Statisme permanent 
Statisme temporaire 
Effet de vitesse sur la hauteur 
Position minimale de la vanne 
Position m;urimaI de la vanne 
Constante de temps du servomoteur 
Constante de temps de relaxation de l'amortisseur 
Constante de temps de l'inertie de l'eau dans la conduite forcée 
entre l'entrée e t  la chambre d'équilibre 
Constante de temps de l'inertie de l'eau dans la conduite forcée 
entre la chambre d'équilibre et la turbine 
Constante de temps du dosage accélérométnque 
Gain du dosage accélérométrique 
Rapport entre le section basse de la conduite forcée à la section de la 
chambre d'équilibre 
Rapport entre le section supérieure de la conduite forcée à la section de 
la chambre d'équilibre 
Temps de remplissage de la chambre d'équilibre 
Coefficient de perte de charge pour un débit positif 
Coefficient de perte de charge pour un débit négatif 
Formulation des éauations en utilisant la méthode d'intégration tra~ézoïdal 
Conditions initiales: 
