Abstract: A parallel method enabling acceleration of the numerical analysis of the transient temperature field in an air floor heating system is presented in this paper. An initial-boundary value problem of the heater regulated by an on/off controller is formulated. The analogue model is discretized using the implicit finite difference method. The BiCGStab method is used to compute the obtained system of equations. A computer program implementing simultaneous computations on CPU and GPU (GPGPU technology) was developed. CUDA environment and linear algebra libraries (CUBLAS and CUSPARSE) are used by this program. The time of computations was reduced eight times in comparison with a program executed on the CPU only. Results of computations are presented in the form of time profiles and temperature field distributions. An influence of a model of the heat transfer coefficient on the simulation of the system operation was examined. The physical interpretation of obtained results is also presented. Results of computations were verified by comparing them with solutions obtained with the use of a commercial program -COMSOL Mutiphysics.
Introduction
Floor heating has been used for many years. Advantages of that method of heating are generally known [1] . With respect to construction and technology, three types of floor heating systems are distinguished: water, electrical and air. Most of the research projects concern the analysis of thermal field in the two most popular systems: water [2] [3] [4] [5] [6] [7] [8] and electrical [9, 10] . Much less research has been deJaroslaw Forenc: Bialystok University of Technology Bialystok, Poland; Email: j.forenc@pb.edu.pl voted to air heating systems. Howard [11] presented practical application of the concrete masonry unit (CMU) in heating systems design. Bozkır and Canbazoğlu [12] analyzed thermal performance of a room heated by hot air circulating in serial and parallel ducts placed under the floor. Gołębiowski and Forenc [13] used a conjugate gradient method to determine the step response of an air floor heater. Analysis of this type of heating systems is presented in this paper due to the small number of research projects dealing with this subject matter.
In papers devoted to modelling floor heating systems of all types, both analytical [6] [7] [8] [9] 12] and numerical methods [2-5, 10, 13] were applied. Gołębiowski and Kwiećkowski [9] presented an analytical solution to the problem of modelling the dynamics of a three-dimensional temperature field in a single-layer system of an electric floor heater working with a controller. In order to solve the problem, three methods were used: superposition of states (coupled with separation of variables), an averaged time constant and superposition of step characteristics. Transient state of a two-dimensional model of a water floor heating/cooling system was examined by Larsen et al. [6] . In order to obtain an analytical solution, the following methods were applied: separation of variables, superposition, and orthogonal expansion techniques. In turn, Liu et al. [7] presented two analytical models of transient heat transfer in floor heating: revised composite-fin model and equivalent heat resistance model. Laboratory tests that were carried out confirmed sufficient accuracy of developed models in engineering applications. Analytical solution of the heat transfer problem in a multilayer model of water floor heating system was described in [8] . A method of equivalent thermal resistance and separation of variables was used there. The correctness of the developed analytical model was validated by experimental tests. Good agreement among results was obtained. Application of analytical methods in modelling floor heating systems enables a solution in the form of mathematical formulas to be obtained. This facilitates the physical interpretation and research into effects of various parameters on the performance of a floor heating system. Unfortunately, analytical methods cannot be applied in all cases (e.g. in Figure 1 : Cross-section of a floor heater with the analyzed fragment marked [14] .
the analysis of non-linear systems). In such cases the application of numerical methods is necessary.
In the analysis of thermal problems described by partial differential equations the following numerical methods are most frequently used: finite differences (FDM) [14, 15] , finite element (FEM) [16, 17] , finite volume (FVM) [18] and boundary element (BEM) [18, 19] . Derivatives in the finite difference method are approximated by difference quotients. In the finite element method the analyzed domain is divided into a finite number of smaller sub-areas (finite elements), for which the solution is approximated by specific functions. This method is most commonly used in commercial software. In the finite volume method (volume control method) a domain is divided into small volumes (volume control) and integration is carried out in their limits. In the boundary element method, the boundary problem for the differential equation is reduced to the corresponding integral equation and the approximation is done only at the boundary of the domain. Most of the above-mentioned methods lead to a system of linear algebraic equations. Such a system is solved numerically, usually using the iterative method [20, 21] .
Lin et al. [10] developed a model meant for the analysis of the thermal performance of a room in which a new type of electric floor heating system with shape-stabilized phase change material plates is used. The thermal performance of the system and the influence of various parameters on its work were analyzed with the use of numerical simulations that were carried out. The obtained results proved the usefulness of this type of heating in various climatic conditions. Weitzmann et al. [2] applied a finite control volume approach in the implementation of a two-dimensional model of a floor heating system taking into account the influence of construction elements of the building on the performance of the system. Sattari and Farhanieh [3] used the finite element method in the analysis of the influence of design parameters on the heat transfer in two-layer model of a water floor heating. Holopainen et al. [4] studied the use of an uneven finite difference mesh in a simulation of a steady state of a twodimensional floor heating model. Jin et al. [5] applied a finite volume method in the analysis of transient state in homogenous and multilayer models of a water floor heating. It can be stated that numerical methods enable the analysis of complex systems. Unfortunately, their application in the simulation of the floor heating system operation usually requires time-consuming computations [4] . Reduction of computation time (while maintaining a sufficient accuracy level) is an important task of the thermal field theory. One of the methods of solving that problem is the application of parallel programming and parallel computing systems, such as massively parallel computers, clusters [22, 23] and grids. For a few years, parallel computations performed on graphics processing units (GPU) are developed intensively. This technology is called GPGPU -General Purpose Computing on Graphic Processing Unit [24] [25] [26] . Computational performance of the GPU exceeds many times the performance of a traditional CPU. Therefore, simultaneous work of CPU and GPU enables a significant reduction of the computation time.
The aim of this paper is to present a numerical analysis of a transient thermal field in a two-dimensional model of an air floor heater. Systems of this type are rarely analysed in the literature. The second aim of the paper is a considerable reduction of the time of thermal computations. This reduction was possible thanks to the simultaneous operation of CPU and GPU. The model of a heater assumed for the analysis is presented in Fig. 1 [14] .
Heating ducts are placed in a concrete floor slab. The hot air is flowing through ducts, delivering the heat to the system. The upper surface of a floor gives up the heat warming up a compartment. The bottom surface of a slab is thermally insulated.
Initial-boundary value problem of the heat equation
In the analyzed model of an air floor heater ( Fig. 1) it was assumed that a length of the system is much greater than its cross-sectional dimensions. Such a configuration occurs in long corridors, circulation areas and garden tunnels. A plain-parallel distribution of the transient thermal field T(x, y, t) can be assumed in this class of problems. It is described by the two-dimensional heat equation [14] :
where the following constant values for concrete parameters were assumed: thermal conductivity -λ, specific heat -c and mass density -ρ. It is motivated by a relatively limited range of temperature variation of the system. χ appeared in (1) is a diffusivity of concrete:
while (x, y) denote geometrical coordinates of the point, and t -a time.
It was assumed that heat flux (carried by hot air) is constant in all edge points of ducts (but not in time). From that assumption and from Fig. 1 it follows that a spatiotemporal distribution of the thermal field is repeatable every 2L and symmetric with respect to the y axis. The following conditions are fulfilled:
∂T(x, y, t) ∂x
The above conditions enable reduction of the analysis to the hatched area marked in Fig. 1 . Heat penetration to the floor slab is modelled by Neumann's boundary condition: where ∂ ∂η is a derivative in the normal direction to the contour Γ = Γ 5 ∪ Γ 6 ∪ Γ 7 (Fig. 1) . The heat flux q(Γ, t) is regulated by the controller. A sensor of the controller is placed at point B(x = −0.5L, y = 1.5L) (Fig. 1) . At the moment, when the temperature at point B reaches T H , the flux q(Γ, t) is switched off. In turn, when the temperature at point B decreases to T L , the flux is switched on (TL < T H ). A change of the value of the heat flux for R+1 impulses and t 0 = 0 (Fig. 2) can be described by the following relation:
where q 0 denotes a constant heat flux, while 1(t) is the unit step function (Heaviside's). In general, the moments of switching on (t2r) and off (t2r+1) of the heat flux are not known in advance. They are determined by the following relations:
Relations (7) do not concern a moment of the first start of blow-in, (t 0 = 0). After the start-up (i.e. for t ≥ t 1 ), a temperature reaches the value of T H twice in each operating cycle (the so-called overshoot effect). This is caused by thermal inertia effects. It also relates to T L . Therefore, the signs of derivatives in (7) enable unique defining of t 2r and t 2r+1 . The floor slab transfers the heat from its upper surface (Γ3) to surroundings by the natural convection and radiation. This effect is described by Hankel's boundary condition:
where α(T(x, y = 1.5L, t)) is a total heat transfer coefficient from the surface y = 1.5L and T amb is an ambient temperature. As can be seen, α coefficient is a function of determined temperature field. For that reason condition (8) is nonlinear. The bottom surface of a floor (contour Γ 1 ) is very well insulated. Heat losses are much smaller than 10% of the energy delivered to a floor slab. Therefore, a lack of heat exchange with the surroundings was assumed:
∂T(x, y, t) ∂y
At the moment t = 0 the system is in the steady state. The temperature of all points of the system is constant and equal to the ambient temperature:
Equations (1-10) formulate the initial-boundary value problem. The selected solution of this problem is to model the operation of the system of a floor heater with a controller.
Differential equations of the thermal field
The implicit finite difference method was applied to discretize the analogue problem [14, 15] . The analyzed model of a floor heater ( Fig. 1 ) was covered with a finite difference mesh. The mesh shown in Fig. 3 was applied.
The two-dimensional heat equation (1) was discretized in space and in time. The second order spatial derivatives were replaced with central difference quotients, and the first order time derivative was replaced with a forward difference quotient. Assuming that ∆x = ∆y (Fig. 3) , the differential form of the equation (1) was obtained this way: (11) where subscripts k and l denote the location of nodes on the mesh, n is a consecutive time moment, while Fo denotes Fourier's number:
Equation (11) enables the computation of the temperature value at the (k, l) node located inside the analyzed model. This node has to be surrounded by four neighbouring nodes. In case of nodes located on boundaries of the analyzed area another equations should be introduced. These equations should consider the assumed boundary conditions. They can be obtained from (11) by elimination of non-existing nodes [13] .
In the case of the upper surface of a floor slab giving up the heat to surroundings (contour Γ 3 in Fig. 1 ), boundary condition (8) (after transformation to the differential form) was used. This way, the following equation was obtained:
where Bi n+1 k,l is Biot's number:
The dependence of the heat transfer coefficient on a temperature of the floor surface was taken into account in (14) . For the computation of a value of that coefficient at the (k, l) node in n + 1 time moment, the temperature at that node from the preceding time moment n was used. In the case of nodes located in a heating duct, on the surfaces through which the heat penetrates to a floor slab, it was preceded in the similar way. For example, after writing boundary condition (5) in a differential form and conducting appropriate transformations, the following form of a differential equation for the contour Γ 6 was obtained:
Equations for nodes located on the boundaries Γ 5 and Γ 7 were determined in the analogical way.
The way of evaluation of the heat flux q results from relations (6, 7):
In case, when the above conditions are not fulfilled, no action is undertaken. The flux keeps its previous value stored in the computer memory.
In determining the equation for the nodes located on the bottom part of the floor slab (edge Γ 1 ), the boundary condition (9) transformed to the differential form was used. The final form of the equation is as follows:
Analogous operations were carried out in the case of equations describing nodes placed on adiabatic surfaces (edges Γ 2 , Γ 4 and Γ 8 ).
In case of corner nodes, the appropriate relations were derived from the application of the energy balance method [14] . There are four types of such nodes in the model. The examples of differential equations are presented below:
In writing differential equations for all nodes of the finite difference mesh, the system of linear algebraic equations is obtained with respect to a temperature. If the finite difference mesh has N nodes in direction of the x axis and M nodes in direction of the y axis, then the total number of equations in the system is equal to N · M − (N − 1) · (2 · M − 5)/6. The part after the minus sign, (N − 1) · (2 · M − 5)/6, results from reduction of the analyzed area to concrete (i.e. elimination of the air duct).
In the following chapter the applied algorithms of the solution of the above-mentioned differential equations and the developed computer program are described.
Program of the parallel solution (CPU+GPU) of the system of differential equations
In order to solve the system of differential equations (the implicit scheme), the author's computer program was developed. The program is written in C++ language. It consists of modules performing operations necessary for computing a distribution of the transient temperature field in a floor heater. In the first module, geometry of the model of a heater and values of the material parameters are introduced. In the second module, a mesh of nodes of the finite difference method is generated on the basis of the geometry and the assumed method of model partitioning. Each node is qualified to the particular group defined, with respect to the node location in the model of a floor heater. In the next module, the values of coefficients of the system of linear algebraic equations are determined based on the node group. A task of the last module is parallel computation of a distribution of the transient temperature field in a floor heater. That module also saves the obtained results in a file on the computer's hard disk. Determination of a distribution of the transient temperature field requires solving the system of linear algebraic equations multiple times for the consecutive time moments. For that purpose an iterative method was applied. In the first step of that method (for n = 0), the ambient temperature T amb is assumed as an initial approximation. In the consecutive steps (for n = 2, 3, . . .), the values of the solution from a previous step are applied as an initial approximation. In each step before solution of the system of equations, it is necessary to modify the values of some coefficients of the system and right-hand vector. First of all, it follows from taking into account a relation between the heat transfer coefficient and a temperature on the upper side of a slab. Therefore, the new value of that coefficient is computed separately at each node of the edge Γ 3 (on the basis of its temperature in a previous time step). Then, for equations referring to the analyzed nodes, the values of coefficients of the system of equations are computed again. The second modification is connected with a control of the heat flux in a heating duct. Switching the heat flux on or off influences on the change of righthand side vector of the system of equations (the right side of equations (15, 18c, 18d) ). This vector corresponds to the nodes located on edges of the heating duct. Two right-hand side vectors were defined in the computer program. One of them refers to the flux switched on and the other oneto the flux switched off. During the solution of the system of equations the appropriate vector is applied. Computations are carried out for the number of steps assumed in advance. It refers to the time interval, in which the operation of a floor heater is analyzed.
The matrix of coefficients of the system of linear algebraic equations is asymmetric. For this reason, the biconjugate gradient stabilized method [20, 21, 27] was chosen to compute the system of equations. The number of non-zero elements in the matrix is less than 1% of the number of all coefficients in the matrix (a sparse matrix). Because of that, only the non-zero elements have to be stored in the computer memory. For that purpose, the CSR method (Compressed Sparse Row) [20, 21] was applied. In this method the non-zero elements of a matrix are stored row by row. In case of vectors, all elements (despite of a value) are stored in the computer memory.
Solution of the system of equations is the most timeconsuming part of the program. For that reason, the graphic card processor (GPU) and CUDA environment (Compute Unified Device Architecture) [24] [25] [26] were also applied for its execution, in addition to the traditional processor (CPU). The CUDA is a parallel computing platform enabling the writing of programs in C/C++ languages, their compilation and simultaneous execution on a traditional processor and Nvidia's GPU. Two BLAS libraries (Basic Linear Algebra Subprograms) of numerical procedures assigned to perform basic algebraic operations on matrices and vectors are delivered with the aforementioned environment. Procedures for dense matrices are implemented in CUBLAS library [28] and procedures for sparse matrices are implemented in CUSPARSE library [29] .
Solution of the system of equations using the BiCGStab method consists of series of operations on matrices and vectors, as e.g. matrix-vector multiplication, computation of the dot product or the norm of vectors, etc. In implementation of the BiCGStab method, the procedures from both libraries (CUBLAS and CUSPARSE) were applied for the realization of the above-mentioned operations. Before the computation of the system of equations, elements of matrices and vectors are transferred from the main memory of a computer to the memory of a graphics card. Then, by calling the respective procedures, the system of equations is solved iteratively. All the procedures are performed on the GPU. After achieving the required accuracy, the obtained solution is transferred from the memory of a graphics card to the main memory of a computer, and then it is saved in a file. Such an operation is repeated for each computational step. 
Parameters of the model and information about the computing platform
The following set of input data was assumed in the analyzed model:
In modelling the heating system, a change of the heat transfer coefficient was described by the following relation [30] :
where Ts = T(x, y = 1.5L, t) is a temperature of the floor surface, ε = 0.9 defines its total emissivity and C 0 = 5.67 W/(m 2 · K 4 ) is the constant of a radiation of a black body (Stefan-Boltzmann's). A graph of the dependence of the heat transfer coefficient on a temperature of the floor surface is presented in Fig. 4 . A finite difference mesh of the step size ∆x∆y = 0.000585938 m consisted of 257 × 385 (98 945 total) nodes. The number of unknowns of the obtained system of equations was lesser (66 305), because 32 640 nodes placed in the cross section of a heating duct had to be deducted. The distribution of the transient temperature field was determined with the assumed time step ∆t = 2 s and the assumed number of steps N = 43200. This way the operation of a floor heater during 24 h from the system start up (hot air blow-in to ducts) was analyzed. The computations were carried out with the use of a personal computer equipped with the Intel Core 2 Quad CPU Q9650 3.00 GHz processor and 4 GB RAM memory. The Gigabyte Nvidia GeForce GTX480 graphic card (480 streaming processors, 1536 MB of GDDR5 memory) was installed in the computer. The program was executed under the Microsoft Windows 7 Professional 64-bit operating system. In addition, CUDA environment version 5.5 was used.
The results of computations and their interpretation
The results of computations are presented in Fig. 5 . Temperature profiles at the selected points of a heater (A-J, Fig. 1 ) are shown. Except for the beginning of a transient state, the temperature of points located on the surface of a floor slab (A, B, C) and at the upper part of a heating duct (D, E) is lower than the temperature of points at the bottom part of a duct (F, G) and points located on the bottom insulation (H, I, J). In operation of the floor heater, two intervals can be distinguished. In the first one, lasting a little over 10 hours, the heating up of a floor slab takes place. In the second interval, operation of the system is regulated by a controller. In this interval the moments of switching on and off of the heat flux in a heating duct are observed. During the operation of the controller, the largest amplitudes of temperature oscillations can be observed at the points located in the middle of horizontal edges of a heating duct (E and G). Smallest temperature oscillations occur at points the most distant from that edges (A and H).
From the practical point of view the most important are temperature profiles on the surface of a floor (points A, B, C). At the initial stage of the operation of the system, the temperature profile of point C (placed centrally over the heat source) is rising faster than the one at point A (placed more distant from that source). After ca. 10 hours, both points reached the same temperature. At the consecutive part of the analyzed time interval of the operation, the temperature of point A is higher than the one at point C. It means that, after ending of the start up of a heater, a temperature of the floor surface above a duct is lower than a temperature of the floor between ducts. A change of the temperature distribution on the floor surface at the selected time moments can be exactly observed in Fig. 6 .
The phenomenon described above is caused, first of all, by idealization of insulation on the bottom surface of a floor and by the adiabats resulting from model symmetry. In the discussed system, only 25% of the supplied heating power penetrates to surroundings through the horizontal surface (area A f ) located over a heating duct. The remained part of the power (penetrated to a floor slab by the vertical side surface and by the bottom of a duct) is transferred to external surroundings through the same area A f , but between ducts. The process of the heat accumulation takes place at the initial stage of operation of the system. For this reason, only a small part of the heat transferred by the side and bottom surfaces of a duct is carried out to surroundings. Hence, initially the temperature of a floor above the heating duct is higher than the temperature between ducts. After the end of the heat accumulation process in a floor slab, an extra heat (supplied by the side and bottom surfaces of a duct) is carried out to surroundings through the surface between ducts. It means that during the regulation, the temperature at that region is higher than the temperature of a region placed directly above the heating duct. Temperature field distributions within the whole cross section of a heater after 7 and 20 hours from the first switching on of the heating flux are presented in Fig. 7 . Analyzing those graphs, it can be noticed that, with the lapse of time, significant fragments of the region between ducts increased their temperature. It results from the processes described earlier.
The influence of a constant value of the heat transfer coefficient on temperature profiles and operation of the analyzed model was also investigated. Function α(Ts), presented in Fig. 4 , was averaged, obtaining α const = 9.2 W/(m 2 · K). Distribution of the transient temperature field in the model of a heater was analyzed again for this value. The time profiles at point (B) of the location of a sensor of the controller are presented in Fig. 8 . The solid line represents time profiles computed for a variable value of the coefficient, while the dotted one represents time profiles computed for its constant value. In case of α(Ts) = variable, the first switching off of the heat flux occurred after ca. 10.28 h, while for α const -after ca. 8.98 h. Therefore the assumption of a constant value of α const decreases the computational time of heating up of the system (reaching the temperature T H at point B). The profiles at points A and C are presented in Fig. 9 .
A model of the heat transfer coefficient has also influence on the steady state. For its analysis, the last cycle of temperature oscillations in 48 h interval after the system start up was considered (the last two periods of oscillations were the same during this cycle). The results obtained at point B are collected in Table 1 . The meaning of the parameters presented in the table is explained in Fig. 10 .
At the steady state the influence of a model of the heat transfer coefficient on the total amplitude and period of temperature oscillations is little. Changes of the relative on/off times of the system (by 5.38%) and rise/fall of the temperature (by 4.51%) are also observed. In general, it can be said, that the influence of a model of the heat transfer coefficient is more significant at a transient state than at a steady state.
Verification of numerical solution
In order to verify obtained results, the analyzed problem was solved again, with the application of the finite element method (FEM). Computations were carried out with the use of a commercial program -COMSOL Multiphysics [31] . The model of an air floor heater built in this program was characterised by the same dimensions and material properties as the model implemented in the author's own program. This model was discretized with the use of 18 276 quadrilateral elements. The same boundary conditions and simulation parameters were assumed in both cases. The computations were carried out for a constant value of the total heat transfer coefficient (α const ). It was caused by different ways of determining the influence of floor surface temperature on the heat transfer coefficient applied in both computer programs.
On the basis of the computations results, relative temperature differences (20) on the floor surface were determined:
where T COMSOL is a temperature value obtained by COM-SOL Multiphysics program (the finite element method), while T CPU+GPU is a temperature value obtained by the author's own program (the finite difference method).
Relative differences obtained at four selected time moments are presented in Fig. 11 . During the analysis of this figure it can be noticed that the greatest relative differences occur at the beginning of the operation of the system and then they decrease. After 3 hours from the system startup, maximum differences do not exceed 1.4%, and after 10 hours they fall below 0.05%. The differences between the results obtained by COMSOL Multiphysics program and the author's own program are mainly caused by the different locations of some nodes in meshes used in the discrete models. Therefore, the obtained comparison results prove the correctness of computations performed by author's own program. The speed-up of computations (S) done with application of the graphics processing unit (GPU) is defined according to the following relation [32] :
where t CPU is the time of the program execution on a standard processor only (CPU) and t CPU+GPU is the time of the program execution with the additional use of the graphics card processor. The speed-up determines how many times faster the program can be executed applying additionally the processor of the graphics card.
The speed-up of computations in the analyzed example was determined for different densities of the finite difference mesh. Applied meshes, corresponding numbers of unknowns and non-zero elements of the coefficient matrix of solved systems of equations are presented in Table 2 .
Obtained execution times of programs and computed values of a speed-up are presented in Table 3 .
In case of the small density meshes (65 × 97 and 129×193), a reduction of the time of computations was not achieved. Only for more dense meshes (from 257 × 385), did the speed-up obtain a value greater than one. In case of the most dense mesh (1025×1537), application of the GPU enabled about 19 times reduction of the time of computations. Lack of the satisfying speed-up (with a small density mesh) is caused by an insufficient load of the GPU. Processed vectors and matrices contain too small a number of elements for the processor to work efficiently. Increase of the mesh density (and at the same time the dimensions of vectors and matrices) causes better utilization of the GPU computing power. Memory access operations and arithmetic operations can be executed at the same time.
Implementing the BiCGStab method in the program for a CPU only, simple (not optimized) algorithms of operations on vectors and matrices (matrix-vector multiplication, dot product, vector's norm) were applied. In practice, operations of such type are executed with the application of library functions. In the case of Intel's processors, Intel Math Kernel Library (MKL) [33] is usually applied. It contains, among others, the optimized implementations of all BLAS functions [34] . For that reason, in the second version of the program, implementation of the BiCGStab method was modified. The author's functions were replaced by functions from the MKL library. The times of computations performed with the use of CPU/MKL and CPU+GPU are presented in Table 4 .
Application of the MKL library (which contained the optimized functions) resulted in more than double a reduction of the time of program execution on CPU. It caused the reduction of the speed-up of computations. In case of the densest mesh (1025 × 1537), it was 8.183.
In the paper [35] , a performance of the algorithm of the BiCGStab method with the application of a preconditioner was investigated. For the tested asymmetric matrices, a speed-up range from 0.53 to 8.6 was achieved. On the other hand, in the paper [36] , a speed-up reached the val- 
Final remarks
An algorithm being the author's compilation of the implicit finite difference method, the bi-conjugate gradient stabilized method and the rules of parallel operations of CPU and GPU was developed in this article. The algorithm enabled determination of the spatio-temporal distributions of the temperature field in a cross section of the air floor heater working with an on/off controller. On that basis, a mechanism of the influence of heat accumulation on the nature of a transient state in the heater was explained.
The influence of a model of the heat transfer coefficient on the simulation of the system operation was also investigated. Parallel operation of the CPU and GPU enabled a significant reduction of the time of computations in comparison with the algorithm utilising only a CPU. Further numerical experiments showed that obtaining the speedup of computations in solving the system of linear algebraic equations (with a sparse coefficient matrix and with the use of the BiCGStab method) is possible, when the analyzed system is adequately large.
