Several imaging applications (vessels, retina, plant roots, road networks from satellites) require the accurate segmentation of thin structures for subsequent analysis. Discontinuities (gaps) in the extracted foreground may hinder down-stream imagebased analysis of biomarkers, organ structure and topology. In this paper, we propose a general post-processing technique to recover such gaps in large-scale segmentation masks. We cast this problem as a blind inpainting task, where the regions of missing lines in the segmentation masks are not known to the algorithm, which we solve with an adversarially trained neural network. One challenge of using large images is the memory capacity of current GPUs. The typical approach of dividing a large image into smaller patches to train the network does not guarantee global coherence of the reconstructed image that preserves structure and topology. We use adversarial training and reinforcement learning (Policy Gradient) to endow the model with both global context and local details. We evaluate our method in several datasets in medical imaging, plant science, and remote sensing. Our experiments demonstrate that our model produces the most realistic and complete inpainted results, outperforming other approaches. In a dedicated study on plant roots we find that our approach is also comparable to human performance. Implementation available at https://github.com/Hhhhhhhhhhao/ Thin-Structure-Inpainting.
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I. INTRODUCTION
For several image-based applications, segmentation occurs as a fundamental step for down-stream analysis. However, segmentation masks may exhibit discontinuities, due to limitations of sensing resolution, occlusions, or the segmentation algorithm [1] , [2] . These discontinuities (gaps) are particularly problematic when imaging (and segmenting) thin structures, such as retinal vessels, nadir images of roads, line drawing sketches or plant roots (c.f. fig. 1 ).
Here we address the problem of recovering gaps in binary segmentation masks as an inpainting task with deep neural networks. Different from others, we address two main challenges: (i) blind inpainting; and (ii) large-scale learning and inference. Specifically, most of the inpainting approaches for natural images are non-blind, as the region to inpaint is known to the algorithm [3] - [6] . In our case, the inpainting is blind, because there is no distinction between background and a gap (see middle column in fig. 1 ). Therefore, in real segmentation masks, we do not know where the gaps occur since they appear as background. Another challenge arises from the large-scale size of the segmentation masks in practical applications. For example, retinal vessel segmentation masks in High-Resolution Fundus (HRF) [7] datasets have dimensions ≈ 2300 × 3500. Such large-scale images cannot be passed on the GPU for training due to GPU memory limits. Down-scaling is not an applicable solution, as it would introduce other gaps due to down-sampling. Most projects break down the large images training the model with smaller patches [8] - [10] . However, this does not guarantee global coherence and preservation of global structure, as patches offer a (myopic) field of view. An example is shown in fig. 2 patch-level, inpainting quality of the gap is affected, compared to when we train our model with large-scale images. We propose an adversarial inpainting method for thin structure segmentation masks that combines the advantages of patch-and image-level processing. 1 Our approach starts with large-scale images and extracts at randomly patches and introduces random artificial gaps. A generator network G, inpaints at patch level and is trained using a supervised loss comparing inpainted output and input (before the gaps). A local patch-level discriminator D L , learns a data-driven loss further improving the generator's performance. Our key contribution is a global discriminator D G , which is used to assess global image-level coherence and structure preservation. D G learns to compare image-level inpainting results and original input (without gaps). We use Policy Gradient [12] -a reinforcement learning technique-since the processes of random sampling, binarising, and re-composing an inpainted large-scale image (from patches) are random and non-differentiable.
Our contributions are summarized as follows:
• A general method for post-processing to correct gaps in binary images of thin structures. To the best of our knowledge this has not been previously addressed.
• We perform blind inpainting on large-scale images, where no knowledge of the positions of the regions to inpaint is provided to the network.
• We utilize Policy Gradient to enable the interaction between a global discriminator D G and the generator G in the presence of a non-differentiable process, while working around GPUs issues with large-scale images.
• To use real datasets (segmentation masks) that contain gaps we combine synthetic and real data. To bridge the domain gap we introduce a variant of our method replacing the supervised loss with a mask loss [13] and an alternating optimisation strategy. This helps the network to ignore gaps already present in real data whilst reducing data bias and domain shift.
• We validate our approach in several domains: plant biology (images of roots 2 ); medical imaging (retina vessels); remote sensing (images of roads); and art (line sketches).
• Our approach outperforms approaches that can be adopted in our context, for example [15] . For the plant root images we show that our model performs as good as expert annotations. We proceed as follows. In section II, we discuss literature in inpainting. Then, in section III we offer mathematical background on adversarial networks and policy gradient. We detail our approach in section IV. Experimental results are shown in section V. Finally, section VI offers the conclusions.
II. RELATED WORK
In the context of natural images, knowing the region to inpaint can be a fair assumption and has been profusely utilised by most of the modern inpainting methods. However, with binary images, deteriorated regions and background appear the same, as an image can only contain either '0' or '1' (c.f. fig. 1 ). This is in fact the case of thin structures, which is the focus of this paper. Repairing segmentation masks can thus be seen as a blind inpainting problem, where the region to be repaired is unknown. In the following, we first focus our review on thin structure recovery. For completeness, we also briefly discuss deep learning approaches for natural image inpainting.
A. Thin Structure Image Recovery
The recovery of thin structures in binary segmentation masks is relatively understudied; only recently methods for images of line sketches [15] and plant roots [11] , [16] have appeared. The authors in [15] demonstrated that line drawings have enough structure to allow the model to automatically detect and inpaint the gaps without the need for masks indicating the missing regions. This inspired us in conducting blind inpainting for thin-structure segmentation masks of plant roots [16] . We later extended this approach by considering local and global discriminators in an attempt to offer largescale inpainting alleviating GPU memory limitations [11] . This paper builds upon these aiming to offer an approach that has broader applicability demonstrated with additional experiments, a loss that improves training when data may have inherent gaps (such as roots) [13] , and several evaluation and ablation studies including human evaluation (for plant roots).
In our experiments we compare with [15] and [16] .
B. Deep Learning Inpainting for Natural Images
Inpainting, as proposed in [17] , aims to recover a certain deteriorated area Ω in images. Traditional approaches are PDE-based diffusion methods (inspired by [17] ), or dictionarybased methods, filling Ω optimizing a similarity measure over a local manifold of patches (e.g. [18] ). These methods have 2 Our images are obtained from an affordable imaging apparatus [14] that captures the chickpea root as it grows. The hope is that via the analysis of these images we can offer tools for breeders to develop more drought-resistant chickpea plants. It is a collaboration with biologists and plant scientists in the UK and Ethiopia. More information is available at http://chickpearoots.org/.
shown limited performance in recovering complex details, since they rely on relatively low-level image statistics to conduct inpainting with somewhat inferior semantic understanding [4] . With the advent of deep learning, several inpainting architectures have recently been proposed.
The Context Encoder [3] is one of the first deep learning inpainting methods with an encoder-decoder architecture using both mean squared error (MSE) and adversarial losses for a better inpainting result. To reduce information loss during the down-sampling of the encoder and enlarge the receptive filed of the model, classical convolutions have been replaced with dilated convolutions [4] . Later, partial [5] and gated [6] convolutions have been proposed to evolve the mask channel of gaps along with convolutional operations, preserving the reconstruction details more precisely. Recognizing that contours (edges) provide structural cues, several approaches aim to learn to inpaint natural images aided by the corresponding region boundaries, using edge and contour detection and completion globally [19] or locally [20] and in multiple-scales [21] .
While these projects are inspiring they are for natural images and are not blind as they assume known location of gaps. In our model the gaps are not distinguishable from background. Also, due to patch-based training, they are not able to explicitly capture a global view of a large-scale input image. Instead our method does capture global structure of large-scale inputs while the training is still at patch-level.
III. BACKGROUND ON POLICY GRADIENT
Our goal is to use large images as input. To train, we extract patches from an input image (which we assume to be complete without gaps), add gaps artificially, inpaint, binarise, and re-compose a large-scale image. To overcome the non-differentiable processes of sampling and re-composition, motivated by [22] , we use Policy Gradient (PG) [12] : a reinforcement learning approach for function approximation.
Here, an agent is in a certain state s ∈ S, interacting with an unknown environment. When an action a ∈ A is undertaken by the agent, the environment provides a reward r ∈ R. Each state is related to a value function V π (s) predicting the expected amount of future rewards the agent can receive in this state by performing a policy π(s), which tell the agent what action a to take in the state s. The final goal is to learn an optimal policy that maximizes the reward received from the environment.
In the Policy Gradient method, the policy-maker is a function parameterized by θ, π(a|s; θ) = p(a|s; θ) which predicts the probability of the next action. The reward function depending on this policy is defined as:
where d π (s) is the stationary distribution of Markov decision chain for states, and Q π (s, a) computes the reward value for a given pair of state and action. However, computing ∇ θ L P G (θ) is typically unfeasible, as it depends on both action selection and the stationary distribution of the states. The policy gradient theorem [12] simplifies the computation of the derivation by reformulating eq. (1) as follows:
In this paper, we use REINFORCE [23] as policy gradient algorithm. It relies on an estimation of Monte Carlo methods which uses episode samples to update the policy parameter θ:
IV. PROPOSED METHOD
We cast the blind recovery of gaps in segmentation masks of thin structures, as an inpainting task using adversarial learning inspired by Conditional Generative Adversarial Networks (cGANs) -an extension of GANs- [24] , which use images as an input (instead of only noise) [25] , [26] . Our approach consists of several steps (including given an input image, sampling patches, adding gaps, inpainting, and re-composing an inpainted image), illustrated in fig. 3 , and uses three key networks (detailed network structures in the supplemental): (i) a generator G; (ii) a local discriminator D L ; and (iii) a global discriminator D G . The generator takes a corrupted patch as input and provides an inpainted version with the gaps filled. The local discriminator assesses if the gaps are correctly filled at the local level. The global discriminator uses the entire image (after re-composition) and helps the generator to assess inpainting quality globally.
A. Generating Random Gaps
To train the model, we create corrupted patches, x, with artificially introduced random gaps from patches (y) extracted from (large-scale) training images Y . Typically square gaps are used [15] . However, square gaps are highly structured, which can lead to overfitting. Instead we introduce gaps of diverse shapes, as fig. 4 shows. We introduce brush gaps using the algorithm in [6] . However, these gaps do not necessarily fall on foreground pixels and gap edges have structure (i.e. vertical and circular). To further increase diversity, we introduce blob gaps [27] , which are even less structured. Since, these gaps are created at pixel-level, to reduce computational overhead during training, we create a library of blobs of size 32 × 32. When adding blob gaps, we randomly sample from the blob masks and re-scale them to different sizes (accordingly).
B. Generator G G takes as input corrupted patches, x, (256 × 256) and predicts a probability map,x, indicating a pixel's likelihood to be foreground. Note that, since our inputs are binary, gap or background pixels are the same (i.e., both are 0 to the network). We do not provide the network the location of gaps. For these reasons, the network is never aware where a gap is and thus must jointly learn to detect and inpaint gaps. G is a fully convolutional network [28] consisting of an encoder G E and a decoder G D with skip connections as a U-Net [29] (detailed architecture in the supplemental). To train G we use a supervised cross-entropy loss between x predicted by G and patches y
where p data is the original data distribution, p x is the data distribution of the artificially corrupted patches, C = {0, 1} is the set of classes (binary segmentation), W and H are the width and the height of the patch respectively . While other image inpainting approaches typically use 1 or 2 regression losses, we found that L CE converges better with less artifacts.
C. Local Discriminator D L
While we do have supervision, we have found that pure supervision leads to lack of preservation even of local structure and topology. We learn a data-driven loss via a local discriminator D L (a fully convolutional network) which takes a patch as input and classifies from which distribution the input comes from (e.g. complete or inpainted patch). To make D L more specific to local high-frequency details and thus be a better data-driven loss, we adopt a Markovian discriminator as in PatchGAN [25] . D L operates convolutionally over the inputs. For example, given an image of size 256 × 256, it is divided into small local patches of size 128 × 128. These local patches are provided to D L sequentially to obtain a decision for each patch. Decision scores are then averaged together to obtain the final prediction for that inputs. D L is optimized using the LSGAN loss [30] as follows:
We observe more stable training (fewer vanishing gradients) and reduced mode collapse with LSGAN in agreement with [30] . We further adopt Spectral Normalization [31] to train D L to constraint its Lipschitz constant, thus smoothing the . 
D. Global Discriminator D G
When G makes predictions on input large-scale images, it may produce results of high local inpainting quality, but lack global completeness, as demonstrated in fig. 2 . To address this problem without saturating the GPU memory, as we deal with large-scale images, we devise a global discriminator D G , to learn a data-driven loss that aims to capture global structure and topology. The design and training of D G is a key contribution of this work.
D G (architecture detailed in the supplemental) takes two segmentation masks as inputs: Y the large-scale complete segmentation examples from which the patches used for training the generator were extracted (before gaps were introduced) andX the inpainted output after patches have been inpainted and re-composed into an image. Its purpose is to estimate a similarity between Y andX.
Y andX are processed sequentially and are mapped into two feature vectors (each of dimension 512) via a fully convolutional feature extractor f . The similarity of these two vectors is then computed via a dot product and passed via a sigmoid activation to obtain the similarity (reward, r) score of these two inputs. We formulate this process as:
The generator G can interact with D G adversarially by generating inpainting outputs that makeX more similar to Y . The training process and how D G interacts with G is illustrated in fig. 5 . To make the model patch-based, we use the inpainted patches to reconstructX. To avoid the backpropagation on large-scale segmentation masks, we still use patches to update the weights of D G via an adversarial loss (defined in eq. (8) below). In contrast, the weights of G are updated through a policy gradient loss using the REINFORCE procedure [23] ) (detailed in eq. (9) below).
When updating the generator G through D G , we view our generator G as a policy network. It takes corrupted patches as input, and produces probability maps, indicating the probability of each element being an object pixel, which could be viewed as actions taken according to the states. A Bernoulli sampling is then conducted on the probability maps to obtain binary inpainting results. Compared to plain thresholding the output, Bernoulli sampling further improves the inpainting confidence in a probabilistic fashion. Afterwards, the inpainted patches are re-composed in the corrupted largescale segmentation to obtain a large-scale inpainted mask.
The global discriminator D G , ie., eq. (7), is viewed as our value function. We train D G with the cross entropy loss [24] , since the last layer of D G is a sigmoid, and G with the policy gradient loss we reviewed in section III:
where both y 1 and y 2 are complete patches but extracted from different segmentation masks, andX is the large-scale images where inpainted patches have been relocated back in the corrupted mask X. As previously described in section IV-C, we also adopt Spectral Normalisation [31] for D G .
E. Combined costs: the GAN-GL Model
The training loss function for the generator is given by the combination of eqs. (4), (6) and (9):
where λ 1 , λ 2 and λ 3 balance the influence of each term. The local discriminator is updated w.r.t. eq. (5), whereas the global discriminator is updated w.r.t. eq. (8), both using patches.
F. A Masked Loss Variant: the GAN-GL-M Model
In real input images, such as the images of roots, may already contain inherent gaps, but we do not want the model to learn this data bias. Here, we propose a variant (referred as GAN-GL-M) that uses the position of the artificial gaps in the loss (and not as an input). When computing the gradients of the generator, the loss is computed only in the locations of the artificially introduced gaps, using a masked loss [13] :
where M indicates the positions of the artificial gaps, and is the element-wise multiplication of tensors. Note that this loss can be used in lieu of the eq. (4) of G's objective when needed at the batch level as we detail below. Introduce gaps into complete patches y 1 to make corrupted patches Forward through G to obtain probability mapŝ Update D L with thresholdedx 1 and y 1 :
Update D G with thresholdedx 1 , y 1 and y 2 :
Bernoulli sample onx 1 and put them back to composeX 1
9:
Update G withx 1 , y 1 ,X 1 and Y 1 :
G. Training and Inference Details
Algorithm 1 lists training pseudo-code, split into 3 parts: (i) update local discriminator D L ; (ii) update global discriminator D G ; (iii) update the inpainting generator G. Both (i) and (ii) are conducted on patch-level of size 256 × 256, whereas (iii) is conducted on both patch-level and global-level of various sizes. GAN-GL is trained using Algorithm 1. A batch size of 8 is adopted and patches within one batch are come from the same large-scale mask. To train on mix of synthetic and real data (with inherent gaps) using GAM-GL-M, we alternate two different batch settings: one batch updates both generator and discriminators using Algorithm 1 on synthetic data; the other batch uses eq. (11) to train only the generator on real data. We adopt different learning rates for generator and the discriminator [32] , which improves the convergence of GANs. At inference time, we only need G, which takes few milliseconds per patch of size 256 × 256.
V. EXPERIMENTAL RESULTS

A. Experimental Setup
Datasets. We train and evaluate our model on 4 datasets. (i) Roots [14] , [33] . This set has segmentation masks from synthetic [33] and real roots [14] . Each real root mask has dimension of approximately 2500 × 1000 and does not have ground truth. For all root experiments, except the plant study in section V-C, we train our models on only synthetic root but evaluate them on synthetic and root. Our synthetic root data are augmented to transform their appearance to resemble real roots, by skeletonizing, adding noise, dilation, and rotation.
(ii) HRF retina [7] . This dataset has 45 retinal vessel segmentation masks of size 3504 × 2336. Due to the relatively small size of the HRF dataset, we select segmentation masks that have only one fully connected component for training and use masks that are incomplete for qualitative evaluation only. (iii) Road Detection [34] . This dataset has around 1, 100 images of roads of size 1488 × 1488.
(iv) Line sketches by Leonardo Da Vinci [35] . This dataset contains images that have various sizes but smaller compared to the other datasets.
Evaluation metrics. We evaluate our model on patch-and image-level. For patch-level evaluation, as real root segmentation and retinal segmentation masks contain inherent gaps, we visually select a set of patches from the held out test set that contains no gaps. We use mean squared error (MSE) and pixel difference as metrics for our experiments artificially corrupted inputs and the inpainted results. Furthermore, we use difference of number of fully connected components to measure the completeness of the inpainting results as proxy metric. We normalize pixel difference and fully connected components difference, using the relative improvement obtaining after inpainting |metric−metric| metric , where metric is the metric value before inpainting, and metric is the same metric calculated after inpainting. We repeat experiments 3 times using different random initialization and report average results.
Baselines and ablated models. We compare our method (GAN-GL) with 2 baselines, namely the CNN proposed in [15] and the U-Net architecture in [16] .
In our study on roots in section V-C, we also consider using only the local discriminator D L (referred as GAN-L) and using only the global discriminator D G (referred as GAN-G) to showcase the importance of the global discriminator.
To bridge the domain gap between synthetic and real data, 3 we employ the GAN-GL-M variant with masked loss to train combining synthetic and root data.
Hyper-parameters. Experiments on roots use 2 × 10 −4 as learning rate for G and 4 × 10 −4 as learning rates for the discriminators. Remaining experiments, used reduced learning rates by a factor of two. We use λ 1 = 1000, λ 2 = λ 3 = 1 in GAN-GL (and GAN-GL-M) for all experiments.
B. Thin Structure Segmentation Recovery
Patch-level evaluation. For this experiment, we visually select real root and retina vessel segmentation patches that contain no gaps to have ground truth for evaluation purposes only. Results for all datasets at patch-level are shown in table I. For the root dataset, we highlight that we train using only synthetic root data. We performed a paired two-tailed t-test when comparing the results of GAN-GL and the baseline models (CNN [15] and U-Net [16] ). Whole image-level evaluation. We also compare the models at large-scale image-level. We quantitatively evaluate our models on synthetic roots, road and line drawing sketch datasets, 4 which are shown in table II. We also display qualitative results of whole retinal vessel, road, line sketch and synthetic root segmentation masks in fig. 7 . Further results with the real root inpainting results are shown in section V-C. Discussion. In all experiments (both at patch-and imagelevel), GAN-GL outperforms other methods. As shown in fig. 6 show, where root segments resulting from discontinuities are colored differently (fewer number of colors indicates a more complete structural recovery). It is thanks to the global discriminator D G , that our model can produce the most coherent inpainting results.
Referring to table II and fig. 7 , at image-level our method is able to outperform the other methods also in repairing largescale segmentation masks across the different datasets considered. GAN-GL produces the most consistent and realistic results, confirming the observations made above. Roads and line sketches have relatively simple structural textures, thus, the differences between the models are less significant and the baseline models could already produce good results due to the simplicity of the dataset. However, statistical significance of our model over the baselines still exists.
C. A Study on Plant Roots
This work commenced for solving the problem of recovering gaps in roots of the chickpea plant, where ground truth is lacking. While all previous analysis used only synthetic root data, here we show the benefit of training with the combination of synthetic and real data (section IV-G), using the masked loss eq. (11) and the variant GAN-GL-M model (section IV-F). To showcase the importance of each element in the model, this (15.26) analysis also serves as an ablation study on using only a local discriminator GAN-L and a model trained with only global discriminator GAN-G. In addition, since we have argued that gaps affect downstream analysis tasks, we introduce additional metrics that arise in the domain of root analysis (traits to peruse the lingo of plant breeding).
Patch-level evaluation. We evaluate GAN-L, GAN-G, GAN-GL, and GAN-GL-M on both synthetic and real root patches.
(Only GAN-GL-M is trained with both synthetic and real root data, all other model variants are trained only with only synthetic data.) The results are shown in table III. Including a local discriminator (GAN-L), the performance already improves upon the U-Net baseline (results in table I) [16] . A local discriminator helps to inpaint more accurately, yet some gaps are still left incomplete (see fig. 8 for visual evidence). The global discriminator alone (GAN-G) does not seem to offer any considerable improvement numerically and visually. With the two discriminators combined, GAN-GL offers significant improvement. GAN-GL-M further improves this, as now the model is trained with a combination of real and synthetic data. The scores are considerably improved on both cases. It also further boosts the performance of the model on connecting the segments in real root patches.
Trait evaluation of whole segmentation masks and comparison with expert annotators. To appreciate the impact of this improvement in down-stream applications, we used the Root Image Analysis-J (RIA-J) software [36] to extract several root traits from whole root segmentations, such as root length, tip counts, and convex hull area. These metrics are measured on real root segmentations (that have gaps) and their inpainted outputs, with relative improvement computed as previously defined. Since no ground truth exists in real root data, an expert annotated 25 full roots, hence providing a human-level correction of the gaps as a reference. We show quantitative results in table IV and qualitative examples in fig. 8 .
Our proposed approach (both GAN-GL and GAN-GL-M) can produce inpainting results that have a lower number of fully connected components (an indication of being more complete), which is statistically significant over the results of single discriminator models (GAN-G and GAN-L). The real root images exhibited several discontinuities, resulting in inaccurate tip counts, which our model 'repairs' effectively. Also, inpainted results from our model have larger convex hull area, indicating more discontinuities are reconnected together. One can also observe that GAN-GL-M achieves human-level performance (compare with 'Expert' in table IV and fig. 8 ). While the measurements of GAN-GL-M show improved root length and convex hull area, the expert annotations show less improvement on these two traits, indicating that maybe our model is more consistent.
VI. CONCLUSION
We present an effective approach for inpainting gaps in segmentation masks of thin structures in an adversarially way. We use both a local discriminator to encourage local high-quality inpainting results and a global discriminator to encourage global coherency. Our model can be viewed as a general post-processing technique for any binary image input. Our model could be trained on patch-level but still produce inpainting results that are consistent within largescale segmentation masks through the interaction between the generator and the global discriminator via the Policy Gradient procedure. We show the generalization of our methods to several scenarios, where our results outperform the state-ofthe-art results on 4 thin structure segmentation datasets. With the analysis on root dataset, we demonstrate that by applying our model on image segmentation masks, the accuracy of the root characteristics extracted from the inpainted images has been improved considerably. Also, our model can outperform human expert on root datasets by providing more natural, realistic, and fine-grained inpainting details. The proposed method has great potential for many real-world applications. Fig. 1 . Inpainting generator G architecture. Each convolutional layer is followed by a Batch Normalisation layer and a ReLU activation, except the last one, whose feature maps go directly into a Softmax activation to obtain probability maps. All convolutional layers use 3 × 3 kernels.
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I. MODEL ARCHITECTURE
A. Generator G
The inpainting generator G is a fully convolutional network [1] which has an encoder G E and decoder G D .
The detailed architecture of the inpainting generator G is shown in fig. 1 . G contains convolutional layers which have a kernel size of 3 × 3. Zero-padding is adopted for all the convolutional layers to ensure the images do not shrink during processing. The encoder part of the generator G E contains 4 down-sampling operations using convolutional layers of a stride 2, which allows the model to compute features and recognize structure from a larger receptive field. In the decoder path, where the feature maps are expanded, nearest neighbour up-sampling operations are used followed by convolutional layers, which are demonstrated that they could produce better inpainting results than de-convolutional layers [2] . Due to the aggressive down-sampling operations which compress inputs images by 4 times smaller, lots of useful features might be lost during the process. Herein, we use the skip connections [3] to preserve the features learned at shallower layers and allow the decoder to use them at corresponding positions for the final reconstruction. The information sharing between the encoder and the decoder can improve the model's performance in terms of overall reconstruction accuracy [4] . These skip connections also enable a faster and more stable training process as they provide better gradient flow. Each convolutional layer is followed by a Batch Normalisation (BN) [5] layer that accelerates the training process and a Rectified Linear Unit (ReLU) activation, except the last one. The last layer of the decoder is a convolutional layer producing a feature map with two channels. A softmax activation is then applied on the final feature map to obtain a probability map.
B. Local discriminator D L D L is composed of 6 convolutional blocks. For the first 5 blocks, each of them consists of a convolutional layer, which has a kernel size of 3 and a stride of 2, a spectral normalisation layer [6] , a batch normalisation layer [5] and a Leaky ReLU activation. The spectral normalisation is used to constraint the Lipschitz constant of the classification function defined by D L , which ease the instability of the training process. The last block consists of a convolutional layer which has a kernel size of 4 and a stride of 1 and a sigmoid activation, mapping the feature maps from the last layer into a scalar classification score. We adopt the least square adversarial loss in LSGAN [7] as it provides higher quality results and more stable training process compared to vanilla GAN. [8] .
C. Global Discriminator D G
The architecture of the global discriminator consists of a series of convolutional layers, an average pooling layer, and a dot product and a sigmoid unit that is used to compute the similarity score. The convolutional architecture in D G is similar to that of D L , where the last convolutional layer is replaced with another convolutional layer of stride of 2 and all layers have kernel size of 5. An adaptive average pooling layers is employed to enable D G to deal with images of different sizes and convert features maps from the last convolutional layer into feature vectors. A dot product between the feature vectors is computed. Then a sigmoid activation maps the results from the dot product into [0, 1] as the final similarity score.
