Abstract. We study the production of fermions through a derivative coupling with a pseudoscalar inflaton and the effects of the produced fermions on the scalar primordial perturbations. We present analytic results for the modification of the scalar power spectrum due to the produced fermions, and we estimate the amplitude of the non-Gaussianities in the equilateral regime. Remarkably, we find a regime where the effect of the fermions gives the dominant contribution to the scalar spectrum while the amplitude of the bispectrum is small and in agreement with observation. We also note the existence of a regime in which the backreaction of the fermions on the evolution of the zero-mode of the inflaton can lead to inflation even if the potential of the inflaton is steep and does not satisfy the slow-roll conditions.
Introduction
There is strong evidence for a phase of accelerated expansion -inflation -in the early Universe [1, 2] . The observed density fluctuations are red-tilted, adiabatic, and Gaussian to a high degree [3, 4] , in accord with generic predictions of single-field, slow-roll models of inflation. Slow-roll inflation predicts an amplitude of tensor perturbations (gravitational waves) which is smaller than that of the scalar ones, perhaps quite a bit smaller. The imprint of primordial gravitational waves, in the form of a primordial B-mode polarization of the Cosmic Microwave Background (CMB), has not yet been measured. Current measurements restrict the tensor-to-scalar ratio to r 0.07 [5, 6] , putting pressure on many large field models of inflation [7] . Future experiments will reach the sensitivity σ r ∼ 0.001 [8] , which motivates the study of mechanisms for the inflationary expansion and for the production of the primordial perturbations that go beyond the most minimal slow-roll inflationary models. Axion, or natural, inflation is a class of models of inflation in which the flatness of the inflation potential is protected by an (approximate) shift symmetry [9] . This class of models naturally gives rise to the relatively large-amplitude primordial gravitational waves targeted by next-generation experiments (see, for example, [10] [11] [12] [13] ). The shift symmetry that protects the form of the potential is respected by the coupling of the axion to matter, and requires that the axion couples derivatively to other matter fields in order to facilitate reheating. The operators of lowest dimensionality that couple the inflaton to matter appear at massdimension 5 and are the coupling to a gauge field ∆L = φ f FF (where φ is the pseudoscalar inflaton, f a mass scale often denoted as 'axion decay constant', F a gauge field strength, and F its dual) and the coupling to a fermion field ∆L = ∂µφ fψ γ µ γ 5 ψ. It has long been known that the coupling to gauge fields can lead to an exponentially large gauge field amplification during inflation [14] , which can in turn lead to rich phenomenological consequences (see [15] for a review) such as steep inflation [16] , thermalized inflation [17, 18] , magnetic field production [19] [20] [21] [22] [23] [24] , large non-Gaussianity [25] [26] [27] , chiral gravitational wave production [28] [29] [30] , and the generation of primordial black holes [31] [32] [33] [34] . The coupling to fermions has been comparatively much less studied. Given the rich phenomenology of derivatively coupled gauge fields, and the relevance of axion-driven inflation to the next generation of CMB experiments, in this work we aim to take a step toward characterizing the phenomenology of derivatively coupled fermions during a phase of pseudoscalar-driven inflation.
It is typically assumed that fermions do not play an important role during inflation. Because of Pauli blocking, their energy in long wavelength modes is necessarily small -the small phase space in the infrared cannot be compensated by a large occupation number. Furthermore, the gravitational creation of fermions by the expanding Universe depends on their being massive. On the one hand, massless fermions are conformal, and are thus not created gravitationally by the expansion [35] , while on the other hand heavy particles decouple and are not excited. As a consequence, the maximum gravitational production of a fermion field of mass m in (quasi) de Sitter space with Hubble parameter H is obtained when m ≈ H. In this case, there is only one scale, H, controlling the system, and the energy density of the fermions ∼ H 4 is too small to induce any observable effects (with the possible exception of super heavy-dark matter, see for example [36, 37] ).
The coupling of the fermions to the pseudoscalar inflaton introduces the additional scalė φ/f , which can be much larger than the Hubble parameter. In the regime on which we focus in this work, whereφ/f H, fermion states can be populated up to scales ∼φ/f , which implies that the total number density of fermions can be parametrically larger than H 3 [38] . These fermions can therefore have large energy densities during inflation, and in this work we study the effects of their backreaction on the inflaton and on its fluctuations.
The first studies of this system have been performed by one of us in ref. [38] . In that study, solutions of the Dirac equation including the effects of the homogeneous rolling inflaton mode were obtained along with the occupation number of the fermions during inflation and the oscillations in the phase immediately following inflation [38] . The effect of the axion-fermion coupling is to helically-bias the production of fermions leading to a net helicity asymmetry. This helicity asymmetry then leads to the possibility that the (chiral, given the parity-violating nature of the system) fermions could lead to successful leptogenesis [39] . Subsequently, ref. [40] studied the possibility that these fermions source gravitational waves during inflation, and found that in this system a chiral component of the spectrum of primordial tensors is generated. Finally, ref. [41] found that these chiral fermions can generate circularly polarized photons, or V-modes after reheating.
In the present work we study the axion-fermion system in a different field basis. Using an axial transformation of the fermions ψ → e −iφγ 5 ψ, we show (see section 2 below) that the Lagrangian with a pseudoscalar derivatively coupled to a fermion is equivalent to a Lagrangian in which the fermion has a time-dependent mass term mψ e −2iγ 5 φ ψ -see eq. (2.5). The main motivation for this reformulation is that it makes the behavior in the limit m → 0 clear. In this limit, the coupling of ψ to the inflaton manifestly vanishes. In the basis used in ref. [38] , the coupling also vanishes in this limit. However, this vanishing is only apparent after integrating the interaction by parts, and then using the Dirac equation. While the physics in either basis must of course be the same, we demonstrate that in the limit of interest (φ/f H) the Hamiltonian in the basis of ref. [38] does not have a convenient perturbative expansion. Consequently, the conclusions of this work regarding the occupation numbers are different to the conclusions reached in the work ref. [38] .
The main focus of this paper is on the contribution that the non-vacuum fermion modes give to the spectrum and bispectrum of the scalar metric perturbations. We find that, in the regime µ ≡ m/H 1, ξ ≡φ/(2f H) 1, the occupation number of the fermions scales as µ 2 /ξ for momenta up to a cutoff ≈ H ξ, so that the total number density scales as µ 2 ξ 2 . The modification to the power spectrum scales as ξ . This implies that in the regime of large µ ξ the system can be in a regime where the twopoint function of the scalar fluctuations dominates over the vacuum contribution while the parameter f N L , which measures the departures from Gaussianity, is small and in agreement with constraints from observations. This result is surprising if one considers that the origin of the sourced spectrum is quadratic in the (Gaussian) fermion field, which might lead one to expect strong non-Gaussianiaty. However, this result can be explained in terms of the central-limit theorem: the numerous fermion modes that contribute to the sourced spectrum sum incoherently, leaving a (quasi) Gaussian signal.
While most of our analysis is performed in the regime where the backreaction of the produced fermions on the background dynamics is negligible, we consider also the situation where this is not the case. and we find that strong backreaction effects can allow slow-roll inflation even if the potential for φ does not obey the usual slow-roll conditions |V | V /M P , |V | V /M 2 P . The argument we have just presented suggests that the perturbations should also be highly Gaussian in this regime. However, we leave the (challenging) analysis of perturbations in this regime to future work. This paper is organized as follows. In section 2 we discuss the quantization of ψ on the time-dependent background provided by the (quasi) de Sitter geometry along with the rolling inflaton, and we evaluate the resulting occupation number. As expected, the parityviolating nature of the system implies different occupation numbers for the two helicities of ψ. We demonstrate that in the limit m → 0 the occupation number of fermions of both helicities vanishes, as a consequence of the conformal and chiral symmetry of the system. In section 3, we study the backreaction of the fermions on the zero-mode, or homogeneous, inflaton background. In section 4 we analyze the modifications to the inflationary power spectrum induced by the presence of a nonvanishing occupation number for the fermions, while in section 5 we study the bispectrum. In section 6, we explore the possibility of slow-roll inflation on steep potentials in the limit of very strong backreaction. The work is concluded by section 7, and by several appendices where we present the details of our computations.
Fermion production during inflation
In this section we study the production of fermions during axion inflation and obtain solutions to the Dirac equation for a fermion coupled to the slowly-rolling (φ =constant) pseudoscalar. In particular, we compute the resulting occupation number for the right-and the left-handed components of the fermion.
We consider the theory of a pseudoscalar inflaton φ interacting with a Dirac fermion X through a derivative interaction with coupling constant 1/f
Here theγ-matrices in flat Friedmann-Lemaître-Robertson-Walker spacetime with scale factor a are related to those in Minkowski spacetime byγ µ = γ µ /a, while γ 5 = i a 4γ0γ1γ2γ3 = i γ 0 γ 1 γ 2 γ 3 . We neglect metric fluctuations 1 and treat the background as fixed de Sitter spacetime. Throughout this work we use conformal time and "mostly minus" signature for our metric, and we use the Dirac representation for the γ matrices. Specifically,
The fermions are canonically normalized by redefining Y = X a 3/2 , so that
Next, we perform one more redefinition of the fermion field,
which yields the Lagrangian
The latter field redefinition is motivated by two considerations. First, as discussed in the introduction, by writing the Lagrangian in terms of ψ it is apparent that the inflaton decouples from the fermion in the limit m → 0. This decoupling is not as evident when the Lagrangian is in the form of eq. (2.3). Second, in order to determine the occupation number for the fermions we resort to the usual technique of the Bogolyubov coefficients, which relies on the diagonalization of the portion of Hamiltonian that is quadratic in the fields. In the formulation of eq. (2.3) the momentum conjugate to φ, which is needed to compute the Hamiltonian, is given by Π φ = a 2φ − 1 fȲ γ 0 γ 5 Y , which contains a term that is quadratic in the fermion field (this should be compared with the simpler expression Π φ = a 2φ obtained in the formulation in eq. (2.5)). This leads to a different definition of the quadratic part of the Hamiltonian which, in turn, leads to the unphysical result that certain modes of the fermion are excited by the rolling of the inflaton even in the limit m → 0, where we would expect these degrees of freedom to decouple. These two issues are related, in the sense that the perturbation theory based on the quadratic fermion Hamiltonian obtained from eq. (2.3) blows up at a finite time in the massless limit. We discuss these issues in greater detail in appendix B. In what follows, we work with the Lagrangian in eq. (2.5).
In order to determine the Bogolyubov coefficients for the fermions ψ, and therefore their particle number, we must second quantize ψ in the presence of the time dependent background induced by the rolling of φ. To do so we first focus only on the ψ-dependent part of the Lagrangian, approximating φ as a homogeneous, time-dependent background: φ(x, τ ) φ 0 (τ ). From the slow-roll conditionφ 0 constant, 2 we have
where τ in is related to the initial value of φ. We have verified that, consistent with the fact that the fermion is derivatively coupled to the inflaton, our results do not depend on the value of τ in .
Relegating the details of our derivation to appendix A, we find that, by decomposing
with
(where k 3 is the z-component of the vector k), the mode functions are given by
which satisfy the normalization condition |u r | 2 + |v r | 2 = 2, with 10) where W µ, λ (z) denotes the Whittaker W-function. We have also defined
We work in de Sitter spacetime, a(τ ) = −1/Hτ , and disregard subleading corrections in slow roll.
With the knowledge of the mode functions, we diagonalize the quadratic Hamiltonian for the fermions, which reads 13) where the subscript ψ indicates that we are considering only the fermionic part of the Hamiltonian and the superscript (2) indicates that we are considering only the part of the Hamiltonian that is quadratic in the field fluctuations (in section 4 below we consider the cubic and quartic part of the Hamiltonian). The quantities m R and m I are defined as
Long but straightforward computations show that H
ψ takes the form
Note that eq. (2.15) implies that whenever B r is nonvanishing, the operators a † r and b † r do not create energy eigenstates. Therefore, they should not be interpreted as ladder operators associated with a single-particle state. The matrix appearing in the first line of eq. (2.15) can be diagonalized as
where the Bogolyubov coefficients α r and β r read
where e iθ ≡ (k + im I )/ k 2 + m 2 I . It is then straightforward to see that the operators 
The occupation number of helicity-r particles (and antiparticles) is then
We now discuss the main properties of the functions N r (k). In figure 1 , we show the occupation number of the r = +1 and r = −1 fermions at the end of inflation (τ = −1/H) for ξ = 10 with µ = 1 (left) and µ = 0.1 (right). First, let us focus on fermions with r = +1. For those particles the occupation number drops rapidly to zero as k gets larger than m. The reason for this behavior is that the presence of a nonvanishing mass leads to the breaking of conformality and the generation of fermions on the de Sitter background. For momenta larger than m the fermions are approximately conformal and the occupation number becomes smaller. This phenomenon is purely gravitational and affects both the leftand the right-handed modes, but for the modes with r = −1 it is overwhelmed by the effects of nonvanishing ξ. In fact, modes with r = −1 have nonvanishing occupation number for k as large as 2ξH. We interpret this as the consequence of the fact that the excitation of those fermion modes is induced by the coupling to the pseudoscalar inflaton. 3 We also note that the occupation number of the interesting r = −1 mode displays high frequency oscillations as a function of the momentum k. The two panels of figure 1 show that those oscillations happen around a value of the occupation number that is approximately given by µ 2 /ξ.
By evaluating analytically eq. (2.19) in various limits we observe that both N + and N − vanish as µ 2 in the limit µ → 0. This is consistent with the decoupling of ψ from the inflaton for m = 0. More specifically, one obtains
In the regime of moderate µ 1 and large ξ 1 we find that the occupation number of the r = −1 modes is oscillating about a constant that is well approximated by µ 2 /ξ for modes with x ξ before dropping as ξ 2 µ 2 /x 4 for x ξ. As a consequence, for this range of parameters the total number density of the modes with r = −1 scales, for µ 1, as µ 2 ξ × ξ 3 ∼ µ 2 ξ 2 that can be parametrically larger than unity per Hubble volume.
Moving to the regime of large µ, in figure 2 we show the occupation number for the r = +1 and r = −1 modes for µ = 10 and ξ = 10 (left) and for µ = 10, ξ = 1 (right). Remarkably, even if the occupation number for the r = +1 modes is smaller than that of the r = −1 ones, both occupation numbers are of order unity despite the fact that the mass of the fermions is much larger than the Hubble scale. This means that the coupling to the inflaton prevents the decoupling of fermions with m H (for comparison, the occupation number of fermions with µ = 10 and ξ = 0, not plotted, is at most of the order of 10 −5 ). Of course, the occupation number of the fermions decreases (as ∼ ξ 2 /µ 2 ) when µ becomes much larger than ξ.
A numerical evaluation of the total number density of r = −1 fermions yields
The main conclusion of this section is that a nonvanishing value of ξ leads to nontrivial behavior of the fermions. Chiral fermions are copiously produced even if m H (as long as µ 2 ξ 2 is large enough), and even very heavy fermions with m H can be produced with large occupation numbers as long as µ ξ. We now move on to compute the effect of these fermions on the inflaton.
Backreaction
In this section we examine the backreaction of the produced fermions on the homogeneous, or background, inflaton. The equation of motion for the inflaton, derived from the La-grangian (2.5), reads
We seek to establish the conditions under which the backreaction of the produced fermions on the background dynamics is negligible. We do this by imposing that the right hand side of the equation above, evaluated in the Hartree approximation, is much smaller than a 2 V (φ).
Using manipulations analogous to those of section 2 above, the quantity
can be written as
Quite remarkably, the integral can be computed analytically (the details are in appendix C) after regulating it with a hard cut-off at a finite and large Λ. The integral turns out to have a logarithmic divergence for large Λ. As we discuss in greater detail in subsection 4.1 below, we can deal with the divergence either by simply subtracting the divergent part, or by adiabatic regularization. The result does not change in the limit of large ξ, and in the regime µ 1 ξ we obtain
By imposing that the backreaction of the fermions on the zero mode of the inflaton is negligible, B a 2 V (φ) 3 Hφ a 2 , we derive a first condition on the parameter space of the model:
where we emphasize that f should be much larger than H in order for the effective field theory to be valid at energy scales of the order of H. As a second condition for negligible backreaction we impose that the energy density of the produced fermions gives a negligible contribution to the expansion rate of the Universe. The energy density in fermions is computed in appendix H and reads 6) so that by requiring it to be subdominant with respect to the energy in the inflaton one obtains the parametric constraint
It is easy to check that during slow roll,φ H M P , this condition is satisfied as long as eq. (3.5) holds.
Power spectrum
Fermions with a nonvanishing occupation number backreact on the fluctuations of the inflaton, therefore modifying the primordial scalar perturbations. In this section we compute this effect to leading order. As we will show, at the level of approximation that we are using this modification is scale invariant, and therefore it is unobservable in the spectrum because it is degenerate with the vacuum contribution generated by the inflationary expansion of the Universe. However, an observable effect is potentially generated in the bispectrum, which in single-field inflation is slow-roll suppressed to a currently unobservable level. A precise calculation of the bispectrum is very challenging, but in section 5 below we use the results of this section 4 to estimate its magnitude.
In order to focus on the physics, we only present the main steps of our calculation of the leading order correction to power spectrum in this section. The details can be found in appendices D and E. Discussions on our renormalization scheme are presented in appendix F.
We compute the leading order modifications to the power spectrum of the fluctuations of the inflaton using the in-in formalism (see, e.g. [42] ). To do so, we define the perturbation δφ(x, τ ) = φ(x, τ ) − φ 0 (τ ) and we expand the interaction Hamiltonian to second order in δφ
where we have neglected the contribution from the inflaton self-interactions, whose effects are slow-roll suppressed. We then use H int to compute the modification to the power spectrum
where we have used the relation ζ = −H δφ/φ 0 between the fluctuations of the inflaton and the scalar perturbation of the metric, and the prime denotes the correlator stripped of the δ (3) (k + k ) associated with momentum conservation. In evaluating the expression eq. (4.2) we use the mode functions for ψ found in section 2 above, eqs. (2.7) through (2.10). Regarding the mode functions of δφ, we use those of a massless field in de Sitter space:
The two parts of the interaction Hamiltonian H
ψ and H
ψ describe a cubicψ ψ δφ vertex and a quarticψ ψ δφ 2 vertex. Those two vertices can be used to draw the two diagrams shown in figure 3 , which contribute to eq. (4.2) at leading order in the 1/f expansion. We discuss these diagrams in the next two subsections. 
Quartic loop
The first diagram in figure 3 gives
which, with some algebra and in the large scale limit −kτ → 0, can be simplified to
By inserting the expressions for the mode functions of the fermions into this equation we finally obtain
where we have normalized this contribution to P ζ by the vacuum term P
, we have introduced the dimensionless integration variables x 1 ≡ −kτ 1 and x p ≡ −pτ 1 , and where the functions d r (x) and s r (x) are given in eq. (2.10).
We proceed to evaluate the two integrals that appear in eq. (4.7). The integral in dx 1 diverges when the lower limit of integration x is sent to 0 (remember that x = −kτ = k/H as we want to evaluate the power spectrum at the end of inflation, τ = −1/H). In fact one finds
log(x) + 3 log 2 + 3 γ E − 7 9
where γ E .577 is the Euler-Mascheroni constant. This infrared divergence is a consequence of the fact that the fermions have a nonvanishing average density that keeps sourcing the fluctuations of the inflaton even when they are outside of the horizon. This divergence is regulated by the finite amount of e-foldings between the time when the inflaton mode leaves the horizon and the end of inflation.
The integral in dx p is much more challenging, and is quadratically divergent in the ultraviolet. As it was the case for the integral in section 3, it is possible to compute it analytically after introducing a UV regulator that sets the upper limit of integration to some finite and large Λ. We report the details of our calculation as well as the exact expression of the integral in appendix D. The divergent part of the integral reads
Now, we have at least two different ways of dealing with this divergence. We can subtract from the exact integral its adiabatic part, or we can simply subtract by hand the part that diverges when Λ → ∞. The adiabatic subtraction might be problematic, as the adiabatic contribution turns out to dominate the physical one at momenta of order H [43] . Since these momenta contribute to the finite part of the integral, adiabatic subtraction can induce spurious components into our integral.
As discussed in appendix F, adiabatic subtraction does indeed introduce spurious contribution which scales as µ ξ 2 and is therefore large at large ξ. However, this contribution is subdominant at sufficiently large ξ, as there is a physical contribution which scales as µ ξ 2 log(ξ). In this limit, and setting τ = −1/H to have quantities computed at the end of inflation, we get the simple result
Cubic loop
The second diagram in figure 3 gives
where we have already normalized to the vacuum power spectrum. With some work it is possible to evaluate the fermionic part (details can be found in appendix E) and write
12) where we recall that u r and v r are given in eqs. (2.9) and (2.10).
The computation of the above integral is extremely challenging (even an estimate is challenging, as each term appearing in it is rapidly oscillating), so we must resort to a number of approximations. Again, details are presented in appendix E, and here we simply outline our strategy. First, we approximate the integrand assuming p k, which implies p q. We expect this to generate at most an O(1) error in our final result. At this point the integral still contains products of four Whittaker functions. To simplify the integral we Wick-rotate the time variables and we use simple approximations (that can be obtained in the limit ξ 1 by dealing carefully with the branch cuts in the definition of the Whittaker functions) that bring the mode functions to the form
with A i and B i constants that depend on µ and ξ. We show in appendix E that in the µ 1, ξ 1 regime of interest, the r = s = + contribution is exponentially suppressed with respect to the r = s = − contribution.
We finally recognize that the terms proportional to A 1 and A 2 correspond to the "vacuum" part of the modes we are considering, i.e. the part of modes that do not vanish and behave as positive frequency only as p → ∞, and we subtract this part by hand from the mode functions, effectively keeping only the part proportional to B 1 and B 2 only.
After these manipulations we obtain the scaling
which in the regime µ 1, ξ 1 is subdominant with respect to contribution δP (4) ζ found in the previous subsection.
Summary for the power spectrum
We conclude this section by summarizing our main result: the first diagram in figure 3 dominates the modification to the power spectrum of scalar perturbations in this model, with
The scaling we find is consistent with the fact that the leading contribution to δP ζ is approximately proportional to 1/f 2 and to the total number of fermions ∼ µ 2 ξ 2 . Figure 4 . The three diagrams that contribute at leading order to the three-point function of δφ.
Non-Gaussianity
As we saw above, the calculation of the fermionic contribution to the two-point function of the inflaton is challenging, and for the cubic diagram we could only obtain what we consider to be a reasonable estimate. As one can expect, the calculation of the three-point function is even more challenging. There is a new operator, besides the cubic and the quartic interaction Hamiltonians H (3) ψ and H (4) ψ given in eq. (4.1) above, that contributes to the three-point function. It is a quintic interaction Hamiltonian
which leads to a newψ ψ δφ 3 vertex. Using the vertices generated from H
ψ , H
ψ , and H
we obtain, at leading order in 1/f , the three diagrams of figure 4.
The quintic diagram
As we argue below, the first of these diagrams gives the leading contribution to the bispectrum. Fortunately, this contribution can be calculated analytically; after some long calculations that we report in appendix G, we find the following expression
where
Since most of the dynamics occurs at momenta −kτ ∼ ξ 1, which is well within the horizon, we expect the non-Gaussianities to be of equilateral shape. Therefore we estimate the magnitude of the bispectrum by setting k 1 = k 2 = k 3 ≡ k. As in the two-point functions, the integral in dτ 1 is logarithmically divergent as −kτ → 0, giving 4) where the integral in dy is the same one appearing in eq. (3.3) . This is as expected because the operator appearing here is the third derivative with respect to φ of the fermionic Lagrangian, which is identical in form to the one that contributes to eq. (3.3); that is to say, it is identical to the first derivative of that same part of the Lagrangian (times minus one). As we have discussed above, the integral in dy in the equation above is divergent as y → ∞; using the results of appendix C we obtain in the limit ξ 1, µ 1
where eventually we drop the logarithmically divergent term.
The remaining two diagrams
Next, we would need to evaluate the remaining two diagrams in figure 4 . The calculation of the second of them turns out to be of a complexity comparable to that of the cubic contribution to the power spectrum. The third one should be even more complicated, so that a complete evaluation of the bispectrum would be prohibitively difficult. We can, however, infer some scaling properties which allow us to claim that, compared to the first diagram, these two diagrams should give negligible contributions to f eq N L . Our first observation is that each cubic vertex gives a contribution ∼ Once we apply these scalings to the backreaction term of section 3 (which would be represented diagrammatically by a tadpole) we obtain a scaling
which indeed is the result found in eq. (3.4). Next, we can check whether our scalings work in the calculation of the two diagrams of figure 3. For the first (quartic) diagram we obtain the scaling
f 2 which agrees with result presented in eq. (4.10). For the cubic diagram, on the other hand, we would expect the scaling (
f 2 ξ which is in disagreement; the result (4.14) scales ∼ m 4 f 2 √ ξ. A possible explanation of this disagreement is that this diagram contains a term ∼ (ψ ψ) 2 where each factorψ ψ is oscillating with amplitude ∼ 1/ξ, so that interference effects might reduce the overall amplitude of the integral. Finally, as to the bispectra, we observe that the amplitude ∼ This may be further suppressed if the same phenomena that are reducing the amplitude of the cubic contribution to the spectrum are at work here. Nonetheless, even without this suppression, both quantities are subdominant with respect to the contribution from the quintic diagram to the bispectrum. To sum up, the condition µ 2 ξ allows to neglect the second diagram of figure 3 in the computation of the power spectrum, and the second and third diagrams of figure 4 in the computation of the bispectrum.
Summary for the bispectum
To summarize, we argue that the parameter f eq N L for this model, in the limit ξ 1, µ 1 we are interested in, is obtained from eq. (5.5) where the divergent part is dropped or renormalized away by adiabatic subtraction; we expect these to agree when ξ 1, as happens for the contribution (4.10) (see appendix F).
Using the relation ζ = −H δφ/φ 0 and the relationship
between the bispectrum and the parameter f N L , where we have accounted for the fact that eq. (4.15) is also contributing to the power spectrum, we therefore obtain
We show the value taken by the non-linear parameter as a function of parameter space in figure 5 , where H is determined as a function of m/f and ξ by imposing the measured normalization of the spectrum of scalar perturbations (P ζ = 2.2 · 10 −9 [7] ) and we have taken log(H/k) = 60. In plotting figure 5 we have used the exact expressions of the quartic and quintic diagrams obtained from eqs. (D.7) and (C.30) respectively. We see that there is significant parameter space consistent with f eq N L = −4±43 [44] . In the figure we also show the region where |φ 0 | < f 2 , and the effective quantum field theory description of the rolling axion with a fixed decay constant f is under control (we also need to impose H < f ; this condition is satisfied wherever |φ 0 | < f 2 ). We note that, for a fixed value of m, the non-Gaussianity first grows with growing ξ, and then it decreases. To understand this, we recall that fermion modes of chirality r = −1 are produced with momentum up to ∼ 2 ξH, as we discussed after eq. (2.19). Therefore, as ξ increases we increase the number of fermion modes that are produced, and these then source the inflaton perturbations. The sourced perturbations are non-Gaussian, which explains the initial growth of the non-Gaussianity parameter with ξ. However, as ξ keeps growing, the contributions from the various fermion modes add up in an uncorrelated way to each other, and their contribution becomes more and more Gaussian (due to the central limit theorem) as their number grows. 4 This argument, and the trend in figure 5 , leads us to argue that the perturbations should be Gaussian also in the regime of strong backreaction, where our computation of the perturbations is invalid. 
Fermion production and inflation on a steep axionic potential
One might wonder whether the dissipation associated to the production of fermions in the regime of strong backreaction could allow for inflation on a steep potential, along the lines of [16] . In particular, we would now like to address the question of whether fermion production would allow slow-roll inflation when the inflaton has an axionic potential V ax (φ) = Λ 4 (cos(φ/f ) + 1) where the axion constant f is much smaller than M P . It is indeed well known that, for f < M P , the axion potential V ax is too steep to support successful slow-roll inflation. On the other hand, it is conjectured that potentials like V ax with f > M P cannot be realized in UV-complete theories involving gravity, so that a mechanism able to produce enough inflation when f < M P would be of great interest.
We will therefore consider in this section a model with a cosine-like potential V (φ) = V ax (φ), so that V (φ) V (φ)/f . Also, in this section only, we will denote the coupling between fermions and the inflaton as α/f with α a dimensionless coefficient. This implies that ξ = αφ/(2Hf ). Given the level of approximation of the discussion in this section, we will set to one all the O(1) and O(2π) factors.
The equation for the zero mode of the inflaton, eq. (3.1), including backreaction reads
where we recall that µ ≡ m/H, with m being the fermion mass, and that φ 0 denotes the inflaton zero mode. We now assume that, in the regime of strong backreaction, the last term on the left hand side of the equation above is balanced by the term on the right hand side (rather than by the Hubble friction), so that, using V ax V ax /f H 2 M 2 P /f we get the slow-roll equatioṅ
We now must impose a number of conditions for our theory to be valid.
1. First, in order for the effective field theory to make sense, we must work below the cutoff f of the theory. This implies, in particularφ 0 f 2 , which gives the first constraint
where the second inequality emerges from requiring f M P and the assumption µ 1.
2. Consistency requires 3Hφ 0 V (φ 0 ), which gives
3. Moreover, the energy density in fermions must be much smaller than that in the inflaton. The energy density of fermions can be computed directly (see appendix H), and we obtain the scaling 5) which is subdominant with respect to the energy in the inflaton ∼ H 2 M 2 P , as long as
Note that this condition is stronger than that of eq. (6.3), since f H.
4. Of course, we must have inflation, which requiresφ 2 0 H 2 M 2 P ; this gives the additional constraint
which is again automatically satisfied if eq. (6.6) is valid, since f M P .
5. Finally, we must impose that we have a sufficient number of efoldings. To have 60 efoldings the inflaton must span ∆φ = 60φ 0 /H f since the inflaton potential has period ∼ f . This gives the condition 8) which is stronger by a factor 60 than eq. (6.6).
To sum up, we have inflation with the inflaton motion controlled by backreaction in our model if the two conditions (6.4) and (6.8) are satisfied. The arguments presented at the end of section 5 lead to the conclusion that the perturbations in this regime are likely to be Gaussian to a high degree. However, the computations performed in this work are invalid in this regime. We expect the study of perturbations in this regime to be rather challenging, and we postpone it to future work.
Discussion
In [20] it was shown that the (derivative) coupling of a pseudoscalar inflaton to a gauge field would lead to the exponential amplification of the modes of one helicity of the gauge field. In the present paper we have discussed how an analogous coupling to fermions can lead to a fermion number density that is parametrically (although not exponentially) larger than unity in units of the Hubble radius. This can lead to a rich phenomenology, which is all the more interesting because fermions, because of Pauli blocking and because of conformality in the limit m → 0, do not usually give any relevant effect during inflation. Such a phenomenology is significantly different from that induced by the amplification of the modes of a gauge field because the large number of produced particles lives, in the fermionic case, at large momenta, whereas in the case of the gauge field these modes live close to the horizon scale.
This work has focused, in particular, on the effect of the backreaction of the produced fermions on the zero mode and on the fluctuations of the inflaton in the regime µ ≡ m/H 1, ξ ≡φ/(2f H)
1. The backreaction on the zero mode turns out to be negligible for µ 2 ξ f 2 /H 2 . In the regime in which the fermionic contribution to the power spectrum of scalar metric perturbations is subdominant with respect to the vacuum contribution, the cor frections to P ζ and to the non-Gaussianity parameter f N L scale respectively as (H 2 /f 2 )µ 2 ξ 2 and (H 3 /f 3 ) µ 2 ξ 3 . Remarkably, however, in the regime ξ 1 the fluctuations sourced by the fermion become approximately Gaussian, as a consequence of the fact that many fermion modes with large momenta contribute incoherently to the scalar perturbations. This leads to the interesting situation where the spectrum of perturbations is dominated by its sourced component, rather than by its vacuum one, and yet the non-Gaussianities are small and in agreement with observations. In this regime, the measured power spectrum does not yield the combination H 4 /φ 2 , but rather the combination H 2 m 2 /f 4 . It will be interesting to evaluate the tensor-to-scalar ratio in this regime, a calculation that we leave to future work.
We have also shown that the backreaction of the fermions on the zero mode of the inflaton can be strong enough to allow for inflation even on a steep scalar potential. This is especially relevant in models of natural inflation with a cosine potential. Potentials with this shape are ubiquitous in string theory and enjoy properties of radiative stability that make them especially attractive. However, these potentials are conjectured to be always too steep to support successful slow-roll inflation. In the system considered in this paper, however, it would be possible to obtain 60 e-foldings of inflation on these steep axionic potentials thanks to the slow-down of the inflaton induced by the production of fermions. The price to pay for this is a large value of the dimensionless parameter α that appears in section 6. A similar mechanism was discussed in [16] , with the fermions replaced by a gauge field. That work contained also an estimate of the amplitude of the primordial perturbations, which was found to be too large to agree with observations in the simple case of a single species of gauge field. We expect that an estimate of the spectrum of perturbations generated in the regime where fermions strongly backreact on the inflaton zero mode will be even more difficult, and we leave it to future work. However, given the peculiarities that we have encountered in this study, we can expect a different parametric dependence of the power spectrum that might lead to better agreement with observations.
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A The fermion mode functions and their occupation numbers
In order to solve the equation of motion of the fermion
and to evaluate its occupation number in the ψ basis, it is convenient to first solve the equation of motion of the fermion in the Y basis
Eq. (A.2) follows from the Lagrangian in eq. (2.3). We decompose Y as
where χ r (k) is a helicity-r two-spinor, σ · k χ r (k) = r k χ r (k), which we normalize as χ † r (k) χ s (k) = δ rs , and which can be written explicitly as gives the following system
The system is solved by [38] 
where W α,β (z) denotes the Whittaker function, and where the integration constants have been determined by imposing the normalization |ũ r | 2 + |ṽ r | 2 = 2 and the positive frequency condition We can now use these results to compute the mode functions of the field ψ. Recalling that
and decomposing
we have
Next, decomposing U r (k, τ ) and V r (k, τ ) as we did forŨ r (k, τ ) andṼ r (k, τ ) above, we obtain the relationship
which gives the expression of u r and v r in terms of s r and d r presented in eq. (2.9) in the main text. It is straightforward to see that the normalization condition |ũ r | 2 + |ṽ r | 2 = 2 implies that also |u r | 2 + |v r | 2 = 2. Moreover, one can see that the positive frequency condition (A.10) implies
15) where we have used φ = (φ 0 /f ) log(x in /x), and this shows that the subdominant log(x) term has disappeared from the exponent.
We can now use these results to diagonalize the Hamiltonian for the fermions. We define .16) so that the fermionic part the Hamiltonian reads
Using the decomposition (2.7), performing long algebraic manipulations, and using properties such as
we eventually obtain
We next diagonalize the Hamiltonian. We find that the matrix in eq. (A.19) above has eigenvalues ±ω, with .20) so that the diagonalization will be realized by finding two numbers α r and β r for which
This transformation can be interpreted as a definition of the operators that create and annihilate the quanta that diagonalize the Hamiltonian at the time t, see eq. (2.18). (The coefficients α and β are conventionally denoted as Bogolyubov coefficients.) The above equation is solved by
where λ r is arbitrary and real. We get the occupation number
where the first line corresponds to the expression (2.19) in the main text.
B Motivating the change of basis
In this appendix we further motivate our choice of using the ψ variables in the basis of (2.5) rather than the Y variables in the basis of (2.3) to compute the fermion production. We do so by computing and diagonalizing the fermion Hamiltonian in the Y basis. Starting from (2.3), we have the conjugate fields
and the free Hamiltonian
Next, we perform the decomposition (A.3), we insert it in this Hamiltonian, and we repeat the same steps that led to the expression (A.19) in the ψ basis, obtaining
We diagonalize it as we did for the Hamiltonian in the ψ basis 4) and findα
The free fermion Hamiltonian is obtained by disregarding the inflaton perturbations. We see that in this basis the free Hamiltonian for one helicity vanishes at a finite time in the massless fermion limit, whenω r = 0. This is not a singularity of the system, as the total Hamiltonian does not vanish at this instant, but only a sign that the expansion into free and interacting Hamiltonian is not under perturbative control in the Y basis for m → 0. Therefore, unphysical effects might be expected if one uses this basis to compute the fermion production for m → 0. Indeed, let us assume φ 0 > 0 (in the opposite case, the results for the two chiralities are interchanged). Inserting the solutions (A.8) into N r = |β r | 2 , and studying the small µ limit, we find that the occupation number for positive chirality fermions is of O(µ 2 ). On the other hand, the one for negative chirality fermions has a sudden transition when σ changes sign. At sufficiently early times, the physical momentum of a mode satisfies p >φ 0 /f and σ > 0. It is easy to verify that N −1 = O(µ 2 ) in this regime. As p drops belowφ 0 /f and σ changes sign, one finds N −1 = 1 − O(µ 2 ). This sudden transition, and the final saturation of the occupation number N −1 in the µ → 1 regime, are unphysical results, related to the breaking of the perturbative expansion based on the fact that the unperturbed Hamiltonian (B.3) vanishes when p =φ 0 /f for µ = 0. More in general, the computation in the Y basis goes out of perturbative control for small masses. For this reason, we compute the fermion production in the ψ basis.
C Backreaction calculations
In this appendix we present the derivation of eq. (3.3), along with the analytic evaluation of its integral. Beginning with eq. (3.2) we evaluate the fermionic expectation value using eq. (2.7), finding
in terms of the functionsũ andṽ which diagonalize the unrotated Hamiltonian (see eq. (A.8)). This can be found either by using eq. (A.14) or by writing ψ in terms of Y prior to evaluating the expectation value. We introduce the variable y = −pτ and substitute a = −1/Hτ to find
in agreement with eq. (3.3) . The remaining integral can be evaluated analytically; note that it will be used both for the backreaction and for the non-Gaussianity calculation in appendix G, whose results are discussed in section 5. The Mellin-Barnes representation of the Whittaker function is
where the contour of integration is deformed to separate the poles of Γ (1/2 + b + t) Γ (1/2 − b + t) from the poles of Γ (−a − t) when needed. The location of the poles and integral path for our s and d functions is shown in figure 6 . Applying this gives
using the fact that Γ(z) * = Γ(z * ). The dt and ds integrals are along the imaginary axis, except where deformations are required, as described in figure 6 . This in turn gives
where we have defined
and imposed cutoffs on the dy (momentum) integral. The dy integral is now explicitly convergent; therefore we can interchange the order of the integrals and perform the dy integral first. We find
after taking the lower cutoff m → 0. The contours are closed with (t), (s) → ∞, which encloses poles at 0 = 2−(t+s) along with those from the Gamma functions at t = n 1 −1/2−irb and s = n 2 + 1/2 + irb where n 1 and n 2 are positive integers. These last two sets of poles correspond to those denoted with red dots for the s and d functions in figure 6 (recalling that the d function is conjugated). The residue of the Gamma functions at its poles, which are all simple poles, is given by
Note that both contours are negatively oriented (i.e., clockwise). We first consider the dt integral, evaluating
Below the contributions of the various poles to this integral are presented. Although there are infinitely many poles, only a finite number contribute as Λ → ∞.
n 1 = 0 Pole: First we evaluate the pole corresponding to n 1 = 0 which is at t = −1/2−irb, which contributes
(This includes a negative sign from the orientation of the contour.) From above, we note that because ds integral has a poles at n 2 + 1/2 + irb, the lowest ds pole (n 2 = 0) will contribute a piece that diverges quadratically as Λ → ∞.
The next pole is at t = 1/2 − irb. In order to simplify the residue of this pole, it is helpful to observe that Γ(z + 1) = zΓ(z), allowing us to write
Therefore the contribution from this pole is
which has a linearly divergent piece as Λ → ∞ at the first pole of the ds integral.
The next pole is at t = 3/2 − irb, and it contributes
Since the s poles begin at 1/2 + irb, this contribution is at worst log divergent in Λ.
The n 1 = 3 pole scales as Λ −1/2+irb−s . The poles of ds integral are at n 2 + 1/2 + irb. Therefore, even for n 2 = 0, Λ would have a negative exponent, and therefore, this contribution goes to zero as Λ → ∞. Similar reasoning applies to all poles with n 1 ≥ 3, and therefore we may neglect them.
The final pole for the dt integral arises from the simple pole resulting from the dy integral. Note that at this pole, Λ has a zero power, so there is no effect from taking the regulator to infinity. The contribution from this pole is
Therefore, after evaluating the dt integral and dropping all terms which are negligible as Λ → ∞, we have
For the terms involving Λ, the ds integral can be performed in the same manner. Although there are an infinite number of poles, again only a finite number contribute as Λ → ∞. Taking care with the double poles, we find
when H n denotes the n-th harmonic number, and where we have performed the sum over r. The quadratic Λ 2 contribution was removed by performing this sum, as r=±1 rΛ 2 = 0. As noted in eq. (C.2) above, we are interested in the imaginary part of this quantity. Note that taking the imaginary part will eliminate the linear divergence; therefore, the backreaction is logarithmically divergent in the UV. The last line, which corresponds to the final dt pole above, is independent of Λ and is given by
(C.17)
Note that the infinite number of ds poles contribute, as there is no regulator to eliminate them as Λ → ∞. Nonetheless, this integral can be evaluated with a trick introduced in [45, 46] . We define the functions
Note that f 1 (s − 1) = f 1 (s), and the integrand is equal to f 1 (s)f 2 (s). We write the second function as f 2 (s) = g(s) − g(s − 1) + h(s), where
Figure 7. The contour in (C.21), along with the poles in the integrand. The two small black dots are the two poles of g(s). The poles of f 1 (s) result from the sine functions in the denominator and are represented with red circles (s = n − 1/2 + ibr) and blue crosses (s = n − 1/2 ± ia). This is for helicity r = −1; for r = +1, the black dots and red circles reflect over the real axis.
Therefore, using f 1 (s) = f 1 (s − 1), the integrand can be written as
where in the second line we have changed variables to s = s − 1. We further interchange the limits of integration in this term; then the first two terms can then be written as a single contour integral if one also includes integrations along a line from i∞ to i∞ − 1 and along a line from −i∞ − 1 to −i∞. This can be done because the integrand does indeed approach zero sufficiently fast as s → s 0 ± i∞. Therefore, the integral is equal to
where the contour C is shown in figure 7 , along with the poles of the integrand. The poles of g(s) are at s = 1/2 + ibr and 3/2 + ibr, which are not inside the loop. f 1 has poles where the sine functions in its denominator are zero, which occurs at s = n − 1/2 ± ia and s = n−1/2+ibr where n is any integer. Therefore, three poles are enclosed in our contour, at −1/2 ± ia and −1/2 + ibr. The residue theorem gives an exact result which, when expressed in terms of µ and ξ, is
and we have also summed the imaginary part over r. It remains to evaluate the last piece, i∞ −i∞ ds f 1 (s)h(s), with f 1 (s) and h(s) given above. We close this contour at (s) = −∞; note that the integrand goes to zero faster than 1/R as (s) → −∞. In figure 7 the red dots and blue crosses are the poles of f 1 , and therefore are poles of this integrand as well. This contour encloses all poles to the left of the imaginary axis. (h(s) has a pole at s = 5/2 + ib, which is not enclosed by our contour.) Fortunately, although there are infinitely many poles that contribute to the integral, their contributions can be easily summed by separating the poles into the three groups, as described below.
n − 1 2 + ibr Poles: First consider the poles n − 1/2 + ibr with n ≥ 0. The contribution of these poles is
The contribution of these poles is
csch(2πa)e π(a−br) a 2 − 3b 2 + 3ibr + 1 sinh(π(a + br)) −2ia + 2ibr − 2n + 6 ,
where again the sum is over n ≤ 0 because the contour is closed with Re(s) → −∞.
Therefore the remaining integal reduces to the sum
Although the sum may naively appear divergent, it in fact converges. This can be seen using the identity 27) to write
After taking the imaginary part and summing over r one finds that the two sums can be easily done, giving
Because this integral will appear again in the calculation of the bispectrum, we present the final result for the integral,
In the µ 1 ξ limit, this approaches 
D Quartic loop integral
This appendix describes the calculation of the contribution to the power spectrum from the quartic loop, on the left of figure 3 . The derivation of (4.6) from (4.5) is straightforward, using 2) which are used in appendices E and G as well. From (4.6) we evaluate the fermionic vacuum expectation value, either by substuting the mode expansion eq. (2.7) and using eq. (2.9), or by rotating ψ to Y before evaluting the expectation value. The result in either case is eq. (4.7).
As noted in the text, the dx 1 integral can be performed but has an infrared divergence. After this step, the power spectrum is given by
The remaining integral can be performed analytically following identical steps as those in appendix C for the backreaction, in which we evaluated r r dy y [d * r (y)s r (y)]. As before, we write the Whittaker functions in the integrand using the Mellin-Barnes representation (see eq. (C.4)) and identify the poles. Everything proceeds as above until the sum over r; in place of (C.16) one finds instead
with A r given as in eq. (C.17). The remaining integral, which does not depend on the cutoff Λ, proceeds as in appendix C with the same definitions for f 1 , g, and h. In place of eq. (C.22) we have
The ds f 1 (s)h(s) integral similarly proceeds along the lines of appendix C; again, it is convenient to take the real part and sum over r before performing the sum that results from the infinite number of poles. The final integral contributes
Combining all the pieces gives the full analytic result
which is quadratically divergent. If µ 1, this becomes
In the ξ 1 limit, the finite piece simplifies further to r y (s r (y)d * r (y)) ≈ −8µ ln(ξ)ξ 2 . Substituting this into eq. (D.3) gives
where we have noted that for x 1, ln(x) < 0. This is in agreement with eq. (4.10).
E Cubic loop integral
This appendix presents the calculations relevant to the evaluation of the right diagram in figure 3 , leading to eq. (4.14). In the in-in formalism, this diagram corresponds to
where m s = m I /a and m c = m R /a. Because the δφ creation and annihilation operators commute with the fermionic creation and annihilation operators, we can use (4.3) to find Figure 8 . The true region of integration at finite τ (left) and the region we use in our approximation (right); as discussed, the integrand is exponentially suppressed as x 1 → 0, justifying the approximation.
upper limit of the τ 2 integral is τ 1 , these must be rotated in the same direction in the complex plane, determined by τ 2 , which has the largest magnitude. (Note that −∞ < τ 2 < τ 1 < τ .). Therefore, we take τ i → τ i (1 − i ) in the first term, while performing the opposite rotation in the hermitian conjugate term. This gives
where we have introduced the variables x i = −k 1 τ i and y i = −p 1 τ i and normalized to the vacuum power spectrum. Note that u * (−iy i ) and v * (−iy i ) are defined by first conjugating u(y i ) and v(y i ), and subsequently substituting y i → −iy i . In terms of the s and d functions, this is
where s * and d * are defined in the same manner as u * and d * above. Next we introduce in place of x 1 and x 2 the polar coordinates ρ and α, where x 1 = ρ cos(α) and x 2 = ρ sin(α). In the τ → 0 limit, the integration region is 0 < ρ < ∞, π/4 < α < π/2. If τ is finite, then the region of integration is as shown on the left of figure 8. To achieve a partial decoupling of the integrals, we instead integrate over the region shown on the right of figure 8 ; below we show that the integrand is exponentially suppressed as x 1 → 0 (α → π/2), leading us to conclude that this does not affect our final result significantly.
for x + i ; however, due to the direction of the Wick rotation, the Whittaker functions on the second line of eq. (E.12) should be evaluated just below the real axis, at x − i . An approximation for these functions can be found using eq. (E.13) and the following recursion relation
This leads to the approximations (valid along the negative axis) 
This is in agreement with eq. (4.13); note that, in order to emphasize that these approximations are used along the negative axis, we have taken y → −y in eq. (4.13). As noted below eq. (4.13), the positive frequency modes (the A part) corresponds to the vacuum part, while the negative frequency modes (the B part) correspond to the change resulting from the production of fermions. Note that A 1r B 1r − µ 2 A 2r B 2r = 0. Using these approximations gives
Note that as x 1 → 0, which corresponds to α → π/2 and β → ∞, the integrand is exponentially suppressed, as claimed above. There is a divergence at β = 1, or x 1 = x 2 ; this is expected because along this line the Wick rotation does not suppress the exponential e −2ip 1 (τ 1 −τ 2 ) and consequently the y 1 → ∞ divergence remains. We handle this divergence by setting the lower limit of the β integral to 1 + and consider the → 0 limit, finding
All of the terms that are divergent as → 0 appear in the vacuum (A r ) contribution, which should be removed by renormalization. Furthermore, the r = +1 piece is exponentially suppressed by a factor of e −8πξ , which accords with our earlier results that at large ξ, only the r = −1 modes are produced appreciably. Dropping that piece, in the µ → 0 this goes as
which at large ξ has the scaling of eq. (4.14). For completeness, we note that the finite part of the vacuum contribution (the A piece) is
as ξ → ∞. This is not as strongly suppressed as µ → 0; however, as a vacuum contribution, it must be removed by renormalization.
F Remarks on renormalization
In this appendix we motivate and describe our approach in dealing with the infinities that appear at almost every stage in our calculations. The use of Bogolyubov coefficients in the calculation of the occupation number provides a physically intuitive way of renormalizing such a quantity. By defining the number operators asâ † r (k)â r (k) andb † r (k)b r (k) in eq. (2.19), we impose normal-ordering with respect to the time-dependent ladder operatorsâ r (k) andb r (k); we remind the reader that these diagonalize the Hamiltonian at any given time and therefore annihilate the physical particle states. A direct calculation shows that such a time-dependent normal ordering is equivalent to adiabatic subtraction at the appropriate adiabatic order. In the case of the occupation number, this operation is sufficient to provide a result that is finite in the ultraviolet.
It is thus natural to use a similar approach when computing other quantities that would be otherwise divergent. In this appendix we will study in detail the case of the quartic diagram discussed in subsection 4.1, which is explicitly calculable in terms of analytic functions. The relevant integral is the one appearing in eq. which turns out, indeed, to be equivalent to the result one would get by using zero-th order adiabatic regularization, as we will show below. The term subtracted in eq (F.2) does succeed in eliminating the quadratic divergence in eq. (F.1), but this turns out not to be enough, as it leaves us with a logarithmic divergence. One then expects that, by going to higher order adiabatic regularization, the logarithmic divergence will also be eliminated. Adiabatic regularization to arbitrary order for massive fermions in de Sitter space has been studied in detail in [47] . We extend their formalism to include the psudoscalar interaction. By rewriting the latter in terms of the parameter ξ times H, we can continue organizing the adiabatic expansion as an expansion in the single parameter H. It is convenient to work with the mode functionsũ andṽ introduced in eq. (A.8). In physical time, these satisfy the equations iu r = mũ r + k a + 2Hrξ ṽ r , iv r = −mṽ r + k a + 2Hrξ ũ r , (F where we recognize the first term as zero-th order adiabatic expansion of the integrand that we found in eq. (F.2). One can then show that subtraction of eq. (F.6) from eq. (F.1) does yield, as desired, a result that is finite in the ultraviolet. Subtraction at second adiabatic order, however, generates a different, undesired feature. A direct computation shows that for y = O(1), the regularizing term (F.6) is of order ξ 2 1, whereas the original integrand in eq. (F.1) is of the order of unity. This implies that the regularizing term gives a large contribution to our integral in a regime where we would expect it to be irrelevant, since we would desire the adiabatic part to play a relevant role only in taming the ultraviolet divergences. Moreover, the presence of this term depends on the order of the adiabatic regularization. This behavior was noted in the past, see e.g. [43] , and casts some doubts on the use of adiabatic regularization when dealing with modes that are not in the ultraviolet.
The discussion above emphasizes the difficulties that emerge when we try to extract a finite result from the quadratically divergent integral (F.1). However, if we go ahead and ignore the presence of the unphysical behavior at y = O(1) of the regularizing function, we obtain that numerical integration yields We now crucially note that the spurious contribution from the adiabatic expansion (F.6) at y ≈ 1 can be evaluated to be ≈ 4 µ ξ 2 . Such a contribution is subdominant with respect to the full result (F.7) in the limit ξ 1 we are interested in, which allows us to neglect the issues about the behavior of eq. (F.6) at y ≈ 1 raised above.
We finally note that the brute force subtraction of the divergent part of the integral (D. where the last line is expressed in terms of theũ andṽ functions introduced in appendix A; this result can equilvalently be derived by expressing ψ in terms of Y prior to evaluating the expectation values. We introduce the new variables x = −k 1 τ 1 , y = −p 4 τ 1 , and ζ 2 = k 2 /k 1 with ζ 3 = k 3 /k 1 to find and a prime again denotes that the overall delta function has been dropped. We have introduced the s and d functions which are known in terms of Whittaker functions. The dx and dy integrals have again separated, as in the calculation in appendix C. The dx integral again has a logarithmic divergence as x * → 0, or τ → 0, and in the equilateral configuration we obtain δφ k 1 (τ )δφ k 2 (τ )δφ k 3 (τ ) = − 3H 5 m 2f 3 k 6 log(x * ) · 4π (2π) 9/2 r dy y r · 2 (sd * ) r,y
. (G.10)
The remaining integral was evaluated in appendix C; the full analytic result is given in eq. (C.30). Taking the small µ limit (but not necessarily the large ξ limit) gives f eq N L = 5H 2 µ 2 ξ 3π 2 f 2 log(x * ) −8iξ 2 + 6ξ + i H −4iξ + 8iξ 2 + 6ξ − i H 4iξ −4ξ(3 log(2Λ) + 3γ E − 2)) . 
