Adjacency between two vertices in graphs or hypergraphs is a pairwise relationship. It is redefined in this article as 2-adjacency. In general hypergraphs, hyperedges hold for n-adic relationship. To keep the n-adic relationship the concepts of k-adjacency and e-adjacency are defined. In graphs 2-adjacency and e-adjacency concepts match, just as k-adjacency and e-adjacency do for k-uniform hypergraphs. For general hypergraphs these concepts are different. This paper also contributes in a uniformization process of a general hypergraph to allow the definition of an e-adjacency tensor, viewed as a hypermatrix, reflecting the general hypergraph structure. This symmetric e-adjacency hypermatrix allows to capture not only the degree of the vertices and the cardinality of the hyperedges but also makes a full separation of the different layers of a hypergraph.
Introduction
Hypergraphs were introduced in 1973 Berge and Minieka [1973] . Hypergraphs have applications in many domains such as VLSI design, biology or collaboration networks. Edges of a graph allow to connect only two vertices where hyperedges of hypergraphs allow multiple vertices to be connected. Recent improvements in tensor spectral theory have made the research on the spectra of hypergraphs more relevant. For studying such spectra a proper definition of general hypergraph Laplacian tensor is needed and therefore the concept of adjacency has to be clearly defined and consequently an (-as it will be defined later-e-)adjacency tensor must be properly defined.
In Pu [2013] a clear distinction is made between the pairwise relationship which is a binary relation and the co-occurrence relationship which is presented as the extension of the pairwise relationship to a p-adic relationship. The notion of co-occurrence is often used in linguistic data as the simultaneous appearance of linguistic units in a reference. The co-occurence concept can be easily extended to vertices contained in a hyperedge: we designate it in hypergraphs by the term e-adjacency.
Nonetheless it is more than an extension. Graph edges allow to connect vertices by pair: graph adjacency concept is clearly a pairwise relationship. At the same time in an edge only two vertices are linked. Also given an edge only two vertices can be e-adjacent. Thus adjacency and e-adjacency are equivalent in graphs.
Extending to hypergraphs the adjacency notion two vertices are said adjacent if it exists a hyperedge that connect them. Hence the adjacency notion still captures a binary relationship and can be modeled by an adjacency matrix. But e-adjacency is no more a pairwise relationship as a hyperedge being given more than two vertices can occur since a hyperedge contains p 1 vertices. Therefore it is a p-adic relationship that has to be captured and to be modeled by tensor. Consequently adjacency matrix of a hypergraph and e-adjacency tensor are two separated notions. Nonetheless the e-adjacency tensor if often abusively named the adjacency tensor in the literature.
This article contributions are: 1. the definition of proper adjacency concept in general hypergraphs; 2. a process to achieve the transformation of a general hypergraph into a uniform hypergraph called uniformization process; 3. the definition of a new (e-)adjacency tensor which not solely preserves all the structural information of the hypergraph but also captures separately the information on the hyperedges held in the hypergraph.
After sketching the background and the related works on the adjacency and e-adjacency concepts for hypergraphs in Section 2, one proposal is made to build a new e-adjacency tensor which is built as unnormalized in Section 3. Section 4 tackles the particular case of graphs seen as 2-uniform hypergraphs and the link with DNF. Future works and Conclusion are addressed in Section 6. A full example is given in Appendix A.
Notation
Exponents are indicated into parenthesis -for instance y (n) -when they refer to the order of the corresponding tensor. Indices are written into parenthesis when they refer of a sequence of objects -for instance a (k)ij is the elements at row i and column j of the matrix A (k) -. The context should made it clear.
For the convenience of readability, it is written z 0 for z 1 , ..., z n . Hence given a polynomial P , P (z 0 ) has to be understood as P z 1 , ..., z n .
Given additional variables y 1 , ..., y k , it is written z k for z 1 , ..., z n , y 1 , ..., y k . S k is the set of permutations on the set {i : i ∈ N ∧ 1 i k}.
2 Background and related works
Several definitions of hypergraphs exist and are reminded in Ouvrard and Marchand-Maillet [2018] . Hypergraphs allow the preservation of the p-adic relationship in between vertices becoming the natural modeling of collaboration networks, co-author networks, chemical reactions, genome and all situations where the 2-adic relationship allowed by graphs is not sufficient and where the keeping of the grouping information is important. Among the existing definitions the one of Bretto [2013] is reminded:
Definition 1. An (undirected) hypergraph H = (V, E) on a finite set of n vertices (or vertices) V = {v 1 , v 2 , ... , v n } is defined as a family of p hyperedges E = {e 1 , e 2 , ..., e p } where each hyperedge is a non-empty subset of V . Let H = (V, E) be a hypergraph and w a relation such that each hyperedge e ∈ E is mapped to a real number w(e). The hypergraph H w = (V, E, w) is said to be a weighted hypergraph.
The 2-section of a hypergraph H = (V, E) is the graph [H] 2 = (V, E ′ ) such that:
Let k ∈ N * . a hypergraph is said to be k−uniform if all its hyperedges have the same cardinality k.
A directed hypergraph H = (V, E) on a finite set of n vertices (or vertices) V = {v 1 , v 2 , ... , v n } is defined as a family of p hyperedges E = {e 1 , e 2 , ..., e p } where each hyperedge contains exactly two non-empty subset of V , one which is called the source -written e s i -and the other one which is the target -written e t i -.
In this article only undirected hypergraphs will be considered. In a hypergraph a hyperedge links one or more vertices together. The role of the hyperedges in hypergraphs is playing the role of edges in graphs.
Definition 5. Let H = (V, E) be a hypergraph. Let k 1 be an integer, j ∈ 1; k , i j ∈ 1; n . For j ∈ 1; k , let u ij ∈ V be k vertices.
Then u i1 ,...,u i k are said k-adjacent if it exists e ∈ E such that for all j ∈ 1; k , u ij ∈ e.
With k = 2, the usual notion of adjacency is retrieved. If k vertices are k-adjacent then each subset of this k vertices of size l k is l-adjacent.
The vertices constituting e are said e-adjacent vertices.
If H is k-uniform then the k-adjacency is equivalent to the e-adjacency of vertices in an edge.
For a general hypergraph, vertices that are k-adjacent with k < max e∈E |e| have to co-occur -potentially with other vertices -in one edge. In this case the notions of k-adjacency and of e-adjacency are actually distinct.
Adjacency matrix
The adjacency matrix of a hypergraph is related with the 2-adjacency. Several approaches have been made to define an adjacency matrix for hypergraphs. In Bretto [2013] the adjacency matrix is defined as:
Definition 7. The adjacency matrix is the square matrix which rows and columns are indexed by the vertices of H and where for all u, v ∈ V , u = v: a uv = |{e ∈ E : u, v ∈ e}| and a uu = 0.
The adjacency matrix is defined in Zhou et al. [2007] as follow:
Definition 8. Let H w = (V, E, w) be a weighted hypergraph. The adjacency matrix of H w is the matrix A of size n × n defined as
where W is the diagonal matrix of size p × p containing the weights of the hyperedges of H w and D v is the diagonal matrix of size n × n containing the degrees of the vertices of
This last definition is equivalent to the one of Bretto for unweighted hypergraphs -ie weighted hypergraphs where the weight of all hyperedges is 1.
The problem of the matrix approach is that the multi-adic relationship is no longer kept as an adjacency matrix can link only pair of vertices. Somehow it doesn't preserve the structure of the hypergraph: the hypergraph is extended in the 2-section of the hypergraph and the information is captured by this way.
Following a lemma cited in Dewar et al. [2016] , it can be formulated: The reciprocal doesn't hold as it would imply an isomorphism between H and its 2-section [H] 2 .
Moving to the approach by e-adjacency will allow to keep the information on the structure that is held in the hypergraph.
e-adjacency tensor
In Michoel and Nachtergaele [2012] an unnormalized version of the k−adjacency tensor of a k-uniform hypergraph is given. This definition is also adopted in Ghoshdastidar and Dukkipati [2017] .
Definition 9. The unnormalized ([Author's note]: k-)adjacency tensor of a kuniform hypergraph H = (V, E) on a finite set of vertices V = {v 1 , v 2 , ... , v n } and a family of hyperedges E = {e 1 , e 2 , ..., e p } of equal cardinality k is the tensor A raw = (a raw i1...i k ) 1 i1,...,i k n such that:
In Cooper and Dutle [2012] a slightly different version exists for the definition of the adjacency tensor, called the degree normalized k-adjacency tensor Definition 10. The ([Author's note]: degree normalized k-)adjacency tensor of a k-uniform hypergraph H = (V, E) on a finite set of vertices V = {v 1 , v 2 , ... , v n } and a family of hyperedges E = {e 1 , e 2 , ..., e p } of equal cardinality k is the tensor A = (a i1...i k ) 1 i1,...,i k n such that:
This definition by introducing the coefficient 1 (k − 1)! allows to retrieve the degree of a vertex i summing the elements of index i on the first mode of the tensor. Also it will be called the degree normalized adjacency tensor.
It holds by considering the degree normalized k−adjacency tensor A = (a i1...i k ) 1 i1,...,i k n :
Proof. On the first mode of the degree normalized adjacency tensor, for a given vertex v i that occurs in a hyperedge e = {v i , v i2 , ..., v i k } the elements
Therefore doing it for all hyperedges where v i is an element allows to retrieve the degree of v i . This definition could be interpreted as the definition of the e-adjacency tensor for a uniform hypergraph since the notion of k-adjacency and e-adjacency are equivalent in a k-uniform hypergraph.
In Hu [2013] a full study of the spectra of an uniform hypergraph using the Laplacian tensor is given. The definition of the Laplacian tensor is linked to the existence and definition of the normalized ([Author's note]: k-)adjacency tensor.
Definition 11. The ([Author's note]: eigenvalues) normalized ([Author's note]: k-)adjacency tensor of a k-uniform hypergraph H = (V, E) on a finite set of vertices V = {v 1 , v 2 , ... , v n } and a family of hyperedges E = {e 1 , e 2 , ..., e p } of equal cardinality k is the tensor A = (a i1...i k ) 1 i1,...,i k n such that:
The aim of the normalization is motivated by the bounding of the different eigenvalues of the tensor.
The normalized Laplacian tensor L is given in the following definition.
Definition 12. The normalized Laplacian tensor of a k-uniform hypergraph H = (V, E) on a finite set of vertices V = {v 1 , v 2 , ... , v n } and a family of hyperedges E = {e 1 , e 2 , ..., e p } of equal cardinality k is the tensor L = I − A where I is the k-th order n-dimensional diagonal tensor with the j-th diagonal element i j...j = 1 if d j > 0 and 0 otherwise.
In Banerjee et al. [2017] the definition is extended to general hypergraph.
Definition 13. Let H = (V, E) on a finite set of vertices V = {v 1 , v 2 , ... , v n } and a family of hyperedges E = {e 1 , e 2 , ..., e p }. Let k max = max {|e i | : e i ∈ E} be the maximum cardinality of the family of hyperedges. The adjacency hypermatrix of H written A H = a i1...i kmax 1 i1,...,i kmax n is such that for a hyperedge: e = {v l1 , ..., v ls } of cardinality s k max .
with p 1 , ..., p kmax chosen in all possible way from {l 1 , ..., l s } with at least once from each element of {l 1 , ..., l s }.
The other position of the hypermatrix are zero.
The first problem in this case is that the notion of k-adjacency as it has been mentioned earlier is not the most appropriated for a general hypergraph where the notion of e-adjacency is much stronger. The approach in Shao [2013] and Pearson and Zhang [2014] consists in the retrieval of the classical adjacency matrix for the case where the hypergraph is 2-uniform -ie is a graph -by keeping their degree invariant: therefore the degree of each vertex can be retrieved on the first mode of the tensor by sum.
In Hu [2013] the focus is made on the spectra of the tensors obtained: the normalization is done to keep eigenvalues of the tensor bounded. Extending this approach for general hypergraph, Banerjee et al. [2017] spreads the information of lower cardinality hyperedges inside the tensor. This approach focuses on the spectra of the hypermatrix built. The e-adjacency cubical hypermatrix of order k max is kept at a dimension of the number of vertices n at the price of splitting elements. Practically it could be hard to use as the number of elements to be described for just one hyperedge can explode. Indeed for each hyperedge the partition of k max in s parts has to be computed.
The number of partitions p s (m) of an integer m in s part is given by the formula:
This formula is obtained by considering the disjunctive case for splitting m in s part:
• either the last part is equal to 1, and then m − 1 has to be divided in s − 1;
• or (exclusive) the s parts are equals to at least 2, and then m − s has to be divided in s.
First values of the number of partitions are given in Table 1 . This number of partition gives the number of elements to be specified for a single hyperedge in the Banerjee's hypermatrix, as they can't be obtained directly by permutation. This number varies depending on the cardinality of the hyperedge to be represented. This variation is not a monotonic function of the size s.
The value of α to be used for a given hyperedge of size s for a maximal cardinality k max of the Banerjee's adjacency tensor is given in Table 2 . This value also reflects the number of elements to be filled in the hypermatrix for a single hyperedge. In this article, the proposed method to elaborate an e-adjacency tensor focuses on the interpretability of the construction: a uniformization process is proposed in which a general hypergraph is transformed in a uniform hypergraph by adding to it elements. The strong link made with homogeneous polynomials reinforce the choice made and allow to retrieve proper matrix of a uniform hypergraph at the end of the process. The additional vertices help to capture not solely the e-adjacency but also give the ability to hold the k-adjacency whatever the level it occurs.
The approach is based on the homogeneisation of sums of polynomials of different degrees and by considering a family of uniform hypergraphs. It is also motivated by the fact that the information on the cardinality of the hyperedges has to be kept in some ways and that the elements should not be mixed with the different layers of the hypergraph.
Towards an e-adjacency tensor of a general hypergraph
To build an e-adjacency tensor for a general hypergraph we need a way to store elements which represent the hyperedges. As these hyperedges have different cardinalities, the representation of the e-adjacency of vertices in a unique tensor can be achieved only by filling the hyperedges with additional elements. The problem of finding an e-adjacency tensor of a general hypergraph is then transformed in a uniformization problem. This uniformisation process should be at least interpretable in term of uniform hypergraphs. It should capture the structural information of the hypergraph, which includes information on number of hyperedges, degrees of vertices and additional information on the profile of the hypergraph.
We propose a framework based on homogeneous polynomials that are iteratively summed by weighting with technical coefficients and homogeneized. This uniformisation process allows the construction of a weighted uniform hypergraph. The technical coefficients are adjusted to allow the handshake lemma to hold in the built uniform hypergraph.
Family of tensors attached to a hypergraph
Let H = (V, E) be a hypergraph. A hypergraph can be decomposed in a family of uniform hypergraphs. To achieve it, let R be the equivalency relation: eRe ′ ⇔ |e| = |e ′ |. E/R is the set of classes of hyperedges of same cardinality. The elements of E/R are the sets: E k = {e ∈ E : |e| = k}.
Let k max = max e∈E |e|, called the range of the hypergraph H
Let consider the hypergraphs:
formed a partition of E which is unique by the way it has been defined.
Before going forward the sum of two hypergraphs has to be defined:
The sum of these two hypergraphs is the hypergraph written H 1 + H 2 defined as:
This sum is said direct if E 1 ∩ E 2 = ∅. In this case the sum is written H 1 ⊕ H 2 .
Hence: The hypergraph H is said to be decomposed in a family of hypergraphs
An illustration of the decomposition of a hypergraph in a family of uniform hypergraphs is shown in Figure 1 . This family of uniform hypergraphs decomposes the original hypergraph in layers. A layer holds a k-uniform hypergraph (1 k k max ): therefore the layer is said to be of level k.
Therefore, at each k-uniform hypergraph H k can be mapped a (k-adjacency) e-adjacency tensor A k of order k which is hypercubic and symmetric of dimension |V | = n. This tensor can be unnormalized or normalized.
Choosing one type of tensor -normalized or unnormalized for the whole family of H k -the hypergraph H is then fully described by the family of e-adjacency tensors A H = (A k ). In the case where all the A k are chosen normalized this family is said pre-normalized. The final choice will be made further in Sub-Section 3.7 and explained to fullfill the expectations listed in the next Sub-Section.
Expectations for an e-adjacency tensor for a general hypergraph
The definition of the family of tensors attached to a general hypergraph has the advantage to open the way to the spectral theory for uniform hypergraphs which is quite advanced. Nonetheless many problems remain in keeping a family of tensors of different orders: studying the spectra of the whole hypergraph could be hard to achieve by this means. Also it is necessary to get an e-adjacency tensor which covers the whole hypergraph and which retains the information on the whole structure.
The idea behind is to "fill" the hyperedges with sufficient elements such that the general hypergraph is transformed in an uniform hypergraph through a uniformisation process. A similar approach has been taken in Banerjee et al. [2017] where the filling elements are the vertices belonging to the hyperedge itself. In the next subsections the justification of the approach taken will be made via homogeneous polynomials. Before getting to the construction, expected properties of such a tensor have to be listed.
Expectation 1. The tensor should be symmetric and its generation should be simple.
This expectation emphasizes the fact that in between two built e-adjacency tensor, the one that can be easily generated has to be chosen: it includes the fact that the tensor has to be described in a simple way.
Expectation 2. The tensor should be invariant to vertices permutation either globally or at least locally.
This expectation is motivated by the fact that in a hyperedge the vertices have no order. The fact that this expectation can be local remains in the fact that added special vertices will not have the same status that the one from the original hypergraph. Also the invariance by permutation is expected on the vertices of the original hypergraph.
Expectation 3. The e-adjacency tensor should allow the retrieval of the hypergraph it is originated from.
This expectation seems important to rebuild properly the original hypergraph from the e-adjacency tensor: all the necessary information to retrieve the original hyperedges has to be encoded in the tensor.
Expectation 4. Giving the choice of two representations the sparsest e-adjacency tensor should be chosen.
Sparsity allows to compress the information and so to gain in place and complexity in calculus. Also sparsity is a desirable property for some statistical reasons as shown in Nikolova [2000] or expected in Bruckstein et al. [2009] for signal processing and image encoding.
Expectation 5. The e-adjacency tensor should allow the retrieval of the vertex degrees.
In the adjacency matrix of a graph the information on the degrees of the vertices is encoded directly. It is still the case, as it has been seen, with the k-adjacency degree normalised tensor that has been defined by Shao [2013] and Pearson and Zhang [2014] .
Tensors family and homogeneous polynomials family
To construct an homogeneous polynomial representing a general hypergraph, the family of e-adjacency tensors obtained in the previous Subsection is mapped to a family of homogeneous polynomials. This mapping is used in Comon et al. [2015] where the author links symmetric tensors and homogeneous polynomials of degree s to show that the problem of the CP decomposition of different symmetric tensors of different orders and the decoupled representation of multivariate polynomial maps are related.
Homogeneous polynomials family of a hypergraph
Let K be a field. Here K = R.
Let A k ∈ L 0 k (K n ) be a cubical tensor of order k and dimension n with values in K.
More generaly as given in Comon et al. [2008] the outerproduct of k vectors u (1) ∈ K n1 , ..., u (k) ∈ K n k is defined as:
Let e 1 , ..., e n be the canonical basis of K n . (e i1 ⊗ ... ⊗ e ik ) 1 i1,...,i k n is a basis of L 0 k (K n ). Then A k can be written as:
The notation A k will be used for the corresponding hypermatrix of coefficients a (k) i1...i k where 1 i 1 , ..., i k n.
Let z ∈ K n , with z = z i e i using the Einstein convention. In Lim [2013] a multilinear matrix multiplication is defined as follow:
Definition 16. Let A ∈ K n1×...×n d and X j = x (j)kl ∈ K mj×nj for 1 j d. A ′ = (X 1 , ..., X d ) .A is the multilinear matrix multiplication and defined as the matrix of K m1×...×m d of coefficients:
Afterwards only vectors z ∈ K n are needed and A k is cubical of order k and dimension n. Writing (z, ..., z) ∈ (K n ) k , (z) [k] Therefore (z) [k] .A k contains only one element written P k z 1 , ..., z n = P k (z 0 ):
Therefore considering a hypergraph H with its family of unnormalized tensor A H = (A k ), it can be also attached a family P H = (P k ) of homogenous polynomials with deg (P k ) = k.
The formulation of P k can be reduced taking into account that A k is symmetric for a uniform hypergraph:
Writing:
the reduced form of P k , it holds:
Writing for 1 i 1 ... i k n:
and:
Reversibility of the process
Reciprocally, given a homogeneous polynomial of degree k a unique hypercubic tensor of order k can be built: its dimension is the number of different variables in the homogeneous polynomial. If the homogeneous polynomial of degree k is supposed reduced and ordered then only one hypercubic and symmetric hypermatrix can be built. It reflects uniquely a k-uniform hypergraph adding the constraint that each monomial is composed of the product of k different variables.
Proposition 2. Let P (z 0 ) = 1 i1,...,i k n a i1...i k z i1 ...z i k be a homogeneous polynomial of degree k where:
• for j = k : z j = z k
• for all 1 j n: deg z j = 1
• and such that for all σ ∈ S k : a σ(i1)...σ(i k ) = a i1...i k .
Then P is the homogeneous polynomial attached to a unique k-uniform hypergraph H = (V, E, w) -up to the indexing of vertices.
Proof. Considering the vertices (v i ) 1 i n labellized by the elements of 1, n . If a i1...i k = 0 then for all σ ∈ S k : a σ(i1)...σ(i k ) a unique hyperedge e j is attached corresponding to the vertices v i1 , ..., v i k and which has weight w(e j ) = ka i1...i k .
Uniformisation and homogeneisation processes
A single tensor is always easier to be used than a family of tensors; the same apply for homogeneous polynomials. Building a single tensor from different order tensors requires to fill in the "gaps"; summing homogeneous polynomials of varying degrees always give a new polynomial: but, most frequently this polynomial is no more homogeneous. Homogeneisation techniques for polynomials are well known and require additional variables.
Different homogeneisation process can be envisaged to get a homogeneous polynomial that represents a single cubic and symmetric tensor by making different choices on the variables added in the homogeneisation phase of the polynomial. As a link has been made between the variables and the vertices of the hypergraph, we want that this link continue to occur during the homogeneisation of the polynomial as each term of the reduced polynomial corresponds to a unique hyperedge in the original hypergraph; the homogenisation process is interpretable in term of hypergraph uniformisation process of the original hypergraph: hypergraph uniformisation process and polynomial homogeneisation process are the two sides of the same coin.
So far, we have separated the original hypergraph H in layers of increasing k-uniform hypergraphs H k such that
Each k-uniform hypergraph can be represented by a symmetric and cubic tensor. This symmetric and cubic tensor is mapped to a homogeneous polynomial. The reduced homogeneous polynomial is interpretable, if we omit the coefficients of each term, as a disjunctive normal form. Each term of the homogeneous polynomial is a cunjunctive form which corresponds to simultaneous presence of vertices in a hyperedge: adding all the layers allows to retrieve the original hypergraph; adding the different homogeneous polynomials allows to retrieve the disjunctive normal form associated with the original hypergraph.
In the hypergraph uniformisation process, iterative steps are done starting with the lower layers to the upper layers of the hypergraph. In parallel, the polynomial homogeneisation process is the algebraic justification of the hypergraph uniformisation process. It allows to retrieve a polynomial attached to the uniform hypergraph built at each step and hence a tensor.
Hypergraph uniformisation process
We can describe algorithmically the hypergraph uniformisation process: it transforms the original hypergraph in a uniform hypergraph.
Initialisation
The initialisation requires that each layer hypergraph is associated to a weighted hypergraph.
To each uniform hypergraph H k , we associate a weighted hypergraph
The coefficients c k are technical coefficients that will be chosen when considering the homogeneisation process and the fullfillment of the expectations of the e-adjacency tensor. The coefficients c k can be seen as dilatation coefficients only dependent of the layers of the original hypergraph.
We initialise: k := 1 and K w := H w1,1 and generate k max − 1 distinct vertices y j , j ∈ 1, k max − 1 that are not in V .
Iterative steps
Each step in the hypergraph uniformisation process includes three phases: an inflation phase, a merging phase and a concluding phase.
Inflation phase: The inflation phase consists in increasing the cardinality of each hyperedge obtained from the hypergraph built at the former step to reach the cardinality of the hyperedges of the second hypergraph used in the merge phase.
Definition 17. The y-vertex-augmented hypergraph of a weighted hypergraph H w = (V, E, w) is the hypergraph H w = V , E, w obtained by the following rules
Proposition 3. The vertex-augmented hypergraph of a k-uniform hypergraph is a k + 1-uniform hypergraph.
The inflation phase at step k generates from K w the y k -vertex augmented hypergraph K w .
As K w is k-uniform at step k, K w is k + 1-uniform
Merging phase: The merging phase generates the sum of two weighted hypergraphs called the merged hypergraph.
Definition 18. The merged hypergraph H w = V , E, w of two weighted hypergraphs H a = (V a , E a , w a ) and
is the weighted hypergraph defined as follow:
The merging phase at step k generates from K w and H d,k+1 the merged hypergraph K w . As it is generated from two k + 1-uniform hypergraph it is also a k + 1-uniform hypergraph.
Step ending phase: If k equals k max −1 the iterative part ends up and return K w .
Otherwise a next step is need with K w := K w and k := k + 1.
Termination:
We obtain by this algorithm a weighted k max -uniform hypergraph associated to H which is the returned hypergraph from the iterative part: we write it
Proposition 4. Let H = (V, E) be a hypergraph of order k max Let consider V s = {y j : j ∈ 1, k max − 1 } such that V ∩ V s = ∅ and let H w = V , E, w be the V s -layered unifom of H. Then:
Proof. The way the V s -layered uniform of H is generated justifies the results. Reciprocally, if vertices are e-adjacent in H w , the ones that are not in V s are e-adjacent in H.
As a consequence, H w captures the e-adjacency of H.
Polynomial homogeneisation process
In the polynomial homogeneisation process, we build a new family R H = (R k ) of homogeneous polynomials of degree k iteratively from the family of homogeneous polynomials P H = (P k ) by following the subsequent steps that respect the phases of construction in Figure 2 . Each of these steps can be linked to the steps of the homogeneisation process.
Initialisation
Each polynomial P k , k ∈ 1, k max attached to the corresponding layer k-uniform hypergraph H k is multiplied by a coefficient c k equals to the dilatation coefficients of the hypergraph uniformisation process. c k P k represents the reduced homogeneous polynomial attached to H w k ,k .
We initialise:
We generate k max − 1 distinct 2 by 2 variables y j , j ∈ 1, k max − 1 that are also distinct 2 by 2 from the z i , i ∈ 1, n .
Iterative steps
At each step, we sum the current R k (z k−1 ) with the next layer coefficiented polynomial c k+1 P k+1 in a way to obtain a homogeneous polynomial R k+1 (z k ).
To help the understanding we describe the first step, then generalise to any step.
Case k = 1: To build R 2 an homogeneization of the sum of R 1 and c 2 P 2 is needed. It holds:
To achieve the homogeneization of R 1 (z o ) + c 2 P 2 (z o ) a new variable y 1 is introduced.
It follows for y 1 = 0:
By continuous prolongation of R 2 , it is set:
In this step, the degree 1 coefficiented polynomial R 1 (z 0 ) = c 1 P 1 (z 0 ) attached to H w1,1 is transformed in a degree 2 homogeneous polynomial y 1 R 1 (z 0 ) = c 1 y 1 P 1 (z 0 ): y 1 R 1 (z 0 ) corresponds to the homogeneous polynomial of the weighted y 1 -vertex-augmented 1-uniform hypergraph H w1,1 built during the inflation phase in the hypergraph uniformisation process. y 1 R 1 (z 0 ) is then summed with the homogeneous polynomial c 2 P 2 attached to H w2,2 to get an homogeneous polynomial of degree 2: R 2 (z 1 ). R 2 (z 1 ) is the homogeneous polynomial of the merged 2-uniform hypergraph H w1,1 of H w1,1 and H w2,2 .
General case: Supposing that R k (z k−1 ) is an homogeneous polynomial of degree k that can be written as:
with the convention that: k−1 l=j y l = 1 if j > k−1 and ω k−1 = z 1 , ..., z n , y 1 , ..., y k−1 R k+1 is built as an homogeneous polynomial from the sum of R k and c k+1 P k+1 by adding a variable y k and factorizing by its k + 1-th power.
Therefore, for y k−1 = 0:
And for y k = 0, it is set by continuous prolongation:
The fact that P k+1 (z 0 ) can be null doesn't prevent to do the step: the degree of R k will then be elevated of 1.
The interpretation of this step is similar to the one done for the case k = 1.
Step ending phase: If k equals k max − 1 the iterative part ends up, else k := k + 1 and the next iteration is started.
Conclusion
The algorithm build a family of homogeneous polynomial which is interpretable in term of uniformisation of a hypergraph.
Building an unnormalized symmetric tensor from this family of homogeneous polynomials
Based on R H It is now valuable to interpret the built polynomials. The notation w (k) = w 1 (k) , ..., w n+k−1
is used.
• The interpretation of R 1 is trivial as it holds the single element hyperedges of the hypergraph.
• R 2 is an homogeneous polynomial with n + 1 variables of order 2.
It can be rewritten:
( 2) where:
for 1 i n: w i (2) = z i w n+1
(2) = y 1 -for 1 i 1 i 2 n and σ ∈ S 2 :
for 1 i n and σ ∈ S 2 :
the other coefficients: r (2) i1i2 are null.
Also R 2 can be linked to a symmetric hypercubic tensor of order 2 and dimension n + 1.
• R k is an homogeneous polynomial with n + k − 1 variables of order k.
with the convention that:
where:
the other elements r (k) i1 ... i k are null.
Also R k can be linked to a symmetric hypercubic tensor of order k and dimension n + k − 1 written R k whose elements are r (k) i1 ... i k .
The hypermatrix R kmax is called the unnormalized tensor.
Interpretation and choice of the coefficients for the unnormalized tensor
There are different ways of setting the coefficients c 1 , ..., c kmax that are used. These coefficients can be seen as a way of normalizing the tensors of e-adjacency generated from the k-uniform hypergraphs.
A first way of choosing them is to set them all equal to 1. In this case no normalization occurs. The impact on the e-adjacency tensor of the original hypergraph is that e-adjacency in hyperedges of size k have a weight of k times bigger than the e-adjacency in hyperedges of size 1.
A second way of choosing these coefficients is to consider that in a k-uniform hypergraph, each hyperedge holds k vertices and then contributes to k to the total degree. Representing this k-uniform hypergraph by the k−adjacency degree normalized tensor A k = a (k) i1...i k 1 i1,...,i k n , it holds a revisited hand-shake lemma for k-uniform hypergraphs:
This formula can be extended to general hypergraphs:
For general hypergraphs, the tensor is of order k max .
The constructed tensor corresponds to the tensor of a k max -uniform hypergraph with n + k max − 1 vertices. It holds:
And therefore:
Also c k = k max k seems to be a good choice in this case. The final choice will be taken in the next paragraph to answer to the required specifications on degrees. It will also fix the matrix chosen for the uniform hypergraphs.
Unnormalized e-adjacency tensor's expectations fulfillment
Guarantee 1. The tensor should be symmetric and its generation should be simple.
Proof. By construction the e-adjacency tensor is symmetric. To generate it only one element has to be described for a given hyperedge the other elements obtained by permutation of the indices being the same. Also the built e-adjacency tensor is fully described by giving |E| elements.
Guarantee 2. The unnormalized e-adjacency tensor keeps the overall structure of the hypergraph.
Proof. It is inherent to the way the tensor has been built: the layer of level equal or under j can be seen in the mode 1 at the n + j-th component of the mode. To have only elements of level j one can project this mode so that it keeps only the first n dimensions.
In the expectations of the built co-tensors listed in the paragraph 3.2, the e-adjacency tensor should allow the retrieval of the degree of the vertices. It implies to fix the choice of the k-adjacency tensors used to model each layer of the hypergraph as well as the normalizing coefficient.
Let consider for 1 k k max , 2 l k max and 1 i n + k max − 1:
and its subset of ordered tuples OI k,l,i = (i 1 , ..., i l ) : (i 1 , ..., i l ) ∈ I k,l,i ∧ l 2 =⇒ ∀ (j 1 , j 2 ) ∈ 2, l 2 : j 1 < j 2 =⇒ i j1 < i j2 .
Then:
Hence, the expectation on the retrieval of degree imposes to set c j a (j) i1...ij = k max j! for the elements of A (j) that are not null, which is coherent with the usage of the coefficient c j = k max j and of the degree-normalized tensor for j-uniform hypergraph where not null elements are equals to: 1 (j − 1)! . This choice is then made for the rest of the article.
Remark 1. By choosing c j = k max j and the degree-normalized tensor for juniform hypergraph where not null elements are equals to: 1 (j − 1)! , it follows that: r i1...i kmax = 1 (k max − 1)! for all elements which is consistent with the fact that we have built a k max -uniform hypergraph by filling each hyperedge with additional vertices. This method is similar to make a plaster molding from a footprint in the sand: the filling elements help reveal the structure behind.
With this choice, writing 1 e∈E :
..,ij)∈OI kmax ,j,i 1 {vi 1 ,...,vi j }∈E .
It follows immediately:
Guarantee 3. The unnormalized e-adjacency tensor allows the retrieval of the degree of the vertices of the hypergraph.
Proof. Defining for 1 i n:
From the previous choice, it follows that:
as j!c j a (j) i1...ij k max = 1 only for hyperedges where v i is in it (and they are counted only once for each hyperedge).
Guarantee 4. The unnormalized e-adjacency tensor allows the retrieval of the cardinality of the hyperedges.
Proof. Defining d n+i = |{e : |e| i}| for 1 i k max .
(i1,...,i kmax )∈I kmax ,kmax ,n+i
due to the fact that r n+i i2...i kmax = 0 if and only if it exists at most i indices i 2 to i kmax that are between 1 and n which correspond to vertices in the general hypergraph and the other indices have value strictly above n which represent additional vertices.
It follows:
(i1,...,i kmax )∈I kmax ,kmax ,n+i r i1...i kmax = d n+i .
We set: d n+kmax = |E|. Also d n+j allows to retrieve the number of hyperedges of cardinality equal or less than j.
Therefore:
• for 2 j k max : |{e : |e| = j}| = d n+j − d n+j−1
• for j = 1: |{e : |e| = 1}| = d n+1
An other way of keeping directly the cardinality of the layer k max in the eadjacency tensor would be to store it in an additional variable y kmax .
Guarantee 5. The e-adjacency tensor is unique up to the labeling of the vertices for a given hypergraph. Reciprocally, given the e-adjacency tensor and the number of vertices, the associated hypergraph is unique.
Proof. Given a hypergraph, the process of decomposition in layers is bijective as well as the formalization by degree normalized k-adjacency tensor. Given the coefficients, the process of building the e-adjacency homogeneous polynomial is also unique and the reversion to a symmetric cubic tensor is unique.
Given the e-adjacency tensor and the number of vertices, as the e-adjacency tensor is symmetric, up to the labeling of the vertices, considering that the first n variables encoded in the e-adjacency tensor in each direction represents variables associated to vertices of the hypergraph and the last variables in each direction encode the information of cardinality. Therefore it is possible to retrieve each layer of the hypergraph uniquely and consequently the whole hypergraph.
Interpretation of the e-adjacency tensor
The general hypergraph layer decomposition allows to retrieve uniform hypergraphs that can be separately modeled by e-adjacency (or equivalently kadjacency) tensor of k-uniform hypergraphs. We have shown that filling these different layers with additional vertices allow to uniformize the original hypergraph by keeping the e-adjacency. The coefficients used in the iterative process has to be seen as weights on the hyperedges of the final k max -uniform hypergraph: these coefficients allow to retrieve the right number of edges from the uniformized hypergraph tensor so that it corresponds to the number of edges of the original hypergraph.
The additional dimensions in the e-adjacency tensor allows to retrieve the cardinality of the hyperedges. By decomposing a hypergraph in a set of uniform hypergraphs the hyperedges are quotiented depending on their cardinality.
The iterative approach principle is illustrated in Figure3: vertices that are added at each level give indication on the original cardinality of the hyperedge it is added to.
Viewed in an other way, e-adjacency hypermatrix of uniform hypergraph don't need an extra dimension as the hyperedges are uniform, therefore there is no ambiguity. Adding an extra variable allows to capture the dimensionality of each hyperedge meanwhile preventing any ambiguity on the meaning of each element of the tensor. Figure 3 : Illustration of the iterative approach concept on an example In the iterative approach the layers of level n and n + 1 are merged together into the layer n + 1 by adding a filling vertex to the hyperedges of the layer n. On this example, during the first step the layer 1 and 2 are merged to form a 2-uniform hypergraph. In the second step, the 2-uniform hypergraph obtained in the first step is merged to the layer 3 to obtain a 3-uniform hypergraph.
4 Some comments on the e-adjacency tensor 4.1 The particular case of graphs As a graph G = (V, E) with |V | = n can always be seen a 2-uniform hypergraph H G , the approach given in this paragraph should allow to retrieve in a coherent way the spectral theory for normal graphs.
The hypergraph that contains the 2-uniform hypergraph is then composed of an empty level 1 layer and a level 2 layer that contains only H G .
Let A be the adjacency matrix of G. The e-adjacency tensor of the corresponding 2-uniform hypergraph is of order 2 and obtained from A by multiplying it by c 2 and adding one row and one column of zero. Therefore the e-adjacency tensor of the two level of the corresponding hypergraph is: A= c 2 A 0 0 0 Also as an eigenvalue λ of A seen as a matrix is a solution of the characteristic Therefore globally there is no change in the spectra: the eigenvectors hold, the eigenvalues of the initial graph are multiplied by the normalizing coefficient.
e-adjacency tensor and DNF
Let H = (V, E) be a hypergraph, A its e-adjacency tensor andR kmax the reduced attached homogeneous polynomial.
The variables w i (kmax) 1 i n+kmax−1 of R kmax can be considered as boolean variables and therefore R kmax can be considered as a boolean function. The vari-ables w i (kmax) for 1 i n captures the belonging of a vertex to the considered hyperedge and for n + 1 i n + k max − 1 to the layer of level i − n.
This boolean homogeneous polynomial P B w (kmax) is in full disjunctive normal form as it is a sum of products of boolean variables holding only once in each product and where the conjunctive terms are made of k max variables. 
lows to retrieve the full DNF which stores hyperedges of size k max − j.
Stopping at
retrieve the full DNF which stores hyperedges of size 1.
Considering the adjacency matrix of Zhou et al. [2007] of this unweighted hypergraph, it holds that w ⊤ 0 Aw 0 can be considered as a boolean homogeneous polynomial in full disjunctive form where the conjunctive terms are composed of only two variables, which shows if it was necessary that this approach is a pairwise approximation of the e-adjacency tensor.
The homogeneous polynomial attached to Banerjee et al. [2017] tensor can be mapped to a boolean polynomial function by considering the same term elements with coefficient being 1 when the original homogeneous polynomial has a non-zero coefficient and 0 otherwise. This boolean function nonetheless is no more in DNF. Reducing it to DNF yields to the expression of P B   z0, 1, ..., 1
Some first results on spectral analysis

Eigenvalues of tensors
The definitions and results of this sub-section are based on Qi and Luo [2017] . Proofs can be consulted in this reference.
Let T m,n be the set of all real tensors of order m and dimension n and S m,n the subset of T m,n where all tensors are symmetric, i.e. invariant under a permutation of the indices of its elements.
Let A = (a i1...im ) ∈ T m,n . Let I ∈ T m,n designates the identity tensor.
Definition 20. A number λ ∈ C is an eigenvalue of A if it exists a nonzero vector x ∈ C n such that:
In this case x is called an eigenvector of A associated with the eigenvalue λ and (x, λ) is called an eigenpair of A.
The set of all eigenvalues of A is called the spectrum of A. The largest modulus of all eigenvalues is called the spectra radius of A, denoted as ρ (A).
Remark 2. By writing x [m−1] = x m−1 i 1 i n , 6 can be written:
Proposition 6. Let α and β be two real numbers.
If (λ, x) is an eigenpair of A, then (αλ + β, x) is an eigenpair of αA + βI Definition 21. A H-eigenvalue is an eigenvalue λ of A that has a real eigenvector x associated to it. x is called in this case an H-eigenvector.
Proposition 7. A H-eigenvalue is real.
A real eigenvalue is not necessarily a H-eigenvalue.
The following theorem holds for symmetric tensors: An important result is the following:
Proposition 8. Let A ∈ T m,n . Then the eigenvalues of A belongs to the union of ndisks in C. These ndisks have the diagonal entries of A as their centers and the sums of the absolute values of the off-diagonal entries as their radii.
Remark 3. The proof shows that if (λ, x) is an eigenpair of A = (a i1...im ), it holds for i such that: |x i | = max {|x j | : 1 j n}:
Corollary 1. If A is a nonnegative tensor of T m,n with an equal row sum r.
Then r is the spectral radius of A.
Spectral analysis of e-adjacency tensor
Let H = (V, E) be a general hypergraph of e-adjacency tensor A H = a i1...i kmax In the e-adjacency tensor A H built, the diagonal entries are equal to zero. As all elements of A H are all non-negative real numbers and as we have shown that:
It follows:
Theorem 4. The e-adjacency tensor A H = a i1...i kmax of a general hypergraph H = (V, E) has its eigenvalues λ such that:
where ∆ = max 1 i n (d i ) and ∆ ⋆ = max
Proof. From 7 Proof. In this case: ∀1 i n, d i = ∆ = r and ∆ ⋆ = 0, also: max (∆, ∆ ⋆ ) = r.
Considering λ = r and the vector 1 which components are only 1, (r, 1) is an eigenpair of A H as forall 1 i n:
Remark 4. We see that this bound includes ∆ ⋆ which can be close to the number of hyperedges, for instance where the hyperedges would be constituted of only one vertex per hyperedge except one hyperedge with k max = 1 vertices in it.
Evaluation
We Banerjee et al. [2017] A H designates the layered e-adjacency tensor as defined in this article.
Future work and Conclusion
The importance of defining properly the concept of adjacency in a hypergraph has helped us to build a proper e-adjacency tensor in a way that allows to contain important information on the structure of the hypergraph. This work contributes to give a methodology to build a uniform hypergraph and hence a cubical symmetric tensor from the different layers of uniform hypergraphs contained in a hypergraph. The built tensor allows to reconstruct with no ambiguity the original hypergraph. Nonetheless, first results on spectral analysis show difficulties to use the tensor built as the additional vertices inflate the spectral radius bound. The uniformisation process is a strong basis for building alternative proposals.
Appendix A
Example
Given the following hypergraph: H = (V, E) where: V = {v 1 , v 2 , v 3 , v 4 , v 5 , v 6 , v 7 } and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 } with: e 1 = {v 1 , v 2 , v 3 }, e 2 = {v 1 , v 2 , v 7 }, e 3 = {v 6 , v 7 }, e 4 = {v 5 }, e 5 = {v 4 }, e 6 = {v 3 , v 4 } and e 7 = {v 4 , v 7 }.
This hypergraph H is drawn in Figure 1 .
The layers of H are:
• H 1 = (V, {e 4 , e 5 }) with the associated unnormalized tensor:
A 1 raw = 0 0 0 1 1 0 0 and associated homogeneous polynomial:
P 1 (z 0 ) = z 4 + z 5 .
More generally, the version with a normalized tensor is:
P 1 (z 0 ) = a (1) 4 z 4 + a (1) 5 z 5
• H 2 = (V, {e 3 , e 6 , e 7 }) with the associated unnormalized tensor: More generally, the version with a normalized tensor is:
P 2 (z 0 ) = 2!a (2) 3 4 z 3 z 4 + 2!a (2) 6 7 z 6 z 7 + 2!a (2) 4 7 z 4 z 7 .
• H 3 = (V, {e 1 , e 2 }) with the associated unnormalized tensor: More generally, the version with a normalized tensor is:
P 3 (z 0 ) = 3!a (3) 1 2 3 z 1 z 2 z 3 + 3!a (3) 1 2 7 z 1 z 2 z 7 .
The iterative process of homogenization is then the following using the degreenormalized adjacency tensor A k = 1 (k − 1)! A k raw and the normalizing coefficients c k = k max k , with k max = 3
• R 1 (z 0 ) = 3 1 P 1 (z 0 )
• R 2 (z 1 ) = R 1 (z 0 ) y 1 + 3 2 P 2 (z 0 )
• R 3 (z 2 ) = R 2 (z 1 ) y 2 + 3 3 P 3 (z 0 ) Hence:
R 3 (z 2 ) = 3 a (1) 4 z 4 + a (1) 5 z 5 y 1 y 2 + 3 2 × 2! a (2) 3 4 z 3 z 4 + a (2) 6 7 z 6 z 7 + a (2) 4 7 z 4 z 7 y 2 +3! a (3) 1 2 3 z 1 z 2 z 3 + a (3) 1 2 7 z 1 z 2 z 7 .
Therefore the e-adjacency tensor of H is obtained by writing the corresponding symmetric cubical tensor of order 3 and dimension 9, described by: r 489 = r 589 = r 349 = r 679 = r 479 = r 123 = r 127 = 1 2 . The other remaining not null elements are obtained by permutation on the indices.
Finding the degree of one vertex from the tensor is easily achievable; for instance deg (v 4 ) = 2! (r 489 + r 349 + r 479 ) = 3.
