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Abstract
We present numerical results which show how two-
bit logic gates can be used in the design of a quantum
computer. We show that the Toffoli gate, which is a
universal gate for all classical reversible computation,
can be implemented using a particular sequence of ex-
actly five two-bit gates. An arbitrary three-bit unitary
gate, which can be used to build up any arbitrary quan-
tum computation, can be implemented exactly with six
two-bit gates. The ease of implementation of any par-
ticular quantum operation is dependent upon a very
non-classical feature of the operation, its exact quan-
tum phase factor.
1 Introduction
The quantum computer as a desirable future tech-
nology, which if achievable would revolutionize at least
some areas of computational science, need hardly be
promoted by the present contribution; the reader need
only glance at some of the other papers presented at
this conference[1, 2] to see the great promise (and per-
haps overenthusiasm[3]) of this field.
A quantum computer may be contrasted with a
classical computer in the following way: In a classical
computer the elementary operations are boolean logic
operations which are applied to a current state of the
bits of the computer, resulting in a new bit state after
a short operation time. These elementary logical op-
erations are performed by logic gates, which typically
operate on pairs of input bits, producing one output
bit (e.g., XOR, AND, etc.). The quantum computer
is very different: its elementary operations are uni-
tary transformations applied to a wavefunction, that
wavefunction being expressed as a complex linear su-
perposition of the possible states of the computer, that
is, of the possible states of its bits.
As in traditional computer design, it is necessary
that the complete computation which is desired (i.e.,
the overall unitary transformation representing the
complete computation) should be broken down into
a discrete sequence of elementary logical operations.
Thus, the “quantum logic gate” executes a unitary
transformation which operates only on the part of the
state of the system (i.e., the wavefunction) which in-
volves a small subset of the bits of the computer. Such
a “gate” involves a physical interaction among only
the small subset of bits, and in this respect it is sim-
ilar to a conventional logic gate. It differs from the
classical logic gate in that the number of output bits
must equal the number of input bits; quantum pro-
cesses are reversible, and must involve no destruction
of information.
Only a few useful quantum computations are known
presently[1, 4, 5], but we can expect that more may be
discovered in the future. Therefore, it is legitimate to
ask the following general question: Given an arbitrary
desired computation U(2n) (i.e., arbitrary unitary op-
eration on n bits), how may it be implemented by a
sequence of quantum logic gates? Deutsch went most
of the way towards answering this question in 1989[6],
when he showed that just a single three-bit quantum
logic gate is “universal”, i.e., that a concatenation of
this one gate applied in turn to different triplets of
bits, could implement any U(2n). As an 8× 8 matrix
applied to the three-bit states |0, 0, 0 >, |0, 0, 1 >, ...
|1, 1, 1 >, the S-matrix of Deutsch’s gate is:
UD =


1
1
1
1
1
1
i cosλ sinλ
sinλ i cosλ


,
(1)
where λ is any constant such that 2λ/pi is an irrational
number.
Deutsch’s work left a few issues unsettled, however.
He did not address the question of whether there might
be a two-bit quantum logic gate which is universal.
It was widely suspected that there was not, because
it was known that no set of two-bit gates was suf-
ficient for another formal system, classical reversible
computation. Toffoli[7] showed that for the classical
problem, the minimal universal gate operates on three
bits (this is now known as the Toffoli gate). Neverthe-
less, recently one of us showed that Deutsch’s three-bit
gates could be created by a sequence of two-bit quan-
tum gates[8] (Deutsch’s work had never excluded this
possibility).
Deutsch’s work also had nothing to say about the
efficiency of the implementation of the U(2n) compu-
tation by quantum gates, and it is this issue which
we will address in the present paper. Indeed, his cal-
culation [6] only showed that an infinite sequence of
U(23) operations would be capable of approximating,
to arbitrarily high accuracy, a desired U(2n); likewise,
the recent proof of the universality of two-bit gates
only shows that an infinite sequence of U(22) oper-
ations would be capable of approximating a desired
U(23). A recent paper[9] shows how any U(N) can be
rewritten exactly as a finite sequence of simpler uni-
tary operations; however, the elementary operations
used in that paper do not operate on a small number
of bits, and so do not qualify as “gates” in the present
sense of the word. (See also [10] for a very closely
related result.)
In this paper, then, we present a sequence of numer-
ical experiments which explore the issue of efficient
implementation. We show that an arbitrary U(23)
can indeed be expressed exactly using a sequence of
(unconstrained) two-bit gates, and that the number
of gates necessary for this exact implementation is
six. We will also present the corresponding results
for three-bit gates of special importance. We show
that the Toffoli gate also requires exactly five two-bit
gates for its exact implementation, which is somewhat
surprising given its simple form. It has recently been
shown[11] that Toffoli and Fredkin gates, but with the
wrong quantum phases, can be exactly implemented
in just three two-bit gates.
We will present a few other calculations illustrating
more generally that the requirement of exact phase
control[12] can substantially increase the complexity
of implementation. Still, we view the bound of 6×
on the complexity of implementation using two-bit
operations as a hopeful one; it seems likely that it
will often be desirable to pay this 6× complexity cost
to be able to implement more physically realizable
gates (see Conclusions). We will not in this paper
address the larger implementation problem suggested
by Deutsch’s work, namely that of efficiently imple-
menting the arbitrary U(2n) with a finite number of
gates. Hopefully the present investigation will provide
a basis on which to proceed on this harder problem.
2 The Simulations
We have attacked the problems listed above using
“brute force” numerical experiments. While this ap-
proach generally does not permit any result to be rig-
orously proved, it does provide a quick way to generate
a relatively large number of almost-certainly-correct
results in an automatic way. While purely numeri-
cal, our approach takes advantage of a set of analytic
results which could be more generally useful, so we
mention them now.
2.1 Notation and Constraints
Figure 1 illustrates the kinds of constructions which
we have explored with the computer. It illustrates a
particular analytic equivalence discovered in Ref. [8],
between a particular three-bit gate designated “Uλ”
and a sequence of four two-bit gates (ignoring the two
one-bit gates labeled “N” for the moment). Ref. [8]
gives more details of the calculations which this dia-
gram depicts. The horizontal lines in the figure may
be taken to denote the world lines of the three bits
(they may be spin-1/2 degrees of freedom in a physi-
cal implementation). The symbols are drawn to show
that the first and third gates (the “X”’s) operate on
bits 2 and 3 only, and the second and fourth gates
(“V”’s) operate on bits 1 and 3 only.
In the numerical work, we explore an exhaustive set
of two-bit gate topologies up to a certain maximum
size. To describe our classification of these topologies,
it is convenient to have a very compact notation for a
particular arrangement of gates. We will use the fol-
lowing convention: the function of a two-bit gate will
be denoted by the number of the bit on which it does
not act. Obviously this is not a good notation for a
general network, but suffices for the study of three-
bit networks which we conduct here. Thus, by this
notation, the four-gate sequence in Fig. 1 is denoted
(1212). Note that this designation is unchanged by the
presence of the one-bit N gates; they can be absorbed
into the X gates, with a corresponding redefinition of
their operation. We will assume throughout this sec-
tion that an arbitrary two-bit operation is permissible
at every position. We will discuss briefly in the Con-
clusions the physical feasibility of this rule.
In the following computation it will be important
to know all the possible distinct gate topologies, es-
pecially those with four or five two-bit gates. Two
different topologies can be equivalent as networks for
the following reasons:
Time-Reversal. When a sequence of unitary gates
is operated in time-reversed order, the inverse unitary
operation results. In all the cases which we consider
below, the desired unitary operation is either self-
inverse, or belongs to an ensemble which contains the
inverse of every matrix. This means that the time-
reversed version of any topology is equally powerful
in implementing the desired matrix or ensemble of
matrices. So, for example, topologies (12123) and
(32121) are equivalent, and we will write as shorthand
(12123)=(32121).
Bit Relabeling. The unitary matrices which we want
to implement are in many cases invariant with respect
to relabeling of the bits. If for example, the matrices
are invariant under a relabeling of bits 1 and 2, then
(12123)=(21213).
Conjugation by Swapping. The swapping of the
states of any pair of bits is a special two-bit logic
gate[6], and this gate can be used to change the net-
work topology. Figure 2 shows how this is done; the
(3) gate in part a) can be changed to a (2) gate in
part b) by the insertion of (1)-type swap gates, that
is, those which interchange the states of bits 2 and
3. This operation, the replacement (3)→(121), is a
conjugation in the group-theoretic sense. It is gen-
erally not useful in identifying equivalent topologies
of the same length, since it generally increases the
number of gates. However, if a gate is surrounded
by two gates operating on the same bits, then the
swap gates can absorbed into the adjoining gates, as
shown in Fig. 2(c). Thus, the general equivalence
which conjugation implies is (iji)=(iki), where i, j,
and k are all different. For the five-gate network
used as an example above, it produces the relations
(12123)=(13123)=(12323)=(12313).
Below we will use these three operations to produce
irreducible sets of topologies to examine numerically.
2.2 Numerical Technique
To determine whether a particular three-bit oper-
ation can be implemented using a given network of
two-bit gates, we employ a non-linear minimization
procedure. The objective function for this minimiza-
tion is constructed as follows: For each gate in the
network, an 8 × 8 matrix is set up with a completely
general parameterization of the gate. For example, if
the two-bit gate is of type (3), then its S-matrix has
the form
S =
(
U(4) 0
0 U(4)
)
, (2)
i.e., the matrix has a 4× 4 block-diagonal form, with
two identical copies of an arbitrary U(4) matrix on
the diagonal. The type (1) and (2) matrices are
the same except for an appropriate re-ordering of the
rows and columns. S has 42 = 16 free real-valued
parameters[14].
Now, the unitary matrix of the complete network
is given by a product of S matrices as in Eq. 2; call
the resulting matrix Stot. If the number of gates in
the network is N2, S
tot has 16N2 free parameters (not
necessarily all independent). If the desired three-bit
operation has S-matrix U (we will refer to this as the
“target matrix” below), then we form the following
objective function of 16N2 variables:
f =
8∑
i=1
8∑
j=1
|Uij − S
tot
ij |
2. (3)
We then seek minima of f numerically. If we find
a minimum at which f = 0 to reasonable numerical
accuracy, then we have found the desired two-bit im-
plementation of the three-bit gate. If all of the minima
of the function have f > 0, we conclude that the de-
sired three-bit operation cannot be implemented by
the two-bit topology being considered.
The numerical routine used was a variable-metric
minimizer from the Harwell subroutine library, specif-
ically the VF04AD routine. This routine introduces
the unitarity of the individual matrices using La-
grange multipliers, and Broyden-Fletcher-Goldfarb-
Shanno minimization is used[13]; the user is not re-
quired to supply expicitly a matrix of derivitives,
which is helpful in dealing with complicated nonlinear
functions such as those we have here. This routine is,
of course, only capable of finding local minima, having
no way to determine if the minimum is indeed global.
Many such local minima are found in the present cal-
culations, so the minimizer was in each case run start-
ing from several sets of random initial conditions to
ensure the real minimum could be found.
2.3 Results: arbitrary U(8)
We have obtained convincing evidence that any
U(8) target gate may be obtained by a network of six
two-bit gates, and no fewer. We demonstrate this as
follows: First, we find that using the six-gate topology
(121212), a minimum of the objective function is ob-
tained which is essentially zero, viz., fmin ≤ 10
−5. We
have confirmed this with three different U(8) matrices
generated randomly. (They are actually constructed
from the eigenvectors of a random Hermitian matrix.)
Second, we perform an exhaustive study of all dis-
tinct five-gate topologies. Using the symmetries men-
tioned above which the ensemble of all U(8) matrices
possess–invariance under inversion, and under all re-
labelings of bits 1, 2, and 3–we need only consider two
distinct five-gate topologies, (12121) and (12123). For
neither of these topologies do we find a solution; in ev-
ery case, the minimum value of the objective function
f is fmin ≥ 2.0.
This shows, of course, that no topologies with fewer
than 5 gates can implement the arbitrary U(8). It is
worth noting, though, that there are simple analytic
arguments that an arbitrary U(8) cannot be imple-
mented in fewer than five gates. The number of pa-
rameters in the general U(8) is 82 = 64[14]. The num-
ber of distinct parameters in the objective function for
a network with N2 gates is 16N2− (N2 − 1). The sec-
ond term in this expression comes from absorbing the
overall phase factor of each two-bit gate into a single
global phase factor (this amounts to considering SU(4)
rather than U(4) matrices). Simple arithmetic shows
that N2 must be at least 5 in order that the objective
function have at least 64 free parameters.
2.4 Results: Toffoli gate
In all known examples of quantum computing[1, 2,
4] it is essential that classical reversible logic gates
be executed as quantum operations. All classical re-
versible logic can be generated by the Toffoli gate[7],
UT =


1
1
1
1
1
1
0 1
1 0


, (4)
so we have explored the minimal implementation of
this U(8) element. Of course, from the preceding sec-
tion we know that it is implementable with six gates
in the (121212) topology. We also find that the Toffoli
gate can be achieved with five gates. We find that
certain topologies work ((12123), (12132), (12312),
(13213)) and others do not ((12121), (31213))[15].
However, no simpler implementation of UT is possible,
which we established by finding that the minimum of
the objective function Eq. (3) was of order unity for
the four-gate topologies (1231) and (3123). Thus, by
the criterion of length of its two-gate implementation,
the Toffoli gate is only slightly less complex that the
general three-bit gate!
Previously, the best known implementation of the
Toffoli gate was a six-gate implementation of topol-
ogy (121231) found by Coppersmith[16]. (We do not
obtain the same matrices as Coppersmith when we
study this topology numerically, which is indicative
of a weakness of our approach: since there are many
unneeded free parameters in the (121231) implemen-
tation, our procedure does not pick out the one with
“simple” two-bit gates which Coppersmith found.)
Sleator and Weinfurter[17] have also recently shown
a two-bit-gate implementation of UT ; while their im-
plementation involves a greater number of gates, it re-
spects the practical constraints involved in implement-
ing unitary transformations in cavity QED, which of
course have also not been considered here.
2.5 Results: Margolus’ modification of
Toffoli–the phase problem
Our results demonstrate that the ease of implemen-
tation of the quantum gate depends very markedly
upon its phases, a situation which has no classical
analog. To illustrate this, we quote a result from N.
Margolus[11] for the implementation of a slight mod-
ification of the Toffoli gate:
UM =


1
1
1
1
1
−1
0 1
1 0


, (5)
which differs from UT only in that it changes the phase
of the |1, 0, 1 > component of the quantum state. De-
spite this minor change, Margolus has shown that UT
can be implemented with just three two-bit gates, in
the (121) topology. (By checking (12), (13) and (23),
we have shown that Margolus’ result is minimal. We
also find that for the (121) topology, other choices of
phase factors in the matrix Eq. (5) besides Margolus’
can be implemented.)
To further illustrate the difficulty of achieving the
desired phase in quantum gates, we investigated the
two-bit implementation of perhaps the simplest possi-
ble three-bit gate, which Deutsch[6] calls “X”:
Uφ =


1
1
1
1
1
1
1
eiφ


, (6)
for which the state is unchanged except for the mod-
ification of one phase factor. It turns out that even
this simple matrix is not very simple to implement
with two-bit gates. It can of course be constructed
in the “universal” 6-gate topology (121212); the 5-
gate topologies (12123) and (12312) work, although
(12121) fails; and, no 4-gate topology can implement
Uφ, as we established by checking (1231) ((1212) is
already excluded by the 5-gate result). So, its com-
plexity is the same as UT ’s. As Denker has recently
emphasized[12], having incorrect phases in a quantum
computation could be catastrophic, e.g., for a quan-
tum Fourier transform operation[1, 5]; thus, UM can
be used in place of UT only with great care, and “sim-
ple” phase adjustments like Uφ must be carefully de-
signed. The present results show that these seemingly
minor adjustments may exact a considerable cost in
network complexity.
3 Concluding Remarks
There are several obvious weaknesses to the present
results, which we would like to touch on. First, since
the approach is purely numerical, no result in this pa-
per can be taken as strictly proved, only strongly sug-
gested. In [8] we proved, using the generator calculus
of the Lie groups, that representation of any three-
bit gate by a sequence of two-bit gates was possible,
provided that arbitrarily many two-bit gates are per-
mitted. To our disappointment, we have found no
way of adapting this calculus to prove the stronger
results, that operations are implementable exactly in
a finite number of gates. Hopefully by producing a
set of definite results here, we may be led to some new
way of applying Lie group theory to obtain the desired
stronger analytic results.
A second weakness of the present approach is a
more physical one: we assume that any arbitrary
two-bit unitary operation is possible (see Eq. (2)).
Whether this is true or not depends on the details of
the physical implementation of the quantum system.
As Ref. [17] illustrates, for any specific system (e.g.,
cavity QED) certain two-bit operations are much eas-
ier to implement that others. It seems likely that in
most circumstances where several different two-bit op-
erations are easy to accomplish, that suitable concate-
nations of these operations can generate any arbitrary
U(4); probably the most is known about this in the
context of multiple-resonance NMR[18]. Still, no def-
inite results have been obtained on this question yet,
and it should be the subject of future study. It would
also be sensible to include the ease of construction of
particular classes of U(4) operations into our numeri-
cal optimizations.
To summarize: Our numerical studies indicate that
any arbitrary three-bit quantum gate can be produced
exactly as a concatenation of six two-bit quantum
gates. A particular three-bit logic gate of great im-
portance, the Toffoli gate, can be produced with five.
Relaxing the constraint that the Toffoli gate introduce
no phase shifts, which is often a dangerous thing to
do, leads to a three-gate implementation with two-bit
operations, as shown by Margolus. The insertion of
even the simplest additional phase shift in the three-
bit space requires five additional two-bit gates.
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Figure 1: Illustration of a replacement of a three-bit
gate by a sequence of one- and two-bit gates. The
numbering convention (1,2,3) for three bits is indi-
cated. The one bit “N” gate may be absorbed into
the definition of the two-bit gates. According to the
notation discussed in the text, the network shown has
the topology (1212). For more details of the use of
this particular decomposition, see [8].
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Figure 2: Modification of network topology by swap-
ping. The (131) topology of (a) is changed in (b) by
replacing (3) by the set of gates in the dotted box:
a (2) and two surrounding swapping gates of the (1)
type. The pairs of (1)’s are then merged together in
(c). The net result is the replacement (131)→(121).
