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Abstract
The groups in this paper are abelian. Let G be a reduced torsion-free finite rank group. Then G is co-
commutative if End(G) is commutative modulo the nil radical. The class number of G, h(G), is the number
of isomorphism classes of groups H that are locally isomorphic (= nearly isomorphic) to G. We say that
G satisfies the power cancellation property if Gn ∼= Hn for some group H and integer n > 0 implies that
G ∼= H . We say that G has a Σ-unique decomposition if Gn has a unique direct sum decomposition for each
integer n > 0. Let Po(G) = {groups H | H ⊕ H ′ = Gm for some group H ′ and some integer m > 0}. We
say that G has internal cancellation if given H,K,L ∈ Po(G) such that H ⊕K ∼= H ⊕L then K ∼= L. We
use the class number to study the torsion-free finite rank groups G that have the power cancellation property,
or a Σ-unique decompositions, or the internal cancellation property. Furthermore, we show that the power
cancellation property for cocommutative strongly indecomposable reduced torsion-free finite rank groups
is equivalent to the problem of determining the class number of an algebraic number field.
Let G be the integral closure of G. Using the Mayer–Vietoris sequence we show that there are finite
groups associated with G of orders L(p), m̂p , and n̂p such that h(G) = h(G) m̂pL(p)̂np . Let E(p) = Z+ pE
where p is a rational prime and E is the ring of algebraic integers in the algebraic number field k = QE.
Let G(p) be a group such that End(G(p)) = E(p). We show that the sequence {L(p)h(G(p))/h(G(p)) |
primes p} is asymptotically equal to the sequence {pf−1 | primes p} where f = [k : Q]. Furthermore, for
quadratic number fields k, h(k) = 1 iff {L(p)h(G(p)) | primes p} is asymptotically equal to the sequence of
rational primes. This connects unique factorization in number fields with the sequence of rational primes,
and with direct sum properties of integrally closed cocommutative strongly indecomposable torsion-free
finite rank groups.
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The study of direct sum decompositions of abelian groups is as old as the study of abelian
groups. In this paper we study the direct sum decompositions of torsion-free finite rank abelian
groups, and we show that the associated direct sum problems are equivalent to a pair of deep
problems in algebraic number theory.
All groups in this paper are abelian groups. Following [4] we write rtffr to abbreviate the
string of hypotheses reduced torsion-free finite rank. Also, as in [4] we write locally isomorphic
instead of nearly isomorphic [1] or in the same genus class [5]. Thus groups G and H are locally
isomorphic iff for each integer n = 0 there are maps fn :G → H and gn :H → G, and an integer
m = 0 such that m and n are relatively prime, fngn = m1H , and gnfn = m1G. Let E be an rtffr
ring (i.e., a ring whose additive structure (E,+) is an rtffr group). The right E-modules M and
N are locally isomorphic iff for each integer n = 0 there are E-module maps fn :M → N and
gn :N → M , and an integer m = 0 such that m and n are relatively prime, fngn = m1N , and
gnfn = m1M .
Throughout this paper, fix the rtffr group G, let (X) be the isomorphism class of X, and let
Γ (X) = {(Y ) ∣∣ Y is locally isomorphic to X}.
The class number of G, h(G), is card(Γ (G)).
Given a ring E let Po(E) be the set of finitely generated projective right E-modules, let
Po(G) = {groups H | H ⊕H ′ ∼= Gm for some group H ′ and some integer m> 0}, and let
E(G) = End(G)/N (End(G)).
We say that G is cocommutative if E(G) is commutative. If G is a cocommutative strongly
indecomposable rtffr group then E(G) is an rtffr Noetherian commutative integral domain. One
of the consequences of the work in this paper is that such groups occur naturally and often.
Let E be an rtffr commutative integral domain. We say that U is a fractional ideal of E if
U is a finitely generated E-submodule of QE. We say that U is invertible if UU∗ = E where
U∗ = {q ∈ QE | qU ⊂ E}. The main result in Section 2 is that if E is an rtffr integral domain
and if P is a finitely generated projective E-module then P = U1 ⊕ · · · ⊕Ut for some invertible
fractional ideals U1, . . . ,Ut of E. Given an rtffr commutative integral domain E, let Pic(E)
be the set of isomorphism classes (U) of invertible fractional ideals U of E. Then Pic(E) is
an abelian group if we define (U)(W) = (UW) and if (U)−1 = (U∗). For the commutative
Noetherian integral domain E it is traditional to write h(E) for card(Pic(E)).
Our first interesting result enables us to treat direct summands of abelian groups as elements
in a finite abelian group. Lemma 3.1: Let G be a cocommutative strongly indecomposable rtffr
group. For each integer n > 0 there is a functorial bijection λn :Γ (Gn) → Pic(E(G)). Conse-
quently, if G is a cocommutative strongly indecomposable rtffr group then h(Gn) = h(G) =
h(E(G)) for each integer n > 0.
The group G has the power cancellation property if given a group H and an integer n > 0
such that Gn ∼= Hn then G ∼= H . R.B. Warfield, Jr. [7] shows that G is locally isomorphic to H
iff Gn ∼= Hn for some integer n > 0. We slightly extend Warfield’s theorem by showing that if G
is a cocommutative strongly indecomposable rtffr group and if G is locally isomorphic to H then
Gh(G) ∼= Hh(G). Furthermore, n is relatively prime to h(G) iff Gn ∼= Hn implies that G ∼= H for
any group H . Consequently, G has the power cancellation property iff h(G) = 1.
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sum decomposition. Then the cocommutative strongly indecomposable rtffr group G has a Σ -
unique decomposition iff h(G) = 1. Thus G has the power cancellation property iff G has a
Σ -unique decomposition.
Given an algebraic number field k it is a classic problem of algebra to find the class number
h(k) of k. In particular, a problem that goes back to Gauss and Kummer is to determine the
algebraic number fields k such that h(k) = 1. The main result of the first half of this paper
links the determination of h(k) to the power cancellation property of cocommutative strongly
indecomposable rtffr groups G. Let Ω(k) be the set of rtffr groups G such that QE(G) ∼= k.
The group G is integrally closed if E(G) is integrally closed. That is, given a ring E(G) ⊂ R ⊂
QE(G) such that R/E(G) is finite then E(G) = R.
Theorem 1.1. Let k be an algebraic number field. The following are equivalent.
(1) h(k) = 1.
(2) Given an integrally closed group in G ∈ Ω(k) then each group locally isomorphic to G is
isomorphic to G.
(3) Every integrally closed group in Ω(k) has the power cancellation property.
(4) Every integrally closed group in Ω(k) has a Σ -unique decomposition.
In the second half of this paper we use the Mayer–Vietoris sequence [2] to calculate cer-
tain integers associated with the group G. For the cocommutative strongly indecomposable rtffr
group G, there is an rtffr group G such that G ⊂ G, G/G is finite, E(G) ⊂ E(G), and E(G)
is an rtffr Dedekind domain. We call G the integral closure of G. Given the rtffr commutative
integral domain E and its integral closure E there is a nonzero ideal I in E such that I ⊂ E ⊂ E.
Then E/I and E/I are finite rings, and there is a long exact sequence
1 → u(E) φ→ u(E)× u(E/I) ρ→ u(E/I) → Pic(E) → Pic(E) → 1
where u(R) is the group of units for the ring R. Let m̂ = card(u(E/I)), n̂ = card(u(E/I)),
L = card(u(E)/u(E)). Then L is finite and
h(G) = h(G) m̂
Ln̂
.
Let f = [k : Q]. In Section 9, rtffr groups. we introduce analytic methods into the modern
theory of rtffr groups by proving that the sequence
{
L(p)h
(
G(p)
)
/h
(
G(p)
) ∣∣ primes p}
is asymptotically equal to the sequence {pf−1 | primes p}. More importantly, we find a con-
nection between (i) the problem of determining the class number h(k) of a quadratic number
field k, (ii) the problem of determining the sequence of rational primes, and (iii) of the power
cancellation property for strongly indecomposable groups of rank two. Specifically, if k is a
quadratic number field, then h(k) = 1 iff {L(p)h(G(p)) | primes p} is asymptotically equal to
the sequence of rational primes. From this evidence we see why the direct sum decomposition
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algebraic number theory.
The remainder of the paper examines the unit lifting problem for rtffr rings E. The problem
is to determine the ideals I in E such that each unit of E/I lifts to a unit of E. Let E be an rtffr
Dedekind domain with finite unit group. Theorem 10.9: There are at most finitely many prime
ideals I ⊂ E and finitely many integers k > 0 such that I k ∩ Z is a prime ideal in Z, and such
that each unit of E/Ik lifts to a unit of E. Theorem 11.6: There are at most finitely many primes
p ∈ Z and nonzero primary ideals pZ ⊂ J ⊂ E such that h(Z + J ) = 1. We end the paper by
finding h(G(p)) for quadratic number fields k and certain groups G(p) ∈ Ω(k).
2. Preliminaries
We make extensive use of the following result.
Theorem 2.1. (See [1, D.M. Arnold, Theorem 9.6(a), Corollary 12.7(b)].) Let G be an rtffr
group.
(1) There is a full additive functor
A(·) : Po(G) → Po
(
E(G)
)
defined by
A(·) = Hom(G, ·)⊗End(G) E(G).
(2) Given P ∈ Po(E(G)) there is an H ∈ Po(G), that is unique up to isomorphism, such that
A(H) ∼= P .
(3) For H ∈ Po(G), A(·) induces a bijection Γ (H) → Γ (A(H)).
I. Kaplansky [5, Theorem 38.13] shows that if E is a Noetherian commutative integral domain,
(if, e.g., E is an rtffr integral domain), then E satisfies
Property 2.2. Let U1, . . . ,Ut ,W1, . . . ,Wt be fractional ideals of the Noetherian commutative
integral domain E. Then
U1 ⊕ · · · ⊕Ut ∼= W1 ⊕ · · · ⊕Wt iff U1 · · ·Ut ∼= W1 · · ·Wt.
For example, let E be a ring that satisfies Property 2.2, and let U1, . . . ,Ut be invertible frac-
tional ideals of E. Then
U1 ⊕ · · · ⊕Ut ∼= Et−1 ⊕ (U1 · · ·Ut).
If G is a cocommutative strongly indecomposable rtffr group then E(G) is a Noetherian
commutative integral domain, [1, Theorem 9.8, and Corollaries 9.7 and 10.14], so E(G) satisfies
Property 2.2. The next result shows us that cocommutative rtffr groups are common enough.
Lemma 2.3. Let G be a strongly indecomposable rtffr group. If rank(G) is a square-free integer
then E(G) is a Noetherian commutative integral domain. That is, G is cocommutative.
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orem [1, Theorem 14.1] there is a semi-simple Artinian subalgebra B ⊂ QEnd(G) such that
QEnd(G) = B ⊕N (QEnd(G)) as B-modules. Since G is strongly indecomposable QE(G) ∼=
B is a division algebra. Thus QG = Bn for some integer n  1. Let k be the center of B , and
say that k has degree  1 over Q. Since k-dim(B) = c2  1 is a perfect square, [5], we have
QG = Bn = Qc2n so that c2 divides the square-free integer Q-dim(QG) = rank(G). Then c = 1,
thus B = k is commutative, and therefore E(G) is a Noetherian commutative integral domain.
This completes the proof. 
Let E be an rtffr integral domain. By [1, Corollary 10.14] there is an integrally closed ring
(a Dedekind domain) E such that E ⊂ E and E/E is a finite group. Thus there is an integer
n(E) = n > 0 such that nE ⊂ E ⊂ E. The next lemma shows us that a similar arrangement
occurs for rtffr groups.
Lemma 2.4. Let G be an rtffr group. There is an rtffr group G and an integer n(G) = n > 0 such
that nG ⊂ G ⊂ G, such that nE(G) ⊂ E(G) ⊂ E(G), and such that E(G) is integrally closed.
Proof. By the Beaumont–Pierce–Wedderburn theorem [1, Theorem 14.2] there is a semi-prime
ring T ⊂ End(G) such that End(G) .= T ⊕N (End(G)). Then QEnd(G) = B ⊕ J where B =
QT is a semi-simple subalgebra of QEnd(G) and where J = QN (End(G)). We identify E(G)
with a full subring of B in the natural way.
E(G) ∼= {(x,0) ∈ B ⊕J ∣∣ (x, y) ∈ End(G) for some y ∈N (End(G))}.
Then T ⊂ E(G), and since E(G) ∼= End(G)/N (End(G)), T .= E(G). By [1, Corollary 10.14]
there is an integer n = n(G) = 0 and an integrally closed rtffr subring T of B such that
nT ⊂ T ⊂ E(G) ⊂ T .
Let G = TG ⊂ QG. Then
nG = (nT )G ⊂ TG = G ⊂ G,
so that G/G is finite. Evidently T ⊂ End(G) so that T ⊂ E(G). Because G .= G, E(G) .=
E(G)
.= T .= T , so that E(G)/T is finite. Because T is integrally closed, T = E(G). This com-
pletes the proof. 
The group G constructed above is called the integral closure of G. If G = G then we say that
G is integrally closed.
Let U be a fractional ideal in the rtffr commutative integral domain E, and let n(E) = n > 0
be an integer such that nE ⊂ E ⊂ E for some integrally closed ring E ⊂ QE. By [1, Corol-
lary 12.14(a)], if U + nE = E then U is an invertible ideal in E. The next result shows us that a
projective module over an rtffr integral domain decomposes completely.
Lemma 2.5. Let E be an rtffr commutative integral domain. If P is a finitely generated projective
right E-module then P = U1 ⊕ · · · ⊕Ut for some invertible fractional ideals U1, . . . ,Ut of E.
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jective E-module. By [1, Corollary 10.14] there is an integrally closed ring E and an integer
n = n(E) > 0 such that nE ⊂ E ⊂ E. Consider E/nE. Since the additive structure (E,+) is an
rtffr group, E/nE is finite, so that E/nE = A1 ×· · ·×Ar for some integer r > 0 and some local
commutative Artinian rings A1, . . . ,Ar .
Furthermore, for each maximal ideal M ⊂ E, PM is a (free) generator of the local ring EM ,
so by the Local-Global Theorem, P is a generator of E. Thus P/nP is a finitely generated
projective generator of E/nE. It follows that P/nP = B1 ⊕ · · · ⊕ Br where each Bi is a pro-
jective generator of Ai . Since each Ai is local there exists for each i = 1, . . . , r a surjection
fi :Bi → Ai . Consequently there is a surjection f =⊕i fi :P/nP → E/nE. Since P is pro-
jective f lifts to a map φ :P → E such that φ(P )+nE = E. Let U1 = φ(P ) and let P2 = kerφ.
By [1, Corollary 12.14(a)], U1 is an invertible fractional ideal of E, and therefore P = U1 ⊕ P2.
By an induction on the E(G)-rank of P , P2 = U2 ⊕· · ·⊕Ut for some invertible fractional ideals
U2, . . . ,Ut . This completes the proof. 
Corollary 2.6. Let G be a cocommutative strongly indecomposable rtffr group.
(1) If P ∈ Po(E(G)) then P = U1 ⊕ · · · ⊕ Ut for some integer t > 0 and some invertible frac-
tional ideals U1, . . . ,Ut of E(G).
(2) If H ∈ Po(G) then H ∼= H1 ⊕ · · · ⊕ Ht for some groups H1, . . . ,Ht such that each Hi is
locally isomorphic to G.
Proof. (1) By [1, Corollary 9.7 and Theorem 9.8], E(G) is a Noetherian integral domain. Let
P ∈ Po(E(G)). Then by Lemma 2.5, P = U1 ⊕ · · · ⊕ Ut for some integer t > 0 and some
invertible fractional ideals U1, . . . ,Ut of E(G). This proves part (1).
(2) Apply Theorem 2.1 to part (1). This completes the proof. 
3. A functorial bijection
The following functorial bijection changes direct sums of rtffr groups into a product of ele-
ments in a finite multiplicative abelian group.
Let E be a commutative ring and let
Pic(E) = {(U) ∣∣U is an invertible fractional ideal of E}.
Read [5, Corollary 38.12] to see that our definition of Pic(E) agrees with the traditional one.
The invertible fractional ideals of E are locally isomorphic to E, and conversely, [5]. Observe
that Pic(E) is a multiplicative abelian group with identity (E) if we define multiplication by
(U)(W) = (UW) and (U)−1 = (U∗) for all invertible fractional ideals U and W of E, [5]. The
class number of E, h(E), is card(Pic(E)).
Lemma 3.1. Let G be a cocommutative strongly indecomposable rtffr group, and let n > 0 be an
integer. There is a bijection of finite sets, λn :Γ (Gn) → Pic(E(G)).
Proof. It follows from Lady’s theorem [1, Theorem 11.11] that there are at most finitely many
isomorphism classes of fractional ideals of E(G). Thus Pic(E(G)) is a finite multiplicative
abelian group.
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finitely generated projective right E(G)-module of rank n over the integral domain E(G). By
uniqueness of rank over E(G) and by Corollary 2.6(1), there are invertible fractional right ideals
U1, . . . ,Un such that A(H) = U1 ⊕ · · · ⊕Un. We define
λn((H)) = (U1) · · · (Un) ∈ Pic
(
E(G)
)
.
We will show that λn is well defined. Let (H) ∈ Γ (Gn) and suppose that
A(H) ∼= U1 ⊕ · · · ⊕Ur ∼= W1 ⊕ · · · ⊕Ws
for some invertible fractional right ideals Ui and Wj . The uniqueness of rank over the integral
domain E(G) implies that r = s. Then by Property 2.2,
(U1) · · · (Ur) = (U1 · · ·Ur) = (W1 · · ·Wr) = (W1) · · · (Wr),
and hence λn((H)) is well defined.
To see that λn is a surjection let U be an invertible fractional ideal of E(G). By Theorem 2.1
there is a group H that is locally isomorphic to G such that A(H) ∼= U . Then Gn−1 ⊕ H is
locally isomorphic to Gn. Since (A(G)) = (E(G)) is the identity in Pic(E(G)),
λn
((
Gn−1 ⊕H ))= (E(G)) · · · (E(G))︸ ︷︷ ︸
n−1
(
A(H)
)= (U).
Thus λn is a surjection.
Let (H), (K) ∈ Γ (Gn) be such that λn((H)) = λn((K)). Using Corollary 2.6(1) we can write
A(H) ∼= U1 ⊕ · · · ⊕Ur and A(K) ∼= W1 ⊕ · · · ⊕Ws
for some invertible fractional ideals Ui and Wj . By our choice of H and K and by Theo-
rem 2.1(3), A(H), A(K), and A(Gn) = E(G)n are locally isomorphic. Uniqueness of rank over
the integral domain E(G) implies that n = r = s. Moreover, since then
(U1 · · ·Un) = (U1) · · · (Un) = λn((H)) = λn((K)) = (W1) · · · (Wn) = (W1 · · ·Wn),
Property 2.2 implies that
A(H) ∼= U1 ⊕ · · · ⊕Un ∼= W1 ⊕ · · · ⊕Wn ∼= A(K).
Then by Theorem 2.1, H ∼= K , and the proof is complete. 
Corollary 3.2. Let G be a cocommutative strongly indecomposable rtffr group. Then h(Gn) =
h(G) = h(E(G)) = card(Pic(E(G))) is finite for each integer n > 0.
Our first example shows how one might use Lemma 3.1 to construct groups.
Example 3.3. For each square-free integer h there are integrally closed strongly indecomposable
rank two groups Gh ∼= Hh such that Gh ∼= Hh while Gk ∼= Hk for each integer 1 k < h.h h h h
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h(kh) = h. Let Eh be the ring of algebraic integers in kh. By Butler’s construction [3] we can
choose a strongly indecomposable rank two group Gh such that End(Gh) = E(Gh) = Eh. By
Corollary 3.2 and our choice of h, h(Gh) = h(Eh) = h(kh) = h = 1, so Pic(Eh) = 1. Moreover,
since the group Pic(Eh) has square-free order h, Pic(Eh) is cyclic. We choose a generator (Uh)
for Pic(Eh) of order h, and then we use λ1 in Lemma 3.1 to choose (Hh) ∈ Γ (Gh) such that
λ1((Hh)) = (Uh). For integers 1 k < h,
λk
(
Gkh
)= (Eh)k = (Eh) = (Uh)k = λk(Hkh ),
while
λh
(
Ghh
)= (Eh) = (Uh)h = λh(Hhh ).
Hence, by Lemma 3.1, Gkh ∼= Hkh for integers 1 k < h, while Ghh ∼= Hhh . 
4. Internal cancellation
In this section we show that direct summands can be treated in our setting like elements in a
finite group. Part (2) of the next result slightly extends [1, Example 5.4].
Theorem 4.1. Let G be a cocommutative strongly indecomposable rtffr group.
(1) If H is a group such that G⊕G ∼= G⊕H then G ∼= H .
(2) If H is locally isomorphic to G then there is a group K unique to H such that G ⊕ G ∼=
H ⊕K .
Proof. (1) Given G⊕G ∼= G⊕H then by definition of λ2,(
A(G)
)= (E(G))(E(G))= λ2((G⊕G)) = λ2((G⊕H)) = (E(G))(A(H))= (A(H)).
Hence A(G) ∼= E(G) ∼= A(H), and by Theorem 2.1, G ∼= H .
(2) Suppose that H is locally isomorphic to G then (H) ∈ Γ (G) so that (A(H)) ∈ Pic(E(G)).
The group Pic(E(G)) contains (A(H))−1, and by Lemma 3.1 there is a unique group K that
is locally isomorphic to G such that (A(K)) = λ1((K)) = (A(H))−1. Because (E(G)) is the
identity in Pic(E(G)),
λ2((G⊕G)) =
(
E(G)
)(
E(G)
)= (E(G))= (A(H))(A(K))= λ2((H ⊕K)),
so by Lemma 3.1, G⊕G ∼= H ⊕K . This completes the proof. 
4.2. Jónsson’s theorem can be stated as follows. Given an rtffr group G there are integers
t, e1, . . . , et > 0 and strongly indecomposable pairwise nonquasi-isomorphic groups G1, . . . ,Gt
such that G is quasi-isomorphic to Ge11 ⊕ · · · ⊕Gett and this decomposition is unique to G up to
quasi-isomorphism.
4.3. It is an interesting exercise to show that if t , ei , Gi are as in (4.2) and if G = Ge11 ⊕· · ·⊕Gett
then E(G) = E(Ge1)× · · · ×E(Gett ).1
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H ⊕K ∼= H ⊕L then K ∼= L.
Theorem 4.4. A cocommutative strongly indecomposable rtffr group G has the internal cancel-
lation property.
Proof. Suppose that H ⊕ K ∼= H ⊕ L for some H,K,L ∈ Po(G). By Corollary 2.6(2), write
H = H1 ⊕ · · · ⊕Hr , K = K1 ⊕ · · · ⊕Ks , and L = L1 ⊕ · · · ⊕Lt , where the groups Hi , Ki , and
Li are locally isomorphic to G. Because G is strongly indecomposable, the Hi , Ki , and Li are
strongly indecomposable. Jónsson’s theorem implies that s = t . Then H is locally isomorphic to
Gr , K and L are locally isomorphic to Gs , and H ⊕K ∼= H ⊕L is locally isomorphic to Gr+s .
Apply λr+s to show that
λr((H))λs((K)) = λr+s((H ⊕K)) = λr+s((H ⊕L)) = λr((H))λs((L)).
Cancel the term λr((H)) from this equation of group elements. Then λs((K)) = λs((L)). Hence
K ∼= L by Lemma 3.1. 
Theorem 4.5. Choose integers t, e1, . . . , et > 0 and let G = Ge11 ⊕ · · · ⊕ Gett be a direct sum of
cocommutative strongly indecomposable pairwise nonquasi-isomorphic rtffr groups G1, . . . ,Gt .
Then G has the internal cancellation property.
Proof. By Theorem 4.4, Gi , and so Geii , have internal cancellation for each i = 1, . . . , t . By The-
orem 2.1, E(Geii ) has internal cancellation for each i = 1, . . . , t , so by (4.3), E(G) has internal
cancellation. Hence by Theorem 2.1(2), G has internal cancellation. 
Corollary 4.6. Choose integers t, e1, . . . , et > 0 and let G = Ge11 ⊕ · · · ⊕ Gett be a direct sum
of strongly indecomposable pairwise nonquasi-isomorphic groups G1, . . . ,Gt . If each Gi has
square-free rank then G has the internal cancellation property.
5. Power cancellation
The group G has the power cancellation property if given a group H and an integer n > 0
such that Gn ∼= Hn then G ∼= H . In this section we take advantage of the fact that h(G) is the
order of a finite abelian group to investigate the power cancellation property.
R.B. Warfield, Jr. proved the following result, which inspired this research.
Theorem 5.1. (See [7, R.B. Warfield, Jr.].) Rttfr groups G and H are locally isomorphic iff there
is an integer n such that Gn ∼= Hn.
Corollary 7.17 of [1] states that if Gn ∼= Hn then G is locally isomorphic to H . We will refer
to [1, Corollary 7.17] because we wish to slightly generalize Warfield’s theorem 5.1.
Theorem 5.2. Let G be a cocommutative strongly indecomposable rtffr group, and let H be a
group. Then G is locally isomorphic to H iff Gh(G) ∼= Hh(G).
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is an abelian group of order h(G) and with identity (E(G)),
λh(G)
((
Gh(G)
))= (E(G))h(G) = (E(G))∼= (A(H))h(G) = λh(G)((Hh(G))).
By Lemma 3.1, Gh(G) ∼= Hh(G). The converse follows from [1, Corollary 7.17], so that the proof
is complete. 
Theorem 5.3. Let G be a cocommutative strongly indecomposable rtffr group. The following
are equivalent for an integer n > 0.
(1) n is relatively prime to h(G).
(2) If H is a group such that Gn ∼= Hn then G ∼= H .
Proof. (1) ⇒ (2). Assume that n is relatively prime to h(G), and suppose that Gn ∼= Hn for
some group H . By [1, Corollary 7.17], H is locally isomorphic to G so that (H) ∈ Γ (G). By
Theorem 2.1(3), A(H) is an invertible fractional ideal of E(G), and (A(Hn)) = (A(H))n. By
the definition of λn we can write(
E(G)
)= (E(G))n = λn((Gn))= λn((Hn))= (A(H))n
where the products take place in the group Pic(E(G)). Hence (E(G)) = (A(H))n, so that by
Corollary 3.2, the order of (A(H)) divides n and h(E(G)) = h(G). Since n is relatively prime
to h(G), the order of (A(H)) is 1. It follows that
λ1((G)) =
(
E(G)
)= (A(H))= λ1((H))
so by Lemma 3.1, G ∼= H . This proves part (2).
(2) ⇒ (1). We prove the contrapositive. Assume that p ∈ Z is a prime divisor of n and of h(G).
Since h(G) = h(E(G)) is the order of the finite group Pic(E(G)) there is a (U) ∈ Pic(E(G)) of
order p. Then (E(G)) = (U) and (E(G)) = (U)p . By Lemma 3.1 there is a (G) = (H) ∈ Γ (G)
such that λ1((H)) = (U). Then
λp
((
Gp
))= (E(G))p = (E(G))= (U)p = λp((Hp)).
Another application of Lemma 3.1 shows us that Gp ∼= Hp . By our choice of p there is an integer
b such that pb = n. Then Gn = [Gp]b ∼= [Hp]b = Hn. This completes the proof. 
The proof of the next corollary follows immediately from Theorem 5.3.
Corollary 5.4. Let G be a cocommutative strongly indecomposable rtffr group. Let p ∈ Z be a
prime. Then h(G) is divisible by p iff there is a group H that is locally isomorphic to G such
that G ∼= H and Gp ∼= Hp .
Corollary 5.5. Let G be a cocommutative strongly indecomposable rtffr group. Then h(G) is
odd iff G⊕G ∼= H ⊕H implies that G ∼= H for any group H .
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indecomposable rtffr group G to be a measure of how far G is from satisfying the power cancel-
lation property.
Theorem 5.6. Let G be a cocommutative strongly indecomposable rtffr group. Then h(G) = 1
iff G has the power cancellation property.
Proof. Assume that h(G) = 1, and let n > 0 be an integer. Then n is relatively prime to h(G)
so that by Theorem 5.3, Gn ∼= Hn implies that G ∼= H for any group H . Thus, G has the power
cancellation property.
Conversely, let p be a prime divisor of h(G) = 1. Then by Corollary 5.4, G fails to have the
power cancellation property. This completes the proof. 
Corollary 5.7. Let G be a cocommutative strongly indecomposable rtffr group. If G has the
power cancellation property then Gn has the power cancellation property for each integer n > 0.
Proof. Suppose that G has the power cancellation property, let n > 0 be an integer, and let
(Gn)m ∼= Hm for some group H and integer m> 0. By [1, Corollary 7.17], H is locally isomor-
phic to Gn. Inasmuch as G has the power cancellation property, Corollary 3.2 and Theorem 5.6
state that h(Gn) = h(G) = 1, so that H ∼= Gn. Therefore Gn has the power cancellation property.
This completes the proof. 
6. Unique decomposition
Let G be a group. Then G has a unique decomposition if
(1) there is an integer t > 0 and indecomposable groups G1, . . . ,Gt such that G = G1 ⊕ · · · ⊕
Gt , and
(2) if G = G′1 ⊕ · · · ⊕G′s for some integer s > 0 and some indecomposable groups G′1, . . . ,G′s
then s = t and after a permutation of the subscripts, Gi ∼= G′i for each i = 1, . . . , t .
We say that G has a Σ -unique decomposition if Gn has a unique decomposition for each integer
n > 0. We examine h(G) for those groups G that have a Σ -unique decomposition.
Theorem 6.1. Let G be a cocommutative strongly indecomposable rtffr group. Then h(G) = 1
iff G has a Σ -unique decomposition.
Proof. Say h(G) = 1 and choose a prime divisor p of h(G). Then by Corollary 5.4 there is a
group H such that G ∼= H but such that Gp ∼= Hp . Thus G does not have a Σ -unique decompo-
sition.
Suppose, conversely, that h(G) = 1. Let n > 0 be an integer and write Gn = H1 ⊕ · · · ⊕ Hm
for some indecomposable groups H1, . . . ,Hm. By Theorem 2.1, A(Hi) is an indecomposable
projective right E(G)-module. Since E(G) is an rtffr integral domain Corollary 2.6(1) implies
that A(Hi) is an invertible fractional ideal of E(G). Thus A(Hi) is locally isomorphic to E(G) =
A(G), and so by Theorem 2.1(3), Hi is locally isomorphic to G. Since h(G) = 1, G ∼= Hi for
i = 1, . . . ,m. Thus Gn is quasi-isomorphic to Gm. Jónsson’s theorem implies that n = m, and so
G has a Σ -unique decomposition. This completes the proof. 
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power cancellation property iff G has a Σ -unique decomposition.
Proof. Apply Theorems 5.6 and 6.1. 
Proposition 6.3. Let G be a cocommutative strongly indecomposable rtffr group. Then G has a
Σ -unique decomposition iff Gn has a Σ -unique decomposition for each integer n > 0.
Proof. Suppose that Gn has a Σ -unique decomposition. Let m > 0 be an integer and let
Gm = H1 ⊕ · · · ⊕ Ht for some integer t > 0 and some indecomposable groups H1, . . . ,Ht . By
Corollary 2.6(2) each Hi is locally isomorphic to G, so by Jónsson’s theorem, m = t . Then
(Gn)m = Hn1 ⊕· · ·⊕Hnm so by hypothesis Hi ∼= G for each i = 1, . . . , t . Thus G has a Σ -unique
decomposition. The converse is clear so the proof is complete. 
Proposition 6.4. Let G be a cocommutative strongly indecomposable rtffr group. Then G has a
Σ -unique decomposition iff G⊕G has a unique decomposition.
Proof. Assume that G does not have a Σ -unique decomposition. There is a direct sum Gn ∼=
H1 ⊕ · · · ⊕ Ht for some indecomposable groups H1, . . . ,Ht , that are locally isomorphic to G,
(Corollary 2.6(2)), but such that G ∼= H1. By Theorem 4.1(2) there is a group K such that G ⊕
G ∼= H1 ⊕ K . By our choice of G ∼= H1, G ⊕ G does not have a unique decomposition. The
converse is clear so the proof is complete. 
We will classify groups G = Ge11 ⊕ · · · ⊕Gett that have a Σ -unique decomposition.
Theorem 6.5. Let G = Ge11 ⊕· · ·⊕Gett for some integers t, e1, . . . , et > 0 and some cocommuta-
tive strongly indecomposable pairwise nonquasi-isomorphic groups G1, . . . ,Gt . The following
are equivalent for G.
(1) h(G1) · · ·h(Gt) = 1.
(2) Each group G1, . . . ,Gt has a Σ -unique decomposition.
(3) G has a Σ -unique decomposition.
Proof. (1) ⇔ (2) follows from Theorem 6.1.
(2) ⇔ (3). We prove both implications at once. By Theorem 2.1, G has a Σ -unique de-
composition as a group iff E(G) has a Σ -unique decomposition as an E(G)-module. By (4.3),
E(G) = E(Ge11 ) × · · · × E(Gett ), so that E(G) has a Σ -unique decomposition iff E(Geii ) has
a Σ -unique decomposition for each i = 1, . . . , t iff (by Theorem 2.1), Geii has a Σ -unique de-
composition for each i = 1, . . . , t iff (by Proposition 6.3), Gi has a Σ -unique decomposition for
each i = 1, . . . , t . This completes the proof. 
A theorem of J.D. Reid’s [1, Theorem 3.3] states that if G is a strongly indecomposable rank
two torsion-free group then End(G) is commutative. Thus the strongly indecomposable rank two
groups G are cocommutative. Moreover, the possible quasi-endomorphism rings are Q, Q[√d ]
for some square-free integer d , and Q[x]/(x2) for an indeterminant x. Thus QE(G) is either Q
or Q[√d ] for some square-free integer d .
Let X be the set of square-free integers d for which h(Q[√d ]) = 1.
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(1) A strongly indecomposable rank two group has the internal cancellation property.
(2) If QE(G) = Q or, if G is integrally closed and QE(G) = Q[√d ] for some d ∈ X then G
has the power cancellation property and G has a Σ -unique decomposition.
Proof. (1) Apply Theorem 4.4.
(2) If QE(G) = Q then E(G) is a pid, so by Corollary 3.2, h(G) = h(E(G)) = 1. Apply
Theorem 5.6 and Corollary 6.2 to see that G has the power cancellation property and a Σ -unique
decomposition.
Let d ∈ X and let E be the ring of algebraic integers in Q[√d ]. Because d ∈ X, h(E) =
h(Q[√d ]) = 1. Since G is integrally closed, G = G, and so E(G) = E(G) = E[C−1] for some
multiplicatively closed C ⊂ Q[√d ]. Take, e.g., C = {c ∈ Q[√d ] | cE = E}. Furthermore, if
we let U1, . . . ,Ut be a representative list of the isomorphism classes of ideals of E(G) then
there are ideals I1, . . . , It of E such that Ui = Ii[C−1] for each i = 1, . . . , t . Since the Ui are
pairwise nonisomorphic, the Ii are pairwise nonisomorphic. Hence h(E(G)) h(E), so h(G) =
h(E(G)) h(E) = 1 by Corollary 3.2. Then by Theorem 5.6 and Corollary 6.2, G has the power
cancellation property and a Σ -unique decomposition. This completes the proof. 
7. Algebraic number fields
Let k be an algebraic number field, let E denote the ring of algebraic integers in k, and let h(k)
denote the class number of k. That is, h(k) = h(E). An classic problem in algebra is to determine
the integer h(k), given the algebraic number field k. Specifically, determine the algebraic number
fields k such that h(k) = 1.
Let Ω(E) be the collection of rtffr groups G such that E(G) = E. Observe that if G ∈ Ω(E)
then G is a cocommutative strongly indecomposable rtffr group. We link the problem of finding
the class number of an algebraic number field k with the problem of finding the cocommutative
strongly indecomposable rtffr groups G that have the power cancellation property.
Example 7.1. Let k be an algebraic number field and let E be the ring of algebraic integers in k.
The additive structure of E is a free abelian group so by Butler’s construction [3], there is an rtffr
group E ⊂ G ⊂ k such that End(G) = E. Thus Ω(E) = ∅.
Theorem 7.2. Let k be an algebraic number field. The following are equivalent for the integer
n > 0.
(1) n is relatively prime to h(k).
(2) Given G ∈ Ω(E) then Gn ∼= Hn implies that G ∼= H for any group H .
(3) There is a G ∈ Ω(E) such that Gn ∼= Hn implies that G ∼= H for any group H .
Proof. (1) ⇒ (2). Let n be relatively prime to h(k) and let G ∈ Ω(E). By Corollary 3.2, n is
relatively prime to h(k) = h(E) = h(E(G)) = h(G). Then by Theorem 5.3, Gn ∼= Hn implies
that G ∼= H for any group H .
(2) ⇒ (3) follows from Example 7.1.
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group H . By Corollary 3.2 and Theorem 5.3, n is relatively prime to h(G) = h(E(G)) = h(E) =
h(k). This proves part (1) and completes the proof. 
Theorem 7.3. Let k be an algebraic number field. The following are equivalent.
(1) h(k) = 1.
(2) If G ∈ Ω(E) then each group that is locally isomorphic to G is isomorphic to G.
(3) Each G ∈ Ω(E) has the power cancellation property.
(4) Some G ∈ Ω(E) has the power cancellation property.
(5) Each G ∈ Ω(E) has a Σ -unique decomposition.
(6) Some G ∈ Ω(E) has a Σ -unique decomposition.
Proof. (1) ⇔ (2). Let G ∈ Ω(E). Then h(k) = h(E) = 1 iff (by Corollary 3.2), h(G) =
h(E(G)) = h(E) = 1 iff part (2) is true.
(1) ⇒ (3). Let G ∈ Ω(E). By Corollary 3.2 and part (1), h(G) = h(E(G)) = h(E) =
h(k) = 1. Then by Theorem 5.6, G has the power cancellation property. This is part (3).
(3) ⇒ (4) follows from Example 7.1.
(4) ⇒ (1). Suppose that G ∈ Ω(E) has the power cancellation property. Then by Corollary 3.2
and Theorem 5.6, 1 = h(G) = h(E(G)) = h(E) = h(k). This proves part (1).
(3) ⇔ (5) and (4) ⇔ (6) follow from Corollary 6.2. This completes the proof. 
Let Ω(k) = {rtffr groups G | QE(G) = k}. Each G ∈ Ω(k) is a cocommutative strongly
indecomposable rtffr group. The rtffr group G ∈ Ω(k) is integrally closed iff E(G) is a Dedekind
domain.
Theorem 7.4. Let k be an algebraic number field. The following are equivalent.
(1) h(k) = 1.
(2) Given an integrally closed group in G ∈ Ω(k) then each group locally isomorphic to G is
isomorphic to G.
(3) Every integrally closed group in Ω(k) has the power cancellation property.
(4) Every integrally closed group in Ω(k) has a Σ -unique decomposition.
Proof. (2) ⇒ (1). Since Ω(E) ⊂ Ω(k), (2) ⇒ (1) follows from Theorem 7.3.
(1) ⇒ (3). Let G ∈ Ω(k) be such that E(G) is a Dedekind domain, but such that G does not
have the power cancellation property. By Corollary 3.2 and Theorem 5.6, 1 = h(G) = h(E(G)),
so that E(G) is a Dedekind domain that is not a pid. Choose a multiplicatively closed set C ⊂ E
such that E(G) = E[C−1]. Choose, e.g., C = {c ∈ E | cE(G) = E(G)}. Each ideal of E(G) is
then of the form I [C−1] for some ideal I ⊂ E. Hence some ideal I ⊂ E is not principal, and so
h(k) = 1.
(3) ⇒ (4). See Corollary 6.2.
(4) ⇒ (2). Let G ∈ Ω(k), and suppose that G ∼= H are locally isomorphic rtffr groups. By
Theorem 4.1(2), there is a group K such that G ⊕ G ∼= H ⊕ K . Our choice of G ∼= H implies
that G does not have a Σ -unique decomposition. This proves the negation of part (4), which
completes the proof. 
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We study a long exact sequence of multiplicative finite abelian groups and find certain equa-
tions of integers that relate h(G) and h(G). This reintroduces unit groups into the study of the
power cancellation property.
8.1.
(1) Let G be a cocommutative strongly indecomposable rtffr group with integral closure G.
(2) Then E = E(G) is an rtffr integral domain, its integral closure E = E(G) is a Dedekind
domain, and E/E is finite. Hence E is the integral closure of E.
(3) There is a nonzero ideal I of E such that I ⊂ E ⊂ E and such that E/I is finite.
Given a ring R let u(R) denote the group of units of R. Assume 8.1 and let
K = {x ∈ u(E) ∣∣ 1 − x ∈ I}.
Since I ⊂ E, K ⊂ u(E).
Lemma 8.2. Assume 8.1.
(1) u(E)/K and u(E)/K are finite groups.
(2) L = card(u(E)/u(E)) is a finite cardinal.
Proof. (1) Since E is an rtffr integral domain and since I = 0 is an ideal in E, E/I is finite.
Since K is the kernel of the natural mapping u(E) → u(E/I), u(E)/K embeds in the finite
group u(E/I). Thus u(E)/K ⊂ u(E)/K are finite.
(2) By part (1), u(E)/u(E) ∼= u(E)/Ku(E)/K is a finite group. This completes the proof. 
By 8.1(3) there is a commutative square
E
ι
π
E
π
E/I
ι
E/I
of rings, ring inclusions ı and ı, and natural projections π and π . Thus there is a long exact
sequence
1 → u(E) φ→ u(E)× u(E/I) ρ→ u(E/I) → Pic(E) → Pic(E)× Pic(E/I) → Pic(E/I)
of multiplicative groups called the Mayer–Vietoris sequence [2, p. 482]. The map ρ is defined by
ρ(x, y + I ) = (x−1 + I )(y + I ) for each x ∈ u(E), and for each y + I ∈ u(E/I). Furthermore,
φ(x) = (x, x + I ) for each x ∈ u(E).
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Pic(E/I) = Pic(E/I) = 1. Hence there is a long exact sequence
1 → u(E) φ→ u(E)× u(E/I) ρ→ u(E/I) → Pic(E) → Pic(E) → 1 (1)
of multiplicative groups. Since φ(K) = {(x,1 + I ) | x ∈ K} ⊂ kerρ there is a natural isomor-
phism
u(E)× u(E/I)
φ(K)
∼= u(E)
K
× u(E/I).
Hence there is a long exact sequence
1 → u(E)
K
φ→ u(E)
K
× u(E/I) ρ→ u(E/I) → Pic(E) → Pic(E) → 1 (2)
of finite groups where ρ(xK,y + I ) = ρ(x, y + I ). One readily proves that imageρ = imageρ
so that
cokerρ = cokerρ. (3)
Lemma 8.3. Assume 8.1, let m̂ = card(u(E/I)), let n̂ = card(u(E/I)), and let L = card(u(E)/
u(E)). Then
card(cokerρ) = m̂
Ln̂
.
Proof. Let M = card(u(E)/K) and let N = card(u(E)/K). By Lemma 8.2(1), M and N are
finite cardinals, so we have
L = card(u(E)/u(E))= card(u(E)/K
u(E)/K
)
= M
N
. (4)
The exactness of (2) and Eq. (4) reveals that
card(imageρ) = card(u(E)/K) · card(u(E/I))
card(u(E)/K)
= Mn̂
N
= Ln̂.
Hence (3) implies that
card(cokerρ) = card(cokerρ) = card(u(E/I))
card(imageρ)
= m̂
Ln̂
.
This completes the proof. 
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u(E)). Then
h(G) = h(G) m̂
Ln̂
.
Proof. By 8.1(2), E = E(G) and E = E(G), so by Corollary 3.2, h(G) = card(Pic(E)) and
h(G) = card(Pic(E)). By the exactness of (1) and Lemma 8.3 we have
card
(
Pic(E)
)= card(Pic(E)) · card(cokerρ) = card(Pic(E)) · m̂
Ln̂
.
Hence h(G) = h(G) · m̂
Ln̂
, which completes the proof. 
Corollary 8.5. Assume 8.1, let m̂ = card(u(E/I)), let n̂ = card(u(E/I)), and let L = card(u(E)/
u(E)). Then
(1) h(G) divides h(G).
(2) Ln̂ divides m̂.
The question of when h(G) = h(G) arises naturally from the previous result. The next result
shows that h(G) = h(G) when a weak sort of unit lifting property holds. Assuming 8.1(3), let
u(E)+ I
I
= {x + I ∣∣ x ∈ u(E)}.
Theorem 8.6. Assume 8.1. Then
u(E/I) =
[
u(E)+ I
I
]
· u(E/I)
iff h(G) = h(G).
Proof. Assume that u(E/I) = [u(E)+I
I
] · u(E/I). The expression [u(E)+I
I
] · u(E/I) is imageρ
in (1), so that ρ is a surjection. By the exactness of (1), Pic(E) ∼= Pic(E), so that by 8.1(2),
card
(
Pic
(
E(G)
))= card(Pic(E))= card(Pic(E))= card(Pic(E(G))). (5)
Hence Corollary 3.2 shows us that h(G) = h(G).
Conversely, assume that h(G) = h(G). Corollary 3.2 implies that
card
(
Pic(E)
)= card(Pic(E(G)))= card(Pic(E(G)))= card(Pic(E)).
The surjection Pic(E) → Pic(E) in (1) is then an isomorphism. Hence ρ is a surjection, whence
imageρ = u(E/I) = [u(E)+I ] · u(E/I). This completes the proof. I
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then H ∼= K . It has been known since the 1950s that the lifting of units modulo an integer n is
connected with the cancellation property. See [1, L. Fuchs, Lemma 8.10] where it is shown that
under some interesting conditions, each unit of End(G)/nEnd(G) lifts to a unit of End(G) if G
has the cancellation property.
Corollary 8.7. Assume 8.1. If each unit of E/I lifts to a unit of E then h(G) = h(G).
Proof. Suppose that units of E/I lift to units of E. Then the map ρ in (1) is a surjection,
so that Pic(E) ∼= Pic(E). By Corollary 3.2 and 8.1(2), h(G) = card(Pic(E)) = card(Pic(E)) =
h(G). 
Example 8.8. Let I ⊂ E ⊂ E be rtffr integral domains such that E/I =∏ni=1 Z/2Z and E/I ={(x, . . . , x) | x ∈ Z/2Z}. Then u(E/I) = u(E/I) = {1 + I }. Hence each unit of E/I lifts to a
unit of E, and each unit of E/I lifts to a unit of E. By Corollary 8.7, h(G) = h(G). A ring E
with this type of factorization of 2E is the pid E = Q[√3 ] in which 2 = (−5+3√3 )(5+3√3 ).
Then h(G) = h(E) = h(E) = 1 = h(G).
The following result shows that if we are interested in investigating the power cancellation
property in the group G then we need only consider those groups G such that E(G) is a pid.
Theorem 8.9. Assume 8.1.
(1) If h(G) = 1 then h(G) = 1.
(2) Suppose that h(G) = 1. Then h(G) = 1 iff
u(E/I) =
[
u(E)+ I
I
]
· u(E/I).
Proof. Part (1) follows from Corollary 8.5(1).
(2) Suppose that h(G) = 1. Then by Theorem 8.6, h(G) = 1 iff
u(E/I) =
[
u(E)+ I
I
]
· u(E/I).
This completes the proof. 
Theorem 8.10. Assume 8.1, and let I be a prime ideal of E that contains a rational prime p.
Suppose that E/I is a subfield of E/I , let e = [E/I : Z/pZ], let f = [E/I : E/I ], and let
L = card(u(E)/u(E)). Then
h(G) = h(G)
L
f−1∑
i=0
pei .
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Consequently,
m̂
n̂
= card(u(E/I))
card(u(E/I))
= p
ef − 1
pe − 1 =
f−1∑
i=0
pei .
Apply this to Theorem 8.4 to complete the proof. 
We calculate h(G) in the case where u(E) is a finite group. For instance, the ring E of alge-
braic integers in the field Q[√−d ] has finite unit group when d > 0 is a square-free integer. See
[6, Proposition 4.2]. Compare the next theorem to Theorem 8.4.
Theorem 8.11. Assume 8.1 and assume that E has a finite unit group. Let m = card(u(E)),
n = card(u(E)), m̂ = card(u(E/I)), and write n̂ = card(u(E/I)). Then
(1) h(G) = h(G)m̂n
mn̂
, and
(2) h(G) = 1 iff h(G)m̂n = mn̂.
Proof. Since u(E) and u(E) are finite groups, m and n are integers such that
L = card(u(E)/u(E))= m
n
.
Then by Theorem 8.4, h(G) = h(G)m̂n
mn̂
. This proves the theorem. 
Corollary 8.12. Assume 8.1 and assume that E is a pid with finite unit group. Let m =
card(u(E)), n = card(u(E)), m̂ = card(u(E/I)), and let n̂ = card(u(E/I)). Then h(G) = m̂n
mn̂
.
9. Analytic methods
We link the power cancellation property to the sequence of rational primes. Specialize the
notation 8.1 as follows.
9.1.
(1) Let E be the ring of algebraic integers in the algebraic number field k = QE, and let
[k : Q] = f . Then Z/pZ-dim(E/pE) = f for each rational prime p.
(2) For each rational prime p let E(p) = Z + pE, let G(p) be an rtffr group such that
E(G(p)) = E(p), and let G(p) be the integral closure of G(p). Then E(G(p)) = E is
the integral closure of the rtffr integral domain E(p), and G(p) is a cocommutative strongly
indecomposable rtffr group. E(G) is a Dedekind domain.
(3) Let m̂p = card(u(E/pE)), let n̂p = card (u(E(p)/pE)), let L(p) = card( u(E)u(E(p)) ), and let
bp = m̂p
n̂p
= card
(
u(E/pE)
u(E(p)/pE)
)
.
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limn>0 s(n)/t (n) = 1.
Theorem 9.2. Assume 9.1. By 9.1(1), Z/pZ-dim(E/pE) = f . Then the sequence {h(G(p))L(p)
h(G(p))
|
primes p} is asymptotically equal to the sequence {pf−1 | primesp}.
Proof. Let p be a rational prime. By 9.1(1), Z/pZ-dim(E/pE) = f is independent of p, and by
9.1(2), E(p)/pE ∼= Z/pZ, so n̂p = p − 1. There are at most finitely many primes p that ramify
in QE so we assume that the rational primes we choose do not ramify in QE.
If pE is a prime ideal in E then
bp = m̂p
n̂p
= p
f − 1
p − 1 .
Otherwise, there are different prime ideals I1, . . . , Ig of E such that pE = I1 ∩ · · · ∩ Ig . By
the Chinese Remainder Theorem E/pE ∼= E/I1 × · · · ×E/Ig is a product of finite fields. Write
[E/Ii : Z/pZ] = fi for each i = 1, . . . , g. Then u(E/pE) = u(E/I1)× · · · × u(E/Ig), so that
bp = m̂p
n̂p
= (p
f1 − 1) · · · (pfg − 1)
p − 1 .
Since f =∑gi=1 fi , there are polynomials Q1(x) and Q2(x) of degree < f − 1 such that
bp =
{
pf−1 +Q1(p) if pE is a prime ideal in E,
pf−1 +Q2(p) otherwise
(6)
for each rational prime p. This defines a sequence of integers {cp | primes p} by
cp =
{
Q1(p) if pE is a prime ideal in E,
Q2(p) if pE is a semi-prime ideal in E.
Since deg(Qi(x)) < f − 1 for i = 1,2, limp Q1(p)pf−1 = limp Q2(p)pf−1 = 0, so that
lim
p
cp
pf−1
= 0. (7)
Now, because G(p) is the integral closure of G(p), E = E(G(p)), and by Corollary 3.2,
h(E) = h(G(p)). Then Theorem 8.4 and (6) imply that
h
(
G(p)
) L(p)
pf−1 + cp = h
(
G(p)
)L(p)
bp
= h(G(p))= h(E) = 0.
Moreover,
h(G(p))
L(p)
pf−1
h
(
G(p)
) L(p)
f−1
= p
f−1 + cp
pf−1
= 1 + cp
pf−1p +cp
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h
(
G(p)
)L(p)
pf−1
=
h(G(p))
L(p)
pf−1
h(G(p))
L(p)
pf−1+cp
h
(
G(p)
) L(p)
pf−1 + cp =
(
1 + cp
pf−1
)
h(E)
which converges to h(E) = 0 as p → ∞. Consequently,
lim
p
h(G(p))L(p)
pf−1h(E)
= 1
and hence the sequence{
L(p)h(G(p))
h(E)
∣∣∣ primes p}= {L(p)h(G(p))
h(G(p))
∣∣∣ primes p}
is asymptotically equal to the sequence {pf−1 | primes p}. This completes the proof. 
Corollary 9.3. Assume 9.1. Suppose that k is a quadratic number field. Then {h(G(p))L(p)
h(G(p))
|
primes p} is asymptotically equal to the sequence of rational primes.
The next result links our work with the sequence of rational primes.
Theorem 9.4. Assume 9.1. Suppose that k is a field such that [k : Q] = f . Then h(k) = 1 iff the
sequence {h(G(p))L(p) | primes p} is asymptotically equal to {pf−1 | primes p}.
Proof. Suppose that h(k) = 1. By Corollary 3.2, 1 = h(k) = h(E) = h(G(p)) for each ratio-
nal prime p, so that by Theorem 9.2, {L(p)h(G(p))
h(G(p))
| primes p} = {L(p)h(G(p)) | primes p} is
asymptotically equal to {pf−1 | primes p}.
Conversely, assume that {L(p)h(G(p)) | primes p} is asymptotically equal to {pf−1 |
primes p}. By Theorem 9.2, {L(p)h(G(p))
h(G(p))
| primes p} is also asymptotically equal to {pf−1 |
primes p}, and by Corollary 3.2, h(G(p)) = h(E). Thus
1 = lim
p
L(p)h(G(p))
pf−1h(G(p))
= lim
p
L(p)h(G(p))
pf−1h(E)
= 1
h(E)
lim
p
L(p)h(G(p))
pf−1
= 1
h(E)
.
Therefore h(k) = h(E) = 1, which completes the proof. 
If E is the ring of algebraic integers in k = Q[√−d ] for some square-free integer d = 2 or
d > 3 then u(E) = {1,−1}, [6, Proposition 4.2]. Then also u(E(p)) = {1,−1} for each rational
prime p, so that card(u(E)/u(E(p))) = L(p) = 1. We have stumbled upon the hypothesis for
the next result.
Corollary 9.5. Assume 9.1. By 9.1(1), [k : Q] = f . Suppose that L(p) =  for each prime p.
Then the sequence { 
h(E)
h(G(p)) | primes p} is asymptotically equal to the sequence {pf−1 |
primes p}.
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{L(p)h(G(p)) | primes p} is asymptotically equal to the sequence of rational primes.
Corollary 9.7. Assume 9.1. Suppose that QE = Q[√−1 ]. Then the sequence {2 · h(G(p)) |
primes p} is asymptotically equal to the sequence of rational primes.
Proof. It is known that u(E) = {±1,±i} and that u(E(p)) = {1,−1} for each prime p. Then
L(p) = card(u(E)/u(E(p))) = 2 for each rational prime p. Since E is a pid, Corollary 3.2
implies that h(G(p)) = h(E) = 1 for each rational prime p. Now apply Corollary 9.5. This
completes the proof. 
Corollary 9.8. Assume 9.1. Suppose that QE = Q[√−3 ]. Then the sequence {3 · h(G(p)) |
primes p} is asymptotically equal to the sequence of rational primes.
Proof. It is known that u(E) = {±1,±ω,±ω} where ω = 12 +
√−3
2 , and that E = Z[ω] is a
pid [6, Theorem 3.2 and Proposition 4.2]. Then u(E(p)) = {1,−1} for each rational prime p
since E(p) = E. Thus L(p) = card(u(E)/u(E(p))) = 3 for each rational prime p. Now apply
Corollary 9.5. This completes the proof. 
Let d = 0,1 be a square-free integer. For k = Q[√−d ], f = 2. For d = 2 or d > 3, {1,−1} is
the set of units in E = the ring of algebraic integers in k. Then u(E(p)) = u(E) for each prime
p so that L(p) = 1.
Corollary 9.9. Assume 9.1. Suppose that QE = Q[√−d ] for some square-free integer d = 2 or
d > 3. Then {h(G(p))/h(G(p)) | primes p} is asymptotically equal to the sequence of rational
primes.
Corollary 9.10. Assume 9.1. Suppose that QE = Q[√−d ] for some square-free integer d = 2
or d > 3. Then h(k) = 1 iff the sequence {h(G(p)) | primes p} is asymptotically equal to the
sequence of rational primes.
10. Lifting units
Assume 8.1. We examine the unit lifting property for rings E(p) and E. We show that unit
lifting in E(p) can occur at only finitely many rational primes p. We begin with a pair of rings
and ideals for which units lift.
Proposition 10.1. Assume 8.1, and let Z + pE = E(p) ⊂ E for p = 2,3. Then each unit of
E(p)/pE lifts to a unit of E(p).
Proof. For p = 2, E(2)/2E ∼= Z/2Z has exactly one unit, so each unit of E(2)/2E lifts to a unit
of E(2).
For p = 3, E(3)/3E ∼= Z/3Z has exactly two units. Since 1 − (−1) /∈ 3E, 1 and −1 ∈ E(3)
map to different units of E(3)/3E. That is, each unit of E(3)/3E lifts to a unit of E(3). This
completes the proof. 
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E′/I lifts to a unit of E′ then each unit of E/I lifts to a unit of E. Furthermore, if E′ = E(G′)
then h(G) = h(G′).
Proof. By hypothesis we have I ⊂ E ⊂ E′ ⊂ E, so there is a Mayer–Vietoris sequence
1 → u(E) φ→ u(E′)× u(E/I) ρ→ u(E′/I) → Pic(E) → Pic(E′) → 1 (8)
of multiplicative groups. By hypothesis, each unit of E′/I lifts to a unit of E′, so (8) contains a
short exact sequence
1 → u(E) → u(E′)× u(E/I) ρ→ u(E′/I) → 1.
The lifting property ensures that u(E/I) ⊂ u(E′/I) = ρ(u(E′)), and that a unit x ∈ E/I lifts to
a unit x ∈ E′. Because x−1 ∈ E/I, x−1 ∈ E. Thus, each unit in E/I lifts to a unit of E.
Furthermore, the exactness of (8) and the by now familiar argument shows that
h(G) = h(E) = card(Pic(E))= card(Pic(E′))= h(E′) = h(G′).
This completes the proof. 
The next result is interesting since it shows that in one important instance the power can-
cellation property is inherited by subgroups of finite index. This kind of inheritance is rare in
torsion-free finite rank groups.
Corollary 10.3. Assume 8.1. Suppose that each unit of E/I lifts to a unit of E. Then the following
are equivalent.
(1) Each group G′ such that I ⊂ E(G′) ⊂ E has the power cancellation property.
(2) G has the power cancellation property.
Proof. (1) ⇒ (2) is clear.
(2) ⇒ (1). Let G′ be a group such that I ⊂ E(G′) ⊂ E. There is a long exact sequence (1),
(temporarily letting E = E(G′)). By hypothesis, each unit of E/I lifts to a unit of E, so ρ is
onto, and by the exactness of (1), h(E(G′)) = Pic(E(G′)) ∼= Pic(E) = h(E). By Corollary 3.2,
h(G) = h(E), and by part (2) and Theorem 5.6, h(G) = 1. Another application of Corollary 3.2
shows us that h(G′) = card(Pic(E(G′))) = card(Pic(E)) = 1, so by Theorem 5.6, G′ has the
power cancellation property. This proves part (1) and completes the proof. 
The following is an interesting lemma.
Lemma 10.4. Let A be a finite Z/pZ-algebra. There is a semi-simple Z/pZ-subalgebra B ⊂ A
such that B ∼= A/N (A), such that A = B ⊕N (A) and
card
(
u(A)
)= card(u(B)) · card(N (A)).
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that B ∼= A/N (A) and
A = B ⊕N (A) (9)
as B-modules.
Let x ⊕ y ∈ u(A) for some x ∈ B and y ∈N (A). Then x ⊕ y +N (A) = x +N (A) is a unit
in A/N (A) ∼= B so that x ∈ u(B). Conversely, let x ⊕ y ∈ A for some x ∈ u(B) and y ∈N (A).
Then x⊕y+N (A) = x+N (A) is a unit of A/N (A) = B . Since units lift modulo the nil radical
of A, x ⊕ y is a unit of A. Then
u(A) = {x ⊕ y ∣∣ x ∈ u(B) and y ∈N (A)},
and thus card(u(A)) = card(u(B)) · card(N (A)). This completes the proof. 
We further specialize the conditions (9.1).
10.5. Recall conditions 9.1(1) and (2).
(1) Let p ∈ Z be a prime, let k > 0 be an integer, and let I be a nonzero prime ideal of E such
that p ∈ I k ⊂ E(p) ⊂ E, and such that E(p)/I k is a field.
(2) Let [E(p)/I k : Z/pZ] = e  1 and [E/I : E(p)/I k] = f  1. Then [E/I : Z/pZ] = ef 
1, and Z/pZ-dim(I/I k) = ef (k − 1) 0.
Example 10.6. The condition for I , E(p), and E in 10.5 occurs in the following natural way.
Let p be a rational prime, let p ∈ I ⊂ E be a prime ideal, and let k > 0 an integer such that
p ∈ I k . (This occurs, e.g., when p ramifies in k.) Then E/I is a field and E/Ik is a finite
Z/pZ-algebra with Jacobson radical I/I k . By the Wedderburn theorem [1], there is a subalgebra
B ⊂ E/Ik such that B ∼= E/I is a field and E/Ik = B ⊕ I/I k as B-modules. Choose a subring
I k ⊂ E(p) ⊂ E such that E(p)/I k ⊂ B . Then 10.5(1) is satisfied by p, k, I , E(p), and E.
Since at most finitely many rational primes p ramify in k, there are at most finitely many rational
primes p for which k = 1.
The next three results bound the primes p ∈ Z at which we can lift units from E/pE to E.
Lemma 10.7. Assume 10.5. By 10.5(1) there is a prime p, an integer k > 0, and a prime ideal
I ⊂ E such that p ∈ I k . Then card(u(E/Ik)) = pef (k−1)(pef − 1).
Proof. Since I is a prime ideal in the Dedekind domain E, N (E/Ik) = I/I k , so that by
Lemma 10.4,
card
(
u
(
E/Ik
))= card(u(E/I)) · card(I/I k).
By 10.5(2), [E/I : Z/pZ] = ef and Z/pZ-dim(I/I k) = ef (k − 1). Thus we have
card
(
u
(
E/Ik
))= pef (k−1)(pef − 1).
This proves the lemma. 
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prime p, an integer k > 0, and a prime ideal I ⊂ E such that p ∈ I k . If each unit of E/Ik lifts
to a unit of E then
(1) pef (k−1)(pef − 1)m, and
(2) if p > 2 then pef (k−1)(pef − 1) is not relatively prime to m.
Proof. (1) By Lemma 10.7, card(u(E/Ik)) = pef (k−1)(pef − 1). If pef (k−1)(pef − 1) > m then
we cannot lift the pef (k−1)(pef − 1) different units of E/Ik to the m units of E.
(2) If p > 2 and if pef (k−1)(pef − 1) is relatively prime to m then by Lemma 10.7,
ρ(u(E)) = 1. Since p > 2, u(E/I) = 1, so some unit of E/I does not lift to a unit of E. This
completes the proof. 
Theorem 10.9. Let E be an rtffr Dedekind domain with finite unit group. There are at most
finitely many prime ideals I ⊂ E and finitely many integers k > 0 such that I k ∩ Z is a prime
ideal in Z, and such that each unit of E/Ik lifts to a unit of E.
Proof. Let card(u(E)) = m be finite. The set P = {primes p ∈ Z | there are integers s > 0 and
t  0 such that pst (ps − 1)m} is finite. Let Q= {primes p ∈ Z | there is a prime ideal I ⊂ E
and an integer k > 0 such that p ∈ I k and such that each unit of E/Ik lifts to a unit of E}. By
Lemma 10.8(1), Q⊂P so Q is finite as required. 
11. Calculations with primary ideals
Assume 10.5. Consider the fixed rational prime p and the ring E of algebraic integers in the
quadratic number field k = Q[√d ] for some square-free integer d . As in 10.5(1) let E = E(p)
be such that pE ⊂ I k ⊂ E ⊂ E for some integer k > 0, some prime ideal I ⊂ E, and such that
E/Ik is a field. Let
L(p) = card
(
u(E)
u(E(p))
)
.
In the next several sections we calculate L = L(p) and h(G) = h(G(p)) over quadratic number
fields k.
Lemma 11.1. Assume 10.5. Then
card(u(E/Ik))
card(u(E(p)/I k))
= pef (k−1)
f−1∑
j=0
pej .
Proof. By 10.5(1), E(p)/I k is a field and [E(p)/I k : Z/pZ] = e > 0. Then card(u(E(p)/I k)) =
pe − 1. By 10.5(2), card(u(E/I)) = pef − 1 and card(I/I k) = pef (k−1), so by Lemma 10.4,
card
(
u
(
E/Ik
))= card(u(E/I)) · card(I/I k)= pef (k−1)(pef − 1).
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card(u(E/Ik))
card(u(E(p)/I k))
= p
ef (k−1)(pef − 1)
pe − 1 = p
ef (k−1)
f−1∑
j=0
pej ,
which completes the proof. 
Theorem 11.2. Assume 10.5. If G has the power cancellation property then
L(p) = card(u(E/I
k))
card(u(E(p)/I k))
= pef (k−1)
f−1∑
j=0
pej .
Proof. By Corollary 8.5(2) and Lemma 11.1, L(p) divides
card(u(E/Ik))
card(u(E(p)/I k))
= pef (k−1)
f−1∑
i=0
pei .
Conversely, recall the integers e, f , k from 10.5(2), and assume that G has the power can-
cellation property. Corollary 3.2 and Theorem 5.6 imply that card(Pic(E(p))) = h(G) = 1, so
that the map ρ in (1) is a surjection. The map ρ induces a map ρ∗ :u(E) → u(E/Ik) defined by
ρ∗(x) = ρ(x,1 + I k) = x−1 + I k for each x ∈ u(E). Then
u
(
E/Ik
)= ρ(u(E)× u(E(p)/I k))= ρ∗(u(E)) · u(E(p)/I k). (10)
The inclusion ρ∗(u(E(p))) ⊂ u(E(p)/I k) implies that
ρ∗
(
u
(
E(p)
))⊂ ρ∗(u(E))∩ u(E(p)/I k). (11)
Consequently, u(E(p)) is contained in the kernel of the canonical induced surjection
ρ∗ :u(E) → ρ
∗(u(E))
ρ∗(u(E))∩ u(E(p)/I k) :x → ρ
∗(x).
Hence by (10) and (11),
u(E/Ik)
u(E(p)/I k)
= ρ
∗(u(E)) · u(E(p)/I k)
u(E(p)/I k)
= ρ
∗(u(E))
ρ∗(u(E))∩ u(E(p)/I k)
is a quotient of u(E)/u(E(p)). Thus L(p) is divisible by card(u(E/I
k))
card(u(E(p)/I k)) , and therefore L(p) =
card(u(E/Ik))
card(u(E(p)/I k)) . This completes the proof. 
Corollary 11.3. Assume 10.5, recall that p ∈ I k from 10.5(1), and suppose that E(p) = E. If
p > L(p) then G does not have the power cancellation property. Specifically, if u(E) = u(E(p))
then G does not have the power cancellation property.
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1 = 0. Hence pef (k−1)∑f−1j=0 pej  p > L(p). Otherwise f  2, so that pef (k−1)∑f−1j=0 pej 
1 +p > L(p). In either case, pef (k−1)∑f−1j=0 pej = L(p), so by Theorem 11.2, G does not have
the power cancellation property.
Specifically, if u(E) = u(E(p)) then p > L(p) = 1 for all rational primes p. In this case, G
does not have the power cancellation property. This completes the proof. 
Corollary 11.4. Assume 10.5, and assume that the prime p in 10.5(1) is an odd prime. If
L(p) 2 then G does not have the power cancellation property.
Proof. By hypothesis, p > 2 L(p), so by Corollary 11.3, G does not have the power cancel-
lation property. 
Theorem 11.5. Assume 10.5, and suppose that card(u(E)) is finite. There are at most finitely
many rational primes p and nonzero primary ideals p ∈ J ⊂ E such that h(Z + J ) = 1.
Proof. Let P = {(k, f,p, I ) | (i) k, f > 0 are integers, p is a rational prime, and I ⊂ E is a
prime ideal such that (ii) p ∈ I k , (iii) [E/I : Z/pZ] = f , and (iv) h(Z+ I k) = 1}. We claim that
P is a finite set.
Let p1, . . . , pt ∈ Z be the finite list of the primes pi that ramify in the algebraic number
field QE. Since E/piE is finite for each prime pi on our list there are at most finitely many
prime ideals I1, . . . , Is in E and finitely many integers k(i, j) > 1 such that pi ∈ I k(i,j)j . Let
fj = [E/Ij : Z/pZ]. Then there are at most finitely many quadruples (k(i, j), fj ,pi, Ij ) ∈ P
with k(i, j) > 1.
Otherwise, we are given (1, f,p, I ) ∈P . Let Q(a,x) =∑a−1j=0 xj and fix a residue number f .
Some calculus shows us that Q(f,x) is eventually a one-to-one function. Then as p ranges
over the infinite set of primes, the sequence {Q(f,p) | primes p} of integers is unbounded. By
hypothesis, h(Z + I 1) = 1 = [(Z + pE)/pE : Z/pZ], so by Theorems 5.6 and 11.2, Q(f,p)
divides card(u(E)) = m for each rational prime p such that (1, f,p, I ) ∈ P . (L(p) is a quotient
of m.) There are then at most finitely many rational primes p1, . . . , pt in the p component of
quadruples in P for each residue number f .
Now fix a rational prime p = pj and let f vary. We have observed that Q(f,p) divides m.
However, Q(f,p)Q(f,2) > m for sufficiently large f . Then there is a finite list f1, . . . , ft of
possible residue numbers f in quadruples (1, f,p, I ) ∈ P .
Since E/piE is finite for each rational prime p1, . . . , pt , {ideals J ⊂ E | pi ∈ J for some
i = 1, . . . , t} is a finite set, thus proving that the I component of (1, f,p, I ) ∈ P has finitely
many values. As claimed, P is finite.
Let Q = {(p, I k) | (i) p is a rational prime and k > 0 is an integer, (ii) I is a prime ideal
p ∈ I ⊂ E, and (iii) h(Z + I k) = 1}. There is a natural surjection P →Q, so Q is finite. Hence
there are at most finitely many rational primes p and nonzero primary ideals p ∈ I k ⊂ E such
that h(Z + I k) = 1. This completes the proof. 
Example 11.6. Given a square-free integer d = 2 or d > 3, the ring of algebraic integers E
in Q[√−d ] has unit group {1,−1}, so any subring E(p) = E has unit group {1,−1}. Thus
L(p) = 1 for any rational prime p. Given an rtffr group G(p) such that Z+pE = E(G(p)) ⊂ E,
then card( u(E) ) = 1. Hence G(p) fails to have the power cancellation property. However,u(E(G(p)))
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k) =there are only finitely many d > 0 such that h(E) = h(Q[√−d ]) = 1, and for these d , G(p) has
the power cancellation property.
Example 11.7. Assume that E = Z[√−1 ]. Evidently, 5 = (2 + i)(2 − i) is semi-prime in E.
Thus there is a prime ideal 5 ∈ I ⊂ E such that E/I ∼= Z/5Z. The 4 units {±1,±i} of u(E) map
onto the 4 units of u(E/I) since 1 + I = i + I . Thus each unit of E/I lifts to a unit of E.
We show that some unit of E/5E does not lift to a unit of E. Given a prime p  5, then pE
is prime or pE is semi-prime in E. Inasmuch as card(E/5E) = 16 > 4 = card(E), some unit of
E/pE does not lift to a unit of E.
12. Quadratic number fields
We will examine h(G) for groups G such that QE(G) = Q[√d ] for square-free integers d .
Example 12.1. Assume 10.5. Fix a rational prime p, and let E be the ring of algebraic inte-
gers in the quadratic number field k. By 10.5(1), k > 0 is an integer, p is a rational prime,
and I ⊂ E is a prime ideal such that p ∈ I k ⊂ E(p) ⊂ E and E(p)/I k ∼= Z/pZ. Let L(p) =
card(u(E)/u(E(p))).
Since E/I is a field extension of Z/pZ, we let [E/I : Z/pZ] = g > 0, and then Z/pZ-dim(I/I
g(k − 1) 0. Evidently, gk = 2.
Case 1. There are at most finitely many primes p with g = 1 since these primes ramify in k. Say
g = 1. Then k = 2 and card(u(E/I)) = card(u(Z/pZ)) = p − 1. By Lemma 10.4,
card
(
u
(
E/I 2
))= card(u(E/I)) · card(I/I 2)= p(p − 1)
so by Lemma 8.3,
card(cokerρ) = p(p − 1)
L(p) · (p − 1) =
p
L(p)
. (12)
Hence L(p) = 1 or L(p) = p.
If L(p) = p then card(cokerρ) = 1, thus ρ is a surjection, and so h(G(p)) = h(G(p)) for
each rational prime p with g = 1. Hence, by Corollary 3.2 and Theorem 5.6, G(p) has the power
cancellation property iff G(p) has the power cancellation property iff E is a pid. Otherwise,
L(p) = 1. In this case, (12) and Theorem 8.4 imply that h(G(p)) = h(G(p))p > 1 for each
rational prime p such that g = 1. Such a group G(p) does not have the power cancellation
property.
Case 2. Say g = 2. Then k = 1, and hence card(u(E/I)) = p2 −1 and card(u(E(p)/I)) = p−1.
By Lemma 8.3,
card(cokerρ) = p
2 − 1
L(p) · (p − 1) =
p + 1
L(p)
(13)
so L(p) divides p + 1.
If L(p) = p+1 then the map ρ in (1) is a surjection, so by Corollary 3.2, h(G(p)) = h(G(p)).
Thus, by Corollary 3.2 and Theorem 5.6, G(p) has the power cancellation property iff G(p)
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h(G(p)) = h(G(p)) p+1
L(p)
> 1, so that G(p) does not have the power cancellation property.
Case 3. Say g = 2 and p = 2. Then L(p) = 1 or L(p) = 3. If L(p) = 3 then h(G(p)) =
h(G(p)). By Corollary 3.2 and Theorem 5.6, G(p) has the power cancellation property iff E
is a pid. Otherwise, L(p) = 1. Then by (13), h(G(p)) = h(G(p))3 > 1, so that G(p) does not
have the power cancellation property.
13. The Gaussian integers
We specialize notation.
13.1. Assume 10.5.
(1) Further assume that E = Z[i] where i = √−1. By 10.5, p is a rational prime and E(p) =
Z + pE = {a + pbi | a, b ∈ Z}.
(2) Let G(p) be an rtffr group such that E(p) = E(G(p)).
Then E is a pid, u(E) = {±1,±i}, u(E(p)) = {1,−1}, and card(u(E/pE)) = p − 1.
Example 13.2. Assume 13.1. By 13.1(1), E is a pid, so by Corollary 3.2, h(G(p)) = h(E) = 1.
By Theorem 5.6, G(p) has the power cancellation property. Since u(E) = {±1,±i} and
u(E(p)) = {±1}, L(p) = card(u(E)/u(E(p))) = 2. If p > 2 = card(u(E(p))) then Corol-
lary 11.3 implies that G(p) does not have the power cancellation property.
We improve on the previous example.
Example 13.3. Assume 13.1. Observe that L(p) = 2 for all rational primes p. Compare this
example to Corollary 9.7.
Case 1. p = 2. Since 2E = I 2 for some prime ideal I ⊂ E, E/2E = Z/2Z⊕ I/I 2 as groups, so
that card(u(E/2E)) = 1 ·2 by Lemma 10.4. By Corollary 3.2 and 13.1(1), h(G(p)) = h(E) = 1,
so that Pic(E) = 1. Since 1 − i /∈ 2E, the units 1 + 2E and i + 2E are different units in E/2E.
Thus the 2 units of E/2E lift to units of E. Hence the map ρ in (1) is a surjection, so that
Pic(E(G(p))) = 1. By Corollary 3.2, h(G(p)) = 1, and by Theorem 5.6, G(p) has the power
cancellation property.
Case 2. p  3 is a prime in E. Then E/pE is a field extension of Z/pZ of degree 2, so that
card(u(E/pE)) = p2 − 1. By Corollary 8.12,
h
(
G(p)
)= (p2 − 1)
2 · (p − 1) =
p + 1
2
= 1,
so by Theorem 5.6, G(p) does not have the power cancellation property.
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Z/pZ, and thus card(u(E/pE)) = (p − 1)2. It follows from Corollary 8.12 that
h
(
G(p)
)= (p − 1)2
2 · (p − 1) =
p − 1
2
= 1,
so by Theorem 5.6, G(p) does not have the power cancellation property.
14. Imaginary quadratic number fields
Suppose that G(p) is an rtffr group such that QE(G(p)) = Q[√−d ] for some square-free
integer d = 2 or d > 3. We determine those rational primes p such that G(p) has the power
cancellation property.
14.1. Assume 10.5. Let d = 2 or d > 3 be a square-free integer, and let E = Q[√−d ].
Example 14.2. Let E be the ring of algebraic integers in Q[√−3 ]. Then u(E) = {±1,±ω,±ω2}
where ω = 12 +
√
3
2 i. Since 3 is a perfect square in E, 3E = I 2 for some ideal 3E ⊂ I ⊂ E. Then
E/I ∼= Z/3Z so that by Lemma 10.4, m̂3 = card(u(E/I 2)) = card(u(E/I)) · card(I/I 2) = 2 · 3.
Let E(3) = Z+ I 2. Then u(E(3)/I 2) = u(Z/3Z) = {±1}, so that n̂3 = 2. Hence each unit of
E(3)/I 2 lifts to a unit of E(3). Observe that L(3) = 3.
The units 1 and 12 +
√−3
2 in E map to different units of E/I
2 since the differences 12 ±
√−3
2 −
1 = − 12 ±
√−3
2 are units of E. Hence the m3 = 6 units of E map onto the m̂3 = 6 units of
E/I 2. That is, each unit of E/I 2 lifts to a unit of E. Moreover, because E is a pid, Corollary 3.2
and Theorem 8.11 imply that h(G(p)) = m̂3
L(3)·̂n3 = 1. Hence G(p) has the power cancellation
property.
By [6, Proposition 4.2], the ring of algebraic integers E in Q[√−d ] has exactly two units
for square-free integers d = 2 or d > 3. Thus u(E) = u(E(p)) = {±1}. That is, L(p) = 1 for
each rational prime p. Furthermore, E(p)/pE ∼= Z/pZ, so that card(u(E(p)/pE)) = p−1. By
Corollary 11.4, G does not have the power cancellation property for p > 2. We will calculate
h(G(p)).
Example 14.3. Assume 14.1.
Case 1. Suppose that pE = I 2 for some prime ideal I ⊂ E. By Lemma 10.4, card(u(E/pE)) =
p(p − 1), and hence
h
(
G(p)
)= h(G(p)) p(p − 1)
1 · (p − 1) = h
(
G(p)
)
p
by Theorem 8.4. Then h(G(p)) p.
Case 2. Suppose that pE is prime in E. Then E/pE is a field of degree 2 over Z/pZ, so that
card(u(E/pE)) = p2 − 1. Thus
h
(
G(p)
)= h(G(p)) (p2 − 1)
1 · (p − 1) = h
(
G(p)
)
(p + 1).
Then h(G(p)) p + 1.
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I = J ⊂ E. By the Chinese Remainder Theorem, E/pE ∼= E/I ×E/J ∼= Z/pZ×Z/pZ. Thus
card(u(E(p)/pE)) = p − 1 and card(u(E/pE)) = (p − 1)2. Hence
h
(
G(p)
)= h(G(p)) (p − 1)2
1 · (p − 1) = h
(
G(p)
)
(p − 1).
Since p > 2, h(G(p)) p − 1 > 1.
Case 4. If p = 2 and 2E = I ∩ J for some prime ideals I = J ⊂ E, so that
u(E/2E) ∼= u(E/I)× u(E/J ) ∼= u(Z/2Z)× u(Z/2Z) = {(1,1)}.
The one unit of E/2E lifts to a unit of E. Hence by Corollary 3.2 and Theorem 8.4,
h
(
G(p)
)= h(G(p)) 1
1 · 1 = h
(
G(p)
)= h(E) = h(Q[√−d ])
which by [6, Theorem 10.5] equals 1 only for d ∈ {163,67,43,19,11,7,3,2,1}.
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