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Abstract
Immunisation, pioneered by Edward Jenner (1749-1823), has saved millions of lives and
has helped the human race survive several disease pandemics. Today, the immunisation
industry conducts vast amounts of research, not only developing new vaccinations, but also
new methods of diagnosis. Currently, blood samples are taken manually using a syringe,
loaded into a centrifuge and spun for several hours to separate out the different parts of the
blood sample. These parts can then be tested manually for a range of ailments. In some
areas of the world, access to such a device is unavailable and even if it was, this can be a
long, energy intensive and costly process. Hence, new faster methods involving the use of
microchips and surface acoustic waves and are an inviting possibility.
Utilising the field of fluid dynamics, notably the work of Newton, Euler, Cauchy, Navier and
Stokes, combined with modern computational methods allows for an engineering perspective
to be taken on this problem. This thesis combines many novel contributions to create a
computational modelling framework to model external excitation of axisymmetric micro-
scale fluid droplets. In the present work fluid motion is governed by an axisymmetric form
of the Navier-Stokes equations, with focus on incompressible Newtonian fluids, and this
is presented in full. At the micro-scale, surface tension is the most dominant force, hence
additional contributions are derived and included due to surface tension and contact line
forces. Additionally, to reduce spurious oscillations within the pressure field, the pressure
Laplacian stabilisation (PLS) technique is implemented. A derivation of the technique as
well as an investigation into the effect of the stabilisation parameter is presented.
The kinematics of the system are of great importance. At the micro-scale, tracking of the
surface of the fluid is highly desirable and most advantageous, and the choice of kinematic
description must reflect this. Unlike more traditional computational methods adopting an
Eulerian description or a Lagrangian description of the governing equations, the presented
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computational framework makes use of the Arbitrary Lagrangian Eulerian (ALE) descrip-
tion. The ALE formulation avoids many of the drawbacks of traditional methods whilst
allowing for accurate tracking of the fluid surface and minimising the requirement for fre-
quent remeshing. Taking the current, deformed, configuration as the reference configuration
in an Updated Lagrangian (UL) manner, combines into a kinematic description termed the
Updated Arbitrary Lagrangian Eulerian (UALE) formulation. The physics underlying this
formulation are presented in detail within this thesis.
Several problems, examining a range of droplet volume, contact angle and experimental con-
figuration are presented to validate the computational framework against analytical solutions.
Of the various problems examined, all show a very good correlation to analytical solutions.
Differences, if any, are attributed to the density of the mesh, which is shown to alter the
amplitude but not the frequency of oscillation, or over-simplification made in the analytical
solutions.
Lastly, a new hypothesis is tested which until recently was extremely difficult to verify.
The current hypothesis in the literature proposes that upon reaching the fluid-solid inter-
face, surface acoustic waves propagate through the fluid causing motion. Conversely, the
new hypothesis proposes that upon reaching the fluid-solid interface, surface acoustic waves
propagate capillary waves up the surface of the droplet, changing the apparent wetting angle
and inducing motion. This is implemented by changing the contact angle in time to simulate
the action of surface acoustic waves and the resulting analysis recorded the occurrence of jet-
ting thereby confirming the hypothesis. Further testing can be conducted and this technology
utilised in the development of new disease diagnosis devices.
The computational framework has been very successful in modelling a range of micro-scale
problems. Further development of this framework will allow for a greater understanding
of the effect of surface acoustic waves on a fluid droplet. In turn, this will allow for the
improved design of surface acoustic wave devices.
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Chapter 1
Introduction
1.1 Aims and Scope of the Thesis
The phenomenon of surface tension surrounds us in our everyday lives. Caused by molecular
cohesion, surface tension allows a liquid to resist external forces and governs the shape, size
and behaviour of liquid droplets. It is present anywhere there is interaction between two
fluids or a fluid and a solid and can be seen in many every day situations including insects
resting on a water surface, in soap bubbles and the ‘legs’ of whisky. Additionally, surface
tension is present in the cells in our bodies, and has a role in many of the biological processes
that keep us alive. At micro-scales, surface tension is the most dominant force and therefore
extremely important.
This thesis aims to develop a computational framework that can accurately predict surface
tension forces and consequently the response of micro-scale fluid droplets when subject to
gravity forces and surface acoustic waves (SAW). To be able to predict the response of
micro-scale droplets subject to external excitation is of great benefit in our ultimate goal
of providing modelling capability for the improved design of surface acoustic wave de-
vices. Such devices are part of the growing sector of lab-on-a-chip technologies, refer to
[12, 41, 59, 43, 22, 54] and the references therein.
Prototypes of SAW devices are expensive and small-scale manufacture is a long and complex
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Figure 1.1: SAW device developed by the Bioelectronics Group
process. It is hoped that a computational framework that can predict the response of micro-
scale fluid droplets will be not just of financial benefit but also of benefit in the understanding
of fluid motion induced by external excitation. The devices currently under development by
the Bioelectronics Group at the University of Glasgow, Figure 1.1, use SAW to spin micro-
scale blood samples on disposable chips, centrifuging the components into separate parts.
These parts can then be tested for various diseases with a much faster diagnosis time than
current NHS techniques: 30 minutes versus 5-10 days1. Traditional centrifuges encounter
difficulties when the number of cells is low, and damage to the cells can be caused. Much
like using ultrasound to obtain an image of a fetus in the womb, SAW will not damage bi-
ological cells; it only acts to manipulate the position of the cells. Additionally, the SAW
device is compact enough to be a desk-top item, something current centrifuges are not; cur-
rent centrifuges are large, bulky machines which are energy hungry and very noisy. It is
envisioned that in the near future, these devices will be at the forefront of General Practice
diagnosis, with rapid diagnosis resulting in prompt treatment and reduced transmission to
others. Undoubtably, this will reduce the duration of illness and save lives in the case of
potentially fatal diseases. A further advantage is the ability to power the SAW device using
a mobile phone or a small solar cell. The portability and ease of powering the device make
it highly advantageous in disaster areas or Third World rural communities where the nearest
sterile laboratory could be many hours travel away.
1Whilst times vary depending on the test undertaken and for each health board, 5-10 days is the time quoted
in most instances by the NHS.
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The computational framework discussed in this thesis brings together the work of many au-
thors whilst aiming to maintain a solution scheme that is fast, efficient and reliable. By
far the largest component of the framework is the solution of the Navier-Stokes equations
for incompressible Newtonian fluids in an axisymmetric system. To eradicate oscillations
within the pressure field, pressure stabilisation terms have been included in the framework.
However, the most important component is that describing surface tension, and additional
contributions are assembled into the force vector and stiffness matrix to account for this.
Without an accurate depiction of surface tension at this scale, results cannot be trusted to be
completely accurate. The finite element governing equations are written using an Updated
Arbitrary Lagrangian Eulerian formulation and solved using an implicit trapezoidal integra-
tion scheme. Blood is a non-Newtonian fluid and whilst the framework is built around the
analysis of Newtonian fluids, the framework has been developed in a way that extension to
include non-Newtonian fluids is very straight-forward.
The quality of the finite element mesh is of great importance in the solution and, as such,
mesh improvement in the form of Laplacian smoothing is used to minimise problems with
the mesh.
In the following chapters, the physics behind the computational model will be covered in
detail, followed by comprehensive validation of the model. Where appropriate, comparison
to analytical solutions will be made, accompanied by discussion of the results with regard to
the effectiveness and accuracy of the framework.
The computational framework is available to download, in various forms, from
http://userweb.eng.gla.ac.uk/0404207m/index.html.
1.2 Outline of the Thesis
This thesis is split into numerous chapters that are independent with minimal cross referenc-
ing. However, Chapters 7 and 8 employ the ideas presented in the previous chapters to first
validate and then experiment with the computational framework. The focus of each chapter
is as follows:
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CHAPTER 2 - A literature review is presented including a brief timeline of fluid mechanics
from ancient times to the modern day. Computational discretisation methodologies
are discussed along with the selected method used in this work. A review of previous
surface tension and surface acoustic wave analyses will also be presented, along with
their merits and faults.
CHAPTER 3 - A detailed derivation of the Navier-Stokes equations for incompressible
Newtonian fluids is given alongside discussion of the assumptions made in terms of
fluid stress and fluid pressure. A Galerkin weighted residual weak form of the Navier-
Stokes equations for incompressible Newtonian fluids is also presented.
CHAPTER 4 - The computational solution strategy is outlined, comprising a kinematic
description and a time integration scheme. Applying this strategy to the Galerkin
weighted residual weak form of the Navier-Stokes equations for incompressible New-
tonian fluids developed in the previous chapter produces a space and time discretised
weak form. The method of extending the framework from 2D to axisymmetry is also
detailed. The implementation of mesh optimisation using a Laplacian smoothing algo-
rithm is outlined. The advantages and disadvantages of this implementation are noted.
CHAPTER 5 - The phenomenon of surface tension is discussed with reference to the
Young-Laplace equation and the Young equation, followed by the derivation of the
surface tension contributions to the force vector and stiffness matrix. The method of
identifying mesh edges on the surface of the fluid is also discussed.
CHAPTER 6 - The various methods of stabilisation of the pressure field are discussed and
the pressure stabilisation terms adopted in this work are derived in part. A compre-
hensive study of the effect of the pressure stabilisation parameter is undertaken with
reference to its impact on, in the main, the pressure field and the droplet motion.
CHAPTER 7 - Bringing all previous chapters together, this chapter outlines the validation
and verification of the computational framework. Several analyses are undertaken and,
where appropriate, comparison is made to analytical solutions with any differences
noted and justification given. Analyses examine quasi-static and dynamic situations as
well as some more complex problems including zero-gravity environments, surfactants
and capillary problems.
CHAPTER 8 - Further numerical testing is presented whereby droplets are subject to ex-
ternal excitation. The modelling procedure is outlined and comparison is made to
laboratory testing. The effectiveness of the form of application of external excitation
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is discussed. A new hypothesis on the action of surface acoustic waves on droplets is
presented and testing undertaken. The validity of the hypothesis is discussed.
CHAPTER 9 - Concluding remarks on the effectiveness of the computational framework
are presented alongside possible extensions to this work.
1.3 Notation
Within this thesis, matrix-vector notation will be used; all matrices and vectors are distin-
guished by bold-faced characters. A list of symbols is included for any symbol referred to on
more than one occasion. In addition, Voigt notation is used in the derivation of the symmetric
part of the deviatoric stress tensor.
Chapter 2
Literature Review
The objective of this chapter is to briefly detail the history of fluid mechanics through the
ages, particularly the more recent development of computational schemes adopted to solve
more complex fluid dynamics problems. Previous solution schemes examining problems
including surface tension and surface acoustic waves are also reviewed.
2.1 The History of Fluid Mechanics
2.1.1 Ancient Times
Humans have had an understanding of fluids for millennia. Ancient civilizations used boats,
irrigation schemes, water supply schemes and drainages schemes emphasizing that water
was not only an important commodity but the flow of fluids was understood to a good extent.
Additionally, the development of airborne weapons, such as arrows and spears, designed to
travel through the air at speed and with accuracy demonstrates, to some extent, an under-
standing of fluid-structure interaction (FSI). The first dateable published work on fluids was
that by Archimedes of Syracuse, entitled,On Floating Bodies [13]. Comprising two volumes
and published in 250BC, the work examined the positions assumed by solid objects floating
in liquid. The two most celebrated results of this work are the Archimedes’ Principle:
Any object, wholly or partially immersed in a fluid, is buoyed up by a force
equal to the weight of the fluid displaced by the object
- Archimedes of Syracuse
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and the Principle of Flotation:
Any floating object displaces its own weight in fluid
- Archimedes of Syracuse
2.1.2 15th Century - 20th Century
Leonardo da Vinci (1452-1519) made several observations and experiments on fluid me-
chanics. A two volume translation of his works [42], contains details of an initial equation
for the conservation of mass for one-dimensional incompressible flows, as well as the first
published use of the word ‘eddy’ to describe fluid flow.
The inventor of the barometer, Torricelli (1608-1647) also studied wind movements and the
speed of fluid flow. By using mercury in place of water (mercury is much denser than water),
he discovered that, due to atmospheric pressure, the height of a fluid in a vertical tube sealed
at one end and placed into a bath of mercury will fluctuate. This system became known
as a Torricellian tube, with the vacuum created at the top of the sealed tube known as a
Torricellian vacuum.
Pascal’s (1623-1662) work concentrated on the principles of hydraulic fluids, his most im-
portant discoveries being the hydraulic press and, in terms of medicine, the syringe. Pascal
proved that hydrostatic pressure is caused by the elevation of the fluid and not the weight of
the fluid. His work also became intwined with that of Torricelli, as he initially discounted the
idea of a vacuum present in a Torricellian tube. However, after various experiments, he gave
a detailed account of why there was indeed a vacuum present in the tube [49]. Additionally,
Pascal formulated the principle of transmission of fluid pressure, or Pascal’s Law, Equa-
tion 2.1, which states that the pressure ratio in a confined incompressible fluid will remain
constant if the applied pressure is transmitted equally in all directions within the fluid.
∆P= ρg∆h (2.1)
In the above equation, ∆P is the hydrostatic pressure relative to atmospheric pressure, ρ is
the fluid density, g is gravitational acceleration and ∆h is the height of fluid above a datum.
An extremely important principle, Pascal’s Law is used in a range of applications including
modern vehicle braking systems.
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Sir Isaac Newton (1642-1727), one of the most influential scientists of all time for his laws
of motion, gravitational forces and calculus, also examined fluid viscosity. Newton derived,
in differential form, a linear relation between shear strain rate and shear stress for fluids:
τ = µ ∂u
∂y
(2.2)
where τ is the shear stress in the fluid, µ is the shear viscosity of the fluid (a scalar constant
of proportionality), and ∂u/∂y is the local shear velocity, assuming the flow is moving along
parallel lines and the y axis is perpendicular to the direction of flow and points in the direction
of maximum shear velocity. In other words, the tensors describing viscous stresses and strain
rate are related by a viscosity tensor that is constant and is independent of flow velocity and
stress state. A fluid that holds to this relationship is said to be a Newtonian fluid. For
non-Newtonian fluids, the viscosity is dependent on the shear rate or shear rate history;
the relationship between the shear stress and shear strain rate is non-linear and may even
be dependent on time, such as shear-thinning fluids and shear-thickening fluids. Several
everyday liquids, such as custard, ketchup and blood, are non-Newtonian fluids.
Daniel Bernoulli (1700-1782) continued Newton’s work on inviscid flows (where viscous
forces are much smaller compared to inertial forces), deriving the Bernoulli Principle: an
increase in the speed of an inviscid flow occurs alongside a decrease in fluid pressure or a
decrease in potential energy. Euler (1707-1783), close friends with Bernoulli, took this work
further, deriving the Euler equations for inviscid fluids:
ρ
￿
∂
∂ t
+v ·∇
￿
v+∇p= 0 (2.3)
This is a variant of Newton’s Second Law, (F= ma) where t is time, v is the vector of fluid
velocity, ρ is the fluid density, and p is the fluid pressure.
Further work on inviscid flows was undertaken by d’Alembert (1717-1783), such as the
d’Alembert Paradox; Lagrange (1736-1813), who wrote several papers on the pressure ex-
erted by fluids in motion (as well as deriving the basis of the law of virtual work); Laplace
(1749-1827), who applied calculus to the potential function (developed by Lagrange, Ber-
noulli and others), developing the Laplacian operator and thus continued the work of Euler;
and finally Poisson (1781-1840), who continued the work of Laplace and also derived the
Navier-Stokes equations independently of Navier.
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Young (1773-1829) made several notable contributions to the scientific community, most
notably in the fields of solid mechanics, vision, light and Egyptology. In terms of engineer-
ing, his most well-known contribution was to elasticity, and he derived the Young’s modulus.
Young also observed the relationship between the solid, liquid and gas phases and the associ-
ated contact angle, developing the theory of capillary phenomena on the principle of surface
tension [70]. The relationship between the three phases and the contact angle is known as
Young’s equation, given in Equation 2.4. Laplace discovered the importance of meniscus
radii in capillary action. Combined with the theory developed by Young and written in a
mathematical context by Laplace, the Young-Laplace equation, Equation 2.5, describes the
capillary pressure difference across an interface between two static fluids due to surface ten-
sion. The Young-Laplace equation is occasionally called the Young-Laplace-Gauss equation
because it was Gauss (1777-1855) whom combined the work of Young and Laplace in 1830.
Using the principle of virtual work devised by Johann Bernoulli (1667-1748), Gauss was
able to derive the differential equation and boundary conditions.
γSG = γSL+ γLG cosαe (2.4)
∆p=−γ∇ ·n= 2γH = γ
￿
1
R1
+
1
R2
￿
(2.5)
The mathematician Cauchy (1789-1857), a pioneer of mathematical analysis, proposed a
partial differential equation to describe non-relativistic momentum transport in a continuum.
Named after him, the Cauchy momentum equation, Equation 2.6, considers the velocity
vector field v, the density of the continuum ρ , the stress tensor σ and body force f. This is
also a variant of Newton’s Second Law.
ρDv
Dt
= ∇ ·σ + f (2.6)
In terms of viscous flows, work was undertaken by Poiseuille (1797-1869) and Hagen (1797-
1884), who are jointly recognised for developing a physical law relating to the pressure drop
in fluid flowing through a long cylindrical pipe, such as arteries and veins. The GCS (gram-
centimetre-second) unit of measurement of viscosity (Poise) is named after Poiseuille.
In terms of fluid flow, the biggest contributions arise from Navier (1785-1836) and Stokes
(1819-1903). The Navier-Stokes equations arise from the work of their predecessors, es-
pecially Newton, Laplace, Euler, Lagrange, Cauchy and Poisson. Starting with Newton’s
Second Law (F=ma) and applying to fluid motion, alongside a pressure term and a viscous
stress term, the Navier-Stokes equations are used in a range of applications. Navier was the
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first to attempt to add a friction term to Euler’s equation in 1822. In 1845 Stokes furthered
this by using the absolute viscosity. The equations can, when accompanied by a conserva-
tion of mass equation and boundary conditions, describe both laminar and turbulent flows
accurately. Chapter 3 derives the Navier-Stokes equations in full, alongside a narrative of the
assumptions and simplifications made.
Reynolds (1842-1912) is best known for his work on the transition between laminar and
turbulent flows and hence the Reynolds number. The Reynolds number is the ratio of inertial
forces to viscous forces. As such, a viscous fluid has a low Reynolds number and an inviscid
fluid has a high Reynolds number. He also developed Reynolds-averaging, a method of
expressing quantities as the sum of the mean and fluctuating components, and this can be
incorporated with the Navier-Stokes equations resulting in the so called Reynolds-averaged
Navier-Stokes equations.
Strutt, the 3rd Baron Rayleigh (1842-1919) predicted the existence of a surface acoustic wave
on the surface of solids. Named Rayleigh waves in his honour, they include both longitudinal
and transverse waves that exponentially decrease in amplitude with distance from the surface.
Surface particles are forced to move in ellipses, in planes normal to the surface and parallel
to the direction of propagation, with one such example being ocean waves. Rayleigh also
extended the idea of group velocity first proposed by Hamilton (1805-1865), and such a
phenomena can be seen in the ripple of waves propagating from an object dropped in water,
Figure 2.1.
Prandtl (1875-1953) worked on the phenomenon of boundary layers. He noticed that fluid
flows with small viscosity can be separated into a thin viscous or boundary layer, and an
almost inviscid outer layer. The boundary layer will occur near solid surfaces and interfaces.
This phenomenon has been an important tool in the development of modern computational
fluid dynamics (CFD).
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Figure 2.1: Ripples in a pond [5]
2.2 Computational Fluid Dynamics
Since the advent of the computer age, computers are increasingly being used to solve fluid
dynamics problems. At the root of all computational fluid dynamics (CFD) problems is the
Navier-Stokes equations, which, with application of the Euler equation (Equation 2.3), can
be simplified in terms of viscous effects. The Navier-Stokes equations can also be linearised
for small perturbation problems. The method of solving a CFD problem involves discretising
the volume of fluid using a mesh, defining the geometric boundaries of the domain, defin-
ing the governing physics (the Navier-Stokes equations), defining the initial and boundary
conditions, solving the system of partial differential equations (PDEs) using an iterative so-
lution scheme, and examining the results using a post-processing visualisation tool. There
are a number of discretisation methods that can be utilised, such as the finite element method
(FEM), the finite volume method (FVM), the finite difference method (FDM), the spectral el-
ement method (SEM), and the boundary element method (BEM). Each discretisation method
has its advantages and disadvantages.
In the context of this work, the finite element method (FEM) is the chosen discretisation
method for various reasons. Not only does this method offer one of the lowest storage re-
quirements, it is also well-suited to complex geometries like those presented in this thesis.
Additionally, use of the FEM will allow for this work to be incorporated into the work of
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others in our research group with much more ease. It is envisioned that the parts of the com-
putational framework relating to surface tension, for example, will be modular and there-
fore easily included in other frameworks, for example examining water percolation through
porous media.
Initially developed for use in structural mechanics, the FEM can be used in a wide range of
problems including CFD. Generally applying to displacement-based formulations, the FEM
can take on many other forms including force-based, equilibrium and mixed methods, how-
ever, displacement-based formulations are the most common [17]. The domain of interest is
subdivided into a number of simplified discrete components, each with their own set of equa-
tions relating back to the entire system. These equations are solved in an iterative scheme and
then summed together to give the solution for the whole domain. In terms of advantages, the
FEM is able to capture complex geometries, can handle the union of different material prop-
erties, and can capture local effects. Additionally, matrices computed in the FEM tend to be
banded meaning low storage requirements and low computational time. Whilst much more
stable than other methods, the FEM can be more computationally expensive, for example, in
comparison to the FVM.
Discussed in more detail in Chapter 4, the choice of kinematic description is very important.
Traditionally in fluid mechanics Eulerian formulations have been used to describe the system
of equations. Whilst well suited to problems involving large deformation because the ele-
ments do not deform, this causes problems when the desire is to accurately track the surface
of the fluid. As such, more recent computational models [28, 47, 57, 58, 27] have examined
the options for alternative kinematic formulations.
2.3 The Particle Finite Element Method
The particle finite element method (PFEM), developed by Oñate et al. [47], is a computa-
tional framework designed to assess fluid-structure interaction (FSI). The PFEM is based
on the use of an updated Lagrangian formulation of the governing equations to model the
motion of nodes in the fluid and solid domains. As such, nodes are seen as particles and
are allowed to move freely. Separation of nodes from the main domain is allowed with the
aim of modelling individual fluid droplets. The nodes are connected using a mesh and the
integral form of the governing equations are solved in the standard FEM manner. The finite
calculus (FIC) method is included in the framework to deal with pressure stabilisation issues
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from the incompressibility condition. In terms of applications, the PFEM is used for a range
of problems including wave splashing and free surface motion.
The use of a Lagrangian formulation gives excellent results in terms of tracking individual
particles, especially in situations where the fluid domain will separate due to violent interac-
tion with a solid. However, as a consequence of using a Lagrangian formulation, elements
can become highly distorted when assessing flows with varying velocities within the fluid
domain. Therefore large scale remeshing is required and this can become computation-
ally expensive when assessing particularly complex flow problems and interactions. Indeed,
Oñate et al. even suggest creating an entirely new mesh after a prescribed number of time
steps to combat these distortions. This leads to the possibility of obtaining highly undesirable
mesh-dependent results.
2.4 Micro-Scale Analyses of Surface Tension
For small-scale analyses, Saksono and Peric´, [57, 58, 51, 56] use a Lagrangian formula-
tion based upon an axisymmetric system for assessing the equilibrium geometries of various
droplets and liquid bridges. The governing equations of the system are formulated as a func-
tion of nodal positions rather than nodal velocities. Additional contributions to the stiffness
matrix and force vector arise from the surface tension and contact line forces, derived di-
rectly from the weak form of the Young-Laplace equation. At the scale of interest, surface
tension is the most dominant force, and is instrumental in the shape, size and behaviour of
droplets. Therefore the additional contributions are required to ensure the framework is ac-
curate. Whilst the framework is highly versatile and produces excellent results with regard
to the level of correlation to analytical results, the initial FE mesh in each case is carefully
selected to minimise the requirement for remeshing. In the examples examined, the motion
of the mesh is known from analytical solutions and the mesh is selected with this motion in
mind. Figure 2.2 demonstrates the finite element (FE) mesh used by Saksono and Peric´ in a
typical problem; the mesh, constructed of quadrilateral elements, is non-uniform. The need
to select an initial mesh is a major drawback when assessing problems where the deforma-
tion of the domain is unknown a priori, not to mention the time required to create a mesh
that will produce the desired results.
Dettmer collaborated with Saksono and Peric´ to develop a numerical model for examining
incompressible Newtonian flows on moving domains in the presence of surface tension [28].
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Figure 2.2: Typical finite element mesh used by Saksono and Peric´ [57]
The computational model uses an arbitrary Lagrangian Eulerian (ALE) scheme to solve the
Galerkin/Least-squares stabilised equal order mixed velocity-pressure formulation of the in-
compressible Navier-Stokes equations. Surface tension is included in the system as derived
by Saksono and Peric´ [51, 56] and described previously. The solution scheme is shown to
be robust and accurate and computationally efficient, and does not require frequent remesh-
ing, with analyses comparing equilibrium geometries of sessile droplets and liquid bridges to
analytical solutions. However, for larger scale problems, there is an issue with convergence.
Dettmer and Peric´ take this work further by developing a partitioned solution scheme re-
lying on the Newton-Raphson procedure to solve the sets of coupled equations [27]. This
numerical model is used to solve the problems encountered previously, as well as dam break,
sloshing, and capillary problems. The solutions are comparable to analytical solutions were
applicable and the solution scheme is robust and accurate, however, it is noted that compu-
tational implementation is difficult.
Others have attempted computational modelling of surface tension, such as Brackbill et al.
[23], Thürey et al. [65] and LeVeque and Li [39], amongst others. Refer to these papers and
the references therein.
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Figure 1. Illustration of SAW propagation into the droplet.
are commonly used within proteomics and genomics [15–17].
Recently, the application of acoustic streaming for particle
concentration or focusing on microdroplets or microchannels
[18, 19] has been published. With these capabilities SAW
microfluidics are attractive for biomedical, life science and
drug development applications with the advantage of compact
device structures with no moving parts and high-speed
actuation. It can also be integrated with electronics for
control and data processing with good programmability and
manufacturability [20–25].
Acoustic streaming is known as an inherent fluid motion
due to acoustic energy attenuation of intensive ultrasound
waves propagating through a fluid medium. This phenomenon
was first studied by Lord Rayleigh [26] then followed by
Nyborg [27, 28] and Westervelt [29]. These authors calculated
the flow motion due to ultrasound propagation via the
momentum equation of steady incompressible laminar flow
driven by the external body force, Fj :
(Ui ·∇) Uj = Fj − 1
ρ
∇p + ν∇2Uj (1)
where U is the acoustic streaming velocity, P is the pressure,
and ρ and υ are the fluid density and kinematic viscosity,
respectively. The subscripts i and j = 1, 2, 3 represent the
three coordinates x, y and z, respectively. Fj is the nonlinear
body force term due to ultrasound propagation, and the left
side of equation (1) represents the hydrodynamic nonlinear
term. This force referred to the action of Reynolds’ stress of
fluctuating flow due to sound wave propagation into the liquid
medium, which can be expressed as [30, 31, 33]
σij = ρ uiuj (2)
where the symbols i and j = 1, 2, 3 are the fluctuation velocity
components in the three coordinates x, y and z, respectively,
while the upper bar indicates the mean value of these velocity
products [32, 33]. The spatial gradient in Reynolds’ stress due
to velocity fluctuations results in a steady force Fj acting on
the body of the fluid medium within the propagation distance,
which can be written as [30, 31]
Fj = −
3∑
i=1
∂ uiuj
∂xi
. (3)
Currently, most studies of SAW streaming are based on
Nyborg’s assumption [27, 28]. He claimed that acoustic
streaming is a second-order effect and streaming velocity is a
second-order quantity. Therefore, the hydrodynamic nonlinear
term is a fourth-order quantity, which can be easily ignored.
Lighthill [30, 31] argued that ignoring the hydrodynamic
nonlinear term should be dependent on its numerical value, but
not on its mathematical order. He pointed out that the second-
order approximation for acoustic streaming is only valid for
very slow fluid motion, i.e. creeping motion with a Reynolds’
number Re smaller than 1 [31]. Kamakura and Mitome [34, 35]
showed that the hydrodynamic nonlinear term played a major
role in the generation of acoustic streaming, especially for a
strong focused ultrasound beam. However, during the studies
of SAW streaming, the hydrodynamic nonlinear term has been
frequently neglected or ignored even at very high SAW powers
and the so-called linearized momentum equation used [36–42]:
0 = Fj − 1
ρ
∇p + ν∇2U
j
. (4)
SAW acoustic streaming in a microdroplet is a 3D
phenomenon, whereas currently SAW acoustic streaming
numerical modelling is normally performed in a 2D mode,
largely due to the complication in developing a 3D model
for a nonlinear body force term, Fj [43, 44]6. Hence, a few
studies have been extended into three dimensions for SAW
microdroplet streaming [45]. To completely understand the
effects of the SAW streaming mechanism, it is important to be
able to model the mechanism in 3D in order to design efficient
microfluidic SAW devices for microfluidic application. This
paper presents a 3D numerical model for SAW microdroplet
streaming, and focuses on the detailed flow patterns in different
situations considering how acoustic streaming is affected by
the interaction of acoustic waves with droplets, with the
consideration of effects of the droplet size and positions.
2. Modelling and experimental details
Numerical simulation of SAW streaming was performed using
the finite volume method (FVM) and OpenFOAM-1.6 CFD
code (OpenCFD LTD) as a basis for model development. The
generated streaming motion due to SAW energy attenuation
in the liquid droplet is assumed to be governed by the
laminar incompressible Navier–Stokes equations, continuity
and momentum equations [33], that are driven by an effective
SAW body force Fj :
∇ ·Uj = 0 (5)
∂Uj
∂t
+ (Ui ·∇)Uj = Fj − 1
ρ
∇p + ν∇2Uj . (6)
The governing equation of the acoustic streaming force has
been derived by Nyborg [27], for an incompressible fluid,
which is given by the following equation:
−Fj = 〈Vj ·∇Vj 〉 + Vj 〈∇ ·Vj 〉 (7)
where V represents the first-order wave velocity, and the
brackets 〈 〉 indicate the time-averaged (mean) value [27, 28].
6 See EPAPS document no E-PRLATAO-100-082802 for the experimental
methods for the dual-jet flow patterns and other operation modes. For more
information on EPAPS, see http://www.aip.org/pubservs/epaps.html.
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Figure 1. Illustration of SAW propagation into the droplet.
are commonly used within proteomics and genomics [15–17].
Recently, the ap lication of acoustic streaming for particle
concentration or focusing on microdroplets or microchan els
[18, 19] has be n published. With these capabilities SAW
microfluidics are attractive for biomedical, life science and
drug development ap lications with the advantage of compact
device structures with no moving parts and high-spe d
actuation. It can also be integrated with electronics for
control and data proces ing with go d programmability and
manufacturability [20–25].
Acoustic streaming is known as an inherent fluid motion
due to acoustic energy attenuation of intensive ultrasound
waves propagating through a fluid medium. This phenomenon
was first studied by Lord Rayleigh [26] then followed by
Nyborg [27, 28] and Westervelt [29]. These authors calculated
the flow motion due to ultrasound propagation via the
momentum equation of steady incompres ible laminar flow
driven by the external body force, Fj :
(Ui ·∇) Uj = Fj − 1
ρ
∇p + ν∇2Uj (1)
where U is the acoustic streaming velocity, P is the pres ure,
and ρ and υ are the fluid density and kinematic viscosity,
respectively. The subscripts i and j = 1, 2, 3 represent the
thre co rdinates x, y and z, respectively. Fj is the nonlinear
body force term due to ultrasound propagation, and the left
side of equation (1) represents the hydrodynamic nonlinear
term. This force refer ed to the action of Reynolds’ stres of
fluctuating flow due to sound wave propagation into the liquid
medium, which can be expres ed as [30, 31, 3 ]
σij = ρ uiuj (2)
where the symbols i and j = 1, 2, 3 are the fluctuation velocity
components in the thre co rdinates x, y and z, respectively,
while the up er bar indicates the mean value of these velocity
products [32, 3 ]. The spatial gradient in Reynolds’ stres due
to velocity fluctuations results in a steady force Fj acting on
the body of the fluid medium within the propagation distance,
which can be written as [30, 31]
Fj = −
3
i=1
∂ uiuj
∂xi
. (3)
Cur ently, most studies of SAW streaming are based on
Nyborg’s as umption [27, 28]. He claimed that acoustic
streaming is a second-order ef ect and streaming velocity is a
second-order quantity. Therefore, the hydrodynamic nonlinear
term is a fourth-order quantity, which can be easily ignored.
Lighthill [30, 31] argued that ignoring the hydrodynamic
nonlinear term should be dependent on its numerical value, but
not on its mathematical order. He pointed out that the second-
order ap roximation for acoustic streaming is only valid for
very slow fluid motion, i.e. cre ping motion with a Reynolds’
number Re smaller than 1 [31]. Kamakura and Mitome [34, 35]
showed that the hydrodynamic nonlinear term played a major
role in the generation of acoustic streaming, especially for a
strong focused ultrasound beam. However, during the studies
of SAW streaming, the hydrodynamic nonlinear term has be n
frequently neglected or ignored even at very high SAW powers
and the so-called linearized momentum equation used [36–42]:
0 = Fj − 1
ρ
∇p + ν∇2U
j
. (4)
SAW acoustic streaming in a microdroplet is a 3D
phenomenon, whereas cur ently SAW acoustic streaming
numerical modelling is normally performed in a 2D mode,
largely due to the complication in developing a 3D model
for a nonlinear body force term, Fj [43, 4 ]6. Hence, a few
studies have be n extended into thre dimensions for SAW
microdroplet streaming [45]. To completely understand the
ef ects of the SAW streaming mechanism, it is important to be
able to model the mechanism in 3D in order to design efficient
microfluidic SAW devices for microfluidic ap lication. This
paper presents a 3D numerical model for SAW microdroplet
streaming, and focuses on the detailed flow patterns in dif erent
situations considering how acoustic streaming is af ected by
the interaction of acoustic waves with droplets, with the
consideration of ef ects of the droplet size and positions.
2. Model ing and experimental details
Numerical simulation of SAW streaming was performed using
the finite volume method (FVM) and OpenFOAM-1.6 CFD
code (OpenCFD LTD) as a basis for model development. The
generated streaming motion due to SAW energy attenuation
in the liquid droplet is as umed to be governed by the
laminar incompres ible Navier–Stokes equations, continuity
and momentum equations [3 ], that are driven by an ef ective
SAW body force Fj :
∇ ·Uj = 0 (5)
∂Uj
∂t
+ (Ui ·∇)Uj = Fj − 1
ρ
∇p + ν∇2Uj . (6)
The governing equation of the acoustic streaming force has
be n derived by Nyborg [27], for an incompres ible fluid,
which is given by the following equation:
−Fj = 〈Vj ·∇Vj 〉 + Vj 〈∇ ·Vj 〉 (7)
where V represents the first-order wave velocity, and the
brackets 〈 〉 indicate the time-averaged (mean) value [27, 28].
6 Se EPAPS document no E-PRLATAO-10 -082802 for the experimental
methods for the dual-jet flow patterns and other operation modes. For more
information on EPAPS, se http://w .aip.org/pubservs/epaps.html.
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Figure 2.3: Typical set-up for SAW propagation into a liquid droplet [12]
2.4.1 Surface Acoustic Wave Analysis
Shiokawa et al. [60] c n u ted experiments ver twenty years ago pertaining to the ma-
nipulation of liquid droplets using surface acoustic waves (SAW). Using a l thiu niobate
(LiNbO3) substrate, the motion of the liquid droplets was f und t be dependent on the
chemical condition of the substrate. It was also shown that the SAW str aming force is
strong enough to cause eject on of aterial from the liquid droplet.
Recently, work has been undertaken by Alghane et al. [12] using the FVM in OpenFOAM
[1] examining the ac ustic excit ti liquid dr plet resting o a lithium niobate (LiNbO3)
surface. The 3D framework models surface acoustic waves (SAW) by application of a body
force to the elements of the fluid volume located at the interface of the SAW and the fluid.
Motion of the fluid is then found by solving the laminar incompressible Navier-Stokes equa-
tions. Figure 2.3 demonstrates the typical set up for such a system; an alternating electric
field is applied to the interdigital transducer (IDT) converting the electric field to a SAW
which propagates along the solid-air interface until it reaches the solid-liquid interface where
it changes its mode to leaky SAW. Longitudinal waves are produced by this leaky SAW and
they propagate into the fluid at the Rayleigh angle, θR; this creates a body force acting on
the fluid. The magnitude of attenuation of the longitudinal waves depends on the properties
of the substrate and the density of the liquid.
The framework produces good agreement when compared to experimental data, however cal-
ibration was required using experimental data before predictions could be made. Calibration
may not always be possible nor practical and this is a major drawback of this framework.
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2.5 Conclusions
This chapter examined a very brief history of fluid mechanics from ancient times to modern
day computational fluid dynamics. By far the most influential work in this field is that by
Navier and Stokes developing the Navier-Stokes equations. However, the importance of
the work of their predecessors, especially Newton, Euler, Laplace, Cauchy, Poisson and
Lagrange, in the development of the Navier-Stokes equations cannot be understated. Modern
analysis of fluid problems involves computational schemes and the method of discretisation
to be used in this framework was discussed. In the context of this work, the Finite Element
Method has been chosen due to its low storage requirements, being well-suited to complex
geometries and for incorporation of this work into the work of others in our research group.
The work of Oñate et al. on the Particle Finite Element method for assessing Fluid-Structure
Interaction (FSI) and wave splashing shows the appropriateness of the FEM, in conjunction
with a Lagrangian formulation, in this field. However, there are drawbacks of this solution
scheme, namely, the need for frequent large-scale remeshing.
Saksono and Peric´ also use the FEM with a Lagrangian formulation to assess the role of
surface tension in micro-fluids. Surface tension is extremely influential at this scale and
therefore additional contributions from the surface tension force and the contact line force
are assembled into the force vector and stiffness matrix. The resulting analyses give highly
comparable equilibrium shapes to the analytical solutions. However, the need to carefully
select an initial mesh is undesirable and limits the application of this scheme to problems
where the deformation of the fluid is known.
Additions to this work in collaboration with Dettmer produced an accurate and robust solu-
tion scheme with results for various different scenarios comparable to analytical solutions.
However, the model developed by Dettmer et al. has convergence issues for large scale anal-
ysis, and the model developed by Dettmer and Peric´ has difficulties in the computational
implementation.
Lastly, the work of Shiokawa et al. and Alghane et al. has shown the possibilities of mod-
elling surface acoustic wave attenuation of micro-scale droplets of liquid.
Chapter 3
The Physics of Fluid Motion
This chapter presents the governing partial differential equations for fluid motion, called the
Navier-Stokes equations, both in their strong and weak form [11, 16, 66].
3.1 Rudimentary Mathematics
The Navier-Stokes equations describe conservation of momentum, energy and mass. This
thesis is concerned with fluid motion at the micro-scale. It is assumed that the fluid is a con-
tinuum, and that no discrete particles exist in the fluid. Therefore, following the continuum
hypothesis, the properties of the bulk of the fluid can be applied to any random point in the
fluid by means of differentiation. To derive the Navier-Stokes equations, it is convenient to
first introduce the concept of the material derivative and the Reynolds’ transport theorem.
3.1.1 The Material Derivative
The material derivative is the derivative of a material property taken with respect to a moving
coordinate system. For example, it may be necessary to determine the temperature evolution
of a fluid ‘parcel’ in time, as it is moved along its path while following the fluid flow. The
material derivative can be seen as the connection between Eulerian and Lagrangian mechan-
ics. Defining f (x,y,z, t) as a property of the fluid, the rate of change of f at a fixed position
is ∂ f/∂ t. The rate of change of f subject to a space and time dependent velocity field v is
given as:
Df
Dt
=
d
dt
f [x(t) ,y(t) ,z(t) , t] (3.1)
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where x(t), y(t) and z(t) change with time at the local flow velocity v. Note:
u=
dx
dt
v=
dy
dt
w=
dz
dt
(3.2)
Application of the chain rule of differentiation produces:
D f
Dt
=
∂ f
∂x
dx
dt
+
∂ f
∂y
dy
dt
+
∂ f
∂ z
dz
dt
+
∂ f
∂ t
= u
∂ f
∂x
+ v
∂ f
∂y
+w
∂ f
∂ z
+
∂ f
∂ t
(3.3)
Thus:
Df
Dt
=
∂ f
∂ t
+(v ·∇) f (3.4)
The material derivative is also referred to as the convective derivative, substantive derivative,
Lagrangian derivative, Stokes derivative or the total derivative.
3.1.2 Reynolds’ Transport Theorem
An intensive property is a physical property of a system that is independent of the size of the
system or the amount of material in the system, e.g. momentum. The Reynolds’ transport
theorem leads to a conservation equation and states that the rate of change in an intensive
property s defined over a control volume Ω must be equal to the loss or gain through the
boundaries of the control volume, plus what is created or destroyed by sources and sinks
inside the control volume.
∂
∂ t
￿
Ω
sdV =−
￿
∂Ω
sv ·ndA−
￿
Ω
QdV (3.5)
where n is the outward-pointing unit-normal of Ω, Q is the sources and sinks in the control
volume, and ∂Ω is the bounding surface of the control volume. The second term can be
changed from a surface integral to a volume integral using the divergence theorem. The
divergence theorem states that the outward flux of a vector through a closed surface is equal
to the volume integral of the divergence of the vector, i.e. the net flow is equal to the sum of
all sources minus the sum of all sinks. Applying the divergence theorem to the second term
of Equation 3.5 gives: ￿
∂Ω
sv ·ndA=
￿
Ω
∇ · (sv)dV (3.6)
Therefore, Equation 3.5 becomes:
∂
∂ t
￿
Ω
sdV =−
￿
Ω
∇ · (sv)dV −
￿
Ω
QdV (3.7)
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Now the left hand term of Equation 3.7 can be changed using Leibniz’s Rule. This states
that,
∂
∂ t
￿ b(t)
a(t)
f (x, t)dx=
￿ b(t)
a(t)
∂ f
∂x
(x, t)dx (3.8)
Applying this to the left hand term of Equation 3.7 gives:
￿
Ω
∂ s
∂ t
dV =−
￿
Ω
∇ · (sv)dV −
￿
Ω
QdV (3.9)
Rearranging: ￿
Ω
￿
∂ s
∂ t
+∇ · (sv)+Q
￿
dV = 0 (3.10)
Therefore, the local form of Equation 3.10 is:
∂ s
∂ t
+∇ · (sv)+Q= 0 (3.11)
Equation 3.11 provides an expression that can be applied to the conservation of mass, mo-
mentum and energy.
3.2 The Navier-Stokes Equations
3.2.1 Conservation of Mass
If it is assumed that there are no sources or sinks of momentum in the control volume (Q= 0)
and we apply Equation 3.11 for the scalar field density, we obtain the equation for conserva-
tion of mass:
∂ρ
∂ t
+∇ · (ρv) = 0 (3.12)
3.2.2 Conservation of Momentum
Taking the momentum, p, as an intensive property, to be equal to the product of fluid density
and fluid velocity i.e. (s= p= ρv) and substituting into Equation 3.11:
∂
∂ t
(ρv)+∇ · (ρvv)+Q= 0 (3.13)
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Further, a body force b, which can be thought of as a source or sink of momentum per unit
volume can be introduced. Expanding the above expression leads to:￿
∂ρ
∂ t
v+ ∂v
∂ t
ρ
￿
+(vv ·∇ρ+ρv ·∇v+ρv∇ ·v) = b (3.14)
v
￿
∂ρ
∂ t
+v ·∇ρ+ρ∇ ·v
￿
+ρ
￿
∂v
∂ t
+v ·∇v
￿
= b (3.15)
v
￿
∂ρ
∂ t
+∇ · (ρv)
￿
+ρ
￿
∂v
∂ t
+v ·∇v
￿
= b (3.16)
Applying 3.12 to Equation 3.16 the first term in parenthesis disappears. Noting that the sec-
ond term in parenthesis in Equation 3.16 is the material derivative of the velocity (Equation
3.4), the equation for conservation of momentum is:
ρDv
Dt
= b (3.17)
3.2.3 General Form of Navier-Stokes Equations
Equation 3.17 is a general form of the Cauchy momentum equation, which can be further
developed if it is assumed that the body force term b comprises two terms; a term to describe
forces from stresses and a term to describe other forces such as gravity:
b= ∇ ·σ +g (3.18)
where σ is the Cauchy stress tensor and g in this case represents the body force of gravity
(i.e. ρg= g vertical direction). The Cauchy stress tensor is:
σ =
 σxx τxy τxzτyx σyy τyz
τzx τzy σzz
 (3.19)
Decomposing this into its volumetric and deviatoric components:
σ =−
 p 0 00 p 0
0 0 p
+
 σxx+ p τxy τxzτyx σyy+ p τyz
τzx τzy σzz+ p
 (3.20)
σ =−pI+T (3.21)
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where I is the identity matrix and T is the deviatoric stress tensor. The pressure, p is equal
to the negative of the mean stress:
p=−1
3
(σxx+σyy+σzz) (3.22)
At this point it is useful to note that several assumptions can now be made concerning the
deviatoric stress tensor depending on the type of fluid. First, we will consider Newtonian
fluids. A Newtonian fluid is one in which the viscous forces due to fluid flow are proportional
to the strain rate at every point within the fluid. It is therefore possible to make the following
assumptions [11, 66, 16]:
• the deviatoric stress tensor vanishes for a fluid at rest and depends only on the spatial
derivatives of the flow velocity,
• the deviatoric stress tensor can be expressed as the product of the flow velocity gradient
∇v with a viscosity tensor A, such that T= A(∇v),
• the fluid is isotropic (therefore A is an isotropic tensor),
• the deviatoric stress tensor is symmetric and can be expressed in terms of two viscosi-
ties µ and λ , where µ is known as the first viscosity coefficient, or simply the viscosity,
and λ is the second viscosity coefficient.
Thus:
T= 2µe+λ∆I (3.23)
where the rate of strain tensor is:
e= 1
2
(∇v)+ 1
2
(∇v)T (3.24)
and the rate of expansion of the fluid is ∆. The trace of the deviatoric stress tensor is zero, and
so for three-dimensional flow 2µ+3λ = 0=⇒ λ = 2/3µ . Consider now an incompressible
fluid, one in which the density is constant within an infinitesimal volume of fluid that moves
with the fluid velocity. Therefore we can assume [11, 66, 16]:
• the viscosity µ is a constant,
• the bulk viscosity is zero, λ = 0,
• there are no sinks or sources of momentum because the density is constant, thus the
divergence of the fluid velocity is zero, ∇ ·v= 0.
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The deviatoric stress tensor becomes:
T= 2µe (3.25)
T= 2µ
￿
1
2
(∇v)+ 1
2
(∇v)T
￿
(3.26)
Substituting Equation 3.18 into Equation 3.17:
ρDv
Dt
= ∇ ·σ + f (3.27)
Substituting Equations 3.21 and 3.26 into Equation 3.27:
ρ
￿
∂v
∂ t
+v ·∇v
￿
=−∇p+∇ ·
￿
2µ
￿
1
2
(∇v)+ 1
2
(∇v)T
￿￿
+ρg (3.28)
Simplifying, the final form of the Navier-Stokes equations is:
ρ
￿
∂v
∂ t
+v ·∇v
￿
= −∇p+2µ∇2v+ρg (3.29)
3.3 The Weak Form of the Navier-Stokes Equations for
an Incompressible Fluid
Equation 3.29 is the strong form of the Navier-Stokes equations; the equations hold for the
entire domain and must be satisfied at every point within the domain. Transforming to a
weak form of the partial differential equations, the solution is required to hold in a weighted
residual sense in the domain. The weak form provides a much more convenient starting point
from which to construct a finite element (FE) formulation.
3.3.1 Conservation of Mass in the Weak Form
Beginning with Equation 3.12 and applying the incompressibility condition (density is con-
stant), the conservation of mass reduces to:
∇ ·v= 0 (3.30)
Therefore, the Galerkin weighted residual form of the conservation of mass in the spatial
domain is:
Rv (v) =
￿
V (x)
wptr
￿
∂v
∂x
￿
dV (3.31)
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The weighting function for the pressure field is represented bywp. A weighting function tests
that the equation is satisfied in an average sense, rather than at each point in the domain. The
following chapter details the terms within this equation and identifies the solution scheme
adopted to solve this equation.
3.3.2 Conservation of Momentum in the Weak Form
The terms in parenthesis in Equation 3.29 are known collectively as the acceleration a. The
first term is known as the unsteady acceleration and the second term is known as the convec-
tive acceleration. Substituting the acceleration for these terms in parenthesis, the Galerkin
weighted residual form of the conservation of momentum, Equation 3.29, in the spatial do-
main is:
Rv (v, p) =
￿
V (x)
ρwv ·a− tr
￿
∂wv
∂x
￿
p+2µ
￿
∂wv
∂x
: e
￿
−wv ·bdV (3.32)
The weighting function for the velocity field is represented by wv. The following chapter
details the terms within this equation as well as the solution scheme adopted to solve this
equation.
3.4 Conclusions
This chapter has discussed the material derivative, Reynolds’ transport theorem, the con-
servation of mass and momentum and the assumptions made regarding the deviatoric stress
tensor, finally arriving at the common form of the Navier-Stokes equations for an incom-
pressible Newtonian fluid. Weak forms of the conservation of mass and the conservation of
momentum were then given. The next chapter will develop a computational strategy for solv-
ing these equations, before discretising the equations firstly in time to form a semi-discretised
form, and then in space using the finite element method.
Chapter 4
Computational Solution Strategy
The domain of the problems to be examined in this thesis are discretised into a finite element
(FE) mesh consisting of three-noded triangular elements. Moreover, the geometric domain of
each droplet is constantly changing in time and this requires a suitable kinematic description
if the computational model is to be both robust and accurate. Several options are available
for the kinematic description, some more suitable than others. Each option will be described
in detail, examining the advantages and disadvantages of each. After selecting a kinematic
description, the time integration scheme will be outlined. Together, this solution strategy can
be applied to the weak form of the Navier-Stokes equations to develop a system of equations
that can be solved computationally.
4.1 Eulerian Formulations
For some time Eulerian formulations (also known as spatial descriptions) have been the
formulation of choice when assessing fluid mechanics problems. Eulerian meshes are well
suited to problems involving very large deformations because the elements do not deform
with the material and retain their original shape [20]. This formulation examines a specific
location in the space through which the fluid flows as time passes; this space is known as
the control volume. The mesh points remain stationary and fluid particles move through
the mesh and as such, individual particles can only be traced within the control volume;
their behaviour before entering and after exiting the control volume is unknown. Figure 4.1
shows a diagrammatic representation of a mesh with respect to Eulerian coordinates x; on
the left is an initial mesh and on the right is the deformed mesh after motion φ is applied.
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Figure 4.1: Eulerian description
It can be seen that the nodes remain stationary whilst the material points have moved. The
problems to be assessed later inherently depend on accurate tracking of the droplet surface,
and additionally the interior of the droplet will undergo large deformation. Since an Eulerian
formulation cannot trace specific particles through time, it is not ideally suited to fluid free
surface tracking problems, but is more suited towards the large deformation of the droplet
interior (since the mesh will not experience any distortion).
4.2 Lagrangian Formulations
Typically used in solid mechanics, Lagrangian formulations (also known as material descrip-
tions) easily deal with complicated boundaries and follow material points, therefore history-
dependent materials can be accurately assessed. Each node within the FE mesh represents
an individual fluid particle and the control volume is moved in context with a given particle;
hence the motion of the particle can be followed in time and its behaviour constantly known.
Figure 4.2 shows a mesh with respect to the Lagrangian coordinates X; when motion φ is
applied to the mesh, both the material points and the mesh nodes move together. Being able
to follow the surface of the droplet in time is necessary for the problems to be undertaken and
hence this would be the formulation of choice, as seen in the work of Oñate et al. [47], and
Saksono and Peric´, [57, 58]. However, a consequence of using a Lagrangian mesh is that
when the mesh undergoes large deformation, the elements incur large distortions, thereby
inducing errors in the numerical solution and ultimately failure of the analysis. A favoured
option to mitigate this problem is the use of remeshing but this can add to the computational
time and complexity.
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Figure 4.2: Lagrangian description
4.3 Arbitrary Lagrangian Eulerian Formulations
Examining the advantages and disadvantages of both Eulerian and Lagrangian formulations,
it becomes apparent that neither formulation will give entirely satisfactory results for the
problem at hand. However, the introduction of a control volume that can move freely in space
and independently of the material, effectively combines the best features of both a pure Eu-
lerian formulation and a pure Lagrangian formulation. This resulting Arbitrary Lagrangian
Eulerian (ALE) formulation allows nodes to remain stationary in an Eulerian manner, to
move with the continuum in a Lagrangian manner, or to move arbitrarily. Thus, ALE can
handle greater distortions than a pure Lagrangian formulation and handle individual particle
tracking in greater detail than a pure Eulerian formulation. It is for these reasons that an ALE
formulation is chosen in this thesis.
ALE was first proposed for use in finite volume and finite difference problems with contri-
butions from, among others, Franck and Lazarus [32], Noh [46] and Hirt et al. [33]. Early
applications can be found in the work of Belytschko and Kennedy [19] and Donea et al. [30]
to name a few.
In addition to the spatial domain, x, and the material domain, X, the ALE formulation re-
quires a third domain. This domain is called the mesh domain, χ . Figure 4.3 shows a map-
ping from one domain to another. Therefore, each node in the mesh has additional degrees
of freedom relating to the velocity of the mesh, vˆ, alongside those for material velocity, v,
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Figure 4.3: The three domains required in ALE
Figure 4.4: UALE iterative solving procedure
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and, in the cases to be presented later, pressure, p. Each point in the mesh domain is related
to a material point and each material point occupies some point in space. Before motion
occurs, all three domains are equivalent. Motion occurs and we solve for the mesh velocity
in the mesh domain as we integrate over the volume of the element, Figure 4.4. One can then
map to the material domain to solve for material velocity and pressure (using X= ψ (χ, t)),
and map to the spatial domain to solve for position (using x = ϕ (X , t)). When the mesh
velocity is zero, the formulation is purely Eulerian, when the mesh and material velocity are
equal, the formulation is purely Lagrangian, and if the material and mesh velocities are not
equal and the mesh velocity is non-zero, the formulation is ‘arbitrary’.
When solving an ALE formulation, it is necessary to decide whether to adopt a staggered
(S-ALE) solution strategy or a monolithic one (M-ALE). In the former, three consecutive
steps are required [37]. First, a Lagrangian step where the mesh nodes move in a Lagrangian
manner tracking the material; second, a rezone step where the nodes move in order to im-
prove the mesh quality; and lastly, a remapping step where the solution is transferred from
the old mesh to the new mesh. The interpolation of the solution from the old mesh to the
new, however, can generate errors and introduce non-linearities during the change in mesh.
In the latter approach (M-ALE), the physical equations and the mesh motion equations are
coupled and solved simultaneously. Although this method results in a much larger matrix,
the equations are properly linearised and quadratic convergence can be maintained [14]. The
M-ALE approach is adopted in this thesis.
4.4 Updated Arbitrary Lagrangian Eulerian Formulations
When developing Lagrangian formulations, there are two common approaches: Total (TL)
formulations and Updated (UL) formulations:
• In a TL formulation the derivatives and integrals are taken with respect to the
Lagrangian (or material) coordinates, X, [20]. The initial undeformed configuration is
the reference configuration at all times and all equations relate to this configuration.
TL formulations are most often applied to solid mechanics problems featuring elastic
materials with finite displacements and finite strains [31]. When applying to fluid-flow
problems or problems with changes in topology, TL formulations are unreliable be-
cause of high mesh distortion. In terms of computational schemes, TL formulations
have low storage requirements, however the implementation is more involved.
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• In an UL formulation the derivatives and integrals are taken with respect to the Eulerian
(or spatial) coordinates, x, [20]. Unlike a TL formulation, the reference configuration
is updated throughout the analysis. UL formulations are most often applied to solid
mechanics problems with finite displacements and large strains; they are very good at
assessing fluid-flow and changes in topology [31]. Moreover, UL formulations have
high storage requirements when used in computational schemes as it is necessary to
remember the previous stress state, but implementation is generally more straightfor-
ward than TL.
Irrespective of the approach adopted, the end result is the same. In this thesis, we adopt an
UL formulation for the Lagrangian part of the ALE formulation and this combination has
been termed as an ‘Updated Arbitrary Lagrangian Eulerian’ (UALE) formulation. Thus, our
reference configuration is the current deformed configuration, updated each time step.
4.5 Time Integration Scheme
Now that a kinematic description has been chosen, and before the weak form of the conserva-
tion of mass and the conservation of momentum can be further examined, a solution scheme
must be adopted. The weak form of the Navier-Stokes equations is expressed in terms of the
fluid velocity and fluid pressure. The solution scheme adopted solves for the velocity and
pressure in time using an iterative Newton-Raphson method. The accelerations are written
in terms of the velocity only. We use an implicit time integration scheme consisting of a
trapezoidal rule, as shown in Figure 4.5 to solve for the velocity, i.e. the velocity vˆn+1 at time
tn+1 is equal to the sum of the velocity vˆn at the previous time step tn and the time-averaged
sum of the incremental change and iterative change in velocity. In the 2D formulation con-
Figure 4.5: Trapezoidal integration scheme
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sidered here, there are five degrees of freedom per node: horizontal and vertical fluid velocity
(material velocity), fluid pressure, and horizontal and vertical mesh velocity, v, p and vˆ re-
spectively. The governing PDEs are nonlinear in nature and are solved implicitly using an
incremental-iterative Newton-Raphson scheme. Given the solution at time tn, (vn, pn, vˆn),
the solution at time tn+1 is formed using the Newton-Raphson scheme. Within each time
step the increment in v, p and vˆ are iteratively updated, thus the solution at time tn+1 and
iteration i+1 is:
vi+1n+1 = vn+∆v
i+1
n+1 = vn+∆v
i
n+1+δv= vi+δv (4.1)
pi+1n+1 = pn+∆p
i+1
n+1 = pn+∆p
i
n+1+δ p= pi+δ p (4.2)
vˆi+1n+1 = vˆn+∆vˆ
i+1
n+1 = vˆn+∆vˆ
i
n+1+δ vˆ= vˆi+δ vˆ (4.3)
where δv, δ p and δ vˆ are the iterative change in velocity, pressure and mesh velocity at time
tn+1, iteration i+ 1 and represent the fundamental unknowns. The subscript (. . .)n+1 has
been omitted from the penultimate terms for convenience. The new position of a node is
calculated at each iteration as:
xi+1n+1 = xn+∆tvˆn+
∆t
2
∆vˆi+1n+1
= xn+∆tvˆn+
∆t
2
￿
∆vˆin+1+δ vˆ
￿
(4.4)
where ∆t is the time step. As a consequence of using an UALE formulation, the mesh
velocity and the incremental change in mesh velocity are set equal to zero at the beginning of
each iteration, with the iterative change in mesh velocity non-zero. Therefore, differentiating
Equation 4.4 with respect to the mesh domain:￿
∂x
∂χ
￿i+1
n+1
=
∂
∂χ
￿
χ+∆t ✁ˆv+
∆t
2✚
✚∆vˆ+ ∆t
2
δ vˆ
￿
=
∂χ (χ, t)
∂χ
+
∆t
2
∂δ vˆ
∂χ
(4.5)
￿
∂x
∂χ
￿i+1
n+1
= 1+
∆t
2
∂δ vˆ
∂χ
(4.6)
Now, the gradient of the fluid (material) velocity in the spatial domain is:￿
∂v
∂x
￿i+1
n+1
=
∂v
∂χ
∂χ
∂x
=
∂v
∂χ
￿
∂x
∂χ
￿−1
(4.7)
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Therefore we require the inverse of Equation 4.6 to calculate the gradient of the velocity.
Following a derivation from Bonet and Wood [21] as shown in Appendix A:￿
∂x
∂χ
￿−1
=
∂χ
∂x
= 1− ∆t
2
∂δ vˆ
∂χ
(4.8)
Hence, the gradient of the fluid velocity in the reference configuration is:￿
∂v
∂x
￿i+1
n+1
=
∂v
∂χ
￿
1− ∆t
2
∂δ vˆ
∂χ
￿
=
∂v
∂χ
− ∆t
2
∂v
∂χ
∂δ vˆ
∂χ
(4.9)
Similarly, the gradient of the fluid pressure in the reference configuration is:￿
∂ p
∂x
￿i+1
n+1
=
∂ p
∂χ
∂χ
∂x
=
∂ p
∂χ
￿
1− ∆t
2
∂δ vˆ
∂χ
￿
=
∂ p
∂χ
− ∆t
2
∂ p
∂χ
∂δ vˆ
∂χ
(4.10)
The acceleration, a, of each node during each iteration can be written in terms of velocity:
ai+1n+1 =
∂v
∂ t
+
∂v
∂x
c
=
∂v
∂ t
+
∂v
∂χ
∂χ
∂x
c
=
∂v
∂ t
+
∂v
∂χ
￿
1− ∆t
2
∂δ vˆ
∂χ
￿
c
=
∂v
∂ t
+
∂v
∂χ
c− ∆t
2
∂v
∂χ
∂δ vˆ
∂χ
c (4.11)
where c is the convective velocity, the difference in material and mesh velocities:
c= v− vˆ (4.12)
The terms of the acceleration can be broken down further as shown in Appendix A. The final
form of the acceleration is:
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ai+1n+1 =
∆v
∆t
+
δvi
∆t
+
∂vi
∂χ
vi+
∂vi
∂χ
δvi+
∂δv
∂χ
vi− ∂vi∂χ vˆi−
∂vi
∂χ
δ vˆi− ∂δv∂χ vˆi
−∆t
2
∂vi
∂χ
∂δ vˆ
∂χ
vi+
∆t
2
∂vi
∂χ
∂δ vˆ
∂χ
vˆi (4.13)
From this point onwards, it is convenient to omit the step subscript and iteration superscript.
4.6 Semi-Discretised Weak Form of the Navier-Stokes
Equations
From the previous chapter, the weak form of the conservation of mass for an incompressible
Newtonian fluid is:
Rv (v, vˆ) =
￿
V (x)
wptr
￿
∂v
∂x
￿
dV (4.14)
and the weak form of the conservation of momentum for an incompressible Newtonian fluid
is:
Rv (v, vˆ, p) =
￿
V (x)
ρwv ·a− tr
￿
∂wv
∂x
￿
p+2µ
￿
∂wv
∂x
: e
￿
−wv ·bdV (4.15)
Now that we have examined a suitable solution scheme, we can discretise these weak forms
in time.
4.6.1 Conservation of Mass
Applying Equation 4.8 to Equation 4.14 to map from the spatial domain to the reference
domain, the semi-discretised weak form of the conservation of mass becomes:
Rv (v, vˆ) =
￿
V
wptr
￿
∂v
∂χ
− ∆t
2
∂v
∂χ
∂δ vˆ
∂χ
￿
dV (4.16)
Recalling Equations 4.1, 4.2 and 4.3, the semi-discretised weak form in the reference domain
in a cartesian system becomes:
Rv (v, vˆ) =
￿
V
wptr
￿
∂vi
∂χ
￿
dV +
￿
V
wptr
￿
∂δv
∂χ
￿
dV
−
￿
V
wptr
￿
∆t
2
∂vi
∂χ
∂δv
∂χ
￿
dV (4.17)
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4.6.2 Conservation of Momentum
The symmetric part of the deviatoric stress tensor can be mapped from the spatial domain to
the reference domain using Equation 4.8 and it can be expanded into known and unknown
components where ei involves only the known fluid velocity, δe only the incremental change
in fluid velocity, and δ eˆ only the iterative change in mesh velocity (see Appendix B):
e= ei+δe+δ eˆ (4.18)
where:
ei = symm
￿
∂vi
∂χ
− 1
3
tr
￿
∂vi
∂χ
￿￿
(4.19)
δe= symm
￿
∂δv
∂χ
− 1
3
tr
￿
∂δv
∂χ
￿￿
(4.20)
δ eˆ=−symm
￿
∆t
2
∂vi
∂χ
∂δ vˆ
∂χ
− 1
3
tr
￿
∆t
2
∂vi
∂χ
∂δ vˆ
∂χ
￿￿
(4.21)
The Applying Equation 4.8 to Equation 4.15 to map from the spatial domain to the reference
domain, and recalling Equations 4.1, 4.2 and 4.3, the semi-discretised weak form in the
reference domain in a cartesian system becomes:
Rv (v, vˆ, p) =
￿
V
ρwv ·adV
−
￿
V
￿
tr
￿
∂wv
∂χ
￿
pi+ tr
￿
∂wv
∂χ
￿
δ p− tr
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
pi
￿
dV
+
￿
V
￿
2µ
￿
∂wv
∂χ
￿
: ei+2µ
￿
∂wv
∂χ
￿
: δe+2µ
￿
∂wv
∂χ
￿
: δ eˆ
￿
dV
+
￿
V
￿
−2µ
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
: ei−wv ·b
￿
dV (4.22)
where the acceleration a is given in Equation 4.13.
4.7 Extension to Axisymmetry
4.7.1 Cylindrical Coordinate System
The problems to be examined in this work are axisymmetric in nature as both the structure
(the fluid droplet) and the loading (gravity, surface acoustic waves, etc) are axisymmetric; all
radial planes are assumed to act identically and deformation is only allowed in plane (the r-z
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(a) Cartesian coordinate system (b) Cylindrical coordinate system
Figure 4.6: Coordinate systems
plane). The computational framework was initially developed for 2D plane-strain analysis.
Thus the system of equations are now adapted to a cylindrical coordinate system.
A cylindrical coordinate system describes a point in space using the distance r from a chosen
reference axis, the angle φ from this axis, and the perpendicular distance z from a chosen
reference plane that is perpendicular to the reference axis, (r,φ ,z), see Figure 4.6b. One can
map between coordinate systems as follows:
x= r cosφ y= r sinφ z= z (4.23)
r =
￿
x2+ y2 y=

0 if x= 0 and y= 0
arcsin
￿ y
r
￿
if x≥ 0
−arcsin￿ yr￿+π if x< 0
z= z (4.24)
Mapping from cylindrical to cartesian systems requires the Jacobian:
J=

∂x
∂ r
∂x
∂φ
∂x
∂ z
∂y
∂ r
∂y
∂φ
∂y
∂ z
∂ z
∂ r
∂ z
∂φ
∂ z
∂ z

=
 cosφ −r sinφ 0sinφ r cosφ 0
0 0 1
 (4.25)
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The inverse of the Jacobian is found to be:
J−1 =

cosφ sinφ 0
−sinφ
r
cosφ
r
0
0 0 1
 (4.26)
The weak form of the governing equations require the calculation of the divergence of the
pressure field and the velocity field. The divergence of the pressure field in cartesian coordi-
nates is:
∇ ·p= ∂ px
∂x
+
∂ py
∂y
+
∂ pz
∂ z
(4.27)
where px, py and pz are the components of the pressure field in cartesian coordinates, and
the divergence of the velocity field in cartesian coordinates is:
∇ ·v= ∂vx
∂x
+
∂vz
∂ z
(4.28)
where vx, vy and vz are the components of the velocity field in cartesian coordinates and there
is no tangential velocity, i.e. vy = 0. However, we require the divergence of the pressure field
and velocity field in cylindrical coordinates. Examining the pressure field first, and looking
at the gradient of the pressure field for reasons that will soon become apparent, following
the derivation in Appendix C, the gradient of the pressure field is calculated in cylindrical
coordinates as:
∂ p
∂x
=
∂ p
∂ r
rˆ+ 1
r
∂ p
∂φ
φˆ + ∂ p
∂ z
zˆ (4.29)
where rˆ, φˆ and zˆ are the unit vectors in cylindrical coordinates. Hence, the divergence of the
pressure field in cylindrical coordinates, following Appendix C, is calculated as:
∇ ·p=
￿
∂ pr
∂ r
+
pr
r
￿
+
1
r
∂ pφ
∂φ
+
∂ pz
∂ z
(4.30)
where pr, pφ and pz are the components of the pressure field in cylindrical coordinates.
Following a similar derivation, and assuming the tangential velocity is zero, i.e. vφ = 0, the
divergence of the velocity field in cylindrical coordinates is:
∇ ·v=
￿
∂vr
∂ r
+
vr
r
￿
+
∂vz
∂ z
(4.31)
where vr, vφ and vz are the components of the velocity field in cylindrical coordinates. Com-
paring the cartesian and cylindrical forms of the divergence of the two fields of interest, it
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Figure 4.7: The radius of a Gauss point
can easily be seen that there is one additional term in each that requires to be calculated. It is
of vital importance that these additional terms are included in the framework when changing
to a cylindrical coordinate system.
4.7.2 Non-Linearity of the Radius and Normal
The above semi-discretised weak form of the conservation of mass and momentum is inte-
grated over the volume of an element in a cartesian system. However, with the change to a
cylindrical system, the weak form must now also be integrated radially, i.e. from 0 to 2πr.
Hence, the integral over the volume changes to a double integral, for example:￿
V
(. . .)dV = 2πr
￿
r
￿
z
(. . .)drdz (4.32)
Care must be taken, however, due to the additional non-linearity provided from a constantly
changing radius arising from the use of an UALE formulation. Furthermore, additional
terms arise for the divergence of the pressure and the divergence of the velocity, Equations
4.30 and 4.31. Given that the symmetric part of the deviatoric stress tensor is dependent
on the gradient of velocity, it would likewise require additional terms when in a cylindrical
coordinate system. However, following the derivation in Appendix B, it becomes apparent
that no additional terms are required.
The radius, rn+1, is taken as the distance from each elemental Gauss point (four-point Gauss
quadrature is used) to the vertical axis, see Figure 4.7. The radius changes as the mesh moves
due to the use of an UALE formulation and so the radius is calculated as follows:
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ri+1n+1 = rn+∆rn+1
= rn+
￿
vˆ0n∆t+∆vˆin+1
∆t
2
+δ vˆi+1n+1
∆t
2
￿
= rn+
∆t
2
(vˆi)r+
∆t
2
(δ vˆ)r (4.33)
where rn is the radius from the previous time step and the subscript (. . .)r denotes only the
radial component (i.e. the first component) of the mesh velocity is required. The second term
in the above equation is considered when updating the coordinates (see Equation 4.4), and
thus, the calculation of the radius reduces to:
ri+1n+1 = rn+
∆t
2
(δ vˆ)r (4.34)
and so:
2πr = 2πri+1n+1 = 2πrn+∆tπ (δ vˆ)r (4.35)
Therefore, after the integration from 0 to 2πr all existing terms will have two components,
one dependent on the radius in the previous time step, and one dependent on the iterative
change in mesh velocity in the radial direction. For force terms this will result in the scaling
of the force vector by 2πrn plus the creation of a new stiffness matrix due to the unknown
iterative change in mesh velocity. The product of the iterative change in mesh velocity with
itself is very small indeed and therefore negligible (δ vˆ · δ vˆ = 0), and therefore for stiffness
terms the second component is ignored.
Additionally, some of the new terms arising from the change to axisymmetry are divided by
the radius. Taking the derivative of the inverse of the radius leads to:
d
dr
￿
1
r
￿
=− 1
r2
(4.36)
and linearising using a Taylor series expansion:￿
1
r
￿i+1
n+1
=
1
rn
− ∆t
2
1
r2n
(δ vˆ)r (4.37)
The normal, n, although unchanged from cartesian to cylindrical coordinate systems, is also
constantly changing as the mesh moves. In an axisymmetric system, the coordinates of node
k are given as (rk,zk) and the normal to the edge of an element defined by nodes 1 and 2 is
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calculated from:
n=
￿
z1− z2
r2− r1
￿
=
￿
(z1)i+1n+1− (z2)i+1n+1
(r2)i+1n+1− (r1)i+1n+1
￿
(4.38)
where:
(z1)i+1n+1 = (z1)n+
￿
vˆ0n
￿z
1∆t+
￿
∆vˆin+1
￿z
1
∆t
2
+
￿
δ vˆi+1n+1
￿z
1
∆t
2
= (z1)n+(vˆi)
z
1
∆t
2
+(δ vˆ)z1
∆t
2
= (z1)n+(δ vˆ)
z
1
∆t
2
(4.39)
and similar for the other coordinates. Therefore:
n =

￿
(z1)n+(δ vˆ)
z
1
∆t
2
￿
−
￿
(z2)n+(δ vˆ)
z
2
∆t
2
￿
￿
(r2)n+(δ vˆ)
r
2
∆t
2
￿
−
￿
(r1)n+(δ vˆ)
r
1
∆t
2
￿

=
￿
(z1− z2)n
(r2− r1)n
￿
+
∆t
2
￿
(δ vˆ)z1− (δ vˆ)z2
(δ vˆ)r2− (δ vˆ)r1
￿
= n¯+ ∆t
2
δ n¯ (4.40)
where (zk)n is the position of node zk from the previous time step. Hence, any term containing
the normal (see Chapter 6) will have two components; one from the previous state and one
dependent on the iterative change in mesh velocity. As before, this second component is
negligible for stiffness terms, but in the case of force terms, the second component results in
the creation of new stiffness terms.
Additionally, when assessing singular edges of an element, the radius is measured from the
centre of the linear element to the vertical radial axis, see Figure 4.8. In this case, the radius
is found from:
rn+1 =
(r1)i+1n+1+(r2)
i+1
n+1
2
(4.41)
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Figure 4.8: Axisymmetric finite element, r depicts the radius
where:
(r1)i+1n+1 = r1+
￿
vˆ0n
￿r
1∆t+
￿
∆vˆ0n
￿r
1
∆t
2
+
￿
δ vˆ0n
￿r
1
∆t
2
= r1+(δ vˆ)r1
∆t
2
(4.42)
and therefore:
rn+1 =
r1+(δ vˆ)r1
∆t
2
+ r2+(δ vˆ)r2
∆t
2
2
=
r1+ r2
2
+
∆t
4
((δ vˆ)r1+(δ vˆ)
r
2)
= rn+
∆t
4
δ r (4.43)
Hence:
2πrn+1 = 2πrn+
∆t
2
πδ r (4.44)
4.8 Time and Space Discretised Weak Form
Integrating the semi-discretised weak form of the conservation of mass in Equation 4.17
from 0 to 2πr (using Equation 4.35) and including the additional term in the calculation
of the divergence of the velocity (Equation 4.31), after some extensive mathematics (see
Appendix D), the finalised weak form becomes:
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Rv (v, vˆ) = 2π
￿
r
￿
z
wprn
∂vi
∂χ
: Idrdz+∆tπ
￿
r
￿
z
wp
∂vi
∂χ
: INrδ vˆdrdz
+2π
￿
r
￿
z
wprn
∂N
∂χ
: Iδvdrdz−2π
￿
r
￿
z
wprn
∆t
2
￿
∂vi
∂χ
￿T
:
∂N
∂χ
δ vˆdrdz
+2π
￿
r
￿
z
wp · (vi)r drdz+2π
￿
r
￿
z
(wp ·Nr)δvdrdz (4.45)
which, with some rearranging, simplifies to:
Rv (v, vˆ) = fpv+ faxipv +
￿
Kpv+Kaxipv
￿
δv+
￿
Kpvˆ+Kfrpv
￿
δ vˆ (4.46)
where K... is a stiffness matrix, f... is a force vector, N is the element shape functions, Nr is
the radial component (i.e. the first component) of the element shape functions, and δv and
δ vˆ are the unknown vectors of fluid and mesh velocity. Applying the same steps to the semi-
discretised weak form of the conservation of momentum in Equation 4.22, and including
the additional term in the calculation of the divergence of the pressure (Equation 4.30) and
the full form of the acceleration from Equation 4.13, after some extensive mathematics (see
Appendix D), the finalised form becomes:
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Rv (v, vˆ, p) = 2π
￿
r
￿
z
rnρwv
￿
∆v
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
− rn (wv ·b)dVrdz
+∆tπ
￿
r
￿
z
￿
ρwv
￿
∆v
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
−wv ·b
￿
Nrδ vˆdrdz
+2π
￿
r
￿
z
rnρwv
￿
N
∆t
+
∂vi
∂χ
N+ ∂N
∂χ
(vi− vˆi)
￿
δvdrdz
+2π
￿
r
￿
z
rnρwv
￿
∆t
2
∂vi
∂χ
∂N
∂χ
(vˆi−vi)− ∂vi∂χ N
￿
δ vˆdrdz
−2π
￿
r
￿
z
rn
∂wv
∂χ
: Ipidrdz−∆tπ
￿
r
￿
z
￿
∂wv
∂χ
: Ipi
￿
Nrδ vˆdrdz
−2π
￿
r
￿
z
rn
∂wv
∂χ
: INδ pdrdz+2π
￿
r
￿
z
rn
∆t
2
￿
∂wv
∂χ
￿T
: pi
∂N
∂χ
δ vˆdrdz
+2π
￿
r
￿
z
2µrn
∂wv
∂χ
: (ei+δe+δ eˆ)drdz
+∆tπ
￿
r
￿
z
￿
2µ ∂wv
∂χ
: ei
￿
Nrδ vˆdrdz
−2π
￿
r
￿
z
2µrn
∆t
2
￿
∂wv
∂χ
(ei)T
￿
:
∂N
∂χ
δ vˆdrdz−2π
￿
r
￿
z
(wv · pi)r drdz
−2π
￿
r
￿
z
(wv ·Nr)δ pdrdz+2π
￿
r
￿
z
2µ
rn
(wv · vi)r drdz
−2π
￿
r
￿
z
µ∆t
r2n
(wv · vi)rNrδ vˆdrdz+2π
￿
r
￿
z
2µ
rn
(wv ·Nr)δvdrdz (4.47)
In the framework adopted, one solves for velocities and not accelerations, therefore the
change in acceleration requires to be written in terms of velocity. One can write the ac-
celeration as the time-derivative of the time-averaged velocity, where vn−1 is the previous
velocity and vn is the current velocity.
a= ∂v
∂ t
=
∂
∂ t
￿
(vn−1+ vn)
2
￿
=⇒ δa= δv
2∆t
(4.48)
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Equation 4.47 simplifies to (see Appendix D):
Rv (v, vˆ, p) =
1
2∆t
￿
Mvvδvi+Mvvˆδ vˆ
￿
+
￿
Kvv+Kaxivv
￿
δvi+
￿
Kvp+Kaxivp
￿
δ p
+
￿
Kvpvˆ+Kvvˆ+Kaxivvˆ +K
fr
vv+Kfrvm+Kfrvp
￿
δ vˆ
+fvv+ faxivv + fvm+ fvp+ faxivp (4.49)
whereM... is a mass matrix and δ p is the unknown vector of fluid pressure. In diagrammatic
form, the system of governing equations derived thus far is shown below:
Figure 4.9: Diagrammatic form of the system of governing equations
where δv, δp and δ vˆ are the unknown iterative updates to the nodal fluid velocity, fluid
pressure and mesh velocity and:
Avv =
Mvv
2∆t
+Kvv+Kaxivv (4.50)
Avp =Kvp+Kaxivp (4.51)
Avvˆ =
Mvvˆ
2∆t
+Kvvˆ+Kaxivvˆ +Kvpvˆ+K
fr
vv+Kfrvm+Kfrvp (4.52)
Apv =Kpv+Kaxipv (4.53)
App = 0 (4.54)
Apvˆ =Kpvˆ+Kfrpv (4.55)
Avˆp = 0 (4.56)
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Fv = fvv+ faxivv + fvm+ fvp+ faxivp (4.57)
Fp = fpv+ faxipv (4.58)
Additional terms will be added to some of the above groups in the following chapters. The
first row of global system is reserved for momentum terms and the second row is reserved
for mass terms and pressure stabilisation terms. In the third row, the term Avˆp is zero for
all entries, the terms Avˆvˆ and Fvˆ are reserved for mesh improvement, and the term Avˆv is
involved with the ALE formulation.
4.9 Mesh Optimisation via Laplacian Smoothing
The quality of the FE mesh must be maintained to prevent highly distorted elements effecting
the solution and as such Laplacian smoothing has been implemented to optimise the mesh.
Laplacian smoothing is widely used to calculate the updated nodal positions in a mono-
lithic ALE formulation (M-ALE). Essentially, Laplacian smoothing changes the position of
nodes without changing the mesh connectivity. Internal nodes are moved to a position that is
the average of the neighbouring nodes. Figure 4.10 demonstrates that Laplacian smoothing
is optimising the mesh throughout an analysis, aiming to achieve equal distances between
nodes at all times.
(a) Initial mesh (b) Mesh at equilibrium
Figure 4.10: Example of mesh optimisation using Laplacian smoothing; note the approxi-
mate equal distance between mesh nodes
The implementation of Laplacian smoothing in this thesis is straightforward but requires the
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Figure 4.11: Inappropriate choice of mesh viscosity
use of a user defined variable called the mesh viscosity, µmesh. The mesh viscosity controls
the speed at which the mesh moves independently from the fluid. Trial and error is required
to obtain a value of µmesh that is sufficient in allowing the mesh to move not too quickly
nor too slowly. This can be very difficult in situations where different parts of the fluid
are moving at different speeds. Figure 4.11 demonstrates the effect a poor choice of mesh
viscosity has on the mesh; notice several areas of severe mesh distortion. Additionally many
elements have low interior angles and this creates problems in terms of discretisation errors,
interpolation errors and conditioning of the stiffness matrix.
Alongside the difficulty in selecting a value of mesh viscosity, there are several other disad-
vantages of the current implementation:
• analyses terminate prematurely due to issues with the mesh, primarily due to µmesh and
a high number of edge flips,
• excessive and unnecessary nodal displacements can be induced in a mesh because
Laplacian smoothing wrongly assumes a good mesh must have equidistant nodes,
• every nodal displacement produces non-linearities which have a negative effect on the
rate of convergence and the efficiency of the solution,
• Laplacian smoothing is not effective for non-convex domains as elements can become
inverted,
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• Laplacian smoothing is also not effective in 3D, causing mesh shrinkage after repeated
iterations,
• local mesh refinement is not possible.
In addition to Laplacian smoothing, a simple mesh refinement algorithm is also used in the
computational framework. The algorithm loops over all edges in the FE mesh and for each
edge, calculates the ratio of the current length of the edge to the average edge length at the
beginning of the analysis. If an edge has a high ratio, a new node is added at the midpoint
of the edge, and if an edge has a low ratio, one of the two nodes on this edge is deleted from
the mesh. The degrees of freedom of new nodes are interpolated from the original nodes on
the edge. Whilst this process is not entirely physical as elements can be created or destroyed
thus effecting the volume of fluid, element distortion is kept to a minimum. The point at
which to decide if an edge is too long or too short is entirely subjective and some fine-tuning
is required.
With these drawbacks in mind, and the desire to extend this framework into 3D in the fu-
ture, Kelly [36] has proposed two alternative methods, mesh quality improvement and mesh
quality preservation. The former uses an area-length ratio quality measure to calculate the
quality of an element and an objective function that uses a log-barrier to penalise the worst
elements in the mesh. A log-barrier function expresses the quality of every element as a
function of the worst element in the solution space. This method was successful in reducing
the level of remeshing and reducing volume loss, however, there was a major detrimental
effect on the average time step and therefore this method was deemed too aggressive in this
setting. The latter uses the same area-length ratio quality measure as previously to relate the
current quality to the initial quality on an element-by-element basis, before being substituted
into the same objective function. This means that if an element’s quality remains constant,
no attempt is made to improve it. This method almost eradicated volume loss, whilst the
time step was much closer to that experienced when using Laplacian smoothing. However,
due to the reduction in time step, Laplacian smoothing is recommended until the framework
extends to 3D problems. However all analyses undertaken in this thesis will make use of
Laplacian smoothing.
4.10 Conclusions
This chapter has discussed the kinematic description selected and the solution scheme
adopted to solve the Navier-Stokes equations for an incompressible Newtonian fluid. A semi-
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discretised weak form of the conservation of mass and momentum for a cartesian coordinate
system were developed based upon this solution scheme before being further developed into
an axisymmetric system that is implemented in the computational framework. The exten-
sion from cartesian to axisymmetric form of the Navier-Stokes equations takes account of
integrating over the radial domain whilst acknowledging the non-linearity of the radius and
normal due to an UALE formulation and the additional terms required when calculating the
gradient of the velocity and the gradient of the pressure.
Lastly, the Laplacian smoothing method of mesh optimisation was outlined and an example
of the type of mesh produced was shown. The importance of the mesh viscosity variable
was highlighted alongside other disadvantages. Whilst the Laplacian smoothing algorithm is
straightforward and produces good meshes, ultimately it must be replaced before the frame-
work can be extended into 3D.
Chapter 5
Fluids at the Micro-scale
The objective of this chapter is to present the underlying physics behind the micro-scale
behaviour of fluids. The Young-Laplace equation and Young’s equation will be discussed
in detail with emphasis on the influence of surface tension at micro-scale. Some examples
of surface tension in action will also be presented. In particular, the computational model
developed in the previous chapters will be extended to incorporate surface tension.
5.1 Surface Tension Phenomenon
The phenomenon of surface tension surrounds us in our everyday lives. Surface tension is
a property of the fluid surface, caused by molecular cohesion, that allows the fluid to resist
external force. Molecules in the main body of fluid are completely surrounded by similar
molecules and are pulled equally in every direction resulting in a zero net force. However,
molecules on the fluid surface are only surrounded on one side and therefore have a non-
zero net force and will be pulled downwards towards the main fluid body, Figure 5.1. This
is surface tension and manifests in a curving of the fluid surface. The surface tension of a
droplet is powerful enough to govern the shape, size and behaviour of the droplet; in zero-
gravity environments droplets will conform to near perfect spheres, this being the shape with
the minimum surface area and therefore the minimum out-of-balance force. Surface tension
is measured in force per unit length and its value depends on the fluid type and temperature,
with the surface tension increasing with decreasing temperature. Surface tension is negligible
at very large scales; however, in the context of this work, micro-scale droplets (10−9 L to
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Figure 5.1: Water at molecular level
10−6 L) will be examined and at this scale, surface tension is by far the most dominant force
and is extremely important in the determination of droplet shape and motion.
Surface tension plays a huge role in our everyday lives. From drinking a glass of wine to
washing the dishes, from insects landing on the surface of a pond to its role within our blood
cells, without surface tension life could not exist. See Figure 5.2 for some examples of
surface tension.
5.1.1 Surface Tension and Wetting
Young (1773-1829) was the first person to develop a theory on surface tension, although
Hauksbee (1660-1713) was one of the first to conduct experiments and make observations.
Jurin (1684-1750) repeated the experiments of Hauksbee and observed that the height of fluid
in a capillary tube is inversely proportional to the diameter of the tube. Laplace (1749-1827)
produced a mathematical description of the theory developed by Young. Gauss (1777-1855)
unified the work of Young and Laplace, and using the principle of virtual work derived by
Johann Bernoulli (1667-1748), derived both the differential equation and boundary condi-
tions. The Young-Laplace equation is a nonlinear partial differential equation that describes
the pressure difference, ∆p, across an interface between two fluids.
∆p=−γ∇ ·n= 2γH = γ
￿
1
R1
+
1
R2
￿
(5.1)
5.1. Surface Tension Phenomenon 49
(a) Droplets of water falling from a tap
[4]
(b) Bubbles in washing up liquid [3]
(c) Wasp resting on water
surface [8]
(d) Water droplets on a leaf [10]
(e) Red blood cells [61]
Figure 5.2: Examples of surface tension in everyday life
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where γ is the surface tension parameter, n is the unit normal to the interface, H is the mean
curvature of the interface and R1 and R2 are the principal radii of curvature. Thus it can
be seen that the pressure difference is a function of the surface tension of the fluid and the
geometry of the interface. As a consequence of the pressure difference being dependent
on the curvature of the interface, the angle at which the interface lies is also important.
Known as the equilibrium contact angle, it is the angle at which the two fluids meet when
in an equilibrium state and Young’s equation describes the relationship between the surface
tensions of the solid, liquid and gas phases in terms of this angle:
γSG = γSL+ γLG cosαe (5.2)
where αe is the equilibrium contact angle, γSG is the surface tension between the solid-gas
interface, γSL is the surface tension between the solid-liquid interface, and finally γLG is the
surface tension between the liquid-gas interface. Tadmor [62], however, argues that droplets
have a range of contact angles, ranging from the advancing contact angle θA to the receding
contact angle θR, the respective maximum and minimum obtainable angles. Imperfections
in the smoothness of the solid surface causes differences in the three-phase contact line, the
line at which air, water and the solid surface meet. This in turn causes the angle to change
depending on local conditions. Thus, it is very important to take into consideration the
condition of the solid surface and any imperfections in the surface.
Here it is necessary to define hydrophobic and hydrophilic surfaces. A hydrophobic surface
is a surface that is difficult to wet as fluid molecules are repelled by the molecules composing
the surface. Liquids resting on such surfaces have high contact angles, for example water
droplets on ceramic surfaces. Conversely, hydrophilic surfaces are very easy to wet as they
are composed of molecules that attract liquid molecules, and as such, liquids resting on
hydrophilic surfaces have low contact angles. An example would be water droplets resting
on a polymer. In general for contact angles less than 90◦ surfaces are considered hydrophilic,
and greater than 90◦ surfaces are considered hydrophobic, see Figure 5.3. The leaves of the
Lotus plant are considered to be superhydrophobic surfaces because water droplets resting
on the leaves have contact angles greater than 150◦.
5.1.2 The Effect of Surfactants on Surface Tension
Everyday household products such as soaps, detergents and emulsions are classed as sur-
factants. Surfactants contain both a water soluble and a water insoluble part since they are
comprised of both hydrophilic and hydrophobic components, see Figure 5.4. Compounds
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(a) Hydrophobic surface (b) Hydrophilic surface
Figure 5.3: Example of hydrophobic and hydrophilic surfaces
(a) Surfactant with hydrophilic head and
hydrophobic tail
(b) Surfactant interaction with water
Figure 5.4: Surfactants
with both hydrophilic and hydrophobic parts are termed amphiphilic. Surfactants will ad-
sorb at interfaces between air and water and will diffuse in water. The result is a change in
the properties of the water at the surface; surface tension will be reduced by a third or more
depending on the concentration of the surfactant. This lowering of surface tension plays a
key role in cleaning and washing, paint, ink, toothpaste, shampoo and many more household
items and industrial processes. For example, insoluble particles become soluble in water
after the addition of soap, and these newly water soluble particles can then be washed away.
5.1.3 Capillary Action
Capillary action is the ability of a liquid to flow through narrow vertical channels. The
liquid flows in opposition to gravity, and this is caused by intermolecular forces between the
liquid and the surrounding surfaces. If the diameter of a vertical channel is small enough,
the combination of adhesive forces and cohesive forces (i.e. surface tension) between the
channel and the liquid cause the liquid to rise within the channel. Examples of capillary
action can be found in nature and in the human body; for example, plants use capillaries to
move water from the ground to the tip of the highest leaf. The height of the meniscus in a
capillary tube, Figure 5.5, is found from Equation 5.3 [16], where γ is surface tension, α is
the contact angle, ρ is the fluid density, g is gravitational acceleration and r is the radius of
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Figure 5.5: Capillary tube in a beaker of water
the tube.
h=
2γ cosα
ρgr
(5.3)
Therefore, the narrower the capillary tube, the higher the liquid will rise. Only the contact
angle between the meniscus in the tube and the tube walls is required in the calculation,
however, there are of course two additional contact angles in the system shown in Figure
5.5; between the outside wall of the tube and the beaker meniscus, and between the beaker
wall and beaker meniscus.
5.2 Surface Tension and Contact Line Contributions
The following contributions to the system of equations from the surface tension force and
contact line force have been derived by Saksono and Peric´ directly from the Young-Laplace
equation. Refer to [57] for more detail.
5.2.1 Development of the Space and Time Discretised Form
The Cauchy stress tensor σ (x, t) is defined such that t(x, t,n) = σn where t(x, t,n) is the
traction unit vector and n is the unit normal. Recalling the Young-Laplace equation, Equation
5.1:
∆p= 2γH (5.4)
The mean curvature can be defined in terms of the surface gradient operator ∇s:
H =−∇s ·n
2
(5.5)
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Figure 5.6: Typical droplet showing boundary curve C, droplet surface Γ and the binormal
of the boundary curve m
Therefore:
∆p=−γ∇s ·n (5.6)
where ∇s = (I−n⊗n)∇. Expressing the pressure difference as the difference between the
external pressure pext and internal pressure pint , it is possible to express the continuity of
forces across the fluid-gas interface as:
σn=−pintn=−pextn+2γHn on Γ (5.7)
where Γ is the surface of the domain. The weak form of the right hand side of this momentum
balance equation leads to the following expression:￿
Γ
pextn ·wda−
￿
Γ
2γHn ·wda (5.8)
where w is a weighting function. The first integral has already been considered within the
Navier-Stokes equations (Section 3.2.3) and therefore only the second integral is developed
further here. Using the divergence theorem on the surface Γ, see Weatherburn [68], the
second integral becomes:
−
￿
Γ
2γHn ·wda=
￿
Γ
γ∇s ·wda−
￿
C
γw ·mds (5.9)
where C is the boundary curve of the surface Γ and m is the binormal of C, a vector tangent
to the surface and orthogonal to the curve, see Figure 5.6. Following standard procedure, the
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Figure 5.7: Axisymmetric triangular element
finite element form of these two new integrals gives the final form to include in the system of
equations. The first integral on the right hand side of Equation 5.9 represents the contribution
from the surface tension force, whilst the second integral represents the contribution from the
contact line force: ￿
Γ
γ∇s ·wda⇒
￿
Γ
γ {∇s ·N12}da= FST (5.10)￿
C
γw ·mds⇒
￿
C
γ [N1]T {m}ds= FCL (5.11)
with N12 and N1 representing the FE shape functions for a linear element and a node re-
spectively, and FST and FCL representing the surface tension and contact line force vectors.
Thus, the surface tension force is an internal force integrated over the surface of the domain,
and the contact line force is an external force integrated over the contact line. It can be seen
that Equations 5.10 and 5.11 have been derived from the Young-Laplace equation which was
previously found to describe the pressure difference across an interface in terms of the mean
curvature H. Thus, these equations are directly related to the curvature of the interface.
5.2.2 Surface Tension Force Contributions
The problems to be assessed are all axisymmetric in nature, i.e. both the structure and loading
are axisymmetric and every radial plane is assumed to act identically with deformation only
allowed in plane (r-z plane). In an axisymmetric analysis, both the out-of-plane stress and
out-of-plane strain are non-zero. Consider a three-noded element with nodes 1, 2, 3, with
nodes 1 and 2 on the fluid surface as shown in Figure 5.7. Line 1-2 is therefore subject to
surface tension. The shape function matrix for the surface of revolution generated by line
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1-2, N12 is:
N12 (ξ ,θ) =

1
2 (1−ξ )cosθ 0 12 (1+ξ )cosθ 0
1
2 (1−ξ )sinθ 0 12 (1+ξ )sinθ 0
0 12 (1−ξ ) 0 12 (1+ξ )
 (5.12)
The position of a single point on this line can be expressed:
x(ξ ,θ) = N12

r1
z1
r2
z2
 (5.13)
where the angular component is constant, because nodes 1, 2 and 3 are in plane, and therefore
not included. The coordinates of node k are represented by (rk,zk). A metric tensor which
we use to measure distances in cylindrical space is defined by Weatherburn [68]:
Amt =
∂ 2x
∂ξ 2
Bmt =
∂ 2x
∂θ 2
(5.14)
The three-noded element can be divided into a number of very small elemental areas da each
given by:
da=
￿
AmtBmt dξdθ (5.15)
For the axisymmetric surface in consideration, the surface gradient, from Weatherburn [68]
and derived in Appendix E, takes the form:
∇s =
1
Amt
∂x(ξ ,θ)
∂ξ
∂
∂ξ
+
1
Bmt
∂x(ξ ,θ)
∂θ
∂
∂θ
(5.16)
Hence:
∇s ·N12 = 1Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
+
1
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
(5.17)
Refer to Appendix E for the derivation of the terms Amt and Bmt and the derivatives of N12T.
Therefore, the surface tension force vector is calculated from:
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FST =
￿
Γ
{∇s ·N12}da
=
￿ 1
−1
￿ 2π
0
￿
1
Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
+
1
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
￿￿
AmtBmt dξdθ
=
￿ 1
−1
￿ 2π
0
￿√
AmtBmt
Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
+
√
AmtBmt
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
￿
dξdθ (5.18)
Following some mathematical manipulation, see Appendix E, the surface tension force vec-
tor takes the form:
FST = πγ (r1+ r2)
L

r1− r2
z1− z2
r2− r1
z2− z1
+πγL

1
0
1
0
 (5.19)
where L is the length of the linear element, L =
￿
(r1− r2)2+(z1− z2)2. Taking the di-
rectional derivative of Equation 5.19 in the direction of displacement results in the surface
tension contribution to the stiffness matrix KST:
KST =KSTI +KSTII +KSTIII (5.20)
where:
KSTI =
πγ
L

2r1 0 −2r2 0
(z1− z2) (r1+ r2) (z1− z2) −(r1+ r2)
−2r1 0 2r2 0
(z2− z1) −(r1+ r2) (z2− z1) (r1+ r2)
 (5.21)
KSTII =−
πγ (r1+ r2)
L3

r1− r2
z1− z2
r2− r1
z2− z1


r1− r2
z1− z2
r2− r1
z2− z1

T
(5.22)
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KSTIII =
πγ
L

1
0
1
0


r1− r2
z1− z2
r2− r1
z2− z1

T
(5.23)
5.2.3 Contact Line Force Contributions
If node 1, Figure 5.7, is on the contact line, the revolution of node 1 around the vertical axis
creates the contact line. The shape function matrix for this contact line generated by the
revolution of node 1, N1 is:
N1 (ξ ,θ) =

1
2 (1−ξ )cosθ 0
1
2 (1−ξ )sinθ 0
0 12 (1−ξ )
 (5.24)
The vector m, the binormal of the contact line, see Figure 5.6, is a function of the contact
angle and is independent of displacement:
m=
 cosθ cosαsinθ cosα
−sinα
 (5.25)
Unlike previously where the angular component was constant for the three-noded element
and so was not included, the angular component is included here as it will change depending
on the location. Evaluating for ξ = −1 and assuming ds = (1−ξ )r1dθ , the contact line
force vector for node 1 is:
FCL =
￿
C
γ [N1]T {m}ds
=
￿ 2π
0
￿
cosθ sinθ 0
0 0 1
￿ cosθ cosαsinθ cosα
−sinα
r1dθ
= 2πγr1
￿
cosα
−sinα
￿
(5.26)
There are no contributions from the contact line to node 2. Once again, the contribution to
the stiffness matrix, for the contact line force, is found by taking the directional derivative of
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the above equation in the direction of displacement:
KCL = 2πγ
￿
cosα 0
−sinα 0
￿
(5.27)
5.3 Identification of the Surface Edges of the Droplet
The surface tension and contact line force vectors and stiffness matrices are only applied
to the surface of the droplet, i.e. the edges of elements on the surface of the mesh. Within
the computational framework, an alpha shapes algorithm is used to remesh every time step.
An alpha shape is a group of piecewise linear curves associated with the shape of a finite
set of points. Motion occurs within a time step and the system of equations are solved and
the mesh is moved to the solution position. Within the computational framework developed,
information is only stored on the nodes (for example velocities, pressures, density), hence,
CGAL can be used to remesh using an alpha shapes algorithm without the loss of any data.
The new mesh, still containing all data, is then passed to the next time step and this process
is repeated.
An additional algorithm has been written to identify such edges at the beginning of each time
step. Before the algorithm is reproduced, it is important to state the boundary conditions
given to nodes at the very beginning of a typical analysis. Boundary conditions are defined
as fixed_x for nodes fixed horizontally, fixed_y for nodes fixed vertically, fluid for all nodes
describing the fluid (in all the cases to be examined in later chapters, all nodes are recognised
as fluid nodes), and fluid_surface for those nodes on the surface of the fluid. The appropriate
boundary conditions are stored in a tag in MOAB [63] called type. For example, Figure 5.8
shows the FE mesh and boundary conditions for a sessile droplet on a flat surface. Note
that the problem is axisymmetric in nature. From the figure, it can be seen that each surface
edge has only one adjacent triangular element and this piece of information is used in the
following algorithm.
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Figure 5.8: FE mesh and boundary conditions, with element edges on the fluid surface high-
lighted
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Input: all mesh elements and vertices
Output: the range of mesh edges on the surface of the fluid
Define: ranges all_elems, all_verts, perimeterverts, surface_edges, actualsurfedges;
Identify all triangular elements and insert into all_elems (MOAB);
Identify connected vertices to all_elems and insert into all_verts (MOAB);
for all_verts i do
Read type tag (MOAB);
if type = fluid_surface (already present from CGAL) then
Insert vertice i into perimeterverts (MOAB);
Remove fluid_surface from tag (MOAB);
end
if type = fixed_x or type = fixed_y then
Remove vertice i from perimeterverts (MOAB);
end
end
Identify adjacent edges to perimeterverts and insert into surface_edges (MOAB);
for surface_edges j do
Define: range adjac_elems;
Define: entity handle conn;
Identify adjacent elements to j and insert into adjac_elems (MOAB);
Identify connected vertices to j and insert into conn (MOAB);
if conn ￿= 2 exit the code;
Read type tag for conn (MOAB);
if adjac_elems = 1 then
Add tag fluid_surface to j (MOAB);
Insert j into actualsurfedges (MOAB);
Add tag fluid_surface to conn (MOAB);
end
end
if actualsurfedges = 0, exit the code;
Algorithm 5.1: Identification of those mesh edges on the surface of the fluid
The first step in algorithm 5.1 is to define various ranges in which different parts of the mesh
will be stored at different times. Next, MOAB is used to identify all triangular elements,
and then identify all the vertices connected to these elements. Then the algorithm loops
over these vertices, reading the boundary conditions of each vertice. If the vertice is tagged
with the fluid_surface boundary condition, (already present from CGAL [6]), this boundary
condition is removed and it is placed into a range. However, if the vertice is fixed in the
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horizontal or vertical directions, it is removed from this range. The current range, therefore,
contains all the vertices on the fluid surface other than that on the contact line and that on
the axis of symmetry. The algorithm now uses MOAB [44] to identify all edges of the mesh
connected to these vertices. Then, the algorithm loops over this new range of edges, using
MOAB [44] to identify all triangular elements and vertices connected to these edges. If the
number of adjacent elements to an edge is equal to one, this edge is on the fluid surface and
therefore we add the fluid_surface boundary condition to the edge and its two vertices, and
we place the edge in a new meshset.
n
A3
2
1
Figure 5.9: Ordering of nodes convention
Once all element edges on the surface of the fluid have been identified at the beginning
of each time step, those edges are stored in a separate meshset in MOAB. This meshset is
used to calculate KST and KCL and then FST and FCL for each edge where appropriate. An
element node numbering convention is important to ensure that for all elements, the surface
tension force components and contact line components are correctly calculated. All edges of
triangles on the fluid surface are locally labelled nodes 1 and 2. The convention used states
that for a given edge, for example the highlighted edge of element A in Figure 5.9, when
the outward pointing normal is rotated clockwise by 90◦, it points to node 2. The remaining
node on the edge is therefore node 1 and the last node comprising the surface element is node
3. Numbering of element nodes needs to be consistent to prevent the components from the
surface tension force vector, for example, being calculated in the wrong direction.
When identifying the edge on the contact line (if indeed there is a contact line, for example,
in zero-gravity problems there is not), a similar algorithm is used. The range of vertices on
the contact line is used to then calculate the force contribution and the stiffness contribution
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from the contact line force. Additionally, the contact line force vector and stiffness matrix
are rotated if the surface upon which the droplet rests is not flat. The geometry of the solid
surface is known a priori and allows for the equation of the line describing the solid surface
to be determined, for example, in Figure 5.8, the equation of the solid surface is z = 0. The
coordinate of the contact point is determined and hence the gradient of the line describing
the solid surface at the contact point can be calculated by taking the derivative of the line
equation and substituting the contact point coordinates. From the gradient of the solid surface
the angle of inclination can be calculated and hence the force vector and stiffness matrix in
the global sense are found using a rotation matrix R, following Algorithm 5.2.
Input: nodal coordinates for surface edge on contact line, equation of line
describing the surface, FCLlocal, KCLlocal
Output: FCLglobal, KCLglobal
Calculate gradient at contact point, m;
Calculate angle of inclination, θ = tan−1(m);
if m > 0 then
R=

cosθ −sinθ 0 0
sinθ cosθ 0 0
0 0 cosθ −sinθ
0 0 sinθ cosθ
;
else if m < 0 then
R=

cosθ sinθ 0 0
−sinθ cosθ 0 0
0 0 cosθ sinθ
0 0 −sinθ cosθ
;
else
m = 0, no rotation required, R= I ;
end
FCLglobal = RFCLlocal;
KCLglobal = RTKCLlocalR;
Algorithm 5.2: Rotation of the local contact line force vector and stiffness matrix
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5.4 Conclusions
The concept of surface tension has been introduced and the Young-Laplace equation and
Young’s equation were described. The difference between hydrophobic and hydrophilic
surfaces was described and developed to give examples of surfactants, fluids with both
hydrophobic and hydrophilic parts, which lower the surface tension of water. The work
of Saksono and Peric´ was then derived in part, with the contributions to the force vector and
stiffness matrix due to the surface tension force and the contact line force directly related to
the Young-Laplace equation and thus the curvature of the interface. These contributions were
given in a weak form before being further developed to show the actual nodal contributions.
Finally, the algorithms to identify the element edges on the surface of the mesh, to identify
the surface edge on the contact line and to rotate the local contact line force vector and
stiffness matrix to a global sense were described. These algorithms make use of MOAB [44]
to identify the elements of the mesh required.
Chapter 6
Pressure Stabilisation
This chapter outlines the need for pressure stabilisation and briefly discusses the many meth-
ods available. The method of choice shall then be outlined and the pressure stabilisation
terms included in the computational framework will be derived. Comprehensive testing of
the pressure stabilisation terms shall also be undertaken to examine their effect.
6.1 The Requirement for Pressure Stabilisation
In the computational framework derived in the previous chapters, we use equal order interpo-
lation functions for velocities and pressures as we want to calculate the velocity and pressure
on the mesh nodes. Within the literature, [25], [34], [64], [50], [67], [48], it is noted that
when using equal order interpolation functions for pressures and velocities within a Galerkin
variational form, spurious oscillations occur in the solution space. Without some form of
mitigation of these oscillations, the solutions can be meaningless. A large number of the
analyses to be undertaken in the following chapters will examine the equilibrium shape of a
water droplet. The initial geometry of the droplets in these analyses is a cylinder, however,
due to the axisymmetric nature of the problem, only one half of a slice through the droplet
need be assessed, refer to Figure 6.1. The initial cylindrical shape gives the droplet the po-
tential energy to achieve its equilibrium geometry which, in this case, will be part of a circle.
Figure 6.2a demonstrates one such analysis at step 3220, t = 0.1 seconds when pressure
stabilisation is not included. The figure shows the warped pressure field for a slice through
the droplet centre. The solution uses equal-order interpolations for velocities and pressures
resulting in large peaks and troughs appearing in the pressure field; these instabilities will
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Figure 6.1: Cylindrical droplet with cross-section highlighted
affect the overall outcome and therefore reliability of the solution. Conversely, Figure 6.2b
shows a second analysis at step 4240, t = 0.1 seconds with the inclusion of pressure stabili-
sation that will be derived in this chapter; note the smoothness of the pressure field over the
entirety of the cross-section. Due to adaptive time stepping, the step number at t = 0.1 sec-
onds differs for the two examples shown. Over the last 30 to 40 years, several stabilisation
procedures have been proposed, and the various methods will be discussed here in brief.
6.2 Pressure Stabilisation Methods
Brezzi [24] and Babusˇka [15] showed that a stabilisation method is convergent if the com-
bination of interpolation functions for pressures and velocities satisfy the Babusˇka-Brezzi
condition (also known as the inf-sup condition). The inf-sup condition ensures that the finite
element solution is the optimal solution, and is stable and solvable. Oscillations within the
solution space are caused by methods in violation to this condition. Hence, most traditional
schemes select combinations that satisfy this condition in the knowledge that the resulting
solution will be stable. More recently, other methods of stabilisation have been proposed
that allow for combinations that do not satisfy the condition. This means that sets of inter-
polation functions that were in violation of the inf-sup condition can now be used which, in
some cases, leads to more computationally convenient solutions [34].
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(a) Pressure field without stabilisation
(b) Pressure field with stabilisation
Figure 6.2: Oscillations within the pressure field at t = 0.1 seconds
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Tezduyar [64] states that numerical instabilities can arise from two areas: poor combinations
of interpolation functions, manifesting in oscillations in the pressure field; and from the
advection terms of the governing equations, manifesting in oscillations in the velocity field.
The latter is, however, more prevalent in flows with high Reynolds numbers and can be
discounted in the context of this thesis. Tezduyar continues that such oscillations are not
just inherent in the FEM but appear in other discretisation methods such as the FVM and the
FDM; hence changing to an alternative discretisation method will not generally remove the
need for stabilisation.
Most stabilisation techniques take the form of an operator (the type of operator is tech-
nique specific) applied to the approximation function, P(w), a stabilisation parameter, τ¯
(also known as intrinsic time), and the residual of the differential equation, R(u).
∑
e
￿
Ωe
P(w) τ¯R(u) dΩ (6.1)
Stabilisation methods are classed by the definition of the operator P(w). The most com-
mon method of stabilisation is Galerkin/Least-squares (GLS) methods because it introduces
minimal excess diffusion and therefore there is a minimal loss of accuracy [29], [64]. It is
worth noting that, depending on the problem, oscillations can be removed by excessive mesh
refinement. By implementing successively denser mesh, the contribution from the stabili-
sation terms becomes smaller and smaller until it is negligible and the solution converges
[26]. Hence, the addition of the stabilisation terms is verified. However, excessive mesh
refinement is not always possible nor computationally practical in terms of solution time and
cost.
6.2.1 Streamline-Upwind/Petrov-Galerkin and Related Methods
Brooks and Hughes [26] proposed the streamline-upwind/Petrov-Galerkin (SUPG) formula-
tion of pressure stabilisation. This method utilises the reduction of diffusion from the stream-
line upwind concept in combination with the consistent Petrov-Galerkin weighted residual
formulation. The outcome is weighting functions that are modified by adding a perturbation,
see Equation 6.2, acting in the direction of flow only; the perturbations are in the form of
diffusion (viscosity) in the direction of flow. The SUPG method has been shown to perform
well and removes spurious oscillations whilst maintaining accuracy [26].
P(w) = a ·∇w (6.2)
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Similar to SUPG is the pressure-stabilised/Petrov-Galerkin (PSPG) method as described by
Brezzi and Pitkäranta [25], which examines two methods of stabilising the Stokes equations.
The first method involves adding bubble functions (higher-order polynomials which vanish
on element boundaries) to the velocity field to stabilise the pair of velocity and pressure
spaces. The second method involves adding a stabilising term to the discrete equations with
no change to the discrete pressure or velocity fields. The second method, whilst stabilising
the formulation, affects the consistency of the formulation because the stabilisation term is
not symmetric. This lack of symmetry introduces computational difficulties in determining
the stability of this technique [29].
Hughes et al. [34] continued this work on PSPG formulations and developed a formulation
for improving stability without experiencing the consistency problems affecting Brezzi and
Pitkäranta. This new formulation suggests additional terms derived directly from a pertur-
bation of the weighting function, allowing for previously unstable equal order interpolation
functions in violation of the Babusˇka-Brezzi condition to be used for velocities and pressures.
The resulting additional term has the form:
τ¯∇w ·∇p where τ¯ = βh
2
2µ
(6.3)
where h is a measure of mesh size, µ is the fluid viscosity and β is a scalar. The value
of the scalar β is selected to improve the stability of the Galerkin formulation without any
compromise in the formulation’s consistency. Hughes et al. show that this additional term
allows for the use of combinations of pressure and velocity withC0 approximation fields and
also the use of equal order interpolations, both unstable when trying to satisfy the Babusˇka-
Brezzi condition.
Pastor et al. [50] noted that the most efficient codes have matching interpolation spaces for
pressures and velocities. For formulations with equal order interpolation, Pastor et al. derived
a PSPG stabilisation term directly from the momentum equation with use of the volumetric
strain and the pressure wave equation. The resulting term is a pressure Laplacian scaled by
a stabilisation parameter, in a similar manner to Hughes et al.
τ¯∇2p where τ¯ = βh
2
µ
(6.4)
Truty [67] utilises this method in his work on porous media, demonstrating the versatility of
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this method to different flow problems.
6.2.2 Galerkin/Least-squares Method
The Galerkin/Least-squares (GLS) method imposes the stabilisation term on an element by
element basis, in partnership with a weighted least-squares formulation of the original differ-
ential equation [29]. The symmetric nature of the stabilisation term applied to the left-hand
side of the system of equations is advantageous in introducing stability as it removed the
computational difficulties encountered by Brezzi and Pitkäranta [25]. There is little differ-
ence between SUPG and GLS methods [29], and in some cases, such as convection-diffusion
problems and problems using linear elements, the two methods are equivalent.
6.2.3 Pressure Laplacian Stabilisation (PLS) Method
Oñate et al. [48] introduced the pressure Laplacian stabilisation (PLS) technique. Pressure
stabilisation is achieved via a higher-order Finite Calculus (FIC) approach whilst the con-
vective effects are ignored. Higher-order balance statements are applied to a finite domain
to produce a stabilised form of the governing differential equations and a standard Galerkin
formulation is then applied. This leads to a similar pressure Laplacian term as seen in the
work of Hughes et al. [34], Equation 6.3, and Pastor et al. [50], Equation 6.4, and an addi-
tional boundary pressure stabilisation term, both added to the conservation equations. The
boundary term is important in terms of accuracy, particularly in problems involving free sur-
face flow. All the stabilisation terms are scaled by the stabilisation parameter τ¯ , which, as
before, is dependent on the fluid viscosity and the mesh size. As the problems assessed in the
following chapters involve free surface flows and the surface of the fluid is a major point of
interest, we adopt the stabilisation terms as proposed by Oñate et al. in this work. Moreover,
in terms of its simplistic nature, the PLS technique will be computationally easier and faster
to implement into the system of equations than other methods.
6.3 Time and Space Discretised Form of the Pressure
Stabilisation Terms
In the PLS technique [48], the mass balance equation (Equation 3.30), in the absence of
body forces and assuming steady-state conditions, transforms to the stabilised mass balance
equation. A Finite Calculus (FIC) form of the mass balance equation is developed using a
higher-order Taylor series expansion. Integrating by parts produces the following, where Γ
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is the boundary of the domain:
￿
V
wptr
￿
∂v
∂x
￿
dV −
￿
V
τ¯
∂wp
∂x
:
∂ p
∂x
dV +
￿
Γ
τ¯wpn
∂ p
∂x
dΓ (6.5)
where:
τ¯ = βh
2
16µ
(6.6)
The first integral is the conservation of mass, considered in Chapter 3. The last two integrals
are the traditional pressure Laplacian of pressure stabilisation techniques, and an additional
boundary term respectively. Both are scaled by the stabilisation parameter τ¯ , given in Equa-
tion 6.6, which is dependent on the mesh size h, the fluid dynamic viscosity µ and a user
defined variable β ; the effect of the magnitude of β will be investigated in the following
section. For simplicity, the mesh size h is defined as the diameter of the circumscribed circle
for an element, see Figure 6.3.
Figure 6.3: Diameter of the circumscribed circle for an element
Both integrals are evaluated in the spatial domain and so to map these to the reference (mesh)
domain, requires the use of Equation 4.8, for example:￿
∂wp
∂x
￿i+1
n+1
=
∂wp
∂χ
∂χ
∂x
=
∂wp
∂χ
￿
∂x
∂χ
￿−1
=
∂wp
∂χ
￿
1− ∆t
2
∂δ vˆ
∂χ
￿
=
∂wp
∂χ
− ∆t
2
∂wp
∂χ
∂δ vˆ
∂χ
(6.7)
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Examining the pressure Laplacian first, which is calculated on an element by element basis:
￿
V
τ¯
∂wp
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∂ p
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dV = τ¯
￿
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￿
∂wp
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∂χ
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dV (6.8)
and now using the solution for p= pi+δ p at time tn+1 and iteration i+1 from Equation 4.2:￿
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∂wp
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dV = τ¯
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V
∂wp
∂χ
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∂ pi
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dV (6.9)
Integrating over the element from 0 to 2πr for axisymmetric conditions (see Equation 4.35)
leads to:
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where N represents the element shape functions and Nr represents the radial component, i.e.
the first component, of the element shape functions. The above simplifies to:
2πr
￿
r
￿
z
τ¯
∂wp
∂x
:
∂ p
∂x
drdz= fspp+K
s,fr
pp δ vˆ+Ksppδ p+Kspvˆδ vˆ (6.11)
whereK... is a stiffness matrix and f... is a force vector. Examining the boundary term, which
is calculated on a boundary edge by edge basis, next:
￿
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and now using the solution for p= pi+1n+1 at time tn+1 and iteration i+1 from Equation 4.2:￿
Γ
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Integrating from 0 to 2πr (see Equation 4.44) and considering the non-linearity caused by
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the normal (see Equation 4.40) leads to:
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where Nb represents the linear shape functions for a boundary edge and Nbr represents the
radial component i.e. the first component, of these shape functions. The above simplifies to:
2πr
￿
r
￿
z
τ¯wpn
∂ p
∂x
drdz= fbpp+K
b,fr
pp δ vˆ+Kbppδ p−Kbpvˆδ vˆ+Kb,npp δ vˆ (6.15)
Combining Equations 6.11 and 6.15, and simplifying:￿
Kspvˆ−Kbpvˆ+Ks,frpp +Kb,frpp +Kb,npp
￿
δ vˆ+
￿
Kspp+Kbpp
￿
δ p=−
￿
fspp+ fbpp
￿
(6.16)
Reviewing the diagrammatic form of the system of governing equations from Chapter 4,
additional terms can now be added to the corresponding group:
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Figure 6.4: Diagrammatic form of the system of governing equations
where:
Avv =
Mvv
2∆t
+Kvv+Kaxivv (6.17)
Avp =Kvp+Kaxivp (6.18)
Avvˆ =
Mvvˆ
2∆t
+Kvvˆ+Kaxivvˆ +Kvpvˆ+K
fr
vv+Kfrvm+Kfrvp (6.19)
Apv =Kpv+Kaxipv (6.20)
App =Kspp+Kbpp (6.21)
Apvˆ =Kpvˆ+Kfrpv+Kspvˆ+K
b
pvˆ+K
s,fr
pp +Kb,frpp +Kb,npp (6.22)
Avˆp = 0 (6.23)
Fv = fvv+ faxivv + fvm+ fvp+ faxivp (6.24)
Fp = fpv+ faxipv + fspp+ fbpp (6.25)
The accuracy of the terms was checked using a finite difference approach and by the use of
successively denser mesh, therefore removing the contribution from the terms. Algorithm
6.1 details the system of identifying element edges on the boundary of the fluid. This is done
in a similar manner as the algorithm in the previous chapter to identify the surface edges,
identifying the correct edges by examining their boundary conditions and the number of ad-
jacent elements.
6.4. Influence of the Pressure Stabilisation Parameter 75
Input: all mesh vertices
Output: the range of mesh edges on the boundary of the fluid
Define: ranges all_elems, all_verts, perimeter_verts, perimeter_edges;
Identify all triangular elements and insert into all_elems (MOAB);
Identify connected vertices to all_elems and insert into all_verts (MOAB);
for all_verts i do
Read type tag (MOAB);
if type = fluid_surface or type = fixed_x or type = fixed_y then
Insert vertice i into perimeter_verts (MOAB);
end
end
Identify all edges connected to perimeter_verts and insert into
perimeter_edges;
Define: range adjac_tris;
for perimeter_edges i do
Identify adjacent elements and place into adjac_tris (MOAB);
if adjac_tris == 1 then
Insert edge i into boundary_edges (MOAB);
end
end
Algorithm 6.1: Identification of those mesh edges on the boundary of the fluid
6.4 Influence of the Pressure Stabilisation Parameter
A study into the effect of the user defined variable β in the pressure stabilisation parameter
τ¯ is now undertaken. The value of β will be selected in the range of 1×10−3 to 1×103. All
other parameters, such as viscosity and density, are kept constant so that direct comparison
can be made. The parameters to be used in the analyses are listed in Table 6.1.
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Parameter Value
Fluid dynamic viscosity, µ 1.01×102 dyne · s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Contact angle, α 90◦
Mesh viscosity, µmesh 1×10−2 dyne · s/cm2
Gravitational acceleration, g −981cm/s2
Table 6.1: Fluid parameters for pressure stabilisation analyses
In order to allow the droplet to achieve its equilibrium geometry faster and without any
dynamic oscillations, (see Chapter 7 for further explanation) the fluid dynamic viscosity is
chosen to be much higher than that for water and is in fact more like honey.
To assess the effect of pressure stabilisation, the maximum and minimum pressures as well
as average computational time and any anomalies are studied. Timings are given for a single
Intel Xeon processor running on a Linux server. The computational time is the average of
five analyses conducted under the same conditions for each of the values of β to a point 0.1
seconds into the analysis. Only half of the cross-section is created in Cubit using a finite
element mesh comprising 1026 nodes and 1934 elements (5130 degrees of freedom), with
the boundary conditions shown in Figure 6.5. For post-processing the geometry is mirrored
about the axis of symmetry to give the full cross-section.
From Figure 6.6 and Table 6.2 it can be seen that for β < 1.0, whilst these analyses are
among the quickest, there remain peaks and troughs within the pressure field, as well as a
spurious ridge along the axisymmetric boundary. The range of high to low pressure is the
greatest. For 1.0 ≤ β ≤ 100.0 there are no major peaks or troughs and the pressure field is
much smoother. However, there remains a ridge along the axisymmetric boundary. When
β ≥ 500.0 the ridge disappears and the pressure field becomes fully smooth, but with the
drawback of the computational time increasing. Whilst there is very little difference between
the two upper values examined, 500.0 and 1000.0, the computational time is respectively
27.9% and 26.6% greater than for β = 1.0.
There is little difference in the calculated contact angle in the range of parameter examined
and negligible difference in the eventual equilibrium shape when steady state conditions are
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Figure 6.5: Initial FE mesh and boundary conditions for stabilisation analyses
achieved. However, it would seem that there comes a value of β at which the pressure
field is misrepresented, much like increasing the number of finite elements around a stress
concentration. It is therefore suggested that, for this problem, β is kept within the range
1.0 to 500.0 as this will provide a reasonably smooth pressure field whilst keeping analysis
time to a minimum. Of course, if a fully smooth pressure field is required then a large value
(β ≥ 500) should be used. However, there is no indication at which value of β the pressure
field is numerically correct. Obviously, this range of pressure stabilisation parameter is for
the problem at hand and care must be taken for different problems to ensure that the value
chosen produces as smooth a pressure field as required. Table 6.2 summarises all the data
collected, Figure 6.7 conveys the relationship between the magnitude of the parameter (log
scale) and the average computational time, and Figure 6.8 demonstrates representative time
steps for two of the analyses conducted. The time steps shown are for for steps 60 and 61
with β = 0 and β = 1000; note the differences in time, droplet height and radius and time
step. Both show quadratic convergence.
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(b) β = 0.001 (c) β = 0.01
(d) β = 0.1 (e) β = 1.0
(f) β = 10.0 (g) β = 100.0
(h) β = 500.0 (i) β = 1000.0
Figure 6.6: Visual study of the effect of the parameter β at t = 0.1sec on the pressure field
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Parameter β Average
computational
time (sec)
Contact angle
α
Maximum
pressure (Pa)
Minimum
pressure (Pa)
0 0.851 89.492◦ 253 150
0.001 0.869 89.491◦ 252 158
0.01 0.856 89.488◦ 251 168
0.1 0.867 89.482◦ 250 175
1.0 0.880 89.477◦ 250 185
10 1.049 89.472◦ 247 190
100 1.108 89.458◦ 241 194
500 1.126 89.392◦ 232 201
1000 1.115 89.328◦ 227 205
Table 6.2: Numerical study of effect of parameter β at t = 0.1sec
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Figure 6.7: Average computational time for the range of pressure stabilisation parameters
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(a) Representative time steps for β = 0
(b) Representative time steps for β = 1000
Figure 6.8: Representative time steps for pressure stabilisation analyses
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6.5 Conclusions
The pressure stabilisation terms included in the computational framework are those from the
PLS technique proposed by Oñate et al. [48] and are derived directly from the mass and
momentum balance equations. The mapping of these terms from the spatial to reference
domains, and taking account of the axisymmetry of the problem and the non-linearity of the
radius, produced one force term and three stiffness terms to be calculated for each triangular
element, and one force term and four stiffness terms to be calculated for each boundary edge.
Each of these terms is scaled by the stabilisation parameter τ¯ , dependent on the mesh size,
the fluid viscosity and a user defined scalar β .
A comprehensive study into the effect of the parameter β has shown a high value leads to
a smooth pressure field but a higher computational time and vice versa. For the FE mesh
examined, a value of β in the range 1.0 ≤ β ≤ 500.0 is suggested. Using a value at the
lower end of the suggested range results in a pressure field that is relatively smooth whilst
remaining computationally inexpensive, and a value at the higher end of the suggested range
results in a fully smooth pressure field but a solution that is computationally more expensive;
the computational time is on average 27.9% longer.
As aforementioned, there is no way of determining the most appropriate value of β a priori.
Selected with certain problems and ease of implementation in mind, the PLS technique is
very good at smoothing the pressure field; care must be taken if the aim of an analysis is to
obtain pressure values.
In the analyses in the following chapters, the parameter β = 1.0 is used to keep computational
time low, whilst providing an adequately smooth pressure field.
Chapter 7
Validation and Verification of the
Computational Framework
This chapter details the various areas of validation and verification undertaken to ensure that
the computational framework developed in the previous chapters produces reliable results.
All areas determine the equilibrium geometry of droplets which can be compared to analyti-
cal solutions but with various boundary conditions and experimental configurations. Firstly,
quasi-static analyses are undertaken whereby the fluid viscosity is artificially increased to
reduce oscillations within the fluid and the equilibrium shape is determined and compared
to analytical solutions. Then, the fluid viscosity is set to that for water and the period of os-
cillation is predicted and compared to analytical solutions. In addition, other more complex
problems including surfactants and capillary tubes are examined and compared to analytical
solutions where appropriate. Success in all these areas will allow for further problems to be
examined involving external excitation.
7.1 Quasi-Static Analysis of Sessile Droplets
A sessile droplet will conform to a geometry that is part of a sphere when it is in equilib-
rium. Hence, by starting at a non-equilibrium geometry, for example, with a cylindrical
cross-section, the droplet has the potential energy to achieve its equilibrium geometry. The
surface tension forces present in the fluid will pull the droplet into a geometry where the
external and internal forces balance. In normal circumstances, the droplet will oscillate into
this position, however, to quickly ensure that the computational framework is accurate, the
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Figure 7.1: Cylindrical droplet with cross-section highlighted
fluid dynamic viscosity is increased to that for thick honey, 1.002× 102 dyne · s/cm2 (c.f.
1.002× 10−2 dyne · s/cm2 for water). This increase in dynamic viscosity makes the fluid
much thicker and much harder to flow, resulting in the droplet conforming to its equilib-
rium geometry without any oscillation. From here, the dynamic viscosity shall be termed the
viscosity, and no reference to the kinematic viscosity shall be made.
Several droplets of varying size resting on a flat surface, all of which begin with an initial
cylindrical shape, subject to gravity forces are analysed, see Figure 7.1. Due to the axisym-
metrical nature of this problem only an axisymmetric slice need be modelled. Firstly, the
analytical solution shall be discussed before comparison to the results from the computa-
tional framework.
7.1.1 Analytical Solution for the Equilibrium Shape of Sessile
Droplets
An analytical solution for the equilibrium shape of sessile droplets has been developed by
Pozrikidis [52]. The analytical solution is found from the Young-Laplace equation (see
Chapter 5). The Young-Laplace equation is parameterised resulting in a number of ordi-
nary differential equations and these differential equations can be solved using numerical
integration. The resulting solution of these differential equations gives the dimensionless
height and radius for a given dimensionless volume. It is important at this time to define the
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capillary length, l, a physical constant with dimensions of length dependent on the surface
tension of the fluid, the fluid density and gravity.
l =
￿
γ
ρg
￿ 1
2
(7.1)
In the problems to be examined, for liquid water at 20◦C, γ = 73dyne/cm, ρ = 0.998g/cm3
and g = 981cm/s2, the capillary length is 0.273cm or 2.73mm. Thus, to obtain a droplet
with dimensionless units, both the radius and height of the droplet are divided by the capillary
length. The dimensionless volume E can be expressed as :
E =
V
πl3
(7.2)
where V is the volume of the droplet. As the droplets to be examined are axisymmetric
in nature, Algorithm 7.1 is used to calculate the initial dimensions of the cross-section for
either an assumed cylindrical or semi-circular initial shape. The algorithm assumes that
the droplet cross-section has equal height and radius and therefore the area of the cross-
section is found from either A = r2 or A = πr3/4. The centroid of the cross-section is then
calculated and used in Pappuss’ centroid theorem to formulate an expression for the volume
of revolution of the cross-section. This expression can be rearranged to calculate the radius,
r. In this vein, several droplets of varying dimensionless volume have been examined and a
comparison between the equilibrium geometry from both the computational framework and
the analytical solution can now be made. The magnitude of the dimensionless volume has
been selected to allow direct comparison with the analytical solution postulated by Pozrikidis
[52]. The surface acoustic wave analysis to be undertaken in the next chapter is for a droplet
of volume 10µL, (E = 0.156), and therefore it is important to check volumes of the same
magnitude as this; hence, dimensionless volumes of E = 0.01, E = 0.1 and E = 1.0 are
assessed, and Figure 7.2 demonstrates the difference in size for equilibrium geometries with
contact angles of 90◦ and 135◦. For post-processing the geometry is mirrored about the axis
of symmetry to give the full cross-section.
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(a) Dimensionless volumes E = 0.01, E = 0.1 and E = 1.0 at equilibrium with 90◦ contact angle
(b) Dimensionless volumes E = 0.01, E = 0.1 and E = 1.0 at equilibrium with 135◦ contact angle
Figure 7.2: Comparison of equilibrium geometries for the range of volumes examined
7.1. Quasi-Static Analysis of Sessile Droplets 86
Input: Desired dimensionless volume E
Output: Initial dimensions r,z and volume V
Calculate the required volume using V = Eπl3;
if initial shape is assumed cylindrical the cross-section is a square then
r = z and therefore area, A= r2;
Distance from line of axisymmetry to centroid of cross-section,
y¯= r/2;
Using Pappuss’ centroid theorem, V = 2π y¯A= πr3;
Rearranging, r = 3
￿
V/π;
end
if initial shape is assumed semi-circular (α = 90◦) the cross-section is a
quarter of a circle then
r = z and therefore area, A= πr3/4;
Distance from line of axisymmetry to centroid of cross-section,
y¯= 4r/3π;
Using Pappuss’ centroid theorem, V = 2π y¯A= 2πr3/3;
Rearranging, r = 3
￿
3V/2π;
end
Algorithm 7.1: Calculation of initial cross-section dimensions
7.1.2 Static Droplet with Dimensionless Volume 0.01
A dimensionless volume of E = 0.01 equates to an actual volume of 639.6nL. To put this
into perspective, there are approximately 1.56million droplets this size in 1 litre. Droplets
are examined for a range of equilibrium contact angles, 45◦, 90◦ and 135◦. A finite element
mesh consisting of 504 nodes and 926 triangular elements (2520 degrees of freedom) is
created in Cubit [7], with an initial cylindrical shape. Table 7.1 lists the parameters to be
used for this volume, including fluid viscosity and fluid density. The user defined pressure
stabilisation parameter β is given the value of 1.0 to give an appropriately smooth pressure
field whilst keeping computational time to a minimum. Figure 7.3 depicts the boundary
conditions applied to the mesh.
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Figure 7.3: Typical initial FE mesh and boundary conditions for sessile droplet analyses
Parameter Value
Fluid viscosity, µ 1.01×102 dyne · s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Stabilisation parameter, β 1.0
Mesh viscosity, µmesh 1×10−2 dyne · s/cm2
Gravitational acceleration, g −981cm/s2
Table 7.1: Parameters for static analysis of sessile droplets
All three of the contact angles assessed achieve equilibrium geometry very quickly. Figures
7.4, 7.5, and 7.6 demonstrate the geometric evolution from the initial starting position to
equilibrium. The colour contours demonstrate the pressure field with blue low pressure
and red high pressure. The values of pressure are not relevant at this time. It was noted
during the analyses for 45◦ and 135◦ equilibrium contact angles that the geometry evolves
very quickly into a shape that achieves approximately the desired equilibrium contact angle.
Once the equilibrium contact angle has been achieved, the bulk of the fluid then evolves
into a geometry that maintains this angle. Thus, the equilibrium contact angle is achieved
first, and the equilibrium geometry follows. This can be seen in the figures for these two
equilibrium contact angles.
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Figure 7.4: Static droplet geometry evolution for 45◦ contact angle, E = 0.01 with pressure
contours: (a) t = 0 ms, (b) t = 5.8 ms, (c) t = 17.0 ms, (d) t = 39.0 ms, (e) t = 131.8 ms,
(f) t = 933.9 ms
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Figure 7.5: Static droplet geometry evolution for 90◦ contact angle, E = 0.01 with pressure
contours: (a) t = 0 ms, (b) t = 6.2 ms, (c) t = 19.0 ms, (d) t = 55.4 ms, (e) t = 212.5 ms,
(f) t = 1.96 s
7.1. Quasi-Static Analysis of Sessile Droplets 90
a
c
e
b
d
f
Figure 7.6: Static droplet geometry evolution for 135◦ contact angle, E = 0.01 with pressure
contours: (a) t = 0 ms, (b) t = 5.5 ms, (c) t = 15.9 ms, (d) t = 42.9 ms, (e) t = 135.8 ms,
(f) t = 662.9 ms
The final calculated contact angles from the computational analyses are 44.4◦, 89.4◦, and
133.1◦. Increasing the number of mesh elements will bring the computational contact angle
closer to that desired, but will result in an increased computational time. However, compar-
ison to the analytical equilibrium shape shows a good correlation for each of the droplets.
Figure 7.7 demonstrates the dimensionless radius, R¯, plotted against dimensionless height,
Z¯ and therefore the shape of the droplets. There is a very good agreement between the cal-
culated geometry and the analytical solutions, and any discrepancy between solutions can
be explained by the coarseness of the FE mesh. It should be noted that there is negligible
volume change over the course of the analyses, with changes of less than 0.08% occurring
in each case.
In terms of the form of convergence, Figure 7.8 shows four consecutive representative steps
for the analysis with a 90◦ contact angle. It can be seen that the convergence is quadratic,
with the residual after each Newton iteration shown. Additional data noted at each step
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Figure 7.7: Comparison of computational and analytical equilibrium geometry for a range
of contact angle, E = 0.01
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Figure 7.8: Four representative steps for static analysis of E = 0.01 and 90◦ contact angle
includes the current time, the height of the droplet, the radius of the droplet, the current
contact angle, the current volume and percentage volume loss, gravitational acceleration and
the new adaptive time step.
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7.1.3 Static Droplet with Dimensionless Volume 0.1
A similar droplet with dimensionless volume of E = 0.1 is now considered, with an actual
volume of 6.396µL. Approximately 156,338 droplets this size are in 1 litre. The range of
equilibrium contact angles to be examined is 60◦, 90◦ and 145◦ using a denser finite element
mesh consisting of 1401 nodes and 2664 triangular elements (7005 degrees of freedom).
Once again, the mesh initially has a cylindrical shape. The same parameters are used as
previously and are listed in Table 7.1 and the same boundary conditions as shown in Figure
7.3. The evolution manifested in much the same manner as before, with the desired contact
angle being approximately achieved followed by the fluid evolving into a geometry that
maintains this angle. The final calculated equilibrium contact angles from the computational
analyses are 59.6◦, 89.3◦, and 146.1◦ with no volume change of more than 0.01% occurring.
Comparison to the analytical solution shows a generally good correlation, especially for a
contact angle of 90◦, see Figure 7.12.
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Figure 7.9: Static droplet geometry evolution for 60◦ contact angle, E = 0.1 with pressure
contours: (a) t = 0 ms, (b) t = 6.0 ms, (c) t = 30.3 ms, (d) t = 60.1 ms, (e) t = 215.6 ms,
(f) t = 1.41 s
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Figure 7.10: Static droplet geometry evolution for 90◦ contact angle, E = 0.1 with pressure
contours: (a) t = 0 ms, (b) t = 6.5 ms, (c) t = 34.9 ms, (d) t = 78.3 ms, (e) t = 303.0 ms,
(f) t = 1.62 s
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Figure 7.11: Static droplet geometry evolution for 145◦ contact angle, E = 0.1 with pressure
contours: (a) t = 0 ms, (b) t = 6.7 ms, (c) t = 38.8 ms, (d) t = 75.4 ms, (e) t = 219.8 ms,
(f) t = 1.27 s
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7.1.4 Static Droplet with Dimensionless Volume 1.0
The third droplet assessed has a dimensionless volume of E = 1.0 which equates to an actual
volume of 63.96µL; approximately 15,633 droplets this size are in 1 litre. Droplets are ex-
amined for a range of equilibrium contact angles - 40◦, 90◦ and 150◦ - using a finite element
mesh consisting of 1571 nodes and 2996 triangular elements (7855 degrees of freedom).
The boundary conditions applied are those shown in Figure 7.3 and the parameters used are
those listed in Table 7.1. Figures 7.13, 7.14 and 7.15 show the evolution of the droplets to
equilibrium and it is immediately clear that the droplets are flatter at the top. This is because
gravity has much more influence on this larger volume compared to the smaller volumes.
The pressure field is shown in these figures, but the magnitude of the pressures is not im-
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portant at this time. The final computed contact angles from the computational analyses
are 39.5◦, 89.1◦, and 148.2◦, with no volume change of more than 0.018% occurring. Fig-
ure 7.16 shows a good correlation between the computational geometries and the analytical
geometries, especially for 40◦ and 90◦ contact angles.
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Figure 7.13: Static droplet geometry evolution for 40◦ contact angle, E = 1.0 with pressure
contours: (a) t = 0 ms, (b) t = 30.6 ms, (c) t = 93.3 ms, (d) t = 242.1 ms, (e) t = 1.03 s,
(f) t = 2.85 s
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Figure 7.14: Static droplet geometry evolution for 90◦ contact angle, E = 1.0 with pressure
contours: (a) t = 0 ms, (b) t = 36.1 ms, (c) t = 119.1 ms, (d) t = 225.8 ms, (e) t = 364.5 ms,
(f) t = 1.10 s
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Figure 7.15: Static droplet geometry evolution for 150◦ contact angle, E = 1.0 with pressure
contours: (a) t = 0 ms, (b) t = 36.2 ms, (c) t = 121.7 ms, (d) t = 223.9 ms, (e) t = 377.4 ms,
(f) t = 1.40 s
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Figure 7.16: Comparison of computational and analytical equilibrium geometry for a range
of contact angle, E = 1.0
In terms of the form of convergence, Figure 7.17 shows four consecutive representative steps
for the analysis with a 90◦ contact angle. It can be seen that the convergence is quadratic,
with the residual after each Newton iteration shown. Additional data noted at each step
includes the current time, the height of the droplet, the radius of the droplet, the current
contact angle, the current volume and percentage volume loss, gravitational acceleration and
the new adaptive time step.
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Figure 7.17: Four representative steps for static analysis of E = 1.0 and 90◦ contact angle
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Figure 7.18: Typical initial FE mesh and boundary conditions for hanging droplet analyses
7.1.5 Static Hanging Droplets
Droplets of liquid hang from surfaces in many everyday situations, the obvious example
being water taps. Utilising the same mesh as the first case (E = 0.01) and the parameters as
listed in Table 7.1 but applying different boundary conditions (see Figure 7.18) allows for the
examination of a droplet hanging from a surface under gravitational forces. An equilibrium
contact angle of 90◦ is considered. Figure 7.19 demonstrates the evolution of this droplet
from the initial geometry to equilibrium, and Figure 7.20 shows that the final geometry
(vertical coordinate scaled by −1) of the droplet is approximately identical to that for the
upright droplet, with both showing good correlation to the analytical solution.
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Figure 7.19: Static droplet geometry evolution for hanging droplet, 90◦ contact angle,
E = 0.01 with pressure contours: (a) t = 0 ms, (b) t = 10.5 ms, (c) t = 24.1 ms, (d) t = 43.2 ms,
(e) t = 189.0 ms, (f) t = 676.0 ms
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The fact that both the upright and hanging droplets result in approximately identical equi-
librium geometries demonstrates that gravity has little influence on the geometry given the
small volume under consideration and that surface tension is the dominant action.
7.2 Dynamic Analysis of Floating Droplets
All of the problems examined up to this point have focused on a comparison of the predicted
static equilibrium shape with an analytical solution. The manner in which a droplet geometry
evolves and, for example, oscillates towards its equilibrium position will now be assessed.
Only then, safe in the knowledge that the framework predicts both the correct equilibrium
geometry and the form of oscillation, can more complex dynamic problems be examined.
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In zero-gravity environments, surface tension will force a droplet to conform to a near per-
fect sphere. Starting at a non-equilibrium geometry, the droplet has the potential energy it
requires to achieve its equilibrium shape. Three water droplets, of approximately the same
volume, but of different starting geometry, are examined in a zero-gravity environment not
only for the equilibrium geometry but also for the period of oscillation. Due to the axisym-
metrical nature of this problem only half the domain cross-section need be modelled. First,
the analytical solution shall be discussed before comparison to the results from the compu-
tational framework.
7.2.1 Comparison with the Analytical Solution for the Equilibrium
Shape of Floating Droplets
Whilst ignoring viscous effects and assuming small amplitude oscillations, Rayleigh [53] de-
termined the period of oscillation for water droplets floating in zero-gravity. The oscillating
motion of the droplet in polar coordinates (r,θ) is given by:
r (t) = R+AsinωtPn (cosθ) (7.3)
where R is the unperturbed spherical radius, A is the amplitude and Pn is the nth order
Legendre polynomial, and n is the prescribed mode of oscillation. Rayleigh [53] showed
that the angular frequency ω (measured in radians/second) can be calculated as:
ω =
￿
n(n−1)(n+2)
￿
γ
ρR3
￿
(7.4)
Therefore, the period of oscillation T (measured in seconds) can be found from:
T =
2π
ω
(7.5)
Table 7.2 lists the frequency and period for the first three non-trivial modes of oscillation,
n= 2,3,4, for R= 0.0125cm and A= 0.2R.
Oscillation mode
n
Analytical angular frequency
ω
(radians/second)
Analytical period T
(seconds)
2 17,309.17 3.63×10−4
3 33,519.06 1.87×10−4
4 51,927.50 1.21×10−4
Table 7.2: Analytical frequency and period
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(a) n=2 (b) n=3 (c) n=4
Figure 7.21: Initial geometry of floating droplets; the geometric centre of the droplets is fixed
To compare the computational model with this analytical solution, a droplet geometry for
each mode of oscillation (n= 2,3,4) was created. The initial geometry was determined from
Equation 7.3; this non-equilibrium configuration provides potential energy to the droplet.
Note, there is no contribution from the contact line as the droplets are floating in zero-gravity.
The initial geometry of each droplet is meshed in Cubit [7] with approximately 580 nodes
and 1067 triangular elements (2900 degrees of freedom), with the geometric centre fixed
to avoid rigid body motion and the analysis performed using the parameters listed in Table
7.3, where the fluid parameters are those for liquid water at 20◦C. A constant time step of
1× 10−7 sec was used in the following analyses for comparisons to be made more easily.
Figure 7.21 shows each of the three droplets at time t = 0.
Parameter Value
Fluid viscosity, µ 1.01×10−2 dyne · s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Contact angle, α Not required
Stabilisation parameter, β 1.0
Mesh viscosity, µmesh 1×10−3 dyne · s/cm2
Gravitational acceleration, g 0cm/s2
Time step, ∆t 1×10−7 sec
Table 7.3: Parameters for dynamic analysis of floating droplets
The viscosity acts as a natural damper and so the three droplets all oscillate toward their equi-
librium geometry, which in this case is a circle given that we are assessing an axisymmetric
cross-section. Figures 7.22, 7.23 and 7.24, depict the evolution of the finite element mesh
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Figure 7.22: Droplet oscillations for n = 2 mode at various time instants: (a) t = 0,
(b) t = T/8, (c) t = T/4, (d) t = 3T/8, (e) t = T/2, (f) t = ∞
for droplets with n = 2, n = 3 and n = 4 respectively before conforming to a near-perfect
circle when steady state conditions are achieved. Capillary waves were observed on the
surface of each droplet. To obtain the computational period, a point on the droplet is traced
in time providing periods of oscillation of 3.74× 10−4 seconds, 1.92× 10−4 seconds and
1.23×10−4 seconds for n= 2,3,4 respectively. Figures 7.25, 7.26 and 7.27 show the com-
parison between the computed period of oscillation and the analytical period of oscillation
for n = 2,3,4 respectively; the vertical black line in each figure demonstrates the analytical
period and the dotted line demonstrates the calculated period. It can be seen that for each
mode of oscillation, the computed period is very close indeed to the analytical period, with
the computed period being slightly longer. The difference between the computed and ana-
lytical period is less than 3% for each mode of oscillation. This difference is due to the fact
that Rayleigh neglects viscous effects and assumes small amplitude oscillations while the
computational framework includes viscous effects and assumes large deformations. Volume
change during these simulations is negligible with a 0.004% gain for n= 2, 0.013% loss for
n= 3, and 0.008% loss for n= 4.
Examining Figures 7.25, 7.26 and 7.27 closer, it can be seen that the amplitude reduces
significantly within the first period. For example, for n = 2 the amplitude reduces from
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Figure 7.23: Droplet oscillations for n = 3 mode at various time instants: (a) t = 0,
(b) t = T/8, (c) t = T/4, (d) t = 3T/8, (e) t = T/2, (f) t = ∞
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Figure 7.24: Droplet oscillations for n = 4 mode at various time instants: (a) t = 0,
(b) t = T/8, (c) t = T/4, (d) t = 3T/8, (e) t = T/2, (f) t = ∞
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≈ 0.00125cm to ≈ 0.001cm; a reduction of approximately 20%. The reason for this is
unclear, however, it could be due to the coarseness of the mesh or the size of the time step.
For the given values of radius and amplitude under investigation (R = 0.0125cm and A =
0.2R), the results from the computational framework correspond to the computational model
by Saksono and Peric´ [58] which used a Lagrangian description. However, Saksono and
Peric´ carefully select a mesh for the problem at hand with prior knowledge of the motion
expected, whilst the computational framework developed does not have this constraint.
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Figure 7.25: Comparison of computational and analytical period for n = 2 mode of oscilla-
tion
7.2. Dynamic Analysis of Floating Droplets 110
-0.003
-0.002
-0.001
 0
 0.001
 0.002
 0.003
 0  5e-05  0.0001  0.00015  0.0002  0.00025
Am
pli
tu
de
 (c
m
)
Time (seconds)
Figure 7.26: Comparison of computational and analytical period for n = 3 mode of oscilla-
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Figure 7.27: Comparison of computational and analytical period for n = 4 mode of oscilla-
tion
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Parameter Value
Fluid viscosity, µ 1.01×10−2 dyne · s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Stabilisation parameter, β 1.0
Mesh viscosity, µmesh 1×10−4 dyne · s/cm2
Gravitational acceleration, g −981cm/s2
Table 7.4: Parameters for dynamic analysis of sessile droplets
7.3 Further Dynamic Analysis
Now that the framework has been shown to correctly predict the period of oscillation, this
thesis will return to sessile droplets, before examining more complex problems such as sur-
factants, hanging droplets and capillary action.
The viscosity of water (1.002×10−2 dyne · s/cm2) is applied for all subsequent analyses in
this chapter. As seen in the previous examples, the viscosity acts as a natural damper. Table
7.4 lists the parameters used in the following analyses. The change in the fluid viscosity
is accompanied by a change in mesh viscosity to ensure that the mesh does not move too
slowly nor too quickly, see Chapter 4 Section 4.9. Only the two smaller droplets from the
quasi-static case will be examined, i.e. E = 0.01 and E = 0.1, as these are closer in size to
the problems investigated in the following chapter.
7.3.1 Dynamic Droplet with Dimensionless Volume 0.01
The droplet initially has the same cylindrical shape as seen in the previous quasi-static exam-
ple for the same volume. The same mesh is used consisting of 504 nodes and 926 triangular
elements (2520 degrees of freedom) and the desired contact angle is 90◦. Over the first 0.01
seconds, the droplet undergoes violent oscillations. The droplet then achieves an equilibrium
semi-circular shape at approximately 0.129 seconds. Figure 7.28 demonstrates the change
in height of the droplet during the first 0.01 seconds and the violent oscillations over the
first few hundredths of a second can be clearly seen. During this time the height of the
droplet changes from 0.0588 cm at the start of the analysis to a maximum of 0.0982 cm and
a minimum of 0.0574 cm. After 17.5 ms, the oscillation becomes periodic (the period is
approximately 4.4 ms) and ever decaying with time, with the droplet eventually achieving
its equilibrium geometry. Figure 7.29 depicts the geometric evolution of the cross-section of
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the droplet in time. The pressure field is also shown, the magnitude of which is not relevant
at this time. The equilibrium geometry is shown in Figure 7.30 and compared to that using
a quasi-static analysis and the analytical solution; there is a very good correlation between
the geometries. Over the course of the simulation, there is a 0.67% loss of volume from the
droplet.
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Figure 7.28: Dynamic droplet height in time for E = 0.01
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Figure 7.29: Dynamic droplet geometry evolution in first 0.01 seconds for 90◦ contact angle,
E = 0.01 with pressure contours: (a) t = 0 ms, (b) t = 0.73 ms, (c) t = 1.7 ms, (d) t = 2.7 ms,
(e) t = 7.2 ms, (f) t = 11.3 ms
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Figure 7.30: Comparison of computational and analytical equilibrium geometry for
E = 0.01, 90◦ contact angle for quasi-static and dynamic methods
It is also useful to examine the kinetic and potential energy of the system. The kinetic
energy, Ek, is calculated from the velocity of the fluid and the density of the fluid, whilst the
potential energy, Ep, is calculated from the surface area, As, subject to surface tension. Both
are measured in ergs, equivalent to 10−7 joules.
Ek =
1
2
ρv2 (7.6)
Ep =
1
2
Asγ (7.7)
Figure 7.31a shows the change in kinetic energy over time, whilst Figure 7.31b shows the
change in potential energy over time; both also show the change in droplet height over time.
As expected, as the droplet height oscillates, as does the potential energy in the system. The
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(a) Kinetic energy and height for E = 0.01
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Figure 7.31: Change in droplet energy in time for E = 0.01
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kinetic energy increases drastically during the initial oscillations of the droplet and then, as
the oscillations reduce in magnitude, so does the kinetic energy with only very minor changes
recorded.
In terms of the form of convergence, Figure 7.32 shows four consecutive representative steps
for the analysis with a 90◦ contact angle. It can be seen that the convergence is quadratic,
with the residual after each Newton iteration shown. Additional data noted at each step
includes the current time, the height of the droplet, the radius of the droplet, the current
contact angle, the current volume and percentage volume loss, gravitational acceleration and
the new adaptive time step.
7.3.2 Dynamic Droplet with Dimensionless Volume 0.1
Beginning once again from the initial cylindrical shape and using the same mesh as previ-
ously for E = 0.1 with 1401 nodes and 2664 triangular elements (7005 degrees of freedom),
the desired contact angle is set at 90◦. Much the same response is seen as the previous
smaller droplet but over a longer time scale. Initially, violent oscillations occur during the
first 0.03 seconds and the height of the droplet changes from initially 0.127 cm to a maxi-
mum of 0.225 cm and a minimum of 0.113 cm. The oscillations then become periodic (the
period is approximately 13.1 ms) and decay with each period. After this time, the droplet has
conformed to a semi-circular shape and oscillates slightly to achieve its equilibrium shape at
approximately 0.5 seconds. Figure 7.33 depicts the change in droplet height in time over the
first 0.03 seconds. As there is ten-times more volume than the previous droplet, oscillations
to equilibrium last for a much longer time. Figure 7.34 depicts the evolution of the droplet
over 0.5 seconds; note the similarities to the previous droplet, not just in terms of geome-
try but also in terms of pressure distribution. It is very interesting that, in these two cases,
the droplet will exhibit the same behaviour regardless of volume. Of course, the behaviour
will change as the droplet volume increases and the effect of gravity increases. Figure 7.35
demonstrates a very good correlation between the calculated equilibrium geometry and that
from the analytical solution by Pozrikidis [52]. There is a 0.27% increase in volume during
the course of the simulation as a result of the use of a coarse mesh. It should be noted here
that during the analysis of both droplets, capillary waves were observed travelling across the
surface of the droplets.
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Figure 7.32: Four representative steps for dynamic analysis of E = 0.01 and 90◦ contact
angle
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Figure 7.33: Dynamic droplet height in time for E = 0.1
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Figure 7.34: Dynamic droplet geometry evolution in first 0.03 seconds for 90◦ contact angle,
E = 0.1 with pressure contours: (a) t = 0 ms, (b) t = 2.5 ms, (c) t = 5.55 ms, (d) t = 9.0 ms,
(e) t = 23.0 ms, (f) t = 33.5 ms
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Figure 7.35: Comparison of computational and analytical equilibrium geometry for E = 0.1,
90◦ contact angle for quasi-static and dynamic methods
7.3.3 Dynamic Hanging Droplets and Surfactants
As noted in Chapter 5, surfactants reduce the surface tension of water by at least one third.
This change in the surface tension will be most noticeable and most dramatic when the
droplet is hanging from a surface. The following analyses compare a hanging water droplet
before and after such a lowering of surface tension. The water droplet to be assessed is quite
large, with a volume of 17.13µL (dimensionless volume E = 0.267); approximately 58,377
droplets this size are in 1 litre of water. A finite element mesh is created with the same initial
cylindrical shape as previously, consisting of 553 nodes and 1020 triangular elements (2765
degrees of freedom), with the boundary conditions as shown in Figure 7.18. One analysis
will use the standard value of surface tension for water at 20◦C, γ = 73dyne/cm, and the
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other will use a value one-fifth of this, γsur f actant = 14.6dyne/cm to simulate interaction with
a surfactant, for example cleaning product residue on a water tap. The equilibrium contact
angle will be set at 60◦.
Figure 7.36a depicts the evolution of a droplet of water dripping from a tap produced by the
Itai Cohen Group at Cornell University using a high speed camera capturing 10,000 frames
per second. One can see the elongation of the liquid specimen with surface tension pinching
occurring between the developing two main liquid entities. Separation occurs and this first
large droplet begins to fall due to gravity, whilst the narrow pinched jet of water bounces
back upwards and then also separates, oscillating violently causing the separation of a third,
much smaller, droplet. All three droplets conform to near perfect spheres when falling due
to gravity, not the classical tear-drop shape one might assume.
Figure 7.36 shows the geometric evolution for the two modelled hanging droplets, one with
the standard value of surface tension (Figure 7.36b), and the other with one-fifth of the stan-
dard value (Figure 7.36c). The evolution of geometry is initially similar, however, it quickly
becomes apparent that the surfactant droplet does not have the surface tension capacity to
counter the gravitational pull on its fluid mass, and as such, this droplet elongates rapidly.
The droplet with the standard surface tension value droops somewhat before beginning to
oscillate towards the now familiar semi-circular shape. The surfactant droplet stretches more
and more with surface tension pinching occurring immediately before cast-off. It should be
noted here that cast-off occurs as a consequence of the distortion of the mesh; there is no
physical law within the computational framework that govern this. Therefore, it is unknown
if the pinching recorded is representative of that which would be recorded in a laboratory.
Pinching occurs very rapidly in reality and the time step could be too large to capture this
effectively. Furthermore, no smaller satellite droplets are created as is seen in the high-speed
video and this too is a consequence of both the mesh density and the time step. The newly
formed separated droplet has a volume of approximately 13µL; taking into account a 1.12%
volume loss; this accounts for 77% of the total volume. In terms of geometric shape, the
separated droplet has an almost circular geometry and the fluid left behind on the surface
now oscillates towards a semi-circular shape. This smaller semi-circular shape, consisting of
a lower volume of liquid, can be maintained, i.e. the surface tension force is balanced by the
gravitational potential. The two analyses demonstrate a dramatic difference in response as
a result of different surface tensions, and demonstrates how important surface tension is in
these simulations. The droplet with the standard value of surface tension suffers from a 0.3%
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(a) Evolution of water dripping from a tap [9]
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(b) Standard value of surface tension with pressure contours: (a) 0 ms, (b) 1.5 ms, (c) 2.5 ms, (d) 4.4 ms,
(e) 10.8 ms, (f) 14.4 ms, (g) 353.8 ms
drip_3
a b c d e f g h i j
a b c d e f g(c) Lower value of surface tension with pressure contours: (a) 0 ms, (b) 3.9 ms, (c) 16.6 ms, (d) 34.4 ms,
(e) 39.8 ms, (f) 44.9 ms, (g) 47.8 ms, (h) 54.4 ms, (i) 59.2 ms, (j) 89.8 ms
Figure 7.36: Evolution of hanging droplets
volume loss, whilst the surfactant droplet suffers from considerably higher volume loss. The
latter experiences oscillations and as a result suffers a higher degree of non-physical element
deletion, especially when cast-off occurs. This can be attributed to the remeshing algorithm.
This is discussed in more detail in Chapter 4. Overall, the observed response when lowering
the surface tension resembles the droplet in the high-speed video, however, the remeshing
algorithm needs to be updated to prevent mesh-dependent results.
In terms of the form of convergence, Figure 7.37 shows four consecutive representative steps
for the analysis with the lower value of surface tension. It can be seen that the convergence is
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Figure 7.37: Four representative steps for surfactant analysis
quadratic, with the residual after each Newton iteration shown. Additional data noted at each
step includes the current time, the height of the droplet, the radius of the droplet, the current
contact angle, the current volume and percentage volume loss, gravitational acceleration and
the new adaptive time step.
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Figure 7.38: Cross-section of capillary problem showing the three contact angles
7.3.4 Dynamic Capillary Tube
The computational framework has been adapted to examine capillary problems [18]. The
problem presented here consists of a capillary tube partly submerged in a beaker of water
and will examine both the predicted height difference between the tube meniscus and the
reservoir meniscus and compare them to the empirical formula given in Chapter 5, Sec-
tion 5.1.3. The computational framework required significant modification for this problem,
which involves more than one contact angle; three contact angles are present in the modelled
cross-section, Figure 7.38.
The problem is shown in Figure 7.38 and special attention can be drawn to the three contact
angles as shown. Initially, the height of water in the capillary tube is the same as that in the
reservoir and the aim is to find the height to which the water in the tube will rise above that
in the reservoir, which can be compared to the empirical formula [16]:
h=
2γ cosα1
ρgr
(7.8)
The values of surface tension, fluid density and gravitational acceleration are γ = 73dyne/cm,
ρ = 0.998g/cm3 and g=−981cm/s2 respectively. It can be clearly seen from Equation 7.8
that the narrower the capillary tube, the higher the level of fluid in the tube will be. The
beaker diameter is 0.5 cm and height is 0.09 cm. A capillary tube of diameter 0.03 cm
(diameter of 0.05 cm when including wall thickness of 0.01 cm) is placed into the centre of
the reservoir; the open end of the tube is 0.015 cm from the base of the beaker. Only half
the domain needs to be modelled due to axisymmetric conditions. The volume of water at
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Parameter Value
Fluid viscosity, µ 1.01×10−2 dyne·s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Contact angles, α1,α2,α3 85◦, 89◦, 90.25◦
Stabilisation parameter, β 1.0
Mesh viscosity, µmesh 1×10−4 dyne·s/cm2
Gravitational acceleration, g −981cm/s2
Table 7.5: Parameters for capillary tube analyses
the start of the analysis is 1.76µL. The level of water in the capillary tube is initially the
same as that in the reservoir, and using the above equation for a contact angle of 89◦ means
the height of fluid in the tube, with a radius of 0.015 cm should be 0.1735 cm above that in
the reservoir. Using a contact angle of just less than 90◦ ensures that the rise of water in the
capillary tube is kept to a minimum and therefore so is the computational time; for example
if the contact angle was set to 5◦, the anticipated capillary rise would be 9.9 cm. Note that
an angle just over 90◦ could be used to the same end, but with the water level in the capillary
tube falling below that in the reservoir.
Using the parameters for water at 20◦C, listed in Table 7.5, and setting all the contact angles
to 89◦, resulted in the fluid in the tube rising to a height of 0.1651 cm above that in the
reservoir. As with previous problems, the contact angles are approximately achieved very
early into the analysis, with the fluid then evolving into a geometry that maintains these
angles. The fluid oscillated towards this equilibrium level, as can be seen from Figure 7.39,
with a maximum height of 0.2256 cm very early on in the analysis. Capillary waves are
clearly seen on the reservoir surface throughout the simulation and Figure 7.40 depicts the
change in water level in both the reservoir and capillary tube during the simulation. The
pressure field is also shown; however, the magnitude of the pressures is unimportant at this
time.
Two other contact angles were also examined: 85◦ to examine a further increase in the height
of fluid in the tube, and 90.25◦ which will result in a reduction of height in the tube (angles
larger than 90.43◦ will result in all the fluid exiting the bottom of the capillary tube). For
the two contact angles less than 90◦ the water in the tube rises rapidly and then oscillates to-
wards an equilibrium position, and the reverse is true for the contact angle greater than 90◦,
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Figure 7.39: Height difference between capillary tube water level and reservoir water level
for a range of contact angles; horizontal lines shows the predicted height using Equation 5.3
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Figure 7.40: Evolution of reservoir and capillary tube water level for a contact angle of 89◦
with pressure contours: (a) t = 0 ms, (b) t = 25.5 ms, (c) t = 49.6 ms, (d) t = 107.0 ms,
(e) t = 159.8 ms, (f) t = 185.8 ms
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Contact angle
α1 = α2 = α3
Analytical height
difference
Predicted height
difference
Percentage
difference
85◦ 0.8665 cm 0.8120 cm 6.29%
89◦ 0.1735 cm 0.1651 cm 4.83%
90.25◦ -0.0434 cm -0.0381 cm 12.20%
Table 7.6: Capillary rise analysis - height summary
see Figure 7.39. The calculated height difference using Equation 7.8 and that found using the
computational framework are summarised in Table 7.6. The percentage difference between
analytical and predicted heights are also given. It can be noted that the computational frame-
work underestimates the height difference for contact angles less than 90◦ and overestimates
the height difference for contact angles greater than 90◦. The change in volume during the
three analyses performed is 1.93%, 3.37% and 2.28% respectively for contact angles of 85◦,
89◦ and 90.25◦. This loss of volume will of course affect the predicted height difference
to a degree. Moreover, in problems such as this it would be desirable to refine the mesh
locally within the capillary tube. However, this is not possible using Laplacian smoothing,
see Chapter 4. Overall, the computational framework is relatively successful in predicting
the height of water in the capillary tube for the micro-scale configuration described.
7.4 The Effect of Mesh Density
Previous to this section, the density of the mesh for each problem was selected using a mesh
density study. Several mesh of different densities were used for each problem and the best
one selected according to the closeness to the analytical solution (where applicable) and
taking computational time into consideration. One such study is presented here to highlight
the differences the density of mesh makes upon the solution.
Returning to the dynamic analysis of sessile droplets with a dimensionless volume E = 0.01
three mesh are assessed and the differences, if any, in results compared. The three mesh are: a
coarse mesh consisting of 504 nodes and 926 triangular elements (2520 degrees of freedom),
a medium mesh consisting of 1026 nodes and 1934 triangular elements (5130 degrees of
freedom), and a fine mesh consisting of 2645 nodes and 5100 triangular elements (13225
degrees of freedom). The coarse mesh is the same as that assessed previously in Sections
7.1.2, 7.1.5 and 7.3.1. This mesh was selected for these previous analyses as the equilibrium
shape was highly comparable to the analytical solution and the number of degrees of freedom
was low, keeping computational time to a minimum. The parameters used in the analysis of
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Figure 7.41: Height of the droplet in time for three different mesh densities
the three meshes are the same as those listed in Table 7.3. Figure 7.41 depicts the change in
height of the top of the droplet in time for the first 0.1 seconds, as this is the time at which the
droplet has approximately reached its equilibrium geometry. It can be seen from the figure
that increasing the mesh density causes higher magnitude oscillations to occur. There is a
minor shift in period, however, the most noticeable change is in the amplitude of oscillation.
Table 7.7 lists the geometric details for each mesh along with the average time step and the
percentage volume change. It is immediately apparent that the average time step reduces as
the density of the mesh increases and as such the denser the mesh, the longer the time to
produce results. Comparing the average time step for the coarse mesh, there is a reduction
of 40.2% for the medium mesh, and a reduction of 67.4% for the fine mesh in the respective
average time step. However, it is also apparent that for the droplet under inspection the
problem of volume loss reduces with increasing mesh density. The volume loss for the fine
mesh is approximately 26.9% of that for the coarse mesh.
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Coarse mesh Medium mesh Fine mesh
No. nodes 504 1026 2645
No. elements 926 1934 5100
No. dof 2520 5130 13225
Average ∆t 1.427×10−6 sec 8.532×10−7 sec 4.650×10−7 sec
Volume change -0.584% -0.327% -0.157%
Table 7.7: Overview of results from mesh density comparison
7.5 Conclusions
This chapter has detailed the results of a number of different analyses. The quasi-static anal-
ysis of sessile droplets resting on a flat surface, whereby the fluid viscosity was artificially
changed to prevent oscillations demonstrated a good correlation for the contact angles as-
sessed at the three different volumes. A good correlation was also found when the droplet
was hanging from a surface and a quasi-static analysis undertaken.
The dynamic analysis of floating droplets, akin to the analytical solutions by Rayleigh, pro-
duced a very good correlation between the analytical and computational results. In fact, the
analytical period was predicted to within 3% for n= 2,3,4 modes of oscillation. The differ-
ence can be attributed to Rayleigh neglecting viscous effects and assuming small amplitude
oscillations, whereas the computational framework includes viscous effects and assumes
large deformations. The results of this analysis also out perform the work of Saksono and
Peric´ [58].
The dynamic analysis of sessile droplets resting on a flat surface showed a very close similar-
ity in response for both examined volumes but with a higher duration for the larger volume.
Both droplets conformed to the theoretical semi-circular equilibrium shape with a good cor-
relation to the analytical solution. In terms of dynamic analysis of hanging droplets and
surfactants, the importance of surface tension was demonstrated. For the droplet with one-
fifth of the surface tension of water, the behaviour was similar to that from a high-speed
video, with the droplets that broke off conforming to near-perfect circles. The effect of the
density of the mesh in the dynamic analyses showed, as predicted, changes to the amplitude
of the oscillations but no change to the frequency of the oscillations. The amplitude of os-
cillations was found to be higher for a finer mesh, however, this does come at a cost with
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analysis using a fine mesh having an average time step one-third of that for a coarse mesh.
In all cases examining water droplets, capillary waves were observed on the surface of each
droplet.
However, due care and attention must be shown to the problem of volume loss seen in some
of the simulations. The quasi-static cases examined have negligible volume loss with all
experiencing changes of less than 0.1%. However, in the dynamic cases, the volume loss is
exacerbated. For the smaller droplet, 0.67% volume loss occurred and for the larger droplet,
0.27% volume was gained and just over 1% loss is experienced for the surfactant droplet.
Interestingly, a denser mesh resulted in a lower volume loss. For the floating droplets, the
volume change was negligible, but oscillation of the mesh was minor compared to the other
problems examined. Clearly, there is an issue with volume change for problems involving
major oscillation of the mesh, especially if a coarse mesh is used. With this in mind, it
can be suggested that the current mesh improvement adopted in the framework, Laplacian
smoothing, be replaced, as the change of volume could be attributed to non-physical deletion
of elements.
Volumetric problems aside, the many analyses undertaken have verified that the computa-
tional framework developed not only predicts the correct equilibrium shape of sessile and
floating droplets, but also oscillates to this final geometry in the correct manner. Addition-
ally, more complex problems such as capillary tubes and surfactants produced results very
close indeed to analytical solutions. Moreover, quadratic convergence was observed for each
of the problems assessed. Therefore, confidence can be placed in the framework and the
analysis of more complex and testing problems can now be undertaken.
Chapter 8
Surface Acoustic Wave Analysis
Prior to this chapter, all analyses undertaken examine the response of fluid droplets to either
the combination of gravitational forces and surface tension forces, or solely surface tension
forces. This chapter discusses the most interesting stage of analysis performed by the compu-
tational framework on micro-fluid specimens. The analyses examine the acoustic excitation
of droplets to model surface acoustic wave (SAW) excitation as performed in the laboratory.
Working in collaboration with the Bioelectronics group at the University of Glasgow pro-
vides access to data from high-speed cameras of SAW analyses and hence, comparison of
this data to the results from the computational framework is possible. A velocity is calcu-
lated from laboratory data and applied to the base of the droplet; this provides excitation of
the fluid and results in different responses of the fluid domain. The merits of this method and
its similarities, if any, to the laboratory data will be outlined.
Additionally a new hypothesis is tested that proposes a different interaction when surface
acoustic waves meet the droplet surface than is currently held others. This hypothesis is
tested firstly by exciting the membrane upon which the fluid rests and then using a time-
dependent contact angle. Both methods induce capillary waves up the droplet surface to
cause motion. The merits of each method will be discussed and the validity of the hypothesis
will be commented upon.
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a periodic distribution of pressure nodes (with minimum pressure
amplitude) and antinodes (with maximum pressure amplitude)
on the substrate—the pressure distribution can be visualized
from the simulated results (Fig. S2b and d, see detailed descrip-
tion in the ESI†).48 When the SSAW encounters the liquid
medium inside the channel, longitudinal-mode leakage waves are
generated, causing pressure fluctuations in the medium.44–47,49
These fluctuations lead to acoustic radiation forces that act on
the suspended particles, moving them to the pressure nodes or
antinodes in the SSAW field.35,47,49 The primary acoustic force
exerted on an object in a SSAW field can be expressed as49
Fr ¼ "(pp20Vcbw/2l)$f(b,r)$sin(2kx) (1)
fðb; rÞ ¼ 5rc " 2rw
2rc þ rw
" bc
bw
(2)
where p0, l, Vc are the acoustic pressure, wavelength, volume of
the object, respectively; and rc, rw, bc, bw represent the density of
the object, density of the medium, compressibility of the object,
and compressibility of the medium, respectively. f determines the
balanced positions of the objects: if f > 0, the objects will
aggregate at pressure nodes, and vice versa. In a one-dimensional
(1D) SSAW field, the pressure nodes (or antinodes) are aligned in
multiple lines, which are parallel to the wave fronts (Fig. S2b,
ESI†), resulting in a 1D pattern of particles along these lines
(Fig. 1a). In a two-dimensional (2D) SSAW field, instead of
forming parallel lines, pressure nodes (or antinodes) form
orthogonal 2D arrays (Fig. S2d, ESI†). Particles move towards
nearby pressure nodes (or antinodes), forming 2D patterned
aggregations (Fig. 1b).
Methods
Device fabrication and experimental procedure
There are three steps involved in the device fabrication (see
Fig. S1 in the ESI†). Firstly, a thin layer of metal (Ti/Au, 50 A˚/
800 A˚) was deposited on a photoresist-patterned lithium niobate
substrate, followed by a lift-off process to form the IDTs.
Secondly, polydimethylsiloxane (PDMS) microchannels were
fabricated using standard soft lithography and mold-replica
techniques. A pre-patterned silicon substrate was deep-etched to
serve as the mold for PDMS channel fabrication. At last, the
PDMS microchannel was aligned and bonded with the lithium
niobate substrate, obtaining the desired device (see more details
in the ESI†).
System setup
The SSAW-based patterning device was mounted on the stage of
an inverted microscope (Nikon TE2000U), and solutions of
fluorescent beads, bovine red blood cells (bRBC), and E. coli cells
were injected into the device through a syringe pump (KDS210,
Kd Scientific). An AC signal generated by an RF signal gener-
ator (Agilent E4422B) was split into two coherent signals, which
were subsequently connected to the IDTs to generate SSAW.
A CCD camera (CoolSNAP HQ2, Photometrics, Tucson, AZ)
was connected to the microscope to capture the patterning
processes. The power of the applied SAW was 200 mW (working
area of 1 cm2) in all of our experiments.
Sample preparation
Fluorescent (Dragon Green) polystyrene beads (11 760 000
beads mL"1, &1.9 mm in diameter, Bangs Laboratories), bRBCs
(&6 mm in diameter, Innovative Research, Inc.), and E. coli cells
(&800 nm in diameter, 1–3 mm in length) dyed with green
fluorescence proteins (GFP) encoded plasmids were used in the
patterning experiments. After the induced GFP expression,
E. coli colonies were selected and re-suspended in PBS buffer to
desired concentrations. Freshly-prepared E. coli cells, grown to
mid-logarithmic phase in LB media, were divided into four parts:
(a) pre-treated cells cultured for 12 h (Positive Control 1), (b)
cells that flow through the microchannel without applying
SSAW (Positive Control 2), (c) cells that experienced the SSAW
patterning process in the microfluidic system (SSAW Sample),
and (d) cells that were heated at 70 'C for 30 min (Negative
Control). After the treatment, each group of cell culture was
diluted in PBS buffer at a 1 : 100 ratio, and a 2 mL stock solution
of DiBAC4(3) (Molecular probes, USA) was added to a 1 ml
diluted cell suspension, resulting in a dye concentration of
5 mg mL"1. The cells were then stained for 30 min before the flow
cytometry measurement. The flow cytometry test was performed
on a Beckman-Coulter XL-MCL flow cytometer using a blue-
light (488 nm) excitation source. For each test, 2 ( 104 cells were
counted.
Fig. 1 Schematic of the SSAW-based patterning devices. (a) 1D
patterning using two parallel IDTs. (b) 2D patterning using two
orthogonal IDTs (the angle between the IDTs can be changed to achieve
different patterns).
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Figure 8.1: Surface acoustic wave patterning from [59]
8.1 Background
The Bioelectronics Group, (Cooper, Wilson and Reboud) [2] conducts research into various
areas including advanced diagnostics, lab-on-a-chip diagnostics, synthetic biology and bio-
nanophotonics. In the context of this work, lab-on-a-chip diagnostics is the most clos ly
linked area of research. The work in this area aims to offer an alternative method of disease
diagnosis in the Developing World where access to sterile laboratories may not be possible,
there is poor infrastructure and current diagnostic tools are expensive. In particular, lab-on-a-
chip technologies including microfluidics, optical tweezers, dielectrophoresis, optoelect onic
tweezers and acoustic tweezing are all tools that can be used to create such a device, refer to
[22, 54, 69, 35, 38, 55, 45] and the references therein. Figure 8.1 d picts the use of SAWs
to manipulate the position of cells passing through a channel with interdigital transducers
(IDTs) on either side. Notice the random distribution of cells either side of the IDTs, and the
linear pattern of cells when passing between the IDTs.
Whilst these tools are very much areas of ongoing research, production of prototypes is ex-
pensive and time-consuming. As such, development of a computational tool that can predict
the response of fluid droplets subject to external excitation, mimicking the aforementioned
tools, is extremely useful in contributing to the future design of these devices. In particu-
lar, the computational framework will predict the response of excitation via surface acoustic
waves. SAWs are sed to spin a blood sample, much like a traditional centrifuge, thus sep-
arating the different parts of the blood sample to enable disease testing. Current techniques
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using a traditional centrifuge can cause damage to cells and struggle with a small number of
cells; SAWs do not damage the cells and can cope with both small and large numbers of cells.
Working in collaboration with the Bioelectronics Group, the computational framework will
first attempt to replicate laboratory testing of water droplets resting on a speaker oscillating
with a given frequency. Then, a new hypothesis regarding the interaction of SAWs and the
droplet surface will be proposed and tested.
8.2 Water Droplet on a Speaker
High-speed video of a 10µL droplet of water with an approximate equilibrium contact angle
of 65◦ resting on a speaker excited at a frequency of 100Hz for D = 0.0555sec, where D
is the duration of excitation, was provided by the Bioelectronics Group. A hydrophobic
surface surrounds the droplet preventing it from spreading horizontally, effectively pinning
the droplet in place. The displacement, at ∆t∗= 0.0005sec intervals, of a point on the speaker
during excitation without the droplet mass was also provided. This was used to calculate the
prescribed velocity to be applied to the nodes in direct contact with the speaker, i.e. at the
base of the droplet. This will simulate the vertical motion induced on these nodes by the
vibrating surface of the speaker. The current velocity vn+1 can be expressed as:
vn+1 =
2
∆t
(xn+1−xn)−vn (8.1)
where xn+1 is the current nodal displacement, xn is the previous nodal displacement, vn is the
previous nodal velocity and ∆t is the time step. The computational time step is generally less
than that used to record the displacement of the point on the speaker, i.e. ∆t < ∆t∗. Assuming
that the acceleration is constant between successive known time instants, the current nodal
acceleration and current nodal velocity can be expressed as:
an+1 =
vn+1−vn
∆t∗
(8.2)
vn+1 = vn+an+1∆t (8.3)
The motion of the vibrating surface of the speaker is assumed to be uniform, hence, the nodal
velocity is the same for all nodes and is not position-dependent.
Beginning with a cylindrical cross-section and using a quasi-static analysis with an increased
viscosity (removing dynamic oscillations, see Chapter 7), the equilibrium geometry is ob-
tained for a contact angle of 65◦ using a finite element mesh consisting of 1656 nodes and
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3162 triangular elements (8280 degrees of freedom). The resulting geometry at this equilib-
rium position is a good match to the initial geometry from the high-speed video. At equilib-
rium, the droplet has dimensions of 0.13841 cm height and 0.40454 cm width at the base.
Algorithm 8.1 is added to the computational framework and reads the boundary conditions
of each node to identify those on the base of the droplet. Once identified and placed into a
group, the algorithm calculates the magnitude of the velocity to be applied to these nodes.
Then, for each node in turn, the solution vector is set equal to the applied nodal velocity for
both vertical fluid velocity and vertical mesh velocity and this results in both the mesh and
fluid moving vertically as time passes.
Input: all mesh vertices
Output: Mesh vertices on the membrane
Define: ranges all_verts, base_verts;
Identify all vertices and insert into all_verts (MOAB);
for all_verts i do
Read type tag (MOAB);
if type is fixed_y then
Insert vertice into base_verts;
end
end
Calculate the acceleration during each time instant, see Equation 8.2,
where vn and vn+1 are the velocities at the previous and current time
intervals as recorded;
Calculate the applied velocity, see Equation 8.3, where vn is the
applied velocity from the previous (Newton) time step;
for base_verts i do
Set solution vector equal to applied velocity;
Set applied_velocity tag (MOAB);
end
Algorithm 8.1: Identification of vertices on the droplet base and ap-
plication of the prescribed velocity
For simplicity, the membrane is assumed to be perfectly flat. Starting from the equilibrium
geometry obtained using a quasi-static analysis (as described in Chapter 7), the node on the
contact line is identified and a horizontal fixity added to its boundary conditions. This has
the effect of pinning the droplet therefore replicating the hydrophobic surface surrounding
the droplet. Figure 8.2 shows the boundary conditions applied to the mesh and the variables
to be used in the analysis are given in Table 8.1. Upon application of the velocity calculated
from the provided data, the response from the computational framework is compared to the
high-speed video. Figure 8.3a shows the velocity as calculated from the laboratory data and
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Figure 8.2: Boundary conditions for analysis of a droplet on a speaker
Parameter Value
Fluid viscosity, µ 1.01×10−2 dyne · s/cm2
Fluid density, ρ 0.998g/cm3
Surface tension, γ 73dyne/cm
Contact angle, α 65◦
Stabilisation parameter, β 1.0
Mesh viscosity, µmesh 1×10−4 dyne · s/cm2
Gravitational acceleration, g −981cm/s2
Table 8.1: Parameters for droplet on a speaker analysis
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applied to the base of the droplet whilst Figure 8.3b shows that the displacement of the base
of the droplet over time corresponds to that from the provided laboratory data.
Comparing the geometric evolution of the response from the computational framework and
that from the laboratory video, Figure 8.4, it appears that, at least initially, there is some
difference in the phase of oscillation. However, after a very short time, the two droplets begin
to oscillate in phase and with the same amplitude. The discrepancy at the beginning can be
attributed to a difference in momentum, and the fact that the computational framework is
unable to capture three-dimensional effects. Additionally, the applied velocity is calculated
from the tracking of the membrane when there is no droplet present; whilst the volume of
the droplet is very small, it is sufficient to affect the movement of the membrane and as
such, the data provided is not a true representation of the membrane motion when a droplet
is present. Figure 8.4 shows the predicted response from the framework overlaid with the
response from the laboratory, and Figure 8.5 shows the same cross-sections side by side for
clarity. Note, due to the low quality of the images captured in the laboratory, some noise is
present above and around the droplet, however, the general shape of the droplet is clear. Here
it is interesting to note that the occurrence of capillary waves on the surface of the droplet as
seen in the laboratory experiment has also been captured in the computational analysis. The
capillary waves originate at the contact point and travel up the surface of the droplet towards
the axisymmetric boundary.
To investigate the influence of the initial equilibrium contact angle on the solution, two new
equilibrium geometries are considered with the same initial number of elements and vertices
but with contact angles of 62◦ and 68◦. The velocity is then applied to the base of each droplet
in the same manner as before. This change in contact angle makes no major difference in the
form of oscillation and only slight differences in the amplitude, with no difference greater
than 1%. Increasing the density of the mesh also leads to no major change in the form of
oscillation, only the amplitude, as seen in the previous chapter. The change in amplitude was
once again less than 1%. Overall, the implementation of a prescribed velocity applied to the
node at the base of the droplet produced comparable results to the laboratory data.
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Figure 8.4: Comparison of geometric evolution of a droplet on a speaker with computational
results overlaid with data from the laboratory: (a) t = 0, (b) t = D/3, (c) t = D/2, (d)
t = 2D/3, (e) t = 4D/5, (f) t = 9D/10
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Figure 8.5: Comparison of geometric evolution of a droplet on a speaker with computational
results placed side by side with data from the laboratory: (a) t = 0, (b) t =D/3, (c) t =D/2,
(d) t = 2D/3, (e) t = 4D/5, (f) t = 9D/10. Note, due to the low quality of the images
captured in the laboratory, some noise is present above and around the droplet.
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8.3 A New Hypothesis on SAW-Fluid Interaction
There is a general hypothesis within the SAW research community concerning the interaction
of SAWs and a droplet and the inducing of jetting and nebulisation. This hypothesis suggests
that when the SAW is emitted it travels along the substrate towards the droplet and upon
reaching the boundary between the solid and liquid phases, it changes mode. It is assumed
that this ‘leaky’ SAW produces longitudinal waves that propagate into the droplet, pumping
energy into the system and causing the droplet to move [12, 60], see Figure 8.6.
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Figure 1. Illustration of SAW propagation into the droplet.
are commonly used within proteomics and genomics [15–17].
Recently, the application of acoustic streaming for particle
concentration or focusing on microdroplets or microchannels
[18, 19] has been published. With these capabilities SAW
microfluidics are attractive for biomedical, life science and
drug development applications with the advantage of compact
device structures with no moving parts and high-speed
actuation. It can also be integrated with electronics for
control and data processing with good programmability and
manufacturability [20–25].
Acoustic streaming is known as an inherent fluid motion
due to acoustic energy attenuation of intensive ultrasound
waves propagating through a fluid medium. This phenomenon
was first studied by Lord Rayleigh [26] then followed by
Nyborg [27, 28] and Westervelt [29]. These authors calculated
the flow motion due to ultrasound propagation via the
momentum equation of steady incompressible laminar flow
driven by the external body force, Fj :
(Ui ·∇) Uj = Fj − 1
ρ
∇p + ν∇2Uj (1)
where U is the acoustic streaming velocity, P is the pressure,
and ρ and υ are the fluid density and kinematic viscosity,
respectively. The subscripts i and j = 1, 2, 3 represent the
three coordinates x, y and z, respectively. Fj is the nonlinear
body force term due to ultrasound propagation, and the left
side of equation (1) represents the hydrodynamic nonlinear
term. This force referred to the action of Reynolds’ stress of
fluctuating flow due to sound wave propagation into the liquid
medium, which can be expressed as [30, 31, 33]
σij = ρ uiuj (2)
where the symbols i and j = 1, 2, 3 are the fluctuation velocity
components in the three coordinates x, y and z, respectively,
while the upper bar indicates the mean value of these velocity
products [32, 33]. The spatial gradient in Reynolds’ stress due
to velocity fluctuations results in a steady force Fj acting on
the body of the fluid medium within the propagation distance,
which can be written as [30, 31]
Fj = −
3∑
i=1
∂ uiuj
∂xi
. (3)
Currently, most studies of SAW streaming are based on
Nyborg’s assumption [27, 28]. He claimed that acoustic
streaming is a second-order effect and streaming velocity is a
second-order quantity. Therefore, the hydrodynamic nonlinear
term is a fourth-order quantity, which can be easily ignored.
Lighthill [30, 31] argued that ignoring the hydrodynamic
nonlinear term should be dependent on its numerical value, but
not on its mathematical order. He pointed out that the second-
order approximation for acoustic streaming is only valid for
very slow fluid motion, i.e. creeping motion with a Reynolds’
number Re smaller than 1 [31]. Kamakura and Mitome [34, 35]
showed that the hydrodynamic nonlinear term played a major
role in the generation of acoustic streaming, especially for a
strong focused ultrasound beam. However, during the studies
of SAW streaming, the hydrodynamic nonlinear term has been
frequently neglected or ignored even at very high SAW powers
and the so-called linearized momentum equation used [36–42]:
0 = Fj − 1
ρ
∇p + ν∇2U
j
. (4)
SAW acoustic streaming in a microdroplet is a 3D
phenomenon, whereas currently SAW acoustic streaming
numerical modelling is normally performed in a 2D mode,
largely due to the complication in developing a 3D model
for a nonlinear body force term, Fj [43, 44]6. Hence, a few
studies have been extended into three dimensions for SAW
microdroplet streaming [45]. To completely understand the
effects of the SAW streaming mechanism, it is important to be
able to model the mechanism in 3D in order to design efficient
microfluidic SAW devices for microfluidic application. This
paper presents a 3D numerical model for SAW microdroplet
streaming, and focuses on the detailed flow patterns in different
situations considering how acoustic streaming is affected by
the interaction of acoustic waves with droplets, with the
consideration of effects of the droplet size and positions.
2. Modelling and experimental details
Numerical simulation of SAW streaming was performed using
the finite volume method (FVM) and OpenFOAM-1.6 CFD
code (OpenCFD LTD) as a basis for model development. The
generated streaming motion due to SAW energy attenuation
in the liquid droplet is assumed to be governed by the
laminar incompressible Navier–Stokes equations, continuity
and momentum equations [33], that are driven by an effective
SAW body force Fj :
∇ ·Uj = 0 (5)
∂Uj
∂t
+ (Ui ·∇)Uj = Fj − 1
ρ
∇p + ν∇2Uj . (6)
The governing equation of the acoustic streaming force has
been derived by Nyborg [27], for an incompressible fluid,
which is given by the following equation:
−Fj = 〈Vj ·∇Vj 〉 + Vj 〈∇ ·Vj 〉 (7)
where V represents the first-order wave velocity, and the
brackets 〈 〉 indicate the time-averaged (mean) value [27, 28].
6 See EPAPS document no E-PRLATAO-100-082802 for the experimental
methods for the dual-jet flow patterns and other operation modes. For more
information on EPAPS, see http://www.aip.org/pubservs/epaps.html.
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order ap roximation for acoustic streaming is only valid for
very slow fluid motion, i.e. cre ping motion with a Reynolds’
number Re smaller than 1 [31]. Kamakura and Mitome [34, 35]
showed that the hydrodynamic nonlinear term played a major
role in the generation of acoustic streaming, especially for a
strong focused ultrasound beam. However, during the studies
of SAW streaming, the hydrodynamic nonlinear term has be n
frequently neglected or ignored even at very high SAW powers
and the so-called linearized momentum equation used [36–42]:
0 = Fj − 1
ρ
∇p + ν∇2U
j
. (4)
SAW acoustic streaming in a microdroplet is a 3D
phenomenon, whereas cur ently SAW acoustic streaming
numerical modelling is normally performed in a 2D mode,
largely due to the complication in developing a 3D model
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Figure 8.6: Upon reaching the boundary, the SAW produces longitudinal waves that propa-
gate into the droplet at the Rayleigh angle θR, from [12]
However, an alternative hypothesis is proposed here. It is proposed that when the SAW
reaches the boundary, it propagates capillary waves up the surface of the droplet. As these
capillary waves propagate up the droplet surface, they cause a change in the apparent wetting
angle and this change in angle causes motion of the droplet. Drastic changes in the w tting
angle will cause violet motions in the fluid and it is hoped that the framework will capture
jetting and nebulisation. As has been noted in Chapter 7, when determining the equilibrium
shape of a droplet starting from an arbitrary geometry, the contact angle approximately con-
forms to the desired equilibrium contact angle very quickly and the geometry then adapts
into a shape that maintains this angle. Additionally, capillary waves were observed in each
of the dynamic problems studied. Thus, this hypothesis can be examined by changing the
contact angle in time, thereby exciting the droplet, ca sing oscillations within the droplet.
Two methods of changing the contact angle shall be examined. Firstly, the membrane profile
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shall change in time using a penalty method, and secondly, the contact angle itself shall be
changed in time.
8.3.1 A Penalty Method to Model a SAW Induced Moving Membrane
When SAWs travel along the membrane, the membrane will move, undulating and changing
the apparent wetting angle. In order to model the affect of SAWs upon a membrane, a penalty
method is implemented. The penalty method prevents certain nodes from moving away from
a defined boundary. The motion of the membrane is approximated as sinusoidal. At the start
of the analysis, the nodes along the base of the droplet are identified from their boundary
conditions. All boundary conditions are then removed from these nodes apart from the node
on the axisymmetric boundary. Each iteration, the distance, d, from each of the identified
nodes to the closest point on the membrane profile is calculated, see Figure 8.7. We want to
minimise this distance to ensure that the nodes move only along the predefined membrane
profile.
Figure 8.7: Point (a,b) is the closest point on the curve y= sin(x) to the point (x0,y0)
For a node with coordinates (x0,y0) the closest point on the membrane defined by the equa-
tion y = sin(x) is the point (a,b), as shown in Figure 8.7. The coordinates of this point are
found by minimising the square of the distance between the two points:
• First, assume the current node on the base of the droplet is already on the membrane.
Therefore, the node on the base of the droplet and the node on the membrane have the
same x coordinate.
• Next, calculate the first derivative in x of the square of the distance and divide it by
the second derivative in x of the square of the distance; this gives the residual which is
added to the x coordinate.
• The above step is repeated until the residual is smaller than 1× 10−8 at which point
the x coordinate is now that of the point on the membrane and the y coordinate can be
calculated from the membrane profile equation.
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Once the coordinates of the point on the membrane are known, the distance between these
two points, d, is calculated as:
d =
￿
(x0−a)2+(y0−b)2
￿ 1
2 (8.4)
d2 =
￿
(x0−a)2+(y0−b)2
￿
(8.5)
Following the derivation in Appendix F, the square of the distance is used to define a penalty
stiffness matrix Kpen and a penalty force vector Fpen:
Kpen = CTκCδv (8.6)
Fpen = CTκQ (8.7)
where:
Q = x2n+
￿
∆t
￿
vin+1
￿x￿2+a2+2xn∆t ￿vin+1￿x−2xna−2a∆t ￿vin+1￿x
+y2n+
￿
∆t
￿
vin+1
￿y￿2+b2+2yn∆t ￿vin+1￿y−2ynb−2b∆t ￿vin+1￿y (8.8)
C=

xn∆t+∆t2
￿
vin+1
￿x−a∆t
yn∆t+∆t2
￿
vin+1
￿y−b∆t

T
(8.9)
and κ > 0 is a user defined penalty factor. The value of κ must be selected to give the desired
result and therefore a degree of trial and error is required. However, the value of κ must not
be so large as to cause ill-conditioning of the global stiffness matrix. The penalty stiffness
matrix and force vector are assembled into the global system and are calculated at every
iteration.
Consider now that the surface of the speaker evolves in time, and thus, the membrane profile
must also evolve in time. This can be achieved by time-dependent scaling. The changing
membrane profile is now defined by the equation y(t) = a(t)sin(x) where a(t) is a triangle
function with a period of 0.01 seconds, varying between −1 and +1.
The 10µL droplet at equilibrium with an initial contact angle of 65◦ resting on an initially
flat surface was subjected to vibrations due to a membrane profile defined by the equation
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y = 0.001a(t)sin(200x) + 1. This profile was selected to give several peaks and troughs
within the cross-section whilst attempting to avoid meshing issues such as meshing across a
trough when the frequency is large. The contact node is not pinned and is free to move along
the curve profile. This is because, whilst the hydrophobic surface surrounding the droplet
prevents the droplet from spreading outwards, it does not prevent it from receding inwards.
Minimal excitation was caused by this vibration in the membrane, as can be seen from both
Figure 8.8a depicting an evolution of the droplet geometry, and Figure 8.8b depicting the
change in droplet height over time. The change in height of the droplet is approximately
0.02 cm during the course of the excitation, which lasted for 0.02 seconds longer than the
laboratory testing. The change in overall droplet geometry is minimal, even though it is
apparent that the membrane is changing shape throughout the simulation. The observed
contact angle varies by up to 110◦ during the simulation.
In order to provide some additional momentum, two changes are now made. The droplet is
assessed from an initial non-equilibrium position, and the droplet rests on an initial non-flat
surface now defined by the equation y = 0.001a(t)sin(500x)+ 1. The combination of the
additional potential energy and an initially curved membrane profile is made as it is thought
this will produce the most dramatic response. Figure 8.9a depicts the evolution of the droplet
geometry and Figure 8.9b the change in droplet height over time. In this case, the geome-
try of the droplet varies greatly and the change in height is much greater; approximately
0.09 cm over the course of the excitation. In this case, there is also a much greater change in
the contact angle during the simulation, with the observed angle varying by up to 165◦.
Changing the membrane profile in time to induce capillary waves upon the droplet surface
did cause motion of the fluid droplet, but proved difficult to implement and unsuccessful in
terms of inducing violent jetting. Additionally, due to limitations with the mesh and a desire
to minimise analysis time, the profile of the membrane has been kept to a rather simple sine
curve. In reality, the membrane profile is significantly more complicated.
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(a) Change in droplet geometry over time
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Figure 8.8: Response of a water droplet to membrane excitation from an initial equilibrium
position resting on an initially flat surface
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Figure 8.9: Response of a water droplet to membrane excitation from a non-initial equilib-
rium position resting on an initially non-flat surface
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Figure 8.10: Droplet height and contact angle over time
8.3.2 Time Dependent Contact Angle
The equilibrium contact angle shall now be changed in time as a way of modelling the action
of the SAWs. The membrane profile shall remain flat. To simulate this computationally, the
contact angle is changed according to Equation 8.10, where α0 is the initial contact angle, A
is the amplitude, ω is the angular frequency and t is the current time.
∆α = α0+Asin(ωt) (8.10)
Using the 10µL droplet at equilibrium with an initial contact angle of 65◦, the amplitude and
frequency can be manipulated so that the angle changes over a given range; for example, if
A= 25 the contact angle will range from 40◦ to 90◦ during the course of one period. It should
be noted that for this simulation, the contact node is not pinned. Pinning of the contact node
in conjunction with a time-dependent contact angle produced only very minor oscillations
in the droplet and there was no ejection of material. Additionally, pinning prevents the
droplet from receding inwards which the hydrophobic surface in the laboratory does not. An
angular frequency of 1000Hz (and therefore a period of 6.283×10−3 seconds) produces the
fluctuations in droplet height and contact angle shown in Figure 8.10 for the first ten periods
of oscillation. It can be seen that there is a delay in the change of droplet height relative to
the change in contact angle, and in fact, the change in droplet height is approximately one
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period behind the change in contact angle. The height of the droplet ranges from 0.02 cm to a
maximum of 0.275 cm during this time. The droplet reacts quite violently in some instances
and after thirteen periods of contact angle oscillation (approximately 0.079 seconds), there
is upward ejection of material from the droplet specimen. Figure 8.12 shows the evolution
of the droplet shape from the initial equilibrium position to a point just after ejection of
material; note the varied geometries that the droplet undergoes in this time. Figure 8.13
shows the evolution of the droplet for the time period between that of Figures 8.12(i) and
8.12(j) when ejection occurs; note the surface tension pinching occurring on the jet rising
up from the main fluid bulk and the near perfect circular shape of the two ejected droplets.
It should be noted that pinching is captured as a consequence of the mesh distorting; it is
unclear if this is how pinching would occur in the laboratory. It is clear that there is a sudden
change in pressure which causes the ejection of the material and the vertical velocity of these
two ejected droplets, with approximate volumes of 10.5nL for the upper and 6.5nL for the
lower, is very high indeed at approximately 4.5m/sec and 3.5m/sec respectively. The two
ejected droplets continue to travel upwards, with the velocity gradually reducing. Up to a
point 0.143 seconds into the analysis, the two ejected droplets are still travelling upwards
with the upper (larger) droplet 26.8 cm and the lower (smaller) droplet 20.2 cm above the
level of the surface upon which the droplet initially rested. At this point, the velocities of the
droplets has reduced to 3.9cm/s for the upper and 2.9cm/s for the lower. The velocity of the
two ejected droplets will eventually decrease to zero before they both then fall back towards
the remainder of the fluid. However, it is also possible that further ejections take place. If
both these eventualities were to happen simultaneously, there would be a collision between
upwards-moving droplets and downwards-moving droplets. Such behaviour is outwith the
scope of this work but would make an interesting study. The changing of the contact angle,
producing lateral motion, causes the extreme behaviour experienced.
Figure 8.11 shows four consecutive representative steps from this analysis. It can be seen
that the convergence is quadratic, with the residual after each Newton iteration shown. Also
included is some geometric information and the contact angle that is being enforced on the
system.
It would appear that the hypothesis has been proved, that capillary waves propagating up the
surface of a droplet change the wetting angle and cause motion of the droplet. However,
further testing is required to experiment with a range of frequencies and amplitudes to better
understand this interaction.
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Figure 8.11: Four representative steps for analysis with time dependent contact angle
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Figure 8.12: Evolution of droplet from equilibrium to ejection of material, contours showing
pressure: (a) t = 0 ms, (b) t = 15.3 ms, (c) t = 26.3 ms, (d) t = 35.6 ms, (e) t = 40.0 ms,
(f) t = 44.3 ms, (g) t = 61.4 ms, (h) t = 69.9 ms, (i) t = 78.5 ms, (j) t = 81.0 ms
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Figure 8.13: Evolution of droplet for the time period between that of Figure 8.12(i) and
Figure 8.12(j), showing ejection of material, contours showing pressure: (a) t = 78.5 ms,
(b) t = 79.5 ms, (c) t = 79.9 ms, (d) t = 80.3 ms, (e) t = 80.6 ms, (f) t = 81.0 ms
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8.4 Conclusions
A method of external excitation has been implemented to replicate laboratory testing and
the response of a water droplet has been assessed. Laboratory data was used to apply a
velocity to the nodes on the base of the droplet and the resulting response of the droplet was
a very close match to the response as filmed using a high-speed camera in the laboratory. No
major change in response was experienced when changing the contact angle by up to ±3◦
and by increasing the density of the mesh. Whilst there was a slight discrepancy between
the response in the laboratory and the response from the computational framework, which
can be attributed to momentum differences and data collection issues, there was a good
correlation between both the phase and amplitude of oscillation. Changes to the mesh and
initial contact angle attributed to no major difference in the response. Therefore, this method
is recommended for future problems involving droplets on a speaker.
A new hypothesis was tested that proposed upon reaching the solid-liquid boundary, SAWs
propagate capillary waves up the surface of the droplet. These capillary waves cause a change
in the contact angle inducing motion. Firstly, a penalty method was implemented in an
attempt to model the undulating nature of the surface of the speaker. A rather simplistic
profile was selected due to constrictions with the mesh and this method proved unsuccessful
in causing jetting. Secondly, the contact angle was changed in time to replicate the action
of SAWs with a frequency of 1000 Hz in the range of 40◦ to 90◦. It very quickly became
clear that this change in angle was inducing motion within the droplet and after several
periods of oscillation, upward ejection of fluid from the droplet was observed. It is clear
that the contact angle is extremely influential in the geometry of the droplet, even causing
ejection of material. Hence, the proposed hypothesis is correct, but further testing is required.
Additionally, the resulting response is very useful if splitting a sample into sub-samples is
required.
Chapter 9
Conclusions
The work in this thesis has presented a computational framework for analysing fluids at
the micro-scale under axisymmetric conditions. Several distinct novel aspects of the frame-
work were presented in this thesis. The use of an updated Arbitrary Lagrangian Eulerian
formulation (UALE) enabled an accurate description of the fluid surface whilst minimis-
ing remeshing. Additional contributions, derived directly from the Young-Laplace equation,
were included to take account of surface tension. The framework is able to model a variety
of scenarios including zero-gravity environments, capillary tubes and excitation via external
loading.
The Navier-Stokes equations for an incompressible Newtonian fluid were derived in full,
firstly for 2D and then for axisymmetric conditions. A time and space discretised weak
form of the Navier-Stokes equations was then developed for use in an iterative Newton-
Raphson solver. Surface tension is the most dominant force at the micro-scale. Examining
the relationship between surface tension and the curvature of the interface between two fluids
enabled the inclusion of surface tension in the framework.
The use of equal order interpolation functions for the velocity and pressure fields caused spu-
rious oscillations in the pressure field. To mitigate these oscillations, the pressure Laplacian
stabilisation technique (PLS) was implemented. A study into the magnitude of the stabilisa-
tion parameter showed that the larger the parameter, the smoother the pressure field, but at
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the cost of increased computational time.
Comprehensive validation and verification of the framework was performed. This focused
on calculating the equilibrium geometries for various configurations, whilst also varying
the fluid volume and equilibrium contact angle. The framework was shown to accurately
predict not only the equilibrium shape but also the form of oscillation. This allowed for
more complex problems to be examined with a degree of confidence.
To replicate laboratory testing of a water droplet on a vibrating speaker a prescribed velocity
was applied to the nodes along the base of the droplet. This method proved quite successful,
producing oscillations in phase and with approximately the same amplitude as the laboratory
testing.
In order to induce jetting and nebulisation, within the literature there is a hypothesis that
upon reaching the solid-fluid boundary, SAWs produce longitudinal waves that propagate
into the droplet, pumping energy into the system and causing the droplet to move. However,
no computational models exist that examine this directly. In this thesis we offer an alternative
hypothesis we believe is closer to reality and we can support this through the use of a com-
putational model. It is proposed that upon reaching the boundary between the fluid and the
surface, surface acoustic waves propagate capillary waves up the surface of the droplet, al-
tering the apparent wetting angle and inducing motion. The hypothesis was tested using two
different modelling approaches. The first approach changed the profile of the membrane in
time, assuming a sinusoidal profile. However, due the complexity of discretising the chang-
ing membrane profile, this method was deemed impractical, even though moderate motion
was induced. The second approach changed the contact angle in time as a way of modelling
the action of the SAWs and proved much more successful in generating the proposed cap-
illary waves and subsequently induced jetting and surface tension pinching, as observed in
reality. This indicates that the new hypothesis has some validity. More testing is required
before a definitive relationship can be developed between the frequency and amplitude of the
excitation and the droplet motion.
Several aspects of the framework can be further developed in the future:
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• parallelisation, cleaning and streamlining of the code should be undertaken to improve
the overall performance in terms of speed and efficiency
• the methodology can be easily extended to 3D
• extension to examine non-Newtonian fluids by inclusion of different shear stress-shear
strain rate relationships
• extension to examine compressible fluids
• the use of automatic differentiation as an alternative to linearisation by hand.
In several of the examples presented, the problem of volume loss arose and this was at-
tributed, in part, to Laplacian smoothing and remeshing. Moreover, Laplacian smoothing
is ineffective in 3D and requires a mesh viscosity modelling parameter that is difficult to
determine. Kelly [36] has proposed two alternative methods, mesh quality improvement and
mesh quality preservation. The former was successful in reducing the level of remeshing and
reducing volume loss, however, there was a major detrimental effect on the average time step
and therefore this method was deemed too aggressive. The latter almost eradicated volume
loss, whilst the time step was much closer to that experienced when using Laplacian smooth-
ing. However, due to the reduction in time step, Laplacian smoothing is recommended until
the framework extends to 3D problems.
Overall, the computational framework has been very successful in modelling various micro-
scale problems. The underlying physics has been presented, the computational strategy out-
lined and several algorithms presented in a way that others can implement this code. The
next stage for this work is extension into 3D.
Appendix A
Derivation of Mathematical Operators
Inverse of a Differential Equation
From Bonet and Wood [21]:
Let
∂x
∂χ
= S+U (A.1)
￿
∂x
∂χ
￿−1
=
∂χ
∂x
= (S+U)−1
≈ S−1+D￿S−1￿ [U] (A.2)
where D
￿
S−1
￿
[U] is the directional derivative which can also be expressed as:
D
￿
S−1
￿
[U] =
￿￿￿￿ ddε (S+ εU)
￿￿￿￿ ε=0 (A.3)
Using the product rule, this becomes:
D
￿
S−1
￿
[U] =−S−1US−1 (A.4)
Therefore:
∂χ
∂x
= S−1−S−1US−1 (A.5)
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Thus, for:
∂x
∂χ
= 1+
∆t
2
∂δ vˆ
∂χ
(A.6)
Let S= 1 and U= ∆t
2
∂δ vˆ
∂χ
(A.7)
Therefore:
∂χ
∂x
= S−1−S−1US−1
= (1)−1− (1)−1
￿
∆t
2
∂δ vˆ
∂χ
￿
(1)−1
= 1− ∆t
2
∂δ vˆ
∂χ
(A.8)
Nodal Acceleration
It can be seen that the first term of the acceleration equation (Equation 4.11) is the time
derivative of the fluid velocity, which can also be written as:
∂v
∂ t
=
∆v
∆t
+
δvi
∆t
(A.9)
The second term of Equation 4.11 is the product of the derivative of the fluid velocity in the
reference configuration and the convective velocity. Expanding and writing in full:
∂v
∂χ
c = ∂v
∂χ
(v− vˆ)
=
∂ (vi+δvi)
∂χ
((vi+δvi)− (vˆi+δ vˆi))
=
∂vi
∂χ
vi+
∂vi
∂χ
δvi+
∂δvi
∂χ
vi− ∂vi∂χ vˆi−
∂vi
∂χ
δ vˆi− ∂δvi∂χ vˆi (A.10)
The product of two iterative change in velocity terms is negligible and ignored. The third
term of Equation 4.11 can be expanded:
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Hence, the acceleration of a node is found from:
a = ∆v
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+
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Appendix B
The Symmetric Part of the Deviatoric
Stress Tensor
From Equation 3.24:
e = 1
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3
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Mapping to the reference domain using Equation 4.8:
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where:
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Axisymmetric Form of the Symmetric Part of the Deviatoric
Stress Tensor
Cartesian Form
Using cartesian coordinates, the velocity vector is:
v=

vx
vy
vz
 (B.5)
and the gradient of the velocity is:
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which, in 2D conditions, becomes:
∇v=
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The symmetric part of the deviatoric stress tensor is calculated as:
e = dev(v)
=
1
2
￿
∇v+∇vT
￿− 1
3
tr (∇v) (B.8)
where tr (∇v) is the trace of the gradient of the velocity. Expanding this, and using Voigt
notation latterly, it becomes:
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Cylindrical Form
In cylindrical coordinates, the velocity vector is:
v=

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 (B.10)
and the gradient of the velocity is:
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which, in axisymmetric conditions (no tangential velocity and φ = 0), becomes:
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Calculating the symmetric part of the deviatoric stress tensor, we obtain:
e = 1
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To map between cartesian and cylindrical coordinate systems, and when φ = 0:
x= r cosφ = r y= z z= r sinφ = 0 (B.14)
Therefore, the deviatoric part of the stress tensor becomes:
e=
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which is identical to the form found in a cartesian coordinate system. Hence, no change
is required for the symmetric part of the deviatoric stress tensor during the transition from
cartesian to cylindrical coordinates.
Appendix C
Mapping from Cartesian to Cylindrical
Coordinate Systems
To transform from a cartesian to a cylindrical coordinate system:
x= r cosφ (C.1)
y= r sinφ (C.2)
z= z (C.3)
The unit vectors in the cylindrical system are functions of position. They are expressed in
terms of the cylindrical coordinates and the unit vectors of the cartesian coordinate system
which are not functions of position.
rˆ= xˆcosφ + yˆsinφ (C.4)
φˆ = yˆcosφ − xˆsinφ (C.5)
zˆ= zˆ (C.6)
165
166
Using the above expressions, we can derive the following nine relationships:
∂ rˆ
∂ r
= 0 (C.7)
∂ rˆ
∂φ
= yˆcosφ − xˆsinφ = φˆ (C.8)
∂ rˆ
∂ z
= 0 (C.9)
∂ φˆ
∂ r
= 0 (C.10)
∂ φˆ
∂φ
=−xˆcosφ − yˆsinφ =−rˆ (C.11)
∂ φˆ
∂ z
= 0 (C.12)
∂ zˆ
∂ r
= 0 (C.13)
∂ zˆ
∂φ
= 0 (C.14)
∂ zˆ
∂ z
= 0 (C.15)
The two coordinate systems are linked by the Jacobian:
J=

∂x
∂ r
∂x
∂φ
∂x
∂ z
∂y
∂ r
∂y
∂φ
∂y
∂ z
∂ z
∂ r
∂ z
∂φ
∂ z
∂ z

=

cosφ −r sinφ 0
sinφ r cosφ 0
0 0 1
 (C.16)
and the inverse of the Jacobian is:
J−1 =

∂ r
∂x
∂ r
∂y
∂ r
∂ z
∂φ
∂x
∂φ
∂y
∂φ
∂ z
∂ z
∂x
∂ z
∂y
∂ z
∂ z

=

cosφ sinφ 0
−sinφ
r
cosφ
r
0
0 0 1

(C.17)
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Now, the gradient of the pressure, for example, in the spatial domain can be mapped from
cartesian to cylindrical coordinate systems:
∂ p
∂x
=
￿
∂ p
∂ r
∂ r
∂x
+
∂ p
∂φ
∂φ
∂x
+
∂ p
∂ z
∂ z
∂x
￿
xˆ
+
￿
∂ p
∂ r
∂ r
∂y
+
∂ p
∂φ
∂φ
∂y
+
∂ p
∂ z
∂ z
∂y
￿
yˆ
+
￿
∂ p
∂ r
∂ r
∂ z
+
∂ p
∂φ
∂φ
∂ z
+
∂ p
∂ z
∂ z
∂ z
￿
zˆ (C.18)
Substituting the relevant terms from Equation C.17:
∂ p
∂x
=
￿
∂ p
∂ r
cosφ − ∂ p
∂φ
sinφ
r
￿
xˆ+
￿
∂ p
∂ r
sinφ + ∂ p
∂φ
cosφ
r
￿
yˆ+ ∂ p
∂ z
zˆ (C.19)
Grouping like terms:
∂ p
∂x
=
∂ p
∂ r
(xˆcosφ + yˆsinφ)+ ∂ p
∂φ
1
r
(−xˆsinφ + yˆcosφ)+ ∂ p
∂ z
zˆ (C.20)
Simplifying using the unit vectors in Equations C.4 - C.6 we arrive at the gradient of the
pressure expressed in a cylindrical coordinate system:
∂ p
∂x
=
∂ p
∂ r
rˆ+ 1
r
∂ p
∂φ
φˆ + ∂ p
∂ z
zˆ (C.21)
Hence, the divergence of the pressure is found from:
∇ ·p=
￿
∂
∂ r
rˆ+ 1
r
∂
∂φ
φˆ + ∂
∂ z
zˆ
￿
· ￿prrˆ+ pφ φˆ + pzzˆ￿ (C.22)
where the derivatives must be taken before the dot product, i.e. :
∇ ·p = ∂p
∂ r
rˆ+ 1
r
∂p
∂φ
φˆ + ∂p
∂ z
zˆ
= rˆ
￿
∂ pr
∂ r
rˆ+
∂ pφ
∂ r
φˆ + ∂ pz
∂ r
zˆ+ pr
∂ rˆ
∂ r
+ pφ
∂ φˆ
∂ r
+ pz
∂ zˆ
∂ r
￿
+
φˆ
r
￿
∂ pr
∂φ
rˆ+
∂ pφ
∂φ
φˆ + ∂ pz
∂φ
zˆ+ pr
∂ rˆ
∂φ
+ pφ
∂ φˆ
∂φ
+ pz
∂ zˆ
∂φ
￿
+zˆ
￿
∂ pr
∂ z
rˆ+
∂ pφ
∂ z
φˆ + ∂ pz
∂ z
zˆ+ pr
∂ rˆ
∂ z
+ pφ
∂ φˆ
∂ z
+ pz
∂ zˆ
∂ z
￿
(C.23)
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Using the nine relationships derived earlier in Equations C.7 - C.15:
∇ ·p = rˆ
￿
∂ pr
∂ r
rˆ+
∂ pφ
∂ r
φˆ + ∂ pz
∂ r
zˆ
￿
+
φˆ
r
￿
∂ pr
∂φ
rˆ+
∂ pφ
∂φ
φˆ + ∂ pz
∂φ
zˆ+ prφˆ − pφ rˆ
￿
+zˆ
￿
∂ pr
∂ z
rˆ+
∂ pφ
∂ z
φˆ + ∂ pz
∂ z
zˆ
￿
(C.24)
Recognising that the product of a unit vector with itself is one, the product of two different
unit vectors is zero, and using the product rule, the above expression simplifies to:
∇ ·p = ∂ pr
∂ r
+
1
r
￿
∂ pφ
∂φ
+ pr
￿
+
∂ pz
∂ z
=
￿
∂ pr
∂ r
+
pr
r
￿
+
1
r
∂ pφ
∂φ
+
∂ pz
∂ z
=
1
r
∂
∂ r
(prr)+
1
r
∂ pφ
∂φ
+
∂ pz
∂ z
(C.25)
Hence, an extra term requires to be calculated when in cylindrical coordinates. Following a
similar procedure, the divergence of the velocity in cylindrical coordinates is:
∇ ·v= 1
r
∂
∂ r
(vrr)+
1
r
∂vφ
∂φ
+
∂vz
∂ z
(C.26)
However, there is no tangential flow and therefore vφ = 0, thus:
∇ ·v= 1
r
∂
∂ r
(vrr)+
∂vz
∂ z
(C.27)
Appendix D
Full Axisymmetric Weak Form of the
Navier-Stokes Equations
Conservation of Mass
From Equation 4.14, the weak form of the conservation of mass is:
Rv (v, vˆ) =
￿
V (x)
wptr
￿
∂v
∂x
￿
dV (D.1)
An additional term due to axisymmetric divergence of velocity, see Equation 4.31, is re-
quired:
Rv (v, vˆ) =
￿
V (x)
wptr
￿
∂v
∂x
￿
dV +
￿
V (x)
wp ·
￿vr
r
￿
r
dV (D.2)
where the subscript (. . .)r denotes only the radial component is required. Applying Equation
4.8 to map from spatial to reference domains:
Rv (v, vˆ) =
￿
V
wptr
￿
∂v
∂χ
− ∆t
2
∂v
∂χ
∂δ vˆ
∂χ
￿
dV +
￿
V
wp ·
￿vr
r
￿
r
dV (D.3)
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Expanding and applying Equation 4.1:
Rv (v, vˆ) =
￿
V
wptr
￿
∂vi
∂χ
￿
dV +
￿
V
wptr
￿
∂δv
∂χ
￿
dV −
￿
V
wptr
￿
∆t
2
∂vi
∂χ
∂δv
∂χ
￿
dV
+
￿
V
wp ·
￿vi
r
￿
r
dV +
￿
V
wp ·
￿
δv
r
￿
r
dV (D.4)
Integrating from 0 to 2πr using Equation 4.35:
Rv (v, vˆ) = 2π
￿
r
￿
z
wprntr
￿
∂vi
∂χ
￿
drdz+∆tπ
￿
r
￿
z
wptr
￿
∂vi
∂χ
￿
(δ vˆ)r drdz
+2π
￿
r
￿
z
wprntr
￿
∂δv
∂χ
￿
dVrdz
−2π
￿
r
￿
z
wprntr
￿
∆t
2
∂vi
∂χ
∂δv
∂χ
￿
drdz+2π
￿
r
￿
z
wp · (vi)r drdz
+2π
￿
r
￿
z
wp · (δv)r drdz (D.5)
Let:
fpv = 2π
￿
r
￿
z
wprn
∂vi
∂χ
: Idrdz (D.6)
Kfrpv = ∆tπ
￿
r
￿
z
wp
∂vi
∂χ
: INrδ vˆdrdz (D.7)
Kpv = 2π
￿
r
￿
z
wprn
∂N
∂χ
: Iδvdrdz (D.8)
Kpvˆ =−2π
￿
r
￿
z
wprn
∆t
2
￿
∂vi
∂χ
￿T
:
∂N
∂χ
δ vˆdrdz (D.9)
faxipv = 2π
￿
r
￿
z
wp · (vi)r drdz (D.10)
Kaxipv = 2π
￿
r
￿
z
wp · (Nr)δvdrdz (D.11)
Therefore: ￿
Kpv+Kaxipv
￿
δv+
￿
Kpvˆ+Kfrpv
￿
δ vˆ=−
￿
fpv+ faxipv
￿
(D.12)
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Conservation of Momentum
From Equation 4.15, the weak form of the conservation of momentum is:
Rv (v, vˆ, p) =
￿
V (x)
ρwv ·a− tr
￿
∂wv
∂x
￿
p+2µ
￿
∂wv
∂x
: e
￿
−wv ·bdV (D.13)
Additional terms due to axisymmetric divergence of pressure and divergence of velocity, see
Equations 4.30 and 4.31, are required:
Rv (v, vˆ, p) =
￿
V (x)
ρwv ·a− tr
￿
∂wv
∂x
￿
p+2µ
￿
∂wv
∂x
: e
￿
−wv ·bdV
−
￿
V (x)
wv · prr dV +
￿
V (x)
2µ
￿
wv · vrr
￿
dV (D.14)
Applying Equation 4.8 to map from spatial to reference domains:
Rv (v, vˆ, p) =
￿
V
ρwv ·a− tr
￿
∂wv
∂χ
− ∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
p+2µ
￿
∂wv
∂χ
− ∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
: e
−wv ·bdV −
￿
V
wv · prr dV +
￿
V
2µ
￿
wv · vrr
￿
dV (D.15)
Expanding and applying Equations 4.2 and 4.18:
Rv (v, vˆ, p) =
￿
V
ρwv ·a− tr
￿
∂wv
∂χ
￿
pi− tr
￿
∂wv
∂χ
￿
δ pi+ tr
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
pi
+2µ
￿
∂wv
∂χ
￿
: ei+2µ
￿
∂wv
∂χ
￿
: δe+2µ
￿
∂wv
∂χ
￿
: δ eˆ
−2µ
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
: ei−wv ·bdV −
￿
V
￿
wv · pir
￿
r
dV
−
￿
V
￿
wv · δ pr
￿
r
dV +
￿
V
2µ
￿
wv · vir
￿
r
dV
+
￿
V
2µ
￿
wv · δvr
￿
r
dV (D.16)
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Integrating from 0 to 2πr using Equations 4.35 and 4.37:
Rv (v, vˆ, p) = 2π
￿
r
￿
z
rnρwv ·adrdz+∆tπ
￿
r
￿
z
ρwv ·a(δ vˆ)r drdz
−2π
￿
r
￿
z
rntr
￿
∂wv
∂χ
￿
pidrdz−∆tπ
￿
r
￿
z
tr
￿
∂wv
∂χ
￿
pi (δ vˆ)r drdz
−2π
￿
r
￿
z
rntr
￿
∂wv
∂χ
￿
δ pdrdz+2π
￿
r
￿
z
rntr
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
pidrdz
+2π
￿
r
￿
z
2µrn
￿
∂wv
∂χ
￿
: eidrdz+∆tπ
￿
r
￿
z
2µ
￿
∂wv
∂χ
￿
: ei (δ vˆ)r drdz
+2π
￿
r
￿
z
2µrn
￿
∂wv
∂χ
￿
: δedrdz+2π
￿
r
￿
z
2µrn
￿
∂wv
∂χ
￿
: δ eˆdrdz
−2π
￿
r
￿
z
2µrn
￿
∆t
2
∂wv
∂χ
∂δ vˆ
∂χ
￿
: eidrdz−2π
￿
r
￿
z
rn (wv ·b)drdz
−∆tπ
￿
r
￿
z
(wv ·b)(δ vˆ)r drdz−2π
￿
r
￿
z
(wv · pi)r drdz
−2π
￿
r
￿
z
(wv ·δ p)r drdz+2π
￿
r
￿
z
2µ
rn
(wv · vi)r drdz
−2π
￿
r
￿
z
2µ
r2n
(wv · vi)r
￿
∆t
2
δ vˆ
￿
drdz+2π
￿
r
￿
z
2µ
rn
(wv ·δv)r drdz (D.17)
Expanding the first two terms using the full form of the acceleration from Equation 4.13:
2π
￿
r
￿
z
rnρwv ·adrdz = 2π
￿
r
￿
z
rnρwv ·
￿
∆v
∆t
+
δv
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
drdz
+2π
￿
r
￿
z
rnρwv ·
￿
∂vi
∂χ
(δv−δ vˆ)
￿
drdz
+2π
￿
r
￿
z
rnρwv ·
￿
∂δv
∂χ
(vi− vˆi)
￿
drdz
+2π
￿
r
￿
z
rnρwv ·
￿
∆t
2
∂vi
∂χ
∂δ vˆ
∂χ
(vˆi−vi)
￿
drdz (D.18)
∆tπ
￿
r
￿
z
ρwv ·a(δ vˆ)r drdz= ∆tπ
￿
r
￿
z
ρwv ·
￿
∆v
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
(δ vˆ)r drdz (D.19)
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Let:
fvm = 2π
￿
r
￿
z
rnρwv ·
￿
∆v
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
− rn (wv ·b)drdz (D.20)
Mvv = 2π
￿
r
￿
z
rnρwv ·
￿
N
∆t
+
∂vi
∂χ
N+ ∂N
∂χ
(vi− vˆi)
￿
δvdrdz (D.21)
Mvvˆ = 2π
￿
r
￿
z
rnρwv ·
￿
∆t
2
∂vi
∂χ
∂N
∂χ
(vˆi−vi)− ∂vi∂χ N
￿
δ vˆdrdz (D.22)
Kfrvm = ∆tπ
￿
r
￿
z
￿
ρwv ·
￿
∆v
∆t
+
∂vi
∂χ
(vi− vˆi)
￿
−wv ·b
￿
Nrδ vˆdrdz (D.23)
fvp =−2π
￿
r
￿
z
rn
∂wv
∂χ
: Ipidrdz (D.24)
Kfrvp =−∆tπ
￿
r
￿
z
￿
∂wv
∂χ
: Ipi
￿
Nrδ vˆdrdz (D.25)
Kvp =−2π
￿
r
￿
z
rn
∂wv
∂χ
: INδ pdrdz (D.26)
Kvpvˆ = 2π
￿
r
￿
z
rn
∆t
2
￿
∂wv
∂χ
￿T
: pi
∂N
∂χ
δ vˆdrdz (D.27)
fvv = 2π
￿
r
￿
z
2µrn
∂wv
∂χ
: eidrdz (D.28)
Kfrvv = ∆tπ
￿
r
￿
z
￿
2µ ∂wv
∂χ
: ei
￿
Nrδ vˆdrdz (D.29)
Kvv = 2π
￿
r
￿
z
2µrn
∂wv
∂χ
: δedrdz (D.30)
Kvvˆ =2π
￿
r
￿
z
2µrn
∂wv
∂χ
: δ eˆdrdz−2π
￿
r
￿
z
2µrn
∆t
2
￿
∂wv
∂χ
(ei)T
￿
:
∂N
∂χ
δ vˆdrdz (D.31)
faxivp =−2π
￿
r
￿
z
(wv · pi)r drdz (D.32)
Kaxivp =−2π
￿
r
￿
z
(wv ·Nr)δ pdrdz (D.33)
faxivv = 2π
￿
r
￿
z
2µ
rn
(wv · vi)r drdz (D.34)
Kaxivvˆ =−2π
￿
r
￿
z
µ∆t
r2n
(wv · vi)rNrδ vˆdrdz (D.35)
Kaxivv = 2π
￿
r
￿
z
2µ
rn
(wv ·Nr)δvdrdz (D.36)
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Therefore:
1
2∆t
(Mvvδv+Mvvˆδ vˆ)+
￿
Kvv+Kaxivv
￿
δv+
￿
Kvp+Kaxivp
￿
δ p
+
￿
Kvpvˆ+Kvvˆ+Kaxivvˆ +K
fr
vv+Kfrvm+Kfrvp
￿
δ vˆ
=−
￿
fvv+ faxivv + fvm+ fvp+ faxivp
￿
(D.37)
Final System of Governing Equations
Including the terms derived for pressure stabilisation in Chapter 6, Equation 6.16, and com-
bining with Equations D.12 and D.37, in diagrammatic form, the system of governing equa-
tions is shown below:
Figure D.1: Diagrammatic form of the system of governing equations
where:
Avv =
Mvv
2∆t
+Kvv+Kaxivv (D.38)
Avp =Kvp+Kaxivp (D.39)
Avvˆ =
Mvvˆ
2∆t
+Kvvˆ+Kaxivvˆ +Kvpvˆ+K
fr
vv+Kfrvm+Kfrvp (D.40)
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Apv =Kpv+Kaxipv (D.41)
App =Kspp+Kbpp (D.42)
Apvˆ =Kpvˆ+Kfrpv+Kspvˆ+K
b
pvˆ+K
s,fr
pp +Kb,frpp +Kb,npp (D.43)
Avˆp = 0 (D.44)
Fv = fvv+ faxivv + fvm+ fvp+ faxivp (D.45)
Fp = fpv+ faxipv + fspp+ fbpp (D.46)
The first row of global system is reserved for momentum terms and the second row is re-
served for mass terms and pressure stabilisation terms. In the third row, the term Avˆp is zero
for all entries, the terms Avˆvˆ and Fvˆ are reserved for mesh improvement, and the term Avˆv is
involved with the ALE formulation. Surface nodes are designated as Lagrangian nodes and
for those nodes the diagonal terms (for example, vˆx× vˆx) are set to 1 and the off diagonal
terms (for example vx× vˆx) are set to -1 to reflect that the particle and mesh velocities are
coupled and therefore move together.
Appendix E
The Surface Gradient, Metric Tensor
and the Surface Tension Contribution
Surface Gradient
The following derivation is from Weatherburn [68]. A surface can be thought of as the locus
of a point, and the position vector r of this is a function of two independent variables u,v.
Any relation between these two variables represents a curve on the surface. Using subscript
[. . .]1 to denote partial derivatives with respect to u and [. . .]2 to denote partial derivatives
with respect to v, we can write:
r1 =
∂r
∂u
(E.1)
r2 =
∂r
∂v
(E.2)
r11 =
∂ 2r
∂u2
(E.3)
r12 =
∂ 2r
∂u∂v
(E.4)
r22 =
∂ 2r
∂v2
(E.5)
and so forth. Vector r1 is tangential to the curve v = const at the point r; for its direction is
that of the displacement dr, due to a variation du in the first variable only. Simplifying the
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Figure E.1: Two consecutive curves
above:
E= r21 = r11 =
∂ 2r
∂u2
(E.6)
G= r22 = r22 =
∂ 2r
∂v2
(E.7)
F= r1 · r2 (E.8)
H= EG−F2 (E.9)
The quantities E, F and G are the fundamental magnitudes of the first order. Consider now
a scalar function of position φ (u,v); the gradient of this function at any point P is a vector
quantity whose direction is the direction on the surface at which P gives the maximum arc-
rate of increase of φ and whose magnitude is this maximum rate of increase. Two consecutive
level curves are denoted C,C￿, Figure E.1. These curves correspond to the values φ and
φ + dφ of the function, where dφ is positive. Let PQ be an element of the orthogonal
trajectory of the level curves, intercepted betweenC,C￿, and let the length of this element be
dn. Let ds be the length of PR, an element of arc of another curve through P, cutting C￿. It
can be seen that PQ is the shortest distance from P to the curveC￿; the direction of PQ gives
the maximum rate of increase of φ at P. Therefore, the gradient of φ at P has the direction
PQ and the magnitude dφ/dn, which will be denoted ∇φ .
Although ∇φ is independent of any choice of variables, it is convenient to derive an expres-
sion for the function in terms of the coordinates u,v. Defining δu,δv as an infinitesimal
displacement along the curve φ (u,v) = const:
φ1δu+φ2δv= 0 (E.10)
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Hence, a displacement du,dv orthogonal to this is given by:
du
dv
=
Gφ1−Fφ2
Eφ2−Fφ1 (E.11)
The vector v is parallel to ∇φ and found from:
V= (Gφ1−Fφ2)r1+(Eφ2−Fφ1)r2 (E.12)
The resolved part of this in the direction of r1 is equal to:
1√
E
r1 ·V = (Gφ1−Fφ2) E√E +(Eφ2−Fφ1)
F√
E
=
H2√
E
φ1
= H2 1√
E
∂φ
∂u
(E.13)
which is equal to the product of H2 and the derivative of φ in the direction of r1. Hence:
∇φ = V
H2
=
(Gφ1−Fφ2)
H2
r1+
(Eφ2−Fφ1)
H2
r2 (E.14)
This result can be obtained by operating the vectorial differential operator ∇ on the function
φ :
∇= 1
H2
r1
￿
G ∂
∂u
−F ∂
∂v
￿
+
1
H2
r2
￿
E ∂
∂v
−F ∂
∂u
￿
(E.15)
The definition of ∇φ was independent of variables and therefore this operator is invariant.
When the parametric curves are orthogonal, the operator takes a much simpler form as:
F= r1 · r2 = 0 (E.16)
and therefore:
H2 = EG (E.17)
so that:
∇= 1
E
r1
∂
∂u
+
1
G
r2
∂
∂v
(E.18)
E and G are the components of the metric tensor which we will rename Amt and Bmt . Sub-
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stituting in the forms for r1 and r2 from Equations E.1 and E.2, and calculating in the same
coordinate system as the shape functions (ξ ,θ) the surface gradient ∇s is found from:
∇s =
1
Amt
∂x(ξ ,θ)
∂ξ
∂
∂ξ
+
1
Bmt
∂x(ξ ,θ)
∂θ
∂
∂θ
(E.19)
The Metric Tensor
From Equation 5.13, the position of a single point on the line 1-2, Figure 5.7, can be ex-
pressed:
x(ξ ,θ) =

1
2 (1−ξ )cosθ 0 12 (1+ξ )cosθ 0
1
2 (1−ξ )sinθ 0 12 (1+ξ )sinθ 0
0 12 (1−ξ ) 0 12 (1+ξ )


r1
z1
r2
z2

=

1
2r1 (1−ξ )cosθ + 12r2 (1+ξ )cosθ
1
2r1 (1−ξ )sinθ + 12r2 (1+ξ )sinθ
1
2z1 (1−ξ )+ 12z2 (1+ξ )
 (E.20)
Taking the derivative of x in terms of both ξ and θ gives:
∂x
∂ξ
=

−12r1 cosθ + 12r2 cosθ
−12r1 sinθ + 12r2 sinθ
−12z1+ 12z2
 (E.21)
∂x
∂θ
=

−12r1 (1−ξ )sinθ − 12r2 (1+ξ )sinθ
1
2r1 (1−ξ )cosθ + 12r2 (1+ξ )cosθ
0
 (E.22)
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The components of the metric tensor are:
Amt =
∂x
∂ξ
· ∂x
∂ξ
=
￿
−1
2
r1 cosθ +
1
2
r2 cosθ
￿2
+
￿
−1
2
r1 sinθ +
1
2
r2 sinθ
￿2
+
￿
−1
2
z1+
1
2
z2
￿2
=
1
4
￿
(r1− r2)2+(z1− z2)2
￿
(E.23)
and:
Bmt =
∂x
∂θ
· ∂x
∂θ
=
￿
−1
2
r1 (1−ξ )sinθ − 12r2 (1+ξ )sinθ
￿2
+
￿
1
2
r1 (1−ξ )cosθ + 12r2 (1+ξ )cosθ
￿2
=
1
4
[r1 (1−ξ )+ r2 (1+ξ )]2 (E.24)
Additionally, the derivative of the transverse of the shape function matrix for the surface of
revolution generated by line 1-2 (Figure 5.7), in terms of firstly ξ and then θ gives:
∂NT12
∂ξ
=

−12 cosθ −12 sinθ 0
0 0 −12
1
2 cosθ
1
2 sinθ 0
0 0 12
 (E.25)
∂NT12
∂θ
=

−12 (1−ξ )sinθ 12 (1−ξ )cosθ 0
0 0 0
−12 (1+ξ )sinθ 12 (1+ξ )cosθ 0
0 0 0
 (E.26)
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Surface Tension Contributions
The calculation of the surface tension force vector is:
FST =
￿ 1
−1
￿ 2π
0
￿√
AmtBmt
Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
+
√
AmtBmt
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
￿
dξdθ (E.27)
Examining the term AmtBmt first:
AmtBmt =
1
16
￿
(r1− r2)2+(z1− z2)2
￿
[r1 (1−ξ )+ r2 (1+ξ )]2 (E.28)
√
AmtBmt
Amt
=
r1 (1−ξ )+ r2 (1+ξ )￿
(r1− r2)2+(z1− z2)2
=
r1 (1−ξ )+ r2 (1+ξ )
L
(E.29)
√
AmtBmt
Bmt
=
￿
(r1− r2)2+(z1− z2)2
r1 (1−ξ )+ r2 (1+ξ ) =
L
r1 (1−ξ )+ r2 (1+ξ ) (E.30)
where L =
￿
(r1− r2)2+(z1− z2)2 is the length of the edge. Examining the first group of
terms inside the double integral:
√
AmtBmt
Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
=
√
AmtBmt
Amt

−12 cosθ −12 sinθ 0
0 0 −12
1
2 cosθ
1
2 sinθ 0
0 0 12


−12r1 cosθ + 12r2 cosθ
−12r1 sinθ + 12r2 sinθ
−12z1+ 12z2

=
√
AmtBmt
Amt
1
4

r1− r2
z1− z2
r2− r1
z2− z1

=
r1 (1−ξ )+ r2 (1+ξ )
L
1
4

r1− r2
z1− z2
r2− r1
z2− z1
 (E.31)
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Therefore, the double integral of this becomes:
￿ 1
−1
￿ 2π
0
￿√
AmtBmt
Amt
∂NT12
∂ξ
∂x(ξ ,θ)
∂ξ
￿
dξdθ = πγ (r1+ r2)
L

r1− r2
z1− z2
r2− r1
z2− z1
 (E.32)
Examining now the second group of terms inside the double integral:
√
AmtB
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
=
√
AmtBmt
Bmt

−12 (1−ξ )sinθ 12 (1−ξ )cosθ 0
0 0 0
−12 (1+ξ )sinθ 12 (1+ξ )cosθ 0
0 0 0


−12r1 (1−ξ )sinθ − 12r2 (1+ξ )sinθ
1
2r1 (1−ξ )cosθ + 12r2 (1+ξ )cosθ
0
 (E.33)
√
AmtBmt
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
=
√
AmtBmt
Bmt
1
4

r1 (1−ξ )2+ r2 (1−ξ )(1+ξ )
0
r1 (1−ξ )(1+ξ )+ r2 (1+ξ )2
0

=
L
r1 (1−ξ )+ r2 (1+ξ )
1
4

r1 (1−ξ )2+ r2 (1−ξ )(1+ξ )
0
r1 (1−ξ )(1+ξ )+ r2 (1+ξ )2
0
 (E.34)
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Therefore, the double integral of this becomes:
￿ 1
−1
￿ 2π
0
￿√
AmtBmt
Bmt
∂NT12
∂θ
∂x(ξ ,θ)
∂θ
￿
dξdθ = πγL

1
0
1
0
 (E.35)
Appendix F
Derivation of The Penalty Stiffness
For a point on the base of the droplet with coordinates (x0,y0), the closest point on a mem-
brane defined by the equation y = sin(x) is the point (a,b), see Figure 8.7. The distance
between these two nodes is calculated as:
d =
￿
(x0−a)2+(y0−b)2
￿ 1
2 (F.1)
d2 =
￿
(x0−a)2+(y0−b)2
￿
(F.2)
Following Equation 4.4, the coordinates of the point on the base of the droplet can be ex-
pressed as:
x0 = xn+∆t
￿
vin+1
￿x+ ∆t
2
￿
δvi+1n+1
￿x (F.3)
y0 = yn+∆t
￿
vin+1
￿y+ ∆t
2
￿
δvi+1n+1
￿y (F.4)
Substituting Equations F.3 and F.4 into Equation F.2:
d2 =
￿
xn+∆t
￿
vin+1
￿x+ ∆t
2
￿
δvi+1n+1
￿x−a￿2
+
￿
yn+∆t
￿
vin+1
￿y+ ∆t
2
￿
δvi+1n+1
￿y−b￿2 (F.5)
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Examining the first set of terms in parenthesis:￿
xn+∆t
￿
vin+1
￿x+ ∆t
2
￿
δvi+1n+1
￿x−a￿2 = x2n+￿∆t ￿vin+1￿x￿2+✘✘✘✘✘✘✘✘✘
￿
∆t
2
￿
δvi+1n+1
￿x￿2+a2
+2xn∆t
￿
vin+1
￿x+ xn∆t ￿δvi+1n+1￿x−2xna
+∆t2
￿
vin+1
￿x ￿δvi+1n+1￿x−2a∆t ￿vin+1￿x
−a∆t ￿δvi+1n+1￿x (F.6)
Examining the second set of terms in parenthesis:￿
yn+∆t
￿
vin+1
￿y+ ∆t
2
￿
δvi+1n+1
￿y−b￿2 = y2n+￿∆t ￿vin+1￿y￿2+✘✘✘✘✘✘✘✘✘
￿
∆t
2
￿
δvi+1n+1
￿y￿2+b2
+2yn∆t
￿
vin+1
￿y+ yn∆t ￿δvi+1n+1￿y−2ynb
+∆t2
￿
vin+1
￿y ￿δvi+1n+1￿y−2b∆t ￿vin+1￿y
−b∆t ￿δvi+1n+1￿y (F.7)
Defining Q as a vector is known terms and C as a matrix of unknown terms [40]:
Q = x2n+
￿
∆t
￿
vin+1
￿x￿2+a2+2xn∆t ￿vin+1￿x−2xna−2a∆t ￿vin+1￿x
+y2n+
￿
∆t
￿
vin+1
￿y￿2+b2+2yn∆t ￿vin+1￿y−2ynb−2b∆t ￿vin+1￿y (F.8)
Cδv=

xn∆t+∆t2
￿
vin+1
￿x−a∆t
yn∆t+∆t2
￿
vin+1
￿y−b∆t

T
δv (F.9)
Following the penalty method as described by Liu and Quek [40], the penalty stiffness matrix
and penalty force vector are defined as:
Kpen = CTκCδv (F.10)
Fpen = CTκQ (F.11)
where κ > 0 is a user defined penalty factor.
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