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有向グラフの代表的な階層描画アルゴリズムとして Sugiyamaら [2, 3]の方法が知られ
ている．このアルゴリズムは四つの段階からなっており，第 1段階は有向グラフの非閉路
化，第 2段階は頂点の階層割当て，第 3段階は各階層における頂点の配置順序決定，第 4
段階は各階層における頂点の配置位置の決定を行う．これらのうち，第 3段階と第 4段階
を用いることにより，階層グラフの描画を行うことができる．第 3 段階に関してはこれ










































































グラフのある階層の頂点のある集合 V S とすぐ下の階層の頂点のある集合 V S0 につい
て，V S [ V S0 から誘導される部分グラフ G0 が完全 2部グラフをなすとき，G0 の辺集合
を完全 2部辺集合と呼ぶ．階層グラフの直交描画アルゴリズムでは，連続する 2階層ごと

















るという制限を設けている．また，文献 [11] は，jV Sj  2 となることを許しているが，
各高階辺の描画に用い得る水平線分の本数を 1以下に制限している．図 1.2(a)右は，2本
の水平線分 l; Lを用いることにより，直線描画をする場合に比べ辺交差数を大きく削減し
得る例でもあるが，文献 [9]～[11] の方法は，このような描画を許していない．提案法 3















である Sugiyamaら [2, 3]の方法について説明する．さらに，このアルゴリズムと直線描
画の問題点について考える．
2.2 諸定義
階層グラフ及び階層描画に関する定義を示す．G = (V;E) を単純なグラフとする．
頂点集合 V が空でない部分集合 V1; V2; : : : ; Vh に分割されており，各辺 (v; w) 2 E
に対して，v; w が異なる部分集合に属するとき，G を階層グラフと呼び，各部分集合
V1; V2; : : : ; Vh を Gの階層と呼ぶ．hを Gの階層数と呼び，各 Vi (1  i  h)を第 i階
層と呼ぶ．また，i = 1; 2; : : :, h   1について，Vi と Vi+1 は連続しているという．階層
数が 3以上の階層グラフを多階層グラフと呼ぶ．本論文では，階層描画を行う際，平面上












辺 e = (v; w) に対して，v 2 Vi; w 2 Vj (i < j) としたとき，j   i を e のスパン
と呼ぶ．スパンが 2 以上の辺を長辺と呼ぶ．通常，階層描画では，各長辺 e = (v; w)
（v 2 Vi; w 2 Vj ; i + 1 < j）に対し，j   i   1個のダミー頂点 d1; d2; : : : ; dj i 1 を作
り，(v; w)を道 [v; d1; d2; : : : ; dj i 1; w]に置き換える．各 dt（t = 1, 2; : : : ; j  i  1）は
第 i+ t階層に加える．ダミー頂点に対し，Gにもともと存在していた頂点を実頂点と呼
ぶ．これ以降，単に頂点といえば，実頂点とダミー頂点の両方を意味するものとする．G
のどの階層 Vi も空ではないので，h  jV jである．n = jV jとし，各階層 Vi の頂点数を
ni とする．
描画の際には，各実頂点は一辺の長さがWR の正方形で描き，各ダミー頂点は直径が
WD の円で描くものとする．ここで，WD  WR < 1とする．各頂点 v の x座標は整数
値に限るものとし (これにより，前述の最小分離を実現する)，その値を x(v) と表す．v
が実頂点，ダミー頂点のいずれである場合についても，正方形あるいは円の中心の座標が
x(v)に等しくなるようにするものとする．また，各頂点 v に対して，上隣接頂点の x座





































v 2 V2 について，上隣接頂点が V1 上で左から何番目に置かれているかという順番を求
め，それらの平均値を計算する．この平均値のことを v の列重心と呼ぶ．そして，V2 の
頂点を列重心の非減少順に左から順に並べ替える．次に，i = 2; 3;    ; h   1 について，
上と同様に，Vi 上の頂点順序を固定し，Vi+1 の頂点を列重心の順に並び替えるという処
理を行う．














は動かすことができない．次に，i = 2; 3;    ; h  1について，上と同様に，Vi 上の頂点
順序を固定し，Vi+1 の頂点の配置を行う．










v2v1 v3 v4 v5
u3 u4 u5 u6 u7 u9u1 u2 u8












グラフの第 i  1段および第 i段の部分 2段グラフを示している．いま Downのプロセス
の最中であるとして第 i段を改善する．なお u6 と v3 はダミー頂点であり，この例では最
大の優先度として，優先度を 10と与えている．v1;    ; v5 のうちで最も優先度の高いの
9は v3 であるので，まず v3 を動かす．上重心が 6なので，v1;    ; v5 の座標は 1; 2; 3; 4; 5
から 1; 2; 6; 7; 8に変わり，(u6; v3)は垂直な辺となる．次に優先度の高い v1 を改善する．
上重心が 3なので，座標は 3; 4; 6; 7; 8となる．次に v4 の改善をする．上重心が 8なので，
3; 4; 6; 8; 9となる．次に優先度が高い v5 の改善をするが，上重心が 8であり，座標 8に
はより優先度が高い v4 が存在しているので，動かすことができない．最後に v2 を改善す


































































ダミー頂点導入後の階層グラフを G = (V;E) とし，その階層を上から順に
V1; V2; : : : ; Vh とする．n = jV j とし，i = 1; 2; : : : ; h について，ni = jVij とする．G
は連結であるものとする．G のすべてのダミー頂点からなる集合を DS と表す．各頂
点 v 2 Vi の隣接頂点のうち，Vi 1 に属するものを v の上隣接頂点と呼び，その集合を
AU (v)と表す．同様に，Vi+1 に属するものを下隣接頂点と呼び，その集合を AD(v)と表
す．v のすべての隣接頂点からなる集合 AU (v) [ AD(v) を A(v)と表す．Gは連結であ
るので，任意の v 2 V に対して A(v) 6= ;である．各 iに対し，Vi の頂点と Vi 1 の頂点
との間の辺すべてからなる集合を EU (i)，Vi の頂点と Vi+1 の頂点との間の辺すべてから
なる集合を ED(i)と表す．
ダミー頂点の導入により，G中のすべての辺は連続する階層上の頂点間を結ぶことにな
る．連続階層間の距離は一定であるので，各辺 e = (v; w)の長さは，端点 v; w の x座標
の差で決まる．これ以降，特に断らない限り，v; wの x座標の差 jx(v)  x(w)jを eの辺
























x(v)  Pw2A(v) x(w)jA(v)j 2: (3.3)
三つの評価値のいずれも値が小さいほど望ましい．
3.3 提案法 1










!(v; w)2  jx(v)  x(w)j2

: (3.4)
ここで !(v; w)は辺 (v; w)の重みであり，端点が実頂点かダミー頂点かの区別により値を










考慮して，v; w の両方が実頂点の場合は !(v; w) = 1，一方が実頂点で他方がダミー頂点
の場合は !(v; w) = 2，両方ともダミー頂点の場合は !(v; w) = 8としている．本研究で
も，各辺の重みを同様に定めるものとする．







なる値を v の重み付き重心と呼ぶ．すべての w 2 A(v)に対して !(v; w)が同一の値であ












置を改善する．上の階層から順に，Vi 1（i = 2; 3; : : : ; h）の頂点座標を固定し，Vi の頂
点座標を改善していく一連の処理を Down 過程と呼ぶ．また，下の階層から順に，Vi+1
（i = h  1; h  2; : : : ; 1）の頂点座標を固定し，Vi の頂点座標を改善していく一連の処理
を Up過程と呼ぶ．
Down 過程で Vi の頂点配置を更新する際，固定した階層 Vi 1 との間の評価値
Lwel2D(i) が最小となる頂点配置を動的計画法により求める．同様に，Up 過程で Vi


















できる．Down過程（Up過程）において，i = 2; 3; : : : ; h  1に対して，Vi 1 と Vi+1 の
頂点の座標を固定し，Lwel2D(i) + Lwel2U (i)が最小になるように Vi の頂点座標を改善
する処理を考え，BDown過程（BUp過程）と呼ぶことにする．
以下に，提案法 1の処理手順を示す．
(A) Gの各頂点 v に対し，以下のようにして初期 x座標を定める．
　　 v を含む階層を Vi とする．v が Vi の頂点のうち













階層 Vi（i = 2; 3; : : : ; h）の頂点を左から順に v1, v2; : : : ; vni とする．Vi 1 の頂点の x
座標を一旦固定し，頂点 vj 2 Vi をある x 座標 t 2 Z（Z：整数全体の集合）に置いたと
き，vj と Vi 1 の頂点を結ぶ辺の重み付き辺長の 2乗の和を elD(vj ; t)とする．すなわち，




2  jt  x(w)j2) (3.9)







v1 v2 v3 v4
elD(v4, t)
57 35 21 15 17 27 45 71 105
85 61 41 25 13 5 1 1
図 3.1: elD(vj ; t)の例
vj を x座標 tに置いたとき，Vi 1 の頂点と v1, v2; : : : ; vj を結ぶ辺の重み付き辺長の 2
乗の和の最小値をmelD(vj ; t)と定義する．j = 1 のとき，
melD(v1; t) = el
D(v1; t) (3.10)
であり，j > 1の場合には次式が成立する．
melD(vj ; t) = min
s2Z
s<t




melD(vj ; t) (3.12)




(a) 各頂点 vj 2 Vi と各 tに対して，elD(vj ; t)を求める．




以下では，各頂点 vj の x座標 tを，ある集合 R(vj)の要素に限定してよいことを示す．
i = 2; 3; : : : ; h に対し，階層 Vi の頂点配置の更新が終わった時点における Vi の頂点
の x座標の最小値を xmini，最大値を xmaxi とする．3.3.1で述べたように，初期描画
において，V1 の頂点の x座標の最小値は 1，最大値は n1 である．そこで，xmin1 = 1，
xmax1 = n1 としておく．次の補題が成立する．
補題 3.1 各整数 i = 2; 3; : : : ; hに対し，Viの最適解のうちに，各頂点 vj（j = 1; 2; : : : ; ni）
の x座標が
xmini 1   ni + j  x(vj)  xmaxi 1 + j   1 (3.13)
を満たすようなものが存在する．
（証明）まず，Vi の最適解のうちに，以下の 3条件を満たすものが存在することを示す．
（条件 1） Vi の頂点のうち少なくとも一つの x座標が xmini 1 以上 xmaxi 1 以下で
ある．
（条件 2） xmini 1 以下の x 座標をもつ頂点が存在するとき，それらのうちで連続す
る任意の 2頂点の x座標の差は 1である．
（条件 3） xmaxi 1 以上の x座標をもつ頂点が存在するとき，それらのうちで連続す
る任意の 2頂点の x座標の差は 1である．
Vi のある頂点配置において，x座標が xmini 1 未満の頂点が存在する場合，次の操作
を実行する．
（操作 1） Vi の頂点のうち，xmini 1 未満の x 座標をもつものを v1; v2; : : : ; vk（1 
k  ni）とする．Vi の頂点で，x 座標が xmini 1 のものが存在するならば，l =
1; 2; : : : ; k について x(vl) = xmini 1   k   1 + lとする．一方，x座標が xmini 1
の頂点が存在しないならば，l = 1; 2; : : : ; k について x(vl) = xmini 1   k + l と
する．
操作 1は 0個以上の頂点を右に移動するものである．移動する頂点と Vi 1 の頂点を結
ぶ辺がある場合には，それらの各辺について，辺長がより短くなる．したがって，操作 1
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の実行により，以下の 2条件 (i), (ii)に違反することはない．
(i) EU (i)に属する辺の重み付き辺長の 2乗の和を増やさない．
(ii) Vi の頂点の配置順序を変えない．
次に，Vi の頂点で，x座標が xmaxi 1 より大きいものが存在するならば，次の操作 2
を実行する．
（操作 2） Vi の頂点で，xmaxi 1 より大きい x 座標をもつものを vk0 ; vk0+1; : : : ; vni
（1  k0  ni）とする．Vi の頂点で，x 座標が xmaxi 1 のものが存在するなら
ば，l = k0; k0 + 1; : : : ; ni について x(vl) = xmaxi 1   k0 + 1 + l とする．一方，
x 座標が xmaxi 1 の頂点が存在しないならば，l = k0; k0 + 1; : : : ; ni について
x(vl) = xmaxi 1   k0 + lとする．
操作 2についても, 移動する頂点と Vi 1 の頂点を結ぶ辺がある場合には，それらの各
辺の辺長が短くなる．よって，この操作を実行しても条件 (i), (ii)に違反することはない．
操作 1と 2を実行した後の頂点配置が条件 1～3を満たすことは明らかである．以上よ
り，Vi の最適解のうちに，条件 1～3を満たすものが存在することが分かる．そのような
最適解において，仮に x(vni) = xmini 1 であったとしても，j = 1; 2; : : : ; ni に対して
x(vj)が xmini 1   ni + j より小さくなることはない．また，x(v1) = xmaxi 1 であっ
たとしても，x(vj)が xmaxi 1 + j   1より大きくなることはない． 2
補題 3.1より，各頂点 vj の x座標を式 (3.13)の範囲に制限してよいことが分かる．以
下では，さらなる制限が可能であることを示す．elD(vj ; t)について考える．AU (vj) 6= ;
のとき，elD(vj ; t) を最小とする t の値は，vj の重み付き上重心に最も近い整数である．
これは，ある一つの整数 t となるか，連続した二つの整数 t; t + 1となる．前者の場合




; rbj = t + 1 (3.15)
とおく．例えば図 3.1の場合，v1; v4 の重み付き上重心はそれぞれ 4:25; 7:5であるから，
lb1 = rb1 = 4, lb4 = 7, rb4 = 8となる．tが lbj より小さくなるほど，あるいは rbj より
大きくなるほど，elD(vj ; t) は大きくなる．
AU (vj) = ; であれば，t の値に関わらず elD(vj ; t) = 0 となる．この場合には，補
題 3.1 を考慮して，以下のように lbj ; rbj を定める．まず，vj の現在の x 座標 x(vj) が
xmini 1   ni + j 以下であれば
lbj = rbj = xmini 1   ni + j (3.16)
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とし，xmini 1   ni + j < x(vj) < xmaxi 1 + j   1であれば
lbj = rbj = x(vj) (3.17)
とする．そして，xmaxi 1 + j   1  x(vj)であれば
lbj = rbj = xmaxi 1 + j   1 (3.18)
とする．式 (3.14)～(3.18)のいずれの場合でも
xmini 1   ni + j  lbj  rbj  xmaxi 1 + j   1 (3.19)
が成り立つ．
各頂点 vj 2 Vi に対して，2種類の値minrj ;maxrj を以下のように定義する．
minrj =

minflbj ;minrj+1   1g (j < ni)




rbj (j = 1)
maxfrbj ;maxrj 1 + 1g (j > 1) (3.21)
例えば，図 3.1の場合，
lb1 = 4; lb2 = 4; lb3 = 6; lb4 = 7
であるから，式 (3.20)に従ってminr4; : : : ;minr1 をこの順に求めると次のようになる．
minr4 = 7; minr3 = 6; minr2 = 4; minr1 = 3:
また，
rb1 = 4; rb2 = 4; rb3 = 6; rb4 = 8
であるから，式 (3.21)に従ってmaxr1; : : : ;maxr4 をこの順に求めると次のようになる．
maxr1 = 4; maxr2 = 5; maxr3 = 6; maxr4 = 8:
式 (3.20), (3.21)より，
minr1 < minr2 <    < minrni ; (3.22)
maxr1 < maxr2 <    < maxrni (3.23)
である．各頂点 vj に対して，式 (3.20) より minrj  lbj であり，式 (3.21) より rbj 
maxrj である．さらに，式 (3.19) より lbj  rbj であるから，vj に対して次式が成立
する．
minrj  maxrj (3.24)
ここで，集合 R(vj)を次のように定義する．
R(vj) = fminrj ;minrj + 1; : : : ;maxrjg: (3.25)
このとき，次の定理が成立する．
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定理 3.1 Vi の最適解のうちに，各頂点 vj 2 Vi に対して x(vi) 2 R(vj)であるものが存
在する．




が成り立つ．よって，lb1  x(v1)  rb1 となるように x(v1) を定めると最適解にな




（操作 3）x(vj) > maxrj である頂点 vj が存在するとき，そのような頂点のうちで最も左
にある（添字が最小の）ものを vk とする．vk を x(vk) = maxrk となるように左に移動
する．
操作 3 によって頂点 vk を移動したものとする．AU (vk) 6= ; であるとき x(vk) が rbk
より大きくなるほど elD(vk; x(vk))が大きくなることと，rbk  maxrk であることから，
この移動により次の (i)に違反することはない．
(i) vk と Vi 1 の頂点を結ぶ辺の重み付き辺長の 2乗の総和を増やさない．
k = 1であれば，次の (ii)にも違反しない．
(ii) Vi の頂点の配置順序を変えない．
k  2である場合，vk 1 は vk より左にあるので，x(vk 1)  maxrk 1 である．式 (3.23)
よりmaxrk 1 < maxrk であるから，x(vk 1) < maxrk が成立する．よって，この場合
も，x(vk) = maxrk となるように vk を移動したとき，(ii)に違反しない．
x(vj) > maxrj なる頂点 vj が存在する間，操作 3を繰返し実行することにより，Vi の
最適解で，次の ()を満たすものが得られる．
() x(vj) > maxrj である頂点 vj をもたない．
次に，()を満たす任意の最適解に対して，次の操作 4を実行するものとする．
（操作 4）x(vj) < minrj である頂点 vj が存在するとき，そのような頂点のうちで最も右
にある（添字が最大の）ものを vk とする．vk を x(vk) = minrk となるように右に移動
する．
操作 4 によって頂点 vk を移動したものとする．AU (vk) 6= ; であるとき x(vk) が lbk
より小さくなるほど elD(vk; x(vk))が大きくなることと，minrk  lbk であることから，
この移動により上記の (i)に違反することはない．また，式 (3.24)よりminrk  maxrk
であるから，次の (iii)にも違反しない．
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(iii) x(vj) > maxrj となる頂点 vj を作らない．
k = ni であれば，x(vk) = minrk となるように vk を移動しても，上記の (ii) に違反し
ない．k  ni   1である場合，頂点 vk+1 は vk より右にあるので，minrk+1  x(vk+1)
である．式 (3.22) より minrk < minrk+1 であるから，minrk < x(vk+1) が成立する．
よって，この場合も，vk を移動したとき (ii)に違反しない．
()を満たす任意の最適解に対し，x(vj) < minrj である頂点 vj が存在する間，操作 4
を繰返し実行することにより，各頂点 vj について x(vj) 2 R(vj)であるような最適解が
得られる． 2
定理 3.1より，Vi の各頂点 vj の x座標として，R(vi)の要素だけを考えればよいこと
になる．Down過程において Vi の頂点配置を更新する際には，以下の手順を実行する．
(a0) 各頂点 vj 2 Vi に対して，lbj ; rbj を計算した後，minrj と maxrj を求める．その
後，各頂点 vj 2 Vi と各整数 t 2 R(vj)に対して，elD(vj ; t)を求める．
(b0) j = 1; 2; : : : ; niの順に，各 t 2 R(vj)に対して，式 (3.10), (3.11)に従ってmelD(vj ; t)
を計算する．ただし式 (3.11)では，sとして R(vj 1)に属する値だけを考える．
このような動的計画法によって optmelD(vni) まで求めた後，逆追跡を行うことによ
り，Vi の最適解を求める．この逆追跡のために，上記の (b0)で melD(vj ; t)（j > 1）を
計算する際，melD(vj 1; s) （s 2 R(vj 1)）を最小とする sの値を，smin(vj ; t)として
記録しておく．そのような sの値が複数存在する場合には，それらのうちで最大の値を選
ぶものとする．
以下，3.3.2.2と 3.3.2.3において，上記の (a0), (b0)での処理と時間計算量について
述べる．その後 3.3.2.4において，Down過程全体の実行時間について述べる．
3.3.2.2 elD(vj; t)の計算
まず各頂点 vj 2 Vi に対して lbj と rbj を求める．そのために，AU (vj) 6= ; なる
各頂点 vj に対して重み付き上重心を計算するが，これは O(jAU (vj)j) 時間で実行で
きる．
Pni
j=1 jAU (vj)j = jEU (i)j であるから，Vi の全頂点についての lbj ; rbj の計算は
O(ni + jEU (i)j)時間で実行できる．また，式 (3.20)に従って，j = ni, ni   1; : : : ; 1の
順に minrj を計算し，その後式 (3.21)に従って，j = 1; 2; : : : ; ni の順に maxrj を求め
ることは，明らかに O(ni)時間で実行できる．
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2  x(w)2: (3.28)
これらの値が分かっていれば，
elD(vj ; t) = Xj  t2   Yj  t+ Zj (3.29)
であるから，各整数 t 2 R(vj) に対して elD(vj ; t) を O(1) 時間で求めることができる．
したがって，頂点 vj 2 Vi と整数 t 2 R(vj)のすべての組合せに対して elD(vj ; t)を求め









図 3.2に，Vi 上の全頂点 vj とすべての t 2 R(vj)に対して，melD(vj ; t)と後の逆追跡
で用いる値 smin(vj ; t)を計算する手続き compMEL(i)を示す．この手続きでは，各 vj
と各 tに対して，
mm(vj ; t) = min
minrjkt
melD(vj ; k)
なる値を計算し，この最小値を与える k の値を pm(vj , t)として記録している．
頂点 v1 については，各 t 2 R(v1)に対して，compMEL(i)の 2行目でmelD(v1; t)を
求めている．各頂点 vj（j = 2; 3; : : : ; ni）については，14行目において，式 (3.11)に従っ
て melD(vj ; t)を計算している．式 (3.11)における sとしては，s < tかつ s 2 R(vj 1)
を満たす値だけを調べればよいので，tt = minft   1;maxrj 1g なる値をまず求め，
melD(vj ; t)の計算にmm(vj 1; tt)を，smax(vj ; t)の決定に pm(vj 1; tt)を，それぞれ
用いている．
compMEL(i) の 1～10 行目は O(jR(v1)j) 時間で実行できる．また，各整数 j =
2; 3; : : : ; ni に対し，12～23 行目に要する時間は O(jR(vj)j) である．よって，次の補
題が成立する．




1: for t = minr1 to maxr1 do
2: melD(v1; t) elD(v1; t);
3: if (t > minr1) and (mm(v1; t  1) < melD(v1; t)) then
4: mm(v1; t) mm(v1; t  1);
5: pm(v1; t) pm(v1; t  1);
6: else
7: mm(v1; t) melD(v1; t);
8: pm(v1; t) t;
9: end if
10: end for
11: for j = 2 to ni do
12: for t = minrj to maxrj do
13: tt minft  1;maxrj 1g;
14: melD(vj ; t) mm(vj 1; tt) + elD(vj ; t);
15: smin(vj ; t) pm(vj 1; tt);
16: if (t > minrj) and (mm(vj ; t  1) < melD(vj ; t)) then
17: mm(vj ; t) mm(vj ; t  1);
18: pm(vj ; t) pm(vj ; t  1);
19: else
20: mm(vj ; t) melD(vj ; t);




図 3.2: 手続き compMEL(i)
3.3.2.4 Down過程及び Up過程の時間計算量
以下では，Down過程の実行時間を評価する．まず，次の補題が成立する．
補題 3.4 任意の階層 Vi（i  2）とその任意の頂点 vj について，jR(vj)j = O(n)である．
（証明）Vi の頂点を左から順に v1; v2; : : : ; vni とする．minrj = lbj となる頂点 vj のう
ち，添字が最小のものを vk とする（minrni = lbni であることより，このような添字 k
は必ず存在する）．式 (3.19)よりminrk  xmini 1   ni + kである．もし k > 1であれ
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ば，j = 1; 2; : : : ; k  1についてminrj = minrj+1   1である．よって，kの値によらず
minr1 = minrk   k + 1
 xmini 1   ni + k   k + 1
= xmini 1   ni + 1 (3.30)
が成立する．同様に考えれば，
maxrni  xmaxi 1 + ni   1 (3.31)
が導かれる．よって，任意の vj 2 Vi について，
jR(vj)j = maxrj  minrj + 1
 maxrni  minr1 + 1
 xmaxi 1   xmini 1 + 2ni   1 (3.32)
が成立する．したがって，xmaxi 1   xmini 1 = O(n)であれば，jR(vj)j = O(n)が導
かれる．
Vi の頂点配置の更新後を考えると，x(v1)  minr1, x(vni)  maxrni となるから，式
(3.30), (3.31)より
xmini = x(v1)  xmini 1   ni + 1; (3.33)
xmaxi = x(vni)  xmaxi 1 + ni   1 (3.34)
である．これらの式より，i = 2; 3; : : : ; hについて
xmini  xmin1  
iX
l=2
(nl   1); (3.35)
xmaxi  xmax1 +
iX
l=2
(nl   1) (3.36)
となる．xmin1 = 1, xmax1 = n1 であるから，
xmaxi   xmini  n1   1 + 2
iX
l=2
(nl   1) (3.37)
が成立する．よって，i = 1; 2; : : : ; hについて xmaxi   xmini = O(n)であり，補題 3.4
が導かれる． 2
系 3.1 Down過程終了時における描画幅は O(n)である．
（証明）i = 2; 3; : : : ; hについて式 (3.35)が成立することより，
min
2ih




> xmin1   n (3.38)
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であるから，Down過程終了時において，頂点の x座標の最小値は xmin1   nを下回ら
ない．同様に，頂点の x座標の最大値が xmax1 + nを上回らないので．Down過程終了
時の描画幅は xmax1   xmin1 + 2nを超えず，よって O(n)である． 2
補題 3.2～3.4を用いて，次の補題が証明できる．
補題 3.5 Down過程を 1回実行するのに要する時間は O(n2)である．
（証明）i = 2; 3; : : : ; hに対し，前述の手順 (a0), (b0)の実行時間の和は，補題 3.2, 3.3よ
り O(jEU (i)j+Pnij=1 jR(vj)j) である．逆追跡に要する時間はこの値を超えず，補題 3.4






BDown過程では，i = 2; 3; : : : ; h  1について，Vi 1 と Vi+1 の頂点座標を一旦固定し
て，Vi の頂点配置を更新する．Down 過程の場合と同様，各頂点 vj 2 Vi に対して，重
み付き重心に最も近い整数 lbBj ; rbBj を計算し，式 (3.20), (3.21) と同様に定義される値
minrBj ;maxr
B
j を求める．そして，集合 RB(vj) を fminrBj , minrBj + 1; : : : ;maxrBj g
とする．その後，各 vj と各 t 2 RB(vj)に対して，vj の x座標を tとしたときの
 Vi 1 [ Vi+1 の頂点と vj を結ぶ辺の重み付き辺長の 2乗の和 elB(vj ; t)，





逆追跡を行うことにより，Lwel2D(i) + Lwel2U (i)の値を最小とするような Vi の頂点配








補題 3.6 BDown 過程と BUp 過程の 1 回の実行時間は O(n2) である．また，これらの
繰返しが終了した時点の描画幅は O(n)である． 2
3.3.4 後処理
BDown 過程と BUp 過程がすべて終了した時点において，頂点の x 座標の最小値を
Xmin，最大値を Xmaxとする．各階層 Vi（i = 1; 2; : : : ; h）に対応する水平線上で，x




(a) (b) (c) (d)
b
図 3.3: 後処理の実行例
すべての空白点からなる集合を頂点集合としたグラフ Gsp を考える．Gsp では，二つ
の空白点 p(i; k); p(i0; k0)に対し，ji  i0j  1，jk   k0j  1であるとき且つそのときに限
り，辺を引くものとする．図 3.3の例では，同図 (c)に破線で示した 5本の辺ができるこ
とになる．
Gsp における，V1 上の空白点から Vh 上の空白点への道で，それより左に Gの頂点が
存在するものを空白道と呼ぶ．提案法 1の後処理では，最も左にある空白道を見つけ，そ
れより左に存在する Gのすべての頂点の x座標を 1大きくするという処理を，空白道が










p(i; kj) に戻り，下の階層に向けて同様の探索を行う．このようにして p(i; kj) を含む
空白道を見つけることができれば，上述のように，その道より左にある全頂点の移動を
行う．
空白道の探索を始める前に，すべての空白点 wに対してmark(w) =  1とする．この
 1という値は，その空白点が未訪問であることを示す．Vi 上の空白点 p(i; kj)から上
の階層に向けて探索をするとき，以下に述べる再帰的手続き up(w) を w = p(i; kj) と
して実行する．この手続き up(w)は，空白点 w から V1 上の空白点まで到達できるか否
かを判定するものであり，到達可能であれば mark(w) = 1 とし，到達不可能であれば
mark(w) = 0とする．up(w)で行う具体的な処理は以下のとおりである．なお，Gsp に
おける w の隣接頂点で，w より一つ上の階層にあるものを，w の上隣接空白点と呼ぶこ
とにする．
(a) wが V1 上にあれば，mark(w) = 1として，up(w)を終了する．wが V1 上になけれ
ば (b)へ進む．
(b) w が上隣接空白点をもたなければ，mark(w) = 0として，up(w)を終了する．w が
上隣接空白点をもてば (c)へ進む．
(c) w の上隣接空白点を左から順に z1; : : : ; zm （1  m  3）とする．l = 1; : : : ;m の
順に，mark(zl) が  1 であれば，Gsp における辺 (w; zl) をたどって zl を訪問し，
up(zl)を実行する．ただし，ある l0（1  l0 < m）に対してmark(zl0) = 1であるこ
とが分かれば，up(zl0+1)以降を実行せずに，mark(w)を 1として，up(w)を終了す
る．また，すべての l（1  l  m）に対してmark(zl) = 0となれば，mark(w) = 0
として，up(w)を終了する．
手続き up(w) は mark(w) =  1 のときのみ呼び出され，up(w) の終了後，mark(w)
は 1; 0のいずれかとなる．このことから，Gsp 中の同じ辺を 2回以上たどらないこと，及
び，同じ空白点 w に対して up(w)を 2回以上実行しないことが分かる．Vi 上のある空




補題 3.7 提案法 1の後処理は O(n2)時間で実行できる．
（証明）補題 3.6より Xmax  Xmin = O(n)であるから，空白点の個数は O(n  h)で








既に述べたように，提案法 1における各過程の 1回あたりの実行時間は O(n2)である．
各過程の実行回数はたかだか定数回であり，また後処理の実行時間が O(n2)であるから，
次の定理が成立する．
定理 3.2 提案法 1は O(n2)時間で実行可能である． 2
3.4 計算機実験
以下の 3通りの計算機実験により，優先度法と提案法 1の比較を行った．
（実験 1-1）階層数が 2，頂点数が 20，辺の本数が 20, 40あるいは 60 の連結グラフをラ
ンダムに 200 個ずつ作成した．各階層上の頂点順序は重心法 [1],[3] を用いて決定した．
このような各データに対し，優先度法と提案法 1 のそれぞれを適用し，評価値 EL2 と
BAL2及び実行時間を求めた．





（実験 1-3）階層数が 8，頂点の初期個数が 40，辺の初期本数が 40, 80あるいは 120 の連
結グラフをランダムに 200個ずつ作成し，実験 1-2と同様の実験を行った．
3.3.1 で述べた定数 N の値は 5 とした．実験に用いた計算機の CPU は Core i7 870
（2.93GHz），OSは Linux 2.6，プログラミング言語は Java 5.0である．
実験結果を表 3.1に示す．表中の各実験値は，200個のデータに対する平均値である．
表 3.1を見ると，2階層グラフを用いた実験 1-1では，優先度法に比べ実行時間が長く
なっているものの，提案法 1 の方が EL2; BAL2 ともによい値を示している．多階層グ
ラフを用いた実験 1-2, 1-3でも，優先度法より実行時間は長くなっているが，評価値に関
しては提案法 1の方がよくなっている．特に，階層数がより多い実験 1-3 では，提案法 1
は，優先度法に比べ，3種類すべての評価値を大幅に改善することができている．
階層数が 8，頂点数 40，辺の本数 40の階層グラフに対し，優先度法による階層描画の例
を図 3.4(a)に，提案法 1により得られた階層描画の例を図 3.4(b)に示す．(EL2，DL2，
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辺の本数 手 法 EL2 BAL2 時間 [ms]
20 優先度法 66.74 22.23 0.56
提案法 1 61.59 18.01 1.35
40 優先度法 287.12 60.64 0.47
提案法 1 268.91 51.84 0.77
60 優先度法 619.63 97.63 0.42
提案法 1 584.81 85.85 0.83
(b) 実験 1-2
辺の本数 手 法 EL2 DL2 BAL2 時間 [ms]
20 優先度法 86.74 60.14 28.18 0.69
提案法 1 80.55 44.16 21.40 2.70
40 優先度法 788.67 537.72 196.90 0.54
提案法 1 759.98 434.61 141.33 3.01
60 優先度法 2552.84 1807.25 600.23 0.92
提案法 1 2548.02 1578.11 459.56 5.85
(c) 実験 1-3
辺の本数 手 法 EL2 DL2 BAL2 時間 [ms]
40 優先度法 482.09 489.25 192.54 1.76
提案法 1 338.52 266.25 85.21 6.03
80 優先度法 6677.14 6632.05 2090.99 4.54
提案法 1 4891.26 3973.28 995.53 12.69
120 優先度法 26226.58 26333.16 7587.96 10.46




















































通常，階層グラフ G = (V;E)において，Gのどの階層 Vi も空ではないので，h  jV j
である．よって，G の任意の辺のスパンは jV j   1 以下であり，通常の方法で作られ
るダミー頂点の総数は (jV j   2)  jEj を超えない．また，各ダミー頂点の次数は 2 と
なり，各実頂点の次数はダミー頂点作成前と同じである．よって，頂点の次数の総和は
2(jV j   2)  jEj+2jEjを超えず，ダミー頂点作成後の辺の本数が (jV j   1)  jEjを超えな
いことが分かる．
ダミー頂点をもつ階層グラフにおいて，ある実頂点 v から出発し，一つ下の階層の隣接
頂点をたどっていって別の実頂点 w に到達する道で，v; w 以外の実頂点を含まないもの
を，v から w へのダミー道と呼ぶことにする．本論文では，複数の辺がダミー頂点を共
有することを許す．そして，ダミー頂点作成前の階層グラフ G = (V;E)から，次の (A),
(B)を満たす階層グラフ G = (V ; E)を作ることを考える．
(A) G におけるダミー頂点の集合をDS としたとき，V  = V [DS である．G も，G
と同じく h個の階層をもつ．G の階層を上から順に V 1 ; V 2 ; : : : ; V h としたとき，G
において第 i階層 Vi に属していた実頂点は，G においても第 i階層 V i に属する．
(B) Gが辺 (v; w)（v 2 Vi; w 2 Vj ; i < j）をもつとき，かつそのときに限り，G にお
いて v から wへのダミー道が存在する．
このようなグラフ G を Gの実現と呼ぶことにする．頂点数 jV jがある自然数KV 以下
の実現が存在するとき GはKV 点実現可能であるといい，辺数 jEjがある自然数KE 以
下の実現が存在するときKE 辺実現可能であるという．G が条件 (B)を満たすことによ
り，G から Gを一意に復元することができる．
図 4.1に実現の例を示す．同図 (a)の 4階層グラフに対し，通常の方法でダミー頂点を
設けたのが同図 (b) である．このグラフは，(a) のグラフの実現の一つである．同図 (c)
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入力： 階層グラフ G = (V;E)と自然数KV．ただし jV j  KV  jV j+ (jV j   2)  jEj
とする．
問題： GはKV 点実現可能か． 2
［問題MNE］
入力： 階層グラフ G = (V;E) と自然数 KE．ただし jEj  KE  (jV j   1)  jEj と
する．
問題： GはKE 辺実現可能か． 2
4.3 ダミー頂点の共有を行うアルゴリズム
本節では，ダミー頂点の共有を行う単純なアルゴリズムを提案し，計算機実験の結果




ダミー頂点をもたない h 階層グラフ G = (V;E) が与えられたとき，提案法 2 は，ダ
ミー頂点共有処理を 2段階に分けて行う．
第一段階の処理を図 4.2(a)に示す．ここでは，上の階層から順に実頂点 v を見ていき，
v から下の階層の実頂点へ向かう全ての辺を，図 4.3(a)に示すように，ダミー頂点を含む
一つの木で置き換える．この木に含まれるすべての辺のスパンは 1になる．
i = 1; 2; : : : ; h  2に対して次の (1)を実行する．
(1) 各実頂点 v 2 Vi に対して，次の (1a)を実行する．
(1a) Vi+2 [ Vi+3 [    [ Vh に存在し，v に隣接する実頂点を，最も下の階層にある
ものから順に v1; v2; : : : ; vp とする．p  1であり，且つ辺 (v; v1)のスパン tが
2以上であれば，次の (1a1), (1a2)を実行する．
(1a1) ダミー頂点 dv1; dv2; : : : ; dvt 1 を設け，各 dvk を第 i+ k 階層に置く．辺 (v;
v1)を道 [v; dv1; dv2; : : : ; dvt 1; v1]で置き換える．
(1a2) j = 2; 3; : : : ; pに対して次の ()を実行する．
() vj が存在する階層を Vi+q としたとき，q  2ならば，辺 (v; vj)を
　 (dvq 1; vj)で置き換える．
(a) 第一段階
i = h  1; h  2; : : : ; 2に対して次の (2)を実行する．
(2) 第 i階層に，AD(d)  AD(d0)かつ jAD(d)j  jAU (d0)jであるようなダミー頂点 d;
d0 が存在しなくなるまで，次の処理 (2a)～(2d)を実行する．
(2a) AD(d)  AD(d0)かつ jAD(d)j  jAU (d0)jであるダミー頂点 d; d0 を求める．
ただし，条件を満たす頂点対が複数あるならば，jAD(d)jが最大となる d; d0 を
任意に選ぶ．
(2b) 各頂点 u 2 AU (d0)に対して，辺 (u; d)を加える．
(2c) 各頂点 v 2 AD(d)に対して，辺 (d0; v)を削除する．
(2d) AD(d0) = ;となれば，d0 を削除する．
(b) 第二段階
図 4.2: 提案法 2
第一段階終了後について，各頂点 v に対し，第 2 章 3.2 で定義したように一つ上
















図 4.3: 提案法 2でのダミー頂点共有
と表す．第二段階の処理を図 4.2(b) に示す．ここでは，下の階層から順に見ていき，
AD(d)  AD(d0) かつ jAD(d)j  jAU (d0)j であるダミー頂点 d; d0 が存在すれば，図


























（実験 2-1）階層数 hが 4，頂点の初期個数 jV jが 20，辺の初期本数 jEjが 20, 40あるいは
60の連結グラフ (V;E)をランダムに 200個ずつ作成した．そして，通常の方法でダミー
頂点を作成した場合と，提案法 2を実行した場合について，頂点数，辺数，同一階層上の








方法 b： 提案法 2を実行した後，方法 aと同様の手順によって，各階層上の頂点順序の
決定，各頂点の座標の決定を行って，直線描画を求める．





いる．また実験 2-2の結果を見ると，提案法 2を実行している方法 bでは，maxviの減





h jV j jEj 手法 頂点数 辺数 maxvi 時間 [ms]
4 20 20 通常の方法 33.34 33.34 12.96 0.02
提案法 2 27.31 27.29 9.82 0.10
4 20 40 通常の方法 46.66 66.66 19.93 0.05
提案法 2 29.79 48.34 11.14 0.11
4 20 60 通常の方法 61.09 101.09 27.35 0.05
提案法 2 30.82 65.70 11.81 0.15
8 40 40 通常の方法 119.07 119.07 24.01 0.08
提案法 2 83.16 83.13 16.09 0.58
8 40 80 通常の方法 199.78 239.78 41.42 0.21
提案法 2 96.88 133.72 19.81 1.72
8 40 120 通常の方法 281.84 361.84 58.98 0.42
提案法 2 105.37 176.19 22.27 2.95
(b) 実験 2-2
h jV j jEj 手 法 描画幅 辺交差数 時間 [ms]
4 20 20 方法 a 12.43 5.59 3.52
方法 b 9.36 4.67 2.22
4 20 40 方法 a 19.25 70.17 13.36
方法 b 10.25 55.39 3.64
4 20 60 方法 a 26.65 213.37 35.27
方法 b 10.85 138.59 4.71
8 40 40 方法 a 24.50 24.00 20.88
方法 b 16.44 16.34 9.91
8 40 80 方法 a 42.05 270.08 146.34
方法 b 19.16 164.99 23.34
8 40 120 方法 a 60.26 780.26 490.43





jV j = 40; jEj = 40の 6階層グラフに対し，方法 a,bを実行して得られた描画の例を図
4.5に示す．描画幅は，方法 aで 26，方法 bで 17であった．また，辺交差数は，方法 a












入力： 有限集合 S = fs1; s2; : : : ; sngとその部分集合の族 C = fc1; c2; : : : ; cmg及び自
然数 kSB  m．
問題： S の部分集合の族 B で，次の (i), (ii)を満たすものが存在するか．
(i) jBj = kSB．
(ii) 任意の cj 2 C に対して, B のある部分集合で，その和集合が cj に等しくな
るものが存在する． 2
例えば
S = fa; b; c; d; e; fg;
C = ffa; b; eg; fa; b; c; d; eg; fc; d; eg; fa; b; fg; fe; fgg
であり，kSB = 4であるものとすると，
B = ffa; bg; fc; dg; feg; ffgg
が条件 (i), (ii)を満たすから，上記の問題に対する答えは \yes"となる．
以下，問題 SET BASIS から MNV への変換 fV を示す．SET BASIS の入力の
S;C; kSB から，MNV の入力として，3 階層連結グラフ G = (V;E) と自然数 KV
を作る．Gの第 1～3階層の頂点の集合を，それぞれ，V1; V2; V3 と表す．
まず，各 si 2 S に対応して頂点を作り，それを V3 の要素とする．次に，各 cj 2 C に
対応して頂点を作り，それを V1 の要素とする．簡単のため，si; cj に対応する頂点も，そ
れぞれ，si; cj と表すことにする．V2 は 1 頂点 Y のみを含むものとする．
V = V1 [ V2 [ V3; (4.1)
V1 = fcj j cj 2 Cg; (4.2)
V2 = fY g; (4.3)
V3 = fsi j si 2 Sg (4.4)
である．
各 cj 2 C に対し，その要素に対応する V3 の頂点と頂点 cj 2 V1 との間に辺を加える．




f(cj ; si) j si 2 cjg [ f(Y; v) j v 2 V3g (4.5)




KV = jV j+ kSB = n+m+ 1 + kSB : (4.6)
先に示した S;C の例に対しては，Gは図 4.6(a)のようになる．また kSB = 4であれば，
KV = 16となる．
Y






a b c d e f
(b)
図 4.6: SET BASISからMNVへの変換の例
次の定理が成立する．
定理 4.1 問題MNVは NP完全である．
（証明）jV j = n+m+ 1，jEj  n  (m+ 1)であるから，SET BASISからMNVへ
の変換 fV は，n;mに関する多項式時間で実行可能である．
S;C; kSB に対して，前述の条件 (i), (ii)を満たす集合族 B = fb1; b2; : : : ; bkSBgが存在
するものとする．このとき，各集合 bl 2 B に対応したダミー頂点を作り，それらと V を
併せたものを V  とする．次に，各 bl について，対応するダミー頂点と si 2 bl なる各頂
点 si 2 V3 とを辺でつなぐ．また，各 cj に対して，cj = [bl2Bj bl となる集合 Bj  B
が存在するので，Bj の各要素 bl に対応するダミー頂点と頂点 cj 2 V1 との間に辺を引
く．これらの辺に，Y に接続する n本の辺を加えたものを E とする．明らかに，グラフ
(V ; E)は Gの実現であり，jV j = jV j + kSB = KV である（図 4.6(b)に例を示す）．
よって，S;C; kSB に対して条件 (i), (ii)を満たす集合族 B が存在するならば，G はKV
点実現可能である．
逆に，Gが KV 点実現可能であるときに，S;C; kSB に対して条件 (i), (ii)を満たす集
合族 B が存在することも容易に示すことができる．したがって，SET BASIS は MNV
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に多項式変換可能である．
前述のように，SET BASISは NP完全である．さらに，MNVは NPに属するから，
MNVは NP完全である． 2





代表的な NP 完全問題の一つとして頂点被覆問題が知られている [16]．次の問題 VC
は，通常の頂点被覆問題の入力にある制約を加えたものである．
［問題 VC］
入力： どの頂点の次数も 2以上である連結単純グラフ GH = (V (H); E(H))と自然数
kV C（ jV (H)j）．
問題： GH は要素数 kV C 以下の頂点被覆をもつか． 2
頂点被覆問題の NP 完全性の証明は文献 [16] に示されている．それを若干変更するこ
とによって，VCの NP完全性も示すことができる（詳細は省略する）．
以下，問題 VC から MNE への変換 fE を示す．グラフ GH において，V (H) =
fv1; v2;    ; vng，E(H) = fe1; e2;    ; emgであるものとする．GH と自然数 kV C から，
MNEの入力として，3階層グラフ G = (V;E) と自然数 KE を作る．Gの第 1～3階層
の頂点の集合を，それぞれ，V1; V2; V3 と表す．
まず，各頂点 vi 2 V (H)に対応して頂点を作り，それを V3 の要素とする．V3 には，こ
れらとは異なる頂点 X も加える．次に，各辺 ej 2 E(H)に対応して頂点を作り，それを
V1 の要素とする．簡単のため，vi; ej に対応する（Gの）頂点も，それぞれ，vi; ej と表
すことにする．V2 は 1頂点 Y だけを含むものとする．
V = V1 [ V2 [ V3; (4.7)
V1 = fej j ej 2 E(H)g; (4.8)
V2 = fY g; (4.9)
V3 = fvi j vi 2 V (H)g [ fXg (4.10)
である．
GH において，各辺 ej の端点を aj ; bj とする．このとき，ej に対し，3 本の辺
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E(j) [ f(Y; v) j v 2 V3g (4.11)
とする．最後に，自然数KE を次のように定める．
KE = 2m+ 2n+ kV C + 1: (4.12)
例えば，図 4.7(a)のグラフをGH とすると，Gは同図 (b)のようになる．また，kV C = 2
であればKE = 21となる．
X v1 v2 v3 v4
Y



















jV j = n+m+ 2，jEj = 3m+ n+ 1であるから，上記の変換 fE は，n;mに関する多
項式時間で実行可能である．次の補題が成立する．
補題 4.1 グラフ GH が要素数 kV C 以下の頂点被覆をもつならば，Gは KE 辺実現可能
である．
（証明）GH が要素数 kV C 以下の頂点被覆 CV をもつものとする．Gに対し，X 以外の
各頂点 vi 2 V3 に対応してダミー頂点 d(vi)を作る．GH の各辺 ej = (aj ; bj)に対して，
Gの各頂点 ej 2 V1 を d(aj)及び d(bj)とつなぐ．各ダミー頂点 d(vi)は vi 2 V3 とつな
ぎ，さらに vi 2 CV であれば X 2 V3 ともつなぐ．CV は GH の頂点被覆であるから，
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このようにして得られるグラフが Gの実現であることは明らかである．辺数は，
2m+ n+ jCV j+ n+ 1  KE (4.13)
であるから，GはKE 辺実現可能である． 2
例えば，kV C = 2とすると，図 4.7(a)のグラフ GH は要素数 kV C の頂点被覆 fv2; v3g
をもつ．これに対応して，補題 4.1証明で述べた方法によりダミー頂点と辺を定めれば，
図 4.7(c)のようになり，辺をKE = 21本にすることができる．
以下では，Gが KE 辺実現可能であるときに，GH が要素数 kV C 以下の頂点被覆をも
つことを示す．Gの任意の実現において，第 2階層に作られた各ダミー頂点 dに対し，連
続する第 3階層の頂点の集合を Ad と表す．また，V1 の各頂点 ej に対して，それに隣接
するダミー頂点のことを，ej がもつダミー頂点と呼ぶ．以下，Gが KE 辺実現可能であ
るときに，次の条件 1～4を満たしてKE 辺実現可能であることを順に示す．
(条件 1) V1 の任意の頂点 ej がダミー頂点 d; d0 をもつとき，Ad; Ad0 のどちらも他方を
包含していない．
(条件 2) V1 のどの頂点 ej も三つ以上のダミー頂点をもたない．
(条件 3) V1 の各頂点 ej が二つのダミー頂点をもつ．
(条件 4) GH の任意の辺 ej = (aj ; bj)に対し，頂点 ej 2 V1 が Ad = faj ; bjgとなるダ
ミー頂点をもたない．
補題 4.2 グラフ G が KE 辺実現可能であれば，条件 1 を満たして KE 辺実現可能で
ある．
（証明）辺数が KE 以下の G の任意の実現を考える．ある頂点 ej = (aj ; bj) 2 V1 が
Ad  Ad0 なるダミー頂点 d; d0 をもつとき，2.2で述べた条件 (A), (B)に違反すること
なく，辺 (ej ; d0)を削除することができる（図 4.8に一例を示す）．条件 1に違反する頂点











図 4.8: 補題 4.2証明に対する例
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補題 4.3 グラフ Gが KE 辺実現可能であれば，条件 1, 2を満たして KE 辺実現可能で
ある．
（証明）辺数が KE 以下で，条件 1 を満たした任意の実現を考える．V1 のどの頂点
ej = (aj ; bj) も四つ以上のダミー頂点をもっていないことは容易に確認することができ
る．ある頂点 ej が三つのダミー頂点をもつとき，条件 1より，それらに接続する辺の状
態は図 4.9(a)左, (b)左のいずれかである．それぞれについて，図中の右側のように変更
を行う．これらの変更によって，辺数を増やさず，かつ条件 (B)に違反することなく，条
件 2に対する ej での違反をなくすことができる．このような処理を必要に応じて繰返す
ことにより，条件 1, 2を満たした実現が得られる． 2





X aj bj X aj bj
(b)
図 4.9: 補題 4.3証明の説明図
補題 4.4 グラフ GがKE 辺実現可能であれば，条件 1～3を満たして KE 辺実現可能で
ある．
（証明）辺数がKE 以下で，条件 1, 2を満たした任意の実現 RLを考える．RLにおいて，
頂点 ej = (aj ; bj) 2 V1が，ただ一つのダミー頂点 dをもつものとする．Ad = faj ; bj ; Xg
である．
GH では任意の頂点の次数が 2 以上であったため，頂点 aj に接続する別の辺 ek =
(aj ; bk) が存在する．GH は単純であったので，bj 6= bk である．RL において，頂点 ek
がもつダミー頂点の状態は次のいずれかである．
(i) ek は二つのダミー頂点をもち，それらの一方 d0 に対して Ad0 が fajg あるいは
faj ; Xgに等しい．
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(ii) ek は二つのダミー頂点をもつ．それらの一方 d0 に対して Ad0 = faj ; bkgであり，も
う一方 d00 に対して Ad00 は fXgあるいは fbk; Xgである．
(iii) ek は一つのダミー頂点 d0 のみをもち，Ad0 = faj ; bk; Xgである．
(i)の場合，図 4.10(a), (b)のように，ej と d0 の間に辺を加え，Ad0 の頂点と dとの間
の辺を削除する．(ii)の場合，図 4.10(c)のように，新しいダミー頂点 ddを設け，それを
頂点 ej ; ek; aj 及び X につなぐ．そして，辺 (d; aj); (d;X); (d0; aj) 及び (ek; d00)を削除
する．(iii)の場合，(ii)の場合と同様，新しいダミー頂点 ddを設け，それを頂点 ej ; ek; aj
及びX につないだ後，d; d0 と aj ; X をつないでいた辺を削除する．図 4.10(d)参照．GH
が多重辺をもたず，かつ RL が条件 (B) を満たしていたことより，(i) の場合 d に隣接
していた V1 の頂点は ej のみであり，(ii), (iii)の場合 d; d0 に隣接していた V1 の頂点は
ej ; ek のみである．したがって，上記のようにしても条件 (B)に違反することはない．
(d)
bk X aj bj bk X aj bj(b)









































図 4.10: 補題 4.4証明の説明図




補題 4.5 グラフ GがKE 辺実現可能であれば，条件 1～4を満たして KE 辺実現可能で
ある．
（証明）辺数が KE 以下で，条件 1～3を満たした任意の実現 RL を考える．RL におい
て，頂点 ej = (aj ; bj) 2 V1 が Ad = faj ; bjgなるダミー頂点 dをもつものとする．条件 3
より，ej はもう一つのダミー頂点 d0 をもつ．Ad と Ad0 の間に包含関係がないから，Ad0
は faj ; Xg, fbj ; Xg, fXgのいずれかである．
Ad0 = faj ; Xg であれば，図 4.11(a) に示すように辺 (d; aj) を削除する，また Ad0 =
fbj ; Xg であれば辺 (d; bj) を削除する．d に隣接していた V1 の頂点は ej だけであるか
ら，いずれの場合も条件 (B) に違反することはない．よって，Ad0 が faj ; Xg あるいは
fbj ; Xgであれば，条件 1～3を満たしたまま，かつ辺数を増やすことなく，条件 4に対
する ej での違反をなくすことができる．
Ad0 = fXg であるものとする．グラフ GH では，頂点 aj に接続する別の辺 ek =
(aj ; bk)が存在する．RLにおいて，頂点 ek がもつ二つのダミー頂点のうち，頂点 aj に隣
接しているものを d00とする（ek がもつ二つのダミー頂点が共に aj に隣接している場合に
は，任意に一方を選ぶ）．Ad00 は，fajg; faj ; Xg; faj ; bkgのいずれかである．Ad00 = fajg
の場合，図 4.11(b) のように，d00 を頂点 ej ; X とつなぎ，辺 (ej ; d0) 及び (d; aj) を削除
する．また，Ad00 = faj ; Xg の場合，図 4.11(c) のように，d00 を ej とつなぎ，やはり
辺 (ej ; d0) 及び (d; aj) を削除する．これらの場合，辺 (d; aj) を削除しているが，d に
隣接していた V1 の頂点は ej のみであるから，条件 (B) に違反することはない．一方，
Ad00 = faj ; bkgの場合には，新しいダミー頂点 ddを作る．そして，辺 (ek; d0)が存在し
ていなかった場合には図 4.11(d)，存在していた場合には同図 (e)のように辺のつなぎ換
えを行う（前者の場合，頂点 d00 の削除も行う）．いずれの場合も d; d00 に隣接していた V1
の頂点は ej ; ek のみであるから，このような処理によって条件 (B) に違反することはな
い．以上より，Ad00 が fajg; faj ; Xg; faj ; bkg のいずれであった場合も，条件 1～3 を満




補題 4.6 グラフ Gが KE 辺実現可能ならば，グラフ GH は要素数 kV C 以下の頂点被覆
をもつ．
（証明）グラフ GがKE 辺実現可能ならば，補題 5より，条件 1～4を満たしてKE 辺実
現可能である．そのような任意の実現において，V1 の頂点に隣接していないダミー頂点
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図 4.11: 補題 4.5証明の説明図
である．
RLでは，各頂点 ej = (aj ; bj) 2 V1 がもつダミー頂点は二つであり，それらの Ad は
fajg, fbjg, faj ; Xg, fbj ; Xgのいずれかである．Ad が X を含むようなダミー頂点すべ
てからなる集合を S とおき，それら以外のダミー頂点の集合を S とおく．明らかに
jSj+ j Sj  n (4.14)
が成立する．各 d 2 S に対しては jAdj = 2であり，各 d 2 S に対しては jAdj = 1であ
る．V1 の頂点及び Y に接続する辺も考えると，RLにおける辺の総本数は 2jSj+ j Sj+
2m+ n+ 1である．この値がKE = 2m+ 2n+ kV C + 1を超えないので，
2jSj+ j Sj  n+ kV C (4.15)
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が成立する．ここで式 (4.14)より n+ jSj  2jSj+ j Sjであるから，jSj  kV C が導
かれる．
S に対応して，GH の頂点の集合 S を
fv 2 V (H) j Ad = fv;Xgなる dが Sに存在 g
と定める．RLにおいて，V1 の各頂点 ej が S の少なくとも一つの頂点に隣接している
ことより，S は GH の頂点被覆である．jSj  jSj  kV C であるから，GH は要素数
kV C 以下の頂点被覆をもつことになる． 2
前述のように問題MNEはクラス NPに属する．変換 fE は n;mに関する多項式時間
で実行可能であるから，補題 4.1, 4.6より，問題 VCはMNEに多項式変換可能である．
VCは NP完全であるから，次の定理が成立する．
定理 4.2 問題MNEは NP完全である． 2




















ダミー頂点導入後の階層グラフにおいて，ある階層の頂点のある集合 V S とすぐ下の階
層の頂点のある集合 V S0 に対し，V S [ V S0 から誘導される部分グラフ G0 が完全 2部グ
ラフをなすとき，G0 の辺集合を完全 2部辺集合と呼ぶことにする．階層グラフの直交描
画アルゴリズム [9]～[11]では，連続する 2階層ごとにそれらの間の辺の集合を完全 2部
辺集合に分割し，同じ完全 2部辺集合に属する辺の経路が垂直・水平線分の一部を共有す
ることを許して，各完全 2部辺集合を辺の交差なしに描く．分割された完全 2部辺集合の





jV Sjが 1に限るという制限を設けている．また，文献 [11]は，jV Sj  2である高階辺も
考えているが，各高階辺の描画に用い得る水平線分の本数を 1以下に制限している．これ
































最初に，有向グラフに関するいくつかの定義を示す．任意の有向グラフを G = (V;E)
とする．頂点 v から w に向かう有向辺を (v ! w)と表す．Gの任意の頂点 v に対し，v
から出る辺を射出辺と呼び，その集合を E+G(v) と表す．また，v に入る辺を射入辺と呼
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び，その集合を E G(v) と表す．射入辺をもたない頂点をソースと呼び，射出辺をもたな
い頂点をシンクと呼ぶ．頂点の任意の集合 V 0  V に対して，G から V 0 の全ての頂点
（及びそれらに接続する辺）を削除して得られるグラフを G   V 0 と表す．また，辺の任
意の集合 E0  E に対して，Gから E0 の全ての辺を削除して得られるグラフを G   E0
と表す．
ER を E の任意の部分集合とする．もし，Gの任意の有向閉路に対して，ER がその上




ダミー頂点を導入後の階層グラフを G と表し，その階層を上から順に V 1 ; V 2 ; : : : ; V h
とする．本研究で求める直交描画 ~Gは，次の描画条件を満たすものである．
（描画条件）G において辺 (v; w) （v 2 V i ; w 2 V j ; i < j）が存在するときかつそのと




G において，ある階層 V i の頂点のある集合 V S とすぐ下の階層 V i+1 の頂点のある集
合 V S0 に対し，V S [ V S0 から誘導される部分グラフ G0 が完全 2部グラフをなすとき，
G0 の辺集合を完全 2部辺集合と呼ぶことにする．階層グラフの直交描画アルゴリズムで




を頂点の集合 V S [ V S0 で表すことがある．例えば，図 1.1(d) の直交描画 (図 5.2 に再








本研究では，各高階辺 e = V S [ V S0（V S  V i , V S0  V i+1）の描画は，基本的に
V S の頂点を垂直線分とたかだか 1本の水平線分を用いてつなぎ，V S0 の頂点を垂直線分
とたかだか 1 本の水平線分を用いてつないで，それらの水平線分間を垂直線分で接続し
たものとする．V S の頂点をつなぐための水平線分を eの上水平線分と呼び，V S0 の頂点
をつなぐための水平線分を下水平線分と呼ぶ．図 5.1(a)右の例では，lが上水平線分であ
り，Lが下水平線分である．図 5.1(b)の例では，jV Sj = 1であり，上水平線分を作って
いない．
直交描画において，異なる高階辺の線分が交差する回数を辺交差数と呼ぶ．例えば，
図 5.3(a), (b) の描画の辺交差数は，それぞれ，8; 2 である．図 5.3(a) の例のように，





階辺に含まれるある頂点に垂直線分で接続される．l の左端点が頂点 v に接続されると
き，x(v)を l の左仮座標と呼ぶ．同様に，l の右端点が頂点 w に接続されるとき，x(w)
を l の右仮座標と呼ぶ．2階層グラフの直交描画の例を図 5.4に示す．ここで，例えば水
平線分 L2 の左仮座標は 1であり，右仮座標は 7である．実際に水平線分 lを描画すると
きの左右端点の x 座標のことを実座標と呼ぶ．水平線分の左右端点の実座標は左右仮座
標に一致するとは限らない．例えば，ある水平線分 lの右端点が垂直線分を介して実頂点


















各水平線分 lに対し，その左仮座標を left(l)，右仮座標を right(l)と表す．lの線分長
を right(l)   left(l)と定義する．更に各高階辺 eについて，上下水平線分の線分長の和
を，eの水平線分長和と呼び，sl(e)と表す．ただし，eの上水平線分が存在しないとき，
その線分長は 0として計算する．eの下水平線分がないときも同様である．例えば図 5.4










第 4段階： 頂点の x座標の決定
第 5段階： 各高階辺の各垂直・水平線分の座標の決定と高階辺の描画
第 1段階では，与えられた階層グラフGに対し，第 4章の 4.3.1で示したダミー頂点の
共有化を行うの方法を実行することにより，ダミー頂点数が比較的少ない階層グラフを求
める．得られたグラフを G = (V ; E)と表し，その階層を上から順に V 1 ; V 2 ; : : : ; V h
と表すことにする．
第 2段階では，最終的に求める直交描画の辺交差数を小さくすることを意図して，高階
辺の集合 EHP を決定する．この段階の詳細は 5.4で述べる．
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第 4段階では，総水平線分長和を最小とするように V  の頂点の x座標を定める．提案
法 3 では，この問題を線形計画問題に帰着し，ソルバー SCIP[24] を用いて解いている．
この段階の詳細は 5.5で説明する．




提案法 3 の第 2 段階では，各整数 i = 1; 2; : : : ; h   1 について，V i と V i+1 の頂点を
結ぶ高階辺の集合 EHPi を決定する．集合 V i [ V i+1 から誘導される G の部分グラフを
Gi と書き，このグラフにおける各頂点 v の隣接頂点の集合を Nv と表すことにする．辺
交差数を少なく抑えるためには，Gi において，できるだけ辺の多い完全 2部部分グラフ
を見つけ，その辺集合を高階辺にすることが望ましい．しかし，2部グラフにおいて，辺




EHPi を決定する手続きの概略を図 5.5に示す．この手続きの (2)では，辺数が多い極
大完全 2部部分グラフで 3頂点以上を含むものを見つけ，対応する高階辺を作っている．
この処理を可能な限り繰返した後，(3)では 2頂点からなる高階辺の決定をしている．
集合 EHP1 [ EHP2 [    [ EHPh 1 を EHP とする．
5.5 頂点の座標の決定
階層グラフ G に対して，高階辺の集合 EHP を決定し，各階層 V i (i = 1; 2; : : : ; h)に
おける頂点の順序を定めたものとする．以下，直線描画に対する文献 [5]と同様，頂点の
x座標を決定する問題を線形計画問題に帰着する．
各階層 V i において左から j 番目（1  j  jV i j）に置く頂点を vji と表す．提案法 3
の第 4段階では，
(a) 各 i = 1; 2; : : : ; h; j = 1; 2; : : : ; jV i jに対して，x(vji )は非負整数．
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(1) EHPi  ;とする．
(2) Gi に次数 2以上の頂点がなくなるまで，次の (2a)(2c)を実行する．
(2a) num edges 0; M1  ;, M2  ;とする．
(2b) 同一階層（V i あるいは V i+1）の全ての異なる 2頂点 v; w に対して，次の (2b1)
(2b3)を実行する．
(2b1) V S  fv; wg, V S0  Nv \Nw とする．
(2b2) V S の要素以外に V S0 の全要素に隣接している頂点が存在すれば，それら
を全て V S に加える．
(2b3) jV Sj  jV S0j > num edgesならば，M1  V S,M2  V S0, num edges 
jV Sj  jV S0jとする．
(2c) 高階辺M1 [M2 を EHPi に加え，M1 の頂点とM2 の頂点を結ぶ辺を全て Gi か
ら削除する．
(3) Gi に残った各辺 (v; w)に対して，高階辺 fv; wgを EHPi に加える．
図 5.5: 高階辺の集合 EHPi を定める手続きの概略






各高階辺 e 2 EHPi に対して，階層 V i の頂点で eに含まれるもののうち，最も左のも
のを vj1i ，最も右のものを v
j2
i とする．更に，階層 V i+1 の頂点で eに含まれるもののう
ち，最も左のものを vj3i+1，最も右のものを v
j4
i+1 とする．eの上下水平線分は 1 本の垂直









sl(e) = (x(vj2i )  x(vj1i )) + (x(vj4i+1)  x(vj3i+1))
+ maxfx(vj3i+1)  x(vj2i ); 0g
+ maxfx(vj1i )  x(vj4i+1); 0g (5.1)
maxfx(vj3i+1)  x(vj2i ); 0gを ae，maxfx(vj1i )  x(vj4i+1); 0gを be とそれぞれおき，次の
(c), (d)を制約条件に追加する．
(c) 各高階辺 e 2 EHP について，ae; be は非負整数．
(d) 各高階辺 e 2 EHP について，ae  x(vj3i+1)  x(vj2i ) かつ be  x(vj1i )  x(vj4i+1)．
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このようにして，総水平線分長和を最小化する問題は，fvji j i = 1; 2; : : : ; h, j =






バ―SCIP[24]を用いて解くことにより G の全頂点の x座標を決定する．
5.6 高階辺の線分の座標決定












ステップ 4： 各高階辺の上下水平線分を結ぶ垂直線分の x座標を変更することにより，
辺交差数の削減を試みる．




ステップ 1では，EHPi 中の各高階辺 e = V S [ V S0（V S  V i , V S0  V i+1）に対し
て水平線分を作る．まず，V S の頂点をつなぐ上水平線分 lと V S0 の頂点をつなぐ下水平
線分 L を作る．ただし jV Sj = 1 であれば，便宜上 l は長さ 0 の水平線分とする．同様
に，jV S0j = 1 であれば L は長さ 0 の線分とする．l の左仮座標 left(l) の値は，V S に
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(a) e = {1, 2}
5 6 5 6
図 5.6: 水平線分の延長
属する頂点のうち最も左にあるものの x座標とし，右仮座標 right(l)の値は V S 中の最
も右にある頂点の x 座標とする．L の左右仮座標も同様に定める．長さ 0 の水平線分に
ついては，左右の仮座標が同じ値になる．このとき，もし right(L) < left(l) 若しくは
right(l) < left(L)であれば，l 若しくは Lを以下のように延長し，左右仮座標の更新を
行う．
 lの長さが 0であれば，V S が含む唯一の頂点の x座標まで Lを延長する．図 5.6(a)
に例を示す．
 lの長さが 0でなければ，Lの近い方の端点の x座標まで lを延長する．図 5.6(b)に
例を示す．
5.6.3 ステップ 2
ステップ 1で定めた各水平線分 lに対して，開区間 (left(l), right(l))を OIl と書くこ
とにする．ステップ 2では，各高階辺 e 2 EHPi に対し，上水平線分 lと下水平線分 Lを
結ぶ垂直線分に仮の x座標 txe を割当てる．txe は，l と Lの左右仮座標の中から，以下
の単純な規則に従って定める．
(i) l の左仮座標が L の左右いずれかの仮座標に等しいとき，txe = left(l) とする．図
5.7(a), (b)参照．
(ii) (i) の条件を満たさず，l の右仮座標が L の左右いずれかの仮座標に等しいとき，
















(iii) (i), (ii)の条件を満たさず，Lの右仮座標を OIl が含むとき，txe = right(L)とする．
図 5.7(e)参照．





る集合を USi，下水平線分全てからなる集合を LSi とする．
5.6.4 ステップ 3
5.6.4.1 水平線分の配置に関する制約
USi [ LSi に属し，かつ OIl \ OIl0 = ;である任意の 2 本の水平線分 l; l0 に対し，そ
れらに接続する垂直線分のことを考慮しなければ，l; l0 の端点の実座標を適切に定めるこ
とによって，lと l0 が互いに重ならないようにしながら，同じ y 座標を割当てることがで
きる．しかし，次の条件を満たす高階辺 e; e0 2 EHPi が存在する場合には，水平線分の y
座標の決定の際に注意が必要である．
（クロス条件）高階辺 e; e0 が共に線分長 1以上の上下水平線分をもつものとする．eの上
下水平線分を le; Le とし，e0 の上下水平線分を le0 ; Le0 としたとき，








高階辺 e; e0 がクロス条件を満たすとき，それらの上水平線分に異なる y 座標を与える
か，下水平線分に異なる y 座標を与えるかのどちらかが必要となる．提案法 3では，この
ような場合，上水平線分に異なる y 座標を与えるものとする．
2本の水平線分 l; l0 に対して以下の (i), (ii)が成立するとき，l と l0 は互いに独立であ
るということにする．
(i) OIl \OIl0 = ;.
(ii) l; l0 はクロス条件を満たす 2本の高階辺の上水平線分ではない．
図 5.4において，例えば L1 は l1; L2 以外の水平線分と独立であり，L6 は他の全ての水
平線分と独立である．l4 と l5 はクロス条件を満たす高階辺の上水平線分であるので，互












EHPi の高階辺に含まれる頂点の x 座標全てからなる集合を XSi とする．更に，任意
の t 2 XSi に対し，V i と V i+1 の間に存在し，x座標が tの頂点に接続する垂直線分全









V Lt に属する任意の垂直線分 vl に対して，右仮座標が tの水平線分 l が接続している
とき l は左方向であるといい，左仮座標が tの水平線分 l が接続しているとき l は右方向
であるという．また，分岐点で vl に接続し，左右に伸びている水平線分 l は両方向であ






































図 5.10: 定理 5.1証明の説明図
（証明）LSi [ USi の全ての水平線分に対して，制約 1，2を満たす範囲で任意に y 座標
を割当てた後，各 t 2 XSi に対して，V Lt の垂直線分を，タイプ 1; 2; : : : ; 5の順に左か
ら並べ，（x座標が tの頂点に接続する範囲で）x座標を定めるものとする．ただし，ここ






同じ y 座標をもつ 2本の水平線分 l; l0 が互いに重なったものと仮定する．水平線分への y
座標の割当てが制約 2に従ったものであることより，l と l0 は互いに独立であり，それら
の一方は左方向，他方は右方向である．一般性を失うことなく，l が左方向，l0 が右方向
であるものとする．lが接続する垂直線分を vl，l0 が接続する垂直線分を vl0 とする．lと
l0 が重なることより，vl0 が vl より左に置かれている．図 5.10(a)参照（図を見やすくす
るため，lと l0 の y 座標を少しずらして描いている）．
vl0 は右方向の l0 に接続しているから type(vl0)は 2, 4, 5のいずれかであり，vlは左方
向の lに接続しているから type(vl)は 1, 2, 4のいずれかである．type(vl0)  type(vl)で
あるから，type(vl0); type(vl)は共に 2あるいは 4であることになる．
type(vl0) = type(vl) = 2であるとすると，lは下水平線分，l0 は上水平線分であること
になる．vl0 に接続している下水平線分を l00 とする．制約 1より，l0 は l00 より下に置か
れていないから，lが l00 より上に置かれていることになる．図 5.10(b)参照．これは，下
水平線分がより上に配置されているものをより左に置くとしたタイプ 2の垂直線分の並べ
方に矛盾する．よって，vl0; vl のいずれかはタイプ 2ではない．vl0; vl のいずれかがタイ
プ 4でないことも同様にして証明できる．
type(vl0) = 2; type(vl) = 4 であるものとする．vl0 が vl より左にあるので，vl0; vl に
接続する下水平線分は重なり得ない．よって，l0; lは共に上水平線分である．しかし，l0; l
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をもつ高階辺はクロス条件を満たしているから，l0 と l は独立ではなく，それらが同じ
y 座標をもつことは制約 2に反する．よって，type(vl0) = 2; type(vl) = 4であることも
ない． 2
直交描画において，同一の y 座標をもつ水平線分の極大な集合のそれぞれを水平
線分群と呼ぶ．図 5.4 の描画では，11 本の水平線分が五つの水平線分群 fl1; l3; l5g,





ステップ 3 では，互いに独立でない水平線分の上下関係を制約 1, 2 の下で定めた後，









任意の有向グラフを GB = (VB; EB) とする．任意の 2 頂点 v; w 2 VB に対し，
(v ! w) 2 EB であるとき且つそのときに限り (w ! v) 2 E であるならば，GB を双方
向グラフと呼ぶ．双方向グラフ GB には，(v ! w); (w ! v)のように，同じ 2 頂点の間
を結ぶ逆方向の有向辺の対が含まれる．このような各対のことを逆並行辺対と呼ぶ．ま
た，以下の 2条件を満たす有向グラフ GCB = (VCB ; ECB)を複合双方向グラフと呼ぶこ
とにする．
(a) VCB = V1 [ V2（V1 \ V2 = ;）, ECB = E1 [ E2 [ E3 であり，部分グラフ
(V1; E1); (V2; E2)のそれぞれが双方向グラフである．
(b) E3  f(v ! w) j v 2 V1; w 2 V2gである．
水平線分の集合 USi [ LSi から，各辺に重み，長さという 2種類の値を与えた有向グ





H [ V LH ; (5.3)
EH = E
U
H [ ELH [ EBH (5.4)
である．ここで，
V UH = fl j l 2 USig; (5.5)
V LH = fL j L 2 LSig; (5.6)
EUH = f(l! l0); (l0 ! l) j l; l0 2 USi かつ lと l0は互いに独立でない g; (5.7)
ELH = f(L! L0); (L0 ! L) j L;L0 2 LSi かつ Lと L0は互いに独立
でない g; (5.8)
EBH = f(l! L) j l 2 USi; L 2 LSi かつ lと Lは同じ高階辺の水平
線分であるか，互いに独立でない g (5.9)
である．H の部分グラフ (V LH ; ELH)，(V UH ; EUH)はそれぞれ双方向グラフであり，H は複
合双方向グラフである．(V LH ; ELH) は，区間集合 fOIL j L 2 LSig に対する区間グラフ
の各辺を逆並行辺対で置き換えたものであり，(V UH ; EUH) は，fOIl j l 2 USig に対する
区間グラフにクロス条件を考慮した辺を加えた後，各辺を逆並行辺対で置き換えたもので
ある．また EBH は，制約 1, 2に従って水平線分の上下関係を制限するためのものである．
例として，図 5.4（図 5.11(a)に再掲）の水平線分の集合に対する複合双方向グラフ H を




H の各辺の重みは以下のように定める．まず，EBH の辺の重みは全て 0 とする（図
5.11(b) では EBH の辺の重みは省略している）．EUH の各辺 (l ! l0) については，水平線
分 lを l0 より上に置いたとき，l; l0 及びそれらに接続する垂直線分が作る辺交差の個数を
重みとして与える．l と l0 が上階層 V i の同じ頂点 v につながっている場合，v に接続す
る垂直線分の x座標の大小は，辺交差の個数が小さくなるように一時的に定めるものとす
る．ELH の各辺についても同様である．例えば図 5.11(a) の L1 と L2 に注目すると，これ
らはいずれも下階層の左端の頂点につながっている．L2 を L1 より上に置く場合，L1; L2
のいずれの左端点をより左に置いても辺交差の個数は 2であるから，辺 (L2 ! L1)の重
みは 2とする．一方，L1 を L2 より上に置く場合，図 5.11(c)に示すように，L1 の左端点
を L2 の左端点より左にすると辺交差は 1箇所，右にすると辺交差は 2箇所となる．よっ
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図 5.12: 複合双方向グラフ H では考慮していない辺の交差の例
可能性のある辺交差の個数のみを反映している．例えば図 5.12において，高階辺 f2; 6g,
f3; 4; 7gはいずれも下水平線分をもっていない．このような高階辺の垂直線分が，上水平
線分をもたない高階辺の下水平線分（図 5.12では L）と交差する回数は，制約 1, 2の下
では水平線分の順序によらない（図 5.12において，l を Lより下に配置すれば辺交差数




H の各辺の長さは以下のように定める．EUH [ ELH の辺の長さは全て 1とする．EBH の
各辺 (l! L)については，lと Lが同一高階辺の上下水平線分で，互いに独立であるとき
のみ長さを 0とし，それ以外の場合は長さを 1とする．図 5.11(b)では，長さが 1の辺の
長さは全て省略している．
制約 1, 2より，EBH の各辺 e = (l! L)に対して，その長さが 1であれば，直交描画に
おいて水平線分 lを Lより上に配置する必要がある．一方，eの長さが 0であれば，水平




［問題］複合双方向グラフ H の最大重み最小帰還辺集合 ER のうち，H   ER におけ
る最長道の長さが最小となるものを求めよ． 2
図 5.11(b)の複合双方向グラフ H の場合，この問題の最適解の一つは
ER = f(l2 ! l1); (l2 ! l3); (L2 ! L1); (L3 ! L2); (L3 ! L4); (L4 ! L2)g
である．この ER に対するH  ER を図 5.13(a)に示すのグラフに残った辺の重みの総和
は 8であり，最長道（例えば [l1; l2; L2; L5; L3]）の長さは 4 である．残った辺の向きに従
い，5.6.4.3で後述する方法によって水平線分群とそれらの y 座標を定めることにより，






ての辺の長さが 1 である有向グラフ (V 0; E0) が与えられたときに，要素数ができるだけ




































図 5.13: グラフ H   ER とそれから得られる直交描画
(i) ER \ EBH = ;:
(ii) ER は，各逆並行辺対からちょうど 1本の辺を含む．
（証明）H には V LH の頂点から V UH の頂点に向かう辺がないので，(i) は明らかである．
任意の逆並行辺対 p に対して，ER は p 中の辺を少なくとも 1 本は含む．ある逆並行辺
対 p = f(l ! l0); (l0 ! l)g に対して，ER が p の両方の辺を含むものと仮定する．グ
ラフ H   ER はアサイクリックである．このグラフが頂点 l から l0 への有向道をもつ
場合，H   ER に辺 (l ! l0) を加えてもアサイクリックであるから，ER   f(l ! l0)g
が H の帰還辺集合になる．逆に，H   ER が l から l0 への有向道をもたない場合には，
ER   f(l0 ! l)gが H の帰還辺集合になる．いずれの場合も ER が最小帰還辺集合であ
ることに矛盾するから，ER は p中の辺をちょうど 1本含む． 2
系 5.1 H の任意の最小帰還辺集合は jEUH [ ELH j=2本の辺を含む． 2
アルゴリズムMWFASは，ER を空集合とした後，それが H の最小帰還辺集合になる
まで辺を加えていく．それと共に，ER に加えないと決めた辺を，別の集合 EX に加えて
いく（グラフ (VH ; EX)は常にアサイクリックであるようにする）．最初 EX = EBH とし，
EUH [ ELH 中のある辺 (l! l0) 2を ER に加えたときには (l0 ! l)を EX に加える．
MWFASは，ER; EX 以外に，あるグラフH 0 を管理する．H 0 は，最初H  EBH とし，





H 0  H 0   fvgとし，孤立点ができれば削除する．このような処理を，H 0 = (;; ;)と
なるまで繰返す．
MWFAS実行中の各時点において，H 0 の頂点のうち，(射入辺の重みの総和)   (射出
辺の重みの総和)が最大のものを重み差最大点と呼ぶ．MWFASでは頂点 v の射入辺を
ER に加えるので，ER の辺の重みの総和を大きくするために，重み差最大点の集合 P を
求め，その中から v を選択する．
この選択を行う際には，グラフ (VH ; EX)（最終的にH ER になる）の最長道長，及び
各頂点を含む有向道の長さの最大値をできるだけ増やさないことを考える．そのために，
文献 [20]と同様に，各頂点 v に対して二つの値 fv; bv を保持する．MWFAS実行中の各
時点の (VH ; EX)において，fv はソースから vへの有向道の長さの最大値である（グラフ
(VH ; E
X)はアサイクリックであるから，vがソースであるか，あるソース w（ 6= v）から
v への有向道が存在する）．また bv は v からシンクへの有向道の長さの最大値である．fv
を vの Fランク，bv を Bランクと呼び，fv + bv をランク和と呼ぶ．また，全頂点のラン
ク和のうちの最大値を最大ランク和と呼ぶ．(VH ; EX)において，各頂点 v のランク和は
v を通る有向道の長さの最大値であり，最大ランク和は最長道長である．各頂点の Fラン
ク及び Bランクの計算と更新は，文献 [20]に述べられているのと同様の方法により行う．
P の中から v を選択する際には，各頂点 v 2 P について，それを v とした後の最大
ランク和を計算し，その値が最小となる頂点の集合 P 0 を求める．そして，（文献 [20]で





(1) ER  ;，EX  EBH とする．
(2) H 0  H   EBH とし，delivを実行する．
(3) H 0 = (;; ;)となるまで，次の (3a)(3d)を実行する．
(3a) P  (H 0中の重み差最大点全てからなる集合)とする．
(3b) 集合 P 0 を求め，P 0 の中で Fランクが最小の頂点のうち，Bランクが最大のも
のを v とする．
(3c) ER  ER [ E H0(v)，EX  EX [ E+H0(v)とする．
(3d) H 0  H 0   fvgとし，delivを実行する．
図 5.14: アルゴリズムMWFASの概略
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補題 5.2 アルゴリズムMWFASが求める集合 ER は，複合双方向グラフ H の最小帰還
辺集合である．
（証明）H がもつ任意の有向閉路を C とする．C は EBH の辺を含まないから，C 上の全
ての辺は最初 H 0 に含まれている．MWFASの終了時に H 0 = (;; ;)となること，及び，
H 0 から辺を削除する操作が図 5.14(3d)の H 0  H 0   fvgのみであることを考えると，
MWFASの実行中に C 上のある頂点が v として選択され，C 上の少なくとも 1本の辺
が ER に加えられることが分かる．よって，ER はH の帰還辺集合になる．MWFASは，
ある辺 (l ! l0) 2 EUH [ ELH を ER に加えたとき，(l0 ! l)を EX に加える．よって最終
的に jERj = jEUH [ELH j=2となるから，系 1より，ER はH の最小帰還辺集合になる．2
MWFASの実行終了時の (VH ; EX)における最大ランク和に 1を加えた値を kとする．
以下では，この時点の各頂点のランクの値に基づいて，水平線分を k個の水平線分群に分
割する方法を説明する．上水平線分は上階層 V i の近くに，下水平線分は下階層 V i+1 の
近くに置いた方が，垂直線分の長さの総和が短くなって望ましい．このことも考慮して，
次のように，水平線分の集合 HSj（j = 1; 2; : : : ; k）を作成する．
HSj = fl 2 USi j fl = j   1g [ fL 2 LSi j bL = k   jg: (5.10)
次の二つの補題が成立する．
補題 5.3 2本の上水平線分 l; l0が互いに独立でないならば，それらはHS1;HS2; : : : ; HSk
のうちの異なる集合に属する．互いに独立でない下水平線分 L;L0についても同様である．
（証明）上水平線分 l; l0 が独立でないならば，複合双方向グラフH は頂点 l; l0 間に逆並行
辺対をもち，MWFAS実行終了時の (VH ; EX)においても，lと l0 の間には長さ 1の辺が
残る．よって，Fランクの定義より fl 6= fl0 となるから，l; l0 は HS1;HS2; : : : ; HSk の
うちの異なる集合に属する．互いに独立でない下水平線分 L;L0 についても同様である．
2
補題 5.4 上水平線分 lがHSj に，下水平線分 LがHSj0 に属するものとする．lと Lが
独立でなければ j < j0 である．また，lと Lが同一高階辺の水平線分であり，互いに独立
であるならば，j  j0 である．
（証明）l; Lが独立でないならば，MWFAS実行終了時の (VH ; EX)において，長さ 1の
辺 (l! L)が存在する．よって fl + 1  fL である．j = fl + 1より，
j  fL (5.11)
が成立する．最大ランク和が k 1であることより，fL+ bL  k 1である．bL = k  j0
であるので，
fL  j0   1 (5.12)
69
7
1 2 3 4 5
6 12111098
図 5.15: 垂直線分の移動による辺交差数が削減できる例
が成立し，式 (5.11)より j < j0 が導かれる．
lと Lが同一高階辺の水平線分であり，互いに独立であるならば，辺 (l! L)の長さは
0であるから，fl  fL となる．fl = j   1であるから j   1  fL となり，式 (5.12)より
j  j0 が導かれる． 2
補題 5.3, 5.4より，次の定理が導かれる．
定理 5.2 j = 1; 2; : : : ; k について HSj は独立線分集合である．さらに，HS1; HS2; : : : ;
HSk を水平線分群とし，この順に上から下へと配置したものは制約 1, 2を満たす． 2
階層 V i の頂点の y 座標を Yi，階層 V i+1 の頂点の y 座標を Yi +Dist とする．定理









各高階辺 e 2 EHPi について，上下水平線分をつなぐ垂直線分の仮の x 座標 txe をス
テップ 2で定め，それを用いて，ステップ 3で各水平線分の y 座標を決定した．しかし，
この仮の x座標を変更することにより，辺交差数を削減できる場合がある．例えば図 5.15
では，高階辺 f2; 3; 4; 7; 8; 11gの垂直線分の仮の x座標を，頂点 3の x座標と同じにする
ことによって，辺の交差を 1減らすことができる．
ステップ 4では，EHPi の高階辺 eを任意の順に見ていき，txe の値を変更することに
よって辺交差数を削減できるか否かを調べ，削減できる場合にのみそのような変更を行
う．その際，水平線分の y 座標は変更せず，水平線分の延長も行わないものとする．ま




線分の左右の端点の実座標が決まることになる．各高階辺 e 2 EHPi の上下水平線分をつ
なぐための垂直線分に関しては，x座標が txe の頂点と eの水平線分をつなぐ線分が存在
するから，それと同じ x座標を与える．以上により，V i と V i+1 の間の描画が完成する．
集合 XSi; V Lt（t 2 XSi）及び垂直線分のタイプを，5.6.4.1 で述べたように定義す
る．任意の垂直線分 vl 2 V Lt に対し，上側の端点の y座標を top(vl)，下側の端点の y座
標を bottom(vl) と表し，閉区間 [top(vl); bottom(vl)] を CIvl と表すことにする．更に，
任意の vl; vl0 2 V Lt に対し，CIvl \ CIvl0 = ;であるとき，vl と vl0 は独立であるとい
うことにする．互いに独立でない垂直線分には同じ x座標を割当てることはできない．
ステップ 5では，各 t 2 XSi に対し，定理 5.1の証明を考慮して，水平線分同士，垂直
線分同士の重なりが起こらないように V Lt の垂直線分を並べる．まず，互いに独立でな
く，タイプが異なる 2本の垂直線分は，タイプの値がより小さいものを左に置く．互いに
独立でなく，タイプが同じである垂直線分の順序は，そのタイプが 1, 3あるいは 5であ
れば，辺の交差数が少なくなるように定める．一方，タイプが 2あるいは 4である場合に
は，定理 5.1の証明で述べたように，接続する水平線分の y 座標に従って順序を定める．
これらのことに加え，垂直線分に割当てる x座標の個数を少なくすることも考える．その
ために，各 t 2 XSi ごとに有向グラフHt = (VHt ; EHt)を作成し，5.6.4.3で示したアル
ゴリズムMWFASを適用する．
グラフ Ht は，V Lt の垂直線分に一対一に対応した頂点をもつ．簡単のため，Ht の各
頂点を，対応する垂直線分と同じ記号で表すことにする．異なる垂直線分 vl; vl0 が互いに
独立なとき，それらのタイプに関わらず，頂点 vl; vl0 間に辺を設けない．vl; vl0 が独立で
ないときには，以下のようにして辺を作る．
(i) type(vl) < type(vl0)である場合，辺 (vl ! vl0)を作る．この辺の重みは（辺交差の
回数に関係なく）0とする．図 5.16(a)に例を示す．
(ii) type(vl) = type(vl0) かつこれらの値が 1, 3, 5 のいずれかである場合，2 辺 (vl !
vl0), (vl0 ! vl)を作る．(vl ! vl0)には，vlを vl0 より左に置いたときに，vl; vl0 及
びそれらに接続する水平線分が作る辺交差の個数を重みとして付ける．(vl0 ! vl)の
重みは，vl を vl0 より右に置いたときの辺交差の個数とする．vl; vl0 が共にタイプ 1
であるときの例を図 5.16(b)に示す．
(iii) type(vl) = type(vl0) = 2 である場合，接続する下水平線分がより上にある垂直線
分に対応する頂点から，もう一方の頂点に向かう辺を作る．図 5.16(c) に例を示す．
























図 5.16: グラフ Ht の辺の作成
線分に対応する頂点から，もう一方の頂点に向かう辺を作る．これらの辺の重みは
（辺交差の個数に関係なく）0とする．
Ht の全ての辺の長さを 1とする．上記の (i)及び (iii)で作った辺全てからなる集合を
EBHt とする．Ht では，type(vl) > type(vl
0) なる辺 (vl ! vl0) は存在しない．よって，
次の (a)が成立する．
(a) Ht には EBHt の辺を含む有向閉路は存在しない．
この (a)を用いれば，補題 5.1の証明と同様の議論により，次の (b)が導かれる．
(b) Ht の任意の最小帰還辺集合は jEHt   EBHt j=2 本の辺を含む．
H をHt，EBH を EBHt とそれぞれ読み替えて図 5.14のアルゴリズムMWFASを実行す
ることにより，Ht の帰還辺集合 ER で，Ht   ER の辺の重みの和，及び Ht   ER にお
ける最長道長が小さいものが得られる．この ER が Ht の最小帰還辺集合であることは，
上記の (a), (b)及び補題 5.2の証明と同様の議論により証明できる．
MWFAS の実行終了時の (VHt ; EX) における最大ランク和に 1 を加えた値を k0
とする．この時点の各頂点の F ランクの値に基づいて，V Lt を k0 個の部分集合
V LS1; V LS2; : : : ; V LSk0 に分割する．j = 1; 2; : : : ; k0 について，V LSj は，F ラン
クの値が j 1の頂点に対応する垂直線分からなる集合とする．5.6.4.3に示した補題 5.3
と同様，次の補題が成立する．
補題 5.5 2 本の垂直線分 vl; vl0 2 V Lt が互いに独立でないならば，それらは
V LS1; V LS2; : : : ; V LSk0 のうちの異なる集合に属する． 2
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最後に，x座標が tの頂点の幅の範囲内で k0 通りの x座標を定める．そして，各 V LSj
に属する垂直線分のそれぞれに，左から j 番目の x座標を与える．
5.7 計算機実験
提案法 3の有効性を確認するために計算機実験を行った．提案法 3では，第 5段階のス






各辺が非負の重みをもつ双方向グラフ GB = (VB ; EB) が与えられるものとする．
jEB j = 2z とし，EB = fe1; e2; : : : ; e2zgであるものとする．j = 1; 2; : : : ; 2z に対し，辺
ej の重みを wtj と表す．j = 1; 2; : : : ; z について，e2j 1 と e2j が逆並行辺対をなしてお
り，wt2j 1  wt2j であるものとする．
GB の最大重最小帰還辺集合を求めるための発見的手法として，アルゴリズムMWFAS
と同様に，重み差最大の頂点の選択を繰返すという方法が考えられる．以下に，そのよう
なアルゴリズム nd FAS を示す．
［アルゴリズム nd FAS］
(1) X  ;，G0B  GB とする．
(2) G0B から全ての孤立点を削除する．
(3) G0B = (;; ;)となるまで，次の (3a)(3c)を実行する．
(3a) G0B の頂点のうち，重み差が最大のものを任意に選び，v とする．
(3b) G0B における v の射入辺を全て X に加える．
(3c) G0B から頂点 v を削除し，さらに G0B から全ての孤立点を削除する．





小のもの Fmin を計算し，GB の最大重み最小帰還辺集合として EB   Fmin を出力する．
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Opt は，簡単な分枝限定法 [25] によるものである．図 5.17 に，Opt が用いる探索木
を示す．この木の高さは z であり，各葉の深さも z である．図 5.17 中に示したよう
に，j = 0; 1; : : : ; z   1 について，深さ j の各節点から左の子への辺には e2j+1 を，右
の子への辺には e2j+2 を，それぞれ割り当てている．Opt は，この木の節点を，先行順
(preorder)[26] で構成していく．
Optは，まず前処理として，次の (a), (b)を実行する．
(a) 各整数 j = 1; 2; : : : ; z について，
wt2j 1 = 0; wt2j = wt2j   wt2j 1 (5.13)
とする．辺の重みをこのように変更したグラフの最大重み最小帰還辺集合は，変更前
のグラフの最大重み最小帰還辺集合でもある．
(b) 重み変更後の GB に発見的手法 nd FAS を適用し，得られる集合を X とする．
E  X を初期暫定解とし，E  X の辺の重みの総和をWmin とする．




探索木の各節点 xに対し，根から xへの道上の辺に割り当てられている（EB の）辺を
全て集めて得られる集合を Ex とし，Ex に属する辺の重みの総和をWx とする．探索木
の根 rに対しては，Er = ;; Wr = 0とする．探索木の各葉 lに対する El は，EB の部分
集合で，各逆並行辺対からちょうど 1本の辺を含むものになっている．よって，El が有
向閉路を含まないような葉 l のうち，Wl が最小のものを見つけ，Fmin = El とすればよ
いことになる．
74
探索木のある節点 p から子 x をたどったものとする．p と x の間の辺に割り当てられ
た（EB の）辺が ek = (v ! w)であるものとする．このとき，以下の (i)～(iii)の処理を
行う．
(i) Wx = Wp + wtk とする．この値が，暫定解の辺の重みの和Wmin 以上であれば，x
の子孫の任意の葉 lに対してWl  Wmin となるから，xでの処理を打ち切る（探索
木において xの真の子孫となる節点は構成しない）．
(ii) Ep の辺のみで w から v への有向道を構成できる場合も，Ep [ fekgが有向閉路を含
むことになるから，xでの処理を打ち切る．





ラフ H に対して最大重み最小帰還辺集合の最適解を求めるためには，H の双方向グラフ
(V LH ; E
L
H)，(V UH ; EUH)それぞれに対して Optを実行し，得られた集合の和集合を出力す
ればよい．
5.7.2 提案法 3の評価実験
ランダムに作成した単純な階層グラフ G = (V;E) を用いて計算機実験を行った．
G の階層数 h，頂点数 jV j，辺数 jEj の組合せは (h; jV j; jEj) = (2; 40; 40), (2; 40; 60),
(8; 40; 80); (8; 40; 120)の 4通りとし，それぞれについて 200個のグラフを用意した．こ
のようなデータに対し，まず提案法 3と次の方法 1を実行した．
方法 1： 提案法 3の第 1, 3, 4段階を実行した後，各辺を直線で描く方法．
更に，提案法 3の第 5段階のステップ 3で行っている処理の効果を確認するため，以下
の三つの方法も実行した．
方法 2： 第 5段階のステップ 3で v を決定する際（図 5.14の (3b)），H 0 の頂点の中か
ら任意に選ぶもの．
方法 3： 第 5段階のステップ 3で v を決定する際，重み差最大点の集合 P の中から任
意に選ぶもの．
方法 4： 第 5段階のステップ 3でアルゴリズムMWFASを用いずに，複合双方向グラ
フ H の最大重み最小帰還辺集合 ER を厳密解法 Optを用いて求めたもの．この方法
では，H   ER の最長道の長さは考慮していない．
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求めた値は以下の (i)～(v)である．
(i) 第 1段階により得られたグラフ G の頂点数 jV jと辺数 jEj




使用計算機の CPU は Intel Core i7 2600，OS は Linux 2.6，プログラミング言語は
Java 6.0である．
上記の項目のうち，(i), (ii)の結果を表 5.1(a)に，(iii)～(v)の結果を表 5.1(b)にそれ
ぞれ示す．表中の各実験値は 200個のグラフに対する平均値である．
表 5.1(b)を見ると，直線描画を求める方法 1に比べ，提案法 3は辺交差数を大幅に減
らすことができている．
方法 2と提案法 3の辺交差数を比較すると，提案法 3の方が値がかなり小さくなってい
る．このことから，H 0 の重み差最大点の集合 P を作り，その要素の中から v を選択す
る処理が有効であることが分かる．
また，方法 3と提案法 3の平均水平線分群数を比較すると，提案法 3の方が若干値がよ
くなっている．全 800個のデータに対する結果を個々に調べたところ，提案法 3による水
平線分群数が方法 3より小さかったデータが 395個あり，逆に大きかったデータはわずか
に 3個だけであった．これらのことから，(VH ; EX)の最長道長を考慮して v を選択す
る処理に多少の効果があったことが分かる．




いため，提案法 3による水平線分群数は方法 4より小さくなっている．方法 4で用いてい
る Optは指数時間アルゴリズムであり，データによっては実行時間がかなり長くなるこ





h jV j jEj jV j jEj jEHP j
2 40 40 40 40 16.10
2 40 60 40 60 19.01
8 40 80 96.88 133.72 79.08
8 40 120 104.82 175.51 88.68
(b) 各方法の比較
h jV j jEj 手法 辺交差数 水平線分群数 時間 [ms]
2 40 40 方法 1 46.64 { { 28.32
方法 2 31.02 4.80 30.85
方法 3 25.85 4.96 31.93
方法 4 25.39 5.21 29.43
提案法 3 25.77 4.65 32.61
2 40 60 方法 1 238.98 { { 31.48
方法 2 132.17 10.97 36.62
方法 3 106.75 11.28 39.64
方法 4 103.52 12.49 532.07
提案法 3 106.58 10.62 47.01
8 40 80 方法 1 153.33 { { 78.19
方法 2 131.53 26.36 82.93
方法 3 109.42 26.49 86.37
方法 4 107.61 27.70 94.57
提案法 3 109.44 25.03 91.51
8 40 120 方法 1 381.61 { { 85.09
方法 2 290.12 39.73 97.66
方法 3 234.48 40.09 98.00
方法 4 228.37 42.78 37845.79




図 5.18: 方法 1と提案法 3の描画例
階層数 8，jV j = 40，jEj = 80 の階層グラフに対する描画例を図 5.18 に示す．図





































第 4段階： 頂点の x座標の決定
第 5段階： 各高階辺の各垂直・水平線分の座標の決定と高階辺の描画，高階辺の決定
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