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Abstract
Large-amplitude ac voltammetry, where the applied voltage is a large-amplitude
sinusoidal waveform superimposed onto a dc ramp, is a powerful method for in-
vestigating the reaction kinetics of surface-confined redox species. Here we con-
sider the large-amplitude ac voltammetric current response of a quasi-reversible,
ideal, surface-confined redox system, for which the redox reaction is described
by Butler–Volmer theory. We derive an approximate analytical solution, which
is valid whenever the angular frequency of the sine-wave is much larger than
the rate of the dc ramp and the standard kinetic rate constant of the redox
reaction. We demonstrate how the third harmonic and the initial transient of
the current response can be used to estimate parameters of the electrochemical
system, namely the kinetic rate constant, the electron transfer coefficient, the
formal adsorption potential, the initial proportion of oxidised molecules and the
linear double-layer capacitance.
Keywords: ac voltammetry, quasi-reversible, large-amplitude, adsorbed,
surface-confined
1. Introduction
Voltammetry has proved to be a very effective technique for probing the elec-
trochemical properties of adsorbed redox species, [1–18]. The technique consists
of applying a voltage to an electrode on which the molecules are adsorbed and
analysing the form of the resultant current response to obtain information about
the parameters driving the underlying redox reaction. The most commonly used
technique has been cyclic voltammetry, although more recently there has been
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interest in the application of large-amplitude ac voltammetric techniques, where
the applied voltage consists of dc ramp with either a large-amplitude sine-wave,
[19–25], or a large-amplitude square-wave, [26–29], superimposed onto it.
One difficulty encountered with traditional techniques such as cyclic voltam-
metry and small-amplitude ac voltammetry is that the current response is con-
taminated by a charging current due to double-layer capacitance; this obscures
the faradaic current that contains the information relevant to the electron trans-
fer process. Isolation of the faradaic current response is difficult and is usually
achieved by using inexact techniques such as background subtraction for cyclic
voltammetry, and equivalent circuit analysis for small-amplitude ac voltamme-
try. Background subtraction is particularly likely to be inaccurate for adsorbed
redox molecules, since the adsorption of the molecules will substantially change
the nature of the electrical double-layer. This difficulty in removing the charg-
ing current is one of the reasons for the increasing interest in large-amplitude
ac voltammetry (e.g. see the discussion in the article by Bond et al. [30]), which
allows purely faradaic information to be extracted directly from the experi-
ment, without having to resort to any potentially inaccurate techniques for the
removal of the charging current. Use of a large-amplitude excitation exploits
the non-linearity of the current response to increase the magnitude of the higher
harmonics, and extraction of these higher harmonics using the FFT provides ac-
cess to a wealth of purely faradaic information, since double-layer capacitance
effects are confined to the lower harmonics.2
Interpretation of the current response from a voltammetric experiment is
greatly aided by theoretical models. Laviron [31] pioneered theoretical mod-
elling of the voltammetric responses of surface-confined systems, including an
analytical solution for the current response to a linear potential sweep input,
[32], and investigations into the faradaic impedance of a small-amplitude ac po-
larographic experiment, [33–35]. Other theoretical work on linear sweep/cyclic
voltammetry includes that by Weber and Creager [36], Honeychurch [37] and
Myland and Oldham [38]; further theoretical investigations into the interpre-
tation of the current response of small-amplitude ac voltammetric experiments
have been performed by Creager and Wooster [39], Yap [40] and Harrington
[41].
Theoretical research to improve our understanding of the current response
of large-amplitude sinusoidal ac voltammetry of surface-confined systems has
involved a number of approaches. Harrington, [42], derived a system of infi-
nite equations to be solved for the harmonic amplitudes of the quasi-reversible
current response when the dc ramp is zero. Honeychurch and Bond [43] al-
lowed the dc ramp to be non-zero and developed numerical simulations for the
current response; they also derived an analytical solution for harmonics of the
current response produced by a reversible redox reaction (valid for excitation
2We note that other effects such as ohmic drop can also contaminate the information con-
tained in the higher harmonics, and we discuss practical ways of dealing with this later in the
article, in Section 3.4.
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amplitudes up to ≈65mV). Guo et al. [20] presented an analysis of numerical
simulations of quasi-reversible reactions, and discussed the application of the
technique to an adsorbed azurin thin film. Fleming et al. [22] investigated the
inclusion of the effects of uncompensated resistance into the numerical simula-
tions. Anastassiou et al. [21] discussed how the Hilbert transform could be used
to interpret the current response rather than using the FFT. Finally, we have
recently published an article [44] in which we found an approximate analytical
solution for the large-amplitude current response of a quasi-reversible system,
when the dc ramp is zero and the frequency of the sinusoidal excitation is high.
In this article we investigate analytically the current response of surface-
confined species to large-amplitude ac voltammetry when the dc ramp is non-
zero. Inclusion of a non-zero dc ramp has the benefit that the entire potential
window can be scanned, in theory providing more information in the harmonics
of the current response. As in our previous article [44], we assume that the
surface-confined system is ideal and that the redox reaction is quasi-reversible
with kinetics described by Butler–Volmer theory, [45]. Using the asymptotic
technique of multiple scales [46], we derive a novel analytical solution for the
current response that is valid whenever the frequency of the sine-wave is much
larger than both the kinetic rate constant of the redox reaction and the rate of
the dc ramp. We find analytical solutions for the time-dependent envelopes of
the harmonics and we demonstrate how the envelope of the third harmonic can
be used to estimate the Butler–Volmer parameters of the redox reaction, namely
the standard kinetic rate constant, k˜0, the electron transfer coefficient, α, and
the formal adsorption potential, E˜0
′
a . The analytical expression for the envelope
is a function of k˜0, α and E˜
0′
a , and estimates for their values can be found by
fitting this function (using a non-linear curve-fitting procedure) to the envelope
extracted from the experimental current response using the FFT. Finally we
demonstrate how the initial proportion of oxidised molecules, θ, and the linear
double-layer capacitance, C˜dl, can be estimated from the initial transient part
of the current response.
2. Theory
2.1. Description of the problem
We assume that two redox species, Ox and Red, with surface concentrations
Γ˜O(t˜) and Γ˜R(t˜) (mol m
−2) are ideally adsorbed onto an electrode surface (tildes
in this article denote dimensional variables). The conditions for ideal adsorption
are detailed in [31, 47, 48]. The redox reaction is such that n electrons are
exchanged with the electrode, with the direction of the exchange dependent on
the level of the applied potential, E˜(t˜) (V):
Ox + ne
k˜f (t˜)
⇋
k˜b(t˜)
Red. (1)
If the molecules of the redox species are ideally adsorbed according to a Lang-
muir isotherm, then we can use Butler–Volmer-type expressions to write the
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forward and backward rate constants, k˜f (t˜) and k˜b(t˜), in terms of the applied
potential, E˜(t˜):
k˜f (t˜) = k˜0 exp
(
−
αnF˜
R˜T˜
(E˜(t˜)− E˜0
′
a )
)
, (2)
k˜b(t˜) = k˜0 exp
(
(1− α)nF˜
R˜T˜
(E˜(t˜)− E˜0
′
a )
)
, (3)
where the adsorption formal potential, E˜0
′
a (V), is defined by:
E˜0
′
a = E˜
0 −
R˜T˜
nF˜
log
(
b˜O
b˜R
)
, (4)
and b˜O and b˜R (m
3 mol−1) are the Langmuir isotherm adsorption coefficients
for the oxidant and the reductant, assumed to be either potential-independent
or identical functions of the potential [31]. The other parameters follow the
usual Butler–Volmer formalism, so that α (0 ≤ α ≤ 1) is the electron transfer
coefficient, k˜0 (s
−1) is the standard kinetic rate constant, and E˜0 (V) is the
formal oxidation potential. The remaining parameters are Faraday’s constant
F˜ (96,485 C mol−1), the universal gas constant R˜ (8.3145 C V mol−1 K−1),
and the temperature T˜ (K), normally taken to be standard room temperature
298.15 K.
For ac voltammetry, the applied voltage E˜(t˜) consists of a sinusoidal signal
superimposed onto a dc ramp:
E˜(t˜) = E˜in + v˜t˜+∆E˜ sin(ω˜t˜). (5)
Here E˜in (V) is the initial starting voltage, v˜ (V s
−1) is the dc ramp, ∆E˜ (V) is
the amplitude of the sinusoidal signal and ω˜ (rad s−1) is its angular frequency.
Throughout this article we assume that v˜ > 0, so that the oxidation reaction
becomes more important as time progresses; similar analysis will apply for v˜ < 0.
The redox reaction at the surface is modelled by the following ODE’s:
dΓ˜O
dt˜
= k˜b(t˜)Γ˜R(t˜)− k˜f (t˜)Γ˜O(t˜), (6)
dΓ˜R
dt˜
= −k˜b(t˜)Γ˜R(t˜) + k˜f (t˜)Γ˜O(t˜), (7)
so that matter is conserved as the reaction progresses, and:
Γ˜O(t˜) + Γ˜R(t˜) = Γ˜T, (8)
where Γ˜T (mol m
−2) is the constant aggregate surface concentration of the
adsorbed species. Initially we assume that surface concentration contains a
mixture of molecules in both the oxidised and reduced states; we define the
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initial proportion of molecules in the oxidised state to be 0 ≤ θ ≤ 1, so that
Γ˜O(0) = θΓ˜T , Γ˜R(0) = (1− θ)Γ˜T. (9)
The faradaic current response, i˜(t˜) (A), resulting from the redox reaction
depends on the rate of change of concentration of the oxidised species:
i˜(t˜) = nF˜ A˜
dΓ˜O
dt˜
, (10)
where A˜ (m2) is the area of the electrode.
Using (8) to eliminate Γ˜R, equation (6) can be written solely in terms of Γ˜O:
dΓ˜O
dt˜
+
(
k˜f (t˜) + k˜b(t˜)
)
Γ˜O(t˜) = k˜b(t˜)Γ˜T , (11)
which is solved with the initial condition given by Γ˜O(0) = θΓ˜T. Note that once
Γ˜O(t˜) has been found, it is easy to find Γ˜R(t˜) from (8).
To solve the problem, we first use the following scalings to non-dimensionalise:
t˜ =
(
R˜T˜
nF˜ v˜
)
t, Γ˜O = Γ˜TΓ, (12)
E˜0 =
R˜T˜
nF˜
E0, E˜(t˜) =
R˜T˜
nF˜
E(t), (13)
i˜(t˜) =
(
(nF˜ )2A˜Γ˜T v˜
R˜T˜
)
i(t). (14)
We have chosen to scale time with the time-scale of the dc ramp. In the non-
dimensional variables, the problem becomes:
dΓ
dt
+ µg(t)Γ(t) = µh(t), (15)
with initial condition Γ(0) = θ. Here the functions g(t) and h(t) are given by:
g(t) = e(1−α)(η+t)e(1−α)∆E sin ζt + e−α(η+t)e−α∆E sin ζt, (16)
h(t) = e(1−α)(η+t)e(1−α)∆E sin ζt, (17)
where
η = Ein − E
0′
a , (18)
and the non-dimensional parameters ζ and µ, which can be considered as the
non-dimensional frequency and rate constant respectively, are given by
ζ =
R˜T˜ ω˜
nF˜ v˜
, µ =
R˜T˜ k˜0
nF˜ v˜
. (19)
5
The formal solution to this initial value problem is:
Γ(t) = θ exp
(
−µ
∫ t
0
g(u) du
)
+
µ
∫ t
0
exp
(
−µ
[∫ t
0
g(u) du−
∫ s
0
g(u) du
])
h(s) ds. (20)
The faradaic current response is given by i(t) = dΓ/dt, which can also be written
from (15) as:
i(t) = µh(t)− µg(t)Γ(t). (21)
Although the expressions (20) and (21) can be used to calculate concentration
and current profiles using numerical quadrature routines, we found that it was
easier to solve the initial value problem given by equation (15) and initial condi-
tion Γ(0) = θ directly. Using the Matlab numerical solver ode23, we calculated
typical concentration and current profiles for the time range 0 < t ≤ 15 using
the parameters θ = 0.5, α = 0.55, η = −6, ∆E = 5, ζ = 100pi, and µ = 2/3.
The profiles are shown in Figure 1 and have been sampled at a rate of 100 points
per cycle of the voltage excitation.
2.2. Approximate analytical solution for the faradaic current at high frequencies
It is difficult to understand how the faradaic currrent response depends on
the underlying parameters of the electrochemical system from the formal ana-
lytical solutions for the concentration and the current, (20) and (21). To gain
more insight, we assume that both ζ−1 ≪ 1 and µζ−1 ≪ 1, which, from (19),
corresponds to
R˜T˜ ω˜
nF˜ v˜
≫ 1,
ω˜
k˜0
≫ 1, (22)
so that the angular frequency of the sinusoidal excitation is much larger than
the rate of the dc ramp and the kinetic rate constant of the redox reaction.
The solution then lends itself to the asymptotic technique of multiple scales,
[46]. Let us define two timescales:
τ1 = t, τ2 = ζt. (23)
Then
dΓ
dt
=
∂Γ
∂τ1
+ ζ
∂Γ
∂τ2
, (24)
where ζ ≫ 1. Hence the governing equation (15) becomes:
∂Γ
∂τ2
+ ζ−1
∂Γ
∂τ1
= −µζ−1g(τ1, τ2)Γ(τ1, τ2) + µζ
−1h(τ1, τ2). (25)
We expand Γ(τ1, τ2) in a perturbation expansion in ζ
−1:
Γ(τ1, τ2) = Γ0(τ1, τ2) + ζ
−1Γ1(τ1, τ2) + ζ
−2Γ2(τ1, τ2) + . . . . (26)
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Then, to leading order, equation (25) is:
∂Γ0
∂τ2
= 0, (27)
with initial condition Γ0(0, 0) = θ. This has solution:
Γ0(τ1, τ2) = Φ(τ1), where Φ(0) = θ. (28)
The function Φ(τ1) is determined by considering the secular terms in the O(ζ
−1)
equation, which is:
∂Γ1
∂τ2
+
dΦ
dτ1
= −µg(τ1, τ2)Φ(τ1) + µh(τ1, τ2). (29)
Note that the solutions for Γ1 and Φ(τ1) will be valid for any µ such that
µζ−1 ≪ 1.
Next we expand the exponentials with trigonometric exponents in g(τ1, τ2)
and h(τ1, τ2), (16) and (17), in terms of the following modified Bessel function
expansion [49], (p376, 9.6.35):
ez sin τ2 = I0(z)− 2
∞∑
m=1
(−1)m
{
I2m−1(z) sin
(
(2m− 1)τ2
)
− I2k(z) cos
(
2mτ2
)}
,
(30)
where either we set z = (1 − α)∆E or z = −α∆E. This expansion holds for
∆E of any size, so that this theory is valid for large-amplitude ac voltammetry.
Substituting these expansions into (29), we find that, to remove the secular
(growing) terms, Φ(τ1) must satisfy:
dΦ
dτ1
= −µ
(
I0
(
(1− α)∆E
)
e(1−α)(η+τ1) + I0
(
− α∆E
)
e−α(η+τ1)
)
Φ(τ1)
+ µI0
(
(1− α)∆E
)
e(1−α)(η+τ1), (31)
with initial condition Φ(0) = θ. We split the solution for Φ(τ1) into two parts:
the initial transient, Φi(τ1), which depends on the initial condition θ, and Φo(τ1),
which is independent of the initial condition. The solution is therefore given by:
Φ(τ1) = Φi(τ1) + Φo(τ1), (32)
where
Φi(τ1) = θe
−Ψ(τ1)+Ψ(0), (33)
Φo(τ1) = µI0
(
(1− α)∆E
) ∫ τ1
0
eΨ(z)−Ψ(τ1)e(1−α)(η+z) dz, (34)
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and
Ψ(τ1) =
µI0
(
(1− α)∆E
)
(1− α)
e(1−α)(η+τ1) −
µI0(α∆E)
α
e−α(η+τ1). (35)
Note that Ψ(τ1) − Ψ(0) ≥ 0 and increases exponentially as τ1 increases, and
hence that Φi(τ1) decays monotonically from θ to zero.
In terms of t, the concentration is given from (28) by
Γ(t) = Φ(t) +O(ζ−1, µζ−1), (36)
and it tends to 1 as t→∞. The current is given by:
i(τ1, τ2) =
∂Γ0
∂τ1
+
∂Γ1
∂τ2
+O(ζ−1, µζ−1), (37)
which can be written from (28) and (29) as:
i(τ1, τ2) = −µg(τ1, τ2)Φ(τ1) + µh(τ1, τ2) + O(ζ
−1, µζ−1). (38)
Substituting for g(t) and h(t) from (16) and (17), and using (30), the leading
order current (38) can be written as
i(τ1, τ2) = idc(τ1) +
∞∑
m=1
A2m−1(τ1) sin
(
(2m− 1)τ2
)
+
∞∑
m=1
A2m(τ1) cos
(
2mτ2
)
+O(ζ−1, µζ−1), (39)
or in terms of t,
i(t) = idc(t) +
∞∑
m=1
A2m−1(t) sin
(
(2m− 1)ζt
)
+
∞∑
m=1
A2m(t) cos
(
2mζt
)
+O(ζ−1, µζ−1). (40)
The current is the sum of a dc term, idc(t), and an infinite sum of harmonics.
The dc term has the form:
idc(t) = µ
[
e(1−α)(η+t)I0
(
(1−α)∆E
)(
1−Φ(t)
)
− e−α(η+t)I0
(
α∆E
)
Φ(t)
]
, (41)
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while the time-dependent coefficients of the harmonics, Am(t), are given by:
Am(t) = 2µ(−1)
m+m+mod(m, 2)2
[
e(1−α)(η+t)Im
(
(1 − α)∆E
)(
1− Φ(t)
)
+ (−1)m+1e−α(η+t)Im
(
α∆E
)
Φ(t)
]
, m = 1, 2, 3, . . . , (42)
where ‘mod(m, 2)’ gives the remainder on division of m by 2. The envelopes of
the harmonics are given by
A±m(t) = ±2µ
[
e(1−α)(η+t)Im
(
(1− α)∆E
)(
1− Φ(t)
)
+ (−1)m+1e−α(η+t)Im
(
α∆E
)
Φ(t)
]
+O(ζ−1, µζ−1),
m = 1, 2, 3, . . . . (43)
After the initial transient has disappeared, the envelopes can be written in terms
of Φo(t), (34), so that:
A±m, o(t) = ±2µ
[
e(1−α)(η+t)Im
(
(1− α)∆E
)(
1− Φo(t)
)
+ (−1)m+1e−α(η+t)Im
(
α∆E
)
Φo(t)
]
+O(ζ−1, µζ−1),
m = 1, 2, 3, . . . , (44)
and they have no dependence on the initial condition θ. Note that, since 0 <
Φo(t) < 1, if m is odd, then the two terms in the square bracket have the same
sign and combine to give a larger amplitude, whereas if m is even, then they
have opposite signs, and will tend to offset one another. This results in the even
harmonics having smaller amplitudes than the odd harmonics, so that they are
less useful for analytic purposes, as the asymptotic error is relatively larger.
2.3. Charging current due to double-layer capacitance
In addition to the faradaic current discussed in the previous sections, there
will also be a charging current due to the double-layer capacitance at the elec-
trode surface. It is usually assumed that this current is independent of the
faradaic current and that the total current, i˜tot(t˜), is simply a sum of both the
faradaic, i˜(t˜) (given by (10)), and double-layer capacitance, i˜dl(t˜), components,
i.e.
i˜tot(t˜) = i˜(t˜) + i˜dl(t˜). (45)
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The simplest model for i˜dl(t˜) assumes that the double-layer is a linear capacitor
with constant capacitance per unit area, C˜dl (F m
−2), so that:
i˜dl(t˜) = C˜dlA˜
dE˜(t˜)
dt˜
= C˜dlA˜v˜ + ω˜C˜dlA˜∆E˜ cos(ω˜t˜). (46)
Hence, in this model, the double-layer current contributes only to the dc com-
ponent and the fundamental harmonic of the current reponse, leaving the higher
harmonics free of capacitive effects. In non-dimensional terms, the double-layer
current, idl(t), has the form:
idl(t) = C
(
1 + ζ∆E cos(ζt)
)
, (47)
where the non-dimensional parameter, C, measures the size of the capacitance
and is given by
C =
C˜dlR˜T˜
(nF˜ )2Γ˜T
. (48)
Note that if ζ ≫ 1, as we have assumed in the previous section, then (47) indi-
cates that the contribution of the charging current to the fundamental harmonic
is likely to dominate the faradaic component (unless C = O(ζ−1)).
3. Results and discussion
Firstly we validate our analytical results by comparison to a numerically
calculated solution, and secondly we discuss how the analytical solution can
be used to estimate the parameters describing the redox reaction from an ex-
perimental current response. Finally, we discuss practical considerations for
effective implementation of the technique.
3.1. Comparison of asymptotic solution to a numerically calculated current
To verify the asymptotic solution, we use the numerical solution plotted in
Figure 1 for the parameters θ = 0.5, α = 0.55, η = −6, ∆E = 5, ζ = 100pi and
µ = 2/3. Since ζ−1, µζ−1 ≪ 1, the numerical solution satisfies the conditions for
the asymptotic solutions for the concentration, (36), and the faradaic current,
(40), to be valid. For these values of ζ and µ, the percentage error in the
asymptotic solution is O(0.3%).
The profile of the concentration, Γ(t), is plotted as a solid line in Figure 1
(a), with the initial transient magnified in the right-hand plot. The leading-
order asymptotic solution given by (36) is shown as white squares. The agree-
ment between the numerical and analytical solutions is excellent after the initial
transient has disappeared; however, the agreement is not as good in the initial
transient region, when the concentration declines steeply to zero. To reduce the
error in this region, the frequency must be increased. Figure 2 (a) shows the
transient concentration with the frequency increased to ζ = 1000pi; the agree-
ment between the analytical and numerical solutions improves substantially.
10
This indicates that if the analytical solution is to be used to extract infor-
mation from the initial transient, then the experiment must be run at higher
frequencies than is required to extract information from the non-transient part
of the current response.
To investigate the accuracy of the asymptotic solution for the faradaic cur-
rent, (40), we compare the analytical solution for the envelopes of the harmonics
after the initial transient has disappeared, (44), to those extracted from the nu-
merical current plotted in Figure 1 (b) using the FFT, [50]. We took the FFT of
the numerical current over the time interval [0.2, 15], thus avoiding any effects
of the initial transient, and the power spectrum is shown in Figure 3. The peaks
of the different harmonics are well-separated, despite their coefficients Am(t) be-
ing time-dependent; the reason for this is that ζ is large. As expected from the
discussion at the end of Section 2.2, the peaks for the even harmonics are much
smaller than those for the odd harmonics, since they have smaller amplitudes.
Isolating each peak and inverting the FFT gives the harmonics as a function of
time. The envelopes for each harmonic were obtained by finding the maxima
and minima, and this gave the results shown in Figure 4 for the first four har-
monics. The agreement with the analytical estimates (44) is excellent for the
odd harmonics, but less good for the even harmonics, since their magnitude is
small and the asymptotic error is relatively larger.
As we detail below, information from the dc part of the total current response
(including both faradaic and capacitive components) in the initial transient
region can be used to estimate the initial proportion of oxidised molecules, θ,
and the linear capacitance, C˜dl. This information can be obtained by integrating
the current over a moving window of an integer, p, number of periods of the
sinusoidal excitation, [t1, t1 + 2ppi/ζ]. This shifts the effect of the harmonics
to higher order and removes any periodic components of the current due to
double-layer capacitance, thus leaving purely dc information from which θ and
C˜dl can be estimated. In non-dimensional terms, we write the integral of the
current as follows:
Itot(t1, p) =
ζ
2ppi
∫ t1+2ppi/ζ
t1
itot(t) dt, (49)
where itot(t) is the linear sum of the faradaic current and the current due to
double-layer capacitance. Substitution of the approximate analytical solution
(40) for the faradaic current, i(t), and the expression for the current due to the
double-layer capacitance, idl(t), given by (47), into this integral gives:
Itot(t1, p) = Idc(t1, p) + C+O(ζ
−1, µζ−1), (50)
where Idc(t1, p) is given by:
Idc(t1, p) =
ζ
2ppi
∫ t1+2ppi/ζ
t1
idc(t) dt, (51)
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and is the integral of the dc part of the faradaic current response, idc(t), the
analytical expression for which is given by (41).
To demonstrate that Idc(t1, p) + C is a good approximation to Itot(t1, p)
in the initial transient region of the current response, we calculated Itot(t1, p)
from the sum of the numerical transient faradaic current plotted in Figure 2
(b) (for the higher frequency ζ = 1000pi) and the capacitive current determined
from expression (47) with C = 5. The integral Idc(t1, p) was calculated us-
ing the analytical expression (41) for idc(t). We chose the parameters p = 5
and t1 ∈ (0, 0.1], and both integrals were calculated using Simpson’s rule. The
comparison is shown in Figure 5, where Itot(t1, p) is shown as a solid line and
Idc(t1, p) + C as white squares; the agreement is excellent. Note that, in prac-
tice, the appearance of oscillations in Itot(t1, p) will be a good indication that
the experimental frequency is not high enough for the approximate analytical
integral to be valid.
3.2. Estimation of system parameters
The purpose of an ac voltammetric experiment is to extract information
about the underlying electrochemical processes. In the Butler–Volmer formal-
ism, this translates into being able to estimate the system parameters from the
current response, namely the electron transfer coefficient, α, the formal adsorp-
tion potential, E˜0
′
a , the kinetic rate constant, k˜0, and the initial proportion
of molecules in the oxidised state, θ. We also show how to estimate the lin-
ear double-layer capacitance, C˜dl. We assume that the total concentration of
molecules, Γ˜T , the area of the electrode, A˜, and the number of electrons trans-
ferred, n, are known.
The total concentration of molecules, Γ˜T , is usually determined from the area
under the peak of a dc cyclic voltammetry experiment undertaken at a very slow
scan rate to minimise the effects of double-layer capacitance, cf. [28]. At first
glance, this seems to negate the advantages of ac voltammetry, if one of the pa-
rameters has to be determined using cyclic voltammetry. However, calculation
of Γ˜T does not suffer from the usual disadvantages of cyclic voltammetry, since
the experiment is conducted at scan rates slow enough to ensure that capacitive
effects are negligible and that background subtraction is not required. However,
slow scan rates do not permit the extraction of kinetic information, and, at
faster scan rates, ac voltammetry is a more effective investigative technique.
3.2.1. Estimation of α, E˜0
′
a and k˜0 from the harmonic envelopes
In dimensional terms, the envelopes of the harmonics after the initial tran-
sient has disappeared can be derived from (44) to give the following leading
order expression:
A˜±m, o(t˜) ≈ ±2nF˜ A˜Γ˜T k˜0
[
e(1−α)f˜(η˜+v˜t˜)Im
(
(1 − α)f˜∆E˜
)(
1− Φo(f˜ v˜t˜)
)
+ (−1)m+1e−αf˜(η˜+v˜t˜)Im
(
αf˜∆E˜
)
Φo(f˜ v˜t˜)
]
, (52)
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where f˜ = nF˜/R˜T˜ and η˜ = E˜in − E˜
0′
a . In terms of the dimensional variables,
Φo(f˜ v˜t˜), (34), is given by
Φo(f˜ v˜t˜) = k˜0I0
(
(1 − α)f˜∆E˜
) ∫ t˜
0
eΨ(f˜ v˜z˜)−Ψ(f˜ v˜t˜)e(1−α)f˜(η˜+v˜z˜) dz˜, (53)
and Ψ(f˜ v˜t˜), (35), by
Ψ(f˜ v˜t˜) =
(
k˜0
f˜ v˜
)[
I0
(
(1 − α)f˜∆E˜
)
(1− α)
e(1−α)f˜(η˜+v˜t˜) −
I0
(
− αf˜∆E˜
)
α
e−αf˜(η˜+v˜t˜)
]
.
(54)
The expression for A˜±m, o(t˜), (52), is a highly non-linear function of the unknown
parameters k˜0, E˜
0′
a and α. Since we are using information after the initial
transient has disappeared, the envelopes have no dependence on the unknown
initial condition, Γ˜(0) = θΓ˜T. Unlike sinusoidal voltammetry, [44], it is not
possible to obtain simple algebraic formulae to estimate the parameters, and
we proceed by fitting this analytical expression to the experimental harmonic
envelopes using non-linear optimisation.
The envelopes of the mth experimental harmonic are found by extracting the
maxima and minima of the harmonic obtained using the FFT, which we shall
represent by (t˜j , X˜j) and (t˜k, X˜k) respectively. To estimate α, k˜0 and E˜
0′
a from
the mth harmonic requires finding the values that minimise the following least
squares objective functions. Firstly, using the maxima, the following function
should be minimised:
Fmax,m(α, k˜0, E˜
0′
a ) =
∑
j
(
|A˜±m, o(t˜j)| − |X˜j |
)2
, (55)
and for the minima
Fmin,m(α, k˜0, E˜
0′
a ) =
∑
k
(
|A˜±m, o(t˜k)| − |X˜k|
)2
. (56)
Both minimisations should give similar estimates for the parameters, and the
average can be used as a final estimate.
The odd harmonics should be used in these functions, since the even har-
monics have smaller amplitudes, and are therefore more prone to experimental
and asymptotic error; we recommend using the third harmonic, as the funda-
mental harmonic is likely to include unwanted double-layer capacitance effects,
as discussed in Section 2.3. The non-dimensional expression for the double-
layer charging current, (47), indicates that its contribution to the fundamental
harmonic is likely to be large. This can result in spectral leakage from the fun-
damental harmonic in the power spectrum of the FFT, which causes difficulties
in isolating the peak due to the third harmonic. In this case, the Hann window
[51] can be used to reduce the spectral leakage and enable the harmonic to be
extracted cleanly (as explained in our previous articles [44, 52, 53]).
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3.2.2. Estimation of θ and C˜dl from the initial transient
Estimates of the initial proportion of oxidised molecules, θ, and the linear
capacitance, C˜dl, can be found by using information from the initial transient of
the current response. This can be achieved by integrating the current response
over a moving window of an integer, p, number of periods of the sinusoidal
excitation, [t˜1, t˜1 + 2ppi/ω˜], as described in the last part of Section 3.1. This
gives the following function:
I˜tot(t˜1, p) =
ω˜
2ppi
∫ t˜1+2ppi/ω˜
t˜1
i˜tot(t˜) dt˜. (57)
Re-dimensionalising expression (50) in Section 3.1 shows that I˜tot(t˜1, p) is ap-
proximated by the following analytical formula for high frequencies:
I˜tot(t˜1, p) ≈ I˜dc(t˜1, p) + C˜dlA˜v˜, (58)
where
I˜dc(t˜1, p) =
A˜Γ˜T (nF˜ )
2v˜ω˜
R˜T˜2ppi
∫ t˜1+2ppi/ω˜
t˜1
idc(f˜ v˜t˜) dt˜. (59)
Here, as before, f˜ = nF˜/R˜T˜ , and idc(f˜ v˜t˜) can be written using (41) in terms
of the dimensional parameters as:
idc(f˜ v˜t˜) =
(
k˜0
f˜ v˜
)[
e(1−α)f˜(η˜+v˜t˜)I0
(
(1− α)f˜∆E˜
)(
1− Φ(f˜ v˜t˜)
)
− e−αf˜(η˜+v˜t˜)I0
(
αf˜∆E˜
)
Φ(f˜ v˜t˜)
]
, (60)
where η˜ = E˜in − E˜
0′
a and Φ(f˜ v˜t˜) = Φi(f˜ v˜t˜) + Φo(f˜ v˜t˜). Here Φo(f˜ v˜t˜) is given
by (53), and Φi(f˜ v˜t˜) can be written from (33) as:
Φi(f˜ v˜t˜) = θe
−Ψ(f˜ v˜t˜)+Ψ(0), (61)
where Ψ(f˜ v˜t˜) is given by (54).
If α, k˜0 and E˜
0′
a have been determined from the third harmonic, then the
only unknown parameters in (58) are θ and C˜dl, which can then be estimated
by finding the values that give the best least squares fit of I˜dc(t˜1, p)+ C˜dlA˜v˜ to
I˜tot(t˜1, p) over a range of t˜1 encompassing the initial transient.
3.3. Illustration of estimation of parameters
To illustrate the procedure for estimating the unknown parameters detailed
in the previous section, we use the non-dimensional numerically calculated cur-
rents. Firstly we use the faradaic current plotted in Figure 1 (b) for ζ = 100pi
to estimate µ(= 2/3), α(= 0.55) and η(= −6) from the envelopes of the third
harmonic. Next we use the higher frequency initial transient current plotted in
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Figure 2 (b) for ζ = 1000pi, with the current due to double-layer capacitance
added using expression (47) with C = 5, to estimate θ(= 0.5) and C. This is the
non-dimensional equivalent of finding the parameters k˜0, α, E˜
0′
a , θ and C˜dl from
actual experiments. In practice it will be possible to obtain all the parameters
from a single experiment, as long as the experimental frequency is high enough
to extract the transient information accurately.
The envelopes of the third harmonic after the initial transient has disap-
peared were found using the FFT as described in Section 3.1. Then we used
the Matlab function lsqcurvefit to fit the function A±3, o(t), (44), to the two
envelopes given by the maxima and minima, which are displayed in Figure 4
(c). Averaging the estimates for µ, α and η given by each fitting procedure, we
determined accurate estimates of µ ≈ 0.6660, α ≈ 0.5512 and η ≈ −5.9969.
Then, to estimate θ and C from the initial transient current, we used these
values for µ, α and η and fitted Idc(t1, p)+C, where Idc(t1, p) is given by (51),
for p = 5 and t1 ∈ (0, 0.1] to Itot(t1, 5) (plotted in Figure 5 as the solid line), also
using the Matlab function lsqcurvefit. This gave estimates of θ ≈ 0.5157 and
C ≈ 4.9773. The accuracy of the estimate for θ can be improved by increasing
the frequency of the applied sinusoidal excitation. Increasing the frequency
improves the resolution of the doubly exponential decay of the transient, as
can be seen by comparison of the transient currents in Figures 1 (b) and 2 (b);
the shape of the transient becomes much more apparent when the frequency is
increased from 100pi to 1000pi.
The numerical currents used to calculate these estimates (both for ζ = 100pi
and ζ = 1000pi) were sampled at a high sampling rate of 100 points per cycle
of the input voltage, so we also investigated the effect of reducing the sampling
rate on the accuracy of the estimates. The percentage errors in the estimates
for µ, α and η are plotted in Figure 6 (a)–(c) as a function of the number of
sampling points per cycle, which we varied from 10 to 80. The errors in the
estimate for µ are greater than those for α and η. In dimensional terms, this
suggests that the estimates for α and E˜0
′
a are likely to be more accurate than
those for k˜0 unless the sampling frequency is high enough. The analysis also
indicates that the sampling frequency should be above 50 points per cycle of
the input voltage to ensure that the errors due to sampling in the estimates of
the parameters are less than 1%. We found that reducing the sampling rate to
10 points per cycle had negligible effect on the estimates for θ and C, provided
that accurate values for µ, α, η were used in the fitting process.
3.4. Practical considerations for implementation of the technique
To implement this technique experimentally, the angular frequency of the si-
nusoidal excitation must be much larger than both the rate of the dc ramp and
the kinetic rate constant, k˜0, as indicated by the conditions for validity of the
analytical solution given in expression (22). For example, if the error in the an-
alytical solution is to be of O(0.1%), then ω˜ must be at least 1000 times greater
than both nF˜ v˜/R˜T˜ and k˜0. The first condition is easy to achieve experimentally,
since both the frequency and the rate of the dc ramp are under experimental
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control. The second condition sets the range of accessible k˜0, as discussed in
our article on sinusoidal voltammetry [44]. Standard modern instrumentation
can generate signals of up to 1 MHz, which will permit the investigation of re-
dox systems with rate constants of up to the order of 6× 103 s−1 allowing for
O(0.1%) error in the analytical solution. Solartron manufacture an instrument
that can generate signals up to 32 MHz, which would accommodate rate con-
stants of up to 2× 105 s−1 for the same error. If the order of magnitude of k˜0
is unknown, then it is also more difficult to ensure that the second condition is
satisfied before running the experiment. To achieve this in practice, we observe
that expressions (43) or (52) indicate that the envelopes of the purely faradaic
harmonics will become independent of the frequency at high frequencies. Hence
running experiments at increasing frequencies until the higher harmonics of the
current response are independent of frequency will ensure that this condition is
met. If the profiles of the harmonics continue to change as frequency is increased,
then this will be an indication that other effects such as nonlinear capacitance
or uncompensated resistance are affecting the current response.
There are several factors that can cause distortion of the faradaic current
response: interaction of the faradaic and the double-layer capacitance currents,
the time constant R˜uC˜dl and ohmic drop i˜totR˜u of the electrochemical cell, and
bandpass distortion of the current-measuring instrumentation. Here R˜u is the
uncompensated resistance of the electrochemical cell. As we have detailed above,
the advantage of ac voltammetry is that double-layer capacitance will only con-
tribute to the lower harmonics of the current response, and the higher harmonics
can provide information undistorted by capacitive effects. Distortion due to the
time constant and ohmic drop can be minimised by using ultramicroelectrodes
(diameter ≈ 10µm), [54–56]. Even then, ohmic drop will not be negligible at
high scan rates, and there have been a number of articles (C. Amatore and
coworkers [57–61], D. Garreau et al. [62], D.O. Wipf [63]) on the development of
instrumentation to provide effective real-time electronic compensation for scan
rates up to the order of 2.5 MV s−1. Guo and Lin, [64], have achieved effec-
tive ohmic drop compensation for sinusoidal voltammetry at frequencies up to
1.5 MHz. Finally, Save´ant and coworkers, [62, 65, 66], have designed novel cur-
rent-measuring amplifier circuits to correct for bandpass distortions; these are
effective for scan rates up to the order of MV s−1.
4. Conclusions
We have derived an approximate analytical solution for the current response
of an ideal surface-confined system subjected to a large-amplitude ac voltam-
metric experiment. The solution is valid whenever the angular frequency of the
sinusoidal input is much larger than the rate of the dc ramp and the kinetic
rate constant of the reaction. The advantage of this analytical solution is that
it provides direct insights into the dependence of the current response on the
underlying system parameters, and has enabled the design of a simple protocol
for the extraction of system parameters. We have shown how the analytical so-
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lutions for the envelopes of the harmonics of the current response can be used to
obtain estimates of the Butler–Volmer kinetic rate constant, k˜0, the formal ad-
sorption potential, E˜0
′
a , and the electron transfer coefficient, α. This is achieved
by fitting the analytical solution for the envelope of the third harmonic to that
extracted from the experimental current; a much faster and efficient procedure
than fitting simulations. We also demonstrated how the initial proportion of oxi-
dised molecules, θ, and the linear double-layer capacitance, C˜dl, can be obtained
from the initial transient of the current response.
The advantage of this technique over sinusoidal voltammetry, [44], is that
the parameters k˜0, α, E˜
0′
a , θ and C˜dl can be estimated directly from a single
experiment rather than several experiments. In particular, ac voltammetry will
be a more robust method for determination of the parameters k˜0, α, and E˜
0′
a ,
since it uses information from the entire envelope of the harmonics of the cur-
rent response, rather than a single point on the profile (as is the case in si-
nusoidal voltammetry). However, sinusoidal voltammetry is likely to be more
robust for estimating the initial proportion of oxidised molecules θ, since the
initial transient decay is exponential rather than doubly exponential; here we
have shown that much higher frequencies are required to resolve the transient
behaviour accurately in an ac voltammetry experiment.
Finally, we note that we have only considered the classical Butler-Volmer
model in this article. A more complete theory of electron transfer is provided
by Marcus theory [67], as discussed for example in the context of adsorbed
redox molecules in references [1, 7, 9, 36]. Marcus theory predicts finite rate
constants at high overpotentials, rather than the Butler–Volmer exponentially
increasing rate constants, (2) and (3). Since Butler–Volmer theory is the limit of
Marcus theory for high reorganisation energies, the theory herein will be valid
under these conditions, and care should be taken to ensure that this model is
appropriate for the redox system under investigation.
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Figure 1: Plots of typical (a) concentration, Γ(t), and (b) faradaic current, i(t), profiles
calculated numerically using the Matlab solver ode23 to solve equation (15) with the initial
condition Γ(0) = θ. The profiles were calculated for 0 < t ≤ 15 using parameters θ = 0.5,
α = 0.55, η = −6, ∆E = 5, ζ = 100pi and µ = 2/3. The oscillations are too fast to be
distinguished in the left-hand plots. On the right-hand side, we also show magnified plots of
the initial transient behaviour for 0 < t ≤ 0.1. The white squares on the concentration plot
represent the leading order analytical solution for the concentration given by Φ(t), (32).
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Figure 2: Graph (a) shows a comparison of initial transient concentration, Γ(t), calculated
by numerically solving equation (15) (solid lines) to the analytical solution (white squares)
given by Φ(t), (32). The parameters used are the same as for Figure 1, but with increased
non-dimensional frequency ζ = 1000pi. As expected, increasing the frequency substantially
reduces the error in the analytical solution for the transient, cf. the right-hand plot in Figure
1 (a), where the frequency was ζ = 100pi. Graph (b) shows the transient faradaic current
for the frequency ζ = 1000pi; comparison with the initial transient plotted in the right-hand
graph in Figure 1 (b) for the frequency ζ = 100pi shows that the higher frequency resolves the
doubly exponential decay of the transient more clearly.
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Figure 3: Power spectrum of the FFT of the numerical faradaic current shown in Figure
1 (b), calculated using parameters θ = 0.5, α = 0.55, η = −6, ∆E = 5, ζ = 100pi and
µ = 2/3. The power spectrum shows distinct peaks at the harmonic frequencies, which are
integer multiples of the non-dimensional frequency ζ = 100pi. The FFT was taken over the
time interval [0.2, 15] to avoid any possible ill-effects from the initial transient.
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Figure 4: Envelopes of the first four harmonics of the numerical faradaic current plotted in
Figure 1 (b). The solid lines represent the envelopes of the harmonic extracted from the FFT
power spectrum displayed in Figure 3. The white and black squares represent the analytical
estimates given by A+m, o(t) and A
−
m, o(t) respectively, the expression for which is given in
(44). Note that the second and fourth harmonics have a much smaller magnitude than the
first and third.
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Figure 5: Comparison of the integral of the initial transient numerical current, Itot(t1, 5)
(solid line), calculated from (49), to the approximate analytical solution Idc(t1, 5)+C (white
squares), where Idc(t1, 5) is calculated from (51). The integrals were calculated using Simp-
son’s rule with the domain of integration equal to [t1, t1 + 2ppi/ζ] for p = 5 and t1 ∈ (0, 0.1].
The parameters used to calculate the numerical faradaic current are the same as for Figure
1, but with increased non-dimensional frequency ζ = 1000pi, for which the initial transient
current is plotted in Figure 2 (b). The current due to double-layer capacitance was added to
the numerical faradaic current using expression (47) with C = 5.
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(a) Error in estimate for µ
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(b) Error in estimate for α
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(c) Error in estimate for η
Figure 6: Percentage error in the estimates for µ = 2/3, α = 0.55 and η = −6 as a function
of the sampling frequency of the numerical current response plotted in Figure 1 (b). The
estimates were obtained by fitting the function A±
3, o
(t), (44), to the envelopes of the third
harmonic extracted using the FFT as described in Sections 3.1 and 3.3. The errors in the
estimates for µ are larger than those for α and η. This analysis indicates that a sampling
frequency greater than 50 points per cycle of the input voltage should ensure that the errors
due to sampling for all parameters are less than 1%.
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