Delay tolerance is a major design concern for supporting underwater acoustic wireless sensor networks (UA-WSNs) to carry out tasks in harsh subsea environments. Due to the great difference between the underwater acoustic channel and the radio frequency channel, most of the existing routing protocols developed for terrestrial wireless sensor networks perform poorly in underwater acoustic communications. In this work, we present a Neural-Q-Learning algorithm based delay tolerant protocol for UA-WSNs. Due to the advantages of the artificial neural network along with the Q-Learning algorithm, the ferry node is capable of determining an optimal route in a two-dimensional continuous space to relay packets effectively and efficiently between sensors. Simulation results show that the delivery delay and delivery cost of the network significantly decrease by maximizing the meeting probability between the ferry node and sensors.
Introduction
In recent years, many existing protocols and schemes [1, 2, 3] have shown the effectiveness of the conventional Q-Learning algorithms in underwater communication systems. However, these conventional Q-Learning algorithms become inefficient when the action set is large since the agent has to evaluate and compare the quality value of all actions to determine the optimal one, or even completely infeasible if the action set is continuous. As a result, it is necessary to develop an effective and efficient method to determine the optimal actions in the systems with a large, or even continuous, action set.
In our work, a delay-tolerant underwater acoustic wireless sensor network (UA-WSN) is modelled as a single agent Neural-Q-Learning (NQL) system [4] in which the sensors are assumed to be sparsely-distributed, energy-constrained, stationary, and consequently are not capable for the routing functionalities. A ferry node travels around the deployment field to collect, carry and deliver data packets between sensors. By producing a continuous q-curve to replace the lookup table used in the conventional Q-Learning algorithms, the ferry in the proposed NQL system is capable of determining the optimal position of way-points in a two dimensional continuous space and establishing an efficient and relatively short travelling route to relay packets. Simulation results show that the NQL system improves the performance by maximizing the meeting probabilities between the ferry and the sensors on the optimized travelling route.
The rest of this paper is organized as follows. Section 0 describes the detailed implementations of the proposed system. Simulation configurations and results are presented in section 0. Finally, the conclusion is drawn in section 0.
System Descriptions
A UA-WSN system which consists of m static sensors and one mobile ferry is modelled as a single agent Neural-Q-Learning (NQL) system. For the purposes of conserving energy, each sensor periodically transits between an active state and a sleep state. In the active state, the sensor is fully functional and is able to transmit and receive, while in the sleep state where the system is only partially functional, sensors cannot take part in the network activities. In both states, each sensor generates data packets and stores them in the local buffer as a first-in-first-out queue with tail-drop. Due to the constrained battery power, the transmission range of each sensor is very limited. Consequently, the transmission area of any two sensors doesn't overlap and the sensors cannot communicate with each other for exchanging information. A ferry continually travels around the deployment area to relay data packets between sensors. The travelling route of the ferry comprises a set of segments, each of which connects two way-points. A way-point is defined as a specific position where the ferry can communicate with a certain sensor. Since there is no intersection between the transmission areas of any two sensors, each sensor, e.g. sensor i , must have a unique and dedicated way point, i w . The sensor i is known as the host sensor of i w . Note that the positions of way-points are determined by the ferry and are dynamic within the transmission range of their host sensors. When travelling into the transmission range of the target sensor (the host sensor of the specific way-point), the ferry attempts to establish an acoustic link with the target sensor to exchange data packets. If the target sensor is in the sleep state, the ferry waits at the way-point to meet the sensor until reaching a specific maximum waiting time.
Generating the Continuous Q-Curve. In the proposed system, the system states are discrete and related to the sensors that the ferry visits. For instance, at time t , the ferry is visiting and servicing sensor i , the state of system is defined as t s i = . Consequently, the system state space denoted by S is discrete and finite, i.e.
Moreover, an action a is defined as a specific way-point that the ferry targets to visit. Let h w denote a way-point of sensor h , the ferry's action at time t is defined as and r is the maximum transmission range of the sensors.
Given a system state t s i = , the action set at time t is defined as t
and j R is the transmission area of sensor j . Apparently, t A is continuous due to the continuity of the transmission area R of each sensor and t t a A ∈ . The proposed NQL system employs an artificial neural network (ANN) along with a wire-fitting interpolator to produce a continuous q-curve to replace the lookup table used in the conventional Q-Learning algorithms. The ANN employed in the NQL system [4] has a typical feed-forward structure [5] which consists of an input layer, a hidden layer and an output layer. The coordinates of the ferry's position, denoted by f x and f y , are used as the input parameters. As a result, there are only two neurons in the input layer. In the output layer, the neurons produce the elements of control wires. A wire consists of three elements ( θ ζ , r ζ , q ζ ) which represent the scales of an action ( , ) i i w w r θ and its quality value i w q , respectively. As a result, the ANN needs 3N neurons in the output layer to produce N wires. The log-sigmoid functions [6] are used by the output neurons to limit the outputs between 0 and 1, i.e. , ,
, is the kth wire. The corresponding ( , , ) 
− and C is a constant. Once the N wires are produced, a wire-fitting function defined by a moving least square (MLS) interpolation [7] is found by fitting a continuous curve (or surface) to the wires. In our approach, the wire-fitting interpolator is used to find a continuous function ( ) q a ζ ζ by using the N wires ANN produces, as follows 2 1 ,max 1 Improvement of the ANN and the Q-Curve. After an optimal action a is determined and carried out by the agent at state s , the ferry moves to the selected way-point and the system transits to a new state ' s . By taking this action, the agent derives the instant reward/penalty ( , ) r s a from the environment accordingly. Consequently, a practical quality value ( , ) Q s a is evaluated by where γ is the discount factor and t α is the learning rate. In the evaluation of the practical quality value, the design of reward function plays an important role as it determines the behaviour of the NQL agent in the long term. In our approach, the main considerations include the ferry's travelling distance, the effective bandwidth, the sensor's queue length and the contacts between the ferry and the target sensor. Given t s i = and t a j = , the reward function is defined as ( , )
where j u is set to 1 if the ferry services j successfully, or 1 − otherwise, ij d , j b , j t and j q are obtained in the following. a. Travelling Distance Factor: ij d A long distance between the way-points causes a long travelling time for the ferry and a large number of packets being generated and stored at all sensors. For reducing the delivery delay and the number of buffered packets, the ferry is prone to the sensors which are located at a relatively short travelling distance to visit. Let ( , ) i j d w w denote the distance between i w and j w . Then the travelling distance factor ij d is defined as
where max d is the maximum distance between any two way-points, i.e. max , 1, , max { ( , )} The effective bandwidth of the underwater acoustic channel is dominated by the distance between the transmitter and the receiver. The shorter the distance is, the larger the effective bandwidth is [8] . Thus, the effective bandwidth factor j b is defined as can be determined according to the distance between way-point j w and sensor j [8] . Apparently, the transmission peers prefer a larger bandwidth to exchange data packets efficiently. The higher , The generated data packets are stored in sensor's local buffer as a first-in-first-out queue with taildrop. Let j n denote the number of data packets collected by the ferry at sensor j . The queue length factor j q is defined as max / j j q n q = where max q is the maximum queue length. The lower j n is, the lower value j q is, which indicates that a small buffer queue deserves low rewards. After the optimal action a is carried out at a given state s , the agent evaluates the practical quality value ( , ) Q s a and then converts it into a * curve based on these repositioned wires is generated. Moreover, these repositioned wires are also employed as samples to train the ANN by the back propagation technique [9] . After fully training the neural network and reaching a stable state, the ANN is capable of producing wires with high accuracy and efficiency.
Simulations
In this section, we apply the proposed Neural-Q-Learning based protocol to various network topologies and use simulation results to demonstrate the effectiveness and efficiency of the proposed protocol. The random-walk based and the shortest-path based protocols are also implemented as benchmarks. We consider a randomly generated network consisting of . The maximum size of the buffer queue is 500 packets for all sensors. The travelling speed of the ferry varies from 0.5m/s to 7m/s in 0.5m/s increments [10] . The pre-specified meeting probability m p is set to 0.6. The sleep/active switching rate is set to λ times/second where [0.005, 0.07] λ ∈ . In the random-walk based and the shortest-path based protocols, the maximum waiting time is set to zero and the waypoints are located at the position of their host sensors. In the NQL protocol, the discount factor 0.5 γ = , and the learning rate Fig. 1 compares the average delivery delay of the three protocols. The average delivery delay of all the protocols decreases with the increase of the ferry's speed since a faster travelling speed of the ferry leads to a shorter travelling time and consequently shortens the delivery delay. At a low travelling speed (e.g. 0.5m/s), the probability that the ferry meets a sensor in the traversing period is relatively high due to the long traversing time caused by the slow travelling speed of the ferry. The large meeting probability leads to a relatively short waiting time which discounts the waiting time factor used in the reward function of the NQL based protocol. On the other hand, the low travelling speed slows the learning process of the intelligent agent of the NQL based protocol, which results in a large delivery delay. With the increase of the ferry's speed, the meeting probability during traversal keeps decreasing. The delivery delay in the random-walk based and the shortest path based approach does not decrease significantly since the ferry keeps travelling regardless of a decreasing meeting probability. But, the NQL ferry adaptively increases the waiting time at the way-points to maintain the prescribed meeting probability. Thus the delivery delay in NQL is shortened and outperforms the other two protocols when the speed is greater than 1.5~2.5m/s. Fig. 2 compares the ferry's travelling distance averaged on each delivered packet. It shows that the average travelling distance increases dramatically with the increase of the ferry's speed in the shortest path based and the random walk based approaches because a faster travelling speed of the ferry reduces the meeting probability during traversing period, which causes less number of delivered packets and longer travelling distance. The NQL ferry achieves a relatively stable performance due to its adaptive adjustment of the waiting time. With a high speed, the ferry travels shorter distances than the shortest-path based protocol to deliver a packet, which is consistent with Fig. 1 .
Conclusions
Current research on delay tolerant wireless sensor networks relies on increasing the meeting probabilities of sensors, which are important for achieving a good throughput, lowering the delivery cost and keeping a relatively short delivery delay. In this paper, we proposed a Neural-Q-Learning based protocol which reduces the delivery delay and delivery cost by enabling the ferry to determine the optimal position of way-points in a two-dimensional continuous space. Furthermore, the proposed protocol maximizes the meeting probabilities between the ferry and the sensors. The simulation results demonstrated the feasibility and efficiency of the NQL protocol in underwater acoustic wireless sensor networks.
