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INTRODUCTION
hanges have been observed in the financial intermediation process over the past three decades which have been driven by increased surplus funds in the early 1970s, globalization and technological advances. These factors have led to changes in the financial system, in particular to banking and nonbanking financial institutions. The greatest changes include a relative decline in the proportion of total financial assets held by banks and the failure of several asset bubbles (Bisignano, 1998) . Changing financial deregulation is also cited by Bisignano as one of the reasons for the near collapse of banks in the 1990s. Furthermore, the mushrooming of new institutional investors has brought with it price instability in financial markets. Arguments in favour of the current behaviour of institutional investors in modern capital markets have been put forward in recent scholarly work. For instance, Allen and Santomero argue that the current theory of financial intermediation has been too dependent on reducing market frictions of transaction costs and asymmetric information, which have increasingly become irrelevant (Allen & Santomero, 1997) . This twofold role of intermediaries is more functional than institutional and leads to a new paradigm shift from the present (stylized) theory which suggests that there is now financial disintermediation in addition to dynamics of intermediation which emanate from new markets and products (Scholtens & Van Wensveen, 2000) .
The traditional view of financial intermediation is provided by the neoclassic economic theory, which states that financial intermediaries are a means of allocating financial resources from economic units in surplus to those in deficit. These financial resources would then be used for the production of goods and services to support the real economy (Solow, 1956 ). Patrick (1966) set out two propositions that financial intermediaries are either 'demandfollowing' or 'supply-leading' in the economy. The demand-following proposition means that financial institutions develop in response to economic development. On the other hand, the supply-leading proposition means financial intermediaries influence economic development. However, the advent of innovative securities, surplus funds, increased technological advances and the integration of global financial markets have changed the financial system landscape over the past decades. Thus, accompanying the integration of world financial markets has been financial 'disintermediation' that has particularly been observed since the early 1990s. As such, arguments have been put forward pointing to changes in the structure of the financial system, which is led by increasing activity in institutional investor or non-bank financial intermediaries. Non-bank financial institutions refer to institutional investors such as pension funds, insurance companies and collective investment schemes (commonly known as mutual funds). The terms 'non-bank financial intermediaries' and 'institutional investors' are used interchangeably in this paper. The new role of non-bank financial intermediaries may be taken as financial disintermediation due to the competing nature of these intermediaries with deposit taking institutions like banks (Davis, 2001 ). In the same manner, the South African financial system has also become complex and dynamic with growing stock markets and institutional investors which have remained elevated relative to the banking assets.
In response to these structural changes in the financial system, several studies have sought to establish the role of the financial sector in economic development, and the consensus points to finance leading economic development especially in developed countries (Arestis & Demetriades, 1997; Dermirguc-Kunt & Levine, 1999; Dritsakis & Adamopoulos, 2011). It has also been found that economies that have a well-developed banking sector and stock market tend to grow faster than those to the contrary (Levine, 1997; Levine & Zervos, 1998; Levine & Zervos, 1996) . However, very few studies have attempted to disintegrate financial development to ascertain the role played by institutional investors in economic and financial development. Financial development consists of banking sector development, stock market development, financial deepness and the development of the non-bank financial sector.
BACKGROUND AND RESEARCH HYPOTHESES
The South African financial system is well developed and is ranked 28 out of 62 in the Financial Development Index of 2012, with a score of 3.7 out of 1 -7, where 1 represents the best score (World Economic Forum, 2012). The individual segments of financial markets further show that financial development varies considerably within the financial sector. For instance, stock market development ranks 2 out 62 (252 percent of GDP); non-bank financial services 22 out of 62 (score: 2.4); deposit money bank assets to GDP ranked 32 out of 62 (82.3 percent); and banking financial services ranked 38 out of 62 (Score: 3.5) (World Economic Forum, 2012). From these figures, it is evident that the non-bank financial services are more developed than the banking financial services, although literature on the influence of the former on economic development remains low. Non-bank financial institutions are regulated by the Financial Services Board Act of 1990 while banks are regulated by the Banks Act of 1990. Based on the foundations laid by Demirguc-Kunt and Levine (1999) , ratios for financial deepness or financial development as represented by bank assets to GDP, stock market capitalization to GDP, and bank assets to non-bank financial institutions assets to GDP ratios show that non-bank financial institutions dominate the South African financial system as shown in Table 1 . development (stock market capitalization to GDP ratio). Institutional investors refer to the summation of assets of long-term insurance companies, short-term insurance companies, mutual funds, the Public Investment Corporation and pension funds and provident funds. Thus, the influence that these investors have on both financial development and economic development needs to be investigated further with a view to determining the direction of causality among them, if any, and whether any long-run co-integrating relationships exist. These established relationships will lead to the inferences being drawn on their influence of the finance-growth nexus in South Africa.
This study, therefore, seeks to establish the influence of non-bank financial institutions on both financial development and economic development in South Africa. To establish this relationship, the study tests three hypotheses which are based on South African quarterly data spanning 1994 to 2009 as follows:
Institutional investors influence financial development.
Institutional investors influence economic development.
Institutional investors influence gross capital formation.
H 1 will further categorize financial development into financial deepening, banking sector development and stock market development, while economic development is represented by real per capita GDP.
LITERATURE REVIEW
The finance-growth nexus has been widely researched worldwide. However, very little has been done to establish the role played by institutional investors in this finance-growth nexus. This is particularly so in South Africa, a country that has a robust financial system (International Monetary Fund (IMF), 2011). The influence of financial development on economic development has been found to be unidirectional, running from the former to the latter (Aziakpono, 2003) . Aziakpono postulates that economies should develop their financial sectors in order to realize regional integration benefits and, more importantly, drive economic growth in their countries. Other countryspecific studies have been conducted on the relationship between financial development and economic growth, for instance in Malaysia . These studies have shown that financial development leads to economic growth in these respective countries. Islam and Osman (2011) conducted a study on the development impact of non-bank financial intermediaries on economic growth in Malaysia using the bounds testing approach to co-integration and error correction mechanism, and found that non-bank financial institutions had a positive and significant impact on long-run per capita real GDP in Malaysia.
Another key study on the role of institutional investors in the development of the financial sector and economic growth in Organisation for Economic Co-operation and Development (OECD) countries was conducted by Harichandra and Thangavelu (2004) . This study incorporated the dynamic causality role of institutional investors in a Panel Vector Autoregressive framework based on a cross-sectional time series variability data of 23 OECD countries from 1988 to 1999. The study focused on five aspects of institutional investors, financial markets and economic growth. The relationship between aggregate institutional investors and financial sector development showed a strong causal impact of institutional investors in OECD countries on the development of the stock markets. Thus it was found that institutional investment Granger causes stock market capitalization; the value of stock traded and turnover ratios and reverse causality was observed from stock market capitalization only. Further, it was found that there was no causality running either from institutional investors to banking sector development or from banking sector development to institutional investors. Further, the study found a unidirectional causality running from institutional investors to GDP without any reverse feedback.
of non-bank financial intermediaries in undermined in favour of bank finance, while the role of non-bank financial institutions is more emphasized in market-based countries. Consequently, we expect greater development of nonbank financial institutions in market-based economies than in bank-based economies. However, regardless of economic orientation, the institutional investment industry is experiencing growth worldwide. This assertion has been supported by the results of an investigation into the role of institutional investors, financial efficiency and financial stability, which found that claims of institutional investors in Anglo-Saxon countries and Europe and Japan were 98%, 116% and 85%, respectively (Davis, 2003) . On the other hand, financial assets of institutional investors in OECD countries as a percentage of GDP rose from 110.2 percent in 1995 to 162.6 percent in 2005 (Gonnard, Kim, & Ynesta, 2008) , further showing the growing importance of these financial institutions in the modern financial system. Banking institutions have lost a considerable share in claims held in the financial system compared to institutional investors, and as such, extant evidence shows that institutional investors have been able to provide the functions of the financial system more effectively than their competitors (Davis, 2001 ).
According to Davis (2003) , the growth of institutional funds has implications for the development of a robust financial sector if their asset allocations varied from those of individual investors. Davis (2003) found a twoway relationship which shows that despite the general notion that as the institutional investors grow, there is an emergence of new securities in the market or whether institutional investors emerge first then promote capital market development. However, this relationship has not been tested using econometric methodology. It may be argued that institutional investors are fast becoming more important in global financial markets, with their assets under management rapidly catching up with those of the banking industry (Committee on the Global Financial System, 2007). As such, Davis (2003) suggests institutional investors are a key financial innovation of recent years, causing a shift away from traditional bank intermediation, necessitating a re-evaluation of financial market structure and behaviour.
Finally, empirical evidence on the finance-growth nexus points to the chicken-egg situation. Some evidence suggests that financial development leads economic development, while others find it otherwise ( Levine, 1997 ). These studies found that for developed market-based countries, financial development lead to economic development (supply-leading), and generally, in developing countries, economic development caused financial development (demand-following). Reviewed literature also suggests that institutional investors have a positive and significant relationship with economic development. Also it has been shown that institutional investors influence economic and financial development in other countries. However, despite a resilient financial system, there is a gap in the literature relating to the influence of these institutional investors on economic and financial development in South Africa.
METHODOLOGY

Variables and Sources of Data
This study uses quarterly data obtained from the South African Reserve Bank (SARB) online statistics spanning the first quarter in 1994 to the fourth quarter of 2009. Data points used in the study are the last trading day of each calendar quarter, i.e., data values obtained at the end of March, June, September and December in each year for those variables with greater frequency, and as per quarterly publications for those variables with less frequency. The key variables used in this study are described in Table 2 .
Real GDP per Capita (Percap)
The logarithm of real GDP per capita at 2005 constant prices is selected for this study to represent a measure of economic development in line with King and Levine (1993) , and Choong and Chan (2011). The use of logarithm of real GDP per capita is in line with a notion that this mitigates variable's approximate exponential growth over time (Stock & Watson, 2003) . Log GDP per capita also helps avert multicollinearity problems between the model variables, as most variables are expressed as ratios of real GDP values. Because real GDP per capita figures are published on an annual basis by SARB and Statistics South Africa, we determine quarterly values through interpolation of the country's population data. Quarterly real GDP at 2005 constant prices that are sourced from SARB online statistics, and are then divided by the estimated population figures. Note, however, that Statistics South Africa publishes mid-year population estimates and provides population growth estimates which enable the approximation of the country's population with a quarterly frequency over the period under study. The real GDP per capita variable forms the basis of our theoretical model, discussed later, as it is used as a dependent variable in the model.
Broad Money Supply to GDP Ratio (M2)
Real broad money supply (M2) is used as the proxy for financial development (or financial deepness) and is calculated as a percentage of real GDP as suggested by Liu et al. (1997) and Dritsakis and Adamopoulos (2011) . However, M2 may also be used to measure the extent of monetization rather than financial development, hence M2/GDP ratio is used to proxy both financial development and monetization. M2 values for this study are sourced from McGregor BFA Library database from 1994 to 2009 and then expressed as a percentage of the country's GDP.
Stock Market Capitalization to GDP Ratio (MC)
Several studies have used this ratio in the analysis of long-run relationships between stock market development and other economic and financial variables such as GDP growth, real GDP per capita and M2 to GDP ratios (Abu-Muhareb & Al-Fayoumi, 2011; Choong & Chan, 2011). Stock market capitalization ratio is widely regarded as a proxy measure of capital market development of a country. The larger the ratio the more developed the stock market. A major assumption in the use of this variable is that the market size is positively correlated with a firm's ability to raise capital and diversify risk across the economy (Levine & Zervos, 1996) . The stock market capitalization figures are obtained from the McGregor BFA Library database. Since stock market data is measured on a daily frequency, this study only uses end-of-quarter values for the analysis as described in 4.1 above. In other words, market capitalization values used are the closing values on the last trading day of each quarter in order to match the macroeconomic data published on a quarterly basis.
Domestic Bank Credit to Private Sector to GDP Ratio (BCP)
Domestic bank credit to private sector to GDP ratio measures the extent to which financial intermediaries funnel savings to investors in the economy (Harichandra & Thangavelu, 2004) . Specifically, this ratio is a proxy of the banking industry development and the larger the ratio the more developed the banking industry. Data for the domestic credit to private sector by banks are obtained from SARB Quarterly Bulletins and SARB online statistics. The data on domestic credit to the private sector is available on a quarterly frequency from 1994 to 2009. The values of BCP are then divided by the country's GDP to obtain the BCP to GDP ratio.
Institutional Investors' Asset Size (IINV)
This variable has been used in the estimation of the impact of non-bank financial intermediaries on economic growth in Malaysia by Islam and Osman (2007) . Harichandra and Thangavelu (2004) also suggested the use of the ratio of total assets of institutional investors to GDP to capture the role of institutional investors in economic development. Since, according to Harichandra and Thangavelu (2004) and Levine (1997) , most financial assets of institutional investors consist of loans, stock and bonds, they should be normalized by dividing aggregate financial assets of institutional investors by the sum of total financial assets of institutional investors, domestic credit provided to private sector and stock market capitalization to cap multicollinearity problems in the regression model. In this paper, institutional investors include the Public Investment Corporation (PIC), mutual funds, pension funds, and short-and long-term insurance companies. Quarterly data is used for all these components of institutional investors. Data for all these institutional investors was obtained from the SARB online statistics from 1994 to 2009.
Gross Fixed Capital Formation to GDP Ratio (GCF)
The GCF variable represents other non-financial factors that affect economic growth and is suggested by Islam and Osman (2007) . The inclusion of this variable in the model is to account for gross fixed capital formation in the economy, which, in theory, has a direct relationship with economic development. However, this variable is only included to capture a broad spectrum of factors that influence economic development in order to eliminate model misspecification. Data for GCF values are obtained from SARB online statistics and these figures are available with a quarterly frequency.
THEORETICAL AND EMPIRICAL MODELS
The underpinning theoretical model for this study is shown in Equation 1 below:
where GDP is real GDP per capita, BCP is bank credit to private sector to real GDP ratio, IINV is institutional investment size ratio, M2 is money supply to GDP ratio, MC is stock market to GDP ratio, and GCF is Gross Capital Formation to GDP ratio.
Real GDP per capita is used as the dependent variable regressed against explanatory variables specified below: (2) where all variables are logarithms, is the real GDP per capita, is the intercept, is the stock market capitalization ratio, is the M2 money supply (financial development / monetization variable), is the domestic credit to private sector by banks ratio, is the institutional investors asset ratio, is gross capital formation ratio, are the respective coefficients.
The Augmented Dickey-Fuller tests (Dickey & Fuller, 1979 ) and the Phillip-Perron tests (Phillips & Perron, 1988 ) are used to test the null hypothesis that the series do not contain unit root. This is essential in the determination of whether the series are stationary or not and consequently in performing co-integration tests. If a series is stationary at levels then it is designated as I(0) (integrated of order zero) and if the series stationary at first differences then it is designated as I(1) (integrated of order 1) (Brooks, 2008; Johansen, 1991) . The Johansen and Juselius co-integration tests are then used to ascertain the number of co-integration vectors. These are the Maximum Eigenvalue test, which tests the null hypothesis of r co-integrating relations, and the Trace Test, which investigates the null hypothesis of r co-integrating relations (Johansen & Juselius, 1990 ).
The vector error correction (VEC) model is used to estimate the long-run relationship between the variables. The estimation procedure is based on Johansen (1991) co-integration tests, VEC model and subsequently the Granger Causality tests. VEC model provides both short-run and long-run relationships while dealing with time series properties in a robust manner. Arestis and Demetriades (1997) and Abu-Muhareb and Al-Fayoumi (2011) also used VECM as the estimation procedure in finding the relationship between macroeconomic variables and economic growth. The VEC model requires that co-integration be dictated between the series to confirm the existence of a long-run equilibrium between them. If no co-integration between the series exists, then the causal links may be derived from Granger causality tests while the short-run dynamics may be modeled through the vector autoregressive model (VAR). The VAR method helps if we are not confident in whether the variable is exogenous and hence treats each variable symmetrically (Enders, 2010) . However, if co-integrating vectors exist in the series we have to use the VEC model. The VEC model qualifies to be used when the rank of Π is reduced but greater than zero and may be expressed as:
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From the model, 's tells us about the short-run dynamics, and Π tells us about the co-integrating relationships. We expect either one of the three sets of results regarding the rank of Π. Firstly, Π may equal zero suggesting that no co-integration exists in the sequence at all. This occurs when all elements in the matrix Π are zero. Thus the sequences are described as unit root processes and there is no co-integration (Brooks, 2008; Enders, 2010; Johansen, 1991) . This means that the variables do not move together over time and the appropriate model to use is a VAR in the first differences involving no long-run elements. Secondly, the rank of Π could be full (i.e. rank = n), implying that the system is stationary and can be modeled by VAR in levels. Finally, the rank of Π can be reduced (i.e. 0 < rank < n), implying that all variables are integrated of order I(1) and the level based long-run component would be stationary. Thus, if there are n -1 co-integrating vectors the appropriate methodology will be the VEC model (Johansen, 1991) .
The lead-lag relationship between two co-integrated variables (Y and X) may be expressed by the following equations:
In Equation (5) and (6) Y will Granger cause X if lagged values of Y can be used to predict current and future values of X better than just using lagged values of X. In using the VEC model the co-integrating rank will show the number of co-integrating vectors. The speed of adjustment coefficients represented by p 1 and p 2 articulates the rate of adjustment towards equilibrium in the equation. These coefficients should be statistically significantly different from zero to explain that there is a correction of short-run deviations in the long run (Brooks, 2008; Enders, 2010; Johansen, 1991) . Furthermore, the speed of adjustment coefficients should not be too large for the model to be accurate and reliable. A negative and significant coefficient of the error correction model ( ) shows that any short-run fluctuations between the exogenous variables and the endogenous variables will give rise to stable longrun relationship between the variables. The study also uses the Granger causality tests and impulse response functions to establish the relationship between institutional investors and other variables used in the study (Granger, 1969; Liu et al., 1997; Sims, 1980 ).
EMPIRICAL RESULTS AND DISCUSSION
The test of the time series properties of all the variables through the use of confirmatory data analysis, which entail joint unit root and stationary tests, is performed using ADF and PP (Enders, 2010; Islam & Osman, 2007) . If the entire series are integrated of order I(1), we further test for co-integration and then employ the VEC model and the Granger causality tests. Post-estimation tests are conducted to test the stability of the VEC model. The ADF and PP techniques are employed assuming a constant and no deterministic trend to test the null hypothesis that the series contains a unit root [H 0 : y t ~ I(1)] against the alternative that the series does not contain a unit root [H 1 : y t ~ I(0)].
The ADF and PP reveal that the entire series contains a unit root; hence we fail to reject the null hypothesis that the series contains a unit root. However, we strongly reject the null that the series contains a unit root after first differencing suggesting the series should be first differenced and are integrated of order I(1). Summary unit root and stationary test results using ADF and PP are shown in Tables 3 and 4 respectively. To conduct robustness tests we first determine the lag length for the series based on the Schwarz Bayes Information Criterion (SBIC). We obtain a lag length of two, and hence we use two lags for the analysis. The number of co-integrating relations (equations) is determined using both the trace test and the maximum eigenvalues. Assuming linear data trend, with an intercept and no trend, we obtain a maximum of two co-integrating equations under the trace statistic and one co-integrating equation using Maximum-Eigenvalues at 5 percent significance level. This suggests that the rank of Π is neither zero nor full, hence the series could be analyzed using the VEC model. A summary of the number of co-integrating relations at 5 percent significance level is shown in Table 5 below. The co-integrating equation chosen is based on case 3 of the VEC model as shown in Table 5 above. With the exception of M2, the resultant co-integrating equation shows that the coefficient signs are positive and significant, which are consistent with financial theory. The Johansen (1991) co-integrating equation under the VEC model and after normalizing for the PERCAP variable is expressed in equation 7 (with standard errors in parenthesis). The positive and significant coefficients signs meet a priori expectations in terms of the direction of the variable's contribution to economic development as described in Equation 2. With regard to institutional investors, a one unit change in institutional investors' assets would lead to a 0.47 change in the size of economic development (percap). The relationship is statistically significant at 5 percent. The signs of stock market development (MC) and banking sector development (BCP) confirm the finance-growth nexus. This result is consistent with the findings of Islam and Osman (2007) . The relationship between institutional investors and economic development is more pronounced than that of stock market development. A unit change in stock market development leads to 0.10 change in economic development. However, a unit change in banking sector development results in a unit change in economic development. This shows that the banking sector development influences economic development in greater magnitude than institutional investors and the stock market. The VEC model error correction terms are shown in Table 6 below (with standard errors in parenthesis). Only economic development (percap), broad money supply (M2) and stock market development have negative coefficients. However percap and M2 are statistically insignificant. Of interest is the positive coefficient of the institutional investors' variable, which suggests that 37 percent of short-run disturbances correct downwards to give rise to long-run equilibrium. More than 70 percent of the disturbances corrected within two quarters. Furthermore, the insignificant coefficient of percap means that the variable does not adjust to disturbances.
The Granger causality from the VEC model results fail to provide evidence that institutional investors influence economic development, financial development and gross capital formation, despite a long-run cointegrating relationship found in Equation 7 above. This means that institutional investors cannot be used to predict changes in economic development, financial development and gross capital formation. As such, the three null hypotheses that institutional investors influence (i) economic development, (ii) financial development, and (iii) gross capital formation, are rejected. However, the one lagged percap shows a unidirectional causality to stock market development (t-statistic = 3.4413) and institutional investors (t-statistic = -3.3402). Moreover, the results show that a relationship exists between the banking sector development and institutional investors, where the one and two lagged banking sector development proxy (BCP) have unidirectional causality with t-statistic of 2.6433 and 2.2301, respectively. This result contradicts findings by Harichandra and Thangavelu (2004) that no relationship exists between the BCP and institutional investors.
The Granger causality tests reveal that economic development and banking sector development can be used to predict changes in institutional investors' assets, however, without any reverse feedback. These results show that economic development can be used to predict changes in institutional investors' assets in line with the Patrick (1966) 'demand-following' proposition. The fact that institutional investors are 'demand-following' means that they compete with banks for savings arising from economic development. This is in line with the Davis (2003) assertion that the development of institutional investors leads to financial disintermediation. The finance-growth nexus is confirmed by the relationship between the stock market and economic development. In this relationship, results show that economic development can be used to predict changes in the stock market development.
The impulse response functions show the response of one variable to another variable (for example, response of bank credit to private sector to a unit shock in institutional investors' assets) shown in Figure 1 . These further confirm the relationship between institutional investors and other macroeconomic variables. The Clute Institute 
CONCLUSIONS
This study sought to establish the influence of institutional investors on the finance-growth nexus in South Africa using the Johansen (1991) co-integration procedure and ultimately the VEC model and the Granger causality tests. The results show that a long-run co-integration relationship exists between the economic development, financial development and institutional investors. The results of the study further reveal that despite the non-bank financial intermediaries being ranked higher than the banking sector, the influence of the former on economic development is not evident. Instead the institutional investors' growth is influenced by economic development and banking sector development. The inference of the above findings shows that institutional investors are dependent on macroeconomic factors such as economic development for growth. It can also be concluded that a positive association between economic development and financial development exists, as found by the Johansen (1991) cointegration tests. However, lack of association between institutional investors and gross capital is a cause for concern. Overall, the study shows that institutional investors do not drive economic development, financial development and gross fixed capital formation. Accordingly, we conclude that institutional investors in South Africa are heavily dependent on economic development and banking sector development for growth. Of interest, we find that the relationship between economic development and the financial sector is greatly driven by banking sector development, followed by institutional investors and then the stock market. Thus, emerging market economies should focus on economic development initiatives and grow their banking sector in order to develop strong nonbank financial institutions. Res pons e of BCP to IINV Response to Cholesky One S.D. Innovations
