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Abstract
An electrochemically-based model of crystal dissolution is developed and implemented in a C++-
and MPI-based parallel program in which (electro-)chemical reactions are formulated as Monte
Carlo rules. The electrochemical model used assumes bonding in the solid to be a function of first
nearest neighbors only, although more general reactions are also supported.
The first-nearest-neighbor model is used for numerical experimentation with the dissolution of
cubic crystals (for both face-centered cubic, coordination number Z = 12, and simple cubic, Z = 6
systems). Results are compared to existing theoretical predictions for dissolution. Qualitative
agreement with results presented in literature is found for simple- and face-centered-cubic crys-
tals.
Alpha-phase uranium metal behavior is also considered, and indicates some inadequacies in the
first-nearest-neighbor model used. Dissolution in 15.6N HNO3 is numerically simulated and com-
pared to results in literature. The integral dissolution rate of the simulation corresponds with ex-
perimental results due to the degree of control of parameters in the model. However, details of
the local features do not always coincide with observed experimental behavior; specifically, pit-
ting behavior on the various crystal faces coincide on the euhedral faces and not on the rough
faces. Further development of the microkinetics of uranium surface reactions will improve the
quality of the model.
Key words: used nuclear fuel reprocessing, crystal dissolution, nearest-neighbor bonding, chemical
simulation, electrochemical simulation, Monte Carlo simulation
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Chapter 1
Introduction & Relevance of Problem
One of the most challenging tasks in advancing fuel cycle analysis is the modelling and simulation
of the various steps in fuel reprocessing. A first-principles-based understanding of the entire
process would be beneficial, although imposed budget constraints restrict the scope of current
modeling exercises to specific subcomponents.
Used nuclear fuel dissolution is a fundamental step in liquid reprocessing and a crucial component
in modeling liquid-phase reprocessing. However, it is not well understood. This thesis constitutes
a theoretical investigation and development of a first-principles-based model of the dissolution
process of the used nuclear fuel (UNF) in the chop–leach operations stage of liquid reprocessing.
The model may lead to better equipment designs, as well as more efficient and cost-effective pro-
cess designs. It may also be applicable to other fuel types such as carbides, nitrides, etc., as well as
to alternative separation techniques, such as pyroprocessing. The insight gained into dissolution
via the simulation tools may also find application in analysis of material changes over the lifetime
of the fuel rod.
A first-principles-based model of used nuclear fuel dissolution will lead to improved understand-
ing of chemical reaction mechanisms relevant to separations processes. Incorporation of ab initio
modeling promises better theoretical understanding of electrochemical separation methods, and
allows stage-wise incorporation of alternate ligands for solvent extraction as data become avail-
able.
Existing models of aqueous separations processes are based on thermodynamic equilibria and do
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not generally provide dynamic or kinetic modeling of waste form dissolution in the initial stages.
In addition, current dissolution kinetics models in a nuclear context are inadequate for generalized
modeling, as they are empirical and dependent on a given experimental setup. Often only UO2 is
considered in dissolution studies, neglecting other fuel elements and fission products. This thesis
will specifically focus on the dissolution of uranium metal, such as would be used in some fast
reactor concepts and other reactor designs.
A model of dissolution and deposition based on electrochemical corrosion science is presented
in this thesis. The model is implemented in a parallel, MPI-based program. Chemical rules are
applied using a Monte Carlo approach to an atomistic system, evolving the system over time ac-
cording to the chemical reactions expected to occur. This model is intended to become a module
in a larger multiphysics and multiscale model of fuel dissolution, with material, momentum, and
energy transport to construct an accurate first-principles-based examination of fuel dissolution
behavior on a micro- and meso-scale. The dissolution model serves as a potential connexion be-
tween the chemistry and the mechanical behavior of the coupled solid-fluid simulation. (The full
incorporation of the dissolution model into such a coupled solid-fluid simulation is not addressed
in this thesis.)
Material dissolution models at the microkinetic level are lacking. First steps are taken in this the-
sis to address the desire for such models. The historical development of dissolution modeling
in both an electrochemical and an engineering context is presented. An atomistic model based
on nearest-neighbor bonding is developed. A parallel implementation of the electrochemical dis-
solution model is presented, and results in the context of classical electrochemical and materials
science examples are discussed. In addition, simulations of the dissolution of uranium metal are
performed and compared to results found in literature. Finally, directions for future modeling and
simulation in this area are discussed.
2
Chapter 2
Literature Review
2.1 Head-end and solvent extraction processes in aqueous reprocess-
ing.
Chemical process separations form an integral part of used-fuel reprocessing schemes in modern
nuclear engineering. The most prominent of the liquid–liquid extraction (LLE) processes is the
plutonium–uranium extraction, or PUREX, process, which has been the focus of the majority of
attempts to design an economically and technically feasible reprocessing scenario. The PUREX
process takes advantage of the differences in solubilities between the various oxidation states of
U, Pu, and other fission products in aqueous and organic solutions. PUREX has the advantage of a
lower waste volume over other LLE processes, as well as greater chemical stability, and stands as
the source of many more recent proposals for aqueous used nuclear fuel (UNF) reprocessing, such
as UREX+, SREX, and THOREX.
2.1.1 Overview.
The PUREX flow sheet, shown in Figure 2.1, calls for three main stages in the separations process:
head-end operations, solvent extraction, and conversion of U and Pu. The head-end operations
consist of a chop–leach stage and the dissolution of the UNF prior to solvent extraction.
Briefly, after the pre-processing steps of chopping and dissolution, the fuel is extracted in suc-
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cessive stages of LLE to the desired degree of purity. The converted products are reduced and
prepared for reuse as fuel pellets, temporary storage, or long-term storage in a geologic repository
as a vitrified or calcinated waste.
The PUREX process has been the focus of active research for several decades, and many alternative
flow sheets have been proposed (Coleman and Leuze (1978); Tachimori and Morita (2010)). Other
representative flow sheets for the PUREX process may be found in Baisden and Choppin (2002) and
Long (1978). Flow sheets for the UREX+, THOREX, SREX, and other related processes derived from
the PUREX process are available in a number of papers and textbooks (e.g., Regalbuto (2004); Long
(1978)). Tachimori and Morita (2010) present a chart of solvent extraction processes derived from
or dependent on PUREX, shown in Figure 2.2. This figure illustrates the PUREX process as used in
nations which reprocess UNF such as France, as well as more advanced reprocessing technologies
(such as TRUEX or urex) which have been studied by the DOE.
Long (1978), pp. 537–632, gives an in-depth discussion of the chemical process engineering aspects
of solvent extraction, with an emphasis on the older Redox extraction process. The discussion
(along with most chemical engineering treatments of solvent extraction) is concerned primarily
with theoretical extraction efficiencies based on thermodynamics rather than kinetics, due to the
use of recycle streams in the process.
2.1.2 Head-end operations.
Incoming UNF consists of cladding (often composed of zircaloy or a related alloy) surrounding
the fuel pellets—a blend of uranium in metallic or ceramic form, trans-uranic isotopes, and fission
products ranging from short-lived tritium (3H) to 137Cs and 90Sr. The primary purpose of any
fuel reprocessing is to separate this mixture into its constituents so that they may be disposed of
or recycled more efficiently. The fuel rods are mechanically sheared into inch-long segments and
treated in heated 8–10 M HNO3 in order to dissolve the fuel constituents, trans-uranic wastes, and
fission products. The cladding, whether zircaloy or stainless steel, remains as a solid waste, as
does a small amount of noble metal particles and fission product oxides (Sood and Patil (1996)).
Adachi et al. (1990) discuss the time behavior of the dissolution process and off-gassing events,
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with a focus on the chemical profile of the indissoluble residue.
Air is sparged through this system in order to remove gaseous components (3H, NOx, 131I, Kr,
Xe, etc.). The leached hulls are sent to be treated as solid waste, and the aqueous solution is sent
to solvent extraction treatment. An oxidant, such as hydrazine (N2H4) is added to the aqueous
nitric acid solution in order to oxidize the ions of each species to a consistent valence. The species
U(IV) and U(VI) are present and are oxidized to U(VI). Np(IV), Np(V), and Np(VI) are oxidized to
Np(VI); and Pu(III) is oxidixed while Pu(VI) is reduced to Pu(IV) (Sood and Patil (1996)).
2.2 modeling crystal kinetics.
Crystal kinetics is the study of the mechanisms and rates of how crystalline materials grow onto
or dissolve from an underlying substrate. Electrochemical models often focus on the specific roles
of charge-transfer species and on reaction rates, while geochemical models most often describe
the dissolution empirically in the presence of groundwater and weak (often anionic) ligands.
2.2.1 Atomistic and statistical modeling.
The microscopic kinetics of crystal surface evolution are often anisotropic and influenced by the
proximity of a given surface to the close-packed, or euhedral, direction. Indeed, crystal surfaces
may be broadly classified into two types: those whose orientation is nearly aligned with a crystal-
lographically close-packed direction, and those whose orientation is not. In the former case, called
vicinal, a crystal surface is composed of terraces, steps, and kinks. A terrace is a broad plane of
aligned molecules in a close-packed direction, and terraces are separated by steps, which are risers
between adjacent terraces. Steps terminate in reentrant corners called kinks, which are the active
surface sites for crystal growth and dissolution.
Volmer (1939), pp. 28ff., developed the fundamentals of the nearest-neighbor model of crystal
growth and dissolution, which forms the basis of the work in this thesis. Although not sufficiently
developed at that time to permit the separation of the effects of each neighbor, Volmer pointed out
that, “[an] ion will be bound by the lattice forces, with varying degrees of firmness, depending on
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its location. The work of detachment of the ion is obtained by the algebraic summation of all bind-
ing and repulsion components exerted on the selected ion by the other ions of the lattice” (p. 28). A
rigorous model would require the discrete effect of each atom on every other to be known; justifi-
cation for the approximation that only first nearest neighbors be considered is provided by the fact
that in cadmium metal, for instance, more than 96% of the work of detachment of a surface atom
is due to separation from the first nearest neighbors alone. As this thesis will focus on uranium
metal dissolution and not uranium dioxide dissolution, this assumption is considered adequate.
A substrate atom in a regularly spaced crystalline lattice is thus considered to have a bond to each
of its nearest neighbors. If the atom forms part of an interface (with vacuum or another material
which does not form bonds in that phase with the crystal), there are correspondingly less bonds
as the actual number of nearest neighbors is not as high as the coordination number of the crystal.
The number of bonds represents a corresponding affinity to the solid or detached phase with a
spectrum of activation energies for dissolution, and the atom has a respectively lower or higher
probability of dissolution based on its position and vibrational energy (represented by the system
temperature). The reentrant kink is the privileged locus of crystal growth and dissolution, and at
lower temperatures or on vicinal surfaces dominates the kinetics completely.
The thermodynamics of phase condensation and evaporation are considered extensively in Volmer
(1939), pp. 19–72. Based on the assumption that the quantity of interest is the change in internal
energy, which then serves as an approximation of the change in chemical potential, the change in
chemical potential is developed for the phase transition of an atom from a lattice.
The activation energy required for a bond to move from a whole to a broken state is given by the
energy of the transition state relative to those states. The transition state theory, as presented in
Glasstone et al. (1941), postulates that the reactants and products are well-defined positions along
a reaction coordinate, and the reaction is assumed to proceed along a single path to a transition
state (or activated complex) which is in equilibrium with the reactant. The energy barrier which is
to be overcome is denoted as the energy of activation (which is thus dependent on the direction of
reaction). From a molecular modeling standpoint, the transition state theory (according to Chan-
dler (1978)) “is a consequence of assuming that all trajectories [of molecules along the reaction
coordinate] passing the transition point ... in the reactive direction will indeed be reactive.” In
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other words, the reaction is adiabatic, and there is a vanishing probability that a reacting molecule
which reaches the transition state reaction coordinate fails to cross into the product state (Bard
and Faulkner (2001)). Transition state theory fails when the activated complex is poorly chosen
(Chandler (1998)). It is also inadequate if the free energy activation barrier is not high enough to
prevent recrossing and the coupling of the bath to the reaction coordinate is not sufficiently strong
to dissipate roughly kBT energy on the time scale of the reaction (Chandler (1978)); if the reaction
is nonadiabatic for some other reason (Bard and Faulkner (2001)); or if the reaction path is not
simple and well-defined (Chandler (1998)).
Ghez (2001) and Hudson (1998) provide overviews of the status of crystal growth theory as it is
currently understood. The outstanding challenge in explaining crystal growth after the work of
Volmer was the apparent absence of a source of kinks, which would be expected to quickly fill or
dissolve their respective terraces without the generation of a further monolayer where nucleation
could occur. Burton et al. (1951) provided the key insight: a screw-type dislocation can provide
the necessary perpetual kink for crystal growth to proceed as a spiral step (or crystal dissolution
to proceed as a spiral etch pit).
The bulk of theoretical interest to date has focussed on crystal growth rather than crystal dissolu-
tion. However, some complementary work by Alekseev and colleagues and by Lasaga and Lu¨ttge
has been published in the past decade, leading to the possibility of creating a full dissolution
model for both simple and complex blends of crystal components.
Alekseev et al. (2002) developed a theoretical basis for a statistical dissolution model drawing on
results from transition state theory and electrochemical work dating back to Volmer’s studies of
nearest-neighbor models Volmer (1939). An approach to a statistical crystal dissolution theory is
outlined which attempts to forego description of physical surface features in favor of an ensemble
of lattice site types (based on the number and types of nearest neighbors). The primary goal of
the series of papers is to derive a set of analytical equations for site balances. The framework for
a set of coupled equations describing the balances of various site arrangements of nearest neigh-
bors and second nearest neighbors was developed by Alekseev et al. (2003). Although a general
development of the governing equations was given, only a simple two-dimensional model with
coordination number Z = 4 was presented in the published papers, and a thorough comparison to
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published experimental dissolution rates was lacking. Additional papers in the series developed
the model further, although without re-examining the fundamental assumptions which perhaps
limit its applicability to real-world materials. Alekseev et al. (2007a) added the concept of point
vacancy defects (a source of steps and kinks), while Alekseev et al. (2007b) and Alekseev (2008)
evaluated the consistency of certain assumptions made about the atomic–topological relief frag-
ments and the validity of the selection of the lattice site types made throughout the development
of the two-dimensional model. This model has been well-developed for a one-component system
including vacancy defects, but it also leaves room for the development of an n-component model
as encountered in UNF dissolution. The analytical solutions are valid in the limit of low temper-
ature, where propagation of dissolution will occur almost exclusively along steps and kinks. By
incorporating transition state theory, the most fundamental model description requires the lat-
tice vibration frequency and chemical potentials of the species on the lattice, in solution, and at
the transition state; however, such information could be empirically modeled into a general rate
equation based on experimental data, should it prove too difficult to acquire or calculate these
parameters.
Lu¨ttge (2006) examined the effect of Gibbs energy on crystal dissolution kinetics. Bulk thermo-
dynamic properties of a material are largely unaffected by defects, yet these defects completely
dominate the kinetics of reaction and dissolution. Lu¨ttge also discussed the validity of transition
state theory in the context of dissolution in the absence of a well-understood and simple mech-
anism and in the presence of dislocations, arguing that successful fitting of experimental data to
an equation of exponential form cannot constitute identification of the dissolution mechanism.
Dissolution of a crystalline mineral was argued to be more complex than a chain of elementary
reactions (and their respective transition state theory representations) would reflect. In particular,
the high degree of parallelism in the reactions of species such as Fe and Si caused by the crystal’s
three-dimensional structure is ignored. The advocated step-wave approach would lead to more
complex but better-grounded descriptions of rate dependence on the change in the Gibbs energy
of activation ∆G in mineral reaction rates (a case that is similar to UNF).
This alternative approach to dissolution modeling, the step-wave approach, was put forth by
Lasaga and Lu¨ttge (2001, 2005) who proposed a many-body kinetic approach rather than a simple
8
reliance on precursor activated complexes on the surface. For example, in the dissolution of a com-
plex mineral such as feldspar, the dissolution of a rough surface proceeds rapidly until bound by
the formation of euhedral surfaces, which dissolve much more slowly by the movement of steps
along kinks (see Lasaga and Lu¨ttge (2005)). This second stage dominates long-term kinetics and
is the source of dependence on the Gibbs energy. Any modeling of more complex reactions than
simple rates will have to address the issues put forth by Lasaga and Lu¨ttge (2001, 2005) against a
simple transition state theory approach.
Other crystal dissolution studies of note include geometric models, such as that of Brednikhina
and Debelov (2009), which seeks to describe the evolving surface purely in terms of faces and
vertices; a model by Snyder and Doherty (2007), which examines the appearance of new euhedral
crystalline faces by vertex dissolution; and a model by Kowacz and Putnis (2008), which considers
the effects of solution composition and ionic properties on the growth and dissolution behavior of
a crystal.
2.2.2 Electrochemical and geochemical modeling.
Dissolution is of primary interest in two fields: pharmacology and corrosion science. The former is
generally interested in the dissolution of relatively complex organic vitamins and pharmaceutical
proteins. For instance, a comparison of a priori and experimentally observed crystal shapes in a
sample of succinic acid was reported by Snyder et al. (2008). They obtained agreement between
the results of a simple model incorporating only perpendicular growth rates and a dissolving
crystal of succinic acid observed microscopically. As another typical pharmacological example, a
study by Danesh et al. (2001) of in situ dissolution of aspirin along the (1 0 0) and (0 0 1) crystal
planes was done in order to compare the relative kinetics of those euhedral surfaces. However,
pharmacological models are not of immediate utility in the simulation of UNF dissolution.
As noted above, the model developed by Alekseev, Alekseev, and colleagues is a corrosion model.
The concern of this work has hence been to develop a topokinetic model to achieve a “substantial
increase in the corrosion resistance of a metal caused by the aimed changing of its microstructure”
(Alekseev et al. (2002), p. 517). This objective, while certainly the opposite of a study of dissolution
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optimization, still seeks to provide an invaluable corrosion understanding.
In the context of nuclear engineering, dissolution studies have been undertaken extensively to
study in situ leaching of UNF repositories due to contact with groundwater; thus, particular em-
phasis has been placed on dissolution of UO2 into carbonate-laden water.
Researchers at Whiteshell Laboratories of Atomic Energy of Canada Ltd. have developed exten-
sive models for the dissolution of stabilized waste forms in the context of deep repositories on ge-
ologic time scales. Shoesmith and Sunder (1991) presented a model for the dissolution of CANDU
UNF under oxidizing and non-oxidizing conditions. Emphasis is laid on the effect of oxidation
stoichiometry of the surface of UO2+x on the dissolution rate and mechanism, whether oxidative
and electrochemical (involving an electron-transfer step) or non-oxidative and chemical. Sunder
and Shoesmith (1991) focus on the chemistry of oxidative dissolution of UO2, particularly “vault
chemistry”, the conditions found in a deep repository. A five-step reaction series for UO2 dis-
solution (from bulk stoichiometric composition to transport of the fully complexed UO2 species
away from the reaction site) is presented. Sunder and Miller (1996) reported a rate for the aqueous
dissolution of UN and compared it to other published rates for U0 and USi3. However, the con-
ditions under which these studies have been undertaken are much less aggressive than the acid
bath used to dissolve UNF during head-end operations. Due to the differences in time scales and
chemistry, the geochemical models are currently inadequate for modeling dissolution in aqueous
UNF reprocessing.
2.2.3 Dissolution modeling in UNF reprocessing.
The thermodynamics of the chop–leach dissolution process in aqueous reprocessing are well un-
derstood, but comparatively little literature exists on kinetic studies. As a typical case, Kessinger
and Thompson (2003) have studied the equilibrium concentration of dissolved UNF components
in contact with 4 M HNO3 at 363 K.
Taylor et al. (1963) reported some of the earliest available data for a continuous dissolution process.
They report that below 16 mol HNO3 / kg H2O, the reaction is kinetically limited, while transport
considerations dominate above that value. (There is also some discussion of the discovery that
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the nitrite product autocatalyzes the dissolution reaction.) A distinction in surface quantification
for kinetically-limited and transport-limited reactions is necessary: the apparent surface area (or
geometric area) is obtained by multiplying the width of a sample by the height, whereas the true
surface area further takes into account the transverse area due to surface irregularities. Broadly
speaking, for a kinetically-limited reaction the true surface area is the significant factor, while for
a diffusion-limited reaction the apparent surface area governs the reaction rate.
Shabbir and Robins (1968a,b) related the kinetics of UO2 dissolution in HNO3 over a range of 1–37
mol HNO3 / kg H2O in order to expand the data set provided by Taylor et al. (1963). Concurrently,
Shabbir and Robins (1968c) considered the effect of crystallographic orientation on the dissolution
rate of polycrystalline UO2 pellets. The {1 1 1} crystal faces were found to be a particularly stable
euhedral family.
Other models developed to describe UNF dissolution kinetics include Ikeda et al. (1999), which re-
ported the dissolution of commercial LWR UNF (UO2) with a burnup of 50 GWd/ t in 1–6 M HNO3,
including rates for that range of concentrations. Another study by Ikeda (1995) reported results
of an experimental study of the dissolution of UO2 powders in 8 M HNO3. Mineo et al. (2004) de-
veloped an empirical equation to predict light-water reactor (LWR) UNF dissolution as a function
of surface area, temperature, concentration of HNO3, and fuel geometry. They concluded that
further consideration of the acidic environment and its penetration into the fuel was necessary.
Notably, the model they developed incorporates an estimate of the effective (true) surface area of
irradiated fuels.
None of the models surveyed included the effect of radiolysis, which is “intrinsically non-thermo-
dynamic and kinetically oxidizing in character” (Shoesmith and Sunder (1991)), in any form other
than as an aggregate empirical effect.
The mechanism of UO2 dissolution is currently understood to be related to passivation of the UO2
surface with an oxide layer to a nonstoichiometric UO2.67. The mechanism of UO2 dissolution is
discussed at length in Inoue (1986), who claim that the rate-controlling reaction for the dissolution
of UO2.67 is related to the oxidation state of U in the solid state, involving an interfacial electron
transfer between UO2(s) and H
+
(aq).
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These papers are potential sources of experimental data for input to the model developed in later
chapters of this thesis. In particular, Lacher et al. (1961) is the major source of kinetic parameters
for the dissolution of α-U0(s).
2.3 Need for further research.
The existing literature reveal the need for further understanding of the dissolution process in nu-
clear engineering as well as in a wider chemical and materials science context. The 2010 Depart-
ment of Energy Nuclear Energy University Programs campaign work scope calls for the “creation
of methods and tools that will allow first principal simulation results, done at lower length scales
(e.g. atomistic), to be coupled to higher level continuum–performance simulations at larger length
and time scales” (DOE, 2010). A stepwise dissolution model will thus eventually fill a key model-
ing and simulation need in the development of advanced UNF reprocessing schemes.
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Figure 2.1: A simplified PUREX process flow sheet. FP stands for fission product.
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Figure 2.2: The family of PUREX-related solvent extraction processes. After Tachimori and Morita (2010),
p. 34.
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Chapter 3
Theoretical Background & Model
Development
3.1 Atomic–topological crystal dissolution kinetics
3.1.1 Nearest neighbor bond model.
Corrosion scientists and electrochemists have developed models for the site balances and surface
evolution over time under dissolving conditions. Microscopic crystal kinetics depends on the rate
of dissolution from or deposition to certain occupied or vacant sites in the lattice surface, which
in turn depend on the topography of the surface. The underlying theory of microscopic reaction
rates is herein developed, following Alekseev et al. (2002).
Consider a crystal such as that shown in Figure 3.1. The nearest-neighbor model of dissolution
presented by Volmer (1939), pp. 28ff., posits that each atom in a regular crystalline lattice has a
bond to each of its nearest neighbors, and that dissolution from an interfacial atomic site requires
sufficient energy to achieve the transition state between the undissolved and dissolved states (i.e.,
all bonds between that atom and its nearest neighbors must be broken). Figure 3.2 illustrates a
two-dimensional example with coordination number Z = 4. As will be seen below, atoms with
more nearest neighbors are accordingly more difficult to dissolve according to an exponential law.
It is thus to be expected on physical grounds that dissolution from a kink site is more likely than
dissolution from a step site; dissolution from a step site is more likely than dissolution from a
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terrace site; and dissolution from the substrate is impossible. If the atom forms part of an interface
(with vacuum or another material which does not form bonds in that phase with the crystal), there
are correspondingly less bonds as the number of nearest neighbors is not as high as the coordina-
tion number of the crystal. The number of bonds represents a corresponding affinity to the solid
or detached phase with a spectrum of activation energies for dissolution, and the atom has a re-
spectively lower or higher probability of dissolution based on its position and vibrational energy
(represented by the system temperature). The reentrant kink was identified as the privileged locus
of crystal growth and dissolution, and at lower temperatures or on vicinal surfaces dominates the
kinetics completely (see Figure 3.3).
Figure 3.1: Crystal of a simple cubic material with {1 0 0} faces. Spheres represent atoms. All crystal
visualization is done with VMD Humphrey et al. (1996).
Figure 3.2: Segment of an interface between occupied lattice sites (blue) and unoccupied lattice sites (white)
for a two-dimensional system with Z = 4. The surface along which dissolution and deposition can occur is
bolded. Some vacancy defects are present in the substrate as well.
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Figure 3.3: Segment of an interface between occupied lattice sites (blue) and unoccupied lattice sites (white)
near steady state for a two-dimensional system with Z = 4. The surface along which dissolution and
deposition can occur is bolded. Deposition or dissolution of the surface is likely to occur only along the
kink, at the positions highlighted in yellow and cyan, respectively.
Assuming that the energy Es required to break an existing bond is a function neither of topo-
graphic position nor of the number of bonds (i.e., the surface is equipotential), Es may be found
from the energy of sublimation Esubl by
Esubl =
EsZN0/2
N0
= ZEs/2; or Es =
Esubl
Z/2
(3.1)
where Z is the coordination number; and
N0 is the Avogradro constant.
There is thus a spectrum of activation energies for atoms with different numbers of nearest neigh-
bors (Figure 3.4).
The bulk thermodynamic quantities of a perfect crystalline lattice are not modified macroscop-
ically by the introduction of defects to the crystalline lattice. For instance, both enthalpy and
entropy increase slightly in the presence of defects, although the increase of entropy is generally
negligible (Borg and Dienes (1992), pp. 424–427). Even though bulk thermodynamic quantities
are not significantly altered by the presence of defects, the kinetics of reaction are greatly affected
by the presence of defects: vacancies, interstitials, etc. This phenomenon may be observed in the
different corrosion behaviors of samples of the same metal which have been treated with different
surface treatments. The introduction into a crystal of even a low concentration of vacancy defects
or dislocations will consequently generate a much larger number of active surface sites at the reen-
trant kinks, leading to a steady-state dissolution rate much greater than the dissolution rate of the
corresponding defect-free crystal.
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Figure 3.4: Spectrum of energies of activation for interfacial atoms with various numbers of nearest neigh-
bors for a hypothetical system with Z = 6. S represents the reactant, C represents the activated complex,
and L represents the dissolved state. q is the reaction coordinate; E is the relative energy. Adapted from
Alekseev et al. (2002).
3.1.2 Chemical kinetics & transition state theory.
The kinetic rate of a chemical reaction was observed experimentally to have an exponential de-
pendence on temperature as early as Arrhenius in 1889, who proposed the concept of activation
energy (Fogler (2005), pp. 69–73). The specific (concentration-independent) reaction rate ν of a
molecular interaction has the form
ν = ν0 exp
(
− ∆µ
kBT
)
(3.2)
where ν0 is the Arrhenius prefactor;
∆µ is the energy of activation for the process;
kB is the Boltzmann constant; and
T is the absolute temperature.
To apply this equation at the molecular level, one must assume that the reacting species are present
(i.e., the reaction is kinetically limited rather than diffusion-limited). This assumption is made for
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all further development henceforth. The Arrhenius prefactor is a frequency factor determined
experimentally and theoretically to be a slowly varying function of temperature and thus constant
over fairly large ranges of temperature (Fogler (2005), p. 70).
The transition state theory, as presented in Glasstone et al. (1941), pp. 184–191, postulates a reac-
tion coordinate dividing well-defined reactants and products. The reaction is assumed to proceed
along a single path to a transition state which is in equilibrium with the reactant. The energy bar-
rier which is to be overcome is denoted as the energy of activation (which is thus dependent on
the direction of reaction). The form of the reaction rate is derived from statistical mechanics to be
ν =
kBT
h
K‡ exp
(
− ∆µ
kBT
)
(3.3)
where h is the Planck constant; and
K‡ is the equilibrium constant for activated and initial states.
The prefactor, in this case, appears to have a linear dependence on temperature, although the free
energies represented in K‡ and ∆µ also have temperature dependences, ultimately leading to a
slowly-varying function of temperature for the exponential prefactor, as expected from Eq. (3.2)1.
Transition state theory requires that a model assume a specific simple reaction mechanism, as in
the melting of a metal (see the limitations on transition state theory noted in the previous chapter).
The specific rate for a reaction well-described by the transition state approximation is of the same
form as Eq. (3.2), in which ∆µ = µ‡ − µreactant, the difference between the chemical potentials of
the transition state and the reactant state (see Section 3.1.3).
By incorporating the full reaction rate theory, the most fundamental model description requires
certain parameters which are extremely difficult to obtain experimentally, but which may be mod-
elled. These include the lattice vibration frequency and the chemical potentials of the species on
the lattice, in the solution, and at the transition state.
1The temperature dependence of the prefactor has been shown to be Tn, 0 ≤ n ≤ 1 (Fogler (2005), p. 73).
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3.1.3 Chemical potential.
Mass transfer and reactivity at or near equilibrium between individual phases is described by
chemical potential (Smith et al. (2005), pp. 380–381). The difference in this quantity may be heuris-
tically defined as “the work required to bring one mole of a substance from a solution at one
concentration to another at a different concentration” (Lackie (2007), p. 86). The development in
this section follows that given by Alekseev et al. (2002), pp. 523–528.
According to Volmer (1939), pp. 38–40, the chemical potential for an atom µs,Z/2 in a lattice with
Z/2 neighbors is given by
µs,Z/2 = −Z/2 · Es − kBT ln vs,Z/2 (3.4)
where vs,Z/2 is the volume of vibration of an atom with Z/2 neighbors in the solid; and
kBT ln vs,Z/2 is the vibrational entropy of the atom near its equilibrium position in the lattice
of the solid.
The volume of vibration is with reference to an appropriate standard state (and so unitless in the
logarithm). Alekseev et al. (2002), p. 523, generalizes this statement for the chemical potential of
an atom occupying a kink site to the chemical potential for an atom in a lattice with i neighbors,
µs,i = −iEs − kBT ln vs,i (3.5)
where vs,i is the volume of vibration of an atom with i neighbors in the solid; and
kBT ln vs,i is the vibrational entropy of the atom near its equilibrium position in the lattice
of the solid.
The chemical potential for an ion in solution µl surrounded by l solvent molecules in a solvation
shell is given by (Volmer (1939), pp. 67–70; Alekseev et al. (2002), p. 523),
µl = −lEl − kBT ln vl + kBT lnC + zelϕsol + µl0 (3.6)
where El is the energy required to break a bond in the solvation shell;
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vl is the volume of vibration of an atom with l neighbors in its solvation shell;
C is the concentration of ions in molar parts with reference to a standard state;
z is the oxidation state of the ion;
kBT ln vl is the vibrational entropy of the atom near its equilibrium position in the solution;
kBT lnC is the entropy of the ion in solution;
ϕsol is the potential difference in the solvent; and
µl0 is the chemical potential of a solvated ion with l neighbors in solution at the potential
origin (the potential far from the double-layer boundary).
Volmer (1939), p. 42, notes that with the approximation of equal volumes of vibration in the solid
and detached phases ((i.e.),
∣∣∣kBT ln vsvl ∣∣∣ Es, El), the chemical potential µi may be replaced with
the internal energy Ei; i.e., ∆µi→j ≈ ∆Ei→j when vi ≈ vj .
Figure 3.5: Reaction coordinate of a kink-site dissolution in the lattice S through the transition state C into
the solution L. The solid line indicates the reaction coordinate in the absence of an external potential ϕ;
the dashed line indicates the reaction coordinate in the presence of the external potential ϕ. Figure from
Alekseev et al. (2002), p. 527.
The reaction coordinate for dissolution from a kink site is depicted in Figure 3.5. In it are depicted
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the change in chemical potential for dissolution ∆µ+,Z/2 and for deposition ∆µ−,Z/2,
∆µ+,Z/2 (ϕ) = µC (ϕ)− µs,Z/2
= µC |ϕ=0 − αzeϕ− µs,Z/2
= ∆µ+,Z/2 |ϕ=0 − αzeϕ
(3.7)
and
∆µ−,Z/2 (ϕ) = µC (ϕ)− µl
= µC |ϕ=0 − αzeϕ− (µl − zeϕ)
= ∆µ−,Z/2 |ϕ=0 + βzeϕ
(3.8)
where µC is the chemical potential at the transition state;
α, β are transfer coefficients;
z is the number of electrons transferred in the reaction; and
ϕ is the inner electrical potential.
The transfer coefficients α and β describe the relative symmetry of the potential energy surface
between the reactant and product and thus the influence of the change in electrochemical potential
on the transition state (Glasstone et al. (1941), pp. 552–599; Bard and Faulkner (2001), pp. 97–98).
For a symmetric intersection, α is found to be near 0.5; this holds for most reactions. β is the
corresponding transfer function from solution, β ≡ 1 − α. α is expected on theoretical grounds
to be a function of potential difference; however, this dependence has not been experimentally
observed to vary much over the small ranges of potential difference for which data are available,
as electron-transfer kinetics apply in a relatively narrow range before yielding to mass-transfer
(diffusion-limited) kinetics (Bard and Faulkner (2001), pp. 97–98).
The analogous development of a treatment of dissolution from (or deposition to) any other surface
site is made by noting that Eq. (3.7) describes the mean bond energy of atoms as per Eq. (3.4).
However, just as Eq. (3.5) generalizes Eq. (3.4), Eq. (3.7) may be generalized to describe the change
in chemical potential for a dissolution from any site (and similarly, Eq. (3.8) may be generalized).
The shift in chemical potential as a function of number of nearest neighbors µs,i is shown in Fig-
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Figure 3.6: Reaction coordinate of dissolution from an arbitrary site in the lattice S through the transition
state C into the solution L. Figure from Alekseev et al. (2002), p. 527.
ure 3.6 (Alekseev et al. (2002), p. 527). The change in the chemical potential of an arbitrary site i
from that of the median kink site Z/2 δµs,i is shown to be
−δµs,i = µs,i − µs,Z/2
=
(
Z
2
− i
)
Es;
(3.9)
and the change in the activation energy for dissolution to occur is
−δµs,i,+ = βiδµs,i − µs,i
= −αiδµs,i
= αi
(
Z
2
− i
)
Es.
(3.10)
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A similar derivation yields the change in the activation energy for deposition to occur,
δµs,i,− = βiδµs,i
= βi
(
Z
2
− i
)
Es.
(3.11)
The introduction of a potential difference ϕ shifts both the energy barrier height and the chemical
potential of the dissolved ion (refer to Figure 3.5 and Figure 3.6). The change in chemical potential
of the dissolved ion is
∆µ (ϕ) = −zeϕ; (3.12)
the change in chemical potential for dissolution from an arbitrary site is
δµl,i,+ (ϕ) = −αizeϕ; (3.13)
and the change in chemical potential for deposition to an arbitrary site is
δµl,i,− (ϕ) = zeϕ− αizeϕ
= βizeϕ.
(3.14)
When the effects of a nonzero potential difference ϕ are introduced, Eq. (3.10) and Eq. (3.11) be-
come
δµi,+ (ϕ) = δµs,i,+ + δµl,i,+ (ϕ)
= −αi
[(
Z
2
− i
)
Es + zeϕ
]
;
(3.15)
δµi,− (ϕ) = δµs,i,− + δµl,i,− (ϕ)
= βi
[(
Z
2
− i
)
Es + zeϕ
]
.
(3.16)
With these results, the full statements for the change in chemical potential for dissolution from or
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deposition to an arbitrary lattice site are
δµi,+ = δµ+ |ϕ=0 − δµi,+ (ϕ)
= −αi
(
Z
2
− i
)
Es − αizeϕ;
(3.17)
δµi,− = δµ− |ϕ=0 − δµi,− (ϕ)
= βi
(
Z
2
− i
)
Es + αizeϕ.
(3.18)
3.1.4 Dissolution and deposition rates.
The specific reaction rates may be written as a function of the changes in chemical potential
Eq. (3.17) and Eq. (3.18). For purposes of this development, the activation energy required for
a bond to move from a whole to a broken state is given by the energy of the transition state of the
dissolving neighbor relative to those states. Thus, according to transition state theory (Glasstone
et al. (1941), p. 376; Alekseev et al. (2002), p. 524), the rate of atom transfer to the solution from a
site with i nearest neighbors is
ν+,i = νs exp
(
−∆µ+ |ϕ=0 −∆µi,+ (ϕ)
kBT
)
= νs exp
(
−∆µ+ |ϕ=0
kBT
)
exp
(
αi
(Z/2− i)Es + zeϕ
kBT
)
= νs exp
(
−∆µ+ |ϕ=0
kBT
)
exp
(
α
(Z/2− i)Es
kBT
)
exp
(
α
zeϕ
kBT
)
= ν+ |ϕ=0 exp
(
α
(Z/2− i)Es
kBT
)
exp
(
α
zeϕ
kBT
)
(3.19)
if αi ≈ α. (The separation of the effect of a potential difference applied across the system on the
electrochemical reaction rate is only possible if the transfer coefficients αi are not a function of the
number of nearest neighbors i, i.e., αi = α for all i, as recommended by Alekseev et al. (2002).)
The expression corresponding to 3.19 for the deposition rate to an unoccupied site with i nearest
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neighbors is
ν−,i = νl exp
(
−∆µ− |ϕ=0 −∆µi,− (ϕ)
kBT
)
= νl exp
(
−∆µ− |ϕ=0
kBT
)
exp
(
−βi (Z/2− i)Es + zeϕ
kBT
)
= νl exp
(
−∆µ− |ϕ=0
kBT
)
exp
(
−β (Z/2− i)Es
kBT
)
exp
(
−βi zeϕ
kBT
)
= ν− |ϕ=0 exp
(
−β (Z/2− i)Es
kBT
)
exp
(
−βi zeϕ
kBT
)
.
(3.20)
3.1.5 modeling dissolution and deposition rates.
Combination of the independent effects in the above development yields a master equation for
the dissolution rate in this dissolution model (Alekseev et al. (2003), p. 521). Generally speaking,
an arbitrary electrochemical dissolution with the assumptions made above may be written as
ν+,i = ν+,Z/2 |ϕ=0 exp
(
−αiEs
kBT
)
exp
(
αzeϕ
kBT
)
. (3.21)
Similarly, an arbitrary electrochemical deposition may be written as
ν−,i = ν+,Z/2 |ϕ=0 exp
(
βiEs
kBT
)
exp
(
−βzeϕ
kBT
)
. (3.22)
If the system includes a specific reaction rate independent of the number of neighbors, it is written
in the same form as Eq. (3.2). With the approximation ∆µ ≈ Er, one has
ν = ν0 exp
(
− Er
kBT
)
. (3.23)
The theoretical determination of the reaction prefactor is complex (requiring knowledge of the
chemical potentials and lattice vibration frequencies), and it is thus normally obtained empirically.
Similarly, the chemical potential reference state and the values in the lattice, at the transition state,
and in solution of the chemical potential may be calculated using molecular dynamics or Monte
Carlo molecular modeling or estimated from experimental data. The use of Eq. (3.21) and Eq. (3.22)
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does not require a detailed or even mechanistic knowledge of the transition state; knowledge
of the energy required to break a bond or the activation energy (often approximated as ∆G‡ =
∆H‡ + T∆S‡ ≈ ∆H‡, written above as Es) is sufficient.
The use of macroscopic data in modeling an atomic-level simulation can at best be only statisti-
cal, however, and for a full consideration of the effects of the lattice sites, collision angles, etc.,
molecular reaction dynamics must be utilized. Obviously, the accuracy of the output of the model
will be proportional to the validity and accuracy of the input. Additional considerations about the
validity of macroscopic thermodynamics parameters used to characterize a reaction are raised by
Winzor and Jackson (2006). The thermodynamic considerations of surface nucleation and crystal
growth are largely ignored here, but an analogous effect could conceivably arise as the result of
net fluctuations in the local rate of deposition and dissolution. The effect of changes in the local
solution environment which affect the electrochemical reaction rate are also neglected.
Although the papers of Alekseev, Alekseev, and colleagues Alekseev et al. (2003, 2005); Alekseev
(2008); Alekseev et al. (2007a, 2002) have focussed on modeling the reaction rates as statistical
ensembles of lattice site types, the interest in this thesis is to atomistically model the microscopic
material surface, obtaining a qualitative picture of the topography and a quantitative measure-
ment of the rates from specific lattice sites and by individual species (with the caveat concerning
molecular reaction dynamics intact). Monte Carlo simulation is used to evolve a set of atoms
dynamically according to Eq. (3.21), Eq. (3.22), and Eq. (3.23).
3.2 Monte Carlo simulation of reaction rates
Monte Carlo simulations are a family of related random sampling algorithms useful for studying
systems with massively coupled degrees of freedom or for which the configurational space is not
known (Frenkel and Smit (2002), pp. 23–57). Monte Carlo simulation is well-established in mate-
rials science and physics as an alternative to molecular dynamics. Most crystal lattice modeling
has been performed with kinetic Monte Carlo (KMC) or Monte Carlo molecular modeling (e.g.,
Lasaga and Lu¨ttge (2005)). KMC and Monte Carlo molecular modeling simulate changes in the
spatial degrees of freedom. For a system in which chemical reaction rates (not mechanisms) are
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the observables of interest, a simulation of the rate by Monte Carlo methods should be sufficient;
thus, the non-mechanistic model utilizing Eq. (3.21), Eq. (3.22), and Eq. (3.23) is a Monte Carlo
model with a transition rule based on likelihood of reaction rather than likelihood of motion.
The Monte Carlo transition rule used here is a simple case of the Metropolis algorithm for sam-
pling configuration space (Frenkel and Smit (2002), pp. 27–31). Although that algorithm is more
general, the acceptance criterion for transitions between states may be used to describe a dynamic
process of the type necessary in this model.
Consider the reaction rate ν as a transition probability τ−1, where τ is the mean time of an elemen-
tary act (see, e.g., Alekseev et al. (2002), p. 521). In this context, it is clear that the system must have
sufficient resolution in time that a single elementary act at a single site is not likely to occur more
than once in the length of a single time step, or the reaction rate will be under-reported. In this
case, the granularity of the simulation severely limits the accuracy of the results. Thus the system
of units and the time step size are intimately related (see 4.1.1 for further details). Assuming that
the (perhaps re-normalized) reaction rate ν 6 1.0 or τ > 1.0, the Monte Carlo transition rule is of
the form
Ao→n =
 true U 6 min (N, 1)false U > min (N, 1) (3.24)
where Ao→n is the acceptance criterion for the transition from state o to state n;
U is a uniform random number; and
N = ν
o→n
νo→n0
.
The acceptance criterion will reliably reproduce the reaction rate for a well-constructed uniform
pseudo-random number generator.
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Chapter 4
Simulation & Numerical
Experimentation
4.1 capablanca and other tools
The model given in Eq. (3.21), Eq. (3.22), and Eq. (3.23) is implemented in a computer program
written in C++ and MPI. Appendix A provides usage details and documentation of this code,
called capablanca, and the related programs.
4.1.1 Reduced unit representation.
The program uses reduced units for the input and internal representation (Frenkel and Smit (2002),
pp. 40–42). The common choice of base units are length σ, energy , and mass m. However, since
mass is not a significant factor in this model, the natural choice of reduced base units is length σ,
energy , and time τ . From these, the unit of temperature ϑ = /kB , where kB is the Boltzmann
constant. The value of kB in this representation is thus kB = 1.0  · ϑ−1.
The lattice parameters for orthorhombic α-U0(s) are a = 2.852 A˚, b = 5.865 A˚, c = 4.945 A˚, with
a coordination number of Z = 4 (Jacob and Warren (1937)). A unit cell is shown in Figure 4.1.
The length σ is taken as the shortest of these, σ = a = 2.852 A˚, yielding values of b = 2.056σ
and c = 1.734σ for the other lattice parameters. The α-U0(s) lattice consists of planes of atoms
at distances of 2.75 A˚ and 2.85 A˚, with other neighbors at a distance greater than 3.25 A˚ (Pearson
29
(1972), p. 764; NRL (2008)). There are thus different reaction rates on the (1 0 0), (0 1 0), and (0 0 1)
faces.
Figure 4.1: α-U0(s) unit cell, after Barrett et al. (1963).
Data on the dissolution rate of uranium metal is sparse in comparison with the literature available
for the dissolution rate of uranium dioxide. Lacher et al. (1961) reported data for uranium metal
dissolving in 15.6 N HNO3, calculating an activation energy of 66570 J · mol−1 = 1.07 · 10−19 J ·
molecule−1 for the rate-determining step in this reaction. The base temperature unit is thus ϑ =
7750 K, leading to 373 K = 0.48ϑ.
The time scale, as one of the base units, may be set arbitrarily. It is clear from the above discussion
that the reaction rate should not exceed 1 τ , or the system time scale is too granular to adequately
represent the rate of transition in the system. We thus select the maximum observable rate in our
system (neglecting the effect of potential difference) to be
τ = 100ν−1Z/2 = 100ν
−1
0 exp
(
αEsZ
2kBT
)
. (4.1)
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Table 4.1: Correspondence between reduced and common units for α-U0(s).
Quantity Reduced unit Common unit Source
length σ 2.85 A˚ Jacob and Warren (1937); Pearson (1972), p. 764
energy  4.34 · 10−19 J · bond−1 Brewer and Rosenblatt (1961)
temperature ϑ 20968 K —
τ is thus a function of the activation energy Es, the pre-exponential factor ν0, and the surface
concentration of the site types Ni (see below). This governs the number of time steps required
to observe significant dissolution activity in systems with many nearest neighbors (FCC crystals,
for instance). The prefactor in reduced units is calculated so as to give the base rate the value of
0.01 τ−1 in all simulations, allowing for interesting behavior to be observed in the time scale of a
simulation. Table 4.1 summarizes these values for α-U0(s).
The use of reduced units reduces the risk of underflow or overflow during simulations. Most
quantities of interest will lie within a few orders of magnitude above or below 100. Thus, the
occurrence (in the simulation) of a quantity several orders of magnitude outside of this range
likely indicates an error or a process from a different kinetic regime. Reduced units also reveal
similarities between broadly equivalent simulations, which may have very distinct parameters in
real units but behave similarly in simulation.
4.1.2 Use of experimental data in the model.
In the absence of reliable microkinetic data for uranium metal dissolution, the simulation must uti-
lize experimental kinetic data from the bulk process. Two parameters are required: temperature-
dependent rate data and the bond dissociation energy.
The temperature-dependent rate data gives the net rate υ of reaction at the surface. As rate data
are often presented in units of mass per unit area per unit time or length per unit time, some
assumptions about the nature of the reacting surface are required. For the dissolution of uranium
metal, it is assumed in this thesis that the data of Lacher et al. (1961) are for dissolution into the
{1 1 1} family of faces, for an atomic areal density of ρA = 5.978 · 1018 atoms · m−2. From a fit of
the data in Lacher et al. (1961), the mean rate of uranium metal dissolution in 15.6 N HNO3 at
323.15 K is ν = 0.0136 atom · s−1.
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The bond dissociation energy Es (often D◦0 in the literature) is calculated from the heat of subli-
mation of a material ∆H◦ by the relation
∆H◦ =
ZEsN/2
N
=
Z
2
Es (4.2)
where every bond is counted once, as atoms must come in pairs per bond. For uranium metal,
this value is ∆H◦U = 5.23 · 105 J ·mol−1 = 2.89 · 10−19 J · bond−1 (Brewer and Rosenblatt (1961)).
We assume, following Alekseev et al. (2003), p. 222, that the net rate is equal to the product of the
rates at each site and the concentration of those sites,
υ =
Z∑
i=0
Niνi ≈ NZ/2νZ/2 (4.3)
where Ni is the number of sites with i nearest neighbors.
As the differential rates of the sites with greater concentration than the mean are low, and the con-
centration of the sites with greater rates than the mean are low, the overall rate is approximately
equal to the rate from the mean site, an atom at the edge of a kink, υ ≈ NZ/2νZ/2. With this ap-
proximation and utilizing the bond dissociation energy, the differential probability of dissolution
from the site with i nearest neighbors is
νi = νZ/2 exp
(
−αEs
kBT
(i− 2)
)
. (4.4)
As exp
(
− αEskBT
)
 1 at small values of temperature relative to the bond energy, the differential
rates are separated by several orders of magnitude. Heuristically, this reflects the fact that disso-
lution along a kink or dislocation loop is far more likely than dissolution into an even, defect-free
substrate. Nevertheless, this presents the computational difficulty of simulating processes that
occur over very different time scales. One workaround, following the assumption that sites with
less than Z/2 neighbors are extremely rare, is to set the time scale of the problem to a value less
than, but close to, τ = ν−1Z/2, thereby causing the basic event of dissolution from a site with Z/2
neighbors to proceed uniformly, while sites with less neighbors than this vanish rapidly on this
time scale. As the equilibrium concentration of surface sites of a given type are not a priori known,
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this concentration must be observed experimentally or in simulation prior to fixing the value of
the time scale in macroscopic units.
4.2 Simulation and Numerical Experiments
4.2.1 Model validation.
Due to the absence of microkinetic data describing deposition rates and other details, simulation
was carried out using only dissolution as the active process. The model was compared to existing
crystal dissolution models and expectations, and then utilized to simulate the dissolution of α-
U0(s), such would occur in UNF.
Systems such as those shown in Figure 4.2 are considered, the latter with vacancy defects (to in-
crease the observed rate and better approximate real metal conditions). As noted earlier, dissolu-
tion is driven primarily by dissolution at kinks. On physical grounds, therefore, dissolution into a
defect-free subtrate is extremely slow and not observable over time scales used in this work. Thus,
vacancy defects are introduced into the material to promote dissolution of successive monolayers
in the crystal. Since capablanca does not currently support periodic boundary conditions, a
single crystal face was isolated by surrounding the other faces with an inert material, as shown in
Figure 4.2(b), permitting the dissolution rate of that face to be observed independently.
Systems with a vacancy concentration of 10−5 vacancies per atom are also considered. Although
a strong function of temperature, for the generic cubic crystals this vacancy concentration will be
taken as typical, being approximately an order of magnitude less than the value suggested for a
hard-sphere crystal (Frenkel and Smit (2002), p. 266), and is lower than that expected for a crystal
near its melting temperature (cf. Porter and Easterling (1992), pp. 43–44).
Growth processes cannot currently be considered due to the lack of a diffusion mechanism in the
model. Surface diffusion is a dominant factor in the growth of crystals, and capablanca does
not reproduce that aspect of the physical mechanism properly at this time.
Although the identification of experimental parameters in reduced units with common units is
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(a) Cube of a simple cubic material with {1 0 0} faces. (b) Slab of a simple cubic material with {1 1 1} faces
surrounded by inert material (dark grey atoms)
Figure 4.2: Systems used for model validation.
not unique, the numerical experiments correspond to the system parameters in Table 4.2 and the
rule set files in Listing 4.1 and Listing 4.2, which have active sites i ≤ 2 and i ≤ 4, respectively
(and thus different τ ).
Table 4.2: Dissolution simulation reduced unit system.
Quantity Reduced unit Common unit
energy  6.90 · 10−20 J · bond−1 = 5000 kBK
length σ 2 A˚
temperature ϑ 5000 K
time τ 10−6 s
Listing 4.1: Dissolution simulation rule set file sc2.rs. The first three values indicate that one reaction is
specified; there are three states (0 in lattice; 1 inert; 2 dissolved); and that state 2 corresponds to dissolution.
The next two lines give the reaction with values giving the initial state; ν+0; ν−0; α; Es; Er; z; and the final
state.
1 3 2
#[0]-->[2]
0 890724.5025 0 0.50 1.00 0 0 2
Listing 4.2: Dissolution simulation rule set file sc4.rs.
1 3 2
#[0]-->[2]
0 79339013942140.50 0 0.50 1.00 0 0 2
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4.2.2 Uranium metal dissolution.
With two of the model parameters obtained from experimental data, and with the caveat that
microkinetic dissolution data for uranium metal do not exist, validation of the model at this stage
can consist only of comparison to the bulk experimental data to see if the simulation successfully
reproduces them; and comparison of qualitative behavior to electron micrographs (for instance,
from Shabbir and Robins (1968c)).
Dissolution into several faces of α-U0(s) is considered, as well as observation of the preferential
dissolution into a crystal of α-U0(s). Dissolution of systems with point vacancy defects V
×
U is also
considered. The rule set Listing 4.3 is used in the uranium simulations.
Listing 4.3: Rule set listing for u dissoln.rs.
1 3 2
#[0]-->[2]
0 1.015896E+48 0 0.50 1.00 0 0 2
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Chapter 5
Results & Discussion
Simulations using capablanca version 1.2.0 were carried out on the Turing Cluster maintained
and operated by the Computational Science and Engineering Program at the University of Illinois
at Urbana–Champaign. Turing consists of 768 Apple X-serves, with two 2 GHz G5 processors and
4 GB of RAM each and a Myrinet primary connexion network.
5.1 Model validation
The observed qualitative dissolution behavior of the model should accord with experimental ob-
servation and theoretical predictions. The model is expected to reproduce the qualitative behavior
of dissolving cubes, preferentially revealing euhedral faces. It should also exhibit the dissolution
along edges or kinks which is well-founded in crystal dissolution science. Simulations to validate
these behaviors are described below.
Face exposure. The dissolution of a cube of a simple cubic material with {1 0 0} faces should
exhibit dissolution from the corners, approximately revealing the {1 1 1} family of planes at those
corners. This behavior was consistently reproduced for the types of systems simulated. The sim-
ulated system had a bond strength of Es = 6.90 · 10−20 J · bond−1 = 5000 kB · K, base length σ =
10−10 m, and time scale τ = 10−6 s at temperature T = 0.05463ϑ = 273.15 K, where ϑ = 5000 K.
In a face-centered cubic system with equal bond strengths in every direction, a large perfect cube
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with {1 0 0} faces will dissolve starting at the corners and edges, which have one to six nearest
neighbors apiece, rather than in the middle of a face, where the atoms have seven or more nearest
neighbors. Thus the {1 1 1} faces will start to appear at the corners and the {1 1 0} faces will
appear at the edges as the crystal dissolves. Figure 5.1 illustrates this effect for a face-centered
cubic system at various time steps.
By the same token, in a simple cubic system with equal bond strengths in every direction, a large
perfect cube with {1 0 0} faces will dissolve starting at the corners, which have three nearest neigh-
bors apiece, rather than in the middle of a face, where the atoms have five nearest neighbors. Thus
the {1 1 1} faces will start to appear at the corners as the crystal dissolves. Figure 5.2 illustrates
this effect for a simple cubic system at various time steps.
Kink behavior. Examination of the initial time steps in the evolution of the simple cubic system
above (shown in Figure 5.3) clearly illustrates kink-like dissolution behavior along the edges of the
large cube. Although an edge, the number of atoms at a kink are the same as those at a corner in
the nearest-neighbor approximation (three); and the number of atoms along a ledge are the same
as those at an edge (four).
Monolayer dissolution. The surface is expected to dissolve in monolayers (Alekseev et al. (2003),
pp. 524–525). When a surface consisting of adjacent monolayers is dissolving, each layer opens
at a vacancy defect (or, occasionally, dissolution of a surface atom) and expands along the effec-
tive ledges into large squares, which culminate in dissolving the layer completely. A scattering of
vacancy defects in the system will accelerate this process to an observable rate.
This behavior is clearly exhibited by the dissolution of the (1 0 0) face of a simple cubic system
(at a concentration of 10−5 vacancies per atom), depicted in Figure 5.4 and in a movie included
with the thesis (monolayer.avi; see B). The behavior accords qualitatively with the predictions
of Alekseev et al. (2003) (Figure 5.5), although the lack of a vacancy diffusion mechanism in the
model may reduce the accuracy of quantitative rate data.
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(a) t = 0 (b) t = 3200
(c) t = 6400. (d) t = 9600
(e) t = 12800. (f) t = 16000
Figure 5.1: Simulation of face-centered cubic crystal dissolution at various time steps, T = 0.05463ϑ =
273.15 K. Note the appearance of {1 1 1} and {1 1 0} faces at the corners and edges of the original cube as
the dissolution proceeds. Time step sizes in Figure 5.1 and Figure 5.2 are not equivalent.
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(a) t = 0 (b) t = 1300
(c) t = 2600 (d) t = 3900
(e) t = 5200 (f) t = 6500
Figure 5.2: Simulation of simple cubic crystal dissolution at various time steps, T = 0.05463ϑ = 273.15 K.
Note the appearance of {1 1 1} faces at the corners of the original cube as the dissolution proceeds. Time
step sizes in Figure 5.1 and Figure 5.2 are not equivalent.
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(a) t = 0 (b) t = 1000
(c) t = 2000 (d) t = 3000
(e) t = 4000 (f) t = 5000
Figure 5.3: Dissolution of a simple cubic system at a reduced temperature of T = 0.10ϑ illustrating disso-
lution along edges (corresponding to kinks by number of nearest neighbors).
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(a) t = 0 (b) t = 100
(c) t = 200 (d) t = 300
(e) t = 400 (f) t = 500
Figure 5.4: Monolayer surface dissolution at temperature T = 0.05463ϑ = 273.15 K; compare Figure 5.5.
Each layer opens at vacancies and expands in squares until the squares meet and clear the monolayer from
the surface completely. A movie of this process is included with the thesis (see Appendix B).
41
Figure 5.5: Idealized monolayer surface dissolution behavior for a simple cubic {1 0 0} face. Each mono-
layer opens at holes (a) (here located at a horizontal distance l from each other) which have atoms with four
nearest neighbors on the edges of the hole and atoms with five nearest neighbors at the bottom of the hole.
These widen into squares (b), which meet and combine (c), at which point the juts J dissolve relatively
rapidly. The dissolved squares eventually dominate the entire plane (d). This process may, of course, be
occurring on several successive monolayers simultaneously. From Alekseev et al. (2003), Figure 2.
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Kinetics. The kinetics were tested by limiting dissolution to a single face of a crystal, as in Fig-
ure 4.2(b) or Figure 5.4. Computer simulations were performed three times to observe the repro-
ducibility of the behavior.
Rates in capablanca are evaluated as the number of net transitions per output interval. These
data are in units of atoms · interval−1; ergo, the values must be normalized by the surface area
and the time step size, resulting in data in units of atoms · σ−2τ−1. The surface area used is the
number of atoms exposed times the area of an exposed atom (1σ2) (which slightly underestimates
the actual area exposed), and thus may be several times larger than the geometric surface area. On
such a surface a relatively large number of kink sites may lead to ideal deposition and dissolution
behavior, as might be observed at the surface of a liquid (Hudson (1998), p. 299).
In any case, the surface coverage concentration of active sites must be known or surmised in
order to accurately calculate the macroscopic rate from the microscopic rate, and vice versa. The
concentration of active sites θ is defined as the ratio of the number of active sites (sites with i ≤
Z/2) to the total number of sites on the surface. In simulation, the concentration of active sites
θ on the simple cubic (1 0 0) surface quickly equilibrates, while the (1 1 1) face takes longer due
to a higher initial concentration of active sites. (Figure 5.6 shows the concentrations of active
sites for (1 0 0) and (1 1 1) faces of a simple cubic system; time scales differ in the figures.) The
transient period prior to equilibration is expected as the number of active sites approaches the
steady-state concentration; the final data in the (1 0 0) case are also less reliable since the sample
size approaches zero as the particle dissolves completely under these conditions.
The normalized rates for three simulations of the dissolution of two families of simple cubic faces
under identical conditions (T = 0.054630ϑ = 273.15K) are shown in Figure 5.7. Note the approach
to an apparently steady-state rate almost immediately for the (1 0 0) face and after 200000 τ time
steps for the (1 1 1) face. The relative time scales attainable in the simulations are different due to
the different rates of dissolution from the effective active site on each face (i = 4 on the (1 0 0) face;
i = 2, 3 on the (1 1 1) face).
The calculated macroscopic rate of dissolution from the simple cubic (1 0 0) face is 0.00622 mol ·
m−2 · s−1; the rate of dissolution from the simple cubic (1 1 1) face is 85.0 mol · m−2 · s−1, leading
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(a) Simple cubic (1 0 0) face
(b) Simple cubic (1 1 1) face
Figure 5.6: Surface concentration of active sites on simple cubic faces. Time scales differ in the figures, due
to the different relative concentrations of active sites and thus kinetic behavior. Symbols indicate different
simulations, under identical conditions. The heavy dashed line indicates the average between simulations
at any given time step, the heavy blue line indicates the overall average concentration during the steady-
state dissolution, and the lighter blue lines indicate the standard deviation of the overall average.
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(a) Simple cubic (1 0 0) face
(b) Simple cubic (1 1 1) face
Figure 5.7: Dissolution rates of simple cubic faces. Time scales differ in the figures, due to the different rel-
ative concentrations of active sites and thus kinetic behavior. Symbols indicate different simulations, under
identical conditions. The heavy dashed line indicates the average between simulations at any given time
step, the heavy blue line indicates the overall average concentration during the steady-state dissolution,
and the lighter blue lines indicate the standard deviation of the overall average.
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to a ratio of approximately 104 : 1 between the faces (which is qualitatively true, and is due to the
preponderance of kink sites on the {1 1 1} faces).
5.1.1 Discussion.
The model developed herein may be compared to the model presented in Snyder and Doherty
(2007). That model seeks to determine the macroscopic dominant faces which emerge during
dissolution of an initially uniform crystal. Although the current simulations using capablanca
cannot reproduce the effects of different bond energies in different directions, the case with equal
bond energies can be considered and qualitative agreement can be sought with the results of Sny-
der and Doherty (2007) (within the constraints of the differing simulation and experimental time
scales). As expected, approximate faces (approximate due to the extremely high resolution and
relatively short time scale of an atomistic simulation) appear at the edges and vertices of the dis-
solving crystals in Figure 5.1 and Figure 5.2. For the face-centered cubic crystal, the new faces
revealed by dissolution along the edges are as stable as the initial faces, and so even more faces
appear at the secondary intersections between these newer faces and the original faces. In the
simple cubic case, these correspond to the ‘kinked faces’ of Snyder and Doherty (2007), which can
dissolve as reasonably quickly as the simulation allows, in contrast to the ‘stepped faces’ which
do not. Both of these cases correspond well with the predictions of that model.
The overall result of the cubic crystal simulations indicates that the model and simulation provide
a qualitatively correct method for describing nearest-neighbor bond dissolution in the absence of a
diffusion mechanism. A quantitative description of the rates can be obtained, but the face-specific
experimental data required for a detailed comparison do not currently exist.
5.2 Uranium metal dissolution
As with the more intuitive (and better-studied) simple cubic system, both the kinetics and qual-
itative dissolution behavior of the orthorhombic α-U0(s) system were also simulated. The rule set
is given in Listing 4.3. Three simulations were performed at a temperature T = 0.008685ϑ =
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273.15K.
Qualitative behavior. Shabbir and Robins (1968c) provide electron micrographs of dissolution
into the {1 1 1} and {1 0 0} faces of α-U0(s), shown in Figure 5.8. They observe pitting of the {1 1 1}
faces preferentially with triangular etch pits, and equal dissolution of the entire {1 0 0} surfaces
with square etch pits, effects to be expected from the chained planes of nearest neighbors seen in
the α-U0(s) unit cell, Figure 4.1.
Figure 5.8: α-U0(s) {1 1 1} triangular etch pits, from Shabbir and Robins (1968c).
Since α-U0(s) has an anisotropic unit cell and Shabbir and Robins (1968c) do not specify which of
the {1 0 0} faces exhibits the behavior shown in Figure 5.8, simulation of each of the three faces is
necessary. Simulation of dissolution into these faces separately reveals the behaviors illustrated
in Figure 5.9. The qualitative behavior of the (0 1 0) face seems to best reproduce the microscopic
behavior observed by Shabbir and Robins (1968c) on {1 0 0} faces. The (1 1 1) face does not reveal
triangular etch pits, perhaps indicating an inadequacy in the nearest-neighbor model for α-U0(s).
In particular, the model tends to dissolve along a single set of chained atoms, neglecting the planes
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to either side of the chain. It is conjectured that the triangular etch pits, which are not reproduced
in the simulations carried out here, are the result of dislocations ending at the surface.
Kinetics. The observed dissolution rate from Lacher et al. (1961) is 11.561 µg · cm−2 · h−1; as-
suming an areal density of 5.978 ·1018 atom ·m−2 (for the (0 1 0) face) and a concentration of active
dissolving species of 1M, a specific rate of 1359 atom ·s−1 is obtained (corresponding to the rule-set
file shown in Listing 4.3). Surface concentration of active sites during the simulation is shown in
Figure 5.10; the dissolution rates are shown in Figure 5.11.
Comparison of observed rates with the data from Lacher et al. (1961) indicates that the simulations
can successfully reproduce the expected initial dissolution rate of 1.349 ·10−7 mol ·m−2 · s−1 on the
(0 1 0) face. As Lacher et al. (1961) reported only the initial dissolution rate, the initial dissolution
rate in the simulation was used (averaged over the three simulation results). The τ corresponding
to this rate in the system is 3.64 · 10−3 s. The rate then drops towards zero as the number of kink
sites drops rapidly in this experimental setup.
5.2.1 Discussion.
The simulations failed to reproduce the experimentally observed qualitative behavior for α-U0(s).
Specifically, the triangular etch pits observed by Shabbir and Robins (1968c) were not predicted by
the dissolution model. This is perhaps not surprising since they probably result from dislocations
ending at the surface, a feature not modeled in simulations carried out for this work. Inadequacies
in the dissolution behavior may be due to the insufficiency of the first-nearest-neighbor model in
this case; or to the current inability to model different bond energies in different directions; or to
the lack of a diffusion mechanism. Increased modeling capacity and better experimental data may
indicate a method to model this system more accurately.
As the kinetics are derived, ultimately, from macroscopic kinetics, their microkinetic validity is
questionable. Nevertheless, the Monte Carlo model successfully reproduced the expected disso-
lution rate. Lacking face-specific data, however, this result is little better than an educated guess
at the relevant kinetic time scale.
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(a) α-U0(s) (1 0 0) face, τ = 0 (b) α-U
0
(s) (1 0 0) face, τ = 20000
(c) α-U0(s) (0 1 0) face, τ = 0 (d) α-U
0
(s) (0 1 0) face, τ = 250
(e) α-U0(s) (0 0 1) face, τ = 0 (f) α-U
0
(s) (0 0 1) face, τ = 5000
(g) α-U0(s) (1 1 1) face, τ = 0 (h) α-U
0
(s) (1 1 1) face, τ = 10000
Figure 5.9: Dissolution behavior of α-U0(s) faces.
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Figure 5.10: Surface concentration of active sites on the (0 1 0) face of α-U0(s). Symbols indicate different
simulations, under identical conditions. The heavy dashed line indicates the average over the three simu-
lations at any given time step; the heavy blue line indicates the overall average concentration during the
steady-state dissolution; and the lighter blue lines indicate the standard deviation of the overall average.
Figure 5.11: Dissolution rates of α-U0(s) faces. Symbols indicate different simulations, under identical con-
ditions. The heavy dashed line indicates the average over the three simulations at any given time step;
the heavy blue line indicates the overall average concentration during the initial dissolution (to correspond
with the data reported by Lacher et al. (1961)); and the lighter blue lines indicate the standard deviation of
the overall average.
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Chapter 6
Conclusions and Future Work
The model developed in this thesis successfully reproduces the mechanics of crystal dissolution
in a variety of crystallographic orientations and kinetic scenarios. An atomistic simulation code,
capablanca, is developed for the analysis of the evolution of crystal surfaces subject to certain
assumptions about the nearest-neighbor bonding, reactions and energy levels.
However, the success of the model developed in this thesis is tempered by its failure to reproduce
elements of the qualitative behavior of α-U0(s) dissolution with a first-nearest-neighbor description.
In particular, the model fails to reproduce the expected qualitative growth of triangular {1 1 1}
etch pits in the surface as exhibited in Shabbir and Robins (1968c) (which may be the result of
dislocations, as discussed previously), and does not have a mechanism for interplanar dissolution,
limiting its current usefulness for modeling UNF or other real-world materials.
6.1 Future development
Despite these shortcomings, the model is amenable to future expansion, including additional
physical mechanisms and differential (direction-specific) parameters. The chief shortcomings of
the model are the neglect of surface diffusion, which becomes significant at higher temperatures;
and the application of macrokinetics to a microkinetic scenario. The first could be remedied by
coupling a kinetic Monte Carlo model of surface diffusion to the surface dissolver. The second
requires a consideration of electronic states, angular effects and impact parameters, and the dif-
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ferential local composition of the contacting fluid.
As better-understood mechanisms of dissolution as well as more detailed microkinetic rate data
become available, the quality of the simulation will improve and the model can be extended to
incorporate experimental insights.
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Appendix A
Usage of computer programs
A.1 Model simulator
capablanca is an MPI-based implementation of the dissolution and deposition model written in
C++. It models a system of particles which can evolve according to an arbitrary set of rules which
fit the parameters of the dissolution and deposition equations Eq. (3.21) and Eq. (3.22) according
to the Monte Carlo acceptance criterion Eq. (3.24). The source code for capablanca and the other
tools is included with this document and available online via Google Code.
The program uses MPI and was tested in the MPICH-2 runtime environment with the Fedora 11
(GNU/Linux) operating system. Scalability of the problem size and number of processors has not
been studied at this time.
capablanca uses the Boost C++ uniform random number generator uniform 01with the Mersenne
twister mt19937 as the random number generator parameter (Maurer (2006)). This Mersenne
twister function provides random distribution in 623 dimensions with a cycle length of 219937 − 1.
The seed is given by the system clock. It is written in the output file with the simulation rate
information to facilitate reproducibility of simulations.
Usage is as capablanca [OPTION] ... where the options are shown in Table A.1. If no option
is specified for the rule set file or configuration file, the program loads the default files rules.rs
and standard.conf. Any options set in those files are superseded by the command-line options
specified.
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Table A.1: Options for use with capablanca. Several of these are intended for debugging usage only.
Option Description
-c CONFIG.CFG specify configuration file
-C make problem cyclical in x- and y-directions
-d suppress deposition
-h display this help message
-E ϕ specify potential ϕ
-i T specify T steps between output files
-N output XYZ file with neighbor count, not state
-n force recalculation of nearest neighbors
-p DATAFILE.XYZ specify particle position file
-R s specify random seed s
-r RULE SET.RS specify rule set file
-S force full surface calculation
-s output surface at each time step as well
-T ϑ specify temperature ϑ
-t τ specify τ time steps to run
-V use verbose output
-v display version information
-z Z specify coordination number Z
The input file is in the xyz file format, which specifies that the number of particles in the file be
on the first line with each tab-delimited succeeding line consisting of an identifier and the x-, y-,
and z-coordinates of that particle.
The configuration file consists of four lines, respectively specifying the reduced temperature, the
inner potential difference, the output interval, and the number of desired time steps. The default
configuration file name is standard.conf.
The rule set file defines the transitions possible to each particle in the system. The first three
white-space-delimited numbers specify the number of rules contained in the file, the total number
of states, and the state dividing dissolved states from deposited states. These are followed by each
rule consisting of an explanatory comment and eight numbers: the starting state for a reaction
towards dissolution, the dissolution prefactor ν−0, the deposition prefactor ν−0, the transfer coef-
ficient α, the energy required to break each bond Es, the activation energy for a reaction Er, the
number of electrons transferred in the reaction z, and the state if the reaction is accepted. (Refer
to Eq. (3.21) for the use of these variables.) The default rule set file name is rules.rs. An exam-
ple file is given in Listing A.1. A limitation of capablanca is that it currently only permits one
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reaction per state.
A rule file is tied to a specific input file by the states, which are arbitrarily assigned numbers that
describe the particle states in the rule-set file and internally to the program. The identification of
any oxidation state or species with any number is done by the user. However, the dissolved states
must all be assigned numbers greater than the dissolution number, which separates the dissolved
states from the deposited states (in the example above, 2).
Listing A.1: Rule set listing for rules.rs.
2 3 2
#0-->1
0 1.0 1.0 0.4 1.0 0.0 0 1
#1-->2
1 1.0 1.0 0.5 0.0 1.0 0 2
There are three exponential terms in Eq. (3.21) and Eq. (3.22). The first exponential term applies
to nearest-neighbor-dependent dissolution. The second describes an electrochemical reaction in
which the activation energy is known and is not a function of the number of nearest neighbors.
The third pertains to a potential difference applied across the cell. Phenomena represented by
the first and second exponential terms are mutually exclusive, and so the energy factor in one of
the exponential terms should always be set to zero. Similarly, if a reaction cannot proceed in the
reverse direction, the prefactor for that direction should be set to zero.
To follow surface evolution, the exterior surface of the crystal, consisting of all contiguous non-
substrate atoms with less than a full complement of nearest neighbors (and thus a non-zero prob-
ability of dissolution), is detected. An example of dissolution in a two-dimensional crystal (Z = 4)
is given in Figure A.1. This contiguity permits vacancy defects to be treated properly. Only atoms
on the surface are capable of reaction or dissolution, and so the main program iterates over the
surface, evolving it as additional atoms dissolve, exposing the substrate to the dissolving medium.
Sites with a dissolution probability of less than 1 in 1015 parts are omitted from the calculation in
order to reduce the number of invocations of the random number generator function.
To balance the calculation load between processors, the internal representation of the crystal
is “sliced”, or divided according to the y-coordinate between the separate processors (see Fig-
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Figure A.1: Evolution over time of the surface of a dissolving two-dimensional crystal (shaded) with the
surface atoms indicated by lighter shading.
ure A.2). In the case of dissolution from a single crystal face (bounded by inert material on five
sides of the crystal and thus permitting the dissolution characteristics of a single face to be iso-
lated), this keeps the processor loads approximately equal. (Load imbalance may develop if a large
crystal, being dissolved from all directions simultaneously, dissolves completely in the range of y-
coordinates assigned to a specific processor.) In this case, capablanca scales in a straightforward
manner, since calculations continue with a similar approximate distribution between processors.
Figure A.2: Load division of a crystal according to the y-coordinate between 16 processors. Atoms are
shaded according to the rank of the processor to which they are assigned.
Some further remarks on the operation of capablanca: The nearest-neighbor loading routines
occasionally fail for an unknown reason; in this case, execution should force recalculation with the
-n flag on every execution. When loading an odd number of particles, a handful are occasionally
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dropped incorrectly when the particles are read. If the cluster crashes, the calculated data (written
in xyz temp files) can be stitched together by using the associated program collate.
A.2 System generators
A.2.1 ruylopez.
A code called ruylopez generates a grain boundary in the xyz file format. The format requires
that the number of particles in the file be on the first line with each tab-delimited succeeding line
consisting of an identifier and the x-, y-, and z-coordinates of that particle.
Usage is as ruylopez T N [θ1 θ2] ϕ where the options are shown in Table A.2. The exten-
sion in each dimension is specificed in the configuration file grain.conf. ruylopez and its
associated programs are written in OpenMP.
Table A.2: Options for use with ruylopez.
Option Description
-c CONFIG.CFG specify configuration file
T orientation type (0 - FCC; 1 - BCC; 2 - SC)
N number of atoms per grain
θ2 angle from yz plane for grain 1 in negative units of pi rad
θ1 angle from yz plane for grain 2 in positive units of pi rad
ϕ relative twist orientation of grains 1 and 2 in units of pi rad
A.2.2 petroff.
A code called petroff generates a single crystal with a screw dislocation in the [0 0 1] direction
in simple cubic, face-centered cubic, and body-centered cubic orientations. Output is in the XYZ
file format as specified above.
Usage is as petroff T N where the options are shown in Table A.3.
Furthermore, it may be useful to bear in mind the relative orientation of a {1 1 1} plane: rotate by
0.25pi, then by arcsin
√
2√
3
≈ 0.615479709 ≈ 0.195913276pi.
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Table A.3: Options for use with petroff.
Option Description
T orientation type (0 - FCC; 1 - BCC; 2 - SC)
N number of layers to generate
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Appendix B
Animation of monolayer dissolution and
data
The file monolayer.avi is an animation of the dissolution of a {1 0 0} monolayer of a simple
cubic material at a reduced temperature T = 0.05463ϑ. The rule set file used is sc4.rs, referenced
in Listing 4.2.
The data required to reproduce the numerical simulations in this thesis are also included. The
csv files in each subdirectory contain the rate data as well as the command line used for that
experiment and the random seed.
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