Abstract. We generalize a well known theorem binding the elementary equivalence relation on the level of PAC fields and the isomorphism class of their absolute Galois groups. Our results concern two cases: saturated PAC structures and non-saturated PAC structures.
Introduction
It is well known that countable ω-categorical structures M and N are bi-interpretable if and only if Aut(M ) and Aut(N ) are homeomorphic as topological groups. Similarly, in the case when, additionally, M and N have the same universe, M and N are bidefinable if and only if Aut(M ) and Aut(N ) are equal as permutation groups. In this article, we establish a link between structures and their automorphisms groups in the style of the aforementioned well known facts.
Pseudo-algebraically closed (PAC) fields were extensively studied in the second half of the 20th century. They were "discovered" in [1] and [2] , but the name "PAC fields" was given in [10] . A field K is PAC if and only if each nonempty absolutely irreducible K-variety has a K-rational point. Equivalently, it is existentially closed in every regular extension (compare to Definition 2.2). In [9] and in [7] , authors propose the name "regularly closed fields", which in our case is more appropriate, since algebraically closed structures are not necessarily PAC structures in the sense of our Definition 2.2 (thus algebraically closed structures can be non pseudo-algebraically closed). Moreover, because there is no useful model-theoretic generalization of the notion of separable extension of fields, we are forced to work only with definably closed substructures, which corresponds to perfect fields. Therefore our definition of a PAC structure implies being definably closed (and being a perfect field, in the case of fields).
PAC fields are very attractive to model theorists (e.g. [9] , [8] , [7] , [6] , [4] , [5] ), since their logical and algebraical structure is, to a large extent, controlled by their absolute Galois groups . The most important property of PAC fields -so-called "Elementarily Equivalence Theorem" -is stated in Theorem 20.3.3 in [11] and in Proposition 33 in [7] . Roughly speaking, two PAC fields have the same first order theory provided they have isomorphic Galois groups. The inverse system of finite quotients of a Galois group can be organized into a first order structure and thus there exists a way of attaching a first order theory to a given absolute Galois group. In Proposition 33 in [7] , both theories, the theory of a PAC field and the theory of its absolute Galois group, were related to each other. The connection between both theories is even more sophisticated, as we see in [3] , where the author provides a path between independence on the level of an absolute Galois group and independence on the level of a PAC field. Moreover, because of the newly discovered links between PAC fields and the notion of NSOP 1 structures, PAC fields are studied again in the model-theoretic neo-stability context (e.g. model theory of Frobenius fields in [15] ).
On the other side, notion of a PAC field was generalized, in the case of strongly minimal theories, in [13] , and then, in the case of stable theories, in [16] . We use yet a different and slightly more general definition of a PAC structure, which was given in [12] (see Section 3.1 in [12] , which compares all known to us definitions of a PAC structure). In [17] it is shown that under the assumption that PAC is a first order property (see Definition 2.8) the theory of bounded (saturated) PAC structures (in the case of stable theory) is simple. This generalizes results from [13] , where, in the case of a strongly minimal theory, bounded PAC structures are supersimple of SU-rank 1. "Bounded" means that the absolute Galois group is small as a profinite group, hence -similarly as for PAC fields -there is an interesting connection between model-theoretic properties of a PAC structure and the complexity of its absolute Galois group. This phenomenon motivated us to study whether the Elementarily Equivalence Theorem for PAC fields can be generalized to the class of PAC structures and we achieved such a generalization in two ways: for saturated PAC structures in Proposition 3.3 and for non-saturated PAC structures in Theorem 5.8.
In Section 2, we provide definitions and basic facts about PAC structures in the stable context. We analyze there what is needed to get a saturated elementary extension of a PAC structure which is also a PAC structure.
In Section 3, we prove the first of our main results, Proposition 3.3. Since the previous definition of a PAC structure in the stable context (Definition 3.1 in [16] ) assumed saturation, the assumption about saturation in Proposition 3.3 seems to be quite natural. We end Section 3 with an observation about relation between Proposition 3.3 and Lascar Galois groups.
In Section 4, we introduce a notion of sort-preservation which is crucial in the proof of the most technical part of this paper, mainly of Lemma 5.5. Proposition 4.6 shows that sort-preservation is more common at lower levels of complexity of considered Galois groups.
The central point of Section 5 is the proof of Lemma 5.5, which allows us to lift isomorphisms between absolute Galois groups of structures to absolute Galois groups of an ultraproduct of these structures. Lemma 5.5 is used in the proof of the second main result of this paper, Theorem 5.8. Theorem 5.8 is the expected Elementarily Equivalence Theorem for Structures.
The goal of this paper was to achieve Elementarily Equivalence Theorem for Structures and, since its proof is quite long, we decided not to extend the paper too much and to leave the reader without examples. The reader interested in examples can find several of them in [16] . Moreover, results of [12] also give us also a reasonable source of examples of PAC structures, since every existentially closed, equipped with a group action, substructure of some ambient stable structure is PAC.
We fix a stable theory T 0 in a language L 0 , and we set T := (T eq 0 ) m which is a theory in language L := (L eq 0 ) m (we add imaginary sorts and then do the Morleyisation). Note that T is stable, has quantifier elimination and elimination of imaginaries. Moreover, we fix a monster model C |= T and assume that T = Th(C).
Passing to saturated PAC structures
In this section we describe a procedure, which produces an elementary extension of a PAC structure which is PAC and saturated. However, to get such an extension, additional assumptions are needed. For a more detailed exposition of the notion of regularity and PAC structures, the reader may consult Section 3.1 in [12] .
Definition 2.2. Assume that M C and P is a substructure of M .
(1) We say that P is PAC in M if for every regular extension N of P in M (i.e. N ⊆ M and N is regular over P ), the structure P is existentially closed in N . (2) We say that M is purely saturated over P if every type over P is realized in M . (3) We say that M is strictly saturated over P if every stationary type over P is realized in M .
Of course pure saturation over P implies strict saturation over P . Moreover, both are weaker variants of κ-saturation over P (Definition 3.1 in [16] ). Fact 2.3. Let M |= T . Let P be PAC substructure in M C such that M is strictly saturated over P , and let P 0 P . Then P 0 is PAC in M .
Proof. Let N ⊆ M be a regular extension of P 0 . Suppose N |= ∃x ϕ(x, e) for a quantifier free ϕ(x, y) and e ∈ P |y| 0 , say M |= ϕ(n, e) for an n ∈ N . We may find n ′ ∈ C such that C |= ϕ(n ′ , e) and P | ⌣P 0 n ′ (in C).
Since P | ⌣P 0 n ′ , by [12, Lemma 3 .40], dcl(P, n ′ ) is a regular extension of P .
Thus tp(n ′ /P ) is stationary and hence realized in M by some m. We see that dcl(P, m) is regular extension of P and dcl(P, m) |= ∃x ϕ(x, e). Since P is PAC in M , P |= ∃x ϕ(x, e). Since P 0 P , we have that P 0 |= ∃x ϕ(x, e).
Remark 2.4. Let P ⊆ M |= T and (M 0 , P 0 ) (M, P ). Suppose P is PAC in M and M is strictly saturated over P . Then P 0 is PAC in M 0 .
Proof. Note that for every L-formula ϕ(x) there exists an L ∪ {P }-formula ϕ P (x) such that for every L ∪ {P }-structure (M ′ , P ′ ) and every a ⊆ P ′ one has
So P 0 P and, by Fact 2.3, P 0 is PAC in M . In particular, P 0 is PAC in M 0 .
Fact 2.5. Let P ⊆ M C. Suppose P is PAC in M and M is strictly saturated over P . Then P is PAC in C.
Proof. Let N ⊆ C be a regular extension of P . Suppose N |= ∃x ϕ(x, e) for a quantifier free ϕ(x, y) and e ∈ P |y| . Take n ∈ N such that |= ϕ(n, e). Since N is a regular extension of P , a type p(x) := tp(n/P ) is stationary, and it is realized in M . Let m ∈ M be a realization of p. Since tp(m/P ) = p is stationary, dcl(P, m) is a regular extension of P . Since P is PAC and ϕ(x, e) ∈ tp(m/P ), ϕ(x, e) is realized in P , so P |= ∃x ϕ(x, e).
Corollary 2.6. If M C is strictly saturated over P , then P is PAC in M if and only if P is PAC in C.
Definition 2.7. Assume that P ⊆ M C. We say that P is an absolutely PAC substructure if P is a PAC substructure in C or P is a PAC substructure in M and M is strictly saturated over P .
The following definition is a slight modification of Definitions 3.3 and 3.5 from [16] .
Definition 2.8.
(1) We say that PAC is a first order property if there exists a set Σ of L ∪ {P }-formulas such that
(2) We say that pure [strict] saturation over P is a first order property if there exists a set Σ of L ∪ {P }-formulas such that
Remark 2.9. If T has no finite cover property (an assumption stronger than stability, see Definition 4.1 and Theorem 4.2 in Chapter II of [19] ), then pure saturation over P is a first order property, what is witnessed by the following set Σ = {(∀y ∈ P ) (∀z 1 , . . . , z kϕ ∈ P )(∃x)
where k ϕ is the bound given in Lemma 4.1 in Chapter II of [19] , i.e. provided the assumption that T has no finite cover property. Compare to Remark 3.6 in [16] .
Question 2.10. Assume that T has no finite cover property. Is strict saturation over P a first order property?
Lemma 2.11. Suppose PAC is a first order property and pure [or strict] saturation over P is a first order property. Let P be PAC in C. Let κ be an infinite cardinal. Then, there is a κ-saturated elementary extension P * of P , which is PAC in C.
Proof. Standard: let P ⊆ M C be such that M is purely saturated over P (so also strictly saturated over P ). Consider (M, P ) (M ′ , P ′ ), which is κ-saturated and such that |M ′ | is smaller than the saturation of C. We may assume that
We have that M ′ is strictly saturated over P ′ and P ′ is PAC in M ′ , so P ′ is an absolutely PAC substructure. Moreover, P P ′ and P ′ is κ-saturated. We set P * = P ′ .
The case of saturated PAC structures
Results of this section assume that our PAC substructures are somehow saturated as substructures of C (which makes sense, since we have quantifier elimination in C). Note that the results of this section apply to κ-PAC structures and PAC structures in the sense of Definition 3.1 in [16] .
First, we prove an auxiliary fact, Lemma 3. 
Proof. First of all, we simplify the situation. Since ϕ is onto, it follows that
and so we can replace L and M by E∩acl(L) and F ∩acl(M ), respectively. Therefore we can assume that L ⊆ E and M ⊆ F are regular extensions. Without loss of generality, we assume that L = M , Φ 0 = id C and F | ⌣L E. Our diagram looks as follows
We will finish the proof if we show existence of
Part A
Let us use the following abbreviation: E ′ = acl(E) and F ′ = acl(F ). Consider the following extension of the previous diagram:
g g P P P P P P P P P P P P
G(L)
where i is a continuous monomorphism of profinite groups, given as follows. Since
.39 from [12] , each pair (σ, ϕ(σ)), where σ ∈ G(F ), extends to an automorphism σ ∈ Aut(C) such thatσ|
We define i(σ) as the restriction of σ. We omit here checking that such an i is a well defined continuous monomorphism, which is straightforward. Note that i is a section of the continuous homomorphism
We introduce D ⊆ dcl F ′ , E ′ as the invariants of the group action of i G(F ) , i.e.
Since i G(F ) , as a continuous image of a profinite space, is a closed subgroup, the Galois correspondence (e.g. Fact 3.21 in [12] ) implies that
Now, we will show that F ⊆ D is regular. We need to prove that
but this restriction is an isomorphism, hence
and, by the Galois correspondence, it follows that
Enumerate the elements of E ′ by (m i ) i∈I , where |I| κ.
For each i ∈ I such that m i ∈ E ′ \ E, taked i ∈ D,f i ∈ F ′ , and a quantifier free formula ψ i (x;ȳ i ,z i ) such that
• ψ i (C;f i ,d i ) = {m i } and •d i has the smallest length possible.
which follows from Corollary 3.35 in [12] .
Since F is PAC and D is a regular extension of
If m i ∈ E then the above line is simpler:
It is left to check whether for any m i ∈ E ′ and any σ ∈ G(F ) it we have that
We start with
To finish the proof, we observe that the last line transforms, after applying Φ, into
Remark 3.2. Note that in the above proof, we used saturation only for qf-types over F which are stationary (i.e. qftp(d/F )). The same remains true for the proof of Proposition 3.3. Compare to Definition 3.1 in [16] (κ-PAC structure and PAC structure).
• F and E are κ + -saturated for qf-types, where κ max(|L|, |M |, |T |), • F and E are PAC,
Proof. We will recursively construct:
and the following diagrams where ϕ i and ψ i are induced by Φ i and Ψ i respectively commute
Step 0 Structures L 0 = L, M 0 = M and an automorphism Φ 0 are given. We set Ψ 0 := Φ −1
and easily check that conditions required in our recursive construction are satisfied by (L 0 , M 0 , Φ 0 , Ψ 0 ).
Step
By the recursive assumption, we have
Since the following diagram commutes
and (res
) Before we define Φ i+1 , we need to consider a commuting diagram, which summarizes the situation:
Therefore we obtain that
o o is commuting ( ) and also that
o o is commuting, which allows us to use Lemma 3.1. There exists Φ i+1 ∈ Aut(C) such that
, where f ∈ G(F ). Immediately, we obtain that
is commuting ( ). Therefore the recursion step is achieved. In particular, for each i 0 we obtain 
is commuting, then E ≡ F .
Remark 3.5. By Remark 3.2, Corollary 3.4 remains true after changing "|T | + -saturated PAC substructures" to "|T | + -PAC substructures" (in the sense of Definition 3.1 in [16] ). Now, we will note a fact which follows immediately from what was proven until this point. In the following corollary we have "replaced" the assumption about saturation by other assumptions: PAC and saturation over P are first order properties and our PAC structures are bounded. By the main result of [17] PAC structures satisfying the assumptions of Corollary 3.6 are simple. Corollary 3.6. Suppose PAC is a first order property and pure [or strict] saturation over P is a first order property.
• K, L, M , E, F are small definably closed substructures of C,
Proof. Obviously, we wish to use Proposition 3.3, but to do this we need to substitute our bounded PAC structures F and E with suitably saturated ones. To achieve this, we use Lemma 2.11 -to get F * F and E * E -and then boundedness, by the proof of Proposition 2.5 in [16] , assures us that the restriction maps G(F * ) → G(F ) and G(E * ) → G(E) are isomorphisms of profinite groups, so
where ϕ * is induced by ϕ, is commuting.
In next sections, we will try to answer the following question.
Question 3.7. Is it possible to obtain the conclusion of Corollary 3.6 without the assumption about boundedness of F and E?
Now, we will present a part of the result contained in Corollary 3.4 in a way, which gives us possible directions of further generalizations and a better insight into Lascar Galois groups related to PAC structures.
Choose a cardinal λ > |T | + (smaller than the saturation of C) and let A be a substructure of C of cardinality λ. We consider T A := Th(C, a) a∈A , so a theory in the language L extended by adding |A|-many constants, denoted by L λ . If also |B| = λ for some B ⊆ C, then both T A and T B are theories in the same language L λ .
Recall that the Lascar Galois group in the case of a stable theory, Gal L (T ), is equal to G(∅). If T is stable, then also T A is stable for any A ⊆ C such that |A| = λ, and in this case Gal L (T A ) = G(A). We introduce category C T,λ whose objects are restriction maps
which commute with the restriction maps π A and π B , i.e.:
If E and F are PAC of the size λ and saturated, then, by Corollary 3.4, we get that T E = T F , which seems to be a quite interesting phenomenon. (We can relax a little bit these assumptions, it is enough to assume that E and F are PAC of size λ, homogeneous, and realize the same types from S n (∅) for each n < ω.)
Let L 2 be an extension of some language L 1 , T 1 a complete L 1 -theory, and let X be the family of all complete L 2 -theories which extend T 1 . Note that if T 2 ∈ X, then the restriction map π T2 : Gal L (T 2 ) → Gal L (T 1 ) is well-defined. Let us introduce an equivalence relation on X given by:
Question 3.8. Are there any other (unstable) situations when
4. Sort-preserving isomorphisms of Galois groups of multi-sorted strucutres
Here, we introduce an notion of sort-preserving isomorphism of Galois groups of multi-sorted structures, which is important in achieving any dependence between the theory of a structure and the isomorphism class of its absolute Galois. We start with an example illustrating what kind of issue we want to avoid, then we provide the definitions. We end this section with Proposition 4.6, which shows that being an absolutely sort-preserving isomorphism is not uncommon, at least if the absolute Galois groups are not too big.
It seems to us that being an absolutely sort-preserving isomorphism is a natural notion in the realm of many sorted structures. Recall that an isomorphism of profinite groups is an inverse limit of isomorphisms of finite quotients of these groups, thus it is natural to expect some model-theoretic behavior on the level of each finite quotient. In other words, in [7] , authors introduce a notion of complete inverse systems for Galois groups attached to fields. Being an absolutely sortpreserving isomorphism is related to being an isomorphism of "sorted" complete inverse systems, so to an isomorphism of complete inverse systems where sorts are named. We will study this concept in our future research.
Example 4.1. Let A = acl(A) in C. Consider two-sorted structure C × C, where there is no interaction between both sorts. Note that (A, acl(A)) ≡ (acl(A), A), but
The above example shows that an isomorphism between absolute Galois groups of two given structures can heavily overlook theories of these structures. Of course there is no guarantee that an isomorphism of the absolute Galois groups will lead to an equivalence of structures, but -since we are interested in such a phenomenon in the case of PAC structures -we want to distinguish a class of isomorphisms of Galois groups, which at least give us some hope for the equivalence of the structures. The main issue in the above example was "mixing" sorts by our isomoprhism.
Assume that the structures we are working with live on sorts (S j ) j∈J . In other words: let E and F be L-structures, where L is a language on sorts (S j ) j∈J . Consider Galois extensions A ⊆ B ⊆ E and C ⊆ D ⊆ F . (1) We call ϕ sort-preserving if for every j ∈ J and every f ∈ Aut(B/A), (1) Let ϕ ∈ Aut(C) and let E, F be small substructures of C with ϕ(E) = F . Then the automorphism ϕ induces an isomorphism Φ : G(F ) → G(E) of profinite groups, given by σ → ϕ −1 • σ • ϕ, which is an absolutely sort-preserving isomorphism. (2) If ϕ : G(E) → G(F ) and ζ : G(F ) → G(K) are absolutely sort-preserving isomorphisms, then ζ • ϕ is an absolutely sort-preserving isomorphism and also ϕ −1 is an absolutely sort-preserving isomorphism.
Corollary 4.5. By the conclusion of Lemma 3.1, the epimorphism ϕ in Lemma 3.1 is sort-preserving and absolutely sort-preserving.
commutes. If L is bounded, then ϕ is an absolutely sort-preserving isomorphism.
Proof. We will use the characterization of boundedness given in Proposition 2.5 in [16] . To show the first item let us consider a finite Galois extension M of F and let
which is a finite Galois extension of E. Byφ :
By Theorem 5.3, there exists a ∈ M such that M = dcl(F, a) and
Claim The element a might be chosen in acl(L). Proof of the claim: It is enough to show that
is regular, we may use Fact 3.34 in [12] , to extend h| M and id acl(L) to some h ′ ∈ Aut(C). Note that h [16] ). Here ends the proof of the claim.
From now on, we assume that a ∈ acl(L). Note that N = dcl(E, a) and
is also a bijection. Suppose that b ∈ S(N ). We will end the proof if we show that ϕ(f )(b) = b. Since N = dcl(E, a) there exist e ∈ E and an L-formula ψ(x, y, z) such that ψ(e, a, C) = {b}.
, and consider the unique elements b 1 , . . . , b l given by ψ(e, a i , C) = {b i }. Moreover, let σ ∈ S l be a permutation satisfying
Let ζ(z 1 , . . . , z l ) be the conjunction i,j l z i R i,j z j , where R i,j is equal to "=" if
Consider a partial type p(y 1 , . . . , y l ) in the language L ∪ {P } ("P " is a predicate corresponding to sets L, F, E) coding the following data
• the following formula θ(y 1 , . . . , y l ):
Because f (a 1 ) = a σ(1) , it follows that Proof. By the proof of Proposition 2.5 in [16] , we know that ϕ is an isomorphism of profinite groups. We want to use Proposition 4.6 for L = E, but to do this we need to find proper M F and M E = M L .
Let M F be any elementary substructure of C which contains F . The structure M E can be obtained as in the proof of the Claim in Proposition 4.26 in [12] .
The case of non-saturated PAC structures
Here, we want to drop the assumption about saturation in Proposition 3.3 and Corollary 3.4. In fact, we will replace the assumption about saturation by other assumptions, which at the end of the day seems to be a quite fair exchange. But before we can do this, we need to show a fact about extending an isomorphism of absolute Galois groups, where the notion of ultrafilters will be useful (see Lemma 20.3.1 in [11] ).
Recall that we are working with the theory T = (
m . It eliminates quantifiers and imaginaries. Previously, we assumed stability of T , but it is not necessary to work with a stable theory for the upcoming auxiliary facts, hence we relax this assumption for now (i.e. T might be stable or unstable). Recall that C is an ambient monster model for T .
Let S 1 , . . . , S n be some sorts. Define an equivalence relation onS, whereS :=
There is a sortS/ηS and a ∅-definable function πS :S →S/ηS such that
For a tupleā = (a 1 , . . . , a n ) ∈S, an imaginaryā/ηS := πS(a 1 , . . . , a n ) is called the imaginary corresponding to the tupleā. For each i ≤ n, there is a natural ∅-definable projection map π i :S/ηS →S, a/ηS → a i . For each α ∈S/ηS, it follows dcl(α) = dcl π 1 (α), . . . , π n (α) .
Assume that F is a small definably closed substructure of C. For elements a 1 , . . . , a n ∈ acl(F ), we define the normal closure of (a 1 , . . . , a n ) over F in the following way N F (a 1 , . . . , a n ) := dcl(F, Aut(C/F ) · a 1 , . . . , Aut(C/F ) · a n ).
By G(a 1 , . . . , a n /F ) we denote Aut (N F (a 1 , . . . , a n )/F ), which is a finite group. N F (a 1 , . . . , a i ) ), which should stabilize, say after the n-th step, since G( N F (a 1 , . . . , a n )).
The Galois correspondence implies that F ′ = N F (a 1 , . . . , a n ), which is finitely generated over F . (1) Let F ′ be a definably closed substructure, which finitely generated over F . There is an element a ∈ C such that F ′ = dcl(F, a).
′ is a finite Galois extension of F , then there is an element a ∈ C such that F ′ = dcl(F, a) and each σ ∈ G(
where k is the number of conjugates of a over F .
Proof. Suppose F ′ is finitely generated over F by a 1 , . . . , a n ∈ F ′ , that is, F ′ = dcl (F, a 1 , . . . , a n ). Say that each a i lives in a sort S i . Let a ∈ C be the imaginary corresponding to the tuple (a 1 , . . . , a n ), i.e. a = (a 1 , . . . , a n )/η S1×...×Sn . Since dcl(a) = dcl(a 1 , . . . , a n ), we have F ′ = dcl(F, a). Now, we show the second point. By Theorem 5.1, F ′ is finitely generated over F and we can repeat the above proof of the first point. Note that such an element a is the desired one.
Let C C be saturated, but smaller than the saturation of C, let I be an infinite index set and let U be an ultrafilter on I. We will consider ultraproducts of many-sorted structures (i.e. we make ultraproduct over each sort separately), e.g. C * := U C, which is a model of T . Let (F i ) i∈I be family of small definably closed substructures of C, which are living on the same sorts. Let F * = U F i be the ultraproduct of F i 's with respect to U. Then F * is a definably closed substructure of C * . Note that acl(F i ) ⊂ C, acl(F * ) ⊂ C * and that F * is a substructure of U acl(F i ).
Proof. Assumet that a ∈ acl(F * ) ⊆ C * and a = (a i )/U. For some element e = (e i )/U ∈ F * , an L-formula ϕ(x, y), and a natural number l we have that
Therefore C * |= ∃ =l x ϕ(x, e), which (by Loś' theorem) is equivalent to: there exists D ∈ U such that for every i ∈ D we have C |= ∃ =l x ϕ(x, e i ). On the other hand C * |= ϕ(a, e) gives us D ′ ∈ U such that C |= ϕ(a i , e i ) for every i ∈ D ′ . Hence for every i ∈ D ∩ D ′ ∈ U we have that a i ∈ acl(F i ) and so a ∈ U acl(F i ).
Lemma 5.5 (Lemma 20.3.1a) in [11] ). Let {E i | i ∈ I} and {F i | i ∈ I} be families of small definably closed substructures of C (which are living on the same sorts), and for each i ∈ I let ϕ i : G(F i ) → G(E i ) be an absolutely sort-preserving isomorphism.
We set E * := U E i and F * := U F i . There is an absolutely sort-preserving isomorphism of profinite groups ϕ :
Proof. By Fact 5.2 combined with Theorem 5.3, we see that
where a runs over all elements of acl(F * ) such that
is one-to-one, and c runs over analogous set of elements of acl(E * ). We will define a map of the above inverse systems (note that they have different indexing and at some point of the proof we will deal with that).
Let a = (a i )/U ∈ acl(F * ) satisfy ( * ) and let l := |G(a/F * )|. There is a formula ψ(x, y) and e = (e i )/U ∈ F * such that C * |= ∃ =l x ψ(x, e) and {a = a 1 , . . . ,
There exists D 0 ∈ U and a sort S such that for each i ∈ D 0
• a s,i ∈ S for each s l, 
If we consider i ∈ D∩D σ ∩D π , then a l,i ∈ {a 1,i , . . . , a l ′ ,i } and a l,i ∈ {a 1,i , . . . , a l ′ ,i }. Here ends the proof of the claim.
By Claim 1, for every i ∈ D 1 we have that |G(a 1,i /F i )| l. We know that a 1 satisfies ( * ), but we do not know whether similar property holds for a 1,i , where i ∈ D 1 . The following claim shows, in particular, that most of the time |G(a 1,i /F i )| = l holds and so ( * ) holds for a 1,i and G(a 1,i /F i ).
Proof of the claim: Note that if σ ∈ S l is such that
If there exists j m such that A 1 j ∈ U, then, by the remark from the beginning of the proof, σ j ∈ H which cannot happen. Therefore each A 0 j ∈ U, and also
Here ends the proof of the second claim.
We see that for i ∈ D 2 the map
is a bijection. Let us introduce the following map:
It is well-defined and injective (by property ( * )). A short argument shows that Ψ a is a group homomorphism.
Claim 3. The map Ψ a is onto, so a group isomorphism. Proof of the claim: Consider (σ i )/U ∈ U G(a i /F i )/U and sets
Take σ ∈ G(a/F * ) such that σ(a 1 ) = a s and note that Ψ a (σ) = (σ i )/U. Here ends the proof of the third claim.
For each i ∈ I we introduce
The extension F i ⊆ N Fi (a i ) is Galois, so (by Fact 3.20 in [12] ) also E i ⊆ M i is Galois. Since ϕ i is an absolutely sort-preserving isomorphism, the induced isomor- Then f (a 1,i , . . . , a l,i ) = g(a 1,i , . . . , a l,i ) and so f = g, which means that r Ni S is an isomorphism. The latter implies that also r Mi S is an isomorphism.
Here ends the proof of the fourth claim. c 1,i , . . . , c l,i ) . Proof of the claim: Assume that i ∈ D 2 . We recursively choose elements c 1 , c 2 , . . .
We get a strictly increasing tower of subsets
which, by Claim 4., translates into the following chain of subgroups
is an isomorphism, we obtain that G(M i /A k ′ ) = {id Mi } and so M i = dcl(E i , c 1 , . . . , c k ′ ) (by the Galois correspondence). Finally, we set c
Here ends the proof of the fifth claim.
For i ∈ D 2 let d i be the imaginary corresponding to the tuple (c 1,i , . . . , c l,i ), i.e. (c 1,i , . . . , c l,i ) and for i ∈ I \ D 2 choose d i arbitrarily among elements of S ′ (E i ), where 
′′ be the ∅-definable projection map, mapping l-tuple to an imaginary corresponding to its class in the relation of being equal as a set of l elements from the sort
The last line implies that for every j l and every f ∈ Aut(C/E * ) one has that
and there exists D ∈ U such that for every i ∈ D we have that d
Consider the following map:
where
Claim 6. The embedding Φ d ′ is an isomorphism. Proof of the claim: Assume that i ∈ D 3 . It follows that
Now, we apply Claim 1 to d
′ to get an D ∈ U such that for each i ∈ D we have
Here ends the proof of the sixth claim.
Finally we can define a group isomorphism T a :
Consider the following collection of finite group isomorphisms
is such that the property ( * ) holds .
The above system of isomorphism is compatible (in the sense of morphism between projective limits). To see this we need to verify the commutativity of the following diagram
where the upper line of mappings comes from our construction applied to an element b ∈ acl(E * ) satisfying property ( * ) and such that N F * (a) ⊆ N F * (b) (so the whole line of mappings corresponds to T b ), and f ′ ∈ acl(E * ) is analogon of "d ′ " for element b. We made the last vertical arrow dashed, since its existence depends on the inclusion dcl(
, which is shown in the next claim. 
is an isomorphism. We see that for each
Here ends the proof of the seventh claim. To see that the left square in diagram (♠) commutes, we use that a ∈ dcl(F * , b), so |= ψ(f, b, a) ∧ ∃!x ψ(f, b, x) for some formula ψ and element f ∈ F * . There exists
In this case, we have that
In a similar way, we can use d ′ ∈ dcl(E * , f ′ ) to show that the right square in diagram (♠) commutes and we skip this step. The commutativity of the central square in diagram (♠) is a standard diagram chase for each i ∈ D 3 .
Next thing we need to show is that the groups T a G(a/F * ) , where a ∈ acl(F * ) satisfies property ( * ), form a cofinal subsystem in the system G(c/E * ), where c ∈ acl(E * ) satisfies the property ( * ). We will show even more. Note that we can repeat the whole procedure for some d ∈ acl(E * ) which satisfies ( * ) and we obtain a ′ ∈ acl(F * ) satisfying ( * ) such that the following diagram commutes
T is an isomorphism of profinite groups. Note that to show that T is absolutely sort-preserving, we only need to show that each T a is sort-preserving. First, we will show that
. . , b li,i } and note that for each i ∈ I we have l i l. There exists 1 k l and
}. Now, we may repeat the part of our proof which was used to show that d 1 ∈ acl(E * ) and get that b = b 1 ∈ acl(F * ). Secondly, we will show that c := (a 1 , . . . , a l , b 1 , . . . , b k ) ∈ dcl(F * , a), which implies that b = b 1 ∈ dcl(F * , a). Since dcl(F : * , a) ⊆ dcl(F * , c), as we have already proved in (♠), the following diagram commutes
and Ψ a and Ψ c are isomorphisms of finite groups. Surely, the map res /U is onto. Since for almost all i ∈ I we have that dcl(F i , c i ) = dcl(F i , a i ), the map res /U is also an isomorphism. Therefore res : G(c/F * ) → G(a/F * ) is an isomorphism, thus c ∈ dcl(F * , a). Here ends the proof of the eighth claim.
Let R be any sort. Consider the following diagram
where the arrow Φ a,R is given in the following way
Therefore, by Claim 8, we have that Φ a,R is a well-defined homomorphism and it is one-to-one. Since Φ a,R • res /U = res •Φ a , the map Φ a,R is also onto, hence it is a group isomorphism. Since Φ 
The top and the bottom squares in the above diagram commute by what we have just shown, and the central square commutes in a similar manner to the diagram (♦). Therefore T a = Φ d ′ • (σ a i )/U • Ψ a is a sort-preserving isomorphism. Assume that F and E are small definably closed substructures of C such that E, F ⊆ C C (C was already chosen, see two paragraphs before Remark 5.4). Now, we assume that C U is embedded in C. Note that the "diagonal map"
where c i = c for every i ∈ I, extends to an automorphism of C, which will be also denoted by α. Since T has quantifier elimination, we may abuse notation and introduce a "scheme of maps" α # defined as follows
where σ is an automorphism of small substructure A of C -sometimes α # will be well-defined.
Assume that ϕ : G(F ) → G(E) is an absolutely sort-preserving isomorphism. Consider T : G(F U ) → G(E U ) given by the proof of Lemma 5.5 for (ϕ i ) i∈I , where ϕ i = ϕ for each i ∈ I. Lemma 5.6. The following diagram commutes
Proof. It is enough to show that for any σ ∈ G(F U ) and any b ∈ acl(E) we have
Since acl α(E) = α acl(E) , there exist b 1 , . . . , b k ∈ acl(E) such that b 1 = b and Since N E U α(c) = dcl E U , α(c) , we can find a ∈ acl(F ) such that N F U α(a) = dcl hence we start with "calculating" T α(a) (σ| N F U (α(a)) ):
where for almost all i ∈ I the automorphism τ i ∈ G(a/F ) is the unique one such that τ i (a) = σ α(a) i . Note that, since a ∈ acl(F ), α(a) ∈ acl α(F ) and so also σ α(a) ∈ acl α(F ) = α acl(F ) . Hence τ i is equal to some τ ∈ G(a/F ) for almost all i ∈ I. Without loss of generality, we may assume that Regularity is preserved after taking an ultraproduct:
Remark 5.7. Assume that, for each i ∈ I, K i and F i are small substructures of C such that dcl(K i ) = K i and K i ⊆ F i is regular. Then K i /U ⊆ F i /U is regular.
However, there is no reason for which being a PAC substructure will be preserved under taking an ultraproduct. Therefore we need to add some assumptions. The following theorem is the second main theorem of this paper and generalizes (the perfect case of) Theorem 20.3.3 from [11] . Now, we assume stability of the theory T again.
Theorem 5.8 (Elementarily Equivalence Theorem for Structures -EETS).
Suppose PAC is a first order property and pure [or strict] saturation over P is a first order property. Assume that
is an absolutely sort-preserving isomorphism such that
where ϕ 0 (σ) := Φ
and C was chosen to be at least |F | + -saturated, it follows that F U is PAC in C. Similarly, E U is PAC in C. By Lemma 5.5 and Lemma 5.6 we obtain the following commuting diagram
