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Povzetek
Filogenetsko drevo prikazuje evolucijska razmerja med taksonomskimi eno-
tami. Danes jih gradimo programsko z uporabo razlicˇnih metod in na pod-
lagi razlicˇnih virov podatkov (npr., zaporedja DNA ali RNA). To mno-
gokrat privede do nasprotujocˇih si evolucijskih hipotez, ki jih nato skusˇamo
zdruzˇiti v eno samo hipotezo oziroma konsenzno drevo. V diplomskem delu
je obravnavana konsenzna metoda asimetricˇnega srednjega drevesa. Le-ta
in sˇe dve aproksimacijski metodi so bile implementirane v odprtokodnem
paketu Biopython. Uspesˇnost metode asimetricˇnega srednjega drevesa je
bila primerjana z uspesˇnostjo metod za gradnjo striktnega, vecˇinskega in
Adamsovega konsenza, na nekaj umetnih in enem dejanskem primeru. Pri-
dobljena drevesa so bila ovrednotena z uporabo Robinson-Fouldsove mere in
mere razresˇenosti drevesa. Asimetricˇno srednje drevo je velikokrat najmanj
podobno vhodnim drevesom, a hkrati najbolj razresˇeno drevo, saj podaja
najvecˇ informacije o evolucijskih razmerjih med taksonomskimi enotami.




A phylogenetic tree displays evolutionary relationships between taxonomical
units. Nowadays, they are constructed programmatically by using different
methods of inference and relying on various data sources, such as DNA and
RNA sequences. The resulting evolutionary hypotheses are often contradic-
tory, and need to be resolved by applying consensus methods. In this thesis,
asymmetric median tree method (AMT) for construction of consensus phylo-
genetic trees is described, and along with two other approximation methods
implemented in Biopython. AMT was compared to methods of strict, ma-
jority and Adams consensus trees on a number of artificial and one real data
set. The comparisons were evaluated using the Robinson-Foulds and the tree
resolution metrics. The results show that AMT is often the least similar to
the input trees. At the same time, it is the most resolved tree, and there-
fore it offers the most information about evolutionary history of taxonomical
units.





O evolucijskih razmerjih med zˇivimi organizmi se je prvi sprasˇeval Charles
Darwin, ko je narisal znamenito ”drevo zˇivljenja,”prikazano na sliki 1.1. Ven-
dar je Darwin lahko organizme razvrsˇcˇal le glede na njihove morfolosˇke last-
nosti. Nato je priˇslo do odkritja DNA in izuma racˇunalnika ter porodila se
je ideja o racˇunski filogenetiki, eni izmed prvih podrocˇij bioinformatike. Cilj
racˇunske filogenetike je odkriti evolucijska razmerja med razlicˇnimi takso-
nomskimi enotami na podlagi sekvenc DNA in RNA. Mnoge metode racˇunske
filogenetike so bile razvite zˇe v 1970-ih, vendar so nekatere priˇsle v prakticˇno
uporabo sˇele v zadnjem cˇasu, ko so racˇunalniki postali dovolj zmogljivi. Ker
razlicˇne metode ali pa celo ena sama metoda lahko proizvede vecˇ razlicˇnih
filogenetskih dreves, mnogokrat zˇelimo rezultate kombinirati v eno drevo in
tako pridobiti eno teorijo o evolucijski zgodovini taksonomskih enot.
Na pomocˇ priskocˇijo konsenzne metode, ki na podlagi razlicˇnih kriterijev
dele vhodnih dreves v koncˇnem sestavljenem drevesu kombinirajo, ohranijo
ali zavrzˇejo, in sicer s ciljem sestaviti drevo, ki kar se da dobro povzema
informacije o evolucijski zgodovini, ki jih nosijo vhodna drevesa. Med kon-
strukcijo konsenznega drevesa lahko metoda izracˇuna vecˇ razlicˇnih dreves.
Izbere tisto z najvecˇjo podporo vhodnih dreves.
V prvem delu diplomske naloge se bomo na kratko seznanili z najbolj
uporabljenimi metodami gradnje filogenetskih dreves, katerih produkt je nato
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Slika 1.1: ”Drevo zˇivljenja,”prva skica evolucijske zgodovine, narisal jo je
Charles Darwin leta 1837 [1].
vhod v algoritem za izracˇun konsenza. Nato bomo obravnavali nekatere
priljubljene konsenzne metode, kot so striktni konsenz, vecˇinski konsenz in
srednji konsenz (konsenz mediane). V drugem delu naloge se bomo osre-
dotocˇili na novejˇso konsenzno metodo, tj. algoritem asimetricˇnega srednjega
drevesa.
Spoznali bomo teoreticˇno ozadje konstrukcije asimetricˇnega srednjega
drevesa. Sledila bo predstavitev programskega paketa Biopython, v katerega
smo vkljucˇili implementacijo asimetricˇnega srednjega drevesa. Predstavili
bomo tudi ostala orodja, ki smo jih pri tem uporabili. Uspesˇnost implemen-
tirane metode bomo eksperimentalno ocenili na treh vhodnih mnozˇicah, ki
izrazˇajo razlicˇne lastnosti, in na eni dejanski vhodni mnozˇici. Rezultate bomo
primerjali s tremi popularnimi konsenznimi metodami glede na razresˇenost
koncˇnega drevesa in glede na Robinson-Fouldsovo mero. Za konec bomo pre-
verili, za kaksˇno sˇtevilo dreves v vhodni mnozˇici je uporaba implementirane




V diplomski nalogi se posvecˇamo konsenzni metodi asimetricˇnega srednjega
drevesa. Da bi razumeli, zakaj so konsenzne metode v racˇunski filogenetiki
potrebne, bomo v tem razdelku zgolj na kratko predstavili, kako so filogenet-
ska drevesa sploh zgrajena in kaksˇno vlogo pri tem igrajo konsenzne metode.
2.1 Filogenetske racˇunske metode
Filogenetske racˇunske metode lahko razdelimo na dve vecˇji skupini in sicer
distancˇne in statisticˇne metode. Vse kot vhod prejmejo sekvence DNA ali
RNA taksonomskih enot, katerih evolucijsko zgodovino zˇelimo rekonstruirati.
Na izhodu vrnejo eno ali vecˇ filogenetskih dreves, ki imajo konice (liste)
oznacˇene z imeni taksonomskih enot. Nekatere metode so zmozˇne oceniti tudi
dolzˇino vej drevesa, pri cˇemer dolzˇina veje predstavlja cˇas, ki je bil potreben
za divergenco dveh taksonomskih enot iz skupnega prednika. Izracˇun dolzˇin
vej sicer ni odvisen zgolj od izbrane metode, temvecˇ tudi od izbranega modela
molekularne ure. Primere treh filogenetskih dreves za pet taksonomskih enot
prikazuje slika 2.1. Drevesa na sliki imajo dolzˇine vseh vej enake, med seboj
pa se razlikujejo po topologiji.
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Slika 2.1: Primer treh filogenetskih dreves z razlicˇnimi topologijami.
2.1.1 Distancˇne metode
Distancˇne metode iz vhodnih sekvenc DNA ali RNA s pomocˇjo izbranega
evolucijskega modela najprej generirajo distancˇno matriko, v kateri so za-
pisane razdalje med vsemi pari sekvenc. Razdalje predstavljajo divergentne
cˇase med dvema taksonomskima enotama, zato evolucijske modele lahko
uporabimo tudi v kombinaciji z drugimi metodami za izracˇun dolzˇin vej filo-
genetskega drevesa. Za generiranje distancˇne matrike imamo na voljo vecˇ
razlicˇnih evolucijskih modelov, med njimi:
• Jukes-Cantor (JC69) je najbolj enostaven model, ki predpostavlja, da
je frekvenca vseh nukleotidov enaka in da so vse mozˇne substitucije na
enem baznem paru enako verjetne [9];
• Model Kimure (K80), ki substitucije baznega para razlikuje glede na tip
in uposˇteva, da se lahko dolocˇen tip substitucije pojavi bolj pogosto [10].
Tipe substitucij delimo na tranzicije (sprememba purina v purin ali
sprememba pirimidina v pirimidin) ter transverzije (sprememba purina
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v pirimidin ali obratno) [5];
• Model General Time Reversible (GTR) je najnaprednejˇsi, ki evolucijo
modelira kot stohasticˇni proces. Ne predpostavlja neodvisnosti vseh
lokacij vhodnih sekvenc, temvecˇ sˇteje frekvence pojavitve nukleotidov
glede na pozicijo v kodonu. Nato oceni sˇest parametrov, s pomocˇjo
katerih zgradi matriko verjetnosti prehodov med nukleotidi [13].
Na podlagi razdalj, zapisanih v distancˇni matriki, izbrana metoda v grucˇo
uvrsti po dve najbolj podobni taksonomski enoti hkrati (najbolj podobnima
taksonomskima enotama dolocˇi skupnega prednika), dokler v grucˇe ne uvrsti
vseh taksonomskih enot. Primera algoritmov, ki spadata v razred distancˇnih
metod, sta UPGMA in metoda zdruzˇevanja sosedov (angl., neighbor joining).
2.1.2 Metoda najvecˇje varcˇnosti
Metoda najvecˇje varcˇnosti sodi med starejˇse, vendar sˇe vedno zelo uporabl-
jane metode. Glavna ideja algoritma je analogna principu Occamovega
rezila - med vecˇ med seboj tekmujocˇimi hipotezami evolucije izberemo tisto,
ki minimizira sˇtevilo evolucijskih dogodkov. Metoda pregleda vsa poten-
cialna drevesa in izbere tisto, ki vhodne sekvence lahko pojasni z najmanjˇsim
sˇtevilom potrebnih substitucij baznih parov. Tako drevo imenujemo najbolj
varcˇno drevo (angl., most parsimonious tree) [14]. Najbolj varcˇnih dreves
je lahko vecˇ, zato je izhodna mnozˇica najbolj varcˇnih dreves idealen primer
vhodne mnozˇice za eno izmed metod za grajenje konsenznega drevesa.
2.1.3 Metoda najvecˇjega verjetja
Metoda maksimalnega verjetja (angl., maximum likelihood) je ena izmed
statisticˇnih metod za grajenje filogenetskih dreves. Cˇe za neko drevo pred-
postavimo, da predstavlja pravilno evolucijsko zgodovino, potem njegovo ver-
jetje predstavlja verjetnost pojavitve vhodnih sekvenc pri danem drevesu.
Metoda poiˇscˇe drevo, ki verjetje maksimizira in ob tem predpostavlja, da so
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verjetnosti substitucij na razlicˇnih baznih parih medsebojno neodvisne. Na-
jprej izracˇuna, kako verjetno je predlagano drevo za vsako lokacijo vhodnih
sekvenc posebej, nato pa sˇe produkt teh vrednosti, ki predstavlja koncˇno
verjetje drevesa. Verjetje drevesa ne predstavlja verjetnosti, da je to drevo
dejansko pravilno.
2.1.4 Bayesovsko sklepanje
Bayesovsko sklepanje (angl., inference) je sˇe en statisticˇni pristop k iskanju
filogenetskega drevesa. Zamisli o uporabi Bayesovega teorema so se pojavile
zˇe konec sˇestdesetih let, vendar do nedavnega implementacija takih algorit-
mov ni bila smiselna zaradi velike racˇunske zahtevnosti. Od metode mak-
simalnega verjetja se razlikuje zaradi uporabe vnaprej izbrane apriorne po-
razdelitve verjetnosti dreves [5]. Stroka ima zaradi tega sicer deljena mnenja o
primernosti uporabe, vendar s tem pridobimo lepo lastnost, in sicer zmozˇnost
interpretacije rezultata kot porazdelitev verjetnosti dreves glede na vhodne
sekvence.
2.1.5 Vzorcˇenje primerov
Ker nobena izmed metod ne zagotavlja pravilno generirane evolucijske zgodovine
oz. pravilnosti ne moremo preveriti (razen v primeru laboratorijskih organiz-
mov, kjer je razmerje vnaprej znano) [23]. Zato raziskovalci po navadi upora-
bijo eno izmed metod vzorcˇenja primerov, npr., metoda izlocˇi enega (angl.,
jackknife, leave-one-out) ali metoda razmnozˇevanja primerov (angl., boot-
strap), s katero vzorcˇijo lokacije vhodnih sekvenc, in za vsak vzorec zgradijo
svoje filogenetsko drevo. Vsako drevo, zgrajeno iz vzorca, se primerja s pr-
votno pridobljenim in izracˇuna se delezˇ dreves, ki vsebujejo veje prvotnega
drevesa. S pomocˇjo teh delezˇev lahko ocenimo, koliksˇna je negotovost pr-
votno izracˇunane topologije filogenetskega drevesa [5].
Tezˇava metod ponovnega vzorcˇenja je, da ocenjujejo zgolj negotovost v
okviru ene metode. Raziskovalci lahko pridobijo vecˇ nasprotujocˇih si hipotez
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o evolucijski zgodovini, naj si bo z uporabo razlicˇnih metod za racˇunanje filo-
genetskega drevesa ali iz razlicˇnih virov podatkov. Ob tem se pojavi potreba
po eni hipotezi o evoluciji, ki bi kar se da dobro zajemala vse evolucijske
dogodke, ki jih nosijo med seboj tekmujocˇe si hipoteze. To lahko dosezˇemo
z uporabo konsenznih metod.
2.2 Konsenzne metode
Konsenzne metode nad filogenetskimi drevesi so uporabljene po vsakem filo-
genetskem algoritmu, ki kot izhod proizvede vecˇ filogenetskih dreves. Nacˇe-
loma lahko delujejo nad katero koli mnozˇico dreves, v kateri imajo drevesa
enake mnozˇice oznak listov. V tem se bistveno razlikujejo od metod su-
perdreves, ki so sposobne kombinirati tudi drevesa, katerih mnozˇice oznak
listov niso enake [7]. Poleg metode asimetricˇnega srednjega drevesa, ki jo
obravnavamo v nadaljevanju tega dela, so nekatere najbolj pogoste konsen-
zne metode:
• Kompatibilno drevo je sestavljeno iz delov vseh vhodnih dreves; ni
nujno, da za vhodno mnozˇico dreves kompatibilno drevo dejansko tudi
obstaja [2].
• Striktni konsenz je najbolj konservativna metoda, saj v koncˇnem drevesu
ohrani le tiste dele dreves, ki so prisotni v vseh drevesih vhodne mnozˇice [7].
Primer striktnega konsenznega drevesa za vhodna drevesa s slike 2.1 je
prikazan na sliki 2.2.
• Vecˇinski konsenz vsebuje le tiste dele drevesa, ki so prisotni v vecˇ kot
polovici dreves vhodne mnozˇice [7]. Primer vecˇinskega konsenznega
drevesa za vhodna drevesa s slike 2.1 je prikazan na sliki 2.2.
• Srednji konsenz oz. mediana je drevo, ki minimizira vsoto simetricˇnih
razlik glede na drevesa v vhodni mnozˇici. Vecˇinsko drevo je prav tako
srednje drevo, kar pomeni, da vedno obstaja vsaj eno srednje drevo [2].
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• Adamsov konsenz je drevo, ki ohrani strukturo poddreves, prisotnih
v vseh vhodnih drevesih. Vedno obstaja, vendar lahko vsebuje pod-
drevesa, ki niso prisotna v nobenem drevesu vhodne mnozˇice [3].
• Nelson-Pageva konsenza metoda je osnovana na ideji, da se eno drevo
lahko moti, dve drevesi pa ne. Predpostavlja, da so deli dreves, pris-
otni v dveh ali vecˇ vhodnih drevesih, zelo verjetno resnicˇni. Take dele
imenujemo replicirane komponente. Nelson-Pagevo drevo je tako drevo,
ki vsebuje vse replicirane komponente vhodne mnozˇice in vse preostale













Asimetri no srednje drevo
Slika 2.2: Na levi strani je prikazano striktno in vecˇinsko konsenzno drevo
za vhodna drevesa s slike 2.1. Drevesi sta v tem primeru enaki. Na desni je
za isto vhodno mnozˇico prikazano asimetricˇno srednje drevo.
Vecˇina konsenznih metod ignorira dolzˇine vej v vhodnih drevesih, tudi cˇe so
te navedene. Namen konsenznih metod je torej pridobiti topologijo drevesa,
s katero se cˇim bolj strinjajo vhodna drevesa, ne pa tudi usklajevanje diver-
gentnih cˇasov taksonomskih enot in njihovih skupnih prednikov.
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2.3 Programska oprema za izracˇun
filogenetskih dreves
Vse zgoraj opisane metode so zˇe implementirane v samostojnih programskih
paketih. Med najbolj znane sodijo:
• ClustalW2 Phylogeny, ki omogocˇa izracˇun filogenetskega drevesa s po-
mocˇjo distancˇnih metod UPGMA in zdruzˇevanja sosedov, korekcijo
razdalj pa lahko opravi s pomocˇjo evolucijskega modela K80 [11]. Po-
leg mozˇnosti samostojne namestitve ga lahko uporabljamo tudi preko
spletnega vmesnika [25].
• PHYLIP, paket samostojnih programov, ki ponuja izracˇun filogenet-
skih dreves s pomocˇjo distancˇnih metod, metode najvecˇje varcˇnosti in
metode najvecˇjega verjetja. Poleg tega ponuja programe za vzorcˇenje
primerov in program za izracˇun konsenznega drevesa s pomocˇjo strik-
tnega ter vecˇinskega konsenza. Korekcije razdalj je mogocˇe opraviti z
evolucijskimi modeli JC69, K80 in F84 [12].
• MrBayes, ki izracˇun filogenetskega drevesa opravi s pomocˇjo bayesovskega
sklepanja. Za izracˇun posteriorne verjetnostne porazdelitve uporablja
markove verige v kombinaciji z Metropolis-Hastingsovim algoritmom
za ucˇinkovito preiskovanje prostora topologij. Ker na izhodu proizvede
mnogo dreves, ponuja tudi izracˇun konsenznega drevesa s pomocˇjo
metode vecˇinskega konsenza [15].
• MEGA6, eno najbolj celovitih programskih okolij za izracˇun filogenet-
skih dreves, med drugim ponuja poravnavanje sekvenc pred njihovo
uporabo z distancˇnimi metodami, metodami najvecˇje varcˇnosti ali metode
maksimalnega verjetja. Ponuja sˇiroko paleto evolucijskih modelov z iz-
jemo modela GTR, izracˇun konsenznih dreves s pomocˇjo striktnega
ali vecˇinskega konsenza in mozˇnost ponovnega vzorcˇenja. Program
MEGA6 lahko uporabljamo preko ukazne vrstice, vse funkcionalnosti
pa so podprte tudi preko graficˇnega vmesnika [16].
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• HashCS, program za izracˇun konsenza filogenetskih dreves, ki sˇteje za
enega najhitrejˇsih programov te vrste. Implementira lastni algoritem,
ki tecˇe v polinomskem cˇasu. Ker je bil izdelan z namenom hitrejˇsega
povzemanja dreves, ki so rezultat enega izmed algoritmov z uporabo
bayesovskega sklepanja, predpostavlja, da je sˇtevilo vhodnih dreves
mnogo vecˇje kot sˇtevilo taksonomskih enot [19].
Poglavje 3
Asimetricˇno srednje drevo
Metoda asimetricˇnega srednjega drevesa je nastala ob opazˇanju, da navadno
srednje drevo kaznuje tiste dele dreves, ki ne nastopajo vsaj v polovici dreves
vhodne mnozˇice, cˇeprav bi bilo smotrno, da se uporabi kar se da veliko in-
formacije iz vseh vhodnih dreves [2].
Metoda kot vhod prejme mnozˇico k filogenetskih dreves T = {T1, T2, ..., Tk},
ki imajo liste oznacˇene z n taksonomskimi enotami S = {s1, s2, ..., sn}. Ko-
rake algoritma bomo podrobneje obravnavali v naslednjih poglavjih [2]:
• drevesa pretvorimo v primerno reprezentacijo,
• poiˇscˇemo nekompatibilne pare poddreves in konstruiramo graf nekom-
patibilnosti,
• v grafu nekompatibilnosti poiˇscˇemo najvecˇjo neodvisno mnozˇico vozliˇscˇ
in
• rekonstruiramo drevo iz najvecˇje neodvisne mnozˇice vozliˇscˇ.
3.1 Kodiranje dreves
Izbira predstavitve drevesa je pomembna za njihovo nadaljnjo manipulacijo.
Izhajamo iz opazˇanja, da vsaka povezava v drevesu (rob), e ∈ E(Ti), drevo
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razdeli na dva dela oz. particiji. Do vsakega lista (taksonomske enote s)
vodi enolicˇna pot, predstavljena z mnozˇico robov, ki na tej poti nastopajo.
Oznacˇimo jo s pi(s). Nato definiramo preslikavo dveh argumentov (3.1), ki
zavzame vrednost 1, cˇe pot do podanega lista poteka preko podanega roba,
sicer pa 0. c(e, s) za vsak rob e ∈ E(Ti) torej definira biparticijo drevesa
Ti [2]. V prvi mnozˇici so listi, do katerih lahko pridemo, cˇe pot vodi preko
roba e, v drugi pa tisti, do katerih v tem primeru ne moremo.
c(e, s) =
{
1 e ∈ pi(s)
0 e /∈ pi(s) (3.1)
Vsak rob drevesa dolocˇa poddrevo, to pa predstavlja skupnega prednika s svo-
jimi potomci. Takemu poddrevesu pravimo tudi klad (taksonomsa skupina,
angl., clade). Ne zanima nas celotna struktura poddreves, temvecˇ zgolj listi.
Vsak klad drevesa lahko predstavimo z binarnim nizom, ki ga dobimo z
uporabo preslikave 3.2. Vrstni red posameznih znakov v binarnem nizu je
pomemben, saj je na vsak znak vezan pomen; vsako posamezno mesto v nizu
pripada enemu izmed listov drevesa, znak na tem mestu pa zgolj indicira
prisotnost ali odsotnost lista oz. taksonomske enote v kladu, kodiranem z
binarnim nizom.
ce = {c(e, s) : s ∈ S} (3.2)
Cˇe binarne nize vseh kladov drevesa zberemo v mnozˇico (3.3), nam C(Ti)
dolocˇa kodiranje celotnega drevesa Ti. Primer dveh takih mnozˇic je prikazan
na sliki 3.1, kjer so binarni nizi prikazani na vejah, ki vodijo do korenov
kladov.
C(Ti) = {ce : e ∈ E(Ti)} (3.3)
Kodiranje zdaj lahko izvedemo nad vsemi drevesi vhodne mnozˇice T , pri
cˇemer je ponovno treba poudariti, da se pomen posameznih mest v binarnih


















Vrstni red: (Epsilon, Delta, Gamma, Beta, Alpha)
Drevo 3
Slika 3.1: Vsi binarni nizi za prvo in tretje drevo s slike 2.1.
nizih med razlicˇnimi drevesi ne sme spreminjati, saj sicer kladov iz razlicˇnih
dreves ne moremo medsebojno primerjati.
3.2 Kompatibilnost binarnih nizov
Za konstrukcijo grafa nekompatibilnosti najprej potrebujemo kriterij kompa-
tibilnosti kladov oz. binarnih nizov, ki jih kodirajo. Za potrebe lazˇje pre-
dstavitve kompatibilnosti za vsak binarni niz ce definiramo mnozˇico φ(ce)
(3.4), ki vsebuje oznake taksonomskih enot, prisotnih v kladu oz. njegovem
pripadajocˇem binarnem nizu ce.
φ(ce) = c
−1
e (1) = {s ∈ S : c(e, s) = 1} (3.4)
φ(j) ∩ φ(k) = ∅ ∨ φ(j) ⊆ φ(k) ∨ φ(k) ⊆ φ(j) (3.5)
Cˇe za binarna niza j in k iz poljubnih dveh dreves vhodne mnozˇice T
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Slika 3.2: Primera 2 in 3 prikazujeta kompatibilni mnozˇici φ, v primeru 1
pa sta mnozˇici nekompatibilni.
velja pogoj 3.5, potem sta binarna niza kompatibilna. Vennov diagram pri-
padajocˇih mnozˇic φ(j) in φ(k) prikazuje slika 3.2. Cˇe velja |φ(j)| = 1 ali
|φ(k)| = 1, potem sta binarna niza j in k vedno kompatibilna.
Cˇe kompatibilnost kladov interpretiramo v smislu filogenetskega drevesa,
potem posamezni klad predstavlja poddrevo s korenom, ki je notranje vo-
zliˇscˇe drevesa Ti. Notranje vozliˇscˇe filogenetskega drevesa predstavlja sku-
pnega prednika vsem vozliˇscˇem v poddrevesu pod njim. Nekompatibilni sta
tisti poddrevesi, ki trdita, da se je iz obeh skupnih prednikov razvilo nekaj
skupnih taksonomskih enot, a je hkrati v vsaj enem poddrevesu prisotna ta-
ksonomska enota, ki je v drugem poddrevesu ni. V tem primeru poddrevesi
torej ponujata nasprotujocˇi si informaciji o evolucijski zgodovini.
3.3 Graf nekompatibilnosti
Z uporabo kriterija nekompatibilnosti binarnih nizov lahko zgradimo graf
nekompatibilnosti I(V1, V2, ..., Vk, E) = I(V,E). Vsaka mnozˇica vozliˇscˇ Vi
predstavlja binarne nize C(Ti), povezave v grafu pa vzpostavimo med tistimi
vozliˇscˇi, katerih pripadajocˇi binarni nizi so med seboj nekompatibilni [2]. S
povezovanjem vozliˇscˇ oznacˇimo binarne nize, ki v koncˇnem drevesu skupaj ne
morejo biti prisotni, sicer bi filogenetsko drevo podajalo dvoumne informacije









Slika 3.3: Graf nekompatibilnosti binarnih nizov za vhodna drevesa iz
slike 2.1. Vozliˇscˇa predstavljajo unikatne binarne nize iz vseh dreves vhodne
mnozˇice T , povezave pa so vzpostavljene med pari vozliˇscˇ, katerih binarni
nizi medsebojno niso kompatibilni.
o evolucijski zgodovini.
Graf nekompatibilnosti vseh treh vhodnih dreves s slike 2.1 je prikazan
na sliki 3.3. V prvem in drugem drevesu sta medsebojno nekompatibilna
klada (Gamma,Alpha) in (Gamma,Beta). Drevesi ponujata nasprotujocˇi si
informaciji - prvo za najbolj sorodni taksonomski enoti Gamma ponuja tak-
sonomsko enoto Alpha, drugo pa taksonomsko enoto Beta. Prvo in drugo
drevo imata medsebojno kompatibila klada (Epsilon,Delta), ki pa sta ne-
kompatibilna s kladom (Delta,Gamma,Beta,Alpha) iz tretjega vhodnega
drevesa. Medtem ko prvo in drugo drevo trdita, da imata taksonomski enoti
Epsilon in Delta neposrednega skupnega prednika, tretje drevo temu naspro-
tuje.
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Slika 3.4: Vse sˇtiri razlicˇne najvecˇje neodvisne mnozˇice za graf nekompati-
bilnosti s slike 3.3.
3.4 Najvecˇja neodvisna mnozˇica
Graf nekompatibilnosti vsebuje vse informacije, ki jih potrebujemo za izbiro
binarnih nizov, ki bodo prisotni v koncˇnem filogenetskem drevesu. Vanj
zˇelimo vkljucˇiti kar se da veliko informacij, prisotnih v drevesih vhodne
mnozˇice T . Najprej je treba zagotoviti, da vkljucˇimo binarne nize, ki so
skupni vsem vhodnim drevesom Ti (drevo, ki bi vsebovalo le te binarne nize,
bi bilo striktno konsenzno drevo). Obenem zˇelimo vkljucˇiti cˇim vecˇ preostalih
binarnih nizov, vendar ne takih, da bi bil katerikoli par nekompatibilen.
Matematicˇno orodje, ki nam iz grafa I(V,E) omogocˇa izbiro vozliˇscˇ,
ki paroma ne bodo krsˇile pogoja nekompatibilnosti, se imenuje neodvisna
mnozˇica (angl., independent set). Neodvisna mnozˇica grafa je katerakoli
mnozˇica vozliˇscˇ VIndep ⊆ V , med katerimi ni medsebojnih povezav. Najvecˇja
neodvisna mnozˇica grafa (angl., maximum independent set - MIS) je tista
neodvisna mnozˇica VMIS ⊆ V , ki vsebuje najvecˇ vozliˇscˇ. Treba je poudariti,
da za neki graf I(V,E) lahko obstaja vecˇ razlicˇnih VMIS. Ker vozliˇscˇa VMIS
predstavljajo binarne nize oz. klade koncˇnega drevesa, to pomeni, da za en
graf I(V,E) lahko obstaja vecˇ asimetricˇnih srednjih dreves. Primeri vseh
najvecˇjih neodvisnih mnozˇic za graf nekompatibilnosti iz slike 3.3 so narisani
na sliki 3.4.
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Vozliˇscˇa grafa I(V,E), katerega sestavimo iz k dreves vhodne mnozˇice
T , sestavljajo neodvisne mnozˇice V1, V2, ..., Vk. Vozliˇscˇa znotraj ene mnozˇice
nikoli niso medsebojno povezana, saj njihovi pripadajocˇi binarni nizi pri-
padajo istemu drevesu. Vozliˇscˇi iz razlicˇnih mnozˇic pa lahko tvorita povezavo,
cˇe sta nekompatibilni. Tak graf imenujemo tudi k-partitni graf. Za bipartitne
grafe obstaja trivialen polinomski algoritem s cˇasovno zahtevnostjo O(n2), v
splosˇnem pa problem najvecˇje neodvisne mnozˇice za k-partitne grafe sodi v
razred NP-tezˇkih algoritmov [2].
3.5 Rekonstrukcija drevesa
S tem, ko smo dolocˇili najvecˇjo neodvisno mnozˇico VMIS grafa I(V,E), smo
dolocˇili klade koncˇnega drevesa, katerega strukturo pa je treba sˇe rekonstru-
irati iz izbranih binarnih nizov. Problem rekonstrukcije evolucijske zgodovine
n taksonomskih enot iz njihovih binarnih nizov je dobro znan in se imenuje
problem filogenije. Zanj obstaja algoritem s cˇasovno kompleksnostjo O(nm),
pri cˇemer je n sˇtevilo taksonomskih enot, m pa sˇtevilo binarnih nizov v na-
jvecˇji neodvisni mnozˇici [4].
Najprej ustvarimo matriko M dimenzij n×m. Binarne nize, ki pripadajo
vozliˇscˇem mnozˇice VMIS, kot stolpce zlozˇimo v matriko M . Nato stolpce inte-
rpretiramo kot sˇtevila v binarnem zapisu, jih pretvorimo v desetiˇsko obliko
in sortiramo. Odstranimo stolpce s podvojeno vrednostjo, tako da ostanejo
le stolpci z unikatnimi sˇtevili. S tem pridobimo matriko M ′.
Naj bo Ii mnozˇica indeksov vrstic, Ij pa mnozˇica indeksov stolpcev ma-
trike M ′. Mnozˇica E (3.6) predstavlja vse pare indeksov (i, j) ∈ Ii × Ij
matrike M ′, katerih vrednost je enaka ena.
E = {(i, j) : i ∈ Ii, j ∈ Ij,M ′(i, j) = 1} (3.6)
P (i, j) =
{
max({k : (i, k) ∈ E, k < j})
0 cˇe tak k ne obstaja
(3.7)
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
Epsilon 0 0 0 1 1 0 0 0
Delta 0 0 1 0 1 0 0 0
Gamma 1 1 0 0 0 1 0 0
Beta 1 1 0 0 0 0 1 0
Alpha 0 1 0 0 0 0 0 1
→

i/j 1 2 3 4 5 6 7 8
1 1 1 0 0 0 0 0 0
2 1 0 1 0 0 0 0 0
3 0 0 0 1 1 1 0 0
4 0 0 0 1 1 0 1 0
5 0 0 0 1 0 0 0 1
 =M ′
E = {(1, 1), (1, 2), (2, 1), (2, 3), (3, 4), (3, 5), (3, 6), (4, 4), (4, 5), (4, 7), (5, 4), (5, 8)}
P [i, j] =

i/j 1 2 3 4 5 6 7 8
1 0 1 / / / / / /
2 0 / 1 / / / / /
3 / / / 0 4 5 / /
4 / / / 0 4 / 5 /
5 / / / 0 / / / 4
 P [j] = (
j 1 2 3 4 5 6 7 8
0 1 1 0 4 5 5 4
)
Slika 3.5: Primer izracˇuna matrike M ′, mnozˇice parov indeksov E in vseh
vrednosti P (i, j) ter P (j) za prvo najvecˇjo neodvisno mnozˇico s slike 3.4. Ker
enacˇba 3.9 v tem primeru velja, iz matrike M ′ lahko zgradimo filogenetsko
drevo.
Vsak par (i, j) ∈ E predstavlja klad j, v katerem je prisotna taksono-
mska enota i. Za vsak tak par poiˇscˇemo vrednost P (i, j), ki ustreza indeksu
klada k, v katerem je vsebovan klad j (3.7), pri cˇemer tudi klad k vsebuje
taksonomsko enoto i. Cˇe tak klad ne obstaja, to pomeni, da ima klad j svoj
koren pozicioniran najbolj blizu korena celotnega koncˇnega drevesa izmed
vseh kladov s prisotno taksonomsko enoto i.
Ko imamo poracˇunane vse vrednosti P (i, j), lahko za vsak j ∈ Ij poiˇscˇemo
vrednost P (j) (3.8). Ta predstavlja najviˇsji indeks klada, v katerem je klad
j vsebovan. Ker so kladi sortirane padajocˇe glede na desetiˇske vrednosti,
najviˇsji indeks pravzaprav pomeni, da iˇscˇemo ocˇeta klada j, ki je na cˇim
nizˇjem nivoju v koncˇnem drevesu, tako da je klad j sˇe v celoti vsebovan.
P (j) = max({P (i, j) : (i, j) ∈ E}) (3.8)
P (i, j) = P (j) ∀(i, j) ∈ E (3.9)
Cˇe velja enacˇba 3.9, potem za matriko M ′ obstaja filogenetsko drevo [4]. V
















Slika 3.6: Na levi strani je prikazan graf, ki je rekonstruiran iz vrednosti
P [j] s slike 3.5. Da iz grafa pridobimo koncˇno drevo, prikazano na desni
strani, za oznacˇevanje listov uporabimo matriko M ′ s slike 3.5.
tem primeru se lahko lotimo njegove konstrukcije. Najprej ustvarimo graf,
v katerega kot vozliˇscˇa dodamo koren bodocˇega drevesa v0 in za vsak j ∈ Ij
svoje vozliˇscˇe vj. Nato za vsako vozliˇscˇe vj ustvarimo povezavo (vP (j), vj)
in jo oznacˇimo z j. Primer takega grafa, konstruiranega za matriko M ′ s
slike 3.5 je prikazan na levi strani slike 3.6. Tak graf je zˇe drevo, vendar je
potrebno razresˇiti oznake na povezavah.
Ker vsaka vrstica matrike M ′ predstavlja eno taksonomsko enoto, lahko
oznake povezav dolocˇimo tako, da pregledujemo matriko po vrsticah. Za vsak
i ∈ Ii najdemo najvecˇji j, za katerega velja M ′(i, j) = 1. Dobljeni j nam
predstavlja oznako povezave, na koncu katere je prisoten list, ki mu dodelimo
oznako taksonomske enote trenutne vrstice i. To storimo za vse vrstice,
s cˇimer oznacˇimo vse liste. Kot prikazuje primer dokoncˇanega drevesa na
desni strani slike 3.6, za konec notranjim vozliˇscˇem in povezavam odstranimo
oznake. S tem smo priˇsli do koncˇnega filogenetskega drevesa, ki ga oznacˇimo
s τ .
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3.6 Vrednost asimetricˇnega srednjega drevesa
Omenili smo zˇe, da za en graf nekompatibilnosti lahko obstaja vecˇ najvecˇjih
neodvisnih mnozˇic in da to pomeni, da lahko sestavimo vecˇ razlicˇnih asimetricˇnih
srednjih dreves. Prvotni razlog za uporabo konsenznih metod je iz vecˇ dreves
pridobiti eno, zato potrebujemo metriko, s pomocˇjo katere se bomo lahko
odlocˇili za eno, najbolj podprto drevo.
Najprej uvedemo utezˇ binarnega niza w(ce) (3.10), ki je preprosto sˇtevilo
dreves v vhodni mnozˇici T , ki vsebujejo binarni niz ce. Vrednost asimetricˇnega
srednjega drevesa τ glede na vhodno mnozˇico T je dolocˇena (3.11) kot vsota
utezˇi binarnih nizov, ki so prisotni v asimetricˇnem srednjem drevesu, ven-
dar niso prisotni v vseh vhodnih drevesih (oz. v striktnem konsenznem
drevesu) [2].





Najboljˇse najdeno asimetricˇno srednje drevo je tisto, ki maksimizira dano
vsoto utezˇi 3.11.
3.7 Aproksimacijski algoritmi
Ker je problem konstrukcije asimetricˇnega srednjega drevesa polinomsko prevedljiv
na problem najvecˇje neodvisne mnozˇice [2] in zato za vecˇ kot dve drevesi sodi
v razred NP-tezˇkih problemov, je lahko izvajanje algoritma prepocˇasno, cˇe
imamo veliko dreves v vhodni mnozˇici T . Zato si bomo ogledali dva aproksi-
macijska algoritma, ki imata polinomsko cˇasovno zahtevnost.
Prvi, t.j. 2
k
-aproksimacijski algoritem, je enostaven. Za vsak par dreves
Ti, Tj ∈ T izracˇunamo asimetricˇno srednje drevo τij in izberemo tistega, ki
maksimizira vrednostno funkcijo value(T, τij) (3.11). Ker je tako asimetricˇno
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srednje drevo sestavljeno iz dveh dreves, posledicˇno lahko vsebuje le klade,
ki so prisotni v teh dveh drevesih.
Cˇe imajo drevesa vhodne mnozˇice T veliko skupnih kladov, je primernejˇsi
drugi algoritem. Naj bo V ∗ ⊆ V podmnozˇica vozliˇscˇ grafa nekompatibilno-
sti I(V,E), in sicer tistih, ki so skupna vsem drevesom. Takih vozliˇscˇ v
naslednjem koraku ne potrebujemo, saj niso povezana z nobenim drugim vo-
zliˇscˇem. Nato izracˇunamo najvecˇje ujemanje (angl., maximum matching) v
grafu I(V −V ∗, E), s cˇimer pridobimo mnozˇico robov EM ⊆ E, ki nimajo sku-
pnih vozliˇscˇ [24]. Vozliˇscˇa VM , ki so krajiˇscˇa robov iz mnozˇice EM , odstran-
imo iz mnozˇice V in ostanejo nam le neujemajocˇa vozliˇscˇa VN = V − VM .
Primer iskanja mnozˇice VN je prikazan na sliki 3.7. Iz binarnih nizov, pri-
padajocˇih vozliˇscˇem mnozˇice VN , rekonstruiramo asimetricˇno srednje drevo
po obicˇajnem postopku. Tako drevo, za razliko od drevesa izracˇunanega
s pomocˇjo prvega aproksimacijskega algoritma, lahko vsebuje klade iz vecˇ
dreves vhodne mnozˇice hkrati [2].














Slika 3.7: Primer racˇunanja binarnih nizov asimetricˇnega srednjega drevesa
s pomocˇjo najvecˇjega ujemanja. Robovi, ki spadajo v mnozˇico najvecˇjega
ujemanja EM , so obarvani modro, njihova krajiˇscˇa pa rdecˇe. Vsi binarni




Biopython [17] je odprtokodni paket modulov, napisan v programskem jeziku
Python, ki ponuja mnoge funkcionalnosti s podrocˇja bioinformatike. Olajˇsa
nam delo s formati datotek, kot so BLAST, ClustalW, FASTA ter Gen-
Bank in ponuja enostaven dostop do spletnih storitev, npr. NCBI. Poleg
funkcionalnosti, implementiranih v programskem jeziku Python, ponuja tudi
enostaven dostop do zunanjih programov. Nekateri glavni moduli paketa
Biopython, ki so relevantni tudi za racˇunanje filogenetskih dreves, so:
• Bio.SeqIO: razredi, ki nam omogocˇajo branje, pisanje in manipuliranje
sekvenc v razlicˇnih formatih (FASTA, Nexus, ...),
• Bio.AlignIO: razredi, ki nam omogocˇajo branje, pisanje in manipuli-
ranje poravnanih sekvenc,
• Bio.Application: razredi, s pomocˇjo katerih enostavno dostopamo do
zunanje namenske programske opreme, kot sta PhyML in RAxML, in
• Bio.Phylo: razredi in funkcije za izracˇun filogenetskih dreves.
Modul Bio.Phylo zˇe omogocˇa izracˇun filogenetskih dreves s pomocˇjo metod
UPGMA, Neighbor Joining in Maximum Parsimony. Poleg tega ponuja tudi
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metode vzorcˇenja razmnozˇevanje primerov (angl., bootstrap) in izlocˇi enega
(angl., jackknife).
Izracˇun konsenznih filogenetskih dreves je mogocˇ s pomocˇjo podmodula
Bio.Phylo.Consensus, v katerem so bile najprej implementirane metode
striktnega, vecˇinskega in Adamsovega konsenza, zdaj pa izracˇun lahko opra-
vimo tudi s pomocˇjo metode asimetricˇnega srednjega drevesa. Branje in
pisanje dreves je zˇe omogocˇeno za formate Newick, CDAO in PhyloXML.
Modul ponuja tudi vmesno reprezentacijo drevesa, ki ga uporabljamo med
izracˇunom in ni vezan na koncˇni format.
4.2 Podrobnosti implementacije
Glavna entiteta, ki je nastopala v obravnavi metode asimetricˇnega srednjega
drevesa, je bil binarni niz. Zato je pomembno, da zanj uporabimo primerno
hitro podatkovno strukturo. Razred, ki podatkovno strukturo zˇe implemen-
tira, se imenuje BitString, prebiva pa v podmodulu Bio.Phylo.Consensus.
BitString razsˇirja Pythonovo vgrajeno podatkovno strukturo String, zato
ga lahko uporabljamo na enak nacˇin. Med operatorji, ki jih lahko izva-
jamo nad podatkovno strukturo, so konjunkcija, disjunkcija in ekskluzivna
disjunkcija nad posameznimi mesti, vsebuje pa tudi metodi za preverjanje
vsebovanosti enega binarnega niza v drugem ter preverjanje kompatibilnosti
dveh binarnih nizov.
4.2.1 Izracˇun najvecˇje neodvisne mnozˇice
Modul Bio.Phylo za izrisovanje filogenetskih dreves uporablja paket net-
workx1. Ta poleg samega izrisovanja ponuja tudi konstrukcijo grafov in
njihovo nadaljnjo manipulacijo. Na grafu zmore izracˇunati aproksimacijo
najvecˇje neodvisne mnozˇice, a se s tem nismo mogli zadovoljiti, saj je bila
aproksimacija zˇe za majhna vhodna drevesa prevecˇ nenatancˇna, da bi dobili
1https://networkx.github.io/
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uporaben rezultat. Na srecˇo je problem najvecˇje neodvisne mnozˇice poli-
nomsko prevedljiv na problem najvecˇje klike v komplementarnem grafu, ki
jo networkx zna poiskati. Kljub temu se je iskanje vseh najvecˇjih klik kom-
plementarnega grafa izkazalo za dokaj pocˇasno.
Ob opazovanju, da nasˇ algoritem izrablja le eno procesorsko jedro, smo se
odlocˇili, da lahko iskanje najvecˇje klike opravimo na vseh razpolozˇljivih proce-
sorjih s pomocˇjo zunanjega programa Parallel Maximum Clique (PMC) [20],
cˇe zaznamo prisotnost programa na uporabnikovem sistemu. Cˇeprav smo s
tem vnesli dodatno odvisnost od zunanje programske opreme, lahko odlocˇitev
utemeljimo s precej vecˇjo hitrostjo implementacije PMC v primerjavi z lastno
implementacijo v programskem jeziku Python. Cˇe program ni najden, se
iskanje najvecˇjih klik kljub temu opravi z uporabo paketa networkx.
4.2.2 Izracˇun najvecˇjega ujemanja v grafu
Pri uporabi druge aproksimacijske metode za izracˇun asimetricˇnega srednjega
drevesa ne racˇunamo najvecˇje neodvisne mnozˇice, temvecˇ najvecˇje ujemanje
grafa. Funkcija max weight matching() v paketu networkx racˇuna najvecˇje
ujemanje, pri cˇemer so vse utezˇi robov grafa enake 1.
Tako kot natancˇna metoda, tudi prva aproksimacijska metoda v grafu
nekompatibilnosti iˇscˇe najvecˇjo neodvisno mnozˇico. V kolikor bi za obe
metodi uporabili isti algoritem za iskanje najvecˇje neodvisne mnozˇice, bi
bila prva aproksimacijska metoda mnogo pocˇasnejˇsa kot je sicer lahko. Zato
smo izkoristili dejstvo, da graf nekompatibilnosti v tem primeru sestavljata
le dve particiji. Za tak graf obstaja polinomski algoritem [22], s pomocˇjo
katerega lahko izracˇunamo najvecˇje ujemanje. Problem najvecˇjega ujemanja
je v polinomskem cˇasu prevedljiv v problem minimalnega pokritja biparti-
tnega grafa, ta pa v bipartitnih grafih predstavlja komplement maksimalne
neodvisne mnozˇice. Programsko kodo, s katero smo najvecˇje ujemanje bi-
partitnega grafa prevedli v vozliˇscˇa najvecˇje neodvisne mnozˇice, prikazuje
slika 4.1.
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1 verts = graph.nodes ()
2 top , bottom = nx.bipartite.sets(graph)
3 mates = nx.max_weight_matching(graph , maxcardinality=True)
4 matched = mates.keys()
5 top_unmatched = [v for v in top if v not in matched]
6 cwo = [
7 adj for adj in graph[v] if adj in bottom
8 for v in top_unmatched
9 ]
10 cwo += top_unmatched
11 # minimalno pokritje
12 mvc = set(
13 [v for v in top if v not in cwo]
14 + list(set(bottom) & set(cwo))
15 )
16 # maksimalna neodvisna mnozica
17 mis = [v for v in verts if v not in mvc]
Slika 4.1: Programska koda za prevedbo najvecˇjega ujemanja v bipartitnem
grafu v minimalno pokritje grafa in nato v maksimalno neodvisno mnozˇico.
4.2.3 Rekonstrukcija drevesa
Za rekonstrukcijo drevesa smo potrebovali orodje, ki je zmozˇno dela z ma-
trikami. Ker je paket Biopython zˇe odvisen od paketa numpy2, je ta bil
logicˇna izbira. Med kreiranjem matrike je bilo treba binarne nize pretvoriti
v stolpce matrike. Zato smo razredu BitString dodali metodo to numpy(),
ki niz nicˇel in enic pretvori v binarni vektor tipa numpy.ndarray z eno di-
menzijo. Za sortiranje smo razredu BitString dodali sˇe metodo int (), ki
izracˇuna desetiˇsko vrednost binarnega niza.
2http://www.numpy.org/
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4.2.4 Programski vmesnik
Slika 4.2 prikazje glavo implementirane funkcije, ki se nahaja v modulu
Bio.Phylo.Consensus. Celotna koda je navedena v dodatku B. Metoda privzeto
izracˇuna tocˇno asimetricˇno srednje drevo, vendar je racˇunska kompleksnost
za vecˇ kot dve drevesi eksponentna, zato lahko uporabnik, cˇe to zˇeli, z drugim
parametrom izbere eno izmed aproksimacijskih metod.
1 def amt_consensus(trees , method=’no_approx ’)
Slika 4.2: Glava funkcije za izracˇun asimetricˇnega srednjega drevesa iz mo-
dula Bio.Phylo.Consensus.
Metoda Bio.Phylo.Consensus.amt consensus sprejema dva parametra:
• trees je seznam objektov tipa BaseTree.Tree. Drevo je lahko v kateremkoli
formatu, ki ga podpira Biopython.
• method je tipa niz, s katerim izbiramo metodo izracˇuna. Veljavne so
tri vrednosti:
– no approx izracˇun tocˇnega drevesa,
– bi approx izracˇun s kombiniranjem najvecˇ dveh dreves,
– maxmatch approx izracˇun drevesa s pomocˇjo najvecˇjega uje-
manja.
4.3 Enostaven primer uporabe
Primer uporabe programske kode najprej prikazˇemo na enostavnejˇsem primeru.
Recimo, da imamo pripravljeno datoteko z imenom primer a.tre in vsebino na
sliki 4.3. Vsebuje pet dreves v formatu Newick, iz katerih zˇelimo izracˇunati
asimetricˇno srednje drevo in ga izrisati.
Uporaba konsenzne metode asimetricˇnega srednjega drevesa v paketu
Biopython je enostavna. Slika 4.4 predstavlja osnovni primer uporabe. V prvi
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( (A, (B, C) ) , (D, (E, F ) ) ) ;
( (B, (A, C) ) , (D, (E, F ) ) ) ;
( (A, (B, C) ) , (E, (D, F ) ) ) ;
( (B, (A, C) ) , (E, (D, F ) ) ) ;
( (C, (B, A) ) , (E, (D, F ) ) ) ;
Slika 4.3: Primer petih polno razresˇenih filogenetskih dreves s sˇestimi tak-
sonomskimi enotami, ki so kodirana v formatu Newick.
vrstici uvozimo modulBio.Phylo, v drugi iz podmodulaBio.Phylo.Consensus
uvozimo funkcijo amt consensus, v tretji pa uvozimo paket za risanje pyplot.
1 from Bio import Phylo
2 from Bio.Phylo.Consensus import amt_consensus
3 from matplotlib import pyplot
4
5 trees = list(Phylo.parse(’primer_a.tre’, ’newick ’))




Slika 4.4: Primer programske kode za branje dreves iz datoteke in izracˇun
asimetricˇnega srednjega drevesa.
V peti vrstici uvozimo filogenetska drevesa iz datoteke primer a.tre in jih
razcˇlenimo, s cˇimer dobimo seznam objektov tipaBio.Phylo.BaseTree.Tree.
V vrstici 6 s preprostim klicem funkcije iz obstojecˇega seznama dreves izra-
cˇunamo asimetricˇno srednje drevo. V vrstici 7 drevo preoblikujemo tako, da
bodo globlja poddrevesa prikazana na vrhu, in v zadnjih dveh vrsticah drevo
izriˇsemo na ekran.
Rezultat programa iz figure 4.4 je prikazan na sliki 4.5. Poleg drevesa so
prikazane sˇe osi, ki v nasˇem primeru sicer niso pomembne, v splosˇnem pa iz
osi x lahko razberemo divergentne cˇase taksonomskih enot.
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Slika 4.5: Rezultat programa iz slike 4.4.
4.4 Primer gradnje dreves iz sekvenc DNA
V prejˇsnjem primeru uporabe smo filogenetska drevesa prebrali iz vnaprej
pripravljene datoteke. Obicˇajno ni tako in je drevesa pred uporabo kon-
senzne metode treba najprej izracˇunati. Primer programske kode, s katero
v paketu Biopython izracˇunamo filogenetska drevesa s pomocˇjo metod UP-
GMA, metode zdruzˇevanja sosedov in metode najvecˇje varcˇnosti, iz njih pa
tri konsenzna drevesa, prikazuje slika 4.7.
Najprej v vrstici 8 s pomocˇjo modula Bio.AlignIO iz vhodne datoteke
uvozimo vnaprej poravnane sekvence DNA, ki pripadajo taksonomskim eno-
tam. Nato v vrstici 11 ustvarimo objekt tipa DistanceCalculator, ki sluzˇi za
izracˇun distancˇne matrike. Tega potrebujemo v naslednjih dveh vrsticah, kjer
ustvarimo konstruktor dreves tipa DistanceTreeConstructor za metodo UP-






Eps i lon GAGATCTCCGCCC
Slika 4.6: Vhodne sekvence DNA v datoteki msa.phy, ki je ena izmed testnih
datotek programskega paketa Biopython [18], v formatu, ki ga uporablja
programski paket PHYLIP.
GMA in metodo zdruzˇevanja najblizˇjih sosedov. Metoda najvecˇje varcˇnosti
za razliko od distancˇnih metod potrebuje objekt tipa ParsimonyScorer, ki ga
ustvarimo v vrstici 15, in preiskovalnik prostora dreves tipa NNITreeSearcher,
ki ga ustvarimo vrstico nizˇje. Oba objekta podamo konstruktorju metode na-
jvecˇje varcˇnosti v vrstici 17.
Zdaj imamo pripravljeno vse, da lahko v vrsticah 20-22 s pomocˇjo prej
ustvarjenih konstruktorjev dreves iz vhodnih sekvenc DNA zgradimo tri filo-
genetska drevesa. Nato v vrsticah 25-27 iz zgrajenih dreves izracˇunamo
sˇe konsenzna drevesa s pomocˇjo metod asimetricˇnega srednjega drevesa,
vecˇinskega konsenza in Adamsovega konsenza. Tako kot v prvem primeru
uporabe za konec izracˇunana konsenzna drevesa sˇe izriˇsemo, kar naredimo s
pomocˇjo paketa pyplot.
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1 from Bio import AlignIO
2 from Bio import Phylo
3 from Bio.Phylo.Consensus import *
4 from Bio.Phylo.TreeConstruction import *
5 from matplotlib import pyplot
6
7 input_file = ’./ biopython/Tests/TreeConstruction/msa.phy’
8 alignments = AlignIO.read(open(input_file), ’phylip ’)
9 # Objekti za izracun distancne matrike ,
10 # UPGMA in NeighborJoining konstruktor
11 calculator = DistanceCalculator(’identity ’)
12 nj_constr = DistanceTreeConstructor(calculator , ’nj’)
13 upgma_constr = DistanceTreeConstructor(calculator , ’upgma’)
14 # Objekti za izracun najbolj varcnega drevesa
15 scorer = ParsimonyScorer ()
16 searcher = NNITreeSearcher(scorer)
17 pars_constr = ParsimonyTreeConstructor(searcher)
18 # Izracunamo filogenetska drevesa





24 # Izracunamo konsenzna filogenetska drevesa
25 amt = amt_consensus(trees , method=’no_approx ’)
26 majority = majority_consensus(trees)
27 adams = adam_consensus(trees)
28 for i, t in enumerate ([amt , majority , adams]):




Slika 4.7: Primer programske kode za konstrukcijo konsenznih filogenetskih
dreves v programskem paketu Biopython. Konsenzna drevesa izracˇunamo
iz treh filogenetskih dreves, ki jih izracˇunamo s pomocˇjo metode UPGMA,
metode zdruzˇevanja najblizˇjih sosedov in metode najvecˇje varcˇnosti iz vho-
dnih sekvenc DNA.
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Poglavje 5
Eksperimentalna primerjava
Vse tri implementirane metode racˇunanja asimetricˇnega srednjega drevesa
zˇelimo primerjati med seboj in glede na metode striktnega, vecˇinskega ter
Adamsovega konsenza. Za ta namen smo pripravili tri vhodne mnozˇice in en
dejanski primer, na katerih smo ovrednotili algoritme glede na razresˇenost
koncˇnega drevesa ter glede na Robinson-Fouldsovo mero. Programska koda,
s katero smo pridobili rezultate, je v dodatku A. Poleg lastnosti izhodnih
dreves nas je zanimal tudi cˇas izvajanja vseh treh implementiranih metod,
s cˇimer smo ocenili velikost vhodne mnozˇice in sˇtevilo taksonomskih enot v
drevesih, za katere zaradi predolgega cˇasa izvajanja ni vecˇ smiselno uporabiti
natancˇne metode. Tudi koda za merjenje cˇasa je v dodatku A.
5.1 Razresˇenost drevesa in
Robinson-Fouldsova mera
Razresˇenost drevesa (5.1) je definirana kot sˇtevilo povezav, ki nastopajo v
drevesu. Ker imajo vsa drevesa enako sˇtevilo listov, se je drevo z najvecˇjim
sˇtevilom povezav najvecˇkrat razvejalo. Najbolj razresˇeno drevo je binarno
drevo (takrat recˇemo, da je polno razresˇeno). To ponuja najvecˇ informacij o
evolucijski zgodovini, saj za vsak par taksonomskih enot vemo, iz katerega
skupnega prednika sta se enoti razvili. Zazˇeleno je torej, da je sˇtevilo povezav
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v drevesu cˇim vecˇje.
Res(T ) = |E(T )| (5.1)
RF (T1, T2) = |C(T1)− C(T2)|+ |C(T2)− C(T1)| (5.2)
Robinson-Fouldsova (RF) mera je najbolj razsˇirjena mera za primerjanje filo-
genetskih dreves. Sˇteje sˇtevilo kladov (5.2), ki si jih drevesi ne delita [8]. Za
izracˇun vrednosti RF smo uporabili funkcijo symmetric difference() iz paketa
DendroPy1, saj v paketu Biopython mera RF sˇe ni implementirana. Vred-
nost RF smo izracˇunali za vsak par konsenznega in vhodnega drevesa, ter za
vsako konsenzno drevo sesˇteli vrednosti RF.































Slika 5.1: Prva vhodna mnozˇica dreves.
Tabela 5.1 prikazuje razresˇenost in vrednosti RF asimetricˇnega srednjega
drevesa, dveh aproksimiranih asimetricˇnih srednjih dreves (Bi-AMT in MM-
AMT), striktnega, vecˇinskega in Adamsovega konsenznega drevesa s slike 5.2
1https://pythonhosted.org/DendroPy/
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Res (T ) RF (T1) RF (T2) RF (T3) RF (vsota)
AMT 17 4 1 8 13
Bi-AMT 16 5 0 7 12
MM-AMT 13 3 4 5 12
Striktni konsenz 10 6 5 2 13
Vecˇinski konsenz 17 2 5 4 11
Adamsov konsenz 11 5 6 1 12
Tabela 5.1: Razresˇenost konsenznih dreves in njihove vrednosti RF za vhodna
drevesa na sliki 5.1.
glede na vhodna drevesa s slike 5.1. Opazimo, da je asimetricˇno srednje drevo
glede na razresˇenost prav tako dobro kot vecˇinsko konsenzno drevo. Obe
drevesi sta polno razresˇeni. Glede na vrednosti RF je vhodnim drevesom
najbolj podobno vecˇinsko konsenzno drevo. Tako lahko brez dvoma vecˇinsko





























































Slika 5.2: Konsenzna drevesa, zgrajena iz mnozˇice dreves na sliki 5.1.
Oznaka Bi-AMT oznacˇuje priblizˇek asimetricˇnega srednjega drevesa, zgra-
jenega iz dveh vhodnih dreves, MM-AMT pa aproksimirano drevo, zgrajeno
s pomocˇjo najvecˇjega ujemanja.
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Rezultat je pricˇakovan, saj je vecˇina kladov prisotnih v vecˇ kot polovici
vhodnih dreves, preostali pa so povecˇini medsebojno kompatibilni, kar je za
vecˇinsko drevo ugodno. Najbolj podobno asimetricˇno srednje drevo je MM-
AMT, vendar je njegova razresˇenost med najslabsˇimi. Drevo Bi-AMT ne
podaja informacije o skupnem predniku taksonomskih enot H in I, zaradi
cˇesar je bolj podobno drugemu in tretjemu vhodnemu drevesu kot drevo
AMT, posledicˇno pa je njegova razresˇenost zaradi tega slabsˇa.








































Slika 5.3: Druga vhodna mnozˇica dreves.
Rezultati konsenznih dreves s slike 5.4 glede na vhodna drevesa s slike 5.3
so prikazani v tabeli 5.2. Ponovno sta asimetricˇno srednje drevo ter vecˇinsko
konsenzno drevo polno razresˇeni. Cˇe ti dve drevesi medsebojno primerjamo
sˇe po podobnosti vhodnim drevesom, se je najbolje odrezalo asimetricˇno
srednje drevo. Nekoliko slabsˇe razresˇeno je drevo Bi-AMT, ki je sicer glede
na metriko RF nekoliko bolj podobno vhodnim drevesom kot asimetricˇno
srednje drevo. Drevo MM-AMT je sicer po podobnosti sˇe boljˇse, vendar je
manj podobno in za povrh sˇe manj razresˇeno kot striktno konsenzno drevo.
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Res (T ) RF (T1) RF (T2) RF (T3) RF (vsota)
AMT 23 12 9 7 28
Bi-AMT 21 9 10 8 27
MM-AMT 14 10 9 7 26
Striktni konsenz 15 7 8 8 23
Vecˇinski konsenz 23 10 11 9 30
Adamsov konsenz 17 13 10 8 31
Tabela 5.2: Razresˇenost konsenznih dreves in njihove vrednosti RF za vhodna
drevesa na sliki 5.3.
















































































Slika 5.4: Konsenzna drevesa, zgrajena iz mnozˇice dreves na sliki 5.3.
Ker vecˇina kladov ni prisotnih v vecˇ kot polovici vhodnih dreves, povecˇini
pa so medsebojno kompatibilni, je rezultat pricˇakovan. Slaba razresˇenost
drevesa MM-AMT je najverjetneje posledica majhnega sˇtevila skupnih kladov
in majhnega sˇtevila vhodnih dreves.
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Slika 5.5: Tretja vhodna mnozˇica dreves.
Tretja vhodna mnozˇica dreves s slike 5.3 je sestavljena tako, da je sˇtevilo
skupnih kladov majhno, posamezni kladi ne nastopajo v vecˇ kot polovici vho-
dnih dreves in so vecˇinoma medsebojno nekompatibilni. Rezultate dobljenih
konsenznih dreves na sliki 5.5 prikazuje tabela 5.3.
Res (T) RF (T1) RF (T2) RF (T3) RF(T4) RF (vsota)
AMT 11 0 2 3 1 6
Bi-AMT 11 0 2 3 1 6
MM-AMT 7 3 3 2 2 10
Striktni konsenz 7 3 3 2 2 10
Vecˇinski konsenz 10 0 2 3 1 6
Adamsov konsenz 7 3 3 2 2 10
Tabela 5.3: Razresˇenost konsenznih dreves in njihove vrednosti RF za vhodna
drevesa na sliki 5.5.











































Slika 5.6: Konsenzna drevesa, zgrajena iz mnozˇice dreves na sliki 5.5.
Opazimo, da sta polno razresˇeni le asimetricˇno srednje drevo in aproksimi-
rano drevo Bi-AMT. Vsa ostala drevesa vsebujejo vsaj eno nerazresˇeno vo-
zliˇscˇe. Drevo MM-AMT je v tem primeru enako striktnemu konsenznemu
drevesu in Adamsovemu konsenznemu drevesu, tako po topologiji kot glede
na razresˇenost in metriko RF. Preostala drevesa so glede na metriko RF sicer
enakovredna, vendar ker drevo vecˇinskega konsenza ni polno razresˇeno, lahko
za najboljˇsi drevesi razglasimo asimetricˇno srednje drevo in drevo Bi-AMT,
ki sicer nimata popolnoma enakih topologij.
Slaba razresˇenost drevesa MM-AMT je ponovno posledica majhnega sˇtevila
skupnih kladov in v takem primeru je aproksimacija Bi-AMT boljˇsa. Ker
posamezni kladi ne nastopajo v vecˇ kot polovici vhodnih dreves, metodama
striktnega in Adamsovega konsenza ni uspelo popolnoma razresˇiti vseh vo-
zliˇscˇ vhodnih dreves, saj so kladi s premalo pojavitvami kaznovani. Asimetricˇno
srednje drevo za razliko take klade vkljucˇi, cˇe to prispeva k informiranosti
drevesa.
Razlika med asimetricˇnim srednjim drevesom in aproksimiranim dreve-
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som Bi-AMT ni tako ocˇitna, ker je vhodna mnozˇica majhna. Drevo Bi-
AMT je namrecˇ zgrajeno le iz dveh vhodnih dreves in cˇe bi vhodno mnozˇico
povecˇali, bi postale razlike bolj ocˇitne, saj bi bilo asimetricˇno srednje drevo
za razliko od priblizˇka sposobno vkljucˇiti informacije iz vecˇ dreves hkrati.
5.5 Primer pusˇcˇavskih zelenih alg
Zadnjo vhodno mnozˇico predstavlja deset dreves s 150 taksonomskimi eno-
tami iz zbirke primerov programa HashCS [19]. Zbirka je sicer bila zgrajena
za potrebe uvrstitve devetih prej sˇe neobjavljenih sekvenc pusˇcˇavskih zelenih
alg. Poleg njih vsebuje sˇe sˇtirinajst znanih pusˇcˇavskih zelenih alg in 127 tak-
sonomskih enot prisotnih v tekocˇi vodi, morski vodi ali tleh. Drevesa so
bila zgrajena s pomocˇjo programa MrBayes z uporabo evolucijskega modela
GTR. Poravnane sekvence, ki so bile vhod v metodo bayesovskega sklepanja,
so bile dolge 1651 baznih parov [21].
AMT Bi-AMT MM-AMT Striktni k. Vecˇinski k. Adamsov k.
Res(T ) 298 279 242 151 284 259
RF(T1) 238 233 206 147 220 225
RF(T2) 260 255 204 147 232 215
RF(T3) 252 251 218 147 244 231
RF(T4) 258 243 190 147 248 233
RF(T5) 248 245 208 147 234 219
RF(T6) 258 229 206 147 232 221
RF(T7) 266 216 216 147 242 233
RF(T8) 256 241 212 147 242 221
RF(T9) 250 243 196 147 232 231
RF(T10) 260 233 212 147 232 213
RF (vsota) 2546 2389 2068 1470 2358 2242
Cˇas [s] 293 164 11.5 0.3 3.5 15
Tabela 5.4: Razresˇenost konsenznih dreves in njihove vrednosti RF za deset
filogenetskih dreves s 150 taksonomskimi enotami [21].
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Rezultati v tabeli 5.4 kazˇejo, da je najbolje razresˇeno asimetricˇno srednje
drevo. Sledita mu vecˇinsko konsenzno drevo in aproksimirano drevo Bi-AMT.
Striktno konsenzno drevo je sicer najbolj podobno vhodnim drevesom, vendar
najslabsˇe razresˇeno. Opazimo, da so vsa drevesa do neke mere zˇrtvovala
podobnost za razresˇenost (z izjemo drevesa Bi-AMT, ki je slabsˇe razresˇeno
in manj podobno vhodnim drevesom kot vecˇinsko). V tem smislu je metoda
striktnega konsenza najbolj konservativna, metoda asimetricˇnega srednjega
drevesa pa najbolj drzna, s cˇimer podaja najvecˇ informacij o evolucijskih
dogodkih.
Cˇasovno se je najbolje odrezala metoda striktnega konsenza, sledi pa
ji metoda vecˇinskega konsenza. Aproksimacijska metoda MM-AMT je bila
hitrejˇsa od Adamsovega konsenza, najpocˇasnejˇsa pa je bila natancˇna metoda.
5.6 Primerjava cˇasov izvajanja
Zaradi eksponentne cˇasovne kompleksnosti metode asimetricˇnega srednjega
drevesa nas zanima, kako velika drevesa in vhodne mnozˇice lahko sˇe obde-
lamo v doglednem cˇasu. Merjenje cˇasa izvajanja smo opravili za natancˇno
metodo, obe aproksimacijski metodi in tudi natancˇno metodo z namesˇcˇenim
programom PMC. Numericˇne vrednosti meritev so prikazane v tabeli 5.6.
Zgornji graf na sliki 5.7 prikazuje cˇase izvajanja za drevesa, ki imajo
dvajset taksonomskih enot. Opazimo, da se cˇas izvajanja z vecˇanjem sˇtevila
vhodnih dreves za natancˇno metodo AMT povecˇuje zelo hitro. Preostale
metode s takimi drevesi nimajo vecˇjih tezˇav. Spodnji del slike prikazuje graf
za drevesa s 50 taksonomskimi enotami. Opazimo, da natancˇna metoda s
pomocˇjo programa PMC brez tezˇav opravi z manjˇsimi vhodnimi mnozˇicami
dreves, nato pa pricˇne cˇas narasˇcˇati precej hitreje. Cˇas, potreben za izvedbo
aproksimacijskih metod tudi z vecˇanjem sˇtevila vhodnih dreves pri vecˇjem
sˇtevilu taksonomskih enot narasˇcˇa polinomsko. Metoda Bi-AMT je kljub
hitrejˇsemu narasˇcˇanju izvajalnega cˇasa za manjˇse sˇtevilo taksonomskih enot
pri vecˇjem sˇtevilu taksonomskih enot hitrejˇsa od metode MM-AMT.
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Slika 5.7: Cˇasi izvajanja vseh treh metod za drevesa z 20 in 50 takso-
nomskimi enotami za vse tri implementirane metode izracˇuna asimetricˇnega
srednjega drevesa.
Slika 5.8 prikazuje grafa cˇasov izvajanja glede na sˇtevilo taksonomskih
enot pri fiksnem sˇtevilu dreves. Zgornji graf prikazuje izvajalne cˇase za deset
vhodnih dreves, drugi pa za dvajset. Pri obeh so razmerja enaka. Potreben
cˇas za izvedbo natancˇne metode skokovito poraste, medtem ko cˇas izvajanja
preostalih metod narasˇcˇa precej pocˇasneje. Najhitrejˇsi je izracˇun tocˇnega
asimetricˇnega srednjega drevesa s pomocˇjo programa PMC.
Iz zgornjih grafov je razvidno, da na cˇas izvajanja bistveno bolj kot sˇtevilo
taksonomskih enot vpliva sˇtevilo vhodnih dreves. Vendar ni tako enostavno.
Zaradi nakljucˇnega generiranja dreves vhodne mnozˇice tezˇko trdimo, kaksˇne
so bile njihove lastnosti. Sˇtevilo taksonomskih enot v drevesu je neposredno
povezano z globino drevesa. V kolikor je taksonomskih enot vecˇ, potem
je sˇtevilo mozˇnih poddreves vecˇje. Z vecˇjim sˇtevilom mozˇnih poddreves se
povecˇa tudi sˇtevilo potencialnih vozliˇscˇ v grafu nekompatibilnosti. Slednje je
sicer odvisno tako od sˇtevila dreves v vhodni mnozˇici kot njihovih lastnosti.
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Slika 5.8: Cˇasi izvajanja vseh treh metod za vhodne mnozˇice 10 ali 20
dreves.
Drevesa lahko vsebujejo veliko sˇtevilo taksonomskih enot, a so si medsebojno
precej podobna, pri cˇemer bo graf nekompatibilnosti majhen, cˇetudi je sˇtevilo
vhodnih dreves zelo veliko, in posledicˇno bo cˇas izvajanja krajˇsi. Na drugi
strani sˇtevilo taksonomskih enot ne rabi biti zelo veliko, da naletimo na tezˇave
s cˇasom izvajanja, cˇe so drevesa medsebojno zelo razlicˇna.
Zakljucˇimo torej lahko, da je izracˇun asimetricˇnega srednjega drevesa s
pomocˇjo natancˇne metode za vecˇje vhodne mnozˇice smotrn le z uporabo
zunanjega programa PMC. Tudi tu sicer naletimo na tezˇave, vendar precej
pozneje. Primer pusˇcˇavskih zelenih alg, ki vsebuje 150 taksonomskih enot
in deset dreves, smo naprimer uspeli izracˇunati v petih minutah, medtem
ko so nakljucˇno generirani primeri pokazali, da v splosˇnem cˇas, potreben za
izracˇun, lahko skokovito naraste. Ocenimo lahko, da je uporaba natancˇne
metode izracˇuna trenutno smotrna za srednje velike vhodne podatke s 150
taksonomskimi enotami in do 50 drevesi, dejanske sˇtevilke pa so odvisne od
lastnosti vhodnih dreves. V primeru tezˇav lahko posezˇemo po aproksimaci-
jskih metodah, kjer na tezˇave s cˇasom izvajanja ne bi smeli naleteti.
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Sˇt. taks. enot Sˇt. dreves AMT [s] Bi-AMT [s] MM-AMT [s] AMT (PMC) [s]
20 10 41.457 8.177 3.141, 2.34
20 12 81.37 11.338 5.818 3.003
20 14 212.759 15.901 7.954 3.893
20 16 366.422 19.429 13.749 4.743
20 18 735.516 25.153 17.771 6.054
20 20 1455.173 29.329 16.85 7.192
20 22 2559.055 35.694 22.479 7.565
20 24 4896.345 42.86 27.536 8.779
10 10 0.548 1.445 0.4108 0.355
12 10 1.074 2.252 0.659 0.545
14 10 2.062 3.252 1.045 0.854
16 10 3.906 4.356 1.874 1.134
18 10 13.484 5.629 2.2542 1.585
20 10 34.7066 7.288 2.4592 2.032
22 10 80.703 9.043 4.1872 2.572
24 10 113.285 11.187 5.2434 3.295
10 20 2.113 6.574 1.442 1.041
12 20 3.412 10.151 3.235 1.822
14 20 15.640 14.600 6.235 2.901
16 20 65.634 19.856 9.570 4.232
18 20 274.018 26.216 14.493 5.368
20 20 34.7066 30.995 17.016 6.411
22 20 1319.864 37.136 23.785 8.336
24 20 3173.812 45.432 25.096 10.260
50 10 - 51.875 17.257 16.557
50 12 - 77.699 75.375 22.452
50 14 - 106.556 118.352 30.098
50 16 - 140.845 165.747 39.107
50 18 - 193.063 252.198 53.963
50 20 - 234.036 314.694 65.845
50 22 - 268.463 371.333 81.322
50 24 - 320.893 453.626 129.126
50 26 - 378.354 595.073 129.126
50 28 - 439.304 747.025 319.833
50 30 - 505.951 927.528 739.345
50 32 - 576.31 1114.376 1543.093
50 34 - 645.584 1235.684 2851.712




Najpomembnejˇsi rezultat dela je zagotovo prva znana implementacija konsen-
zne metode asimetricˇnega srednjega drevesa v programskem paketu Biopy-
thon. Cˇeprav je racˇunska kompleksnost metode v splosˇnem eksponentna
(sliki 5.7 in 5.8), kar je nezazˇeleno, in se problemi s cˇasom izvajanja za
natancˇno metodo pojavijo hitro, ima uporabnik mozˇnost namestitve zunan-
jega programa PMC, ki bistveno pohitri izvajanje. Kljub temu je za ve-
like vhodne mnozˇice dreves izracˇun lahko dolgotrajen, cˇeprav to ne velja
v splosˇnem, saj lastnosti vhodnih dreves (sˇtevilo kompatibilnih poddreves)
igrajo velik faktor pri iskanju najvecˇje neodvisne mnozˇice, ki je racˇunsko na-
jintenzivnejˇsi del. Cˇe uporabnik naleti na tezˇave s cˇasom izvajanja, lahko
izbere eno izmed aproksimacijskih metod z manjˇso cˇasovno zahtevnostjo.
Pravilna izbira aproksimacijske metode je, kot smo pokazali tudi eksperi-
mentalno, odvisna predvsem od lastnosti dreves v vhodni mnozˇici.
Kot smo pokazali na sˇtirih vhodnih mnozˇicah, asimetricˇno srednje drevo
ni nujno tisto, ki drevesa vhodne mnozˇice povzema najbolje glede na Robinson-
Fouldsovo mero. Tako kot pri izbiri aproksimacijske metode tudi tukaj velja,
da je izbira konsenzne metode odvisna predvsem od predhodnega poznavanja
lastnosti dreves vhodne mnozˇice. Cˇe ta vsebujejo veliko sˇtevilo nekompati-
bilnih parov poddreves ali veliko poddreves ni vecˇinsko zastopanih, je izbira
metode asimetricˇnega srednjega drevesa smotrna. V nasprotnem primeru pa
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lahko zˇe vecˇinsko konsenzno drevo da primerljive, cˇe ne celo boljˇse rezultate.
Kar se ticˇe razresˇenosti dreves, smo na dejanskem in nekaj umetnih
primerih pokazali, da je asimetricˇno srednje drevo, v primerjavi z ostalimi
metodami, vedno najbolje razresˇeno in tako ponuja najvecˇ informacij o evolu-
cijski zgodovini. Tega sicer ne moremo trditi za obe aproksimacijski metodi.
Metoda z izracˇunom najvecˇjega ujemanja je bila po razresˇenosti v neka-
terih primerih primerljiva zgolj s striktnim konsenznim drevesom, v drugih
pa je bila nekoliko boljˇsa od Adamsovega konsenznega drevesa. Metoda
z izracˇunom drevesa iz dveh vhodnih dreves je, ob primerljivi razresˇenosti
glede na vecˇinsko konsenzno drevo, obicˇajno proizvedla drevo, ki se slabsˇe
ujema z vhodnimi drevesi.
Mozˇnosti za izboljˇsave vidimo predvsem pri aproksimacijskih algoritmih.
Nad drevesi, izracˇunanimi s pomocˇjo prvega aproksimacijskega algoritma, bi,
npr., lahko ponovno izracˇunali konsenzna drevesa in izbrali najboljˇsega. Po-
leg tega bi lahko izracˇun asimetricˇnega srednjega drevesa za vsak par vhodnih
dreves opravili vzporedno.
Eksponentni cˇas za konstrukcijo asimetricˇnega srednjega drevesa bi lahko
zmanjˇsali z uporabo aproksimacijskih algoritmov za iskanje najvecˇje neod-
visne mnozˇice. Prav tako bi bilo zanimivo dolocˇiti lastnosti mnozˇice vhodnih
dreves, za katero bi metoda asimetricˇnega srednjega drevesa dala boljˇse rezul-
tate od ostalih konsenznih metod.
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1 from Bio import Phylo
2 from Bio.Phylo import Consensus as cons
3 import dendropy
4 from matplotlib import pyplot
5
6 trees = list(Phylo.parse(’vhodna_drevesa.tre’, ’newick ’))
7 amts = {
8 ’AMT’: cons.amt_consensus(trees , method=’no_approx ’),
9 ’Bi -AMT’: cons.amt_consensus(trees , method=’bi_approx ’)
↪→ ,
10 ’MM -AMT’: cons.amt_consensus(trees , method=’
↪→ maxmatch_approx ’)
11 }
12 other = {
13 ’Strict ’: cons.strict_consensus(trees),




18 def _plot(nx , ny , fig , i, tree , title):
19 ax = fig.add_subplot(ny , nx , i)
20 fig.subplots_adjust(wspace =0.5)
21 Phylo.draw(tree , do_show=False , axes=ax)
22 pyplot.axis(’off’)
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23 pyplot.title(title)
24
25 # Shrani vhodna drevesa v datoteke
26 for i, tree in enumerate(trees):
27 Phylo.write(tree , ’eval/in_%d.tre’ % i, ’newick ’)
28
29 # Shrani konsenzna drevesa v datoteke
30 for name , tree in amts.items() + other.items():
31 tree.ladderize ()
32 Phylo.write(tree , ’eval/%s.tre’ % name , ’newick ’)
33
34 # Izrisi vhodna drevesa v datoteko input_trees.pdf
35 input_trees = pyplot.figure (0)
36 x = len(trees)
37 for i, t in enumerate(trees):
38 _plot(x, 1, input_trees , i, t, ’Vhodno drevo %d’ % i)
39 pyplot.savefig(’input_trees.pdf’)
40
41 # Izrisi konsenzna drevesa v datoteko consensus_trees.pdf
42 output_trees = pyplot.figure (1)
43 for i, kt in enumerate(amts.items() + other.items()):
44 k, t = kt
45 _plot(3, 2, output_trees , i, t, k)
46 pyplot.savefig(’consensus_trees.pdf’)
47
48 # Nalozi drevesa z DendroPy
49 d_amts = {
50 k: dendropy.Tree(stream=open(’eval/%s.tre’ % k), schema
↪→ =’newick ’)
51 for k in amts.keys()
52 }
53 d_other = {
54 k: dendropy.Tree(stream=open(’eval/%s.tre’ % k), schema
↪→ =’newick ’)
55 for k in other.keys()
56 }
57 d_input = [
58 dendropy.Tree(stream=open(’eval/in_%d.tre’ % i), schema
53
↪→ =’newick ’)
59 for i in range(0, len(trees))
60 ]
61
62 tpl = ’[{0:10}] Res = {1:4} RF_sum: {2:5} RFs: {3}’
63 for k in d_amts.keys() + d_other.keys():
64 if k in d_amts:
65 t = d_amts[k]
66 else:
67 t = d_other[k]
68
69 diffs = []
70 total_diff = 0
71 edges = len(t.get_edge_set ())
72 t.is_rooted = False
73 t.update_splits ()
74 for in_tree in d_input:
75 if in_tree.is_rooted:
76 in_tree.is_rooted = False
77 in_tree.update_splits ()
78 d = in_tree.symmetric_difference(t)
79 diffs.append(str(d))
80 total_diff += d
81
82 print tpl.format(k, edges , ’,’.join(diffs), total_diff)
Slika A.1: Testna programska koda za merjenje razresˇenosti konsenznih
dreves in Robinson-Fouldsove mere. Koda nalozˇi vhodno mnozˇico dreves in iz
nje izracˇuna konsenzna drevesa s pomocˇjo sˇestih metod. Nato vhodna drevesa
in izracˇunana drevesa izriˇse v PDF datoteki ter vsako drevo shrani v datoteko
v formatu Newick. S pomocˇjo knjizˇnice DendroPy nato ta drevesa nalozˇi in
nad konsenznimi drevesi izracˇuna razresˇenost ter Robinson-Fouldsovo mero
glede na vsako vhodno drevo.
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1 from Bio.Phylo.BaseTree import Tree
2 from Bio.Phylo.Consensus import amt_consensus as amt
3 import time
4
5 current_time = lambda: int(round(time.time() * 1000))
6
7
8 def _test(method , trees):
9 s = current_time ()
10 _ = amt(trees , method=method)
11 return current_time () - s
12
13 N_TAXONS = range (10, 50)
14 N_TREES = 10
15 N_ITERS = 10
16 METHOD = ’no_approx ’
17
18 for n in N_TAXONS:
19 total = 0.0
20 trees = [Tree.randomized(n) for i in range(0, N_TREES)]
21 for _ in range(0, N_ITERS):
22 total += _test(METHOD , trees)
23 print ’[%s, %d taxons , %d tress ]: %fms’ % (METHOD , n,
↪→ N_TREES , total/float(N_ITERS))
Slika A.2: Testna programska koda za merjenje cˇasa izvajanja. Spre-
menljivka N TREES dolocˇa sˇtevilo dreves, ki bodo nakljucˇno generirana
in predstavljala vhodno mnozˇico. Nad temi drevesi nato izracˇunamo




Programska koda se bo v prihodnosti lahko sˇe spreminjala. Zadnja razlicˇica
programske kode je prosto dostopna na spletnem naslovu https://github.
com/usoban/biopython.
1 def amt_consensus(trees , method=’no_approx ’):




6 list of trees to produce consensus tree
7





13 from distutils.spawn import find_executable
14 from itertools import combinations
15 from scipy import io
16 from scipy import sparse
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19 species = trees [0]. get_terminals ()
20 species_names = [s.name for s in species]
21 n_species = len(species)
22 n_trees = len(trees)
23 cpus = multiprocessing.cpu_count ()
24
25 def _tree_encoding(tree):
26 clades = [
27 bs for _, bs
28 in _tree_to_bitstrs(tree , species_names).items()
29 if bs.count(’1’) != n_species
30 ]
31 leaves = [
32 _clade_to_bitstr(cld , species_names) for cld
33 in tree.find_clades(terminal=True)
34 ]
35 return list(set(clades + leaves))
36
37 tree_encodings = [_tree_encoding(t) for t in trees]
38 profile_bitstrings = set(reduce(
39 lambda enc1 , enc2: enc1 + enc2 , tree_encodings
40 ))
41 bitstring_weights = {
42 bs: len([
43 i for i, t
44 in enumerate(tree_encodings) if bs in t
45 ]) for bs in profile_bitstrings
46 }
47 common_bitstrings = set(
48 bs for bs , w in bitstring_weights.items()




53 tree_enc_set = set(tree_encoding)
54 if len(common_bitstrings - tree_enc_set) != 0 or len(
↪→ tree_enc_set - profile_bitstrings) != 0:
55 res = -float(’Inf’)
57
56 else:
57 res = sum([
58 bitstring_weights[w]






65 all_bs = reduce(lambda x, y: x+y, trees , [])
66 unique_bitstrings = list(set(all_bs))
67 incompatible_pairs = [
68 (bs1 , bs2) for bs1 in unique_bitstrings
69 for bs2 in unique_bitstrings
70 if not bs1.iscompatible(bs2)
71 ]




76 return incomp_graph , unique_bitstrings
77
78 def _max_indep_set(incomp_graph , unique_bitstrings):
79 def _pmc(pmc_exec_path):
80 comp_bitstrings = [
81 bs for bs in unique_bitstrings
82 if bs not in common_bitstrings
83 ]
84 comp_graph = nx.complement(incomp_graph)
85 comp_graph.remove_nodes_from(common_bitstrings)
86 mtx = nx.to_numpy_matrix(comp_graph , nodelist=
↪→ comp_bitstrings)
87 mtx = sparse.coo_matrix(np.tril(mtx))
88 io.mmwrite(’/tmp/igc’, mtx , field=’integer ’)
89
90 process = Popen([ pmc_exec_path , ’-f’, ’/tmp/igc.mtx’,
↪→ ’-a’, ’0’, ’-t’, str(cpus), ’-r’, ’0’], stdout=
↪→ PIPE)
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91 (output , err) = process.communicate ()
92 exit_code = process.wait()
93
94 if exit_code != 0:
95 raise Exception(’PMC aborted ... %s’ % err)
96 else:
97 pmc_regex = re.compile(’Maximum clique :\s([\d\s]*)’)
98 match = re.search(pmc_regex , output)
99 if match is None:
100 raise Exception(’Couldnt find PMC output. [%s]’ %
↪→ output)
101 elif len(match.groups ()) > 2:
102 pmc_out = match.group (2).split(’ ’)
103 else:
104 pmc_out = match.group (1).split(’ ’)
105 mis_vertices = [
106 comp_bitstrings[int(v) -1] for v in pmc_out
107 if v != ’\n’
108 ] + list(common_bitstrings)
109 max_val = _amt_val(mis_vertices)
110 return mis_vertices , max_val
111
112 def _netx():
113 current_max_size = 0
114 comp_graph = nx.complement(incomp_graph)
115 comp_graph.remove_nodes_from(common_bitstrings)
116 maxes = []
117 for clq in nx.find_cliques(comp_graph):
118 if len(clq) > current_max_size:
119 maxes = [clq]
120 current_max_size = len(clq)
121 elif len(clq) == current_max_size:
122 maxes.append(clq)
123 current_max = None
124 current_best_val = -float(’inf’)
125 for clq in maxes:
126 mis = clq + list(common_bitstrings)
127 val = _amt_val(mis)
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128 if val > current_best_val:
129 current_best_val = val
130 current_max = mis
131 return current_max , current_best_val
132
133 pmc_exec = find_executable(’pmc’)






140 m = np.transpose(
141 np.array ([
142 bs.to_numpy () for bs
143 in sorted(bitstrings ,
144 reverse=True ,




149 ones = np.transpose(np.nonzero(m))
150 row_indices = np.unique(ones[:, 0])
151 col_indices = np.unique(ones[:, 1])
152 cols_by_rows_index = {
153 ridx: ones[ones[:, 0] == ridx][:, 1]
154 for ridx in row_indices
155 }
156 column_values = {cidx: [] for cidx in col_indices}
157
158 for cell in ones:
159 cols = cols_by_rows_index[cell [0]]
160 valid_cols = cols[cols < cell [1]]
161 max_k = np.max(valid_cols) if valid_cols.size != 0
↪→ else None
162 column_values[cell [1]]. append(max_k)
163
164 for k in column_values.keys():
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165 if len(set(column_values[k])) == 1:
166 column_values[k] = column_values[k][0]
167 else:
168 raise Exception(’Column %d not unique , tree does
↪→ not exist for given encoding.’ % k)
169
170 nodes = {
171 eid: BaseTree.Clade(name=eid)
172 for eid in column_values.keys() + [’root’]
173 }
174 top_level_edges = [
175 eid for eid in column_values.keys()
176 if column_values[eid] is None
177 ]
178 other_edges = [
179 eid for eid in column_values.keys()
180 if column_values[eid] is not None
181 ]
182 # connect top level edges to root
183 for eid in top_level_edges:
184 nodes[’root’]. clades.append(nodes[eid])
185 # connect other nodes between each other
186 for eid in other_edges:
187 nodes[column_values[eid]]. clades.append(nodes[eid])
188 # label terminals (tree leaves)
189 max_cols_by_rows = {
190 ridx: np.max(cols_by_rows_index[ridx])
191 for ridx in cols_by_rows_index.keys()
192 }
193 for row_id in max_cols_by_rows:
194 term = nodes[max_cols_by_rows[row_id ]]
195 term.name = species_names[row_id]
196
197 # purge node names if they do not contain string or
↪→ they contain ’root’ string
198 for nk in nodes.keys():
199 if type(nodes[nk].name) != str or nodes[nk].name == ’
↪→ root’:
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206 Computes AMT from input trees using approximation
207 method 1 (computing AMTs from two trees at a time).
208 @type trees: list of list of _BitString
209 @return: Bio.Phylo.BaseTree.Tree
210 """
211 best_amt = None
212 best_amt_val = -float(’inf’)
213 for comb in combinations(range(0, len(trees)), 2):
214 incomp_graph , ubs = _incompat_graph_nx ([
215 trees[comb [0]], trees[comb [1]]
216 ])
217 incomp_graph.remove_nodes_from(common_bitstrings)
218 verts = incomp_graph.nodes ()
219 top , bottom = nx.bipartite.sets(incomp_graph)
220 if len(top) == 0:
221 mvc = bottom
222 elif len(bottom) == 0:
223 mvc = top
224 else:
225 mates = nx.max_weight_matching(incomp_graph ,
↪→ maxcardinality=True)
226 matched = mates.keys()
227 top_unmatched = [
228 v for v in top
229 if v not in matched
230 ]
231 cwo = [
232 adj for adj in incomp_graph[v]
233 if adj in bottom
234 for v in top_unmatched
235 ]
236 cwo += top_unmatched
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237 mvc = set(
238 [v for v in top if v not in cwo]
239 + list(set(bottom) & set(cwo))
240 )
241 mis = [v for v in verts if v not in mvc]
242 bitstrings = list(common_bitstrings) + mis
243 val = _amt_val(bitstrings)
244 if val > best_amt_val:
245 best_amt = bitstrings






252 Computes AMT from input trees using approximation
253 method 2 (maximum matching)
254 @type trees: list of list of _BitString
255 @return Bio.Phylo.BaseTree.Tree
256 """
257 incomp_graph , unique_bitstrings = _incompat_graph_nx(
↪→ trees)
258 vertices = incomp_graph.nodes ()
259 incomp_graph.remove_nodes_from(common_bitstrings)
260 matching = nx.max_weight_matching(incomp_graph ,
↪→ maxcardinality=True)






267 Computes AMT from input trees.
268 @type trees: list of list of _BitString
269 @return Bio.Phylo.BaseTree.Tree
270 """
271 incomp_graph , unique_bitstrings = _incompat_graph_nx(
↪→ trees)
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275 if method == ’no_approx ’:
276 amt = _amt_noapprox(tree_encodings)
277 elif method == ’bi_approx ’:
278 amt = _amt_approx_bi(tree_encodings)
279 elif method == ’maxmatch_approx ’:
280 amt = _amt_approx_mm(tree_encodings)
281 else:
282 raise Exception(’Invalid method name. Given: %s;
↪→ available: no_approx , bi_approx , maxmatch_approx ’
↪→ % method)
283
284 return amt
