I. INTRODUCTION
Various AQM techniques like REM Ell, RED [Z] have been suggested to eliminate packet loss, increase router utilization and decrease queuing delays. Of these, RED has been widely implemented in the intemet. However, it has been seen that the network parameter settings affect the performance of the RED gateway [3], [4] , [SI, [6] . Also, the optimum parameter settings are dependent on the network conditions. Since the network conditions change dynamically, the RED paraheters need to be tuned on-Iine for optimal performmceCertain schemes for adaptive tuning of RED based on simplified models have been proposed [4] , [7] , [3] . Variants of RED, which heuristically manipulate a certain RED parameter have also been proposed. Adaptive RED [3] adapts the maximum dropping probability of packets so that the average queue length is within the target range. In [6], a heuristic algorithm based on random recursive sampling is proposed for optimizing RED parmeters. The optimization step there is carried out in 'control plane' (and not on the router) where the loss function is estimated using network simulation. The optimum parameters are then fed back into the router after the algorithm has converged. This requires the knowledge of the whole network topology EI S well as the source behaviors. This is, however, infeasible in today's internet.
In this paper we discuss a direct measurement approach for optimization of RED. Here we consider RED as a black box and the loss function is measured directly over the router. Any suitable gradient based optimization algorithm can then be employed for obtaining the optimal network settipg. In this approach we do not resort to simulation of the network. Also we do not make any simplifying assumptions regarding the network topology and charecteristics. is between mhth and m a t h , the probability of dropping the arriving packet varies linearly with the average queue length from zero (at minth) to mazp (at maqh). The idea behind the algorithm is that at equilibrium the average queue length stabilizes at a value at which the rate of decrease in source rates (due to packet drops) balance the increase in the source rates due to successful delivery of packets.
There are four parameters in RED which affect the performance of the gateway, The 'low pass filter' parameter, w q , determines the amount of transient congestion to be allowed before any action is taken. The parameter mazp determines the probability with which the packers are dropped at any given value of average queue length and hence determines the equilibrium average queue length. Since the equilibrium average queue length is also a function of the network load, for any particular value of m0zP, the network load determines the equilibrium average queue length. Also the parameters mas t h and minth determine the average queuing delay experienced by the connection and also router utilization.
Adaptive RED [3] adaptively tunes mazp so that the average, queue length is always within a target range. This algorithm uses the intuition that increasing mazp reduces the equilibrium average queue length, It is assumed that effect of the other parameters is negligible compared to that of ma+. In [6], a heuristic algorithm based on random recursive sampling is used to optimize the KED gateway. The performance of RED gateway is monitored and the adaptive tuning algohthm is triggered whenever the performance is below a target. The loss function for each parameter update is measured using simulation that in turn requires complete knowledge of the topology of the network as well as the individual source behaviors. In our setting, we propose to run our algorithm directly over the router. Thus, network simulation is not required since router performance is directly measured, Also there is no significant increase in computational complexity.
111. BACKGROUND I n this section we first discuss the Correlation Based (CB) scheme and then apply it to the Tko-Timescale framework.
The CB scheme is based on the observation that (f(z) - The CB Optimized RED algorithm is triggered when the performance degrades due to change in network conditions. The data averaging step is carried out after every arrival. After every 'L' packet arrivals parameter components are updated directly over the router, The above procedure is continued till the performance has sufficiently improved. The algorithm is as given in Algorithm 1. CB Optimized RED is disabled for most of the running time of the router and is triggered only when change in network condition result in bad router performance. Hence the computational overhead of the algorithm is negligible. Here we assume that the running time of the algorithm is negligible compared to the time over which the network conditions are stable. Also note that the objective function of the algorithm is determined depending on the priorities of the network administrator and can be set dynamically.
VI. SIMULATION RESULTS
Extensive simulation experiments were carried out to validate the effectiveness of our approach. We show in this section, results of simulation experiments for different network. conditions. All the experiments show a significant performance improvement over both the traditional RED as well as the algorithm in [3]. The CB Optimized RED was implemented in the NS2 network simulator [12], and experiments were carried out. The topology for the experiments is given in Figure. For better performance of the network, the mean queue length of packets should be independent of load on the network. Also the variation of queue size should be minimum so that the connections do not experience delay jitters and also the connections have predictable queuing delays. In our experiments, the objective of CB Optimized RED was to minimize the variation of the instantaneous queue length from a predetermined value (20 in this case).
First we consider a network scenario where there is sudden increase in the network load, In our simulation we increase the number of sources transmitting over the router from 10 to 50 at the 50th second since the start of the simulation. The The numerical comparisons of performance are shown in Table I 
