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Abstract—The concept of large intelligent surface (LIS)-based
communication has recently raised research attention, in which
a LIS is regarded as an antenna array whose entire surface area
can be used for radio signal transmission and reception. To pro-
vide a fundamental understanding of LIS-based communication,
this paper studies the uplink (UL) performance of LIS-based
communication with matched filtering. We first investigate the
new properties introduced by LIS. In particular, the array gain,
spatial resolution, and the capability of interference suppression
are theoretically presented and characterized. Then, we study two
possible LIS system layouts in terms of UL, i.e., centralized LIS
(C-LIS) and distributed LIS (D-LIS). Our analysis showcases
that a centralized system has strong capability of interference
suppression; in fact, interference can nearly be eliminated if
the surface area is sufficient large or the frequency band is
sufficient high. For D-LIS, we propose a series of resource allo-
cation algorithms, including user association scheme, orientation
control, and power control, to extend the coverage area of a
distributed system. Simulation results show that the proposed
algorithms significantly improve the system performance, and
even more importantly, we observe that D-LIS outperforms C-
LIS in microwave bands, while C-LIS is superior to D-LIS in
mmWave bands. These observations serve as useful guidelines
for practical LIS deployments.
Index Terms—Achievable spectral efficiency (SE), large in-
telligent surface (LIS), orientation control, power control, user
association.
I. INTRODUCTION
To support a diverse variety of applications including en-
hanced mobile broadband (eMBB), ultra reliability low latency
communications (uRLLC) and massive machine-type commu-
nications (mMTC), an innovative concept that promotes the
current state-of-the-art in wireless communications is urgently
needed [2, 3]. Among various technologies recently proposed,
an entirely new concept, namely, large intelligent surface
(LIS), in which a spatially continuous surface is being used
for signal transmission and reception, has attracted increasing
attention [4]. In LIS systems, different from traditional massive
multiple-input multiple-output (mMIMO), which integrates a
vast amount of standard antenna elements in arrays, a large
number of new-form antenna modules are deployed into a
limited aperture, which forms a spatially continuous surface.
As envisioned in [5], with a radically new design, a LIS
has great ability to manipulate electromagnetic waves, and
can theoretically make the entire wireless communication
environment intelligent [6].
A conference version of this paper appeared at IEEE ICC 2020 [1].
Currently, the applications of the LIS concept are mainly
divided into two categories: (i) LIS-assisted wireless commu-
nications in which the LIS is regarded as a passive reflecting
surface [7–10]; and (ii) LIS-based wireless communications
in which the entire surface of the LIS is used for transmission
and reception [11]. For the former architecture, LIS comprises
a large number of low-cost, programmable reflecting elements
with an “intelligent” controller. By adjusting the phase shifts
of each reflecting element independently according to the
propagation conditions, the LIS has the capability of over-
coming many fundamental limitations of radio propagation,
e.g., blockage diffraction, and enhance the signal strength by
aligning the phases of different paths or offering anomalous
reflections. In this context, the authors in [12] designed a
tunable LIS-like architecture as a spatial microwave modulator.
The indoor simulation results showed that the signal strength
between two antennas is enhanced by an order of magnitude.
Therefore, thanks to the low power consumption of the passive
reflection elements, the LIS can achieve higher data rate in
a more energy-efficiency manner. As a reflecting surface,
LIS can be densely deployed around devices and terminals,
which makes the propagation channel more line-of-sight (LoS)
favorable, while a huge amount of overhead for channel state
information (CSI) can be saved compared with conventional
mMIMO [13]. This is due to the fact that for a LoS-dominated
channel, the channel components are highly correlated among
LIS elements, making the overall channel matrix estimation
possible by only a small number of channel sensors over the
surface area. In [14], a compressed sensing based channel
estimation algorithm was proposed, through which the overall
channel matrix can be reconstructed from the estimated chan-
nel obtained by active elements. However, prior works on LIS-
assisted wireless communication are mainly discussing the
role of LIS for single-user scenarios. For multiuser scenarios,
a passive reflecting surface can hardly adjust the phase shifts
of each element to beamform to all users simultaneously [15].
On the other hand, the LIS-based communication concept
can be regarded as an extension of traditional mMIMO. Apart
from offering all the functionalities of traditional mMIMO, the
LIS-based systems exhibit the following two new features.
One is that, as the man-made structure of LIS enables to
transmit and receive signals through its surface, the trans-
mission power can be significantly reduced compared with
traditional mMIMO. As such, LIS-based systems can achieve
the same level of performance with less power [13]. The other
is that, in contrast to traditional antenna arrays, where the
actual physical structures determine the radiation pattern of the
2signal, the LIS structure can control the electromagnetic field
on the entire surface [5]. Considering the physical limits of
electromagnetic wave propagation, a practical implementation
of LIS can be a compact integration of miniaturized antenna
modules connected with software-controlled reconfigurable
networks. The purpose of this architecture is to harness the
ability of the surface to manipulate the electromagnetic waves.
It has been demonstrated that the electromagnetic waves can
be controlled by changing the coding sequences of “0” and “1”
in real time, making the surface programmable [16]. In sharp
contrast to conventional arrays, where mutual coupling in
radiation patterns occurs if the antenna spacing is less than half
a wavelength, thanks to recent advances in metamaterials, the
distortions in the radiation patterns of LIS can be remarkably
mitigated for any antenna spacing [17]. It is important to note
that, different from LIS-assisted communications, LIS-based
systems are capable of serving multiple users as transmission
and reception can be performed across the entire surface.
For this reason, and in order to meet the massive con-
nectivity requirements of the next generations of communi-
cation systems, the concept of LIS-based communications
seems to have better scalability and fits better into the new
wireless ecosystem. Therefore, this paper aims to look for a
system layout that can fully deliver the potential of LIS-based
communications. Note that, to date, very few works have
appeared that study the performance of LIS-based systems
[5, 11, 18, 19]. This concept was firstly proposed in [11],
in which the uplink (UL) rate was evaluated for an indoor
scenario. The result shows a novel feature, namely that the
multiplexing capability of LIS-based system is essentially
determined by the wavelength λ. Further, as extensions of
[11], the authors studied the potential of LIS for positioning, in
which the Crame´r-Rao lower bound for positioning a terminal
on the central perpendicular line was derived in closed-
form [18]. In [20], the capacity of LIS-based system was
analyzed in the presence of hardware impairments, in which
the impairments are modeled as a Gaussian process following
the model of [21]. An important observation is that the
degradation of capacity caused by hardware impairments can
be greatly suppressed by two approaches, i.e., enlarging the
surface area and splitting a large LIS into a number of small
LIS-units. The authors in [22] then investigated the feasibility
of the latter approach in which each LIS-unit has a limited
area. The asymptotic UL rate were given for massive users
scenarios, which shows that a LIS-based system can achieve
a comparable performance with conventional mMIMO with a
significantly reduced area for antenna deployment. However,
the existing literature assumes that users are closely located
around the LIS, i.e., the analysis based on this assumption
is valid for near-field propagation environments, while the
extension of this concept to far-field scenarios, the more
common scenarios, is currently missing.
To give a full picture of LIS-based communication concept,
this paper studies the system from an UL perspective with
match-filtering (MF) for the far-field case. Specifically, the
main contributions of this paper are summarized as follows.
• We study the new properties introduced by LIS architec-
ture. The results reveal the fact that array gain, and spatial
resolution of a LIS architecture are highly dependent on
the LIS size, orientation and frequency band.
• We investigate the behavior of LIS-based communication
in a multiuser scenario with two different layouts, i.e.,
centralized LIS (C-LIS) and distributed LIS (D-LIS), and
aim to design effective schemes to maximize the sum
spectral efficiency (SE) or maximize the minimum SE.
• For C-LIS, we first extend our LoS analysis to Ricean
fading channels. Then, by utilizing the new properties
introduced by LIS, we consider a brute-force searching
for the sum SE maximization, in which the search space
is effectively reduced down to the orientation domain,
which largely reduces the algorithmic complexity.
• For D-LIS, we study the system performance under the
assumption that the each of the distributed LIS-unit serves
one particular user. To fully reap the potential of D-LIS,
we propose a series of algorithms to rationally allocate
and schedule resources, including a large scale fading
(LSF)-based user association scheme, an orientation con-
trol (OC) algorithm, and a max-min power control (PC)
algorithm.
• We numerically demonstrate that the proposed resource
allocation algorithms can significantly boost the system
performance in terms of both the sum SE and minimum
user SE.
The rest of this paper is organized as follows: We present
the system model in Section II, and evaluate the new properties
of LIS architecture in Section III. The performance analysis
and the corresponding resource allocation algorithms of C-
LIS and D-LIS are analyzed in Section IV and Section V,
respectively. Numerical results are presented in Section VI,
and our main observations are summarized in Section VII.
Proofs are relegated to Appendices.
Notation—Throughout this paper, vectors and matrices
are denoted in bold lowercase letters and bold uppercase
letters, respectively. The complex and real number fields are
represented by C and R, respectively. We use {A}i and
ai,j to denote the ith row and (i, j)th entry in matrix A,
respectively. The operation ‖A‖p denotes the p-norm of the
matrix A. The superscripts (·)∗, notation E [·] and notation var
denote the Hermitian conjugate, the expectation, and variance,
respectively.
II. SYSTEM MODEL
Consider a two-dimensional circular1 LIS deployed on the
xy-plane with radius R, and K single-antenna users located
in a three-dimensional space. For ease of understanding, we
first consider a typical scenario to investigate the fundamental
properties, in which the LIS center is located at x = y =
z = 0, while the users are located at the space z > 0. We
assume a far-field propagation scenario where the path loss
between a particular user to every point on the LIS is the
same. Specifically, we consider the distance between the kth
1We consider a circular LIS for the sake of mathematical tractability. Note,
however, that for the considered case of far-field propagation, the shape of the
LIS is not important as the LIS can still be regarded as a continuous surface
of fixed area [18].
3user located at (xk, yk, zk) to the LIS center as the effective
distance, which is given by
dck =
√
x2k + y
2
k + z
2
k. (1)
The far-field free-space path loss is then expressed as a
function of the distance between the transmit and receive
antennas [23]
PLk =
(
1
2κdck
)2
, (2)
where κ = 2π
λ
with λ being the wavelength. Note that the far-
field path loss is valid when dck is larger than the Fraunhofer
distance, i.e., dck >
8R2
λ
.
A. Channel Model
We consider a LoS-dominated propagation environment.2
This LoS propagation model is reasonable for systems de-
ployed in indoor or outdoor open spaces such as rural areas
[24, 25], and for millimeter wave wireless systems with very
small cell sizes [26]. In addition, the LISs are naturally
deployed much higher above the sea level, e.g., on the top
of buildings, making the signal strength from LoS path signif-
icantly larger than that from scattering paths. Even if the LoS
component is blocked, there exist many scenarios, where a
strong specular component dominates over the weak scattered
components that can be neglected [27].
For a far-field scenario, since the distance between a user
and LIS is sufficient large, we assume that the angles-of-
arrival (AoA) for a user to each point at the LIS are identical.
Therefore, the general channel propagation from the kth user
to the point (x, y, 0) at a typical LIS can be represented as
gk (x, y) = PL
1
2
k · hk (x, y) , (3)
where
hk (x, y) = e
−j(κdk+ϕk), (4)
and ϕk is the original phase of the kth user which follows
uniform distribution in the range of [−π, π], dk is the distance
between the kth user and the point (x, y, 0) at the LIS, given
by
dk =
√
z2k + (xk − x)2 + (yk − y)2. (5)
It is important to note that minor differences between the
distance from a particular user to any two points at the LIS
will hardly impact the path loss but highly impact the phase
of hk(x, y). For this reason, we treat the effect of distance on
the path loss and phase shift separately.
B. Effective Channel and Achievable SE with MF Scheme
Based on (4), the received signal at the LIS location (x, y, 0)
from all K users is given by
r (x, y) =
∑K
k=1
√
pkgk (x, y) sk + n (x, y) , (6)
where pk is transmitted power, sk is the transmitted signal
of the kth user with ‖sk‖ = 1, and n (x, y) is the AWGN at
2We first consider a LoS-dominated propagation environment, whilst the
more general case of Ricean fading is considered later in the paper.
LIS with variance σ2. We assume that MF is applied at the
LIS thanks to its low complexity and the fact that it can be
implemented in a distributed manner. With MF at the LIS, the
received signal for the kth user is given as [5]
rk (x, y) =
∑K
k′=1
√
PLkPLk′pk′Σ
S
kk′sk′ + ωk, (7)
where the effective channel
ΣSkk′ ,
∫∫
(x,y)∈S
h∗k (x, y)hk′ (x, y) dxdy, (8)
where S is the surface-area of the LIS; ωk is the noise after
MF with zero-mean and variance
E [ω∗kωk] = PLkΣ
S
kkσ
2. (9)
With the effective channel given in (8) and the noise model
in (9), the achievable SE of the kth user with surface area S
is then calculated as
Rk = log2
(
1 +
pkPLk
(
ΣSkk
)2
ΣSkkσ
2 +
∑
k′ 6=k pk′PLk′
∣∣ΣSkk′ ∣∣2
)
. (10)
Note that for K = 1, the achievable SE has a similar
structure as the one in [20], which was obtained for single-user
scenarios in near-field propagation environments.
III. INTRINSIC PROPERTIES OF LIS ARCHITECTURES
In this section, we investigate the effective channel to
illustrate the new features introduced by LIS architecture.
To evaluate the coefficient ΣSkk′ with circular LIS, it is
necessary to measure the wave phase at each point of the LIS.
We first project the radiation direction of the kth user on xy-
plane, as shown in Fig. 1. For any line that is perpendicular
to the projection line of signal direction on the xy-plane, the
wave phases of the points on this line are identical. This comes
from the fact that the AoAs for a particular user to the points
at the LIS are the same. Hence, denoting by αk the angle
of elevation (AoE), and consider the wave phase on the zero
crossings line
ℓk = {(x, y) : x− y tanαk = 0} (11)
? ? ? ?k k kx y z
c
kd
z
y
x
k?
? ? ???k kx y
kd?
k?
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Fig. 1. The radiating model of a transmitting signal to a circular LIS in far-
field scenarios. A zero-crossing ℓk is perpendicular to the projection line of
the kth user’s signal direction on the xy-plane. The channel phase shift can
be evaluated by using the distance ∆dk to the reference line ℓk .
4as reference, the phase at point (x, y, 0) can be calculated via
its distance to ℓk. The channel response is then rewritten as
hk (x, y) = e
−j(κdck+∆dkκ cosφk+ϕk), (12)
where
∆dk =
y − x tanαk√
tan2αk + 1
. (13)
For ease of understanding, we now define the following
coefficients.
Definition 1: We define ηkk′ , ξkk′ , and ζkk′ , which have the
following form3
ηkk′ = xk/d
c
k − xk′/dck′ , (14)
ξkk′ = yk/d
c
k − yk′/dck′ , (15)
ζkk′ = zk/d
c
k − zk′/dck′ , (16)
and
χ2kk′ = η
2
kk′ + ξ
2
kk′ . (17)
All the parameters ηkk′ , ξkk′ , ζkk′ and χkk′ are related to
the difference of users’ position in the spatial domain. With
the definitions above, we are ready to analytically evaluate the
effective channel.
Proposition 1: The effective channel ΣSkk′ of a circular LIS
equals4
ΣSkk′ = Akk′ · B (R, κ, χkk′) , (18)
where
Akk′ = e
j(κ(dck−d
c
k′)+ϕk−ϕk′), (19)
B (R, κ, χkk′) = 2πR
J1 (Rκχkk′ )
κχkk′
, (20)
where R the is radius of the circle, whilst J1(·) is the Bessel
function of the first kind.
Proof: See Appendix A.
Note that Akk′ is a constant phase shift which depends on
the users’ positions and original phase, while B (R, κ, χkk′)
is the LIS response with MF which reveals the interference
suppression and the spatial resolution of the LIS with respect
to its size. We now further investigate the coefficient ΣSkk′ to
obtain more analytical insights.
A. Array Gain
Array gain relates to the received signal power at the LIS
corresponding to the desired signal part [5]. It can be defined
as the effective channel gain when k′ = k. We have the
following property for the array gain.
Property 1: ΣSkk′ represents the array gain when k
′ = k,
which equals to
ΣSkk = πR
2. (21)
3As shown in (58) and (59) and with the fact that sinφk =
zk
dc
k
, all
coefficients can be expressed as a function of AoA and AoE. The use of
coordinates is for simplicity and intuitive.
4In a far-field propagation environment, the variation of the AoAs from
a user to each point at surface can be ignored. This is the reason that the
effective channel in Proposition 1 is different from the result in [5] for a
near-field propagation environment.
Proof: It is intuitive that Akk = 1, and by leveraging
L’Hospital’s Rule, we have
lim
x→0
J1 (ux)
x
= lim
x→0
∂J1 (ux)
∂x
(a)
=
u
2
(J0 (ux)− J2 (ux))
∣∣∣
x=0
,
(22)
where (a) is obtained from [28, Eq. 03.01.20.0006.01]. Noting
that J0(0) = 1 and J2(0) = 0, we complete the proof.
The result holds for any circular LIS with finite surface-area.
The conclusion that the array gain equals to the surface area
makes intuitive sense, which is, to some extent, similar to the
conventional antenna array whose array gain in a LoS envi-
ronment approaches to the number of elements in the antenna
array [29]. Fig. 2a shows the absolute value of the effective
channel ΣSkk′ with respect to χkk′ , in which the χkk′ = 0 case
represents the array gain of LIS. It can be observed that the
array gain equals to the surface area as expected. Note that the
result in Fig. 2a has similar form as the result for the near-
field scenario [5]. Yet, they are mathematically quite different,
since the results in [5] are approximated by a sinc function,
while our results are expressed through a Bessel function of the
first kind. Moreover, with increasing χkk′ , |ΣSkk′ | decreases in
an oscillatory manner, and converges to zero, which indicates
that the effective channels from users further apart are almost
orthogonal. However, as the surface area of LIS is limited in
practice, it is of interest to investigate the spatial resolution of
a LIS.
B. Spatial Resolution
The spatial resolution represents the minimum related dis-
tance of two users so that the ratio of the interference to the
array gain is smaller than a predefined and small threshold.
The spatial resolution is a very important characteristic. It
helps us to determine how well two users can be separated
with respect to their distance. A precise definition of the spatial
resolution is as follows.
Definition 2: By denoting Σ˜Skk′ =
∣∣∣ΣSkk′ΣS
kk
∣∣∣ the normalized
effective channel, the spatial resolution χ¯ is then defined as:
for any two users k and k′ whose χkk′ > χ¯, Σ˜
S
kk′ < η, where
η is a small positive value.
We then state the following lemma that can be used to
evaluate the spatial resolution.
Lemma 1: The function f(ux) = J1(ux)
ux
converges to zero
with increasing x. Specifically, the function exhibits damped
oscillation, and each of the local minima and maxima is a
constant value which is uncorrelated to scale parameter u, and
is given by
J1(j2,n)
j2,n
, for n ∈ N+, where jm,n is the nth zero
of the Jm(·) function. Moreover, the absolute value of J1(j2,n)j2,n
decreases with respect to n.
Proof: The convergence of the function is obvious by
recalling the well-known feature that the radius of convergence
of the Bessel function of the first kind is infinite. Then, by
differentiating the function with respect to x in the range x >
0, and let the result equal to zero, we have
∂
∂x
(
J1 (ux)
ux
)
(b)
= −J2 (ux)
x
= 0, (23)
5Fig. 2. The effective channel for a circular LIS, in which (a) shows
∣
∣ΣS
kk′
∣
∣ with respect to χkk′ , and (b) compares Σ˜
S
kk′
with respect to R.
where (b) is due to [28, Eq. 03.01.20.0009.01]. The roots of
the equation are simply obtained as xn =
j2,n
u
, for n ∈ N+.
Substituting xn into f(ux), we obtain the formula of each
maxima and minima. Along with the fact that the absolute
value of local minima and maxima of J1(·) monotonically
decreases with n, we complete the proof.
With the property given above, we can observe that |f(ux)|
cannot reach
|J1(j2,n)|
j2,n
again when x > j2,n. This phenomenon
perfectly matches the definition of χ¯ since when we choose
|J1(j2,n)|
j2,n
as η and j2,n as χ¯, for any x > j2,n, we have
|Σ˜Skk′ | < η. Therefore, we obtain the spatial resolution
criterion in the following proposition.
Proposition 2: By setting ηn =
2|J1(j2,n)|
j2,n
as our threshold,
the spatial resolution of a circular LIS with respect to the its
radius is given as χ¯ =
j2,n
κR
, for n ∈ N+, where n is adjustable
according to the resolution requirements.
The result can be directly obtained using Lemma 1. From the
above expression, we clearly observe that the spatial resolution
increases with the carrier frequency, and the LIS size. For
example, when setting the threshold η2 =
2|J1(j2,2)|
j2,2
≈ 0.0645,
the spatial resolution χ¯ approximately equals to 1.3396
R
λ. Fig.
2b shows Σ˜Skk′ with respect to R, which verifies our analysis.
It can be seen that the absolute value of the normalized
response monotonically decreases in an oscillatory manner.
Moreover, with larger size, the LIS is able to obtain higher
spatial resolution. Similar conclusion has been drawn in [5],
in which with sufficient large surface area of the LIS, any
two users can be almost separated without interference, even
if they are located very close together.
Remark 1: Different from conventional mMIMO, Proposi-
tion 2 shows that the spatial resolution of the LIS can reach
extremely high precision when the frequency is high, which
implies that LISs have a strong capability of interference sup-
pression at high frequency bands. This new feature indicates
that a LIS can theoretically create a nearly interference-free
propagation environment, and thus, an impressive gain can be
obtained at high frequency bands in the presence of a LoS
channel.
C. Orientation Adjustable LIS
With the result given above, the interference, or say, ef-
fective channel ΣSkk′ , is highly correlated with the coefficient
χkk′ , which is determined by the AoAs of users (see Footnote
2 in page 8). One of the advantages of LIS architectures
is that they can intelligently control their orientation based
on the AoAs of the received signal to minimize inter-user
interference. We, hence, evaluate the LIS response for an
orientation adjustable LIS in this section.
We assume that the LIS can ideally adjust its angle ϑ in
the range [−π, π] along the y-axis, as shown in Fig. 3; the
normalized LIS response (with respect to ϑ) is then given in
the following proposition.
Proposition 3: Denote by B˜
(
R, κ, χϑkk′
)
=
B(R,κ,χϑkk′)
B(R,κ,χϑkk)
the
normalized LIS response for an orientation adjustable LIS.
Then, B˜
(
R, κ, χϑkk′
)
with respect to ϑ is given as
B˜
(
R, κ, χϑkk′
)
=
2J1
(
Rκχϑkk′
)
Rκχϑkk′
, (24)
where (
χϑkk′
)2
= ξ2kk′ +
(
ηϑkk′
)2
, (25)
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Fig. 3. The schematic diagram of LIS unit on xz-plane.
6with(
ηϑkk′
)2
= η2kk′cos
2ϑ+ζ2kk′sin
2ϑ+2ηkk′ζkk′ cosϑ sinϑ. (26)
Proof: See Appendix B.
The coefficient B˜
(
R, κ, χϑkk′
)
reveals the capability of
interference suppression of LIS as a function of its orientation.
Note that the result is identical to the one in Proposition 1
when ϑ = 0. As our goal is to manipulate the LIS to minimize
interference, it is necessary to find the minimum value of
B˜
(
R, κ, χϑkk′
)
in the range [−π, π].
Property 2: The range of the absolute value of χϑkk′ with
respect to ϑ is ∣∣χϑkk′ ∣∣ ∈ [|ξkk′ | , |̟kk′ |] , (27)
where ̟2kk′ = ξ
2
kk′ + η
2
kk′ + ζ
2
kk′ . Therefore, given a fixed
LIS size and λ, the minimum value of the normalized channel
response B˜
(
R, κ, χϑkk′
)
is
min
{
0, B˜ (R, κ, |ξkk′ |) , B˜ (R, κ, |̟kk′ |)
}
, (28)
where B˜
(
R, κ, χϑkk′
)
= 0 iff χϑkk′ =
j1,n
Rκ
, n ∈ N+ exists
in the range of [|ξkk′ | , |̟kk′ |], and the corresponding ϑ is
ϑ = 12 arctan v¯, where
v¯ =
1
4η2kk′ζ
2
kk′ − c2
×
(
−ηkk′ζkk′
(
η2kk′−ζ2kk′
)± c√(η2kk′ + ζ2kk′)2−c2
)
, (29)
with
c = 2
(
j1,n
Rκ
)2
− ξ2kk′ −̟2kk′ . (30)
Proof: See Appendix C.
As j1,n is fixed by nature, given a R and κ, we can simply
check if there exists a zero point satisfying χϑkk′ =
j1,n
Rκ
in
the range of [|ξkk′ | , |̟kk′ |]. Otherwise, the phase shift ϑ that
minimizes interference will be one of the solutions of

ϑˆ1 =
1
2
arctan
2ηkk′ζkk′
η2kk′ − ζ2kk′
,
ϑˆn = ϑˆ1 + (n− 1) π
2
, n = 2, 3, 4,
(31)
as proved in Appendix C.
Remark 2: Compared with conventional antenna arrays,
LISs provide an additional domain, i.e., orientation domain, to
enhance and optimize the signal quality according to channel
conditions. By performing orientation control ahead of the MF
process, interference can be significantly reduced. This new
characteristic offers a remarkable flexibility on scheduling,
and enables LISs to fully reap their potential of interference
suppression.
IV. PERFORMANCE ANALYSIS OF C-LIS
In this section, we study the achievable SE for a LIS system
in centralized layouts, i.e., C-LIS system. The main benefit of
a centralized system comes from the enhanced array gain and
the powerful capability of interference suppression due to a
larger surface area.
We consider a C-LIS system, in which the LIS can intelli-
gently adjust its orientation and change the surface area that is
being used for transmission. The system performance of such
an architecture is then assessed in the following proposition.
Proposition 4: In a C-LIS, the achievable SE of the kth user
for an orientation adjustable LIS is given as
Rk = log2
(
1 +
pkPLk
1
πR2
σ2 +
∑
k′ 6=k pk′PLk′B˜
(
R, κ, χϑkk′
)2
)
,
(32)
and the overall sum SE across K users then equals
R
C-LIS
total =
∑K
k=1
Rk. (33)
Proof: The result can be directly obtained based on
Proposition 1 and (10).
The result in (32) reveals the joint impact of the LIS radius,
wavelength, angle ϑ and users’ positions on the achievable SE,
which indicates that LIS is able to maximize Rk by adjusting
the frequency band, its size and its orientation. To provide
more insightful results, we now investigate two extreme cases.
A. Large LIS or high frequency band
When the size of LIS is sufficient large or the frequency
band is sufficient high, according to Property 2, it is intuitive
that the channel response B
(
R, κ, χϑkk′
)
normalized by the
array gain πR2 satisfies
lim
R→∞
B˜
(
R, κ, χϑkk′
)
= lim
κ→∞
B˜
(
R, κ, χϑkk′
)
= 0. (34)
The equation indicates that, for the kth user, the interference
caused by other users can be almost canceled at high frequency
bands or with a large LIS. Hence, we obtain the user sum SE
in the following corollary.
Corollary 1: In a C-LIS, if R is sufficient large or/and the
frequency is high, the achievable SE of the kth user can be
approximated as
Rk ≈ log2
(
1 +
pk
σ2
πR2PLk
)
, (35)
and the overall sum SE across K users then equals
R
C-LIS
total ≈
∑K
k=1
log2
(
1 +
pk
σ2
πR2PLk
)
. (36)
The result shows a similar conclusion as in conventional
mMIMO, in which when the number of antennas at BS is
infinite, the interference can be fully canceled. Moreover, we
observe an advantage of LIS compared with conventional
mMIMO, which is the great capability of interference sup-
pression at high frequency bands. In other words, the result in
(36) can be regarded as an upper bound of the achievable SE.
B. Ricean fading channels
In centralized systems, the propagation environment is more
likely to experience Ricean fading instead of a pure LoS
channel. In this case, the channel response from the kth user
to the point (x, y) at LIS can be modeled as
h˜k (x, y) =
√
γk
1+γk
hk (x, y) +
√
1
1+γk
gk (x, y) , (37)
where γk represents the Ricean factor for the kth user,
gk (x, y) ∼ CN (0, 1) represents the NLoS channel
7from the kth to the point (x, y). The effective chan-
nel Σ˜Skk′ can then be evaluated as in (38) at the
top of next page, where Ck = e
j(κdck+ϕk), Ck′ =
e−j(κd
c
k′
+ϕk′), ΩSkk′ =
∫
(x,y)∈S
ej∆dkκ cosφkgk′ (x, y) dxdy,
ΩSkk′ =
∫
(x,y)∈S g
∗
k (x, y) e
−j∆dk′κ cosφk′dxdy, and DSkk′ =∫∫
(x,y)∈S g
∗
k (x, y) gk′ (x, y) dxdy, respectively.
Proposition 5: In a C-LIS, the achievable SE of the kth user
for a Ricean fading scenario can be approximated as
R
r
k ≈ log2

1 + pkPLkπR2
(
πR2 + (1 + γk)
−2
)
πR2σ2 +
∑
k′ 6=k pk′PLk′Ikk′

 , (39)
where Ikk′ is defined in (40) at the top of next page with
ιk =
√
x2
k
+ y2
k
dc
k
. The overall sum SE across K users then
approximates
R
C-LIS
total ≈
∑K
k=1
R
r
k. (41)
Proof: We start by calculating ΩSkk′ . Noting that gk′(x, y)
is independent with ej∆dkκ cosφk at every point on the surface,
the value of ΩSkk′ is not constant but follows normal dis-
tribution as ΩSkk′ ∼ CN
(
0,
(∫
(x,y)∈S e
j∆dkκ cosφkdxdy
)2)
.
Utilizing the same method as in (61), we can obtain ΩSkk′ ∼
CN
(
0,B(R, κ, ιk)
2
)
and ΩSkk′ ∼ CN
(
0,B(R, κ, ιk′)
2
)
. For
DSkk′ , when k
′ = k, we have DSkk ∼ Gamma(πR2, 1), and
when k′ 6= k, the value of |g∗k (x, y) gk′ (x, y)| follows a
complex-valued central-normal distributions with mean and
variance being π/2 and π/4, respectively [30]. Therefore, we
finally have (E
[
DSij
]
, var
[
DSij
]
) = (π2R2/2, π2R2/4) for
i 6= j, and (E [DSij] , var [DSij]) = (πR2, πR2) for i = j.
Replacing ΣSkk′ in (10) by Σ˜
S
kk′ , substituting expectation
results into it and after some manipulations, we obtain the
result.
The approximation in (39) becomes more accurate with
increasing surface area [31, Lemma 1]. Thus, in C-LIS sys-
tems, due to the large surface area, this approximation will be
particularly accurate.
Fig. 4 verifies our theoretical analysis, where the curve
λ = 0+ represents the upper bound in (36). We assume the
same transmit power and same Ricean factor across 10 users,
and denote ρ =
{
pk
σ2
}
k=1,...,K
.5 From Fig. 4a, we observe a
significant degradation of the SE from pure LoS channel to
Ricean channel, which indicates the great impact of interfer-
ence from the NLoS path. Moreover, it can be seen that the
achievable sum SE is closer to the upper bound with a higher
frequency band or with a larger LIS surface for both pure LoS
channel and Ricean channel. An important observation is that,
when R increases to 500m, for the case that λ = 0.2m (i.e.,
1.5GHz), a small gap to the upper bound can be observed for
the LoS channel while there is nearly no gap for the Ricean
channel. This showcases that the interference is dominated by
the NLoS path at high frequency bands. Besides, as there is
hardly any gap between λ = 0.005m and the upper bound, the
expression in (36) can perfectly approximate the performance
for mmWave frequencies in LoS scenarios, even with finite
LIS. Fig. 4b compares the per-user achievable SE against λ
for K = 10 and K = 20 scenarios. We can observe that
the per-user achievable SE can reach the upper bounds in any
scenarios when the wavelength is sufficient short. In addition,
the per-user SEs for 10 users and 20 users converge to the same
value in pure LoS scenarios, while a small gap can be observed
in Ricean fading cases. More importantly, the gap between the
SE in LoS and in Ricean fading increases remarkably when
increasing the power from ρ = 60 dB to ρ = 90 dB. This is
due to the fact that the interference from the LoS path can be
nearly cancelled at high frequency band, so that the SE in pure
LoS scenarios grows linearly with increasing transmit power.
C. Sum SE Maximization
As the SE performance of each user is coupled together due
to B˜(R, κ, χ,kk′), and with the fact that B˜(R, κ, χkk′ ) is not
5The parameter ρ refers to the ratio of the signal power at the transmitter
to the noise power at LIS. The reason for using ρ instead of conventional
SNR is that, with randomly deployed users, the SNR at LIS is unknown due
to the effect of the path loss.
Fig. 4. Performance of C-LIS, in which (a) compares the RC-LIS
total
against R with ρ = 100 dB, and (b) compares the per-user SE with respect to λ. The results
are shown for γ1,...,K = 10 dB and σ
2 = −174 dBm/Hz/s, and averaged over 100 runs.
8Σ˜Skk′ =
∫∫
(x,y)∈S
h˜∗k (x, y) h˜k′ (x, y) dxdy
= 1√
(1+γk)(1+γk′ )
(√
γkγk′Σ
S
kk′ +
√
γkCk · ΩSkk′ +
√
γk′Ck · ΩSkk′ +DSkk′
)
(38)
Ikk′ ,
1
(1 + γk) (1 + γk′ )
×
(
γkγk′B(R, κ, χkk′)
2
+γkB(R, κ, ιk)
2
+γk′B(R, κ, ιk′)
2
+
√
γkγk′π
2R2B (R, κ, χkk′)+
1
4
π2R2
(
π2R2 + 1
))
(40)
convex, a possible way to solve the sum SE (as given by (41))
maximization problem is the following
maximize
κ,ϑ
R
C-LIS
total (42a)
s.t. κ ∈ [κmin, κmax] , ϑ ∈ [−π, π] . (42b)
is brute-force searching, where κmin and κmax are the mini-
mum and maximum values. Since we need
K(K−1)
2 operations
to evaluate all the B˜
(
R, κ, χϑkk′
)
with fixed κ and ϑ, the
overall computational complexity is O
(
ILK2(K−1)
2
)
, where
I = κmax−κmin∆κ and L =
2π
∆ϑ with searching step ∆κ and ∆ϑ.
Fortunately, based on the result in Corollary 1, in general,
the achievable sum SE grows monotonically by increasing the
frequency band. Therefore, the complexity can be remarkably
reduced by setting κ = κmin, and the searching complexity
for the maximization problem
maximize
κmin,ϑ
R
C-LIS
total (43a)
s.t. ϑ ∈ [−π, π] , (43b)
becomes only O
(
LK2(K−1)
2
)
.
V. PERFORMANCE ANALYSIS OF D-LIS
To deploy a centralized LIS spanning tens or even hundreds
of square meters is not always feasible; for this reason, we
hereafter consider a distributed topology, in which M(M >
K) same-size LIS-units are randomly spread over a large
area and are connected to a centralized baseband unit.6 In
D-LIS systems, each LIS-unit serves a particular user. The
advantage of the distributed LIS is twofold: (a) as each LIS-
unit is assigned to one particular user, it is possible control
its orientation to minimize the interference for the target
user without considering the impact on others; hence, the
orientation control complexity can be largely reduced; (b)
the distributed system can enhance the signal strength by
reducing the propagation distance, and through meticulous
user association and power control, the signal quality can
be further improved. In this section, we study the achievable
SE for a D-LIS, and we aim to design effective schemes to
maximize the total sum SE and maximize the minimum user
6The optimal pattern to deploy the D-LIS units remains an interesting and
open problem. A rule of thumb is to deploy more D-LIS units in places where
it is more likely to have more users. This can be realized in practice as long
as the user pattern can be observed by collecting statistical information ahead
of the network design.
SE by proposing new user association, orientation control and
power control schemes.
We first evaluate the SE of the kth user achieved at arbitrary
LIS-unit, e.g., themth LIS-unit, with respect to LIS orientation
based on the result in Proposition 3.
Proposition 6: Denote by ϑm the adjust angle of the mth
LIS-unit. The achievable SE of the kth user at the mth LIS-
unit equals
Rk,m
=log2

1+ pkPLk,m
σ2
πR2
d
+
∑
k′ 6=k
pk′PLk′,mB˜
(
Rd, κ, χ
ϑm
m,kk′
)2

 , (44)
where Rd is the radius of the LIS-unit in D-LIS, PLi,j is the
path loss from the ith user to the jth LIS-unit, and χϑmm,kk′
has the same form as in Proposition 3 by simply using the
coordinates of the mth LIS-unit.
Proof: The result can be directly obtained by substituting
Definition 1 and Proposition 3 into (10).
Different from the expression in (32) in which the achiev-
able SEs of each user couple together due to B˜
(
R, κ, χϑkk′
)
,
the per-user achievable SE at each LIS-unit is independent
across M LIS-units, which allow us to adjust each unit
separately.
A. User Association
By harnessing the result in Proposition 5, we elaborate on
user association for sum SE maximization and minimum user
SE maximization.
Denote by S the K × M LIS selection matrix, whose
(k,m)th element is sk,m ⊂ [0, 1] with sk,m = 1 representing
that the kth user is associated to the mth LIS, and sk,m = 0
otherwise. Given the achievable SE expression in (44), we
formulate the sum SE maximization problem as
maximize
S
∑
k
∑
m
sk,mRk,m (45a)
s.t. sk,m ⊂ [0, 1] , ∀k, m, (45b)
‖sk‖0 = 1, ∀k, (45c)
‖{S}m‖0 ⊂ [0, 1], ∀m, (45d)
where sk and {S}m represent the kth row and themth column
of S, respectively. The constraint (45c) ensures that each
user is served by a LIS, and (45d) guarantees that each LIS
9serves no more than one user. Similarly, the minimum user
SE maximization problem can be written as
maximize
S
min
k,m
{sk,mRk,m} (46a)
s.t. (45b), (45c), (45d). (46b)
Note that, both the sum SE maximization problem and
minimum user SE maximization problem are nonconvex even
without the discrete constraints, whose optimal result can only
be solved via searching. When M and K are large values, the
computational complexity is unaffordable. Therefore, we now
propose a suboptimal iterative user association algorithm to
reduce this complexity.
By noting that the interference can be largely reduced by
adjusting the orientation of the LIS, i.e., B˜
(
Rd, κ, χ
ϑm
m,kk′
)
can
be ignored when k 6= k′, a LSF-based user association (LUA)
scheme is then proposed. When no interference is considered,
the maximization problems in (45) and (46) can be rewritten
in the following forms
maximize
S
∑
k
∑
m
sk,mPLk,m (47)
s.t. (46b),
and
maximize
S
min
k,m
{sk,mPLk,m} (48)
s.t. (46b),
respectively. Even when adopting the LUA, the problems are
still not solvable since the constraints in (46b) are discrete,
which makes the optimization problems non-convex. Hence,
we design a reweighted ℓ1-norm iterative method to approx-
imate the constraint [32]. As the sk,m is either 0 or 1, we
hence approximate the coefficient in the following form
‖sk,m‖0 ≈ ‖ωk,ms˜k,m‖1 , (49)
where s˜k,m ∈ [0, 1] is a continuous value, and ωk,m = 1s˜k,m+̺
denotes the weight coefficient associated with s˜k,m, in which
̺ is a very small positive value that provides stability. It
is straightforward to see that the right hand of (49) will
force the expression converge to either 0 or 1. Utilizing
this approximation, the problems (47) and (48) can, thus, be
transformed as
maximize
S˜
∑
k
∑
m
ωk,ms˜k,mPLk,m (50a)
s.t. s˜k,m ∈ [0, 1] , ∀k, m, (50b)
‖ωk · s˜k‖1 = 1, ∀k, (50c)
‖{Ω · S}m‖1 ∈ [0, 1], ∀m, (50d)
and
maximize
S˜
min
k,m
{ωk,ms˜k,mPLk,m} (51a)
s.t. (50b), (50c), (50d), (51b)
where the operator · represents the dot product, Ω ∈ RK×M
is the weight matrix whose (k,m)th element is ωk,m, and
ωk represents the kth column of Ω. Note that, with this
approximation, the optimization problems (50) and (51) are
convex with fixed Ω, hence, we can develop an iterative
Algorithm 1
Initialization: Weight matrix Ω = 1K×M , iteration count
Count = 1, maximum iteration number N , threshold τ
and the parameter ̺
while Count <= N do
Solve problems (50) or (51).
Update ωk,m via ωk,m =
1
s˜k,m+̺
,
Count = Count+ 1
end while
Set s˜k,m = 1 if s˜k,m ≥ τ , ∀k,m; otherwise, s˜k,m = 0.
method to achieve suboptimal LIS selection, where ωk,m in
each iteration is updated via the solution of s˜k,m from the
previous iteration. According to the complexity analysis in
[33], the arithmetic complexity per iteration of our algorithm
is O(K3.5). If we set the limit of the iterations as N , the
overall complexity is then upper bounded by O(NK3.5). The
procedure of LUA is detailed in Algorithm 1.
B. Orientation Control
Similar to C-LIS systems, the orientation of the LIS-unit
has an important impact on the per-user SE user SE for D-
LIS. However, a fundamental difference between C-LIS and
D-LIS is that, by assigning each user to different LIS-unit,
the per-user SEs are decoupled at K LIS-units in D-LIS. This
allows each LIS-unit to adjust its orientation to maximize the
achievable SE for the user associated to it.
We denote by P the K pairs of association results solved in
problem (50) or (51) previously, in which the kth pair of user
and LIS-unit is defined as Pk : {k,mk}. Therefore, the OC
can be split into K subproblems, in which each subproblem
is formulated as
maximize
ϑmk
RPk (52a)
s.t. ϑmk ∈ [π, π] . (52b)
where RPk refers to expression in (44), and ϑmk is the adjust
angle of the mkth LIS-unit. However, even with the fact that
the per-user SE across users are decoupled at the LIS side, the
objective function (52a) is still non-convex due to the Bessel
function. Therefore, the brute-force searching is required for
the solving problem, whose complexity is O(LK), and the
overall computational complexity to solve K subproblems is
O(LK2).
Instead of brute-force searching, a suboptimal algorithm
is proposed to reduce the complexity. By noting that the
interference is mainly caused by the nearest user, utilizing the
closed-form results in Property 3, we are able to reduce the
overall interference by simply minimizing this interference.
The algorithm is then detailed in Algorithm 2, in which each
LIS-unit adjusts their orientation to minimize the interference
caused by the user who has the minimum χ
ϑmk
mk,kk′
with
their associated user. As the brute-searching over orientation
angle has been substantially decreased, the complexity of the
proposed algorithm is O(K2).
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C. Max-Min Power Control
The LSF-based user association harnesses the advantages
of D-LIS in exploiting the multiuser diversity, while PC can
further enhance the system performance by providing uniform
coverage.
We consider that the PC procedure is performed immedi-
ately after OC, in which the knowledge of LIS assignment
is already known at the central baseband unit. Therefore, we
denote by ϑ˙mk the orientation control result at the mkth LIS-
unit; the max-min PC problem can, thus, be formulated as
maximize
τk
min
k,∀k
SINRk (53a)
s.t. 0 6 τk 6 1, k = 1, . . . ,K, (53b)
where
SINRk=
τkpkPLPk
σ2
πR2
d
+
∑
k′ 6=k
τk′pk′PLk′,mkB˜
(
Rd, κ, χ
ϑ˙mk
mk,kk′
)2 (54)
with τk being the power control coefficient of the kth user.
We solve the power allocation problem for a given LIS
selection matrix and orientation phases which can be casted
as a max-min SINR maximization problem. Without loss of
generality, by introducing an additional factor t, the problem
in (53) can be reformulated as
maximize
τk, t
t (55a)
s.t. t 6 SINRk, (53b). (55b)
It is straightforward that, for a given t, all the inequalities in
constraint (55b) are linear, making the problem (55) a quasi-
linear problem [34]. Hence, such problem can be efficiently
solved by using the bisection method and solving a sequence
of linear feasibility problems in (55b). The algorithm is
detailed in Algorithm 3. Note that, given a tolerance ǫ, it takes
V = logǫ (tmax − tmin) iterations for parameter t to converge,
and the complexity of O(K3) for Gaussian elimination to
solve the equation sets in each iteration. Thus, the overall
complexity is equivalent as O(V K3).
Algorithm 2
Initialization: P , κ, Rd.
for k = 1 to K do
Calculate χ
ϑmk
mk,kk′
for k′ 6= k, k′ ∈ K , and select smallest
χ
ϑmk
mk,kk′
as target
Calculate corresponding
∣∣∣ξϑmkmk,kk′
∣∣∣ and ∣∣∣̟ϑmkmk,kk′
∣∣∣
if j1,n exists in the range of
[
Rκ|ξϑmkmk,kk′ |, Rκ|̟
ϑmk
mk,kk′
|
]
then
Set ϑmk according to ϑ =
1
2 arctan v¯;
else
findmin
{
B˜
(
Rd, κ,
∣∣∣ξϑmkmk,kk′
∣∣∣) , B˜(Rd, κ, ∣∣∣̟ϑmkmk,kk′
∣∣∣)},
and set ϑmk accordingly via (31).
end if
end for
Algorithm 3
Initialization: choose the initial values of tmax and tmin,
input the LIS selection matrix S˙, set a tolerance value ǫ > 0.
while tmax − tmin > ǫ do
1) t = tmax−tmin2 and solve the following a sequence of
equations:
SINRk = t, k = 1, . . . ,K.
2) tmin = t if 0 6 τk 6 1, ∀k, and tmax = t, otherwise.
end while
Based on the complexity analysis of user association, ori-
entation control and power control, we note that the overall
complexity among these three procedures is dominated by the
user association, which underlines that the goal of evaluating
the sum SE maximization or minimum SE maximization has
a complexity of O(NK3.5).
VI. NUMERICAL RESULTS
In our simulations, we study the performance of C-LIS and
D-LIS. We assume that, in C-LIS, a large LIS is located at
the center of a square of size 1 km2, while M LIS-units are
randomly deployed in the same size of area in D-LIS. In the
following, all the simulations are conducted for an operating
frequency of 2 GHz.
To illustrate the importance of user association, we compare
the CDF of achievable per-user SE in D-LIS and C-LIS for dif-
ferent scenarios in Fig. 5. In the simulations, there are 20LIS-
units in the D-LIS system, and the overall surface area equals
to the area of LIS in C-LIS for the sake of fairness. The LUA
aiming to maximize the sum SE is simulated in Fig. 5a, while
the LUA used for maximizing the minimum SE is depicted
in Fig. 5b. From Fig. 5a, an obvious observation is that the
proposed LUA algorithm is more effective in the scenarios
with fewer users. For example, when K = 5, the 95%-likely
achievable SE for D-LIS with LUA is about 10 bits/Hz/s which
is 8 bits/Hz/s higher than for D-LIS without LUA, while such
advantage reduces to 1 bits/Hz/s for the 20 user case. More
importantly, we observe that C-LIS outperforms D-LIS for
the 20 user scenario while the opposite situation occurs with
K = 5. The reason is that, with more users, a higher spatial
resolution LIS is required to distinguish the users who are
closely located. Therefore, a D-LIS, whose LIS-units have
a small area, is not the most appropriate solution for this
particular scenario. Fig. 5b shows the CDF of the achievable
SE with different surface area for K = 5. We can see that
by increasing the radius of surface from 3m to 5m, the 95%-
likely per-user SE can be improved over 200%. Besides, we
clearly observe that, by applying LUA, D-LIS is superior to
C-LIS for both R = 3m and R = 5m scenarios in terms
of the per-user achievable SE, and such advantage is more
significant with larger surface area.
We now illustrate the performance of the proposed max-min
PC and OC algorithm. Fig. 6a and Fig. 6b show the average
per-user SE after LUA with respect to the number of users
and the number of LIS-units, respectively. Firstly, it can be
observed from Fig. 6a that C-LIS outperforms D-LIS for most
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Fig. 5. The CDFs of the achievable SE are evaluated for C-LIS and D-LIS, in which (a) compares the CDFs under different users with R = 5, and (b)
compares the CDFs under different surface areas with K = 5. The results are shown for M = 20.
of scenarios if no resource allocation algorithms are applied,
whereas the performance of D-LIS is significantly superior
to C-LIS when OC and PC are considered. In addition, Fig.
6a shows that the SE gain provided by PC and OC increases
significantly with an increasing number of users. For instance,
with R = 5m, only 2 bits/Hz/s gain can be observed for
the two-user scenario while such gain increases to about
11 bits/Hz/s when 20 users are served. In order to identify
the optimal number of LIS-units in D-LIS, we illustrate the
average per-user SE in regards to the number of LIS-units
under the constraint of overall surface area in Fig. 6b. From
this figure, we see that OC can offer nearly stable gain of
2 bits/Hz/s and 5 bits/Hz/s with different M for R = 5m and
R = 10m, respectively, which indicates that OC benefits more
for the scenarios with more users. More importantly, it can
be seen that the average per-user SE decreases monotonically
with increasing the number of LIS-units. This is due to our
association scheme such that each LIS-unit is assigned to one
particular user. Therefore, under the association scheme used
in this paper, the optimal number of LIS-units should be the
number of users.
We also show the impact of the order of PC implementation
and OC implementation on the per-user SE in Fig. 7, where
“OC-PC” represents the cases that the OC is done before the
PC, and “PC-OC” represents the cases that the PC is done
before the OC. Firstly, it can be observed that the order of
PC implementation and OC implementation has a significant
impact on the achievable SE. The per-user spectral efficiency
with “OC-PC” outperforms that with “PC-OC” for both cases
of K = 5 and K = 20. For example, at K = 5, compared
to the “PC-OC” approach, the “OC-PC” approach can offer
2 bits/Hz/s and 5 bits/Hz/s SE gains regarding the median
and 95%-likely per-user SE, respectively. The performance gap
increases when K increases. The above result is reasonable
since if the OC is done after the PC, then there will be a
high probability that the change of the orientation may entirely
Fig. 6. The average per-user SE evaluated with C-LIS and D-LIS, in which (a) compares the average per-user SE with respect to the number of users, and
(b) compares the average per-user SE with respect to the number of LIS-units. The results are shown for ρ = 110 dB, and averaged over 100 runs.
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Fig. 7. The CDFs of the achievable SE are evaluated for D-LIS. The results
are shown for M = 20.
Fig. 8. The CDFs of the achievable per-user SE are evaluated for C-LIS and
D-LIS after LUA for maximizing the minimum user SE. The overall surface
area of D-LIS equals to the area of C-LIS. The results are shown for 100
runs.
modify the interference from the users. This compromises the
benefits of PC.
We now look at the performance of proposed resource
allocation algorithms in terms of minimum user SE. In Fig.
8, we compare the CDF of per-user SE evaluated by applying
either PC or OC and both of the algorithms. By noting that
the proposed max-min PC and OC are available as well for
C-LIS, we include the performance of C-LIS after PC and OC
as benchmark. Firstly, a key observation is that the proposed
max-min PC and OC schemes increase remarkably the median
and 95%-likely per-user SE, and with these schemes, D-
LIS significantly outperforms C-LIS, e.g., about 7 bits/Hz/s
and 10 bits/Hz/s gain can be observed for the median and
95%-likely per-user SE. Moreover, both resource allocation
algorithms offer more SE gain for the higher number of users
cases. The most illustrative example is that the 95%-likely per-
user SE increases over 6 times with K = 20, while such gain
reduces remarkably when K = 20. In addition, we find that,
with both resource allocation algorithms applied at LIS, the
CDF performance of K = 20 nearly approaches to that of
K = 5. This result implies that the proposed algorithms are
greatly effective, and can make the distributed LIS deployment
a very viable solution for future wireless networks.
Finally, we compare the performance of the proposed D-
LIS, C-LIS and conventional mMIMO in microwave band and
millimeter wave (mmWave) band. Fig. 9a and Fig. 9b show the
CDFs of the achievable SE for C-LIS, D-LIS and conventional
mMIMO at 2GHz and 50GHz, respectively. We set the num-
ber of antennas at the BS for conventional mMIMO as 1024.
For fairness of comparison, mMIMO deploys maximum-ratio
combining at the BS and only LoS channels are considered
in the system. From Fig. 9a, it can be observed that D-LIS
outperforms other architectures in microwave band for both
K = 5 and K = 20 scenarios. The benefit comes from the
macro-diversity gain obtained in D-LIS systems. Moreover, by
comparing the performance of C-LIS and mMIMO, we find
that when the number of users is small, C-LIS performs as
well as mMIMO. When the number of users increases, C-LIS
showcases its superiority against conventional mMIMO. We
further illustrate the feasibility of LIS architecture in mmWave
band in Fig. 9b. In contrast to the results in microwave band,
C-LIS is superior to both D-LIS and conventional mMIMO
for both K = 5 and K = 20 cases. The results are consistent
with our theoretical analysis, where the LIS displays a strong
ability of interference suppression at high frequency band. In
addition, by comparing Fig. 9b and Fig. 9a, we barely observe
any performance gain of D-LIS. This is due to the fact that
the surface area of each D-LIS units is small which restricts
the ability of interference suppression.
VII. CONCLUSIONS
In this paper, we have considered a LIS-based commu-
nication system, in which an LIS is viewed as an antenna
array that can be used for transmission and reception. With
MF used at the LIS, we have shown that the array gain and
the spatial resolution of LIS architecture is proportional to
its surface area and radius, respectively. Moreover, we have
evaluated the relationship between the orientation of LIS and
LIS response, which indicates that the interference between
users is highly dependent on the LIS orientation. To give a full
understanding of the LIS-based system, we have investigated
the performance of C-LIS and D-LIS, and designed effective
schemes to maximize the sum SE or maximize the minimum
SE. For C-LIS, by observing that the interference declines
rapidly by increasing the surface area or frequency band, a
searching based algorithm that maximizes the sum SE was
proposed whose complexity is scaled down to the orientation
domain. Regarding D-LIS, we have designed a LSF-based user
association scheme, an OC algorithm, and a max-min power
control algorithm to fully showcase the potential of distributed
systems in boosting diversity and coverage probability. The
numerical results reveal that the proposed algorithms can very
effectively enhance the system performance of both C-LIS and
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D-LIS. More importantly, we observe that D-LIS outperforms
C-LIS in microwave bands in terms of sum SE and minimum
SE, while C-LIS shows its superiority in the mmWave band.
This result indicates that the operating frequency band is
a critical factor that should be considered in the practical
deployment of LIS.
APPENDIX A
PROOF FOR PROPOSITION 1
According to the analysis from (11) to (13), the coefficient
in (8) can be calculated as
ΣSkk′ =
∫∫
(x,y)∈S
h∗k (x, y)hk′ (x, y) dxdy
= Akk′ ·
∫∫
(x,y)∈S
ejκ(∆dk cosφk−∆dk′ cosφk′ )dxdy
= Akk′ · B (R, κ, χkk′) . (56)
Since Akk′ is only dependent on the user’s position, we
thus focus on deriving B (R, κ, χkk′). Substituting (13) into
B (R, κ, χkk′ ), we get
B (R, κ, χkk′)
=
∫∫
(x,y)∈S
cos
((
κ cosφk√
tan2αk + 1
− κ cosφk′√
tan2αk′ + 1
)
y
−
(
κ cosφk tanαk√
tan2αk + 1
− κ cosφk′ tanαk′√
tan2αk′ + 1
)
x
)
dxdy. (57)
Recalling the definition of tanαk and cosφk =
√
x2
k
+y2
k
dc
k
, it is
easy to observe that
cosφk√
tan2αk + 1
=
yk
dck
, (58)
and
cosφk tanαk√
tan2αk + 1
=
xk
dck
. (59)
Therefore, according to Definition 1, we can simplify the
above integration as
B (R,κ,χkk′)=
∫∫
(x,y)∈S
cos (κ (ηkk′y−ξkk′x))dxdy. (60)
Further, to obtain B (R, κ, χkk′ ) with a circular LIS, we
transform the integration in (60) into polar coordinates, and
the original integration is equivalent to
B (R, κ, χkk′)
(a)
= 2π
∫ R
0
rJ0 (rκχkk′ ) dr
(b)
= 2πR
J1 (Rκχkk′)
κχkk′
, (61)
where (a) is obtained by substituting (17) into the inte-
gral, while (b) can be obtained via [35, Eq (6.521.1)] with
J−1(x) = −J1(x) .
APPENDIX B
PROOF FOR PROPOSITION 3
Since the LIS unit can only adjust its angle along the y-axis,
we draw the schematic diagram of LIS on the xz-plane, as
shown in Fig. 3. Note that the variation of angle will not effect
the distance between the user and LIS unit, but will create a
xϑzϑ-axis coordinate system which forces us to evaluate the
user’s coordinates in the new system. As shown in Fig. 4, we
can obtain the user’s coordinates as

xϑk =
xk
cosϑ + sinϑ (zk − xk tanϑ) ,
yϑk = yk,
zϑk = cosϑ (zk − xk tanϑ) .
(62)
Substituting the new coordinates into (15) and (14), we get
ξϑkk′ = ξkk′ , (63)
and
ηϑkk′ = ηkk′
(
1
cosϑ
− sinϑ tanϑ
)
+ ζkk′ sinϑ
= ηkk′ cosϑ+ ζkk′ sinϑ. (64)
Fig. 9. The CDFs of the achievable SE are evaluated for C-LIS, D-LIS and mMIMO, in which (a) compares the CDFs in microwave band (2 GHz), and (b)
compares the CDFs in mmWave band (50GHz). The results are shown for M = 20.
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The square of ηϑkk′ then equals(
ηϑkk′
)2
=η2kk′cos
2ϑ+ζ2kk′sin
2ϑ+2ηkk′ζkk′ cosϑ sinϑ. (65)
Then, substituting (63) and (65) into (17), we complete the
proof.
APPENDIX C
PROOF FOR PROPERTY 3
The first-order derivative of
(
ηϑkk′
)2
with respect to ϑ is
given as
∂
(
ηϑkk′
)2
/∂ϑ
=2
(
ζ2kk′−η2kk′
)
sinϑ cosϑ+2ηkk′ζkk′
(
cos2ϑ−sin2ϑ) . (66)
By letting the result equal to zero, we have
tanϑ
1− tan2ϑ =
ηkk′ζkk′
η2kk′ − ζ2kk′
. (67)
Recalling that
tanϑ
1− tan2ϑ =
1
2
tan 2ϑ, (68)
and note that tan 2ϑ is periodic in ϑ with period π2 , it is
obvious that ϑˆ has four solutions in the range [π, π]. Therefore,
the four solutions can be expressed as

ϑˆ1 =
1
2
arctan
2ηkk′ζkk′
η2kk′ − ζ2kk′
,
ϑˆn = ϑˆ1 + (n− 1) π
2
, n = 2, 3, 4.
(69)
To further determine the minimum and maximum value of(
ηϑkk′
)2
, we introduce a new parameter v, and treat ϑ as a
function
ϑ (v) =
1
2
arctan v. (70)
By leveraging the following properties of trigonometric func-
tions
sinϑ (v) cosϑ (v) =
v
2
√
v2 + 1
, (71)
sin2ϑ (v) =
1
2
− 1
2
√
v2 + 1
, (72)
cos2ϑ (v) =
1
2
+
1
2
√
v2 + 1
, (73)
we can transform (66) as a function of v, and is given as
(66) =
(
ζ2kk′ − η2kk′
)
v + 2ηkk′ζkk′√
v2 + 1
. (74)
It is clear that when v < 2ηkk′ ζkk′
η2
kk′
−ζ2
kk′
, (74) < 0, whilst
when v > 2ηkk′ζkk′
η2
kk′
−ζ2
kk′
, (74) > 0. Along with the fact that
ϑ (v) increases monotonically with v, the solution ϑˆ1 is the
minimum point of
(
ηϑkk′
)2
. Then, considering the properties
that sin
(
ϑ+ π2
)
= cosϑ and cos
(
ϑ+ π2
)
= − sinϑ, we
obtain the solution ϑˆ3 as another minimum point, while ϑˆ2 and
ϑˆ4 are the maximum points. Substituting (31, 71-73) into (26)
and after some manipulations, we can obtain
(
ηϑkk′
)2
equals
to 0 and η2kk′ + ζ
2
kk′ for ϑ = ϑˆ2, and ϑ = ϑˆ1 respectively.
Recalling (25), we complete (27).
Clearly, the minimum value of B˜(R, κ, χϑkk′ ) is either 0 or
the smaller value between B˜(R, κ, χϑˆ1kk′) and B˜(R, κ, χ
ϑˆ2
kk′).
We therefore arrive at (28). If B˜
(
R, κ, χϑkk′
)
has a zero point
in the range of [−π, π], based on the property of Bessel
function, χϑkk′ should satisfy
χϑkk′ =
j1,n
Rκ
, n ∈ N+. (75)
Then, substituting (71-73,75) into (26), the corresponding ϑ
equals
ϑ =
1
2
arctan v¯, (76)
where v¯ is the result of the following equation(
4η2kk′ζ
2
kk′−c
)
v2+4ηkk′ζkk′
(
η2kk′−ζ2kk′
)
v+
(
η2kk′−ζ2kk′
)2
= c2. (77)
Note that (77) is a general quadratic equation, and the result
can be solved as in (29).
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