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Résumé : Nous proposons une nouvelle approche permettant d’apprendre des automates non 
déterministes pour la caractérisation et la modélisation de séquences protéiques. Cette approche 
est basée sur la fusion de fragments significativement similaires pour la caractérisation de la 
famille. Trois heuristiques d’ordonnancement des paires de fragment sont introduites, dont une 
utilisant la présence de contre-exemples, et un processus de généralisation, basé sur 
l’identification des propriétés physico-chimiques des acides aminés, est proposé. Les premières 
expérimentations menées sur la caractérisation de protéines de la famille MIP montrent la perti-
nence des automates appris, attestée par un bon pouvoir de prédiction. 
Mots clés : Inférence d’automates, découverte de motifs, séquences protéiques,  
propriétés physico-chimiques des acides aminés. 
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Learning non deterministic automata 
by merging significantly similar pairs of fragments 






Abstract: A new approach relying on merging significantly similar pairs of fragments is intro-
duced for learning non deterministic automata on proteins. Three heuristics for sorting the pairs 
of fragments are considered, one of them taking advantage of the presence of counter-examples, 
and a generalization process based on physicochemical properties of amino acids is proposed. 
Our first experimentations, carried out on the MIP protein family, show the relevance of the 
learned automata, attested by a good capacity of prediction. 
 
Keywords: Automata inductive learning, motif discovery, protein sequences, physicochemical 
properties of amino acids. 
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Introduction 
Prédire la (ou les) fonction(s) d’une protéine dont on connaît la séquence en acides aminés est 
un des grands défis de la bioinformatique. La fonction d'une protéine dépend d'une manière 
étroite de sa structure tridimensionnelle (3D) qui dépend elle-même de sa séquence en acides 
aminés. Cependant, la prédiction de structure 3D à partir de séquences est également un pro-
blème difficile et ne peut être utilisée comme étape intermédiaire pour la prédiction de la fonc-
tion qui doit alors être directement déduite de la structure primaire (et/ou secondaire). 
Une première méthode procède par homologie et consiste à chercher dans les bases de données 
une séquence proche de fonction connue, transférée par analogie à la protéine d’intérêt. Cette 
inférence n’est possible qu’entre séquences suffisamment proches. Une autre méthode plus gé-
nérale consiste à rechercher si la séquence contient des signatures connues, préalablement iden-
tifiées comme étant caractéristiques de certaines fonctions. Les signatures actuellement utilisées 
pour la caractérisation sont essentiellement des motifs, au pouvoir d’expression inférieur aux 
expressions régulières, éventuellement pondérés ou probabilisés (voir par exemple la banque de 
motifs Prosite, http://us.expasy.org/prosite/, ou la banque fédérative InterPro, 
http://www.ebi.ac.uk/interpro/). 
 
 Les programmes d’apprentissage de motifs simples sur l’ADN sont relativement nombreux 
(notamment pour la recherche de promoteurs) mais peu d’algorithmes d’apprentissage de motifs 
sur les protéines existent. Les méthodes les plus utilisées sont des méthodes d’échantillonnage 
statistique pour la recherche de sous séquences conservées (dont le plus connu est peut-être 
Gibbs sampler [1]) ou des méthodes d’entraînement de « HMM profils » (avec des outils 
comme SAM ou  HMMER [2]). La structure sous jacente de ces motifs est pauvre (essentielle-
ment séquentielle et généralement très localisée) et ne permet donc pas de prendre en compte 
les interactions à longue distance qui interviennent naturellement dès que l’on considère le dé-
ploiement des séquences dans l’espace. A notre connaissance Pratt [3] est le programme permet-
tant d’apprendre les motifs les plus expressifs. Mais les motifs appris restent du niveau des mo-
tifs Prosite et ne permettent pas non plus d’exprimer des corrélations entre sous motifs. Des 
formalismes ad-hoc, superposés aux motifs peuvent aussi être utilisés pour prendre en compte la 
corrélation [4].  
 
Si l’on se place dans le cadre de la Théorie des Langages, les langages réguliers permettent la 
prise en compte de dépendances à longue portée, bien qu’ils soient les moins expressifs de la 
hiérarchie de Chomsky. L’apprentissage de ces langages réguliers (notamment sous la forme de 
l’apprentissage d’automates) à partir de séquences a été beaucoup étudié en Inférence Gramma-
ticale. Sous sa forme classique, le problème consiste à identifier un automate représentant un 
langage, dit cible, à partir d’exemples de séquences appartenant au langage (exemples positifs) 
et éventuellement de séquences n’appartenant pas au langage (exemples négatifs ou contre-
exemples). L’apprentissage d’automates peut éventuellement être considéré comme 
l’apprentissage de la structure de modèles de Markov cachés (HMM) dont les probabilités reste-
raient à être estimées à l’aide des algorithmes classiques du domaine. Comme les HMM, les 
automates permettent d’analyser les séquences en leur totalité. Ils peuvent être utilisés pour pré-
dire l’appartenance d’une séquence à une famille mais aussi, par exemple, pour localiser les « 
sites actifs » dont ils peuvent modéliser l’enchaînement. Cependant par rapport aux HMM (ou 
d’autres machines du type « boites noires » comme les réseaux de neurones), la nature non nu-
mérique des automates leur permet d’être plus facilement exploitable par un expert à qui ils 
présentent une modélisation explicite et exacte de la famille de séquences. Cela se paie en re-
vanche par une plus grande difficulté lors de l’apprentissage, l’approximation n’étant guère pos-
sible.  
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Des résultats d’apprenabilité au niveau théorique et des schémas algorithmiques performants ont 
cependant été obtenus pour l’apprentissage d’automates. En particulier, l’approche dite par « 
fusions d’états » a donné de très bons résultats sur des jeux de données artificielles. Les premiè-
res expérimentations menées sur des séquences protéiques ont néanmoins montré les limites de 
ces approches génériques et motivent l’introduction de nouveaux biais d’inférence ainsi que 
l’intégration d’informations supplémentaires pour adapter ces algorithmes à la nature des sé-
quences traitées. 
 
Nous intéressant à la caractérisation de familles de protéines, nous proposons ici une nouvelle 
approche heuristique pour les algorithmes par fusions d’états, basée sur les paires de fragments 
similairement significatifs. Sans nécessiter de réaliser d’alignement multiple préalable, cette 
heuristique couplée à la représentation par automate permet d’obtenir à la fois une localisation 
des zones conservées et une modélisation de l’enchaînement de ces zones. La localisation des 
zones conservées permet de proposer une généralisation supplémentaire basée sur les groupes 
de Taylor [5] faisant à la fois ressortir les propriétés physico-chimiques des acides aminés 
concernés et permettant d’augmenter la capacité de généralisation des automates obtenus. La 
méthode présentée est souple et permet notamment de considérer plusieurs types 
d’ordonnancement des paires de fragment à fusionner, notamment en fonction de la disponibili-
té, ou non, d’exemples de séquences n’appartenant pas à la famille à caractériser (contre-
exemples).  
 
L’approche permet d’obtenir avec le même algorithme toute une gamme de généralisations : de 
celles très spécifiques aux séquences d’apprentissage (de plus grande taille mais permettant par 
exemple de discerner les éventuelles sous familles) à des caractérisations beaucoup plus généra-
les ne gardant que l’essentiel nécessaire à la caractérisation de la famille entière (plus compactes 
et plus dans l’esprit des motifs Prosite). L’introduction d’une mesure de type Minimum Descrip-
tion Length (MDL) permettrait de disposer d’un critère de sélection des  modèles les plus perti-
nents. Dans cette première étude, pour illustrer et mesurer le potentiel de cette approche que 
nous souhaitons développer, nous avons évalué les modèles plus directement suivant leur quali-
té prédictive sur des séquences n’ayant pas servi pour l’apprentissage (l’apprentissage effectué 
assurant toujours une bonne prédiction de toutes les séquences de l’échantillon 
d’apprentissage). Une bonne prédiction de la fonction sur des séquences inconnues permet de 
vérifier que l’automate ne contient bien que l’information pertinente pour la caractérisation de 
la famille. Cette étude a été réalisée sur une de nos familles d’intérêt : la famille des protéines 
MIP (Major Intrinsic Protein). Cette famille désigne des canaux impliqués dans le transport de 
l'eau et/ou de petits solutés non chargés (principalement le glycérol) à travers les membranes 
biologiques. La motivation de cette étude est la recherche de motifs discriminants entre les deux 
sous-groupes majeurs, les aquaporines et les facilitateurs du glycérol, afin de comprendre le rôle 
de la formation des homotétramères dans la fonction des MIP. Dans ce cadre, la discrimination 
seule des deux sous-familles est insuffisante. Il faut aussi obtenir la caractérisation/modélisation 
la plus précise possible de chacune d’elles, si possible de façon différentielle, pour permettre 
une meilleure compréhension du mode fonctionnel de ces protéines.  
 
Nous commençons la présentation par un bref rappel sur l’apprentissage d’automates par fusions 
d’états en section 1 avant d’introduire notre approche par fusions de fragments significativement 
similaires en section 2. Différentes heuristiques par utilisation des fragments similaires sont 
présentées en section 3. La fusion des fragments constitue le cœur de la caractérisation de la 
famille. Cette étape doit cependant être suivie d’une phase de généralisation de l’automate ob-
tenu décrite en section 4. Après avoir présenté la famille des protéines MIP en section 5, nous 
illustrons en section 6 le comportement de la méthode sur ces protéines avant de conclure sur 
les perspectives de développement de l’approche.  
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1 Apprentissage d’automates par fusions d’états 
Les automates sont des machines à états finis permettant de représenter un ensemble potentiel-
lement infini de séquences. Des exemples d’automates sont donnés en figure 1. Pour un alpha-
bet de symboles Σ donné (par exemple, l’ensemble des 20 acides aminés), un automate est défi-
ni par un ensemble d’états Q (dans lequel sera distingué le sous ensemble des états initiaux, 
noté QI, et le sous ensemble des états finaux, noté QF) et une fonction de transition δ, définie 
sur Q×Σ→℘(Q), tel que δ(q,a) est l’ensemble des états q’ atteignable depuis l’état q par le 
symbole a. 
Si pour toute paire (q,a),  il n’existe qu’au plus un seul état atteignable q’ alors l’automate est 
dit déterministe. Une séquence sera acceptée par un automate si l’on peut atteindre un état final 
à partir d’un état initial en lisant les symboles de la séquence. Sinon la séquence est dite rejetée 
par l’automate. L’ensemble des séquences acceptées par un automate A définit le langage re-
connu par cet automate et est noté L(A).  
 
Les automates ont le même pouvoir expressif que les expressions régulières et permettent de 
représenter n’importe quel langage régulier. Par rapport aux motifs couramment utilisés en 
bioinformatique, l’intégralité de la séquence est lue par un automate pour être acceptée. 
L’acceptation d’une séquence spécifiant un (ou plusieurs) chemin(s), les automates peuvent 
aussi être utilisés pour étiqueter les symboles des séquences selon les états visités, leur assignant 
















Le problème classique de l’apprentissage d’automates à partir de séquences consiste à retrouver 
un automate à partir d’un échantillon d’apprentissage (que nous noterons S) composé 
d’exemples de séquences appartenant au langage de l’automate à inférer (ensemble des exem-
ples positifs, noté S+) et éventuellement de séquences n’appartenant pas au langage (ensemble 
des exemples négatifs ou contre-exemples, noté S-). 
 
Une des approches les plus utilisées pour l’apprentissage d’automates est celle dite par fusions 
d’états. Elle consiste à construire un automate canonique, le MCA (Maximal Canonical Auto-
mata) représentant exactement les exemples de l’échantillon d’apprentissage (voir figure 1), et à 
généraliser cet automate par une succession de fusions d’états [6].  
 
Le pseudo code du schéma général de l’apprentissage d’automates par fusions d’état est donné  
par la procédure sma(S) prenant en entrée un échantillon d’apprentissage S et retournant 
l’automate A comme résultat de l’apprentissage (algorithme 1.). L’opération principale sur 
l’automate courant est la fusion d’état réalisée par la fonction fusion(A,e1,e2) qui permet de 
généraliser l’automate A en unifiant les états e1 et e2. Cette opération n’est effectuée que si la 
Figure 1. MCA(S) pour S = {NPAV, LNPAI, NPTVTF} (gauche) 
et exemple d’automate obtenu par fusions d’états à partir du MCA(S) (droite). 
 Les états initiaux sont représentés avec une flèche entrante.  
Les états finaux sont entourés en gras. 
L     N    P    A     
 N    P    T     V    T     
N    P    A    ACDEFGHIKLMNPQRSTVWY 
N        
P        
A,T        
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fusion est « acceptable » suivant le test effectué sur l’automate courant par la fonction fu-
sion_acceptable(A,e1,e2) qui permet de limiter la généralisation et dépend du type 
d’apprentissage effectué (par exemple, si l’on dispose d’un ensemble de contre-exemple le test 
peut consister à vérifier qu’aucune séquence de S- ne sera acceptée après la fusion des deux 
états). Les états considérés pour la fusion et l’ordre dans lequel ils sont considérés étant particu-
lièrement important pour guider l’algorithme vers le meilleur automate, plusieurs types 
d’heuristiques peuvent être implémentés à l’aide de la fonction choix_paires_états(A). 
L’algorithme termine lorsque plus aucune paire d’états n’est proposée à la fusion. 
 
Une heuristique particulièrement performante pour l’apprentissage d’automates déterministes à 
partir d’exemples et de contre exemples s’inscrivant dans ce schéma est EDSM [7]. L’idée de 
cette heuristique consiste essentiellement à ordonner les fusions à effectuer suivant leur évi-
dence, attestée par la mise en correspondance d’états finaux par la fusion et mesurant ainsi la 
similarité entre les parties de l’automate fusionnées.  
 
Dans une première étude, nous avons tenté d’intégrer les mesures de similarité « biologique » 
dans EDSM pour l’apprentissage de protéines. Cependant comme l’ont montrées nos premières 
expérimentations, l’heuristique EDSM n’est pas adaptée à l’apprentissage sur les protéines. Un 
des principaux problèmes rencontré par EDSM sur les séquences protéiques est leur longueur et 
la faible pertinence de la notion d’état final lorsque l’on prend les séquences entières dans 
l’échantillon d’apprentissage. La représentation par automate déterministe n’est également pas 
forcément la plus adaptée et n’a certainement pas aidé à obtenir de bons résultats.  
 
Suite à ces observations, nous avons développé une nouvelle approche heuristique, dans l’esprit 
de EDSM mais appliquée à l’apprentissage d’automates non déterministes et utilisant la nature 
des protéines, que nous présentons dans la section suivante. 
2 Fusion de fragments significativement similaires 
Comme dans EDSM, nous proposons ici de nous appuyer sur les similarités entre séquences 
pour ordonner les états à fusionner. Le problème de la similarité entre protéines a été beaucoup 
étudié. Une mesure simple de similarité entre deux séquences de protéines consiste à calculer la 
somme sur l’ensemble des positions en vis-à-vis des coûts donnés par une matrice de substitu-
tion. Pour une longueur donnée, il est ainsi possible de considérer l’ensemble des sous-
séquences (nommées fragments) et d’ordonner les paires de fragments par similarité décrois-
sante. Ceci impose cependant de choisir la longueur de fragment pertinente à priori, la compa-
raison n’étant pas possible entre paires de fragments de longueurs différentes.  
 
1. Procedure sma(S) 
2. A ← MCA(S) 
3. tant que <e1,e2>  ← choix_paires_états(A) faire 
4.     si fusion_acceptable(A,e1,e2)   
5.         alors  A ← fusion(A,e1,e2) 
6.     fsi  
7. fait 
8. retourne A 
 
Algorithme 1. 
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Nous avons préféré adopter l’approche de Dialign2 [8] qui associe à chaque  paire de fragments 
un score correspondant à la probabilité d’obtenir leur degré de similarité sachant leur longueur 
(précalculé expérimentalement). Disposant d’un ensemble de paires de fragments triés suivant 
ce score, on peut fusionner successivement les états correspondants pour obtenir une suite 
d’automates de plus en plus généraux jusqu’à l’automate universel qui accepte toutes les sé-
quences. Pour limiter la généralisation, on peut se donner un seuil ω en dessous duquel les pai-
res de fragments ne seront plus considérées comme significativement similaires.  
 
La procédure fma(S,ω) présente le schéma algorithmique de cette approche par fusions de 
fragments significatifs. L’ensemble F contient l’ensemble des paires de fragments significative-
ment similaires, ordonnés ici suivant leur probabilité d’occurrence mais d’autres tris sont possi-
bles (voir section 3). La fonction fusion_fragment(A,f1,f2) réalise la série de fusions d’états 
correspondants aux fragments. La fonction fusion_fragment_acceptable(A,f1,f2) vérifie que 
cette série de fusions est acceptable au niveau des paires d’états, mais aussi au niveau des frag-
ments en vérifiant que les fusions effectuées préservent bien les fragments déjà fusionnés (i.e. ne 
fusionnent pas une partie d’un fragment déjà fusionné sur lui même), sinon la fusion de la paire 
de fragments courante est refusée. Ce test illustre l’importance de l’ordonnancement des paires 
de fragments, les premières paires de fragments seront préservées et les  paires de fragments les 
plus loin dans la liste ont moins de chances d’être fusionnées que leur précédentes. 
 
MCA(S
Figure 2. Fusion des fragments 
1. Procedure fma(S,ω) 
2. A ← MCA(S)  
3. F ← fragments_significatifs(S,  )  
4. F ← trier(F) 
5. pour tout p=<f1,f2> dans F faire                     
6.     si fusion_fragment_acceptable(A,f1,f2)   
7.         alors  A ← fusion_fragment(A,f1,f2) 
8.     fsi  
9. fpour 
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3 Réordonner les fragments 
Dans la section précédente, nous avons introduit le schéma algorithmique d’apprentissage par 
fusion des paires de fragments significativement similaires. L’ensemble des paires de fragments 
significativement similaires peut n’être considéré que comme une première sélection de fusions 
potentiellement intéressantes, à réordonner en fonction de leur degré d’évidence par rapport à la 
famille de protéines à caractériser (procédure fma, ligne 4). Nous considérons ici deux cas selon 
que des exemples négatifs sont disponibles ou pas. 
 
Si l’on n’a que des exemples positifs, l’évidence qu’une paire de fragments est pertinente étant 
donné que l’ensemble des paires de fragments peut être évaluée en mesurant son « support », 
c'est-à-dire le nombre de séquences qui comportent un fragment similaire aux fragments de la 
paire. Plusieurs critères peuvent être choisis pour décider qu’un fragment est similaire à deux 
autres. Nous avons choisi d’utiliser l’inégalité triangulaire, qui est un critère peu restrictif et qui 
n’ajoute pas de nouveau paramètre à la méthode. Ainsi, en notant w(fi,fj) le score donné par Dia-
lign2 reflétant la probabilité d’avoir une similitude aussi élevée entre deux fragments,  une paire 
de fragment (f1,f2) sera dite supportée par un fragment f si : 
w(f,f1) + w(f,f2) ≥ w(f1,f2) . 
Une paire de fragment sera dite supportée par une séquence si celle-ci contient un fragment sup-
portant la paire de fragment. Le nombre de séquences supportant chaque paire de fragment per-
met de réordonner les paires de fragments par rapport à leur représentativité dans la famille de 
séquence.  
 
Lorsque l’on dispose de contre exemples, des mesures plus fines peuvent être élaborées pour 
mesurer l’évidence de la fusion de paires de fragment à partir de la connaissance de la nature 
(exemples ou contre-exemples) des séquences supportant ceux-ci. Nous présentons ici un indice 
d’implication ι qui nous a été proposée par Lerman selon les idées présentées dans [9]. Celle-ci 
permet d’utiliser les contre-exemples pour favoriser la caractérisation de la famille de protéine 
en commençant par ce qui la distingue des contre-exemples disponibles plutôt que par ce qui est 
commun au sein de la famille. Ce que cherche à évaluer cet indice, c’est comment le support 
d’une paire de fragments dans des exemples implique sa proportion d’être supporté dans des 
exemples et des contre-exemples. Soit, en notant P la proportion d’un ensemble et en désignant 
par support et supportCE les séquences supportant la paire de fragments respectivement dans 
l’ensemble des contre-exemples et dans l’ensemble de l’échantillon d’apprentissage, l’indice 
est :  
ι = (-P(supportCE) + P(support) × P(contre-exemples)) / sqrt(P(support) × P(contre-
exemples)) 
Cet indice permet d’utiliser les contre-exemples disponibles à condition qu’ils soient bien choi-
sis, ce qui n’est pas toujours facile à faire. Un autre cadre d’application pour lequel ce type 
d’indice apparaît particulièrement adapté est la caractérisation d’une sous-famille par rapport à 
une autre, les séquences de chaque sous-famille servant de contre-exemples pour l’autre sous-
famille. Cette utilisation est illustrée dans la partie expérimentation pour caractériser les MIP 
laissant passer l’eau par rapport à celles laissant passer le glycérol.   
4 Post-généralisation  
La fusion des fragments significativement similaires permet d’obtenir une première caractérisa-
tion de la famille de protéines. Cependant, la généralisation effectuée reste faible et il est peu 
probable de pouvoir accepter de nouvelles séquences avec l’automate obtenu. Pour augmenter 
le pouvoir prédictif, les fragments non impliqués dans une paire de fragments significativement 
similaires ne doivent plus être utilisés pour caractériser la famille. Une façon d’éliminer leur 
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influence est de les fusionner sur eux-mêmes, ce qui permet d’obtenir un état avec une boucle 
sur lui-même pouvant être interprété comme un gap. Cette opération peut être effectuée sur cha-
que fragment jugé non utile à la caractérisation de la famille.  
 
Pour déterminer les fragments inutiles dans l’automate, nous avons introduit un paramètre p 
représentant le pourcentage de séquences devant passer dans un état pour qu’il soit considéré 
comme utile à la caractérisation. La procédure de fusion des fragments inutiles consiste alors à 
fusionner les états adjacents empruntés par un nombre de séquences inférieur à p. Cette phase 
de généralisation élimine les états inutiles à la caractérisation.  
 
Lors d’une deuxième phase, on s’intéresse à la généralisation des transitions de l’automate.  
La présence de fragments similaires au sein d’une famille fonctionnelle est un indice de la sélec-
tion et de la préservation de propriétés physico-chimiques particulières caractéristiques de la 
famille. La deuxième phase de généralisation vise à identifier ces propriétés parmi les acides 
aminés positionnés en vis-à-vis par la fusion des fragments. Etant donné un ensemble d’acides 
aminés, la procédure utilise un ensemble de groupements d’acides aminés par propriétés pour 
généraliser chaque ensemble d’acides aminés positionnés en vis-à-vis au plus petit groupe le 
contenant. Plus précisément, en notant Σ l’ensemble de tous les acides aminés, la procédure 
adoptée pour étendre un ensemble d’acides aminés E suivant un ensemble de groupes T (typi-
quement l’ensemble des groupes de Taylor [5], mais il est aussi possible de spécifier ses propres 
groupes en fonction de ses centres d’intérêt ou de la nature des séquences traitées) est la sui-














Figure 3. Fusion des fragments inutiles 
1. Procedure groupe(E,   ) 
2. si |E| ≤ 2 alors retourner E 
3. sinon  
4.         Γ ← {G ∈ T / E  ⊆ G} 
5.         si Γ non vide 
6.         alors retourner minimal(Γ) 
7.         sinon retourner Σ 
8.         fsi 
9. fsi  
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Dans cette procédure, la généralisation n’est pas effectuée si l’ensemble d’acides aminés ne 
comporte pas plus de 2 membres, considérant que en dessous de ce nombre les acides aminés 
eux-mêmes sont plus importants que les groupes auxquels ils appartiennent. A l’opposé, si les 
acides aminés ne sont inclus dans aucun groupe, aucune évidence physico-chimique n’est détec-
tée pour cette position et la généralisation s’effectue à tous les acides aminés (l’acide aminé 
présent à cette position n’est pas considéré comme informatif). 
Cette généralisation est appliquée aux acides aminés présents dans les transitions en vis-à-vis 
(transitions partant du même état q1 et arrivant au même état q2). Son rôle est complémentaire à 
la fusion de fragments dont elle utilise les propriétés de localisation pour affiner au niveau des 
acides aminés les informations de similarités obtenues sur les fragments. Son application permet 
d’abaisser considérablement le nombre d’exemples pour l’apprentissage (cette généralisation 
serait inutile si l’on disposait de suffisamment d’exemples pour que tous les cas de substitutions 
d’acides aminés au sein des groupes des propriétés pertinentes dans l’échantillon 
d’apprentissage, mais le nombre de séquence nécessaire serait alors prohibitif). Cette généralisa-
tion permet aussi de gagner en pouvoir explicatif en désignant à l’expert les positions importan-
tes et les propriétés qui y sont associées. 
5 La famille des protéines MIP 
Les protéines de la famille MIP (Major Intrinsic Proteins) sont impliquées dans les mécanismes 
de maintien de l'homéostasie cellulaire [10]. La famille MIP désigne des canaux qui sont impli-
qués dans le transport de l'eau et/ou de petits solutés non chargés (principalement le glycérol) à 
travers les membranes biologiques. Pour faciliter la description des MIP, il est habituel de dis-
tinguer deux types fonctionnels : Les aquaporines et les facilitateurs du glycérol. La découverte 
des aquaporines par Peter AGRE (prix Nobel de chimie 2003) a révolutionné les connaissances 
biophysiques sur les mécanismes de perméabilité des membranes biologiques. L’analyse de 
plusieurs pathologies humaines confirme que les aquaporines sont fondamentales dans 
l’organisme : dysfonctionnement rénal, œdème cérébral et cardiaque, vision, intoxication … 
Les aquaporines ont été identifiées dans les trois règnes du vivant. Elles permettent un trans-
port passif rapide et sélectif de l'eau au travers de la membrane plasmique des cellules tout en 
excluant le passage des ions. Le dysfonctionnement d'aquaporines est associé à un nombre de 
plus en plus grand de pathologies humaines : Diabète insipide, cataracte, oedèmes… La protéine 
modèle des aquaporines est AQP1 chez les mammifères et AqpZ chez E. coli. 
Les facilitateurs du glycérol permettent le transport facilité du glycérol et/ou de petits solutés 
non chargés au travers de la membrane plasmique tout en excluant l'eau et les ions. Le modèle 
historique de ce groupe fonctionnel est la protéine GlpF de E. coli, qui forme dans la membrane 
un canal de diffusion facilitée au glycérol. Après phosphorylation dans le cytoplasme, le glycé-
rol ne peut plus franchir le canal en sens inverse. 
 
A ce jour, on connaît 13 gènes de protéines MIP chez l'homme et 38 gènes chez la plante Ara-
bidopsis thaliana. Les membres de la famille MIP possèdent environ 300 acides aminés et pré-
sentent une organisation structurale commune comportant 6 α-hélices entourant un pore central. 
Cette organisation correspond au modèle topologique proposé par P. Agre et ses collaborateurs 
en 1994 et connu sous le nom de "modèle en sablier". Le modèle en sablier à été validé au plan 
structural sur l'aquaporine AQP1 et sur le facilitateur du glycérol GlpF. Toutes les protéines 
MIP présentent de nombreux résidus hautement conservés localisés le long de la séquence. On 
remarque en particulier, une bonne conservation du motif asparagine-proline-alanine (NPA), 
présent dans les 2 petites hélices HB et HE qui plongent symétriquement à l’intérieur du pore et 
qui participent à la zone de constriction du canal. 
 
La structure des 2 protéines modèles de la famille MIP, AQP1 et GlpF, a été déterminée par 
cristallographie aux rayons X avec une résolution de 2,2 Å [11,12]. Ce sont les 2 seules structu-
res dont on dispose actuellement pour cette famille. Ces études montrent que AQP1 et GlpF 
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cristallisent sous forme d’homotétramères dans lesquels chaque monomère forme un « canal 
actif ». Ces structures ont permis de proposer un mécanisme moléculaire de fonctionnement des 
canaux MIP, dans lequel la sélectivité à l'eau ou au glycérol s'expliquent par la distribution 
d'acides aminés spécifiques tout le long du pore et au niveau de la zone de restriction [13,14]. 
Des expériences de mutagenèse dirigée confirment le rôle clé de certains acides aminés localisés 
à l'intérieur du pore. Cependant, il faut noter que ce modèle n'explique pas totalement les méca-
nismes moléculaires de sélectivité des substrats in vivo, par exemple le fonctionnement des ca-
naux mixtes (eau / glycérol), la régulation bidirectionnelle du flux d'eau ou de glycérol, l'imper-
méabilité aux ions… 
 
Le but de cette étude est la recherche de motifs discriminants entre les deux sous-groupes ma-
jeurs, les aquaporines et les facilitateurs du glycérol, afin de comprendre le rôle de la formation 
des homotétramères dans la fonction des MIP. Nous présentons ici les résultats obtenus lors 
d’un premier travail de caractérisation de ces deux sous-familles. Le but est d’évaluer le poten-
tiel de la méthode d’apprentissage avant de poursuivre son développement pour la discrimina-
tion de sous familles.  
6 Expérimentations 
Les expérimentations suivantes ont été effectuées dans le but d’évaluer tout d’abord l’efficacité 
de notre approche par fusion de fragments, puis de comparer les 3 heuristiques proposées. Nous 
avons donc choisi d’analyser la famille fonctionnelle MIP au travers de ses 2 sous-familles, AQP 
et GlpF, en ayant pour objectif de vérifier si nos méthodes ont effectivement bien appris ces 
sous-familles. C’est-à-dire que nous avons jugé si les automates appris à partir d’une sous-
famille peuvent reconnaître de nouvelles séquences appartenant à celle-ci et en même temps ne 
reconnaissent pas ou peu de séquences n’appartenant pas à cette sous-famille. On a choisi de 
juger dans un premier temps une quantité effective de séquences reconnues. Dans un second 
temps, une évaluation plus fine met en jeu une notion de distance des séquences par rapport aux 
automates. La distance équivaut au nombre d’erreur minimal que l’on autorise lors de la valida-
tion d’une séquence par un automate. En effet, on sera d’abord satisfait d’observer que des sé-
quences négatives ne sont pas acceptées, mais on se demandera à quel distance sont-elles de 




















Figure 4. Modèle 3D inséré dans une membrane biologique et Organisation fonctionnelle 
des aquaporines en tétramères, ou chaque monomère fonctionne comme canal hydrique. 
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Jeux de données et mesure de qualité des résultats d’inférence 
Un des premiers problèmes à résoudre pour pouvoir évaluer raisonnablement l’efficacité d’un 
apprentissage est la constitution d’un jeu de données qui soit fiable. Sur une première sélection 
de 250 protéines MIP, nous avons conservé  62 AQP et 22 GlpF comme représentatifs de leur 
famille. En vue d’un apprentissage et surtout d’une évaluation équilibrée, des séquences ont été 
retirées de ces groupes de manière à ce qu’il puisse y avoir au maximum 90% de similarité entre 
chaque paire de séquences, réduisant ainsi les jeux de données à 52 MIP, dont 36 AQP et 16 
GlpF. D’autre part, un jeu de séquences non MIP mais proche de celles-ci a été créé en effec-
tuant un Blast à partir des séquences Aqp1 et Glpf et en conservant les séquences en haut de la 
liste dont l’annotation permettait de rejeter catégoriquement l’appartenance à la famille des 
MIP. Ce jeu comporte 41 séquences et sera appelé ci-après « blast non MIP ».  
 
Nous avons décidé d’évaluer nos automates en fonction de leur qualité de prédiction. La taille 
des échantillons d’apprentissage étant réduite, nous avons mesuré cette qualité de prédiction par 
une méthode de leave one out : l’apprentissage s’effectue sur l’ensemble d’un échantillon moins 
une séquence, avec itération de cette opération pour chaque séquence de l’échantillon. La valeur 
étudiée pour la validation positive est alors la somme des séquences acceptées lors du leave one 
out. On dispose également des analyses des jeux de validation négatifs sur chaque automate 
généré par le leave one out. Pour chacun de ces jeux, une moyenne de qualité de prédiction est 
considérée sur les automates obtenus par  le leave one out. Nos expérimentations permettent 
d’évaluer la qualité de l’apprentissage indépendamment sur les AQP et sur les GlpF.  
Description des expériences 
Nous disposons des trois différents ordonnancements (par similarité, par support et par l’indice 
d’implication). Il est à noter que le dernier ordonnancements des positifs prend en compte les 
contre-exemples de la sous-famille opposée. De manière à pouvoir comparer les résultats, nous 
avons utilisé pour chaque heuristique le même ensemble de paires de fragments généré par le 
programme Dialign2. Les heuristiques ne changent que l’ordre dans lequel ces fragments sont 
considérés. L’option -afc de cet outil permet l’accès au calcul préliminaire à sa phase 
d’alignement et donc d’obtenir un ensemble de fragments significativement similaires 2 à 2. Le 
seuil minimal de Dialign2 a été fixé arbitrairement à 10. Ce qui correspond sur les MIP à des 
fragments suffisamment importants et significatifs.  
Nous disposons donc pour chaque sous-famille (AQP et GlpF) d’un ensemble de paires de 
fragments que nous trions selon nos 3 heuristiques, soit 6 ensembles. Un paramètre supplémen-
taire est ajouté : on ne considère que les n premières paires de fragments de chaque ensemble. 
La valeur de n correspond intuitivement au degré de généralisation désiré : un petit n renvoi des 
automates de petite taille ne contenant que les fragments les plus significatifs, alors qu’un très 
grand n renvoi des automates de plus grande taille, mais pour lesquels la caractérisation de la 
classe est plus précise.  
Pour ces expérimentations,  afin de se focaliser sur l’influence des ordonnancements, le seuil 
fixant le pourcentage de séquence devant passer dans un état pour le préserver a été fixé à la 
valeur maximum de 100%. La généralisation des transitions a été effectuée en utilisant les grou-
pes classiques de Taylor, tels qu’ils sont donnés dans [5]. 
 
Le leave one out génère, à partir de l'exécution de l'algorithme d'apprentissage, autant d'automa-
tes que de séquences contenues dans l'échantillon d'apprentissage. Les graphiques suivants pré-
sentent les résultats obtenus à partir du calcul de 1272 automates, soit l'apprentissage sur des 
échantillons d'AQP et sur les échantillons de GlpF, qui ont tous deux été l'objet de l'application 
de leave one out, puis des trois façons d’ordonner les paires de fragments décrites en section 3, 
à savoir la similarité (sim), le support (support) et l'indice d'implication (implication), et enfin 
de plusieurs échantillonnages selon différentes valeurs n (entre 500 et 300000 paires de frag-
ments).  
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Interprétation des expérimentations 
Sur chacun des graphiques, l'axe des abscisses indique la taille moyenne des  automates. En 
effet, on se focalise ici sur la qualité des automates, donc on compare les 3 heuristiques en fai-
sant varier n, puis on observe le pouvoir de prédiction pour des tailles proches. On peut ainsi 
faire ressortir le pouvoir de prédiction d’une méthode par rapport à une autre. 
 
Pour les graphiques 1, 2, 3 et 4, l'axe des ordonnées indique quel est le pourcentage de séquen-
ces validées. Les couleurs correspondent aux trois échantillons de validation dont on dispose : 
échantillon positif (somme des séquences extraites lors du leave one out puis analysées), échan-
tillon négatif "Blast non MIP" et échantillon négatif de la sous-famille GlpF si l'on apprend les 
AQP et vice versa. Les graphiques 3 et 4 ont la particularité par rapport au graphiques 1 et 2 
d'exprimer les résultats obtenus lorsque l'on autorise 1 erreur pour 20 transitions de l’automate. 
Les graphiques 5 et 6 ont pour objectif d'exprimer les circonstances extrêmes : pour les échantil-
lons positifs on cherche à trouver combien d'erreurs sont nécessaire pour qu'il y ait une accepta-
tion totale, alors que pour les échantillons négatifs on cherche à trouver à partir de combien 
d'erreurs on commence à accepter au moins une séquence négative.  
 
On constate que les zones situées en avant d’une taille moyenne de 40 correspondent à des zo-
nes riches en automates acceptant toutes les séquences, que nous désignerons ci-après par le 
terme « automates universels ». Cela signifie que l’information contenue dans l’ensemble des 
fragments est en trop faible quantité pour être pertinente. C’est donc l’étape de Post-
généralisation qui entraîne l’apparition d’automates universels qui reconnaissent alors aussi bien 
les séquences positives que négatives. Ensuite, comme le montrent les graphiques 1 et 2, la qua-
lité de l’apprentissage devient très intéressante. En effet, pour un apprentissage sur les AQP 
(graphique 1), les séquences de validation positives obtiennent un pourcentage de reconnais-
sance assez fort, tandis que les séquences de validation négatives, dont les GlpF, mais en tout 
premier lieu et de façon très caractéristique les séquences du jeu « blast non MIP » sont rejetées.  
On peut observer que la méthode de similarité, qui consiste à choisir les paires de fragments 
selon le poids donné par Dialign (indice de similarité) permet déjà de reconnaître une propor-
tion importante de séquences positives tout en restreignant au minimum la proportion de sé-
quences négatives obtenues. Si les deux autres heuristique, à savoir celle du tri selon le support 
et celle du tri selon l’indice d’implication possèdent des courbes de reconnaissance des échan-
tillons de validation positifs assez proches de la méthode de similarité, avec un léger avantage 
pour le support, elles se distinguent surtout par leur influence sur la restriction en reconnais-
sance des échantillons de validation négatifs. 
 
Plus encore, on peut observer sur les graphiques 3 et 4 qu’en considérant seulement 1 erreur 
tous les 20 acides aminés on obtient un apprentissage quasi parfait (proche ou égal à 100 %), 
avec un grand pourcentage de positifs reconnus tout en acceptant très rarement les séquences 
négatives. Cette notion de distance, en nombre d’erreur, est également observable sur les gra-
phiques 5 et 6, où l’on a choisi de relever d’une part combien d’erreurs étaient nécessaires pour 
analyser tout l’échantillon de validation positif, ainsi que le nombre d’erreur suffisant pour ac-
cepter une séquence négative pour chacun des ensembles négatifs. L’écart est généralement 
important et sans intersection entre le nombre d’erreur nécessaire par exemple sur le graphique 
5 pour reconnaître l’ensemble des AQP et celui pour reconnaître au moins une séquence de type 
« blast non MIP ». Cependant, on constate parfois des intersections entre le nombre suffisant 
d’erreur pour reconnaître une AQP et le nombre minimal d’erreur pour reconnaître l’ensemble 
des GlpF (graphique 6). 
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Histogramme 5. Histogramme 6. 
Histogramme 3. Histogramme 4. 
Histogramme 1. Histogramme 2. 
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Les histogrammes 1 à 6, permettent d’évaluer encore plus finement la qualité de l’automate ap-
pris par rapport à l’ensemble des jeux de validation dont on dispose.  Cette représentation se 
base sur des automates de taille moyenne 80. Nous avons choisi une taille importante pour mon-
trer que la qualité de la caractérisation reste bonne même lorsque l’on cherche des modèles pré-
cis de la famille de séquence. L’axe des abscisses équivaut à la distance des séquences par rap-
port aux automates. Les histogrammes montent en ordonnées jusqu’au nombre de séquences 
reconnues pour chaque classe donnée.   
 
Ainsi, les trois classes se distinguent nettement : la classe apprise nécessite peu d’erreurs pour 
être entièrement reconnue, la classe des « blast non MIP » se trouve en général très distante des 
automates appris avec des erreurs nécessairement importantes et ne possédant jamais 
d’intersection avec la classe apprise, et au milieu s’intercalent les négatifs proches. La similarité 
semble déjà faire ses preuves de par la bonne répartition des données sur les histogrammes 1 et 
2. On peut constater que la méthode du support (histogrammes 3 et 4) ou de l’indice 
d’implication (histogrammes 5 et 6) accentuent encore plus la séparation des classes. La mé-
thode du support semble se comporter de manière à regrouper les classes et induit des sépara-
tions plus importantes. La méthode de l’indice d’implication quand à elle engendre des valida-
tions plus étalées, mais augment la distance avec l’autre sous-famille mais aussi avec les sé-
quences non MIP alors qu’elles n’étaient pas utilisées lors de l’apprentissage et du calcul de 
l’indice. 
Conclusion sur les graphiques 
L’augmentation de la taille moyenne des automates va de pair avec l’augmentation de la préci-
sion des motifs engendrés. Cette précision entraîne une plus grande facilitée à rejeter les échan-
tillons négatifs, ce qui est recherché et montre la qualité du modèle, y compris sur des tailles 
d’automates dépassant les 100 transitions. Mais on peut aussi constater pratiquement sur les 
graphiques que l’apprentissage des Glpf est plus difficile lorsque l’on devient plus précis. On 
relativisera cependant, car ceci est dû en partie à un jeu d’apprentissage de taille très réduite. Et 
de plus, les histogrammes nous ont montré de quelle manière les séquences sont reconnues et à 
quelle distance elles se situent. Cette analyse par groupes successifs nous permet d’être confiant 
sur le pouvoir de prédiction de notre méthode.  
 
On assiste également à l’apparition de phénomènes de convergence. On sait par les observations 
biologiques que les MIP sont caractérisées par deux boites NPA. L’augmentation de la valeur de 
n se traduit par des convergences successives dues a l’apparition du motif d’une boite NPA (en-
viron 40 transitions dans l’automate), puis de la deuxième, etc. 
 
La caractérisation des sous-familles AQP et GlpF est déjà avérée comme bonne par la méthode 
simple de similarité. Les heuristiques plus poussées, de support et d’implication, permettent 
néanmoins encore d’améliorer les résultats par une plus forte discrimination avec les  « blast 
non MIP », mais aussi avec la sous-famille opposée.  
7 Perspectives  
Nous avons proposé une approche permettant d’apprendre, pour la première fois à notre 
connaissance, des automates pertinents pour la caractérisation de séquences protéique. Les pre-
mières expérimentations effectuées montrent que les automates obtenus peuvent être utilisées 
pour la prédiction, ce qui permet une première validation de l’approche, du moins sur la famille 
des protéines MIP. L’approche par fusion de fragments significativement similaire est originale 
et permet l’introduction de différentes heuristiques, en fonction du style de caractérisation re-
cherché, ainsi que des schémas de généralisation découlant naturellement de celle-ci.  
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Cependant, même si l’approche paraît intéressante, la méthode doit encore être développée pour 
permettre une modélisation encore plus fine des sous-familles des protéines MIP et pouvoir être 
confrontée à d’autres familles de protéines. Le but serait alors de trouver des automates ne né-
cessitant aucune correction d’erreur pour prédire parfaitement la classe des séquences dans une 
évaluation par leave one out. Un premier travail consiste à étudier l’influence et perfectionner 
les phases de post-généralisation qui sont pour l’instant des implémentations très simples des 
idées présentées. Au niveau de l’ordonnancement des paires de fragments, des progrès peuvent 
encore être réalisés à l’aide d’indices plus élaborés et le processus de sélection des paires de 
fragments significativement similaires peut lui aussi être remis en cause. Il est également néces-
saire d’automatiser encore plus le processus d’apprentissage. L’introduction d’une mesure MDL 
(pour sélectionner les meilleurs automates) et d’un mécanisme de validation croisée devrait 
permettre d’aller dans ce sens.  
 
Le problème de la caractérisation « différentielle » de sous-familles nous intéresse bien sûr vi-
vement et reste à être proprement défini. La normalisation des indices est une piste qui permet-
trait de réaliser l’apprentissage sur les deux sous-familles simultanément et qui permettrait 
d’affiner la caractérisation pour la discrimination, des mesures d’information pourraient aussi 
être utilisées. A un niveau plus global, il nous semble important d’intégrer un mécanisme de 
détection de co-variations semblable à celui introduit pour Pratt dans [4]. En effet ce type de co-
variations, au niveau d’un seul acide aminé, est indétectable par notre méthode et nous semble 
être primordiale pour capturer plus d’information structurelle sur la conformation spatiale de la 
séquence.  
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