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CUNTZ-PIMSNER ALGEBRAS FOR SUBPRODUCT SYSTEMS
AMI VISELTER
ABSTRACT. In this paper we generalize the notion of Cuntz-Pimsner algebras of
C∗-correspondences to the setting of subproduct systems. The construction is jus-
tified in several ways, including the Morita equivalence of the operator algebras
under suitable conditions, and examples are provided to illustrate its naturality.
We also demonstrate why some features of the Cuntz-Pimsner algebras of C∗-
correspondences fail to generalize to our setting, and discuss what we have in-
stead.
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INTRODUCTION
The study of the Cuntz-Pimsner algebra of C∗-correspondences has its origins
in the influential paper of Pimsner [21]. Initially defined merely for faithful C∗-
correspondences, the Cuntz-Pimsner algebra was shown to be a quotient of the
Toeplitz algebra with a special universal property. Katsura [11] provided a def-
inition for arbitrary C∗-correspondences, promoting the Cuntz-Pimsner algebras
even further. The construction is flexible enough to generalize, at the same time,
the Cuntz-Krieger algebras, crossed products by Hilbert C∗-bimodules [1] (partic-
ularly, crossed products by partial automorphisms) and others. The Cuntz-Pimsner
algebra has been highly popular in research ever since it was introduced. Many
aspects of it have been comprehensively studied, for instance: K-theory [21, 12],
1
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Morita equivalence [18], exactness and nuclearity [12], ideal structure [13] and
more, and it has served as a tool in various papers. A crucial step was made when it
was established in [12] that the Cuntz-Pimsner algebras could be characterized us-
ing another universal property already known for Cuntz-Krieger algebras, namely
the “gauge-invariant uniqueness theorem”. This celebrated discovery (which, par-
ticularly, revealed the structure of the isomorphic representations of the algebra) is
so powerful, that it allows an easy proof of many properties of the Cuntz-Pimsner
algebras that have been proven earlier using more complicated means.
Subproduct systems were introduced in [23], where they were studied system-
atically from several aspects. In our recent paper [26] we continued these lines,
focusing on the tensor and Toeplitz algebras associated to a subproduct system and
their representations. Since these constructions seem to attract more and more at-
tention recently, it seems that a generalization of the Cuntz-Pimsner algebra for
subproduct systems may have a lot of potential for applications. Nevertheless, it
is not clear a priori how the algebra should be defined so as to have it bear the
desirable properties described above.
In this paper we suggest a possible way to define Cuntz-Pimsner algebras for
subproduct systems, which is natural in view of the analysis in, e.g., [21, §3], [8,
§4] and [24, §3]. This has already been done, in the specific context of a symbolic
dynamical system called subshifts, by Matsumoto (see [15] and its follow-ups),
and our definition reduces to his. Throughout the paper we give several justifica-
tions for the “correctness” of our approach. In §2 we explain why the universal
characterizations of the Cuntz-Pimsner algebras for C∗-correspondences, particu-
larly the gauge-invariant uniqueness, cannot be employed as-is to the subproduct
systems case. After giving our definition of the algebra, we show that it generalizes
the original construction of Pimsner in two different manners. The construction
is demonstrated by examples in §3. A (partial) characterization of the algebra,
in terms of essential representations of the ambient Toeplitz algebra, is then pre-
sented in §4. In §5 we define a notion of strong Morita equivalence for subproduct
systems, and show that it implies the Morita equivalence of all associated operator
algebras. This can be seen as another strength of the proposed definition. The last
section is devoted to some open questions.
1. PRELIMINARIES
We start with a brief summary of the definitions we need (see [26] and the refer-
ences therein for a more thorough background), notation and general assumptions.
The reader should be familiar with the basics of Hilbert C∗-modules found in [14,
Ch. 1-4]. The notation 〈·, ·〉 is reserved for the rigging in Hilbert modules.
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Definition 1.1 ([17, Definition 2.1]). Let M ,N be C∗-algebras. A (right) Hilbert
C∗-module E over M is called anN −M (C∗-) correspondence if it is also equipped
with a left N -module structure, implemented by a ∗-homomorphism ϕ : N →
L(E); that is, a · ζ := ϕ(a)ζ for a ∈ N , ζ ∈ E. We say that E is faithful if ϕ is
faithful and essential if ϕ(N )E is total in E. If N = M , we say that E is a (C∗-)
correspondence over M .
Example 1.2. Every Hilbert space is a C∗-correspondence over C.
Example 1.3. If M is a C∗-algebra and α is an endomorphism of M , we write
αM for the C
∗-correspondence that is equal to M as sets, with the obvious right
M -module structure, and left M -action given by ϕ(a)b := α(a)b for a, b ∈ M .
Example 1.4. Every quiver (directed graph) possesses an associatedC∗-correspondence.
See [21, p. 193, (2)] or [17, Example 2.9] for details.
The full Fock space of a C∗-correspondence E over M is the C∗-correspondence
FE :=
⊕
n∈Z+ E
⊗n (also over M ), where E⊗0 equals M by definition.
The original definition of subproduct systems ([23, Definitions 1.1, 6.2]) is for
the context of von Neumann algebras. We require its adaptation to the C∗-setting
of [26].
Definition 1.5. A familyX = (X(n))n∈Z+ of C
∗-correspondences over a C∗-algebra
M is called a (standard) subproduct system if X(0) = M and for all n,m ∈ Z+,
X(n+m) is an orthogonally-complementable sub-correspondence ofX(n)⊗X(m).
This implies, in particular, that X(n) is essential for each n ∈ N.
Example 1.6. If E is an essential C∗-correspondence over M , the product system
XE , defined by XE(n) := E
⊗n for each n ∈ Z+, is trivially a subproduct system.
Example 1.7 ([23, Example 1.3]). Fix a Hilbert space H, and let X(n) := Hsn
(the n-fold symmetric tensor product of H) for every n. The resulting family X
satisfies the requirements of Definition 1.5. It is called the symmetric subproduct
system overH, and denoted by SSPH. Specifically, we put SSPd := SSPCd for d ∈ N
and SSP∞ := SSPℓ2(N).
The reader is urged to consult [23] for many other interesting examples of sub-
product systems.
Given a subproduct system X, we shall use the following notation throughout
the paper. Set E := X(1). The X-Fock space is the sub-correspondence
FX :=
⊕
n∈Z+
X(n)
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of the full Fock space FE. For all n ∈ Z+ we have X(n) ⊆ E⊗n. Let pn ∈ L(E⊗n)
stand for the (orthogonal) projection of E⊗n onto X(n), denote by Qn ∈ L(FX) the
projection of FX onto the direct summand X(n), and define Rn := Q0 +Q1+ . . .+
Qn, R
′
n :=
∨
k≥nQk.
The X-shifts are the operators Sn(ζ) ∈ L(FX) (n ∈ Z+, ζ ∈ X(n)) given by
Sn(ζ)η := pn+m(ζ ⊗ η)
for m ∈ Z+, η ∈ X(m). We write ϕ∞(·) for S0(·). In case the context is not clear,
we will add the subproduct system letter as a superscript, e.g. pXn , Q
X
n , S
X
n , etc. A
direct calculation shows that the adjoint SXn (ζ)
∗ is a restriction of the adjoint in the
full Fock space, SXEn (ζ)
∗, to FX . It satisfies SXEn (ζ)
∗(η1 ⊗ η2) = 〈ζ, η1〉 η2 for each
ζ, η1 ∈ E
⊗n and η2 ∈ E⊗m.
The tensor algebra T+(X) is the non-selfadjoint subalgebra of L(FX) generated
by all X-shifts. The Toeplitz algebra T (X) is the C∗-subalgebra of L(FX) generated
by the same operators. It admits a natural action of T, called the gauge action,
defined by αλ(Sn(ζ)) := λ
nSn(ζ) for all λ ∈ T, n ∈ Z+ and ζ ∈ X(n). It is useful
that the kth spectral subset of α ([7, Definition 2.1]) equals the closed linear span
of all monomials in T (X) of degree k, denoted by Tk(X) (see [26], Definition 4.6
and the text surrounding equation (4.13)).
Definition 1.8 ([17, Definition 2.11]). Let E be a C∗-correspondence over M and
let H be a Hilbert space. A pair (T, σ) is called a covariant representation of E on
H if:
(1) σ is a C∗-representation of M on H;
(2) T is a linear mapping from E to B(H);
(3) and T is a bimodule map with respect to σ, that is, T (ζa) = T (ζ)σ(a) and
T (aζ) = σ(a)T (ζ) for all ζ ∈ E and a ∈ M .
When this holds, the formula T˜ (ζ ⊗ h) := T (ζ)h (ζ ∈ E, h ∈ H) defines a contrac-
tion T˜ : E ⊗σ H → H.
Definition 1.9 ([23, Definition 1.5], [26, Definitions 2.6, 2.20]). LetX = (X(n))n∈Z+
be a subproduct system. A family T = (Tn)n∈Z+ is called a covariant representation
of X on H if:
(1) writing σ := T0, the pair (Tn, σ) is a covariant representation of X(n) on H
(in the sense of Definition 1.8) for all n ∈ N;
(2) and for every n,m ∈ Z+, ζ ∈ X(n) and η ∈ X(m), we have
Tn+m(pn+m(ζ ⊗ η)) = Tn(ζ)Tm(η).
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To such a family we associate the operators T˜n : X(n) ⊗σ H → H as explained
above. We say that T is pure if the sequence
{
T˜nT˜
∗
n
}∞
n=1
converges to zero in the
strong operator topology, and fully coisometric if T˜1 is coisometric.
If π is a representation of T+(X) (or of T (X)), setting Tn(ζ) := π(Sn(ζ)) yields a
covariant representation ofX. The opposite direction—namely, determining which
covariant representations arise this way—was the main theme of [26].
Standing Hypothesis: throughout this paper, all subproduct systems are assumed
faithful (X is faithful if X(n) is faithful for all n ∈ N), and all representations are
assumed nondegenerate.
2. CONSTRUCTION OF THE ALGEBRA
Definition 2.1. For a (faithful) subproduct system X we denote by J the ideal
ϕ−1(K(E)) of M .
When X is a product system X = XE (with E faithful), K(FEJ ) is an ideal in
T (E) (actually, it is equal to T (E) ∩K(FE)), and the Cuntz-Pimsner algebra O(E)
is defined in [21] to be the quotient T (E)/K(FEJ ).
Proposition 2.2. Let X be a subproduct system. For all a ∈ J we have ϕ∞(a)Q0 ∈
T (X). Moreover, the following subsets of L(FX) are equal:
(1) K(FXJ )
(2) the ideal of T (X) generated by ϕ∞(J )Q0
(3) the ideal of L(FX) generated by ϕ∞(J )Q0.
As a result, K(FXJ ) is an ideal of T (X).
The proof is almost identical to that of the corresponding assertion for product
systems (compare [17, Lemma 2.17]). Since the proposition is not essential for the
rest of the paper, we omit the details.
Assume thatE is a faithfulC∗-correspondence. Katsura’s gauge-invariant unique-
ness theorem [13, Proposition 7.14]1 asserts that the ideal K(FEJ ) has the follow-
ing property: it is the largest ideal of T (E) such that 1) it is gauge invariant, and
2) its intersection with ϕ∞(M ) is {0}. If X is a subproduct system, it would be
plausible to define O(X) to be the quotient of T (X) by such an ideal. However,
the following example demonstrates that such an ideal fails to exist even in simple
cases.
1the term “gauge-invariant uniqueness theorem” refers sometimes to [12, Theorem 6.4]; but this is
a consequence of [13, Proposition 7.14].
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Example 2.3. Consider the symmetric subproduct system X = SSP2 (see Example
1.7). Suppose that there exists a largest ideal I, which does not contain the unit
I ∈ T (X), and which is gauge invariant. The ideal K fulfills these two conditions,
so we must have K ⊆ I. Since T (X)/K is canonically isomorphic to C(∂B2) (see
[2, Theorem 5.7]), I/K can be identified with an ideal of C(∂B2). There thus exists
a nonempty compact setM such that this ideal equals V(M), the set of all elements
of C(∂B2) vanishing on M . Direct calculation shows that the gauge action α˜ on
C(∂B2), induced by the gauge action on T (X), is given by (α˜λ(f))(w) = f(λw) (for
all λ ∈ T, f ∈ C(∂B2) and w ∈ ∂B2).
Suppose first that M is not contained in a set of the form
Ma,b := {(z1, z2) ∈ ∂B2 : |z1| = a, |z2| = b}
(for fixed a, b ≥ 0 with |a|2 + |b|2 = 1). Choose w1, w2 ∈ M with the property that
there are scalars α, β, γ ∈ C such that the polynomial f(w) := α |z1|
2 + β |z2|
2 + γ
(w = (z1, z2)) satisfies f(w1) 6= 0, f(w2) = 0. Write
f(S) := αS1(e1)S1(e1)
∗ + βS1(e2)S1(e2)∗ + γI ∈ T (X)
and consider the ideal I1 := 〈I ∪ {f(S)}〉 of T (X). Since I and {f(S)} are gauge
invariant, so is I1. Moreover, I1/K is isomorphic to the ideal 〈V(M) ∪ {f}〉 of
C(∂B2). We have 〈V(M) ∪ {f}〉 % V(M) (thus I1 % I) because f(w1) 6= 0. In ad-
dition, g(w2) = 0 for all g ∈ 〈V(M) ∪ {f}〉, hence 1 /∈ 〈V(M) ∪ {f}〉. In conclusion,
we have constructed a gauge-invariant ideal of T (X), of which I is not an element,
and which strictly contains I. This is a contradiction.
Assume thatM is contained inMa,b for some a, b. SinceMa,b fulfills the desirable
conditions, we must have M = Ma,b, and by symmetry, necessarily a = b =
1√
2
.
Now let f(w) := |z1 − z2|
2
, w1 := (
1√
2
,− 1√
2
) and w2 := (
1√
2
, 1√
2
), and continue as
above to get a contradiction.
The structure of the Toeplitz algebra of a general subproduct system X is much
more complicated than that of a product system, and defining the Cuntz-Pimsner
algebra of X to be T (X)/K(FXJ ) is useless, as could be seen by examples (cf. Re-
mark 3.7 below). We are thus looking for an alternative.
Lemma 2.4. Let G1 E T (X) be gauge invariant.
(1) The set
⋃
k∈Z
(
G1 ∩ Tk(X)
)
is total in G1.
(2) If G2 E T (X) and (G1 ∩ T0(X))+ ⊆ G2, then G1 ⊆ G2.
Proof. We use the routine methods. Let {kn}
∞
n=1 denote Fejér’s kernel. For S ∈
T (X), write σn(S) :=
1
2π
´ 2π
t=0
αλ(S)kn(λ) dt ∈ T (X) (λ := e
it). If S is a monomial
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of degree m, then αλ(S) = λ
mS, and so σn(S) =
(
1
2π
´ 2π
t=0
λmkn(λ) dt
)
S −−−→
n→∞
S.
Hence σn(S)→ S for every (finite) “polynomial” in T (X). The estimate ‖σn(S)‖ ≤
‖S‖ then yields that actually σn(S)→ S for all S ∈ T (X).
Pick S ∈ G1. For every k ∈ Z, Φk(S) :=
´ 2π
t=0
αλ(S)λ
−k dt belongs to G1 ∩ Tk(X).
Since σn(S) is a linear combination of {Φk(S)}
n
k=−n, (1) is established. Moreover,
Φk(S)
∗Φk(S) ∈ (G1 ∩ T0(X))+, and under the assumptions of (2) this implies that
Φk(S)
∗Φk(S) ∈ G2, and consequently Φk(S) ∈ G2 (by [5, Theorem I.5.3]). There-
fore σn(S) ∈ G2 for all n. As a result, S ∈ G2. 
Theorem 2.5. Let X be a subproduct system. Define an ideal I ′ E T (X) by
I ′ :=
〈
S ∈ T0(X) : lim
n→∞
‖SQn‖ = 0
〉
and a subset I ′′ ⊆ T (X) by
I ′′ :=
{
S ∈ T (X) : lim
n→∞
‖SQn‖ = 0
}
.
Then I ′ = I ′′, and it is gauge invariant. In particular, I ′′ E T (X).
In comparison with the product system case, I ′ and I ′′ parallel 〈ϕ∞(J )Q0〉 and
T (E) ∩ K(FE) (both are equal to K(FEJ )), respectively.
Proof. The set I ′′ is gauge invariant as αλ is unitarily implemented byWλ ∈ L(FX)
given by
⊕
n∈Z+ ζn 7→
⊕
n∈Z+ λ
nζn, which commutes with Qn for all n.
Let us prove that I ′′ is an ideal. It is clearly a linear subspace and a left ideal. It
is also norm-closed. Indeed, let S ∈ I ′′ and ε > 0 be given, and choose T ∈ I ′′ with
‖S − T‖ < ε. In particular, ‖SQn − TQn‖ < ε for all n. Since n0 can be produced
so as to have ‖TQn‖ < ε for all n ≥ n0, we have ‖SQn‖ < 2ε for all n ≥ n0, thus
S ∈ I ′′. We next verify that I ′′ is a right ideal. If S ∈ I ′′ and T ∈ T (X), we may
assume, having proved that I ′′ is a closed subspace, that T is a monomial, say of
degree k ∈ Z. Then T maps X(n) to X(n + k) when n + k ≥ 0, and consequently
‖STQn‖ = ‖SQn+kTQn‖ ≤ ‖SQn+k‖ · ‖T‖ → 0 as n→∞.
In conclusion, I ′′ E T (X), and evidently I ′ ⊆ I ′′. For the converse, we may use
Lemma 2.4 with G1 = I
′′ and G2 = I ′, as it is clear that I ′′ ∩ T0(X) = I ′. 
Definition 2.6. Let X be a subproduct system. Denote by I the gauge-invariant
ideal I ′ = I ′′ of T (X). The Cuntz-Pimsner algebra of X is defined as O(X) :=
T (X)/I.
Corollary 2.7. For every S ∈ I, ‖SR′n‖ −−−→
n→∞
0.
Proof. If S ∈ I ∩ Tk(X) for some k ∈ Z then ‖SR′n‖ = supm≥n ‖SQm‖ −−−→
n→∞
0. The
proof is complete using (1) of Lemma 2.4 and an approximation argument. 
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From Proposition 2.2 we clearly obtain K(FXJ ) ⊆ T (X) ∩ K(FX) ⊆ I. For
product systems the converse also holds, so our definition generalizes indeed that
of Pimsner ([21]).
Proposition 2.8. If X is a (faithful) product system XE, then I = K(FEJ ), that is,
O(XE) = O(E).
Proof. On one hand, K(FEJ ) ⊆ I. On the other hand, I is gauge invariant, and if
0 6= a ∈ M then ‖ϕ∞(a)Qn‖ = ‖a‖ for all n, and so I ∩ϕ∞(M ) = {0}. By Katsura’s
gauge-invariant uniqueness theorem we have I ⊆ K(FEJ ). 
Let π be a representation of T (X) on a Hilbert spaceH. Since I E T (X), one can
decompose π as πI ⊕ πT (X)/I , where πI represents T (X) on the invariant subspace
span π(I)H and πT (X)/I on its orthogonal complement. Generally, if H′ ⊆ H is
an invariant subspace for π, then the subrepresentation π′ on H′ has covariant
representation T ′, with T ′n : X(n)⊗H
′ → H′ satisfying T˜ ′n(ζ ⊗ h) = T˜n(ζ ⊗ h) and
T˜ ′∗n h = T˜nh for all n ∈ Z+, ζ ∈ X(n) and h ∈ H
′. Consequently T˜ ′nT˜
′∗
n = (T˜nT˜
∗
n)|H′.
Proposition 2.9. Let X be a subproduct system whose fibers are Hilbert spaces (not
necessarily finite dimensional) and π a C∗-representation of T (X) on a Hilbert space
H. Then the representation πI of T (X) is pure.
Proof. Denote by T = (Tn)n∈Z+ , C = (Cn)n∈Z+ the covariant representations of
π, πI , respectively. To verify that πI is pure, it is enough to establish that (C˜nC˜∗nx, x)→
0 as n→∞ for each x = π(S)h where S ∈ I and 0 6= h ∈ H.
Let x be as above. Given ε > 0, fix n with ‖S∗R′n‖ ≤ ε/ ‖h‖ (see Corollary 2.7).
Let (eκ)κ∈K be an orthonormal base for X(n). Then from [26, Lemma 3.5],
(C˜nC˜
∗
nx, x) = (T˜nT˜
∗
nx, x) =
∑
κ
(
π(Sn(eκ)Sn(eκ)
∗)x, x
)
=
∑
κ
(
π(S∗Sn(eκ)Sn(eκ)∗S)h, h
)
=
∑
κ
(
π(S∗R′nSn(eκ)Sn(eκ)
∗R′nS)h, h
)
.
For every finite subset F ⊆ K we have
∑
κ∈F Sn(eκ)Sn(eκ)
∗ ≤ I. Consequently,∣∣(C˜nC˜∗nx, x)∣∣ = lim
F⊆K
F is finite
∣∣(π(∑
κ∈F
S∗R′nSn(eκ)Sn(eκ)
∗R′nS)h, h
)∣∣
≤ lim
F⊆K
F is finite
∥∥∥∥∥∑
κ∈F
S∗R′nSn(eκ)Sn(eκ)
∗R′nS
∥∥∥∥∥ · ‖h‖2
≤ ‖S∗R′n‖
2
· ‖h‖2 ≤ ε2.
This completes the proof. 
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Before giving examples, we show in another way why the definition of O(X)
as T (X)/I makes sense. For n ∈ Z+, consider L(⊕nk=0X(k)) as a subspace of
L(FX), and let B :=
⋃∞
n=0 L(⊕
n
k=0X(k)). Then B is a ∗-algebra, whose closure
B is a C∗-subalgebra of L(FX). Since, additionally, the inclusion B ⊆ L(FX) is
nondegenerate, wemay consider the multiplier algebraM(B) as a C∗-subalgebra of
L(FX) in the usual manner. It is straightforward to check that T (X) ⊆M(B) as the
set of monomials is total in T (X). Denote by q the quotient mapM(B)→M(B)/B.
Recall that in case X is the product system X = XE (we are assuming that E is
faithful), Pimsner proved in [21] that O(E) ∼= q(T (E)). (As a matter of fact, this
was the original definition of O(E)).
Proposition 2.10. The ideal ker q|T (X) = B ∩ T (X) of T (X) is equal to I. Equiva-
lently, O(X) ∼= q(T (X)).
Proof. If S ∈ I∩T0(X) then for every ε > 0 there exists some n0 ∈ N such that, upon
defining T := SRn0, we have T ∈ B and ‖S − T‖ ≤ ε. Therefore I ∩ T0(X) ⊆ B,
thus I ⊆ B ∩ T (X) (because B ∩ T (X) = ker q|T (X) E T (X)). The converse holds
similarly: if S ∈ B ∩ T (X), then for all ε > 0 there is an operator T ∈ B such that
‖S − T‖ ≤ ε, and if n0 ∈ N is such that T = TRn0, then ‖S(I − Rn0)‖ ≤ 2ε, so that
‖SQn‖ ≤ 2ε for n > n0. 
3. EXAMPLES
The next theorem demonstrates certain circumstances under which the ideal I
may be expressed somewhat more explicitly.
Theorem 3.1. Let X be a subproduct system.
(1) If Qn ∈ T (X) for all n ∈ Z+, then I = 〈Qn : n ∈ Z+〉.
(2) If, additionally, I ∈ T (X) and π is a representation of T (X) whose associated
covariant representation T satisfies T˜nT˜
∗
n = π(R
′
n) for all n ∈ N, then π
admits a Wold decomposition—that is, it is unitarily equivalent to the direct
sum of an induced representation and a fully-coisometric representation.
Proof. (1) We clearly have 〈Qn : n ∈ Z+〉 ⊆ I. Conversely, suppose that S ∈ I.
From Corollary 2.7 one has ‖S − SRm‖ =
∥∥SR′m+1∥∥→ 0. SinceRm ∈ 〈Qn : n ∈ Z+〉
for all m, we get S ∈ 〈Qn : n ∈ Z+〉.
(2) If π is such a representation of T (X) on H, consider its decomposition with
respect to the ideal I, π = πI ⊕ πT (X)/I , as explained above, and write H′ :=
span π(I)H. Since πT (X)/I factors through T (X)/I by construction, I−R′1 = Q0 ∈
I and T˜1T˜
∗
1 = π(R
′
1), the representation πT (X)/I is fully coisometric. Denote by
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C = (Cn)n∈Z+ the covariant representation of πI . Then C˜nC˜
∗
n = π(R
′
n)|H′, and in
the terminology of [26, Definition 2.8] we have that ∆∗(C) = π(Q0)|H′ and
∆∗(C)Cn(ζ)∗Cn(ζ)∆∗(C) = π(Q0Sn(ζ)∗Sn(ζ)Q0)|H′
= π(ϕ∞(〈ζ, ζ〉)Q0)|H′ = C0(〈ζ, ζ〉)∆∗(C).
In other words, C is relatively isometric ([26, Definition 3.3]). To verify that it is
pure, it is enough to establish that C˜nC˜
∗
nx→ 0 as n→∞ for vectors x of the form
π(S)h, S ∈ I and h ∈ H. Indeed, C˜nC˜
∗
nx = π(R
′
nS)h→ 0 from Corollary 2.7.
In conclusion, all conditions of [26, Theorem 3.8] are satisfied, so that C (equiv-
alently, πI) is induced. 
Corollary 3.2. If X is a subproduct system of finite dimensional Hilbert spaces, then
I = K (the compacts over the separable Hilbert space FX), and X fulfills the require-
ments of Theorem 3.1 for every representation.
Proof. From [23, Proposition 8.1] it follows that K ⊆ T (X), and it is easily seen
that 〈Qn : n ∈ Z+〉 = K. The second assertion is a consequence of [26, Lemma
3.5]. 
Example 3.3. Take d ∈ N. By [2, Theorem 5.7] we get the expected result
O(SSPd) ∼= C(∂Bd) (see Example 1.7).
Example 3.4. Let Λ be a subshift in the sense of [15]. Then the C∗-algebra OΛ
associated with Λ is equal to O(XΛ), whereXΛ is the subproduct system associated
with Λ as in [23, §12] (see Definition 12.1 and Remark 12.2 there).
The conditions of Theorem 3.1 also hold for subproduct systems whose fibers
are not Hilbert spaces. Example 3.8 below is an illustration of this.
Subproduct systems whose fibers are infinite dimensional Hilbert spaces, which
do not satisfy the conditions of Theorem 3.1, are also of interest. We next con-
sider the subproduct system SSP∞. The following lemma is required to express I
concretely.
Lemma 3.5. Let A be a unital Abelian C∗-algebra. Suppose that there exists a
bounded linear mapping A : ℓ2(N)→ A such that:
(1) ‖A(en)‖ = 1 for each n ∈ N
(2) A is generated by {I, A(e1), A(e2), . . .}
(3) the inequality A(e1)
∗A(e1) + . . .+ A(en)∗A(en) ≤ I holds for all n ∈ N
(4) for every unitary U ∈ B(ℓ2(N)), the mapping A(x) 7→ A(Ux) extends to an
automorphism αU of A .
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Then the structure space of A can be naturally identified with the unit ball
B :=
{
(zn)n∈N ∈ D
N
:
∞∑
n=1
|zn|
2 ≤ 1
}
of ℓ2 endowed with the Tychonoff topology.
Proof. Denote the structure space of A by M . From assumptions (2) and (3) it
follows (see [6, Theorem IX.2.11], for example) that the map ρ 7→ (ρ(A(en)))n∈N is
a (topological) embedding ofM into B. We should prove that it is surjective.
By (1) there is a pure state (one-dimensional representation) ρ1 ofA with |λ| = 1
where λ := ρ1(A(e1)). We must therefore have ρ1(A(ek)) = 0 for all k ≥ 2. Write
B′ := {z ∈ B : ‖z‖2 = 1}. Given z = (zn)n∈N ∈ B
′, let U ∈ B(ℓ2(N)) be a unitary
with (Uen, e1) = λzn for all n ∈ N. The pure state ρ1 ◦ αU (see (4)) satisfies
(ρ1 ◦ αU)(A(en)) = ρ1(A(Uen)) =
∞∑
k=1
(Uen, ek)ρ1(A(ek)) = zn (∀n ∈ N),
and consequently z belongs toM . Since B′ is dense in B andM is closed, we have
B = M , as desired. 
Example 3.6. Consider the subproduct system X := SSP∞. Its Cuntz-Pimsner
algebra is the commutative counterpart of O∞. Let I1 denote the ideal in T (X)
generated by the commutators [S1(en), S1(em)
∗], n,m ∈ N. As in [2, Proposition
5.3], one sees that every such commutator is in I, so that I1 ⊆ I. The quotient
T (X)/I1 is a unital Abelian C
∗-algebra.
We would like to apply Lemma 3.5 to T (X)/I1 and T (X)/I with A(x) being
defined as S1(x) + I1 and S1(x) + I, respectively. It follows from the definition of
I that for all n ∈ N and T ∈ I,
‖S1(en) + T‖ ≥ lim
m→∞
‖(S1(en) + T )Qm‖ = lim
m→∞
‖S1(en)Qm‖ = 1
(because S1(en)(e
⊗m
n ) = e
⊗(m+1)
n for all m). Therefore ‖S1(en) + I‖ = 1, and thus
‖S1(en) + I1‖ = 1, proving (1). Assumptions (2) and (3) clearly hold in both cases.
To establish (4), let U ∈ B(ℓ2(N)) be unitary. Define a unitary W ∈ B(FX) to be
the restriction to FX of the unitary
⊕
n∈Z+ U
⊗n over the full Fock space FE. The
automorphism αU of T (X) mapping S1(x) to S1(Ux) (x ∈ E) is implemented by
W . Direct calculation shows that αU([S1(en), S1(em)
∗]) ∈ I1 for all n,m ∈ N, thus
αU(I1) = I1. Furthermore, αU(I) = I as W commutes with Qn for all n.
In conclusion, it follows from Lemma 3.5 that I1 = I, and that we have the exact
sequence
0→ I → T (X)→ C(B)→ 0
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(compare [2, Theorem 5.7]). Consequently, O(X) ∼= C(B).
For a given point (zn)n∈N = z ∈ B, the corresponding representation ρz :
T (X) → C (pulled back from T (X)/I) satisfies ρz(S1(en)) = zn for all n ∈ N.
Therefore, denoting by T the suitable covariant representation of T (X), we obtain
T˜1T˜
∗
1 =
∑∞
n=1 |zn|
2 = ‖z‖22 (for general m ∈ N, T˜mT˜
∗
m =
∑
α∈Nm |za1 |
2 · · · |zαn |
2 =
‖z‖2m2 ). Hence, if z 6= 0, then T˜1 : E → C is a partial isometry if and only if z ∈ B
′
(see the notation of the proof of Lemma 3.5), if and only if T is fully coisometric.
In particular, there is an abundance of representations of T (X) whose associated
covariant representations are not a partial isometry. In the pathological case z = 0
we have ρz(S1(en)) = 0 for all n and T˜1 = 0. The covariant representation T is
trivially pure, but it is by no means relatively isometric (see [26, §3]). Particularly,
T extends to a C∗-representation although the conditions of [26, Theorem 3.8] are
not satisfied.
Remark 3.7. The last example shows very clearly that for subproduct systems,
defining the Cuntz-Pimsner algebra as T (X)/K(FXJ ) is counter-intuitive, since
J of SSP∞ is {0}. This stands in stark contrast to the Cuntz algebra O∞, which
equals its corresponding Toeplitz algebra T O∞.
Example 3.8 (The subproduct system of a “positive” matrix). For a unital C∗-
algebra M and a completely positive map P over M , the C∗-correspondence
M ⊗P M over M (see [20, §5]) is constructed from the algebraic C-balanced
tensor product M ⊗alg M by giving it the standard left and right actions and the
rigging
〈a⊗P b, c⊗P d〉 = b
∗P (a∗c)d.
A sufficient condition for M ⊗P M to be faithful is that P be faithful.
Let P1, P2 be two completely positive maps over M . Then P2P1 is also a com-
pletely positive map over M , and there is a correspondence isometry
VP1,P2 : M ⊗P2P1 M → (M ⊗P1 M )⊗ (M ⊗P2 M )
defined by a⊗P2P1 b 7→ (a⊗P1 IM )⊗ (IM ⊗P2 b), a, b ∈ M .
Henceforth we take M := Cd, d ∈ N. In this case, a linear map P : M → M can
be identified with a matrix P = (Pij) ∈Md(C). The map P is completely positive if
and only if it is positive (as M is commutative), which is equivalent to that Pij ≥ 0
for all i, j. We also assume that P is faithful, equivalently: every column of P has
at least one entry with value strictly greater than zero.
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Let e1, . . . , ed be the standard basis of Cd. Write eij for (the equivalence class of)
the element ei ⊗ ej of M ⊗P M . Notice that
〈eij , ekl〉M⊗PM = e
∗
jP (e
∗
i ek)el =
Pjiej if (i, j) = (k, l)0 else. (3.1)
In particular, eij 6= 0 in M ⊗P M if and only if Pji > 0.
Let now GP stand for the quiver with vertices 1, 2, . . . , d, and with an edge going
from j to i (denoted by gij) if and only if Pji > 0. This quiver is the support of P .
Write fi for the element of C(G
(0)
P )
∼= M mapping i to 1 and all other vertices to
0, and fij for the element of C(G
(1)
P ) mapping gij to 1 and all other edges to 0 (if
Pji > 0; otherwise, set fij := 0). Then the C
∗-correspondence C(G(1)P ) of GP (see
Example 1.4) is naturally isomorphic to M ⊗P M via ΨP : M ⊗P M → C(G
(1)
P )
defined by eij 7→
√
Pjifij .
For all n ∈ N, the map P n is (completely) positive over M and faithful. Let(
P nij
)
∈ Md(C) be its representingmatrix, and denote byX(n) the C∗-correspondence
M ⊗Pn M . Write also X(0) := M . Fix n,m ∈ N. Regarding eij , ekl as elements of
X(n), X(m), respectively, one sees from (3.1) that
〈eij ⊗ ekl, eij ⊗ ekl〉X(n)⊗X(m) =
〈
ekl, 〈eij , eij〉X(n) · ekl
〉
X(m)
= P nji 〈ekl, ej · ekl〉X(m) = P
m
lk P
n
jielδj,k.
In particular, eij ⊗ ekl 6= 0 in X(n)⊗X(m) if and only if j = k and P
n
ji, P
m
lk > 0.
As seen above, we may regardX(n+m) as a sub-correspondence ofX(n)⊗X(m)
via the embedding Vn,m := VPn,Pm. Now Vn,m is adjointable, and its adjoint V
∗
n,m :
X(n)⊗X(m)→ X(n+m) is given by
V ∗n,m(eij ⊗ ekl) =
(P n+mli )−1Pmlj P njieil if j = k and P n+mli > 00 else.
Indeed, for elements of the form eij ∈ X(n), ekl ∈ X(m) and epq ∈ X(n + m) we
have by (3.1)
〈Vn,mepq, eij ⊗ ekl〉X(n)⊗X(m) = 〈(ep ⊗Pn IM )⊗ (IM ⊗Pm eq) , eij ⊗ ekl〉X(n)⊗X(m)
=
d∑
t=1
〈ept ⊗ etq, eij ⊗ ekl〉X(n)⊗X(m) =
d∑
t=1
〈
etq, 〈ept, eij〉X(n) · ekl
〉
X(m)
= P njiδp,i 〈ejq, ej · ekl〉X(m) = δp,iδq,lδj,kP
m
lj P
n
jiel.
CUNTZ-PIMSNER ALGEBRAS FOR SUBPRODUCT SYSTEMS 14
It is easy to check that (Vn,m ⊗ IX(k))Vn+m,k = (IX(n) ⊗ Vm,k)Vn,m+k for all n,m, k,
making X = (X(n))n∈Z+ a subproduct system.
For n ∈ N, let Y (n) denote the C∗-correspondence of GPn. Then Y = (Y (n))n∈Z+
is a subproduct system with respect to the embeddings
Wn,m := (ΨPn ⊗ΨPm) Vn,mΨ
−1
Pn+m : Y (n+m)→ Y (n)⊗ Y (m),
which satisfy
Wn,mfij =
1√
P n+mji
d∑
t=1
(ΨPn ⊗ΨPm) eit ⊗ etj =
d∑
t=1
√
Pmjt P
n
ti
P n+mji
fit ⊗ ftj
and
W ∗n,m (fik ⊗ fkl) =

√
Pm
lk
Pn
ki
Pn+m
li
fil if P
n+m
li > 0
0 else.
Abbreviate SYn (ζ) by Sn(ζ). Let n,m ∈ N. Regard fij , fkl as elements of Y (n),
Y (m), respectively. Then
Sn(fij)fkl = W
∗
n,m(fij ⊗ fkl) =

√
Pm
lk
Pn
ki
Pn+m
li
δj,kfil P
n+m
li > 0
0 else.
∈ Y (n+m)
Regarding fij, fkl as elements of Y (n), Y (n+m), respectively, we obtain
S∗n(fij)fkl =
d∑
t=1
√
Pmlt P
n
tk
P n+mlk
〈fij , fkt〉Y (n) · ftl =
√
Pmlj P
n
jk
P n+mlk
δi,kfjl ∈ Y (m)
while if fij , fkl ∈ Y (n) then
S∗n(fij)fkl = 〈fij , fkl〉Y (n) = δ(i,j),(k,l)fl.
Given n,m ∈ N, consider fkl as an element of Y (n +m) (assuming P n+mlk > 0).
Then
d∑
s,t=1
Sn(fts)Sn(fts)
∗fkl =
d∑
t=1
δt,k
d∑
s=1
√
Pmls P
n
sk
P n+mlk
Sn(fks)fsl =
d∑
s=1
Pmls P
n
sk
P n+mlk
fkl = fkl.
(3.2)
Similarly, it is interesting to note that for all n ∈ N the left multiplication in Y (n)
is implemented by compacts: ϕ(ft) =
∑d
s=1 fts ⊗ f
∗
ts.
Proposition 3.9. Let P ∈ Md(C) be as in the last example, and Y be the associated
subproduct system. Let π be a representation of Y on a Hilbert space H, with T the
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associated covariant representation. Then {Qn : n ∈ Z+} ⊆ T (Y ) and for all n,
T˜ ∗nh =
d∑
i,j=1
fij ⊗ Tn(fij)
∗h (∀h ∈ H) (3.3)
and
T˜nT˜
∗
n = π(R
′
n).
Hence, Y fulfills the requirements of Theorem 3.1 for every representation.
Proof. Equation (3.3) is checked by a simple calculation, because
〈fij , fkl〉Y (n) =
δ(i,j),(k,l)fj P nji > 0, equivalently: fij 6= 00 else.
The other assertions follow from (3.2). We omit the details. 
4. ESSENTIAL AND FULLY-COISOMETRIC REPRESENTATIONS
As further justification for the definition of O(X) as T (X)/I, we sought a suit-
able “universality” property of I, which could replace the gauge-invariant unique-
ness theorem (cf. Example 2.3). More specifically, our goal was to express I as the
intersection of a certain set of ideals, as in the next proposition. Unfortunately, we
could generally establish only half of this characterization in Theorem 4.3. Nev-
ertheless, we exemplify many subproduct systems for which I has this property,
the most non-standard of which is the infinite-dimensional symmetric subproduct
system SSP∞ (Example 3.6).
Proposition 4.1. Let E be a faithful and essential C∗-correspondence. Then the inter-
section of the kernels of all fully-coisometric C∗-representations of T (E) is K(FEJ ).
Proof. In case E is full, this result is a reformulation of [9, Theorem 1.2].
For the general case, denote the above-mentioned intersection by P. Let π be a
fully-coisometric C∗-representation of T (E). ThenK(FEJ ) ⊆ ker π by [17, Lemma
5.5]. Moreover, if λ ∈ T, then the C∗-representation π ◦ αλ of T (E) is also fully
coisometric. As a result, P is gauge invariant. By [25, Theorem 8.3], there ex-
ists a fully-coisometric C∗-representation π of T (E) such that π ◦ ϕ∞ is faithful.
Consequently, P ∩ ϕ∞(M ) = {0}. Katsura’s gauge-invariant uniqueness theorem
therefore implies that P = K(FEJ ), as desired. 
Definition 4.2. Let X be a subproduct system. A C∗-representation π of T (X) on
H is said to be essential if the associated covariant representation T satisfies that
Im T˜n is dense in H (equivalently:
⋃
ζ∈X(n) ImTn(ζ) is total in H) for all n.
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This requirement is weaker than π being fully coisometric, and it is often strictly
weaker; see Example 3.6 (also compare [26, Remark 4.2]). Nevertheless, in some
special cases, π is essential if and only if it is fully coisometric. This happens, in
particular, when the operators T˜n are automatically partial isometries. For instance:
(1) if X is a product system, because then the operators T˜n are isometries;
(2) if π satisfies the conditions of Theorem 3.1, (2); for example, if the fibers
ofX are finite-dimensional Hilbert spaces, or if X is the subproduct system
over Cd constructed in Example 3.8 (by Proposition 3.9).
Theorem 4.3. If X is a subproduct system and π is an essential C∗-representation of
T (X), then I ⊆ ker π.
Proof. Suppose that π represents T (X) on the Hilbert spaceH. Let S ∈ I. We have
to show that S ∈ ker π. Fix x ∈ H and ε > 0, and choose n such that ‖SR′n‖ ≤ ε
(see Corollary 2.7). By assumption, the set span {π(Sn(ζ))y : ζ ∈ X(n), y ∈ H} is
dense in H, so there exist t ∈ N, ζ1, . . . , ζt ∈ X(n) and y1, . . . yt ∈ H so that
‖x− z‖
H
≤ ε for z := π(Sn(ζ1))y1 + . . .+ π(Sn(ζt))yt.
Then
‖π(S)z‖2
H
=
t∑
i,j=1
(
π(Sn(ζj)
∗S∗SSn(ζi))yi, yj
)
H
=
(
π(t)
((
Sn(ζi)
∗S∗SSn(ζj)
)t
i,j=1
)
(yk)
t
k=1 , (yℓ)
t
ℓ=1
)
H⊗Ct
.
For all ζ ∈ X(n) we have SSn(ζ) = SR
′
nSn(ζ) and 0 ≤ R
′
nS
∗SR′n ≤ ε
2IFX . Hence,
using the (positive) matrix inequality(
Sn(ζi)
∗R′nS
∗SR′nSn(ζj)
)t
i,j=1
≤ ε2 ·
(
Sn(ζi)
∗Sn(ζj)
)t
i,j=1
,
we see that
‖π(S)z‖2
H
≤ ε2
(
π(t)
((
Sn(ζi)
∗Sn(ζj)
)t
i,j=1
)
(yk)
t
k=1 , (yℓ)
t
ℓ=1
)
H⊗Ct
= ε2 ‖z‖2
H
.
Finally we have
‖π(S)x‖ ≤ ‖π(S) (x− z)‖+ ‖π(S)z‖ ≤ ε(‖S‖+ ‖z‖) ≤ ε(‖S‖+ ‖x‖+ ε),
so π(S) = 0 indeed. 
Definition 4.4. A subproduct systemX is called tame if I =
⋂
ker π, when π ranges
over all fully-coisometric C∗-representations of T (X).
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Example 4.5. IfX fulfills the requirements of Theorem 3.1 for allC∗-representations
of T (X), then every such representation that factors through T (X)/I is fully coiso-
metric. Hence, by Theorem 4.3, X is tame. This class of subproduct systems is
wide—see Corollary 3.2 and Proposition 3.9.
Example 4.6 (cont. of Example 3.6). The subproduct system X := SSP∞ is tame,
for if S ∈ T (X)\I and f 6= 0 is the corresponding element of C(B), there exists
z ∈ B′ with f(z) 6= 0 (as B′ is dense), and ρz gives rise to a fully-coisometric
C∗-representation π of T (X) such that π(S) 6= 0.
Conjecture 4.7. All subproduct systems satisfying some mild hypotheses are tame, at
least if the adjective “fully-coisometric” is replaced by “essential” in Definition 4.4.
We conclude this section by giving a rough structure theory for the representa-
tions of T (SSP∞).
Example 4.8 (cont. of Example 3.6). For X := SSP∞, let π be a C∗-representation
of T (X) onH. As in Proposition 2.9 and the preceding paragraph, decompose π as
πI⊕πT (X)/I , and let T be the covariant representation of πT (X)/I . We already know
that πI is pure (whether more could be said is an open question). Since πT (X)/I
factors through T (X)/I ∼= C(B), we consider πT (X)/I as a C∗-representation of
C(B). Write K for the closure of Im T˜ T˜ ∗ (equivalently, of Im T˜ ). Then K is
the closed span of the union of the images of T (en), n ∈ N, which, by virtue of
normality, contains the images of T (en)
∗, n ∈ N. Thus, K is invariant for πT (X)/I .
Decompose πT (X)/I as π
′
⊕ π
′′
with respect to K and K ⊥. By construction, the
C∗-representation π
′
is essential and π
′′
satisfies π
′′
(Sn(ζ)) = 0 for all n ∈ N and
ζ ∈ X(n).
5. MORITA EQUIVALENCE
In this section we generalize ideas of [18] to develop a notion of Morita equiv-
alence for subproduct systems. It is proved in Theorems 5.9, 5.11 and 5.15 that
if two subproduct systems are equivalent in this sense, then so are their tensor,
Toeplitz and Cuntz-Pimsner algebras. In particular, the last theorem is proved by
showing that the Rieffel correspondence associated with the equivalence of the
Toeplitz algebras carries the ideal I of the first to that of the second. This is yet
another evidence of the naturality of the definition of the Cuntz-Pimsner algebra
for subproduct systems as the quotient by I. The results of this section should also
be compared to those of [1].
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5.1. Strong Morita equivalence of subproduct systems. Our standard reference
for Morita equivalence is [22]. We assume that the reader has basic familiarity
with [18, §1-2], part of which is summarized here for the sake of convenience.
Let A ,B be C∗-algebras, and suppose that they are Morita equivalent via an
imprimitivity bimodule M. We denote by M˜ the opposite (dual) bimodule, and
recall that the mapsmA : M⊗BM˜→ A ,mB : M˜⊗A M→ B given by x⊗y˜ 7→ A 〈x, y〉
and x˜⊗ y 7→ 〈x, y〉
B
, respectively, are correspondence isomorphisms.
Definition 5.1 ([18, Definition 2.1]). Let E, F be C∗-correspondences over A ,B,
respectively. If the C∗-algebras A ,B are Morita equivalent via an imprimitivity
bimodule M, and if there exists a correspondence isomorphism from M⊗B F onto
E⊗A M, we say that E and F are strongly Morita equivalent, and write E
SME
∼ M F .
Example 5.2. If A andB are Morita equivalentC∗-algebras, then they are (strongly)
Morita equivalent as C∗-correspondences.
When the conditions of Definition 5.1 hold, the isomorphism W : M ⊗B F →
E ⊗A M of Definition 5.1 induces an isomorphism W˜ from M˜ ⊗A E onto F ⊗B M˜.
Additionally, E⊗n SME∼ M F⊗n for each n ∈ N, with correspondence isomorphisms
Wn : M⊗B F
⊗n → E⊗n ⊗A M satisfyingW1 = W and
Wn+m = (IE⊗n ⊗Wm)(Wn ⊗ IF⊗m). (5.1)
Letting W0 denote the natural isomorphism from M ⊗B B onto A ⊗A M, this last
equation actually holds for all n,m ∈ Z+.
In the sequel , when A and B are Morita equivalent via M, we let L be the
“linking C∗-algebra” of A and B ([4]), namely
L :=
(
B M˜
M A
)
,
and for E, F as above, we write Z for the Hilbert L-module
Z :=
(
F F ⊗B M˜
E ⊗A M E
)
(see [18, p. 121]).
Proposition 5.3 ([18, Proposition 2.6]). If E
SME
∼ M F then there is a left action of L
on Z, ϕZ : L→ L(Z), making Z an L-correspondence, satisfying span (ϕZ(L) ( F 00 E )) =
Z and ϕZ ( b 00 a )
(
η 0
0 ζ
)
=
(
bη 0
0 aζ
)
for a ∈ A , b ∈ B, ζ ∈ E and η ∈ F . Particularly, Z
is essential.
The complete definition of ϕZ is given in [18, p. 125].
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The following notion of Morita equivalence of subproduct systems is natural in
light of Definition 5.1, as well as [25, Definition 5.10].
Definition 5.4. Let X, Y be subproduct systems over A ,B respectively, and write
E := X(1), F := Y (1). We say that X and Y are strongly Morita equivalent with
respect to M and denote X
SME
∼ M Y if E
SME
∼ M F in the sense of Definition 5.1, with
implementing correspondence isomorphismW : M⊗B F → E ⊗A M that satisfies
Wn(M⊗B Y (n)) = X(n)⊗A M, (5.2)
or, equivalently,
Wn(IM ⊗ p
Y
n ) = (p
X
n ⊗ IM)Wn, (5.3)
for all n ∈ N. In particular, this implies that X(n) SME∼ M Y (n) (with Wn imple-
menting the equivalence). Depending upon the context, we will regard Wn as a
mapping either from M ⊗B F
⊗n to E⊗n ⊗A M or from M ⊗B Y (n) to X(n) ⊗A M.
The relation
SME
∼ is certainly an equivalence relation.
Remark 5.5. IfX is a subproduct system overA , F is an essentialC∗-correspondence
over B and E := X(1)
SME
∼ M F , then the implementing isomorphism W can be
used to canonically induce a subproduct system Y over B with Y (1) = F such that
X
SME
∼ M Y . Indeed, let
Y (n) := (mB ⊗ IF⊗n)
(
M˜⊗A W
−1
n (X(n)⊗M)
)
for every n ∈ N. Then Y (n) is an orthogonally-complementable sub-correspondence
of F⊗n, Y (n+m) ⊆ Y (n)⊗ Y (m) for all n,m, and (5.2) holds. The details are left
to the reader.
In what follows we assume that the conditions of Definition 5.4 are satisfied un-
less stated otherwise. For n ∈ N, denote by Z(n) the L-correspondence associated
with the equivalence X(n)
SME
∼ M Y (n) on account of Proposition 5.3,
Z(n) =
(
Y (n) Y (n)⊗B M˜
X(n)⊗A M X(n)
)
,
and let Z(0) := L (this makes sense as A ⊗A M ∼= M and B ⊗B M˜ ∼= M˜). We
will require the subspace C(n) :=
(
Y (n) 0
0 X(n)
)
of Z(n). If n,m ∈ N, then from
[18, Lemmas 2.7, 2.8] we have X(n)⊗X(m)
SME
∼ M Y (n) ⊗ Y (m), with associated
L-correspondence
Zn,m :=
(
Y (n)⊗ Y (m) Y (n)⊗ Y (m)⊗B M˜
X(n)⊗X(m)⊗A M X(n)⊗X(m)
)
;
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furthermore, there is a natural L-correspondence isomorphism
Ψn,m : Zn,m → Z(n)⊗L Z(m),
which restricts to the map from
(
Y (n)⊗Y (m) 0
0 X(n)⊗X(m)
)
onto C(n)⊗LC(m) given by(
η1⊗η2 0
0 ζ1⊗ζ2
)
7→
(
η1 0
0 ζ1
)
⊗
(
η2 0
0 ζ2
)
.
Lemma 5.6. Suppose that X, Y are subproduct systems over A ,B respectively with
X
SME
∼ M Y . Using the above-mentioned notation, the family Z := (Z(n))n∈Z+ of
essential L-correspondences is a subproduct system: Z(n + m) embeds in Z(n) ⊗L
Z(m) ∼= Zn,m as an orthogonally-complementable sub-correspondence in a canonical
fashion, and the maps (Ψn,m⊗IZ(k))Ψn+m,k and (IZ(n)⊗Ψm,k)Ψn,m+k agree on Z(n+
m+ k), for all n,m, k ∈ N.
Proof. First, since X, Y are subproduct systems, Z(n +m) ⊆ Zn,m as sets. We have
to check that the L-correspondence structure of Z(n +m) (associated with X(n +
m)
SME
∼ M Y (n +m)) agrees with that of Zn,m (associated with X(n)⊗ X(m)
SME
∼ M
Y (n) ⊗ Y (m) as above). To this end, we use the three formulas in the top of [18,
p. 125]. Given a ∈ A , b ∈ B, x, y, z, v ∈ M, ζ1,ζ2 ∈ X(n+m) and η1, η2 ∈ Y (n+m),
we compute:
ϕZ(n+m)
(
b 0
0 a
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
=
(
bη1 bη2 ⊗ z˜
aζ1 ⊗ v aζ2
)
= ϕZn.m
(
b 0
0 a
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
,
ϕZ(n+m)
(
0 0
x 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
=
(
0 0
Wn+m(x⊗ η1) (IX(n+m) ⊗mA )(Wn+m ⊗ IM˜)(x⊗ η2 ⊗ z˜)
)
,
ϕZ(n+m)
(
0 y˜
0 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
=
(
(mB ⊗ IY (n+m))(IM˜ ⊗W
−1
n+m)(y˜ ⊗ ζ1 ⊗ v) W˜n+m(y˜ ⊗ ζ2)
0 0
)
.
The operator
Wn,m := (IX(n) ⊗Wm)(Wn ⊗ IY (m)) : M⊗ Y (n)⊗ Y (m)→ X(n)⊗X(m)⊗M
implementing the equivalence X(n)⊗X(m)
SME
∼ M Y (n)⊗ Y (m) extends Wn+m by
(5.1), and so W˜n,m extends W˜n+m. Thus
ϕZ(n+m)
(
0 0
x 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
= ϕZn,m
(
0 0
x 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
and
ϕZ(n+m)
(
0 y˜
0 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
= ϕZn,m
(
0 y˜
0 0
)(
η1 η2 ⊗ z˜
ζ1 ⊗ v ζ2
)
.
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It is easy to show that Z(n + m) is orthogonally complementable in Zn,m: the
linear mapping pZn,m :=
(
pYn+m p
Y
n+m⊗IM˜
pXn+m⊗IM pXn+m
)
from Zn,m to itself is an (orthogonal)
projection in L(Zn,m) (for a direct calculation shows that it is a right L-module
map), whose range is Z(n + m). In conclusion, (Ψn,m)|Z(n+m) is an isometric, ad-
jointable L-correspondence mapping from Z(n+m) to Zn,m.
For the second part of the assertion, it follows from the construction of Ψ that
(Ψn,m⊗ IZ(k))Ψn+m,k and (IZ(n)⊗Ψm,k)Ψn,m+k agree on C(n+m+ k). Since all the
maps involved are (continuous) L-correspondence maps, and ϕZ(n+m+k)(L)C(n +
m+k) is total in Z(n+m+k) by Proposition 5.3, we infer that the desired equality
holds. 
Corollary 5.7. Under the conditions of the last lemma, FX
SME
∼ M FY and the associ-
ated L-correspondence is FZ .
5.2. Equivalence of the operator algebras. Let us see how the shift operator of
the subproduct system Z, denoted by SZ, acts. Let n,m ∈ Z+, ζ1, ζ2 ∈ X(n),
η1, η2 ∈ Y (n), ̺1, ̺2 ∈ X(m), ξ1, ξ2 ∈ Y (m) and u, v, w, z ∈ M be given. By [18,
Lemma 2.9] and similar computations that are left to the reader,
SZn
(
η1 η2 ⊗ w˜
ζ1 ⊗ v ζ2
)(
ξ1 ξ2 ⊗ z˜
̺1 ⊗ u ̺2
)
= pZn,mΨ
−1
n,m
[(
η1 η2 ⊗ w˜
ζ1 ⊗ v ζ2
)
⊗L
(
ξ1 ξ2 ⊗ z˜
̺1 ⊗ u ̺2
)]
= pZn,m
(
η1 ⊗ ξ1 + c(η2 ⊗ w˜,W
−1
m (̺1 ⊗ u)) η1 ⊗ ξ2 ⊗ z˜ + η2 ⊗ W˜m(w˜ ⊗ ̺2)
ζ1 ⊗Wm(v ⊗ ξ1) + ζ2 ⊗ ̺1 ⊗ u c˜(ζ1 ⊗ v, W˜
−1
m (ξ2 ⊗ z˜)) + ζ2 ⊗ ̺2
)
(5.4)
where c : Y (n)⊗ M˜×M⊗ Y (m)→ Y (n)⊗ Y (m) and c˜ : X(n)⊗M× M˜⊗X(m)→
X(n)⊗X(m) are given by (η⊗x˜, y⊗ξ) 7→ η⊗〈x, y〉Bξ and (ζ⊗x, y˜⊗ρ) 7→ ζ⊗A 〈x, y〉ρ,
respectively.
The Fock space FZ =
(
FY FY ⊗B M˜
FX ⊗A M FX
)
has the following two closed lin-
ear subspaces:
F ′Z :=
(
FY 0
FX ⊗A M 0
)
,F ′′Z :=
(
0 FY ⊗B M˜
0 FX
)
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(which are left, but not right, L-submodules of FZ). From (5.4) it is apparent
that both subspaces are invariant under the tensor algebra T+(Z). As for the ad-
joints, suppose that n,m ∈ N, z ∈ Z(n), c ∈ C(n + m) and l ∈ L. Approxi-
mate c by a sum of the form
∑
i
(
η1i⊗η2i 0
0 ζ1i ⊗ζ2i
)
. Then by the construction of Ψn,m,
SZn (z)
∗(ϕZ(n+m)(l)c) can be approximated by∑
i
ϕZ(m)
(〈
z, ϕZ(n)(l)
(
η1i 0
0 ζ1i
)〉)(
η2i 0
0 ζ2i
)
.
We therefore deduce from Proposition 5.3 that F ′Z and F
′′
Z are also invariant under
T+(Z)
∗. Consequently, they reduce the Toeplitz algebra T (Z). For convenience, we
occasionally drop the zero columns from F ′Z and F
′′
Z.
Lemma 5.8. The restriction mappings T 7→ T|F ′
Z
and T 7→ T|F ′′
Z
, from T (Z) to linear
operators over F ′Z and F
′′
Z , respectively, are injective.
Proof. Let T ∈ T (Z) be given, and suppose that T|F ′
Z
= 0. Fix ζ ∈ FX , η ∈ FY and
m, z, w ∈ M. Write α :=
(
η 0
0 0
)
, β :=
(
0 0
ζ⊗z 0
)
∈ F ′Z and l1 := ( 0 m˜0 0 ) , l2 := (
0 w˜
0 0 ) ∈ L.
Then
T
(
0 η ⊗ m˜
0 0
)
= T (α · l1) = T (α) · l1 = T|F ′
Z
(α) · l1 = 0
and
T
(
0 0
0 ζ · A 〈z, w〉
)
= T (β · l2) = T (β) · l2 = T|F ′
Z
(β) · l2 = 0.
Hence T
(
0 η⊗m˜
0 ζ〈z,w〉
)
= 0. Since the closed span of vectors of the form
(
0 η⊗m˜
0 ζ〈z,w〉
)
is
dense in F ′′Z , we infer that T|F ′′Z = 0, and all in all, T = 0. The proof of T|F ′′Z = 0⇒
T = 0 is similar. 
Endow F ′Z with a right B-module structure in the obvious manner (although
as a subspace of FZ it is not a right L-submodule). This makes F
′
Z a Hilbert C
∗-
module, whose B-valued rigging corresponds naturally to the L-valued rigging of
F ′Z as a subset of FZ . If T ∈ T (Z), it is easy to see that T|F ′Z is a module map, so it
belongs to L(F ′Z). From Lemma 5.8 it follows that the C
∗-algebras homomorphism
T (Z) → L(F ′Z) given by T 7→ T|F ′Z is injective, so that we can identify T (Z) with
its image under this map.
Denote by p and q the projections of F ′Z onto
( FY
0
)
and
(
0
FX⊗A M
)
, respectively.
Theorem 5.9. Suppose thatX, Y are subproduct systems over A ,B respectively with
X
SME
∼ M Y . Identify T (Z) with the subalgebra of L(F
′
Z) as above. Then:
(1) pT+(Z)p ∼= T+(Y ) and qT+(Z)q ∼= T+(X).
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(2) The (non-selfadjoint) operator algebras T+(X) and T+(Y ) are strongly Morita
equivalent in the sense of [3].
Lemma 5.10. If G is a Hilbert C∗-module over A and M is an A -B imprimitivity
bimodule, then the map T 7→ T ⊗ IM is an isomorphism from L(G) onto L(G⊗M).
The proof is exactly as that of [18, Lemma 2.12]. The details are omitted.
Proof of Theorem 5.9. (1) Fix n,m ∈ Z+, ζ1, ζ2 ∈ X(n), η1, η2 ∈ Y (n) and v, w ∈ M.
Writing
α :=
(
η1 η2 ⊗ w˜
ζ1 ⊗ v ζ2
)
∈ Z(n) (5.5)
(remember: Z(0) = L) we have from (5.4) that for ν ∈ Y (m),
SZn (α)
(
ν
0
)
= pZn,m
(
η1 ⊗ ν 0
ζ1 ⊗Wm(v ⊗ ν) 0
)
=
(
pYn+m(η1 ⊗ ν) 0
(pXn+m ⊗ IM) (ζ1 ⊗Wm(v ⊗ ν)) 0
)
=
(
SYn (η1)ν 0
(SXn (ζ1)⊗ IM)Wm(v ⊗ ν) 0
)
, (5.6)
so that
pSZn (α)p
(
ν
0
)
=
(
SYn (η1)ν
0
)
.
Hence pT+(Z)p is (unitarily equivalent, and hence) completely isometrically iso-
morphic to T+(Y ). Similarly, for µ ∈ X(m) and z ∈ M,
SZn (α)
(
0
µ⊗ z
)
= pZn,m
(
c(η2 ⊗ w˜,W
−1
m (µ⊗ z)) 0
ζ2 ⊗ µ⊗ z 0
)
=
(
pYn+m
(
c(η2 ⊗ w˜,W
−1
m (µ⊗ z))
)
0
(pXn+m ⊗ IM)(ζ2 ⊗ µ⊗ z) 0
)
=
(
SYn (η2)(mB ⊗ IY (m))(w˜ ⊗W
−1
m (µ⊗ z)) 0
(SXn (ζ2)⊗ IM)(µ⊗ z) 0
)
,
(5.7)
thus
qSZn (α)q
(
0
µ⊗ z
)
=
(
0
(SXn (ζ2)⊗ IM)(µ⊗ z)
)
.
The map T 7→ T ⊗ IM from L(FX) to L(FX ⊗B M) is a C
∗-isomorphism by Lemma
5.10, and therefore qT+(Z)q is completely isometrically isomorphic to T+(X).
(2) We follow the proof of [18, Theorem 3.2, (3)] to show that
(pT+(Z)p,qT+(Z)q,pT+(Z)q,qT+(Z)p)
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is a Morita context with the actions (pS1q,qS2p) := pS1qS2p and [qS1p,pS2q] :=
qS1pS2q (S1, S2 ∈ T+(Z)). The foregoing implies that p,q belong to the multi-
plier algebra M(ϕ∞(L)) and that pϕ∞(L)p and qϕ∞(L)q are naturally isomorphic
to ϕ∞(B) and ϕ∞(A ) ⊗ IM, respectively. If l := ( b y˜x a ) ∈ L, then pϕ∞(l)qϕ∞(l)p
and qϕ∞(l)pϕ∞(l)q “equal” ϕ∞(〈y, x〉B) and ϕ∞(A 〈x, y〉)⊗ IM, respectively. Con-
sequently, the C∗-algebras ϕ∞(B) and ϕ∞(A )⊗ IM are strongly Morita equivalent
through the imprimitivity bimodule pϕ∞(L)q. From [3, Theorem 6.1] this implies
that (ϕ∞(B), ϕ∞(A ) ⊗ IM,pϕ∞(L)q,qϕ∞(L)p) is a Morita context. We omit the
rest of the details, which are identical to those of [18]. 
A straightforward computation using (5.6) and (5.7) shows that SZn (α)p,pS
Z
n (α) ∈
T (Z) for all n ∈ Z+ and α ∈ Z(n). Hence p,q ∈M(T (Z)) (⊆ L(F ′Z)).
Theorem 5.11. Suppose that X, Y are subproduct systems over A ,B respectively
with X
SME
∼ M Y . Identify T (Z) with the subalgebra of L(F
′
Z) as above. Then:
(1) pT (Z)p ∼= T (Y ) and qT (Z)q ∼= T (X).
(2) T (X)
SME
∼ T (Y ).
We shall require three technical lemmas.
Lemma 5.12.
(1) Let n, k ∈ N. For all w,w′ ∈ M, η ∈ Y (n) and ǫ ∈ Y (k), the operators in
L(FX ⊗M), defined on X(m)⊗M, m ∈ Z+, by the formulas
Wn+m
(
w′ ⊗
[
SYn (η)(mB ⊗ IY (m))(w˜ ⊗W
−1
m (·)
])
(5.8)
and
Wm−k
(
w′ ⊗
[
SYk (ǫ)
∗(mB ⊗ IY (m))(w˜ ⊗W
−1
m (·)
])
(5.9)
(if m ≥ k, otherwise 0) can be written as SXn (ζ) ⊗ IM and S
X
k (θ)
∗ ⊗ IM,
respectively, for suitable ζ ∈ X(n) and θ ∈ X(k).
(2) Let n, k ∈ N. For all v, v′ ∈ M, ζ ∈ X(n) and ξ ∈ X(k), the operators in
L(FY ), defined on Y (m), m ∈ Z+, by the formulas
(mB ⊗ IY (n+m))
(
v˜′ ⊗
[
W−1n+m(S
X
n (ζ)⊗ IM)Wm(v ⊗ ·)
])
(5.10)
and
(mB ⊗ IY (m−k))
(
v˜′ ⊗
[
W−1m−k(S
X
k (ξ)
∗ ⊗ IM)Wm(v ⊗ ·)
])
can be written as SYn (η) and S
Y
k (̺)
∗, respectively, for suitable η ∈ Y (n) and
̺ ∈ Y (k).
Proof. The proofs of (1) and (2) are similar, so we give details only for the former.
To prove the first part, fix m ∈ Z+, µ ∈ X(m) and z ∈ M. ApproximateW−1m (µ⊗ z)
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as the finite sum
∑
i zi ⊗ ρi (zi ∈ M and ρi ∈ Y (m) for all i). Then
w′ ⊗
[
SYn (η)(mB ⊗ IY (m))(w˜ ⊗W
−1
m (µ⊗ z)
]
can be approximated by
(IM ⊗ p
Y
n+m)
(∑
i
w′ ⊗ η ⊗ 〈w, zi〉Bρi
)
.
Approximate Wn(w
′ ⊗ η) as the finite sum
∑
j ξj ⊗ xj (ξj ∈ X(n), xj ∈ M for all j).
Using (5.1) and (5.3),
(5.8) ∼
∑
i
(pXn+m ⊗ IM)(IX(n) ⊗Wm)
(
Wn(w
′ ⊗ η)⊗ 〈w, zi〉Bρi
)
∼
∑
i
∑
j
(pXn+m ⊗ IM)
(
ξj ⊗Wm(xj ⊗ 〈w, zi〉Bρi)
)
=
∑
j
(pXn+m ⊗ IM)
(
ξj ⊗ A 〈xj , w〉 ·Wm(
∑
i
zi ⊗ ρi)
)
∼
∑
j
(pXn+m ⊗ IM)
(
ξjA 〈xj , w〉 ⊗ µ⊗ z
)
=
(
SXn (
∑
j
ξjA 〈xj, w〉)⊗ IM
)
(µ⊗ z).
The assertion is therefore true for ζ := (IX(n) ⊗mA )(Wn(w
′ ⊗ η)⊗ w˜).
For the second part, fix m ≥ k, µ ∈ X(m) and z ∈ M. Approximate W−1m (µ ⊗ z)
as the finite sum
∑
i zi ⊗ ρ
(1)
i ⊗ ρ
(2)
i (zi ∈ M, ρ
(1)
i ∈ Y (k) and ρ
(2)
i ∈ Y (m− k) for all
i), and Wk(w ⊗ ǫ) as the finite sum
∑
j ξj ⊗ xj (ξj ∈ X(k), xj ∈ M for all j). Then
since Wk is unitary,
(5.9) ∼
∑
i
Wm−k
(
w′ ⊗
〈
ǫ, 〈w, zi〉Bρ
(1)
i
〉
ρ
(2)
i
)
=
∑
i
Wm−k
(
w′ ⊗
〈
w ⊗ ǫ, zi ⊗ ρ
(1)
i
〉
ρ
(2)
i
)
=
∑
i
Wm−k
(
w′ ⊗
〈
Wk(w ⊗ ǫ),Wk(zi ⊗ ρ
(1)
i )
〉
ρ
(2)
i
)
∼
∑
i
∑
j
Wm−k
(
w′
〈
ξj ⊗ xj,Wk(zi ⊗ ρ
(1)
i )
〉
⊗ ρ
(2)
i
)
.
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It is easy to show that w′ 〈ξ ⊗ x,Θ〉 = (SXk (ξ ·A 〈x, w
′〉)∗⊗ IM)Θ for all ξ ∈ X(k) and
Θ ∈ X(k)⊗M. Thus, from (5.1),
(5.9) ∼
∑
i
Wm−k
([(
SXk (
∑
j
ξj · A 〈xj , w
′〉)∗ ⊗ IM
)
Wk(zi ⊗ ρ
(1)
i )
]
⊗ ρ
(2)
i
)
=
(
SXk (
∑
j
ξj · A 〈xj , w
′〉)∗ ⊗ IM
)∑
i
(IX(k) ⊗Wm−k)
(
Wk(zi ⊗ ρ
(1)
i )⊗ ρ
(2)
i
)
∼
(
SXk (
∑
j
ξj · A 〈xj , w
′〉)∗ ⊗ IM
)
(µ⊗ z).
Hence θ := (IX(k) ⊗mA )(Wk(w ⊗ ǫ)⊗ w˜′) fits. 
Lemma 5.13. Let n ∈ Z+. Then
(1) for κ ∈ Y (n) and w ∈ M, the operator in L(FX ⊗M,FY ) defined by
X(m)⊗M ∋ µ⊗ z 7→ SYn (κ)(mB ⊗ IY (m))(w˜ ⊗W
−1
m (µ⊗ z)); (5.11)
(2) and for ς ∈ X(n) and v ∈ M, the operator in L(FY ,FX ⊗M) defined by
Y (m) ∋ ν 7→ (SXn (ς)⊗ IM)Wm(v ⊗ ν); (5.12)
belong to the closed linear span of operators of the form
X(m)⊗M ∋ µ⊗ z 7→ (mB ⊗ IY (n+m))
(
x˜⊗W−1n+m
[
(SXn (ζ)⊗ IM)(µ⊗ z)
])
(5.13)
and
Y (m) ∋ ν 7→ Wn+m(y ⊗ S
Y
n (ρ)ν), (5.14)
respectively, where ζ ∈ X(n), ρ ∈ Y (n) and x, y ∈ M.
Similar assertions are valid when Sn(·) is replaced by its adjoint.
Proof. Write I and II for the operators given by (5.11) and (5.12), respectively. In
order to make the operator I have the form of (5.8), we ought to “wrap” it with
Wn+m(w
′ ⊗ ·) for some w′ ∈ M. As Y (n) is essential, SYn (κ) = ϕ∞(b)S
Y
n (κ
′) for
suitable b, κ′. Since M is full as a right B-module, ϕ∞(b) ∈ L(FY ) belongs to the
closed linear span of operators of the form
Y (p) ∋ τ 7→ (mB ⊗ IY (p))
(
x˜⊗W−1p (Wp(w
′ ⊗ τ))
)
, p ∈ Z+,
where x, w′ ∈ M. Using the first part of Lemma 5.12, (1), one deduces that the
operator I ∈ L(FX ⊗M,FY ) belongs to the closed linear span of operators of the
form (5.13), as stated.
To convert II to the form of (5.10), we employ the fullness of M as a left A -
module to conclude that for a ∈ A , ϕ∞(a)⊗ IM ∈ L(FX ⊗M) belongs to the closed
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linear span of operators of the form ϕ∞(A 〈y, v′〉)⊗ IM. Notice also that(
ϕ∞(A 〈y, v′〉)⊗ IM
)
Θ = Wp
[
y ⊗
(
(mB ⊗ IY (p))(v˜′ ⊗W
−1
p Θ)
)]
(5.15)
for each Θ ∈ X(p)⊗M. As above, using the first part of Lemma 5.12, (2) and that
X(n) is essential, the operator II ∈ L(FY ,FX ⊗ M) belongs to the closed linear
span of operators of the form (5.14).
The proof for Sn(·)
∗ goes along the lines of the preceding one, using the second
parts of Lemma 5.12, (1) and (2). 
Lemma 5.14. Let k ∈ N, ζ1, ζ2 ∈ X(k), η1, η2 ∈ Y (k) and v, w ∈ M. Write β :=(
η1 η2⊗w˜
ζ1⊗v ζ2
)
∈ Z(k). Then for m ≥ k, SZk (β)
∗ maps ( νµ⊗z ) ∈ Z(m) to(
SYk (η1)
∗ν
(SXk (ζ2)
∗ ⊗ IM)(µ⊗ z)
)
+
(
(mB ⊗ IY (m−k))
(
v˜ ⊗W−1m−k
[
(SXk (ζ1)
∗ ⊗ IM)(µ⊗ z)
])
Wm−k(w ⊗ SYk (η2)
∗ν)
)
.
Proof. Write S := SXLk (β) for the shift in the full Fock space, and remember that
SZk (β)
∗ = (S∗)|FZ . Fix m ≥ k. If ν1 ∈ Y (k) and ν2 ∈ Y (m− k), then for ν = ν1 ⊗ ν2,
S∗
(
ν
0
)
= ϕZ(m−k)
(〈(
η1 η2 ⊗ w˜
ζ1 ⊗ v ζ2
)
,
(
ν1 0
0 0
)〉)(
ν2 0
0 0
)
= ϕZ(m−k)
(
〈η1, ν1〉 0
w 〈η2, ν1〉 0
)(
ν2 0
0 0
)
=
(
〈η1, ν1〉 ν2
Wm−k(w 〈η2, ν1〉 ⊗ ν2)
)
=
(
SYk (η1)
∗ν
Wm−k(w ⊗ SYk (η2)
∗ν)
)
.
(see [18, p. 125]). If µ1 ∈ X(k), µ2 ∈ X(m−k) and z ∈ M, thenΨk,m−k
(
0 0
µ1⊗µ2⊗z 0
)
=(
0 0
0 µ1
)
⊗L
(
0 0
µ2⊗z 0
)
by [18, Lemma 2.9], and we obtain for µ = µ1 ⊗ µ2:
S∗
(
0
µ⊗ z
)
= ϕZ(m−k)
(〈(
η1 η2 ⊗ w˜
ζ1 ⊗ v ζ2
)
,
(
0 0
0 µ1
)〉)(
0 0
µ2 ⊗ z 0
)
= ϕZ(m−k)
(
0 v˜ 〈ζ1, µ1〉
0 〈ζ2, µ1〉
)(
0 0
µ2 ⊗ z 0
)
=
(
(mB ⊗ IY (m−k))
(
v˜ ⊗W−1m−k
[
(SXk (ζ1)
∗ ⊗ IM)(µ⊗ z)
])
(SXk (ζ2)
∗ ⊗ IM)(µ⊗ z)
)
. 
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Proof of Theorem 5.11. (1) We first claim that every monomial S ∈ T (Z) (say, of
degree t) belongs to the closed linear span of operators of the form
Z(m) ∋
(
ν
µ⊗ z
)
7→
(
T Y1 ν
(TX1 ⊗ IM)(µ⊗ z)
)
+
(
(mB ⊗ IY (t+m))
(
x˜′ ⊗W−1t+m
[
(TX2 ⊗ IM)(µ⊗ z)
])
Wt+m(y
′ ⊗ T Y2 ν)
)
for some monomials TXi ∈ T (X), T
Y
i ∈ T (Y ) (i = 1, 2) of degree t and x
′, y′ ∈ M.
Indeed, suppose that S is as above. Given n ∈ Z+ and α ∈ Z(n), on account of
(5.6), (5.7) and Lemma 5.13 we may assume that SZn (α) maps (
ν
µ⊗z ) ∈ Z(m) to(
SYn (η)ν
(SXn (ξ)⊗ IM)(µ⊗ z)
)
+
(
(mB ⊗ IY (n+m))
(
x˜⊗W−1n+m
[
(SXn (ζ)⊗ IM)(µ⊗ z)
])
Wn+m(y ⊗ S
Y
n (ρ)ν)
)
for some ζ, ξ ∈ X(n), η, ρ ∈ Y (n) and x, y ∈ M. Consequently, SZn (α)S maps
( νµ⊗z ) ∈ Z(m) to(
SYn (η)
{
T Y1 ν + (mB ⊗ IY (t+m))
(
x˜′ ⊗W−1t+m
[
(TX2 ⊗ IM)(µ⊗ z)
])}
(SXn (ξ)⊗ IM)
{
(TX1 ⊗ IM)(µ⊗ z) +Wt+m(y
′ ⊗ T Y2 ν)
} )
+
(
(mB ⊗ IY (n+t+m))
(
x˜⊗W−1n+t+m
[
(SXn (ζ)⊗ IM)
{
(TX1 ⊗ IM)(µ⊗ z) +Wt+m(y
′ ⊗ T Y2 ν)
}])
Wn+t+m(y ⊗ S
Y
n (ρ)
{
T Y1 ν + (mB ⊗ IY (t+m))
(
x˜′ ⊗W−1t+m
[
(TX2 ⊗ IM)(µ⊗ z)
])}
)
)
.
Utilizing Lemma 5.13 once again as well as (5.15) on this last expression yields the
desired form.
We now do the same computation for the adjoints. Using Lemma 5.14 and its
notation, SZk (β)
∗S maps ( νµ⊗z ) (when m ≥ k) to(
SYk (η1)
∗
{
T Y1 ν + (mB ⊗ IY (t+m))
(
x˜′ ⊗W−1t+m
[
(TX2 ⊗ IM)(µ⊗ z)
])}
(SXk (ζ2)
∗ ⊗ IM)
{
(TX1 ⊗ IM)(µ⊗ z) +Wt+m(y
′ ⊗ T Y2 ν)
} )
+
(
(mB ⊗ IY (t+m−k))
(
v˜ ⊗W−1t+m−k
[
(SXk (ζ1)
∗ ⊗ IM)
{
(TX1 ⊗ IM)(µ⊗ z) +Wt+m(y
′ ⊗ T Y2 ν)
}])
Wt+m−k(w ⊗ SYk (η2)
∗
{
T Y1 ν + (mB ⊗ IY (t+m))
(
x˜′ ⊗W−1t+m
[
(TX2 ⊗ IM)(µ⊗ z)
])}
)
)
.
The claim is established by appealing to Lemma 5.13 and (5.15) once more.
The rest of the proof is now simple. It follows from the claim that for every
S ∈ T (Z) correspond SX ∈ T (X) and SY ∈ T (Y ) so that pSp maps ( ν0 ) to(
SY ν
0
)
and qSq maps
(
0
µ⊗z
)
to
( 0
(SX⊗IM)(µ⊗z)
)
. As a result, pT (Z)p and qT (Z)q
are unitarily equivalent to subalgebras of T (Y ) and T (X) ⊗ IM, respectively. The
converse “inclusion” is also true. For instance, if n1, . . . , nt, m1, . . . , mt ∈ Z+ and
ηi ∈ Y (ni), ωi ∈ Y (mi) for all 1 ≤ i ≤ t, set αi :=
(
ηi 0
0 0
)
, βi := (
ωi 0
0 0 ); then
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p
(∏t
i=1 S
Z
ni
(αi)
∗SZmi(βi)
)
p “equals”
∏t
i=1 S
Y
ni
(ηi)
∗SYmi(ωi). This completes the proof
by Lemma 5.10.
(2) We will show that pT (Z)q is a pT (Z)p-qT (Z)q imprimitivity bimodule,
which, by the foregoing, is all we need. To this end, we merely have to ver-
ify that p and q are full. But we saw in the proof of Theorem 5.9, (2), that
spanpϕ∞(L)qϕ∞(L)p and spanqϕ∞(L)pϕ∞(L)q “contain” ϕ∞(B) and ϕ∞(A ) ⊗
IM, respectively; and the latter sets contain approximate identities for T (Y ) and
T (X)⊗IM, respectively. Thus spanpT (Z)qT (Z)p = pT (Z)p and span qT (Z)pT (Z)q =
qT (Z)q. This completes the proof. 
Theorem 5.15. Suppose that X, Y are subproduct systems over A ,B respectively
with X
SME
∼ M Y . Then O(X)
SME
∼ O(Y ). More specifically, if we identify T (Z) with
the subalgebra of L(F ′Z), pT (Z)p with T (Y ) and qT (Z)q with T (X), and treat
pT (Z)q as a pT (Z)p-qT (Z)q imprimitivity bimodule, then the image of IY under
the Rieffel correspondence ([22, Theorem 3.22]) is IX .
Proof. The Morita equivalence of the Cuntz-Pimsner algebras follows from the suc-
ceeding assertion by [22, Proposition 3.25]. Recall that pT (Z)p and qT (Z)q are
naturally unitarily equivalent to T (Y ) and T (X) ⊗ IM, respectively. We have to
check that
qT (Z)p · IY · pT (Z)q = IX ⊗ IM
(see [22, Proposition 3.24]). Since the Rieffel correspondence is a lattice isomor-
phism, it is sufficient to prove that qT (Z)p · IY · pT (Z)q ⊆ IX ⊗ IM and that
pT (Z)q · (IX ⊗ IM) · qT (Z)p ⊆ IY . The two inclusions are proved similarly, so we
show only the first.
Let T1, T2 ∈ T (Z) and S ∈ IY . Assume that T2 is a monomial of degree m ∈ Z.
For large enough n, the range of (pT2q)(Q
X
n ⊗ IM) is contained in
(
Y (n+m)
0
)
, and so
(qT1p · S · pT2q)(Q
X
n ⊗ IM) = (qT1p · SQ
Y
n+m · pT2q)(Q
X
n ⊗ IM),
and the norm of this operator is dominated by
‖T1‖
∥∥SQYn+m∥∥ ‖T2‖ −−−→
n→∞
0.
This proves (by Lemma 5.10) that qT1p·S ·pT2q ∈ IX⊗IM. Since the closed span of
monomials of arbitrary degree in T (Z) is T (Z), we have the desired inclusion. 
Remark 5.16. The opposite direction, namely determining whether the Morita
equivalence of the operator algebras implies the strong Morita equivalence of the
subproduct systems, is very delicate. This is evident from the analysis of this ques-
tion in the product system case (see [18]). We did not attempt to tackle this prob-
lem in the present paper.
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5.3. Examples. See [18] for general examples of strong Morita equivalence of
C∗-correspondences.
Example 5.17 (cf. [19]). Take A := K and B := C, and let M stand for the
standardK-C imprimitivity bimodule, namely the Hilbert spaceH := ℓ2. Fix d ∈ N.
For a Cuntz d-tuple of isometries V1, . . . , Vd over H write α for the endomorphism
of K given by α(T ) :=
∑d
i=1 ViTV
∗
i . Then αK
SME
∼ M Cd (see Example 1.3): indeed,
W : αK⊗K H → H ⊗C Cd given by
W (T ⊗ h) :=
d∑
i=1
V ∗i Th⊗ ei (∀T ∈ K, h ∈ H).
is a correspondence isomorphism. NowWn : (αK)⊗n⊗KH → H⊗C (Cd)⊗n satisfies
Wn(T1 ⊗ · · · ⊗ Tn ⊗ h) =
d∑
i1,i2,...,in=1
V ∗i1T1V
∗
i2
T2 · · ·V
∗
inTnh⊗ ei1 ⊗ ei2 ⊗ · · · ⊗ ein
for all T1, . . . , Tn ∈ K, h ∈ H. Upon the identification (αK)⊗n ∼= αnK (which holds
since V1, . . . , Vd is “Cuntz”), given concretely by
T1 ⊗ · · · ⊗ Tn 7→
d∑
i1,i2,...,in−1=1
Vin−1 · · ·Vi1T1V
∗
i1
T2V
∗
i2
· · ·V ∗in−1Tn,
we now get
Wn(T ⊗ h) =
d∑
i1,i2,...,in=1
V ∗i1 · · ·V
∗
inTh⊗ ei1 ⊗ ei2 ⊗ · · · ⊗ ein (∀T ∈ K, h ∈ H).
By Remark 5.5, defining Y (n) to be the sub-correspondence of αnK consisting of
all elements T such that V ∗i1 · · ·V
∗
inT = V
∗
iσ(1)
· · ·V ∗iσ(n)T for every 1 ≤ i1, . . . , in ≤
d and σ ∈ Sn gives a subproduct system Y over K with Y (1) = αK such that
Y
SME
∼ SSPd. Theorems 5.9, 5.11 and 5.15 now assert that T+(Y ), T (Y ) and
O(Y ) are strongly Morita equivalent to T+(SSPd), T (SSPd) andO(SSPd) ∼= C(∂Bd),
respectively (each in the appropriate sense).
More generally, all subproduct systems whose fibers are finite-dimensional Hilbert
spaces “come from polynomial identities” involving finitely many variables, and
vice versa (see [23, Proposition 7.2]). Hence, the construction of the last para-
graph can be adapted to every such subproduct system.
Example 5.18. The preceding example is valid when B(H) replaces K.
Example 5.19. Take A , B, M and H as in the last example. Fix a Cuntz sequence
(Vi)i∈N of isometries overH with
∑∞
i=1 ViV
∗
i = I, and let α be the endomorphism of
B(H) given by α(T ) :=
∑∞
i=1 ViTV
∗
i (all sums are in the strong operator topology).
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Then αB(H)
SME
∼ M H via W : αB(H)⊗B(H) H → H⊗C H given by
W (T ⊗ h) :=
∞∑
i=1
V ∗i Th⊗ ei (∀T ∈ B(H), h ∈ H).
Following the lines of Example 5.17 yields a concrete construction of a subprod-
uct system Y = (Y (n))n∈Z+ over B(H) such that Y (n) is a sub-correspondence of
αnB(H) for all n and Y
SME
∼ SSP∞.
6. OPEN QUESTIONS
In this section we state a few open questions and possible future research direc-
tions. As usual, X denotes an arbitrary (faithful) subproduct system.
(1) Other characterizations of O(X). Is there a “strong” universality charac-
terization of O(X) in the spirit of the gauge-invariant uniqueness theorem
(whether or not based on Conjecture 4.7)?
(2) Non-faithful subproduct systems. How should the Cuntz-Pimsner alge-
bra be defined for non-faithful subproduct systems? Considering the case
X(n) = {0} for n ≥ n0 makes it apparent that there is no obvious answer.
Especially, it is not clear whether adapting Theorem 4.3 to this setting is
feasible.
(3) Semi-split exact sequences and K-theory. Let E be a C∗-correspondence.
An “extension of scalars” method is employed in [21, §2] to produce a C∗-
correspondence E∞ such that T (E) →֒ T (E∞) and O(E) ∼= O(E∞) canon-
ically, and which admits a semi-split exact sequence involving T (E∞) and
O(E∞) (this is useful for obtaining aKK-theoretic six-term exact sequence
for O(E)). Could a similar technique be utilized for subproduct systems?
What could be said about the K-theory of O(X) and T (X) in other meth-
ods (cf. [12, §8] and [16])?
(4) The C∗-envelope of the tensor algebra T+(X). Denote by C∗env(A) the
C∗-envelope of an operator algebra A. For every C∗-correspondence E
we have C∗env(T+(E)) ∼= O(E) by [10, Theorem 3.7]. In sharp contrast,
from [2, Theorem 8.15] we obtain C∗env(T+(SSPd)) ∼= T (SSPd). A general
statement about the relation between C∗env(T+(X)), T (X) andO(X) would
be very desirable.
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