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RÉSUMÉ
On révise les prérequis de géométrie différentielle nécessaires à une première approche
de la théorie de la quantification géométrique, c’est-à-dire des notions de base en géo-
métrie symplectique, des notions de groupes et d’algèbres de Lie, d’action d’un groupe
de Lie, de G-fibré principal, de connexion, de fibré associé et de structure presque-
complexe. Ceci mène à une étude plus approfondie des fibrés en droites hermitiens,
dont une condition d’existence de fibré préquantique sur une variété symplectique. Avec
ces outils en main, nous commençons ensuite l’étude de la quantification géométrique,
étape par étape. Nous introduisons la théorie de la préquantification, i.e. la construction
des opérateurs associés à des observables classiques et la construction d’un espace de
Hilbert. Des problèmes majeurs font surface lors de l’application concrète de la pré-
quantification : les opérateurs ne sont pas ceux attendus par la première quantification et
l’espace de Hilbert formé est trop gros. Une première correction, la polarisation, élimine
quelques problèmes, mais limite grandement l’ensemble des observables classiques que
l’on peut quantifier.
Ce mémoire n’est pas un survol complet de la quantification géométrique, et cela
n’est pas son but. Il ne couvre ni la correction métaplectique, ni le noyau BKS. Il est un à-
côté de lecture pour ceux qui s’introduisent à la quantification géométrique. D’une part,
il introduit des concepts de géométrie différentielle pris pour acquis dans (Woodhouse
[21]) et (Sniatycki [18]), i.e. G-fibrés principaux et fibrés associés. Enfin, il rajoute des
détails à quelques preuves rapides données dans ces deux dernières références.
Mots clés: géométrie symplectique, quantification géométrique, préquantifica-
tion, polarisation.
ABSTRACT
We review some differential geometric prerequisite needed for an initial approach of the
geometric quantization theory, i.e. basic notions in symplectic geometry, Lie group, Lie
group action, principal G-bundle, connection, associated bundle, almost-complex struc-
ture. This leads to an in-depth study of Hermitian line bundles that leads to an existence
condition for a prequantum line bundle over a symplectic manifold. With these tools, we
start a study of geometric quantization, step by step. We introduce the prequantization
theory, which is the construction of operators associated to classical observables and
construction of a Hilbert space. Some major problems arise when applying prequantiza-
tion in concrete examples : the obtained operators are not exactly those expected by first
quantization and the constructed Hilbert space is too big. A first correction, polarization,
corrects some problems, but greatly limits the set of classical observables that we can
quantize.
This dissertation is not a complete survey of geometric quantization, which is not
its goal. It’s not covering metaplectic correction, neither BKS kernel. It’s a side lecture
for those introducing themselves to geometric quantization. First, it’s introducing differ-
ential geometric concepts taken for granted in (Woodhouse [21]) and (Sniatycki [18]),
i.e. principal G-bundles and associated bundles. Secondly, it adds details to some brisk
proofs given in these two last references.
Keywords: Symplectic geometry, geometric quantization, prequantization, po-
larization.
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NOTATION
R+ : Nombres réels strictement positifs
K : R ou C
L : La dérivée de Lie
d : La dérivée extérieure
g : L’algèbre de Lie g = Lie(G) = {X 2 X(G)|(Lg)⇤X = X ,8g 2 G} d’un
groupe de Lie G
i : Le nombre complexe i=
p 1
i : Le produit intérieur
i : Une inclusion i :M , ! N
C •(M;K) : L’ensemble des fonctions lisses à valeurs en K sur une variété différen-
tielle M
X(M;K) : L’ensemble des champs vectoriels lisses à valeurs en K sur une variété
différentielle M
: La preuve se termine ici
| : L’exemple se termine ici
F⇤ : Le tiré-en-arrière par F , i.e. pour F : M ! N et 8x 2 N on a F⇤ :
T ⇤F(x)N! T ⇤x M
F⇤ : Le poussé en avant par F , i.e. pour F : M ! N et 8x 2 M on a F⇤ :
TxM! TF(x)N
Im(z) : La composante imaginaire de z 2 C
Re(z) : La composante réelle de z 2 C
im(F) : L’image d’une application F
À ma famille.
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CHAPITRE 1
INTRODUCTION
La quantification géométrique fait partie d’un grand programme de géométrisation
de la mécanique quantique, tel que ce fut le cas jadis avec la gravité. La géométrie sym-
plectique (et de contact) étant le langage naturel de la mécanique classique, il apparaît
naturel de traduire les structures quantiques en termes symplectiques, ne serait-ce que
pour la ressemblance titillante du crochet de Poisson avec le commutateur quantique.
La quantification géométrique procède comme suit :
1. Préquantification.
2. Polarisation.
3. Correction métaplectique.
La préquantification est une première tentative de construction d’opérateurs sur un
espace de Hilbert à partir d’une variété symplectique et son algèbre de Poisson (C •(M),{,}).
L’espace de Hilbert ainsi formé est trop gros et certains observables classiques ne gé-
nèrent pas les opérateurs quantiques attendus.
La polarisation est une première correction qui vient restreindre l’espace de Hilbert
et corriger la forme de certains opérateurs, mais aussi restreindre l’ensemble des obser-
vables classiques quantifiables.
La correction métaplectique et le noyau Blattner-Kostant-Sternberg (alias « noyau
BKS ») viennent quantifier une plus grande classe d’observables et corriger la forme de
certains d’entre eux.
La littérature sur la quantification géométrique est vaste, mais quelque peu rude pour
les premiers arrivants. Pour citer John Baez : « Geometric quantization is a marvelous
tool for understanding the relation between classical physics and quantum physics. Ho-
wever, it’s a bit like a power tool - you have to be an expert to operate it without running
the risk of seriously injuring your brain. »
2C’est pourquoi ce mémoire s’est restreint à minimiser le nombre d’affirmations qui
n’y sont pas prouvées. Un simple survol de la quantification géométrique aurait été, selon
moi, non seulement une goutte d’eau dans l’océan, mais une autre source de décourage-
ment pour les débutants qui n’ont pour bagage que quelques cours gradués de géométrie.
Ainsi, le présent mémoire peut être vu comme une introduction à la quantification géo-
métrique et surtout comme introduction à certains prérequis géométriques utilisés par la
théorie de la quantification géométrique. Il est écrit de manière à ce qu’un géomètre de
niveau maîtrise soit capable de le lire. Une connaissance générale en topologie, théorie
des groupes, géométrie différentielle, mécanique analytique et mécanique quantique est
supposée acquise du lecteur. Au début de chaque section je cite quelques références qui
fourniront au lecteur une étude plus approfondie du sujet. La correction métaplectique et
le noyau BKS ne sont pas couverts dans le présent ouvrage. Un lecteur laissé sur sa faim
pourra connaître la suite dans mes principales références, c’est-à-dire (Sniatycki [18])
et (Woodhouse [21]). Une panoplie de lectures se retrouvent aussi sur Internet. Enfin, le
début du mémoire comporte deux sections sur certains aspects des groupes de Lie, des
algèbres de Lie ainsi que sur l’action des groupes de Lie qui ont pour but de faciliter
l’introduction des concepts sous-jacents aux G-fibrés principaux et d’alléger quelques
preuves.
CHAPITRE 2
GÉOMÉTRIE DIFFÉRENTIELLE
« La science, la nouvelle noblesse ! Le progrès. Le monde marche !
Pourquoi ne tournerait-il pas ? C’est la vision des nombres. »
A. Rimbaud, Une Saison en Enfer.
Tout au long du mémoire, les variétés seront supposées lisses et réelles (sauf avis
contraire).
2.1 Géométrie Symplectique
Références : (Arnol’d [2]), (Woodhouse [21]) et (de Buyl, Detournay et Voglaire [7]).
Définition (Forme symplectique) : Soit M, une variété (lisse et réelle). Une « forme
symplectique »w surM est une 2-forme différentielle antisymétrique (i.e. 8x2M,A,B2
TxM,wx(A,B) =  wx(B,A)) fermée (i.e. dw = 0) et non-dégénérée (i.e. 8x 2 M,A 2
(TxM)\{0},9B 2 TxM tel que wx(A,B) 6= 0).
Les formes symplectiques n’existent que sur les variétés de dimension paire.
Définition (Variété symplectique) : Une « variété symplectique » (M,w) est une va-
riété M munie d’une forme symplectique w .
Remarque Une variété symplectique (M,w) de dimension 2n a une forme volume na-
turelle µ := ( 1)
n(n 1)/2
n! w
^n où w^n :=
n foisz {
w ^w ^ ...^w . On dit que µ est la « mesure de
Liouville » sur (M,w).
Définition (Champ vectoriel hamiltonien) : Soit f 2 C •(M). On définit le « champ
vectoriel hamiltonien » Xf 2 X(M) de f par la « formule d’Hamilton » iXfw = d f .
Définition (Système hamiltonien) : Un « système hamiltonien » (M,w, f ) est une va-
riété symplectique (M,w) munie d’une fonction f 2 C •(M).
4Théorème 2.1.1. (Thm. de Darboux [2]) : Soit (M,w) une variété symplectique de
dimension 2n. Alors pour tout point x 2M, il existe une carte locale {pi,qi}, i 2 {1...n},
sur un ouvert U ⇢M contenant x telle que w|U = Âni=1 dpi^dqi. On dit alors être dans
un système de coordonnées canoniques, ou encore système de coordonnées de Darboux.
Remarque En coordonnées de Darboux, la mesure de Liouville prend la forme µ =
dp1^ ...^dpn^dq1^ ...^dqn.
Remarque En coordonnées de Darboux j’écrirai souvent par abus de langage w|U =
d~p^d~q au lieu de w|U = Âni=1 dpi^dqi.
Exemple Soit (M,w, f ) un système hamiltonien et Xf le champ vectoriel hamiltonien
de f . SoitU un ouvert deM en coodonnées de Darboux {~p,~q} où w|U = d~p^d~q. Ainsi
d f |U = ∂ f∂~q · d~q+ ∂ f∂~p · d~p et un calcul simple montre que Xf |U = ∂ f∂~p · ∂∂~q   ∂ f∂~q · ∂∂~p . Une
courbe intégrale de Xf s’explicite surU comme8<: d~pdt = ∂ f∂~qd~q
dt =
∂ f
∂~p
Qui sont les équations canoniques d’Hamilton.|
Définition Soit (M,w) une variété symplectique et Diff(M) le groupe des difféomor-
phismes de M. Définissons par Symp(M,w) := {F 2 Diff(M)|F⇤w = w} le groupe des
« symplectomorphismes de (M,w) ».
Définition Soit (M,w), une variété symplectique. Définissons l’ensemble des « champs
vectoriels hamiltoniens » sur M par XH(M) := {X 2 X(M)|9 f 2 C •(M), iXw = d f}.
Un X 2 XH(M) complet donne lieu à un groupe de difféomorphismes à 1-paramètre
que l’on dit être son « flot hamiltonien ». On dénote par Ham(M,w) le groupe des
difféomorphismes donnés par un flot hamiltonien au temps t = 1.
Proposition 2.1.2. : Soit (M,w) une variété symplectique. Les champs vectoriels ha-
miltoniens préservent la forme symplectique.
5Démonstration. Soit X 2 XH(M). Par la formule de Cartan on aLXw = iXdw+diXw .
Mais w étant une forme symplectique, elle est donc fermée, i.e. dw = 0. Donc l’équation
de cartan devient LXw = diXw . Comme X est hamiltonien, il existe une fonction f 2
C •(M) telle que iXw = d f . On obtient doncLXw = dd f . Mais la dérivée extérieure
vérifie d2 = 0. DoncLXw = 0.
Lemme 2.1.3. Le flot hamiltonien f tf d’un champ vectoriel hamiltonien complet Xf 2
XH(M) préserve la forme symplectique dans le sens que 8t 2R,(f tf )⇤w =w . On a donc
qu’à t fixé, f tf 2 Symp(M,w).
Définition (Crochet de Poisson) : Soit (M,w) une variété symplectique, x2M et f ,g2
C •(M). Le « crochet de poisson » { f ,g} est la dérivée de f dans la direction du flot
hamiltonien de g, i.e. { f ,g}(x) := ddt |t=0 f (f tg(x)).
Proposition 2.1.4. : Soit (M,w) une variété symplectique, f ,g 2 C •(M) et Xf ,Xg 2
XH(M) leurs champs vectoriels hamiltoniens. Soit aussi un Y 2 X(M) quelconque. Les
énoncés suivants sont vrais :
1 { f ,g}= Xg f
2 Y f = w(Y,Xf )
3 { f ,g}= w(Xf ,Xg)
4 { f ,g}= {g, f} et donc { f ,g}= Xf g.
5 Le crochet de Poisson vérifie l’identité de Jacobi
0= { f ,{g,h}}+{h,{ f ,g}}+{g,{h, f}}
6 Le crochet de Lie de deux champs vectoriels hamiltoniens est un champ vectoriel
hamiltonien. Plus explicitement on a [Xf ,Xg] = X{ f ,g}.
7 Il existe une fonction h lisse définie à constante près telle que { f ,g}= h[Xf ,Xg].
6Démonstration. 1 Par définition, le crochet de poisson { f ,g} est la variation de f
dans le flot de g, c’est-à-dire { f ,g}= d f (Xg). Ce qui est exactement Xg f .
2 On a Y f = d f (Y ) = iY (d f ) = iY iXfw = w(Y,Xf ).
3 Par les points 1 et 2.
4 On a { f ,g}= w(Xf ,Xg) = w(Xg,Xf ) = {g, f}. Et ainsi, { f ,g}= Xf g.
5 Soient f ,g,h 2 C •(M) et Xf ,Xh,Xg 2 XH(M) leurs champs vectoriels hamilto-
niens respectifs. Par la fermeture de la forme symplectique, on a :
0 = dw(Xf ,Xg,Xh)
= Xfw(Xg,Xh) Xgw(Xf ,Xh)+Xhw(Xf ,Xg)
 w([Xf ,Xg],Xh)+w([Xf ,Xh],Xg) w([Xg,Xh],Xf )
= Xf {h,g,}+Xg{ f ,h}+Xh{g, f}+[Xg,Xf ]h+[Xf ,Xh]g+[Xh,Xg] f
= {{h,g}, f}+{{ f ,h},g}+{{g, f},h}+XgXf h XfXgh+XfXhg
 XhXf g+XhXg f  XgXh f
= {{h,g}, f}+{{ f ,h},g}+{{g, f},h}+Xg{h, f}+Xf {g,h}
+Xf {g,h}+Xh{ f ,g}+Xh{ f ,g}+Xg{h, f}
= {{h,g}, f}+{{ f ,h},g}+{{g, f},h}+{{h, f},g}+{{g,h}, f}
+{{g,h}, f}+{{ f ,g},h}+{{ f ,g},h}+{{h, f},g}
= {{ f ,g},h}+{{h, f},g}+{{g,h}, f}
6 Par l’identité de Jacobi sur le crochet de Poisson, on a 0= { f ,{g,h}}+{h,{ f ,g}}+
{g,{h, f}} et donc { f ,{g,h}}+{g,{h, f}}= {h,{ f ,g}}, c’est-à-dire que l’on a
 Xf {g,h}+Xg{ f ,h}= X{ f ,g}h, i.e. XfXgh XgXf h= X{ f ,g}h, i.e. [Xf ,Xg]h=
 X{ f ,g}h et comme c’est pour tout h lisse on a de manière générale que [Xf ,Xg] =
 X{ f ,g}, i.e. le crochet de Lie de deux champs vectoriels hamiltoniens est un
champ vectoriel hamiltonien.
77 On a  d{ f ,g} = iX{ f ,g}w =  i[Xf ,Xg]w . Puisque le crochet de Lie de deux champ
vectoriels hamiltoniens est un champ vectoriel hamiltonien, il existe une fonction
h[Xf ,Xg] lisse définie à constante près par  i[Xf ,Xg]w = dh[Xf ,Xg]. Ainsi, à constante
près, il existe un h vérifiant { f ,g}= h[Xf ,Xg].
Remarque Une fonction f 2 C •(M) est nécessairement constante le long de son flot
hamiltonien puisque Xf f = { f , f}= 0.
Proposition 2.1.5. Pour K qui est R ou C, la formule d’Hamilton induit un isomor-
phisme d’algèbres de Lie (C •(M,K)/K,{,})' (XH(M,K), [, ]).
Démonstration. Soit (M,w) une variété symplectique. L’équation d’Hamilton envoie
f 2 C •(M) à un unique Xf 2 XH(M). De même, l’équation d’Hamilton envoie un X 2
XH(M) à un fX 2 C •(M) définit à constante près, puisque pour une constante c on a
d( fX +c) = d fX . D’autre part, 8 f ,g2C •(M) il existe un h2C •(M) définit à constante
près tel que { f ,g}= h[Xf ,Xg].
Définition (Potentiel symplectique) : Soit (M,w). Un « potentiel symplectique »Q sur
M est par définition une 1-forme telle que dQ= w .
Remarque Généralement, il n’existe pas de potentiel symplectique global. Néanmoins,
il en existe toujours localement.
Définition Soit (M,w) une variété symplectique. Soit F une distribution complexe sur
M, i.e. l’assignement pour tout x en M d’un sous-espace vectoriel Fx ⇢ (TxM)C de di-
mension constante surM. Soit F? la distribution symplectiquement perpendiculaire à F ,
i.e. 8x 2M,F?x := ker(iFxwx). On dit que F est :
1. symplectique si F = TM.
2. lagrangienne si F = F?.
3. isotrope si F ⇢ F?.
4. coisotrope si F? ⇢ F .
82.2 Structures Complexes
Références : (Kobayashi et Nomizu [12]), (Woodhouse [21]), (da Silva [6]), (Mo-
roianu [15]).
Sur les espaces vectoriels :
Définition ([12]) :Une « structure complexe » sur un espace vectoriel réelV (de dimen-
sion paire) est un endomorphisme linéaire J :V !V tel que J2 = idV (où J2 = J   J).
Je dénoterai par (V,J) un espace vectoriel muni d’une structure complexe.
Soit (V,J) un espace vectoriel réel de dimension réelle dimRV = 2n. On peut changer
le corpsR deV par le corpsC via la multiplication par un complexe définie comme étant
8a,b 2 R,A 2 V,(a+ ib)A = aA+bJA. Ceci fait de V un espace vectoriel complexe de
dimension complexe n que l’on dénote V (J).
De même, étant donné un espace vectoriel complexe W de dimension complexe n,
on peut reconstruire un espace vectoriel réel muni d’une structure complexe (V,J) de
dimension réelle 2n en posant J = i et en oubliant la multiplication par C.
Définition ([12]) : SoitV un espace vectoriel réel de dimension dimRV = 2n. On dit que
l’espace vectoriel complexeVC = {A+ iB|A,B2V} de dimension complexe dimCVC =
2n est le « complexifié de V ». On peut écrire VC =V   iV ou encore VC =V ⌦RC.
Définition ([21]) : Soit (V,w,J), un espace vectoriel symplectique réel de dimension
dimRV = 2nmuni d’une structure complexe J. Soit la forme bilinéaire g :V⇥V !R dé-
finie par 8A,B 2V,g(A,B) :=w(A,JB). On dit que la structure complexe J est « compa-
tible » avec w si g est non-dégénérée et symétrique sur V , i.e. si g est un produit pseudo-
riemannien sur V . On dit que J est positive quand g l’est (i.e. 8A 2V\{0},g(A,A) > 0),
i.e. si g est un produit riemannien.
Remarquons que si J est compatible avecw on a 8A,B2V quew(JA,JB)= g(JA,B)=
g(B,JA) = w(B,J2A) = w(B, A) = w(A,B) et donc w(J·,J·) = w(·, ·), i.e. J⇤w =
w . D’autre part, 8A,B 2 V on a w(A,JB) = w(JA,J2B) = w(JA, B) =  w(JA,B)
9et donc w(·,J·) =  w(J·, ·). De plus, on a 8A,B 2 V que g(JX ,JY ) = w(JX ,J2Y ) =
w(JX , Y ) = w(X ,JY ) = g(X ,Y ), i.e. g(J·,J·) = g(·, ·) et aussi g(J·, ·) =  g(·,J·). Et
puisque 8A 2 V,w(A,A) = 0 on a directement que 8A 2 V,g(JA,A) = 0. Puis 8A,B 2
V,w(A,B) = g(JA,B). Enfin, puisque 8A,B 2 V,g(JA,JB) = g(A,B), le produit g : V ⇥
V ! R est non seulement « riemannien » mais « hermitien » dans le sens qu’il est J-
invariant.
Structures induites sur VC :
La structure complexe J :V !V induit une structure complexe sur VC, que je déno-
terai aussi J, comme suit. Tout vecteur deVC s’écrit A+ iB pour A et B enV . Définissons
la structure complexe J surVC par J :VC!VC;J(A+ iB) = (JA)+ i(JB). Il est évident
qu’un tel J est un endomorphisme de VC tel que J2 = idVC .
SoitV un espace vectoriel réel de dimension réelle 2nmuni d’une structure complexe
J. Dénotons par V (1,0) le sous-espace vectoriel (complexe) de VC donné par V (1,0) :=
{A 2 VC|JA = iA} et par V (0,1) celui donné par V (0,1) = {A 2 VC|JA =  iA}. On a
donc que l’endomorphisme J : VC! VC préserve les sous-espaces vectoriels V (1,0) et
V (0,1). L’application V (J) ! VC;A 7! A  iJA est un isomorphisme entre V (J) et V (1,0)
et l’application V (J) ! VC;A 7! A+ iJA est un isomorphisme entre V (J) et V (0,1). On a
VC =V (1,0) +V (0,1), V (1,0) =V (0,1) et V (0,1) =V (1,0).
Soit V réel symplectique muni de J adapté à w . La forme symplectique w :V ⇥V !
C induit une structure symplectique surVC, que je dénoterai aussi w , comme suit. Toute
paire de vecteurs deVC s’écrit (A+ iB,C+ iD) pour A,B,C,D2V . Définissons la forme
symplectique w surVC par w :VC⇥VC!C;w(A+ iB,C+ iD) =w(A,C)+ iw(A,D)+
iw(B,C) w(B,D). Il est évident qu’un tel w est une forme symplectique sur VC. Re-
marquons que pour tout A  iJA,B  iJB 2V (1,0) on a w(A  iJA,B  iJB) = w(A,B) 
iw(A,JB)  iw(JA,B) w(JA,JB) = w(A,B)  iw(A,JB)+ iw(A,JB) w(A,B) = 0 et
donc w|V (1,0)⇥V (1,0) = 0, i.e. V (1,0) est un sous-espace lagrangien de (VC,w). De même,
pour tout A+ iJA,B+ iJB2V (0,1) on aw(A+ iJA,B+ iJB)= 0 et doncw|V (0,1)⇥V (0,1) = 0,
i.e. V (0,1) est aussi un sous-espace lagrangien de (VC,w).
Le produit hermitien (réel) g sur V induit par extension C-linéaire un produit bili-
néaire symétrique (complexe), aussi dénoté g, sur VC donné par 8A,B,C,D 2 V,g(A+
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iB,C+ iD) = g(A,C)+ ig(A,D)+ ig(B,C) g(B,D).
Le produit g :VC⇥VC!C sur VC induit un produit hermitien (complexe) h :VC⇥
VC ! C sur VC donné par 8X ,Y 2 VC,h(X ,Y ) := g(X ,Y ). Un tel produit hermitien
vérifie 8z1,z2 2 C,X ,Y 2VC,h(z1X ,z2Y ) = z1z2h(X ,Y ) et surtout :
1. 8X ,Y 2VC,h(X ,Y ) = h(X ,Y ) = h(Y,X)
2. 8X 2 (VC)\{0},h(X ,X) 2 R\{0}
3. 8X ,Y 2V (1,0),h(X ,Y ) = 0 et 8X ,Y 2V (0,1),h(X ,Y ) = 0
La propriété 3 revient à h|V (1,0)⇥V (0,1) = 0 et h|V (0,1)⇥V (1,0) = 0.
Soient w , h et J sur VC. La définition h(·, ·) := g(·¯, ·) revient à h(·, ·) = w(·¯,J·).
Structures induites sur V (J) :
Soit V réel symplectique muni de J adapté à w . Le produit hermitien g sur V et
la forme symplectique w sur V induisent un produit hermitien (complexe) hJ : V (J)⇥
V (J) ! C sur V (J) comme suit. Soient A,B 2 V quelconques. Ils sont aussi des élé-
ments de V (J). Définissons alors hJ(A,B) := g(A,B)+ iw(A,B) où à gauche de l’éga-
lité on considère A et B en V (J) et à droite en V . Ainsi, 8a,b,c,d 2 R, le produit
hermitien hJ((a+ ib)A,(c+ id)B) sur V (J) est défini comme g(aA+ bJA,cB+ dJB)+
iw(aA+bJA,cB+dJB) surV . La forme hermitienne hJ vérifie 8A,B2V (J),hJ(iA,B) =
 ihJ(A,B) puisque hJ(iA,B) = g(JA,B)+ iw(JA,B) =w(A,B)  iw(A,JB) =w(A,B) 
ig(A,B) = i(g(A,B)+ iw(A,B)) = ihJ(A,B). Pareillement, 8A,B 2V (J),hJ(A, iB) =
ihJ(A,B) et ainsi 8z1,z2 2 C,A,B 2 V (J),hJ(z1A,z2B) = z1z2hJ(A,B). De ceci et des
propriétés de w et de J découlent directement les trois propriétés d’un produit hermi-
tien (énumérées ci-haut) sur un espace vectoriel complexe. (Woodhouse [21]) utilise la
notation < ·, ·>J au lieu de hJ(·, ·).
On dit que gJ := Im(hJ) est une métrique kählerienne et que wJ := Im(hJ) est une
forme kählerienne sur V (J). Un triple (V,w,J) où J est compatible avec w peut ainsi
être vu comme une paire (V (J),hJ) que l’on dit être un « espace vectoriel kählerien » (le
produit hermitien hJ sous-tend gJ et wJ).
Remarques entre VC et V (J) :
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Soit (V,w,J) qui peut être vu comme (V (J),hJ) kählerienne. La forme hermitienne h :
VC⇥VC!C surVC restreinte àV (1,0) concorde avec le double de la forme hermitienne
hJ : V (J)⇥V (J) ! C sur V (J). En effet, soient A  iJA,B  iJB 2 V (1,0) quelconques où
A,B 2V . Calculons
h(A  iJA,B  iJB) = g(A,B)  ig(A,JB)+ ig(JA,B)+g(JA,JB)
= g(A,B)+ ig(JA,B)+ ig(JA,B)+g(A,B)
= 2g(A,B)+2iw(A,B)
= 2(g(A,B)+ iw(A,B))
= 2hJ(A,B)
Ainsi, h|V (1,0)⇥V (1,0) = 2hJ|V (J)⇥V (J) . De même, h|V (0,1)⇥V (0,1) = 2hJ|V (J)⇥V (J) .
Sur les variétés différentielles :
Définition SoitM, une variété différentielle de dimension paire. Une « structure presque-
complexe » surM est un tenseur J 2 G(TM⌦T ⇤M) tel que 8x2M,Jx : TxM! TxM et Jx
est une structure complexe sur TxM. La paire (M,J) est dite « variété presque-complexe».
Soit (M,J), une variété presque-complexe. On dénote par (TM)(J) le fibré vectoriel
complexe obtenu par (TM)(J) =
F
x2M(TxM)(J). De la même manière, on dénote par
(TM)C le fibré vectoriel complexe obtenu par (TM)C =
F
x2M(TxM)C.
Définition On définit le « tenseur de Nijenhuis NJ » d’une structure presque-complexe
J par 8X ,Y 2 X(M),NJ(X ,Y ) := [X ,Y ] + J[JX ,Y ] + J[X ,JY ]  [JX ,JY ]. Une structure
presque-complexe J est dite « intégrable » si son tenseur de Nijenhuis NJ meurt identi-
quement sur tout M.
Définition Soit (M,w,J) une variété symplectique munie d’une structure presque-complexe
intégrable. Pour tout x 2M, définissons l’application bilinéaire gx : TxM⇥TxM!R par
8A,B 2 TxM,gx(A,B) := wx(A,JB). On dit que J est « compatible » avec w si g est une
métrique riemannienne. Puisque J est intégrable, on peut voir (M,w,J) comme variété
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complexeM(J) munie d’un produit hermitien hJ , auquel cas on dit que (M(J),hJ) est une
variété « kählerienne » de métrique kählerienne gJ = Re(hJ) et de forme kählerienne
wJ = Im(hJ).
Exemple Soit (M,w,J), où M = R2, une variété symplectique de dimension 2 munie
d’une presque-complexe. En coordonnées de Darboux, w = dp^dq. Prenons J = dp⌦
∂
∂q  dq⌦ ∂∂ p 2 G(T ⇤M⌦TM). On a bien J2 = idTM puisque
J   J = (dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)  (dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)
= dp(dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)⌦ ∂
∂q
 dq(dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)⌦ ∂
∂ p
=  dq⌦ ∂
∂q
 dp⌦ ∂
∂ p
=  idTM
La structure presque-complexe J est compatible avec w puisque
g(·, ·) = w(·,J·) = (dp^dq)(·,(dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)·)
= dp(·)⌦ (dq(dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)·) dq(·)⌦ (dp(dp⌦ ∂
∂q
 dq⌦ ∂
∂ p
)·)
= dp(·)⌦ (dp(·)) dq(·)⌦ ( dq(·))
= (dp⌦dp+dq⌦dq)(·, ·)
et l’on a donc g = dp⌦ dp+ dq⌦ dq bilinéaire symétrique non-dégénérée. Regardons
M comme MC. Des coordonnées complexes sur MC sont données par {z, z¯} où z =
p+ iq et z¯ = p  iq. Ainsi, w = dp^ dq = i2dz^ dz¯. L’espace tangeant est donné par
(TM)C = spanC{ ∂∂ z , ∂∂ z¯} = spanC{ ∂∂ p , ∂∂q} où ∂∂ z = 12( ∂∂ p   i ∂∂q) et ∂∂ z¯ = 12( ∂∂ p + i ∂∂q).
Puisque ∂∂ p =
∂
∂ z+
∂
∂ z¯ ,
∂
∂q = i(
∂
∂ z  ∂∂ z¯), dp= dz+dz¯2 , dq= dz dz¯2i et J= dp⌦ ∂∂q dq⌦ ∂∂ p ,
on trouve J = idz⌦ ∂∂ z   idz¯⌦ ∂∂ z¯ . Comme ∂∂ p   iJ ∂∂ p = ∂∂ p   i ∂∂q = ∂∂ z , on peut écrire
(TM)(1,0) = spanC{ ∂∂ z} et de même (TM)(0,1) = spanC{ ∂∂ z¯}. On a bien que (TM)(1,0) et
(TM)(0,1) sont des sous-fibrés propres de J (de valeurs propres i et  i respectivement).
Et l’on a aussi que (TM)(1,0) et (TM)(0,1) sont des sous-fibrés lagrangiens de (TM)C.
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Un calcul direct de h= g+ iw montre que h= dz¯⌦dz.
Puisque dimRR2 = 2, le tenseur de Nijenhuis NJ meurt identiquement sur tout R2.
Donc J est intégrable. Donc (R2,w,J) est kählerienne. Donc on peut voir M = R2
comme une variété complexe M(J) = C. La base spanR{ ∂∂ p , ∂∂q} = spanR{ ∂∂ p ,J ∂∂ p} de
TM induit la base spanC{ ∂∂ p} de (TM)(J). Puisque g est bilinéaire symétrique non-
dégénérée posons hJ := g+ iw comme structure hermitienne induite sur (TM)(J). De
même on a wJ := Im(hJ) comme forme kählerienne sur M(J). |
Remarque Tout comme on peut écrire X(M) = G(TM), on peut écrire X(M;C) =
G((TM)C). Les champs vectoriels holomorphes sont en G((TM)(1,0)) et ceux anti-holomorphes
sont en G((TM)(0,1)). Une polarisation donnée par les champs vectoriels anti-holomorphes
sont donc en G((TM)(0,1)).
Définition Soient (M,J) et (M0,J0) deux variétés munies de structures presque-complexes.
Une fonction complexe f :M! C est dite « holomorphe » si d f   J = id f . Une appli-
cation F :M!M0 est dite « pseudo-holomorphe », ou encore « (J,J0)-holomorphe », si
F⇤   J = J0  F⇤.
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2.3 Groupes et Algèbres de Lie
Références : (Kobayashi et Nomizu [12])
Définition (Groupe de Lie [12]) : Un « groupe de Lie » est un groupe G qui est aussi
une variété (lisse et réelle) de dimension finie et dans lequel les opérations de multi-
plication G⇥G! G;(g,h) 7! gh et d’inversion G! G;g 7! g 1 sont des applications
lisses.
Remarque Les opérations « multiplication » et « inversion » sont lisses si l’application
(g,h) 7! g 1h est lisse.
Définition Soit G un groupe de Lie.
• On dénote « l’action à gauche sur G » par L : G⇥G! G;(g,h) 7! Lg(h) = gh.
• On dénote « l’action à droite sur G » par R : G⇥G! G;(g,h) 7! Rg(h) = hg.
• On dénote par Aut(G) le « groupe des automorphismes » deG (i.e. isomorphismes
de G dans G).
Remarque On peut voir les actions à gauche et à droite comme applications
L : G! Aut(G);g 7! Lg
R : G! Aut(G);g 7! Rg
Définition Définissons « l’automorphisme intérieur » f : G⇥G! G;(g,h) 7! fg(h) =
ghg 1.
Remarque L’automorphisme intérieur vérifie 8g 2 G, fg = Rg 1Lg = LgRg 1 et peut
ainsi être vu comme f : G! Aut(G);g 7! fg.
Définition Soit A 2 X(G). On dit de A qu’il est
1. « invariant à gauche » s’il est invariant sous le poussé-en-avant de l’action à
gauche, i.e. si 8g,h 2 G,(Lg)⇤Ah = Agh.
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2. « invariant à droite » s’il est invariant sous le poussé-en avant de l’action à droite,
i.e. si 8g,h 2 G,(Rg)⇤Ah = Ahg.
Le crochet de Lie sur les champs vectoriels [·, ·] : X(G)⇥X(G)! X(G);A,B 7!
[A,B] est bilinéaire, alterné et vérifie l’identité de Jacobi. Le poussé-en-avant d’auto-
morphismes de G préserve le crochet de Lie. Ainsi, pour A,B 2 X(G), tous deux inva-
riants à gauche, i.e. 8g 2 G,(Lg)⇤A= A et (Lg)⇤B= B, on a [A,B] = [(Lg)⇤A,(Lg)⇤B] =
(Lg)⇤[A,B] et donc [A,B] est invariant à gauche. Ainsi, le crochet de Lie envoie deux
champs vectoriel invariants à gauche à un champ vectoriel invariant à gauche.
Définition (Algèbre de Lie d’un groupe de Lie [12]) : L’algèbre de lie g d’un groupe
de lie G est définie comme étant l’ensemble des champs vectoriels invariants à gauche
sur G avec l’addition, la multiplication et l’opération crochet usuelle. C’est-à-dire g :=
{A2X(G)|8g2G,(Lg)⇤A= A}muni du crochet de Lie [·, ·] : g⇥g! g;(A,B) 7! [A,B].
On dénote aussi g par Lie(G).
Proposition 2.3.1. g est isomorphe à TeG muni du crochet de Lie.
Démonstration. Soit A 2 g. Alors Ae 2 TeG est uniquement défini. Inversement, soit
Ae 2 TeG. En prenant A 2X(G) tel que 8g 2G,Ag := (Lg)⇤Ae on a 8g,h 2G,(Lg)⇤Ah =
(Lg)⇤(Lh)⇤Ae = (LgLh)⇤Ae = (Lgh)⇤Ae = Agh. Donc A 2 g. Enfin pour tout g 2 G, (Lg)⇤
préserve le crochet.
Proposition 2.3.2. L’action à droite induit une application (R)⇤e : TeG! g;Ae 7! A.
Démonstration. L’action à droite R : G ! Aut(G) a que (R)⇤ : TG ! TRAut(G) et
Re = idG, et donc (R)⇤e : TeG ! TidGAut(G). Ce qui revient à (R)⇤e : TeG ! X(G).
Remarquons que 8g,h 2 G,Rg(h) = hg = Lh(g) et ainsi, 8g 2 G,R(g)⇤ = (Lg)⇤. Donc,
8Ae 2 TeG on a (R⇤Ae)g = R(g)⇤Ae = (Lg)⇤Ae. C’est-à-dire que 8Ae 2 TeG, l’applica-
tion R⇤ envoie Ae 2 TeG à un champ vectoriel invariant à gauche sur G. Donc, l’action à
droite nous donne en fait une application (R)⇤e : TeG! g;Ae 7! A.
Je garderai la notation g pour les champs vectoriels invariants à gauche sur G et TeG
pour le tangeant à l’identité de G. Évidemment, dim(g) = dim(TeG) = dim(G). Donc g
a la structure d’un espace vectoriel de dimension dim(G).
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Définition Puisque l’automorphisme intérieur fg : G! G est un isomorphisme lisse,
l’application ( fg)⇤ : ThG ! Tghg 1G envoie aussi des champs vectoriels sur G à des
champs vectoriels surG. Définissons pour tout g2G l’application Adg :=( fg)⇤ :X(G)!
X(G). Ainsi, Adg = (Rg 1Lg)⇤ = (LgRg 1)⇤ = (Rg 1)⇤(Lg)⇤ = (Lg)⇤(Rg 1)⇤.
Remarque Remarquons que pour A 2 g, on a par invariance à gauche de A que 8g,h 2
G,AdgAh = (Rg 1)⇤(Lg)⇤Ah = (Rg 1)⇤Agh, i.e. 8g,h2G,A2 g on a AdgAh = (Rg 1)⇤Agh.
Proposition 2.3.3. L’application Ad : G! Aut(g) est une représentation de G sur g.
Démonstration. Soit A 2 g quelconque. On a 8g,h 2 G,(Lh)⇤AdgA = (Lh)⇤(Rg 1)⇤A =
(LhRg 1)⇤A= (Rg 1Lh)⇤A= (Rg 1)⇤(Lh)⇤A= (Rg 1)⇤A= AdgA, i.e. AdgA est invariant à
gauche. D’autre part, puisque 8g 2G,Adg = ( fg)⇤ et que fg est un automorphisme, on a
8g2G,A,B2 g,Adg[A,B] = [AdgA,AdgB], i.e. 8g2G,Adg : g! g. Ensuite, 8g1,g2 2G
et 8A2 g, on a Adg1g2A=(R(g1g2) 1)⇤A=(Rg 12 g 11 )⇤A=(Rg 11 Rg 12 )⇤A=(Rg 11 )⇤(Rg 12 )⇤A=
Adg1Adg2A. Donc Adg1g2 =Adg1Adg2 , i.e. Ad est un homomorphisme de groupes. Puisque
g a la structure d’un espace vectoriel de dimension finie dim(G), l’application Ad :G!
Aut(g) est une représentation de G sur g.
Définition La représentation Ad :G!Aut(g) est dite « représentation adjointe de G ».
Remarque Remarquons que Adg envoie TeG à TeG. Remarquons aussi que dans le cas
d’un groupe de Lie abélien on a 8g,h2G,(Rg 1Lg)h= ghg 1 = gg 1h= h et donc fg =
Rg 1Lg = idG. Ainsi, Adg = ( fg)⇤ = (idG)⇤ = idTG. C’est-à-dire que la représentation
adjointe d’un groupe de Lie abélien est triviale.
Définition Une forme différentielle w sur G est dite « invariante à gauche » si pour tout
g,h 2 G on a (Lg)⇤wh = wh, ce qui revient à wgh(Lg)⇤ = wh.
Remarque Si w est une forme invariante à gauche sur G, alors dw = d((Lg)⇤w) =
(Lg)⇤dw . Ainsi, la dérivée extérieure d’une forme invariante à gauche est aussi invariante
à gauche.
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Définition On définit l’espace vectoriel dual g⇤ par l’ensemble des 1-formes invariantes
à gauche sur G, i.e. g⇤ = {w 2W1(G)|(Lg)⇤wh = wh,8g,h 2 G}.
Proposition 2.3.4. g⇤ est l’espace dual de l’algèbre de Lie g dans le sens que pour A2 g
et w 2 g⇤, la fonction w(A) est constante sur G.
Démonstration. La condition wgh(Lg)⇤ = wh est équivalente à wg = we(Lg 1)⇤ et donc
8g 2 G,A 2 g,wg(Ag) = we((Lg 1)⇤Ag) = we(Ae) = c, une constante.
Proposition 2.3.5. 8A,B 2 g,w 2 g⇤,dw(A,B) = w([A,B]).
Démonstration. Puisque pourw 2 g⇤ et A,B2 g quelconques on aw(A) etw(B) constants,
alors dw(A,B) = Aw(B) Bw(A) w([A,B]) = w([A,B]).
On dit que dw(A,B) = w([A,B]) est la formule de Maurer-Cartan.
Définition La « 1-forme canonique » (ou forme de Maurer-Cartan) q sur G est la 1-
forme invariante à gauche et à valeurs en TeG déterminée de manière unique par qe(Ae)=
Ae, Ae 2 TeG.
Il est aisé de voir que 8g 2G,A 2 g on a qg(Ag) = Ae. Ainsi 8g 2G,A 2 g,qg(Ag) =
(Lg 1)⇤Ag. Un calcul direct montre que 8A,B 2 g,q([A,B]) = [q(A),q(B)]. La formule
de Maurer-Cartan appliquée à la 1-forme de Maurer-Cartan se réécrit naturellement en
8A,B 2 g,dq(A,B) =  [q(A),q(B)] ou même dq(A,B) =  (q ^ q)(A,B). Et puisque
[q ,q ](A,B) = [q(A),q(B)]  [q(B),q(A)] = 2[q(A),q(B)] on peut écrire dq(A,B) =
 12 [q ,q ](A,B).
Proposition 2.3.6. 8g,h 2 G,Adgqh = qghg 1Adg.
Démonstration. Puisque Adg = ( fg)⇤ = (Rg 1Lg)⇤ et qh = (Lh 1)⇤, on a
Adgqh = (Rg 1Lg)⇤(Lh 1)⇤ = (Rg 1LgLh 1)⇤ = (Rg 1Lgh 1)⇤
= (Lgh 1Rg 1)⇤ = (Lgh 1g 1LgRg 1)⇤ = (L(ghg 1) 1)⇤(LgRg 1)⇤
= qghg 1Adg
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Lorsqu’il n’y a pas d’ambiguïté, j’écrirai simplement (Ad)q = q(Ad).
Remarque Sur un groupe de Lie linéaire G, on a 8g 2G que (Lg)⇤ = Lg et (Rg)⇤ = Rg.
Ainsi, pour A2 g on a Ag = gAe. De même, qg = Lg 1 . On a bien qg(Ag) = g 1gAe = Ae.
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2.4 Action d’un groupe de Lie
Références : (Kobayashi et Nomizu [12]).
Définition (Action d’un groupe de Lie [12]) : Soient un groupe de Lie G et une variété
M. On dit que G agit différentiablement par la droite surM via F :M⇥G!M;(x,g) 7!
Fg(x) si les conditions suivantes sont satisfaites :
1. Tout élément g 2 G induit une transformation Fg de M, dénotée par x! x · g =
Fg(x) où x 2M ;
2. F :M⇥G!M;(x,g) 7! x ·g=Fg(x) est une application différentiable ;
3. x · (g ·h) = (x ·g) ·h,8g,h 2 G et x 2M.
Pour un x 2M, j’entendrai par {x ·g|g 2 G} la G-orbite passant par x.
Soit Diff(M), le groupe des difféomorphismes de M muni de la loi de composi-
tion d’applications, dont l’élément identité est idM. L’action de G sur M donnée par
F :M⇥G!M;(x,g) 7! x ·g=Fg(x) peut se reformuler en F :G!Diff(M);g 7!Fg.
L’application F :G!Diff(M) est différentiable. Soit im(F), l’image de F, vue comme
application F : G! Diff(M).
Définition DiffF(M) := im(F) = {F 2 Diff(M)|9g 2 G;F =Fg}.
Proposition 2.4.1. F : G! Diff(M) est un antihomomorphisme.
Démonstration. 8g,h 2 G,x 2M on a Fgh(x) = x · (gh) = (x · g) · h = Fh(x · g) = Fh  
Fg(x).
Proposition 2.4.2. DiffF(M) muni de la loi de composition d’applications est un sous-
groupe de Diff(M).
Démonstration. Montrons que DiffF(M) est bel et bien un groupe. La composition
d’éléments de DiffF(M) est aussi en DiffF(M) car tout élément de DiffF(M) s’écrit
Fg pour un g 2 G et que pour deux Fg,Fh 2 DiffF(M) on a FgFh = Fhg 2 DiffF(M).
20
D’autre part, pour e l’élément identité enG on aFg= idM l’élément identité en DiffF(M).
Puis DiffF(M) est associatif puisqueG est associatif et 8g1,g2,g3 2G on aFg1(Fg2Fg3)=
Fg1Fg3g2 =Fg3g2g1 =Fg2g1Fg3 =(Fg1Fg2)Fg3 . Enfin, pour tout élémentFg 2DiffF(M)
il existe un élément inverse (Fg) 1 = Fg 1 car G est un groupe et g a son inverse g 1
et Fg(Fg) 1 =FgFg 1 =Fg 1g =Fe = idM et de même pour (Fg) 1Fg = idM. Enfin,
DiffF(M) est un sous-groupe de Diff(M) puisque DiffF(M) est un sous-ensemble de
Diff(M).
Remarque Alors que Diff(M) est un groupe de dimension infinie, DiffF(M) est un
groupe de dimension finie puisque G est de dimension finie et F est différentiable.
Une analyse plus élaborée de Diff(M) en tant que groupe de Lie est délicate puisque
de dimension infinie. Par souci de simplicité, je vais donc restreindre la suivante étude
au groupe de Lie de dimension finie DiffF(M). L’application F : G! Diff(M) induit
naturellement une applicationG!DiffF(M) en se restreignant à son image que j’écrirai
aussi F, i.e. F : G! DiffF(M).
Définition Une action F de G surM est dite « transitive » sur un sous-ensembleU ⇢M
si 8x,y 2U,9g 2 G tel que y= x ·g.
Remarque Pour tout x 2M, l’action F de G surM est transitive sur la G-orbite passant
par x.
Définition On dit que G agit « efficacement » (resp. « librement ») sur M si Fg(x) =
x,8x 2M (resp. pour au moins un x 2M) implique que g= e.
Remarque Agir librement est plus fort qu’agir efficacement, i.e. une action libre est
efficace mais une action efficace n’est pas toujours libre.
Exemple L’action canonique du groupe (C⇤, ·) sur lui-même est libre et efficace, mais
l’action canonique de (C⇤, ·) sur (C, ·) est efficace mais pas libre puisque l’origine de
(C, ·) est un point fixe sous l’action canonique de (C⇤, ·) sur (C, ·).|
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Remarquons que F : G! DiffF(M) agit efficacement si Fg = idM ) g = e. En
notant ker(F) = {g 2G|Fg = idM}, on a que F est efficace si ker(F) = e, ce qui revient
à dire que F est injectif.
Par définition, l’application F : G! DiffF(M) est surjective. Puisqu’une action ef-
ficace F implique F injective, on en conclut que si F agit efficacement alors F : G!
DiffF(M) est bijective, et en particulier est un antiisomorphisme (i.e. un antihomomor-
phisme de groupes bijectif).
Remarque À partir d’ici je ne considérerai que des actions de groupes de Lie effi-
caces. Ainsi, F : G! DiffF(M) sera toujours un antiisomorphisme et son inverse F 1 :
DiffF(M)! G;Fg 7! F 1(Fg) = g est bien défini. D’autre part, DiffF(M) devient un
groupe de Lie antiisomorphe à G et tout élément de DiffF(M) s’écrit Fg pour un unique
g 2 G.
L’action à gauche L : G! Aut(G);g 7! Lg telle que Lg : G! G;Lg(h) = gh (resp.
à droite R : G! Aut(G);g 7! Rg telle que Rg : G! G;Rg(h) = hg) sur G s’envoie via
l’antiisomorphisme F à une action à droite R˜ : DiffF(M)! Aut(DiffF(M));Fg 7! R˜Fg
telle que R˜Fg : Diff
F(M)!DiffF(M); R˜Fg(Fh) =FhFg (resp. à gauche L˜ : DiffF(M)!
Aut(DiffF(M));Fg 7! L˜Fg telle que L˜Fg : DiffF(M)!DiffF(M); L˜Fg(Fh) =FgFh) sur
Diff(M). On a que R˜Fg = FLgF 1 et L˜Fg = FRgF 1 . En effet, 8Fh 2 DiffF(M) on a
R˜Fg(Fh) =FhFg =Fgh =FLgh =FLgF 1(Fh) (resp. L˜Fg(Fh) =FgFh =Fhg =FRgh =
FRgF 1(Fh)).
D’autre part, puisque (F 1)⇤= (F⇤) 1, de R˜Fg =FLgF 1 et L˜Fg =FRgF 1 on trouve
que (R˜Fg)⇤=F⇤(Lg)⇤(F) 1⇤ et (L˜Fg)⇤=F⇤(Rg)⇤(F) 1⇤ . Ce qui se reformule en (R˜Fg)⇤F⇤=
F⇤(Lg)⇤ et (L˜Fg)⇤F⇤ =F⇤(Rg)⇤.
De même, l’automorphisme intérieur f : G! Aut(G); fg = Rg 1Lg = LgRg 1 de G
s’envoie via F à f˜ : DiffF(M)! Aut(DiffF(M)); f˜Fg = L˜FgR˜Fg 1 = R˜Fg 1 L˜Fg . On a
donc f˜Fg = L˜FgR˜Fg 1 =FRgF 1FLg 1F 1 =F(Lg 1F 1)(RgF 1) =F(Lg 1Rg)F 1 =F fg 1F 1 ,
c’est-à-dire f˜Fg =F fg 1F 1 .
L’algèbre de Lie de G est g = {A 2 X(G)|(Lg)⇤A = A,8g 2 G} muni du crochet de
Lie [·, ·]. PuisqueF :G!DiffF(M) est bijectif, il pousse-en-avant les champs vectoriels
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sur G à des champs vectoriels sur DiffF(M).
Définition DéfinissonsDF(M) :=F⇤(g) = {F⇤A2X(DiffF(M))|A2 g} et munissons-
le du crochet de Lie de g poussé-en-avant par F, i.e. F⇤[, ] = [F⇤,F⇤]
Proposition 2.4.3. DF(M) = {A 2 X(DiffF(M))|(R˜Fg)⇤A =A ,8Fg 2 DiffF(M)}.
Démonstration. Soit un Fg 2 DiffF(M) quelconque et un A 2 DF(M) tel que A =
F⇤A. Alors, (R˜Fg)⇤A =F⇤(Lg)⇤(F) 1⇤ A =F⇤(Lg)⇤A=F⇤A=A , c’est-à-dire (R˜Fg)⇤A =
A ,8Fg 2 DiffF(M),8A 2DF(M).
Dit autrement, l’antiisomorphisme de groupes F : G! DiffF(M) induit un antii-
somorphisme d’algèbres de Lie F⇤ : g! DF(M) dans le sens que les champ vecto-
riels invariants à gauche sur G s’envoient à des champs vectoriels invariants à droite sur
DiffF(M).
Alors que sur G on a définit Adg : g! g par Adg = ( fg)⇤,8g 2 G, définissons fAdFg :
DF(M)!DF(M) par fAdFg := ( f˜Fg)⇤,8Fg 2DiffF(M). C’est-à-dire fAdFg = ( f˜Fg)⇤ =
(L˜FgR˜Fg 1 )⇤ = (L˜Fg)⇤(R˜Fg 1 )⇤. Cela nous donne la représentation adjointe de Diff
F(M)
surDF(M). Alors que pour A2 g on a 8g2G que (Lg)⇤A= A et donc AdgA= (Rg 1)⇤A,
pourA 2DF(M) on a 8Fg 2DiffF(M) que (R˜Fg)⇤A =A et doncfAdFgA =(L˜Fg)⇤A .
En effet, fAdFgA = (L˜Fg)⇤(R˜Fg 1 )⇤A = (L˜Fg)⇤A .
Proposition 2.4.4. 8g 2 G,fAdFg =F⇤Adg 1(F⇤) 1.
Démonstration. Puisque (L˜Fg)⇤ = F⇤(Rg)⇤(F⇤) 1 et (R˜Fg 1 )⇤ = F⇤(Lg 1)⇤(F⇤)
 1, on
peut calculer directement
fAdFg = (R˜Fg 1 L˜Fg)⇤ = (R˜Fg 1 )⇤(L˜Fg)⇤ =F⇤(Lg 1)⇤(F⇤) 1F⇤(Rg)⇤(F⇤) 1
= F⇤(Lg 1)⇤(Rg)⇤(F⇤) 1 =F⇤(Lg 1Rg)⇤(F⇤) 1 =F⇤( fg 1)⇤(F⇤) 1
= F⇤Adg 1(F⇤) 1
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Ainsi, fAdFgF⇤ =F⇤Adg 1 .
DénotonsDF(M)|idM parDFidM(M). On a un isomorphisme entreDF(M) etDFidM(M)
donné pour A 2 DF(M) par sa valeur en idM. De même, on a l’isomorphisme in-
verse prenant un AidM 2 DFidM(M) et en l’envoyant à sa (R˜FG)⇤-orbite A 2 DF(M).
Remarquons que DFidM(M) est le tangeant à l’identité de Diff
F(M), i.e. DFidM(M) =
TidMDiff
F(M).
Sachant que X(M) = TidMDiff(M) est l’espace des champ vectoriels différentiables
sur M, définissons XF(M) := DFidM(M) = TidMDiff
F(M) ( TidMDiff(M) comme étant
l’ensemble des champ vectoriel fondamentaux surM. PourA 2DF(M),AidM 2XF(M)
est un champ vectoriel fondamental surM. Soit le A 2 g tel que F⇤A=A . Pour concor-
der avec la notation de (Kobayashi et Nomizu [12]), dénotons par A⇤ le champ vectoriel
fondamental sur M correspondant à A via la relation A⇤ = (F⇤A)idM . Puisque Fe = idM,
on peut aussi écrire la relation comme étant A⇤ = F⇤eAe (que j’écrirai le plus sou-
vent A⇤ = F⇤Ae). Soit q , la 1-forme de Maurer-Cartan sur G, qui vérifie par définition
q(A) = Ae,8A 2 g. Alors on peut écrire la relation comme étant A⇤ =F⇤q(A). Définis-
sons s =F⇤q , une 1-forme sur G, invariante à gauche puisque constante sur tout G pour
un A2 g, et à valeurs en XF(M). PuisqueF est un anti-isomorphisme et g est isomorphe
à TeG, on a donc un isomorphisme entre les A 2 g et les champ vectoriels fondamentaux
A⇤ 2 XF(M) donné par s(A) = A⇤. Donc l’espace des champs vectoriels fondamentaux
est de dimension dim(XF(M)) = dim(g) = dim(G). Une base {E1, ...,En}, n= dim(G),
de TeG induit donc une base de XF(M) donnée par F⇤{E1, ...,En}= {F⇤E1, ...,F⇤En}.
Remarquons que A 2 g est partout non-nul sur G si et seulement si Ae 2 TeG est
non-nul. Je dirai qu’un A 2 g est non-nul s’il est partout non-nul sur G.
Proposition 2.4.5. Dans le cas d’une action F libre, si A 2 g est non-nul, alors son
champ vectoriel fondamental A⇤ est partout non-nul.
Démonstration. En effet, supposons que F agit librement et que A 2 g est non-nul.
Puisque A est uniformément non-nul, Ae = q(A) 2 TeG est non-nul. La liberté d’ac-
tion de F revient à dire que 8x 2M l’application F(x) : G!M n’est jamais constante.
C’est-à-dire que (F(x))⇤ : TG! TF(x)M est uniformément non-nulle sur G, et donc que
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l’application (F(x))⇤ : TeG! TxM est non-nulle. Mais (F(x))⇤ : TeG! TxM est préci-
sément l’application (F⇤)|x : TeG!XF(M)|x. Et comme (A⇤)x = (F⇤)xAe = (F(x))⇤Ae
où (F(x))⇤ est non-nulle et Ae est aussi non-nul, on en conclut que 8x 2M,(A⇤)x 6= 0.
C’est-à-dire que A⇤ 2 XF(M) est partout non-nul.
L’action F :M⇥G!M vue, pour un g 2 G quelconque, comme Fg :M!M;x 7!
x ·g nous donne (Fg)⇤ : TM! TFgM. On a s =F⇤q : g! XF(M) qui est équivalent à
s = (F⇤)eq : g! XF(M). Soit un A 2 g et A⇤ = s(A) 2 XF(M), son champ vectoriel
fondamental associé.
Proposition 2.4.6. Il est vrai que 8g 2G,A 2 g, le champ vectoriel fondamental corres-
pondant à Adg 1A est (Fg)⇤A⇤, i.e. que 8A 2 g,8g 2 G,s(Adg 1A) = (Fg)⇤s(A).
Démonstration. Soit A⇤ = s(A) et A = F⇤A (on a ainsi A⇤ = AidM ). Je vais montrer
que s(Adg 1A) = (Fg)⇤A⇤. On a s = F⇤q et 8g 2 G,F⇤Adg = fAdFg 1F⇤. On a vu
dans la dernière section que 8g2G,Adgq = qAdg. Ainsi, s(Adg 1A) =F⇤q(Adg 1A) =
F⇤Adg 1q(A) = fAdFgF⇤Ae = fAdFgAidM . On a que fAdFg(Fg) 1⇤ = ( f˜Fg)⇤(Fg 1)⇤ =
( f˜FgFg 1 )⇤=( f˜Fe)⇤=(idDiffF(M))⇤= idDF(M). Donc,
fAdFg =(Fg)⇤. Ainsi,fAdFgAidM =
(Fg)⇤A⇤. C’est-à-dire s(Adg 1A) = (Fg)⇤A⇤.
Puisque s =F⇤q et que (Ad)q = q(Ad), on a que 8g2G,A2 g la relation s(Adg 1A)=
(Fg)⇤(s(A)) est équivalente àF⇤q(Adg 1A) = (Fg)⇤(F⇤q(A)), i.e. àF⇤(Adg 1q(A)) =
(Fg)⇤(F⇤Ae), i.e. à F⇤(Adg 1Ae) = (Fg)⇤(F⇤Ae). Ce qui nous servira dans la suivante
preuve et dans la preuve de la G-équivariance d’une forme de connexion a dans la pro-
chaine section.
Exemple Un groupe de LieG agit sur lui-même par la droite via l’action à droiteF= R.
Cette action est libre puisque pour tout g 6= e, on a 8x 2 G,Rg(x) = xg 6= x. Le champ
vectoriel fondamental correspondant à A 2 g est A⇤ = A 2 g et donné par A⇤ = s(A) =
R⇤q(A) = R⇤Ae. Comme vu plus haut, l’application R⇤ envoie Ae 2 TeG à son champ
vectoriel invariant à gauche, i.e. 8g 2 G,(R⇤Ae)g = (Lg)⇤Ae. On a donc que A⇤ = A,
i.e. que s = idg. La formule « 8A 2 g,8g 2 G,s(Adg 1A) = (Fg)⇤s(A) » y est bien
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vérifiée puisque Ad envoie de g à g et s = idg et (Fg)⇤ = (Rg)⇤ et pour A 2 g,g 2 G on
a Adg 1A= (Rg)⇤A.|
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2.5 Fibrés Principaux et Connexions
Références : (Kobayashi et Nomizu [12]), (Dupont [8]).
À propos des fibrés principaux :
Définition (Fibré principal [12]) : Soit M, une variété et G un groupe de Lie. Un «
G-fibré principal différentiable P de base M » consiste en une variété P et d’une action
par la droite F : P⇥G! P;(a,g) 7! a ·g=Fg(a) de G sur P satisfaisant les conditions
suivantes :
1. G agit librement sur P ;
2. M est l’espace quotient de P par la relation d’équivalence induite par G, i.e. M =
P/G, et la projection canonique p : P!M est différentiable ;
3. P est localement trivial, i.e. chaque point x 2M a un voisinageU tel que p 1(U)
est isomorphe à U ⇥G dans le sens qu’il y a un difféomorphisme Y : p 1(U)!
U⇥G tel queY(a) = (p(a),l (a)), où l est une application de p 1(U) vers G sa-
tisfaisant l (a ·g) = (l (a))g pour tout a2 p 1(U) et g2G (l est G-équivariante).
On dénote un G-fibré principal par p : P! M (où G est sous-entendu connu). On
nomme :
• P « l’espace total » ou « espace fibré » ;
• M « l’espace de base » ;
• G « le groupe structurel » ;
• p « la projection canonique ».
Soit x2M et un a2P tel que p(a) = x. On a p 1(x) = {a ·g|g2G}. On voit bien que
M est l’espace des G-orbites en P (i.e. l’espace des fibres du fibré). En effet, les fibres
du fibré sont les G-orbites en P. Sous-tendant une application l qui est G-équivariante,
les difféomorphismes locaux Y impliquent que les G-orbites sont difféomorphes à G.
L’action F de G sur P est transitive dans une même G-orbite.
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Alors qu’une trivialisation locale de P est par définition toujours possible, une tri-
vialisation globale (i.e. une application globale Y : P! M⇥G) ne l’est pas toujours.
Un exemple particulier de G-fibré principal globablement trivial est donné par le produit
cartésien d’une variétéM et d’un groupe de Lie G. On a que P=M⇥G est globalement
trivial, et on le dit tout simplement « trivial ». Pour tout g2G l’action à droiteFg :P!P
peut ainsi être explicitée enFg = (idM,Rg) :M⇥G!M⇥G;(x,h) 7! (x,h) ·g= (x,hg).
En fait, il serait possible de démontrer que p : P!M est trivial si et seulement s’il
admet une section globale s :M! P.
Tel que vu dans la dernière section, soit q la 1-forme de Maurer-Cartan sur G et
s = F⇤q : g! XF(P);A 7! A⇤ l’isomorphisme entre l’algèbre de Lie g de G et les
champs vectoriels fondamentaux A⇤ 2 XF(P). Puisque l’action F de G envoie chaque
fibre à elle-même, A⇤ 2 XF(P) est toujours tangeant aux G-orbites en P. Tel que vu
dans la dernière section, la liberté d’action de F implique que si A 2 g est non-nul, alors
A⇤ est partout non-nul. La liberté d’action implique l’efficacité d’action et donc que
F : G! DiffF(P) est un antiisomorphisme et donc qu’à chaque X 2 XF(P) correspond
un unique A 2 g tel que A⇤ = X (donc la dimension de chaque fibre est dim(g)). D’autre
part, 8a2 P, le tangeant en a de la fibre passant par a est isomorphe à g en tant qu’espace
vectoriel. Et encore une fois, tel que vu dans la dernière section, on a que 8g 2G,A 2 g,
le champ vectoriel fondamental correspondant à Adg 1A est (Fg)⇤A⇤.
En tant que fibré, un G-fibré principal, p : P!M a des fonctions de transitions entre
les trivialisations locales. Soit {Ua}, un recouvrement ouvert de M muni des trivialisa-
tions localesYa : p 1(Ua)!Ua⇥G;a 7! (p(a),la(a)) où la est G-équivariant. Pour
a 2 p 1(Ua \Ub ) on a directement lb (a · g)(la(a · g)) 1 = lb (a)gg 1(la(a)) 1 =
lb (a)(la(a)) 1, et donc Y˜ba(a) := lb (a)(la(a)) 1 est constant le long de la G-orbite
passant en a et ne dépend ainsi que de p(a). On peut définir une application Yba :Ua \
Ub ! G par Yba(p(a)) = Y˜ba(a) = lb (a)(la(a)) 1 (puisque Y˜ba est G-invariante).
La famille des applicationsYba est nommée « fonctions de transition » du G-fibré prin-
cipal p : P! M correspondant au recouvrement ouvert {Ua} de M (les fonctions de
transitions servent à recoller les trivialisations locales entre-elles). Un autre calcul direct
montre que Yga(x) =Ygb (x)Yba(x) pour x 2Ua \Ub \Ug .
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Acceptons sans preuve la proposition suivante :
Proposition 2.5.1. [12] : Soit M une variété, {Ua} un recouvrement ouvert de M et G
un groupe de Lie. Donné une application Yba :Ua \Ub ! G pour chaque intersection
non-vide Ua \Ub , de telle manière que 8x 2Ua \Ub \Ug ,Yga(x) = Ygb (x)Yba(x),
alors on peut construire un G-fibré principal p : P! M avec fonctions de transition
Yba .
À propos des connexions :
Soit p : P! M un G-fibré principal. Tel que vu plus tôt, en chaque point a 2 P,
les champs vectoriels fondamentaux A⇤ 2 XF(P) sont tangeants aux G-orbites. Pour
A 2 g non-nul, on a A⇤a non-nul. L’ensemble des A 2 g génère donc un sous-espace
vectoriel à l’espace tangeant de P en a que l’on dénote Ga ⇢ TaP, l’espace tangeant
en a de la fibre passant par a. Puisque F agit différentiablement, l’application a 7! Ga
est une distribution vectorielle différentiable de P. D’autre part, puisque 8g 2 G,A 2
g,s(Adg 1A) = (Fg)⇤(s(A)) est aussi vertical, où (Fg)⇤ : TaP 7! Ta·gP, on a que 8g 2
G,a 2 P,Ga·g = (Fg)⇤Ga, i.e. la distribution a 7!Ga est invariante sous l’action F de G.
Définition (Connexion d’Ehresmann [12]) : Une « connexion» G sur P est l’assigne-
ment d’un sous-espace Qa de TaP à chaque a 2 P tel que :
1. TaP= Ga Qa ;
2. Qa·g = (Fg)⇤Qa pour chaque a 2 P et g 2 G ;
3. Qa dépend différentiablement de a.
Ainsi, tout comme a 7! Ga, la distribution a 7! Qa est invariante sous G. On nomme
Ga le « sous-espace vertical » et Qa le « sous-espace horizontal » de TaP. De même,
on nomme l’application a 7! Ga la « distribution verticale » et a 7! Qa la « distribution
horizontale ». Un vecteur X 2 TaP est dit « vertical » s’il repose en Ga et « horizontal »
s’il repose en Qa. Puisque 8a 2 P,TaP = Ga Qa, tout vecteur X 2 TaP se décompose
de manière unique en X = Y +Z où Y 2 Ga et Z 2 Qa. On nomme Y la « composante
verticale » de X que l’on dénote vX et Z la « composante horizontale » de X l’on dénote
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par hX . Puisque a 7! Ga et a 7! Qa sont des distributions différentiables, tout X 2 X(P)
se décompose de manière unique en X = vX +hX où vX ,hX 2 X(P). Remarquons que
tout champ vectoriel fondamental A⇤ 2XF(P) est vertical, mais que tout champ vectoriel
vertical n’est généralement pas fondamental.
Étant donné une connexion G en P, on définit une 1-forme a sur P à valeurs en TeG
comme suit. Soit X 2 X(P) et vX sa composante verticale. Puisque vXa 2 Ga et que Ga
est isomorphe à g, on a qu’il existe un unique A 2 g tel que (A⇤)a = vXa. On définit ainsi
a en a 2 P par aa(Xa) = Ae 2 TeG où (A⇤)a = vXa. La forme a est nommée « forme de
connexion » de la connexion d’Ehresmann G.
Remarquons que 8a 2 P,X 2 X(P),(F⇤(aa(Xa)))a = vXa, et ainsi a(X) = 0 si et
seulement si X est horizontal. D’autre part 8A2 g,a(A⇤) =Ae 2 TeG, i.e. a est constante
sur les champs vectoriels fondamentaux (ce qui s’apparente au fait que la 1-forme de
Maurer-Cartan sur G est constante sur les champs vectoriels invariants à gauche sur G,
i.e. g). Cette dernière équation a(A⇤) = Ae est équivalente à a(F⇤)e = idTeG : TeG!
TeG;Ae 7! Ae.
On a évidemment que 8X 2 X(P), a(X) = a(vX), i.e. que a « tue » la composante
horizontale de X .
Proposition 2.5.2. La forme de connexion a est G-équivariante en ce sens que pour tout
g 2 G on a (Fg)⇤a = Adg 1a .
Démonstration. Puisque u 7! Gu est préservée par G, on a 8a 2 P,g 2 G,X 2 X(P),
aa·g((Fg)⇤Xa) =aa·g(v((Fg)⇤Xa)) =aa·g((Fg)⇤(vXa)). Soient a2P,g2G,X 2X(P) et
Ae 2TeG tel que Ae=aa(Xa). Puisque vXa=(F⇤(aa(Xa)))a, on a que aa·g((Fg)⇤(vXa))=
aa·g((Fg)⇤((F⇤(aa(Xa)))a)) = aa·g((Fg)⇤((F⇤(Ae)a)). Tel que vu dans la dernière sec-
tion, 8g2G,A2 g la relation s(Adg 1A)= (Fg)⇤(s(A)) est équivalente àF⇤(Adg 1Ae)=
(Fg)⇤(F⇤Ae). On obtient donc
aa·g((Fg)⇤((F⇤(Ae)a)) = aa·g((F⇤(Adg 1Ae))a·g)
= aa·g((F⇤(Adg 1(aa(Xa))))a·g)
Mais a(F⇤)e = idTeG. On a donc aa·g((F⇤(Adg 1(aa(Xa))))a·g) =Adg 1(aa(Xa)). C’est-
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à-dire, aa·g((Fg)⇤Xa) = Adg 1aa(Xa), ou encore, a((Fg)⇤X) = Adg 1a(X). C’est-à-
dire, (Fg)⇤a = Adg 1a .
D’autre part, il est possible de prouver qu’une 1-forme a G-équivariante à valeurs
en TeG sur P qui vérifie aF⇤ = idTeG induit une unique connexion d’Ehresmann G sur P
de forme de connexion a , mais je ne le ferai pas.
Soit une connexion G sur P. Puisque p :P!M est surjectif et différentiable, on a p⇤ :
TaP! Tp(a)M surjectif. Et puisque 8a 2 P,g 2G,p(a ·g) = p(a), on a que p⇤ « tue » les
vecteurs verticaux en Ga, i.e. Ga ⇢ ker(p⇤|a). Mais TaP= Ga Qa et p⇤ surjectif, donc
Ga = ker(p⇤|a) et ainsi p⇤ nous donnes un isomorphisme entre Qa = TaP/Ga et Tp(a)M.
On définit le « relèvement horizontal » de X 2 X(M) par l’unique X ] 2 X(P) tel que
a(X ]) = 0 et p⇤X ] = X (ne pas confondre ce dernier ] avec une quelconque musicalité
riemannienne ou symplectique). X ] est bel et bien unique puisque 8a 2 P,X ]a 2 Qa et
p⇤ donne un isomorphismes entre Qa et Tp(a)M. Remarquons qu’à X 2 X(M) donné on
a 8a 2 P,g 2 G,p⇤X ]a = Xp(a) = Xp(a·g) = X ]a·g et donc X ] est invariant sous (Fg)⇤, i.e.
8g 2G,(Fg)⇤X ] = X ]. L’invariance d’un champ vectoriel horizontal par G se reformule
infinitésimalement en le fait que 8A 2 g, [A⇤,X ]] = 0. D’autre part, pour un Y 2 X(P)
horizontal invariant sous l’action de G, la projection p⇤Y est bien définie en tant que
champ vectoriel surM etY est l’unique relevé horizontal de p⇤Y . L’ensemble des champs
vectoriels qui sont des relevés horizontaux est un sous-espace des champs vectoriels
horizontaux.
Par linéarité de p⇤ et de a , on a directement que 8X ,Y 2 X(M),(X+Y )] = X ]+Y ].
Soit f 2C •(M). On définit f ] := p⇤ f = f  p 2C •(P). Évidemment, f ] est constant
le long des fibres de P. Encore par linéarité de p⇤ et de a on a que ( f X)] = f ]X ].
Enfin, 8X ,Y 2X(M),p⇤([X ],Y ]]) = [p⇤X ],p⇤Y ]] = [X ,Y ] = p⇤([X ,Y ]]) et donc nous
avons h[X ],Y ]] = [X ,Y ]].
Soit un ouvert U ⇢ M et {x1, ...,xn} un système de coordonnées locales sur U ,
qui induit une base locale {X1, ...,Xn}, où Xi = ∂∂xi ; i 2 {1, ...,n}, de TUM. On a que
{X1, ...,Xn}] = {X ]1, ...,X ]n} est une base locale de la distribution horizontale a! Qa
pour tout a 2 p 1(U).
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Soit un recouvrement ouvert {Ua} de M sous-tendue par une trivialisation locale
Ya = (p,la) : p 1(Ua) ! Ua ⇥G;a 7! (p(a),la(a)). Pour chaque indice a , soit
l’unique section sa :Ua ! p 1(U) définie par la   sa = e 2 G. La section sa est dite
«section trivialisante locale de la trivialiation locale Ya ».
On a que 8a 2 p 1(Ua), sa(p(a)) = a · (la(a)) 1. Ce qui est bien défini puisque
8g 2 G on a sa(p(a ·g)) = (a ·g) · (la(a ·g)) 1, i.e. sa(p(a)) = a · (gg 1(la(a)) 1) =
a · (la(a)) 1. D’autre part, en prenant a = sa(x),x 2 Ua , on trouve sa(p(sa(x))) =
sa(x) · (la(sa(x))) 1, i.e. sa(x) = sa(x) · (la(sa(x))) 1. Mais comme l’action F est
libre, on trouve directement que la(sa(x)) = e, i.e. la   sa = e.
Proposition 2.5.3. Soient deux ouverts Ua ,Ub du recouvrement ouvert de M et Yab :
Ua \Ub ! G la fonction de transition correspondante. Alors sur Ua \Ub , la section
trivialisante locale sb est donnée par sb = sa ·Yab .
Démonstration. On a Ya = (p,la) et Yb = (p,lb ). On a que la   sa = e et lb =
Y˜bala . Je vais montrer que lb  sb = e. On a lb  sb =(Y˜bala) (sa ·Yab )= (Y˜bala  
sa)Yab = Yba(la   sa)Yab = YbaeYab = YbaYab = ((lbl 1a )  p 1)((lal 1b )  
p 1) = (lbl 1a lal 1b ) p 1 = e.
Remarquons que 8a 2 p 1(Ua) on a sa  p(a) = a · (la(a)) 1. En effet on a d’une
part que 8g2G,sa  p(a ·g) = sa  p(a) car p(a ·g) = p(a) et d’autre part (a ·g) ·(la(a ·
g)) 1 = a ·g(l (a)g) 1 = a ·gg 1(la(a)) 1 = a · (la(a)) 1.
Soit q la 1-forme de Maurer-Cartan sur G. Pour chaque intersection non-vide Ua \
Ub , on définit une 1-forme qab à valeurs dans TeG surUa \Ub par qab :=Y⇤abq . Pour
chaque indice a , on définit une 1-forme qa à valeurs dans TeG surUa par qa := s⇤aa (ne
pas confondre les indices a avec la forme de connexion a).
Proposition 2.5.4. [12] : Les formes qab et qa sont sujettes aux conditions :
qb = Ad(Yab ) 1qa +qab sur Ua \Ub . (2.1)
Inversement, pour chaque famille de 1-formes {qa} à valeurs en TeG définies sur Ua et
satisfaisant les conditions précédentes, il existe unique forme de connexion a sur P qui
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donne lieu à {qa} de la manière décrite.
Démonstration. Voici une preuve (tiré du (Kobayashi et Nomizu [12])) que surUa \Ub
on a qb = Ad(yab ) 1qa + qab . Soit X 2 T (Ua \Ub ). On a par la règle de Leibniz que
(sb )⇤(X) = (sa ·Yab )⇤(X) = ((sa)⇤(X)) ·Yab +(sa) ·((Yab )⇤(X)). Évaluons cette ex-
pression sous a . On a a((sb )⇤(X)) = a(((sa)⇤(X)) ·Yab )+a((sa) ·((Yab )⇤(X))). Ce
qui revient à (s⇤ba)(X) = a((FYab )⇤(sa)⇤(X))+a(F⇤(q((Yab )⇤(X)))|sa ). On obtient
donc l’égalité (s⇤ba)(X)=AdY 1ab a((sa)⇤(X))+q((Yab )⇤(X)), i.e. à qb =AdY 1ab s
⇤
a(a)+
Y⇤abq et donc qb = AdY 1ab qa +qab .
La preuve de la deuxième partie de la proposition est donnée en renversant la preuve
de la première partie.
Définition (Forme de courbure [12]) : Soit a une forme de connexion sur un G-fibré
principal P. Soit h l’opérateur « projection horizontale » qui envoie un champ vectoriel
X 2X(P) à sa composante horizontale hX 2X(P). On dit queW := (da)h= (da)(h·,h·)
est la « forme de courbure » de a .
Proposition 2.5.5. 8X ,Y 2 X(P),W(X ,Y ) = a([hX ,hY ]).
Démonstration. Soient X ,Y 2 X(P). On a W(X ,Y ) = (da)(hX ,hY ) et W(hX ,hY ) =
(da)(hhX ,hhY ) = a(hX ,hY ) = W(X ,Y ). Donc W(X ,Y ) = W(hX ,hY ). D’autre part,
W(X ,Y ) = (da)(hX ,hY ) = hX(a(hY )) hY (a(hX)) a([hX ,hY ]) = a([hX ,hY ]) car
a tue l’horizontal.
D’autre part, puisque l’actionF deG préserve l’horizontal (par définition de connexion
d’Ehresmann, on a (Fg)⇤Qa = Qa·g,8a 2 P,g 2 G), l’équivalent infinitésimal en est
que la dérivée de Lie d’un champ vectoriel horizontal par un vertical est nécessaire-
ment horizontal. Ou encore, que le crochet de Lie d’un champ vectoriel fondamental
et d’un horizontal est horizontal. Ainsi on a a([ f ond,hor]) = a(hor) = 0 (où hor un
champ vectoriel horizontal quelconque et f ond un champ vectoriel fondamental quel-
conque). D’autre part, tout champ vectoriel fondamental est vertical mais l’inverse n’est
pas toujours vrai. En effet, tel que vu dans la dernière section, l’espace des champs
vectoriels fondamentaux est de dimension g alors qu’il est évident que l’espace des
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champs vectoriels verticaux est de dimension infinie. Néanmoins, une base {E1, ...,En}
de TeG (où n= dim(G)) induit une base des champs vectoriels fondamentaux donnée par
F⇤{E1, ...,En}= {F⇤E1, ...,F⇤En}. Ainsi, tout champ vectoriel vertical vX 2X(P) peut
s’écrire vX = Sni=1 f iF⇤Ei où f i 2 C •(P); i 2 {1, ...,n}. Puisque aF⇤ = idTeG, on a par
linéarité de a que pour X 2 X(P), a(X) = a(hX + vX) = a(vX) = a(Sni=1 f iF⇤Ei) =
Sni=1 f ia(F⇤Ei) = Sni=1 f iEi.
Avant d’aller plus loin, remarquons qu’en notant
1. hor, un champ vectoriel horizontal quelconque
2. hor], un champ vectoriel qui est un relevé horizontal quelconque
3. ver, un champ vectoriel vertical quelconque
4. f ond, un champ vectoriel fondamental quelconque
on obtient les formules suivantes
1. [hor,hor] = hor+ ver
2. [hor],hor]] = hor+ ver
3. [ f ond, f ond] = f ond
4. [ f ond,hor] = hor
5. [ f ond,hor]] = 0
Maintenant :
Théorème 2.5.6. (Équation structurelle d’É. Cartan [12]) : Soit a une forme de connexion
et W sa forme de courbure. Alors da =W  12 [a,a].
Démonstration. Soient X ,Y 2 X(P). On a X = hX + vX et Y = hY + vY où l’on dé-
compose vX = Sni=1 f iF⇤Ei et vY = Snj=1g jF⇤Ej. On a directement a(X) = Sni=1 f iEi et
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a(Y )=Snj=1g jE j. Par bilinéarité de da , et par a( f ond)= const. et par a([hor, f ond]) =
0 on calcule :
(da)(X ,Y )
= (da)(hX+ vX ,hY + vY )
= (da)(hX ,hY )+(da)(hX ,vY )+(da)(vX ,hY )+(da)(vX ,vY )
= W(X ,Y )+(da)(hX ,Snj=1g jF⇤Ej)
+(da)(Sni=1 f iF⇤Ei,hY )+(da)(Sni=1 f iF⇤Ei,Snj=1g jF⇤Ej)
= W(X ,Y )+Snj=1g j(da)(hX ,F⇤Ej)+Sni=1 f i(da)(F⇤Ei,hY )
+Sni=1 f iSnj=1g j(da)(F⇤Ei,F⇤Ej)
= W(X ,Y )+Snj=1g j(hX(a(F⇤Ej))  (F⇤Ej)(a(hX)) a([hX ,(F⇤Ej)]))
+Sni=1 f i((F⇤Ei)(a(hY )) hY (a(F⇤Ei)) a([(F⇤Ei),hY ]))
+Sni=1 f iSnj=1g j((F⇤Ei)(a(F⇤Ej))  (F⇤Ej)(a(F⇤Ej)) a([(F⇤Ei),(F⇤Ej)]))
= W(X ,Y ) Sni=1 f iSnj=1g j(a([(F⇤Ei),(F⇤Ej)]))
= W(X ,Y ) Sni=1 f iSnj=1g j(a(F⇤[Ei,Ej]))
= W(X ,Y ) Sni=1 f iSnj=1g j[Ei,Ej]
= W(X ,Y )  [Sni=1 f iEi,Snj=1g jE j]
= W(X ,Y )  [a(X),a(Y )]
= W(X ,Y )  1
2
[a,a](X ,Y )
Et puisque c’est vrai 8X ,Y 2 X(P), alors da =W  12 [a,a].
La preuve de (Kobayashi et Nomizu [12]) n’est que sur les champs vectoriels de com-
posante verticale fondamentale. La preuve ici présente est pour toutes les composantes
verticales possibles. Je l’ai incluse pour ne pas laisser d’ambiguïté, puisque l’équation
structurelle d’Élie Cartan doit être vraie pour tout champ vectoriel en X(P).
On peut reformuler l’équation structurelle d’Élie Cartan en
W= da+a ^a
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Par le théorème de Frobenius, toute distribution dont le crochet de Lie de deux de ses
éléments est en la distribution implique que la distribution est intégrable en feuilletage.
Ainsi, si le crochet de Lie de deux champs vectoriels horizontaux est nul sur un certain
voisinage, alors la distribution horizontale est intégrable en feuilletage sur ce voisinage.
La forme de courbure de X ,Y 2 X(P) vérifie W(X ,Y ) =  a([hX ,hY ]). D’autre part,
a([hX ,hY ]) est nul si [hX ,hY ] est horizontal. Ainsi, la forme de courbure W mesure la
non-intégrabilité de la distribution horizontale en feuilletage. En effet, siW(X ,Y ) est nul
sur un certain voisinage de P, alors la distribution horizontale est intégrable en feuilletage
sur ce voisinage.
Remarque Dans le cas d’un groupe de Lie G abélien, on a W= da .
Proposition 2.5.7. Soit p : P!M, un G-fibré principal. Soit sa :Ua ! p 1(Ua), une
section locale, oùUa ⇢M. Et soit X 2X(M). Alors sur p 1(Ua), on a la décomposition
en parties horizontale et verticale ((sa)⇤X)a = X ]a + (F⇤(aa(((sa)⇤X)a)))a telles que
chaque partie est un champ vectoriel respectivement horizontal et vertical.
Démonstration. D’une part, on a la décomposition en parties horizontale et verticale
(sa)⇤X = h(sa)⇤X+v(sa)⇤X . Ensuite, p⇤(h(sa)⇤X)= p⇤(h(sa)⇤X+v(sa)⇤X)= p⇤(sa)⇤X =
(p  sa)⇤X = (idM)⇤X = X et comme a(h(sa)⇤X) = 0, alors h(sa)⇤X = X ]. D’autre part,
la projection verticale est donnée 8a2 p 1(Ua) par v((sa)⇤X)a=(F⇤(aa(((sa)⇤X)a)))a.
On a donc 8a 2 p 1(Ua) la décomposition en composantes horizontales et verticales
((sa)⇤X)a = X ]a +(F⇤(aa(((sa)⇤X)a)))a. Puisque les distributions horizontales et ver-
ticales sont différentiables, la décomposition de (sa)⇤X en composantes horizontales et
verticales donne deux champs vectoriels différentiables.
Terminons cette section avec un exemple.
Exemple Tel que vu à la fin de la dernière section, un groupe de Lie G agit libre-
ment sur lui-même par la droite Fg = Rg : h! hg,8g,h 2 G. La projection quotient
p : G! G/G = {pt} est différentiable. G est globalement trivial G = {pt}⇥G via
la trivialisation globale Y = (p, idG) où idG est évidemment G-équivariante. Donc, G
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est un G-fibré principal trivial. Puisque la variété de base est un point, il n’y a qu’une
seule fibre. Donc tous les champ vectoriels X 2 X(G) sont verticaux. Et tel que vu à
la fin de la dernière section, les champs vectoriels fondamentaux sur G sous action R
sont les champs vectoriels invariants à gauche sur G, i.e. XR(G) = g. Le champ vec-
toriel fondamental A⇤ correspondant à A 2 g est A⇤ = A, i.e. s = idg. Puisque 8a 2 G
on a TaG vertical, une distribution horizontale a 7! Qa est nécessairement de dimension
zéro. Il existe donc une unique connexion G sur G. Sa forme de connexion a est à va-
leurs en TeG et constante sur les champs vectoriels fondamentaux, i.e. sur les champs
vectoriels invariants à gauche. Donc, a = q , la forme de Maurer-Cartan. La forme de
Maurer-Cartan vérifie q(R)⇤= idTeG. Soit X 2X(G). On a que 8g,h2G,qhg((Rg)⇤Xh)=
(Lg 1h 1)⇤(Rg)⇤Xh = (Rg)⇤(Lg 1)⇤(Lh 1)⇤Xh = Adg 1(Lh 1)⇤Xh = Adg 1qh(Xh) et donc
q((Rg)⇤X)=Adg 1q(X), c’est-à-dire que q estG-équivariante. Donc la forme deMaurer-
Cartan est bel et bien une forme de connexion. Notons que l’équation structurelle d’Élie
Cartan dq = W  12 [q ,q ] devient dq =  12 [q ,q ] puisque W(·, ·) = dq(h·,h·) = 0 car
h : TuG! TuG tue la composante verticale 8u 2 G mais que tout X 2 X(G) est verti-
cal. Bref, l’équation structurelle d’Élie Cartan dq =  12 [q ,q ] est ici très exactement la
formule de Maurer-Cartan.|
Remarque L’équation de Maurer-Cartan ne tient sur g alors que je l’ai obtenu pour tout
champ vectoriel sur G... trouver l’erreur !
37
2.6 Fibrés Vectoriels Associés et Dérivées Covariantes
Références : (Kobayashi et Nomizu [12]), (Reynolds [16]), et (Sniatycki [18]).
À propos des fibrés vectoriels associés :
Un G-fibré principal p : P ! M ne possède pas toujours de section globale. Par
exemple le ruban de Möbius (par abus de langage, mais le principe est le même) est un
Z-fibré principal P de base S1 non trivial et il n’existe pas d’application continue s : S1!
P. Néanmoins, un fibré vectoriel possède toujours des sections globales, notamment la
section zéro, par exemple.
Ceci dit, passons au sujet principal de cette section : les fibrés vectoriels associés.
Soit G, un groupe de Lie. Soit p : P! M, un G-fibré principal. On peut se poser la
question s’il n’y a pas moyen de « représenter » G sur un fibré vectoriel. Il existe en
effet un moyen de le faire. Soit V un espace vectoriel sur un corps commutatif K (je
n’utiliserai que R ou C) et GL(V ) (ou Aut(V )) le groupe des automorphismes de V
(i.e. les bijections linéaires de V dans V ) muni de la loi de composition. Soit P⇥V , le
produit cartésien de P et de V . Soit l’homomorphisme de groupes r : G! GL(V ), une
représentation deG surV . On a r(gh) = r(g)r(h). Pour rappel, une représentation r est
dite fidèle si injective, i.e. si kerr = {e} où kerr := {g 2 |r(g) = } où est l’identité
en GL(V ). Tout point de P⇥V peut s’écrire (a,v). Définissons l’action de g 2 G sur
P⇥V par (a,v) 7! (a · g,r(g) 1v). Définissons maintenant le « V -fibré vectoriel de
base M associé au G-fibré principal P via représentation r » par le quotient de P⇥V
sous l’action de G, i.e. P⇥r V := (P⇥V )/G. On a donc les classes d’équivalences
[(a,v)] = [(a ·g,r(g) 1v)], ou encore [(a ·g,v)] = [(a,r(g)v)]. J’écrirai souvent P⇥GV
au lieu de P⇥r V et [a,v] au lieu de [(a,v)].
Soit p˜r : P⇥V ! P;(a,v) 7! a et p : P ! M = P/G. Définissons p˜ := p   p˜r :
P⇥V ! M;(a,v) 7! p(a). On a que p˜ est constant le long des G-fibres de l’action de
G sur P⇥V . En effet, 8g 2 G on a g · (a,v) = (a · g,r(g) 1v) et p˜(g · (a,v)) = p˜(a ·
g,r(g) 1v) = p(a ·g) = p(a). Ainsi, p˜(a,b) = p˜(g ·(a,b)) = p(a). Bref, on peut relever
p˜ à P⇥GV , i.e. pr : P⇥GV !M; [a,v] 7! p(a). Ainsi, pour deux [a,v], [b,w] 2 P⇥GV ,
on a que si pr([a,v]) = pr([b,w]) alors p(a) = p(b) et donc 9g 2G tel que b= a ·g, i.e.
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si deux éléments [a,v] et [b,w] de P⇥GV se projète à un même m 2M via pr, alors a et
b sont dans la même G-orbite de P.
Puisque V est un espace vectoriel, on a que 8v,w 2V on a v+w 2V . Ainsi on peut
définir une addition sur P⇥V par (a,v)+(a,w) = (a,v+w). De même, on a une addition
sur P⇥GV donnée par [a,v]+[a,w] = [a,v+w] puisque 8g2G,r(g) est une application
linéaire.
Alors que p : P! M est un G-fibré principal de base M, pr : P⇥GV ! M est un
V -fibré vectoriel de base M.
Proposition 2.6.1. pr : P⇥GV !M est un V-fibré vectoriel.
Démonstration. On peut associer, 8m2M, la fibre pr 1(m) de P⇥GV à l’espace vecto-
riel V via l’application bijective linéaire Am,a : pr 1(m)!V ; [a,v] 7! v où a 2 p 1(m).
Injectivité de Am,a : Soit m 2 M. Soient [a,v], [b,w] 2 pr 1(m) différents l’un de
l’autre. Puisque pr([a,v]) = pr([b,w]) = m,9g 2 G tel que b = a · g. Ainsi, [a,v] 6=
[b,w] = [a ·g,w] = [a,r(g)w] et donc [a,v] 6= [a,r(g)w], i.e. v 6= r(g)w. Donc pour deux
[a,v], [b,w] 2 pr 1(m) différents l’un de l’autre, on a Am,a([a,v]) = v et Am,a([b,w]) =
r(g)w 6= v. Donc Am,a est injective.
Surjectivité de Am,a : Il suffit de montrer que A 1m,a est injective sur tout V . Soient v 6=
w, deux éléments de V . On veut montrer que A 1m,a(v) = [a,v] est différent de A 1m,a(w) =
[a,w], i.e. que @g 2 G tel que a · g = b et r(g) 1v = w. Puisque l’action de G sur P est
libre, on a a ·g= a) g= e. Mais r(e) 1 = . Ainsi, r(g) 1v= v= v 6= w.
Ainsi, chaque fibre p 1(m) est isomorphe (i.e. linéairement bijective) avecV et donc
p : P⇥GV !M est un V -fibré vectoriel de base M (qui admet nécessairement des sec-
tions globales).
Proposition 2.6.2. Les sections du fibré pr : P⇥GV !M correspondent bijectivement
avec les applications l ] : P!V satisfaisant l ](a ·g) = r(g) 1l ](a).
Démonstration. Soit un tel l ]. Soit Fl ] := (idP,l ]) : P! P⇥V . Pour un g 2 G, Fl ](a ·
g)= (idP(a ·g),l ](a ·g))= (a ·g,r 1(g)l ](a))= g ·(a,l ](a)). Donc Fl ] estG-équivariante
par rapport à l’action de G sur P et de G sur P⇥V . On peut donc réduire Fl ] à s : P/G!
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(P⇥G)/G, i.e. à s :M!P⇥GV . Donc à l ] correspond une section de pr :P⇥GV !M.
Inversement, une section s : M ! P⇥G V se relève à une application G-équivariante
F : P! P⇥V . Et comme pr   s= idM, l’application F a la forme F = idP⇥l ] pour un
certain l ].
On a explicite la bijection par s(p(a)) = [a,l ](a)]. Ce qui est bien défini puisque
d’une part on a s(p(a ·g))= s(p(a)) et d’autre part [a ·g,l ](a ·g)] = [a ·g,r(g) 1l ](a)] =
[a,l ](a)].
Le cas local est aussi vrai, i.e. pour tout ouvert Ua de M on a une bijection entre
les l ]a : p 1(Ua) ! V satisfaisant l ](a · g) = r(g) 1l ](a),8a 2 p 1(Ua),g 2 G et
les sections locales s : Ua ! p 1(Ua)⇥G V . Remarquons enfin que Am,as(p(a)) =
Am,a[a,l ](a)] = l ](a).
À propos des dérivées covariantes :
Maintenant, supposons que P est muni d’une forme de connexion a : TP! TeG.
Soit X 2X(M) et X ] 2X(P) son relèvement horizontal. Soit une section s :M! P⇥GV
telle que s(p(a)) = [a,l ](a)].
Définition Soit s :M! P⇥GV . On définit la dérivée covariante —X de s par la section
(—Xs)(p(a)) = [a,(dl ])a(X ]a)].
Remarque —Xs est la section correspondante à la fonction X ]l ] et la dérivée covariante
dépend de a puisque X ] dépend de a .
Proposition 2.6.3. La dérivée covariante — est linéaire en X, c’est-à-dire que 8 f 2
C •(M) on a — f X = f—X .
Démonstration. Souvenons-nous que [a,v]+ [a,w] = [a,v+w]. Soit f 2 C •(M). On a
le relevé f ] = f   p 2 C •(P) qui est constant sur les G-orbites de P. On a ( f X)] =
f ]X ]. On a f (p(a))s(p(a)) = f ](a)[a,l ](a)] = [a, f ](a)l ](a)] et donc la section f s
correspond à la fonction f ]l ]. Puisque f ] est constante le long des G-orbites en P, on
a nécessairement que d f ](X ]) est aussi constante le long des G-orbites en P et donc
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(d f ])a(X
]
a) = (d f )p(a)(Xp(a)). Calculons
(— f X s)(p(a)) = [a,(dl ])a(( f X)]a)]
= [a,(dl ])a( f ](a)X ]a)]
= [a, f ](a)(dl ])a(X ]a)]
= f ](a)[a,(dl ])a(X ]a)]
= f (p(a))(—Xs)(p(a))
Proposition 2.6.4. La dérivée covariante vérifie la règle de Leibniz, c’est-à-dire que
8 f 2 C •(M) on a —X( f s) = (d f (X))s+ f—Xs.
Démonstration.
(—X( f s))(p(a)) = [a,(d( f ]l ]))a(X ]a)]
= [a,((d f ])a(X ]a))l ]a + f ](a)(dl ])a(X ]a)]
= [a,((d f ])a(X ]a))l ]a]+ [a, f ](a)(dl ])a(X ]a)]
= ((d f ])a(X ]a))[a,l ]a]+ f ](a)[a,(dl ])a(X ]a)]
= (d f )p(a)(Xp(a))s(p(a))+ f (p(a))(—Xs)(p(a))
Soit p : P!M, un G-fibré principal sous action F : G! Diff(P) muni d’une forme
de connexion a : TP! TeG. Soit r : G! GL(V ) une représentation de G sur V où
= r(e) l’identité enGL(V ) et pr : P⇥GV !M son fibré associé. Soit une trivialisation
locale Ya = (p,la) : p 1(Ua)!Ua ⇥G munie de la section trivialisante locale sa :
Ua ! p 1(Ua) telle que la   sa = e.
Proposition 2.6.5. 8a2 p 1(Ua),Ae 2 TeG on a (r(la) 1)⇤A⇤a = (r⇤Ae)r(la(a)) 1.
Démonstration. Soit un a 2 p 1(Ua). Alors 8g 2 G on a r(la(Fg(a))) 1 = r(la(a ·
g)) 1= r(la(a)g) 1= r(g) 1r(la(a)) 1=Rr(la (a)) 1(r(g
 1)), i.e. r(la(Fg(a))) 1=
41
Rr(la (a)) 1(r(g
 1)). L’application inversion z : G! G;g 7! g 1 induit (z⇤)e : TeG!
TeG;Ae 7! Ae. Ainsi, r(la(Fg(a))) 1 =Rr(la (a)) 1(r(z (g))). Ce qui induit à son tour
(r(la(F(a))) 1)⇤ = (Rr(la (a)) 1r⇤(z ))⇤ qui est équivalent à r⇤((la)
 1)⇤(F(a))⇤ =
(Rr(la (a)) 1)r⇤z⇤. En évaluant r⇤((la)
 1)⇤(F(a))⇤ = (Rr(la (a)) 1)⇤r⇤z⇤ sur Ae 2 TeG
on trouve r⇤((la) 1)⇤(F(a))⇤(Ae)= (Rr(la (a)) 1)⇤r⇤z⇤(Ae), c’est-à-dire r⇤((la)
 1)⇤A⇤a=
(Rr(la (a)) 1)⇤r⇤( Ae). Mais pour GL(V ) on a (Rg)⇤ = Rg,8g 2GL(V ) et donc l’égalité
(r(la) 1)⇤A⇤a = (r⇤Ae)r(la(a)) 1.
Soit v 2V\{0}, un vecteur non-nul quelconque deV . Définissons l’application l ]a :=
r(la) 1v : p 1(Ua)!V . Pour tout a 2 p 1(Ua),g 2G,l ]a(a ·g) = r(la(a ·g)) 1v=
r(la(a)g) 1v = r(g) 1r(la(a)) 1v = r(g) 1l ]a(a), c’est-à-dire que l ]a est aussi G-
équivariante. Remarquons que l ]a est non-nul sur toutUa .
Proposition 2.6.6. 8a 2 p 1(Ua),Ae 2 TeG on a (dl ]a)aA⇤a = (r⇤Ae)l ]a(a).
Démonstration. On vient tout juste de montrer que pour tout Ae 2 TeG on a l’éga-
lité (r(la) 1)⇤A⇤a =  (r⇤Ae)r(la(a)) 1. En évaluant cette dernière expression sous
v on obtient ((r(la) 1)⇤A⇤a)v =  (r⇤Ae)r(la(a)) 1v, c’est-à-dire d(r(la) 1v)A⇤a =
 (r⇤Ae)r(la(a)) 1v. C’est-à-dire (dl ]a)aA⇤a = (r⇤Ae)l ]a(a).
Remarque De manière générale, toute application l ] : P!V qui est G-équivariante et
définie sur tout P a que 8A⇤ 2 XF(P) on a (dl ])a(A⇤a) = (r⇤Ae)l ](a).
On a une bijection entre de telles applications G-équivariantes l ]a : p 1(Ua)!V et
les sections s :Ua ! p 1(Ua)⇥GV .
Définition Soit encore un v 2 V\{0} quelconque et l ]a := r(la) 1v : p 1(Ua)! V .
On dit que s :Ua ! p 1(Ua)⇥GV définie par s(p(a)) = [a,l ]a(a)],8a 2 p 1(Ua) est
la «section trivialisante locale associée à sa ».
Proposition 2.6.7. La section trivialisante locale associée s est non-nulle sur tout Ua .
Démonstration. Pour tout a 2 p 1(Ua) on a s(p(a)) = [a,l ]a(a)] = [a,r(la(a)) 1v] =
[a · (la(a)) 1,v] = [sa(p(a)),v].
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Proposition 2.6.8. 8a2 p 1(Ua),X 2X(M),(—Xs)(p(a))= [a,r⇤((qa)p(a)Xp(a))l ]a(a)]
Démonstration. Par la proposition 2.5.7, pour tout X 2 X(M) on a la décomposition
((sa)⇤X)a = X ]a +(F⇤(aa(((sa)⇤X)a)))a,8a 2 p 1(Ua). Évaluons cette dernière équa-
tion sous dl ]a . À gauche on trouve dl ]a((sa)⇤X)= (s⇤adl
]
a)(X)= (ds⇤al
]
a)(X)= (d(l ]a  
sa))(X)= (d(v))(X)= 0. Et le deuxième terme à droite devient (dl ]a)a(F⇤(aa(((sa)⇤X)a)))a.
Mais, qa = s⇤aa et donc aa((sa)⇤X)a = ((sa)⇤a)p(a)Xp(a) = (qa)p(a)Xp(a). C’est-à-dire
(dl ]a)a(F⇤(aa(((sa)⇤X)a)))a = (dl ]a)a(F⇤((qa)p(a)Xp(a)))a. Puisque l
]
a = r(la) 1v,
on obtient
(dl ]a)a(F⇤((qa)p(a)Xp(a)))a = (d(r(la) 1v))a(F⇤((qa)p(a)Xp(a)))a
= (r(la) 1)⇤(F⇤((qa)p(a)Xp(a)))av
= (r((la) 1))⇤(F(a))⇤((qa)p(a)Xp(a))v
Par la proposition 2.5.5, 8Ae 2 TeG,(r(la) 1)⇤(F(a))⇤(Ae) = (r⇤Ae)r(la(a)) 1.
On obtient donc (r(la) 1)⇤(F(a))⇤((qa)p(a)Xp(a))v= r⇤((qa)p(a)Xp(a))r(la(a)) 1v=
 r⇤((qa)p(a)Xp(a))l ]a(a).
Bref, (dl ]a)a(F⇤(aa(((sa)⇤X)a)))a = r⇤((qa)p(a)Xp(a))l ]a(a). Ainsi, la décompo-
sition ((sa)⇤X)a=X ]a+(F⇤(aa(((sa)⇤X)a)))a évaluée sous dl ]a donne 0=(dl ]a)a(X ]a) 
r⇤((qa)p(a)Xp(a))l
]
a(a), c’est-à-dire (dl ]a)a(X ]a) = r⇤((qa)p(a)Xp(a))l
]
a(a). La section
trivialisante associée s : Ua ! p 1(Ua)⇥GV vérifiant s(p(a)) = [a,l ]a(a)] a dérivée
covariante (—Xs)(p(a)) = [a,(dl ]a)a(X ]a)]. Ainsi, 8a 2 p 1(Ua) on a (—Xs)(p(a)) =
[a,r⇤((qa)p(a)Xp(a))l
]
a(a)].
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2.7 Fibré en droites complexes
À propos du groupe (C⇤, ·) :
Soit (C⇤, ·) le groupe multiplicatif des nombres complexes non-nuls. (C⇤, ·) est un
groupe de Lie abélien. Étudions C⇤ en tant que variété presque-complexe ((R2)\{0}, j).
La structure presque-complexe j 2 G(T ⇤C⇤ ⌦TC⇤) est intégrable puisque dimRC⇤ = 2.
Soient les coordonnées (x,y) sur (R2)\{0} induites par la restriction de celles cano-
niques sur R2. L’identité e de C⇤ est au point (1,0). La loi de composition interne vérifie
(x1,y1) · (x2,y2) := (x1x2 y1y2,x1y2+x2y1). Les coordonnées (x,y) induisent une base
(réelle) { ∂∂x , ∂∂y} de TC⇤. La structure presque-complexe j s’écrit en ces coordonnées
j = dx⌦ ∂∂y  dy⌦ ∂∂x et vérifie j ∂∂x = ∂∂y et j ∂∂y =  ∂∂x . Définissons ∂∂ z := 12( ∂∂x   j ∂∂y)
sur C⇤. Remarquons que ∂∂ z =
∂
∂x . Pour a,b 2 R, j’utiliserai la notation cˇ = a+ b j 2
G(T ⇤C⇤⌦TC⇤). Remarquons que cˇ ∂∂ z = (a+b j) ∂∂x = a ∂∂x +b ∂∂y . Ainsi, tout élément du
tangeant de C⇤ peut s’écrire cˇ ∂∂ z pour un certain cˇ.
Soit la représentation r : (C⇤, ·)! GL1(C);(x,y) 7! z= x+ iy. Remarquons que :
• 8z2GL1(C),TzGL1(C) =Mat1(C)=C et puisqueC= spanR{1, i} on peut écrire
8z 2 GL1(C),TzGL1(C) = spanR{1, i}.
• Le pousser-en-avant r⇤ : T(x,y)C⇤ ! Tx+iyGL1(C) vérifie r⇤( ∂∂x) = 1 et r⇤( ∂∂y) = i.
Proposition 2.7.1. La représentation r : (C⇤, ·)! GL1(C) est ( j, i) holomorphe, i.e.
r⇤ j = ir⇤.
Démonstration. Soit un point (x,y) 2C⇤ quelconque et un A(x,y) 2 T(x,y)C⇤ quelconque.
Alors 9a,b 2 R tels que A(x,y) = a ∂∂x +b ∂∂y . Calculons :
r⇤ j(A(x,y)) = r⇤ j(a
∂
∂x
+b
∂
∂y
) = r⇤(a j
∂
∂x
+b j
∂
∂y
) = r⇤(a
∂
∂y
 b ∂
∂x
)
= ar⇤(
∂
∂y
)+br⇤(
∂
∂x
) = ia b= i(a+ ib)
= i(ar⇤(
∂
∂x
)+br⇤(
∂
∂y
)) = i(r⇤(a
∂
∂x
+b
∂
∂y
)) = ir⇤(A(x,y))
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Corollaire 2.7.2. D’une part 8a,b 2 R, et cˇ = a+ b j et c = a+ ib on a r⇤cˇ = cr⇤ et
d’autre part (r⇤)e : Te(C⇤, ·)! C.
Certes, l’application r : (C⇤, ·)! GL1(C) est une simple fonction complexe (holo-
morphe) sur C⇤. J’utiliserai néanmoins r⇤ au lieu de dr pour deux raisons. D’une part,
concorder avec la notation utilisée dans la dernière section. D’autre part, souligner la
nuance entre TzGL1(C) et T1GL1(C) pour z 2 GL1(C).
Pour la suite, dénotons C := Lie(C⇤, ·) et gl1(C) := Lie(GL1(C)). L’action à gauche
sur (C⇤, ·) vérifie L(x1,y1)(x2,y2) = (x1x2  y1y2,x1y2+ x2y1). Donc le pousser-en-avant
((L(x1,y1))⇤)(x2,y2) : T(x2,y2)(C
⇤, ·)! T(x1x2 y1y2,x1y2+x2y1)(C⇤, ·) s’écrit ((L(x1,y1))⇤)(x2,y2) =
(x1dx  y1dy)⌦ ∂∂x + (x1dy+ y1dx)⌦ ∂∂y . Soit un élément A(1,0) 2 T(1,0)(C⇤, ·) quel-
conque s’écrivant A(1,0) = a ∂∂x + b
∂
∂y pour a,b 2 R. Alors, la (C⇤, ·)-orbite à gauche
de A(1,0), qui est un champ vectoriel invariant à gauche (i.e. un élément de C), est don-
née par A(x1,y1) = ((L(x1,y1))⇤)(1,0)A(1,0) = (x1a  y1b) ∂∂x + (x1b+ y1a) ∂∂y . En écrivant
cˇ= a+b j et A(1,0) = cˇ ∂∂ z , on peut réécrire A 2 C comme A(x,y) = (x+y j)cˇ ∂∂ z , ou encore
comme A(x,y) = (x+ y j)A(1,0). Enfin, r⇤A 2 gl1(C) s’écrit (r⇤A)z = zc où c= a+ ib.
Soit q , la 1-forme de Maurer-Cartan sur (C⇤, ·). Elle vérifie q(x,y) = ((L(x,y) 1)⇤)(x,y) :
T(x,y)(C⇤, ·)! T(1,0)(C⇤, ·). Sachant que (x,y) 1 = ( xx2+y2 ,  yx2+y2 ) et (x+ y j) 1 = x y jx2+y2 ,
on trouve directement :
q(x,y) = ((L(x,y) 1)⇤)(x,y) = ((L( x
x2+y2
,  y
x2+y2
))⇤)(x,y)
= (
x
x2+ y2
dx   y
x2+ y2
dy)⌦ ∂
∂x
+(
x
x2+ y2
dy+
 y
x2+ y2
dx)⌦ ∂
∂y
=
1
x2+ y2
((xdx+ ydy)⌦ ∂
∂x
+(xdy  ydx)⌦ ∂
∂y
)
=
1
x2+ y2
(dx⌦ (x ∂
∂x
  y ∂
∂y
)+dy⌦ (y ∂
∂x
+ x
∂
∂y
))
= dx⌦ x  y j
x2+ y2
∂
∂x
+dy⌦ x  y j
x2+ y2
∂
∂y
= dx⌦ (x+ y j) 1 ∂
∂x
+dy⌦ (x+ y j) 1 ∂
∂y
Vérifions que pour A 2 C on a bien q(A) = A(1,0). En toute généralité, on peut écrire
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A(x,y) = (x+ y j)(a ∂∂x +b
∂
∂y), i.e. A(x,y) = (xa  yb) ∂∂x +(xb+ ya) ∂∂y . Calculons :
q(x,y)(A(x,y))
=
1
x2+ y2
(dx⌦ (x ∂
∂x
  y ∂
∂y
)+dy⌦ (y ∂
∂x
+ x
∂
∂y
))((xa  yb) ∂
∂x
+(xb+ ya)
∂
∂y
)
=
1
x2+ y2
((xa  yb)(x ∂
∂x
  y ∂
∂y
)+(xb+ ya)(y
∂
∂x
+ x
∂
∂y
))
=
1
x2+ y2
(a(x2+ y2)
∂
∂x
+b(x2+ y2)
∂
∂y
) = a
∂
∂x
+b
∂
∂y
= A(1,0)
Remarquons que q j = jq puisque :
q(x,y) j = (dx⌦ (x+ y j) 1 ∂∂x +dy⌦ (x+ y j)
 1 ∂
∂y
) j
= (dx) j⌦ (x+ y j) 1 ∂
∂x
+(dy) j⌦ (x+ y j) 1 ∂
∂y
=  dy⌦ (x+ y j) 1 ∂
∂x
+dx⌦ (x+ y j) 1 ∂
∂y
= dy⌦ (x+ y j) 1 j ∂
∂y
+dx⌦ (x+ y j) 1 j ∂
∂x
= j(dy⌦ (x+ y j) 1 ∂
∂y
+dx⌦ (x+ y j) 1 ∂
∂x
)
= jq(x,y)
La forme de Maurer-Cartan sur GL1(C) est r⇤qr 1⇤ et vérifie (r⇤qr 1⇤ )z = z 1.
Enfin, la 1-forme complexe r⇤q : T (C⇤, ·)!C nous sera très utile. De (r⇤qr 1⇤ )z = z 1
on trouve (r⇤q)(x,y) = (x+ iy) 1(r⇤)(x,y), c’est-à-dire (r⇤q)(x,y) = (r(x,y)) 1(r⇤)(x,y).
En voyant r comme une simple fonction complexe z surC⇤, on peut réécrire r⇤q comme
(r⇤q)(x,y) = dzz = d(ln(z)) ou même r⇤q =
dr
r = d(ln(r)). Notons enfin que r
 1⇤ z 1 =
qr 1(z)r 1⇤ .
De retour aux fibrés :
Étudions le cas particulier oùV =C, une droite complexe (en tant qu’espace vectoriel
complexe de dimension complexe 1). On y fait agir le groupe (C⇤, ·) via la représentation
bijective ( j, i)-holomorphe r décrite ci-haut.
Soit p : L⇤ !M, un (C⇤, ·)-fibré principal muni d’une forme de connexion a : TL⇤ !
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Te(C⇤, ·). Le fibré p : L⇤ !M est à fibres difféomorphes à (C⇤, ·).
Définition Soit pr : L!M, où L := L⇤ ⇥r C, le fibré vectoriel associé au (C⇤, ·)-fibré
principal L⇤ via la représentation de r sur C. Le fibré pr : L!M est à fibres isomorphes
à C. On dit que pr : L!M est un « fibré en droites complexes » sur M.
Soit Ya = (p,la) : p 1(Ua)!Ua ⇥ (C⇤, ·) une trivialisation locale de p : L⇤ !M
et la section trivialisante locale sa :Ua ! p 1(Ua) telle que la  sa = e. Le choix d’une
section trivialisante locale associée s à sa passe par le choix d’un vecteur v2C\{0}. Pour
la suite, prenons v = 1 2 C⇤ (ici C⇤ est l’espace vectoriel privé du vecteur nul et non le
groupe (C⇤, ·) !). Ainsi, la section trivialisante locale associée s :Ua ! pr 1(Ua) défi-
nie par s(p(a)) = [a,l ]a(a)],8a 2 p 1(Ua) où l ]a = r(la) 1v= r(la) 1. Souvenons-
nous que 8X 2X(M),8a 2 p 1(Ua),(—Xs)(p(a)) = [a,r⇤((qa)p(a)Xp(a))l ]a(a)]. Mais,
(r⇤)e : Te(C⇤, ·)!C et donc r⇤((qa)(X)) est une fonction complexe surUa . On a donc
(—Xs)(p(a)) = [a,r⇤((qa)p(a)Xp(a))l
]
a(a)] = r⇤((qa)p(a)Xp(a))[a,l
]
a(a)]
= r⇤((qa)p(a)Xp(a))s(p(a)) = (r⇤(qa(X))s)(p(a))
C’est-à-dire que 8X 2X(M),x2Ua on a (—Xs)(x) = (r⇤(qa(X))s)(x). En tant qu’appli-
cations qa : TUa! Te(C⇤, ·) et (r⇤)e : Te(C⇤, ·)!C j’écrirai simplement r⇤qa : TUa!
C. Ainsi, 8x 2Ua on écrit plus simplement (—Xs)(x) = (r⇤qa(X)s)(x), ou même
—Xs= r⇤qa(X)s
Définition On dénote par G(L) l’espace des sections globales et différentiables du fibré
en droite complexes pr : L!M.
Puisque le groupe (C⇤, ·) agit librement via r sur C⇤ et que localement il existe
toujours une section trivialisante locale associée s :Ua ! pr 1(Ua) partout non-nulle
sur Ua , toute section globale s0 2 G(L) peut s’écrire localement comme s0 = f s où f 2
C •(Ua ,C) (où f peut se permettre d’être nulle comme bon lui semble).
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Définition Sous-entendue une section trivialisante locale associée s :Ua ! pr 1(Ua),
on dit que le f 2 C •(Ua ,C) vérifiant s0 = f s est le « représentant de s0 ».
Remarque Remarquons que le représentant de s est la fonction constante 1 puisque
s= 1s.
Proposition 2.7.3. Sous trivialisation locale associée s, la dérivée covariante de s0 = f s
en X est —X(s0) = (d f (X)+r⇤qa(X))s.
Démonstration. Via la formule de Leibniz pour—X on calcule directement que—X(s0) =
—X( f s) = d f (X)s+—Xs= d f (X)s+r⇤qa(X)s= (d f (X)+r⇤qa(X))s.
Proposition 2.7.4. Dans de telles conditions, on a pour tout X ,Y 2 X(M;C) l’égalité
(—X—Y  —Y—X  —[X ,Y ])s= r⇤dqa(X ,Y )s.
Démonstration. Dans de telles conditions, on a que 8X ,Y 2 X(M;C) :
(—X—Y  —Y—X  —[X ,Y ])s = (r⇤qa(X)r⇤qa(Y ) r⇤qa(Y )r⇤qa(X) r⇤qa([X ,Y ]))s
=  r⇤qa([X ,Y ])s= r⇤s⇤aa([X ,Y ])s
=  r⇤a(sa⇤([X ,Y ]))s= r⇤a([sa⇤X ,sa⇤Y ])s
= r⇤da(sa⇤X ,sa⇤Y )s= r⇤ds⇤aa(X ,Y )s
= r⇤dqa(X ,Y )s
Proposition 2.7.5. La 2-forme complexe curv— sur M donnée par curv—|Ua := r⇤dqa
est bien définie.
Démonstration. Soient deux trivialisations locales Ya = (p,la) : p 1(Ua) ! Ua ⇥
(C⇤, ·) et Yb = (p,lb ) : p 1(Ub )!Ub ⇥ (C⇤, ·) telles que Ua \Ub est non-vide. On
a les sections trivialisantes locales sa :Ua ! p 1(Ua) et sb :Ub ! p 1(Ub ) vérifiant
la  sa = 1 et lb  sb = 1 et reliées par la fonction de transitionYab :Ua \Ub ! (C⇤, ·)
comme sb = sa ·Yab . On a qa = s⇤aa et qb = s⇤ba reliées par qb = Ad(Yab ) 1qa +qab
surUa \Ub et où qab =Y⇤abq où q est la forme de Maurer-Cartan sur (C⇤, ·).
48
Le groupe de Lie (C⇤, ·) étant abélien, la représentation adjointe Ad est triviale.
Ainsi, qb = qa + qab . D’autre part, (C⇤, ·) étant abélien, l’équation de Maurer-Cartan
implique que la forme de Maurer-Cartan q est fermée, i.e. dq =  q([, ]) = 0. Donc
dqab = dY⇤abq =Y
⇤
abdq = 0. C’est-à-dire que dqa = dqb sur Ua \Ub , i.e. r⇤dqa =
r⇤dqb sur Ua \Ub . Définissons curv—|Ua\Ub = r⇤dqa |Ua\Ub = r⇤dqb |Ua\Ub . Remar-
quons que curv— étant indépendante de la section trivialisante locale, un recouvrement
ouvert de M nous donne un curv— défini globalement sur tout M.
Remarque On a—X—Y —Y—X —[X ,Y ] = curv—(X ,Y ) sur toutM. D’autre part, puisque
curv— est partout localement exacte, elle est globalement fermée.
Définition Une « structure hermitienne » h différentiable est une application bilinéaire
non-dégénérée et définie positive telle que 8x2M,hx :Lpr 1(x)⇥Lpr 1(x)!C;h(z1a,z2b)=
z¯1z2h(a,b) et 8a 2 Lpr 1(x),h(a,a) 2R+. Elle est dite « —-invariante » si pour tout 8X 2
X(M;C) et pour tout s1,s2 2G(L) elle vérifie X(h(s1,s2))= h(—X(s1),s2)+h(s1,—X(s2)).
Remarque r⇤qa(X) = r⇤qa(X).
Proposition 2.7.6. Soit sa :Ua ! p 1(Ua) une section trivialisante locale de L⇤ et s sa
section trivialisante locale associée de L. La structure hermitienne h est —-invariante si
et seulement si d(ln(h(s,s))) = r⇤qa +r⇤qa sur Ua .
Démonstration. Puisque h est hermitienne et que s ne s’annule jamais sur Ua , h(s,s)
est une fonction réelle strictement positive définie sur Ua . D’autre part, sur Ua on peut
exprimer toutes autres sections s1 et s2 de L surUa comme s1 = f s et s2 = gs où f ,g 2
C •(Ua ;C). Soit un X 2 X(Ua ;C) quelconque et supposons h —-invariante. On a donc
X(h(s1,s2)) = h(—X(s1),s2)+h(s1,—X(s2)). Calculons d’une part surUa :
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h(—X(s1),s2)+h(s1,—X(s2)) = h(—X( f s),gs)+h( f s,—X(gs))
= h((X f +r⇤qa(X) f )s,gs)+h( f s,(Xg+r⇤qa(X)g)s)
= (X f¯ +r⇤qa(X) f¯ )(g)h(s,s)+( f¯ )(Xg+r⇤qa(X)g)h(s,s)
= (gX f¯ + f¯ gr⇤qa(X)+ f¯ Xg+ f¯ gr⇤qa(X))h(s,s)
= (X( f¯ g))h(s,s)+( f¯ g(r⇤qa +r⇤qa)(X))h(s,s)
et d’autre part surUa :
X(h(s1,s2)) = X(h( f s,gs))
= X( f¯ gh(s,s))
= (X( f¯ g))h(s,s)+( f¯ g)X(h(s,s))
Mais puisque X(h(s1,s2)) = h(—X(s1),s2)+ h(s1,—X(s2)), nous obtenons l’égalité
( f¯ g)X(h(s,s)) = ( f¯ g(r⇤qa +r⇤qa)(X))h(s,s). Comme X est arbitraire, ceci revient à
dire que d(h(s,s))h(s,s) = r⇤qa+r⇤qa , ou encore, puisque h(s,s) est réelle strictement positive,
à d(ln(h(s,s))) = r⇤qa +r⇤qa .
Inversement, supposons d(ln(h(s,s))) = r⇤qa + r⇤qa . Ce qui revient à l’égalité
d(h(s,s)) = (r⇤qa +r⇤qa)h(s,s) et l’on calcule directement
d(h(s,s)) = (r⇤qa +r⇤qa)h(s,s)
= (r⇤qa)h(s,s)+(r⇤qa)h(s,s)
= h(s,(r⇤qa)s)+h((r⇤qa)s,s)
= h(s,—s)+h(—s,s)
Et ainsi h est —-invariante.
Corollaire 2.7.7. h est —-invariante si et seulement si la partie réelle de r⇤qa est exacte.
Remarque Il est possible de montrer que cela implique que la partie réelle de r⇤a :
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TP! C est exacte sur tout P si et seulement s’il existe h qui est —-invariante, mais
je ne le ferai pas. D’autre part, si r⇤a est de partie réelle exacte, alors r⇤da purement
imaginaire.
D’autre part, pour h —-invariante, on a curv—|Ua = r⇤dqa = d(r⇤qa) et puisque la
partie réelle de r⇤qa est exacte (et donc fermée) on obtient d(r⇤qa) = iIm(d(r⇤qa)).
C’est-à-dire que pour h —-invariante, curv— est purement imaginaire.
Soit une constante h¯ 2 R+. Sur chaqueUa , définissons
Qa := ih¯r⇤qa
Définissons aussi
w := ih¯curv—
Sur chaqueUa , on obtient
w|Ua = dQa
Puisque curv— est globalement définie et fermée, w est aussi globalement définie et
fermée.
L’équation 8X ,Y 2 X(M;C),—X—Y  —Y—X  —[X ,Y ] = curv—(X ,Y ) sur tout M se
reformule en
8X ,Y 2 X(M;C),—X—Y  —Y—X  —[X ,Y ] = 1ih¯w(X ,Y )
La dérivée covariante surUa prend ainsi la forme
—X( f s) = (d f (X)+
1
ih¯
Qa(X))s
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SurUa \Ub on a qb  qa = qab . Donc :
Qb  Qa = ih¯r⇤qab = ih¯r⇤(Y⇤abq) = ih¯(r⇤q)Yab (Yab )⇤
= ih¯(r(Yab )) 1(r⇤)Yab (Yab )⇤ = ih¯(r  Yab ) 1(r  Yab )⇤
= ih¯d(ln(r  Yab ))
Bref :
Qb  Qa = ih¯d(ln(r  Yab )) surUa \Ub
Aussi, la formule d(ln(h(s,s))) = r⇤qa +r⇤qa prend la forme
d(ln(h(s,s))) =
2
h¯
Im(Qa)
et l’on en retient que h est —-invariante si et seulement si Im(Qa) est exacte, i.e. si w est
réelle.
Définition Un fibré en droites complexes muni d’une structure hermitienne—-invariante
est dit être un « fibré en droites hermitien ».
CHAPITRE 3
QUANTIFICATION GÉOMÉTRIQUE
« Cosmogonie arithmétique et philosophique fondée
sur la sublimité paranoïaque du nombre douze. »
S. Dali, 1955.
3.1 Condition d’intégralité de Weil
Références : (Woodhouse [21]) et (Simms et Woodhouse [17])
Condition nécessaire :
Soit pr : L! M un fibré en droites hermitien associé à un (C⇤)-fibré principal p :
L⇤ !M muni d’une forme de connexion a . On a vu dans la section §2.6 que la propriété
abélienne de (C⇤, ·) impliquait que w := ih¯curv— est définie globalement sur M et est
fermée. Puis on a vu que la —-invariance de la métrique hermitienne h de L impliquait w
réelle. Nous allons maintenant montrer que w vérifie aussi une condition d’intégralité.
Théorème 3.1.1. (condition d’intégralité (i)) : Supposons dim(M)  3 et M orientable.
SoitS , une variété différentielle compacte orientable de dimension 2 et i :S , !M, un
immersion deS en M. Alors l’intégrale de w sur S= i(S )⇢M est un multiple entier
de 2p h¯.
Démonstration. Commençons par prouver le théorème pourS = S2, la 2-sphère.
Soit U˜a l’ouvert « hémisphère nord » de S2 (contenant l’équateur mais non un
certain voisinage du point sud) et soit U˜b l’ouvert « hémisphère sud » de S2 (conte-
nant l’équateur mais non un certain voisinage du point nord) tels que l’intersection
U˜a \ U˜b est un voisinage tubulaire de l’équateur (ne contenant ni un certain voisinage
du nord ni un certain voisinage du sud) et tels que i(U˜a) =Ua |S et i(U˜b ) =Ub |S. Re-
marquons que i(U˜a \ U˜b ) ⇢ (Ua \Ub )|S. On a w˜|Ua = dqa et w˜|Ub = dqb . Soit les
courbes paramétrées ga : [0,1]! S2 recouvrant le bord de U˜a (dans la même orientation
que ∂U˜a ) et gb : [0,1]! S2 recouvrant le bord de U˜b (dans la même orientation que
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∂U˜b ). Ainsi, ∂ (Ua |S) = i   ga([0,1]) et ∂ (Ub |S) = i   gb ([0,1]) et ∂ ((Ua \Ub )|S) =
i  ga([0,1])F i  gb ([0,1]), où « F » est l’union disjointe. Notons aussi que la continuité
de r  Yab   i   gb (t) implique r  Yab   i   gb (1) = r  Yab   i   gb (0).
Souvenons-nous que Qb  Qa = ih¯d(ln(r  Yab )) surUa \Ub .
Calculons directement l’intégrale :
I
S
w =
Z
Ua |S
w+
Z
Ub |S
w 
Z
(Ua\Ua )|S
w
=
Z
Ua |S
dQa +
Z
Ub |S
dQb  
Z
(Ua\Ua )|S
dQa
=
Z
∂Ua |S
Qa +
Z
∂Ub |S
Qb  
Z
∂ ((Ua\Ua )|S)
Qa
=
I
i ga ([0,1])
Qa +
I
i gb ([0,1])
Qb  
Z
i ga ([0,1])F i gb ([0,1])Qa
=
I
i ga ([0,1])
Qa +
I
i gb ([0,1])
Qb  
Z
i ga ([0,1])
Qa  
Z
i gb ([0,1])
Qa
=
I
i gb ([0,1])
(Qb  Qa) =
I
i gb ([0,1])
ih¯d(ln(r  Yab ))
= ih¯
Z
[0,1]
g⇤b i
⇤(d(ln(r  Yab ))) = ih¯
Z
[0,1]
d(ln(r  Yab   i   gb ))
= ih¯(ln(r  Yab   i   gb ))|10 = ih¯(ln(
r  Yab   i   gb (1)
r  Yab   i   gb (0)
))
= ih¯(ln(1)) = ih¯(2pik) = 2p h¯k 2 2p h¯Z
Maintenant, soit S , une variété différentielle compacte orientable de dimension 2
quelconque et i : S , ! M une immersion de S en M. Puisque w est fermée, toute
homotopie de S préserve
H
Sw (et ce même lors de pincement de S). En homotopant S
à une union disjointe de sphères immersées S2 , !M, on trouve que HSw est la somme
des intégrales de w sur chaque sphère plongée. Mais l’intégrale de w sur chaque sphère
plongée est un multiple entier de 2p h¯. Donc
H
Sw 2 2p h¯Z.
Corollaire 3.1.2. Soit (M,w) une variété symplectique de dimension dim(M)  4. Une
condition nécessaire à l’existence d’un fibré en droites hermitien de base M où h est
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—-invariant et où w = ih¯curv— est que w soit intégrale.
Remarque Notons que si w 0 = w + dz , l’intégrale de dz sur une surface compacte
S⇢M est nulle puisque ∂S= /0. Donc la condition d’intégralité (i) est une condition sur
w à dz près, en particulier à potentiel de transition qab près. C’est-à-dire, la condition
d’intégralité (i) est une contrainte cohomologique qui se résume à [w] 2 H2(M;2p h¯Z).
Ainsi, le corollaire précédent se reformule en :
Corollaire 3.1.3. (condition d’intégralité (ii)) : Soit (M,w) une variété symplectique
de dimension dim(M)   4. Une condition nécessaire à l’existence d’un fibré en droites
hermitien de base M où h est —-invariant et où w = ih¯curv— est que [w]2H2(M;2p h¯Z).
On dit alors que w est une 2-forme « intégrale ».
Condition suffisante :
Théorème 3.1.4. (condition suffisante) : Soit (M,w) une variété symplectique. Si w est
intégrale, alors il existe un fibré en droites hermitien pr : L!M de métrique hermitienne
h —-invariant telle que curv— = ih¯ 1w .
Démonstration. Soit (M,w) une variété symplectique telle que [w]2H2(M;2p h¯Z). Soit
{Ua} un recouvrement ouvert contractile de M. Soient trois ouverts Ua ,Ub ,Ug 2 {Ua}
tels queUa \Ub \Ug 6= /0. Puisque w est fermée et les ouverts sont contractiles, on a
• 9Qa tel que w|Ua = dQa
• 9Qb tel que w|Ub = dQb
• 9Qg tel que w|Ug = dQg
Et encore puisque les ouverts sont contractiles on a donc
• d(Qa  Qb )|Ua\Ub = (w w)|Ua\Ub = 0
=) 9 fab telle que (Qa  Qb )|Ua\Ub = d fab
• d(Qb  Qg)|Ub\Ug = (w w)|Ub\Ug = 0
=) 9 fbg telle que (Qb  Qg)|Ub\Ug = d fbg
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• d(Qg  Qa)|Ug\Ua = (w w)|Ug\Ua = 0
=) 9 fga telle que (Qg  Qa)|Ug\Ua = d fga
On calcule surUa \Ub \Ug que
d( fab + fbg + fga) = d fab +d fbg +d fga
= (Qa  Qb )+(Qb  Qg)+(Qg  Qa)
= 0
Donc, encore puisque les trois ouverts sont contractiles, il existe une constante c telle
que ( fab + fbg+ fga)|Ua\Ub\Ug = 2p h¯c. La condition d’intégralité de w nous permet de
supposer que c 2 Z. Soit r : (C⇤, ·)! GL1(C) la représentation holomorphe décrite au
début de la section §2.7. Posons maintenant les trois applicationsYab := r 1 e ih¯
 1 fab ,
Ybg := r 1   e ih¯
 1 fbg et Yga := r 1   e ih¯ 1 fga . Remarquons que surUa \Ub \Ug on
a
YabYbgYga = (r 1   e ih¯
 1 fab )(r 1   e ih¯ 1 fbg )(r 1   e ih¯ 1 fga )
= r 1(e ih¯
 1 fab e ih¯
 1 fbge ih¯
 1 fga )
= r 1(e ih¯
 1( fab+ fbg+ fga )) = r 1(e 2pic) = r 1(1) = e
où le dernier « e » est l’identité en (C⇤, ·) et non la constante de Néper. Par la proposition
2.5.1 (que l’on retrouve dans (Kobayashi et Nomizu [12])), ceci implique l’existence
d’un (C⇤, ·)-fibré principal p : L⇤ ! M où les « Y » sont les fonctions de transition.
Donné L⇤, on peut toujours construire un fibré en droites complexes pr : L!M associé
à L⇤.
Posons les trois 1-formes à valeurs en Te(C⇤, ·) sur leurs ouvertsUa ,Ub ,Ug respectifs
suivantes :
qa := ih¯ 1(r 1)⇤Qa et qb := ih¯ 1(r 1)⇤Qb et qg := ih¯ 1(r 1)⇤Qg
Soit q la 1-forme de Maurer-Cartan sur (C⇤, ·). Posons aussi les trois 1-formes à valeurs
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en Te(C⇤, ·) sur leurs ouverts respectifsUa \Ub ,Ub \Ug etUg \Ua suivantes :
qab :=Y⇤abq et qbg :=Y
⇤
bgq et qga :=Y
⇤
gaq
On calcule surUab :
(qb  qa) =  ih¯ 1(r 1)⇤(Qb  Qa) = ih¯ 1(r 1)⇤(d fab )|Uab
= (r 1)⇤d(ln(e ih¯
 1 fab )) = (r 1)⇤(e ih¯
 1 fab ) 1(e ih¯
 1 fab )⇤
= q
r 1 e ih¯ 1 fab (r
 1)⇤(e ih¯
 1 fab )⇤ = q
r 1 e ih¯ 1 fab (r
 1   e ih¯ 1 fab )⇤
= (r 1   e ih¯ 1 fab )⇤q =Y⇤abq = qab
Demême, par permutation cyclique sur les indices a , b et g on trouve (qg qb )|Ubg =
qbg |Ubg et (qa  qg)|Uga = qga |Uga . Par la deuxième partie de la proposition 2.5.4, ceci
implique l’existence d’une forme de connexion a sur L⇤ qui donne lieu à qa , qb et qg .
Suivant la construction de la section §2.7, cette forme de connexion a sur L⇤ donne une
dérivée covariante de courbure curv— = ih¯ 1w . Soit h une métrique hermitienne sur L.
Puisque w est réelle fermée, la métrique hermitienne est —-invariante.
Conlusion :
Du corollaire « condition d’intégralité (ii) » et du théorème « condition suffisante »
on en conclut le théorème suivant :
Théorème 3.1.5. (Condition d’intégralité de Weil [21]) : Soit (M,w) une variété sym-
plectique. Il existe un fibré en droites hermitien pr : L!M muni d’une connexion — de
courbure curv— = ih¯ 1w si et seulement si [w] 2 H2(M;2p h¯Z).
Acceptons sans preuve le résultat suivant :
Théorème 3.1.6. [21] : Quand [w] 2 H2(M;2p h¯Z), les différents choix de fibrés L et
connexions — sont paramétrés par H1(M;U(1)).
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3.2 Préquantification
Référence : (Sniatycki [18]) et (Woodhouse [21]).
Définition (Condition de préquantification) : Une variété symplectique (M,w) est
dite « préquantifiable » si elle vérifie la condition d’intégralité de Weil [ w2p h¯ ]2H2(M;Z).
Soit (M,w), une variété symplectique préquantifiable. Elle admet donc un (C⇤, ·)-
fibré principal p : L⇤ !M muni d’une forme de connexion a : TL⇤ ! Te(C⇤, ·) vérifiant
curv— =  ih¯ 1w . Soit le fibré en droites hermitien pr : L = L⇤ ⇥r C!M via la repré-
sentation r décrite au début de la section §2.7. Puisque w est réelle, le fibré L admet une
structure hermitienne h qui est —-invariante. Un tel fibré en droites hermitien pr : L!M
sur une variété symplectique (M,w) préquantifiable telle que curv— =  ih¯ 1w est un
dit « fibré préquantique » sur (M,w). Puisque (C⇤, ·) est abélien, l’équation structurelle
d’Élie Cartan implique da =W. Mais r⇤W= p⇤curv— = 1ih¯p
⇤w . Bref, r⇤da = 1ih¯p
⇤w .
Puisque la forme de connexion a est (C⇤, ·)-équivariante, 8z 2 (C⇤, ·),(Fz)⇤a =
Adz 1a . Mais (C⇤, ·) étant abélien, la représentation adjointe Ad de (C⇤, ·) est triviale,
i.e. 8z 2 (C⇤, ·),(Fz)⇤a = a . En version infinitésimale, ceci revient à dire que pour tout
champ vectoriel fondamental A⇤ 2 XF(L⇤),LA⇤a = 0. Mais n’y aurait-il pas un autre
champ vectoriel (réel) sur L⇤ qui préserve a ?
Définition Xa(L⇤) := {x 2 X(L⇤)|Lxa = 0}.
Évidemment XF(L⇤) ⇢ Xa(L⇤), puisque les champs vectoriels fondamentaux pré-
servent la forme de connexion a .
Théorème 3.2.1. [18] : Il existe un monomorphisme de l’algèbre de Poisson (C •(M;R),{,})
vers l’algèbre (Xa(L⇤;R), [, ]).
Voici une preuve dont la première partie est largement inspirée de (Sniatycki [18]).
Démonstration. Souvenons-nous de la description faite du groupe structurel (C⇤, ·) faite
au début de la section §2.7 en tant que R2\{0} muni d’une structure presque-complexe
intégrable j. Tout élément de Te(C⇤, ·) pouvait s’écrire (a+ b j) ∂∂ z pour a,b 2 R. Soit
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x 2 Xa(L⇤), i.e. Lxa = 0. C’est-à-dire 0 = dixa + ixda , ou encore, 0 = d(a(x ))+
da(hx ,h·). En évaluant cette dernière expression sous un A⇤ fondamental quelconque,
on trouve 0= d(a(x ))(A⇤)+da(hx ,hA⇤) = d(a(x ))(A⇤), c’est-à-dire qu’il existe cˇ=
aˇ+ bˇ j, où aˇ, bˇ 2 C •(L⇤;R), constante le long des fibres de p : L⇤ ! M définie par
cˇ ∂∂ z = a(x ). La partie verticale de x est 8a 2 L⇤,vxa = (F⇤(cˇ(a) ∂∂ z))a, ce qui véri-
fie bien aa(xa) = aa(vxa) = aa((F⇤(cˇ(a) ∂∂ z))a) = cˇ(a)
∂
∂ z . En dénotant dcˇ := daˇ+ dbˇ j
et en reprenant 0 = d(a(x ))+ da(hx ,h·) et en y insérant cˇ ∂∂ z = a(x ) on trouve 0 =
dcˇ⌦ ∂∂ z + da(hx ,h·), i.e. da(hx ,h·) =  dcˇ⌦ ∂∂ z . Mais puisque l’on a une structure
hermitienne h qui est —-invariante, r⇤da est à valeurs purement imaginaires. Donc,
r⇤da(hx ,h·) =  d(aˇ+ ibˇ) implique que la fonction aˇ est constante (mais pas néces-
sairement nulle !). Soit f ] 2 C •(L⇤;C) définie par f ] := ih¯r⇤cˇ = h¯( bˇ+ iaˇ). Donc
r⇤da(hx ,h·) =   1ih¯d f ]. Mais r⇤da = 1ih¯p⇤w et ainsi 1ih¯(p⇤w)(hx ,h·) =   1ih¯d f ], i.e.
(p⇤w)(hx ,h·) =  d f ], i.e. w(p⇤hX ,p⇤h·) =  d f ]. Comme cˇ est contante le long des
fibres, 9 f 2 C •(M;C) telle que f ] = f   p . Tout comme d f ] est purement réelle, d f
l’est aussi. Ainsi, p⇤hx est le champ vectoriel hamiltonien (réel) Xf de f , i.e. que la
partie horizontale de x est le relevé horizontal du champ vectoriel hamiltonien Xf de
f . On obtient donc la décomposition xa = hxa+ vxa = (X ]f )a+(F⇤(  f
](a)
h¯ j
∂
∂ z))a. On
écrit ainsi (x f )a = (X ]f )a + (F⇤(  f
](a)
h¯ j
∂
∂ z))a, le champ vectoriel sur L
⇤ qui préserve
a . Puisque F⇤ est une application linéaire, on peut écrire x f = X ]f   h¯ 1 f ]F⇤( j ∂∂ z). À
chaque x 2 Xa(L⇤) correspond un unique f 2 C •(M;C) de partie imaginaire constante
tel que x = x f . Et à chaque f 2 C •(M;C) de partie imaginaire constante il existe un
unique x f 2 Xa(L⇤). Puisque C •(M;R) est une sous-algèbre des fonctions complexes
de partie imaginaire constante surM, on a l’injection de C •(M;R) vers Xa(L⇤) donnée
par f , ! x f .
Vérifions maintenant que le crochet est préservé par l’injection. Soient f ,g2C •(M;R).
Les relevés f ] := f   p et g] := g   p sont constant le long des fibres et F⇤( j ∂∂ z) est
fondamental. Donc, F⇤( j ∂∂ z) f
] = 0 et F⇤( j ∂∂ z)g
] = 0 et ainsi [ f ]F⇤( j ∂∂ z),g
]F⇤( j ∂∂ z)] =
f ]g][F⇤( j ∂∂ z),F⇤( j
∂
∂ z)] = 0 puisque le groupe structurel (C
⇤, ·) est abélien. Remarquons
aussi que X ]g f ] = d f ](X ]g) = (dp⇤ f )(X ]g) = (p⇤)d f (X ]g) = d fp(p⇤X ]g) = d fp(Xg)p =
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(d f (Xg))p = { f ,g}p = { f ,g}]. Donc, X ]g f ] = { f ,g}] et X ]f g] = { f ,g}]. D’autre part,
v[X ]f ,X
]
g]a
= (F⇤(aa(v[X ]f ,X
]
g]a)))a = (F⇤(aa([X
]
f ,X
]
g]a)))a
= (F⇤( (da)a((X ]f )a,(X ]g)a)))a = (F⇤((r 1)⇤r⇤(da)a((X ]f )a,(X ]g)a)))a
=  (F⇤((r 1)⇤ 1ih¯(p
⇤w)a((X ]f )a,(X
]
g)a)))a
=  (F⇤((r 1)⇤ 1ih¯wp(a)(p⇤(X
]
f )a,(p⇤X
]
g)a)))a
=  (F⇤((r 1)⇤ 1ih¯wp(a)((Xf )p(a),(Xg)p(a))))a = (F⇤((r
 1)⇤
1
ih¯
( 1{ f ,g})p(a)))a
= (F⇤((r 1)⇤
1
ih¯
{ f ,g}](a)))a = h¯ 1{ f ,g}](a)(F⇤((r 1)⇤i))a
=  h¯ 1{ f ,g}](a)(F⇤( j ∂∂ z))a
C’est-à-dire v[X ]f ,X
]
g] =  h¯ 1{ f ,g}](F⇤( j ∂∂ z)). Souvenons-nous que les relevés hori-
zontaux sont invariants sous l’action du groupe structurel, c’est-à-dire [X ]f ,F( j
∂
∂ z)] = 0
et [X ]g,F( j ∂∂ z)] = 0. Les formules [X , fY ] = X( f )Y + f [X ,Y ] et [ f X ,Y ] =  Y ( f )X +
f [X ,Y ] nous seront aussi utiles. Ainsi, 8 f ,g 2 C •(M), calculons
[x f ,xg] = [X ]f   h¯ 1 f ]F⇤( j
∂
∂ z
),X ]g  h¯ 1g]F⇤( j
∂
∂ z
)]
= h[X ]f ,X
]
g]+ v[X
]
f ,X
]
g]  h¯ 1[X ]f ,g]F⇤( j
∂
∂ z
)]
 h¯ 1[ f ]F⇤( j ∂∂ z),X
]
g]+ h¯
 2[ f ]F⇤( j
∂
∂ z
),g]F⇤( j
∂
∂ z
)]
= [Xf ,Xg]]  h¯ 1{ f ,g}](F⇤( j ∂∂ z))  h¯
 1((X ]f g
])F⇤( j
∂
∂ z
)+g][X ]f ,F⇤( j
∂
∂ z
)])
 h¯ 1( X ]g f ]F⇤( j
∂
∂ z
)+ f ][F⇤( j
∂
∂ z
),X ]g])
= ( X{ f ,g})]  h¯ 1{ f ,g}](F⇤( j ∂∂ z))  h¯
 1( { f ,g}]F⇤( j ∂∂ z))
 h¯ 1( { f ,g}]F⇤( j ∂∂ z))
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=  (X{ f ,g})]+ h¯ 1{ f ,g}]F⇤( j ∂∂ z)
=  x{ f ,g}
C’est-à-dire, [x f ,xg] = x{ f ,g}. L’injection (C •(M;R),{,}) , ! (Xa(L⇤;R), [, ]); f , ! x f
préserve donc le crochet, ce qui en fait un monomorphisme d’algèbres.
Puisque (Xa(L⇤), [, ]) est une sous-algèbre de (X(L⇤), [, ]), on a un monomorphisme
d’algèbres (C •,{,}) , ! (X(L⇤), [, ]) induit par l’inclusion de (Xa(L⇤), [, ]) en (X(L⇤), [, ]).
Soit s 2 G(L) telle que s(p(a)) = [a,l ](a)]. Par définition de la dérivée covariante,
(—Xf s)(p(a))= [a,(dl ])a((X
]
f )a)]. D’autre part, la proposition 2.6.6 impliquait que 8A⇤ 2
XF(L⇤),(dl ])a(A⇤a) =  (r⇤Ae)l ]a(a). En prenant A⇤a = (F⇤( h¯ 1 f ](a) j ∂∂ z))a et Ae =
 h¯ 1 f ](a) j ∂∂ z on calcule
(dl ])a(F⇤( h¯ 1 f ](a) j ∂∂ z))a =  (r⇤( h¯
 1 f ](a) j
∂
∂ z
))l ]a(a)
= ih¯ 1 f ](a)l ]a(a)
=   1
ih¯
f ](a)l ]a(a)
Ainsi, la section correspondant à [a,(dl ])a((x f )a)] est
[a,(dl ])a((x f )a)] = [a,(dl ])a((X ]f )a+(F⇤( h¯ 1 f ](a) j
∂
∂ z
))a)]
= [a,(dl ])a((X ]f )a)]+ [a,(dl
])a((F⇤( h¯ 1 f ](a) j ∂∂ z))a)]
= (—Xf s)(p(a))+ [a, 
1
ih¯
f ](a)l ]a(a)]
= (—Xf s)(p(a)) 
1
ih¯
f ](a)[a,l ]a(a)]
= (—Xf s)(p(a)) 
1
ih¯
( f s)(p(a))
= ((—Xf  
1
ih¯
f )s)(p(a))
Pour une section globale s(p(a)) = [a,l ](a)] 2 G(L), on définit la section fˆ s comme
étant ( fˆ s)(p(a)) :=  ih¯[a,(x fl ])(a)] =  ih¯((—Xf   1ih¯ f )s)(p(a)) et ainsi l’opérateur
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fˆ := ih¯(—Xf   1ih¯ f ), ou encore :
fˆ := ih¯—Xf + f
On dit que fˆ est l’opérateur (pré)quantique associé à l’observable classique f . On a
8A⇤ 2 XF(L⇤) que :
Lx f A
⇤ = [x f ,A⇤] = [X ]f   h¯ 1 f ]F⇤( j
∂
∂ z
),A⇤]
= [X ]f ,A
⇤]  h¯ 1[ f ]F⇤( j ∂∂ z),A
⇤] = 0+0= 0
S’il advenait que x f soit complet (i.e. Xf complet), on pourrait définir le flot (pré)quantique
F] : (R,+)!Diff(L⇤) de x f . Puisque x f préserve a et l’actionF (dans le sensLx fa = 0
et Lx f A
⇤ = 0), F] préserve l’action de (C⇤, ·) sur L⇤ (i.e. F] commute avec F). Ainsi,
on peut tirer-en-arrière l ] par F]t et la section résultante [a,(F
]
t )
⇤l ](a)] est l’évolution
dynamique de l’état quantique s, ce qui est aussi en G(L). On a enfin qu’avec F f , le flot
hamiltonien de f , p  F] =F f  p .
On peut directement calculer via une section test s2G(L) vérifiant s(p(a))= [a,l ](a)]
que
([ fˆ , gˆ]s)(p(a)) = ( ih¯)2[a,([x f ,xg]l ])(a)]
=  ( ih¯)2[a,(x{ f ,g}l ])(a)]
=  ( ih¯)( ih¯[a,(x{ f ,g}l ])(a)])
=  ih¯(\{ f ,g}s)(p(a))
C’est-à-dire
[ fˆ , gˆ] = ih¯\{ f ,g}
Nous avons ainsi obtenu l’opérateur (pré)quantique correspondant à un observable clas-
sique via le monomorphisme chapeau ˆ: C •(M)! End(G(L)); f , ! fˆ vérifiant les trois
conditions de quantification de Dirac suivantes :
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1. L’application f , ! fˆ est R-linéaire ;
2. Si f est constante, alors fˆ est l’opérateur multiplication ;
3. [ fˆ , gˆ] = ih¯\{ f ,g}.
Soient deux sections s1,s2 2 G(L). La mesure de Liouville µ := ( 1)
n(n 1)/2
n! w
^n est
une forme volume sur M. Prenons la forme normalisée e := ( 12p h¯)
nµ et définissons la
norme (s1,s2) =
R
M h(s1,s2)e =
R
M < s1,s2 > e . L’ensemble sections de carré sommable
en G(L) forme un espace pré-hilbertien sous la norme (·, ·) donné par L2(M;L). La com-
plétude de cet espace pré-hilbertien est un espace de Hilbert.
Après avoir construit toute cette belle théorie, essayons en coordonnées locales pour
voir ce qui se passe.
Exemple Soit le système hamiltonien (M,w,H) = (T ⇤R3,w,H) en tant qu’espace de
phase en coordonnées de Darboux {~p,~q} où w = d~p^d~q et où le potentiel symplectique
est Q= ~p ·d~q (on a bien w = dQ) et où l’hamiltonien est H(~p,~q) = ~p·~p2m +V (~q). Évidem-
ment, (M,w) est préquantifiable. Soit pr : L! M son fibré préquantique. L’équation
d’Hamilton iXfw =  d f donne Xf = ∂ f∂~p · ∂∂~q   ∂ f∂~q · ∂∂~p . Ainsi, l’opérateur quantique as-
socié à l’observable classique f 2 C •(M) est fˆ = ih¯—Xf + f = ih¯Xf  Q(Xf )+ f =
 ih¯(∂ f∂~p · ∂∂~q   ∂ f∂~q · ∂∂~p) ~p · ∂ f∂~p + f .
On a ainsi pour j 2 {1,2,3} :
• qˆ j = ih¯ ∂∂ p j +q j
• pˆ j = ih¯ ∂∂q j
et pour H(~p,~q) = ~p·~p2m +V (~q) :
• Hˆ =  ih¯( 1m~p · ∂∂~q   (~—~qV (~q)) · ∂∂~p)  LH où ~—~qV (~q) est le gradient de V et où
LH = ~p·~p2m +V (~q) la transformée de Legendre de H.
D’autre part, dans un tel système hamiltonien (M,w,H) = (T ⇤R3,w,H), sous une sec-
tion trivialisante associée s, toute autre section en G(L) s’écrit s0 = gs où g 2 C •(M;C).
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Remarquons aussi que les opérateurs obtenus ne sont pas exactement ceux attendus
par la Première Quantification (i.e. on devrait avoir pour j 2 {1,2,3} que qˆ j = q j et que
Hˆ =  h¯
2
2m D+V où D=
∂ 2
∂q21
+ ∂
2
∂q21
+ ∂
2
∂q21
). |
Voici trois problèmes frappants de la préquantification dans le dernier exemple :
(1) L’espace de Hilbert ainsi formé est trop gros. En effet, le représentant des sections
en G(L) ne devraient que dépendre des paramètres de l’espace de configuration
(i.e. que de ~q), mais jusqu’ici le représentant des sections s 2 G(L) dépendent de
tout l’espace de phase M = T ⇤Q (i.e. les~q et les ~p).
(2) Pour j 2 {1,2,3}, la Première Quantification stipule que qˆ j = q j, ce que l’on n’a
pas obtenu.
(3) La Première Quantification stipule que l’opérateur Hˆ associé à H(~p,~q) = p
2
2m +
V (~q) est Hˆ =  h¯
2
2m D+V où D =
∂ 2
∂q21
+ ∂
2
∂q21
+ ∂
2
∂q21
est le Laplacien. Ce que l’on n’a
pas non plus obtenu.
Pour remédier aux problèmes (1) et (2), on introduira donc le concept de polarisation
(dans la prochaine section). Le problème (3) se corrige via la correction métaplectique
et le noyau BKS.
64
3.3 Polarisation
Références : (Sniatycki [18]), (Woodhouse [21]), (de Buyl, Detournay et Voglaire
[7]) et (Bates et Weinstein [3]).
Définition Soit (M,w) une variété symplectique (réelle). Une « distribution complexe»
F surM est un sous-fibré de (TM)C. Dénotons par XF(M;C) := G(F) les champs vecto-
riels (complexes) qui reposent en F . Une distribution complexe F est dite « involutive»
si 8X ,Y 2 XF(M;C), [X ,Y ] 2 XF(M;C). Une distribution complexe F sur M est dite
lagrangienne si dimCF = 12dimRM et w|F⇥F = 0 (ici w est étendue C-linéairement à
(TM)C comme dans la section §2.2). On dénote par F la distribution complexe conju-
guée à F (ce qui est aussi un sous-fibré de (TM)C).
Définition (Polarisation [18]) : Soit (M,w), une variété symplectique. Une « polarisa-
tion » de (M,w) est une distribution lagrangienne involutive complexe F surM telle que
8x 2M,dimC(Fx\Fx) est une constante.
Suivant (Woodhouse [21]), la propriété d’involutivité de F indique que localement
sur M, il existe toujours n fonctions complexes en involution (i.e. qui commutent toutes
deux à deux sous le crochet de poisson) telles que leurs champs vectoriels hamiltoniens
(complexes) engendrent F . Remarquons que ces derniers champs vectoriels hamilto-
niens commutent aussi tous deux à deux (puisque [Xf ,Xg] = X{ f ,g} = X0 = 0). (Selon
Sniatycki toutefois, il faut que F soit fortement admissible pour admettre n telles fonc-
tions... qui a raison ?). Remarquons que de telles fonctions sont polarisées (i.e. constantes
en F) puisqueLXf g= Xf g= {g, f}= 0.
Proposition 3.3.1. La distribution F est involutive si F l’est.
Démonstration. Soient X ,Y 2XF(M;C) quelconques. On calcule [X ,Y ] = [X ,Y ] = [X ,Y ].
Mais X et Y sont en XF(M;C) et F est involutive. Donc [X ,Y ] 2 XF(M;C), c’est-à-dire
[X ,Y ] 2 XF(M;C). Donc [X ,Y ] 2 XF(M;C).
Remarque Pour un x 2M et pour dim(M) = 2n, si Fx = spanC{A1, ...,An}, alors Fx =
spanC{A¯1, ..., A¯n}.
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Exemple Soit {Ua}, un recouvrement ouvert d’une variété symplectique (M,w) telle
que dim(M)= 2n. Sur chaque ouvertUa , soient n fonctions complexes fUai 2C •(Ua ;C),
où i2 {1, ...,n}, en involution et telles que leurs champs vectoriels hamiltoniens XfUai , i2
{1, ...,n} ne s’annulent jamais surUa . On a naturellement 8i, j2 {1, ...,n} que [XfUai ,XfUaj ] =
 X{ fUai , fUaj } = X0 = 0 et donc la distribution locale FUa := spanC{XfUa1 , ...,XfUan } est
involutive et ainsi la distribution F surM définie sur chaqueUa par F |Ua := FUa est une
polarisation de M. |
On définit les distributions réelles D et E sur M telles que leurs complexification est
donnée par DC := F \F et par EC := F+F .
Sur (M,w), la distribution D est isotrope et E est coisotrope. En fait D⇢ E. Remar-
quons aussi que D et E sont symplectiquement perpendiculaires, i.e. D= E? ou encore
E = D?. Enfin, E\D est une distribution symplectique.
Proposition 3.3.2. La distribution D est involutive.
Démonstration. Soient X ,Y 2 XDC(M;C) quelconques. Donc X ,Y 2 XF(M;C). Mais
F involutive, donc [X ,Y ] 2 XF(M;C). D’autre part, X ,Y 2 XF(M;C). Mais F est in-
volutive. Donc [X ,Y ] 2 XF(M;C). Ainsi, [X ,Y ] 2 XF(M;C)\XF(M;C). C’est-à-dire
[X ,Y ] 2 XDC(M;C), i.e. DC est involutive et donc D aussi.
Remarque La distribution D étant réelle, involutive et de dimension constante définit
ainsi un feuilletage de M.
Définition Une polarisation F est dite « fortement admissible » si E est involutive.
Puisque D est involutive, on peut toujours définir la projection pD :M!M/D. Si la
polarisation est fortement admissible (i.e. E involutive) on peut aussi définir les projec-
tions pE :M!M/E et pED :M/D!M/E (qui est une submersion).
Proposition 3.3.3. [18] : Soit F fortement admissible. Alors les champs vectoriels ha-
miltoniens complexes en F commutent deux à deux.
Démonstration. Soient Xf ,Xg 2 XF(M;C), deux champs vectoriels hamiltoniens com-
plexes. Alors [Xf ,Xg] = Xw(Xf ,Xg) = X0 = 0.
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Proposition 3.3.4. Soit f 2 C •(M;C). Alors f est constant en E si et seulement si
Xf 2 XD(M;C).
Démonstration. SoitY 2XE(M;C). PuisqueD=E? etY f = iY d f = iY iXfw =w(Y,Xf ),
on a Y f = 0 () Xf 2 XD(M;C).
Proposition 3.3.5. [18] : Si F est fortement admissible, il y a un paraléllisme global sur
les feuilles de D (i.e. toute feuille L de D a son tangeant TL globalement engendré par
des champs vectoriels qui commutent tous entre-eux).
Démonstration. [18]. Soit k = codim(E) et (V ;{x1, ...,xk}) un système de coordon-
nées locales sur M/E. Alors, les rappels x˜ j := x j  pE , j 2 {1, ...,k}, sont des fonctions
(réelles) sur p 1E (V ). Mais D⇢ E, donc les x˜ j sont définies globalement sur les feuilles
L de D reposant en p 1E (V ). Les x˜ j sont constants en E, donc leurs champs vectoriels
hamiltoniens Xx˜ j sont en D et sont globalement définis sur les feuilles L en p 1E (V ).
Puisque D ⇢ E, les fonctions x˜ j sont aussi constantes en D. Les champs vectoriels ha-
miltoniens Xx˜ j commutent deux à deux puisqueD est isotrope. Les Xx˜ j étant linéairement
indépendant entre eux, et existants au nombre de k, on en conclut que ces derniers Xx˜ j
engendrent globalement D sur les feuilles L de D en p 1E (V ).
Définition Soit (M,w) une variété symplectique de dimension 2n. Une polarisation F de
M est dite « réelle », (resp. « purement complexe ») si F = F , (resp. si F+F = (TM)C).
Une polarisation F de M est dite « mixte » si elle n’est ni réelle ni purement complexe.
Remarque (Bates et Weinstein [3]) dit « totalement complexe » au lieu de « purement
complexe ».
La condition F = F d’une polarisation réelle F est équivalente à DC = EC = F , i.e.
D et E sont des distributions lagrangiennes de M. La condition F +F = (TM)C d’une
polarisation purement complexe est équivalente à D= /0 et E est symplectique.
Proposition 3.3.6. Les énoncés suivants sont vrais :
1. Toute polarisation réelle est fortement admissible.
67
2. Toute polarisation purement complexe est fortement admissible.
Démonstration. Les énoncés suivants sont vrais :
1. Une polarisation réelle a E = D, mais D est involutive, donc E aussi.
2. Une polarisation purement complexe a E = TM, mais TM est involutif.
Proposition 3.3.7. Soit (M,w) une variété symplectique munie d’une polarisation pu-
rement complexe F. Alors F induit une structure presque-complexe intégrable J sur M.
Démonstration. Soit (M,w) une variété symplectique munie d’une polarisation pure-
ment complexe F . Puisque (TM)C=F+F , définissons un endomorphisme J : (TM)C!
(TM)C par 8A 2 F,JA= iA et 8A 2 F ,JA= iA. Autant sur F que sur F on a J2 = id
et donc J2 =  id sur tout (TM)C. On dit que J est la « structure presque-complexe in-
duite par la polarisation purement complexe F ». On peut ainsi dire que F = (TM)(0,1) et
que F = (TM)(1,0). Soit Z1,Z2 2 X(M;C) quelconques. Pour avoir J intégrable, il suffit
de montrer que le tenseur de Nijenhuis NJ(Z1,Z2) meurt. On peut toujours décomposer
Z1 et Z2 en Z1 = X1+Y1 et Z2 = X2+Y2 où X1,X2 2XF(M;C) etY1,Y2 2XF(M;C). Évi-
demment JX1 = iX1, JX2 = iX2, JY1 = iY1 et JY2 = iY2. Comme F et F sont involutifs
on a aussi J[X1,X2] = i[X1,X2] et J[Y1,Y2] = i[Y1,Y2]. Calculons
NJ(Z1,Z2) = [Z1,Z2]+ J[Z1,JZ2]+ J[JZ1,Z2]  [JZ1,JZ2]
= [X1+Y1,X2+Y2]+ J[X1+Y1,J(X2+Y2)]
+J[J(X1+Y1),X2+Y2]  [J(X1+Y1),J(X2+Y2)]
= [X1+Y1,X2+Y2]+ J[X1+Y1, iX2+ iY2]
+J[ iX1+ iY1,X2+Y2]  [ iX1+ iY1, iX2+ iY2]
= [X1+Y1,X2+Y2]  iJ[X1+Y1,X2]+ iJ[X1+Y1,Y2]
 iJ[X1,X2+Y2]+ iJ[Y1,X2+Y2]+ [ X1+Y1, X2+Y2]
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= [X1,X2]+ [Y1,X2]+ [X1,Y2]+ [Y1,Y2]  iJ[X1,X2]
 iJ[Y1,X2]+ iJ[X1,Y2]+ iJ[Y1,Y2]  iJ[X1,X2]  iJ[X1,Y2]
+iJ[Y1,X2]+ iJ[Y1,Y2]+ [X1,X2]  [X1,Y2]  [Y1,X2]+ [Y1,Y2]
= 2[X1,X2]+2[Y1,Y2] 2iJ[X1,X2]+2iJ[Y1,Y2]
= 2[X1,X2]+2[Y1,Y2] 2i( i)[X1,X2]+2i(i)[Y1,Y2]
= 0
Remarque La structure presque-complexe intégrable J : (TM)C! (TM)C restreinte à
TM induit une structure presque-complexe intégrable J : TM! TM.
Proposition 3.3.8. Soit F purement complexe sur (M,w) et J la structure presque com-
plexe intégrable induite sur TM. Alors J est compatible avec w .
Démonstration. Il faut montrer que la forme bilinéaire g : TM⌦ TM ! R définie par
g(·, ·) := w(·,J·) est hermitienne, i.e. qu’elle soit symétrique, non-dégénérée et vérifie
x 2 M,8A1,A2 2 TxM,g(JA1,JA2) = g(A1,A2), ce qui revient à dire que g est pseudo-
riemannienne et J-invariante. Soit un x 2 M quelconque. Tout A1,A2 2 TxM s’écrivent
A1 = X1 + X1 et A2 = X2 + X2 pour X1,X2 2 Fx. On a JA1 = J(X1 + X1) =  iX1 +
iX1. De même, JA2 =  iX2 + iX2. D’une part, w(A1,A2) = w(X1 + X1,X2 + X2) =
w(X1,X2) +w(X1,X2). Et d’autre part, w(JA1,JA2) = w( iX1 + iX1, iX2 + iX2) =
 w( X1+X1, X2+X2) = w(X1,X2)+w(X1,X2). Donc, w(JA1,JA2) = w(A1,A2).
Ainsi,w(A1,JA2)=w(JA1,J2A2)=w(JA1, A2)=w(A2,JA1). Donc on obtient g(A1,A2)=
w(A1,JA2) =w(A2,JA1) = g(A2,A1). Donc g est symétrique. D’autre part, soit A2 TxM
non-nul. Alors A s’écrit A = X +X pour X 2 Fx non-nul. Ainsi g(A,A) = w(A,JA) =
w(X + X ,J(X + X)) = w(X + X , iX + iX) = 2iw(X ,X). Mais w est non-dégénérée
donc c’est non-nul, i.e. g(A,A) 6= 0. Enfin, g(JA1,JA2)=w(JA1,J2A2)=w(JA1, A2)=
w(A2,JA1) = g(A2,A1) = g(A1,A2).
Remarque Lorsque la structure presque-complexe intégrable J est compatible avec w ,
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l’application h : (TM)(J)⇥ (TM)(J)! C définie par h= g+ iw est une structure hermi-
tienne sur (TM)(J).
Ainsi :
Définition M(J) vue comme variété complexe, on dit que gJ = Re(h) est une « mé-
trique kählerienne » sur (TM)J et que wJ = Im(h) est une « forme kählerienne » sur
(TM)(J). Une variété symplectique (M,w,J) munie d’une structure presque-complexe
intégrable J compatible avec w , vue comme variété complexe M(J) munie d’une mé-
trique kählerienne gJ := Re(h) et d’une forme kählerienne wJ := Im(h) est dite « variété
kählerienne».
Remarque Sachant ce qui précède, il n’est pas un abus de langage de dire « polarisation
kählerienne » au lieu de « polarisation purement complexe ».
Proposition 3.3.9. [18] : Soit F une polarisation fortement admissible. Alors les fibres
de pED :M/D!M/E sont des variétés kählerienne.
Démonstration. Soit F une polarisation fortement admissible, donc la projection pED :
M/D!M/E est bien définie. Soit °, une fibre de pED :M/D!M/E. Soit F |(pD) 1(°),
la restriction de F à (pD) 1(°), et F° ⇢ (T°)C, le poussé-en-avant de F |(pD) 1(°) sous
(pD)⇤, i.e. F° = (pD)⇤(F |(pD) 1(°)). On a F°+F° = (T°)C, i.e. F° est purement com-
plexe sur °, i.e. ° est kählerienne.
Définition Une polarisation F est dite « positive » si 8A 2 F, iw(A, A¯)   0. Si F est
purement complexe, ceci revient à ce que h soit définie positive, i.e. 8A 2 F,h(A,A)  0.
Si F est une polarisation fortement admissible positive, la forme hermitienne h° :
T°⇥T°! R définie sur les fibres ° de pED :M/D!M/E est définie positive.
Évidemment, une polarisation réelle est positive.
Exemple (polarisation réelle) : Soit (M,w) = (T ⇤Rn,w) en coordonnées de Darboux
w = d~p^d~q. On dit que F = spanC{ ∂∂~p} est la polarisation verticale. On a F = spanC{ ∂∂~p}=
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spanC{ ∂∂~p} et ainsi DC = spanC{ ∂∂~p}= F et EC = spanC{ ∂∂~p}. Donc, D= spanR{ ∂∂~p}
et E = spanR{ ∂∂~p}. Remarquons que DC = EC = F et qu’ils sont lagrangiens. Donc la
polarisation verticale est purement réelle et fortement admissible. |
Exemple (polarisation kählerienne) : Soit encore (M,w) = (T ⇤Rn,w) en coordonnées
de Darboux w = d~p ^ d~q. Soit F = spanC{ ∂∂~p + i ∂∂~q}. On a F + F = spanC{ ∂∂~p +
i ∂∂~q ,
∂
∂~p   i ∂∂~q} = spanC{ ∂∂~p , ∂∂~q} = (TM)C, ainsi F est une polarisation kählerienne (on
a DC = /0 et EC = (TM)C). Ceci induit une structure presque-complexe intégrable J 2
G(TM⌦ T ⇤M) définie par J = d~p⌦ ∂∂~q   d~q⌦ ∂∂~p compatible avec w . En posant ~z =
~p+ i~q on a F = spanC{X~z} = spanC{ ∂∂~z} et J = id~z⌦ ∂∂~z   id~z⌦ ∂∂~z . On voit bien que
8A 2 F,JA= iA et donc F = (TM)(0,1) ⇢ (TM)C. De même, la forme symplectique w
sur M devient la forme kählerienne wJ = i2d~z^d~z sur M(J).|
Définition [21] : Soit (M,w) une variété symplectique, F une polarisation de M et Ua
un ouvert de M. Soit Q un potentiel symplectique (complexe) sur Ua , i.e. w|Ua = dQ.
On dit que Q est « adapté » à F si F |Ua ⇢ ker(Q). On dit que F est « admissible » si
8x 2M il existe un voisinage de x sur lequel il existe potentiel symplectique adapté à F .
Proposition 3.3.10. [21] : Toute polarisation fortement admissible est admissible.
Définition Supposons maintenant que (M,w) soit préquantifiable et soit munie d’une
polarisation F . Soit L un fibré préquantique sur M et s 2 G(L). On dit que s est « polari-
sée» si 8X 2 X|F(M;C),—Xs= 0. On dénote par GF(L) l’ensemble des sections polari-
sées du fibré préquantique L.
Exemple Soit (M,w) = (T ⇤R3,w) en coordonnées de Darboux w = d~p^d~q. La variété
symplectique (M,w) est évidemment préquantifiable. Soit pr : L!M son (unique) fibré
préquantique. Soit Q= ~p ·d~q un potentiel symplectique sous-jacent à une section trivia-
lisante associée s. Soit la polarisation verticale F = spanC{ ∂∂~p} qui est purement réelle
et fortement admissible et qui est adapté à Q. On a que s est covariante constante le long
de la polarisation F . En effet, tout X 2X|F(M;C) s’écrit X = ~f · ∂∂~p où ~f 2C •(M;C3) et
—Xs= r⇤q(X)s=  ih¯Q(X)s=  ih¯Q(~f · ∂∂~p)s=  ih¯~f ·Q( ∂∂~p)s=  ih¯~f ·~0s= 0. Donc, la
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section trivialisante associée est naturellement polarisée, i.e. s 2 GF(L). D’autre part,
toute section en G(L) s’écrit s0 = gs où g 2 C •(M;C). On a que s0 est polarisée si
—Xs0 = 0. Calculons —Xs0 = —X(gs) = dg(X)+g—Xs= dg(X) = Xg. Ainsi, s0 2 GF(L)
si g est constante le long de la polarisation, i.e. si g = g(~q). Les représentant des sec-
tions polarisées s0 2 GF(L) ne dépendent ainsi que des coordonnées de l’espace de confi-
guration et non plus de tout l’espace de phase. D’autre part, faisant agir les opérateur
qˆ j = ih¯ ∂∂ p j +q j, j 2 {1,2,3}, sur les sections polarisées, on voit que les qˆ j agissent tout
simplement par multiplication par q j. Enfin, puisque Im(Q) = 0, on a d(ln(h(s,s))) =
2
h¯ Im(Q) = 0, i.e. ln(h(s,s)) = c où c est une constante, i.e. h(s,s) = e
c. Ainsi, le produit
hermitien de deux sections s1 = g1s et s2 = g2s est représenté par h(s1,s2) = ecg1g¯2. |
L’espace pré-hilbertien constitué des sections polarisées et de carré sommable du
fibré préquantique n’a plus les problèmes (1) et (2) de la dernière section. Néanmoins,
le problème (3) subsiste. D’autre part, étant donné (M,w) sous polarisation F , soient
deux sections polarisées s1,s2 2 GF(L). On a la norme L2(M;L) donnée par (s1,s2) =R
M h(s1,s2)e . Mais h(s,s) est constant le long des feuilles de D. En effet, pour X 2
XF(M;C) on a Xh(s1,s2) = h(—Xs1,s2)+ h(s1,—Xs2) = h(0,s2)+ h(s1,0) = 0. Ainsi,
(s1,s2) diverge généralement à moins que les feuilles deD soient compactes. La solution
à ce problème est donnée par la correction métaplectique.
Un autre problème vient qu’on ne peut quantifier que des observables dont le flot pré-
serve la polarisation. En effet, pour f 2C •(M;C), le flot de f préserve F si et seulement
si 8Y 2 XF(M;C), [Xf ,Y ] 2 F .
Proposition 3.3.11. Soit (M,w) préquantifiable muni d’une polarisation F. Soit f 2
C •(M;R). Alors fˆ : GF(L)! GF(L) si et seulement si 8Y 2 XF(M;C), [Xf ,Y ] 2 F.
Démonstration. D’abord, 8Y 2 X(M;C),w(Xf ,Y ) = Y f . Ensuite :
1. 8 f 2 C •(M;R), fˆ = ih¯—Xf + f
2. 8X ,Y 2 X(M;C),—X—Y  —Y—X  —[X ,Y ] = 1ih¯w(X ,Y )
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Soit s 2 GF(M) et Y 2 XF(M;C) quelconques. On a —Y s= 0. Calculons
—Y fˆ s = —Y (( ih¯—Xf + f )s)
= —Y ( ih¯—Xf s+ f s)
=  ih¯—Y—Xf s+—Y ( f s)
=  ih¯—Y—Xf s+(Y f )s+ f—Y s
=  ih¯—Y—Xf s w(Xf ,Y )s
=  ih¯—Y—Xf s+ ih¯(—Y—Xf  —Xf—Y  —[Y,Xf ])s
=  ih¯—Xf—Y s  ih¯—[Y,Xf ]s
=  ih¯—[Y,Xf ]s
= ih¯—[Xf ,Y ]s
Il saute aux yeux que fˆ s 2 GF(L) () [Xf ,Y ] 2 XF(M;C)
Lemme 3.3.12. 8 f 2 C •(M;C) on a Xf 2 XF(M;C) si et seulement si f est polarisée.
Ainsi, pour l’instant on ne peut quantifier que des observables dont le flot hamiltonien
préserve la polarisation. Par exemple, avec la polarisation verticale, on peut quantifier la
position ~q et l’impulsion ~p mais pas l’hamiltonien H(~p,~q) = p
2
2m +V (~q), ce qui pose
problème. C’est via le noyau B.K.S. que l’on peut quantifier les observables dont le flot
ne préserve pas la polarisation.
Un dernier exemple avant clore la présente section.
Exemple Soit encore (M,w)= (T ⇤R3,w) en coordonnées de Darbouxw = d~p^d~qmu-
nie de la polarisation kählerienne F = spanC{ ∂∂~p + i ∂∂~q} qui induit la structure presque-
complexe intégrable J 2 G(TM⌦T ⇤M) donnée par J = d~p⌦ ∂∂~q   d~q⌦ ∂∂~p compatible
avec w . Prenons encore~z = ~p+ i~q qui donne la structure kählerienne complexe wJ =
i
2d~z^d~¯z surM(J). Soit le potentiel symplectiqueQ= 12(~p ·d~q ~q ·d~p)  i4d(~p ·~p+~q ·~q),
sur M, de partie imaginaire fermée et qui vérifie bel et bien dQ = w . En coordonnées
complexes on a QJ =   i2~¯z · d~z sur M(J) qui vérifie aussi bel et bien dQJ = wJ (i.e. QJ
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est un potentiel kählerien). En coordonnées complexes, on a F = spanC{ ∂∂~z} qui est pu-
rement complexe et fortement admissible (i.e. kählerienne). Le potentiel kählerien est
adapté à F puisque 8~a 2 C3,~a · ∂∂~z 2 ker(QJ)). La section trivialisante associée est na-
turellement polarisée puisque tout X 2 XF(M;C) s’écrit X = ~f · ∂∂~z où ~f 2 C •(M;C3)
et —Xs=  ih¯Q(X)s=  ih¯Q(~f · ∂∂~z)s=  ih¯~f ·Q( ∂∂~z)s=  ih¯~f ·~0s= 0. D’autre part, toute
section s0 2 G(L) s’écrit s0 = gs où g 2 C •(M;C). On a que s0 est polarisée si —Xs0 = 0.
Calculons —Xs0 = —X(gs) = dg(X)+ g—Xs = dg(X) = Xg. Ainsi, s0 2 GF(L) si g est
constante le long de la polarisation, i.e. si g= g(~z). Les représentant des sections polari-
sées s0 2 GF(L) sont donc des applications holomorphes (i.e. ne dépendant que des coor-
données z). Enfin, puisque Im(Q) =  14d(~p ·~p+~q ·~q), on a d(ln(h(s,s))) = 2h¯ Im(Q) =
  12h¯d(~p ·~p+~q ·~q), i.e. ln(h(s,s)) =   12h¯(~p ·~p+~q ·~q) + c où c est une constante, i.e.
h(s,s) = e 
1
2h¯ (~p·~p+~q·~q)+c, ou encore h(s,s) = e 
1
2h¯ (~z·~¯z)+c. Ainsi, le produit hermitien de
deux sections s1 = g1s et s2 = g2s est donnée par h(s1,s2) = e 
1
2h¯ (~z·~¯z)+cg1g¯2 et donc
< s1,s2 >=
R
M e
  12h¯ (~z·~¯z)+cg1g¯2e . |
CHAPITRE 4
CONCLUSION
Concluons ce mémoire par un aperçu de ladite correction métaplectique et dudit
noyau BKS. Nous avons vu que deux problèmes subsistaient après la correction par une
polarisation.
(1) Pour s1,s2 2 GF(L) le produit hermitien h(s1,s2) est constant le long des feuilles
deD et donc l’intégrale
R
M h(s1,s2)e diverge généralement à moins que les feuilles
de D soient compactes.
(2) On ne peut quantifier que des observables classiques dont le flot hamiltonien pré-
serve la polarisation.
Une première idée pour corriger le point (1) est d’intégrer h(s1,s2) sur M/D. Toute-
fois, il n’existe pas de mesure d’intégration canonique surM/D. Une seconde idée, c’est
la correction métalinéaire. Grosso modo, par étapes :
1. Se donner le fibré des repères linéaires complexes Fr(F)!M de la polarisation,
ce qui est un GLn(C)-fibré principal.
2. Prendre le double recouvrement fibre par fibre de Fr(F), i.e. un fibré des repères
métalinéaires complexes fFr(F)! M de la polarisation, ce qui est un MLn(C)-
fibré principal (où MLn(C) est le groupe métalinéaire).
3. Se donner un fibré en droites complexes
pVn F :=fFr(F)⇥pdet k C qui est un
fibré associé à fFr(F) sous représentation pdet  k holomorphe où k est l’homo-
morphisme double recouvrement k :MLn(C)! GLn(C).
4. Se donner une dérivée covariante partielle des sections dans G(
Vn F) le long de F .
5. Définir un produit hermitien sur l’espace des sections polarisées en GF(L⇥pVn F),
lequel induit une mesure d’intégration sur M/D.
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6. Prendre comme espace de Hilbert la complétion de l’espace des sections pola-
risées et de carré sommable en GF(L⇥pVn F) sous le produit hermitien défini
précédemment.
Dans le cas où le flot hamiltonien d’un observable classique préserve la polarisa-
tion, la correction métalinéaire suffit. Toutefois, les observables préservant une pola-
risation donnée sont plutôt limités. Par exemple un hamiltonien H(~p,~q) = p
2
2m +V (~q)
en représentation de Schrödinger, i.e. polarisation verticale, ne préserve pas la polari-
sation. C’est alors que la correction métaplectique et le noyau BKS interviennent pour
corriger le point (2), c’est-à-dire une projection unitaire pour passer d’une représenta-
tion hilbertienne à l’autre (i.e. d’une polarisation à l’autre). Pour deux polarisations F et
F 0, le noyau BKS est un « pairing » entre différentes représentations qui vient projeter
les sections polarisées sous F en GF(L⇥pVn F) à des sections polarisées sous F 0 en
GF 0(L⇥pVn F 0). Ainsi, donné un flot hamiltonien f ft d’un observable classique f qui
ne préserve pas la polarisation F mais la pousse-en-avant à F(t) (et aussi les sections
polarisées sous F à des sections polarisées sous F(t)) on itère le noyau BKS à chaque Dt
infinitésimal pour discrètement ramener les sections à leur polarisation initiale F . Ceci
fait apparaître l’équation de Schrödinger ainsi que l’intégrale des chemins de Feynman
(voir (Sniatycki [18])).
Enfin, notons que la correction métaplectique est sous-jacente à maints domaines
d’actualité : structures Spin, intersections lagrangiennes, etc.
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