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vAbstract
In breast DCE MRI, dynamic data are acquired to assess signal changes caused by
contrast agent injection in order to classify lesions. Two approaches are used for data
analysis. One is to fit a pharmacokinetic model, such as the Tofts model, to the data,
providing physiological information. For accurate model fitting, fast sampling is needed.
Another approach is to evaluate architectural features of the contrast agent distribution,
for which high spatial resolution is indispensable. However, high temporal and spatial
resolution are opposing aims and a compromise has to be found. A new area of research
are adaptive schemes, which sample data at combined resolutions to yield both, accurate
model fitting and high spatial resolution morphological information. In this work, adap-
tive sampling schemes were investigated with the objective to optimize fitting accuracy,
whilst providing high spatial resolution images.
First, optimal sampling design was applied to the Tofts model. By that it could
be determined, based on an assumed parameter distribution, that time points during
the onset and the initial fast kinetics, lasting for approximately two minutes, are most
relevant for fitting. During this interval, fast sampling is required. Later time points
during wash-out can be exploited for high spatial resolution images.
To achieve fast sampling during the initial kinetics, data acquisition has to be accel-
erated. A common way to increase imaging speed is to use view-sharing methods, which
omit certain k-space data and interpolate the missing data from neighboring time frames.
In this work, based on phantom simulations, the influence of different view-sharing tech-
niques during the initial kinetics on fitting accuracy was investigated. It was found that
all view-sharing methods imposed characteristic systematic errors on the fitting results
of Ktrans. The best fitting performance was achieved by the scheme “modTRICKS”,
which is a combination of the often used schemes keyhole and TRICKS.
It is not known prior to imaging, when the contrast agent will arrive in the lesion or
when the wash-out begins. Currently used adaptive sequences change resolutions a fixed
time points. However, missing time points on the upslope may cause fitting errors and
missing the signal peak may lead to a loss in morphological information. This problem
was addressed with a new automatic resolution adaption (AURA) sequence. Acquired
dynamic data were analyzed in real-time to find the onset and the beginning of the
wash-out and consequently the temporal resolution was automatically adapted. Using a
perfusion phantom it could be shown that AURA provides both, high fitting accuracy
and reliably high spatial resolution images close to the signal peak.
As alternative approach to AURA, a sequence which allows for retrospective resolution
adaption, was assesses. Advantages are that adaption does not have to be a global
process, and can be tailored regionally to local sampling requirements. This can be
useful for heterogeneous lesions. For that, a 3D golden angle radial sequence was used,
which acquires contrast information with each line and the golden angles allow arbitrary
resolutions at arbitrary time points. Using a perfusion phantom, it could be shown that
retrospective resolution adaption yields high fitting accuracy and relatively high spatial
resolution maps.
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Introduction
Cancer has been a scourge of mankind since time immemorial. The history of this
“monster hungrier than the guillotine” has been described by Siddhartha Mukherjee in
his book “The Emperor of All Maladies” [Mukherjee2010]. The following historical facts
and quotes are taken from his “biography of cancer”.
Throughout the history of human civilization, evidence of cancer has been found.
The oldest documentation of cancer was discovered on a papyrus, dating back to 2500
BC, written by the Egyptian physician Imhotep. In his medical instructions, he adviced
women to examine their breasts for a “bulging mass, cool, hard and dense, which spreads
over the breast”. As therapy he claimed that “there is none”. In 400 BC, the ancient
Greek historian Hereductus gave records of Atossa, queen of Persia, who suffered from
a bleeding lump in her breast. A Greek slave removed her breast, healing the disease.
Even more evident proof of cancer occurring in ancient times was found during the
examination of mummies from Egypt and the Atacama dessert. In the preserved bodies,
malignant abdominal and bone tumors were discovered.
As long as mankind has been inflicted by cancer, it has also been fighting it. The
earliest approach of treating tumors was to surgically remove them. In medieval times,
painful mastectomies were practiced employing knives and acid. With the invention
of anesthetics and antiseptics in the middle of the 19th century, surgical techniques
became more refined. When X-rays and other types of ionizing radiation were discovered
at the end of the 19th century, it was found that tumor cells can be destroyed by
targeting them with radiation. A new era of cancer treatment, the radiation therapy,
was born. However, after some years it became evident that high dose radiation itself
causes cancer when healthy tissue is exposed. Another strategy in the war against
cancer was to employ chemical substances, which selectively target cancer cells, but
spare the patients. In 1947, the American pediatrist Sidney Farber was the first to
treat children suffering from leukemia with chemotherapy. He succeeded in achieving
a temporal remission of tumor cells. Since these first attempts, many chemicals were
identified which have destructive effects on cancer cells. Additionally, hormones were
found to act on certain tumor cells with hormonal receptors, such as breast, cervical and
prostate tumors. Currently, a relative new form of therapy using anti-angiogenic drugs
is in development, targeting tumor perfusion and restricting blood supply [Jackson2005].
These therapies are currently undergoing clinical trials.
Today, cancer is one of the leading causes of death. In the year 2010, in Germany
477,300 people were diagnosed with cancer. In women, breast cancer is the cancer with
the highest mortality, in men it is lung cancer [DKFZ2014]. Worldwide, 8,2 million cancer
deaths and 32,6 million people living with cancer were recorded in 2012 [IARC2014].
However, whilst before 1980 more than two thirds of all cancer patients died, today half
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of the patients are still alive five years after thier cancer diagnosis and have high chances
of permanent cure [DKFZ2014].
One reason for the decreasing mortality is due to the therapies described above, which
have been optimized for different types of tumors, often applied in combinations with
each other. However, to a large extent, the decline of mortality rates is based on the
early detection of tumors at a stage where therapies are still effective. Another reason
is the assessment of response to therapy, which allows an early change of the applied
therapy if no response is detected. The latter two would not be feasible without advanced
imaging technologies such as ultrasound, computer tomography (CT), positron emission
tomography (PET) and magnetic resonance imaging (MRI). The focus of this thesis is
cancer diagnosis and monitoring of response to therapy using MRI.
To generate MR images, a strong magnetic field is used to manipulate the magnetic
properties of hydrogen nuclei within the body. Advantages of MRI above other imaging
modalities are a high and flexible soft tissue contrast, no usage of ionizing radiation or
radioactive tracers and the ability to provide functional information.
For beast cancer diagnosis, dynamic contrast-enhanced (DCE) MRI has become a
standard method for lesion detection and classification. In DCE MRI, a contrast agent
is administered and a series of MR images is acquired. Tissue in which contrast agent
is present shows signal enhancement. In general, tumors exhibit different enhancement
characteristics than healthy tissue. The amount of contrast agent accumulated in tumors
is higher, areas accessible to contrast agent are larger and dynamic processes occur faster.
Two different analysis methods of DCE MRI data are currently used, one investigating
the dynamic enhancement characteristics, the other depicting morphological information
of the contrast agent distribution. In the dynamic approach, the signal time curves of
suspicious regions of interest are extracted and pharmacokinetic models, for example
the Tofts model [Tofts1991] are fitted to the data. The resulting functional parameters
which reflect the underlying vasculature, such as the interstitial space ve, the contrast
agent (CA) onset time τ and the vascular permeability Ktrans, are used for distinction
between benign and malignant lesions. For accurate model fitting, imaging at a high
temporal resolution is of importance [Henderson1998]. On the other hand, architectural
features of contrast agent distribution are important for lesion characterization as well
[Kuhl2005]. For example heterogeneous enhancement patterns and irregular margins are
indicators for malignant tumors. The morphological evaluation requires a high spatial
resolution.
An inherent problem of MRI is, that high spatial resolution images require long ac-
quisition times. Therefore, high temporal and spatial resolution are interfering goals,
especially for images with a large coverage including both breasts and the axillary lymph
nodes. Since contrast agent is normally administered only once, a trade-off between ki-
netic and morphological information has to be found.
Most studies acquire images at a constant temporal resolution. However, different
phases of the dynamic signal time curves S(t) are governed by different physiological
processes. A typical measured dynamic signal time curve consists of a baseline before
contrast agent onset, a fast upslope until a peak is reached, followed by a slower wash-out
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phase. Some time points have more relevance than others for the extraction of a certain
parameter from S(t). Therefore, it is not clear if equidistant sampling is the optimal
approach.
There are some publications indicating that combining high and low temporal resolu-
tion acquisitions within the same DCE MRI investigation can be of advantage for diag-
nostic accuracy [Vomweg2004], [Veltman2008], [Pinker2009], [Jansen2010], [Mann2011].
These adaptive sequences are suitable for DCE MRI because they yield the combined
diagnostic information of both, fast and slow sampling, being accurate dynamic infor-
mation and high spatial resolution morphological images. All of them have in common
that data are acquired at high temporal resolution during the fast initial kinetics (IK) of
the contrast agent. At later time points during the wash-out (WO) the sampling scheme
changes to higher spatial resolution images to allow for morphological evaluation when
there is still a high concentration of CA present in the lesion.
However, adaptive sequences are a relatively new area of research and many aspects
are still insufficiently investigated. In this thesis, problems and unanswered questions
regarding adaptive sequences are approached from various angles.
First, it is theoretically derived where fast sampling is needed for accurate model fitting
and where high spatial resolution is sufficient and can be exploited for morphological
analysis.
To achieve high temporal resolution during the required intervals, the amount of ac-
quired data has to be reduced. This can be done in many different ways, all potentially
having undesired effects on the image quality. Based on simulations, different accelera-
tion strategies are compared with respect to their influence on fitting accuracy.
Since contrast agent is injected only once and kinetic curves can vary largely, it is not
known prior to imaging when contrast agent arrives within the region of interest and
when the signal peak is reached. To overcome this problem, two different approaches
are implemented. One approach is to analyze acquired data during dynamic imaging to
detect the mean onset and peak time and to adapt sampling requirements in real-time.
The other approach is to employ an acquisition method which allows for retrospective
reconstruction at arbitrary time points and resolutions. This way, resolution adaption
can be regionally optimized throughout heterogeneous regions. In the following, a brief
outline of the chapters in this thesis is given:
Thesis Outline
Chapter 1: A brief review of vascular physiology is given, including the vascular
system, angiogenesis, the physiology of tumors and the passage of injected contrast
agent.
Chapter 2: The basic principles of magnetic resonance imaging are explained,
including image generation, the k-space formalism and image reconstruction tech-
niques.
Chapter 3: The method of DCE MRI is introduced. Data acquisition techniques
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and analysis methods such as pharmacokinetic modeling are described. Further-
more, studies concerning the trade-off between spatial and temporal resolution in
DCE MRI are summarized in a review.
Chapter 4: Optimal sampling design is applied to the Tofts model, which is often
used for quantitative analysis of DCE MRI data. By that, it is investigated at which
time intervals high frequency sampling is required for accurate model fitting. For a
distribution of realistic parameter values, it is shown that high frequency sampling
is required during the first two minutes after contrast agent onset. Later time
points can be exploited for high spatial resolution imaging, yielding morphological
information.
Chapter 5: The cost of fast imaging during the time intervals, at which high
temporal resolution is required, is image degradation. In this chapter, a dynamic
numerical phantom is generated and different accelerating imaging strategies are
simulated during the first two minutes after the onset time. Their effects on model
fitting accuracy are studied and compared.
Chapter 6: A perfusion phantom is introduced which is used for data acquisition
in chapter 8 and chapter 9. The experimental setup, the quantitative analysis and
the reproducibility of the phantom is described.
Chapter 7: The prototype of an automatic resolution adaption (AURA) sequence
for DCE MRI is presented. Acquired data are evaluated in real-time for onset
time and peak detection of contrast agent and temporal resolution is adapted
automatically by changing the spatial resolution. The AURA sequence is validated
using the perfusion phantom and compared to a fast and a slow sequence with
temporally equidistant sampling intervals.
Chapter 8: Phantom data are acquired using a 3D golden angle (GA) radial
sequence. This allows for retrospective reconstruction of images at arbitrary time
points and resolutions. By that, the maximal feasible spatial resolution throughout
the signal time curves can be achieved whilst preserving fitting accuracy. The
adaption process is optimized for different areas of similar onset and peak times
within a region of interest.
Chapter 9: The main findings of this research are summarized, critically dis-
cussed, and concluded. Potential applications and further research are discussed.
1 Basics of Vascular Physiology
1.1 The Vascular System
Perfusion describes the act of a fluid such as blood flowing through an organ or tissue to
supply it with oxygen and nutrients and to remove metabolic products such as carbon
dioxide. The complex structure of the human vascular system enables the perfusion of
organs in an efficient way. In figure 1.1 a), the human vascular system is schematically
described. The blood flows in a closed circuit, with the heart functioning as engine.
The vascular system consists of an arterial component which is built up like a tree
and a venous component, which has the shape of an inverse tree, going from small
to large structures. From the heart, blood is pumped into the aorta which branches
into large arteries (diameter of approximate 1-4 mm) serving as delivery system to the
different regions of the body. Having arrived in the organ of interest, the arteries divide
into smaller arterioles (diameter of approximately 0.05 mm) and then branch into many
small capillaries (diameter of approximately 5-30 μm). Here, in the capillary bed, the
Figure 1.1: Schematic description of a) human vascular circuit [biologie.oncampus2013]
and b) capillary bed [Brockhaus1989].
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exchange of the nutrients and metabolic products between the vascular system and the
tissue cells takes place. For that purpose, the capillaries have permeable vessel walls.
All vessel diameters are taken from [Nichols1990]. In the capillary bed, the end of the
arterial and the venous tree join. From the capillaries, blood is transported via larger
venules and large veins back to the heart. A more detailed schematic image of the
capillary bed in between delivering arteries and veins can be seen in figure 1.1 b).
1.2 Angiogenesis and Vessel Structure
Angiogenesis, the formation of new vessels, is required during the vascular development
of an embryo and in the case of wound healing. Angiogenesis is a very complex multistep
phenomenon. To trigger the angiogenic process, cells release pro-angiogenic growth
factors (cytokines), such as vascular endothelial growth factor (VEGF) and fibroblast
growth factor (FGF). They stimulate the existing vasculature to form new vessels as it
is schematically shown in figure 1.2.
Normal vasculature is built up in a hierarchical order. A histological image of healthy
vasculature is shown in figure 1.3 a) in comparison to tumorous vaculature in b), which
will be described in section 1.3. Capillaries have a membrane which is smooth and shows
highly controlled transport.
Figure 1.2: Schematic description of the process of angiogenesis. (adapted from [Jack-
son2005])
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Figure 1.3: Microscopic images of a) normal and b) tumor vasculature. Tumor vascula-
ture is less organized than normal vasculature. [Walker-Samuel2007]
1.3 Tumor Physiology
The earliest detectable tumors, called cancer in situ, are in the order of 1 mm in size.
These tumors are avascular, they can maintain themselves without vascular supply. To
grow and form metastasis, a tumor requires nourishment, which can only be delivered
via blood vessels. Therefore, tumor growth is associated with angiogenesis.
Tumor cells release cytokines to stimulate the existing vasculature to form new blood
vessels, which grow towards the tumor. The morphology of tumor neovasculature is
different to that of normal vasculature. Its structures are highly chaotic, heterogeneous,
irregularly distorted and entangled, without hierarchical branching. A histological image
of tumor vasculature is shown in figure 1.3 b). But not only the shape of vasculature
differs from that of normal tissue. Tumor capillary membranes are extremely coarse and
fragile, which makes them very leaky and increases their permeability to plasma proteins
and macromolecules. In addition, vasculature throughout a tumor is normally highly
heterogeneous with areas of low vascular density, mixed with regions of high angiogenic
activity known as ’hot spots’. As a general rule it applies that the more aggressive a
tumor is, the more bizarre its neovasculature.
1.4 The Passage of Contrast Agent
In imaging methods such as magnetic resonance imaging, contrast agent (CA) is ad-
ministered intravenously. Once CA is injected, it travels through the vasculature as
described above for blood until it reaches the capillary bed. Inside the vasculature, it
is confined to the blood plasma and cannot cross blood cell membranes. Having arrived
in the capillary bed, its small molecular size permits leakage through the capillary wall
into the extracellular regions of the tissue. Due to their size, CA molecules cannot cross
tissue cell membranes, therefore intracellular areas are not accessible to them. When
the CA concentration in the capillaries decreases due to leakage into the tissue and renal
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excretion, the contrast agent diffuses back from the tissue to the capillaries. This process
continues until all contrast agent is renally excreted.
Due to the altered capillary structure in tumors and their increased permeability, CA
behavior in tumors differs from that in normal tissue. In tumorous tissue the exchange
between the capillary bed and the tissue generally takes place more rapidly than in
healthy tissue and the volume of the accessible tissue volume increases. Due to the het-
erogeneous tumor vasculature, CA distribution within the tissue is consequently as well
more heterogeneous than in healthy tissue.
2 Basics of Magnetic Resonance Imaging
Magnetic resonance imaging (MRI) is a cross-sectional imaging method based on the phe-
nomenon of nuclear magnetic resonance (NMR). It is an emission tomography method,
measuring a signal coming directly from within the body. The employed electromagnetic
waves have energies of about 10−6 to 10−8 eV, which is a non-ionizing radiation.
An important advantage of MRI is the large amount of information that can be ob-
tained in the images. Contrast depends on many different intrinsic parameters of the
measured tissue. By adjusting measurement parameters the effects of these intrinsic
parameters will be enhanced or suppressed. This makes MRI a very flexible technique,
allowing tailored contrast to answer the clinical question of interest. In general, MRI is
a non-invasive technique. Only in some applications contrast agent is used.
In this chapter the basic principles of magnetic resonance imaging will be introduced,
based on literature from [Haacke1999], [Liang2000], [Bernstein2004] and [Guenther1999].
2.1 Nuclear Magnetic Moments and Macroscopic
Magnetization
When placed in an external magnetic field B0, the intrinsic magnetic moments μ of the
hydrogen proton spins interact with the external field and align with B0. In the following
the term spin system shall refer to a large number of protons as found in an object. Due
to the laws of quantum mechanics, the z-component of μ can take only two discrete
orientation, such that μ forms the angles θ = ±54.44◦ with B0. These two states are
called spin up and spin down. Since μ is not aligned with B0, it experiences a torque
and performs a nuclear precession with the Larmor frequency ω0:
ω0 = γ · B0, (2.1)
where γ is the gyromagnetic ratio of 1H with the value γ = 2π ·42.58 MHzT−1. The state
spin up has a lower energy level than the state spin down. According to the Boltzmann
distribution, more spins populate the state spin up. Therefore, the z-components of the
microscopic magnetic moments of all Ns spins within a system sum to a macroscopic
magnetization M . The magnitude of M is given by:
M = γ
2

2B0Ns
4kBT
, (2.2)
where  = 6.6·10−34/2π Js is Planck’s constant, kB = 1.38·10−23 JK−1 is the Boltzmann
constant and T is the temperature of the object. The stronger the external field B0,
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the lower the temperature T and the higher the number of spins in the object, hence
the larger the resulting macroscopic magnetization. For a detailed description it shall
be referred to [Haacke1999].
2.2 RF Excitation
An radiofrequency (RF) pulse B1 is an in the radiofrequency oscillating magnetic field
perpendicular to B0, which is applied for a brief time period in the order of milliseconds.
For the remainder of this thesis it is assumed that B0 is aligned along the z-axis. The
RF pulse is said to be in resonance with the spin system, when its oscillation frequency
ωRF is equal to the Larmor frequency ω0:
ωRF = ω0 = γ · B0. (2.3)
When the condition ωRF = ω0 is met, the system is excited, having the following effects
on M . Due to the presence of B1, the magnetization is not aligned with the external
magnetic field anymore. It experiences a torque and precesses around the field. This
can be expressed in the following equation of motion:
d M(t)
dt
= γ M(t) × Bres(t), (2.4)
where Bres(t) = B0 + B1(t). For simplification the coordinates are transformed into the
rotating frame of reference (x′, y′, z′), where the axis z′ = z and x′ and y′ rotate with
ωRF around the z-axis. In the rotating frame of reference, equation 2.4 becomes:
d M(t)
dt
= d
M ′(t)
dt
+ (ωRF × M ′(t)), (2.5)
where M ′(t) is the magnetization vector as observed in the rotating frame. Combining
equations 2.4 and 2.5, d M ′(t)dt can be rewritten as:
d M ′(t)
dt
= γ M ′(t) × Beff (t), (2.6)
with
Beff (t) = Bres(t) +
ωRF
γ
. (2.7)
The effective magnetic field Beff (t) is the field M ′ ‘sees’. When the resonance condition
ωRF = ω0 is met, the longitudinal field apparently vanishes and Beff seems stationary
in the x′-y′-plane.
For example for an RF pulse along x′, the magnetization precesses around the x′-axis,
describing a tipping down motion. The flip angle α is defined as the angle of M ′ with
the z′-axis. When the RF pulse is turned off, M ′ is not aligned with B0 anymore and
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precesses around the z′-axis with the Larmor frequency given in equation 2.1. The z′-
component of M ′ is called longitudinal magnetization M ′z, the component aligned with
the x′-y′-plane is called transverse magnetization M ′xy. M ′xy combines the x′- and y′-
components of M ′ in such that M ′xy = M ′x + iM ′y. From now on, the magnetization will
always be assumed in the rotating frame of reference and the ′-notation will be dropped
for simplicity.
According to Faraday’s law of electromagnetism a change of magnetic flux within a
closed current loop generates electric voltage. A coil placed perpendicular to B0 can
therefore detect a voltage from an RF excited object due to the precession of the mag-
netization. This measured signal is proportional to the transverse magnetization, which
again is proportional to the local spin density.
2.3 T1-, T2-, T ∗2 -Relaxation and the Bloch Equation
When the RF pulse is switched off, the system will, according to the laws of thermody-
namics, return to a state of equilibrium. This means that Mz returns to the alignment
parallel to B0. This recovery process is called longitudinal relaxation or T1-relaxation.
Another phenomenon that can be observed is the T2-relaxation. Ideally, the moment
the RF pulse is switched off, all the local magnetization vectors are coherent in phase,
precessing at the Larmor frequency. However, in reality, due to dipole-dipole interac-
tions within the spin system, this coherence is lost with time. This dephasing results in
a decay of the transversal component of the magnetization Mxy(t) and thus in a signal
loss. This process is also known as transversal relaxation or spin-spin relaxation. Addi-
tionally, in reality the main magnetic field B0 is not a perfectly homogeneous field due
to technical imperfections and due to susceptibility effects when the object placed in
the field. These field inhomogeneities lead to additional dephasing. The T ∗2 -relaxation
describes the combined effects of dephasing due to spin-spin interactions as well as B0
inhomogeneities and susceptibility effects.
When the relaxation processes are taken into account for the description of the tra-
jectory of M , equation 2.4 has to be extended by relaxation terms:
d M(t)
dt
= γ M(t) × Bres(t) − 1
T1
(M0z − Mz(t))z −
1
T2
Mxy(t), (2.8)
where M0z is the equilibrium value of the magnetization in z-direction. This relation was
empirically found by Felix Bloch and is known as the Bloch equation [Bloch1946]. The
solutions for Mz and Mxy are given by:
Mz(t) = Mz(0)e
− t
T1 + M0z (1 − e−
t
T1 ) (2.9)
Mxy(t) = Mxy(0)e
− t
T2 . (2.10)
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Figure 2.1: Relaxation curves: a) T1-relaxation: The longitudinal component of the mag-
netization Mz(t) exponentially regrows towards its equilibrium value M0z . b)
T2-relaxation: The transverse component of the magnetization Mxy(t) expo-
nentially decays.
The T1-relaxation time T1 is defined as the time after which the longitudinal magneti-
zation, excited by a flip angle of 90◦, has recovered 63% (1− 1e ) of the equilibrium value
M0z . The T2-relaxation time T2 is the time after which the transverse magnetization has
decayed to 37% of the initial transverse magnetization value Mxy(0). The exponential
relaxation curves are shown in figure 2.1.
The values of T1 and T2 depend on tissue composition and surroundings. In biological
tissue typical T1-relaxation times are 300 ms-1500 ms and T2 is on the order of 30 ms-150
ms.
2.4 Concepts of Imaging
So far, the measured signal is the sum of signals from all spins within the object. Spa-
tial localization of the signal is done by using gradient fields, which introduce a spatial
dependency of the Larmor frequency. Two methods are normally used called slice selec-
tion and frequency encoding. A mathematical formalism known as k-space is employed
for image reconstruction. Here, these concepts are introduced. For a more detailed
description it shall be referred to [Haacke1999] or [Bernstein2004].
2.4.1 Gradient Fields
A gradient field G is an inhomogeneous field whose z-component varies linearly along a
specific direction. G has the general shape
G = (Gx, Gy, Gz) = (
∂Bz
∂x
,
∂Bz
∂y
,
∂Bz
∂z
). (2.11)
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Gradient amplitudes are measured in mT/m and are typically in the order of 30mT/m.
The magnetic field BG at location r can be expressed as
BG(r, t) = G(r, t) · r = Gx(x, t) · x + Gy(y, t) · y + Gz(z, t) · z. (2.12)
Gradient fields are applied in addition to the main magnetic field. The resulting field B
is
B = ( B0 + G(r, t) · r). (2.13)
This leads to position dependent Larmor frequencies ω(r, t) and accumulated phases
φ(r, t):
ω(r, t) = γ B(r, t) = γ( B0 + G(r, t) · r), (2.14)
φ(r, t) = γ
∫ τ
0
( B0 + G(r, t) · r)dt. (2.15)
2.4.2 Slice Selection
The excitation of spins within a specific slice can be achieved with a method called slice
selection (ss). For that, a gradient field called slice selection gradient and an RF pulse are
applied simultaneously. The ss gradient is applied along a direction perpendicular to the
slice of interest. Here, this direction is assumed to be the z-axis. The ss gradient makes
the precession frequency of the spins vary linearly along the z-axis. Due to the resonance
condition, the applied RF pulse excites only the spins at frequencies ωRF ± ΔωRF2 , where
ΔωRF is the bandwidth of the RF-pulse. Due to the linear variation of the slice selection
gradient the excited spins are contained within a slice.
The slice thickness Δz can be either changed by varying the strength of the gradient
or altering the bandwidth of the RF pulse:
Δz = ΔωRF
γ · Gz . (2.16)
The slice selection gradients introduce a linear phase shift across the slice thickness. It
can be removed by applying a refocusing gradient, a gradient of opposite polarity to that
of the slice selection gradient and half of its area.
2.4.3 Frequency Encoding
Slice selection confines the measured signal to one specific slice. Within that slice, spatial
localization is performed employing two gradient fields Gx and Gy along the x-axis and
y-axis, both played after the slice excitation.
Gy is turned on for a brief time period Ty, leading to position-dependent Larmor
frequencies along the y-axis during the time interval 0 < t < Ty. After Ty, Gy is
switched off and the magnetization vectors at different y-locations have accumulated a
linear position-dependent phase:
φ(y) = γ
∫ Ty
0
Gy(t)ydt. (2.17)
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When Gy is turned off, all magnetization vectors precess at the same Larmor frequencies,
but the accumulated phase remains locked in. After the time Ty, Gx is applied for a
longer time Tx, imposing a linear frequency dependency along the x-axis. During the
time interval 0 < t < Tx, data are read out by an analog-to-digital converter (ADC) at Nx
acquisition times tacq, each lasting for the dwell time tdwell = Tx/Nx. The accumulated
phase due to Gx at the time tacq is given by:
φ(x) = γ
∫ tacq
0
Gx(t)xdt. (2.18)
The transverse magnetization resulting from the combined effects of both gradients at
the acquisition time tacq is given by:
Mxy(r, tacq) = Mxy(r, 0) · e(iγ
∫ ty
0 Gy(t)ydt) · e(iγ
∫ tacq
0 Gx(t)xdt). (2.19)
The measured signal S is proportional to the integral of the transverse magnetization
over the excited slice:
S(tacq, Gy) =
∫
slice
|Mxy(r, 0)| · e(iγ
∫ ty
0 Gy(t)ydt) · e(iγ
∫ tacq
0 Gx(t)xdt)dxdy. (2.20)
This process is repeated for multiple varying gradient strengths Gy. The encoding along
the x-axis during readout is normally called frequency encoding and Gx is often referred to
as readout gradient. The step-by-step encoding along the y-axis is called phase encoding.
To obtain an image from the acquired signal, the spatially encoded data have to be
decoded. Decoding is done with the help of the mathematical concept of k-space, which
will be discussed in section 2.6.
2.5 2D and 3D Imaging
The combination of slice selection and spatial encoding gradients in two dimensions is
said to be 2D imaging. A 3D volume can be acquired slice by slice. However, it is also
possible to either excite a large volume, called slab, instead of a thin slice or omit slice
selection completely and instead to apply a third spatial encoding gradient Gz along the
z-axis. Equation 2.20 then can be extended to:
S(tacq, Gy, Gz) =∫
slab
|Mxy(r, 0)| · e(iγ
∫ tacq
0 Gx(t)xdt) · e(iγ
∫ ty
0 Gy(t)ydt) · e(iγ
∫ tz
0 Gz(t)zdt)dxdydz.
(2.21)
With this true 3D imaging method the whole volume to image is excitated with every
acquisition.
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2.6 k-space Formalism
2.6.1 Basic Principle
The k-space formalism is a mathematical concept which makes storing and decoding of
acquired data easier.
The coordinates of kx, ky and kz of the three-dimensional k-space are defined as:
kx =
γ
2π
∫ τ
0
Gx(t)dt (2.22)
ky =
γ
2π
∫ τ
0
Gy(t)dt (2.23)
kz =
γ
2π
∫ τ
0
Gz(t)dt. (2.24)
(kx, ky, kz) is said to be the sampling trajectory of k-space. Substituting for kx, ky and
kz in equation 2.21 yields:
S(kx, ky, kz) =
∫
slab
|Mxy(r, 0)| · ei2πkxx · ei2πkyy · ei2πkzzdxdydz. (2.25)
This notation makes it possible to save and sort the acquired data in the k-space-matrix
S(kx, ky, kz).
Equation 2.25 has the form of a three-dimensional Fourier transformation (FT). The
transverse magnetization Mxy(x, y, z) can be calculated by applying the inverse Fourier
transformation to the k-space data. If relaxation effects are not taken into account
Mxy(x, y, z) is proportional to the local proton spin density ρ(x, y, z). More general, the
application of the inverse Fourier transform to S(kx, ky, kz) yields the image I(x, y, z):
I(x, y, z) =
∫
slab
S(kx, ky, kz) · e−i2πkxx · e−i2πkyy · e−i2πkzzdkxdkydkz. (2.26)
For two-dimensional imaging using slice selection only a two-dimensional k-space with
coordinates (kx,ky) is defined. All the k-space properties discussed for 3D imaging are
also valid for 2D imaging.
Figure 2.2 illustrates the meaning of k-space. In figure 2.2 a) an example of acquired 2D
k-space data and the resulting image after two-dimensional FT are shown. In figure 2.2
b) an image reconstructed only from the low k-space values, near the center, is displayed.
It can be seen that the center of k-space represents the low frequencies and characterizes
the contrast in the image. Figure 2.2 c) shows an image which is reconstructed from
only the outer k-space data. These high frequency data determine fine structures such
as sharp edges.
The amplitudes, shapes and durations of Gx, Gy and Gz determine how k-space is
traversed. The location in k-space is given by the 0th gradient moment, which is the
area under the gradient-time curve. Aside from sampling data points on a Cartesian
grid, which is used as standard, non-Cartesian trajectories, such as 2D or 3D radial or
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Figure 2.2: a) On the left hand side a 2D k-space dataset is shown. On the right hand
side the 2D FT of the k-space data yields the image of sagittal slice through
the head. b) Only the center parts of k-space data from a) are used. The
resulting image shows the contrast and the coarse structures of image a). c)
Only the outer parts of k-space data from a) are used. The resulting image
shows the fine structures of image a) [Siemens2003].
spiral trajectories are possible. Figure 2.3 shows examples of a 2D Cartesian (a), ra-
dial (b) and a spiral trajectory (c). The advantage of Cartesian sampling is, that for
reconstruction the Fourier transform can be performed using the fast Fourier transform
(FFT) algorithm, which is highly efficient in computation [Cooley1965]. Non-Cartesian
sampling points require a more sophisticated reconstruction. Usually, a gridding algo-
rithm is employed, which interpolates the non-Cartesian points onto a Cartesian grid.
The gridding process will be discussed in detail in section 2.9.2.
The sampling pattern of k-space also determines the image field of view and the
resolution. These issues will be addressed in more detailed in the following sections.
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Figure 2.3: 2D k-space can be traversed in different ways. Examples: a) Cartesian tra-
jectory, b) radial trajectory, c) spiral trajectory.
2.6.2 Field of View (FOV) and Nyquist Criterion
It shall be assumed that the k-space data S(kx) is of infinite extent and continuously
sampled. The FT of S(kx) shall be the image I(x). For simplicity, only one dimension
along the x-direction is considered here. However, the extension to higher dimensions is
straightforward.
In reality, data can be sampled only at discrete time intervals Δt which correspond to
discrete k-space sampling intervals Δk = γ2πGxΔt. Mathematically, measuring discrete
values Sd(kx) in k-space is equivalent to a multiplication of the continuous data S(kx)
with a Shah function  ( kxΔkx )  	 
	 
	 	 	 Δkx
Sd(kx) = S(kx) ·  ( kxΔkx ). (2.27)
      
  	  ∗   
  ( kxΔkx )   	 	      (
kx
Δkx )  		 	 	 
 (kxΔkx)  
	  
	 	 1Δkx   ff    	 Id(x) 
Id(x) = I(x) ∗  (kxΔkx). (2.28)
     	
  	  	  	  

   	 	 	 1Δkx   ff   	
 	 	 
 fi "#  	 $  
	     
 	 	 
	 fi    x% &FOVx'  fi 	  
	   
	
FOVx =
1
Δkx
. (2.29)
(  )   	  	 	  *+  
	 	
 	 	 	
	 		    	 aliasing. The Nyquist Criterion states that aliasing
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Figure 2.4: The effects of discrete sampling in k-space: a) Left: The ideal case of con-
tinuously sampled data S(kx), right: The resulting image I(x) after FT. b)
Left: Discrete sampling at distance Δkx is mathematically expressed by mul-
tiplication with a Shah-function  ( kxΔkx ), right: In the image domain this
corresponds to a convolution ∗ with a Shah function  (kxΔkx). c) Left:
Discretely sampled data Sd(kx), right: The image is a series of copies of the
original image at distance 1Δkx . (adapted from [Haacke1999])
artifacts do not occur when the FOV is larger than the object to be imaged [Nyquist1928].
If the extent of the object to be imaged in x-direction is A, the Nyquist Criterion in
x-direction is met if:
FOVx > A or Δkx <
1
A
. (2.30)
If data are sampled such that Δkx is too large to fulfill the Nyquist criterion, the dataset
is said to be under-sampled. If Δkx of a dataset is smaller than needed to fulfill the
Nyquist criterion, it is called oversampled.
For Cartesian acquisition the distance between the k-space samples is equidistant. In
that case, aliasing results in a wrap-around artifact, folding back the front parts of the
object into the back of the image and vice versa.
For non-Cartesian trajectories aliasing artifacts have a more complicated appearance.
The k-space samples are not equidistantly spread anymore, which means that for some
frequencies the Nyquist criterion might be fulfilled, while for others it is not. For ex-
ample, in radial acquisitions, high frequencies are sampled with a lower density than
frequencies near the k-space origin. In that case, the Nyquist criterion is satisfied for the
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Figure 2.5: Examples of the appearance of aliasing artifacts for an a) Cartesian trajec-
tory [mri-info], b) radial trajectory [AGILE2011], c) spiral trajectory [Bern-
stein2004].
low but not for the high frequencies and aliasing results in streaking artifacts. For spiral
trajectories aliasing shows as swirl artifacts. Examples for the appearance of aliasing
artifacts for different k-space trajectories are shown in figure 2.5.
Nyquist Criterion for 3D Radial k-space Data
The Nyquist criterion for 3D radial k-space data is derived, which will be needed for this
thesis.
It is assumed for each profile that kmax is the maximal distance from k-space center,
as indicated in figure 2.6. Furthermore it is assumed that all data points are sampled at
equidistant solid angles. To determine the Nyquist criterion only the data points on the
surface of a sphere of radius kmax that surrounds all data points have to be considered.
Due to geometrical reasons these are the data points with the largest distance between
two adjacent samples. For points located on the surface the two-dimensional Nyquist
criterion can be expressed as:
(Δk)2 < 1
A2
, (2.31)
where Δk is the distance between two adjacent data points and A is the largest extent
of the object to be imaged. No aliasing occurs when the distances at the periphery of
k-space Δk fulfill the Nyquist criterion.
The area (Δk)2 can be written in terms of the solid angle ΔΩ:
(Δk)2 = k2maxΔΩ. (2.32)
Combining equations 2.31 and 2.32 yields:
k2maxΔΩ <
1
A2
. (2.33)
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Figure 2.6: Derivation of the Nyquist criterion of a 3D radial sequence: The distance
between two adjacent points Δk is maximal on the surface of the sampling
sphere at distance kmax from the k-space center. The Nyquist criterion can
be expressed as: (Δk)2 < 1
A2 , where A is the maximal extent of the object
to be imaged. (adapted from [Bernstein2004])
The solid angle of the whole sphere is 4π sr. Therefore, the number of required profiles
Npr is given by:
Npr =
4π
ΔΩ . (2.34)
Combing equations 2.33 and 2.34 yields the Nyquist criterion:
Npr = 4π(kmaxA)2. (2.35)
For a given matrix size M this can be rewritten as:
Npr = 4π(M/2)2. (2.36)
For Cartesian sampling with the same isotropic resolution the number of phase encoding
steps is (2kmaxA)2. The number of acquired samples to fulfill the Nyquist criterion is
therefore smaller by a factor π compared to a 3D radial acquisition.
2.6.3 Resolution, Point Spread Function (PSF) and Gibbs Ringing
In general, the resolution Δx is defined as the smallest distance between two objects,
where they can be still recognized as two separate objects. For a quantitative description
of the resolution of an MRI image, the Point Spread Function (PSF) is useful.
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Consider an object ρ(x) and the image of the object I(x). Again, only the one-
dimensional case in x-direction is considered, but extension to higher dimensions is
straightforward. The relation between ρ(x) and I(x) can be written as:
I(x) = ρ(x) ∗ PSF (x), (2.37)
where PSF is the Point Spread Function, and ∗ indicates a convolution. If ρ(x) = δ(x),
where δ(x) is the one-dimensional delta-function then I(x) is the PSF. The PSF describes
the amount of blurring in the image.
The resolution of an image can be quantified by the width of the PSF. If the PSF is
a rect-function, then the resolution is given by the width W of the function. If the PSF
is not a rect-function, then the effective width Wh can be defined as the width of an
approximating rect-function that has the same height and area as the PSF:
Wh = Δx =
1
PSF (0)
∫ ∞
−∞
PSF (x)dx, (2.38)
where PSF(0) is the maximum point of the PSF. To derive an approximation of the
PSF in MR images, the process of data acquisition within a finite measurement time is
investigated.
So far we have assumed acquisitions of infinite duration. However, in reality data
acquisition can take only a finite time, and consequently the data need to be cut off.
Mathematically, measuring data Sf (kx) over a finite amount of time corresponds to
multiplication of the infinite k-space data with a rect-function rect(kxW ) of width W :
Sf (kx) = S(kx) · rect(kx
W
). (2.39)
According to the convolution theorem this corresponds to a convolution of the data in
the image domain with the FT of the rect-function. The FT of the function rect(kxW ) is
the function sinc(πWkx). Consequently, the finite sampling has the following effect on
the image I(x):
If (x) = I(x) ∗ sinc(πWx)), (2.40)
where If (x) is the resulting image. The sinc-function blurs each image point of I(x).
The effects on finite sampling are summarized in figure 2.7. With regard to equation
2.37, the PSF of an image can be approximated by the function sinc(πWkx) . Substi-
tuting this in equation 2.38 for the PSF, the resolution Δx yields:
Δx = 12kx,max
= FOVx
Nx
. (2.41)
The higher the frequencies acquired in k-space, the larger the effective width Wh of the
PSF, hence the less the blurring and the higher the resolution.
Another effect from the convolution with the sinc function is the phenomenon of Gibbs
ringing, which is indicated in figure 2.7. It is caused by the sidelobes of the sinc-function
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Figure 2.7: The effects of finite sampling in k-space: a) Left: The ideal case of data
sampled over an infinite period of time S(kx), right: The resulting image
I(x) after FT. b) Left: Finite sampling is mathematically expressed by mul-
tiplication with a rect-function rect(kxW ), right: In the image domain this
corresponds to a convolution ∗ with a sinc function sinc(πWkx). c) Left:
Data sampled over a finite time period Sf (kx), right: The resulting image
If (x) is blurred by the sinc-function. In the magnified region Gibbs ringing
is visible. (adapted from [Haacke1999])
and becomes visible as rings or stripes especially around sharp edges. At low resolutions
this artifact can become significant. It can be corrected for by multiplication of the
k-space data with a smoothing window function such as the Hamming window. The
Hamming window suppresses the high frequencies and attenuates Gibbs ringing, but
also reduces the spatial resolution by making the PSF wider.
2.7 MRI Pulse Sequences
An MR imaging sequence is the composition and timing of RF pulses, gradient fields
and data acquisition used for image generation. The timing of RF pulses and gradient
waveforms can be displayed in an imaging scheme called pulse sequence diagram. An
example of a pulse sequence diagram can be seen for example in figure 2.9. Plenty of
different pulse sequences exist in MRI. In the following, a basic gradient recalled echo
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(GRE) sequence is introduced.
2.7.1 Gradient Recalled Echo (GRE) Sequence
Formation of a Gradient Echo
The formation of a gradient echo (GRE) is explained using a one-dimensional experiment
along the x-axis shown in figure 2.8. The extension to higher dimensions is straightfor-
ward. After the RF excitation, a constant gradient along the x-axis with the amplitude
-GDeph(x, t) is switched on for a duration τ . Local magnetization vectors with differ-
ent x-locations precess at different frequencies ω(x, t) during this time. The precession
frequencies are described as:
ω(x, t) = −γ · Gdeph(x, t) · x. (2.42)
Assuming the initial phase to be 0◦, the phases accumulated at time τ can be written
as:
φ(x, τ) = −γ
∫ τ
0
GDeph(x, t) · x · dt = −γGDeph(x, t) · x · τ. (2.43)
At time τ a second gradient GReph(x, t) of same strength and duration but different
polarity is switched on. The accumulated phase is now:
φ(x, τ) = −γGReph(x, t) · x · τ + γ
∫ 2τ
τ
GReph(x, t) · x · t. (2.44)
At time t = 2τ the local magnetization vectors are rephased and a signal echo is mea-
sured. The time between the RF pulse and the occurrance of the gradient echo is known
as the echo time TE.
In general, GRE are formed when the 0th gradient moment is zero for all components.
B0-inhomogeneities and susceptibility effects are not eliminated by gradient echoes. Con-
sequently, the GRE signal still decays with T ∗2 .
Basic 2D GRE sequence
The pulse sequence diagram of a basic 2D gradient echo sequence is displayed in figure
2.9. During an RF pulse of flip angle α a slice selection gradient Gz is switched on
to excite only a specific slice along the z-axis. To compensate for phase dispersion
throughout the selected slice a refocusing gradient of opposite polarity and half its area
succeeds the slice selection gradient (A).
In (B) the Gy gradient is applied. For each of the presented Gy gradients the slice has
to be excited by a new RF pulse. The effect of the Gy gradient in k-space is to move the
k-space position along the ky- axis. Positive and negative gradients lead to positive and
negative ky-locations. In general, both polarities are needed since the Fourier integral
given in equation 2.25 requires both, negative and positive values. In practice, this
process can be abbreviated for example using half-Fourier imaging methods [Noll1991].
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Figure 2.8: The formation of a gradient echo: The gradient GDeph dephases the local
magnetization vectors, the gradient GReph of opposite polarity rephases them
again. When the areas of both gradients add up to zero, a gradient echo is
formed. The measured echo signal still decays with T ∗2 -relaxation (adapted
from [Guenther1999]).
Frequency encoding using a Gx gradient and data acquisition with an ADC are shown in
(C) and (D). Prior to data acquisition a Gx prephaser gradient of opposite polarity and
half area of the readout gradient is turned on. This is needed for full k-space coverage
from positive to negative values. In k-space it serves as a ‘prewinder’, moving the kx-
position to the negative maximum -kx,max. The frequency encoding Gx gradient results
in the trajectory of a straight line from -kx,max to kx,max at a given ky location. During
signal acquisition a gradient-recalled echo is formed when the area under the prephaser
gradient time curve equals the area under the readout gradient at kx = 0. With equal
gradient magnitudes of prephaser and readout gradient the echo occurs at half of the
frequency encoding duration. After data acquisition a spoiler gradient (E) is applied
to dephase all of the residual transversal magnetization. The spoiling process will be
described more detailed later in this section.
This sequence block is repeated until all ky lines are collected. The time between two
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Figure 2.9: Pulse sequence diagram of a basic 2D GRE sequence: (A) RF pulse, slice
selection and slice refocusing gradient, (B) Gy gradient, (C) Gx-rephaser and
Gx readout gradient, (D) Data acquisition with an ADC, (E) spoiler gradient
(adapted from [Guenther1999]).
adjacent excitations of the same slice is known as repetition time (TR). For Ny ky-lines,
the total measurement duration ttot of the sequence becomes:
ttot = Ny · TR. (2.45)
Spoiled GRE sequence in the steady-state
To encode multiple phase encoding steps a series of identical RF pulses with flip angle
α, evenly spaced over time with period TR, is applied to the spin system:
α − TR − α − TR − α − TR − ... (2.46)
After a certain number of repetitions the transverse and longitudinal components of the
magnetization Mxy and Mz reach a dynamic equilibrium, known as steady-state. The
steady-state describes a periodic behavior of the magnetization with period TR.
GRE sequences can be classified by the value of the transverse magnetization before
each new RF pulse. If Mtr = 0 the sequence is called a spoiled GRE sequence. If Mtr = 0
the sequence is said to be a steady-state free precession (SSFP) sequence. In this thesis
a spoiled GRE sequence is used, therefore it will be the focus of the remainder of this
section.
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The condition Mtr = 0 can be achieved by choosing TR to be at least 5T ∗2 . In
this case, the transverse magnetization automatically decays nearly to zero due to T ∗2
decay. However, the disadvantage is, according to equation 2.45, that with a long TR
the total measurement time of the sequence becomes large. A more practical way is to
dephase or spoil Mxy before each new RF pulse. Spoiling can be achieved either with
spoiler gradients or using RF spoiling, or a combination of both. Spoiler gradients are
large gradients applied at the end of each sequence block. They dephase the transverse
magnetization prior to each new RF pulse. With RF spoiling, the residual magnetization
is killed by cycling the phase of each RF excitation pulse according to a predetermined
schedule. The mechanisms of spoiling will be described in more detail at the end of this
section. For now, it will be assumed that the transverse magnetization is zero before
each new RF excitation.
The steady-state is reached when a counterbalance between the loss of longitudinal
magnetization due to tipping and regrowth due to T1-relaxation is established. The
steady-state of Mz of a spoiled GRE sequence is said to be incoherent. Mathematically,
the created transverse magnetization at each data acquisition and therefore the received
signal of a spoiled GRE sequence can be determined as follows. The following notation
will be used: The indices ‘1, 2, 3, ...’ describe the number of the RF pulse, the indices ‘-’
and ‘+’ stand for ‘just before the RF pulse’ and ‘just after the RF pulse’. M0z describes
the equilibrium value of the magnetization.
Each RF pulse tips the longitudinal magnetization by flip angle α. For example for
the first RF pulse Mz,1 after tipping has the value:
M+z,1 = M−z,1cosα. (2.47)
During the TR interval between the two RF pulses at time points t+1 and t−2 Mz regrows
due to T1-relaxation. This is given according to the solutions of the Bloch equation by:
M−z,2 = M+z,1e
− TR
T1 + M0z (1 − e−
TR
T1 ) = M−z,1cosαE1 + M0z (1 − E1), (2.48)
with E1 := e
− TR
T1 .
For a system in steady-state the longitudinal magnetization just before two RF excita-
tions is the same. Therefore, the condition for the steady-state is:
M−z,1 = M−z,2. (2.49)
The elimination of M−z,2 in equation 2.48 and rewriting yields:
M−z,1 = M0z
(1 − E1)
1 − E1cosα. (2.50)
The measured signal S, which is proportional to the transverse component after flipping
Mz into the transverse plane by α, is caused by the rephasing of the magnetization vec-
tors at echo time TE:
S = M
0
z sinα(1 − E1)
1 − cosαE1 e
− TE
T∗2 . (2.51)
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TR»T1, α«θE TR»T1, α ≈ θE TR  T1, α«θE TR  T1, α ≈ θE
TE << T ∗2 ρ-weighting ρ-weighting ρ-weighting T1-weighting
TE ≈ T2∗ ρ-T ∗2 -weighting ρ-T ∗2 -weighting ρ-T ∗2 -weighting T1-T ∗2 -weighting
Table 2.1: Relationship between TR, TE, α and the image contrast in a spoiled GRE
sequence
The flip angle α that maximizes the signal S is called the Ernst angle θE .
θE = arccos(E1) = arccos(e
− TR
T1 ). (2.52)
The Ernst angle monotonically increases as the ratio TRT1 increases. Mathematically, the
approach to steady-state can be described as:
Sj = M0sinθ[
1 − E1
1 − cosθE1 + (cosθE1)
j−1(1 − 1 − E11 − cosθE1)]e
− TE
T∗2 , (2.53)
where j indicates the jth RF pulse.
Contrast of spoiled GRE sequences
As equation 2.51 indicates, spoiled GRE images are weighted by a factor of e
− t
T∗2 . This
makes them prone to signal loss, especially in regions with high B0- or susceptibility-
inhomogeneities, for example near metallic implants. If TE is chosen to be short relative
to T ∗2 , then the term e−(TET ∗2 ) tends to 1 and no weighting by T
∗
2 remains.
For small flip angles α the term cosα in equation 2.51 approaches the value 1 and
the E1-dependence cancels out. In the case of short echo times TE and small flip
angles the signal is only dependent on M0, which is proportional to the proton spin
density ρ0. The signal is said to be proton density weighted. If a small echo time TE
and a larger flip angle, preferably around the Ernst angle, are employed, the E1-factor
becomes dominant and the signal is weighted by the factor e−
TR
T1 . The signal is said to
be T1-weighted. The relationship between the choice of TR, TE and α and the resulting
contrast is summarized in table 2.1.
Fast imaging with spoiled GRE sequences
An advantage of spoiled gradient echo sequences is that they can be used for fast imag-
ing, especially as needed for the coverage of large 3D volumes. Fast GRE sequences
employ small flip angles between α = 2◦ and 70◦. Small flip angles have the advantage
that most longitudinal magnetization is undisturbed while there is still an appreciable
amount of transversal magnetization. Short TR times can be used because there is no
long T1-relaxation.
24 2 Basics of Magnetic Resonance Imaging
Mechanisms of Spoiling
Gradient Spoiling
At the end of a TR period residual transverse magnetization can remain. In a sequence
where TR is repeated multiple times, this residual magnetization can interfere with the
desired magnetization in the subsequent data acquisition and lead to imaging artifacts.
Spoiler gradients are used to kill the unwanted remaining magnetization. They are
usually gradients of large 0th gradient moments applied at the end of a sequence to
dephase the residual transverse magnetization whilst leaving the longitudinal magneti-
zation undisturbed.
Considering and arbitrary voxel in which the transverse residual magnetization Mtr(r)
remains at the end of an TR period. Within this voxel the magnetization is the sum of
many local magnetization vectors. When a spoiler gradient Gsp is applied, these vectors
fan out with frequencies dependent on their location along the spoiler gradient direction.
The acquired phase φ(r) of the spoiler gradient Gsp at time t after the starting time t = 0
of the spoiler is given by the product of the gradient moment and the voxel dimension
along the gradient direction:
φ(r, τ) = γ
∫ τ
0
Gsp(r, t)rdt = γ
∫ τ
0
Gsp(r, t)rdt = γrAsp, (2.54)
where Asp is the 0th moment of the spoiler gradient. The phase dispersion across the
whole voxel Δφ is:
Δφ(r) = γΔrAsp, (2.55)
where Δr is the voxel dimension in direction of Gsp. The minimal moment needed to spoil
the unwanted magnetization is normally determined experimentally. The spoiler gradient
moment is incremented and the resulting images are monitored for the occurrence of
artifacts. For most applications, the minimal phase dispersion across the voxel must be
at least 2π [Bernstein2004]. Since the polarity of the spoiler gradients can be chosen
flexibly, they should be selected such that they do not counteract the preceding gradients.
For example if the spoiler is applied along the same direction as a readout gradient, it
should be of the same polarity. The spoiler gradient is preferably applied along the
axis with the largest voxel dimension, since here the largest phase dispersion can be
achieved for the same gradient moment. The magnetization is killed to a large extent
if the spoiler moment is large enough. However, if only small amount of transverse
magnetization is left undestroyed, it can build up to a steady-state value after multiple
repetitions. Therefore, it is recommended to vary the moment of the spoiler gradient
with each excitation to prevent this build up.
RF Spoiling
RF spoiling is done by applying a phase offset to each new RF pulse. This prevents a
build up towards the steady-state of a residual transverse magnetization. The phase is
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cycled according to a predetermined schedule. A commonly used schedule is:
φj = φj−1 + jφ0, (2.56)
where j is the index of the jth RF pulse, φj is the phase of the jth RF pulse and the
starting value φ0 can be chosen freely. φ0 = 117◦ has been shown to lead to efficient
spoiling [Bernstein2004]. In general, efficient spoiling can be achieved by combining
both, RF and gradient spoiling.
2.8 Noise in MR Images
2.8.1 Signal-to-Noise Ratio (SNR)
In this section the origin and quantification of noise in MR images will be introduced.
All measurements exhibit unstructured or structured noise, which can corrupt image
quality and lead to misinterpretations of image features. Unstructured noise, also called
white noise, is caused by random thermal fluctuations in the electronics of the receiver
coil and in the sample. White noise is typically Gaussian distributed with a mean value
of 0 and noise variance σ2, which is given by:
σ2 = 4kBT · R · BWread, (2.57)
where R is the combined effective resistance of the object, the receive coil and the
electronics, and BWread is the readout bandwidth of the receive coil. The receiver
bandwidth is defined as the range of frequencies over which a signal is recorded. The
noise variance is the same for signals of all measured frequencies. Structured noise is
systematic and appears for example as streaking artifacts, Gibbs ringing or other image
artifacts. This section focuses only on unstructured noise.
When the data are acquired, noise is inflicted on the k-space data. By applying the
discrete inverse FT to the noisy k-space data, the image noise is obtained. The mean of
the image noise is still 0 and the image noise variance σ2I is given by
σI =
σ√
N
, (2.58)
where N is the number of acquired k-space samples. The FT distributes the Gaussian
noise uniformly across the image and hence the standard deviation σI is the same for all
image locations.
The signal-to-noise ratio (SNR) is a measure for the effect of noise on image quality
and is defined as:
SNR := Svoxel
σI
, (2.59)
where Svoxel the voxel signal. The dependence of the SNR on all of user-selective pa-
rameters for 3D imaging are summarized in the formula:
SNR ∝ ΔxΔyΔz
√
NacqNxNyNz
BWread
S(TR, TE, α). (2.60)
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For 2D imaging the SNR dependence is analogous, however without the factor Δz
√
Nz.
Therefore, 3D imaging is more SNR efficient than 2D imaging. The given parameters
are in the following relation to other parameters:
Ts = NxΔt =
Nx
BWread
, (2.61)
where Ts is the total sampling period and Δt is the time to measure each individual
sample. Another relationship is:
FOVx = NxΔx , FOVy = NyΔy , FOVz = NzΔz. (2.62)
Therefore, many variations of equation 2.60 exist. If one of the parameters is changed,
the effect on other parameters has to be considered due to the interconnections amongst
them.
2.8.2 Measuring SNR
In MRI it is common practice to work with magnitude images. Each voxel is calculated
from the square root of the sum of squares of the real and imaginary voxel signals. The
noise in the real and imaginary components are each Gaussian distributed. The non-
linear procedure of reconstructing the magnitude image changes the noise distribution
to a Rician distribution [Rice1945]. In the case of large SNRs the Rician distribution
approaches again a Gaussian distribution with non-zero mean. In image areas without
any signal, for example the background, the Rician distribution becomes a Rayleigh
distribution [Gudbjartsson1995].
To measure the SNR, the voxel signal Svoxel and the standard deviation σI of the
noise distribution have to be estimated. On magnitude images one approach is done
as follows. Svoxel is approximated by measuring the mean signal from a homogeneous
region in the tissue of interest. σI can be estimated by measuring the standard deviation
σbg of an image region in the background. However, due to the Rayleigh distribution a
correction factor of 1.5 has to be applied in order to obtain the standard deviation of
the underlying Gaussian distribution. The image noise becomes:
σI = σbg · 1.5. (2.63)
Alternatively, σI can be determined from the non-zero mean signal Sbg of the background
as follows:
σI = Sbg · 0.8. (2.64)
The presented method is easy to implement, as long as large homogeneous regions occur
in the data. If systematic errors and structured noise corrupts the data too much, it
can be problematic to find homogeneous regions. In that case, different methods can be
used, for example as proposed by Sijbers et al [Sijbers1998].
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SNR of Radial k-space Data
For the content of this thesis, the effect of non-Cartesian radial k-space sampling on
the SNR is of interest. This is described for example in [Newbould2006]. In radial ac-
quisitions, data near the k-space center are oversampled, which increases the SNR in
this region. Therefore, noise is not ‘white’ anymore. The noise variance is greater for
higher frequencies. This colored noise leads to the loss of SNR near fine structures in
the resulting image.
2.9 Reconstruction
2.9.1 Fourier Reconstruction
The 2D or 3D k-space signal is the FT of the transverse magnetization. Therefore,
image reconstruction can be achieved by applying the 2D or 3D inverse FT (IFT) to
the k-space data. Since discrete k-space values are sampled, the discrete FT (DFT) has
to be used. If the data are sampled on a Cartesian trajectory, the inverse DFT can be
performed with a series of Fast FTs (FFT) [Cooley1965]. The FFT is an algorithm that
is computationally faster than the standard DFT. It is fastest for input data of length
of a power of 2. If the input data length is not a power of 2, data can be symmetrically
appended with zeros. This procedure is called zero filling or zero padding. Even if no
new information is added, zero filling increases the matrix size by interpolation with
a sinc-function. This has a smoothing effect on the image, improving the apparent
resolution.
Multiple Coils
If multiple coils are used for data acquisition, the individual coil images Ij(x, y) are
reconstructed as described above, where j is the coil index. Afterwards they are combined
to the image I(x, y) as follows:
I(x, y) =
√√√√√ Nj∑
j=1
|Ij(x, y)|2
σj
, (2.65)
where Nj is the total number of coils and σj is the noise variance (section 2.8). After the
combination I(x, y) is a magnitude image, which does not consist of complex numbers
anymore. Methods which yield better SNR are available such as [Roemer1990], which
are currently used as standard procedures.
2.9.2 Gridding Reconstruction
Due to advantages such as imaging speed or SNR efficiency, k-space trajectories are
acquired, which do not fall onto a Cartesian grid. These are for example radial or spiral
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trajectories as it was described in section 2.6. Since the FFT can straightforwardly
only be applied to Cartesian data, the reconstruction process has to be modified. One
approach is to interpolate the non-Cartesian data and resample them onto a Cartesian
grid and then to apply the FFT. This method is called gridding. In the following, the
gridding process, which is used in this thesis, will be explained in detail.
Figure 2.10: Basic principle of gridding: The acquired data (black) lie on a non-Cartesian
trajectory. Each non-Cartesian data point is convolved with a convolu-
tion kernel (blue) and the resulting distance-weighted values are accumu-
lated. The result is resampled onto a Cartesian grid (red). (adapted from
[Pauly2005]
Basic Gridding Algorithm
The basic problem can be formulated as follows: Non-uniformly spaced data points in k-
space are given. The aim is to obtain k-space data on a rectilinear grid by interpolating
the given non-uniform k-space data. The basic principle of gridding is illustrated in
figure 2.10. Each of the non-uniform sample points is convolved with a gridding kernel
and the values are accumulated for all sample points. Then the result is resampled onto
a Cartesian grid and a FFT is performed.
Mathematically, the gridding algorithm can be described as follows. Here, the oper-
ations for gridding of 2D data are shown, but the extension to 3D is straightforward.
Consider a 2D image function I(x, y) with FT S(kx, ky):
S(kx, ky) =
∞∫
−∞
I(x, y)ei2π(kxx+kyy)dxdy (2.66)
and a sampling function Ψ consisting of delta funtions at the positions kj :
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Ψ(kx, ky) =
P∑
j=1
δ2(kx − kxj , ky − kyj ). (2.67)
The non-Cartesian sampled data SΨ(kx, ky) is given by:
SΨ(kx, ky) = S(kx, ky) · Ψ(kx, ky). (2.68)
In the gridding process, each sampled data point is convolved with a kernel C(kx, ky).
After the convolution, the sampled and convolved data SΨC(kx, ky) becomes:
SΨC(kx, ky) = SΨ(kx, ky) ∗ C(kx, ky), (2.69)
where ∗ represents a two-dimensional convolution. Eventually the data SΨC(kx, ky) are
resampled onto a unit spaced Cartesian grid by multiplication with a two-dimensional
Shah function   fi  	 
  
    
 

  	  SΨC (kx, ky) 
SΨC (kx, ky) = SΨC(kx, ky) · ( kxΔkx ,
ky
Δky
). (2.70)
 

SΨC (kx, ky) = [(S(kx, ky) · Ψ(kx, ky)) ∗ C(kx, ky)] · ( kxΔkx ,
ky
Δky
). (2.71)
  	    SΨC  	 
  IΨC  
IΨC (x, y) = [(I(x, y) ∗ ψ(x, y)) · c(x, y)] ∗ ( x
FOVx
,
y
FOVy
), (2.72)
	 ψ(x, y)  	   Ψ(kx, ky)  c(x, y)  	   C(kx, ky)  	   	
Shah 
     Shah 
  	 	  FOV  	 
 !
	 ff  	   	  	   
  fi
 #!$$! 	 
 I(x, y)  fi 
  	 
 	 	   	 fi  

 ψ(x, y)    	  !  	 %
  

fi  	     
 	 &! 	   

	   	 	   	   c(x, y)   apodization and causes
undesired shading in the image. However, it has the desirable effect to suppress the
side-lobes. The rectilinear resampling to the Cartesian grid by the convolution with
( xFOVx ,
y
FOVy
) 
   	 ! '  	 	 ()  	 
  	 *    	 	 &  !
	    	   	  	  	  	
	  fl
  	    	 ! ,  	 	  	
    	   	 -      	 	 

	 .  deapodization, as used in this thesis, will be explained. Further-
more, the gridding algorithms require a correction for the non-uniform density of the
samples.
30 2 Basics of Magnetic Resonance Imaging
Figure 2.11: Effects of gridding on the image: a) Ideal image I(x, y). b) The convolution
with the FT of the sampling function ψ(x, y) blurs the image and results in
aliasing side-lobes. c) The multiplication with the FT of the kernel function
c(x, y) causes shading of the image. d) The resampling onto the Cartesian
grid by the convolution with ( xFOVx ,
y
FOVy
)   	
   
 
  	
Gridding Kernel and Deapodization
As described above, the convolution with the kernel C(kx, ky) in k-space is a multipli-
cation with the apodization function c(x, y) in image space. The ideal choice of the
gridding kernel would be a finite kernel, that suppresses all the side-lobes. Jackson et
al [Jackson1991] found that a kernel in the shape of a Kaiser-Bessel function can yield
nearly optimal results in terms of computation time and side-lobe suppression. The 1D
Kaiser-Bessel function is defined as:
C(k) = 1
w
I0(β(1 − 2k
w
)2)rect(2k
w
), (2.73)
where I0 is the zero-order modified Bessel function of the first kind, w is the width of
the kernel and β is a scaling parameter, that determines the curve shape. The inverse
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Figure 2.12: a) Kaisel-Bessel window, b) FT of the Kaiser-Bessel window [Bern-
stein2004].
w 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
β1X 1.9980 2.3934 3.3800 4.2054 4.9107 5.7567 6.6291 7.4302
β2X 6.6875 9.1375 11.5250 13.9086 16.2734 18.5547 – –
Table 2.2: Optimized parameters β of the Kaisel-Bessel function for kernel window
widths w for a 1X and a 2X grid. [Jackson1991]
FT of the Kaiser-Bessel function can be calculated analytically and is given by:
c(x) = sin(
√
π2w2x2 − β2)√
π2w2x2 − β2 . (2.74)
The Kaiser-Bessel function and the corresponding FT are displayed in figure 2.12. In
[Jackson1991], the parameter β was optimized for several kernel widths w such that
the apodization function has sharp edges. The resulting parameter values are shown in
table 2.2. The meaning of the 1X- and 2X-grid used in the table is explained in the next
subsection. w is typically chosen to be 2-4 data sample points and a trade-off between
steep rolling-off or computation time. In more than one dimension, the kernel can be
treated as separable function in all dimensions.
The shading in the object, caused by the apodization, results in significant loss in
image quality. It can be removed by dividing the image by the apodization function at
the end of the gridding process. This is called deapodization. The gridding algorithm
including deapodization can be written as:
IΨC D(x, y) =
1
(c(x, y)){[(I(x, y) ∗ ψ(x, y)) · c(x, y)] ∗ (
x
FOVx
,
y
FOVy
)}. (2.75)
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Figure 2.13: Oversampling of the Cartesian grid size: a) 1X Grid: There is no transition
band between the object and the adjacent side-lobes folding into the image
FOV. b) 2X Grid: The FOV is twice as large as in a). The object and
the adjacent side-lobes get ‘pushed’ apart, allowing for a transition band
[Pauly2005].
Cartesian Grid Size and Oversampling
Aliasing side-lobes corrupt image quality, since the adjacent replica fold back into the
image. When the Cartesian grid is as dense as determined by the underlying data (1X
Grid), there is no space for a transition band, where no adjacent side-lobes fold into the
object, as can be seen in figure 2.13 a).
O’Sullivan et al proposed to sample more finely onto a denser grid, for example a 2X
Grid, which is twice as dense as the 1X Grid[OSulllivan1985]. This is possible since there
is no restriction about the density of the Cartesian raster. According to equation 2.29
sampling twice as dense, with an oversampling factor of 2, results in a FOV of twice the
size. This allows for a transition band and reduces aliasing artifacts significantly. This
is visualized in figure 2.13 b). In general, using an oversampling factor of α changes the
rectilinear sampling function ( xFOVx ,
y
FOVy
)   ( xαFOVx ,
y
αFOVy
)  	 
   
IΨC D(x, y) =
1
(c(x, y)){[(I(x, y) ∗ ψ(x, y)) · c(x, y)] ∗ (
x
α FOVx
,
y
α FOVy
)}. (2.76)
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Density Compensation
Dependent on the trajectory, the density of non-Cartesian samples can vary. The spatial
density of data points in k-space shall be given by the density function ρ(kx, ky). With
gridding reconstruction, each sample is convolved with a kernel and the resulting values
for all sample points are accumulated. This leads to an over-representation of k-space
samples lying in an area of high sample density. This is for example the case for the
k-space data in the center of radial acquisitions. In the image domain this corresponds to
a convolution with the FT of the density function ρ(kx, ky), which causes image artifacts
and needs to be corrected for.
There are two possibilities to compensate for the density: Pre-compensation and post-
compensation. Pre-compensation is done before the gridding process by weighting every
data point with 1ρ(kx,ky) . Therefore, ρ(kx, ky) needs to be known before the gridding
algorithm starts. With density pre-compensation, equation 2.71 becomes:
SΨρC (kx, ky) = [(S(kx, ky)
Ψ(kx, ky)
ρ(kx, ky)
) ∗ C(kx, ky)] · ( kxΔkx ,
ky
Δky
). (2.77)
Post-compensation is done after the gridding by weighting every calculated grid-point
with 1ρ(kx,ky) . ρ(kx, ky) does not have to be known prior to gridding and can be calculated
during the gridding process. With density post-compensation, equation 2.71 becomes:
SΨCρ (kx, ky) = [(S(kx, ky) · Ψ(kx, ky)) ∗ C(kx, ky)] · 1
ρ(kx, ky)
· ( kxΔkx ,
ky
Δky
). (2.78)
Post-compensation has the disadvantage that large density changes that happen on
a scale smaller than the kernel width, are blurred. This is for example the case for
radial trajectories in the center of k-space. In this thesis, where a 3D radial trajectory
is gridded, pre-compensation is preferred.
The density compensation function (DCF) is defined as DCF (kx, ky) := 1ρ(kx,ky) . For
pre-compensation, given a k-space trajectory, the DCF can be calculated based on the
geometry of the samples or using Voronoi diagrams, which numerically approximate the
area of volume of each sample. This area or volume of each point yields the density
function. Drawbacks of Voronoi diagrams are long calculation times and the handling
of the periphery points that take infinity area and reasonable values need to be estimated.
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Summary the gridding process
A summary of the gridding process as implemented in this thesis is given in the flow
chart in figure 2.14.
Figure 2.14: Summary of the gridding process. Here, the density of k-space samples is
accounted for by pre-compensation.
3 Dynamic Contrast-Enhanced (DCE) MRI
in Oncology
Dynamic contrast-enhanced (DCE) MRI is a minimal-invasive method to image and
quantify the physiology of tissue perfusion, requiring only a contrast agent (CA) injec-
tion. In oncology, DCE MRI is used in clinical routine for lesion diagnosis, detection
and classification, and to monitor and predict response to treatment.
3.1 Basic Principle
The basic principle of DCE MRI is illustrated in figure 3.1. After the administration of
a bolus of CA, a series of dynamic T1-weighted images is acquired. Contrast agent has
the effect to locally shorten T1-relaxation times. Therefore, whilst CA travels though
the body, as described in section 1.4, signal enhancement occurs. These signal changes
over time are monitored and evaluated qualitatively or quantitatively.
Figure 3.1: Basic principle of DCE MRI: Contrast agent is injected and the resulting
signal changes in a T1-weighted time series are monitored.
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3.2 Contrast Agents in DCE MRI
A bolus of contrast agent is administered intravenously in a peripheral vein. To assure
reproducibility, automated pressure power injection systems are employed. A typical
dose of contrast agent is 0.1 mMol/kg body weight, injected at a rate of 4 ml/s for a
duration in the order of a second. To make the bolus stay coherent during its passage,
a chaser injection of saline at the same flow rate flushes the contrast agent.
In clinical DCE MRI low molecular weight paramagnetic gadolinium chelates are used
as contrast agents. Multiple types of contrast agents exist which differ in their chelates.
An often used contrast agent in DCE MRI is Gd-DTPA (’Magnevist’).
Gadolinium ions are paramagnetic and interact with nearby hydrogen nuclei. This
leads to a decrease in the T1- and T ∗2 -relaxation times in the tissue water in proximity to
the contrast agent. The resulting effect for imaging is signal enhancement in T1-weighted
and signal loss in T ∗2 -weighted images. The amount of signal increase/loss is correlated
with the concentration C of CA present in the tissue. The relationship between T1(t)
and C(t) is given by [Rosen1990]:
C(t) = 1
r1
( 1
T1(t)
− 1
T1(0)
), (3.1)
where T1(0) is the native T1-relaxation time of the tissue before contrast agent arrival
and r1 is the relaxivity of the contrast agent. The relaxivity is a measure for the strength
of the effect of the CA on T1 given in mMol−1s−1.
3.3 Mechanisms and Characteristics of Enhancement
The degree and pattern of enhancement in DCE MRI images reflects many different
physiological mechanisms. An inspection of the signal time curves allows for estimation
of physiological parameters. However, contrast depends as well on other factors such as
native ‘pre-contrast’ T1-relaxation time T1(0) prior to contrast agent arrival, CA dose,
imaging sequence parameters, image scaling factors and technical scanner properties.
A measured dynamic signal curve typically consists of four distinct phases: pre-
contrast baseline, upslope, maximum enhancement and washout. The upslope depends
mainly on the capillary permeability and perfusion. The maximum enhancement is de-
termined by the total CA concentration in the tissue. Wash-out is related to vascular
permeability. Healthy tissue shows either slow or no enhancement and a slow wash-out.
In malignant lesions, typically a steep upslope and a fast wash-out phase is measured.
A typical tumor signal time curve and its four phases can be seen in figure 3.2. Here,
the wash-out phase is defined to start after peak signal when the signal has attenuated
to 99% of the maximum value.
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Figure 3.2: A typical malignant tumor signal time curve can be divided into four phases:
A = Baseline, B = Initial upslope, C = Peak enhancement, D = Wash-out.
3.4 Analysis of DCE MRI Data: Qualitative and Quantitative
Methods
A wide range of techniques for the analysis and post-processing of DCE MRI data exists.
They vary from simple visual methods over semi-quantitative techniques to complex
quantification using pharmacokinetic modeling (PK).
The analysis can be done on a region of interest (ROI) or voxel-by-voxel. Many
methods are based on the former, in which an ROI is chosen that encompasses the
lesion. Inside this ROI the mean intensity values are monitored. Advantages are the
relatively easy usage and a high SNR due to averaging over multiple voxels. However,
there is no standardized method to locate an ROI, making it an operator-dependent
process. Furthermore, an ROI analysis is incapable of detecting the heterogeneity within
a tumor.
On a voxel-by-voxel basis, the signal time curve of every image voxel is analyzed,
resulting in parametric maps. This way, more information can be obtained than from
ROI analysis, especially about the heterogeneity of a lesion. The disadvantages are high
demands on the acquisition and analysis techniques. Since no averaging over many voxels
is performed, the measured curves suffer from poor SNR. Furthermore, subject motion
can have a significant impact. With sub-millimeter spatial resolution, even physiological
motion can lead to errors.
In the following sections commonly used qualitative and quantitative analysis methods
are introduced.
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3.4.1 Qualitative Analysis
The simplest approach of DCE MRI data analysis is the visual inspection of the signal
time curves within an ROI. Each curve is classified as type 1-5 [Jackson2005]. The
different curve shapes and their characteristics are displayed in figure 3.3. In general,
the higher the number, the more aggressive the lesion. Despite its simplicity this non-
quantitative method shows good diagnostic performance in differentiating malignant
from benign lesions and is the current clinical standard.
Figure 3.3: Curve types 1-5 for lesion characterization in DCE MRI (adapted from [Jack-
son2005]).
3.4.2 Semi-Quantitative Analysis
A semi-quantitative enhancement curve analysis is often used for diagnosis and lesion
classification. Some examples semi-quantitative parameters are:
• Area under signal curve (AUC) within a certain time interval,
• area under gadolinium concentration curve (AUGC) within a certain time interval,
• relative enhancement at various time points,
• onset time,
• peak signal intensity,
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• peak concentration,
• initial slope.
Even if this analysis is only semi-quantitative, it has proven to be valuable for the
distinction between malignant and benign lesions and the grading and classification of
tumors. Physiological differences between the vasculature of benign and malignant tu-
mors can be large, therefore even relatively crude methods are sufficient to distinguish
between them. Furthermore, semi-quantitative parameters are relatively simple to ac-
quire and straightforward to calculate, and some of them have been shown to be very
robust [Jackson2005].
However, semi-quantitative parameters depend on the acquisition protocol and vary
with different sequence parameters. From scanner to scanner, tuning and scaling factors
can vary. Even acquisitions from the same scanner can produce different results due
to varying scaling factors. This makes the comparison of results difficult especially in
multi-center studies. Also the physiological interpretation is problematic since many
physiological processes contribute to the resulting parameters in an undefined manner.
3.4.3 Quantitative Analysis Using Pharmacokinetic Modeling
To overcome the drawbacks of semi-quantitative methods, a more quantitative analysis
is beneficial, which better reflects the underlying physiology and is independent of the
used MR scanner.
In MRI, pharmacokinetic (PK) models mathematically describe the distribution and
elimination of contrast agent within the body. PK models can be fitted to the measured
concentration time curves, providing quantitative parameters.
The CA distribution is governed by many different physiological processes, for exam-
ple regional blood flow, blood volume, vessel shape and size, endothelial permeability,
endothelial surface area and the volume fraction which is accessible to the contrast agent.
An optimal analysis would allow for an independent measurement of all of these param-
eters. Ideally, models should include all of the parameters listed above and describe
their effect on the flux of CA. This leads to very complex models with many unknown
parameters which makes the fitting process difficult and instable. Therefore, a range
of simplified models exist in which parameters are combined to reduce the number of
unknown variables. These simplifications improve fitting but introduce an uncertainty
to the results which makes them difficult to interpret. In the following, different PK
models are described.
Conversion from MRI Signal to Tracer Concentration
Pharmacokinetic models describe the concentration C(t) of contrast agent instead of
the MRI signal S(t). Therefore, the measured signal needs to be converted to CA
concentration. For this conversion, T1-values T1(t) are monitored over time. This can
be achieved for example by using multiple flip angles [Wang1987], which is described in
section 5.2. The relationship between T1(t) and C(t) is given by equation 3.1.
40 3 Dynamic Contrast-Enhanced (DCE) MRI in Oncology
Modeling of DCE MRI Data
In the following section, theoretical considerations of PK modeling are presented and an
overview of existing models is given. Special emphasis is put on the Tofts model which
is used in this thesis.
Figure 3.4: Schematic illustration of a simplified capillary-tissue system (adapted from
[Koh2011]).
Simplified Capillary-Tissue System
To describe the complex exchange processes of the contrast agent within the tissue,
simplifications have to be made. A simplified capillary-tissue system can be seen in
figure 3.4 [Koh2011]. Such a system can be a voxel or a cluster of voxels of volume Vtiss.
The capillary-tissue system is compartmentalized into distribution spaces of the tracer.
The passage of the CA was described earlier in section 1.4. The compartment describing
the whole vasculature is called the intravascular space (IV S) and the compartment
made up only of the blood plasma is called intravascular plasma space(IV PS). Inside
the tissue, CA can only access the extravascular, extracellular space (EES). Due to its
size CA cannot enter the intracellular space (ICS). The absolute volumes of the IV PS
Vp, EES Ve and ICS Vi within the tissue system can be expressed as relative fractions
of Vtiss, where vp is the fractional blood plasma volume, ve is the fractional extravascular
extracellular volume and vi is the fractional intracellular volume.
The capillary-tissue system is assumed to comprise only of these three compartments
such that:
vp + ve + vi = 1 (3.2)
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The fractional whole blood volume of the intravascular space is given by:
vb =
vp
(1 − Hct) , (3.3)
where Hct is the hematocrit of blood. The blood plasma flow Fp delivering the system
is assumed to be constant. The rate exchange across the capillary wall is given by the
transfer constant Ktrans. Transport across the wall is assumed to be isodirectional and
passive.
The tracer concentration of the whole capillary-tissue system is denoted as Ctiss(t),
the concentration in the EES is given as Ce(t) and the concentration in the plasma as
Cp(t). The whole blood concentration Cb(t) is related to the plasma concentration by
Cp(t) = Cb(t)/(1 − Hct).
Convolution Function
The relation between Ctiss(t) and Cp(t) can be described by the following equation:
Ctiss(t) = KtransCp(t)  R(t) = Ktrans
∫ t
0
Cp(t − τ)R(τ)dτ, (3.4)
where  is the convolution operator and R(t) is the impulse residue function describing
the response of the system to an impulse function of tracer input [Koh2011]. Equation
3.4 is only valid under the assumption that the system is time-invariant, reacting with
the same response at all times. Also a linear system has to be assumed in which the
net residue function is a superposition of all single residue functions weighted according
to their height. When Ctiss(t) and Cp(t) are measured, then Ktrans and R(t) can be
determined. This deconvolution can be performed by model-fitting. For model fitting, a
mathematical function is derived based on a tracer kinetic model. This model is fitted
to the sampled tissue concentration curve, providing tissue parameters. In the following,
examples of PK models are given.
The Tofts Model
The early works from [Tofts1991], [Brix1991] and [Larsson1989] are combined in the
general kinetic (GK) model or Tofts model. In the Tofts model, two well-mixed com-
partments with a homogeneous tracer concentration throughout the volume are assumed:
the vascular and the organ compartment. ‘Well-mixed’ means that the compartments
show instantaneously a homogeneous tracer concentration throughout the volume. The
model is based on a rate equation describing the flux of tracer via the capillary wall from
one compartment to the other.
The changes in tissue concentration Ctiss(t) due to changes in the EES concentration
Ce(t) can be expressed as:
dCtiss(t)
dt
= Ktrans(Cp(t) − Ce(t)). (3.5)
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It is assumed that the flux across the capillary wall is proportional to the concentration
difference between the EES and the IV S. Ktrans stands for the volume transfer constant
between the IV S and the EES. Dependent on the physiological conditions, Ktrans can
have different meanings [Tofts1999]. In high-permeability situations where PS >> Fp,
the flux across the capillary wall is flow-limited and Ktrans is equal to the blood plasma
flow Fp. In the case of high plasma flow, where Fp >> PS, the flux of the tracer is
permeability-limited and Ktrans equals the permeability-surface area product PS. For
a general mixed case where both Fp and PS contribute to flux across the membrane,
Ktrans takes the value EFp, where E is the extraction fraction defined as the fraction
of tracer that is extracted from vp in a single capillary transit with E = 1 − e−
PS
Fp . In
summary:
Ktrans = Fp (flow-limited),
Ktrans = PS (permeability-limited),
Ktrans = EFp (flow- and permeability-limited).
(3.6)
In normal tissue the vascular volume makes up about vp ≈ 5% of the whole tissue
volume. Therefore, in the Tofts model the approximation is made that tracer is only
present in the EES with vp ≈ 0. This leads to:
Ctiss(t) ≈ veCe(t) (3.7)
Combining euqation 3.5 and 3.7 yields:
dCtiss(t)
dt
= Ktrans(Cp(t) − Ctiss(t)
ve
) = KtransCp(t) − kepCtiss(t) (3.8)
where kep = Ktrans/ve denotes the backflux rate constant.
The differential equation 3.8 can be rewritten in integral form:
Ctiss(t) = Ktrans
∫ t
0
Cp(t)e−
Ktrans(t−t′)
ve dt′ = KtransCp(t)  e−kept (3.9)
Comparing equation 3.4 and 3.9 reveals that for the Tofts model the residue function
takes the form R(t) = e−kept. Cp cannot be measured directly with DCE MRI. However,
the tracer concentration CA(t) within a large feeding artery supplying the system, also
called arterial input function (AIF), can be sampled. It is assumed that
Cp(t) ≈ CA(t)(1 − Hct) (3.10)
is a valid approximation. Substituting Cp(t) in equation 3.9 yields:
Ctiss(t) = Ktrans
CA(t)
(1 − Hct)  e
−kept (3.11)
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The Extended Tofts Model
The extended Tofts model accounts for the case when vp is not negligible anymore
[Tofts1997]. This is for example true for some tumors where the blood volume strongly
increases. In this case the tissue concentration can be written as:
Ctiss(t) = veCe(t) + vpCp(t) (3.12)
A derivation analogous to the Tofts model leads to the integral form:
Ctiss(t) = vpCp(t)+KtransCp(t)e−kept = vp
CA(t)
(1 − Hct)+K
trans CA(t)
(1 − Hct)e
−kept (3.13)
The Tofts and Kermode Model
The Tofts model was first applied to DCE MRI data in the context of measuring leakage
through the blood brain barrier in a brain tumor [Tofts1991]. Here, the AIF is assumed
to be a bi-exponential decay:
CA(t) = D(a1e−m1t + a2e−m2t), (3.14)
where D is the dose of contrast agent in mMol·kg−1, a1 and m1 characterize the exchange
between the vasculature and the whole-body EES and a2 and m2 describe the elimination
of contrast agent by the kidneys. Weinmann et al [Weinmann1984] measured averaged
values of a1, m1, a2 and m2 in healthy volunteers [Tofts1991] to be:
a1 = 3.99
kg
l
,
m1 = 0.144min−1,
a2 = 4.78
kg
l
,
m2 = 0.0111min−1.
(3.15)
Given CA(t), the solution to equation 3.8 within the lesion can be derived [Tofts1991]
to be:
Ctiss(t) = D[b1e−m1t + b2e−m2t + b3e−m3t], (3.16)
with
m3 =
Ktrans
ve
,
b1 =
Ktransa1
(m3 − m1) ,
b2 =
Ktransa2
(m3 − m2) ,
b3 = −(b1 + b2).
(3.17)
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Other Models
Besides compartmental models such as the Tofts model distributed parameter models,
tracer dilution models and reference region models exist.
Distributed Parameter (DP) models account for the fact that ve and vp are in reality
not well-mixed. In their tissue homogeneity (TH) model Johnson and Wilson [John-
son1966] assume that Cp is not just a function of time but as well a function of the
distance along the axial length of the capillary Cp(x, t). Ce(t) is still assumed to be
well-mixed. The resulting differential equations are difficult to solve.
St. Lawrence and Lee [Lawrence1998] simplified the TH model in their adiabatic
approximation tissue homogeneity (AATH) model with the assumption that Ctiss(t)
changes slowly in comparison to Cp(t). With this adiabatic approximation an ana-
lytical solution can be found when the mean transit time is used as additional fitting
parameter. An advantage of the St. Lawrence and Lee model over the Tofts model is
that it allows for simultaneous estimation of blood blow Fp and permeability surface
area product PS.
The quality of a PK model fit depends on the accuracy of the measured AIF. Since AIF
measurement is difficult, reference region (RR) models have been proposed. Instead of
directly sampling CA(t), model parameters are derived by reference to literature values
from other normal tissues. This can be done using a single [Kovar1998] or multiple
reference tissues [Yang2004].
In contrary to the Tofts model, tracer dilution models do not assume well-mixed com-
partments, neither an equilibrium between tissue and blood concentrations. Meier and
Zierler et al [Meier1954] and Griebel et al [Griebel2004] describe a distribution of transit
times of contrast agent through a capillary network, yielding the blood flow, the blood
volume and the mean transit time.
Additionally, models such a the Shutter-speed model [Li2005] exist, which take water
exchange between the intracellular and extracellular space into account.
Arterial Input Function (AIF)
All described models, with exception of RR models, require the blood plasma tracer
concentration Cp(t). However, it is not possible to measure Cp(t) of capillaries with
DCE MRI. Instead, the AIF CA(t) of a large supplying vessel is sampled. Since whole
blood concentration is measured, to obtain plasma concentration, the AIF has to be
divided by (1 − Hct).
Even if AIF measurements are feasible with a suitable imaging protocol, it is still
challenging to perform an accurate and reproducible AIF measurement. High temporal
resolution is needed and a feeding artery has to be located in FOV. Low SNR and partial
volume effects for small arteries cause additional errors, which propagate into modeling.
One alternative is to administer a low-dose prebolus for AIF measurement [Ker-
shaw2011]. Population-averaged solutions as shown by Weinmann et al [Tofts1991] or
Walker-Samuel et al [Walker-Samuel2007] are convenient, but only an approximation,
since a high inter-patient variability can occur. Also for the same patient the AIF can
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vary for example as a function of injection timing and dose, the heart output rate,
regional variance and the kidney function [Jackson2005].
To overcome the difficulties in AIF measurements, reference region (RR) methods
have been proposed. Without direct sampling of the AIF, PK parameters or the AIF
itself can be estimated by normalization against a reference tissue, for example muscle
with known literature values for PK parameters. This can be done using one or more
reference regions. RR models have been shown to provide robust results when compared
to AIF sampling [Yankeelov2007].
Sources of Error in Quantitative DCE MRI
Many sources of error corrupt the quantification of DCE MRI data. Uncertainties arise
from the chosen model, the measurement of the tissue signal and the AIF, conversion
from signal to concentration and general image artifacts.
For an accurate model fit, the temporal resolution and SNR have to be sufficiently
high. In MRI, high temporal resolution is contradictory to high spatial resolution. The
resulting limitations on the temporal resolution can result in fitting inaccuracies.
The conversion from signal to concentration is done via T1 measurements. Errors
in T1 measurement can occur for example due to inaccurate flip angles when T1(0) is
measured using a variable flip angle approach [Sung2013].
Furthermore, imaging artifacts can corrupt the acquired curves of the tissue signal
and the AIF. For example motion artifacts can have a large impact, especially when PK
modeling is done on a voxel-by-voxel basis.
As described in the previous section, measuring the plasma concentration Cp(t) is
potentially a large source of error in PK modeling.
To convert the measured CA concentration in whole blood to plasma concentration,
the hematocrit Hct is required: Cp(t) = CA(t)/(1−Hct). An averaged value of Hct ≈ 0.4
is normally used [Jackson2005]. However, Hct may vary in patients with advanced
cancer. Also Hct in large vessels is different than in capillaries, where the packing of red
blood cells is less dense.
Furthermore, the AIF is sampled in a large vessel, but the modeling takes place is the
capillaries. Bolus dispersion may change the curve shape significantly when reaching the
microvasculature.
Finally, an important factor leading to a potentially false interpretation of PK pa-
rameters is the choice of the model. Models always describe a simplification of the true
physiology. The more approximations are made, the greater the degree of uncertain-
ties in the interpretation becomes. These simplifications can lead to systematic errors
in certain parameters since other parameters, which are omitted, are compensated for.
However, including more parameters to better describe the complex processes leads to a
more unstable fitting routine. A trade-off between the interpretation and the parameter
stability has to be found.
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3.5 Spatial and Temporal Resolution in DCE MRI: A Review
In DCE MRI both, high temporal and high spatial resolution are required. High tem-
poral resolution is needed to monitor dynamic changes, high spatial resolution allows
evaluation of the morphology and the heterogeneity of lesions. Many publications have
addressed the issue how spatial and temporal resolution affect lesion quantification and
diagnosis. Other works investigated the temporal requirements and accuracy of quan-
titative DCE MRI. Also many studies were concerned with the acceleration of imaging
whilst still maintaining sufficient spatial information. In the following section these stud-
ies are summarized.
The Role of Spatial and Temporal Resolution for Diagnosis
In MRI high temporal and high spatial resolution are opposing aims. Many studies in-
vestigated which trade-off between the two is beneficial for diagnosis. To role of spatial
resolution was shown to be important for example by the following studies. In 2001,
Furman-Haran et al [Furman-Haran2001] purposely degraded the spatial resolution of
images and evaluated them with a kinetic analysis at three different time points. They
found that low spatial resolution degrades the appearance of malignant time curves.
They concluded that it is essential to record the dynamic behavior at high spatial res-
olution for robust diagnosis. In 2005, Kuhl et al [Kuhl2005] investigated the trade-off
between temporal and spatial resolution in breast DCE MRI by acquiring data from pa-
tients twice with a relatively high temporal/relatively low spatial resolution(256x256 ma-
trix size, 69 seconds per acquisition) and a low temporal/high spatial resolution (400x512
matrix size, 116 seconds per acquisition). They found that an increased spatial reso-
lution significantly improves diagnostic accuracy. The loss in kinetic information was
shown to be diagnostically irrelevant due to a broad overlap between the classification of
benign and malignant lesions. The results from Goto et al in 2007 [Goto2007] are in good
agreement with [Kuhl2005]. The diagnostic performance of breast lesions with regard
to enhancement patterns and morphological criteria for two different temporal/spatial
resolutions was compared. The analysis of morphological features showed a significantly
higher diagnostic performance. Goto et al suggested to omit dynamic information com-
pletely.
Other studies found that high temporal resolution has a large diagnostic relevance.
Schabel et al [Schabel2010] performed pharmacokinetic modeling using the extended
Tofts model on patients with biopsy-proven benign and malignant lesions. Data were
acquired at high temporal resolution of 9.2−19.7s. It was shown that classification based
on Ktrans and kep provides a significant accuracy for the identification of malignancies.
In 2002 Wasser et al [Wasser2002] employed a high temporal resolution sequence to
evaluate the response of breast cancer to neoadjuvant chemotherapy. Both, the tumor
size and parameters of a two-compartment model were evaluated. A decrease in PK pa-
rameters was found to precede tumor size changes. It was concluded that high temporal
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Reference Δt Evaluation/PK model Accuracy
[Henderson1998] AIF: ≤ 1s, Tissue: ≤ 16s Tofts error<10%
[Kershaw2006] 2.3s AATH
errors: EF:15%,
F:19%,PS:28%,
ve:35%,BV:36%
[Kershaw2010] 1.5s/6s AATH error<5%/
error<10%
[Planey2009] <36.5s RR error<20%
[El-Khouli2009] ≤ 45s
semi-quantit.
benign/malignant
discrimination
[Heisen2010] 15s − 85s Tofts K
trans: -(4-25)%
ve: 1-10% error
Table 3.1: Summary of studies investigating the effects of temporal resolution and noise
on the accuracy of PK parameters for different models.
resolution imaging provides a valuable tool to assess therapeutic effects of neoadjuvant
chemotherapy.
It can be concluded that both, high spatial and temporal resolution have a large
relevance for diagnostics. When high temporal resolution imaging is employed, it has
to be kept in mind that a minimal temporal resolution is required. For example in
[Kuhl2005], high temporal resolution was assumed to be 69s, which is not sufficient.
Also alterations of the kinetic curves at low spatial resolutions due to spatial blurring
have to be taken into account. It is the topic of current research to find out if one of the
approaches is preferable to the other, but it seems that a combined solution may yield
the best diagnostic results.
Temporal Requirements and Parameter Accuracy
Many studies investigated the temporal requirements needed for a certain evaluation
method and the effects on the accuracy of the resulting parameters. The results of some
of these studies are summarized in table 3.1.
In 1998 Henderson et al [Henderson1998] investigated the temporal sampling require-
ments for tracer kinetics modeling using the Tofts model of breast disease. They found
that for the resulting error in kinetic parameters to be less than 10%, the AIF should be
sampled at least every second and the signal time curve in the tissue should be sampled
every 16s or less.
Kershaw et al [Kershaw2006] estimated the precision of fitting parameters extracted
from fitting the AATH model to prostate and muscle tissue data. Using a temporal
resolution of 2.3s they estimated precisions for parameters measured in the prostate
gland to be 14% for extraction fraction, 19% for blood flow, 28% for permeability area
product, 35% for the volume of the EES and 36% for blood volume. They additionally
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found that the bolus arrival time of contrast agent in the tissue of interest is an important
parameter contributing to fitting accuracy.
The important role of the bolus arrival time and its potentially large influence on
model fitting accuracy has as well been shown by Laue et al [Laue2010].
In a study in 2010 Kershaw et al [Kershaw2010] addressed the question of temporal
resolution and SNR requirements for accurate DCE MRI analysis using the AATH model.
In a simulation study they examined the effects of temporal resolution, noise level and
error in the measured AIF on the accuracy of AATH model parameters. A temporal
resolution of 1.5s and a high SNR of noise standard deviation of 0.05 were found to
ensure an error below 5% for all model parameters. The temporal resolution can be
relaxed to 6s if a bias larger than 10% for the transit time is permitted. An 10% error
in the measured height of the AIF first pass peak results in an error of at most 10% in
each parameter.
The temporal requirements for the application of the reference region (RR) model to
breast DCE MRI data were investigated by Planey et al [Planey2009]. They could show
that the RR model yields less than 20% error in the extracted parameters for a temporal
resolution ≤ 35.6s.
In 2008 Cheng et al [Cheng2008] investigated the influence of an inaccurately measured
AIF on Tofts model parameters. They found that an error in the AIF bolus amplitude
results in an inversely proportional error in Ktrans and vp, whilst ve remains a robust
fitting parameter.
El-Khouli et al [El-Khouli2009] studied the requirements of temporal resolution for
characterizing breast lesions as benign or malignant based on the curve shape and the
semi-quantitative parameters wash-in- and wash-out slope and washout percentage is
tested. They found that a temporal resolution of at least 45s is required to achieve a
good classification between benign and malignant values.
In 2010 Heisen et al [Heisen2010] investigated the influence of temporal resolution on
PK parameter estimation of implanted prostate tumors on rat hind limb using the Tofts
model. Images were subsequently downsampled to temporal resolutions in the range
of 15-85s. Heisen at al demonstrated that, as temporal resolution decreases, Ktrans is
progressively underestimated (4%-25%) and ve is progressively overestimated (1%-10%).
This is in good agreement with [Buckley2002], where a systematic overestimation of
Ktrans has been shown to occur with fitting of the extended Tofts model whilst vp is
potentially underestimated.
Fluckinger et al [Fluckinger2012] compared the performance of the Tofts model and
a 3 time point (3TP) analysis as a function of the temporal resolution. The error of
the 3TP analysis remained constant with temporal resolution, whereas the Tofts model
parameter errors linearly increased with decreasing temporal resolution. At a temporal
resolution ≤ 20s the Tofts model outperformed the 3TP method, otherwise the 3TP
analysis was more accurate.
In 2003 Dale et al examined the sensitivity of quantitative perfusion maps to sources
of error in the images. They found that artifacts in the baseline images and flip-angle
inaccuracies have the strongest effect on Ktrans estimation accuracy.
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In summary, many different studies have been conducted, which are difficult to com-
pare since either the organ of interest (prostate, breast, muscle tissue), the image
SNR (for example varying between Kershaw[2006] and Kershaw[2010]), the fitted model
(Tofts, RR, AATH or analysis of semiquantitative parameters), the species (rats in
[Heisen2010]) varied from study to study. This shows how sensitive the results are to
the underlying conditions and analysis methods. However, from all of these studies
an order of magnitude can be extracted, that for model fitting the temporal resolution
should not be larger that 20-30 s for acceptable fitting results, but optimally should be
smaller than 10 s. In most studies, a required temporal resolution for a maximal error of
a certain parameter was investigated. However, it is still not clear how large errors are
allowed to be for a certain analysis method to still provide accurate diagnostic results,
whis is a topic of current research.
Imaging Acceleration Techniques
Conventional acquisition schemes are limited in achieving simultaneously high temporal
and high spatial resolution. A number of approaches have been proposed to overcome
this trade-off and accelerate imaging whilst maintaining spatial information. In most
of these methods k-space data are omitted during acquisition. The missing data are
estimated during post-processing by exploiting spatiotemporal correlations between the
acquired and the missing data. Since there is usually a high redundancy in dynamic
series, imaging can be highly accelerated by acquiring only a fraction of the data and
estimating the rest. To better describe dynamic series of raw data the concept of the
higher dimensional k-t-space is used. The k-t sampling pattern describes the order of
data sampling at different time frames. Image acceleration techniques can be divided into
methods with heuristically chosen k-t sampling patterns and methods with k-t sampling
strategies based on prior knowledge or assumptions about the object [Tsao2010].
In the following, examples of studies employing heuristically chosen k-t-sampling pat-
terns are presented, which are visualized in figure 3.5. In 1993, Jones et al [Jones1993]
and van Vaals et al [Vaals1993] both suggested a keyhole k-space substitution method
in which first a high spatial resolution reference image is acquired. During the dynamic
acquisition only low frequency data in the phase-encoding direction around the center
of k-space are acquired. During image reconstruction the missing high frequency data
are substituted by the ones from the reference scan (figure 3.5 a)). [Plewes1995], [Sprag-
gins1994], [Bishop1997] and [Oesterle2000] investigated the errors introduced by the
keyhole technique. They all found that image degradation for keyhole is only expected
for small objects. Here, the basic assumption of keyhole that all relevant dynamic infor-
mation is located in the center, is not true. Therefore the minimum keyhole size used
should be restricted by the inverse approximate minimum size of the expected lesion.
Many refined variations of the keyhole view-sharing technique have been developed.
In 1995, Parrish et al [Parrish1995] proposed the CURE (continuous update with ran-
dom encoding) technique. A random phase-encoding sampling strategy is employed to
allow for a smoother update of k-space lines than for keyhole (figure 3.5 b)). Korosec
et al [Korosec1996] developed a method referred to as TRICKS (time-resolved imaging
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Figure 3.5: Schematic illustration of different view-sharing methods. For simplification
only the ky-axis is plotted. Data along the kx-axis are supposed to be fully
sampled. The black dots indicate data sampling (adapted from [Tsao2010]).
of contrast kinetics). k-space is divided into sections, each acquired at a different time
frame. The k-space center section is sampled with the highest frequency. The miss-
ing k-space sections in each frame are filled by linear interpolation of the neighboring
time frames (figure 3.5 c)). Time-resolved imaging with stochastic trajectories (TWIST)
[Vogt2007] divides k-space into two sections A and B. Section A encompasses a circle
around k-space center containing the low frequencies, whilst B consists of the high fre-
quency regions outside the circle. Section A is completely sampled with each time frame,
whilst B is undersampled in a temporally varying spiral fashion. The TWIST sequence
has been optimized by Song et al [Song2009] for the application to MR renography. Fur-
thermore, it has been succesfully applied in clinical settings with a temporal resolution
< 20s for 3D breast coverage for example by [Tudorica2012] and [Herrmann2011].
All of the presented view-sharing methods have in common that some k-space data
are omitted. The key idea is to sample the outer parts of k-space at least once but
focus on the central parts of k-space since most contrast information is concentrated
here. The missing data are recovered by interpolation from the acquired data, assuming
that nearby data are similar. The artifacts arising from the interpolation depend on
the size and frequency of the updated portions of k-space. The required frequencies are
dependent on the size of the lesion which is not known a priori.
Other image acceleration methods incorporate prior knowledge or assumptions about
the object into the choice of the k-t-sampling scheme. For example Hu et al [Hu1994]
proposed in 1994 a FOV reduction. The assumption is made that signal intensity changes
are localized to a small FOV during the dynamic scan. First a reference image of the
whole FOV is acquired. Then dynamic data with a reduced FOV are acquired which
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are combined with the reference image to yield difference images. To be able to apply
this method, prior knowledge about the location of signal changes has to be given. In
other methods such as UNFOLD [Madore1999], k-t-BLAST [Tsao2003] or k-t-SENSE
[Tsao2003] sampling patterns are as well chosen based on prior knowledge or assumptions
about the object. The basic idea is to apply the Fourier transform to the k-t-space to
obtain the point spread function of the k-t-sampling pattern in the Fourier conjugate
x-f -space. With prior knowledge it is possible to control the x-f -point spread function
by adjusting the sampling pattern such that the signal contamination in the k-t-space is
minimized [Tsao2010].
Parallel imaging methods such as SENSE [Pruessmann1999] and GRAPPA [Gris-
wold2002] exploit the coil sensitivities to reduce undersampling artifacts and allow for
acceleration of imaging. SENSE has been successfully applied in breast imaging [Fried-
mann2005].
Figure 3.6: Schematic illustration of radial sampling methods in DCE MRI. a) Subaper-
tures providing a high temporal resolution can be combined to a high spatial
resolution image. b) With the KWIC method radial profiles are filtered to
manipulate image contrast. (adapted from [Song2001] and [Song2004])
Radial Acceleration Techniques
Another approach which has been pursued is radial as opposed to Cartesian k-space sam-
pling. In 2001, Song et al [Song2001] showed that by sampling k-space in a 2D radial
fashion, image series of high temporal and high spatial resolution can be reconstructed
retrospectively from the same dataset. Radial projections are acquired in an interleaved
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fashion of subapertures such that single subapertures can be used to reconstruct low spa-
tial/high temporal resolution images. By combining multiple subapertures, high spatial
resolution images can be generated (figure 3.6 a)). The method was applied to breast
DCE MRI data providing high temporal resolution kinetics and high spatially resolved
architectural features of an enhancing lesion. In 2003, Song et al [Song2004] extended
this method by applying a k-space weighted image contrast (KWIC) technique which
enables the manipulation of image contrast using selective filtering (figure 3.6 b)). 3D
TRICKS and projection reconstruction techniques were combined by Ramsey et al in
2006 [Ramsey2006] in a method called PR-TRICKS. This three-dimensional technique
employs TRICKS in the kz direction and a radial trajectory in the kx-ky-plane.
A disadvantage of radial trajectories with a uniform distribution of profiles as in [Song2001]
is that images can be reconstructed only from a certain fixed number of profiles. Winkel-
mann et al [Winkelmann2007] suggested to acquire profiles at an azimuthal profile spac-
ing of 111.256◦. This golden angle is the optimal choice when an arbitrary number of
profiles are combined, because the spokes are always arranged in a relatively uniform
fashion. This method allows for flexible image reconstruction at arbitrary time points
from one raw data set. Chan et al [Chan2009] extended the 2D golden angle method to
3D golden angle radial sampling by deriving multidimensional golden means.
Undersampled radial images reduce scan time whilst preserving spatial resolution.
However, if the Nyquist criterion is not met, streaking artifacts corrupt image quality.
To allow for a higher degree of undersampling Dougherty et al [Dougherty2007] combined
a radial sampling scheme with non-Cartesian SENSE, additionally exploiting coil infor-
mation. To remove streaking artifacts in undersampled radial images Martel et al [Mar-
tel2008] successfully applied independent component analysis. Furthermore, constrained
reconstruction techniques have been successfully employed, using a priori knowledge or
assumptions about the data to yield high quality images from undersampled dynamic k-
space data. With constrained reconstruction methods such as [Fessler2004] imaging can
be accelerated, however, at the price of high computational time during reconstruction.
In summary, radial techniques allow for flexible reconstruction of high spatial and
high temporal resolution from the same data set. However, temporal blurring of rapid
signal changes can corrupt image quality, since the center of k-space is traversed with
each projection. Furthermore, the reconstruction process is not straightforward and ad-
vanced reconstruction techniques such as constrained reconstruction can be very time-
consuming.
Combination of High Temporal and High Spatial Resolution Images
Instead of acquiring images at a constant temporal resolution during the whole dynamic
imaging time, methods combining high and low spatial/temporal resolution within a
single DCE MRI investigation have been proposed, as illustrated in figure 3.7. In 2004
Vomweg et al [Vomweg2004] combined high spatial and high temporal resolution scans
during the time course of a single contrast agent administration. Observers investigated
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Figure 3.7: Schematic illustration of an adaptive imaging approach with both, high tem-
poral/low spatial and lows spatial/high temporal acquisitions (adapted from
[Jackson2005])
the data and found diagnostic improvement. Mann et al [Mann2006] published in 2006 a
combined approach using the TWIST sequence during the first 2 minutes after contrast
agent injection with a temporal resolution of about 7s. The TWIST sequence was
preceded and followed by high spatial resolution acquisitions lasting 107s each. The
evaluation of patient data indicated that the TWIST data are sufficient for correct
lesion interpretation. In 2008 Veltman et al [Veltman2008] derived pharmacokinetic
parameters from fast dynamic imaging at a temporal resolution of about 4s during the
initial enhancement for a duration of approximately 90s. The low temporal resolution
was achieved by acquiring only a few slices. Low spatial resolution images are followed
by high spatial resolution scans at a temporal resolution of 86s. The combined evaluation
of fast and slow dynamic series could be shown to significantly improve the diagnostic
performance. Pinker et al [Pinker2009] employed in 2009 as well a combined protocol of
high temporal and high spatial resolution. A high spatial resolution image is acquired
before contrast agent administration. After contrast agent injection images at a temporal
resolution of 12 s are acquired, followed by a high resolution image of 2 min duration, then
again a high temporal resolution series with a temporal resolution of 13s. Finally, another
high resolution image is acquired. That way both, the uptake and wash-out of contrast
agent could be monitored with high temporal resolution. Combining morphological
and dynamic information yielded accurate detection and assessment of breast lesions.
Eventually, in 2010 Jansen et al [Jansen2010] sampled the early contrast kinetics with
a temporal resolution of 7 s acquiring only a few slices for the first 90 s post-injection.
It was shown to yield high diagnostic accuracy in distinguishing pathologically proved
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breast tumors.
These studies show that the usage of combined resolutions is a very promising method
for tumor diagnosis. It combines the information provided from high and low temporal
resolution imaging within one DCE MRI investigation.
All of the presented sequences change their temporal resolutions at fixed predefined
time points. However, contrast agent dynamics are patient-specific, depending on phys-
iological conditions and the bolus timing. Therefore, rigid resolution changes may not
be optimally tailored to each patient.
4 Optimal Sampling Design in Quantitative
DCE MRI
4.1 Introduction and Motivation
All currently used adaptive sequences, as described in the introduction and in chapter 3,
have in common that they acquire data rapidly during the fast initial kinetics. During
the slower wash-out, the sampling scheme switches to higher spatial resolution images to
allow for morphological analysis when there is still a high concentration of CA present
in the lesion. However, to date there are no studies providing a proof that this approach
improves quantitative evaluation of DCE MRI data.
In this work, the method of optimal sampling design is applied to the Tofts model to
obtain optimal sampling schemes (OSS) with respect to fitting accuracy. The OSS is
calculated for single Tofts model parameter sets and a distribution of PK parameters.
The performance of the OSS with respect to fitting accuracy is compared to equidistant
sampling schemes (EDS).
This work is based on a publication by Xie et al [Xie2008], in which an optimal sam-
pling scheme for Arterial Spin Labeling (ASL) data is derived. Whereas ASL employs
labeled blood as endogenous tracer, with which S(t) can be repeatedly sampled at any
time point, contrast agent is administered only once in DCE MRI. If a certain time
point is missed, it cannot be recovered in a later measurement. Therefore, the methods
of [Xie2008] have to be adapted for the application to DCE MRI.
4.2 Optimal Sampling Design Theory
A nonlinear function y is considered with independent variables in time t and a set of
parameters p = (p1, p2, ..., pM ):
y(t) = f(t, p). (4.1)
An experiment is performed and equation 4.1 is fitted to the measured data points yi with
i = 1, ..., N . This can be performed using nonlinear regression methods by minimizing
the goodness-of-fit parameter χ2:
χ2(p, ti) =
N∑
i=1
(yi − f(ti; p)
σi
)2, (4.2)
where ti is the measurement time and σi is the noise standard deviation of the ith data
point, respectively.
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Figure 4.1: Example χ2-function of two parameters p1 and p2. The parameters at the
minimum yield the best fit ([Bevington2002)].
The χ2-function describes a continuous hypersurface in an M -dimensional space. An
example of a χ2-function of two parameters p1 and p2 is shown in figure 4.1.
Optimal fitting results can be obtained from the parameters at the minimum of χ2. This
can be achieved by simultaneously setting the partial derivatives of χ2 with respect to
each parameter pj to zero:
∂χ2(p)
∂pj
= −2
N∑
i=1
yi − f(ti; p)
σ2i
∂f(ti; p)
∂pj
= −2
N∑
i=1
yi − f(ti; p)
σ2i
· ζpj = 0, (4.3)
with j = 1, ...,M . The sensitivity functions are defined as ζpj :=
∂f(ti;p)
∂pj
. They charac-
terize how sensitive χ2 is to changes in the parameter pj at a time point ti. The higher
the absolute value of ζpj (ti) is, the more relevant sampling at ti becomes for accurate
fitting.
For a nonlinear function there is no analytical solution to equation 4.3. Instead, the
optimal solution to the problem can be found by using optimized search algorithms such
as the Levenberg-Marquardt algorithm [Levenberg1944], [Marquardt1963]. The second
order partial derivatives, describing the curvature of χ2, are given by:
∂2χ2(p)
∂pj∂pk
= 2
N∑
i=1
1
σ2i
[∂f(ti, p)
∂pj
∂f(ti, p)
∂pk
− [yi − f(ti; p)]∂
2f(ti; p)
∂pj∂pk
]. (4.4)
Close to the minimum of χ2, the second order terms can be neglected due to yi−f(ti; p) ≈
0, resulting in:
∂2χ2(p)
∂pj∂pk
= 2
N∑
i=1
1
σ2i
[∂f(ti, p)
∂pj
∂f(ti, p)
∂pk
] =: Hjk. (4.5)
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This matrix H of the second partial derivatives is called Hessian or Fisher information
matrix. The inverse of the Hessian matrix C = H−1 is called covariance matrix. When it
is assumed that the correlation between the fit parameters is negligible, the off-diagonal
elements of H can be ignored.
The variance σ2pj of parameter pj can be obtained from the diagonal elements of H as
follows [Bevington2002]:
σ2pj = 2(
∂χ2
∂p2j
)−1. (4.6)
χ2 is a function of p and the sampling times {ti}. In optimal sampling design it
is the aim to distribute the sampling times {ti} such that the parameter uncertainties
σpj are minimized. This can be achieved either by minimizing the determinant det(C)
or maximizing det( H) between all {ti}. This optimization criterion, employing the
determinant, is called D-optimality criterion. To find an optimal sampling scheme Ω =
{t′1, ...t′N} according to the D-optimality criterion, the following inverse cost function Ψ
is maximized:
Ψ(S) = det( H), (4.7)
where S = {t1, ..., tN} is the sampling schedule. Ω is found when
Ψ(Ω) = maxS{Ψ(S)}. (4.8)
The OSS is calculated for a fixed parameter set p and varies from parameter set to
parameter set. Therefore, the underlying parameter set needs to be known a priori in
order to be able to calculate the OSS.
4.3 Methods
In the following, the methods of this chapter used to find optimal sampling schemes
are described. All of the following calculations are implemented in Matlab 2012b (The
MathWorks, Inc., Natick, Massachusetts, United States).
4.3.1 Model
An optimal sampling scheme Ω for Tofts model fitting is derived. Here, the Tofts model
from equation 3.16 is used:
C(t) =
{
0 for t < τ
D · [b1e−m1(t−τ) + b2e−m2(t−τ) + b3e−m3(t−τ)] for t ≥ τ,
(4.9)
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with
m3 = Ktrans/ve,
b1 = (Ktrans · a1)/(m3 − m1),
b2 = (Ktrans · a2)/(m3 − m2),
b3 = −(b1 + b2).
(4.10)
C(t) is a function of time t and the parameter set p = [Ktrans, ve, τ ]. The parameters
a1, a2, m1 and m2 of the arterial input function are set to the population-averaged
values measured by [Walker-Samuel2007], as given in equation 3.15. A dose of D = 0.1
mMol/kg is assumed. The total dynamic imaging time is set to Ttot=8 min.
4.3.2 A priori Model Parameters
The optimal sampling scheme Ω(p) for a given set of parameters p can be determined
using the D-optimality criterion as described in section 4.2. However, to be able to cal-
culate the OSS, p has to be known a priori. In DCE MRI, contrast agent is administered
only once. Therefore, the underlying parameter sets are not known prior to imaging.
However, by assuming physiologically realistic PK parameter values, still an estimate of
the OSS can be found.
Based on a literature review, which can be found in detail in appendix A, ranges of
typical Ktrans and ve parameter values for benign and malignant lesions are chosen.
They are summarized in table 4.1 a) and additionally illustrated in figure 4.1 b) as
colored boxes. Due to an overlap between benign and malignant PK parameter values,
an additional tissue type of intermediate PK values is introduced which describes regions
where an overlap between benign and malignant PK parameters occurs.
Finding absolute values for the onset time τ from the literature is difficult since it
strongly depends on the CA injection technique and timing with respect to the start
of imaging. Moreover, it is dependent on the physiological condition of the patient.
Therefore in this work the onset time is randomly set to τ = 1.5 min. It is furthermore
assumed that, within a lesion, the onset time can vary by Δt = ±0.1 min.
Two parameter sets p = [Ktrans, ve, τ ], each representing typical PK parameter values
of benign and malignant lesions are considered here for OSS calculation:
pB = [0.6 min−1, 0.3, 1.5 min] (benign lesion)
pM = [2.0 min−1, 0.8, 1.5 min] (malignant lesion).
(4.11)
4.3.3 Optimal Sampling for Single Parameter Sets
In this chapter, optimal sampling schemes Ω for the Tofts model are derived according
to section 4.2 for the parameter sets pB and pM .
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a) Ktrans [min−1] ve [ ]
benign 0.2 ≤ Ktrans < 1.0 0.2 ≤ ve < 0.4
intermediate 1.0 ≤ Ktrans < 1.5 0.4 ≤ ve < 0.6
malignant Ktrans ≥ 1.5 0.6 ≤ ve < 0.9
Table 4.1: a) Ranges of physiologically realistic PK parameter values for different tissue
types. b) Graphical illustration of a).
Constraints and Assumptions of Sampling in DCE MRI
To determine an OSS for the application to DCE MRI, the following constraints and
assumptions need to be considered:
• There is a natural ordering of the sampling times ti, since contrast agent is admin-
istered only once:
0 < t1 < t2 < ... < tN ,
where N is the total number of samples.
• Imaging takes place during a time interval with a minimal time Δtmin needed to
acquire an image. For two adjacent time points this imposes the constraint:
ti+1 − ti ≥ Δtmin.
• For Cartesian acquisitions, image contrast is mainly determined by the central k-
space lines. Therefore, it is assumed here that the actual imaging process occurs
instantaneously during a single time point ti within the interval.
Sensitivity Functions
It is beneficial for accurate model fitting to sample data at time points ti at which the
sensitivity functions have a high magnitude. They are given by
ζK(t) =
∂C(t)
∂Ktrans
, ζv(t) =
∂C(t)
∂ve
, ζτ (t) =
∂C(t)
∂τ
. (4.12)
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Figure 4.2: Flow chart of the algorithm to determine optimal sampling schemes for a
single parameter set (adapted from [Xie2008])
Here, ζK(t), ζv(t) and ζτ (t) are calculated using Mathematica 8 [Wolfram Research,
Inc., Champaign, Illinois, USA].
In figure 4.4 the sensitivity functions ζK(t), ζv(t) and ζτ (t) are plotted along with the
concentration time curve C(t) for each parameter set pB and pM to obtain an estimate
where sampling is relevant. The analytical solutions of the sensitivity functions are given
in appendix B.
Algorithm to Determine the OSS Using D-Optimality
To determine the optimal sampling scheme, a search algorithm is implemented which is
illustrated in the flow chart of figure 4.2.
The algorithm takes as input an a priori known parameter set p = (Ktrans, ve, τ), the
total number of sampling points N , the total start time Tmin and total end time Tmax
of imaging, the search resolution r and the minimal distance between neighboring time
point Δtmin. The final output of the algorithm is the optimal sampling scheme Ω(p,N)
for the parameter set p and N sampling points.
The inverse cost function Ψ = det( H) is to be maximized against all sampling schemes
within the given constraints to minimize the parameter variance. Scurr describes the cur-
rent sampling scheme and Ccurr the current value of the inverse cost function Ψ(Scurr).
The algorithm consists of a loop in which the sampling times ti, with i = 1, ..., N , are
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successively adjusted. The first sampling point t1 is adjusted with step size r between
Tmin and Tmax and with every step the current scheme Scurr(1) is updated to t1. The
time t′1 is found at which the inverse cost function Ccurr = Ψ(Scurr(1)) is maximized.
Ω(1) = t′1 is set. For the next iteration Scurr(1) = t′1 is set fixed and Scurr(2) is adjusted
analogously, however keeping the distance Δtmin to Scurr(1). For all i > 1 it is pro-
ceeded analogously. The possible locations for ti are constrained by keeping the minimal
distance Δtmin to previously determined time points Scurr(j) with j < i.
Here, a search resolution of r = 1 s, Tmin = 0 min, Tmax = 8 min and a minimal
distance of Δtmin = 10 s is employed. The number of samples is varied from N = 6 to
N = 40.
Comparison of the Performance of the EDS and the OSS
To be able to compare different sampling schemes in terms of resulting parameter sta-
bility, the following two measures are used.
(i) Theoretical parameter accuracy: The standard deviation σpj of the parameter pj
can be theoretically estimated from the curvature of the χ2-function close to the
minimum. Under the assumption that there is no correlation between the fit
parameters, the variance σ2pj of parameter pj is given by equation 4.6. Combined
with equation 4.5, this yields:
σpj =
√
2(∂χ
2
∂p2j
)−1 =
√√√√1/ N∑
i=1
1
σi
(∂C(ti)
∂pj
)2 (4.13)
In MRI, it can be assumed that the noise standard deviation σi = σ is the same at
all time points ti. Here, the second derivative is evaluated at the true underlying
parameter set p. The resulting standard deviations σK , σv and στ of the parameters
Ktrans, ve and τ are compared for the OSS and the EDS for N = 6, ..., 40 and the
two different noise standard deviations σ1 = 0.01 and σ2 = 0.05. The calculation
is performed for pB and pM .
(ii) Measured fitting accuracy: The concentration time curve C(t) is generated with
the underlying parameter set p = [Ktrans, ve, τ ]. Gaussian noise with a standard
deviation σ for each single measurement point C(ti) at sampling time ti is added,
resulting in the noisy concentration curve Cσ(t). Using a Levenberg-Marquardt
algorithm with the initial guess being the true parameter set p, the Tofts model
is fitted to Cσ(t). This process is repeated Nrep = 100 times, resulting in a set
{pfit} of resulting parameter sets. From this set, the relative means Kfit, vfit, τfit
and standard deviations σKfit , σvfit , στfit of the parameters Ktrans, ve and τ are
calculated. This calculation is performed for N = 6, ..., 40 and two different noise
standard deviations σ1 = 0.01 and σ2 = 0.05. It is repeated for the parameter sets
pB and pM .
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Figure 4.3: Flow chart of the algorithm to determine optimal sampling schemes for a
distribution of parameter sets (adapted from [Xie2008])
Additionally, the χ2-function of the parameter set pM for Ktrans and ve at the true value
τ = 1.5 min and of the parameters Ktrans and τ at the true value ve = 0.8 is plotted
for N = 7 and σ = 0.01 for the EDS and the OSS. This is done to visualize the varying
χ2-surface of different sampling schemes, leading to varying fitting stabilities.
4.3.4 Optimal Sampling for a Parameter Distribution
In the previous section optimal sampling schemes were derived for two fixed parameter
sets p. However, in reality tumors are heterogeneous structures comprising of a distribu-
tion of parameter sets, which varies from tumor to tumor dependent on type and stage.
Therefore, a more feasible approach is to calculate the OSS for a distribution δ of PK
parameters sets pδ as opposed to single parameter sets.
Here, the distribution δ is chosen to consist of equally weighted typical benign, interme-
diate and malignant values. This is for example a sensible choice if the clinical question
of interest is the distinction between benign and malignant lesions. The assumed distri-
bution δ is based on table 4.1: 0.2 min−1≤ Ktrans ≤ 2.5 min−1, 0.2 ≤ ve ≤ 1.0. The
onset time τ is varied between τ =1.5 min and 1.6 min. Each parameter is iterated with
step size s = 0.01.
The flow chart in figure 4.3 describes the search algorithm which is employed to find
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the OSS of an a priori given distribution of PK parameters. For all parameter sets
pδ of the distribution δ, the OSS for N samples is calculated as described for a single
parameter set (figure 4.2). The time points of all resulting optimal sampling times {ti}
of each parameter set within pδ are recorded in a histogram DOSS . DOSS displays the
distribution of optimal sampling times throughout all parameter sets of pδ . The optimal
sampling scheme Ωδ of the whole distribution is obtained by dividing the area under the
resulting histogram into N equal parts. Here, Ωδ is calculated for N = 10. N = 10 is
chosen since according to figure 4.6 and 4.7 a constant parameter uncertainty is reached
for the OSS of both tested parameter sets and noise standard deviations, as will be seen
in the results section section.
4.4 Results
The methods described above were used to calculate the following sensitivity functions,
optimal sampling schemes and comparisons of the EDS and the OSS.
4.4.1 Optimal Sampling for Single Parameter Sets
Sensitivity Functions
In figure 4.4 a) and b) the sensitivity functions ζτ (t) (green), ζK(t) (blue) and ζv(t) (red)
and the concentration time curves C(t) (black) of the two parameter sets pB and pM are
displayed. Both parameter sets exhibit a similar behavior.
It can be seen that ζτ (t) has a peak of high magnitude with a maximum at a few
seconds after the onset time τ with a narrow total width of about 0.5 min. When
compared to C(t), the peak of ζτ (t) is located at the upslope of the concentration time
curve. A smaller second peak starting at about 0.5 min after the onset time with a width
of about 1 min can be seen for both parameters sets, being higher for pM . It correlates
with the time of the initial fast downslope of C(t) after the peak.
ζK(t) displays a peak starting at τ with a maximum at approximately 15 s after τ
with a narrow total width of 1.0 min-1.5 min. The amplitude of ζK(t) is small compared
to that of ζτ (t) and ζv(t). Relative to C(t), the peak of ζK occurs during the upslope
and the initial fast downslope after the peak of C(t).
Starting at τ , the magnitude of the peak of ζv(t) increases. From about 0.5 min on,
ζv(t) is the sensitivity function with the highest magnitude, lasting until the end of the
measurement. The relatively high maximum is found at about 1 min-1.5 min after τ .
The decrease of ζv after the maximum with increasing time is slow, resulting in a high
magnitude of ζv(t) until the end of the measurement.
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Figure 4.4: Sensitivity functions of the parameter sets a) pB and b) pM . The following
color scheme is used: C(t) = black, ζτ (t) = green, ζK(t) = blue, ζv(t) = red.
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Figure 4.5: Optimal sampling schemes Ω(p,N) in dependence of number of sampling
points N for parameter set a) pB and b) pM . c) Equidistant sampling schemes
in dependence of N
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OSS for Single Parameter Sets Using D-optimality
The output Ω(p,N) of the OSS algorithm as a function of the number of samples N with
N = 6 to N = 40 can be seen in figure 4.5 a) - b) for the parameter sets pB and pM . In
figure 4.5 c) equidistant schemes with N = 6 to N = 40 are also plotted for comparison.
For pB and pM a similar behavior can be seen. For N = 6, three clusters of time
points can be distinguished. The first is located at approximately [τ, τ + 0.1 min], the
second approximately at [τ +0.3 min, τ+0.6 min] and the third cluster at approximately
[τ +1.3 min, τ +1.7 min]. With increasing N , the later clusters broaden and merge into
a single cluster, for pB at N = 16 and for pM at N = 11. For higher N each new
sample is added to the next possible higher time within the constraint. When t = Tmax
is reached, the next sample points are placed at the baseline.
Comparison of the Performance of the EDS and the OSS
The results of the comparison of the parameter uncertainty of the EDS and the OSS
using method (i) and (ii) are shown in figures 4.6 and 4.7. For the EDS (left) and OSS
(right) the expected parameter standard deviations σk, σv and στ (figure 4.6) and the
mean and standard deviation of the fitting results (figure 4.7) of the parameters Ktrans
(blue), ve (red) and τ (green) are plotted for pB (a)- d)) and pM (e)- h)), each for noise
standard deviation σ1=0.01 and σ2=0.05. The following behavior is observed:
• For the larger noise standard deviation σ2, the parameter standard deviations σK ,
σv and στ (figure 4.6) and σKfit , σvfit and στfit (figure 4.7) are significantly higher
than for σ1 for both, the EDS and the OSS. It can additionally be seen that for
σ2, systematic fitting errors in Kfit, vfit and τfit increase, especially for small N
(figure 4.7).
• For small N , the parameter standard deviations σK , σv and στ (figure 4.6), σKfit ,
σvfit and στfit and systematic errors of Kfit, vfit and τfit (figure 4.7) of the EDS
are large. For the OSS, they are significantly smaller. Only for a few single N , the
EDS performs comparable, as can be seen for example in figure 4.6 a) for N = 11,
where στ of the EDS has a comparable value to that of the OSS.
• For the OSS, the parameter standard deviations of all parameters approach an
approximately constant value σ′K , σ′v and σ′τ after N ′OSS samples (figure 4.6). The
same behavior can be seen in figure 4.7 for σKfit , σvfit , στfit and Kfit, vfit and
τfit, approaching σ′Kfit , σ
′
vfit
, σ′τfit and K
′
fit, v′fit and τ ′fit . The constant value
depends on the parameter set and the noise standard deviation. With increasing
noise standard deviation the constant values increase. With increasing malignancy,
the constant values decrease.
• With increasing N the parameter standard deviations (figure 4.6) and fitting mean
and standard deviations (figure 4.7) of the EDS decrease and approach that of the
OSS. An exception to this behavior is pB for σ2 (figure 4.6 c)- d)), where σK and
στ of the EDS approach a smaller value than that of the OSS.
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Figure 4.6: Comparison of the expected parameter standard deviation of the EDS (left)
and OSS (right) estimated from the curvature of the χ2-function for parame-
ter sets pB and pM , each for noise standard deviation σ1=0.01 and σ2=0.05.
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Figure 4.7: Comparison of the fitting accuracy of the EDS(left) and the OSS(right):
The mean and standard deviation of Nrep = 100 fitting results is plotted for
parameter sets pB and pM , each for noise standard deviation σ1=0.01 and
σ2=0.05.
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Figure 4.8: 2-D χ2-function for pM , N = 7 and a) EDS for Ktrans and ve at true τ =
1.5 min, b) OSS Ktrans and ve at true τ = 1.5 min, c) EDS for Ktrans and τ
at true ve = 0.8, d) OSS for Ktrans and τ at true ve = 0.8. The OSS exhibits
steeper slopes than the EDS.
• The EDS displays for both methods (i) and (ii) a periodic ’zig-zag’-pattern, whilst
the OSS shows a comparably smooth curve. The amplitude of the zig-zag-pattern
decreases with increasing N . A correlation between the pattern of Ktrans and τ
exists.
• Ktrans is the parameter with the highest parameter standard deviation σK and the
highest mean error Kfit and standard deviation σKfit of the fitting parameters for
the OSS and the EDS. ve is the parameter with the smallest parameter standard
deviation σv and the smallest mean error vfit and standard deviation σvfit of the
fitting parameters for the OSS and the EDS. For the OSS, τ is a stable parameter,
for the EDS it is stable only for large N .
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In figure 4.8 an example of the χ2-function for the EDS (left) and the OSS (right) are
shown for the parameter set pM and N = 7. Comparing a) and b) it can be seen that
for the OSS the valley around the true parameter set (Ktrans, ve) = (2.0 min−1, 0.8)
exhibits steeper slopes than for the EDS when going to other parameter pairs. This is
especially evident for varying Ktrans, showing a long broaden valley for the EDS.
Comparing c) and d) a similar pattern can be seen. For the OSS the minimum area
around the true parameter set (Ktrans, τ) = (2.0 min−1, 1.5 min) shows a more narrow
and better distinct valley than for the EDS. The minimum area of the EDS displays
a large plateau over a large range of values, especially for parameter sets with higher
values than the true parameter set.
4.4.2 Optimal Sampling for a Parameter Distribution
The histogram DOSS (black) and the resulting optimal sampling scheme Ωδ (red) are
shown in figure 4.9. It can be seen that the optimal sampling times are distributed such
that high temporal resolution is required for the first 2 minutes after contrast agent
arrival, followed by a single sampling time at about 3 minutes after the onset time.
In the distribution 3 peaks can be distinguished, centered around t1 ≈ τ + 0.05 min,
t2 ≈ τ + 0.7 min and t2 ≈ τ + 1.6 min.
4.5 Discussion
In this chapter, optimal sampling design is applied to the Tofts model with respect to
the evaluation of DCE MRI data. Under the constraints of DCE MRI data acquisition,
optimal sampling schemes are derived for single PK parameter sets and a distribution of
parameter sets. From the optimal sampling schemes it can be estimated where to sample
with high temporal resolution to provide accurate model fitting. In the following, the
employed methods and results will be discussed.
Sensitivity Functions
From the shape of the sensitivity functions it can be estimated how robust the individual
fitting parameters are and at which time intervals high temporal resolution is required
for accurate parameter fitting. The time intervals which do not contribute significantly
to an improvement of fitting accuracy can be sacrificed to acquire high spatial resolution
images.
Fitting with respect to a certain parameter becomes more robust when data are sam-
pled at time points where the sensitivity function of that parameter is high. High
temporal resolution is required in the following cases:
• The width of the high magnitude interval of the sensitivity function is narrow. In
this case, fast sampling is necessary in order not to miss time points within the
narrow interval.
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Figure 4.9: Histogram DOSS (black) of optimal sampling points for PK parameter set
distribution δ and resulting optimal sampling scheme (red).
• The amplitude of the sensitivity function during the interval of high magnitude is
small. In this case, fast sampling is required since the fitting parameter is unstable.
The first peak in ζτ (t) has a very high amplitude, however a narrow width, making τ a
robust fitting parameter when sampled at the relevant times. Therefore, for accurate τ
fitting, high frequency sampling is required during the interval [τ, τ + 0.5 min] in order
not to miss relevant time points. The second peak of ζτ (t) has a low magnitude and
a relatively narrow width. Therefore to additionally increase τ -fitting, fast sampling
during the interval [τ + 0.5 min, τ + 1.5 min] is advantageous.
ζK(t) has a peak with a low amplitude and a narrow width. Consequently, Ktrans is
an unstable fitting parameter. For optimal Ktrans fitting, fast sampling is needed during
the interval [τ, τ + 1.5 min].
The sensitivity function ζv(t) has a peak with high amplitude and a very broad width,
making ve a robust fitting parameter. Here, it is suggested to sample with high temporal
resolution during the time interval [τ, τ + 2 min] to acquire data in the area of the
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maximum of ζv(t).
In summary, to enable accurate fitting of all parameters Ktrans, ve and τ , fast sampling
is suggested during the interval [τ, τ + 2 min]. However, these time intervals are only
valid for the underlying parameter sets. More general, fast sampling is required during
to the upslope, the peak and the initial fast downslope of the concentration time curve
C(t). For all parameter sets, it is important to begin fast sampling directly after the
onset time. Later phases of the curve, during the slow wash-out can be exploited for
high spatial resolution images at low temporal resolution.
The sensitivity functions of typical benign and malignant curves show a similar be-
havior. This can be of advantage since the same time intervals are relevant for accurate
model fitting. This can potentially contribute to a good distinction between benign and
malignant PK parameter values.
Investigating the sensitivity functions does not deliver exact optimal sampling time
points, only approximate time intervals. However, it provides a useful first estimate of
parameter robustness and for sampling relevant time intervals.
OSS for Single Parameter Sets Using D-optimality
For a certain value of N , the times acquired for N -1 samples are kept and a new time
point is added. Therefore, the resulting optimal sampling schemes with increasing num-
ber of samples N exhibit a ‘ranking of the importance’ of sampling points. For both
parameter sets, the sampling times within the interval [τ, τ +2.5 min] are collected with
the highest priority, followed by those within the interval [τ + 2.5 min, Tmax]. Data on
the baseline are placed last, having the least importance.
This behavior is in good agreement with the estimates from the sensitivity functions.
During the interval [τ, τ + 2.5 min] the parameters are the most sensitive to the fitting
process. Time points within the interval [τ + 2.5 min, Tmax] mainly contribute to the
accuracy of ve, which can be determined already accurately from earlier time points.
The baseline values are not relevant for fitting since the model states that the initial
concentration before CA injection is zero. However, this would change for example if a
prebolus was administered in order to measure the AIF.
In this work a constraint of Δtmin = 10 s is assumed. This value can be adjusted to
the temporal requirements of the imaging process.
When no constraints are set, the sampling points are distributed only at three different
time points being t1 = 1.5 min, t2 = 1.76 min and t3 = 3.1 min for pB and t1 = 1.6 min,
t2 = 1.73 and t3 = 2.72 for pM . With given constraints, the algorithms locates the
sampling points as close as possible to these optimal time points, approaching them
from the side of the lower inverse cost function.
The used algorithm does not cover all possible permutations. By fixing previous time
points, set at smaller N , and keeping the constraints, certain combinations of time points
are missed. For more accurate results all possible permutations should be compared in
terms of cost optimization. However, a more efficient way of calculation has to be
developed first, which was beyond the scope of this work.
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Comparison of the Performance of the OSS and the EDS
It can be seen that the results obtained from methods (i) and (ii) are consistent. The
measured parameter standard deviations from fitting are in general slightly larger than
the theoretical ones. This might be due to the fact that the theoretical standard devia-
tions of method (i) are always evaluated at the true parameter set, whilst for the fitting
results systematic errors of the mean increase the measured standard deviations.
The results of the EDS follow a periodic zig-zag pattern. This pattern arises since
relevant time points needed for accurate τ -fitting are repeatedly missed, leading to an
overestimation of τ . Consequently, Ktrans is also overestimated. That is the reason why
EDS sampling schemes with lower N can perform better than others with higher N ,
dependent on the location of the time points within the period.
The resulting parameter accuracy is in good agreement with what is expected from
the sensitivity functions. Ktrans is the least robust parameter, whilst ve is the most
stable. τ is fitted accurately when the correct time points are sampled. It is a large
disadvantage that Ktrans is an unstable parameter since it is the parameter with the
highest clinical relevance [Leach2005].
The parameter accuracy is strongly governed by the noise standard deviation σ. After
a certain number of samples, increasing N does not further improve the parameter
accuracy. Therefore, a minimal number of samples Nmin can be determined such that
no information is gained by using N > Nmin. For the OSS, Nmin is smaller than for the
EDS. For high parameter accuracy it should be taken care of good image quality with
high SNR and few artifacts, as for example caused by motion.
In general, it can be seen that the OSS performs better than the EDS at low N . For
a few single values of N , the schemes are comparable when, by chance, the correct time
points are sampled with the EDS. However, it cannot be guaranteed these points are
acquired during imaging and it is more likely to sample the incorrect time points which
will lead to large errors. For larger values of N , the EDS approaches the accuracy of the
OSS.
The χ2-function shows clearly why the OSS results in better fitting accuracy than
the EDS. The optimal fit of the Levenberg-Marquardt-algorithm is obtained by finding
the parameter set of the minimum of the χ2-function. The steeper the slopes of the
minimum valley are, the more stable are the fitting results. Since the OSS shows clearer
minima than the EDS, the fit becomes more accurate.
Optimal Sampling Scheme for a Distribution of Parameter Sets
The results of the optimal sampling scheme for a parameter distribution show that high
temporal resolution is required for the first two minutes after contrast agent onset. Af-
terwards, low temporal resolution is sufficient and high spatial resolution images can be
acquired without a relevant loss in fitting accuracy. These results are in good agree-
ment with clinical studies, for example [Mann2006], using combined high temporal/high
spatial resolution schemes.
When compared to the sensitivity functions, the three peaks in the histogram corre-
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spond to the times of the sensitivity function maxima for the parameters Ktrans, ve and
τ .
Here, a distribution of equally weighted benign and malignant values is chosen. This
choice can be adapted to the clinical question of interest. For example if only the
malignant PK parameters are of interest for better tumor characterization, then the
distribution can be tailored.
Other Considerations
The results of the optimal sampling scheme indicate that only the approximate time
interval [τ, τ + 2.0 min] is relevant for high fitting accuracy. Afterwards a high spatial
resolution image can be acquired, taking normally about 1.0-1.5 min. Therefore, imaging
can potentially be stopped before the 8 min used in clinical routine without information
loss. It is still a topic of current research to determine whether high temporal resolu-
tion images are sufficient to distinguish between benign and malignant lesion. If high
temporal resolution would be found to be sufficient, imaging only 2.5 min after τ would
provide a decrease in total imaging time and would be a step in the direction of using
MR as feasible screening method.
In these investigations, the Tofts model is chosen to describe the underlying phar-
macokinetic behavior. It is employed in many studies with many literature values and
is relatively easy to apply due to only three free fitting parameters. It has to be kept
in mind though that the Tofts model is only an approximation and does not describe
reality correctly. A different model might be more suitable.
To use the Tofts model, the AIF has to be known. Here, a population-averaged AIF
is assumed. In many studies, the AIF is measured within a large artery. If this is in-
tended, the OSS calculation can be extended to additionally measure the AIF parameters
accurately.
For OSS calculation a priori PK parameter values are required. The literature review
yields values, however these values have to be regarded critically. Even if many lesions
are taken into account, only a few studies in total are considered. All found values have
in common an order of magnitude and the tendency of higher parameter values with
increasing malignancy. However, the PK parameters from all presented studies show
partly a large overlap between benign and malignant values and the chosen ranges are
just a compromise. If this is due to the true overlapping nature of the physiology or
if the reason for the discrepancy is different study designs, varying MR scanners and
temporal resolution, remains unsolved. In addition, only PK values derived from breast
MRI are considered here. A broader literature review comprising of other organs could
potentially given better suitable parameter values. In any case, the general underlying
problem of a lacking ground truth for PK parameter values makes it difficult to judge the
obtained results. However, even if the used PK parameters turn out to be an unrealistic
choice, the methods shown here can be straightforwardly applied to other parameter
values.
In the distribution δ a variation of the onset time τ within the lesion of Δτ = 0.1 min
is assumed. This is set just as a rough estimate. The results would be more accurate if
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actually measured values of Δτ would be used.
The OSS states that high temporal resolution is required during the first 2 min after
contrast agent arrival. In general, acquiring images at higher temporal resolution has the
consequence that spatial resolution or image quality has to be sacrificed. This introduces
an additional measurement error which again decreases fitting accuracy. It has to be
tested if the gain of more sampling points at sensitive locations outweighs the error
introduced to achieve a high sampling rate.
According to the optimal sampling scheme, high temporal sampling begins approxi-
mately with the onset time τ of contrast agent. However, it is not a priori known when
CA arrives in the lesion. The onset time can vary with the CA injection technique, the
physiological condition of the patient and the timing of imaging. Therefore, an onset
detection mechanism would be beneficial for fitting accuracy.
Here, a compromise to handle the missing a priori knowledge about the underlying
parameter distribution is found by taking all possible values into account. However, this
can be a very crude trade-off. The more information about the underlying parameter
distribution is known the better the OSS can be tailored. Information about the un-
derlying distribution could be for example obtained in real-time during imaging from
already acquired data sets. Another approach could be to sample data in a way they
can be reconstructed in retrospective at needed time points.
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5 Comparison of Signal-adaptive k-space
Acquisition Schemes in Quantitative DCE
MRI
5.1 Introduction and Motivation
In chapter 4 it has been shown that, for typical breast DCE MRI data, fitting accuracy
is improved when data are acquired at high temporal resolution during approximately
the first 2 minutes after the onset time. At later times, during wash-out, rapid sampling
is not required and high spatial resolution images can be exploited for morphological
analysis. This is visualized in figure 5.4, where additionally the baseline is acquired with
high temporal resolution sampling.
A decrease in acquisition time during the initial kinetics phase can be achieved by
omitting certain k-space data. This may degrade image quality in the form of either lower
spatial resolution, loss of SNR, aliasing artifacts or temporal blurring from view-sharing
methods. Consequently, fitting errors are introduced due to this image degradation. A
compromise between the gain in fitting accuracy due to accelerated imaging and the
accompanying image degradation has to be found.
The aim of this study is the comparison of different view-sharing strategies to achieve a
high temporal resolution during the initial kinetics interval. Using a numerical dynamic
phantom, acquisitions with different k-space sampling strategies are simulated and their
influence on Ktrans, ve and τ is studied.
5.2 State of the Art
In the following section, common DCE MRI acquisition techniques and view-sharing
methods relevant for this chapter, which were partly already introduced in chapter 3,
are described.
Imaging Contrast Changes with a GRE-Sequence
When contrast agent of the concentration C(t) arrives in tissue, it has the effect of
shortening the T1-relaxation time as given by [Rosen1990]:
T1(t) =
1
1
T1(0) + r1C(t)
, (5.1)
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where r1 is the relaxivity of the contrast agent and T1(0) is the T1-relaxation time prior to
CA arrival. The resulting steady-state signal S(t) measured with a T1-weighted spoiled
GRE-sequence, can be expressed according to equation 2.51 as:
S(t) = M0
(1 − e− TRT1(t) )sin(θ)
1 − cos(θ)e− TRT1(t)
, (5.2)
when TE << T ∗2 is assumed. However, this equation is only a valid approximation when
contrast agent changes occur slowly compared to the time to reach steady state.
Conversion from Signal to Concentration
To allow fitting of the Tofts model, the measured signal S(t) has to be converted to the
concentration time curve C(t). An accurate estimate of C(t) is achieved by using the
variable flip angle method [Wang1987]. For this conversion, an additional proton density
weighted (ρw) image prior to contrast administration is acquired. The T1-weighted and
ρ-weighted images only differ in the choice of flip angle of θT1w and θρw.
The signal Sρw can be mathematically described using equation 5.2 with flip angle θρw
and T1(t) = T1(0). The signal ST1w,pre of the T1-weighted image before contrast agent
arrival can be expressed using equation 5.2 with flip angle θT1w and T1(t) = T1(0). From
these two equations, the two unknowns M0 and T1(0) can be extracted.
After contrast agent arrival, the signal ST1w,post is described using equation 5.2 with
flip angle θT1w. With the knowledge of M0, T1(t) can be determined. Rewriting equation
5.1, C(t) can be obtained from T1(t) by the relation:
C(t) =
1
T1(t) − 1T1(0)
r1
, (5.3)
where the previously calculated value of T1(0) is employed. The exact formulae of this
conversion are given in appendix D.
Common Dynamic View-Sharing Methods
One way to increase acquisition speed during the initial kinetics is to omit certain k-
space data. In this work, the following k-space view-sharing schemes, which have been
introduced in section 3.5, will be employed:
• The keyhole technique [Vaals1993] can be used to reduce k-space data after a fully
sampled reference image has been acquired. The keyhole technique is visualized in
figure 5.1 a). The concept is to acquire a high spatial resolution reference image at
baseline and update only the low k-space frequencies during contrast agent kinetics.
The missing high k-space frequencies are copied from the reference image.
• Time resolved imaging of contrast kinetics (TRICKS) [Korosec1996] is used for
data reduction after having acquired a fully samples reference image. The TRICKS
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Figure 5.1: Schematic illustration of the accelerating sampling schemes during initial
kinetics in k-space: a) Keyhole, b) TRICKS, c) modTRICKS. The black
dots indicate data sampling. For TRICKS, an example of the interpolation is
given for the 6th time frame, where I() denotes linear interpolation. (adapted
from [Taso2010] and [Korosec])
technique is shown in figure 5.1 b). k-space is divided into 4 regions denoted by
α, β, γ and δ. Images are acquired according to the scheme α-δ-α-γ-α-β-α-δ-
..., acquiring the k-space center section α at a higher frequency than the outer
regions. The missing k-space sections are filled by linear interpolation between the
neighboring time frames.
• A modified version of TRICKS (modTRICKS) can be used. This technique is a
compromise between keyhole and TRICKS. Few low-frequency lines acquired at
each time frame at the cost of applying keyhole for the highest frequencies. This
is visualized in figure 5.1 c).
5.3 Methods
The aim is to investigate the influence of combined high/low temporal resolution sam-
pling schemes using different acceleration techniques on PK parameter fitting accuracy.
An overview of the employed methods is given in the flow chart in figure 5.2. First,
a numerical dynamic phantom is generated. Data acquisition is simulated for different
sampling schemes and the Tofts model is fitted to the data. For all schemes, the resulting
mean PK values and parameter maps are compared. All of the methods are implemented
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using Matlab 2012b (The MathWorks, Inc., Natick, Massachusetts, United States).
5.3.1 Numerical Phantom
Pharmacokinetic Parameter Maps
A numerical dynamic phantom simulating a tumor embedded in healthy tissue is created.
Two-dimensional parameter maps of pixel-dimensions 64x64 of the parameters Ktrans
and ve are created. Both maps can be seen in figure 5.3 a) and b). The onset time
is set to τ = 1.5min for all pixels. The mean PK parameter values K¯trans and v¯e
are chosen such that they mimic the following structures: healthy tissue background
(K¯trans = 0.3min−1, v¯e = 0.3), a tumor background with PK values of intermediate
malignancy (K¯trans = 1.2min−1, v¯e = 0.5) and imbedded in the tumor structures of
higher malignancy (K¯trans = 2.0min−1, v¯e = 0.8). A Gaussian variation of standard
deviation (SD) σMap,K = 0.1 is added to the Ktrans-map and of σMap,v = 0.05 to the
ve-map to produce ranges of varying PK parameters throughout the maps, making the
distribution more realistic.
Dynamic Concentration Curves
Based on these PK parameter maps, concentration time curves C(t) are generated for
each pixel. This is performed using the Tofts model as given in equation 3.16. The
parameters of the arterial input function (AIF) are assumed to be population-averaged
as measured by [Walker-Samuel2007]. The assumed dose is D = 0.1mMol·kg−1.
Simulating Imaging with a GRE-Sequence
For each pixel, C(t) is converted to a signal intensity time curve S(t) by calculating T1(t)
according to equation 5.1, and simulating spoiled GRE imaging using equation 5.2.
The assumed parameters for tissue, contrast agent and the sequence are summarized in
table 5.1. A series of T1-weighted (T1w) images, starting at baseline, is simulated for the
dynamic imaging time Tdyn. Additionally, a single proton density weighted (ρw) image
prior to contrast administration is generated for conversion from signal to concentration
as described in section 5.2. The T1w and ρw images only differ in the choice of flip angle
of θT1w and θρw.
Regions Of Interest
Four regions of interest (ROI) of different sizes are chosen in areas of high malignancy,
which are shown in figure 6.4 d). The sizes of the ROIs are: ROI1 = 192 pixels, ROI2
= 64 pixels, ROI3 = 16 pixels and ROI4 = 4 pixels.
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Figure 5.2: A dynamic numerical phantom is generated and acquisition with different k-
space acquisition strategies is simulated. During data analysis, PK modeling
is performed and the resulting PK parameters of the different schemes are
evaluated and compared.
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Figure 5.3: Pharmacokinetic parameter maps of a) Ktrans and b) ve used to create the
numerical dynamic phantom. c) Example images of a phantom time series.
d) ROI1-ROI4 used for data analysis. e) Example signal time curve from a
pixel within ROI4.
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TR 5ms
Tdyn 8min
θT1w/θρw 15◦/2◦
r1 3.7mMol·s−1
M0 1
T1(0) 1000ms
Table 5.1: Parameters of the simulated GRE-sequence, contrast agent and the phantom.
Gaussian Noise
Gaussian noise is added to the phantom to yield two different baseline signal-to-noise-
ratios SNR1 = 10 and SNR2 = 20.
An example time series of the phantom is shown in figure 6.4 c), and the signal time
curve S(t) of a pixel within ROI4 is shown in figure 6.4 e).
5.3.2 Simulated Data Acquisition
In this work, 5 different k-space acquisition schemes (A-E), amongst them the view-
sharing methods described in section 5.2, are simulated and their influence on the re-
sulting PK parameters is studied. In all schemes, a fully sampled Cartesian acquisition
with high spatial and low temporal resolution ΔtCart is used after the time τ + 2min.
This is schematically shown in figure 5.4. During the interval [0, τ + 2min], including
baseline and initial kinetics, the following schemes are employed:
A) As a control, a fully sampled Cartesian scheme with equidistant temporal sampling
at temporal resolution ΔtA throughout the whole dynamic imaging time is simulated.
B) The idealized, physically not possible case of fully sampled Cartesian imaging with
an acceleration factor of 4 with ΔtB = ΔtCart/4 is used as reference case for schemes
C, D and E.
C) The keyhole technique is used to accelerate imaging by a factor of 4, leading to
ΔtC = ΔtCart/4.
D) The TRICKS technique is used to accelerate imaging by a factor of 4, leading to
ΔtD = ΔtCart/4.
E) A modified version of TRICKS (modTRICKS) is used to accelerate imaging by a
factor of 4 leading to ΔtE = ΔtCart/4.
In summary, the schemes B-E accelerate imaging during the interval [0, τ + 2min] by a
factor of 4 in comparison to ΔtCart.
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Figure 5.4: During the baseline and initial kinetics of the signal time curve phase, tem-
poral resolution is increased by a factor of 4 in comparison to the wash-
out phase. Different schemes (Cartesian (reference), Keyhole, TRICKS and
modTRICKS are employed to accelerate imaging. Fully sampled Cartesian
acquisition is used during wash-out.
5.3.3 Data Analysis
Tofts Model Fitting
To allow for Tofts model fitting, the measured signal S(t) is converted to the concentra-
tion time curve C(t) using the method described in section 5.2.
The Tofts model with fitting parameter set p = [Ktrans, ve, τ ] is fitted to the measured
C(t) using a Levenberg-Marquardt algorithm [Levenberg1944]. The initial estimates p0
are set to the original underlying PK parameter values.
PK Parameter Filtering
The resulting parameters are filtered for physiological plausible values as follows. Only
results within the following ranges are considered as successful fits: 0min−1<Ktrans<4.0min−1,
0<ve<1.0. Values falling out of these ranges are classified as fitting failures and no value
is assigned.
ROI Analysis
For schemes A-E, the mean signal intensity S(t) of ROI1 to ROI4 is measured and con-
verted to mean C(t). The Tofts model is fitted to C(t), yielding the mean parameters
Ktrans, ve and τ of each ROI.
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The temporal resolution ΔtCart is varied from ΔtCart = 1s to ΔtCart = 2min in in-
crements of 1s. The accelerated schemes have a corresponding temporal resolution of
ΔtB,C,D,E = ΔtCart/4. For each temporal resolution, the full procedure, including phan-
tom generation, is repeated Nrep = 50 times. From the results of the Nrep repetitions,
the relative mean K¯transrel , v¯e,rel and τ¯rel and relative Standard deviations (SD) σK,rel,
σv,rel, στ,rel with respect to the original values is calculated. The process is repeated
for SNR1=10 and SNR2=20. The resulting parameters K¯transrel , v¯e,rel and τ¯rel along with
σK,rel, σv,rel, στ,rel are plotted against the temporal resolution ΔtCart.
PK Map Analysis
For schemes A-E, PK maps of Ktrans and ve are generated at the fixed temporal reso-
lution ΔtCart = 74s and ΔtB,C,D,E = 18.5s. For that, the same steps as for the ROI
analysis are performed for each image pixel. Additionally, joint histograms of each map
with the original PK maps are generated.
For each joint histogram, Pearson’s correlation coefficient r, is calculated. Addition-
ally, a linear function is fitted to the data in the joint histograms and its slope m is
retrieved. Finally, for both, Ktrans and ve, the number of fitting failures f for each map
is counted.
5.4 Results
ROI Analysis
The results of the ROI analysis can be seen in figure 5.5 for SNR = 10 and figure 5.6 for
SNR = 20. The following behavior is observed:
• With increasing ROI size and increasing temporal resolution, systematic errors and
standard deviations reduced.
• With increasing SNR, systematic errors and standard deviations decrease.
• Ktrans exhibits the largest instability, showing the largest standard deviations and
systematic errors amongst all schemes. ve is the most stable parameter. τ is only
unstable for scheme (A), otherwise it is a relatively stable parameter. A correlation
between systematic errors in Ktrans and τ can be seen.
• Comparison of scheme (A) and the reference scheme (B) shows that fast sampling
during the initial kinetics phase improves fitting accuracy. Scheme (A) produces,
following a zig-zag pattern, large systematic over-and underestimations in Ktrans
and a large σK . Using scheme (B), the relative mean Ktrans for all Δt is centered
around the original value and σK is significantly reduced. For ve, small systematic
errors can be seen for scheme (A), however for both schemes, the relative mean
ve value is close to 1 and σv is small. For scheme (A), large systematic over- and
underestimation of τ with large στ can be seen. Using scheme (B), the systematic
errors and στ are significantly reduced.
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• The physically possible schemes (C), (D) and (E) reduce the standard deviations
of the PK parameters, especially for Ktrans and τ , compared to scheme (A) as
well, however different systematic errors occur.
• Employing keyhole (C) leads to an increasing underestimation of Ktrans with de-
creasing ROI size. For ve the same effect can be seen, however on a smaller scale. τ
shows similar results to those of scheme (B). For both Ktrans and τ , an oscillating
pattern can be detected, increasing in amplitude with increasing ΔtCart.
• For TRICKS (D) abrupt changes can be seen with a tendency to underestimate
Ktrans and to overestimate τ , especially for large ΔtCart. The results of ve are
comparable to those of scheme (B), showing only very small systematic underesti-
mations.
• The modified TRICKS scheme (E) shows a combination of the effects of keyhole
and TRICKS, but both are attenuated. A smaller underestimation than in scheme
(C) and softer changes compared to scheme (D) are visible in Ktrans. The results
of ve and τ are similar to those of scheme (B).
PK Map Analysis
The resulting PK parameter maps and joint histograms of Ktrans are shown in figure 5.7
and of ve in figure 5.8. The resulting values of r, m and the number of fitting failures f
are summarized in table 5.2. The following behavior can be observed:
• With decreasing SNR, the maps become noisier and structures, especially small
ones, are increasingly less recognizable. The joint histograms show a larger under-
estimation and the joint histogram clouds are more widely spread for the smaller
SNR level. This leads leads to smaller values of r. Finally, fitting failures f increase
with decreasing SNR. These effects are larger for Ktrans than for ve. For both SNR
levels, all structures are visible in the ve-maps. For Ktrans at SNR1=10, the two
smallest structures disappear within the noise, even for the idealized scheme (B).
• ve is found to be a more stable fitting parameter than Ktrans. For ve, the structures
in the PK maps are better identifiable than for Ktrans. The joint histograms of
ve display narrower clusters closer to unity, which leads to r values closer to 1.
Furthermore, compared to Ktrans, the ve-fitting failures count f is smaller for the
equidistant schemes and comparable for the adaptive schemes.
• Comparing the equidistant scheme (A) and the ideally accelerated scheme (B), a
large improvement of the Ktrans map quality is visible, especially for the higher
SNR level. Whilst for scheme (A) many Ktrans fitting failures occur, they are
drastically reduced when using scheme (B). The joint histogram clouds of scheme
(B) are narrower (r=0.99/0.84 at SNR 20/10) than for scheme (A) (r=0.76/0.77
at SNR 20/10). For SNR 20, the clouds of both schemes are oriented along unity
(m ≈ 1). At SNR 10, a tendency of underestimation can seen for scheme (A) with
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m=0.96, which is reduced for scheme (B) with m=0.99. For ve, there is only a
small improvement, when scheme (B) is used at SNR 10. At SNR 20, a slightly
larger improvement with respect to r (scheme (A): 0.86, scheme (B): 0.90) and
m (scheme (A): 0.91, scheme (B): 0.96 ) is provided. Also the number of fitting
failures is reduced.
• Using Keyhole (C), a blurring along the phase encoding direction is visible in both,
the Ktrans and ve map. Due to that it is difficult to recognize the smallest squares
as distinct structures. The parameter values of the small structures and the edges
of the larger structures are underestimated. The joint histograms clusters are
more blurred than those of scheme (B) (reduced r) with a slight underestimation
tendency of the larger Ktrans and ve values (reduced m). f is reduced in comparison
to scheme (A) and comparable to that of scheme (B).
• For the TRICKS scheme (D), the intermediate and malignant Ktrans values are
largely underestimated (small m). Nevertheless, the structures of all sizes are
clearly visible. The underestimation shows as well in the joint histograms, where
a systematic underestimation with narrow clusters (r close to 1 for SNR 20) can
be seen. This effect is not observed in the ve-maps. The number of fitting failures
is comparable to scheme (B).
• In the resulting Ktrans-maps of modTRICKS (E) a slight underestimation of small
structures is visible, however it is less pronounced than for scheme (C). Blurring
in phase-encoding direction is as well visible, but clearly reduced compared to
scheme (C), showing all structures clearly delineated for the high SNR level. In
comparison to schemes (C) and (D), modTRICKS provides the joint histograms
with the largest similarity to scheme (B). The ve-map is in good agreement with
the original map. Of all three feasible accelerated schemes it is also the scheme
with the value of both, r and m, being closest to that of scheme (B). For ve, r and
m are comparable to scheme (B). Finally, f is as well similar to that of scheme
(B) for both parameters
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SNR 10
Ktrans ve τ
Figure 5.5: Relative mean Ktrans, ve and τ with standard deviations σK , σv and στ
versus ΔtCart (ΔtB,C,D,E = ΔtCart/4) for different acquisition schemes (A)-
(E) of 4 ROIs at SNR1=10.
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SNR 20
Ktrans ve τ
Figure 5.6: Relative mean Ktrans, ve and τ with standard deviations σK , σv and στ
versus ΔtCart (ΔtB,C,D,E = ΔtCart/4) for different acquisition schemes (A)-
(E) of 4 ROIs at SNR2=20.
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SNR2 = 20 A B C D E
Ktrans r 0.76 0.99 0.94 0.98 0.97
f 863 0 0 0 0
m 1.01 1.00 0.92 0.54 0.98
ve r 0.98 0.99 0.97 0.99 0.99
f 6 6 4 2 6
m 0.97 0.99 0.95 1.01 1.00
SNR1 = 10 A B C D E
Ktrans r 0.77 0.84 0.81 0.81 0.82
f 1291 89 69 12 95
m 0.96 0.99 0.94 0.52 0.96
ve r 0.86 0.90 0.88 0.90 0.91
f 56 30 13 37 27
m 0.91 0.96 0.95 0.98 0.97
Table 5.2: Pearson’s correlation coefficient r and slope m of the joint histograms of Ktrans
and ve and the number of fitting failures f in the PK maps for all schemes A,
B, C, D, E at two different SNR levels.
5.5 Discussion
Other simulation-based studies have investigated the parameter accuracy in quantitative
DCE MRI, for example [Henderson1998], [Heisen2010], [Laue2010]. However, this study
is the first to investigate the effects of adaptive sampling schemes with changing temporal
resolutions. In this work, the influence of different accelerated k-space sampling schemes
during the initial kinetics phase on PK parameter fitting accuracy is investigated.
Using a dynamic numerical phantom, it has been shown that the PK parameter accu-
racy is improved when data are sampled with high frequency during the initial kinetics.
Whereas with an ideally accelerated scheme only small systematic errors occur, feasi-
ble accelerated schemes introduce additional systematic errors, all having the tendency
to underestimate Ktrans. It is found that, of all evaluated schemes, the modTRICKS
scheme shows the most accurate performance.
It is also observed that Ktrans is an unstable fitting parameter, whilst ve is more
stable. The onset time τ is stable for all accelerated schemes and only shows large errors
and standard deviations for the temporally equidistant scheme. Furthermore, it is found
that the fitting accuracy is highly dependent on the data noise. In the following, the
employed methods and obtained results will be discussed.
ROI and PK Map Analysis
The results of the PK map analysis are consistent with those of the ROI analysis.
It can be seen from both analysis methods, that the SNR has a high influence on the
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parameter accuracy, for both, the equidistant and the accelerated schemes. The large
discrepancy between the results of the two different SNR levels shows the important role
played by SNR for improved fitting accuracy. This is in good agreement with the results
from chapter 4. Also the fact that Ktrans is the most sensitive parameter, whilst ve is
more stable and that, for large ΔtCart, τ is only stable for the accelerated schemes, are
consistent with the results from chapter 4.
Evaluating the ROIs, it was found for all schemes that the systematic errors and stan-
dard deviations decrease with increasing ROI size. This is due to more data averaging
for larger ROIs.
When schemes (A) and (B) are compared, scheme (B) shows an improved fitting
performance for Ktrans and τ . For ve, both schemes provide good fitting results and
scheme (B) shows only a slight improvement. This is also in good agreement with the
results of chapter 4. Dependent on the temporal location of the missing data points
during the baseline and initial kinetics for scheme (A), the onset time can be over-
and underestimated. This effect increases with decreasing temporal resolution. The
combination of the false estimate of τ and the location of data sampling points during
the upslope and the peak cause over-and underestimations of Ktrans. In scheme (B),
data are collected at many for fitting relevant time points, which leads to improved
fitting accuracy.
When employing feasible sampling schemes, image quality is degraded compared to
the idealized scheme. This introduces an additional source of fitting errors.
For small structures, the Keyhole technique (C) causes a systematic underestimation
in Ktrans and a smaller systematic underestimation in ve. Since the high frequency data
of the dynamic images are filled with the outer k-space areas of the baseline image, the
signal in these areas is underestimated during contrast agent kinetics. The smaller the
structure is, the more the signal is affected by the high frequencies. This leads to a high
underestimation of Ktrans and a small underestimation of ve during fitting. The onset
time is hardly affected by the underestimation of the signal and τ is therefore a stable
fitting parameter.
Using TRICKS (D), missing k-space lines are linearly interpolated. Dependent on
where sampling points are located, signal intensity during the initial kinetics is either
enhanced or attenuated. Dependent on the location of these data points on the baseline,
the upslope and the peak, this can abruptly change the fitting results of Ktrans and τ .
ve is relatively uninfluenced since the wash-out phase of the curve is well recovered by
linear interpolation due to slow signal changes. An overestimation of τ is correlated with
an underestimation of Ktrans. This occurs mainly when the signal intensity during the
upslope is underestimated.
modTRICKS (E) shows combined effects of Keyhole and TRICKS, however both are
attenuated. Even though it still produces a systematic underestimation of Ktrans, it
is the accelerated scheme which resembles scheme (B) most. Therefore, amongst the
investigated schemes, scheme (E) shows the best performance.
A danger of all of the accelerated schemes investigated here is, that especially Ktrans
values are likely to be underestimated. In a clinical context this would mean that areas
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of malignancy appear more benign in the PK maps. This could potentially lead to an
erroneous classification of a tumor as being a benign lesion and should be considered
when using accelerated schemes in practice, especially for small structures.
Limitations of the Simulation
In this work, an ideal numerical phantom and a simulated acquisition are employed.
However, in a more realistic environment, many sources of errors will occur, which have
not been taken into account here.
For example, B0 and B1 field inhomogeneities result in flip angle inaccuracies [Sung2013],
leading to T1 estimation errors and consequently causing errors in the calculated concen-
tration. Other image artifacts, for example due to motion, also corrupt fitting accuracy.
Regarding the simulated sequence, k-space data of one temporal frame is assumed to
be sampled instantaneously at a single time point. In reality, signal changes occur from
one phase-encoding line to the next, causing temporal blurring. Heisen et al [Heisen2008]
have shown that this fact should be considered in simulations. However, in Cartesian
imaging, the k-space center predominantly determines the image contrast. Therefore,
assuming instantaneous acquisition is at least a reasonable approximation.
As a large simplification, the same function is used for phantom simulation and model
fitting. In reality this is not the case, since the Tofts model might not perfectly describe
the dynamic curves.
Eventually, the currently employed numerical phantom takes only a narrow range
of pharmacokinetic parameters and structures into account. If other parameter values
are of interest, the methods of this chapter can be straightforwardly applied to other
numerical phantoms.
Principal Limitations of the Used Methods
In the simulations, a constant onset time τ is assumed. However, in reality contrast agent
can arrive at largely varying onset times within the tissue. In this case, the adaptive
sampling is not optimized for regions of interest, in which τ deviates strongly from the
expected value.
The Tofts model is assumed as underlying model. Within the scope of this chapter
this is the known ground truth. However, with respect to organic tissue, the Tofts model
is only a crude simplification of reality, which might not hold as an appropriate mathe-
matical description. Furthermore, the Tofts model parameters used here are only based
on literature values and could deviate from realistic parameter values. The methods
of this chapter, however, can be straightforwardly repeated using a different model or
underlying model parameters.
The employed Tofts model assumes a simplified population-averaged arterial input
function. In an in vivo experiment, this can be potentially a large source of error for
model fitting [Cheng2008]. A better approach is to measure an AIF estimate, for example
in a large artery, which provides a more accurate description of the individual physiology.
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Finally, the assumed relationship between concentration and T1-changes is only an
approximation. It is only true if contrast agent instantaneously interacts with all the
water in the tissue. In reality, more complex exchange processes take place.
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6 Perfusion Phantom
6.1 Introduction and Motivation
The optimization and validation of new sequences for DCE MRI require image acquisi-
tion of volunteers during contrast agent administration. This scenario is in a practical
sense not always feasible due to ethical consideration, economical constraints, as well
as the equipment and training required and potentially poor reproducibility. A good
solution to these problems is to use a perfusion phantom. No ethical considerations are
required here and a better repeatability is provided.
However, there is a lack of perfusion phantoms in the MR community. Only few
publications exists presenting perfusion phantoms, such as [Ebrahimi2010], [Driscoll2011]
and [Freed2011]. Few of them are commercially available and in general they are difficult
to rebuild.
In this work, a perfusion phantom is developed. The main purpose of the phantom is
to reproducibly generate dynamic signal curves with temporal changes in the order of
typical breast DCE MRI data and to quantitatively describe these changes. The phan-
tom is employed to assess and evaluate the sequences which will be the topic of chapter
7 and 8. The experimental setup, example data, a quantitative description of the phar-
macokinetic properties of the phantom and a characterization of its reproducibility are
presented in this chapter.
6.2 Methods
6.2.1 Experimental Setup
A perfusion phantom is constructed, which will be described here. The experimental
setup is displayed in figure 6.1 a) and the phantom itself is schematically shown in figure
6.1 b).
A hose of external diameter d=8 mm is connected to a water source, and leads to the
phantom inside the scanner. Water flow is turned on and regulated such that water has
a flow velocity of approximately v=20 cm/s, which approximately resembles blood flow
velocity through large arteries inside the human body [Gabe1969].
In close proximity to the phantom, two syringes join the main hose via a valve. One
of the syringes is filled with contrast agent. Here, a copper sulfate (CuSO4 · 5H2O)
solution at a concentration of 60 mMol/kg is used as contrast agent. The administered
dose is 50 ml. The other syringe contains water to flush the hose after contrast agent
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Figure 6.1: a) Experimental setup of the perfusion phantom experiment. b) The per-
fusion phantom. c) Images of the perfusion phantom and the installation
inside the MR scanner.
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TR [ms] 8.34
TE [ms] 3.99
α [◦] 15
# Slices 1
Slice Thickness [mm] 20
Pixel Bandwidth [Hz/Px] 500
FOV [mm] 250 x 250
Spatial Resolution [mm] 0.78 x 0.78
Slice Orientation coronal
Temporal Resolution [s] 2.67
Total Imaging Time [s] 216.3
Table 6.1: Sequence protocol used to acquire phantom data.
administration to counteract bolus dispersion. Both, contrast agent and flush bolus are
administered manually.
The hose leads to the phantom inside the scanner. The phantom is surrounded by
a plastic box, to which the hose is attached by a connector. To better distribute the
incoming water, the connector is divided into two end-pieces at the inner side of the box.
The phantom itself consists of a sponge, which fills a plastic box, leaving an unfilled area
at the top of the box. On the opposite side of the box another connector is attached to
a hose used for outward flow. Whilst the incoming connector is placed near the bottom
of the box, the outgoing connector is located at a high level close to the top of the box.
This arrangement guarantees that the water has to travel through the phantom before
being washed out. The water that comes in travels through the sponge and is washed
out by newly arriving water. The outflowing hose directs the water into a bucket outside
the MR scanner, where it is collected. To prevent leakage into the scanner, a second
plastic box is placed around the phantom for protection.
Images of the phantom and its installation inside the MR scanner can be seen in figure
6.1 c).
6.2.2 Acquisition of Phantom Data
All data is acquired on a commercially available 3T whole-body MRI system (Magnetom
Skyra, Siemens Medical Solutions, Erlangen, Germany). Signal excitation is performed
with the body coil and a 20 channel head coil is used to receive the resonance signal.
Dynamic images of the phantom during contrast agent administration are acquired with
a T1-weighted GRE-sequence. The sequence protocol is summarized in table 6.1. Twenty
example images of an acquired time series are displayed in figure 6.2.
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Figure 6.2: Dynamic series of a coronal slice of the perfusion phantom at various time
points.
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6.2.3 Quantitative Analysis
In previous studies, the gamma-variate function has been used to mathematically de-
scribe the pharmacokinetic behavior of a tracer. For example in [Zhu2011] the gamma-
variate function is used to characterize the AIF for DCE MRI of the prostate. In
[Benner1997], the gamma-variate function is fitted successfully to the concentration
time curves from dynamic susceptibility-contrast enhanced MRI. Here, the gamma-
variate function Γ(t) is fitted to the signal time curves S(t) of each image voxel using
a Levenberg-Marquardt fitting routine. Examples can be seen in figure 6.3, where nor-
malized signal time curves S(t) of 6 randomly chosen image voxels are displayed. A
simplified version of the gamma-variate function is used, which is more robust to fitting
errors than the original formulation of the gamma-variate function [Chan2004]:
Γ(t) =  , t ≤ τ
Γ(t) =  + (Γmax − )eα(1−
t−τ
tmax−τ )( t − τ
tmax − τ )
α , t > τ,
(6.1)
where  is the baseline signal value, τ is the onset time, Γmax is the maximum of Γ(t),
tmax is the time of the maximum and α is a shape parameter. Γ(t) is fitted to the
normalized measured signal time curves S(t) of each voxel in a chosen ROI to produce
parameter maps of the parameters , τ , α, tmax and Γmax.
Figure 6.3: Normalized signal time curves S(t) of example voxels and corresponding
gamma-variate fits (black line).
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The following steps are performed to provide initial parameter guesses pj,init for model
fitting:
• init: The initial baseline estimation is set to Γ(t3), where steady state has been
reached.
• Γmax,init: The initial maximum estimation is set to the maximum of all measured
data along a curve.
• tmax,init: The initial maximum estimation is set to the time of Γmax,init.
• τinit: Going from tmax,init towards decreasing times, the time τinit is found at
which Γ(τinit) < init + 0.3 · (Γmax,init − init). The value 0.3 is chosen based on
experience from previous repetitions of the experiment, taking noise and motion
artifacts during contrast agent administration into account.
• αinit: The initial estimation of α is set to 1. Testing different values, this has been
shown to be a suitable starting parameter.
The resulting pharmacokinetic maps are filtered as follows to exclude fitting failures.
Only values within the following ranges, which are assumed based on experience to pro-
vide reasonable fitting results, are taken into account:
• 0.0 ≤  ≤ 0.2
• 0.0 ≤ τ ≤ 200.0 ms
• 0.0 ≤ α ≤ 150.0
• 0.0 ≤ tmax ≤ 200.0 ms
• 0.0 ≤ Γmax ≤ 0.4
If a value falls outside these ranges, the parameter is classified as ’fit failure’ and no
value is assigned.
6.2.4 Reproducibility Study
To be able to compare the results of repeated perfusion phantom experiments, it is
indispensable that the phantom produces reproducible results.
Here, to test the reproducibility of the phantom experiment, the same experiment is
repeated twice with the same sponge. For each repetition, PK maps are generated and
joint histograms for the same parameters of each repetition are calculated.
For each joint histogram, Pearson’s correlation coefficient r is calculated. r provides
a quantitative measure for the reproducibility. The closer r is to 1, the better the
reproducibility.
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Figure 6.4: Resulting pharmacokinetic maps of the gamma-variate parameters , τ , α,
tmax and Γmax.
6.3 Results
6.3.1 Example Phantom Data and Quantitative Analysis
A dynamic series of a coronal slice of the perfusion phantom at various time points is
presented in figure 6.2. Dynamic changes due to contrast agent arrival and wash-out are
visible.
In terms of inter-voxel variability, large variations in curve shape are observed. This
can be seen in figure 6.3 for 6 random voxels. However, all variations are accurately
modeled by the gamma-variate function. The resulting filtered parameter maps of the
parameters , τ , α, tmax, Γmax are shown in figure 6.4. They show heterogeneous
parameter distributions with clusters of similar PK parameter values.
6.3.2 Reproducibility
The joint histograms in figure 6.5 all have an orientation approximately along unity. For
, the data cloud is very narrow and r is 0.97. The joint histograms of τ and α are
largely spread out to both sides of the diagonal with r taking the values 0.79 and 0.81.
For tmax, the cloud is very narrow with r being 0.99. The joint histogram of Γmax is
relatively narrow and points along the diagonal with r=0.95.
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Figure 6.5: Joint histograms and Pearson’s correlation coefficient r of the PK maps of ,
τ , α, tmax and Γmax between two repetitions.
6.4 Discussion
In this work, a perfusion phantom allowing contrast agent administration is developed
for sequence optimization and validation. The quantification, reproducibility, limitations
and a comparison to in vivo data will be briefly discussed in the following.
Quantitative Analysis and Reproducibilty
The dynamic changes can be quantitatively described in good approximation using a
gamma-variate function. For most voxels reasonable fitting results are achieved and PK
maps can be produced. Only for some voxels the fitting procedure is not successful since
the curve shape is distorted due to artifacts, mainly caused by motion during contrast
agent administration.
From the joint histograms and the resulting values of r it can be seen that , tmax and
Γmax are well reproducible fitting parameters. τ and α are less reproducible, however
still their reproducibility is still acceptable.
Limitations and Improvements
The experiment is relatively well reproducible. Deviations between the two repetitions
arise from inaccuracies in the timing between contrast agent injection and the start
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time of imaging. The boli are injected manually, making the injection rate not exactly
reproducible. Furthermore, motion artifacts occur when the valve is opened and the
syringes are lifted. An approach to overcome these errors could be the usage of a power
injector as it is used in a clinical setup instead of manual injection. By that, the timing
and the injection rate might be more accurately defined and motion artifacts would be
avoided.
With multiple injection over time, contrast agent accumulates in the sponge, leading
to a change in the baseline and the PK properties of the phantom. Finally, artifacts
such as flow artifacts do not occur in the same way during each repetition.
Phantom Data Compared to in vivo Data
Performing the presented perfusion phantom experiment, dynamic changes are induced
by contrast agent kinetics such as in organic tissue. By adjusting the velocity of inflowing
water to a value similar to the blood flow in large arteries [Gabe1969], an approximately
realistic time scale can be achieved. The time scale of a typical breast DCE MRI mea-
surement is 5-8 min. The time scale of the phantom experiment is 3-4 min.
In reality, a tumor is a heterogeneous structure, displaying various physiological prop-
erties at different locations. With this perfusion phantom this is also the case due to
varying densities of the sponge by compressing it during placement in the box. As with
lesions, neighboring areas display similar PK properties.
The phantom data can be quantitatively described using a gamma-variate function.
This is a function often encountered when modeling physiological processes. In MRI,
gamma-variate functions are suitable to model measured arterial input functions [Zhu2011].
It is also used to describe signal changes measured with dynamic susceptibility contrast
(DSC) MRI [Chan2004]. Therefore, with the perfusion phantom, physiologically realistic
processes are mimicked. The gamma-variate is a typical function for models using one
compartment such as the vascular space to describe underlying physiological processes.
However, as described in chapter 3, typical DCE MRI data can be better described
using two-compartment models, such as the Tofts model, showing generally as slower
wash-out than the gamma-variate function. This a large drawback of this phantom for
DCE MRI investigations. To better simulate an DCE MRI experiment, typical tissue
curves such as in the phantom from [Freed2011] would be more appropriate. However,
for the scope of this thesis, where the phantom is used for sequence development and
proof-of-principle studies, the current phantom is sufficient.
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7 Real-time Automatic Resolution
Adaption (AURA) for DCE MRI
7.1 Introduction and Motivation
In both, chapter 4 and 5, the importance of rapid data acquisition at the onset time
and the upslope in terms of fitting accuracy has been shown. However, the onset time
is dependent on the physiological condition of the patient and the timing of imaging
relative to contrast agent injection, and therefore it is not a priori known when the
initial kinetics starts.
Furthermore, the results of chapter 4 indicate that fast sampling should occur for 2 min
after the onset time. However, this is just an estimate based on the assumed parameter
distribution in chapter 4. In reality, this distribution of PK parameter might largely
vary for different patients and it is not known prior to imaging when the wash out phase
begins. If the sequence is switched too late to high spatial resolutions, contrast agent
could be partially washed out, and important architectural features might be missed.
In the current clinical sequences, resolution changes occur at fixed predefined time
points. These rigid implementations do not allow for adaption to patient-specific sam-
pling requirements.
In previous studies, real-time automatic contrast agent (CA) bolus detection in vessels
was introduced [Ho1999], [Goto2013]. In this work, this concept is extended to an au-
tomatic resolution adaption (AURA) sequence. Acquired dynamic data are analyzed in
real-time to find the onset and the beginning of the washout and consequently temporal
resolution is automatically adapted by alteration of spatial resolution.
In this study, the prototype of such an AURA sequence is developed and validated us-
ing the perfusion phantom described in chapter 6. Additionally, based on the perfusion
phantom, the AURA sequence is compared to a fast sequence with only high tempo-
ral/low spatial resolution and to a slow sequence with only low temporal/high spatial
resolution in terms of fitting accuracy and morphological information.
7.2 Methods
7.2.1 Hard- and Software
All experiments in this chapter are conducted on a commercially available 3T whole-
body MRI system (Magnetom Skyra, Siemens Medical Solutions, Erlangen, Germany).
Signal excitation is done with a body coil and a 20 channel head coil is used to receive
the resonance signal.
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Sequence and reconstruction are implemented in C++ inside the Integrated Develop-
ment Environment for (MR) Applications (IDEA) and the image reconstruction envi-
ronment (ICE) (Siemens Medical Solutions, Erlangen, Germany). Data analysis is done
using Matlab R2012b (The MathWorks, Natick, MA, USA).
7.2.2 AURA Sequence Design
The AURA sequence can adapt to dynamic signal changes in real-time by varying the
temporal/spatial resolution. Acquired data are evaluated in real-time during the dy-
namic imaging process and feedback how to adjust the resolution to signal changes is
sent back to the sequence.
The underlying sequence for each time frame of the AURA sequence is a 2D T1-
weighted GRE sequence. The basic design of the AURA sequence is illustrated in figure
7.1 a)- c).
Schemes
As can be seen in figure 7.1 a), the sequence comprises of four different schemes which
are concatenated in a single sequence, having each characteristic temporal and spatial
resolutions. The schemes are adapted to signal changes as follows:
• ’Baseline’ (BL): The baseline scheme acquires NBL low temporal/high spatial reso-
lution baseline images before CA injection. No high temporal resolution is required
since no dynamic changes occur yet. The aim is to acquire one native high spatial
resolution image in the steady-state which can be subtracted from the contrast-
enhanced images. Here, NBL = 2 is set, the first image being a dummy scan to
reach the steady-state.
• ’Onset Detection’ (OD): This scheme is used for accurate CA onset detection.
With each dynamic frame, very high temporal/very low spatial resolution images
are acquired.
• ’Initial Kinetics’ (IK): To improve model fitting, images are acquired with high
temporal/low spatial resolution to monitor the fast initial CA kinetics.
• ’Wash-out’ (WO): The purpose of the wash-out scheme is to capture the slow
kinetic wash-out behavior in addition to acquire high spatial resolution images with
CA present in the tissue for morphological evaluation. Nwo images are acquired.
The properties of all schemes are summarized in the table in figure 7.1 b).
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Figure 7.1: Sequence Design of AURA: a) AURA consists of four different schemes with
varying temporal/spatial resolution. The switch from one scheme to the next
is governed by the dynamic signal. b) Properties of the individual schemes
BL, OD, IK and WO. c) Real-time resolution adaption mechanism.
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Figure 7.2: Implementation of the real-time resolution adaption mechanism on the MR
scanner.
Real-time Resolution Adaption
The switch from one scheme to the next is determined by a real-time feedback mech-
anism, which is shown in the flow chart in figure 7.1 c). Acquired k-space data are
analyzed for predefined signal-dependent switch criteria. The result of this analysis
determines the resolution of the next image.
The first NBL dynamic frames are acquired using the BL scheme. The first (NBL-
1) images are used to reach steady-state, the NBLth image is used as native baseline
image. After NBL images have been acquired, the sequence automatically changes to
scheme OD. Here, images at very high temporal/very low spatial resolution are acquired
and evaluated for CA arrival. When the CA onset is detected, the sequence switches
to scheme IK. Now imaging is performed at high temporal/low spatial resolution. The
acquired data are monitored for the beginning of the wash-out phase. When it is de-
tected, the sequence switches to scheme WO. Here, a predefined number Nwo of images
is acquired at low temporal/high spatial resolution. When Nwo images are acquired, the
sequence automatically stops.
Criteria for onset and wash-out detection have to be defined individually for each
application. Examples of detection criteria will be given later in this chapter for a
perfusion phantom.
The implementation of the real-time resolution adaption mechanism on the MR scan-
ner is illustrated in figure 7.2. A more detailed description can be found in appendix
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Figure 7.3: Reconstruction of multiple resolutions within a single sequence using zero-
filling.
C. To enable the real-time feedback mechanism, a communication in both directions be-
tween the sequence environment and the reconstruction environment is required. In the
beginning of imaging, initial sequence parameters are set in the user interface (UI) of the
sequence and k-space data are acquired accordingly. These k-space data are forwarded
to the reconstruction environment, where images are reconstructed. Additionally, the
k-space data are evaluated for predefined signal-dependent criteria. The result of this
analysis yields the resolution of the subsequent image and a boolean flag ContinueScan.
These two properties are stored in the data struct feedback data which is sent back to
the sequence. If ContinueScan is true, imaging continues and the sequence parameters
are set according to the resolution given in the feedback data. This process is repeated
until ContinueScan is set to false at the end of the WO scheme. Then the sequence
automatically stops.
Multiple Resolutions Reconstruction
The reconstruction environment expects input data of a certain number of k-space lines
which is set in the UI as initial parameter of the sequence. When k-space data of a devi-
ating length are acquired, modifications have to be made to the reconstruction process.
To be able to handle varying resolutions within a single sequence, the maximal expected
number of lines Mmax (as used in schemes BL, WO) are set in the UI. Each data set
containing less k-space lines than Mmax is zero-filled to Mmax. For that, newly acquired
lines are copied to the central part of the k-space matrix, which is initialized to zeros for
all lines of matrix size Mmax. This process is visualized in figure 7.3. In the frequency
encoding direction, 2Mmax data points are sampled for each line, independent of the
resolution (including an oversampling factor of 2 applied by the scanner as default).
This way the reconstruction environment can reconstruct all the incoming data in the
same way using Fourier reconstruction.
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Figure 7.4: a) k-space center signal Sk(t). The different schemes are color-coded. The
percentage thresholds of the switch criteria are shown as dashed lines. b)
Adaption criteria for the perfusion phantom based on the k-space center
signal.
7.2.3 Validation of AURA Using a Perfusion Phantom
The AURA sequence is tested using the perfusion phantom described in chapter 6. At
first, resolution adaption criteria are defined.
Definition of Adaption Criteria
The k-space center signal Sk(t) consists of the sum of the signals throughout the whole
image. Therefore, it can be used as a measure to detect global signal changes. Here,
Sk(t) is used for onset and wash-out detection. From the shape of measured example
k-space curves, switch criteria are derived, which are shown in figure 7.4.
In the beginning, during the baseline scheme, NBL = 3 images are acquired at high
spatial resolution. Afterwards, the sequence automatically switches to scheme OD. A
baseline intensity value SBL is defined as the k-space center magnitude intensity of the
third acquired image. The first two images are omitted since steady-state is not reached
yet. For onset detection, a percentage pOD is defined. When a k-space center value Sk(t)
is measured with Sk(t) > SBL · (1 + pOD), the switch to the next scheme is triggered.
Here, pOD = 5% is chosen. For peak detection, all k-space center values during the initial
kinetics scheme are saved and the current maximum Smax of all values is calculated for
each new dataset. A wash-out percentage pwo is defined. When a new value is measured
with Sk(t) < Smax · (1 − pwo), the sequence changes to the wash-out scheme. Here,
pwo = 1% is set. Once the WO scheme is reached, Nwo = 40 images are acquires before
the sequence stops.
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Figure 7.5: Unscaled a) mean signal of a ROI containing the whole phantom, b) signal
of a single pixel within the phantom. c) and d) show the scaled curves from
a) and b).
Retrospective Resolution Scaling
With the AURA sequence, various resolutions are acquired within a single sequence.
Due to internal scanner scaling factors, the measured data are differently scaled for each
scheme. This is shown in figure 7.5 a) for the mean signal of the whole phantom ROI
and b) a single pixel signal of the phantom. At time points of resolution changes, the
curves display discontinuities as indicted by the black arrows.
To handle this effect, the following scaling operations are performed for each pixel. It
is assumed that the data acquired with high spatial resolution (BL, WO) are scaled with
the reference scaling factors. It is furthermore assumed that neighboring time points are
close enough in time to have similar signal intensity values. Therefore, the OD data are
shifted by a constant value such that the first data point of the OD scheme has the same
value as the last BL data point. The IK scheme data are scaled such that the first IK
data point has the same value as the last scaled OD scheme data point and the last IK
data point has the same value as the first WO scheme data point. The resulting curves
of figure 7.5 a) and b) after scaling are shown in figures b) and d).
7.2.4 Comparison of a High Temporal, a Low Temporal Resolution and the
AURA Sequence
Using the perfusion phantom, the performance of the AURA sequence is compared to
an only low temporal/high spatial (slow) and an only high temporal/low spatial (fast)
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resolution sequence. For each sequence, the phantom experiment is repeated under the
same conditions. The data are compared with respect to parameter fitting accuracy of
PK maps and the amount of morphological information near the CA peak concentration.
Flip angle θ [◦] 15
Slice thickness [mm] 20
# slices 1
Pixel bandwidth [Hz/pixel] 500
FOV [mm] 250
TR [ms] 8.34
TE [ms] 3.99
Table 7.1: Common sequence parameters of the AURA, the fast and the slow sequence.
Sequence Protocols
The common imaging parameters for all three sequences are summarized in table 7.1.
The sequences only vary regarding the matrix size and consequently the temporal and
spatial resolution. The slow sequence has a temporal resolution of Δts=2.7 s and a
spatial resolution of Δxs=0.78 mm throughout the whole dynamic range. The fast
sequence has a temporal resolution of Δtf=0.54 s at a spatial resolution Δxf=3.9 mm.
AURA varies the temporal/spatial resolution according to the schemes: ΔtBL,WO=2.7 s,
ΔtOD=0.27 s, ΔtIK=0.54 s and ΔxBL,WO=0.78 mm, ΔxOD=7.8 mm, ΔxIK=3.9 mm.
Generation of Pharmacokinetic Maps
As described in chapter 6, the dynamic changes of the perfusion phantom data can be
mathematically described by a gamma-variate function Γ(t), as given in equation 6.1. To
generate pixel-by-pixel PK maps, the same steps as described for the perfusion phantom
in section 6.2.3 were performed.
Ground Truth (GT) and Temporal Under-sampling (US)
PK maps of the slow sequence are generated and are assumed to be the ground truth,
since they are acquired with high spatial resolution and a relatively high temporal reso-
lution.
In all three data sets, only 1 slice is acquired. To mimic a multi-slice acquisition of 25
slices, all three data sets are temporally under-sampled by a factor of 25.
Data Analysis
The above described fitting procedure is repeated for the under-sampled data of the
slow, the fast and the AURA sequence and PK maps are generated for each data set.
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Figure 7.6: a) k-space center signal with color-coded schemes and b) corresponding phan-
tom images at time points before and after resolution changes.
For comparison with the ground truth, joint histograms of the resulting pharmacokinetic
maps with the ground truth pharmacokinetic maps are calculated for each parameter of
the gamma-variate function. For each joint histogram, Pearson’s correlation coefficient
r is calculated.
Additionally, morphological images closest to the k-space signal peak are investigated
for each of the under-sampled data sets. To obtain only the morphology of CA distri-
bution and not the background signal, the baseline image is subtracted.
7.3 Results
7.3.1 Validation of AURA Using A Perfusion Phantom
The sequence switches resolutions according to the predefined criteria. For an example
data set, the k-space center signal time curve, with schemes shown in varying colors, is
shown along with phantom images at time points before and after resolution changes in
figure 7.6.
7.3.2 Comparison of a High Temporal, a Low Temporal Resolution and the
AURA Sequence
The resulting pharmacokinetic maps of the ground truth and the under-sampled AURA,
fast and slow sequences are shown in figure 7.7. The baseline  and the Γmax maps are
for all under-sampled maps similar to the ground truth. For Γmax, the fast (US) map is
more blurred.
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Figure 7.7: Resulting PK maps of the Γ-parameters , τ , α, tmax and Γmax for the ground
truth data and the temporally under-sampled data from the AURA, fast and
slow sequence.
For the parameters τ , α and tmax, the AURA (US) and fast (US) maps are, with small
variations, similar to the GT map, with the fast (US) maps being more blurred. The
slow (US) maps deviate more from the ground truth maps.
The joint histograms of the AURA (US), fast (US) and slow (US) maps with the
ground truth maps for the parameters , τ , α, tmax and Γmax are shown in figure 7.8.
For AURA (US) and fast (US), the results are comparable for all parameters. Com-
paring slow (US) to AURA, r is lower for τ and α and systematic errors are visible for
τ , α and Γmax. The joint histograms of  and tmax of slow (US) and AURA (US) are
comparable.
The subtraction images closest to the k-space center peak of each of the under-sampled
sequences are shown in figure 7.9 along with the corresponding time points. AURA (US)
provides a high spatial resolution image shortly after the peak, whilst for slow (US), the
peak is missed and less CA is present, for example in the region indicated by the arrows.
Fast (US) provides an image close to the peak, however at lower spatial resolution.
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Figure 7.8: Joint histograms between resulting maps of AURA (US), fast (US), slow
(US) and the ground truth PK maps for the parameters , τ , α, tmax and
Γmax.
7.4 Discussion
In summary, an ‘intelligent’ sequence is developed for DCE MRI, which automatically
adapts the resolution to signal changes without user-interaction and is capable of recon-
structing multiple resolutions within a single dynamic scan. For a perfusion phantom,
robust adaption criteria based on the k-space center intensity are found. For the per-
fusion phantom, the AURA sequence yields comparable fitting performance to a high
temporal/low spatial resolution sequence, whilst the spatial resolution of the PK maps
is higher. Additionally, the AURA sequence reliably provides high spatial resolution
images near the CA peak concentration, which can be used for mophological analysis of
CA distribution.
In all previous studies using adaptive sequences, the resolution changed at fixed time
points. However, contrast kinetics are dependent on the tumor, the physiological con-
ditions of the patient and the injection timing. Therefore, rigid switching times bear
the potential of information loss, for example by missing the onset time or the CA
peak, leading to fitting inaccuracies as shown in the simulations in chapter 5. The newly
developed AURA prevents this loss by flexibly reacting to the acquired data in real-time.
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Figure 7.9: Morphological images close the k-space center signal peak.
The employed perfusion phantom, which is described in detail in section 6, is built
in-house and is not perfectly reproducible in terms of fitting results. This is especially
true for the parameters τ and α, which are very sensitive to even slight curve changes.
Furthermore, for some pixels within the phantom gamma-variate fitting fails, mainly
due to motion artifacts during contrast agent administration. When comparing the
joint histograms of the AURA sequence with those from the phantom reproducibility
investigation in chapter 6, it can be seen that the errors introduced by the AURA (US)
and fast (US) sequence are in the order of the reproducibility errors of the phantom.
However, for the slow (US) sequence the effects of fitting errors due to under-sampling
still prevail phantom inaccuracies. The large fitting errors of the slow (US) data arise
from the low temporal resolution which causes a false estimate of the onset time. Con-
sequently, systematic errors, mainly in τ and α are introduced.
For the employed phantom the fitting function describing the data best is a gamma-
variate function. However, tissue signal of clinical DCE MRI data is usually described
by other models than the gamma-variate function. Instead, multi-compartment models
such as [Tofts1991] are used, which exhibit a slower wash-out. In this case, the wash-out
could be exploited further to acquire high spatial resolution images. However, for this
work neither clinical data nor a phantom describing multi-compartmental model curves
were available. For the scope of this thesis however, which was to implement a prototype
of the AURA sequence and to show that it outperforms equidistant schemes, the used
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phantom is sufficient.
A problem which is not solved in this thesis, but is required to be fixed before clinical
applications, is the varying scaling factors of different resolutions. Even if the raw data
are taken from the MR scanner and are off-line reconstructed, an internal data scaling
by the scanner is already imposed. In this work, the problem is avoided by assuming
the high spatial resolution scaling as ground truth and close time points to have similar
intensity values. By that, partial volume effects due to blurring at low spatial resolu-
tions are as well omitted. In this work, this approach yields a good approximation, since
only one slice is acquired and time points are relatively close together for all schemes.
However, this is not possible anymore for multi-slice or 3D acquisitions with longer scan
times per dynamic frame. Yet, in other adaptive imaging studies scanner scaling fac-
tors are even more problematic since different resolutions are acquired using different
sequences. By that, even more internal scaling operations are introduced compared to
the ones of changing resolutions within a single sequence.
The chosen switch criteria work for the perfusion phantom and the k-space center
signal provides a robust measure to adapt to global signal changes. For the onset de-
tection criterion, a relatively high percentage of 5% is chosen since motion artifacts and
overflow during CA injection cause irregularities in the signal time curve at baseline.
For wash-out the curve is smooth and a percentage of 1% is sufficient.
In general, the measure of the k-space center signal is relatively crude, containing
no spatial information. For clinical applications this might not be sufficient and more
refined adaption criteria would be required, such that for example enhancement outside
the organ of interest can be taken into account. In that case it might be better to use
bolus tracking methods such as for example Kalman filters [Kalman1960] applied to re-
constructed, potentially post-processed, images.
For the comparison of the high spatial resolution images close to the peak, the under-
sampling of data from the slow sequence is performed in such a way that the peak is
missed. How close the high spatial resolution images are to the peak depends on the
timing of the sampling relative the CA kinetics. It could as well be the case that the
peak signal is perfectly acquired. However, this timing is not controlled and therefore
unreliable. Using the AURA sequence, the timing is performed in a controlled way and
images close to the peak are reliably provided.
A limitations of the AURA sequence is that the adaption reacts only to global signal
changes. In reality, contrast curves of individual voxels within a region of interest can
vary largely, especially the onset time. The AURA sequence is not optimized for each
individual voxel, only for mean signal changes. This may cause missing time points
during the onset and upslope and consequently lead to fitting errors as was shown in the
simulations in chapter 5. It has to be investigated on in vivo data how large deviations
from the mean signal time are typically.
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Another disadvantage of the AURA sequence is that in case of automatic adaption
failure, which can for example occur due to motion artifacts, information, for example
from high spatial resolution images, is lost and cannot be recovered. This could be
prevented by implementing the additional backup option to manually switch resolutions.
8 Retrospective Resolution Adaption for
DCE MRI Using 3D Golden Angle Radial
Acquisition
8.1 Introduction and Motivation
It has been previously shown in chapter 4 that increasing temporal resolution during
the upslope of the signal-time curve improves model fitting and that images during
the wash-out can be exploited for higher spatial resolution. However, as described in
chapter 7, a key problem of adaptive sequences is that contrast agent is administered
only once and that the underlying kinetic curves S(t) are not known prior to imaging.
Hence, it is not known when the initial kinetics and the wash-out begin and what the
maximum allowed spatial resolutions are to assure accurate model fitting. Therefore,
current clinical adaptive sequences which employ fixed time points to switch between
predefined resolutions, might not be optimized to patient-specific sampling requirements.
In chapter 7, prospective resolution adaption has been shown to be feasible using the
AURA sequence. In this chapter, as an alternative to AURA, retrospective adaption is
investigated. As discussed in chapter 7, a principal limitation of prospective adaptive
sequences is that the adaption is a global process. However, S(t) may vary largely
from voxel to voxel in heterogeneous lesions. Using retrospective adaption, the optimal
temporal and spatial resolution throughout the curves can be adapted in principle for
each voxel individually.
A 3D golden angle (GA) radial sequence [Chan2009] acquires k-space center, and there-
fore contrast information, with each projection. Additionally, due to the golden angles,
images can be reconstructed at arbitrary time points with arbitrary spatial resolutions.
In this study, 3D GA radial imaging is used to retrospectively adapt the spatial resolu-
tion to S(t) throughout the time interval for individual voxels to achieve the maximal
feasible spatial resolution whilst preserving fitting accuracy. The feasibility of employing
the 3D GA radial sequence for retrospective resolution adaption is investigated using the
perfusion phantom described in chapter 6.
8.2 Methods
In the following, the employed sequence, image reconstruction and corrections of the
acquired data are described. Eventually, the process of retrospective resolution adaption
is applied to acquired phantom data.
121
122 8 Retrospective Resolution Adaption Using 3D Golden Angle Radial Acquisition
Figure 8.1: Using the golden angles, an approximately uniform distribution indepedent
of the number of profies Npr can be achieved in 2D and 3D.
8.2.1 Hardware and Software
All experiments in this chapter are conducted on a commercially available 3T whole-
body MRI system (Magnetom Skyra, Siemens Medical Solutions, Erlangen, Germany).
Signal excitation is done with a body coil, a 20 channel head coil is used to receive the
signal.
The sequence development is done in the language C++ inside the Integrated De-
velopment Environment for (MR) Applications (IDEA)(Siemens Medical Solutions, Er-
langen, Germany). The reconstruction, sequence corrections and and data analysis is
implemented in Matlab 2012b (The MathWorks, Inc., Natick, Massachusetts, United
States).
8.2.2 Concepts of the 3D Golden Angle Radial Sequence
In the following, the concepts of the work by Chan et al [Chan2009], on which the
sequence used in this chapter is based, are summarized. For conventional 3D radial
sequences the vector tips of the radial profiles follow a spiral on the surface of a sphere.
A predefined number of profiles is needed to cover the whole 3D k-space. However, if
the polar and azimuthal angles are chosen to be the golden angles ΦGA and ΘGA, it can
be achieved that the angular distribution of profiles is always approximately uniform,
independent of the number of profiles. This is the 3D analogy of the 2D golden angle
method using Θ2D,GA ≈ 111◦ [Winkelmann2007]. For both, 2D and 3D, the spatial
distribution of the radial profiles for a varying number of profiles Npr using golden angles
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Figure 8.2: a) Using the two-dimensional golden means ϕ1 and ϕ2, points can be dis-
tributed relatively uniformly on a unit sphere. b) By a change in topology,
the 2D golden means can be used to uniformly distribute points across the
surface of a sphere. c) Resulting vector tips of the radial profiles. (adapted
from [Chan2009])
is shown in figure 8.1. The multidimensional golden angles for 3D radial imaging were
derived by Chan et al from a modified Fibonacci sequence. They found the resulting
two-dimensional golden means ϕ1 and ϕ2 to be:
ϕ1 = 0.4656 , ϕ2 = 0.6823. (8.1)
Using ϕ1 and ϕ2, points can be uniformly distributed on a unit square, as shown in
figure 8.2 a). The coordinates of the points are placed according the following iterative
process: The x-coordinate of the first point is set to be ϕ1. The x-coordinate of the next
point is placed by incrementing the previous value by ϕ1 and taking the modulus 1. This
is iteratively repeated for all following points. The corresponding y-coordinates are cal-
culated analogously using ϕ2. This process can be denoted by (x, y) = ({mϕ1}, {mϕ2})
with m = 1, 2, ..., Npr.
By a change in topology, the result of the unit square is used to distribute the tips
of the projections of the 3D radial k-space uniformly across the surface of the sphere
surrounding the data. This is done by distributing the points along the kz-axis using the
one-dimensional golden mean ϕ1. The second golden mean ϕ2 is used to distribute the
polar angle uniformly within the slices. This is illustrated in figure 8.2 b). The resulting
distribution of the tips of the profiles is shown in figure 8.2 c).
The resulting golden azimuthal and polar angles ΘGA and ΦGA are given by:
ΘGA = sin−1({mϕ1}) , ΦGA = 2π({mϕ2}). (8.2)
8.2.3 Sequence Design
The design of the implemented 3D GA radial sequence implemented in this work will be
addressed in the following. The sequence parameters used are listed in table 8.1.
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Figure 8.3: a) Sequence diagram of the first acquired profile and corresponding k-space
trajectory. RF pulse and slab selection gradients have constant orientations,
whilst the readout and spoiler gradients are rotated. b) Readout and spoiler
gradients and corresponding k-space trajectories at three different repetition
times, indicated by index m. The gradients of the first spoke are rotated
with the current rotation matrix R to yield the subsequent profiles.
RF Pulse and Excitation Volume
A slab selection gradient is used to excite a large slab. The slab thickness is set to the
same length as the FOV in in-plane direction. Additionally, a slab selection rephaser
gradient is applied. For excitation, a sinc-shaped RF pulse is used. RF spoiling is used
according to equation 2.56 with phase increment φ0 = 117◦. The RF pulse and slab
selection gradients are shown in the sequence diagram in figure 8.3 a).
Readout Gradients
The readout (RO) gradients are chosen such that data are sampled along a 3D GA radial
k-space trajectory. Prior to each RO gradient, a prephaser gradient is played to start
the readout at the k-space periphery.
In the sequence environment, a 3D rotation matrix R can be defined for each sequence
element. It determines the orientation of the sequence element within the physical scan-
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ner coordinate system. The MR scanner acquires images in the logical coordinate system,
defined by the ‘frequency-encoding’ (FE), ‘phase-encoding’ (PE) and ‘slice-selection’ (SS)
direction. To avoid specifying the amplitude for each of the gradients Gx, Gy, Gz in the
logical coordinate system for every profile anew, R is exploited. The amplitude of the
RO prephaser and the RO gradient is set for the first profile, which is aligned along the
physical x-axis. All other profiles are determined by multiplication of the gradients of
the initial profile with R:
R(m) =
⎛
⎜⎝cosΦm −sinΦmcosΘm sinΦmsinΘmsinΦm cosΦmcosΘm −cosΦmsinΘm
0 sinΘm cosΘm
⎞
⎟⎠ , (8.3)
where the index m indicates the profile number (m = 1, ..., Npr). This process is visual-
ized for three profiles in figure 8.3 b).
Flip angle α 15◦
BWpixel [Hz/px] 500
Spoiler moment Asp[mTs/m] 0.0352
spoiler phaseΔφ [rad] 3π
TR [ms] 5.19
TE [ms] 2.25
FOV [mm] 300
Table 8.1: Parameters used for the 3D GA radial sequence.
Data Acquisition and Pixel Bandwidth
Data acquisition is performed during the plateau of the trapezoidal RO gradients. The
pixel bandwidth BWpixel is the adjustable parameter in the sequence which characterizes
the receiver bandwidth, defined as:
BWpixel :=
BWread
Nx
= 1
Ts
, (8.4)
where BWread is the receiver bandwidth and Ts is the total data acquisition time during
one readout period. Nx is the number of sampled data during readout, including an
oversampling factor of 2 performed automatically by the scanner. The unit of BWpixel
used is Hertz/pixel (Hz/px). The chosen bandwidth, being a compromise of imaging
speed and SNR, is listed in table 8.1.
Spoiler Gradients
Spoiler gradients, as described in section 2.7.1, are gradients with a large area used to
spoil the residual magnetization from previous excitations.
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Figure 8.4: Diagram of sequence to measure gradient delays along the x-axis and cor-
responding k-space trajectory. Opposing lines along the axes in k-space are
repeatedly acquired. To prevent stimulated echoes, the spoiler gradients are
rotated with the 3D golden angles.
Since for each profile a RO gradient is played without a rephaser gradient, there is
already dephasing of the spins present at the end of each RO gradient. To take advantage
of this fact, the polarity of the spoiler gradient is chosen to be equal to that of the
RO gradient. Since the RO gradient in a 3D radial golden angle sequence is changing
direction with every acquired profile, the spoiler direction changes as well with every
profile. This has the wanted effect to prevent artifacts due to the build-up of a residual
steady-state magnetization. The chosen area Asp and resulting phase Δφ across each
voxel is listed in table 8.1.
8.2.4 Gradient Delay Measurements
Due to hardware imperfections and gradient-induced eddy currents a delay between the
actual and the assumed starting time of a gradient can occur. This can potentially
lead to image distortions since the expected k-space trajectory deviates from the true
trajectory.
In this work, gradient delays along all three physical axes are measured using a method
based on [Block2011]. Using an additional sequence, which is schematically shown in
figure 8.4, data lines along opposing directions on each of the physical axes are acquired.
To prevent the built-up of stimulated echoes, the spoiler gradient are rotated in 3D
with the golden angles. In the ideal case of no gradient delays, the measured signal
along opposing directions with one signal being mirrored, will be identical. If gradient
delays are present, a translation between the two signals will be observed. From this
translation, the delays can be determined as follows in detail and then be used to re-align
the k-space trajectory. For simplicity, the process is only described for the x-axis (with
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angles Θ = 0◦, Φ = 0◦ and 180◦), however the other two axes are treated analogously.
(i) For both directions along the x-axis, Nrep=100 lines are acquired. The lines along
the same direction are averaged and the magnitude is calculated. The resulting
signal from lines with Φ = 0◦ shall be denoted as S0 and the signal from opposite
lines as S180.
(ii) S180 is mirrored.
(iii) The shift distance dshift between the two curves is calculated by cross-correlation
on interpolated curves.
(iv) The k-space shift Δkx due to gradient delays is given by dshift/2.
(v) The time delay Δtx is calculated by: Δtx = ΔkxNsamples·BWpixel , where Nsamples is the
number of samples along the readout direction.
Examples of two opposing k-space center lines and the extraction of Δkx is shown
in figure 8.5. These steps are performed for each coil separately and then the average
gradient delays of all coils is calculated.
In this work, gradient delays are measured for a water-filled spherical phantom. The
re-alignment of the k-space trajectory based on the knowledge of Δkx, Δky and Δkz will
be addressed in section 8.2.6. Images of two phantoms, a water-filled sphere and bottle
are compared with and without gradient delay correction. To better visualize the effects
of the correction, difference images for both phantoms are calculated. To quantify the
effects of gradient delay correction, the ratio s of the mean background and the mean
phantom signal for the 3D data is calculated.
8.2.5 Phase Corrections in the Presence of Gradient Delays
The phases of intersection points of two radial k-space projections under ideal conditions
will be identical. However, due to B0-field inhomogeneities and gradient induced B0 eddy
currents, phase errors along the profiles can occur. During gridding reconstruction this
can lead to signal cancellation and hence image artifacts.
Without gradient delays, all profiles meet in the k-space center. If the phases are not
consistent, they can be corrected for by measuring the phase ϕ in the k-space center, and
multiplying the complex signal of the profile with the factor e−iϕ such that all profiles
have a phase of 0 radians in the center.
However, when data are affected by gradient delays, profiles will not intersect in the
center. In the case of 3D data they might not intersect at all. In this work, a novel
method is presented in which gradient delays are incorporated into 3D phase correction
as follows:
• A reference profile p0 is chosen and its complex data stored in the vector pref .
• All projections {pj} are found for which the closest absolute distance d to p0 is
smaller than a given threshold t.
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Figure 8.5: Measured k-space signals S0 (blue) and S180 (red). The two curves exhibit
a shift distance dshift. The k-space shift Δkx due to gradient delays is given
by dshift/2.
• The projections {pj} are phase corrected with respect to p0 and also recorded in
the vector pref . A detailed description of the phase correction itself is given below.
• This procedure is repeated for the projections in pref one by one, where each
corrected profile serves as a new additional reference projection.
• The algorithm is stopped, when all projections are corrected for.
The phase correction of profile p2 with respect to reference profile p1 is performed as
follows. Both profiles are linearly interpolated and the points r1 on p1 and r2 on p2 with
the closest distance d between both projections are determined. The phases ϕ1 and ϕ2
at the points r1 and r2 and their phase difference Δϕ = ϕ1 − ϕ2 are calculated. Since
for a small threshold t the distance between both points is small, the phases should be
approximately the same, when no phase errors are present. With this assumption, the
complex signal of p2 is multiplied by the factor eiΔϕ, making both phases consistent.
For the water-filled spherical and the bottle phantom from the previous section, the
gradient delay corrected images are additionally phase corrected. Difference images of
the results with and without phase correction are generated. For the spherical phantom,
the ratio of the mean background and the mean phantom signal is calculated for the
phase corrected 3D images.
8.2.6 Data Reconstruction
The acquired 3D GA radial data lie on a non-Cartesian trajectory in k-space. In order
to apply the FFT, the data have to be gridded onto a Cartesian grid, as it is described
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Figure 8.6: The shortest distance d between the skew projections p1 and p2 occurs be-
tween the points r1 and r2. At these points, the projections exhibit the
phases ϕ1 and ϕ2.
in section 2.9.2. In the following, the gridding process as implemented in this work is
described.
After data acquisition the complex raw data are exported from the scanner and re-
constructed off-line.
k-space Trajectory and Gradient Delay Correction
The 3D k-space trajectory (kx, ky, kz) of the acquired data is ideally given by:
kx = r · sin(ΘGA)cos(ΦGA), (8.5)
ky = r · sin(ΘGA)sin(ΦGA), (8.6)
kz = r · cos(ΘGA), (8.7)
where ΘGA and ΦGA are the golden angles from section 8.2.2.
However, when gradient delays are present, the measured trajectory deviates from this
ideal trajectory. For gradient delay correction, the measured delays Δkx, Δky and Δkz,
which are described in section 8.2.4, are incorporated into the ideal k-space trajectory by
shifting the whole profile in 3D k-space accordingly. Equations 8.5, 8.9 and 8.10 become:
kx = (r + Δkx)sin(ΘGA)cos(ΦGA), (8.8)
ky = (r + Δky)sin(ΘGA)sin(ΦGA), (8.9)
kz = (r + Δkz)cos(ΘGA). (8.10)
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Density Compensation Function (DCF)
The density compensation function as described in section 2.9.2 is precalculated based
on geometrical considerations. It is assumed that profiles are approximately uniformly
distributed throughout k-space and that no gradient delays occur. To calculate the
volume V of each sample, which is proportional to the DCF, the volume of spherical
shells containing all the data points at radius r is determined. To obtain the volume
occupied by a single sample point, the shell volume is divided by the number of profiles
Npr intersecting the shell. The resulting volumes are given by:
V (r) = 4π(r
2 + r + 1/3)
Npr
. (8.11)
Gridding Algorithm
The gridding algorithm was implemented as described in detail in section 2.9.2. The
Kaiser-Bessel kernel is used as convolution kernel with width w = 4 and β = 18.5547, as
recommended by [Jackson1991]. Data are gridded onto an oversampled grid by a factor
2. The gridding algorithm is performed for the real and imaginary components of the
complex data separately and on a coil-by-coil basis.
Fourier Transform and Combination of Multiple Coils
The gridded Cartesian k-space matrix is 3D Fourier transformed for each coil separately.
The different coil images are combined to form a magnitude image according to section
2.9.1 by calculating the square root of the sum of squares of all images.
Deapodization and FOV Cropping
As described in section 2.9.2, deapodization is performed by division by the FT of the
Kaiser-Bessel kernel in each direction. Finally, the redundant periphery of the image
due to oversampling is cropped.
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8.2.7 Retrospective Resolution Adaption
In the following section, the previously described 3D GA radial sequence is applied to
retrospectively reconstruct data at resolutions which are adapted to the measured signal
time curves of a perfusion phantom.
Process of Resolution Adaption
The principle of retrospective resolution adaption is described in figure 8.7.
First, temporally equidistant images are reconstructed at low spatial/high temporal
resolutions, such that the initial signal time curves Sinit(r, t) at voxel positions r are
sampled sufficiently fast for high fitting accuracy. For each voxel within a chosen ROI,
the pharmacokinetic model is fitted to Sinit(r, t), resulting in fitted curves Sfit(r, t) and
low spatial resolution PK maps pinit.
From Sfit(r, t) of each voxel, sampling times {ti} are derived which have the highest
possible spatial resolution whilst preserving fitting accuracy. The choice of sampling
times will be described in detail in the next section.
Finally, images are reconstructed at the time points {ti} and the PK model is fitted
to generate the adaptive PK map padapt. The resolution of padapt may vary for different
parameters throughout the map.
Choice of Sampling Times and Corresponding Resolutions
It is assumed in this study that for accurate model fitting, the time points {ti} have
to be distributed such that 4 equidistant time points are placed at baseline, upslope
(including peak) and wash-out, respectively. This is visualized in figure 8.8.
Intervals of length Δti are defined such that the start and end points of each interval
lie in the middle between adjacent ti. The number of projections Npr within each interval
is determined by:
Npr =
Δti
TR
, (8.12)
where TR is the repetition time.
To determine the corresponding resolution for Npr given projections, it is assumed that
the GA radial profiles are approximately homogeneously distributed in k-space and that
data under-sampled by 90% still yield acceptable image quality. The latter assumption
is based on a work by Stehning et al [Stehning2004], in which it has been shown that
for MR angiography 12.5% under-sampling is feasible.
Using equation 2.36, describing the Nyquist criterion of uniformly spaced 3D radial
k-space data, the matrix size M can be derived, for which 10% of the Nyquist criterion
is met:
M =
√
10Npr/π. (8.13)
Since an integer value for M is required, the obtained value is rounded up. At a fixed
FOV, the isotropic spatial resolution Δx is given by: Δx = FOV/M .
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Figure 8.7: Process of resolution adaption: Equidistant low spatial/high temporal res-
olution images of voxel signal Sinit(r, t) are reconstructed. The PK model
is fitted to the data, providing fitted curves Sfit(r, t) and initial low spatial
resolution PK maps pinit. From the fitted curves Sfit(r, t), sampling times
{ti} are derived which yield the maximal spatial resolution whilst preserving
fitting accuracy. Data at times {ti} are reconstructed and PK maps padapt
are generated.
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Figure 8.8: Sampling times and corresponding resolutions: It is assumed that 4 equidis-
tant time points {ti} are required on the baseline, upslope and wash-out of
Sfit, respectively. From the length of intervals Δti with start and end point
between adjacent ti, the number of projections Npr and the corresponding
feasible resolutions Δx are derived.
With the perfusion phantom used, some curves with large onset times are only partially
acquired, such that large parts of the wash-out are missing. In that case, the number of
required time points is adjusted such that the spatial resolution never falls below that
of the initial low spatial resolution images.
Cluster Generation
To increase reconstruction speed, all curves Sfit(r, t) within the ROI are divided into
clusters of similar onset times τ and peak times tmax. In increments of Δt=25 s, the time
between 0 and the maximal possible τ -value is divided into intervals. The same is done
for tmax. All curves falling into the same τ - and tmax-interval form a cluster. For each
cluster, the mean curve Smean(t) is calculated. The sampling procedure as described
above is done based on Smean(t). The resulting sampling times {ti} are used for PK
map generation for all voxels having curves within the cluster. Two example clusters
with mean curves Smean(t) can be seen in figure 8.9.
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Figure 8.9: All fitted signal time curves Sfit of two clusters from perfusion phantom
and the resulting mean curves Smean(t) and the resulting sampling schemes
(dotted lines) for each cluster.
Image Scaling
Throughout the signal time curves, images are reconstructed at varying spatial reso-
lutions. Since during gridding a resolution-dependent number of profiles Npr is used,
different scaling factors are imposed due to varying density compensation functions.
To scale the signal intensity of image I1 reconstructed with Npr,1 profiles to image I2
reconstructed with Npr,2 profiles, the following rescaling has to be performed:
I1,sc = I1 · Npr,2
Npr,1
, (8.14)
where I1,sc is the scaled image I1.
This is investigated using phantom data of a water-filled sphere. Images with varying
numbers of profiles Npr = 625, 1000, 1250, 5000 at a constant spatial resolution (ma-
trix size M=64 at a FOV of 300 mm) are reconstructed and scaled to the image with
Npr=5000. For each image, signal profiles denoted as S625, S1000, S1250 and S5000, going
through the center of the sphere are shown in figure 8.10 a) and b) without and with
scaling.
Since a small shift is detected to remain in the phantom profiles after scaling, a
constant shift s is empirically determined by calculation of the mean difference of the
signal profiles to S5000 and division by the scaling factors given in equation 8.14. The
scaled and shifted phantom profiles are given in figure 8.10 c).
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Figure 8.10: Signal profiles of images of a water-filled sphere for varying numbers of pro-
files Npr= 625, 1000, 1250 and 5000 a) without scaling, b) scaled according
to equation 8.14, c) scaled and shifted by the constant shift s.
8.2.8 Comparison of Adaptive and Equidistant Schemes Using a Perfusion
Phantom
Using the sequence described in section 8.2.3, data of the perfusion phantom introduced
in chapter 6 are acquired for a total dynamic imaging time of Tdyn = 311.4 s (60.000
profiles).
Retrospectively Reconstructed Schemes
The phantom data are dynamically reconstructed to yield the following sampling schemes:
• High temporal/low spatial resolution (fast) with temporal resolution of Δt=6.5 s
and an isotropic spatial resolution of Δx=4.6 mm.
• Low temporal/high spatial resolution (slow) with temporal resolution of Δt=59.7
s and an isotropic spatial resolution of Δx=1.5mm.
• Adaptive temporal/spatial resolution as described in section 8.2.7 with a maxi-
mal temporal/spatial resolution of Δt=6.5 s/Δx=4.6 mm and a minimal tempo-
ral/spatial resolution of Δt=106.9 s/Δx=1.17 mm.
Generation of Pharmacokinetic Maps
As described in chapter 6, the dynamic changes of the perfusion phantom data can be
modeled using a gamma-variate function Γ(t), as given in equation 6.1. To generate
voxel-by-voxel PK maps of the retrospectively reconstructed data, the same steps as
described for the perfusion phantom in section 6.2.3 are performed.
Data Analysis
The resulting PK maps of the three schemes are visually compared. Additionally, for
the model fit of each voxel, χ2 as given in equation 4.2 with σi = 1, normalized by the
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number of dynamic samples N , is calculated, and χ2-maps are generated and visually
compared.
8.3 Results
In the following, the results of the gradient delay measurement and correction, the phase
correction and the retrospective resolution adaption are presented.
8.3.1 Gradient Delay and Phase Corrections
x y z
Δk [pixel] Δkx=0.419 Δky=0.203 Δkz=0.086
Δt [μs] Δtx=1.638 Δty=0.792 Δtz=0.335
Table 8.2: Measured mean k-space shifts Δk and resulting gradient delays Δt along the
x-, y- and z-axis.
The measured mean k-space shifts Δkx, Δky and Δkz for Nsamples=512 and mean
gradient delays Δtx, Δty and Δtz at a bandwidth of BWpixel=500 Hz/px are summarized
in table 8.2.
Images of a water-filled sphere and bottle without any corrections, with gradient delay
corrections and with combined gradient delay and phase corrections are shown in figure
8.11. In addition, difference images are displayed. Artifacts are indicated by red arrows.
A clear artifact reduction between uncorrected (a, f) and gradient delay corrected (b, g)
images is visible for both phantoms. This is as well evident from the difference images (d,
i). Only the artifacts marked by red arrows in b) and g) remain. Phase correction has less
impact on the images than gradient delay correction. However, when phase correction
is additionally applied to gradient delay corrected images (c, d), the remaining artifacts
are mitigated. This can more clearly be seen in the difference images e) and j).
For the spherical phantom, the ratio of the mean background and the mean phantom
signal of the whole 3D data set s is displayed in the images a), b) and c). A reduction
of 5.3% between a) and b) and a smaller reduction of 0.4% between b) and c) is found.
In the images, streaking artifacts are additionally visible due to undersampled data,
especially for the bottle.
8.3.2 Comparison of Adaptive and Equidistant Schemes Using a Perfusion
Phantom
The resulting pharmacokinetic maps for the parameters , τ , α, tmax and Γmax are shown
in figure 8.12 for the fast, slow and adaptive reconstruction.
It can be seen that fitting failures displaying very large values occur in the center
the maps (indicated by a white arrow for parameter α) for τ , α, Γmax and tmax for all
schemes.
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Figure 8.11: Images of a water-filled sphere and bottle a), f) uncorrected, b), g) with
gradient delay correction, c), h) with gradient delay and phase correction,
d), e), i), j) difference images. For both, gradient delay and phase correction,
an artifact reduction in the regions indicated by the red arrows is visible. For
the sphere, the ratio s of the mean background and mean phantom signal
is given. Additionally, streaking artifacts are visible due to undersampling.
Comparing the fast and the adaptive maps, all parameters of the adaptive maps show
a higher spatial resolution, displaying more fine structures. For τ , α, Γmax and tmax, the
adaptive reconstruction provides consistent results to the fast ones, the adaptive maps
appearing sharper compared to the fast maps. For , the maps are similar, however
structures vary more than for the other parameters.
For the slow data, significantly more fitting failures occur for the parameter maps of
, τ and α, in which the structures are hardly recognizable. For Γmax the results are
consistent to the two other schemes with the highest spatial resolution. For tmax, the
resolution is also highest, however, regions of very high peak times cannot be identified
anymore.
The χ2-maps of the fitted curves are shown in figure 8.13. It can be seen that χ2 of the
adaptive data is in average slightly higher but in general comparable to the ones from
the fast data. For the slow data, the χ2 map displays many very high values, indicating
fitting failures.
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Figure 8.12: Resulting PK maps of the Γ-parameters , τ , α, tmax and Γmax for the
retrospectively reconstructed slow, fast and adaptive data.
8.4 Discussion
In this chapter, a 3D golden angle radial sequence is implemented and gradient delay and
phase corrections are applied. Using the 3D GA radial sequence, data from a perfusion
phantom are acquired and retrospectively the resolution is adapted to clusters of similar
signal time curves. The resulting pharmacokinetic maps are compared to those obtained
with equidistant reconstructions of low and high temporal resolution. In the following,
the employed methods and results will be discussed.
8.4.1 Gradient Delay Corrections
Using an additional sequence, gradient delays are measured and used for k-space tra-
jectory correction during gridding. The order of magnitude of the measured gradient
delays is in agreement with those from other studies [Peters2003], [Robison2010]. Im-
age artifacts are clearly reduced when gradient delays are corrected for. This is also in
agreement with other works [Peters2003], [Robison2010], [Block2011].
These results suggest that the measured gradient delays can be used to correct for
gradient delays is all directions. Inaccuracies may arise from the curve interpolation
which is done in order to perform sub-voxel cross-correlation.
A drawback of the used method is that an additional sequence has to be run. However,
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Figure 8.13: Normalized χ2-maps of the a) slow, b) fast and c) adaptive data. It can be
seen that χ2 of b) and c) are comparable, whilst a) displays many very high
values, indicating fitting failures.
since only few k-space profiles along the axes are acquired, the duration of the sequence
is in the order of only a few seconds and, for the same scanner and sequence protocol,
has to be run only once. Another approach would be to incorporate the gradient delay
measurements into the imaging sequence, for example by acquiring each profile in both
directions or starting data acquisition already during the pre-phaser gradient. From the
additionally acquired information, gradient delays can be determined analogously to the
method used here.
In this study, the measured gradient delays are incorporated into the trajectory during
post-processing. However, this way k-space center is not exactly measured with each
profile and some signal is lost. A more exact approach, yielding higher signal, would be
to compensate for the delays when the gradients are played, as done by [Peters2003].
However, this was beyond the scope of this thesis.
When applying this method, it has to be furthermore kept in mind, that gradient
delays may not be time-invariant, as for example caused by gradient coil heating. This
was shown by [Brodsky2009]. Therefore, an improvement of the correction might be
given when gradient delay measurements are regularly updated.
Eventually, the assumption that gradient delays along random directions are linear
combinations of the delays along the x, y and z-axis might not be correct and lead to
inaccurate gradient delay estimations.
8.4.2 Phase Corrections in the Presence of Gradient Delays
A novel method for phase error correction incorporating gradient delays has been im-
plemented and shown to reduce image artifacts. In comparison to other works such as
[Brereton1989], [Brodsky2013], no additional measurement coils or reference acquisitions
are required. Instead, the needed information for correction are extracted directly from
the raw data. The correction algorithm itself is simple and straightforward to apply.
In a similar study, Moussavi et al [Moussavi2013] corrected 2D phase errors caused by
gradient-induced B0 eddy currents on the raw data, based on the assumption of a con-
stant phase shift for a certain gradient field. However, during correction it was not taken
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into account that profiles do no intersect in the center in the presence of gradient delays.
Since gradient delays are assumed to be exactly known in the used algorithm, the
accuracy of gradient delay measurement affects the quality of the phase correction. The
few artifacts which are still present after phase correction might arise from inaccurately
measured gradient delays. Another source of the remaining artifacts could be the ap-
proximations used during the calculation of the density compensation function, which
will be discussed below in more detail.
In the performed experiment, phases errors were relatively small compared to gradient
delay errors. In general, B0 effects are small for field strength ≤3T [Moussavi2013].
However, when going to higher field strengths, B0 effects increase. In that case, phase
error corrections might become more relevant. In a future work, the effects of the
presented method could be investigated for data acquired at higher field strengths.
The presented algorithm is based on the assumption that two points at very similar
spatial locations have the same phase. In the case of locally fast changing phases, this
approximation becomes invalid and the phase correction is not accurate. This problem
is enhanced by error propagation when a projection with erroneous phase is used as
reference profile.
It has to be furthermore noted that the result of the algorithm depends on the choice of
the initial reference profile. If multiple dynamic images are reconstructed, it is therefore
important to always employ the same initial reference projection. To optimize the phase
correction, it could be performed for various initial reference projections and the opti-
mal phase distribution could be determined by using for example maximum likelihood
estimators [Bevington2002]. This could be investigated in a future work.
8.4.3 Retrospective Resolution Adaption
In summary, retrospective resolution adaption of 3D GA radial data has been shown
to be feasible using a perfusion phantom. The fitting accuracy of the adaptive data is
comparable to those of a high temporal/low spatial resolution reconstruction. Compared
to a low temporal/high spatial resolution reconstruction, the adaptive data show bet-
ter fitting performance. The poor fitting accuracy of the slow data arises from missing
important time points as it was shown in simulation is chapter 5. With the adaptive
schemes, onset time and upslope are sampled correctly, improving fitting stability. The
mean spatial resolution of the adaptive data lies between those of the two other recon-
structions.
In a similar study, Grimm et al [Grimm2014] reconstructed dynamic DCE MRI golden
angle “stack of stars” data at two different temporal resolutions to save computational
time. They found that reconstruction time was significantly reduced at a preserved
fitting accuracy. Here, this approach is extended to arbitrary resolutions to regionally
optimize fitting accuracy. Furthermore, instead of “stack of stars”, a true 3D radial
trajectory is employed.
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Retrospective resolution adaption is performed on data which are acquired from the
perfusion phantom described in chapter 6. The model used to quantify the phantom is a
gamma-variate function, which shows relatively fast changes during upslope and wash-
out. Consequently, not a large amount of spatial resolution can be exploited. Typical
DCE MRI data, which are for example modeled using [Tofts1991], exhibit a slower wash-
out. In that case, higher spatial resolutions probably could be achieved due to partially
slower curve changes. In a future work, this could be investigated using clinical data or
a phantom, in which tissue curves are more realistically modeled.
For large onset times, the phantom curves are only partially sampled, only acquir-
ing the baseline and parts of the onset. Here, the fitting fails because of the missing
data. However, this limitation is only caused by the timing of the phantom and data
acquisition, and should not be relevant for clinical applications.
In the used gridding reconstruction, the density compensation function is just an
approximation based on simplifications of the distribution of profiles used for fast and
easier calculation. The assumption that profiles show a perfectly uniform distribution
is not true for golden angles. Especially for a small number of profiles, this may cause
errors. Another assumption is that no gradient delays occur, which is also not true
and might change the density compensation function, mainly in the k-space center. To
prevent these errors, Voronoi diagrams could be used instead for density compensation
calculation. However, due to very long calculation times of Voronoi algorithms for a
large number of samples, the geometric approximation is used here.
For image reconstruction, gridding is employed which is a very basic reconstruction
technique. For under-sampled data, aliasing manifests itself as streaking artifacts which
may corrupt fitting accuracy. To guarantee acceptable image quality at higher spatial
resolutions, a relatively large amount of profiles is required. When contrast changes
occur during acquisition, this may lead to temporal blurring. Therefore, a compromise
between temporal blurring, image resolution and streaking artifacts has to be found and
can be freely chosen.
However, gridding can be replaced by more advanced reconstruction techniques such as
non-Cartesian parallel imaging [Pruessmann1999] or compressed sensing [Donoho2006].
They allow for a reduction of aliasing artifacts and acceleration of imaging. Due to faster
imaging, these methods also prevent temporal blurring. Another approach would be to
post-process k-space data similar to as it is done using KWIC [Song2004]. A filter is
applied such that only profiles close to the time point of interest contribute to image
contrast. A trade-off between degree of temporal blurring and loss in SNR can be chosen
flexibly.
The origin of the reported scaling problem of the shift for different profile numbers
has not been solved in this work. Since it causes only a small discontinuity in the signal
time curves, it is tolerated here. However, for future works it should be more thoroughly
investigated.
To save computation time during retrospective reconstruction, the algorithm is applied
to clusters of similar curves. In this study, clusters are chosen based on similar onset and
peak times. This is a very basic method and is chosen because of its straightforwardness.
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However, since the step size of the intervals are relatively large with Δt=25 s, the
deviations of the onset and peak times with respect to the mean curves can potentially
be large. Instead, more advanced algorithms for cluster generation such as k-means
[Everitt2011] could be chosen.
The choice of sampling times being 4 time points each on baseline, upslope and wash-
out are considered as required sampling scheme here. However, this is just an estimation
based on experience from previous fitting testing. A better approach would be to employ
optimal sampling design as it was done for the Tofts model in chapter 4.
In the current experiment, no ground truth for PK maps is available. Fitting accuracy
is estimated by comparing the χ2 maps to the one calculated from the slow temporal
resolution data, which is assumed to provide accurate fitting. Spatial resolution can only
be evaluated by investigating the amount of details in the maps and the data consis-
tency. For an analysis with a known ground truth, the simulations of chapter 5 could
be repeated with the 3D GA radial sampling schemes.
A general advantage of the 3D GA radial sequence is that central k-space is acquired
with each projection and therefore a large amount of contrast information is present in
the dynamic data. In comparison, for Cartesian data only comparably few lines cross
k-space center and contrast information cannot be recovered once it is missed.
The golden angles allow for flexible reconstruction at arbitrary time points which is a
large advantage in order to optimally sample signal time curves. Especially the fact that
optimal sampling can be regionally adapted is of importance in situations of tumors with
largely heterogeneous pharmacokinetic properties, as for example varying onset times.
Another scenario would be multiple lesions within the FOV. This is an advantage over
the AURA sequence described in chapter 7, in which the resolution is adapted only to
the mean signal time curve. For single voxels, sampling of the AURA data might be still
unsuitable for fitting, for example due to missing the onset time.
Another benefit of radial compared to Cartesian sequences is that relatively fast dy-
namic imaging is feasible since a high degree of under-sampling is normally tolerable. For
example using the acquired data, model fitting is possible despite an under-sampling of
90%. This is the case since in many applications streaking artifacts corrupt image qual-
ity less than the Cartesian wrap-around artifacts as for example shown by [Peters2000],
[Peters2001], [Shankaranarayanan2001]. With the current sequence, a 3D volume with
a FOV of 300 mm can be acquired at an isotropic spatial resolution of Δx=4.6 mm in
6.5 s and at Δx=2.3 mm in 26 s. The given numbers are still without the usage of par-
allel reconstruction, which will yield an acceleration factor of 8 or more. Furthermore,
radial sequences are relatively insensitive to motion artifacts. Additionally, the profile
going through k-space center each time can be used for self-navigated motion correction
[Welch2004].
However, radial sequences also require more data by a factor of π to satisfy the Nyquist
criterion compared to Cartesian images. Additionally, artifacts typical for radial imaging
need to be taken care of such as gradient delay and phase errors, which was investigated
in chapter 8.2.4 and 8.2.5. They can be corrected for, however, additional measurements
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and reconstruction steps are necessary. Finally, non-Cartesian reconstruction is more
complicated and time-consuming than Cartesian data reconstruction.
A general problem of concatenating different resolutions are varying partial volume
effects. They could adversely affect fitting accuracy.
In clinical routine, one of the advantages of the 3D GA radial sequence would be that
exact timing of sequence starting time and contrast agent injection are not important
anymore, since the onset time can be retrospectively recovered.
To bring the 3D GA radial sequence into clinical usage, however, first some further
steps need to be completed. Example patient data need to be acquired to determine
the SNR and amount of under-sampling tolerable in clinical data to preserve accept-
able image quality. Probably parallel reconstruction will be inevitable to yield sufficient
imaging speed. As for now, the computational reconstruction time is too high for clinical
routine. To speed up the reconstruction process, the calculation could be implemented
on a graphics processing unit, for example as done by [Nam2013].
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DCE MRI is used in oncology for lesion diagnosis and classification, and is still a topic
of active research. Especially for breast lesions, a standard method for diagnosis is not
yet established. One approach is to apply pharmacokinetic modeling to the data to
obtain quantitative and physiologically-relevant parameters that reflect the underlying
vasculature [Jackson2005]. For accurate fitting results, a high temporal resolution is
required [Henderson1998]. However, tumors are inherently heterogeneous and therefore
high spatial resolution is also desirable to depict spatial variations within the lesion. An
alternative approach is to acquire high spatial resolution images to extract morphological
features, which play an important role in diagnosis [Kuhl2005]. However, in MRI high
temporal and spatial resolution are inherently not compatible and a compromise has to
be found.
Most studies acquire images at a constant temporal resolution. However, different
phases of the dynamic signal time curves are governed by different physiological pro-
cesses. Some time points have more relevance than others for the determination of
certain pharmacokinetic parameters. Therefore, a compromise between high spatial and
temporal resolution can be found by using adaptive schemes, which sample data faster
during intervals which are important for accurate model fitting, and otherwise exploit
high spatial resolution.
Some studies exist which indicate that combining high and low temporal resolution
acquisitions within the same DCE MRI investigation can be of advantage for diagnostic
accuracy [Vomweg2004], [Veltman2008], [Pinker2009], [Jansen2010], [Mann2011]. All of
these studies have in common that rapid sampling occurs during the fast early con-
trast agent kinetics. At later time points, during contrast agent wash-out, the sampling
schemes switch to low temporal resolutions to allow for morphological evaluation when
there is still a large amount of contrast agent present in the lesion. However, these
adaptive sequences are still a relative new area of research and many questions remain
unanswered. In this thesis, different problems of adaptive sequences are addressed,
which are related to the accuracy of model fitting and the spatial resolution which can
be achieved. The investigated aspects are summarized, the main issues are discussed
and the works are concluded one by one in the following.
In previous clinical studies the temporal resolutions were changed at intuitively chosen
time points based on experience. The key problem addressed in chapter 4 was to derive,
using optimal sampling theory, where fast sampling is needed for accurate Tofts model
[Tofts1991] fitting and where slower sampling is sufficient.
For typical breast DCE MRI parameters, it was found that high temporal resolution
during the first 2 min after the onset time of contrast agent is advantageous for high
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fitting accuracy, whilst images at later time points can be exploited for morphological
imaging at high spatial resolution. It was shown as well that optimized sampling schemes
perform better in terms of model fitting than equidistant sampling schemes for a small
number of samples and comparable for a large number of samples. Additionally, it was
found that for the number of samples being higher than a certain number, the parameter
accuracy is mainly governed by the noise standard deviation of each data point.
The used methods have previously been applied to Arterial Spin Labeling [Xie2008].
However, with Arterial Spin Labeling, data can be repeatedly sampled at all time points
throughout the curve. The novelty of this work lies in the adaption to DCE MRI, which
imposes the constraints that time points have to be acquired in a chronological order with
a minimal time interval between them. It is important to notice that the obtained results
are only valid for the Tofts model and the assumed underlying parameter distribution.
However, this method can potentially be applied straightforwardly to different parameter
sets and models. Yet, with the parameters assumed in this study, the results are in
good agreement with the improved diagnostic performance of clinical studies for similar
sampling schemes [Pinker2005], [Jansen2010], [Mann2011].
In conclusion, as an estimate, fast sampling during the initial 2 min after the onset
time is recommended for breast DCE MRI, slow acquisition high spatial resolution dur-
ing later time points. The more information about the underlying model and parameter
distribution are available, the better the optimal sampling scheme can be tailored. Data
noise has a high influence on fitting accuracy and should be kept as small as possible.
After having derived in chapter 4 where fast sampling is required, one of the natural
following question is how to optimally achieve fast sampling during these intervals. This
problem is addressed in chapter 5. A common way to decrease acquisition time during the
initial kinetics phase is to omit certain k-space data and employ view-sharing methods
as described in chapter 3 to estimate the missing data. This potentially degrades image
quality in the form of temporal blurring from the view-sharing methods. Consequently,
fitting errors are introduced due to this image degradation. A compromise between
the gain in fitting accuracy due to accelerated imaging and the accompanying image
degradation has to be found. In this simulation study using a numerical phantom,
different view-sharing acceleration strategies to achieve a high temporal resolution during
the onset time and initial kinetics are compared in terms of their influence on the Tofts
model parameters Ktrans, ve and τ .
First, the results from chapter 4 could be confirmed by implementing an idealized
acquisition scheme providing acceleration but no image degradation. Sampling during
the onset and initial kinetics significantly yielded improved fitting accuracy with few
systematic errors. All realistic view-sharing methods imposed larger systematic fitting
errors, characteristic for each scheme. All schemes showed the common tendency to
underestimate Ktrans especially for small structures, which bears the danger of under-
estimation the malignancy of a small tumor and misclassifying it as benign lesion. For
the employed phantom the scheme called modTRICKS, a combination between TRICKS
[Korosec1996] and Keyhole [Vaals1993] provided the best fitting performance, being clos-
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est to the idealized case. It was additionally found that data noise has a high impact on
fitting accuracy which is in good agreement with the results from chapter 4.
Other studies have investigated fitting accuracy based on simulations [Laue2010],
[Heisen2010], however this was the first work to investigate the effects of different k-
space view-sharing methods on fitting accuracy of adaptive schemes. It should be kept
in mind that this is only a simulation study, not taking into account many factors of a
realistic environment which may further influence fitting accuracy. Yet, estimates and
tendencies can be obtained from these simulations.
In conclusion, it was found that different view-sharing methods impose different sys-
tematic fitting errors which all have the potential to underestimate Ktrans. This should
be kept in mind during diagnosis. From the compared schemes, modTRICKS is recom-
mended. Furthermore, for accurate fitting, noise should be kept as low as possible.
In chapters 7 and 8, sequences were developed which will be described in the following
paragraphs. Due to ethical constraints, the investigation of these sequences could not
be performed in patients. For that purpose, a phantom was designed in chapter 6.
The main demands to the phantom were the possibility to inject contrast agent, to yield
quantifiable signal time curves with temporal changes in the order of typical breast DCE
MRI data, to show a heterogeneous parameter distribution and to provide reproducible
results. This could be achieved by employing a sponge, which was connected via a hose to
an inflowing water source of constant flow velocity and a second hose allowing outflowing
water to leave the sponge. Contrast agent was manually injected into the inflowing hose.
Signal time curves could be quantified using a gamma-variate function [Chan2004] and
a heterogeneous behavior of the parameters was monitored due to different densities of
the sponge. Dynamic changes were in the order of approximately 3-4 min and fitting
results were found to be relatively reproducible.
In general, there is a lack of reliable and useful perfusion phantoms in the MR commu-
nity. Only few publications exist such as [Ebrahimi2010], [Driscoll2011], [Freed2011] and
even fewer phantoms are commercially available and are generally difficult to rebuild.
Yet, perfusion phantoms are very important for sequence development. The presented
phantom here has the advantage to be very cheap and easy to implement. However,
the largest drawback of the phantom for the current application is that quantitative
description is not given by a multi-compartment model such as the Tofts model showing
a slower wash-out typical for DCE MRI tissue curves. However, for sequence investiga-
tion and providing proofs of principle, a phantom with the given properties was sufficient.
In both, chapter 4 and 5, the importance of rapid data acquisition at the onset time and
the subsequent upslope has been highlighted. However, the onset time is dependent on
the physiological condition of the patient and the timing of imaging relative to contrast
agent injection, and therefore it is not know prior to imaging when to start fast sampling.
The same applies to the beginning of the wash-out phase. The results of chapter 4
indicate that fast sampling should occur for 2 min after the onset time. However, this is
just an estimate for the assumed underlying parameter distribution in chapter 4, which
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can largely vary from tumor to tumor. If the sequence switches too late to high spatial
resolutions, contrast agent could be partially washed out, and important architectural
features might be missed. In the current clinical sequences, resolution changes occur at
fixed predefined time points. These rigid implementations do not allow for adaption to
patient-specific sampling requirements.
In chapter 7, this problem was addressed by developing an automatic resolution adap-
tion (AURA) sequence, which can react to individual patient sampling curves. Acquired
dynamic data are analyzed in real-time to find the onset and the beginning of the wash-
out and consequently temporal resolution is automatically adapted by alteration of spa-
tial resolution. Using the perfusion phantom described in chapter 6, adaption criteria
could be defined, which successfully worked for onset and peak detection. Acquiring
phantom data, the AURA sequence was compared to two equidistant sequences, one
acquiring only high temporal, the other only high spatial resolution. It could be shown
that the fitting performance of the AURA sequence provided comparable results to that
of the fast sequence. Additionally, using AURA, high spatial resolution images could
be reliably acquired directly after the contrast agent peak, whilst contrast agent was
partially washed out using the slow sequence.
In a previous study, real-time automatic contrast agent bolus detection in vessels
was introduced [Goto2013]. In this work, this concept was for the first time extended
to the application of adaptive DCE MRI sequences. The retrieved information from
bolus tracking were used for real-time resolution adaption. A principal drawback of
the AURA sequence is that resolutions are only globally adapted to the mean signal
time curves. However, in heterogeneous lesions, the onset and peak times might show
regional variations. In that case, important time points during the initial kinetics might
be missed in some regions, leading to fitting inaccuracies, as was shown in chapter 5.
To conclude, an “intelligent” resolution adaptive DCE MRI sequence was developed,
which provides both, high fitting accuracy and high spatial resolution images close to
the signal peak. The promising phantom results suggest that this approach should be
extended to in vivo applications.
As discussed in chapter 7, an inherent problem of globally adapted sequences is that
imaging might be not optimized for all signal times curves within a heterogeneous lesion.
The onset and peak times may vary from voxel to voxel, leading to different optimal
time points of resolution changes. Additionally, the highest possible allowed resolutions
whilst still preserving fitting accuracy may regionally vary for different signal time curves.
Therefore, an alternative approach to the AURA sequence to overcome this problem is
investigated in chapter 8 using retrospective resolution adaption. A 3D golden angle
radial sequence [Chan2009] acquires k-space center and hence contrast information with
each profile. Additionally, due to the golden angles, images can be reconstructed at
arbitrary time points with arbitrary spatial/temporal resolution. In this work, a 3D
golden angle radial sequence is used to adapt the spatial resolution to the signal time
curves on a voxel-specific basis to achieve the maximal feasible spatial resolution whilst
preserving fitting accuracy.
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Using the perfusion phantom described in chapter 6, it could be shown that retrospec-
tive resolution adaption is feasible. The fitting accuracy of the adaptive reconstruction
was comparable to that of a reconstruction with low spatial and high temporal resolution.
However, an improvement of the spatial resolution for all parameters was achieved.
A 3D sequence based on 2D golden angle “stack of stars” DCE MRI was used in a
recent study, in which data were reconstructed at two different temporal resolutions to
save reconstruction time [Grimm2014] with unchanged fitting accuracy. In this work,
this approach was extended to arbitrary resolutions with the aim to regionally optimize
spatial resolution whilst preserving fitting accuracy. Furthermore, instead of “stack of
stars”, a true 3D radial trajectory was employed. Drawbacks of the method are long
reconstruction times, artifacts which are not problematic in Cartesian imaging such as
gradient delay and phase errors and more required data to fulfill the Nyquist criterion
than for Cartesian imaging. Due to these reasons, the employment of sequences such as
the AURA sequence might be more practical and it has to be investigated if the error
caused due to regional pharmacokinetic differences justifies the drawbacks of 3D radial
sequence.
In conclusion, in a proof-of-concept study, the retrospective resolution adaption using
a 3D golden angle sequence has been shown to be a promising method to optimize spa-
tial resolution whilst preserving fitting accuracy, especially for heterogeneous parameter
distributions. Based on the results it is suggested that this method should be further
investigated.
Future Work
This work should be seen as basic research and is by no means a finished project. Rather,
the foundation for many interesting and promising future projects was laid with the po-
tential to be one day ready for clinical applications. But until then, remaining problems
still need to be solved and methods need to be refined.
The adaptive simulations in chapter 5 could be extended and improved. The used
methods could be straightforwardly applied to view-sharing methods which were not
taken into account in this work. The effects of the 3D radial sequences used in chapter
8 could be simulated to compare the results of the employed radial reconstruction to a
known ground truth. Instead of using view-sharing methods, which are relatively basic
techniques to speed up imaging, more advanced methods such as parallel imaging or
compressed sensing could be simulated. By better mimicking realistic processes, the
effects of other sources of fitting errors such as field inhomogeneities, motion, temporal
blurring during imaging, or varying onset times throughout the phantom could be in-
vestigated.
The signal time curves of the perfusion phantom described in chapter 6 were modeled
using a gamma-variate function. The next steps could be to extend the phantom set
up such that typical multi-compartmental DCE MRI signal time curves are provided.
This could be for example done by adding a filter on top of the sponge, mimicking a
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permeable wall between two compartments.
A large drawback of the current phantom is that no ground truth is provided. A very
interesting future project would be to replace the sponge with a more refined known
structure for which the ground truth can be derived. This could be achieved for ex-
ample using 3D printers, as suggested by [Oliver-Taylor2011]. However, as for today,
printing structures as small as capillaries is still impossible on commercially available
printers. However, 3D printing technologies are in rapid development and might be very
promising for phantom generation in the near future.
For the AURA sequence, first of all, the remaining internal scaling problem needs to
be solved. The next steps could be to implement better acceleration techniques instead
of just changing the spatial resolution and using zero-filling. For example, the view-
sharing method modTRICKS, which showed the best performance in terms of model
fitting out of the compared schemes in chapter 5, could be implemented. As well, more
advanced acceleration techniques such as parallel imaging or compressed sensing could
be employed. So far, adaption criteria were only found for the perfusion phantom. These
criteria should be extended to in vivo applications. For that, more refined bolus track-
ing methods need to be investigated. Since spatial information needs to be taken into
account due to enhancing regions outside the region of interest, analysis should be done
on reconstructed images rather than on k-space data. For example Kalman-filters could
be considered as tracking algorithms [Kalman1960]. Furthermore, for first clinical ex-
periments, until reliable adaption criteria are found, a manual “switch button” should
be implemented to prevent data loss in case of automatic adaption failure. Another
future work could be to employ a larger choice of possible resolutions rather than only
the three given options. This way, adaption could be done in a better tailored fashion.
For the retrospective radial reconstruction, the remaining scaling problem should
solved. The next steps towards acquiring in vivo data could be to implement par-
allel reconstruction, yielding a minimal acceleration factor of 2 in each direction or
allowing higher spatial resolutions. Finally, more sophisticated algorithms for cluster
generation, such as k-means [Everitt2011] could be employed. The problem of very long
reconstruction times could be improved by using a graphics card implementation of the
reconstruction process as done by [Nam2013].
Appendix A
For the literature search for physiologically realistic Toft model parameters only publi-
cations are taken into account which fulfill the following criteria:
• The values are measured in humans.
• The organ of interest is the breast.
• Absolute PK parameter values are given.
• Images are acquired with high temporal resolution(<20s).
• Many patients or lesions are taken into account(#>10).
A summary of the included publications can be found in table 9.1, which contains the
reference, the number of patients and lesions, the measured PK parameter values, the
model, the temporal resolution and the year of publication. Cut-off values are values
which separate benign and malignant parameter ranges.
The results from table 9.1 are briefly summarized here.
Ktrans:
Taking all publications into account, the overall range of measured values is 0.07 ≤
Ktrans ≤ 4.0. A distinction is made between healthy, benign and malignant tissue. Only
one publication measuring healthy tissue values is found with a mean of Ktrans = 0.07.
Benign values range from 0.22 ≤ Ktrans ≤ 1.5, malignant values from 0.5 ≤ Ktrans ≤ 4.0.
In all publications the mean value of malignant lesions is higher than that of benign
lesions.
ve:
The overall range of measured values is 0.08 ≤ ve ≤ 0.9. As for Ktrans a distinction
between benign and malignant values is made. Only one publication measured healthy
tissue values with ve = 0.08. Benign values range from 0.2 ≤ ve ≤ 0.6. Malignant values
range from 0.4 ≤ ve ≤ 0.9. In all publications the malignant values are higher than the
benign and healthy values. Fewer values are found in comparison to Ktrans.
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Appendix B
Tofts Model Sensitivity Functions
The sensitivity functions ζK(t), ζv(t) and ζτ (t) of the Tofts model are the first partial
derivatives of the concentration time curve C(t) with respect to the parameters Ktrans,
ve and τ are given by:
ζK =
∂C(t)
∂Ktrans
, ζv =
∂C(t)
∂ve
, ζτ =
∂C(t)
∂τ
. (9.1)
The derivatives are calculated using Mathematica 8 [Wolfram Research, Inc., Cham-
paign, Illinois, USA]. The analytical solutions of the sensitivity functions are shown in
the following.
ζK(t):
if t < τ : ∂C(t)
∂Ktrans
= 0
if t ≥ τ :
∂C(t)
∂Ktrans
= D · [ a1e
−m1(t−τ)
Ktrans
ve
− m1
+ a2e
−m2(t−τ)
Ktrans
ve
− m2
− e− K
trans(t−τ)
ve
· ( a1
Ktrans
ve
− m1
+ a2
Ktrans
ve
− m2
− a1K
trans
(Ktransve − m1)2ve
− a2K
trans
(Ktransve − m2)2ve
)
− a1K
transe−m1(t−τ)
(Ktransve − m1)2ve
− a2K
transe−m2(t−τ)
(Ktransve − m2)2ve
+
te−
Ktrans
ve
(t−τ) a1Ktrans
Ktrans
ve
− m1
+ a2K
trans(t − τ)
(Ktransve − m2)ve
]
(9.2)
ζv(t):
if t < τ : ∂C(t)
∂ve
= 0
if t ≥ τ :
∂C(t)
∂ve
= D · [−e− K
trans
ve
(t−τ)( a1(K
trans)2
(Ktransve − m1)2v2e
+ a2(K
trans)2
(Ktransve − m2)2v2e
)+
a1e−m1(t−τ)(Ktrans)2
(Ktransve − m1)2v2e
+ a2e
−m2(t−τ)(Ktrans)2
(Ktransve − m2)2v2e
−
e−
Ktrans
ve
(t−τ)Ktrans( a1K
trans
Ktrans
ve
− m1
+ a2K
trans
Ktrans
ve
− m2
)(t − τ)
v2e
]
(9.3)
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ζτ (t):
if t < τ : ∂C(t)
∂τ
= 0
if t ≥ τ :
∂C(t)
∂τ
= D · [a1K
transm1e−m1(t−τ)
Ktrans
ve
− m1
+ a2K
transm2e−m2(t−τ)
Ktrans
ve
− m2
+
1
ve
e−
Ktrans
ve
(t−τ)(t − τ)Ktrans( a1K
trans
Ktrans
ve
− m1
+ a2K
trans
Ktrans
ve
− m2
)]
(9.4)
Appendix C
In the sequence environment data with the matrix size of the current scheme are ac-
quired and forwarded to the reconstruction environment, where they are evaluated and
reconstructed. The real-time feedback mechanism within the reconstruction environ-
ment evaluates the incoming k-space for predefined feedback criteria. The result of the
evaluation determines the scheme to be used for the next dynamic acquisition.
A detailed implementation is visualized in the flow chart in figure 9.1 and will be ex-
plained in the following step by step.
The following variables are used in the flow chart:
• currScheme describes the current scheme, which can take values 1-4 and represent
the schemes BL, OD, IK and WO described in section 7. They vary regarding the
temporal/spatial resolution.
• rep is an index which keeps track of the current repetition, starting at 0.
• FBReceive is a boolean flag within the sequence environment, which takes the value
false when feedback has not been received from the reconstruction environment
and true if feedback has been received.
• currCond is an boolean flag in the reconstruction environment which is true when
a certain if -condition is fulfilled and false if it is not. The if -condition is applied
to the acquired k-space data is dependent on currScheme.
• continueScan is a boolean flag set in the reconstruction environment which is true if
imaging continues after the current acquisition and false if the currently evaluated
image is the last acquired image in the dynamic scan.
• Matrix size defines the matrix size of the next image to be acquired. It is dependent
on the current scheme.
• RTFBData is a data struct which is sent from the reconstruction environment
to the sequence environment. It contains the variable currScheme and the flag
continueScan.
Initially, the current scheme is set to currScheme = 1, which correspond to a matrix
size of MBLxMBL. The repetition index is rep = 0 and the boolean flag FBReceive,
which indicates that feedback has been received from the reconstruction environment,
is false. In the next step data are acquired based on these settings. Afterwards the
sequence pauses and waits for a wakeup signal from the RTFB mechanism, whilst the
acquired k-space data are forwarded line by line to the reconstruction environment.
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Within the reconstruction environment, the incoming k-space data are evaluated if
they fulfill the condition currCond = 1. For scheme 1, currCond = true if rep > NBL.
For rep = 0, corrCond is false. Consequently, currScheme and currCond remain
unchanged for the next acquisition. Additionally to real-time evaluation, the data are
reconstructed according to the reconstruction required for data acquired with scheme 1.
The RTFBData send the information currScheme = 1, which corresponds to a
matrix size of MBLxMBL, for the next acquisition back to the sequence environment.
Additionally, since this is not the last dynamic aquisition, continueScan = true is
forwarded as well to the sequence environment.
Upon arrival of the RTFBData within the sequence environment the flag FBReceive
is updated to true. The repetition index is incremented by 1 and the sequence is prepared
anew for data acquisition according to scheme 1.
This process is repeated until currCond = 1 is true which is the case when NBL images
have been acquired. In that case, currScheme and currCond are each incremented by
1. RTFBData are updated to currScheme = 2 with corresponding matrix size of
MODxMBL. The flag continueScan remains true. Again, RTFBData are received in
the sequence environment and rep is incremented. This time the sequence is prepared
according to scheme 2.
Again, after data acquisition the k-space data are evaluated, this time according to
currCond = 2, which is used for onset detection. As long as currCond = 2 is false,
images are continued to be acquired with scheme 2. If currCond = 2 is true, currScheme
and currCond are incremented by 1 and continueScan = true remains. Scheme 3 and
scheme 4 are handled analogously, using the RTFBData defined in the lower part of
the reconstruction environment box in figure 9.1.
When the last image of scheme 4 has been acquired, the flag continueScan is switched
to false and sent via the RTFBData back to the sequence environment. In this case the
sequence stops the dynamic scan.
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Figure 9.1: Detailed flow chart of the real-time resolution adaption process on the scan-
ner.
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Appendix D
Conversion from Signal Intensity to Concentration
The conversion from signal to concentration can be for example done using a variable
flip angle approach as suggested by [Wang1987]. For that, before contrast agent admin-
istration, two baseline datasets are acquired, one being ρ-weighted with signal Sρw and
flip angle θρw, the other being T1-weighted with the signal ST1w,pre acquired at the flip
angle θT1w. The dynamic signal acquired after contrast administration is denoted by
ST1w,pre and acquired at the same flip angle θT1w.
In the following equations, the variables used are: M0 is the equilibrium magnetiza-
tion, TR is the repetition time, T1(0) is the native T1-relaxation time before contrast
agent, T1(t) is the dynamic relaxation time after contrast agent injection, r1 is the re-
laxivity of contrast agent and C(t) is the contrast agent concentration. TE is assumed
to be very short and therefore T ∗2 decay is assumed to be negligible.
The signal Sρw of the ρ-weighted image can be written as:
Sρw = M0
(1 − e− TRT1(0) )sinθρw
1 − e− TRT1(0) cosθρw
. (9.5)
The signal ST1w,pre of the T1-weighted image prior to contrast agent arrival is given by:
ST1w,pre = M0
(1 − e− TRT1(0) )sinθT1w
1 − e− TRT1(0) cosθT1w
. (9.6)
These are two equations with two unknowns M0 and T1(0), which can be resolved as
follows. T1(0) is given by:
T1(0) = − TR
ln(b) , (9.7)
with
b = (a − 1)
acosθT1w − cosθρ
, (9.8)
and
a = ST1w,presinθρ
SρsinθT1w
. (9.9)
With the derived T1(0), M0 can be straightforwardly calculated for example from
equation 9.5.
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The signal ST1w,post after contrast agent onset is given by:
ST1w,post = M0
(1 − e− TRT1(t) )sinθT1w
1 − e− TRT1(t) cosθT1w
. (9.10)
With the knowledge of M0, T1(t) can be determined according to:
T1(t) = − TR
ln(c) , (9.11)
with
c = ST1w,pre − M0sinθT1w
ST1w,precosθT1w − M0sinθT1w
. (9.12)
Finally, rewriting equation 5.1, C(t) can be obtained from T1(t) by the relation:
C(t) =
1
T1(t) − 1T1,0
r1
. (9.13)
Abbreviations
2D Two-dimensional
3D Three-dimensional
AATH Adiabatic approximation tissue homogeneity
ADC Analog-to-digital converter
AIF Arterial input function
AUC Area under curve
AUGC Area under gadolinium curve
AURA Automatic resolution adaption
BL Baseline
BW Bandwidth
CA Contrast agent
CURE continuous update with random encoding
DCE Dynamic contrast-enhanced
DCF Density compensation function
DFT Discrete Fourier transform
DP Distribution parameter
DSC Dynamic susceptibility contrast
EDS Equidistant sampling scheme
EES Extravascular extracellular space
FE Frequency encoding
FFT Fast Fourier transform
FOV Field of view
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FT Fourier transform
GA Golden angle
Gd-DTPA Gadopentetat-Dimeglumin
GRAPPA Generalized auto-calibrating partially parallel acquisition
GRE Gradient recalled echo
GT Ground truth
Hct Hematocrit
ICE Image Reconstruction Environment
ICS Intracellular space
IDEA Integrated Development Environment for MR Applications
IFT Inverse Fourier transform
IK Initial kinetics
IVPS Intravascular plasma space
IVS Intravascular space
KWIC k-space weighted image contrast
MRI Magnetic resonance imaging
NMR Nuclear magnetic resonance
OD Onset detection
OSS Optimal sampling scheme
PE Phase encoding
PK Pharmacokinetic
PR Projection reconstruction
PSF Point spread function
RF Radio frequency
RO Read out
ROI Region of interest
RR Reference region
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SENSE Sensitivity encoding
SNR Signal-to-noise ratio
ss Slice selection
SSFP Steady-state free precession
T1 Longitudinal relaxation time
T2 Transverse relaxation time
TE Echo time
TH Tissue homogeneity
TP Time point
TR Repetition time
TRICKS Time-resolved imaging of contrast kinetics
US Under-sampled
WO Wash-out
TWIST time-resolved angiography with stochastic trajectories
Units:
C Coulomb
eV Electron volt
g Gram
Hz Hertz
J Joule
K Kelvin
l Liter
m Meter
min Minute
Mol Mol
px Pixel
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s Second
sr Steradiant
T Tesla
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