INTRODUCTION
In the information era, Intensive Care Units (ICU) are a particularly attractive area for the use of Data Mining (DM) techniques. Large quantities of clinical data is produced and stored every day. However, the databases may have valuable unknown information regarding the patient's prognosis. Human medical data is the most rewarding and complicated of all biological data to mine and analyze (Cios, 2002) . Critical patients' condition is so complex that sometimes even doctors find it hard to decide about the most adequate procedure to provide them the best health care possible. Despite of the patient's vital signs being constantly monitored, they only serve as alarms to inform when a patient's condition is deteriorated; they don't have the capability of predicting those conditions, leading to a reactive attitude of the medical staff. Subsequently, the challenge is to use DM techniques to discover unknown patterns and to predict dysfunction and organ failure, as well as the patient's outcome in a timely manner, so that physicians may have a proactive attitude towards the patients' best interest. Hence the new approach of hourly prediction. The use of DM techniques in the medical arena has been gaining an increasing interest by researchers but, despite the high expectatives, its application in real world settings has been limited (Bellazzi, 2008) . To fill this gap, we are developing the INTCare system (Santos, 2006) , (Gago, 2006) , , an Intelligent Decision Support System (IDSS) (Gago, 2008 ) that makes uses of DM techniques for predicting organ failure and outcome for the next hour. INTCare (PTDC/EIA/72819/2006) has evolved greatly and it is currently being tested in Hospital Geral de santo António (HGSA), Porto, portugal. The purpose of this paper is to present the new DM models generated with data collected in the ICU of HGSA, in real-time for hourly prediction of organ failure and outcome.
Section 2 presents an overview on prediction of organ failure and outcome and previous work, as well as the INTCare system. Section 3 describes the data modelling for the creation of the DM models for each organ system and outcome. Later, it presents the results, whose predictive performance is discussed in section 4. Section 5 concludes this paper with some considerations regarding this study and it is pointed the future work.
BACKGROUND AND RELATED WORK
Throughout the past 30 years, clinical scores have been used to assess severity of illness and organ failure in ICU and to stratify patients according to their clinical condition (Silva, 2008) . Prognostic scores have undergone significant development, validation, and refinement. Several models of organ failure and mortality risk prediction have become available, including the Sequential Organ Failure Assessment (SOFA), which scores six organ systems (cardiovascular, respiratory, renal, coagulation, liver and neurological) (Le Gall, 2005) . However, the probabilistic nature of those models compromises their application to the individual patient and is not universally accepted (Silva, 2007) . Each patient has its individual characteristics; therefore, apart from a global learning over patients, a more local learning of would be useful (Ramon, 2007) . Recent innovations in risk adjustment include automatic physiologic and diagnostic variable retrieval and the use of artificial intelligence (Rosenberg, 2002) . Assessing the degree of organ failure is a crucial task in ICU since one of the critical aspects of ICU is to avoid or reverse organ failure (Vincent, 1996) . The earlier the patient's risk is identified, the earlier a correct therapy can be applied.
DM is an important step of a process entitled Knowledge Discovery in Databases (KDD) (Fayyad, 1996) which has brought the researchers' attention.
The scope of DM goes beyond complex queries to databases for hypothesis validation; it also includes the discovery of new and previous unknown patterns (Fayyad, 1998) .
DM techniques can be applied in the development of prognostic models to be integrated in a Decision Support System (DSS). Some attempts have been made to predict organ failure (Toma, 2008) but, to our knowledge, there is no DSS implemented in a real environment that uses online and real time data to predict organ failure for the next hour.
Next, it is presented the INTCare system, an Intelligent Decision Support System (IDSS) that uses DM techniques for prediction of organ failure and outcome, in real-time, for the next hour.
The INTCare System
INTCare is a situated IDSS for intensive medicine that is being developed in the ICU of the HGSA in Porto, Portugal. It relies on intelligent agents (Abelha, 2004 ) that perform autonomous actions in order to meet its purposes (Gago, 2006) , (Santos, 2006) . It is capable of predicting organ failure of six systems (cardiovascular, respiratory, renal, liver, coagulation and neurological) and outcome, i.e. the patient's status at the time of discharge (dead or alive). Although the results attained could be considered as promising (Gago, 2008) , the previous models were developed using offline learning, with data from 42 European ICU (Miranda, 1999) . The challenges are to further develop these models so that they can be used throughout the ICU. They are part of the DM agent of the INTCare system, which is responsible for the retrieval of relevant data in order to make possible the application of the DM models in real time (Gago, 2006) . This system is semi-autonomous, avoiding the need for manual data preparation and integration, which has been pointed as a great obstacle in the implementation of prediction models as a decision support tool (Ramon, 2007) , (Patel, 2008) .
As pointed before by research on the INTCare (Gago, 2008) , the new developments should regard the inclusion of the data available as it is registered (i.e. online data) to guarantee that all relevant clinical information is taken into account for decision support in real-time. This is possible due to the new improvements of the INTCare system that uses, not only the data gathered by the bedside monitors (e.g. heart rate), but also data from the Electronic Nursing Record (ENR) (e.g. lab results) (Santos, 2009 ).
PREDICTION MODELS FOR THE NEXT HOUR

Data Description
The data used to generate the DM models was gathered in the ICU of HGSA during the period between January 1 st and March 31 st of 2009 and it relates to the first five days of stay of thirty two patients.
The data collected came from three distinct sources: the Electronic Health Record (EHR), 10 bedside monitors and paper-based nursing records.
The input variables consist of the case mix (i.e. age, admission type and admission from) and Critical Events (CE), derived from four physiologic variables collected by the bedside monitors (Blood pressure, heart rate and oxygen saturation) and urine output, registered on the nursing records. CE was defined by a panel of experts (Silva, 2003) . Whenever a physiological parameter is out of its normal range for more than 10 minutes, it is considered a CE.
The output target considered is the organ status (normal and dysfunction/failure) of six organ systems (cardiovascular, respiratory, coagulation, hepatic, neurological and renal), measured by the SOFA score and the patient's outcome (dead or alive).
The new requirements of the INTCare system encompass a finer grained prediction, i.e. the prediction for the next hour, hence the need for hourly data. In order to accomplish that, some adjustments were made.
The number of CE of each physiological parameter considered was calculated hourly, for each patient, and subsequently Accumulated Critical Events (ACE) was derived as a new variable. The CE were calculated with data from the bedside monitors (which registers the patients' vital signs at the frequency of one minute) and from the paperbased nursing record, in the case of CE of urine output. The SOFA scores aren't usually registered, so they were calculated manually with data from the bedside monitors and the paper-based nursing record. Generally, SOFA is calculated once a day and we considered the same score for each hour of the corresponding day, except when there was data to calculate it more than once a day. Later, it was adapted to a binary representation, where 0 means normality and 1 means dysfunction/failure and comprises SOFA scores of 1,2,3,4. Figure 1 shows the distribution of the values of the target variables, as well as its missing values.
Noisy data (incorrect values) was manually detected and corrected by ignoring values considered absurd by the medical experts. This led to an increase of missing data.
All the data considered was integrated in a database for the construction of the final dataset for the models' creation, with 2614 records and 20 variables. 
Modelling (Feature Selection)
For the models' creation, we had two concerns, the first being related to the features selection and the second, the DM techniques used.
We have explored three scenarios (M1, M2 and M3) regarding the variables to be included in the models, as shown below: All these variables have hourly values. By exploring these scenarios we intend to attest the importance of new variables, other than the CE for the prediction. The inclusion of ratios points to the severity of the patient's clinical evolution and its relation to organ failure and outcome. Since multiple organ failure is a major cause of ICU mortality (Amaral, 2005) , it is justified the inclusion of the SOFA scores of the other organ systems.
Due to biased distribution of the target variables, as shown in Figure 1 , we transformed the variables using the logarithmic function in order to maximize normality and avoid overfitting.
For each one of these scenarios and for each target variable (cardiovascular, respiratory, renal, coagulation, liver and outcome) were applied four DM techniques: Artificial Neural Networks (ANN), Decision Trees (DT), Regression and Ensemble methods. These techniques have been applied before for the next day prediction and with different data.
For the ANN, several configurations were tested and the best results were achieved with a fully connected Multilayer Perceptron with 3 hidden neurons and logistic activation function. To assure statistical significance, 30 runs were applied to all tests.
Similarly to the ANN, for the DT, various configurations were tested in order to achieve the best results. The splitting method used for partitioning the data was the Gini reduction. The default algorithm splits a node into 2 branches and, to avoid overfitting, the maximum number of branches from a node was set to 10 and the splits were evaluated as a reduction in impurity (Gini index). The maximum depth of the tree was 6.
For the Regression, since we have binary targets, it was applied a logistic regression. The selection method that produced best results was the Stepwise.
The ensemble method used a combined mode of the ANN, DT and Regression with the Mean probability function.
It was not possible to generate models for the neurological system due to the amount of missing data (83%) required for calculating its SOFA score.
Results
A total of 6 (target variables) * 3 (scenarios) * 4 (DM techniques) = 72 models were generated and tested.
We have partitioned the dataset in learning, validation and test subsets to objectively assess the predictive performance. The partition method is based on a holdout of 40% for training, 30% for validation and 30% for test.
Next, we present the results obtained for each organ system (Tables 1 to 5) and outcome (Table 6 ), in terms of Accuracy (Acc), Specificity (Spec) and Sensibility (Sens) of each technique and scenario. 
DISCUSSION
For the analysis of the models' performance, we used confusion matrixes, a tool commonly used in domains where the cost of incorrect classification is high. In medicine, it is usual to use sensitivity and specificity analysis for measuring the rates of error (Cios, 2002) . From the matrixes, three measures were derived. Table 7 synthesises the best results for accuracy, specificity and sensibility for each organ system and outcome regarding the four techniques and the three scenarios considered in the experiments and presented in Tables 1 to 6. As shown in Table 7 , and in a global appreciation, it is notorious the distinction of the ANN as the technique with best results for the three metrics and M3 as the scenario with the most number of best results, followed by M2. However, as shown in Tables 2 to 6 and Figures 2 to 7, the DT has a high performance as well. The ensembles show a very poor performance, whose curves relate to a random classifier, as shown in Figures 2 to 7 .
In the context of clinical decision, for the organ systems prediction and considering that 0 is the normality and 1 is the dysfunction/failure, the assessment must be in favour of sensibility, as it measures the proportion of positives that are correctly identified. The same principle was applied for the prediction of the outcome. Thus, Table 8 presents the best results for the prediction of the organ systems and outcome and the corresponding techniques and scenario, in terms of sensibility. In the appendix are represented the ROC curves for target 1 (dysfunction/failure and death) of the bests models in terms of sensibility for the 5 organ systems and outcome. ROC curves are frequently used in the medical area to evaluate computational models for decision support, diagnosis and prognosis (Lasco, 2005) . They measure the degree of discrimination that can be obtained from a given model and they establish the relation between specificity and sensibility of a classifier.
As shown in Figures 2 to 7 , it is confirmed the emphasis of the ANN. Nevertheless, for the respiratory, renal and liver systems (Figures 3, 4, 6) , the DT and regression have a close performance to the ANN.
From Figures 2 to 7 it is also notorious the poor performance of the ensemble methods, which point to random classifiers, except for the renal and liver systems, whose performance is slightly better, but nonetheless poor.
With these experiments, it is confirmed the importance of the inclusion of CE in organ failure prediction. However, the inclusion of new variables such as the ratios and SOFA scores of other organ systems generated models with better results. Half of the best models (Cardiovascular, Renal and Liver) are related to the third scenario, hence it is justified the new approach of including the SOFA score of the other systems, as well as the ratios.
For the outcome prediction, the best models were achieved with the first scenario, which only includes the CE as input variables.
CONCLUSIONS AND FURTHER WORK
Currently, in the ICU environment, the decision making is based on severity scores like SOFA and in the intensivists' empirical experience. However, this process has some limitations. It is based on probabilistic scores and doesn't take into account import information that might be hidden regarding the patient's clinical status and its evolution (e.g. bedside monitored physiological parameters).
Research has evolved towards the inclusion of new variables and DM techniques in order to predict organ dysfunction/failure and outcome. This paper presented new DM models for the INTCare system, with data gathered in real-time at the ICU of HGSA, in Porto, Portugal. The techniques tested have been used before in the research of the INTCare. The novelty of this approach relies on the use of real-time data and a finer grained prediction, i.e. the prediction of organ failure and outcome for the next hour. Moreover, new variables were used for the models generation (e.g. racios). The experiments carried out focused on finding the best combination of techniques and features selection. For each technique, several configurations were tested in order to achieve the best results possible.
In this paper, we have proven that it is possible to use online and real-time data to generate highly accurate models, which is a great advance in the context of a situated intelligent decision support system like INTCare. The main goal in ICU is to avoid or reverse organ failure. We expect that, with an hourly prediction of the patients' clinical status, it will be possible for intensivists to have a timely intervention so that worst complications may be avoided.
As pointed in Section 3, the data used came from three sources, including a paper-based nursing record. However, we are developing an ENR that collects hourly and in real-time all the necessary data to feed the DM models (Santos, 2009) .
These models must be tested in the ICU with new data in real-time and new models will be generated in order to try to achieve the best results possible.
Advances in the prediction of organ failure and outcome might include the development of new strategies presented in this paper regarding the features selection (e.g., the inclusion of new variables like the SOFA score of the other systems, and ratios). Moreover, it should be pointed that the effort was put into the prediction of each organ system individually and not the systems altogether.
Hence, it is expected that different systems have different variables and techniques for their prediction.
Although we have achieved very good results, it should be stressed out that the dataset used was a small population of patients. We believe that it will be possible to maintain a good degree of prediction because it is known that clinical data is very stable (Silva, 2007) . The next step is the deployment of the models and the analysis of their impact on the ICU environment. 
APPENDIX
