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A Grid is an environment that provides access and management for the whole range of
computing resources needed to solve complex computing and data handling problems. A
Grid is a well understood and standardized set of interfaces and Web-Services for directory
services, brokerage and usage. New high-bandwidth networking technology allows for the
synergetic usage of resources and thus yields in a new class of e-Science applications. The
LHC Computing Grid project serves as an example to discuss the technical realization.
Nowadays it’s very difficult, to find IT-experts, and it’s very expensive to buy and to support
one or more high-performance computers (HPCs). Therefore the both large computer
centres of the Forschungszentrum Karlsruhe and of the University of Karlsruhe have
established a Virtual Computer Centre (VCC). In this very close partnership, every partner is
responsible for operation and support of only one HPC architecture, but the scientists and
students of both institutions can use the different HPCs of both partners without any
restriction. In this way it becomes possible, to specialize the IT-services on both sides and to
save a lot of money.
At the Forschungszentrum Karlsruhe, use of computers for scientific-technical applications
started in 1959 with the Z22 and was pushed in particular by the nuclear engineering
institutes. In 1960, the Z22 correctly predicted criticality of the FR2 research reactor. Due to
constantly increasing requirements above all in the non-nuclear fields, so-called
supercomputers have entered the environment since 1983. From 2006, these classical
supercomputers will presumably be replaced by (low-cost) SMP-based clusters. This future
development may be reflected by the term “GRID”.
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The parallelized version of the finite difference code DET3D enables one to simulate 
3-dimensional gaseous detonations on very fine numerical meshes. Thus, calculations with
discretized geometry models of, say, 10 million numerical cells present no problem. In the
present paper, this is illustrated by calculations which were performed for a safety study of
the planned ITER-FEAT fusion reactor.
The Monte Carlo method for simulating particle transport phenomena on the microscopic
level is described. A programme system is presented which enables to calculate three-
dimensional dose rate distributions for any complex geometry based on the Monte Carlo
technique. Application calculations are described which haven been performed for the ITER
experimental fusion reactor by making use of the FZK Linux cluster in the parallel mode.
Program Libraries have been important since the beginning of electronic data processing.
With regard to technology and applied science libraries offered subroutines for simple
elementary functions up to complex Fast Fourier Transforms, and also utility programs for
using l/O-devices. Mathematical Libraries especially are the key to efficient running
application programs, because the programmers put all their skill and knowledge of
hardware features in these collection of algorithms and computer programs. Modern
libraries use interfaces to hardware-optimized basic libraries enabling programs to run
efficiently on a variety of computers.
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Modelling of Fine Particles
N. Riemer, H. Vogel, IMK
Aerosol particles are harmful for human health and have an impact on the climate on the
regional and global scale. They are composed of numerous substances which reflect the
diversity of their sources and locations. To investigate the impact of aerosol particles on the
system atmosphere, three dimensional models are a powerful tool. The comprehensive
mesoscale model system KAMM/DRAIS has therefore been extended to calculate aerosol
dynamical processes. Since the representation of the aerosol phase requires considerable
computer resources the application of super computers is essential.
During the past two decades computer algebra has developed into a decisive tool for
precision calculations of cross sections and decay rates of current interest in particle
physics. In many cases analytic, computer aided evaluations are superiour to numerical
calculations. After a brief history of these developments a few, typical packages will be
presented, similarities and differences described. Parallelization as well as automatized
generation of these complicated and extensive programs are central current developments.
The role of electron-phonon coupling has been a long-standing issue since the discovery of
high-temperature superconductors (HTSC) in 1986. New theoretical developments together
with the increasing power of supercomputers make it now possible to calculate the lattice
dynamics and the electron-phonon coupling very accurately even for complex systems like
the HTSCs. We discuss in this article the most important steps in this approach with respect
to CPU-time and memory requirements for the system YBa2Cu3O7.
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Despite international agreements on the protection of the stratospheric ozone layer, the
recovery of the ozone layer is expected to be delayed as a result of the greenhouse gas
effect. At the IMK, the Karlsruhe Simulation Model of the Middle Atmosphere (KASIMA) has
been developed to simulate stratospheric processes in order to enhance the reliability of the
future prediction of the stratosphere. The model results of KASIMA are compared to
measurements which are obtained by different field campaigns. Here, studies investigating
the transport processes of the stratosphere at different scales as well as the stratospheric
chemistry leading to the ozone hole above the Antarctica are presented.
Zur Entwicklung des ersten deut-
schen Eigenbau-Forschungsre-
aktors FR2 wurde 1959 als erster
Rechner die Z22 im damaligen In-
stitut für Neutronenphysik und Re-
aktortechnik (INR) installiert. Dies
war die Keimzelle für den konti-
nuierlichen Rechnerausbau, und
von hier aus begann 1968 die
Gründung der DVZ (Datenverar-
beitungszentrale). Diese stellte
die damals leistungsfähigsten
Rechner von IBM den Benutzern
unterschiedlicher Fachrichtungen
zur Verfügung. 1983 konnten
durch eine gemeinsame Beschaf-
fung mit der Universität Karlsruhe
die Wissenschaftler im damaligen
Kernforschungszentrum Karlsru-
he einen Hochleistungsrechner
nutzen. Dies war der Anfang einer
bis heute fortgeführten Koopera-
tion, die 1994 in der Bildung des
Virtuellen Rechenzentrums mün-
dete.
Wird der eigene PC oder die Work-
station zu klein für die Anwen-
dung, so versucht man auf Rech-
ner einer anderen Leistungsklas-
se auszuweichen. Dies sind in der
Regel größere Compute-Server,
die sowohl einen höheren Spei-
cherbedarf als auch die Nachfra-
ge nach stärkeren Prozessoren
befriedigen können. 
Übersteigt der Bedarf nun wie-
derum die gängigen Ausstattun-
gen von Compute-Servern, be-
steht die Möglichkeit, bei den so-
genannten Hochleistungsrechen-
zentren zu rechnen. Diese sind
besser ausgestattet und bieten
dem Benutzer State-of-the-art-
Leistung in den Bereichen Com-
pute-Leistung, Hauptspeicher-
bedarf, I/O-Leistung und Kommu-
nikationsbandbreite. Darüber hin-
aus gibt es in Deutschland von ei-
nem Ausschuss des Wissen-
schaftsrates (dem „Nationalen
Koordinierungsausschuss zur Be-
schaffung und Nutzung von
Höchstleistungsrechnern“) ge-
nehmigte und von Bund und dem
jeweiligen Bundesland finanzierte
Zentren, die zum Zeitpunkt der In-
stallation die jeweilige Spitzen-
technologie zur Verfügung stellen.
Dies sind momentan das HLRS in
Stuttgart, HLRB in München und
das NIC in Jülich. Darüber hinaus
existieren weitere Rechenzentren
(DWD in Offenbach, HLRE in
Hamburg, IPP in Garching und
HRZN Hochleistungsrechner
Nord), die erst kürzlich mit leis-
tungsfähiger Hardware ausge-
stattet wurden. 
In den Vereinigten Staaten von
Amerika hat man verstärkt in die
ASCI-Projekte investiert um von
den teueren Rechnern mit Spezi-
alprozessoren auf preisgünstige-
re Plattformen umzuschwenken.
Bei diesen Projekten wird Wert auf
Commodity-Komponenten ge-
legt. Vektorprozessoren werden
hier nicht mehr eingesetzt.
Um jetzt Hochleistungsrechnen
gegen Höchstleistungsrechnen
„sinnvoll“ abzugrenzen, kann man
momentan (2002) bei etwa
15 Mio. e Hardware-Investition ei-
ne Art Trennlinie ziehen [4]. Zu 
bedenken ist, dass 1967 eine 
Telefunken-Digitalrechenanlage
TR440 13 Mio. DM und 1985 eine
IBM 3090/200 sogar 20 Mio. DM
gekostet hat.
Eine kurze Einführung
Konrad Zuse, John V. Atanasoff,
Clifford Berry, Howard Aiken und
Grace Hopper schufen ab 1936
die Voraussetzungen für die heu-
tige Datenverarbeitung (Abb. 1).
Vom Hochleistungs-
rechner zum Grid
Hochleistungsrechnen –
Höchstleistungs-
rechnen, was ist denn
das?
Einleitung
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Abb.1: ENIAC I, Electronical Numerical Integrator And Calculator
(Gewicht: 30 Tonnen).
Mit der Erfindung des Transistors
1947 und der Entwicklung des ICs
1958 begann die Miniaturisierung,
die Supercomputer aber auch
PCs erst möglich gemacht hat. 
1964 begann mit der CDC 6600
die Ära der Supercomputer mit
1 Megaflop/s (millions floating
point operations per second,
1 Megaflop/s entspricht 106 Gleit-
komma-Operationen pro Sekun-
de, auch Megaflops), fünf Jahre
später folgte der Nachfolgerech-
ner CDC 7600 mit einer Spitzen-
leistung von 10 Megaflop/s. 1971
brachte Intel mit dem 4004 den er-
sten Mikroprozessor der Welt her-
aus. Zwei Jahre später erschien
mit dem Intel 8080 der erste 8-Bit-
Allzweckmikroprozessor und
1975 der erste PC (Name erst
1981 von IBM geprägt) auf den
Markt: Der MITS Altair 8800. Hier
sind auch Apple I (1976), Com-
modore Pet 2001 (1977), Sinclair
ZX-80 (1980), IBM PC (1981) zu
nennen (www.weller.to).
1974 wurde der erste „massiv pa-
rallele“ Rechner mit 64 PEs (pro-
cessing elements) im NASA Ames
Research Center installiert. Er
fand Einsatz in den Bereichen
Strömungssimulation, Bildverar-
beitung und Wettervorhersage.
Diese Array-Prozessoren, die
noch in verschiedenen Rechnern
(CM-2, MasPar) eingebaut wur-
den, werden nicht mehr herge-
stellt, da alle PEs zu einem Takt
immer nur die gleiche Instruktion,
jedoch auf anderen Daten aus-
führen. Mehr durchgesetzt haben
sich seit 1969 die Vektorprozes-
soren, die nach dem Fließband-
prinzip die Datenströme abarbei-
ten und dadurch nach einer start-
up Zeit pro Takt und Pipeline ein
Ergebnis liefern. 1976 startete
Cray mit einem 133-Megaflop/s-
Rechner (Abb. 2), der von Los Ala-
mos National Laboratory für
M$ 8.8 gekauft wurde und über
8 Megabyte Hauptspeicher ver-
fügte, eine erfolgreiche Firmen-
geschichte, die im März 1996 von
der Übernahme durch SGI (Sili-
con Graphics Inc.) beendet wur-
de. Von diesem Rechner wurden
weltweit 35 Exemplare verkauft,
auch nach Deutschland. 1979 er-
hielt die Max-Planck-Gesellschaft
IPPdie erste Cray in Deutschland.
Nach 1980 wurde von CDC die
Cyber 205 und ab 1983 von Fujit-
su die VP-Linie (in Deutschland
von Siemens ab 1986 vermarktet)
als Gegengewicht zu den Cray-
Rechnern am Markt positioniert.
Etwas später stiegen auch NEC
und Hitachi in diesen Markt ein.
Auch versuchte sich IBM mit ei-
nem Vektorzusatz zur IBM 3090
ein Stück vom Kuchen zu sichern.
Dies war jedoch genauso erfolglos
wie die Gründung der Tochterfir-
ma ETA von CDC, die mit den
Nachfolgerechner der Cyber 205,
der ETA 10, im April 1989 wegen
technischer Probleme scheiterte.
Convex versuchte mit seinen
Cray- kompatiblen Rechnern Kun-
den im Hochschulbereich anzu-
sprechen. Letztendlich werden
aber die Parallelrechner die durch
die hohe CPU- und I/O-Leistung
dominierenden Vektorrechner
verdrängen können, da nur so der
Leistungshunger vieler Anwen-
dungen zu stillen ist. Die Applika-
tionen müssen vom Anwender
parallelisiert werden und dadurch
steigt die Komplexität, da neben
CPU-Leistung auch Bandbreite
und start-up time des Kommuni-
kationsnetzwerkes sowie die I/O-
Leistung zu berücksichtigen sind.
Jedoch war im Jahr 2002 der leis-
tungsfähigste Rechner ein Vektor-
Parallelrechner mit einer Spitzen-
leistung von 40 Tflop/s (Earth Si-
mulator in Japan, SX-6 von NEC).
Dieser Rechner ist leistungsfähi-
ger (www.top500.org) als die 12
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Abb. 2: 133-Megaflop/s-Rechner von Cray (1976).
nächstplatzierten Rechner, die
überwiegend in den USA instal-
liert sind. 
Bei den Parallelrechnern, deren
beschleunigte Entwicklung mit
dem Sinken der Preise für Hard-
ware einhergeht, begann der kom-
merzielle Erfolg 1985 mit dem Auf-
kommen der Transputern von In-
mos (T400, T800), welche sogar
als Zusatzkarten für PCs erhält-
lich waren. Man fing an, bis auf
Ausnahmen (CM-5, KSR-1, VPP-
Linie, Cray, ...), preiswerte massiv
parallele Systeme auf der Basis
von Standardhardware zu ferti-
gen. Viele Ansätze verschwanden
(Suprenum, iPSC/860, ip-Sy-
stems), weil sie im Hard- oder
Softwarebereich ihre Schwächen
hatten. Geblieben sind die gro-
ßen Vektor-Parallel-Rechner, die
SMP-Cluster (IBM, SGI, HP, SUN)
und die PC-Cluster.
Vektorrechner haben heute schon
die Einzelprozessorleistung, die
man etwa 2005 von Intel-basier-
ten Prozessoren erwarten kann.
Die Applikationsperformance auf
einem Prozessor wird aber erst
2006/2007 gleichziehen können.
Dann wird auch die Ära der Vek-
torrechner nach fast 40 Jahren der
Vergangenheit angehören, denn
für ein Nischendasein als Spezi-
alrechner dürften Vektor-Parallel-
Rechner zu kostspielig sein.
Will man all die weltweit verfüg-
baren Ressourcen allgemein ver-
fügbar machen (so wie „Strom aus
der Steckdose“), dann bedarf es
einer geeigneten Vernetzung und
der Standardisierung von Schnitt-
stellen. Dies sind die ersten Schrit-
te zu einem weltweiten Netzwerk
(Grid), in dem Datenspeicher (Da-
ten-Grid), Rechenleistung (Com-
pute-Grid) und anderes angebo-
ten werden.
Geschichtliche Entwicklung
im Forschungszentrum
Im Umfeld der Reaktortechnik las-
sen sich wesentliche Grundlagen
zunächst nur durch aufwendige
numerische Rechenmodelle si-
mulieren und erforschen. Zur Un-
terstützung der Wissenschaftler
bei solchen numerischen Rech-
nungen wurde bereits 1959 mit
dem Röhrenrechner Z22 (Abb. 3)
ein für damalige Verhältnisse leis-
tungsfähiger Rechner im Institut
für Neutronenphysik und Reak-
tortechnik betrieben. 1968 wurde
schließlich mit der Datenverarbei-
tungszentrale (DVZ) das zentrale
Rechenzentrum des Forschungs-
zentrums gegründet, das seither
ohne Unterbrechung für die Wis-
senschaftler des Zentrums lei-
stungsfähige Rechner betreibt. In
Kooperation mit der Universität
Karlsruhe konnte dann ab 1983
der Vektorrechner Cyber 205 für
große rechenintensive Program-
me genutzt werden. Im Herbst
1987 begann dann die Ära der 
Fujitsu-Vektorrechner im For-
schungszentrum. Der erste Rech-
ner, Modell VP50 mit 7 ns Zyklus-
zeit, hatte 64 Megabyte Haupt-
speicher und erbrachte eine Re-
chenleistung von etwa 138 Me-
gaflop/s für die Matrixmultiplika-
tion. Auch mit der IBM 3090 wur-
de 1990 versucht, durch 6 Pro-
zessoren und einer zusätzlichen
Vektoreinheit pro Prozessor die
Leistungsfähigkeit zu steigern. Je-
doch ergab sich nur dann ein Vor-
teil gegenüber dem VP50, wenn
man parallelisierte. Da die IBM
3090/600VF jedoch auch im in-
teraktiven Betrieb genutzt wurde,
konnte sie sich nie für das Hoch-
leistungsrechnen etablieren. Im
Mai 1991 erfolgte die Ablösung
des VP50 durch das leistungs-
fähigere Modell VP400-EX (1988
wurde gemeinsam von Universität
und Forschungszentrum ein
S600/20 beschafft, jedoch ein
VP400-EX als Interimslösung an
der Universität installiert). Nach
der Abschaltung des VP400-EX
im Herbst 1994 wurde ein Rech-
ner der Firma Cray, eine J916 mit
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Abb. 3: Röhrenrechner Z22 von 1959. 
16 Prozessoren und 4 Gigabyte
Hauptspeicher als Ersatz be-
schafft. Nach anfänglichen Hard-
wareproblemen wurde der SMP-
Rechner jedoch recht schnell von
den Benutzern akzeptiert und
musste erst im Herbst 1998 abge-
schaltet werden, nachdem die
Auslastung des Rechners stark
nachgelassen hatte. Seit Frühjahr
1996 befindet sich ein VPP300 im
Forschungszentrum (Abb. 4), wel-
cher, wie der IBM/RS6000 SP an
der Universität, im Rahmen des
Virtuellen Rechenzentrums (VRZ)
betrieben wird. 1998 wurde das
erste kleine Linux-Cluster mit zwei
Doppelprozessorknoten installiert
und einem Institut zur Verfügung
gestellt. Das Cluster wurde suk-
zessive ausgebaut und im Som-
mer 2000 durch eine hpcLine der
Firma Siemens-Nixdorf ersetzt.
Diese Aktivitäten sind die Keim-
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Abb. 4: Schaltbild des VPP300.
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zelle des Grid-Computings im 
Forschungszentrum Karlsruhe.
Außerdem wurde im Jahr 2002 
ein Athlon-System 1800+ mit 
10 Doppelprozessoren und Giga-
bit-Netzwerk in Betrieb genom-
men. Zusätzlich zum VPP300
wurde dessen Nachfolgerechner
VPP5000 im Frühjahr 2000 mit
vier Prozessoren installiert und 
ein Jahr später auf 8 Prozesso-
ren – zwei davon mit 16 Gigabyte
Hauptspeicher – aufgerüstet. Mit 
9.6 Gigaflop/s Spitzenleistung
verfügt dieser Rechner über den
zweitschnellsten Prozessor welt-
weit.
Nur mit geringen Widerständen
ging dann Ende 1999 im For-
schungszentrum auch der letzte
IBM kompatible Rechner mit dem
Betriebssystem MVS in den Ru-
hestand. Seitdem sind ausschließ-
lich Unix-Rechner im Einsatz. Die
dadurch entstandenen Lücken
wurden aber bereits vorsorglich
durch AIX-Rechner (Unix-Compu-
ter der Firma IBM) geschlossen.
1993 stellte die damalige Haupt-
abteilung Datenverarbeitung und
Instrumentierung (HDI) – heute
Hauptabteilung Informations- und
Kommunikationstechnik (HIK) –
als zentraler Diensteanbieter drei
AIX-Workstations zur Verfügung,
die dann später durch ein Cluster
mit vier Power2-Prozessoren ab-
gelöst wurden. Dieses System
wurde im Sommer 2002 stillgelegt.
Ende 1999 beschaffte das damals
neu gegründete Institut INT eine
IBM Nighthawk (acht Power3-
SP-Knoten mit jeweils acht 222-
MHz-Prozessoren) welche von
HIK betrieben wird. Dieser Rech-
ner wurde durch zwei Vorrechner
und zwei 4-Wege-Knoten als
Compute-Server ergänzt.
Heutiger Stand
Nun, was hat das Rechenzentrum
des Forschungszentrums Karls-
ruhe heute den Wissenschaftlern
zu bieten?
Dies sind die folgenden Systeme:
l Ein VPP5000 mit 8 Prozesso-
ren und 80 Gigabyte verteiltem
Speicher. Jeder Prozessor lie-
fert die Spitzenleistung von 
9.6 Gigaflop/s, die etwa für die
Matrixmultiplikation fast er-
reicht wird. Der lokale RAID-5-
Plattenplatz liegt bei netto 
730 Gigabyte. Damit lassen
sich Datenübertragungsraten
von 100-140 Megabyte/s reali-
sieren. Zusätzlich stehen über
einen Fileserver 2 Terabyte
RAID-5-Platten netto zur Ver-
fügung.
l Ein SP-Cluster aus 64 Power3
Nighthawk-Knoten der Firma
IBM mit entsprechendem
Switch. Jeder Knoten verfügt
über 8 Prozessoren, die über
einen Crossbar auf einen ge-
meinsamen Hauptspeicher
von 4 Gigabyte zugreifen. Die
Gesamtleistung beträgt maxi-
mal 60 Gigaflop/s. Zusätzlich
stehen zwei Vorrechner und
weitere zwei Knoten mit jeweils
vier Prozessoren, aber höhe-
rer Taktung, zur Verfügung.
Dieser Rechner wurde vom In-
stitut für Nanotechnologie ge-
kauft und im Rechenzentrum
aufgestellt.
l Das SP-Cluster der Universität
Karlsruhe mit 256 Prozessoren
(Winterhawk und Nighthawk
Knoten) kann im Rahmen des
Virtuellen Rechenzentrums
(www.rz.uni-karlsruhe.de/ Uni/
RZ/VRZ) genutzt werden.
l Ein PC-Cluster der Firma FSC
(Fujitsu Siemens Computers)
mit 16 Doppelprozessorboards,
Intel PII mit 700 MHz und je-
weils 1 Gigabyte Hauptspei-
cher. Verbunden sind die Re-
chenknoten mit einem preis-
werten Fast-Ethernet. Die 
Leistungsfähigkeit des Ge-
samtsystems liegt bei etwa 
22 Gigaflop/s, wovon aber, an-
ders als beim Vektorrechner
VPP5000, nur 20% von nor-
malen Anwendungen erreicht
werden. Hier besteht noch er-
heblicher Entwicklungsbedarf.
l Ein lokaler Lieferant baute ein
System mit 10 Athlon 1800+
Doppelprozessoren, Gigabit-
Netzwerk und bis zu 3 Gigabyte
Hauptspeicher. Dieses System
ist seit Frühjahr 2002 in Betrieb. 
Zukünftige Entwicklungen
Die momentan verfügbaren Hard-
wareressourcen im Forschungs-
zentrum zeichnen sich sowohl
durch ihre Vielfalt als auch durch
die Exklusivität aus. Rechner mit
einem Hauptspeicher von 16 Gi-
gabyte für eine einzige nicht par-
allelisierte Anwendung sind sel-
ten, werden aber von den Benut-
zern nachgefragt. Auch Rechner
mit großzügigen SMP-Fähigkei-
ten und einem schnellen Netzwerk
sind für die großen Probleme der
Physiker unabdingbar. Speziell
auf dem Gebiet der preiswerten
Komplettsysteme der Linux-Clus-
ter versucht HIK die Bedürfnisse
der Benutzer zu befriedigen. Ne-
ben Anwendungen aus der Neu-
tronen-, Kern- und Reaktorphysik
sowie Thermo- und Fluiddynamik,
Strukturmechanik, Elektromag-
netik werden die Rechner sehr
stark durch Anwendungen aus der
273
(273)
Festkörperphysik und der Me-
teorologie genutzt. 
Diese Anwendungen benötigen
auch weiterhin starke Prozesso-
ren mit den Zugriffsmöglichkeiten
auf hochwertigen Speicher. Damit
wird die Klasse der SMP-basier-
ten Systeme weiterhin im For-
schungszentrum seine Berechti-
gung haben, ob darunter Vektor-
prozessoren zu finden sind, kann
man bezweifeln. Eine Integration
von Systemen des Rechenzen-
trums in ein mögliches HGF-wei-
tes „GRID“ wäre denkbar. 
Der Autor dankt den Herren Sanitz
und Schommers (HIK) für die
Durchsicht des Manuskripts.
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Literatur
Seit 1993 veröffentlichen die Uni-
versitäten Mannheim und Tenn-
essee gemeinsam jeweils im Juni
und im November jedes Jahres
die Liste TOP500, die einen aktu-
ellen Überblick über die 500 lei-
stungsstärksten Computer der
Welt gibt und auf deren Erschei-
nen die Fachwelt stets mit großer
Ungeduld wartet [1]. Die theore-
tisch erreichbare Spitzenleistung
von Hoch- und Höchstleistungs-
rechnern wird in dieser Liste in der
hier üblichen Einheit Flop/s (floa-
ting point operations/second) an-
gegeben; dieses Maß gibt an, wie
viele Rechenschritte der jeweilige
Computer pro Sekunde theore-
tisch maximal durchführen kann.
Im Juni 1993 lag die summierte
Leistung aller damals in der Liste
TOP500 aufgeführten 500 Hoch-
leistungsrechner bei 1,7 x 1012
Flop/s, also bei 1,7 Teraflop/s. 
Nur neun Jahre später, im Juni
2002, betrug die summierte Spit-
zenleistung der 500 leistungs-
stärksten Computer der Welt be-
reits 220 Teraflop/s; der auf 
Platz 1 stehende leistungsstärk-
ste Computer der Welt, der japa-
nische „Earth Simulator“, leistet al-
leine 35,8 Teraflop/s. Aus Abbil-
dung 1 ist zu entnehmen, dass die
Rechenleistung der Höchstlei-
stungsrechner dieser Welt sich all-
jährlich etwa um den Faktor 1,79
erhöht. Knapp die Hälfte der in der
TOP500-Liste aufgeführten Com-
puter ist dabei wissenschaftlichen
Einrichtungen zuzurechnen, wo-
raus man erkennen kann, dass
auch und gerade der Rechenzeit-
bedarf der Wissenschaft unge-
stüm zunimmt, ohne dass ein En-
de dieser Entwicklung absehbar
wäre. Das gilt ganz besonders für
naturwissenschaftlich-technisch
orientierte Einrichtungen wie die
Universität und das Forschungs-
zentrum Karlsruhe.
Die Universität Karlsruhe (14.600
Studierende, etwa 4.000 Be-
schäftigte) ist die älteste technisch
orientierte Universität in Deutsch-
land. Nur 10 km von ihr entfernt
befindet sich das Forschungs-
zentrum Karlsruhe; hier arbeiten
etwa 3.500 Mitarbeiter auf den
Gebieten Struktur der Materie, Er-
de und Umwelt, Gesundheit, En-
ergie sowie Schlüsseltechnologi-
en. Die Institute des Forschungs-
zentrums und der Universität ar-
beiten seit jeher auf zahlreichen
Gebieten sehr eng zusammen,
und es gibt in großem Umfang ge-
meinsame wissenschaftliche Ar-
beitsgruppen und Institute. Als
sich das wissenschaftliche Rech-
nen in den 60er-Jahren zu einer
Universität und 
Forschungszentrum –
zwei namhafte For-
schungseinrichtungen
in Karlsruhe
Einleitung
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Das Virtuelle Rechenzentrum Karlsruhe – Beispiel
einer engen Kooperation zwischen Großforschung
und Universität
K. Mickel, HIK; W. Juling, Universität Karlsruhe
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Abb. 1: Entwicklung der Leistungsfähigkeit der 500 weltweit leistungsstärksten Höchstleistungs-
rechner von 1993 bis 2002. Die mit N = 1 markierte Kurve zeigt die Entwicklung der Leistungsfähig-
keit des jeweils erstplatzierten, N = 500 die des jeweils letztplatzierten Computers in den einzelnen
Listen. „SUM“ gibt die summierte Leistungsfähigkeit aller 500 Höchstleistungsrechner der jeweili-
gen TOP500-Liste an. (Quelle: http://www.top500.org)
Jun
-93
No
v-9
3
Jun
-94
No
v-9
4
Jun
-95
No
v-9
5
Jun
-96
No
v-9
6
Jun
-97
No
v-9
7
Jun
-98
No
v-9
8
Jun
-99
No
v-9
9
Jun
-00
No
v-0
0
Jun
-01
No
v-0
1
Jun
-02
1 Pflop/s
My Laptop
Fujitsu
"NWT" NAL
Intel ASCI Red
Sandia
IBM ASCI White
LLNL
NEC
Earth Simulator
0.4 GF/s
N=500
59.7 GF/s
N=1
SUM
1.17 TF/s
100 Tflop/s
10 Tflop/s
1 Tflop/s
100 Gflop/s
10 Gflop/s
1 Gflop/s
100 Mflop/s
TOP500-Performance
220 TF/s
35.8 TF/s
134 GF/s
zunehmend wichtigeren Kompo-
nente naturwissenschaftlicher
und technischer Forschung ent-
wickelte – heute gilt es neben
Theorie und Experiment als dritte
eigenständige wissenschaftliche
Disziplin –  wurden in beiden Ein-
richtungen große wissenschaftli-
che Rechenzentren eingerichtet,
die bis heute zu den leistungs-
fähigsten ihrer Art in Deutschland
zählen. Diese beiden Rechen-
zentren bieten seither in ihren je-
weiligen Einrichtungen den An-
wendern die ganze breite Palette
der Informations- und Kommuni-
kationstechnik an, ohne die eine
naturwissenschaftlich-technische
Forschungseinrichtung heutzuta-
ge nicht mehr konkurrenzfähig
sein kann. Beide damals gegrün-
deten Rechenzentren arbeiteten
in der Folge und bis heute auf al-
len Gebieten der Informations-
und Kommunikationstechnik und
insbesondere bei Betrieb und Be-
treuung von Höchstleistungs-
rechnern sehr eng und vertrau-
ensvoll zusammen, so dass bei-
spielsweise schon immer Be-
darfsspitzen je nach aktueller
Ressourcen- und Bedarfsvertei-
lung wechselseitig ausgeglichen
werden konnten.
Die systemtechnische Betreuung
von Höchstleistungsrechnern ist
überaus personalaufwändig,
wenngleich der Aufwand erfreuli-
cherweise nicht proportional mit
der erreichbaren Rechenleistung
der Systeme ansteigt. Hier kommt
jedoch erschwerend hinzu, dass
Höchstleistungsrechner in unter-
schiedlichen „Architekturen“ an-
geboten werden, was den Betreu-
ungsaufwand deutlich erhöht. Die
einzelnen Architekturen, zum Bei-
spiel „Vektorrechner“ oder „SMP-
Rechner“ (SMP = symmetric mul-
tiprocessor), sind jeweils für be-
stimmte Anwendungsfelder be-
sonders gut geeignet. Die wis-
senschaftlichen Rechenzentren
des Forschungszentrums Karls-
ruhe und der Universität Karlsru-
he stellten ihren Anwendern bis
1995 jeweils Höchstleistungs-
rechner dieser beiden Architektu-
ren zur Verfügung, es wurden al-
so in beiden Rechenzentren so-
wohl Vektorrechner als auch
SMP-Rechner betreut und betrie-
ben. Angesichts der nur be-
schränkt verfügbaren Haushalts-
mittel und der sehr angespannten
Situation auf dem Arbeitsmarkt für
hoch qualifizierte IT-Spezialisten
entstand die damals fast revolu-
tionäre Idee, die beiden genann-
ten Rechenzentren zu einem „Vir-
tuellen Rechenzentrum“ zusam-
menzuführen, ohne die realen Re-
chenzentren in ihrem Bestand an-
zutasten. Der Grundgedanke war,
dass jedes der beiden Rechen-
zentren sich auf Betrieb und Be-
treuung jeweils genau einer Rech-
nerarchitektur beschränken soll-
te, so dass auf diese Weise der je-
weilige Betreuungsaufwand deut-
lich vermindert werden könnte.
Die Anwender beider Institutio-
nen, also von Universität und For-
schungszentrum, sollten jedoch
unabhängig von ihrem eigenen
Arbeitsplatz über ein Hochleis-
tungsdatennetz ungehinderten
Zugriff auf die Ressourcen beider
Rechenzentren haben. Die im
Frühjahr 1996 getroffene Verein-
barung besagte, dass im Rechen-
zentrum der Universität fortan
schwerpunktmäßig SMP-Rech-
ner betrieben werden sollten und
dass das Rechenzentrum des
Forschungszentrums sich auf
Vektorrechner konzentrieren soll-
te. Anfängliche politische, organi-
satorische und finanztechnische
Schwierigkeiten zwischen den
beiden Partnern Universität und
Forschungszentrum (bzw. zwi-
schen Land Baden-Württemberg
und Bund) konnten geregelt wer-
den, so dass seit Mitte 1996 die
Anwender beider Einrichtungen
ungehinderten Zugriff auf die
Computer-Ressourcen beider Re-
chenzentren haben und so die für
ihre jeweiligen wissenschaftlichen
Aufgaben am besten geeignete
Rechnerarchitektur nutzen kön-
nen.
Der Schwerpunkt der Zusam-
menarbeit der beiden realen Re-
chenzentren des Forschungszen-
trums und der Universität im ge-
meinsamen Virtuellen Rechen-
zentrum liegt bei der gegenseiti-
gen Nutzungsmöglichkeit der vor-
handenen Höchstleistungsrech-
ner. Von Beginn an hatte man sich
darauf geeinigt, dass Computer in
SMP-Architektur ihren Platz im
Rechenzentrum der Universität
haben sollten, Vektorrechner hin-
gegen im Rechenzentrum des
Forschungszentrums. Im Zuge
des ständig wachsenden Res-
sourcen-Bedarfs der Wissen-
schaftler wurden die installierten
Höchstleitungsrechner zwischen-
zeitlich mehrfach erneuert und
deutlich verstärkt. Heute ist in der
Universität ein SMP-Computer
Die Struktur des
Virtuellen Rechen-
zentrums – Technik 
und Organisation
Die Idee des Virtuellen
Rechenzentrums –
doppelter Nutzen bei
halbem Aufwand
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IBM RS/6000 SP installiert, im
Forschungszentrum ein Vektor-
rechner das Typs Fujitsu
VPP5000. Abbildung 2 zeigt sym-
bolisch die Struktur des Virtuellen
Rechenzentrums: Auf der linken
Seite findet sich die im Rechen-
zentrum des Forschungszen-
trums vorhandene Technik, auf
der rechten das System des Re-
chenzentrums der Universität.
Verbunden sind beide Rechen-
zentren über eine 155-Megabit/s-
ATM-Strecke in Glasfasertechnik.
Über die ATM-Verbindung ist von
den angedeuteten Workstations
beider Einrichtungen auch ein Zu-
griff auf die Ressourcen des Re-
chenzentrums der jeweils ande-
ren Einrichtung möglich. 
Fujitsu VPP5000 im
Rechenzentrum des
Forschungszentrums [2]
Im Rechenzentrum des For-
schungszentrums Karlsruhe wird
ein Hochleistungs-Vektor-Paral-
lel-Rechner VPP5000 des Her-
stellers Fujitsu betrieben. Dieser
Computer besteht in der hier vor-
handenen Konfiguration aus acht
Prozessorelementen (PE), von
denen eines für interaktives Ar-
beiten freigegeben ist. Jedes ein-
zelne Prozessorelement verfügt
über eine Skalar- und eine Vek-
toreinheit sowie jeweils über einen
eigenen SDRAM-Arbeitsspeicher
(SDRAM: Synchronous Dynamic
Random Access Memory, ein mo-
derner und besonders schneller
RAM-Typ). Dieser SDRAM-Spei-
cher weist bei sechs Prozessor-
elementen eine Größe von je acht
Gigabyte auf, bei den restlichen
beiden eine Größe von je 16 Giga-
byte. Jedes dieser Prozessor-
elemente erreicht eine vektorielle
Spitzenleistung von 9,6 Giga-
flop/s (Milliarden Gleitpunktope-
rationen pro Sekunde). Die ein-
zelnen Prozessorelemente sind
über ein Kommunikationsnetz-
werk in Crossbar-Technologie mit-
einander verbunden (bidirektional
1,6 Gigabyte/s). Das Gesamtsys-
tem verfügt somit über insgesamt 
80 GigaByte Hauptspeicher und
eine theoretische Spitzenleis-
tung („peak performance“) von
76,8 Gigaflop/s. Die VPP5000
wird mit dem UNIX-Betriebssystem
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Abb. 2: Die Struktur des Virtuellen Rechenzentrums. Über die ATM-Vernetzung zwischen beiden realen
Rechenzentren ist ein Zugriff aller Wissenschaftler auf die Ressourcen beider Rechenzentren möglich.
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UXP/V betrieben, das auf UNIX
System V Rel. 4 basiert. Auf jedem
Prozessorelement läuft ein eige-
nes UXP/V, das – je nach Prozes-
sorelement – interaktiven oder
Batch-Betrieb ermöglicht. Benut-
zer können von anderen Syste-
men, z. B. von Workstations, über
TCP/IP mit dem VPP5000-Sys-
tem interaktiv kommunizieren und
beispielsweise Batch-Jobs ab-
setzen, die dann über NQS (Net-
work Queuing System) auf der
VPP5000 gestartet werden. Aus
der Architektur der VPP5000 er-
gibt sich, dass dieser Hochleis-
tungsrechner besonders gut für
serielle, jedoch vektorisierte An-
wendungen geeignet ist, aber
eben nicht für parallelisierte.
IBM RS/6000 SP im
Rechenzentrum 
der Universität [3]
Im Rechenzentrum der Univer-
sität Karlsruhe ist dagegen ein
Hochleistungsrechner des Typs
IBM RS/6000 SP installiert. Bei
diesem modernen Computer in
SMP-Architektur handelt es sich
um einen Parallelrechner mit 116
Mehrprozessorknoten mit je zwei
oder acht Prozessoren (112 Win-
terHawk-II-2-Wege-SMP-Knoten
mit je zwei POWER3-II Prozesso-
ren, 375 MHz und zwei Gigabyte
Hauptspeicher, sowie vier Night-
Hawk-II-8-Wege-SMP-Knoten mit
je acht POWER3-II Prozessoren,
375 MHz und acht Gigabyte
Hauptspeicher). Insgesamt be-
steht das System somit aus 256
Prozessoren, die eine theoreti-
sche Gesamtspitzenleitung von
384 Gigaflop/s erbringen. Das
System verfügt außerdem mit 256
Gigabyte über einen der europa-
weit größten Hauptspeicher, so
dass es sich besonders gut für
Programme mit extrem großen
Speicheranforderungen eignet. In
aller Regel werden hier Parallel-
jobs auf bis zu 64 Prozessoren be-
arbeitet. Es lassen sich aber auch
ohne weiteres Jobs mit gleichzei-
tiger Nutzung von bis zu 160 oder
in Spezialfällen von bis zu 256
Prozessoren rechnen. Die IBM
RS/6000 SP läuft vollständig inte-
griert unter AIX 4.3.3, PSSP 3.1,
Parallel Environment 2.4 und dem
Distributed Computing Environ-
ment (DCE). Zur Steuerung des
Batchbetriebes wird der IBM
LoadLeveler eingesetzt. Aufgrund
seiner Architektur eignet sich die-
ser Hochleistungsrechner beson-
ders gut für sogenannte parallele
Programme, die mithilfe des Tools
MPI (message passing interface)
parallelisiert wurden, für parallele
Anwendungen, welche auf einem
gemeinsamen Hauptspeicher ar-
beiten, aber auch ohne weiteres
für normale serielle Anwendun-
gen.
Die Organisation
Geleitet und koordiniert wird das
Virtuelle Rechenzentrum Karlsru-
he von einem virtuellen Direktori-
um, das jedoch aus zwei sehr rea-
len Personen besteht, nämlich
den Leitern der beiden beteiligten
wissenschaftlichen Rechenzen-
tren. Das Direktorium hat die Auf-
gabe, neue und laufende Vorha-
ben im Umfeld des Virtuellen Re-
chenzentrums zu planen und zu
beobachten, sowie die beidersei-
tigen Investitionsplanungen je-
weils schon im Vorfeld abzustim-
men und zu koordinieren. Diesem
Ziel dient auch, dass die bei-
den Leiter dem IT-Planungsaus-
schuss der jeweils anderen Insti-
tution als beratende Mitglieder an-
gehören. Die gegenseitige Inan-
spruchnahme von Ressourcen
hat im Übrigen dem Grundsatz der
vollen Kostendeckung zu ent-
sprechen. Dabei wird angestrebt,
dass die von den beiden Partnern
im Jahresmittel erbrachten Ko-
operations- und Sachleistungen in
etwa gleichwertig sind, so dass
von finanziellen Ausgleichslei-
stungen abgesehen werden kann.
Der effiziente Einsatz vorhande-
ner Mitarbeiter und Hochleis-
tungsrechner ist angesichts teu-
rer Ressourcen und kaum noch
verfügbarer IT-Spezialisten zu ei-
ner zwingenden Notwendigkeit
geworden. Die Rechenzentren
des Forschungszentrums Karls-
ruhe und der Universität Karlsru-
he haben deshalb schon 1996 ein
„Virtuelles Rechenzentrum“ ge-
gründet, um durch eine sehr enge
Kooperation einen besonders
wirtschaftlichen Einsatz von Men-
schen und Maschinen zu errei-
chen. Der Grundgedanke des Vir-
tuellen Rechenzentrums Karlsru-
he besteht darin, gleichartige und
bei beiden Partnern nachgefragte
Dienste nur noch von einem Part-
ner betreuen zu lassen, sie aber
dennoch bei beiden Partnern an-
zubieten. Diese Vorgehensweise
erlaubt es den beteiligten Part-
nern, sich auf die Betreuung je-
weils einer Computerarchitektur
zu spezialisieren, wodurch die an-
gebotenen Dienste deutlich wirt-
schaftlicher zu erbringen sind. Die
andauernden Fortschritte in der
Informationstechnologie ermögli-
chen es beiden Einrichtungen, auf
diesem Gebiet seit mehreren Jah-
Zusammenfassung und
Ausblick
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ren eine sehr enge und vertrau-
ensvolle Kooperation einzugehen
und mit Leben zu füllen, die bei-
spielhaft ist für die zukünftig ge-
planten weltumspannenden Grid-
Aktivitäten verschiedener wissen-
schaftlicher Disziplinen. So konzi-
piert und realisiert beispielsweise
die weltweite Community der
Hochenergie- und Elementarteil-
chenphysik derzeit ein global an-
gelegtes Virtuelles Rechenzen-
trum, welches nach gegenwärti-
gem Planungsstand aus sieben
über die ganze Welt verteilten und
durch extrem leistungsfähige in-
terkontinentale Datennetze ver-
bundenen großen realen Re-
chenzentren bestehen wird. Eines
dieser sieben sehr großen Re-
chenzentren entsteht gegenwär-
tig im Forschungszentrum Karls-
ruhe. Auf diese Weise kann das
Forschungszentrum Karlsruhe die
einst auf lokaler Ebene geborene
Idee des Virtuellen Rechenzen-
trums nun im globalen Maßstab
fortführen.
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Einer der wichtigsten Erfolgsfak-
toren für die Spitzenforschung und
Industrie wird zukünftig darin be-
stehen, jederzeit schnell und
standortunabhängig auf weltweit
verteilte Daten und IT-Ressourcen
zugreifen zu können. Die Grund-
lage dazu bildet eine hochkom-
plexe, weltweit vernetzte Informa-
tionsinfrastruktur mit differenzier-
ten Zugangs- und Administra-
tionsmechanismen, für die sich all-
gemein der Begriff „Grid-Compu-
ting“ etabliert hat [1]. Der Ausdruck
Grid-Computing wurde dabei ge-
prägt durch die Assoziation mit
dem elektrischen Stromnetz (Po-
wer Grid). In der Tat war die ur-
sprüngliche Motivation für Grid-
Computing, dass Rechenkapa-
zität in gleicher Weise universell
und transparent zur Verfügung ge-
stellt werden soll, wie dies heute
für elektrische Energie der Fall ist.
Allerdings ist dieser Vergleich nicht
voll zutreffend, da es beim elektri-
schen Strom nur wenige anzu-
passende Parameter gibt (Span-
nung und Frequenz), wohingegen
beim Austausch von Rechnerleis-
tung wesentlich mehr Grundei-
genschaften zu berücksichtigen
sind: So können sich Zielrechner
z.B. unterscheiden in Architektur,
Betriebssystem, Anbindung an
das Netzwerk und vielem mehr.
Gerade in dieser technischen Viel-
falt liegen viele grundsätzliche
Probleme, die noch nicht alle voll-
ständig untersucht und gelöst sind.
Ausgehend von dieser ursprüngli-
chen Sichtweise wird das Grid-
Computing heute vielfach umfas-
sender definiert als die sichere, fle-
xible, koordinierte und gemeinsa-
me Nutzung von Ressourcen in-
nerhalb virtueller Organisationen
[4]. Als Ressourcen sind in diesem
Zusammenhang neben Rechen-
kapazität auch Daten und Instru-
mente, sowie im weitergehenden
Sinne Personen zu verstehen. Vir-
tuelle Organisationen werden hier-
bei dynamisch gebildet aus einer
Menge von global verteilten Insti-
tutionen. Beispiele für Virtuelle Or-
ganisationen sind Application Ser-
vice Provider oder Konsortien von
Firmen die gemeinsam ein neues
Produkt entwickeln wollen (z.B. ein
Auto oder Flugzeug), aber auch in-
ternationale wissenschaftliche Ko-
operationsprojekte: Es ist abzuse-
hen, dass kooperative Problemlö-
sungsumgebungen zukünftig in
vielen Bereichen von Industrie und
Wissenschaft eine signifikante
Rolle spielen werden und damit ei-
nen wesentlichen Einfluss auf die
Entwicklung globaler Informati-
onsinfrastrukturen, insbesondere
das Internet, ausüben.
Der Begriff e-Science (im Sinne
von „enhanced“ Science) wurde
geprägt von Dr. John Taylor, dem
Vorsitzenden des britischen Wis-
senschaftsrates: „e-Science is
about global collaboration in key
areas of science, and the next ge-
neration of infrastructure that will
enable it.“ Die e-Science ermög-
licht eine neuen Qualität der wis-
senschaftlichen Zusammenarbeit
weltweit agierender Kollaboratio-
nen: Die grundlegende Voraus-
setzung dafür ist die allgemeine
Verfügbarkeit umfangreicher Da-
tensammlungen im Internet, so-
wie der Zugang zu sehr großen
verteilten Computer-Ressourcen
und hoch performanten Visuali-
sierungstools an den Arbeitsplät-
zen der beteiligten Wissenschaft-
ler. 
Das World Wide Web hat Stan-
dards geschaffen für den weltwei-
ten Zugang zu Information jegli-
cher Art. Zur Unterstützung der e-
Science ist eine weitergehende
Standardisierung und die Bildung
einer ungleich mächtigeren Infra-
struktur zwingende Vorausset-
zung. Neben den Informationen
auf Webseiten benötigen die Wis-
senschaftler einfachen Zugang zu
teuren Instrumenten, zu verteilten
Teraflop-Maschinen und Farmen
preiswerter Personalcomputer,
sowie Hochgeschwindigkeitsnet-
ze, um Terabytes an Informatio-
nen in verteilten Datenbanken ab-
zufragen. 
Das Grid definiert eine Architek-
tur, die alle diese Dinge zusam-
menbringt und damit die Vision der
e-Science in greifbare Nähe rückt:
e-Science umfasst als Konzept
die Anwendung der Grid-Techno-
logie für vielfältige Disziplinen, wie
etwa für Hochenergie- und Astro-
physik, Biowissenschaften und
Medizin oder Geo- und Umwelt-
forschung, unter Einbeziehung
von Experimentgroßgeräten (Be-
schleuniger, Satelliten, Tomogra-
phen u. a.) einerseits und den Auf-
bau von regional verteilten Mas-
sendaten-Archiven und deren Be-
reitstellung für differenzierte In-
formationsanalysen andererseits.
In diesem Sinne wäre eine Kon-
solidierung von Datenbankforma-
ten über Grenzen von Arbeits-
gruppen hinweg denkbar etwa im
Bereich der Genomforschung
oder Astronomie. So könnten z.B.
im Falle der Beobachtung einer
künftigen Supernova-Explosion
Wissenschaftler die Aufzeichnun-
gen aus der Astronomie mit den
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Beobachtungen der Gravitations-
wellen-Experimente sowie mit
den Messdaten von Neutrino-
detektoren aus der Teilchenphy-
sik korrelieren: Der erkenntnis-
theoretische Mehrwert einer solch
umfassenden Methodik liegt auf
der Hand.
Eines der schwierigsten Proble-
me beim Entwurf von Grid-Syste-
men liegt in der allgemeinver-
bindlichen Definition von Proto-
kollen und Diensten, die eine In-
teroperabilität von Systemen und
Anwenderprogrammen über-
haupt erst garantieren. Als Sam-
melbegriff für die benötigte stan-
dardisierte Vermittlungs- und Ver-
waltungssoftware wird allgemein
der Begriff „Middleware“ verwen-
det. Die Middleware stellt die un-
tere Schicht des Grid-Computing
dar, auf welche verteilte Anwen-
dungen aufbauen können. Bei-
spiele für derartige Anwendungen
sind Simulationsrechnungen in
der Hochenergie- und Astroteil-
chenphysik sowie in der Medizin
oder der Zugriff auf verteilt ge-
speicherte sehr große Datenban-
ken. Die Middleware zur Kon-
struktion eines Grid muss dabei
folgendes leisten [3]:
l Koordination und Koallokation
von Ressourcen, ohne einer
zentralen Kontrollinstanz un-
terworfen zu sein
l Verwendung offener Standard-
protokolle und Schnittstellen
l Realisierung nichttrivialer kom-
plexer Dienstqualitäten durch
Zusammenschalten von glo-
balen Ressourcen
In der Praxis führen diese Forde-
rungen zur Einrichtung von sog.
Web-Services für die zu verwen-
denden Ressourcen, die global
sichtbare Funktionalitäten bieten
wie z.B. Verzeichnisdienste zum
Aufspüren von Ressourcen,  Res-
source-Broker zur dynamischen
Vermittlung, sowie Scheduler zum
Buchen und zur Inanspruchnah-
me von Ressourcen. Die Sicher-
heitsproblematik kann gelöst wer-
den durch den Einsatz von PKI1)-
gestützten Verfahren zur Authen-
tifizierung auf der Basis von ISO-
konformen Zertifikaten.
Ein lokales Computercluster mit
einem zentral verwalteten Batch-
System bildet nach diesen Vorga-
ben allerdings noch kein Compu-
ting Grid (Ein solches Angebot
würde analog in etwa dem Fall ent-
sprechen, dass ein Kunde seine
Elektrogeräte zum Betrieb in ein
bestimmtes Kraftwerk transpor-
tieren müsste). Die genannten Kri-
terien werden aber realisiert in den
aktuellen groß angelegten Grid-
Projekten, wie z.B. GriPhyN,
PPDG, EU DataGrid, CrossGrid
oder LHC Computing Grid: Alle
diese Projekte integrieren dyna-
misch Ressourcen aus verschie-
denen Institutionen, von denen je-
de mit ihren eigenen Betriebsre-
gelungen und Sicherheitsmecha-
nismen aufwartet; als gemeinsa-
me Basis für die Middleware wird
das am Argonne Lab entwickelte
Globus Toolkit [2] verwendet zur
Koallokation von Ressourcen und
der Adressierung von Problemen
im Bereich Sicherheit, Zuverläs-
sigkeit und Durchsatz. Die neues-
te Entwicklung geht dabei in Rich-
tung standardisierter Web-Servi-
ces, sog. Grid-Services, welche
es erlauben, eine verteilte Appli-
kation aus normierten, weltweit
verstreuten Komponenten mit all-
gemein anerkannten und offenen
Schnittstellen  aufzubauen. Unter
Einhaltung des künftigen Indus-
triestandards „Open Grid Services
Architecture“ (OGSA) [5] spielt es
dabei auch keine Rolle, ob zu-
sammen geschaltete Komponen-
ten und Dienste aus der Unix-
Welt oder aus der Windows Welt
stammen. Generell wird so auch
eine Zusammenarbeit zwischen
Applikationen ermöglicht, die auf
verschiedener Middleware-Tech-
nologie basieren, wie z.B. UNI-
CORE, DotNet usw. 
Eine zwingende Voraussetzung
zur Realisierung von Grid-Com-
puting ist die Existenz einer 
Breitbandvernetzung mit Quality-
of-Service-Garantie. Mit dem 
vom DFN-Verein betriebenen 
G-WiN steht der Wissenschaft in
Deutschland eine der weltweit mo-
dernsten Kommunikationsinfra-
strukturen zur Verfügung. Hier-
durch entsteht ein nachhaltiger
Standortvorteil, der vor dem Hin-
tergrund einer zunehmenden Glo-
balisierung über die Wissenschaft
hinaus von sehr großer Bedeu-
tung ist. Den Kern des G-WiN bil-
det ein bundesweites Hochge-
schwindigkeitsdatennetz auf mo-
dernster  Glasfasertechnologie.
Die Teilnehmer des G-WiN kön-
nen Anschlüsse mit bis zu 2,5-Gi-
gabit/s-Kapazität, später auch bis
zu 10 Gigabit/s erhalten, wobei die
etwa 700 deutschen Wissen-
schaftseinrichtungen Zugang er-
halten über 29 Knotenpunkte. Der
Netzwerke
Grid-Architekturen
1) Public Key Infrastructure
regionale G-WiN-Knoten für Nord-
baden und die Südwestpfalz be-
findet sich im Rechenzentrum des
Forschungszentrums Karlsruhe. 
Europa ist ebenfalls gut gerüstet:
Mit Förderung der Europäischen
Union wurde das GEANT-Netz-
werk eingerichtet, welches die eu-
ropäischen Länder über eine Da-
tenautobahn im Bereich von bis zu
10 Gigabit/s verbindet; der deut-
sche Aufpunkt befindet sich in
Frankfurt. Die Anbindung des GE-
ANT-Netzwerks zu amerikani-
schen Partnern wird realisiert
durch eine 2.5-Gigabit/s-Leitung
zum StarLight-Knotenpunkt in
Chicago. In den Vereinigten Staa-
ten wird das momentan wohl ehr-
geizigste Vernetzungsvorhaben
vorangetrieben: TeraGrid. Es ist
hier das Ziel, über StarLight in
Synergie Ressourcen zu nutzen
zwischen dem Argonne-Labora-
torium und NCSA im Osten einer-
seits sowie dem Supercomputer-
zentrum in San Diego (SDSC) und
Caltech im Westen andererseits.
Die Anbindung der Zentren unter-
einander wird realisiert mit einer
Bandbreite von zunächst 40 Gi-
gabit/s: Bis zu 10 Terabyte Daten
können somit in nur einer halben
Stunde über den amerikanischen
Kontinent hinweg transferiert wer-
den. Darüber hinaus stehen für
verteilte Anwendungen insgesamt
14 Teraflop Computerleistung und
750 Terabyte Online-Speicher zur
Verfügung. 
Die Internationalität der Verbund-
anstrengungen im Kontext des
Grid-Computing wird über die Ein-
beziehung des Angebots des G-
WiN hinaus auch hierzulande die
Auseinandersetzung mit innova-
tiven Kommunikationstechniken
wie optische Netztechnik und Wel-
lenlängen-Multiplexing unabding-
bar machen und eine entspre-
chende DGRID-Initiative wäre ge-
eignet, in Zukunft die Kapazitäten
in den deutschen Forschungs-
zentren für die Forschung zu er-
schließen.
Als Beispiel für ein aktuelles 
Grid-Computing-Vorhaben soll an
dieser Stelle das LHC-Com-
puting-Grid-Projekt besprochen
werden: Das laufende For-
schungsprogramm bei CERN er-
fordert den Bau des bisher welt-
weit leistungsfähigsten Teilchen-
beschleunigers, des Large Ha-
dron Collider (LHC). Mit dem LHC
soll der Ursprung der Masse un-
tersucht werden, eine der grund-
legendsten Fragen der Wissen-
schaft. Das Institut erwartet im
Das LHC-Computing-
Grid-Projekt
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Das Computing-Modell des LHC. Die Grundlage bilden weltweit verteilte Res-
sourcen, wobei jede der Ebenen (Tier) eine bestimmte Funktion hat. Die Roh-
daten der Experimente werden am CERN gespeichert und vor verarbeitet
(Tier-0), große Regionalzentren übernehmen die Speicherung der rekons-
truierten Daten und produzieren mit Monte-Carlo-Methoden simulierte Er-
eignisse (Tier-1), gefilterte Datenströme fließen zu  nationalen Rechenzentren
(Tier-2) und zu  lokalen Rechenzentren (Tier-3), ausgewählte Datensätze ste-
hen schließlich an den Arbeitsplätzen der Wissenschaftler zur Verfügung
(Tier-4). Alle einer bestimmten virtuellen Organisation dynamisch zugeteil-
ten Ressourcen bilden ein verteiltes, virtuelles Rechenzentrum, auf das alle
Mitglieder der Organisation transparenten Zugriff haben, vermittelt durch die
Grid Middleware (Grid-Wolke).
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Rahmen seiner Untersuchungen
ein immenses Aufkommen an Da-
ten, die ausgewertet und verar-
beitet werden müssen. Dazu sol-
len weltweit freie oder ungenutzte
Prozessor- und Speicher-Kapa-
zitäten von Zehntausenden von
Computern zu einem Daten-Netz-
werk (einem sog. DataGrid) zu-
sammengefasst werden. Das Grid
Computing stellt einen der neues-
ten Ansätze dar, um den enormen
Bedarf an Rechen- und Speicher-
Kapazitäten solch umfassender
Projekte zu decken und nutzt das
Internet und die darin enthaltenen
Computerressourcen. Tausende
Wissenschaftler von Universitä-
ten auf der ganzen Welt werden
bei der Analyse der gesammelten
Daten zusammenarbeiten. Hier-
bei ist die Idee, die Daten nicht wie
bisher an einem Ort vorzuhalten
und zu verarbeiten, sondern die-
se auf mehrere Zentren zu vertei-
len und transparent zu nutzen [6]:
In der MONARC-Studie [7] wurde
gezeigt, dass ein hierarchisches
System mit verschiedenen Ebe-
nen (Tiers) den Anforderungen
gerecht wird. In diesem Modell hat
CERN als Tier-0 die Aufgabe, Ex-
perimentdaten zu speichern und
zu rekonstruieren. Die Analyse so-
wie die Erzeugung simulierter Er-
eignisse wird vor allen Dingen in
regionalen Tier-1-Zentren statt-
finden, gefolgt von nationalen
Tier-2-Zentren, Institutsrechnern
(Tier-3) und Arbeitsplatzrechnern
(Tier-4).
Neben CERN, RAL, IN2P3 und
vielen anderen hochrangigen For-
schungszentren wird sich auch
das Forschungszentrum Karlsru-
he an diesem Projekt beteiligen:
Die Hauptabteilung Informati-
ons- und Kommunikationstechnik
(HIK) wird als Kompetenzzentrum
zur Weiterentwicklung und An-
wendung der Grid-Technologie
beitragen; auf der Ressourcensei-
te wird mit dem „Grid-Computing
Centre Karlsruhe (GridKa)“ in den
nächsten Jahren ein beachtliches
Potenzial an Computerleistung
und Speicherplatz geschaffen,
welches Zugang zu einer neuen
Qualität wissenschaftlichen Arbei-
tens eröffnen wird [8,9].  Obwohl
die Datennahme der vier Großex-
perimente ATLAS, ALICE, CMS
und LHCb bei LHC erst im Jahre
2007 beginnt, werden schon jetzt
Prototypen für die Datenverarbei-
tung gebaut, sog. Testbeds, mit
jährlich wachsender Funktionalität
und Komplexität, um die kritischen
Parameter des weltweiten Com-
puting-Modells zu untersuchen
und zu optimieren. Darüber hinaus
bietet GridKa schon jetzt Res-
sourcen zur Auswertung der Da-
ten für vier weitere in Produktion
befindliche Experimente der Kern-
und Teilchenphysik (BaBar am
SLAC, D0 und CDF am FermiLab,
COMPASS am CERN). Es ist das
Ziel der Aufbauarbeiten, Ressour-
cen für alle Experimente möglichst
gemeinsam bereitzustellen, um
durch Synergie-Effekte Einspa-
rungen bei den Gesamtkosten zu
erreichen; an den durch GridKa
versorgten Experimenten nehmen
in Deutschland insgesamt mehr
als 400 Wissenschaftler aus
41Instituten teil. Eine weitere wich-
tige Aufgabe besteht darin, dass
GridKa weltweit als zentrale Ins-
tanz zur Ausstellung von Grid-
Computing Zertifikaten für die
deutsche Kern- und Teilchenphy-
sik anerkannt ist. 
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Mathematische (Unter-)Pro-
gramm-Bibliotheken sind Be-
standteil eines vielfältigen Ange-
bots an Programmen und Pro-
grammpaketen, welches unter
dem Sammelbegriff „Mathemati-
sche Software“ für die technisch-
wissenschaftlichen Anwender der
Datenverarbeitung verfügbar ist.
Der Begriff „Mathematical Soft-
ware“ wurde 1969 von John R. Ri-
ce geprägt und als „Computer pro-
grams which implement widely
applicable mathematical proce-
dures“ definiert [2]. Das heutige
Spektrum umfaßt einerseits Pro-
gramm-Bibliotheken zur Bearbei-
tung von Aufgabenstellungen aus
der Numerischen Mathematik
(Funktionsberechnungen, lineare
und nichtlineare Gleichungssys-
teme, Anfangs- und Randwert-
probleme bei gewöhnlichen und
partiellen Differentialgleichungen,
schnelle Fourier-Transformatio-
nen etc.), aus der Statistik (be-
schreibende Statistik, Regression
und Korrelation, Varianzanalyse,
Testverfahren etc.), andererseits
aber auch die sog. Computer-Al-
gebra-Systeme, welche Ergeb-
nisse sowohl in symbolischer als
auch in numerischer Form liefern
können. Zusätzlich bieten beide
Arten ausführliche Online-Hilfen
sowie Möglichkeiten der grafi-
schen Darstellung und Visualisie-
rung.
Offensichtliche Gründe für die Be-
reitstellung mathematischer Soft-
ware sind: Minimierung des Pro-
grammieraufwandes, Nutzung
von in Programme gegossenem
Spezialwissen nach dem neues-
ten Stand der Wissenschaft, Pro-
duktion von gesicherten Ergeb-
nissen. Unter diesen Aspekten
gehören Programm-Bibliotheken
unverzichtbar zum Software-An-
gebot eines technisch-wissen-
schaftlichen Rechenzentrums [3].
Geht man in der Geschichte des
Rechenzentrums zurück bis etwa
1969/70, so findet man drei Quel-
len mathematischer Unterpro-
gramme vor: Die SYS1.FORTLIB
als Bestandteil des FORTRAN-
Laufzeitsystems, welche neben
Funktionen wie Sinus, Tangens
etc. auch Ein-/Ausgabe- und
sonstige Dienstprogramme be-
reitstellte. Die GFK.FORTLIB aIs
Sammlung von FORTRAN- und
Assembler-Programmen für ma-
thematische und allgemeinere
Aufgabenstellungen, welche von
Mitarbeitern des Forschungszen-
trums der gesamten Benutzer-
schaft zur Verfügung gestellt wur-
den. Und das Scientific Subrouti-
ne Package (SSP), wohl die erste
Sammlung dieser Art von über 250
mathematischen und statisti-
schen Unterprogrammen – die
meisten davon in Ausführungen
für einfache und doppelte Genau-
igkeit – entwickelt von IBM und im
FORTRAN-Quellcode verfügbar
(was der Verbreitung förderlich
war, weil jeder Benutzer sich die
Programme auf Lochkarten aus-
stanzen und sie bei Bedarf auch
modifizieren konnte).
Ab 1972 bot das Rechenzentrum
die kostenpflichtigen Lizenzpro-
gramme SLMATH (für FORTRAN)
und PLMATH (für PL/1) als Nach-
folger für SSP an, wobei PLMATH
– in Ermangelung anderer Quellen
für die Programmiersprache PL/1
– erst 1992 abgemietet wurde.
Einige Entwickler von SSP grün-
deten 1971 in den USA die Firma
IMSL (International Mathematical
and Statistical Libraries), welche
ein Jahr später die erste rein kom-
merzielle mathematische Pro-
gramm-Bibliothek für FORTRAN
an IBM-Kunden auslieferte (kom-
plett in je einer Version für einfa-
che und doppelte Genauigkeit) [2].
Ab 1973 wurde die gleiche Biblio-
thek auch für Kunden anderer
Rechnerhersteller verfügbar, was
ein Novum darstellte, konnten
doch jetzt Quellprogramme mit
IMSL-Aufrufen zwischen ver-
schiedenen Plattformen ausge-
tauscht werden, sofern nur die
IMSL-Bibliothek vorhanden war.
Allerdings war der Quellcode der
Unterprogramme nicht verfügbar.
Das Rechenzentrum lizenzierte
ab 1978 diese Bibliothek und bie-
tet sie bis heute seinen Benutzern
an. Sie zeichnete sich in der Ver-
gangenheit schon aus durch die
Qualität der Algorithmen, ein um-
fangreiches Anwendungsspek-
trum, eine weite Verbreitung und
gute Dokumentation in Form von
Handbüchern, die in späteren Ver-
sionen auch Online verfügbar wa-
ren und durch komfortable Online-
Hilfen ergänzt wurden. Ab 1991
wurde von IMSL auch eine Biblio-
theksversion für die Program-
miersprache C angeboten.
Mit der HARWELL Subroutine Li-
brary (HSL), einem nicht kom-
merziell vertriebenen Produkt von
HARWELL Laboratory in England,
verschaffte das Rechenzentrum
1980 seinen Benutzern wieder Zu-
griff auf Programme im Quellco-
de, welcher mit der Auflage des Zi-
tierens in wissenschaftlichen Ver-
öffentlichungen für Forschungs-
zwecke frei verfügbar war. Im ma-
Historie
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thematischen Teil deckte die HSL
nahezu den Bereich der IMSL ab,
im Statistikbereich nur einen klei-
nen Ausschnitt. Einige Dienstpro-
gramme waren im IBM-Assembler-
Code geschrieben (dies schränk-
te die Portabilität ein). Mit dem
Übergang vom Betriebssystem
MVS auf Unix 1999 endete die
HARWELL-Ära im Forschungs-
zentrum.
Eine neue Qualität bezüglich 
der Zuverlässigkeit von Ergebnis-
sen numerischer Berechnungen
brachte das IBM-Produkt
ACRITH, die „High Accuracy Arith-
metic Library“, mit dem Konzept
der „verifizierenden Algorithmen“
bzw. der vom Programm „verifi-
zierten Ergebnisse“: Statt eines
einzigen Ergebnisses werden
jetzt zwei Zahlen zurückgegeben,
die das einschließende Intervall
für das – unbekannte – exakte Er-
gebnis definieren. Die theoreti-
sche Basis für die gesicherte Feh-
lerschranken liefernden Algorith-
men – die Anwendung der Inter-
vall-Arithmetik sowie von Fix-
punktsätzen der Analysis, der ge-
richteten Rundung von Zwi-
schenergebnissen, die Verwen-
dung eines langen Akkumulators
für die exakte Berechnung von
Skalarprodukten etc. – wurde
schon Anfang der siebziger Jahre
wesentlich von der Universität
Karlsruhe gelegt. Die Firma IBM
hat diese Arbeiten in das Produkt
ACRITH überführt und vermarktet
und sogar einen Rechner – die
IBM 4361 – gebaut, bei dem die
wesentlichen Arithmetik-Funktio-
nen in Hardware implementiert
worden waren. Das Rechenzen-
trum hat diese Bibliothek 1986 für
die Benutzer verfügbar gemacht
und damit – hoffentlich – ins Be-
wusstsein gerückt, nicht jedem Er-
gebnis bisheriger Rechnungen
blindlings zu vertrauen. Die Me-
thoden haben sich langfristig nicht
durchgesetzt, vielleicht weil die
Rechenzeiten gegenüber her-
kömmlichen Algorithmen deutlich
länger waren und ACRITH nicht
das gesamte Spektrum anderer
Bibliotheken abdeckte.
1987 wurde im Rechenzentrum
der erste Vektorrechner installiert,
der Siemens-Fujitsu VP50. Um
die Möglichkeiten dieser neuen
Rechnergeneration – das Verar-
beiten von Vektoren als Ganzes
oder in Teilen gegenüber der bis-
herigen elementweisen Abarbei-
tung – nutzen zu können, mussten
Programme „vektorisiert“ werden.
Diese Aufgabe übernahmen die
Compiler der Hersteller, jedoch
waren auch die Programmierer
gefordert, ebenso die Anbieter von
Bibliotheken. Die Herstellerbiblio-
thek „ Scientific Subroutine Libra-
ry 2“ (SSL2) – sie war schon auf
dem Skalarrechner im Einsatz –
wurde in einer für die spezielle
Hardware der VP50 optimierten
und um Vektoralgorithmen erwei-
terten Version mitgeliefert. Der Ef-
fizienzgewinn der diese Bibliothek
nutzenden Programme ging aller-
dings zu Lasten ihrer Portabilität.
Eine Alternative zur Effizienzstei-
gerung ohne Portabilitätsein-
bußen boten die BLAS-Program-
me in Verbindung mit einer platt-
formunabhängigen Bibliothek.
BLAS („Basic Linear Algebra Sub-
routines“) ist das Ergebnis eines
von ACM-SIGNUM geförderten
Standardisierungsprojektes für
Mathematische Software, in einer
ersten Version 1979 bereitgestellt
und in ACM Transactions On Ma-
thematical Software (TOMS) do-
kumentiert als ein Satz von Fort-
ran-Unterprogrammen für die ele-
mentaren Operationen mit Vekto-
ren und Matrizen. Man hatte sich
auf Namen, Parameterlisten und
funktionale Beschreibungen geei-
nigt, ein bedeutender Schritt für
die Entwicklung von Programmen
der linearen Algebra.
Der Software-Hersteller IMSL
paßte 1987 seine Bibliotheken an
diese Entwicklung an: entspre-
chender Programm-Code wurde
durch zum Standard konforme
BLAS-Aufrufe ersetzt. Hardware-
Hersteller optimierten die BLAS-
Bibliothek für ihre speziellen Ar-
chitekturen, so IBM mit der 3090-
Vector-Facility und Siemens-Fu-
jitsu mit dem VP400, die 1990 bzw.
1991 im Rechenzentrum installiert
wurden. Dadurch konnten die Be-
nutzer durch Einbinden dieser op-
timierten BLAS-Bibliotheken an
Stelle der IMSL-BLAS oft in signi-
fikantem Maße Rechenzeit ein-
sparen.
Ein neuer Rechnertyp wurde 1995
im Rechzentrum etabliert: der Par-
allel-Rechner CRAY-J916 unter
dem Betriebssystem UNICOS.
Die Möglichkeit, ein Programm auf
mehreren Prozessoren gleichzei-
tig – also „parallel“ – auszuführen
(schon auf der IBM3090/600VF
möglich, aber nicht effizient reali-
sierbar), war eine neue Heraus-
forderung an Mathematiker und
Entwickler mathematischer Soft-
ware. Hierzu bot der Hersteller
CRAY neben einer optimierten
BLAS-Bibliothek und einer auf
BLAS basierenden Bibliothek LA-
PACK, die die Funktionalität der
bekannten Bibliotheken LINPACK
und EISPACK abdeckte, auch ei-
ne eigene mathematische Biblio-
thek SCILIB an, deren wesentli-
285
che Programme die Vorteile der
Parallel-Vektorarchitektur nutz-
ten. Die Firma IMSL stellte für die
CRAY-Rechner ebenfalls die Ar-
chitektur nutzende Versionen ih-
rer Bibliothek bereit.
Die rasant gesteigerte Rechenlei-
stung der Computer-Hardware
zwingt die Software-Entwickler zu
neuen Verfahren der Anpassung
und Optimierung, die bisher sehr
zeitaufwendig waren und nur von
hochqualifizierten Spezialisten
geleistet werden konnten. Ziel des
seit 1998 laufenden Forschungs-
projekts ATLAS (Automatically Tu-
ned Linear Algebra Software) ist,
empirische Methoden in Form des
Software-Pakets ATLAS bereit zu
stellen, um Programme der linea-
ren Algebra – in erster Linie die
BLAS-Bibliothek, aber auch aus
LAPACK – für unterschiedliche
Hardware-Plattformen zu opti-
mieren [4].
Die Anzahl weltweit angebotener
freier und kommerzieller mathe-
matischer Bibliotheken unter-
scheidet sich dramatisch von der
Anzahl der im Forschungszen-
trum zentral installierten Biblio-
theken. Hier einige interessante
Seiten im Netz:
www.netlib.org/index.html
math.nist.gov
www.netlib.org/lapack/
index.html
www.visual-numerics.de/
produkte/index.htmlt#lMSL
www.nag.co.uk/numeric/
numerical libraries.asp
Im Rechenzentrum sind folgen-
de mathematischen Unterpro-
grammbibliotheken zentral ver-
fügbar:
BLAS 
(Basic Linear Algebra
Subprograms)
Die BLAS-Bibliothek ist eine aus
Public-Domain Routinen beste-
hende Sammlung von Basispro-
grammen zur effizienten Lösung
von Problemen der Linearen Al-
gebra. Es werden Routinen für
Vektor-Vektor, Vektor-Matrix und
Matrix-Matrix Operationen ange-
boten. Nach und nach hat sich die-
se Sammlung als Standard eta-
blieren können, da die im Quell-
text verfügbaren Routinen von al-
len größeren Herstellern als hard-
wareoptimierte BLAS-Version (->
ATLAS ) zur Verfügung gestellt
werden. Auch die Anbieter von
Softwarepaketen bedienen sich
der BLAS Routinen. Vom Re-
chenzentrum wurden diese Rou-
tinen erstmals auf einem Vektor-
rechner VP50 und einer IBM
3090/600 VF zur Verfügung ge-
stellt.
LAPACK 
(Linear Algebra PACKage)
Eine neue Art von numerischer
Unterprogrammbibliothek löste ab
1992 die Bibliotheken EISPACK
(seit 1976) und LINPACK (seit
1979) ab. LAPACK bietet eine
Vielzahl von sogenannten ‘driver
routines’, die sich wieder in ‘sim-
ple’ und ‘expert’ unterteilen. Es
wird aber auf die optimierten
BLAS Bibliotheken des jeweiligen
Herstellers zugegriffen.
ScaLAPACK 
(Scalable LAPACK)
Durch Hardwaredesignänderun-
gen von Hochleistungsrechnern
wurde der Bedarf nach parallelen
Bibliotheken geweckt. 1995 wur-
de die erste Version für die soge-
nannte MIMD-Architektur (multi-
ple instruction streams, multiple
data streams, Flynn Einteilung)
zur Verfügung gestellt. Für große
Probleme eröffnet diese Biblio-
thek die Möglichkeit, verteilten
Speicher und schnelle Prozesso-
ren über leistungsstarke Netze ef-
fizient zu nutzen. Leider steigt
durch einen hohen Speicherbe-
darf die Anzahl der zu nutzenden
Prozessoren so stark an, dass bei
einer Eigenwertberechnung die
Anwendung nur verteilt auf einem
VPP300 mit viel lokalem Speicher
gerechnet werden kann.
IMSL
Die seit 1972 angebotene IMSL
Bibliothek wird laut Benutzerbe-
fragung auch wegen des hohen
Preises vor der NAG Bibliothek
(Numerical Algorithms Group) be-
vorzugt. Deshalb wird bis heute
die IMSL auf den zentralen Rech-
nern angeboten, obwohl die NAG
moderner ist. Die IMSL bietet mit
ihren mathematischen und stati-
stischen Teilen Fortran- als auch
C-Programmierern eine einfache
Schnittstelle an. Über ein MPI-In-
terface können verteilte Systeme
gemeinsam an der Lösung einer
Aufgabe arbeiten.
Bedingt durch die Annäherung der
Leistungsdaten von Hochlei-
stungsprozessoren und die in ho-
Bibliotheken von
morgen
Mathematische 
Bibliotheken 
der Gegenwart
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her Stückzahl produzierten Com-
modity-Komponenten und den
Verdrängungswettbewerb der Ge-
neralisten gegen die Spezialis-
ten im Hochleistungsrechnerbau
(IBM, SUN, HP, Intel, Cray, Think-
ing Machines usw.) sowie durch
Leistungssteigerung mittels par-
alleler Strukturen ist auch ein Um-
denken bei numerischen Biblio-
theken notwendig.
Gerade diese parallelen Systeme
können aber eine wesentlich stär-
kere Beschleunigung von Anwen-
dungen bewirken, als der Intel-
Mitbegründer Gordon Moore noch
1968 vorhergesagt hatte.
Adaptive Algorithmen in der Nu-
merik haben den Vorteil, dass et-
wa ein Berechnungsgebiet nicht
mehr wie bei herkömmlichen Ver-
fahren a priori statisch festgelegt
wird, sondern dynamisch wäh-
rend des Berechnungsvorganges
zugeordnet wird. Dabei werden
Größen wie Rechenleistung,
Netzbandbreite, Latenz, usw.
berücksichtigt. So ergibt sich eine
dynamische Lastverteilung und
optimale Nutzung der Ressour-
cen. Der Güte des Ergebnisses
als auch dem Ressourcen-
management gilt dabei das
Hauptaugenmerk. Jedoch gibt es
momentan nur Lösungen für ganz
bestimmte Fragestellungen. An-
sätze sind erkennbar bei adaptiver
FEM-Software, Bildanalysesoft-
ware und in der Bioinformatik.
Am Institut für Meteorologie und
Klimaforschung wurde mit Hilfe
umfangreicher numerischer Si-
mulationen am VPP5000 eine
Windstatistik für den Raum 
Baden-Württemberg berechnet
(www.lfu.baden-wuerttemberg.de/
lfu/uis/energie.html). Dabei wur-
de in einem horizontalen Raster
mit einer Gitterweite von 1 km die
mittlere Windgeschwindigkeit in
Beispiel einer IMSL-
Nutzung
Abb. 1: Clusteranalyse für die Parameter Windrichtung, Windgeschwindigkeit und Temperaturschichtung (ge-
füllte Kreise). Die Größe der Kreise ist ein Maß für die Häufigkeit, die Punkte stellen die gesamten Beobach-
tungen dar.
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verschiedenen Höhen bestimmt.
Zur Berechnung ist eine Zusam-
menfassung der Großwetterlagen
erforderlich. Diese erfolgt mit Hil-
fe einer Clusteranalye, die mit der
IMSL-Bibliothek durchgeführt
wird, wobei die Prozeduren
CDIST, CLINK und CNUMB zur
Anwendung kommen. Im verwen-
deten numerischen Simulations-
modell KAMM [1] wird die groß-
räumige Wetterlage charakteri-
siert durch die horizontalen Wind-
komponenten u und v in 700 hPa
und einem vertikalen Temperatur-
gradienten d Q l d z. Als Eingangs-
daten dienen Tagesmittelwerte
der NCEP/NCAR Reanalyseda-
ten über einen Zeitraum von 25
Jahren. Es werden hierarchische
Cluster nach folgendem Schema
erzeugt: im ersten Schritt wird je-
de Beobachtung (u, v in 700 hPa,
d Q l d z) als ein Cluster betrachtet.
Es wird dann der Abstand zwi-
schen den Clustern berechnet und
die am nächsten zusammenlie-
genden Cluster zu einem neuen
Cluster zusammengefasst. Diese
Prozedur wird wiederholt, bis die
gewünschte Anzahl von Clustern
erreicht ist. Im vorliegenden Falle
werden die ca. 9000 Beobachtun-
gen zu 60 Clustern zusammenge-
fasst. Die Verteilung der Cluster in
der dreidimensionalen Häufig-
keitsverteilung für die Parameter
Windrichtung, Windgeschwindig-
keit und Temperaturschichtung ist
in der Abb. 1 wiedergegeben. Für
jeden Clusterpunkt wird eine nu-
merische Simulation durchge-
führt, woraus anschließend mit
der entsprechenden Gewichtung
die mittleren Windverhältnisse be-
stimmt werden.
[1] G. Adrian, F. Fiedler, 
Contrib. Phys. Atmos, 64, 
27-48, 1991 
[2] Cowell W. R., 
Sources and Development of
Mathematical Software. Prentice-Hall
(1984), Englewood Cliffs, New
Jersey.
[3] J.-Fr. Hake, P. Jansen,
Mathematische Software:
Ergebnisse und Trends. Interner
Bericht, Forschungszentrum Jülich
(1992).
[4] R.C. Whaley., A. Petitet, 
J. J. Dongarra,
Automated Empirical Optimization of
Software and the ATLAS Project
(2000). Quelle: Internet.
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In der Plasmakammer eines Fu-
sionsreaktors verschmelzen die
leichten Atomkerne der Wasser-
stoffisotope Deuterium (d) und Tri-
tium (t) bei hohen Temperaturen
( @ 100 Millionen Grad Celsius) zu
Heliumkernen. Pro Fusionsreak-
tion wird ein Neutron emittiert, das
mit 14.1 MeV den Löwenanteil der
freigesetzten Bindungsenergie in
Höhe von 17.6 MeV davon trägt.
Die 14-MeV-Neutronen verlassen
die Plasmakammer ungehindert
und treten mit den Atomkernen 
der umgebenden Materialien in
Wechselwirkung. Die Beschrei-
bung des Ausbreitungsprozesses
der Neutronen- und Photonen-
strahlung („Teilchentransport“) im
Fusionsreaktor ist Gegenstand
der Fusionsneutronik. Das Mon-
te-Carlo-Verfahren [1] ermöglicht
es, den Teilchentransport auf mi-
kroskopischer Ebene in beliebig
komplexer Geometrie zu be-
schreiben und eignet sich damit
speziell für die Fusionsneutronik.
Im folgenden Beitrag wird die
Monte-Carlo-Technik zur Be-
schreibung des Teilchentrans-
ports skizziert. Sodann wird ein
Programmsystem vorgestellt, mit
dessen Hilfe es möglich ist, drei-
dimensionale Dosisratenvertei-
lungen nach Reaktorabschaltung
zu bestimmen. Schließlich wer-
den Anwendungsbeispiele prä-
sentiert, die auf dem HPC Linux-
Cluster des FZK im Parallelbetrieb
gerechnet wurden. 
Die kernphysikalischen Wechsel-
wirkungsprozesse in den Mate-
rialien der das Plasma umgeben-
den Reaktorkomponenten führen
zur Abbremsung und schließ-
lichen Absorption der schnellen 
14-MeV-Neutronen. Dabei wer-
den die Materialien aktiviert, es
wird hochenergetische g -Strah-
lung emittiert, die sich weiter aus-
breitet, sowie geladene Teilchen,
die in den Materialien schnell ab-
gebremst werden und diese dabei
aufheizen. Art und Umfang der
stattfindenden Wechselwirkungs-
prozesse werden bestimmt durch
die räumliche Materialverteilung
und die zugehörigen nuklidspezi-
fischen Wechselwirkungswahr-
scheinlichkeiten. Daraus ergibt
sich dann die räumliche und ener-
getische Verteilung der Neutro-
nen- und Photonenfelder. 
Die Ausbreitung der Neutronen
und Photonen lässt sich aus mi-
kroskopischer Sicht beschreiben.
Das Monte-Carlo-Verfahrens si-
muliert individuelle Teilchen-
schicksale wie sie analog in der
physikalischen Realität ablaufen
würden. Ausgehend von der „Ge-
burt“ eines Teilchens, z. B. eines
Neutrons in einer (d,t)-Fusionsre-
aktion, wird der ganze „Lebens-
weg“ des Teilchens bis zu seinem
„Tod“ (z. B. Absorption) verfolgt.
Dabei wird die probabilistische
Natur der kernphysikalischen
Wechselwirkungsprozesse aus-
genutzt. Die Geburt eines Teil-
chens, seine Energie, seine Flug-
richtung, seine weiteren Wech-
selwirkungen, die dadurch be-
dingte(n) Emission(en) neuer Teil-
chen, deren Energie, Flugrichtung
und weitere Wechselwirkungen
etc., all diese Ereignisse und Ei-
genschaften sind probabilisti-
scher Natur und können „ausge-
würfelt“, d.h. mit Hilfe generierter
Zufallszahlen simuliert werden
(daher die Bezeichnung „Monte-
Carlo-Verfahren“).
Das Monte-Carlo-Verfahren eig-
net sich zur Lösung komplexer
Transportprobleme, die sich nicht
oder nur schwer mit deterministi-
schen Methoden berechnen las-
sen. Dies gilt insbesondere für
geometrisch komplexe Material-
anordnungen wie sie bei Fusions-
reaktoren des Tokamak-Typs ge-
geben sind. Die Geometrie kann
sehr flexibel dargestellt werden,
im allgemeinen durch Schnitt-
flächen räumlicher Körper (Kugel,
Quader, Zylinder, Torus, etc.) im
dreidimensionalen Raum. Bei der
rechnerischen Verfolgung der Teil-
chenschicksale ist es lediglich er-
forderlich, die Schnittpunkte der
Teilchenbahnen mit den die geo-
metrischen Zellen begrenzenden
Flächen zu berechnen. Die Gren-
zen der Anwendungsmöglichkeit
werden bestimmt durch die Zahl
der für ein Problem zu berück-
sichtigenden Teilchenschicksale,
mithin durch die benötigte Re-
chenzeit. Der Aufwand an Re-
chenzeit wächst naturgemäß mit
der Komplexität der behandelten
Geometrie und ebenso mit der
Zahl und Komplexität der zu be-
rechnenden physikalischen Grö-
ßen. Die in den letzten Jahren
ständig steigende Rechenleistun-
gen einschließlich der Verfügbar-
keit von massiven Parallelrech-
nern haben die Anwendungsmög-
lichkeiten für Monte-Carlo-Rech-
nungen beträchtlich erweitert. 
Der technische Entwurf für den
Experimentalreaktor ITER [2] wur-
Berechnung von 3D-
Dosisratenverteilungen
für ITER
Fusionsneutronik und
Monte Carlo
Einführung
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de in einer langjährigen interna-
tionalen Zusammenarbeit zwi-
schen der EU, Japan, Russland
und den USA ausgearbeitet. Mit
ITER soll der Nachweis der wis-
senschaftlichen und technologi-
schen Machbarkeit der Kernfusi-
on als künftiger Energiequelle er-
bracht werden. Während des Be-
triebs von ITER muss gewährlei-
stet sein, dass das Wartungsper-
sonal Zugang zum Kryostaten hat,
um dort befindliche Systemkom-
ponenten zu warten und zu repa-
rieren. Aufgrund der hohen Akti-
vierung der Reaktorkomponenten
in diesem Bereich ist ein Zugang
nur nach Abschaltung des Reak-
tors möglich. Eine wichtige Auf-
gabe ist es, die Dosisratenvertei-
lung zu bestimmen, so dass fest-
gelegt werden kann wann und wo
Zutritt möglich ist. Dies erfordert
einerseits ein geeignetes Instru-
mentarium zur Berechnung der
dreidimensionalen zeitabhängi-
gen Dosisratenverteilung und an-
dererseits ein geeignetes nuklea-
res Experiment zu dessen Vali-
dierung. Ein solches Experiment
wurde am Neutronengenerator in
Frasacti (FNG) als Kooperation
zwischen ENEA Frascati, der TU
Dresden und dem Forschungs-
zentrum Karlsruhe durchgeführt
[3]. Zur rechnerischen Analyse
wurde am FZK ein Programmsys-
tem erstellt, das eine weitgehend
automatisierte Berechnung der
dreidimensionalen Dosisraten-
verteilung nach Reaktorabschal-
tung erlaubt [4].
Programmsystem 
Kernstücke des Programmsys-
tems sind das Monte-Carlo-Pro-
gramm MCNP [5], mit dem die
Transportrechnungen für die Neu-
tronen und die Zerfallsgamma-
quanten durchgeführt werden,
sowie das Inventarprogramm
FISPACT [6], mit dem die Quell-
terme der Zerfallsgammaquanten
berechnet werden. Abb. 1 zeigt
schematisch den Programmab-
lauf. Unter Benutzung eines drei-
dimensionalen Geometriemodells
werden zunächst die Neutronen-
flussspektren mit MCNP für alle
Materialzellen berechnet, die nach
Bestrahlung eine g -Strahlenquel-
le darstellen können. Die Neutro-
nenflussspektren werden über ein
Interface an FISPACT übergege-
ben zur Berechnung der Quellver-
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Abb. 1: Programmschema für die Berechnung dreidimensionaler Nachzerfallsdosisraten.
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teilung der Zerfallsgammaquan-
ten. Ein weiteres Interface stellt
diese Verteilung dann MCNP für
die Transportrechnung der Zer-
fallsgammaquanten zur Verfü-
gung. Die rechnerische Verfol-
gung der Zerfallsgammaquanten
mit MCNPermöglicht es, die durch
die Materialaktivierung während
der Bestrahlung bedingte g -Strah-
lendosis zu jedem Zeitpunkt nach
Reaktorabschaltung an jedem Ort
innerhalb des behandelten Geo-
metriemodells zu bestimmen. 
Validierung
Das Programmsystems wurde an-
hand des oben erwähnten Be-
strahlungsexperimentes validiert.
Eine ITER-typische Materialan-
ordnung aus Stahl und wasser-
äquivalentem Material wurde zu
diesem Zweck mit insgesamt
1.95 × 1015 14 MeV-Neutronen am
Neutronengenerator Frascati be-
strahlt. Die Nachzerfallsdosisrate
wurden in einem Hohlraum der
Materialanordnung in einem Zeit-
raum von » 1 h bis 20 Tage nach
der Bestrahlung gemessen [3].
Die berechneten Nachzerfallsdo-
sisraten sind in Abb. 2 mit den von
einem Team der TU Dresden ge-
wonnen Messwerten verglichen.
Es zeigt sich insgesamt eine recht
befriedigende Übereinstimmung.
Die Abweichungen liegen bei ma-
ximal – 15% und sind im wesentli-
chen auf Unsicherheiten in den zu
Grunde liegenden Aktivierungs-
wirkunsquerschnitten zurückzu-
führen. 
Dosisratenverteilung im
Bereich der Handhabungs-
öffnung von ITER
Zum Nachweis seiner Eignung zur
Behandlung großer und komple-
xer Systeme wurde das Pro-
grammsystem eingesetzt, um die
Dosisratenverteilung von ITER
nach Reaktorabschaltung im Be-
reich der zentralen Handha-
bungsöffnung zu bestimmen. Abb.
3 zeigt hierzu einen Vertikalschnitt
durch das von ITER Garching
entwickelte MCNP-Torussektor-
modell. Abb. 4 zeigt einen Hori-
zontalschnitt durch den Bereich
der Handhabungsöfffnung mit Ma-
terialzellen und zugeordneten
Zellnummern. Die sehr aufwändi-
ge Berechnung der Neutronfluss-
spektren für insgesamt 1663 Ma-
terialzellen wurde im Parallel-
betrieb unter PVM („Parallel Vir-
tual Machine“) [7] auf dem HPC-
Linux-Cluster des FZK durch-
geführt. Zur Bestimmung der
Quellverteilung der Zerfallsgam-
maquanten wurde eine ITER-ty-
pische Bestrahlungsgeschichte
mit einer 20-jährigen Betriebszeit
bei einer mittleren Verfügbarkeit
von 2.7% zu Grunde gelegt. 
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Abb. 2: Vergleich berechneter und gemessener Nachzerfallsdosisraten in einem Validierungs-
experiment am Neutronengenerator Frascati.
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Abb. 5 zeigt die Nachzerfallsdo-
sisraten die sich für die Zellen
außerhalb der zentralen Handha-
bungsöffnung ergeben. Es zeigt
sich, dass der Bereich um die Zel-
len # 21502-21510 durch die Mag-
netfeldspulen recht gut abge-
schirmt ist, so dass die Dosisrate
dort innerhalb eines Tages unter
den für das Wartungsperso-
nal festgelegten Grenzwert von
100 µSv/h fällt. Der Bereich um die
Zellen #21531, 21532, ist hinge-
gen nur durch Blanket und Vaku-
umgefäß abgeschirmt, so dass die
Dosisleistung innerhalb des be-
trachteten Zeitraums von 30 Ta-
gen über 100 µSv/h bleibt. War-
tungs- und Reparaturarbeiten
sind unter den angenommenen
Randbedingungen in diesem Be-
reich folglich nicht möglich. 
Monte-Carlo-Rechnungen
im Parallelmodus 
Monte-Carlo-Simulationsrech-
nungen können prinzipiell parallel
durchgeführt werden, da die Teil-
chenschicksale voneinander un-
abhängig sind. MCNP kann z. B.
standardmäßig im Parallelmodus
unter PVM [7] eingesetzt werden.
Dabei wird die gleiche Monte-Car-
lo-Siumlationsrechnung parallel
auf mehreren Prozessoren durch-
geführt. Die Gesamtzahl der zu
berücksichtigen Teilchenschick-
sale wird vom „Master“ auf die zur
Verfügung stehenden Prozesso-
ren aufgeteilt, indem diesen ver-
schiedene Zufallszahlensequen-
zen zugewiesen werden. Die Er-
gebnisse der Simulationsrech-
nungen auf den verschiedenen
Prozessoren werden nach Been-
digung vom Master eingesammelt
und zum Gesamtergebnis aufbe-
reitet. Dieses ist völlig identisch
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Abb. 4: Horizontalschnitt durch den Bereich der Handhabungsöffnung.
Abb. 3: MCNP-Modell von ITER (Vertikalschnitt) mit Handhabungsöffnung.
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mit dem Ergebnis das sich bei ei-
ner sequentiellen Rechnung auf
einem Prozessor unter Verwen-
dung der gleichen Zufallszahlen-
sequenz ergeben würde. Auf dem
benutzen HPC Linux-Cluster ska-
liert der Zeitgewinn dabei fast li-
near mit der Anzahl der genutzten
Prozessoren, da sich die Kommu-
nikation zwischen den Prozesso-
ren auf die Zeiten beschränkt, bei
denen die Teilergebnisse vom Ma-
ster eingesammelt und ausge-
wertet werden. Die Häufigkeit die-
ser Kommunikationsprozesse
wird durch die „Rendezvouszahl“
gesteuert, die Zahl aller – auf al-
len Prozessoren – bis zum Zeit-
punkt des „Einsammelns“ be-
rechneter Teilchenschicksale.
Tab. 1 zeigt exemplarisch den Ein-
fluss der Rendezvouszahl auf die
Rechenzeit.
4
Das Monte-Carlo-Verfahren er-
möglicht es, den Teilchentransport
auf mikroskopischer Ebene in be-
liebig komplexer Geometriedar-
stellung zu beschreiben. Mit dem
am Los Alamos National Labora-
tory LANL entwickelten Monte-
Carlo-Programm MCNP und
neueren Fusionskerndatenbiblio-
theken steht ein Instrumentarium
zur Verfügung, das sich vorzüg-
lich zur Lösung neutronenphysi-
kalischer Fragestellungen der Fu-
sionstechnologie eignet. Die Lö-
sung komplexer Probleme erfor-
dert allerdings einen hohen Re-
chenaufwand, der unter Nutzung
von Parallelrechnern wie dem
HPC Linux-Cluster innerhalb ei-
nes überschaubaren Zeitrahmens
geleistet werden kann. Damit war
Zusammenfassung und
Ausblick
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Abb. 5: Berechnete Nachzerfallsdosisraten im Bereich der Handhabungsöffnung. 
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Tab. 1: Vergleich sequentieller und paralleler MCNP-Rechnungen auf dem HPC Linux-Cluster bei
einer Gesamtzahl von 4,2 Millionen berechneter Teilchenschicksale. 
Zahl der Prozessoren 1 15 15 15 11
Rendezvouszahl [Millionen] – 1,0 0,5 0,1 0,8
Rechenzeit in Minuten 870 86 74 130 98
(„wall clock time“)
es auch möglich, ein auf dem Mon-
te-Carlo-Verfahren basierendes
Programmsystem zu erstellen, mit
dessen Hilfe drei-dimensionale
Dosisratenverteilungen nach Re-
aktorabschaltung in beliebig kom-
plexen Geometrien bestimmt wer-
den können. Das Programmsys-
tem wurde anhand eines Bestrah-
lungsexperimentes am Neutro-
nengenerator in Frascati validiert
und anschließend auf den ITER-
Reaktor angewandt. Zur Berech-
nung der Dosisratenverteilung in
großen, die Reaktoranlage um-
gebenden Gebäuden, ist es not-
wendig, das Programmsystem zu
erweitern. Eine Kopplung mit drei-
dimensionalen deterministischen
Rechenprogrammen ist dazu in
Arbeit.
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Die Erzeugung von Energie durch
Kernfusion ist eine der möglichen
Zukunftstechnologien, die gegen-
wärtig in internationaler Koopera-
tion im ITER-FEAT-Projekt (Inter-
national Thermonuclear Experi-
mental Reactor-Fusion Energy
Advanced Tokamak) auf ihre tech-
nologische und wirtschaftliche
Machbarkeit hin untersucht wird
[1]. Grob gesagt besteht der
Hauptteil (das Vakuumgefäß für
das Plasma) des geplanten Fusi-
onsreaktors aus 18 Scheiben der
in Abb. 1 gezeigten Gestalt.
Für die Lizensierung des Reaktors
sind auch umfangreiche Sicher-
heitsanalysen nötig [2]. Eines der
betrachteten Unfallszenarien (der
sogenannte „ex-vessel loss of
coolant accident“) führt auf die
Möglichkeit einer Wasserstoff-
Luft-Reaktion im Reaktor, wobei
für die Auslegung des Reaktors
insbesondere die Drucklasten als
Folge dieser Verbrennungsvor-
gänge von Interesse sind. Detona-
tionen liefern konservative, obere
Schranken für diese Drücke, und
die numerische Simulation einer
derartigen (postulierten) Wasser-
stoff-Luft-Detonation im geplan-
ten ITER-FEAT-Fusionsreaktor
mithilfe einer parallelisierten Ver-
sion des am IKET entwickelten
Rechencodes DET3D soll im fol-
genden dargestellt werden.
Da Detonationen sehr schnelle
Vorgänge sind – die übliche Ge-
schwindigkeit der Detonations-
welle bei Wasserstoff-Luft-Deto-
nationen bewegt sich im Bereich
von 1500-2000 m/s – ist es bei der
physikalischen Modellbildung
nicht nötig, Effekte wie molekulare
Diffusion, Turbulenz, Strahlung
oder Wärmeleitung in Betracht zu
ziehen. Es genügt, die Eulerglei-
chungen der Gasdynamik für eine
Mischung von N idealen, che-
misch reagierenden Gasen zu lö-
sen. Bezeichnet r k die Dichte der
k-ten Komponente und r = S k r k
die Gesamtdichte, p den Gesamt-
druck, u = (u1, u2, u3) die Ge-
schwindigkeit in 3 Raumdimensio-
nen und e = 1/2 u2 + e die totale
spezifische Energie mit e als spe-
zifischer innerer Energie, so lau-
ten diese Gleichungen in cartesi-
schen Koordinaten xj wie folgt
(k = 1, 2, ..., N; untere Indizes t
bzw. xj bedeuten Ableitung nach
der Zeit bzw. nach der räumlichen
Koordinate xj; über j wird jeweils
von 1 bis 3 summiert): 
Beschreibung des
Rechencodes
Einleitung
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Numerische Simulation von Gasdetonationen im 
ITER-FEAT-Fusionsreaktor
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Abb. 1: Eine 20°-„Scheibe“ des ITER-FEAT-Vakuumgefäßes zur
Einschließung des Fusionsplasmas.
r
k
t     +   ( r kuj)xj =  Sk
Massenerhaltung
( r ui)t +   ( r uiuj)xj + pxi =  0
Impulserhaltung 
(i = 1, 2, 3)
( r e)t +   [( r e + p) uj]xj =  0
Energieerhaltung
Oberer Port
Mittlerer Port
Unterer Port
Vakuumgefäß
Der Quellterm Sk in der Gleichung
der Massenerhaltung modelliert
dabei Änderungen der Gaskom-
ponentendichten, die von den che-
mischen Reaktionen herrühren.
Im Code DET3D stellen die Terme
Sk die Summen von elementaren
chemischen Reaktionen dar, de-
ren Reaktionsgeschwindigkeit
durch ein Arrhenius-Gesetz be-
schrieben wird. Sowohl die Anzahl
N der Gaskomponenten als auch
die Form und Anzahl der elemen-
taren Reaktionen (inklusive der
Arrhenius-Konstanten) kann vom
Benutzer des Codes frei gewählt
werden. Die thermodynamischen
Eigenschaften der einzelnen Ga-
se, d.h. die spezifischen inneren
Energien und die (intern vom Code
verwendeten) spezifischen Wär-
men, werden als Polynome der
Temperatur angegeben, die durch
Interpolation von Messdaten [3] er-
halten wurden.
Als numerischen Löser benützt
DET3D ein modernes Verfahren,
das Stoßvorgänge automatisch
modelliert („shock capturing“), sie-
he etwa [4]. Das implementierte
Verfahren ist explizit und benützt
finite Differenzen, wobei der Be-
nutzer die Wahl zwischen Lösern
1. und 2. Ordnung hat.
Bezüglich der Validierung des Co-
des an Experimenten und bekann-
ten analytischen Lösungen sowie
seiner Anwendung auf Sicher-
heitsstudien für Kernkraftwerke
sei der Leser auf [5] verwiesen.
Zur Parallelisierung von DET3D
wurde die Methode der Gebiets-
zerlegung gewählt, d.h. das qua-
derförmige, 3-dimensionale Re-
chengebiet wird in einzelne Blö-
cke (kleinere Quader) aufgeteilt,
wobei der Benutzer vor Beginn der
Rechnung die Anzahl der Untertei-
lungen in allen 3 Koordinatenrich-
tungen vorgibt. Eine Zerlegung
Z = (2, 1, 2) bedeutet z.B. 2 Ab-
schnitte in x-, 1 Abschnitt in y- und
2 Abschnitte in z-Richtung, das
heißt 2 x 1 x 2 = 4 Blöcke.
Jeder so erhaltene Block hat dann
während der Rechnung „seinen“
zu ihm gehörenden Prozessor. Im
eben angeführten Beispiel würde
man die Rechnung also auf 4 Pro-
zessoren durchführen.
Implementiert wurde diese Me-
thode der Parallelisierung mit Hil-
fe von MPI (Message Passing 
Interface), einem Standard-Pro-
grammpaket, das von einer Grup-
pe von Hard- und Softwarefirmen
sowie Benutzern entwickelt wur-
de [6].
Theoretisch könnte man somit bei
N Prozessoren die Rechenzeit im
günstigsten Fall um einen Faktor
N verkleinern. In der Praxis ist das
natürlich aus mehreren Gründen
nicht durchführbar. Genannt seien
hier:
l Nicht alle Teile des Codes sind
parallelisierbar.
l Die Prozessoren müssen im-
mer wieder synchronisiert wer-
den. Bei DET3D z.B. jeweils
nach Beendigung eines Zeit-
schritts. Da die einzelnen Pro-
zessoren aber i.a. nicht diesel-
be Rechenlast haben (die
Blöcke sind ja meistens nicht
gleich groß wählbar) und des-
halb unterschiedlich lange für
einen Zeitschritt brauchen,
führt das zu Zeitverlusten.
l Die einzelnen Prozessoren
müssen miteinander kommuni-
zieren, d.h. Daten austauschen.
Dieser Datenaustausch ist aber
eine zusätzliche Aufgabe des
parallelisierten Codes, die bei
der Rechnung auf nur einem
Prozessor gar nicht vorkommt.
Tab. 1 macht diesen Effekt an-
hand einer Testrechnung auf der 
SP-Power-3-SMP-Maschine des
FZK-Rechenzentrums deutlich (ei-
ne ITER-Rechnung wie im näch-
sten Abschnitt beschrieben mit 500
Zeitschritten): Die theoretisch mög-
liche Verkürzung der Rechenzeit
bei N Prozessoren um den Faktor N
wird nur für sehr kleine Werte von N
wenigstens annähernd erreicht.
Für größere Werte entfernt man
sich immer mehr davon. 
Man beachte in Tab. 1 auch, dass
es dabei durchaus auf die Art der
Gebietszerlegung ankommt. Die-
ser Effekt ist schon bei 4 Prozes-
soren und den Zerlegungen
(1, 4, 1) und (2, 2, 1) sichtbar.
Überraschender ist der Vergleich
der Rechnungen mit 32 und 36
Prozessoren: Die Rechnung mit
36 Prozessoren dauert wegen der
ungünstigen Zerlegung (6, 6, 1)
deutlich länger als die Rechnung
auf 32 Prozessoren mit der günsti-
geren (4, 4, 2)-Zerlegung. 
Neben der Verkürzung der Re-
chenzeit sei noch ein weiterer,
sehr wichtiger Vorteil der paralleli-
sierten Rechnung erwähnt: Da
das Startfile in kleinen Stücken auf
mehrere Prozessoren verteilt
wird, lassen sich so wesentlich
größere Probleme in Angriff neh-
men als dies auf nur einem Pro-
zessor möglich wäre, siehe z.B.
die in Abschnitt 5 erwähnten
Rechnungen. 
Parallelisierung
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Der parallelisierte Code DET3D
wurde dazu benützt, Druckvertei-
lungen im ITER-FEAT-Reaktor zu
berechnen, die durch eine postu-
lierte Wasserstoff-Luft-Detonation
entstehen [7]. Als Unfallszenario
wird dabei der Bruch eines Kühl-
rohres angenommen. Dadurch
kommt (nach einigen Minuten) der
Dampf des Kühlsystems mit dem
heißen Beryllium des Vakuumge-
fäßes in Kontakt, was zur chemi-
schen Erzeugung von Wasser-
stoff führt. Dieser Wasserstoff sei-
nerseits kann dann später mit der
Luft reagieren, die nach Ausströ-
men des Dampfes durch das ge-
brochene Kühlrohr in das Vaku-
umgefäß eindringt [8].
Alle Rechnungen wurden auf ei-
nem IBM-RS/6000-Parallelrech-
ner vom Typ SP-Power-3-SMP
unter Verwendung von 9 Prozes-
soren durchgeführt. Als Gebiets-
zerlegung wurde (3, 1, 3) gewählt. 
Zunächst wurde anhand vom
ITER-Team bereitgestellter Infor-
mationen ein 3-dimensionales
Modell des Vakuumgefäßes im
Code implementiert, das die kom-
plexe Geometrie des Reaktor-
Torus’ plus Ports analytisch exakt
nachbildet. Das diskretisierte nu-
merische Gitter wird dann vom
Code nach Eingabe der ge-
wünschten numerischen Ma-
schenweite selbst erstellt.
Im betrachteten Unfallszenario
wird nun angenommen, dass ins-
gesamt 5 kg Wasserstoff ver-
brannt werden. Um für die bei die-
ser Verbrennung auf das Vakuum-
gefäß ausgeübten Drucklasten li-
mitierende obere Schranken zu
bekommen, wurden folgende An-
fangsbedingungen gewählt:
l stöchiometrische Mischung
von Wasserstoff und Luft in ei-
nem keilförmigen Bereich des
Reaktors; ansonsten Luft.
l Zündung in der Spitze des Keils
an der inneren Toruswand.
l Anfangsdruck 1 bar, Anfangs-
temperatur 140° Celsius.
l keine internen Strukturen in
den Ports.
Insgesamt ergibt das einen hoch-
explosiven, keilförmigen Gasbe-
reich von ca. 290 m3, während das
gesamte Volumen des Vakuum-
gefäßes plus Ports ca. 2250 m3
beträgt.
Nach Zündung wird dieser Keilbe-
reich von einer kugelförmigen De-
tonationswelle durchlaufen. Die
Welle hat eine Geschwindigkeit
von ca. 1800 m/s und an der Front
einen Spitzendruck von ca. 13 bar.
Die Situation nach 1 ms veran-
schaulicht Abb. 2.
Simulation einer 
Gasdetonation im ITER-
FEAT Fusionsreaktor 
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Anzahl Zerlegung Rechenzeit Beschleunigungs-
Prozessoren x y z [s] faktor
1 1 1 1 132732 1.00
2 1 2 1 68576 1.94
4 1 4 1 38004 3.49
4 2 2 1 35171 3.77
9 3 3 1 19280 6.88
16 4 4 1 10634 12.48
25 5 5 1 8372 15.85
32 4 4 2 5575 23.81
36 6 6 1 5969 22.24
50 5 5 2 4112 32.28
72 6 6 2 3568 37.20
Tab. 1: Einfluss der Anzahl der Prozessoren auf die Rechenzeit.
Testrechnung mit ca. 1.25 Mio numerischer Zellen.
Abb. 2: Druck-Konturplot der kugelförmi-
gen Detonationswelle nach 1 ms. Zündung
war im Mittelpunkt der „Detonationskugel“.
Gezeigt wird die Hälfte des Reaktormo-
dells; Maschenweite 15 cm, ca. 2.2 Mio. Zel-
len.
10 bar
7 bar
4 bar
1 bar
Außerhalb des Wasserstoff-Luft-
Keils breitet sich die Detonations-
welle als expansive Druckwelle in
den Rest des Reaktors aus, wobei
Gasgeschwindigkeit und -druck
sehr schnell abnehmen, da dort
keine chemischen Reaktionen
mehr stattfinden. Ca. 25 ms nach
der Zündung treffen die beiden
(symmetrischen) Druckwellen auf
der gegenüberliegenden Torus-
seite aufeinander, wobei durch
Überlagerung im Gasbereich
noch Spitzendrücke von ca. 5 bar
erreicht werden können, an den
Wänden durch Reflektion sogar
um die 10 bar (siehe z.B. Abb. 4d).
Abb. 3 zeigt die Ausbreitung der
nach rechts laufenden Detonati-
onswelle im Reaktor in Moment-
aufnahmen von 1 bis 6 ms anhand
eines vertikalen Schnitts durch die
Symmetrieebene des Torus. Bei
1 ms ist die Welle (zumindest im
Zentrum des stöchiometrischen
Wasserstoff-Luft-Keils) noch an-
nähernd kugelförmig. Die Öffnun-
gen der Ports werden nach ca.
2 ms erreicht, die Portenden nach
etwas mehr als 3 ms. Bei 6 ms
sieht man schon die reflektierte,
nach links laufende Detonations-
welle; der gesamte Wasserstoff ist
jetzt verbrannt, und es handelt
sich nun nur noch darum, die fol-
genden Stoßwellen und Reflektio-
nen mit dem Code zu simulieren. 
Da die Reaktorgeometrie im Code
analytisch in absoluten Einheiten
(Meter) implementiert wurde,
kann man durch Änderung einer
einzigen Eingabegröße, nämlich
der numerischen Maschenweite,
immer „bessere“, automatisch
vom Code erzeugte, diskretisierte
Modelle dieser Geometrie bei der
Rechnung verwenden. Der Ein-
fluss der gewählten Maschenwei-
te auf die erhaltenen Rechen-
ergebnisse lässt sich so auf sehr
einfache Weise studieren.
Ein prinzipielles Problem bei CFD
(Computational Fluid Dynamics)
-Rechnungen mit diskretisierten
Modellen und Gleichungen ist ja
immer die Frage, wie nahe die be-
rechneten Werte an der exakten
Lösung liegen. Theoretisch gilt
Konvergenz, wenn die Maschen-
weite gegen Null geht, doch sind
über den absoluten Fehler im kon-
kreten Fall bei gegebener Ma-
schenweite im allgemeinen nur
sehr vage Aussagen möglich. Die
Art, wie die Modell-Geometrie in
DET3D implementiert wird, er-
möglicht nun folgende Vorge-
hensweise: Man verfeinert die Ma-
Verkleinern der nume-
rischen Zellgröße
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Abb. 3: Ausbreitung der Detonationswelle zu verschiedenen Zeiten nach der Zündung. Die Ziffern im hauptsäch-
lich betroffenen mittleren Port geben die Positionen der Drucksimulationen in Abb. 4 an. Der vertikale Schnitt
durch den Torus ist auf der linken Seite nicht ganz vollständig wiedergegeben.
15 bar
10 bar
6 bar
1 bar
1 ms 2 ms
3 ms 6 m
a
c
b
d
schenweite solange, bis sich die
berechneten Druckdaten nicht
mehr wesentlich ändern, und ak-
zeptiert dann diese Werte als rea-
listisch. Diese Methode wurde auf
das ITER-Szenario angewendet,
und zwar für die Maschenweiten
15.0, 11.6 und 8.5 cm.
Abb. 4 zeigt einen Vergleich der
Druckverläufe an den drei in Abb.
3a mit 1, 2, 3 markierten Positio-
nen im hochexplosiven Wasser-
stoff-Luft Keil, sowie zusätzlich
zum Vergleich einen Druckverlauf
im inerten Luft-Bereich, und zwar
an einer Position, die dem Zünd-
punkt an der inneren Torusseite
gegenüberliegt.
Man sieht, dass sich die berech-
neten Daten für die Maschenweite
8.5 cm nicht mehr stark von denen
für 11.6 cm unterscheiden. Noch
deutlicher wird diese Überein-
stimmung, wenn man nicht den 
(Über-)Druck selbst, sondern sein
Integral über die Zeit betrachtet,
den sogenannten Impuls. Es ist
bekannt, dass für die Strukturana-
lyse, d.h. die Untersuchung der
Wirkung der Druckwellen auf die
Wände, dieser Impuls von ent-
scheidender Bedeutung ist [9],
[10].
Plottet man nun diesen Impuls an
verschiedenen Positionen, so er-
hält man für alle 3 Rechnungen je-
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Abb. 4: Druckverläufe an den Positionen 1, 2, 3 der Abb. 3a für Rechnungen verschiedener Maschenweite. Die 
erste Druckspitze kennzeichnet jeweils die Ankunft der Detonationswelle, die späteren stammen von Reflektio-
nen dieser Welle an den Wänden. Zum Vergleich noch ein Druckverlauf im inerten Bereich: Innere Toruswand,
diametral gegenüber der Zündung. Maschenweite 15.0 cm: rot, 11.6 cm: grün, 8.5 cm: blau.
a
c
b
d
weils praktisch dieselbe Kurve.
Ein typisches Beispiel dieser Fast-
Übereinstimmung zeigt Abb. 5.
Dies bedeutet, dass schon die 15-
cm-Rechnung brauchbare Werte
für den Impuls liefert, und dass die
mit dieser Rechnung erhaltenen
Ergebnisse deshalb für eine Si-
cherheitsanalyse akzeptiert wer-
den können [7].
Die parallelisierte Version des Fi-
nite-Differenzen-Codes DET3D
ermöglicht die 3-dimensionale Si-
mulation von Gasdetonationen
auf sehr feinen numerischen Git-
tern. Rechnungen auf diskreti-
sierten Geometriemodellen mit
z.B. 10 Millionen numerischer Zel-
len sind damit ohne weiteres mög-
lich. Illustriert wird dies im vorlie-
genden Bericht am Beispiel einer
Sicherheitsanalyse für den ge-
planten ITER-FEAT-Fusionsreak-
tor.
Zusammenfassung
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Abb. 5: Impulsverlauf an der Position 1 der Abb. 3a für Rechnun-
gen verschiedener Maschenweite. Maschenweite 15.0 cm: rot,
11.6 cm: grün, 8.5 cm: blau.
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Auf dem Gebiet der Festkörper-
physik hat das Verständnis der Er-
scheinung der Supraleitung seit
seiner Entdeckung vor über 30
Jahren stets eine herausragende
Rolle gespielt. Das Verschwinden
des elektrischen Gleichstromwi-
derstands in bestimmten Festkör-
pern unterhalb einer „Sprungtem-
peratur“ Tc verbunden mit spezi-
ellem magnetischem Verhalten
hat wegen möglicher Anwendun-
gen weltweit großes Interesse ge-
funden. Unglücklicherweise wa-
ren bis in die achtziger Jahre nur
Supraleiter mit Sprungtemperatu-
ren unterhalb 23 K bekannt (Tief-
temperatursupraleiter), so dass
ihr Einsatz wegen der hohen An-
forderungen an die Kryotechnik
(Kühlung mit flüssigem Helium)
nur sehr begrenzt möglich war. Mit
der Entdeckung der Hochtempe-
ratursupraleiter im Jahre 1986
durch Bednorz und Müller [1] än-
derte sich dies sehr schnell, da
bald eine Menge von Materialien
entdeckt wurde, deren Sprung-
temperatur zwischen 80 und 140
K liegt und daher der Kühlung mit
flüssigem Stickstoff zugänglich ist.
Zum Verständnis des Phänomens
der Supraleitung in den Tieftem-
peratursupraleitern wurde der ent-
scheidende Beitrag mit der Ent-
deckung der Bedeutung der
Wechselwirkung zwischen Elek-
tronen und Gitterschwingungen
(Elektron-Phonon-Wechselwir-
kung) 1957 geliefert [2]. Die auf
dieser Wechselwirkung aufge-
baute Theorie der Supraleitung ist
unter dem Namen Eliashberg-
Theorie bekannt. Sie erlaubt, aus-
gehend von den Eigenschaften
des Normalleiterzustandes, die
Berechnung der Sprungtempera-
tur Tc und anderer Eigenschaften
des Supraleiters. 
In der Vergangenheit wurden die
für diese Theorie benötigten In-
formationen über den Normallei-
terzustand meist aus Messungen
entnommen, so dass keine echte
Möglichkeit der Vorhersage ge-
geben war. Dies hat sich in den
letzten Jahren deutlich geändert.
Die verlässliche Berechnung der
Elektronenstruktur, der Gitterdy-
namik und der Elektron-Phonon-
Kopplung ist dank verbesserter
numerischer Verfahren und ver-
besserter Leistungsfähigkeit der
Rechner inzwischen für einfache
Systeme auf Workstations oder
PC-Clustern möglich. Dies wurde
kürzlich sehr erfolgreich für den
neu entdeckten Supraleiter MgB2
und andere Diboride gezeigt [3].
Beim Verständnis der Hochtem-
peratursupraleiter (HTSL) ist man
von einer vergleichbaren Situati-
on noch weit entfernt (für einen
Überblick über Supraleitung in den
HTSL sei auf einen Beitrag in den
FZKA-Nachrichten [4] verwiesen).
Dies beruht zunächst darauf, dass
die für die Supraleitung entschei-
dende Kopplung bisher nicht be-
stimmt werden konnte. Erschwe-
rend kommt hinzu, dass die
Hochtemperatursupraleiter eine
komplexe Kristallstruktur mit vie-
len Atomen in der Einheitszelle be-
sitzen und daher nur mit sehr auf-
wändigen numerischen Verfahren
behandelt werden können. Es ist
daher bisher nicht bekannt, wel-
che Rolle die Elektron-Phonon-
Wechselwirkung in diesen Syste-
men spielt. In der vorliegenden
Arbeit soll an einem typischen
Hochtempera tursupra le i te r
(HTSL) gezeigt werden, dass mit
Hochleistungsrechnern Normal-
leitereigenschaften auch für diese
Systemklasse erfolgreich simuliert
werden können, so dass der Bei-
trag der Elektron-Phonon-Wech-
selwirkung zur Supraleitung para-
meterfrei bestimmt werden kann.
Für diese Simulation wurde
YBa2Cu3O7 gewählt, da dieses der
am Besten studierte HTSL ist, für
den auch detaillierte experimen-
telle Untersuchungen der Gitter-
dynamik vorliegen.
Die verwendeten numerischen
Verfahren werden im Hinblick auf
Speicherplatz und Rechenzeitbe-
darf im Folgenden genauer disku-
tiert.
Das Verfahren zur Bestimmung
der Gitterstruktur beruht auf einer
Minimalisierung der Gesamtener-
gie des betrachteten Festkörpers,
wobei wegen der periodischen An-
ordnung der Atome des Kristalls
nur eine Einheitszelle (die Grund-
einheit, aus der der Festkörper
aufgebaut werden kann) zu be-
trachten ist. In Abb. 1 ist diese 
Einheitszelle für das System
YBa2Cu3O7 dargestellt. Freie Pa-
rameter für die Simulation sind die
Achsenlängen a,b,c und die Posi-
tion der Atome innerhalb der Zel-
le (für YBa2Cu3O7 fünf weitere
Freiheitsgrade). Der numerisch
aufwändigste Schritt besteht in
der Lösung eines verallgemei-
Berechnung der Gitter-
struktur, elektronischen
Bandstruktur, Gitter-
dynamik und Elektron-
Phonon-Kopplung
Einleitung
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nerten Eigenwertproblems (Ei-
genwert e )
wobei die Matrix H nichtlinear von
y abhängt und S eine symmetri-
sche Matrix ist. Die Größe der Ma-
trizen wird von der gewünschten
Genauigkeit bestimmt.
Der benötigte Speicherplatz vari-
iert zwischen 300 und 700 Mega-
bytes und die zu diagonalisieren-
den Matrizen haben eine Dimensi-
on zwischen 726 und 1772. Neben
der Lösung des Eigenwertpro-
blems (1) wird bei der Energiebe-
rechnung als weiterer wichtiger nu-
merischer Schritt eine Fast-Fouri-
er-Transformation (FFT) mehrfach
eingesetzt, um verschiedene Bei-
träge zu H möglichst ökonomisch
zu berechnen. In Tab. 1 sind typi-
sche Rechenzeiten für eine Ener-
gieberechnung bei vorgegebener
Struktur auf der VPP5000 bei ver-
schiedener Matrixgröße angege-
ben. Neben den Rechenzeiten
wurde auch die Zahl der ausge-
führten Floating-Point-Operatio-
nen pro Sekunde angegeben, die
ein Maß für die Ausnutzung der
Rechenleistung des verwendeten
Prozessors darstellt. Die verbes-
serte Nutzung der verfügbaren
Rechenleistung der VPP5000 mit
wachsender Systemgröße führt
dazu, dass die Rechenzeit nur
moderat anwächst. 
Wegen der großen Zahl der zu op-
timierenden Strukturparameter
beträgt der Gesamtaufwand für
die Strukturoptimierung ein Viel-
faches der in Tab. 1 angegebe-
nen Rechenzeiten. Die berech-
neten Atompositionen sind in gu-
ter Übereinstimmung mit Mess-
daten [5]. 
Zur Berechnung der Gitter-
schwingungen ist die Kenntnis der
2. Ableitung der Energie des Sys-
tems nach den Atomkoordinaten
nötig. Dabei ist der zentrale, re-
chenintensive Schritt die Lösung
eines inhomogenen linearen Glei-
chungssystems. Der Rechenauf-
wand steigt mit der 4. Potenz der
Anzahl der Atome, so dass mit
wachsender Atomzahl die Leis-
tungsfähigkeit moderner Work-
stations rasch überfordert ist. In
H y = e S y (1)
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Abb. 1: Kristallstruktur von YBa2Cu3O7.
c
b
a
Y
Cu(2)
O(4)
O(1)
Cu(1)
Ba
O(2) O(3)
Matrix- Struktur Gitterdynamik
dimension
ND Zeit [Std.] MFLOPS Zeit [Std.] MFLOPS
726 7 645 29 4200
1125 13 960 33 4100
1360 17 1144 37 4000
1772 29 1387 56 3800
MFLOPS = 106 Floating Point Operations / sec
Tab. 1: Typische Rechenzeiten und Leistungsdaten der VPP5000 für die Be-
rechnung der Gitterenergie (Struktur) und Gitterdynamik für YBa2Cu3O7 für
unterschiedliche Matrixdimensionen ND.
Tab. 1 sind Rechenzeiten für ver-
schiedene Genauigkeiten für die
VPP5000 für einen hochsym-
metrischen Punkt in der Brillouin-
Zone (BZ) angegeben. Für eine
verlässliche Interpolation des ge-
samten Phononenspektrums be-
nötigt man etwa 20 Punkte in der
BZ.
Neben den sehr großen Anforde-
rungen an die Rechenzeit wird in
unserem Beispiel Speicherplatz
von mehr als 5 Gigabyte pro Pro-
zessor benötigt. In Abb. 2 sind die
Frequenzen für Gitterschwingun-
gen der D 1- und D 2-Symmetrie
längs der (100)-Kristallrichtung für
zwei verschiedene Rechnungen
dargestellt, die sich bezüglich ih-
rer Genauigkeit unterscheiden.
Die zweite Rechnung wurde so
bezüglich der Systemressourcen
reduziert, dass die Speicherplatz-
anforderung unter 2 Gigabyte liegt
und die Rechenzeit ungefähr ei-
nen Faktor 3-4 geringer ist als für
die aufwändigsten Rechnungen.
Wie man sieht, ist die Überein-
stimmung mit den experimentel-
len Ergebnissen von Pintschovi-
us et al. [6] für die sehr genaue
Rechnung gut. Die Absolutwerte
für die Frequenzen stimmen mit
den gemessenen Daten gut über-
ein. Sehr befriedigend ist auch die
Tatsache, dass der bisher unver-
standene starke Abfall der höch-
sten Mode als Funktion des Wel-
lenvektors q längs der (100)-Rich-
tung in den Simulationen korrekt
wiedergegeben wird. 
Auf der Basis dieser Ergebnisse
lässt sich der Einfluss der Elek-
tron-Phonon-Wechselwirkung für
die Supraleitung parameterfrei
bestimmen. Erste Ergebnisse un-
serer Rechnungen deuten darauf
hin, dass die Elektron-Phonon-
Wechselwirkung in den HTSL ei-
ne vernachlässigbare Rolle spielt.
Für eine detaillierte Diskussion
wird der Leser auf Ref. 7 verwie-
sen.
Die vorliegenden Rechnungen
zur Elektronenstruktur, Gitterdy-
namik und Elektron-Phonon-
Wechselwirkung haben gezeigt,
dass auch komplexe Systeme wie
YBa2Cu3O7 mit modernen Simu-
Zusammenfassung
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Abb. 2: Frequenzen atomarer Eigenschwingungen in einer ausgewählten Kristallrichtung für ver-
schiedene Symmetrien ( D 1, D 2). Im linken Teil der Abbildung sind Ergebnisse dargestellt, die mit mo-
deraten Anforderungen an Speicherplatz und Rechenzeit erzielt wurden. Die Ergebnisse sehr ge-
nauer und damit sehr aufwändiger Rechnungen sind im rechten Teilbild dargestellt.
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lationsverfahren der Festkörper-
physik erfolgreich behandelt wer-
den können. Im Hinblick auf Spei-
cherplatz und Rechenzeitbedarf
sind Hochleistungsrechner zur
Bewältigung der numerischen
Behandlung zwingend notwen-
dig. 
Die Autoren danken Prof. Dr. H.
Wühl sowie dem Institut für Tech-
nische Physik für die Überlassung
der Abb. 1 und den Herren Dr. L.
Pintschovius und Dr. W. Reichardt
für zahlreiche Diskussionen.
Danksagung
304
(304)
[1] J.G. Bednorz, K.A. Müller, 
Z. Phys. B. 64, 189 (1986)
[2] J.R. Schrieffer,
Theory of Superconductivity, 
W.A. Benjamin, N.Y. (1964)
[3] R. Heid, K.-P. Bohnen, B. Renker, 
Adv. in Solid State Phys. 42, 293
(2002)
[4] W. Fietz, W. Schauer, H. Wühl, 
C. Meingast, L. Pintschovius, 
S. Schuppler, H. Winter, 
Nachrichten – Forschungszentrum
Karlsruhe, Jahrgang 31, 4 / 1999,
233
[5] E. Kaldis, 
Handbook on the Physics and
Chemistry of Rare Earths, Vol. 31,
K.A. Gschneidner, jr., L. Eyring, 
M.B. Maple (eds.), 
Elsevier Sci. (2001)
[6] L. Pintschovius, W. Reichardt,
in „Neutron Scattering in Layered
Copper-Oxide Superconductors,
Albert Furrer (eds.), 
Kluwer Academic Publishers,
Dordrecht (1998), 165
[7] K.-P. Bohnen, R. Heid, R. Krauss, 
in Vorbereitung
Literatur
Computeralgebra hat sich in den
letzten beiden Dekaden zum ent-
scheidenden Hilfsmittel für präzi-
se Berechnungen von so genann-
ten Streuquerschnitten und Zer-
fallsraten entwickelt. Diese Grö-
ßen charakterisieren die Stoß-
wahrscheinlichkeiten und Le-
bensdauern von Elementarteil-
chen und werden in aktuellen Ex-
perimenten der Elementarteil-
chenphysik gemessen. Die in die-
sem Zusammenhang verwende-
ten Methoden sind nicht nur un-
verzichtbar für die Überprüfung
der gegenwärtigen Theorie der
Elementarteilchen und damit der
fundamentalen Naturgesetze bei
den kleinsten derzeit zugängli-
chen Abständen, sie haben viel-
fach auch in andere Bereiche der
Mathematik, der Naturwissen-
schaften und der Technik Eingang
gefunden.
Gerade bei Anwendungen in der
Teilchenphysik, der Berechnung
sogenannter Feynmandiagram-
me, zeigt sich besonders deutlich
die Komplementarität compute-
ralgebraischer und numerischer
Methoden. Feynmandiagramme
repräsentieren in grafischer Wei-
se eine grundlegende Konse-
quenz relativistischer Quanten-
feldtheorien: die quantenmecha-
nische Unschärferelation erlaubt
für sehr kurze Zeit den Übergang
in Zustände, welche nach den Ge-
setzen der klassischen Mechanik,
hier der Energieerhaltung, unzu-
gänglich sind. Wegen der Äquiva-
lenz von Energie und Masse, einer
Folge der Einstein’schen Relati-
vitätstheorie, erscheint diese
Fluktuation in einer Vielfalt von Zu-
ständen, die im Allgemeinen aus
den verschiedensten Kombinatio-
nen von Teilchen und Antiteilchen
bestehen. So steht das in Abb. 1
(a) abgebildete Diagramm für die
Fluktuation eines Muons in ein fast
tausendmal schwereres W-Bo-
son, ein Photon und ein Neutrino.
Ein äußeres elektromagnetisches
Feld, repräsentiert durch die an
das W-Boson gekoppelte Wellen-
linie, dient dazu, den Beitrag die-
ser Konfiguration zum magneti-
schen Moment des Muons aus-
zumessen. Gleichzeitig stehen
diese Diagramme für Rechen-
vorschriften, welche unmittelbar 
aus der störungstheoretischen
Behandlung einer Quantenfeld-
theorie folgen. 
Die konkrete Formulierung der zu-
grunde liegenden Algorithmen, al-
so die Erzeugung der Feynman-
diagramme und deren Umsetzung
in algebraische Ausdrücke, wer-
den heute vielfach mittels Com-
puteralgebra-Systemen (CAS)
realisiert. In Präzisionsrechnun-
gen höherer Ordnung der
Störungstheorie, wie sie für den
Vergleich gegenwärtiger Experi-
mente mit den theoretischen Vor-
hersagen oft erforderlich sind, tre-
ten häufig Tausende von Dia-
305
(305)
Computeralgebra: Schlüssel zu 
Präzisionsrechnungen in der Teilchenphysik
J.H. Kühn, Institut für Theoretische Teilchenphysik, Universität Karlsruhe
M. Steinhauser, II. Institut für Theoretische Physik, Universität Hamburg
NACHRICHTEN - Forschungszentrum Karlsruhe  Jahrg. 34  4/2002  S. 305-310 
Abb. 1: Beispiele für kurzzeitige Teilchen-Antiteilchen-Erzeugung und -Vernichtung in der Teil-
chenphysik: (a) Feynmandiagramm, das zum anomalen magnetischen Moment des Muons in Zwei-
schleifen-Näherung beiträgt; (b) Beitrag zur Vakuumpolarisation in Fünfschleifen-Näherung der
Quantenchromodynamik. Gluonen sind die Vermittler der starken Wechselwirkung. 
äußeres Feld
W-Boson
Neutrino
Photon
Muon
a Fermion
Gluon
Photon
b
grammen auf, von welchen jedes
faktisch eine komplizierte Summe
multidimensionaler, häufig hoch-
gradig singulärer Integrale reprä-
sentiert. Bei deren Auswertung
zeigt sich nun die besondere Stär-
ke der computeralgebraischen
Behandlung gegenüber numeri-
schen Methoden. Während die di-
rekte numerische Integration bei
der großen Zahl von Termen häu-
fig ähnlicher Größe und ent-
gegengesetzten Vorzeichens
zwangsläufig scheitert, gelingt es
mittels geeigneter in CAS imple-
mentierter Algorithmen, die riesi-
ge Zahl von Integralen auf wenige
Basisintegrale zu reduzieren, wel-
che im Idealfall sogar analytisch
oder jedenfalls numerisch be-
rechnet werden können. Die kon-
kreten Probleme und die derzeit
verwendeten Methoden bei der
Auswertung werden weiter unten
noch genauer diskutiert.
Das erste, von Nobelpreisträger
Martinus Veltman vor etwa dreißig
Jahren für die Teilchenphysik 
programmierte CAS, genannt
SCHOONSCHIP [1], enthält be-
reits alle auch für neuere Systeme
wesentlichen Elemente: es er-
laubt die Substitution algebra-
ischer Terme durch andere Aus-
drücke und vereinfacht das Re-
sultat selbständig auf eine vorge-
gebene Normalform. Darüber hin-
aus sind bereits eine Reihe für die
Teilchenphysik wichtiger Algorith-
men, wie die Auswertung von Spu-
ren der Gamma-Matrizen, die Ma-
nipulation von Lorentz-Indizes
und anderes vom Autor imple-
mentiert. Mittels vom Anwender
vorzugebender Ersetzungsregeln
können damit Integration, Diffe-
rentiation und andere, auch re-
kursiv definierte Algorithmen im-
plementiert werden.
FORM [2], ein neueres CAS, be-
ruht auf ähnlichen Konzepten, er-
laubt aber deutlich umfangreiche-
re Rechnungen und ist das derzeit
effizienteste CAS. Es wurde spe-
ziell für die schnelle Behandlung
extrem umfangreicher Ausdrücke
konzipiert und kann, da in der Pro-
grammiersprache C codiert, in
einfacher Weise auf verschiede-
ne Hardware portiert werden.
Mathematica [3], ein kommerziell
vertriebenes und das vermutlich
am weitesten verbreitete CAS hat
seinen Ursprung ebenfalls in der
Teilchenphysik, nämlich im Pro-
gramm SMP, das von S.Wolfram
für Anwendungen aus diesem Be-
reich entwickelt wurde. Im Ver-
gleich zu FORM bietet es einen
erheblich größeren Befehlssatz,
eine Vielzahl mathematischer Al-
gorithmen – beispielsweise zur
Lösung von Gleichungssystemen
oder zur analytischen oder nu-
merischen Integration – und ins-
gesamt eine komfortable Nutzer-
oberfläche. Mathematica wird da-
her ebenfalls für Rechnungen in
der Teilchenphysik eingesetzt.
Auf diese, auf Mathematica beru-
henden Programmpakete, die
sich vorwiegend auf Einschlei-
fenrechnungen beschränken,
wird später ebenfalls kurz einge-
gangen.
Die Berechnung von Feynman-
diagrammen in der Quantenchro-
modynamik, der Theorie der star-
ken Wechselwirkung, ist eines der
zentralen Arbeitsgebiete des In-
stituts für Theoretische Teilchen-
physik der Universität Karlsruhe.
Derzeit lassen sich gewisse Klas-
sen von Vier- und teilweise sogar
Fünfschleifendiagrammen exakt
behandeln. Das in Abb. 1 (b) ab-
gebildete Diagramm repräsentiert
die Fluktuation eines virtuellen
Photons in masselose Quarks und
Gluonen und wurde kürzlich in
analytischer Form berechnet. Es
liefert einen Beitrag zum Wir-
kungsquerschnitt bei der Elek-
tron-Positron-Vernichtung in Ha-
dronen. In Verbindung mit der
Messung dieses Wirkungsquer-
schnitts führt die vollständige Be-
rechnung aller Diagramme in die-
ser Ordnung zur gegenwärtig ge-
nauesten und theoretisch best-
fundierten Messung der starken
Kopplungskonstanten. Die Be-
rechnung auch nur einer Teilklas-
se von Diagrammen (etwa 60 von
insgesamt 3800) erforderte meh-
rere Wochen Rechenzeit auf einer
8-Prozessor ALPHA-SMP-Ma-
schine [4].
Im Folgenden sollen exempla-
risch zwei ausgewählte Pro-
grammpakete kurz beschrieben
und Gemeinsamkeiten und Un-
terschiede erläutert werden. Eine
ausführlichere Darstellung findet
man in [5] sowie unter der URL
http://www-ttp.physik.uni-karlsru-
he.de/Links/algprog.html. Das
erste System besteht aus den drei
Paketen FeynArts, FormCalc und
LoopTools auf der Grundlage von
Mathematica und wurde an den
Universitäten Würzburg sowie
Karlsruhe entwickelt [6]. Das
primäre Einsatzgebiet sind Ein-
schleifen-Korrekturen im Stan-
dardmodell der Elementarteil-
chenphysik und dessen Erweite-
rungen. Komplementär dazu soll
das ebenfalls an der Universität
Karlsruhe entwickelte Paket GE-
FICOM [7] vorgestellt werden.
Dieses erlaubt unter Benutzung
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der asymptotischen Entwicklung
die vollautomatische Berechnung
physikalischer Prozesse mit aus-
geprägter Hierarchie verschiede-
ner Massenskalen.
FeynArts erzeugt für eine vom
Nutzer vorgegebene Reaktion bei
vorgegebener Ordnung der
Störungstheorie in einem ersten
Schritt alle möglichen Topologien
von Feynmandiagrammen. In ei-
nem zweiten Schritt wird jeder Li-
nie ein physikalisches Feld zuge-
ordnet. Dies geschieht auf der
Grundlage des vorher ausge-
wählten Modells, durch das die
Feynman-Regeln festgelegt sind.
Das Resultat, eine symbolische
Darstellung der einzelnen Dia-
gramme, kann einerseits in grafi-
scher Form dargestellt, anderer-
seits mit FormCalc weiterverar-
beitet werden.
Durch algebraische Umformun-
gen mittels FormCalc wird nun das
Resultat von FeynArts so verar-
beitet, dass es von einem numeri-
schen Programm ausgewertet
werden kann. Dies geschieht in
zwei Schritten: Zunächst werden
diverse algebraische Vereinfa-
chungen vorgenommen und das
Resultat als Linearkombination
von Basisintegralen dargestellt.
Dabei benutzt FormCalc in Zwi-
schenschritten auch das Algebra-
programm FORM, da Mathemati-
ca große Ausdrücke nur sehr lang-
sam bearbeitet. In einem zweiten
Schritt wird das Resultat in ein
Fortran-Programm übergeführt,
welches dann mittels des Pakets
LoopTools numerisch ausgewer-
tet wird.
Das zweite System, GEFICOM,
greift seinerseits auf die Pakete
QGRAF, MATAD/MINCER und
EXP zurück (Abb. 2). Bei vorge-
gebenem Anfangs- und Endzu-
stand erzeugt und berechnet GE-
FICOM alle relevanten Diagram-
me bis zur Dreischleifenordnung
in analytischer Form unter der Vor-
aussetzung, dass die verschiede-
nen Massenskalen hierarchisch
geordnet sind. Das Ergebnis ist, 
wie oben beschrieben, eine Mehr-
fachentwicklung in den Verhält-
nissen der Massenskalen.
Der erste Modul, QGRAF [8], ist in
FORTRAN 77 geschrieben und
höchst effizient bei der Erzeugung
von Feynman-Diagrammen mit
drei und mehr Schleifen. Mittels
GEFICOM wird anschließend das
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Abb. 2: Flussdiagramm von GEFICOM.
automatic GEneration, FInding topologies and COMputation of Feynman diagrams 
Problem
Specification
Command
"do<prb> - I <loops>"
Database of all diagrams
with all administrative (make -) files
MATAD
Summation of all diagrams
with FORM program
File with results
(in unrenormalised form)Renormalization
Writing the article
MINCER
FindTop
EXP/LMP
QGRAF
Command
"doq2f -p <prb> - I <loops>"
Problem dependent
Imput Files
GEFICOM
HUMAN COMPUTER
Resultat von QGRAF in von MA-
TAD bzw. MINCER lesbare Aus-
drücke umgeschrieben.
MINCER [9] berechnet Ein-, Zwei-
und Dreischleifenintegrale, wobei
alle Linien masselos sein müssen
und nur ein äußerer Impuls erlaubt
ist. MATAD [10] erfüllt die komple-
mentäre Aufgabe und berechnet
massive Integrale ohne äußere
Impulse, also ebenfalls Einska-
lenintegrale. Das Herzstück bei-
der Pakete bildet die Implemen-
tierung eines sog. „integration-
by-parts“-Algorithmus [11], der je-
des auftretende Integral auf die Li-
nearkombination von wenigen, ta-
bellierten Integralen zurückführt,
so dass die komplette Rechnung
analytisch durchgeführt werden
kann.
Mittels der bisher beschriebenen
Kombination aus QGRAF und
MATAD/MINCER lassen sich Pro-
bleme behandeln, die nur eine
Massenskala enthalten. Falls eine
Hierarchie verschiedener Mas-
senskalen vorliegt, so kann, nach-
dem QGRAF die Arbeit beendet
hat, das in C++ geschriebene Pro-
gramm EXP [12] benutzt werden,
welches die (evtl. geschachtelte)
Anwendung der asymptotischen
Entwicklung bei vorgegebener
Hierarchie der Massenparameter
erlaubt.
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Abb. 3: Diagramatische Darstellung der asymptotischen Entwicklung des in der ersten Zeile dar-
gestellten Diagramms für den Fall, dass der äußere Impuls viel größer ist als die Masse der virtuel-
len Teilchen.
Unabhängig von den verwende-
ten Tools ist in erster Linie die Zahl
der Schleifen des Diagramms we-
sentlich für die Komplexität der je-
weiligen Rechnung. Daneben be-
einflusst aber auch die Zahl der
verschiedenen Massenskalen,
von denen der Integrand letztlich
abhängt, in erheblichem Maß den
Aufwand der Rechnung. Die Re-
sultate werden daher stark ver-
einfacht, wenn die Massen ge-
genüber den Impulsen vernach-
lässigt werden können. Beispiels-
weise symbolisiert  Abb. 1 (b) dann
ein sog. Einskalen-Propagatorin-
tegral, das sich als einfacher nu-
merischer Zahlenwert berechnen
lässt. In anderen Fällen, in denen
man die Effekte relativ kleiner
Massen approximativ behandeln
will, lassen sich asymptotische
Entwicklungen formulieren, die
beispielsweise ein Zweiskalenin-
tegral als Summe von Produkten
von Einskalenintegralen darstellt
(Abb. 3). Solche Entwicklungen
lassen sich für Mehrskaleninte-
grale auch iterativ durchführen.
Der Vorteil liegt in der Darstellung
des Integrals durch Reihen mit
einfachen, in analytischer Form
bekannten Koeffizienten, der
Nachteil im exponentiell wach-
senden Umfang der Rechnung,
der nur mit optimierter Software
und modernster Hardware zu be-
wältigen ist.
Die automatisierte Berechnung ei-
ner derartig großen Zahl kompli-
zierter Integrale, insbesondere die
rekursive Reduktion auf Basisin-
tegrale, führt in vielen Fällen auf
Problemstellungen an der Gren-
ze gegenwärtiger Hard- und Soft-
ware. Laufzeiten der Programme
von mehreren Wochen auf den
schnellsten derzeit verfügbaren
Workstations und Speicherplatz-
bedarf von einigen Hundert Giga-
byte bei der Bearbeitung von Zwi-
schenresultaten sind häufig die
begrenzenden Faktoren bei der
Behandlung aktueller Fragestel-
lungen.
Im Rahmen der an der Universität
Karlsruhe angesiedelten DFG-
Forschergruppe „Quantenfeld-
theorie, Computeralgebra und
Monte-Carlo-Simulation“ wurde
deshalb PARFORM [13], eine 
parallelisierte Version des CAS-
FORM entwickelt und erfolgreich
für physikalische Anwendungen
eingesetzt. Die auf einer 8-Pro-
zessor SMP-Architektur imple-
mentierte Version hat sich dabei
als besonders nutzerfreundlich
herausgestellt.
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Die computeralgebraische Be-
handlung störungstheoretischer
Rechnungen hat sich während der
letzten beiden Dekaden zum
Standardwerkzeug der theoreti-
schen Teilchenphysik entwickelt.
Sie entlastet von mühsamen,
letztlich langweiligen Rechnun-
gen und erlaubt es, das Schwer-
gewicht auf die Entwicklung effizi-
enter und innovativer Algorithmen
und auf die Formulierung physi-
kalischer Fragestellungen zu le-
gen. In Verbindung mit der rapide
wachsenden Rechengeschwin-
digkeit konnten dabei qualitativ
neue Probleme aufgegriffen wer-
den, deren Bearbeitung noch vor
einer Dekade undenkbar er-
schien.
Zusammenfassung
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In den letzten Jahren wurden
große Anstrengungen unternom-
men, die Ausbreitung und die Um-
wandlung von gasförmigen Luft-
beimengungen zu erforschen. Zur
Beschreibung der in der Atmo-
sphäre ablaufenden Prozesse
wurden Chemie-Transport-Mo-
delle, wie das am Institut für
Meteorologie und Klimaforschung
(IMK) betriebene Modellsystem
KAMM/DRAIS, entwickelt. Diese
haben mittlerweile einen Stand er-
reicht, der – analog zur täglichen
Wettervorhersage – unter ande-
rem eine Prognose der alljährlich
wiederkehrenden Sommersmog-
episoden ermöglicht. 
Neben den gasförmigen Luftbei-
mengungen sind in der Atmo-
sphäre jedoch auch partikelförmi-
ge Luftbeimengungen, sogenann-
te Aerosolpartikel, vorhanden. Der
Wissensstand bezüglich der
Aerosolphase weist, verglichen
mit dem der Gasphase, wesentlich
größere Defizite auf. Dabei stehen
gerade die Aerosolpartikel im Ver-
dacht, erhebliche Gesundheits-
beeinträchtigungen zu verursa-
chen. Unklar ist im Moment noch,
ob der entscheidende Parameter,
der zur Schädigung führt, die Kon-
zentration der Partikel, die Größe
der Partikel oder die Zusammen-
setzung der Partikel ist. Aufgrund
der möglichen Gesundheitsge-
fährdung wurden von der Eu-
ropäischen Kommission neue
Grenzwerte für die Partikelmasse
verabschiedet, die deutlich unter
denen bislang in Deutschland gel-
tenden Werten liegen. Tatsächlich
werden aber auch die letzteren in
vielen Gebieten Deutschlands
nicht eingehalten.
Neben ihrer Wirkung auf die Ge-
sundheit des Menschen greifen
Aerosole aber auch in vielfältiger
Weise in das System Atmosphäre
ein und stellen einen entschei-
denden Klimafaktor dar. Ihr Ein-
fluss auf den Strahlungshaushalt
kann von jedermann als reduzier-
te Sichtweite wahrgenommen
werden. Strahlung wird absor-
biert, kurzwellige Sonnenstrah-
lung wird zurückgestreut. Diese
Vorgänge werden als direkter Kli-
maantrieb bezeichnet. Weiterhin
sind Aerosolpartikel bei den
Prozessen der Wolkenbildung
wichtig, wodurch sie das Klima in-
direkt beeinflussen.
Während Spurengase durch ei-
nen Parameter, nämlich die Kon-
zentration, charakterisiert werden
können, benötigt die Beschrei-
bung des atmosphärischen Aero-
sols mehrere Parameter. So spie-
len, außer der chemischen Zu-
sammensetzung, die Größenver-
teilung, die Morphologie, der Pha-
senzustand und der Mischungs-
zustand des Aerosols eine ent-
scheidende Rolle für sein physi-
kalisches und chemisches Ver-
halten. In die Atmosphäre gelan-
gen Aerosole auf zwei Wegen. Die
sogenannten Primärpartikel wer-
den direkt in die Atmosphäre emit-
tiert. Zu dieser Kategorie gehören
Mineralstaub, Seesalz, aber auch
Partikel, die infolge von Verbren-
nungsprozessen entstehen. Se-
kundärpartikel dagegen werden
aus Vorläufersubstanzen in der
Gasphase gebildet. Diese unter-
schiedlichen Bildungsprozesse
haben zur Folge, dass sich die
Durchmesser der atmosphäri-
schen Aerosolpartikel über meh-
rere Größenordnungen er-
strecken (Abb. 1). Die Nukleation
aus der Gasphase führt zu sehr
Beschreibung der
Gesamtproblematik
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Abb. 1: Größeneinteilung des atmosphärischen Aerosols.
Wolkenkondensationskerne
Aitkenkerne
Nomenklatur Molekül Ultrafein Fein Grob TropfenAtom
Partikelgröße 0.001 µm 0.01 µm 0.1 µm 1.0 µm 10.0 µm0.0001 µm
Pollen
BakterienViren
Gasmoleküle
kleinen Partikeln, deren Durch-
messer im Nanometerbereich
liegt, während Dispersionspartikel
eher im Bereich von 0.1 - 1 µm zu
finden sind.
Der Zustand und die Dynamik der
Atmosphäre beeinflussen ganz
entscheidend den Eintrag und die
Ausbreitung von primären Aero-
solpartikeln und Aerosol-Vorläu-
fergasen einschließlich deren
Umwandlung in sekundäre Aero-
sole. Beeinflusst werden auch die
Größe und Zusammensetzung
der Partikel durch physikalische
und chemische Alterungsprozes-
se, sowie schließlich das Entfer-
nen der gealterten Partikel aus der
Atmosphäre durch trockene und
nasse Deposition. So haben z.B.
die Windstärke und der Turbulenz-
zustand der Atmosphäre in Bo-
dennähe einen erheblichen Ein-
fluss auf die Quellstärke und die
Ausbreitung von Primärpartikeln
aus Reifenabrieb oder aus der
Bau- und Landwirtschaft. Glei-
ches gilt für biogene Primärparti-
kel wie Bakterien, Sporen und Pol-
len. Der Eintrag von natürlichem
Wüstenstaub wird in Mitteleuropa
durch bestimmte großräumige
Transportprozesse ermöglicht.
Ob bei der Oxidation von Aerosol-
Vorläufergasen neue Partikel ent-
stehen oder lediglich die Masse
bereits vorhandener Partikel
durch Kondensation zunimmt,
hängt von den Konzentrationen
der Vorläufergase und der spezi-
fischen Oberfläche des bereits
vorhandenen Aerosols und damit
ebenfalls vom Zustand der At-
mosphäre und seiner Vorge-
schichte ab. Abbildung 2 fasst al-
le wichtigen Prozesse schema-
tisch zusammen, die zusätzlich zu
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Abb. 2: Aerosoltypen und ablaufende Prozesse in der Atmosphäre.
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trockene
Ablagerung
Aerosol-
messung
biogenes Aerosol
Terpene
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den direkt kontrollierbaren an-
thropogenen Emissionen die
Menge, die Größenverteilung und
die chemische Zusammenset-
zung des Aerosols bestimmen und
zwar dort, wo es auf Mensch und
Umwelt einwirkt.
Die dargestellten Prozesse ver-
laufen räumlich sehr inhomogen
und auf unterschiedlichen Zeit-
skalen. Sie sind zudem stark wit-
terungsabhängig. Ein Problem er-
gibt sich aus der Forderung, die
tatsächliche Belastung durch
menschliche Aktivitäten zu erfas-
sen. Allein durch Messungen
lässt sich diese Frage nur un-
zureichend beantworten. Noch
schwieriger zu beurteilen ist die
Wirksamkeit von emissions-
mindernden Maßnahmen zum
Schutze der Bevölkerung vor
Grenzwertüberschreitungen. 
Zur Klärung dieser Fragen muss
auf komplexe dreidimensionale
Aerosol-Chemie-Transport-Mo-
delle zurückgegriffen werden. Für
gegebene Emissionen lassen sich
durch numerische Simulation die
in Abb. 2 zusammengefassten
Transport- und Transformations-
prozesse einschließlich ihrer zeit-
lichen Änderung detailliert dar-
stellen. Damit wird eine wichtige
Grundlage geschaffen, um die
Wirkung von Aerosolemissionen
und die Auswirkung emissions-
mindernder Maßnahmen auf die
Bevölkerung zu bewerten. Glei-
ches gilt für andere unerwünsch-
te Wirkungen des Aerosols wie
z.B. die Minderung der Sichtweite
oder die Modifikation des Klimas.
Die wesentlichen Ziele, die mit der
Modellierung verfolgt werden,
sind deshalb:
l die Quantifizierung der betei-
ligten Prozesse,
l die Quantifizierung des Ein-
flusses der partikelförmigen
Luftbeimengungen auf den
physikalischen und chemi-
schen Zustand der Atmosphä-
re,
l die Quantifizierung des an-
thropogenen Beitrages zur Ge-
samtbelastung,
l die Prognose des räumlichen
und zeitlichen Verhaltens par-
tikelförmiger Luftbeimengun-
gen analog zur täglichen Wet-
tervorhersage.
Das am IMK vorhandene meso-
skalige Chemie-Transport Modell-
system KAMM/DRAIS [1] wurde
erweitert, um die aerosoldynami-
schen Prozesse zu berechnen.
Das Modell kommt hauptsächlich
in der regionalen Skala zum Ein-
satz. Typische Gebietsgrößen ha-
ben eine horizontale Ausdehnung
von 200 x 200 km2. Die horizonta-
len Maschenweiten liegen zwi-
schen 500 m und 4 km. In der Ver-
tikalen arbeitet das Modell mit 25
Schichten. In Bodennähe beträgt
die vertikale Auflösung 20 m, am
Oberrand des Modells in 8 km
Höhe beträgt die vertikale Ma-
schenweite 400 m. Die verwen-
deten Zeitschritte bewegen sich
im Sekundenbereich. 
Die Behandlung der Aerosole
erfolgt mit dem Modell MADEsoot
[2, 3, 4]. Es hat modalen Charak-
ter, das bedeutet, die Partikelver-
teilungen werden durch überla-
gerte Log-Normalverteilungen be-
schrieben. Die Partikelneubildung
durch Nukleation von Schwefel-
säuredampf wird in stark verein-
fachter und parametrisierter Form
behandelt. Bis auf den Dieselruß
liegen die Bestandteile der Parti-
kel (Nitrat, Sulfat, Ammonium, or-
ganische Substanzen) stets als in-
terne Mischung vor. Dies bedeu-
tet, dass ein Partikel aus mehre-
ren Substanzen besteht und die
Zusammensetzung nicht von der
Größe abhängt. Im Gegensatz da-
zu bestehen bei einer externen Mi-
schung die einzelnen Partikel je-
weils aus einer reinen Substanz.
Abbildung 3 illustriert die beiden
Mischungszustände. Frisch emit-
Beschreibung eines
erweiterten Chemie-
Transport-Modells
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Abb. 3: Verschiedene Aerosolmischungstypen.  Die Farben stehen für un-
terschiedliche Aerosolinhaltsstoffe.
intern gemischtes Aerosol
intern gemischtes
Aerosol mit Rußkernextern gemischtes Aerosol
tierter Dieselruß ist zunächst ex-
tern gemischt, kann jedoch durch
Koagulation und Aufkondensieren
von Schwefelsäuredampf in die in-
terne Mischung übergeführt wer-
den. 
Zusätzlich zu den Differentialglei-
chungen, die zur Beschreibung
des atmosphärischen Zustandes
erforderlich sind und den Glei-
chungen für die gasförmigen Sub-
stanzen müssen nun weitere
Differentialgleichungen für die
verschiedenen Aerosolkompo-
nenten gelöst werden, was den
Rechenaufwand weiter deutlich
erhöht. Um mit der Rechenzeit
unter der Realzeit zu liegen, was
für Prognosesimulationen unab-
dingbar ist, wurde das Programm
in Zusammenarbeit mit HIK hin-
sichtlich der Vektorisierbarkeit
deutlich optimiert. Im Folgenden
soll exemplarisch dargestellt wer-
den, für welche Fragestellungen
das Modellsystem eingesetzt wer-
den kann.
Als Ausgangsfall für die Untersu-
chungen dient ein typischer Som-
mertag, bei dem das Modellge-
biet, welches große Teile von Ba-
den-Württemberg, das Elsass,
Teile der Nordschweiz, sowie von
Reinland-Pfalz und dem Saarland
abdeckt, großräumig aus Osten
angeströmt wird. An anthropoge-
nen Emissionen werden dem Mo-
dell flächendeckende Werte für
SO2, NOx, VOC, NH3 und Diesel-
ruß vorgegeben. Biogene VOC-
und NO-Emissionen werden si-
multan vom Modell in Abhängig-
keit von Landnutzung, Tempera-
tur und Strahlung berechnet. 
Abbildung 4 zeigt simulierte Hori-
zontalverteilungen des extern ge-
mischten Rußes und der Gesamt-
partikelmasse in Bodennähe.
Während der extern gemischte
Ruß noch die Emissionsstruktur
erkennen lässt, zeigt die Vertei-
lung der Gesamtpartikelmasse
keinen Zusammenhang mit der
Lage der Quellen. Dieses Ergeb-
nis unterstreicht die Notwendig-
keit des Einsatzes numerischer
Simulationsmodelle, wenn es
darum geht, den Erfolg von Emis-
sionsminderungsmaßnahmen zur
Reduktion der Belastung der At-
mosphäre mit Aerosolpartikeln
abzuwägen. Des weiteren zeigt
die Abbildung, dass es im Rhein-
tal infolge der Überlagerung der
Abluftfahnen der verschiedenen
städtischen Gebiete zu einer An-
reicherung der Partikelmasse
kommt. Neben der Massenkon-
zentration ist auch die Zusam-
mensetzung der Aerosole von
Bedeutung. Abbildung 5 zeigt für
einen Punkt in einem Stadtgebiet
den berechneten zeitlichen Ver-
Ergebnisse
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Abb. 4: Simulierte Horizontalverteilung des extern gemischten Rußes (links) und der Gesamtpartikelmasse
(rechts) in 20 m über Grund um 14 Uhr.
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lauf verschiedener Aerosolkom-
ponenten. Hierbei wird deutlich,
dass es aufgrund der schon an-
gesprochenen Variabilität sowohl
des atmosphärischen Zustands
als auch der Emissionen zu deut-
lichen Unterschieden im Tages-
verlauf der einzelnen Komponen-
ten kommt. Der hohen zeitlichen
Auflösung, die mit dem Modell
erreicht wird, stehen auf der Mess-
seite noch recht lange Probenah-
mezeiten von mehreren Stunden
gegenüber. Hier besteht daher
auch messtechnisch gesehen ein
erheblicher Forschungsbedarf.
Basierend auf den simulierten
dreidimensionalen Aerosolvertei-
lungen können die Auswirkungen
auf die atmosphärische Strahlung
berechnet werden. Exemplarisch
zeigt Abb. 6 die berechnete Sicht-
weite für die Station Hornisgrinde
in den Morgen- und Mittagsstun-
den. In die Berechnung fließt die
Zusammensetzung der Partikel
und ihre Größenverteilung ein. Es
zeigt sich, dass die hohen Aero-
solmassenkonzentrationen im
Rheingraben, wie in Abb. 3 dar-
gestellt, in Kombination mit der ta-
geszeitlichen Grenzschichtent-
wicklung zu einer deutlichen Re-
duktion der Sichtweite in den Mit-
tagsstunden führen. Neben die-
sem unmittelbar beobachtbaren
Einfluss der Aerosole auf die
Strahlung wird durch Absorption
und Streuung auch der Strah-
lungshaushalt modifiziert. Sensi-
tivitätsstudien haben ergeben,
dass für die untersuchte Som-
mersituation die an der Erdober-
fläche ankommende solare Strah-
lung aufgrund der vorhandenen
Aerosole um 25 W m-2 verringert
wird. Dabei sind  30 %  des Effek-
tes auf die Wirkung der Rußparti-
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Abb. 5: Tagesgänge der Massendichten ausgewählter Substanzen
und der trockenen Gesamtmassendichte für einen Gitterpunkt bei
Mannheim, 20 m über Grund.
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Abb. 6: Berechnete Sichtrosen unter Berücksichtigung der Aero-
solverteilung für die Station Hornisgrinde um 6:00 MEZ (blau) und
14:00 MEZ (rot).
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kel zurückzuführen, obgleich die-
se nur eben 10 % der Gesamt-
masse ausmachen. 
Dreidimensionale Aerosol-Che-
mie-Transportmodelle wie das
Modellsystem KAMM/DRAIS sind
ein wichtiges Instrument zur Ana-
lyse der Aerosolbefrachtung der
Atmosphäre und ihrer Wirkung.
Neben der Analyse des Istzu-
stands kann durch die Betrach-
tung unterschiedlicher Emissi-
onsszenarien der Beitrag des
natürlichen Aerosols an der Belas-
tung der Atmosphäre und der vor-
aussichtliche Erfolg von Minde-
rungsstrategien untersucht wer-
den. Daneben ist auch die Be-
stimmung von regionalen Beiträ-
gen zur Belastung der globalen At-
mosphäre und deren Folgen von
Bedeutung.
Infolge der Entwicklung immer
leistungsfähigerer Computer und
verbesserter Algorithmen wird es
zukünftig möglich sein, längere
Zeiträume und größere Regionen
zu simulieren und somit diese Vor-
gänge noch  besser zu prognos-
tizieren.
Zusammenfassung und
Ausblick
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Trotz internationaler Anstrengun-
gen zur Begrenzung von Ozon
zerstörenden Substanzen muss
befürchtet werden, dass sich die
Erholung der Ozonschicht in der
Stratosphäre wegen der Kopp-
lung an die globale Klimaände-
rung erheblich verzögern wird. Als
eine langfristige Aufgabe des Kli-
maschutzes muss daher das we-
sentliche Ziel der angewandten
Stratosphärenforschung sein, die
in der Stratosphäre ablaufenden
Prozesse soweit zu verstehen,
dass auch unter geänderten Be-
dingungen, wie sie der Treibhaus-
effekt in der Atmosphäre hervor-
rufen wird, eine zuverlässige Vor-
hersage des Zustandes der Stra-
tosphäre möglich ist. Wegen der
außerordentlichen Komplexität
des Systems Atmosphäre kann
sich dieser Aufgabe nur im Zu-
sammenspiel von detaillierten Be-
obachtungen und aufwendigen,
möglichst alle relevanten Prozes-
se beinhaltenden Modellsimula-
tionen genähert werden. Die Er-
gebnisse solcher Studien müssen
dann in parametrisierter Form in
aufwendige Klimamodelle inte-
griert werden. 
Im IMK steht mit dem Karlsruher
Simulationsmodell der Mittleren
Atmosphäre (KASIMA) eine sol-
che Modellumgebung zur Verfü-
gung. KASIMA wird für die Inter-
pretation von bei unterschiedli-
chen Messkampagnen erhalte-
nen Beobachtungsdaten einge-
setzt, wobei im Vordergrund Mes-
sungen des IMK stehen, die mit-
tels verschiedener Fernerkun-
dungsmethoden gewonnen wur-
den (siehe nächste Ausgabe der
Nachrichten). 
KASIMA ist ein globales atmo-
sphärisches Modell, dessen An-
wendbarkeit sich auf die mittlere At-
mosphäre, d.h. die Stratosphäre,
Mesosphäre und untere Thermos-
phäre, zwischen etwa 10 und 100
km begrenzt. Zur Beschreibung tro-
posphärischer Prozesse (< 10 km)
fehlt die Behandlung der Feuchte
und die damit verbundenen Um-
setzungen latenter Wärme, sowie
wichtige Parametrisierungen, z.B.
der planetarischen Grenzschicht
und der Konvektion [1].
Die horizontale Auflösung des Mo-
dells beträgt etwa 3°, vertikal 1-5
km. Da horizontale Schall- und
Schwerewellen Lösung des me-
teorologischen Gleichungssys-
tems sind, ist ein Zeitschritt von et-
wa 10 Minuten erforderlich. 
Die Meteorologie
Die zentrale Komponente von KA-
SIMA ist ein numerischer Löser
des meteorologischen Grundglei-
chungssystems (prognostisches
Modell). Das sind Bilanzgleichun-
gen für die Horizontalkomponen-
ModellbeschreibungEinführung
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Abb. 1: Schematische Darstellung der in KASIMA enthaltenen Module.
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ten des Impulses, der Luftmasse,
und Wärme (1. Hauptsatz). Die
Vereinfachungen gegenüber dem
Navier-Stokeschen Gleichungs-
system sind im Wesentlichen die
Approximation der Vertikalkom-
ponente der Impulsbilanz durch
die Hydrostatik, das ist die Balan-
ce von Auftriebs- und Schwerkraft,
sowie die Nichtberücksichtigung
der molekularen Viskosität.
Die horizontale Abhängigkeit der
Modellvariablen wird durch eine
endliche Reihe von Koeffizienten
der Kugelflächenfunktionen, die
assoziierten Légendre Polynome,
dargestellt. Die Vertikalkoordi-
nate ist eine variable Funktion 
des Luftdruckes. Die nichtlinearen
Therme zur Berechnung der 
Impuls- und Wärmeflüsse werden
über die spektrale Transformati-
onsmethode berechnet. Proble-
me numerischer nichtlinearer In-
stabilität (Aliasing) durch das Auf-
treten von Koeffizienten von klei-
neren räumlichen Skalen werden
durch Nichtberücksichtigung ver-
hindert [2].
Das Modell wird angetrieben
durch die Nettoerwärmungsrate
(siehe Strahlung) sowie durch vor-
gegebene Randbedingungen. Die
untere Randbedingung sind aus
Analysen des europäischen Zen-
trums für mittelfristige Wettervor-
hersage (ECMWF) entnommene
Felder für das Geopotential (die
Höhe der Druckfläche) zur Inte-
gration der hydrostatischen Glei-
chung, sowie Temperatur und 
Horizontalwindkomponente für
die Vertikalflüsse.
Die Wechselwirkung von kurzwel-
ligen (ca. 100 km Wellenlänge)
Schwerewellen, die explizit nicht
mehr aufgelöst werden, mit der
großräumigen Strömung werden
in parametrisierter Form berück-
sichtigt. 
Die Strahlung
Der primäre Antrieb atmosphäri-
scher Zirkulation ist die Absorp-
tion von Sonnenstrahlung in den
Luftschichten und am Erdboden.
Da die Erde als Ganzes und im
zeitlichen Mittel gesehen im ther-
mischen Gleichgewicht ist, muss
die als im wesentlichen durch
sichtbares Licht zugeführte Ener-
gie wieder in den Weltraum abge-
geben werden. Dies kann eben-
falls nur in Form von Strahlung er-
folgen, und zwar entsprechend
der Temperatur der Atmosphäre
bzw. des Erdbodens im infraroten
Spektralbereich, also durch Wär-
mestrahlung.
In der Stratosphäre erfolgt die Ab-
sorption ultra-violetten Lichtes
(Heizung) durch Elektronenüber-
gänge hauptsächlich am Ozon, in
der Mesosphäre am molekularen
Sauerstoff. Die Emission (Küh-
lung) erfolgt im wesentlichen in
den Schwingungs- und Rotati-
onsbanden der Moleküle CO2, O3
und H2O. Der rechnerische Auf-
wand für den Strahlungstransport
in der Atmosphäre ist im allge-
meinen so hoch, dass Parametri-
sierungen für die Berechnung von
Heiz- und Kühlraten benutzt wer-
den müssen. Über Ozon (und in
geringerem Maße auch über den
Wasserdampf) sind der chemi-
sche und der dynamische Zustand
der Atmosphäre über die Strah-
lung gekoppelt [3]. 
Die Chemie
Die in KASIMAintegrierte Chemie
berücksichtigt die für die Simula-
tion der Stratosphäre wichtigen
chemischen Prozesse. Dazu
gehören Reaktionen in der Gas-
phase und auf flüssigen oder 
festen Aerosolen sowie die Pho-
todissoziationen (die durch Son-
nenlicht induzierte Spaltung) der
Spurenstoffe in der Stratosphäre.
Neben diesen insgesamt 165 Re-
aktionen, an denen insgesamt 49
Substanzen teilnehmen, werden
auch mikrophysikalische Prozes-
se in parametrisierter Form
berücksichtigt. Diese Parametri-
sierungen enthalten die Aufnah-
me von Spurenstoffen (z.B. HNO3)
in flüssige Aerosole oder die Bil-
dung von polaren stratosphäri-
schen Wolken, die ab einer ge-
wissen Größe sedimentieren. 
Die KASIMA-Modellumgebung
kann für eine Reihe von Pro-
blemen eingesetzt werden. Im
Folgenden werden einige Bei-
spiele aufgezeigt.
Die chemischen Lebenszeiten
von Spurenstoffen in der Strato-
sphäre reichen bis hin zu Jahren.
Eine wesentliche Voraussetzung
für die erfolgreiche Modellierung
der Spurengaskonzentrationen in
der Stratosphäre ist daher eine
möglichst realistische Wieder-
gabe des Transportes von Luft-
massen. Die notwendige Verifika-
tion der Transporteigenschaften
des numerischen Modells kann
durch detaillierte Vergleiche von
Modelldaten mit Beobachtungen
langlebiger Spurengase (Tracer)
untersucht werden. Zwei Beispiele
solcher Untersuchungen werden
im Folgenden herausgegriffen
(Streamer und Mittleres Alter).
Anwendungen 
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Streamer
Der Eintrag von Spurengasen
von der Troposphäre in die Stra-
tosphäre erfolgt im wesentlichen
in den Tropen. Hierdurch erhält
man für die Quellgase in der Stra-
tosphäre eine typische Verteilung
mit maximaler Konzentration in
den Tropen und Abnahme zu den
Polen.
Durch großskalige planetarische
Wellen, besonders im Winter,
werden Scherströmungen her-
vorgerufen, durch die tropische
Luft innerhalb weniger Tage in
Form langgezogener Zungen,
sogenannte Streamer, in mittlere
und höhere Breiten transportiert
wird. 
Ein solcher Prozess wurde im 
November 1994 mit dem räum-
lich hochauflösenden gekühlten
Spektrometer CRISTA der Uni-
versität Wuppertal beobachtet
und mit KASIMA anhand der Er-
telschen Potenziellen Vorticity
(EPV), einem Analogon der Hy-
drodynamik zum Drehimpuls
starrer Körper, analysiert [6].
Abb. 2 zeigt eine Zeitreihe der
EPV, mit der Streamerstruktur
über dem Nordatlantik und Sibi-
rien (Linien). Deulich erkennbar
sind die starken Änderungen des
Gradienten der EPV durch Ad-
vektion (farbig) im Bereich der
Streamerentstehung von Süd-
westen nach Nordosten. 
Mittleres Alter 
stratosphärischer Luft
Auf Zeitskalen von Jahren wer-
den die Substanzen in der ge-
samten Stratosphäre verteilt.
Dies kann durch das sogenann-
te (mittlere) Alter stratosphäri-
scher Luft charakterisiert werden,
die die Zeit angibt, wie lange im
Mittel ein Luftpaket von der tropi-
schen Tropopause zu einem
Punkt der Stratosphäre benötigt
hat. Mittels eines stabilen Gases,
wie z.B dem Gas SF6, dessen
Konzentration in der Troposphä-
re beständig wächst, kann diese
zunächst theoretische Größe ex-
perimentell über die Differenz der
Konzentration am Ort der Mes-
sung und an der tropischen Tro-
popause bestimmt und mit Mo-
dellsimulationen verglichen wer-
den. Da aber auch sehr inerte Ga-
se in den oberen Luftschichten
(größer etwa 60 km) von der har-
ten UV-Strahlung und Ionenreak-
tionen angegriffen werden, wur-
den für die teilweise unsichere
Chemie dieses Gases verschie-
dene Szenarien gerechnet, siehe
Abb. 3, und mit den Beobachtun-
gen verglichen. Die Vergleiche
deuten auf eine wesentlich län-
gere chemische Lebenszeit hin,
als bisher angenommen wurde.
Dies ist auch deshalb wichtig, weil
SF6 eine um Größenordnungen
stärkere spezifische Treibhaus-
wirkung als CO2 besitzt und damit
trotz viel geringerer Konzentra-
tion langfristig zum anthropoge-
nen Treibhauseffekt beiträgt [7].
Antarktisches Ozonloch
Ein weiteres Beispiel gibt einen
Einblick, inwieweit mit KASIMA
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Abb. 2: Ertels Potenzielle Vorticity (EPV, Linien), die Änderung des Betrages
(farbig links) und die Winkelgeschwindigkeit (rechts) ihres Gradienten für
den 5.-7. November 1994 (von oben nach unten). Die Streamer sind an den Li-
nien konstanter EPV erkennbar. 
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die chemischen Prozesse in der
Stratosphäre reproduziert werden
können. Das Ozonloch ist ein jähr-
lich über dem Südpol auftretendes
Phänomen, bei dem durch die auf-
gehende Sonne im Frühjahr
Chlor- und Bromatome in der Stra-
tosphäre freigesetzt werden, die
dann in katalytischen Zyklen das
Ozon abbauen. Gasphasenche-
mie, Transporte und physikalische
und chemische Prozesse an po-
laren stratosphärischen Wolken
spielen hierbei zusammen.
Ein Beispiel für einen Vergleich
zwischen KASIMA-Modelldaten
und Satellitenmessungen ist in
Abb. 4 zu sehen. Die mit KASIMA
berechneten südhemisphärischen
Minimalwerte stimmen in ihrem
Jahresgang gut mit den Mes-
sungen des TOMS Satelliten-
experimentes überein. Die Ozon-
verteilung über der Südhemi-
sphäre am 30. September 1999,
dem Tag des ausgeprägtesten
Ozonlochs, ist in Abb. 5 darge-
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Abb. 3: Aus SF6-Messungen bestimmtes
Alter der Luft (Quadrate) und Vergleich mit
verschiedenen chemischen Szenarien für
SF6 (Linien mit Symbolen). Die Szenarien
mit größter Lebenszeit ergeben die beste
Übereinstimmung zwischen Modell und
Beobachtung. 
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Abb. 5: Vergleich des Ozonsäu-
lengehaltes über der Südhe-
misphäre am 30. September
1999  (Oben: TOMS-Messdaten,
unten: KASIMA-Modellergeb-
nisse)
Abb. 4: Minimaler Ozonsäulengehalt in Dobson-Einheiten (1 Dob-
son-Einheit entspricht einer auf Normalbedingungen kompri-
mierten Ozonschicht von 1 mm Dicke) südlich von 60° Süd im Lau-
fe des Jahres.
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stellt. Die Simulation des Ozon-
loches entspricht der tatsächli-
chen Größe und Stärke in vielen
Details, die Ozonverteilung in mitt-
leren Breiten wird jedoch vom
Modell überschätzt.
Die Ursache dieser Überschät-
zung des Ozon, die sowohl
dynamische (Ozon wird in der
Stratosphäre über den Tropen
gebildet und in höhere Breiten
transportiert) als auch chemische
Ursachen haben kann, sind mo-
mentan Bestandteil der Untersu-
chungen am IMK und werden
unter anderem im Rahmen von
Projekten, wie sie von der EU und
vom BMBF innerhalb des Atmo-
sphärenforschungsprogramms
(AFO 2000) gefördert werden,
durchgeführt. 
Nach dem erfolgreichen Start des
europäischen Umweltsatelliten
ENVISAT werden im IMK globale
Datensätze vieler wichtiger strato-
sphärischer Spurengase ausge-
wertet und mit dem Modell KASI-
MAinterpretiert. Dadurch wird ein
erheblicher Fortschritt beim Ver-
ständnis stratosphärischer Pro-
zesse und ihrer Modellierung
erwartet.
Schlussbemerkung
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Detaillierte Informationen zu KASIMA
gibt es im Internet unter 
http://www.fzk.de/imk/imk2/kasima
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Berichtigung
In Heft 2-3/2002 der „Nachrichten“ ist auf Seite 187 die Unterschrift der unteren Abbildung zu ersetzen
durch:
Abb. 7: Mikrotiterplatte aus PMMA mit 96 identischen mikrofluidischen Kanalstrukturen für die Ka-
pillarelektrophorese (mit freundlicher Genehmigung der Firma Greiner Bio-one, Frickenhausen).
