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Abstract
Most materials are either metals or insulators. When they are metals, their electronic
properties are usually described by Landau's Fermi liquid theory. That is, they behave
more or less like a free Fermi gas, with a few modifications due to electron-electron
interactions. However, there exist a few metallic materials whose phenomenology does
not fit within Fermi liquid theory. These are quasi-2D metals on the verge of becoming
insulators, and they happen to become superconducting at low temperature, by a
mechanism different than BCS superconductivity. The physics of these materials
calls for a new strongly coupled universality class of interacting electrons, yet to
be understood. This work looks at the problem from the novel point of view of
gauge/gravity, or holographic, duality.
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Chapter 1
Introduction
Materials can be broadly divided into insulators and conductors. Conductors are such
because they carry charged excitations which are gapless, and can therefore respond
to an arbitrarily small external electric field. For the vast majority of conductors,
these excitations are quite similar to the excitations of a free Fermi gas. This is
remarkable because the electrons inside the material interact with each other through
the Coulomb repulsion, and could, in principle, have a different collective behavior.
The effect of interactions is, instead, relatively small, and can be accounted for in an
effective field theory, Landau Fermi liquid theory.
Even though most conductors are Fermi liquids, there are some exceptions, no-
tably high temperature superconductors in the strange metal regime, and heavy
fermion materials. The phenomenology of these materials can hardly be reconciled
with Fermi liquid theory, and the scientific community has not yet found any other
satisfying effective description, despite decades of effort. Therefore, understanding
non Fermi liquids constitutes a prominent open problem in theoretical physics.
Non Fermi liquids continue to defy our understanding because they arise in condi-
tions that are outside the domain of validity of conventional theoretical tools. They
require strong interactions in a fermionic system, which rules out both perturbation
theory and Monte Carlo, and also large N expansion fails. Therefore, the goal of
this work is to apply to this problem a non-conventional method, the gauge-gravity
duality, also called holographic duality.
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The holographic duality is an equivalence between a field theory and a correspond-
ing theory of quantum gravity that lives in one more dimension. It is a valuable tool
in this context because, when the field theory is strongly interacting, and hence least
tractable, the quantum gravity description reduces to general relativity, which is com-
putable. Unfortunately, it is not possible to describe holographically any chosen field
theory - the field theories that have a simple gravity dual are quite special - so
detailed phenomenology is not to be expected out of this approach. On the other
hand, universal behavior can be captured, and in the general absence of other reliable
methods, gauge-gravity stands out as a very useful handle.
1.1 Non Fermi liquids
The properties that distinguish a free Fermi gas, a Fermi liquid and a non Fermi
liquid can be outlined starting from the electron spectral function
A(k, w) = Z [(at kgd) 2(W - Ea) + I(al Ck gd) 12 6( + E)] . (1.1)
In this expression, Ck is the electron annihilation operator, gd labels the ground
state and a labels the other eigenstates of the many body hamiltonian, with en-
ergy E,. This quantity can be directly measured in ARPES experiments and gives
prime information on the charged excitation spectrum of the material. Intuitively, it
measures how many many-body states there are, that have energy w, and that look
roughly like a single electron of momentum k.
For a free Fermi gas with dispersion Ck, there is only one such state, so the spectral
function is just made of a delta function at w = Ek. This delta function indicates
that the corresponding excitation of the system is exactly stable. In a Fermi liquid,
electron-electron interactions cause the excitation to decay over time, and the delta
function is replaced by a Lorentzian peak, of width I7k (see fig. 1-1). As the momentum
approaches the Fermi surface at Ek = 0, the excitation becomes more and more stable,
and the peak becomes narrower and taller. This behavior is explained by a purely
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Figure 1-1: Sample spectral function
kinematic argument, based on the phase space available for the particle to decay into,
and hence is very general. Typically, the width goes to zero like F ~ E .
This low energy behavior can be directly observed in typical metals, and it also has
direct and measurable, although not immediately evident, consequences on transport
properties, in that the contribution to the resistivity of the material due to electron-
electron interactions grows with temperature like T 2
Non Fermi liquids, notably the strange metal regime of cuprates, have a rather
different behavior. In particular, while still having a well defined Fermi surface and
quasiparticle peak, its width goes to zero linearly Fr - Ck, and their resistivity grows
linearly with temperature over a very wide temperature range. Both observations
point to dissipative effects due to strong electron-electron interactions, so strong as
to lead outside the regime of validity of Fermi liquid theory. These features are present
in a range of materials, and over a range of doping, so it is difficult to explain them
away as the consequence of some fine tuning. More likely, they point to some new
universality class of strongly interacting fermions, yet to be understood.
Since high temperature superconductivity arises as an instability of a non Fermi
liquid, it is also likely that its nature will become clear if the normal state is under-
stood. Unfortunately, there are very few controlled theoretical models that display
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non Fermi liquid behavior, so a holographic model can be very important, if only to
show what possibilities are out there.
1.2 Holography
The holographic duality is a statement of equality between two partition functions:
the partition function of a field theory, and the partition function of a theory of
quantum gravity. In the examples that are best understood, the field theory is a
supersymmetric gauge theory, and the dual gravity theory is superstring theory on
an asymptotically anti de Sitter space, although more general realizations are possible.
Let us describe the duality more in detail.
String theory describes the quantum dynamics of a relativistic string, propagat-
ing in a reference classical background, composed of a metric and other fields. It
contains two parameters, a length 1, which sets the scale for the fluctuations of the
string, and a dimensionless coupling constant g, which determines the amplitude for
joining and splitting of strings. The dynamics of the string, on grounds of consis-
tency alone, completely fixes the field content of the background, and requires it to
become dynamical and have quantum fluctuations. It is nonetheless still meaningful
to speak of a background, because there is a regime in which dynamic perturbations
and fluctuations are parametrically small.
More precisely, disregarding quantum fluctuations at first, the classical dynamics
of the background is described by a simple effective action, which is just the Einstein-
Hilbert action for the metric, and a well defined covariant action for the other fields.
This description is valid if the typical radius of curvature L of the background is much
larger than the string scale 1.. As L/1, decreases, higher derivative corrections start
appearing in the effective action, with a typical magnitude of order (1./L)#>O and,
when L becomes of order 1., the effective action description breaks down.
When the effective action is a good description, one can introduce small quantum
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fluctuations about a reference background, described symbolically as a path integral:
Z = J [D4] e' f +higher derivatives+other fields
Newton's constant GN determines the amplitude of fluctuations, and it is fixed in
terms of is and gs. The path integral weight for a configuration with typical curvature
radius L is of order
exp i .- -2I (1.3)
Therefore, both large curvature radius and weak coupling help suppress the fluctua-
tions of the metric.
The duality is best understood when the reference spacetime is asymptotically anti
de Sitter, that is, a spacetime with a boundary and such that, near the boundary,
the metric is classical (i.e. fluctuations are suppressed), and approaches the metric
of anti de Sitter space. Anti de Sitter space is the solution to Einstein equations
with constant negative cosmological constant, and has constant negative curvature,
R = -d(d - 1)/L 2 . Away from the boundary, in the interior or bulk of the spacetime,
dynamics and quantum fluctuations become important.
The dual field theory, typically a supersymmetric gauge theory, has one less di-
mension than the gravity theory, and it has two parameters, the number of colors N,
and the 't Hooft coupling A. The duality states that its partition function is identical
to the partition function of string theory, provided that one identifies, up to known
numerical factors
A with (L
is
N2 with d2
Therefore, the strong coupling regime A > 1 of the field theory, corresponds to the
regime of validity of the effective action description of string theory, and the large N
limit suppresses the quantum fluctuations. However, the duality holds for all values
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of N, A, and it provides, on one side, a non-perturbative definition of string theory,
valid at large g., and including stringy L i , effects. On the other side, it provides
a handle on the strong coupling regime of the field theory, whose dual description is
just general relativity coupled to some matter fields.
The duality can be extended to include in the partition function sources for various
field theory operators. For each gauge invariant operator F, there is a corresponding
field # in the gravity theory, and the partition function in which a source J for the
operator F has been turned on (the generating functional), is given by
Z[J] = J [DO!] eiSgr-ity6 (0 - Jlbdry) , (1.4)
that is, the field #, near the boundary of spacetime, must approach the value specified
by the source J. By taking functional derivatives, it is possible to compute correlation
functions of various operators. In the large N limit, the path integral can be done in
the saddle point approximation, and the leading contribution is given by the on-shell
action on the saddle point field configuration.
The correspondence between fields and operators depends on the details of the
specific realization of the duality, but a few general rules can be stated, often referred
to as a dictionary. In particular
" The boundary conditions for the metric in the gravity theory are set by the
metric of the dual field theory, which can thus be thought of living at the
boundary of AdS. At the same time, the field theory metric is the source of the
field theory stress tensor, therefore, changing the boundary conditions on the
gravity metric introduces a source for the stress tensor.
" A global symmetry in the field theory translates to a gauge symmetry of the
gravity theory, and the source for the conserved current sets the boundary
conditions for the gauge field.
" The spin of the operator translates: a bosonic operator is dual to a bosonic
field, and a fermionic operator is dual to a fermionic field.
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* The mass of the field determines the anomalous dimension of the dual operator.
In particular, the fact that gauge fields are massless is tied to the fact that
current operators do not renormalize.
1.3 A holographic model for interacting fermions
Since there are many realizations of the holographic duality, it is usual to take a
pragmatic approach, and use the gravity theory to directly define the corresponding
field theory, without worrying whether an actual explicit construction of the duality
exists, with an explicit lagrangian for the dual field theory. That is, with universality
in mind, it is customary to take (1.4) as the defining equation of the generating
functional of some unknown, but well defined field theory, with the right hand side
chosen to have the right ingredients to reproduce some target physics.
Within this perspective, let us introduce a holographic model of a field theory,
with a global U(1) symmetry, and a gauge-invariant fermionic operator, charged un-
der this symmetry. Turning on a chemical potential for the U(1) charge will drive
the fermions to nonzero density, enabling us to investigate the physics of strongly
interacting fermions at finite density. Since non Fermi liquid behavior and other in-
teresting strong coupling phenomena happen most commonly in quasi 2-dimensional
materials, we consider a field theory in (2+1) dimensions. Consequently, the gravity
theory will have (3+1) dimensions.
In the gravity theory, we need to introduce a U(1) gauge field A,. Its boundary
conditions are set by the source for the field theory U(1) current. In particular,
the chemical potential p is the source for the charge density, and sets the boundary
condition for the time component of the gauge field:
At Ibdry = A - (1-5)
We do not need to turn on other sources, so the other components of the gauge field
vanish at the boundary.
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We also introduce a fermionic field i, charged under the U(1) gauge symmetry.
Varying the boundary conditions for this field will enable us to compute the correlators
of the dual operator. In summary, the partition function of the gravity theory can be
formally written as
z [D (g, A, V)] exp [i d4x R - 2A F+ . (1.6)
167rGN - 2+
This model has been has been investigated under various symplifying assumptions in
[1, 2, 3, 4].
The large N limit implies GNA < 1 and q < 1, and suppresses the fluctuations
of the metric and of the gauge field. In the limit of large m, the fluctuations of the
fermion field are also suppressed (see section A and [3]). However, a fermion with
a large mass is dual to an operator with a large anomalous dimension, so the large
mass limit leads to a somewhat unphysical class field theories. Therefore we choose to
retain the full quantum nature of the fermionic field, while treating the path integrals
over the metric and the gauge field in the saddle point approximation. The leading
contribution to the partition function comes from the on-shell action, evaluated on
the field configuration that solves the equations of motion
DF'" = q2JV,D A F ~ = q 2 j v( 1 .7 )
G , + Ag = 87rGN [T(V) + T
where
J'A = (V) (1.8)
T = (#7( iDv)V)) (1.9)
T(A)= FypFv- gvFaaFf" , (1.10)
and the expectation value is with respect to the fermionic field path integral
S-f-- [E] -.-.- exp [i I d4X 'Fg (ip 
-n).14
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The solution of the saddle point equations constitutes a rather difficult problem,
because the fermion current and stress tensor are non local functionals of the back-
ground fields g and A, for which there is no hope of finding an explicit closed form
expression. In this sense the system (1.7) is more similar to an integro-differential
system of equation than to a system of differential equations, and hence an analytic
solution is probably impossible.
Like for other integro-differential systems, a solution can be found numerically via
an iterative approach. Starting from some configuration of g and A, one computes
numerically the corresponding fermion current and stress tensor. Then one uses
these to construct a new configuration of g and A via (1.7), and repeats the process.
Eventually, hopefully, the process converges to a fixed point, which is a solution of
the system of equations.
Once a solution to the field equations is found, small perturbations about it can
deliver all the correlators of the dual field theory.
15
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Chapter 2
Computation of the fermionic
currents
For shortness, we refer collectively to the electric current and the fermion stress tensor
with the name currents. Within the iterative approach we are considering, the solution
of the saddle point equations involves two separate problems. One is the relatively
easy and standard problem of solving (1.7) given an arbitrary set of currents, and
the other is the harder and less usual problem of computing the currents given an
arbitrary background. Let us describe more in detail the second.
2.1 Regularization and renormalization
The currents are divergent quantities. They must be regulated and then renormalized
while preserving the symmetries of the low energy theory, that is gauge invariance
and general covariance [5]. The simplest way of doing so, at least conceptually, is to
use a covariant regulator. For example, one could set up the problem in euclidean
space, and use a heat kernel regulator to define the bare currents:
J = (jyle-,240 (2.1)
TJV = ((iD"Je-24) . (2.2)
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With this choice of regulator, the bare currents have the following small-s expan-
sion
JO = c, log ± DF" + JR + O (s2) (2.3)LIR
T -" = 2 " + (c3G4" + c4 m2 gI)
± log S (c5 H(1)"' + c6 H(2)v + c7 m 2G1' + c8 m'g"" + c9 q2T(A)V) (2.4)
LIR
RTO" + O(s2) ,
where the coefficients ci are (known) rational multiples of 1/7 2 , HM' and H(2) are
tensors involving four derivatives of the metric, and T(A) is the Maxwell stress tensor.
LIR is some infrared renormalization scale of choice: changing it amounts to a finite
renormalization of coupling constants, as described below.
The divergent terms in the series are local functionals of the background. This
is because they come from high energy, short wavelength modes, which are sensitive
only to the local physics. They are geometric objects with all the necessary symme-
tries: they are covariantly conserved tensors, with the right dimension, and transform
appropriately under charge conjugation. This is because the regulator is gauge- and
diffeomorphism-invariant.
By looking at (1.7), it is clear that the divergent terms can be absorbed in the
renormalization of: the charge q, the cosmological constant A and Newton's constant
GN, with the exception of HM) and H(2). These renormalize two higher derivative
corrections to the Einstein-Hilbert action. In fact
1 6'
HM"= d 4 R2, (2.5)
H(2)Av - J d4x \R"nRaf. (2.6)
In the spirit of retaining only the very low energy physics of the theory, we'll set the
renormalized coefficient of this higher derivative terms to zero.
After appropriate renormalization of the couplings, we are left with the renormal-
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ized, finite currents JR and TR, which is what we take to stand on the right hand side
of (1.7). These quantities receive contributions from the whole spectrum of modes of
the fermionic field, they are sensitive to the infrared physics, and therefore they are
non-local, non-geometric functionals of the background.
Although the regularization and renormalization prescription described above is
conceptually very simple, it proved unfeasible to follow in practice. For various tech-
nical reasons, the heat kernel regularization, or any other covariant method like di-
mensional, zeta function or Pauli-Villars regularization, turn out not to be well suited
for a numerical computation (see section B.1). Instead, we resorted to point splitting
regularization.
Starting from a point x, we shoot out a geodesic, in a direction specified by a unit
vector t, and we take a point x' along it, at a geodesic distance s from x. We then
define the regularized current and stress tensor at x as
JI(x) = (V(x')y'7P(x)) (2.7)
TO"(x) = (W(x')-(iDv)i(x)) . (2.8)
A small-s expansion has been worked out for these quantities also, however, be-
cause the regulator breaks gauge and diffeomorphism invariance, it involves contrac-
tions of local geometric tensors with the vector t, and the terms are not covariantly
conserved. In the massless case m = 0 it has the formi
V
TO" = sr24 (g"" - 4t~t")
1 2 4ttu
1 [2 (GMv + R tItv) - 4R(,u, t")t + (g Rx - RM) (2.9)72-S2_ - \g v t
-6ws L3 3 x 29
log - (H (2Mv- ±_ ±()~ v (21607r2 LIR H - + Tlnite(t)
It is very important to stress that Tnite, besides being a non-local, non-geometric
object, still depends on the vector t, i.e. on the regularization scheme, and hence can-
'The precise form of the expansion depends on the details of the point splitting prescription.
This formula is taken from [6], and is derived according to the definitions there.
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not be interpreted as a renormalized quantity. To obtain a well defined renormalized
stress tensor, it is necessary to proceed with what is called adiabatic renormalization.
Adiabatic renormalization consists in subtracting from Tflinte an additional, finite
counterterm, that precisely compensates for all the symmetry breaking effects of the
regulator. To determine what this counterterm is, it is necessary to compute the bare
stress tensor within a derivative, or adiabatic, expansion: the background is assumed
to change on length scales much larger than the correlation length of the fermion
field, set by the mass m.
Within this approximation, it is possible to compute all the orders of the expansion
(2.9), including Tfinjte, explicitly as functionals of the background. They all turn out
to be local terms, made of contractions of geometric tensors with the vector t. This
means that the adiabatic expansion completely misses the non-local, infrared physics.
However, it retains all the symmetry breaking effects of the regulator, which affects
only local, UV physics. Therefore, by subtracting from the bare stress tensor To
its adiabatic expansion, up to and including the finite term, and taking the limit
s -+ 0, a well defined renormalized stress tensor TR is obtained. When other covariant
regularization procedures are feasible, it has been shown that this approach yields the
same renormalized stress tensor TR, up to a finite renormalization of A, GN and the
other couplings. The current can be regularized and renormalized according to the
same procedure.
2.2 The conformal anomaly and covariant conser-
vation
An important check of the regularization and renormalization prescription we are
adopting is the ability to produce a covariantly conserved stress tensor. In a static
geometry the bare stress tensor, defined by
TO"(X) = (O(x')-Yf(iDv),(x)) , (2.10)
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is covariantly conserved, if x - x' = (At, 0, 0, 0) with constant At. In fact we have
DATLv = a,8T" + Ft ,Tv + FvIPTP
= K xI')$IiPiD)#k(x)b + (k(x') %y(iD")VP(x)) + (2.11)
+ FA,,PTPv + I v,PTAP ,
and, because the sections do not depend on time, the derivatives can be promoted to
covariant derivatives:
D,Tv = (#(x')IIt(1iD)V)(x)) + K(x')) y(tiD")4(x)) . (2.12)
Using the field equations of motions, it is easy to show that this quantity is zero. It
is also possible to show directly that the stress tensor computed with the adiabatic
expansion is covariantly conserved, and so is the renormalized stress tensor.
If another point-splitting prescription is taken, for example one in which At de-
pends on position, then neither the bare stress tensor, nor the adiabatic stress tensor
are conserved. However, the difference of the two, in the limit s -+ 0 is conserved.
Another important check is the manifestation of the conformal anomaly. In fact, it
is well known that, for a massless field, the trace of the stress tensor on curved space-
time is not zero, but is proportional to a local geometric functional of the background.
Using the equations of motion, it is easy to show that
T1,(x, x') = m (?k(x)V)(x)) + contact terms, (2.13)
and it would be natural to conclude that, in the massless limit, the trace is zero.
This is certainly true for the bare stress tensor. On the other hand, the adiabatic
expansion assumes the correlation length 1/m to be much smaller than the other
length scales, and hence it breaks down in the massless limit. This becomes mani-
fest as a 1/m divergence in (4(x)I(x)), which cancels the factor of m, and gives a
finite contribution in the massless limit. Since the renormalized stress tensor is the
difference between the bare and the adiabatic quantity, it also acquires a finite trace
21
in the massless limit. The trace of the stress tensor obtained in this way, correctly
reproduces the conformal anomaly
T 2880,r2 - RyVRM"v - 2R,WR"" + 4R2 - 3 R) . (2.14)
2.3 A choice of background
It is not possible to carry out the computation of the bare currents in a completely
arbitrary background, and even restricting to an asymptotically anti de Sitter space
is not enough: some knowledge of the the interior is needed. Therefore, we choose to
target a class of metrics
g = -e2(r) dt 2 + e2 (r) dr2 + e2(r) dQ, (2.15)
that are smoothly connected to global anti de Sitter space
R 2 (4
g = -dt2 +dr 2 ±+- sin2-d .(.)g=~cos22~ \, 7r2  2 d~j.(.6
That is, we take r E (0, 1), with e, vanishing linearly at r = 0 and all the sections e,
diverging like (1 - r)-1 at r = 1. It is useful to think of the spatial sections of this
class of metrics as 3-balls, with the center at r = 0, and the edge at r = 1, where the
conformal factor diverges.
The practical reason for this choice is that this class of spaces is compact from the
point of view of the Dirac hamiltonian, which therefore has has a discrete spectrum
and normalizable eigenfunctions. This is a big advantage for a numerical computation,
which is lost, for example, in spaces with an horizon in the interior.
We will take the gauge field to have the form
A = <D(r) dt, (2.17)
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and the chemical potential p sets the boundary condition for (b:
((1) = p . (2.18)
From the dual point of view, this choice of background is analogous to defining
the field theory on a sphere of radius R, instead of flat space. The sphere is just an
infrared regulator, whose effect becomes negligible in the limit p-z > .
The fermion field is a free field, all the information is contained in the Green's
function
S(x, X') ((x)I(X')) , (2.19)
which satisfies
f (Fy7 - D - m)S(x, x') = i 6(x - x') . (2.20)
The currents, in terms of the Green's function, are given by
j"(x) = -Tr[y"S(X, x')I, (2.21)
TP"(x) = -Tr [Y(/ iD)S(x, x')] . (2.22)
Specifying to our background, we introduce the hamiltonian Dirac matrices
at = 7t, ai = 7 7y , (a )t= at, {aA, a" } J6", (2.23)
and the covariant derivatives are
Dt = Ot + ib + ea , (2.24)
2e,
D, = , , (2.25)
Do = 9o - S r.O (2.26)
2er
D, = aO - sin 0!sarao - I cos OaoaO . (2.27)
2e, 2
Since our background is static, it is advantageous to move to a hamiltonian picture,
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by defining
S(X, X') = [g v/] G(x,x ')a t g v'/Y , (2.28)
so that G satisfies the equation
(i(9 - H) G(x, x') = i 6(x - x'), (2.29)
with
H _i. et r ±. el e- ._ i a- oc~
H~e = i[c ,+- iao + aO I 4o + (D + metcit. (2.30)
er L 2et 2er] e, sinm e
The hamiltonian H is self-adjoint with respect to the scalar product
(0i, 2) = dr dO do Oi (r, 0, #)V) 2 (r, 0, q) . (2.31)
In our background, only the time component of the current and the diagonal
components of the stress tensor have a non-zero expectation value. In terms of the
hamiltonian Green's function these are given by
= -fxxTr [G(x, x')] , (2.32)
Ttt = -i fx,xTr ±a + i + a') G(x, x') , (2.33)
T',. = -i r' -a$ -t a j G(x, x') (2.34)
er 2e,. e.,
et 0 cos 9 e (x' (.35)'Too = -ixf,'-Tr 2sin - a + G(X, X') , (2.35)
.,2sin 9 2er/ ''
f et 04 +OCOS 0 re'
TO = X Tr as +a G(x, x') , (2.36)
e [ sin0 2 sin0 2e,
where
= et~x)(2.37)fX, = g- ()g-() ar (2.ea
and all other sections are evaluated at x.
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2.4 Adiabatic expansion
We now show how the Green's function, and hence the bare currents, can be computed
within a small derivative, or adiabatic, expansion [7]. To outline the idea behind the
computation, it is useful to consider the simpler problem
[-V 2 + m 2 + V(x)] G(x, x') = 6(x - x'). (2.38)
We take V to be varying slowly compared
expand V(x) about x'. Then, equation (2.38)
to the correlation length 1/m, and we
can be written symbolically as
[Go 1 + A] G = 1,,
with
Go' = -V 2 + rn 2 ,
1A = V (x')(x - x') + V y (X')(X - X')(X - X') ± ... ,2'
and it is formally solved by a series in A:
00
G = Go >(-AGo).
n=O
The matrix products in this series actually stand for convolutions, so it is useful
to go to momentum space:
G(x; x') = J ddk eik(x-')G(k; x') (2.43)
and we have
(2.44)
(2.45)A = Vi(x') iOk, - ii(X') Oi ak + V .-
2 ''' ~k±.
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(2.39)
(2.40)
(2.41)
(2.42)
Using the identity
Ok1Go = -2kjGO, (2.46)
we have
G(k; x') = Go+(2iT k -Vj)G3+(4V kikj+2V-V-)G4-12V-V -k-k G+. , (2.47)
where we have retained terms involving up to two derivatives of the potential. Now
we revert to position space. We have
Jdk eik'sGo(k) = 1 d F-2(s, M), F,(s, m) = ( Kn (ms),
(27r)s S
where si = xi - x' and s = f,/, and we use the identities
(2.48)
eik'Go(k) -
kieik's f (k) =
Idk eiksG-1(k),
2m(n - 1) im
-ias 
_ddk e *k- f ( k )
to carry out the fourier transform. The final result is
(27r) G(x,x') =Fd-2 - ±isi + 1 ijsis
- I
32VI~s 
1
Fd-6 + 96 V Fd-s ± ...
Then we can expand in series for small s, and we have, for d = 4
2 1 m2(2w)2G(x, x') =- ± -- L
s 2 4
-2 V iiM2
4 24 
1 V
+VisiL + -s2L -8' 32 9 Viis2
I V V.
48 m4
1
where L = log m 2 5 2 /4 + 'yE. A structure similar to that of eq.
(2.52)
(2.9) starts to be
apparent. A computation along the same lines can be carried out for the fermionic
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J k
Jdk
(2.49)
(2.50)
- (1 Vii
24 "
(2.51)
-VjssjsJL + 0(s"),24+
Green's function
iot ~ ~ ~ ~ ~ i + ,*a' ,+a + ap .I a-0 - (D - meta'
er 2et 2e, e. sin 0
(2.53)
which involves the same steps, including the integrals (after Wick rotation), but is
algebraically much messier. In fact, it is necessary use a computer algebra system, and
we found advantageous to specify the direction of point splitting from the beginning.
Once the Green's function is found, the currents can be computed by taking the
opportune derivatives. The result is reported in appendix C.
In alternative to the method described, there are also covariant ways to carry out
the adiabatic expansion [6], which, however, are more difficult to implement on the
computer.
2.5 Computation of the bare currents
We compute the bare currents by expanding the Green's function on a basis of eigen-
functions of the Dirac hamiltonian H. The problem can be reduced to one dimension
by exploiting translational invariance in the time direction, and the spherical symme-
try of the spatial sections. In order to do so, we have to introduce spinor spherical
harmonics. For the two-sphere, they are solutions of the eigenvalue equation
E(-io) + 7 si1 YW )m(,y = fm( t ,9') . (2.54)
The spectrum is quantized, with f E {+1, -1, +2, -2, .. .}, and m labels the
degeneracy 21il of each eigenspace. The spinor harmonics are orthonormal and com-
plete:
dJ d Yt (9,q#)Yeim,(9,q$) = 6'6mm, , (2.55)
Ym(0, $)Y(O', ') = 6(9 - 0')6( - /') , (2.56)
Im
27
and they also satisfy (note that the sum runs only over the degeneracy index m):
Y m (0, )Ym(0, #k) = f sin(9) ,
2,72
Y A(, #). 2 (-&0 )Ym(9, #) = sign j2 sin(9),m 7
YL (0, #)itYm(9,e )sin 0 = sign f "sin(0).47r
We organize the Dirac matrices as follows:
,r = IL O .2 a0 - O.2 0 .3 aL =o-l O. 3 at = R or 1
and we exploit this direct product structure to write
G(x, x') = J -dw e-iw(t-t') & Gwe(r, r'),
where Ge, is the Green's function of a simple one-dimension differential operator:
(P - H) Ge,(r, r') = i6(r - r'), (2.62)
with
H1 = -i±2 1 +
er 2et 2er] + f -a + ) + meou.e.
H, is a self-adjoint operator, with an orthonormal and complete set of real eigen-
functions. In the class of backgrounds we are considering, the spectrum is discrete,
and we label it with an index n:
Htont(r) = wntbkj(r) . (2.64)
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(2.57)
(2.58)
(2.59)
(2.60)
(2.61)
(2.63)
E Yem(0, #)Y11(O ', #'v)]
Then we have
G(x, x') = J 4W ie E [Ym(0, #)YM(0%,0')] [Vne(r)V)' ,(r') . (2.65)
We perform Wick rotation, and we take the point-splitting to be along the imag-
inary time direction, i.e. t - t' = ±is. Then we symmetrize with respect to the sign
of s and we have
(2.66)G(x, x') = es(s) [Ym(0, #)Ymt(9, Ol) 0 [,bne(r)V#t (r')]
ntm
where
,et(s) = sign wste-l'An (2.67)
Now we substitute in the expression for the currents. To keep things as easy as
possible, we let r = r', 0 = 0', # = 4'. Using the spinor harmonics identities, and the
reality of wavefunctions, we have
Jt = I E A
, etere,
Ttt = 1 2 E L
etere, 27r
Tr, = 1 2 EL
eteresn 27r
TOO = 1 2E2 K
eeresn 27r
Onj(s) (-wne + flo) $(r)Oa(r) ,
Ont (S) etOn(r) (-i.2)V), (r),
er n
Ont (S) (o~rr .t2 e,
With these manipulations, the computation of the bare currents has been reduced
to the problem of diagonalizing the one-dimensional hamiltonian He and carrying out
the mode sums above. Both tasks can be carried out numerically, and the second is
feasible especially thanks to the exponential suppression of the high energy modes,
due to the factor Ont(s).
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(2.68)
(2.69)
(2.70)
(2.71)
2.6 Diagonalization of the Dirac hamiltonian
Let us now display how the hamiltonian He can be diagonalized numerically. The
spectrum and the eigenfunctions must be computed with very high accuracy, and
efficiently. Using a finite differences discretization of the hamiltonian is not sufficient
for the purpose, it is necessary to resort to spectral methods [8], which consist in
approximating the eigenfunctions with a polynomial of high degree, instead of a set
of values on a grid. This allows a better representation of the derivative operator,
and yields spectrum and eigenfunctions accurate to order e-", where n is both the
degree of the approximating polynomial and the rank of the matrix to be numeri-
cally diagonalized. This should be compared with the accuracy of finite differences
methods, which is only polynomial in n.
In order to use spectral methods, the metric must be further specified. In fact,
the background (2.15) possesses residual reparametrization invariance, which we use
to impose the constraint et(r) = e,(r), so that the metric takes the form
I
g = ((- dt 2 + dr 2 + a2(r) dQ2) A = D(r) dt. (2.72)
Assuming a space with the same asymptotics as global AdS, we take
a ~ r , #3~ bor, for r 0, (2.73)
e ~ ao(1 - r) , 0 ~ R for r 1, (2.74)
a(-r) = -ce(r), #(-r) = #(r), 1(-r) = @(r). (2.75)
The reparametrization invariance could be used to impose a different constraint
instead of e, = et, leading to different asymptotics of the sections. However, this
choice has the big advantage that all the terms in the hamiltonian
H = -ia.ly + r+ (r) + o, (2.)O~) (r) (.6
are analytic for r E [0, 1]. This is crucial for the possibility of using spectral methods.
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The eigenfunctions, however are not analytic at r = 1. To have a good polynomial
approximation, the non-analytic behavior at the boundary must be determined and
factored out. For r -+ 0, retaining only the leading terms, we have
H ~ -iu. 29r + o-1
r
a2
(2.77)
and there are two solutions:
a, = 0, A = , or a2 = 0, A = -f.
The first solution is normalizable for f > 0, the second for f < 0. For r -+ 1 we have
(2.79)mRH ~ -io2,9r +m .3,1 - r
There are two solutions
b, = -b 2 , v = mR, or b1 = b2 , v = -mR. (2.80)
The first solution is normalizable for mR > -1/2, the second for mR < 1/2.
Finally, we notice that the hamiltonian has parity symmetry:
c.3H(-r)o.3 = H(r), (2.81)
and hence the eigenfunctions can be taken to have definite parity
(2.82)
We can collect all this information by writing the normalizable2 eigenfunctions as
(r) = r -( - r 2 )mRO>(r), (2.83)
2Here we consider the case mR > -1. The other case mR < +1 is equivalent.
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(2.78)
?(-r) = to.3V(r) .
V)(r) ~ 1 r)".
b2
where O(r) is analytic at r = 0 and at r = 1 and it satisfies
0(-r) = - sign ()o,4(r) , (2.84)
Therefore, q can be well approximated by a polynomial, and we can construct a com-
plete polynomial basis that satisfies the boundary conditions and parity constraints:
+ (Qa-1(1)Qa(r) N
Oa(r) = I I
-Qa(1)Qa1(r) /
Oa(r) = (Qa()Qa-l(r)
(+Qa-1(1)Qa(r))
odd a
f > 0
odd a
f < 0
Oa(r) = (-Q(1)Q.-1(r)
a+Qa-i(1)Qa(r)
+Qa-(1)Qa(r)
q4a(r) =
where the Qa are polynomials, such that Qa has degree a E {0, 1, 2,. ..} and the same
parity as a. Since He is self adjoint with respect to the scalar product
(01102) = dj l(r)V) 2 (r) = dr r2 e(1-r 2 2 m 5(r)02 (r) (1, 02) , (2.87)
we take the polynomials Qa to be orthogonal with respect to the same scalar product:
(Qa, Qb) = ha.ab.. (2.88)
Now we cast the differential operator H to a rank-n matrix Hab, by projecting it to
the Hilbert space spanned by the first n elements of the basis /a(r) = rM (1 - r 2 )mRq0a(r).
We have
Hab = (ia I H 1|b) = j dr r 21 (1 - r2)2m 1 (ka2O'1 - Oa1O'b2 - O'a2 b1 + O'a142) +
+ (a4241 + Oa1A)2) + M (qOai'i - qa2qA2) + (D(r) (Oa1Ib1 + ka2Ak2)
(2.)(r)
(2.89)
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(2.85)
even a
f > 0
even a
E < 0
(2.86)
01(l) + 02(1) = 0 .
Even when using orthogonal polynomials, the basis VIa turns out to be not or-
thogonal, because it involves linear combinations of polynomials of different degree.
Therefore, it has a non-trivial overlap matrix
Gab = (?)a lb) = 1 dr r 2 AI z2m (Oalq4bl - Oa2kb2) (2.90)
Given the matrices H, G, the approximate eigenfunctions of He are obtained by
solving the generalized eigenvalue problem
Hv = wGv. (2.91)
Since H is hermitian and G is hermitian and positive definite, the eigenvalues W
are real and the vectors v form a basis. The matrix U that has the eigenvectors v for
columns satisfies 3
UaGabUjb = 6 ij , U7 HabUjb = Wi. (2.92)
Therefore, wi are the approximate eigenvalues of the Dirac hamiltonian He, and the
corresponding approximate eigenfunctions are given by
-i(r) = rIAI(1 - r 2 )mUiaea(r). (2.93)
The question remains of how to compute the matrix elements Gab and Hab. By
using the recursion relation for the polynomials Qa, it is possible compute analytically
the following quantities
ha = (Qa, Qa) , Kab = (Qa, Q') - (Q'a, Qb) , (2.94)
with which is then possible to directly compute Gab and the matrix elements of the
kinetic term of the hamiltonian. The terms involving a, # and (D, instead can be
reduced to the form (Qa, f(r)Qb). We compute them [9] by expanding Qa, Qb over
3Note that U is not unitary.
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approximate eigenfunctions of the position operator r, also called cardinal functions.
These are polynomial Ci such that
(C, Cj) = jij (C, rC) = ri J5 . (2.95)
They can be obtained as linear combinations of the polynomials Q. by diagonalizing
the matrix
Rab - ,a rQb) (2.96)
which can be computed analytically, again using the recursion relation. Let V be the
orthogonal matrix that diagonalizes R: VtRV = r. Then
Qa(r) = VhVaCi(r) (2.97)
and we have
(Qa, fQb) = /ih Uai(C , f(r)Cj)Ub j/bis . (2.98)
Now the operator r inside f is acting against an approximate eigenfunction, and we
have
(Qa, fQb) ~ V/h Uif(ri)Ubi\/h. (2.99)
The symbol of approximate becomes an equality if the function f is a polynomial and
the total degree of QaQbf is less than 2n, otherwise it is allows for an error, which is
exponentially small in n, provided f is analytic over the interval [-1, 1]. Using this
approximate integration, the matrix elements of Hab can be computed.
2.7 Near-boundary singularity
It is well known from the literature on Casimir energy [10], that quantum fields in
spaces with a boundary have peculiar behavior. This issue is very relevant to the
problem at hand, because AdS is a space with a boundary. It turns out that the
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boundary at r = 1 causes the currents
uniform way, more or less like
f(r, s) = r;
to approach their s = 0 profile in a non-
for 0 < r < 1 (2.100)
approaches its limit f (r, 0) = 0.
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Figure 2-1: Near boundary behavior of the charge density, before (top) and after
(bottom) the subtraction of a boundary counterterm.
Figure 2-1, top exemplifies this phenomenon. It shows the charge density p =-f34Jt
in pure AdS geometry, with an electric potential
= 
- (15r 2 - 5r ±+6 ) .16 (2.101)
The charge density is plotted at nonzero s, but after the adiabatic expansion has been
subtracted, so it has a finite limit as s -+ 0. On the left, p is shown as a function of
r, for several values of s, the bluer the smaller. On the right p is shown as a function
of s, for several values of r, the bluer the closer to the boundary. The r-profiles
approach non-uniformly a limiting flat curve. We find that this kind of behavior is
present whenever 4'(1) # 0. Intuitively, it can be explained as a layer of charge at
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, s)
1.5 -
1.0-
0.5-
-
4
-- .
r = 1 induced by the electric field at the boundary through vacuum polarization.
Although the s -+ 0 limit is well defined and finite, the fact that it is approached
non-uniformly makes it extremely hard to reach in practice. In fact, the computa-
tional cost grows exponentially as s decreases, because more and more wavefunctions
must be retained to compute the bare currents. This would put beyond reach the
computation of the currents near the boundary.
Fortunately, the contribution to the current that comes from the boundary con-
ditions, and that vanishes non-uniformly at s = 0, can be computed analytically and
subtracted. The plot at the bottom of fig. 2-1 shows p after the subtraction of
'()2) s s Z2Ap 3 (1+4- tan-1 ( s s (1+6)- , z=1-r (2.102)
67r2s 2 2z z s2
the non-uniform singularity has been removed. This counterterm correctly accounts
for the finite-s effect of the boundary conditions, without altering the s -+ 0 limit,
because it vanishes at s = 0, for any r E [0, 1). After this subtraction, the limit s -+ 0
is easily and safely taken by extrapolation.
The profile of the electric potential that we have chosen for this example has
p"(1) = p(3)(1) = 0. Additional, but milder non-uniform singularities are present
when 4b"(1) or j(3)(1) do not vanish at the boundary. There are also non-uniform
singularities in the stress tensor, when a(3)(1) or some higher odd derivative of a does
not vanish at the boundary. For each of these singularities, a boundary counterterm
like (2.102) has to be derived.
These conuterterms can be obtained using an approach similar to the adiabatic
expansion, assuming that the length scale over which the background varies is much
larger than the both the distance z = 1- r from the boundary and the point splitting
separation s. Using the simple example
[- V2 _ + V(z, x)] G(z, x; z', X') = 6(z - z')J(X - X'), (2.103)
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we can expand for small z and small x - x', and write the previous equation as
[G' +A] G= 1, (2.104)
with
(2.105)
(2.106)A = V(0,x') +V(0,z')z+yi(0,')(x-x')+....
The Green's function is given by
00
G = Go Z(-AGo),
n=O
(2.107)
but, in this case, Go must account for the boundary conditions on the fields at z = 0.
For example, for Dirichlet boundary conditions:
(2.108)Go(z, x; z', x') = 2 4qd-lp sin(qz) sin(qz')eiP(x-x')
q2 ± p2
Because there is no translational invariance, it is better to stay in position space
in the z direction, so we write
Go(z, x; z', x') = J 4 d-1P G,(z, z')eiP(X-X')
G,(zz') =
-1 sinh(pz)e-Pz'
- sinh(pz')e-Pz
for z < z'
for z > z'.
(2.110)
Let us consider the contribution of the term V_(0, x') to the Green's function G.
We have
AG(z, x; z', ') =
00
d(G0z )V- G ( 1 (2.111)
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where
(2.109)
- f d-lp ePr(x-x')
For simplicity, we let z' = z and we have
AG(z, x; z, x') = -V,Z d- 1 p eip(x- [1 - (1 + pz) e-2Pz
Y z 4 z2 4  an ] s(2.112)
4 2 log -+1) + 2ztan72 I 2 (Ss 2z'
where the last result is specific to d = 4, and where s = Ix - x'I.
If we expand this expression at small s, we find the divergent term
AG(z, x; z, x') ~ z - log . (2.113)47w2  4z 2
This term was already obtained from the adiabatic expansion. It is the second term
in (2.52), with m 2 replaced by Vzz. In fact, V(z) is locally a mass term m 2 (z),
and the current expansion is reproducing the divergence m 2 (z) log s through its series
expansion about z = 1.
If we subtract both this logarithmic divergence and the Q(sO) term, we obtain a
quantity that vanishes as s -+ 0:
VYz s2  \zsAG(z, x; z, x') = 2 log 1+ - + 2- tan-' - (2.114)
47 I z2 s 2z
and which would be a boundary counterterm for the coincidence limit of the Green's
function. Unfortunately, this example is limited, in that this expression vanishes
uniformly, so this counterterm is not necessary. However, by the same means but
more complicated algebra, it is possible to compute the counterterm (2.102), which
instead is of crucial importance.
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Chapter 3
Solution of Einstein's equations
Given an electromangetic current and a stress tensor, the solution of Einstein and
Maxwell equations is a relatively standard problem. Let us briefly describe how it
can be approached. With the ansatz
g = I- (- dt 2 + dr 2 + a 2 (r) dQ2)#32(r)2
the equations
DA F"= q2 jv
G, + AgIV = 8,rGNTyv ,
#4 -+ '
#2 2a 4a'#' a'2 _ 1 - 2- + 3
2 _ 4 a2 /+23
2 -2 + 3 - )
/82 (a 2a/ oilOl
= q2 Jt
R2T
- = 2Tr r
- = K2T'.
R2="T,
where R is the radius of the asymptotic AdS geometry, that is A = -3/R 2, and
2 = 87G,. Because of spherical symmetry, we have Too = TO,, and we defined
T = To = TOO.
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A = D(r) dt,
become
(3.1)
(3.2)
(3.3)
The first equation is simply Gauss law, it is a linear equation, so it does not require
much of a discussion. The three Einstein's equations are not independent, because
the Einstein tensor is covariantly conserved, that is, D,,GA, = 0 identically. This fact
constrains the stress tensor to be convariantly conserved too:
Tr,r (2-3)Trr+-Ttt+2 T"s = 0, (3.4)(a #) # a
and this reduces the independent components from three to two.
We demand that a(0) = 0 and #(1) = 0. This sets the coordinates of the center
of the space (r = 0) and the boundary (r = 1). It is useful to expand the equations
near these two points, to understand the asymptotic behavior of the sections. In
order to do so, some knowledge of the behavior of the currents is needed, which
can be inferred by computing them explicitly in few sample backgrounds. Based
on this, we can assume that the stress tensor is analytic at the boundary, and that
Ttt(1) = Trr(1) = Ts.(1). This is due to the symmetry of AdS space, which forces the
stress tensor at the boundary to be simply a correction to the cosmological constant.
This correction comes from the high energy modes, and hence is independent of <),
so we absorb it directly into A. The next three derivatives vanish, so we have
K2Ttt = t 4 (1 - r)4 + 0(1 - r)5  (3.5)
K2Ts =s 4 (1 -r) 4 + 0(1 - r)5  (3.6)
and
(1 -r)2
a(r) =ao-(1 + a3( - r)3+2aO (3.7)
+ [ao 2 (t 4 -s 4) + 2431(1 - r)4 + 0(1 - r)5 ,4 24aO
#(r) = ) + b4(1 - r)4+R 6aR 1(3.8)
+ [-t 4 - 2s 4)+ 14a] (1 - r)5 + 0(1 - r)6 .10 120aOR
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At the center we have
S( +r2 \3(r) = r -b \2 W2 + 2T,(0) _- , 2T't(0) r " (3.9)
O(r) = bo 2b R + 22Ts, (0) - s2 Tt(0)) + O(r4) . (3.10)
Moreover, since the equations are symmetric under r -+ -r, we can take a to be
odd and 8 and <D to be even, provided that the currents are also even. Since the
currents are even when the sections have definite parity (see (2.82)), this assumption
is self-consistent.
The constants ao, a3 , bo and b4 are not fixed by the series expansion. They are four
integration constants, which take a precise value in the unique solution that matches
the two expansions at the edges.
The first few orders of both expansions do not depend on the currents. This
causes problems when solving numerically the system of equations. In fact, numerical
solution is found iteratively using Newton's method. Because the leading behavior of
the solution at the boundaries is fixed, any small displacement from it generates huge
gradients, rendering Newton's method unstable. It is therefore desirable to factor out
the known leading behavior, by writing
a(r) = r - r3 + r2 - 4) a(r) , (3.11)
O(r) = .. (5 - 6r2 + r) (1 - r2) 2 b(r), (3.12)
and finding a solution for a and b, which are substantially more free to vary.
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Chapter 4
Results
Once a solution to the system (1.7) has been found, it is possible to start character-
izing the dual field theory, by computing thermodynamic quantities and correlation
functions. In our case, we are particularly interested in the fermion spectral function
A(k, w) = (al el gd) (w - E[,) +c(al C jgd)12 j(W + E,). (4.1)
Since the space is a sphere, the single particle states are labeled by the partial
wave number f instead of k, and the spectrum of the many-body hamiltonian is
discrete. Consequently, the spectral function is composed of a discrete set of delta
functions that track the many-body eigenvalues. However, for a large sphere (IR >
1), one can identify 21rf/R with the momentum k, and the delta functions merge
into a continuum. According to the holographic prescription, the location of the
delta-function peaks in the spectral function is given by the eigenvalues of the Dirac
hamiltonian of the gravity theory.
Figure 4-1 shows an example of spectral function derived holographically. On
the left, the location of each delta function is shown separately, on the right the
delta functions are replaced by lorentzians of finite width, showing the emergence of
a continuum. This figure refers to a preliminary study [11], in which the metric is
frozen to be pure AdS, and only the gauge field is determined self-consistently. This
set up is dual to a field theory in which the fermionic operator constitutes only a
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Figure 4-1: Example of spectral function: location of the delta function peaks on the
left, smeared on the right. The sign of k labels two different spin states of the gravity
theory fermion. From the point of view of the dual field theory, it is an internal degree
of freedom.
small fraction of all the degrees of freedom. The spectral function shows a few Fermi
surfaces, where a band crosses the w = 0 line, and a continuum inside the light cone
k2 <w 2 . It can be interpreted as a Fermi liquid interacting with a relativistic CFT.
Moving to the more interesting case of a dynamic metric, figure 4-2 shows the
profiles for o(r), P(r) and I)(r) in a set of self-consistent solution. For any given
value of GN and q, which should be thought as labels specifying the dual field theory,
the solutions depend only on the dimensionless parameter diR.
If pR lies below a threshold set by the first eigenvalue of the Dirac hamiltonian at
pLR ~ 2.35, the sources are exactly zero, and the solution is empty AdS space, shown
by the dashed line in fig 4-2. When pR crosses this threshold, the currents take on a
finite value, and they deform the background. The interesting limit is pR > 1, where
the infrared scale set by R becomes unimportant. Unfortunately, so far the near
boundary singularity discussed in section 2.7 has prevented reaching higher values
of pR. Only recently it has been understood how to treat this singularity properly,
and soon it will be possible to push the numerics further, and finally show a spectral
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Figure 4-2: Self consistent backgrounds. From red to blue pzR = 2.4, 4, 6, 8. The
dashed line is the pure AdS solution, valid for piR < 2.35. K/R = 1, q = 1.
functions for the boundary theory in the physically interesting regime.
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Appendix A
Thomas-Fermi approximation
The problem we are considering has been treated in the literature in the so called
Thomas-Fermi approximation [3]. This approximation consists in treating the fermions
locally as a free Fermi gas, so that the currents are local functions of the background.
For example, in flat space, with a background potential 4, the charge and energy
density are
J(x) = J 4-lk 9[4(x) - Ek], (A.1)
Ttt (x) = J 4-k Ck 0['I(X) - Ek], (A.2)
where Ek is the dispersion relation. For a Dirac fermion Ek = \k2 +m2. This approx-
imation makes the problem easy to treat, but what are the conditions under which is
valid? The condition is that the background varies on length scales much larger than
the correlation length, set by the mass m. This is the same condition of validity of the
adiabatic expansion, and, in fact, in this context, the Thomas-Fermi approximation
basically consists of substituting to the currents their adiabatic expansion, stripped of
the divergent terms and of those finite terms that depend on the regulator. It is not
clear whether this procedure is well-defined, but it certainly misses all the non-local
dependence of the sources.
The importance of non-locality can be shown by considering a simple example. If
one takes as a background empty AdS in Poincar6 coordinates, with constant electric
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potential:
g = - (dz 2 + dX2 + dy 2 - dt 2) A = idt, (A.3)
then the charge density is just finite, there are no divergences. It can be computed
exactly by expanding in eigenfunctions of the Dirac hamiltonian, which are simply
Bessel functions.
3  
= it A 3 2  -1z [-2(mR)2 + mR + 2(/,z) 2] J_ (IZ) 2
z 247r(pz)2
± mR [-4(mR)2 + 4(pz)2 + 1] JmR+ () JR- (ILZ)+ (A.4)
± ILz [2(mR)2 + mR - 2(/,z) 2] jmn+, (PZ)2
and it can be computed in the Thomas-Fermi approximation
Ra R 2 EmR3
it 3  F3  k0 vk 2
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Figure A-1: Exact answer compared with Thomas-Fermi approximation. On the left,
negative mass, from mR = -0.5 (red) to mR = 0 (blue). On the right, positive
mass, from mR = 0 (red) to mR = 5 (blue). The black curve is the Thomas-Fermi
approximation.
Figure A-1 shows the exact result and the Thomas-Fermi approximation, for sev-
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eral values of mR. At large mass mR > 5, the approximation works sufficiently
well, but it gives completely wrong behavior at moderate values of the mass. More-
over, when the background is curved, or there is an electric field, the Thomas-Fermi
approximation completely neglects in an uncontrolled way the effects of vacuum po-
larization.
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Appendix B
Blunders
In the course of developing the method of solution we described, we encountered sev-
eral approaches that seemed natural choices, but revealed themselves to be complete
blunders. We briefly describe them to warn any person that would get involved in
this kind of problem in the future.
B.1 Other regulators
We began our investigations looking at the problem with a frozen metric [11]. In
that case, only the charge density is needed, which is a mildly divergent quantity, and
hence not very sensitive to the regularization and renormalization procedure.
In our preliminary work, we discretized the Dirac hamiltonian using finite differ-
ences, and we considered a planar instead of spherical boundary. To avoid dealing
with a continuous spectrum, we terminated the geometry with an artificial hard wall.
In this case the partial wave number e is replaced by the transverse momentum k, and
the radius R of the sphere is replaced by the distance of the wall from the boundary.
In this setup, the lattice spacing a provides a natural cutoff on the high frequency
modes. The contribution of each k-mode to the charge density is finite in the limit
a -+ 0, because positive frequency and negative frequency modes make contributions
with the opposite sign. The sum over the k modes is logarithmically divergent, but
it can easily be regulated with a hard cutoff on the momentum k. A change in this
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cutoff is equivalent to charge renormalization.
For the charge density this regularization and renormalization scheme works just
fine, but it is not recommendable to use it when the geometry becomes dynamical.
First of all, a hard wall termination of the geometry makes little sense when Einstein's
equations are involved, so a geometric infrared regulator is needed. That is why we
introduced the spherical geometry.
Second, the contribution of each k mode to the energy density is not finite in
the limit a -+ 0, because positive frequency and negative frequency modes make
contributions with the same sign. One needs to carry out some kind of subtraction to
get rid of this infinite. But it is not obvious how to determine the counterterm. Since
the infinite is strongly tied to the lattice physics, there is no procedure analogous
to the adiabatic expansion that can give analytic information about the divergences.
Moreover, even if one were able to obtain a finite subtracted quantity, it is not clear
whether it would be a meaningful quantity, i.e. whether the subtraction procedure
succeeded in restoring general covariance.
Understood the importance of general covariance as a guidance for the regulariza-
tion and renormalization procedure, it is tempting to use a covariant regulator. For
example, one can try the heat kernel regulator
J1 = e -2P) (B.1)
T -" = (,iD")e 82,P . (B.2)
When using this regulator, all divergences are proportional to local geometric
objects. The renormalization procedure consists in simply subtracting them, and
general covariance is preserved throughout the process. In practice, one would expand
over eigenfunctions of $:
$V,(X)= An',bn(x) (B.3)
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and write
J = S ?ny7'?ne- 2 _2  (B.4)
n
T" = pn+Y(iD")@,ne- . (B.5)
n
Unfortunately, this approach has several problems. First of all, the operator
$ is not self adjoint, when the real time component (D of the gauge field is non-
zero. Consequently, the numerical diagonalization of $ is problematic. Second, the
label n stands for the momenta in the time, radial and transverse directions. It
is not possible to carry out the sum over any of these momenta analytically, even
though there is time translational invariance and translational or spherical symmetry
along the transverse directions. Therefore, the sum over n truly is at best a double
sum, with each term involving the diagonalization of a non-hermitian matrix, and a
summation over the eigenfunctions. Moreover, the momentum in the radial direction
is countinuous, because the operator $ is non-compact at the boundary of AdS, so
it is necessary to introduce a hard wall infrared regulator near the boundary. It is
apparent that this is not quite the way to go.
A more promising approach is to use a Pauli-Villars regulator. One introduces
a number of additional fictitious spinor fields, with appropriately chosen masses Mi
and statistics oi (bosonic spinor fields may be needed), so that their contribution
to the currents exactly cancels the contribution of the physical field at large energy.
Explicitly:
j(x) = Tr [7"Sm(X, X)]+ 5 OTr ["SM (X, X)] (B.6)
To'"(x) = Tr [j(LiDv)Sm(x, x)] + o-iTr [-y(AiD")Sm, (x, x)] (B.7)
The masses and statistics can be found by studying the problem in flat space. In
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that case one has, for the stress tensor
Ti"() =Jddp ppv (p 22 +2FM . (B.8)
With an appropriate choice of oa and Mi, the integral can be made convergent. For
example, in two dimensions one can take
91 = -2 = -1, 03 = 1, M 1 = M 2 = M, M3 = V2M 2 - m 2  (B.9)
Clearly the currents diverge in the large M limit, but the coefficients of the divergent
terms in a series expansion are local geometric objects, because this regulator is man-
ifestly covariant. These terms can be subtracted, yielding well defined renormalized
currents.
Pauli-Villars regulator makes it possible to express the currents in terms of the
Dirac hamiltonian. Introducing a set of eigenfunctions of the Dirac hamitonian
H1,MPnti = Wnti Oni, (B.10)
we have, for example,
To (x) = E o-iot (x) [abs wnti - 4D(x) sign wn] ?jn i(x), (B.11)
n,e i
where we have included m in the list of the masses Mi. The sum is convergent
by construction, so the contribution of the higher frequency modes is less and less
important. The problem has been reduced to a single sum, each term of which
involves the diagonalization of a handful hermitian matrices, and a summation over
their eigenfunctions. This is a marked improvement over the heat kernel regulator.
Unfortunately, the suppression of high frequency modes is only polynomial. This
makes it necessary to compute a great number of terms in the f and n sum, and hence
to diagonalize matrices of large size. Eventually, because of this reason, we choose to
resort to point splitting regulation, which yields exponential suppression of the high
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energy modes.
B.2 Parallel transport
The point-separated expressions
J0(x) = (0(X')Y"v(X)) (B.12)
To"(X) = ()(x')-Y(AiDv)V,(x)) (B.13)
may look awkward to the careful reader, because the spinors O(x) and O(x') do not
transform in a complementary way under gauge transformations and diffeomorphisms,
and hence the bare currents are not tensors. One may be tempted to introduce a more
covariant expression
J0(x) = (P(X')P(X',x)y'0(X)) (B.14)
Tj"(x) = (0(X')P(x', x)Y(PiD")7P(x)) , (B.15)
where P is the spinor parallel transport, satisfying{DP(x, X') = 0 (B.16)
P(x,x) = 1.
While there is certainly nothing wrong in doing so, it is not necessary, the rea-
son being that the subtraction of the adiabatic expansion cancels all the covariance-
breaking effects of the regulator. To show this explicitly, let us assume the covariant
definitions (B.14), and show that the parallel transport has no effect after subtraction
of the adiabatic expansion. Let us consider the U(1) current. We have
J0" (X) = -Tr [7"S(x, x')P(x', X)] (B.17)
(B.18)
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The propagator S(x, x') diverges ss x' approaches x, and we havel
1 1S(x, X') = 1S 3(x, X') + 1S 2(x, X') + ... + So(x, X'), (B.19)
where s 2 = (x - x')A(x - x'),, and the Si have a finite limit as s -+ 0. On the other
hand P(x,x) = 1, so
P(x, X') = 1 + s P,(x,x ') + s2 P2 (x, X') +... (B.20)
Therefore, the portion of the current that depends on P and that does not vanish as
S -+ 0 is
1 1
Jo'(x)IP = ITr [S 3 P]-- (Tr[S3P2] + Tr[S 2 P1])-(Tr[S 3P3] + Tr[S2P2]+ T+[S1P]).S S
(B.21)
This expression depends only on the divergent terms of S, which are captured in full
by the adiabatic expansion. Therefore, after subtraction of the adiabatic expansion
and the limit s -+ 0, there is no dependence of P left, and the result is the same as
if it had not been included from the beginning.
Besides complicating the algebra unnecessarily, inclusion of the parallel transport
has another undesirable consequence. As shown in section (2.2), if the point splitting
is in the time direction, with constant coordinate separation, the bare stress tensor
is covariantly conserved. This property is lost if the parallel transport is included.
Obviously it is restored by the regularization and renormalization procedure, but
there is some advantage in having it throughout the process.
'There are also logarithmic diverges, which do not matter for the following.
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Appendix C
Adiabatic expansion of the
currents
Here we write the explicit adiabatic expansion for the currents, in the background
1
j3() [- dt dr
2 + a 2 (r)( d0 2 + sin 2 0 d02
where the currents are defined by
j'(x) = -Tr[-"S(x, x')
T"(x) = -Tr [-Y(A iDv)S(x, x')]
with
g (i-y- D - m)S(x, x') = i 6(x - x') ,
and x = (t, r, 0, #), a' = (t ± is, r, 0, #). Symmetrized over the sign of s.
Jt = - + L + 
-
6a 6a 12a 2 + 12a 2 60 12
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