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ABSTRACT
NOvA is a long-baseline neutrino oscillation experiment with two functionally identical detectors with the Near Detector at Fermilab, Illinois, and the
Far Detector at Ash River, Minnesota. NOvA measures the rate of muon
neutrino disappearance and electron neutrino appearance using muon neutrinos generated by the NuMI beam from the Accelerator Division(AD), thus
NOvA measures neutrino oscillation parameters in the Pontecorvo-MakiNakagawa-Sakata matrix. The main experimental goal of NOvA is to determine the mass hierarchy, probe Charge-Parity violation and measure sin2 θ23
precisely.
In this dissertation, the experimental setup, the latest analysis methods
used in NOvA, and its results from analyzing 6 Years of NuMI data are presented and discussed. Possible improvement in the analysis by decomposing the Near Detector simulation into its constituents (in antineutrino beam
mode) and constraining the beam backgrounds is examined. The effect of
this analysis method on our measurement of neutrino oscillation parameters
is discussed.
NOvA also has a third detector that uses Test Beam from AD and is functionally identical to the Near and the Far Detector. The biggest uncertainties
regarding the measurement of NOvA oscillation parameters originate from
a lack of understanding of our detectors. The Test Beam detector is built to
understand the detector response and the detector calibration better, using
known particles like proton, electron, pion, and muon. In this thesis, an analysis to study the detector response using protons from the Test Beam data
and the Test Beam simulation is presented and discussed.
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“For now, what is important is not finding the answer, but looking for it”
Douglas R, Hofstadter
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Chapter 1

Introduction to Neutrinos
The Universe is a mysterious place with a lot more questions than answers.
For many years, physicists have tried to address many questions of which,
one of the main questions is: what is the universe made of? This question although seems very simple, but very complicated in nature and the research is
still going on to understand each and individual components that constitute
the universe. The best current understanding of what the universe is made
of is through the most successful model called "The Standard Model" (explained in detail in section 1.2), which took several decades to develop and
we are still observing new physics which are not predicted from this model.
1.

In this chapter, this section will attempt to answer part of this question

using the best understanding of particle physics until today, with the main
focus on the fundamental particles "Neutrinos". After all, neutrinos are the
second most abundant particle in the universe (the first most abundant particle in the universe is photons). In this chapter, the history of neutrinos will be
summarized, then a discussion about the Standard Model, neutrino oscillations, current open questions in neutrino physics, and current measurements
about this mysterious particle will follow.
1 A model is a theory or hypothesis which is trying to explain what is happening in reality

in our known universe following the scientific method
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1.1

A Brief history of Neutrinos

In 1896, Henri Becquerel observed that the Uranium salt emits some radioactive particles without supplying any additional energy[1]. He called it spontaneous radiation. It is very interesting when you produce something without supplying additional energy, this was clearly in violation of the law of
conservation of energy 1 . This discovery got him a Nobel prize in 1903 along
with Marie and Pierrie Curie. Further, Rutherford showed that this radiation is composed of two types of particles called α and β (also known as
electron/positron) [2]. James Chadwick, an English physicist observed the
weirdest thing. He saw that the energy spectrum produced by β particles
due to spontaneous radiation was continuous in energy fig:1.1.

F IGURE 1.1: Energy spectrum of β particle with energy on the
x-axis and number of events on the y-axis. This spectrum was
expected to be discreet but it is evidently continuous

.
This was not in agreement with quantum mechanics which predicted the
energies to be discreet, as the equation governing β decay: p → n + e+ . The
energy of the electron was expected to be discrete as only a discrete amount
1 Energy

cannot be created nor destroyed but only transformed from one form to another
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of energy is taken away by an electron from the interaction. This result was
so different from predictions made by known science so far and many didn’t
believe it.
In 1930, Wolfgang Pauli, an Austrian physicist proposed a theory, where
he predicted that there might be a 3rd particle that is being emitted but not
seen. He called it Neutron (to say neutral one). He sent an open letter [3]
(he couldn’t attend the conference in person as he didn’t want to miss a ball
game) addressing the conference attendees as "Dear Radioactive Ladies and
Gentlemen, As the bearer of these lines, to whom I graciously ask you to listen, will explain to you in more detail, because of the "wrong" statistics of
the N- and Li-6 nuclei and the continuous beta spectrum, I have hit upon a
desperate remedy to save the "exchange theorem" of statistics and the law
of conservation of energy. Namely, the possibility that in the nuclei there
could exist electrically neutral particles, which I will call neutrinos, that have
spin 1/2 and obey the exclusion principle and that further differ from light
quanta in that they do not travel with the velocity of light. The mass of the
neutrinos should be of the same order of magnitude as the electron mass and
in any event not larger than 0.01 proton mass. - The continuous β spectrum
would then make sense with the assumption that in β decay, in addition to
the electron, a neutrino is emitted such that the sum of the energies of neutrino and electron is constant". In 1968 Enrico Fermi, an American physicist
formulated a Theory for β-decay [4] in which he included Pauli’s prediction
of Neutron. Since Chadwick discovered the neutral particle inside the nucleus of an atom and called it "Neutron" as well, Fermi called it "Neutrino"
(meaning little neutral particle). Fermi calculated the decay time for β using
his theory and was able to reproduce the continuous β curve.
The first neutrinos were detected by Fred Reines and Clyde Cowan [5] in
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1956. They designed a detector with large water tanks and a liquid scintillator doped with Cadmium and exposed it to antineutrino coming from a reactor. The inverse β decay: p + ν̄e → n + e+ , the positron would quickly annihilate with electron to produce prompt protons, and neutrons would get captured and produce a delayed photon confirming the inverse β decay. Reines
received the Nobel prize for his work in 1995. This νe was the first generation
of neutrino that was discovered. Six years later in 1962, the second generation of neutrinos called "muon neutrino" denoted by νµ was discovered in
Brookhaven National Lab [6]. They collided protons to a Beryllium target
and let the mesons and muon get absorbed in thick layers of dense materials
resulting in the final byproduct νµ . They found out that muon neutrinos only
produce muons. This showed that there are different flavors of neutrino. Further, the third generation of neutrinos called "Tau Neutrino" denoted by ντ ,
was discovered at Fermilab by DONUT collaboration in 2008 [7].
While 3 different flavors of neutrinos were being discovered, another important strange behavior of neutrinos was predicted. According to the Standard Model, neutrinos are massless and travel at the speed of light. Later
it was discovered that it was not true. The next breakthrough in Neutrino
physics is related to neutrino oscillation. We now know that the neutrinos
change flavor as they travel (for eg: muon neutrinos can change to electron
neutrinos etc.). But this wasn’t known before. The first person to hypothesize
this was Bruno Pontecarvo in 1957. He theorized that neutrinos can oscillate
between neutrinos and antineutrinos, with the assumption that they are not
massless. Consequently, in 1962 three more physicists Ziro Maki, Masami
Nakagawa, and Shoichi Sakata proposed a similar theory that neutrinos oscillated between 2 flavors (3rd flavor wasn’t discovered yet) and they have
mass [8]. This hypothesis forms a basis of neutrino oscillation which is still
studied today using the PMNS matrix (first letter of each of their names)
equation:1.8.
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These predictions about neutrino oscillation piqued the curiosity of two
scientists: John Bahcall and Raymond Davis Jr.. To test the neutrino oscillation theory scientists now turned toward the Sun. The Sun is a giant ball of
a nuclear reactor, it produces a lot of neutrinos by proton-proton chain and
carbon-nitrogen-oxygen cycle. In the proton-proton chain, protons fuse in
four different ways through a multi-step process. One such way is shown in
figure 1.2 eventually forming a stable helium nucleus and two electron neutrinos in the process. In the carbon-nitrogen-oxygen cycle, four protons fuse
with carbon, nitrogen, and oxygen isotopes as a catalyst, consumed in one
step but regenerated in a later step, producing two electron neutrino, a stable
helium nucleus and two positrons as shown in figure 1.2.

F IGURE 1.2: One of the ways by which protons fuse in a multistep chain process is shown on the left producing two electron neutrinos as by-products. One of the ways by which
protons fuse to form helium nucleus along with catalysts carbon,nitrogen and oxygen is shown on the right. Figure from
[9], [10]

.
In 1964, Bahcall made calculations of the rate of the solar neutrinos we
expect to see on earth [11]. Following this Davis designed an experiment to
measure the solar neutrinos at the Homestake mine in 1968 [12]. His method
involved capturing neutrinos (from inverse β decay) using the Chlorine compound and seeing how much of it gets converted to Argon. Surprisingly,
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he saw only one-third of the number of predicted neutrinos. This problem
remained unsolved for many years and was famously known as "the Solar
neutrino problem". In 1998, Super-Kamiokande observed muon neutrinos
oscillation to tau neutrino in atmospheric neutrinos. which are produced by
cosmic rays 1 when they interact with earth’s atmosphere. This was consistent with neutrino oscillation theory. Finally, the Solar neutrino problem was
solved by SNO experiment in Canada in 2001. They observed direct evidence
of solar neutrinos oscillating from electron to muon/tau neutrinos[13], which
is why two-thirds of neutrinos were missing in an experiment conducted by
Davis. This marked a new era of neutrino physics because it violated predictions made by Standard Model. In physics, it is more interesting when the
observed nature doesn’t agree with theory as it opens the door for further
understanding.

1.2

The Standard Model

The Standard Model is a model developed using Quantum Field Theory
(QFT) to understand the constituents of matter in the universe and how they
interact with each other. It took over half a century of endeavor and hundreds of theorists and several experiments to arrive at this model. This model
has been very successful at predicting the outcomes of experiments and has
been proven to be self-consistent. Although this theory is very successful, it
is not complete. It does not account for gravity (General theory of relativity) or matter-antimatter asymmetry or accelerated rate of expansion of the
universe. 1 . The standard model is represented in figure 1.3.
1 cosmic

rays are the particles coming from outer space and interacting in the earth’s atmosphere producing a bunch of other particles, including hadrons and leptons
1 Modern theories hypothesize that the missing matter (which can explain the galaxies
which move too fast than expected) comes from dark matter. There is no mention of dark
matter in the Standard Model
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F IGURE 1.3: [14]

.
According to the Standard Model, the universe is made up of two kinds
of particles: Fermions (1/2 integer spin) and Bosons (integer spin). Fermions
are the particles that makeup matter and bosons are force-carrying particles.
Fermions obey Fermi-Dirac statistics i.e they obey Pauli’s exclusion principle
where only a single particle is allowed to occupy the same state. Bosons
obey Bose-Einstein statistics i.e they don’t obey Pauli’s exclusion principle,
where more than a particle is allowed to occupy the same state. There are
4 fundamental forces in nature and each of them interacts by exchanging
bosons. They are as follows:
1. Strong Force: force carrier particles are gluons
2. Weak Force: force carrier particles are Z,W bosons
3. Electromagnetic Force: force carrier particles are photons
4. Gravitational Force: not included in the standard model
Only the W bosons have a ±1 charge associated with W+ and W- respectively. All other bosons are neutral. Z (91.18 GeV), W+ and W- bosons (80.3
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GeV) have mass [15] unlike gluons and photons. The bosons mentioned
above are vector bosons (i.e spin 1). Another boson that has mass but is a
scalar boson (spin 0) is called "Higgs boson". In 1964, three theoretical particle physicists: Peter Higgs, Francois Englert, and Robert Brout formulated
a theory through which weakly interacting bosons and other fundamental
particles like electrons, quarks, etc gain mass. They postulated that the universe is filled with the Higgs field and the strength by which these particles
interact with it determines how much mass it has. The Higgs particle was
found very recently, 10 years back in 2012 [16].
Fermions are the particles that make up the visible matter in the universe.
Fermions can be categorized into two types: hadrons and leptons. Hadrons
are not fundamental particles but can be broken into their constituent quarks.
Hadrons can be further classified into baryons and mesons. Baryons are the
particles we see in everyday life. for ex.: protons, neutrons etc. They are
made of three quarks. Mesons are particles made up of a quark and an antiquark. for ex.: pions, kaons, eta etc. There are 6 types of quarks: up, down,
charm, strange, top, and bottom. Leptons are fundamental particles that cannot be broken into any constituent particles. They are not made of any quarks
but are fundamental unit particles. There are 6 types of leptons: 3 leptons
called electron (e− ), muon (µ− )and tau (τ − ), 3 corresponding neutrinos of
each of those flavors called electron neutrino (νe ), muon neutrino (νµ ) and
tau neutrino (ντ ). All these are matter particles, there are also anti-matter
particles with the same mass but opposite charge which aren’t mentioned
here. This thesis is mainly focused on lepton particles called neutrinos. Neutrinos are the most interesting and elusive particles because they interact only
through weak force and gravity. The first evidence of a violation of the Standard Model is neutrino oscillation. According to the Standard Model, neutrinos are massless, but they cannot oscillate between their flavors if they don’t
have mass (because their flavor states are mixed with mass states according
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to neutrino oscillation theory as will be explained in section 1.5. Welcome
to the era of "Beyond Standard Model" physics where we are discovering
strange phenomena and particle physics is getting more interesting.

1.3

Neutrino interactions

In this section, different ways neutrinos can interact and their cross-section
will be discussed. There are mainly two types of neutrino interaction: CC
(Charged current) interaction and NC (Neutral Current) Interaction. The
Feynman diagrams of those interactions are shown in figure 1.4.

F IGURE 1.4: NC interaction (left) and CC interaction (right)

.
In CC interaction W± is the boson that is exchanged during weak interaction. In particle interactions, the leptonic number and the charge are
conserved according to the Standard Model. Hence, the byproducts are the
result of this charge exchange from the W± boson. The lepton produced at
end of neutrino interaction is the same as the flavor of incoming neutrino.
The generalized form of CC neutrino interactions can be written as shown in
equation 1.1. where l is lepton flavour (can be νe , νµ or ντ ) and N is nucleon,
X is the hadron depending on the interaction.

νl + N → l − + X
ν̄l + N → l + + X

(1.1)
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F IGURE 1.5: CC Neutrino interaction cross-section for neutrinos (left) and antineutrinos (right). Figure from [17]

.
NC interaction is a weak interaction that takes place because of the exchange of neutral boson Z0 . The generalized form of NC neutrino interaction is shown in equation 1.2. Outgoing lepton is neutrino of the same flavor. The way we notice this interaction is because of the production of other
hadrons/mesons due to energy transfer. This energy reconstruction of these
events is very hard as some of the energy is carried away by the neutrino.

νl + N → νl + X

(1.2)

ν̄l + N → ν̄l + X
Then neutrinos interact differently according to the energy they carry.
They interact with nucleons that are bound together in an atom resulting
in various observed final states. The CC neutrino interaction cross-section
for their different energies is shown in figure 1.5.
There are three main ways of neutrino interaction, with additional two
ways which were discovered recently. They are as follows:
• Quasi-elastic interactions (QE): Elastic interactions are those which transfer energy completely without any loss. In this reaction neutrino energy
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transferred to the nucleon resulting in a single Baryon and a single Lepton. The reactions for CC and NC interactions can be written as equation:1.3 and equation:1.4:

f or CC :
νµ + n → µ− + p

(1.3)

ν̄µ + p → µ+ + n

f or NC :
νµ + n → νµ + n

(1.4)

ν̄µ + p → ν̄µ + n
An example of the Feynman diagram for QE interaction is shown in
figure 1.4.

F IGURE 1.6: Feynman diagram for CC Resonance Neutrino
interaction (left) and CC Deep Inelastic Scattering interaction
(right)

.
This interaction dominates neutrino interactions of low energies peak
in MeV region for both neutrinos and antineutrinos. This makes sense
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because the de Broglie wavelength of these neutrinos is large compared
to nucleons and thus cannot penetrate them.
• Resonance interaction (RES): Commonly referred to as resonance pion
production as they produce pions. In this interaction, the incoming
neutrino transfers its energy to the nucleon in the atom putting it in a
resonance state such as ∆, etc. This nucleon subsequently decays producing a single baryon, lepton, and a combination of mesons. An example of these neutrino interactions can be shown in equations: 1.5 and
equation: 1.6. The Feynman diagram of RES interaction is shown on the
left side of figure 1.6. These interaction peaks between 1-3 GeV. They
dominate the region between QE and DIS. This mode of interaction is
quite important in NOvA. For example, in the case of NC interactions
when the resulting particle is neutral pion which can then decay into
two photons mimicking our CC events, like electron neutrino events
and makes it hard to distinguish from them.
f or CC :
νµ + p → µ− + p + π +

(1.5)

ν̄µ + p → µ+ + p + π −

f or NC :
νµ + p → νµ + p + π 0

(1.6)

ν̄µ + p → ν̄µ + p + π 0
• Deep Inelastic Scattering (DIS): These are the interactions that dominate the high-energy regions (>10 GeV). Since the neutrinos have sufficient energy to probe the internal structure (quarks) of the nucleons
they shatter the nucleons producing a combination of baryons, mesons,
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F IGURE 1.7: Ferynman diagram for CC MEC Neutrino interaction (left) and CC Coherent scattering interaction (right)

.
and lepton. This interaction is complicated to model. A formalism developed by Bodek and Yang [18] is used in such a model. The Feynman
diagram for DIS interactions is shown on the right side of figure 1.6.
• Meson Exchange Current (MEC): This is an interaction where a neutrino interacts weakly with correlated pair of nucleons instead of one
and can lead to multiple nucleons in the final state. It dominates in the
region between QE and RES. Although it is not as well understood as
QE, RES, and DIS interaction, there is a growing interest in studying
this in the neutrino community [19]. The Feynman diagram for MEC
interaction is shown on the left side of the diagram 1.7.
• Coherent Scattering interaction (COH): On rare occasions, neutrinos interact with the whole nucleus of an atom through the exchange of weak
bosons and resulting in pion, lepton, and nucleus in the final state.
Feynman diagram for such interaction is shown on the right side of
figure 1.7. Such a process has been recently confirmed by the COHERENT collaboration at Oak Ridge National Laboratory. They observed
low-energy neutrinos interacting with the argon nucleus through the
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weak force and the process is called coherent elastic neutrino-nucleus
scattering (CEvNS) [20].

1.4

Open questions in Neutrino physics

There are several questions to which we still don’t know the answer. The
main questions are described below:
1. Mass hierarchy: A schematic of Normal and inverted mass hierarchy
(or ordering) is shown in schematic diagram 1.8. We know that ∆m212 is
positive [21], but we don’t know the sign of ∆m232 . so we dont know if
the mass ordering is whether ν1 <ν2 <ν3 or ν3 <ν1 <ν2 .

F IGURE 1.8: Schematic of normal and inverted mass heirarchy
for neutrinos. Figure from [22]

.
2. CP violation: We don’t know if the combination of Charge and Parity
1

is violated in the leptonic sector. The measure of δcp if 0,π cp is con-

served and for any other values it is violated. It is maximally violated
if δcp is π/2 or 3π/2.
1 Parity can be thought of,

as analogous to a mirror image. If laws of physics are observed
to be different, when spatial coordinates are transformed as (x,y,z)→ (-x,-y,-z) then the parity
is violated
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3. sin2 θ23 maximal mixing: The mixing angle θ23 = π/4, then mixing is
called maximal because this would mean in ν3 , it consists of equal proportion µ and τ. This would mean µ-τ symmetry in ν3 . if θ23 >π/4 the
angle is in Upper Octant (UO) else if θ23 < π/4 the angle is in Lower
octant (LO).
4. Dirac or Majorana: We are yet to figure out if the neutrinos are their
own anti-particle also known as Majorana particle, or they are Dirac
particles where the neutrinos are not their own antiparticles.
5. Sterile neutrino: Several theorists have hypothesized 4th flavor of neutrino called the sterile neutrino. Such neutrinos can be candidate particles for dark matter but, no such neutrinos have been detector so far.

1.5

Neutrino oscillation theory

Neutrino oscillation theory is a theory that explains how flavour and mass
eigen states are mixed using the PMNS matrix. The equation which connects
flavour eigen states να , where α can take values: e,µ or τ, to mass eigen states
νi , where i can be 1, 2 or 3 is as shown below equation: 1.7:
3

|να ⟩ =

∑ Uαi∗ |νi ⟩

(1.7)

i =1

Here, U is the unitary rotation matrix that mixes flavor eigenstates and
mass eigenstates. This is also famously known as the PMNS matrix and is
given by the equation: 1.8
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e−iδcp

0
0 
cosθ13
0 sinθ13
1



U=
0
1
0
0 cosθ23 sinθ23  


0 −sinθ23 cosθ23
−sinθ13 e−iδcp 0
cosθ13





  cosθ12 sinθ12 0


 −sinθ

12 cosθ12 0



0
0
1
(1.8)

Here, δcp is a Charge-Parity violation term for the leptonic sector. This
means if δcp = 0,π and if we switch the charge and the parity the probabilities of oscillation won’t change i.e CP is conserved . If δcp = π/2,3π/2,
then CP are maximally violated. As the time passes the equation 1.8 evolves
according to the Schrodinger equation as shown in equation: 1.9:

|να (t)⟩ = e−iEi t |να (0)⟩

(1.9)

The neutrinos start their journey at a definite flavor state, but as the time
evolves, the mass eigenstates evolve differently due to the phase difference
p
p2 + m2 .
and finally result in a neutrino of a different flavor. Here, Ei =
Throughout this chapter h̄ and c is set to 1 for convenience. Since energy is
much greater than the mass of the neutrino, this can be Taylor expanded and
keeping only leading terms give: Ei = p +

m2i
.
p2

The oscillation probability can

now be computed for a neutrino to change its flavour from α to β by taking
the inner product of state να and νβ (t) to give equation 1.10:

Pα→ β (t) = ⟨νβ (t)|να (0)⟩

2

3

=

∑

m2

−i i t
∗
Uαi
Uβi e 2p

(1.10)

i =1

In relativistic limits, t/p ≈ L/E. Since p ≫ m as neutrinos are such light
mass, E can be approximated as p, and L is proportional to t from L=ct, where
c is the speed of light. L is the distance between where neutrinos are produced and detected. The above equation can be written as shown in equation
1.11:
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h

i

∗
∗
Pα→ β ( L, E) = δαβ − 4 ∑ Re Uαi
Uαj Uβi Uβj
sin2

∆m2ij L

i> j

h

!

4E
i

∗
∗
+ 2 ∑ Im Uαi
Uαj Uβi Uβj
sin2
i> j

∆m2ij L
2E

!
(1.11)

where ∆m2ij is the mass difference m2i - m2j . The oscillation probability
depends on the difference between mass states.
Substituting α, β as µ in equation 1.11, denoting ∆ij = ∆ m2ij L/4E, and since
|∆m221 | is much smaller than |∆m231 |, approximating |∆m231 | = |∆m232 | ±
|∆m221 |, |∆m232 | ≈ |∆m231 |, we get νµ disappearance probability as shown
in equation: 1.12:

Pµ→µ = 1 − sin2 2θ23 sin2 ∆31 + 4 sin2 θ13 sin2 θ23 cos 2θ23 sin2 ∆31

(1.12)

approximating sin2 (θ13 )= 0, cos2 (θ13 )= 1 as θ13 is very small [23] we get
equation: 1.13,

Pµ→µ = 1 − sin2 2θ23 sin2 ∆32

(1.13)

The location of first oscillation maxima in the disappearance plot as shown
in figure 1.9 gives the measure of ∆m232 and the depth of the first oscillation
dip gives the measure of mixing angle θ23 .
The νµ to νµ oscillation channel does not have δcp term in its equation
hence by looking at the survival probability of νµ we won’t be able to probe
δcp . The sign of ∆m232 cannot be probed if it is positive or negative for normal
or inverted hierarchy. Also, since it is sin2 2θ23 which is same for θ23 → π/2θ23 , NOvA can not measure the octant θ23 in this channel alone.
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F IGURE 1.9: Numu disappearance from NOvA 2020 analysis
results, the red curve shows what neutrinos would have been at
the Far Detector without any oscillations, and the purple curve
shows the number of neutrinos seen after oscillation. The dip
of the first oscillation maximum red line gives a measure of
sin2 2θ23 and the location of the first oscillation maximum gives
∆m232 . Figure from [24]

.I
Substituting α as µ and β as e in equation 1.11, we can compute the probability of νµ oscillating into νe .This yields equation: 1.14 after applying same
approximations as in disappearance channel. The negative sign is for neutrinos and the positive is for antineutrinos.
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Pµ→e = P atm + Psol + 2

p

P atm Psol cos ∆32 cos δcp ∓ sin ∆32 sin δcp



(1.14)

where,

P atm = sin2 θ23 sin2 2θ13 sin2 ∆31

(1.15)

Psol = cos2 θ23 cos2 θ13 sin2 2θ12 sin2 ∆21

(1.16)

and

This is the νe appearance channel. However, the probabilities so far discussed for neutrino oscillation in a vacuum. The effects of matter on oscillation and how we probe mass hierarchy are explained in the next section

1.6

Matter effects

This effect is also known as MSW (Mikheyev-Smirnov-Wolfenstein) effect
[25]. When neutrinos travel in matter there is an extra potential term due to
which oscillation probability gets affected. The oscillation parameters need
to be derived again to fully understand the oscillation in the matter. When
the neutrinos are traveling through the earth there is a huge number of electrons within the earth which affects the effective mass states of neutrinos.
The electron neutrino component of the beam undergoes forward scattering.
Hence, CC νe and ν̄e event rates in appearance channel are not same.
NC neutrino events of all flavor get affected in same way but for CC the
matter enhances coherent forward scattering amplitude for νµ → νe and suppresses the same for ν̄µ → ν̄e for Normal Hierarchy (∆m232 is positive). The
contrary is true for Inverted Hierarchy (∆m232 is negative). Including the potential term in the Hamiltonian, we get the equation: 1.17. The negative sign
is for neutrinos and the positive sign is for antineutrinos.
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m21
 2E


H =U
0

0


 p
0
± (2) GF Ne 0 0

 † 

0
0 0
0

U +



2
m3
0
0 0
2E


0
m22
2E

0

(1.17)

where GF is Fermi constant, Ne is the density of electrons in the medium.
Diagonalizing this Hamiltonian and obtaining the eigenstates, and finding
the equation for appearance probability, we get

Pµ→e = P atm + Psol + 2

p

P atm Psol cos ∆32 cos δcp ∓ sin ∆32 sin δcp



(1.18)

with,

P atm = sin2 θ23 sin2 2θ13

sin2 (∆31 ∓ aL) 2
∆
(∆31 ∓ aL)2 31

(1.19)

and

Psol = cos2 θ23 cos2 θ13 sin2 2θ12

sin2 (∓ aL) 2
∆21
∓ aL

(1.20)

√
where,a = GF NE / 2. Comparing equations with no matter effect 1.15,
1.16 and equations with matter effect 1.19, 1.20, we can see that the equation
1.14 has the term δcp in it. Hence, we can probe CP violation using νµ to
νe channel. Since ∆231 is outside the sinusoidal function in equation 1.19 we
can now probe sign of ∆231 (≈ ∆232 ) and determine the mass heirarchy. We
can also probe the octant of θ23 from appearance channel equation 1.18 . The
energy distribution of rate of neutrino events vary according to neutrino oscillation parameters. The oscillation curves look different for different set of
oscillation parameters for NOvA experiment as shown in figure 1.10.
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F IGURE 1.10: Schematic of normal and inverted mass heirarchy
for neutrinos on the left and antineutrinos on the right. The
number of neutrinos at oscillation maximum can vary from 8
neutrinos to 2 neutrinos depending on if the value is in normal
heirarchy or inverted heirarchy. [26]

.

1.7

Current status of neutrino physics

Most of the neutrino oscillation experiments need two main components:
neutrino source, and detector/s. There can be a single detector in case of a
natural neutrino source, or there can be two or more detectors separated by
distance ’L’ in case of accelerator/reactor generated neutrinos. Having two
detectors reduces the flux and cross-section related uncertainties. The key
component in designing a neutrino oscillation experiment is to decide the
ratio L/E. Most neutrino experiments fix their L (baseline of oscillation) and
vary the energy of neutrinos and find the energy distribution of flavors of
interest before and after oscillation to find parameters of the PMNS matrix.
L/E ratio should be comparable to a mass splitting term of interest ∆m2 , if
E/L ≫ ∆m2 the oscillation probability goes to zero and we won’t see any oscillations, and if E/L ≪ ∆m2 the oscillation probability varies fast and won’t
be able to meet energy resolution requirement in that case.
It took several years of work from both theorists and experimentalists
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Parameters
2
sin θ12
◦
θ12
sin2 θ23
◦
θ23
sin2 θ13
◦
θ13
◦
δCP
∆m221
10−5 eV 2
∆m23l
10−3 eV 2

Normal Heirarchy
Bestfit,1σ
0.012
0.304+
−0.012
0.77
33.44+
−0.74
0.016
0.573+
−0.020
0.9
49.2+
−1.2
0.00062
0.02219+
−0.00063
0.12
8.57+
−0.12
27
197+
−24

Inverted Heirarchy
Bestfit,1σ
0.013
0.304+
−0.012
0.78
33.45+
−0.75
0.016
0.575+
−0.019
0.9
49.3+
−1.1
0.00063
0.02238+
−0.00062
0.12
8.60+
−0.12
26
282+
−30

0.21
7.42+
−0.2

0.21
7.42+
−0.2

0.026
2.51+
−0.028

0.028
−2.498+
−0.028

TABLE 1.1: The neutrino oscillation parameters measured values as of 2020 from NuFit. ∆m23l ≡ ∆m231 > 0 for Normal Heirarchy and ∆m23l ≡ ∆m232 < 0 for Inverted Heirarchy. Taken from
[23].

to find parameters in the PMNS matrix. The current measured values of
neutrino oscillation parameters are shown in table 1.1.
There are three main types of neutrino experiments based on what they
are measuring. They are: solar sector (θ12 and ∆m221 ), reactor sector (θ13 and
∆m231 ) and atmospheric sector.(θ23 and ∆m232 ).
• Solar sector: As mentioned in section 1.1 the solar neutrino problem
was solved by SNO and Super-kamiokande experiment. The leading
measure of θ12 and ∆m221 comes from the Japanese experiment "KamLAND" (Kamioka Liquid scintillator Antineutrino Detector). This experiment uses a system of spherical detectors, with a 1kton Inner Detector which is filled with a pure liquid scintillator (which has psedocumene scintillation) and a 3.2kton of Outer Detector filled with water
to veto the cosmics. These detectors measure the rate of flavor transformation of ν̄e 180km away from a nuclear reactor and of energy of the
order of just a few MeV. The oscillation parameters were found out to
0.034
−5 eV2 [21].
2
be: sin2 θ12 = 0.316+
−0.026 and ∆m21 =7.53±0.18 × 10
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• Reactor sector: The reactor-based experiments usually operate on the
short baseline of 1km and energy 10−3 - 10−5 GeV. The leading measured value of θ13 and ∆m231 , so far is from an experiment from China
called Daya Bay in 2018. Using 8 identical detectors filled with gadolinium doped liquid scintillator Daya bay measures the ν̄e from two nuclear reactor cores 365m away and four nuclear reactor cores 505m
away. The best fits for Daya bay is: sin2 2θ13 = 0.0856±0.0029 [27].
• Atmospheric sector: Unlike the above parameters, the θ23 and ∆m232
values have not been measured with high precision and many experiments including NOvA have been trying to measure this sector for
many years. Some of the well knows experiments like IceCube, MINOS, and T2K are discussed here. IceCube which uses giant photodetectors dipped inside ice near south pole and measures νµ → ντ os0.04
2
cillations. Their measured values are: sin2 θ23 = 0.58+
−0.13 and ∆m32 =
0.12
2.55+
−0.11 [28]. Another experiment at Fermilab called "MINOS" (Main

Injector Neutrino Oscillation Search). This consists of two magnetized
detectors 735 km apart with accelerator generated νµ which oscillates
to different flavors at their far detector. Both of their detectors are functionally identical and on-axis, with plastic scintillator strips interleaved
between iron plates. Their oscillation maximum was at 3GeV. Their
+0.08
2
measure values are sin2 θ23 = 0.430.20
−0.04 and ∆m32 = 2.40−0.09 [29].

Another experiment called T2K (Tokai to Kamioka) which is a similar
experiment to NOvA uses, νµ (ν̄µ ) beam produced by the J-PARC facility (Japan Proton Accelerator Research Complex). T2K studies the
oscillation between their Near and Far detector which are 295 km apart
and 2.5 degrees off-axis to the beam. Their Near Detector is 290 m from
the target. Their far detector is 50kton, placed under the mountain,
and is cylindrical and filled with water. They look for the Cherenkov
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signal in their detector to detect neutrinos. Their main goal is precise
measurement of θ13 by observing νe appearance, ∆m2 32 , sin2 θ23 via νµ
disappearance channel. Further details about their experimental setup
can be found here [30].
+0.06
2
T2K measured parameters are: sin2 θ23 = 0.550.02
−0.05 and ∆m32 = 2.49−0.08 .

They also measured hint of CP violation by measuring δcp [31]. This result is in good agreement with NOvA’s measurement: sin2 θ23 = 0.570.03
−0.04
and ∆m232 = 2.41±0.07 except for δcp . NOvA results is discussed in detail section 3.11. Interestingly, NOvA and T2K disagree with the measurement of CP violation, NOvA prefers CP conservation, whereas T2K
prefers CP violation. The results are not significant yet and more data
needs to be acquired before a strong conclusion can be drawn. There is
a plan underway to combine results from NOvA and T2K and perform
a joint fit by combining their data. Either the joint fit or the future experiments like DUNE (Deep Underground Neutrino Experiment) should
be able to make a significant measurement of δcp . Since the DUNE baseline is going to be much larger 1300kms, it will be able to make significant observations related to CP violation.
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Chapter 2

NOvA Experiment
NOvA (NuMI Off-axis νe Appearance) is a long-baseline neutrino oscillation
experiment [32] designed to measure neutrino and antineutrino oscillation
in four channels, two disappearance channels νµ → νµ , ν̄µ → ν̄µ and two
appearance channnels νµ → νe and ν̄µ → ν̄e . NOvA uses the NuMI (Neutrinos
at Main injector ) [33] beam produced by the Accelerator Division at Fermilab
and has two functionally identical detectors 810 km apart. Near Detector
weighs 300 tons and sits 105 m underground at Fermilab 1 km away from
the NuMI target. Our Far Detector is at Ash River, Minnesota and weighs
14kton [2.1].

F IGURE 2.1: Near Detector (left) and Far Detector (right) from
[34]

The main physics goals of the NOvA experiment are:
• Precise measurement of atmospheric mixing angle θ23
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• Determination of neutrino mass hierarchy
• Search for Charge Parity violation
In this chapter, the following will be discussed: experimental setup, source
of neutrinos, detector technology, and analysis elements.

2.1

NuMI beam

Our neutrinos come from a collision of 120 GeV protons on an approximately
1 m length graphite target producing intermediate hadrons, which eventually decay into neutrinos in a decay pipe. The H+ ions are accelerated to 400
MeV in a Linac (Linear accelerator) and are converted to protons when they
are accelerated to 8GeV in booster fig:2.2.

F IGURE 2.2: Graphic image of accelerator showing its components: Linac, Booster, Recycler and Main Injector [34]

From here the protons are passed to a recycler ring in two batches where
energy is maintained at 8GeV and has same the circumference as the Main Injector ring (3.3km). The recycler can direct the beam to the test beam facility
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and muon experiments. Since the recycler is much bigger than the booster
it can accommodate 6 of these two batches. This technique of combinings
of two batches into a single MI (Main Injector) ring is called "slip-stacking",
which significantly increases the beam intensity. This set of 6 proton beam
batches together is called "spill", and each spill is 10 µs long. Finally, these
protons are further accelerated to the final momentum of 120 GeV. NuMI
started with 400 kW of power and with several upgrades, it is the most intense neutrino beam in the world with a power of 700 kW. The highest power
ever recorded by NuMI was 893 kW on April 26, 2022, [35].

2.1.1

NuMI beamline

The NuMI beam was first used for the MINOS (Main Injector Neutrino Oscillation Search) experiment [29]. The accelerated protons are bent downwardpointing toward the MINOS far detector and colliding with a graphite target.
Then the resulting hadrons are focused by two Horn magnets fig: 2.3.

F IGURE 2.3: Components of NuMI Beamline shown along with
their dimensions[36]

Here, we can decide to make a neutrino beam or an antineutrino beam by
focusing π + , K+ or π - , K- respectively. These two modes of beam operation
are called: FHC (Forward Horn Current) and RHC (Reverse Horn Current).
There is a small fraction of wrong sing contamination ν̄ in FHC (ν in RHC),
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which is extensively studied in analysis chapter: 4. The wrong sign contamination is observed to be higher in RHC than in FHC. The hadrons are mostly
π and K mesons, which decay along the length of helium filled decay pipe
producing muons and neutrinos. The equation to describe these decays are
as follows:

π + → µ+ + νµ ( BR = 0.9999)
K+ → µ+ + νµ ( BR = 0.6355)
π - → µ- + ν̄µ ( BR = 0.9999)
K- → µ- + ν̄µ ( BR = 0.6355)

(2.1)

The remaining hadrons then pass through a hadronic monitor, which
records the profile and most of the hadrons are absorbed in the 5m thick
Absorber. Later on, the particles go through 3 muon monitors interleaved
between rocks. The muon monitor records the muon flux and the rocks absorb muons finally yeilding our required muon neutrinos. There is also a
small portion of contamination due to wrong sign neutrinos (neutrinos in
antineutrino dominant beam mode and antineutrinos in neutrino dominant
beam mode) coming from wrong sign hadrons ( π - for neutrino dominant
beam mode and π + for antineutrino dominant beam mode) and a small portion of electron neutrinos coming from subdominant decay modes of kaons
and muons. [36]

2.1.2

Off-axis beam

The detectors in the NOvA experiment are placed 14.6 mrad off the NuMI
beam axis. The flux and energy of µ and π are given by equations: 2.2 and
2.3 [37]. Since the decay of these particles is not happening at rest, the energy
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spectrum of resulting neutrinos is not uniform and depends on the angle
between the direction of the boost and the direction of neutrino production.

ϕ=

Eν = E(π,K )

2γ
1 + γ2 θ 2

1−

2

m2µ
m2(π,K )

A
4πz2
!

1
1 + θ 2 γ2

(2.2)

(2.3)

Here, θ is the angle between the direction of parent particles, π or K, and
the direction of neutrino produced, A is the area of the detector and z is its
distance from where this production happens in the lab frame, E(π,K) is the
energy of parent pion or Kaon and γ is the Lorentz factor. Plots of these
equations for different values of θ are shown in fig: 2.4 and 2.5.

F IGURE 2.4: Flux of neutrino vs energy of π plot for different
off-axis angle values with flux normalized to 800km [38]

This off-axis positioning is very useful to constrain the energy spectrum
and 14.6 mrad off-axis gives us a sharp peak of 2GeV. Looking at figure 1.9,
the neutrino oscillation dip, for the NOvA baseline of 810 km is at 2GeV.
Hence, we can see more neutrinos at the Far Detector at this desired energy
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F IGURE 2.5: Neutrino energy seen at NOvA Far detector for
different off-axis angles [38]

of 2GeV. There is about 5 times more neutrinos for 14 mrad off-axis compared
to on-axis as seen from figures 2.4 and 2.5.
Another main advantage of the off-axis experiment is reduced Neutral
Current (NC) background events. One main source of background is NC
events, which can mimic electron-like showers. Since we cannot know the
energy of outgoing neutrinos this results in lesser visible energy, causing
them to be misidentified as signal νe events of lower energy. Thus, having
a narrow range of energy of neutrinos is advantageous in reducing background NC events.

2.2

NOvA Detector Technology

The NOvA detector is made of four main components to detect neutrinos:
Scintillator, PVC (PolyVinyl Chloride) cells, optical fiber, electronics.
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2.2.1

Scintillator

63% of active detector material is the Scintillator. This is the mixture of different chemical components with scintillant Pseudocumene which fills the PVC
cells of the detector. The composition of the scintillator is described below
[39]:
• Mineral oil solvent 95% by mass
• Pseudocumene is the primary scintillant 4.98% by mass generates UV
(Ultra Violet) light of wavelength 270-320 nm when ionized by a particle
• PPO (2,5-diphenyloxazole) wavelength shifter 0.11% by mass, excited
by UV light and emits photons of wavelength 340-380 nm.
• bis-MSB (1,4-bis-(o-methyl-styryl)-benzene) wavelength shifter 0.0016%
by mass, excited by photons of wavelength 340-380 nm, which finally
produced photons of wavelength 390-440 nm. These photons eventually excited WLS (Wavelength Shifting) fiber.
• stadis-425 antistatic 0.001% by mass increases the conductivity of the
scintillator hence avoiding potential fire hazards by reducing static charge
buildup.
• Vitamin E antioxidant 0.001 % by mass prevents yellowing of scintillator

2.2.2

PVC cell

The basic unit of NOvA detector assembly is a cell. 37% of detector material
is composed of PVC material. [40]. The internal dimensions of the crosssection of the cells are 3.5 cm × 5.6 cm and their length is 15.6 m (2.6 m) for

32
FD (ND). The walls of the cell are 2-4.5 mm thick. 16 of such cells are shown
in fig: 2.6, two of which together make a module.

F IGURE 2.6: Picture of 16 cells [38](left), two 16 cell groups
stuck side by side, assembled and capped at the end to contain liquid scintillator (right).This assembly routes 64 fiber ends
which are then coupled to APD. 64 fiber ends because they are
looped and in each of 32 cells there are two fiber ends.

Pure PVC is compounded with Titanium oxide and other ingredients to
form a powder that is melted into desired platic shape. The inside surface
of the cell is highly reflective to allow light to reflect and pass through Wave
Length Shifting (WLS) fiber eventually.
There are, in total 344,064 (20,192) number of cells in our FD (ND). 32
cells together make a module. 12 (3) modules make a plane, 384 (96) cells
per plane for FD (ND). 32 planes make a block, therefore there are 28 (6)
blocks in FD (ND). A group of two blocks are called diblocks and contain
64 planes. There are 14 (4) diblocks in FD (ND). The cells are arranged in
alternating horizontal and vertical planes so that we can reconstruct the 3D
tracks of particles passing and depositing energy through the detector. This
is clearly shown in figure 2.7. The last 22 planes of the Near detector are
interleaved with 10 steel planes, which are intended to contain muons within
the detector, hence the name "muon catcher".
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F IGURE 2.7: Schematic representation explaining the alternating horizontal and vertical cells, and 3D reconstruction of the
particle tracks

2.2.3

Optical fiber

Each cell of the detector has optical fiber inside of 0.7 mm diameter with a
core made of polystyrene along with R27 dye as a wavelength shifter. It is
looped inside a cell as shown in figure 2.8.

F IGURE 2.8: Wavelength shifting fiber inside Far detector cell

Whenever there is a particle passing through the cell and deposits energy
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into the scintillator, and after hitting highly reflective walls the blue light of
wavelength 400-450 nm is shifted to the green spectrum of wavelength 490550nm transmitted through the fiber.

2.2.4

Electronics

All the information about particles passing through the detector is in the form
of Light so far and it needs to be converted to a format where we can analyze
the data. Various electronic instruments are set up in the detector to facilitate this, which include FEB (Front End Boards), DCM (Data Concentrator
module), Timing system, and Power supply system.

FEB
FEBs (Front End Board) are the electronic circuit boards that are positioned
toward the end of a cell in an electronic box and attached to each module as
shown in fig: 2.6. Each FEB has an APD (Avalanche Photo Diode) which converts light into electricity by photoelectric effect 1 . APD collects and amplifies
the light collected and carried by the wavelength shifting fiber fig: 2.9.
APDs are mounted on a TEC (Thermal Electric cooling circuit) with a heat
sink that dissipates heat into continuously flowing cold water, maintaining
an APD temperature of -15◦ C to reduce thermal noise. APDs are coated with
a slice of transparent paralene coating, which keeps humidity away from
them. A system of tubes carries dry nitrogen gas to avoid water condensation
on APDs, as the water can damage them. The gain of APD is adjusted to
improve the signal-to-noise ratio. For the Near Detector, it is set to 100 and
for the Far Detector, it is set to 150 as the Far detector cells are much longer.
FEBs sample data from cells at the rate 2MHz for the Far Detector and
8MHz for the Near Detector. Since the Near Detector is close to the neutrino
1 Photoelectric

effect is the emission of electrons from a material when light hits that material. This effect was discovered by Albert Einstein.
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F IGURE 2.9: APD (top left) with TEC at the back, Wavelength
shifting fiber ends (bottom left) and FEB (right) along with TEC
Controller board in red

beam the event rate is high, hence a higher sampling rate. APDs have a
quantum efficiency of 80% as shown in fig: 2.10 for the range of wavelength
and different lengths of the fiber.

F IGURE 2.10: Quantum efficiency of APD (pink) in comparision with different lengths (1m, 2m, 4m, 8m, 12m, 17m etc.) of
fiber and PMT (dark Blue) figure from[41]. Other Y-axis curves
represents the intensities that are expected on APD.
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DCM
The output of several FEBs together is collected in a DCM (Data Concentrator
Module). A single DCM can take information from 64 FEBs at once. The main
functions of DCM [42] are:
• Collect and concatenate data from each FEB: Hit packets collected from
FEBs called Nano slices are aggregated to form a micro slice of 50µs,
which are further consolidated to milli slices of 5ms data packets each
of which are then passed to a buffer node in the buffer farm. All the
DCMs in the detector together dump a 5ms snapshot of the entire detector into the same buffer node to avoid mixing two different packets.
• Manage FEBs by programming, configuring, and monitoring them.
• Issue timing information and timing sync to each FEB

Timing System
NOvA detectors are 810 km apart and huge. Since the FD is on the surface,
it registers cosmic rays at a rate of 150kHz, therefore it cannot be triggered
based on detector activity as it is very hard to look at neutrino events and
trigger on them. All these challenges would require a well-designed timing
system to collect and timestamp the data by coordinating Near Detector, Far
Detector and beam spill timing. Further, since the detectors are huge we need
a timing system to coordinate and time stamp the data within each section of
the detector itself.
The way the timing system is handled in the experiment is by letting
the each of the components: TDU(Timing Distribution Unit), DCM, and FEB
(which have timing registry of their own) be driven from an external 64MHz,
which derives its clock from 10MHz clock at GPS receiver using Phase Locked
Loop. The MTDU (Main Timing Distribution Unit) gets the clock from GPS
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and distributes it to the first STDU (Slave Timing Distribution Unit). Each
STDU regenerates the signal and sends it to the next STDU in the form of a
6-DCM Daisy chain along the top and the side of the detector. TDUs have
4 lines of communication: sync, command, clock, and sync echo. There are
"delay-learning process" and Time of Flight considerations that need to be
taken into account for synchronizing each detector component accounting
for different cable lengths across the different locations of the detector. The
MTDUs at both detectors receive beam spill information from the Fermilab
Beam synchronous clock (BSYNC ) and Tevatron Clock (TCLK) to synchronize and know when to trigger and look for neutrinos. Further details about
the timing system and synchronization are explained in detail in Appendix
A section A.

Power Distribution System
Since the detectors are huge we need a well-designed power system to deliver power to each component of the detector. The list below shows the
components and their electric power requirements [43];
• 3.5 V,1A to Front End Board
• 425 V, 40µA to drive Avalanche Photo Diode
• 24 V, 0.3 A for Thermal Electric Cooler
• 24 V, 1.5 A for Data Concentrator Modules
The power distribution system which delivers power to each of the components mentioned above includes power supplies and racks, the PDB (Power
Distribution Box) distributes power to components, power cables and cable
trays, and the detector grounding system. The grounding is done at the PDB
level to avoid long cable usage. The power distribution layout is shown in
figure 2.11.
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F IGURE 2.11: Power system layout for the Near Detector on
the left and Far Detector on the right, where 14 PDBs power 4
diblocks of which 2 PDBs power up muon catcher. Figure from
[43]

2.2.5

Data acquisition system

The NOvA Data acquisition (DAQ) system is designed to collect data based
on the physics goals of the experiment to record the following type of events
[42]:
• Beam Neutrino Events: These are the events caused by the NuMI beam
generated at the Fermilab accelerator both the Near and Far Detector.
Each beam spill of 10µs at a period of 1.3s. This timestamp information
at ND is transmitted to FD via the internet and the corresponding data
is saved to permanent storage which is saved in the circular buffer at
both detectors as shown in figure 2.12.
• Calibration Data Events: This is triggered data at a much higher rate
than the beam spill data. It is used to calibrate the Far Detector. For
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Near Detector calibration an activity-based trigger is used.
• Miscellaneous Events: NOvA detectors are capable of probing exotic
physics events like a supernova, magnetic monopoles, etc., where events
can be triggered by looking into data quickly which resembles the signal we are looking for.
The overview of the FD DAQ system is shown in fig 2.12.

F IGURE 2.12: An overview of the FD NOvA DAQ system [44]

The journey of data starts at PVC cells. The energy is deposited in the
scintillator of each cell, then absorbed by WLS fiber and transmitted to APD,
where light is converted to PhotoElectrons, which are read by FEB and transmitted to DCMs. DCMs consolidate data into millislices each of 5ms and sent
it to the circular buffer nodes. The event builder application runs on buffer
node computers and accumulates data from different regions of the detector
into a single 5ms block which has a complete readout of the detector and
pushes the data to its internal circular buffer and shared memory. The queue
is circular for writing and FIFO (First In First Out) for reading, which is destroyed after being read. The circular buffer has a readout depth of about
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10 minutes. Shared memory design isolates DAQ from DDT (Data-Driven
Triggers) preventing run-time anomalies while analyzing data. DDT system
performs reconstruction and analysis based on the ARTDAQ framework [45]
and quickly determines if the events are worth saving or to be discarded.
Since trigger applications are all independent and can be operated in parallel, this modular structure allows building a complex trigger system to be
built from basic units. This decision is then read by GT (Global Trigger) along
with beam spill trigger/calibration pulse trigger and finally issues a trigger
containing start time and time window for which data needs to be saved by
buffer node into the data logger. The data in the data logger is then written
to an external disk for permanent storage. The Data-logger also writes data
to shared memory on which online monitoring tools are run to monitor the
quality of data and online event display.[42]

2.3

NOvA simulation

The NOvA simulation includes every aspect of the experiment, starting from
accelerated protons hitting the graphite target to reading the events in our
detectors. The goal of the experiment is to determine the neutrino oscillation
parameters. This can be achieved by simulating: how many neutrinos are
produced by the beam, how they should interact, and how the detector responds to these interacted neutrinos. The NOvA simulation comprises beam
simulation, interaction, cross-section simulation, and detector simulation.

2.3.1

Beam simulation

Beam simulation includes simulating the hadrons produced at the target and
propagating them through beamline components (as described in the section:
2.1.1) along with decayed byproducts and their propagation. The geometry
of the NuMI beamline is accurately modeled, carefully considering material
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composition and geometry using G4NuMI [46] which is a package based on
Geant4 [47]. Another package FLUGG [48] combines this G4NuMI geometry with FLUKA [49], a simulation package that takes care of beam design,
energy deposition, radiation damage, etc. The input for this is a 120GeV proton with a Gaussian energy profile and the output is a flux file that consists
of the flavor, energy, and momentum of neutrinos at the point of creation
from their parent. These flux files are created for both RHC and FHC configurations. Predictions of hadrons are further improved with help of external
experiments data, such as NA49 [50] to constrain and quantify uncertainties
on hadrons that are produced at the NuMI target. This is done by introducing weights which are computed by Package to Predict the FluX (PPFX) [51].
These weights are propagated to the ART and CAFAna framework to be later
used in the analysis. Figure 2.13 shows the composition of the beam for RHC
and FHC after PPFX correction weights have been applied.

ND FHC

FD FHC

ND RHC

FD RHC

F IGURE 2.13: Flux composition for Near detector FHC (top
left), Near detector RHC (top right), Far detector FHC (bottom
left), Far detector RHC (bottom right ) after PPFX correction
weights being applied. Figure from [52]
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2.3.2

Cross-section and interactions simulation

The output of beam simulation is used by the GENIE generator package [53]
to determine whether a given neutrino interacts and by which process it interacts, based on cross-section and gives out 4 momentum of each interacted
particle as output. However, the default Genie model is observed to be discrepant with NOvA data. The model NOvA uses the N18_10j_02_11a tune
and has adopted the following changes to the cross-section model [54]:
• Charged-Current QuasiElastic (CCQE) model: A corrected nuclear local Fermi gas model with Random Phase Approximation (RPA) [55] is
used instead of the global Fermi gas model from Nieves et al. A more
sophisticated fit "z-expansion" [56] of axial form factor uses QCD and
neutrino-deuteron scattering data for computing systematic uncertainties.
• Meson Exchange Current (MEC) model: ND data is used to fit the Valencia model [19] using a double-Gaussian reweight function for neutrinos and antineutrinos. This improves data-MC (Monte Carlo, same
as simulation used interchangeably in entire thesis) agreement.
• RESonance (RES) model: The Berger-Sehgal [57] model is used to tune
GENIE parameters to better agree with neutrino-deuteron scattering
data.
• Deep Inelastic Scattering (DIS) model: The Bodek-Yang [18] model is
used to tune GENIE parameters to better agree neutrino-deuteron scattering data.
• Final State Interaction (FSI) model: GENIE hN model parameters are
tuned to better match pion-carbon scattering data
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Data-MC comparison of reconstructed visible energy of ND νµ CC events
before and after applying cross-section tune is shown in figure 2.14. As you
can see most of the correction is driven by corrections to the MEC model.

F IGURE 2.14: Cross-section tune applied for NOvA simulation
models split by different interaction model and stacked on top
of each other with dotted black line showing "before tune" and
solid black lines showing "after tune" for FHC (left) and RHC
(right). Figure from [58]

2.3.3

Detector Simulation

So far we have simulated neutrinos which still need to be propagated in our
detectors to be analyzed and compared to data. For this purpose, GEANT4
is used again by taking the particle list as input to give energy deposited
inactive parts of the detector as output. After particles interact and deposit
energy in the detector, an empirical model called the "Birk-Chou model" proposed by Birk [59] and generalized by Chou [60] is used to convert energy
into scintillation light according to equation 2.4
dL
=
dx

L0 dE
dx
1 + K B dE
dx + KC



dE
dx

2

(2.4)
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where dL/dx is light yield along the path, dE/dx is the energy deposited
per path length,L0 is scintillation efficiency, KB is Birks constant and KC is
Chou constant. Birks and Chou’s constants are determined by selecting 2
track events in the Near Detector with a muon and proton and comparing
their dE/dx distribution plotted as a function of the number of planes from
the end of the track for simulation and data [61]. Next, the "Photon Transport" package (internal to NOvA) reads this light yield and parametrizes the
collection of simulated scintillation photons by fiber, transports it through the
fiber, and characterizes the APD response to these captured photons. Finally,
the "ReadoutSim" package (internal to NOvA) emulates each of 3 stages of
FEB: ASIC (Application Specific Integrated Circuit) which performs pulse
shaping, ADC (Analog to Digital Converter) which converts analog readouts
to digital and FPGA which performs real-time zero suppression. In the end,
the simulation has the same raw format similar to what we get from raw
data. More details on each of these detector simulations can be found here
[61].
Since Near Detector is underground and very close to the neutrino source
we see muons from neutrinos interacting inside a large volume of rock near
the front face of the detector. This simulation is achieved using GEANT4 and
overlaid with simulated neutrino events. The Far Detector is on the surfaces,
hence we see abundant cosmics. Because of this abundance, to minimize
computational resources to make simulated cosmics data is used along with
overlaid neutrino events for the oscillation analysis.

2.3.4

Detector Calibration

The data collected so far is in form of ADC counts or Photo Electrons, which
need to be converted to absolute energy scale to be used in physics analysis. This is achieved by calibration which can be divided into two major
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parts: timing calibration and energy calibration. Timing calibration corrects
for timing offsets between DCMs to ensure all the hits from the same particle
are properly correlated in time. Energy calibration corrects for energy based
on the light yield of the scintillator, attenuation of light in the fiber (for ex:
hits closer to readout record higher PE than hits further from readout), and
quantum efficiency of APDs. Energy calibration can be divided into relative
calibration and absolute calibration which is performed separately for each
data-taking period because the aging of the detector is observed to cause
some drift in the energy scale. The simulation also undergoes the same process of calibration as data so one-to-one comparison is established.
Both relative and absolute calibration is based on the Bethe-Bloch curve of
the muon as shown in fig: 2.15. Muons seen in the NOvA Detector are usually in the region of MIP (Minimum Ionizing Particle). Through going muons
provide a long region of uniform minimum energy deposition which is used
for relative calibration and stopping muons are used for absolute calibration.
These muons are selected from cosmic tracks triggered by a Data-Driven Activity trigger (also called DDActivity trigger) for ND and a "cosmic trigger"
for FD. Since FD is on the surface it sees muons at a much higher rate of
150kHz compared to ND which sees muons at a rate of 5kHz. These cosmic
muon tracks must pass data quality cuts to be used for calibration, in addition, they should satisfy the special condition of "tri cell hits" as shown in
figure 2.15.
Tricel hit criteria to ensure there is a hit adjacent to the current plane and
there is a well-defined path through which path lengths in the cell can be
accurately calculated using trigonometry.
The two major parts of energy calibration are explained as follows [62]:
• Relative Calibration: Relative calibration is done to establish uniformity over the detector to be able to treat energy deposited in various
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F IGURE 2.15: Tricell hit criteria (left)[62] and muon passing
through copper material and depositing energy along(right)
figure from [63]

parts of the detector on equal footing, without being affected by the position of the hit in the detector. At first, the tri cell hits are selected and
the uncorrected PE/path length (PE/cm) in each cell is plotted against
the distance to the readout, W. Normalizing by path length corrects for
reconstruction inefficiencies, presence of dead channel, and shielding
effects. A large discrepancy between data and MC was observed for
FD as a function of W, which was traced back to three effects: attenuation, threshold, and self-shielding. Attenuation is signal degradation
as it travels further in the cell towards readout, the FD cells are 15.6
m long and ND cells are 4 m long. The hits far away from the readout register less PE on readout as it has to travel through more fiber
material hence more fiber losses. Threshold effects are seen more towards the far end of the cell from the readout, for a hit to be registered
it has to pass a certain amount of threshold PE to be differentiated from
noise, only if there is upward fluctuation in PE it is considered as a hit.
Self-shielding is when the average visible energy depositions from MIP
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(Minimum Ionizing Particle) are not uniform throughout the detector.
To correct for these effects first threshold and self-shielding effects are
corrected by multiplying it with correction factor T, which is computed
as shown in equation 2.5

T=

PE Etrue
.
λ Emip

(2.5)

where PE simulated photo electrons registered at the readout, λ is simulated photo electrons without any of the above effects obtained from
simulation truth values, Etrue is true energy and Emip is expected deposited energy based on path length. This correction factor T is applied
on a cell-by-cell basis. Consequently, attenuation correction is applied
to this by fitting the uncalibrated curve to a fit function as shown in
equation 2.6



y = C + A e x/X + e−(3L/2+ x)/X

(2.6)

where L is the length of the cell, x is the distance measured from the
center of the cell, X is the attenuation length, and C and A are free parameters. This fit function takes the reflection of the light at the end
of the cells into account. Using this fit function and along with threshold and self-shielding correction, one can find corrected photoelectrons
(PECorr). Figure 2.16 shows this clearly before and after calibration
corrections for both ND and FD.
• Absolute calibration: In this part of calibration corrected PE is taken
as input and converted into units of energy (GeV). This is done by selecting stopping muons, which are sufficiently far from the edge of the
detector, and considering hits between 100-200 cm of the track, where
the region is flat and mostly MIP. Corrected PE/cm can be converted
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F IGURE 2.16: Uncalibrated curve (red) and calibrated curve
(blue) plotted against distance from readout W, for ND (left)
and FD (right). figure from [62]

to dE/dx in units of GeV/cm using the Bethe-Bloch equation since we
know the minimum energy deposition rate in our scintillator. Figure
2.17 shows the corrected energy response for FD simulation. Absolute
calibration is done for each data collection period separately for both
near and far detector, data, and simulation.

F IGURE 2.17: Corrected energy response/cm plotted against
distance from the end of the track for selected stopping muons
for FD simulation. The black curve shows the mean of fit made
to the profile of each bin in x-axis. figure is taken from [64]
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F IGURE 2.18: Simulated neutrino events shown with νµ CC
event on top, νe CC event in middle and NC event at the bottom. Figure from [65]

2.4

NOvA Reconstruction

The primary goal of the NOvA experiment is to study neutrino oscillation
from channels: νµ → νe and νµ → νµ . To do this oscillation analysis we should
be able to identify and separate νµ CC, νe CC and Neutral Current (NC) events
based on their topology and physics knowledge of their interactions. These
events are shown in figure 2.18.
νµ events are relatively easier to identify with their signature long muon
track along with a hadronic shower usually clustered around interaction vertex, νe events consist of a long distinguishable shower from electron and
hadronic component similar νµ case. A relatively difficult event to identify is the NC event with π 0 , which is flavor independent and produces
only hadronic components as neutrino leaves after interacting. π 0 has a
98.8% branching ratio to decay into two photons which are hard to differentiate with electrons. Gamma particle travels a short distance before converting and showering, which can be exploited to distinguish them from
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electron-like events. Another background to consider is cosmic rays, especially in the FD, since it is on the surface and some long muon tracks can
cause Bremsstrahlung radiation, which can mimic νe events. Reconstruction
algorithms take calibrated hits and their associated timestamps from each
cell and use them to identify if they are νµ or νe or NC or cosmic ray-like
events to perform physics analysis by estimating their energy and momenta
as accurately as possible to figure out the energy of its neutrino source.
The reconstruction process in the experiment is outlined in figure 2.19 for
νe as an example.

F IGURE 2.19: Flow chart explaining different stages of reconstruction for an NC event as an example. Figure from [65]

Reconstruction begins with hits in the cell as input which are first grouped
into clusters based on how they are correlated in space and time. These clusters of hits are called "slices" and serve as a basic element for the next stage
of the reconstruction. Next, the prominent straight line features are identified by running a modified Hough transform, which is then used to identify
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the 3D neutrino interaction vertex using the Elastic arm algorithm under the
assumption that all activity in the slice originates from this vertex. The vertex is then used to seed the "fuzzy k-mean" algorithm to produce "prongs"
which are a collection of hits with a start point and direction. Using this as
input "Breakpoint Fitter" (BPF) algorithm reconstructs a 3D track under the
assumption of the muon, proton, and pion for each prong. There is another
algorithm based on the Kalman filter which forms tracks from slices. The
main goal of reconstructing tracks is to estimate the energy of that particle
associated with that track. Finally, Convolution Visual Network (CVN) is
used for event classification and particle identification based on a variety of
reconstructed quantities as input.

2.4.1

Clustering

NOvA’s traditionally clustering algorithm was based on Density-Based Scan
(DBScan) [66] called Slicer4D. However, the slicer performance was suboptimal because it was sensitive to pileup neutrino events at the Near Detector.
It was noticed that often the slicer would involve noise hit causing neutrino
events to fail containment cut, hence the new and more rigorous clustering
algorithm called "TDSlicer" (Time Density Slicer) was developed.
The TDSlicer algorithm [67] involved three steps of computation: First
find the centroid by finding local maxima in the density of hits, then 2 sets of
clusters are made for each view in time and space, and 2 sets of clusters are
merged to form a 4D cluster in xyzt. The density of points around each hit is
calculated by equation 2.7 as shown below

ρi =

∑ exp
j



2

−dij /τ

2



and dij =

||dt| − R/c|
τ

(2.7)

where dij is the Euclidean distance between two points in space and τ is
the scale parameter based on the timing resolution of hits (τ is 16 ns for the
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ND and 80 ns for the FD ). dt is the timing difference between hits, R is spatial
separation, c is the speed of light. Once we have the density of each hit we
find the isolation score by equation 2.8 which is the Euclidean distance to the
closest point in space with higher density.

δi = min (dij )
j | ρ j > ρi

(2.8)

Hits are grouped with nearest the centroid if their corrected time of flight
difference is less than 10τ. An illustration of this is shown in figure 2.20.

F IGURE 2.20: On the left an example of scattered hits is shown
and each hit is numbered based on its density ordering, which
is calculated based on equation 2.7. 1 corresponds to high density and 28 corresponds to lowest density. This density is plotted against the isolation score and is computed from equation
2.8 on the right. The highest density point in the blue cluster is
1 and the red cluster is 10, which is given the highest isolation
score because there is no other point with higher density than
this. These points are centroid in this example. The hits 26, 27,
and 28 are far from the cluster center, hence they have higher
isolation scores and are not dense enough. Therefore, they can
be classified as noise hits [67]

After finding the centroid and initial time clustering, 3D clusters in two
views are formed based on Prim’s algorithm [68]. Here, the clustering starts
from the centroid, and the hits are added to the cluster one by one. The
hits being added are close to hits that are already part of a cluster. Once 3D
clusters are made in each view they are merged into a single 4D cluster by
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comparing zt coordinates for possible pairs of clusters from two views. Once
we have the final 4D cluster, it is considered to be self-contained interactions
and further reconstruction algorithms are applied to these clusters/slices.

2.4.2

Hough transform

Once we have a slice to work with, a modified Hough transform algorithm
[69] is run on it. Input to the algorithm is a pair of points characterized as
a straight line passing through them, with polar coordinates as parameters
(ρ, θ) where ρ is the perpendicular distance from the line to the origin and
θ is the angle between the line and x-axis. The Hough transform algorithm
creates lines joining each pair of points and creates a Gaussian smear vote as
per equation 2.9

vote = e

− ( ρ − ρ0 )
2σρ2

2

e

− ( θ − θ0 )
2σ2
θ

2

3
3
, where σρ = √
σθ = √
d 6
12

(2.9)

where d is the distance between hits. A Hough map is filled with votes
and the peak in Hough space corresponds to lines with several points. Hough
lines are considered valid if the sum of votes is above a certain threshold.
Dominant lines are removed and the algorithm is run again repeatedly until
there are no more Hough lines.

2.4.3

Vertex

The output of the Hough transform is Hough lines, which are input into the
next step of reconstruction to identify the vertex associated with the corresponding cluster. It is assumed that there is one vertex associated with each
cluster and it is the point where Hough lines converge. The vertex is identified by the Elastic arms algorithm [70], where a cost function is defined with
three terms. The First term considers how well hits are associated with an
arm, the second term is a penalty term for hits not associated with any arm
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and the third term is a penalty term for the cluster whose first hit is far from
the vertex location, which becomes important for NC events where there is a
gap from the vertex to one of the arms.

2.4.4

Prong

The vertex reconstructed from previous stages is used to produce prong,
which is a group of hits with a start point and direction best suited for particles depositing energy in form of hadronic and electromagnetic showers.
The prong is formed using the "Fuzzy-k" algorithm [71] in which the "fuzzy"
part highlights that a hit can be associated with more than one prong and
several prongs in a cluster are not predetermined. There can be noise hits
that are not associated with any prong as well. The parameter ’membership’
is calculated based on how close the hit is to the center of a given prong.
Fuzzy-k makes the prong for each view separately by drawing a vector from
each of the hits to the vertex. The angle of vector measured concerning the
direction of the beam and angular density is found iteratively in 1 dimension
to find the membership of each hit. At first, a single prong is reconstructed
to include all hits centered on the highest density region. The position of
this prong is corrected based on angular separation from the center of this
prong until the correction falls below some threshold. Hits with lower membership values are used to make new prongs with new angular distribution
which is the second prong. This process is repeated until all hits are associated with a prong or the maximum number of prongs is reached. The final
step of this algorithm is to match two prongs from different views to make
3D prongs which are done by comparing the energy profile of prongs in each
view using the Kuiper metric, which takes the sum of the absolute positive
and negative distance between two distributions as metric for each of these
possible cluster combinations. The pairs with the smallest maximal value in
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this metric are matched and formed a 3D prong.[65]. An example of this is
shown in figure 2.21.

F IGURE 2.21: νe CC event with prongs associated to electron
(shown in red) and proton (shown in blue) are matched between Xview (bottom ) and Y view (top) using fuzzy-K algorithm as described in section: 2.4.4. Figure taken from [72]

2.4.5

Track

There are two main tracking algorithms in NOvA of which the Kalman track
uses slices as input and the BreakPoint Fitter track uses fuzzy-K prong as input. Kalman tracking is done based on the Kalman filter routine [73] adapted
to the experiment. This algorithm takes a segment of the track as a seed and
starts with pair of hits separated no more than 4 cells apart. The algorithm
starts adding hits to the track from the next cell by making predictions based
on the current track’s position, slope, direction, and intercept. It assigns a
score to nearby hits, which indicates the likelihood of that hit being part of
the current track, and the hit with the highest score is added to the track.
Once the hit is added to the track position, slope, intercept, and direction are
updated. This process is done iteratively until there are no more hits left.
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The process starts from the downstream end of the detector and is carried
on until the upstream part of the slice is reached. After that, the direction is
reversed and starts adding any remaining hits that might have been missed
during the previous step. This is done for both views separately and then
matched to form a 3D track based on the start point, endpoint, and length of
the track. Further details about the Kalman tracking algorithm can be found
here [74].
Another algorithm called "BreakPoint Fitter" [75] is used to reconstruct
tracks based on muon, pion, and proton assumptions by taking the Fuzzy-K
prong as input. The algorithm tracks a scattering particle that takes measurements at discrete intervals, hence the name "breakpoint". It starts at the
elastic arm vertex and turns all hits into 3D hits by view matching and approximating the straight line to fit all the hits. Assuming energy is zero at the
end of the track, the algorithm travels backward along the track and adds
expected energy loss using the Bethe-Bloch curve, and estimates the energy
of the particle at beginning of the track. Then, the algorithm walks from the
beginning of the track in a forward direction finding the expected amount of
Coulomb scattering in each step as per the equation

ψ=

13.7MeV
√
x (1 + 0.038ln( x ))
3βp

(2.10)

where β is particle velocity in units of c, p is momentum and x is the
distance traveled by the charged particle. When the scattering angle is higher
than some tolerance value, take half a step back and insert a scattering plane
and repeat the process until the end of the track is reached. This is shown in
figure 2.22.
The trajectory of track at ith position and measurement plane ξ i is given
by equation: 2.11
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F IGURE 2.22: An illustration of Break Point Fitter algorithm.
Dotted verticle lines show the scattering plane placed at a discrete interval where the angle is higher than the tolerance value
[72]

M

ξ i = a + bzi + ∑ α j (zi − Zj ) ∗ Θ(zi − Zj )

(2.11)

j =1

where a and b are intercept and slope of initial track direction, αj is scattering angle at jth scattering plane. Θ(zi - Zj ) is Heaviside function,M is number
of scattering location and N is number of planes. This is used to minimize
the total χ2 value by optimizing the parameters given by the equation

χ2 =

M ( β − α )2
( ξ i − x i )2
j
j
+
∑ σx
∑ σα
i
j
i =1
j =1
N

(2.12)

where σxi is error in ith measurement, σα j is uncertainty in scattering, β j
is expected scattering angle for jth plane. Finally, walk back to the beginning
part of the track and add up particle momentum and kinetic energy. Further
details of the breakpoint fitter algorithm can be found here [76]

2.4.6

Event Classification

The NOvA oscillation analysis relies on our ability to identify neutrino events
and classify them into νµ CC, νe CC, and NC categories so that we can measure how many νµ events oscillate to νe and how many of them remained
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unoscillated. A CVN (Convolutional Visual Network) is used for this purpose, which is a part of a deep learning method CNN (Convolutional Neural
Network). Throughout this section, performance in each stage of reconstruction depends on the performance of the previous stage. For instance, if a
vertex is wrongly assigned the fuzzy-K algorithm performance is affected.
But CVN uses slices inform of ’pixel maps’ for each view with each pixel
intensity corresponding to the energy deposited. Thus any reconstruction
efficiencies do not affect the network’s ability to classify events. The main
advantage of CVN is the network does not need human input to learn about
the training set, instead, it learns a set of 256 features on its own. The features
are extracted by forming feature maps and using them in the classification of
events. An example of the CVN method is explained in figure 2.23.

F IGURE 2.23: An example νµ event (bottom left) from which
feature map is extracted (bottom right). Three of such features are highlighted on top, starting from left to right they are
muons, electon shower and hadronic shower. Figure from [77]

The output of CVN is a vector of size 4 which indicates scores for corresponding types of classified events. The score ranges its value between 0
and 1 which indicates how likely can the event be either νµ , νe , ντ , NC, or
cosmics, with 1 being more likely and 0 being less likely. The distribution of
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F IGURE 2.24: A distribution of CVN score for signal (νe ) and
background (νµ and NC ) are shown for νe selection (left) and
νµ selection (right). The beam νe components are irreducible
background. Figure from [72]

these scores is shown in figure 2.24.

2.4.7

Particle Classification

An event can have several prongs corresponding to different particles. It
is vital to identify which particles they are so that energy can be properly
estimated. Again CVN is used for particle identification and four pixel map
inputs: event xview, event yview, prong xview, and prong yview are given to
the network. Figure 2.25 shows an illustration of this. The network is trained
to identify 5 particles: electron, muon, pion, gamma, and proton. A CVN
score is computed by a network similar to the event classification case. The
efficiency and purity of particle classifier CVN is shown in figure 2.26.
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F IGURE 2.25: 4 views of a slice involving proton event is
shown, first two images on left are full event’s view in X and
Y, third and fourth image from left are prong view in X and Y
where additional hits have been removed by additional layer of
neural network than usual two layer of event classifier [72].

F IGURE 2.26: CVN confusion matrix for 5 classification of particles shown above with efficiency (left) and purity (right) of
CVN performance. X axis is True ID and Y axis is CVN score,
number inside box represent correlation strength [72]
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Chapter 3

NOvA Oscillation Analysis
3.1

Introduction

In this chapter, the methods used in oscillation analysis will be summarized.
These analysis results were presented at the "Neutrino 2020" conference.

3.2

Energy estimation

An important aspect of neutrino oscillation analysis is to estimate the energy
of the neutrino as accurately as possible. This is especially true at oscillation
maximum, 2 GeV for the NOvA experiment. In disappearance channel the
magnitude as well as slope of dip at this oscillation maximum and its precise location is directly related to ∆m2 32 , sin2 θ 23 respectively. Because of this
reason for νµ disappearance, to exploit the complete use of data and to locate
the region and depth of this dip precisely, 0.1 GeV bins are used near the dip
region and the bins get progressively wider until 4 GeV and there is just one
bin between 4-5 GeV. The estimation of energy is done by splitting the event
into hadronic and leptonic components for both νµ and νe . For example, in
figure 2.18 a νµ event is shown at the top, where we can see proton is the
hadronic component and muon is the leptonic component. At the bottom, a
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νe event is shown where the proton is the hadronic component and the electron is the leptonic component. Variable binning can be seen on the right plot
of figure 3.12.

3.2.1

νµ Energy estimator

The νµ energy is estimated according to the equation

Eνµ = Eµ + Ehadronic

(3.1)

The muonic energy Eµ is calculated based on the length of the track as
the length is highly correlated to energy from the Bethe-Bloch equation. The
particles which look similar to muons are pions. Hence, the following input
variables are used as input to BDT to help identify muons and tag them [78]:
• dE/dx log-likelihood, muons interact with the electromagnetic force,
pions experience additional strong force leading to additional hadronic
scattering in its dE/dx function.
• Scattering log-likelihood, pions have additional strong force causing
deflection.
• Length of track, similar for pions and muons but high energy muons
extend further than pions.
• Hadronic fraction in track, very less for muons but more for pions.
The muonic energy is estimated using a piecewise-linear spline fit fig: 3.1.
The Gaussian is fit for vertical slices along the length of the Kalman track.
Then the Gaussian profile is fit to gaussian mean to a piece-wise linear function [80]. The fit is done in 3 regions to account for multiple Coulomb scattering. The aim is to minimize energy resolution, which is (Reconstructed
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F IGURE 3.1: Piece-wise linear fit for FHC (top) and RHC (bottom) with track length vs True energy for muons (left) and visible hadronic energy vs True- reconstructed energy for hadrons
(right). The vertical dotted red lines marks boundaries of region for which fit is done. The discontinuation seen for hadron
plots are due to larger binnning after 1 GeV. Hence, the statistics are high. figure from [79].

energy - True Energy) / True Energy. The Muon energy resolution after the
fit was found to be 2.5%.
Similarly, Hadronic energy is estimated from visible hadronic energy fig:
3.1 ( off-track energy and energy from contamination on-track). The visible
energy does not include energy from the neutrons because they dont deposit
energy in the detector. The same piece-wise linear function is fit as described
in the above paragraph, with 3 different regions to account for different interaction phase space. The hadronic energy resolution after the fit was found
to be 25%.
The energy resolution of the overall event is 6% for both FHC and RHC.
For RHC it is slightly better because they tend to be more elastic. The dataset
is divided into 4 quantiles based on the hadronic energy fraction (Hadronic
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energy/ Total Energy). The first quantile is mostly composed of Quasi Elastic events hence most of the energy is muonic energy, having the best energy
resolution. The last quantile has a lot of hadronic hits in the event, hence the
worst energy resolution. The energy resolution from first to fourth quantile
for FHC (RHC) is 4.2% (4%), 6.5% (5.8%), 8.2%(7.2%), 10.5% (9.3%) respectively.

3.2.2

νe Energy estimator

The electron neutrino energy is computed by considering electromagnetic
and hadronic components separately. It is observed that the detector response is not the same for both components. The electromagnetic component deposits 26% more energy in the detector than the hadronic component.
One of the main reasons for this is: that the hadronic component includes
neutrons which don’t deposit energy in the detector. Also, the Cherenkov
light contribution for a particle depends on the energy threshold at which
it can produce Cherenkov light in the medium in which it travels. νe energy is much harder to reconstruct because as electron and hadronic hits get
mixed up and is hard to classify them. However, CVN is trained on simulated events to classify particles as explained in section: 2.4.7. The sum
of the Electron score and photons score is computed to give EM score and
if the EM score>0.5, the resulting prong is classified as an electromagnetic
component. Because of the inefficiency involved in particle classification and
reconstruction, we don’t simply scale up the electromagnetic components by
26%, rather we make a fit of true neutrino energy as a function of EM shower
energy and Hadronic energy. First, flat weights are computed for this 2D distribution. This is shown in figure 3.2. We have higher flux at 2 GeV and see
more events around such energy, and fewer events away from 2 GeV. The flat
weights smear them evenly along with all energies. Further, a quadratic fit
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function as shown in equation 3.2 is used to compute neutrino energy.

2
2
Eν,ν̄ = α0 (α1 EEM + α2 Ehad + α3 EEM
+ α4 Ehad
)

(3.2)

where, EEM is electromagnetic energy and Ehad is hadronic energy. The coefficients α1 and α2 different detector response from respective components.
The neutrino energy computed from the fit has energy resolution of 10%
(9%) for FHC (RHC) as shown in fig: 3.2. Unlike νµ constant bin width of 0.5
GeV is used for νe .

F IGURE 3.2: Electro magnetic energy vs Hadronic energy after
flat weights are applied is shown at the top. Energy resolution
for νe and ν̄e are shown at bottom left and right respectively.
figure from [81] and [82].

3.3

Data quality

It is very important to ensure that we are using data after carefully scrutinizing various failure modes and only selecting the data which passes several
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quality selection cuts. In this section various data quality cuts are summarized[83]. The APDs in the detector can sometimes record too many hits and
way fewer hits than expected. An online monitoring tool "on mon" is used
to record and check these bad channels, every day. Data collected with such
APDs are not considered for analysis. A set of criteria called "Good runs"
is used to select good quality data, which includes making sure the beam
and detector are in good and acceptable operating conditions. For example,
check the beam spill arrives at the expected time i.e. between 217 µs and 219
µs of 550 µs spill window, check that timestamps are ordered and recorded
correctly, the detector is fully turned on and all DCMs are recording data
correctly (figure 3.3).

F IGURE 3.3: Far detector timing peak plot showing the number
of slices overtime to ensure the data recorded is peaked at right
time in our beam window. figure from [83]

Further spill cuts are applied, where spills with beam position, width,
and POT 1 which are not within acceptable range are not selected for further
analysis. Also, slices (group of hits) are monitored and checked to see if we
record a large number of slices because of a component failure. Several slices
are expected to peak during our beam window and are verified using timing
peak plots.
1 POT:

Protons On Target. Referring to section 2.1, several protons hitting the graphite
target is POT
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3.4

Event quality

The main purpose of event quality cuts is to make sure the selected events
meet certain reconstruction standards like several hits and the presence of
reconstructed objects. "Flashes" in FEBs are observed when there is large
charge deposition resulting in charge saturation spanning for about 30 µs.
Vetoing such hits for 30 µs on FEB removes most of the FEB flashes[84]. The
event quality cuts applied for muon and electron neutrino events are as follows[54]:
• νµ events: For both Near and Far Detector, the events exceeding 5 GeV
and not having reconstructed Kalman track with assigned Muon ID are
rejected. Along with it, the slice is required to have more than 20 hits
and have hits in 4 consecutive planes
• νe events: For Near Detector, the number of hits needs to be between
20 and 200 hits. The length of the longest prong must be between 100
and 500 cm. The energy of the event should be less than 4.5 GeV. For
Far Detector, the number of hits is required to be between 30 and 150
hits. The energy of the event should not exceed 4 GeV. The length of the
longest prong should be between 100 and 500 cm. Peripheral 1 sample
don’t need to meet length and number of hits cut.

3.5

Containment

Containment cuts are applied to the data to ensure the entire event of interest
is within the active region of the detector. They are optimized by comparing
data and simulation based on the ratio of signal to background, energy resolution, etc. These cuts help us reject events originating outside the detector.
1 Described

tor

in section 3.7, these events are positions in the peripheral region of the detec-
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The containment cuts depend on the event we are looking at and are summarized as below:
• Events at Near Detector: For νµ CC events, -180 < X, Y < 180 cm and 40
< Z < 1525 cm and for νe CC events, -150 < X < 170 cm, -170 < Y < 150
cm and 150 < Z < 1225 cm.
• Events at Far Detector: For νµ CC events closer than 60 cm from top, 12
cm from bottom, 16 cm from east, 12 cm from west, 18 cm from front
and back are rejected. Similarly for νe CC events closer than 63 cm from
top, 12 cm from bottom, east and west and 18 cm from front and back
are rejected.

3.6

Cosmics rejection

NOvA Far Detector is placed on the surface, hence it records a lot of cosmics
that need to be removed for us to see the signal. Similarly, cosmics need to
be removed in Near Detector as well but since the Near detector is underground with an overburden of rocks, relatively fewer cosmics are seen. A
CNN algorithm is employed to reject cosmic at an early stage, even before
calibration and reconstruction are run on Far Detector data [85]. At first,
the events which have hit on opposite walls of the detector are removed,
and then the CNN score from the algorithm is used to decide if the event
is neutrino-like (CNN score 1) or cosmic-like (CNN score 0). Events with a
CNN score<0.2 are removed. Further BDTs are trained to remove cosmics for
νµ and νe events separately trained on various kinematic variables on simulation. This process is done separately for the RHC and FHC mode of the beam
after applying preselection cuts of CVN νµ and Muon ID score greater than
0.4. For νµ disappearance analysis, cosmic rejection variables are as follows
[86]:

69
• Cosine of the angle of the track with respect to the beam
• Length of the track
• Maximum of the Y position of track (either the start of track or end of
the track)
• Distance of track from walls of detector
• Cosine of the angle of the track with respect to the vertical axis
• Number of hits in track / total number of hits in that slice
• Transverse momentum / total momentum
Similarly a different set of BDTs are trained to handle rejection of cosmics for
νe appearance analysis[87]. The process of cosmic rejection is relatively complex for νe s because there are two samples: core and peripheral (explained in
section: 3.7.1), and BDTs are trained for two sets of samples RHC and FHC.
Following are the input variables used for training the core sample:
• Number of hits in the event
• Transverse momentum / total reconstructed momentum
• Asymmetry in number of hits between start and end of the track
• Distance of prong from each wall of detector
• Fraction of electron shower energy
• Width of the electron shower
Similarly for the peripheral sample following input variables are used to
train BDT:
• Ratio of the x component of transverse momentum to the total momentum
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• Ratio of the y component of transverse momentum to the total momentum
• Minimum distance of prong from walls of detector except for the top
• X,Y,Z vertex components

3.7

Event Selection

In this section i will go through how νe and νµ events are selected for νe
appearance and νµ disappearance analysis respectively

3.7.1

νe event selection

F IGURE 3.4: νe event selection flow chart [54].

The flowchart of cuts applied to select electron neutrinos are shown in
fig: 3.4. At first, basic data quality cuts (as mentioned in section: 3.3 ) are
applied. Further, containment cuts (as mentioned in section: 3.5) are applied.
The events which pass containment criteria falls into core sample, if they
fail it falls under peripheral sample. Since the events in peripheral sample
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are not fully contained within fiducial volume of the detector their energy
cannot be trusted as parts of the events are missing. Thus all the events in
peripheral sample are in a single bin. This is done to improve the sensitivity
to the appearance channel. Core preselection cuts as mentioned in section 3.4
for νe s are applied and then cosmic rejection cut for core sample item: 3.6 is
applied. The deciding factor BDT score > 0.49 (0.47) is used for FHC (RHC)
sample. Next CVN PID cut is applied (as mentioned in section: 2.4.6 ). Events
with CVN νe score between 0.84 - 0.97 (0.85 - 0.97) are classified as Low PID
core sample for FHC (RHC) sample and events with CVN νe score >0.97 are
classifiedd as High PID core sample. Now for Peripheral sample, events are
required to have event CVN νe score > 0.97 (0.97) and cosmic rejection cut
>0.6 (0.61) or event CVN νe score > 0.995 (0.995) and cosmic rejection cut
>0.56 (0.57) for FHC(RHC) ( see section: 3.6) . The efficiency and purity for
FHC sample is 0.0892 and 0.592. The efficiency and purity for RHC sample
is 0.112 and 0.453 [88].

3.7.2

νµ event selection

The flowchart to select muon neutrinos for disappearance analysis is shown
in fig: 3.5.
Similar to νe , at first, basic data quality cuts (as mentioned in section: 3.3
) are applied. Further, containment cuts (as mentioned in section: 3.5) are
applied along with event quality cuts as mention in section 3.4. Events are
required to have cosmic rejection BDT >0.45. Further events with CVN νµ
score < 0.8 are removed and the resulting sample is used for νµ disappearance
analysis. The efficiency and purity for FHC sample is 0.334 and 0.956. The
efficiency and purity for RHC sample is 0.412 and 0.966 [88].
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F IGURE 3.5: νµ event selection flow chart [54].

3.8

Decomposition

All the possible neutrino events we can see at the Far Detector are: νµ CC,
ν̄µ CC, νe CC, ν̄e CC, ντ CC, ν̄τ CC and NC events. The Near Detector νµ
and νe selection for FHC and RHC samples contains mixture of these events.
Thus when extrapolating to the far detector it is important to understand the
composition of νµ and νe samples at the Near Detector to accurately predict
the composition of different components at the Far Detector. This process
of decomposing the sample into its constituents is called "decomposition".
This is critical in the estimation of oscillation parameters because different
compositions at Near Detector can alter the composition at the Far Detector.
Different methods are used to facilitate decomposition. νµ sample is relatively very pure i.e 95.2% (97.2%) for FHC(RHC). This is because the NOvA’s
MEC model is tuned using this data. Hence a simple proportional decomposition is used for this sample. Proportional decomposition is where we keep
the proportions of different components the same but scale the simulation by
an overall normalization to match it with the data. This method works well
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for νµ sample FHC where, wrong sign component (ν̄µ ) is very less ( 2-3%).
A similar process was used for RHC as well in the 2020 analysis. But given
that the wrong sign component in RHC (νµ ) is relatively larger ( 10%), a more
sophisticated decomposition is beneficial. One of the main parts of this thesis
(explored in the chapter: 4 ) is to come up with a more rigorous method to
decompose ν̄µ RHC sample and constrain the νµ and ν̄µ components using
Near Detector data.
Similarly, for νe sample two different decompositions are used for FHC:
BEN (Beam Electron Neutrino) decomposition and Michel decomposition.
BEN decomposition is used to correct νe CC component and Michel decomposition is used correct the NC component of the νe sample. While this
method works well for FHC as there is less wrong sign background it doesn’t
work for the RHC sample as the wrong sign background is considerably
higher. Currently, a more simplistic proportional decomposition is employed
for RHC, but there is a need for a more rigorous method to constrain the components for νe sample RHC sample. A more sophisticated way of decomposition called "template fit decomposition" is developed as a part of this thesis
and is explained in the chapter: 4.

3.8.1

BEN decomposition

For νe appearance analysis, main backgrounds for appeared νe signal are[89]:
Beam intrinsic νe in νµ beam, NC event, short µ track of νµ CC interaction.
Majority of these backgrounds are intrinsic νe s from the beam. Since these
signals can mimic appeared νe signal at Far Detector, we use Near Detector
data and simulation to get an estimate at Near Detector and exrapolate to Far
Detector and use it in the analysis. BEN uses information about ancestors of
νe by looking at contained and uncontained νµ sample. As we can see in figure 3.6, contained sample is mainly made up of νe coming from pions, while
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uncontained sample is mainly made of νe coming from pions and kaons.

F IGURE 3.6: νµ contained sample (left) and uncontained sample (right) is shown decomposed based on its ancestor particles
[90].

The difference between data and simulation in the contained sample is
used to make pion weights to correct νe and after applying pion weights,
data -simulation difference was seen in the uncontained sample is used to
compute kaon weights. Thus using pion and kaon weights νe component is
corrected at Near Detector.

3.8.2

Michel decomposition

Michel decomposition is used to find the proportion of NC events in νe sample. A muon track produced by νµ CC event has a high branching ratio of
decaying into Michel electron because of which there is a higher shift in several Michel electrons distribution for νµ CC than for NC events. There is a
possibility that hadronic shower coming from processes like delayed neutron capture etc can mimic Michel electron signal coming from νe CC and
NC events. This decomposition uses MEFinder package to identify Michel
electrons and template Loglikelihood fit to separate νµ CC from NC and νe
CC component [91].
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3.9

Near Detector to Far Detector extrapolation

Extrapolation is finding the event rates at Far Detector based on our knowledge about event rates at Near Detector. In NOvA, we use F/N (Far/Near)
ratio based extrapolation which takes into account, the difference in acceptances in each Detector (Far Detector is much bigger than Near Detector and
hence has higher acceptance). This extrapolation method helps reduce crosssection and flux uncertainties since they are highly correlated between these
detectors. The final goal is to find the estimated Far Detector event rates as
shown in Eqn 3.3 (the symbols used in this section are adapted from technote
[92]):

R
Pred
R
FαPred
→ β,Sµ ( Ej ) and Fα→ β,Se ( Ej )

(3.3)

where, F indicates Far Detector histogram, α → β indicates flavour oscillation from component α to component β, Se and Sµ indicates selected νe
and νµ events respectively, Pred indicates data driven estimate, ER j indicates
reconstructed energy in j bins. The two parameters are respectively for νµ
disappearance and νe appearance. Each of the extrapolations are discussed
below:

3.9.1

νµ → νµ disappearance

Signal Extrapolation
The signal for νµ → νµ disappearance analysis is νµ (ν̄µ ) for FHC (RHC).
The wrong sign component ν̄µ (νµ ) for FHC (RHC) is considered as signal
as well. The reason for this is that the disappearance probability for νµ →
νµ is independent of δcp . The cartoon to explain this extrapolation process is
depicted in figure 3.7.
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F IGURE 3.7: νµ extrapolation shown in a step by step process
[93].

At first, the Near Detector data and MC are translated from their reconstructed energy bins to true energy bins using a reconstructed-to-true unfolding matrix. This can be as shown in the eqn 3.4:

Pred
Nα,S
( EiT )
µ

=∑

Data ( E R ) . N MC ( E T , E R )
Nα,S
i
α,Sµ
k
k
µ

k

MC (( E R )
Nα,S
k
µ

(3.4)

ET and ER represent energy in true and reconstructed bins respectively.
The summation is done over reconstructed energy bins and a Near Detector
histogram is found in true energy bins. The resulting expression from the
equation: 3.4 is then multiplied with the F/N ratio considering 100% oscillation probability. FD non swap section: 2.3.3 simulation sample is used for
this without using any knowledge of oscillation parameters. The process can
be shown as shown in equation 3.5

T
R
FαPred
→ β,Sµ ( Ei , Ej )

=

Pred ( E T ) . F MC ( E T , E R )
Nα,S
i
i
j
β,Sµ
µ
MC ( E T )
Nα,S
i
µ

(3.5)

where i,j represents true and reconstructed energy bins. Further, the oscillation probability is applied to this along with the inverted reconstructedto-true unfolding matrix to give the required Far Detector spectrum in reconstructed energy. This process is shown as shown in Eqn 3.6:
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F IGURE 3.8: Comparision of tranverse momentum between
Near and Far Detector for FHC (left) and RHC (right) in reconstructed p T bins [94].

R
FαPred
→ β,Sµ ( Ei ) =

R
T
∑ FαPred
→ β,Sµ ( Ei ) . Pα→ β ( Ei )

(3.6)

i

where P is the oscillation probability for flavor α to β. In the end, we have
our required Far Detector reconstructed energy spectra for MC which we
then compare to neutrinos we see as data. This process of extrapolation is
carried on separately for 4 hadronic fraction quantiles and 3 p T quantile bins.
p T is transverse momentum w.r.t to the angle of the beam. The Far Detector
because of its bigger size can contain larger muons of larger angles within
the detector. Figure 3.8 shows how the distribution of transverse momentum differs for Near and Far Detectors because of the difference in their size.
This effect is taken into account when the F/N ratio is applied in equation
3.5. After the extrapolation, the 3 p T bins are summed up into a single histogram. The fit for oscillation parameters is carried on for 4 hadronic fraction
quantiles separately.
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Background extrapolation
There are two kinds of background for disappearance analysis. First is the
background from the beam. These backgrounds are considered to be extremely small as νµ selection is highly pure and hence they are not extrapolated. The second kind background of background might arise from cosmics
which is described later in section 3.9.3.

3.9.2

νµ → νe appearance

Signal Extrapolation
The signal for νµ → νe appearance analysis is νe (ν̄e ) for FHC (RHC). The
wrong sign component ( ν̄e ) (νe ) for FHC (RHC) is considered as background
unlike νµ analysis. The reason for this is that the appearance probability depends on δcp . The schematic to explain this extrapolation process is depicted
in figure 3.9.

F IGURE 3.9: νe extrapolation shown in a step by step process
[93].

Similar to above at first the Near Detector data and MC are translated
from their reconstructed energy bins to true energy bins using a reconstructedto-true unfolding matrix. This can be as shown in the eqn 3.7:
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Pred
Nα,S
( EiT ) =
e

∑

Data ( E R ) . N MC ( E T , E R )
Nα,S
i
α,Se
k
k
e
MC (( E R )
Nα,S
k
e

k

(3.7)

The resulting expression from equation: 3.7 is then multiplied with F/N
ratio considering 100% oscillation probability. FD fluxswap section: 2.3.3
simulation sample is used for this without using any knowledge of oscillation parameters. The process can be shown as shown in equation 3.8

T
R
FαPred
→ β,Se ( Ei , Ej )

=

Pred ( E T ) . F MC ( E T , E R )
Nα,S
j
i
i
β,Se
e
MC ( E T )
Nα,S
i
e

(3.8)

where i,j represents true and reconstructed energy bins. Further, the oscillation probability is applied to this along with the inverted reconstructedto-true unfolding matrix to give the required Far Detector spectrum in reconstructed energy. This time the weights computed for νe selection are used.
The weights computed for the Far Detector high PID bins are applied for Peripheral bins as well since the selected neutrinos from the Far Detector MC
are highly electron-like (CVN cut is very stringent). This process is shown as
shown in Eqn 3.9:

R
FαPred
→ β,Se ( Ei ) =

R
T
∑ FαPred
→ β,Se ( Ei ) . Pα→ β ( Ei )

(3.9)

i

In the end, we have our required Far Detector reconstructed energy spectra for MC which we then compare to electron neutrinos we see as data. This
process of extrapolation is carried on separately 3 p T quantile bins. p T is
transverse momentum w.r.t to the angle of the beam. There are no hadronic
energy fraction quantiles for νe here. There is a similar difference in acceptance for Far Detector and Near Detector as we saw νµ . After the extrapolation just like in νµ the 3 p T bins are summed up into a single histogram.
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Background extrapolation
Unlike νµ channel, the backgrounds are high for νe selection. The main backgrounds are: νe s intrinsic to beam, NC events, νµ CC events. The beam intrinsic νe s are constrained at Near Detector and the estimate of it is found
using BEN decomposition as described in the section: 3.8.1 and to constrain
NC component, Michel decomposition as described in section 3.8.2 is used.
These two methods work well for FHC. However, for RHC a simple proportional decomposition is used. A more sophisticated way to decompose the
RHC signal is explored in chapter 4 of this thesis. νµ CC events are mostly
from cosmics which are explored in the next section.

3.9.3

Cosmics prediction at Far Detector

One of the major sources of background for the Far Detector predictions is
cosmics seen at the Far Detector. The cosmics at the Near Detector do not
affect the Far Detector due to the large physical distance between them. The
cosmic rate seen at the Far Detector is of the order of 150 kHz. The cosmic backgrounds for both νµ and νe selection are estimated by using the cosmic trigger stream. The shape of the cosmic spectrum i.e how many relative
events in each bins of energy is determined using this sample. The number
of events is determined by looking at the NuMI sideband, which is looking
at 550 µs beam window excluding 10 µs data on each side of when the beam
arrives at the Far Detector. The livetime (time for which detector is ON and is
reading out data) is then scaled to match the livetime seen during the NuMI
trigger window. The cosmics are added to the Far Detector predictions after
the extrapolation.
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3.10

Systematic Uncertainties

While finding the best fit for simulation by fitting it to data is important, finding the accuracy of the result by specifying the possible allowed fluctuation is
equally important. These uncertainties indicate how accurate the results are
and how much they can fluctuate. NOvA accounts for more than 100 systematic uncertainties, called systematics in short. The most dominant ones
for each of the oscillation parameters are shown in figure 3.10.

F IGURE 3.10: Systematics in NOvA oscillation analysis for each
parameters: δcp (left), ∆m2 32 (center), sin2 θ 23 (right) [95].

Leading contributors to the total systematics are detector calibration, neutrino cross-section, and neutron uncertainty. The simulation is altered at appropriate steps and 2D contours or 1D slices are found by repeating the entire
analysis by shifting the nominal simulation according to each of the systematic effects. These shifts are done in 3 possible ways:
• Reweighting: Nominal simulation predicts a certain rate at which a particular event can happen. The reweight function alters this rate and
changes the nominal simulation. eg: flux systematics, neutrino crosssection systematics.
• Tweaking parameters: For some systematics, only underlying parameters are modified slightly resulting in a shift in only certain variables.
for eg: reconstruction is tweaked for Muon energy scale systematics
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• Remake: For some complex systematics, the entire simulation sample
is remade from scratch. eg: Detector calibration, detector response.
An interesting way to look at the effect of having two detectors on our oscillation analysis is discussed here. The extrapolation as explained in section
3.9.2 equation 3.5 is of the form

F Pred =

N Data · F MC
N MC

(3.10)

F MC
N Data
=
· F MC
N MC
N MC

(3.11)

which can be written in forms
F Pred = N Data ·

in the above equation 3.11 it is beneficial to think of extrapolation in both
forms simultaneously. In the first form, the Near Detector is extrapolated to
the Far Detector by adjusting it according to the ratio of Far and Near simulation. If there are any correlated systematics between the Near and Far
Detector they cancel out. In the second form, the Far Detector simulation is
adjusted according to the data/MC discrepancy in the Near Detector data,
hence, as long as the data/MC discrepancy is similar at Far Detector they
cancel out. This effective extrapolation method significantly reduces the systematics affecting the measurement of oscillation parameters. The systematics are grouped into different categories according to their type. They are
explained individually in the following section:

3.10.1

Flux uncertainties

The uncertainties arising from lack of precise knowledge about hadron production when proton beam hits graphite target and when it is transported to
the detectors comes under flux uncertainties. From section: 2.3.1 we know
that the PPFX package is used to compute hadron production using external
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data, this also acts as input for computing uncertainties. A multiverse technique is used, where many scenarios of hadron production are simulated for
different universes of proton target cross-sections. For each of these scenarios set of weights is derived corresponding to the central value of simulation
as described in the section: 2.3.1. Covariance matrices are constructed by
corrections informed from each of the weights computed in these universes.
These matrices are combined by averaging using the PCA (Principle Component Analysis) [96] method. A small set of 5 leading principle components
that are uncorrelated are considered further for oscillation analysis. Also,
the uncertainties related to hadron transport like [97]: Horn current (±2 kA),
Horn x and y positions ( ±3mm ), beam target position (±1mm), beam spot
size (±0.2mm), Horn cooling water layer (±1mm), Target z position(±7mm),
beam divergence (± 54 µrad) are considered and range of these values are
used in each of the universes mentioned above and thus, flux uncertainties
are computed.

3.10.2

Cross section uncertainties

Cross-section and FSI (Final State Interaction) uncertainties are derived from
Genie [53] weights called knobs. These uncertainties are broken into large
and small systematics based on the χ2 value of shift it makes to nominal Far
Detector predictions. Small systematics are summed in quadrature into one
single systematic, whereas, large systematics are treated individually. Some
of the large systematics are listed below [54]:
• Quasi-Elastic scattering: The form factor shape and normalization is
included in Genie’s z-expansion-based axial form factor model. The
normalization uncertainty is -20 % / +15 %. From Genie, we know
that the remaining uncertainties are correlated but are not enforced in
genie. This is taken care of during cross-section tuning, where custom
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weights are computed along these normalization values to enforce the
correlation.
• Resonant production: Excess of RES events at low Q2 is observed in
our prediction which indicates this RES cross-section needs to be suppressed. In the new model from Genie, this suppression is included,
However, external experiment data (from MINOS ) is used to suppress
it further and the difference between nominal simulation and this final
suppression is considered as uncertainty.
• Meson Exchange Current: There are 6 uncorrelated systematics (3 for ν
and 3 for ν̄ )related to MEC. The normalization uncertainty is derived
from the difference between our model and the theoretical model called
"Valencia model" [19], the shape uncertainty is computed by modifying non-MEC simulation to be more QE-like resulting in more RES-like
MEC and modifying one which is RES-like to more QE-like MEC. Finally, a fraction of MEC pairs (from neutron-proton vs neutron-neutron
or proton-proton) is lower in the valencia model. Thus -5 % / +15 %
uncertainty is used for nuclear pair fraction.
• Deep Inelastic Scattering (DIS): Disagreement in data and simulation
at the Near Detector led to the introduction of the uncertainty for nonresonant pion production. For multiple pion production, a 50% genie
uncertainty is used for hadronic mass less than 3GeV, from 3-5GeV the
uncertainty drops from 50% to 5%.
• Final state interaction: Genie doesn’t provide any reweightable parameters for the FSI model. Instead, custom weights were developed using
studies done by T2K for particles reinteracting within the nucleus to
alter their probability of interaction [98]. These 4 FSI uncertainties are:
1 for pion mean free path (30 %), 3 which treat correlated variation in

85
pion absorption (40 % ), pion charge exchange (20 %) and pion quasielastic scattering cross-section (30 %).
• other: Motivated by T2K results from [99], 2% uncertainty is accounted
for νe to νµ , ν¯e to ν¯µ ratio to account for radiative corrections and 2%
uncertainty is accounted for second class currents.

3.10.3

Detector Calibration uncertainty

The uncertainties related to detector calibration section: 2.3.4 is categorised
as calibration uncertainty. These systematics require regeneration of simulation from scratch to account for different parameters related to calibration
and are called "file-based systematics" because there are different samples
of simulation related to each of these systematic uncertainties. There are 3
systematics related to calibration:
• Energy scale: NOvA has historically seen 5% (1.5%) discrepancy between data and simulation in dE/dx of protons (muons) tracks at the
Near Detector. Such a large discrepancy is not seen in other standard
candle samples like Michel electron, π 0 reconstructed mass. The origin
of this discrepancy is not understood well and to be conservative 5%
uncertainty is associated with calibration absolute and relative calibration uncertainty. Absolute calibration uncertainty is considered as correlated for Near and Far Detector and relative calibration uncertainty is
considered anti-correlated for Near and Far Detector.
• Shape uncertainty: The energy response is different for events near the
edges of the detectors compared to the middle of the detector. Calibration is adjusted to compensate for this effect and discrepancy between true and reconstructed energy. This forms Calibration shape uncertainty, which is correlated for Near and Far Detector.
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• Drift uncertainty: Because of the aging of the scintillator and the detector, light output is observed to be decreasing at the rate of 4.5%per year.
The calibration is remade to correct for this effect period by period to
treat them on equal footing. This is a uni-directional systematic, which
is correlated in both Detectors.

3.10.4

Detector response uncertainty

The light model in NOvA is computed using equation 3.12, where Nγ is number of photons produced before collected by fiber, EBirks is energy deposition modelled by Birks equation, Ys is scintillator brightness for unit energy
deposition, ϵC is Cherenkov photon scintillation efficiency, Cγ is number of
Cherenkov photons produced, Fview is view scale factor which is different
for different views (X view and Y view). It can be seen that Photo Electrons
seen at the readout of the detector are comprised of scintillation light and
Cherenkov light.

Nγ = Fview (Ys EBirks + ϵC Cγ )

(3.12)

There are two systematics associated with detector response:
• Cherenkov systematic: Motivated by 5% uncertainty as explained above
in proton dE/dx, a special Cherenkov sample was made which reduced
5% uncertainty to 1%. This was achieved by increasing Cherenkov efficiency (ϵC ) by 83% and reducing scintillation light (Ys ) by 4.4%. This
adjusts the proton response to match data and simulation while keeping the muon response the same. By the time this tune was made it
was too late to include in the large-scale production of the simulation,
hence it was used as a systematic sample [54]. Since it is a property of
scintillator which is the same for Near and Far detectors this is considered as a uni-directional correlated systematic. This systematic can be
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reduced by a better understanding of Cherenkov light response and is
one of the main parts of this thesis and explored further in the chapter:
5.
• Light model: Light level model is tuned separately for each view for
both Near and Far Detector. This is treated as uncorrelated systematic
for both detectors. The shifts are calculated to be ±10% for X, Y view for
Near detector and ±16% for X view and anticorrelated ∓6% for Y view
for Far Detector. For these samples, calibration is adjusted to retain the
original response without these shifts.

3.10.5

Neutron Uncertainty

In neutron-rich sample of ν̄µ events selected in the Near Detector, simulation
shows excess neutron prongs below 20MeV and a deficit above 20MeV as
shown in figure 3.11.

F IGURE 3.11: Prong energy for selected ν̄µ events split based on
particle type [100].

This is compensated for by reducing 47% of prongs from energy 20MeV
from energy calculation. The prongs are selected if they have at least 6 hits
and have a photonCVN score < 0.8 and the prong starts 20 cm from vertex
[101].

88

3.10.6

Muon energy scale uncertainty

This uncertainty is motivated by reconstruction effects related to the length
and angle of the muons. In νµ events length is used to reconstruct energy
and angle is used in transverse momentum measurement. Thus there are 5
uncertainties assigned to it out of which, three are uncorrelated and two are
correlated between Far and Near Detector. The uncorrelated uncertainties
arise from mass accounting between detectors and are 0.15% for Far Detector,
0.13% for Near Detector, and 0.48% for Muon catcher at Near Detector [102].
The first correlated uncertainty is 0.74% and arises from uncertainty in the
Fermi density effect 1 and uncertainty in our knowledge about muon range
motivated by differences in calculations made by GEANT and others [103].
The final uncertainty is due to delayed neutrons from neutrino interaction at
the beginning of the spill, interacting and producing hits in a later part of the
spill. These hits can be interpreted as muon hits and added to the beginning
or end part of the muon track. So muons seen in the later part of a spill
can have higher reconstructed energy than they are supposed to because of
which energy is overestimated. The final systematic covers the uncertainty
related to this effect.

3.10.7

Near and Far Detector acceptance uncertainty

Though p T (transverse momentum) extrapolation minimizes the uncertainty
between the detectors, the difference in size results in different events with
different kinematics being selected at the Near and Far detectors. Also, the
1 When a charged particle passes through a medium it polarizes the atoms in that medium

which decreases the electromagnetic field acting on the particle thus reducing its stopping
power(retarding force acting on charged particle resulting in loss of its energy).
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performance of the Particle Identifying algorithm can differ due to their difference in kinematics. To overcome this effect acceptance uncertainty is constructed by reweighting the νµ data and simulated events at the Near Detector so that they cover the same kinematic phase space as that of νe events seen
at the Far Detector in variables: square of momentum transfer, the direction
of reconstructed lepton w.r.t beam, transverse momentum. The reweighted
events are then extrapolated and the difference between this reweighted sample and nominal simulation is found for all the variables shown above and
the one with the highest difference is considered as acceptance systematic. It
was found to be 0.4% effect for both FHC and RHC [104].

3.10.8

Normalization uncertainty

The overall uncertainty of 0.55% on POT accounting is considered for the
part of data when the Far Detector was operating in a different configuration
than the rest of the data collection period, especially when it wasn’t fully
active[54]. Weights are computed from effective mass and using the information about how many diblocks were active during that particular run, a
weighted sum of POT is calculated for both data and MC. Along with this
fraction of early data collected had a special requirement on timing cuts and
that resulted in the loss of some POT. Along with uncertainty on POT normalization, uncertainty is also considered for mass accounting as well. This
includes our uncertainty about the mass calculation of the Near and Far detector, this is about 0.19% effect.

3.10.9

ντ uncertainty

60% uncertainty is considered on our appearance channel due to a small fraction of ντ background which can make into our analysis. Because of the lack
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of statistics, the systematic contribution is conservatively estimated to consider any residual effects [54].

3.10.10

Michel electron uncertainty

An uncertainty of 5% is assigned to errors that might arise from Michel electron tagging. This is used during BEN decomposition for FHC to constrain
the NC component of the beam for νe analysis.

3.10.11

Rock events uncertainty

At the Far Detector, there is a chance that the neutrino interacting in rocks
surrounding the detector can enter the detector and can be selected as a part
of oscillation analysis. This Especially affects the peripheral sample in νe
appearance analysis. Simulating rock events is hard and not reliable, hence
100% uncertainty is considered to predicted rock events. The νµ channel is
unaffected by this uncertainty.

3.10.12

Cosmics uncertainty

The uncertainty related to cosmics seen at Far Detector is purely because of
statistics. The number of cosmics events in each bin is varied by ±1σ with a
mean equal to the original cosmics prediction. The variations are then scaled
to the right exposure and used as cosmics uncertainty.

3.10.13

Oscillation fit to data

NOvA uses a frequentist statistical approach by minimizing Poisson loglikelihood function to find the best-fit point of oscillation parameters by the
fitting simulation to the Far Detector data. From simulation we expect certain number of events, which is represented as Ei (⃗θ, ⃗δ), where ⃗θ represent
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oscillation parameters, ⃗δ is the nuisance parameter which represents systematic shifts in units of σ and ’i’ is the reconstructed bin index. The observed
number of events in data is represented as Oi . The log-likelihood function is
shown as equation: 3.13:

N

−2ln(L(⃗θ )) = −2 ∑

i =1

"

#
S δ2
O
j
i
⃗
⃗
+∑ 2
Ei (θ, δ − Oi + Oi ln
Ei (⃗θ, ⃗δ)
j=1 σj

(3.13)

As you can see in the above equation, the expected number of events
depends on both oscillation parameters and nuisance parameters indexed
by j. σ is the systematic uncertainty. All the systematic uncertainties are
used in the fitting procedure and allowed to float to give the best possible fit
value to the data. This set of systematics is called systematic pulls, which is
represented as ⃗δ. The pulls are not always in units of ± 1 or ± 2 or ± 3 σ.
To find the pulls in between these standard units, the interpolation method
is used. The predicted number of events Ei (⃗θ, ⃗δ) are then computed for each
of these systematic pulls using interpolation. This saves a lot of computation
and time, especially for systematic samples like calibration, where the entire
simulation is rerun with varied underlying parameters.
There are 14 samples which goes into the fit. 4 hadronic energy fraction
quantiles for νµ and ν¯µ each. 3 samples of Low, High PID and peripehral bins
for νe and ν¯e . All of these samples are fit simultaneously hence it is called
joint fit. The fixed parameters are: L = 810 kms (baseline), ρ = 2.84 g/cm3
(density of earth). The solar oscillation parameters ∆m221 = 7.53 ×10− 5 eV 2
and sin2 2θ12 = 0.851 are fixed and the angle sin2 2θ13 = 0.085 ± 0.003 is treated
as constrained nuisance parameter. All of these oscillation parameter values
are taken from PDG [105]. The free parameteres are: δcp , ∆m232 and sin2 θ23 .
To probe both normal and inverted mass heirarchy positive and negative
values are used for ∆m232 . With all these parameters the cost function shown
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Component
Wrong Sign
Beam νe /ν¯e
NC
νµ /ν¯µ
ντ /ν¯τ
Beam Background
Cosmic Background
Total Background
Total Signal
Total Expected (simulation)
Total Observed (data)

FHC
1.04
14.08
6.21
1.73
0.52
23.69
3.13
1.46
26.83+
−1.62
2.50
58.96+
−2.54
2.96
85.79+
−3.05
82

RHC
2.25
7.29
2.21
0.36
0.32
12.43
1.55
0.76
13.98+
−0.84
0.64
19.20+
−0.66
1.08
33.18+
−1.23
33

TABLE 3.1: Number of νe events predicted from simulation
compared with data. Backgrounds to the simulation is split
based on type of background are also shown in the table

in equation: 3.13 is minimized and the resulting free parameter values are the
final results. The confidence intervals are corrected using Feldman-Cousins
approach [106] as the physical boundary condition sin2 θ23 =0, sin2 θ23 =1 and
cyclic boundary condition δcp and low event rates must be considered while
fitting in oscillation phase space.

3.11

Results

The following results mentioned in this section were presented at Neutrino
2020 conference [107]. This oscillation analysis uses RHC data from June 29,
2016 - February 26, 2019 recording 12.5 × 1020 POT and 321.1 s of total beam
time along with FHC data from February 6, 2014 - March 20, 2020 recording
POT of 13.6 × 102 0 and 555.3 s of total beam time.
For νe appearance channel NOvA predicted 85.79 (33.18) νe (ν¯e ) and observed 82 (33) electron neutrinos. The detailed description is shown in table
3.1. For νµ disappearance channel NOvA predicted 222.3 (105.4) νµ (ν¯µ ) and
observed 211 (105) muon neutrinos. The detailed description of signal and
backgrounds are shown in table 3.2. If there were no oscillation we would
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Component
Beam Background
Cosmic Background
Total Background
Wrong Sign
Total Signal
Total Expected (simulation)
Total Observed (data)

FHC
3.25
4.96
8.21
12.64
214.1
23.5
222.3+
−22.4
211

RHC
1.12
0.95
2.07
26.10
103.4
10.6
105.4+
−10.1
105

TABLE 3.2: Number of νµ events predicted from simulation
compared with data. Backgrounds to the simulation is split
based on type of background are also shown in the table

have seen 1156.1 (488.1) muon neutrinos for FHC (RHC) but clearly that is
not the case. The energy distributions for νe appearance channel and for νµ
disappearance channel is shown in figure 3.12.

F IGURE 3.12: The energy distribution of predicted and observed neutrinos from table 3.2 and 3.1 for νe appearance channel (left) and For νµ disappearance channel (center and right )
are shown in this plot. The center plot shows νµ split by quantiles representing hadronic energy fraction and on the right they
are collapsed into 1 single plot. [108].

As explained in the chapter: 2 NOvA has sensitivity to measure atmospheric mixing angle sin2 θ23 , mass mixing term ∆m232 , mass ordering, and
Charge Parity violation term δcp . If θ23 is less than 45◦ it’s in LO (Lower Octant) or else it’s in UO (Upper Octant). The results can be well interpreted
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using bi event plot as shown in the figure 3.13 . On x-axis we represent
appeared number of νe and on y-axis we represent appeared number of ν¯e .
Different regions of the plot correspond to different possibility of mass ordering, sin2 θ23 and δcp as shown in figure 3.13. With the number of neutrinos, we
have observed in our detector the data and best-fit point lie in the degenerate
region between NH and IH, LO and UO with a mild preference for NH.

F IGURE 3.13: Bi event plot shown for different number of appeared νe and ν̄e plotted against each other for different possible
δcp values and mass ordering. The black point with error bars
show data and the purple star shows best fit point. [109].

As mentioned in section: 3.10.13 NOvA uses 14 different samples and fit is
performed using Poisson-loglikelihood function with ∆m232 , sin2 θ23 and δcp as
free parameters and systematic uncertainties as penalty term. sin2 2θ13 = 0.085

± 0.03 is also considered as nuisance parameters along with systematics but
allowed to float between the uncertinties. ∆m212 = 7.53 × 10− 5 eV2 , sin2 2θ12
= 0.851 are considered as fixed values and taken from PDG. The value of

−2ln(L(⃗θ )) = 173.55 for 174 degrees of freedom with p-value 0.705. The
best fit values of oscillation (see figure 3.14) parameters along with regection
significance are as shown in table 3.3.
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Parameter
∆m232 (10−3 eV2 )
sin2 θ23
δcp (π)
Rejection Significance

Normal Heirarchy
UO
LO
+2.41 ± 0.07 +2.39
0.03
0.57+
0.46
−0.04
+0.27
0.82−0.87
0.07
1.1 σ

Inverted Heirarchy
UO
LO
-2.45
-2.44
0.56
0.46
1.52
1.41
0.9 σ
1.1σ

TABLE 3.3: Best fit oscillation parameters for each possible
mass heirarchy and octant configuration is shown in the table.
Last row shows with what significance they are rejected.

NOvA results prefer Normal Heirarchy mass ordering with significance
of 1σ and UO is prefered with significance of 1.2σ. We disfavour NH LO with
significance 1.1σ, IH UO with significance 0.9σ and IH LO with significance
1.1 σ. The results strongly disfavor IH with δcp =π/2 by more than 3σ and
NH δcp =3π/2 by 2σ confidence. NOvA is also the only experiment to see ν¯e
appearance at 4.4σ confidence [110]. The 1σ, 2σ and 3σ contours are shown
in figure 3.14.

F IGURE 3.14: 2d contours for oscillation fit parameters are
shown for Normal Heirarchy with best fit point in black star
on the top. On top left is sin2 θ23 vs ∆m232 and top right sin2 θ23
vs δcp . At the bottom Inverted Heirarchy contours are shown
with sin2 θ23 vs ∆m232 on bottom left and sin2 θ23 vs δcp on bottom right. The shades of color show significance level [108]
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NOvA results when compared to other experiments are shown in figure
3.15.

F IGURE 3.15: NOvA 90% confidence level contours are shown
along with other experiments for sin2 θ23 vs ∆m232 on the left and
sin2 θ23 vs δcp compared with latest results from T2K is shown
on the right. [108]

90% confidence level for sin2 θ23 vs ∆m232 is shown in comparison with
other experiments on the left. The best fit value from NOvA lies within the
contours of all 5 other experiments. A similar experiment to NOvA called
T2k is sensitive to atmospheric parameters and has L=295 km and E ≈ 0.7
GeV. The results comparing NOvA and T2K are very interesting because,
while both our results prefer NH and UO but δcp is in disagreement. NOvA
prefers CP conservation and T2K prefers CP violation [111]. The best fit
points lie outside 90% confidence level. This is shown on the right side of
figure 3.15. Efforts are underway to combine the results from NOvA and
T2K and perform a joint fit.
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Chapter 4

Wrong sign analysis
4.1

Introduction

As explained in section 2.1.1 there are two modes of NuMI beam operation:
FHC and RHC. FHC is neutrino dominant beam mode and RHC is antineutrino dominant beam mode. FHC beam is produced by running forward
current in focussing horns which focuses π + particles and deflecting away
π − particles. The dominant and subdominant decay modes of π + decaying
to neutrinos is given by equation: 4.1 [15].

π + → µ+ + νµ ( BR = 0.9998)
π + → e+ + νe ( BR = 0.0001)

(4.1)

Similarly, the RHC beam is produced by reversing the current in focussing
horns to focus π − and deflect away π + particles. The dominant and subdominant decay modes of π + decaying to antineutrinos are given by the equation:
4.1. The focussing and defocussing beam components are shown in figure 4.1

π - → µ- + ν̄µ ( BR = 0.9998)
π - → e- + ν̄e ( BR = 0.0001)

(4.2)
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FHC

RHC

F IGURE 4.1: Cartoon showing focusing and defocusing of Pions by changing direction of curent in focusing horns to produce neutrinos in case of FHC (top) and antineutrinos in case
of RHC (bottom) [112]

The wrong sign component is the antineutrino (neutrino) component in
FHC (RHC) beam mode. There is a small fraction of wrong sign contamination in each mode of beam operation. It is observed that this wrong sign contamination is found to be higher in RHC beam mode [113]. This is because
of the difference in cross-section for neutrinos and antineutrinos. The crosssection for neutrinos is typically observed to be twice that of antineutrinos[ref:ref:pdg2021].
The composition of neutrinos and antineutrinos in NOvA Far Detector simulation is shown in figure 4.2 and NOvA Near Detector simulation is in is
shown in figure 4.3.
Measurement of oscillation parameters depend on channels νµ → νµ , νµ

→ νe , ν̄µ → ν̄µ and ν̄µ → ν̄e . The former two channels are probed during the
FHC mode of beam operation and the latter two during RHC mode. For accurate prediction and measurement of oscillation parameters, we should be
able to quantify the relative amount of neutrino and antineutrino events both
at the Near and Far Detector. At the Near Detector knowledge of our beam
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F IGURE 4.2: Near Detector simulation plots showing neutrino
and antineutrino composition in FHC (left) and RHC (right)
beam. As you can see wrong sign contamination is higher in
antineutrino dominant beam. [114]

F IGURE 4.3: Near Detector simulation plots showing neutrino
and antineutrino composition in FHC (left) and RHC (right)
beam. As you can see wrong sign contamination is higher in
antineutrino dominant beam. [115]
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composition helps us decompose the signal better and make predictions at
the Far Detector more accurate and thus gain more sensitivity towards appeared νe (ν̄e ) signal. The impact of our uncertainty in Final State interaction,
cross-section, and flux on our oscillation parameters measurement is shown
in figure 4.4. Thus estimation of wrong sign fraction is very important in
reducing and a better understanding of these systematics which impacts the
goals of the NOvA experiment.

F IGURE 4.4: Systematics affecting measurement of ∆m2 32 (left)
and sin2 θ 23 (right), Highlighted are the systematics affected by
wrong sign contamination in RHC beam [114]

4.2

Philosophy of the analysis

The main philosophy of wrong sign analysis lies in being able to statistically
establish the relative proportion of neutrino events from antineutrino events.
One of the main features used to distinguish these events is: In CC interaction when a neutrino interacts it is most likely to produce negatively charged
lepton corresponding to its flavor and a proton interacting through W+ boson and when antineutrino interacts it is most likely to produce positively
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charged lepton corresponding to its flavor and a neutron interacting through
W- boson. A special case of νµ for such Charged Current interaction is shown
in Feynman diagram 4.5 on the left.

F IGURE 4.5: Antineutrino νµ CC interaction Feynman diagram
shown on top left and corresponding plot for no. of simulated
protons produced for various interaction types (QE, RES, DIS,
COH, MEC) shown on top right. Similarly ν̄µ interaction Feynman diagram shown on botttom left and corrresponding plot
for no. of protons produced for various interaction types shown
on bottom right. The protons are counted if they have kinetic
energy of atleast 40 MeV. Number of proton plots taken from
[116]

Several protons observed during such neutrino and antineutrino interactions split by the type of their interactions (QE, RES, DIS, COH, MEC) are
shown in the corresponding plot toward right fig: 4.5. It can be seen that
neutrino interactions produce protons more often than antineutrinos. This is
one of the main handles in separating neutrinos from antineutrinos.
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There are several other kinematic and topological differences between
neutrino and antineutrino events. Some of those differences for νe and νµ
CC interactions are explained in section 4.2.1 and fig: 4.9 respectively. My research is mainly focused on νµ but I’m summarizing both for completeness.
The variables with kinematic and topological differences are given as input
to BDT (Boosted Decision Tree) [117]. A Decision tree performs the task of
classification or regression by recursively asking simple true or false questions that splits the data into the purest possible subgroups. Boosting is a
general technique, often used along with decision trees (but can apply to any
classification algorithm). Since it is hard to make a very good discriminator
and relatively easy to make a simple one that does marginally better. Such
weak performing discriminators are added along with stable decision trees to
boost their performance. Such a BDT classifier is trained on a known sample
of neutrinos and antineutrinos to identify and differentiate them. This algorithm is widely used in particle physics and shows good accuracy, is quite
simple and fast to train on a set of known samples.

4.2.1

Differences in νe and ν̄e events

Some of the variables that can be used to differentiate neutrinos are mentioned below [118].
• Reconstructed shower inelasticity: Conservation of angular momentum in center-of-mass frame disfavors scattering angle between lepton
and hadron greater than π/2 for antineutrinos. This means the outgoing leptons are more forward scattering for antineutrinos than for
neutrinos, resulting in smaller inelasticity for antineutrinos.
• Stretch Factor: Overall charge distribution of the event is different for
neutrinos and antineutrinos as νe tend to produce protons and electrons
and ν̄e tend to produce neutrons and positrons. The Stretch Factor (Σ)
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for charge density ρ can be computed according to equation 4.3. Σ is
higher for neutrino events.
Σ=

ρmax,z − ρmean,z
ρmean,z − ρmin,z

(4.3)

• (dE/dX)0 : Since in low-Q2 interactions, antineutrino events mostly produce neutrons, the hadronic energy deposited in first few planes are is
zero while neutrino events have definite energy deposited in first few
planes.
• CVN Final State proton: This is output of trained CVN classifier to identify proton events. Higher score corresponds to higher probability of
event having proton in it.
• Proton score: CVN score obtained from prong CVN as described in
section 2.4.7 for events which has more than 2 prongs.

4.2.2

Differences in νµ and ν̄µ events

Some of the variables that can be used to differentiate neutrinos are mentioned below. Many more other variables are explored and used in the next
section.
• Hadronic energy: Since νµ tends to produce protons and muons and
ν̄µ tends to produce neutrons and muons, the hadronic energy distribution is different for neutrinos and antineutrinos. Especially because
neutrons are neutral particles and don’t deposit as much energy in our
detectors.
• Direction of Muon: As mentioned in the previous section, outgoing leptons for antineutrino interactions are more forward than for neutrino
interactions.
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4.3

Wrong sign analysis using BDT

The principle idea of the analysis is to use classifiers, which utilize a ROOT
supported tool called TMVA (Toolkit for Multivariate Data Analysis)[119].
Machine learning classification algorithms are used to classify neutrinos from
antineutrinos by taking kinematic and topological variables as input to train
on a training sample (usually 2/3rd of the entire dataset), which comprises
simulated events and tested against their truth labels on remaining (remaining 1/3rd of the dataset). This trained classifier is then run on data events
to classify them into either neutrinos or antineutrinos. The classified simulated neutrinos and antineutrinos are then fit data to match their template
and the wrong sign fraction can be extracted which is now driven by data.
My research is mainly focused on estimating the wrong sign fraction using
different methods and using the results to explore the effect of the newly estimated wrong sign on neutrino oscillation parameters measured by NOvA.
The studies are restricted only to RHC beam mode as wrong sign contamination is found to be negligible in FHC beam mode [113].
The analysis was started by training different classifiers on our production 4 dataset (simulation made in 2017). Initially started exploring different
variables that have good discrimination power between neutrinos and antineutrinos. The first list of 26 variables was explored, by looking into the
discrimination power of each variable. This list was reduced to 16 variables
by excluding variables that are more related to calibration and detector effects but not intrinsic to neutrinos. The result of the BDT is as shown in
figure 4.6.
Further a multiclassifier was explored to differentiate the data set into
three categories: νµ CC QE, ν¯µ CC QE, and others by starting fresh with a
list of 33 variables which now included CVN trained variables and variables
related to muon energy. This was motivated by looking at just quasi-elastic
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F IGURE 4.6: List of 16 variables and their importance is shown
on left. The result of training and testing on these variables
for BDT classifier is shown on right. X-axis show BDT score
with 0.5 corresponding to neutrino like and -0.5 corresponding
to antineutrino like. Plot from [120]

events and classifying them accordingly as these events are better understood. The result of such multi classifier is shown in figure 4.7.

F IGURE 4.7: Result of training a multi classifier to classify
events into 3 categories: νµ CC QE, ν¯µ CC QE and others. BDT
response is shown with BDT score=1 being more νµ CC QE like
(left), ν¯µ CC QE like (center) and others like (right). Plot from
[121]

After presenting regular updates and sharing the findings with collaboration, it was concluded that using too many variables is detrimental to
network performance. Hence, it was decided to keep several variables to a
minimum and only those variables that are less correlated and have high importance. With these considerations, the decision was made to use two sets
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Rank
1
2
3
4
5
6

Calibrated variables
Hadronic Energy
Direction cosine
Total Energy
Muon Energy
Orphan hit Energy
No. of Michel electrons

Importance
2.18 e-01
1.88 e-01
1.81 e-01
1.58 e-01
1.42 e-01
1.12 e-01

Rank
1
2
3
4
5

Uncalibrated variables
No. of total hits
Hadronic hits
Direction cosine
No. of Michel electrons
No. of Muon hits

Importance
1.24 e+01
1.16 e+01
7.8 e0
3.6 e0
1.86 e0

TABLE 4.1: Calibrated (top) and uncalibrated (bottom) variables used as input for BDT with their importance shown in
right most column.

of variables: calibrated and uncalibrated. This was done to probe the effect of
calibration on the sensitivity of the network’s output. The selected variables
and their importance is shown in table 4.1.
The importance of the variable determines the ranking, which is a measure of how significant this variable is in the classification process. The rank
of a variable is determined based on its importance, which depends on how
often that variable is used in decision tree nodes, what the separation gained
because of it, and the number of events in that node. The correlation matrix
for these variables are shown in figure 4.8.
The variables are shown to be least correlated and have a different shape
when normalized to their area. The shape difference for each variable can
be seen in figure 4.9 for calibrated variables and figure 4.10 for uncalibrated
variables. For this iteration, the details about several events used in the training and test sample are given in the table 4.2.
The above-mentioned variables are used to train two classifiers: BDT
and MLPNN (Multi-Layer perceptron Neural Network). However, MLPNN
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F IGURE 4.8: Correlation matrix for calibrated (left) and uncalibrated (right) variables. Color and text inside each box shows
strength of correlation [122]

Sample type
training sample
test sample
data

no. of events
2745565
1312967
45198

TABLE 4.2: data set sample size shown for training and test
sample for simulation and data

didn’t show a good separation between neutrino and antineutrino distributions. Proceeding with BDT, all the systematics related to NOvA oscillation
analysis were applied. The shape-only systematics were computed, which is
all the systematics added in quadrature and area normalized to the central
value of simulation. Since the shape of the distribution is of interest for this
study, it was drawn on top of the area normalized BDT response and it was
confirmed that data lies well within our knowledge of systematics. The BDT
response from TMVA and area normalized BDT response with shape-only
systematics is shown in figure 4.11. The neutrino and antineutrino distributions are observed to be more separated for calibrated variables than uncalibrated variables.
Finally, a template fit method is employed to match the templates of neutrino and antineutrino distribution to data. This was done using a package
called TMINUIT [124]. A chi-squared cost function as shown in equation 4.5
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F IGURE 4.9: Calibrated variables shown according to rank of
their importance from left to right and top to down. Data
shown in black markers, Neutrinos in Blue, Antineutrinos in
dark red, total simulation in green, and sum of neutrinos and
antineutrinos in yellow [122].

is minimized to find the wrong sign fraction as shown in equation 4.4 for
RHC beam mode.
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F IGURE 4.10: Uncalibrated variables shown according to rank
of their importance from left to right and top to down. Data
shown in black markers, Neutrinos in Blue, Antineutrinos in
dark red, total simulation in green, and sum of neutrinos and
antineutrinos in yellow [122].

Wrong sign f raction =

Neutrinos
Neutrinos + Antineutrinos

(4.4)
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F IGURE 4.11: BDT response for calibrated (left) and uncalibrated (right) variables is shown on top. These distributions
are area normalized and plotted along with shape only systematics on the bottom of the figure [123].

2

χ =

n

( Data − simulation)2
error2
bins=0

∑

(4.5)

Where n is number of bins, and error is computed as
• if data > simulation
error2 = statistical error2 + systematic up error neutrinos2 + systematic
up error antineutrinos2
• if data < simulation
error2 = statistical error2 + systematic down error neutrinos2 + systematic down error antineutrinos2
• if data = simulation
error2 = 0
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The fit result for calibrated variables is shown in figure 4.12.

F IGURE 4.12: BDT response for before fit (left) and after fit
(right). Neutrinos shown in blue, Antineutrinos shown in dark
red, and data in black markers, sum of neutrinos and antineutrinos shown in green, which is the total simulation. On y axis
we have fraction of events for distributions normalized to their
area [125].

After this fit, the wrong sign is estimated to be 10.9±0.6%. The wrong
sign fraction increased by 0.3 % after the fit. This shows the estimated wrong
sign fraction from template fit is close to the simulated wrong sign fraction.
Similarly for uncalibrated variables, it can be seen from figure 4.13 that the
wrong sign fraction after the fit is 10.3±0.6% which is a 0.3% decrease from
before fit.
This shows that the estimated wrong sign fraction from template fit for
uncalibrated variables is close to the original wrong sign fraction from simulation. Since template fit results using calibrated and uncalibrated variables
don’t differ by a lot it can be concluded that the network is not very sensitive
before and after calibration is applied to our simulation. These results are
then compared to a multiverse plot of all possible wrong sign fractions for all
possible cross-section and flux systematics as shown in figure 4.14.
10201 universes of the simulation were generated with each universe having a modified value of cross-section weights, beam horn current, beam spot
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F IGURE 4.13: BDT response for before fit (left) and after fit
(right). Neutrinos shown in blue, Antineutrinos shown in dark
red, and data in black markers, sum of neutrinos and antineutrinos shown in green, which is the total simulation. On y axis
we have fraction of events for distributions normalized to their
area [125].

F IGURE 4.14: Comparision of wrong sign fraction against cross
section, flux systematic universes (left) and wrong sign fraction found with template fit method for calibrated and uncalibrated (nhit) variables (right) along with wrong sign fraction
computed from neutron capture method. [125].

size, beam position, and magnetic field. This is done to estimate all possible wrong sign fractions that can occur when these parameters are tweaked
slightly and is a representation of the allowed uncertainty in wrong sign fraction by cross-section and flux mis-modeling effects. The results are found
to be in good agreement with our understanding of systematics and have a
good overlap with the wrong sign fraction computed based on the neutron
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capture method by another collaborator in the experiment [126].

4.4

Wrong sign contributions to 2020 oscillation analysis

In this section, my contributions to wrong sign analysis study for "Neutrino 2020" conference results will be summarized. This analysis method
was developed by a collaborator in NOvA experiment. The reason to use
this method is to establish confidence in our result by estimating wrong sign
fraction using diffferent method than template fit. We first divide the sample
into statistically enhanced wrong sign (ν) and right sign (ν̄) samples based on
output of any classifiers (can be BDT score or CNN score or prong CVN score
etc). The cut value is determined by optimizing the FOM (Figure Of Merit)
as a function of classifier score. The signal "S" includes all neutrino events (
νe + νµ + NC (ν) ) and background "B" includes all antineutrino events ( ν̄e
√
+ ν̄µ + NC(ν̄) ) and FOM is determined using the formula FOM = S/ S + B.
Following equations are definited to compute wrong sign fraction equation:
4.6[116].

αBRS + βSRS = DRS

(4.6)

αBWS + βSWS = DWS

where the subscripts RS denotes statistically enhanced Right Sign sample
(ν̄) and WS denotes statistically enhanced Wrong Sign (ν) sample. D represents Data. The parameters α and β are scaling parameters for RS and
WS sample respectively. With this equation we construct a prediction matrix
equation: 4.7 and calculate covariance matrix as shown in equation: 4.8. Finally wrong sign fraction is computed as equation: 4.9 with error given by
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equation: 4.10.




 BRS SRS 
A=

BWS BWS




0
σData RS
 T
−1
C = M
 M where M = A
0
σData WS

Wrong sign f raction =

(4.7)

β(SRS + SWS )
β(SRS + SWS ) + α( BRS + BWS )
s

Wrong sign error =

C22 (SRS + SWS )2
( DRS + DWS )2

(4.8)

(4.9)

(4.10)

The analysis was started by exploring the best proton prong score (using CVN) in the event as an input classifier variable to separate the wrong
sign and right sign enhanced components. The distribution split according
to whether they are neutrino or antineutrino events is shown in fig: 4.15.

F IGURE 4.15: Distribution showing neutrinos and antineutrinos in NOvA simulation from production 5 campaign for Low
PID (left) and High PID (right) selection. Neutrinos are shown
in red and antineutrinos are shown in blue [127].

This part of analysis is only restricted to νe selection. After looking at
figure:4.15 best cut value was determined to be 0.95 because neutrinos are
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higher than antineutrinos after that bin. Using this cut value the νe distribution for Low PID and High PID selection is shown in fig: 4.16

F IGURE 4.16: Energy vs number of events plotted for νe selection for Low PID (left) and High PID (right) [127].

and above wrong sign equations, the wrong sign was determined and
plotted against a multiverse plot of flux and cross-section systematics. This
is shown in figure 4.20. The computed wrong sign fraction is found to be in
good agreement for High PID νe selection. However, for low PID νe selection
the computed wrong sign was found to be lower than the wrong sign allowed
by the multiverse curve shown in blue. This is because the Low PID selection
has low purity and has a lot of background.
Further, A CNN was retrained by my colleague Micah Groh using CVN
architecture 4.18. The network was trained on true electron and muon neutrinos and antineutrinos. The training composition shown along with the
separation between neutrinos and antineutrinos is quite promising with two
separated distributions as shown in fig: 4.17.
Hence for future analysis, it was decided to use this network to differentiate between neutrinos and antineutrinos. First using FOM plots the cut value
for sample separation is found as shown in figure 4.18.
The maximum value of FOM is found by finding the maximum value of
√
s/ s + b for wrong sign CNN score distribution. From here on, this CVN is
referred to as "wrong sign CNN" throughout the rest of the thesis. The cut

116

F IGURE 4.17: Training sample composition as shown in the figure (top) is used to train CNN which classifies neutrinos from
antineutrinos. The distribution of Wrong sign CNN score for νµ
(bottom left) and νe (bottom right) [128].

F IGURE 4.18: Wrong sign CNN FOM plots on the top shown for
Numu (top left), Low PID Nue (top center) and High PID Nue
(top right). Purity is plotted in red, Efficiency in Blue and
√ product of purity and efficiency in green. On the bottom s/ s + b is
plotted for wrong sign CNN score for Numu (bottom left), Low
PID Nue (bottom center) and High PID (bottom right) [128].
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value for the Nue sample was found to be 0.3 and for the Numu sample, the
cut value was 0.56 fig: 4.18.
Using these cut values the Nue and Numu samples are split into a wrong
sign and right sign enhanced regions, which is shown in figure 4.19.

F IGURE 4.19: Numu distribution (left)[128], Low PID Nue selection (center) and High PID Nue selection (right), after being
split into wrong sign and right sign enhanced [129]

Utilizing these computed enhanced samples a fit is performed as described
in the equations above. The computed wrong sign is shown along with the
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multiverse curve in figure 4.20.

F IGURE 4.20: Wrong sign fraction plotted against the multiverse of possible wrong sign values allowed by cross section
and flux systematics shown for Numu (left), Low PID Nue (center) and High PID Nue (right) selection. 10201 universes of
simulation was generated with each universe having a modified value of cross section weights, beam horn current, beam
spot size, beam position, magnetic field. This is done to estimate all possible wrong sign fraction that can occur when these
parameters are tweeked slightly and is a representation of the
allowed uncertainty in wrong sign fraction by cross section and
flux mis-modeling effects.[129]

In the Numu sample, the wrong sign fraction is computed by the Wrong
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sign, the CNN method shows a marginal agreement with the multiverse
curve. The associated error is found to be minimal because of high statistics. Similarly, the wrong sign fraction computed in the High PID Nue sample using the Wrong sign CNN method is found to agree with the multiverse
curve. For the Low PID Nue sample, the wrong sign CNN method computes
the wrong sign fraction to be much larger than the allowed values by our systematic. This might be because of the low purity in the low PID Nue sample.
These results were presented at the conference "Neutrino 2020" in form of a
poster [130].

4.5

Beam Composition analysis

So far the wrong sign fraction is only used as a measure of cross-checking.
Part of the problem was that the Near Detector RHC sample can be sensitive
to systematic variation if separation power is not good enough [131]. Since
the CNN classifier showed promising separation fig: 4.17 decision was made
to use this classifier to constrain the wrong sign fraction. In addition to the
νµ sample we use in our standard oscillation analysis (contained sample),
an additional set of uncontained νµ samples was found useful to be looked
at. Uncontained events are the events that are not fully contained in Near
Detector but can still be used to gain sensitivity to beam composition in the
analysis. By selecting additional events we increase the statistics of the sample, Also Uncontained sample has a relatively higher proportion of Kaons
which further helps to constrain neutrino-antineutrino proportion and thus
helps us gain sensitivity. Now with both contained and uncontained sample
together we constrain the beam composition π - , π + , K- , K+ which also means
putting constraint on neutrino and antineutrino composition ( for equations
refer: 2.1.1). Since the pions and kaons from the beam decay into neutrinos
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which appear in both contained and uncontained samples, if we can constrain the relative rate of these hadrons we can constrain the relative proportion of neutrinos and antineutrinos produced by the beam as seen by our
Near Detector. The barνµ CC sample split into contained and uncontained
samples, decomposed into their parent type is shown in fig: 4.21. Looking
at histograms for neutrino energy, it can be seen that the contained sample
mainly comprises of π - and π + , but using an uncontained sample in addition
we now have a handle on K- , K+ to constrain the beam composition. Though
the CNN was trained on contained samples the performance is comparable
for both contained and uncontained samples fig: 4.21.

F IGURE 4.21: Wrong sign CNN ID distribution for contained
(left) and uncontained (center) samples are shown. Neutrinos
are shown in red and antineutrinos are shown in blue. νµ decomposition (right) by parent types, split into uncontained (left
half of the plot)and contained (right half of the plot) is shown.
X axis represent neutrino energy and y axis represents number
of events/0.25 GeV. Contained sample is binned 0.25GeV/bin
and uncontained sample is binned 1.5GeV/bin but reweighted
to represent 0.25GeV/bin. [132]

The first step for the analysis is to find the Wrong sign CNN cut value to
separate the sample into the enhanced sample by looking at FOM plots. Two
types of splitting are tried: two-way split and three-way split. For two way
split, the cut is placed at the maximum value of purity*efficiency. This cut
value separates the sample into Wrong Sign and Right Sign enhanced regions
for both contained and uncontained samples. For a three-way split, the area
under purity*efficiency is computed and split into 3 equal parts giving us a
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Low and High cut value. The first 1/3rd region is Righ Sign enhanced, second
1/3rd region is Mixed sign region, third 1/3rd region is Wrong Sign enhanced
region. This is shown in figure 4.22.

F IGURE 4.22: At the top we have FOM plots for contained
(top left) and uncontained (top right) sample split into two (WS
enhanced and RS enhanced) regions. At the bottom we have
FOM plots for contained (bottom left) and uncontained (bottom right) sample split into three (Wrong Sign enhanced, Mixed
Sign, Right Sign enhanced) regions. Purity is shown in red, Efficiency in blue and their product in green [132].

For the fitting procedure, the template fit method is employed as described in section 4.3. All the shape-only systematics related to oscillation
analysis is applied except for beam-related systematics because that is what
is being fit for. Then a chi-squared cost function as described in the equation 4.5 is minimized with 4 free parameters, which are hadronic fraction of
each parent hadron: π - , π + , K- , K+ . Also, the neutrino energy distributions
for K- and K+ in the uncontained sample looked were flat and gave little
shape information for template fit and other variables like Hadronic Energy
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were explored. It was found that distributions were more uncorrelated and
showed more shape difference which provides shape information to perform
template fit for Hadronic Energy and decided to use that variable for fitting.
This is shown in figure 4.23.

F IGURE 4.23: Neutrino energy (left) and Hadronic energy
(right) are shown along with ratio of their difference to their
sum is shown at the bottom. It can be seen clearly that the Kand K+ distributions looks more different for Hadronic energy.
[133].

The fit was performed on two sets of samples: one by splitting the sample
into 3 (WS, MS, RS enhanced) regions using wrong sign CNNID and the
second by not splitting them based on CNN. This was done to see the effect
of the splitting of the analysis sample by comparing it to unsplit. Throughout
this section, the former is addressed as the split method, and the latter is
addressed as an unsplit method. The fit was performed in two-step: first
contained sample is used to fit with π - , π + as free parameters as the contained
sample is mostly π - and π + . Then these fit parameter values are fixed and
used to fit uncontained samples with K- and K+ as free parameters. Look
at the fit for the unsplit sample, the first step of fit for a contained sample
is shown in figure 4.24. The chi-squared/DOF (degree of freedom) value
reduces from 24.1 to 1.5 with parameters shown in table 4.3.
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F IGURE 4.24: Neutrino Energy distribution for unsplit contained sample before fit (left) and after fit (right) is shown. Systematics band is shown in salmon pink [134].

Beam Component
ππ+

Scale after fit
0.945446
0.463665

Uncertainty in the scale factor
1.00090 e-02
1.39870 e-01

TABLE 4.3: Fit parameters computed by fit algorithm for unsplit contained sample[133]

The second step of fit for an uncontained sample is shown in figure 4.25.
The chi-squared/DOF (degree of freedom) value reduces from 37.5 to 1.4
with parameters shown in table 4.4.

F IGURE 4.25: Hadronic Energy distribution for unsplit uncontained sample before fit (left) and after fit (right) is shown.
[134].
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Beam Component
KK+

Scale after fit
1.33515
1.34517

Uncertainty in the scale factor
2.28011e-01
2.95944e-01

TABLE 4.4: Fit parameters computed by fit algorithm for unsplit contained sample[133]

Beam Component
ππ+

Scale after fit
0.902811
1.26907

Uncertainty in the scale factor
3.77244 e-03
2.36380 e-02

TABLE 4.5: Fit parameters computed by fit algorithm for unsplit contained sample[133]

Looking at the fits for the split sample. The first step of fit is shown in
figure 4.26. The chi-squared/of value is reduced from 22.9 to 6.7. The value
of fit parameters is shown in table 4.5.

F IGURE 4.26: Neutrino Energy distribution for split contained
sample before fit (left) and after fit (right) is shown. [134].

The second step of split uncontained sample fit is shown in figure 4.27.
The chi-squared/dof value is reduced from 97.9 to 2.16. The value of fit
parameters is shown in table 4.6. As you can see the scale factors for π +
and K+ are greater than one and hence suggesting that the proportion of byproducts of these hadrons which are neutrinos must be increased and the
contribution of antineutrinos from π - and K- parent hadrons decay must be
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F IGURE 4.27: Neutrino Energy distribution for split uncontained sample before fit (left) and after fit (right) is shown.
[134].

Beam Component
KK+

Scale after fit
0.391151
1.83073

Uncertainty in the scale factor
2.94661 e-02
8.25716 e-02

TABLE 4.6: Fit parameters computed by fit algorithm for unsplit contained sample [133]

reduced as the scale factor is less than one. Thus the fit suggests that the
wrong sign fraction should be higher than the currently simulated value.
In the next step of this analysis, these computed scales are then used to
adjust the decomposition of the Near Detector sample into its constituent
parent types. The scales are applied to νµ and ν¯µ components of νµ selection.
νe and ν¯e components are very small hence scales were not applied to this.
Then the components are proportionally scaled 1 so that the total simulation
matches the data. Because of the mechanism involved this decomposition is
called "template fit decomposition of νµ selection". The decomposition for
nominal (no scales applied), unsplit, and split are shown in figure 4.28.
1 proportional scaling is when the relative proportion of constituents remains the same but

the entire simulated histogram is scaled to match the data. Such decomposition is referred
to as proportional decomposition throughout this thesis.
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F IGURE 4.28: Neutrino energy distribution without any scales
applied (left) and template fit decomposition with unsplit
scales applied (center) and split scales applied (right). Corresponding wrong sign fractions are given at the bottom of each
distributtion. [133].

Further these scales are applied to both High PID and Low PID νe selection as well. Unlike νµ , here scales are applied to all νµ , ν¯µ , νe and ν¯e components as they are not negligible. The components are then proportionally
scaled to match to the data just like in νµ case. The decomposition for nominal (no scales applied), unsplit and split for Low PID (bottom) and High PID
(top) are shown in figure 4.29.
A comparison of wrong sign fraction for νµ , High PID and Low PID νe
selection against multiverse curve (which spans possible wrong sign fractions for different universes of cross-section and flux values within allowed
systematics) is shown in figure 4.30.
Looking at νµ wrong sign comparison, both the unsplit and split methods
depict measured wrong sign values within 1 standard deviation of the multiverse curve. However, νe wrong sign comparison shows that the unsplit
method gives the wrong sign fraction which is well within 1 standard deviation for both Low and High PID but the split method estimates the wrong
sign fraction to be much larger. The reason for this is not well understood
and is an ongoing effort in the collaboration. This disagreement comes from
the fit values of scale factor for π + and K+ being greater than 1.
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F IGURE 4.29: Neutrino energy distribution for νe selection.
High PID selection is given at the top row and Low PID selection is given at the bottom row. Without any scales applied
(left) and template fit decomposition with unsplit scales applied (center) and split scales applied (right). Corresponding
wrong sign fractions are given at the bottom of each distributtion. [133].

F IGURE 4.30: Wrong sign fraction computed for νµ (left), Low
PID νe (center) and High PID νe (right) selection is show along
with multiverse curve shown in blue [133].
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4.5.1

Results

After energy spectra for νµ and νe selection is decomposed into their parent
particle types they are regrouped into νµ , νe , ν¯µ , ν¯e , ν NC and ν̄ NC. This template fit decomposed predictions are then extrapolated to give several neutrinos we expect to see at Far Detector for νµ disappearance and νe appearance
channels according to the neutrino oscillation model. To check the impact of
split and unsplit template fit decomposition on measured oscillation parameters they are compared to results from nominal (no scales applied) samples
for 4 different δcp values: 0, π/2, π, 3π/2. Four fake data1 files are generated
using nominal, which are exactly equal to nominal predictions for 4 possible
values of δcp . The analysis is carried on for RHC only sample as the impact
of this analysis on oscillation parameters was not noticeable for both RHC
and FHC joint analysis. Considering both RHC and FHC From here on we
will look at the plots for each of 4 δcp values ( 0, π/2, π, 3π/2 ) and 3 kinds
of samples (nominal, unsplit, and split), 12 plots in total.

Far Detector energy distributions
Looking at the Far Detector reconstructed neutrino energy distributions for
νµ and ν̄µ disappearance channel. These plots are shown in figure 4.31. The
data and simulation match exactly for the nominal sample because fake data
is made from the nominal sample (left column of plots). This is compared
to unsplit (center column) and split (right column). Comparing nominal to
unsplit we can see that the wrong sign fraction is decreased, this component
is shown in green in the plots. The effect of this is seen as the simulation is
slightly less in higher energy bins compared to fake data. Similarly comparing nominal to split we can see the wrong sign increased going from nominal
1 Fake

data is often used in Data analysis to interpret the effect of an analysis on the results. Fake data is a data-like histogram drawn from a simulated histogram with appropriate
scaling and statistical errors assigned based on input POT
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F IGURE 4.31: Far Detector νµ energy distribution for νµ disappearance channel. From top to bottom we have 4 rows of plots
for δcp values 0, π/2, π, 3π/2 respectively. and from left to
right we have 3 plots in each column for nominal, unsplit and
split samples in the same order. [134].

to split. This is in accordance to measure the wrong sign value from figure
4.30. This trend of behaviour is seen for all 4 δcp values of 0, π/2, π, 3π/2. It
can be concluded that the effect on extrapolated Far Detector energy distribution is minimal.
Now let’s look at the Far Detector reconstructed neutrino energy distributions for νe appearance channel. The data and simulation don’t match exactly
for the nominal sample because the fake data generated from the nominal
sample is rounded off to the next nearest integer to represent real electron
neutrino events. This wasn’t the case for νµ because there variable binning
is used but here fixed binning width of 0.5 GeV is used. Looking at energy
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spectra, not much difference is observed going from nominal to unsplit and
nominal to split. The small differences can be seen from nominal compared
to split into High PID regions. The effect of template fit decomposition for νe
appearance channel is found to be minimal. Since the appeared νe signal is
very small and the corrections applied to this component are also small not a
huge difference in energy distribution is observed. The results of performing
fit procedure to estimate sin2 θ23 and δCP for nominal, unsplit and split are
shown for 4 δcp values in figure 4.32.

F IGURE 4.32: Far Detector νµ energy distribution forνe disappearance channel. From top to bottom we have 4 rows of plots
for δcp values 0, π/2, π, 3π/2 respectively. and from left to
right we have 3 plots in each column for nominal, unsplit and
split samples in the same order. [134].
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Contours
To understand the impact of this analysis on oscillation parameters it is helpful to look at contour plots for ∆m2 32 , sin2 θ 23 and δcp plotted against each
other, showing the best fit point along with 1σ, 2σ and 3σ contours. The
model is fit for both NH (Normal Hierarchy) and IH (Inverted Heirarchy)
assumptions. Best fit point is drawn for the one which gives minimum value
for log likelihood function while performing the fit. These fits does not include Feldman-Cousins correction. In this section we will look at two contours: δcp contour vs sin2 θ 23 and sin2 θ 23 vs ∆m2 32 .

F IGURE 4.33: δcp contour plotted against sin2 θ 23 for NH assumption. From top to bottom we have 4 rows of plots for δcp
values 0, π/2, π, 3π/2 respectively. and from left to right we
have 3 plots in each column for nominal, unsplit and split samples in the same order. [134].
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The δcp contour vs sin2 θ 23 contours for NH assumption is shown in figure
4.33. Comparing nominal and unsplit, we can conclude that the contours get
sightly bigger and best fit point moves slightly towards larger δcp values for
all δcp values except for 3π/2, where the value decreases slightly. Similarly,
comparing nominal and split, we can conclude that contours get slightly
smaller and best fit point moves slightly towards higher δcp for δcp =0,3π/2
and lower for δcp for δcp =π,π/2. This implies increased wrong sign results
in slightly smaller contours and viceversa. Correspondingly, same contours
for IH assumption is shown in figure 4.34.

F IGURE 4.34: δcp contour plotted against sin2 θ 23 for IH assumption. From top to bottom we have 4 rows of plots for δcp values
0, π/2, π, 3π/2 respectively. and from left to right we have 3
plots in each column for nominal, unsplit and split samples in
the same order. [134].

Comparing nominal and unsplit, we can conclude that contours get slightly

133
smaller, and comparing nominal and split, we can see that contours get slightly
bigger. This means, that increasing the wrong sign increases the contours
slightly.
Now lets look at sin2 θ 23 vs ∆m2 32 contours. The contours for NH assumption is shown in figure 4.35. The figure shows that going from nominal
to unsplit, the contour gets slightly smaller and best fit point moves slightly
towards higher ∆m2 32 . Comparing nominal and split, contour gets slightly
bigger and best fit point moves slightly towards lower ∆m2 32 .

F IGURE 4.35: ∆m2 32 contour plotted against sin2 θ 23 for NH assumption. From top to bottom we have 4 rows of plots for δcp
values 0, π/2, π, 3π/2 respectively. and from left to right we
have 3 plots in each column for nominal, unsplit and split samples in the same order. [134].

Similarly looking at the IH assumption as shown in figure 4.36. From this
we can conclude that going from nominal to unsplit, contours get slightly
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smaller, and comparing nominal and split, contours get slightly bigger.

F IGURE 4.36: ∆m2 32 contour plotted against sin2 θ 23 for IH assumption. From top to bottom we have 4 rows of plots for δcp
values 0, π/2, π, 3π/2 respectively. and from left to right we
have 3 plots in each column for nominal, unsplit and split samples in the same order. [134].

Profiles
More insight can be drawn from the significance of rejection of NH and IH
and best fit value by looking at profile plots.

1

In this section we will discuss

the impact of this analysis on measured oscillation parameters by looking at
∆m2 32 , sin2 θ 23 and δcp values plotted against significance of rejection along
y-axis. First lets look at profile plots for δcp shown in figure 4.37. Comparing
1 Profile

plots are derived by plotting the lowest value χ2 , when other parameters which
are not present in the plot of interest is varied
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nominal to unsplit we can see that the IH curve moves slightly upwards indicating that the IH significance of rejection is slightly increased. NH curve also
moves slightly upwards for δcp = π and 3π/2 for non best fit points meaning
we can reject the non best fit values with slightly higher significance.

F IGURE 4.37: δcp is plotted against significance of rejection.
From top to bottom we have 4 rows of plots for δcp values 0,
π/2, π, 3π/2 respectively. and from left to right we have 3
plots in each column for nominal, unsplit and split samples in
the same order. [134].

Looking at ∆m2 32 plots for significance of rejection as shown in 4.38, neither NH or IH curve seems to move up and down. But it can be seen that best
fit point moves slightly towards higher ∆m2 32 value going from nominal to
unsplit. Opposite behaviour is seen for ∆m2 32 while going from nominal to
split.
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F IGURE 4.38: ∆m2 32 is plotted against significance of rejection.
From top to bottom we have 4 rows of plots for δcp values 0,
π/2, π, 3π/2 respectively. and from left to right we have 3
plots in each column for nominal, unsplit and split samples in
the same order. [134].

Lets look at sin2 θ 23 profile fig: 4.39. We can see that as we go from nominal to unsplit, the maximal mixing ( sin2 θ 23 = 0.5) is rejected with higher
significance for both NH and IH curves, and comparing nominal to split, we
can see that lower octant of sin2 θ 23 is now rejected with higher significance
as the curves move slightly up in this region.
Finally, to summarize all the results, it is evident from this analysis that
the impact of change in wrong sign fraction due to mismodeling is minimal.
There is no significant change in the measured value of neutrino oscillation
parameters. For the lower value of wrong sign (unsplit) significance of rejection is slightly increased for IH and maximal mixing of sin2 θ 23 , meaning we
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F IGURE 4.39: sin2 θ 23 is plotted against significance of rejection.
From top to bottom we have 4 rows of plots for δcp values 0,
π/2, π, 3π/2 respectively. and from left to right we have 3
plots in each column for nominal, unsplit and split samples in
the same order. [134].

can reject IH and maximal mixing of sin2 θ 23 with slightly higher confidence
and for higher wrong sign value significance of rejection is slightly decreased
for IH and lower octant of sin2 θ 23 value can be rejected with slightly higher
confidence.
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Chapter 5

Test Beam
5.1

Introduction

F IGURE 5.1: Comparision of NOvA Far Detector (left), Near
Detector (center) and Test Beam detector (right) [135]

The NOvA Test Beam program started its operations in 2019 to improve
our understanding of NOvA detectors. The program involves commissioning, operation, and analysis of data from the scaled-down version of our
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NOvA detector called "Test Beam detector". Figure 5.1 shows Test Beam detector when compared to NOvA detectors. In this chapter, the NOvA Test
Beam program will be explained and some of my contributions, and analysis
will be discussed.

5.1.1

Motivation

The main goal of the NOvA experiment is to measure neutrino oscillation parameters. This measurement of νµ disappearance and νe appearance is done
by measuring the energy of neutrinos at the Near and Far Detector (eg: see
figure 3.12 ). When a neutrino interacts through CC interaction, produces lepton of its corresponding flavor and hadronic shower. Currently, simulation
is used to guide the identification and differentiation of these components.
This is done based on particle CVN output (described in the section: 2.4.7
), which is trained on simulation. Additionally as explained in section 2.3.4,
simulation is used in the calibration of the energy which further contributes
to uncertainties in energy reconstruction. As shown in figure 5.2, detector
calibration is one of the leading systematic uncertainties in measuring neutrino oscillation parameters.
NOvA Simulation
Detector Calibration
Neutron Uncertainty
Lepton Reconstruction
Neutrino Cross Sections
Detector Response
Near-Far Uncor.
Beam Flux
Systematic Uncertainty
Statistical Uncertainty
−0.05

0

0.05

Uncertainty in ∆m232 (×10-3 eV2)

F IGURE 5.2: Simulated effects of different systematic categories on ∆m2 32 parameter estimation in the joint FHC+RHC
numu+nue fit in 2020 analysis [136]
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Also, lepton reconstruction and detector response systematics are some
of the additional uncertainties related to energy which affects the oscillation
analysis. Thus, reducing these systematics will increase accuracy and confidence in our measured oscillation parameters. The main goal of the Test
Beam program is to reduce these energy-related systematics by understanding our detector performance better and improving our simulation. Unlike
in Near and Far Detector, where particle energy is measured using the detectors, in Test Beam we know the information about particle before it enters
the detector, this information can be used to measure and understand the response of our detectors to these known particles[135]. The goals of the Test
Beam program are summarized below [137].
• Study detector response to hadron, muon, and electromagnetic showers in comparison with simulation mode. The studies involve establishing an absolute energy scale, determination of energy resolution,
studying topological features and resolution, and studying particle signatures.
• Study light yield and response, which involves investigating and understanding Cherenkov light contributions, fiber attenuation, and Birks
constant.
• Build a large library of different types of particles at known energies
and angles of incidences to facilitate the development of machine learning algorithms to help and identify different particles we see in the detector.

5.2

Test Beam components

The NOvA Test Beam is comprised of three main components: beam delivered from the Fermilab Accelerator Division, beamline components used for
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tagging particle type and measuring its properties, and the Test Beam detector to study these tagged particles. In this section experimental setup, different components, and their functions within the Test Beam program will be
explained.

5.2.1

Beam

Beam for both the neutrino NOvA detectors (Near and Far) and the Test
Beam detector is delivered by the Fermilab Accelerator Division. As explained in the section 2.1, 400 MeV protons circulating in Booster, are captured in 84 bunches or 1 batch which is 1.6µs long. These protons are accelerated to 8 GeV by the Booster. Each bunch is 19ns long (called 1 RF bucket)
and the Main Injector can accommodate 7 batches at a time, which is equal
to 11.2µs long. The beam structure is shown in figure 5.3.

F IGURE 5.3: Stucture of Beam explaining different terminologies.19ns=1 RF bucket, 84 RF buckets or 1.6µs = 1 batch, 7
Batches in one cycle = 11.2µs, length of spill = 4.2s, spill repeated every 60s [138]
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Protons are extracted from Main Injector (MI) using the Quadropole Extraction circuit, and the rate of extraction is controlled using the Quadrupole
eXtraction Regulator (QXR). The beam is extracted over 375,000 MI cycles to
create a continuous 4.2s spill, which is delivered to the Switchyard complex;
every beam spill is repeated every minute. The Switchyard complex then directs this beam to experiments at the Fermilab Test Beam Facility and other
users such as SpinQuest [139] etc. This beam is referred to as a primary beam
and has an energy of 120 GeV. The beam from the switchyard is then directed
towards MCenter (Center Meson Beamline) shown in the figure 5.4.

F IGURE 5.4: Birds eye view of acclerator complex (left) and Fermilab Test Beam Facility (FTBF) located on Fermilab campus

At Mcenter, the beam is steered through different enclosures named MC1
- MC6. At MC6, the beam particles are then collided with a copper metal
target to make a "Secondary beam", which has lower momentum compared
to incoming beam particles and is made up of protons and pions. We select 64 GeV/c momentum particles by adjusting the magnetic field in dipole
magnets. Since the beamline trajectory is slightly upward, the particles of
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unwanted momentum can be deflected away easily and blocked by collimators to filter out particles of momentum much greater than or much lesser
than 64 GeV/c. The beam particles are now 100 m away from the Test Beam
detector which is placed at the MC7 enclosure. In MC7, the secondary beam
is incident on a second copper target, 14m upstream of the Test Beam detector to produce a "Tertiary beam" of momentum 0.2 - 20 GeV/c. This covers
the typical energy range of charged particles we see at the Near and Far Detectors. The tertiary beam is comprised of protons, electrons, kaons, muons,
and pions.

5.3

Tertiary Beamline components

F IGURE 5.5: Beamline components for the Test Beam. Block
diagram of top view is shown at the top and the corresponding
beamline components are highlighted on the picture from MC7
enclosure in the side view shown at the bottom. Direction of
beam is from right to left. [135]

The beamline components for tertiary Test Beam are shown in figure 5.5.
There are 5 main components in beamline: time of flight system, analyzer
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magnet, collimators, wire chambers, and Cherenkov detector. These components are used to identify the type of particle going through the beamline and
measure their properties. The principle idea is to use the magnet to select particles of a certain momentum range, use time of flight to measure the speed
of particle, and wire chamber to measure the exact location of particle thus
reconstructing particle trajectory and finding their momenta. Additionally,
the threshold Cherenkov detector is used to tag electrons passing through.
With all this information we can identify and label the particles as one of
the following possibilities: protons, electrons, pions/muons, and kaons. We
shall go through each of the components in detail.

5.3.1

Time of Flight system

The main purpose of the Time of Flight (ToF) system is to measure the time
taken for a particle to travel between two ToF detectors. We have three
ToF arms: Upstream (US) ToF using Photo Multiplier Tube (PMT) readout,
Downstream-1 (DS-1) ToF using PMT, and Downstream-2 (DS-2) ToF using Silicon Photo Multiplier (SiPM). The location of each ToF is shown as
green blocks in figure 5.5. Each ToF is made of a scintillator paddle and 4
PMTs/SiPMs, each located at one of the 4 corners of the square-shaped ToF
as shown in fig: 5.6.
Before 2021, two ToFs DS-1 and DS-2 were next to each other at the front
face of the detector. But, from run 3 (after 2021), the ToF DS-1 was moved
upstream, just downstream of wire chamber 4, to increase the particle acceptance rate.
Up to four signals are read by a single ToF, shown in 4 different colors in
figure 5.6. The dip of the curve gives a measure of the time at which the particle passed through that particular ToF. This is identified using the Constant
Fraction Discriminator algorithm. The reconstructed time is then calibrated
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F IGURE 5.6: Block diagram of ToF system along with a picture
of the component is shown on left column. ToF reconstruction
explained, showing 4 signals from each of the PMT/SiPM of
each ToF. Uncalibrated US ToF signals are shown at center top
and Calibrated DS-2 ToF signals shown at bottom center. Calibrated US and DS ToF signals are shown in right most column
also shows difference in hit time for particle [135].

to account for different cable lengths and delays in electronics. The DS-1 time
stamp is considered fixed and the other ToF times are adjusted accordingly.
Since US ToF is closest to readout electronics, a large correction is needed for
this. Once the dips are identified, the number of clock ticks is computed between ToFs by simply taking the difference between them. This is combined
with the digitization frequency to get the time taken by that particle to travel
between those two ToF detectors.

5.3.2

Analyzer Magnet

An electromagnet, shown in figure 5.7 is used to bend the particles passing
through the beamline components. The magnet is placed between the second
and third wire chambers and the current in the magnet is adjusted to select
the momentum of interest for selected particles. The sign of current in the
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F IGURE 5.7: A picture of electromagnet is shown (left), along
with side view (top) and top view (bottom) of a particle entering and exiting the magnetic field [140].

magnet selects particle charge. A side view of the particle trajectory relative
to the magnet is shown in figure 5.7(top). The perpendicular component of
momentum P⊥ can be found using equation 5.1

P⊥ = p cos( β)

(5.1)

where β is the angle between the horizontal axis of the magnet and the
particle trajectory (shown in blue in figure 5.7). The momentum of the particle passing through the magnet equation: 5.3 can be derived by equating the
Lorentz force to the centripetal force as shown in equation 5.2.
γmv2⊥
= qvB
R

p=

(5.2)

qBL

[sin(α2

+ 8◦ ) − sin(α

1

+ 8◦ )] cos( β)

(5.3)

where, L is length of magnetic field, B is strength of mangetic field, α1 and
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α2 are the angles of trajectory the particle make as it enters and leaves the
magnetic filed. and 8◦ is the angle that the horizontal axis of magnet makes
with respect to Z-axis. Typically, magnet current of 1kA, 500A and 750A
for both polarities are used for selecting different momentum particles for
analysis.

5.3.3

Wire Chambers

There are 4 MWPC (Multi-Wire Proportional Chambers, hereafter referred
to simply as wire chambers) in the beamline, 2 upstream of the magnet and
2 downstream of the magnet. These are used to track the position of particles passing through the beamline. Each Wire chamber is a 5.5" × 5.5"
square chamber, filled with Argon, Isobutane, and Methylal in an 82:15:3
ratio. There are two sets of 128 gold plated tungsten wires of 1mm pitch,
forming a grid in X and Y, as shown in figure 5.8.

F IGURE 5.8: A picture of MWPC (Multi Wire Proportional
Chamber) along with its components is shown on the left. A
XY grid of wires shown at the top. An illustration of how wire
chamber works is shown at the bottoms[135].
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As the particle passes through the gas chamber it ionizes the gas nearby
and the ionization electrons are accelerated towards the anode because of the
applied high voltage of ~2kV. Isobutane is a quenching agent, which neutralizes the Argon ions. The constant flow of gas is maintained in the wire chamber. TDC (Time-to-Digital Controller) readout is used to digitize the time
stamp of the hits. Each TDC reads 64 channels, therefore 4 TDCs are required
for each MWPC (2 for each plane). With the location of the particle known
from 4 wire chambers, the trajectory of the particle can be reconstructed and
the momentum can be calculated using the known magnetic field within 13% resolution.

5.3.4

Threshold Cherenkov Detector

F IGURE 5.9: Picture of Cherenkov detector show on left bottom
along with block diagram at the top left. Cherenkov threshold
for different particles plottted against the pressure of gas inside
Cherenkov detector is shown on the right [135].

The threshold Cherenkov detector is used to tag electrons in the beamline.
This is shown as a green block in figure 5.5. The threshold Cherenkov detector is just upstream of DS-2 ToF. A picture of the Cherenkov detector and its
block diagram is shown in figure 5.9. It is made of two stainless steel pipes
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connected to form an L shape and filled with about 250 liters of CO2 gas with
the pressure maintained slightly lower than 1 atm. Towards the end of the
horizontal pipe, a Mylar mirror is placed at 45◦ to reflect the Cherenkov light
towards PMT placed in the vertical pipe. The vertical pipe houses a Mylar
cone to guide Cherenkov photons towards a PMT. When particles travel at
a speed greater than the speed of light in CO2 , it produces Cherenkov light.
The Cherenkov light produced for different particles for different pressure is
shown in figure 5.9. It can be seen that electrons are the only particles that
produce Cherenkov light slightly under 1 atm for energies relevant to NOvA
Test Beam. The other particles would need much higher pressure or higher
energy to produce the same. This light is reflected by the 45◦ mirror and
guided towards the PMT. The PMT amplifies the signal and it is read by a
readout and then passed on to the digitizer. Whenever such a signal is registered, that implies an electron has passed through the Cherenkov detector.

5.3.5

Test Beam Detector

F IGURE 5.10: Picture of Test Beam detector placed in MC7 enclosure
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The Test Beam detector (fig 5.10) is built functionally identical to the NOvA
Near and Far Detectors section: 2.2 but scaled-down i.e cross-section of cells
are the same but the number of cells and length of the cell is reduced. The
dimensions of the Test Beam are 4.2 m × 2.6 m × 2.6 m. This is about 0.1%
of the Far Detector and 10 % of the Near Detector by volume. The Test Beam
detector is made of 31 horizontal planes and 32 vertical planes and weighs 30
tons. Each plane contains 2 modules, hence 64 cells are read out by a single
FEB. There are 126 FEBs in total. A mixture of two versions of FEBs is used
in the Test Beam detector to characterize the readout. 118 FEBs are version 4
(used on the Far Detector) and 8 FEBs are version 5 (used on the Near Detector). These FEBs are different because the Near Detector requires data to be
collected at a much higher rate than the Far Detector.
The Test Beam detector as we know is made of horizontal and vertical
cells arranged in an alternating fashion. The cells are filled with a scintillator through a fill port. Scintillator inside Test Beam come from three different sources. First half of the detector is filled with scintillator left over from
NOvA proto type detector. Major part of second half is filled witth scintillator left over from Far detector and last few planes contain scintillator which
were stored at University of Texas in Austin. The cell vs plane (side view) of
this distribution is shown in figure 5.11.
To contain the scintillator inside the horizontal cells, the detector is slanted
such that the fill port is ideally raised so that an air bubble (if there are any)
is formed near the fill port. However, in Test Beam, the detector is slanted in
the wrong direction and the fill port of horizontal cells is at the lower end of
the slant instead of being at the upper end of the slant. This introduced an
air bubble in the upper part of the horizontal cells. This problem was later
rectified by filling these horizontal cells in April 2021. In this analysis (section:5.9.3), the horizontal cell with the air bubble is ignored until this issue
was rectified.
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F IGURE 5.11: Test Beam detector is filled with scintillator obtained from 3 different sources

5.4

Test Beam Data Acquisition

The Test Beam Data acquisition[141] is done using two separate systems, one
for collecting data from the NOvA detector "NOvA Detector DAQ" and one
for collecting data from the beamline detectors, "NOvA Beamline DAQ". The
beamline DAQ consists of an MWPC controller, a trigger board, a digitizer,
and a TDU. A block diagram of an overview of the Test Beam DAQ system
is shown in figure 5.12.
Each of these DAQ systems has its TDU (Timing Distribution Unit) to
timestamp the data collected and data are matched later offline. The spill
server triggers the data collection in the detector and beamline TDU is used
to timestamp the beamline data. They both take an 8-bit signal from the
Accelerator Division as input for beam timing and are synced using GPS. A
64MHz clock is used to mark the timestamps, just like in the timing system
for the NOvA detectors section: 2.2.4. They both receive beamline triggers,
detector TDU forwards the trigger to the spill server, which then forwards it
to the Global trigger to issue a trigger to the detector to initiate readout.
A CAEN V1945 trigger board is used to manage the beamline triggers.
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F IGURE 5.12: Test Beam Data Aquisition block diagram [142]

This takes input from Cherenkov, ToF, MWPC, and scintillator paddles 1 and
gives trigger outputs to the digitizer, TDUs, and MWPC controller. The board
has 16 channels. 16 trigger patterns and 16 veto patterns can be configured
by employing a trigger logic. Each trigger pattern can take more than one
input to decide if the trigger is valid based on trigger logic. The final global
trigger is OR condition of all trigger patterns which indicates that the data
needs to be read out and saved. The trigger board then saves the data and
forwards the trigger pulse to the digitizer and MWPC controller to indicate
the initiation of data readout and digitization. The beamline TDU returns the
TDU fragment with timestamp information to be saved in the output file. The
detector TDU uses this trigger pulse to create a trigger and forward it to the
spill server and data is read from all channels of the detector. Several trigger
logics have been tried including triggering on MWPCs, ToFs, and different
combinations. After extensive studies, the most efficient trigger was found to
be trigger based on scintillator paddles. There are 4 scintillator paddles each
placed in front of each MWPC. The trigger is issued when a particle passes
1A

paddle is a device that gives a readout when a particle pass through it
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F IGURE 5.13: Above shown different data streams are saved
into offline data format [135]

through all 4 paddles.
A CAEN V1742 board is used as a digitizer. This board can digitize 12-bit
ADC at a rate of 2.5 GHz for 1024 samples. The Digitizer converts the analog
signal from Cherenkov and ToF and saves the data based on output from the
trigger board in form of V1742 fragments. There are 32 channels, grouped
into 4 groups each containing 8 channels. The 12 signals from ToF (3 ToFs
each with 4 PMT/SiPM signals) are connected to 12 channels and 1 channel
for the Cherenkov PMT to digitize these signals based on the trigger from the
trigger board. An MWPC controller is used to read data from MWPC. Each
MWPC is connected to 4 TDC, hence 16 TDCs in total for 4 MWPCs. The
MWPC readout occurs during gate, which is defined by beam signals from
the Accelerator Division. The data is saved in the TDC fragment when the
controller receives a trigger from the trigger board.
Three different data streams are saved for Test Beam detector data and
one data stream for beamline data (fig 5.13). The beamline stream saves all
the information related to particles passing through beamline detectors. For
the Test Beam detector, we save data for three different triggers.
• Beamline trigger: when the beamline trigger is registered, all the Test
Beam detector data are saved.
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• Activity trigger: This trigger is used to store data for different activitybased triggers. This is mainly used to collect cosmics, which are then
used for detector calibration.
• Spill trigger: Complete beam spill data for a full 4.2 s is saved to study
the behavior of the detector during the spill.
The beamline triggered data from detector and beamline are first merged
when they are converted to offline formatted NOvASoft data. Similarly, activity and spill triggered data are saved into offline formatted data respectively. The data are then analyzed by reconstructing and calibrating them.

5.5

Particle Identification

Using all the information from the beamline, the momentum and time-offlight are reconstructed for the triggered beamline particles. We can know
which particle went through the beamline by looking at where these particles lie on this plot. Different curves correspond to different particles, whose
momentum and time of flight are calculated based on an equation.
q
t=L

2
(mc2 ) + ( pc)2
pc

(5.4)

where t is a time of flight in ns, L is the distance traveled by particle, m is
the mass of the particle in MeV/c2 and p is its momentum in MeV/c. This
plot for data collected during period 3 is shown in figure 5.14.
From the plot, it can be seen that pions, electrons, and muon curves are
very close to each other. Electrons are identified by looking at if that particle
registered any threshold Cherenkov hits or not. It is hard to differentiate
between pions and muons but we know that this is mostly (about 90-95 %)
pions from the beam simulations [143].
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F IGURE 5.14: Reconstructed momentum and Time of flight
are plotted against each other for different particles like pion,
kaons, protons, electrons and Muons [135]

Date
March 22 - July 6, 2019

Period name
Period 1

December 5,2019
March 20, 2020

-

Period 2

January 13,2021 - June
27, 2021

Period 3

November 30,2021 July 2022

Period 4

Run conditions
Commissioning with
half filled detector
Full detector filled,
stopped early due to
pandemic
Improvements
to
beam with shielding
and tuning. Overfilled
low occupancy cells on
April 30,2021.
Final Data taking period

TABLE 5.1: Test Beam run summary

5.6

Test Beam Run summary

Test Beam program started taking data on March 22,2019 and is planned to
continue until July 2022. The run conditions are summarized as shown in
table 5.1.

156

5.7

Data Quality

The data collected in the Test Beam is described in section 5.4. The beam particles traveling from Main Injector to FTBF go through several components
until it hits the secondary target at MC6 and a tertiary target at MC7. These
particles produce several scattered daughter particles at various targets and
components upstream in the beamline. This results in high flux backgrounds
overwhelming our FEB (Front End Board) and DCM (Data Concentrator Module) in our Test beam detector. A particularly interesting feature that is observed in the detector is a very high-intensity and highly localized particles
hitting the upper-west section, which is referred to as "the plume" (shown in
figure 5.15 ).

F IGURE 5.15: On the left we have hitmap for first plane before
horizontal cell is overfilled. High rate of particles are seen on
top right corner because of the plume. An event display of such
event is shown on the right side. [144]

The production of the plume is not very well understood, but it likely
comes from multiple-scattered particles in the primary target which are dumped
on the material in the secondary beamline [145]. The impact is seen in FEBs
and DCMs. These have a buffer to record the charge from APDs before writing to disk. These buffers get saturated and turn off, leading them to essentially be dead until a 10Hz signal from DAQ is sent to re-enable the FEB. This
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can typically last several milliseconds and is referred to as "shut off". This
leads to a loss of information on some of the hits from the particles. Thus,
making energy reconstruction of such particles extremely hard and incomplete. The effect is minimized by adjusting the structure of the beam to be
even in time so that there is no sudden change in intensity which can lead
to a high rate of shutoffs. Further, a large volume of concrete blocks was
installed in December 2020, to reduce beam backgrounds. The reduction of
background from before: overfilling the horizontal cells and without shielding blocks and after overfilling the horizontal cells and with shielding blocks
installed is shown in figure 5.16.

F IGURE 5.16: A hit map of cell numbers in X and Y and the
color representing number of hits is shown in the above figure.
On left side is the hit map, before horizontal cells being filled
and shielding blocks are installed and on the right side is the
hit map after [145].

Another way hit information is missed is through DCMs. DCMs have a
circular buffer that gets saturated if there is a large influx of data from FEBs.
This results in a loss of data for the entire DCM and can last for relatively a
short time on the order of microseconds. This is referred to as "DCM deadtime". FEB shutoff and DCM deadtime are shown in figure 5.17
The FEB Shutoffs can be of the order of 100ms or more and affect individual FEBs which are in the region of high background. A nano-slice header
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F IGURE 5.17: An example event display shown for FEB shutoff
(left) and DCM shutoff (right). On the top two rows, we have an
event display showing a track with FEB shutoff of DCM deadtime. Information about a few hits is missed during the FEB
shutoff and hits related to the entire DCM are missing information about them during the DCM shutoff. On the bottom row,
we have time on the x-axis and DCM on the y-axis and the color
axis represents the number of hits each of those DCM sees. Figure from [146]

contains a flag that gives the status of whether FEB is shut off or not. This
information is available only when we get a hit in that FEB therefore cannot
be used all the time. However, the accuracy of this flag is higher if the shutoff is longer duration. Newer firmware was developed for FEB increasing
their buffer memory size to accumulate more data, but it was found out that
for this version of firmware flag information was highly unreliable hence it
was reverted to the original firmware version. Another way of identifying
the shutoffs was to look at data for spill duration of 4.2s obtained from the
spill-data stream. Since the shutoff occurs on FEBs are of orders of several
milliseconds, we can infer if the FEB was shut off or not by looking at data
recorded around the time of interest. Using these methods an algorithm was
developed by a colleague in the experiment to decide if the event needs to be
included in the analysis are not [147]. Shutoff events can consist of a lot of
missing hits, because of which its energy cannot be estimated accurately.
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5.8

Test Beam contributions

Some of the contributions towards commissioning and data collection of the
Test Beam are highlighted in this section.

5.8.1

Test Beam Commissioning

Several tasks were carried out during the commissioning of Test Beam. One
of the tasks involved writing an art module to combine beamline and detector simulation. The Beamline simulation was done using Geant4 and the
information about particles was used as text file input to make detector simulation files. The "Beamlinesiminput" module was written to read files from
beamline simulation and add this information to the detector simulation art
root file. This along with a plot after combining these two simulations is
shown in figure 5.18.

F IGURE 5.18: Block diagram of combing Test Beam beamline
and detector simulation. Plot of momentum vs hits in the detector produced from combining module [148]

We can see that the plot has detector hit information from detector simulation and reconstructed momentum information from beamline simulation. Along with supporting Test Beam data taking through on-call shifts,
biweekly updates to the Test Beam group regarding the status of data we
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collected during period 3 were provided. This mainly involved looking at
various plots and making sure that we are collecting good quality data and
keeping an account of how many particles we collected so far. Some examples of the commissioning plots are shown in figure 5.19. These plots are for
data collected between January 12th -April 27th .

F IGURE 5.19: Block diagram of combing Test Beam beamline
and detector simulation. Plot of momentum vs hits in the detector produced from combining module [149]

On the left side of figure 5.19 events are plotted without any cuts applied.
Following cuts are applied to particles and plotted on the right side of the
figures.
Beamline cuts:
• Valid Wire chamber track with reconstructed momentum >= 0
• Time of Flight > 30 ns
• Absolute distance of the particle from center of the magnet in beamline
< 10 cm
• Beamline cut = wire chamber cut + Tof cut + distance from magnet cut
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Particle type
All particles
Electrons
Protons
Kaons
Muons/pions

number of particles
10078
350
3610
142
5960

TABLE 5.2: number of particles collected from January 12 April 12, 2021 of run 3 data taking [149]

Detector cuts:
• Central Vertex cut = -20 cm < track start position X < 20 cm, -25 cm <
track start position Y < 15 cm, track start position Z < 18 cm
• Hit time = 45000 < track time < 55000
• Number of hits in detector > 5 hits
• Detector cut = central vertex cut + Hit time cut + number of hits cut
And several particles collected after these cuts during the period January
12 - April 12, 2021, for period 3 are shown in table 5.2.

5.9

Test Beam Proton Analysis

In this section, my Test Beam Analysis will be summarized. The goal is to
understand our detector response using Test Beam protons from data and
compare it to simulation. First forward going proton of similar momentum
and kinematics are selected from Near Detector data, and simulation. Because of the lack of statistics from Near Detector, analysis was switched to
comparing Test Beam data and Test Beam simulation.

5.9.1

Motivation

This analysis is primarily motivated by discrepancies observed between data
and simulation seen in the dE/dX plot for proton. An overall difference of
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5% was seen in energy deposition for protons in production 41 simulation
(shown on the left in the figure 5.20 ) and data in 2017 [150].

F IGURE 5.20: dE/dX plot vs Distance from end of the track of
protons for Tune1 and Tune2 from table 5.3 is shown on left and
right respectively [151].

Several changes were made to the light model to reduce this data/simulation
discrepancy. A brief description of the light model is discussed here. As
explained in section 2.3.3, the scintillator response per distance is given by
Birk’s law [59] as shown in equation 5.5
A dE
dS
dr
=
dr
1 + k B dE
dr

(5.5)

where S is scintillator response, r is residual range (distance between current position and end of the track), kB is Birks constant and A is scintillator
efficiency. The amount of Cherenkov light and scintillation light is parameterized by equation 5.6.

Nγ = Fview (Ys EBirks + ϵC Cγ )
1 production

(5.6)

campaign is a version of simulation which is run in NOvA as the simulation
keeps updating. Production 4 refers to NOvA simulation as of 2017, production 5 refers to
NOvA simulation as of 2020, Production 5.1 refers to NOvA simulation as of 2021
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where, Nγ is number of photons produced before collected by fiber, EBirks
is energy deposition modelled by equation 5.5, Ys is scintillator brightness
per unit energy deposition, ϵC is Cherenkov photon scintillation efficiency
(i.e number of Cherenkov photons that are absorbed and re-emitted at experimentally useful wavelengths), Cγ is number of Cherenkov photons produced and Fview is view scale factor which is different for different views (X
view and Y view). Since majority of cosmic rays enter from top, they traverse a long distance in vertical cells but comparitely fewer horizontal cells;
hence the parameters Ys , EBirks , ϵC , Cγ are evaluated for each views separately. The light model parameters used for different tuned version of simulation is shown in the table 5.3
Tune label
Tune 1
Tune 2

Ys
3159.07
3013

ϵC
0.47038
0.86

Tune 3
Tune 4

3151.04
3151.04

0.8107
0.8404

comment
Production 4
Production
5,
Special
Cherenkov
sample
Production 5.1
Production 5.1,
used in testbeam

TABLE 5.3: Light model tuning parameters

Light model tuning parameters for differe versions of simulation are shown
here
Currently in NOvA light model is tuned using Near Detector and Far Detector data/simulation. A reduced version of the Poisson log-likelihood cost
function is minimized for 4 samples: ND cosmics sample, FD cosmics sample, ND beam muon sample, and ND beam proton sample. This function is
minimized for the 2D spectrum with distance to the end of the track on the
x-axis and Photo Electrons/unit length on the y-axis (For example as shown
in figure 5.20). Various improvements are made to the light model, which
involves modifications to spectrum binning, balancing MC statistics for the
above 4 samples, and limiting fit to high-statistics bins [151]. Additionally,
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a more recent measured kB value of 0.01155 g/cm2 /MeV is used instead of
0.0125 g/cm2 /MeV which was found by Dubna test stand

1

[152]. Further,

using the constraint that light response is mostly constant βγ in region, Ys
was reduced by 4.4% and ϵC was increased by 83 % [151]. With all these
changes (Tune 2 in table 5.3 ) in the light model, the Data/simulation discrepancy in proton dE/dX is reduced from 5% to 1% as shown in right side
of figure 5.20. This sample was called "special Cherenkov sample". Although
the discrepancy was reduced to 1% it was not implemented in time to be
included in results produced by NOvA in 2020. The most recent version of
simulation (Tune 3 in table 5.3) has similar tuning parameters with reduced
dE/dX data-simulation discrepancy but detector calibration uncertainty is
still conservatively considered to be 5% because, the calibration process relies heavily on the simulation.
My analysis is to validate this detector response using protons from Test
Beam. Since we are confident about particle identity and we don’t rely on
CVN for tagging particles as proton as we do for Near Detector sample, it
gives confidence in our light tune by cross-checking the detector response
and potentially improve the simulation.

5.9.2

Analysis procedure: Comparision with the Near Detector

In the beginning stages of analysis similar protons from Near Detector data,
Near Detector simulation, and Test Beam data were selected. The Near Detector simulation uses light model parameters listed as "Tune 3" from the
table 5.3 which is similar to Tune 2 used for special Cherenkov systematic
sample .The selection for protons from the Test Beam is explained in section
5.8.1. Along with cuts mentioned in that section, a ToF cut of 39ns<ToF<50ns
1 Dubna

test stand is set up in Joint Institute of Nuclear Research in Russia to measure
and validate Birks constant used in light model
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is applied to select only protons, and cos(θ)>0.95 cuts are applied to select
forward-going protons. Most of the Test Beam backgrounds are removed
by placing a timing cut of 50000ns<triggertime<550000ns to look at events
during beam spill. For the Near Detector, the FHC sample is used and only
Quasi-Elastic Charged-Current events are selected as they are well understood and easily identifiable. The cuts applied to Near Detector are as follows:
• Select events with two prongs only based on fuzzyk section: 2.4.4 prong
algorithm.
• Apply prong CVN cut of proton score > 0.8 and muon score > 0.7 to the
prongs to select events with only these two particles.
• Energy cut of 230 MeV<energy<670 MeV is applied to select protons of
similar momentum as seen at the Test Beam detector.
• Consider only a shorter track out of two tracks from the selected event
to analyze protons, since longer track particles are most likely muons.
• Apply direction cut of cos(θ)>0.95 on proton tracks to select only forwardgoing protons.
The plots of neutrino energy, photon energy, muon energy, and proton
and muon lengths for selected Near Detector events are shown in figure 5.21.
This preliminary check ensures that protons from the Near Detector are comparable to protons in the Test Beam detector.
Selected events were extensively hand scanned from Test Beam and Near
Detector. Not many false-positive proton selections were found. While running reconstruction for Test Beam events, Fuzzyk prong and BPF (BreakPoint
Fitter) tracks 2.4.5 are used. The identification of the vertex is facilitated
by projecting the trajectory formed by wire chamber reconstruction onto the
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F IGURE 5.21: Kinematic plots of selected events from initial
stage of the analysis. The simulation is shown in red and the
data is shown in black [153]

front face of the detector. Seeding the vertex helps identify and separate particles from the background. Similarly, hand scanning Near Detector events
showed an occasional failure mode of protons tracks not being reconstructed
while there is a vertex and two tracks. These events are removed with a cut
on the event to require two reconstructed tracks.
Further, 2D plots are made to compare Test Beam and Near Detector protons. On the x-axis, residual distance (Cell/plane number from the end of the
track) is plotted and on the y-axis number of PE (Photo Electron) is plotted.
The profile of these plots is made by taking PE for each cell and fitting it to
a Gaussian with FWHM (Full Width Half Max) as the range for fit. This is
illustrated in figure 5.22.
The profile plots for Near Detector data, simulation, and Test Beam data
are made to compare the energy deposition for selected protons. Period
2 data of magnet current 1kA corresponding to momentum selection of 1
GeV/c is used for Test Beam data. With the selection described above 1194
protons were selected from Test Beam data, 7490 protons from Near Detector
data, and 1495 protons from Near Detector MC. This is shown in figure 5.23.
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F IGURE 5.22: log(PE) vs distance from end of track (left) is plotted and PE of each cell is fit for Gaussian with FWHM of Gaussian as range of fit (right). The resulting profile is then exponentiated to get PE vs residual distance plot [154].

The profile plots from these 2D plots were made and plotted together as
shown in figure 5.24.
It is observed that the number of PE (Photo Electrons) from the end of the
track differs noticeably for Near Detector and Test Beam. The difference is
smaller towards the beginning of the track and more noticeable towards the
end of the track.
However, this is not unexpected given the length of cells in the Test Beam
detector and the Near Detector. Test Beam detector is 10% the size of Near
Detector by volume. Hence, the proton tracks seen at Test Beam are at a
different distance to readout compared with the Near Detector. To rectify
this, cuts were applied to Near Detector events to study the protons which are
at the same distance from readout electronics as that of Test Beam, However,
the selection yielded too few protons to make a comparison study. Hence,
it was decided to move ahead with comparing Test Beam simulation and
Test Beam data only. It was observed that sometimes protons can deflect
and produce two hits in the same plane, especially near the end of the track.
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F IGURE 5.23: PE vs distance from end of cell plots for Near
Detector data (top left), Near Detector simulation (top right ),
Test Beam data (bottom) are shown above [154].
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F IGURE 5.24: PE vs distance from end of track plots for Near
Detector data(green), Near Detector simulation (red) and Test
Beam data (blue) are shown above [154].

Hence, from here on PE vs Plane number end of the track is plotted (the plane
number is the ID of the plane through which particle is passing. Each plane
is cells arranged and placed either vertically or horizontally).

5.9.3

Analysis procedure: Comparision with the Test Beam
Detector simulation

After switching the analysis to look at only Test Beam data and Test Beam
simulation, analysis cuts were slightly retuned. From here on all the data
taken by Test Beam (period2, period3, period4) until December 16, 2021, is
used. The details of the data taken are shown in table 5.1.

Test Beam Data selection
The selection used to select protons in data is as follows:
Beamline cuts:
• Reject the events which had deadtime according to algorithm developed in the Test Beam group as described in section 5.7.
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• Valid Wire chamber track with reconstructed momentum >= 0
• 900A<magnet current<1100A: to select only 1 GeV protons.
• for period2: 50ns<tof<70ns. for period 3: 39ns<tof<50ns: This is because ToF paddles were moved between Period2 and Period3.
• Absolute vertical distance of the particle from center of the magnet in
beamline < 8 cm
Detector cuts:
• Reconstructed slice, with associated wirechamber vertex, fuzzyk 3d
prong, breakpoint fitter prong, breakpoint fitter track exists.
• Vertex position cut: -20 cm < track start position X < 20 cm, -25 cm <
track start position Y < 14 cm, track start position Z < 200 cm
• Hit time = 50000ns < slice time < 55000ns
• Track length<150cm: to reject any accidental muons.
• Number of hits in detector in each view>=5 hits
• Track direction cut, Cos(z)>0.95: To select only forward going protons.
• Ignore underfilled (cell no = 31) until when they are fully filled (period
4).

Making Test Beam simulation
The simulation files are made by giving single-particle information as input
to Geant4 [47]. The particle properties like pdg code, x,y, and z components
of its momentum, energy, mass, start position, and timestamp are used as an
input to generate a particular particle of particular momentum at a particular location. In this analysis, 10 times the number of selected protons were
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generated, after beamline cuts shown in the above sections. The position,
momentum (fluctuated by 2% of their momentum), and energy of these selected protons are the seed to generate 10 protons in simulation. This way
of seeding the simulation reduces the selection bias between data and simulation since the process of reconstruction and selection is identical. For test
beam simulation light model parameters corresponding to "Tune 4" from table 5.3 are used.
To mimic the real data, out-of-time beam backgrounds from actual data
are overlaid on the simulated particle. The particles from the simulation are
placed at time t=84000ns. This is 30000ns after the beam spill of particles
into the detector, hence it is guaranteed to not contain the particle causing
the trigger in the data. After this, the deadtime algorithm is run on the backgrounds at 84000ns to ensure not to overlay tracks with missing hits onto the
data. Since the period 2 and period3 backgrounds are different because of the
additional concrete blocks placed in the beamline for period 3, period2 simulation was overlaid with period 2 backgrounds and both period3 and period
4 simulation was overlaid with period 3 backgrounds. Now the simulation
looks similar to data with added backgrounds.
Further, the reconstruction algorithm is run on simulation in the same
way it has been run for data. This technique reduces any bias in the reconstruction algorithm to treat data and simulation differently. The entire
simulation chain is represented in the following flowchart 5.25.

F IGURE 5.25: Flow chart representing how Test Beam simulation is made.
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Test Beam simulation selection
The simulated protons are selected in the same way as protons are selected
from data, except for there are no beamline cuts for simulation as the particles
are generated directly in the detector.
• 82000ns<slice time < 88000ns: the simulated particle is placed at 84000ns
as explained in section: 5.9.3.
• Reconstructed slice, with associated wirechamber vertex, fuzzyk 3d
prong, breakpoint fitter prong, breakpoint fitter track exists.
• Vertex position cut: -20 cm < track start position X < 20 cm, -25 cm <
track start position Y < 14 cm, track start position Z < 200 cm
• Track length<150cm: to reject any accidental muons.
• Number of hits in detector in each view>=5 hits
• Track direction cut, Cos(z)>0.95: To select only forward going protons.
• Ignore underfilled cell no = 31 until when they are fully filled (period
4).
Analysis
The number of protons from data and simulation, before and after the cuts
are being applied is shown in the table 5.4.
Different kinematics plots regarding selected protons from data and simulation are shown and how each of them compares is discussed. All the plots
shown here are area normalized to represent their area = 1.
• Momentum: The momentum distribution is shown in figure 5.26.
The simulation and data mostly agree. The momentum of protons in
simulation has a 2% spread compared to construction compared to protons in data.
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Period

Beamline
cuts (data)

Period 2
Period 3
Period 4
Total

3810
2657
3674
10141

Beamline
+ Detector
cuts, data:
selected
protons
1241
825
1213
3279

simulation

selected protons
from
simulation

38100
26570
36740
101410

7711
6801
6858
21370

TABLE 5.4: number of data and simulated protons in Test Beam

F IGURE 5.26: Momentum distribution of selected protons in
MeV in the Test Beam detector. Simulation is shown in red and
Data is shown in black markers

.
• Start position: The starting position of the selected proton tracks is
shown in fig: 5.27. The start position in the x coordinate is in good
agreement between data and simulation. The four peaks seen correspond to four cells in the front face of the detector at which protons
enter with each cell about 4.4 cm wide. The Start position in z for simulation follows a similar trend as that of data. However, a large discrepancy is seen for the start position of protons in the y-coordinate.
With further studies, the discrepancy in y start position was explored to
understand its origin. When simulating protons the start position was
determined by the projection of protons from the beamline from their
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F IGURE 5.27: Start position of selected protons in the Test Beam
detector. Left plot shows start position in x coordinate and top
right plot shows start position in y coordinate both binned at
1cm per bin. On the bottom right start position in z coordinate
is shown which binned at 7cm/bin which is approximately the
distance between center point of cells in Z direction [155]

.
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wire chamber reconstructed tracks. To study why the Y-Start position is
in disagreement, the protons were seeded using their detector start position instead of their beamline projection. In this case, no discrepancy
between data and simulation was observed. This is shown in figure
5.28.

F IGURE 5.28: On the left plot, we have the start y position
of protons which are seeded from protons pass beamline cuts.
There is a noticeable discrepancy between data and simulation.
On the right plot, we see if the protons in the simulation are
seeded from protons in data that pass all the selection cuts, the
discrepancy disappears. [156]

.
The reason is not fully understood but could arise from the geometry of
the Test Beam detector compared to beamline geometry, or some alignment between planes since the projections of the protons don’t seem to
be projected on the expected location in the detector. Further studies
need to be carried out to fully understand this effect but, for these studies, simulation made by beamline projection seeded protons are used.
This method avoids any selection bias that can happen between the detector and simulation. If protons in the simulation are seeded by final
selected protons from the detector, we might miss information about
how selection can vary between data and simulation. Also, by construction, data and simulation will have a stronger agreement which
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might not probe subtle differences between how reconstruction is different between data and simulation.
• Stop position: Stop position is the last hit in the bpf track. This is shown
in figure 5.29

F IGURE 5.29: Stop position of selected protons in the Test Beam
detector. The Left plot shows stop position in the x coordinate
and the top right plot shows stop position in the y coordinate,
both binned at 1cm per bin. On the bottom right the start position in z coordinate is shown which binned at 7cm/bin which
is approximately the distance between center point of cells in Z
direction [155]

.
for selected protons from data and simulation. It can be seen that the
stop position for the x-coordinate is in good agreement and the y-coordinate
plot shows disagreement between data and simulation possibly because of the reason mentioned above. Studies showed improved agreement in the stop position in Y just like the start position in Y when
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the simulated protons are seeded from data protons which pass detector selection cut without making use of beamline projections. The zcoordinate plot has some protons from simulation stopping at the later
part of the detector compared to the data.
• Direction: The direction of proton selected from data and simulation in
x,y, and z are shown in figure 5.30. There is a good agreement between
data and simulation for these plots.

F IGURE 5.30: Direction of selected protons in the Test Beam
detector. The Left plot shows the direction of track in x and the
top right plot shows the direction in y and on the bottom right
start position is direction in z [155]

.
• Proton width: The Width of the proton track is computed by subtracting the coordinates of the first and last hit of that proton track in X and
Y coordinates. This is shown in figure 5.31.There is a good agreement
between data and simulation.
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F IGURE 5.31: X Width of proton i.e horizontal distance between
first and last hit in the track is shown on the left and y width of
proton i.e vertical distance is shown on the right [155].

.
• Proton length: The length of proton shown in 5.32 indicates that protons in the simulation are slightly longer than protons in data.

F IGURE 5.32: On the left we have number of hits in proton track
and on the right we have length of protons. Both are binned
7cm/bin to represent distance between cells [155].

.
• Proton hits: The number of proton hits in a track is plotted for data
and simulation in figure 5.32. This suggests that protons in simulation
have a slightly larger number of hits compared with data. This is in
line with the proton length plot as well. The bins before 10 are empty
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because of the selection cut requiring the track to have at least 10 hits
to be selected.
• Proton residual plots: The schematic representation is shown on the top
left of figure 5.33. The line is drawn joining the first and the last hit of
the proton and the perpendicular distance between hits and this line
is the residual distance. This is in good agreement between data and
simulation.

F IGURE 5.33: On the top left we have a schematic showing the
concept of residual distances. A line is drawn between the first
and the last hit of the proton and the perpendicular distance
between the hits (shown in black-filled circles) and the track
(represented by a black line) is the residual distance of that hit.
On the bottom left all the residual distances are plotted and on
the top right sum of residual distances is plotted and on the
bottom right average value of the residual distance is shown.
[155].

.
The sum of residual distance: i.e

p

(d21 + d22 + ...) shows discrepancy in

few bins. More protons in simulation have entries in higher residual
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sum compared to data. The average residual distance: i.e

p

(d21 + d22 +

...)/number of hits in that track, also shows some discrepancy between
data and simulation. This is not well understood but might be related
to the reconstruction effect. Figure 5.33 shows a hint that reconstruction
may be picking up something different for data and simulation.
• Gap in proton track: This plot was intended to check the gaps in the
track of selected protons. If there is a hit missed in the horizontal or
vertical cell then the first bin is filled, if there are two hits missed continuously then the second bin is filled. The plot is shown in fig: 5.34
suggests that the gaps in data and simulation are quite similar and there
is no systematic effect.

F IGURE 5.34: The gaps in proton track is shown in this figure
[155].

.

5.10

Results and discussion

The planning for the NOvA Test Beam program started in 2012 and data
collection started in 2018. There have been a lot of efforts collaboration-wide
since then, to make this project successful. The main goal of the Test Beam
program is to improve our understanding of detector response, and detector
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calibration and possibly reduce the systematics (fig:3.10) related to them in
our oscillation analysis.
The resulting number of PE vs plane number from the end of the track is
shown in figure 5.35. This preliminary analysis is indicative of the current

F IGURE 5.35: 2D distribution of number of PE (z axis) vs plane
from end of the track is shown for selected protons from data
(top left) and simulation (bottom left). The profile of these plotted on same canvas is shown on the right. Data is shown in blue
and simulation in red [155].

.
NOvA simulation of protons showing no significant difference as compared
to data when it comes to how they deposit energy along the track. There is
a noticeable discrepancy in the last hit of the proton track. The data tends
to deposit more PE at end of the track than simulation protons. There is a
small peak in the data/simulation ratio plot near plane 9. This is not well
understood, but the rest of the plot suggests that the simulation is a good
representation of data w.r.t number of Photo Electrons it deposits along the
track. Same plot in fig: 5.35, but split based on each period of data taking
is shown in fig: 5.36. From Period 2 plot we can see that there are fewer
photo electrons deposited by simulated protons than in data. This effect is
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opposite when compared to the figure 5.20. Thus period2 can have an overall
reduced dE/dX discrepancy. However, period2 data was taken with high
backgrounds as explained in section 5.7 and has a higher probablity of having
extroneous hits other than proton compared to period 3 and 4. Looking at the
average response from period 3 and 4, we see a better agreement between in
the detector response from data and simulated protons.

F IGURE 5.36: Plots from figure 5.35 split by periods. Period
2 on the left, period 3 on the center and period 4 on the right.
ratio plot of data/simulation is shown at the bottom of the plots
[155].

.
For this study, the least possible amount of calibration is used. A ’brightness file’ is made which informs how much PE is expected for each fiber in
each channel based on its physical properties, which can vary between fibers
and the quality of the scintillator in that channel. This information is extracted after attenuation is calibrated section: 2.3.4. The effect is larger for
bigger detectors like the Far Detector but relatively small for a smaller detector like the Test Beam. The calibration for the test beam detector is still under
development, but this preliminary study hints that if we see dE/dX discrepancy in test beam protons after calibration, it is coming from later parts of the
calibration i.e after PE is converted to energy in MeV at the stage of absolute
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calibration. However, further studies are needed to confirm this, as there are
some discrepancies in kinematics plots shown in the previous section, especially with the start position of protons, length, and number of hits. Protons
passing through slightly different cells in simulation and data might have an
effect as the difference in brightness for each channel is simulated similar to
that of data. Additionally, the reconstruction tools need more validation because of discrepancies seen in residual distance plots in the previous section.
But this analysis will serve as a stepping stone for other analyzers, and in the
future, with additional studies, NOvA should be able to constrain the systematics related to energy scale and calibration with the help of Test Beam
data and thus improve accuracy in our measurement.
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Chapter 6

Conclusion
This dissertation describes neutrino oscillation theory and the way the NOvA
experiment is set up to measure the neutrino oscillation parameters. The
work done for this dissertation addresses the impact of mismodeled backgrounds on measurement of neutrino oscillation parameters ∆m2 32 , δCP and
sin 2 θ 23 and validates the detector response through the Test Beam data and
simulation.
In wrong sign analysis (chapter 4), a new way of decomposing the Near
Detector νµ and νe sample was explored using contained and uncontained νµ
CC sample events Near Detector. The wrong sign fraction (contamination of
neutrinos in antineutrino beam), was found to be higher than the simulated
value and has no significant impact on measured oscillation parameters except for being able to reject Inverted/Normal Hierarchy and maximal mixing with slightly less/more confidence. Since, currently, there is no effective
method to decompose 1 Near Detector νµ and νe RHC (antineutrino dominant
beam mode) sample in NOvA, this analysis method of wrong sign decomposition can be adapted to future neutrino oscillation analysis in NOvA. The
1 Current

method uses proportional decomposition, where the simulated proportions are
scaled to match the data
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template fit method employed in this thesis hints that the wrong sign fraction from the data-driven method shows a higher value than from the simulation. The collaboration would benefit from cross-validating this discrepancy using different methods. The more confidence we have in our model,
the more certain we can be about our results. The analysis can be further improved by training on contained and uncontained samples separately as the
performance of the CNN can vary because of missing hits in the uncontained
sample.
The conclusion of the Test Beam proton analysis (chapter:5) hints that
there is no significant discrepancy between Photo Electrons deposited along
the track, in selected protons from data and simulation in the Test Beam detector. There are discrepancies observed between data and simulation in the
length of proton track, residual length, etc plots. Further studies need to be
done to validate the reconstruction, and simulation in Test Beam and understand the source of these discrepancies. With more validation studies we
can be more sure about our detector response. Further analysis of muons and
protons of energy other than 1 GeV will help us constrain the Cherenkov and
the light model uncertainty (explained in section:3.10.4). After validating the
detector response, we can further look into sources of detector calibration uncertainty. Currently, NOvA considers 5% uncertainty on detector calibration,
which is the biggest systematic of all the other systematics. Though light
level model parameters were tuned to reduce this discrepancy to 1%, NOvA
has conservatively considered 5% uncertainty because of the use of simulation in Calibration. With further validation studies and looking into energy
deposition for proton and muon, the Test Beam will be able to validate our
detector response and detector calibration, thus reducing these systematic
uncertainties. As a result, we can be more accurate in our measurement of
neutrino oscillation parameters ∆m2 32 , δCP and sin 2 θ 23 .
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Appendix A

Timing System in NOνA
As described in section 2.2.4, NOνA experiment comprises two detectors:
Near Detector and Far Detector separated by 810 km. The Far Detector receives a neutrino beam for 10µs every 1.3 s which is called a spill. The data
is recorded for 550µs centered around the spill to allow for sideband. Since
the Far Detector is placed on the surface and records a high rate of 150kHz
cosmic, it is impossible to trigger based on activity. So NOνA uses a system
of timing devices that uses TDU (Time Distribution Units) and GPS to keep
the time between the detectors and within the detector. Each FEB which
records individual hits and each DCM which collects hits from 64 FEBs have
a counter in them that gets driven by TDU. The timestamp is a particular
counter that is then associated with the hit in that location and thus we
know when and where the hit has occurred. NOνA uses a 64 MHz clock
which is derived from a 10 MHz oscillator in GPS based on a Phase Locked
Loop. NOνA epoch is defined as several clock ticks in this 64MHz clock since
00:00:00, January 1 2010 GMT. FEBs derive 16 MHz clocks from the TDU.

A.1

Overview

There are two types of TDUs. Master TDU (MTDU) and Slave TDU (STDU).
Master TDU has two interfaces: its ARM microprocessor is interfaced with
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GPS and Power PC (PPC) houses the Linux software and allows us to interface with TDU. There are two timing chains deployed at each detector with
one as a backup each connected to MTDU. There is an STDU for each diblock
(64 planes) of the detector. The overview of the timing system is shown in
figure A.1.

F IGURE A.1: Overview of timing system in the Far Detector
(left) and Near Detector right. Figure taken from [159]

For the Far Detector, there are 14 STDUs for each diblock. each STDU is
linked to 6 DCMs across the side and 6 DCMs across the top in form of a
Daisy chain also called millepede topology. The DCMs are terminated with
a loopback feature which will be explained in the next section. Similarly,
the Near Detector has 2 STDUs. Unlike Far Detector each diblock is its own
branch, top and side views are not separated like in the Far Detector but are
in the same branch. Each of the STDU is connected to 4 DCMs 2 on top and
2 on the side with exception of the Muon catcher which has only 2 DCMs.

A.2

Synchronization

All the clocks in each FEB need to be started simultaneously. They all need
to be synchronized within 10ns accuracy against a wall clock. The 64 MHz
timer is derived from GPS as a wall clock. For additional reference Timing
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Calibration Reference (TCR) is used which uses an independent 1Hz GPS
Antenna. Each MTDU compares its clock to TCR and is continuously monitored by the shifter. NOνA uses the timing scheme "At the tone the time
will be..." to synchronize the timing in different parts of the detector. All the
clocks in FEB need to be started at the same time so that the hits seen in the
detector are timestamped properly. This is achieved through the following
steps as depicted in the figure for the Far Detector A.2.

F IGURE A.2: Timing synchronization shown step by step for
the Far Detector. Figure from [160]

1. Step 1: The Master TDU issues a "SYNC" signal along the timing chain
to all the 14 Slave TDUs.
2. Step 2: The timer in each of the slaves starts to count as soon as they
receive the SYNC signal.
3. Step 3: The signal is looped back at the end of the chain and the timer is
still counting until the looped back signal reaches that particular Slave
TDU.
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4. Step 4: The timer stops counting once the loopback signal reaches the
slave.
Each slave TDU stores half of this timer value from the counting in Step
4. Now each Slave TDU knows how much time it would take for a signal to
travel to the end of the chain and how long to wait until it can start the clock.
As the SYNC signal passes a particular Slave TDU it waits for the amount of
time stored from the counting and starts its clock. This results in all the Slave
TDU starting the clock at the same time and synchronizing all the clocks in
the Far Detector. Thus all the FEBs which derive the clock from TDUs have
the same reading.

A.3

Sampling

The sampling rate of the Near Detector is 8MHz, which is much faster than
that of the Far Detector at 2MHz. This is done to deal with the high trigger rate of neutrinos seen at the Near Detector since it’s closer to the beam.
The faster sampling rate avoids pileup and allows us to reconstruct them
with higher resolution. The FEB pulse shape signal from each channel has
a rise time of 460ns(140ns) and a fall time of 7000ns(4500ns) for FD (ND).
The readout is triggered by Dual Correlated Sampling (DCS) algorithm. This
compares ADC value of current sample si with 3 sample before si−3 . The difference between the ADC is found and if it is above the threshold value of
that channel the difference in their ADC is stored along with the TDC value.
This method is not very precise and can often assign two different pulses
with the same ADC and TDC. Hence, this method of single-point timing was
not used after August 2014 and switched to multi-point timing. In the new
method, 4 points are used and a fit is performed to determine the peak value
whose TDC and ADC values are stored. An illustration of DCS is shown in
figure A.3.
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F IGURE A.3: Dual Correlated sampling with ADC values on Yaxis and TDC values on X-axis. 3 samples. Figure from [159]

A.4

Cross-check

To verify if the timing system is working properly we look at the timing peak
for the Near and Far Detector. It is easy to see the timing peak at the Near
Detector because of the high activity due to thousands of neutrinos during
the beam spill time as shown in figure A.4.

F IGURE A.4: Timing Peak for the Near Detector on left and the
Far Detector on the right. Figure from [160]

However, at the Far Detector, since it is bombarded with cosmic, we won’t
see the timing peak until the basic quality cuts have been applied. This is
shown in the right of figure A.4. At the Far Detector, the data is stored in a
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cyclic buffer for about 20 minutes. We retrieve the data and it is saved to the
tapes based on the beam spill time recorded from Accelerator Divison.
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