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1 Motivation 
Evolutionäre Algorithmen (EA) zeichnen sich durch ihre allgemeine Anwendbarkeit aus 
und sind dazu geeignet, Lösungen oder zumindest Näherungslösungen für Aufgaben zu 
finden, für die es z.B. auf Grund von Nichtlinearitäten keine mathematischen Lösungs-
verfahren gibt. Zu den in diesem Sinne erfolgreich bewältigten Aufgaben gehören auch 
viele NP-vollständigen Probleme. Diesem Vorteil steht der Nachteil der EA gegenüber, 
dass ihre Leistungsfähigkeit stark von einer geeigneten Wahl von zum Teil verfahrens-
spezifischen Strategieparametern wie z.B. der Populationsgröße oder Mutationsraten 
abhängt. Dazu kommt das Problem, dass EA in der Nähe eines Optimums schlecht kon-
vergieren. Letzteres wird bei praktischen Anwendungen meist durch Hybridisierung 
gelöst, d.h. man unterstützt die evolutionäre Suche durch ein in der Regel anwendungs-
spezifisches (lokales) Suchverfahren (LSV) [1-5]. Dem Vorteil einer erheblichen Stei-
gerung der Konvergenzgeschwindigkeit stehen zwei Nachteile gegenüber: Zum einen 
wird aus dem allgemein anwendbaren EA ein problemspezifisches Werkzeug und zum 
anderen kommen weitere Strategieparameter, nämlich die des lokalen Verfahrens hinzu. 
Zumindest muss die Intensität der lokalen Suche und damit die Aufteilung der Rechen-
leistung zwischen den beiden Algorithmen festgelegt werden. All das macht den (hybri-
den) EA zu einem Werkzeug für Spezialisten und man muss leider fststellen, dass sich 
Evolutionäre Algorithmen zwar durch ein breites Anwendungsspektrum, aber nicht 
durch eine breite Anwendung auszeichnen.  
An ein industrietaugliches Optimierungs- oder Planungsverfahren können folgende 
Forderungen gestellt werden: 
1. Klare Abgrenzung des Einsatzgebiets  
2. Robustheit: Das Verfahren muss auch bei „ungünstigen“ Parametern der Anwen-
dung oder Anwendungssituationen funktionieren. 
3. Einfachheit: Möglichst wenig Verfahrensparameter, die nicht zu sensibel auf 
schlechte Einstellungen reagieren. Man sollte nur wenig Vorwissen für einen er-
folgreichen Einsatz benötigen. 
4. Es sollte möglich sein, existierende Lösungen in das Verfahren einzubeziehen. Es 
erhöht die Akzeptanz beim Anwender erheblich, wenn ein neues Verfahren zu-
mindest nicht schlechter ist als das bisherige, da es dessen Lösungen verbessert. 
5. Geschwindigkeit: Die beste Lösung nützt nichts, wenn sie zu spät kommt.  
Für EA kann allgemein gesagt werden, dass sie als robust gelten und dass bei EA mit 
elitärer Akzeptanz der Nachkommen durch die Aufnahme existierender Lösungen in die 
Startpopulation zumindest deren Qualität als Ergebnis erreicht wird. Die Frage der 
Geschwindigkeit kann nur anwendungsabhängig beantwortet werden: Zum einen legt 
die Anwendung den verfügbaren Zeitrahmen für eine Optimierung fest und zum ande-
ren bestimmt ihre Komplexität und die Anzahl ihrer Parameter den Zeitbedarf für einen 
Optimierungslauf genauso wie die Dauer der Evaluation einer vorgeschlagenen Lösung 
(Fitnessberechnung). 
Der vorliegende Beitrag konzentriert sich auf die Einfachheit der Handhabung des Ver-
fahrens unter Eingrenzung des Anwendungsgebiets auf Parameteroptimierung, wobei je 
nach Anwendungsfall von bis zu einigen Dutzend Parametern ausgegangen werden 
kann. Ziel ist eine für EA allgemein anwendbare Methode zur adaptiven Hybridisierung 
und dadurch eine deutliche Verringerung der Strategieparameter des resultierenden Ver-
fahrens. Vom EA wird dabei gefordert, dass die Population größer als ins ist und dass 
die Nachkommen mit den Eltern um die Aufnahme in die Nachfolgegeneration konkur-
rieren (Plus-Strategie im Sinne der ES-Terminologie [6]). Außerdem ist es hilfreich, 
wenn pro Paarung mehrere Nachkommen erzeugt werden. 
Kapitel 2 gibt einen Überblick über relevante Strategieparameter d r hier behandelten 
Klasse hybrider evolutionärer Algorithmen, die auch unter der Bezeichnung Memetische 
Algorithmen bekannt sind. Außerdem werden die für die experimentellen Überprü-
fungen verwendeten Verfahren kurz vorgestellt. Kapitel 3 behandelt das neue Konzept 
zur adaptiven Hybridisierung und vergleicht es mit anderen Ansätzen. Über die zur 
Überprüfung der Tauglichkeit der neuen Methode durchgeführten Experimente wird 
schließlich im 4. Kapitel berichtet, bevor der Beitrag mit einer Zusammenfassung der 
Ergebnisse endet.  
2 Evolutionäre und memetische Algorithmen 
In Bild 1 ist der Pseudo-
code eines typischen EA 
dargestellt. Die kursiv her-
vorgehobene Integration 
eines LSVs in die Produk-
tion der Nachkommen 
macht ihn zum Memeti-
schen Algorithmus [3]. In 
der Regel werden durch 
Anwendung genetischer 
Operatoren wie Crossover 
und verschiedene Mutatio-
nen mehrere Nachkom-
men erzeugt, von denen 
entweder nur das Beste 
oder alle lokal verbessert 
werden. In der Literatur 
kommt auch noch die zufällige Auswahl eines Teils der zu verbessernden Nachkommen 
vor. Anschließend wird das Chromosom im Falle von Lamarckscher Evolution an die 
gefundene Verbesserung angepasst oder nicht, so dass nur der Fitnesszuwach  wirksam 
ist (Baldwin-Evolution). Die Frage, welcher der beiden Evolutionsarten der Vorzug zu 
geben ist, wird in der Literatur kontrovers diskutiert [7,8]. Meist wird der Baldwin-
Bild  1: Typischer Ablauf eines EA mit integrierter lokaler 
Verbesserung (kursiv). Die Besonderheiten des nachfolgend 
beschriebenen EA sind durch den Times-Font hervorgehoben. 
Evolution der Vorzug gegeben, da sie eine größere genetische Vielfalt über einen 
längeren Zeitraum bewirkt. Eigene Untersuchungen haben jedoch gezeigt, dass bei Ver-
wendung des von Gorges-Schleuter [9] vorgeschlagenen Nachbarschaftsmodells, das 
der Gefahr vorzeitiger Konvergenz wirksam entgegentritt, die Lamarcksche Evolution 
zum Teil erheblich besser abschneidet [4,5]. Dies gilt übrigens auch für die Evolutions-
strategie [10]. Daher wurden die hier beschriebenen Experimente mit La arckscher 
Evolution durchgeführt. 
2.1 Strategieparameter 
Zu den wichtigsten EA-Strategieparametern zählen die Populationsgröße, Mutations- 
und Crossoverraten, die Anzahl der pro Paarung erzeugten Kinder und weitere Parame-
ter, die von der konkreten Ausgestaltung des EA abhängen, wie z.B. der Rankingfaktor 
bei rankingbasierter Selektion. Es wird davon ausgegangen, dass sich diese Parameter 
bis auf die Populationsgröße EA-spezifisch so einstellen lassen, dass sie für ein breites 
Spektrum von Parameteroptimierungsaufgaben geeignet sind.  
Die Integration lokaler Suche in einen EA kann als Voroptimierung der Startpopulation, 
als Nachoptimierung der EA-Ergebnisse oder in Form eines Memetisch n Algorithmus 
erfolgen. Da eigene Untersuchungen die Überlegenheit der Memetischen Variante 
deutlich gezeigt haben [4,5], wird im Folgenden nur noch diese Art der Hybridisierung 
betrachtet. Hierbei sind folgende Strategieparameter von Bedeutung:  
1. Auswahl des LSVs sofern mehrere zur Verfügung stehen 
2. Auswahl der Anzahl zu verbessernder Nachkommen pro Paarung: nur das beste, 
alle, zufallsbestimmt 
3. Genauigkeit der lokalen Suche (Anzahl der Iterationen, LSV-Abbruchschranke, …) 
Die beiden letzten Parameter bestimmen letztlich die Aufteil ng der Rechenzeit zwi-
schen evolutionärer und lokaler Suche, eine Frage, auf deren grundlegende Bedeutung 
Goldberg und Voessner bereits 1999 hingewiesen haben [11]. Der in [12] weiterent-
wickelte systemtheoretische Ansatz kann leider für praktische Anwendung keine ver-
wertbaren Empfehlungen geben, wie die Autoren selber einräumen.  
2.2 GLEAM und HyGLEAM 
Das von Blume 1990 vorgestellte GLEAM (General Learning Evolutionary Algorithm 
and Method) [13] kann als repräsentativer EA-Vertreter angesehen werden, da GLEAM 
verschiedene Eigenschaften der klassischen EAs in sich vereint und durch seine flexible 
Codierung ein breites Anwendungsspektrum abdeckt. Geeignete lokale Suchverfahren 
sollen wegen der Bewahrung der allgemeinen Anwendbarkeit des resultierenden 
Hybrids möglichst wenig Anforderungen an den Suchraum stellen und Beschränkun-
gen, die bei praktischen Problemen fast immer vorkommen, berücksichtigen können. 
Daher wurden zwei als robust und leistungsfähig bekannte Algorithmen ausgewählt, 
nämlich das Rosenbrock- [14] und das Complex-Verfahren [15], im Folgenden mit R 
und C abgekürzt. Da sich der vorliegende Beitrag auf eine adaptive Hybridisie ung kon-
zentriert, kann aus Platzgründen nur kurz auf die beteiligten Verfahr n eingegangen 
werden und es wird auf die angegebene Literatur verwiesen. Eine ausführliche Be-
schreibung von GLEAM kann in [5] und von den beiden LSV in [16] gefunden werden. 
GLEAM ist ein eigenständiger Evolutionärer Algorithmus, der Elemente der Evoluti-
onsstrategie [6,16] und der (reellcodierten) Genetischen Algorithmen [2,17] mit Kon-
zepten der Informatik (abstrakte Datentypen) verbindet. Die Codierung der zu optimie-
renden Parameter erfolgt in den so genannten Aktionen, die aus einem oder mehreren 
Parametern vom Typ Bool, Integer oder Real entsprechend ihrem anwendungsspezifisch 
definierten Aktionstyp bestehen. Eine Aktion drückt damit eine bestimmte Eigenschaft 
einer möglichen Lösung aus, z.B. bei einem Design die Anwesenheit ein r bestimmten 
Komponente, die durch die Aktionsparameter näher bestimmt wird oder die Relationen 
zu anderen Komponenten entsprechend den Aktionsparametern eingeht. Im einfachsten 
Fall codieren die Aktionen nur bestimmte einzelne Parameter einer Lösung. Die Aktio-
nen bilden eine Aktionskette (AK), die den Chromosomen des biologischen Vorbilds 
entspricht. Der hier interessierende AK-Typ ist der einfachste von GLEAM, bei dem die 
Aktionsreihenfolge keine Bedeutung trägt und jeder Aktionstyp mit genau iner Aktion 
in der AK vertreten ist. Bild 1 zeigt den grundsätzlichen Ablauf von GLEAM mit Re-
produktion in der lokalen Nachbarschaft und ranking-basierter Partnerwahl. Als 
Akzeptanzstrategie für das beste Nachkommen wird die Konkurrenz mit de  Elter be-
nutzt, wobei es entweder besser als das Elter sein muss oder bessals das lokal 
schlechteste und keine Verschlechterung der Nachbarschaft stattinden darf (elitäre 
Ersetzungsstrategie). Das Codierungskonzept von GLEAM erlaubt eine einfache Abbil-
dung von kombinatorischen Problemen auf die Parameteroptimierung und macht sie so 
einer Bearbeitung mit HyGLEAM zugänglich. Dazu wird jede Aktion um einen Per-
mutationsparameter erweitert, der bestimmt, mit welcher andere  Aktion der Platz bei 
der AK-Auswertung getauscht wird. Der neue Parameter bestimmt so die Reihenfolge 
der Interpretation der Aktionen und die Aktionen müssen nun nicht mehr durch ent-
sprechende Mutationen im Chromosom vertauscht werden. 
Das Rosenbrock-Verfahren ist eine modifizierte Koordinatenstrategie und der Complex-
Algorithmus ein Polyederverfahren, das für Restriktionen erweitert wu de. Beide Ver-
fahren kommen ohne Ableitungen aus und werden gemäß der Implementierung von 
Schwefel [16] benutzt. Das Rosenbrock-Verfahren bricht ab, wenn ein Maß für die Län-
ge des zurückgelegten Weges und die Richtungsänderung einen vorgegeben n Wert 
unterschreitet. Der Complex-Algorithmus terminiert, wenn entweder fünf mal hinterein-
ander keine Verbesserung eintrat oder wenn die gleiche implizite Beschränkung fünf 
mal hintereinander eine unzureichende Kontraktion veranlasst hat. Die Implementierung 
beider Verfahren erlaubt außerdem die Vorgabe einer Iterationsgrenze. 
In memetischen Teil von HyGLEAM (Hybrid General Purpose Evolutionary Algorithm 
and Method) werden die beiden LSV wie in Bild 1 dargestellt in die Produktion der 
Nachkommen integriert. Dabei kann eingestellt werden, ob nur der beste oder alle 
Nachkommen lokal verbessert werden und ob der Genotyp angepasst werden soll oder 
nicht. 
3 Adaption in memetischen Algorithmen 
Hart [18] und Krasnogor [19] haben gezeigt, dass die Wahl eines geeignet n LSVs an-
wendungsabhängig ist und einen wesentlichen Einfluss auf die Suchgeschwindigkeit 
hat. Eine weitere wesentliche Größe zur Parametrierung ist die bereits erwähnte Auf-
teilung der Rechenzeit zwischen globaler und lokaler Suche. Im Folgenden wird ein 
Konzept zur adaptiven Einstellung beider Parameter vorgestellt und mit anderen Ansät-
zen verglichen.  
3.1 Konzept der Kosten-Nutzen basierten Adaption 
Die adaptive Steuerung beruht auf dem beobachteten Erfolg ausgedrückt durch den er-
zielten Fitnesszuwachs und den dazu notwendigen Kosten in Form von Fitnessberech-
nungen. Sie wird zunächst am Beispiel der Aufteilung zwischen den beiden lokalen 
Verfahren beschrieben. Anfänglich ist die Wahrscheinlichkeit für ihre Anwendung 
gleich. Die Anzahl der Anwendungen wird je Verfahren gezählt und der jeweils er-
reichte relative Fitnessgewinn rfg wird zusammen mit den dazu benötigten Evaluatio-
nen eval aufsummiert. Da ein bestimmter Fitnesszuwachs (Fitness nach der lokalen 
Suche (fLS) abzüglich der Fitness nach Anwendung der genetischen Operatoren (fevo)) 
mit zunehmender Ausgangsfitness fevo höher zu bewerten ist, wird statt des absoluten 
Wertes der Fitnessdifferenz ein relatives Maß benutzt, dass sich am noch möglichen 
Fitnessgewinn orientiert. Dazu wird die Fitnessfunktion im Bereich 0 .. fmax normiert 











Die Ausführungswahrscheinlichkeiten der lokalen Verfahren werden neu justiert, wenn 
entweder jedes Verfahren mindestens usagemin mal benutzt wurde oder nach spätestens 
matingsmax Paarungen. Die neue Relation zwischen den beiden lokalen Verfahren be-



















Die Summen werden nach der Anpassung zurückgesetzt, um eine schnellere Anpassung 
zu erreichen. Wenn die Anwendungswahrscheinlichkeit eines der Verfahren dreimal 
hintereinander weniger als ein Pmin (0.1 in den Experimenten) beträgt, wird es abge-
schaltet. Um einer voreiligen Abschaltung entgegenzuwirken, wird bei erstmaliger Un-
terschreitung von Pmin die berechnete Wahrscheinlichkeit auf Pmin heraufgesetzt.  
Der Ansatz kann leicht auf wei-
tere Suchverfahren oder Para-
meter wie die Genauigkeit der 
lokalen Suche erweitert werden. 
Dazu wird der Wertebereich in 
eine Anzahl von Bereichen un-
terteilt, was am Beispiel der Ite-
rationsgrenze erläutert werden 
soll. Hierfür mögen 10 Level ge-
nannte Bereiche genügen, für 
die beispielsweise Werte zwi-
schen 100 und 2000 zu Grunde 
gelegt werden, siehe auch Ta-
belle 1. Es sind immer genau 
drei Level gleichzeitig aktiv, 
d.h. sie haben eine Wahrschein-
lichkeit, ausgewählt zu werden, 
von p > 0. Die Anpassung der 
Wahrscheinlichkeiten erfolgt wie bei der LSV-Auswahl beschrieben. Wenn dabei der 
niedrigste oder höchste aktive Level eine Wahrscheinlichkeit von mehr als 50% erhält, 
erfolgt eine Levelanpassung, wie in Bild 2 dargestellt. Dazu wird zunächst der Level am 
anderen Ende deaktiviert und seine Wahrscheinlichkeit dem Nachbarlevel zugeschlagen 
(mittlere Zeile von Bild 2). Der neue Level (Level 6 im Bild) erhält 20% der Wahr-
scheinlichkeit der anderen beiden und wird damit aktiviert (letzte Zeile in Bild 2). 
Damit wird eine Bewegung der aktiven Levels auf der Skala möglicher Level entspre-
 
Bild  2: Parameteranpassung am Beispiel der Überschrei-
tung des Wahrscheinlichkeitsgrenzwertes von Level 5. 
Die jeweils momentan aktiven Levels sind grau hinter-
legt. Die Levelwerte sind mit v angegeben. 
chend dem erreichten Fitnesszuwachs und der dazu erforderlichen Evaluationen 
erreicht. Da die geringste Levelwahrscheinlichkeit auf 10% festgese zt wird, bleiben 
auch bei Erreichen des Skalenendes drei Level aktiv, wodurch die Mobilität dauerhaft 
gewährleistet bleibt. Mit Hilfe dieses Ansatzes können auch weitere Strategieparameter 
der Hybridisierung angepasst werden; konkret im vorliegenden Fall sind das neben den 
Iterationsgrenzen die normierte Abbruchschranke des Rosenbrock-Verfahrens thR und 
die Wahrscheinlichkeit all-imprR und all-imprC, mit der weitere Nachkommen einer 
Paarung außer dem besten lokal optimiert werden (all-Verbesserung).  
Tabelle 1: Adaptiv kontrollierte Strategieparameter mit Anzahl und Werten ihrer Levels. 
Der Gedanke liegt nahe, die lokale Suche anfänglich nur recht grob zu betreiben und 
erst im Verlaufe der Evolution zu präzisieren. Schließlich genügt die ungefähre Be-
stimmung eines lokalen Optimums, solange sie genau genug ist, um zwischen den 
lokalen Optima korrekt differenzieren zu können. Daher werden die beiden Levels der 
Iterationsgrenzen (limitR und limitC) beginnend mit dem niedrigsten mit Wahrschein-
lichkeitswerten von 50%, 30% und 20% initialisiert, während die beiden anderen L vels 
jeweils mit einem Drittel vorbelegt werden. Tabelle 1 gibt die adaptiv angepassten Stra-
tegieparameter und ihre Level-Werte wieder.  
Bild 3 zeigt den für das adaptive HyGLEAM/A erweiterten Pseudocode von Bild 1, der 
noch zwei extern einzustellende Optionen aufweist: Die Entscheidung über die Verbes-
serung nur des besten Nach-
kommen (improve best on-
ly, best-Verbesserung) oder 
aller und die über die An-
passung des Genotyps (La-
marckian evolution). Alle 
anderen Entscheidungen 
(Choose …) erfolgen durch 
den beschriebenen adapti-
ven Mechanismus. Dabei 
gibt es bei der all-Verbesse-
rung folgende Besonderheit: 
Wenn nach erfolgter lokaler 
Verbesserung ein anderer 
Nachkomme als der Evolu-
tionsbeste die größte Fitness 
hat, es also richtig war, 
nicht nur den Evolutions-
besten lokal zu verbessern, 
dann wird die Differenz 
zwischen der besten Fitness 
der Nachkommen und des 
verbesserten Evolutions-
besten als Belohnung zum 
Fitnesszuwachs hinzuad-
Strategieparameter Werte 
limitR, limitC 100 200 350 500 750 1000 1250 1500 1750 2000 
thR 10
-1 10-2 10-3 10-4 10-5 10-6 10-7 10-8 10-9  
all-imprR, all-imprC 0 0.2 0.4 0.6 0.8 1.0     
 
Bild  3: Um die Adaption erweiterter Pseudocode von Bild 1. 
 
diert. Dieser Anteil wird damit praktisch zweimal gezählt. 
Erste Experimente haben gezeigt, dass 
die gegenseitige Beeinflussung der 
adaptiven Regelung aus unterschied-
lichen Fitnessbereichen negative Aus-
wirkungen haben kann. So kann es z.B. 
sinnvoll sein, anfänglich beide LSV zu 
verwenden und in einer späteren Phase 
der Evolution verstärkt auf nur eines 
der beiden zu setzen. Mit anderen Worten: was gut für schlechte Individuen ist, muss 
nicht geeignet für gute sein und umgekehrt. Um dieser Beobachtung gerecht zu werden, 
wurde eine getrennte Adaption für unterschiedliche Fitnessklassen eingeführt. Konkret 
wurden die Experimente mit den drei in Tabelle 2 wiedergegebenen Klassen durchge-
führt. Wenn ein Individuum eine Fitness erreicht, deren Klasse noch unbenutzt ist, 
werden die Level-Einstellungen der nächst niedriger genutzten kopiert, um bereits 
gelernte Lektionen nicht noch einmal lernen zu müssen. Bei all-Verbesserung bestimmt 
die Fitness des Evolutionsbesten die Wahl des lokalen Verfahrens und von all-imprR 
bzw. all-imprC, während die Parametrierung des gewählten LSVs (limitR, limitC und thR) 
entsprechend der Fitness eines jeden Nachkommen eingestellt wird.  
Neben der Frage, ob mit all- 
oder best-Verbesserung gear-
beitet werden soll, spielt noch 
die Anpassungsgeschwindig-
keit der Adaption eine wichti-
ge Rolle. Tabelle 3 zeigt die 
Werte für usagemin und 
matingsmax der drei unter-
suchten Anpassungsge-
schwindigkeiten schnell, mit-
tel und langsam für die LSV-Auswahl und die Parameteranpassungen. Nur wenn es 
gelingt, für alle untersuchten Testanwendungen eine gemeinsame Parametrierung dieser 
neuen Strategieparameter der Adaption zu finden, kann von einem Fortschritt gespro-
chen werden und nur dann ist man dem eingangs genannten Ziel einer Verfahrensver-
einfachung näher gekommen. 
3.2 Andere Verfahren zur Adaption von Strategieparametern 
Ong und Keane [20] benutzen einen ähnlichen Kosten-Nutzen basierten Ansatzmit dem 
Ziel „to promote cooperation and competition among the different LSs working together 
to accomplish the shared optimization goal”.1 Sie ermitteln eine Belohnung η an Hand 
von Formel (3) und berechnen daraus die Wahrscheinlichkeitsverteilung zur Auswahl 










=β  (3) 
Der Faktor β relativiert den Fitnesszuwachs bezogen auf die Fitness des best n Indivi-
duums was ähnlich zur vorgestellten relativen Fitness ist: Der Zuwachs wird nicht 
                                                
1 Die Ideen von Ong und Keane entstanden offenbar parallel zur vorliegenden Arbeit, siehe auch [5].  
Fitnessklasse Fitnessbereiche 
fc1 0.4 0.7 1.0   
fc2 0.35 0.65 0.85 1.0  
fc3 0.3 0.55 0.75 0.9 1.0 
Tabelle 2: Fitnessklassen und ihre Werteberei-
che als Anteil an fmax. 
LSV-Auswahl Parameteranp. Geschwin-
digkeit usagemin matingsmax usagemin matingsmax 
schnell 3 15 3 12 
mittel 5 20 4 15 
langsam 8 30 7 25 
Tabelle 3: Die Parametrierungen der drei Anpassungs-
geschwindigkeiten für die LSV-Auswahl und die Parame-
teranpassungen. 
absolut genommen sondern am bisher erreichten gemessen. Ong und Keane vergleichen 
diesen Ansatz mit einem heuristischen, der auf dem Fitnesszuwachs genotypisch ähnli-
cher Individuen aufbaut, und kommen zu dem Ergebnis, dass das auf der Belohnung η 
basierende Verfahren besser ist und dass es erheblich von der Anwendung abhä t, 
welche LSV besser oder schlechter geeignet sind. Im Unterschied zu HyGLEAM/A 
wird die Intensität der lokalen Suche durch eine Begrenzung auf 100 Iteration n für alle 
LSV beschränkt. Da Ong und Keane sich auf die LSV-Auswahl konzentrier, während 
die vorliegende Arbeit stärker die Adaption der Rechenzeitverteilung zwischen globaler 
und lokaler Suche zum Ziel hat, ergänzen sich beide Arbeiten. 
Bisher war von einem Mechanismus zur Adaption die Rede, der außerhalb des bereits 
selbst Adaption bewirkenden evolutionären Mechanismus steht. Warum also nicht die 
Strategieparameter zum Chromosom hinzufügen und die Adaption der Evolution über-
lassen, wie es Krasnogor et al. [21] getan haben? Schließlich hat die Selbstadaption bei-
spielsweise bei der Schrittweitensteuerung der ES gute Ergebniss  gebracht. Der 
wesentliche Unterschied ist hierbei, dass unterschiedliche Schrittweiten den Aufwand 
für die Mutation nicht vergrößern und es tatsächlich nur auf den Fitnessgewinn 
ankommt. Aber die Auswahl zwischen unterschiedlichen LSV bewirkt unterschi dliche 
Kosten, sofern sie nicht einheitlich vorzeitig gestoppt werden. Krasnogor et al. sagen 
selbst: „The rationale is to propagate local searchers that are associated with fit indi-
viduals, as those individuals were probably improved by their respective memes.” Oder 
aber sie wurden durch die vorangegangene Evolution verbessert! Dass man dies der 
Fitnesssumme nicht mehr ansehen kann, rechtfertigt die Untersuchung des vorgeschla-
genen Ansatzes zur Kosten-Nutzen basierten Adaption. 
Mit Zitzler et al. [22] und Bambha et al. [23] wird der Gedanke des adaptiv gesteuerten 
Zuwachses der Genauigkeit der lokalen Suche im Verlauf der Adaption geteilt. Der we-
sentliche Unterschied besteht in der vorher festzulegenden Dauer der Optimierung, die 
ihrem Verfahren zu Grunde liegt. Insbesondere bei neuen noch nicht bearbeiteten Auf-
gabenstellungen ist die Abschätzung einer ausreichenden Laufzeit dagegen problema-
tisch. So sehen die Autoren auch den wesentlichen Einsatzbereich ihres Ansatzes bei 
Aufgaben, die einer festen zeitlichen Restriktion unterliegen.  
4 Experimente und ihre Ergebnisse 
4.1 Benchmarkaufgaben 
Die zur experimentellen Überprüfung des HyGLEAM/A-Ansatzes notwendigen Test-
aufgaben müssen repräsentativ hinsichtlich realer Anwendungen sein, ab r auch eine 
schnelle Optimierung erlauben, damit statistische Untersuchungen in vertretbarer Zeit 
möglich sind. Tabelle 4 gibt einen Überblick über wichtige Eigenschaften der sieben 
benutzten Testaufgaben, von denen zwei Anwendungsprobleme sind, während die fünf 
anderen der GENEsYs-Sammlung [24] entnommen wurden und in der Tabelle mit ihren 
dortigen Funktionsnummern angegeben sind. Shekel’s Foxholes und die ver-
allgemeinerte Rastrigin Funktion wurden um 30° im Raum gedreht, um sie schwieriger 
zu machen, siehe auch [5]. Ein Problem wird in der Tabelle als st rk multimodal (stark 
mm.) bezeichnet, wenn es mehr als das 20-fache seiner Dimension an Suboptima auf-
weist. Tabelle 4 gibt für die Testfunktionen auch die Wertebereiche und die Genauigkeit 
der Zielwerte an, wobei lediglich im Falle von Shekel’s Foxholes das exakte Optimum 










Schwefels Kugel (f1) 30 real nein unimodal nein [-1010, 1010] 0.01 
Shekel’s Foxholes (f5)   2 real nein multimod. nein [-500, 500] 0.998004 
Verallg. Rastrigin F. (f7)   5 real nein stark mm. nein [-5.12, 5.12] 0.0001 
Fletcher & Powell (f16)   5 real nein multimod. nein [-3.14, 3.14] 0.00001 
Fraktale F. (f13) 20 real nein stark mm. nein [-5, 5] -0.05 
Designoptimierung   3 real nein stark mm. nein   
Ressourcenoptimierung 87 int. (ja) multimod. ja   
Tabelle 4: Wichtige Eigenschaften der sieben Testaufgaben. 
Aus Platzgründen können die beiden Anwendungsaufgaben hier nur kurz vorgestellt 
werden und der interessierte Leser wird auf die angegebene Literatur verwiesen. Alle 
sind ausführlich in [5] beschrieben. 
Bei der Designoptimierung eht es um den Entwurf eines mikrooptischen Bauteils 
(Heterodynempfänger) bestehend aus zwei Kugellinsen und einer Photodiode [25]. Der 
Abstand zwischen dem Lichtleiter und erster Kugellinse sowie die beiden Brechungs-
indizes sollen so bestimmt werden, dass nicht nur eine optimale Ausluchtung der Pho-
todiode im Kollimationspunkt erreicht wird, sondern die ganze Anordnung auch mög-
lichst unempfindlich gegenüber Fertigungstoleranzen innerhalb vorgegebener Grenzen 
ist. Letzteres macht die ansonsten einfache Aufgabe zu einem trotz der nur drei Para-
meter schwierigem, stark multimodalen Optimierungsproblem. 
Die Ressourcenoptimierung erfolgt in Zusammenhang mit einer Scheduling-Aufgabe 
aus der Verfahrenstechnik [26]. Dabei sind 87 Chargen mit jeweils unterschiedlichem 
Mitarbeiterbedarf währen der Abarbeitung jeder Charge so zu starten, dass der resultie-
rende Mitarbeiterbedarf (Ressource menschliche Arbeitkraft) pro Schicht ein vorgege-
benes Maximum nicht überschreitet und möglichst noch darunter bleibt. Gleichzeitig 
sind natürlich die üblichen Randbedingungen wie Lieferfristen, die Verfügbarkeit ge-
meinsam genutzter Anlagen und die Verfügbarkeit von durch Vorgängerchargen produ-
zierten Vorprodukten zu beachten. Da Belegungskonflikte, die durch die Reihenfolge 
der Chargen in den Aktionsketten gelöst werden, auch durch geeignete Verschiebung 
der Starttermine beseitigt werden können, ist der kombinatorische Charakter der Aufga-
benstellung begrenzt (eingeklammertes „ja“ in Tabelle 4). Das Optimum ist nicht be-
kannt und für die Erfüllung der Testaufgabe wird ein Wert nahe dem besten Ergebnis 
von [26] gefordert: Eine Reduktion des maximalen Mitarbeiterbedarfs von 12 auf 9 pro 
Schicht bei gleichzeitiger Verkürzung der ursprünglich manuell geplanten Produktions-
zeit auf 70%.  
4.2 Ergebnisse für HyGLEAM 
GLEAM oder ein Hybrid wird zusammen mit konkreten Werten seiner Strategiepara-
meter als Job bezeichnet. Die Bewertung basiert auf dem durchschnittlichen Aufwand 
gemessen in Evaluationen von in der Regel 100 Läufen pro Job, wobei nur solche Jobs 
verglichen werden, die erfolgreich sind, d.h. bei denen alle Läufe das vorgegebene Ziel 
erreicht haben. Der Vergleich basiert dann auf der erreichten Verbesserung gegenüber 
GLEAM bzw. im nächsten Abschnitt auch gegenüber HyGLEAM. Tabelle 5 v rgleicht 
die besten Jobs von GLEAM und HyGLEAM zusammen mit ihren Strategieparametern. 
Die Tabelle zeigt die durchgängige Überlegenheit der Lamarckschen Evolution und die 
enorme Spreizung geeigneter Populationsgrößen beim reinen EA (GLEAM) sowie 
deren deutliche Verringerung bei allen Hybriden. Ansonsten bestätigt die Tabelle die 
Notwendigkeit einer adaptiven Auswahl des LSVs, seiner Genauigkeit und der Ent-
scheidung zwischen best- oder all-Verbesserung. 
GLEAM  HyGLE AM  
Testaufgabe 
Eval. Pg LSV Eval. Pg thR b/a Lamarck Verb. 
Fletcher 483 566 600 C 4 684 5  best ja 103     
Ressourcenopt. 5 376 334 1 800 R 69 448 5 10-1 best ja 77,4 
Foxholes 103 192 350 C 8 831 20  best ja 11,7 
Rastrigin 3 518 702 11 200 R 315 715 70 10-2 all ja 11,2 
Fraktal 195 129 20 R 30 626 5 10-2 best ja 6,4 
Designopt. 5 773 210 C 1 041 5  best ja 5,6 
Kugel kein Erfolg R 29 595 5 10-6 best ja  
Tabelle 5: Ergebnisse der sieben Testaufgaben in absteigender Reihenfolge der erreichten Ver-
besserung. Abkürzungen: Eval: Evaluationen, Pg: Populationsgröße, R: Rosenbrock-Verfahren, 
C: Complex-Algorithmus. b/a: best- oder all-Verbesserung, Lamarck: Lamarcksche Evolution, 
Verb: Verbesserungsfaktor gegenüber dem besten GLEAM-Job 
4.3 Ergebnisse für adaptives HyGLEAM (HyGLEAM/A) 
Bild 4 zeigt exemplarisch, 
dass sich je nach Anwen-
dung im Durchschnitt un-
terschiedliche Werte für die 
Rosenbrockwahrscheinlich
keit (prob. R) und die Le-
vels am Ende eines Laufes 
für die verschiedenen Fit-
nessklassen ergeben. Es un-
terstreicht zusammen mit 
weiteren Beobachtungen 
die in Kapitel 3 gegebene 
Begründung für die Einfüh-
rung der nach Fitnessklas-
sen getrennten Adaption. 
Aus technischen Gründen 
sind die Indices der Größen 
zur LSV-Unterscheidung in 
den Bildern nicht tief ge-
stellt.  
Beim Vergleich zwischen 
dem per Hand optimal ein-
gestellten HyGLEAM und 
der Standardeinstellung von 
HyGLEAM/A (d.h. mit bei-
den LSV und all-Verbesse-
rung) kann man beides er-
warten, eine Verbesserung 
auf Grund der Adaption 
oder eine Verschlechterung 
 
 
Bild  4: Exemplarische Entwicklung der Rosenbrockwahr-
scheinlichkeit (prob. R) und der Levels. 
insbesondere dann, wenn 
ein nicht- oder schlecht ge-
eignetes LSV abgeschaltet 
werden muss. So funktio-
niert der Complex-Algo-
rithmus weder mit der Ku-
gel-Funktion noch mit der 
Ressourcenoptimierung und 
mit der Rastrigin und der 
fraktalen Funktion schlech-
ter als reines GLEAM. 
Letzteres trifft auch auf das 
Rosenbrock-Verfahren und 
die Designoptimierung zu. 
In der Tat lassen sich beide 
Effekte beobachten, wie 
Bild 5 zeigt, jedoch nicht bei allen Testfällen entsprechend ihrerEignung für das eine 
oder andere LSV. So konnte z.B. im Falle der Kugel-Funktion trotz des ungeeigneten 
Complex-Verfahrens eine Verringerung der Evaluationen erreicht werden, während dies 
bei der Ressourcenoptimierung nicht möglich war. Offenbar ist es anwendungsabhän-
gig, wie schnell ein ungeeignetes LSV verdrängt werden kann und ob es sozusagen nur 
„stört“ oder etwas zum Erfolg beiträgt, wenn auch mit höherem Aufwand.  
Bei vier der sieben Testaufgaben (Foxhole, fraktale und Rastrigin Funktion sowie die 
Designoptimierung) bewirkt die Adaption keine relevante Leistungsänderung gegenüber 
HyGLEAM mit manueller Optimierung der Strategieparameter. Der beschleunigten 
Optimierung bei der Kugel-Funktion steht die zum Teil deutliche Verlangsamung bei 
Fletchers Funktion und bei der Ressourcenoptimierung gegenüber. Die beiden letzt  
fielen in Tabelle 5 durch herausragende Performancesteigerungen gegenüb r GLEAM 
auf (Faktor 104 bzw. 77) und sie erreichen bei Standard-HyGLEAM/A immerhin noch 
eine Leistungssteigerung gegenüber GLEAM von einem Faktor von 35 bzw. 21 (siehe
auch Tabelle 6), die ohne den bei HyGLEAM sonst notwendigen erheblichen manuellen 
Anpassungsaufwand für die Strategieparameter erreicht wurde.  
Tabelle 6 fasst die Ergebnisse für die besten Jobs von GLEAM, manuell optimiertem 




am besten abschnitt, wurde 
in der Tabelle die Zeile für 
das beste HyGLEAM/A 
weggelassen. Aus der Ta-
belle lassen sich zwei Er-
gebnisse ablesen. Erstens 
fällt die deutliche und 
durchgängige Verringerung 
der Populationsgröße ge-
genüber GLEAM auf. Bild 
6 zeigt ihren meist mode-
raten Einfluss auf den Auf-
wand für die fünf Test-
 
Bild  5: Verbesserungen und Verschlechterungen der besten 
Standard-HyGLEAM/A-Jobs verglichen mit den besten Jobs 
des per Hand optimierten HyGLEAMs. 
 
Bild  6: Einfluss der Populationsgröße auf den Aufwand für alle 
Testaufgaben, die auch bei kleinen Populationsgrößen eine Er-
folgsrate von 100% aufweisen. 
aufgaben, bei denen auch kleine Populationsgrößen eine Erfolgsrate von 100% liefern. 
Die Rastrigin Funktion konvergiert nicht mehr sicher ab einer Populationsgröße von 50 
und weniger und die Ressourcenoptimierung ab 10 und weniger. Aber es kann als ein 
wesentliches Ergebnis festgehalten werden, dass der Bereich sinnvoller Populationsgrö-
ßen deutlich eingeengt werden konnte: Statt einem Wertebereich von 20 bis 11200 wie 
bei GLEAM kommt bei HyGLEAM/A nur noch ein Bereich zwischen 5 und 70 in 
Frage. Auf Grund des moderaten Einflusses steigender Populationsgrößen auf den Auf-
wand sollte man sicherheitshalber bei einem unbekannten Problem mit einer Popula-
tionsgröße von 20 beginnen und prüfen, ob eine Verringerung möglich ist. Wenn von 
einer erheblichen Komplexität auszugehen ist, empfehlen sich größere Populationen. 






klasse b/a LSV 
GLEAM 483 566 600     
HyG mit C 4 684 5     




Powell Best HyG/A 11 808 10 schnell fc2 best beide 
GLEAM 5 376 334 1 800     
HyG mit R 69 448 5     
Stand.-HyG/A 251 917 20 mittel fc1 all beide 
Ressourcen-
optimierung 
Best HyG/A 235 419 30 langsam gc2 best beide 
GLEAM 103 192 350     
HyG mit C 8 831 20     
Shekel’s 
Foxholes 
Stand.-HyG/A 6 209 20 langsam fc1 all beide 
GLEAM 3 518 702 11 200     
HyG mit R 315 715 70     
verallg. 
Rastrigin 
Funktion Stand.-HyG/A 265 892 90 langsam fc1 all beide 
GLEAM 195 129 20     
HyG mit R 30 626 5     
Stand.-HyG/A 23 649 5 schnell fc2 all beide 
Fraktale 
Funktion 
Best HyG/A 20 753 5 mittel fc1 all beide 
GLEAM 5 773 210     
HyG mit C 1 041 5     
Stand.-HyG/A 1 433 5 langsam fc2 all beide 
Design-
optimierung 
Best HyG/A 652 5 mittel fc1 best C 
HyG mit R 29 595 5     
Stand.-HyG/A 13 090 5 schnell fc1 all beide 
Schwefels 
Kugel 
Best HyG/A 8 436 5 schnell fc3 best R 
Tabelle 6: Ergebnisse der sieben Testfunktionen in absteigender Reihenfolge der Aufwandsein-
sparungen. Abkürzungen: HyG: HyGLEAM, Stand.-HyG/A: Standard-HyGLEAM/A, b a: best- 
oder adaptive all-Verbesserung, weitere Abkürzungen siehe Tabelle 5. 
Zweitens zeigt Tabelle 6 die Anwendungsabhängigkeit einer geeign t n Wahl der am 
Ende von Abschnitt 3.1 vorgestellten Strategieparameter der Adaption Adaptionsge-
schwindigkeit, Fitnessklasse und best/all-Verbesserung. Obwohl auch die die Menge 
der anwendbaren LSV (beide, Rosenbrock- oder Complex-Verfahren) eine Rolle spielen 
kann, wie das Kugel-Problem und die Designoptimierung zeigen, soll aus Gründen der 
allgemeinen Anwendbarkeit die Wahl des LSVs der Adaption vorbehalten bleiben. Aus 
einer Analyse des gesamten Zahlenmaterials der Experimente kann folgendes abgeleitet 
werden:  
1. Die Wahl der Fitnessklasse hat einen eher geringen Effekt. 
2. Langsame und mittlere Adaptionsgeschwindigkeit funktioniert immer, während die 
schnelle Fehladaptionen vor allem hinsichtlich der LSV-Wahl mit sich bringen 
kann. 
3. Die lokale Verbesserung nur des besten Nachkommen (best-Verbesserung) liefert 
zwar meist etwas bessere Resultate, ist aber im Falle der Rastrigin-Funktion fatal, 
da in diesem Falle nur all-Verbesserung zu einer Erfolgsrate von 100% führt. 
Angesichts dessen und 
den moderaten Abwei-
chungen bei den resultie-
renden Evaluationswerten 
in Tabelle 6 stellt sich die 
Frage, ob ein geeigneter 
„guter Mittelwert“ gefun-
den werden kann. Bild 7 
vergleicht die besten zwei 
Parametrierungen jeweils 
für variable best/all-Ver-
besserung und für reine 
all-Verbesserung an Hand 
der erreichten Konver-
genzgeschwindigkeit ver-
glichen mit dem besten 
per Hand eingestellten 
HyGLEAM/A-Job. Der 
durch die vier Säulen 
rechts dargestellte durch-
schnittliche Leistungs-
verlust zeigt, dass die 
manuelle Wahl zwischen 
best- und all-Verbesse-
rung die geringsten Per-
formanceverluste bringt. 
Es wird aber auch deut-
lich, dass der Abstand zur 
besten Standard-Hy-
GLEAM/A-Parametrie-
rung gering ist und mit 
82% der Leistung der 
besten manuell einge-
stellten HyGLEAM/A-
Jobs nur geringe Leis-
tungsverluste in Kauf ge-
nommen werden müssen.  
Damit kann Standard-HyGLEAM/A mit langsamer Adaption, Fitnessklasse fc1 
bestehend aus drei Klassen und adaptiver all-Verbesserung sowie Verw ndung 
beider LSV als die gesuchte günstige Parametrierung angesehen werden.  
Bild 8 vergleicht die gegenüber GLEAM erreichten Performancegewinne der empfoh-
lenen Parametrierung von Standard-HyGLEAM/A mit der besten manuelle  Einstellung 
 
Bild  7: Vergleich der besten zwei Parametrierungen jeweils für 
manuell eingestellte best-/all-Verbesserung und für reine all-Ver-
besserung auf der Basis der erreichten Konvergenzgeschwindig-
keit im Vergleich zum besten Job. Rechts der Durchschnitt für 
alle Testfälle (av. diff.). Abkürzungen: l, m: langsame, mittlere 
Adaptionsgeschwindigkeit 
 
Bild  8: Vergleich des Leistungsgewinns gegenüber reinem 
GLEAM zwischen dem manuell eingestellten HyGLEAM/A und 
der empfohlenen Parametrierung von Standard-HyGLEAM/A.  
von HyGLEAM/A für sechs der sieben Testaufgaben.2 Das Bild verdeutlicht noch 
einmal den moderaten Leistungsverlust, der als Preis dafür zu zahlen ist, dass bis auf die 
Populationsgröße keine manuellen Einstellungen am resultierenden memetischen Algo-
rithmus für Parameteroptimierungen mehr notwendig sind. 
5 Zusammenfassung und Ausblick 
Es konnte an Hand der sieben Testfälle gezeigt werden, dass das Ziel eines hybriden 
evolutionären Algorithmus mit möglichst wenig Verfahrensparametern du ch den vor-
geschlagenen Mechanismus zur Kosten-Nutzen basierten Adaption für memetische 
Algorithmen zur Parameteroptimierung nahezu erreicht werden konnte. Lediglich die 
Populationsgröße muss noch aufgabenspezifisch eingestellt werden, wobei der B reich 
sinnvoller Größen deutlich eingeschränkt werden konnte, und zwar auf Werte zwischen 
5 und 70 anstelle von 20 und 11200. Als beste Parametrierung der Adaption konnte fol-
gendes ermittelt werden: 
1. Verwendung beider lokaler Suchverfahren 
2. Lokale Verbesserung eines adaptiv bestimmten Anteils aller Nachkommen einer 
Paarung (adaptive all-Verbesserung, siehe auch Abschnitt 3.1 und Tabelle 1) 
3. Getrennte Adaption in drei Fitnessklassen (siehe auch Tabelle 2) 
4. Langsame Adaptionsgeschwindigkeit (siehe auch Tabelle 3) 
Die so eingestellte Adaption kontrolliert folgende Strategieparameter des Memetischen 
Algorithmus pro lokalem Suchverfahren: die Auswahl des lokalen Verfahrens, die Ite-
rationsgrenze, eine konvergenzabhängige Abbruchschranke (nur beim Rosenbrock-Ver-
fahren) und die Wahrscheinlichkeit, weitere Nachkommen lokal zu verbessn als nur 
das Beste einer Paarung (adaptive all-Verbesserung), siehe auc  Tabelle 1. Mit der vor-
geschlagenen Parametrierung konnte im Durchschnitt der Testfälle 82% der Leistungs-
fähigkeit (gemessen in Anzahl der Fitnessberechnungen) des besten manuell eingestell-
ten adaptiven Hybriden erreicht werden.  
Da der vorgestellte Mechanismus zu Adaption so konzipiert ist, dass er auch auf andere 
EA als dem hier verwendeten, anwendbar ist, ist man dem Ziel ein s allgemein an-
wendbaren, robusten EA-Hybriden für Parameteroptimierung, der wenig Vorkenntnisse 
erfordert, ein großes Stück näher gekommen. Natürlich ist damit kein universelles All-
zweckwerkzeug geschaffen, wie die eingangs gemachten Anwendungseinschränkungen 
zeigen und wie es auch im „no free lunch“-Theorem [27] zum Ausdruck kommt. 
Da die Ergebnisse auf fünf Testfunktionen und zwei realen Anwendungen basieren, 
wäre eine Ausweitung der Testfälle zur besseren Absicherung der Resultate sicher sinn-
voll. Wie die Arbeiten von Ong und Keane [20] gezeigt haben, ist auch von der Hinzu-
nahme weiterer lokaler Suchverfahren eine Verbesserung zu erwarten. 
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