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A cluster analysis task has to identify the grouping trends of data, to decide on the 
sound clusters as well as to validate somehow the resulted structure. The identification of the 
grouping tendency existing in a data collection assumes the selection of a framework stated in 
terms of a mathematical model allowing to express the similarity degree between couples of 
particular objects, quasi-metrics expressing the similarity between an object an a cluster and 
between clusters, respectively. In supervised classification, we are provided with a collection 
of preclassified patterns, and the problem is to label a newly encountered pattern. Typically, 
the given training patterns are used to learn the descriptions of classes which in turn are used 
to label a new pattern. The final section of the paper presents a new methodology for super-
vised learning based on PCA. The classes are represented in the measurement/feature space 
by a continuous repartitions 
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PCA (principal component analysis). 
 
Generalităţi privind clasificarea for-
melor 
Tehnicile de clusterizarea datelor fac parte 
din domeniul clasificării nesupervizate. Cla-
sificarea supervizată (sau analiza discrimi-
nantă) presupune existenţa unei colecţii de 
forme preclasificate şi etichetarea unei forme 
neasignate încă nici unei clase. În general, 
formele deja clasificate (numite şi forme de 
antrenament) sunt utilizate la învăţarea des-
crierii claselor care, la rândul lor, sunt folosi-
te la etichetarea unui nou exemplu. În cazul 
clasificării nesupervizate, problema de rezol-
vat este de a clasifica o mulţime de forme da-
tă într-un set de clase “semnificative”, pe ba-
za unui criteriu de conformitate specificat. 
Într-un anumit sens, etichetele sunt asociate 
claselor, dar aceste categorii de etichete sunt 
esenţial determinate de datele observate (eti-
chetarea este obţinută exclusiv din analizarea 
datelor disponibile). 
În cazul majorităţii problemelor formulate în 
cazul clusterizării, informaţia disponibilă 
despre datele observate este în general negli-
jabilă.  Metodologiile de clusterizare sunt în 
particular utile în determinarea interconexiu-
nilor dintre datele observate, precum şi a 
structurii acestora. 
În general, clusterizarea formelor presupune 
efectuarea următoarelor operaţii primitive 
asupra datelor (Jain, Murty, Flynn, 1999): 
1. reprezentarea formelor (eventual extrage-
rea caracteristicilor şi/sau selecţia caracteris-
ticilor)  
2. definirea unei măsuri de proximitate pe 
domeniul datelor observate 
3. clusterizarea (gruparea) datelor  
4. abstractizarea datelor (dacă este necesară) 
5. estimarea rezultatelor (dacă este necesa-
ră). 
În abordarea statică, validarea este realizată 
prin testarea unor ipoteze statistice. Există 
trei tipuri de studii asupra validării sistemului 
de clase obţinut. Estimarea externă a validi-
tăţii compară structura obţinută cu o structură 
a priori. Examinarea internă a validităţii sis-
temului de clase rezultat presupune verifica-
rea faptului că structura este potrivită intrin-
sec datelor observate. Cea de-a treia abordare 
corespunde testului relativ, care compară do-
uă structuri şi măsoară meritul relativ al fie-
căreia dintre ele (Dubes, 1993).  
O formă (sau vector de caracteristici, obser-
vaţie sau dată) x este un vector de dimensiu-
ne d,  
x ( ) d x x x ,..., , 2 1 = .  




Pentru fiecare  d i ≤ ≤ 1 , elementul scalar xi 
din forma x este numit caracteristică (sau 
atribut) a lui x. O mulţime de forme este no-
tată în continuare cu ℵ, unde 
{} n x x x ,..., , 2 1 = ℵ .  
Cea de-a i-a formă din ℵ este notată cu xi 
( ) d i i i x x x , 2 , 1 , ,..., , = . 
O clasă abstractă se referă la starea caracte-
risticii care guvernează procesul de generare 
a formelor. Concret, o clasă C poate fi privită 
ca o sursă de date a cărei distribuţie în spaţiul 
caracteristicilor este guvernată de o densitate 
de probabilitate specifică clasei C . Tehnicile 
de clusterizare revin la gruparea formelor ast-
fel încât clasele astfel obţinute să reflecte di-
feritele procese de generare a formelor repre-
zentate în mulţimea formelor ℵ. 
Tehnicile de clusterizare  “hard” asociază fi-
ecărei forme xi o unică etichetă li care identi-
fică o anumită clasă. Mulţimea tuturor etiche-
telor asignate formelor din ℵ este notată cu 
{} n l l l L ,..., , 2 1 = . Pentru orice  n i ≤ ≤ 1 , 
{} k li ,..., 2 , 1 ∈ , unde k este numărul de clase. 
Procedurile de clusterizare fuzzy asociază fi-
ecărei forme de intrare xi o probabilitate de 
apartenenţă la clasa j, fi,j, 
1 , 1 , 1 , = ≤ ≤ ≤ ≤ ∑
j
j i f k j n i . 
Convenţional, formele sunt reprezentate prin 
vectori multidimensionali, unde fiecare di-
mensiune corespunde unei caracteristici 
(atribut). Caracteristicile pot fi  
1. cantitative: valori continue (de exemplu 
ponderi); valori discrete; valori de tip interval 
(de exemplu durata unui eveniment). 
2. calitative: nominale sau neordonate (de 
exemplu culori); ordinale. 
O altă modalitate de structurare a caracteris-
ticilor este reprezentarea arborescentă, în ca-
re un nod parental reprezintă o generalizare a 
nodurilor descendenţi direcţi. (Jain, Murty, 
Flynn, 1999). Reprezentarea generalizată a 
formelor, numite în acest caz obiecte simbo-
lice. a fost propusă de Diday (1988). Obiecte-
le simbolice sunt definite prin conjuncţii lo-
gice de evenimente. 
În multe situaţii practice este utilă izolarea 
caracteristicilor celor mai descriptive ale 
mulţimii de intrare şi utilizarea exclusiv a 
acestora în analizele ulterioare. Tehnicile de 
selecţie a caracteristicilor identifică o sub-
mulţime a caracteristicilor existente, care va 
fi utilizată în analiza ulterioară, în timp ce 
tehnicile de extragere a caracteristicilor pre-
supun calculul unor noi caracteristici din 
mulţimea iniţială de forme observate. În am-
bele situaţii, scopul este acela de a îmbunătăţi 
fie performanţa clasificatorului, fie eficienţa 
calculului.  
Disimilaritatea dintre două forme din mulţi-
mea ℵ este exprimată prin intermediul unei 
distanţe definite pe spaţiul formelor. În con-
tinuare vom presupune ca atributele formelor 
sunt definite pe spaţii continue. Cea mai uti-
lizată metrică pentru caracteristici definite pe 
spaţii continue este distanţa euclidiană, 
(1.1)  ( )
2 2 , j i j i d x x x x − = ,  
unde  n j i ≤ ≤ , 1 . 
Distanţa definită prin (1.1) este un caz parti-
cular al distanţei Minkowski, 
(1.2)  ( )
p j i j i p d x x x x − = , ,  
unde  n j i ≤ ≤ , 1.  
Distanţa euclidiană este de obicei utilizată în 
evaluarea distanţei dintre două obiecte în 
spaţii bidimensionale sau tridimensionale; de 
asemenea, algoritmii de clusterizare ce folo-
sesc distanţa euclidiană sunt aplicaţi mulţimi-
lor de date care sunt partiţionate în clase 
compacte, “izolate” (Mao, Jain, 96). Incon-
venientul folosirii directe a metricii 
Minkowski este tendinţa de „dominare” a ca-
racteristicilor cu valori absolute mari.  
Măsurile de tip distanţă pot fi de asemenea 
influenţate de corelaţiile lineare dintre carac-
teristicile formelor. Acest tip de distorsiune 
poate fi eliminată fie prin aplicarea unei 
transformări asupra setului de date observate 
pentru obţinerea unei selecţii de medie vecto-
rul nul şi matrice de covarianţă matricea uni-
tate (procesul de “albire” a datelor), fie prin 
utilizarea distanţei Mahalanobis. Pentru 
n j i ≤ ≤ , 1,  d i s t a n ţa Mahalanobis dintre for-
mele xi şi xj este definită prin, 
(1.3)  ( ) ( )( )
T
j i j i j i M d x x Σ x x x x − − =
−1 ,,  
unde Σ este fie matricea de covarianţă de se-
lecţie (calculată exclusiv pe baza formelor 




covarianţă teoretică a procesului care a gene-
rat formele observate. Implicit se presupune 
că densităţile condiţionale ale claselor sunt 
unimodale şi gaussiene. O serie de algoritmi 
de clusterizare utilizează matrice de vecină-
tăţi în locul mulţimii iniţiale de forme ℵ. În 
situaţia în care o parte a caracteristicilor for-
melor nu sunt definite pe spaţii continue este 
posibil ca atributele respective să nu fie com-
parabile. Noţiunea de vecinătate este definită 
în cazul atributelor cu valori nominale binar. 
În practică au fost însă definite diferite mă-
suri de vecinătate pentru tipuri eterogene de 
caracteristici. De exemplu, Wilson şi 
Martinez (1997) au propus o combinaţie din-
tre o metrică de tip Minkowski pentru carac-
teristici definite pe spaţii continue (caracte-
risticile cantitative) şi o distanţă bazată pe 
numărare pentru atributele nominale (carac-
teristicile calitative). 
De asemenea, în literatura de specialitate sunt 
definite o serie de distanţe care înglobează 
informaţii referitoare la influenţa vecinătăţi-
lor asupra formelor comparate. Punctele din 
vecinătatea unei forme sunt numite context. 
Pe baza contextului, similaritatea dintre două 
puncte xi şi xj este definită prin, (Jain, Murty, 
Flynn, 1999) 
(1.4)  ( )= j i s x x , f(xi,xj,E), 
unde E este contextul în care este calculată 
distanţa (mulţimea punctelor vecine).  
O altă abordare a măsurării similarităţii for-
melor este bazată pe context şi pe un set de 
concepte predefinite. De exemplu, în cazul 
clasificării conceptuale, similaritatea dintre 
formele xi şi xj este definită prin, 
(1.5)  ( )= j i s x x , f(xi,xj,E,C), 
unde E este contextul în care este calculată 
distanţa  şi  C este mulţimea conceptelor 
predefinite. 
Metodele de clusterizarea a formelor dezvol-
tate până în prezent pot fi prezentate ierarhic 
prin figura 1. (Jain, Murty, Flynn, 1999). 
 

































2. Clusterizarea ierarhică a formelor 
Algoritmii de clusterizare de tip ierarhic au 
ca rezultat o dendrogramă, adică un arbore 
care reprezintă grupările de forme la diferite 
niveluri de similaritate. Diferenţa dintre două 
niveluri de similaritate este reflectată de mo-
dificarea claselor.  
Reprezentarea ierarhică rezultată este carac-
terizată astfel. Clasele de pe fiecare nivel al 
ierarhiei sunt create prin reunirea claselor si-
tuate pe nivelul imediat inferior. Nivelul infe-
rior corespunde claselor ce conţin câte o sin-
gură observaţie, în timp ce nivelul superior 
este asociat unei singure clase ce conţine toa-
te datele. Startegiile de clusterizare ierarhică 
sunt de tip aglomerare (bottom-up), respectiv 
de tip  divizare (top-down). (Hastie, 
Tibshirani şi Friedman, 2001)  
Tehnicile de tip aglomerare au ca punct de 
plecare nivelul inferior şi, la fiecare etapă, 
sunt reunite recursiv în câte un cluster o pe-
reche selectată de clase. Este obţinută astfel 
gruparea de la nivelul imediat superior. Pere-




astfel încât disimilaritatea inter-clase să fie 
minimă. Metodele de tip divizare consideră 
iniţial nivelul superior şi, la fiecare etapă, 
împart recursiv un cluster de la nivelul curent 
în două noi clase. Procesul de divizare a unei 
clase este realizat astfel încât grupările rezul-
tate să maximizeze disimilaritatea inter-clase.  
În ambele variante de implementare a clasifi-
cării ierarhice, fiecare nivel al reprezentării 
constituie o grupare particulară a datelor în 
clase care nu au forme comune. Întreaga ie-
rarhie reprezintă o secvenţă ordonată de ast-
fel de grupări. În continuare alegerea nivelu-
lui corespunzător clasificării “naturale" a da-
telor observate (în sensul că observaţiile fie-
cărui grup sunt suficient de similare între ele 
şi diferă suficient de mult de formele asignate 
celorlalte clase) cade în sarcina utilizatorului 
reprezentării arborescente (Hastie, Tibshirani 
şi Friedman, 2001). 
Clasificările ierarhice de tip aglomerare sunt 
implementate în variantele legare unică, lega-
re completă şi algoritmul de minimizare a va-
rianţei. Cele mai utilizate metode sunt lega-
rea unică şi legarea completă; în aplicaţii, al-
goritmul de tip legare completă s-a dovedit a 
produce ierarhii mai utile decât cele obţinute 
prin aplicare algoritmului legare unică. (Jain 
şi Dubes, 1988). 
În cazul legării unice, distanţa dintre două 
clase este calculată prin minimul distanţelor 
dintre fiecare două forme, fiecare situată în 
câte una din cele două clase. În cadrul algo-
ritmului legare completă, distanţa dintre două 
clase este maximul distanţelor dintre câte o 
formă dintr-o clasă  şi o formă din cealaltă 
clasă. În ambele variante, două clase sunt re-
unite pe baza criteriului distanţei minime. 
(Jain, Murty, Flynn, 1999) 
Algoritmul de clusterizare de tip aglome-
rare prin legare unică 
Etapele algoritmului sunt următoarele. 
(1)  Contruieşte nivelul inferior, format din 
clase cu câte o singură formă, precum şi o 
listă,  L,  a distanţelor dintre oricare două 
forme distincte, neordonate. Sortează crescă-
tor lista obţinută. 
(2)  Parcurge  L  şi, pentru fiecare 
disimilaritate distinctă  dk, construieşte un 
graf în care fiecare două forme situate la o 
distanţă mai mică decât  dk sunt conectate 
printr-o muchie. Dacă toate formele sunt 
membre în graful conectat, stop. Altfel, repe-
tă (2). 
(3)  Rezultatul algoritmului este reprezenta-
rea ierarhică formată din grafuri şi care poate 
fi “secţionată”  la nivelul de disimilaritate do-
rit, formând o partiţie identificată prin com-
ponentele conectate unic în graful corespun-
zător. 
Algoritmul de clusterizare de tip aglome-
rare prin legare completă 
Etapele algoritmului sunt următoarele. 
(1)  Contruieşte nivelul inferior, format din 
clase cu câte o singură formă, precum şi o 
listă,  L,  a distanţelor dintre oricare două 
forme distincte, neordonate. Sortează crescă-
tor lista obţinută. 
(2)  Parcurge  L  şi, pentru fiecare 
disimilaritate distinctă  dk, construieşte un 
graf în care fiecare două forme situate la o 
distanţă mai mică decât  dk sunt conectate 
printr-o muchie. Dacă toate formele sunt 
membre în graful complet conectat, stop.  
(3)  Rezultatul algoritmului este reprezenta-
rea ierarhică formată din grafuri şi care poate 
fi “secţionată”  la nivelul de disimilaritate do-
rit, formând o partiţie identificată prin com-
ponentele complet conectate în graful cores-
punzător. 
 
3. Clusterizarea partiţională 
Algoritmii de clusterizare de tip partiţie sunt 
utilizaţi în general în cazul selecţiilor de vo-
lum mare, pentru care construirea unei 
dendrograme necesită un timp de calcul foar-
te mare. Metodele de tip partiţie realizează 
clusterizarea formelor din ℵ prin optimiza-
rea unei funcţii criteriu, definită local, pe o 
submulţime a datelor observate, respectiv 
global, pe mulţimea  ℵ. 
Dintre metodele de clusterizare de tip parti-
ţie, tratăm în continuare cele mai des utiliza-
te, şi anume, 
•  clusterizare în contextul algorimtului EM 
(maximizarea mediilor) pentru estimarea pa-
rametrilor unei mixturi de distribuţii normale; 
•  algoritmi de tip eroare pătratică; 




•  algoritmi de clusterizare în abordarea evo-
luţionistă. 
3.1. Clusterizarea în contextul algoritmu-
lui EM 
Teorema EM. Algoritmul de maximizare a 
mediei  
Teorema EM este bazată pe inegalitatea 
Jensen: pentru orice distribuţii discrete de 
probabilitate,  () x p  şi  () x q , 




b x q x p x p x p log log .   
                
Fie  y  data observabilă,  () y P ' θ  distribuţia de 
probabilitate a lui  y  în cadrul unui model ca-
racterizat de parametrii  ' θ  ( ' θ  reprezintă to-
talitatea parametrilor ale căror valori intervin 
în specificarea distribuţiei  ' θ P ) şi  ( ) y P θ  dis-
tribuţia de probabilitate corespunzătoare se-
tului de parametri θ. Problema este de a de-
termina condiţiile în care apariţia datei  y  es-
te mai probabilă în modelul caracterizat de θ 
comparativ cu modelul specificat prin  ' θ  (în 
acest caz, θ este o îmbunătăţire a lui  ' θ ). 
Teorema EM (maximizarea mediei) 
Dacă 
(3.2) 




b y t P y t P y t P y t P , log | , log | ' ' '
rezultă (3.3)  () () y P y P ' θ θ >   (Jelinek, 1997)   
                         
Teorema de maximizare a mediei are urmă-
toarea interpretare. Dacă iniţial parametrii 
modelului sunt setaţi pe  ' θ  şi sunt selectaţi 
parametrii  θ astfel încât relaţia (3.2) să fie 
îndeplinită, atunci data  y  este observată cu o 
probabilitate mai mare în modelul caracteri-
zat de parametrii θ comparativ cu modelul 
specificat prin  ' θ . 
Pe baza teoremei EM este obţinut algoritmul 
de maximizare a mediei, astfel.  (Hastie, 
Tibshirani şi Friedman, 2001) 
Pas1. Selectează   ' θ , valoarile iniţiale ale pa-
rametrilor modelului. 
Repetă 
     Pas2. Calculează  θ care maximizează 
membrul stâng al inegalităţii (3.2) 
     Pas3.  θ ← θ'  
cât timp C. 
Condiţia C este prestabilită şi asigură înche-
ierea calculului; specificarea condiţiei C poa-
te fi realizată utilizând următoarea observa-
ţie. Pe măsură ce algoritmul calculează noi 
valori ale parametrilor  ' θ , probabilitatea 
( ) y P ' θ  creşte până la o anumită valoare, dato-
rită faptului că  ( ) 1 ' ≤ θ y P .  
Tehnicile de clusterizare în contextul algo-
ritmului EM reprezintă abordarea de tip mo-
delarea mixturilor. În cadrul acestei abordări, 
ipoteza de lucru este aceea că formele de cla-
sificat provin din diverse distribuţii, scopul 
fiind acela de a identifica parametrii fiecărei 
distribuţii şi, eventual, numărul distribuţiilor 
din care provin formele. În general, au fost 
dezvoltaţi algoritmi de clusterizare EM în ca-
zul parametrilor densităţilor de tip Gauss. 
În contextul EM, a fost propusă următoarea 
abordare a clasificării formelor unei mulţimi 
date ℵ (Mitchell, 1997). Parametrii densită-
ţilor de repartiţie componente ale mixturii, 
cât şi parametrii de mixare sunt necunoscuţi 
şi vor fi estimaţi din datele observate. La 
momentul iniţial, procedura  EM  dispune de 
o anumită estimaţie a vectorului parametru. 
Iterativ, algoritmul recalculează scorul for-
melor în densitatea mixtură rezultată din vec-
torul parametru. Cu noile scoruri astfel calcu-
late este modificat vectorul parametru de es-
timat. În contextul clasificării, scorul asociat 
fiecărei forme (care măsoară, în esenţă, pro-
babilitatea ca fiecare formă să provină dintr-o 
componentă particulară a mixturii) este simi-
lar unei indiciu asupra clasei din care provine 
forma. Toate acele forme care, prin scorul 
lor, sunt plasate într-o componentă particula-
ră a mixturii sunt grupate în aceeaşi clasă.    
3.2. Algoritmi de tip eroare pătratică 
Una dintre cele mai utilizate funcţii criteriu 
pentru clusterizare este eroare pătratică. Situ-
aţiile în care este recomandată aplicarea aces-
tui criteriu sunt cele în care clasele sunt izo-
late şi compacte. 
Fie  ℵ mulţimea formelor de clasificat, K 
numărul de clase şi  ℑ un cluster. Eroarea pă-
tratică asociată clusterizării ℑ (sau gradul de 
împrăştiere a punctelor în interiorul clasei ℑ) 




(3.4)  () () ∑∑
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2 2 , c x , 
unde  () j
i x  este cea de-a i-a formă din clasa j, 
iar  j c  este centroidul clasei j.  
Forma generală a unui algoritm de 
clusterizare de tip eroare pătratică poate fi 
descrisă astfel. 
Iniţializare. Selectează o partiţie iniţială a 
formelor din ℵ, cu un număr fixat de 
clustere, fiecare clasă având un centru dat 
Faza 1. 
Repetă 
Asociază fiecare formă  x clusterului cu 
centroidul cel mai apropiat de x şi recalcu-
lează centrele claselor astfel modificate.   
 până când structura clusterelor se stabili-
zează (nu au loc alte reasignări ale formelor)  
Faza 2.  
Uneşte şi respectiv împarte clusterele astfel 
obţinute pe baza unor informaţii de tip euris-
tic şi, opţional, reia Faza 1. 
Aloritmul k-means 
Cel mai utilizat algoritm din această clasă es-
te algoritmul k-means. Fie K numărul de cla-
se, fiecare formă fiind asignată unic unei cla-
se prin etichetarea ei cu un număr  k, 
K k ≤ ≤ 1 . Procesul de asignare a formelor 
poate fi caracterizat de o mapare de tipul 
mai-mulţi la unul, definit printr-un codor 
() i C k = , care asociază cea de-a i-a observa-
ţie din mulţimea ℵ  clasei k. Disimilaritatea 
dintre două forme este măsurată în general în 
termenii distanţei euclidiene. 
Utilizând aceste notaţii, gradul de împrăştiere 










2 2 , c x ,  
unde  k c  este vectorul medie asociat celei de-
a k-a clase. 
Criteriul de clasificare utilizat este minimiza-
rea erorii pătratice. Sistemul de clase optim 
din acest punct de vedere, notat cu 










2 * min c x . 
Sistemul de clustere 
* ℑ  poate fi obţinut pe 
baza următoarei observaţii.  
Observaţie Pentru orice mulţime de observa-
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kk i C
k i K k k 1
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1 | ,
* min m x
m . 




Pas1. Pentru un sistem de clase dat, ℑ, vari-









m x  este minimizată în raport 
cu   { } K k k ≤ ≤ 1 | m şi sunt obţinuţi centroizii 
{ } K k k ≤ ≤ 1 | c  corespunzător relaţiei (3.8) 
Pas 2. Pe baza sistemului curent de centroizi 









c x  
este minimizată prin asignarea fiecărei ob-
servaţii clasei cu centroidul cel mai apropiat, 
deci  ( )
2
1
min arg k i
K k
i C c x − =
≤ ≤
 
până când structura clusterelor se stabilizea-
ză (nu au loc alte reasignări ale formelor) 
3.3. Clusterizarea în context fuzzy  
Tehnicile hard de analiza claselor generează 
partiţii ale mulţimii formelor ℵ şi astfel încât 
fiecare observaţie este asignată unic unei cla-
se. Clusterizarea fuzzy extinde noţiunea de 
analiză hard prin asocierea fiecărei forme la o 
funcţie de apartenenţă. Rezultatul tehnicilor 
de clusterizare fuzzy este tot un sistem de 
clase, dar nu o partiţie. 
Tehnica generală de clusterizare fuzzy poate 
fi descrisă astfel. Fie N numărul de forme ale 
mulţimii ℵ şi K numărul de clustere. 
În cadrul clusterizării fuzzy, fiecare cluster 
este o mulţime fuzzy a tuturor formelor din 
ℵ. Rezultatul reprezentării prin intermediul 
sistemului de clase este, pentru fiecare clasă 
C, setul perechilor ordonate () i i μ , , unde i es-
te ce-a de-a i-a formă, iar  i μ  este gradul de 




ale gradului de apartenenţă corespund unei 
valori mari de încredere în asignarea obser-
vaţiei respective clasei considerate. 
Metodele de clusterizare fuzzy determină ob-
ţinerea de partiţii crisp (sau hard) prin stabili-
rea unui prag pentru gradele de apartenenţă 
rezultate.  
Unul dintre cele mai folosite modele de ana-
liză a claselor în context fuzzy probabilist es-
te modelul c-means (Bezdek, 1981). În acest 
caz, funcţia criteriu (care trebuie minimizată) 
este definită pe baza unui grad de 
fuzzyficare,  1 > m , prin 
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2 2 , , c x c , 
unde  k c  este centroidul celui de-al k-lea clus-
ter.  
În acest caz, argumentele 
* *,c U   care mini-





































































pentru K k N i ≤ ≤ ≤ ≤ 1 , 1.  
Pentru descrierea algoritmului, vom conside-
ra, la fiecare moment de timp t, T t ≤ ≤ 0 , pe-
rechea de parametri ( )
t t U c ,,   T prestabilit. 
Fie  0 ≥ ε  eroarea admisă pentru calculul 
centroizilor sistemului de clase optimal. 
Algoritmul c-means în contextul fuzzy 
probabilist 
Pas1. Selectează sistemul iniţial de para-
metri,  ( )
0 0,c U  ,  0 = t  
Repetă 
Pas 2. Actualizează sistemul parametrilor pe 
baza relaţiilor (3.10) şi (3.11), astfel, 







































































1 + = t t  
până când  T t = sau  ε ≤ −
+ t t c c
1  
3.4. Clusterizarea în context evoluţionist 
Algoritmii genetici reprezintă o abordare a 
problemei de căutare a unei soluţii optimale. 
La fiecare iteraţie t, algoritmul menţine o po-







1 x , , x , x K }. Cromozomii sunt 
reprezentări binare ale soluţiilor considerate 
la momentul respectiv. Fiecare cromozom 
n , 1 t , x
t
i =  este evaluat în scopul măsurării 
performanţelor sale din punct de vedere al 
funcţiei obiectiv considerate, aplicate pentru 
soluţia a cărei reprezentare o constituie. La 
iteraţia t+1 este selectată o nouă populaţie, 
pe baza calităţii indivizilor populaţiei de la 
momentul anterior. O parte a membrilor 
acestei populaţii suferă modificări de tip mu-
taţie  şi crossover (încrucişare)  şi determină 
noi indivizi.  
Un algoritmul genetic este descris astfel. 
(Banzhaf şi Reeves, 1999) 
procedure genetic 
 begin  t=0 
iniţializează P(t) 
evaluează P(t) 
while not(condiţie de terminare)  
 begin  t=t+1 
 selectează P(t) din P(t-1) 
 modifică P(t) 
 evaluează P(t) end 
end. 
Condiţia de terminare a algoritmului se refe-
ră, în general, la posibilitatea îmbunătăţirii 
funcţiei obiectiv la iteraţia curentă. 
Abordarea evoluţionistă a clusterizării este 
justificată intuitiv de o evoluţie naturală a 
populaţiei soluţiilor pe baza operatorilor evo-




luţiile candidate la obţinerea sistemului de 
clase sunt reprezentate prin cromozomi. 
Funcţia de evaluare determină probabilitatea 
fiecărui cromozom de a “supravieţui” în ge-
neraţia următoare. 
Algoritm generic pentru clusterizare evo-
luţionistă 
Pas 1. Selectează aleator populaţia iniţială 
corespunzătoare soluţiei. În acest context, fi-
ecare soluţie corespunde unei k-partiţii a da-
telor. Fiecărei soluţii îi este asociată o valoa-
re de tip fitness. În general, performanţa unui 
cromozom este invers proporţională cu va-
loarea eroare pătratică: o soluţie cu o eroare 
pătratică mică este creditată cu o valoare 
fitness mare. 
Repetă 
Pas 2. Utilizează operatorii de selecţie, re-
combinare şi mutaţie pentru generarea urmă-
toarei populaţii de soluţii. Evaluează perfor-
manţa soluţiilor obţinute 
până când CT este îndeplinită, 
unde CT reprezintă condiţia terminală. 
Într-o abordare hibridă a analizei sistemelor 
de clustere, algoritmul genetic este utilizat 
pentru determinarea unor centroizi iniţiali 
adecvaţi, partiţia finală fiind ulterior deter-
minată prin aplicarea algoritmului k-means. 
(Babu şi Murty, 1993). 
 
4. Tehnici de clasificare supervizată utili-
zând PCA  
Fie  N X X X ,..., , 2 1  forme de dimensiune n, 
clasificate până la momentul curent în clasele 
M C C C ,..., , 2 1 . Prima ipoteză de lucru este 
aceea că fiecare clasă corespunde unui proces 
stochastic staţionar. 

















i X X X ,..., , 2 1  
este o mulţime de realizări ale unui proces 
stochastic staţionar, pentru  M i ≤ ≤ 1 . 
Fie  i Σ  matricea de covarianţă şi  i Σ ˆ ,  i μ ˆ  ma-
tricea de covarianţă de selecţie, respectiv 
vectorul medie de selecţie ai formelor clasifi-






























1 ˆ μ μ . 
În continuare vom presupune că fiecare clasă 
este suficient de bogată astfel încât matricele 
de covarianţă de selecţie să aproximeze sufi-
cient de bine matricele de covarianţă teoreti-
ce. 
Fie  XN+1 noua formă de clasificat. Ideea care 
stă la baza tehnicilor de clasificare propuse 
este de a clasifica forma XN+1 în clasa Ci da-
că modificările aduse componentelor princi-
pale ale matricei de covrianţă de selecţie  i Σ ˆ  
sunt “suficient” de mici. 
Pentru fiecare  M i ≤ ≤ 1 , vom nota cu  1 , ˆ
+ Σ N i  
matricea de covarianţă de selecţie a clasei Ci 
“îmbogăţită” cu forma XN+1 .  Rezultă, 
() ()
T





N i X X
N N
N
μ μ ˆ ˆ
1
1 ˆ 1 ˆ




= Σ + + +
 
Utilizăm în continuare următoarele notaţii 
• 
n
i i i ψ ψ ψ ,..., ,
2 1  vectorii proprii ai matricei 







i i λ λ λ λ λ ≥ ≥ ≥ > > >
+ ... ...
1 2 1 , 
M i ≤ ≤ 1 ; 
• 
i m
i i i ψ ψ ψ ,..., ,
2 1  componentele principale 
ale formelor clasificate în Ci,  M i ≤ ≤ 1 ; 
• 
n




1 , ,..., , + + + ψ ψ ψ  vectorii proprii ai 
matricei  1 , ˆ
+ Σ N i , corespunzători valorilor pro-
















1 , ... ...
1
+ + + + + ≥ ≥ ≥ > > >
+ λ λ λ λ λ
,  M i ≤ ≤ 1 ; 
• 
i m






1 , ,..., , + + + ψ ψ ψ  componentele prin-
cipale ale formelor din setul 
{ } 1 2 1 , ,..., , + N
i
N
i i X X X X
i ,  M i ≤ ≤ 1  
•  Ai= 1 , ˆ
+ Σ N i - i Σ ˆ ,  M i ≤ ≤ 1 . 
















1 , ... ...
1
+ + + + + ≥ ≥ ≥ > > >
+ λ λ λ λ λ




sunt calculate prin aproximări de ordinul I, 







N i ψ ψ λ 1 , 1 , ˆ
+ + Σ ≅  ,  n k ≤ ≤ 1 . 
Metodologia de clasificare a formei XN+1 di-
rijată de componentele principale ale forme-
lor fiecărei clase Ci poate fi descrisă astfel. 
Fie 
t j j j C C C ,...., ,
2 1  cu proprietatea că  
(4.1) 









1 , ,..., , + + + ψ ψ ψ  componentele 
principale, corespunzătoare matricei de cova-
rianţă de selecţie  1 , ˆ































ψ ψ (State, 
Cocianu, Vlamos, Ştefănescu, 2006) 
Criteriile posibile de selecţie: XN+1 este clasi-
ficată în clasa 
i j C  dacă 
1.  






































ψ ψ ψ ψ
 şi  
        (4.2)  ε < D , ε  parametru dat 
Sau 
2. Selectează clasa cu număr maxim de valori 
proprii semnificative şi aplică 1. doar acelor 
clase 
Sau 
3. Selectează clasa cu număr minim de valori 
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