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Abstract. Our goal is to help the developers of computer-based systems to make
informed design decisions on the basis of insights gained from the rigorous anal-
ysis of abstract system models. The early work on model-oriented specification
has inspired the development of numerous formalisms and tools supporting mod-
elling and analysis. There are also many stories of successful industrial applica-
tion, often driven by a few champions possessing deep a priori understanding of
formalisms. There are fewer cases of successful take-up or adoption of the tech-
nology in the long term. We argue that successful industrial adoption of this tech-
nology requires that potential users strike a balance between the effort expended
in producing and analysing a model and insight gained. In order to support this
balancing act, tools need to offer a range of levels of effort and insight. Further,
educators need to recognise that training in formal development techniques must
support this trade-off process.
1 Introduction
“Start by being systematic. Specify crucial facets— of your application do-
main, your requirements and your software designs — formally. Then program
(i.e., code) from there! . . .
. . . a few customers are willing to accept today’s rather high cost of formal de-
velopment”
Dines Bjørner [1]
Formal methods are not immune from commercial reality [2,3,4,5]. They must be
applied in a cost-effective manner so that the effort invested in building precise and
abstract models yields insight that will “pay back” during system development [6]. We
share with Dines Bjørner the position that even a little rigour, carefully applied, can
bring substantial benefits. Yet, in order to give developers the option of applying “a
little rigour”, we must offer techniques and tools that are adaptable to lightweight or
heavyweight use, as the application and business demand.
A development engineer is faced with a wide range of formal techniques and tools.
Each demands a certain effort, by which we mean the combination of time and resources
required to use the technique or tool. Each also promises some insight into the ways a
particular system may behave and the mental energy that must be released to produce
the final documented product. Generally, deeper insight demands greater effort; the skill
is to balance the two, defining a systematic approach that yields sufficient insight for the
task for a reasonable investment of effort. Beyond a certain level of effort, the gain in
insight may not be valuable for the application, and the engineer should not be forced
into unnecessary analysis or verification. The balance between effort and insight has
been central to our work supporting industry adoption of formal techniques by evolu-
tionary steps rather than revolutionary change. Although we are very positive about the
benefits of formalism, we do see the overt (or covert) forcing of formal approaches into
industrial practice as counterproductive [7].
In this paper, we examine a range of techniques and tools associated with model-
oriented specification of the kind pioneered by Bjørner and many others. In each case,
we review the effort/insight balance afforded by the technique and try to identify the
future developments that will allow developers the freedom to choose the appropriate
technology.
We have deliberately used the word uptake in the title of this paper in contrast to
application. There are numerous successful applications of formal methods in many
domains [8,9]. The approach with which we are most closely associated, VDM (the Vi-
enna Development Method) has also seen some significant and instructive applications
in recent years [10]. It is worth stressing that we are here interested in the long-term,
sustainable industrial adoption of formally-based techniques than their successful ap-
plication in isolated cases driven by specialist champions with deep a priori knowledge
of specific methods. We freely admit to having been involved in many applications but
few cases of take-up.
The formal methods community has developed a wide range of formalisms tailored
to rather specific application environments and built on distinct semantic foundations.
Our background is in model-oriented formalisms that emphasise precision obtained by
applying (usually discrete) mathematics and logic to the semantics of languages used
for expressing system models. The approach that we have developed, based on VDM,
emphasises the use of abstract and rigorous models to help developers manage com-
plexity and explore the consequences of alternative design decisions in early stages of
the life cycle. Thus, abstraction and rigour in modelling have been more significant for
us than code verification.
A good model guides your thinking, a bad one warps it.
Brian Marick
Tools, Techniques, People and Processes
Successful systems development businesses need to recruit the right people, employ an
appropriate development process and make use of the tools and techniques that fit the
development challenge at hand. It is very hard to find companies that excel in all three
areas at the same time. Typically, small specialist companies with a niche market can
place an emphasis on special techniques, including formal ones. In such organisations,
Fig. 1. The People, Process and Tools/Techniques Triangle
the focus is on the tools/techniques themselves and the highly skilled individuals who
are needed to apply them. Medium sized software companies, where the distance from
the bottom to the top of the corporate ladder is short, focus primarily on processes and
the people. Very large software companies often focus on process and tools/techniques
but from a long-term strategic perspective in which the dependence on small numbers
of very highly skilled individuals is diminished. These are three rather independent
dimensions are illustrated in Figure 1.
Formal methods form a part of the tools/techniques area of the picture, employed
by good developers when it makes business sense to do so. Indeed, the proponents of
formal methods may have concentrated too much of their efforts on tools and techniques
at the expense of people (making methods accessible to the majority of professionals)
and processes (integrating the technology with existing practice). Formal techniques
may not always be the right choice for essential parts of systems, so it is important to
have a good understanding of the interaction between a formally developed component
and parts that are developed using other means. In addition entire systems are seldom
developed from scratch. In many projects large legacy components form a part of the
solution and so it is important to be able to easily understand how such legacy parts fit
with a formal model.
In this paper, we consider this balance between effort and insight, especially as it
has been found in model-oriented specification and in VDM. We first review our own
involvement by giving a brief account of VDM and developments in the formalism
in recent years (Section 2). In Section 3, we consider the range of tool features now
becoming available. For each, we discuss the insights to be gained and the effort to be
invested in using them. In Section 4 we discuss the consequences for education and
training if future generations of engineers and research scientists are to take advantage
of the full range of formalisms and tools becoming available now. Finally in Section 5
we give a few concluding remarks.
2 Background: VDM
We have been active in the use of the Vienna Development Method (VDM), one of
the longest established model-oriented formalisms. We studied under Dines Bjørner
and Cliff Jones3. Larsen studied in “the Danish School” of VDM, which emphasised
explicit specification of functionality, leading to the possibility of executable models.
Fitzgerald was rooted in “the British School” which gave greater prominence to the
need for proof and, where possible, implicit specification by postconditions denoting
relations on inputs, results and persistent state variables. The Danish School empha-
sised large-scale systems and compiler technology; the British School was focussed on
validation through proof and refinement-based development. Jones provides an inter-
esting account of the scientific development of VDM [11]. Our collaboration has, so
some extent, been the story of an accommodation between these two schools.
We worked together briefly on the BSI/ISO standardisation panel of VDM’s specifi-
cation language (VDM-SL) [12,13]. Larsen took a leading role in completing the deno-
tational semantics of the full language [14]. He went on to pioneer the development of
industry-strength tool support for VDM-SL in IFAD. Fitzgerald was meanwhile work-
ing on the interaction between modular structuring mechanisms and user-guided proof
in the typed Logic of Partial Functions [15] and started work with the British Aerospace
Dependable Computing Systems Centre at Newcastle University.
Our first close collaboration was on the ConForm project funded under the Eu-
ropean Systems and Software Initiative and conducted at British Aerospace Systems
and Equipment (as it then was) in Plymouth. The project involved the concurrent de-
velopment of a security-related software component using, in one stream, current best
practice and, in the other stream, model-oriented specification. The specification was
developed in VDM-SL by BAe engineers, with the IFAD tools and several ad hoc tools
to integrate the formal model with structured methods already in use in the company. A
study of the two parallel developments, while far from being a controlled experiment,
indicated how formally-based tools might be used in practice. As a consequence of our
logging all queries raised against the requirements documents, the study also provided
evidence of the kinds of insight that arise when formal models are constructed [16].
The ConForm experience led us to develop a lightweight and tool-supported ap-
proach to formal modelling that we first presented in 1998 [17]. Subsequently both of
us have used VDM with many different industrial users in various application domains.
Some of the work has been reported in public, e.g. [18,19,20,21].
3 Variously referred to as “the VDM twins” and, with Peter Lucas, as “the Ancient Greeks” be-
hind the original VDM, latterly FME and FM, Symposia! Both of them frequently emphasise
the crucial contributions of Lucas, Bekic˘ and many others to the foundations of VDM.
Fitzgerald spent most of the following ten years in academia working with the
aerospace industry and, for a couple of years, in a start-up company, Transitive. Larsen,
by contrast, spent most of his time in industry at IFAD and Systematic, recently joining
academia at the Engineering College of Aarhus. IFAD, the company that developed the
original VDM tools [22], sold the technology on to the major Japanese company CSK
[23]. The tools remain under very active support and development today. The new Over-
ture initiative [24] is developing an open-source tools platform and plug-ins to deliver
at least the same functionality as the rather more monolithic VDMTools.
VDM today is a well-established formal method based on the ISO standardised
specification language VDM-SL [12] and its object-oriented extension VDM++ [25].
Further extensions have provided facilities for description and analysis of distributed
real-time embedded systems [26,27,28], including explicit modelling of alternative sys-
tem architectures and deployment of functionality to computation and communication
resources.
We have reported elsewhere on the current state of VDM’s tools and given data on
industrial applications [10]. However, it is worth briefly reviewing a leading current
application as an indication of how VDM is used today. FeliCa Networks Inc.4 has
been developing a next generation mobile integrated circuit chip, based on a contactless
card technology developed and promoted by Sony [29]. The specification development
process was carried out in three phases:
1. Writing an informal definition of the requirements in Japanese (383 pages).
2. Creating UML diagrams based on this document.
3. Modelling the system in VDM++ with over 100kLOC of VDM++ (677 pages).
Validation of the VDM++ model involved over 10 million tests. During phases 1 and 2
reviews found only 93 contradictions and faults in requirements and specifications in
total. In phase 3, 162 faults were found through the process of writing and reviewing
the VDM++ model. In addition 116 faults were found by executing the formal model in
VDMTools. Finally, an extra 69 faults were found by combining the evaluation team and
the specification writing teams in reviews. The discovery of these faults are all examples
of insight gained by the formulation of the abstract model and the analysis on it. No
refinement or formal verification has taken place, but the use of formal modelling has
been viewed by the company as a considerable success, so balance of effort and insight
seems to have been appropriate. The FeliCa development team included more than 50
people and the three year project has been completed on time, which is remarkable in
itself. The product is produced in high volume, with potentially high recall costs in case
of defects. By the end of November 2006 more than one million chips had been shipped.
3 A Tools Viewpoint
Developing and maintaining good industry-strength tool support is extremely time con-
suming. The formal methods community has spread its effort over many different for-
malisms. For the developers of the large number of specialised tools, integration with
4 www.felicanetworks.co.jp
industrial users, tools and processes has not been of great importance. Thus, it is rare
to find a level of tool support that is comparable with the standards for the industrial
leading software development tools [30].
Tools have a strong influence on modelling style [31]. Interestingly model-oriented
formalisms with similar semantic foundations such as VDM, Z [32] and B [33] have
very different tool support. For VDM emphasis has been placed on the provision of an
executable subset of the modelling language and, consequently, on validation of abstract
models using testing techniques [34,35,36]. For Z the focus has been to a greater extent
on proof support [37,38,39]. For B effort has been directed at providing automated proof
support for refinement and code generation [40,41]. These approaches strike different
balances between insight and effort, and between insight and concrete results such as
code. In this section we review the different kinds of feature that can be included in a
tool to support formal modelling and analysis, commenting on the balance for each of
these.
3.1 Static analysis features
Very good tools now exist for efficiently developing parsers for formal languages. Once
the conformance of a formal model to the language grammar has been confirmed, a
variety of static checks can be performed. Probably the best known static analyser from
the programming world is Lint [42] which performs simple static tests that identify
potential code defects. The popularity of Lint and tools like it is partly down to the ex-
cellent balance between insight and effort. The effort is limited to running the analyser
and subsequently examining the suspicious constructs ‘flagged’ by the tool. Provided
the number of false positives is tolerable, the insight gained in spotting these defects
is valuable. Similar ‘push-button’ technology has been advocated for formal methods
tools for some time and is now becoming a reality [43,44,45,46].
The availability of a formal semantics for the modelling language enables a wide
range of automatic or semi-automatic static analysis tools:
Type checkers: This kind of feature is a pure push-button technology where all the
errors reported must be fixed by the user [47]. This kind of feature is always worth-
while because the cost of the analysis is low and the results identify genuine de-
fects. The level of insight gained is rather shallow: a type correct model is a long
way short of being validated! In languages like VDM++, in which type member-
ship may be restricted by arbitrarily complex invariants, the full type-checking task
involves the generation of proof obligations.
Proof obligation generators: In order to ensure internal consistency of a formal model
it is typically possible to formulate a collection of “proof obligations” that indi-
cate potential defects in a formal model [48]. Many of these surround the potential
mis-application of partial operators (a kind of ‘run-time error’). More subtle proof
obligations also arise such as the necessity to prove that defined operations denote
non-empty relations. Assuming that all of these obligations can be discharged the
formal model is guaranteed to be internally consistent, i.e. it has a meaning. How-
ever, this is no guarantee that it is describing the “right” thing. The current VDM-
Tools technology stops at this level, but push-button proof of obligations has been
demonstrated and the technology to support this, using HOL, is once again under
active development. Proof obligation generation is automatic and hence low-cost.
Discharging of obligations can not be completely automated; tools that use this ap-
proach must provide a form of interactive prover unless unproved obligations are
to be left for inspection. The level of insight gained is correspondingly higher in
that failure to discharge an obligation may suggest a more subtle defect than can be
identified by type checking alone.
Assertions in program code: In-line specification of contracts (including VDM-like
invariants, preconditions and postconditions) provides an opportunity for enhanced
static checks on program code. This kind of approach has a long history [49] and
current initiatives around Java look particularly promising [50,51]. The strength of
these features are that, by spending the effort in developing the assertions, the static
analysis can typically provide deeper insight into subtle errors in the code that can
then easily be fixed.
Model checkers: The model-checking concept is general and applies to many logics
and models. Its particular benefit is the production of a counterexample in the case
where a checked property is not satisfied. A simple model-checking problem is
testing whether a given formula in the propositional logic is satisfied by a given
model [52,53]. This very powerful technique is fully automated and so has potential
for giving a very good balance between effort and insight. However, formulating
the model in order to support efficient checking may require high effort. There
are many stand-alone model checkers and increasing interest in combining them
with other analysis tools. More recently small but powerful combinations of model-
checking techniques have been applied in Alloy [54], so far on relatively small
examples.
3.2 Dynamic Analysis of Formal Models
Models are not necessarily executable [55] but formal semantics for modelling lan-
guages make their symbolic execution [56] possible, albeit at high cost. It is possible to
define executable subsets within which dynamic behaviour can be explored. The dan-
ger of restriction to an executable subset is that the model’s abstraction level gets too
low, hampering the insight gained from analysis. Our experience is that the use of an
executable subset can still provide many benefits to a user with a training in abstrac-
tion [57]. Indeed, the borderline of executablity is not as clear as one might expect [58].
Dynamic analysis of formal models comes in several forms:
Interpreters: Interpreters are available for executable subsets of several modelling lan-
guages, including VDM [34]. Some of these tools also provide debugging capabil-
ities similar to those provided by programming environments already familiar to
software developers. The non-exhaustive testing supported by an interpreter helps
a user to step into the evaluation of an unexpected result. Typically an interpreter
feature is easy to use and gives deep insight into the subtleties of a formal model
so although one must manually produce the test arguments to exercise there is nor-
mally a good balance between effort and insight here.
Test case generation: Where the use of an executable subset enables testing of models,
it can also be valuable to automate the testing process in different ways. Automatic
generation of test cases [59,60] can produce entire test suites [61]. Considering the
balance between effort and insight, this kind of enhancement to the automation of
testing is almost always favourable, particularly when the generated test cases can
be used for testing the final implementation.
Test analysis support: In order to provide further insight into the quality of the test
set used on a model, it is possible to display the coverage of the tests carried out,
for example by using colour in ways similar to those used for programming lan-
guages [62]. Alternatively graphical overviews of executions can be used to give
the user a deeper understanding for what is going on [27]. Depending upon the
time that must be spent creating this kind of feature, it is typically worth the low
effort required to monitor the coverage of tests on a model. The insight into the
functional characteristics of the model is very limited, but it may lead to improved
test sets that themselves prove worthwhile.
3.3 Verification of Formal Models
The expressiveness of formal modelling languages places limits on the extent to which
analyses can be automated. For realistic industrial applications one must normally settle
for as much automation as possible and then provide support for manual analysis [63].
In the area of formal verification one can divide features into those that support formal
refinement and those that support formal proof:
Formal refinement support: Many formal modelling languages have an associated
notion of refinement enabling the description of successively more concrete mod-
els, with a formal relationship between each of them [64]. Many different tools
are able to support this process [65]. Typical approaches involve the definition of a
refinement relation [66,67] between concrete and abstract models. The balance be-
tween effort and insight gained here is problematic from an industrial perspective
unless either there is substantial automation or the correctness of the application
is sufficiently important to warrant the extra cost in such a fully formal develop-
ment [33,68]. However, there is also work towards automated support for refine-
ment [69].
Theorem provers: The ultimate advantage of using a formal over an informal model
is the ability to verify its properties to a high level of rigour [70], even for infinite
state systems. Given our concern to balance effort and insight, some degree of au-
tomation is required here [71]. A complete reliance on proof automation may lead
to the use of a notation that lacks expressiveness [72]. In reality, for many formal
modelling applications, we would not wish to compromise the accessibility of the
modelling language in order to support a certain level of automated analysis. The
balance between the formalism and the extent of automation is crucial. It depends
on the projects needs: are these to ensure internal consistency by discharging as
many consistency proof obligations as possible, or are they to prove system-level
properties (we have used the term validation conjectures)? In the former case a high
level of automation may be desirable. In the latter the real insight gained by guiding
a proof may help understanding of the rest of the model, in particular detecting and
eliminating defects [73,74].
Until recently, we have not seen a strong enough industrial case for bringing proof
support into VDMTools because of the computational overheads and also the possibility
of having to build an interface for user guidance of the specialised proof process. Our
experience with manual proof support for the proof theory of VDM-SL [15] indicated
that many proof obligations are generated by even a simple model and it is vital to be
able to discharge as many of these as possible without user guidance. In the PROSPER
project [75], it was possible to discharge the vast majority of generated proof obligations
automatically (up to 90 % for a railway application [76]) and we are now working
on reproducing this for VDM++ using HOL4. We leave undischarged obligations for
inspection, but view the development of good human-guided but machine-assisted proof
tools (based on an appreciation of the cognitive aspects of proof) as an essential research
goal.
3.4 Connection to the Development Environment
Modelling and analysis techniques based on formal notations will rarely be used for the
development of an entire system, so their products should fit with the results of apply-
ing other techniques, as well as with the processes employed in the development team.
In order to balance the effort spent on producing the formal models with the insight
gained this is clearly one of the areas with potential for payback in terms of minimising
the time that needs to be spent in the final implementation phases. Supporting this for
VDMTools meant spending major efforts on tasks that formalists might find uninter-
esting, but which are essential for deployment. For example, we have had to develop
interfaces to proprietary WYSIWYG document editors, use ASCII syntax, build code
generators, application programmer interfaces and even links to UML tools! Here we
list some of the features that we consider particularly significant in connecting our tools
to people and processes in the development environment.
Code generators: If a formal modelling language has an executable subset, there is
also potential for automating a part of the coding process. This adds value to the
formal models being produced and thus affects the balance between the effort spent
producing the model and its value as a basis for an implementation. Generated
code will rarely be as efficient as a hand-coded implementation. However, given a
reliable code generator, there is some confidence that the generated code accurately
reflects the properties of the model. Critical applications demand the use of certified
code generators [77]. The use of code generation for production code comes at a
price in terms of the degree of abstraction that can be permitted in the model.
Combination with other notations: It is essential for industrial uptake that a tool for
formal modelling is able to support whatever standards for processes and other
tools are being used. It is even better if users are able to move back and forth
between the various models and notations that are used, seeing updates in model
reflected consistently in others. Considerable work has gone into developing appro-
priate couplings between formal methods tools and UML, the de-facto standard in
large parts of the industry [78]. Such a bi-directional link with developed for VDM-
Tools to support interaction with the Rose UML tool. The effort/insight balance is
improved by linkage between informal and formal tools. However the links do not
simply have to be with classical software design tools. For example, integration
with a continuous time simulator is a promising vehicle for collaboration between
systems and software engineers [79], both working in different, but both formal,
spheres.
Combination with Development Environments: Companies have development en-
vironments that must be used for for integrating the final system. It is also likely
that the implementation derived from a formal model will need to be integrated
with code that is developed differently (e.g. for existing GUI or legacy code). Here
the effort/insight balance is affected by the ease of doing this kind of integration.
Features for combining existing code with a formal model may prove valuable [80],
as may facilities for combining with a GUI interface [81].
3.5 Past and Future for Formal Methods Tools
Tools for formal modelling and analysis have come a long way since work began on
VDM-SL parsers, but competition with conventional tools is hard. In the 1980s tools
for formal specification were mainly limited to basic static checks for syntax- and type-
correctness. At that time it was even possible to write PhD thesis about general formal
methods tool support [82]. The 1990s saw an increase in the range of tools exploiting
more of the formal semantics, in particular interpreters, code generators, test case gener-
ators, model checking and proof support. In addition many of the tools had support for
combining formal models with informal, usually graphical, notations. At present, we
conjecture that none of the formal methods tools are as highly featured as the leading
industrial software development tools.
Open source platforms with potentially closed-source plug-ins offer a promising
approach for delivering tools with the capabilities that we have discussed [83,24]. If
this can be achieved tool builders will not have to start from scratch whenever tool
support is to be developed for a new notation. Ideally, different views or parts of a
system could be described in different formalisms and verification of properties could
be performed by a variety of theorem provers in a compositional way. However, before
this becomes a reality there are major theoretical challenges on semantic integration
that must be addressed.
Our own experience with VDMTools and the Overture initiative leads us to want to
address several areas:
– Co-simulation as an extension of executable specification and the use of interpreters
for control applications in embedded real-time systems.
– Modelling faults and experimenting with alternative fault detection and tolerance
mechanisms inside formal models.
– User-guided proof for gaining deep insight at a higher level than conventional the-
orem provers.
4 An Educational Viewpoint
A fool with a tool is still a fool.
Grady Booch
We have argued that successful industry adoption of formal techniques requires the
balancing of effort and insight, and that tools and development environments should
support this trade-off. No matter how advanced the tools, they can only achieve a mea-
sure of industry credibility if graduate engineers possess skills in abstraction and rig-
orous thinking, and are open to selecting the right techniques for the job. It therefore
seems appropriate to ask how this should affect the aims, content and delivery of formal
methods education.
We should not expect our students to share our motivations. In our experience, many
students are driven by the need to develop skills that will be useful in pursuing a career
and many are also driven by the satisfaction of building a working computer system and
seeing it run. If we care about the industry uptake of formal techniques, we should care
about all our students and not just the potential PhDs.
4.1 Aims
We suggest that the overriding aims of formal methods advocates in education should
be: (i) to help students develop transferable skills of abstraction and rigorous modelling
and analysis; and (ii) to develop the knowledge and skill needed to select tools and tech-
niques on the basis of cost and potential effectiveness. These are not impossibly vague
goals: Sobel’s study [84], albeit the subject of a debate on experimental design [85,86],
was a first attempt to assess whether a training in formal techniques may improve stu-
dents’ general analytic and problem solving skills [87]. In our teaching [88], with its
origins in industrial courses, we have been led to ask whether we really know what
skills we want to help our students develop and how we could establish whether our
current courses are achieving this. Kramer has recently argued that abstraction skills
are core to computing and that we should try to monitor the development of such skills
through students’ development [89]. It has been pointed out that the sorts of test we
need are lacking, as most relevant tests focus on logical reasoning.
At a more practical level, we would like typical graduates, not only the most aca-
demically gifted, to at least know that next generation Integrated Development Environ-
ments will provide a higher static analysis capability than at present and will support
expressive annotation-based languages in the manner of JML [50] and Spec# [90], al-
lowing them to identify hitherto hard-to-detect errors in their code. We want them to
be surprised when such technology is not deployed in the companies where they work
and we would even like them to use it to get the edge on their fellow programmers!
In that way we hope that they will be able to find an appropriate balance in the use of
abstraction and rigour in their own work.
4.2 Content
Giving students a sense of the effort/insight trade-off means exposing them to a range
of analysis techniques as well as offering them experiences that help them to see the in-
sights that come from a range of analytic techniques, from manual to automated. In our
own teaching experience [88], we apply a “lightweight” approach using VDM++. We
emphasise practical applications, teaching through a range of examples derived from in-
dustry application. A strength of the approach is the relative familiarity of the structure
of VDM++ to undergraduates already versed in object-oriented programming. How-
ever, analysis is so far limited to specification testing and proof obligation generation.
Advanced techniques including proof and model checking, are taught separately. Prac-
tical experience, discussions centered around formal models and sharing of insights are
central to the approach if we are to help students move from superficial and atomistic
learning to a deeper appreciation of the costs and benefits of abstraction and rigour.
In a revision to its undergraduate curriculum in formal techniques, Newcastle is
looking at beginning with JML (because Java is taught extensively in the first part of
the curriculum), raising students’ expectations about the forms of push-button analysis
that can be applied to their programs. Similar concepts (pre-/post specification, use of
invariants etc.) can then be lifted to the design level by teaching model-oriented spec-
ification in VDM++ with tool support and introducing validation through structured
argument. At the final level, aimed at software engineering specialists who may well
become tools developers themselves, we will introduce proof and model-checking as
the technology that underpins the advanced analysis of both programs and design mod-
els.
4.3 Delivery
There has been much debate around the placing of formal methods in the wider com-
puting curriculum. Should they be treated as a distinct discipline or should they be fully
integrated with other material? van Lamsweerde [63] argues for the integration of for-
mal methods into normal development activities. This surely suggests that training in
formal techniques should be, to a large extent, part of the normal components of com-
puter science and software engineering curricula. Wing’s suggested approach [91] is
to teach common elements (state machines, invariants, abstraction mappings, composi-
tion, induction, specification and verification) and to use tools to reinforce theory. She
identifies the difficulty of winning fellow faculty members round as a real impediment
to this [92].
Recent work [93] suggests that students’ performance improves when they are pro-
vided with Integrated Development Environments encompassing specification support
tools, static analysers and provers. It remains to be seen if this level of tooling deepens
students’ understanding of the models that they are creating and the formalism used.
However, it may be seen as a step in the right direction by freeing students to concen-
trate on the meaning of a model rather than automatically checkable characteristics.
5 Concluding Remarks
Will formal methods remain niche technology with localised use dependent on energetic
champions? We believe that some major changes are required to help the mainstream
get the benefits of abstraction and rigour in system modelling and analysis. Tools are
vital and, we have argued, a full range of tools have to be offered in a way that allows
their gradual adoption into processes and by people already in place. This means much
more collaboration between tools developers, very likely via open platforms, in order
to give users the flexibility to balance effort and insight.
From a teaching perspective, we ought to be liberal in our use of a range of for-
malisms supported by tools in order to encourage the breadth of experience that will
allow graduate engineers to select appropriate technology. We should not expect every-
one to be interested in how we express formal semantics, but we should adopt course
content and delivery styles that help them to feel the benefits of a little abstraction and
rigour.
Formal approaches have been widely, but often quietly, adopted in modern pro-
gramming languages and development environments. Industry-leading programming
notations now include possibilities for increased abstraction through of abstract types
such as sets, sequences and mappings and use of concepts such as invariants, pre and
post-conditions formulated using predicates. None of these advances will be known
as ‘formal methods’. Dines Bjørner, Zhou Chaochen and so many others have worked
to create technology so fundamental that it disappears into the fabric of software and
systems engineering. Surely this is an achievement to be proud of.
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