Nowadays, the quality of a product produced by a manufacturer or service provided by a service provider is being given more emphasis by consumers. Quality is defined as fitness for use that fulfils customers' expectations and requirements. In the modern definition, "quality" is inversely proportional to variability (Montgomery, 2013). There are several ways to describe and evaluate the quality of a product or service.
Quality control is a regulatory process to measure the performance of a product by comparing it with established standards so that corrective actions are taken if required (Besterfield, 1979) . There are four essential techniques used in a quality control program (Western Electric Company, 1958):
1) Process Capability Study.
2) Process Control Chart.
3) Statistical Sampling Inspection.
4) Statistical Design of Experiment.
Process capability study is a basic technique used for analysing data to acquire information about the behaviour of a process. A process control chart is used to improve the process quality of a manufacturing process. Statistical sampling inspection is used as a scientific basis to inspect the product while statistical design of experiment uses statistical tests for analysing whether a significant effect exists in a process.
2 Statistical techniques are employed in quality control to identify the trouble spots and their causes. Statistical Quality Control (SQC) is a collection of tools for analysing and interpreting data to solve a particular quality problem (Besterfield, 1979) . SQC is used with the aim of making the quality characteristics of a process falling within the specified boundaries in a manufacturing operation (Western Electric Company, 1958 
Control Charting Techniques
Control chart is one of the seven tools (also known as the magnificent seven)
in Statistical Process Control (SPC). SPC is a collection of problem solving tools to achieve process stability and improve process capability by reducing variability (Montgomery, 2013) . Burr (1976) pointed out that the purpose of using control charts is to analyse past data for controlling and comparing the observed results against a population whose parameter or parameters are known.
Besterfield (1979) presented a procedure to establish a pair of control charts for the mean, X and range, R as follows:
Step 1. Select the quality characteristic.
Step 2. Choose the rational subgroup.
Step 3. Collect the data.
Step 4. Compute the trial control limits.
Step 5. Establish the revised control limits.
A quality characteristic that can be measured in numbers or on a continuous scale consists of variables data. Examples of such quality characteristics are length, mass, time, electrical current, temperature and luminous intensity. Rational subgrouping is a collection of sample data that are plotted on a control chart. Some guidelines for deciding on the sample size to be used are as follows (Besterfield,
1979):
1)
The control limits are closer to the center line when the sample size increases. This makes the control chart to be more sensitive to small variation in the process average.
2)
The inspection cost per sample increases as the sample size increases.
3)
A small sample is used to minimize the destruction of expensive products.
4)
The ease of computation based on a sample size of five is no longer valid as computers are being used widely.
5)
According to statistical basis, the distribution of the sample average when samples are taken from non-normal populations is nearly normal for samples of size four or more each, and there are at least 20 -25 samples altogether used in estimating the grand sample average.
6)
The S chart is used instead of R chart when the sample size exceeds ten for the control of the dispersion. 
Objectives of the Thesis
The objectives are as follow:
(i) To propose the t VSSI S control chart, where the Markov chain approach is used to optimally design the chart.
(ii) To compare the average time to signal (ATS) and expected average time to signal (EATS) performances of the optimal t VSSI S chart with that of other existing S-type charts.
Organization of the Thesis
This thesis is organized as follows: Explanations on Statistical Quality Control (SQC), control charting techniques and objectives of the thesis are given in
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Introduction
In this chapter, a review on several S-type charts is presented. As the proposed t VSSI S chart deals only with an increasing shift in the process standard deviation, only the upper-sided S-type charts are reviewed. Note that the detection of an increasing shift in the process standard deviation (by using an upper-sided S-type chart) is more important than that of a decreasing shift in the process standard deviation (by using a lower-sided S-type chart) as the former indicates a process deterioration while the latter indicates a process improvement. As this thesis deals only with the upper-sided S-type chart, for brevity, the phrase "upper-sided" will be omitted in the names of all S-type charts discussed in this thesis from now on.
Sections 2.2, 2.3 and 2.4 provide discussions on the existing standard S, VSSI S and EWMA S charts, respectively.
Standard S Chart
The standard S chart is one of the Shewhart-type control charts. It is used for detecting shifts in the process standard deviation, where it is able to detect large shifts quickly. However, like the Shewhart X chart, the standard S chart is insensitive in detecting small and moderate shifts in the process standard deviation (Kuo and Lee, 2013) .
Let ij X be the th j observation in the th i random sample (for 1, 2, The average run length (ARL) is the average number of sample points plotted on a control chart until an out-of-control signal is issued by the chart. The ARL is commonly used as a performance measure of a chart. When the process is in-control,
the ARL values will be large. Otherwise, the ARL values will be small (Zimmer et al., 2000) . For a Shewhart-type chart, such as the standard S chart, the ARL is given by (Montgomery, 2013)
where p is the probability that a single point, 
Here 1 t and 2 t represent the long and short sampling intervals, respectively, while 1 n and 2 n denote the small and large sample sizes, respectively. Note that   degrees of freedom. Note that "0" in the subscript of 0 j P (in Equation (2.8a) ) denotes the central region, "1" in the subscript of 1 j P (in Equation (2.8b) ) denotes the warning region, and "2" in the subscript of 2 j P (in Equation (2.8c)) denotes the action region. Also, note that in Equations (2.8a) -(2.8c), 1 j  denotes the previous sample size is 1 n , while 2 j  denotes the previous sample size is 2 n .
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(2.9)
As Rakitzis and Antzoulakos (2011) used the large sample size (i.e. 2 n ) in taking the
and 5 R are associated with the use of sample size 1 n . The probabilities 02 P , 12 P and 22 P are computed from Equations (2.8a), (2.8b) and (2.8c), respectively, using the large sample size 2 n . 02 P , 12 P and 22 P are the probabilities that the current sample ( i S ) of size 2 n lies in regions 3 R , 4 R and 6 R , respectively (see Figure 2 .1).
The ATS is computed as (Rakitzis and Antzoulakos, 2011)
(2.10) where   02 12 0, 0, , PP  α is the initial probability vector for the transient states obtained from vector π by removing the last two entries in π which correspond to the absorbing states, I is the identity matrix of order four, Q is the transition probability matrix given in Equation (2.11) and the vector of sampling intervals is   
