Abstract. We give a semi-direct product decomposition of the point stabilisers for the enhanced and exotic nilpotent cones. In particular, we arrive at formulas for the number of points in each orbit over a finite field, which is in accordance with a recent conjecture of Achar and Henderson.
Introduction
In the theory of algebraic groups, there is much insight to be gained from studying the nilpotent cone N of an algebraic group G, which consists of the nilpotent elements in the Lie algebra of G.
One of the main reasons for this is because the action of G on N by conjugation produces an injective map (when G is reductive) from the set of G-orbits G \ N to the irreducible representations of the Weyl group of G. This is a consequence of the Springer correspondence originally discovered by Springer [5] in 1976 and explicitly described in all cases by Lusztig and Shoji by the early 1980s (see for example Shoji [4] ).
A well-known example of the Springer correspondence can be seen for the group G = GL(V ) when V is an n-dimensional vector space over an algebraically closed field k. This is a reductive group whose Lie algebra is End(V ) and N its nilpotent elements. The G-orbits in N are in bijection with P n , the partitions of n, while the Weyl group of G is just the Symmetric group S n , whose irreducible representations are also parametrised by P n . In this case the correspondence is actually onto, which cannot be said for groups such as K = Sp(W ), where W is a 2n-dimensional symplectic space over k.
To address this deficiency Kato [2] , in 2006, introduced what he called the exotic nilpotent cone W × N 0 where N 0 is the variety N 0 = {y ∈ End(W ) | y is nilpotent and yv, v = 0 for all v ∈ W } and , is the symplectic form on W . He showed that the orbits in his cone obey some kind of exotic Springer correspondence:
where Q n denotes the bipartitions of n.
A recent innovation in this direction is the introduction of the GL(V )-set V × N , which has appeared in the work of Achar-Henderson [1] , Travkin [6] and others, and was given the name enhanced nilpotent cone by Achar-Henderson in [1] . The enhanced cone mimics the cominatorics of the exotic cone while being a more accessible object.
For example, it was shown by Achar-Henderson [1] that there is a bijection G \ (V × N ) ←→ Q n and that the closure ordering on these orbits agree with those on K \ (W × N 0 ) and are both given by a natural partial order on Q n . These similarities are extended by a conjecture of Achar-Henderson [1, Section 6], which claims that the local intersection cohomology for the exotic nilpotent cone is the same as that of the enhanced nilpotent cone but with twice the degree.
It is the immediate goal of this article to verify a prediction of the above conjecture (Corollary 3.13). The main results are the explicit decompositions of the stabiliser groups for each orbit (Theorem 2.10 and Theorem 3.10), from which the formulas for the number of F q points in each orbit (Corollary 2.13 and Corollary 3.12) follow. The treatment of the exotic cone (Section 3) is analogous to that of the enhanced cone (Section 2). Section 1 reviews the ordinary nilpotent cone of GL(V ) and introduces notation.
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The nilpotent cone
A partition is a non-increasing sequence of natural numbers λ = (λ 1 , λ 2 , . . . ) such that there exists a minimal l(λ) ∈ N with λ i = 0 for all i > l(λ). This l is called the length of λ. The weight of λ is defined to be |λ| = λ 1 + λ 2 + · · · + λ l . If |λ| = n, we say that λ is a partition of n. Denote by P the set of all partitions and by P n the set of all partitions of n. Another standard notation for λ ∈ P is λ = (i n i ) i≥1
where we impose n l h > 0 and l h > l h+1 . See Example 2.11. With this notation we define an accompanying indexing set I h = {i | λ i = l h } for each h ≥ 1. Now let G = GL(V ), where V is an n-dimensional vector space over an algebraically closed field k. Its (ordinary) nilpotent cone is
The G-orbits in N are parametrised by P n since G acts by conjugation.
Definition 1.1. Let x ∈ N . Call λ ∈ P n of the reordered Jordan block sizes of x the Jordan type of x and write O λ for the orbit Gx.
For x ∈ N , fix a Jordan basis {v ij } and let End(V ) 
Note that the image of {v iλ i } i∈I h forms a basis for V h (so dim V h = n l h ) and denote these cosets by {v
which in explicit matrix terms is 
Proof. This is clear.
In particular, y ∈ G x if and only if (c
Proof. This is clear. Proposition 1.6. Let x ∈ N with Jordan type λ and let G x be the centraliser of x. Then
where U is unipotent and isomorphic to affine space of dimension
Proof. This follows easily since Ψ 0 splits.
Orbits in the enhanced nilpotent cone
Continuing with the notation of Section 1, define the enhanced nilpotent cone of G to be the G-set V × N , with G action
Write G (v,x) for the stabiliser of (v, x). We give a parametrisation of these orbits following Achar-Henderson [1] . Definition 2.1. A bipartition of n is a pair of partitions (µ; ν) such that µ + ν ∈ P n . Denote by Q n the set of all bipartitions of n.
Remark 2.2. Note that if we have (µ; ν) ∈ Q n with λ = µ + ν, then
There exists a Jordan basis {v ij } of V such that
where (µ; λ−µ) ∈ Q n . Moreover this gives a one to one correspondence
Now fix (µ; ν) ∈ Q n with λ = µ + ν and let (v, x) ∈ O µ;ν . Also fix a Jordan basis {v ij } so that v = i≥1 v iµ i . We may change our v to be any vector in the orbit G x v and still keep x in Jordan form and G
where i(h) is the smallest i in I h and define v h ∈ V h by
with j h ≥ j h+1 and k h ≥ k h+1 , which makes sense by Remark 2.2. Set k 0 = ∞. See Example 2.11. Also define the indexing set
Proof. This is straightforward.
Definition 2.6. By Lemma 2.5 we can compose Ψ 0 from Section 1 with h∈J ∂ h :
In explicit matrix terms, the map is
Lemma 2.7. ker Ψ is isomorphic to affine space of dimension
Proof. ker Ψ is defined by:
• |λ| + 2n(λ) − i≥1 n 2 i free variables from ker Ψ 0 (Prop. 1.6).
• h∈J (n l h − 1) free variables from ker h∈J ∂ h .
• h∈J n l h (j h − 1) + h / ∈J n l h j h linear relations from fixing v. These independently combine to give the result. See Example 2.11.
We now provide a subgroup of G (v,x) isomorphic to im Ψ.
Notation 4. For t > 0 define
• h ∈ J.
c rλr iλ i = 0 unless i, r ∈ I h \ {i(h)} or i = r = i(h).
• j h = 0. c
Proposition 2.9. The restriction of Ψ to H gives
Proof. The idea is to define elements of H with as many zero entries as possible without changing the image of Ψ, while keeping just enough entries non-zero to accomodate the condition for stabilising v. 
Proof. This follows from Lemma 2.7 and Proposition 2.9.
We will consider the following example to summarise our results. 
Now suppose F q is a finite subfield of k, and (v, x) is an F q -rational point. The stabiliser G (v,x) is defined over F q and we have:
Corollary 2.12.
where ϕ m (t) = m r=1 (1 − t r ).
Proof. As | GL n (F q )| = q n 2 ϕ n (q −1 ), the result is immediate.
Corollary 2.13.
is connected (a consequence of Theorem 2.10) and so O µ;ν (F q ) is a single orbit of G(F q ).
Orbits in the exotic nilpotent cone
Let W be a 2n-dimensional vector space with a symplectic form , over k and let N 0 be the variety of self adjoint nilpotent endomorphisms of W as defined in the introduction. Define the exotic nilpotent cone of K = Sp(W, , ) to be the variety W × N 0 , which has a K action given by g(w, y) = (gw, gyg ) for all g ∈ K and (w, y) ∈ W × N 0 .
Denote by K (w,y) the stabiliser of (w, y). We adapt the parametrisation of Lemma 2.4 to K \ W × N 0 following Achar-Henderson [1] .
Identify V with a subspace of W by writing W = V ⊕ V * , where V * is the dual space of V . The symplectic form , is given by
From here we can identify N with {(x, x t ) | x ∈ N } ⊂ N 0 and GL(V ) with {g ∈ K | gV = V and gV
where N (W ) are the nilpotent endomorphisms of W .
Theorem 3.1. There is a one to one correspondence
and write O µ;ν for the orbit corresponding to (µ; ν) ∈ Q n . Furthermore, under the identification given above, this parametrisation satisfies Let (µ; ν) ∈ Q n with λ = µ + ν, (v, x) ∈ O µ;ν , {v ij } a basis as in Lemma 2.4 and write (v, x) in the same form as in Section 2.3. Now by Theorem 3.1 we can write (w, y) = ((v, 0), (x, x t )) ∈ O µ;ν .
Letting {v * ij } denote the dual basis of {v ij } for V * , we define a basis
otherwise where we defineī = 2l(λ) − i + 1 for i ≥ 0, and λ i = λī, µ i = µī for i > l(λ).
Notation 5.
Redefine I h to be {i | λ i = l h } in this expanded definition of λ i . l(λ) and l(µ) will still refer to the lengths of the original partitions λ and µ. Define b
We may now write
With respect to {w ij }, y is in Jordan form with block sizes symmetric in the off-diagonal. Lemmas 1.4 and 1.5 still apply.
Define W h similarly to V h by
ker y l h −1 + im y ∩ ker y l h and note that the cosets {w
} i∈I h with representatives {w iλ i } i∈I h form a basis for W h . Let w h be defined by
For each h > 0, K (w,y) acts on W h to give a map Ψ 0 : K (w,y) → GL(W h ), which preserves the symplectic form on W h by Lemma 3.2.
In explicit matrix terms,
Lemma 3.5. ker Ψ is isomorphic to affine space of dimension
Proof. The key difference between this and Lemma 2.7 is treating the symplectic condition. We note that the presence of the 1s on the diagonal will mean that imposing the condition that the columns form a symplectic basis will just simply reduce the number of free variables by substitution. See Example 3.6. 
where stabilising w = (1, 0, 1, 0, 0, 0) t means a + t 5 = 1, c + t 6 = 0, while the symplectic conditions, which determine the variables t 2 , t 3 , t 10 , t 11 and either t 4 or t 12 depending on whether a or b is non-zero. Elements of ker Ψ have the form         1 t 1 t 5 t 7 0 t 9 0 1 0 0 0 0 0 t 2 1 β 0 t 10 0 t 3 0 1 0 t 11 0 t 4 t 6 t 8 1 t 12 0 0 0 0 0 1
, t 1 = −t 12 + t 3 t 10 − t 2 t 11 t 2 = −t 8 t 3 = t 6 t 5 = t 6 = 0 t 7 = t 10 .
So ker Ψ ∼ = A 6 as varieties. • h ∈ R t , j h = 0.
otherwise, unless i ∈ I h .
•
otherwise, unless i, r ∈ I h \ {i(h), j(h)}.
• j h = 0. b
where the s rλr iλ i are determined by the symplectic conditions. Proposition 3.8. Restricting Ψ to H gives
Proof. The idea of proof is very similar to that of Proposition 2.9 with the key difference being to keep extra entries non-zero to also make elements in H symplectic. Using free variables this way is possible essentially because symplectic matrices have determinant 1. The procedure for reordering the basis is as follows. First relabel the basis {w ij } so that it is a Jordan basis for y, with the same relative order of the Jordan blocks of each size as before, and then reorder this newly labelled basis as in the proof of Proposition 2.9. See Example 3.9. 
where the x i 's are to stabilise w and the s i 's make it symplectic: Proof. This follows from Lemma 3.5 and Proposition 3.8.
Now suppose F q is a finite subfield of k, and (w, y) is an F q -rational point. The stabiliser K (w,y) is defined over F q and we have: where ϕ m (t) = m r=1 (1 − t r ).
Proof. As | Sp 2n (F q )| = q n+2n 2 ϕ n (q −2 ), the result is immediate.
Corollary 3.12.
|O µ;ν (F q )| = q 2n 2 −2b(µ;ν) ϕ n (q −2 )
h∈J ϕ n l h −1 (q −2 ) h / ∈J ϕ n l h (q −2 )
.
Proof. Identical to Corollary 2.13.
Corollary 3.13. |O µ;ν (F q )| = |O µ;ν (F q 2 )|.
