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Abstract 
In this note, we present auniform approximation a d a methodology for developing a posteriori error estimates for the 
recently proposed method of Kumar and Sloan. Kumar and Sloan proposed aformulation which converts a Hammer- 
stein equation into a conducive form for approximation by a collocation method. Symbolic omputation is used in 
performing the numerous analytic manipulations leading to the establishment of the error estimates. Finally, some 
remarks on the generalization f the method of Kumar and Sloan to higher-dimensional systems are offered. 
Keywords: Hammerstein equation; Error analysis; Symbolic manipulation; Green's functions 
1. Introduct ion 
Kumar and Sloan [14] recently proposed an alternative integral formulation to the conventional 
Hammerstein form. This new formulation was offered in hopes of reducing the computational 
effort associated with implementing a collocation method. Thus, the intrinsic merit of this 
alternative formulation lies in its computational savings. Kumar and Sloan [14] demonstrated 
(i) conditions guaranteeing convergence to the exact solution and (ii) the rate of convergence. 
More recently, Kaneko et al. [11] addressed the issue of superconvergence of the method of Kumar 
and Sloan in the presence of a weakly singular kernel. 
The purpose of this brief note is twofold; namely to illustrate that a posteriori error estimate may 
be established, and to illustrate that the method can be extended to higher-dimensional cases. 
Owing to the large variety of kernels and nonlinearities that occur in practice, an illustrative 
approach has been opted for from which some generalizations may be inferred. 
This note is divided into four sections. In Section 2, we briefly review the method of Kumar and 
Sloan for contextual purposes. In Section 3, we present wo illustrative examples in which error 
estimates are developed. In Section 4, we present numerical findings for the two examples 
considered in Section 3. In Section 5, we present an example to illustrate that the method of Kumar 
and Sloan may be applied to parabolic partial differential equations. 
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2. Method of Kumar and Sloan 
A Hammerstein tegral equation may be expressed in the form 
O(r/) =f(q) - f12 G(rl, qo)S(qo, O(rlo))dqo, q e [--1,1], (2.1) 
o=- - I  
where f, G, and S are known functions and f12 is a real constant. Here O(r/) is the unknown function 
requiring resolution. Often in practice, we transform nonlinear boundary value problems, via 
Green's functions, into the form displayed in (2.1). Thus, G(r/, qo) would represent an appropriate 
Green's function [,18, 20] while f(r/)would be the conjunct. Kumar and Sloan [,14] noted that the 
direct implementation f a collocation method [2,4] would require that the definite integral 
displayed in (2.1) be evaluated at each iterate until convergence onthe expansion coefficients would 
be obtained. 
Kumar and Sloan [,14] proposed that an intermediate function be defined on the basis of the 
function S(r/, O(r/)) as shown in (2.1), namely, we let 
~(r/) = S(q, O(r/)), q ~ [,- 1, 1], (2.2) 
thus (2.1) can be written as 
f2 O(tl) =f(~) - B 2 G(~,tlo) ~(~o)dqo, ~ e [ -1 ,1] .  (2.3) O=--1 
By substituting (2.3) into (2.2) we obtain the nonlinear integral equation for the intermediate 
variable '/~(~) as 
7j(q)=S q,f (q)_f l2  G(~/,qo)~U(qo)dt/o , qe[ -1 ,1 ] .  (2.4) 
o=--1  
This integral form possesses some unique characteristics which have been the topic of study in 
[,11, 14, 19]. In this form, a collocation method would not require the re-evaluation of the definite 
integral shown in (2.4) at each iterate. It should be noted that the structure of the new integral 
equation has become more complicated in appearance than the original form. Once ~'(q) has been 
resolved satisfactorily, O(r/) is reconstructed through the integral transform shown in (2.3). Unlike 
previous tudies, we will use a uniform approximation i developing the approximate solution. 
3. Two examples - error estimates 
An illustrative approach is taken in order to demonstrate the development of error estimates for 
two typical nonlinearities (i.e., algebraic and exponential nonlinearities). 
3.1. Example 1: Algebraic nonlinearity, S(q, O(q)) = 04(q) 
Such a situation arises naturally in the modeling of a fourth-order isothermal, irreversible 
reaction in a planar geometry I-5, p. 85] or in steady, one-dimensional heat ransfer in a fin placed in 
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a vacuum environment. Let 
f(r/) = G,o(r/, - 1) - O2G,o(r/, 1), (3.1) 
where the two-point symmetric Green's function is 
(1 - r/)(1 + no) 
2 ' - 1 ~< r/° ~< r/' 
a(r/,r/o) = (1 - t/o)(1 + r/) (3.2) 
2 ' q<~r/°<~l" 
This situation arises from the differential equation 
dZO 
dr/2 (r/) - f1204(r/) = 0, q e ( -  1, 1). (3.3a) 
subject to 
O( -  1) = 1, (3.3b) 
O(1) = 02. (3.3c) 
Following the method of [14], we define 
~(r/) = O4(r/), (3.4) 
and upon substituting this into Eq. (2.1), we arrive at 
O(r/) =f(r/) - f12 G(r/, r/o) ~(r/o) dr/o, r/e [ -  1, 1]. (3.5) 
o=- -1  
The explicit form of (2.4) now becomes 
~(r/) = (r/) - f12 G(r/, r/o) ~e(r/o) dr/o , r/e [ -  1, 1]. (3.6) 
O=-- I  
Let the unknown function, ~(r/) be represented by the expansion 
tP(r/) = ~ c* T,,(r/), 1/e [ -  1, 1]. (3.7) 
m=O 
In general, we seek an approximate solution to hu(r/) by truncating the infinite series shown in (3.7) 
at a certain order N, namely 
N 
~N(r/) = • CNm Tm(r/), r/~ [-- 1, 1], (3.8) 
m=O 
u is an approximation to c* for each fixed m. Thus, the approximate solution is based on where c m 
solving 
[: 1" RN(r/) + ~N(r/) = (r/) _ f12 G(r/, r/o) ~N(r/o) dr/o , r / s  [ -  1, 1], (3.9a) O=--1  
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where RN(r/) is the local residual function. Upon substituting (3.8) into (3.9a), we arrive at j4 
Ru(r / )=-  Y', c~T,,(r/)+ (r/)_fl2 Z c~C,.(r/) , r /e [ -1 ,1 ] ,  
m=0 m=0 
(3.9b) 
where 
C,,(r/) = G(r/, r/o) Tin(r/o) dr/0, m -- 0, 1,..,, N. (3.9c) 
o=- -1  
This type of manipulation allows for the direct integration (analytical or numerical) of C,,(r/), 
m = 0, 1,..., N independent of the unknown expansion coefficients (in fact, this is a single time 
evaluation for each m). 
Unless the true solution is a linear combination of the basis functions {T,,(r/)}~=o, we cannot 
choose N N {cm},,=o to make RN(r/) vanish for all r/e [ -  1, 1]. However, suitable expansion coefficients 
can be obtained by making RN(r/) small in some sense. As noted in [14], a collocation method 
appears prudent. 
Let the inner product of two real functions gl(t) and g2(t) be defined as 
(gl,g2)~k =- f i=- I wk(t)gl(t)g2(t)dt" 
and the corresponding norm be given as 
"g'lLw -- Jf =t - ,  wk(t)g~(t)dt, 
where Wk(t) is a nonnegative, real and integrable weight function. 
A particular expansion method is defined by any restrictions imposed on the residual function 
shown in (3.9a). Our aim is to determine the unknown expansion coefficients N N {c,,},,= o in such a way 
that some measure of RN(r/) is small. 
To determine the unknown expansion coefficients by the collocation method, we require 
(RN(r/), f2k(r/))w, = 0, k = 0, 1,..., N, (3.10) 
where Wk = 60/ - r /k ) ,  ~C~k(r/) ~--- 1, k = 0, 1,..., N. Here, the Dirac delta function is denoted as 
6 while the N + 1 distinct collocation points are denoted as r/k, k = 0, 1,..., N. Thus, we obtain 
a closed set of nonlinear algebraic equations for the expansion coefficients {c~}, m = 0, 1 . . . . .  N, 
namely 
0=- -  c~mTra(r/k)+ r/k)--fl 2 ~.~ CNCm(r/k , k=O,  1 , . . . ,N .  
m=o m=O 
(3.11) 
(The choice of collocation points and basis functions will be discussed shortly.) Once the 
unknown expansion coefficients are resolved, the intermediate function can be reconstructed from 
the series representation shown in (3.8). The local residual function, RN(~/) is determined from (3.9b). 
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Finally, the approximation to Off/), that is ON(t~), is obtainable from the transform shown in 
(3.5), namely 
f2 ON(t/) =f(t/) -- f12 G(q,t/o)kVN(t/o)dt/o, q• [ -1 ,1] .  (3.12) O------1 
Let the local error in the intermediate function be defined as 
es(t/) = ~(t/) - ~uN(t/), t/• [ -  l, 1], (3.13) 
and its size may be measured by means of some functional norm. Unfortunately, the error is as 
inaccessible as the exact solution. Kumar and Sloan [14] did not present or discuss a posteriori 
error estimates. This type of estimate ishighly desirable from the practical point of view. In light of 
its importance tothe evaluation of the numerical solution, we begin by addressing this crucial issue 
here. 
Development of an integral equation for the error in the approximate solution has been 
illustrated in Delves and Mohamed [4], and used by Frankel [6] and LaClair and Frankel [15] in 
recent studies involving radiative transport. 
It should be noted that our main concern is the original function O(t/) since it would typically 
carry the physics of interest. One can arrive at a direct error estimate for O(t/) - ON(q) through 
some basic manipulations. To begin, we subtract (3.12) from (3.5) to get 
6N(tl) - O(t/) -- ON(t/) = _f12 G(t/,tlo)eN(t/o) dr/o, (3.14) 
o=--1 
where 6N(t/) is the local error introduced by ON(t/). Let K denote the integral operator defined by 
f2 K7 -- G(t/, t/o)Y(t/o) dt/o, (3.15) O=--1 
therefore (3.14) can be expressed as 
t~ N = --  fl2 ge  N. (3.16) 
Introducing (3.13) and (3.14) into (3.4) produces 
~VN + eS = [ON + 6N] 4. (3.17) 
Note that by requiring Ou(t/) to be defined by the integral transform shown in (3.12), we have 
O~ -¢ ~N unless eN(t/) = 0 for all t/• [ -  1, 1]. Clearly, the error 6N associated with ON is related to 
eu through the integral transform shown in (3.14). 
In order to obtain an integral equation for the unknown error fiN, we let t/--, t/o in (3.17), multiply 
(3.17) by -fl2G(t/, t/o), and integrate over the domain of interest, to arrive at (in operator form) 
--fl2K~'N + 6u = - - f l2K[ON + 6/v] 4. (3.18) 
As N becomes ufficiently large, one hopes that 6N becomes correspondingly small. Expanding 
(3.18) produces 
6N = f l2K~N --  f l2K[O~ + 40aN6N] - f12K[602t~2s + 40s6au + 6~]. (3.19) 
268 J.l. Frankel /Journal of Computational nd AppliedMathematies 61(1995)263-274 
Assuming 
IO 4 + 4036NI >> 160262 + 4ONfi 3 + 6~1, (3.20) 
for sufficiently large N, we arrive at the linearized error integral equation (here we denote the 
linearized error as 6~) 
6 L + 4f12K[O3f L] = - f l2KRN,  (3.21) 
where we have made use of (3.12) and (3.9a), i.e., 
RN + tPN = O~. (3.22) 
Using the maximum principle [20, p. 64], we can readily establish I O I ~< 1. We can now establish 
some error bounds (assuming f~ ,,~ fiN) after which the assertion shown in (3.20) can be called upon 
for verification. A correction procedure could be initiated if necessary. 
Let the infinity norm of the function g(O be denoted as II o II ~ and defined by [4, p. 22, 62] 
IIg[l - sup Ig(t)l, (3.23) 
n~[- 1,1] 
for any function bounded in r/~ [ -  1, 1]. Using this definition of the norm, we can establish the 
following error bound from (3.21), namely 
II KRN II ~o (3.24) 
II 6eu II ~ <-% 1 - 4fl z II K03 II ~' 
when 1 - 4fl 2 II KO 3 II ~o > 0. With symbolic computation, the norms displayed in (3.24) can be 
evaluated. This is reminiscent of the error estimates seen in I-4]. 
3.2. Example 2: Exponential nonlinearity, S(r/, O(q)) = exp [O(q)] 
Kumar and Sloan [14] considered an example that contained an exponential nonlinearity and 
known solution. The approach displayed here will use the same basis functions and collocation 
points as implemented in the previous example. 
From [14], we get f12 = ¼, f(q) = 0 in (2.3), thus arriving at 
- G(~,t/o)exp[O(~o)] dr/o, ~ e [ -  1, 1], (3.25) O(,1)= 4 .o=-, 
where G(q, r/o) is given in (3.2). This example corresponds to the example considered in [14]. The 
analytic solution to (3.25) is 
O( r / )=- ln (2 )+21n[  c ~ )1 os r / /4  ' 
where 
c = ~ cos [c/4]. 
r/~ [ -  1, 1], (3,26a) 
(3.26b) 
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Using a similar procedure as outlined in Example 1, the upper bound can be established as 
II 8L II ~< 4 II ON II o0 + II Ke °N II oo (3.27) 
o~ 4 -- fl Ke° '¢  II ~ ' 
when 4 -  IlgeeNl[o~ > 0. Rail [16, p. 242] indicated that the development of error estimates 
depends on several factors, including: (1) available information; (2) accuracy requirements; and 
(3) time and effort to be expended on obtaining the error estimates. For the simple problems 
displayed here, a posteriori error estimates [3, 4] were sought. In general, a priori error estimates 
based on projection methods appear to be well suited for Hammerstein integral equations 
[10, l l ,  14, 19]. 
4. Numerical results 
In this section, we present some illustrative numerical results indicating the merit of the error 
estimates. Chebyshev polynomials of the first kind [17] {Tm(~/)}~=o were chosen as the basis 
functions while the N + 1 distinct collocation points are given by [4] 
rlk = cos ( r rk /N) ,  k = O, 1, ... ,N ,  (4.1) 
thus ensuring RN(-- 1) ----- RN(1) = 0. Note that I Tm(n)l ~< 1, m = 0, 1 .... and ~/e [ -  1, 1]. The merit 
in choosing these polynomials i well known [4, 7, 12, 17]. 
It should be remarked that implementation f symbolic omputation substantially enhanced the 
analysis process proposed here, especially with regard to the determination f the norms displayed 
in (3.24) and (3.27). The symbolic software package Mathematica TM[21], Version 2.1, implemented 
on a NeXT TurboStation with 16 MBytes of memory, was used for developing the solutions and 
graphics displayed in this paper. 
A Newton-Raphson [1] procedure was developed for solving the system of nonlinear algebraic 
equations for the unknown expansion coefficients. Though [14] used a Brent's method, we noted 
that convergence ould easily be met within four to five iterations where the convergence tolerance 
on each coefficient was defined as 
tol = I(c~) v+l -(c~)Pl < 10 -15 , k =0,1 , . . . ,N .  (4.2) 
Here, p represents the pth iterate. Using Mathematica TM, an interactive iteration sequence was 
developed in order to monitor the convergence rate in real time. 
The actual CPU time required to determine the approximate solution was less than 3 s using 
a program written in the symbolic language Mathematica TM. The computations involving the error 
estimates and graphics typically took 3 min on the NEXT. This is, in part, due to the numerous 
analytic manipulations required in determining the infinity norms of the linearized error indicated 
in Eqs. (3.24) and (3.27). 
Owing to the availability of an analytic solution to Example 2, we first present some results 
intended to indicate the merit of the proposed approach. Table 1 indicates typical findings for 
N = 3-6 for the chosen Chebyshev basis and closed-rule collocation points. For this example, an 
accurate depiction appears evident. 
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Table 1 
Comparison between the actual error and the upper 
bound estimate shown in (3.27). Results are rounded 
to three significant figures. Note that the ratio (N/> 5) 
between the error bound and the true error appears to 
be approaching a constant 
N Actual error Estimated upper 
II O - ON II 0o bound (3.27) 
3 1.02 x 10 -4 1.18 x 10 -4 
4 1.12 × 10 -6 1.14 × 10 -6 
5 4.92 × 10 -7 10.8 x 10 -7 
6 4.50× 10 -9 9.86x 10 -9 
Table 2 
Comparison between a finite element solution and the present formulation for ON(n) from (3.12) when fl = 1 and 
@2 = 0.2 
q Finite element solution Method [14] 
N= 20 N= 50 N= 100 N= 3 N= 5 N= 7 
-1  1.0 1.0 1.0 1.0 1.0 1.0 
-0 .8  0.8742 0.8743 0.8743 0.8743 0.8744 0.8743 
- 0.6 0.7724 0.7725 0.7726 0.7746 0.7728 0.7726 
-0 .4  0.6852 0.6854 0.6854 0.6905 0.6855 0.6854 
- 0.2 0.6070 0.6072 0.6072 0.6149 0.6070 0.6072 
0 0.5344 0.5346 0.5346 0.5433 0.5343 0.5346 
0.2 0.4651 0.4652 0.4653 0.4732 0.4650 0.4653 
0.4 0.3978 0.3979 0.3979 0.4038 0.3978 0.3979 
0.6 0.3314 0.3315 0.3315 0.3350 0.3316 0.3315 
0.8 0.2656 0.2656 0.2657 0.2671 0.2657 0.2657 
1 0.2 0.2 0.2 0.2 0.2 0.2 
116~11~ (upper bound) 0.01267 9.571 x 10 -4 7.397 x 10 -5 
Table 2 presents a comparison between a finite element (piecewise linear elements) solution 
and the orthogonal collocation solution for Example 1. Excellent agreement is evident. Also, 
the error bound displayed in (3.24) appears quite adequate in the context of (3.20). A posteriori 
error estimates can be costly in terms of expended CPU time and the amount of required computer 
code. In most contemporary studies involving Hammerstein integral equations 1-10, 11, 141, a priori 
error estimates are being developed with the aid of interpolatory projections and approximation 
theory. 
Finally, Fig. 1 presents two sets of plots where N = 3, 5 and fl = 1, 02 = 0.2 illustrating the 
behavior of several functions involved in the analysis of Example 1. Theoretically, through 
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Fig. 1. Behavior of various functions (as indicated) when fl = 1, O2 = 0.2 (left column N = 3, right column N = 5). 
successive approximations, Eq. (3.21) has unique solution which uniformly converges to the 
solution 1-13]. This can be concluded with the aid of Fig. 1 for both cases N = 3, 5 using the 
I[ KO 31[ o~ plots. Practically speaking, the development of the resolvent kernel may be computation- 
ally prohibitive. 
5. Further considerations 
As a final observation, it appears that the method proposed by Kumar and Sloan may be applied 
to substantial problems of mathematical physics. As an illustration, consider the time varying 
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analog to (3.3a), namely 
dO L[O]=-~+f l2O4,  t /• ( -1 ,1 ) ,  t>0,  (5.1a) 
subject to the time-invariant boundary conditions shown in (3.3b) and (3.3c) and subject to 
O(r/,0) = r(r/), r /• [ -1 ,  1]. Here O = O(t/, t) and the linear differential operator L is given by 
~3 2
L =- (5.1b) dr/2" 
Inverting the spatial operator produces 
O(t/, t) = -- G(t/, t/o ) ~ "Jv ~2~4 dt/o +f(t/), ! /• [-- 1, 1], t > 0, (5.2) 
o=--1 
where f(r/) is given in (3.1) and the Green's function is given in (3.2). Next, we assign the 
intermediate function as 
~O 
t) = - f f  (5.3) 
thus (5.2) can be written as 
f; O(t/ ,t)= - G(~,t/o)~(t/o,t)dt/o+f(t/), t /• [ -1 ,1 ] ,  t>0.  (5.4) o=--1 
Substituting (5.4) into (5.3) produces the new formulation 
°[i' = - G(t/, t/o) ~(tlo, t) dt/o + f(t/) 
~(r l ,  t) ~-~ o = -1  
1' +f12 _ G(t/,~o)~(t/o,t)dt/o+f(~) , ~•[ -1 ,1 ] ,  t>0.  (5.5) O=--I 
Next, we can expand the unknown function, ~(t/, t) as 
~(~,t) = ~ Cm(t) Tm(,), ~ • [ -  1, 1], t > 0. (5.6) 
m=O 
and follow the procedure previously outlined where we approximate ~(t/, t) by ~N(t/, t) (other 
choices for the assumed solution form also exist [5]). Formally proceeding produces 
N dcNm(t) N 
~" dt Cra(rl) = -- RN(FI' t) -- • c~(t) Tm(rl) 
ra=O m=O 
l" + f12 _ c~(t)Cm(tl) +f(t/) , t/ • [--1, 1], t > 0, (5.7a) =0 
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where Cm(r/) is given in (3.9c) and subject o the transformed initial condition 
N 
r(r/) = ON(r/,O) = -- ~ cN(O)CI(r/) + fttl). (5.7b) 
m=O 
By requiring (5.7a) to be enforced for all instances in time, and upon implementing the previously 
described collocation method, we arrive at the following system of nonlinear initial value problems: 
N dc (t) 
Z dt C . , ( r /k )=-  Z c~(t)Tm(r/,) 
m=O m=O 
+ f12 _ C~(OCm(r/k) +f(r/k) , k = 0,1 .... ,N, t > 0, (5.8) 
o 
subject o (5.7b) evaluated at r/= rM k = 0, 1,..., N. 
Carefully note the origin of this expression for the initial condition for c~(0), m = 0, 1 .... , N and 
the fact that a matrix inversion of a linear system is necessary for obtaining numerical values for 
each m. Eq. (5.8) subject to the appropriate initial conditions can be resolved numerically as 
described in the fine book by Finlayson [5, pp. 184-214]. Again, we note that the spatial 
integrations are carried out only once and are contained in the function Cm(r/) as shown in (3.9c). 
This formulation favors the use of well-established initial value algorithms to be used for finding 
the time-varying coefficients, c~(t), m = 0, 1, . . . ,  N. 
An alternative implementation using the method of Kumar and Sloan for practical computation 
involving nonlinear, weakly singular, integro-partial differential equations has been recently 
demonstrated [8,9] in the study of radiative and conductive transport in semitransparent 
materials. 
6. Conclusions 
The intent of this note was to illustrate that both a uniform approximation and a posteriori error 
estimate may be obtained for the method of Kumar and Sloan. Also, there appears to be additional 
merit to the method with regard to parabolic (and elliptic) partial differential equations. 
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