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SUMMARY
This study is concerned with the development of laser anemometers 
based on digital autocorrelation of the scattered-light signal and intended 
for wind-tunnel applications at the Royal Aircraft Establishment. The 
optical arrangements are of the Doppler-difference type.
The theory of photodetection and photon statistics is first reviewed 
and the analytical relationship established between the Doppler-difference 
signal and its autocorrelation function for both laminar and turbulent 
flows. It is shown that interpretation of the data is greatly facilitated 
if the optical geometry meets certain simple criteria. When operating in 
backscatter on large facilities, integration of the signals from a number 
of successive scatterers is generally necessary, and it is shown how under 
these circumstances the data can be related by a Fourier transform to the 
probability distribution of the velocity in the measurement region. The 
design of data-reduction algorithms capable of fast and accurate extraction 
of this probability distribution from the composite autocorrelation function 
is then discussed.
The properties of laser beams of particular relevance to the design
of the optical system are considered and a simple technique for the measure­
ment of beam diameter and divergence is described. Methods for the deter­
mination of fringe spacing, the basic experimental parameter in Doppler-
difference arrangements, are assessed and compared. Frequency-modulation 
devices for use.in highly turbulent flows are briefly reviewed and a tech­
nique is described by means of which large and variable frequency offsets 
can be obtained without deviation of the transmitted beam.
A number of experiments carried out with photon correlation anemo­
meters on subsonic and supersonic flows under a wide range of turbulence 
conditions are described. The results of these experiments are presented 
and discussed. Further improvements which may be incorporated in future 
systems are considered.
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CHAPTER 1
INTRODUCTION
Although numerical methods for predicting fluid flows are becoming 
increasingly powerful, experiment in aerodynamic research remains of 
vital importance. In particular, quantitative studies in wind-tunnels 
and other test facilities will continue, for the foreseeable future, to 
make essential contributions to a fundamental understanding of fluid- 
mechanical phenomena, as well as in the development of specific aero­
nautical projects and devices.
The invention of the laser has made possible one of the most signi­
ficant advances in instrumentation for research in fluid mechanics for 
many decades. The coherence and directional intensity of the laser beam, 
which cannot be matched by any conventional light-source, can be 
exploited to yield information on fluid-dynamical variables, including 
velocity, temperature and density, without introducing any material 
devices into the flow under study. Here we shall be concerned with the 
use of laser light for the determination of gas velocity, a technique 
which is now generally known as laser anemometry. The fundamental source 
of information in this case is the Doppler-shifted radiation scattered 
out of the incident beams by small particles borne along with the fluid. 
Laser anemometry has now been the subject of intensive development for 
over a decade, but severe difficulties can still be encountered in some 
applications, both in equipment design and in the interpretation of the 
experimental data. This is particularly true, for example, where long 
optical paths in high-speed enclosed flows are involved. However, the 
essentially non-intrusive character of these laser-based measurement 
techniques makes them especially attractive candidates for the quantita­
tive exploration of flow-fields in which the instrumentation previously 
available may suffer from serious limitations; for example, in wake-flows 
and vortices, or the interactions of shock-waves and boundary layers.
The Royal Aircraft Establishment possesses several large transonic 
and supersonic wind-tunnels, and it was the possibility of expanding the 
versatility and usefulness of these resources which provided much of the 
initial motivation for the laser anemometry development programme. It 
was considered generally desirable to operate if possible in the back- 
scatter or near-backscatter mode ('ie, with both receiving and transmitting
optics mounted on the same side of the test-section), in order to ease the 
traversing problems associated with a large wind-tunnel. In addition, it 
was anticipated that the light-scattering particles would necessarily be 
of very small size if rapid changes in the macroscopic motion of the gas, 
such as would occur, for example, across a shock-wave of moderate strength, 
were to be faithfully reproduced. Subsequent experience has in fact 
established that submicron-sized particles are virtually essential for 
investigations of this sort. However, for particles of this size (with 
diameters around the wavelength of light), backscattered light is 
typically two or more orders of magnitude weaker than in the forward 
direction, and further investigations indicated that equipment capable of 
detecting individual photons would be required for signal acquisition if 
the input laser power was to remain within reasonable bounds. Furthermore, 
the signal from a single scatterer under these conditions would usually be 
quite inadequate for the determination of its velocity to be possible with 
acceptable accuracy, and some means of integrating successive signals 
would in general be needed. The digital photon correlator, then recently 
developed at the Royal Signals and Radar Establishment, Malvern, fulfilled 
both these requirements. The signal frequency, which carries the fundamen­
tal information about velocity in any system based on the Doppler effect, 
is preserved in the signal autocorrelation function, and contributions 
from successive scatterers are automatically added in the correct phase 
relationship. TNoise’ from random optical sources, such as laser light 
scattered from windows or model surfaces, is simply correlated into an 
approximately uniform background (dc) level. The Malvern correlator is 
also a parallel-processing instrument (^e, data-processing is carried out 
simultaneously with data acquisition) and is therefore highly efficient 
in terms of experimental time.
In the chapters that follow, the theory of photodetection and 
photon statistics will first be briefly reviewed and the main results 
needed for interpretation of the output of the photon correlator 
introduced. A detailed analysis follows of the scattered light signal 
and of its autocorrelation function for the Doppler-difference type of 
laser anemometer, which, as will be shown, represents a highly practical 
and efficient form of the apparatus. The design of data-reduction 
algorithms capable of fast and accurate extraction of the probability 
distribution of velocity in the measurement volume from the autocorrela­
tion function is also described in some detail. The properties of
laser radiation which are of particular relevance to the design of laser 
anemometry equipment are then discussed, and some important aspects of 
the experimental arrangements, and of the component electro-optical 
devices, are reviewed. Finally, results obtained with several types of 
anemometer in a variety of experiments on open and enclosed airflows will 
be presented and discussed.
CHAPTER 2
PHOTON COUNTING AND PHOTON CORRELATION SPECTROSCOPY
The invention and rapid development of the laser in the early 
nineteen-sixties stimulated the application in the field of optical 
spectroscopy of techniques already familiar in the radio and microwave 
regions of the electromagnetic spectrum. In particular, intensity- 
fluctuation and heterodyne-detection methods initiated an era of ultra- 
high-resolution studies of scattered laser radiation. The signal pro­
cessing following detection of this radiation can in principle be 
carried out equally well by analysis in the frequency or time domain, 
since the autocorrelation function of the signal and its power spectrum 
are, by the Wiener-Khintchine theorem, a Fourier transform pair. Signal 
autocorrelation' is in general a more adaptable and convenient procedure, 
however, and for very weak light-fields, when individual photoelectric 
events can be detected, digital correlation techniques become 
especially attractive.
We introduce first some of the basic physical ideas, together with
the relevant mathematical formulae, which underlie the methods of what
is now known as photon correlation spectroscopy. General references for
this chapter include the Proceedings of the two Advanced Study Institutes
1 2
held m  Capri, Italy * , especially the lectures by Jakeman and Oliver
3 4in the earlier of these, and the books by Chu and Crosignani et al .
For accounts of early photocounting studies with thermal and laser
sources, see Refs 5 and 6.
2.1 Light detection and photostatistics
The phenomenon on which all photocounting experiments are based is 
the photoelectric effect, which results from the interaction of optical 
radiation with a light-sensitive material. The hypothesis that the radia­
tion is absorbed in discrete quanta (photons) was originally proposed by 
Einstein^ in order to explain certain experimentally-observed features 
of the interactive process which appeared to conflict with the predic­
tions of classical physical theory. To each absorption of a photon there 
corresponds the liberation, within the detector material, of a single 
electron. A complete description of the interaction requires quantisa­
tion of the incident radiation field as well as of the electronic levels
in the atom. For the present purposes, however, the photoelectric effect 
can be treated entirely by means of the semiclassical approximation, in 
which the light incident on the detector is regarded as a classical 
electromagnetic field and the interaction is with electrons in their 
quantised states. (See Ref 8 for an extended discussion of this topic.) 
The electronic transitions are then from the bound states in the solid 
material of the detector cathode to a quasi-free state outside the 
cathode. It is through the agency of these electrons that 'photon- 
counting* becomes an experimental possibility.
9 . . .It has been shown that, using the semiclassical approximation, the
probability Pe(t) °f emission of an electron in a time At is propor­
tional to the classical intensity I(t) of the incident light:
where a is the quantum efficiency of the detection process, which 
depends on the surface area and other characteristics of the detector, 
and the intensity is defined as the squared modulus of the positive
is equal to the square of the envelope function of the field, such a 
definition of intensity is entirely consistent with the fact that the 
response time of the detector is much longer than the inverse of the 
optical frequency.) It is assumed that the light arrives as a plane 
quasi-monochromatic wave incident normally on the surface, and that At 
is much longer than the inverse of the mean optical frequency, but much 
less than the coherence time of the light (the inverse of the frequency 
spread). In photocounting experiments we are interested in calculating 
the probability P(n,Tg) of counting n photoelectroris in some inter­
val of time from t to t + T , Tg being the sample time. It 
follows from equation (2-1) that, provided the detections are statisti­
cally independent (which is a physically reasonable assumption for a 
large assembly of atoms), the distribution is Poisson^’*1:
p^(t)At = aI(t)At (2-1)
frequency component of the optical field at the detector^. (Since this
P(n,Tg) ~p|aU(t,Ts)j expj- aU(t,Tg)| (2-2)
t+T 
f s
where U(t,Tg) I(x)dx (2-3)
t
is the integrated intensity.
If the intensity is constant, as for example in the case of a laser
operating well above threshold, the dependence on t disappears and
equation (2-2) reduces to
P(n,T ) = 4- (alT )n exp(- alT ) . (2-4)
S XI • o S
It follows that the mean value of n , which we denote by n , is
now equal to aiTg . Hence, for the constant intensity case, we have the 
alternative form
_ n  _
P(n,Tg) = fr e_n • <2-5)
If, on the other hand, I(t) is a statistically stationary random 
variable, the distribution resulting from an experiment occupying a 
period of time which is long compared with the slowest fluctuations of the 
light beam will be
P(n,Tg) = 7(aU)n exp(- aU)^ (2-6)
where the angle brackets denote an ensemble average with respect to the
sample times. In terms of the distribution function for the integrated 
intensity, Py(U) say> this expression becomes
00
P(n,Ts) = J exp(- aU)Pu(U)dU . (2-7)
0
This result is now usually referred to as Mandel’s formula^. An
inverse formula, by means of which pTT(U) can be recovered from a known
12distribution P(n,Tg) , has been given by Wolf and Mehta
When I , and hence U , are deterministic functions, Py(U) can
be redefined as the distribution governing the values of U for sample
times taken at random from the set constituting the experiment; the
photocounting distribution is then once again given by equation (2-7) .
Experimental photocounting distributions agreeing closely with the pre-
13dictions of Mandel’s formula were first obtained by Fray et al , using 
a modulated laser as light-source. General expressions for the distribu­
tions associated with arbitrarily-modulated radiation sources have been
14obtained by Diament and Teich
Generally, the mean value n of the number of photocounts is, 
using equation (2-7),
n =
00
y^nP(n,
n=0
V
00 00
E . .n I exp (- aU)pu (U)dU
n=0 0
= a j U Pu(U)dU .
0
Hence, if U denotes the mean value of the integrated intensity 
(expressed in units of the energy of a photon),
n = aU (2-8)
Higher-order statistics for the integrated intensity can be con­
veniently obtained from the measured P(n,Ts) by using the factorial 
moments of the distribution, the mth factorial moment being defined as
co
^  (n'- m)' = n^ _ m +  I)p (n »Ts) • (2-9)
n=m
Using again Mandel’s formula, we find for example that
<n(n - 1 )> = a2U^
and therefore, from equation (2-8),
<n2> = aU + a2U2 . (2-10)
Excellent agreement between measurement and theory has been 
reported by Oliver^ up to the sixth factorial moment, for both coherent 
and incoherent sources; examples of these would be, respectively, a laser 
well above threshold and a thermal source, such as a tungsten lamp. For 
a polarised thermal source the electromagnetic field can be represented 
as a stationary Gaussian process, and it can be shown (see for example 
Bertolotti in Ref 1) that, for sample times very much less than the
coherence time of the light (roughly, the inverse of the spectral width 
of the source), the photocounting distribution is of Bose-Einstein 
(geometric) form:
For sample times much greater than the coherence time the photo­
count numbers are governed by the Poisson distribution, as for the 
coherent source.
In a real detector system, the output of a pulse corresponding to a 
photodetection is always followed by a brief interval, the dead time, 
during which the system is incapable of responding to any further detec­
tions, and the measured photocount distribution will differ from its 
ideal form. An exact expression for the modification due to dead-time 
effects has been obtained by Bedard^. If the dead time is very
much less than the sample time Tg , the observed distribution is 
approximately
Their results agree closely with the theoretical predictions. (It should 
be noted that ,dead-times for currently-available equipment are of the 
order of 10 nanoseconds, and their effects are only significant at the 
shortest sample times.)
An exact inversion formula by means of which the undistorted dis­
tribution can be recovered from experimental data has been given by
2.2 Photon correlations and the spectrum of the incident light
Useful information on the spectrum of simple optical fields can be 
obtained by varying the sample time and observing the changes induced in 
the photocount distribution; for a thermal source (such as the tungsten 
lamp), for example, the form of P(n,Tg) changes from geometric to 
Poisson as Tg is increased from much less to much greater than the 
source coherence time. It was soon realised, however, that the auto­
correlation function of the photocount numbers encoded spectral
P(n»Ts)
_n
n (2- 11)
(1 +n)
n+1
(2-12)
Studies of the effect of dead time for a Poisson distribution of
16
photocounts from a thermal light-source have been made by Johnson et at
Mandel 17
information in a particularly convenient and compact form, and we now 
summarise briefly the theoretical basis for this relationship.
14Because optical frequencies are so high (some 10 Hz), the lowest— 
order correlation function of the light-field, supposed stationary and 
ergodic, that is accessible to measurement is the second-order (intensity) 
correlation function, defined in normalised form as
g(2) (t ) = <I(0)I(T)>/<I>2 (2-13)
where the angle brackets denote time or ensemble averages:
T/2
<I> = lim l  / I(t)dt (2-14)
T-x» Jln-T/2
and
T/2
<I(0)I(t)> = lim i  I I(t)I(t+ t)dt . (2-15)
T-**> J.
-T/2
For a Gaussian optical field (more precisely, if the Fourier field 
amplitudes are statistically independent), the first-order (amplitude)
autocorrelation function g^^(x) can be expressed directly in terms of
(2) 18 
g (t) by means of the Siegert relationship :
g (2) (t) = 1 + |g0 ) (T)|2 . (2-16)
Thus measurement of the intensity correlation function can yield 
information on the optical spectrum; for example, for Gaussian light 
having a Lorentzian spectrum, the line-width of the source can be deter­
mined from the decay rate of the (exponential) second-order function.
When the field is non-Gaussian, the formula connecting g^^(x) and 
(2)
g (t) will be more complicated, and heterodyne (Doppler) methods are 
commonly used (see, for example, Jakeman in Ref 1). We shall see in 
Chapter 3 that all the relevant spectral information in laser Doppler- 
difference anemometry, where two incident beams intersect in the scatter­
ing region, is carried by the intensity autocorrelation function. We 
shall be concerned there with estimates of the unnormalised form of this 
function, defined by
10
G (2)(t) = (1(0) I(t)) . (2-17)
In Chapter 3 we shall also drop the upper suffix 2.
The determination of the second-order autocorrelation function 
involves in practice samples taken over a finite time Tg . We therefore 
introduce a modified function:
g(2)(T,T ) = <U(0,T )U(t ,T )> / <U> 2 (2-18)
s s s i
where the integrated intensity U is defined by equation (2-3). By 
generalising Mandel’s formula to cover the case of joint distributions of 
photocounts contained in sample times separated by a delay t , it can be 
shown19 that
(n(0,T )n(t,T )> 
gU ; (T,Ts) = ------- j----- —  > t > T s (2_19)
n
where n = a (U) is the mean number of counts per sample time over the whole
experiment or ensemble of experiments. At'zero delay the equation requires
19a statistical correction , given by equation (2-10):
OS 2\
g (0,T ) = ^ -----2 - 1  , T = 0 .  (2-20)
s - nn
In unnormalised form we have
' (2) <n(0,T )n(x,T )> , x > T
G (t ,T ) = < , „ »  (2-21)s
( l n (0>Ts) l 2) -  n > T = 0 .
Thus the autocorrelation function of the intensity fluctuations can 
be obtained directly from measurements of the photocount distribution made 
over finite sample times.
2.3 Double- and single-clipped autocorrelation functions
Equation (2-21) is in principle a very convenient result, since the 
photocount numbers n(t,Tg) are already digitised. However, the computa­
tion of the full autocorrelation function with the desired time-resolution 
(of the order of 10 nanoseconds) is beyond the capabilities of available
electronic circuitry. A solution to this problem is to be found in a
20 21 .theorem discovered by Van Vleck * m  1943, which states that if a
Gaussian signal is represented by one or zero according to whether its 
instantaneous value is above or below its mean, the autocorrelation func­
tion of this ’clipped1 version is equal to 2/tt times the arc sine of the
full autocorrelation function. Although the theorem cannot be taken over
22
directly into the optical regime, analogous forms have been derived 
which are applicable to the photocount sequences obtained from stationary 
Gaussian light fields where the sample time is much less than the source 
coherence time. For this purpose we define the clipped count number by 
the relations
(1 , n >  k
^  (0 , n < k  .
For clipping at zero (k = 0), the autocorrelation function of the
22
sequence of numbers n^ is given by
_ 2 (2^
(2), x (1 +n)2n + (1 - n  ) g ^ ;(T)
00 (T) = , ^  ' _2 _2 (2), , • (2_22)1 + 2n + 2n - n g (t)
The cross-correlation function of the unclipped signal with the 
delayed signal clipped at some arbitrary level k (the single-clipped 
autocorrelation function) is
g<2)(T) = n - .X -+ 0 . + k)g(2)(T) _ (2_23)
1 + n
(2)
Note that the form of g (t) is unaltered by single clipping, and
that, if k = n , the clipped and unclipped functions are identical.
These equations provide the theoretical basis for the design of a 
parallel-processing correlator capable of operating at high speed in the 
single- or double-clipping mode; it was fortuitous, perhaps, that the 
electronic logical elements available in the late sixties, when this 
development occurred, provided an upper limit to the spectral resolution
range (about 10 MHz) which so neatly overlapped the lower limit of
. . . 23
classical mterferometric methods
The essential features of the instrument developed at the Royal 
Signals and Radar Establishment at Malvern are shown in Fig 2.1. The 
delay register consists of a one-bit shift register carrying a series of 
0’s and l’s representing the clipped form of the delayed signal. Each 
sample-time clock-pulse shifts the contents of this register one place
12
, ,
Shift 
_r_ecj is ter _PhotomultiplierScattered light
Li miter
C o r r e la to r
Store
L J
Fig 2.1 The clipping correlator
to the right and enters the new clipped count from the clipping gate. To 
form the single-clipped correlation function these delayed clipped data 
must be multiplied by the unclipped input; this multiplication is per­
formed by AND gates, as shown in the diagram. The simplicity of the mul­
tiplication process makes possible the simultaneous computation of the 
numbers which are to be added to the individual output storage channels. 
Each channel consists of an independent scaler. The double-clipped auto­
correlation function can be generated by feeding the AND gates from the 
output, rather than the input, of the clipping gate. Further details of 
the theory and design of this correlator can be found in Ref 1.
The results quoted in equations (2-22) and (2-23) are only strictly
true for the Gaussian optical field, and clipping of a non-Gaussian
signal will in general result in some distortion of the spectrum.
Formulae connecting the clipped and unclipped autocorrelation functions
24 25
for certain non-Gaussian fields have been obtained by Bendjaballah *
It can be shown, however, that by varying the clipping level in a uniformly
random manner during the course of the experiment the true autocorrelation
function can still be recovered, whatever the statistics of the field (see
Jakeman^); the penalty, of course, is usually a considerable loss of
efficiency. The varying clipping level can be derived either from a random
26number generator or from a ramp generator , provided that the ramp
frequency does not coincide with a significant frequency component in the
signal. Alternatively, an effect equivalent to random clipping can be
. 27
achieved by the technique of scaling , m  which the signal is correlated 
with a Tscaled1 version of itself. The latter takes the value one on the 
arrival of every sth count, and zero otherwise, the scaling level s 
being set sufficiently high that the probability of registering more than 
one scaled count in a sample time is negligibly small. . The question of 
the statistical accuracy of measurements using digital correlation of 
photocounts, including the effects of clipping and scaling, is discussed 
at length in the lectures by Jakeman and Oliver in Ref 1, together with 
the implications for correlator operation.
The Doppler-difference signal from a single scatterer, which is the 
basis for the laser anemometry methods considered here, is of course 
fundamentally deterministic in structure and very far from the Gaussian 
case. At high light levels distortion of the correlation function is 
therefore to be expected - at low light levels, however, we shall show 
in the next section that the true autocorrelation function can still be
14
recovered under certain operating conditions; these, fortunately, are the 
ones most commonly encountered in wind-tunnel anemometry.
2.4 The single-clipped autocorrelation function for weak non-Gaussian
light fields
In the experiments to be described later, the scattered-light 
signals almost always resulted in a value of n , the mean number of 
counts per sample time, which was much less than one. Hence the corre­
lator was almost always operated with the clipping level set at zero. If 
dead-time effects in the detector system (which are significant only at 
the shortest sample times) are neglected, we can show by a direct argument 
that under these circumstances the single-clipped autocorrelation function 
of the pulse-train is an essentially undistorted, though sampled, estimate 
of the autocorrelation function of the classical incident light intensity, 
a continuous function of time, for both Gaussian and non-Gaussian signal 
statistics.
Suppose then that the correlator is operating in the single-clipping
mode at a clipping level of zero and that the experiment lasts for a total
of N sample times, each of duration Tg . Denote the number of counts
recorded in the jth sample time by n^ and the corresponding clipped
count number, which is either 0 or 1, by n^j . If N is much larger
than the total number of correlator channels N , so that end-effects
c
can be neglected, the content of the kth channel at the end of the experi­
ment will be
N
Gk = A n0jnj+k (k= l,2,...,Nc). (2-24)
j = l
Since the clipping level is zero, the probability that a specific 
n^j has the value 1 is equal to the probability of absorption of one or 
more photons by the detector. At sufficiently low light levels the photo­
detections become independent and Poisson-distributed, whatever the 
statistics of the incident field, the information concerning the intensity 
fluctuations now being carried by the time-dependent mean value of the 
Poisson process. Furthermore, from equation (2-2), the expectation value 
for the number of photodetections is odL , where a is the quantum 
efficiency of the detector and .U. is the integrated intensity for the 
jth sample time:
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t=jT 
- s
U. = I I(t)dt .
3 t=(j-l)Ts
For a Poisson process with mean alL , the probability that no
photodetection occurs in this period is exp(-aUN) and hence
ProbjnQj = 1| = 1 - exp(- aUj)
The expectation value aU. is typically less than 0.1, and to a
close approximation we can take
ProbjnQj = l| = alL . (2-25)
For sufficiently small Tg (much smaller than the period of the most 
rapid fluctuation),
Probjn^. = ll = aT I(jT ) . (2-26)
’ Oj ’ s s
These expressions also represent the probability that the unclipped 
count n^ is non-zero. If the light-field is sufficiently weak (n ^  1), 
n^ is very unlikely to be greater than one. (For a Poisson distribution 
with n = 0.1, n. >  1 for only one sample in 200.) Hence with little 
error we can assume that both clipped and unclipped counts can take only 
the values 0 and 1, and that
Probj n. = l[  = Prob{n0j = l( = aT,I(jTs) (2-27)
for sufficiently small Tg .
For weak light-fields we can also take the n^ to be independent 
random variables, each governed only by the Poisson statistics of the 
detection process. Hence the probability that the product n^^n^^ has 
the value 1 will be simply the product of the probabilities that the 
clipped and unclipped counts are separately 1:
Prob)n0jnj+k = 1} = (aT.) 2I( jTs>l)(j + lOlJ . (2-28)
If the experiment lasts sufficiently long for all the significant 
characteristics of the fluctuating field to have appeared many times, or, 
equivalently, if a large number of short experiments are carried out at 
random intervals, the expected value for the content of the kth channel 
will be closely approximated by the formula
16
N
(2-29)
(If the sample time were insufficiently short the summation would be over 
the products of integrated intensities IL .)
But the estimate of the unnormalised autocorrelation function of the 
continuous function I(t) is, after N sample times,
Equation (2-29) therefore establishes the result that, for 
sufficiently weak light fields and sufficiently short sample times, a 
single-clipping correlator will generate, at a clipping level of zero, an 
unnormalised and sampled but essentially undistorted estimate of the 
classical function G(t) , whatever the actual statistics of the incident 
field. We shall exploit this result in Chapter 3.
G(t) = up- j I(t)I(t + T)dt .
S -NT /2 
s
NT / 2 
r s
(2-30)
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CHAPTER 3
THE DOPPLER-DIFFERENCE SIGNAL AND ITS 
AUTOCORRELATION FUNCTION*
The first paper to be published on the measurement of fluid flow by
28
means of the Doppler effect at optical frequencies described an optical 
arrangement in which part of the output beam of the laser bypasses the 
flow and acts as a local oscillator at the detector, where it is combined 
with radiation see ^ tered out of the flow; thus the beat signal carries 
the Doppler information. Reference-beam or heterodyne arrangements of 
this sort are generally used for laser Doppler studies wherever the 
scatterers are spatially highly concentrated. For experiments of the 
type considered here, however, in which the scattering particles are 
sparsely distributed throughout the gas and appear in the measurement 
region only rarely, the maximum possible optical efficiency is usually
29
required. Largely for this reason, the Doppler-difference arrangement 
is now much more commonly used in these applications.
3.1 The Doppler-difference optical arrangement
In a Doppler-difference system (Fig 3.1), two beams of mutually 
coherent radiation of wavelength X are incident from different direc­
tions characterised by the wave-vectors and on the scattering
centre, which is moving with some velocity V . The Doppler shifts in 
the frequency of the radiation scattered in some direction corresponding
to the wave-vector k are
~s
and
Av. = (k - kn1) • V 1 ~s ~U l ~
(Note that hgj* ^0 2 * J$s anc* V are not necessarily coplanar.) The 
Doppler-difference frequency is
Av, - Av2 = (kQ2 - kQ,) • V
which is independent of the direction of the vector ks . This in turn 
implies that the receiving lens aperture is not restricted by coherence
* The material in this chapter is a revised version of part of a 
seminar given at a NATO Advanced Study Institute by the author 
and published in Ref 2.
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Fig 3.1 Vector diagram
requirements - the light-collecting efficiency can thus be very high for 
such an arrangement. If u is the component of velocity in the direc­
tion (k.n -k^,) - %e normal to the bisector of the angle 6 between the~ 0 2 ~ 0 1
beams - then the equation reduces to
AVj - Av^ = 2u sin —  . (3-1)
Another interpretation of this result can be made by considering the
following experiment. Suppose a scattering screen is set up in the plane 
normal to the included bisector of the incident beams and passing through 
the point of intersection of the beam axes. Fringes will be observed on 
the screen which arise from the interference of the two beams. For plane 
wavefronts it can easily be shown that the fringe spacing s will be 
given by the formula
|) . (3-2)
If the screen is now translated in its own plane with velocity com­
ponent u normal to the fringes the frequency (in Hertz) with which the 
fringes pass a fixed point on the screen will be
A (3-3)
in agreement with equation (3-1). However, the widely-used 'fringe* model 
.of the Doppler-difference system should not be taken too literally; for 
example, it cannot account for the reduced modulation of the received 
signal which can occur when a non-isotropic scatterer is viewed from 
particular directions. But we can speak, metaphorically, of 'fringes' as 
if they actually existed in the region where the beams cross and it is in 
the sense of the experiment with the scattering screen that the word 
should be understood.
In section 2.4 it was shown that, at least for the experimental con­
ditions with which we are concerned here, the output of the correlator is 
a sampled but essentially undistorted version of the autocorrelation func­
tion calculated as if the detected signal were a continuous representation 
of the incident light intensity. In the following three sections we carry 
out this calculation and establish the form which the correlator output 
can be expected to take under laminar and turbulent flow conditions. It 
will be shown that major simplifications can be made if 0 is restricted
Af = 7 = ( 2u sin f  ) /
A= \ [2 sin
to relatively small values (less than a degree or so for supersonic flows), 
Such restrictions are usually necessary in any case in high-speed applica­
tions if aliasing problems arising from the limited correlator bandwidth 
are to be avoided.
3.2 The scattered-light signal
The scattering geometry on which the discussion is based is shown 
in Fig 3.2. £>1 and k are the unit vectors in the x, y and z
directions of a rectangular cartesian coordinate system. P is a general 
point having coordinates (x,y,z) and p is the vector from the origin to 
P . Hence
p = xi + yj + zk
-01
and k ^  are the incident wave-vectors, crossing at 0 and each
making an angle 0/2 with the x-axis. The unit vectors in the direc­
tions of krt1 and k~„ are therefore 1 ~0Z
and
respectively.
-01
and
and
and k02
u,
cos 2 ~  + Sln *2 i
cos ■=■ i — s m  -7T j z ~ z ~
P2 are the lengths of the perpendiculars from P to
Then
= p" - (p
2 /= p - (p
~2}
/ . 0 0V
= (x s m  ~2 ~ Y cos jJ
( • 6 X eV= I x s m  "2 + y cos ~2 J
+ z
+ z
We shall assume that the incident beams are both linearly polarised
in the k-direction and that each has the same Gaussian (TEMrt_) amplitude 
~  00
distribution in the plane normal to its direction of propagation (see 
section 5.1). We further assume that these distributions have the same 
(constant) characteristic radius r^ and that the beams are in phase at 
the origin, the centre of the scattering region. Then we can write for 
the complex field amplitudes at P due to the two beams
Scattering geometry for Doppler-dif ference arrangement
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and
( 0  _
(2) _
'01
k exp I- — j j exp|i(kj • £  - iot)|
E02~ 6XP
1 4
- -|J exp|i(k2 • u)t)|
r°,
where and E ^  are amplitude constants.
Suppose an isotropic scatterer is situated at P and that the
scattered radiation is detected by a square-law device such as a photo­
multiplier tube. If all other sources of radiation are ignored, the
output of the device will be proportional to
E ( l )  + e (2)
~p ~p E01 exp
2 \
2
\  V
expii(kj • £  -
+ E02 6XP
P2'
'  “ I )  exp{i ( fe  * £  " wt)} 
\ r°-
E0 i exp
/ _2\
exp i(kj • p - u>t)|
+ E02 6XP
/ 2\ P2
2
\  L°l
exp|- i(k2 • £  - wt)| 
Writing the ratio of the beam amplitudes as p , this reduces to
E<» + e <2> 
'■'P ~p E0 1 exp
2 0 2 e
x s m  ~2 + Y cos ~2 + z
.4 . 6  0 \ 2 I 4
expl— j xy s m  —  cos -jI + p expl  ^xy s m  cos ^
0 0
2 p cosl—  y s m  -jJ
Now suppose the scatterer is moving with constant velocity (v ,v ,
x y
v ) and that time is measured from the instant at which it has reached 
z
some arbitrary point (xQ>yQ,Z0  ^ °n *tS traiectory* Tlle output of the 
detector will now be a function of time having the form
I(t) = IQ exp
T  (x0 + V ) 2  S i “ 2 1  + ( y 0  + vy t > 2  C ° s 2  I  + (Z0 + V )2|
ro
4 , v r X • 0 Bexp j —  (xQ + v t) (y0  + v t) s m  cos -j
' r o
2 i 4 0 0
+ p expj-^ (xq + vxt  ^^ 0  + Vyt  ^ siu 1  COS 1
' r o
o i 4tt , . . 0
+ 2 p cos { ~Y + Vy  ^ Sln *2 (3-4)
where 1 ^ is a constant of proportionality which depends on beam ampli­
tudes and on the scattering and collecting efficiencies. It will be 
assumed that the latter are effectively constant over the range of 
scattering angles concerned.
The frequency of the cosine term is seen to be
( 2vy s i n f  ) / :
in agreement with equation (3-3). The constant-magnitude contours of the 
first exponential term are ellipsoidal and it is for this reason that 
many authors speak of an ellipsoidal scattering volume. This is not 
strictly correct; Figs 3.3 to 3.5 illustrate the behaviour of the Doppler- 
difference signal of equation (3-4) for transits parallel to the y-axis at 
different distances from the centre of the scattering volume. Here it has 
been assumed that the beams have the same amplitudes, so that p = 1 and 
equation (3-4) can be written
I ( t )
( A r b i t r a r y
u n i t s
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Fig 3.3
Fig 3.4
Fig 3.5
Figs 3.3~3.5 Doppler-difference signals for transits at various distances 
from the centre of the scattering volume
The unit of length £ in these figures is the distance along the
- 2  . .
x-axis at which the e beam contours intersect. This is the conven­
tional measure of the longitudinal extent of the scattering volume, v^ 
and Zq have been taken to be zero in all cases. (The figures are 
drawn to the correct relative scale.)
The double peak characteristic of transits well away from the centre 
arises from the hyperbolic cosine term. If this can be effectively 
removed by high-pass filtering the amplitude of the remaining cosine term 
will fall off ellipsoidally with distance from the centre. In this sense 
one can say that the contours of constant fringe modulation depth (not 
fringe visibility) are ellipsoids.
3.3 The autocorrelation function in laminar flow
We now consider the form which the autocorrelation function of a 
signal such as that of equation (3-4) can be expected to take.
A
After an experimental time T , the unnormalised output G(t) of 
an ideal autocorrelator operating on the input signal I(t) would be 
(see section 2.4)
T/2
G(t ) = I
-T/2
where the instant at which the particle reaches the point (Xq ^ q jZq) on 
its trajectory is now taken as the mid-point of the experiment.
Since the envelope of I(t) is Gaussian, the total energy in the 
signal from a single scatterer is finite. Hence we drop the factor 
1/T , allow T to increase without limit and obtain, as the limiting 
form to which the actual autocorrelation function will tend,
J I(t)I(t + x)dt
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a
i
G(t) = I I(t)I(t + x)dt (3-5)
under the conditions given in section 2.4.
We note first that equation (3-4) can be rewritten as
I(t) = exp[<J>j(t)] + p2 exp[<J>2 (t)] + 2 p exp[cj>3 (t)] cosj-^ (yQ + Vyt |^
where for convenience the constant of proportionality 1 ^ has been taken 
as unity, and where
*2 (t) =
4>3 (t) =
[ { ( x o + vxt) s i n l _ ( y 0 + V ) c o s l }  + ( z o + V > 2]
2 ^
[ { ( x o + V ) s i n l + (y0 + V ) c o s i l  + ( z o + V ) 2 J
[ (xo
,2 . 2 0  , N 2 2 6 , , 2  
2 ( ' W *  Sln 2 + ‘V V 0  cos 2 + (z0 ^ Vzt)
0
]
The analysis of the integral is made easier if the <}>^ (t) are rearranged 
in the form
4>£ (t) = ou + 6 i(t + Yi ) 2 , i- 1,2,3.
With the notation
C 1 = x0 Sln ~2 9 C2 = y0 COS 2 ’ C3 = Z0 ’
V 1 Vx Sin 2 * v = v cos -=■ , 2 y 2 v.
we have
{(c1-c2)v3 - c3
, 2  (Vi-v2) + v3
G(t) will consist of the sum of nine integrals. Four of these will 
involve only one cosine factor and will be very small compared with the 
other integrals provided that the exponential terms vary much more slowly 
than the cosinusoid. This is equivalent to requiring that r^ is signi­
ficantly greater than the fringe size s and that highly oblique transits,
when v is small compared with v or v , are rare. The four terms 
y z x
involving products of exponentials only will all be of the form
which reduces to
(sfrgr) exp(ai + aj) exp[e7^ %  ( T " Yi + V  J •
(Note that all the cu and are essentially negative.)
The remaining term in G(x) will be
00
J exp|a3 + 33(t + Y3)2J exp |“ 3 + $3 ^  + T + Y3 )2]
—00
[ ¥  (y0 + Vyt}] COS[ r { y0 + V t+T)}]dt
x cos
i exp(2a3) J exp^3(t + y3)2 + 33(t + x + y3)2J
— 00
[■T { 2 y 0  + Vy (2t+ T)}] + COS[ t  VyT ^
x I cos
As before, the first part of the integral will be negligibly small 
provided that the exponential term varies slowly compared with the 
cosinusoid, and the second part becomes
I
, 1(2^) cos(t v ) •
Gathering together these results we can write
G(t) = ipj j + p2^j 2 + P2^21 + p^ 2 2  + 4p2^33 ^3”6^
where
i
*11 = ( ^ 7 )  exP(2aP e * p ( i V 2)
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*21
*22
*33
exp(a + a0) exp
i
= ( ^ )  W l 2* #  exp(^ 2 x2)
i
= i f e )  eXp(2“3) m ( t e 3r2) cos( - f  vyT)  *
Certain general features are evident in the structure of G(t) ; 
for example, the functions anc^  ^ 2 1  w:*-H contribute symmetrically
disposed subsidiary maxima at t = ±(Yj “ Y2 ) • can also be seen that
the cosine term has maximum amplitude at the origin, as is to be expected, 
and that the damping of this modulation depends only on 3 ^ • For most 
practical geometries, 0 is not more than a few degrees, so that
S3 “  {Vl + Vz) •r
0
A simple laboratory experiment provided a qualitative impression of 
the manner in which G(t) alters as the region from which signals are 
obtained is made increasingly remote from the centre of the scattering 
volume. The beams, approximately 72 microns in diameter, were arranged 
to cross on the centre-line and close to the nozzle of a low-speed jet, 
lightly seeded with oil droplets. The fringe size was approximately 
17 microns. The collecting lens was aligned with its optical axis perpen­
dicular to the plane of the beams (ie parallel to the z-direction) and 
the image of the crossover region focussed onto an adjustable slit. This 
was set to select a slice about 85 microns wide (in the x-direction) from 
the scattering volume; the region selected could be altered by translat­
ing the slit laterally. A second lens behind the slit focussed the trans­
mitted light onto the iris of a photomultiplier tube.
The centre-line of the jet was arranged to lie in the y-direction 
of Fig 3.2. The fringe system was therefore normal to the flow and all 
transits were parallel to the y-axis. In this arrangement
v = v = 0x z
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Hence
v, = v 3 = 0  ,
2 2 2 6 
~2 Vy C0S 2 
C0
If the arbitrary point (xg>yQ,z0  ^ on any particular transit is taken to be 
the point of closest approach to the centre 0  of the measurement region, 
we also have y^ = 0, c^ = 0 and y^ = 0 . Autocorrelation functions 
obtained at various distances x^ from the centre of the scattering 
volume are displayed in Fig 3.6; the overall length 2£ of this volume, 
where I is defined as in section 3.2, was about 5 mm.
For a central transit, for which x^ = 0 , the autocorrelation 
function takes on a particularly simple form. At x^ = 0, Cj = 0,
2
Yj = Y2 = Y3 = 0 and
2 z
= a. = a.
0
Hence
G(t) =
/tT
2 exp
v cos TT
y 2
1 A A
V
0/
1 2 2 /0 \ 2  
exp |---^ vy cos [ J P
r o
9 2 9
(1 + p ) + 2 p cos
( t v ) |  •
(The experimental G(t) is an integral over all possible values of , 
but the functional form will be unaltered.)
We can express this result in terms of the Michelson definition of 
fringe visibility m . We have
m =
I - I .max m m
I + I . 
max m m
where
Imax ( E 0 1 + E0 2 >
and
Imin = ( E 0 1 -  v 2 •
Hence, since p = E 0 1 / E 0 2  >
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(a) XQ = 0 : T = 0.4ys (d) XQ = 1.0£ : T = 0.7ys
(b) XQ = 0.4£ : T = 0.4ys (e) XQ = 1.2£ : T = 0.7ys
(c) XQ = 0.8 £ : T = 0.6 ys (f) XQ = 1.8£ : T = l.Oys
Fig 3.6 Autocorrelation functions for transits at various distances 
from centre of scattering volume
a Autocorrelation function, receiving slit 
centred on image of scattering volume
b Autocorrelation function, slit removed
Fig 3.7 Autocorrelation functions with and without slit
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and the x-dependent part of G(x) becomes
Fig 3.6(a) shows the cosinusoidal term and the damping effect 
arising from the Gaussian beam profile clearly. The relative scales are 
also correct. As the measurement slice is moved further out from the 
centre, fringe contrast is progressively lost and the decaying exponen­
tial background lengthens. At x^ = I the subsidiary maximum is just 
perceptible, while at Xq = 1 .8 & the fringes have entirely disappeared 
and the transit time between the beams has become a measurable quantity.
Fig 3.7 is a comparison of the autocorrelation functions obtained 
(a) with the slit centred on the scattering volume, and (b) without the 
slit. Contrast is noticeably degraded in the latter case and the decay 
rate is markedly different. A theoretical discussion of the effects of 
a slit of variable width on the observed autocorrelation function for 
laminar flow can be found in Ref 30.
3.4 The autocorrelation function in turbulent flow
So far we have dealt only with the autocorrelation function arising 
in laminar flow, where the velocity vector is unchanging from one particle 
to another. In turbulent flow, successive particles will in general cross 
the scattering volume with different velocities and the composite auto­
correlation function will represent some sort of integration of the laminar
form of G(x) over the probability density distribution of the velocity 
31
vector . Functions having the form of equation (3-6), which relates to a 
general optical geometry, obviously pose formidable problems; the ou, 3  ^
and are all more or less complicated functions of the velocity compo­
nents. It should also be noted that allowance must be made for so-called
velocity-biasing - at higher velocities more particles will cross the
32
measuring volume per unit time . On the other hand, particles travelling 
at higher speeds scatter less total light during a transit, which tends to 
counterbalance their more frequent arrivals.
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Analysis of the performance of a correlator in turbulent conditions 
is greatly simplified if the angle between the beams is sufficiently 
small, for if, in addition, the reasonable assumptions are made that 
transits for which is relatively large are rare and that the
collecting optics impose a modest upper limit on the possible range of 
x_ , we can put
c <  c cCj ^ 2, 3
and
V, <S v2, v3 .
(In the experiments described below, 0 will usually be less than one 
degree or so, and the detector optical arrangement will always satisfy the 
requirement for Xq . In addition, , the velocity component in the
direction of the beams, will usually be much smaller than the other two.)
Then, ignoring terms involving Cj and Vj and replacing 
cos(0 /2 ) by unity, we obtain
2 V z  ~ z0vy)2
al a2 a3 2 ( 2 2\
r 0  \ y  + VzJ
Y, = Y 0 = Y'
2 ( 2 j. 2 \
~2 V y  Vz) ’
0
(y0Vy + Z0Vz)
1 '2 3 ( 2 , 2I v + vV y z,
with
and
* 1 1 = * 1 2 = * 2 1 = * 2 2
*33 = 1*11 “ ' ( T V )
Further simplification is possible if the arbitrary origin of time is 
taken to be the instant of closest approach to the x-axis in Fig 3.2, as 
in the example above. Let r^ be the perpendicular distance from the 
particle to the x-axis at this instant; then we must have ^  = y^j + z^k . 
This vector is also perpendicular to the velocity vector, and therefore
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Hence
so that
y_v + z_v = 0
; 0  y 0 z
, , 2  / 2 A 2\( 2 A 2 \ (y«v - z.v ) = y„ + z_ I v + v I
•^0 z 0  y \ 0  0 / \ y z/,
2
al a2 a3
which is independent of velocity, and
2 r_d
2
0
Y, = Y2 = Y3 = 0  •
Finally, equation (3-6) becomes
v s V 1 + p 2 ) 2  
2G(t) = -75---—    —  exp exp<-2 2 
v + v„ y z
( 2 A 2 V(V + v I 0
V y z/ 2
« [ .  + i™2 C0S( '7 L vy T)J (3-7)
The notation will be altered at this point to conform with one of
the more common conventions in wind-tunnel experiments (see Fig 3.8). The
velocity component normal to the fringes, v^ , will be denoted by u and
the component perpendicular to the plane of the beams, v , by v . The
z
third orthogonal component will be denoted by w . With these changes, 
equation (3-7), the autocorrelation function corresponding to a single 
transit, becomes
G(t) =
J  2 2
/u + v
exp Cu
T ^ }  (' * 1-2
COS
2 ttut\ 
s /
(3-8)
where the various constants have been collected together under the symbol
a^ ; in a real experiment this will also include factors such as the
quantum efficiency of the detector and the optical properties of the
scatterers. When integrations over a number of transits are carried out,
a_ will involve some average value of the 'miss-distance1 factor 
/ 2 2 \
exp(-4r^ Tq ) , determined in practice by the geometry of the collecting 
optics.
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Fig 3.8 Wind-tunnel coordinate system
Now suppose we are dealing with a three-dimensional turbulent flow, 
so that successive contributions to the output of the correlator are 
characterised in general by different velocity vectors. In the following 
argument, all particles are assumed to have the same scattering properties 
and to be completely randomly distributed in the fluid, which will be 
treated as incompressible. It will also be assumed that not more than one 
scatterer is present at any instant and that the dimensions of the scatter­
ing region are small compared with the length scale of the turbulence.
With the specified limitation on 0 , the scattering volume (the 
spatial region defined now by the field of view of the collecting optics) 
is approximately cylindrical, the length 2 £ being always considerably 
greater than the diameter d of the beams in the experiments to be dis­
cussed here. The cross-sectional area A presented to the flow by the 
scattering volume is therefore approximately 2 d£ sin £ , where £ is the 
angle between the axis of the cylinder (the direction of the w-component) 
and the velocity vector (u,v,w). Hence
If n is the number of scatterers per unit volume of the fluid, the 
number of transits per unit area per unit time is
which is independent of the w-component. Now in a three-dimensional 
turbulent flow the velocity distribution is characterised by some joint 
probability density function p(u,v,w) . If the duration of the experi-
turbulence frequency spectrum, the fractional time for which the flow 
velocity lies in the range (u,v) to (u + 6u, v + 6 v) is
A
and the number of transits per unit time across A is
ment, say , is sufficiently long to include all the components of the
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and the total number of transits of A during the course of the experiment 
by particles with velocity vectors in the same range will be
'■o-P
2nd5.T„Ju2 + v 2
/
v -
I p(u,v,w)dw 6 u 6 v 
■ /
Hence the composite autocorrelation function will be proportional to
00 CO CO
I f  I f
2 2
+ v p(u,v,w)G(x)dudvdw
— 00 — 00 —  00
and the expected output of the correlator in turbulent conditions becomes
00 CO 00
H(t) = a, / / /p(u>v’w) exp<
—00 —00 —00
t 2 J. 2\ 2(u + v ) T
(■
2 ttut\ 
s /
dudvdw
(3-9)
where aj depends on a^ , the number of scatterers and the duration of 
the experiment.
2 2 - -
Note that the factor (u + v ) 2 appearing in equation (3-8) is 
exactly cancelled by the reciprocal factor arising from the instantaneous 
rate at-which transits occur. This convenient effect, which eliminates a 
potentially significant source of bias in the data, is due essentially to 
the fact that for small 0 the scattering volume is approximately 
cylindrical in shape.
Integration over the w-component in equation (3-9) can be carried 
out immediately, since the kernel of the integral is independent of w . 
Denoting the joint probability density function for the u- and v-components 
by puv(u,v) , we have
Pu v (u,v) = j p(u,v,w)dw
and hence
— r „—
00 00
H(t) = a, j j Puv(u,v) exp"
e 2 x 2n 2  (u +v )t
2y*
•
— 00 — 00 o .
( 21 + §m cos 2 mrr\ s /dudv . (3-10)
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It should be remarked here that if frequency-shifting devices (see 
section 5.3) are used in the optical system, a constant offset will be 
added to the Doppler-difference frequency u/s , and the frequency of the 
cosinusoid in equation (3-10) will be changed by the same amount. How­
ever, none of the arguments leading up to the result will be affected.
Note in particular that the exponential term in equations (3-8) and (3-10), 
which arises from the Gaussian field distribution across the laser beam, 
is unmodified.
Thus equation (3-10) represents the fundamental mathematical model 
for the operation of the correlator on which the experimental applications 
to be described later are based. Its quantitative interpretation for 
various types of flow forms the topic of the next chapter.
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CHAPTER 4
INTERPRETATION OF THE CORRELATOR OUTPUT
4.1 Methods for extracting velocity information from the autocorrelation
function
33
The following discussion is based on a previously-published review 
of the various procedures which are in current use or which have been pro­
posed for processing the autocorrelation function. The output of the 
correlator under real experimental conditions will of course include a 
noise component, which usually arises mainly from stray radiation present 
in the environment of the experiment. Provided that this noise is 
uncorrelated with the signal or with itself, and that the signal is of 
adequate strength, its effect will merely be to add a fairly constant con­
tribution to the contents of each channel, whose mean level is the value 
to which G(t) will tend as t tends to infinity; this quantity is 
normally included in the data-reduction procedures as another unknown whose 
magnitude has to be determined. For the purposes of the present discussion 
it will be assumed that this operation has been carried out. It will also 
be assumed that the necessary experimental conditions (that the beam- 
intersection angle is sufficiently small and that terms involving 
xn sin(0 /2 ) and v sin(0/2) in equation (3-6) can be neglected) are
U X
satisfied, so that the simplified formulae of equations (3-8) and (3-10), 
for the laminar and turbulent cases respectively, are applicable.
4.1.1 Laminar flows
Here equation (3-8) applies and data-reduction can proceed by 
straightforward curve-fitting. Alternatively, the problem can be regarded 
as a special case of the more general one of estimating mean velocity in 
turbulent flow and a single computer program can be designed to cover both 
conditions. Purely laminar flows are in any case rarely, if ever, 
encountered in practice and an estimate of the turbulence level present is 
usually wanted.
4.1.2 Turbulent flows
Here equation (3-10) applies, and we are immediately presented with 
an impasse, for we cannot recover the two-dimensional distribution p^v 
from an experimental function of a single variable. The problem centres 
essentially on the exponential term, since this factor couples both u- and 
v-components into the measured correlation function, and it is obvious that
some extra information is required if progress is to be made at all. If
reduction can again be carried out by curve-fitting to H(t) . This will 
not be the case, however, in most problems of real intrinsic interest 
('ie the majority of experiments). We shall therefore describe a number of 
methods, involving generally weaker assumptions, by means of which useful 
information about the velocity field can still be recovered from the 
experimental function H(t) .
4.1.2.1 p separable
Note that this implies that the stress term u fv T must be zero; primes 
denote the zero-mean fluctuating parts of the velocity components and 
capital letters their mean values:
an explicit and complete mathematical model for p
uv
is available, data
uv
We write
u U + u v V + v
For, by definition
CO 00
uvp (u,v)dudv
— 00 — 00
CO 00
uv
But
uv (U + u T) (V + v 1)
UV + u fv
Hence
u v 0
Equation (3-10) can be written
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H(t) = al / Pv (v) exp v - r l dv lpu(u)
r o
exp -
2 2 
U T
o /
i . I 2 2lTUT^J
1 + 5in cos ----  du .
  (4-1)
Both integrals are unknown functions of t , so that progress cannot 
be made in determining the characteristics of either or p^ without
further assumptions.
(a) u- and v-components both normally distributed
We put
1 (u - U)
p (u) =     exp^-u a /2tt 
u
(4-2)
2a'
where a is the standard deviation of the fluctuations in u , with a 
u
similar expression for Pv (v) •
In this case the integrals can be evaluated explicitly, and we find, 
to a very good approximation,
H(t) = a exp< (U2 +V2)t2
2
1 + |m exp
/ _ 2 2 2\2 V V \ _ 2ttUt
2 2 CO~ s
r O 
1
s 1
(4-3)
for values of t such that
^  min< 12 2 ’
ou
2
1
2 2 '
av
(4-4)
(With these restrictions, the result can also be shown to hold if p is
uv
a bivariate normal distribution, so that a shear stress term can be
accommodated. In this case, p is not separable.) If the values of the
experimental parameters r^ and s are known, a , U and V can now be
0 u
derived from equation (4-3) by curve-fitting.
It is often more convenient to work in terms of the turbulence
intensities q and q , the ratios of the standard deviations to the u v
means, rather than in terms of the standard deviations themselves. The 
inequality then becomes
Suppose the autocorrelation function contains q cycles, each 
corresponding to the transit of one interference fringe, and that there 
are n fringes contained in a beam diameter. Thus the fringe spacing is 
2 r^/n and the maximum value of t for the u-component would be
2 r0 q
nU
In order that the inequality is satisfied we require that
with a similar result for q
v
Fairly typical values are n = 20, q = 10 , for which the condition 
becomes
n2 <  0.5 .u
Hence q (and q ) should not be more than, say, 0.25 (25%). The res- 
u v
triction is unnecessarily stringent, however, if only a few cycles are 
visible in the record. If, for example, the effective value of q is 4, 
then, for the same value of n , 50% turbulence would be tolerable. On 
the other hand, at this level the exponential factor damping the cosine 
term in equation (4-3) has fallen from its initial value of unity to 0.01 
in only one cycle, so that the velocity information contained in the 
signals is no longer being coded in an efficient manner.
(b) Hermite polynomial expansion for Pu u^) : v-component 
normally distributed
This approximation is intended for applications where the distribu­
tion of one velocity component may be highly non-Gaussian and rests, as 
stated in Ref 34, on the assumption that Pv (v) is Gaussian and that 
p^(u) can be written in the form of a Gram-Charlier expansion:
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where A = 7-7 - Ale, ( ^
k k ! \ k\ o
and He, is the Hermite polynomial defined by the relation
IV
Hek (z) = (-) exp(^z2) |exp(- |z2)J
The choice of L in the upper limit (2L — 1) of the sum will depend 
on the amount of information required from the calculation. The first few 
polynomials have the following forms:
HeQ(z) = 1 , Hej(z) = 2z , He2 (z) = 4z - 2 ,
He^(z) = 8 z2 - 12z , He^(z) = 16z^ - 48z2 + 12 .
The double integral can again be evaluated explicitly and, using 
again the approximations of equation (4-4), takes the form
H(t) = a. exp (U2 +V 2 )t2 1 + £m2 exp I-
0 2 2 2 ' 
2tt o t 
u
L , /2tto X\2k
z<-=
k=0
A 2k cos[ ^ r )  + A 2k+U s
2 t o u t \  x / W (4-6)
The A^ are now determined by curve-fitting. Fig 3 of Ref 34 illustrates 
the way in which a better approximation can be obtained to a skewed 
velocity distribution using the Gram-Charlier method than with the purely 
Gaussian model of the last section.
(c) Eigenfunction expansion for Pu (u) : v-component assumed 
negligibly small
For a one-dimensional flow with velocity vector normal to the fringe 
system, equation (3-10) reduces to
H(t) = a.
goK(u) exp 2 2 U T
\ 0 /
1 . 1 2 2-nui \ j
1 + £m cos —--- 1 du
It is convenient at this point to introduce an important practical 
consideration. Because the kernel of the integral is an even function of 
u , any negative values of u which may occur will contribute to H(t) 
in exactly the same way as equal positive ones. Hence if an undistorted 
form of Pu(u) is to be recovered, the u-component must always be of the 
same sign; ie the flow must be non-reversing. (In addition, the analysis 
summarised in this section rests on Hilbert-Schmidt theory, which requires 
that the kernel be symmetric in u and t .) Let us suppose then that u 
is always positive, so that the lower limit of the integral can be set to 
zero:
H(t) =
uo
k(u) exp 2 2 U T
\ 0
1 + cos 2 ttut \3 J du (4-7)
The procedure now is to try to find a set of functions <f>. and
factors 
Fredholm equation
X^ , eigenfunctions and eigenvalues, which satisfy the associated
c}>^(u)K(uT)du = A^ <|)^ (t)
where K(ux) = exp
2 2 
U T 1 1 2  I + ^ m cos 2 ttut
Suppose also that the <f>^ form a complete orthogonal set. Then any 
arbitrary function, such as Pu (u) > can t>e expanded in a series of the 
form
Pu (u)
00
= £c.*.(u:
j= 0
where the c^  are unknown coefficients which have to be determined. Sub­
stituting this expression into the equation for H(t) and proceeding 
formally, we have
H(t) = a,
00
(u)
j=0
00
/ c . X . cf). 
L  J J J
K(ux)du = a^  ^ ^c.X <J>. (x) 
3=0
Using the orthogonality of the (j). , we have
H(t> ^ ( t) d = al
cu
U=°
cf>k (x)dx
so that
alckXk ’
a,Xk |H(T)*k(T)dT ’
and finally
p (u) = -
u a
oo a
H(t) (J)j (t) dx (4-8)
A complete set of eigenfunctions and their associated eigenvalues
35for the Doppler-difference kernel has been found . Further developments 
of the method are discussed in Ref 36.
4.1.2.2 p not separable 
uv
Consider again equation (3-10):
H(x) = a. P (u,v) uv
— 00 — 00
exp
I / 2 2nI (u +v )
0
1 + ^ m^ cos --T7UT^  dudv7
We discuss two important cases, distinguished by the behaviour of the 
the exponential term.
(a) Exponential term approximately unity
If there are sufficient fringes across the beam (r^ ^  s) the 
exponential term will be almost unity over the observed length of the 
autocorrelation function and we obtain immediately the approximation
H(x) ^ a_ I p (u) cos — du + a, 
2 I ru s 1
(4-9)
Note that it is unnecessary to make assumptions now about the shape 
of the function p^v and that high turbulence levels in the v-component 
will not affect the result. Again we remark that since the kernel in 
equation (4-9) is even, the correct form for the distribution Pu u^) can 
only be obtained if the u-component is of constant sign*. Here we assume 
that, if necessary, a constant known bias u g is imposed in order to 
make u + u s positive for each particle transit by introducing a 
frequency-shifting device into one or both beams (see section 5.3). We can
then without loss of generality again replace the lower limit of the
integral by zero:
00
H(t) = a0 / p (u) cos -•7T-U-T du + a. . (4-10)
IJ u s 1
0
Hence Pu (u) can be recovered by performing a Fourier cosine transform on 
the data, after removal of the additive background constant a^ . The 
latter can be carried out automatically by the data-reduction programme.
The requirement that r^ >  s implies a lower limit to the spatial 
resolution, characterised by the beam diameter 2 r^ , which can be 
achieved in high-speed flows, if the effect of the exponential term is to 
be negligible. (In nearly laminar conditions frequency shifting could con­
ceivably be used to bring the effective velocity down.) However, for low- 
speed flows it is very often possible to arrange the experiment 
appropriately. Note also that if the speed is sufficiently low, frequency- 
shifting methods can now be used to accommodate very high levels of turbu­
lence, for which flow reversals will occur from time to time, or to achieve 
fine spatial resolution.
* In Ref 37 a method is described for recovering Pu u^) in t*1 6 case °f
reversing flows, without the use of frequency-shifting. Polarisation 
devices are included in the transmitting optics and arranged to form two 
virtual fringe systems, displaced by one quarter of a fringe spacing.
Two orthogonally-polarised detector systems are used. The output from 
one is autocorrelated in the usual way and also cross-correlated with the 
output of the second. By adding and subtracting the Fourier transforms 
of the two correlation functions, the complete distribution Pu (u) can
be recovered. It can be shown, however, that distortion will result if 
there are insufficient fringes across the beam diameter.
(b) Exponential term varying significantly: narrow distributions
of the velocity components
These conditions may be met with, for example, in supersonic 
boundary layers. In this case, since u and v are assumed to lie within 
a narrow range, the exponential term in equation (3-10) varies much more 
slowly within the integral (for a given value of t ) than the cosine term 
and can be replaced to a good approximation by the value it takes when u 
and v are given their mean values, U and V . It can then be taken 
outside the integral and the integration over the v-component again carried 
out, yielding the approximate expression
H(t) = exp
2 2 2 
(IT +VZ)t
Pu (u) (\ + ^ m^ cos du
An estimate of the accuracy of this approximation can be made by con­
sidering again the case when the u- and v-distributions are both Gaussian.
The equation above then reduces to the result obtained in section 4.1.2.1(a), 
which under typical conditions was shown to be a good approximation for 
turbulence intensities at least up to 25%. For these relatively low 
turbulence levels the lower limit can be replaced by zero, and finally we 
have
H(t) = exp
2 2 2 
(U +V )t
1 + Im p^(u) cos 27TUT du (4-11)
The computer program can be designed to determine rQ/v^ J2 + V 2 as a
free parameter, together with any residual background contribution to the 
correlation function, as described in section 4.2. The magnitude of the 
exponential term can now be calculated for each value of x and a modified 
form of H(t) derived from which the damping effect of the exponential has 
been eliminated. A second Fourier transform will now give an improved 
estimate for Pu(u) from which q , together with a refined value for u , 
can be determined. A similar calculation can be carried out to obtain 
Pv (v) , and hence nv > from an orthogonal fringe system.
4.1.3 Data-reduction using Fourier transforms
Clearly the most satisfactory experimental technique is to arrange
wherever possible that there are very many fringes contained within the
beam diameter, since analysis can then proceed with the minimum of
a 'pviovi assumptions about the flow. In addition, we have seen in
equation (4-10) that the problem of data-reduction collapses to that of
carrying out a Fourier transform on the experimental data, which is a
simple and rapid computational procedure. We remark here that the fast
Fourier transform (FFT) is not usually the most suitable technique for
general applications to turbulent flow since it lacks flexibility and, at
low turbulence levels, the necessary resolving power. However, it has
38
been successfully used in difficult engineering applications , and if 
sufficient signal is available from each scatterer, so that the correla­
tor can be operated in a burst mode, the FFT is the obligatory method for
39
processing each autocorrelation function
We have also seen that the Fourier transform method can be adapted 
to cover experiments on high-speed flows where the turbulence levels are 
reasonably low (equation (4-11)), which includes many of the types of 
flow of particular interest at the Royal Aircraft Establishment. For 
these reasons, effort in the field of data-reduction has been concentrated 
mainly on the development of Fortran programs based on this technique.
A description of the structure of such a program is given in the next 
section. First we discuss some important characteristics of the Fourier 
transform in laminar and low-turbulence flows.
4.1.3.1 The Fourier transform for laminar flow
The limited number of channels available in a clipping correlator 
significantly restricts the number of cycles available in the record 
obtained from a laminar flow. The rectangular data-window produces an 
effect in the transform plane which is exactly equivalent to instrumental 
broadening in classical spectroscopy. The delta-function which would 
ideally be present is replaced by a function having a sin x/x behaviour, 
although still centred at the same point on the u-axis. Thus an accurate 
estimation of the velocity can be made simply by finding the position of 
the peak of the Fourier transform. (We ignore the generally small pertur­
bation which will arise from the associated sin x/x function centred at 
the symmetric point on the negative u-axis.) We shall now show that the
sin x/x structure can also be used to decide whether, within the limits 
of experimental accuracy, the flow is laminar.
We assume that, if present, the beam profile term (the exponential 
factor) has been removed in the manner described in section 4.1.2.2(b), 
together with any residual constant term. Hence we have an equation of 
the form
G(t) = cl p (u) cos ■— UT du ' u s
0
(4-12)
where c is some constant. The inverse transform is
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p (u) = ~  I G(t ) c o s  — 7T|UT dx *u sc J s
0
(4-13)
Now for laminar flow at velocity Uq ,
G(x) = cos
2 ttU q X
The data record terminates at some value x , say, of x , so that the
m
computed function will be, writing go and go^ for 2 ttu/ s and 2 ttU q / s 
respectively,
m
p (u) = —  I cos go x cos gox dx*u sc I 0
or
pu (u)
_2_
sc
sin<(Go - go_) x } sin<(Go + go„) x / 
(_____0 m) ( 0 m )
GO-GO, GO + GO
0
(4-14)
At u = u , the ratio of the first term to the second is at least 2 go_ x 
0 0 m
But the time per cycle is 2tt/c0q , so that the number of cycles contained
in the record, say q , is go_ x /2xr and the ratio is at least 4iTq .
U m
A typical experimental value for q , using a 48-channel correlator, would 
be about 8, so that the first term would be more than 100 times the maximum 
value of the second at resonance. Hence around u = u^ we take as a good 
approximation
P (u) 
u
in
TTS C
• I  ('sin<2TTql-----1 V uo in terms of q
The first zeros on either side of the peak at u = u^ occur when
= ± IT ,
•ie, when
" ■ uo(! * 2 5  ■
Suppose we regard the curve between these two points as defining a 
velocity distribution. Then the ’turbulence intensity' (the ratio of the 
standard deviation to the mean) associated with such a distribution, say 
ip , would be given by the formula
ip =
(u — U q ) P u (u)du
p^(u)du
where a == Uo ( ' + 2?)> a- = Uo ( ' - 2 ? )
Putting
we find
ip =
q/Jir
s m  x 
x dx
-7T
(4-15)
From tables,
1
4.82q *
Hence ^ will depend purely on the number of cycles in the record. 
The program can easily be arranged to determine this quantity as a by­
product of other calculations, and it can be compared with the estimate 
of turbulence intensity generated by the main program. (This searches 
outwards from the peak in the Fourier transform plane and also uses as 
limits for the integration the points at which the distribution first 
crosses the u-axis.) If the two values agree closely, it can be concluded 
that the flow is essentially laminar; any turbulence present in the flow 
would result in an estimate for turbulence intensity greater than ip .
4.1.3.2 The Fourier transform for low-turbulence flows
At sufficiently high turbulence levels, the autocorrelation function 
will have decayed away effectively to zero by the end of the record; for a 
48-channel correlator operating with typical settings on a flow having a 
fairly symmetric unimodal velocity distribution, the level below which 
truncation effects begin to appear is about 4 or 5%; broadening of the 
distribution due to the finite record length then becomes significant and 
results in an overestimate of the turbulence intensity. Mean velocity 
estimates are very little affected at such low levels, but the accurate 
determination of the turbulence intensity begins to pose problems. If a 
good model of the flow is available for curve-fitting purposes, it should 
be possible to obtain accurate estimates down to the laminar condition; 
for example, a Gaussian model would often be acceptable. A simple alterna­
tive procedure has also been used with some success which is based on an 
extension of the technique described in the last section, and which 
exploits information already available in the Fourier transform plane.
The basic assumption is that at these low turbulence levels the dis­
tributions are effectively Gaussian. Suppose that, for each value of 
turbulence intensity ri over the desired region (typically 0-5%), a 
simulated autocorrelation function having a specified length of q cycles 
is computed (q is not necessarily an integer); this represents the data 
that would be obtained in an ideal experiment on such a flow. Since the 
autocorrelation data are truncated, the Fourier transform will consist of 
a broadened central lobe with oscillatory wings. From this central lobe, 
defined by the points at which the curve first crosses the u-axis on either 
side of the peak, an apparent turbulence intensity q can be calculated.
cL
(This is the turbulence estimate which results from the combination of 
true turbulence and truncation broadening.) Furthermore, it is found that
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the graph of qr] against qn is almost independent of q . A single
EL t
look-up table can therefore be constructed to cover a range of values of
the product qn Estimates of q , the actual number of cycles in the
data record, and n are available from the main program and the improved
ci
estimate of turbulence intensity, obtained from the corresponding product 
qnt , can be made part of the output data-set.
The procedure just described is in fact a rather crude technique for
’superresolving1 the data. Much more refined methods for achieving
superresolution through analytic continuation of band-limited signals
(such as those considered here) have been developed, particularly in the
41 .
field of optical imaging . Applications of these and related techniques
to photon correlation anemometry have been discussed in previous publica-
. 42—44 . •tions . One particularly powerful and highly practical method of
45analytic continuation, usually referred to as Gerchberg's method , is
based on iterative Fourier transform procedures and can be adapted for
application to photon correlation data. The essential requirement in the
latter case is that the bounds within which the velocity distribution must
lie are known explicitly. The actual procedure then consists, at each
iteration, of first truncating the latest estimate of the distribution to
these limits and calculating its Fourier transform over the desired
extrapolation length. The portion of this function lying between the
origin and the maximum delay time of the measured autocorrelation
function is then replaced by the original data and the resulting composite
function again Fourier-transformed to form the new estimate of the
velocity distribution. In the absence of noise this procedure has been
46
shown to converge to the true distribution . A stabilised non-iterative 
version of the method has been developed for use when the signals are 
contaminated by noise and has been successfully applied to photon correla­
tion anemometry data^.
4.2 A general-purpose data-reduction procedure
The procedure is based on equation (4-11), reproduced here with the 
addition of a background noise term bj , which we assume for the present
purposes to.be independent of x : 
1H(x) = exp
/TT2 TT2\ 2(U + V ) x
1 + 5m J Pu (u) cos du
0
+ b (4-16)
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This equation will be taken as the general model for the determina­
tion of Pu (u) • For laminar flow it reduces to the form of equation 
(3-8) and in the many-fringe case (r^ ^  s) to that of equation (4-10) - 
thus a wide range of experimental conditions can be accommodated. We shall 
refer to the exponential factor standing in front of the integral as the 
beam-profile term.
The contents of the kth channel of the correlator, say, are
generated by all the photoelectric events occurring in the pairs of samples 
separated by (k-1) sample times; thus the represent H(x) in histo­
gram form. If the sample time Tg is sufficiently short compared with the 
most rapid fluctuations of the signal, the average value of the intensity 
over any one sample will be equal to its value at the mid-point of that 
sample. The channel contents will then be, to a good approximation,
in some constant proportion to the instantaneous values at delay times
kT of the autocorrelation function of the continuous function I(t) ; 
s
see section 2.4, equations (2-29) and (2-30). Hence we can write
= a.
r 2 * 00
/kT \ „ r 27mkT
exp*
1'
1 + £m Ip (u) cos ----- — du
u s\ r / J
0
+ b. (4-17)
(k =
where T^ _ is the mean beam-radius transit time (= ■ + V2) and N
c
is
the number of correlator channels.
In theory the constant bj can be determined from available experi­
mental data in the following way. The correlator monitor channels include 
records of the total number of signal counts and the total number of counts 
which have passed through the clipping gate; we denote these by a^ and 
ac respectively. If there are N sample times making up the experiment, 
the average number of signal counts per sample time is a^/N , and the 
average number of clipped counts ac/N . At very long delay times (x °°) 
the samples become quite uncorrelated and the correlation coefficient would 
tend to
N sample times
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But as t -> 00, H(t) -»• bj . Hence
In practice, however, largely because of the effects of noise and count- 
rate fluctuations, a better beam-profile fit in high-speed flow applica­
tions can usually be achieved by treating bj as an unknown parameter.
Another experimental difficulty arises from the fact that r^ , the
beam radius at the measurement point, is sensitive to imperfections in the
optical apparatus and may not be known accurately. V , the mean cross-beam
velocity component orthogonal to u , is also generally unknown. The mean
value T of the beam-radius transit time is therefore treated as another r
free parameter. It will be assumed, on the other hand, that the fringe- 
spacing s is known with sufficient accuracy.
Other practical problems which have to be solved include the absence 
of a data-point at k = 0  and the distortion of Hj (and possibly, to a 
lesser extent, some subsequent channels) by dead-time effects and after­
pulsing in the detector.
The processing of the data consists, then, of the following stages:
(i) Initial approximation to U
An initial estimate of U , the mean value of u , is obtained by 
approximating to the beam-profile term with a straight line of negative 
slope; the relevant constants are found by averaging the data over two sets 
of points near the beginning and end of the record. After removal of this 
linearised profile, together with the dc level, the data are Fourier- 
transformed. For unimodal distributions, the location of the peak is taken 
as the first estimate of U ; in the case of multimodal distributions, an 
integration over the whole of the transform lying between the first zero- 
crossings on either side of the maximum ordinate may be necessary. (In the 
applications discussed here, such distributions are relatively rare.) For 
low-noise data at low turbulence levels (below a few per cent), a particu­
larly simple digital filter can also be used to determine this first 
estimate; for a signal of the form
2iTUkT
f = a cos ----- - + b  (k = 1,2,... ,N )
X s c
a a 
u c
N
(4-18)
56
it can easily be shown that
_ 1 [ “ ^4.9^
(4-19)
s . - i f  (fk-2 " fk+2)
U = 1 ■ COS
2*Ts l2(£k - l - W
Application of this formula to the data will provide a set of estimates from 
which an average value for U may be obtained.
The beam-profile term contributes mainly to the low frequencies in 
the Fourier transform plane, and it has often been found that the initial 
estimate of U is within 1 or 2% of the final value. For some purposes 
this may be sufficiently accurate.
(ii) Location of points on the beam profile
The initial value for U is now used to determine the number of 
channels corresponding to a complete cycle in the data - this number is not 
in general an integer, of course. By averaging the data in subsets of this 
length, the coordinates of three points (pj, p^ and p^, occurring at delay 
times Tj, t2 and x^ , let us say), which must lie on the beam profile, 
can now be calculated. For maximum accuracy, these subsets are selected so 
that tj lies reasonably near the beginning of the record, x^ close to 
the middle and x^ near the end. From equation (4-16) the beam profile 
is described by an equation of the form
/
P (x) = aj exp + bj (4-20)
■ ro / ^where Tr = r„//Uz + V
2
(T^ would be the time taken by a particle to traverse a distance equal to 
one beam radius at the mean cross-beam velocity.) Thus we have three 
equations to solve for the unknowns a^, bj and T :
p. = aj e x p  J + b l (i =1,2,3). (4-21)
(iii) Determination of T 
 r
Eliminating a^ and bj , we find
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Pj ~ P2
P, - P3
exp(- S j l p  - exp(- T|/Tg) 
exp(- Tf / l 2 ) - exp(- t2 /T 2 )
(4-22)
If we denote this ratio by p , the equation to be solved for T is
f(T^) = (1 -p) exp
t 2\ /
2
1 T2
' t2
- exp
T2
t V \ r
+ p exp = 0
The solution can be obtained conveniently by Newton's method; suppose a 
first approximation is Trj > with error 6T^ . Then
f(Tr]) 
f ( T  )
or
6T -  
r
t3irl (1 -p) exp^ - - exp(- t2/t2j) + p exp I 1
2 (1 -p)x2 exp(- - t2 exp(- t2/l2i) + 2PT3 eXp(-
The process is found to converge rapidly to the root T^ from a wide 
range of values of T ^  - there remains of course the problem of selecting 
this starting value. This choice can be made an automatic computational 
procedure in the following way.
The program can be arranged so that the positions along the experimen­
tal record of the delay times x^, and x^ vary relatively little from 
one experiment to another. If Tmax *-s bhe maximum delay time for any 
given record, we can put
t . = a . x
l l max
(i =1,2,3)
where the ou have approximately constant fractional values. Then, from 
equation (4-22),
expj- ai (T1 max r/T )2j-exp/- a2(x /T ) HI 2 max r J
exp/- a2(x /T ) 21 - exp/- a2(x /T )2i 
r I 1 max r / ( 3 max r J
max
It can be shown that this quantity is a monotonic function of 
/T^ , tending towards (af ” a2)/(af ” “3 ) as Tmax ^ ant* towarc*s 
00 . Thus a look-up table can be constructed from whichunity as x
max
an approximate value of T can be obtained, corresponding to the value
of calculated from equation (4-22). This approximation can be
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taken as the starting value T^j . When has been determined with
the required precision, a^  and bj immediately follow from equations 
(4-21).
In low-speed flow applications, the beam-profile points of 
equations (4-21) will frequently correspond to values of x for which 
the exponential factor has fallen only slightly below unity, and small 
perturbations of the p^ due to noise in the data can seriously affect 
the subsequent determination of the unknown quantities a^, bj and .
Under these circumstances, better estimates can often be obtained by cal­
culating bj from the monitor channels, by means of equation (4-18), and 
then using two only of the beam-profile points to determine aj and .
The value of p can again be used as the criterion for deciding whether 
this may be the better method.
(iv) Estimation of and an undistorted value for Hj
The beam-profile term can now be removed in equation (4-17). How­
ever, to obtain an estimate of , together with a better estimate of 
Hj (and possibly H^), a value for the fringe visibility m is still 
needed. A practical procedure is to assume that for small values of x 
the mean velocity is the predominant influence on the correlation function, 
and that the effect of integration over the distribution Pu (u) i-s small. 
An average value for m can then be obtained from the data, after elimina­
tion of aj, bj and the beam-profile term, over about one half-cycle 
from channel 3 onwards. Then is given, from equation (4-17), by
Hq = a} (1 + jim2) + bj 
and an improved estimate of Hj by
2ttUT
The effect of residual errors in and is not usually
serious, since these channels correspond to the dc level and lowest fre­
quency component in the Fourier transform.
(v) Calculation of the distribution Pu (u)
The can now be reduced to a set of coefficients, say>
which are related to the velocity distribution by a Fourier cosine transform:
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27rukT
p (u) cos ----- — du (4-23)
ru s
0
where (from equation (4-17))
The estimate of the velocity distribution is then, from equation (4-13),
Pu (u)
The refined value for U and estimates of the turbulence and higher 
moments of the distribution are now obtained by direct integration. A dis­
cussion of the effect on this calculation of the finite number of correla­
tor channels available will be found in the previous section.
If a frequency-shifting device (see Chapter 5) has been included in
the optical system, a constant velocity bias will have been added to the
contribution which each scatterer makes to the distribution p (u) . Itu
was remarked at the end of section 3.4 that the introduction of a frequency- 
shift changes only the Doppler-difference term in equation (3-10).
Similarly only,the frequency of the cosinusoidal term in equation (4-16) is 
altered; it is of course intuitively clear that the exponential factor 
representing the movement across the (common) Gaussian beam-profile will be 
unaffected by frequency modulation of either beam. It follows that the only 
modification needed to the data-reduction scheme discussed here is to sub­
tract from each value of u the velocity bias, ug say, imposed by the 
frequency-shifting device, before calculating the moments of the distribu­
tion. Thus the mth moment about the true origin becomes
00
Iump (u - u )du . (4-26)
J u s
0
The operation of a computer program designed to carry out the various 
steps in the procedure which has been described above can be made fully
N
4T r-n 2TTukT
= - r  \  cos — • (4_25)
k=0
— (Hk _ VI,m - 1 (4-24)
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automatic, from the initial transfer of the experimental data to the dis­
play of the final results. Besides the coefficients representing the auto­
correlation function and the monitor channel contents, only values for the 
sample time Tg , the fringe spacing s and the applied frequency shift 
(if any) are required for a strictly logical derivation of the various 
experimental quantities of interest to become possible. Although inter­
mediate output stages and a facility for operator intervention may be 
needed in some practical applications, experience with a contemporary mini­
computer system, based on a Honeywell level 6/43 central processor, 
suggests that, in the absence of these or any other interruptions, execu­
tion of the complete program would occupy less than 10 seconds.
4.3 The autocorrelation function for a single transit in the presence 
of noise
It has been noted before that an experimental autocorrelation func­
tion usually contains a reasonably constant additive term, attributable 
mainly to the stray radiation present in the test environment. If it can 
also be assumed that only one scatterer has contributed to the data, 
detailed information about the circumstances of the experiment can be 
extracted in the following way.
By using the same simplifying assumptions as before (that terms 
involving x„ sin 6/2 and v sin 6/2 can be neglected) and with the
U X
notation of Fig 3.8, equation (3-4) describing the scattered-light intensity 
for a single particle can be reduced to the form
2r2\]
r
I(t) = IQ(1 + p2). exp
2
> exp<
r°/. L
n / 2 , 2. 22(u + v )t
1 + m cos 2irut
(4-27)
The phase factor appearing in equation (3-4), which is not signifi­
cant in the following argument, has been ignored.
Suppose then as a first approximation that the background illumination 
contributes a constant term, c^ say, to the intensity of the radiation 
incident on the detector. Writing
= Tq CI + p ) exp
which is a constant for a given transit, and
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T = r^//u^ +
(the beam-radius transit-time), we have
A'
I(t) =
, , 2irut
1 + m cos  I + c_
S / 2
(4-28)
Hence, if the experiment lasts for a time , a good approximation
to the correlation function will generally be
G(t) =
CC
/ I(t)I(t + x)dt
2 ttut
+ C, C 0/27T T < 1 2 r 1 + ^ m exp
2 2„2\ 
ir u T
r
2s‘ /
2m + c T 
2 e
The second exponential will be quite negligible in any real experiment (for 
which T^ is always considerably greater than s/u ) and we have the result
G(t) = c2 —  T 
1 2 r exp -
1 + ^m  ^cos + CjC^/^tt + c^Te . (4-29)
Note that the units of I(t) are energy per unit time and of G(t) energy
squared per unit time*. If the statistical fluctuations of the detection
process are ignored for the present purpose, the total count rate arising
from signal and background (ie the input to the correlator in pulses per
second) can be taken to be directly proportional to the incident intensity.
The constant of proportionality will be the ratio of the detector quantum
efficiency, a , to the energy of a photon, E ,  ^ . Thus equation (4-28)
phot
for I(t) can also be used to represent the time-dependency of the count- 
rate during a particle transit, with c^  and c  ^ replaced by dj and 
d^ , where
d. =
l
Jphot-
i = I,2.
* For a detector of unit area.
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The expression for G(x) in equation (4-29) will be similarly modified 
and, by integration over the sample time Tg , can be used to calculate 
the expected contents of the correlator channels. Provided that is
very much less than and the transit time s/u for one fringe spacing
(see section 4.2), this integration reduces, for the kth channel, to 
replacing x by kT and multiplying each term by T :
G(kT ) =
s d ^ T T1 2  r s exp<
'kT 2irukT
cos + d1d0v/2ir T T 1 2  r s
2 2 
+ dlNT2 S (4-30)
(Note that T^ has been replaced by 
sample times in the experiment.)
NT where N is the number of
Conversely, given the values of certain experimental parameters,
approximate values for dj and d^ can be recovered from the correlation
function if it can also be assumed that only one particle transit is
involved. Suppose the maximum and minimum channel contents near the origin
(k = 0) are G and G . ; these correspond to values of the cosinemax m m
term of approximately +1 and -1 respectively. Then, with the usual assump­
tion that the beam radius is significantly greater than the fringe spacing, 
equation (4-30) gives
/tt
G — G max min
2 2
0 T T m d :  2 r s 1
G + G . 
max m m
/?[ T T dj + 2/2tt T T d.dr s r s 1-2 + 2NTsd2
The total number of pulses received during the experiment, ^ t say, is 
obtained by integrating the expression for the intensity:
N
tot
5 NTr I(t)dt = 2 V l  + NIsd2
■gNT
Hence the numbers of signal and noise counts are /tt/2 T d. and NT d„r 1 s 2
respectively.
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From these formulae, expressions for dj, and m can be derived 
in terms of known quantities. Putting
and
we find
G — G — h . 
max m m  1
G + G . — h„ ,max m m  2
Nh2 - 2Ntot
V tT T (NT - /n7 T ) 
r s r
N
tot
NT
1
NT
V? Tr(:^ 2  - 2Ntot)'
2 (NT - /if T ) 
s r
m =
2h, (NT - /rfT ) 
I s r
h NT - 2N” T 
2 s tot s
In Fig 4.1 an autocorrelation function for a single transit is dis­
played. The Fourier transform of this record yields a value of 18.8 m s 1 
for the particle velocity. The fringe size for this experiment was 
12.5 microns and the beam diameter 420 microns. Hence the beam radius
transit time is 11.17 ys. The sample time setting was 0.1 ys and the
3
total number of samples 10 . The monitor channel value for N was
tot
152. From the figure we take G and G . as approximately 50 and 30
max m m  J
respectively. Then the formulae give
dj = 4.613 x 106 s 1 
d2 = 0.874 x IQ6 s'"1
m = 0.974 .
The signal and noise counts are thus approximately 65 and 87 respect-
6 —1ively. The peak photodetection rates would have been about 9.1 x 10 s
3 -1for the signal and 65 x 10 s for the background. The peak signal is
in fact approaching the level at which the detector system would become
saturated and the output pulse train cease.
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CHAPTER 5 
EXPERIMENTAL DEVICES AND PARAMETERS
5.1 Lasers and laser beams
Since lasers are invariably the basis of Doppler-difference arrange­
ments, we shall now describe the important properties of laser radiation 
and introduce the formulae by means of which the characteristics of the 
light beams incident on the scattering particle can be calculated.
The basic resonant cavity of a laser consists simply of a pair of 
mirrors, one of which transmits a small amount of the radiation incident 
upon it, aligned so that the light wave passes repeatedly through the 
lasing medium. In the case of the commonly-used helium-neon or argon gas 
lasers, the source of energy is an electric discharge in the gas itself.
The argon-ion laser is capable of operating simultaneously at a number of 
wavelengths in the visible spectrum (and also in the ultraviolet) and is 
for this reason particularly widely used, since multicomponent measure­
ments can be made with a single source. If only one wavelength is required, 
the output can be concentrated into a single line by using an intra-cavity 
dispersing prism in combination with the rear mirror.
The spatial and temporal coherence properties of the laser beam are 
often of great importance in laser anemometry. The spatial coherence is 
associated with the phase across the output beam; if this is highly uni­
form, the beam can be focussed effectively down to the diffraction limit. 
Temporal coherence manifests itself in the length of time for which the 
output wave train maintains its phase structure. This property is clearly 
of direct relevance to experiments in which the Doppler effect is exploited.
We are thus led to consider the transverse and longitudinal mode
48 .
structure of the laser output . The longitudinal modes differ from one 
another in the number of wavelengths contained within the laser cavity; 
this number is necessarily an integer in order to satisfy the boundary con­
ditions at the mirrors. Their frequency-spacing is c/2L , where L is 
the optical length of the cavity and c is the velocity of light, and all 
modes are possible which lie within the Doppler-broadened profile associated 
with a particular transition. An intra-cavity etalon, acting as a very- 
narrow-band filter, is generally used if operation in a single longitudinal 
mode is desired, though this is not usually the case in Doppler-difference 
anemometry. The number of longitudinal modes oscillating at any given time
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largely determines the temporal coherence, or coherence length - for n 
modes, this length is approximately 2L/n . For a typical argon laser 
the coherence length under multimode conditions is some 10 cm; by insert­
ing an intra-cavity etalon and permitting only one mode to oscillate, 
this distance can become tens of metres.
The transverse modes differ from one another, on the other hand, in 
the way in which the electromagnetic field varies in amplitude and phase 
across the wavefront, although it should be noted that, provided the 
transverse mode structure is unchanging with time, the laser output 
possesses full spatial coherence in all cases. However, it is generally 
preferable to operate the laser in the fundamental TEMoo (uniphase) mode, 
since the energy in the beam is concentrated closer to the axis of propa­
gation for this mode than for any other.
The TEM mode has a Gaussian intensity profile and a hyperbolic
beam contour; see Fig 5.1. Only at the waist, where the beam diameter is
a minimum, is the wavefront planar; the beam radius a is defined by
48 . .
Kogelnik and Li as the radial distance at which the field amplitude is
Lorentzian fashion with distance z from the waist and beam radius a 
increases according to the formula
oo
e times its value on the axis. The axial field amplitude decays in a
2(  ^a (z) (5-1)
The radius of curvature has a minimum value when The
beam divergence is defined as the angle (J) between the axis and the hyper­
bola asymptotes and therefore
(5-3)
0
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This is the far-field diffraction angle of the Gaussian beam; 
measurement of the rate of growth of the beam diameter (spot size) in the 
far field is thus a convenient way of estimating approximately the diameter 
at the waist.
If a lens of focal length f is placed in such a Gaussian beam, the 
radius of the wavefront is transformed according to the usual lens formula:
1 1 1 (5-4)R. R . f m  out
and if the lens is of sufficient power the emergent beam, also Gaussian, 
will converge to a new waist. It can be proved that if the waist of the 
incident beam lies in the back focal plane of the lens, a new waist will 
be formed in the front focal plane, although the radii will in general be 
different. In general, however, the new waist will not be at the focal 
distance from the lens; its size and position can be calculated by insert­
ing the appropriate values for the focal length and position of the lens 
into equations (5-1), (5-2) and (5-4). It is also an interesting and use­
ful property of the emergent beam that its radius at a distance f beyond 
the lens, say, is related to the divergence of the incident beam by
the simple formula
af = fcf> . (5-5)
It follows from these considerations that particular care should 
always be taken in selecting and positioning the optical components used 
for providing beams of the required diameter. Special attention should be 
paid to ensuring that any variation in beam diameters in the measurement 
region is negligibly small, since it is only then that the equiphase fronts 
can be considered plane and the fringe spacing constant throughout this 
region, its value being given by equation (3-2). The plane-wavefront 
requirement is in fact only met at the waists or at positions infinitely 
far from them, and for experiments in which the spatial resolution, as 
determined by the beam diameters, is not an important factor, the safest 
procedure is to use only long-focus lenses, if a limited degree of control 
over beam size is still necessary, or to omit them entirely. An example 
showing how very large errors can arise if, for example, the waists occur 
somewhat beyond the measurement region can be found in Ref 49.
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In designing the optical system, therefore, the characteristics of 
the beam or beams have to be determined at various points in space whose 
positions relative to the laser cavity are known or can be established.
It would, for example, be sufficient to be given the beam diameter and 
divergence at the output aperture of the laser; these are fixed by the 
radius of curvature and separation of the mirrors. With commercial lasers, 
however, it is not usually possible to determine the geometry of the 
cavity accurately and the manufacturer's specifications are as a rule out­
side limits for the particular model concerned. We therefore include here 
a summary of a technique"^ which has been used successfully for the rapid 
and accurate determination of both beam diameter and divergence.
The method is based on equation (5-5). If the beam diameter at the 
focal distance from the lens can be measured, the divergence of the 
incident beam immediately follows; the diameter at the waist can then be 
calculated from equation (5-3) . The measurement was carried out with the 
aid of a calibrated slit, both edges of which could be driven simulta­
neously in opposition by means of a micrometer arrangement.
Consider the total power P^ passing through a slit of width 2X
placed centrally at some general point along the path of the beam. If
x and y are the coordinates of a point in the plane of the slit, the
origin being on the beam axis,
00 X
px = ao /dy / expj“ " t  + y2)}dx
where a^ is some normalising constant.
If P
00
relationship 
Hence, carrying out the integration over y ,
0
^ is the total power in the beam, a^ is determined by the
p«, = ao * ™  ■
exp -
In particular, when 2X = o ,
Pv = 0.683 PX 00
(Other values of X can be used if some other fraction of the 
total power is more convenient.)
Thus the beam diameter is equal to the slit width at which 68.3% of 
the incident power is transmitted. By making measurements first at a dis­
tance f beyond the lens and then at the same position with the lens 
removed, the divergence and diameter of the output beam can be determined, 
and hence from equations (5-3) and (5-1) the position of the waist with 
respect to the cavity. The characteristics of the beams at any point in 
the optical train can now be calculated.
Measurements carried out on a 5 mW helium-neon laser at the focal 
distances from several different lenses gave a mean divergence of 0.66 mrad, 
with a maximum deviation of 4%. The manufacturer’s specified divergence 
for this model was 0.85 mrad. For a 2W argon laser operating in the all­
lines mode at 514.5 nm a mean value of 0.38 mrad over a range of power 
levels was obtained, giving a value of 0.43 mm for the radius at the waist 
within the laser. This waist was calculated to lie 1.11m beyond the exit 
aperture, at which point the beam diameter had become 1.20 mm. The 
manufacturer's figures for this laser at 514.5 nm were 0.35 mrad for the 
divergence and 1.25 mm for the beam diameter at exit.
5.2 Determination of fringe spacing
It was noted in the last section that the beam waists should occur 
either where the beams intersect or very far from that point, if the wave­
fronts are to be effectively plane throughout the measuring region; in the 
former case it is also necessary that the waists are not too small. The 
fringe spacing s can then be assumed to have the same value for all 
particle transits. It may be possible to measure s by a direct inter- 
ferometric method; alternatively if the beam intersection angle 0 is 
known, it can be calculated from equation (3-2). The accuracy of the 
measurement of flow velocity will then depend mainly on the accuracy with 
which 0 or s has been measured. We consider here the advantages and 
disadvantages of various methods for determining these quantities and
assess their relative accuracies. Some of the material in this section is 
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drawn from a study carried out at the RAE m  the early stages of the 
laser anemometry development programme.
As a necessary preliminary we shall consider briefly the limitations 
imposed on the optical geometry by the available instrumentation. If 
aliasing effects are to be avoided an upper limit to the acceptable
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Doppler-difference frequency will be set by the Nyquist sampling rate. We
denote this upper limit by (Af) ^ . In practice, the correlator sample
time Tg is chosen to give not less than about four channels per cycle at
the mean velocity. For the 50 ns correlator the corresponding frequency
limit is 5 MHz, and becomes 25 MHz for the 10 ns instrument used in the
latest experiments. Now if the velocity of the particle is u, Af = u/s ,
so that higher velocities require a larger fringe spacing; the minimum
value for s is u/(Af) . For a given wavelength A , 0 is then fixed
max
by equation (3-2), which for the range of angles considered here we can 
write as s = A/0 . Hence the maximum permissible value for the beam inter­
section angle is
0 = A  (Af) radians,
max u max
Data-processing (see Chapter 4) is facilitated if there are not less 
than about ten fringe spacings across the beam diameter. Thus a minimum 
beam size in the measurement volume can also be calculated. The table 
below summarises these various relationships for radiation of wavelength 
0.5 pm.
Sample
time
(ns)
Maximum
frequency
(MHz)
Velocity
( m s 1)
Minimum
s
(pm)
0
max
(mrad)
Minimum beam 
diameter 
(mm)
50 5 100 20 25 0.2
50 5 500 100 5 1.0
10 25 500 20 25 0.2
10 25 2500 100 5 1.0
Three methods for measuring either 0 or s have been studied, 
consisting of:
(i) a geometric method, giving 0 ,
(ii) a retro-reflective method, also giving 0 ,
(iii) direct measurements of the fringe spacing s .
(i) The geometric method
This is the most obvious way of finding 0 and consists simply of 
measuring the separation of the spots formed by the beams at a known dis­
tance from their intersection. The separation, d say, must be measured 
in a plane normal to the included bisector of the angle 0 . If D is
the distance along the normal from the plane to the intersection point, we 
can write, for the small angles considered here,
• -  i  •
Hence if Ad and AD are the errors in the measurements and A0 is the 
resulting error in the determination of 0 , the worst-case relative error 
is
A0 Ad AD
0 d
+
D
Measurements have commonly been made in the environment of atest- 
section with graph-paper and pencil at distances of around 5 m; no real 
advantage is gained by working at greater distances, since deciding 
visually on the location of the spot centres poses a major problem, and 
the spot diameter increases linearly with D . For a fringe spacing of 
100 ym, 0 = 5  mrad and d becomes 25 mm. Experience suggests that a 
reasonable value for Ad is ±0.3 mm if a number of estimates are averaged, 
AD can be taken typically as 10 mm. Then
M  = ill +._!2_ = , «
0 25 5000 ■ •
For s = 30 ym, a typical figure when working with the 10 ns correla­
tor, d becomes 80 mm and A0/0 is about 0.6%. This level of accuracy 
is probably acceptable in many applications, although the former figure 
is rather high. However, measurements of ’spots on the wall’ can often 
provide a useful check on potentially more accurate methods for finding 
0 or s .
An advantage of this basic geometric method is it's simplicity. Its
disadvantages are that it is slow, occupies considerable space in order
that the beams can separate out clearly, and is not very accurate.
Mechanical vibrations can also cause severe problems. The beams should
have smooth radially symmetric intensity distributions; the quality of the
components throughout the transmitting optical system should of course be
such that no significant distortion of the beams is introduced at any
point. It is also assumed that the laser will always be operating in the
TEM mode. oo
/3
A more accurate and largely automatic version of the geometric method 
was developed for the most recent shock-wave boundary-layer studies with 
the 10 ns system. Here the surface reflections from an optical flat 
situated at the end of the transmitting system were used, as in the earlier 
fringe-monitoring arrangement for wind-tunnel applications (see below and 
Chapter 6) to create alongside the test-section a beam-intersection geometry 
identical to that within the flow. These secondary beams, suitably attenu­
ated, were then allowed to fall on a linear photodiode array. A digital 
readout indicated the positions of the edges of each spot, as defined by 
some arbitrary but constant threshold setting, in terms of element number, 
from which the spot separation could be calculated. Clearly, by trans­
ferring the element numbers through a suitable interface directly into the 
on-line data-reduction computer, the whole process of angle-measuring and 
monitoring could be made fully automatic. It was estimated that the
overall accuracy of the arrangement was about ±0.3%. Further details can
be found in the description of the 10 ns wind-tunnel system in Chapter 6.
(ii) The retro-reflective method
Here a mirror is placed somewhere near the intersection region and 
rotated about an axis parallel to its surface and normal to the plane con­
taining the beam axes so that each beam in turn is reflected along its
direction of incidence. The angle through which the mirror has been turned 
is then equal to the angle between the beams. A device of this type, in 
which the mirror is mounted kinematically and driven by a micrometer screw, 
has been constructed and calibrated with the aid of an autocollimator. It 
was found that each reading could be made to about ±1 ym, so that the 
overall maximum uncertainty was about 2 ym. This was equivalent to a 
maximum possible error of 0.02 mrad in 0 . The rms error in calibrating 
the instrument was estimated to be ±0.2%. The total possible error for 
0 = 5  mrad (when s = 100 ym) is then
~  x 100% + 0.2% = 0.6%
and for 0 = 16 mrad (when s = 30 ym)
x 100% + 0.2% = 0.33% .
_A0
0
Thus the accuracy of the retroreflective method is quite good. Using 
apertures to define the outgoing and reflected beams it also becomes 
reasonably easy to carry out the measurements, although some subjectivity 
is still involved in deciding when the beams are coincident. A complicated 
mount would be required for two-component measurements where two pairs of 
beams are used.
(iii) Direct measurement of fringe spacing
In this method a microscope eyepiece incorporating crosswires, one of 
which is fitted with a micrometer drive, is positioned in the beam inter­
section region and projects onto a screen a magnified image of the inter­
ference pattern which would be observed if the crosswires were replaced by 
a scattering screen. The optical arrangement forms part of the two- 
component layout described in Chapter 6, where details of its operation can 
be found (see Fig 6.2). For wind-tunnel applications a partially-reflecting 
glass plate, flat to within a tenth of a wavelength, is used to recreate 
the measurement region outside the test section. In this way measurement of 
fringe spacing can be made at any time and continuous monitoring is made 
possible. The eyepiece crosswires can be focussed sharply and are set 
initially at the centre of a bright fringe by adjusting the micrometer. 
Distortions arising in the eyepiece lens do not materially affect the 
measurement, nor. is it necessary to know the magnification.
The method is highly sensitive and potentially very accurate. In 
laboratory use the micrometer can be read to about ±1 ym at each setting.
If there are 20 fringes between settings, s can therefore be determined 
with a precision of ±0.1 ym. For lOOym fringes this corresponds, in the 
absence of systematic errors, to an overall accuracy of 0.1%. (It should 
be noted that fringes can be observed on the screen well beyond the region 
corresponding to the nominal beam diameter.) For a fringe spacing of 
30 ym, more fringes will of course be visible over a given distance, and 
the accuracy of the measurement does not necessarily suffer. In wind-tunnel 
use, however, vibrations transmitted to the apparatus from the test-section 
floor under certain operating conditions can make the adjustment of the 
crosswires a difficult and tiring procedure. Again, this method is time- 
consuming and requires considerable space in and around the optical system.
An advantage of direct observation of a magnified image of the beam 
intersection region is that departures from the fundamental TEMqq m°de of
laser operation are usually obvious. In addition, the effects of laser 
drift (ie changes in the direction of the output beam), which results 
mainly from temperature variations and which can cause significant changes 
in the fringe spacing and in the position of the measurement volume, can 
be continuously monitored. By careful design, however, it is possible to 
reduce these effects to negligible proportions. Some details of laboratory 
measurements of laser drift made with the system designed for the shock- 
wave boundary-layer experiment are to be found in Chapter 6.
5.3 Frequency-modulation devices
The directional ambiguities which may arise in measurements using 
laser Doppler techniques can be resolved by the application of a frequency
shift to one or more beams. Several devices are available for this purpose,
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including rotating diffraction gratings , phase modulators and acousto-
optic modulators'^’^ .
Rotating gratings have been applied successfully to laser anemometry
measurements but introduce a mechanically-driven unit into the optical
52-
tram. It is also recommended that the laser beam is focussed onto the 
diffracting element in order to minimise distortion of the beam cross- 
section. A subsidiary focus of this sort would cause added complication 
in the optical design (see section 5.1).
A phase modulator has been used with some success in Doppler- 
difference experiments at RAE and the University of Surrey on low-speed 
jets (see Chapter 6) . Here a crystal of ADP (ammonium dihydrogen phosphate) 
is inserted in the paths of the beams between beamsplitter and measurement 
region. A voltage applied across the crystal will induce, by the Pockels 
electro-optic effect, a phase-difference between the emerging beams. If a 
sawtooth waveform is used and the peak voltage adjusted so that this phase- 
difference reaches a maximum of exactly 2tt, the effect will be to introduce 
a frequency-difference between the beams which is exactly equal to the 
repetition rate of the applied waveform. Disadvantages encountered with 
the phase modulator included a limited frequency range (effectively 0.5 MHz) 
due to the minimum flyback time of about 100 ns (significantly shorter times 
would require much greater power consumption), and problems with multiple 
secondary beams generated at internal reflecting surfaces.
Acousto-optic cells were selected for recent measurements in the 
separated region of the interaction between a shock-wave and a turbulent
boundary layer (see Chapter 6) because of the large shifts (perhaps 
10 MHz) which it was anticipated would be needed there. These devices 
exploit the fact that light is scattered and changed in frequency by sound 
waves, which is in essence the same phenomenon as Bragg diffraction of 
X-rays by crystals; for this reason they are commonly known as Bragg cells. 
The following description of Bragg cells and of a method for overcoming a 
basic difficulty in their application to laser anemometry is extracted from 
a recent publication"^.
Fig 5.2 shows schematically the operation of a Bragg cell. (For 
clarity, refraction at the air-cell interface is not shown.) Ultrasonic 
waves are introduced into the material of the cell, which may be, for 
example, water, silica or lithium niobate, by a transducer attached to one 
face. Resulting refractive index perturbations in the material appear to 
the incident beam as a diffraction grating, and a number of diffracted 
beams will appear in the output of the cell. Suppose 0^ and 0^ are
the angles which the incident and first-order diffracted beams make with
the acoustic wavefronts. If the optical geometry is arranged so that the 
incident beam (assumed collimated) strikes the acoustic column at the 
Bragg angle, 0 , scattering will be largely confined to the first-orderD
direction and
0 , = 0 . = 0., .d l B
From momentum considerations it can be shown that, to a very close 
approximation,
SLn 0B = 2nV 5^"6^
where A is the wavelength in air of the incident light, V the velocity 
of transmission of the sound waves through the cell, f their frequency 
and n the refractive index of the acousto-optic material. (A detailed 
mathematical discussion of the scattering mechanism can be found in 
Chapter XII of Ref 57.)
It can be seen from equation (5-6) that 0 is a function of f ;
D
hence the deviation of the diffracted beam from the direction of incidence, 
20^ , will change with a change of frequency. This phenomenon is a con­
siderable disadvantage in practical laser velocimetry, since the optical 
system will need realignment whenever the frequency shift introduced by 
the Bragg cell is changed, as it would be, for example, to accommodate
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varying conditions of turbulence in the flow under study. It will now be 
shown how two cells in series can be used to eliminate the effect.
5.4 Frequency shifting without deviation
Consider the arrangement of Fig 5.3. Bj and are two similar
Bragg cells arranged so that the directions of propagation of the acoustic
wavefronts within them are parallel, kg is the wave vector of the
incident beam and that of the output (diffracted) beam from the
first cell: this becomes the incident beam for the second cell, k 0 is~sz
the wave vector associated with the final output beam. If and
are the velocity vectors associated with the sound waves, the frequency 
of the first diffracted beam will differ from that of the incident beam 
by an amount
■ <i8, - V  • ii <w )
and the frequency change produced by the second cell will be
Av0 = (k _ - k .) • V0 . (5-8)2 ~sz ~s 1 ~2
If the cells are driven at the same frequency, the Bragg angles are
equal and k 0 will be parallel to k_ . In addition, Av. and Av0 are 
~s2 1 2
in practice very small compared with the optical frequencies involved 
(typically 1 part in 10^), so that the wavelength of the incident
beam is virtually unchanged:
~ ^s2^ XQ *
Equation (5-8) can therefore be written, to a very close approximation,
Av2 = ~ ~ s P  ’ ~2 * (5-9)
Hence if Vj = -V^ , i-e if the sound waves are counter-propagating in the 
two cells, the overall change in frequency will be twice that produced by 
either cell alone. (If Vj = > there is of course no overall frequency
change.) Provided that the cells have a common driving source, this 
result will hold good if the frequency is changed - the output beam will 
remain parallel to the input beam and will be changed in frequency, 
relative to the input beam, by an amount twice that produced by one cell
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alone. Very slight rotational adjustment of the whole unit containing 
the cells would be necessary to maintain the orientation of the cells at 
exactly the Bragg angle, and hence preserve maximum efficiency, as the 
frequency is changed. The overall alignment of the optical system should 
not, however, be affected, provided that the spacing between the cells is 
kept reasonably small. It should be remarked that the same results could 
be achieved in principle by reflecting the output beam back through a 
single Bragg cell, possibly by means of a corner cube. In practice, 
separation of the incident and final output beams would cause severe compli­
cations. However, such an arrangement could be used as a means of changing 
the frequency of the returning beam in a reflected-beam anemometer (see 
Chapter 6), in order to accommodate flow reversals or to increase the 
maximum value of velocity which the apparatus is capable of measuring. If 
the single cell were replaced by a pair arranged as in Fig 5.3, the need
for mirror alignment after any alteration of the driving frequency would
be eliminated, but the total frequency change would now be four times the 
individual Bragg-cell shift.
Commercially-available Bragg cells intended for use in laser 
anemometry can have optical efficiencies greater than 80%, so that a com­
bination of two such cells can have an efficiency greater than 64%. To 
achieve these figures, however, the acoustic frequencies, and hence the 
changes in the optical frequency, are typically at least 40 MHz. This 
may be too high for a particular application and commonly in Doppler-
difference equipment one cell is incorporated in each beam, the two being
driven at slightly different frequencies. The overall shift is then the 
difference frequency. Deviationless operation can again be achieved by 
using a pair of cells arranged as described above in place of each single 
one. The effective shift will now be twice the difference frequency and 
can again be altered without causing misalignment of the optical system.
This was the arrangement actually used for the shock-wave boundary-layer 
experiment reported in Chapter 6.
In a reference-beam arrangement two pairs of cells can also be used, 
one in the transmitted and one in the reference beam. If the pairs can be 
tuned independently between, say, f^ - Af and f + Af , the available 
frequency-difference range is ±4Af . An additional frequency bias of f 
in one beam would then add to the difference signal a controllable offset 
in the range f - 4Af to f + 4Af . The technique could thus form the
basis for a practical and adaptable method of biasing the signal frequency 
upwards to eliminate flow-reversal ambiguities or, if desired, and provided 
that turbulence levels in the fluid are sufficiently low, of biasing down­
wards in order to match limited signal-processing bandwidth. A specific 
application would be in the determination of the cross-tunnel velocity 
component in a nominally two-dimensional wind-tunnel flow, using the light 
back-scattered from a single transmitted beam.
5.5 The scattering particles
We turn now to a brief consideration of the scattering particles 
themselves,' which are of course the primary transducing elements in the 
process of transforming flow velocity information into the recorded photon 
correlation function.
The selection of an appropriate material for flow seeding and of the
method of generating populations of the desired size distribution will
depend to a great extent on the specific application. The chapters on
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these topics in the book by Durst et al will be found particularly
useful. For the experiments at RAE, largely involving high-speed flows,
a standard technique evolved which was based on the use of mineral oil and
a commercial oil-mist generator (Norgreen type 30-41-2LC micro-fog
59 .
lubricator). Laboratory studies indicate that, if reasonable care is 
taken in setting-up and adjusting the equipment, most of the droplets 
produced are around 0.5 microns in diameter, though some may range up to
1 micron or so. The mist should be introduced into the flow at a point . 
where the airspeed is low and where mixing and spreading of the droplets 
can take place effectively - in wind tunnels, the settling chamber was 
often found to be a convenient location. Some means of adjusting the 
precise injection point is also desirable. For the shock-wave boundary- 
layer experiments, for example, the mist was introduced into the settling 
chamber via small holes drilled in a tube projecting vertically upwards 
through the floor. This tube could be moved up and down, and rotated if 
necessary, so as to maximise the rate at which the scatterers passed 
through the measurement point in the test section. Oil consumption was 
found to be remarkably constant for a wide variety of experiments and, 
when measured over several long periods of time, averaged some
2 m£ per hour.
Applications to supersonic flows involving shock-waves are a particu­
larly severe test of the flow-following capabilities of the particles. 
Experience at the 3ft x 3ft transonic test-section at Bedford indicated 
that the particles were capable of responding to flow behaviour across 
shock structures of moderate strength quite well, and on those occasions 
where the measurement volume straddled a shock-wave the beating together
of the upstream and downstream velocity components could be clearly seen
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in the correlation function. The calculations of Yanta, et at support 
the conclusion that the particle diameters are for the most part little 
more than 0.5 micron. The general equation of motion of a particle in 
a viscous fluid is discussed in Ref 58. Numerous references to published 
work on this subject can also be found there.
In any laser anemometry experiment, an optimum value for the density 
of seeding (te the number of particles per unit volume in the measurement 
region) must clearly exist, since if there are too few scatterers there 
will be unused periods of experimental time, while if there are too many 
the probability of finding more than one scatterer in the measurement 
region at any instant, the signals from which will in general interfere
destructively, becomes appreciable. It is shown in Ref 61 that this
optimum value is precisely one particle per measurement volume. For oil
droplets of 0.5 ym diameter and a total input of 2 mil h  ^ it is also shown
that this figure is consistent with qualitative observations during wind- 
tunnel experiments.
Also included in Ref 61 are the results of some calculations, based 
on Mie theory, of the power collected from a scattering particle situated 
in the beam-intersection regions of typical Doppler-difference arrangements 
For a total incident power of 1 W at 488 nm and with beams 1 mm in diameter 
the number of photons received per transit in the backscatter configuration 
considered is about 10. In forward scatter this can be two orders of mag­
nitude greater. It should be remembered, of course, that the scattered- 
light intensity pattern is highly dependent on particle size, and also 
fluctuates rapidly with scattering angle.
5.6 Photon-counting photomultiplier tubes
Because of their high sensitivity, high gain and low intrinsic noise, 
the detectors used in laser anemometry experiments are now almost always 
photomultiplier tubes. Fig 5.4 shows the construction of a typical photon- 
counting tube, such as the ITT FW130 used in most of the laser anemometry
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Fig 5.4 Photomultiplier tube with input optics (schematic)
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experiments at RAE. The study of these devices by Foord, et al , though
now rather old, is still of considerable interest and contains much
valuable information. A similar evaluation of a more modern tube has
63
been reported by Gulari and Chu
The usual input optical arrangement is also shown in the figure.
The collecting lens Lj images the measurement region onto the pinhole A, 
whose function is to reject light originating elsewhere and which is typi­
cally 200-500 microns in diameter. The light passing through the pinhole 
is collimated by the short-focus lens and filtered by F , a narrow­
band (2 nm) interference filter matched to the laser wavelength, before 
falling on the photocathode. (The tubes used in the experiments discussed 
here were fitted with S-20 or modified S-20 cathodes.) The incident radia­
tion causes the emission of electrons through the photoelectric effect 
(see section 2.1). Electrostatic focussing is incorporated between cathode 
and first dynode and limits the effective cathode area to a region about 
2 mm in diameter, in order to minimise the dark count rate. The electrons 
which strike the first dynode are then multiplied successively along the/ 
dynode chain by the process of secondary emission, and result finally in a 
pulse of charge leaving the anode. Mainly as a result of collecting 
losses in the first and second stages, only a fraction (perhaps 20%) of the 
original electrons emitted by the cathode give rise to a measured anode 
pulse. The value for the cathode quantum efficiency, i,e the efficiency of 
the photon-absorption process itself, is around 15% for the S-20 cathode 
at 488 nm (5% at 633 nm) , so that the overall quantum-counting efficiency 
is not more than about 3% at that wavelength.
Other important characteristics of photomultiplier tubes are the 
dead-time of the tube itself, which is the time required by the tube to 
recover from the last output of charge from the anode, and correlations in 
the output pulse train, which may arise from undesirable output pulse 
characteristics or from the formation by the electron cascade of positive 
ions from residual gas molecules within the tube. The latter are accel­
erated back towards the cathode, where they may liberate further electrons. 
The FW130 tends to exhibit strong ion-afterpulsing at an interval of about 
1 ys, which can appear at the appropriate sample-time setting as a spurious 
peak in the autocorrelation function. Correlated pulses can also arise 
if the shape of the output pulse causes the discriminator to fire more 
than once. The dead-time of the detector system (consisting of tube,
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pre-amplifier and discriminator) should be adjusted so that no further 
pulses can be generated until the anode-pulse trailing edge has decayed 
effectively to the steady-state voltage level. The tube dead-time is 
usually much shorter than the system dead-time, and tube recovery is thus 
also accommodated within it. System dead-time for an FW130 is typically 
50 ns.
The detector circuits also perform the function of standardising the 
output-pulses to match the input requirements of the correlator - TTL- 
compatible pulses typically 25 ns wide for the Malvern Instruments K7023 
50 ns model and ECL-compatible typically 7 ns wide for the K7026 10 ns 
model. The precise width will depend on the particular detector system 
being used.
For any given tube, it is also important to determine the optimum
setting for the high-voltage supply. This can be accomplished by measuring
the output count rate n(t) over a range of applied voltage V , at a
fixed level of illumination. The graph of An/AV against V should go
through a clear maximum, corresponding to the operating condition at which
most of the electrons liberated at the photocathode are being counted, and
62counted once only. It has been shown experimentally that in the vicinity 
of this point the statistics of the output pulse-train are most nearly 
ideal. As the voltage is increased beyond this point, more and more 
spurious and possibly correlated counts are likely to be generated by the 
increasingly energetic electron cascade, either within the tube itself or 
as a result of distortion of the output pulse. Fig 5.5 shows such a curve, 
often referred to as the single electron response (SER), obtained with an 
EMI D341B tube, which was developed specifically for photon-correlation 
studies.
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Fig 5.5 Single electron response for an EMI D341B tube at room temperature
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CHAPTER 6 
APPLICATIONS
We present here some examples of applications at RAE of the theory
and techniques described in the preceding chapters. These have been
selected to demonstrate the sensitivity of photon correlation methods in
laser anemometry and the wide range of operating conditions over which
useful and reliable results can now be obtained. Some of the difficulties
inherent in the application of laser anemometry to large facilities will
also become apparent. Accounts of developments in other laboratories and .
64—67
research establishments can be found in the various Proceedings of the
series of conferences on the use of photon correlation techniques in fluid 
mechanics, which began at Churchill College, Cambridge in 1977.
After the earliest demonstrations of the potential of photon correla-
-1
68
tion methods, first in the laboratory and soon afterwards in a small
supersonic test-section at Farnborough, where velocities up to 570 m s
69
at Mach numbers up to 2.5 were measured , more carefully-controlled 
experiments with a 10° cone in laminar flow were carried out in order to 
assess the quality of the results obtained by digital autocorrelation of 
photon-resolved signals. Here the theoretical form of the flow field 
could be calculated exactly. A two-component system was used for the 
first time in these studies. The following is an extract from a conference 
paper^ describing the experiment.
Photon correlation measurements in supersonic flow^
The purpose of these experiments has been to compare theoretical 
predictions of a flow field around a cone in a supersonic airstream 
with measurements obtained by means of the laser anemometer. By 
confining our attention to the vertical plane containing the centre­
line of the cone we are able to eliminate the cross-tunnel velocity 
component, so that measurements of only two components were required. 
Elaboration of the equipment to include a third velocity component 
presents no difficulty in principle. Simultaneous measurement of 
the two components was achieved by picking out two of the brightest 
of the argon laser lines and using two separate beamsplitters.
Fig 6.1 shows the arrangement of the equipment for these experiments. 
The tunnel is of the continuously-operating closed-circuit type
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driven by a 7000 HP axial compressor, with an 18 inch square working 
section. The experiments were carried out at a Mach number of 1.5.
The seeding was introduced into the settling chamber about 15 ft
upstream of the test section. A small hole was drilled in the roof
of the chamber through which a vertical tube was introduced into the 
airstream. This tube, to which the oil mist generator was attached, 
could be moved up and down in the manner of a trombone slide, so that
1 tuning' of the seeder was possible and the droplets could be
injected into the streamline that would carry them through the scatter­
ing region in the test section. We have found that the seeder, which 
was operated continuously, consumed oil at the rate of about 1 or
2 cc/h. This level of seeding is perfectly acceptable to the plant 
operating staff.
The model cone, mounted at zero incidence to the airstream, can be 
seen through the Schlieren window. The cone semi-angle was 10° and 
its length about 10 inches.
All the optical apparatus including the spectra-physics model 164 
argon laser was mounted on a table top which could be translated in 
three mutually perpendicular directions. The pedestal was positioned 
carefully by means of a register plate and a probe so that two of 
these directions lay exactly in a plane parallel to the axis of the 
cone and perpendicular to the tunnel floor. The third cross-tunnel 
traverse wheel could now be kept locked and by ensuring that the 
beams were crossing precisely at the tip of the cone at the start of 
each run, we could be confident that the measurements derived from 
the plane of interest. Static pressure holes drilled around the 
base of the cone were used to check that model pitch and yaw angles 
were zero, in accordance with the assumption on which the theoretical 
values were based.
Fig 6.2 is a view of the optical components from above, showing the 
mirrors used to fold the laser beam through 180°, the dispersing 
prisms which separate out the various lines and the double-aperture 
stop Sj which selects the colours required. The wavelengths 
chosen were 488.0 nm in the blue and 514.5 nm in the green. The ITT 
FW130 photomultipliers were fitted with matching narrow-band filters 
so that cross-talk between components was eliminated. A half-wave 
plate was used to rotate the direction of polarisation of the green
Tunnel window
L a s e r
Fig 6.2 Optical layout for two-component experiments
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beam in order to balance the intensities of the two output beams 
from the beamsplitter. Also in the drawing is the optical flat 
(Me-) used to monitor beam alignment and fringe size. This component 
reflects about 4% of the light incident upon it without changing the 
directions of the reflected beams relative to one another. Some 
means of continuously checking that beam alignment is being main­
tained is essential with a prototype set-up of this sort. The 
reflected beams intersect in space in exactly the same manner as the 
transmitted beams intersect in the tunnel test section. A microscope 
eyepiece is set up on the table at the crossing points of the 
reflected beams and projects much enlarged interference patterns 
generated by the blue and green beam-pairs onto a distant screen. 
Fringe thickness and angle of intersection of the beams can be 
directly measured by means of cross-wires and a micrometer fitted 
to the eyepiece.
The velocity just upstream of the cone was about 430 m s * and of 
course it is the maximum velocity to be measured and the minimum 
sample time of the correlator which determine the minimum fringe 
size required. The minimum sample time of this instrument is 50 ns 
and if we suppose that we require at least five points per Doppler- 
difference cycle, the maximum allowable Doppler-difference frequency 
is 4 MHz. At 430 m s this corresponds to a fringe spacing of 
approximately 108 microns. The streamwise (horizontal) velocity 
component was measured with the blue beam at 488 nm; for this wave­
length, 108-micron fringes require a beam intersection angle of
4.5 mrad, or about a quarter of a degree. The second component was 
measured with the green beams, which were tilted about 5° off the 
vertical to give the most convenient range of frequencies under the 
conditions of this experiment. The vertical velocity component is 
much lower here than the horizontal one and the angle between the 
green beams was made correspondingly larger, the fringe size being 
about 20 microns.
After alignment of the optics, the first measurements during a run 
were taken about a centimetre upstream of the cone tip. The correla­
tion functions obtained here serve two purposes: to establish the 
’free’ stream velocity and to provide an accurate value of the angle 
to the vertical at which the green fringes are set.
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Fig 6.3 shows a typical autocorrelation function obtained with the 
blue beam fringes slightly upstream of the cone tip. The velocity 
in this case is 428.6 m s *. The sample time is 50 ns; ie neighbour­
ing points are 50 ns apart. The scale is such that there are about 
half a million counts per channel at the first few maxima. This 
picture shows all the characteristics we have come to recognise in 
high-speed applications. The fringe spacing in this case was 
125.7 microns. Spatial resolution considerations required a detector 
field of view of not more than about 1.5 mm, so that about 12 fringes 
were visible. Our correlator is a 48-channel instrument, the length 
of the correlation function displayed in this case being 2.4 ms. It 
can be seen that about 8 cycles are visible in the correlation func­
tion, each one corresponding to one fringe transit, and also that 
the envelope of the function is approaching zero in the last few 
channels.
Figs 6.4 and 6.5 show measurements of the two velocity components 
obtained by Fourier cosine transform techniques from these data, 
using an oil mist generator to provide the scatterers. Here M = 1.5 
and the free stream velocity (u to) is 430 m s ^. Fringe sizes were 
126 microns for the streamwise component and 20 microns for the 
vertical one. Output laser power (all lines) was about 300 mW. The 
figures show the variation of the components as a function of 
normalised distance from cone surface to shock wave in a direction 
perpendicular to the cone axis. The flow field expands conically, 
so that the curves are independent of distance along the cone axis. 
The theoretical curves are also shown; the rms errors are 0.22% for 
the streamwise component and 2.0% for the much smaller vertical 
component.
Measurements were also made of streamwise mean velocities and turbu­
lence intensities in the boundary layer on the test section floor of this 
tunnel, again at a Mach number of 1.5. The results were in reasonable 
agreement with theoretical predictions for similar operating conditions in 
this tunnel, but it was clear that the data-reduction procedures based on 
curve-fitting methods (see section 4.1, equation (4-3)), which were then 
also being tried, were both inconvenient and inaccurate, and that the more 
flexible and potentially more accurate Fourier transform methods needed 
further development. It was therefore decided after discussions with
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Dr Bradbury at the University of Surrey to carry out a collaborative study 
of the flow issuing from a low-speed jet, in which a wide range of turbu­
lence conditions exists. Particular emphasis was to be placed on assess­
ing the performance of the data-analysis procedures. At this stage in 
the development of the laser anemometry programme, the basic ideas dis­
cussed at length in Chapter 3 and which lead ultimately to equation (3-10) 
as the model for the general form of the autocorrelation function, had 
largely evolved, and the results obtained in this study still remain of con­
siderable interest and significance. The experiments were described in a 
paper presented at the 1975 LDA Symposium held in Denmark^. The first 
part of the paper was concerned mainly with the analysis of the correlo- 
grams and in particular with the conditions under which Fourier cosine 
transformation of the data yields an accurate estimate of the velocity 
distribution. Because of the low mean velocities encountered in these 
experiments, the exponential term in the expression for the autocorrela­
tion function is essentially unity, and the more general equation (3-10) 
collapses to the form of equation (4-10). A phase-modulator was used to 
avoid the ambiguities arising from the flow reversals which occurred 
towards the edges of the jet.
The following extracts from the paper begin with some comments taken 
from the introduction.
Measurements on an axisymmetric jet using a photon correlator^*
  The subject of the investigation was the flow issuing from a
low-speed axi-symmetric jet into still air. This is a well-known 
example of a self-preserving flow structure which has been the 
subject of many investigations, particularly with hot wire anemo­
meters. The features of importance for present purposes are that 
the flow at the edge of the jet is characterised by very high turbu­
lence levels including flow reversals and also a mean flow inclina­
tion to the jet axis which increases substantially at the outermost 
edges of the jet. These characteristics seemed most likely to create 
difficulties in the analysis of the data.......
2.3 Optical system for use in reversing flows
Fig 6.6 shows the layout of the optical system including the phase 
modulator. The argon-ion laser was run at about 100 mW in the
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488 nm line. The vertically polarised output beam is folded by 
means of the mirrors Mj, and and split into two equal
parts by the beam-splitter B ; the size of the fringes and the 
location of the fringe system in space can be adjusted by transla­
tion and rotation of this component. P is a half-wave plate whose 
function is to rotate the direction of polarisation of the* two 
beams from the vertical to the horizontal in order to match the
optical requirements of the phase modulator. The lens Lj focuses
the beams to a diameter of about 1 mm at the measuring region.
A Dove prism is introduced after the modulator to provide a means 
of controlling the orientation of the fringe system with respect 
to the jet axis; for the determination of shear stresses, two sets 
of measurements were taken with the fringe system at ±45° to the 
axis. The detector is a photon-counting photomultiplier with an 
S20 photocathode. The housing contains pulse-conditioning circuits 
and is fitted with an iris, to provide spatial discrimination, and 
a narrow-band filter matched to the laser frequency.
All the components in the figure were mounted on a table which 
could be translated in three mutually perpendicular directions. For 
the purposes of this experiment only the vertical drive was used. 
Measurements were made some 20 diameters downstream of the orifice 
in 15 mm steps, from the centre-line to a point 180 mm beneath it. 
The fringe size was set to about 40 microns and carefully measured 
by placing the crosswires of a microscope eyepiece precisely at the
beam crossover point; a micrometer fitted to the crosswires could
then be used to determine fringe size directly.
Fig 6.7 shows typical correlograms obtained on the centre-line of 
the jet with, (a) a stationary fringe system and, (b) and (c), with 
the phase modulator operating at two different frequencies. The 
relative turbulence levels are 26.0%, 16.4% and 10.4% respectively 
and the true mean velocity is 5.1 m s
3 Results of the experiments
3.1 ' The experimental arrangements
The original intention in the experiments was to make the measure­
ments with both the laser anemometer and a pulsed wire anemometer 
in the fully self-preserving region of a turbulent axi-symmetric jet 
on a specially and carefully constructed jet apparatus. In the
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(c) Shift = 200kHz
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Fig 6.7a-c Correlograms with and without fringe shifting
event, due to circumstances beyond our control, this equipment was 
not available and use had to be made of a smaller and simpler 
apparatus comprising a 50 mm diameter jet issuing from a 150 mm 
diameter plenum chamber supplied in turn from a small centrifugal 
blower. The jet nozzle velocity available from this apparatus was 
only 16 m s *. Difficulties also arose because it was not possible 
with this apparatus to carry out calibrations of the pulsed wire 
anemometer at velocities below about 1.5 m s For these reasons, 
the measurements were concentrated at a jet cross-section only 20 
diameters from the jet nozzle. Although the finer details of self- 
preservation have not yet established themselves at this station, 
the mean velocities, turbulence intensities and shear stresses are 
substantially representative of a full self-preserving turbulent 
jet. The symbols used in the following discussion of the experimental 
results are defined in Fig 6.8.
3.2 Mean velocity results
Fig 6.9 shows the decay of the jet centre-line velocity measured with 
a pitot tube. The results show the existence of a potential core 
length for about the first four diameters downstream from the nozzle 
and, thereafter, the decay rapidly assumes the x  ^ type of behav­
iour characteristic of a self-preserving axi-symmetric jet.
Also shown in Fig 6.9 are the results of the laser anemometer and 
pulsed wire measurements at the single station 20 diameters down­
stream from the nozzle. All three instruments gave results in very 
close agreement with one another.
Fig 6.10 shows the results of mean velocity measurements across the
jet at the 20-diameter station. Also shown is a mean curve through
72
the results of hot wire anemometer measurements by Rodi which seem 
to have been carried out particularly carefully. The laser and hot 
wire results are in close agreement with one another whereas the 
pulsed wire results lie consistently above them with the discrepancy 
increasing as the edge of the jet is approached.
3.3 U-component turbulence intensities and probability density 
distributions
Fig 6.11 is a plot of the variation across the jet of the u-component 
turbulence intensities relative to the local mean velocities and 
shows the high turbulence intensities encountered at the edge of the
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Fig 6.11 Relative turbulent intensities across the jet
jet beyond a value of r / ( x - x o f  about 0.15. The laser and
than about 0.1 but, thereafter, they diverge from one another. This 
appears to be due to the difference in the mean velocity data 
because the absolute turbulence intensities (Fig 6.12) are in close 
agreement with one another across the entire jet. There is also 
reasonably close agreement with Rodifs hot wire results. The con­
sistency of the various turbulence intensity data is possibly rather 
surprising since, in the case of the hot wire at least, it can be 
shown for a turbulent flow with uncorrelated, non-isotropic Gaussian 
velocity probability density distributions that serious errors 
develop once the relative intensity rises above about 40% (see 
Ref 73). The explanation for this anomaly is almost certainly to be 
found in the probability density distributions shown in Fig 6.13. 
These distributions have been normalised so that
where a is the intensity or standard deviation. It is clear that 
these distributions become increasingly skewed as the edge of the 
jet is approached and the skewness is such that it indicates velo­
city fluctuations that are very ’spiky’ with the velocity ’spikes’ 
being in,the direction of the jet nozzle flow. This is consistent
with observations of hot wire signals in an axi-symmetric jet (see,
74for example, Wygnanski and Fiedler ) and the hot wire anemometer 
errors that arise principally from flow reversals will be less 
serious in the case of these skewed distributions than in the case 
of unskewed distributions with the same intensity.
Also shown in Fig 6.13 is a probability density distribution 
obtained from the pulsed wire anemometer with 6000 velocity samples. 
Although this measurement was not quite at the same station as the 
nearest laser distribution, the agreement between the two instru­
ments is really very good. In view of the disparate nature of the 
two devices, this provides a welcome check on the accuracy of the 
Fourier transform technique used to analyse the laser correlograms 
and it also suggests that the earlier discrepancies between the two
pulsed wire measurements are in close agreement for r/(x-x^) less
00
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Fig 6.12 Turbulent intensities across the jet
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Fig 6.13 Probability density distributions
instruments are likely to have arisen mainly from the difficulties 
experienced in calibrating the pulsed wire anemometer at very low 
velocities.
It should also be noted that the zero velocity points on the 
abscissae of the probability density distributions have been marked 
with small arrows headed by the symbols used in the curves to which 
they refer. The centre-line zero velocity point is not included 
because it is off the scale. However, the necessity for fringe 
shifting at the edge of the jet is clearly demonstrated by the posi­
tion of the zero velocity points on these distribution curves.
3.4 Shear stresses and lateral turbulence intensities
A series of experiments was also carried out with the fringes 
inclined at ±45° to the jet axis. Under these circumstances, the 
mean velocity obtained from the laser anemometer is
enables the turbulent shear stresses to be obtained. These measure­
ments are sensitive to small errors in the standard deviation 
estimates but, nevertheless, the results shown in Fig 6.14 are in 
fair agreement with the shear stresses calculated from the momentum 
equation of motion assuming a jet rate of spread d6 /dx = 0.09 » 
where 6 is the jet radius at which the mean velocity has fallen to 
half the centre-line value.
It is also possible to obtain the radial component of the turbulence 
intensities from these ±45° fringe results. This is still more 
sensitive to errors since it involves squaring and adding the 
standard deviations from the ±45° fringe results and subtracting the 
u-component intensities obtained from the normal fringe measurements. 
Nevertheless, as the results in Fig 6.15 demonstrate, v-component 
intensities obtained in this way are reasonably consistent with 
Rodi’s hot wire results.
(U ± v)/vT
and the standard deviation corresponds to
Thus, squaring and adding the ±45° standard deviation results
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Fig 6.14 Shear stress distribution across the jet
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Fig 6.15 Radial turbulent intensities across the jet
3.5 Mean velocities from ±45° fringe measurements
The U-component mean velocities obtained from the ±45° fringe 
measurements are shown in Fig 6.10. They are in close agreement 
with the values obtained from the normal fringe measurements.
The V-component mean velocities are compared in Fig 6.16 with the 
radial velocities calculated from the continuity equation. The 
calculated values are very sensitive to errors in the assumed form 
for the U-component mean velocity distribution and it is quite 
feasible that the laser results are the more accurate at the extreme 
edge of the jet.
4 Concluding remarks
The purpose of the experiments described in this paper was to examine 
the application of the photon correlation laser anemometer technique 
to a highly turbulent flow in which fringe shifting was necessary to 
avoid flow reversal ambiguities. The fringe geometry adopted was 
such that the exponential terms in the expression for the correlation 
function were sufficiently close to unity to enable the probability 
density distributions of the velocity fluctuations to be obtained 
from, straightforward Fourier cosine transforms of the correlograms. 
This is a significant simplification in the data analysis procedure 
and one of the most encouraging features of the present work is that 
results obtained in this way seem both consistent and accurate.
The experiments contained in this paper were of a very preliminary 
nature and further work on the use of the photon correlation tech­
nique in highly turbulent flows is planned and will include applica­
tions in which vortex shedding occurs. Probability density distribu­
tions in such flows provide a particularly critical test of the 
various data reduction schemes which have been proposed. Finally, 
there is the possibility of obtaining spectral information about the 
turbulence structure from a sequence of correlograms, the integra­
tion time for each one being made short compared to the characteris­
tic time of the turbulence.
Included next is a description of the reflected-beam anemometer^"*, 
developed at RAE partly in an attempt to solve the Tthird-component 
problem1 - in wind-tunnel laser anemometry, measurement of the cross-tunnel 
velocity component presents particular difficulties if optical access is
1 1 4 .
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Fig 6.16 Radial mean velocities across the jet
available only through a sidewall of the test section. The reflected-bearn 
anemometer yields directly the velocity component of the fluid flow along 
the axis of the laser beam, and the method is demonstrated here with 
measurements made on the vortex structure behind a wing at incidence in a 
model wind-tunnel. Note however that the velocity range over which 
measurements can be made, even with a 1 0 ns correlator, would be limited to
12.5 m s *. The real interest of the technique lies more perhaps in its 
remarkable intrinsic accuracy. If the flow is laminar and sufficiently 
stable, the velocity component along the beam axis can be determined to 
better than one part in a million; the usual difficulties encountered in 
the determination of fringe spacing are circumvented here. The device is 
still, however, a solution in search of a problem.
Reflected-beam Doppler-difference laser anemometry^"*
In this paper we consider the case where 0 is made equal to 180°; 
that is, when k^j and k ^  are i-n exactly opposite directions.
(This condition can be realised by placing a mirror in the path of a • 
laser beam.) In this arrangement the Tfringes’ will be aligned in 
planes which are perpendicular to the direction of propagation of 
the beams. The fringe separation is now simply A/2 and the 
Doppler-difference frequency is
The Lippmann method of colour photography, in which the stationary 
waves produce reflecting planes in a photographic emulsion, is based 
on essentially the same optical arrangement. Colour holograms can be 
made in a similar way^ if several wavelengths are used during 
exposure. We may note also that the above equation gives the diff­
erence frequency which would be obtained with a heterodyne anemometer
78
operating coaxially in back-scatter
The technique will be demonstrated by measurements made in the flow 
behind a wing at incidence in a model wind-tunnel. Data acquisition 
and processing were carried out with a digital autocorrelator linked 
to a minicomputer.
2 Experimental details
The experimental arrangement was as shown in Fig 6.17. The light 
source was a Spectra-Physics Model 165 Argon-Ion laser operating in 
the TEMqq mode at a single wavelength (488.0 nm) and constrained to 
run in a single longitudinal mode with the aid of a temperature- 
stabilised intracavity etalon. The output power was maintained at 
200 mW and the mode structure was monitored with a piezo-electrically 
scanned optical spectrum analyser, with a free spectral range of
1.5 GHz. It should be noted that the relative change in wavelength 
of the laser output between adjacent longitudinal modes is about 
two parts in 1 0 .
The laser beam passed horizontally through the perspex walls of the 
test section and was focused on to the surface of the reflecting 
mirror by a converging lens of focal length 674 mm. The beam
diameter in the measuring region of the test section was approximately 
1 mm. In order that the phase fronts of the incident and reflected
beams are parallel everywhere, which is important if good fringe visi­
bility is to be achieved, the radius of curvature of should
match that of the incident beam. For a plane mirror, this implies
that the beam waist lies on the surface. Note also that may be
the end mirror of a laser cavity, in which case any measurement would 
be made inside the cavity itself, where the power density can be much 
higher. A quarter-wave plate is introduced into the optical path to 
act, in conjunction with the Brewster windows of the laser plasma 
tube, as an optical isolator. Instability of the selected longitu­
dinal mode is greatly reduced in this way.
The collecting system for the scattered light consisted of an ff2.8 
lens of focal length 105 mm positioned approximately 400 mm from the 
scattering region. The axis of the collecting system was arranged to 
be perpendicular to the axes of the incident and reflected laser 
beams, so that the scattered light signals from the two beams were of 
approximately equal strength. The perspex walls of the test section 
scattered strongly and it was found that multiple reflections 
resulted in a strong luminous background in the horizontal plane.
To improve the relative strength of the received Doppler-difference 
signals, the optical axis of the collecting system was therefore 
inclined upwards at about 1 0 °.
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An aperture at the focus of the collecting lens defined a measure-
3
ment volume in the working section of approximately 1 mm . The 
scattered light passed through a narrow-band interference filter and
was detected by an EMI type D307 photon-counting photomultiplier
tube, fitted with an S-20 cathode. The photomultiplier housing con­
tained pulse-conditioning circuits which provided a train of 30 ns 
pulses, at a mean rate proportional to the intensity of the incident 
light, suitable for direct input into a Malvern Instruments Type K7023 
digital correlator. The collection system could be traversed hori­
zontally, parallel to the common axis of the laser beams, over the
whole width of the test section.
The wind-tunnel was positioned with its centre-line vertical 
(Fig 6.17 is a plan view of the apparatus). To gain a qualitative 
idea of the nature of the flow under study, the laser beam was 
expanded to cover a large area of the test section and the smoothing 
screens fitted to the tunnel were removed. On introducing wet steam 
at the tunnel intake the vortex structures behind the wing, set at 
1 2 ° incidence, were clearly visible and a suitable region for experi­
ment could be chosen. The optical system was aligned so that the 
beams passed about 7 mm above the centre of the vortex. Measurements 
were made about one chord-length downstream of the trailing edge and 
up to 30 mm either side of the wing tip.
The existing correlator has a maximum frequency capability of 10 MHz 
which, for fringes spaced at half a wavelength, implies an upper 
velocity limit of 2.5 m s . For this experiment, the tunnel condi­
tions were adjusted so that the air speed at some distance from the 
wing was approximately 1 m s ^, although the mean values for the 
component measured were considerably smaller. Relatively long data 
acquisition times at each measurement point were therefore necessary 
to allow for the long-term fluctuations which could be expected to 
exist in some parts of the flow, and the whole experiment occupied 
several hours. During this period the laboratory air was twice 
lightly seeded for 2 or 3 min with submicron oil particles, thus 
providing a known population of suitable scattering centres.
3 Results and discussion
The signals were autocorrelated at each station and integrated for 
not less than 200 s. The digital autocorrelation data were fed
directly via a general-purpose interface to a Honeywell Level 6  
minicomputer system for immediate processing.
The Fortran computer program used Fourier cosine transform techniques 
to provide estimates of mean velocity and turbulence intensity for 
each measurement point. The results are shown plotted in Fig 6.18.
At least two independent correlation functions were obtained at each 
station; a single point on the mean velocity curve indicates that the 
estimates were indistinguishable. The variation in the turbulence 
intensity estimates at some stations suggests that the integration 
period was insufficient, however.
We denote the centre-line component of velocity by u and the cross­
tunnel component in the direction of the reflected laser beam by 
v . The component w then completes a right-handed orthogonal set. 
The quantities plotted in Fig 6.18 are the mean values and turbulence 
intensities for the component v . It should be noticed, however, 
that if the beam diameter is known (where the beam radius is defined
conventionally as the distance at which the intensity has fallen to
-2 . 2 2 
e of its value on the axis) an estimate of the quantity u + w
can be derived from a measurement of the transit time across the
beam. This can be determined by setting the correlation sample time
to a much greater value than that used for measurements on the v
component. Hence in laminar flow the magnitude of the total velocity
vector V could be calculated at any point, and the inclination of
this vector to the (u,w) plane.
Although the experiment described here was carried out on a rela­
tively low-speed flow, extension to higher velocities can in principle 
easily be made by applying a frequency shift to one or both beams. 
Alternatively two separate longitudinal modes of a laser cavity could 
be used to produce the same effect.
The computer program also provides estimates of the Michelson fringe 
visibility for each measurement. In the present experiment these 
were found to lie consistently around a value of 0 .4 , whereas the 
values obtained in more conventional Doppler-difference systems 
operating with much larger fringe spacings have usually been found 
by the authors to fall in the range 0.7 to 0.8. The explanation is 
almost certainly that the oil droplets used as scattering centres 
are much larger than the fringe spacing; separate laboratory
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experiments have indicated a value of about 0.7 ym for their mean
diameter. The form of the dependence of the fringe visibility on
particle size, particle refractive index and other factors has been
the subiect of a number of theoretical and experimental studies in 
79-81
recent years
With the addition of a reference beam, for calibration purposes, to
82
similarly-arranged incident and reflected beams, Eggins and Jackson
have made two-component measurements on an open-air jet, using a
scanning Fabry-Perot interferometer with coherent detection. We note
here that the difference between the two frequency shifts measured
with their apparatus is precisely the Doppler-difference frequency.
However, the accuracy of their results depends far more critically
on the precise alignment of the optical components than is the case
with the simple arrangement described here, in which a misalignment
of the incident and reflected beams of 1 mrad (1 mm at 1 m) results
in a change in fringe size of only about one part in 10^. Provided
then that reasonable care is taken to make the beam axes coincide,
the Doppler-difference frequency for a given axial velocity will be
determined solely by the wavelength of the laser output, whose value
is known with an accuracy of better than one part in 10 . The
accuracy of determination of the Doppler-difference frequency from
the output of the digital correlator depends in principle only on
the stability of its internal crystal clock, which should be much
6better than one part in 10 . Hence this design of instrument should
be capable of making absolute measurements of velocity with an
£
overall accuracy of approximately one part in 10 . This is far 
beyond the capability of conventional flow-measurement 
instrumentation.
83
The next study was concerned with the measurement of all three 
velocity components. In this case the subjects of the study were the wake 
and vortex structure behind a model wing at incidence in a low-turbulence 
subsonic wind-tunnel at Farnborough. It became clear during the course 
of this experiment that the conventional beam-splitting system then being 
used was highly temperature-sensitive and needed to be completely 
redesigned. The alignment of three separate detector systems on a common 
measurement point also posed considerable difficulties. Some suggestions 
for improving the equipment are made at the end of the paper.
Experiments using a three-component laser-anemometry system on a
83
subsonic flow with vorticity
1 Introduction
Previously reported experimental work in laser anemometry at
Farnborough has been concerned exclusively with axi-symmetric or
,. . . f1 , . 7 1 , .84 ,two-dimensional flows at subsonic and supersonic speeds.
However, in fluid dynamics, such flows are the exception, not the
rule, and to gain experience of more general conditions studies
were carried out of the wake and vortex behind a model wing installed
in the test section of the 4ft x 3ft low-turbulence wind-tunnel at
Farnborough. This provided a well structured flow on which to
develop a three-component Doppler-difference system. It was also
intended that the measurements with this non-intrusive equipment
would provide an independent means of assessing and interpreting
results obtained previously in the same flow with a five-tube yaw-
, 85 meter probe
2 The flow
Fig 6.19 shows the general form of the flow under study. Air curls 
out and over at the ends of the wing causing the flow to roll up 
into a vortex sheet. All the measurements were carried out in one 
vertical plane 3| chords downstream of the trailing edge. In this 
plane two vertical traverses through the wake and one horizontal 
traverse through the vortex were made. Also shown in Fig 6.19 are 
the directions of the three components of particular aerodynamic
interest; u^ is the free-stream component parallel to the centre­
line of the tunnel, v^ is the cross-tunnel component and w^ is 
in the vertical direction.
3 Apparatus and experimental procedure
The model wing (span 600 mm, chord 100 mm) was suspended upside-down 
in the wind tunnel by wires which passed through holes in the ceiling 
to a balance mounted above the working section. The wing was set at 
an angle of 5° to the flow. A window was fitted in the roof of the
tunnel to allow laser light for the third axis to be introduced into
the test section.
Fig 6.20 shows the optical layout of the three component Doppler- 
difference equipment. The various spectral lines in the output of
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an argon-ion laser were separated by a pair of Amici prisms. M^, 
and M,- are plane mirrors. The pairs of beams at wavelengths.of
476.5 nm and 514.5 nm, produced by the beamsplitters BS^ and BS2 , 
were arranged to intersect at a common point in the flow. A light 
framework was constructed to support mirrors and a beamsplitter for 
the third laser line at 488 nm; the output beams were transmitted 
vertically through the window in the roof of the tunnel and adjusted 
to intersect at the common measurement point. A simple lens was 
placed before each beamsplitter to reduce the diameter at the inter­
section to about 1 mm.
Successful Doppler-difference anemometry experiments depend criti­
cally on the accurate determination and stability of the intersection 
angle of a pair of beams. For the experiments described here, the 
appropriate angles were determined by measuring the separation of 
the beams in each pair on a screen some 2 m from the crossover point. 
During the course of the work it became clear that the fringe size 
was changing slowly on some occasions. It is conjectured that the 
large temperature changes observed during the working day were caus­
ing the optical components to move relative to one another; it should 
be noted that the present design of beamsplitting prism, while of 
simple construction and convenient in use, amplifies the effect of 
any beam wander.
Three separate FW130 photon-counting photomultiplier tubes, each with 
the appropriate narrow-band filter in front of it were used to detect 
the scattered light. In the case of the two horizontal beam pairs 
the crossover region was imaged by 152 mm f/2 lenses onto 100 ym pin­
holes fitted to the tube housings. The detectors were aligned at 
angles of about 30° to the input beams and the overall magnification 
of each collecting system was about 0.2, so that the diameter of the 
field of view was 0.5 mm. Hence the axial extent of the observed 
scattering region was some 2 mm. In the case of the vertical (488 nm) 
beam, a 178 mm f/2.5 lens imaged the crossover onto a 200 ym pinhole. 
The detector for this component was aligned almost at right angles to 
the input beams. However the magnification of this collecting system 
was also about 0.2, so that the extent of the observed scattering 
region was approximately 1 mm in both length and diameter. All the 
transmitting and receiving optical components were mounted on a table
124
which could be traversed in the three orthogonal directions coincid­
ing with the conventional tunnel axes. Fig 6.21 is a view from the 
far side of the tunnel of the wing in the test section and part of 
the optical system.
When correctly aligned, the three collecting systems defined a probe
3
volume of about 1.5 mm . However, during horizontal traverses near 
the core of the vortex, it became evident from both the output of 
the data-processing system and the signal count-rates that the axes 
of the collecting systems were not aligned on a common point.
Although better alignment was obtained by introducing a fixed 
scatterer into the crossover region, inserting neutral density 
filters in front of the collecting lenses and maximising the count- 
rates, subsequent analysis revealed that, for some traverses, mis­
alignment remained. Lack of experimental time precluded further 
improvements.
The flow was lightly seeded with sub-micron oil droplets from a 
commercial oil mist generator. The scattering characteristics of oil
particles generated in this way have been the subject of a laboratory
59 . . . . .
study . The point of injection into the tunnel, well upstream of
the settling chamber, was positioned for maximum effect by observing 
the light scattered from the laser beams in the test section. When 
traverses through the vortex were being carried out, the absence of 
scattered light from a region some 10 mm in diameter around the 
vortex core was a noticeable phenomenon. This effect must be due to 
the inability of all but the smallest oil droplets to follow faith­
fully a highly accelerating flow.
It was known before the experiment began that in certain places in 
the flow, such as the centre of the vortex, there is a change in sign 
of the velocities in the vertical and cross-tunnel directions. A 
simple Doppler-difference anemometer is insensitive to the sign of 
the flow and in order to remove the ambiguity where flow reversals 
may be occurring, a frequency-shifting device is normally used in 
one or both beams^1. However, to avoid the complications associated 
with frequency-shifting techniques, a set of orientations for the 
fringe systems was chosen which ensured that flow reversals never 
occurred. The directions selected were inclined at 45° to the 
centre-line of the tunnel, two in the vertical plane and the third 
in the horizontal plane, and the beam-pairs oriented accordingly.
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The output of each photomultiplier tube was connected in turn to a 
Malvern Instruments 48-channel digital correlator, which was inter­
faced to a Honeywell 6/36 minicomputer for on-line data-processing.
It was found that correlation functions could occasionally be 
obtained in 25 ms which yielded velocity estimates agreeing to 
better than 1% with those obtained using much longer acquisition 
times. However, in general, it was found that integration times of 
30 s or more were necessary to obtain autocorrelation data of satis­
factory quality. Near the vortex core, where there was very little 
seeding, data acquisition generally occupied several minutes. At a 
few points in this region interpretation of the autocorrelation data 
was not possible.
The data from the correlator were processed with the aid of the
33 86Fourier transformation techniques described in detail elsewhere ’
Velocity components in the directions of the normals to the three 
fringe systems, which we shall term the laser components and distin­
guish by the suffix L , can be transformed to velocity components 
in the wind-tunnel coordinates, which we shall term the aerodynamic 
components and distinguish by the suffix A , by the following 
equations:
v^ is the component in the horizontal plane. Mean values of the 
velocity components will be denoted by the appropriate capital 
letters and turbulence intensities by the symbol q with the 
appropriate suffix. The velocity components in the aerodynamic 
coordinate system are shown in Fig 6.19.
4 Data acquisition and analysis
u
A
v
A (uL + WL} + ^ VL
w
A
where u^ and w^ are the components in the vertical plane and
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We note here that although the set of equations above holds equally 
well for the mean and fluctuating parts of the velocities, the data- 
processing method yields estimates for the mean and rms values of 
the individual velocity components in the laser coordinate system, 
and it can easily be shown that to derive values of the rms fluctua­
tions (and hence turbulence intensities) in the aerodynamic compo­
nents, a knowledge of other cross-correlation terms would be 
required.
All data-reduction systems used for analysing the autocorrelation 
functions obtained from Doppler-difference arrangements rest impli­
citly or explicitly on the supposition that the detector sees the 
whole of each particle transit through the sample volume, which is 
assumed to be essentially a slender cylinder^*. In this experiment 
these conditions were violated, since the diameter and axial extent 
of the sample volume were similar, and the optical geometry was 
such that a significant part of every particle transit would have 
been obscured from the detector. However, the beam diameter was 
here very much greater than the fringe size, so that the auto­
correlation function would not have been greatly affected over its 
observed length. Mention should also be made, in the case of the 
vortex traverses, of the large velocity gradients near the core. 
Except for a few special geometrical arrangements, analysis of their 
quantitative effects is complicated, even if the gradients are 
assumed to be linear, and for this experiment the standard data- 
analysis procedure, based on the assumption that the fluid velocity 
is constant at any given instant throughout the measuring volume, was 
used.
We conclude therefore that mean values for the velocity components 
are probably accurate, but that the estimates of turbulence intensity 
near the vortex core do not indicate real values. On the other hand, 
turbulence measurements obtained in the wake, where velocity gradient 
problems were largely absent, should be more truly representative.
Meaningful estimates of the turbulence intensity with the desired 
resolution could have been achieved by using beams of 200 ym together 
with much smaller fringes, although severe problems of mechanical 
stability and in the optical arrangement would have been encountered.
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5 Results
The results of a vertical traverse through the wake near the centre­
line are displayed in Figs 6.22 to 6.24. Fig 6.22 shows the laser- 
component velocities as a function of height. The data as originally
plotted showed the minimum of one curve (U ) to be slightly displaced
Li
from the other two. (The cause of this misalignment has been dis­
cussed in Section 3.) The minima of the curves should coincide to
85
within the accuracy of the measurements , since streamwise flow
predominated and the three components were all at 45° to the tunnel
axis. It was necessary to displace the curve for U_ 1 mm in order
JL
to achieve alignment. Fig 6.23 shows the apparent turbulence 
intensities for the laser components. It can be seen that the turbu­
lence increases in the region of the wake, as is to be expected.
The aerodynamic components of mean velocity derived from Fig 6.22 are 
shown in Fig 6.24. The velocity component along the tunnel axis 
takes mainly the free-stream value except for a small dip in the 
wake. The small negative value of the vertical component mani­
fests the TdownwashT behind the wing.
Another traverse through the wake, but closer to the wing tip, showed 
broadly similar features. The major difference in the results of 
Fig 6.25 is that the cross-tunnel velocity component has a
steeper gradient through the wake, indicating a higher degree of 
vorticity there (note the change of scale for V. in Figs 6.24 and
ii
6.25). '
Figs 6.26 to 6.28 were obtained from a horizontal traverse through 
the vortex, carried out, because of practical limitations, in two 
stages on consecutive days. Both stages included the vortex core.
In combining the data to form the complete set, account had to be 
taken of the misalignment problems referred to above; because of 
these, the location of the partial traverses relative to one another 
was not known precisely. However, plots of the experimental data, 
which consisted of the mean velocity, turbulence intensity and 
signal level (count rate) for the three components at each measure­
ment point, revealed pronounced features in the region of the vortex 
core with the aid of which a probable common origin could be 
established. The resulting combined graphs of mean velocity are
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shown in Fig 6.26. At the point of closest approach to the centre 
of the vortex it was found impossible through lack of signal to 
obtain an estimate for the value of W and the associated turbu-
Lt
lence intensity. The absence of this data point is indicated by 
the dotted lines in Figs 6.26 to 6.28.
The associated apparent turbulence intensities are shown in Fig 6.27. 
It can be seen from Fig 6.26 that there were relatively steep 
velocity gradients near the centre of the vortex and these, combined 
with the finite extent of the measuring volume, result in an over­
estimate for the computed turbulence levels. It is thought that the 
peaks in these curves in the region of the vortex are largely due to 
this effect.
Fig 6.28 shows the derived aerodynamic components. The velocity com­
ponent along the tunnel axis, , shows a 20% drop from the free-
stream value of 32 m/s in the vicinity of the vortex centre, while 
the cross-tunnel component , which starts at 1 m/s, becomes nega­
tive and attains a value of about -4 m/s near the centre of the 
vortex. It then returns to its original value. The most likely 
explanation for this behaviour is that the traverse passed slightly 
above the centre of the vortex. The shape of the curve for the 
vertical velocity component is consistent with the expected
behaviour of a rotating flow in that the direction of the velocity 
changes at the centre of the vortex and the first derivative of the 
curve is symmetric about this point.
6 Conclusions
This paper has described an experimental system designed to measure 
the three-dimensional flow behind a model wing at incidence. Some 
results obtained with it have also been presented. It has been 
demonstrated that the simple addition of a third Doppler-difference 
arm to an existing proven two-component arrangement generates a 
number of new problems. The most severe of these was the precise 
alignment of three independent detector systems, essential if a 
common probe volume was to be achieved. A considerable simplifica­
tion would result from the use of a single detector system with a set 
of interchangeable filters. Alternatively, a common laser line 
could be used and the appropriate beam-pairs selected successively,
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either with a mechanical shutter or with an active optical device 
such as a Bragg cell. These methods would generally result in no 
loss of experimental efficiency since, for economic reasons alone, 
it is unlikely that more than one set of correlator and mini­
computer equipment would be available.
The other major problem was the temporal variation of fringe size; 
it should be noted that minute changes of beam direction will be 
amplified by the simple beamsplitters employed. Two solutions to 
this problem being actively pursued are the design of a compensating 
beamsplitter, and the development of an accurate fringe-measuring 
device.
Comparative studies of the results reported here with those obtained ' 
in the same regions of the flow using the five-tube yawmeter probe 
are in progress.
87
We include finally an account of the most recent in a series of 
studies of the interaction between a shock wave and a turbulent boundary 
layer in the 3ft x 3ft wind-tunnel at RAE Bedford. Here special importance 
was attached to acquiring data in the separated region of the flow. For 
this experiment the entire optical system was redesigned in order to obtain 
much greater stability with fewer components. The deviationless frequency- 
shifting technique described in section 5.3 was incorporated and was 
capable of providing frequency offsets of ±10 MHz in both optical channels. 
The objectives of the experiment were largely achieved.
Laser anemometry studies of a separated turbulent boundary layer in
^ - v ■ * " g y
supersonic flow, using a ten-nanosecond data acquisition system 
Introduction
A detailed survey has been made, using a two-component laser anemo­
meter, of the interaction between a normal shock-wave and a turbulent
boundary layer at a Mach number high enough to induce separation.
84 88
The experiment formed one of a series * carried out in the 3ft x 
3ft transonic wind-tunnel at the Royal Aircraft Establishment,
Bedford, -at Reynolds numbers approaching free-flight values. Measure­
ments obtained with non-intrusive laser anemometry techniques in such 
complex flows provide an invaluable basis for comparison with 
numerical predictions, and, hence, a means of evaluating and refining
138
the mathematical models used for the computations. Particular atten­
tion was devoted in this case to the region of recirculatory flow 
under the separated boundary layer, where, it was anticipated, con­
siderable unsteadiness and very high local levels of turbulence 
would be encountered.
The Doppler-difference optical system was designed to be simple to 
align, inherently stable, and largely insensitive to small changes 
in direction of the argon-laser output. A dichroic beamsplitter was 
used to produce balanced beams at wavelengths of 488 and 514.5 nm, 
together with a third beam containing radiation at both wavelengths^ 
These beams were focussed at a common intersection point by the 
transmitting lens; supplementary lenses at the output of the laser 
were used to provide virtually constant beam characteristics through­
out the measuring volume. In order to overcome the problems associ­
ated with the measurement of velocity in this type of flow, and 
particularly in the region of recirculation, it was arranged that 
frequency offsets could be imposed separately on the three beams by 
means of a pair of Bragg-cells inserted in each beam between beam­
splitter unit and transmitting lens. The cells in each pair were 
driven in 'push-pull1 in order to provide a means of variable 
frequency-shifting without deviation in the direction of the output 
beam. The intersection angle of the beam-pair of either colour 
could be continuously monitored by a subsidiary optical arrangement 
and a linear diode array. The planes containing the beam-pairs were 
inclined at ±45° to the tunnel centre-line, in order that shear- 
stress values could be derived directly from the measured turbulence 
intensities of the two velocity components.
The test section was seeded from the settling chamber with submicron 
mineral-oil droplets, and data were acquired successfully throughout 
the shock-wave system and the region of separated flow, although 
very large velocity excursions and intense turbulence were sometimes 
encountered. The receiving system was operated in backscatter and 
included two 10ns photomultiplier tubes with narrow-band filters 
matched to the colours of the transmitted beams. The photon-resolved 
signals, consisting typically of some tens of photodetections per 
particle transit, were applied directly to digital correlators 
operating in the autocorrelation mode. Since the position of the
139
shock-wave in the test-section was highly sensitive to fluctuations 
in the tunnel operating conditions, pressure tappings in the test- 
section floor were used to sense shock-wave location and control 
data-acquisition accordingly. The correlation data were integrated 
at each measurement station, generally for some seconds, and then 
transferred to a computer system for immediate processing and perma­
nent storage on diskettes. Fourier transform techniques were used 
to calculate the probability distributions for the two velocity com­
ponents, and hence their means and variances.
2 System design
Major objectives in the design of the laser anemometer used in the 
present experiment included a high degree of optical and mechanical 
stability, together with an ability to accommodate large velocity 
fluctuations about possibly very small mean values. In addition, 
since the equipment operated in backscatter in order to facilitate 
traversing, losses in the optical train were kept to the minimum 
possible at every stage. A means of monitoring the beam inter­
section angles at regular intervals, using a linear diode array, 
was also a highly important feature of the apparatus.
The optical arrangement is shown in Fig 6.29. The light from an 
argon-ion laser operating in the 1 all-lines1 mode passes through the 
lenses Lj and , whose function is to control the beam charac­
teristics in the measurement region. The dichroic beamsplitter is 
designed' to produce two parallel pairs of beams at wavelengths of 
488 and 514.5 nm; two of these beams, one at each wavelength, were 
coaxial. Frequency shifting could be applied to each of the beams 
by means of the Bragg-cell units. A beam spacer in conjunction with 
the final lens determines the angles included between the out­
put beam axes and also the common point at which they intersect.
This point is the centre of the measurement region. The glass flat 
BS2 reflects a small fraction of the output light into the monitoring 
system; this consists of an attenuator, a lens and a linear
diode array.
2.1 Laser performance
The laser used for this experiment was a Spectra-Physics model SP164. 
Laboratory measurements of the variation of the direction of
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propagation of the output of this laser as a function of ambient 
temperature (the 'beam-pointing1 stability) revealed angular changes 
of 2.3 yrad/°C and 9.8 yrad/°C in the horizontal and vertical planes 
respectively. Calculations showed that drifts of these magnitudes 
would, in combination with the modular optics of Fig 6.29, result in a 
displacement of the beam intersection point of about 10 microns per °C 
in the working section environment. The associated change in the beam 
intersection angle, and hence of the interference fringe size, to 
which the Doppler-difference frequency is proportional, would be 
negligible.
2.2 Beamsplitter unit
Fig 6.30 shows the internal arrangement of the beamsplitter module, 
essentially a TSI model 9112 dichroic colour separator. The three 
beams emerge at the corners of an isosceles right triangle with 
the coaxial pair at the vertex. The beam steering modules, each a 
matched pair of rotatable glass wedges, can be used for fine adjust­
ment of output parallelism. Glass blocks of appropriate lengths 
are incorporated in the unit to equalise the optical paths within 
the beamsplitter. Path-length compensation is necessary since, in 
the absence of an intra-cavity etalon, the coherence length of the 
laser output is only some 5-10 mm.
A half-wave plate is included at the input since the beam splitting 
elements in the unit are polarisation sensitive. This device also 
provides'a useful degree of control over the power distribution in 
the beam-pairs.
2.3 Measurement volume characteristics
49 .It has been shown that in the absence of any compensating elements
the use of a lens, such as in Fig 6.29, to determine the point
at which the beam axes intersect can lead to significant variation
of fringe-size within the field of view of the detector, since in
general the beam-waists will not occur in the focal plane; in the
present arrangement this variation would have been about 4%. This
problem can be overcome by the insertion of an additional lens or
lenses (Lj and L  ^ in Fig 6.29) in the optical path. It is also
possible, by suitable choice of these lenses, to control the beam
diameters at the waist position.
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It can be shown that when the waist on the output side of Lj is in 
the focal-plane of L  ^ , and 1, and are separated by the sum
of their focal-lengths, the final waist occurs at the centre of the 
measurement volume. Fig 6.31 shows the magnitude of the errors which 
can arise (now much reduced) if the waists do not lie in the central 
plane of the beam intersection region. The curves are drawn for a 
wavelength of 0.5 ym, a final waist of 0.5 mm radius and focal lengths 
of 25, 16 and 1000 mm for Lj, and respectively. For all
points lying inside the 0.1% contours, the change in fringe size from 
its value at the centre of the crossover region is less than 0.1%.
It is clear that for the experimental arrangement described here a 
high degree of accuracy in adjusting the position of the final waists 
was not necessary, although allowance should always be made for the 
finite field of view of the detector. In practice the setting-up 
procedure consists of positioning and at their correct
relative separation and then adjusting Lj axially until the spot 
size in the beam crossover plane is a minimum.
2.4 Frequency-shifting
The directional ambiguity which may arise in measurements using
laser Doppler techniques can be resolved by the application of a
frequency-shift to one or more beams. Several devices are available
58
for this purpose, including rotating diffraction gratings , phase
53 . 55modulators and acousto-optic modulators . For the present appli­
cation preliminary calculations suggested that a relative frequency- 
difference between the beams of up to 10 MHz might be needed; for a 
fringe size of 30 ym, this would be equivalent to imposing a velocity 
bias of 300 m s * on the measured component. Only the acousto-optic 
technique is capable of providing frequency-shifts of this magnitude.
For the experiment, the devices used were modified versions of DISA
55
model 55L02 units, operated m  or near the Bragg-diffraction mode 
for maximum optical efficiency. A major difficulty with this tech­
nique, however, is that the deflection of the output beam relative 
to the input beam depends on the ultrasonic driving frequency; conse­
quently a change in the frequency-shift imposed may necessitate 
realignment of the optical system. To overcome this problem the 
cells were arranged in serial pairs in the manner proposed in Ref 56. 
As far as the authors are aware, this is the first experimental
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application of deviation-free Bragg-cell frequency-shifting; the 
operational flexibility provided by this technique proved to be par­
ticularly valuable in the separated region of the flow.
2.5 Beam-intersection-angle monitor
Since signal acquisition and processing in the apparatus used here 
are entirely digital, and under crystal-controlled timing, calibra­
tion of the anemometer depends critically and fundamentally on an 
accurate knowledge of the intersection angles of the beams in the 
measurement volume. Some means of checking the alignment of the 
optical system at regular intervals is also highly desirable. The
interferometric methods (depending on fringe-size measurements)
84
previously used for this purpose m  RAE wind-tunnels were impracti­
cable because of the frequency shifts generally applied to the beams. 
In the method finally selected a small fraction of the output light 
was reflected from an optical flat (BS2 in Fig 6.29) to create a 
subsidiary beam-intersection region outside the test section; the 
spot separations at a known distance from the intersection will then 
give directly the intersection angles. However, because these 
angles are small (about 16 mrad), establishing the precise position 
of the intersection point is very difficult. A better method is to 
introduce a thin lens in the vicinity of the crossover and then to 
measure the spot separation in the focal plane of this lens (L^ in 
Fig 6.29). If inaccuracies in this measurement are for the moment 
assumed negligible, it can easily be shown that the overall error 
in the determination of the intersection angles is approximately 
the product of the relative errors in positioning the lens at the 
crossover and in fixing the precise position of the focal plane.
The focal length of was in practice about 650 mm; if the error
in the determination of this quantity had been, say, 20 mm and the 
uncertainty in location of the crossover point also 20 mm, the error 
in determination of the intersection angle, due to these factors, 
would be less than 0.1%. A further potential advantage of the 
method, it may be noted, is that the spot sizes in the focal plane 
are reduced.
A linear photodiode array on a rotatable mount was used to determine 
the spot separation for each of the beam-pairs in turn. The array 
consisted of 512 elements spaced at 25.4 ym intervals. The video
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signal produced at the output of the diode array was converted by 
means of digital circuitry into a display of the positions of the 
edges of each spot in terms of the element number. The spot separa­
tions could be determined in this way with an accuracy of, at worst,
2 elements in 400. The intersection angles could then be simply 
derived, using the measured value for the distance between array 
and lens; this distance was known to an accuracy of about 1 part in 
650. Hence the overall accuracy in the determination of the inter­
section angles was about ±0.3%.
2.6 Scattered-light collection system
The scattered-light signals which provided the primary data for the
experiment derived from the mineral-oil particles introduced into the
settling-chamber by means of a commercial oil-mist generator.
84
Details are available elsewhere . Laboratory studies and numerous 
wind-tunnel experiments in both subsonic and supersonic turbulent 
flows, some with significant vorticity, support strongly the conclu­
sion that these particles are predominantly sub-micron in diameter.
The collecting lenses and detectors were mounted on a separate base­
board above the traverse table and connected rigidly to it. In 
addition to making the equipment more compact, this arrangement 
ensured that the detectors were spatially isolated from the many 
multiply-reflected beams. The collecting lenses, of 150 mm focal 
length and 75 mm in diameter, imaged the scattered light from the 
intersection region onto 400 ym pinholes, which served to define 
the field of view. A small collimating lens was fitted behind each 
aperture, together with a narrow-band interference filter tuned to 
the appropriate wavelength.
The photomultiplier tubes employed to detect the scattered Doppler- 
shifted radiation were EMI development models, type D-341B/100.
This tube is designed for high-speed photon-counting applications 
and has the unusual feature of a coaxial output connection attached 
directly to the anode. This configuration significantly improves 
the impedance matching to external circuits and yields shorter rise- 
times and narrower pulses than those associated with tubes having 
a more conventional geometry. After-pulsing and dead-time effects 
have also been minimised by careful electrical and mechanical design 
of the tube's electrode structure. The amplifiers and discriminators
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are coupled immediately to the anode output and enclosed in a common 
light-tight housing. The circuits are based on advanced-technology 
integrated devices and generate output pulses, corresponding to 
individual photodetections, which are compatible with the emitter- 
coupled logic (ECL) of the 10 ns digital correlator. Each output 
pulse is less than 7 ns wide and the pulse-pair resolution is better 
than 12 ns. An alternative output is also available for use where 
direct spectral analysis is employed; for example, by a surface- 
acoustic-wave (SAW) processor. This output is an amplified band- 
limited (<200 MHz) version of the anode signals.
The sensitive area of the photocathode (type S-20) is deliberately 
restricted by electrostatic focussing to minimise the dark count 
rate, i,e the number of pulses produced by the tube per unit time 
when isolated from visible and near-visible radiation. As a conse­
quence, very accurate mechanical alignment of the sensitive area with 
the image formed by the collected radiation was found to be necessary 
in order to obtain maximum sensitivity.
3 Data acquisition and processing
Photon correlation techniques were used exclusively for these wind- 
tunnel measurements because of their inherent sensitivity and 
accuracy. Data acquisition was performed mainly by a 10 ns digital 
correlator (Malvern Instruments type K7026) but where longer sample 
times were acceptable a 50 ns instrument (Malvern Instruments type 
K7023) was used in parallel so that both velocity components could 
be measured simultaneously. Both instruments are capable of forming 
the single-clipped autocorrelation function of the detected Doppler- 
difference signals at their respective minimum sample times with 100% 
efficiency and in ’real time'. The higher performance of the 10 ns 
instrument, which set an upper limit to the Doppler-difference fre- 
quancy of 50 MHz, was required in conjunction with the 10 MHz fre­
quency shift produced by the Bragg-cell units and the 10 ns perfor­
mance of the photodetectors at virtually all points within the region 
of separated flow. An added advantage of the faster correlator is 
the increased degree of flexibility it provides in the design of the 
optical system; for example, spatial resolution can be improved 
while keeping the number of Doppler-difference cycles per beam
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transit-time reasonably large. This latter parameter is particularly 
important in determining the accuracy with which the Doppler- 
diff erence frequency can be extracted.
The location of the shock-wave in the test-section provides the 
streamwise measurement datum; however, since the actual position of 
this feature is critically dependent on the tunnel conditions, and 
in particular the pressure ratio across the test-section, it was 
essential to ensure that correlation data were acquired only while 
the shock-wave was in some predetermined range. To meet this require­
ment pressure measurements derived from the floor of the tunnel were 
used to gate the correlators.
Photon correlation techniques have been employed at RAE for making
both subsonic and supersonic measurements over a number of years,
1 2
and are described in numerous previous publications * . In this 
experiment, both correlators were interfaced directly to a mini­
computer system (Honeywell Level 6/43) for data recording and 
analysis. A flexible disk storage unit was used to record the 
correlation data together with the associated physical parameters 
(for example, frequency shift, frequency-to-velocity conversion 
factor and spatial coordinates of the measurement point) so that sub­
sequent reprocessing of the data could be carried out if desired.
The computer program used for the analysis of the correlation data
is based on Fourier cosine transform techniques, described in detail 
33 86elsewhere * . The design of the complete modular software system
was determined partly by the requirement that the data should be 
processed in the shortest time and with a minimum of operator 
intervention. The resulting system was capable of processing and 
acquiring data simultaneously so that the results could be obtained 
with the maximum experimental efficiency. The output, for each 
velocity component, consisted of a velocity distribution function 
together with estimates of the associated mean and variance. Further 
processing of the data gave the local Mach number, flow direction 
and the value of the shear stress at each measurement point.
4 Results and discussion
Figs 6.32 and 6.33 show velocity-vector maps obtained directly from 
measurements of the two velocity-components in a vertical plane close
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to the centre-line of the tunnel at a Mach number of 1.54. They 
illustrate clearly the wide range of conditions arising from the 
interaction of the shock-wave with the turbulent boundary layer, 
from steady supersonic flow well outside the boundary layer to 
almost-stationary or reversed flow underneath it. The large velocity 
fluctuations encountered in the separated region demanded the full 
dynamic range (±10 MHz) of the frequency-shifting units, as well as 
the 10 ns resolution provided by the photomultiplier tubes and 
digital correlator. Signals were obtained at every measurement 
station in this region, although on some occasions at a much reduced
rate. The lowest traverse shown in the figures is at a height of
2.5 mm. Some data were obtained at a height of 1 mm, but lack of
experimental time precluded further measurements.
The results indicate that the oil-droplet seeding method used is 
fully adequate for this type of application, provided that light 
losses are kept to a minimum in the transmission optics and that 
the scattered-light signals are exploited with the maximum efficiency. 
The total power output of the laser during the course of the experi­
ment was typically 800 mW, although some proportion of this consisted 
of radiation at wavelengths other than those (488 and 514.5 nm) 
selected for the measurements. An important contribution to experi­
mental efficiency also came from the stability of the modular 
optical system, which was found to need only limited alignment at 
the start of each day. Some problems remain with the commercially- 
available Bragg-cell units used for frequency-shifting. It was 
found that, unless special care was taken in the initial alignment 
procedure, considerable distortion of one or more of the transmitted 
beams could occur, resulting in loss of signal quality and degraded 
performance of the anemometer. Further studies are in progress to 
identify the cause of these distortions. It was also found that the 
diffraction efficiency depended critically on the light paths 
through the cells; however, efficiencies of over 80% were commonly 
obtained.
The use of deviationless frequency-shifting methods with wide 
dynamic range greatly facilitated data-acquisition in the extensive 
area of separated flow beneath the boundary layer. The experiment 
also clearly demonstrated the importance of an inherently stable 
optical system.
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CHAPTER 7 
CONCLUDING REMARKS
The experiments discussed in the preceding chapter demonstrate 
clearly the power and versatility of the new technique of laser anemometry, 
and in particular the sensitivity which can be achieved when signal acqui­
sition and the initial signal processing are carried out by means of 
photon-counting photomultiplier tubes and digital autocorrelation. There 
remain, however, some areas in which further research is needed. For 
example, measurement of the third 1cross-tunnel' component of velocity can 
still present major difficulties in many wind-tunnel applications. The 
reflected-beam anemometer, which is one possible candidate, suffers from 
too small a dynamic range and requires the installation of a mirror on the 
far side of the test-section. Coherent heterodyne systems, which also 
yield the velocity component along the beam, have the disadvantages in 
high-speed flow applications of very large Doppler shifts in the signals 
and added complications in the optical arrangements. If the input beams 
of a third Doppler-difference system can be introduced via the roof or 
floor of the test-section, the cross-tunnel component can be measured 
directly, although alignment and mechanical stability can now pose severe 
problems, as discussed in Chapter 6. If, on the other hand, all the input 
beam-pairs are transmitted through the same window, the relatively small 
angles between the optical axes of the three systems are likely in general 
to result in large errors in the derived estimate of the third component.
Recently, however, a method of reducing these errors very significantly
89 . .
has been proposed , which depends on mixing electronically two of the
Doppler-difference signals, and which may be adaptable for photon correla­
tion anemometry. This possibility is now under investigation.
The question of the accuracy of a particular estimate of, let us say, 
mean velocity or turbulence intensity at a point in a turbulent fluid is 
also still not satisfactorily resolved. The problem is obviously very 
complicated, since many different factors are involved, including, for 
example, the light-scattering and fluid-following properties of the seed­
ing particles, the level of optical noise with which the signals are con­
taminated, the length of time over which the data have been acquired and 
the accuracy with which the fringe spacing is known. Further complications
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arise if the optical geometry does not meet the simplifying criteria 
discussed in Chapter 3. Broadly speaking, however, acceptable accuracy 
can generally be achieved by the use of small beam-intersection angles 
and by integrating the signals over a sufficiently long period. The fact 
that the ratio of signal to background can usually be improved continu­
ously by integration is of course a major advantage of photon correlation 
techniques, provided that time-averaged quantities, such as the first and 
second moments of the velocity distribution, are all that is required.
If, however, an estimate of velocity is required from each scatter­
ing particle (^e, if the anemometer is to be operated in the 'burst1 mode), 
a fundamental limitation on the accuracy attainable will be imposed by the 
statistical nature of the photodetection process itself . A comparison of
various methods of analysing photon-resolved signals generated by single
90particle transits has been carried out by Oliver , who showed that m  
Doppler-difference anemometry the highest accuracy is achieved by fitting 
the formula for a single transit (equation (3-8)) to the measured auto­
correlation function; equivalently, the Fourier transform of equation 
(3-8) can be fitted to the power spectrum of the signal. The latter proce­
dure reduces in the Tmany-fringeT case to the location of a peak in the 
spectrum and can be realised relatively simply as a digital-logic circuit.
A prototype system of this form has in fact been commercially manufactured, 
and is intended to be capable of operation at repetition rates up to
10 kHz. With such a signal-processing system, valuable information on the
spectral properties of the turbulence in many types of flow would become 
accessible. However, concomitant improvements in the frequency response 
of the photon-counting photomultiplier tubes and their associated 
circuitry, perhaps by an order of magnitude, are also highly desirable; 
the present upper limit is some 10 MHz, above which saturation occurs and 
counting ceases. The limitations of existing photodetection equipment 
could of course be circumvented by reducing the input laser power, but 
the accuracy of the individual measurements would suffer and longer 
experimental times would generally become necessary.
As the range of applications of photon correlation laser anemometry
continues to widen, these and other improvements in both apparatus and 
technique can be confidently anticipated. The theoretical basis of the 
subject, on the other hand, can now be considered to be fairly well
established, and the attempt has been made in this study to provide, in 
addition to the detailed analysis of certain specific problems and the 
proposals for their solution, a synoptic view of the physical ideas and 
developments which lie behind a carefully-designed and properly-conducted 
experiment in photon correlation anemometry. If the reader's apprecia­
tion of this powerful new technique has been increased to some extent by 
the discussion presented here, the author's efforts will have been well 
rewarded.
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