A seminal result by Komlós, Sarközy, and Szemerédi states that if a graph G with n vertices has minimum degree at least kn{pk`1q, for some k P N and n sufficiently large, then it contains the k-th power of a Hamilton cycle. This is easily seen to be the largest power of a Hamilton cycle one can guarantee, given such a minimum degree assumption. Following a recent trend of studying effects of adding random edges to a dense graph, the model known as the randomly perturbed graph, Dudek, Reiher, Ruciński, and Schacht showed that if the minimum degree is at least kn{pk`1q`αn, for any constant α ą 0, then adding Opnq random edges on top almost surely results in a graph which contains the pk`1q-st power of a Hamilton cycle. We show that the effect of these random edges is significantly stronger, namely that one can almost surely find the p2k`1q-st power. This is the largest power one can guarantee in such a setting.
Introduction
A thoroughly studied topic in extremal combinatorics are the Dirac-type questions: for a graph G and a monotone property P, what is the minimum α ą 0 such that δpGq ě αn ensures that G possesses P? A prime example being (hence the name) the Dirac's theorem [2] , stating that every graph with minimum degree at least n{2 contains a Hamilton cycle. Given a graph H and k P N, the k-th power H k of H is defined as a graph on the same vertex set and tv, wu P EpH k q if and only if v and w are at distance at most k in H. In 1962 Pósa conjectured [4] that if a graph G with n vertices has minimum degree at least 2n{3, then G contains C 2 n -the square of a cycle of length n. In other words, G contains the square of a Hamilton cycle. Seeking for a simpler proof of the Hajnal-Szmerédi theorem on clique-factors [6] , Seymour [12] had generalised this by conjecturing that δpGq ě kn{pk`1q suffices for the k-th power of a Hamilton cycle, for any k P N. The conjecture was confirmed twenty-odd years later by Komlós, Sárközy, and Szemerédi, utilising the regularity lemma and the blow-up lemma. Theorem 1.1 (Komlós, Sárközy, Szemerédi [7] ). For k P N, there exists n 0 P N such that if G has order n with n ě n 0 and δpGq ě minimum degree not only contains the k-th power of a Hamilton cycle, but is very close to containing the pk`1q-st power in the following sense: for every α ą 0, if the minimum degree of G is pk{pk`1q`αqn, then additionally sprinkling Opnq random edges on top of it almost surely results in a graph which contains the pk`1q-st power of a Hamilton cycle. As Opnq random edges typically form only very few triangles (or more generally, any short cycles) and no larger cliques, their contribution towards such a structure is quite limited. This in turn reveals that the original dense graph was already close to containing C k`1 n and it only needed a bit of patching here and there. We improve their result by showing that such a graph G is actually close to containing C 2k`1 n . That is, we show that in the same setting one can almost surely find the p2k`1q-st power of a Hamilton cycle. Theorem 1.2. For every k P N and every α ą 0 there exists a positive constant Cpα, kq such that every graph Γ with n vertices and δpΓq ě p k k`1`α qn is such that for p " C{n w.h.p. 1 the graph Γ Y G n,p 2 contains the p2k`1q-st power of a Hamilton cycle.
Theorem 1.2 is asymptotically optimal in every aspect. Firstly, having p " op1{nq does not even guarantee a copy of C k`1 n as observed by Dudek, Reiher, Ruciński, and Schacht [3] .
Secondly, one cannot hope to obtain a higher power than p2k`1q-st. We demonstrate this for k " 2. Take α " 0.01 and consider the vertex partition V pΓq " X Y Y with |X| " p1{3´αqn and |Y | " p2{3`αqn, where ΓrX, Y s is a complete bipartite graph, ΓrY s a complete, and ΓrXs an empty graph. We aim to show that Γ Y G n,p , for p " Op1{nq, typically does not contain C 2k`2 n " C 6 n . Note that C 6 n contains tn{7u vertex-disjoint copies of K 7 . As w.h.p. G n,p does not contain K 4 's and only has opnq triangles, all but at most opnq copies of K 7 in Γ Y G n,p have to intersect Y in at least five vertices. A simple calculation shows that every family of vertex-disjoint K 7 's leaves a linear fraction of vertices in X uncovered.
Lastly, having minimum degree δpΓq ě nk{pk`1q is not enough for the p2k`1q-st power even for p " 0.1 log n{n. Let Γ be a complete pk`1q-partite graph V 1 Y . . . Y V k`1 with all colour classes being of the same size. Since w.h.p. G n,p contains at least εn isolated vertices (where ε ą 0 only depends on the chosen constant 0.1 in p) there is i P rk`1s such that at least εn{pk`1q vertices of V i are isolated in G n,p . Denote the set of these vertices by I. As before, in order for Γ Y G n,p to contain C 2k`1 n we need a family of vertex-disjoint K 2k`2 's which cover all the vertices. Note that every copy of K 2k`2 which contains a vertex of I necessarily needs to intersect some V j , j ‰ i, in at least three vertices, which must form a clique in G n,p . Moreover, no two vertices in I can be covered by the same copy of K 2k`2 . Consequently, G n,p needs to contain at least |I| " εn{pk`1q triangles, which w.h.p. is not the case.
We suspect that δpΓq ě kn{pk`1q and p " C log n{n, for sufficiently large constant C ą 0, is enough for Γ Y G n,p to w.h.p. contain C 2k`1 n . We leave this as an open problem.
Notation
Our graph theoretic notation is mostly standard and follows the one from [1] . We outline several possibly non-standard usages. For a graph G " pV, Eq and two subsets of vertices 1 An event is said to hold with high probability (w.h.p. for brevity) if the probability that it holds tends to 1 as n grows.
2 Gn,p stands for the probability space of all graphs with n vertices where each edge exists independently of other edges with probability p.
We denote by e G pX, Y q the number of edges with one endpoint in X and the other in Y and by d G pX, Y q the density of the bipartite subgraph induced by X and Y , namely d G pX, Y q :" e G pX, Y q{p|X||Y |q. We use deg G pv, Xq as a shorthand for |N G ptvu, Xq|. We drop the subscript G whenever it is clear from the context which graph we are concerned with.
We use upper-case bold letters to denote ordered tuples of sets, e.g. V " pV 1 , . . . , V k q, and lowercase bold letters to denote ordered tuples of vertices, e.g. v " pv 1 , . . . , v k q. We write revpVq for the tuple obtained by reversing the order of V, that is revpVq " pV k , . . . , V 1 q, and similarly revpvq. Given an integer i P N, we let V i stand for the i-th element of the tuple V. Additionally, V ďi and V ěi denote the tuples obtained by considering only the first i and the last k´i`1 elements of a k-element tuple V, respectively. The tuple pV, Wq is obtained by concatenation of V and W, that is pV, Wq " pV 1 , . . . , V k , W 1 , . . . , W q. Lastly, given a set X, we let V X denote the tuple obtained by removing the set X from every element of the tuple V.
Given , k P N, P 2k`1 is a graph defined on the vertex set tv 1 , . . . , v u with the edge set tv i , v j u for all distinct i, j P r s with |i´j| ď 2k`1. We refer to it as the p2k`1q-st power of a path (p2k`1q-path for short) of size . The ordered sets pv 1 , . . . , v 2k`2 q and pv ´2k`1 , . . . , v q are called the endpoints of the p2k`1q-path and are necessarily copies of K 2k`2 (p2k`2q-clique for short). We say that a p2k`1q-path connects two p2k`2q-cliques s and t, if s and t are its endpoints. A path P Ď P 2k`1 is the skeleton of P 2k`1 if P 2k`1 " P 2k`1 . Lastly, observe that a union of a p2k`1q-path P connecting some s to t and a p2k`1q-path Q connecting t to some t 1 , and which are otherwise vertex-disjoint, is a p2k`1q-path P Y Q connecting s to t 1 .
Given n P N, we abbreviate t1, . . . , nu by rns. For a, b, x, y P R we let x " pa˘bqy stand for pa´bqy ď x ď pa`bqy. We omit the floor and ceiling symbols whenever they are not crucial. We write C 3.6 to indicate that the constant C 3.6 is given by Theorem/Lemma/Proposition 3.6. Lastly, since a lot of tedious work goes into checking whether the assumptions of some lemma are fulfilled for an application, in an attempt to improve readability we do this in dedicated paragraphs ending with .
Outline of the proof
Similarly to many recent problems of embedding spanning structures into (random) graphs, we make use of the so-called absorbing method. The method was first introduced by Rödl, Ruciński, and Szemerédi [10] (implicitly used before in [5, 9] ).
Definition 2.1. Let G be a graph and k P N. A p2k`1q-path P Ď G is said to be X-absorbing for a set X Ď V pGq V pP q if for every X˚Ď X there is a p2k`1q-path P˚with the same endpoints as P and such that V pP˚q " V pP q Y X˚.
On a high level the proof consists of two steps: piq find an X-absorbing path P with endpoints a and b for some large set of vertices X; piiq construct a long p2k`1q-path from b to a which contains all the vertices of V pGq pX Y V pP qq, no vertex from P (other than the endpoints), and possibly some vertices of X. The absorbing property of P allows us to transform this p2k`1q-cycle into a p2k`1q-cycle which contains all vertices of G.
Most of the proofs implementing this strategy rely on some form of a 'connecting lemma'. In our case, such a lemma would say that for arbitrary two p2k`2q-cliques s and t, there is a short p2k`1q-path connecting s to t. Unfortunately, one cannot hope for such a statement for the following reason. In order to 'grow' a p2k`1q-path starting at, say, s " pv 1 , . . . , v 2k`2 q, the vertices pv 2 , . . . , v 2k`2 q need to have a common neighbour. Since the minimum degree of Γ is only pk{pk`1q`op1qqn, this can easily not be the case even after adding the random edges on top. Note that if we were looking for the pk`1q-st power of a cycle, this would not cause troubles as every set of k`1 vertices has a large common neighbourhood already in the graph Γ.
In order to go around this issue we need to have much better control over the endpoints of every constructed p2k`1q-path throughout our embedding procedure, that is over p2k`2q-cliques to which we apply the 'connecting lemma'. We achieve this by embedding everything carefully into partition classes given by Szemerédi's regularity lemma applied to the dense graph Γ. Let
. . Y V t be the partition given by the regularity lemma. A well-known fact is that the reduced graph R inherits the minimum degree of the graph Γ and thus, by Theorem 1.1, contains a k-cycle. We may assume that this cycle follows the order of the partition classes V 1 , . . . , V t . Moreover, since the minimum degree of Γ is slightly larger than kn{pk`1q, every pk`1q-tuple of vertices in R has several common neighbours. In particular, the partition classes V 1 , . . . , V k`1 , V z , for some z P Ş iPrk`1s N R piq, are all pairwise ε-regular with positive density. From properties of regularity we have that almost every set of 2k`2 vertices from V 1 Y . . . Y V k`1 has a significant common neighbourhood inside of the set V z . Embedding a p2k`2q-clique pv 1 , . . . , v 2k`2 q carefully into pV 1 , . . . , V k`1 q, in a way such that v 2i´1 , v 2i P V i for all i P rk`1s, allows us to 'grow' a p2k`1q-path starting from it: taking any edge tv 2k`3 , v 2k`4 u given by G n,p in Ş iPr2k`2s N Γ pv i q X V z , extends the p2k`2q-clique into a p2k`1q-path with 2k`4 vertices. Taking an edge tv 2k`5 , v 2k`6 u P V 1 , which is again given by G n,p and where v 2k`5 , v 2k`6 lie in the common neighbourhood of appropriate vertices in Γ, we extend the path even further. Utilising the Counting lemma and the Janson's inequality, we may extend it into an arbitrarily large path (of constant size), or connect two p2k`2q-cliques which are embedded in a 'nice' way (see Definition 3.5 for a more formal description of 'niceness').
Having this in mind, the proof goes along the following lines. Initially, take a random subset X i Ď V i for all i P rts and denote the union of all these vertices by X. By choosing the size of X i 's carefully, every vertex x P X still has, say, deg Γ px, V pΓq Xq ě pk{pk`1q`α{2qn. We use this fact in order to construct a p2k`1q-path P which is X-absorbing and uses roughly the same amount of vertices in the remaining partition classes V i X i . Next, most of the vertices remaining in V i X i are to be covered by a long p2k`1q-path P 1 which is constructed as outlined above: greedily find short p2k`1q-paths whose endpoints can be extended and use this property in order to merge them into a long path. Furthermore, such a path P 1 covers all but a negligible linear fraction of vertices in V i X i , for all i P rts and contains the absorbing path P as a subgraph.
As is usual with proofs involving the regularity lemma, the set of 'garbage' vertices V 0 is completely out of our control and is not involved in any of the embedded paths thus far. Let V 1 0 denote the union of V 0 with all the vertices of V i X i which are not covered by P 1 , for all i P rts. Since V 1 0 is still very small and X is a uniformly at random chosen set of suitable size, w.h.p. all vertices v P V 1 0 have deg Γ pv, Xq ě pk{pk`1q`α{2q|X|, say. Then we can, analogously as before, find a V 1 0 -absorbing p2k`1q-path P 2 which lies inside of the set X in its entirety. By using the vertices of X and V 1 0 only and the 'extendible' property of the endpoints of the paths P 1 and P 2 we merge them into a p2k`1q-cycle. Finally, we use the absorbing property of P and P 2 to incorporate all the remaining vertices of X and V 1 0 into a spanning p2k`1q-cycle.
Szemerédi's regularity lemma and random graphs
Let G be a graph and ε a positive constant. We say that a pair pV 1 , V 2 q of disjoint subsets of V pGq is ε-regular if for every
In other words, every two sufficiently large subsets of V 1 and V 2 induce a bipartite graph which has roughly the same density as the one induced by V 1 and V 2 . A k-tuple pV 1 , . . . , V k q is said to be ε-regular with density at least d if pV i , V j q forms an ε-regular pair with dpV i , V j q ě d for all 1 ď i ă j ď k. For brevity, we sometimes write pε, dq-regular to mean ε-regular with density at least d. As a direct consequence of the definition we get the following proposition.
Proposition 3.1. Let 0 ă ε ď 1{2 and pV 1 , V 2 q be an ε-regular pair with density d P p0, 1q. If ε ď δ ď 1{2, then two subsets U 1 Ď V 1 and U 2 Ď V 2 of size |U 1 | ě δ|V 1 | and |U 2 | ě δ|V 2 | form an ε{δ-regular pair with density at least d´ε.
A remarkable result of Szemerédi [13] states that every graph can be almost completely decomposed into few ε-regular pairs. We use the following variant of Szemerédi's theorem.
Theorem 3.2 (Degree form of the regularity lemma, [8] ). For every ε ą 0 and m ě 1, there exists an M pε, mq ě m such that for every d P r0, 1q and every graph G with at least M vertices the following holds. There exists t P rm, M s, a partition pV i q t i"0 of V pGq, and a spanning subgraph G 1 Ď G satisfying:
(iv) epG 1 rV i sq " 0, for all i P rts, and (v) for all 1 ď i ă j ď t, the pair pV i , V j q is ε-regular with density either 0 or at least d.
One usually refers to the partition given by Theorem 3.2 as an ε-regular partition with exceptional set V 0 . Given a graph G, a partition V " pV i q t i"0 of V pGq, and a parameter d P p0, 1q, we define the pε, d, G, Vq-reduced graph R as a graph on the vertex set rts with ti, ju being an edge of R if and only if pV i , V j q is pε, d, Gq-regular, that is forms an ε-regular pair in G with density at least d.
We also make use of the counting lemma, a result often accompanying the regularity lemma (see, e.g. [11] ). Lemma 3.3 (Counting Lemma). For every graph H and every γ ą 0, there exists ε ą 0 such that the following holds. Let Γ be a graph, W a family of vpHq disjoint subsets of V pΓq, and σ : V pHq Ñ W a bijection such that for every tv, wu P EpHq the pair pσpvq, σpwqq is ε-regular. Then the number of embeddings ϕ : H Ñ Γ such that ϕpvq P σpvq for every v P V pHq iś
Before we present the main lemma of this section we introduce several definitions.
Definition 3.4 (Bicanonical paths)
. Let G be a graph and k, P N such that ě k`1. For an -tuple V " pV 1 , . . . , V q of (not necessarily disjoint) subsets of V pGq, we say that a p2k`1q-path
The next definition is the main notion of our proof strategy. Throughout, it is of uttermost importance that all the p2k`1q-paths we construct have endpoints which are extendible. Namely, we require each of the endpoints to be such that their vertices have 'large' common neighbourhoods into carefully chosen sets. This enables us to further extend such paths, connect them with other paths, and finally close a p2k`1q-cycle (see Figure 1) . Definition 3.5 (Extendible tuples). Let G be a graph, k P N, P p0, 1q, and let V " pV 1 , . . . , V k`1 q be a pk`1q-tuple of subsets of V pGq. We say that a p2k`2q-tuple v " pv 1 , . . . , v 2pk`1of vertices of G is pV, q-extendible ifˇN
for every i P rk`1s.
Figure 1: An example of a p2k`2q-tuple v which is pV, q-extendible for k " 1. The grey blobs represent sets of common neighbours of vertices in v. We depict an example of how to use the 'extendible' property in order to extend a 4-clique into a 3-path of size 8, given that pV 1 , V 2 q is an pε, dq-regular pair.
Lemma 3.6. For all k, P N and µ, d P p0, 1q, where ě k`1, there exist positive constants εpd, k, q, pd, k, q 3 , and Cpµ, d, k, q such that for every graph Γ with n vertices, the graph G " Γ Y G n,p w.h.p. satisfies the following, provided that p ě C{n.
Let V 1 , . . . , V Ď V pGq be (not necessarily disjoint) subsets such that |V i | ě µn for each i P r s, and pV i , V j q is pε, d, Γq-regular for all distinct i, j P r s where |i´j| ď k. Then there exists a pV 1 , . . . , V q-bicanonical p2k`1q-path P in G. Moreover, given additional subsets Y s , Y t Ď V pGq of size |Y s |, |Y t | ě µn and such that:
• pY s , V i q is pε, d, Γq-regular for every i P rk`1s, and
one can find such a p2k`1q-path P connecting some s to t with the following properties:
(i) revpsq is pS, q-extendible, where S " pY s , V k`1 , . . . , V 2 q V pP q, and
(ii) t is pT, q-extendible, where T " pY t , V ´k , . . . , V ´1 q V pP q.
Proof. We show that a desired p2k`1q-path exists with probability at least 1´2´p `4qn for any particular choice of subsets V 1 , . . . , V , Y s , Y t satisfying the stated requirements. W.l.o.g. we can assume that Y s and Y t are given, as otherwise we can artificially add two such sets of vertices to Γ and connect them to all other vertices. There are at most n choices for the size of each subset and at most 2 n choices for each subset, thus the probability that a desired p2k`1q-path does for " 4 and k " 1 given by Lemma 3.6. The grey blobs represent sets of common neighbours of respective vertices of s and t where the neighbourhood relations are given by thick red lines.
not exist for at least one valid choice of subsets is at most 2 p `3qn´p `4qn " op1q. For the rest of the proof we consider one such valid choice of
denote a p2k`1q-path of size 2 with the vertex set v " pv 1 , . . . , v 2 q. For each i P rk`1s, let P i Ď P 2k`1 2 be a path (ordinary path) given by the following sequence of vertices (see Figure 3) :
where 0 ď j ď tp ´iq{pk`1qu, and set P˚" Ť iPrk`1s P i . Note that P˚is simply a collection of k`1 vertex-disjoint paths.
Figure 3: An example of a p2k`1q-path P 2k`1 2
for " 6 and k " 1. The paths P i are given by dashed red lines and come from G n,p . The edges of R are given by thick solid lines and come from Γ.
We aim to find a desired pV 1 , . . . , V q-bicanonical p2k`1q-path P Ď G such that the edges belonging to R " P 2k` 1 2 EpP˚q come from Γ, and the edges belonging to the paths P 1 , . . . , P k`1 come from G n,p (see Figure 3) . This is achieved in two steps: in the first step, using the Counting Lemma (Lemma 3.3), we show that there are many embeddings ϕ : V pRq Ñ V pΓq such that ϕpv 2i´1 q, ϕpv 2i q P V i for each i P r s, and piq and piiq are satisfied for naturally chosen s " pϕpv 1 q, . . . , ϕpv 2pk`1and t " pϕpv 2p ´kq´1 q, . . . , ϕpv 2 qq; in the second step we apply Janson's inequality to conclude that with probability at least 1´2´p `4qn one of these copies of R is completed to a p2k`1q-path using edges from G n,p . As every such p2k`1q-path satisfies piq and piiq, this concludes the proof.
To this end, choose pairwise disjoint subsets
s Ď Y s of size |Y s |{p3 q and Y 1 t Ď Y t of size |Y t |{p3 q, and • A i Ď V i of size |A i | " |V i |{p3 q, for all i P r2, k`1s Y r ´k, ´1s.
Let W be the family of all the obtained subsets. Finally, let R`be a graph obtained by adding the vertices y s , y t , and a i for i P r2, k`1s Y r ´k, ´1s to R, together with the following edges (see Figure 4 ):
• ty s , v i u for i P r2pk`1q´1s, and ty t , v i u for i P r2p ´kq, 2 s,
• ta i , v j u for i P r2, k`1s and j P r2pi´1qs, and
• ta i , v j u for i P r ´k, ´1s and j P r2i`1, 2 s. It is important to notice that there are no edges among newly added vertices. With this at hand we apply the Counting Lemma (Lemma 3.3) with R`(as H), some γ to be specified later, and σ : V pR`q Ñ W defined as
We briefly justify that we indeed may do so. Note that for every tv, wu P EpR`q we have σpvq Ď V 1 and |σpvq| " |V 1 |{p3 q, and σpwq Ď W 1 and |σpwq| " |W 1 |{p3 q, for some disjoint subsets V 1 and W 1 which are pε, d, Γq-regular. It follows from Proposition 3.1 that pσpvq, σpwqq is a 3 ε-regular pair with density at least d´ε ě d{2, for every tv, wu P EpR`q and hence σ satisfies the condition of Lemma 3.3 for sufficiently small ε " εpγ, R`q. Therefore, there are at least´ź iPr2 s |W i |¯´ź iPr2,k`1sYr ´k, ´1s
|W |¯´d 4¯e
pR`q copies of R`in Γ which respect σ, for γ " d{4. By counting the number of extensions, a simple averaging argument shows that, for "
4 q epR`q and some ζ " ζpµ, , d, q, there are at least ζn 2 embeddings ϕ : R Ñ Γ which respect σ aeV pRq and, moreover, s " pϕpv 1 q, . . . , ϕpv 2pk`1satisfies piq and t " pϕpv 2p ´kq´1 q, . . . , ϕpv 2satisfies piiq. Let us denote the family of all such embeddings of R with Φ. This finishes the first step of the proof.
We now show that with probability at least 1´2´p `4qn there exists ϕ P Φ such that ϕpvq forms a p2k`1q-path in Γ Y G n,p . For each ϕ P Φ, let P ϕ Ď K n be a graph formed by k`1 disjoint paths given by ϕpv i q for i P rk`1s. In other words, P ϕ is a copy of P˚in K n given by ϕpvq. Thus, if P ϕ Ď G n,p then ϕpvq forms a desired p2k`1q-path. By a corollary of Janson's inequality [3, Theorem 3.2] we have PrrP ϕ Ę G n,p for all ϕ P Φs ď 2´c¨ζ 2 n 2 p , for some constant c " cpP˚q, which is clearly at most 2´p `4qn for sufficiently large constant C.
Almost immediately we get the following corollary which allows us to connect several pairs of p2k`2q-cliques by disjoint p2k`1q-paths going through some regular tuples.
Corollary 3.7. For all k P N and µ, , d P p0, 1q, there exist positive constants εp , d, kq, δpµ, q, and Cpµ, , d, kq such that for every graph Γ with n vertices the graph G " Γ Y G n,p w.h.p. satisfies the following, provided that p ě C{n.
Let tV i u iPrts be a family of p2k`4q-tuples V i " pV 1 i , . . . , V 2k`4 i q where V j i Ď V pGq and |V j i | ě µn for all i P rts and j P r2k`4s, and pV
i q is pε, d, Γq-regular for all distinct j 1 , j 2 P r2k`4s with |j 1´j2 | ď k`1. For every family of disjoint p2k`2q-cliques ts i , t i u iPrts in G such that
, q-extendible, and
• revpt i q is prevpV i q ďk`1 , q-extendible for all i P rts, there exists a collection of disjoint p2k`1q-paths tP i u iPrts in G such that each P i connects s i to t i and is V i -bicanonical.
Proof. Given k, µ, , and d, set " 2k`4 and let δ " µ{4, ε 1 " ε 3.6 pd{2, k, q, ε " min td{2, ε 1 {2u, and C " C 3.6 p µ{2, d{2, k, q.
Assume there exists a collection tP i u iPrzs , for some z ă t, of p2k`1q-paths as stated. We show that no matter how such paths are constructed, as long as they are V i -bicanonical, we can still find a desired p2k`1q-path P z`1 . Let
for all i P rts, j P rk`1s, and note that |N z`1 , and revpV z`1 q k`2 , due to our choice of constants. Therefore, every set used as V i is a subset of some V j z`1 of size at least p {2q|V j z`1 |. As pV j1 z`1 , V j2 z`1 q is pε, d, Γq-regular for distinct j 1 , j 2 P r2k`4s with |j 1´j2 | ď k`1, we have by Proposition 3.1 that the pair pV j1 , V j2 q is pε 1 , d{2, Γq-regular.
This completes the proof.
The Absorbing-Covering Lemma
Recall that our proof strategy consists of two steps: piq find an X-absorbing path P connecting some s to t; piiq construct a long p2k`1q-path from t to s which contains all the vertices of V pGq pX Y V pPand possibly some of X. In this section we present a lemma which captures the first step and a part of the second step. Namely, given a set X it provides us with a p2k`1q-path P which is X-absorbing and covers most of the vertices. In addition, the endpoints of P are extendible, which gives us some flexibility as to how to extend it or combine it with another path in order to close a cycle.
Lemma 4.1 (Absorbing-Covering Lemma).
For all k, t P N and α, γ, µ, d P p0, 1q, where t ě 2{α 2 and pk`1q | t, there exist positive constants εpα, γ, d, kq, pα, γ, d, kq, ξpα, kq 4 , and Cpα, γ, µ, d, k, tq such that for every graph Γ with n vertices the graph G " Γ Y G n,p w.h.p. satisfies the following, provided that p ě C{n.
Let X, W Ď V pGq be disjoint sets of vertices such that |W | ě µn, |X| ď ξ|W |, and deg Γ px, W q ě p k k`1`α q|W | for every x P X. Suppose pW i q iPrts is an equipartition of W such that its pε, d, Γq-reduced graph R satisfies δpRq ě p k k`1`α qt and p1, . . . , tq is a k-cycle in R. Then there exists an X-absorbing p2k`1q-path P connecting some s to t with the following properties: (i) |W i V pP q| " p1˘0.1qγ|W i |, for every i P r s,
(ii) revpsq is pW s , q-extendible, where W s " pW z , W k`1 , . . . , W 2 q V pP q, and (iii) t is pW t , q-extendible, where W t " pW z , W 1 , . . . , W k q V pP q, for some z P Ş iPrk`1s N R piq.
Before we prove the lemma, we present a 'local version' of the lemma which serves as the central technical piece towards that goal. Let V 1 , . . . , V k`1 , X, Y Ď V pGq be disjoint sets of vertices satisfying
• for every x P X and i P rk`1s, we have deg Γ px, V i q ě α|V i |, and
• pV i , V j q, pV i , Y q are pε, d, Γq-regular for all distinct i, j P rk`1s.
Then for every Q Ď V pGq such that |Y Q| ě λ|Y | and |V i X Q| ď δ|V i | for all i P rk`1s, there exists an X-absorbing p2k`1q-path P with V pP q Ď pV 1 Y . . . Y V k`1 Y Y q Q connecting some s to t with the following properties:
(i) |V i pV pP q Y Qq| " p1˘0.001qγ|V i |, for every i P rk`1s,
(ii) |Y X V pP q| ď λ|Y |, (iii) revpsq is pS, q-extendible, where S " pY, V k`1 , . . . , V 2 q pV pP q Y Qq, and (iv) t is pT, q-extendible, where T " pY, V 1 , . . . , V k q pV pP q Y Qq.
Proof. Given k, α, γ, λ, µ, and d, let L " 3p1´γq{λ, 1 " 2Lpk`1q, and 2 " p2L`1qpk`1q`1. Furthermore, we use η " min tα, λu, ξ " α{48, δ " min t1{10 4 , α{8u,
1 " min tη{10 4 , γ{16, 3.6 pd{2, k, 1 q, 3.6 pd{2, k, 2 qu, " 1 η{8, µ 1 " 1 ηµ{8, ε 1 " min tε 3.6 pd{2, k, 1 q, ε 3.6 pd{2, k, 2 q, ε 3.7 p 1 η{4, d{2, kqu, ε " min td{2, ε 1 1 ηλ{8, ε 1 1 ηγ{8u,
and C " max tC 3.6 pµ 1 , d{2, k, 1 q, C 3.6 pµ 1 , d{2, k, 2 q, C 3.7 pµ 1 , 1 η{8, d{2, kqu. Throughout we always apply Lemma 3.6 with k, µ 1 (as µ) and d{2 (as d), and Corollary 3.7 with k, µ 1 (as µ), 1 (as ), and d{2 (as d), and thus omit explicitly stating the parameters.
Let V 1 i Ď V i Q and Y 1 Ď Y Q be arbitrary sets of size p1´δq|V i | and λ|Y |, and set m "
\ . In order to show the desired statement we successively apply Lemma 3.6 to the appropriate subsets of V 1 i and Y 1 to construct paths P 1 Ď . . . Ď P m where each P j , j P rms, intersects every V 1 i in exactly 4L¨j`4pj´1q, Y 1 in at most 6pj´1q vertices, and contains no other vertices of V pGq. This reveals how the constant L helps us towards satisfying piiq. In particular, such a path P m satisfies piq and piiq.
Let X 1 Y . . . Y X r " X be an arbitrary partition of X into sets of size exactly L (the last set may be smaller, however this does not affect any part of the argument). Consider the vertices x 1 , . . . , x L P X 1 . Let N i pxq :" N Γ px, V 1 i q, for i P rk`1s and x P X 1 , and let Npxq " pN 1 pxq, . . . , N k`1 pxqq. We apply Lemma 3.6 with 1 (as ),
as V 1 , . . . , V ), and Y 1 (as both Y s and Y t ) to obtain a p2k`1q-path P 1 connecting some s to t 1 . By construction P 1 is X 1 -absorbing (see Figure 5 ).
Verifying the assumptions of Lemma 3.6. Since |N i pxq| ě α|V i |´δ|V i | ě pα{2q|V i | ě pα{2qµn and |Y 1 | ě λ|Y | ě λµn, by the assumption of the lemma, and pV i , V j q and pV i , Y q are pε, d, Γq-regular for all distinct i, j P rk`1s, Proposition 3.1 shows that their respective subsets of size at least pα{2q|V i | and λ|Y | form pε 1 , d{2, Γq-regular pairs.
Figure 5: An example of an X 1 -absorbing p2k`1q-path P 1 connecting s to t 1 for k " 1. The p2k`1q-path including V pP 1 q Y tx 1 , x 3 , x 4 u is given in red. For simplicity, we depict only skeletons of the mentioned p2k`1q-paths.
Recall that by Lemma 3.6 piq, revpsq is pV s V pP 1 q, 1 q-extendible where
, be arbitrary sets of size |S i | " p 1 {4q|V i s |, and set S :" Ť iPrk`1s S i . Moreover, note that t 1 is pV t pV pP 1 q Y Sq, 1 {2q-extendible, where V t " pY 1 , V 1 1 , . . . , V 1 k q, due to Lemma 3.6 piiq and as
for all i P rk`1s, and similarly for Y 1 pV pP 1 q Y Sq.
The goal is to gradually extend the path P 1 into paths P 1 Ď P 2 Ď . . . Ď P m such that P j is p Ť 1ďj 1 ďj X j 1 q-absorbing, for j P rrs, and the paths P r`1 Ď . . . Ď P m progressively cover the remaining vertices of V i 's. More precisely, we show by induction on j P rms that there exists a path
,ru X i q-absorbing and connects s to some t j , (C2) |V pP j q X V i | " 4L¨j`4pj´1q, for all i P rk`1s, and |V pP j q X Y | ď 6pj´1q, and (C3) t j is pV t pV pP j q Y Sq, 1 η{4q-extendible.
Hence, for j " m we obtain an X-absorbing p2k`1q-path P m connecting s to t m and which covers exactly tp1´γq|V 1 i |u vertices in every V i . Consequently, |V i pV pP m qYQq| " p1˘0.001qγ|V i |. As for piiq, (C2) implies that at most 6m ď 3p1´γq|Y |{L ď λ|Y | vertices of Y are used. In order to see piiiq recall that the sets S i are of size p 1 {4q|V 1 i | ě p 1 {4qp1´δq|V i | and p 1 {4q|Y 1 | ě p 1 {4qλ|Y |, which in turn translates into being pS, q-extendible due to our choice of constants. Lastly, pivq follows from (C3) and our choice of constants.
Note that for j " 1 the path P 1 satisfies (C1)-(C3). Assume that the induction hypothesis holds for some j´1, j ą 1, and let us show it for j. Let T i " N Γ pt ě2i j´1 , V i t q, for all i P rk`1s. The argument slightly differs depending on whether j ď r or r ă j.
Case j ď r. Consider the vertices x 1 , . . . , x L P X j . We apply Lemma 3.6 with 2 (as ),
. . , V ), and Y 1 V pP j´1 q (as both Y s and Y t ) to obtain a p2k`1q-path P 1 connecting t j´1 to some t j . By construction P 1 is X j -absorbing. One easily checks that (C1)-(C3) hold for
Verifying the assumptions of Lemma 3.6. Observe that by assumption of the lemma deg Γ px, V i q ě α|V i |, and the fact that
by our choice of constants. Similarly,ˇY
Lastly,ˇT
As pV i , V j q and pV i , Y q are pε, d, Γq-regular for all distinct i, j P rk`1s, by Proposition 3.1 their respective subsets of sizes as in (1)- (4) form pε 1 , d{2, Γq-regular pairs.
Case r ă j. Let V " pV 1 1 , . . . , V 1 k`1 q. In this case we apply Lemma 3.6 with 2 (as ),
, in order to obtain a p2k`1q-path P 1 connecting t j´1 to some t j . Setting P j :" P j´1 Y P 1 we get a p2k`1q-path which satisfies (C1)-(C3). Checking that the assumptions of Lemma 3.6 are satisfied is analogous as in the previous application (see (1) - (4)), and is thus omitted.
With this at hand we give the proof of the Absorbing-Covering Lemma (Lemma 4.1).
Proof of Lemma 4.1. We use numerous constants which we pin down next. Set " k`1, r " t{pk`1q, η " α{2, and take γ 1 such that it simultaneously satisfies γ 1 ď γ and 0.98γ 1 ą 0.9γ. Next, let
, kqu, ε " min td{2, ε 1 γ 1 {8u, and
We always apply Lemma 3.6 with , k, µ 1 (as µ), and d{2 (as d), Corollary 3.7 with k, µ 1 (as µ), 1 γ 1 {2 (as ), and d{2 (as d), and Lemma 4.2, with k, η (as α), γ 1 (as γ), λ, µ 1 (as µ), and d{2 (as d), and thus omit explicitly stating the parameters.
Let K j " pW pj´1qpk`1q`1 , . . . , W pj´1qpk`1q`k`1 q, for all j P rrs, and note that every such tuple is pε, d, Γq-regular due to p1, . . . , tq being a k-cycle in R. Furthermore, let ϕ : X Ñ rrs and ψ : rrs Ñ rts be functions such that:
(F1) for every x P X we have deg Γ px, K i ϕpxě η|W |{t, for all i P rk`1s, (F2) |ϕ´1pjq| ď 2|X|{pαrq, for all j P rrs, (F3) pK j , W ψpjis pε, d, Γq-regular, for all j P rrs, and (F4) |ψ´1piq| ď 2{α, for all i P rts.
We show that such functions exist. Consider some x P X and let P r0, 1s be a fraction of tuples K j for which (F1) holds. Since deg Γ px, W q ě p k k`1`α q|W | and each W i is of size |W |{t, we derive
This further shows ě α´η ě α{2. In conclusion, for every x P X there are at least pα{2qr values j P rrs such that setting ϕpxq :" j satisfies (F1). Consequently, a simple averaging argument shows (F2). A similar calculation shows that a function ψ exists and the proof is thus omitted. Lastly, let X 1 Y . . . Y X r " X be a partition given by X j " ϕ´1pjq.
We show by induction on q P rrs that there exist vertex-disjoint p2k`1q-paths P 1 , . . . , P q such that for every j P rqs the path P j Ď K j Y W ψpjq connects some s j to t j and satisfies the following properties:
(I1) the p2k`1q-path P j is X j -absorbing, (I2) |K i j V pP j q| " p1˘0.001qγ 1 |W |{t, for all i P rk`1s, (I3) |W ψpjq X V pP j q| ď λ|W |{t, and (I4) revps j q is pS j , 1 q-extendible and t j is pT j , 1 q-extendible, where
Consider the base of the induction q " 1. We apply Lemma 4.2 with W 1 , . . . , W k`1 (as V 1 , . . . , V k`1 ), X 1 (as X), W ψp1q (as Y ), and Q " ∅, in order to obtain an X 1 -absorbing p2k`1q-path P 1 connecting some s 1 to t 1 , with revps 1 q begin pS 1 , 1 q-extendible and t 1 being pT 1 , 1 q-extendible, and thus trivially satisfying all (I1)-(I4).
Assume that the induction hypothesis holds for some q´1, q ą 1, and let us show it for q. First, for all j P rq´1s and i P rk`1s, let
This helps us maintain the property (I4), for all j P rq´1s. Next, we use Lemma 4.2 with K q (as V 1 , . . . , V k`1 ), X q (as X), W ψpqq (as Y ), and
We obtain a p2k`1q-path P q connecting s q to t q , with revpsbeing pS q , 1 q-extendible and t q is pT q , 1 q-extendible, establishing (I1)-(I4). Crucially, (I4) remains to hold for j ă q as P q does not intersect the set Q.
Verifying the assumptions of Lemma 4.2. Firstly, for all j P rrs we have
Secondly, for every x P X q we have deg Γ px, K iě η|W |{t, for all i P rk`1s, by (F1). Thirdly, we know that pK q , W ψpis an pε, d, Γq-regular pk`2q-tuple by (F3). Lastly, we know that for all i P rk`1s,
by the choice of constants. Similarly,
again by our choice of constants.
Before we patch all the paths together into one long X-absorbing path which covers almost everything, we need to make sure that its endpoints are pS, q-extendible and pT, q-extendible.
j q for all j P rrs and i P rk`1s, be sets of size |N i s j | " 1 |S i j | and |N i t j | " 1 |T i j |, and
We apply Lemma 3.6 with pW 1 , . . . , W k`1 q Q 1 (as V 1 , . . . , V ), and W ψp1q Q 1 (as both Y s and Y t ). This yields a p2k`2q-clique t which is pT Q 1 , 1 γ 1 {2q-extendible.
Verifying the assumptions of Lemma 3.6. One easily checks that |W i Q 1 | ě pγ 1 {2q|W |{t and |W ψp1q Q 1 | ě pγ 1 {2q|W |{t, similarly as in (6) and (7). Therefore, it follows from (F3) and Proposition 3.1, that they form an pε 1 , d{2, Γq-regular pk`2q-tuple.
Finally, we apply Corollary 3.7 with
(as tV i u), and tt j , s j`1 u jPrr´1s Y tt r , tu (as ts i , t i u), to obtain a p2k`1q-path P connecting s :" s 1 to t.
It remains to show that P satisfies Lemma 4.1 piq-piiiq. Property (I2) directly settles the upper bound in Lemma 4.1 piq. As for the lower bound, observe that we may have used some additional vertices of W i as Y in Lemma 4.2, in case ψpjq " i. However, this happens at most 2{α times, by (F2), and every time at most λ|W |{t vertices of it are used, due to Lemma 4.2 piiq. Lastly, at most pr`1q¨2p2k`4q vertices are used by the applications of Lemma 3.6 and Corollary 3.7. Therefore, |W i V pP q| ě p1´0.001qγ 1 |W |{t´2{α¨λ|W |{t´pr`1q¨2p2k`4q ě p1´0.1qγ|W |{t, for all i P rts, by our choice of constants. The properties piiq and piiiq, follow directly from (I4), observation that additionally at most pr`1q¨2p2k`4q vertices are used in order to join the paths P j into P , and our choice of constants. Setting z " ψp1q completes the proof.
Proof of Theorem 1.2
Throughout the proof we make use of several constants which we pin down next. Let m " n 0 1.1 pkq and d " α{4. Furthermore, let ξ " ξ 4.1 pα{4, d{2, kq, γ " ξ 2 {4, " min t1{10, α{4, 4.1 pα{4, γ, d{2, kqu, η " min t ξ{4, γ{4u, ε 1 " min tε 3.7 p , d{2, kq, ε 4.1 pα{4, γ, d{2, kqu, ε " min tα{4, d{4, ε 1 ξ{2, ε 1 η{2, γ{2u, and t " max t2{α 2 , t 3.2 pε, dqu.
Lastly, set µ " p1´εqξ 2t and C " max tC 3.7 pµ, , d{2, kq, C 4.1 pα{4, γ, µ, d{2, kqu.
We make use of Corollary 3.7 with k, µ, , and d{2 (as d), and Lemma 4.1 with k, t, α{4 (as α), γ, µ, and d{2 (as d), thus omit explicitly stating the parameters.
Suppose n is sufficiently large and let Γ be a graph with n vertices and δpΓq ě p k k`1`α qn. Set G :" ΓYG n,p , for some p ě C{n, and observe that G has the properties as given by Corollary 3.7 and Lemma 4.1 with high probability, for the parameters specified above. We show that such a graph G contains the p2k`1q-st power of a Hamilton cycle.
Let V " pV i q t i"0 be an ε-regular partition obtained by applying the regularity lemma (Theorem 3.2) to Γ, let Γ 1 be the spanning subgraph satisfying Theorem 3.2 piq-pvq, and let R be the pε, d, Γ 1 , Vq-reduced graph. Without loss of generality we may assume that pk`1q | t. A well-known property of the reduced graph is that it 'inherits' the minimum degree of the graph Γ 1 , namely
In order to see this, observe that if there is a partition class V i which does not satisfy the above, then for every v P V i we have
contradicting Theorem 3.2 piiiq, due to our choice of constants. Therefore, by Theorem 1.1, R contains a spanning k-cycle. By relabelling the vertex set of R we may assume that p1, . . . , tq is such a k-cycle.
Writeñ :" |V i | and recall thatñ P rp1´εqn{t, n{ts. For all i P rts, let X i Ď V i be a subset of size ξñ chosen uniformly at random and set W i :" V i X i . From Proposition 3.1 it follows that, crucially, the new partitions W " pW i q iPrts and X " pX i q iPrts are such that R is a subgraph of both the pε 1 , d{2, Γ 1 , Wq-reduced graph as well as the pε 1 , d{2, Γ 1 , X q-reduced graph. Let X " Ť iPrts X i and W " Ť iPrts W i , and note that |W | ě p1´ε´ξqn ě µn (with room to spare). As δpΓq ě p k k`1`α qn and |V 0 | ď εn, by using Chernoff's inequality and the union bound, we may assume that deg Γ 1 pv, W q ě´k k`1`α 2¯| W | and deg Γ 1 pv, Xq ě´k k`1`α 2¯| X|, for all v P V pGq, as ε ď α{4.
By the Absorbing-Covering Lemma (Lemma 4.1) applied with X and W there is an X-absorbing p2k`1q-path P 1 connecting some s 1 to t 1 . Note that Lemma 4.1 piiq-piiiq also provides some z P Ş iPrk`1s N R piq, such that revps 1 q is pW s , q-extendible and t 1 is pW t , q-extendible, where W s " pW z , W k`1 , . . . , W 2 q V pP 1 q and W t " pW z , W 1 , . . . , W k q V pP 1 q.
For such z we have by Proposition 3.1 that pW 1 , . . . , W k`1 , W z q, pW 1 , . . . , W k`1 , X z q, pX 1 , . . . , X k`1 , W z q, and pX 1 , . . . , X k`1 , X z q (8)
are pε 1 , d{2, Γq-regular pk`2q-tuples.
Let V 1 0 :" V 0 Y pW V pP 1be the set of all the vertices from the exceptional set of the regular partition V and all the unused vertices of W . Note that, by the regularity lemma (Theorem 3.2 piq) and the Absorbing-Covering Lemma (Lemma 4.1 piq), we have |V 1 0 | ď εn1 .1γn ď 2γn. Crucially, V 1 0 is significantly smaller than X. We apply Lemma 4.1 once again, this time with V 1 0 (as X) and X (as W ) to obtain a p2k`1q-path P 2 connecting some s 2 to t 2 which is V 1 0 -absorbing.
Verifying the assumptions of Lemma 4.1. We have |V By Lemma 4.1 piiq-piiiq there exists z 1 P Ş iPrk`1s N R piq such that revps 2 q is pX s , q-extendible and t 2 is pX t , q-extendible, where X s " pX z 1 , X k`1 , . . . , X 2 q V pP 2 q and X t " pX z 1 , X 1 , . . . , X k q V pP 2 q.
We now apply Corollary 3.7 with `W t , W k`1 V pP 1 q, X 1 V pP 2 q, revpX s q˘, X t , X k`1 V pP 2 q, W 1 V pP 1 q, revpW s q˘( (as tV i u), and tpt 1 , s 2 q, pt 2 , s 1 qu, to get two p2k`1q-paths: P 12 connecting t 1 to s 2 and P 21 connecting t 2 to s 1 (see Figure 6 ).
Verifying the assumptions of Corollary 3.7. Note that |W i V pP 1 q| ě 0.9γ¨p1´ξqñ ě ηñ and |X i V pP 2 q| ě 0.9γ¨ξñ ě ηñ, by Lemma 4.1 piq-piiiq. Hence, by Proposition 3.1 the required sets are pε 1 , d{2, Γq-regular. Lastly, by Lemma 4.1 piiq-piiiq the cliques t 1 , revps 2 q, t 2 , and revps 1 q, are extendible with respect to and appropriate sets used as V i .
Clearly, merging together the paths P 1 , P 12 , P 2 , and P 21 , closes a p2k`1q-cycle C. Finally, let Q 1 Ď X and Q 2 Ď V 1 0 be the subsets of vertices which do not belong to C. For i P t1, 2u, exchanging P i by a p2k`1q-path Pi with the same endpoints as P i and such that V pPi q " V pP i q Y Q i , we finally obtain the p2k`1q-st power of a Hamilton cycle.
Note. While finishing the present manuscript we learned that Antoniuk, Dudek, Reiher, Ruciński, and Schacht have independently obtained similar results.
W X Figure 6 : An example of connecting the p2k`1q-path P 1 to the p2k`1q-path P 2 by a p2k`1q-path P 12 connecting t 1 to s 2 (given in red) for k " 1. For simplicity, we depict only skeletons of the mentioned p2k`1q-paths.
