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On the matrix form of second-order linear difference 
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 610108, Kharkov, Ukraine 
 
Results of research of possibility of transformation of a difference equation into a system 
of the first-order difference equation are presented. In contrast to the method used previously, an 
unknown grid function is split into two new auxiliary functions, which have definite properties.  
Several examples show that proposed approach can be useful in solving different physical 
problems.  
1 Introduction 
“Yet other and more general types of sets are needed in order to determine the most 
natural context for defining difference equations and improve their applicability to solving 
problems in biology, economics, computer science and other fields.” ([1], preface) 
It is common knowledge that a difference equation of order k  may be transformed in a 
standard way to a system of k  first-order difference equations. For example, a second-order2 
difference equation  
 
1 1k k k k k ky a y b y f    . (1.1) 
can be rewritten as 
 
1k k k kY T Y F  ,. (1.2) 
where  
 1, , ,
1 0 0
k k k k
k k k k k
k
x a b f
Y x y T F
y

      
        
    
,. (1.3) 
This is a pure mathematic transformation that does not take into account the possible 
physical meaning of the solution of the equation (1.1). For example, the process of wave 
propagation can be described by the equation (1.1) which can be a grid approximation of the 
wave equation [2,3,4,5,6,7,8,9,10,11,12] or represent relations of the amplitudes of the field 
expansion [13,14,15,16,17,18,19,20,21].  It is desirable that the components of the vector 
kY  
represent some physical notions.  For the case of wave propagation very useful notions are 
“forward and backward waves” that form the general field. The problem of creating a special 
field distribution is also needed in such approach [15,18,22,23] Moreover, following question 
can be formulated. Is the transformation of a k -order linear difference equation to a system of k  
first-order linear difference equations unique or there are several ones?  
In this paper we present results of our research of possible transformation of the equation 
(1.1)  into the equation (1.2).  
I would like to note that before writing this note I overviewed great number of 
mathematical papers and books (some of them are 
[1,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38]), and did not find similar result. However, 
there are so many works in the field of difference equations that I could easily miss the important 
contribution.  I apologize in advance, if I did not refer on the works that have relevance to the 
topic under discussion.  
                                                 
1 M.I. Aizatskyi, N.I.Aizatsky; aizatsky@kipt.kharkov.ua 
2 It is a well-known fact that second-order differential problems are very often encountered in the 
applications, especially among those derived from physics.  A more frequent appearance of second-order problems 
is also true in difference equations. 
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2 Transformation a second-order linear difference equation 
We seek a solution3 of difference equation (1.1) as 
   (1) (2)k k ky y y  . (1.4) 
where (1) (2),k ky y  are the new unknown grid functions. 
By introducing two unknowns (1) (2),k ky y  instead of the one ky , we can impose an 
additional condition. Let us assume that  
   (1) (1) (2) (2)1k k k k ky y y    , (1.5) 
where (1)k  and 
(2)
k  (
(1) (2)
k k  ) are the given numbers. If we define  1ky   and ky ,  then 
from (1.4) and (1.5) we can find unique solutions for (1)ky  and 
(2)
ky  
   
 
 
(2)
(1) 1
(1) (2)
(1)
(2) 1
(1) (2)
k k k
k
k k
k k k
k
k k
y y
y
y y
y

 

 






 

. (1.6) 
It proves the correctness of our representation (1.4) - (1.5). 
We would like to emphasize that the sequences (1)k  and 
(2)
k  are the arbitrary ones, and 
we do not impose a condition that the new grid functions (1) (2),k ky y  are the solutions of 
equation(1.1).  
For Cauchy problems it is necessary to give two initial values for 
1y , 2y  and consider the 
equation (1.1) and the expression (1.5) with 3k  , the expression  (1.4) with 2k  . The initial 
conditions for (1) (2),k ky y  are:   
   
 
 
 
 
(2)
2 1 2 2 2 2(1)
2 (1) (2)
2 2
(1)
2 1 2 2 2 2(2)
2 (1) (2)
2 2
f y b a y
y
f y b a y
y

 

 
  


  
 

. (1.7) 
  Representations (1.4) - (1.5) have no analogy in the theory of differential equations and 
smooth functions. Indeed, in the case when
ky , 1ky   and 2ky   have close values ( 2 1k k ky y y   ),  
(1)
ky  and 
(1)
1ky   (
(2)
ky  and 
(2)
1ky  ) may have very different values 
   
   
(2) (2)
(1) (1) 1
1 (1) (2) (1) (2)
1 1
1 1k k
k k k
k k k k
y y y
 
   


 
  
   
   
. (1.8) 
From(1.1), (1.4) and (1.5) it follows that we have system: 
   
     
(1) (2) (1) (1) (2) (2)
1 1
(1) (1) (2) (2) (1) (2)
1 1 1 1 1 1 1 1
,k k k k k k
k k k k k k k k k k
y y y y
a y a y f b y y
 
 
 
       
  
     
. (1.9) 
This system can be easily transformed into the normal system of difference equations: 
   
(1) (1) (2)
1 ,11 ,12 1
(2) (1) (2)
1 ,21 ,22 1
k k k k k k
k k k k k k
y T y T y F
y T y T y F
 
 
  
  
, (1.10) 
or in matrix form: 
                                                 
3 We do not make assumption that we are working with real numbers 
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(1) (1)
1 1
(2) (2)
11
k k k
k
kk k
y y F
T
Fy y
 

     
              
. (1.11) 
Transmission matrix 
kT  has following components 
   
 
 
(2) (1)
1 1 1
,11 (1) (2)
1 1
k k k k
k
k k
b a
T
 
 
  
 
    

. (1.12) 
   
 
 
(2) (2)
1 1 1
,12 (1) (2)
1 1
k k k k
k
k k
b a
T
 
 
  
 
    

. (1.13) 
   
 
 
(1) (1)
1 1 1
,21 (1) (2)
1 1
k k k k
k
k k
b a
T
 
 
  
 
   

. (1.14) 
   
 
 
(1) (2)
1 1 1
,22 (1) (2)
1 1
k k k k
k
k k
b a
T
 
 
  
 
   

. (1.15) 
   
 
1
1 (1) (2)
1 1
k
k
k k
f
F
 


 


. (1.16) 
In this paper we will consider the homogeneous difference equations. It is means 
that 0kf  . 
Now we can describe several properties of the normal system of difference 
equations(1.11). 
From (1.12)-(1.15) it follows that we can choose the sequences (1)k  and 
(2)
k in a such 
way that matrix 
kT will be triangular or even diagonal one. The first case is realized by setting 
,12 0kT     
   
 
 
(2) (2)
1 1 1
,12 (1) (2)
1 1
0
k k k k
k
k k
b a
T
 
 
  
 
     

, (1.17) 
This condition gives the non-linear second-order rational difference equation (Riccaty 
type4 [30,31,35]) 
   
(2)
(2) 1 1 1
1 1(2) (2)
k k k k
k k
k k
b b a
a


 
  
 

     , (1.18) 
The system (1.10) takes the form 
   
(1) (1)
1 ,11
(2) (1) (2)
1 ,21 ,22
k k k
k k k k k
y T y
y T y T y



 
, (1.19) 
From (1.19) it follows that the grid function (1)ky  is independent from the grid function 
(2)
ky and proportional to the product of the factors ,11kT . The equation (1.18) define the 
sequences (2)k . 
If (1)k  is also the solution of the equation(1.18), but
(1) (2)
k k  , matrix kT  is a diagonal 
and the system (1.10) takes the form: 
   
(1) (1) (1)
1
(2) (2) (2)
1
k k k
k k k
y y
y y






. (1.20) 
                                                 
4 In [30], p.177 there are very useful relations between the Ricatti equation and the linear second-order 
difference equation 
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In this case (1) (2),k ky y  are the linearly independent solutions [38] of equation(1.1). Indeed, 
the determinant (1) (2)2 ( , )k ky y   
    
(1) (1) (1) (1) (1)
(1) (2) (1) (2) (2) (1)1
2 (2) (2) (2) (2) (2)
1
( , ) 0k k k k kk k k k k k
k k k k k
y y y y
y y y y
y y y y

 



       (1.21) 
is not zero. 
If we know (1) (2),k ky y  with some initial conditions, we can construct the solution of a 
boundary problem as  
   (1) (2)1 2k k ky C y C y  , (1.22) 
where 
1 2,C C  are the solution of the system of linear equations (for the boundary problem 
of the first kind) 
   
(1) (2)
1 1 2 1 1
(1) (2)
1 2N N N
C y C y y
C y C y y
 
 
. (1.23) 
For a difference equation with constant coefficients ,k ka a b b  , the nonlinear 
difference equation (1.18) has two stationary points 1 2,   that are the solutions of the 
characteristic square equation 
   2 0a b    . (1.24) 
Setting (1) (2)1 2,k k      we can write 
   
(1) 2 (1)
1 1 2
(2) 2 (2)
1 2 2
, 3kk
k
k
y y k
y y






 

. (1.25) 
This is a well-known result [24-38]. 
We must note that the stationary point of the equation (1.18) can be unstable. 
Triangular or diagonal systems of difference equations can be useful in many 
applications. One of them is finding conditions when the grid functions (1) (2),k ky y have the given 
properties.  
Let’s, for example, find the condition when 
kb and ka  are not constants, but we want 
(1)
k  
in (1.20) to be a constant (1)k  . From (1.18)  we obtain that in this case 1kb  and 1ka   have to 
be  linearly proportional  
   21 1k kb a       , (1.26) 
and (2)k const   have to be found from equation 
    
2
(2) 1 1
1 1 1(2) (2)
k k
k k k
k k
b a
a a
 

 
   
  

      , (1.27) 
In some cases, it is useful5 to work with S-matrix (see, for example, [10,11,39]) 
   
(2) (1) ( )
1
(1) (2) (2) ( )
1 1 1
S
k k k
k S
k k k k
y y F
S
y y F

  
     
                
. (1.28) 
Components of S-matrix for a second-order difference equation (1.1) are  
 
 
(1) (1)
1 1 1
,11 (2) (1)
1 1 1
k k k k
k
k k k k
b a
S
b a
 
 
  
  
    
   
.           (1.29) 
 
 
(1) (2)
1 1
,12 (2) (1)
1 1 1
k k
k
k k k k
S
b a
 
 
 
  


   
.           (1.30) 
                                                 
5 It is known that S-matrix is useful when the solutions have exponential growth. 
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 
 
(1) (2)
1
,21 (2) (1)
1 1 1
k k k
k
k k k k
b
S
b a
 
 

  


   
.           (1.31) 
 
 
(2) (2)
1 1 1
,22 (2) (1)
1 1 1
k k k k
k
k k k k
b a
S
b a
 
 
  
  
    
   
.           (1.32) 
 
( ) 1
1 (2) (1)
1 1 1
S k
k
k k k k
f
F
b a 


  

   
.           (1.33) 
 
2 Some physical examples 
2.1 Wave propagation  
We will consider only a few problems from the great number of ones (see [2-10] and 
literature cited there) to illustrate the usefulness of the considered above transformation. 
We shall deal with difference equation (“diagonal tight-binding description” [11]) 
    21 1 2 0k k k ky y h y     . (1.34) 
that is a grid approximation of such differential equation 
   
2
2
( ) 0
d y
y
d
 

  . (1.35) 
This differential equation is usually considered in the framework of model, in which 
instead of the continuous variation of the permittivity ( )  , the piecewise constant law is 
introduced [4,7,8,10,11]. Matrix form that was proposed in the previous section will be similar to 
this approach [4,7,8,10,11] if  (1) (2),k k   are the solutions of the “local” characteristic equation: 
    2 22 1 0k k kh      . (1.36) 
   
2
2 2
(1)
2
2 2
(2)
1 1 1
2 2
1 1 1
2 2
k k
k
k k
k
h h
h h
 

 

   
       
   
   
       
   
. (1.37) 
For 1k   
   
2
2 2
(1)
2
2 2
(2)
1 1 1
2 2
1 1 1
2 2
vac
vac
h h
h h


   
       
   
   
       
   
. (1.38) 
Let’s consider, as an example, wave diffraction on the inhomogeneous slab in the case of 
permittivity 
k  changing according to following law: 
    
1
1
1 2
2 1
2
1, 1,..., 1
0.5
1 2 , ,...,
1,
k
k N
k N
k N N
N N
k N

  

 
  

 
. (1.39) 
For  2 1 / 2k N N  , permittivity k  becomes negative and electromagnetic wave does 
not propagate in this part of slab. 
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Fig. 1 Graphs of grid functions that are the solutions of the systems of the first-order 
difference equations (1.28) (S-matrix approach, graphs 1,2) and (1.10) (T-matrix approach, 
graphs 3,4). Values of the grid functions 1 and 3 were calculated for (1) (2),k k   that are the 
solutions of the “local” characteristic equation (1.36), Values of the grid functions 2 and 4 were 
calculated for (1) (2) (1)0.9, 1/k k kconst const      . ( 2 /100h  ) 
 
 
Fig. 2 Graphs of grid functions that are the solutions of the systems of the first-order 
difference equations (1.28) (S-matrix approach, graphs 1,2). Values of the grid function 1 were 
calculated for (1) (2),k k   that are the solutions of the “local” characteristic equation(1.36), values 
of the grid functions 2 were calculated for (1) (2) (1)0.9, 1/k k kconst const      . 
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In Fig. 1 and  Fig. 2 results of numerical solving of systems of difference equations (1.28) 
and (1.10), that correspond to the difference equation (1.34), are presented ( (1) (2)k k ky y y  ). We 
can see that the choice of the values of (1) (2),k k   does not effect on the numerical solutions of the 
difference equation(1.34). Moreover, as would be expected, using the transfer matrix in this 
problem is incorrect as it leads to divergent solutions.  
The most interesting question in the using of the proposed matrix form is the properties of 
the partial solutions (1) (2),k ky y  in the case when matrix kT  is a diagonal.  
Let’s consider the simplest example of the wave diffraction on the homogeneous 
dielectric slab 
    
1
2 1 2
2
1, 0
,
1,
 
    
 
 

  
 
. (1.40) 
Using the standard “mode matching technique” [40], we obtain analytical expression for 
the reflection and transmission coefficients 
   
    
         
         
2 2 2 1 1 2
2 2
2 2 2 1 2 2 2 1
2 1 2
2 2
2 2 2 1 2 2 2 1
1 2 sin exp( 2 )
1 exp 1 exp
4 exp( )
1 exp 1 exp
i i i
R
i i
i i
T
i i
     
       
  
       
  

      
  


      
  
. (1.41) 
 
Consider the case when the slab permittivity 
2 3 0.03i     and 1 22 , 11 2      . 
For this parameters R  -0.3207-i6.5787E-002 ( R 0.3273), T  -0.2185+i0.4836 
( T 0.5306). Grid approximation for the slab permittivity ( 2 /100h  ) is: 
    
1 1
1 2 2
2 3 3
1, 1,..., 100
3 0.03, 1,..., 1100
1, 1,..., 1200
k
k N N
i k N N N
k N N N

 

    
   
. (1.42) 
Using the S-matix formalism (1.28) with (1) (2),k k   that are the solutions of the “local” 
characteristic equation(1.36), we can calculate the reflection and transmission coefficients and 
the values of the grid function (1) (2)k k k ky Y y y   ( for 1k N  and 2k N  
(1)
ky  is a forward 
wave and (2)ky  is a backward wave). For 
(1) (2)
1 11,y y R   and 
(2)
20,ky k N   ( 1 100N  ), we 
obtained ( ) 11
YR S   -0.318-i5.1929E-002 ( ( )YR  0.3222), ( ) 21
YT S   -0.2145+i0.4859  
( ( )YT  0.5312). Comparison ( )YR  and ( )YT with the exact values R  and T  shows good 
agreement.  Graph of the grid function 
kY  is presented in Fig. 3  
If  (1) (2),k k   are the solutions of the Riccaty equations (1.18), 
(1)
ky  and 
(2)
ky  are the 
linearly independent solutions. For finding these solutions we have to set the initial conditions 
(1) (2)
1 1,  . It is convenient to choose  
(1) (2)
1 1,   that are the solutions of the “local” characteristic 
equation (1.36) with 
1 1  : 
(1) (1) (2) (2)
1 1,vac vac     . Results of calculation the solutions of the 
Riccaty equations (1.18) (1)ky  and 
(2)
ky  with the following initial conditions 
(1) (2)
1 11, 1y y  are 
presented in Fig. 4 and Fig. 5. 
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Are these functions (1) (2),k ky y  associated with the function kY ?  Comparison of these grid 
functions (see the graphs, which are presented in Fig. 6), shows that the following relation is 
fulfilled 
    (1) ( ) (2)Yk k kY y R y  . (1.43) 
We obtained the result that is expected for mathematics, but not the usual for physics.  
 
Fig. 3 Graphs of the modulus of grid function (1) (2)k k kY y y  , where 
(1) (2),k ky y are the 
solutions of the systems of the first-order difference equations (1.28) (S-matrix approach).  
Matrix 
kT  is not a diagonal. 
 
Fig. 4 Graphs of modulus of the grid functions (1) (2),k ky y  for the wave diffraction on the 
homogeneous dielectric slab. Matrix 
kT  is a diagonal. 
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Fig. 5 Graphs of phase of the grid functions (1) (2),k ky y  for the wave diffraction on the 
homogeneous dielectric slab. Matrix 
kT  is a diagonal. 
 
Fig. 6 Graphs of modulus of the grid functions (1) (2)k ky Ry   and kY  for the wave 
diffraction on the homogeneous dielectric slab. 
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Fig. 7 Graphs of modulus of the grid function (1)ky   for the inverse problem: 1- 3
(1) 1Ny  , 2- 
3
(1) 0.531 exp( 1.9865)Ny i    
Up to now we have deal with the grid functions (1) (2),k ky y  which fulfilled  the initial 
conditions (1) (2)1 11, 1y y   and were calculated on the basis of equations (1.20) with 
(1) (2),k k   
which are the solutions of the Riccaty equations (1.18) with the initial conditions 
(1) (1) (2) (2)
1 1,vac vac     .  In this case before the slab (1 100k  ) 
(1)
ky  and 
(2)
ky  are the forward 
and backward waves.  But we can consider the inverse case, when (1)ky  and 
(2)
ky  are the forward 
and backward waves after the slab. If we set the initial conditions 
3 3
(1) (2)1, 1N Ny y   and 
3 3
(1) (1) (2) (2),N vac N vac     , and solve the equations (1.20) and the Riccaty equations (1.18) in the 
inverse order  
   
(1) (1) (1)
1
(2) (2) (2)
1
/
/
k k k
k k k
y y
y y






. (1.44) 
   
 
(1,2) 1
(1,2)
1 1
k
k
k k
b
a



 
 

, (1.45) 
we obtain the new grid functions that are the independent solutions of the wave equation 
(1.34), too. After the slab they are the forward and backward waves. So, (2)ky  has no physical 
meaning and we have to deal with (1)ky  only. Graph of modulus of the grid function 
(1)
ky   for the 
inverse problem are presented in Fig. 7 (1).  From physical point of view, before the slab (1)ky  
must be the superposition of the forward and backward waves. Using simple decomposition, we 
can find amplitudes of the forward and backward waves and find the reflection and transmission 
coefficients ( )invR  -0.3089-i9.0980E-002 ( ( )invR  0.3219), ( )invT  -0.2445+i0.4718 
( ( )invT 0.5314). Comparison ( )invR  and ( )invT with the exact values R  and T  (or with ( )YR , ( )YT ) 
shows good agreement. Setting the initial value 
3 3
(1) 0.531 exp( 1.9865)N Ny Y i     gives the full 
coincidence of (1, )invky  and kY  (see Fig. 7 (2).). 
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Results presented above show that the “classic solution” of diffraction problem is one of 
the two independent solutions of the wave equation that fulfill a certain initial condition. On the 
bases of the proposed inverse scheme, we can easily find the characteristics of a diffraction 
problem.  Using this scheme instead of S-matrix approach also gives a large gain in computer 
resources.  
 
2.2 Coupling Cavity Model of arbitrary chain of resonators 
In the frame of the Coupling Cavity Model  (CCM) [13-21] electromagnetic field in each 
cavity of the chain of resonators are represented as the expansion with the short-circuit resonant 
cavity modes [41,42,43,44] 
( ) ( ) ( ) ( )k k kq q
q
E e E r  ,                                                    (1.46) 
where  0, ,q m n  and such coupling equations for ( )010
ne  can be obtained [13,16,17,20] 
( ) ( ) ( , )
010 010 010
,
k j k j
k
j j n
Z e e 

 
  . .   (1.47) 
Here ( )010
ke  - amplitudes of 
010E  modes, 
2
( , )
010( )2
010
1 k kk kZ



   , ( )010
k  - eigen frequencies 
of these modes,  ( , )010
k j  - real coefficients that depend on both the frequency   and geometrical 
sizes of all volumes. Sums in the right side can be truncated 
( ) ( , ) ( , ) ( , )
010 010 010
,
k N
N N k N j k j
k
j k N j k
Z e e 

  
  . .   (1.48) 
In the case of N 1, the system of coupled equations (1.48) is very similar to the one that 
can be constructed on the basis of equivalent circuits approach (see, for example [45,46]). But in 
the frame of the CCM the coefficients ( , )0
k j
mn are electrodynamically strictly defined for arbitrary 
N and can be calculated with necessary accuracy. Amplitudes of other modes ( ( , ) (1,0)m n  ) 
can be found by summing the relevant series  
( )2
( ) ( ) ( , )0
0 010 0( )2 2
0
k k N
k j k jmn
mn mnk
j k Nmn
e e


 

 


 .     (1.49) 
Values of the electromagnetic field in the middle of the cavities are:   
( , ) ( ) ( ) ( )
010( 0, / 2)
k m k k k
k kE E r z z d e     ,                           (1.50) 
where 
( ) ( )2 ( , )
( ) 010 0 0
( ) ( )2 2
, 0,2,4,..010 0
( , ) (1,0)
1
j k k jk N
k mn mn
k k
j k N m n mn
m n
e
e
 

 

  

 
  
  
 
  .                                         (1.51) 
If we can ignore “long coupling” interaction, the set of coupling equations (1.48) takes 
the form6 
( ) ( 1) ( , 1) ( 1) ( , 1)
010 010 010 010 010
k k k k k k k
kZ e e e 
     ,   . (1.52) 
where 
2
( , )
010( )2 ( )
010 010
1 k kk k k
k
Z i
Q
 

 
 
    
 
 
                                                 
6 There is a problem of taking into account absorption of RF energy in walls as there are difficulties in 
obtaining appropriate eigen functions for cylindrical regions. All developed procedures in the frame of the CCM do 
not include this phenomenon. We used the simplest approach for including absorption into consideration. We 
supposed that the coupling coefficient do not depend on absorption and include the quality factor into the resonant 
term in the equations for 
010e  amplitudes.  
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The equation (1.52) is the second-order difference equation (1.1)  (“nondiagonal tight-
binding description” [11]) with  
( , 1)
010
( , 1)
010
( , 1)
010
0
k
k k k
k k
k k k
k
Z
a
b
f






 


. .     (1.53) 
Let’s find the condition when the transition matrix is the diagonal one. We will consider 
the (1)ky  as the “forward field”, and 
(2)
ky  as the “backward field”
7.  Consider the case when  
(1) exp( )k i     (the “forward field” has a constant amplitude and a constant phase shift per 
cell - constant gradient section [47,48]). From (1.26) we obtain that parameters of resonators 
have to satisfy such equations   
   ( , 1) ( , 1)010 010exp( ) exp( )
k k k k
kZ i i   
    , (1.54) 
and (2)k const   have to be found from the equation 
    
( , 1) ( , 1)
(2) 010 010
( , 1) (2) ( , 1)
010 1 010
1
exp( ) exp( )
k k k k
k k k k k
k
i i
 
  
  
 
 

     , (1.55) 
 
As follow from this expression, a phase shift of the “backward field” is not equal ( ) .  
As example, consider the chain of cylindrical resonators that are connected via small 
circular openings in the thin walls. For such chain, we have analytical expressions for the 
coupling coefficients [41-44] 
 
    
3 3
( , ) 1
010 2
3
( , 1) 1
010 2
k k k k
k
k k k
k
r r
R d
r
R d
 
 

 

 

, (1.56) 
where 
kr  -  the opening radius between 1k   and k  resonators, kR  - the radius of k  
cylindrical resonator, d  - the resonator length,  
( ) 01 01
010 ,
k
k
c c
R R
 
 

  , 
0 01( ) 0J   , 
2
1 01
2
3 ( )J

 
 . If we introduce new notations  
   
3
2
k
k
k
k
R
g
R
r
u
R d





, (1.57) 
then real and imaginary parts of (1.54)  can be transformed into nonlinear difference 
equations ( 1k  ) 
   
   4 3 2 4 3 2
1 1 1
cos 1 cos 1
sin( ) sin( )
k k k k k kg g g g g g
Q Q
 
 
  
 
     , (1.58) 
 
                                                 
7 These components are often referred to as the “forward wave” and the “backward wave”. But the notion 
of “wave” has a standard definition that can not be applied to the arbitrary chain of resonator. So, we will use names 
“forward field” and the “backward field” to distinguish two solutions.  
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 
 2 4 3 cos 11
2 cos 1 sin( )
k k k ku g g g
Q

 
 
   
  
, (1.59) 
Setting the initial value for  
1u   (proportional to the dimension of the first opening),   
1g (proportional to the radius of the first resonator) can be found by solving the quartic 
   
 
 4 3 21 1 1 1
cos 1
2 cos 1 0
sin( )
g g g u
Q




     , (1.60) 
We will consider the case 2 /3   [48] and 10000Q  . 
Dependences of kg  and ku , that support the constant amplitude and phase shift per cell in 
“forward field”,  on the resonator number are presented in Fig. 8, Fig. 9 and Fig. 12. 
It is interesting to look into the structure of the “backward field” in the constant gradient 
section8. Expression for (2)k  take the following form 
    
3 3
(2)
3 (2) 3
1 1 1
1
exp( ) exp( )k kk
k k k
u u
i i
u u
  
  
     , (1.61) 
Simulation with using a formula (1.20) gives the distribution of the “backward field” 
along the chain. Analysis of this distribution (see Fig. 10 and Fig. 11) shows that for the most 
commonly used9 parameters of chains a phase shift from cell to cell is close to ( )  (see Fig. 
11). At the same time, amplitude distributions of the “backward field” are the growing one and 
amplitude differences between the start and the end can be significant (see Fig. 10). 
For small10 initial value
1u , phase distribution differs substantially from the law ( )k  
and amplitudes distribution is strongly nonuniform. It can create some difficulties in the process 
of tuning such structures. 
 
Fig. 8 
ku versus the resonator number for different 1u  
                                                 
8 It is important to know structure of this field for developing the tuning methods (see, for example, 
[15,48]) 
9 For the SLAC structure 
1u 0.03 [48] 
10 It can be realized in the short structures that are developed for study electrical breakdown in  high-
gradient accelerating structures 
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Fig. 9 
kg  versus the resonator number for different 1u  (1- 1u =0.1, 2- 1u =0.05, 3- 1u =0.02) 
 
 
 
 
Fig. 10 Amplitude distribution of the “backward field” for different 
1u (1- 1u =0.1, 2-
1u =0.05, 3- 1u =0.02) 
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Fig. 11 Phase deviation of the “backward field” from the law ( )k  for different 1u (1-
1u =0.1, 2- 1u =0.05, 3- 1u =0.02) 
 
 
 
 
 
Fig. 12 
ku versus the resonator number for small value of 1u  
 
 
16 
 
 
Fig. 13 Amplitude distribution of the “backward field” for small value of 
1u =0.001 
 
 
 
Fig. 14 Phase deviation of the “backward field” from the law ( )k  for small value of 
1u =0.001 
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Conclusions  
We presented results of our research of possibility of transformation of a difference 
equation into a system of the first-order difference equations. Several examples show that 
proposed approach can be useful in solving different physical problems.  
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