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Summary
In this article, we propose a new nonparametric data analysis tool, which we call
nonparametric modal regression, to investigate the relationship among interested vari-
ables based on estimating the mode of the conditional density of a response variable
Y given predictors X . The nonparametric modal regression is distinguished from the
conventional nonparametric regression in that, instead of the conditional average or
median, it uses the “most likely” conditional values to measures the center. Better
prediction performance and robustness are two important characteristics of nonpara-
metric modal regression compared to traditional nonparametric mean regression and
nonparametric median regression. We propose to use local polynomial regression to
estimate the nonparametric modal regression. The asymptotic properties of the re-
sulting estimator are investigated. To broaden the applicability of the nonparametric
modal regression to high dimensional data or functional/longitudinal data, we fur-
ther develop a nonparametric varying coefficient modal regression. A Monte Carlo
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simulation study and an analysis of health care expenditure data demonstrate some
superior performance of the proposed nonparametric modal regression model to the
traditional nonparametric mean regression and nonparametric median regression in
terms of the prediction performance.
Some key words: EM algorithm; Local polynomial regression; Modal regression;
Mode; Robust.
1. Introduction
Suppose {(xi, yi), i = 1, . . . , n} is a random sample, where xi is a p-dimensional
column vector, and f(y | x) is the conditional density function of Y given xi. For the
conventional regression models, the mean of f(y | x) is usually used to investigate
the relationship between Y and X . When the distribution is highly skewed, it is well
known that the mode provides a more meaningful location estimator than the mean.
Several authors have made efforts to identify the modes of population distributions.
See, for example, Scott (1992); Friedman and Fisher (1999); Chaudhuri and Marron
(1999); Hall, Minnotte, and Zhang (2004); Ray and Lindsay (2005); Yao and Lindsay
(2009). Recently, Lee (1989, 1993), Lee and Kim (1998), Kemp and Santos Silva
(2012), and Yao and Li (2014) successfully applied the mode idea to linear regression
and proposed the linear modal regression which assumes that the mode of f(y | x),
denoted by Mode(y | x), is a linear function of x. Better prediction performance
and robustness are two important characteristics of modal regression compared to
the traditional mean regressions. Please see Kemp and Santos Silva (2012) and Yao
and Li (2014) for more discussions about the advantage of modal regression as a
promising alternative regression tool to traditional regression models. However, in
practice, the strong parametric assumption about Mode(y | x) might not hold and
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thus the corresponding inference might be misleading. Therefore, it is desirable to
develop some estimation procedure to relax the parametric model assumption about
Mode(y | x).
In this article, we propose a nonparametric modal regression model that aims
to estimate the mode of f(y | x) for any given x without assuming any parametric
model. Instead of the conditional average used by the traditional regression methods,
modal regression uses the “most probable” conditional values to measure the center.
We propose to use local polynomial regression to estimate the nonparametric modal
regression. Sampling properties of the proposed estimates are systematically studied.
A modal expectation-maximization (EM) algorithm is also developed for the pro-
posed models. To broaden the applicability of the nonparametric modal regression,
we further develop a nonparametric varying coefficient modal regression. A Monte
Carlo simulation study and an analysis of health care expenditure data demonstrate
some superior performance of the proposed nonparametric modal regression to the
traditional nonparametric mean regression.
The rest of this article is organized as follows. In Section 2, we introduce the
new nonparametric modal regression model and the estimation procedure based on
local polynomial regression. The asymptotic properties of the resulting estimator are
also provided. In Section 3, we propose a nonparametric varying coefficient modal
regression. A Monte Carlo simulation study and a real data application are conducted
in Section 4 to illustrate the proposed models. We conclude our article by some
discussions in Section 5.
2. Nonparametric Modal Regression
In this section, we will introduce the nonparametric modal regression model and the
estimation procedure based on local polynomial regression. An EM type algorithm is
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proposed to estimate the unknown modal parameters. In addition, we will also study
the asymptotic properties of the proposed estimator.
2.1. Model introduction
Suppose that (x1, y1), . . . , (xn, yn) are an independent and identically distributed ran-
dom sample from f(x, y). The modal regression is defined as
m(x) = Mode(y | x) = argmax
y
f(y | x), (2.1)
where m(·) is an unknown nonparametric smoothing function to be estimated. For
simplicity of explanation, we assume that x is a scalar but the proposed model can
be extended to the multivariate predictor x. However, such extension is less desirable
due to the “curse of dimensionality”.
Let ǫ = y −m(x). Denote by g(ǫ | x) the conditional density of ǫ given X = x.
Based on the model assumption (2.1), one can know that g(ǫ | x) is maximized at 0
for any x. If g(ǫ | x) is symmetric about 0, then m(x) is the same as the conventional
regression function E(Y | X = x). In this article, we propose an estimation procedure
for the nonparametric modal regression m(x).
Since f(y | x) = f(x, y)/f(x), finding the mode of f(y | x) is equivalent to finding
the mode of f(x, y) with x fixed . Suppose f(x, y) is estimated by the kernel density
estimator, i.e.,
fˆ(x, y) =
1
n
n∑
i=1
Kh1(xi − x)φh2(yi − y),
where Kh(x) = h
−1K(x/h) and φh(t) = h
−1φ(t/h) are the symmetric kernel functions
and (h1, h2) are the bandwidths.
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A natural estimation procedure is to estimate m(x0) by
mˆ(x0) = argmax
y
1
n
n∑
i=1
Kh1(xi − x0)φh2(yi − y) . (2.2)
Note that the modal regression (2.2) only uses one term (the intercept) for the con-
ditional mode, like the local constant estimator (Nadaraya, 1964; Watson, 1964). It
is known that the local linear estimator is superior to the local constant one (Fan
and Gijbels, 1996), and so we may want to extend the idea of local constant modal
regression (2.2) to the local linear case, or more generally, the local polynomial case.
For x in a neighborhood of x0, we approximate
m(x) ≈
p∑
j=0
m(j)(x0)
j!
(x− x0)j ≡
p∑
j=0
βj(x− x0)j,
where βj = m
(j)(x0)/j!. Our local polynomial modal regression (LPMR) estimation
procedure is to maximize over θ = (β0, . . . , βp)
ℓ(θ) ≡ 1
n
n∑
i=1
Kh1(xi − x0)φh2
(
yi −
p∑
j=0
βj(xi − x0)j
)
. (2.3)
For ease of computation, we use the standard normal density for φ(t) throughout this
artical. See (2.4) below. Denote the maximizer of ℓ(θ) as θˆ = (βˆ0, · · · , βˆp). Then
the estimator of the v-th derivative of m(x), m(v)(x), will be mˆv(x0) = v!βˆv, for v =
0, · · · , p. Specifically, when p = 1 and v = 0, we refer to this method as the local
linear modal regression (LLMR).
Note that Yao et al. (2012) used an objective function similar to (2.3) to provide
an adaptive robust nonparametric regression estimate. However, the model setting
and the assumptions on tuning parameters in this article are completely different
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from theirs. Although Yao et al. (2012) also named their method modal regression,
similar to the traditional robust regression, they assume that the error distribution
is symmetric about 0 in order to get a consistent estimate. Therefore, Yao et al.
(2012) still focused on mean regression, even though they motivated their estimation
procedure from a modal regression point of view. The nonparametric modal regression
we proposed in this article, however, allows the error distribution to be skewed or even
depend on x and is truly targeting the conditional mode of f(y | x). In addition,
in Yao et al. (2012), h2 is a fixed value and does not depend on n. In this article,
we assume that h2 goes to 0 in order to get the consistent modal regression estimate
under very mild assumption of the error distribution. Moreover, we show in Section
2.3 that the asymptotic results, such as convergence rates, of the proposed estimate
are completely different from Yao et al. (2012).
2.2. Computation algorithm
Note that (2.3) does not have an explicit solution. Similar to Yao et al. (2012), we
can use an EM algorithm to maximize (2.3) since it has a mixture type form. For
easy reference, we also describe the algorithm below.
Let θ(0) be the initial value. Starting with k = 0:
E-Step: Update π(j | θ(k))
π(j | θ(k)) =
Kh1(xj − x0)φh2
{
yj −
∑p
l=0 β
(k)
l (xj − x0)l
}
n∑
i=1
[
Kh1(xi − x0)φh2
{
yi −
∑p
l=0 β
(k)
l (xi − x0)l
}] , j = 1, . . . , n.
M-Step: Update θ(k+1)
θ
(k+1) = argmax
θ
n∑
j=1
[
π(j | θ(k)) logφh2
{
yj −
p∑
l=0
βl(xj − x0)l
}]
= (XTWkX)
−1XTWkY, (2.4)
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since φ(·) is the density function of a standard normal distribution. Here X =
(x∗1, . . . ,x
∗
n)
T with x∗i = {1, xi − x0, · · · , (xi − x0)p}T , Wk is an n× n diagonal
matrix with diagonal elements π(j | θ(k))s, and Y = (y1, . . . , yn)T .
Similar to the usual EM algorithm, the value the algorithm converged to might rely
on the starting values, and it is not certain that the algorithm converges to the
global optimum. Thus, initiating the algorithm from different starting values and
then choosing the best local optimal solution is vital.
2.3. Theoretical properties
We first establish the convergence rate of the LPMR estimator in the following theo-
rem, whose proof can be found in the Appendix.
Theorem 2.1. Under the regularity conditions (A1)—(A4) in the Appendix, if the
bandwidths h1 and h2 go to 0 such that nh1h
5
2 →∞ and hp+11 /h2 → 0, there exists a
consistent local maximizer θˆ of (2.3) such that
∣∣hv1 {mˆv(x0)−m(v)(x0)}∣∣ = Op {(nh1h32)−1/2 + hp+11 + h22} , v = 0, 1, . . . , p,
where mˆv(x0) = v!βˆv is the estimate of m
(v)(x0) and m
(v)(x0) is the v
th derivative of
m(x) at x0.
The proof of Theorem 2.1 is given in the Appendix. To derive the asymptotic bias
and variance of the LPMR estimator, we need the following notations. The moments
of K and K2 are denoted respectively by
µj =
∫
tjK(t)dt and νj =
∫
tjK2(t)dt.
Let S, S˜, and S∗ be (p + 1) × (p + 1) matrix with (j, l)-element µj+l−2, µj+l−1, and
νj+l−2, respectively, and cp, c˜p, and c
∗
p be p× 1 vector with j-th element µp+j, µp+j+1,
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and µj−1, respectively. Furthermore, let ev+1 = (0, . . . , 0, 1, 0, . . . , 0)
T be a p×1 vector
with 1 in the (v + 1)th position.
Theorem 2.2. Under the regularity conditions (A1)—(A4) in the Appendix, if the
bandwidths h1 and h2 go to 0 such that nh
3
1h
5
2 →∞ and hp+11 /h2 → 0, the asymptotic
variance of mˆv(x0), given in Theorem 2.1, is
Var{mˆv(x0)} = eTv+1S−1S∗S−1ev+1
v!2g(0 | x0)ν˜
f(x0)g′′(0 | x0)2nh1+2v1 h32
{1 + op(1)} ,
where ν˜ =
∫
t2φ2(t)dt. The asymptotic bias of mˆv(x0), denoted by bv(x0), for p − v
odd is given by
bv(x0) = e
T
v+1S
−1
{
hp+1−v1
v!
(p+ 1)!
m(p+1)(x0)cp − g
′′′(0 | x0)v!h22
2g′′(0 | x0)hv1
c∗p
}
{1 + o(1)} .
Furthermore, the asymptotic bias for p− v even is
bv(x0) =e
T
v+1S
−1
[
c˜p
hp+2−v1 v!
(p+ 2)!
{
m(p+2)(x0) + (p+ 2)m
(p+1)(x0)
Γ′(x0)
Γ(x0)
}
−g
′′′(0 | x0)v!h22
2g′′(0 | x0)hv1
c∗p
]
{1 + o(1)} , (2.5)
provided that m(p+2)(·) is continuous in a neighborhood of x0, where Γ(x) = g′′(0 |
x)f(x).
The proof of Theorem 2.2 is given in the Appendix. Similar to the local polynomial
regression (LPR), the second term in (2.5) often creates extra bias and depends on
the design density f(x). Thus, it is preferable to use odd values of p− v in practice.
Therefore, it is consistent with the selection order of p for the LPR (Fan and Gijbels,
1996).
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Theorem 2.3. Under the regularity conditions (A1)—(A4) in the Appendix, if the
bandwidths h1 and h2 go to 0 such that nh1h
5
2 → ∞ and hp+11 /h2 → 0, the estimate
mˆv(x0), given in Theorem 2.1, has the following asymptotic distribution
mˆv(x0)−m(v)(x0)− bv(x0)√
Var{mˆv(x0)}
D−→ N(0, 1).
The proof of Theorem 2.3 is given in the Appendix. Specially, when p = 1 and
v = 0, the asymptotic variance of mˆ(x0) is
Var{mˆ(x0)} ≈ g(0 | x0)ν˜ν0
nh1h32g
′′(0 | x0)2f(x0) {1 + op(1)} ,
and the asymptotic bias is
b(x0) ≈ 1
2
m′′(x0)µ2h
2
1 −
g′′′(0 | x0)h22
2g′′(0 | x0) .
To find the global optimal bandwidth, we proposed to minimize the asymptotic
weighted mean integrated squared error given by
∫ (
[Bias{mˆ(x0) | X}]2 +Var{mˆ(x0) | X}
)
w(x)dx =
K
nh1h32
+Mh41 +Nh
4
2 + 2Lh
2
1h
2
2,
where
K =
∫
g(0 | x)ν˜ν0
g′′(0 | x)2f(x)w(x)dx, M =
∫ [
1
2
m′′(x)µ2
]2
w(x)dx,
N =
∫ [
− g
′′′(0 | x)
2g′′(0 | x)
]2
w(x)dx, L =
∫ [
1
2
m′′(x)µ2
] [
− g
′′′(0 | x)
2g′′(0 | x)
]
w(x)dx,
and w(x) is a weight function, such as 1 or the design density f(x). Therefore, the
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asymptotic global optimal bandwidth is
hˆ1 =
[
3K
4nδ5(L+Nδ2)
]1/8
, hˆ2 = δhˆ1, (2.6)
where δ2 = (
√
L2 + 3MN + L)/N .
3. Nonparametric Varying Coefficient Modal Regression
Next, we will introduce how to apply the idea of varying-coefficient models to modal
regression. Varying coefficient models (Hastie and Tibshirani, 1993) have been suc-
cessfully applied to high-dimensional nonparametric regression, generalized linear
models, longitudinal and functional data analysis, and others. Please see, for exam-
ple, Hoover, Rice, Wu, and Yang (1998); Wu, Chiang, and Hoover (1998); Fan and
Zhang (1999, 2000); Chiang, Rice, and Wu (2001); Huang, Wu, and Zhou (2002), for
more details.
Given a random sample {(xi, ui, yi), i = 1, ..., n}, where yi is the response variable,
xi is a p−dimensional predictor (with first component equals 1), and ui is a scalar
predictor. Suppose f(y | xi, ui) is the conditional density function of y given (xi, ui).
The varying coefficient modal regression assumes
Mode(y | xi, ui) = max
y
f(y | xi, ui) =
p∑
j=1
gj(ui)xij , (3.1)
where xi = (xi1, . . . , xip)
T and {g1(u), . . . , gp(u)}T are unknown smooth functions.
Note that nonparametric modal regression (2.1) is a special case of (3.1) if we take
p = 1 and xi = 1. The proposed method can be easily extended to the case when
U is multivariate. However, the extension to the multivariate U might be practically
less useful due to the “curse of dimensionality”.
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We propose to estimate the varying coefficient modal regression by maximizing
ℓ∗(θ) =
n∑
i=1
Kh1(ui − u0)φh2
[
yi −
p∑
j=1
{bj + cj(ui − u0)} xij
]
, (3.2)
where θ = (b1, . . . , bp, h1c1, . . . , h1cp)
T . For the simplicity of explanation, here we only
consider the local linear approximation based on the arguments following Theorem
2.2.
We can use an algorithm similar to the EM algorithm proposed in Section 2.2 to
maximize (3.2). Starting with k = 0:
E-Step: Update π(j | θ(k))
π(j | θ(k)) =
Kh1(uj − u0)φh2
[
yj −
∑p
l=1
{
b
(k)
l + c
(k)
l (uj − u0)
}
xjl
]
n∑
i=1
Kh1(ui − u0)φh2
[
yi −
∑p
l=1
{
b
(k)
l + c
(k)
l (ui − u0)
}
xil
] , j = 1, . . . , n.
M-Step: Update θ(k+1)
θ
(k+1) = argmax
θ
n∑
j=1
π(j | θ(k)) logφh2
[
yj −
p∑
l=1
{
b
(k)
l + c
(k)
l (uj − u0)
}
xjl
]
,
which has explicit solution since φ(·) is the Gaussian density.
Denote by f(u) the marginal density of u, q(ǫ | x, u) the conditional density of
ǫ = y−∑pj=1 gj(u)xj given x and u, and q(v)(ǫ | x, u) the v-th derivative of q(ǫ | x, u).
Let
αj(u) = E{xXjq(2)(0 | x, u) | u}, β(u) = E{xq(3)(0 | x, u) | u}
∆(u) = E{xxT q(2)(0 | x, u) | u}, ∆˜(u) = E{xxT q(0 | x, u) | u}.
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Suppose θˆ is the maximizer of (3.2), then gˆ(u0) = (bˆ1, . . . , bˆp)
T is the estimate of
{g1(u0), . . . , gp(u0)}T , and gˆ′(u0) = (cˆ1, . . . , cˆp)T is the estimate of {g′1(u0), . . . , g′p(u0)}T .
Theorem 3.1. Under the regularity conditions (A5)—(A8) in the Appendix, if the
bandwidths h1 and h2 go to 0 such that nh
3
1h
5
2 → ∞ and h21/h2 → 0 the asymptotic
bias of gˆ(u0) is given by
Bias {gˆ(u0)} = 1
2
∆−1(u0)
{
µ2h
2
1
p∑
j=1
g′′j (u0)αj(u0)− h22β(u0)
}
{1 + op(1)} , (3.3)
and the asymptotic covariance is
Cov {gˆ(u0)} = ν˜ν0
nh1h32f(u0)
∆−1(u0)∆˜(u0)∆
−1(u0) {1 + op(1)} , (3.4)
where µj =
∫
tjK(t)dt, νj =
∫
tjK2(t)dt, and ν˜ =
∫
t2φ2(t)dt.
Theorem 3.2. Under regularity conditions (A5)—(A8) in the Appendix, if the band-
widths h1 and h2 go to 0 such that nh1h
5
2 → ∞ and h21/h2 → 0, the estimate g(u0)
has the following asymptotic distribution
[Cov{gˆ(u0)}]−1/2[gˆ(u0)− g0(u0)− Bias{gˆ(u0)}] D−→ N(0, I),
where Bias{gˆ(u0)} is defined in (3.3) and Cov{gˆ(u0)} is defined in (3.4).
The asymptotic global optimal bandwidth can be found by minimizing the asymp-
totic weighted mean integrated squared error given by
∫
E
[{gˆ(u)− g0(u)}TW{gˆ(u)− g0(u)}]w(u)du
≈
∫ [
Bias{gˆ(u)}TWBias{gˆ(u)}+ tr [Cov{gˆ(u)}W ]]w(u)du,
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where W is a weight matrix and w(u) is a weight function, such as 1 or the design
density for u. One popular choice for W is [∆−1(U)∆˜(U)∆−1(U)]−1, which is pro-
portional to the inverse of the asymptotic variance of gˆ(u). Based on the asymptotic
results of (3.3) and (3.4), the theoretical global optimal bandwidths are
hˆ1 =
[
3K˜
4nδ5(L˜+ N˜ δ˜2)
]1/8
, hˆ2 = δ˜hˆ1,
where
K˜ = pν˜ν0
∫
f(u)−1w(u)du, L˜ = −µ2
∫ p∑
j=1
αj(u)∆˜(u)
−1β(u)w(u)du
N˜ =
∫
β(u)′∆˜(u)β(u)w(u)du, δ˜2 = (
√
L˜2 + 3M˜N˜ + L˜)/N˜,
M˜ = µ22
∫
{
p∑
j=1
g′′j (u)α
′
j(u)}∆˜−1(u){
p∑
j=1
g′′j (u)α
′
j(u)}w(u)du.
We will also investigate how to practically choose the bandwidth based on the above
theoretical results in the simulation study.
4. Simulation Study and Application
In this section, we will use a Monte Carlo simulation study and a real data application
to assess the performance of the proposed nonparametric modal regression.
To use the proposed two nonparametric modal regression models, we need to
select the bandwidths first. Note that the asymptotic global optimal bandwidth for-
mula (2.6) contains the unknown quantities m′′(x) and g(ν)(0|x), ν = 0, 2, 3, the ν-th
derivative of conditional density of ǫ given x, and therefore, is not ready to use. One
possible practical way is to apply the plug-in method by replacing the unknown quan-
tities with some estimates. We propose to estimate m(x) by a polynomial function
of order three, i.e., m(x) ≈ x˜Tα, where x˜ = (1, x, x2, x3)T and α = (α0, α1, α2, α3)T .
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We can then estimate ǫi by ǫˆi = yi− x˜Ti αˆ and m′′(x) by mˆ′′(x) = 2αˆ2+6αˆ3x, where αˆ
is the modal linear regression estimator (Yao and Li, 2013). In our simulation, ǫ and
x are independent. Therefore, ǫˆi − mˆ(xi) has approximate density g(·), and g(ν)(0|x)
can be estimated by
gˆ(ν)(0|x) = 1
hν+1
n∑
i=1
K(ν)
{
ǫˆi − mˆ(xi)
h
}
, ν = 0, 2, 3.
If w(x) in (2.6) is equal to the design density f(x), then K, M , N , and L can be
estimated by their empirical version:
K =
1
n
n∑
i=1
gˆ(0 | xi)ν˜ν0
gˆ′′(0 | xi)2f(xi) ,M =
1
n
n∑
i=1
{
1
2
mˆ′′(xi)µ2
}2
,
N =
1
n
n∑
i=1
{
− gˆ
′′′(0 | xi)
2gˆ′′(0 | xi)
}2
, L =
1
n
n∑
i=1
{
1
2
mˆ′′(xi)µ2
}{
− gˆ
′′′(0 | xi)
2gˆ′′(0 | xi)
}
.
4.1. Monte Carlo simulations
Example 1: Generate i.i.d. sample {(xi, yi), i = 1, ..., n} from
Y = 2 sin(πX) + σ(X)ǫ,
withX ∼ U(0, 1), and σ(X) = 1+2X . The error is distributed as ǫ ∼ 0.5N(−1, 2.52)+
0.5N(1, 0.52), such that the mean is 0, the mode is approximately 1 and the me-
dian is around 0.67. The proposed modal regression function is Mode(Y |X) =
2 sin(πX)+1+2X , the median regression is Median(Y |X) = 2 sin(πX)+0.67+1.34X ,
and the traditional mean regression is E(Y | X) = 2 sin(πX). We consider the fol-
lowing four regression estimates: 1) local linear estimate (LL); 2) local M-estimate
(LM); 3) Local median regression estimate (LMD); 4) the proposed local linear modal
regression (LLMR). The sample sizes n = 200, 400 and 800 are conducted over 500
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repetitions.
Note that the above four regression estimates are targeting different regression
functions. That is, LL and LM are targeting the mean regression function, LMD is
targeting the median regression function, and LLMR is targeting the modal regres-
sion function. In order to compare the performance of different estimates, we will
look at their prediction performance based on the coverage probabilities when doing
prediction based on the same length of small intervals centered around each estimate.
For the error distribution assumed above, the standard deviation is close to σ = 2,
therefore, the lengths of intervals considered are 0.1σ, 0.2σ, and 0.5σ. The coverage
probabilities are approximated by doing prediction for the 1,000 equally spaced grid
points from 0.1 to 0.9, with 500 repetitions.
Table 1 contains the average and standard deviation of the estimated coverage
probabilities when doing prediction based on the same length of intervals centered
around each estimate. From Table 1 we can see that LLMR provides the highest
coverage probability among the methods considered. In addition, LMD also provides
better prediction performance than the mean regression estimates LL and LM, partly
due to the skewness of the error distribution.
Example 2: In this example, we demonstrate the performance of the proposed
nonparametric varying coefficient modal regression by the following two models:
Model 1: y = g0(u)+ g1(u)x1+ g2(u)x2+σ(u)ǫ, where g0(u) = exp(2u− 1), g1(u) =
8u(1− u), and g2(u) = 2 sin2(2πu).
Model 2: y = g0(u) + g1(u)x1 + g2(u)x2 + σ(u)ǫ, where g0(u) = sin(2πu), g1(u) =
(2u− 1)2 + 0.5, and g2(u) = exp(2u− 1)− 1.
In both models, x1 and x2 follow a standard normal distribution with corre-
lation coefficient 1/
√
2. The index variable u is uniformly distributed on [0, 1],
and is independent of (x1, x2). Similar to the previous example, we consider ǫ ∼
15
Table 1: Average (Std) of percentage of coverage with σ = 2.
Width Method n=200 n=400 n=800
0.1σ LL 0.030(0.007) 0.029(0.005) 0.028(0.004)
LM 0.047(0.011) 0.047(0.008) 0.047(0.007)
LMD 0.073(0.009) 0.075(0.007) 0.077(0.005)
LLMR 0.081(0.014) 0.086(0.011) 0.090(0.009)
0.2σ LL 0.062(0.014) 0.059(0.011) 0.057(0.008)
LM 0.095(0.021) 0.095(0.017) 0.095(0.013)
LMD 0.145(0.017) 0.149(0.012) 0.153(0.009)
LLMR 0.160(0.026) 0.169(0.021) 0.176(0.017)
0.5σ LL 0.173(0.033) 0.169(0.026) 0.166(0.020)
LM 0.248(0.044) 0.252(0.034) 0.254(0.027)
LMD 0.340(0.031) 0.350(0.020) 0.356(0.014)
LLMR 0.366(0.046) 0.382(0.036) 0.393(0.027)
0.5N(−1, 2.52) + 0.5N(1, 0.52), and σ(u) = 1 + 2u.
We conduct simulations with sample sizes n = 200, 400, and 800, respectively,
with 200 data replications. The bandwidths for LL, LM, and LMD are chosen by
cross-validation.
To compare the coverage probabilities of all methods, we take 30 equally spaced
points from 0.1 to 0.9 for x1, x2, and u, and do prediction for all of the 9,000 grid
points. Tables 2 and 3 contain the estimated coverage probabilities for Model 1 and
Model 2, respectively, based on the same length of small intervals centered around
each estimate. From Tables 2 and 3, we can see that LLMR provides higher coverage
probabilities than all the other three methods, which becomes even more obvious when
the sample size increases. In addition, LMD and LM also provide higher coverage
probabilities than LL.
4.2. Health Care Expenditure data.
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Table 2: Average (Std) of percentage of coverage of Model 1, with σ = 2.
Width Method n=200 n=400 n=800
0.1σ LL 0.031(0.008) 0.028(0.005) 0.027(0.003)
LM 0.041(0.010) 0.040(0.007) 0.036(0.005)
LMD 0.047(0.010) 0.043(0.007) 0.041(0.005)
LLMR 0.067(0.013) 0.076(0.012) 0.080(0.013)
0.2σ LL 0.062(0.015) 0.058(0.010) 0.056(0.007)
LM 0.084(0.020) 0.081(0.014) 0.075(0.010)
LMD 0.094(0.020) 0.088(0.014) 0.084(0.010)
LLMR 0.133(0.026) 0.150(0.022) 0.158(0.024)
0.5σ LL 0.171(0.037) 0.164(0.025) 0.163(0.018)
LM 0.222(0.044) 0.220(0.031) 0.208(0.024)
LMD 0.243(0.041) 0.233(0.030) 0.226(0.022)
LLMR 0.320(0.049) 0.353(0.038) 0.366(0.043)
We illustrate the proposed methodology by an analysis of the health care expenditure
data (Cohen, 2003; Natarajan et al., 2008). The data set comes from the Medical
Expenditure Panel Survey (MEPS) for the year 2002, which was conducted by the
United States National Center for Health Statistics, Centers for Disease Control and
Prevention. The survey was designed to produce national and regional estimates of
the health care use, expenditures, sources of payment and insurance coverage of the
US civilian non-institutionalized population. Medical cost data are typically highly
skewed to the right, in that a small percentage of subjects sustain extremely high
costs compared to other subjects.
We randomly select 500 patients within one “primary sampling units” (PSUs) as
our data example. The outcome of interest is “total health care expenditures in the
year 2002”. The covariates of interest are race (1 if white; 0 if otherwise), smoke (1
if a current smoker; 0 if otherwise), pov (1 if above the poverty line; 0 if at or below
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Table 3: Average (Std) of percentage of coverage of Model 2, with σ = 2.
Width Method n=200 n=400 n=800
0.1σ LL 0.033(0.008) 0.030(0.006) 0.029(0.004)
LM 0.047(0.011) 0.042(0.008) 0.040(0.006)
LMD 0.052(0.010) 0.050(0.008) 0.049(0.005)
LLMR 0.068(0.014) 0.077(0.012) 0.084(0.012)
0.2σ LL 0.066(0.017) 0.062(0.012) 0.059(0.007)
LM 0.094(0.021) 0.085(0.017) 0.082(0.011)
LMD 0.106(0.019) 0.102(0.016) 0.099(0.010)
LLMR 0.135(0.027) 0.152(0.024) 0.166(0.022)
0.5σ LL 0.184(0.039) 0.177(0.030) 0.171(0.019)
LM 0.248(0.045) 0.230(0.036) 0.225(0.025)
LMD 0.271(0.038) 0.266(0.032) 0.261(0.021)
LLMR 0.323(0.052) 0.355(0.042) 0.378(0.038)
the poverty line), insur (1 if the patient has health insurance; 0 if otherwise), phealth
(1 if good perceived health status; 0 if otherwise) and meds (1 if the patient needs
prescription medication; 0 if otherwise), and we take u=age. We fit the data by LL,
LM, LMD, and LLMR.
With 10%, 30%, 50%, and 90% as the levels of confidence, Table 4 reports the
average widths and percentage of coverage of the prediction intervals. The confidence
interval of LLMR is constructed based on the similar method suggested by Yao and
Li (2014), which could make use of the skewness of the error distribution assumed
by LLMR. The coverage probability is measured by leave-one-out cross validation.
From Table 4, we can see that the actual coverage rates are very close to the nominal
confidence levels for all methods. The average widths of LMD and LLMR are shorter
compared to LL and LM, and LLMR is superior for higher confidence levels.
To evaluate the prediction performance of the methods, we apply d-fold cross-
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validation and Monte-Carlo cross-validation (MCCV) to the data, and the median and
standard deviation of the median of squared prediction errors (MSPE) are reported
in Table 5. The medians of LLMR are much smaller than the other three methods,
indicating that LLMR provides the best point prediction followed by LMD and LM.
Table 4: Average widths (percentage of coverage) of the prediction intervals for health
care expenditure data.
Method 10% 30% 50% 90%
LL 0.095(0.098) 0.255(0.290) 0.438(0.470) 1.904(0.886)
LM 0.080(0.104) 0.215(0.272) 0.394(0.486) 1.897(0.888)
LMD 0.053(0.094) 0.163(0.252) 0.381(0.438) 1.758(0.876)
LLMR 0.057(0.096) 0.172(0.276) 0.334(0.470) 1.719(0.902)
Table 5: Median (Std) of MSPE for health care expenditure data.
Method 5-fold CV 10-fold CV MCCV d=50 MCCV d=100
LL 0.105(0.020) 0.102(0.029) 0.106(0.033) 0.108(0.023)
LM 0.079(0.018) 0.072(0.027) 0.079(0.023) 0.079(0.015)
LMD 0.042(0.010) 0.042(0.018) 0.041(0.020) 0.043(0.013)
LLMR 0.021(0.009) 0.021(0.010) 0.020(0.020) 0.025(0.016)
5. Concluding Remarks
In this article, we proposed a nonparametric modal regression and a nonparamet-
ric varying coefficient modal regression. Compared to traditional mean regression
models, the new nonparametric modal regression models are more robust and have
better prediction performance. We demonstrated such superior performance through
a simulation study and a health care expenditure data.
Choosing the bandwidths has long been a difficult problem for nonparametric
and semiparametric models. In this paper, we propose to use the plug-in method
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to choose the bandwidths based on the found asymptotic optimal bandwidths. One
might also use a sequence of bandwidths as suggested by Kemp and Santos Silva
(2012) to reveal some more interesting features of modal regression. In addition, it
is also interesting to know how to adapt the traditional cross validation technique to
choose the bandwidth for nonparametric modal regression.
The development of modal regression is still in its initial stage. We believe that
modal regression could be a good alternative to the mean regression and median
regression and there are still much work to be done in the future. Much of the devel-
opment for mean regression and median regression could have similar development
for modal regression.
Appendix
The conditions used by the theorems are listed below. They are not the weakest
possible conditions, but they are imposed to facilitate the proofs.
Technical Conditions:
(A1) The m(x) has continuous (p+ 1)th derivative at the point x0.
(A2) g′(0 | x) = 0, g′′(0 | x) < 0, g(v)(t | x) is bounded in a neighbor of x0 and has
continuous first derivative at the point x0 as a function of x, for v = 0, . . . , 4.
(A3) The f(x) is bounded and has continuous first derivative at the point x0 and
f(x0) > 0.
(A4)K(·) is a symmetric (about 0) probability density with compact support [−1, 1].
(A5) gj(x) has continuous 2
nd derivative at the point x0, j = 1, ..., p.
(A6) q′(0 | x, u) = 0, q′′(0 | x, u) < 0, q(v)(t | x, u) is bounded in a neighbor of
(x0, u0) and has continuous first derivative at the point (x0, u0) as a function of
(x, u), for v = 0, . . . , 4.
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(A7) The f(u) is bounded and has continuous first derivative at the point u0 and
f(u0) > 0.
Denote X∗i = {1, (Xi − x0)/h1, . . . , (Xi − x0)p/hp1}T , H = diag{1, h1, . . . , hp1}, θ =
(β0, β1, . . . , βp)
T , θ∗ = Hθ, R(Xi) = m(Xi)−
∑p
j=0 βj(Xi − x0)j , and Ki = Kh1(xi −
x0), where βj = m
(j)(x0)/j!, j = 0, 1, . . . , p.
Proof of Theorem 2.1. Denote αn = (nh1h
3
2)
−1/2 + hp+11 + h
2
2. It is sufficient to show
that for any given η > 0, there exists a large constant c such that
P{ sup
|µ‖=c
ℓ(θ∗ + αnµ) < ℓ(θ
∗)} ≥ 1− η, (A.1)
where ℓ(θ) is defined in (2.3).
By using Taylor expansion, it follows that
ℓ(θ∗ + αnµ)− ℓ(θ∗) =1
n
n∑
i=1
Ki
{
−φ′h2(ǫi +R(Xi))αnµTX∗i +
1
2
φ′′h2(ǫi +R(Xi))α
2
n(µ
TX∗i )
2
−1
6
φ′′′h2(zi)α
3
n(µ
TX∗i )
3)
}
,I1 + I2 + I3,
where zi is between ǫi +R(Xi) and ǫi +R(Xi) + αnµ
TX∗i . Note that
φ′h2(t) = −
t
h32
φ
(
t
h2
)
, φ′′h2(t) =
1
h32
(
t2
h22
− 1
)
φ
(
t
h2
)
, and φ′′′h2(t) =
1
h42
{
3t
h2
−
(
t
h2
)3}
φ
(
t
h2
)
.
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If an(x) = op(h2), and g
(v)(t | x) is bounded in a neighbor of x0, we have
E{φ′h2(ǫ+ an(x)) | X = x} = −h−12
∫
tφ(t)g(th− an(x)|x)dt
= −
{
g′′′(0 | x)
2
h22 + g
′′(0|x)an(x)
}
{1 + op(1)}.
If hp+11 /h2 → 0, by directly calculating the mean and variance, we obtain
E(I1) = αnµ
T
{
g′′′(0 | x0)
2
f(x0)c˘ph
2
2 − g′′(0|x0)cpf(x0)
m(p+1)(x0)
(p+ 1)!
hp+11
}
= O
{
αnc
(
h22 + h
p+1
1
)}
,
Var(I1) = n
−1α2nµ
T
{
g(0|x0)f(x0)ν0S∗h−32 h−11
}
µ
= O(α2n(nh1h
3
2)
−1c2), (A.2)
where c˘p = (µ0, µ1, . . . , µp)
T . Hence I1 = O
{
αnc
(
h22 + h
p+1
1
)}
+αncOp((nh
−1
1 h
−3
2 )
−1/2) =
Op(cα
2
n). If nh
5
2h1 →∞, similar to (A.2), we can prove
I2 =
1
n
n∑
i=1
{
1
2
Kiφ
′′
h2(ǫi +R(Xi))α
2
nµ
TX∗iX
∗
i
Tµ
}
= α2ng
′′(0|x0)f(x0)µTSµ(1 + op(1)),
I3 =
1
n
n∑
i=1
{
−1
6
Kiφ
′′′
h2
(zi)α
3
n(µ
TX∗i )
3
}
= op(α
2
n). (A.3)
Noticing that S is a positive matrix, ‖µ‖ = c, and g′′(0|x0) < 0, we can choose c
large enough such that I2 dominates both I1 and I3 with probability at least 1 − η.
Thus (A.1) holds. Therefore, with probability approaching 1 (wpa1), there exists a
local maximizer θˆ
∗
such that ||θˆ∗− θ∗|| ≤ αnc. Based on the definition of θ∗, we can
get, wpa1,
∣∣hv1 {mˆv(x0)−m(v)(x0)}∣∣ = Op {(nh1h32)−1/2 + hp+11 + h22}.
Define
Wn =
n∑
i=1
X∗iKiφ
′
h2(ǫi). (A.4)
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We have the following asymptotic representation.
Lemma A.1. Under conditions (A1)—(A4), it follows that
θˆ
∗ − θ∗ = hp+11
m(p+1)(x0)
(p+ 1)!
S−1cp(1 + op(1)) +
S−1Wn
nF (x0, h2)f(x0)
(1 + op(1)). (A.5)
Proof. Let γˆi = R(Xi)−
∑p
j=0(βˆj − βj)(Xi− x0)j = R(Xi)− (θˆ
∗− θ∗)TX∗, then
Yi −
∑p
j=0 βˆj(Xi − x0)j = ǫi + γˆi. The solution θˆ
∗
satisfies the equation
n∑
i=1
X∗i Kiφ
′
h2(ǫi + γˆi) =
n∑
i=1
X∗iKi
{
φ′h2(ǫi) + φ
′′
h2(ǫi)γˆi +
1
2
φ′′′h2(ǫ
∗)γˆ2
}
= 0, (A.6)
where ǫ∗ is between ǫi and ǫi+ γˆi. Note that the second term on the left hand side of
(A.6) is
n∑
i=1
Kiφ
′′
h2
(ǫi)R(Xi)X
∗
i −
n∑
i=1
Kiφ
′′
h2
(ǫi)X
∗
iX
∗
i
′(θˆ
∗ − θ∗) , J1 + J2. (A.7)
From the proof of (A.2), we have
J1 = nh
p+1
1 g
′′(0 | x0)f(x0)cpm
(p+1)(x0)
(p+ 1)!
+ op(nh
p+1
1 ),
and
J2 = −ng′′(0 | x0)f(x0)S(1 + op(1))(θˆ∗ − θ∗).
From Theorem 2.1, we know ||θˆ∗ − θ∗|| = Op{hp+11 + h22 + (nh1h32)−1/2}, hence
sup
i:|Xi−x0|/h≤1
|γˆi| ≤ sup
i:|Xi−x0|/h≤1
|R(Xi)|+ (θˆ∗ − θ∗)TX∗
= Op(h
p+1
1 + ||θˆ
∗ − θ∗||) = Op(||θˆ∗ − θ∗||). (A.8)
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(m(p+1)(x) is bounded) Also, we have
E
{
Ki(Xi − x0)j/hj1
}
=
∫
1
h1
K
(
x− x0
h1
)(
x− x0
h
)j
f(x)dx
= µjf(x0) + o(1).
Based on (A.3), (A.8), and ||θˆ∗ − θ∗|| = Op(αn),
1
n
{
n∑
i=1
Kiγˆ
2
i φ
′′′
h2(ǫ
∗)(Xi − x0)j/hj1
}
=
1
n
{
n∑
i=1
Kiα
2
nφ
′′′
h2(ǫ
∗)(Xi − x0)j/hj1
}
= op(||αn||).
Hence for the third term on the left-hand side of (A.6),
n∑
i=1
Kiγˆ
2
iX
∗
i φ
′′′
h2
(ǫ∗) = op(nαn) = op(J2).
Then, it follows from (A.4) and (A.6) that
θˆ
∗ − θ∗ =hp+11
m(p+1)(x0)
(p+ 1)!
S−1cp(1 + op(1)) +
S−1Wn
ng′′(0 | x0)f(x0)(1 + op(1)).
Proof of Theorem 2.2. Based on (A.4) and the condition (A6), we can easily get
E
(
1
n
Wn
)
= E
{
X∗iKiφ
′
h2
(ǫi)
}
= −g
′′′(0 | x0)
2
f(x0)c
∗
ph
2
2 + op(h
2
2).
Similar to the proof of (A.2), we have
E
{
K2i φ
′
h2(ǫi)
2(Xi − x0)j/hj1
}
= (h1h
3
2)
−1νj ν˜g(0 | x0)f(x0){1 + o(1)}.
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where ν˜ =
∫
φ2(t)t2dt. So
Cov(Wn/n) = (nh1h
3
2)
−1ν˜g(0 | x0)f(x0)S∗(1 + o(1)). (A.9)
Based on the result (A.5), the asymptotic bias bv(x0) and variance of mˆv(x0) are
naturally given by
bv(x0) = e
T
v+1S
−1
{
hp+1−v1
v!
(p+ 1)!
m(p+1)(x0)cp − g
′′′(0 | x0)v!h22
2g′′(0 | x0)hv1
c∗p
}
(1 + o(1))
and
Var{mˆv(x0)} = v!
2g(0 | x0)ν˜
nh32h
1+2v
1 f(x0)g
′′(0 | x0)2
eTv+1S
−1S∗S−1ev+1(1 + o(1)).
Noting that µj = 0 for odd j, by some simple calculation, we can know the
(v + 1)th element of S−1cp is zero for p− v even. So we need higher order expansion
of asymptotic bias for p− v even. Following the similar arguments of Theorem 2.1, if
nh31h
5
2 →∞ (make the root of variance order less than bias order), we can prove
J1 = nh
p+1
1
[
Γ(x0)cp
m(p+1)(x0)
(p+ 1)!
+ h1c˜p
{
Γ′(x0)
m(p+1)(x0)
(p+ 1)!
+ Γ(x0)
m(p+2)(x0)
(p+ 2)!
}]
{1 + op(1)},
J2 = −n
{
Γ(x0)S + h1S˜Γ
′(x0)
}
{1 + op(1)}(θˆ∗ − θ∗),
where J1 and J2 are defined in (A.7) and Γ(x) = g
′′(0 | x)f(x).
Then, it follows from (A.6) that
θˆ − θ = hp+11
{
m(p+1)(x0)
(p+ 1)!
S−1cp + h1b
∗(x0)
}
(1 + op(1)) +
S−1Wn
nΓ(x0)
(1 + op(1)),
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where
b∗(x0) =Γ
−1(x0)S
−1c˜p
{
Γ′(x0)
m(p+1)(x0)
(p+ 1)!
+ Γ(x0)
m(p+2)(x0)
(p+ 2)!
}
− Γ−1(x0)Γ′(x0)m
(p+1)(x0)
(p+ 1)!
S−1S˜S−1cp .
For p− v even, since the (v +1)th element of S−1cp and S−1S˜S−1cp are zeros, the
asymptotic bias bv(x0) of mˆv(x0) are naturally given by
bv(x0) =e
T
v+1S
−1
[
c˜p
hp+2−v1 v!
(p+ 2)!
{
m(p+2)(x0) + (p+ 2)m
(p+1)(x0)
Γ′(x0)
Γ(x0)
}
−g
′′′(0 | x0)v!h22
2g′′(0 | x0)hv1
c∗p
]
{1 + o(1)} .
Proof of Theorem 2.3.
It is sufficient to show that
W ∗n ≡
√
h1h32/nWn
D−→ N(0, D), (A.10)
where D = ν˜g(0 | x0)f(x0)S∗, because using Slutsky’s theorem , it follows from (A.5),
(A.10), and Theorem 2.2 that
mˆv(x0)−m(v)(x0)− bv(x0)√
Var{mˆv(x0)}
D−→ N(0, 1).
Next we show (A.10). For any unit vector d ∈ Rp+1, we prove
{dTCov(W ∗n)d}−
1
2{dTW ∗n − dTE(W ∗n)} D−→ N(0, 1).
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Let
ξi =
√
h1h32/nKiφ
′
h2
(ǫi)d
TX∗i .
Then dTW ∗n =
∑n
i=1 ξi. We check the Lyapunov’s condition. Based on (A.9), we
can get Cov(W ∗n) = ν˜g(0 | x0)f(x0)S∗(1 + o(1)) and Var(dTW ∗nd) = dTCov(W ∗n)d =
ν˜g(0 | x0)f(x0)dTS∗d(1+ o(1)). So we only need to prove nE|ξ1|3 → 0. Noticing that
(d′Xi)
2 ≤ ||d||2||Xi||2, φ′(·) is bounded, and K(·) has compact support,
nE|ξ|3 ≤ O(nn−3/2h3/21 h9/22 )
p∑
j=0
E
∣∣∣∣∣K31φ′h2(ǫ1)3
(
X1 − x0
h1
)3j∣∣∣∣∣→ 0.
So the asymptotic normality for W ∗n holds with covariance matrix ν˜g(0 | x0)f(x0)S∗.
Proof of Theorem 3.1. The proof is similar to Theorem 2.2 and Theorem 2.3. Here,
we provide a sketch of the proof. Let θ0 be the true value of θ. Note that when ui is
close to u0, we have
yi − x˜Ti θ0 = ǫi +m(xi, ui)−
p∑
j=1
{gj(u0) + g′j(u0)(ui − u0)}xij
, ǫi +R(xi, ui) = ǫi +
1
2
p∑
j=1
g′′j (u0)(ui − u0)2xij(1 + op(1)).
For simplicity of notations, we denote R(xi, ui) by Ri, and q(ǫ | xi, ui) by qi(ǫ). Then
the objective function is
ℓ(θ0) =
1
n
n∑
i=1
Kh1(ui − u0)φh2(yi − x˜Ti θ0) =
1
n
n∑
i=1
Kh1(ui − u0)φh2(ǫi +Ri).
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Note that
E
[
φ′′h2(ǫi +Ri) | xi, ui
]
= q′′i (0)(1 + op(1)),
E
[
φ′h2(ǫi +Ri) | xi, ui
]
= − [q′′′i (0)h22/2− q′′i (0)Ri] (1 + op(1)),
and
ℓ′(θ0) =
1
n
n∑
i=1
Kh1(ui − u0)φ′h2(ei +Ri)x˜i.
Let αj(ui) = E{xixijq′′i (0) | ui} and β(ui) = E{xiq′′′i (0) | ui}, then we have
E{ℓ′(θ0)} =
{
−h
2
2
2
f(u0)
(
1
µ1
)
⊗ β(u0) + h
2
1
2
p∑
j=1
g′′j (u0)f(u0)
(
µ2
µ3
)
⊗ αj(u0)
}
(1 + op(1)).
Note that
ℓ′′(θ0) =
1
n
n∑
i=1
Kh1(ui − u0)φ′′h2(ei +Ri)x˜ix˜Ti ,
then we have
E{ℓ′′(θ0)} = f(u0)
(
1 µ1
µ1 µ2
)⊗∆(u0)(1 + op(1)).
In addition, since
E{φ′h2(ǫi +Ri)2 | ui,xi} = h−32
∫
t2φ2(t)qi(th−Ri)dt = h−32 qi(0)ν˜(1 + op(1)),
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then,
Var{ℓ′(θ0)} = ν˜
nh32
E[K2h1(ui − u0)qi(0)x˜ix˜Ti ](1 + op(1))
=
ν˜
nh32h1
f(u0)
(
ν0 ν1
ν1 ν2
)⊗ ∆˜(u0)(1 + op(1)). (A.11)
Therefore,
Bias
{(
gˆ(u0)
gˆ′(u0)
)}
=
1
2
∆−1(u0)⊗
(
µ2h
2
1
∑p
j=1 g
′′
j (u0)αj(u0)− h22β(u0)
µ3h
2
1
∑p
j=1 g
′′
j (u0)αj(u0)− µ1h22β(u0)
)
{1+ op(1)},
and
Cov
{(
gˆ(u0)
gˆ′(u0)
)}
=
ν˜
nh1h32f(u0)
( ν0 ν1µ2
ν1
µ2
ν2
µ2
2
)⊗∆−1(u0)∆˜(u0)∆−1(u0)(1 + op(1)).
Specifically,
Bias {gˆ(u0)} = 1
2
∆−1(u0)
{
µ2h
2
1
p∑
j=1
g′′j (u0)αj(u0)− h22β(u0)
}
{1 + op(1)} ,
and the asymptotic variance is
Cov {gˆ(u0)} = ν˜ν0
nh1h32f(u0)
∆−1(u0)∆˜(u0)∆
−1(u0) {1 + op(1)} .
Proof of Theorem 3.2. It is sufficient to show that
Tn =
√
nh1h
3
2ℓ
′(θ0)
D−→ N(0, T ) (A.12)
where T = ν˜f(u0)
(
ν0 ν1
ν1 ν2
) ⊗ ∆˜(u0), then by Slutsky’s theorem and Theorem 3.1, we
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can obtain
[Cov{gˆ(u0)}]−1/2[gˆ(u0)− g0(u0)− bias{gˆ(u0)}] D−→ N(0, I).
To show (A.12), we prove that for any unit vector d ∈ Rp+1,
{dTCov(Tn)d}− 12{dTTn − dTE(Tn)} D−→ N(0, 1).
By (A.11), Cov(Tn) = ν˜f(u0)
(
ν0 ν1
ν1 ν2
) ⊗ ∆˜(u0)(1 + op(1)), and Var(dTTnd) =
dTCov(Tn)d = ν˜f(u0)d
T
(
ν0 ν1
ν1 ν2
) ⊗ ∆˜(u0)d(1 + op(1)). Let ξi = √nh1h32Kh1(ui −
u0)φ
′
h2
(yi − x˜Ti θ0)dT x˜i. Similar to the proof of Theorem 2.3, we can show that
E|ξ|3 → 0, and so the asymptotic normality for Tn holds with covariance matrix
T .
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