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Abstract
In this dissertation we study multigrid methods for linear-quadratic elliptic dis-
tributed optimal control problems.
For optimal control problems constrained by general second order elliptic partial
differential equations, we design and analyze a P1 finite element method based on
a saddle point formulation. We construct a W -cycle algorithm for the discrete
problem and show that it is uniformly convergent in the energy norm for convex
domains. Moreover, the contraction number decays at the optimal rate of m−1,
where m is the number of smoothing steps. We also prove that the convergence is
robust with respect to a regularization parameter. The robust convergence of V -
cycle and W -cycle algorithms on general domains are demonstrated by numerical
results.
For optimal control problems constrained by symmetric second order elliptic
partial differential equations together with pointwise constraints on the state vari-
able, we design and analyze symmetric positive definite P1 finite element methods
based on a reformulation of the optimal control problem as a fourth order varia-
tional inequality. We develop a multigrid algorithm for the reduced systems that
appear in a primal-dual active set method for the discrete variational inequalities.
The performance of the algorithm is demonstrated by numerical results.
v
Chapter 1
Introduction
1.1 Elliptic Optimal Control Problems
Optimal control of systems governed by partial differential equations (PDEs) are
optimization problems that are subject to constraints by partial differential equa-
tions. The essential features of an optimal control problem include a cost func-
tional, a partial differential equation constraint, a state y, a control function u and
other constraints. The problem is to minimize the cost functional under all the
constraints. In many cases, optimal control of partial differential equations has to
be considered. For example, heat conduction, diffusion, fluid flows and many other
physical phenomena can be modeled by partial differential equations. We refer to
[74, 97] for more details about such optimal control problems. In this dissertation,
we focus on optimal control problems with quadratic cost functional while the
state is governed by a linear elliptic partial differential equation. Such a problem
is called a linear-quadratic elliptic control problem.
To start with, we consider a region Ω ⊂ R2 or R3 to be heated or cooled.
We are given a desired state yd which can be treated as the desired temperature
distribution in Ω. The control u is a heat source that we want to choose such
that the state y is the best possible approximation to yd. Here we assume the
temperature vanishes at the boundary. Figure 1.1 is an illustration of this process
in R2. This problem can be modeled by the following optimal control problem,
min
(y,u)
[
1
2‖y − yd‖
2
L2(Ω) +
β
2 ‖u‖
2
L2(Ω)
]
, (1.1.1)
1
subject to
−∆y = u in Ω,
y = 0 on ∂Ω. (1.1.2)
This is a typical example of a linear-quadratic elliptic control problem with dis-
tributed control. The constant β > 0 can be viewed as a measure of how much
energy is needed to implement the control u. Mathematically, the number β can
also be viewed as a regularization parameter. It is also natural to consider point-
wise control and state constraints, since the available energy for heating or cooling
is limited and the temperature should not exceed a certain range.
Ω
u
Figure 1.1. Distributed Control.
In this dissertation, we focus on the following general elliptic optimal control
problem with pointwise state constraints. Let Ω be a bounded polygonal/polyhedral
domain in Rn (n = 2, 3), yd ∈ L2(Ω) and β be a positive constant, find
(ȳ, ū) = argmin
(y,u)∈K
[
1
2‖y − yd‖
2
L2(Ω) +
β
2 ‖u‖
2
L2(Ω)
]
, (1.1.3)
where (y, u) belongs to K ⊂ H10 (Ω)× L2(Ω) if and only if
a(y, v) = (u, v)L2(Ω) ∀v ∈ H10 (Ω) (1.1.4)
and
y ≤ ψ a.e. in Ω. (1.1.5)
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Here ψ belongs to W 2,∞(Ω) ∩H3(Ω) and ψ > 0 on ∂Ω. The bilinear form a(·, ·) is
defined by
a(y, v) =
∫
Ω
∇y · ∇v dx+
∫
Ω
[(ζ · ∇y)v − (ζ · ∇v)y] dx+
∫
Ω
γyv dx, (1.1.6)
where the vector field ζ ∈ [W 1,∞(Ω)]n and the function γ ∈ L∞(Ω) is nonnegative.
If ζ 6= 0 then the constraint (1.1.4) is the weak form of a general second order
PDE with an advective/convective term.
1.2 Literature Review
In the absence of pointwise state constraints (1.1.5), the optimal control problem
(1.1.3)-(1.1.4) can be characterized by the following first order optimality system
(cf. [97, 74, 62]),
a(q, p̄) = (ȳ − yd, q)L2(Ω) ∀q ∈ H10 (Ω), (1.2.1a)
p̄+ βū = 0, (1.2.1b)
a(ȳ, z) = (ū, z)L2(Ω) ∀z ∈ H10 (Ω). (1.2.1c)
Multigrid methods for the system (1.2.1) were well-studied and can be categorized
into at least two main approaches. First, notice that (1.2.1b) is simple thus we can
replace the control ū in (1.2.1c) by − 1
β
p̄, the resulting saddle point problem is
a(q, p̄)− (q, ȳ)L2(Ω) = −(q, yd)L2(Ω) ∀q ∈ H10 (Ω), (1.2.2a)
−(p̄, z)L2(Ω) − βa(ȳ, z) = 0 ∀z ∈ H10 (Ω). (1.2.2b)
Multigrid methods that are directly applied to (1.2.1) or (1.2.2) belong to the
class of all-at-once methods where all the unknowns are solved simultaneously.
This approach can be found in [17, 91, 96, 2, 95, 18, 94] and the references therein.
Meanwhile, multigrid methods for general saddle point problems have been inves-
tigated in [28, 31, 29, 24, 92, 108, 99, 100]. However, the multigrid convergence
3
results in [17, 91, 96, 2, 95, 18, 94] are not established in the energy norm. This
issue was addressed in [29, 28, 31] for general saddle point problems. Also, the
analyses of the multigrid convergence results in [17, 91, 96, 2, 95, 18, 94] often
require Ω to be convex. A recent result on arbitrary domains is established in [96]
when ζ = 0. The other important feature of the multigrid methods for optimal
control problems is the robustness with respect to the regularization parameter
β. When β is small, the performance of multigrid methods often deteriorates. In
the case when ζ = 0, multigrid methods that are robust with respect to β can be
found in [91, 96]. However, the contraction numbers decay at the rate O(m− 12 ) in
[91, 96] where m is the number of pre-smoothing steps and their results cannot
be directly extended to the case when ζ 6= 0. Second, we can eliminate one more
unknown in (1.2.2) resulting in a single equation which involves the control ū or
the state ȳ. This can be done for a large class of optimal control problems (cf.
[74]). Multigrid methods that are applied to this single equation belong to the
other approach [13, 14, 85, 93, 56]. The advantage of this approach is that we can
exploit the well-known multigrid theory for elliptic PDEs and use this as building
blocks for the outer iterative methods.
On the other hand, if (1.1.5) is present, the elliptic optimal control problem
(1.1.3)-(1.1.5) is equivalent to a fourth order variational inequality. Multigrid meth-
ods for variational inequalities can be found in [70, 71, 65, 60, 6, 53]. We refer to
[47, 17, 16] and the references therein for multigrid methods designed for con-
strained optimal control problems. In most cases (cf. [34, 47, 11]), an outer op-
timization method is needed to handle the constraints while a reduced system
needs to be solved during each outer iteration. Several optimization methods were
proven to be efficient for solving constrained optimal control problems, for exam-
ple, primal-dual active set (PDAS) algorithms [63, 10] and interior-point methods
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[79, 104]. The challenge of this approach is that the reduced system becomes harder
to solve when the mesh size h of the discretization decreases, especially when a
three dimensional problem is considered. In this situation, fast solvers were studied
to remedy this issue, for example, multigrid methods were developed for general
second order elliptic problems in [72, 69]. However, the reduced system we consider
here is fourth-order and hence more difficult to analyze. The other issue to address
is that the pointwise state constraint (1.1.5) imposes difficulties for constructing
and analyzing numerical methods. Specifically, the Lagrange multiplier associated
to (1.1.3) is only a measure in general (cf. [41, 33]). This low regularity of the
Lagrange multiplier causes the difficulties. Recent results on the finite element
methods of elliptic optimal control problems with pointwise state constraints can
be found in [33, 42, 45, 34] and the references therein. In general, multigrid meth-
ods for state constrained optimal control problems are difficult to analyze hence
not much work has been done.
1.3 Outline of the Dissertation
The main goal of this dissertation is to construct and analyze multigrid methods
for (1.1.3)-(1.1.5).
In Chapter 2 we review some fundamentals that are needed in this disserta-
tion. We briefly review the concept of Sobolev spaces, the theory of saddle point
problems and the elliptic regularity for second order and fourth order PDEs. We
also review the existence and uniqueness of solution for elliptic optimal control
problems (1.1.3)-(1.1.5) and derive the first order optimality condition. Iterative
methods including the Richardson iteration, the Gauss-Seidel iteration, the mini-
mal residual (MINRES) algorithm and the generalized minimal residual (GMRES)
algorithm are described. These are useful in the construction of the smoothing steps
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of multigrid methods. We then briefly review the P1 finite element methods. Lastly
we review the structure and ingredients of basic multigrid algorithms.
In Chapter 3 we introduce P1 finite element methods for (1.1.3)-(1.1.5). Two ap-
proaches are considered, namely, the saddle point problem (SPP) approach and the
symmetric positive definite (SPD) approach. For SPD approach, a mass lumping
mesh-dependent inner product is introduced to enable efficient implementation of
multigrid solvers. We prove the convergence in energy norm for both approaches.
For the SPP approach, we track the regularization parameter β in the error anal-
ysis. This is essential for the convergence analysis of the W -cycle algorithm in
Chapter 4. Numerical results are presented to support the theoretical results.
In Chapter 4 we propose an all-at-once multigrid method for (1.1.3)-(1.1.4) based
on the P1 finite element methods that are introduced in Chapter 3. We prove that
the W -cycle algorithms are uniformly convergent and robust with respect to β on
convex domains while the contraction numbers decay at the rate O(m−1), where m
is the number of pre-smoothing steps and post-smoothing steps. This result is es-
tablished in the energy norm. Numerical results are presented to illustrate the per-
formance of W -cycle and V -cycle algorithms. We also compare the performance of
our methods to preconditioned GMRES. As far as we know, this multigrid method
is the first one that are provably robust with respect to the regularization param-
eter β when the elliptic PDE constraint (1.1.4) involves an advective/convective
term. The materials in this chapter come from [30].
In Chapter 5 we propose a PDAS algorithm with multigrid solver for (1.1.3)-
(1.1.5) when ζ = 0 and γ = 0. We briefly review the PDAS algorithm for the
discretized problem. Then we construct a W -cycle multigrid algorithm to solve
the reduced system that appears during each outer PDAS iteration. This multi-
grid solver is efficient since we utilize a mass-lumping technique. We observe the
6
convergence of our W -cycle multigrid algorithm numerically on arbitrary domains.
We also compare the performance of our methods to preconditioned MINRES.
Numerical results are shown for various examples.
7
Chapter 2
Preliminaries
2.1 Sobolev Spaces
In this section we briefly review the concept of Sobolev spaces. We refer to [32, 1,
55, 103] for more details.
Let f be a Lebesgue measurable real-valued function on a given domain Ω ∈ Rd,
where d is a positive integer. We assume Ω is a Lebesgue measurable subset of Rd
with non-empty interior. We denote the Lebesgue integral of f on Ω by
∫
Ω
f(x) dx.
For 1 ≤ p <∞, let
‖f‖Lp(Ω) =
(∫
Ω
|f(x)|p dx
) 1
p
,
and for p =∞,
‖f‖L∞(Ω) = ess sup{|f(x)| : x ∈ Ω}.
We define the Lebesgue spaces for 1 ≤ p ≤ ∞,
Lp = {f : ‖f‖Lp(Ω) <∞}. (2.1.1)
We identify two functions f and g in Lp(Ω) if they differ only on a set of measure
zero, namely ‖f − g‖Lp(Ω) = 0. For 1 ≤ p ≤ ∞, Lp(Ω) is a Banach space.
Let α = (α1, α2, · · · , αn) be a multi-index, where αi is a non-negative integer,
i = 1, 2, · · · , n. We denote the length of α as
|α| =
n∑
i=1
αi.
For φ(x) ∈ C∞(Ω), we denote the usual partial derivative as
Dαφ(x) = ∂
|α|
∂xα11 · · · ∂xαnn
φ(x) = ∂
α1
∂xα11
· · · ∂
αn
∂xαnn
φ(x).
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Definition 2.1. We define the set of locally integrable functions as
L1loc(Ω) = {f : f ∈ L1(K) ∀ compact K ⊂ interior Ω}. (2.1.2)
Definition 2.2. We say that f ∈ L1loc(Ω) has a weak derivative Dαwf if there exists
a function g ∈ L1loc(Ω) such that∫
Ω
g(x)φ(x) dx = (−1)|α|
∫
Ω
f(x)Dαφ(x) dx ∀φ ∈ C∞0 (Ω). (2.1.3)
Here C∞0 (Ω) denotes the space of infinitely differentiable functions with compact
support in Ω. We denote Dαwf = g.
For ψ ∈ C |α|(Ω), Dαwψ exists and coincides with Dαψ. Therefore we ignore the
differences between Dαwψ and Dαψ from now on.
Definition 2.3. Let k be a non-negative integer, suppose f ∈ L1loc(Ω) and the weak
derivative Dαf exists for all |α| ≤ k. Define the Sobolev norm
‖f‖Wkp (Ω) := (
∑
|α|≤k
‖Dαf‖pLp(Ω))
1
p (2.1.4)
if 1 ≤ p <∞, and in the case p =∞,
‖f‖Wk∞(Ω) := max|α|≤k ‖D
αf‖L∞(Ω). (2.1.5)
We then define the Sobolev spaces as
W kp (Ω) = {f ∈ L1loc(Ω) : ‖f‖Wkp (Ω) <∞}, 1 ≤ p ≤ ∞. (2.1.6)
Definition 2.4. Let k be a non-negative integer, suppose f ∈ W kp (Ω), we define
the Sobolev semi-norm as
|f |Wkp (Ω) := (
∑
|α|=k
‖Dαf‖pLp(Ω))
1
p (2.1.7)
if 1 ≤ p <∞, and in the case p =∞,
|f |Wk∞(Ω) := max|α|=k ‖D
αf‖L∞(Ω). (2.1.8)
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Theorem 2.5. The Sobolev space W kp (Ω) is a Banach space.
One can easily see W 0p (Ω) = Lp(Ω). We denote W k2 (Ω) by Hk(Ω) and denote its
norm and semi-norm by ‖ · ‖Hk(Ω) and | · |Hk(Ω). One can show that (cf. [32, 1])
Hk(Ω) is a Hilbert space under the following inner-product,
(v, w)Hk(Ω) =
∑
|α|≤k
∫
Ω
Dαv Dαw dx.
Definition 2.6. Let k be a non-negative integer. We define Hk0 (Ω) to be the closure
of C∞0 (Ω) under the norm ‖ · ‖Hk(Ω).
Definition 2.7. Let k be a non-negative integer. We define H−k(Ω) as the dual
space of Hk0 (Ω). The norm in H−k(Ω) is defined as
‖u‖H−k(Ω) = sup
v∈Hk0 (Ω),v 6=0
〈u, v〉
‖v‖Hk(Ω)
, (2.1.9)
where 〈·, ·〉 is the usual paring between Hk0 (Ω) and its dual space.
Definition 2.8. Let Ω be an open set in Rd. For a real number l = k+ λ where k
is a nonnegative integer and λ ∈ (0, 1). We define
W l2(Ω) = {f ∈ L2(Ω) : Dsf ∈ L2(Ω) for |s| ≤ k and Iλ(Dsf) <∞}, (2.1.10)
where
Iλ(Dsf) =
∫
Ω
∫
Ω
|Dsf(x)−Dsf(y)|
|x− y|d+2λ
dxdy. (2.1.11)
Remark 2.9. W l2(Ω) is a Hilbert space with respect to the inner product
(v, w)W l2(Ω) =
∑
|s|≤k
∫
Ω
DsvDsw dx
+
∑
|s|≤k
∫
Ω
∫
Ω
(Dsv(x)−Dsv(y))(Dsw(x)−Dsw(y))
|x− y|d+2λ
dxdy.
We denote the Hilbert space W l2(Ω) as H l(Ω) (cf. [103, Theorem 5.3]).
We need the following density theorems (cf. [81, 1]) and embedding theorems to
analyze the convergence of finite element methods in Chapter 3.
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Theorem 2.10. Let Ω be any open set. Then C∞(Ω)∩W kp (Ω) is dense in W kp (Ω)
for 1 ≤ p <∞.
Theorem 2.11. Let Ω be any Lipschitz open set. Then C∞(Ω̄) is dense in W kp (Ω)
for 1 ≤ p <∞.
Theorem 2.12 (Sobolev Embedding [1, Theorem 4.12]). Assume that Ω is a
(bounded or unbounded) open set of Rd with a Lipschitz continuous boundary and
1 ≤ p <∞. Then the following continuous embeddings hold:
• If 0 ≤ kp < d, then W kp (Ω) ⊂ Lp
?(Ω) for p? = dp/(d− kp);
• If kp = d, then W kp (Ω) ⊂ Lq(Ω) for p ≤ q <∞;
• If kp > d, then W kp (Ω) ⊂ C(Ω̄).
Notice that it is meaningless to write v|∂Ω for v ∈ Hk(Ω) since we cannot define
functions in Hk(Ω) on a subset of measure zero. In order to remedy this issue, we
introduce the concept of trace.
Theorem 2.13 (Trace Theorem [84, Theorem 1.3.1]). Let Ω be a bounded open
set of Rd with smooth boundary ∂Ω and let k > 12 .
• There exists a unique linear continuous map γ0 : Hk(Ω)→ Hk−
1
2 (∂Ω) such
that γ0v = v|∂Ω for each v ∈ Hk(Ω) ∩ C(Ω̄).
• There exists a linear continuous map R0 : Hk−
1
2 (∂Ω) → Hk(Ω) such that
γ0R0ψ = ψ for each ψ ∈ Hk−
1
2 (∂Ω).
Remark 2.14. In particular, the following inequality holds,
‖v‖L2(∂Ω) ≤ C‖v‖H1(Ω), (2.1.12)
11
where C > 0 is a constant and v on the left-hand side is understood in the sense
of γ0v. Note that this estimate is also valid for a bounded polygonal open subset Ω
of Rd. Moreover, we can characterize the space H10 (Ω) by using the trace operator,
H10 (Ω) = {v ∈ H1(Ω) : γ0v = 0 on L2(∂Ω)}.
For a subtle description of trace on polygonal domains, we refer to [1, 55].
Theorem 2.15 (Poincaré Inequality [32, Theorem 5.3.5]). Let Ω be a bounded
connected open set of Rd. Then there exists a constant CΩ > 0 such that
‖v‖L2(Ω) ≤ CΩ|v|H1(Ω) (2.1.13)
for each v ∈ H10 (Ω).
Theorem 2.16 (Riesz Representation Theorem [32, Theorem 2.4.2]). Any contin-
uous linear functional L on a Hilbert space (H, (·, ·)) can be represented uniquely
as
L(v) = (u, v) (2.1.14)
for some u ∈ H. Furthermore, we have
‖L‖H′ = ‖u‖H . (2.1.15)
For more general discussion on Riesz Representation Theorem, we refer to [86,
Section 13, Theorem 25] and [87, Theorem 2.14]. Riesz Representation Theorem is
often used to prove the existence and uniqueness of solutions for symmetric vari-
ational problems. For nonsymmetric variational problems, we need the following
theorem.
Theorem 2.17 (Lax-Milgram [84, Theorem 5.1.1]). Given a Hilbert space (V, (·, ·)),
a continuous, coercive bilinear form a(·, ·) and a continuous linear functional F ∈
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V ′, there exists a unique u ∈ V such that
a(u, v) = 〈F, v〉 ∀v ∈ V. (2.1.16)
Moreover we have
‖u‖V ≤
1
α
‖F‖V ′ , (2.1.17)
where α is the coercivity constant and V ′ is the dual space of V .
Remark 2.18. A bilinear form a(·, ·) on a linear space V is a mapping a : V ×V →
R such that each of the maps v → a(v, w) and w → a(v, w) is a linear form on V.
A bilinear form a(·, ·) on a normed linear space H is said to be bounded (or
continuous) if ∃ C <∞ such that
|a(v, w)| ≤ C‖v‖H‖w‖H ∀v, w ∈ H,
and coercive on V ⊂ H if ∃ α > 0 such that
a(v, v) ≥ α‖v‖2H ∀v ∈ V.
2.2 Saddle Point Problems
In this section we briefly discuss the saddle point problems. Saddle point problems
arise in many areas including optimal control, constrained optimization, fluid dy-
namics etc. We refer to [8, 15] for a thorough discussion of saddle point problems
and their numerical approximation.
We start with a simple example in algebraic setting (cf. [8]). Consider the fol-
lowing linear system [
A BT
B O
] [
x
y
]
=
[
f
g
]
, (2.2.1)
where A ∈ Rn×n, B ∈ Rm×n, O is zero matrix and A is symmetric positive semidef-
inite. This form of linear system arises as the first-order optimality condition of
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the constrained optimization problem,
min 12x
TAx− fTx (2.2.2)
s.t. Bx = g. (2.2.3)
Here y in (2.2.1) represents the vector of Lagrange multipliers. Any solution (x∗, y∗)
of (2.2.1) is a saddle point of the Lagrangian
L(x, y) = 12x
TAx− fTx+ (Bx− g)Ty. (2.2.4)
Therefore we call (2.2.1) a “saddle point problem”. Note that a saddle point is a
point (x∗, y∗) that satisfies
L(x∗, y) ≤ L(x∗, y∗) ≤ L(x, y∗) ∀x ∈ Rn, y ∈ Rm. (2.2.5)
A more general saddle point problem is of the form
[
A BT
B −C
] [
x
y
]
=
[
f
g
]
, (2.2.6)
where C is also symmetric positive semidefinite. This system often arises in stabi-
lized finite element methods and PDE-constrained optimization problems.
On the other hand, consider the following mixed variational problem,
a(u, v) + b(v, p) = 〈f, v〉, ∀v ∈ V, (2.2.7a)
b(u, q) = 〈g, q〉, ∀q ∈ Q, (2.2.7b)
where a(·, ·) : V ×V → R and b(·, ·) : V ×Q→ R are continuous bilinear form (cf.
Remark 2.18)
a(u, v) ≤ C1‖u‖V ‖v‖V , ∀u, v ∈ V,
b(v, q) ≤ C2‖v‖V ‖q‖Q, ∀v ∈ V, q ∈ Q,
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f ∈ V ′ and q ∈ Q′. The system (2.2.7) is a general variational problem that arises
in many areas, for instance, fluid dynamics. After we discretize (2.2.7) by certain
numerical methods, the discretized system is of the form (2.2.1). Hence we also call
(2.2.7) a “saddle point problem”. Previous work on the existence and uniqueness
of the solution of (2.2.7) dates back to 1970s. Brezzi proved the following theorem.
Theorem 2.19 (Brezzi [37]). The variational problem (2.2.7) is well-posed if and
only if the following conditions hold
inf
u∈V0
sup
v∈V0
a(u, v)
‖u‖V ‖v‖V
= inf
v∈V0
sup
u∈V0
a(u, v)
‖u‖V ‖v‖V
≡ α > 0, (2.2.8a)
where V0 = {v ∈ V : b(v, q) = 0 ∀q ∈ Q}, and
inf
q∈Q
sup
v∈V
b(v, q)
‖v‖V ‖q‖Q
≡ β > 0. (2.2.8b)
Conditions (2.2.8) are called Babuška-Brezzi conditions or BB conditions in
short. Other names, for example, Ladyzhenskaya-Babuška-Brezzi conditions or
LBB conditions and inf-sup conditions can be found in the literature.
Alternatively, Babuška proposed the following framework. Let (U, (·, ·)U) and
(V, (·, ·)V ) be two Hilbert spaces. Let B : U × V → R be a continuous bilinear
form. Consider the following variational problem: Find u ∈ U such that
B(u, v) = 〈f, v〉, ∀v ∈ V, (2.2.9)
where f ∈ V ′.
Theorem 2.20 (Babuška [4, 5]). The problem (2.2.9) is well-posed if and only if
the following BB conditions hold:
inf
u∈U
sup
v∈V
B(u, v)
‖u‖U‖v‖V
> 0, inf
v∈V
sup
u∈U
B(u, v)
‖u‖U‖v‖V
> 0, (2.2.10)
furthermore if (2.2.10) hold, then
inf
u∈U
sup
v∈V
B(u, v)
‖u‖U‖v‖V
= inf
v∈V
sup
u∈U
B(u, v)
‖u‖U‖v‖V
≡ α > 0. (2.2.11)
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We connect Babuška theory with Brezzi theory by the following argument (cf.
[106]). Setting B((u, p), (v, q)) = a(u, v) + b(v, p) + b(u, q) then (2.2.7) is equivalent
to
B((u, p), (v, q)) = 〈f, v〉+ 〈g, q〉, ∀(v, q) ∈ V ×Q. (2.2.12)
Hence, by Babuška theory, (2.2.7) is well-posed if and only if
inf
(u,p)∈V×Q
sup
(v,q)∈V×Q
B((u, p), (v, q))
‖(u, p)‖V×Q‖(v, q)‖V×Q
=
inf
(v,q)∈V×Q
sup
(u,p)∈V×Q
B((u, p), (v, q))
‖(u, p)‖V×Q‖(v, q)‖V×Q
≡ γ > 0,
(2.2.13)
where ‖(v, q)‖2V×Q = ‖v‖2V + ‖q‖2Q for all (v, q) ∈ V ×Q.
It can be shown that (2.2.13) is equivalent to (2.2.8). More details can be found
in [106]. The concise formulation (2.2.12), which can be applied to problem (2.2.6),
will be used throughout this dissertation.
2.3 Existence and Uniqueness of Solution for Optimal Control
Problems
In this section, we discuss the existence and uniqueness of solution for optimal
control problems and derive the first order optimality system. The references [74]
and [97] contain a detailed discussion of this topic. Minimizing sequence technique
is often used to prove the well-posedness (cf. [74, Theorem 1.1], [97, Theorem
2.14]) and the state is often eliminated by a control-to-state operator. We provide
a simple proof which eliminates the control in this section (cf. [75]). It is natural
to do so since the constraints are imposed on the state directly. The derivation of
the first order optimality condition is subtle and we only provide enough details
which enable us to proceed in the numerical analysis. We refer to [74, 97, 41, 42]
for more general cases.
16
Let us consider problem (1.1.3)-(1.1.5). It is easy to see that
a(u, v) ≤ C1‖u‖H1(Ω)‖v‖H1(Ω), (2.3.1)
a(v, v) ≥ C2‖v‖H1(Ω), (2.3.2)
where C1 and C2 are two positive constants. Here we use the fact ζ ∈ [W 1,∞(Ω)]n
and the function γ ∈ L∞(Ω) is nonnegative. Hence (1.1.4) is well-posed by Lax-
Milgram Theorem (cf. Theorem 2.17).
Let V be the subspace of H10 (Ω) defined by
V = {y ∈ H10 (Ω) : Ly ∈ L2(Ω)}, (2.3.3)
where Ly = −∆y + ζ · ∇y +∇ · (ζy) + γy and ∆y is understood in the sense of
weak derivative (cf. Definition 2.2).
Remark 2.21. The reason why we define V is that, when Ω is a general domain,
we can only conclude y belongs to V when y satisfies (1.1.4). Indeed, we have∫
Ω
y(∆φ) dx =
∫
Ω
(−∇y)∇φ dx
=
∫
Ω
(−u+ ζ · ∇y +∇ · (ζy) + γy)φ dx, ∀φ ∈ C∞0 (Ω),
(2.3.4)
which means that ∆y = −u + ζ · ∇y +∇ · (ζy) + γy in the weak sense. Thus we
can conclude y ∈ V . Conversely, if we have y ∈ V , we obtain
∫
Ω
(−∇y)∇φ dx =
∫
Ω
y(∆φ) dx =
∫
Ω
f1φ dx, ∀φ ∈ C∞0 (Ω), (2.3.5)
where f1 equals to ∆y in the weak sense. Since y ∈ V we know f := [−f1 + ζ ·
∇y + ∇ · (ζy) + γy] ∈ L2(Ω). Combining with the fact that C∞0 (Ω) is dense in
H10 (Ω) (cf. Theorem 2.10), we know y satisfies a second order PDE of the form
−∆y + ζ · ∇y +∇ · (ζy) + γy = f (in the weak sense).
Therefore we can see the space V is the natural space to look for the solution.
Due to elliptic regularity for polygonal/polyhedral domains (cf. [44, 55]), V is a
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subspace of H1+α(Ω) ∩H2loc(Ω) ∩H10 (Ω) for some α ∈ (12 , 1]. Then it follows from
Theorem 2.12 that we can identify V with a subset of C(Ω̄) and ignore the a.e. in
(1.1.5).
We rewrite (1.1.3) as
ȳ = argmin
y∈K
[
1
2(y, y)L
2(Ω) +
β
2 (Ly,Ly)L
2(Ω) − (y, yd)L2(Ω)
]
, (2.3.6)
where
K = {y ∈ V : y ≤ ψ in Ω}. (2.3.7)
Let the inner product ((·, ·)) on V be defined by
((v, w)) = (v, w)L2(Ω) + β(Lv,Lw)L2(Ω). (2.3.8)
Lemma 2.22. The space (V, ((·, ·))) is a Hilbert space.
Proof. It is trivial that ((·, ·)) is an inner product on V . We only need to prove that
this space is complete. First denote the new norm by |||v||| =
√
((v, v)). Suppose
{fn} is a Cauchy sequence in (V, ((·, ·))). Notice that
|||fm − fn|||2 = ‖fm − fn‖2L2(Ω) + β‖Lfm − Lfn‖2L2(Ω). (2.3.9)
This implies that {Lfn} is also a Cauchy sequence in standard L2(Ω). Due to
the completeness of standard L2(Ω), there exists a f ∈ L2(Ω) such that ‖Lfn −
f‖L2(Ω) → 0 as n→∞. By Lax-Milgram (cf. Theorem 2.17), there exists a unique
g ∈ H10 (Ω) such that Lg = f . Notice that g ∈ V (cf. Remark 2.21) and
‖fn − g‖L2(Ω) ≤ ‖fn − g‖H1(Ω) ≤ C‖Lfn − f‖L2(Ω), (2.3.10)
we conclude |||fn − g||| → 0 as n→∞.
This implies the completeness of (V, ((·, ·))).
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Lemma 2.23. There exists a unique ỹ ∈ V such that
(ỹ, z)L2(Ω) + β(Lỹ,Lz)L2(Ω) = (yd, z)L2(Ω) ∀ z ∈ V. (2.3.11)
Proof. Notice we can write (2.3.11) as
((ỹ, z)) = F (z) (2.3.12)
where F (z) = (yd, z)L2(Ω). F is linear and bounded. Then by Riesz Representation
Theorem (cf. Theorem 2.16), there exists a unique ỹ that satisfies (2.3.11).
We then need the following projection theorem to prove the well-posedness of
(2.3.6)-(2.3.7).
Theorem 2.24 (Projection Theorem [32, Proposition 2.3.1]). Let K be a non-
empty closed convex subset of a Hilbert space H. Given any v ∈ H, there exists a
unique w∗ ∈ K such that
‖v − w∗‖ = min
w∈K
‖v − w‖. (2.3.13)
Proof. Let δ = infw∈K ‖v−w‖. There exists a minimizing sequence {wn} ∈ K such
that
lim
n→∞
‖v − wn‖ = δ.
We want to show that {wn} is a Cauchy sequence, then there exists w∗ ∈ K̄ = K
such that wn → w∗. Continuity of the norm implies that ‖v − w∗‖ = δ.
To prove that {wn} is a Cauchy sequence, note that the following parallelogram
law (cf. [32, (2.2.8)]) holds
‖a+ b‖2 + ‖a− b‖2 = 2‖a‖2 + 2‖b‖2. (2.3.14)
Apply the parallelogram law to a = v − wm and b = v − wn, we have
‖(v − wm) + (v − wn)‖2 + ‖(v − wm)− (v − wn)‖2
= 2‖v − wm‖2 + 2‖v − wn‖2,
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hence
‖wm − wn‖2 + 4‖v −
wm + wn
2 ‖
2
= 2‖v − wm‖2 + 2‖v − wn‖2.
Notice that wm+wn2 ∈ K since K is convex, thus
‖wm − wn‖2 ≤ 2‖v − wm‖2 + 2‖v − wn‖2 − 4δ2.
Then ‖wm − wn‖ → 0 as m,n→∞.
To prove the uniqueness, suppose w∗, z∗ ∈ K such that
‖v − w∗‖ = δ = ‖v − z∗‖.
Apply the parallelogram law to a = v − w∗ and b = v − z∗ we have
‖w∗ − z∗‖2 ≤ 2‖v − w∗‖2 + 2‖v − z∗‖2 − 4δ2
= 2δ2 + 2δ2 − 4δ2 = 0
which implies w∗ = z∗.
Theorem 2.25. There exists a unique solution ȳ of the problem (2.3.6)-(2.3.7).
Proof. First we notice that K is closed and convex. Since ψ > 0 on ∂Ω and
y|∂Ω = 0, we can conclude that K is also nonempty. We can rewrite (2.3.6) as
ȳ = argmin
y∈K
[1
2((y, y))− ((ỹ, y))
]
= argmin
y∈K
[1
2((y − ỹ, y − ỹ))−
1
2((ỹ, ỹ))
]
= argmin
y∈K
1
2 |||y − ỹ|||
2 .
Then the solution will be the projection of ỹ onto K. The existence and unique-
ness of the projection is guaranteed by Theorem 2.24.
20
2.3.1 First Order Optimality Condition
In the absence of the pointwise state constraints, for simplicity, we define a control-
to-operator S : L2(Ω)→ L2(Ω), u 7→ y(u) (cf. [97, Section 2.5]) and rewrite (1.1.3)
as
ū = argmin
u∈L2(Ω)
[
1
2‖Su− yd‖
2
L2(Ω) +
β
2 ‖u‖
2
L2(Ω)
]
. (2.3.15)
Follow along the same lines as the preceding argument, we can show that the
unique solution ū of (2.3.15) can be characterized by
(Sū, Sv)L2(Ω) + β(ū, v)L2(Ω) = (yd, Sv)L2(Ω) ∀ v ∈ L2(Ω). (2.3.16)
Define the adjoint operator S∗ as
(Su, v)L2(Ω) = (u, S∗v)L2(Ω) ∀u, v ∈ L2(Ω). (2.3.17)
Then define p̄ ∈ H10 (Ω) (adjoint state) by
p̄ = S∗(ȳ − yd), (2.3.18)
thus we can write (2.3.16) as
(p̄, v)L2(Ω) + β(ū, v)L2(Ω) = 0 ∀v ∈ L2(Ω), (2.3.19)
which is
p̄+ βū = 0. (2.3.20)
To find the explicit expression of S∗, we need the following lemma.
Lemma 2.26 ([97, Lemma 2.23]). Let function z, u ∈ L2(Ω), let y and p denote,
respectively, the weak solutions to the elliptic boundary value problems,
−∆y + ζ · ∇y +∇ · (ζy) + γy = u in Ω
y = 0 on ∂Ω
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and
−∆p− ζ · ∇p−∇ · (ζp) + γp = z in Ω
p = 0 on ∂Ω.
Then (z, y)L2(Ω) = (p, u)L2(Ω).
Proof. We can write out the weak form of both equations using test functions p
and y. By integration by parts, we can easily see that the left-hand side of both
equation is a(y, p). The result immediately follows.
Now we can state the following lemma which gives an explicit expression for S∗.
Lemma 2.27 ([97, Lemma 2.24]). For the problem (1.1.4), the adjoint operator
S∗ : L2(Ω)→ L2(Ω) is given by
S∗z = p, (2.3.21)
where p ∈ H10 (Ω) is the weak solution to the boundary value problem
−∆p− ζ · ∇p−∇ · (ζp) + γp = z in Ω
p = 0 on ∂Ω.
Proof. First we have
(z, Su) = (S∗z, u) ∀z, u ∈ L2(Ω) (2.3.22)
by the definition of the adjoint operator. Secondly, apply Lemma 2.26 to y = Su,
we have
(z, Su) = (z, y) = (p, u). (2.3.23)
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Therefore by Lemma 2.27 the solution of (1.1.3)-(1.1.4) is determined by
a(q, p̄) = (q, ȳ − yd)L2(Ω) ∀q ∈ H10 (Ω), (2.3.24a)
p̄+ βū = 0, (2.3.24b)
a(ȳ, z) = (ū, z)L2(Ω) ∀z ∈ H10 (Ω). (2.3.24c)
Remark 2.28. The optimality system (2.3.24) is called the first order optimality
condition. It can also be derived from [74, Theorem 1.4] and [97, Lemma 2.21]. It
is a necessary and sufficient condition of (1.1.3)-(1.1.4) (cf. [97, Theorem 2.22]).
The optimality condition (2.3.24) is the starting point of our multigrid methods in
Chapter 4.
If the pointwise state constraint (1.1.5) is imposed, the first order optimality
condition becomes a variational inequality. For simplicity, we consider the case
ζ = 0. Without loss of generality, we also assume γ = 0. We first prove the
following general theorem.
Theorem 2.29 (Variational inequality [74, Theorem 1.2]). Let a(·, ·) be a sym-
metric, continuous and coercive bilinear form defined on a Hilbert space V , F ∈ V ′
and K be a convex subset of V. Then
u = argmin
v∈K
[1
2a(v, v)− 〈F, v〉
]
(2.3.25)
if and only if
a(u, v − u) ≥ 〈F, v − u〉 ∀v ∈ K. (2.3.26)
Proof. Assume u is the solution of (2.3.25). Let v ∈ K be arbitrary and E(v) =
1
2a(v, v)− 〈F, v〉. Define φ(t) = E((1− t)u + tv) on [0, 1]. Specifically, since a(·, ·)
is symmetric, we have
φ(t) = 12a(u, u)− 〈F, u〉+ t [a(u, v − u)− 〈F, v − u〉] +
1
2t
2a(v − u, v − u).
23
We know for t ∈ [0, 1], (1− t)u + tv ∈ K since K is convex, thus by the fact u is
the minimizer of E(v) for all v ∈ K, we obtain
φ(0) ≤ φ(t).
Hence φ′(0) ≥ 0, which is
a(u, v − u) ≥ 〈F, v − u〉 ∀v ∈ K.
On the other hand, we know φ′(t) = a(u, v − u)− 〈F, v − u〉+ ta(v − u, v − u).
By the coercivity of a(·, ·), we have for u ∈ K and all v ∈ K,
φ′(t) ≥ 0 t ∈ [0, 1].
Therefore we must have φ(0) ≤ φ(1) which means
u = argmin
v∈K
[1
2a(v, v)− 〈F, v〉
]
.
Note that we can rewrite (2.3.6)-(2.3.7) as the following,
ȳ = argmin
y∈K
[1
2a(y, y)− 〈F, y〉
]
, (2.3.27)
where a(y, z) = (y, z)L2(Ω) + β(∆y,∆z)L2(Ω), 〈F, y〉 = (yd, y)L2(Ω) and K = {y ∈
V : y ≤ ψ in Ω}. It is easy to check that a(·, ·) and K satisfy the assumptions
of Theorem 2.29. Therefore we can apply Theorem 2.29 to (2.3.27) and hence
the solution to (2.3.6)-(2.3.7) can be characterized by the following variational
inequality
a(ȳ, y − ȳ) ≥ (yd, y − ȳ)L2(Ω) ∀y ∈ K,
which is
(ȳ − yd, y − ȳ)L2(Ω) + β(∆ȳ,∆(y − ȳ))L2(Ω) ≥ 0 ∀y ∈ K. (2.3.28)
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The variational inequality (2.3.28) is equivalent to the following system involving
the adjoint state p̄. If (ȳ, ū) ∈ H10 (Ω)×L2(Ω) is the solution of (1.1.3)-(1.1.5), then
there exists p̄ ∈ H10 (Ω) such that
∆ȳ + ū = 0,
p̄+ βū = 0,
ȳ ≤ ψ,
(∇p̄,∇(y − ȳ))L2(Ω) + (yd − ȳ, y − ȳ)L2(Ω) ≤ 0 ∀y ∈ K.
(2.3.29)
Remark 2.30. Details about the derivation of (2.3.29) are discussed in Section
2.4.3. Note that (2.3.29) is equivalent to (2.3.24) when the pointwise state con-
straints are absent under the assumption ζ = 0 and γ = 0. While the starting
point of our multigrid methods for (1.1.3)-(1.1.4) is the saddle point problem (first
order optimality condition) (2.3.24), the variational inequality (2.3.28) is the start-
ing point for our multigrid methods for (1.1.3)-(1.1.5) instead of (2.3.29).
2.4 Regularity Results
In this section we briefly review the elliptic regularity results for second order
PDEs, fourth order PDEs and optimal control problems with pointwise state con-
straints. Since this is a broad subject we only present a few relevant results. More
details can be found in [33, 50, 51, 55, 44, 41, 42, 82, 48].
2.4.1 Second Order Problems
Let Ω be a bounded polygonal/polyhedral domain of Rd, d = 2, 3. We denote the
second order elliptic operator L by
Lu := −
d∑
i=1
D2i u+
d∑
i=1
[Di(biu) + ciDiu] + a0u. (2.4.1)
Here Dj is the jth partial derivative, bi, ci, a0 ∈ C∞(Ω̄).
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Consider the following problem
Lu = f in Ω,
u = 0 on ∂Ω.
(2.4.2)
The variational formulation of (2.4.2) is, given f ∈ L2(Ω), to find u ∈ H10 (Ω) such
that
a(u, v) = (f, v)L2(Ω), (2.4.3)
where a(u, v) =
∫
Ω
[∑d
i=1DiuDiv −
∑d
i=1(biuDiv − civDiu) + a0uv
]
dx.
Theorem 2.31 ([44, Section 6]). Let u ∈ H10 (Ω) be the weak solution of (2.4.2),
f ∈ L2(Ω) and bi, ci, a0 ∈ C∞(Ω̄). Then u ∈ H1+α(Ω) where α ∈ (12 , 1] and
‖u‖H1+α(Ω) ≤ C‖f‖L2(Ω). (2.4.4)
Remark 2.32. If Ω is convex, we have α = 1, u ∈ H2(Ω) ∩H10 (Ω) and
‖u‖H2(Ω) ≤ C‖f‖L2(Ω).
For more general elliptic regularity result for second order problems, we refer to
[55, 82, 44].
2.4.2 Fourth Order Problems
For fourth order problems we restrict ourselves to the following problem. Let Ω ⊂
R2 be a bounded domain, f ∈ L2(Ω) and
∆2u+ u = f in Ω,
u = ∆u = 0 on ∂Ω.
(2.4.5)
The weak formulation of (2.4.5) is to find u ∈ V = H2(Ω) ∩H10 (Ω) such that
a(u, v) = (f, v)L2(Ω) ∀v ∈ V, (2.4.6)
where a(u, v) =
∫
Ω[∆u∆v + uv] dx.
26
Theorem 2.33. Assume Ω is a polygonal domain and f ∈ L2(Ω). Let u be the
weak solution of (2.4.5), then u ∈ H2+α(Ω) for some α ∈ (0, 2]. The number α can
be close to 0 even when the domain is convex. If the largest interior angle of Ω is
less than or equal to π2 then α = 1. Moreover, we have
‖u‖H2+α(Ω) ≤ C‖f‖L2(Ω). (2.4.7)
More details of the elliptic regularity result for fourth order problems can be
found in [55, 44, 78, 82].
2.4.3 Optimal Control Problems with Pointwise State Constraints
In this subsection we discuss the regularity results for (2.3.6)-(2.3.7) under the
assumption ζ = 0, γ = 0 and the equivalent variational inequality (2.3.28). These
results are useful in the convergence analysis of finite element methods for (2.3.28)
(cf. [33]). In this subsection the space V is defined in (2.3.3).
Let us introduce the Lagrange multiplier µ. We take y = −φ+ ȳ ∈ K in (2.3.28)
where φ is a nonnegative function in C∞0 (Ω). Thus we have
∫
Ω
[
(ȳ − yd)φ+ β(∆ȳ)(∆φ)
]
dx ≤ 0. (2.4.8)
It follows from [86, Section 13, Theorem 25] or [87, Theorem 2.14] that
∫
Ω
[
(ȳ − yd)z + β(∆ȳ)(∆z)
]
dx =
∫
Ω
z dµ ∀z ∈ V, (2.4.9)
where µ is a non-positive regular Borel measure.
Let C = {x ∈ Ω : ȳ(x) = ψ(x)} be the contact set. Note that C is a compact set
of Ω since ȳ = 0 on ∂Ω and ψ > 0 on ∂Ω. Let φ ∈ C∞0 (Ω) such that supp φ∩C = ∅.
We consider the functions (±ε)φ+ ȳ with sufficiently small ε, we have
(±ε)φ+ ȳ − ψ =
{
< 0 on supp φ,
≤ 0 otherwise. (2.4.10)
27
This implies (±ε)φ+ ȳ ∈ K. Then we can substitute y = (±ε)φ+ ȳ in (2.3.28) to
obtain ∫
Ω
[
(ȳ − yd)φ+ β(∆ȳ)(∆φ)
]
dx = 0. (2.4.11)
Therefore by (2.4.9) and (2.4.11) we have
∫
Ω
φ dµ = 0 (2.4.12)
for all φ ∈ C∞0 (Ω) satisfying supp φ ∩ C = ∅. From (2.4.12) we can conclude (cf.
[33, 34]) µ is supported on C, which is equivalent to the complementarity condition
∫
Ω
(ψ − ȳ) dµ = 0. (2.4.13)
Moreover, we derive an important property of µ here. Assume ȳ is the solution of
(2.3.6)-(2.3.7), it is known that [33, 50, 51, 39, 40] the following interior regularity
result of ȳ holds,
ȳ ∈ H3loc(Ω) ∩W
2,∞
loc (Ω). (2.4.14)
Define a linear functional
〈µ, z〉 =
∫
Ω
z dµ. (2.4.15)
Take φ ∈ C∞0 (Ω) such that φ = 1 in an open neighborhood of C. We obtain, for
all z ∈ C∞0 (Ω),∫
Ω
z dµ =
∫
Ω
φz dµ =
∫
Ω
[
(ȳ − yd)φz + β(∆ȳ)∆(φz)
]
dx. (2.4.16)
Let a subset G of Ω satisfy C ⊂ supp φ ⊂ G. Then we can rewrite the last integral
in (2.4.16) by simply replacing Ω with G. Since ȳ ∈ H3loc(Ω) (by (2.4.14)) we have∣∣∣∣∫
G
[
(ȳ − yd)φz + β(∆ȳ)∆(φz)
]
dx
∣∣∣∣ (2.4.17)
=
∣∣∣∣∫
G
[
(ȳ − yd)φz − β∇(∆ȳ)∇(φz)
]
dx
∣∣∣∣
≤ C‖z‖H1(Ω) + β‖ȳ‖H3(G)‖φ‖H1(G)‖z‖H1(Ω)
≤ C‖z‖H1(Ω).
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Hence we conclude,
∣∣∣∣∫
Ω
z dµ
∣∣∣∣ ≤ C‖z‖H1(Ω) ∀z ∈ C∞0 (Ω). (2.4.18)
Since C∞0 (Ω) is dense in H10 (Ω), (2.4.18) is also true in H10 (Ω). Therefore we con-
clude µ ∈ H−1(Ω).
Remark 2.34. The fact that the Lagrange multiplier µ is a non-positive regular
Borel measure and µ ∈ H−1(Ω) at the same time is crucial in the analysis of finite
element methods in the following chapter. It can be shown that (2.4.13), (2.4.9)
and µ is a non-positive regular Borel measure implies (2.3.28).
We define the adjoint state p̄ ∈ H10 (Ω) by
(∇p̄,∇v)L2(Ω) = (ȳ − yd, v)L2(Ω) −
∫
Ω
v dµ ∀v ∈ H10 (Ω). (2.4.19)
By integration by parts, we have
(p̄,∆z)L2(Ω) = (yd − ȳ, z)L2(Ω) +
∫
Ω
z dµ ∀z ∈ V. (2.4.20)
Comparing (2.4.20) and (2.4.9), we have
(p̄− β∆ȳ,∆z)L2(Ω) = 0 ∀z ∈ V, (2.4.21)
which implies β∆ȳ = p̄ since ∆ is a bijection from V → L2(Ω) (cf. Remark 2.21).
Thus we have following regularity of ū
ū = −∆ȳ ∈ H10 (Ω). (2.4.22)
We refer to [42, 33, 64] for more discussion about regularity results of optimal
control problems with pointwise state constraints.
2.5 Classical Iterative Methods
In this section we give a brief review of classical iterative methods which we use
throughout this dissertation. Iterative methods are indirect methods for solving
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linear systems by approximating the solutions iteratively. These methods are suit-
able for solving large sparse linear systems. We exploit classical iterative methods
and utilize them as smoothers for multigrid methods. In this section k = 0, 1, · · ·
represents the number of iterations. For thorough reviews of iterative methods, we
refer to [89, 52, 102, 46].
We consider the following linear system in this section,
Ax = b, (2.5.1)
where A ∈ Rn×n is nonsingular and b ∈ Rn. Suppose we have an initial guess x0,
we denote the error by e = x− x0. Note that
Ae = b− Ax0. (2.5.2)
Here r = b−Ax0 is called the residual. Hence we call (2.5.2) the residual equation.
Assume we can solve (2.5.2), then we can recover the exact solution x by
x = x0 + e.
Clearly we cannot solve (2.5.2) exactly (otherwise we are able to solve (2.5.1) and
obtain the exact solution x). Instead we approximate A−1 by some matrices B.
Therefore we have
e′ = B(b− Ax0),
where e′ is an approximation of e. Hence we update our initial guess by
x1 = x0 + e′ = x0 +B(b− Ax0). (2.5.3)
We hope that x1 is a better approximation of x than x0. Motivated by (2.5.3), we
can repeat this process and write the general iterative methods as
xk+1 = xk +B(b− Axk). (2.5.4)
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From (2.5.4) we see that we are free to choose B. In general, Bx should be easy
to compute and B should be a “good” approximation of A−1.
Alternatively, the iterative scheme (2.5.4) can be written as
xk+1 = Mxk + g, (2.5.5)
where M = (I − BA) and g = Bb. Let us consider the iterative methods of the
form (2.5.5).
Definition 2.35. An iterative method is convergent if
lim
k→∞
xk = x
with any initial guess.
The following theorem is well-known (cf. [89, Theorem 4.1]).
Theorem 2.36. The iterative method (2.5.5) is convergent if and only if ρ(M) < 1
where ρ(M) is the spectral radius of M .
Remark 2.37. M is called the iteration matrix of (2.5.5). It can be shown that
ρ(M) is the convergence factor which indicates how fast the iterative method (2.5.5)
converges. The smaller the convergence factor ρ(M) is, the faster the method con-
verges.
2.5.1 Richardson Iteration
Assuming A is SPD, an easy choice of B is γI where γ > 0 is a constant, hence
we have
xk+1 = xk + γ(b− Axk). (2.5.6)
The iterative method (2.5.6) is called the Richardson iteration. Clearly the choice
of γ is crucial for Richardson iteration. According to Theorem 2.36, the spectral
radius of the iteration matrix I−γA should be less than 1 for Richardson iteration
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to converge. Assume λmin and λmax are the smallest and largest eigenvalues of
A respectively, the smallest and largest eigenvalues of I − γA are 1 − γλmax and
1 − γλmin. The following conditions must be satisfied in order for the method to
converge,
1− γλmin < 1,
1− γλmax > −1.
These imply the Richardson iteration converges for any γ > 0 which satisfies
0 < γ < 2
λmax
. (2.5.7)
Moreover, it can be shown that (cf. [89, Example 4.1]) the optimal choice of γ in
terms of minimizing the convergence factor ρ(M) is
γopt =
2
λmax + λmin
, (2.5.8)
while the optimal convergence factor is
ρopt =
λmax − λmin
λmax + λmin
. (2.5.9)
2.5.2 Gauss-Seidel Iteration
Let us split the matrix A as A = D + L + U , here D is the diagonal part of
the matrix A, L is the strictly lower triangular part and U is the strictly upper
triangular part.
If we choose B = (L+D)−1, the iterative method (2.5.4) becomes
xk+1 = xk + (L+D)−1(b− Axk). (2.5.10)
The method (2.5.10) is called the forward Gauss-Seidel iteration. Similarly, if we
choose B = (U +D)−1 we have
xk+1 = xk + (U +D)−1(b− Axk). (2.5.11)
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The method (2.5.11) is called the backward Gauss-Seidel iteration.
Alternatively, we have
(L+D + U)x = b⇒ (L+D)x = b− Ux. (2.5.12)
Thus we can write down another iterative scheme motivated by (2.5.12),
(L+D)xk+1 = b− Uxk. (2.5.13)
It is trivial that (2.5.13) is equivalent to (2.5.10). Therefore forward Gauss-Seidel
iteration can be viewed as a matrix splitting method. Similarly, backward Gauss-
Seidel iteration is equivalent to the following matrix splitting method,
(U +D)xk+1 = b− Lxk. (2.5.14)
In applications, A is often symmetric positive definite. However, B in forward
or backward Gauss-Seidel iteration is not symmetric. Hence it is preferable to use
symmetric Gauss-Seidel iteration in some applications, namely
xk+ 12 = xk + (L+D)
−1(b− Axk),
xk+1 = xk+ 12 + (U +D)
−1(b− Axk+ 12 ).
(2.5.15)
Notice that the symmetric Gauss-Seidel iteration consists of a forward sweep fol-
lowed by a backward sweep. It is easy to show that symmetric Gauss-Seidel itera-
tion is of the following form,
xk+1 = xk + (U +D)−1D(L+D)−1(b− Axk). (2.5.16)
Here B = (U + D)−1D(L + D)−1 is symmetric. Furthermore, if A is SPD then
B is also SPD. The following theorem guarantees the convergence of Gauss-Seidel
iteration.
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Theorem 2.38. Assume A is SPD, then forward Gauss-Seidel (2.5.10), backward
Gauss-Seidel (2.5.11), and symmetric Gauss-Seidel (2.5.15) converge for any ini-
tial guess.
Remark 2.39. The condition “A is SPD” is sufficient but not necessary. We refer
to [89, 102, 46, 52] for more general results of Gauss-Seidel iterations.
2.6 Projection Methods
In this section we briefly review the projection methods to solve the linear system
(2.5.1) and discuss two important examples: the minimal residual method (MIN-
RES) (cf. [83]) and the generalized minimal residual method (GMRES) (cf. [90]).
Detailed discussion about this topic can be found in [89, Chapter 5-6].
In general, suppose K and L are two subspaces of Rd and x0 is given as an initial
guess. A projection technique is to seek an approximate solution x̃ in the space
x0 +K such that the new residual vector be orthogonal to L, namely
Find x̃ ∈ x0 +K, such that b− Ax̃ ⊥ L. (2.6.1)
For a specific choice of L, we have the following important lemma (cf. [89,
Proposition 5.3]).
Lemma 2.40. Let A be an arbitrary square matrix and and assume that L = AK.
Then a vectore x̃ is the result of an projection method with respect to K and L with
the starting vector x0 if and only if it minimizes the 2-norm of the residual b−Ax
over x ∈ x0 +K, i.e., if and only if
R(x̃) = min
x∈x0+K
R(x), (2.6.2)
where R(x) = ‖b− Ax‖2.
Remark 2.41. Lemma 2.40 is the starting point of MINRES and GMRES. They
all minimize the 2-norm of the residual over an affine space hence the methods are
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called “minimal residual methods” while MINRES aims for symmetric indefinite
matrix and GMRES works for nonsymmetric matrix.
One of the most important choices for subspace K is so-called Krylov subspace.
Definition 2.42. Define
Km(A,v) = span{v, Av, · · · , Am−1v}. (2.6.3)
Km(A,v) is called a Krylov subspace. Km(A,v) is denoted by Km if there is no
ambiguity.
2.6.1 MINRES
Assume A is symmetric, choose K = Km(A,v1) and L = AK where v1 = r0‖r0‖2
and r0 = b−Ax0 is the initial residual. This choice leads to MINRES. We briefly
review the idea of MINRES without attempting to be exhaustive.
According to Lemma 2.40, we try to solve the following constrained optimization,
min
x∈x0+Km
‖b− Ax‖2. (2.6.4)
Here we exploit the famous Lanczos algorithm [73]. Lanczos algorithm is an algo-
rithm for building an orthogonal basis of the Krylov subspace Km. Starting from
v1, Lanczos algorithm generates vectors v1,v2, · · · ,vm that form an orthonormal
basis of the Krylov subspace (cf. [89, 98, 54]), i.e.,
Km(A,v1) = span{v1, Av1, · · · , Am−1v1}.
Moreover, denote by Vm, the n×m matrix with columns v1,v2, · · · ,vm, we have
the following,
AVm = Vm+1Tm, (2.6.5)
where Tm is a tridiagonal matrix with m+ 1 rows and m columns. Note that any
vector in Km can be written as Vmy where y = (y1, y2, · · · , ym) is the vector that
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contains the coefficients. Hence we rewrite (2.6.4) as
min
y
‖b− A(x0 + Vmy)‖2.
By (2.6.5) and the orthonormality of Vm+1, we have
‖b− A(x0 + Vmy)‖2
=‖r0 − AVmy‖2
=‖r0 − Vm+1Tmy‖2
=‖Vm+1(‖r0‖2e1 − Tmy)‖2
=‖‖r0‖2e1 − Tmy‖2.
Therefore we need to solve
min
y
‖‖r0‖2e1 − Tmy‖2, (2.6.6)
which is a least-squares problem of small size. We can apply Givens rotation to
Tm hence the QR decomposition is obtained, then the least-squares problem can
be solved efficiently. To summarize, MINRES approximation is the unique vector
xm of x0 +Km which solves (2.6.4). It can be obtained by
xm = x0 + Vmy,
where y = argmin
y
‖‖r0‖2e1 − Tmy‖2.
(2.6.7)
We include the following convergence theorem for MINRES under some special
assumptions. We refer to [54, Chapter 3] for more general cases.
Theorem 2.43 ([54, Section 3.1]). Assume A is symmetric and the eigenvalues
of A are contained in two intervals [a, b] ∪ [c, d], where a < b < 0 < c < d and
b− a = d− c. We have
‖rk‖2
‖r0‖2
≤ 2
(√
ad−
√
bc√
ad+
√
bc
)[k/2]
, (2.6.8)
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where rk = b − Axk is the residual after k MINRES iterations and [k/2] is the
integer part of k/2.
We omit the details of specific implementation. We refer to [98, Figure 6.9]
and [15, Algorithm 2.4] for the implementation. If MINRES is applied to a pre-
conditioned linear system, we have the preconditioned MINRES algorithm. This
algorithm can be found, for example, in [15, Algorithm 4.1]. We refer to [83, 98,
54, 15, 89] for more details about MINRES.
2.6.2 GMRES
Let A be nonsymmetric, under the same choice of subspaces K and L in Section
2.6.1, we have the GMRES algorithm. According to Lemma 2.40, we also start
with the following constrained optimization,
min
x∈x0+Km
‖b− Ax‖2. (2.6.9)
However, a general version of Lanczos algorithm, Arnoldi’s procedure [3], is used.
This procedure also generates an orthonormal basis of the Krylov subspace. Instead
of (2.6.5), we have
AVm = Vm+1Hm, (2.6.10)
where Hm is a Hessenberg matrix with m + 1 rows and m columns. Therefore we
replace Vm in MINRES with Hm and the analysis holds. The GMRES approxima-
tion is the unique vector of xm of x0 +Km which solves (2.6.4). It can be obtained
by
xm = x0 + Vmy,
where y = argmin
y
‖‖r0‖2e1 −Hmy‖2.
(2.6.11)
A common technique to solve the least-squares problem in (2.6.11) is to trans-
form the Hessenberg matrix into upper triangular form by using plane rotations.
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We refer to [89] for more details. GMRES algorithm can be found in [89, Algorithm
6.9, 6.10].
One major issue of GMRES is that it requires the storage of Vm which can
be large after several iterations. In order to avoid large storage requirements and
computational costs for the orthogonalization, GMRES is usually restarted after
each k iteration steps using the latest xk as the initial guess. This algorithm is
referred to as GMRES(k). GMRES(k) algorithm can be found in, for example, [98,
Figure 6.2]. We refer to [90, 89, 54, 98] for more discussion of implementation of
GMRES and preconditioned GMRES.
The convergence analysis of GMRES is subtle, we only include two convergence
theorems for special cases. For more discussion about the convergence of GMRES,
we refer to [89, 54].
Theorem 2.44 ([89, Theorem 6.30]). If A is a positive definite matrix, then GM-
RES(k) converges for any k ≥ 1.
Theorem 2.45 ([89, Proposition 6.32]). Assume A is a diagonalizable matrix
and let A = XΛX−1 where Λ = diag{λ1, λ2, . . . , λn} is the diagonal matrix of
eigenvalues. Then the residual norm achieved by the k-th step of GMRES satisfies
‖rk‖2
‖r0‖2
≤ κ2(X) min
pk
max
i=1,...,n
pk(λi), (2.6.12)
where κ2(X) = ‖X‖2‖X−1‖2 and pk is a polynomial of degree k or less with
pk(0) = 1.
2.7 P1 Finite Element Methods
In this section we briefly review the construction and the error analysis of the
P1 finite element methods [32]. We discuss the methods for the following model
38
problem for simplicity,
−∆u = f in Ω, (2.7.1a)
u = 0 on ∂Ω, (2.7.1b)
where Ω ⊂ R2 is a bounded polygonal domain and f ∈ L2(Ω). The variational
problem of (2.7.1) is to find u ∈ V := H10 (Ω) such that
a(u, v) = (f, v)L2(Ω) ∀v ∈ V, (2.7.2)
where a(u, v) =
∫
Ω∇u · ∇v dx. It is easy to see that a(·, ·) is a symmetric bilinear
form and
a(u, v) ≤ ‖u‖H1(Ω)‖v‖H1(Ω) ∀u, v ∈ V. (2.7.3)
By Poincaré inequality (cf. Theorem 2.15), we also have
a(v, v) = |v|2H1(Ω) ≥ C‖v‖2H1(Ω) ∀v ∈ V. (2.7.4)
It can be shown that (V, a(·, ·)) is a Hilbert space (cf. [32, (2.5.3)]). Therefore by
Riesz Representation Theorem (cf. Theorem 2.16) there exists a unique solution
u ∈ V solving (2.7.1).
Remark 2.46. For nonsymmetric problems, Lax-Milgram (cf. Theorem 2.17) is
often used to prove the well-posedness of the problems.
Let Vh be a finite dimensional subspace of V , the Ritz-Galerkin approximation
problem is to find uh ∈ Vh such that
a(uh, v) = (f, v)L2(Ω) ∀v ∈ Vh. (2.7.5)
Proposition 2.47 (Galerkin Orthogonality). Let u and uh be solutions to (2.7.2)
and (2.7.5) respectively. Then
a(u− uh, v) = 0 ∀v ∈ Vh. (2.7.6)
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Proof. By subtracting (2.7.5) from (2.7.2), we immediately obtain the result.
Lemma 2.48 (Abstract Error Estimate). Let u and uh be solutions to (2.7.2) and
(2.7.5) respectively. Then
‖u− uh‖a = min
v∈Vh
‖u− v‖a, (2.7.7)
where ‖ · ‖2a = a(·, ·).
Proof. Let v ∈ Vh be arbitrary, we have
‖u− v‖2a = a(u− v, u− v)
= a(u− uh + uh − v, u− uh + uh − v)
= a(u− uh, u− uh) + a(uh − v, uh − v)
≥ ‖u− uh‖2a.
Here we use the fact that a(·, ·) is symmetric and the Galerkin orthogonality a(u−
uh, uh − v) = 0.
Remark 2.49. Lemma 2.48 shows that the Ritz-Galerkin method delivers the best
approximation of u from Vh with respect to ‖·‖a. If a(·, ·) is not symmetric, Lemma
2.48 is invalid. Alternatively, Céa’s Theorem (cf. [32, Theorem 2.8.1]) provides a
quasi-optimal error estimate in the sense that ‖u− uh‖H1(Ω) is proportional to the
best it can be using the subspace Vh. We refer to [32] for more details.
From Lemma 2.48 we can see that it is crucial to construct the finite dimensional
space Vh. We begin with a triangulation Th of Ω which is a collection of triangles
that satisfies the following requirements,
• Ω is the union of the triangles in Th.
• Any two different triangles in Th satisfy one of the following,
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– Disjoint,
– Share a common vertex,
– Share a common edge.
See Figure 2.2 for an example of a triangulation of a square. The mesh size of the
triangulation is h = maxT∈Th diam(T ).
Figure 2.1. P1 Finite Element.
The P1 finite element space Vh associated with Th is defined as,
Vh = {v ∈ C(Ω̄) : v|T ∈ P1 and v = 0 on ∂Ω}, (2.7.8)
where P1 denote the set of all polynomials in two variables of degree less than or
equal to 1. A polynomial of degree less than or equal to 1 defined on a triangle
can be determined by its values at the three vertices hence the dimension of Vh is
the number of interior vertices of Th. Figure 2.1 shows the P1 finite element in two
dimensions. Note that the dot indicates the nodal variable evaluation at the point
where the dot is located. It can be shown that Vh ⊂ V . Therefore the P1 finite
element method for (2.7.2) is (2.7.5) with Vh defined in (2.7.8).
In order to obtain a concrete error estimate, we need to choose some v ∈ Vh
in (2.7.7). The interpolation operator Πh : V → Vh is defined by Πhu = u at all
vertices of Th. By Theorem 2.31, we know u ∈ H1+α(Ω) ∩ H10 (Ω). Moreover we
have the following standard interpolation error estimate [32, Chapter 4],
‖u− Πhu‖L2(Ω) + h|u− Πhu|H1(Ω) ≤ Ch1+α|u|H1+α(Ω), (2.7.9)
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where the positive constant C is independent of h.
Theorem 2.50 (Concrete Error Estimate). Let u and uh be solutions to (2.7.2)
and (2.7.5) respectively. We have
|u− uh|H1(Ω) ≤ Chα|u|H1+α(Ω), (2.7.10)
‖u− uh‖L2(Ω) ≤ Ch2α|u|H1+α(Ω). (2.7.11)
Proof. By Lemma 2.48 and (2.7.9) we have,
|u− uh|H1(Ω) = min
v∈Vh
|u− v|H1(Ω)
≤ |u− Πhu|H1(Ω)
≤ Chα|u|H1+α(Ω).
The estimate (2.7.11) can be established by a standard duality argument. Let w
be the solution of the following variational problem. Find w ∈ V such that
a(w, v) = (u− uh, v)L2(Ω) ∀v ∈ V. (2.7.12)
The problem (2.7.12) is well-defined since u− uh ∈ L2(Ω). Therefore, by Galerkin
orthogonality and (2.4.4),
‖u− uh‖2L2(Ω) = (u− uh, u− uh)L2(Ω)
= a(w, u− uh)
= a(u− uh, w − Πhw)
≤ ‖u− uh‖H1(Ω)‖w − Πhw‖H1(Ω)
≤ Chα‖u− uh‖H1(Ω)|w|H1+α(Ω)
≤ Chα‖u− uh‖H1(Ω)‖u− uh‖L2(Ω).
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Therefore we conclude
‖u− uh‖L2(Ω) ≤ Chα‖u− uh‖H1(Ω) ≤ Ch2α|u|H1+α(Ω). (2.7.13)
In order to solve (2.7.5) with the P1 finite element method, we introduce a basis
of Vh. Let {pi}ni=1 be the interior vertices of Th where n = dimVh. The natural
nodal basis {ϕi}ni=1 of Vh is defined by
ϕj(pk) = δjk :=
{
1 j = k,
0 j 6= k. (2.7.14)
Here δjk is called the Kronecker delta. By using this basis of the P1 finite element
space Vh, the discrete problem (2.7.5) is equivalent to the following problems,
a(uh, ϕi) = (f, ϕi)L2(Ω) for i = 1, 2, . . . , n. (2.7.15)
We can write uh =
∑n
j=1 xjϕj and (2.7.15) becomes
a(
n∑
j=1
xjϕj, ϕi) = (f, ϕi)L2(Ω) for i = 1, 2, . . . , n.
Since a(·, ·) is symmetric and bilinear, we have
n∑
j=1
a(ϕi, ϕj)xj = (f, ϕi)L2(Ω) for i = 1, 2, . . . , n. (2.7.16)
We rewrite (2.7.16) in matrix-vector form
Ax = b, (2.7.17)
where A ∈ Rn×n, x,b ∈ Rn, A(i, j) = a(ϕi, ϕj) = (∇ϕi,∇ϕi)L2(Ω), x(i) = xi and
b(i) = (f, ϕi)L2(Ω).
The matrix A is called the stiffness matrix. It is well-known that the condition
number κ(A) = λmax(A)
λmin(A) = O(h
−2). Therefore the system (2.7.16) becomes ill-
conditioned when h is small.
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Remark 2.51. We only review some basic ingredients for the error analysis of
the P1 finite element methods in this section. However, even for a simple problem
like (2.7.2), we found that A is ill-conditioned when h is small. This is one of the
difficulties to solving the problem (2.7.17) efficiently.
2.8 Multigrid Algorithms
In this section we review the multigrid algorithm (cf. [32, Chapter 6]). The multi-
grid method was proposed in [49] and initially designed to solve elliptic boundary
value problems. A large sparse linear system is obtained after one applies cer-
tain numerical methods (finite difference methods, finite element methods, etc.)
to such a problem. As the mesh size h decreases, the problem usually becomes ill-
conditioned hence classical iterative methods are not efficient (cf. Remark 2.51).
Multigrid methods are multilevel methods that can overcome this issue. Moreover,
the multigrid method is an optimal solver in the sense that the amount of com-
putational work involved is only proportional to the number of unknowns in the
discretized equations.
The multigrid method has two main features: smoothing on the current grid and
error correction on a coarser grid. The smoothing step has the effect of damping
out the oscillatory part of the error. Classical iterative methods are often used as
smoothers, for example, Richardson iteration, Jacobi iteration and Gauss-Seidel
iteration. The smooth part of the error can then be accurately corrected on the
coarser grid.
We briefly illustrate the construction and the analysis of the multigrid methods
by considering a simple model problem. We only consider finite element based
multigrid methods in this dissertation. Let Ω ⊂ R2 be a convex polygon and
a(u, v) =
∫
Ω
∇u · ∇v dx. (2.8.1)
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Consider the Dirichlet problem, find u ∈ V = H10 (Ω) such that
a(u, v) = (f, v)L2(Ω) ∀v ∈ V, (2.8.2)
where f ∈ L2(Ω).
2.8.1 The Algorithms
Let Th be a shape regular simplicial triangulation of Ω and Vh ⊂ V be the P1
finite element space associated with Th. The diameter of T ∈ Th is denoted by hT
and h = maxT∈Th hT is the mesh size. Let the triangulation T1, T2, ... be generated
from the triangulation T0 through uniform subdivisions, and Vk be the P1 finite
element space associated with Tk. Let hk be the mesh size of Tk. See Figure 2.2
for an example of the first three triangulations for the square. Note that we have
V0 ⊂ V1 ⊂ · · · ⊂ Vk.
Figure 2.2. Triangulation.
The discretized problem is to find uk ∈ Vk such that
a(uk, v) = (f, v)L2(Ω) ∀v ∈ Vk. (2.8.3)
Definition 2.52. The mesh-dependent inner product (·, ·)k on Vk is defined by
(v, w)k := h2k
nk∑
i=1
v(pi)w(pi), (2.8.4)
where {pi}nki=1 is the set of internal vertices of Tk.
The operator Ak : Vk → Vk is defined by
(Akv, w)k = a(v, w) ∀v, w ∈ Vk. (2.8.5)
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The coarse-to-fine operator Ikk−1 : Vk−1 −→ Vk is the natural injection and the
fine-to-coarse operator Ik−1k : Vk −→ Vk−1 is the transpose of Ikk−1 with respect to
the mesh-dependent inner product, i.e.,
(Ik−1k v1, v2)k−1 = (v1, Ikk−1v2)k ∀v1 ∈ Vk and v2 ∈ Vk−1.
In terms of the operator Ak, the general k-th equation is
Akv = g. (2.8.6)
W -cycle Algorithm: Let the output of the W -cycle algorithm for (2.8.6) with
initial guess v0 and m1 (resp. m2) pre-smoothing (resp. post-smoothing) steps be
denoted by MGW (k, g, v0,m1,m2). We use a direct solve for k = 0, i.e., we take
MGW (0, g, v0,m1,m2) to be A−10 g. For k ≥ 1, we compute MGW (k, g, v0,m1,m2)
in three steps.
Pre-Smoothing The approximate solutions v1, . . . , vm1 are computed recursively
by
vj = vj−1 +
1
Λk
(g − Akvj−1) (2.8.7)
for 1 ≤ j ≤ m1.
Coarse Grid Correction Let g′ = Ik−1k (g − Akvm1) be the transferred residual of
vm1 and compute v′1, v′2 ∈ Vk−1 by
v′1 = MGW (k − 1, g′, 0,m1,m2), (2.8.8)
v′2 = MGW (k − 1, g′, v′1,m1,m2). (2.8.9)
We then take vm1+1 to be vm1 + Ikk−1v′2.
Post-Smoothing The approximate solutions vm1+2, . . . , vm1+m2+1 are computed re-
cursively by
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vj = vj−1 +
1
Λk
(g − Akvj−1) (2.8.10)
for m1 + 2 ≤ j ≤ m1 +m2 + 1.
The final output is MGW (k, g, v0,m1,m2) = vm1+m2+1.
Remark 2.53. Notice that we use Richardson iteration as the smoothers hence the
parameter Λk should satisfy (2.5.7). Other classical iterative methods, for example,
Jacobi iteration, Gauss-Seidel iteration can also be used in the pre-smoothing and
post-smoothing steps.
V -cycle Algorithm: Let the output of the V -cycle algorithm for (2.8.6) with
initial guess v0 and m1 (resp. m2) pre-smoothing (resp. post-smoothing) steps be
denoted by MGV (k, g, v0,m1,m2). The difference between the computations of
MGV (k, g, v0,m1,m2) and MGW (k, g, v0,m1,m2) is only in the coarse grid correc-
tion step, where we compute
v′1 = MGV (k − 1, g′, 0,m1,m2)
and take vm1+1 to be vm1 + Ikk−1v′1.
Two-Grid Algorithm: If we solve the coarse grid system exactly, we have
so-called two-grid method, namely, we take
vm1+1 = vm1 + Ikk−1A−1k−1g′. (2.8.11)
Full Multigrid Algorithm: The full multigrid algorithm is the following,
• For k = 0, v0 = A−10 f .
• For k ≥ 1, the approximate solutions vk are obtained recursively from
– vk0 = Ikk−1vk−1,
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– vkl = MGW (k, vkl−1, g,m1,m2) or
vkl = MGV (k, vkl−1, g,m1,m2), 1 ≤ l ≤ r,
– vk = vkr .
One can see Figure 2.3 for an illustration of V and W multigrid cycles at level 2.
Every node in the graph represents a smoothing procedure or an exact solve (only
at level 0). Every edge represents an inter-grid transfer procedure involving the
operators Ikk−1 and Ik−1k . Hence Figure 2.3 depicts the movement of the approximate
solution among different levels. For V -cycle and W -cycle algorithms, the names
come from the shape of the path among different levels.
Level 0
Level 1
Level 2
V -cycle W -cycle
Figure 2.3. V -cycle and W -cycle.
2.8.2 Convergence Analysis
In this subsection we review the essential ingredients for analyzing multigrid meth-
ods. We refer to [59, 38, 23, 105] for thorough reviews of the convergence analysis
of multigrid methods.
We define a mesh-dependent norm |||·|||s,k as
|||v|||s,k :=
√
(Askv, v)k, (2.8.12)
where Ask denotes the s power of the SPD operator Ak. Note that |||v|||1,k ≈ |v|H1(Ω)
and |||v|||0,k ≈ ‖v‖L2(Ω).
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The operator P k−1k : Vk → Vk−1 is defined by
a(P k−1k v, w) = a(v, Ikk−1w) ∀v ∈ Vk, w ∈ Vk−1. (2.8.13)
Let us consider two-grid algorithm first. It can be shown that [32, Chapter 6] the
error propagation operator Ek of two-grid algorithm for (2.8.6) is
Ek = Rm2k (I − Ikk−1P k−1k )Rm1k , (2.8.14)
where Rk = I − 1ΛkAk is the relaxation operator that represents a single step of
Richardson iteration (2.8.7). As we can see in (2.8.14), there are two components to
analyze, the smoothing part Rk and the approximation part I − Ikk−1P k−1k . Hence,
we have the following results (cf. [7]).
Lemma 2.54 (Smoothing Property). There exists a positive constant C such that
|||Rmk v|||t,k ≤ Ch
s−t
k (
t− s
t− s+ 2m)
t−s
2 |||v|||s,k . (2.8.15)
Lemma 2.55 (Approximation Property). There exists a positive constant C such
that
|||(I − Ikk−1P k−1k )v|||0,k ≤ Ch2k |||v|||2,k . (2.8.16)
Combining the smoothing property and approximation property, we have the
two-grid convergence.
Theorem 2.56 (Two-Grid Convergence). Given the initial error e0 and δ ∈ (0, 1).
If m1 +m2 is large enough, then
|Eke0|H1(Ω) ≤ δ|e0|H1(Ω). (2.8.17)
49
Proof. According to Lemma 2.54 and Lemma 2.55, we have
|||Eke0|||1,k = |||R
m2
k (I − Ikk−1P k−1k )Rm1k e0|||1,k
≤ Ch−1k (
1
1 + 2m2
) 12 |||(I − Ikk−1P k−1k )Rm1k e0|||0,k
≤ Ch−1k (
1
1 + 2m2
) 12h2k |||Rm1k e0|||2,k
≤ Ch−1k (
1
1 + 2m2
) 12h2kh−1k (
1
1 + 2m1
) 12 |||e0|||1,k
= C( 11 + 2m2
) 12 ( 11 + 2m1
) 12 |||e0|||1,k .
This implies the result.
Once we obtain the two-grid convergence, a standard perturbation argument can
be used to prove the W -cycle convergence. We state the following theorem without
proof.
Theorem 2.57 (W -cycle Convergence). Given any γ ∈ (0, 1), if m1 +m2 is large
enough. Then
|v −MGW (k, v0, g,m1,m2)|H1(Ω) ≤ γ|v − v0|H1(Ω), (2.8.18)
where v0 is the initial guess and v is the exact solution of (2.8.6).
Remark 2.58. Smoothing property and approximation property were introduced in
[57, 58]. These two properties are essential to standard W -cycle convergence analy-
sis. The convergence of W -cycle algorithm is a direct result of two-grid convergence
as stated above.
Remark 2.59. We assume Ω is convex in this section. For nonconvex domain,
the convergence of W -cycle can be obtained by altering the approximation property
where partial elliptic regularity (cf. Theorem 2.31) is utilized.
Remark 2.60. The convergence of V -cycle algorithm is more delicate. For convex
domain, we refer to [20, 19] for proofs. For nonconvex domain, the analysis is more
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difficult and the results in [20, 19] cannot be extended directly. Hence multiplicative
theory [107, 21] and additive theory [26] were introduced to prove the convergence
of V -cycle algorithm without full elliptic regularity.
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Chapter 3
P1 Finite Element Methods for Elliptic Optimal Control
Problems
In this chapter we consider P1 finite element methods for elliptic optimal control
problems (1.1.3)-(1.1.5). We prove the convergence of these P1 finite element meth-
ods and concrete error estimates are established. Numerical results are provided
at the end of the chapter. We refer to [30, 34] for more details. Throughout this
chapter, we use C to denote a generic constant which is independent of mesh size.
Also to avoid the proliferation of the constants, we use the notation A . B (or
A & B) to represent A ≤ (constant)B. The notation A ≈ B means that A . B
and B . A.
3.1 Optimal Control Problems without Pointwise State Constraints
As stated in Section 2.3.1, the problem (1.1.3)-(1.1.4) is equivalent to (2.3.24).
After eliminating ū, we obtain the following saddle point problem,
a(q, p̄)− (q, ȳ)L2(Ω) = −(q, yd)L2(Ω) ∀q ∈ H10 (Ω), (3.1.1a)
−(p̄, z)L2(Ω) − βa(ȳ, z) = 0 ∀z ∈ H10 (Ω). (3.1.1b)
Note that the system (3.1.1) is unbalanced with respect to β since it only appears
in (3.1.1b). This can be remedied by the following change of variables:
p̄ = β 14 p̃ and ȳ = β− 14 ỹ. (3.1.2)
The resulting saddle point problem is
β
1
2a(q, p̃)− (q, ỹ)L2(Ω) = −β
1
4 (q, yd)L2(Ω) ∀ q ∈ H10 (Ω), (3.1.3a)
−(p̃, z)L2(Ω) − β
1
2a(ỹ, z) = 0 ∀ z ∈ H10 (Ω). (3.1.3b)
We then use a P1 finite element method to discretize (3.1.3) and follow Babuška’s
approach to analyze our finite element methods (cf. Section 2.2). We can write
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(3.1.3) concisely as
B((p̃, ỹ), (q, z)) = −β 14 (yd, q)L2(Ω) ∀ (q, z) ∈ H10 (Ω)×H10 (Ω), (3.1.4)
where
B((p, y), (q, z)) = β 12a(q, p)− (q, y)L2(Ω) − (p, z)L2(Ω) − β
1
2a(y, z). (3.1.5)
3.1.1 Continuous Problem
We will analyze the bilinear form B(·, ·) in terms of the weighted H1 norm ‖·‖H1
β
(Ω)
defined by
‖v‖2H1
β
(Ω) = β
1
2 |v|2H1(Ω) + ‖v‖2L2(Ω) ∀ v ∈ H1(Ω). (3.1.6)
Lemma 3.1. Let (p, y), (q, z) ∈ H1(Ω)×H1(Ω) be arbitrary. We have
B((p, y), (q, z)) . (‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω))
1
2 (‖q‖2H1
β
(Ω) + ‖z‖2H1
β
(Ω))
1
2 . (3.1.7)
Proof. The result follows immediately from (1.1.6), (3.1.5), (3.1.6) and the Cauchy-
Schwarz inequality. Note that the hidden constant here may depend on ζ and γ.
Lemma 3.2. We have
sup
(q,z)∈H10 (Ω)×H10 (Ω)
B((p, y), (q, z))
(‖q‖2
H1
β
(Ω) + ‖z‖2H1
β
(Ω))
1
2
≥ 2− 12 (‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω))
1
2 (3.1.8)
for any (p, y) ∈ H10 (Ω)×H10 (Ω).
Proof. We have
B((p, y), (p− y,−p− y)) = β 12a(p, p) + (p, p)L2(Ω) + (y, y)L2(Ω) + β
1
2a(y, y)
≥ ‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω).
and
(‖p− y‖2H1
β
(Ω) + ‖ − p− y‖2H1
β
(Ω))
1
2 = (β 12 |p− y|2H1(Ω) + ‖p− y‖2L2(Ω)
+β 12 |p+ y|2H1(Ω) + ‖p+ y‖2L2(Ω))
1
2
= 2 12 (‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω))
1
2 .
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The last equality is due to the parallelogram law (cf. [32, Theorem 2.2.8]). This
immediately implies the result.
It follows from Lemma 3.1 and 3.2 that
‖p‖H1
β
(Ω) + ‖y‖H1
β
(Ω) ≈ sup
(q,z)∈H10 (Ω)×H10 (Ω)
B((p, y), (q, z))
‖q‖H1
β
(Ω) + ‖z‖H1
β
(Ω)
(3.1.9)
for all (p, y) ∈ H10 (Ω) × H10 (Ω). Hence (3.1.4) is well-posed (cf. Theorem 2.20).
Similarly, we have
‖p‖H1
β
(Ω) + ‖y‖H1
β
(Ω) ≈ sup
(q,z)∈H10 (Ω)×H10 (Ω)
B((q, z), (p, y))
‖q‖H1
β
(Ω) + ‖z‖H1
β
(Ω)
(3.1.10)
for all (p, y) ∈ H10 (Ω)×H10 (Ω).
3.1.2 Discrete Problem
Let Th be a triangulation of Ω and Vh ⊂ H10 (Ω) be the P1 finite element space
associated with Th. The P1 finite element method for (3.1.4) is to find (p̃h, ỹh) ∈
Vh × Vh such that
B((p̃h, ỹh), (qh, zh)) = −β
1
4 (yd, qh)L2(Ω) ∀ (qh, zh) ∈ Vh × Vh. (3.1.11)
For the convergence analysis of the multigrid algorithms, it is necessary to con-
sider a more general problem: Find (p, y) ∈ H10 (Ω)×H10 (Ω) such that
B((p, y), (q, z)) = (f, q)L2(Ω) + (g, z)L2(Ω) ∀ (q, z) ∈ H10 (Ω)×H10 (Ω), (3.1.12)
where f, g ∈ L2(Ω), together with the following dual problem: Find (p, y) ∈
H10 (Ω)×H10 (Ω) such that
B((q, z), (p, y)) = (f, q)L2(Ω) + (g, z)L2(Ω) ∀ (q, z) ∈ H10 (Ω)×H10 (Ω). (3.1.13)
The unique solvability of (3.1.12) (resp., (3.1.13)) follows immediately from
(3.1.9) (resp., (3.1.10)) (cf. Theorem 2.20). The P1 finite element method for
(3.1.12) is to find (ph, yh) ∈ Vh × Vh such that
B((ph, yh), (qh, zh)) = (f, qh)L2(Ω) + (g, zh)L2(Ω) ∀ (qh, zh) ∈ Vh × Vh, (3.1.14)
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and the P1 finite element method for (3.1.13) is to find (ph, yh) ∈ Vh×Vh such that
B((qh, zh), (ph, yh)) = (f, qh)L2(Ω) + (g, zh)L2(Ω) ∀ (qh, zh) ∈ Vh × Vh. (3.1.15)
Note that Lemma 3.1 and 3.2 also yield the following analog of (3.1.9):
‖ph‖H1
β
(Ω) + ‖yh‖H1
β
(Ω) ≈ sup
(qh,zh)∈Vh×Vh
B((ph, yh), (qh, zh))
‖qh‖H1
β
(Ω) + ‖zh‖H1
β
(Ω)
(3.1.16)
for all (ph, yh) ∈ Vh × Vh. Similarly, we have
‖ph‖H1
β
(Ω) + ‖yh‖H1
β
(Ω) ≈ sup
(qh,zh)∈Vh×Vh
B((qh, zh), (ph, yh))
‖qh‖H1
β
(Ω) + ‖zh‖H1
β
(Ω)
(3.1.17)
for all (ph, yh) ∈ Vh×Vh. Therefore the discrete problems (3.1.14) and (3.1.15) are
also uniquely solvable (cf. Theorem 2.20).
3.1.3 Error Estimates
We first have the following quasi-optimal error estimate.
Lemma 3.3. Let (p, y) (resp., (ph, yh)) be the solution of (3.1.12) or (3.1.13)
(resp., (3.1.14) or (3.1.15)). We have
‖p−ph‖H1
β
(Ω)+‖y−yh‖H1
β
(Ω) . inf(qh,zh)∈Vh×Vh
(
‖p−qh‖H1
β
(Ω)+‖y−zh‖H1
β
(Ω)
)
. (3.1.18)
Proof. We only consider (3.1.12) since the arguments for (3.1.13) are similar. By
(3.1.7), (3.1.16) and Galerkin orthogonality, we have for all (qh, zh) ∈ Vh × Vh,
‖ph − qh‖H1
β
(Ω) + ‖yh − zh‖H1
β
(Ω) . sup
(qh,zh)∈Vh×Vh
B((ph − qh, yh − zh), (qh, zh))
‖qh‖H1
β
(Ω) + ‖zh‖H1
β
(Ω)
= sup
(qh,zh)∈Vh×Vh
B((p− qh, y − zh), (qh, zh))
‖qh‖H1
β
(Ω) + ‖zh‖H1
β
(Ω)
. ‖p− qh‖H1
β
(Ω) + ‖y − zh‖H1
β
(Ω),
hence we obtain
‖p− ph‖H1
β
(Ω) + ‖y − yh‖H1
β
(Ω) . ‖p− qh‖H1
β
(Ω) + ‖y − zh‖H1
β
(Ω)
+ ‖ph − qh‖H1
β
(Ω) + ‖yh − zh‖H1
β
(Ω)
. ‖p− qh‖H1
β
(Ω) + ‖y − zh‖H1
β
(Ω).
55
This implies the result.
In order to obtain a concrete estimate from the quasi-optimal estimate, we need
the following regularity result.
Lemma 3.4. The solution (p, y) of (3.1.12) or (3.1.13) belongs to H1+α(Ω) ×
H1+α(Ω) and we have
‖β
1
2p‖H1+α(Ω) + ‖β
1
2y‖H1+α(Ω) ≤ CΩ(‖f‖L2(Ω) + ‖g‖L2(Ω)), (3.1.19)
where α ∈ (12 , 1] is the index of elliptic regularity (cf. Theorem 2.31).
Proof. We only consider (3.1.12) since the arguments for (3.1.13) are similar. We
can write (3.1.12) as
a(q, β 12p) = (y + f, q)L2(Ω) ∀q ∈ H10 (Ω),
a(β 12y, z) = (−p− g, z)L2(Ω) ∀z ∈ H10 (Ω).
Thus by the elliptic regularity (cf. Theorem 2.31) we have,
‖β
1
2p‖H1+α(Ω) . ‖y‖L2(Ω) + ‖f‖L2(Ω),
‖β
1
2y‖H1+α(Ω) . ‖p‖L2(Ω) + ‖g‖L2(Ω).
From (3.1.9), (3.1.12) and (3.1.6) we have
‖p‖L2(Ω) + ‖y‖L2(Ω) ≤ sup
(q,z)∈H10 (Ω)×H10 (Ω)
(f, q)L2(Ω) + (g, z)L2(Ω)
‖q‖H1
β
(Ω) + ‖z‖H1
β
(Ω)
≤ ‖f‖L2(Ω) + ‖g‖L2(Ω).
The estimate (3.1.19) immediately follows.
We can now derive the concrete error estimates for the P1 finite element methods.
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Theorem 3.5. Let (p, y) (resp., (ph, yh)) be the solution of (3.1.12) or (3.1.13)
(resp., (3.1.14) or (3.1.15)). We have
‖p− ph‖H1
β
(Ω) + ‖y − yh‖H1
β
(Ω) ≤ C(1 + β
1
2h−2) 12β− 12h1+α(‖f‖L2(Ω) + ‖g‖L2(Ω)),
‖p− ph‖L2(Ω) + ‖y − yh‖L2(Ω) ≤ C(1 + β
1
2h−2)β−1h2+2α(‖f‖L2(Ω) + ‖g‖L2(Ω)),
where the positive constant C is independent of β and h and α ∈ (12 , 1].
Proof. We only consider the case that involves (3.1.12) and (3.1.14). Let Πh :
H1+α(Ω)∩H10 (Ω)→ Vh be the nodal interpolation operator. We have the following
standard interpolation error estimate [32, 43] for all ζ ∈ H1+α(Ω) ∩H10 (Ω):
‖ζ − Πhζ‖L2(Ω) + h|ζ − Πhζ|H1(Ω) ≤ Ch1+α|ζ|H1+α(Ω), (3.1.20)
where the positive constant C only depends on the shape regularity of Th.
The first estimate follows from (3.1.18), (3.1.19) and (3.1.20),
‖p− ph‖2H1
β
(Ω) + ‖y − yh‖2H1
β
(Ω) ≤ ‖p− Πhp‖2H1
β
(Ω) + ‖y − Πhy‖2H1
β
(Ω)
= ‖p− Πhp‖2L2(Ω) + β
1
2 |p− Πhp|2H1(Ω) + ‖y − Πhy‖2L2(Ω) + β
1
2 |y − Πhy|2H1(Ω)
≤ (β−1h2+2α + β− 12h2α)
(
‖f‖2L2(Ω) + ‖g‖2L2(Ω)
)
= (1 + β 12h−2)β−1h2+2α
(
‖f‖2L2(Ω) + ‖g‖2L2(Ω)
)
.
The second estimate is established by a duality argument. Let (ξ, θ) ∈ H10 (Ω) ×
H10 (Ω) be defined by
B((q, z), (ξ, θ)) = (q, p− ph)L2(Ω) + (z, y − yh)L2(Ω). (3.1.21)
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We have, by Galerkin orthogonality and Lemma 3.4,
‖p− ph‖2L2(Ω) + ‖y − yh‖2L2(Ω) = B((p− ph, y − yh), (ξ, θ))
= B((p− ph, y − yh), (ξ − Πhξ, θ − Πhθ))
. (‖p− ph‖2H1
β
(Ω) + ‖y − yh‖2H1
β
(Ω))
1
2 (‖ξ − Πhξ‖2H1
β
(Ω) + ‖θ − Πhθ‖2H1
β
(Ω))
1
2
. (1 + β 12h−2) 12β− 12h1+α(‖p− ph‖2L2(Ω) + ‖y − yh‖2L2(Ω))
1
2
× (‖p− ph‖2H1
β
(Ω) + ‖y − yh‖2H1
β
(Ω))
1
2 ,
which implies the second estimate.
Let us consider a P1 finite element method for (3.1.1), to find (p̄h, ȳh) ∈ Vh× Vh
such that
a(qh, p̄h)− (qh, ȳh)L2(Ω) = −(qh, yd)L2(Ω) ∀qh ∈ Vh, (3.1.22a)
−(p̄h, zh)L2(Ω) − βa(ȳh, zh) = 0 ∀z ∈ Vh, (3.1.22b)
which is equivalent to (3.1.11) under the change of variables,
p̄h = β
1
4 p̃h and ȳh = β−
1
4 ỹh. (3.1.23)
Applying Theorem 3.5 to (3.1.22), we arrive at the following error estimates.
Lemma 3.6. Let (p, y) (resp., (ph, yh)) be the solution of (3.1.1) (resp., (3.1.22)).
We have
‖p̄− p̄h‖H1
β
(Ω) + β
1
2‖ȳ − ȳh‖H1
β
(Ω) ≤ C(1 + β
1
2h−2) 12h1+α‖yd‖L2(Ω), (3.1.24)
‖p̄− p̄h‖L2(Ω) + β
1
2‖ȳ − ȳh‖L2(Ω) ≤ C(1 + β
1
2h−2)β− 12h2+2α‖yd‖L2(Ω), (3.1.25)
where positive constant C is independent of β and h and α ∈ (12 , 1].
Proof. Through the change of variables (3.1.2) and (3.1.23), we have
‖p̃− p̃h‖H1
β
(Ω) = β−
1
4‖p̄− p̄h‖H1
β
(Ω), ‖ỹ − ỹh‖H1
β
(Ω) = β
1
4‖ȳ − ȳh‖H1
β
(Ω),
‖p̃− p̃h‖L2(Ω) = β−
1
4‖p̄− p̄h‖L2(Ω), ‖ỹ − ỹh‖L2(Ω) = β
1
4‖ȳ − ȳh‖L2(Ω).
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Replace these norms in Theorem 3.5 and let f = −β 14yd and g = 0, we obtain the
error estimates immediately.
Remark 3.7. According to Lemma 3.6, the performance of the P1 finite element
methods with respect to H1 norm and L2 norm will deteriorate as β goes to 0.
Therefore it is necessary to use very fine mesh when β is small in which case it
is important to have an efficient iterative solver, especially for three dimensional
problems.
The performance of the P1 finite element method is illustrated in the following
numerical example.
Example 3.8. We solve (3.1.1) by the P1 finite element method defined by (3.1.22)
on the unit square Ω = (0, 1)2 for yd = 1 and yd = x1(1− x1)x2(1− x2). We take
ζ = 0 and γ = 0 for simplicity. In both cases the exact solution can be found in the
form of a double Fourier sine series. The relative errors for h = 2−6 and various
β together with the solution times are displayed in Table 3.1.
Table 3.1. Relative Errors and Solution Times of the P1 Finite Element Method
Defined by (3.1.22) for yd = 1 and yd = x1(1 − x1)x2(1 − x2), with h = 2−6 and
β = 10−2, 10−2, 10−6.
β
|p̄− p̄h|H1(Ω)
|p̄|H1(Ω)
‖p̄− p̄h‖L2(Ω)
‖p̄‖L2(Ω)
|ȳ − ȳh|H1(Ω)
|ȳ|H1(Ω)
‖ȳ − ȳh‖L2(Ω)
‖ȳ‖L2(Ω)
Time (s)
yd = 1
10−2 1.65e-02 6.92e-04 1.17e-02 6.31e-04 4.43e+00
10−4 5.62e-02 4.64e-03 1.92e-02 9.29e-04 4.68e+00
10−6 1.87e-01 3.99e-02 6.13e-01 4.51e-03 6.11e+00
yd = x1(1− x1)x2(1− x2)
10−2 1.16e-02 2.65e-04 1.16e-02 4.26e-04 2.96e+00
10−4 1.47e-02 1.88e-04 1.17e-02 1.92e-04 2.99e+00
10−6 4.55e-02 8.82e-04 1.22e-02 1.86e-04 3.74e+00
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3.2 Optimal Control Problems with Pointwise State Constraints
In this section we consider P1 finite element methods for (1.1.3)–(1.1.5) under the
assumption ζ = 0 and γ = 0.
According to (2.3.6)–(2.3.7) in Section 2.3, we consider the following problem,
ȳ = argmin
y∈K
[
1
2(y − yd, y − yd)L
2(Ω) +
β
2 (∆y,∆y)L
2(Ω)
]
, (3.2.1)
where
K = {y ∈ V : y ≤ ψ in Ω}. (3.2.2)
Let Th be a shape regular simplicial triangulation of Ω and Vh ⊂ H10 (Ω) be the
P1 finite element space associated with Th. The diameter of T ∈ Th is denoted by
hT and h = maxT∈Th hT is the mesh diameter.
3.2.1 Discrete Laplace Operators
The discrete problems for (3.2.1) involve two discrete Laplace operators. The op-
erator ∆h : H10 (Ω)→ Vh is defined by
(∆hv, w)L2(Ω) = −(∇v,∇w)L2(Ω) ∀ w ∈ Vh. (3.2.3)
Let the inner product (·, ·)h be defined by
(v, w)h =
∑
p∈Vh
∑
T∈Tp
|T |
d+ 1
 v(p)w(p) ∀ v, w ∈ Vh, (3.2.4)
where Vh is the set of the vertices of Th, Tp is the set of the elements in Th that
share p as a common vertex, and |T | is the area (d = 2) or volume (d = 3) of T .
We have (v, v)h ≈ ‖v‖2L2(Ω) for all v ∈ Vh (cf. [32]). The operator ∆̃h : H10 (Ω)→ Vh
is defined by
(∆̃hv, w)h = −(∇v,∇w)L2(Ω) ∀ w ∈ Vh. (3.2.5)
Remark 3.9. The first discrete Laplace operator ∆h is defined in terms of the L2
inner product while the second one ∆̃h is defined in terms of the discrete inner
product (3.2.4) related to mass lumping.
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3.2.2 Discrete Problems
We provide three P1 finite element methods utilizing the discrete Laplace operators
∆h and ∆̃h.
The first discrete problem is to find
ȳh = argmin
yh∈Kh
[
1
2(yh − yd, yh − yd)L
2(Ω) +
β
2 (∆hyh,∆hyh)L
2(Ω)
]
, (3.2.6)
the second discrete problem is to find
ȳh = argmin
yh∈Kh
[
1
2(yh − yd, yh − yd)L
2(Ω) +
β
2 (∆̃hyh, ∆̃hyh)h
]
, (3.2.7)
the third discrete problem is to find
ȳh = argmin
yh∈Kh
[
1
2(yh − yd, yh − yd)h +
β
2 (∆̃hyh, ∆̃hyh)h
]
, (3.2.8)
where
Kh = {y ∈ Vh : yh ≤ ψ at the vertices of Th}. (3.2.9)
Remark 3.10. The P1 finite element method defined by (3.2.6) and (3.2.9) can be
found in [34, 42, 80].
We can derive the following analogs of (2.3.28) which are the first order opti-
mality conditions for (3.2.6), (3.2.7) and (3.2.8),
(ȳh − yd, yh − ȳh)L2(Ω) + β
(
∆hȳh,∆h(yh − ȳh)
)
L2(Ω)
≥ 0 ∀yh ∈ Kh, (3.2.10)
(ȳh − yd, yh − ȳh)L2(Ω) + β
(
∆̃hȳh, ∆̃h(yh − ȳh)
)
h
≥ 0 ∀yh ∈ Kh, (3.2.11)
(ȳh − yd, yh − ȳh)h + β
(
∆̃hȳh, ∆̃h(yh − ȳh)
)
h
≥ 0 ∀yh ∈ Kh. (3.2.12)
Remark 3.11. Let Ah (resp., Mh) be the stiffness (resp., mass) matrix represents
the bilinear form (∇·,∇·)L2(Ω) (resp., (·, ·)L2(Ω)) with respect to the nodal basis of
Vh. Then ∆h can be represented as −M−1h Ah. On the other hand, the matrix rep-
resenting ∆̃h is given by −M̃−1h Ah, where M̃h is the diagonal matrix representing
the bilinear form defined by (3.2.4).
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We are able to solve (3.2.7) and (3.2.8) with a primal-dual active set algorithm
since the system matrix Mh +βAhM̃−1h Ah or M̃h +βAhM̃−1h Ah is available. This
also enables us to construct multigrid methods to solve the reduced system during
each PDAS iteration. That is the main reason we utilize the mass lumping inner
product (3.2.4).
3.2.3 Error Estimates
We have the following error estimate for the P1 finite element methods.
Theorem 3.12 ([34, Section 6]). Let ȳh ∈ Kh be the solution of (3.2.6) (or (3.2.7),
(3.2.8)) and ūh = −∆hȳh (or ūh = −∆̃hȳh). We have
‖ū− ūh‖L2(Ω) + ‖ȳ − ȳh‖L2(Ω) + |ȳ − ȳh|H1(Ω) ≤ C(| ln h|
1
2h+ hτ ), (3.2.13)
where
τ =

α if d = 2 or 3 and Th is quasi-uniform,
1 if d = 2 and Th is graded around the reentrant corners.
α ∈ (12 , 1] is the index of elliptic regularity.
Remark 3.13. We refer to [34] for a detailed proof of the theorem. Note that
the constant C in (3.2.13) might depend on β. We do not attempt to explore the
relation between C and β in this theorem.
3.3 Numerical Results
In this section we present several numerical results to illustrate the behavior of the
P1 finite element method (3.1.14) and (3.2.8). We employed the MATLAB/C++
toolbox FELICITY [101] in our computations.
Example 3.14. In this example we solve (3.1.12) on Ω = (0, 1)2 with β = 1,
ζ = 12 [1, 0]
t, γ = 0 and exact solution
(p, y) = (sin(2πx1) sin(2πx2), x1(1− x1)x2(1− x2)). (3.3.1)
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Figure 3.1. Criss-Cross Mesh.
There are 10 degrees of freedom (dofs) for the P1 finite element space associated
with the first level mesh (k = 1). After 11 uniform mesh refinements, the P1 finite
element space associated with the final mesh (k = 12) has 67092482 dofs. See Figure
3.1 for the first three meshes in this example. The relative errors are displayed in
Tables 3.2. We observe O(h) convergence in | · |H1(Ω) and O(h2) convergence in
‖ · ‖L2(Ω), which agrees with Theorem 3.5.
Table 3.2. Convergence Results for Example 3.14.
k
|ȳ−yh|H1(Ω)
|ȳ|H1(Ω)
Order ‖ȳ−yh‖L2(Ω)‖ȳ‖L2(Ω) Order
|p̄−ph|H1(Ω)
|p̄|H1(Ω)
Order |p̄−ph|L2(Ω)|p̄|L2(Ω) Order
1 2.77e-01 - 1.96e-01 - 1.60e-01 - 1.45e-01 -
2 1.33e-01 1.06 6.97e-02 1.49 1.92e-01 -0.27 1.36e-01 0.09
3 5.83-e02 1.19 2.01e-02 1.79 9.54e-02 1.01 4.20e-02 1.70
4 2.67-e02 1.13 5.30e-03 1.92 4.67e-02 1.03 1.10e-02 1.93
5 1.27e-02 1.07 1.40e-03 1.92 2.32e-02 1.01 2.80e-03 1.97
6 6.20e-03 1.03 3.45e-04 2.02 1.16e-02 1.00 7.00e-04 2.00
7 3.10e-03 1.00 8.67e-05 1.99 5.80e-03 1.00 1.75e-04 2.00
8 1.50e-03 1.05 2.17e-05 2.00 2.90e-03 1.00 4.38e-05 2.00
9 7.65e-04 0.97 5.44e-06 2.00 1.40e-03 1.05 1.10e-05 1.99
10 3.82e-04 1.00 1.36e-06 2.00 7.23e-04 0.95 2.74e-06 2.01
11 1.91e-04 1.00 3.40e-07 2.00 3.62e-04 1.00 6.85e-07 2.00
12 9.55e-05 1.00 8.51e-08 2.00 1.81e-04 1.00 1.71e-07 2.00
Example 3.15. In this example we solve (3.1.12) on a L-shaped domain Ω =
(0, 1)2 \ (0.5)2 with β = 1, ζ = 12 [1, 0]
t, γ = 0 and exact solution
(p, y) = (sin(2πx1) sin(2πx2), x1(1− x1)(0.5− x1)x2(1− x2)(0.5− x2)). (3.3.2)
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Figure 3.2. Initial Mesh for L-shaped Domain.
There are 34 degrees of freedom (dofs) for the P1 finite element space associated
with the first level mesh (k = 1). After 9 uniform mesh refinements, the P1 finite
element space associated with the final mesh (k = 10) has 12574722 dofs. See Figure
3.2 for the initial mesh in this example. The relative errors are displayed in Table
3.3. We observe O(h) convergence in | · |H1(Ω) and O(h2) convergence in ‖ · ‖L2(Ω),
which is higher than the convergence order in Theorem 3.5.
Table 3.3. Convergence Results for Example 3.15.
k
|ȳ−yh|H1(Ω)
|ȳ|H1(Ω)
Order ‖ȳ−yh‖L2(Ω)‖ȳ‖L2(Ω) Order
|p̄−ph|H1(Ω)
|p̄|H1(Ω)
Order |p̄−ph|L2(Ω)|p̄|L2(Ω) Order
1 6.24e-01 - 3.17e-01 - 3.93e+00 - 3.28e-01 -
2 2.93e-01 1.09 1.46e-01 1.12 1.99e+00 0.98 9.86e-02 1.73
3 1.27e-01 1.20 4.36e-02 1.74 1.00e+00 0.99 2.61e-02 1.92
4 5.95e-02 1.10 1.15e-02 1.93 5.03e-01 1.00 6.63e-03 1.98
5 2.91e-02 1.03 2.91e-03 1.98 2.52e-01 1.00 1.67e-03 1.99
6 1.45e-02 1.01 7.31e-04 1.99 1.26e-01 1.00 4.17e-04 2.00
7 7.21e-03 1.00 1.83e-04 2.00 6.28e-02 1.00 1.04e-04 2.00
8 3.58e-03 1.01 4.59e-05 2.00 3.12e-02 1.01 2.59e-05 2.01
9 1.75e-03 1.04 1.16e-05 1.99 1.52e-02 1.04 6.34e-06 2.03
10 7.81e-04 1.16 3.01e-06 1.95 6.82e-03 1.16 1.44e-06 2.14
Example 3.16. In this example we solve (3.1.12) on Ω = (0, 1)3 with β = 1,
ζ = 12 [1, 0, 0]
t, γ = 0 and exact solution
(p, y) = (sin(2πx1) sin(2πx2) sin(2πx3), x1(1− x1)x2(1− x2)x3(1− x3)). (3.3.3)
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There are 54 degrees of freedom (dofs) for the P1 finite element space associated
with the first level mesh (k = 1). After 5 uniform mesh refinements, the P1 finite
element space associated with the final mesh (k = 6) has 4096766 dofs. The relative
errors are displayed in Table 3.4. We observe O(h) convergence in | · |H1(Ω) and
O(h2) convergence in ‖ · ‖L2(Ω), which agrees with Theorem 3.5.
Table 3.4. Convergence Results for Example 3.16.
k
|ȳ−yh|H1(Ω)
|ȳ|H1(Ω)
Order ‖ȳ−yh‖L2(Ω)‖ȳ‖L2(Ω) Order
|p̄−ph|H1(Ω)
|p̄|H1(Ω)
Order |p̄−ph|L2(Ω)|p̄|L2(Ω) Order
1 5.57e-01 - 3.84e-01 - 8.04e-01 - 7.41e-01 -
2 3.07e-01 0.86 1.35e-01 1.51 4.86e-01 0.73 3.44e-01 1.11
3 1.43e-01 1.10 4.24e-02 1.67 2.51e-01 0.95 1.06e-01 1.70
4 6.68e-02 1.10 1.15e-02 1.89 1.26e-01 1.00 2.80e-02 1.92
5 3.18e-02 1.07 2.91e-03 1.98 6.14e-02 1.03 6.99e-03 2.00
6 1.41e-02 1.17 7.13e-04 2.03 2.74e-02 1.16 1.63e-03 2.10
Example 3.17 ([34, Example 7.1]). In this example we take Ω = [−4, 4]2, β = 1,
ψ = |x|2 − 1 and
yd =
{
∆2ȳ + ȳ |x| > 1
∆2ȳ + ȳ + 2 |x| ≤ 1
in (3.2.8), where
ȳ =

|x|2 − 1 |x| ≤ 1
v(|x|) + (1− φ(|x|))w(x) 1 ≤ |x| ≤ 3
w(x) |x| ≥ 3
,
with
v(|x|) = (|x|2 − 1)(1− |x| − 12 )
4 + 14(|x| − 1)
2(|x| − 3)4,
φ(|x|) = (1 + 4 |x| − 12 + 10(
|x| − 1
2 )
2 + 20( |x| − 12 )
3)(1− |x| − 12 )
4,
w(x) = 2 sin(π8 (x1 + 4)) sin(
π
8 (x2 + 4)).
We report the absolute errors in Table 3.5. We observe O(h) convergence for the
state in H1 norm which agrees with Theorem 3.12. The convergence rate of the state
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in L2 norm is close to O(h2) in average and the convergence rate of the control in
L2 norm is close to O(h1.5) which are better than the estimates in Theorem 3.12.
These convergence rates also coincide with those of [34, Example 7.1].
Table 3.5. Convergence Results for Example 3.17.
k ‖ȳ − yh‖L2(Ω) Order |ȳ − yh|H1(Ω) Order |ū− uh|L2(Ω) Order
1 1.97e+01 - 1.71e+01 - 1.44e+01 -
2 1.21e+00 4.03 3.94e+00 2.12 5.88e+00 1.29
3 8.60e-01 0.49 1.85e+00 1.09 4.18e+00 0.49
4 3.51e-01 1.29 8.58e-01 1.11 1.46e+00 1.52
5 1.10e-01 1.67 3.96e-01 1.12 4.83e-01 1.60
6 4.41e-02 1.32 1.94e-01 1.03 1.79e-01 1.43
7 1.31e-02 1.75 9.47e-02 1.03 6.12e-02 1.55
8 1.27e-03 3.37 4.57e-02 1.05 2.16e-02 1.50
9 1.12e-03 0.18 2.05e-02 1.16 7.61e-03 1.51
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Chapter 4
Multigrid Methods for Elliptic Optimal Control Problems
In this chapter we focus on the multigrid method for (2.3.24). As we discussed in
Chapter 3, our goal is to design multigrid methods for the general problem (3.1.14).
We follow the approach introduced in Section 2.8 which involves smoothing prop-
erty and approximation property. The main ingredient is to use a post-smoother
that can be interpreted as a Richardson iteration (cf. (2.5.6)) for a SPD problem
that has the same solution as the saddle point problem (3.1.14). We only focus
on the convergence analysis of W -cycle algorithm. We refer to [30, 29, 28, 31] for
more details about this approach. The materials in this chapter come from [30].
Throughout this chapter, Ω ∈ Rd(d = 2, 3) is a convex domain. Let T0 be
a triangulation of Ω and the the triangulations T1, T2, ... be generated from T0
through a refinement process so that hk = hk−1/2. The P1 finite element subspace
of H10 (Ω) associated with Tk is denoted by Vk. We use C to denote a generic
constant which is independent of mesh size. Also to avoid the proliferation of the
constants, we use the notation A . B (or A & B) to represent A ≤ (constant)B.
The notation A ≈ B means that A . B and B . A.
4.1 Multigrid Algorithm
We want to design multigrid methods for problems of finding (p, y) ∈ Vk×Vk such
that
B((p, y), (q, z)) = F (q) +G(z) ∀ (q, z) ∈ Vk × Vk, (4.1.1)
where F,G ∈ V ′k , and for the dual problem of finding (p, y) ∈ Vk × Vk such that
B((q, z), (p, y)) = F (q) +G(z) ∀ (q, z) ∈ Vk × Vk. (4.1.2)
4.1.1 Mesh-dependent Inner Product
Similar to (2.8.4), we define a mesh-dependent inner product on Vk.
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Definition 4.1. The mesh-dependent inner product (·, ·)k on Vk is defined by
(v, w)k := hdk
nk∑
i=1
v(pi)w(pi), (4.1.3)
where {pi}nki=1 is the set of internal vertices of Tk.
By a standard scaling argument [32, 43], we have
(v, v) ≈ ‖v‖2L2(Ω) ∀v ∈ Vk, (4.1.4)
where the hidden constants only depend on the shape regularity of T0.
Then we introduce a mesh dependent inner product on Vk×Vk to rewrite (4.1.1)
in terms of an operator that maps Vk × Vk to Vk × Vk. Define the mesh-dependent
inner product [·, ·]k on Vk × Vk by
[(p, y), (q, z)]k = (p, q)k + (y, z)k. (4.1.5)
Let the operator Bk : Vk × Vk −→ Vk × Vk be defined by
[Bk(p, y), (q, z)]k = B((p, y), (q, z)) ∀ (p, y), (q, z) ∈ Vk × Vk. (4.1.6)
We can then rewrite (4.1.1) in the form
Bk(p, y) = (f, g), (4.1.7)
where (f, g) ∈ Vk × Vk is defined by
[(f, g), (q, z)]k = F (q) +G(z) ∀ (q, z) ∈ Vk × Vk,
and (4.1.2) becomes
Btk(p, y) = (f, g), (4.1.8)
where
[Btk(p, y), (q, z)]k = [(p, y),Bk(q, z)]k
= B((q, z), (p, y)) ∀(p, y), (q, z) ∈ Vk × Vk.
(4.1.9)
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Similar to Section 2.8, we take the coarse-to-fine operator Ikk−1 : Vk−1×Vk−1 −→
Vk × Vk to be the natural injection and define the fine-to-coarse operator Ik−1k :
Vk × Vk −→ Vk−1 × Vk−1 to be the transpose of Ikk−1 with respect to the mesh-
dependent inner products, i.e.,
[Ik−1k (p, y), (q, z)]k−1 = [(p, y), Ikk−1(q, z)]k ∀ (p, y) ∈ Vk × Vk, (q, z) ∈ Vk−1 × Vk−1.
(4.1.10)
4.1.2 A Block-diagonal Preconditioner
Let Lk : Vk −→ Vk be a linear operator symmetric with respect to the inner product
(·, ·)k on Vk such that
(Lkv, v)k ≈ ‖v‖2H1
β
(Ω) = ‖v‖2L2(Ω) + β
1
2 |v|2H1(Ω) ∀ v ∈ Vk. (4.1.11)
Then the operator Ck : Vk × Vk −→ Vk × Vk defined by
Ck(p, y) = (Lkp, Lky) (4.1.12)
is symmetric positive definite (SPD) with respect to [·, ·]k and we have
[Ck(p, y), (p, y)]k ≈ ‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω) ∀ (p, y) ∈ Vk × Vk. (4.1.13)
Remark 4.2. We will use C−1k as a preconditioner in the constructions of the
smoothing operators. In practice we can take L−1k to be an approximate solve of the
P1 finite element discretization of the following boundary value problem:
−β
1
2 ∆u+ u = f in Ω and u = 0 on ∂Ω. (4.1.14)
The multigrid algorithms in this section are O(n) as long as L−1k is also an O(n)
algorithm. This can be done using the multigrid algorithm introduced in Section
2.8 (apply to (4.1.14)). In practice, a V -cycle algorithm with very few smoothing
steps is sufficient. Numerical results are presented in Section 4.4 to illustrate the
effects of the preconditioner.
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We refer to [15, 77] for a general discussion on the construction of block-diagonal
preconditioners for saddle point problems arising from the discretization of partial
differential equations.
Lemma 4.3. We have
[BtkC−1k Bk(p, y), (p, y)]k ≈ ‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω) ∀ (p, y) ∈ Vk × Vk, (4.1.15)
[BkC−1k Btk(p, y), (p, y)]k ≈ ‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω) ∀ (p, y) ∈ Vk × Vk, (4.1.16)
where the hidden constants are independent of k and β.
Proof. Let (p, y) ∈ Vk × Vk be arbitrary and (r, x) = C−1k Bk(p, y). By (3.1.16),
(4.1.6), (4.1.13) and duality, we derive (4.1.15) as follows,
[BtkC−1k Bk(p, y), (p, y)]k = [Ck(C−1k Bk)(p, y),C−1k Bk(p, y)]k
= [Ck(r, x), (r, x)]k
= sup
(q,z)∈Vk×Vk
[Ck(r, x), (q, z)]2k
[Ck(q, z), (q, z)]k
≈ sup
(q,z)∈Vk×Vk
[Bk(p, y), (q, z)]2k
‖q‖2
H1
β
(Ω) + ‖z‖2H1
β
(Ω)
= sup
(q,z)∈Vk×Vk
B((p, y), (q, z))2
‖q‖2
H1
β
(Ω) + ‖z‖2H1
β
(Ω)
≈ ‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω).
The derivation of (4.1.16) is analogous with (3.1.16) (resp., (4.1.6)) replaced by
(3.1.17) (resp., (4.1.9)).
Lemma 4.4. We have the following bounds on the minimum and maximum eigen-
values of BtkC−1k Bk and BkC−1k Btk:
λmin(BtkC−1k Bk), λmin(BkC−1k Btk) ≥ Cmin, (4.1.17)
λmax(BtkC−1k Bk), λmax(BkC−1k Btk) ≤ Cmax(1 + β
1
2h−2k ), (4.1.18)
where the positive constants Cmin and Cmax are independent of k and β.
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Proof. We only derive the estimates for BtkC−1k Bk since the derivation of BkC−1k Btk
is similar. We have, from (4.1.4) and (4.1.5),
[(p, y), (p, y)]k ≈ ‖p||2L2(Ω) + ‖y‖2L2(Ω) ∀ (p, y) ∈ Vk × Vk, (4.1.19)
where the hidden constants only depend on the shape regularity of T0. It follows
from (3.1.6), (4.1.15) and (4.1.19) that
[BtkC−1k Bk(p, y), (p, y)]k ≥ Cmin[(p, y), (p, y)]k ∀ (p, y) ∈ Vk × Vk, (4.1.20)
which then implies (4.1.17) by the Rayleigh quotient formula.
By a standard inverse estimate [32, 43], we have
‖v‖2H1
β
(Ω) = ‖v‖2L2(Ω) + β
1
2 |v|2H1(Ω) ≤ (1 + Cβ
1
2h−2k )‖v‖2L2(Ω) ∀ v ∈ Vk,
where the positive constant C depends only on the shape regularity of T0. It then
follows from (3.1.6), (4.1.15) and (4.1.19) that
[BtkC−1k Bk(p, y), (p, y)]k ≤ Cmax(1 + β
1
2h−2k )[(p, y), (p, y)]k ∀ (p, y) ∈ Vk × Vk,
and hence (4.1.18) holds because of the Rayleigh quotient formula.
Remark 4.5. It follows from Theorem 4.4 that the operators BtkC−1k Bk and BkC−1k Btk
are well-conditioned when β 12h−2k = O(1). When β is fixed, β
1
2h−2k = O(1) is satis-
fied at relative lower levels. We will exploit this fact and (2.5.7) for the choice of
the damping parameter in the smoothers of our multigrid methods.
4.1.3 A W -cycle Multigrid Algorithm for (4.1.7)
Let the output of the W -cycle algorithm for (4.1.7) with initial guess (p0, y0)
and m1 (resp., m2) pre-smoothing (resp., post-smoothing) steps be denoted by
MGW (k, (f, g), (p0, y0),m1,m2).
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We use a direct solve for k = 0, i.e., we take MGW (0, (f, g), (p0, y0),m1,m2)
to be B−10 (f, g). For k ≥ 1, we compute MGW (k, (f, g), (p0, y0),m1,m2) in three
steps.
Pre-Smoothing The approximate solutions (p1, y1), . . . , (pm1 , ym1) are computed
recursively by
(pj, yj) = (pj−1, yj−1) + λkC−1k Btk((f, g)−Bk(pj−1, yj−1)) (4.1.21)
for 1 ≤ j ≤ m1. The choice of the damping factor λk will be given below in (4.1.24)
and (4.1.25).
Coarse Grid Correction Let (f ′, g′) = Ik−1k ((f, g) − Bk(pm1 , ym1)) be the trans-
ferred residual of (pm1 , ym1) and compute (p′1, y′1), (p′2, y′2) ∈ Vk−1 × Vk−1 by
(p′1, y′1) = MGW (k − 1, (f ′, g′), (0, 0),m1,m2), (4.1.22a)
(p′2, y′2) = MGW (k − 1, (f ′, g′), (p′1, y′1),m1,m2). (4.1.22b)
We then take (pm1+1, ym1+1) to be (pm1 , ym1) + Ikk−1(p′2, y′2).
Post-Smoothing The approximate solutions (pm1+2, ym1+2),. . . , (pm1+m2+1, ym1+m2+1)
are computed recursively by
(pj, yj) = (pj−1, yj−1) + λkBtkC−1k ((f, g)−Bk(pj−1, yj−1)) (4.1.23)
for m1 + 2 ≤ j ≤ m1 +m2 + 1.
The final output is MGW (k, (f, g), (p0, y0),m1,m2) = (pm1+m2+1, ym1+m2+1).
To complete the description of the algorithm, we choose the damping factor λk
as follows:
λk =
2
λmin(BtkC−1k Bk) + λmax(BtkC−1k Bk)
if β 12h−2k < 1, (4.1.24)
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and
λk = [C†(1 + β
1
2h−2k )]−1 if β
1
2h−2k ≥ 1, (4.1.25)
where C† is greater than or equal to the constant Cmax in (4.1.18).
Remark 4.6. Note that the post-smoothing step is exactly the Richardson iteration
for the equation
BtkC
−1
k Bk(p, y) = BtkC−1k (f, g),
which is equivalent to (4.1.7).
Remark 4.7. In the case where β 12h−2k < 1, the choice of λk is motivated by the
well-conditioning of BtkC−1k Bk (cf. Remark 4.5) and the optimal choice of damping
factor for the Richardson iteration (Section 2.5.1). In the case where β 12h−2k ≥ 1,
the choice of λk is motivated by the condition λmax(λkBtkC−1k Bk) ≤ 1 (cf. (4.1.18))
that will ensure the highly oscillatory part of the error is damped out when Richard-
son iteration is used as a smoother for an ill-conditioned system.
Remark 4.8. In practice, λmin(BtkC−1k Bk) and λmax(BtkC−1k Bk) are estimated by
power iterations or Lanczos algorithm on coarse grids. We refer to [88, 52] for
more details.
4.1.4 A V -cycle Multigrid Algorithm for (4.1.7)
Let the output of the V -cycle algorithm for (4.1.7) with initial guess (p0, y0)
and m1 (resp., m2) pre-smoothing (resp., post-smoothing) steps be denoted by
MGV (k, (f, g), (p0, y0),m1,m2). The difference between the computations of
MGV (k, (f, g), (p0, y0),m1,m2) and MGW (k, (f, g), (p0, y0),m1,m2) is only in the
coarse grid correction step, where we compute
(p′1, y′1) = MGV (k − 1, (f ′, g′), (0, 0),m1,m2).
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Remark 4.9. We will focus on the analysis of the W -cycle algorithm in this disser-
tation. But numerical results indicate that the performance of the V -cycle algorithm
is robust with respect to k and β (cf. Section 4.4).
4.1.5 Multigrid Algorithms for (4.1.8)
We can define W -cycle and V -cycle algorithms for (4.1.8) by simply interchang-
ing the operators Bk and Btk in Sections 4.1.3 and 4.1.4. In particular, the pre-
smoothing step is given by
(pj, yj) = (pj−1, yj−1) + λkC−1k Bk((f, g)−Btk(pj−1, yj−1)), (4.1.26)
and the post-smoothing step is given by
(pj, yj) = (pj−1, yj−1) + λkBkC−1k ((f, g)−Btk(pj−1, yj−1)). (4.1.27)
4.2 Smoothing and Approximation Properties
As we discussed in Section 2.8, we will develop in this section two key ingredients
for the convergence analysis of the W -cycle algorithm, namely, the smoothing and
approximation properties. They will be expressed in terms of two scales of mesh-
dependent norms defined by
|||(p, y)|||s,k = [(B
t
kC
−1
k Bk)s(p, y), (p, y)]
1
2
k ∀(p, y) ∈ Vk × Vk, (4.2.1)
|||(p, y)|||∼s,k = [(BkC
−1
k B
t
k)s(p, y), (p, y)]
1
2
k ∀(p, y) ∈ Vk × Vk. (4.2.2)
Note that
|||(p, y)|||20,k ≈ ‖p‖
2
L2(Ω) + ‖y‖2L2(Ω) ≈ (|||(p, y)|||
∼
0,k)
2 ∀ (p, y) ∈ Vk × Vk (4.2.3)
by (4.1.19), and
|||(p, y)|||21,k ≈ ‖p‖
2
H1
β
(Ω) + ‖y‖2H1
β
(Ω) ≈ (|||(p, y)|||
∼
1,k)
2 ∀ (p, y) ∈ Vk × Vk (4.2.4)
by (4.1.15) and (4.1.16).
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4.2.1 Post-smoothing Properties
The error propagation operator for one post-smoothing step defined by (4.1.23) is
given by
Rk = Idk − λkBtkC−1k Bk, (4.2.5)
where Idk is the identity operator on Vk × Vk. Similarly, the error propagation
operator for one post-smoothing step defined by (4.1.27) is given by
R̃k = Idk − λkBkC−1k Btk. (4.2.6)
Lemma 4.10. In the case where β 12h−2k < 1, we have
|||Rk(p, y)|||1,k ≤ τ |||(p, y)|||1,k ∀ (p, y) ∈ Vk × Vk, (4.2.7)
|||R̃k(p, y)|||∼1,k ≤ τ |||(p, y)|||
∼
1,k ∀ (p, y) ∈ Vk × Vk, (4.2.8)
where the constant τ ∈ (0, 1) is independent of k and β.
Proof. In this case λk given by (4.1.24) is the optimal damping parameter for the
Richardson iteration and we have
Cmin ≤ λmin(BtkC−1k Bk) ≤ λmax(BtkC−1k Bk) < 2Cmax
by Lemma 4.4. It follows that (cf. Section 2.5.1)
|||Rk(p, y)|||1,k = [B
t
kC
−1
k BkRk(p, y), Rk(p, y)]
1
2
k
≤
(
λmax(BtkC−1k Bk)− λmin(BtkC−1k Bk)
λmax(BtkC−1k Bk) + λmin(BtkC−1k Bk)
)
[BtkC−1k Bk(p, y), (p, y)]
1
2
k
≤
(2Cmax − Cmin
2Cmax + Cmin
)
|||(p, y)|||1,k .
Therefore (4.2.7) holds for τ = (2Cmax − Cmin)/(2Cmax + Cmin). The derivation of
(4.2.8) is identical.
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Lemma 4.11. In the case where β 12h−2k ≥ 1, we have, for 0 ≤ s ≤ 1,
|||Rmk (p, y)|||1,k ≤ C(1 + β
1
2h−2k )s/2m−s/2 |||(p, y)|||1−s,k ∀(p, y) ∈ Vk × Vk, (4.2.9)
|||R̃mk (p, y)|||∼1,k ≤ C(1 + β
1
2h−2k )s/2m−s/2 |||(p, y)|||
∼
1−s,k ∀(p, y) ∈ Vk × Vk, (4.2.10)
where the positive constant C is independent of k and β.
Proof. In this case λk is given by (4.1.25) and λmax(λkBtkC−1k Bk) ≤ 1. It follows
from (4.1.25), (4.2.1), (4.2.5), calculus and the spectral theorem that
|||Rmk (p, y)|||
2
1,k = [B
t
kC
−1
k BkR
m
k (p, y), Rmk (p, y)]k
= λ−sk [(BtkC−1k Bk)1−s(λkBtkC−1k Bk)sRmk (p, y), Rmk (p, y)]k
≤ Cs† (1 + β
1
2h−2k )s max0≤x≤1[(1− x)
2mxs][(BtkC−1k Bk)1−s(p, y), (p, y)]k
≤ C(1 + β 12h−2k )sm−s |||(p, y)|||
2
1−s,k .
The proof for (4.2.10) is identical.
Remark 4.12. In the special case where s = 0, the calculation in the proof of
Lemma 4.11 shows that
|||Rk(p, y)|||1,k ≤ |||(p, y)|||1,k ∀ (p, y) ∈ Vk × Vk,
|||R̃k(p, y)|||∼1,k ≤ |||(p, y)|||
∼
1,k ∀ (p, y) ∈ Vk × Vk.
4.2.2 Approximation Properties
We define two Ritz projection operators P k−1k : Vk × Vk → Vk−1 × Vk−1 and P̃ k−1k :
Vk×Vk → Vk−1×Vk−1 in terms of the bilinear form B(·, ·) and the natural injection
Ikk−1 : Vk−1 × Vk−1 → Vk × Vk as follows. For any (p, y) ∈ Vk × Vk and (q, z) ∈
Vk−1 × Vk−1,
B(P k−1k (p, y), (q, z)) = B((p, y), Ikk−1(q, z)) = B((p, y), (q, z)), (4.2.11)
B((q, z), P̃ k−1k (p, y)) = B(Ikk−1(q, z), (p, y)) = B((q, z), (p, y)). (4.2.12)
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It follows that
P k−1k I
k
k−1 = Idk−1 = P̃ k−1k Ikk−1, (4.2.13)
and hence
(Ikk−1P k−1k )2 = Ikk−1P k−1k and (Idk − Ikk−1P k−1k )2 = Idk − Ikk−1P k−1k , (4.2.14)
(Ikk−1P̃ k−1k )2 = Ikk−1P̃ k−1k and (Idk − Ikk−1P̃ k−1k )2 = Idk − Ikk−1P̃ k−1k . (4.2.15)
Moreover we have the following Galerkin orthogonality relations for all (p, y) ∈
Vk × Vk, (q, z) ∈ Vk−1 × Vk−1:
B((Idk − Ikk−1P k−1k )(p, y), Ikk−1(q, z)) = 0, (4.2.16)
B(Ikk−1(q, z), (Idk − Ikk−1P̃ k−1k )(p, y)) = 0. (4.2.17)
The effects of the operators Idk − Ikk−1P k−1k and Idk − Ikk−1P̃ k−1k are measured
by the following approximation properties.
Lemma 4.13. For all (p, y) ∈ Vk×Vk, there exists a positive constant C indepen-
dent of k and β such that
|||(Idk − Ikk−1P k−1k )(p, y)|||0,k ≤ C(1 + β
1
2h−2k )
1
2β−
1
2h2k |||(p, y)|||1,k , (4.2.18)
|||(Idk − Ikk−1P̃ k−1k )(p, y)|||∼0,k ≤ C(1 + β
1
2h−2k )
1
2β−
1
2h2k |||(p, y)|||
∼
1,k . (4.2.19)
Proof. We only present the proof for (4.2.18). Let (p, y) ∈ Vk×Vk be arbitrary and
(ζ, µ) = (Idk − Ikk−1P k−1k )(p, y). (4.2.20)
In view of (4.2.3), it suffices to establish the estimate
‖ζ‖L2(Ω) + ‖µ‖L2(Ω) . (1 + β
1
2h−2k )
1
2β−
1
2h2k |||(p, y)|||1,k (4.2.21)
by a duality argument. Let (ξ, θ) ∈ H10 (Ω)×H10 (Ω) be defined by
B((q, z), (ξ, θ)) = (ζ, q)L2(Ω) + (µ, z)L2(Ω) ∀ (q, z) ∈ H10 (Ω)×H10 (Ω), (4.2.22)
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and (ξk−1, θk−1) ∈ Vk−1 × Vk−1 be defined by
B((q, z), (ξk−1, θk−1)) = (ζ, q)L2(Ω) +(µ, z)L2(Ω) ∀ (q, z) ∈ Vk−1×Vk−1. (4.2.23)
Since hk−1 = 2hk, we have, according to Theorem 3.5,
‖ξ − ξk−1‖H1
β
(Ω) + ‖θ − θk−1‖H1
β
(Ω) . (1 + β
1
2h−2k )
1
2β−
1
2h2k(‖ζ‖L2(Ω) + ‖µ‖L2(Ω)).
(4.2.24)
Putting (3.1.7), (4.2.4), (4.2.16), (4.2.20) and (4.2.22)–(4.2.24) together, we find
‖ζ‖2L2(Ω) + ‖µ‖2L2(Ω) = B((ζ, µ), (ξ, θ))
= B((Idk − Ikk−1P k−1k )(p, y), (ξ, θ))
= B((Idk − Ikk−1P k−1k )(p, y), (ξ, θ)− (ξk−1, θk−1))
= B((p, y), (ξ, θ)− (ξk−1, θk−1))
. (‖ξ − ξk−1‖2H1
β
(Ω) + ‖θ − θk−1‖2H1
β
(Ω))
1
2 (‖p‖2H1
β
(Ω) + ‖y‖2H1
β
(Ω))
1
2
. (1 + β 12h−2k )
1
2β−
1
2h2k(‖ζ‖L2(Ω) + ‖µ‖L2(Ω)) |||(p, y)|||1,k ,
which implies (4.2.18). The estimate (4.2.19) is established by similar arguments
based on (4.2.17).
We also need the following stability estimates.
Lemma 4.14. We have
|||Ikk−1(q, z)|||1,k ≈ |||(q, z)|||1,k−1 ∀ (q, z) ∈ Vk−1 × Vk−1, (4.2.25)
|||P k−1k (p, y)|||1,k−1 . |||(p, y)|||1,k ∀ (p, y) ∈ Vk × Vk, (4.2.26)
|||P̃ k−1k (p, y)|||∼1,k−1 . |||(p, y)|||
∼
1,k ∀ (p, y) ∈ Vk × Vk, (4.2.27)
where the hidden constants are independent of k and β.
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Proof. The estimate (4.2.25) follows from (4.2.4) and the fact that Ikk−1 is the
natural injection. The estimate (4.2.26) then follows from (3.1.16), (4.2.4), (4.2.11)
and (4.2.25) :
|||P k−1k (p, y)|||1,k−1 ≈ sup
(q,z)∈Vk−1×Vk−1
B
(
P k−1k (p, y), (q, z)
)
|||(q, z)|||1,k−1
= sup
(q,z)∈Vk−1×Vk−1
B
(
(p, y), Ikk−1(q, z)
)
|||(q, z)|||1,k−1
. |||(p, y)|||1,k .
We can obtain (4.2.27) similarly by using (3.1.17), (4.2.4), (4.2.12) and (4.2.25).
4.3 Convergence Analysis of the W -cycle Algorithms
In this section we will first establish the convergence of the two-grid algorithm and
then prove the convergence of the W -cycle algorithm as we discussed in Section
2.8.
Let Ek : Vk × Vk −→ Vk × Vk be the error propagation operator for the k-th
level W -cycle algorithm. We have the following well-known recursive relation, (cf.
[59, 76, 22]):
Ek = Rm2k (Idk − Ikk−1P k−1k + Ikk−1E
q
k−1P
k−1
k )Sm1k , (4.3.1)
where
Sk = Idk − λkC−1k BtkBk (4.3.2)
is the error propagation operator for one pre-smoothing step (cf. (4.1.21)).
Note that Sk is the transpose of R̃k (the error propagation operator for one
post-smoothing step for the dual problem (4.1.8)) with respect to the variational
form B(·, ·) by (4.1.6) and (4.2.6):
B(Sk(p, y), (q, z)) = [Bk(Idk − λkC−1k BtkBk)(p, y), (q, z)]k
= [Bk(p, y), (Idk − λkBkC−1k Btk)(q, z)]k (4.3.3)
= B((p, y), R̃k(q, z)) ∀ (p, y), (q, z) ∈ Vk × Vk.
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Remark 4.15. The duality between Sk and R̃k is the reason why we consider the
multigrid algorithms for (4.1.7) and (4.1.8) simultaneously.
The relations (4.2.11) and (4.3.3) lead to the following useful result.
Lemma 4.16. We have
‖(Idk − Ikk−1P k−1k )Smk ‖ ≈ ‖R̃mk (Idk − Ikk−1P̃ k−1k )‖, (4.3.4)
where ‖·‖ denotes the operator norm with respect to |||·|||1,k and the hidden constants
are independent of k and β.
Proof. It follows from (3.1.16), (4.2.4), (4.2.11), (4.2.12) and (4.3.3) that
|||(Idk − Ikk−1P k−1k )Smk (p, y)|||1,k
≈ sup
(q,z)∈Vk×Vk
B
(
(Idk − Ikk−1P k−1k )Smk (p, y), (q, z)
)
|||(q, z)|||1,k
= sup
(q,z)∈Vk×Vk
B
(
(p, y), R̃mk (Idk − Ikk−1P̃ k−1k )(q, z)
)
|||(q, z)|||1,k
. |||(p, y)|||1,k ‖R̃
m
k (Idk − Ikk−1P̃ k−1k )‖ ∀ (p, y) ∈ Vk × Vk,
and hence
‖(Idk − Ikk−1P k−1k )Smk ‖ . ‖R̃mk (Idk − Ikk−1P̃ k−1k )‖.
The estimate in the other direction is established by a similar argument that uses
(3.1.17) instead of (3.1.16).
4.3.1 Convergence for the Two-grid Algorithm for (4.1.7)
In the two-grid algorithm the coarse grid residual equation is solved exactly. By
setting Ek−1 = 0 in (4.3.1), we obtain the error propagation operator Rm2k (Idk −
Ikk−1P
k−1
k )Sm1k for the two-grid algorithm with m1 (resp., m2) pre-smoothing (resp.,
post-smoothing) steps.
We will separate the convergence analysis into two cases.
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The case where β 12h−2k < 1. Here we can apply Lemma 4.10 which states that Rk
(resp., R̃k) is a contraction with respect to |||·|||1,k (resp., |||·|||
∼
1,k) and the contraction
number τ is independent of k and β.
Lemma 4.17. In the case where β 12h−2k < 1, there exists a positive constant C]
independent of k and β such that
‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖ ≤ C]τm1+m2 , (4.3.5)
where ‖ · ‖ is the operator norm with respect to |||·|||1,k.
Proof. We have, from Lemma 4.10 and Lemma 4.14,
|||Rmk (Idk − Ikk−1P k−1k )(p, y)|||1,k
≤ τm|||(Idk − Ikk−1P k−1k )(p, y)|||1,k . τm |||(p, y)|||1,k ∀ (p, y) ∈ Vk × Vk,
and hence
‖Rmk (Idk − Ikk−1P k−1k )‖ . τm. (4.3.6)
Similarly, we also have, by (4.2.4),(4.2.8) and Lemma 4.14,
‖R̃mk (Idk − Ikk−1P̃ k−1k )‖ . τm, (4.3.7)
which together with Lemma 4.16 implies
‖(Idk − Ikk−1P k−1k )Smk ‖ . τm. (4.3.8)
Finally we establish (4.3.5) by combining (4.2.14), (4.3.6) and (4.3.8):
‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖
= ‖Rm2k (Idk − Ikk−1P k−1k )(Idk − Ikk−1P k−1k )Sm1k ‖
≤ ‖Rm2k (Idk − Ikk−1P k−1k )‖‖(Idk − Ikk−1P k−1k )Sm1k ‖ . τm1+m2 .
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The case where β 12h−2k ≥ 1. Here we can apply Lemma 4.11.
Lemma 4.18. In the case where β 12h−2k ≥ 1, there exists a positive constant C[
independent of k and β such that
‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖ ≤ C[[max(1,m1) max(1,m2)]
1
2 , (4.3.9)
where ‖ · ‖ is the operator norm with respect to |||·|||1,k.
Proof. Let m be any positive integer. We have, from (4.2.9) and (4.2.18),
|||Rmk (Idk − Ikk−1P k−1k )(p, y)|||1,k
. (1 + β 12h−2k )
1
2m−
1
2 |||(Idk − Ikk−1P k−1k )(p, y)|||1,k
. (1 + β 12h−2k )
1
2m−
1
2 (1 + β 12h−2k )
1
2β−
1
2h2k |||(p, y)|||1,k
= m− 12 (β− 12h2k + 1) |||(p, y)|||1,k
≤ 2m− 12 |||(p, y)|||1,k ∀ (p, y) ∈ Vk × Vk,
and hence
‖Rmk (Idk − Ikk−1P k−1k )‖ . m−
1
2 . (4.3.10)
Similarly, we have, by (4.2.4), (4.2.10) and (4.2.19),
‖R̃mk (Idk − Ikk−1P̃ k−1k )‖ . m−
1
2 , (4.3.11)
which together with Lemma 4.16 implies
‖(Idk − Ikk−1P k−1k )Smk ‖ . m−
1
2 . (4.3.12)
Combining (4.2.14), (4.3.10) and (4.3.12), we obtain for m1,m2 ≥ 1,
‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖ = ‖Rm2k (Idk − Ikk−1P k−1k )(Idk − Ikk−1P k−1k )Sm1k ‖
≤ |Rm2k (Idk − Ikk−1P k−1k )‖‖(Idk − Ikk−1P k−1k )Sm1k ‖
. (m1m2)−
1
2 .
The cases where m1 = 0 or m2 = 0 follow from (4.2.25) and (4.2.26).
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4.3.2 Convergence for the W -cycle Algorithm for (4.1.7)
We will derive error estimates for the W -cycle algorithm through (4.3.1) and the
results for the two-grid algorithm in Section 4.3.1. We assume m1,m2 ≥ 1.
According to Remark 4.12, there exists a positive constant C1 independent of k
and m such that
‖Rmk ‖, ‖R̃mk ‖ ≤ C1 for m ≥ 1, (4.3.13)
where ‖ · ‖ is the operator norm with respect to |||·|||1,k. Moreover it follows from
(3.1.17), (4.2.4) and (4.3.3) that for all (p, y) ∈ Vk × Vk,
|||Smk (p, y)|||1,k ≈ sup
(q,z)∈Vk×Vk
B
(
Smk (p, y), (q, z)
)
|||(q, z)|||1,k
= sup
(q,z)∈Vk×Vk
B
(
(p, y), R̃mk (q, z)
)
|||(q, z)|||1,k
. |||(p, y)|||1,k ‖R̃
m
k ‖,
and hence, by (4.3.13),
‖Smk ‖ ≤ C2 for m ≥ 1, (4.3.14)
where the positive constant C2 is independent of k and m.
Putting Lemma 4.14, (4.3.1), (4.3.13) and (4.3.14) together, we obtain the re-
cursive estimate
‖Ek‖ ≤ ‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖+ C∗‖Ek−1‖2 for k ≥ 1, (4.3.15)
where the positive constant C∗ is independent of k and β. The behavior of ‖Ek‖ is
therefore determined by (4.3.15), the behavior of ‖Rm2k (Idk − Ikk−1P k−1k )Sm1k ‖, and
the initial condition
‖E0‖ = 0. (4.3.16)
Specifically, for β 12h−2k < 1, we have
‖Ek‖ ≤ C]τm1+m2 + C∗‖Ek−1‖2 (4.3.17)
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by Lemma 4.17, and for β 12h−2k ≥ 1, we have
‖Ek‖ ≤ C[m1−
1
2m2
− 12 + C∗‖Ek−1‖2 (4.3.18)
by Lemma 4.18.
The following result is useful for the analysis of (4.3.16)–(4.3.18).
Lemma 4.19. Let αk (k = 0, 1, 2, . . .) be a sequence of nonnegative numbers such
that
αk ≤ 1 + δα2k−1 for k ≥ 1, (4.3.19)
where the positive constant δ satisfies
δ ≤ 14(1 + α0)
. (4.3.20)
Then it holds that
αk ≤ 2 + 41−2
k
α0 for k ≥ 0. (4.3.21)
Proof. The bound (4.3.21) holds trivially for k = 0. Suppose it holds for k ≥ 0.
We have, by (4.3.19) and (4.3.20),
αk+1 ≤ 1 + δα2k
≤ 1 + δ(2 + 41−2kα0)2
= 1 + δ(4 + 41−2k4α0) + (δα0)42−2
k+1
α0
≤ 1 + δ(4 + 4α0) +
(1
4
)
42−2k+1α0 ≤ 2 + 41−2
k+1
α0.
Therefore the bound (4.3.21) holds for k ≥ 0 by mathematical induction.
Theorem 4.20. Let k∗ be the largest positive integer such that β
1
2h−2k∗ < 1. There
exists positive integers m∗1 and m∗2 independent of k and β such that m1 ≥ m∗1,
m2 ≥ m∗2 imply
‖Ek‖ ≤ 2C]τm1+m2 ∀ 1 ≤ k ≤ k∗, (4.3.22)
‖Ek‖ ≤ 2C[m1−
1
2m2
− 12 + 41−2k−k∗ (2C]τm1+m2) ∀ k ≥ k∗ + 1, (4.3.23)
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where ‖ · ‖ is the operator norm with respect to |||·|||1,k.
Proof. For 1 ≤ k ≤ k∗, we take
αk = ‖Ek‖/(C]τm1+m2)
and observe that
αk ≤ 1 + (C∗C]τm1+m2)α2k−1
by (4.3.17). It then follows from (4.3.16) and Lemma 4.19 that αk ≤ 2, or equiva-
lently
‖Ek‖ ≤ 2C]τm1+m2 ,
provided that
C∗C]τ
m1+m2 ≤ 14 . (4.3.24)
We now define
µk = ‖Ek∗+k‖/(C[m1−
1
2m2
− 12 )
and observe that
µk ≤ 1 + (C∗C[m1−
1
2m2
− 12 )µ2k−1 for k ≥ 1
by (4.3.18). It then follows from Lemma 4.19 that
µk ≤ 2 + 41−2
k
µ0 for k ≥ 1,
or equivalently
‖Ek‖ ≤ 2C[m1−
1
2m2
− 12 + 41−2k−k∗‖Ek∗‖ for k ≥ k∗ + 1,
provided that
C∗C[m1
− 12m2
− 12 ≤ 1
4(1 + ‖Ek∗‖/(C[m1−
1
2m2
− 12 ))
,
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or equivalently
C∗C[m1
− 12m2
− 12 + C∗‖Ek∗‖ ≤
1
4 . (4.3.25)
Finally we observe that if we choose m∗1 and m∗2 so that
C∗C[(m∗1)−
1
2 (m∗2)−
1
2 + 2C∗C]τm
∗
1+m∗2 ≤ 14 ,
then (4.3.24) and (4.3.25) are satisfied for m1 ≥ m∗1, m2 ≥ m∗2.
Remark 4.21. According to Theorem 4.20, the k-th level W -cycle algorithm is a
contraction if the number of pre-smoothing and post-smoothing steps is sufficiently
large and the contraction number is bounded away from 1 uniformly in k and β.
Moreover, for the coarser levels where β 12h−2k < 1, the contraction number of the W -
cycle algorithm will decrease exponentially with respect to the number of smoothing
steps. After a few transition levels the dominant term on the right-hand side of
(4.3.23) becomes 2C[m1−
1
2m2
− 12 and the contraction number will decrease at the
rate of m1−
1
2m2
− 12 for the finer levels where β 12h−2k ≥ 1.
4.3.3 Convergence for the W -cycle Algorithm for (4.1.8)
The error propagation operator Ek : Vk×Vk −→ Vk×Vk for the W -cycle algorithm
for (4.1.8) satisfies the following analog of (4.3.1):
Ẽk = R̃m2k (Idk − Ikk−1P̃ k−1k + Ikk−1Ẽ2k−1P̃ k−1k )S̃m1k , (4.3.26)
where R̃k is giving by (4.2.6) and S̃k = Idk− λkC−1k BkBtk is the error propagation
operator for one pre-smoothing step (cf. (4.1.26)), and we have the relations for
(p, y), (q, z) ∈ Vk × Vk,
B((p, y), S̃k(q, z)) = B(Rk(p, y), (q, z)),
‖(Idk − Ikk−1P̃ k−1k )S̃mk ‖ ≈ ‖Rmk (Idk − Ikk−1P k−1k )‖,
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that are analogs of (4.3.3) and (4.3.4). The results for Ek in Section 4.1.3 holds
for Ẽk by essentially identical arguments based on Lemmas 4.10, 4.11, (4.2.15),
Lemmas 4.13 and 4.14.
4.4 Numerical Results
In this section we report numerical results of symmetric W -cycle and V -cycle algo-
rithms for (4.1.7) on two and three dimensional domains, where the preconditioner
C−1k is based on a V -cycle multigrid solve for (4.1.14). We employed the MAT-
LAB/C++ toolbox FELICITY [101] in our computations.
The contraction numbers in energy norm that are presented in this section are
computed using the following algorithm.
Algorithm 4.1 Contraction Numbers at Level k with m Smoothing Steps
Initialization: choose a random vector q, calculate b = Bkq. p = p0, r0 = q.
repeat
p←MGW (k,b,p,m,m) or MGV (k,b,p,m,m)
r← q − p
c←
‖r‖
H1
β
(Ω)
‖r0‖H1
β
(Ω)
r0 ← r
until c converges
Example 4.22 (Unit Square). The domain Ω for this example is the unit square
(0, 1)2. We take ζ = 12 [1 0]
t and γ = 0 in (1.1.4), and C† = 5 in (4.1.25). Here C−1k
is based on a V (4, 4) multigrid solve for (4.1.14). See Figure 3.1 for the meshes at
the first three levels.
The contraction numbers of the kth level symmetric W -cycle algorithm in the
energy norm with β = 10−2 (resp., β = 10−4 and β = 10−6) are presented in
Table 4.1 (resp., Tables 4.2 and 4.3), while the number m of pre-smoothing and
post-smoothing steps increases from 20 to 28.
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Table 4.1. Contraction Numbers ofW -cycle Algorithm for Example 4.22 (β = 10−2).
m
k 1 2 3 4 5 6 7 8
20 2.94e-01 6.01e-01 4.46e-01 3.81e-01 3.71e-01 3.68e-01 3.66e-01 3.65e-01
21 8.84e-02 3.88e-01 2.43e-01 2.15e-01 2.13e-01 2.11e-01 2.09e-01 2.09e-01
22 7.81e-03 1.85e-01 1.01e-01 8.66e-02 8.20e-02 8.12e-02 8.08e-02 8.03e-02
23 6.11e-05 4.89e-02 3.54e-02 3.73e-02 3.96e-02 3.95e-02 3.94e-02 3.92e-02
24 6.43e-08 1.82e-02 1.57e-02 2.04e-02 1.97e-02 2.00e-02 2.00e-02 2.00e-02
25 9.06e-17 2.70e-03 7.41e-03 7.47e-03 9.55e-03 1.02e-02 1.02e-02 1.02e-02
26 1.62e-16 5.95e-05 1.90e-03 3.40e-03 5.03e-03 4.94e-03 5.00e-03 5.03e-03
27 7.05e-17 3.70e-08 1.24e-04 1.57e-03 1.76e-03 2.38e-03 2.52e-03 2.54e-03
28 3.10e-17 3.06e-15 5.34e-07 3.45e-04 8.28e-04 1.23e-03 1.21e-03 1.23e-03
Table 4.2. Contraction Numbers ofW -cycle Algorithm for Example 4.22 (β = 10−4).
m
k 1 2 3 4 5 6 7 8
20 1.21e-01 2.32e-01 4.88e-01 5.45e-01 4.13e-01 3.77e-01 3.68e-01 3.66e-01
21 1.47e-02 7.46e-02 2.58e-01 3.21e-01 2.42e-01 2.18e-01 2.12e-01 2.10e-01
22 2.17e-04 5.85e-03 7.11e-02 1.68e-01 1.02e-01 8.56e-02 8.17e-02 8.07e-02
23 5.06e-08 3.58e-05 6.99e-03 6.00e-02 4.75e-02 4.16e-02 4.00e-02 3.93e-02
24 1.00e-15 3.88e-07 2.88e-04 2.38e-02 2.42e-02 2.16e-02 2.05e-02 2.01e-02
25 1.37e-17 1.44e-16 5.53e-07 7.07e-03 1.19e-02 1.13e-02 1.06e-02 1.03e-02
26 1.45e-16 1.03e-16 9.37e-13 1.25e-03 3.70e-03 5.61e-03 5.30e-03 5.12e-03
27 1.13e-16 1.05e-16 2.43e-16 3.93e-05 1.08e-03 2.72e-03 2.75e-03 2.61e-03
28 3.14e-17 1.24e-16 2.18e-16 8.94e-08 1.20e-04 7.89e-04 1.34e-03 1.29e-03
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Table 4.3. Contraction Numbers ofW -cycle Algorithm for Example 4.22 (β = 10−6).
m
k 1 2 3 4 5 6 7 8
20 2.56e-01 3.89e-01 2.36e-01 3.77e-01 7.02e-01 4.90e-01 3.95e-01 3.72e-01
21 6.79e-02 1.71e-01 5.63e-02 1.38e-01 4.92e-01 2.90e-01 2.30e-01 2.14e-01
22 4.61e-03 2.96e-02 3.08e-03 2.29e-02 2.82e-01 1.38e-01 9.38e-02 8.35e-02
23 2.13e-05 8.88e-04 8.91e-06 1.04e-03 1.32e-01 6.00e-02 4.49e-02 4.06e-02
24 6.45e-11 9.79e-07 2.77e-11 2.43e-06 3.33e-02 2.84e-02 2.37e-02 2.11e-02
25 1.25e-16 8.18e-14 1.34e-16 3.26e-12 6.03e-03 1.06e-02 1.22e-02 1.11e-02
26 6.45e-17 2.29e-16 1.40e-16 1.63e-16 3.44e-04 2.54e-03 5.70e-03 5.69e-03
27 1.65e-16 1.29e-16 1.37e-16 1.59e-16 1.47e-06 2.29e-04 1.98e-03 2.91e-03
28 7.25e-17 1.31e-16 1.34e-16 1.52e-16 6.78e-12 2.58e-06 3.90e-04 1.31e-03
Table 4.4. The Times for One Iteration of the Symmetric W -cycle Algorithm with
m Smoothing Steps at Level 7 (Unit Square).
m 20 21 22 23 24 25 26 27
Times (s) 3.0e-01 5.4e-01 1.0e+00 2.0e+00 4.0e+00 7.9e+00 1.6e+01 3.1e+01
We observe that the symmetric W -cycle algorithm is a contraction with m = 1
for all three choices of β, and the behavior of the contraction numbers as k and
m vary agree with Remark 4.21. The robustness with respect to β and k is also
clearly observed.
The times for one iteration of the symmetric W -cycle algorithm at level 7 (where
there are roughly 6× 104 dofs) are reported in Table 4.4. They are proportional to
the number of smoothing steps, which confirms that this is an O(n) algorithm.
We have also computed the contraction numbers for the kth level symmetric V -
cycle algorithm, which are similar to those of the W -cycle algorithm. We present
the results for k = 1, · · · , 8, β = 10−2, 10−4, 10−6 and m = 20, · · · , 28 in Tables
4.5, 4.6 and 4.7. Again we observe that the V -cycle algorithm is a contraction for
m = 1 and the contraction numbers are robust with respect to both β and k.
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The times for one iteration of the symmetric V -cycle algorithm at level 7 are
reported in Table 4.8. They are proportional to the number of smoothing steps,
which again confirms that this is an O(n) algorithm.
Table 4.5. Contraction Numbers of V -cycle Algorithm for Example 4.22 (β = 10−2).
m
k 1 2 3 4 5 6 7 8
20 2.94e-01 6.01e-01 5.58e-01 5.38e-01 5.33e-01 5.28e-01 5.12e-01 5.03e-01
21 8.84e-02 3.87e-01 3.44e-01 3.31e-01 3.01e-01 2.93e-01 2.76e-01 2.71e-01
22 7.81e-03 1.86e-01 1.67e-01 1.55e-01 1.33e-01 1.31e-01 1.29e-01 1.26e-01
23 6.12e-05 5.03e-02 5.63e-02 5.59e-02 5.85e-02 5.96e-02 5.93e-02 5.83e-02
24 6.82e-08 1.82e-02 2.34e-02 2.48e-02 2.70e-02 2.83e-02 2.90e-02 2.92e-02
25 9.50e-18 2.70e-03 8.08e-03 1.03e-02 1.24e-02 1.38e-02 1.44e-02 1.47e-02
26 1.43e-16 5.96e-05 1.91e-03 4.24e-03 5.25e-03 6.59e-03 7.10e-03 7.21e-03
27 1.45e-17 3.45e-08 1.24e-04 1.60e-03 2.24e-03 3.00e-03 3.40e-03 3.58e-03
28 1.02e-16 2.83e-15 5.34e-07 3.45e-04 9.82e-04 1.29e-03 1.62e-03 1.75e-03
Table 4.6. Contraction Numbers of V -cycle Algorithm for Example 4.22 (β = 10−4).
m
k 1 2 3 4 5 6 7 8
20 1.21e-01 2.31e-01 4.88e-01 5.46e-01 4.94e-01 4.86e-01 4.85e-01 4.84e-01
21 1.47e-02 7.59e-02 2.55e-01 3.20e-01 3.18e-01 3.17e-01 3.16e-01 3.16e-01
22 2.17e-04 5.73e-03 7.18e-02 1.68e-01 1.73e-01 1.75e-01 1.75e-01 1.75e-01
23 4.76e-08 3.56e-05 6.90e-03 5.98e-02 7.23e-02 7.71e-02 7.80e-02 7.76e-02
24 1.12e-15 1.57e-07 2.88e-04 2.37e-02 3.38e-02 3.61e-02 3.61e-02 3.53e-02
25 4.11e-17 1.82e-16 6.45e-07 7.09e-03 1.28e-02 1.58e-02 1.67e-02 1.66e-02
26 7.54e-17 7.46e-17 1.50e-12 1.25e-03 3.77e-03 6.91e-03 7.94e-03 8.18e-03
27 6.34e-17 1.57e-16 2.31e-16 3.93e-05 1.09e-03 2.76e-03 3.64e-03 3.93e-03
28 4.93e-17 1.59e-16 2.30e-16 9.08e-08 1.20e-04 8.06e-04 1.62e-03 1.91e-03
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Table 4.7. Contraction Numbers of V -cycle Algorithm for Example 4.22 (β = 10−6).
m
k 1 2 3 4 5 6 7 8
20 2.56e-01 3.91e-01 2.36e-01 3.71e-01 7.03e-01 6.31e-01 6.03e-01 5.86e-01
21 6.79e-02 1.68e-01 5.61e-02 1.42e-01 4.93e-01 4.12e-01 4.03e-01 4.01e-01
22 4.61e-03 3.09e-02 3.13e-03 2.35e-02 2.82e-01 2.54e-01 2.48e-01 2.47e-01
23 2.13e-05 8.86e-04 8.53e-06 1.06e-03 1.31e-01 1.17e-01 1.15e-01 1.15e-01
24 5.87e-11 7.40e-07 2.78e-11 2.47e-06 3.34e-02 3.80e-02 4.20e-02 4.28e-02
25 1.41e-16 1.26e-13 1.36e-16 3.57e-12 6.00e-03 1.15e-02 1.59e-02 1.75e-02
26 5.45e-17 1.72e-16 1.71e-16 1.58e-16 3.51e-04 2.55e-03 6.11e-03 8.01e-03
27 8.87e-17 1.58e-16 1.16e-16 1.69e-16 1.45e-06 2.29e-04 2.01e-03 3.44e-03
28 1.28e-16 1.34e-16 1.51e-16 1.62e-16 6.55e-12 2.65e-06 3.91e-04 1.36e-03
Table 4.8. The Times for One Iteration of the Symmetric V -cycle Algorithm with
m Smoothing Steps at Level 7 (Unit Square).
m 20 21 22 23 24 25 26 27
Times (s) 7.1e-02 1.3e-01 2.5e-01 4.9e-01 9.4e-01 1.9e+00 3.7e+00 7.4e+00
Example 4.23 (Unit Cube). The domain for this example is the unit cube (0, 1)3.
We take ζ = 12 [1 1 1]
t and γ = 0 in (1.1.4), and C† = 4 in (4.1.25). The number of
grid points in all directions are doubled in each refinement and the triangulations
inside the cubic subdomains at all levels are similar to one another. The triangula-
tions T0 and T1 are depicted in Figure 4.1. Here C−1k is based on a V (4, 4) multigrid
solve for (4.1.14).
The contraction numbers of the kth level symmetric W -cycle algorithm in the
energy norm with β = 10−2 (resp., β = 10−4 and β = 10−6) are presented in
Table 4.9 (resp., Tables 4.10 and 4.11), while the number m of pre-smoothing and
post-smoothing steps increases from 20 to 28.
Table 4.9. Contraction Numbers ofW -cycle Algorithm for Example 4.23 (β = 10−2).
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Figure 4.1. Triangulations T0 and T1 for the Unit Cube.
m
k 1 2 3 4 5 6
20 4.74e-01 6.67e-01 5.99e-01 5.59e-01 5.56e-01 5.57e-01
21 2.24e-01 4.74e-01 4.23e-01 3.96e-01 3.91e-01 3.90e-01
22 5.18e-02 2.77e-01 2.51e-01 2.53e-01 2.47e-01 2.50e-01
23 4.98e-03 1.32e-01 1.46e-01 1.44e-01 1.44e-01 1.46e-01
24 4.62e-05 5.87e-02 7.09e-02 7.49e-02 7.71e-02 7.87e-02
25 7.20e-08 1.88e-02 2.79e-02 3.44e-02 3.73e-02 4.04e-02
26 2.04e-16 2.02e-03 1.08e-02 1.54e-02 1.41e-02 1.67e-02
27 1.76e-16 2.38e-05 2.51e-03 6.47e-03 5.92e-03 5.32e-03
28 1.60e-16 3.37e-07 1.42e-04 2.40e-03 2.80e-03 2.71e-03
Table 4.10. Contraction Numbers of W -cycle Algorithm for Example 4.23 (β =
10−4).
m
k 1 2 3 4 5 6
20 2.32e-01 4.77e-01 4.88e-01 6.51e-01 5.87e-01 5.63e-01
21 5.41e-02 2.57e-01 3.32e-01 4.80e-01 4.17e-01 3.97e-01
22 2.92e-03 9.33e-02 1.87e-01 3.11e-01 2.69e-01 2.55e-01
23 8.25e-06 1.47e-02 8.34e-02 1.85e-01 1.60e-01 1.49e-01
24 5.80e-12 4.70e-04 2.32e-02 9.63e-02 9.10e-02 8.18e-02
25 1.26e-16 4.91e-07 2.96e-03 4.31e-02 4.17e-02 4.26e-02
26 1.52e-16 2.46e-13 4.69e-05 1.43e-02 1.63e-02 1.84e-02
27 1.29e-16 1.39e-16 7.60e-08 3.03e-03 6.43e-03 6.10e-03
28 1.07e-16 1.43e-16 2.90e-15 1.91e-04 1.94e-03 3.04e-03
Table 4.11. Contraction Numbers of W -cycle Algorithm for Example 4.23 (β =
10−6).
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m
k 1 2 3 4 5 6 7
20 2.88e-01 2.66e-01 4.36e-01 5.24e-01 7.64e-01 6.69e-01 5.79e-01
21 8.49e-02 7.23e-02 1.93e-01 3.39e-01 5.95e-01 4.86e-01 4.08e-01
22 7.37e-03 5.19e-03 4.36e-02 1.71e-01 4.28e-01 3.15e-01 2.63e-01
23 5.26e-05 2.27e-05 2.04e-03 5.08e-02 2.71e-01 1.94e-01 1.57e-01
24 4.50e-07 2.09e-11 5.25e-06 5.56e-03 1.43e-01 1.10e-01 8.91e-02
25 1.57e-16 1.92e-16 1.39e-12 8.55e-05 5.94e-02 5.46e-02 4.73e-02
26 1.80e-16 1.88e-16 1.62e-16 2.64e-07 1.44e-02 2.20e-02 2.38e-02
27 1.54e-16 1.82e-16 1.59e-16 2.47e-16 8.27e-04 4.84e-03 7.83e-03
28 1.26e-16 1.85e-16 1.60e-16 2.22e-16 6.14e-06 5.12e-04 2.92e-03
Table 4.12. The Times for One Iteration of the Symmetric W -cycle Algorithm with
m Smoothing Steps at Level 5 (Unit Cube).
m 20 21 22 23 24 25 26 27
Times (s) 8.3e-01 1.5e+00 2.8e+00 5.4e+00 1.1e+01 2.1e+01 4.2e+01 8.4e+01
We observe that the symmetric W -cycle algorithm is a contraction for m =
1. The behavior of the contraction numbers agrees with Remark 4.21, and the
contraction numbers are robust with respect to both β and k. The times for one
iteration of the W -cycle algorithm at level 5 (where there are roughly 5×105 dofs)
are reported in Table 4.12. They are proportional to m, which confirms the O(n)
complexity of the algorithm.
The performance of the symmetric V -cycle algorithm is similar and we present
the numerical results for m = 20, · · · , 28 in Tables 4.13, 4.14 and 4.16. Again the
symmetric V -cycle algorithm is a contraction for m = 1 and contraction numbers
are robust with respect to both β and k. The times for one iteration of the V -cycle
algorithm at level 5 are reported in Table 4.15.
Table 4.13. Contraction Numbers of V -cycle Algorithm for Example 4.23 (β =
10−2).
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m
k 1 2 3 4 5 6
20 4.74e-01 6.71e-01 7.03e-01 7.11e-01 7.13e-01 7.13e-01
21 2.25e-01 4.76e-01 5.23e-01 5.39e-01 5.42e-01 5.43e-01
22 5.15e-02 2.76e-01 3.36e-01 3.58e-01 3.65e-01 3.64e-01
23 4.98e-03 1.33e-01 1.83e-01 2.04e-01 2.12e-01 2.10e-01
24 4.62e-05 5.88e-02 8.40e-02 1.03e-01 1.09e-01 1.08e-01
25 7.89e-08 1.88e-02 3.32e-02 4.60e-02 5.22e-02 5.35e-02
26 1.23e-16 2.02e-03 1.12e-02 1.91e-02 2.34e-02 2.21e-02
27 1.66e-16 2.41e-05 2.51e-03 7.14e-03 1.01e-02 1.10e-02
28 1.65e-16 3.93e-07 1.42e-04 2.43e-03 4.15e-03 4.49e-03
Table 4.14. Contraction Numbers of V -cycle Algorithm for Example 4.23 (β =
10−4).
m
k 1 2 3 4 5 6
20 2.32e-01 4.85e-01 5.54e-01 6.52e-01 7.00e-01 7.02e-01
21 5.41e-02 2.59e-01 3.61e-01 4.77e-01 5.37e-01 5.48e-01
22 2.92e-03 9.33e-02 2.00e-01 3.23e-01 3.72e-01 3.80e-01
23 8.16e-06 1.48e-02 8.37e-02 1.92e-01 2.28e-01 2.31e-01
24 1.03e-11 4.70e-04 2.33e-02 1.01e-01 1.16e-01 1.19e-01
25 1.36e-16 4.11e-07 2.95e-03 3.95e-02 5.48e-02 5.13e-02
26 9.35e-17 2.16e-13 4.39e-05 1.38e-02 2.08e-02 2.19e-02
27 1.07e-16 1.45e-16 7.65e-08 3.04e-03 6.22e-03 7.87e-03
28 1.03e-16 1.44e-16 3.18e-15 1.91e-04 2.01e-03 3.46e-03
Table 4.15. The Times for One Iteration of the Symmetric V -cycle Algorithm with
m Smoothing Steps at Level 5 (Unit Cube).
m 20 21 22 23 24 25 26 27
Times (s) 7.2e-01 1.3e+00 2.4e+00 4.6e+00 9.1e+00 1.8e+01 3.6e+01 7.2e+01
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Table 4.16. Contraction Numbers of V -cycle Algorithm for Example 4.23 (β =
10−6).
m
k 1 2 3 4 5 6
20 2.91e-01 2.65e-01 4.35e-01 5.38e-01 7.64e-01 7.72e-01
21 8.51e-02 7.09e-02 1.97e-01 3.49e-01 5.97e-01 6.27e-01
22 4.29e-03 5.23e-03 4.37e-02 1.74e-01 4.31e-01 4.61e-01
23 4.98e-05 2.27e-05 2.25e-03 5.50e-02 2.69e-01 3.01e-01
24 2.70e-07 4.41e-11 5.39e-06 5.73e-03 1.46e-01 1.65e-01
25 1.36e-16 1.88e-16 1.37e-12 8.40e-05 5.88e-02 7.19e-02
26 1.43e-16 1.76e-16 1.65e-16 2.94e-07 1.43e-02 2.29e-02
27 1.41e-16 1.80e-16 1.60e-16 2.49e-16 8.63e-04 4.96e-03
28 1.78e-16 1.70e-16 1.61e-16 2.23e-16 6.15e-06 5.05e-04
Example 4.24 (L-shaped domain). In this example we consider the L-shaped
domain (0, 1)2 \ (0.5, 1)2. We take ζ = 12 [1 0]
t and γ = 0 in (1.1.4), and C† = 5
in (4.1.25). See Figure 3.2 for the initial mesh T0. Here C−1k is based on a V (1, 1)
multigrid solve for (4.1.14).
The contraction numbers for the symmetric V -cycle (resp., W -cycle) algorithm
in the energy norm with 1 pre-smoothing step and 1 post-smoothing step can be
found in Table 4.18 (resp., Table 4.17). The times for one iteration of the multigrid
algorithms at level 6 (where there are roughly 5 × 104 dofs) are also included in
Tables 4.18 and 4.17.
Table 4.17. The Contraction Numbers of the Symmetric W -cycle Algorithm with
m = 1, Together with the Time (in Seconds) for One Iteration of the W -cycle
Algorithm at Level 6 (L-shaped Domain).
β
k 1 2 3 4 5 6 Time
10−2 7.97e-01 7.04e-01 6.32e-01 6.07e-01 6.01e-01 5.92e-01 1.56e-01
10−4 2.18e-01 4.64eâĹŠ01 7.54e-01 6.68e-01 6.18e-01 5.91e-01 1.57e-01
10−6 4.02e-01 1.63e-01 4.06e-01 8.61e-01 7.67e-01 6.57e-01 1.59e-01
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Table 4.18. The Contraction Numbers of the Symmetric V -cycle Algorithm with
m = 1, Together with the Time (in Seconds) for One Iteration of the V -cycle
Algorithm at Level 6 (L-shaped Domain).
β
k 1 2 3 4 5 6 Time
10−2 7.97e-01 7.85e-01 7.89e-01 7.93e-01 7.96e-01 7.99e-01 4.70e-02
10−4 2.18e-01 4.67e-01 7.56e-01 7.57e-01 7.64e-01 7.71e-01 4.73e-02
10−6 4.02e-01 1.62e-01 4.20e-01 8.62e-01 8.40e-01 8.36e-01 4.74e-02
Remark 4.25. Numerical results indicate that our multigrid algorithms are ro-
bust for nonconvex domains. Moreover, our symmetric multigrid algorithm is a
contraction with m = 1.
Example 4.26 (Comparison with preconditioned GMRES). In this example we
compare our W -cycle algorithm with preconditioned GMRES with restart after 10
iterations (PGMRES(10)). See Section 2.6.2 for details of GMRES.
In the case of unit square Ω = (0, 1)2, we take ζ = 12 [1 0]
t, γ = 0 and yd =
x1(1 − x1)x2(1 − x2) in (1.1.4), and C† = 5 in (4.1.25). In the case of unit cube
Ω = (0, 1)3, we take ζ = 12 [1 1 1]
t, γ = 0 and yd = 1 in (1.1.4), and C† = 4 in
(4.1.25). We set the tolerance in Euclidean norm to be 10−8 for both methods.
Here the preconditioner C−1k in our multigrid method is based on a V (1, 1) or
V (2, 2) multigrid solve for (4.1.14). We used symmetric V -cycle algorithm with
4 pre-smoothing steps and 4 post-smoothing steps as the left preconditioner for
GMRES.
The computational times (in seconds) for unit square case are presented in Table
4.19 (where there are about 1.7× 107 dofs). The computational times (in seconds)
for unit cube case are presented in Table 4.20 (where there are about 4.0 × 106
dofs). We do not include GMRES and GMRES(k) (cf. Section 2.6.2) because they
fail to solve the problems at fine levels where the condition number of the system
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is large. Meanwhile, we observe that our W -cycle algorithm and PGMRES(10)
are comparable with respect to computational times. These numerical results also
indicate that our multigrid methods can serve as good preconditioners for other
iterative methods.
Table 4.19. Computational Times of the Symmetric W -cycle Algorithm with m
Smoothing Steps and PGMRES(10) at Level 11 (Unit Square).
Use V(1,1) for C−1k
β
m 1 2 4 PGMRES(10)
10−2 5.0e+02 5.9e+02 8.0e+02 5.5e+02
10−4 4.4e+02 5.6e+02 7.6e+02 5.2e+02
10−8 3.5e+02 3.9e+02 5.4e+02 4.8e+02
Use V(2,2) for C−1k
β
m 1 2 4 PGMRES(10)
10−2 4.3e+02 5.8e+02 6.8e+02 5.5e+02
10−4 4.3e+02 5.5e+02 7.2e+02 5.1e+02
10−8 3.2e+02 3.7e+02 4.8e+02 4.7e+02
Table 4.20. Computational Times of the Symmetric W -cycle Algorithm with m
Smoothing Steps and PGMRES(10) at Level 6 (Unit Cube).
Use V(1,1) for C−1k
β
m 1 2 4 PGMRES(10)
10−2 4.5e+02 4.5e+02 4.3e+02 4.4e+02
10−4 4.5e+02 4.4e+02 4.3e+02 4.4e+02
10−8 3.4e+02 3.4e+02 3.5e+02 2.4e+02
Use V(2,2) for C−1k
β
m 1 2 4 PGMRES(10)
10−2 3.1e+02 3.1e+02 3.2e+02 3.5e+02
10−4 3.1e+02 3.1e+02 3.5e+02 4.2e+02
10−8 2.5e+02 2.5e+02 2.9e+02 2.5e+02
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Chapter 5
Multigrid Methods for Elliptic Optimal Control Problems
with Pointwise State Constraints
In this chapter we discuss multigrid methods for (1.1.3)–(1.1.5) based on the P1
finite element methods introduced in Section 3.2. We assume ζ = 0 and γ = 0 for
simplicity. Throughout the chapter we focus on the finite element method (3.2.8).
Recall the discrete problem (3.2.8) is ,
ȳh = argmin
yh∈Kh
[
1
2(yh − yd, yh − yd)h +
β
2 (∆̃hyh, ∆̃hyh)h
]
,
where
Kh = {y ∈ Vh : yh ≤ ψ at the vertices of Th}.
Let Ah be the stiffness matrix representing the bilinear form (∇·,∇·)L2(Ω) with
respect to the nodal basis of Vh and M̃h be the diagonal matrix representing the
bilinear form defined by (3.2.4). Then the matrix representing ∆̃h is given by
−M̃−1h Ah.
We can rewrite (3.2.8) in matrix form, namely,
ȳh = argmin
yh≤ψ
1
2(yh − yd)
tM̃h(yh − yd) +
β
2 y
t
hAhM̃−1h M̃hM̃−1h Ahyh
= argmin
yh≤ψ
1
2y
t
h
[
βAhM̃−1h Ah + M̃h
]
yh − yth(M̃hyd)
= argmin
yh≤ψ
1
2y
t
hBhyh − ythỹd, (5.0.1)
where Bh = βAhM̃−1h Ah + M̃h and ỹd = M̃hyd. Note that Bh is SPD. Moreover,
Bh is available due to the mass lumping technique (3.2.4) (cf. Remark 3.11).
Remark 5.1. Let Mh be the mass matrix represents the bilinear form (·, ·)L2(Ω)
with respect to the nodal basis of Vh. The matrix form of the discrete problem (3.2.7)
is the following,
ȳh = argmin
yh≤ψ
1
2y
t
hBhyh − ythỹd, (5.0.2)
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where Bh = βAhM̃−1h Ah + Mh and ỹd = Mhyd.
5.1 Primal-dual Active Set Algorithm
Our goal is to solve (5.0.1) efficiently. One of the most efficient methods is a
primal-dual active set strategy (PDAS) which was developed in [12, 66, 67, 9, 10].
PDAS is an active set strategy involving primal as well as dual variables. This
method is related to the early work [61]. It was also shown that it is related
to the semismooth Newton method [63]. For convergence properties, we refer to
[12, 66, 67, 9, 10, 63, 68] and the references therein.
We illustrate the primal-dual active set strategy by a simple example (cf. [63]).
Consider the following finite dimensional minimization problem,
min J(y) = 12(y, Ay)− (f, y),
subject to y ≤ ψ,
(5.1.1)
where A ∈ Rn×n is SPD, f, ψ ∈ Rn and (·, ·) denotes the inner product in Rn. The
optimality system for (5.1.1) is
Ay + λ = f, (5.1.2)
y ≤ ψ, λ ≥ 0, (λ, y − ψ) = 0, (5.1.3)
where y is the primal variable and λ is the dual variable. The key observation
[10, 12] is that (5.1.3) is equivalent to
λ = max(0, λ+ c(y − ψ)) (5.1.4)
for any c > 0, where the max-operation is understood componentwise. Hence
(5.1.2)–(5.1.3) is equivalent to
Ay + λ = f,
λ = max(0, λ+ c(y − ψ)).
(5.1.5)
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The primal-dual active set method is based on utilizing (5.1.4) as a prediction
strategy. Given a current primal-dual pair (y, λ), the choice for the next active and
inactive set is given by
I = {i : λi + c(y − ψ)i ≤ 0} and A = {i : λi + c(y − ψ)i > 0}. (5.1.6)
Note that by (5.1.3), the definition (5.1.6) is equivalent to
I = {i : λi = 0 and yi ≤ ψi} and A = {i : λi > 0 and yi = ψi}. (5.1.7)
Hence when a node is active, the primal variable equals to the obstacle. Using
(5.1.6) we have the following algorithm [63].
Algorithm 5.1 Primal-Dual Active Set Algorithm
1: Initialize y0, λ0. Set k = 0.
2: Set Ik = {i : λki + c(yk − ψ)i ≤ 0} and Ak = {i : λki + c(yk − ψ)i > 0}.
3: Solve Ayk+1 + λk+1 = f , yk+1 = ψ on Ak, λk+1 = 0 on Ik.
4: Stop, or set k = k + 1 and return to step 2.
Remark 5.2. The primal-dual active set algorithm terminates if the active set and
inactive set stop changing. In practice, we choose a large constant c, for example,
108, to get better prediction of the active/inactive sets. It is shown in [63], the
primal-dual active set algorithm converges if the initial guess is sufficiently close
to the true solution (with respect to usual Euclidean norm) and the convergence is
superlinear. This is similar to the behavior of the classical Newton’s method.
5.2 Primal-dual Active Set Algorithm with Multigrid Solver
It is easy to see that (5.0.1) is of the form (5.1.1). Hence we apply Algorithm 5.1
to (5.0.1) and obtain the following algorithm.
1. Given an initial guess (y0,λ0) where λ0 ≥ 0, we define
A0 = {j ∈ n : λ0(j) + c(y0(j)−ψ(j)) > 0},
I0 = {j ∈ n : λ0(j) + c(y0(j)−ψ(j)) ≤ 0} = n \ A0.
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2. For k ≥ 1 we recursively solve the system
Bhyk + λk = ỹd, (5.2.1a)
yk = ψ on Ak−1, (5.2.1b)
λk = 0 on Ik−1. (5.2.1c)
3. Then update the active set and inactive set by
Ak = {j ∈ n : λk(j) + c(yk(j)−ψ(j)) > 0},
Ik = {j ∈ n : λk(j) + c(yk(j)−ψ(j)) ≤ 0} = n \ Ak.
Here n = {1, 2, . . . , dim Vh}.
Note that the most expensive step of the algorithm is to solve the equation
(5.2.1a). Furthermore we can rewrite (5.2.1) by using Ik and Ak as index sets,
(yk)Ak−1 = ψAk−1 ,
(λk)Ik−1 = 0,
(Bh)Ik−1Ik−1(yk)Ik−1 = (ỹd)Ik−1 − (Bh)Ik−1Ak−1ψAk−1 , (5.2.2)
(λk)Ak−1 = (ỹd)Ak−1 − (Bhyk)Ak−1 .
It is clear that (5.2.2) is a reduced system that we need to solve during each
PDAS iteration. In practice, this system becomes harder to solve when the mesh
size h is small, especially in three dimensions. Our goal is to design multigrid solver
for the reduced system (5.2.2). Let Vh be the finite element space at refinement
level r and Ir be the inactive set Ik−1 for a particular k. The general system we
want to solve is
BIrIryIr = gIr . (5.2.3)
Let the output of the W -cycle multigrid method at level r be denoted by
MGW (r,g,y0,m1,m2, Ir) where g is the right-hand side, y0 is the initial guess,
101
m1(resp.,m2) is the number of pre-smoothing (resp., post-smoothing) steps and
Ir is the inactive set at level r. We use direct solve when r ≤ 2 to avoid empty
inactive set at initial level and level 1. It is possible to have empty inactive set at
low levels since the problem size is very small. When r > 2 the W -cycle algorithm
for the system (5.2.3) is as follows.
• Pre-Smoothing. For 1 ≤ j ≤ m1,
yjIr = y
j−1
Ir + γr(gIr −BIrIry
j−1
Ir ), (5.2.4)
where γr is the damping factor in Richardson iteration.
• Coarse-Grid Correction. First we calculate the residual of the system (5.2.3),
fIr = gIr −BIrIrym1Ir . (5.2.5)
Then we extend the residual to all grid points, namely
f = fIr + fAr , (5.2.6)
where fAr = 0. After that we transfer the residual to level (r − 1). Suppose the
matrix represents the coarse-to-fine operator Irr−1 is Irr−1, we have
g′ = (Irr−1)tf . (5.2.7)
Then we generate the coarse level inactive set Ir−1 from the current inactive
set Ir. We use the same procedure in [65, 69, 72]. Specifically, on level r − 1 we
only label a node as inactive when it is inactive on level r together with all its
neighbors. See Figure 5.1 for a simple example. If the red node and all the black
nodes are inactive at level r, then the red node is inactive at level r − 1 since it is
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Figure 5.1. Inactive Nodes.
inactive at level r with all its neighbors. Once we obtain the inactive set Ir−1 we
perform the following,
q′Ir−1 = MGW (r − 1,g
′, 0,m1,m2, Ir−1),
qIr−1 = MGW (r − 1,g′,q′Ir−1 ,m1,m2, Ir−1).
Then we extend qIr−1 to all grid points by
q = qIr−1 + qAr−1 , (5.2.8)
where qAr−1 = 0. At last let
ym1+1Ir = y
m1
Ir + (I
r
r−1q)Ir . (5.2.9)
• Post-Smoothing. For m1 + 2 ≤ j ≤ m1 +m2 + 1,
yjIr = y
j−1
Ir + γr(gIr −BIrIry
j−1
Ir ). (5.2.10)
Remark 5.3. In practice, in order to generate the inactive set Ir−1 from Ir, we
assign a vector v with 1s at Ar and 0s at Ir, calculate v′ = (Irr−1)tv and designate
the nodes with zero entries in v′ as inactive at level r − 1.
Remark 5.4. We choose γr = Cβh−2r +h2r in the pre-smoothing step (5.2.4) and the
post-smoothing step (5.2.10) where C is a constant, hr is the mesh size at level r.
This is due to the fact ρ(γrBh) ≤ 1. Alternatively, let BIrIr = D + L + U, we can
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replace the pre-smoothing step (5.2.4) and the post-smoothing step (5.2.10) by the
following symmetric Gauss-Seidel iteration (cf. Section 2.5.2).
yjIr = y
j−1
Ir + (U + D)
−1D(L + D)−1(gIr −BIrIry
j−1
Ir ). (5.2.11)
The advantage of using symmetric Gauss-Seidel iteration (SGS) as smoothers is
that we do not need to choose the parameter γr.
Overall, the primal-dual active set algorithm with multigrid solver for (5.0.1) is
described in Algorithm 5.2.
Algorithm 5.2 PDAS Algorithm with Multigrid Solver for (5.0.1) at Level r.
1: Initialize (y0,λ0) where λ0 ≥ 0, ε and c. Given ψ. Compute
A0 = {j ∈ n : λ0(j) + c(y0(j)−ψ(j)) > 0},
I0 = n \ A0.
2: For k ≥ 1, (yk)Ak−1 ← ψAk−1 , (λk)Ik−1 ← 0.
3: Let Ir = Ik−1 and Ar = Ak−1.
4: f ← (ỹd)Ir −BIrArψAr .
5: repeat
6: (yk)Ir ←MGW (r, f , (yk)Ir ,m1,m2, Ir)
7: until ‖f−BIrIr (yk)Ir‖‖f‖ ≤ ε.
8: (λk)Ak−1 ← (ỹd)Ak−1 − (Byk)Ak−1 .
9: Update the active and inactive sets
Ak = {j ∈ n : λk(j) + c(yk(j)−ψ(j)) > 0},
Ik = n \ A0.
10: Stop when Ak = Ak−1 or go to step 2.
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Remark 5.5. As we mentioned in Remark 5.2, PDAS converges if the initial
guess is sufficiently close to the true solution. Hence the choice of the initial guess
(y0,λ0) in Algorithm 5.2 is important. In practice, we solve the problem at level 0
with zero initial guess and use that as the initial solution for level 1. In general,
we use the solution at level r − 1 as the initial guess for level r.
5.3 Numerical Results
In this section we present the numerical results of the symmetric W -cycle algorithm
for (5.0.1) on two and three dimensional domains. We compute the contraction
numbers using similar strategy in Algorithm 4.1. We employed the MATLAB/C++
toolbox FELICITY [101] in our computations.
Example 5.6 (No State Constraints). In this example we consider an extreme
case which no state constraints are imposed in (3.2.8). Hence it is equivalent to
solve the following system,
Bhȳh = ỹd, (5.3.1)
where Bh = βAhM̃−1h Ah + M̃h and ỹd = M̃hyd. Our W -cycle algorithm can still
apply to (5.3.1) (Ar = ∅). We take Ω = (0, 1)2 and β = 1. We use symmetric
Gauss-Seidel iteration (5.2.11) as smoother in this example. See Figure 2.2 for the
meshes. In this case M̃h is a multiple of the identity matrix since every interior
node has six triangles around it.
We report the contraction numbers of our W -cycle algorithm in Table 5.1. It is
clear that our W -cycle algorithm is a contraction when m = 1 and the behavior of
the contraction numbers agrees with the standard O(m− 12 ) multigrid performance
for fourth order problems [25].
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Table 5.1. Contraction Numbers of W -cycle Algorithm for Example 5.6.
m
k 1 2 3 4 5 6
20 2.85e-01 3.64e-01 4.10e-01 4.23e-01 4.24e-01 4.27e-01
21 8.92e-02 1.66e-01 2.05e-01 2.19e-01 2.26e-01 2.26e-01
22 1.51e-02 8.50e-02 1.27e-01 1.43e-01 1.47e-01 1.51e-01
23 1.84e-03 5.42e-02 8.57e-02 1.02e-01 1.04e-01 1.07e-01
24 4.10e-05 3.78e-02 5.19e-02 7.02e-02 7.18e-02 7.50e-02
25 2.98e-08 2.13e-02 3.69e-02 4.83e-02 4.89e-02 5.18e-02
26 1.81e-15 6.87e-03 2.13e-02 2.75e-02 3.70e-02 3.60e-02
Example 5.7 (Disk Active Set [34, Example 7.1]). In this example we take Ω =
[−4, 4]2, β = 1 and ψ = |x|2 − 1. We use yd in Example 3.17 here.
We take c = 108, ε = 10−8 in Algorithm 5.2 and γr = 0.015h2r in smoothing steps
(5.2.4) and (5.2.10). Tr is a regular triangulation of the domain Ω (see Figure 2.2).
In this example the resulting active set is a disk which is depicted in Figure 5.2.
Figure 5.2. Disk Active Set.
We report the contraction numbers of the symmetric W -cycle algorithm in Ta-
bles 5.2–5.5. At each level, we compute the contraction numbers in each PDAS
iterations with smoothing steps m = 21, 22, 23. We use Richardson iteration and
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symmetric Gauss-Seidel iteration as smoothers. We need k PDAS iterations to ob-
tain the solution at each level. The number k varies from level to level and hence
the tables have different number of rows. The results start from level 4 since we
take level 2 as the coarsest level. We observe that our symmetric W -cycle algorithm
is a contraction with m = 2 for both smoothers. The performance of our multigrid
algorithm with SGS is clearly better. See Figure 5.3 for an example of the active
sets at different levels generated by the multigrid algorithm.
Table 5.2. Level 4 Contraction Numbers for Example 5.7.
Richardson SGS
m 21 22 23 21 22 23
k = 1 6.66e-01 4.69e-01 2.80e-01 4.15e-01 2.52e-01 1.89e-01
k = 2 8.32e-01 7.13e-01 5.72e-01 6.85e-01 5.17e-01 3.73e-01
k = 3 8.32e-01 7.13e-01 5.72e-01 6.88e-01 5.15e-01 3.73e-01
Table 5.3. Level 5 Contraction Numbers for Example 5.7.
Richardson SGS
m 21 22 23 21 22 23
k = 1 7.62e-01 5.98e-01 4.07e-01 4.78e-01 3.33e-01 2.68e-01
k = 2 8.96e-01 8.21e-01 7.29e-01 7.97e-01 6.76e-01 5.65e-01
k = 3 8.96e-01 8.21e-01 7.29e-01 7.98e-01 6.77e-01 5.65e-01
k = 4 8.96e-01 8.21e-01 7.29e-01 7.95e-01 6.77e-01 5.65e-01
Table 5.4. Level 6 Contraction Numbers for Example 5.7.
Richardson SGS
m 21 22 23 21 22 23
k = 1 9.21e-01 8.45e-01 7.34e-01 8.19e-01 6.83e-01 5.35e-01
k = 2 8.79e-01 7.83e-01 6.54e-01 7.65e-01 6.09e-01 4.61e-01
k = 3 8.89e-01 8.03e-01 6.98e-01 7.79e-01 6.44e-01 5.26e-01
k = 4 8.92e-01 8.08e-01 7.07e-01 7.80e-01 6.51e-01 5.36e-01
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Table 5.5. Level 7 Contraction Numbers for Example 5.7.
Richardson SGS
m 21 22 23 21 22 23
k = 1 9.10e-01 8.31e-01 7.18e-01 8.06e-01 6.65e-01 5.30e-01
k = 2 9.27e-01 8.66e-01 7.99e-01 8.53e-01 7.57e-01 6.60e-01
k = 3 9.36e-01 8.83e-01 8.22e-01 8.69e-01 7.84e-01 6.96e-01
k = 4 9.33e-01 8.83e-01 8.23e-01 8.69e-01 7.83e-01 6.94e-01
k = 5 9.35e-01 8.83e-01 8.23e-01 8.69e-01 7.83e-01 6.95e-01
k = 6 9.31e-01 8.85e-01 8.23e-01 8.68e-01 7.81e-01 6.93e-01
k = 7 9.32e-01 8.85e-01 8.23e-01 8.68e-01 7.81e-01 6.92e-01
k = 8 9.35e-01 8.87e-01 8.24e-01 8.69e-01 7.83e-01 6.94e-01
k = 9 9.35e-01 8.87e-01 8.24e-01 8.68e-01 7.83e-01 6.95e-01
Figure 5.3. Active Sets for Example 5.7 at Different Levels.
Example 5.8 (Disjoint Active Set [36, Example 4]). In this example we take
Ω = [0, 1]2, yd = sin(4πxy)+1.5, ψ = 1 and β = 10−4 in (3.2.8). Other parameters
are identical as those of Example 5.7. In this example the resulting active set is
disjoint which is shown in Figure 5.4.
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Figure 5.4. Disjoint Active Set.
We report the contraction numbers of the symmetric W -cycle algorithm for
Example 5.8 in Tables 5.6–5.9. We observe that our symmetric W -cycle algorithm
is a contraction with m = 2 for both smoothers. Again, our multigrid algorithm
with SGS has better performance with respect to the contraction numbers. See
Figure 5.5 for an example of the active sets at different levels generated by the
multigrid algorithm.
Table 5.6. Level 4 Contraction Numbers for Example 5.8.
Richardson SGS
m 21 22 23 21 22 23
k = 1 7.74e-01 5.98e-01 3.83e-01 4.20e-01 2.18e-01 1.80e-01
k = 2 8.06e-01 6.74e-01 5.21e-01 6.39e-01 4.56e-01 3.24e-01
k = 3 8.64e-01 7.64e-01 6.30e-01 7.14e-01 5.58e-01 4.14e-01
Table 5.7. Level 5 Contraction Numbers for Example 5.8.
Richardson SGS
m 21 22 23 21 22 23
k = 1 7.77e-01 6.04e-01 4.49e-01 5.35e-01 3.98e-01 3.01e-01
k = 2 8.88e-01 7.91e-01 6.53e-01 7.57e-01 6.06e-01 4.59e-01
k = 3 8.88e-01 7.94e-01 6.72e-01 7.60e-01 6.15e-01 4.80e-01
k = 4 8.93e-01 8.07e-01 6.95e-01 7.71e-01 6.30e-01 5.07e-01
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Figure 5.5. Active Sets for Example 5.8 at Different Levels.
Table 5.8. Level 6 Contraction Numbers for Example 5.8.
Richardson SGS
m 21 22 23 21 22 23
k = 1 8.07e-01 6.55e-01 4.52e-01 5.54e-01 3.73e-01 3.19e-01
k = 2 9.08e-01 8.31e-01 7.09e-01 8.04e-01 6.62e-01 5.14e-01
k = 3 9.06e-01 8.26e-01 7.15e-01 8.01e-01 6.73e-01 5.51e-01
k = 4 9.08e-01 8.30e-01 7.16e-01 8.03e-01 6.71e-01 5.46e-01
k = 5 9.08e-01 8.30e-01 7.16e-01 8.03e-01 6.72e-01 5.47e-01
Table 5.9. Level 7 Contraction Numbers for Example 5.8.
Richardson SGS
m 21 22 23 21 22 23
k = 1 8.17e-01 4.71e-01 5.82e-01 6.45e-01 5.36e-01 4.06e-01
k = 2 9.16e-01 8.49e-01 7.40e-01 8.27e-01 6.96e-01 5.48e-01
k = 3 9.17e-01 8.50e-01 7.43e-01 8.27e-01 6.95e-01 5.57e-01
k = 4 9.16e-01 8.51e-01 7.43e-01 8.29e-01 7.00e-01 5.56e-01
k = 5 9.15e-01 8.47e-01 7.37e-01 8.25e-01 6.92e-01 5.51e-01
k = 6 9.15e-01 8.48e-01 7.38e-01 8.26e-01 6.94e-01 5.53e-01
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Example 5.9 (Active Set with Empty Interior [35, Example 3]). In this example
we take Ω = [0, 1]2, β = 1, ψ = 1−5|x|2−|x|4 and yd = 0 in the following problem
which is very similar to (3.2.8),
ȳh = argmin
yh∈Kh
[
1
2(yh − yd, yh − yd)h +
β
2 (∆̃hyh, ∆̃hyh)h
]
,
where
Kh = {y ∈ Vh : yh ≥ ψ at the vertices of Th}.
Notice that the only difference is that ψ is a lower bound of yh instead of an upper
bound. PDAS can be easily altered to handle this problem, specifically, use the
following definition of active and inactive sets,
Ak = {j ∈ n : λk(j) + c(yk(j)−ψ(j)) < 0},
Ik = n \ A0.
We refer to [35, Example 3] for more details about this example. In Figure 5.6, it
shows that the active set in this example has an empty interior.
Figure 5.6. Active Set with Empty Interior.
We report the contraction numbers of the symmetric W -cycle algorithm at level
7 (where there are roughly 6.5 × 104 dofs) in Table 5.10. For simplicity, we omit
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results from other levels. It takes 33 PDAS iterations to converge at level 7, we
include the contraction numbers of first and last three iterations since other con-
traction numbers are similar. We observe that the symmetric W -cycle algorithm
is a contraction with m = 2. See Figure 5.7 for an example of the active sets at
different levels generated by the multigrid algorithm.
Table 5.10. Level 7 Contraction Numbers for Example 5.9.
Richardson SGS
m 21 22 23 21 22 23
k = 1 9.50e-01 9.09e-01 8.63e-01 8.26e-01 7.58e-01 6.85e-01
k = 2 9.09e-01 8.44e-01 7.66e-01 7.10e-01 6.11e-01 4.99e-01
k = 3 9.52e-01 9.38e-01 9.37e-01 9.33e-01 8.98e-01 8.56e-01
... ... ... ... ... ... ...
k = 31 9.48e-01 9.36e-01 8.96e-01 8.59e-01 7.99e-01 7.34e-01
k = 32 9.39e-01 9.20e-01 8.95e-01 8.67e-01 8.05e-01 7.33e-01
k = 33 9.41e-01 9.17e-01 8.80e-01 8.46e-01 7.78e-01 7.00e-01
Figure 5.7. Active Sets for Example 5.9 at Different Levels.
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Figure 5.8. Active Set in a L-shaped Domain.
Example 5.10 (L-shaped Domain [27, Example 6.1]). In this example we take
Ω = (0, 1)2 \ (0.5, 1)2, β = 1, ψ = [(2x−0.50.48 )
2 + (2y−0.50.48 )
2]− 1 and yd = 0 in (3.2.8).
Figure 5.8 shows the active set of this example.
Figure 5.9. Active Sets for Example 5.10 at Different Levels.
We report the contraction numbers of the symmetric W -cycle algorithm at level
7 (where there are roughly 2 × 105 dofs) in Table 5.11. The numerical results
indicate that our algorithm is a contraction with m = 2 on nonconvex domain.
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See Figure 5.9 for an example of the active sets at different levels generated by the
multigrid algorithm.
Table 5.11. Level 7 Contraction Numbers for Example 5.10.
Richardson SGS
m 21 22 23 21 22 23
k = 1 9.29e-01 8.71e-01 8.12e-01 8.54e-01 7.80e-01 6.94e-01
k = 2 9.11e-01 8.20e-01 7.45e-01 7.76e-01 6.73e-01 5.67e-01
k = 3 9.33e-01 8.71e-01 8.12e-01 8.46e-01 7.72e-01 6.86e-01
k = 4 9.17e-01 8.32e-01 7.19e-01 7.66e-01 6.43e-01 5.13e-01
k = 5 9.20e-01 8.49e-01 7.73e-01 8.04e-01 7.09e-01 6.15e-01
k = 6 9.25e-01 8.47e-01 7.42e-01 7.86e-01 6.71e-01 5.58e-01
k = 7 9.28e-01 8.64e-01 7.79e-01 8.15e-01 7.10e-01 6.01e-01
k = 8 9.23e-01 8.43e-01 7.31e-01 7.64e-01 6.36e-01 5.15e-01
k = 9 9.24e-01 8.51e-01 7.50e-01 7.83e-01 6.63e-01 5.45e-01
k = 10 9.23e-01 8.46e-01 7.36e-01 7.69e-01 6.42e-01 5.20e-01
k = 11 9.25e-01 8.53e-01 7.54e-01 7.93e-01 6.75e-01 5.54e-01
k = 12 9.25e-01 8.52e-01 7.53e-01 7.93e-01 6.75e-01 5.54e-01
k = 13 9.24e-01 8.51e-01 7.54e-01 7.93e-01 6.75e-01 5.54e-01
Example 5.11 (Cube [34, Example 7.5]). In this example we take Ω = [−4, 4]3,
β = 1, ψ = |x|2− 1 and use identical yd in Example 5.7 except replacing w(x) with
w(x) = 2 sin(π8 (x1 + 4)) sin(
π
8 (x2 + 4)) sin(
π
8 (x3 + 4)).
This example is a three dimensional generalization of Example 5.7 (cf. [34, Example
7.5]). We set the coarsest level to be level 1 for this example. Figure 5.10 shows the
ball-shaped active set.
We briefly report the contraction numbers of the symmetric W -cycle algorithm
at level 5 (where there are roughly 2.5 × 105 dofs) in Table 5.11. It is clear that
the algorithm is a contraction with m = 2. See Figure 5.11 for an example of the
active sets at different levels generated by the multigrid algorithm.
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Figure 5.10. Active Set in a Cube.
Table 5.12. Level 5 Contraction Numbers for Example 5.11.
Richardson SGS
m 21 22 23 21 22 23
k = 1 9.60e-01 9.17e-01 8.46e-01 7.70e-01 6.72e-01 5.71e-01
k = 2 9.60e-01 9.26e-01 8.66e-01 8.04e-01 7.17e-01 6.23e-01
k = 3 9.45e-01 8.96e-01 8.18e-01 7.43e-01 6.47e-01 5.52e-01
k = 4 9.45e-01 8.97e-01 8.19e-01 7.43e-01 6.46e-01 5.49e-01
k = 5 9.45e-01 8.97e-01 8.19e-01 7.44e-01 6.46e-01 5.49e-01
Example 5.12 (Comparison with preconditioned MINRES). In this example we
compare the computational time of our W -cycle algorithm with that of the precon-
ditioned MINRES (cf. Section 2.6.1). We use V (1, 1) with SGS smoothers as the
left preconditioner of MINRES in two dimensions and three dimensions.
We report the computational times of Example 5.7 (resp., Examples 5.8) at level
8 (where there are roughly 2.6× 105 dofs) in Table 5.13 (resp., Table 5.14) where
m = 21, 22 for Richardson smoothers and m = 20, 21 for SGS smoothers.
We observe that our W -cycle algorithm with 2 SGS smoothing steps are faster
than PMINRES with respect to the total computational time. For each PDAS
iteration, our W -cycle algorithm becomes faster while PMINRES has similar per-
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Figure 5.11. Active Sets for Example 5.11 at Different Levels.
formance. The numerical results also indicate that our multigrid algorithm with
SGS smoothers can be used as preconditioners for other iterative methods.
Table 5.13. Level 8 Computational Times (in Seconds) for Example 5.7.
Richardson SGS PMINRES
m 21 22 20 21 -
k = 1 48.0248 37.7692 32.4575 27.5180 18.3618
k = 2 47.1066 35.9143 31.4178 29.0540 18.0510
k = 3 34.4820 27.9079 25.8978 22.9460 17.7606
k = 4 27.5818 22.6635 22.1258 17.6000 18.2602
k = 5 25.9348 20.2082 19.6119 15.8561 18.1571
k = 6 18.6314 14.2765 13.3810 11.5135 19.2007
k = 7 14.2909 11.3900 10.9514 8.8073 22.0979
k = 8 13.3463 10.8952 10.6121 8.8232 20.8777
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Table 5.14. Level 8 Computational Times (in Seconds) for Example 5.8.
Richardson SGS PMINRES
m 21 22 20 21 -
k = 1 19.9301 17.8965 8.8707 7.6867 8.6414
k = 2 20.0603 17.3770 12.9998 10.7860 14.7845
k = 3 7.8013 6.0977 5.4200 4.5432 14.7572
k = 4 4.9935 3.9591 1.4424 3.0455 14.7656
k = 5 1.6861 1.3349 0.9701 1.5330 14.8192
k = 6 0.5818 0.8961 0.0334 0.7930 14.8007
We also provide the comparison results for Example 5.11 at level 5 and level 6
(about 2.05×106 dofs) in Tables 5.15 and 5.16. We also include the built-in function
backslash in MATLAB which is a sparse direct solver. Backslash cannot solve the
problem in a reasonable time at level 6 thus we ignore the results. As we can see
in the numerical results, our W -cycle algorithm and the PMINRES have better
performance than backslash at level 5 and level 6 which agree with the discussion
in Section 5.2. Meanwhile, PMINRES is more efficient than W -cycle algorithm
at level 5 and level 6. But since W -cycle algorithm is an O(n) algorithm while
MINRES is not, the gap between PMINRES and W -cycle algorithm will decrease
as we increase levels.
Table 5.15. Level 5 Computational Times (in Seconds) for Example 5.11.
Backslash SGS (m = 2) PMINRES
k = 1 109.4605 52.1178 19.4686
k = 2 99.8426 57.7145 19.9472
k = 3 106.9629 41.2576 17.9270
k = 4 101.8495 34.5839 18.6486
k = 5 101.2255 19.5259 18.6386
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Table 5.16. Level 6 Computational Times (in Seconds) for Example 5.11.
Backslash SGS (m = 2) PMINRES
k = 1 - 757.2665 248.4203
k = 2 - 817.2732 254.4706
k = 3 - 957.6223 270.2558
k = 4 - 558.7001 231.6902
k = 5 - 526.7740 246.9906
k = 6 - 417.7242 253.9759
k = 7 - 263.6513 253.8082
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[4] I. Babuška. Error-bounds for finite element method. Numerische Mathe-
matik, 16(4):322–333, 1971.
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Numerische Mathematik, 94(1):195–202, 2003.
[107] X. Zhang. Multilevel Schwarz methods. Numerische Mathematik, 63(1):521–
539, 1992.
[108] W. Zulehner. A class of smoothers for saddle point problems. Computing,
65(3):227–246, 2000.
126
Vita
Sijing Liu was born in 1988, in Fuzhou, Fujian, China. He finished his under-
graduate studies at Fujian Normal University in June 2011. He earned a master
of science degree in computational mathematics from Xiamen University in June
2014. In August 2014 he came to Louisiana State University to pursue graduate
studies in mathematics. He is currently a candidate for the degree of Doctor of
Philosophy in mathematics, which will be awarded in August 2020.
127
