



KESIMPULAN DAN SARAN 
A. Kesimpulan 
Hasil dari penelitian dan pembahasan yang telah dilakukan penulis 
menghasilkan kesimpulan sebagai berikut : 
1. Algoritma LVQ melakukan klasifikasi SMS dengan cara memasukkan input 
vektor dengan jumlah tertentu yang telah ditentukan dan berisi nilai dari SMS 
yang telah diproses sebelumnya.  
2. Tingkat akurasi algoritma LVQ dalam melakukan klasifikasi SMS adalah : 
a. 100% untuk data SMS dengan kategori Bencana 
b. 0% untuk data SMS dengan kategori Kejahatan 
c. 0% untuk data SMS dengan kategori Kecelakaan 
B. Saran 
Saran yang dapat penulis berikan setelah melakukan penelitian ini adalah : 
1. Menggunakan varian algoritma LVQ yang berbeda atau menggunakan 
algoritma untuk mesin pembelajaran yang lain yang sesuai untuk pengolahan 
teks agar dapat mendapatkan perbandingan antara akurasi dan kecepatan  
dalam melakukan klasifikasi SMS. 
2. Kesulitan dalam mencari basis data SMS yang sudah teruji yang akan 
digunakan dalam melakukan penelitian dapat dihindari dengan menggunakan 
basis data SMS yang sudah teruji dengan penelitian yang telah dilakukan 
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