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a b s t r a c t
A linear k-forest of an undirected graph G is a subgraph of G whose components are paths
with lengths at most k. The linear k-arboricity of G, denoted by lak(G), is the minimum
number of linear k-forests needed to partition the edge set E(G) of G. In the case where
the lengths of paths are not restricted, we then have the linear arboricity of G, denoted by
la(G). In this paper,we obtain the exact value of the linear (n−1)-arboricity of any balanced
complete n-partite graph Kn(m).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, all graphs considered are finite, undirected and simple. LetN represent the set of natural numbers
and let [a, b] denote the set {n ∈ N|a ≤ n ≤ b}. A graph G is n-partite (n ≥ 2) if it is possible to partition the vertex set V (G)
into n independent sets V1, V2, . . . , Vn (called partite sets) such that every edge of G joins the vertices in different partite
sets. A complete n-partite graph G is an n-partite graph with partite sets V1, V2, . . . , Vn having the additional property that
if u ∈ Vi and v ∈ Vj where i 6= j, then the edge uv ∈ E(G). If |Vi| = mi for all i ∈ [1, n], then this graph is denoted by
Km1,m2,...,mn . Moreover, if m1 = m2 = · · · = mn = m, then it is called a balanced complete n-partite graph and denoted
by Kn(m). In other words, a complete multipartite graph is balanced if all partite sets have the same cardinality. For n = 2,
such graphs are called balanced complete bipartite graphs and denoted by Km,m. On the other hand, a graph with order n,
in which any pair of different vertices are adjacent, is a complete graph, denoted by Kn. Other notation and terminology in
graph theory are the same as in [21].
A decomposition of a graph is a list of subgraphs such that each edge appears in exactly one subgraph in the list. If
a graph G has a decomposition G1,G2, . . . ,Gt , then we say that G1,G2, . . . ,Gt decompose G, or G can be decomposed
into G1,G2, . . . ,Gt . Furthermore, a linear k-forest is a forest whose components are paths of length at most k. The linear
k-arboricity of a graph G, denoted by lak(G), is the least number of linear k-forests needed to decompose G.
The notion of linear k-arboricity of a graph was first introduced by Habib and Peroche [15]. It is a natural generalization
of edge coloring. Clearly, a linear 1-forest is induced by a matching, and la1(G) is the edge chromatic number, or chromatic
index, χ ′(G) of a graph G. Moreover, the linear k-arboricity lak(G) is also a refinement of the ordinary linear arboricity la(G)
(or la∞(G)) which is the case when every component of each forest is a path with no length constraint. By the way, the idea
of linear arboricity was introduced earlier by Harary in [16].
In 1982, Habib and Peroche [14] proposed the following conjecture for an upper bound on lak(G).
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Conjecture 1.1 ([14]). If G is a graph with maximum degree∆(G) and k ≥ 2, then
lak(G) ≤

⌈
∆(G)|V (G)|
2b k|V (G)|k+1 c
⌉
, when∆(G) = |V (G)| − 1,⌈
∆(G)|V (G)| + 1
2b k|V (G)|k+1 c
⌉
, when∆(G) < |V (G)| − 1.
For k = |V (G)| − 1, this is Akiyama’s conjecture [1].
Conjecture 1.2 ([1]). la(G) ≤ d∆(G)+12 e.
So far, there have been a lot of results on the verification of Conjecture 1.1 in the literature, especially for graphs with
particular structures, such as trees [7,8,15], regular graphs [2,3], planar graphs [18], and complete graphs [5,9,10,22,13]. The
linear arboricity and the linear k-arboricity of cubic graphs have been studied in recent years; for more details, please read
the papers [4,5,11,17,19,20]. The linear 2-arboricity, the linear 3-arboricity, the low bound of the linear k-arboricity of the
balanced complete bipartite graph, and the linear 3-arboricity of the balanced complete multipartite graph are obtained
in [12,13,10,23], respectively.
As for a low bound on lak(G), since any vertex in a linear k-forest has degree at most 2 and a linear k-forest in a graph G
has at most b k·|V (G)|k+1 c edges, the following result is obvious.
Lemma 1.3 ([13]). For any graph G with maximum degree∆(G),
lak(G) ≥ max

⌈
∆(G)
2
⌉
,
 |E(G)|⌊ k·|V (G)|
k+1
⌋

 .
In this paper, we completely determine the linear (n − 1)-arboricity of Kn(m), where Kn(m) is a balanced complete
multipartite graph consisting of n-partite sets withm vertices per partite set. It is obtained that lan−1(Kn(m)) = dmn/2e.
2. Main results
As the preparation, we need the following lemmas.
Lemma 2.1. If G = G1 ∪ G2 ∪ · · · ∪ Gn, then lak(G) ≤ lak(G1)+ lak(G2)+ · · · + lak(Gn).
Lemma 2.2 ([6]). For n ≥ 3 the complete graph Kn is decomposed into edge disjoint Hamilton cycles if and only if n is odd. For
n ≥ 2 the complete graph Kn is decomposed into edge disjoint Hamilton paths if and only if n is even.
Lemma 2.3 ([10]). Let V (K2n) = {v0, v1, . . . , v2n−1}. For 0 ≤ i ≤ n− 1, put
Pi = v0+iv1+iv2n−1+iv2+iv2n−2+i · · · vn+1+ivn+i
where the indices of vj are taken modulo 2n. Then Pi (i = 0, 1, . . . , n− 1) are disjoint Hamiltonian paths of K2n, i.e., K2n can be
decomposed into edge disjoint Hamilton paths Pi (i = 0, 1, . . . , n− 1).
In the following, we discuss the linear (n− 1)-arboricity of the balanced complete multipartite graph Kn(m).
Assume that G and H are graphs. A spanning subgraph F of G is called an H-factor if each component of F is isomorphic
to H . If G is expressible as an edge disjoint union of H-factors, then this union is called an H-factorization of G.
In [23], Yendefined Pα(β), which is anα-partite graph such that eachpartite setVi hasβ vertices for all i ∈ {0, 1, . . . , α−1}
and the edge uv ∈ E(Pα(β)) if and only if u ∈ Vω and v ∈ Vω+1 where ω ∈ {0, 1, . . . , α − 2}. For the sake of convenience,
we use notation as follows.
Define a generalized path V0V1 · · · Vn, which is denoted by P , satisfying:
(a) Vi = {vil : l = 0, 1, . . . ,m− 1} for i = 0, 1, . . . , n;
(b) any Vi and Vi+1 (i = 0, 1, . . . , n− 1) induce a balanced complete bipartite graph with partition (Vi, Vi+1), and any Vi, Vj
induce an empty graph if |i− j| 6= 1.
In fact, P = Pn+1(m). We say that V0V1 · · · Vn is a generalized cycle if V0 = Vn, and denote it by C .
Lemma 2.4 ([23]). lak(Pk+1(s)) = s.
Lemma 2.5 ([23]). lak(Kn(tm)) ≤ t · lak(Kn(m)).
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LetG(Vi, Vi+1)be a bipartite graphwithpartite setsVi = {vi0, vi1, . . . , vi(r−1)} andVi+1 = {v(i+1)0, v(i+1)1, . . . , v(i+1)(s−1)}.
Suppose that |Vi+1| = s ≥ r = |Vi|. In [13] Fu defined the bipartite difference of an edge vipv(i+1)q in G(Vi, Vi+1) as the value
(q− p)(mod s). It is not difficult to see that a set consisting of those edges in G(Vi, Vi+1) with the same bipartite difference
must be a matching. In particular, such a set is a perfect matching if G(Vi, Vi+1) is a Kn,n. Furthermore, we can partition the
edge set of Kn,n into n pairwise disjoint perfect matchings M0,M1, . . . ,Mn−1 such that Mi is exactly the set of edges with
bipartite difference i in Kn,n for i = 0, 1, . . . , n− 1.
Let P = v0p0v1p1v2p2 · · · vkpk (k ≤ n) be a path in the generalized path V0V1 · · · Vn, where vipi ∈ Vi for i = 0, 1, . . . , k. We
define the bipartite difference of the path P is j if the bipartite difference of every edge vipiv(i+1)pi+1 (i = 0, 1, . . . , k− 1) of
the path is j = (pi+1 − pi) (modm).
By the proof of Lemma 2.4 in [23], it is obvious that the generalized path P can be decomposed into m linear n-forests
such that the bipartite differences of the n-paths in every forest are j = 0, 1, . . . ,m− 1, respectively. In other words, if
Fj = {v0lv1(l+j)v2(l+2j)v3(l+3j) · · · v(n−1)(l+(n−1)j)vn(l+nj) : l = 0, 1, . . . ,m− 1}
for j = 0, 1, . . . ,m − 1, where the indices s of vis are taken modulo m, then Fj is a linear n-forest in which the bipartite
difference of every path is j, and
⋃m−1
j=0 Fj decomposes P . Hence, P has a Pn-factorization, where Pn is a path with length n.
Theorem 2.6. lan−1(Kn(m)) = dmn/2e, where Kn(m) is a balanced complete n-partite graph, and n = 2k(≥ 2) is even.
Proof. It is obtained immediately by Lemmas 1.3, 2.3 and 2.5. 
In the following, the indices t of Xt are taken modulo 2k, the indices s of u(2k)s are taken modulom, and the indices t and
s of xts are taken modulo 2k andm, respectively.
Theorem 2.7. lan−1(Kn(m)) = dnm/2e, where Kn(m) is a balanced complete n-partite graph and n(≥ 5) is odd.
Proof. Let G = Kn(m) be a balanced complete n-partite graph with partite sets: Xt = {xts : s = 0, 1, . . . ,m − 1} (t =
0, 1, . . . , n− 2) and Un−1 = {u(n−1)s|s = 0, 1, . . . ,m− 1}. Assume that n = 2k+ 1.
For each Xt , identify xts (s = 0, 1, . . . ,m− 1) and denote it by vt , and identify u(n−1)s (s = 0, 1, . . . ,m− 1) and denote
it by u. Then we obtain a complete graph H with vertex set V (H) = {v0, v1, . . . , vn−2, u}. Since |V (H)| = n = 2k+ 1 is odd,
by Lemmas 2.2 and 2.3, H can be decomposed into k edge disjoint Hamilton cycles Ci = uPiu (i = 0, 1, . . . , k− 1), where
Pi = v0+iv1+iv2k−1+iv2+iv2k−2+i · · · vk+1+ivk+i
and the indices of all vt are taken modulo 2k. Each Hamilton cycle Ci of H corresponds to a generalized cycle Ci of G. Let
Ci = U2kPiU2k (i = 0, 1, . . . , k− 1), where
Pi = X0+iX1+iX2k−1+iX2+iX2k−2+i · · · Xk+1+iXk+i
is the corresponding generalized path.
Case 1. Ifm is even.
For each Ci (i = 0, 1, . . . , k− 2), we will look for two classes of linear (n− 1)-forests.
The linear (n− 1)-forests of the first class are chosen from the generalized path
P ′i = X1+iX2k−1+iX2+iX2k−2+i · · · Xk+1+iXk+iU2kX0+i
such that every linear (n− 1)-forest
F ′ij = {x(1+i)lx(2k−1+i)(l+j) · · · x(k+i)(l+(2k−2)j)u2k(l+(2k−1)j)x(0+i)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = 0, 1, . . . ,m/2− 1.
The linear (n− 1)-forests of the second class are chosen from the generalized path
P ′′i = Xk+iU2kX0+iX1+iX2k−1+iX2+iX2k−2+i · · · Xk+2+iXk−1+iXk+1+i
such that every linear (n− 1)-forest
F ′′ij = {x(k+i)lu2k(l+j)x(0+i)(l+2j)x(1+i)(l+3j) · · · x(k+1+i)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = m/2,m/2+ 1, . . . ,m− 1.
For Ck−1, we also look for two classes of linear (n− 1)-forests.
The linear (n− 1)-forests of the first class are chosen from the generalized path
P ′k−1 = XkXk−2Xk+1Xk−3 · · · X0X2k−1U2kXk−1
such that every linear (n− 1)-forest
F ′(k−1)j = {xklx(k−2)(l+j) · · · x(2k−1)(l+(2k−2)j)u2k(l+(2k−1)j)x(k−1)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = 0, 1, . . . ,m/2− 1.
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The linear (n− 1)-forests of the second class are chosen from the generalized path
P ′′k−1 = U2kXk−1XkXk−2Xk+1Xk−3 · · · X0X2k−1
such that every linear (n− 1)-forest
F ′′(k−1)j = {u(2k)lx(k−1)(l+j)xk(l+2j) · · · x0(l+(2k−1)j)x(2k−1)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = m/2,m/2+ 1, . . . ,m− 1.
Thus we have found m linear (n − 1)-forests from every Ci (i = 0, 1, . . . , k − 1), and now we have mk = (n − 1)m/2
linear (n− 1)-forests.
After taking away all edges of the m linear (n− 1)-forests from every Ci for i = 0, 1, . . . , k− 1, the remaining edges of
all Ci (i = 0, 1, . . . , k− 1) formm/2 linear (n− 1)-forests
Fj = {x0lx1(l+j) · · · xk(l+kj)x(k+1)(l+(k+1)j+m/2) · · · x(2k−1)(l+(2k−1)j+(k−1)m/2)u(2k)(l+2kj+km/2) : l = 0, 1, . . . ,m− 1}
for j = 0, 1, . . . ,m/2− 1.
In fact, the remaining edges induce a subgraph G′ of the generalized path
P = X0X1X2X3 · · · X2k−1U2k.
The edge set of G′ can be decomposed into m/2 linear (n − 1)-forests Fj for j = 0, 1, . . . ,m/2 − 1. For each fixed
j (0 ≤ j ≤ m/2 − 1), let Pl (0 ≤ l ≤ m − 1) be a path in Fj and Pl = Pl1 ∪ Pl2, where |V (Pl1)| = |V (Pl2)| = k + 1
and |V (Pl1)∩ V (Pl2)| = 1. In other words, Pl1 is the former half-section of length k and Pl2 is the latter half-section of length
k in Pl, and the bipartite differences of Pl1 and Pl2 are j and j+m/2, respectively.
Thus E(Kn(m)) is decomposed into a union ofmn/2 = dmn/2e linear (n− 1)-forests, and then lan−1(Kn(m)) ≤ dmn/2e.
By Lemma 1.3, lan−1(Kn(m)) ≥ dmn/2e. Hence lan−1(Kn(m)) = dmn/2e.
Case 2. Ifm is odd.
For each Ci (i = 0, 1, . . . , k− 2), we will look for two classes of linear (n− 1)-forests.
The linear (n− 1)-forests of the first class are chosen from the generalized path
P ′i = X1+iX2k−1+iX2+iX2k−2+i · · · Xk+1+iXk+iU2kX0+i
such that every linear (n− 1)-forest
F ′ij = {x(1+i)lx(2k−1+i)(l+j) · · · x(k+i)(l+(2k−2)j)u2k(l+(2k−1)j)x(0+i)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = 0, 1, . . . , (m− 1)/2.
The linear (n− 1)-forests of the second class are chosen from the generalized path
P ′′i = Xk+iU2kX0+iX1+iX2k−1+iX2+iX2k−2+i · · · Xk−2+iXk+2+iXk−1+iXk+1+i
such that every linear (n− 1)-forest
F ′′ij = {x(k+i)lu2k(l+j)x(0+i)(l+2j) · · · x(k−1+i)(l+(2k−1)j)x(k+1+i)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = (m+ 1)/2, (m+ 1)/2+ 1, . . . ,m− 1.
For Ck−1, we also look for two classes of linear (n− 1)-forests. The linear (n− 1)-forests of the first class are chosen from
the generalized path
P ′k−1 = XkXk−2Xk+1Xk−3 · · · X0X2k−1U2kXk−1
such that every linear (n− 1)-forest
F ′(k−1)j = {xklx(k−2)(l+j) · · · x(2k−1)(l+(2k−2)j)u2k(l+(2k−1)j)x(k−1)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = 0, 1, . . . , (m− 1)/2. The linear (n− 1)-forests of the second
class are chosen from the generalized path
P ′′k−1 = U2kXk−1XkXk−2Xk+1Xk−3 · · · X0X2k−1
such that every linear (n− 1)-forest
F ′′(k−1)j = {u(2k)lx(k−1)(l+j)xk(l+2j) · · · x(0+i)(l+(2k−1)j)x(2k−1)(l+2kj) : l = 0, 1, . . . ,m− 1}
consists ofm (n− 1)-paths with bipartite difference j for j = (m+ 1)/2, (m+ 1)/2+ 1, . . . ,m− 1.
Thus we have found m linear (n − 1)-forests from every Ci (i = 0, 1, . . . , k − 1), and now we have mk = (n − 1)m/2
linear (n− 1)-forests.
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Next, take away all edges of the m linear (n − 1)-forests from every Ci (i = 0, 1, . . . , k − 1); the remaining edges of all
Ci (i = 0, 1, . . . , k− 1) form (m+ 1)/2 linear (n− 1)-forests
Fj = {x0lx1(l+j) · · · xk(l+kj)x(k+1)(l+(k+1)j+(m+1)/2) · · · x(2k−1)(l+(2k−1)j+(k−1)(m+1)/2)u(2k)(2kj+k(m+1)/2) : l = 0, 1, . . . ,m− 1}
for j = 0, 1, . . . , (m− 3)/2, and
F(m−1)/2 = {x0lx1(l+(m−1)/2)x2(l+(m−1)) · · · xk(l+k(m−1)/2) : l = 0, 1, . . . ,m− 1}.
In fact, the remaining edges induce a subgraph G′ of the generalized path
P = X0X1X2X3 · · · X2k−1U2k.
The edge set ofG′ can be decomposed into (m+1)/2 linear (n−1)-forests Fj (j = 0, 1, . . . , (m−1)/2). Let Pl (0 ≤ l ≤ m−1)
be a path in each fixed Fj (j = 0, 1, . . . , (m − 3)/2) and Pl = Pl1 ∪ Pl2, where |V (Pl1)| = |V (Pl2)| = k + 1 and
|V (Pl1) ∩ V (Pl2)| = 1. In other words, Pl1 is the former half-section of length k and Pl2 is the latter half-section of length k
in Pl, and the bipartite differences of Pl1 and Pl2 are j and j+ (m+ 1)/2, respectively. The bipartite difference and length of
every path in F(m−1)/2 are (m− 1)/2 and k, respectively.
Thus E(Kn(m)) is decomposed into a union of (mn+1)/2 = dmn/2e linear (n−1)-forests, and then lan−1(Kn(m)) ≤ dmn/2e.
By Lemma 1.3, lan−1(Kn(m)) ≥ dmn/2e. Hence lan−1(Kn(m)) = dmn/2e. 
To summarize, we have obtained the following result.
Theorem 2.8. lan−1(Kn(m)) = dmn/2e, where Kn(m) is any balanced complete n-partite graph.
If n = 2, then la1(Km,m) = m, i.e., the edge chromatic number of the balanced complete bipartite graph Km,m is m. If
n = 3, then la2(K3(m)) = d3m/2e which was obtained by Chih-Hung Yen and Hung-Lin Fu in 2005. If m = 1, it becomes
lan−1(Kn) = dn/2e, i.e., la(Kn) = dn/2e (see [1]).
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