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KMS STATES ON THE C∗-ALGEBRAS OF FINITE GRAPHS
ASTRID AN HUEF, MARCELO LACA, IAIN RAEBURN, AND AIDAN SIMS
Abstract. We consider a finite directed graph E, and the gauge action on its Toeplitz-
Cuntz-Krieger algebra, viewed as an action of R. For inverse temperatures larger than a
critical value βc, we give an explicit construction of all the KMSβ states. If the graph is
strongly connected, then there is a unique KMSβc state, and this state factors through
the quotient map onto C∗(E). Our approach is direct and relatively elementary.
Fix an integer n ≥ 2, and consider the action α of R lifted from the gauge action of
T on the Cuntz algebra On. Olesen and Pedersen [15] showed that (On, α) has a unique
KMS state, which occurs at inverse temperature lnn. Enomoto, Fujii and Watatani [5]
extended this to the Cuntz-Krieger algebras OA. For an irreducible matrix A, they found
that the unique KMS state has inverse temperature ln ρ(A), where ρ(A) is the spectral
radius of A, or equivalently the Perron-Frobenius eigenvalue of A.
There are now many generalisations of the Cuntz-Krieger algebras, and much is known
about their KMS states. In particular, Exel and Laca [6] have conducted an extensive
analysis of the KMS states on the Cuntz-Krieger algebras of infinite {0, 1}-matrices. Their
analysis is very general: they consider actions arising from embeddings of R in the infinite
torus T∞, and they study also the Toeplitz extension of the Cuntz-Krieger algebra, which
has many more KMS states. So it was something of a surprise when Kajiwara and
Watatani [8] pinpointed a gap in our knowledge of KMS states for the gauge action on
the Cuntz-Krieger algebras of finite graphs: because Exel and Laca assumed that their
matrices had no zero rows, their results do not apply to graphs with sources. Kajiwara and
Watatani showed that the existence of sources makes a big difference (see Corollary 6.1
below).
Here we describe the KMS states for the gauge action on the Toeplitz algebras of finite
graphs. For a graph with vertex matrix A and β > ln ρ(A), our main theorem gives an
explicit isomorphism of the simplex of KMSβ states on the Toeplitz algebra onto a simplex
of codimension 1 in CE
0
. Our methods are relatively elementary, and follow the general
pattern of [12, 13].
After a brief review of background material, we begin in §2 by characterising KMS
states on graph algebras in terms of their behaviour on the usual spanning family. In §3
we prove our main theorem about the KMS states on the Toeplitz algebra of a graph. In
§4 we consider a strongly connected graph E, and prove that there is a unique KMSlnρ(A)
state on T C∗(E), which factors through the KMSln ρ(A) state of C
∗(E) from [5]. In §5, we
describe the ground and KMS∞ states. In Section 6, we relate our results to those in [6]
and [8]. We also discuss how they relate to the powerful machines of Laca-Neshveyev [11]
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for studying KMS states on Cuntz-Pimsner algebras and of Renault-Neshveyev [19, 14]
for groupoid algebras. We finish with an appendix on the possible values of the spectral
radius for vertex matrices of finite graphs.
1. Background
We use the conventions of [18] for directed graphs E and their C∗-algebras C∗(E). We
also borrow the convention from the higher-rank graph literature in which we write, for
example, E∗v for {µ ∈ E∗ : s(µ) = v}, and vE1w for {e ∈ E1 : r(e) = v, s(e) = w}.
Suppose that E is a directed graph. A Toeplitz-Cuntz-Krieger E-family (P, S) consists
of mutually orthogonal projections {Pv : v ∈ E
0} and partial isometries {Se : e ∈ E
1}
such that S∗eSe = Ps(e) and
(1.1) Pv ≥
∑
e∈F
SeS
∗
e for every finite subset F of vE
1.
The definition used in [7] and [18] requires that the partial isometries {Se : e ∈ E
1} have
mutually orthogonal ranges, but it turns out that this orthogonality follows from the other
relations. To see this we need a simple lemma.
Lemma 1.1. Suppose that P and Q are projections on a Hilbert space H and ‖P+Q‖ ≤ 1.
Then P and Q have orthogonal ranges.
Proof. Take h ∈ PH . Then
‖h‖2 ≥ ‖Ph+Qh‖2 = (h +Qh | h+Qh) = ‖h‖2 + 3‖Qh‖2,
and ‖Qh‖ = 0. So Qh = 0 for all h ∈ PH , and QH is orthogonal to PH . 
Corollary 1.2. Suppose that {Pv : v ∈ E
0} are mutually orthogonal projections and
{Se : e ∈ E
1} are partial isometries satisfying (1.1). Then the projections {SeS
∗
e : e ∈ E
1}
are mutually orthogonal.
Proof. Suppose first that r(e) = r(f) = v, say. Then (1.1) with F = {e, f} shows
that Pv ≥ SeS
∗
e + SfS
∗
f . Since T ≥ S ≥ 0 implies ‖T‖ ≥ ‖S‖, we have 1 = ‖Pv‖ ≥
‖SeS
∗
e +SfS
∗
f‖, and Lemma 1.1 implies that SeS
∗
e and SfS
∗
f are mutually orthogonal. On
the other hand, if r(e) 6= r(f), then applying (1.1) to singleton sets gives SeS
∗
e ≤ Pr(e)
and SfS
∗
f ≤ Pr(f), and since Pr(e) and Pr(f) are mutually orthogonal, so are SeS
∗
e and
SfS
∗
f . 
The Toeplitz algebra T C∗(E) is generated by a universal Toeplitz-Cuntz-Krieger family
(p, s). The existence of T C∗(E) was established in [7, Theorem 4.1], which says that
the Toeplitz algebra T (X) of the associated graph correspondence X has the required
property. Corollary 1.2 implies that s∗esf = δe,fps(e), and then the usual argument for
graph algebras (as in [18, Corollary 1.15], for example) gives the product formula
(1.2) (sµs
∗
ν)(sαs
∗
β) =


sµα′s
∗
β if α = να
′
sµs
∗
βν′ if ν = αν
′
0 otherwise.
From this formula, further standard arguments give
T C∗(E) = span{sµs
∗
ν : µ, ν ∈ E
∗, s(µ) = s(ν)}.
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The Toeplitz algebra T C∗(E) carries a gauge action γ of T satisfying γz(sµs
∗
ν) = z
|µ|−|ν|sµs
∗
ν ,
and a dynamics α : R → Aut T C∗(E) which is lifted from γ via the map t 7→ eit. Since
the quotient map q of T C∗(E) onto C∗(E) is gauge-invariant, we write α also for the
corresponding action on the graph algebra C∗(E).
For every µ, ν ∈ E∗, the function t 7→ αt(sµs
∗
ν) = e
it(|µ|−|ν|)sµs
∗
ν on R extends to an
analytic function on all of C. Since these elements span a dense subspace of T C∗(E),
it follows from [17, Proposition 8.12.3] that a state φ of T C∗(E) is a KMSβ state of
(T C∗(E), α) for some β ∈ R \ {0} if and only if
(1.3) φ((sµs
∗
ν)(sσs
∗
τ )) = φ((sσs
∗
τ )αiβ(sµs
∗
ν)) = e
−β(|µ|−|ν|)φ((sσs
∗
τ )(sµs
∗
ν))
for all µ, ν, σ, τ ∈ E∗. The KMSβ states of (C
∗(E), α) come from the KMSβ states of
(T C∗(E), α) which factor through q.
As in [17], our KMS0 states are the invariant traces (as opposed to all the traces, as in
[2]). As in [3], we distinguish between KMS∞ states, which are weak* limits of sequences
of KMSβn states as βn →∞, and ground states, which are states φ such that the functions
φa,b : z 7→ φ(aγz(b)) are bounded on the upper-half plane for a, b ∈ {sµs
∗
ν : µ, ν ∈ E
∗}.
In the older literature, such as [2] or [17], the KMS∞ states are defined to be the ground
states. For general dynamical systems, every KMS∞ state is a ground state (by [2,
Theorem 5.3.23]), but not every ground state need be a KMS∞ state (as happens in [12]
and [13], for example.)
2. Characterising KMS states
Proposition 2.1. Let E be a finite directed graph, and let A ∈ ME0(N) be the vertex
matrix with entries A(v, w) = |vE1w|. Let γ : T→ Aut T C∗(E) be the gauge action, and
define α : R→ Aut T C∗(E) by αt = γeit. Let β ∈ R.
(a) A state φ of T C∗(E) is a KMSβ state of (T C
∗(E), α) if and only if
(2.1) φ(sµs
∗
ν) = δµ,νe
−β|µ|φ(ps(µ)) for all µ, ν ∈ E
∗.
(b) A state φ of T C∗(E) is a ground state of (T C∗(E), α) if and only if
(2.2) φ(sµs
∗
ν) = 0 whenever |µ| > 0 or |ν| > 0.
(c) Suppose that φ is a KMSβ state of (T C
∗(E), α), and define mφ = (mφv ) ∈ [0,∞)
E0
by mφv = φ(pv). Then m
φ is a probability measure on E0 satisfying the subinvari-
ance relation Amφ ≤ eβmφ.
(d) A KMSβ state φ of (T C
∗(E), α) factors through C∗(E) if and only if (Amφ)v =
eβmφv whenever v is not a source.
For part (d), we need a lemma. Recall that the graph algebra C∗(E) is the quotient of
T C∗(E) by the ideal J generated by
(2.3) P :=
{
pv −
∑
f∈vE1
sfs
∗
f : v ∈ E
0 and vE1 6= ∅
}
.
We need to know that a state φ factors through C∗(E) if and only if it vanishes on
the generators of J (which is not obvious because φ is not a homomorphism). We have
adapted the following lemma from [12, Lemma 10.3], and have tried to phrase the new
version so that it might be useful in other computations of KMS states. Notice that
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the sets P defined in (2.3) and F := {sµs
∗
ν} in T C
∗(E) have the properties required in
Lemma 2.2.
Lemma 2.2. Suppose (A,R, α) is a dynamical system, and J is an ideal in A generated
by a set P of projections which are fixed by α. Suppose that there is a family F of analytic
elements such that spanF is dense in A, and such that for each a ∈ F , there is a scalar-
valued analytic function fa satisfying αz(a) = fa(z)a. If φ is a KMSβ state of (A, α) and
φ(p) = 0 for all p ∈ P , then φ factors through a state of A/J .
Proof. It suffices to prove that φ(apb) = 0 for all a, b ∈ A and p ∈ P . Let p ∈ P . We have
0 ≤ φ(paa∗p) ≤ φ(p‖a‖2p) = ‖a‖2φ(p) = 0,
and hence φ vanishes on pAp. Now fix a, b ∈ F . Since αt(ap) = αt(a)p for t ∈ R, the
element ap is analytic with αz(ap) = αz(a)p = fa(z)ap. Thus the KMSβ condition gives
φ(apb) = φ((ap)(pb)) = φ(pbαiβ(ap)) = fa(iβ)φ(pbap) = 0,
and this extends to arbitrary a and b in A by linearity and continuity of φ. Now we use
the linearity and continuity of φ again to see that φ vanishes on J . 
Proof of Proposition 2.1. (a) Suppose that φ is a KMSβ state. If β 6= 0, then [17, Propo-
sition 8.12.4] implies that φ is invariant for α and γ. This is also true for β = 0 by our
convention that the KMS0 states are invariant traces. For |µ| 6= |ν|, invariance gives
φ(sµs
∗
ν) =
∫
T
φ(γz(sµs
∗
ν)) dz =
(∫
T
z|µ|−|ν| dz
)
φ(sµs
∗
ν) = 0.
For |µ| = |ν| the product formula (1.2) gives s∗νsµ = δν,µps(µ), and the KMS condition
gives
φ(sµs
∗
ν) = φ(s
∗
ναiβ(sµ)) = e
−β|µ|φ(s∗νsµ) = δµ,νe
−β|µ|φ(ps(µ)),
so φ satisfies (2.1).
Next suppose that φ satisfies (2.1). To see that φ is a KMSβ state, it suffices to check
the KMS condition (1.3). (For β = 0, we need also to observe that any state φ satisfying
(2.1) is automatically invariant for the gauge action — indeed, φ(sµs
∗
ν) 6= 0 implies µ = ν,
and then γz(sµs
∗
ν) = sµs
∗
ν .) So we consider a pair of spanning elements sµs
∗
ν and sσs
∗
τ in
T C∗(E). Computations using the product formula (1.2) give
φ(sµs
∗
νsσs
∗
τ ) =


φ(sµσ′s
∗
τ ) if σ = νσ
′
φ(sµs
∗
τν′) if ν = σν
′
0 otherwise
=


e−β|τ |φ(ps(τ)) if σ = νσ
′ and τ = µσ′
e−β|µ|φ(ps(µ)) if ν = σν
′ and µ = τν ′
0 otherwise.
Similarly,
φ(sσs
∗
τsµs
∗
ν) =


e−β|ν|φ(ps(ν)) if µ = τµ
′ and ν = σµ′
e−β|σ|φ(ps(σ)) if τ = µτ
′ and σ = ντ ′
0 otherwise,
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and so
φ(sσs
∗
ταiβ(sµs
∗
ν)) =


e−β(|µ|−|ν|)e−β|ν|φ(ps(ν)) if µ = τµ
′ and ν = σµ′
e−β(|µ|−|ν|)e−β|σ|φ(ps(σ)) if τ = µτ
′ and σ = ντ ′
0 otherwise.
If µ = τµ′ and ν = σµ′, then s(µ) = s(ν) and
φ(sµs
∗
νsσs
∗
τ ) = e
−β|µ|φ(ps(µ)) = e
−β|µ|φ(ps(ν)) = φ(sσs
∗
ταiβ(sµs
∗
ν)).
If τ = µτ ′ and σ = ντ ′, then s(τ) = s(σ) and |µ| − |ν| = |µτ ′| − |ντ ′| = |τ | − |σ|, so
φ(sµs
∗
νsσs
∗
τ ) = e
−β|τ |φ(ps(τ)) = e
−β(|µ|−|ν|+|σ|)φ(ps(σ)) = e
−β(|µ|−|ν|)φ(sσs
∗
τsµs
∗
ν).
Otherwise both φ(sµs
∗
νsσs
∗
τ ) and φ(sσs
∗
ταiβ(sµs
∗
ν)) are 0. Thus φ satisfies (1.3), and is a
KMSβ-state.
(b) For every state φ and all µ, ν we have
|φ(sµαa+ib(s
∗
ν))| = |e
−i(a+ib)|ν|φ(sµs
∗
ν)| = e
b|ν||φ(sµs
∗
ν)|.
If φ is a ground state and φ(sµs
∗
ν) 6= 0, this is bounded for b > 0, and hence |ν| = 0; since
φ(sνs
∗
µ) = φ(sµs
∗
ν), symmetry implies that |µ| = 0 also. On the other hand, if φ satisfies
(2.2), then |φ(sµαa+ib(s
∗
ν))| is constant, and φ is a ground state.
(c) Each mφv is non-negative because φ is a positive functional. To see that m
φ is a
probability measure on E0, note that
∑
v∈E0 pv is the identity of T C
∗(E), and hence
1 = φ(1) =
∑
v∈E0
φ(pv) =
∑
v∈E0
mφv .
Suppose v ∈ E0 is not a source. We have φ(pv) ≥
∑
f∈vE1 φ(sfs
∗
f ), and∑
f∈vE1
φ(sfs
∗
f) =
∑
f∈vE1
e−βφ(ps(f)) =
∑
f∈vE1
e−βmφs(f)
= e−β
∑
w∈E0
A(v, w)mφw = e
−β(Amφ)v.
(2.4)
Hence (Amφ)v ≤ e
βφ(pv) = e
βmφv .
Now suppose v ∈ E0 is a source. Then A(v, w) = 0 for all w ∈ E0, and
(Amφ)v =
∑
w∈E0
A(v, w)mφw = 0 ≤ e
βmφv .
Thus (Amφ)v ≤ e
βmφv for all v.
(d) Choose v ∈ E0 and suppose that v is not a source. By Lemma 2.2 it suffices to
check that φ
(
pv −
∑
f∈vE1 sfs
∗
f
)
= 0 if and only if (Amφ)v = e
βmφv . For this we use (2.1)
and (2.4) to see that
eβφ
(
pv −
∑
f∈vE1
sfs
∗
f
)
= eβ
(
φ(pv)−
∑
f∈vE1
e−βφ(ps(f))
)
= eβmφv − (Am
φ)v. 
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3. KMS states at large inverse temperatures
In this section we study the KMSβ states of (T C
∗(E), α) for β > ln ρ(A). The import
of this condition is that the series
∑∞
n=0 e
−βnAn converges in the operator norm with sum
(I − e−βA)−1 (by, for example, [4, §VII.3.1]). We use this observation several times in the
proof of Theorem 3.1.
Theorem 3.1. Let E be a finite directed graph with vertex matrix A ∈ ME0(N). Let
γ : T → Aut T C∗(E) be the gauge action and define α : R → Aut T C∗(E) by αt = γeit.
Assume that β > ln ρ(A).
(a) For v ∈ E0, the series
∑
µ∈E∗v e
−β|µ| either converges or is finite, with sum yv ≥ 1.
Set y := (yv) ∈ [1,∞)
E0, and consider ǫ ∈ [0,∞)E
0
. Then m := (I − e−βA)−1ǫ is
a probability measure on E0 if and only if ǫ · y = 1.
(b) Suppose ǫ ∈ [0,∞)E
0
satisfies ǫ · y = 1, and set m := (I − e−βA)−1ǫ. Then there is
a KMSβ state φǫ of (T C
∗(E), α) satisfying
(3.1) φǫ(sµs
∗
ν) = δµ,νe
−β|µ|ms(µ).
(c) The map ǫ 7→ φǫ is an affine isomorphism of
Σβ := {ǫ ∈ [0,∞)
E0 : ǫ · y = 1}
onto the simplex of KMSβ states of (T C
∗(E), α). The inverse of this isomorphism
takes a KMSβ state φ to (I − e
−βA)mφ.
Remark 3.2. Because yv ≥ 1, the extreme points of Σβ are the vectors ǫ
u = (ǫuv) =
(δu,vy
−1
u ). Thus Σβ is a simplex of dimension |E
0| − 1, as predicted by [6] (see §6.1).
Proof of Theorem 3.1 (a). Let v ∈ E0. Since An(w, v) is the number of paths of length n
from v to w, we have
(3.2)
∑
µ∈E∗v
e−β|µ| =
∞∑
n=0
∑
µ∈Env
e−βn =
∞∑
n=0
∑
w∈E0
e−βn|wEnv| =
∞∑
n=0
∑
w∈E0
e−βnAn(w, v).
(The sums in (3.2) are finite if Env is empty for large n.) Since β > ln ρ(A), the series∑∞
n=0 e
−βnAn converges in the operator norm. Thus for every fixed w ∈ E0 the series∑∞
n=0 e
−βnAn(w, v) converges, and hence the last sum in (3.2) converges. The sum is at
least 1 because all the terms are non-negative and e−β0A0(v, v) = 1.
The expansion m =
∑∞
n=0 e
−βnAnǫ shows that m ≥ 0, and we use the same expansion
to compute
m(E0) =
∑
v∈E0
mv =
∑
v∈E0
((I − e−βA)−1ǫ)v(3.3)
=
∑
v∈E0
(( ∞∑
n=0
e−βnAn
)
ǫ
)
v
=
∑
v∈E0
∞∑
n=0
∑
w∈E0
e−βnAn(v, w)ǫw
=
∑
w∈E0
ǫw
( ∑
v∈E0
∞∑
n=0
e−βn|vEnw|
)
=
∑
w∈E0
ǫw
( ∑
µ∈E∗w
e−β|µ|
)
= ǫ · y. 
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Proof of Theorem 3.1 (b). We build our KMSβ states by representing T C
∗(E) on ℓ2(E∗).
We write hµ for the point mass at µ ∈ E
∗, and let {Qv : v ∈ E
0} and {Te : e ∈ E
1} be
the partial isometries such that
Qvhµ =
{
hµ if v = r(µ)
0 otherwise
and Tehµ =
{
heµ if s(e) = r(µ)
0 otherwise.
Then (Q, T ) is a Toeplitz-Cuntz-Krieger family in B(ℓ2(E∗)), and there is a representation
πQ,T : T C
∗(E)→ B(ℓ2(E∗)) such that πQ,T (pv) = Qv and πQ,T (se) = Te (in fact, it follows
from [7, Theorem 4.1] that πQ,T is faithful). For µ ∈ E
∗ we set
(3.4) ∆µ := e
−β|µ|ǫs(µ),
and note that ∆µ ≥ 0. We aim to define φǫ by
(3.5) φǫ(a) =
∑
µ∈E∗
∆µ(πQ,T (a)hµ | hµ) for a ∈ T C
∗(E).
To see that (3.5) defines a state, we need to show that
∑
µ∈E∗ ∆µ = 1. For v ∈ E
0 we
have ∑
µ∈vE∗
∆µ =
∞∑
n=0
∑
µ∈vEn
e−βnǫs(µ) =
∞∑
n=0
e−βn
( ∑
w∈E0
∑
µ∈vEnw
ǫw
)
(3.6)
=
∞∑
n=0
e−βn
( ∑
w∈E0
An(v, w)ǫw
)
=
∞∑
n=0
(e−βnAnǫ)v,
which converges with sum mv =
(
(1−e−βA)−1ǫ
)
v
because β > ln ρ(A). We saw in part (a)
that m is a probability measure, so
∑
µ∈E∗ ∆µ =
∑
v∈E0 mv = 1. This implies, first, that
the series in (3.5) converges for all a, and hence defines a positive functional on T C∗(E),
and, second, that φǫ(1) = 1, so that φǫ is a state.
To prove (3.1), let λ ∈ E∗. Then
(πQ,T (sµs
∗
ν)hλ | hλ) = (T
∗
ν hλ | T
∗
µhλ) =
{
1 if λ = µλ′ = νλ′
0 otherwise.
Since µλ′ = νλ′ forces µ = ν, we have φǫ(sµs
∗
ν) = 0 if µ 6= ν. So suppose µ = ν. Then
since (3.6) gives
∑
µ∈vE∗ ∆µ = mv, we have
φǫ(sµs
∗
µ) =
∑
λ∈E∗
∆λ(T
∗
µhλ | T
∗
µhλ) =
∑
λ=µλ′
e−β|µλ
′|ǫs(λ′)
= e−β|µ|
∑
λ′∈s(µ)E∗
∆λ′ = e
−β|µ|ms(µ).
Thus φǫ satisfies (3.1). Since φ(pv) = mv, φǫ satisfies (2.1), and Proposition 2.1 implies
that φǫ is a KMSβ state. 
Proof of Theorem 3.1 (c). To see that every KMSβ state φ has the form φǫ, apply Propo-
sition 2.1 (c) to see that mφ = (φ(pv)) is a subinvariant probability measure, and take
ǫ := (I − e−βA)mφ. Then m := (I − e−βA)−1ǫ = mφ, and comparing (2.1) with (3.1)
shows that φ = φǫ.
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The formula (3.1) also shows that the map F : ǫ 7→ φǫ is injective, and that F is weak*
continuous from Σβ ⊂ R
E0 to the state space of T C∗(E). Thus F is a homeomorphism of
the compact space Σβ onto the simplex of KMSβ states. The formulas (3.4) and (3.5) show
that F is affine, and the formula for the inverse follows from the proof of surjectivity. 
Remark 3.3. In the proof of Theorem 3.1 (c), we observed that a probability measure m
on E0 is subinvariant exactly when ǫ := (I − e−βA)m is nonnegative. Thus parts (a)
and (b) of Theorem 3.1 give a converse to Theorem 2.1 (c): the map φ 7→ mφ defined
by mφv = φ(pv) is an isomorphism of the simplex of KMSβ states onto the simplex of
subinvariant probability measures on E0.
Remark 3.4. Whether the sum in (3.2) is finite or infinite depends on the existence of cycles
in E. If the index set E∗v is infinite for some v, then there is a cycle in E, Lemma A.1
implies that ρ(A) ≥ 1, and hence Theorem 3.1 applies only to β > ln ρ(A) ≥ 0. The index
set E∗v is finite for all v if and only if there are no cycles in E, in which case Lemma A.1
implies that ρ(A) = 0, and Theorem 3.1 applies to any real β. Thus when E has no
cycles, there is a (|E0| − 1)-dimensional simplex of KMSβ states for all β ∈ R.
4. KMS states at the critical inverse temperature
The critical inverse temperature is β = ln ρ(A). As in the previous section, we can
prove the existence of KMSln ρ(A) states for arbitrary graphs.
Proposition 4.1. Suppose that E is a finite directed graph with vertex matrix A. If m
is a probability measure on E0 such that Am ≤ ρ(A)m, then there is a KMSln ρ(A) state φ
on (T C∗(E), α) such that
(4.1) φ(sµs
∗
ν) = δµ,νρ(A)
−|µ|ms(µ).
The state φ factors through a state of C∗(E) if and only if (Am)v = ρ(A)mv for every
vertex v which is not a source.
Proof. Choose a sequence {βn} ⊂ (ln ρ(A),∞) such that βn → ln ρ(A). For each n,
the vector m is a probability measure satisfying Am ≤ ρ(A)m ≤ eβnm. Hence ǫn :=
(I − e−βnA)m ∈ [0,∞)E
0
and so the vector y of Theorem 3.1 (a) with β = βn satisfies
ǫn · y = 1. Applying Theorem 3.1 (b) gives a KMSβn state φn satisfying
(4.2) φn(sµs
∗
ν) = δµ,νe
−βn|µ|ms(µ).
Since the state space of T C∗(E) is weak* compact we may assume by passing to a
subsequence that the sequence {φn} converges to a state φ. Letting n → ∞ in (4.2)
shows that φ satisfies (4.1). Proposition 2.1 (a) implies that φ is a KMSln ρ(A) state. (Or
we could apply the general result about limits of KMS states in [2, Proposition 5.3.23].)
The last assertion follows from Proposition 2.1 (d). 
Corollary 4.2. Suppose that E is a finite directed graph with vertex matrix A. Then
(T C∗(E), α) has a KMSln(ρ(A) state.
Proof. Choose a decreasing sequence {βn} with βn → ln ρ(A). Then Theorem 3.1 (a)
implies that there are probability measures mn on E0 such that Amn ≤ eβnmn. By
passing to a subsequence, we may suppose that mn converges pointwise to a probability
measure m, and then Am ≤ ρ(A)m. So Proposition 4.1 gives a KMSln ρ(A) state. 
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To get uniqueness at the critical inverse temperature β = ln ρ(A), we impose some
restrictions on E. We say that E is strongly connected if vE∗w is nonempty for every
v, w ∈ E0; equivalently, if the vertex matrix A is irreducible in the sense of [20, Chapter 1].
Thus [20, Theorem 1.5] implies that ρ(A) is an eigenvalue of A for which there is an
eigenvector x = (xv) with xv > 0 for all v. The eigenvector x such that
∑
v∈E0 xv = 1 is
the unimodular Perron-Frobenius eigenvector of A. The following is our most satisfying
result on uniqueness, but later we will improve it by allowing sources (Corollary 6.1).
Notice in particular that parts (a) and (c) complete the description of the KMS states on
T C∗(E) when E is strongly connected.
Theorem 4.3. Let E be a finite directed graph and suppose that E is strongly connected.
Let γ : T → Aut T C∗(E) be the gauge action and define α : R → Aut T C∗(E) by
αt = γeit. Let x be the unimodular Perron-Frobenius eigenvector of the vertex matrix A.
(a) The system (T C∗(E), α) has a unique KMSln ρ(A) state φ. This state satisfies
(4.3) φ(sµs
∗
ν) = δµ,νρ(A)
−|µ|xs(µ),
and factors through a KMSlnρ(A) state φ¯ of (C
∗(E), α).
(b) The state φ¯ is the only KMS state of (C∗(E), α).
(c) If β < ln ρ(A), then (T C∗(E), α) has no KMSβ states.
Proof. (a) We proved existence of φ in Corollary 4.2, and φ factors through C∗(E) because
Ax = ρ(A)x. To establish uniqueness, suppose that ψ is a KMSln ρ(A) state. Then
Proposition 2.1 (c) says that mψ = (ψ(pv)) is a probability measure satisfying Am
ψ ≤
ρ(A)mψ. Now the forward implication in the last assertion of [20, Theorem 1.6] implies
that mψ = x, and together the formulas (2.1) and (4.3) imply that ψ = φ.
(b) Suppose that ψ is a KMS state of (C∗(E), α), with inverse temperature β, say. Then
Proposition 2.1 (d) implies that Amψ◦q = eβmψ◦q ; since A is irreducible, the backward
implication in the last assertion of [20, Theorem 1.6] implies that eβ = ρ(A). Now the
uniqueness in part (a) implies that ψ ◦ q = φ = φ¯ ◦ q, and ψ = φ¯.
(c) Suppose that φ is a KMSβ state of (T C
∗(E), α). Then Proposition 2.1 (c) implies
thatmφ := (φ(pv)) satisfies Am
φ ≤ eβmφ. In other words, mφ is subinvariant. Since mφ ≥
0 pointwise, [20, Theorem 1.6] implies that eβ ≥ ρ(A), or equivalently β ≥ ln ρ(A). 
Remark 4.4. The irreducibility of A was crucial in the proof of uniqueness. A similar
phenomenon occurs in [13, Theorem 5.3], where an extra hypothesis (there, that a given
integer matrix is a dilation matrix) is needed to ensure uniqueness at the critical inverse
temperature.
Remark 4.5. A strongly connected graph contains at least one cycle. If it contains more
than one, then Lemma A.1 implies that ρ(A) > 1, and C∗(E) has no KMS0 states.
However, if E consists of a single cycle, then ρ(A) = 1, and Theorem 4.3 implies that
C∗(E) has a unique KMS0 state. We check that this is consistent with what we know about
cycles. Suppose that E is a cycle with n edges. Then C∗(E) is isomorphic to C(T,Mn(C)),
and the gauge action acts transitively on the spectrum T (see [18, Example 2.14], for
example). Thus there is a unique invariant measure, and integrating the usual normalised
trace against this measure gives a unique invariant trace on C(T,Mn(C)).
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5. Ground states and KMS∞ states
Proposition 5.1. Let E be a finite directed graph, let γ : T → Aut T C∗(E) be the gauge
action and define α : R → Aut T C∗(E) by αt = γeit. Suppose that ǫ is a probability
measure on E0. Then there is a KMS∞ state φǫ satisfying
(5.1) φǫ(sµs
∗
ν) =
{
0 unless |µ| = |ν| = 0 and µ = ν
ǫv if µ = ν = v ∈ E
0.
Every ground state of (T C∗(E), α) is a KMS∞ state, and the map ǫ 7→ φǫ is an affine
isomorphism of the simplex of probability measures on E0 onto the set of ground states of
(T C∗(E), α).
Proof. Choose a sequence βj → ∞ as j → ∞ with each βj > ln ρ(A). For each j, define
(yjv) as in Theorem 3.1 (a) by y
j
v =
∑
α∈E∗v e
−βj |α|. Set ǫjv := ǫv(y
j
v)
−1, and let φj be the
KMSβj state φǫj of (T C
∗(E), α) described in Theorem 3.1 (b). Since the state space is
weak* compact we may assume that φj converges in the weak* topology to a state φǫ.
Set mj := (I − e−βjA)−1ǫj , and take µ, ν in E∗. Then
φj(sµs
∗
ν) = δµ,νe
−βj |µ|mjs(µ).
This is always 0 if µ 6= ν, so suppose that µ = ν. If |µ| > 0, then e−βj |µ| → 0, and hence
φj(sµs
∗
µ) → 0. So suppose that µ = ν = v is a vertex. An application of the dominated
convergence theorem shows that yjv → 1 as j → ∞. Hence ǫ
j
v = ǫv(y
j
v)
−1 → ǫv. Since
(I− e−βjA)−1 → I in the operator norm, we have mjv → ǫv, and hence φj(pv)→ ǫv. Since
φj(pv)→ φǫ(pv), we deduce that φǫ(pv) = ǫv, and φǫ satisfies (5.1).
Since φǫ(sµs
∗
ν) = 0 whenever |µ| > 0 or |ν| > 0, Proposition 2.1 (b) implies that φǫ is
a ground state. Now let φ be a ground state, and ǫv := φ(pv). Then ǫ is a probability
measure on E0, and φ = φǫ because φ is determined by its values on the vertex projections
(by Proposition 2.1 (b) again). Thus ǫ 7→ φǫ maps the simplex of probability measures onto
the ground states, and it is clearly affine and injective. Since each φǫ is by construction
a KMS∞ state, it follows that every ground state is a KMS∞ state. 
6. Connections with the literature
6.1. Cuntz-Krieger algebras. When E has no sources, we could in principle deduce
Theorem 3.1 from the work of Exel and Laca on the Cuntz-Krieger algebras of {0, 1}-
matrices. To do this, we apply [6, Theorem 18.4] to the edge matrix B ∈ ME1(N) of E
defined by
B(e, f) :=
{
1 if s(e) = r(f)
0 otherwise.
We need to assume that E has no sources, because an edge e such that s(e) is a source
would give a row of zeroes in B, which is not allowed in [6]. Edges with the same range
give equal columns of B, so provided there are no sinks, the distinct columns of B are
in one-to-one correspondence with the vertex set E0, and the set Ωe in [6, Theorem 18.4]
can be identified with E0. The condition ǫ · y = 1 is phrased in [6] as Z(β, ǫ) = 1, but we
think it would be hard to dig our formula for φǫ out of [6].
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6.2. Graphs with sources. Kajiwara and Watatani [8] have recently considered the
KMS states on the graph algebras C∗(E) of arbitrary finite graphs, and have shown in
particular that sources give rise to KMSβ states [8, Theorem 4.4].
Recall that a subset H of E0 is saturated if s(vE1) ⊂ H =⇒ v ∈ H . The saturation
of a hereditary set S ⊂ E0 is the smallest saturated set H containing S. The saturation
is itself hereditary. For a saturated hereditary set H , the C∗-algebra C∗(E \ H) of the
graph in (b) below is a quotient of C∗(E) (see [18, Theorem 4.9]).
Corollary 6.1. Let E be a finite directed graph with vertex matrix A. Let γ : T →
AutC∗(E) be the gauge action and define α : R→ AutC∗(E) by αt = γeit.
(a) Assume that β > ln ρ(A), and that ǫ belongs to the simplex Σβ of Theorem 3.1.
Then φǫ factors through a state of C
∗(E) if and only if ǫv = 0 whenever v is not a
source.
(b) Let H be the saturation of the set of sources in E. Suppose that E has no sinks
and that the graph E \H := (E0 \H,E1 \ s−1(H), r, s) is strongly connected. Let
x be the unimodular Perron-Frobenius eigenvector for the vertex matrix AE\H of
E \H. Then there is a unique KMSlnρ(A) state φ of (C
∗(E), α), and
(6.1) φ(sµs
∗
ν) =
{
δµ,νρ(A)
−|µ|xs(µ) if s(µ) ∈ E
0 \H
0 if s(µ) ∈ H.
Proof. (a) We set m := (I−e−βA)−1ǫ. Proposition 2.1 (d) implies that φǫ factors through
a state of C∗(E) if and only if mv = (e
−βAm)v whenever v is not a source. Since
ǫ = (I − e−βA)m, this is equivalent to ǫv = 0 whenever v is not a source.
(b) Corollary 4.2 implies that there is a KMSln ρ(A) state ψ on T C
∗(E). Then Propo-
sition 2.1 (c) says that (mψv ) := (ψ(pv)) gives a probability measure m
ψ satisfying the
subinvariance relation Amψ ≤ ρ(A)mψ. We will analyse this subinvariance relation by
writing A in a particular block form.
To do this, let S be the set of sources in E. Recall, from [1, Remark 3.1] for example,
that we can construct the saturationH of the hereditary set S inductively. We set S0 := S,
and for k ≥ 0 set
Sk+1 = Sk ∪ {v ∈ E
0 : s(vE1) ⊂ Sk}.
Since E is finite, we eventually have Sn+1 = Sn, and then H = Sn. We now order E
0 by
listing first the vertices in E0 \H , then those in H \ Sn−1, then those in Sn−1 \ Sn−2 and
so on, finishing with the sources S. This ordering gives a block decomposition
A =
(
AE\H B
0 AH
)
.
Since w ∈ Sk+1 and A(w, v) 6= 0 imply v ∈ Sk, the matrix AH is strictly upper triangular,
in the sense that all entries on or below the diagonal are 0.
We write mψ = (mE\H , mH) in block form. Subinvariance says that
AE\Hm
E\H +BmH ≤ ρ(A)mE\H , and(6.2)
AHm
H ≤ ρ(A)mH .(6.3)
Since AH is strictly upper triangular, ρ(AE\H) = ρ(A). Thus, since B and m
H are non-
negative, (6.2) implies that AE\Hm
E\H ≤ ρ(AE\H)m
E\H . Now the last assertion in [20,
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Theorem 1.6] implies that AE\Hm
E\H = ρ(AE\H)m
E\H , and mE\H is a Perron-Frobenius
eigenvector for AE\H .
Since AE\Hm
E\H = ρ(AE\H)m
E\H , (6.2) implies that BmH = 0. We next claim that
mH = 0, or equivalently that mψv = 0 for every vertex v ∈ H . First we consider v ∈
Sn \ Sn−1. Since E has no sinks, there is an edge e with s(e) = v. The range r(e) cannot
be in H , because otherwise r(e) ∈ Sn but s(e) is not in Sn−1. Thus B(r(e), v) > 0, and
(BmH)r(e) = 0 implies m
H
v = 0. Thus m
ψ
v = 0 for all v ∈ Sn \ Sn−1. Now we repeat
the argument with w ∈ Sn−1 \ Sn−2, and find that s(e) = w implies that r(e) is in either
E \ H or Sn \ Sn−1; thus one of B(r(e), w)mw = 0 or 0 ≤ AH(r(e), w)m
ψ
w ≤ ρ(A)m
ψ
r(e)
forces mψw = 0. A finite induction argument gives m
ψ
v = 0 for all v ∈ H , as claimed.
Since mψ is a probability measure on E0, we deduce that mE\H is a probability measure
too. Thus mE\H is the unimodular Perron-Frobenius eigenvector x for AE\H . Now the
vector mψ has block form (x, 0), and we have Amψ = ρ(A)mψ. Thus it follows from
Proposition 2.1 (d) that ψ factors through a state φ of C∗(E), and this is a KMSlnρ(A)
state of (C∗(E), α). The formula in Proposition 2.1 (a) implies that φ satisfies (6.1).
To see uniqueness, suppose φ′ is a KMSln ρ(A) state of (C
∗(E), α). Then we can run the
argument of the preceding five paragraphs with ψ = φ′◦q, and deduce that φ′ also satisfies
(6.1). Thus φ′ and φ agree on the spanning elements sµs
∗
ν , and hence are equal. 
Corollary 6.1 (a) implies that for β > ln ρ(A) the simplex of KMSβ states of (C
∗(E), α)
has dimension |S| where S is the set of sources. Corollary 6.1 (a) contains [8, Theorem 4.4]
because in both situations considered there, the range of inverse temperatures is the same
as ours. Our result applies to arbitrary finite graphs, and not just ones whose vertex
matrix has entries in {0, 1}, as in [8]. The uniqueness in part (b) appears to be new.
6.3. Cuntz-Pimsner algebras. When we were proving Theorem 3.1 we were guided by
the machinery developed in [11], and in particular by the construction in the proof of
[11, Theorem 2.1]. We believe that our direct approach will be more accessible to more
readers, but putting our calculations in the context of [11] might provide an illuminating
example for those interested in the general machine.
To apply the ideas of [11], we view T C∗(E) as the Toeplitz algebra T (X) of the graph
correspondence X as in [7, Theorem 4.1] and [18, §8]. We consider only the Toeplitz
algebra because there are competing definitions of the Cuntz-Pimsner algebra OX in the
literature, and when E has sources the one used in [11] is not the one which gives C∗(E)1.
In the conventions of [18], X has underlying set C(E1), with module actions given
by (a · x · b)(e) = a(r(e))x(e)b(s(e)) and inner product by 〈x, y〉(v) =
∑
s(e)=v x(e)y(e).
We can similarly realise the tensor powers X⊗n as bimodules with underlying set C(En).
The dynamics on T (X) is implemented by the unitaries Unt on X
⊗n = C(En) such that
Unt δµ = e
itnδµ, and hence the operator Γ(e
−βD) on the Fock module F(X) =
⊕
n≥0X
⊗n
considered in [11] is multiplication by e−βn on X⊗n.
A function ǫ ∈ Σβ gives a trace τǫ : f 7→
∑
v∈E0 f(v)ǫv on C(E
0). For each n, the
identity operator on C(En) = X⊗n satisfies 1n =
∑
λ∈En Θδλ,δλ. Thus the induced trace
1The ideal IX such that OX = T (X)/IX in [11] is φ−1(K(X)) rather than JX := φ−1(K(X))∩(kerφ)⊥
(see the discussion in [18, Chapter 8] or [8, §4]). Kajiwara and Watatani deduce their results about KMS
states on C∗(E) for E with sources from a version of [11, Theorem 2.5] for algebras of the form T (X)/JX
[8, Theorem 3.17].
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F nτǫ on A = C(E
0) ⊂ L(F(X)) constructed in [11, Theorem 1.1] is given by
(F nτǫ)(δw) =
∑
λ∈En
τǫ
(
〈δλ, (δwΓ(e
−βD))(δλ)〉
)
=
∑
λ∈En
τǫ
(
〈δλ, e
−βnδw · δλ〉
)
,
where the dot in δw · δλ is the left action of δw ∈ C(E
0) on δλ ∈ C(E
n). We can compute
〈δλ, e
−βnδw · δλ〉(v) =
∑
ν∈Env
δλ(ν)e
−βn(δw · δλ)(ν) =
{
e−βnδw(r(λ)) if s(λ) = v
0 otherwise,
and therefore
(F nτǫ)(δw) =
∑
λ∈En
∑
v∈E0
〈δλ, e
−βnδw · δλ〉(v)ǫv
=
∑
v∈E0
∑
λ∈Env
e−βnδw(r(λ))ǫv =
∑
v∈E0
e−βnAn(w, v)ǫv.
Thus the subinvariant vector m =
∑
n≥0 e
−βnAnǫ = (I − e−βA)−1ǫ in Theorem 3.1 is the
trace
∑
n≥0 F
nτǫ induced by the Fock module in the proof of [11, Theorem 2.1].
Laca and Neshveyev construct their KMSβ state as follows. The trace τǫ on C(E
0)
gives a finite-dimensional Hilbert space Hǫ which carries a representation M of C(E
0)
by multiplication operators. Rieffel induction then gives a representation F(X)-IndM
of L(F(X)) on F(X) ⊗C(E0) Hǫ. As above, the identity on X
⊗n = C(En) is given by
1n =
∑
λ∈En Θδλ,δλ . Thus [11, Theorem 1.1(ii)] implies that the trace Trτǫ satisfies
Trτǫ(T ) =
∑
λ∈En
τǫ
(
〈δλ, T δλ〉
)
=
∑
λ∈En
〈δλ, T δλ〉ǫs(λ).
Thus the KMSβ state φ in the proof of [11, Theorem 2.1] is given by
φ(a) =
∑
λ∈En
〈δλ, aΓ(e
−βD)δλ〉ǫs(λ) =
∑
λ∈En
e−βn〈δλ, aδλ〉ǫs(λ).
For a = sµs
∗
ν , the inner product 〈δλ, aδλ〉 vanishes unless µ = ν and λ = µλ
′, and then
〈δλ, aδλ〉 = 1. Thus
φ(sµs
∗
µ) = e
−β|µ|
∑
λ′∈s(µ)E∗
e−β|λ
′|ǫs(λ′) = e
−β|µ|
∑
n≥0
(
e−βnAnǫ
)
s(µ)
= e−β|µ|
(
(1− e−βnAn)−1ǫ
)
s(µ)
= e−β|µ|ms(µ).
Thus the state constructed in [11, Theorem 2.1] is exactly the same as ours. In fact, the
representation F(X)-IndM is unitarily equivalent to the representation πQ,T on ℓ
2(E∗)
in the proof of Theorem 3.1 via the unitary which sends δµ ⊗ δs(µ) to ǫ
1/2
s(µ)hµ.
6.4. Groupoid algebras. In [19, Proposition II.5.4] Renault describes the KMS states
for the C∗-algebras of principal groupoids, which are the groupoids with no isotropy (see
also [9]). Neshveyev has recently extended Renault’s result to groupoids with isotropy [14,
Theorem 1.3]. Since graph algebras have a groupoid model, Neshveyev’s result applies in
our situation. We will see that this approach requires calculations similar to those in the
proof of Theorem 3.1, but they may provide an instructive example for those interested
in Neshveyev’s approach. To avoid having to adjust the standard groupoid model of [10]
or [16], we assume that E has no sources.
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The groupoid model G for the Toeplitz algebra has unit space G(0) := E∗ ∪ E∞, and
the sets Z(α) := {αβ : β ∈ G(0)} for α ∈ E∗ form a basis of open compact sets for the
topology on G(0) (see [16, Proposition 3.3]). We have
G =
{
(αy, |γ| − |α|, γy) : y ∈ G(0), α, γ ∈ E∗, s(α) = s(γ) = r(y)
}
,
r(y, k, z) = y and s(y, k, z) = z. The sets
Z(α, γ) := {(αy, |γ| − |α|, γy) : y ∈ G(0), s(α) = s(γ) = r(y)}
form a basis of compact-open sets for the topology on G. When we view T C∗(E) as
C∗(G), our dynamics is the one studied in [14] for the cocycle c : G → R defined by
c(y, k, z) = k. To construct KMS states on C∗(G) using Neshveyev’s theorem, we need to
find quasi-invariant measures on G(0) and check some conditions involving the isotropy.
Fix β > ln ρ(A) and ǫ as in Theorem 3.1 (b). Consider the numbers {∆α : α ∈ E
∗}
constructed in the proof of that theorem. Since
∑
α∈E∗ ∆α = 1, the discrete measure∑
α∈E∗ ∆αδα is a probability measure on E
∗, and hence gives a probability measure µ
on G(0) such that µ(Z(α)) =
∑
r(λ)=s(α) ∆αλ and µ(E
∞) = 0. To see that µ is quasi-
invariant, consider the basic open set U = Z(α, s(α)) = {(αy,−|α|, y)}. Then r and s are
homeomorphisms on U , and T := s|U ◦ (r|U)
−1 maps αy to y. For λ ∈ E∗, we have
T∗µ(Z(λ)) = µ(T
−1(Z(λ))) =
{
0 if r(λ) 6= s(α)
µ(Z(αλ)) if r(λ) = s(α).
Now the calculation
µ(Z(αλ)) =
∑
r(γ)=s(λ)
∆αλγ =
∑
r(γ)=s(λ)
e−β|αλγ|ǫs(γ)
= e−β|α|
∑
r(γ)=s(λ)
e−β|λγ|ǫs(γ) = e
−β|α|µ(Z(λ))
implies that dT∗µ
dµ
= e−β|α|, and hence that µ is quasi-invariant with the correct cocycle
(see the discussion preceding [14, Theorem 1.3]).
In the groupoid G, a unit y has nonzero isotropy group Gyy = {k : (y, k, y) ∈ G} only
if y is an infinite path. Thus µ({y : Gyy 6= {0}}) = 0, and the measurable fields of states
described in conditions (ii) and (iii) of [14, Theorem 1.3] give no extra KMS states (see the
comments following that theorem in [14]). So Neshveyev’s theorem gives a KMSβ state
ψǫ on T C
∗(E) which is the composition of the state µ∗ on C(G
(0)) with the expectation
E of C∗(G) onto C(G(0)). We can check on elements of the form χZ(α) = E(sαs
∗
α) that ψǫ
is the state φǫ in Theorem 3.1.
We now suppose that E is strongly connected, and consider states on C∗(E). The
groupoid model for C∗(E) is the reduction of G to E∞, and we can construct measures
on E∞ by constructing functionals on C(E∞) = lim
−→
C(En). Suppose that ρ(A) > 1,
and x is the unimodular Perron-Frobenius eigenvector A. Then the relation µ∗(Z(α)) =
ρ(A)−|α|xs(α) completely characterises a quasi-invariant measure µ on E
∞. The paths y
with nonzero isotropy have the form αγγγ · · · for some α, γ ∈ E∗ with s(γ) = r(γ) =
s(α); since E is finite, there are countably many such paths, and since {αγγγ · · · } =⋂∞
n=1 Z(αγ
n) we have µ({αγγγ · · · }) ≤ ρ(A)−|α|−n for all n, and µ({αγγγ · · · }) = 0.
Thus the units with nonzero isotropy have measure zero, and again the measurable fields
of states in [14, Theorem 1.3, (ii) and (iii)] give no additional KMS states.
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Now suppose that ρ(A) = 1, in which case Lemma A.1 implies that E consists of a
single cycle, say with n edges. Then the path space E∞ has n points, the Perron-Frobenius
eigenvector x is constant, and µ is the uniformly distributed probability measure. The
isotropy group at y ∈ E∞ is Gyy = {(y, nk, y) : k ∈ Z}
∼= nZ, so Neshveyev’s condition
(iii) kicks in. His cocycle c : (y, k, z) 7→ k is injective on Gyy, and hence the only state
φ of C∗(Gyy) = C
∗(nZ) such that φ(unk) = 0 for all k ∈ c
−1(0) is evaluation at 0 on
Cc(nZ) ⊂ C
∗(nZ). So there is just one measurable field satisfying (iii), and Neshveyev’s
theorem gives just one KMS0 state on C
∗(E). This is consistent, because he too requires
his KMS0 states to be invariant (just before [14, Theorem 1.3]), and he makes it clear in
the proof of the theorem that the purpose of (iii) is to ensure invariance.
Appendix A. The spectral radius of a vertex matrix
We now discuss some properties of the vertex matrices of finite graphs which we have
used at various points. These are non-negative matrices in the sense of [20, Chapter 1],
and have integer entries, so there must be a good chance that these results are known.
But it is easy enough to give quick proofs.
Lemma A.1. Suppose that E is a finite graph, and let A ∈ME0(N) be the vertex matrix
with entries A(v, w) = |vE1w|.
(a) If E contains at least one cycle, then the spectral radius of A satisfies ρ(A) ≥ 1.
(b) If E contains no cycles, then ρ(A) = 0.
(c) If E consists of disjoint cycles, then ρ(A) = 1.
(d) If E is strongly connected and not a cycle, then ρ(A) > 1.
Proof. (a) For each v ∈ E0 which lies on a cycle, we consider the set Cv of vertices w
which lie on a return path based at v. Two such Cv and Cu are either equal or disjoint;
the distinct subsets C1, · · · , Cn are the classes (essential and inessential) which Seneta
discusses in [20, Page 12]. By Seneta’s structure theory, we can order the vertices so that
A is a block upper triangular matrix whose square diagonal blocks are 1× 1 blocks of the
form (0) and the irreducible submatrices Ai of A associated to the classes Ci. (Our matrix
is upper rather than lower triangular because of the way we defined the vertex matrix.)
Since the determinant of a block-triangular matrix is the product of the determinants of
the diagonal blocks, the spectrum of A is either
⋃n
i=1 σ(Ai) or
(⋃n
i=1 σ(Ai)
)
∪ {0}. So it
suffices for us to prove that, if A is irreducible, as the Ai are, then ρ(A) ≥ 1.
By irreducibility, for each v ∈ E0 there exists mv > 0 such that A
mv(v, v) > 0, and since
A is an integer matrix, Amv(v, v) ≥ 1. Now with m :=
∏
v∈E0 mv we have A
m(w,w) ≥ 1
for all w ∈ E0. Thus the trace of Am satisfies TrAm ≥ |E0|. Since the trace is the
sum of the complex eigenvalues counted according to multiplicity, at least one of these
eigenvalues has absolute value at least 1, giving ρ(Am) ≥ 1. The spectral radius formula
implies that ρ(Am) = ρ(A)m, so we must have ρ(A) ≥ 1 too.
(b) In this case the structure theory of [20, §1.2] says that we can order the vertices so
that A is upper triangular with 0s down the diagonal, and hence σ(A) = {0}.
(c) In this case A is a permutation matrix, and every eigenvalue is a root of unity.
(d) Since E is strongly connected, every vertex receives an edge. Since E is not a cycle,
at least one vertex v receives 2 edges, e and f , say. There are paths from v to s(e) and
s(f), and hence there are cycles µ and ν based at v such that µ1 = e and ν1 = f . Now
µ|ν| and ν |µ| are distinct elements of vE|µ| |ν|v, and we have A|µ| |ν|(v, v) ≥ 2. With m as
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in the proof of (a), n := |µ| |ν|m satisfies An(w,w) ≥ 1 for all w and An(v, v) > 1, and
the arguments at the end of the proof of (a) show that ρ(A) > 1. 
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