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A B S T R A C T
Experimentally probing the intrinsic properties of superconductors—such
as the London penetration depth λ and the critical fields Hc1 and Hc2—poses
a difficult task. Various sample- and measurement-related factors can im-
pact the efficacy of results obtained for λ or Hc1, such as perturbations to
the magnetic properties of a superconducting sample or crystalline defects.
One measurement technique that can minimize the impact of both of these
issues is known as Nitrogen Vacancy (NV) center magnetometry. In this
work, we use NV center magnetometry to perform minimally-invasive
measurements of the lower critical field Hc1 and the London penetration
depth λ on a sample of Ba(Fe1−xCox)2As2, x = 7.4% (BaCo122).
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1
O V E RV I E W
Superconductivity is a state of matter in which some materials under cer-
tain conditions exhibit identically zero electrical resistance and near-perfect
magnetic field expulsion. As an experimental fact, superconductivity was
discovered shortly after helium was first liquefied in the early twentieth
century, and it took nearly fifty years to develop a theory that could de-
scribe it effectively. This is in part because superconductivity is inherently
a quantum mechanical phenomenon—the superconducting state is essen-
tially a Bose-Einstein condensate of electron pairs. This being said, we still
do not understand all of its intricacies: we cannot predict what kinds of
materials will exhibit superconductivity, for example. However, we do have
robust models for the mechanisms of superconductivity in different kinds
of materials. Not surprisingly, different superconducting materials exhibit
different properties, and have different applications.
Figure 1.1: Heinrich Onnes’ original 1911 plot of resistance versus temperature
showing the superconducting transition of mercury (Hg) at around
4.2 Kelvin, the boiling point of Helium. At the time, Onnes thought
that the resistance dropped to a very small value below the transition
temperature; we now know that below this temperature, the resistance
of a superconductor is identically zero [11].
2
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overview 3
Nowadays, superconductivity has several important applications. Mag-
netic resonance imaging (MRI), commonly used to image brains and
other organs, relies on niobium-titanium (NbTi) superconducting wires
to generate strong magnetic fields. MRI would be impossible without
superconductors: if normal wires were used, they would melt almost
immediately due to the large currents needed to generate the required
magnetic field strength. Maglev train systems also use superconducting
materials to generate strong magnetic fields for levitation; some of these
trains can be found in regions of Japan, China, Germany, and other coun-
tries. Both Maglev systems and MRI machines require the superconductors
to be cooled to very low temperatures for proper operation, which requires
(expensive) liquid helium. So, high-temperature superconductors are an
attractive goal, and this goal is one reason scientists are searching for new
superconductors.
In addition to the development of these applications, our understanding
of superconductivity has developed over the years. We have known since
about the 1940s or 1950s that superconductivity is a thermodynamically
stable state of matter—materials will spontaneously become supercon-
ducting under the right conditions. In fact, it is likely that part of the
interior of Jupiter is comprised of a mass of superconducting hydrogen. A
famous theory of superconductivity, BCS theory, predicts that hydrogen
will become superconducting at around room temperature under pres-
sures P ∼ 1000 GPa. Thus, it is plausible that there are millions of tons
of superconducting hydrogen inside of Jupiter, which may aid in making
Jupiter’s magnetosphere the largest structure in the Solar System, aside
from structures associated with the Sun.
Aside from elemental superconductors like lead and hydrogen, there ex-
ist complex, compound superconductors. Some of these materials maintain
superconductivity up to temperatures close to 300 K, room temperature.
These are the so-called cuprate superconductors, whose crystalline struc-
tures contain copper oxide components. These materials were a particular
surprise to the superconductivity community because they contain oxides
and are essentially ceramics at room temperature. Another strange brand
of superconductors are the so-called pnictide superconductors, many of
which contain iron. These Fe-based superconductors are again unusual
because of iron’s magnetic properties. Iron is ferromagnetic, which is
itself a quantum mechanical phenomenon like superconductivity. So, the
presence of iron in superconductors provides a competing thermodynami-
cally stable state (ferromagnetic or antiferromagnetic ordering) in these
pnictide superconductors. In fact, near the superconducting temperature
of certain pnictides, a phase transition from the superconducting state to
the ferromagnetic or antiferromagnetic state can be observed [9].
10
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4 overview
Figure 1.2: Structure of the BaCo122 superconductor, with no dopants. In our
case, 7% of the iron is replaced with cobalt. Image from Fujimori
Atsushi [4].
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Figure 1.3: Simple depiction of energy gap ∆E between the superconducting (red,
left) and normal (gray, right) density of states within a superconductor.
Near absolute zero, nearly all electrons enter the superconducting
state, and they can be described nicely by a single wavefunction.
This thesis focuses on the pnictide superconductor Ba(Fe1−xCox)2As2,
x = 7.4%, which we refer to with the shorthand BaCo122, based on the
compound name. BaCo122 is a member of the so-called 122 Iron Arsenides
(hyperlink). The structure of BaCo122 can be seen in Figure 1.2. Substitut-
ing cobalt for 7.4% of the original iron in this compound maximizes the
superconducting transition temperature with respect to the percentage of
cobalt in the material [9]. This superconductor has a critical (superconduct-
ing transition) temperature of Tc ≈ 22.4 K, and in addition to exhibiting
phase transitions between the superconducting and antiferromagnetic
states exhibits phase transitions that occur due to a change in crystalline
structure. In short: it’s a complex material.
One important area of interest relating to BaCo122 and other pnictide
superconductors has to do with the quantum mechanical symmetries of
the superconducting wavefunction. Because of the way electrons pair up
in the superconducting state, there exists an energy gap between the super-
conducting and normal states, a simple depiction of which can be seen in
Figure 1.3. In BCS theory—the first theory to successfully describe super-
12
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6 overview
Figure 1.4: Cartoon of a what an s± material looks like in momentum space.
The xy plane represents momentum components kx and ky and the
vertical axis the magnitude of the energy gap between the normal
and superconducting states. For electron-like superconducting charge
carriers, the angular part of the wavefunction is positive; for hole-like
carriers, it is negative. In BaCo122, there may be additional information
important to its superconductivity mechanism that is encoded in
variations of the phase of the wavefunction. This additional structure
would cause the circular peaks in this figure to take on more structure.
conductivity microscopically—this energy gap is symmetric with respect
to electron momentum. In more recently discovered superconductors, the
superconducting energy gap depends on electron momentum. The way that
these energy gaps depend on momentum has symmetry similar to the s
and d orbitals of atoms. So, uniform energy gaps are called s-wave super-
conductors, and nonuniform energy gaps go by different names: p-wave,
d-wave, f -wave, etc. For example, most elemental superconductors are
s-wave, and the so-called Cuprate superconductors (hyperlink) are known
to have d-wave symmetry.
The symmetry of the BaCo122 superconducting wavefunction is widely
believed to exhibit s± symmetry, meaning that the sign on the angular
part of the superconducting wavefunction is different for hole-like su-
perconducting carriers and electron-like superconducting carriers [6]. A
simplified depiction of this phenomenon can be seen in Figure 1.4. In the
case of BaCo122 and other Fe-based pnictide superconductors, there may
be even more information encoded in the phase of the wavefunction. That
is, there could be more structure than just a sign change on the phase. The
technique employed in this work (Nitrogen Vacancy center magnetometry)
isn’t capable of measuring this structure, but it may be possible to measure
13
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overview 7
this phase structure using a modified version of the technique used in this
work. This idea will be discussed further at the end of this work.
Now, in order to understand the inner-workings of BaCo122, like its
wavefunction symmetry, we should study its magnetic behavior: mag-
netic fields are expelled from superconductors, so it would make sense
that by studying the magnetic fields near a superconductor, we can learn
more about its properties. There are various techniques available to study
the magnetic fields around superconductors, such as Superconducting
Quantum Interference Devices (SQUIDs), Tunnel Diode Resonance (TDR),
Magnetic Force Microscopy (MFM), Muon Spin Resonance (µSR), and
the technique employed in this work, NV (nitrogen vacancy) center mag-
netometry. Each of these techniques has its own unique advantages and
drawbacks. As can be seen in Figure 3.2, an NV center consists of a ni-
trogen atom and an adjacent vacancy in the diamond lattice. We can use
this defect in diamond to measure the magnetic fields very close to the
surface of the superconductor. Here are some advantages of NV centers
when used as optical magnetometers:
• NV centers minimally perturb the system of interest (µ ∼ µB, similar
to that of an atom);
• They offer a noninvasive approach to measuring magnetic fields near
superconductors (via an optical readout);
• They offer diffraction-limited spatial resolution;
• They are embedded in the robust structure of diamond, and have
predictable properties at both room temperature and near absolute
zero;
• They can measure the absolute value of the penetration depth.
In this work, we use many thousands of NV centers embedded about
20 nm deep into the surface of flat piece of electronics-grade diamond
as the core of our magnetometer; this is known as ensemble NV center
magnetometry. We use this NV center configuration in conjunction with a
confocal microscope in order to collect fluorescence from the NV centers.
This fluorescence carries with it information on the magnetic field near a
given superconductor. A confocal microscope essentially places a small
pinhole around the focus of a primary lens in order to reject light that orig-
inates from outside the focal volume of the microscope, which improves
the signal to noise ratio of the system.
Once we collect information on the magnetic fields near a given su-
perconductor, we can use this information to understand its fundamen-
tal properties, such as the length scale over which the superconducting
14
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8 overview
wavefunction can vary rapidly and the depth to which a magnetic field
penetrates. Furthermore, before this work, NV center magnetometry had
not been used to measure the temperature-dependence of the London
penetration depth λ, which is the length scale over which an applied mag-
netic field penetrates the surface of a given superconductor. That is, for
the first time, we use NV center magnetometry to measure the abso-
lute value of the penetration depth in a superconductor, in our case
Ba(Fe1−xCox)2As2, x = 7.4%. We show that NV center magnetometry is
an accurate and minimally-invasive method for measuring the penetration
depth λ as a function of temperature.
Let’s recap: we have known about superconductors for over 100 years,
and have several important applications. They exhibit zero electrical re-
sistance and expel magnetic field when cooled below a certain critical
temperature Tc, typically on the order of 1 − 100 K. Their underlying
physics is complicated and quantum-mechanical by nature. The energy
gap between the superconducting and normal states can depend on mo-
mentum, and we can learn about the superconductor structure by probing
the London penetration depth λ. In this instance, we use NV center mag-
netometry to measure the magnetic properties of BaCo122 as a function of
temperature for the first time with this technique.
15
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2
S U P E R C O N D U C T I V I T Y T H E O RY
Our understanding of superconductivity has evolved over time. We now
understand that many materials including room-temperature insulators
can become superconductors under the right conditions. Often, a material
enters the superconducting state simply by being cooled below a critical
temperature, or superconducting transition temperature, denoted Tc. Once a
superconductor is cooled below its critical temperature Tc, it begins to
exhibit two defining properties:
1. A superconductor cooled below a certain critical temperature Tc has
identically zero electrical resistance.
2. A superconductor at a temperature T < Tc will expel magnetic
magnetic induction B from its interior, up to a certain applied critical
field strength Hc. This magnetic flux expulsion is known as the
Meissner effect.
Along with these defining properties, it will be useful moving forward to
discuss in qualitative terms some length scales intrinsic to superconductors,
known as the London penetration depth λ and the coherence length
ξ. The London penetration depth λ has to do with the interaction of
magnetic fields with superconductors. The coherence length ξ has to
do with the properties of the superconducting wavefunction—yes, the
superconducting wavefunction. Superconductivity is inherently a quantum
mechanical phenomenon, so it’s possible (necessary, in fact) to describe
the superconducting charge carriers with a single wavefunction. In simple,
precise terms, the coherence length ξ is the length scale over which the
superconducting wavefunction can vary rapidly: if it attempts to vary
over a length scale shorter than ξ, superconductivity will be destroyed.
In the case of our BaCo122 sample, we have ξ ∼ 5 nm.
The other length scale of interest is known as the London penetra-
tion depth λ. The London penetration depth λ is the depth to which a
magnetic field penetrates the surface of a superconductor, typically on
the order of tens or hundreds of nanometers, as is the case with this
BaCo122 sample.
The relative magnitudes of the London penetration depth λ and the
coherence length ξ define two different types of superconductors. In order
to discuss how this happens, we must first define how all superconductors
behave in magnetic fields. For both Type I and Type II superconductors,
9
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10 superconductivity theory
Figure 2.1: Quantized units of magnetic flux (Abrikosov vortices) penetrate Type
II superconductors at applied field strengths H equal to or greater
than the lower critical field Hc1. Superconducting shielding currents
surround the normal regions. Image taken from Wikiepdia [3].
there exists some applied magnetic field strength Hc at which the super-
conducting state becomes energetically unfavorable and spontaneously
breaks down. This is known as a critical field. For Type I superconductors,
there exists only one critical field. For Type II superconductors, there are
two critical fields—a lower critical field Hc1 and an upper critical field
Hc2. At the lower critical field, the superconductor enters a part-normal,
part-superconducting state; at the upper critical field, superconductivity is
destroyed. To put it simply: magnetic fields perturb the superconducting
state, but the form of this perturbation depends on the type of supercon-
ductor.
In Type I superconductors, ξ  λ, i.e. the magnetic field drops off on
a length scale shorter than the wavefunction can vary quickly, so there
exists only one critical field. In Type II superconductors, ξ  λ, so the
superconducting wavefunction can actually vary on length scales much
shorter than the magnetic field penetration depth. This fast-varying nature
of the wavefunction in Type II superconductors permits the formation of
an intermediate state, part “normal” and part superconducting, known
as a vortex state, named as such because of the way magnetic flux quanta
penetrate the superconducting sample. A depiction of this state can be
17
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2.1 magnetism , thermodynamics , and the superconducting state 11
seen in Figure 2.1. In sum, Type I and Type II superconductors differ
in magnetic properties because of differences in their intrinsic length
scales λ and ξ.
Because expulsion of magnetic field is intrinsic to superconductors, and
because the superconducting state is thermodynamically stable, it’s possi-
ble to relate the intrinsic length scales λ and ξ to thermodynamic properties
of the superconducting state. In fact, before we derive expressions for ξ
and λ, we will discuss the energy gap between the superconducting and
normal states, and use this as a springboard into discussing λ and ξ.
For the remainder of this chapter, we will develop the mathematics
behind the ideas discussed above. First, we will examine a connection
between the thermodynamic stability of the superconducting state and
applied magnetic fields. Next, we will develop the ideas of the coherence
length and London penetration depth from a quantum mechanical per-
spective. Finally, we will interpret all of these mathematical pieces as a
cohesive whole and transition into how we can use NV magnetometry to
measure these intrinsic quantities.
2.1 magnetism , thermodynamics , and the superconducting
state
In this section, we will develop what it means for superconductivity to
be thermodynamically stable from the standpoint of the critical field Hc.
As a reminder, the critical field Hc is the applied magnetic field strength
at which the superconducting state is destroyed. To start, we need to
differentiate between H and B. In SI units, the applied magnetic field is
defined as follows:
H ≡ 1
µ0
B−M,
where M is the magnetization of the sample. This makes qualitative sense:
the applied field is just the difference between the total field and the field
induced in the sample. In magnetically linear materials, we can write the
magnetization in the following form:
M = χvH, (2.1)
where χv is the magnetic susceptibility of the sample, which is well-defined
for magnetically linear samples and intrinsic to the material. Thus, we can
rewrite the applied field as follows:
H =
1
µ0
B− χvH.
⇒ B = µ0 (1 + χv)H.
18
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12 superconductivity theory
Inside of a superconductor, B = 0. Thus, χv ≡ −1 for an ideal supercon-
ductor, such that B = µ0(1− 1)H = 0. At the critical field Hc, there is
a transition in χv where the end result is that χv → 0, i.e. the material
returns to normal. If we take χv = −1 and use Equation 2.1, we find:
B = 0
= µ0(1− 1)H
= µ0(1− χv)H
= µ0H− µoχvH
⇒ 0 = µ0H− µ0M
⇒
∣∣∣∣MH
∣∣∣∣ = −1 for H < Hc. (2.2)
This fact will come in handy shortly.
As a next step in this thermodynamic analysis, let’s consider the work
done per unit volume on a superconductor brought from r = ∞ into a
certain field strength B∗, holding temperature constant:
Ws = −
∫ B∗
0
M · dB
where the subscript s indicates work on the superconducting sample.
The units of the above expression make sense: [M · B] = [A/m] · [T] =
[A/m] ·
[
kg/A/s2
]
=
[
J/m3
]
, which is exactly an energy density, or
work per unit volume. Continuing with this treatment, if we incorporate
Equation 2.2, we find,
dWs = dFs = −M · dB
= HdB assuming H is always parallel to B.
Above, dFs = dWs represents the change in free energy density of the
superconducting sample—doing work on the superconductor changes its
free energy. Furthermore, in vacuum, B = µ0H, so dB = µ0dH. Thus,
dFs = µ0HdH.
Then, if we integrate both sides over appropriate bounds, we find,∫ Fs(H∗)
Fs(0)
dFs =
∫ H∗
0
µ0HdH
= Fs(H∗)− Fs(0) =
µ0
2
H∗2 (2.3)
19
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2.1 magnetism , thermodynamics , and the superconducting state 13
Another condition we must impose is that at the critical applied field
strength Hc, Fs(Hc) = Fn(Hc), where Fs is the superconducting free energy
density and Fn is the “normal” free energy density. The equality of the free
energy densities follows from the definition of thermodynamic equilibrium.
So, by Equation 2.3,
Fn(Hc) = Fs(Hc) = Fs(0) +
µ0
2
Hc2. (2.4)
For a normal material, we have Fn(H∗) = Fn(0) almost exactly (except for
its intrinsic demagnetization, which we take to be negligible in this case).
So, we can write the difference in free energy between the normal and
superconducting states at absolute zero:
∆Fsn = Fs(0)− Fn(0)
=
[
Fs(Hc)−
µ0
2
Hc2
]
− Fn(0)
=
[
Fs(Hc)−
µ0
2
Hc2
]
− Fn(Hc)
Then, by Equation 2.4, we find:
∆Fsn = −
µ0
2
H2c = −
1
2µ0
B2ac. (2.5)
That is, the difference in free energy density between the normal and
superconducting states—something akin to a binding energy—is propor-
tional to the square of the critical magnetic field of a superconductor. Bac is
simply the applied magnetic field in units of Tesla, for ease of calculation.
Let’s give this equation some context: Bac = 0.0105 Tesla at absolute zero
for Aluminum [12]. This equates to a difference in free energy between
the superconducting and normal states of 43 J/m3 at absolute zero. For
an order of magnitude comparison, the energy density of one mole of
material at room temperature from thermal energy alone is very roughly
Fn ∼ NAkBT/
(
1 m3
)
= (6.022× 1023)(1.38× 10−23)(300) ∼ 2500 J/m3.
Thus, thermal perturbations can easily destroy the superconducting state.
However, at low temperatures (T ∼ 4.2 K, the boiling point of helium,) the
superconducting state is thermodynamically stable.
Now is a good time to remember the discussion in Chapter 1 on su-
perconducting wavefunction symmetry. The wavefunction symmetry is
sometimes referred to as the energy gap symmetry because the symmetries
of the superconducting wavefunction determine the symmetries of the
energy gap ∆Fsn. The above description of the superconducting energy gap
20
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14 superconductivity theory
assumes implicitly that the energy gap is uniform across all superconduct-
ing states: ∆Fsn is independent of a given state’s momentum, which can
be described by the state’s wave vector k in ψ(r) ∼ exp(ik · r) for plane
wave states—this is like an s-wave superconductor. If, however, ∆Fsn(k)
is a function of the wave vector k, then the energy gap will be inher-
ently anisotropic, as is the case in BaCo122 with its s±-wave wavefunction
symmetry, for example. The energy gap symmetry of a superconductor
is a fundamental quantity of interest, and the above discussion gives a
heuristic picture of the superconducting energy gap.
2.2 types of superconductors and intrinsic length scales
The superconducting state of matter is thermodynamically stable, and we
have quantified how Hc is an important quantity in the thermodynamic
analysis of superconductors. Armed with the previous qualitative descrip-
tion of Type I and Type II superconductors, the task now is to quantify
what differentiates these superconductors. For this, we will need to delve
deeper into the quantum mechanics inherent to superconductivity. Specif-
ically, we will define the coherence length and the London penetration
depth. The first of these is easier to derive in a heuristic manner, so let’s
start our discussion with the coherence length.
2.2.1 Coherence Length
The superconducting state can be exactly described quantum mechanically
using Ginzburg-Landau theory, but these theoretical tools are beyond the
scope of this work. This being said, in order to precisely describe the
differences between Type I and Type II superconductors, we must do some
work with quantum mechanics. As a starting point, we assert that all of
the superconducting charge carriers (Cooper pairs) can be nicely described
by a single wavefunction.
In crystals, the basis functions for electronic wavefunctions are often taken
to be plane waves (electrons are only loosely bound to the lattice, so this is
an acceptable approximation.) We can write one of these wavefunctions as
follows:
ϕ0(x) = exp (ikx) ,
where k = 2π/λ is the wave vector. Now, consider the modulated wave-
function,
ϕ(x) =
1√
2
[exp (i(k + q)x) + exp (ikx)] .
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The parameter q quantifies the modulation to the wavefunction. Impor-
tantly, a modulation to the wavefunction represents a nonzero expectation
value of kinetic energy for each superconducting electron. If this expec-
tation value of kinetic energy exceeds the superconducting gap energy,
superconductivity will no longer be thermodynamically favorable, and
will be destroyed. We can write out the expectation value of the kinetic
energy operator explicitly:〈
p2x
2m
〉
=
∫
R
dx ϕ∗
(
− h̄
2
2m
d2
dx2
)
ϕ
=
1
2
(
h̄2
2m
) [
(k + q)2 + k2
]
≈ h̄
2
2m
k2 +
h̄2
2m
kq
We assume that the perturbation q k and only keep terms to first-order
in q. The formal derivation of coherence length comes from Ginzburg-
Landau theory, in which the superconducting wavefunction is investi-
gated using something akin to first-order perturbation theory, so dropping
higher-order terms in q is justified here. In any event, we can identify
the modulation in the “normal” kinetic energy from this equation as the
second term in the sum. At absolute zero, this modulation cannot be more
than the energy gap Eg between the normal and superconducting state,
lest superconductivity be destroyed. That is,
h̄2
2m
kFq0 = Eg (2.6)
Where kF is the Fermi wave vector corresponding to the highest energy
electrons at absolute zero. Now, we define the intrinsic coherence length
ξ0 = 1/q0,
ξ0 =
h̄2kF
2mEg
=
h̄vF
2Eg
(2.7)
The BCS theory of superconductivity yields the following very similar
expression for the intrinsic coherence length:
ξ0 =
2h̄vF
πEg
(2.8)
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16 superconductivity theory
Notice: this coherence length is intrinsic to the material and its energy
gap at absolute zero, which we calculated earlier to be proportional to
the square of the critical field. To be clear: the coherence length is the
length scale over which the superconducting wavefunction can quickly
vary before superconductivity is destroyed.
2.2.2 London Penetration Depth
The second length scale we seek to quantify is the London penetration
depth λ, which describes how deeply a magnetic field penetrates into a
superconductor. The idea is this: due to boundary conditions imposed by
Maxwell’s equations, there cannot be a discontinuous change in magnetic
induction B, even at the interface of a superconductor and a normal
material—B has to drop off continuously, and this decay has an associated
length scale, λ.
In order to derive the London penetration depth, we need to define
something known as electromagnetic momentum. Before even that, remember
that the magnetic induction has a vector potential A:
B = ∇×A.
Gauge invariance allows us to choose the divergence of A. In this case, it
is most useful to set ∇ ·A = 0: this is known as the Coulomb gauge. There
exist other gauges that are more useful for electrodynamics problems, but
we needn’t worry about these here. Applying Faraday’s law, we see,
∇× E = − ∂
∂t
B = − ∂
∂t
[∇×A] .
From our choice of guage before, we have exactly,
E = − ∂
∂t
A.
In the presence of changing electric and magnetic fields, mechanical mo-
mentum p = mv is not explicitly conserved in time. In order to fix this
issue, we define the electromagnetic momentum in terms of the mechanical
momentum and the magnetic vector potential:
pEM = mv + qA.
Then, we find,
d
dt
pEM = ma + q
∂A
∂t
= qE− qE = 0 by the Lorentz force law.
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So, electromagnetic momentum is conserved in time. We now turn our
focus to the superconducting current density, js. Maxwell’s equations
require a shielding current on the surface of the superconductor that
exactly cancels the applied magnetic field inside the material. So, we
look to derive an expression for the magnetic field at the superconductor
interface via the supercurrent density. As superconductivity is inherently
a quantum-mechanical phenomenon, we need to make the following
substitution:
j→ jc ⇐⇒ nsqsvs →
nsqs
ms
(pEM − qA) .
We define jc as the quantum mechanical current operator, with pEM = −ih̄∇
taking the place of the standard momentum operator. The density of su-
perconducting states can be described by a wavefunction, so we have
additionally ns → ψ∗ψ. Our supercurrent becomes,
js = ψ∗
qs
ms
[pEM − qsA]ψ
= − qs
ms
[ih̄ψ∗∇ψ + Aψ∗ψ] .
Here, note:
∇ψ = ∇|ψ| exp(iϕ)
= i|ψ| exp(iϕ)∇ϕ + exp(iϕ)∇|ψ|
Here, we make an approximation similar to that of WKB theory: we assert
∇|ψ|  ∇ϕ, i.e. the phase of the wavefunction ϕ varies quickly compared
to the magnitude |ψ|, so we can neglect this second term. Thus,
∇ψ ≈ iψ∇ϕ.
Substituting this back into the earlier expression for the supercurrent
density, we find,
js =
qsns
ms
[h̄∇ϕ− qA] .
The next step is to take the curl on both sides:
∇× js =
qsns
ms
[h̄∇× (∇ϕ)− qs∇×A]
=
qsns
ms
[0− qs∇×A]
⇒ ∇× js +
q2s ns
ms
B = 0. (2.9)
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Equation 2.9 is known as the London equation. This equation results from
the assuming that the superconductor is a perfect conductor and can be
described by one single wavefunction. We can use Equation 2.9 to derive an
important result. For slowly-varying electromagnetic fields, Ampere’s law
without the Maxwell correction is valid (the quasi-static approximation).
We first take the curl of both sides of the electrostatic/quasi-static form of
Ampere’s law:
∇× (∇× B) = µ0∇× j
= µ0∇× j = ∇ (∇ · B)−∇2B
= ∇× j = − 1
µ0
∇2B.
Let’s substitute this expression back into the London equation:
∇2B = q
2
s nsµ0
ms
B (2.10)
We recognize this as an equation whose solution is an exponential. As
noted, the magnetic field of a superconducting sample must drop off at
some characteristic length scale. In light of Equation 2.10, we define the
London penetration depth as follows:
λ =
√
ms
q2s nsµ0
(2.11)
Such that,
B(r) = B0 exp (−λ/r)
at the superconductor interface. Importantly, λ depends on the mass,
charge, and density of superconducting carriers.
2.3 wrapping up
This chapter has been a brief overview of the concepts of superconductivity
relevant to the material investigated in this work, BaCo122. There are a
few main points to take away:
1. Superconductivity is thermodynamically stable. There exists an en-
ergy gap between the superconducting and normal energy states.
2. The coherence length ξ is the length scale over which the supercon-
ducting wavefunction can vary quickly.
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3. The London penetration depth λ is the depth to which a magnetic
field penetrates a superconductor.
4. Type I and Type II superconductors can be defined in terms of ξ and
λ: for Type I, ξ  λ. For Type II, ξ  λ.
There is a lot of complex, intricate, and most importantly interesting math
that goes into the quantum mechanics of superconductivity. Understanding
novel superconductors, like BaCo122, will lead to a better understanding
of superconductivity and physics as a whole.1
1 Thanks to Professor Heyman for notes on the London penetration depth, and Kittel for
the explanation of the superconducting energy gap and coherence length [12].
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N V C E N T E R T H E O RY
Now that we have discussed some fundamental superconductivity theory,
we can move on to discussing the theory relevant to the experimental
technique employed in this work, known as Nitrogen Vacancy center
optical magnetometry, or NV center magnetometry for short. NV center
magnetometry uses optical lasers and microwave radiation to gather in-
formation about magnetic fields. Lasers excite the NV center electronic
state, and when this state relaxes, it emits red photons. The intensity of
red fluorescence yields information on the applied magnetic field.
First, let’s discuss what a nitrogen vacancy center is. A Nitrogen Vacancy
(NV) center is a defect in diamond, as is shown in Figure 3.2. For the
purposes of our experiment, we use NV centers that consist of six electrons
in total; this system as a whole acts as a spin-1 quantum system. Because
we can model NV centers as spin-1 quantum systems, we can precisely
analyze how they work. In essence, the fluorescence of an excited NV
center state depends on its spin quantum number ms. Excited states with
ms = 0 always relax via emitting a red photon. Sometimes, excited states
with ms = ±1 relax without emitting a red photon. Furthermore, the
magnetic dipole transition ms = 0→ ms = ±1 corresponds to a photon of
energy 2.87 GHz in zero applied magnetic field, as illustrated in Figure 3.3.
If we excite the NV centers with green laser light, and then radiate them
with microwave radiation of 2.87 GHz, we induce spin resonance between
the ms = 0 and ms = ±1 states. This resonance causes a reduction in the
fluoresced red photons, as illustrated in Figure 3.1.
If we now turn on a magnetic field, the degeneracy in the energy state of
ms = ±1 is lifted, and there are now two resonant microwave frequencies
that cause the transitions ms = 0 → −1 and ms = 0 → +1. This is
the reason there are two peaks in Figure 3.1 rather than just one. This
degeneracy lifting is also illustrated in the pop-out in Figure 3.3.
The idea of the NV center technique is the following: we can induce spin
resonance between the ms = 0 and ms = ±1 spin states in the ground state
of the NV center, excite the NV centers with green laser light, and record
red fluorescence as a function of microwave frequency. The difference in
frequency between the fluorescence reduction peaks we see is proportional
to the applied magnetic field, indicated as Z in Figure 3.1. In the context of
a Type II superconductor, the frequency splitting Z gives us information
its lower critical field Hc1.
20
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Figure 3.1: Idealized depiction of ODMR (optically detected magnetic resonance)
in an NV center. Z is what’s known as the “splitting" due to the
magnetic field: the difference in energy between the two peaks. This
∆ f , when converted to an energy, is directly proportional to the mag-
netic field projected along the NV center unit vector. Here, we detect
two peaks at two spin-resonant frequencies corresponding to the
ms = 0 → −1 and ms = 0 → +1 states. The plot is centered around
the zero-field splitting frequency D ≈ 2.87 GHz.
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Figure 3.2: An NV center in the diamond lattice, oriented along a bond within the
crystal lattice. A nitrogen atom is implanted in the diamond lattice,
and a vacancy is formed adjacent to it. Then, the lattice is annealed,
and the resulting NV void in the lattice becomes a system of six
electrons with total spin 1. Image from Pushkarchuk et al. [19].
In the following sections, I will first describe the fundamental physics
relevant to this treatment of NV centers. Next, I will explain how they
can be used to very precisely measure magnetic fields via an optical
technique. Finally, I will outline how they are used to investigate the
magnetic properties of superconductors, which will be further developed
in Chapter 5.
3.1 physics of the nitrogen vacancy center
A Nitrogen Vacancy (NV) center is formed when a nitrogen atom replaces
a carbon atom in the diamond crystalline lattice; in more precise terms,
it is a point-like defect in the diamond lattice. The C→ N replacement
causes the lattice to distort, as can be seen in Figure 3.2, resulting in a
void within the lattice. There are actually two types of NV center: NV[0]
and NV[−], where the [0] and [−] correspond to the vacancy’s net charge.
Only NV[−] centers (which contain six electrons) can be used to measure
magnetic fields, so henceforth when I refer to NV centers, I will implicitly
be referring to NV[−] centers.
The energy levels of an NV center can be qualitatively understood
via group theory. This group-theoretical treatment of energy is beyond
the scope of this work, but the energy levels of the NV center are not:
Figure 3.3 illustrates the energy levels of the NV center, as well as its
29
Setterberg: NV Center Magnetometry of a Barium-Iron-Cobalt Superconductor
Published by DigitalCommons@Macalester College, 2020
3.1 physics of the nitrogen vacancy center 23
3A2
3E
637 nm
1A1
E1
ms = +1
ms = −1
2γeB
ms = 0
2.87 GHz
Figure 3.3: Energy level diagram for an NV center. We excite the NV ground state
with green laser light, and the majority of electronic states (∼ 70 %)
relax from 3E → 3 A2 by emitting 637 nm (red) photons. However,
for electronic states with ms = ±1, non-spin-conserving transitions
may occur, in which a phonon carries away extra angular momentum,
and the electronic state relaxes via 3E → 1 A1 → E1 → 3 A2, emitting
infrared photons. The ms = ±1 state splits in energy level proportional
to the applied magnetic field, as indicated in the circular region.
We drive resonance between the ms = 0 and ms = ±1 states with
microwaves.
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associated spin degeneracy lifting due to the Zeeman effect. The labels
on the energy levels come from group theoretical considerations, but the
diagram can be understood even without these labels.
This energy diagram can be better interpreted if we also look to the
effective Hamiltonian of the NV center, given in Equation 3.1.
Heff = DS2z + E
(
S2x − S2y
)
− γeS · B (3.1)
In this equation, the NV center is assumed to be oriented along the ẑ
direciton. Thus, the term D ≈ 2.87 GHz corresponds to an intrinsic on-
axis (in the ẑ direction) energy, the term E ≈ 5 MHz corresponds to
off -axis energy due to crystalline strain, and −γeS · B corresponds to the
perturbation to the Hamiltonian in the presence of a magnetic field. Si
represent the spin components (Pauli matricies) [15].
Equation 3.1 details the NV center Hamiltonian assuming that the NV
center is oriented along the ẑ direction. However, inside diamond, this is
not the most helpful description. The NV center orientation is determined
by a vector connecting the lattice vacancy to the Nitrogen atom in the
crystalline lattice. We can write out the four possible orientations of the
NV center, directly computed from the diamond lattice vectors [15]:
d̂1 =
1√
3
(−1,−1,−1) d̂2 =
1√
3
(1, 1,−1)
d̂3 =
1√
3
(1,−1, 1) d̂4 =
1√
3
(−1, 1, 1)
These vectors are of particular importance because of how we ultimately
use NV centers to measure magnetic fields: the optical feedback we receive
from the NV centers comtains information about the projection of the
magnetic field along the NV center axis, B · di. In order to discuss the
relevance of these vectors in more detail, we must discuss how we use
NV centers to measure magnetic fields, and the various optical elements
involved.
3.2 nv center optical magnetometry
In Figure 3.3, there are a few arrows: red, green, and black arrows corre-
sponding to light of different wavelengths in the optical and microwave
regimes. This is because when we use NV centers to measure magnetic
fields, we are using them as optical magnetometers—that is, we use light to
measure the magnetic properties of a given sample. The process can be
outlined as follows:
1. Apply a fixed magnetic field H perpendicular to the ab plane, as
indicated in Figure 3.5. Then,
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Figure 3.4: Schematic of the experimental setup when the sample is in position.
The wire loop radiates microwaves which cause spin resonance via
magnetic dipole transitions in the NV centers. The diamond-sample
interface is in the focal volume of the confocal microscope. Optical
feedback is collected from this focus.
a) Radiate the diamond containing many NV centers (which is
situated on top of a superconducting sample, as in Figure 3.4)
with continuous-wave microwaves of fixed frequency near f ∼
2.87 GHz. 2.87 GHz corresponds to frequencies near the on-axis
zero-field energy parameter D from the NV Hamiltonian, given
in Equation 3.1.
b) Excite the NV centers with green laser light of known power.
c) Measure only the red photons emitted by the NV centers as
the electronic states relax (we use a light filter to remove other
colors).
d) Record the relative power received. Power received will be lower,
as in Figure 3.1, when there is resonance between the ms = 0
and ms = ±1 states.
e) Increment the microwave frequency and repeat.
2. Increment the magnetic field and repeat.
We repeat this process until we are confident that the magnetic field is
penetrating the superconducting sample.
The simplest response possible from an NV center would be for a
magnetic field B = B0d̂i, i.e. the magnetic field we’re interested in lies
completely along an NV direction. In this case, the recorded intensity of
red photons would look something like Figure 3.1. In practice, the magnetic
field does not maintain its orientation completely along the direction of
the NV centers: the NV centers are randomly oriented in the diamond
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Bedge = Bxx̂+Bzẑ
Bcorner = Bxx̂+Byŷ +Bzẑ
Figure 3.5: We measure the superconducting sample at a region like the green
spot. In this region, B has only two components, so we only observe
two pairs of Zeeman splitting due to the projection of B along the NV
axes. At the corner, the magnetic induction has three components, so
measuring here would make it more difficult to interpret our result.
along all four possible di, and the magnetic field has multiple spatial
components, as shown in Figure 3.5. So, we end up with information on
the projection of the magnetic field along the NV center axis, B · di. We
only gain information about the projection of the field because only the
field components along the direction of the NV center spin lead to the
Zeeman effect energy splitting: the Zeeman effect Hamiltonian goes like
HZ ∼ −γeB · S.
Because we gain information on the projection of B along an NV center
orientation, we choose to measure the magnetic field at the center of an
edge, as shown in Figure 3.5, as opposed to a corner. When we measure at
an edge, we only need to worry about the Bz and Bx components of the
field. If we assume B = Bxx̂ + Bzẑ, then we can write the projections along
the NV directions as follows:
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B · d1 ∝ − (Bx + Bz) B · d2 ∝ Bx − Bz
B · d3 ∝ Bx + Bz B · d4 ∝ − (Bx − Bz) .
The energy difference between the ms = ±1 states induced by Zeeman
splitting as shown in Figure 3.3 only depends on the magnitude of the
applied magnetic field. So, in actuality, we end up with only two relevant
“energy splittings”,
Zs = |Bx + Bz| Zd = |Bx − Bz| (3.2)
where Zs corresponds to the sum Zeeman energy splitting, and Zd corre-
sponds to the difference Zeeman energy splitting. Zs and Zd are commonly
referred to as splittings for shorthand, because they represent splittings in
energy of the ms = ±1 states.
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Two Pairs of Zeeman Splitting
Figure 3.6: We detect two pairs of splitting when B = Bx x̂ + Bzẑ.
The core of NV magnetometry relies on the splitting of the ms = ±1
state. Illustrated in Figure 3.1 is the detected splitting for B oriented along
an NV axis. A more realistic example can be seen in Figure 3.6. This
example, using NV center data collected from Pb (courtesy of Naufer
Nusran and Kamal Joshi, Ames Lab), illustrates the reduced fluorescence
at the two pairs of spin-resonant frequencies, labeled Zd and Zs.
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The quantity relevant to measuring the lower critical field is Zd. We
monitor Zd because it remains constant when there is no magnetic pene-
tration and increases linearly when there is penetration (i.e. when there
is a larger ẑ component). Zs increases linearly in both cases, which is not
as helpful. We can monitor Zd through various applied field strengths to
detect when magnetic field begins to leak in at the edge of a supercon-
ductor; this leakage indicates that the superconducting state is becoming
less stable. In fact, the field at which we detect non-baseline splitting we
call Hp, and from this we can calculate the lower critical field Hc1. This
analysis technique is further developed in Chapter 6.
In all, NV centers provide a minimally-invasive way to measure the
magnetic properties of superconductors with diffraction-limited precision.
NV[−] centers can be treated as spin-1 systems and obey the Zeeman
effect. We can exploit the optical fluorescence of NV centers in conjunction
with the Zeeman effect and optically-detected magnetic spin resonance
(ODMR) to extract information about the projection of magnetic fields
along the NV orientation axis. In short: we can use lasers and NV centers
to learn about magnetic fields near superconductors in a noninvasive
way.
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H Y P O T H E S E S
In this chapter, we will discuss two hypotheses relating to measuring the
properties of BaCo122 using NV center magnetometry. These hypotheses
are mainly concerned with the capabilities of NV centers.
4.1 temperature-dependent nv center magnetometry
Before this work, NV center magnetometry had only been employed at
Ames National Laboratory to measure the London penetration depth λ
of superconductors at a base temperature of 4.2 K. Varying or raising this
temperature could have adverse affects on the NV center measurement:
• The microwave antenna could distort, impacting NV center spin
resonance.
• The sample could thermally expand underneath the diamond slab
containing NV centers and distort Zeeman splitting detection.
Thus, using NV center magnetometry to measure the London penetration
depth λ at various temperatures is a nontrivial task. We hypothesize that
NV center magnetometry can be used to measure the London penetration
depth λ at temperatures above the base temperature of 4.2 K (the boiling
point of liquid He). This work marks the first time that NV center mag-
netometry has been used to measure λ as a function of temperature, to
the best of our knowledge.
4.2 nv center magnetometry vs . bulk techniques
Crystals are imperfect, especially near the edges: lattices terminate in-
elegantly, and there can be distortion between crystal layers even if the
sample has been cleaved nicely. One advantage of the NV center technique
is that we can use it to pick and locally probe a “good” portion of a
crystal. We screen several candidate samples using a scanning electron
microscope, paying particular attention to sample edges, and choose one
with reasonably well-defined shape for NV measurements.
The local nature of the NV center technique distinguishes it from others
that measure the entire sample in bulk, such as the tunnel diode resonator
(TDR) technique. To be clear, the TDR technique measures the entire sample,
all at once. In one sense, this gives a better overall picture of the defining
30
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properties of the sample, such as its critical temperature Tc, its London
penetration depth λ, and its lower and upper critical fields Hc1 and Hc2.
However, the defects that plague the whole crystal will plague a bulk
measurement.
We hypothesize that NV center magnetometry will yield results distinct
from bulk measurements due to inherent differences between local and
bulk techniques.
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P R O C E D U R E
We use NV center magnetometry in conjunction with confocal microscopy
to measure the lower critical field Hc1 and absolute value of the penetration
depth λ in the superconductor Ba (Fe1−xCox)2 As2, x = 7.4% (BaCo122).
The current iteration of this technique consists of a few key stages. We
obtain our sample from Dr. Canfield’s crystal synthesis group at Ames
Lab. We then carefully place the sample into an attoAFM/CFM cryogenic
system. Using NV center magnetometry, we measure the superconducting
transition of the sample, and then (indirectly) measure the lower critical
field Hc1 at four different temperatures; this last stage makes up the bulk
of the experiment time.
5.1 sample preparation and equipment alignment
Before we perform any low-temperature measurements, we must take care
to properly prepare the sample. A preliminary step is cleaving the sample
to sizes that fit well in the experiment apparatus (area ∼ 1 mm). We then
use a scanning electron microscope to verify the sharpness of edges, as
can be seen in Figure 5.1. Having sharp edges is important because we
require the sample to have a well-defined geometry (more on this later).
We mount the BaCo122 sample onto a diamond substrate containing
many NV centers, and then onto a piezoelectric sample stage. The stage
can move the sample in all three spatial dimensions and has a resolution
of about 0.1 nm. Figure 3.4 shows a schematic of the sample, diamond
slab, and sample stage. We can vary the precision and speed of the sample
stage positioning by varying the magnitude, duration, and frequency
(pulses/second) of voltage pulses to the piezoelectric component of the
sample stage.
We then carefully transfer this piezoelectric stage apparatus to the bot-
tom of a mounting tube, below the focal volume of the confocal microscope
used to collect red NV center fluorescence. Figure 5.2 shows the mounting
tube, before and after sample placement. After positioning the photoactive
NV region in the focal volume of the confocal microscope at room temper-
ature, the combined tube is placed in an attoAFM/CFM cryogenic system
for measurements.
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Figure 5.1: Sharp sample edges are important because of geometric considerations.
Here, we verify the sharpness of the studied BaCo122 sample.
5.2 critical temperature
As a first measurement, we verify the critical temperature of the BaCo122
sample to make sure our apparatus is configured correctly before moving
on to the lower critical field Hc1 measurements. In the case of this BaCo122
sample, our equipment was in good alignment, and we calculate a critical
temperature of 22.2± 1 K, which is consistent with the literature [10].
To detect the superconducting transition, we first move the sample stage
such that the confocal microscope volume is at the center of the sample.
Once we have positioned the confocal volume at the center of the
superconducting sample, we heat the sample up to a temperature of 30 K
using a thermoelectric heater with no applied magnetic field, and then cool
it to the base temperature of 4.2 K to ensure that all Abrikosov vortices
have dissipated. Heating through and above the transition temperature
destroys superconductivity, allowing supercurrents and trapped vortices
to dissipate. Cooling in zero-field conditions allows the sample to enter a
superconducting state with no vortices present.
After cooling the sample, a constant applied field H = 10ẑ Oersted (Oe)
is applied perpendicular to the sample surface. (Side note: Oe is the cgs
unit of H and Gauss (G) is the cgs unit of B). We then record the Zeeman
splitting at the base temperature. To do this, we shine green laser light
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34 procedure
Figure 5.2: Left: sample mounting tube (right) and vacuum tube (left). Right:
mounting tube inside vacuum tube.
onto the NV centers; this provides us with the red optical fluorescence
that we record as our signal. After recording a signal from the NV centers
at the base temperature, we heat the sample, wait for the temperature
to stabilize, and repeat the process. We continue this procedure until we
observe a dramatic increase in either Zs or Zd, which corresponds to the
superconducting transition. The superconducting transition we measured
can be seen in Figure 5.4.
As a note: in this case, we don’t really care which pair of Zeeman split-
ting we detect; we can observe either Zs or Zd. As shown in Figure 5.3,
the magnetic field around the center of the sample is nearly zero. Thus,
Zs ∝ |Bx + Bz| and Zd ∝ |Bx − Bz| are both nearly zero before the super-
conducting transition (Bx ∼ Bz ∼ 0), and both positive afterwards (the
magnetic field penetrates the sample).
5.3 lower critical field
After we align our equipment and verify the integrity of our sample via
the diagnostic critical temperature measurement, we perform the lower
critical field Hc1 measurements—the bulk of our experimental procedure.
We perform these measurements at 5 K, 10 K, 15 K, and 17 K, and observe
how the lower critical field changes with temperature. The closer we are
to the critical temperature Tc, the less stable the superconducting state is,
so we should expect Hc1 to decrease with temperature.
We set the sample temperature using a thermoelectric heater, and then
orient the confocal volume at the edge of the superconducting sample. As
diagrammed by Figure 3.5, if we collect feedback from the NV centers at
the center of the sample near an edge, we only need worry about the x̂
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B
Figure 5.3: Magnetic fields are expelled by a superconducting sample. Because of
this flux expulsion, the field is nearly zero at the center of the sample.
and ẑ components of the field, which simplifies the interpretation of our
measurements. Further, measuring a few hundred microns from the edge
of the sample allows us to detect with point-like accuracy the applied field
strength at which magnetic fields begin to leak into the sample. If we can
determine this applied field strength at which the magnetic field begins to
leak into the edges of the sample, we can calculate the lower critical field
Hc1 and the penetration depth λ.
Once the sample temperature has stabilized and our equipment has
been oriented at a position like the green spot in Figure 3.5, we begin
our magnetic field measurement. We shine green laser light onto the NV
center/superconductor interface; again, this laser light “pumps” the NV
centers, causing them to fluoresce, and this microwave-dependent fluo-
rescence is the optical feedback we detect. We apply a constant, weak
magnetic field H = Hzẑ, |H| ∼ 5 Oe, perpendicular to the sample surface.
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Figure 5.4: Superconducting transition as detected by NV magnetometry. Below
the critical temperature, the signal we receive looks like the left inset.
Above the critical temperature, our signal looks like the right inset.
As we move through the superconducting transition, more magnetic
field begins to penetrate the sample, so our Zeeman splitting response
widens.
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Then, we radiate microwaves of fixed frequency, measure the response
from the NV centers, and increment this frequency. The range of frequen-
cies we use is approximately 2.8 to 2.95 GHz, and we use a frequency
step size of about 10 MHz. We record the optical feedback from the NV
centers using a photon counter within the confocal microscope enclosure
(pictured at the top of Figure 5.2).
Each measurement (at fixed T and H) averages over about 200 runs, and
we repeat the measurement at four points along the edge, spaced a few
microns apart. We then average the measurements corresponding to these
four physical points to obtain a single data point, which roughly translates
to the superconductor’s ability to shield the applied magnetic field at a
particular temperature, field strength (T, H) pair.
We repeat this process at fixed temperature with varying field strength
until we begin to see a response from the NV centers that indicates an
increased ẑ component of the magnetic field penetrating the sample.
We observe this increase in ẑ component as a widening of fluorescence
reduction peaks Zd ∝ |Bz − Bx|, like those in Figure 3.6. We call the field
strength at which the applied magnetic field begins to penetrate the sample
edges Hp. From this field strength, we can calculate the lower critical field
Hc1, as well as the absolute value of the penetration depth λ.
In sum, the experimental procedure for measuring/calculating the lower
critical field of a given superconducting sample using NV magnetometry
consists of three main steps. First, we obtain a superconducting sample,
mount it onto a piezoelectric sample stage, and position it at room tem-
perature. We then cool the sample to liquid helium temperatures and
measure its critical temperature Tc. We then measure the field strength
at which magnetic fields begin to significantly leak into the edges of the
superconducting sample Hp, from which we calculate the lower critical
field Hc1 and the penetration depth λ of the superconductor at hand, in
our case Ba (Fe1−xCox)2 As2, x = 7.4%.
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We first verify the quality of our BaCo122 sample by measuring its su-
perconducting transition. We find Tc ≈ 22.2± 1 K, in agreement with the
literature [10]. Further, we are able to use NV magnetometry to measure
the field at which Abrikosov vortices begin to leak into the edges of a
superconducting sample, Hp, as a function of temperature. We find Hp de-
creases as T → Tc, in agreement with intuition: a weaker field is required
to make the superconducting state thermodynamically unfavorable the
closer we are to the critical temperature. From these values of Hp, we cal-
culate Hc1 and λ for this sample of BaCo122. Our measured values of the
absolute value of the penetration depth λ are consistent with other local
probe techniques such as magnetic force microscopy (MFM) and muon
spin resonance (µSR), but disagree at high T with bulk measurement
techniques.
6.1 determining the penetrative field
The process of collecting the individual data points of Hp at a given
(T, H) requires multiple steps of post-processing. As a first step, we need
to extract the actual splitting between reductions in fluorescence, as for
example those seen in Figure 3.6 indicated by Zd ∝ |Bz − Bx|. In order to
reproducibly and effectively measure the frequency splitting of a sample,
we fit a double Lorentzian function to the data, and extract a precise
splitting Zd = ∆ f between the peaks, as well as the splitting error.
As a reminder, for each (T, H) pair, we measure four separate physical
points at the edge of the sample and then take an average. Thus, we
perform the double Lorentzian fit on the splitting data of each of these
points, and average the resulting errors and splittings (which in turn have
been averaged over about 200 measurements).
We recorded the splitting response at T = 5 K, 10 K, 15 K, and 17
K. The averaged data corresponding to these temperatures can be seen
in Figure 6.1, Figure 6.2, Figure 6.3, and Figure 6.4. From these plots,
we gauge the penetrating field Hp by eye: Hp corresponds to where the
frequency splitting begins to differ from the baseline zero-field splitting
level. There is some splitting with zero magnetic field applied due to
crystalline strain (hence the nonzero average zero-field splitting).
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Figure 6.1: Determining Hp for T = 5 K. Black dashed lines indicate zero-field
splitting (average). Gray areas roughly show the data spread.
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Figure 6.2: Determining Hp for T = 10 K. Black dashed lines indicate zero-field
splitting (average). Gray areas roughly show the data spread.
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Figure 6.3: Determining Hp for T = 15 K. Black dashed lines indicate zero-field
splitting (average). Gray areas roughly show the data spread.
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Figure 6.4: Determining Hp for T = 17 K. Black dashed lines indicate zero-field
splitting (average). Gray areas roughly show the data spread.
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6.2 lower critical field and london penetration depth from the penetrative field 41
T (K) 5 10 15 17
Hp (Oe) 12± 1 10± 1 7± 1 6± 1
Table 6.1: Measured Hp for each temperature of our BaCo122 sample.
6.2 lower critical field and london penetration depth
from the penetrative field
The penetrative field Hp directly yields the lower critical field as well as
the absolute value of the London penetration depth. We calculate these
values using Equation 6.2 and Equation 6.3, given by Prozorov and Kogan,
and Hu, respectively [8, 17]. Here, a, b, and c correspond to the sample
dimensions like shown in Figure 3.5, and N is a geometric demagnetization
factor. Φ0 is the magnetic flux quantum, and ξ is the superconducting
coherence length. These equations are solved numerically for the lower
critical field Hc1 and the London penetration depth λ. Values for ξ were
calculated using Equation 6.1 with data from Gordon et al. and Ni et al.
[5, 14].
Hc2 =
Φ0/2
πξ2
(6.1)
N =
[
1 +
3c
4a
(
1 +
a
b
)]−1
(6.2)
Hc1 =
Hp
1− N =
Φ0
4πλ2
[
ln
(
λ
ξ
)
+ 0.497
]
(6.3)
From an optical microscope image, we find the horizontal sample dimen-
sions are as follows: a = 720± 5 nm; b = 810± 5 nm. Using an electron
microscope image and a plane fit in Mathematica, we find c = 36± 5 nm.
We calculate the temperature-dependent lower critical fields and abso-
lute values of the London penetration depth for this BaCo122, xCo = 7.4%
as given in Table 6.2. As can be seen in Figure 6.5, the penetration depths
are in good agreement with other probe-based techniques, but diverge
somewhat from the bulk measurement TDR technique at T >∼ 10 K.
For these comparisons, we only need to worry about the value of the
penetration depth λ, as it encodes information equivalent to Hc1: ξ only
depends on Hc2, by Equation 6.1.
Details of the error analysis for these plots can be found in Appendix A.
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Figure 6.5: Top: λ (T) as measured by NV magnetometry in this BaCo122 sample.
Bottom: λ (T) per NV as compared with other techniques.
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T (K) 5 10 15 17
Hc1 (Oe) 181 ±15 151 ±15 105 ±15 90 ±15
λ (nm) 209 ±9.8 228 ±12.8 270 ±21.9 288 ±27.5
Table 6.2: Values of lower critical field Hc1 and London penetration depth λ for
the BaCo122 sample as measured at four different temperatures below
Tc by the NV magnetometry technique.
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P E N E T R AT I O N D E P T H
7.1 fitting the critical temperature and zeeman splittings
In order to estimate the critical temperature of the superconductor, we
perform a sigmoid fit on our data. This fit takes the form given in Equa-
tion 7.1, where C0, C1, Tc, and δTc are fitting parameters. We didn’t take
many data points for the critical temperature stage of this experiment:
this stage was diagnostic. Because there are so few data points, we set
δTc = 0.1 so our fit doesn’t yield erroneous results. In any event, we use
Mathematica to fit our NV data to get an estimate of Tc, which we find to
be Tc ≈ 22.2± 1 K. The uncertainty on this measurement is taken to be the
standard error given by the Mathematica fit. If we had been more careful
and taken many more data points, we could have reduced the error on Tc.
In effect: the error on Tc is likely lower than 1 K, even though Mathematica
reports this error to be so high. However, our primary science goal was to
measure the lower critical field Hc1, not the critical temperature Tc, so this
is ok.
S(t) = C0 +
C1
1 + exp (−(T − Tc)/δTc)
(7.1)
The Zeeman splittings plotted in Figure 6.1, Figure 6.2, Figure 6.3, and
Figure 6.4 were calculated from a double Lorentzian function fit. This
function essentially has two upside down peaks of variable width and
center. A schematic of a possible fit can be seen in Figure 3.1. We then
take the splittings to be the difference in the minima of the two peaks,
taking care to fit the Zd splitting—this splitting gives us information on
the magnetic induction’s penetration into the sample. We gauge Hp and
its error by eye, and propagate error as discussed in Appendix A.
7.2 differences between local and bulk techniques
We find that the critical temperature measurements of our BaCo122 sample
are in agreement with those found in the literature, namely Tc ≈ 22.2 K
[10]. We also find that the penetration depths as determined by NV center
magnetometry are in good agreement with other local probe techniques
such as muon spin relaxation and magnetic force microscopy, as can be
45
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seen in Figure 6.5. We see discrepancies between the local measurement
techniques and bulk TDR technique at T >∼ 10 K.
The interpretation of these discrepancies is qualitatively straightfor-
ward, but difficult to quantify exactly. NV center magnetometry offers a
minimally-invasive technique for measuring the absolute (actual) vale of
the London penetration depth of a given superconductor. MFM is like
a magnetically-active AFM, and µSR involves firing muons at a target
and recording how their spins evolve through the crystalline lattice. So,
one would expect NV magnetometry to yield slightly different results
from MFM and µSR measurements, which inherently perturb the system
more strongly due to their magnetic interactions. At temperatures lower
than T ∼ 15 K, the techniques differ by tens of nanometers. At temper-
atures higher than about 15 K, the techniques agree within the margin
of error. Overall, these local probe techniques—techniques that look at
isolated parts of the sample, rather than the whole thing all at once—are
in qualitative agreement at all temperatures measured.
At low T, we can see in Figure 6.5 that the NV result and the tunnel
diode resonance (TDR) result align perfectly. This is an artefact of compar-
ing these techniques: TDR only measures the change in London penetration
depth relative to its value at absolute zero, unlike NV center magnetom-
etry which yields the absolute value of λ. Aligning these measurement
techniques should thus be valid: TDR in theory yields ∆λ = λNV − λ(0),
i.e. the TDR measurement should be offset from the NV measurement by a
constant, λ(0). This being said, the two techniques narrowly agree within
the margin of error at T = 10 K, and diverge for T >∼ 10 K.
One explanation of this divergence is that TDR is inherently a bulk
technique. The TDR technique yields extremely precise values for the
change in penetration depth relative to its value at absolute zero ∆λ(T),
but (importantly) it measures the properties of the entire sample all at
once. Figure 5.1 shows the very clean, sharp edge of a superconductor that
we used to measure Hp and thus calculate Hc1 and λ. Thus, the “version”
of the superconductor that we look at with the NV technique is more ideal
than the one seen by the TDR technique.
7.3 nv center magnetometry vs . tdr and squid (bulk) tech-
niques
NV centers can measure near-ideal portions of superconductors, but cannot
factor in the effects of bulk disorder. In fact, much of the work of Ruslan
Prozorov’s group at Ames Laboratory has been focused on the effect of
disorder introduced via electron irradiation in superconducting samples
using the TDR technique. However, the disorder introduced by electron
irradiation almost certainly affects the results of the TDR measurement
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differently than other forms of bulk crystalline defects, such as lattice
distortion at the edges—this kind of distortion allows for easier magnetic
field penetration. In any event, there are fundamental differences between
the sample that the NV centers “see” and the sample the TDR “sees”: the
version that the NV centers investigate contains fewer defects. The effects
of crystalline lattice disorder on TDR measurements is a area of research
at Ames Laboratory.
As another test of the idea of local vs. bulk technique, we measured
the superconducting transition of our BaCo122 sample with a different
bulk technique. We measured the transition using a device known as a
Superconducting Quantum Interference Device (SQUID). We did not use
this technique to measure the lower critical field of the sample, but we
can still use this transition data to roughly compare the overall properties
of the local probe and bulk measurement techniques. As can be seen in
Figure 7.1, the NV center superconducting transition occurs at slightly
higher Tc, where TNVc − TTDRc ≈ 1.1 K and TNVc − TSQUIDc ≈ 0.8 K. The
superconducting transition is measured to occur, in bulk, at around Tc ≈
21.5 K, but we calculate a critical temperature of around Tc ≈ 22.2 K using
NV center magnetometry. A one-Kelvin difference is outside the margin
of error of the TDR and SQUID measurement techniques. This is further
evidence of some kind of intrinsic difference between bulk measurement
techniques and local probe techniques.
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Figure 7.1: Comparing the superconducting transitions of TDR, SQUID, and NV
techniques. Notably, the NV transition occurs at a slightly higher
critical temperature than that of SQUID or TDR.
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In this work, we have shown how NV center magnetometry can be used
as an effective tool to investigate the properties of superconductors, and
compared this technique with others. In all, our values of λ and Hc1 are
consistent with other probe-based techniques, like muon spin relaxation
and magnetic force microscopy. There exists a discrepancy between the NV
and TDR techniques at relatively high T, which may be due to crystalline
defects. More work is required to concretely understand the discrepancy
between the NV and bulk techniques.
We have shown that NV centers in diamond can be an effective tool for
measuring the intrinsic properties of superconductors, such as the London
penetration depth λ and the lower critical field Hc1. NV center magnetom-
etry shows promise moving forward as another robust technique available
to probe superconductors.
As evidenced in Figure 6.5, there is a discrepancy between the NV center
magnetometry and TDR techniques which becomes especially apparent
at high T. Further, in Figure 7.1, we see mutual agreement between the
two bulk techniques (SQUID and TDR) relative to the NV technique. In
short: there is a difference between probe-based and bulk techniques. An
overarching reason for this difference can be summarized in one term:
crystalline imperfections. Quantitative analysis of this problem is one of the
ongoing research programs at the Ames Laboratory.
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F U T U R E W O R K
NV center magnetometry has proven itself as an effective method for
probing superconductor parameters. This being said, it has room for
improvement. Additionally, more work must be done to determine the un-
derlying physics of Fe-based pnictide superconductors, 112 iron arsenides
in particular.
One avenue of development for NV centers would be to incorporate
so-called pulsed wave NV magnetometry, in contrast to the continuous-wave
technique employed in this work. This technique is more physically and
mathematically complex, and involves encoding information into the phase
of the NV center spin. This technique allows for greater signal-to-noise
than the continuous wave technique [2].
Another idea for development would be to develop a single-NV center
probe. This would allow for incredibly high spatial resolution, permitting
direct imaging of Abrikosov vortices, which would yield direct information
on the coherence length, for example. This can be achieved by essentially
attaching a single NV center to an AFM tip and scanning the probe across
a surface.
The scanning NV probe may also be able to reveal some information
about the BaCo122 wavefunction symmetry. As mentioned in the intro-
duction, the wave function of BaCo122 is widely believed to possess s±
symmetry. This means that the angular part of the superconducting wave-
function changes sign for electron-like and hole-like superconducting
charge carriers. There may be more structure encoded in the angular part,
too; the argument of the angular part of the superconducting wavefunction
(called the phase) may vary in a coherent way that is currently undetectable
with common techniques. A scanning NV probe may be able to detect
these phase fluctuations, which would be a very exciting discovery. The
scanning NV technique is currently under investigation at Ames Lab.
Finally, more experiments are required to fully understand the complex
physics underlying the superconductivity in 122 iron arsenides. These su-
perconductors are complex: they undergo structural transitions under cer-
tain temperatures and pressures, and can transition from superconducting
to antiferromagnetic ordering. The complexity of these superconductors is
what makes them so interesting and novel. They are an embodiment of
what 21st century physics will likely tackle: very hard, very complicated
problems that can only be solved through the application of state-of-the-art
knowledge and the innovative development of new physics.
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Errors for Hc1 were calculated in the standard way. For errors in λ, upper
and lower bounds on Hp were used to solve Equation 6.3 and errors were
estimated from the difference in the bounded and reported value.
Errors on Hp are estimated by eye to be ±1 Oe in each case. Errors
on the sample dimensions, labeled in Figure 3.5, are estimated from the
camera resolution. The expression for N is given by Equation 6.2. We
use the standard error propagation estimate given by Equation A.1 to
propagate the errors.
σ2x ≈
(
σu
∂ f
∂u
)2
+
(
σv
∂ f
∂v
)2
+ · · · (A.1)
Using this relation, we estimate the error in 1/N = 1.071 to be σ1/N ≈
0.00698, which translates to an error in N of σN ≈ 0.00609. Using the
relationship given by Equation 6.3, we can estimate the error of Hc1 from
the error in Hp and N. Table A.1 tabulates these errors. We can see that
N contributes a fractional uncertainty of less than one percent, while
Hp contributes a fractional uncertainty of about 10%. Thus, the error in
Hc1 and subsequently λ is dominated by the error in Hp—this will be
important later.
The expression used to solve numerically for λ, given in Equation 6.3, is
transcendental. Thus, standard error analysis techniques are not valid. Ad-
ditionally, the expression given in Equation 6.3 relating Hc1 to λ sensitively
depends on the value of Hc1. Modifying Hc1 by 15 Oe (which corresponds
to the error in Hc1) causes Equation 6.3 to produce erroneous results for
λ, giving λ ∼ 10−2 nm at Hc1 ± σHc1—this is unphysical. So, we take a
different approach to estimate the error in λ.
T (K) Hp (Oe) σHp (Oe) Hc1 (Oe) σHc1 (Oe) σN/N σHp/Hp
5 12 1 181.41 15.16 0.65% 8.33%
10 10 1 151.18 15.15 0.65% 10.00%
15 7 1 105.82 15.13 0.65% 14.29%
17 6 1 90.71 15.13 0.65% 16.67%
Table A.1: Errors and fractional uncertainties relevant to the error in Hc1.
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T (K) Hp (Oe) σHp (Oe) λ (nm) λ− (nm) λ+ (nm) σλ (nm)
5 12 1 209.28 219.68 200.14 9.8
10 10 1 227.91 241.71 216.088 12.8
15 7 1 269.66 293.94 250.22 21.8
17 6 1 289.08 320.16 265.11 27.5
Table A.2: Errors and recalculated values relevant to the error in λ.
As can be seen in Table A.1, the majority of the uncertainty in Hc1 comes
from the uncertainty in Hp. Because Hc1 encodes the same information as
λ, and because most of our uncertainty comes from Hp, it is reasonable
to estimate the error in λ using the uncertainty in Hp, rather than in Hc1.
This approach produces reasonable results for λ, and a usable estimate of
the uncertainty. In short: we calculate λ(Hp), λ(Hp + σHp), λ(Hp − σHp).
Then, we estimate σλ as follows:
σλ ≈
∣∣λ(Hp)− λ(Hp + σHp)∣∣+ ∣∣λ(Hp)− λ(Hp − σHp)∣∣
2
.
The errors are tabulated in Table A.2. The spreadsheet used to propagate
these errors can be found here (hyperlink).
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