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Abstract
In this paper, we study the existence of countable many positive solutions for a class of nonlinear singular
boundary value systems with p-Laplacian operator:{
(φp1 (u
′))′ + a1(t)f (u, v) = 0, 0 < t < 1,
(φp2 (v
′))′ + a2(t)g(u, v) = 0, 0 < t < 1,{
α1φp1 (u(0))− β1φp1 (u′(0)) = 0, γ1φp1 (u(1))+ δ1φp1(u′(1)) = 0,
α2φp2 (v(0))− β2φp2 (v′(0)) = 0, γ2φp2 (v(1))+ δ2φp2 (v′(1)) = 0,
where φpi (s) = |s|pi−2s, pi > 1, f , g are lower semi-continuous functions, ai(t) has countable many
singularities on (0,1/2), i = 1,2. By using the fixed-point theorem of cone expansion and compression of
norm type, the existence of countable many positive solutions for nonlinear singular boundary value system
with p-Laplacian operator are obtained.
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In this paper, we study the existence of countable many positive solutions for a class of non-
linear singular boundary value systems with p-Laplacian operator:{
(φp1(u
′))′ + a1(t)f (u, v) = 0, 0 < t < 1,
(φp2(v
′))′ + a2(t)g(u, v) = 0, 0 < t < 1,
(1.1)
{
α1φp1(u(0))− β1φp1(u′(0)) = 0, γ1φp1(u(1))+ δ1φp1(u′(1)) = 0,
α2φp2(v(0))− β2φp2(v′(0)) = 0, γ2φp2(v(1))+ δ2φp2(v′(1)) = 0,
(1.2)
where φpi (s) is p-Laplacian operator, i.e., φpi (s) = |s|pi−2s, pi > 1, φqi = (φpi )−1, 1pi + 1qi = 1,
αi > 0, βi  0, γi > 0, δi  0, ai : [0,1] → [0,∞), and have countable many singularities on
(0, 12 ), i = 1,2.
In recent years, because of the wide mathematical and physical background [1,2,10], the ex-
istence of positive solutions for nonlinear boundary value problems with p-Laplacian operator
have received wide attention. Especially, when p = 2 or φp(u) = u is linear, the existence of pos-
itive solutions for nonlinear singular boundary value problems has been obtained (see [5,11,12]);
when p = 2 or φp(u) = u is nonlinear, papers [6–9,13] have got many results by using compar-
ison results, topological degree theorem respectively and the nonlinearities of these papers are
continuous. Recently, in paper [8] interest has been paid in the existence of positive solutions
of the following singular three-points boundary value problems for one-dimensional under the
condition that f ∈ C([0,∞), [0,∞)), a : [0,1] → [0,∞), and have countable many singularities
on (0, 12 ) p-Laplacian operator:{
(φp(u
′))′ + a(t)f (u(t)) = 0, 0 < t < 1,
u′(0) = 0, u(1) = βu(η).
But as for equation group, there are few papers dealing with the existence of positive solutions,
especially the existence of infinitely many positive solutions. Therefore this paper mainly studies
the existence of infinitely many positive solutions for nonlinear singular boundary value system
(1.1), (1.2).
In this paper, by constructing an integral equation which is equivalent to the prob-
lem (1.1), (1.2), we research the existence of infinitely many positive solutions for non-
linear singular boundary value system (1.1), (1.2) where f,g are lower semi-continuous,
i.e., ∃D ⊂ R, ∀(xn, yn) ∈ D, (xn, yn) → (x0, y0) such that f (x0, y0)  limn→∞f (xn, yn),
g(x0, y0) limn→∞g(xn, yn) and ai(t) has countable many singular points on (0, 12 ), i = 1,2.
The results obtained in this paper essentially improve and generalize many well-known results
(see [5–9,11–13]).
In the rest of the paper, we make the following assumptions:
(H1) f,g are nonnegative, lower semi-continuous functions defined on [0,∞)× [0,∞). More-
over, they have only a finite number of discontinuity points of the kind in each compact
subinterval of [0,∞)× [0,∞);
(H2) There exists a sequence {ti}∞i=1 such that ti+1 < ti , t1 < 12 , limi→∞ ti = t0  0,
limt→ti aj (t) = ∞, i = 1,2, . . . , j = 1,2, and
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1∫
0
aj (t) dt < ∞, j = 1,2.
Moreover, aj (t) does not vanish identically on any subinterval of [0,1].
Denote
f0 = lim
(u,v)→0
f (u, v)
(u+ v)p1−1 , g0 = lim(u,v)→0
g(u, v)
(u+ v)p2−1 ,
f∞ = lim
(u,v)→∞
f (u, v)
(u+ v)p1−1 , g∞ = lim(u,v)→∞
g(u, v)
(u+ v)p2−1 ,
where (u, v) → 0 ⇔ |u| + |v| → 0, (u, v) → ∞ ⇔ |u| + |v| → ∞.
2. Preliminaries and lemmas
Let E = C[0,1] × C[0,1], then E is a Banach space with the norm ‖(u, v)‖ = ‖u‖ + ‖v‖,
where ‖u‖ = supt∈[0,1] |u(t)|, ‖v‖ = supt∈[0,1] |v(t)|. For (x, y), (u, v) ∈ E, we note that
(x, y) (u, v) ⇔ x  u, y  v. Let
K =
⎧⎪⎨
⎪⎩(u, v) ∈ E:
u(t) 0, v(t) 0, for s, t, t1 ∈ [0,1],
u
(
st + (1 − s)t1
)
 su(t)+ (1 − s)u(t1),
v
(
st + (1 − s)t1
)
 sv(t)+ (1 − s)v(t1)
⎫⎪⎬
⎪⎭ .
Then K is a Banach space of E. Our main tool of this paper is the following fixed point theorem
of cone expansion and compression of norm type.
Theorem 2.1. (See [3,4].) Suppose that E is a Banach space, K ⊂ E is a cone. Let Ω1,Ω2 be
two bounded open sets of E such that θ ∈ Ω1, Ω1 ⊂ Ω2. Let operator T :K ∩ (Ω2 \ Ω1) → K
be completely continuous. Suppose that one of the following two conditions holds:
(i) ‖T x‖ ‖x‖, ∀x ∈ K ∩ ∂Ω1, ‖T x‖ ‖x‖, ∀x ∈ K ∩ ∂Ω2;
(ii) ‖T x‖ ‖x‖, ∀x ∈ K ∩ ∂Ω1, ‖T x‖ ‖x‖, ∀x ∈ K ∩ ∂Ω2.
Then T has at least one fixed point in K ∩ (Ω2 \Ω1).
We can easily get the following lemmas.
Lemma 2.1. Suppose that condition (H2) holds, then there exists a constant θ ∈ (0, 12 ) which
satisfies
0 <
1−θ∫
θ
ai(t) dt < ∞, i = 1,2.
Furthermore, the functions
Ai(t) =
t∫
φqi
( t∫
ai(t) dt
)
ds +
1−t1∫
φqi
( s∫
ai(t) dt
)
ds, t ∈ [t1,1 − t1], i = 1,2,t1 s t t
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imum on [t1,1 − t1]. Hence we suppose that there exists L> 0 such that Ai(t) L, i = 1,2.
Lemma 2.2. (See [8].) Let (u, v) ∈ K and θ of Lemma 2.1, then
u(t)+ v(t) θ∥∥(u, v)∥∥, t ∈ [θ,1 − θ ].
Lemma 2.3. Suppose that conditions (H1), (H2) hold, (u, v)(t) ∈ E is a solution of boundary
value problem (1.1), (1.2). Then
u(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)f ((u, v)(r)) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)f ((u, v)(r)) dr)ds, 0 t  σ1(u,v),
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)f ((u, v)(r)) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)f ((u, v)(r)) dr
)
ds, σ1(u,v)  t  1;
(2.1)
v(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φq2
(β2
α2
∫ σ2(u,v)
0 a2(r)g((u, v)(r)) dr
)
+ ∫ t0 φq2(∫ σ2(u,v)s a2(r)g((u, v)(r)) dr)ds, 0 t  σ2(u,v),
φq2
(
δ2
γ2
∫ 1
σ2(u,v)
a2(r)g((u, v)(r)) dr
)
+ ∫ 1
t
φq2
(∫ s
σ2(u,v)
a2(r)g((u, v)(r)) dr
)
ds, σ2(u,v)  t  1.
(2.2)
Proof. With respect to the above first equation, by the first equation of the boundary condition
(1.2) we have u′(0) 0, u′(1) 0, then we shall discuss it from three perspectives.
(i) If u′(0) > 0, u′(1) < 0, then there exists a constant σ1(u,v) ∈ (0,1) such that u′(σ1(u,v)) = 0.
Firstly, by integrating the first equation of the problem (1.1) on (σ1(u,v),1), we have
φp1
(
u′(t)
)= φp1(u′(σ1(u,v)))−
t∫
σ1(u,v)
a1(s)f (u, v)(s) ds. (2.3)
Then
u′(t) = u′(σ1(u,v))− φq1
( t∫
σ1(u,v)
a1(s)f (u, v)(s) ds
)
,
thus
u(t) = u(σ1(u,v))+ u′(σ1(u,v))t −
t∫
σ1(u,v)
φq1
( s∫
σ1(u,v)
a1(r)f (u, v)(r) dr
)
ds. (2.4)
By u′(σ1(u,v)) = 0, let t = 1 in (2.3),
φp1
(
u′(1)
)= −
1∫
σ
a1(s)f (u, v)(s) ds.1(u,v)
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φp1
(
u(1)
)= − δ1
γ1
φp1
(
u′(1)
)
,
then
u(1) = φq1
(
δ1
γ1
1∫
σ1(u,v)
a1(s)f (u, v)(s) ds
)
. (2.5)
By (2.4), (2.5) and taking t = 1 in (2.4), we have
u(σ1(u,v)) = φq1
(
δ1
γ1
1∫
σ1(u,v)
a1(s)f (u, v)(s) ds
)
+
1∫
σ1(u,v)
φq1
( s∫
σ1(u,v)
a1(r)f (u, v)(r) dr
)
ds. (2.6)
By (2.6) and (2.4), for t ∈ (σ1(u,v),1), we know
u(t) = φq1
(
δ1
γ1
1∫
σ1(u,v)
a1(s)f (u, v)(s) ds
)
+
1∫
t
φq1
( s∫
σ1(u,v)
a1(r)f (u, v)(r) dr
)
ds.
Similarly, for t ∈ (0, σ1(u,v)), by integrating the first equation of problem (1.1) on (0, σ1(u,v)),
we have
u(t) = φq1
(
β1
α1
σ1(u,v)∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
+
t∫
0
φq1
( σ1(u,v)∫
s
a1(r)f
(
(u, v)(r)
)
dr
)
ds.
(ii) If u′(0) = 0, we choose σ1(u,v) = 0 in (2.1), i.e., for t ∈ [0,1],
u(t) = φq1
(
δ1
γ1
1∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
+
1∫
t
φq1
( s∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
ds.
(iii) If u′(1) = 0, we choose σ1(u,v) = 1 in (2.1), i.e., t ∈ [0,1],
u(t) = φq1
(
β1
α1
1∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
+
t∫
0
φq1
( 1∫
s
a1(r)f
(
(u, v)(r)
)
dr
)
ds.
Therefore, for any t ∈ [0,1], u(t) can be expressed as Eq. (2.1). Then the first equation of
Lemma 2.3 holds. Similarly, the second equation of Lemma 2.3 also holds. The proof is com-
plete. 
Next, we define a mapping T :K → E:(
T (u, v)
)
(t) = (T1(u, v), T2(u, v))(t),
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(
T1(u, v)
)
(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)f ((u, v)(r)) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)f ((u, v)(r)) dr)ds, 0 t  σ1(u,v),
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)f ((u, v)(r)) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)f ((u, v)(r)) dr
)
ds, σ1(u,v)  t  1;
(
T2(u, v)
)
(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φq2
(β2
α2
∫ σ2(u,v)
0 a2(r)g((u, v)(r)) dr
)
+ ∫ t0 φq2(∫ σ2(u,v)s a2(r)g((u, v)(r)) dr)ds, 0 t  σ2(u,v),
φq2
(
δ2
γ2
∫ 1
σ2(u,v)
a2(r)g((u, v)(r)) dr
)
+ ∫ 1
t
φq2
(∫ s
σ2(u,v)
a2(r)g((u, v)(r)) dr
)
ds, σ2(u,v)  t  1.
With respect to operator T1(u, v), because of
(
T1(u, v)
)′
(t) =
⎧⎨
⎩
φq1
(∫ σ1(u,v)
t
a1(r)f ((u, v)(r)) dr
)
 0, 0 t  σ1(u,v),
−φq1
(∫ t
σ1(u,v)
a1(r)f ((u, v)(r)) dr
)
 0, σ1(u,v)  t  1,
so the operator T1 is monotone decreasing continuous and (T1(u, v)′)(σ1(u,v)) = 0, and for any
(u, v) ∈ K , we have(
φq1
(
T1(u, v)
)′
(t)
)′ = −a1(t)f ((u, v)(t)), a.e. t ∈ (0,1),
and (T1(u, v))(σ1(u,v)) = ‖T1(u, v)‖. Therefore we have T1(u, v)(t) is a concave function. Sim-
ilarly, we have T2(u, v)(t) is also a concave function. Thus T (K) ⊂ K .
Lemma 2.4. T :K → K is completely continuous.
Proof. Because the proof of this lemma is conventional, we omit it. 
3. The main result
For convenience, we set
θ∗ = 2
L
, θ∗ = min
{
1
2(1 + φqi ( βiαi ))φqi (
∫ 1
0 ai(r) dr)
: i = 1,2
}
.
The main results of this paper are the following three theorems.
Theorem 3.1. Suppose that conditions (H1), (H2) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk)
(k = 1,2, . . .). Let {rk}∞k=1 and {Rk}∞k=1 be such that
Rk+1 < θkrk < rk < mrk < Rk, k = 1,2, . . . .
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(A1) (i) f (u, v) (mrk)p1−1, or
(ii) g(u, v) (mrk)p2−1, θkrk  u+ v  rk ;
(A2) f (u, v) (MRk)p1−1, g(u, v) (MRk)p2−1, 0 u, v Rk ,
where m ∈ (θ∗,∞), M ∈ (0, θ∗). Then, the boundary value problem (1.1), (1.2) has infinitely
many solutions {(uk, vk)}∞k=1 such that
rk 
∥∥(uk, vk)∥∥Rk, k = 1,2, . . . .
Theorem 3.2. Suppose that conditions (H1), (H2) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk)
(k = 1,2, . . .). Let {rk}∞k=1 and {Rk}∞k=1 be such that
Rk+1 < θkrk < rk < mrk < Rk, k = 1,2, . . . .
For each natural number k we assume that f,g satisfy:
(A3) (i) f∞ = λ1 ∈ (( 2θ∗θk )p1−1,∞), or
(ii) g∞ = λ2 ∈ (( 2θ∗θk )p2−1,∞);
(A4) f0 = ϕ1 ∈ [0, ( θ∗4 )p1−1), g0 = ϕ2 ∈ [0, ( θ∗4 )p2−1).
Then, the boundary value problem (1.1), (1.2) has infinitely many solutions {(uk, vk)}∞k=1 such
that
rk 
∥∥(uk, vk)∥∥Rk, k = 1,2, . . . .
Theorem 3.3. Suppose that conditions (H1), (H2) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk)
(k = 1,2, . . .). Let {rk}∞k=1 and {Rk}∞k=1 be such that
Rk+1 < θkrk < rk < mrk < Rk, k = 1,2, . . . .
For each natural number k we assume that f,g satisfy:
(A5) (i) f0 = ϕ3 ∈ (( 2θ∗θk )p1−1,∞), or
(ii) g0 = ϕ2 ∈ (( 2θ∗θk )p2−1,∞);
(A6) f∞ = λ3 ∈ [0, ( θ∗4 )p1−1), g∞ = λ4 ∈ [0, ( θ∗4 )p2−1).
Then, the boundary value problem (1.1), (1.2) has infinitely many solutions {(uk, vk)}∞k=1 such
that
rk 
∥∥(uk, vk)∥∥Rk, k = 1,2, . . . .
Proof of Theorem 3.1.
Situation 1. Firstly, we shall prove the results when f,g are continuous functions on [0,∞).
Because of t0 < tk+1 < θk < tk < 12 , k = 1,2, . . . , then, for any k ∈ N, (u, v) ∈ K , by
Lemma 2.2, we have
u(t)+ v(t) θk
(‖u‖ + ‖v‖), t ∈ [θk, 1 − θk]. (3.1)
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Ω1,k =
{
(u, v) ∈ K: ∥∥(u, v)∥∥< rk}, k = 1,2, . . . ,
Ω2,k =
{
(u, v) ∈ K: ∥∥(u, v)∥∥<Rk}, k = 1,2, . . . .
For a fixed k and (u, v) ∈ ∂Ω1,k , by (3.1), we have
u(t)+ v(t) θk
(‖u‖ + ‖v‖)= θkrk, t ∈ [θk,1 − θk].
For [t1,1 − t1] ⊆ [θk,1 − θk], if (A1)(i) holds, we shall discuss it from three perspectives:
(i) If σ1(u,v) ∈ [t1,1 − t1], thus for (u, v) ∈ ∂Ω1,k , by (A1)(i) and Lemma 2.1, we have
2
∥∥T1(u, v)∥∥= 2(T1(u, v))(σ1(u,v))

σ1(u,v)∫
0
φq1
( σ1(u,v)∫
s
a1(r)f
(
(u, v)(r)
)
dr
)
ds
+
1∫
σ1(u,v)
φq1
( s∫
σ1(u,v)
a1(r)f
(
(u, v)(r)
)
dr
)
ds
 (mrk)
( σ1(u,v)∫
t1
φq1
( σ1(u,v)∫
s
a1(r) dr
)
ds
)
+ (mrk)
( 1−t1∫
σ1(u,v)
φq1
( s∫
σ1(u,v)
a1(r) dr
)
ds
)
mrkA1(σ1(u,v))mrkL > 2rk = 2
∥∥(u, v)∥∥.
(ii) If σ1(u,v) ∈ (1 − t1,1], thus for (u, v) ∈ ∂Ω1,k , by (A1)(i) and Lemma 2.1, we have
∥∥T1(u, v)∥∥= (T1(u, v))(σ1(u,v))

σ1(u,v)∫
0
φq1
( σ1(u,v)∫
s
a1(r)f
(
(u, v)(r)
)
dr
)
ds

1−t1∫
t1
φq1
( 1−t1∫
s
a1(r)f
(
(u, v)(r)
)
dr
)
ds
mrk
1−t1∫
t1
φq1
( 1−t1∫
s
a1(r) dr
)
ds
= mrkA(1 − t1)mrkL > 2rk > rk =
∥∥(u, v)∥∥.
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
1∫
σ1(u,v)
φq1
( s∫
σ1(u,v)
a1(r)f
(
(u, v)(r)
)
dr
)
ds

1−t1∫
t1
φq1
( s∫
t1
a1(r)f
(
(u, v)(r)
)
dr
)
ds
mrk
1−t1∫
t1
φq1
( s∫
t1
a1(r) dr
)
ds
= mrkA(t1)mrkL > 2rk > rk =
∥∥(u, v)∥∥.
Therefore, for any (u, v) ∈ ∂Ω1,k , we all have ‖T1(u, v)‖  ‖(u, v)‖. Similarly, if (A1)(ii)
holds, for any (u, v) ∈ ∂Ω1,k , by (A1)(ii) and Lemma 2.1, we have ‖T2(u, v)‖ ‖(u, v)‖. Thus,
no matter under which condition, we all have∥∥T (u, v)∥∥= ∥∥T1(u, v)∥∥+ ∥∥T2(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ ∂Ω1,k. (3.2)
On the other hand, when (u, v) ∈ ∂Ω2,k , we have (u, v)(t)  ‖(u, v)‖ = Rk , by (A2), we
know ∥∥T1(u, v)∥∥= (T1(u, v))(σ1(u,v))
 φq1
(
β1
α1
1∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
+ φq1
( 1∫
0
a1(r)f
(
(u, v)(r)
)
dr
)
ds
=
[
1 + φq1
(
β1
α1
)]
φq1
( 1∫
0
a1(r)f
(
(u, v)(r)
)
dr
)

[
1 + φq1
(
β1
α1
)]
MRkφq1
( 1∫
0
a1(r) dr
)
=
[
1 + φq1
(
β1
α1
)]
MRkφq1
( 1∫
0
a1(r) dr
)
 1
2
Rk = 12
∥∥(u, v)∥∥.
Similarly, we have∥∥T2(u, v)∥∥ 12
∥∥(u, v)∥∥, ∀(u, v) ∈ ∂Ω2,k.
Thus ∥∥T (u, v)∥∥= ∥∥T1(u, v)∥∥+ ∥∥T2(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ ∂Ω2,k. (3.3)
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point (uk, vk) ∈ (Ω2,k \Ω1,k), and rk  ‖(uk, vk)‖Rk . By the randomness of k, we know that
Theorem 3.1 holds.
Situation 2. When f,g are lower semi-continuous functions on [0,∞), by applying the linear
approaching method on the domain of discontinuous points of f, g and condition (H1), we can
establish sequences {fj }∞j=1, {gj }∞j=1 satisfying the following conditions:
(i) fj , gj ∈ C[0,∞), and on [0,∞), we have 0 fj  fj+1, 0 gj  gj+1;
(ii) limj→∞ fj = f , limj→∞ gj = g, j = 1,2, . . . , are pointwise convergence on [0,∞).
By virtue of the proof of Situation 1, we know that when f = fj , g = gj , the boundary value
problem (1.1), (1.2) has a positive solution (ukj , vkj )(t), where
ukj (t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)fj (ukj , vkj )(r) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)fj (ukj , vkj )(r) dr)ds, 0 t  σ1j ,
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)fj (ukj , vkj )(r) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)fj (ukj , vkj )(r) dr
)
ds, σ1j  t  1;
vkj (t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq2
(β2
α2
∫ σ2(u,v)
0 a2(r)gj (ukj , vkj )(r) dr
)
+ ∫ t0 φq2(∫ σ2(u,v)s a2(r)gj (ukj , vkj )(r) dr)ds, 0 t  σ2j ,
φq2
(
δ2
γ2
∫ 1
σ2(u,v)
a2(r)gj (ukj , vkj )(r) dr
)
+ ∫ 1
t
φq2
(∫ s
σ2(u,v)
a2(r)gj (ukj , vkj )(r) dr
)
ds, σ2j  t  1,
where σ1j = max{ukj (t): 0  t  1}, σ2j = max{vkj (t): 0  t  1}, and 0 < rk 
‖(uj , vj )‖Rk , where rk,Rk are independent of j . By
1∫
0
∣∣(ukj , vkj )′(t)∣∣dt  2∥∥(ukj , vkj )∥∥, j = 1,2, . . . ,
we have {(ukj , vkj )}∞j=1 are equicontinuous on [0,1]. Thus by Arzela–Ascoli theorem, we know
that there exists a convergent subsequence of {(ukj , vkj )}∞j=1. Without loss of generality, we sup-
pose (ukj , vkj )(t) → (uk, vk)(t), ∀t ∈ [0,1], and rk  ‖(uk, vk)‖ Rk . By the definition of σij ,
we have {σij }∞j=1 is monotone sequence, thus σij → σi(u,v) ∈ [0,1], i = 1,2. By Fatou lemma
we know
uk(t)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r) limj→∞ f (ukj , vkj )(r) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r) limj→∞ f (ukj , vkj )(r))ds, 0 t  σ1(u,v),
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r) limj→∞ f (ukj , vkj )(r) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r) limj→∞ f (ukj , vkj )(r) dr
)
ds, σ1(u,v)  t  1.
(3.4)
On the other hand, by the lower semi-continuity of f,g, we have
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)f (ukj , vkj )(r) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)f (ukj , vkj )(r))ds, 0 t  σ1j ,
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)f (ukj , vkj )(r) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)f (ukj , vkj )(r) dr
)
ds, σ1j  t  1.
Taking limits in above inequality as j → ∞, we have
uk(t)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)f (uk, vk)(r) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)f (uk, vk)(r))ds, 0 t  σ1(u,v),
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)f (uk, vk)(r) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)f (uk, vk)(r) dr
)
ds, σ1(u,v)  t  1.
(3.5)
And by limj→∞ f (ukj , vkj )(r) f (uk, vk)(r), r ∈ [0,1] and (3.4), (3.5), we have
uk(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq1
(β1
α1
∫ σ1(u,v)
0 a1(r)f (uk, vk)(r) dr
)
+ ∫ t0 φq1(∫ σ1(u,v)s a1(r)f (uk, vk)(r))ds, 0 t  σ1(u,v),
φq1
(
δ1
γ1
∫ 1
σ1(u,v)
a1(r)f (uk, vk)(r) dr
)
+ ∫ 1
t
φq1
(∫ s
σ1(u,v)
a1(r)f (uk, vk)(r) dr
)
ds, σ1(u,v)  t  1.
In the same way, we have
vk(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φq2
(β2
α2
∫ σ2(u,v)
0 a2(r)g(uk, vk)(r) dr
)
+ ∫ t0 φq2(∫ σ2(u,v)s a2(r)g(uk, vk)(r))ds, 0 t  σ2(u,v),
φq2
(
δ2
γ2
∫ 1
σ2(u,v)
a2(r)g(uk, vk)(r) dr
)
+ ∫ 1
t
φq2
(∫ s
σ2(u,v)
a2(r)g(uk, vk)(r) dr
)
ds, σ2(u,v)  t  1.
Therefore, (uk, vk)(t) (k = 1,2, . . .) are positive solutions of the boundary value problem (1.1),
(1.2). This completes the proof of Theorem 3.1. 
Proof of Theorem 3.2. All we need to do is to prove that the results of Theorem 3.2 hold when
f,g are all continuous on [0,∞)× [0,∞). And by the similar proof process as in Theorem 3.1,
we can prove the results of Theorem 3.2 when f,g are lower semi-continuous on [0,∞) ×
[0,∞).
Firstly, by g0 = lim(u,v)→0 g(u,v)
(u+v)p2−1 = ϕ2, then for 2 = (
θ∗
4 )
p2−1 − ϕ2, there exists an ade-
quately small positive number ρ2, as 0 u,v  ρ2, u+ v = 0, we have
g(u, v) (ϕ2 + 2)(u+ v)p2−1 
(
θ∗
4
)p2−1
(2ρ2)p2−1 =
(
θ∗
2
ρ2
)p2−1
. (3.6)
Then by f0 = lim(u,v)→0 f (u,v)
(u+v)p1−1 = ϕ1, for 3 = (
θ∗
4 )
p1−1 −ϕ1, there exists an adequately small
positive number ρ1, as 0 u,v  ρ1, u+ v = 0, we have
f (u, v) (ϕ1 + 3)(u+ v)p1−1 
(
θ∗
)p1−1
(2ρ1)p1−1 =
(
θ∗
ρ1
)p1−1
. (3.7)4 2
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f (u, v) (MRk)p1−1, g(u, v) (MRk)p2−1, 0 u,v Rk.
So condition (A2) holds.
Next, by condition (A3), we suppose f∞ = lim(u,v)→0 f (u,v)
(u+v)p1−1 = λ1 ∈ (( 2θ
∗
θk
)p1−1,∞), then
for 1 = λ1 − ( 2θ∗θk )p1−1, there exists an adequately big positive number rk = Rk , as u+v  θkrk ,
we have
f (u, v) (λ1 − 1)(u+ v)p1−1 
(
2θ∗
θk
)p1−1
(θkrk)
p1−1 = (2θ∗rk)p1−1. (3.8)
Let m = 2θ∗ > θ∗, thus by (3.8), condition (A1) holds. Therefore by Theorem 3.1, we know that
the results of Theorem 3.2 hold. The proof of Theorem 3.2 is complete. 
Proof of Theorem 3.3. All we need to do is to prove that the results of Theorem 3.2 hold when
f,g are all continuous on [0,∞)× [0,∞). And by the similar proof process as in Theorem 3.1,
we can prove the results of Theorem 3.2 when f,g are lower semi-continuous on [0,∞) ×
[0,∞).
Firstly, by condition (A5), we suppose f0 = ϕ3. Then for 1 = ϕ3 − ( 2θ∗θk )p1−1, there exists an
adequately small positive number rk , and as 0 u+ v  rk, u+ v = 0, we have
f (u, v) (ϕ3 − 1)(u+ v)p1−1 =
(
2θ∗
θk
)p1−1
(u+ v)p1−1.
Thus when θkrk  u+ v  rk , we have
f (u, v)
(
2θ∗
θk
)p1−1
(θkrk)
p1−1 = (2θ∗rk)p1−1. (3.9)
Let m = 2θ∗ > θ∗, so by (3.9), condition (A1) holds.
Next, by condition (A6): f∞ = λ3, then for 2 = ( θ∗4 )p1−1 − λ3, there exists an adequately
small positive number ρ = rk , and as u+ v  ρ, we have
f (u, v) (λ3 + 2)(u+ v)p1−1 
(
θ∗
4
)p1−1
(u+ v)p1−1. (3.10)
If f is nonboundary, by the continuation of f on [0,∞) × [0,∞), then exist a constant
Rk(= rk) ρ and a point (u0, v0) ∈ [0,∞)× [0,∞) such that ρ  u0 + v0 Rk and f (u, v)
f (u0, v0), 0 u,v Rk . Thus, by ρ  u0 + v0 Rk , we know
f (u, v) f (u0, v0)
(
θ∗
4
)p1−1
(u0 + v0)p1−1 
(
θ∗
4
Rk
)p1−1
.
Let M = θ∗4 ∈ (0, θ∗), we have
f (u, v) (MRk)p1−1, 0 u,v Rk.
If f is boundary, we suppose f (u, v)  Mp1−1, (u, v) ∈ [0,∞) × [0,∞). So there exists an
adequately big positive number Rk such that Rk > 4θ∗ M . Then let M = θ∗4 ∈ (0, θ∗), we have
f (u, v)Mp1−1 
(
θ∗
Rk
)p1−1
= (MRk)p1−1, 0 u,v Rk.4
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condition (A2) holds. Therefore by Theorem 3.1, we know that the results of Theorem 3.3 hold.
The proof of Theorem 3.3 is complete. 
Remark 3.1. We can check that there exists the function a(t) satisfying condition (A2) by paper
[8]. In fact, let
Δ = √2
(
π2
3
− 9
4
)
, t0 = 516 , tn = t0 −
n−1∑
i=1
1
(i + 2)4 , n = 1,2, . . . .
Consider the function a(t) : [0,1] → (0,+∞), a(t) =∑∞n=1 an(t), t ∈ [0,1], where
an(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1
n(n+1)(tn+1+tn) , 0 t <
tn+1+tn
2 ,
1
Δ(tn−t)
1
2
,
tn+1+tn
2  t < tn,
1
Δ(t−tn)
1
2
, tn  t  tn+1+tn2 ,
2
n(n+1)(2−tn−tn−1) ,
tn−1+tn
2 < t  1.
It is easy to know t1 = 14 < 12 , tn − tn+1 = 1(n+2)4 , n = 1,2, . . . (denote
∑∞
n=1 1n4 = π
4
90 ), and
t0 = lim
n→∞ tn =
5
16
−
n−1∑
i=1
1
(i + 2)4 =
5
16
− π
4
90
>
1
5
and because
∑∞
n=1 1n2 = π
2
6 , we have
∞∑
n=1
1∫
0
an(t) dt =
∞∑
n=1
2
n(n+ 1) +
1
Δ
∞∑
n=1
[ tn∫
tn+1+tn
2
1
(tn − t) 12
dt +
tn−tn−1
2∫
tn
1
(t − tn) 12
dt
]
= 2 +
√
2
Δ
∞∑
n=1
[
(tn − tn+1) 12 + (tn−1 − tn) 12
]
= 2 +
√
2
Δ
∞∑
n=1
[
1
(n+ 2)2 +
1
(n+ 1)2
]
= 2 +
√
2
Δ
∞∑
n=1
[(
π2
6
− 5
4
)
+
(
π2
6
− 1
)]
= 2 +
√
2
Δ
[
π2
3
− 9
4
]
= 3.
Therefore,
1∫
0
a(t) dt =
1∫
0
∞∑
n=1
an(t) dt =
∞∑
n=1
1∫
0
an(t) dt < ∞.
Then we know that a(t) satisfies condition (A2).
332 H. Su et al. / J. Math. Anal. Appl. 325 (2007) 319–332Acknowledgment
The authors are very grateful to the referee for his/her valuable suggestions and comments.
References
[1] C.V. Bandle, M.K. Kwong, Semilinear elliptic problems in annular domains, J. Appl. Math. Phys. ZAMP 40 (1989)
245–257.
[2] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1980.
[3] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cone, Academic Press, San Diego, 1988.
[4] D. Guo, V. Lakshmikantham, X. Liu, Nonlinear Integral Equations in Abstract Spaces, Kluwer Acad. Publ., 1996.
[5] J.A. Gatica, V. Oliker, P. Waltman, Singular boundary value problems for second order ordinary differential equa-
tion, J. Differential Equations 79 (1989) 62–78.
[6] X.M. He, The existence of positive solutions of p-Laplacian equation, Acta Math. Sinica 46 (4) (2003) 805–810.
[7] E.R. Kaufmann, N. Kosmatov, A multiplicity result for a boundary value problem with infinitely many singularities,
J. Math. Anal. Appl. 269 (2002) 444–453.
[8] B. Liu, Positive solutions three-points boundary value problems for one-dimensional p-Laplacian with infinitely
many singularities, Appl. Math. Lett. 17 (2004) 655–661.
[9] Y.Y. Ma, Positive solutions of singular second order boundary value problems, Acta Math. Sinica 41 (6) (1998)
1225–1230 (in Chinese).
[10] H.Y. Wang, On the existence of positive solutions for semilinear elliptic equations in the annulus, J. Differential
Equations 109 (1994) 1–7.
[11] Z.L. Wei, Positive solutions of singular boundary value problems of negative exponent Emden–Fowler equations,
Acta Math. Sinica 41 (3) (1998) 653–662 (in Chinese).
[12] Z.L. Wei, Positive solutions of singular Dirichlet boundary value problems, Chinese Ann. Math. Ser. A 20 (1999)
543–552 (in Chinese).
[13] F.H. Wong, The existence of positive solutions for m-Laplacian BVPs, Appl. Math. Lett. 12 (1999) 12–17.
