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A fundamental result in the calculus of Fourier integral operators is 
Egorov’s theorem, which describes the conjugations of pseudodifferential 
operators by Fourier integral operators. The situation is as follows. Consider 
the evolution ‘equation on a compact manifold M, 
$ u(t, x) = iqt, x, D,) U(l, x), (1) 
u(0, x) = u,(x). 
Here L E OPS’, which means n(t, X, 0 - L,(t, ,x, l) + A,,(& x, <) + ..., where 
Lj is homogeneous of degree j in <. If we suppose A, is real then (1) is hyper- 
bolic. Denoting the solution operator taking U&X) to u(t, x) by S(t), we have 
EGOROV'S THEOREM. Let P(x, 0) E OPS”‘(A4). Then 
S(t) P(x, D) S ‘(t) = Q(f) E OPY(M). 
Moreover, the principal symbol of Q is given by 
where the flow x on T*(M) generated by the vector-field HA,Ct,x,l,. Here H.I, 
is the Hamiltonian vector field given in local coordinates by 
HA, = V,L, . V, - v,A, . v,. 
More recently a broader class of Fourier integral operators has been 
introduced, Fourier integral operators with complex phase functions studied 
by Melin and Sjdstrand [ 11. Treves [3,4] has utilized these operators along 
with his approximate solutions to Cauchy problems to construct .parametrics 
for (1) under the relaxed hypothesis Im A1 > 0. In this paper we generalize 
Egorov’s theorem to this case. 
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THEOREM. Let S(t) be the solution operator to (1) with Im A, > 0. Given 
P E OPS”‘(M) there exists a smooth family Q(t) E OPSm(M) such that 
s(t) f’(x, 0) = Q(t) s(t) 
modulo a smoothing operator. 
A description of the principal symbol of Q is given in Section 3 below. 
Notice that while S(t) may not be invertible in this case, it is still a well- 
defined operator a’(M). In fact, let A be a positive first order elliptic 
operator on M. Suppose u E C’([O, T]; HS(M)) satisfies 
~u=iAu+L (2) 
with f E C( [0, T], Coo(M)). Then with ( , ) denoting an inner product on 
L’(M) 
=2Re[(iRekI”u)-(Imkl”u,~“u) 
+ ([A”, U] 24, A%] + (/i”f, /i’u)]. 
Now since i Re L + (i Re A)* E OPS’, a,nd Im A, > 0, the sharp Garding 
inequality implies 
~lIwm +Ilfll,‘>* 
So by Gronwall’s inequality, for 0 < t ,< T, 
II 4t)ll: G C (II uoll: + JOT llf(~>ll: do) . 
By using Friedrich’s molltjier techniques we now conclude that given 
u. E HS(M), (2) has a unique solution u E C([O, T]; HS(M)). 
The proof of the theorem is in three parts. In Section 1 the results of Melin 
and Sjiistrand and Treves are collected to present the substitutes for the 
Hamiltonian flow and the local parametrix for (1). Then Section 2 estblishes 
the theorem in the case Re ,4, = 0, i.e., what might be called the degenerate 
elliptic case. The argument here closely follows the proof of Egorov’s 
theorem given in Ch. 8 of [2]. Finally, the “hyperbolic part” of L is 
conjugated into S(t) in Section 3. Almost analytic extensions and the notion 
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of p-flat functions as described in [ 1, 3,4] are used throughout. Briefly, for 
p > 0 a function f is said to be p-flat (denoted f wP 0) if ppND;f is 
continuous for all N and a. Iffis smooth on Q s IR” then an almost analytic 
extension off is a function % on Q x iR” G C” such that 27 vanishes to 
infinite order on B X i{O}. Almost analytic functions are unique modulo 
functions vanishing to infinite order, and can be constructed so that any 
homogeneities off are preserved. 
This problem was suggested to me by Professor Michael E. Taylor whose 
advice is gratefully acknowledged. 
1. LOCAL RESULTS 
Consider the evolution equation (1) on an open set 0 G K?’ with 
Re 1, = 0. The geometrical optics construction of [ 1 ] or ]3] yields the 
following parametrix for (1). For any relatively compact 52’ 5 Q, there is a 
T>Osuchthatforu,EcFf’(L?‘)andO<t<T, 
S(t) uo(x) = j a(t, x, () ei”(‘*“~~‘tio(~) d( mod C”((0, TJ x 0). (3) 
Here 4 is homogeneous of degree 1 in < and satisfies the eikonal equation 
where 
112 
p(t, x, t) = t 1’ Im J.,(s, x, tl ds) , (5) 
0 
and a is a smooth family in S”(a) which comes from solving certain 
transport equations modulo p-flat functions. Notice that p is homogeneous of 
degree 4 in 5. In (4), 1, is an almost analytic extension of /i, , The 
construction in [ 31 yields the following estimates for 4, 
(7) 
Im#>&p2. (8) 
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For an appropriate constant C, another estimate not explicitly given in [ 31 
will come in handy, 
By (4), for some p-flat function f, we have 
Hence keeping track of homogeneity, 
~3x5 V,#) + IV,~,(LM’,~)I ds + CP ltl-1’2 
~c’lrl-‘l~,~-rl+cPlrl~“2. 
Now (9) follows from (7). 
PROPOSITION 1. S(t) as above is a bounded family in OPSy,2,,,2((2). 
ProoJ It suffices to consider the representation (3). Since 
a(t, x, <) E S”(a), if we define w by ty(t, x, 0 = #(t, x, {) -x . 5 we need to 
show that et@’ E So ,,2,1,2(Q). By the chain rule, 
p Db eiu = Ki‘ x I C & m,.....,,wl;:: ... 
(ad * 
v/(L3,,e .
a,+. +aa=a 
4,+. . . +&Sk=4 
The desired estimate follows from 
(a) I W(O) e -Ime/kI G ck.n,B l~~J/2(lnl-l4ll for Ial + ]P] > 1. 
If I a] + I/3] > 2 this follows from the homogeneity of w and (8). If la I = 1 
then by (7) and (8) 
Similar estimates for ]/I = 1 follow from (8) and (9). 
Remark. Operators in the class OPS,,,,,,, are pseudo-local, and 
inequality (8) implies that the essential support of S(t) is contained in 
(p = O}. Hence, WF(S(t)u)n {p = 0) for any u E E’(Q’). It is also 
interesting that the L2 continuity of S(t) obtained by Garding’s inequality 
above also follows from proposition 1 and the Calderon-Vaillencourt 
theorem. 
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The next section calls for solutions to some transport equations modulo p- 
flat functions. To do this let us consider the “canonical transformation,” 
This presents problems since 4 is not real-valued. Let F(t, z, <) be an almost 
analytic extension of $(t, x, <). Here z = x + iy, [ = r + in. We may assume 
&O, z, &J = z . [. Now consider the map 
(z, vJ+ <v,& 0 
For t = 0 this is the identity map on 0 x ilR” x 6”. By the implicit function 
theorem we can define a complex valued function (‘(t, x, c) such that 
VA@, x, C(L x3 0) = 4 (10) 
Since $ is homogeneous, [ exists as a smooth map from (0, T] x Q x R” into 
C” for some T > 0. Since 4 satisfies the eikonal equation (4) it is clear that T 
depends only on uniform properties of A,. Now define the transformation 
x: [0, T] x R x R” + (L’ x AR”) x C:” 
x(4 x, r) = P, &c x, m x, O), i(4 x, <)I. 
x is the Hamiltonian flow associated to A, in the following sense: 
PROPOSITION 2. (a/at - H,k ,) x -,, 0. 
Prooj First notice that since $ is almost analytic, 
r= VX$w’X, r> + v:,,$h 0. (i-O+ w-Tl’). 
Since V:,,# is invertible, for / < - C$ small we have 
l~-~l,<~l~-~,~~~~~~~~l~~~l~l”2. 
Therefore, V&t, x, r)) = O(] Imc]“) is p-flat. Using (10) we can express 
derivatives of [ in terms of c$, 
P,JJ(t, 4 0 + <v:,,iJk x3 LJ . 5,; 0, 
<v:.,$m x3 0 + cv:,,iw> x,X) v,i; 0, 
and 
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So consider 
SO 
V,#, - V,l,(l, x, V#) - V,X,(t, x, V#> vf,,$qt, x, r) = V,f(C x3 8 ; 0. 
Now take an almost analytic extension of this last equation. Since 
14 - (1 < CP IVY 
Hence, 
Also 
COROLLARY. A solution to (a/at - HA ,) q(t, x, l) -P 0, 
q(O, x, t-1 = P(X, t-1 
is q(t, x, 0 = Xdt, x, 0). Ah the variation of parameters formula 
q(t, x, 8 = I:, J’(s, a, x’- 1 6, x, 8)) ds solves (a/at - H,,)q -P f with 
q(0) = 0. Treves results imply that these solutions are unique modulo p-flat 
functions. 
Finally, on a compact manifold M, A, and hence p (given by (5)) are well 
defined as functions on T*(M). We can solve the equations in the corollary 
on T*(M) as follows. Let (ui} be a finite covering of M consisting of coor- 
dinate neighborhoods and {vi} a partition of unity subordinate to (ui). Let qi 
be a solution to the Hamiltonian equation on ui and let q = xi viqi. Then 
(alat-Hal)q=Cy/i(a/at-Ha,)qi-(Ha,~i)qi. On Uj, say, C(Ha,~i)qi= 
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Ci (HA, v/i)qj + Ci (HA v/i)(qi - qj) = Ci (HA, Wi)(Si - Sj) wP 0. The last 
equivalence follows from the local uniqueness modulo p-flat to the equations. 
2. THE DEGENERATE ELLIPTIC CASE 
This section contains the proof of the theorem when Re A, = 0. Let 
P(x, 0) E OPS”‘(M) and consider the operator equation 
s(t) P(x, D) = QW W. 
Since S solves 
Q(f) should satisfy 
S'(l) = iA@, s, 0,) S(t), 
S(0) = Identity, 
Q'(c) S(t) = i[A Q(t)] s(c), 
Q(0) = P. 
The operator Q will be constructed as an approximate solution to 
Q’ = i[& Q] with an error which behaves well under composition with S. To 
do this let Q have symbol in local coordinates q(t, x, <) - q,(t, x, <) + 
4,-*(4x,<)+ *..* Using the asymptotic expansion for the symbol of a 
commutator, we would like q to satisfy 
Picking off terms of each homogeneity leads to 
q,(O) = Pm 3 
and for j < m, 
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where&. is homogeneous of degree j in r and depends only on 2 and tik for 
k > j. Of course we cannot expect solutions to these equations. However, 
from the results of the previous section we can solve these equations modulo 
p-flat functions on some small time interval. So choose qj’s such that 
and for j < m, 
Let Q have symbol q - Cqj and R have symbol r - C ri. By construction 
we have Q’ = i[& Q] + R. It remains to be shown that for u E w’(M), 
V(t)= (S(t)P - Q(c)S(t)) u E C='([O, T] x M). 
This satisfies 
V’(t) = i/l@, x, 0,) V(t) -R(t) S(t) u(x). 
We conclude that w(t) E Coo( [0, TIM) in two steps. First, by Proposition 1, 
R(t) s(t) is a pseudodifferential operator with symbol given in local coor- 
dinates by 
x 4 F)(t, x, r) D,“(a(f, x, r) ei”“‘X-“‘). 
a>0 a* 
After differentiating this an arbitrary number of times with respect to t and 
x, the general term in the expansion is of the form c(t, x, {) e’O(“X*l), where c 
is p-flat and homogeneous of some degree in r. But this is the same as 
@-“c/t, x, (I)@” eio(‘*X,t’) 
for any N > 0. Since Im w > (l/c)p’, and p is homogeneous of degree l/2 in 
r, this implies R(t) s(t) is a smoothing operator. Next, the energy estimates 
from the introduction imply V E C([O, T]; Cm(M)). Now the equation V 
satisfies shows VE ?([O, T]; Cm(M)). 
This establishes the theorem at least in some small time intrval. Now 
consider a fixed time to which may be outside this interval. Letting S(t, S) 
denote the solution operator taking Cauchy data at time s to the solution at 
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time t, write S(t,) = S(t,, t,) ‘.. 5’(t,-, , t,J s(t,, 0), where ti. , - ti is small 
enough for the preceding construction to be valid. Then 
S(t,) fyx, D) = qt,, t,) ... S(t,, 0) P(x, D) 
= S(t,, t,) ... S(f, I > tk) Q(t!J set,, 0) 
= Q&J Wd 
Here Q(t) is a smooth family in OPS”‘(M) in each interval (tip,, f;]. Also, 
the terms in the asymptotic expansion of the symbol of Q satisfy the above 
transport equation modulo p-flat functions in each interval. By shifting the 
ti’s slightly and using the unique modp-flat functions to these equations, we 
see that Q(C) is smooth in all of 10, I, I. 
3. THE GENERAL CASE 
In this section we conjugate the result of Section 2 with the usual Egorov’s 
theorem. This will remove the hypothesis that 1, be purely imaginary. So 
assume A= = a + ib with a, real and bj > 0. Let T(t) be the solution 
operator to the hyperbolic equation 
u(0, x) = u,(x). 
Thinking of t as fixed for a moment, Egorov’s theorem says we can define a 
new family of pseudodifferential operator c(t, s, x, D,) by 
T(s) c(L s) = Iqt, x, 0) - a(& x, O)] T(s). 
Notice that ic, ,< 0 since b, > 0. Now let U(t) be the solution operator to 
a 5 24 = ic(t, t,x, D)u, 
u(0, x) = z.+)(x). 
Then r(t) U(t) U,,(X) solves 
$ (T(f) C’(t)uo) = T’(t) U(f)U, + T(L) U’(t)u, 
= ia(t) 7-(t) U(t) u. + T(l) ic(t, t) U(t)u, 
= d(t) 7-Q) U(t)u,, 
T(0) U(0) u() = 24,. 
409’962 17 
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So S(t) = T(t) U(t). Now let P(x, 0) E OPS”‘(A4) and consider 
S(t) P(x, D) = T(f) U(t) P(x, D) = T(t) R(f) U(f) = Q(f) T(f) U(f) 
= Q(f) S(f) modulo a smoothing operator. 
This completes the proof. 
The principal symbol q, of Q satisfies 
q,(Q x2 0 = PAT r> 
with p(f,x,~)=(f~~Im~,(sx,~)&) . ‘I* To see this let x(f, x, {) be the flow 
on T*(M) generated by Ha,Ct,x,bj with x(0,x, <) = Identity. From the 
definition of c we get that 
c,(t, t, x(t, x, t)) = ib,(f, x3 0 
The principal symbol of R satisfies 
where p1 = (t (b - ic,(s, s, x, <) ds)“‘, and qm(t, x, <) is given by q,(f, x, 0 = 
r,&, x(6 x, 0). Hence 
Here p2 = (t 1; - ic,(s, s, ~(s, x, <))ds)“’ = (f Ib b,(s, x, c) ds)“‘. 
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