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Abst ract - -An  n job, single machine scheduling problem in which each job has a distinct due date, 
dd, is studied in this paper. The objective is to determine an optimal schedule Ir ° for a set of jobs, S, 
such that the total absolute deviation of the schedule is minimized. This objective function is based 
on the due date value and on the earliness or tardiness of each job in the selected sequence. This 
paper presents a bounding scheme for the calculation of different lower bounds based on the overlap 
elimination procedure on a Just-ln-Time schedule. Properties and theorems of the overlap elimination 
procedure are also provided. Finally, a numerical example is illustrated and some extensions of the 
approach are also discussed. © 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
This paper considers the single-machine scheduling problem with n jobs where all jobs are avail- 
able for processing at time t = 0, and a single machine can handle only one job at a time. 
Associated with each job j in set S, i.e., S = {1, 2, . . . ,  n}, are a due date dj and a processing 
time Pi. Let tj and fj be the corresponding starting time and finish time of job j, respectively. 
Setup times are assumed to be independent ofjob processing sequence, and hence can be included 
in pj. Preemption is not permitted. Then, for an arbitrary schedule of the n jobs, i.e., 1r8, the 
total weighted absolute deviation (TAD) of the schedule, i.e., Z(Trs), is ~j%1 Wj (Ej + Tj) and E i 
(i.e., earliness of job j) = max(0, dj - fi), Ti (i.e., tardiness of job j) = max(0, fj - dj), and Wj 
is the weight of penalty for each job in set S. The problem we study here is unweighted, i.e., 
Wj= l. 
A special case, known as common due date problem, is when due dates of the set of jobs are 
all the same (i.e., dj = d). The problem has been well studied by Kanet [1], Sundararaghavan 
and Ahmed [2], Bagchi et al. [3,4], Hall and Posner [5] and Hall et al. [6]. Dominant properties 
and efficient solution procedures have been developed for this type of problem. Garey et al. [7] 
have proved that this problem is NP-complete when the due date of each job is distinct and 
provided an efficient solution procedure for jobs with known sequences. Recent papers exploring 
solution procedures for this problem are divided into two different areas: one is to insert idle 
time into the schedule, and the other is not. For approaches by not inserting idle time into the 
schedule, Abdul-Razaq and Ports [8] and Ow and Morton [9,10] have applied a branch and bound 
approach and a filter beam search method for this problem. However, Baker and Scudder [11] 
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addressed that the assumption of without inserting idle time is inconsistent with the objective 
function. For approaches by inserting idle time into the schedule, Fry et al. [12-14] and Chang 
and Lee [15,16] have applied different heuristics on locating an initial sequence, and then inserting 
idle time optimally into the schedule. In addition, Yano and Kim [17] and Davis and Kanet [18] 
have presented a branch and bound approach and semiactive schedule generation approach, 
respectively, to solve the problem. Yano and Kim [19] also developed a lower bound based on 
the concept of overlap existing in a schedule rs. Detailed surveys related to this problem can be 
found in [11]. 
This paper further extends the concept of overlap on a Just-In-Time (JIT) schedule addressed 
by Yano and Kim [17]. In this respect, the problem of overlap elimination is introduced along 
with a bounding scheme for the calculation of different lower bounds in the overlap elimination 
procedure, various properties and theorems of which are also provided. 
2. BAS IC  DEF IN IT IONS AND OVERLAP CALCULAT IONS 
2.1. Acceptable and Unacceptable Schedules 
The difference between an acceptable schedule and an unacceptable schedule is that an un- 
acceptable schedule has overlap of job's processing time while an acceptable schedule does not. 
From this point on, let [i] stand for the index of the ith job in any schedule. 
DEFINITION. Assume that jobs in a given schedule ~r8 = (t[l],... ,tin]) are sequenced by job 
number, then ~r8 is said to be acceptable if and only if 
t[i+l ] > t[i] +p[~], for i = 1, . . . ,  n - 1. 
2.2. Jus t - In -T ime ( J IT )  Schedu le  
Given a set of jobs S, let aj = dj - pj, 1 _< j _< n, and if we schedule each job in the 
nondecreasing order of aj and set tj = aj, then the schedule is called a J IT schedule, i.e., r ; .  
DEFINITION. Schedule zr; = (t i l l , . . . ,  tin ]) is said to be a J IT schedule if and only if t[i] = a[~] for 
i=  l , . . . ,n .  
Obviously, the TAD of schedule r ;  is zero, and if the schedule is acceptable, then the following 
theorem holds. 
THEOREM 1. Given a set of jobs S, if the J IT schedule, i.e., ~r; is acceptable, then lr; is optimal, 
and the total absolute deviation (TAD) of the schedule, Z(~r~), is O. 
In this case, the J IT schedule is not acceptable, a 6-job example of a J IT schedule, 7r~, and 
S = {1, 2, 3, 4, 5, 6}, is illustrated in Example 1. 
EXAMPLE 1. SIx JOBS WITH THEIR ATTRIBUTES. 
j pi dj aj 
1 6 6 0 
2 3 7 4 
3 5 10 5 
4 3 6 3 
5 3 14 11 
6 3 14 11 
Since there are jobs with their processing time overlapped together in the J IT schedule, lr;, 
a Gantt chart showing this relationship with overlapping jobs in different rows is illustrated in 
Figure 1. 
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Figure 1. Just-in-time schedule for job set S. 
2.3. Overlapping Set 
According to the example illustrated in Figure I, there are two set of jobs, i.e., B1 and B2, with 
their processing times overlapped together in the JIT schedule and they are defined as two over- 
lapping sets. The overlapping period in set B1 starts at its earliest starting time (i.e., minieB1 a~) 
and ends at its latest due date (i.e., minieB~ d~). The overlapping set and the overlapping period 
are defined as follows. 
DEFINITIONS. Given a J IT schedule It; and B C S. Let ~rB = (t[l l , . . .  ,t[bl), then B is said to 
be an overlapping set in r~ if the fo//owing property holds. For each i = 2 , . . . ,  b, there exists a 
k E {1,. . .  , i - 1} such that ilk] >- t[i]. The overlapping period for set B, i.e., wB, is equal to 
[minieB as, maxieB d~]. 
2.4. Total Overlap in a J IT  Schedule 
Assume that there are m overlapping sets (i.e., Bi, i = I,..., m) in a JIT schedule ~ and 
S = BI U B2 U... U Bin. Given a schedule for overlapping set Bi, i.e., rB~ = (till,.. •, t[k]), where 
1 < i < m, let h be a time and h E WB~ (overlapping period for set Bi) and Un be the number 
of unit jobs processed within time [h, h + 1]. If we count the total number of unit jobs processed 
during the overlapping period, sometimes there are more than one-unit jobs being processed. In 
Example 1, the overlapping period is [0, 14] and the total number of unit jobs processed during 
each time unit are listed as follows. 
h 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Ua 1 1 1 2 3 4 2 1 i 1 0 2 2 2 0 
To make schedule It; acceptable, we have to shift those unit jobs overlapping together away 
from their JIT positions. Thus, the total overlap in an JIT schedule, i.e., O(r~), is defined as 
follows. 
DEFINITION. Given an J IT schedule ~r*, and S = B~ U B2 U- . .  U Bin, then the total overlap of 
m U schedule r; ,  i.e., O(r;),  is Ei=I Ehews, ( h -- 1). 
The total overlap in Example 1, O(lr~) 2 = ~=1 ~hew, ,  (Uh - 1) = 10. An overlap diagram of 
Example 1 is shown in Figure 2. 
I I I I I I I I I I I I I I I 
0 1 2 3 4 5 6 7 e 91011 121314 
B1 B2 
Figure 2. Overlap diagram of the JIT schedule ~.  
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Thus, a lower bound based on the total overlap can be formally defined in the following theorem. 
THEOREM 2. Given a job set S and a ,liT schedule r~, then O(Tr~) _< Z(Tr°), where 7r ° is an 
optimal schedule for the set o[jobs S. We call this bound is LBI(Tr~) and LBI(r~) = O(Tr~). 
PROOF. If schedule 7r~ is acceptable, then 7r* is optimal and Z(~r °) = O(Tr~') = 0. Otherwise, we 
have to shift overlapping jobs away from their JIT positions to make the schedule acceptable. 
However, each move of one job by one time unit, increasing the objective value by one, will 
remove at most one unit of overlap. Thus, O(r~) is _< Z(r°). This bound is also described by 
Yano and Kim [17] and Fry et al. [12]. | 
To increase the bound for a more efficient branch and bound procedure, in the next section we 
will introduce some basic properties and theorems related to the elimination of total overlap. 
3. JOB SHIFT ING AND OVERLAP EL IMINAT ION 
In order to derive an acceptable schedule, jobs with overlapping processing time should be 
shifted away from their JIT positions; however, the objective function (i.e., the sum of the 
earliness or tardiness of each job) will be increased after the shirtings. In other words, the 
elimination of total overlap will introduce TAD to the schedule. The relationship between overlap 
elimination and the TAD caused by the job shifting can be explained by the elimination of total 
overlap in Example 1. 
Assume in the overlap diagram of Example 1 (i.e., Figure 2) there is enough idle time before 
and after schedule ~r~. Then, to eliminate a unit of overlap, a job has to be shifted away from 
its JIT position. For example, in set B2 of schedule 7r; when elimination of one unit of overlap 
taken place in h = 11, it requires job 6 to be right-shifted one unit, and further shiftings toward 
right are possible in h = 12 and 13. The total TAD caused by these shiftings is 1 + 1 + 1 = 3. 
Similarly, in set B1 job 1 can be consecutively left-shifted for overlap elimination (if it is possible) 
in h = 3, 4, and 5. However, after these shiftings, there are still 2 unit jobs in h = 4, and h = 3 
unit jobs in h = 5, and 2 unit jobs in h = 6. To further eliminate these unit jobs, a different job, 
i.e., job 4, has to be left-shifted again. But now, job 1 will be further pushed away from its JIT 
position by job 4 and the TAD caused for each unit of overlap eliminated by job 5 thus will be 
doubled. 
Two conclusions can be reached through this simple observation. 
(1) Unit jobs overlapping together in the same layer can be eliminated by the shifting of the 
same job. 
(2) If two jobs are to be shifted away from their JIT positions in the same directions, then 
the total TAD caused will be doubled for the second shifted job. To define formally these 
properties and theorems, the following notation is defined first: 
Lj(Bi): number of unit jobs in jth layer of overlap in overlapping set Bi, i.e., 
Xh, and Xh= ~ 1, i fUh>j ,  Lj(Bi) 
heWB,~ [ O, otherwise. 
CB~: the maximum number of layer of overlap in overlapping set B, and 
CB, = max Uh. 
hEWB¢ 
Thus, Lj(Bi) is called the jth layer of overlap in set B~, and in Example 1 there are four layers 
of overlap in set BI (i.e., CB, = 4, and LI(B1) = 10, L2(B1) = 4, La(B1) = 2, and L4(B1) = 1) 
and two layers in set B2 (i.e., CB2 = 2 and LI(B2) = 3, L2(B2) = 3). Then, we state a series of 
properties that help us develop a general bounding scheme for the minimum Z(~8) problem. 
PROPERTY 1. A layer of overlap is formed at least by one job. 
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PROPERTY 2. Given two unit jobs i and j and an overlapping set B, if i • Lh(B) and j • Lk(B) 
and they are processed at the same time unit, then i and j must belong to distinct jobs. 
PROOF. According to the assumptions, a job cannot be split and processed at the same time. 
Since unit job i and j belong to the same overlapping set but in different layers, i and j must 
belong to distinct jobs. 
PROPERTY 3. Given two different layers of overlap in an overlapping set B, if i ~_ j, then 
Li(B) <_ Lj(B) (i.e., the overlap will be in the pyramidal type). 
PROOF. A high layer of overlap exists only when a low layer of overlap exists. Therefore, the 
high layer of overlap is always smaller than the low layer of overlap, i.e., 
Li(B) <_ Lj(B). 
PROPERTY 4. To eliminate a layer of overlap, the minimum deviation caused through the shift- 
ings of overlapping jobs is at least equal to the length of the overlap itself. 
PROOF. Please refer to Theorem 1. 
PROPERTY 5. Given an overlapping set B, if there are two layers of overlap (i.e., overlap Li(B) 
and overlap Lj(B) and Li(B) _< Lj(B)) to be eliminated by shifting jobs away from their JIT 
positions, then the minimum TAD caused by the overlap elimination is 
(i) 2Li(B) + Lj(B) for shifting continuously in the same direction, and 
(ii) Li(B) + Lj(B) for shifting in different directions. 
PROOF. Since Li(B) and Lj(B) are from different jobs (by Property 2), to eliminate these two 
layers of overlaps, at least two overlapping jobs (by Property 1) have to be shifted. 
(i) For shiftings in the same direction, due to Li(B) <_ Lj(B), the minimum absolute deviation 
caused is at least Li(B) by overlap Li(B) and Li(B)÷Lj(B) by overlap Lj(B) (since Lj(B) 
will be further pushed away from its JIT position by Li(B)). Therefore the minimum TAD 
caused is 2Li(B) + Lj(B). 
(ii) For shiftings in different directions, the absolute deviation caused is at least Li(B) by 
overlap Li(B) and at least Lj(B) by overlap Lj(B), thus the minimum TAD is Li(B) + 
Lj(B). 
PROPERTY 6. If a layer of overlap Lk(Bi) is shifted away from its JIT position and overlaps with 
overlapping set Bj, then a new overlapping set B~ will be formed and the totM overlap in B~ is 
increased at least by max(0, OA -- I(j)), where I(j) is the idle time inserted before overlapping 
set Bj. 
PROOF. A layer of overlap Lk(Bi) is shifted away from its JIT position and overlaps with over- 
lapping set Bj, thus a new overlapping set B~ is formed. If there is enough idle time, i.e., I(j), 
to leave room to Lk(Bi), then the total overlap increased is 0. However, if the idle time is not 
enough to leave room to Lk(Bi), thus Lk(Bi) will overlap with the next overlapping set Bj, 
then the total overlap of the new set B~ (i.e., O(B~)) is increased by max(0, OA -- I(j)). The 
diagram in Figure 3 shows the new overlapping set B~ after a layer of overlap in Bi is shifted 
and overlapped with overlapping set B. 
PROPERTY 7. n layers of overlap (i.e., LI(B), L2(B),..., L,~(B)) to be eliminated, then 
(i) optimal order for these n layers of overlap elimination in single direction is in SPT order, 
and 
(ii) optimal order for these n layers of overlap elimination in two directions is V-shaped. 
Accordingly, the following theorems will calculate two new lower bounds for these different 
situations. 
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Figure 3. A diagram showing the relationships among overlap OA, overlapping set Bi, 
and overlapping set B~. 
THEOREM 3. Given an overlapping set B~, if no idle time is inserted before B~, but there is 
enough idle time after set Bi (i.e., I(i) > O(Bi)), the lower bound of the TAD for overlapping 
set B~, i.e., ~bl(B~) is equa/to 
(i) ¢1(B~) = Z(Ir°,) = O, ifCB, = I, or, 
¢-.~CB~ i • (2) ¢1(Bi) = 2_,j=2U - I). Lj(B~) < Z(~r° ), ifCB, > 1. 
PROOF. 
(i) If CB~ = 1, the total overlap in Bi is equal to zero (i.e., O(B~) = O). Thus, schedule r~ 
is acceptable and Z( r  °,) = 0. 
(ii) If CB, > 1, there are more than one layer of overlap in schedule r;~. Then, different layers 
of overlap must be formed by different jobs (by Property 2), and according to Property 3, 
Lc(B,)(B~) < Lc(m,)-I(Bi) < "'" < L3(Bi) < L2(B~). 
Thus, the lowest TAD from overlap elimination is in SPT  order according to Property 7(i), 
that is 
(CB, - I)Lcs, (Bi) + (CB, - 2)Lc(B,-I)(B~) +""  + 2L3(Bi) + L2(B~) 
Cs~ 
= ~' ( j  - 1). L~(m,) = ¢1(S~) < Z(~°, ) .  m 
j=2 
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THEOREM 4. Given an overlapping set Bi, if there is infinite idle time inserted both before and 
after B~, then the lower bound of the TAD for overlapping set Bi, i.e., ¢2(Bi) is equal to 
(1) ¢2(B~) < Z(lr~,) = 0, ifCB, ---- I, or 
- -CB  i (2) ¢2(B~) = ~.-:j=2 [ j /2 J .  Lj(B~) < Z(Tr° ), if CB, > 1. 
PROOF. 
(i) If CB~ = 1, the same as in Theorem 3, the lower bound is equal to zero. 
(ii) If Ca, > 1, these layers of overlap will be shifted in two directions (i.e., either before or 
after the overlapping set). According to Property 3, i.e., 
Lc(B,)(B~) <_ Lc(B,)_I(Bi ) < ... < L3(B~) _< L2(B~), 
and Property 7(ii), the lowest TAD generated is
[~- ]  Lcs, (B~) + [ ~ J  LcB,-=(Bi) + "" + L3(Bi) + L2(Bi) 
CB~ 
j=2 
Since the bounds discussed above are all conditional bounds which depend on the amount of 
idle time around the overlapping set to be utilized, therefore, a check program to examine the 
bounds is applied in the branch and bound approach. In addition, Property 6 is also conditionally 
applied to increase the bound value. 
In summary, for a given set of jobs S and there are m overlaps, i.e., B1, B2,. • •, Bin, then there 
• ~,=I  Ct(Si) (or rn is a new lower bound, i.e., LB2(rs), and LB2(Trs) = m• ~-~i=, ¢2(B,), one of them 
will be applied). 
THEOREM 5. For the minin~zing TAD problem, lower bound 2 is always greater than lower 
bound 1, i.e., LBI(r~) < LB2(r;). 
PROOF. 
or  
LBI (~*) = 0 (~) = nj (Si) < • Lj (Tre,), 
i= l  9=2 i= l  j=2  
C(BO 
(j - 1). Lj (B,) = LB2 (Tr;). 
j=2  
So, LBI(~r;) < LB2(Ir;). | 
Algorithm Statement 1 
A step by step procedure for the algorithm of the bounding procedure is shown as follows. 
STEP 1. Set LB = 0 and find a set T, i.e., T = {B1,B2,...  ,Bin} for a given set of jobs S in the 
JIT schedule It;. 
STEP 2. If job shirtings in Bi is in one direction, then LB = LB + ¢1(B1), otherwise, LB = 
LB + ¢2(B1). 
I I ! STEP 3. Generate a new set T' = {Bt, B2, . . . ,  Bin} after eliminating a layer of overlap in set 
of Bi. If T ' is an empty set then stop, otherwise set B1 = BI and go to Step 2. 
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4. BRANCH AND BOUND PROCEDURES 
In order to minimize the TAD, a forward branch and bound procedure is developed in this 
section. The branching mechanism of the procedure is to assign jobs one by one to specific 
positions. 
This approach is explained as follows. 
4.1. Branching 
Let a denote a partial sequence of jobs from among the n jobs originally in the problem, and 
al = the complement of 
P~ = E jea  PJ 
G(a) = the minimum TAD for a by applying Garey's algorithm 
e~, = the TAD caused by shifting jobs in It*, after P~, (i.e., a' must be scheduled after a). 
P~ represents a subproblem at level k in the branching tree. This subproblem will be the 
same as the original problem p0 except with the first k positions in sequence assigned, where a 
specifies the assigned partial sequence. 
4.2. Bound ing  
The upper bound of problem P~ is derived by applying the greedy heuristic by Chang and 
Lee [15] to the set of job S, then the lower bound of each branching node (i.e., Lf(P~)) is 
calculated according to the following property. 
PROPERTY 8. Lf(P~) = G(a) +ea, +LB(Ir~,) provides a valid lower bound for any branch node 
generated in the forward branching. 
PROOF. Since job's sequence in a is fixed, Garey's algorithm is applied to find the minimum 
TAD, i.e., G(~). Next, jobs in ~' are arranged according to their JIT positions to derive a JIT 
schedule ~r~,. If there are jobs in ~r~, scheduled earlier than time P~, they must be shifted after P~ 
(i.e., a' must be scheduled after ~). The TAD caused by this shifting is e¢, and according to 
Property 7, jobs should be shifted in SPT order (i.e., in single direction). After the shifting, the 
newly adjusted JIT schedule generated is ~r~,. Since schedule lr~, is constrained by the branching 
mechanism, so algorithm statement 1 is used to calculate the lower bound for schedule Ir~,, i.e., 
LB (~r~,). Thus, G(~)+ e~, + LB(~r~, ) provides avalid lower bound for any branch node generated 
in the forward branching. 
Algorithm Statement  2
The algorithm for the forward branch and bound procedure is detailed as follows. 
STEP 1. Initialization. Calculate the lower bound of node p0 and place node p0 on the active 
branch list, i.e., Lf (P  °) = O. 
STEP 2. Calculating upper bound. Apply a greedy heuristic to find the TAD for job set S and 
let UB = G(S). 
STEP 3. Selecting the next branching node. Remove the first subproblem P~ from the active 
branching list. If k = n, then stop and the schedule generated is optimal. 
STEP 4. Fathoming. If the lower bound Lf(P~) is greater than or equal to the upper bound UB, 
node P~ is fathomed, go to Step 3. 
STEP 5. Branching. Create (n - k) subproblems p~+l (i E a') on the active branch list and 
rank each node in the list by its lower bound Lf(P~+I), then return to Step 3. 
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Figure 5. An adjusted JIT schedule ~ra,. 
The branching diagram for Example 1 in Figure 4 shows the branching sequence and the 
value in each node represents the lower bound calculated. Upper bound of Example 1 is derived 
through the greedy heuristic by Chang and Lee [16] and the sequence is in 142563 order with 
a solution of 26. Lower bound of p0 is calculated using algorithm statement 1 and LB = 
(4+2+1)+(4 .1+4.2+1.3)  = 22. The lower bound in node P~ (i.e., IXXXXX) is 
demonstrated as follows. 
In branching node p1, a = {1}, Pa = 6, and a '  -- {2,3,4,5,6} since jobs 2, 3, and 4 are 
scheduled earlier than Pa in their J IT positions (please see Figure 1 for your reference), therefore 
they must be shifted after Pa in SPT order and the newly adjusted J IT schedule ra, is shown in 
Figure 5. Now, G(~) = 0, ~o' = (9 - 7) + (12 - 6) + (17-  10) = 15 and LB(~r~,)  = 3 .1  + 3 * 2 = 9. 
As a result, L / (P~)  = 0 + 15 + 9 = 24. Lower bounds for other nodes during the branching 
procedure can be derived in a similar manner. Finally, the optimal solution calculated from the 
branch and bound procedure is 25 with a best sequence of 423651. 
5. PREL IMINARY EXPERIMENTS 
To test the effectiveness of the branch and bound approach, it is necessary to verify through 
experiments. First, 50 problems using the method of Potts and Van Wassenhove [20] are gen- 
erated. The processing times of jobs are randomly generated using a selected istribution, then 
Table 1. Performance ofthe B&B procedure for different problem sizes. 
Problem N T R 
Branch and Bound Algorithms 
CPU Time Solutions 
1 6 0.2 0.6 0.12 
2 6 0.6 0.7 0.22 
3 6 0.7 1.2 0.11 
4 6 0.8 1.6 0.17 
5 6 0.9 1.5 0.09 
6 10 0.1 0.6 0.35 
7 I0 0.2 0.9 0.28 
8 10 0.5 1.3 0.52 
9 10 0.7 1.5 0.47 
10 10 0.8 1.7 0.48 
11 14 0.2 1.1 2.05 
12 14 0.3 1.0 0.78 
13 14 0.5 1.5 11.52 
14 14 0.6 1.6 4.37 
15 14 0.8 0.9 6.53 
16 18 0.2 1.1 22.31 
17 18 0.5 1.2 34.06 
18 18 0.6 0.7 9.78 
63 
90 
49 
37 
21 
128 
99 
133 
205 
86 
117 
411 
106 
248 
I i i  
368 
255 
339 
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Problem N T R 
19 18 0.7 1.2 
20 18 0.9 1.3 
21 22 0.2 1.8 
22 22 0.3 0.9 
23 22 0.6 1.4 
24 22 0.7 1.7 
25 22 0.8 1.2 
26 26 0.3 0.9 
27 26 0.4 1.8 
28 26 0.5 1.2 
29 26 0.7 1.0 
30 26 0.9 0.9 
31 30 0.4 1.1 
32 30 0.5 1.2 
33 30 0.6 1.3 
34 30 0.7 0.8 
35 30 0.8 1.0 
36 35 0.4 1.7 
37 35 0.5 1.5 
38 35 0.6 1.8 
39 35 0.8 0.8 
40 35 1.0 1.0 
41 40 0.2 1.2 
42 40 0.4 1.4 
43 40 0.6 1.6 
44 40 0.8 1.2 
45 40 0.9 1.3 
46 45 0.1 1.4 
47 45 0.3 1.5 
48 45 0.6 1.2 
49 45 0.7 0.9 
50 45 0.8 1.3 
*This is the incumbent solution at 
was stopped. 
Branch and Bound Algorithms 
CPU Time Solutions 
12.35 
25.40 
112.79 
210.79 
15.88 
88.94 
355.23 
46.83 
269.74 
573.29 
79.85 
323.78 
465.39 
1663.58 
957.56 
809.48 
267.97 
2339.12 
639.53 
861.24 
2439.56 
562.76 
1218.56 
6000.00 
456.26 
1324.80 
4551.47 
6000.00 
2966.20 
6000.00 
3578.33 
6000.00 
the time (i.e., 6000 seconds) 
429 
303 
511 
205 
184 
455 
353 
327 
251 
309 
421 
128 
462 
854 
353 
591 
341 
533 
109 
256 
634 
211 
482 
353* 
318 
468 
721 
572* 
474 
538* 
391 
255* 
when the algorithm 
due dates are generated using the sum of the processing t imes of all jobs and two parameters,  
the tardiness factor (T) and relative range (R) of due dates. The due dates are generated from a 
uniform distr ibut ion [P (1 -T - (1 /2 )R) ,  P (1 -T+ (1/2)R)], where P is the sum of the processing 
t imes of the jobs. In the present est problems, the tardiness factor ranged from 0.1 to 1.0, and 
the relative range of due dates ranged from 0.6 to 1.8. 
The branch and bound procedure was coded in UNIX C and run in VAX/6510. The job sizes 
chosen were 6, 10, 14, 18, 22, 26, 30, 35, 40, 45, and to prevent from excessive computat ion 
time, the branch and bound algorithm was stopped after 6000 seconds of CPU time for each 
problem. Results of the experimental runs for 50 problems are shown in Table 1. It shows 
the due date tightness does affect the performance of the branch and bound procedure. The 
procedure performs much better when the due date tightness is low. The reason for that is 
because, for different types of due date tightness, the overlapping set formed will be in different 
forms. However, for problem size greater than 45, there lies some difficulty in the forward 
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branching procedure. Mainly, the combinatorial  explosive properties of this problem start to 
drag the procedure abrupt ly and thus increase the computat ion time. 
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