This paper describes the thermal lag correction for Glider Payload Conductivity Temperature Depth Profiler data with a poor sampling rate. In particular, the thermal lag correction is more vulnerable to the influence of temperature data. According to variations in salinity with depth and the vertical downcast speed of the glider, salinity data are divided into five parts, and a method based on Morison et al. is proposed to determine the correction parameters. At 40-94 dbar and 140-280 dbar, the salinity difference is dominated by the temperature difference. At 94-140 dbar, the salinity difference is immune to the temperature difference and has a greater influence on the thermal lag-induced salinity error correction. After the sectional correction, the accuracy of the typical salinity interval is upgraded from 0.011 to 0.006 psu, which shows the effectiveness of this sectional method on correcting temperature difference.
Introduction
The autonomous underwater glider (hereafter 'glider') is a new observation sampling platform. Based on buoyancy control and adjustments in attitude, gliders can move vertically in the water column and produce forward motion (Rudnick et al. 2004) . Their powered batteries allow for weeks to months of collection time for in situ measurements in oceans worldwide. In the mid-1990s, three operational gliders supported by the Office of Naval Research (ONR) were developed: (1) the Slocum glider built by Webb Research Corporation (Webb et al. 2001) , (2) the Seaglider manufactured at the University of Washington (Eriksen et al. 2001) , and (3) the Spray glider built at the Scripps Institution of Oceanography (Sherman et al. 2001 ). These gliders have been used for hundreds of at-sea days during various missions to collect ocean profiles, e.g., the US West Coast, the Mediterranean Sea, the Kuroshio and the Gulf Stream Currents (Davis et al. 2012; Todd et al. 2009) .
Temperature data were observed with a specific sensor, while the salinity data were determined by the measured conductivity and temperature using the state equations (UNESCO 1981) . As with a conventional CTD, there is a mismatch between the conductivity and temperature sensor responses that has been reduced with improvements in temperature sensor thermistor accuracy and the development of conventional CTDs. In addition, another mismatch due to the thermal inertia of the conductivity sensor has gained attention in recent years. When a CTD moves from hot to cold water, it diffuses heat stored in the conductivity cells over time; water passing through the conductivity cells then gains heat and changes its conductivity, especially when crossing strong temperature gradients. This problem, referred to as the thermal lag effect, was examined by Lueck (1990) and a numerical model for thermal lag correction was proposed by Lueck and Picklo (1990) . Morison et al. (1994) suggested an improved method based on a temperature-salinity (T-S) profile. Johnson et al. (2007) described sensor corrections for SBE-41 CTDs and showed the importance of an intermittent pumping strategy and coarse sampling interval in a thermal lag correction. Based on Morison et al. (1994) , Mensah et al. (2007) revisited the thermal mass inertia coefficient for a glider traveling across a sharp salinity gradient.
However, for glider payload with an unpumped CTD, performing a thermal lag correction can be more difficult. Based on Morison et al. (1994) , thermal lag correction for variable glider speeds was proposed; the correction relies on finding four variables by minimizing an objective function that measures the area between downcast and upcast T-S curves (Garau et al. 2011) . This method has been improved by using a median filter in the case of a sharp thermocline (Liu et al. 2015) . When compared with an unpumped CTD where the flow inside the cells depends on the velocity of the platform, the development of a pumped CTD with a constant flow speed can reduce thermal lag effects significantly (Alvarez et al. 2013) .
The Shenyang Institute of Automation Chinese Academy of Sciences undertook a glider project in 2003 and developed a Sea-Wing glider that has successfully collected large amounts of temperature and salinity data in the northern region of the South China Sea (Yu et al. 2011 ). The glider, containing a pumped Glider Payload CTD, can reach a depth of 1000 m with a nominal vertical speed of 0.2 m/s. To maintain power, a fast interval sampling rate (0.167 Hz) that was much lower than the continuous sampling rate (1 Hz) and the conventional CTD sampling rate (16-36 Hz) was adopted. The difference between the downcast temperature and the upcast temperature is more obvious in the Glider Payload CTD with this low sampling frequency (see Sect. 2A), and glider data processing and quality control need to be reappraised (Janzen and Creed 2011) .
Morison Salinity Correction

Data
The salinity data are obtained from a Sea-Wing glider that crossed a weak eddy twice at the initial study site in the north part of the South China Sea (113.227°E, 17.103°N) from 3 July to 16 July 2016 (Fig. 1) . The CTD profiles were recorded exclusively from the glider without any CTD reference, and the glider CTD profiles are corrected with a set of glider-derived parameters. During this campaign, we excluded 8 profiles from our 89 statistics that did not reach a given depth or, for some reason, no data were available. For each profile, we used different pairs of coefficients a and b to minimize the downcast and upcast T-S separation during one dive period, and assumed that the compared profiles correspond to the same mass (Garau et al. 2011) . Satellite altimeter sea level anomaly (SLA) data were downloaded from the Arching, Validation, and Interpretation of Satellite Oceanographic Data (AVISO)/Centre National d'É tudes Spatiales (CNES) website. The SLA is referenced to a 20-year mean from 1996 to 2016, and the horizontal resolution of the gridded data is 0.25°. The altimeter data are used to derive surface geostrophic current anomalies and show the locations of the eddy where the glider surveyed. Altimeter data can provide essential information on ocean circulation and altimetry-derived currents were found to be more reliable than data assimilative models (Liu et al. 2014 ).
General Correction
To suppress the salinity spiking effect, a 7-point median filter was chosen to smooth the temperature and salinity profiles (Mensah et al. 2007; Liu et al. 2015) . All profiles were corrected by a centered window, where the values were replaced by the median value of the window, and thus, the thermal lag effects were identified.
For the thermal lag correction, Lueck (1990) developed a correction for the error,C T , which can be expressed as follows:
where n is the sample index, T is the temperature and c is the sensitivity of conductivity to temperature; the constants a and b are given by:
where f n is the Nyquist sampling frequency and C T is added to the measured conductivity to obtain an estimate of the true conductivity. The amplitude of the error a and time constant s (1/b) are given by the following rule formulas:
where V is the average flow rate through a conductivity cell. Based on these formulas, Morison et al. (1994) tried to estimate the temperature inside the conductivity cell for the sole purpose of calculating salinity. This temperature version of (1) is given by:
Here, T T is subtracted from the measured temperature to estimate the temperature in the conductivity cell that can be used for the salinity calculation. Thus, for Eq. (6), T T does not rely on c and has a faster calculation time.
A pair of profiles is selected to dismantle the thermal lag effect via the above method, which was provided during the second dive on July 15. After the median filter and general correction, the thermal lag effect at 50-140 dbar is overcorrected, while at 140-280 dbar, this correction can be neglected due to a significant temperature difference ( Fig. 2c ). An accurate estimate of salinity requires downcast and upcast temperature to be closely matched in space and time. However, the average temperature difference between the downcast and upcast temperatures is 0.41°C, and the maximum difference can reach 1.12°C, which is much larger than the allowable temperature difference ( Fig. 2a ). Thermal lag-induced salinity error need to be examined with such temperature difference which can also be found in other studies (Garau et al. 2011; Janzen and Creed 2011; Liu et al. 2015) . 
Salinity Difference and Temperature Difference
AMSD and RMSD
For these 81 pairs of profiles, we interpolate the temperature and salinity data every 1 dbar and calculate the relative mean salinity difference (hereinafter referred to as 'RMSD') and the absolute mean salinity difference (hereinafter referred to as 'AMSD') at each pressure which are given by:
where S d and S u represent downcast and upcast salinity, respectively. When temperature decreases with the depth, a slight positive salinity error occurs for the downcast period, and a slight negative salinity error occurs for the upcast period due to thermal lag effects; therefore, without other errors, SD will be positive, and the value of AMSD is in accordance with RMSD. If SD is negative in some profiles, however, the AMSD will differ from RMSD and cannot be corrected for the thermal lag effect. This is shown in Fig. 3a . (Note that only 0-400 dbar data was used because similar to the case at 280-400 dbar, deeper than 400 dbar, the temperature and salinity have little changes and thermal lag effects are negligible. The following figures use the same data.). At 0-94 dbar and 140-280 dbar, the difference between AMSD and RMSD is large, which means the thermal lag correction is poor; at 94-140 dbar and 280-400 dbar, this difference can be negligible and suggests an influential thermal lag correction. To specify this difference between AMSD and RMSD and uncorrectable salinity data, we calculate the numbers and the averaged values of SD \ 0 in each pressure value of the 81 profiles. To make the comparison more robust, we obtain the averaged values of SD in the form of absolute value (Fig. 4a ). At 0-94 dbar and 140-280 dbar, there are more numbers of SD \ 0, which are one-half and one-third of the whole profile, respectively, while the numbers at 94-140 dbar is inappreciable, with an average number of four. Similarly, the averaged values at 0-94 dbar and 140-280 dbar is greater than that at 94-140 dbar. Note that the numbers and the averaged values imply a poor salinity correction, mainly at 0-94 dbar and 140-280 dbar.
Pressure Profiles Division
A detailed sectional correction based on Morison et al. (1994) is applied in an unsatisfactory general thermal lag salinity correction, as previously mentioned. First, in a surface layer where the glider's vertical downcast speed increased to keep the pitch angle stable (Rudnick et al. 2018) , the measurement resolution is low, and the blind zone depth interval can sometimes reach approximately 15 meters. Therefore, we divided this layer alone when the glider's vertical downcast speed reached its maximum where the glider pitch angle is stable and has passed through the surface current layer where the correcting thermal mass effect based on interpolated salinity data has a large error. At depths below the surface, each profile is divided according to the difference between AMSD and RMSD. Depths where this difference is greater than 0.003 indicate an inconsistency between AMSD and RMSD, while depths where the difference is less than 0.003 indicate that AMSD and RMSD maintain a strong consistency. The average salinity gradient of the 81 profiles also serves as a criterion for the rationality of this division (Fig. 3b ). This division is as follows: (I) At 0-40 dbar, the glider downcast vertical speed increases and reaches its maximum. (II) At 40-94 dbar, where the difference between AMSD and RMSD is greater than 0.003, salinity increases, and the salinity gradient maintains its maximum at 40-70 where the difference between AMSD and RMSD is less than 0.003, the glider's vertical speed begins to decrease rapidly, and the salinity gradient changes very little. (IV) At 140-280 dbar where the difference between AMSD and RMSD is greater than 0.003, the glider's vertical speed remains stable while the salinity gradient changes rapidly. (V) At 280-1000 dbar, where the difference between AMSD and RMSD is less than 0.003, the thermal lag effects are negligible. Here, only (II)-(IV) were analyzed and corrected where the temperature difference and thermal lag effects were promising.
Consistency Between Salinity Difference and Temperature Difference
According to the state equations, the salinity is determined by conductivity and temperature. Ideally, the obtained temperature and salinity of the downcast period correspond to those of the upcast; however, assuming the downcast temperature is inconsistent with the upcast temperature, the calculated downcast salinity will be different from the upcast salinity, so a further correlation analysis is carried out to check the consistency between the salinity difference and temperature difference (Longo et al. 2013 ). The relative mean temperature difference (RMTD) as follows:
where T d and T u represent downcast and upcast temperature, respectively. Figure 5 shows the correlation between RMSD and RMTD; data with a \ 95% confidence level are abandoned (Di Federico et al. 2014) . In layers II and III, significant negative correlations are found between RMSD and RMTD. However, in layer IV, RMSD exhibits a high consistency with RMTD throughout all profiles with a significant positive correlation. This result shows that SD is related to TD, and this relationship varies with depth. When SD \ 0 induced by TD, the thermal lag correction is unsatisfactory. Based on this dynamic, for layer II and layer III where there are significant negative correlations between TD and SD, we calculate the numbers and the averaged values of TD [ 0 in each pressure value of the 81 profiles. For layer IV, where there is a significant positive correlation between the temperature difference and salinity difference, we calculate the numbers and the averaged values of TD \ 0 in each pressure value of the 81 profiles. This result is elucidated in Fig. 4b . For layers II and IV, the calculated temperature numbers and the averaged values are large, which is consistent with Fig. 4a . For layer III, however, the calculated temperature numbers and average values has little effect on SD \ 0. We will show that the thermal lag effect is more significant in the following analysis.
Correction Ratio and Temperature Difference
To examine the relationship between the thermal lag correction and temperature difference, we correct layers II, III and IV and define k as the ratio of corrected RMSD to the uncorrected RMSD. Linear regression analysis between RMTD and g (1/k) is shown in Fig. 6 . In layer II (Fig. 6a ), g is proportional to RMTD due to the negative correlation between TD and SD. When RMTD is positive, there are more numbers of upcast salinity greater than downcast salinity with a poor correction result. In layer IV (Fig. 6c) , g is inversely proportional to RMTD. Similar to layer II, when RMTD is negative, the correction results are not ideal, and there is an overcorrection phenomenon in both layer II and layer IV (g [ 1). However, in layer III (Fig. 6b) , regardless of the RMTD value, the correction results are robust (g \ 0.4). This shows that though RMTD and RMSD have a strong correlation in layer III (Fig. 5) , the prominent thermal lag correction seems does not depend on the temperature difference.
Figure 5
Correlation between the relative mean salinity error and relative mean temperature error in layer II (blue), layer III (red) and layer IV (black); data at the \ 95% confidence level based on the t test have been abandoned Thermal Lag Correction From a GLIDER Payload CTD for Poor Temperature Data
Thermal Lag Correction Model Parameters
Generally, the temperature difference between the fluid within the conductivity cell and the water surrounding the thermistor is proportional to the temporal temperature gradient multiplied by a Â s. Accordingly, we use a Â s as an indicator for the thermal lag correction (Fig. 7) . In layer II and IV, the fitting result is unfavorable, which means the mean of the thermal lag correction is inconclusive. Furthermore, for layer III, the product of a and s is consistent, and the mean value of a Â s is approximately 0.765 s, which is similar to the results of Eqs. (4) and (5) (when V = 0.487 m/s, the product of a and s is approximately 0.755 s). This experiment indicates that the salinity difference and correction are dominated by the thermal lag effects in layer III.
Discussion
Our analysis clearly shows the correlation between the salinity difference and temperature difference. Indeed, electrical conductivity is a function of salinity, temperature and pressure and is mainly dominated by temperature signals. A slight temperature change can cause a conductivity change at same magnitude. This calculated salinity value from a wrong temperature and conductivity can be approximately regarded as a real measurement of the surrounding water mass, and thus, the effect of temperature difference on salinity can be neglected in this weak salinity gradient water column. However, the effect is significant in a sharp salinity gradient such as layer II and layer IV. Notably, this issue is different from the short-term mismatch problem, which means different sensor response times between the temperature and conductivity cell; this is because for a sensor response mismatch the temperature and conductivity are not at the same pressure, while for the temperature difference, we obtain the same pressure. Therefore, we do not need to align temperature and conductivity sensor response times to eliminate this error because for a pumped CTD, this misalignment is negligible. Thus, we have further examined the overcorrection of the sharp salinity gradient found in previous studies when temperature difference exist (Mensah et al. 2007 ). However, with respect to deploying a new pair of a and b coefficients for all profiles, a sectional correction is adopted. As discussed above, unlike conventional CTD casts from a surface vessel, a glider's vertical speed may vary through the water. Moreover, the glider's CTD sampling frequency is often lower than a high-resolution sampling of the CTD operated on a surface vessel, and the sampling interval may be uneven in space and time, particularly the long-term observation extent of the glider mission. Therefore, similar to SBE-41CP CTDs mounted on Argo profiling floats, we apply a different pair of coefficients to each profile to remove any salinity bias in a statistical sense (Johnson et al. 2007 ). The coefficients of each profile vary considerably, and when attempting to find a pair of coefficients to correct the whole profile, the results are not ideal.
Correction
A Pair of Profile Corrections
A sectional correction is used to examine the overcorrection of layers II and III and the undercorrection of layer IV (Fig. 2c) . After the sectional correction, the overcorrection is reduced dramatically compared to the general correction, though an unaltered correction exists at 40-60 dbar (Fig. 8a) . In layer IV (Fig. 8b) , the undercorrection for the salinity difference caused by the temperature difference is promising. The mean difference in salinity is reduced from 0.026 to 0.008, 0.037 to 0.009, and 0.030 to 0.018 in layer II, layer III and layer IV, respectively, and the average salinity separation between the original upcast and downcast profiles has decreased by a factor of almost 3. This indicates that the salinity difference induced by temperature difference has been significantly reduced, and thus, it can be used to improve the salinity correction for all profiles.
Comparing Sectional Corrections with Conventional Corrections
An ameliorated sectional method based on Morison et al. is applied in this experiment. According to our previous analysis, a conventional correction will lead to overcorrection (Fig. 2c) . Another established glider salinity correction method was based on the relationship between a and b and the flow speed with unpumped CTD on board the Slocum gliders (Garau et al. 2011) ; the minimization of two CTD profiles is carried out using the optimization toolbox from MATLAB to find the minimum of a considered nonlinear multivariable function by means of a medium-scale optimization that uses sequential quadratic programming (SQP). Here, three salinity correction methods are used to examine the salinity correction result (Fig. 9) ; after the preliminary correction for the Morison method, the salinity inconsistency did not decrease at 140-280 Thermal Lag Correction From a GLIDER Payload CTD for Poor Temperature Data dbar and was accompanied by an overcorrection at 40-140 dbar (Fig. 9b) . Similarly, for the Garau method, the salinity correction did not produce the desired results, although the thermal lag salinity error was largely reduced compared to the original salinity data at 40-140 dbar (Fig. 9c ). These preliminary experiments show that further improvements are needed for thermal lag corrections. When sectional Morison methods are used, there is a significant improvement both at 40-140 dbar and at 140-280 dbar with respect to the original Morison method and the Garau method (Fig. 9d) . Thus, the sectional correction does not have an overcorrection or lesscorrection, which was expected in the case of temperature difference. However, not all obtained salinity profiles need to be corrected by this sectional method. Temperature profiles and salinity profiles need to be examined carefully when a salinity correction is applied. Assuming the difference between the obtained downcast temperature and upcast temperature is larger than the allowable temperature range, a sectional correction is necessary in the sharp salinity gradient. This specific method is to divide salinity profiles into a strong salinity gradient and a weak salinity gradient according to the difference between AMSD and RMSD (greater than 0.003 and less than 0.003, respectively) and the glider's downcast vertical speed (for example, we divide salinity profiles at 40-94 dbar and 140-280 dbar in this experiment) and apply the Morison salinity correction method, respectively. When the temperature difference is not obvious or the salinity varies little with depth, this correction method can be omitted. We wish to emphasize in this paper the influence of this difference on salinity corrections.
81 Pairs of Profile Corrections
After the sectional correction is applied to 81 profiles, most mismatches are significantly reduced, especially in layer III, although such salinity differences are not easily seen from the 'contourf' color dots generated by MATLAB (Fig. 10) . In layer IV, several bands distorted due to the temperature data difference are smoother than the general correction. Through a quantitative comparison between the conventional Morison et al. correction and the sectional Morison correction using our 81 salinity profiles, the typical salinity correction ratio upgraded from 1.56 to 2.04, the salinity accuracy upgraded from 0.011 to 0.006 psu.
Summary and Conclusions
In this paper, the thermal lag correction of a glider with a pumped CTD is reevaluated. A thermal lag correction is powerful for small temperature difference data and a high sampling frequency (0.5 Hz); however, it is not ideal for large temperature difference data and a low sampling frequency (0.167 Hz), which has critical temperature ( Fig. 2a) . To examine the influence of temperature difference on the thermal lag correction, we divide the data into five segments by variations in salinity with depth. In layer I (0-40 dbar), the glider's vertical downcast speed increased to keep the pitch angle stable; in layers II and III (40-94 dbar and 94-140 dbar, respectively) where the glider's vertical downcast speed is rapid, the correlation the between SD and TD are negative, while in layer IV (140-280 dbar), the glider's speed is slow and the correlations are positive. In layer V (280-1000 dbar), the thermal lag effects and SD are negligible. To further show this correlation, we calculate the numbers and the averaged values of SD \ 0 in each pressure of the 81 profiles. Similarly, we calculate the numbers and the averaged values of TD [ 0 in layer II and layer III and the numbers and the averaged values of TD \ 0 in layer IV. Figure 4 shows that in layer II and layer IV, both the numbers and the averaged values of SD are consistent with TD, and this anomaly is largest in layer II and is relatively small in layer IV. However, in layer III, the Thermal Lag Correction From a GLIDER Payload CTD for Poor Temperature Data numbers and the averaged values of SD are insignificant compared to TD. Similarly, the correction ratio corresponds with TD in layers II and IV, but in layer III, regardless of RMTD value, the thermal lag correction is satisfied (Fig. 6 ). This may be because the temperature plays a leading role in the measurement of salinity with a negligible pressure effect. The incorrect measurement of temperature induced an incorrect conductivity, and thus, the obtained salinity is approximately equal to the salinity at a certain depth around. This inconsistency in salinity is clear in a sharp gradient, unlike in a weak salinity gradient, where the salinity values are almost the same at different depths, and the thermal lag effects are more important. Moreover, regression analysis reveals that in layer III, the thermal lag correction is consistent with the product of coefficients a and s (Fig. 7) . The suggested sectional correction here allows for an improvement in salinity accuracy with this different influence from the temperature. After applying this method in all profiles (Fig. 10) , the typical salinity correction ratio is upgraded from 1.56 to 2.04, and the salinity accuracy is upgraded from 0.011 to 0.006 psu, which shows the efficiency of this method.
As an important component of coastal ocean observing systems, gliders have been increasingly employed in oceans worldwide, and it is imperative to perform quality control on real-time data (Liu et al. 2015) . Although a high-precision, stable pumped-CTD is being developed with reduced thermal lag effects (Schmitt and Petitt 2006) , the influence of temperature error appearing in the thermistor is still not known. Thus, temperature data must be examined before using this improved sectional Morison thermal lag correction.
