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I. INTRODUCTION 
A solution (N-stage optimal return) is obtained in closed form for a class 
of allocation problems having convex returns and linear transitions. The form 
of the solution to a given problem depends upon the relations between the 
numerical constants in the return and transition functions. In all, there are 
four forms, or cases, to be considered. 
II. NOTATION AND APPROACH 
Consider the following serial multistage decision problem: 
with transition functions 
%a = %3+1 + w%+1 - %a+1); n = l,..., N
where the decisions are constrained by: 
0 <m d +%a; n = l,..., N 
and where a, 6, g, h, p and q are real positive constants such that 
q>p>l 
and 
0 <a,b, < 1. 
(2:n) 
(3:n) 
(4) 
(5) 
THEOREM. The optimal policy for the problem described by Eqs. (1) thru (5) 
isy,* =Oory,* =x,,;forn= l,...,N. 
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PROOF. Let 
fnW = max i [grip + h(xi - yJg]. YlP...,Yvl i= (6:n) 
Then, 
and since the expression in the braces is convex, y;” = 0 or yT = x1 , so that 
fi(d = m={gG hGJ1 (7) 
and therefore, fr(xr) is also convex. Accordingly, 
f&%2) = oJy>le2 {gY,p + h(x, - YZP + f&Y2 + 4% - Y!Jl* . . 
Since the sum of convex functions is convex, the expression within the braces 
will achieve a maximum value only for y$ = 0 or yz = xa . Therefore, 
f&J = ma&W +h(~~&~ k* +.f#4 
and fa(xJ is convex. 
By induction on ~1, one can now show that 
f&J = m4gxnp + fL(ax,), hxnq + fn-d&J) 
which completes the proof. 
n = 2,..., W (8:n) 
From the form of Eq. (8), it is clear thatf,(x,) will be a continuous function 
composed of convex segments. Let fni(xn) denote the i - 1st segment, where 
i = 0, I,..., and let 
C(%&) = ‘P,” +fi&%> (9:in) 
and 
/4(%) = hx,a +L(w. (lO:j,n) 
Equation (8:n) may now be written as 
Q(x,) and p,,j(x,J will be convex functions which intersect at one unique 
point, Zm , as illustrated in Fig. 1. To show this, we employ a method similar 
to that used by Bellman [l]. We represent by A the process of choosing 
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I + Xn 
Yn =x, -I =o 
%I 
Yn 
FIG. 1. Determination of fn(xn) and y$ 
A,j(x,J and by B that of choosing pd(x,J. Then, in general, an optimal policy 
could be represented by 
S = AalBb’AaaBbs..., (12) 
where the superscripts indicate the consecutive choice of Q(xJ for a total 
of ai times, and the consecutive choice of pnj(xn) for a total of bi times. Now 
define x; as that point beyond which the respective choices AB, at stages n 
and n - 1, plus optimal continuance produces the same n-stage return as 
the choices BA at those same stages, plus optimal continuance. For the former 
policy, we have 
and 
fnj(XJ = &7x,” + haqx,q +fj!&(abx,); (14) 
and for the latter policy, 
fb-l(%l> = 24L ffl-z(ax,,) (1% 
Equating (14) and (16), we find for all n > 1 
x, = g(l - b”)_ l’(Q--B)* 
7l t A(1 - aq) 1 (17) 
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Furthermore, we can show, for each of the four cases to be considered, that 
x; < 55, * (18) 
Also, for x, > xk , we have from Eqs. (14) and (16) that the policy BA plus 
optimal continuance produces a better (larger) n-stage return than does AB 
plus optimal continuance. Therefore, for X, > XL, an optimal policy will 
include the decision B at stage n, and as a consequence 
P?t%J > L$%), for x, > xn . (19 
We shall now show that the largest value of X, for which an optimal policy 
will include A at stage n is %,, . By induction on n, we obtain 
and 
pn”(xn) = hx,” + g ( ’ - up(n-1) ) b”x,“. 
1 - a” (21) 
Then h,,O(x,) will be greater than pno(x,J if the following inequality holds: 
x;-” + ; [ (1 - a-l)) (bP - 1) _ ap(nml)] <o, 
1 -ap 
Since the expression inside the brackets is negative, &O(x,) > pLno(xn) for x, 
sufficiently small. 
In the derivation and solution of cases, one finds that the interval from 0 to 
%n involves at most only the first wo segments of h,j(x,) and pd(x,J. Thus it 
can be shown [2] that 
for 
III. SOLUTION OF CASES 
In order to simplify some of the expressions to follow, define 
1 - &'i -&'(I - a~(j-l)) l/b-~1 
1 -ap II 
&2) = g 
3 I [i h 
1 -,N-1) - bv(l - a"'j-2') 
II 
1/(9--P) 
(1 -&')(l + aW-2)bQ - &-1)) 
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For all four cases, we have, from (22), 
m* = 12, 
x, > x, 
x, < x, . 
Then the optimal n-stage return for the various cases is as given below: 
CASE la. This case is defined by the relations, 
a>b and 
O<l-bP<c 
‘iYyF--a”g * 
The solution is given by 
fni(xn) = A@, i) xn” + B(i) x,q, 
for 
X,-i+1 < x, G 
- 
X,-i 
b(-l’ 7; i = 0, l)...) ?I, 
where 
- --I - X,-i = Xj ) x72+1 = 0, and To = co. 
CASE ib. This case is defined by 
a>b and 
l-bp<bp 
1’ bg . 
Define r as the largest integer for which 
Then for n < r, the solution is given by 
(23:i,n) 
(24:i, n) 
x,P + B (;) x,,q; i = 0,2 ,..., 2(n - I), 
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terminating at zI a [i-2+lW+l2; and 
fni(xn) = A i 
n-3 i-l 
-) x,p + c f 
n-3 i-l 
2’ 2 2’ 2 -1 xnq; 
i = 1, 3 ,..., 2n - 1, 
terminating at 
X(2n+&&$‘l-i”2; X(2n+1-4/2 = xi20 
For n > Y, the solution is given by 
fng(xn) = A(n, i) x,,’ + B(i) x, i = 0, l,..., n - r -- 1, 
terminating at b-%,,n-i; %pg-i = 4; and by 
fni(xn) = A (n, ’ - ; + i, x,p + B (” - 2’ + ‘) xn’l; 
i = n - r, n - r + 2 ,..., n + Y - 2, 
terminating at ~la(i+2-n-r)i2b(T-n-i)/2; and by 
f,aYxn> = A ( 
n-2 n-Y-l+i 
-, 2 2 1 xrLp -I- c ( 
n-2 n--r-l+ 
- 2 , 2 1 xnq; 
i = n - r - 1, 71 - Y - 3 ,..., n + Y - 1, 
. . 
terminating at ~(n+r+l-i),2b(~+l-n-i)‘2; f(,+,+l-i) ,2= 5~~2. 
CASE lc. This case is defined by 
a>b 
1 - bs 
and - 
bp 
1-aq>‘gi. 
Define Y as the largest integer for which 
Then for n < Y, the solution is given by 
fno(xn) = AhO) xnp; i = 0; 
and 
terminating at 5 
fni(xn) = A(n - 1, i - 1) xnp + C(72 - 1, i - 1) x,Q, 
terminating at $,,+l-ibl-i; x,,+,-~ = ~~3. 
i = 1, 2 ,...) It, 
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For Y < n < m, where m is defined as the largest integer for which 
the solution is given by 
&0(Xx) = A(n, 0) x,p; 
and 
i = 0, terminating at %Q1-9L. , 
( 
i-l 
fnd(xn)=A n-l,-- 
i i 
i-l 
2 
x,“+C n-l,- 
2 1 xnq; 
i = 1) 3,..., 2(n - Y) + 1, 
terminating at 
q‘&&+l-i),zb”-““2; - 3. X(2,+14/2 = xj > 
and 
fni(%) = A (% +, x,p + B (9) xc; i = 2,4 ,..., 2(?? - I), 
terminating at ~~u(d+~-~n)%-iJ~; and 
fn~(Xn)=A(n-l,i-?z++-l)X,~+C(tl-l,i-?z+C-l)X,~; 
i = 2(n - Y) + 2,2(n - Y) + 3 ,...) 2n - Y + 1, 
terminating at S&+.+I-&P+l-i-~; .%zR+.+I-i = ~$3. For n > m, 
fn”(x%) = A@, i) xnP + B(i) xnQ; i = 0, l,..., n-m-l, 
terminating at s,&-“; and 
fnqcn) = A ( 71, n -2” +j) XP +C(n, 
n - m +- i 2 )x,Q; 
i=n- m, n - m + 2 ,..., 3n - m - 2r, 
fnyXn)=A n-l, 
( 
n-m-l+i 
2 ) 
xla” + c (n - 1, fz -m ; l + i) x*q; 
i = n - m + 1, n - m + 3 ,..., 3n - m - 2~ + 1, 
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. . 
termmating at f(,+,+rVi) ,a b(m+1--n--i)‘2; s(n+m+l-i),z f.2. and 3 , 
f$(xJ = A(n - 1, i - n + Y - 1) xnp + C(n - 1, i - n + Y - 1) xnQ; 
i=3n-m-27-/-2,3n-m-2rf3 ,..., 2n--i-l, 
terminating at .Fzzn+.+l-ibn+l-T-i; izn-7+1-i = $j . 
CASE 2. 
0 < a, b<l and b>a 
1 9-P 
O<l+ap-bp< b . 
c 1 
The solution is found to be 
fni(xn) = A@, i) xnP + B(i) xnQ 
for 
xe < x, Q s&-1; i = 0, l,..., n.
LFn+l = 0, x02 co, and 3, = *I”. 
APPENDIX 
The objectives of this appendix are twofold: 
(1) To establish the four cases defined in the body of the paper. 
(2) To provide proofs for the solutions of the cases. 
Establishment of Cases 
We begin the solution of the functional equations of dynamic programming 
with the last stage; from Eq. (11 :i, 1) 
fli(xl) = maxA%d Pan>, 
which, from Eqs. (9) and (lo), becomes Eq. (7): 
f&I> = max{gxIP, hxIQ} 
clearly, gxrp > hxIQ, when 
hx,” 
i 
xf” - $j < 0, (W 
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which holds for x1 sufficiently small. From Eq. (I A), if we define 
g 
i ! 
ll(P--P) 
q= - 
k ’ O-4) 
then the optimal decision at stage 1 is 
(3-4) 
and 
h"(4 =&%"; 0 < x1 < x; 
fl'(Xl) = hx,*; Xl > XI . 
For a two stage system; from Eqs. (2) and (1 1), 
~,“(x,) = g(l + 4 x2, 
Ux,) = gx,” + hu~x2Q, 
% 
x2 < - a 
pL2yx2) = A(1 + @) x2*, 
% 
x2>-. 
b 
The need for establishing cases becomes apparent at this point, as we 
attempt to depict the set 
as shown in Fig. 2. 
a b 
FIG. 2. M(xz) for a 2-stage system. 
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The relative magnitudes of a and b locate the termination points of &“(.~a) 
and ~20(xz), respectively. We first consider those cases for which a > b, and 
note that 
ho(%) > P2°c%)~ for x2 sufficiently small. (4A) 
To show this, we substitute for ha”(x,) and pa”(x2) in (4A) their values and 
obtain 
g( I + a”) xg > hx,U + gbpq, 
which upon rearrangement becomes 
hX,4 jLqp + f- [b” - (1 + a”)] 1 < 0. (54 
From (5A), we see that (4A) holds when 
P-(1 +aP)<O WV 
(for arbitrarily small x2). But (6A) . is satisfied for all 0 < a < b < 1, and 
therefore (4A) also holds for this range of these constants. In this range, we 
can now display a total of three possible configurations which the points of 
decision change may assume. These configurations define the cases la, lb, 
and lc, as shown in Fig. 3. From this figure we see that each case is determined 
by which segments of h,i(x,) and ~~(~a) intersect o form the cross-over 
point & . For case la, the intersecting segments are Xa”(x,) and Tao; for 
lb they are h,l(x,) and paO(xa), and for Ic, &l(x,) and pal(xz). [Note that 
h,O(x,) cannot intersect P~~(xJ, since x1/b > x,/a, for a > b.] Case la is thus 
defined by the relation 
O<x,<x’ 
a ’ 
which may be written as 
o<l+aP-bP<$ 
or equivalently by 
()<l-bP<!c 
’ 1 -7 ’ aQ * 
Similarly, case lb is defined by 
(7A) 
and case lc is defined by 
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ii,/0 xl/b :, X2 
(cl Case Ic: Y2 2X,/b 
FIG. 3. 0 < a,b < 1; a > b. 
Proof for Closed-Form Soltltims 
The proofs for all four cases follow an identical pattern, and it suffices here 
to prove the results given for case Ia. This case is defined by the requirement 
The left side of this inequality follows at once from Eq. (22). To establish 
the right side, we first assume that F~ may be expressed as 
g 1 
1/(9--P) 
g,s - 
[ ( 
_ aBDz _ bP(l - aP(n-11) 
h 1 -I? iI , (10-N 
and we will find it convenient to delay the proof of this expression until we 
have established Eq. (9A). 
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We may now write the right side of Eq. (9A) as 
[ 
1 - aPn - bP(l - &n-l)) 1/(9--P) 
1 -up 1 
< 1 1 - &W-l) _ bP(l _ aP(n-2)) ll(q-P) 
‘a [ 1 - up 1 
Since both sides of this inequality are positive, we may raise each to the 
q -p power, and upon rearrangement, obtain 
aP(n-2)(aP - bP) 
1 - aP(n-1) - bP(l _ aZJ(?%-2)) <S-l. (114 
1 - up 
Since for this case, up - bp < aP/aQ - 1, it is sufficient to show that 
aPcn-a)(l _ UP) < 1 _ @(n--l) - bP(l - aD(n-2)) 
or 
(1 - bn) a’(+2) < 1 - b”, 
which follows at once since both ap(n-2) and bp are positive numbers less than 
one. Therefore, we have established Eq. (9A) under the assumption that 
(IOA) holds, and accordingly, the point ?8+, is determined by the intksecti~~ 
of the segments &O(x,) and pLlao(x,J for all n > 1. Thus, 
We now prove Eqs. (23) and (24) inductively, first verifying them for 
n =2: 
f2(x2> = dl + aPI x2p; 0 < x2 < g2 
f&x2) = gbpx,p + hx,~; it.2 <x2<% 
b 
f2”(xz) = h(1 + b*) xzq; x2 b - ;
g 
! 1 
l/(Q-PI 
q= - 
R 
1 - a‘@ - P(l - a”) l/w-P) 
1 -up )I = + (1 +a~ -bp)]l’(q-l’. 
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We now show that if (23:i, n) holds for II = K, it holds as well for 12 = k + 1. 
From Eq. (12A), for i = 0, 
which completes the induction. 
From Eq. (12A), for i > 0, 
f:+l(Xk+l) = pyx R+l k+l ) = hxq k-t1 +f??" @,+I) 
= f&+1 + gb 
s(i.l) 1 - (p[k-(i-l)] 
1 - ap 
bpxp k+l 
+ h ( ’ ,“;;” ) b*x;E+, 
which completes the induction. For the termination points of the segments, 
we see that fE+I(xk+I) terminates at xk+I . The other segments terminate at 
*k+l--i 
=bi. 
This completes the proof of Eq. (23). 
The following have previously been shown for Case la. 
(a) xk is independent ofj; 
(b) if xk < 3% then ~,j(x~) > X,i(xn) for x, > xk and hence x, > 5% . 
Also &0(x,) > pmo(xn) for x, small. And for Case la, xr is found from 
&0(x,) = ~20(xJ. From the above by induction, h,“(x,J = pLlao(xn); if x; < xn , 
then xn is the only intersection. Now the solution of h,O(&J = pno(%,J is 
Eq. 10A. Consequently Eq. 10A is true provided its solution yields x: < xn 
for all n > 1. 
PROOF THAT x;<x~. For n>l, 
I 
%I (1 - bp) (1 - a”) 1lCe-P) 
-zzz - 
XV‘ (1 -u”)(l - #n. - b”(l - &n-l) 1 1 . 
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But 1 > a > b > 0 so that 
Sothatwithq>p>O 
5 ~ 
[ 
(1 - UP) 
X72 1 
l’(Q--1D) B I
(l--Q) * 
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