tral nervous system to make sense of the spatial and temporal patterns of excitation in this retinal mosaic. Unless we know something of how the nervous system handles the messages it receives, we cannot easily come to grips with the problems of perception of form, movement, color, or depth.
For a study of integrative sensory mechanisms the visual system of mammals offers the advantage of a comparatively direct anatomical pathway. At each stage, from bipolar cells to the striate cortex, we can compare activity of cells with that of the incoming fibers, and so attempt to learn what each structure contributes to the visual process. In this paper I summarize a series of studies on the cat visual system made by Torsten Wiesel and myself. I concentrate mainly on experiments related to form and movement.
It is often contended that in studying a sensory system we should first learn to understand thoroughly the physiology of receptors, and only then proceed to examine more central processes. In the visual system one should presumably have a firm grasp of rod and cone physiology before looking at bipolar and retinal ganglion cells; one should thoroughly understand retinal mechanisms before taking up studies of the brain. Unfortunately it is not always possible to be so systematic. In the case of the visual system, orderly progress is impeded by the great technical difficulties in recording from single retinal elements, especially from the rods and cones and from bipolar cells. At the single-cell level, knowledge of the electrophysiology of these structures is consequently almost entirely lacking. If we wish to learn how the brain interprets information it receives from the retina we must either struggle with retinal problems of formidable difficulty or else skip over the first two stages and begin at a point where the appropriate single-unit techniques have been worked out, i.e., the retinal ganglion cell.
The subject of retinal ganglion-cell physiology is complicated by the fact that studies have been made in * Invited paper presented at the Symposium on Physiological Optics, Joint Session of the Armed Forces-NRC Committee on Vision, the Inter-Society Color Council, and the Optical Society of America, 14-15 March 1962, Washington, D. C. a wide variety of vertebrates and under a number of different experimental conditions. Here I only describe the receptive field organization of retinal ganglion cells in the cat. This is necessary for an understanding of the integrative function of the lateral geniculate body, since the geniculate receives its main visual input directly from the retina.
Because there is convergence of a number of afferent fibers onto each cell, both for bipolar cells and for retinal ganglion cells, we are not surprised to learn that a single ganglion cell may receive its input ultimately from a large number of rods and cones, and hence from a retinal surface of considerable extent. At first glance it might seem that a progressive increase in the size of receptive fields as we follow the visual pathway centrally must lead to a wasteful and pointless blurring of detailed information acquired by the exquisitely fine receptor mosaic. To understand why fineness of discrimination is not necessarily blunted we must realize that all retinal connections are not necessarily excitatory. The existence of inhibitory connections means that when we shine a spot of light on the receptive field of a given cell we may decrease, rather than increase, the cell's rate of firing. The effect of the stimulus will depend on the part of the receptive field we illuminate.
The fineness of discrimination of a cell is determined not by the over-all receptive field size, but by the arrangement of excitatory and inhibitory regions within the receptive field.
With the experiments of Kuffler (1953) it became apparent that in the light-adapted cat, retinal ganglion cells did not necessarily respond uniformly throughout their receptive fields: their discharges might be activated or suppressed by a spot of light, depending upon where on the retina the spot fell. The receptive field of a ganglion cell could thus be mapped into distinct excitatory and inhibitory regions. Two types of cells were distinguished by Kuffler: those with fields having a more or less circular excitatory center with an annular inhibitory surround, and those having the reverse arrangement. These two concentrically arranged field types were called "on"-center and "off"-center fields. The terms "off" center and "off" response refer to the empirical finding that when a spot of light suppresses a cell's firing, turning the spot off almost always evokes CENTRAL VISUAL PATHWAYS OF CAT a discharge, termed the "off" response. Conversely when we see an "off" discharge we usually find that during the stimulus the maintained firing of a cell is suppressed.
Within the excitatory or inhibitory region of a receptive field one can demonstrate summation, i.e., for a given intensity of stimulus the response increases (number of spikes and frequency of firing increase, latency and threshold decrease) as the area stimulated is increased. On the other hand, when both types of region are included in a stimulus their separate effects tend to cancel. If the entire receptive field is illuminated, for example by diffuse light, a relatively weak response of the center type is usually obtained: an "on"-center cell thus gives a weak "on" response, and an "off"-center cell a weak "off" response. I shall use the term "peripheral suppression" to refer to this antagonistic interaction between center and periphery.
Retinal ganglion cells differ from one another in several ways besides those related to field-center type.
Obviously they vary in the location of their receptive fields on the retina. In the cat (Wiesel 1960 ) and the monkey (Hubel and Wiesel 1960) there are considerable differences in the sizes of receptive-field centers, receptive fields near the area centralis or fovea showing a marked tendency to have smaller centers than fields in the peripheral retina. Even for a given region of the retina there is a large variation in the size of field centers. In the monkey the smallest field center so far measured had a diameter of 4 minutes of arc; this was situated 4 from the fovea. It is likely that the centers of foveal fields are much smaller than this. The total extent of a field is more difficult to determine, since the effect of a spot of light upon a cell decreases gradually with increasing distance from the field center. Measurements made by constructing area-threshold curves (Wiesel 1960) suggest that receptive fields may not greatly differ in their total size despite wide variations in center sizes.
Retinal ganglion cells differ also in the effectiveness with which the receptive-field periphery antagonizes the center response. This may be measured by determining the difference between the threshold intensity of a spot covering the receptive-field center and that of a large spot covering the entire field. The difference tends to be greater for cells with small field centers (and hence large peripheral zones) than for cells with large field centers. Since cells with small field centers are especially common in the area centralis, this ability to discriminate against diffuse light is particularly pronounced in that part of the retina.
In the cat we know of no functional retinal ganglion cell types besides the "on"-center and "off"-center cells described by Kuffler. Occasionally diffuse light evokes a discharge both at "on" and at "off." This may occur in either "on"-center cells or "off"-center cells. It depends to some extent on the state of light adaptation, stimulus intensity, and other variables. The receptive fields of cells showing "on-off" responses to large spots do not seem to differ in any fundamental way from ordinary "on"-center or "off"-center cells. There thus seems to be no reason for regarding "on-off" retinal ganglion cells of cat as a distinct type.
In the cat the arrangement of excitatory and inhibitory regions within a given receptive field remains the same for all effective stimulus wavelengths. The fields thus seem to be very different from the more complex opponent-color fields described by Wolbarsht, Wagner, and MacNichol (1961) for goldfish retinal ganglion cells (see discussion of Barlow, in Wolbarsht et al., 1961, p. 176) . In the monkey optic nerve and lateral geniculate body there are two types of neurones, one resembling cells of the cat in having receptive-field characteristics that are independent of wavelength, the other showing color-specific responses in many ways similar to those seen in the goldfish (Hubel and Wiesel 1960; DeValois 1960). In the frog, Maturana, Lettvin, McCulloch, and Pitts (1960) have described retinal ganglion cells with highly complex response properties. Their records were made from unmyelinated axons or their terminal arborizations. If such axons exist in the optic nerves of cats, they have probably escaped detection in physiological studies. Unfortunately cat optic nerves have not yet been examined with the electron microscope, and it is not known whether or not they contain unmyelinated fibers.
LATERAL GENICULATE BODY
Anatomically, the dorsal lateral geniculate body differs from most other structures in the central nervous system, and certainly from the retina and cortex, in its relative simplicity. In a sense it is a one-synapse way station, since its cells receive their major input directly from the optic tract, and since most of them send their axons directly to the visual cortex. It has often been asked whether the lateral geniculate body serves any integrative purpose besides that of relaying incoming messages to the cortex for further elaboration. Although in some ways the lateral geniculate body is a simple structure, an anatomist would hardly contend that it is nothing but a one-to-one relay station. The existence of convergence and divergence, complex dendritic arborizations, and, in the cat at least, cells with short axons terminating within the nucleus itself, all seem to be against such a supposition.
A strong case was made for the presence of one-to-one synapses in the geniculate by the microelectrode studies of Bishop, Burke, and Davis (1958) . By electrically stimulating the severed proximal stump of the optic nerve and recording extracellularly from lateral geniculate cells they were able to record excitatory postsynaptic potentials (or the associated extracellular currents) and show that they were not continuously graded, but, at least for two of the cells they studied, were all-or-nothing. Most excitatory postsynaptic potentials were followed by geniculate spikes. The authors concluded that some lateral geniculate cells can be excited by one impulse in a single optic-nerve fiber.
They were inclined to attribute the fact that the lateral geniculate cell occasionally failed to fire to the effects of anaesthesia, rather than to variation in possible additional inputs not detected by their electrode. Since both Bishop, Burke, and Davis (1958) and Freygang (1958) observed lateral geniculate cells for which the excitatory postsynaptic potentials were graded in several discrete steps, it is clear that not all geniculate synapses are of a simple one-to-one type. At least some must have several excitatory inputs.
If there is a "straight through" connection between some optic-nerve fibers and lateral geniculate cells, as Bishop's findings suggest, there should be no differences in receptive fields at the two levels. A study of lateral geniculate cells in the cat (Hubel and Wiesel 1961) showed that lateral geniculate fields indeed have the same concentric center-periphery organization, and like retinal ganglion cells, are of two types, excitatory center and inhibitory center. It is clear enough, then, that in the lateral geniculate body there is no very profound reorganization of the incoming messages. Nevertheless, there was a suggestion that the ability of a receptivefield periphery to antagonize the center response was more marked in geniculate cells than in optic-nerve fibers. This was true even when variations in peripheral suppression with position of receptive fields on the retina (referred to above) were taken into account.
The fact that one can record geniculate spikes together with excitatory synaptic potentials of an all-ornone type suggested the possibility of making a more delicate test of geniculate function, namely, a comparison of the responses and receptive fields of a particular geniculate cell with those of its own excitatory postsynaptic potential (Hubel and Wiesel 1961) . When this was done for cells with all-or-none synaptic potentials, it was found that while almost all lateral geniculate spikes were triggered by an optic-nerve impulse, the converse was not true; each synaptic potential did not necessarily trigger a postsynaptic spike. The success rate of the optic-nerve impulse varied widely, depending on how the retina was stimulated. The receptive field centers of the optic nerve fiber and the lateral geniculate cell were, as far as one could judge, precisely superimposed. If one shone a restricted spot of light over the common receptive-field center, the likelihood that an impulse would trigger a postsynaptic spike was very high. If, on the other hand, the entire receptive field including the periphery was illuminated, very few of the synaptic potentials were followed by geniculate-cell spikes. For small spots in the center portion of the field the thresholds of the two units were apparently identical, but for large spots, including diffuse light, they were often several log units apart. Sometimes the geniculate cell would not respond to diffuse light at any intensity.
It was thus possible not only to confirm the impression that peripheral suppression is enhanced by lateral geniculate cells, but to obtain some notion of how the change is brought about.
This result shows clearly that even when we record a single all-or-none excitatory synaptic potential along with a geniculate cell spike, the synaptic potential we observe does not represent the only input to the cell. There must be other inputs which are influenced by illuminating the periphery of the common receptive field. Illuminating the periphery might activate retinal ganglion cells whose "on" centers were distributed over this annular region; if these neurons made inhibitory synaptic connections with the geniculate cell we could explain the cell's failure to be triggered when diffuse light was used. We might equally well suppose that lighting the periphery suppressed the firing of a set of "off"-center retinal ganglion cells making excitatory connections with the geniculate cell. Now inclusion of the receptive-field periphery would suppress these cells, removing the tonic asynchronous activation needed to enable the geniculate cell to follow the triggering impulses. The important point is that the geniculate cell must be receiving input from not one, but a large number of optic-nerve fibers. In a cell bound to an optic nerve fiber by a synapse having a "straight through" property, the property is a conditional one, depending on activity of other optic nerve fibers.
I have mentioned the possibility of suppressing a cell's firing by withdrawal of tonic excitation rather than by direct synaptic inhibition. The synapse that we are discussing gives us a vivid example of just that, for in illuminating the field center of an "off"-center geniculate cell we suppress firing by suppressing activity in the main optic-nerve fiber feeding into it. Of course the cell may at the same time be actively inhibited by other optic-nerve fibers (we have no evidence for or against this), but this inhibition would not be the main reason for the cessation of firing. To suppress the firing of any cell in the visual system there need only be one inhibitory link in the entire chain beginning with and including the receptor. In the case of the center of an "off"-center cell in the lateral geniculate we do not know at what stage this inhibitory link occurs. It is apparently not in the geniculate, and there is no evidence for or against its being at the retinal ganglion-cell level.
We may sum up the implications of these experiments as follows: (1) all cat geniculate cells apparently have multiple visual inputs; (2) there is often a particular 60 Vol. 53 CENTRAL VISUAL relationship between a cell and one optic-nerve fiber with which it makes a powerful excitatory synapse; (3) when such a relationship exists, the receptive-field centers of the incoming fiber and the geniculate cell are of the same type, i.e., both are "on"-center or both are "off"-center; (4) the lateral geniculate body has the function of increasing the disparity, already present in the retinal ganglion cell, between responses to a small centered spot and to diffuse light. The lateral geniculate body may have other functions besides that of increasing the effects of the receptivefield periphery. Cells in which the synaptic potential is graded in several steps must have more than one excitatory afferent. This kind of convergence might produce a geniculate receptive-field center larger than any of the field centers of the afferents. So far this has not been tested experimentally.
Some electrophysiological studies have suggested that the lateral geniculate body receives afferent fibers besides those of the optic tract (Hubel 1960; Widen and Ajmone-Marsan 1960; Arden and Sderberg 1961) . Nauta and Bucher (1954) have observed a corticogeniculate projection in the rat, and recently Nauta (personal communication) and Beresford (1961) have found in the cat a topographically precise reciprocal pathway from the striate cortex to the lateral geniculate body of the same side. So far we have found no geniculate cells with the complex properties typical of cortical cells, but fibers with these properties are frequently recorded just dorsal to the lateral geniculate body. A knowledge of the presence of a reciprocal pathway is important if we are to avoid including these units in a study of geniculate cells, particularly if there is any chance that the recording electrode is not in the geniculate but just above it.
A problem that has attracted considerable attention concerns the amount of binocular interaction in the lateral geniculate body (Bishop, Burke, and Davis 1959; Erulkar and Fillenz 1960; Griisser and Sauer 1960; Hubel and Wiesel 1961) . While there is evidence that some geniculate cells can be influenced from the two eyes, it seems to be agreed that the proportion of binocularly influenced cells in the lateral geniculate body is small. This is certainly in keeping with the anatomical findings (Silva 1956; Hayhow 1958) . We have so far not succeeded in mapping out, for any geniculate cell, two receptive fields, one in each eye.
The marked contrast between the scarcity of binocular interaction in the cat's geniculate and its preponderance in the visual cortex does not argue for any major role of the geniculate in binocular vision.
On anatomical grounds it is well established that alternate layers of the lateral geniculate body receive their input from alternate eyes. This has been confirmed in the cat by physiological methods (Cohn, 1956 ); cells in a given layer can be driven from one of PATHWAYS OF CAT 61 the two eyes, but not from the other. A precise topographical representation of the contralateral half-fields of vision on each geniculate layer, the maps in the different layers being in register, has been established anatomically for the rhesus monkey (Polyak 1957 ) by noting trans-synaptic atrophy following small retinal lesions. Although a similar anatomical study in the cat has not been made, the physiological evidence for a precise topographical representation in this animal is clear (Hubel and Wiesel 1961) . The receptive fields of simultaneously recorded cells are near to one another and often overlap almost completely. The receptive fields of cells recorded in sequence by an electrode passing normal to the layers are close together or almost superimposed, whereas in an oblique or tangential penetration, fields of successively recorded cells move systematically along the retina. Finally, the maps in successive layers are in register.
From what I have said about the lateral geniculate body it will be apparent that the physiological properties of even that simple structure are far from simple. The fact that a number of incoming optic-tract fibers converge upon one cell presents us with a number of possibilities. Any particular geniculate cell will have its own receptive field with center and surround. Each fiber converging upon the cell will have its own center located in the center or surround of the geniculate cell's field: the incoming fiber may have an "on" center or an "off" center; the synapse it makes may be excitatory or inhibitory. If excitatory, the synapse may be powerful, capable of setting up a spike in the geniculate cell; or it may be weak, contributing to the summed effects of a large number of other incoming fibers. Somehow these and perhaps other possibilities are made use of, to produce a mechanism in which individual incoming impulses may trigger individual postsynaptic impulses, but in which the coupling between the incoming and outgoing signals is varied. Such an ingenious piece of machinery would surely have great appeal to a mechanical or an electrical engineer. It may be worth stressing how different this synapse seems to be from that of the anterior horn cell of the spinal cord, which, because it has been so extensively studied by modern electrophysiological methods, is apt to be taken as a prototype of synapses in the central nervous system.
VISUAL CORTEX
If the lateral geniculate body is anatomically a structure of relative histological simplicity, the primary visual cortex is in contrast one of very great complexity. There is considerable order to the architectural plan of the cortex, yet our knowledge of the connections between cells gives us very little notion of how this structure functions. Of course, it has been known for years that the striate cortex is concerned with vision, and that in most mammals it is indispensible for form vision. What we have not known is how cortical cells handle the messages they receive from the lateral geniculate body. We have had insufficient evidence even to decide whether the messages are modified at all, or just handed on to some still higher centers for further elaboration (cf. Brindley 1960, p. 122 In a series of studies by Talbot and Marshall (1941) , Talbot (1942) , and Thompson, Woolsey, and Talbot (1950) the cortex was mapped in the cat, rabbit, and monkey according to the retinal areas projecting to it.
These authors were able to go well beyond what was known from anatomical studies by showing that in the cat and rabbit there is a double representation of the visual half-field on the cortex of the contralateral hemisphere. The two maps lie adjacent to each other, bounded by a line which Talbot and Marshall termed the "line of decussation." This line receives projections from the vertical meridian. Any retinal region (besides the vertical meridian) projects to two regions on the cortex, one medial to the line of decussation and the other lateral to it. There has been some tendency to assume that the medial representation, called Visual Area I, is the classical striate cortex, whereas Area II is nonstriate. There is nothing in the literature to support the latter assumption, though to my knowledge it has never been questioned except by Bard (1956) .
The mapping experiments of Talbot and Marshall and of Thompson, Woolsey, and Talbot have since been confirmed for the cat by single-unit techniques. We have confirmed the topographical projection scheme in the cat (Hubel and Wiesel 1962) , including the presence of a second visual representation lateral to the first. Daniel and Whitteridge (1961) If we were to find no differences in receptive fields of cells in these two structures we would indeed be disappointed, for it would mean either that in spite of its anatomical complexity the striate cortex did virtually nothing, or else that our present microelectrode techniques were not equal to the problem. The second alternative is a possible one, since the elaborative functions of the cortex might be discernable only by examining simultaneously large numbers of cells and comparing their firing patterns, perhaps with the help of computers. As it turns out, there are differences in receptive fields, differences which give us a fair idea of some of the functions of the cortex. Here I only attempt to summarize some of our own work (see Hubel and Wiesel 1959, 1962) ; for other microelectrode investigations of the visual cortex the reader may refer to several recent symposia (Rosenblith 1961; Jung and Kornhuber 1961) .
In the striate cortex we have found no cells with concentric "on"-or "off"-center fields. Instead there has been an astonishing variety of new response types. These differ one from another in the details of distribution of excitatory and inhibitory regions, but they have one thing in common: that areas giving excitation and inhibition are not separated by circles, as in the retina and geniculate, but by straight lines. Some cells, for example, have receptive fields with a long narrow excitatory area flanked on either side by inhibitory areas, whereas others have the reverse arrangement, an inhibitory area flanked on the two sides by excitatory areas (Hubel and Wiesel 1962, Text-Fig. 2 ). Some fields have only two regions of opposite type separated by a single straight line. Summation occurs just as in the retina and geniculate, and the most effective stationary retinal stimulus for a cortical cell is one falling on either the excitatory parts of a receptive field or the inhibitory parts, but not on both simultaneously. Consequently stimuli such as long narrow dark or light rectangles, or boundaries with light to one side and darkness to the other ("edges"), are likely to be the most potent for cortical cells. Each cell will have its own optimal stimulus. Moreover the stimulus that works best in influencing a cell, exciting or inhibiting it, will do so only when shone on the appropriate part of the retina and in the correct orientation. Some cells prefer one inclination, vertical, horizontal, or oblique, others prefer another; and all inclinations seem to be about equally well represented. We have termed the inclination of the most effective stimulus the "receptivefield axis orientation" and have come to realize that this is one of a cell's most important properties. of light is shone at right angles to the optimum orientation it has little or no effect. Here the light covers portions of both the excitatory and inhibitory regions, and the two effects oppose each other.
We have already seen that turning on or off a diffuse light is not an ideal stimulus for a retinal ganglion cell. It evokes a response, but a much weaker one than that produced by a centered circular spot of just the right size. I have described how cells in the lateral geniculate body are influenced even less than retinal ganglion cells by diffuse light. In the cortex the process is apparently carried a step further. Here many cells give no response at all when one shines light on the entire receptive field. How the cat detects diffuse light and distinguishes different levels of diffuse illumination is something we do not know. Perhaps the mechanism is subcortical; it is known that the cat can make discriminations of intensity of diffuse light even when it lacks a visual cortex (Smith 1937) . The information that a large patch of retina is evenly illuminated may be supplied only by cells that are activated by the boundaries of the patch; the fact that cells with fields entirely within the illuminated area are uninfluenced presumably signals the absence of contours within the patch of light-in other words, that the region is diffusely lit.
One may ask why a diffuse flash of light evokes such a large cortical slow wave, if only a small proportion of cells respond to the stimulus, and these only relatively weakly. Too little is known about slow waves to permit an entirely satisfactory answer. It is possible that a large slow wave may be produced by a small proportion of cells firing weakly but synchronously. It is interesting, however, that the visual evoked response is maximal outside the cortical area commonly accepted as striate (Doty 1958) , and that within the primary visual area it is maximal well in front of the area centralis representation. Indeed, the area representing central vision gives only a relatively feeble response to a diffuse flash (Doty 1958 ). We have not thoroughly explored cortical areas representing the far periphery of the retinas: it may be that compared with cells receiving projections from centralis, those with receptive fields in the far periphery respond more actively to diffuse light. This is, in fact, the case with retinal ganglion cells (Wiesel 1960) and with geniculate cells (Hubel and Wiesel 1961) .
The amazing selectivity with which cortical cells respond to a highly specific stimulus and ignore almost anything else is explained by the existence of excitatory and inhibitory receptive-field subdivisions. While these mechanisms clearly make use of inhibition, it must be stressed that we have no direct evidence that the cortex contains inhibitory synapses, just as we have none in the case of geniculate or retinal ganglion cells (see discussion of Bremer, in Jung 1960, p. 233) . Whenever we suppress firing by turning on a stimulus, the effect may be produced by withdrawing tonic excitation PATHWAYS OF CAT as easily as by directly inhibiting, and so far the appropriate methods of distinguishing the two possibilities have not been used in the visual system.
In their behavior cells whose receptive fields can be divided into excitatory and inhibitory regions are probably the simplest of the striate cortex. It is therefore reasonable to suppose that at least some cells with simple fields receive their projections directly from the geniculate (Hubel and Wiesel 1962; Text-Fig. 19 ). In the striate cortex we find cells of a second type whose properties we have called "complex." Cells with complex receptive fields do not respond well to small spots of light, and it has not been possible to map their fields into separate excitatory and inhibitory regions. They behave as though they received their afferents from a large number of cortical cells with simple fields, all of these fields having the same axis orientation, but varying slightly from one to the next in their exact retinal positions. A complex cell thus responds to an appropriately oriented slit, edge, or dark bar, not just when it is shone in one highly critical retinal position, as we find with simple cells, but over considerable regions of retina, sometimes up to 5°-10 or more. Presumably whenever the properly oriented stimulus is applied within this area, it activates some cells with simple fields (different ones for different positions of the stimulus) and these in turn activate the complex cell. For example, a typical complex cell might be activated by a horizontal slit of light regardless of its exact position within a region several degrees in diameter. For such a cell changing the orientation by more than 5°-10 renders the stimulus ineffective, as does making it wider than some optimum width (e.g., more than 4°). It is as though such a cell had the function of responding to the abstract quality "horizontal," irrespective of the exact retinal position.
The idea that a complex cell receives its input from a large number of simple cells all having the same receptive-field axis orientation has a remarkable parallel in the functional anatomy of the cat striate cortex. Cells that are close neighbors almost always have receptive-field axis orientations that are, as far as one can tell, identical. By making long penetrations in the manner of Mountcastle (Mountcastle 1957; Powell and Mountcastle 1959) one can show that the regions of constant axis orientation extend from surface to white matter, with walls perpendicular to the cortical layers (Hubel and Wiesel 1962) . Within one of these regions, or "columns," there occur all functional types of cell, including simple and complex. All the cells in a column have their receptive fields in the same general region of retina, but there is a slight variation in exact receptivefield position from one cell to the next. If we assume that a complex cell receives its input from cells with simple fields in the same column, this constancy of receptive-field axis orientation together with the slight differences in position of fields is sufficient to account for all of the complex cell's properties. A column is thus considered to be a functional unit of cortex, to which geniculate axons project in such a way as to produce simple cortical fields all with the same axis orientation, and within which simple cells converge upon complex ones.
From the standpoint of cortical physiology it is interesting that these visual columns are in many ways analogous to the columns in the cat somatosensory cortex, described in 1957 by Mountcastle, and confirmed for the monkey by Powell and Mountcastle (1959) . A columnar organization may be a feature of many cortical areas. It seems surprising that this type of organization, which must depend primarily on anatomical connections, should have no known anatomical correlate.
As far as we know all striate cortical cells in the cat can be categorized as simple or complex; there do not seem to be still higher orders of cells in this part of the brain. We are inclined to think of complex cells as representing a stage in the process of form generalization, since we can displace an image by several degrees on the retina, as long as we do not rotate it, and the population of complex cells that is influenced by the borders of the stimulus will not greatly change. The same is true if we distort the image, for instance by making it smaller or larger. As far as we know, this is the first stage in the mammalian visual pathway in which such an abstracting process occurs.
It is important to realize again that the size of a receptive field does not have any necessary bearing on a cell's ability to discriminate fine stimuli. In the cat a typical cortical receptive field in or near the area centralis may have a diameter of 1-20, and complex fields range in size from 2°-3° up to 100 or more. Nevertheless the optimum stimuli for these cells are likely to be of the order of 10 minutes of arc in width. In a simple field this corresponds to a dimension such as the width of a long narrow receptive-field center. The presence of convergence at each stage of the visual pathway does lead to increased receptive-field size, but not to a loss of detail. This is the result of an interplay between inhibitory and excitatory processes.
So far I have not made any reference to one of the most important aspects of vision, namely movement. A moving stimulus commands attention more than a stationary one; clinically, movement is generally one of the first types of visual perception to return after a cortical injury (for references, see Teuber, Battersby, and Bender 1960, p. 19) ; even for the perception of stationary objects, eye movements are probably necessary (Ditchburn and Ginsburg 1952; Riggs, Ratliff, Cornsweet, and Cornsweet, 1953) . It is not surprising, then, to find that a moving spot or pattern is in general a powerful stimulus for cortical cells. To understand why this is so we must return for a moment to a consideration of cells with simple fields. If we bring a spot from a neutral region of retina into a cell's excitatory area we produce an "on" response; if we remove a spot from the "off" region of a cell we evoke an "off" discharge. If we combine the two maneuvers by moving a spot from an "off" area into an "on" area, the two mechanisms work together to produce a greatly enhanced response. Of course, the cortical cell is most efficiently activated by the stimulus if it is a slit, dark bar, or edge, and if it is oriented in the direction appropriate for the cell. If the receptive field of the cell is not symmetrical (if one flank is smaller or produces less powerful effects than the other), the responses to two diametrically opposite directions of movement may be different. For example, a cell may fire when a spot is moved from left to right across the retina, but not when it is moved from right to left. Now let us consider how a moving stimulus influences a complex cell. According to the scheme proposed above, a cell with complex properties receives its input from a number of cells with simple fields whose positions are staggered. Because of these differences in field position, a moving stimulus will activate first one simple cell and then another. The complex cell will thus be continuously bombarded and will fire steadily as the stimulus moves over a relatively wide expanse of retina. A stationary stimulus shone into the receptive field of a complex cell evokes as a rule only a transient response because of the adaptation which presumably occurs at the receptors and at subsequent synapses. The moving pattern would bypass much of this adaptation by activating many cells in sequence.
The same mechanism may play a part in the perception of stationary objects by making use of the saccadic eye movements which, at least in man, seem necessary for the persistence of a visual impression. A visual image as it passes across the moving retina presumably activates numbers of simple cells briefly and in sequence, leads to a more steady activation of a much smaller number of complex cells.
From what has been said so far it will be apparent that the striate cortex has a rich assortment of functions. It rearranges the input from the lateral geniculate body in such a way as to make lines and contours the most important stimuli. Directionality of stimuli must be accurately specified; the presence of a columnar system based on receptive-field axis orientation testifies to the importance of this variable. What appears to be a first step in the process of perceptual generalization results from a cell's responding to a property of a boundary (its orientation) apart from its exact position. Movement also becomes an important stimulus parameter, whose rate and direction both must be specified if a cell is to be effectively driven.
To this list one more function must be added, that of 64 Vol. 53 combining the pathways from the two eyes. In contrast to the lateral geniculate body, most cells in the cat cortex (probably at least 85%) receive input from the two eyes (Hubel and Wiesel 1962, Part II) . By mapping out receptive fields in each eye separately and comparing them we can begin to learn about the mechanisms of binocular vision, and perhaps ultimately something about binocular depth perception and binocular rivalry.
The primary visual, or striate, cortex is probably only an early stage of the visual pathway. Yet, unfortunately, we have very little knowledge of the pathway from this point on. Except in the rat (Nauta and Bucher 1954) and cat (Beresford 1961 ) the points to which the striate cortex projects are not known. Even less is known about the connections of the neighboring nonstriate visual cortex, called 18 and 19, or parastriate and peristriate; we have no accurate description of what areas project to them, or of where they send their projections. There even seem to be doubts as to the validity of the distinction between the two areas (Lashley and Clark 1946) . Clearly, more will have to be learned about the anatomy before neurophysiologists can make much progress in parts of the pathway beyond the striate cortex.
The work I have described may help to show how visual messages are handled by the brain, at least in the early stages of the process. The analysis takes us to what are probably at least sixth-order neurons in the visual pathway. Our understanding of cells with complex fields will be incomplete until we know how these properties are used at the next stage of integration, just as our grasp of the significance of retinal and geniculate receptive-field organization was incomplete without a knowledge of cortical receptive fields. There is no way of foreseeing what the next transformations will be, but to judge from what we have learned so far one would guess that the process of abstraction will go on, and that response specificity will increase. But it is well to remember that central nervous physiology is in a descriptive and exploratory phase. Our ignorance of CNS processes is such that the best predictions stand a good chance of being wrong. VOLUME 53, NUMBER JANUARY 1963 Functional Basis for "On"-Center and "Off"-Center Receptive Fields in the Retina*t The ganglion cells in the goldfish retina may have either "on"-center or "off"-center receptive fields. Evidence is presented to show that for any cell: (1) Under suitable conditions either pure "on" or pure "off" responses can be evoked by small spot stimuli at any point within the receptive field. (2) The sensitivities of both "on" and "off" processes are maximal in the center of the field. (3) The relative sensitivity of these processes is not constant but changes as a function of position in the field. (4) The response evoked by a stimulus of any size and at any location within the receptive field represents the sum of the contributions from both the "on" and "off" processes.
INTRODUCTION
EVEN before the first electrophysiological recordings were made from the vertebrate retina, histological studies' had revealed that many photoreceptive elements were connected to the same ganglion cell. Thus it should not have been unexpected when Hartline observed 2 that illumination at any point over a relatively large area of the retina which he termed the receptive field would evoke a response in the axon of a single ganglion cell. His work' on the frog revealed that the intensity of the light necessary to evoke a threshold response varied with the position of the exploring spot, generally being lowest near the center of the field and progressively higher towards the periphery. The exact edge of the field was difficult to define since the significance of scattered light in causing a response could not be evaluated directly. The diameter was estimated to be of the order of 1 mm.
Some years later Kuffler 4 reported the observation that there were to be found in the cat retina, ganglion cells which changed their response character from "on" to "off" depending upon whether the stimulus was in the center or in the periphery of the receptive field. These were called "on"-center and "off"-center types. The mutual antagonism between the central and peripheral portions of the field was clearly evident in the studies of Barlow, Fitzhugh, and Kuffler.
5 These fields have since been found in other vertebrate retinas and appear to be of fundamental significance in the organization of the retina. Further study of these
