Korovkin theorems for a class of integral operators  by Riemenschneider, S.D
JOURNAL OF APPROXIMATION THEORY 13, 316-326 (1975) 
Korovkin Theorems for a Class of Integral Operators 
S. D. RIEMENSCHNEIDER 
Department ofMathematics, University ofAlberta, Edmonton, Canada 
Cotntrtunicated by P. L. Butzer 
DEDICATED TO PROFESSOR G. G. LORENTZ ON THE OCCASLON 
OF HIS SIXTY-FIFTH BIRTHDAY 
INTRODUCTION 
Recently, V. A. Baskakov [I] introduced a class of linear operators on 
C[a, b] that is more general than positive operators, and obtained various 
convergence theorems of Korovkin type. The theorems in [I] are of three 
types: (I) convergence of a bounded sequence of operators from his class to 
the identity on a certain test set implies the convergence for allf’in C[a, b]; 
(2) convergence of a sequence of operators from his class to the Ith-derivative 
on the test set implies the same sort of convergence for all,f’E (?[a, b]; and 
(3) theorems limiting the degree of convergence of sequences of polynomial 
valued operators belonging to his class. 
In the present paper, we shall combine the idea of Baskakov with the 
concept of finite oscillation kernels to obtain a wider class of operators and 
the corresponding theorems. To this end, we shall refer to many of the results 
by M. J. Marsden and the author [4]; particularly, those results dealing with 
disconjugate differential equations. 
Let I,,,?* =-I Py + CT:, ai DJ-‘~* = 0, D == click, be a linear differential 
equation with continuous coefficients, i.e., a, E C(cx, /3). We suppose that 
any solution of L,,y := 0 has HI - 1 or fewer zeros in [(Y. p], i.e., L,y is 
disconjugate on [01, p]. In such a case, there are functions Ei t Cm-l-l-i(a, p), 
ti :> 0 on (a!, p) such that L,, can be factored as 
L,,, <= w(t) D,, . ... . D,D, (1.1) 
where Di y = D( y/ti) and w _m l/f,,Li, t1 ... . c,, . The functions 
E, ,..., t, are only integrable on proper subintervals [ol, c] of [01, /3], and the 
set of functions u1 ,..., u,, defined by D,Djpl . . . D,ujtl -= Ej+, , D7Gu,+l(~) = 0 
for X: = O,..., ,j - 1, is called a fundamental principal system for L, on [a, /3]. 
316 
Copyright ~3 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
KOROVKIN THEOREMS 317 
Moreover, a fundamental principal system on [01, /3] is unique up to multi- 
plication by positive constants. In the discussion that follows, we adopt 
the notation, 
9y = &zl-, . ... . D,y I < m. (1.2) 
where (1.2) is obtained from the decomposition in (1.1). For the above 
facts and a more complete discussion of disconjugate equations see Willett 
[5] and the references therein. 
Let Lky = 0 be a disconjugate equation on [CL, p] with [a, b] 11 (01, /?). 
We define a class of linear operators $JL, : [cx, /3]) on the space X to itself 
by: 
(i) A E Ym(L, : [01, p]) implies A[f; x] = J-if(t) K(x, t) dt 
(ii) for each x E (a, b), and for the function 
&(t,) It” [k--l(tk-l) ... 1” &(tl) K(x, t,) dt, ... dt,< , a -c: t -: x, 
[,c(tk) f &~l(tk:-l) ... f tl(tl) K(s, t,) dt, ... dt,: , 
(1.3) 
.I- i: t -’ h, 
” t7 f? 
there is a partition of [a, 01 into at most nz + 1 intervals ZI,z ,..., Zr~,.l,l, 
(r == r(x)), such that S,(f)(x - t)” is of one sign (‘?O or :;<O) on each Zi,%, 
and S,(t)(x - t)” alternates in sign on these intervals. The functions tj, 
j-1 ,‘..) k in Eq. (1.3) correspond to the decomposition of L7( on [01, ,f3] as 
described above. 
The space X in the above definition may be taken as C[a, b], or, as a 
Banach space of Lebesgue measurable functions on [a, 61 which satisfies 
(a) CJ’l~i+J~[u, b] C X and is dense, (b) XL Ll[a, b], i.e., ii& < 1M1lflj,, 
,f’~ X and M an absolute constant, and (c) / g 1 :< / ,f / ,f~ X implies g E X and 
‘/S/IX :G c llfllx where C is an absolute constant. In the first case, 
K(x, t) dt = da,(t) where a,(t) is of bounded variation on [a, 61, and in the 
latter case, K(x, t) is an [a, b] x [a, b] Lebesgue measurable function and 
condition (ii) is satisfied for almost all x. 
The class of V. A. Baskakov [I] is covered by taking III = 0, k even, and 
LL to be ordinary difrerentiation k-times which is disconjugate on the interval 
[0, 03) (i.e., the weight functions ti = 1). 
In the sequel, if CL is not a singular point for the disconjugate equations 
involved, then a = !I may be included in the definition and theorems. Further, 
we shall assume k > 1, since the case k 2 0 corresponds to the class 
kf;, of [4]. 
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2. THE MAIN THEOREMS 
Suppose that L,,I+ly _= 0 is a disconjugate equation on [a, /3], [a, b] C (ol, /3), 
with a fundamental principal system on [01, p] given by (U~ ,..., v,,,~,J. Let 
Li,y ~~ 0 be the disconjugate equation with fundamental principal system 
( 211 )...) uk) on [n, ,B] which defines the class .‘/‘,(L,; : [a, p]). Forj == I,..., HI $ I, 
we define Ui,+j as 
ilk+&) = fl(t) i,; &(T1) jyl ‘. j,“- tk(Ti,. ,) j-J-’ L.,(T,,) dTk . . dTl ) (2.1) 
where the ci are as in (I .3). Clearly, YAuj 13, . 
THEOREM 1. Suppose that {A,L} C A/;,,(L,; : [OI, /3]) on X. Let L,,liml~p ~~ 0
be disconjugate on [a!, /%j, andsuppose (11~ ,.... if/; . U/G+-1 ,...3 %:i-Wfl ) are as above. 
Then, the conditions ji A,, ,ix :< A4 < -: co, alzd Ij A,[ui : x] - ui(x)llx + 0 
as n -~ + srn ,for i 7 1, 2 ,..., nz ~I- k ; I, imp/J, 1 .4.[,fi x] -,f(x):;, -+ 0 as 
n -+ m,for eackf’E X. 
If the operators Lnr+l and L,, correspond to ordinary differentiation (the 
weights fj in (1.3) and (2.1) taken to be identically I), then we obtain the 
following. 
COROLLARY 1. If’{Anj C ,-y,,(D’<: [0, x’)) on X, the/z ,I A, lix r-1 M s< + z 
and !I A,[P: x] ~ xi /ix ---f 0 as II + m ,for j = 0, I ,..., m -t k, imp/y 
1, A,[$ x] -f(x),l, + Ofbr al/f E X. 
For the class -SQL, : [LY, /I]), we can give an analogous theorem concerning 
convergence to certain “generalized” derivatives given by Eq. (1.2). 
THEOREM 2. Let {A,) C cY;,( Ln: : [oi, p]) on X, and(u, ,..., ilk , uBt.l ,..., ul;,.m., 1) 
be as aboae. Then the conaergence 
I, .4,[Lf 1 : x] -- G4’Ui(X)~IX + 0, i =_ l,..., m + k .j- 1, 
1 < k, impplies I/ A,[$ x] - S~‘~(X)I,~ -+ Ofbr alif E X with 2” ““f E C[a, b]. 
In the case of polynomial valued operators of class .y’;,,(L,. : [N, p]) on X, we 
can give an estimate on the degree of convergence. Let P,L denote the class 
of polynomials of degree not exceeding n. 
THEOREM 3. Suppose that (i) (An} C X,,(L,, : [01, ,B]) on X, (ii) il,.f’~ P, 
fbr each f E X, and (iii) L,,,+l and (~1~ ,..., ZI,; , u~-(~ ) . . . . L~,;~~~+~) are as in 
Theorem 1. Then at least one of the sequences 
II”‘- ’ 11 A,[crj : X] - L/j(X)ii,y , j = 1). . , nz i-- k + 1) 
does not cotluerge to zero. 
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As in [4], a more careful look at the clustering nature of the sign change 
points of &(t)(x - t)‘” yields a stronger result. Let fl,r,n ,..., t,,,,,, be the 
endpoints of the intervals II,s,n ,..., I,.+l,2,n contained in the interior of 
[a, b]. Let j, represent the essential nunzber of sign changes for the sequence 
{A,}, i.e., j,, is the smallest number j, for which there exists 6 > 0 and n, 
such that for each x (or x a.e.), and each n 2 n, , at most j,, of the points 
ti..r,n lie in any interval of length 6. 
THEOREM 4. IA in addition to the nssumptions of Theorem 3, (A.] has j,, 
essential sign changes, then at least one qf the sequences 
II ia “~ 11 A,[ui : X] - Uj(X)‘Ix , ,j = I,..., m -f h- -1 I. 
does not conoerge to zero. 
A quantitative result corresponding to the convergence in Theorem 2 
can also be obtained. 
THEOREM 5. Suppose that (i) (A,: C .q,(L, : [u’, /3]) on X, (ii) AJE I?, 
for each fE X, and (iii) Lm+l and (uI ,..., 4c 9 hi1 >...Y 2~/i+m+1 ) are as above. If 
A, has j,, essential sign changes, then at least one of the sequences 
II ‘“+k-z II A,[u, : x] - 9uj(x)llx, jZ] ,..., m + k + 1, 
I < k, does not converge to zero. 
Finally, as a corollary to the proof of Theorem I, we can obtain a quanti- 
tative statement in the other direction for a sequence of operators 
(A.1 C XAL : [a, PI) on Cb, bl. 
THEOREM 6. Let f E Cb, 61, (A.1 C %G : [a, PI) 012 Cb, 61, 
7 A, ilc[a,bl < Ml < t-m, and Lil and (ul ,..., uli , u];+~ . .. . . ZQ~+~~.+~) as in 
Theorem 1. If 
i := 1 >...) k+m+l,a,+O,then 
where 0 m+k(i a,) is the (m + k)th modulus of smoothness. 
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3. THE INTERPOLATING POLYNOMIALS 
Let f~ C’t~+7~[u, 61. As was established in [4], we can interpolate such a 
function by “polynomials” comprised of elements from a fundamental 
principal system. In this section, we shall set up the interpolating system 
and obtain boundedness of its coefficients. 
Let ti ~7 f,,,.,, , i m_ I,..., r, r 5 /n, be the endpoints of the intervals 
Z l,zr,n >.... Z r+1,J’,n interior to [a, 61. We interpolate 2Pf at the points t, ,..., f, 
using the fundamental principal system (11, ,..., ~~~+r) of the disconjugate 
equation L,, I~ ~~ 0 on [01, ,8]. Indeed, let 
(3.1) 
(see [4, Eq. 3.61) where the brackets represents the determinant of the matrix 
whose (i,,i)-entry is the ith function evaluated at thejth point. 
Note that J(t) may be written in the form 
(3.2) 
where 
and B’ = [5P1uk+i(x)] (j : I,..., k, i :: I,..., r). 
Integrating J(t) against the weights 5, . we obtain 
(3.3) 
where C === [C’: 1/;7‘], Uf(t) == [ur(t) . u,;(t) u,,,(t) . . . ~~~+~(t)f(t)] and 
v, = [v,(t) . . . u,.(t) By(t)]. 
Observe that R(t) == f(t) - ps,,(f), where 
I;+Vl+1 
Pvdf) -~ 1 4-T n> 4) (3.4) 
j=l 
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and that pZ,,(t) interpolates f and its generalized derivatives of order up to 
k - 1 at x, i.e., 9ip,,n(x) = gjf(x),,j =I 0, l,..., k - 1. 
We shall need the coefficients a,(~, n) to be uniformly bounded. Now, 
where ( )j denotes that thejth row has been removed. Using the triangular 
nature of A and an inductive procedure, we can write a,(~, n) as a linear 
combination of determinants of the form 
where PU,(x) = [~i~k+l(x) . . . 9%,+,.(x) Pf(x)], 0 s< i 5; k - 1, which in 
turn are linear combinations of 
t 
Ul '.. l'j-1 Lvy cj_l .‘. L’, 
t1 "' tj-1 tj 
f,_l . . . ,,i/i';: ::: ;j . 
The last determinants are uniformly bounded by Lemma 3.2 of [4]. The 
coefficients in the above linear combinations involve products (in various 
combinations) of the function fi(x), l/tj(x), @j(x), and 9:itrj(X), all of which 
are uniformly bounded on the interval [a, b]. 
The function J(t) also can be written as 
According to Lemma 3.2 of [4], 1 g,.,,(t)1 is bounded uniformly in t, x, n. 
Further, we note that 
q+,n(t) = (-B1,-Ei:‘(fx) 
where Bl and C, are found from B and C, respectively, by repla.cing J’ by 
~/;+r+l . Thus, 
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is found from R by replacing f by ul~+ri~l . Thus, R,(x) = 0 and 
R,(t) = 1 b,t(.Y. I?) u,(r), (3.7) 
j -1 
where the bj(x, n) are uniformly bounded. 
Finally, we note that qz,Jf) or --qs,Jf) agrees in sign with S,(t)(x - l)A, 
4. PROOFS OF THEOREMS I AND 2 
4.1 Proqf of Theorem I. By the uniform boundedness principle, it suffices 
to show the convergence forfe C~t7:[a, b]. LetfE Cm +“[a, h] and x be given. 
By (3.4), we have 
Am[,f 1 X] -f(X) z 1 Uj(X, ?l){A~[Uj 1 X] - U,(X)] -+ &[I?(‘) 1 X], (4.1) 
j=l 
where the coefficients q(x, n) are uniformly bounded. 
In order to estimate A.[R(.): x], we decompose the integral over [a, x] 
and [x, b], and apply (3.3) to obtain 
Interchanging the order of integration yields 
i&JR(.) : x] = I*‘J(f> &(t>(- 1)” dt + j-6 J(t)&(t) dl 
a 2 
Since q,&t) changes sign with &(t)(x - t)” and 1 g,,,(t)1 < M < 4-a 
uniformly, we have 
I AiN. : xl! < M / rz G.&I &(t)C-l)7c dt + j.” qz,n(t) W> dt 1 * n L 
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From (3.6) and (3.7) and interchanging integration, it follows that 
i A[R(.) : x]l < M I A,[&(.) : x]i < M C 1 bj(X, n);j A,J,uj : x] - U,(X), . 
,.=~I (4.2) 
Combining (4.1) and (4.2) we have 
is~rnifl 
11 A.[.f‘: x] -f(x)l’w 5. M’ c 1; A,[Uj : x] - uj(x);!x) (4.3) 
11 
where M’ depends only on the generalized derivatives off and the II, 
Theorem 1 follows immediately. 
4.2 Proof of Theorem 2. We can interpolate 9jA.j = 0, I,..., 1 ~ I at x 
by means of the system (ul ,..., ~3. Indeed, f(t) = ~,~,,(t) + K,(t) where 
defines the interpolating polynomials. As was shown in [4], the coefficients 
of p+,,(t) = cfcl aj(x, n) u,(t) are uniformly bounded in x and II (the bound 
depends on the system (11~ ,..., UJ and the derivatives to order 1 - 1 off). 
Thus, 
I A,[f: s] - 9’if(x)~~x 
Consequently, we only need to estimate this last term. 
The form of R, is quite simple since all the interpolation takes place at x. 
Indeed. 
R&) = f,(x) .! &(x) 
From this, it follows that 
’ 5%x) 0 ul(t:l‘ x2(x) 5,(x) u*(t)l 
u&c) D,u&) ... tx4 uL(X:) 
J(x) W(x) ... cP’f(x) f(t) 
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Consequently, by decomposing the integration over [a, x] and [x, b], and 
interchanging the order of integration, we have 
where the kernel of A, * is understood from the equation. 
We claim that the sequence (A,*) C q,,(LkPl : [cy, /3]) where LJc~ly ~~~ 
G(t) DiG . . . DT,~,y with fundamental principal system (wl ,..., ~9~~~) defined 
by gzUj = Wi-7. The functions ci corresponding to this system are just 
[j =~= 8,+1. Thus. the function S,.,,. z(t) used in the definition of .Yml(Lxmm, : [a, /?I]) 
is S,..,-,(t) == (---I)’ S,.(t), a .< t < x, and S,z,,P,(t) = S,,(t), s -I t <= h. 
Observe that the number of sign changes of S,.,,PPl(t)(x - t)“-l are the same 
as the sign changes of S,(t)(x - t)“-“(-- l)‘(x - t)’ == S,(t)(x - r)“(--I)’ 
Thus, {A,*: C .P&(L,-., : [a, /3]). 
We now show that the proof of Theorem I applies to {A,*), L,,+l and 
LIj-[ . Let (w, ,..., wIL 1 , ~~~~~~~~ ,..., M’~..~~~,,, ,J be the system as in Theorem 1 
corresponding to L,, ! I and Limr i.e., M’~~.~.,~ is defined as in (2.1) using the 
weights [< corresponding to L,. , Now, 
A.*[M’j : x] 
where 
since wj(Tz) m: 9l~~+~(~~),,i = l..... nr + 1. Notice that R,(t) defines a method 
of interpolating Pu~+~ , i = 0, I,..., I -- 1 at x by a polynomial in (ul ,..., ur). 
Furthermore, the coefficients of the interpolating polynomial are uniformly 
bounded. Consequently, 
< 11 A,[u,+~ : xl - %Lu,+j(x)ii + M C 1, A,[uj : x]llx, 
j=l 
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where M is independent of n. By the conditions of Theorem 2. 
jl A,*[wi : X] - r~~(x)l~.~ tends to zero as n ---f co. 
If,fE f?+‘~[u, b], then 9:IfE C m+c--l[a. b] and the proof of Theorem 1 yields 
/I A,,*[s!“f: x] - 9?Ef(.Y);~.y - 0 as ~7-03. 
This completes the proof of Theorem 2. 
The following statement is an immediate consequence of the above proof. 
COROLLARY 2. [f the {A,*} defined ahol?e turn out to haue uniformt~~ 
hounded norms. then the contlergence in Theorem 2 holds ,for ,,functions 
f E (?[a. b] n X. 
5. PROOFS OF THEOREMS 3, 4, 5 AND 6 
From (4.3) and well-known bounds on derivatives for ,fe C’,” “[a, b], 
there holds 
i;+mi 1 
/I A#‘: .I+] -,f(x)lix --.< A@ f‘lIr-,, -, I’f(,pL+‘c) !lLy) c 1’ A,[uj : x] - u~(.u)~~~, 
I=1 (5.1) 
where A4 is a constant independent off and IL Precisely as in [4], there are 
fn with llfn IjLm < 1, jl,fF-t7” IILm < 1 such that 
Theorem 3 follows immediately. 
For Theorem 4, we observe that the bounds in (4.3) came from estimating 
the coefficients of (3.4) and (3.7). Careful consideration of these estimates 
show that derivatives offof order greater than k only enter through bounding 
(3.5). But these were precisely the determinants considered in [4]. 
Theorem 5 follows from Theorem 4, Eq. (4.4), and the fact that the sign 
changes for A,* correspond to those for A, . Indeed, by Theorem 4 and the 
sign properties, at least one of the sequences njo+“-l j/ A,*[wj : x] -- wj(x)llx 
does not converge to zero. The theorem follows by comparing this to (4.4). 
Theorem 6 requires a lemma of Freud and Popov [3] and follows an 
argument of Ditzian and Freud [2]. The result of Freud and Popov claims 
that for arbitrary f~ C[a, b] and 0 < h < 1, there exists $h E Cm+L[a, b] 
such that 
ll.f(x) - ~d~)I/cro,~,~ < ~,~rn+df, h) (5.2) 
and 
II Qfk’ (x)11 < M5h-m-7’com&fr h). (5.3) 
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For each n, approximate ,f’ by c$?~ corresponding to /I ~~~ CT, . From the 
triangular inequality 
Using (5.1) on the middle term of the right side, applying (5.2), (5.3) and the 
conditions of the theorem, we obtain 
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