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Scaling limits of multi-type Markov Branching trees
Be´ne´dicte Haas∗ & Robin Stephenson†
Abstract
We introduce multi-type Markov Branching trees, which are simple random population
tree models where individuals are characterized by their size and their type and give rise to
(size,type)-children in a Galton-Watson fashion, with the rule that the size of any individual is
a least the sum of the sizes of its children. Assuming that the macroscopic size-splittings are
rare, we describe the scaling limits of multi-type Markov Branching trees in terms of multi-type
self-similar fragmentation trees. We observe three different regimes according to whether the
probability of type change of a size-biased child is proportional to the probability of macroscopic
splitting (the critical regime, in which we get in the limit multi-type fragmentation trees with
indeed several types), smaller than the probability of macroscopic splitting (the solo regime, in
which the limit trees are monotype as we never see a type change), or larger than the probability
of macroscopic splitting (the mixing regime, in which case the types mix in the limit and we get
monotype fragmentation trees).
This framework allows us to unify models which may a priori seem quite different, a strength
which we illustrate with two notable applications. The first one concerns the description of the
scaling limits of growing models of random trees built by gluing at each step on the current
structure a finite tree picked randomly in a finite alphabet of trees, extending Re´my’s well-
known algorithm for the generation of uniform binary trees to a fairly broad framework. We are
then either in the critical regime with multi-type fragmentation trees in the scaling limit, or in
the solo regime. The second application concerns the scaling limits of large multi-type critical
Galton-Watson trees when the offspring distributions all have finite second moments. This topic
has already been studied but our approach gives a different proof and we improve on previous
results by relaxing some hypotheses. We are then in the mixing regime: the scaling limits are
always multiple of the Brownian CRT, a pure monotype fragmentation tree in our framework.
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1 Introduction
We consider population models where individuals are completely characterised by two parameters:
their size, which is a positive integer, and their type, which is an integer in the finite set [κ] :=
{1, . . . , κ}, where κ is a positive integer fixed throughout the paper. We say that this model is
multi-type Markov Branching (multi-type MB) if it is built recursively, generation by generation,
with the rule that an individual of size n and type i gives birth, independently of other individuals
of its generation and according to a distribution that only depends on n and i, to a group of
(size,type)-children whose sum of sizes is less than or equal to n. The monotype setting (κ = 1)
has been investigated in several papers [4, 12, 20, 23, 24, 32]. The first examples of monotype MB
trees are the well-studied monotype Galton-Watson trees conditioned to have a given number of
vertices or leaves, or important models in phylogenetics such as the Yule or comb models. However,
this framework is in fact much broader, see the previous references and the survey [21] for other
monotype examples. In [23, 24], the scaling limits of monotype MB trees have been studied under
a natural condition satisfied in many examples, namely that an individual of size n asymptotically
gives rise to strictly more than one individual of macroscopic sizes (i.e. proportional to n) with
a probability of order n−γ for some γ > 0. Then, if Tn denotes the tree of descendants of an
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individual of size n, where here size can mean either the total number of descendants or the total
number of leaves, the rescaled tree n−γ · Tn converges in distribution for the Gromov-Hausdorff-
Prokhorov topology to a random compact real tree. Rizzolo [32] extends this result to trees with
more general notions of sizes. The trees obtained in the limit belong to the family of fragmentation
trees introduced in [22, 35], which describe the genealogy of self-similar fragmentation processes
as introduced by Bertoin [6, 7]. This family includes in particular the Brownian CRT of Aldous
and more generally the stable Le´vy trees of Duquesne-Le Gall and Le Jan – in fact the scaling
limit results mentioned above for MB trees allow us to recover well-known results by Aldous [3]
and Duquesne [18] on the convergence of rescaled Galton-Watson trees conditioned on their total
progeny to a stable Le´vy tree. Other applications were developed in [9, 24, 23, 32]. We complete
this picture by mentioning that recently Dadoun [14] studied the scaling limits of MB tree models
that incorporate growth, with connections with the theory of random maps, and Pagnard [29]
studies the local limits of MB trees and their volume growth (see the references therein for other
papers partly interested in local limits of MB trees).
The class of multi-type MB trees contains as first examples multi-type Galton-Watson trees con-
ditioned to have a given number of vertices, or a given number of leaves. The scaling limits of
multi-type Galton-Watson trees conditioned to have a given number of vertices of a fixed type have
been first studied by Miermont [27] when the covariance matrix of the offspring distributions is
finite, assuming furthermore some finite exponential moments. A first extension has been made by
Berzunza [10] who described the scaling limits of forests of multi-type Galton-Watson trees with
offspring distributions in the domain of attraction of stable laws. A second extension has been
made by de Raphe´lis [15] who considers infinite sets of types, a very delicate case.
The purpose of this paper is to study the scaling limits of multi-type MB trees in a general and uni-
fying setting, and develop applications illustrating the different facets of our framework. Naturally,
one may expect that the scaling limits of multi-type MB trees are multi-type fragmentation trees.
This family of trees has been introduced in [37] to describe the genealogy of multi-type self-similar
fragmentations, also introduced in this paper. They are self-similar models which generalize the
notion of homogeneous multi-type fragmentations earlier constructed by Bertoin [8]. Note that we
are restricted here to finitely many types, but some different fragmentation models with infinitely
many have also been studied recently by Duchamps [17].
We will observe different types of behavior in the scaling limit, depending on the dynamics of the
model. We will work under the following assumptions (here rough versions, see Section 2 for precise
ones):
(i) the macroscopic size-splittings of an individual of size n are rare and occur with a probability
of order n−γ for all types, for some γ > 0 (in fact, for the condition (ii) c) below this probability
will more generally be allowed to be of order O(n−γ) for all types with at least one type of
order n−γ)
and
(ii) the probability of type change of a size-biased child of an individual of size n is:
a) either of order n−γ for all types,
b) or of order o(n−γ) for all types,
c) or of order n−β for some β ∈ [0, γ), for all types.
3
We could certainly relax some of those hypotheses to be in a more general framework, but at a
significant cost of technicalities in which we do not want to embark as the interest in terms of
applications is not clear. In all of our three cases, fixing a type i, we will have to rescale the tree
of descendants of an individual of size n and type i, by nγ to observe a non-trivial limit. We will
then observe three different regimes, which can roughly be summed up as follows:
under (ii) a), the limiting tree is a multi-type fragmentation tree,
under (ii) b), the limiting tree is a monotype fragmentation tree whose dynamics are governed
by the type i alone,
under (ii) c), the limiting tree is a monotype fragmentation tree whose dynamics are governed
by a mixture of contributions from all the types, via their stationary distribution
appearing in the scaling limit.
The case (ii) b) is certainly the least interesting since in the nγ scale no type change is observed
asymptotically, and the study reduces to a purely monotype case (this case, though, is a slight
extension of the results of [23] since we include here a rather general notion of size). In general, for
all cases, our proofs consist of exploring the tree starting from the root and evaluating the scaling
limits of typical paths, starting from the path from the root to a typical vertex of the tree. A key
point is that this path, including the types of the vertices that compose it, is a bivariate Markov
chain on Z+ × {1, . . . , κ}. In [26] we have studied the scaling limits of such processes and we will
use these results to show that here our typical path converges to a time-changed Markov additive
process, which, roughly, is the typical path in a multi-type fragmentation tree. While this way of
exploring the tree is inspired by the monotype study of [23], we insist that the multi-type framework
brings its own difficulties, notably with the need to deal with types at different scales.
We will then develop two notable applications illustrating our results in their different regimes.
The first one concerns growing sequences of random trees that are built recursively by gluing at
each step on a random edge of the current structure a random tree chosen in a finite alphabet of
finite trees, thus generalizing Re´my’s algorithm [31] for the generation of random binary trees. This
model may be seen as a MB model fitting in our cases (ii) a) or (ii) b), with all possible values of
γ > 0, depending on the average number of edges of the alphabet trees. We will see that the scaling
limit is a multi-type fragmentation tree, which has strictly more than one type, except when the
alphabet is uniquely composed of the tree with a unique edge (it is well-known that then the limit
is the Brownian CRT, a monotype fragmentation tree in our setting) or uniquely composed of star
trees. The second application deals with critical multi-type Galton-Watson trees having offsprings
with finite second moments. This is an illustration of our case (ii) c), with γ = 1/2 and β = 0.
We will recover the results of Miermont [27], under less restrictive assumptions, since we do not
have to assume exponential moments. We emphasize that our proof, based on an exploration of the
trees via typical genealogical paths is different from Miermont’s one, based on the study of contour
functions. Mostly, we believe that this method could also be used to describe the scaling limits
of multi-type Galton-Watson trees conditioned to have a given number of vertices (ideally also a
given number of leaves, but this will require more work) with offspring distributions in the domain
of attraction of stable laws. This has not been proved yet for a single tree, and would complete the
work of Berzunza on multi-type Galton-Watson forests. This will be considered in future work.
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Organization of the paper. In Section 2, after having introduced our discrete (Section 2.1) and
continuous (Section 2.2) multi-type trees, we will expose our main theorems on the scaling limits of
MB trees (Section 2.3). The proofs are postponed to Section 5 and Section 6. The applications to
growing models of random trees and multi-type Galton-Watson trees with a finite second moments
are developed in Section 3 and Section 4 respectively.
2 Multi-type Markov Branching trees and their scaling limits
We emphasize that throughout the paper, all the discrete trees that we consider are rooted, un-
ordered, unlabelled and that they may be interpreted as metric spaces, equipped with the graph
distance.
2.1 The model: multi-type MB trees
Discrete typed partitions. For n ∈ N, we call κ-type partition of n any finite (N × [κ])-valued
sequence of the form
λ¯ = (λ, i) =
(
(λ1, i1), . . . , (λp(λ¯), ip(λ¯))
)
such that p(λ¯) is a nonnegative integer – the length of the partition – and:
(i)
∑p(λ¯)
m=1 λm ≤ n;
(ii) the sequence is lexicographically nonincreasing: for all m ≤ p(λ¯) − 1, either λm+1 < λm or
λm+1 = λm and im+1 ≤ im.
We then let Pn be the set of κ-type partitions of n. By convention, the empty sequence ∅ is an
element of Pn, with length p(∅) = 0, corresponding to the situation when an individual has no
children.
Splitting distributions and associated MB trees. In a multi-type MB model the children of
any individual with size n can be sorted into an element of Pn, and thus the offspring distributions
are probability measures on Pn. We call the offspring distributions of MB models splitting distri-
butions, to emphasize the fact that the size of a parent is spread out in its children. Let q
(i)
n be
the splitting distribution of an individual with type i ∈ [κ] and size n ∈ N. Then for all i ∈ [κ] and
n ∈ N, we denote by T (i)n the family (rooted, unordered, unlabelled) tree of the population started
at an individual with size n and type i, and call it a κ-type MB tree. Formally, it is a multi-type
Galton-Watson tree with type set N× [κ], where the offspring of an individual with characteristics
(m, j) ∈ N× [κ] has distribution (q(j)m ,m ≤ n, j ∈ [κ]). To guarantee that T (i)n is finite a.s., we will
always make the following assumption:
For all n ∈ N and i ∈ [κ], (1)
• either q(i)n
({∅} ∪ {λ¯ ∈ Pn : λ1 < n}) > 0
• or there exists a type j 6= i satisfying the previous point and a path i1 = i, i2, . . . , ip = j
such that q(il)n ({(n, il+1)}) > 0 for l = 1, . . . , p − 1.
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Note that this implies that q
(i)
n ({∅}) > 0 for at least one integer n and one type i.
A probability measure on T
(i)
n . The tree T
(i)
n comes with a natural probability measure which we
will call µ
(i)
n , defined thus: for every vertex u in the tree with size k ≤ n, let λ¯ be the list of sizes
and types of its children. Then, if
∑p(λ¯)
m=1 λm < k, put at u an atom with mass
µ(i)n ({u}) :=
k −∑p(λ¯)m=1 λm
n
.
By definition, we see that the subtree rooted at u then has mass k/n; in particular µ
(i)
n is a
probability measure.
Conservative cases. For i ∈ [κ] and n ≥ 2 we say that the probability q(i)n is conservative if
q(i)n
( p(λ¯)∑
m=1
λm = n
)
= 1.
When the measures q
(i)
n are conservative for all n ≥ 2 and i ∈ [κ], the tree T (i)n has n leaves and
the measure µ
(i)
n is uniformly supported on its set of leaves, ∀n ≥ 1.
Remark 2.1. In some applications, we will need to allow individuals to have size 0. This difference
will be treated on a case-by-case basis.
2.2 Multi-type fragmentation trees
We now present some background on multi-type self-similar fragmentation trees as constructed in
[37].
Continuous typed partitions. We let S↓ be the set of sequences of the form
s¯ = (s, i) = (sn, in)n∈N ∈ ([0, 1] × {0, 1, . . . , κ})N
such that:
(i)
∑
n∈N sn ≤ 1;
(ii) for all n ∈ N, in = 0 if and only if sn = 0;
(ii) the sequence is lexicographically nonincreasing: for all n ∈ N, either sn+1 < sn or sn+1 = sn
and in+1 ≤ in.
An element of S↓ should be seen as a finite or countable set of particles with masses (sn, n ∈ N)
and types (in, n ∈ N). We do not allow for particles with mass 0: sn = 0 for some n means that
there is no n-th particle at all, and so it is matched with the placeholder type 0. We also define
s0 := 1−
∑
n∈N sn. Following [8], S
↓
is compactly metrised by letting, for two partitions s¯ and s¯′,
d(s¯, s¯′) be the Prokhorov distance between the two measures
s0δ0 +
∞∑
n=1
snδsnein and s
′
0δ0 +
∞∑
n=1
s′nδs′nei′n (2)
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on the κ-dimensional unit cube (where (ei, i ∈ [κ]) is the canonical basis of Rκ). We emphasize
that the functions s¯ 7→∑n≥n0 sqn and s¯ 7→ ∑n≥n0 sqn1{in=i} are continuous on S↓ when q > 1, for
each integer n0 and each type i ∈ [κ]. This is not the case of the functions s¯ 7→
∑
n≥n0 sn and
s¯ 7→ ∑n≥n0 sn1{in=i}, which are however continuous at each point s¯ such that ∑∞i=1 si = 1 (by
Fatou’s lemma). These continuity properties will be used regularly throughout the paper.
Dislocation measures and multi-type fragmentation trees. Let γ > 0 and ν¯ = (ν¯(i), i ∈ [κ])
be a vector of σ-finite measures on S↓. We call them dislocation measures if they also satisfy these
four conditions for all i:
(i) ν¯(i)
(∑
n∈N sn < 1
)
= 0;
(ii) ν¯(i)
(
(1, i), (0, 0), . . .
)
= 0;
(iii) ν¯(i)(s1 < 1) > 0;
(iv)
∫
S↓(1− s11{i1=i})ν¯(i)(ds¯) <∞.
In this case, for all γ > 0, one can construct a continuous-time population with individuals char-
acterised by a mass x ∈ (0, 1] and a type j ∈ [κ] such that we start with a single individual (1, i)
and an individual with characteristics (x, j) ∈ (0, 1]× [κ] splits into individuals with characteristics
((xsm, im),m ∈ N) at rate
x−γ ν¯(i)(ds¯).
Note that Condition (i) corresponds to a conservation property – no mass is lost when an individual
splits – that we adopt here for the sake of simplicity. Condition (iv) is necessary for our process not
to vanish immediately, and ensures that both the rate of type change of the largest fragment from
a split and the rate of macroscopic splittings are finite. It is then possible to build the family tree
of this genealogy, which is a compact real tree denoted by T (i)γ,ν¯ , called the multi-type fragmentation
tree with index of self-similarity γ and dislocation measures (ν¯(i), i ∈ [κ]). We refer to Section 5.2.3
for a precise definition of such a tree and more generally to [37, Section 3] for details. It is moreover
naturally equipped with a probability measure µ
(i)
γ,ν¯ , which is supported by its set of leaves, a set
with Hausdorff dimension equal to 1/γ a.s under some mild additional assumptions.
When κ = 1, the tree (T (1)γ,ν¯ , µ(1)γ,ν¯) is a monotype fragmentation tree, as introduced in [22] (see also
[35] for the non-conservative models). In fact, it is easier in this setting to use simpler notations
that do not refer to types, and we let S↓ denote the set of nonincreasing sequences (sn, n ≥ 1) such
that sn ≥ 0 for all n and
∑
n∈N sn ≤ 1, equipped with distance supn |sn − s′n| for s, s′ ∈ S↓. In this
context, a dislocation measure is a measure ν on S↓ such that ν(∑n∈N sn < 1) = ν(s1 = 1) = 0
and
∫
S↓(1 − s1)ν(ds) < ∞, and we will thus denote this tree by (Tγ,ν , µγ,ν). A key example that
will appear several times in our results is the Brownian CRT of Aldous, denoted here by TBr. We
recall from Bertoin [6] that equipped with its “uniform”measure µBr it is a fragmentation tree with
index of self-similarity γ = 1/2 and dislocation measure νBr, which is binary (i.e. it only charges
sequences such that s3 = 0), conservative and such that
νBr(s1 ∈ dx) =
√
2
πx3(1− x)31{1/2≤x<1}dx. (3)
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2.3 Main results: scaling limit theorems
We consider a family of offspring distributions (q
(i)
n )(n,i)∈N×[κ] satisfying (1) and an associated
sequence of multi-type MB measured trees
(T (i)n , µ
(i)
n )(n,i)∈N×[κ].
We underline that there is no notion of joint distribution for these MB measured trees, that may be
constructed on different probability spaces. In order to describe their scaling limits (in distribution)
we make some further assumptions on the sequence (q
(i)
n ) that involve two parameters: a real number
γ and a vector of dislocation measures.
Possible values of γ. If, for all i ∈ [κ] and all n large enough, the probability q(i)n is conservative,
then consider any γ > 0. If the above is not true, we restrict ourselves to 0 < γ < 1. This holds for
both theorems below.
As is now standard, we endow the trees T
(i)
n , n ≥ 1, i ∈ [κ] with the graph distance, and consider the
Gromov-Hausdorff-Prokhorov (GHP) topology on the set of equivalent classes of measured compact
metric spaces. See e.g. [1, 2] for background on this topology.
We can now formalize the results announced in the introduction, by considering three situations
where we compare the probabilities of macroscopic splittings (we informally say that the splitting
of an individual of size n is macroscopic if its largest child has size less than n(1 − ε) for some
ε > 0) with the probability of type change of a size-biased child of an individual of size n. In
the first situation, called the critical case, macroscopic splittings of individuals of size n and any
type happen at rate n−γ , which is also the order of magnitude of the probability that a size-biased
child of such an individual has a different type than its parent. We then observe in the limit a
multi-type fragmentation tree with index γ and whose dislocation measures are the scaling limits
of the offspring distributions, in the sense of (4) below. In the second situation, called solo case,
macroscopic splits still occur with a probability of order n−γ whereas the probability of type change
of a size-biased fragment is a o(n−γ), and then the limit is a monotype fragmentation tree, whose
type is technically that of its root. These two situations will be often considered together, as
opposed to the third situation, called the mixing regime. There, macroscopic splits happen with
a probability which is a O(n−γ) for all types, with at least one type realising the bound, and the
probability of type change of a size-biased fragment is larger, specifically of order n−β for some
β < γ, and we observe in the limit a monotype fragmentation tree with index γ and a dislocation
measure which is a mixture of monotype dislocation measures appearing as scaling limits of the
offspring distributions in the sense of (7). The scaling factors in this mixture are given by the
stationary distribution of the Markov chain describing the asymptotic evolution of the types. All
of these results are formally stated as follows.
Critical and solo regimes. For n ∈ N, i ∈ [κ] we let ν¯(i)n , a probability distribution on S↓, be
the distribution of ((
Λ1
n
, i1
)
, . . . ,
(
Λp(λ¯)
n
, ip(Λ¯)
)
, (0, 0), . . .
)
if Λ¯ has distribution q
(i)
n .
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Theorem 2.2. Assume that, for all i ∈ [κ], we have the following weak convergence of measures
nγ
(
1− s11{i1=i}
)
ν¯(i)n (ds¯) −→n→∞
(
1− s11{i1=i}
)
ν¯(i)(ds¯) (4)
where ν¯ = (ν¯(i), i ∈ [κ]) is a vector of dislocation measures on S↓ which satisfies one of the following:
∀i ∈ [κ], ν¯(i) (∃k ∈ N, sk > 0 and ik 6= i) > 0. (5)
or
∀i ∈ [κ], ν¯(i) (∃k ∈ N, sk > 0 and ik 6= i) = 0. (6)
We then have the following convergence in distribution of measured metric spaces for the GHP-
topology, for all i ∈ [κ]: (
n−γ · T (i)n , µ(i)n
) (d)−→
n→∞
(T (i)γ,ν¯, µ(i)γ,ν¯).
Hypothesis (4) means in particular that, for Lebesgue-almost-every ε > 0, the probability that an
individual with size n and type i gives a sequence of children with largest size smaller than n(1− ε)
is asymptotically proportional to n−γ ν¯(i)(s1 ≤ 1− ε), where ν¯(i)(s1 ≤ 1− ε) is finite by definition.
If we combine it with assumption (5) then we are in the critical regime mentioned earlier. Indeed,
the probability that a size-biased fragment changes its type behaves asymptotically as
∑
λ∈Pn
q(i)n (λ¯)
p(λ¯)∑
m=1
λm∑p(λ¯)
k=1 λk
1{im 6=i} ∼n→∞ n
−γ
∫
S¯↓
∞∑
m=1
sm1{im 6=i}dν¯
(i)(s¯),
where the integral is finite by definition of a dislocation measure. Meanwhile, if we combine hy-
potheses (4) and (6) then the probability that a size-biased fragment changes its type is o(n−γ),
placing us in the solo case. We believe that Theorem 2.2 would still hold without either of (5) or
(6), putting us in an intermediate regime where some, but not all of the types would act as dead
ends. In order to lighten this already long article, we do not develop this case which requires a
certain number of technicalities and is not the most interesting in terms of applications.
The monotype case. We emphasize that Theorem 2.2 includes the monotype cases (assuming (4)
for the unique type involved, then (6) is automatically satisfied) and that it then generalizes slightly
the results obtained in [23] and [32] by allowing more general notions of sizes.
Mixing regime. Let 0 ≤ β < γ. For n ∈ N, let Pn be the matrix defined by
Pn(i, j) = q
(i)
n (i1 = j) for all types i, j.
Let also, for n ∈ N and i ∈ [κ], ν(i)n be the probability measure on S↓ which is the distribution of(
Λ1
n
, . . . ,
Λp(Λ¯)
n
, 0, . . .
)
,
without the types, if Λ¯ has distribution q
(i)
n . In our theorem below, we use the notion of Q−matrix
on [κ]: we recall that it is a κ × κ matrix such that the diagonal coefficients are nonpositive, the
coefficients outside the diagonal are nonnegative and the sum of each line is 0.
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Theorem 2.3. Assume that, for all i ∈ [κ], we have the following weak convergence of measures
on S↓:
nγ(1 − s1)ν(i)n (ds) −→n→∞ (1− s1)ν
(i)(ds) (7)
where the ν(i), i ∈ [κ] are either dislocation measures on S↓ (which by definition cannot be the null
measure) or the null measure on S↓, such that at least one of these measures is not null. Assume
also the following convergence of matrices:
nβ(Pn − I) −→
n→∞ Q (8)
where Q is an irreducible Q-matrix on [κ], and χ = (χ1, . . . , χκ) is the corresponding unique invari-
ant probability measure. We then have the following convergence in distribution of measured metric
spaces for the GHP-topology, for all i ∈ [κ]:(
n−γ · T (i)n , µ(i)n
) (d)−→
n→∞
(Tγ,ν, µγ,ν)
where
(Tγ,ν , µγ,ν) is a monotype fragmentation tree, with dislocation measure ν =∑κi=1 χiν(i).
Note that assumption (7) guarantees that macroscopic splittings happen with a probability of order
n−γ (or lower, for i such that ν(i) is null) and hypothesis (8) places us in the mixing regime as
informally defined earlier. Indeed, while it states that the largest fragment from a split changes
type with probability of order n−β, we can check that this then also holds for a size-biased fragment,
see Lemma 6.4.
The proofs of these two theorems will be developed in Section 5 and Section 6. We emphasize
that the proofs are more involved technically in the mixing regime when at least one measures ν(i)
is null, since some macroscopic splittings are then significantly slower than the others. This case,
however, fully deserves our interest: it is in particular encountered for finite variance multi-type
Galton-Watson trees if some types may only give birth to one child, or multi-type Galton-Watson
trees whose offspring distributions are in the domain of attraction of stable laws, with varying
indices depending on the type of the parent.
3 Application 1: Growing models of random trees
Throughout this section we consider an alphabet of two finite rooted trees to keep things simple,
but we emphasize that all the results extend readily to a finite alphabet of finite rooted trees. Our
two-tree case also include the single tree case when τA = τB, with the notation below.
We will consider a growing sequence of random trees obtained by drawing recursively a tree in the
set {τA, τB}, where τA, τB are two rooted trees with respectively nA ≥ 0 and nB ≥ nA edges. When
nA = 0, τA is the tree with a single vertex. The probability to choose τA and τB are respectively
denoted by qA ∈ [0, 1] and qB := 1− qA, and throughout this section
N denotes a random variable with distribution qAδnA + qBδnB , (9)
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that corresponds to the number of edges of the randomly chosen tree. Our sole assumption on the
parameters is that the expectation of this number of edges is nonzero:
E[N ] := qAnA + qBnB > 0.
Let then T0 be a rooted planted tree (i.e. the root has degree 1) with n0 ≥ 1 edges, which will be
our starting point. The sequence (Tn, n ≥ 0) is built recursively starting from T0 by:
(i) choosing at step n an edge uniformly in Tn
(ii) gluing on this edge a random tree which is equal to τA with probability qA and to τB with
probability qB , independently of everything else: the gluing is done by inserting the root of
the random tree “in the middle” of the selected edge of Tn. This gives Tn+1.
We will call the successive random trees used for this construction the brick trees.
Our aim is to describe the scaling limit of (Tn) in terms of multi-type fragmentation trees. This
will be achieved by the using the underlying MB structure of these trees. In some particular
cases, the scaling limit is already known. When τA = τB = T0 is the tree with a single edge,
this procedure is known as Re´my’s algorithm [31] and generates a sequence of trees distributed as
planted binary Galton-Watson trees conditioned to have n + 1 leaves, n ≥ 0, whose planar order
has been forgotten. In this case, it is well known that n−1/2 · Tn converges almost surely in the
GHP-topology to a multiple of the Brownian CRT (see [3] for the convergence in distribution and
e.g. [13] for a proof of the almost sure convergence). This result was extended in [25] to the case
when τA = τB is a star tree with k edges (and k+ 1 vertices) and T0 is the tree with a single edge:
then, n−
1
k+1 ·Tn converges to a fragmentation tree with an infinite dislocation measure constructed
from a Dirichlet distribution. This convergence has only been proved in probability in [25], but the
theorem below shows that it is in fact almost sure.
We introduce some notation. For each v ∈ τA, each v ∈ τB and each v ∈ T0, let τv be a planted
version of the subtree of the descendants of v, including v (by planted version we mean that an
edge is attached to v and that the other extremity of this edge is the new root). Then let
B = {τv, v ∈ τA\{ρA} ∪ τB\{ρB} ∪ T0\{ρ0}}
where ρA, ρB , ρ0 are the respective roots of τA, τB, T0. Note that the tree with a unique edge always
belongs to B (it is generated by the leaves of τA, τB , T0) and that T0 ∈ B since it is planted.
Theorem 3.1. Let µn be the uniform probability on the vertices of Tn. We have the following
almost sure convergence in the GHP-topology:(
n
− 1
E[N]+1 · Tn, µn
) a.s.−→
n→∞ (T , µ) (10)
where the limit is a multi-type fragmentation tree with #B types, with index of self-similarity
(E[N ] + 1)−1 and with dislocation measures denoted ν¯(i)growth, i ∈ [#B], which are constructed from
limits of urn models depending on all the parameters of the model, τA, τB , pA, pB , T0, see Definition
3.4. When nA = nB, these measures are mixtures of biased-Dirichlet-distributions. With the
notation below, the type of the root of T is 1.
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Note that the fragmentation tree (T , µ) is monotype if and only if #B = 1, i.e. if and only if
T0, τA, τB are star trees (since T0 is planted, it is thus necessarily the tree with a single edge). The
proof of this theorem relies mainly on our Theorem 2.2, which gives a convergence in distribution and
allows us to identify the limit as a multi-type fragmentation tree. However, clearly, the recursive
construction on a common probability space induces a stronger convergence. The most subtle
point to get this stronger convergence is to establish the almost sure compactness. This is done by
Se´nizergues [33] who gives a sufficient condition for recursive constructions of graphs to converge
almost surely in the scaling limit. We emphasize that his result includes our setting here, hence
proving the a.s. scaling limit of the trees Tn, but that it does not identify the limit as a multi-type
fragmentation tree, but rather as a gluing of random metric spaces as studied in [34]. His sufficient
condition can be stated as follows in our setting: for Ni, i ≥ 1 a sequence of i.i.d. random variables
distributed as N (that represents the successive numbers of edges of the brick trees), we have almost
surely the existence of some ε > 0 and c < (E[N ] + 1)−1 such that
n∑
i=1
Ni = E[N ]n(1 +O(n
−ε)) and Ni ≤ ic+o(1).
This is obviously true for ε < 1/2 and c = 0 since the random variable N is deterministically
bounded.
We need some more vocabulary and notation. First, noting that most of the trees we work with
are planted, we decide to call ancestor of a planted tree the unique child of its root. Second, we
rewrite B as
B = {τj, j ∈ [#B]} ,
for any ordering such that τ1 := T0. For each j, we let nj denote the number of edges of τj and
we give type j to the ancestor of τj. We let pj be the out-degree of this ancestor. If pj ≥ 1, the pj
planted subtrees descending from this ancestor are themselves in B (these subtrees are planted, i.e.
we include for each of them the edge adjacent to the ancestor). We let nj := (nj,1, . . . , nj,pj) denote
their sequence of number of edges and ij := (ij,1, . . . , ij,pi) the sequence of types of their respective
ancestors, these sequences being indexed so that (nj , ij) is in Pn. If pj = 0, (nj , ij) := ∅. Similarly,
in τA, we let pA denote the out-degree of the root and, if pA ≥ 1, nA := (nA,1, . . . , nA,pA) the se-
quence of the number of edges of the pA subtrees descending from the root and iA := (iA,1, . . . , iA,pA)
the corresponding sequence of types of the ancestors of the subtrees, so that (nA, iA) is in Pn. If
pA = 0, (nA, iA) := ∅. We use similar notation for τB.
Organization of the rest of the section. Below we first describe the family of dislocation
measures involved in the limiting tree and then proceed to the proof. It is split into two parts:
the verification of the MB property, with an adequate notion of size, and then the verification of
the criterion (4) for the corresponding splitting distributions (the fact that the limiting dislocation
measures satisfy (5) when there are more than two types (#B ≥ 2) and (6) otherwise follows easily
from their definition). In a last part we will discuss the case where T0 has a root degree larger than
2, to which Theorem 3.1 can easily be adapted.
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3.1 The dislocation measures
The dislocation measures ν¯
(i)
growth, i ∈ [#B], are built from distributions appearing as scaling limits
of urn models, which we first review.
3.1.1 Background on asymptotics of urn models
Classical Po´lya urns. Consider an urn model with k ≥ 2 colors and initial weights a1, . . . , ak > 0
respectively. At each step draw a color with a probability proportional to its weight and add a
weight β > 0 to this color. Let Wn,1, . . . ,Wn,k denote the weights of the k colors after n steps.
Then
(βn)−1 · (Wn,1, . . . ,Wn,k) a.s.−→
n→∞
(
W1, . . . ,Wk
)
where (W1, . . . ,Wk) follows a Dirichlet Dir(a1/β, . . . , ak/β) distribution.
Po´lya urns with random increments and random initial weights. We still start with k
colors, but now the case k = 1 is included, and initial weights a1, . . . , ak > 0, that can possibly
be random. We moreover assume that the increments are random and deterministically bounded:
at step i draw a color with a probability proportional to its weight and add a weight βi > 0 to
this color, where the βi, i ≥ 1 are i.i.d. deterministically bounded and independent of (a1, . . . , ak).
Then if we let Wn,1, . . . ,Wn,k denote the weights of the k colors after n steps(∑k
i=1Wn,i
)−1 · (Wn,1, . . . ,Wn,k) a.s.−→
n→∞
(
W1, . . . ,Wk
)
where the limit is a random variable on the k − 1 dimensional simplex. The existence of the limit
is easy to see since for each 1 ≤ i ≤ k, letting Bn denote the total weight after n steps, (Wn,i/Bn)n
is clearly a bounded martingale, but its distribution is not explicit as in the balanced case. Note
that the assumption that the βi, i ≥ 1 are deterministically bounded is not needed to get this
convergence, but it is important for the following property, due to Pemantle [30]: almost surely,
Wi > 0, for all 1 ≤ i ≤ k, and Wi 6=Wj , for all 1 ≤ i 6= j ≤ k. (11)
In this paper, the random increments will always be distributed as N + 1, with N defined in (9).
We will then denote the distribution of the limit (W1, . . . ,Wk) by
UrnN+1(a) (12)
where a = (a1, . . . , ak) is the initial sequence of weights.
In fact, we will need the following strengthening of the above convergence. If Nn,i denotes the
number of times the color i has been drawn until step n, then
n−1 · (Nn,1, . . . , Nn,k) a.s.−→
n→∞
(
W1, . . . ,Wk
)
. (13)
This is an easy consequence of the above convergence and the following lemma, due to Dubins and
Freedman [16].
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Lemma 3.2. Let (Fn)n≥1 be a filtration and (Xn)n≥1 a sequence of Bernoulli random variables
adapted to this filtration. Set pn := P(Xn = 1|Fn−1). Then,∑n
j=1Xj∑n
j=1 pj
a.s.−→
n→∞ 1 on the set
{∑∞
j=1 pj =∞
}
.
Indeed, for each i, 1 ≤ i ≤ k and for each 1 ≤ j ≤ n set X(i)j := 1 if the color i is drawn at step n
and X
(i)
j := 0 otherwise. The filtration F (i) is the filtration generated by this sequence of Bernoulli
random variables, and p
(i)
j := P(Xj = 1|Fj−1) = Wj−1,i/
∑k
ℓ=1Wj−1,ℓ. By Lemma 3.2 and since
Wi > 0 for all 1 ≤ i ≤ k, we get the expected behaviour (using Cesa`ro’s lemma).
3.1.2 The dislocation measures ν¯
(i)
growth
Let S denote the set of nonnegative summable sequences with sum smaller than 1 (with no con-
straint of monotonicity). It will be more convenient here to define first a dislocation-like measure
on the set
S ⊆ S × {0, 1, . . . , κ}N of sequences (sn, in)n∈N satisfying sn = 0⇔ in = 0, ∀n ∈ N.
As for S↓, we endow S with the metric that assigns to two elements s¯, s¯′ the Prokhorov distance
between the two measures defined from s¯, s¯′ by (2).
If ω¯ denotes a measure on S such that ∫S(1 − s1)ω¯(ds) < ∞, we will then let ω¯↓ denote the
push-forward of this measure obtained by the map
rank : s 7→ (sσ(j), iσ(j))j∈N ∈ S↓ (14)
where σ is a permutation on N such that j < k if and only if sσ(j) > sσ(k) or sσ(j) = sσ(k) and
iσ(j) ≥ iσ(k). Note that
∫
S(1− s1)ω¯↓(ds) is then finite.
Definition 3.3. Let (Sk)k≥0 denote a random walk starting from S0 = 0 with increments having
the distribution of N + 1. We define the measure ω¯
(i)
growth as a mixture of probability measures on
S:
ω¯
(i)
growth := ℓ0 ·
(
UrnN+1(ni), ii
)
1{pi≥1}
+
∞∑
k=1
ℓk ·
[
qA ·
(
UrnN+1(Sk−1 + ni,nA), (i, iA)
)
+ qB ·
(
UrnN+1(Sk−1 + ni,nB), (i, iB)
)]
,
where ℓk, k ≥ 0 are the abstract nonzero quantities appearing in Lemma 3.6 (i) below. When
nB = nA, this expression is more explicit:
ω¯
(i)
growth =
Γ
(
ni
nA+1
)
Γ
(
ni−1
nA+1
) · (Dir( ni,1
nA + 1
, . . . ,
ni,pi
nA + 1
)
, ii
)
1{pi≥1}
+
Γ
(
ni
nA+1
)
Γ
(
nA+ni
nA+1
)
· (nA + 1)
·
[
qA · 1
1− s1
(
Dir
(
ni
nA + 1
,
nA,1
nA + 1
, . . . ,
nA,pA
nA + 1
)
, (i, iA)
)
+qB · 1
1− s1
(
Dir
(
ni
nA + 1
,
nB,1
nA + 1
, . . . ,
nB,pB
nA + 1
)
, (i, iB)
)]
.
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It is straightforward to check that this explicit expression of ω¯
(i)
growth when nA = nB indeed corre-
sponds to the abstract one, using (15) and the fact that Sk = k(nA + 1),∀k ≥ 0 in this case. Note
that nA is necessarily nonzero in such a case (equivalently pA ≥ 1), so that (nA, iA) 6= ∅ and the
Dirichlet distributions are well-defined. In all cases the integral
∫
S(1−s11{i1=i})ω¯
(i)
growth(ds) is finite
according to Lemma 3.9 below. We can thus define:
Definition 3.4. The dislocation measure ν¯
(i)
growth is then defined as ν¯
(i)
growth := ω¯
(i)↓
growth.
It it clear that this is indeed a dislocation measure that satisfies (5) when #B ≥ 2 and (6) when
#B = 1. Note the particular case where p1 = 0 and nA = nB = 1: ν¯(1)growth is then a monotype dis-
location measure that corresponds to the Brownian dislocation measure (3) multiplied by (2
√
2)−1.
More generally, if T0 is the tree with a single edge and τA and τB are star trees with both k edges,
the dislocation measure ν¯
(1)
growth is a monotype measure that was already identified in [25].
3.2 The MB property
For each type i ∈ [#B], we let (T (i)n )n≥0 denote a sequence of trees built from T (i)0 := τi. In general,
these trees have a total number of vertices and total number of leaves that are random. There is
however a quantity which is deterministic: the number of branchpoints created by gluing the roots
of the successive brick trees onto the structure (this number is equal to n in T
(i)
n ). We will use this
quantity to exhibit a MB property for a sequence of reduced trees, which will be sufficient to prove
Theorem 3.1.
Assignment of types to the vertices of T
(i)
n . We give types to all the non-root vertices of
T0, τA and τB by declaring each ancestor of a copy of τj to have type j, for 1 ≤ j ≤ #B. Then,
starting our recursive construction of (T
(i)
n )n≥0 from T
(i)
0 := τi, the types are recursively attributed
as follows: given T
(i)
n−1 and given that the root of the brick tree added at step n is branched on an
edge of T
(i)
n−1 which is the “parent” of a vertex of type j, the new created branchpoint is of type
j; the other new vertices are vertices of the added brick tree but its root and arrive with a type
assigned according to the rule above; the vertices already present in T
(i)
n−1 keep their types. The
root of T
(i)
n does not have a type. Note that with this rule, the ancestor of T
(i)
n is of type i for all
n ≥ 0.
Assignment of sizes to the vertices of T
(i)
n . In the construction process of (T
(i)
n )n we decide
to color in red the branchpoints created when gluing the roots of the successive brick trees on the
structure, so that T
(i)
n possesses n red vertices. For us, the size of a vertex of T
(i)
n is the number of
red vertices amongst its descendants, including itself.
The MB property of a family of reduced trees. For each i ∈ [#B] and each n ≥ 1, let T (i),†n
be the tree obtained from T
(i)
n by removing the root and its adjacent edge as well as all vertices of
size 0 and their descending edges. The root of T
(i),†
n is thus the ancestor of T
(i)
n , and it has size n
and type i. The MB property of the family (T
(i),†
n , n ≥ 1, i ∈ [#B]) then follows readily since the
selected edge on which is glued the next brick tree in the construction process is chosen uniformly
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and the type of the root always corresponds to the initial tree: the MB property is therefore simply
due to the fact that the restriction of the uniform distribution to a subset is still uniform in that
subset. We let q
(i)
n denote the distribution on Pn of the couples of sizes and types of the vertices
above the root of T
(i),†
n , ranked according to the usual rule - note that they may be non-conservative.
We then let ν¯
(i)
n be the push-forward of q
(i)
n by the map which divides the size-parts by n.
Lemma 3.5. For all i ∈ [#B],
n
1
E[N]+1
(
1− s11{i1=i}
)
ν¯(i)n (ds¯)
weakly−→
n→∞
(
1− s11{i1=i}
)
ν¯
(i)
growth(ds¯).
This lemma will be proved in the next section. We finish this section by noticing that it implies
Theorem 3.1.
From Lemma 3.5 to Theorem 3.1. A direct consequence of Lemma 3.5 and Theorem 2.2 is
that if µ
(i),†
n denotes the probability measure that assigns the weight n−1 to each red vertex of T
(i),†
n
and the weight 0 to each other vertex, we have that(
n
− 1
E[N]+1) · T (i),†n , µ(i),†n
) (d)−→
n→∞
(T (i)γ,ν¯growth , µ(i)γ,ν¯growth),
for the GHP-topology, where ν¯growth =
(
ν¯
(j)
growth, j ∈ [#B]
)
. This in turn implies the convergence
in distribution of
(
n
− 1
E[N]+1 · T (i)n , µ(i)n
)
to
(T (i)γ,ν¯growth , µ(i)γ,ν¯growth), where µ(i)n denotes the uniform
probability on the vertices of T
(i)
n . Indeed, note first that the subtrees removed above the vertices
of size 0 to get T
(i),†
n from T
(i)
n , n ≥ 1, all have a number of edges smaller than max(nA, nB , ni),
which means that the Hausdorff distance between T
(i),†
n and T
(i)
n is bounded and therefore that
n
− 1
E[N]+1 · T (i)n converges in distribution to T (i)γ,ν¯growth for the Gromov-Hausdorff topology. Second,
to incorporate the measures, one could note that the strong law of large numbers implies the
convergences µ
(i)
n (T
(i)
n,rj)/µ
(i),†
n (T
(i)
n,rj) → 1 a.s. for all j ≥ 1, where r1, r2, . . . denotes the red ver-
tices by order of appearance and T
(i)
n,rj the subtree in T
(i)
n of descendants of rj including itself
(this subtree exists for n ≥ j). One could then conclude by using the Skorokhod representa-
tion theorem and a tightness argument, but this would be a bit long technically, so we prefer
to use the following shortcut: Proposition 1 of Se´nizergues [33] implies the a.s. convergence of(
n
− 1
E[N]+1 · T (i)n , µ(i)n
)
and having a look at the way things proceed in Section 5.1 and Section 5.2
within, we see that one jointly gets the a.s. convergence of
(
n
− 1
E[N]+1 ·T (i)n , µ(i),†n
)
to the same limit,
which is then necessarily distributed as
(T (i)γ,ν¯growth , µ(i)γ,ν¯growth). This leads to Theorem 3.1 since
T0 = T
(1)
0 and the sequences (Tn)n and (T
(1)
n )n have the same distribution.
3.3 Convergence of the splitting distributions: proof of Lemma 3.5
We fix a type i ∈ [#B]. Our goal is to prove Lemma 3.5. The global strategy is to first prove the
convergence of non-ordered versions of the measures ν¯
(i)
n (the ω¯
(i)
n introduced below), and, in fact,
we will first focus on conditioned versions of these measures ω¯
(i)
n given the index of the last brick
tree glued next to the root in the construction of T
(i)
n . We start by introducing the notations and
then turn to the different steps of the proof.
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3.3.1 Non-monotonic sequences and introduction of the main notation
We fix a type i ∈ [#B] and an integer n ≥ 0.
Index of the last brick glued next to the root. Let Jn ∈ {0, 1, . . . , n} denote the random
variable that corresponds to the rank of the last step in the construction of T
(i)
n at which the new
brick is glued next to the root. Specifically, Jn is equal to k ≥ 1 if at step k the new brick is glued
on the edge adjacent to the root of T
(i)
k−1 and if for k + 1 ≤ j ≤ n the new brick is not glued on
the edge adjacent to the root of T
(i)
j−1, and we let Jn = 0 in the case where none of the brick trees
are glued next to the root up to step n. Let (Sn) be a random walk starting from S0 = 0 with
increments distributed as N + 1. Then, clearly, P(Jn = k) = 0 if k > n, P(Jn = 0) = 0 if pi = 0
and
P(Jn = 0) = E
n−1∏
j=0
ni + Sj − 1
ni + Sj
 if pi ≥ 1,
and for 1 ≤ k ≤ n
P(Jn = k) = E
 1
ni + Sk−1
n−1∏
j=k
ni + Sj − 1
ni + Sj
 .
Notation for the sizes of the subtrees descending from the ancestor of T
(i)
n . When pi ≥ 1
and Jn = 0, the ancestor of T
(i)
n is the ancestor of T
(i)
0 = τi, which, with the notation introduced
at the beginning of Section 3, splits in pi subtrees with sizes and types sequence (ni, ii). For the
subtree with index j, 1 ≤ j ≤ pi, we let W (i)n,j denote its number of edges and R(i)n,j its number of red
vertices. Note that if R
(i)
n,j ≥ 1, ii,j is the type of its ancestor. We then let W(i)n := (W (i)n,j)1≤j≤pi
and R
(i)
n := (R
(i)
n,j)1≤j≤pi . When Jn = k ≥ 1 and the brick tree glued on T (i)k−1 at step k is τA, the
ancestor of T
(i)
n splits in pA + 1 subtrees. We decide to give the index j + 1 to the subtree “built
on the subtree above the root of τA with initial size nA,j and ancestor type iA,j”, 1 ≤ j ≤ pA, and
to give the index 1 to the remaining tree (built on a subtree above the ancestor of T
(i)
k which is
identical to T
(i)
k−1). For the subtree with label j, 1 ≤ j ≤ pA+1, we let W (i,A)n,j (k) denote its number
of edges and R
(i,A)
n,j (k) its number of red vertices. The notations W
(i,A)
n (k) and R
(i,A)
n (k) denote
the corresponding sequences of length pA + 1. We proceed similarly when the brick tree glued on
T
(i)
k−1 at step k is τB, replacing in all notations the letter A by B.
The splitting measure ω¯
(i)
n . We first define conditional versions of this probability measure on
S. With the notation introduced above, we let ω¯(i)n|Jn=0 denote the distribution of (n−1R
(i)
n , ii) when
pi ≥ 1 and the null measure when pi = 0, and for 1 ≤ k ≤ n,
ω¯
(i)
n|Jn=k := qAδ(n−1R(i,A)n (k),(i,iA)) + qBδ(n−1R(i,B)n (k),(i,iB)).
We then define
ω¯(i)n :=
n∑
k=0
P(Jn = k)ω¯
(i)
n|Jn=k.
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Note that the measure ν¯
(i)
n introduced in Section 3.2 is the push-forward of ω¯
(i)
n by the map rank
introduced in Section 3.1.
In order prove Lemma 3.5, we will proceed in four steps. We will first determine the asymptotic
behaviour of the probabilities P(Jn = k), k ≥ 0, as n→∞. Second we will determine the asymptotic
behaviour of the conditional probabilities ω¯
(i)
n|Jn=k for each k ≥ 0, and then the asymptotic behaviour
of ω¯
(i)
n by summing over k. Last, ranking the sequences in decreasing order, we will deduce the
expected behaviour of (ν¯
(i)
n ).
3.3.2 Asymptotic behaviour of P(Jn = k) when n→∞
In this section we prove the following lemma, and as a corollary build the ℓk, k ≥ 0 involved in the
Definition 3.3 of the dislocation-like measures ω¯
(i)
growth.
Lemma 3.6. (i) For k ≥ 1, and k = 0 when pi ≥ 1, there exists ℓk ∈ (0,∞) such that
n
1
E[N]+1 · P(Jn = k) −→
n→∞ ℓk.
(ii) Moreover, there exists a constant c ∈ (0,∞) such that
sup
n≥1
n
1
E[N]+1 · P(Jn = k) ≤ c
k
1− 1
E[N]+1
, ∀k ≥ 1.
When nB = nA this lemma is in fact easy to prove and the limits are explicit, since
P(Jn = k) =

0 if k = 0 and pi = 0
Γ
(
ni−1
nA+1
+n
)
Γ
(
ni
nA+1
+n
) · Γ
(
ni
nA+1
)
Γ
(
ni−1
nA+1
) if k = 0 and pi ≥ 1
Γ
(
ni−1
nA+1
+n
)
Γ
(
ni
nA+1
+n
) · Γ
(
ni
nA+1
+k
)
Γ
(
ni−1
nA+1
+k
) · 1ni+(nA+1)(k−1) if 1 ≤ k ≤ n.
By Stirling’s formula, we then have
P(Jn = 0) ∼
n→∞
Γ
(
ni
nA+1
)
Γ
(
ni−1
nA+1
) ·n− 1nA+11{pi≥1} and P(Jn = k) ∼n→∞ 1nA + 1 ·
Γ
(
ni
nA+1
+ k − 1
)
Γ
(
ni−1
nA+1
+ k
) ·n− 1nA+1
for k ≥ 1, and then
ℓ0 =
Γ
(
ni
nA+1
)
Γ
(
ni−1
nA+1
)1{pi≥1} and ℓk = 1nA + 1 ·
Γ
(
ni
nA+1
+ k − 1
)
Γ
(
ni−1
nA+1
+ k
) , k ≥ 1. (15)
To prove Lemma 3.6 in the general setting, the key point is the following consequence of Hoeffding’s
inequality. The notation (Sj)j≥0 still refers to a random walk starting from 0 and with increments
distributed as N + 1.
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Lemma 3.7. Let ε ∈ (0, 1/2) and λ ≥ 0. Then,
E
[
exp
(
λ sup
j≥1
jε
∣∣∣∣Sjj − (E[N ] + 1)
∣∣∣∣
)]
< +∞.
Proof. The increments of the random walk being deterministically bounded, we know, according
to Hoeffding’s inequality, that there exists c > 0 such that
P
(∣∣∣∣Snn − (E[N ] + 1)
∣∣∣∣ ≥ un−ε) ≤ 2 exp(−cu2n1−2ε), ∀u ∈ [0,∞) and ∀n ≥ 1.
Consequently, for u ∈ [1,∞),
P
(
sup
j≥1
jε
∣∣∣∣Sjj − (E[N ] + 1)
∣∣∣∣ ≥ u
)
≤
∞∑
j=1
2 exp(−cu2j1−2ε)
≤
since u≥1
2 exp(−(c/2)u2)
∞∑
j=1
exp(−(c/2)j1−2ε)
≤ d exp(−(c/2)u2),
with d finite, independent of u ≥ 1. We then use that for any positive random variable X
E[exp(λX)] = 1 + λ
∫ ∞
0
exp(λu)P(X ≥ u)du
(found easily by e.g. integrating by parts). Hence
E
[
exp
(
λ sup
j≥1
jε
∣∣∣∣Sjj − (E[N ] + 1)
∣∣∣∣
)]
− 1 = λ
∫ ∞
0
exp(λu)P
(
sup
j≥1
jε
∣∣∣∣Sjj − (E[N ] + 1)
∣∣∣∣ ≥ u
)
du
≤ λ
∫ 1
0
exp(λu)du+ λ
∫ ∞
1
exp(λu)d exp(−(c/2)u2)du,
which is finite, as expected.
Proof of Lemma 3.6. Fix k ≥ 1, let for n ≥ k
an,k := exp
1
E[N]+1
∑n
j=k
1
j ·E
 1
ni + Sk−1
n∏
j=k
ni + Sj − 1
ni + Sj

and note that (i) will be proved (for k ≥ 1) if we show that an,k has a finite nonzero limit when
n → ∞, and that (ii) will be proved if we show that supn≥k≥1 kan,k is finite. We will do both
simultaneously. We start by rewriting
an,k = E
 1
ni + Sk−1
exp
 n∑
j=k
(
1
j(E[N ] + 1)
+ ln
(
1− 1
ni + Sj
))
= E
 1
ni + Sk−1
exp
 1
E[N ] + 1
n∑
j=k
1
(ni + Sj)
(
Sj
j
− (E[N ] + 1)
)
+
ni
E[N ] + 1
n∑
j=k
1
j(ni + Sj)
+
n∑
j=k
(
1
ni + Sj
+ ln
(
1− 1
ni + Sj
)) .
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Since Sj ≥ j for all j ≥ 1, and ln(1+x) = x+O(x2) (x→ 0), the sum
∑n
j=k
(
(ni+Sj)
−1+ln
(
1−(ni+
Sj)
−1)) converges almost surely as n→∞ and is deterministically bounded in n ≥ k ≥ 1. This also
implies that the sum
∑n
j=k(j(ni+Sj))
−1 converges almost surely as n→∞ and is deterministically
bounded in n ≥ k ≥ 1. Next, by Lemma 3.7, the sum ∑nj=k(ni + Sj)−1(Sjj−1 − (E[N ] + 1)) is
also convergent and is bounded from above, in absolute value, by a random variable which has
exponential moments of all orders. Last, the term (ni + Sk−1)−1 is smaller than (ni + k − 1)−1,
which is deterministic. We can therefore conclude by dominated convergence that an,k converges
to a finite limit when n → ∞. This limit is the expectation of the exponential of a finite random
variable, hence it is nonzero. Hence (i). Moreover these few lines also show that supn≥k≥1 kan,k
is smaller than the expectation of the exponential of a random variable which has exponential
moments of all orders. Hence (ii).
The proof of (i) holds similarly when k = 0 and pi ≥ 1. This is left to the reader. 
3.3.3 Embedded urn models and the asymptotic behaviour of ω¯
(i)
n|Jn=k
The notation (Sk)k≥0 still refers to a random walk starting from 0, with increments distributed as
N + 1.
Lemma 3.8. (i) For k ≥ 1,
ω¯
(i)
n|Jn=k
weakly−→
n→∞ qA ·
(
UrnN+1(Sk−1 + ni,nA); (i, iA)
)
+ qB ·
(
UrnN+1(Sk−1 + ni,nB); (i, iB)
)
.
For k = 0 and pi ≥ 1,
ω¯
(i)
n|Jn=0
weakly−→
n→∞
(
UrnN+1(ni); ii
)
.
(ii) Moreover,
sup
n≥1
∫
S
(1− s11{i1=i})ω¯(i)n|Jn=k(ds) ≤
E[N ] + 2
k
, ∀k ≥ 1.
The proof of this result relies on urn models involved in our recursive scheme.
Proof of Lemma 3.8. (i) Let n ≥ k ≥ 1. We work conditionally on Jn = k and use the notation for
the sizes of the subtrees descending from the ancestor of T
(i)
n introduced in Section 3.3.1. For the
moment, we also work conditionally on the fact that the brick tree at step k is τA. It is then clear
that W
(i,A)
n (k) is distributed as a Po´lya urn model with random increments distributed as N + 1
and initial (random) weights (Sk−1+ni,nA), after n−k steps, and that R(i,A)n (k)− (k−1, 0, . . . , 0)
is the corresponding sequence of numbers of times each “color” has been drawn. Hence, by (13),
n−1 ·R(i,A)n (k) law−→n→∞ UrnN+1(Sk−1 + ni,nA).
Moreover, still given that the grafted tree at step k is τA, the sequence of types of the ancestors of
the subtrees above the ancestor of T
(i)
n is equal to (i, iA). The arguments are similar when replacing
A by B. Since the grafted brick tree at step k is τA with probability qA and τB with probability
qB, this gives the statement for k ≥ 1.
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When k = 0 and n ≥ 0 we proceed similarly with the random sequence (W(i)n ,R(i)n ).
(ii) Fix k ≥ 1. We use a coupling argument. Let (Xj , j ≥ 1) be a sequence of i.i.d. random
variables distributed as N + 1, and Tn :=
∑n
j=1Xj, n ≥ 1, T0 := 0. Then let (Rn,Wn)n≥k be a
random sequence evolving as follows, conditionally on (Xj , j ≥ 1): Rk = k − 1,Wk = Tk−1 and
given (Ri,Wi)k≤i≤n,
Rn+1 = Rn + 1 and Wn+1 =Wn +Xn+1 with probability
Wn
Tn
Rn+1 = Rn and Wn+1 =Wn with probability 1− WnTn .
The sequence
(
Wn
Tn
)
n≥k being a martingale, we have that E[Rn+1 − Rn] = E
[
Wn
Tn
]
= E
[
Wk
Tk
]
=
E
[Tk−1
Tk
]
for all n ≥ k. Hence, E[Rn] = E[Rk] + (n− k)E
[Tk−1
Tk
]
and
E
[
1− Rn
n
]
= 1− k − 1
n
− E
[
Tk−1
Tk
]
+
k
n
E
[
Tk−1
Tk
]
≤
Tk−1≤Tk
1
n
+ E
[
Tk − Tk−1
Tk
]
≤
Tk≥k
1
n
+
E[Xk]
k
≤
n≥k
1
k
+
E[N ] + 1
k
.
To conclude we notice that for all n ≥ k, Rn/n is distributed as the push-forward of ω¯(i)n|Jn=k by
the map s¯ ∈ S 7→ s1, which gives us
sup
n≥1
∫
S
(1− s1)ω¯(i)n|Jn=k(ds) ≤
E[N ] + 2
k
, ∀k ≥ 1
as expected (note that i1 = i ω¯
(i)
n|Jn=k-a.e. when k ≥ 1). 
3.3.4 Summing over k and the asymptotic behaviour of ω¯
(i)
n
We can now deduce from the previous sections that n
1
E[N]+1 · ω¯(i)n approximates the dislocation-like
measure ω¯
(i)
growth of Definition 3.3 in the following manner.
Lemma 3.9. Let f : S → R be a bounded continuous function. Then,
n
1
E[N]+1
∫
S
(1− s11{i1=i})f(s)ω¯(i)n (ds) −→n→∞
∫
S
(1− s11{i1=i})f(s)ω¯(i)growth(ds),
the integral in the limit being well-defined and finite.
Proof. With no loss of generality we can assume that f is positive and bounded from above by 1.
Recall that
ω¯(i)n =
n∑
k=0
P(Jn = k)ω¯
(i)
n|Jn=k.
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From Lemma 3.6 (i) and Lemma 3.8 (i), we know that for all k ≥ 0
n
1
E[N]+1
∫
S
(1− s11{i1=i})f(s)P(Jn = k)ω¯(i)n|Jn=k(ds) −→n→∞
∫
S
(1− s11{i1=i})f(s)ℓk · ω¯(i)growth,k(ds),
where ω¯
(i)
growth,k is the measure
qA ·
(
UrnN+1(Sk−1 + ni,nA), (i, iA)
)
+ qB ·
(
UrnN+1(Sk−1 + ni,nB), (i, iB)
)
,
when k ≥ 1, the measure (UrnN+1(ni), ii) when k = 0 and pi ≥ 1 and the null measure when k = 0
and pi = 0. If we can sum the above convergences over k ∈ Z+, we will have the expected result.
By Lemma 3.6 (ii) and Lemma 3.8 (ii) we have the existence of some c ∈ (0,∞) such that for all
k ≥ 1
sup
n≥1
n
1
E[N]+1
∫
S
(1− s11{i1=i})f(s)P(Jn = k)ω¯(i)n|Jn=k(ds) ≤
c
k
2− 1
E[N]+1
.
Since E[N ] > 0, 2 − 1/(E[N ] + 1) > 1 and we can apply the dominated convergence theorem to
conclude.
3.3.5 Back to ν¯
(i)
n
For all n in N, the measure ν¯
(i)
n is the push-forward of ω¯
(i)
n by the function rank defined in (14), and
similarly ν¯
(i)
growth is the push-forward of ω¯
(i)
growth by rank. In order to get Lemma 3.5 from Lemma
3.9, we then note that∫
S↓
(
1− s11{i1=i}
)
f(s)ν(i)n (ds) =
∫
S
(
1− s11{i1=i}
)
g(i)(s)(f ◦ rank)(s)ω(i)n (ds), ∀n ≥ 1
for any bounded continuous function f : S → R, where for s = (sn, n ∈ N) ∈ S
g(i)(s) :=
{
1−maxj≥1 sj1{imax(s)=i}
1−s11{i1=i}
if s1 6= 1 or i1 6= i
1 if s1 = 1 and i1 = i
and imax(s) := max{ij : sj = maxk∈N sk, j ∈ N} is the largest index of the largest size-term of s. A
similar identity holds for the limiting measures ν
(i)
growth and ω
(i)
growth.
The function imax is not continuous on S but is continuous on S 6= := {s ∈ S : si 6= sj,∀i 6= j}, and
consequently the function g(i) is also continuous on S 6=. The function f ◦ rank is also continuous on
that set. Since ω
(i)
growth
(S\S 6=) = 0 by the property (11) applied to the urn models involved in the
definition of ω
(i)
growth, we indeed get the convergence of Lemma 3.5 as a consequence of Lemma 3.9.
3.4 Starting with an initial tree with root degree larger than 1
Keeping the notations of the introduction of Section 3, we have assumed until now that the sequence
(Tn)n∈N was built on an initial tree T0 with root degree 1. In fact, Theorem 3.1 extends easily to
the case where the root of T0 has a degree d ≥ 2. This root gives rise to d planted trees that
we denote (T0,1, . . . , T0,d), in arbitrary order. We let (a1, . . . , ad) denote their respective numbers
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of edges. Clearly, the respective numbers of trees glued on these d subtrees in our construction
process correspond to the respective numbers of drawn colors in an urn model with initial weight
(a1, . . . , ad) and random increments distributed as N +1. By (11), we know that their proportions
converge almost surely to a random variable with distribution UrnN+1(a1, . . . , ad). It is also clear
that given these proportions, each of the d subtrees evolve according to our construction scheme,
independently of the others. Consequently, in this case,(
n
− 1
E[N]+1 · Tn, µn
) a.s.−→
n→∞ (T , µ)
where the limiting tree is obtained by identifying at their roots d multi-type rescaled fragmentions
trees ((Wj)
1/(E[N ]+1) · Tj, Wj · µj), 1 ≤ j ≤ d, where:
• (W1, . . . ,Wd) ∼ UrnN+1(a1, . . . , ad), is independent of (Tj, µj , 1 ≤ j ≤ d)
• the (Tj , µj), 1 ≤ j ≤ d are independent multi-type fragmentation trees, all of index (E[N ] +
1)−1, such that (Tj , µj) has a set of types given by
Bj = {τv, v ∈ τA\{ρA} ∪ τB\{ρB} ∪ T0,j\{ρ0,j}}
– where, as before, τv is a planted version of the subtree descending from v – and associated
#Bj dislocation measures defined as in Definition 3.4. The type of the root of Tj is the one
corresponding to T0,j.
4 Application 2: Multi-type Galton-Watson trees
Let ζ = (ζ(i), i ∈ [κ]) be a set of offspring distributions for a κ-type Galton-Watson tree: for each
i ∈ [κ], ζ(i) is a probability distribution on (Z+)κ, and we consider a branching population such
that, for i ∈ [κ] and z = (z1, . . . , zκ) ∈ (Z+)κ, the probability for an individual with type i to have
zj individuals of type j for all j ∈ [κ] is ζ(i)(z). We call T (i) the Galton-Watson tree with set of
offspring distributions ζ, started at an individual with type i, and recall that we consider unordered
versions of all trees.
Let M = (mi,j)i,j∈[κ] be the mean matrix of ζ, defined by
mi,j =
∑
z∈(Z+)κ
ζ(i)(z)zj .
We make the standard assumptions that ζ is non-singular (for at least one type, there is a possibility
of having two or more children), that M is finite and irreducible in the Perron-Frobenius sense,
and that ζ is critical, meaning that the largest eigenvalue of M is 1. We let a and b be the
positive corresponding left and right positive eigenvectors of M , normalised such that
∑κ
i=1 ai =∑κ
i=1 aibi = 1.
We also assume that ζ(i) has finite second moments for all i ∈ [κ], and define the following quantities:
Q
(i)
j,k :=
∑
z∈(Z+)κ
ζ(i)(z)zj
(
zk − 1{k=j}
)
, i, j, k ∈ [κ],
σ2 :=
∑
1≤i,j,k≤κ
aibjbkQ
(i)
j,k.
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Under these assumptions the trees T (i) are all a.s. finite and our aim is to prove a scaling limit
theorem for T (i) conditioned to be large, in the sense that we condition it on having n vertices of
type 1 and let n tend to infinity. For this we will use the underlying multi-type MB structure of
these trees. Below, we use the notation #1T
(i) to refer to the number of vertices of type 1 in T (i),
and also make the simplifying aperiodicity assumption that P(#1T
(i) = n) > 0 for all i ∈ [κ] and
n large enough, otherwise we would have to restrict n to a sublattice of Z.
Our theorem is the following:
Theorem 4.1. For i ∈ [κ], let T (i)n be a version of T (i) conditioned on having n vertices of type 1,
equipped with the uniform measure µ
(i)
n on these vertices. We then have the following convergence
in distribution for the GHP-topology:(
T
(i)
n√
n
, µ(i)n
)
(d)−→
n→∞
(
2
σ
√
a1
· TBr, µBr
)
,
where (TBr, µBr) is the Brownian CRT.
The one-type version of Theorem 4.1 is the classical theorem of Aldous ([3]). A slightly weaker
multi-type version is obtained by Miermont in [27], where it is also assumed that the offspring
distributions have some finite exponential moments. Both Aldous and Miermont’s proofs consisted
of studying the contour functions of the trees. We use here a different strategy, based on the MB
property. We will see that we are in the mixing regime, and Theorem 4.1 will be proved by using
Theorem 2.3. In [23], Aldous’ theorem was recovered similarly by using the monotype MB property
of monotype Galton-Watson trees.
Organization of the rest of the section. After recalling some technical details, our proof will
be split into four main parts. First we identify the MB structure of the Galton-Watson trees and
give their splitting distributions, in a slightly more general setting than Section 2.1 since we will
allow for vertices with size 0. Then we verify assumption (8) (showing that the types mix, with
β = 0), and then assumption (7) (showing that we have a convergence to νBr with γ = 1/2.) Finally,
since we use an alternate MB structure, we need one additional section to show that the vertices
with size 0 do not alter the metric structure on the n1/2 scale.
Remark 4.2. Several steps of our proof are easily, if not immediately, adapted to other frameworks
(conditionings other than by the number of vertices of a given type, or the case where the second
moments may be infinite). However, not all do, and in particular proving that assumption (7)
holds in a more general framework is delicate, and will be the subject of future work. In particular,
this should allow us to describe the scaling limits of multi-type Galton-Watson trees with offspring
distributions in the domain of attraction of stable laws, hence completing the work of Berzunza [10]
on scaling limits of forests of such Galton-Watson trees.
4.1 Elementary preliminaries
We recall that (ei, i ∈ [κ]) denotes the canonical basis of Rκ.
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Forest notation. To simplify notation, we will write, for z ∈ (Z+)κ, P(z) for a probability
distribution under which the variable F is a forest made of
|z| :=
κ∑
i=1
zi
independent Galton-Watson trees, with zi trees having root of type i for all i ∈ [κ]. In the case
where z = ei for some i ∈ [κ], we will keep the notation T (i) instead of F .
We now recall a few useful tools from [27] and [36] concerning the multi-type Galton-Watson
structure.
Reduced forests and trees. For any κ-type forest F , we let Π(1)(F ) be the monotype forest
whose vertices are exactly the vertices of type 1 in F , and which has the same ancestral relations as
F . It was shown in [27] that, in the case where F = T (1), Π(1)(T (1)) is also a critical Galton-Watson
tree, and the variance σ21 of its offspring distribution – denoted by ζ¯1,1 – satisfies
σ21 =
σ2
a1b21
.
First generation of type 1. One operation which will be useful is, in a tree or a forest, to look
at all the vertices of type 1 which have no ancestors of that type. We call this the first generation
of type 1 in the tree or forest. If F has distribution P(z) we call
ζz,1: the distribution of the number of vertices in the first generation of type 1 of F .
Note that ζ
e(1),1 = δ1: if the type of the root of a tree is 1, then this root is the first generation of
type 1. By [36, Proposition 2.1, (i)] the mean of ζz,1 is bz/b1, where bz is defined as
bz := b · z =
κ∑
j=1
bjzj .
It is immediate that, in the finite variance case, the variance of ζz,1 is smaller than C|z| for a certain
C > 0.
General estimate for the distribution of number of vertices of type 1. It was proved in
[36, Section 4.1] that for all z ∈ (Z+)κ and q ∈ Z,
P
(z)(#1F = n+ q) ∼
n→∞
bz
b1
P
(
#1T
(1) = n
)
. (16)
A significant part of the proof of Theorem 4.1 will consist in obtaining and using a refined version
of this, see Proposition 4.6 below.
4.2 The MB property
For any κ-type tree T (or forest F ), we let #1T (or #1F ) be its number of vertices of type 1.
For a vertex u ∈ T , we let Tu be the subtree of T rooted at u. In the case where u is a vertex of
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T
(i)
n , we give u a size equal to #1(T
(i)
n )u. Note that this might be 0. Hence we need to use here an
extended notion of MB tree where we allow individuals to have size 0, and also to reproduce into
children of size 0. To fit with this, we also use the different set of partitions P0n, which is the same
set as Pn except for the fact that partitions can have parts of the form (0, j) for j ∈ [κ]. In Section
4.5, we will show that pruning away the zero-size vertices does not change the GHP limit, and will
actually apply Theorem 2.3 to the pruned tree. Note that, unlike in Section 3, the fragments with
size 0 have a role in the combinatorial structure and so we only do this pruning after obtaining the
wanted limit properties of the splitting distributions.
For λ¯ ∈ P0n for any n, let z(λ¯) = (zj(λ¯), j ∈ [κ]) where for all j ∈ [κ],
zj(λ¯) = #{m ∈ {1, . . . , p(λ¯)} : im = j}
is the number of parts of λ¯ with type j. We also let m(ℓ,j)(λ¯) be the multiplicity of the term
(ℓ, j) ∈ Z+ × [κ] in λ¯.
Proposition 4.3. The sequence (T
(i)
n ) is a multi-type MB-sequence with splitting distributions (q
(i)
n )
given for each i ∈ [κ], n ∈ N and each λ¯ = (λk, ik)1≤k≤p(λ¯) ∈ P0n such that
∑p(λ¯)
k=1 λk = n − 1{i=1}
by:
q(i)n (λ¯) := ζ
(i)(z(λ¯))
∏
j∈[κ] zj(λ¯)!∏
(l,j)∈Z+×[κ]
m(ℓ,j)(λ¯)!
∏p(λ¯)
k=1 P
(
#1T
(ik) = λk
)
P
(
#1T (i) = n
) ,
and 0 otherwise.
The proof is straightforward, and we omit it here, referring to [23] for a proof in the monotype case.
This result is more practically interpreted thus: if Λ¯ has distribution q
(i)
n , then the distribution of
z(Λ¯) is given by
q(i)n (z(Λ¯) = z) = ζ
(i)(z)
P
(z)(#1F = n− 1{i=1})
P(i)(#1T = n)
for z ∈ (Z+)κ. Conditionally on z(Λ¯) = z, let F = (T1, . . . , T|z|) have distribution P(z) but be
conditioned on satisfying #1F = n − 1{i=1}, and let ik be the type of the root of Tk for 1 ≤
k ≤ |z|. Then Λ¯ has the same distribution as the lexicographically decreasing rearrangement of(
(#1Tk, ik), 1 ≤ k ≤ |z|
)
.
4.3 Change of type
We show here assumption (8), with β = 0. This stays in fact true without the second moment
condition. We also identify the invariant distribution of the resulting Q-matrix.
Proposition 4.4. For all types i and j, we have
lim
n→∞q
(i)
n (i1 = j) =
1
bi
∑
z∈(Z+)κ
ζ(i)(z)zjbj .
This is not surprising: the limit is none other than the probability that the second element of the
spine in the size-biased Kesten tree T̂ (i) associated to ζ has type j, and it is known from [36] that,
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when n is large, T
(i)
n is locally close in distribution to this Kesten tree. Let us recall the construction
of T̂ (i): it possesses an infinite line of descent called a spine, along which the offspring distributions
are the size-biased version of ζ, defined by
ζ̂(j)(z) :=
bz
bj
ζ(j)(z) (17)
for j ∈ [κ] and z ∈ (Z+)κ. Outside of the spine, the genealogy uses the usual offspring distributions
ζ, and finally, given that the offspring of one element of the spine is z, its successor in the spine
has type j with probability proportional to zjbj. This description will be useful in the proof.
Proof. Fix the types i, j, and then fix a ∈ N and λ¯′ = ((λ2, i2), (λ3, i3), . . . , (λp, ip)) such that∑p
m=2 λm = a − 1{i=1}, and consider λ¯ =
(
(n− a, j), λ¯′) ∈ P0n. Call z = z(λ¯′), such that z(λ¯) =
z+ ej . Let us show that q
(i)
n (λ¯) converges as n tends to infinity, and that the limit is a probability
distribution (formally a distribution on the set [κ] × ∪∞n=1P0n). First, noting that, for n large,
m(n−a,j)(λ¯) = 1, rewrite q
(i)
n (λ¯) as
q(i)n (λ¯) = ζ
(i)(z(λ¯))
∏
k∈[κ] zk(λ¯)!∏
(ℓ,k)∈Z+×[κ]
m(ℓ,k)(λ¯
′)!
P
(
#1T
(j) = n− a)
P
(
#1T (i) = n
) p∏
k=2
P
(
#1T
(ik) = λk
)
.
By (16), the second fraction here converges to
bj
bi
. We then have
q(i)n
(
(n − a, j), λ¯′) −→
n→∞
bj
bi
ζ(i)(z+ ej)(zj + 1)
∏
k∈[κ]
zk!∏
(ℓ,k)∈Z+×[κ]
m(l,k)(λ¯
′)!
p∏
k=2
P
(
#1T
(ik) = λk
)
.
However, this limit is exactly the probability that, in T̂ (i), the second element of the spine has
type j, while the types of the rest of the offspring of the root, and the sizes of the corresponding
subtrees are given by λ¯′. Since these add up to 1, we have shown that, if Λ¯ has law q(i)n , then(
i1,
(
(λ2, i2), . . . , (λp(λ¯), ip(λ¯))
))
converges in distribution (in [κ] × ∪∞n=1P
0
n). In particular, i1 by
itself converges in distribution, to the type of the second element of the spine.
We let Q be the Q-matrix such that
Qi,j :=
1
bi
∑
z∈(Z+)κ
ζ(i)(z)zjbj =
bjmi,j
bi
for i 6= j.
It is then easily checked that Q is irreducible, and that its invariant distribution χ satisfies
χi = aibi for all i ∈ [κ].
4.4 Convergence of the splitting distributions
For n ∈ N and i ∈ [κ], let ν(i)n be the distribution of 1nΛ, without the types, where Λ¯ has distribution
q
(i)
n of Proposition 4.3. Our main objective here is to prove assumption (7) in this form:
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Proposition 4.5. On S↓, for all i ∈ [κ],
√
n(1− s1)ν(i)n
weakly−→
n→∞
∑
1≤j,k≤κ bjbkQ
(i)
j,k
2b1biσ1
(1− s1)νBr.
This does fit with Theorem 4.1 as, taking the average with respect to the distribution χ found in
the previous section, we have
1
2b1σ1
∑
1≤i,j,k≤κ
χibjbkQ
(i)
j,k
bi
=
√
a1
2σ
∑
1≤i,j,k≤κ
aibjbkQ
(i)
j,k =
σ
√
a1
2
, (18)
and it is readily checked that, for any multi-type fragmentation tree Tγ,ν¯ and any c > 0, Tγ,cν¯ (d)=
1
cTγ,ν¯ . After proving Proposition 4.5, the only part missing in the proof of Theorem 4.1 will then
be the problem of subtrees with size 0, which is treated in Section 4.5.
4.4.1 Precise estimate for the number of vertices of type 1
The proof of Proposition 4.5 hinges on the following improvement of Equation (16), which is where
the more interesting aspects of the multi-type structure appear:
Proposition 4.6. For z ∈ (Z+)κ, we have
P
(z)
(
#1F = n
)
=
bz
b1
1√
2πσ21n
3
(
1− g(z, n) + o(1))
where:
• o(1) is uniform in z : it is a function h on (Z+)
κ × N such that, for all ε > 0, there exists
N ∈ N such that for n > N , |h(z, n)| < ε independently of z ∈ (Z+)κ.
• g is a function on (Z+)
κ ×N with values in [0, 1] which is o(1) as |z|n−1/2 tends to 0: for all
η > 0, there exists ε > 0 , for n ∈ N and z ∈ (Z+)κ with |z| ≤ ε
√
n, g(z, n) ≤ η.
Proof. Note that if z = (0, . . . , 0) then there is nothing to say, so we assume z 6= (0, . . . , 0). We
start with the case where z = (p, 0, 0 . . . , 0), with p ∈ N. In this case we can directly work on the
monotype reduced forest Π(1)(F ), and it is well known from the Otter-Dwass formula that
P
(p,0,...)(#1F = n) =
p
n
P(Sn = −p)
where (Sr, r ≥ 0) is a random walk with step distribution (ζ¯1,1(k+1), k ≥ −1). Moreover the local
limit theorem, in the non-lattice, finite variance case also tells us that
P(Sn = −p) = 1√
2πnσ21
e−p
2/2nσ21 + o
(
1√
n
)
,
where o
(
1√
n
)
is uniform in p, and setting g((p, 0, . . .), n) = 1− e−p2/2nσ21 ends our first case.
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Now take general z. To study the number of vertices of type 1 in the forest, we first go to its first
generation of type 1, its size having distribution ζz,1 and expectation bz/b1. We have
P
(z)(#1F = n) =
∞∑
p=0
ζz,1(p)P
(p,0,...)(#1F = n)
=
∞∑
p=0
ζz,1(p)
p√
2πσ21n
3
(e−p
2/2nσ21 + o(1))
=
1√
2πσ21n
3
 ∞∑
p=0
ζz,1(p)p(1 + o(1))−
∞∑
p=0
ζz,1(p)p(1− e−p2/2nσ21 )

=
1√
2πσ21n
3
bz
b1
(1 + o(1)) −
∞∑
p=0
ζz,1(p)p(1 − e−p2/2nσ21 )
 .
Note that the last step is justified by the uniformity in p of o(1). Let us therefore set
g(z, n) =
b1
bz
∞∑
p=0
ζz,1(p)p(1− e−p2/2nσ21 ) = b1
bz
E
[
P (1− e−P 2/2nσ21)
]
where P is a variable with distribution ζz,1, and we now want to check that g(z, n) has limit 0 when
|z|n−1/2 tends to 0. We know that there is c > 0 such that E[P ] ≤ c|z| and Var(P ) ≤ c|z| for all
z. Thus, for δ > c, P(P ≥ δ|z| ) ≤ c
(δ−c)2|z| . Up to taking larger c such that b1 ≤ cbi for all i and
c ≥ 1, we then have
g(z, n) ≤ c|z|E
[
P (1− e−P 2/2nσ21 )
]
≤ c|z|
(
E
[
P (1− e−P 2/2nσ21)1{P<δ|z|}
]
+ E
[
P (1− e−P 2/2nσ21 )1{P≥δ|z|}
])
≤ c|z|
(
δ|z|(1 − e−δ2|z|2/2nσ21 ) + E [P1{P≥δ|z|}])
≤ cδ(1 − e−δ2|z|2/2nσ21 ) + c|z|
√
E[P 2]P(P ≥ δ|z|)
≤ cδ(1 − e−δ2|z|2/2nσ21 ) + c
√
c(c2|z|2 + c|z|)
(δ − c)|z|3/2
≤ cδ(1 − e−δ2|z|2/2nσ21 ) + c
5/2
√
2
δ − c .
The last inequality comes from the fact that c ≥ 1 and |z| ≥ 1 (the latter being a nonzero integer).
Now let η > 0, and take δ large enough that c
5/2
δ−c ≤ η2 . Now take ε small enough such that
cδ(1 − e−δ2ε2/2σ21 ) ≤ η2 , then we do have g(z, n) ≤ η whenever |z| ≤ ε
√
n.
4.4.2 Proof of Proposition 4.5
Once we have Proposition 4.6 in hand, we can prove Proposition 4.5. A monotype version of this
result is proved in [23, Proposition 39]. We will use the same structure as the monotype proof,
relying on size-biased reorderings and appropriate truncations.
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We start with a lemma on the number of children of the root in T
(i)
n . Recall that for a partition λ¯,
p(λ¯) = |z(λ¯)| denotes its number of parts.
Lemma 4.7. For any ε > 0, √
nq(i)n (p(λ¯) > ε
√
n) −→
n→∞ 0
Proof. Since the function g appearing in Proposition 4.6 is nonnegative, we have, for large enough
n,
q(i)n (z(λ¯) = z) = ζ
(i)(z)
P
(z)(#1F = n− 1{i=1})
P(i)(#1T = n)
≤ 2ζ̂(i)(z), ∀z ∈ (Z+)κ
with ζ̂(i)(z) defined by (17). However since under ζ̂(i), |z| has finite mean (since ζ(i) has finite
second moments), we have ζ̂(i)(|z| > p) = o(p−1), and the result follows.
Size-biased ordering. Given a finite or infinite indexed set (xr, r ∈ R) of nonnegative numbers
with finite sum, we can define its size-biased ordering (x∗1, x
∗
2, . . .) the following way: let r
∗ be a
random index such that
P(r∗ = r) =
xr∑
n∈N xn
,
let x∗1 = xr∗ , remove r
∗ from R and proceed inductively.
This procedure can also be applied to measures on the set of sequences
S =
{
x = (xn)n∈N ∈ [0, 1]N :
∑
n∈N
xn ≤ 1
}
(which is a compact metric space when endowed with the metric d defined by d(x,y) :=∑
n 2
−n|xn − yn|). If µ is a measure on S↓, then define µ∗ by µ∗(f) =
∫
S dµ(s)f(s
∗) where s∗
is the random sequence (s∗1, s
∗
2, . . .). Note that ((1− s1)µ)∗ = (1−maxx)µ (in particular this holds
for νBr) and that
ν∗Br(f) =
√
2√
π
∫ 1
0
f(x, 1− x, 0, . . .)
x1/2(1− x)3/2 dx.
Following [23, Lemma 38], Proposition 4.5 can be proved by instead showing
√
n
(
(1− s1)ν(i)n
)∗ weakly−→
n→∞
∑
j,k bjbkQ
(i)
j,k
2b1biσ1
(
(1− s1)νBr
)∗
. (19)
The following lemma contains the tools necessary to prove this. It relies strongly on Proposition
4.6, and its consequence Lemma 4.7.
Lemma 4.8. We have the following limiting properties of (ν
(i)
n )∗:
(i) lim
η→0
lim sup
n→∞
√
n(ν
(i)
n )∗
(
(1− x1)1{x1>1−η}
)
= 0.
(ii) lim
n→∞
√
n(ν
(i)
n )∗
(
1{x1<n−7/8}
)
= 0.
(iii) For any η > 0, lim
n→∞
√
n(ν
(i)
n )∗(1{x1+x2<1−η}) = 0
30
(iv) There exists a function βη which is o(η) as η → 0, such that, for any function f on S which
can be written as f(x) = (1−maxx)h(x) with h continuous, we have
lim
η→0
lim inf
n→∞
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−βη}) = limη→0
lim sup
n→∞
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−βη})
=
∑
j,k bjbkQ
(i)
j,k
b1biσ1
√
2π
∫ 1
0
f(x, 1− x, 0, . . .)
x1/2(1 − x)3/2 dx.
Proof. The proofs of each item all use the same tools, namely Proposition 4.6 and some elementary
properties of the size-biased ordering. Thus we will only focus on (ii) and (iv), and let the reader
fill the rest in.
For any z ∈ (Z+)κ, we let (X(j)m , j ∈ [κ], 1 ≤ m ≤ zj) be independent variables such that X(j)m
has the distribution of #1T
(j). We call (X∗m, 1 ≤ m ≤ |z|) their size-biased ordering and also let
(i∗m, 1 ≤ m ≤ |z|) be the matching ordering of their types. To be specific, this means that the size-
biased order is obtained by taking R = {(m, j) ∈ N× [κ] : 1 ≤ m ≤ zk}, then (X∗1 , i∗1) = (X(i
∗)
m∗ , i
∗)
where r∗ = (m∗, i∗), and we proceed inductively. We also call Sz =
∑|z|
m=1X
∗
m. Note that Sz has
the same distribution as #1F under P
(z), and note the relation
P(X∗1 = m, i
∗
1 = j, Sz = n) =
zjm
n
P(#1T
(j) = m)P(Sz−ej = n−m)
for n ∈ N, m ≤ n and j ∈ [κ], which follows from the definition of the size-biased order. We obtain
(ii) by writing, for n′ = n− 1{i=1} and z′ = z− ej ,
√
n(ν(i)n )
∗(1{x1<n−7/8}) =
√
n
∑
z∈(Z+)κ
q(i)n (z(Λ¯) = z)
n1/8∑
m=1
∑
j∈[κ]
P(X∗1 = m, i
∗
1 = j, Sz = n
′)
P(Sz = n′)
=
√
n
∑
z∈(Z+)κ
ζ(i)(z)
P
(z)(#1F = n
′)
P(i)(#1T = n)
n1/8∑
m=1
∑
j∈[κ]
zjm
n
P(#1T
(j) = m)P(z
′)(#1F = n
′ −m)
P(z)(#1F = n′)
.
Since the function g in Proposition 4.6 is nonnegative, we have the existence of a constant C such
that P(z
′)(#1F = n
′ − m) ≤ C|z|P(i)(#1T = n) uniformly in i, j, n,m (with m ≤ n1/8) and z.
Bounding moreover P(#1T
(j) = m) by 1 yields
√
n(ν(i)n )
∗(1{x1<n−7/8}) ≤ Cn−3/8 ∑
z∈(Z+)κ
ζ(i)(z)|z|2,
which ends the proof of (ii) because the sum is finite.
As for (iv), we will focus on treating its lim inf part. Let η > 0 be fixed, and let ε > 0 and
0 < η′ < η, to be specified later. By Propositions 4.3 and 4.6, we have, keeping the same notation
as earlier,
√
n(ν(i)n )
∗(f) = (20)
√
n
∑
z∈(Z+)κ
ζ(i)(z)
bz
bi
( n
n′
)3/2 1− g(z, n′) + o(1)
1− g(ei, n) + o(1)E
[
f
(
X∗1
n
, . . . ,
X∗|z|
n
, 0, . . .
)
| Sz = n′
]
.
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Setting
E
η,η′
z,n,n′[f ] := E
[
f
(
X∗1
n
, . . . ,
X∗|z|
n
, 0, . . .)
)
1{n1/8≤X∗1<(1−η)n,X∗1+X∗2>(1−η′)n} | Sz = n
′
]
,
replacing f by f1{x1<1−η,x1+x2>1−η′} in (20) and using Lemma 4.7 and point (ii), we then have
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−η′})
=
√
n
( n
n′
)3/2 ∑
z:2≤|z|≤εn1/2
ζ(i)(z)
bz
bi
1− g(z, n′) + o(1)
1− g(ei, n) + o(1)E
η,η′
z,n,n′[f ] + o(1).
By the properties of g given in Proposition 4.6, taking ε small enough, we have 1−g(z,n
′)+o(1)
1−g(ei,n)+o(1) ≥ 1−η
for all z in the sum, for all n large enough. Thus
lim inf
n→∞
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−η′}) ≥ (1− η)lim infn→∞
√
n
∑
z:2≤|z|≤εn1/2
ζ(i)(z)
bz
bi
E
η,η′
z,n,n′[f ].
For each z, rewrite Eη,η
′
z,n,n′[f ] as∑
n1/8≤m1<(1−η)n
(1−η′)n<m1+m2≤n′
∑
j,k∈[κ]
E
[
f
(
m1
n
,
m2
n
,
X∗3
n
, . . .
)
| X∗1 = m1,X∗2 = m2, i∗1 = j, i∗2 = k, Sz = n′
]
× P (X∗1 = m1,X∗2 = m2, i∗1 = j, i∗2 = k | Sz = n′) .
Since f is uniformly continuous on the subset of S where x1 + x2 > 3/4, we have for η′ small
enough, ∣∣∣∣f (m1n , m2n , m3n , . . .)− f
(
m1
n
,
n−m1
n
, 0, . . .
)∣∣∣∣ ≤ η
for any (m1,m2,m3, . . .) with total sum n
′ and m1 +m2 ≥ (1 − η′)n. Elementary manipulations
also show that
P(X∗1 = m1,X
∗
2 = m2, i
∗
1 = j, i
∗
2 = k | Sz = n′) =
zjm1
n′
P(#1T
(j) = m1)
z′km2
n′ −m1P(#1T
(k) = m2)
P
(z′′)(#1F = n
′ −m1 −m2)
P(z)(#1F = n′)
where z′ = z− ej and z′′ = z− ej − ek. Now, notice that all m1 and m2 involved in our sum have
lower bounds which tend to infinity. We can then apply Proposition 4.6 to obtain for large n
P(#1T
(j) = m1)P(#1T
(k) = m2)
P(z)(#1F = n′)
≥ (1− η)bjbk
b1bz
1√
2πσ21
(
n
m1m2
)3/2
, (21)
uniformly in j, k ∈ [κ] and z : |z| ≥ 2. We can then write for n large enough, uniformly on z with
|z| ≥ 2,
P(X∗1 = m1,X
∗
2 = m2, i
∗
1 = j, i
∗
2 = k | Sz = n′)
≥ (1− η)zjz′k
bjbk
b1bz
1√
2πσ21
(
n
m1m2
)1/2 1
n−m1P
(z′′)(#1F = n
′ −m1 −m2)
≥ (1− η)zjz′k
bjbk
b1bz
1√
2πσ21
1
n3/2
1
(m1/n)1/2(1−m1/n)3/2
P
(z′′)(#1F = n
′ −m1 −m2). (22)
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Putting everything together, we have
lim inf
n→∞
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−η′}) ≥
(1− η)2
∑
j,k∈[κ]
bjbk
bib1
√
2πσ21
× lim inf
n→∞
∑
z:2≤|z|≤εn1/2
ζ(i)(z)zjz
′
k
∑
n1/8≤m1≤(1−η)n
(
f
(m1
n
, 1 − m1
n
, 0, . . .
)
− η
) 1
n
1
(m1/n)1/2(1−m1/n)3/2
×
∑
(1−η′)n′−m1≤m2≤n′−m1
P
(z′′)(#1F = n
′ −m1 −m2).
The last sum is equal to P(z
′′)(#1F ≤ η′n′), and can be made bigger than 1 − η uniformly in our
choice of z for large n, up to taking ε yet smaller. Indeed, letting 1 = (1, 1, . . . , 1) ∈ (Z+)κ, we have
P
(z′′)(#1F > η
′n′) ≤ P(⌊εn1/2⌋1)(#1F > η′n′). By Proposition 4.6, the latter term is, for large n,
smaller than Cε
√
n
∑
k≥η′n′ k
−3/2 ∼ C ′ε, for two constants C and C ′, and thus choosing ε < η/C ′
fits. Thus we can now write
lim inf
n→∞
√
n(ν(i)n )
∗(f1{x1<1−η,x1+x2>1−η′}) ≥
(1− η)3 lim inf
n→∞
∑
j,k∈[κ]
bjbk
bib1
√
2πσ21
∑
z:2≤|z|≤εn1/2
ζ(i)(z)zjz
′
k
×
∑
n1/8≤m1≤(1−η)n
(
f
(m1
n
, 1− m1
n
, 0, . . .
)
− η
) 1
n
1
(m1/n)1/2(1−m1/n)3/2
.
The first sum converges to
∑
j,k∈[κ]
bjbkQ
(i)
j,k
bib1σ1
√
2π
, while the second one is a Riemann sum and thus
converges to
∫ 1−η
0 x
−1/2(1 − x)−3/2(f(x, 1 − x, 0, . . .)− η)dx. Letting η tend to zero then ends the
proof of the lim inf.
The proof of the lim sup functions the same way. Proposition 4.6 yields upper bounds involving
1 + η as it yielded lower bounds involving 1 − η. The main differences are that the upper bound
version of Equation (21) requires |z| ≤ ε√n, and that the upper bound version of (22) uses m−1/22 ≤
(1− η′/η)−1/2(n′−m1)−1/2, thus involving the term 1− η′/η, hence we need to take η′ = o(η).
End of the proof of Proposition 4.5. Recall that we just need to prove the size-biased convergence
(19). Let f(x) = (1−maxx)h(x) with h continuous on S. For η > 0 and η′ > 0, write∣∣∣(ν(i)n )∗(f)− (ν(i)n )∗(f1{x1<1−η,x1+x2>1−η′})∣∣∣ ≤ (ν(i)n )∗(|f |1{x1≥1−η}) + (ν(i)n )∗(|f |1{x1+x2≤1−η′}).
Let ε > 0. By Lemma 4.8, we can choose η and η′ such that (ν(i)n )∗(|f |1{x1≥1−η}) ≤ ε and∣∣∣(ν(i)n )∗(f1{x1<1−η,x1+x2>1−η′})−
∑
j,k bjbkQ
(i)
j,k
b1biσ1
√
2π
∫ 1
0
dx
x1/2(1− x)3/2 f(x, 1− x, 0, . . .)
∣∣∣ ≤ ε
for large enough n. We then get∣∣∣(ν(i)n )∗(f)−
∑
j,k bjbkQ
(i)
j,k
b1biσ1
√
2π
∫ 1
0
dx
x1/2(1− x)3/2 f(x, 1− x, 0, . . .)
∣∣∣ ≤ 2ε+√n(ν(i)n )∗(|f |1{x1+x2≤1−η′}),
and since the last term tends to 0, again by Lemma 4.8, we finally obtain Proposition 4.5.
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4.5 Zero mass subtrees are small
The MB approach to the study of Galton-Watson trees fails to capture the behaviour of subtrees
which contain no vertices of type 1, since Theorem 2.3 does not normally allow for zero-mass vertices
in the tree. This section is dedicated to showing that the subtrees with no vertices of type 1 are
small enough to disappear in the scaling limit, thus justifying the use of Theorem 2.3. Specifically,
we prove the following:
Proposition 4.9. Let T˚
(i)
n be the same tree as T
(i)
n , except that we have removed all vertices with
size 0, and endow both trees with the uniform measure on their vertices of type 1. Then there exists
C > 0 such that
P
(
dGHP(T
(i)
n , T˚
(i)
n ) ≤ C log n
) −→
n→∞ 1,
where dGHP denotes the Gromov-Hausdorff-Prokhorov distance.
This will be proved by showing that the subtrees appended to T˚
(i)
n to obtain T
(i)
n are all small in
distribution, and there are not too many of them. Note that the Prokhorov part of this convergence
is in fact immediate, since these subtrees have no mass.
We assume that there exists at least one i ∈ [κ] such that P(#1T (i) = 0) > 0, otherwise T (i)n = T˚ (i)n
for all n and there is nothing to do. We recall that given their number and types, the subtrees
removed from T
(i)
n to get T˚
(i)
n are independent Galton-Watson trees conditioned on not having
vertices of type 1.
Trees conditioned to be missing a type are subcritical. Up to reordering the types, we can
assume that P(#1T
(i) = 0) > 0 if and only if i ≥ L for some L ∈ {2, . . . , κ}. We let, for i in
{L, . . . , κ}, T (i)

be a κ-type Galton-Watson tree with offspring distributions ζ and root of type i,
conditioned on not having any vertices of type 1. By default, T
(i)

then only has vertices of types
L to κ.
Proposition 4.10. The tree T
(i)

is a subcritical κ− L+ 1-type Galton-Watson tree.
We recall that irreducible Galton-Watson trees are called subcritical if the Perron eigenvalue of
their mean matrix is strictly less than 1. However, the mean matrix of T
(i)

, which we call M, is
not necessarily irreducible, and so we need a more general notion of subcriticality. We sort the
elements of {L, . . . , κ} into irreducible components by saying that two types i and j are in the same
component if there exists integers n and m such that (M)n(i, j) > 0 and (M)m(j, i) > 0. In this
case, up to reordering the set {L, . . . , κ}, we can assume
M =

B1 ∗ ∗ ··· ∗
0 B2 ∗ ··· ∗
...
...
...
...
0 0 0 ··· ∗
0 0 0 ··· Bh
 ,
where the blocks correspond to each irreducible component. The eigenvalues of M are then those
of the (Bk), and we say that the tree is subcritical if the Perron eigenvalues of each are all strictly
smaller than 1.
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Proof. It is straightforward to see that the conditioning does not lose the branching property, and
thus T
(i)

is a Galton-Watson tree. We call ζ
(i)

, for i ∈ {L, . . . , κ} the corresponding offspring
distributions. Calling pi = P(#1T
(i) = 0), we have by definition the relation
ζ
(i)

(zL, . . . , zκ) =
1
pi
ζ(i)(0, . . . , 0, zL, . . . , zκ)
κ∏
j=L
p
zj
j (23)
for z = (zL, . . . , zκ) ∈ z ∈ (Z+){L,...,κ}. Define the generating functions f = (f1, . . . , fκ) and
f = (fL, . . . , f

κ) by, for x ∈ (R+)κ and i ∈ [κ],
fi(x) =
∑
z∈(Z+)κ
ζ(i)(z)
κ∏
j=1
x
zj
j
and, for x ∈ (R+){L,...,κ} and i ≥ L,
fi (x) =
∑
z∈(Z+){L,...,κ}
ζ
(i)

(z)
κ∏
j=L
x
zj
j .
Note that we have pi =
∑
z∈(Z+){L,...,κ} ζ
(i)(0, . . . , 0, zL, . . . , zκ)
∏κ
k=L p
zj
j for all i, implying the fixed
point equation f(0, . . . , pL, . . . , pκ) = (0, . . . , pL, . . . , pκ). Also, equation (23) implies
fi (x) =
1
pi
fi(0, 0, . . . , pLxL, . . . , pκxκ).
The matrix M is the differential of f at 1 = (1, . . . , 1). Differentiating the above we have the
equality of {L, . . . , κ} × {L, . . . , κ}-indexed matrices:
M = P−1NP
where N is the matrix with entries Ni,j = ∂jfi(0, . . . , 0, pL, . . . , pK), and P is the diagonal matrix
with entries (pL, . . . , pκ). As a consequence, M
 has the same eigenvalues as N , and we will focus
on showing that the eigenvalues of N are strictly less than one.
Assume by contradiction that this is not the case, then by applying the Perron-Frobenius theorem in
the irreducible component of N whose largest eigenvalue is the highest (note that these components
same as those of M), there exists a vector x = (xL, . . . , xκ) such that Nx ≥ x (where the relation
≥ between vectors means that the comparison holds for each entry). Moreover x has nonnegative
entries, and its nonzero entries correspond to a single irreducible component of M.
Now consider for t ≥ 0 the vector x(t) = (0, . . . , 0, pL+ txL, . . . , pκ+ txκ), and notice that x(t) ≤ 1
if t ≤ tk := 1−pkxk for all k (and tk := ∞ if xk = 0 or xk is undefined). Choose j for which tj
is minimal, and consider the function with one variable: gj : t 7→ fj(x(t)). As a polynomial in
t with nonnegative coefficients, gj is convex, and so gj(0) = pj and g
′
j(0) ≥ xj imply together
that gj(tj) = fj(x(tj)) ≥ 1. Now notice that fj is nondecreasing in each variable, and is strictly
increasing in the k-th variable if the probability of an individual of type j to have at least one child
of type k is nonzero. Thus, if there exists such a k which also satisfies tk > tj, then pk + tjxk < 1,
and by (strict) monotonicity fj(1) > 1, our wanted contradiction. If we cannot find a k satisfying
this, it means that for all types j′ of possible children of an individual of type j, we have tj′ = tj.
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Now we can apply the previous reasoning to the functions gj′ , and repeat inductively, stopping
when we find a j and k such that tj is minimal, tk is not minimal, and the probability that an
individual of type j has a child of type k is nonzero. To conclude, we need to check that this
procedure does end - if it doesn’t, then tj will be the same value for all j in one same irreducible
component of M, and none of these types can give birth (under ζ(j)) to children outside of that
component, a contradiction.
The height of subcritical trees has exponential moments. Let (ξ(i), i ∈ [κ]) be a set
of subcritical offspring distributions (i.e. the corresponding Galton-Watson tree is subcritical, as
defined above), without any assumption of irreducibility. We consider Galton-Watson trees (S(i), i ∈
[κ]) with offspring distributions (ξ(i), i ∈ [κ]), such that S(i) has root of type i, for all i ∈ [κ].
Proposition 4.11. There exists λ > 0 such that, for all i ∈ [κ],
E
[
eλht(S
(i))
]
<∞.
Proof. Let, for n ∈ Z+ and i ∈ [κ], xin = P(ht(S(i)) ≤ n) and then xn = (x1n, . . . , xκn). By the
Galton-Watson property, we have for all n
xn+1 = f(xn)
where f = (f1, . . . , fκ) is the moment generating function defined by fi(x) =
∑
z∈(Z+)κ ξ
(i)(z)
∏κ
j=1 x
zj
j .
Noticing that xn tends to 1 := (1, . . . , 1) as n tends to infinity, we let yn = 1 − xn, and we then
have the first order expansion as n→∞
yn+1 = Nyn + o(yn),
where N is the mean matrix of (ξ(i), i ∈ [κ]). By subcriticality, the largest eigenvalue ρ of N satisfies
ρ < 1, and taking a < 1 with a > ρ, the series
∑
n a
−nyn converges. Letting λ = − log a > 0, we
then have E[eλht(S
(i))] <∞ for all i ∈ [κ].
There are not too many vertices. Now knowing that the subtrees without any vertices of type
1 have relatively small heights, we want to check that they are not too numerous. The following
rough estimate will be enough for our purposes. We use the notation #j for the function which
maps a κ-type tree to its number of vertices with type j, for j ∈ [κ].
Lemma 4.12. Let i, j be two types, with j 6= 1. We have
P
(
#jT
(i) > n3 | #1T (i) = n
) −→
n→∞ 0.
A rough but useful consequence is that the probability that the number of subtrees removed from
T
(i)
n to get T˚
(i)
n is larger than n3, given #1T
(i) = n, converges to 0 as n→∞.
Proof. We use the same idea as the proof of [36, Lemma 6.7] where a much stronger result, but
assuming exponential moments, is obtained. We start with the case where i = 1. Consider a
sequence of independent trees (Tk, k ∈ N), all distributed as T (1), and list their vertices of type 1
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in an arbitrary order, but such that all the vertices of type 1 of Tk are listed before those of Tk+1
for all k. Let then Ak be number of vertices of type j whose highest ancestor of type 1 is the k−th
element of this list. The (Ak) are then all i.i.d., and by [27, Proposition 4], have expectation
aj
a1
.
The event {#jT1 > n3} ∩ {#1T1 = n} is moreover included in the event {A1 + . . . + An > n3}.
However by Markov’s inequality,
P(A1 + . . .+An > n
3) ≤ 1
n2
aj
a1
,
and recalling that, from Proposition 4.6, P(#1T
(1) = n) ∼ c
n3/2
for some c > 0, we get
P(#jT1 > n
3 | #1T1 = n) ≤ aj
ca1
√
n
,
ending the proof of this case.
If i 6= 1, then we can write
P(#jT
(i) > n3 ∩#1T (i) = n) ≤ P(X +A1 + . . .+An > n3),
where X has the distribution of the number of vertices with type j of T (i) standing between its
root and first generation of type 1, and is independent from the (Ak, k ∈ N). By [27, Proposition
4], X also has a finite expectation, hence we can end the proof the same way.
Proof of Proposition 4.9. Combining the previous results with the following lemma will give
the proof of the proposition.
Lemma 4.13. For n ∈ N, let (Xn(k), k ∈ N) and Nn be N-valued random variables on a certain
probability space and Fn a sub-σ-algebra such that Nn is Fn-measurable, and we have the two
following conditions:
(i) There exists b ∈ N such that P(Nn ≤ nb)→ 1 as n→∞.
(ii) Conditionally on Fn, the (Xn(k), k ≤ Nn) are independent and there exist A > 0 and λ > 0
such that E[eλXn(k)|Fn] ≤ A a.s. for all k ≤ Nn.
Then there exists C > 0 such that
P
(
max{Xn(1), . . . ,Xn(Nn)} ≤ C log n
)→ 1.
Proof. Take any C > 0 and n large enough such that A < nλC . Conditioning on Fn, we have, using
(ii) and the Markov inequality:
P
(
max{Xn(1), . . . ,Xn(Nn)} ≤ C log n | Fn
)
=
Nn∏
k=1
(
1− P[Xn(k) > C log n | Fn]
)
≥
Nn∏
k=1
(
1− e−λC lognA)
≥
(
1− A
nλC
)Nn
≥ 1{Nn≤nb}
(
1− A
nλC
)nb
.
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Removing the conditioning, we obtain
P
(
max{Xn(1), . . . ,Xn(Nn)} ≤ C log n
) ≥ P(Nn ≤ nb)(1− A
nλC
)nb
,
and this tends to 1 if we choose C > b/λ.
Proof of Proposition 4.9. Fix i ∈ [κ]. For n ∈ N and j ∈ [κ] \ {1}, let Z(i)n (j) be the number
of vertices of T
(i)
n of type j which have no vertices of type 1 as descendants, but such that their
parent does have at least one descendant with type 1. Let then F (i)n = σ
(
Z
(i)
n (2), . . . , Z
(i)
n (κ)
)
and
N
(i)
n = Z
(i)
n (2)+ . . .+Z
(i)
n (κ). Conditionally on F (i)n , T (i)n can then be obtained from T˚ (i)n by grafting
at its leaves N
(i)
n independent trees, the heights of which all have a uniformly bounded exponential
moment, by Proposition 4.10 and Proposition 4.11. Simply bounding N
(i)
n by #T
(i)
n , Lemma 4.12
and Lemma 4.13 conclude the proof.
4.6 End of the proof of Theorem 4.1
By construction, the sequence of reduced trees (T˚
(i)
n ), introduced in Proposition 4.9, is MB, and its
splitting distributions (q˚
(i)
n ) are the push-forwards of (q
(i)
n ) by the operation of removing the parts
with zero size. The results of Proposition 4.4 and Proposition 4.5 then pass on to q˚
(i)
n , and thus we
have, by Theorem 2.3 and the calculation in (18):(
T˚
(i)
n√
n
, µ(i)n
)
(d)−→
n→∞
2
σ
√
a1
(TBr, µBr).
By Proposition 4.9, we will get the same limit if we replace T˚
(i)
n by T
(i)
n , ending the proof.
5 Scaling limits of multi-type MB trees: preliminary work
The aim of this section is to set up some definitions and results that prepare for the proofs of
Theorems 2.2 and 2.3 in the next section. Several lines of our proofs will not differ too much from
those of the proof of Theorem 5 of [23] in the monotype setting, so we will mostly only give the
reader details when the multi-type structure comes into play. Throughout the section (q
(i)
n ) is a
sequence of splitting distributions that satisfies (1) and either the hypotheses of Theorem 2.2 or
Theorem 2.3 (this will be specified each time), and (T
(i)
n ) is an associated sequence of MB trees.
Below we start by showing in Section 5.1 that we can restrict ourselves to conservative cases where
particles of size 1 die without reproducing. We then introduce in Section 5.2 the partition-valued
multi-type fragmentation processes associated to our trees and their continuous counterpart, and
set up preliminary results. In Section 5.3 we show some necessary fine bounds on the moments of
the heights of the trees, that will be needed to obtain a tightness criterion for the rescaled trees.
This ends up being more difficult to prove than it the monotype setting, in particular in the mixing
regime when some of the limiting measures (ν(i), i ∈ [κ]) are null. These bounds will also allow us
to improve some results of [26] on the asymptotic description of bivariate Markov chains, that will
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be needed in Section 6 to evaluate the scaling limits of typical paths of our multi-type MB trees
(the results of [26] are not strong enough in the mixing case if some of the limiting measures are
null).
5.1 Simplifying the assumptions
We use two simple couplings to show that we can limit ourselves to offspring distribution sequences
(q
(i)
n ) such that:
q
(i)
1 (∅) = 1 for all i ∈ [κ] and q(i)n is conservative for all i ∈ [κ] and n ≥ 2. (24)
Particles of size 1 die without reproducing. Starting from a sequence (q
(i)
n ) satisfying (1), we
let for n ∈ N and i ∈ [κ], •q(i)n be the splitting distribution such that:
•
q
(i)
1 (∅) = 1 and •q(i)n (λ¯) = q(i)n (λ¯) for λ¯ ∈ Pn if n ≥ 2.
Let (
•
T
(i)
n ) be a MB tree sequence with this splitting distribution sequence. Then there is a natural
coupling of
•
T
(i)
n and T
(i)
n such that T
(i)
n is obtained by grafting independent copies of the (T
(j)
1 , j ∈
[κ]) onto the leaves of size 1 of
•
T
(i)
n , and there are at most n such leaves. Notice however that, for
any j ∈ [κ], T (j)1 is essentially an a.s. killed Markov chain on [κ]. It is then well-known that its
death time (i.e. the height of T
(j)
1 ) has exponential moments. Thus the maximum of n independent
such variables is at most of order log n, i.e. there exists C > 0 such that
P
(
dGHP
(
T (i)n ,
•
T
(i)
n
) ≤ C log n) −→
n→∞ 1,
where we recall that dGHP denotes the Gromov-Hausdorff-Prokhorov distance. As a consequence,
proving Theorems 2.2 and 2.3 for (
•
q
(i)
n ) will also prove them for (q
(i)
n ).
Conservation of mass. Now we give a simple coupling between non-conservative MB trees and
conservative ones which shows that the non-conservative cases of Theorem 2.2 and Theorem 2.3 are
consequences of the conservative cases. Take a sequence of offspring distributions (q
(i)
n ) satisfying
(1) and q
(i)
1 (∅) = 1 for all i ∈ [κ], that are not necessarily conservative. For n ≥ 2 and λ¯ ∈ Pn such
that λ0 = n−
∑p(λ¯)
m=1 λm 6= 0, let
˚¯λ :=
(
(λ1, i1), . . . , (λp(λ¯), ip(λ¯)), (1, 1), . . . , (1, 1)
)
,
where (1, 1) has been repeated λ0 times, while if λ0 = 0 let
˚¯λ = λ¯. Let then q˚
(i)
n be the image measure
of q
(i)
n by the mapping λ¯→ ˚¯λ, which is conservative. We have by construction d(n−1 · λ¯, n−1 ·˚¯λ) ≤
n−1, where d is the metric (2). Thus if (q(i)n ) satisfies the limiting assumption of Theorem 2.2 or
Theorem 2.3, and if it is conservative for n large or γ < 1, then (q˚
(i)
n ) also does.
Moreover, calling (T˚
(i)
n ) a MB tree sequence with offspring distribution sequence (q˚
(i)
n ), there is a
natural coupling between T˚
(i)
n and T
(i)
n such that dGHP(T˚
(i)
n , T
(i)
n ) ≤ 1 a.s. Thus proving Theorems
2.2 and 2.3 for (q˚
(i)
n ) will also prove it for (q
(i)
n ).
Consequently, in the following we can restrict ourselves to sequences (q
(i)
n ) satisfying (24).
39
5.2 Fragmentation processes and trees
In this section we start by introducing the discrete partition-valued fragmentation processes asso-
ciated to our trees (T
(i)
n ), and then turn to the main definitions of the theory of continuous-time
multi-type fragmentation processes and trees. We also set up some results that will be needed
later, in particular concerning the so-called tagged fragment process. Throughout, the starting
type i ∈ [κ] will be fixed.
5.2.1 Details about κ-type partitions
We extend the concept of κ-type partitions to subsets of N, and define their paintbox measures.
Typed partitions of subsets of N. Let B be a subset of N. We call PB the set of κ-type partitions
of B, which are objects of the form π¯ = (π, i) = (πn, in)n∈N, where π is a classical partition of B,
its blocks π1, π2, . . . being listed in increasing order of their least element, and in ∈ {0, . . . , κ} is
the type of the n-th block for all n ∈ N, with in = 0 if and only if πn is empty. For n ∈ B, we also
use the notation π¯(n) = (π(n), i(n)) for the block of π¯ containing n and its type. Finally, if it exists,
we write |B| for the asymptotic frequency of B: the limit of n−1#(B ∩ [n]) as n tends to infinity.
Paintbox measures. We will need to use “paintbox” random partitions: for s¯ = (s, i) ∈ S↓ such
that
∑
sn = 1, let (Un, n ∈ N) be an i.i.d sequence of uniform random variables on [0, 1], and define
a random partition Πs¯ ∈ PN by declaring two integers n and m to be in the same block if there
exists k ∈ N such that Un and Um are both in the interval
[∑k−1
ℓ=1 sℓ,
∑k
ℓ=1 sℓ
)
, and the type of this
block is then ik. We let κs¯ be the distribution of Πs¯ and call it the paintbox measure associated to
s¯.
5.2.2 Finite-dimensional marginals of T
(i)
n and discrete fragmentation processes
Under our extra assumptions (24), T
(i)
n has exactly n leaves. We label them L1, . . . , Ln with a
uniform random order.
Associated discrete fragmentation processes. This labelling of leaves lets us define a P [n]-
valued process Πn =
(
Πn(ℓ), ℓ ≥ 0
)
by saying that two integers p ≤ n and q ≤ n are in the same
block of Πn(ℓ) if and only if the highest common ancestor of Lp and Lq in T
(i)
n has height at least
ℓ, and the type of this block is then the type of their common ancestor with height ℓ. In particular,
p is in a singleton if and only if ℓ is at least equal to the height of Lp, and we still need to give
it a type in this case: we choose the type of Lp for all ℓ larger or equal to the height of Lp. This
defines an exchangeable Markov chain on P [n] with a natural branching property. We let p(i)n be
the distribution of Πn(1).
For m ∈ [n], we let D(n){m} be the height of Lm, and for a subset B ⊆ [n] with cardinality at least
2, we let D
(n)
B = inf {ℓ ∈ N : B ∩Πn(ℓ) 6= B} the time at which Πn splits B. In the case where
B = [k] for some 2 ≤ k ≤ n, we let D(n)k := D(n)[k] , and D
(n)
1 := D
(n)
{1}.
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Finite-dimensional marginals. For B ⊆ [n], we let
R(T (i)n , B) be the B-marginal of T (i)n ,
which is its smallest subtree to contain the root and each Lm for m ∈ B.
The tagged fragment chain. We call thus the Markov chain (Xn, Jn) on Z+ × [κ] of the typed
block containing the integer 1 which is such that, for ℓ ≤ D(n)1 ,
(Xn, Jn) (ℓ) := (#(Πn(ℓ))1, (in(ℓ))1) (25)
(where Πn(ℓ) = (Πn(ℓ), in(ℓ))) and which is stationary starting from D
(n)
1 . Its transition probabil-
ities, which we call (pm,j(ℓ, k)) (probability of going from (m, j) to (ℓ, k)), do not depend on n or i
and are given for m ≥ 2, 1 ≤ ℓ ≤ m and j, k ∈ [κ] by
pm,j(ℓ, k) =
∑
λ¯∈Pm
q(j)m (λ¯)
ℓ
m
m(ℓ,k)(λ¯), (26)
where m(ℓ,k)(λ¯) is the number of occurrences of (ℓ, k) in the sequence λ¯, and p1,j(1, j) = 1 for all
j ∈ [κ]. (In all other cases these probabilities are null.)
The following lemma gives us some information about the distribution of this chain up to D
(n)
k , 2 ≤
k ≤ n and what happens at that time. This result echoes a similar result in the monotype setting,
[23, Lemma 27]. The same proof will work, with a light modification to take the types into account.
We will not reproduce it here, and simply point out that it follows easily from noticing that
P
(
D
(n)
k ≥ r | Xn(r′), 0 ≤ r′ ≤ r − 1
)
=
(Xn(r − 1)− 1)k−1
(n − 1)k−1 ,
which is a variant of Lemma 13 in [23]. We recall the factorial notation (x)r = x(x−1) . . . (x−r+1)
for x ∈ R, r ∈ N.
Lemma 5.1. Let 2 ≤ k ≤ n and π¯′ ∈ P [k] with b ≥ 2 blocks. For measurable nonnegative functions
f, g, h on the appropriate spaces, we have
E
[
f
(
D
(n)
k
)
g
(
(Xn, Jn)(· ∧D(n)k − 1)
)
h
(
(#Πn(D
(n)
k ))m, 1 ≤ m ≤ b
)
1{[k]∩Πn(D(n)k ))=π¯′}
]
=
∑
r∈N
f(r)E
[
(Xn(r − 1)− 1)k−1
(n− 1)k−1 g
(
(Xn, Jn)(· ∧ (r − 1))
)
p
(Jn(r−1))
Xn(r−1)
(
h(#πm, 1 ≤ m ≤ b)1{[k]∩π¯=π¯′}
)]
.
5.2.3 Construction and properties of multi-type fragmentation processes and trees
We formally build the multi-type fragmentation processes and trees mentioned in Section 2.2. This
part is quite brief, we refer to [37] for more details. We also give definitions and results that
will be needed later, and that are similar to the ones given above in the discrete setting. In the
following, γ > 0, ν¯ = (ν¯(j), j ∈ [κ]) is a vector of dislocation measures and (T (i)γ,ν¯ , µ(i)γ,ν¯) a multi-
type fragmentation trees with characteristics (γ, ν¯). The unbold notation (Tγ,ν , µγ,ν) denotes the
monotype case where there is a unique dislocation measure ν.
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Multi-type fragmentation processes and trees. The tree T (i)γ,ν¯ is typically built out of a so-
called (−γ)-self-similar fragmentation process Π = (Π(t), t ≥ 0), with dislocation measures ν¯ and
initial type i, which is a PN-valued process of which we will now give the construction. It is a
Lamperti transform of a homogeneous fragmentation process Π
(hom)
which we construct first.
For s¯ ∈ S↓ with total sum 1, recall that κs¯ is the paintbox measure on PN associated to s¯, and for
j ∈ [κ], let
κν¯(j) :=
∫
S↓
κs¯ν¯
(j)(ds¯).
The process Π
(hom)
describes the evolution of typed blocks such that a block B of type j splits
into typed blocks ((B ∩∆m, δm),m ≥ 1), where ∆ = (∆n, δm)m ∈ PN, at rate κν¯(j)(d∆). Formally
it can be constructed from Poisson point processes as follows. For n ∈ N and j ∈ [κ], we let
(∆
(n,j)
(t), t ≥ 0) = ((∆(n,j)(t), δ(n,j)(t)), t ≥ 0) be a Poisson point process with intensity κν¯(j) ,
which we all take independent. The process Π
(hom)
is then built thus:
• Start with Π
(hom)
(0) = (N, i), the partition with only one block, which has type i.
• For t ≥ 0 such that there is an atom ∆(n,j)(t), if in(t−) = j: replace the typed block
Π
(hom)
n (t−) by the typed blocks
(
Π
(hom)
n (t−) ∩ ∆(n,j)m (t), δ(n,j)m (t)
)
, m ∈ N and reorder them
appropriately; if in(t−) 6= j, Π(hom)(t) = Π(hom)(t−).
Note that this is well defined despite the arrival times of the involved Poisson point processes
possibly having accumulation points, as shown in [8]. The self-similar fragmentation process Π is
then obtained from Π
(hom)
by using the Lamperti time-change: for n ∈ N and t ≥ 0, let
τn(t) = inf
{
u,
∫ u
0
∣∣Π(hom)(n) (r)∣∣γdr > t}
and then define the block of Π containing n as
Π(n)(t) := Π
(hom)
(n) (τn(t))
with the convention Π
(hom)
(n) (τn(t)) = {{n}, 0} when τn(t) = +∞. The process Π is self-similar in
the following sense: for t ≥ 0, conditionally on (Π(s), s ≤ t), with Π(t) = π¯ = (π, i), the processes
(Π(t + ·) ∩ πm,m ∈ N) are independent, and each one has the distribution of Π(im)(|πm|γ ·) ∩ πm,
where Π
(im)
is a copy of Π starting with type im.
We define analogous notations to the discrete case: for n ∈ N, D{n} is the time at which n is sent
into a singleton, and for B ⊆ N with #B ≥ 2, DB is the time at which B is split by Π. Also,
Dk := D[k] for k ≥ 2 and D1 := D{1}. We have that Dk < D1 a.s. for k ≥ 2.
The fragmentation tree T (i)γ,ν¯ is then, as explained in [37], a compact real tree which is the family
tree of Π in the following sense: it has distinguished leaves (Ln, n ∈ N) such that the height of Ln
is D{n} for all n ∈ N and, for m 6= n, the paths from the root to Ln and Lm split at height D{n,m}.
The measure µ
(i)
γ,ν¯ is then characterized by the following property: for all integers n and all positive
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real numbers t strictly smaller than the height of Ln, if Ln(t) denotes the unique ancestor of Ln at
height t and TLn(t) the subtree of descendants of Ln(t), one has
µγ,ν¯(TLn(t)) = |Π(n)(t−)| > 0.
Finite dimensional marginals. We let for B ⊆ N
R(T (i)γ,ν¯ , B) be the B-marginal of T (i)γ,ν¯ ,
which is its smallest subtree to contain the root and each Ln for n ∈ B.
The tagged fragment process as a Lamperti transform of a Markov additive process.
Still as in the discrete cases, we are interested in the evolution of a typical block: the typed block
containing the integer 1. We let for t ≥ 0
(X(t), J(t)) be the size and type of the block containing 1 at time t,
with in particular that (X(t), J(t)) = (0, 0) for t ≥ D1. It is known from [8] and [37] that (X,J) is
the γ-Lamperti transform of a Markov additive process, i.e. (X,J) = (exp(−ξρ),Kρ) where
ρ(t) := inf
{
u,
∫ u
0
(exp(−γξr))dr > t
}
,
and ((ξt,Kt), t ≥ 0) is a Markov process on R+×{1, . . . , κ}∪ {(+∞, 0)} such that, if P(x,i) denotes
its distribution when starting at a point (x, i), for all t ∈ R+ and all (x, i) ∈ R+ × {1, . . . , κ},
((ξt+s − ξt,Kt+s), s ≥ 0) | (ξu,Ku), u ≤ t, ξt <∞) under P(x,i) has distribution P(0,Kt),
and (+∞, 0) is an absorbing state. Note that the process ξ is nonincreasing, and, when κ =
1, it is simply a subordinator. For general κ, it is known (we refer to Asmussen [5, Chapter
XI] for background on Markov additive processes) that the distribution of the process (ξ,K) is
characterized by three families of parameters which here are:
• For all i ∈ [κ]
ψi(q) =
∫
S↓
( ∞∑
n=1
(
sn − s1+qn
)
1{in=i}
)
ν¯(i)(ds¯), q ≥ 0,
which is the Laplace exponent of the subordinator which governs the local dynamics of the
component ξ when the type is i.
• For all i 6= j ∈ [κ], the transition rate λi,j of types from i to j and the distribution Bi,j of the
jump (that may be null) of the component ξ when the type changes from i to j, which are
defined by
λi,j
∫ ∞
0
e−qxBi,j(dx) :=
∫
S↓
( ∞∑
n=1
s1+qn 1{in=j}
)
ν¯(i)(ds¯), q ≥ 0.
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Since these parameters are all constructed from the vector ν¯, the following definition is justified.
Definition 5.2. We say that the distribution of the tagged fragment process (X,J) is that of a
γ-Lamperti transform of a Markov additive process with characteristics ν¯ (and characteristic ν if
there is a unique type and the dislocation measure is ν).
We now give a version of Lemma 5.1 for this setting. For k ≥ 2 we let Ak = {π¯ ∈ PN, [k]∩π 6= [k]}
be the set of partitions which split the first k integers.
Lemma 5.3. Let k ≥ 2. For nonnegative measurable functions f, g, h on the appropriate spaces,
we have
E
[
f(Dk)g
(|Π(1)(· ∧Dk−)|)h(∆(1,i1(Dk−))(Dk))]
= E
[∫ ∞
0
du f(u)|Π(1)(u)|k−1−γ1{|Π(1)(u)|>0}g(|Π(1)(· ∧ u)|)κν(i1(u))(h1Ak)
]
.
Proof. This a multi-type version of the monotype result [23, Proposition 18]. We only detail
the main differences of the proofs. As in the monotype setting, moving from the γ = 0 case
to general γ is easily done by using the Lamperti time change. We can therefore focus on the
γ = 0 case. For all i ∈ [κ], let κb
ν¯(i)
(dπ¯) := κν¯(i)(dπ¯)1{π¯∈Ak} and κ
a
ν¯(i)
:= κν¯(i) − κbν¯(i) , the former
having finite total mass. By standard properties of Poisson point processes, we can realise the pair(
Π(· ∧Dk−),∆(1,i1(Dk−))(Dk)
)
the following way:
• Let Π
a
= (Πa, ia) be a homogeneous fragmentation process constructed the same way as Π,
except that we use Poisson point processes with intensity (κa
ν¯(i)
) instead of (κν¯(i)).
• Conditionally on Π
a
, let T be a positive r.v. such that, for t ≥ 0, P(T ≥ t) = e−
∫ t
0
κ
ν¯
(ia
1
(u))(Ak)du.
Equivalently, T is the first arrival time of a Poisson process with inhomogeneous rate κ
ν¯(i
a
1 (t))
(Ak)
at time t.
• Conditionally on Π
a
and T , let π¯ be a random partition with distribution κν¯(i1(T ))(· | Ak) :=
κν¯(i1(T ))(· ∩Ak)/κν¯(i1(T ))(Ak).
The triplet
(
T,Π
a
(1)(·∧T ), π¯
)
then has the same distribution as
(
Dk,Π(1)(·∧Dk−),∆(1,i1(Dk−))(Dk)
)
.
Thus we have, using Fubini’s theorem and the fact that the conditional density of T is
44
κν¯(i1(u))(Ak)e
− ∫ u
0
κ
ν¯
(ia
1
(s)) (Ak)ds:
E
[
f(Dk)g
(|Π(1)(· ∧Dk−)|)h(∆(1,i1(Dk−))(Dk))]
= E
[∫ ∞
0
du f(u)κ
ν¯(i
a
1 (u))
(Ak)e
− ∫ u0 κν¯(i1(s))(Ak)dsκ
ν¯(i
a
1(u))
(h | Ak)g
(|Πa(1)(· ∧ u)|)]
= E
[∫ ∞
0
du f(u)κ
ν¯(i
a
1
(u))(h1Ak)e
− ∫ u
0
κ
ν¯
(ia
1
(s))(Ak)dsg
(|Πa(1)(· ∧ u)|)]
=
∫ ∞
0
du f(u)E
[
κ
ν¯(i
a
1 (u))
(h1Ak)P(T > u | Π
a
(1)) g
(|Πa(1)(· ∧ u)|)]
=
∫ ∞
0
du f(u)E
[
κ
ν¯(i
a
1
(u))(h1Ak)1{T>u}g
(|Πa(1)(· ∧ u)|)]
=
∫ ∞
0
du f(u)E
[
κν¯(i1(u))(h1Ak)1{Dk>u}g
(|Π(1)(· ∧ u)|)] .
The proof is then ended by noting that, by exchangeability, P
(
Dk > u | |Π(1)(· ∧ u)|
)
= |Π(1)(u)|k−1.
For the details about this quite intuitive fact, we refer to the proof of [23, Proposition 18], which
is quite similar.
The multi-type fragmentation tree is the limit of its marginals. By construction, the tree
T (i)γ,ν¯ is the limit of its marginals R(T (i)γ,ν¯ , [k]) in the Gromov-Hausdorff sense. We will need to
incorporate the measures:
Lemma 5.4. Let, for k ∈ N, ηk be the uniform measure on the leaves L1, . . . , Lk. We then have
the following a.s. convergence for the GHP topology:(R(T (i)γ,ν¯ , [k]), ηk)−→
k→∞
(T (i)γ,ν¯ , µ(i)γ,ν¯).
This is a straightforward consequence of Lemma 3.11 in [35], which treats this type of convergence
in a general case and says, with our notation, that the conclusion holds as soon as the tree is
compact and the blocks of the partitions Π(t),Π(t−) all have asymptotic frequencies for all t ≥ 0
and the process t 7→ |Π(i)(t−)| is left continuous for all i. The compactness of the tree is proved in
[37] and the other assumptions can all be checked using the Poissonian construction.
5.3 On the moments of the height of T
(i)
n
We now turn to a crucial result, which will be needed both to prove the tightness of the sequences
(T
(i)
n /nγ)n and to improve some results of [26] on the scaling limits of bivariate Markov chains,
which are two essential points of the proofs of our theorems undertaken in Section 6. We recall
that we are working under Assumption (24).
Proposition 5.5. Assume that either the hypotheses of Theorem 2.2 or those of Theorem 2.3 are
satisfied, and let H
(i)
n denote the height of T
(i)
n , n ≥ 1, i ∈ [κ]. Then for all types i ∈ [κ] and all
p > 0,
sup
n≥1
E
[(
H
(i)
n
)p]
npγ
<∞.
45
A similar result was proved in the monotype setting, first in [23] by evaluating the tails of the
variables H
(i)
n and then more elegantly in [14] by using martingale arguments. These approaches
could be adapted here to prove the above proposition in the critical or solo regimes, but cannot
be used directly in the mixing regime when at least one of the measures ν(i) arising in (7) is the
zero measure. The issue is that a type i corresponding to a zero measure ν(i) then tends to slow
down the process, which means that the trees tend to be larger. We give below a detailed proof of
this most delicate mixing regime and then explain quickly how to adapt it to the critical and solo
regimes.
So, throughout this section, except the last subsection, we are in the mixing regime and assume
(7) and (8), with at least the measure ν(1) a true (i.e. nonzero) dislocation measure. Note that by
Jensen’s inequality, it is sufficient to prove Proposition 5.5 for p large enough. In the following p is
fixed such that
p > 1 and pγ + β − γ > 1,
which in particular implies that∑
ℓ≥1
λpγ+β−γℓ ≤ npγ+β−γ as soon as
∑
ℓ≥1
λℓ ≤ n, (27)
for any sequence (λ{ℓ})ℓ≥1 of non-negative terms, an argument we will use at several places. In this
mixing regime, we will have to take into account that on average an individual of size n needs a
time of order nβ to change type which leads us to prefer the tails control approach. Our strategy
is to prove by induction on n (p being fixed) that
P
(
H(i)n ≥ xnγ
) ≤ Dp +D1− 12pp · Ci · nβ−γ
xp
for all x > 0 and all types i ∈ [κ], (Hn)
where Dp and Ci, i ∈ [κ] are all finite and independent of n, and must be chosen subtly for the
induction to work (see Section 5.3.1 below). Clearly if such inequalities are valid for all p large
enough, Proposition 5.5 holds since β < γ.
In order to get (Hn) for all n, we start below by setting some preliminary results, in particular we
will choose the constants appearing in (Hn) and set up some useful bounds. We then proceed to
the proof of (Hn) by induction, and finally explain how to adapt our proof to the critical and solo
regimes.
5.3.1 Preliminary work and notation
Finiteness of E[(H
(i)
n )p] for all n ≥ 1. We first note H(i)1 = 0 for all i, by (24), and that for
all n ≥ 1 the height of the first branch-point above the root of T (i)n (i.e. the number of steps
needed to split n starting from (n, i)) has an exponential moment, by (1). The MB property and
a straightforward induction then imply the finiteness of E[(H
(i)
n )p].
Choice of the constants Ci, i ∈ [κ]. Let Q be the irreducible Q-matrix of dimension κ×κ arising
in (8).
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Lemma 5.6. There exist some strictly positive terms (Ci, i ∈ [κ]\{1}) such that for all i ∈ [κ]\{1},
−Q(i, i)Ci >
∑
j∈[κ]\{i,1}
CjQ(i, j). (28)
Proof. Since both sides of (28) are linear in Q, we can, up to dividing it by a large constant, assume
without loss of generality that maxi∈[κ] |Q(i, i)| < 1. Consider then the probability transitions
P (i, j) := Q(i, j), i 6= j, and P (i, i) := 1 + Q(i, i), and P the restriction of the matrix P to
[κ]\{1}× [κ]\{1}. For each i ∈ [κ]\{1}, we have∑κj=2 P (i, j) ≤ 1. We let I ⊆ [κ]\{1} be the subset
of indices i such that this sum is strictly smaller than 1. It is nonempty by irreducibility of P .
Let then ε > 0. From P and ε we construct another matrix P
ε
with nonnegative terms, by
setting P
ε
(i, j) := ε for all (i, j) such that i ∈ I, j 6= i and P (i, j) = 0, and P ε(i, j) := P (i, j)
otherwise. Note that ε may be chosen small enough so that
∑κ
j=2 P
ε
(i, j) ≤ 1 for all i ∈ [κ]\{1}
and
∑κ
j=2 P
ε
(i, j) < 1 for at least one i, which we assume from now on. Note also that P
ε
is
irreducible by irreducibility of P . We can therefore apply the Perron-Frobenius theorem to P
ε
,
from which we get the existence of 0 < λ < 1 and a vector C = (Ci, i ∈ [κ]\{1}) of strictly positive
terms such that P
ε
C = λC. So we have for all i ∈ [κ]\{1}∑
j∈[κ]\{1}
CjQ(i, j) =
∑
j∈[κ]\{1}
CjP (i, j) − Ci
≤
∑
j∈[κ]\{1}
CjP
ε
(i, j) − Ci
= λCi − Ci < 0,
as expected.
From now on, Ci, i ∈ [κ]\{1} is a fixed sequence satisfying the inequalities of Lemma 5.6 and we
set C1 := 0. We also fix ε > 0 small enough such that for all i ∈ [κ]\{1},( ∑
j∈[κ]\{i}
Q(i, j) − ε
)
Ci >
∑
j∈[κ]\{i,1}
(Q(i, j) + ε)Cj . (29)
Some bounds. We derive now some bounds from Hypotheses (7) and (8), using (27). First, there
exist d1, d2 <∞, d3 > 0 such that for n large enough∑
λ¯∈Pn
q(1)n (λ¯)
λpγ+β−γ1
npγ
1{i1 6=1} ≤ nβ−γ · q(1)n (i1 6= 1) ≤ nβ−γ ·
d1
nβ
=
d1
nγ
, (30)
and
sup
i∈[κ]
∑
λ¯∈Pn
q(i)n (λ¯)
∑
ℓ≥2
λpγ+β−γℓ
npγ
≤ nβ−γ · d2
nγ
, (31)
(here we use (7) and the fact that the function s 7→ ∑ℓ≥2 spγ+β−γℓ (1 − s1)−11{s1<1} is continuous
on S↓ since pγ + β − γ > 1) and ∑
λ¯∈Pn
q(1)n (λ¯)
(
1−
∑
ℓ≥1
λpγℓ
npγ
)
≥ d3
nγ
(32)
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(again we use (7) with ν(1) nontrivial, and the fact that the function s 7→ (1 −∑ℓ≥1 spγℓ )(1 −
s1)
−1
1{s1<1} is continuous on S↓\{(1, 0, . . .)} – note that pγ > 1 here). Second, using (8), we get
that for i 6= 1, j 6= 1, j 6= i and ε > 0 chosen so that (29) holds, we have for n large enough
∑
λ¯∈Pn
q(i)n (λ¯)
λpγ+β−γ1
npγ
1{i1=j} ≤ n−γ · (Q(i, j) + ε) (33)
and for i 6= 1 ∑
λ¯∈Pn
q(i)n (λ¯)
λpγ+β−γ1
npγ
1{i1=i} ≤ nβ−γ − n−γ ·
( ∑
j∈[κ]\{i}
Q(i, j) − ε
)
. (34)
Choice of an intermediate fixed constant: n0. From now on n0 denotes an integer large
enough so that the inequalities (30), (31), (32), (33), (34) hold for n ≥ n0 and( ∑
j∈[κ]\{i}
Q(i, j) − ε
)
Ci −
∑
j∈[κ]\{i,1}
(Q(i, j) + ε)Cj −
maxi∈[κ]\{1} Cid2
nγ−β0
> 0
(recall that β < γ, hence n0 indeed exists).
Choice of Dp. The Ci, i ∈ [κ]\{1}, ε > 0, n0 ∈ N and d1, d2 ≥ 0, d3 > 0 being fixed, we now
choose a positive real number Dp ≥ 1 large enough such that the four following inequalities hold:
d3 ≥ 2p
D
1/p
p
+
maxi∈[κ]\{1}Ci
D
1/2p
p
· (d1 + d2) (1 + 2p) , (35)
sup
1≤n≤n0
E[(H in)
p]
nγp
≤ Dp, (36)
1
(x− 1)p ≤
1
xp
+
2p
xp+1
, ∀x ≥ D1/pp , (37)
and  ∑
j∈[κ]\{i}
Q(i, j) − ε
Ci − ∑
j∈[κ]\{i,1}
(Q(i, j) + ε)Cj −
maxi∈[κ]\{1} Cid2
nγ−β0
(38)
≥ 2p
(
1
Dp
1/2p
+
maxi∈[κ]\{1}Ci
Dp
1/pnγ−β0
)
. (39)
5.3.2 Proof of (Hn) by induction
We will in fact prove by induction on n ≥ 1 and k ≥ 1 that
P
(
H(i)n ≥ xnγ
) ≤ Dp +D1− 12pp · Ci · nβ−γ
xp
, ∀x ∈ (0, k/nγ), ∀i ∈ [κ]. (Hn,k)
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Initialisation. By (36) and Markov’s inequality, (Hn) holds for all n ≤ n0. Also, for all n ≥ 1,
(Hn,k) holds for all k ≤ D1/pp nγ since P
(
H
(i)
n ≥ xnγ
) ≤ 1 ≤ Dp/xp for all x ≤ D1/pp . In particular
for all n ≥ 1, (Hn,1) holds, since we have chosen Dp ≥ 1.
Induction. Let n ≥ n0 + 1. We assume that (Hm) holds for all m ≤ n− 1 and that (Hn,k) holds
for some k ≥ 1. We want to prove (Hn,k+1), which is sufficient to conclude. In that aim, we use
the following consequence of the MB property: for all types i ∈ [κ]
H(i)n
law
= 1 +max
ℓ≥1
H
(iℓ)
Λℓ
where (Λ, i) ∼ q(i)n and the heights in the right-hand side are independent given (Λ, i).
Now fix x ∈ [ knγ , k+1nγ ). We want to prove that P(H(i)n ≥ xnγ) ≤ Dp+D1−1/2pp ·Ci·nβ−γxp for all types i.
If x ≤ D1/pp this is obvious as noticed above. We can therefore assume that x > D1/pp and therefore
apply (37) when needed. Then for any type i, by the induction hypotheses (since nγx− 1 < k), we
have that
P(H(i)n < n
γx) =
∑
λ¯∈Pn
q(i)n (λ¯)
∏
ℓ≥1
P(H
(iℓ)
λℓ
< nγx− 1)
≥
∑
λ¯∈Pn
q(i)n (λ¯)
∏
ℓ≥1
(
1− (Dp +D
1−1/2p
p Ciℓ · λβ−γℓ )λγpℓ
(nγx− 1)p
)
+
≥
∑
λ¯∈Pn
q(i)n (λ¯)
1−∑
ℓ≥1
(Dp +D
1−1/2p
p Ciℓ · λβ−γℓ )λγpℓ
(nγx− 1)p

≥
(by (37))
∑
λ¯∈Pn
q(i)n (λ¯)
1− 1
(xnγ)p
(
1 +
2p
xnγ
)∑
ℓ≥1
(Dp +D
1−1/2p
p Ciℓ · λβ−γℓ )λγpℓ

≥ 1− Dp
xp
+
Dp
xp
∑
λ¯∈Pn
q(i)n (λ¯)
1−∑
ℓ≥1
λpγℓ
npγ
− 2pDp
xp+1nγ
∑
λ¯∈Pn
q(i)n (λ¯)
∑
ℓ≥1
λpγℓ
npγ
− D
1−1/2p
p
xp
(
1 +
2p
xnγ
) ∑
j∈[κ]\{1}
Cj
∑
λ¯∈Pn
q(i)n (λ¯)
λpγ+β−γ1
npγ
1{i1=j}
− D
1−1/2p
p
xp
(
1 +
2p
xnγ
)
max
j∈[κ]\{1}
Cj
∑
λ¯∈Pn
q(i)n (λ¯)
∑
ℓ≥2
λpγ+β−γℓ
npγ
(in the last inequality we have used that C1 = 0). Note that
∑
ℓ≥1
λpγℓ
npγ ≤ 1 since pγ ≥ 1.
• When i = 1, using (30), (31) and (32), this leads to
P(H(1)n < n
γx) ≥ 1− Dp
xp
+
1
xpnγ
(
Dpd3 − 2pDp
x
−D1−1/2pp max
j∈[κ]\{1}
Cj(d1 + d2)
(
1 +
2p
xnγ
))
≥ 1− Dp
xp
+
Dp
xpnγ
(
d3 − 2p
D
1/p
p
− maxj∈[κ]\{1}Cj
D
1/2p
p
(d1 + d2) (1 + 2p)
)
,
49
since x ≥ D1/pp and n ≥ n0 ≥ 1. The term in the large brackets on the right-hand side of the second
inequality is nonnegative by (35), hence the expected lower bound for P(H
(1)
n < nγx).
• When i 6= 1, by (34), (33) and (31), we get that
P(H(i)n < n
γx)
≥ 1− Dp
xp
− 1
xpnγ
2pDp
x
− D
1−1/2p
p
xp
(
1 +
2p
xnγ
)
· Ci · nβ−γ
+
D
1−1/2p
p
xpnγ
(
1 +
2p
xnγ
)(( ∑
j∈[κ]\{i}
Q(i, j) − ε
)
Ci −
∑
j∈[κ]\{i,1}
(Q(i, j) + ε)Cj −
maxj∈[κ]\{1}Cjd2
nγ−β
)
≥ 1− Dp
xp
− D
1−1/2p
p
xp
· Ci · nβ−γ − D
1−1/2p
p
xpnγ
2p
(
D
1/2p
p
x
+
Ci
xnγ−β
)
+
D
1−1/2p
p
xpnγ
(
1 +
2p
xnγ
)(( ∑
j∈[κ]\{i}
Q(i, j) − ε
)
Ci −
∑
j∈[κ]\{i,1}
(Q(i, j) + ε)Cj −
maxj∈[κ]\{1}Cjd2
nγ−β
)
which is larger than 1− Dpxp −
D
1−1/2p
p ·Ci·nβ−γ
xp (as expected) by (38) and since x ≥ D
1/p
p and n ≥ n0.
5.3.3 Critical and solo regimes
Under Hypotheses (4) and (5), or (4) and (6), the proof of Proposition 5.5 follows the same lines
as in the mixing regime but is much easier, essentially because we do not need to introduce the
constants Ci, i ∈ [κ]. In fact, the proof here consists simply in showing by induction on n that
P
(
H(i)n ≥ xnγ
) ≤ Dp
xp
for all x > 0 and all types i ∈ [κ],
for all p such that pγ > 1. To prove this, we do not need as many inequalities as before, the only
point is to note the following version of (32): there exists a constant d > 0 such that for all i ∈ [κ]
∑
λ¯∈Pn
q(i)n (λ¯)
(
1−
∑
ℓ≥1
λpγℓ
npγ
)
≥ d
nγ
, for all n large enough.
This is true since each ν¯(i) in the convergence (4) is assumed to be a dislocation measure, and in
particular ν¯(i)(s1 < 1) > 0. Then, as before, we need to choose an integer n0 large enough so that
these inequalities hold for all n ≥ n0, and a constant Dp large enough such that (35) (with each Ci
replaced by 0 and d3 by d), (36) and (37) hold. The induction then follows easily.
5.4 Scaling limits of bivariate Markov chains in the mixing regime
As already mentioned, a key point in the proofs of our theorems is to describe the scaling limits
of typical paths of multi-type MB trees. This will rely on previous results obtained in [26] on
the scaling limits of bivariate Markov chains, which are informally a 1-dimensional version of this
work. The results of [26] are however not sufficient to treat the mixing regime situation where
some of the measures ν(i) in the convergence (7) are null. One consequence of Proposition 5.5 is
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the improvement of the results of [26] to this case. We first quote the 1-dimensional convergences
as they appear in [26], and then their extension to the general situation that we need here.
Theorem 5.7 ([26],Theorem 4.1 and Theorem 4.2). Let (pn,i(m, j)) be the transition rates of a
bivariate Markov chain (X,J) on Z+ × [κ] with X nonincreasing. Let also, for n,m ∈ Z+ and
i ∈ [κ], p(i)n (m) =
∑
j∈[κ] pn,i(m, j). Assume that there exists 0 ≤ β < γ such that:
(i) There exist finite measures (µ(i), i ∈ [κ]) on (0, 1), at least one of which is nontrivial, such
that, for all continuous functions f : [0, 1]→ R,
nγ
n∑
m=0
f
(m
n
)(
1− m
n
)
p(i)n (m) −→n→∞
∫
[0,1]
f(x)µ(i)(dx).
(ii) Moreover, there exists an irreducible Q–matrix Q = (qi,j)i,j∈[κ] such that
nβ(Pn − I) −→
n→∞ Q.
Let, for i ∈ [κ] and λ ≥ 0, ψi(λ) =
∫ 1
0 (1 − xλ)µ
(i)(dx)
1−x , and then define the mixed Laplace exponent
ψ =
∑
i∈[κ] χiψi where χ is the invariant measure of Q. Then, calling (X
(i)
n , J
(i)
n ) a version of the
Markov chain starting from (n, i) ∈ Z+ × [κ], we have the following convergence in distribution for
the Skorokhod topology: (
X
(i)
n (⌊nγt⌋)
n
, t ≥ 0
)
(d)−→
n→∞ (X(t), t ≥ 0),
where (X(t), t ≥ 0 is the γ-Lamperti transform of a subordinator with Laplace exponent ψ.
Moreover, if all the µ(i) are nontrivial, then calling A
(i)
n the absorption time of X
(i)
n and A that of
X, we have, jointly with the above,
A
(i)
n
nγ
(d)−→
n→∞ A,
and for all p ≥ 0,
E
[(
A
(i)
n
nγ
)p]
−→
n→∞E [A
p] .
The extra assumption in the second part, that all the measures are nontrivial, is in fact unnecessary:
Corollary 5.8. The full conclusions of Theorem 5.7 stay true if we only assume that at least one
of the measures µ(i), i ∈ [κ] is nontrivial.
Proof. The key point to adapt the proofs of Theorem 4.1 and Theorem 4.2 of [26] to our more
general situation is to show that, for all p ≥ 0 and all i ∈ [κ], n−pγE[(A(i)n )p] is uniformly bounded
in n. This is a straightforward consequence of Proposition 5.5, since A
(i)
n is in fact the height of a
linear MB tree satisfying the assumptions of Theorem 2.3. In the following we let
cA := sup
i∈[κ],n≥1
E[A
(i)
n ]
nγ
<∞.
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Introduce then for all n ≥ 1, i ∈ [κ] and t ≥ 0,
τ (i)n (t) := inf
{
u ≥ 0 :
∫ u
0
(
X
(i)
n (⌊nγr⌋)
n
)−γ
dr > t
}
, Z(i)n (t) :=
X
(i)
n (⌊nγτ (i)n (t)⌋)
n
and note that
τ (i)n (t) =
∫ t
0
(Z(i)n (r))
γdr, ∀t ≥ 0, and A
(i)
n
nγ
=
∫ ∞
0
(Z(i)n )
γ(r)dr.
Theorem 4.1 of [26] in fact asserts that, as soon as at least one of the measures µ(i), i ∈ [κ] is
nontrivial, (
X
(i)
n (⌊nγ ·⌋)
n
,Z(i)n
)
(d)−→
n→∞ (X,Z), for all types i ∈ [κ] (40)
where X is defined in Theorem 5.7, Z := X ◦ τ and τ(t) := inf{u ≥ 0 : ∫ u0 (X(r))−γdr > t}.
We recall that A denotes the absorption time X. Similarly to the discrete case, we have that
τ(t) =
∫ t
0 (Z(r))
γdr,∀t ≥ 0 and A = ∫∞0 (Z(r))γdr. Our goal is to deduce from this and the
finiteness of cA the joint convergence of(
X
(i)
n (⌊nγ ·⌋)
n
,
A
(i)
n
nγ
)
to (X,A)
(the convergence of the moments E[n−γp(A(i)n )p] will then follow immediately from the boundedness
of these moments for all p ≥ 1). By the Skorokhod representation theorem we may assume that
(40) holds almost surely, which we do from now on. Note in particular that a.s. for almost every
r ≥ 0, Z(i)n (r)→ Z(r), and that all these quantities are between 0 and 1.
From (40) and the finiteness of cA, we see that the sequence (n
−1X(i)n (⌊nγ ·⌋), Z(i)n , n−γA(i)n )n is
tight. Let (X ,Z,A) denote a possible limit of a subsequence, say along the subsequence (σ(n))n.
If we prove that (X ,Z,A) is distributed as (X,Z,A), the proof of the corollary will be finished. By
(40), (X ,Z) is distributed as (X,Z) and so our goal is to prove that A = ∫∞0 (Z(r))γdr a.s. Note
that, by (40) again and Fatou’s lemma,
∫∞
0 (Z(r)γdr ≤ A a.s. It is therefore sufficient to prove
that E[A] ≤ E[∫∞0 (Z(r))γdr]. In that aim, note that for all t0 ≥ 0, by dominated convergence
E
[
τ (i)n (t0)
]
= E
[∫ t0
0
(Z(i)n (r))
γdr
]
−→
n→∞ E
[ ∫ t0
0
(Z(r))γdr
]
= E[τ(t0)].
Then, a key observation is that for all t0 ≥ 0, ⌊nγτ (i)n (t0)⌋ is a stopping time with respect to the
filtration generated by (X
(i)
n , J
(i)
n ) and thus:
A(i)n = ⌊nγτ (i)n (t0)⌋+ A˜(J
(i)
n (⌊nγτ (i)n (t0)⌋))
X
(i)
n (⌊nγτ (i)n (t0)⌋)
where A˜ is distributed as A and independent of (X
(i)
n , J
(i)
n )(⌊nγτ (i)n (t0)⌋). Consequently,
E
[
A
(i)
n
nγ
]
≤ E[τ (i)n (t0)]+ cAE[(Z(i)n (t0))γ].
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For all ε > 0, we have that cAE[(Z(t0))
γ ] ≤ ε for t0 large enough (since Z is non-increasing and
converges to 0) and therefore for a.e. t0 large enough,
lim sup
n→∞
E
[
A
(i)
n
nγ
]
≤ E[τ(t0)] + ε ≤ E
[∫ ∞
0
(Z(r))γdr
]
+ ε.
Besides, σ(n)−γA(i)σ(n) converges in distribution toA and the moments n−pγE[(A
(i)
n )p] are all bounded,
so E[σ(n)−γA(i)σ(n)] converges to E[A].
Finally we have shown that E[A] ≤ E[∫∞0 (Z(r))γdr]+ε for all ε > 0, hence E[A] ≤ E[∫∞0 (Z(r))γdr]
as required.
6 Scaling limits of MB trees: proofs of Theorems 2.2 and 2.3
For the main part of the proofs, we follow the standard structure where one proves the convergence
of the finite-dimensional marginals (in the sense of Aldous: the k-dimensional marginal is the
subtree spanned by k exchangeable leaves) and then establishes a tightness property to show that
the whole tree is close to the marginals with large dimension. As already mentioned, some lines
of our proofs will not differ too much from those in the monotype setting, and we mainly detail
the difference arising in the multi-type framework. The proof of the convergence of the finite-
dimensional marginals is done by induction on k. We will start for k = 1 with the asymptotic
description of a bivariate Markov chain that describes the sizes and types of the embedded subtrees
containing a typical leaf, relying on results of [26] (though those results are not strong enough in the
mixing case if some of the limiting measures are null, thus we use the improvement from Corollary
5.8). The induction process is then based on the MB property. For this, the multi-type structure is
more involved in the critical case than in the mixing case, and so we will at times focus specifically
on it. The proof of tightness mostly differs from the monotype one because Proposition 5.5 is more
difficult to establish in the mixing case, but proceeds similarly to [23] once we have Proposition 5.5.
Throughout the section, (qn(i)) is a sequence of splitting distributions that satisfies (1), (24) and
either the hypotheses of Theorem 2.2 or Theorem 2.3, and (T
(i)
n ) is an associated sequence of
MB trees. We use the notations introduced in Section 5, without redefining them. Section 6.1 is
devoted to the finite-dimensional convergences and Section 6.2 to the tightness, which will lead to
the Gromov-Hausdorff convergence of the rescaled trees. Finally, we add the measures in Section
6.3.
6.1 Convergence of finite-dimensional marginals
We now have the tools to prove the following:
Proposition 6.1. Assume that the splitting distributions (q
(i)
n ) satisfy the hypotheses of Theorem
2.2, with in the limit a vector ν¯ of dislocation measures. Then, jointly for all finite B ⊆ N,
n−γ · R(T (i)n , B)
(d)−→
n→∞ R(Tγ,ν¯ , B)
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for the Gromov-Hausdorff topology.
Similarly, if (q
(i)
n ) satisfies the hypotheses of Theorem 2.3, then jointly for all finite B ⊆ N,
n−γ · R(T (i)n , B)
(d)−→
n→∞ R(Tγ,ν , B)
for the Gromov-Hausdorff topology, where ν =
∑κ
i=1 χiν
(i), with the notation (χi, ν
(i)) introduced
in Theorem 2.3.
The joint convergence follows straightforwardly from the individual convergences since for B′ ⊆ B,
the B′-marginal is embedded in the B-marginal (by using the same leaf labels). We therefore just
have to prove the convergence for each B. By exchangeability, we can moreover restrict ourselves
to B = [k], for k ≥ 1. We will proceed by induction on k.
6.1.1 The case of the 1-dimensional marginals: k = 1
The case k = 1 amounts to describing the asymptotic behavior of D
(n)
1 , which can be interpreted
as the absorption time of the tagged fragment chain (Xn, Jn) defined in (25). We will show that
divided by nγ , this absorption time converges in distribution to the absorption time of a γ-Lamperti
transformed Markov additive process with characteristic ν¯ in the critical or solo cases and ν in the
mixing case, with ν¯, ν defined in Proposition 6.1 above. To iterate and move to higher integers
k, we will in fact need more information. In that aim we will describe here the asymptotic of the
whole process Xn and, in the critical case, a stronger version modified to include the types if we
only go up to a bounded number of type changes. In that aim we will use results of [26] as well as
the complementary Corollary 5.8, that give sufficient conditions on the transition probabilities of
bivariate Markov chains to ensure their convergence to some Lamperti-transformed Markov additive
process after an appropriate rescaling. We recall that the transition probabilities of (Xn, Jn) are
given by (26).
All convergences of processes listed below hold with respect to the Skorokhod topology on appro-
priate spaces. Corollary 6.3 and Corollary 6.5 imply Proposition 6.1 when k = 1.
Critical and solo cases. We assume that (q
(i)
n ) satisfy the hypotheses of Theorem 2.2.
Lemma 6.2. For all types i and j and any continuous function f on [0, 1],
nγ
n∑
m=0
(
1− 1{j=i}
m
n
)
f
(m
n
)
pn,i(m, j) −→
n→∞
∫
S↓
∑
ℓ:iℓ=j
sℓ(1− sℓ1{j=i})f(sℓ)ν¯(i)(ds¯).
As a consequence, the transition probabilities of (Xn, Jn) satisfy the assumptions of the “critical
regime” and “solo regime” theorems of [26]. Specifically, assuming (5) then we can use Theorem
3.1, 3.2 and Lemma 3.3 of [26], and if we assume (6) we can use Theorem 5.1. This leads to the
following scaling limit in distribution:
54
Corollary 6.3. Let (X,J) denote a γ-Lamperti transform of a Markov additive process with char-
acteristic ν¯, and D1 the absorption time at 0 of X. Then(
Xn(⌊nγ ·⌋)
n
,
D
(n)
1
nγ
)
(d)−→
n→∞
(
X(·),D1
)
. (41)
Moreover, in the critical case, let S(p) denote the time of p-th type change of (X,J) and Sn(p) the
time of p-th type change of (Xn, Jn), for all p ∈ N (with the convention that these time changes are
equal to the absorption time if there are fewer than p time changes before the process is absorbed).
We then have(
Xn(⌊nγ(· ∧ Sn(p))⌋)
n
, Jn(⌊nγ(· ∧ Sn(p))⌋), Sn(p)
nγ
)
(d)−→
n→∞
(
X(· ∧ S(p)), J(· ∧ S(p)), S(p)).
Proof of Lemma 6.2. Let the types i, j and f , a continuous function on [0, 1], be fixed. In order to
prove the convergence of the statement, rewrite the left-hand side as
nγ
∑
λ¯∈Pn
q(i)n (λ¯)
∑
ℓ:iℓ=j
(
1− 1{j=i}
λℓ
n
)
λℓ
n
f
(
λℓ
n
)
= nγ
∑
λ¯∈Pn
q(i)n (λ¯)
(
1− λ1
n
1{i1=i}
)
g
(
λ¯
n
)
where, for s 6= ((1, i), (0, 0), . . .),
g(¯s) =
1
1− s11{i1=i}
∑
ℓ:iℓ=j
(1− 1{j=i}sℓ)sℓf(sℓ),
while g((1, i), (0, 0), . . .) can be arbitrarily set to 0. Note that g is bounded on S↓ by 2 supx∈[0,1] |f(x)|
and is continuous at each point s such that
∑∞
ℓ=1 sℓ = 1, except possibly at the point ((1, i), (0, 0), . . .),
which is not an atom of ν¯(i) by assumption. Thus, by (4) we directly have the expected convergence.

Mixing case. We assume that (q
(i)
n ) satisfy the hypotheses of Theorem 2.3, with β < γ.
Lemma 6.4. We then have for all types i and all continuous functions f on [0, 1]
nγ
∑
j∈[κ]
n∑
m=0
(
1− m
n
)
f
(m
n
)
pn,i(m, j) −→
n→∞
∫
S↓
∑
ℓ∈N
sℓ(1− sℓ)f(sℓ)ν(i)(ds)
and for j 6= i
nβ
n∑
m=0
pn,i(m, j) −→
n→∞ Qi,j
where Qi,j is the (i, j)-th entry of the matrix Q appearing in Theorem 2.3.
As a consequence, the transition probabilities of (Xn, Jn) satisfy the assumptions of [26, Theorem
4.1], which is sufficient to describe the asymptotic behavior of the process Xn but not of its absorp-
tion time. To complete, we use our Corollary 5.8, which leads to the scaling limit in distribution:
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Corollary 6.5. (
Xn(⌊nγ ·⌋)
n
,
D
(n)
1
nγ
)
(d)−→
n→∞
(
X(·),D1
)
. (42)
where X is a γ-Lamperti transform of a monotype Markov additive process with characteristic
ν :=
∑κ
i=1 χiν
(i), and D1 is its absorption time at 0.
Proof of Lemma 6.4. The proof of first convergence is essentially the same as the one of Lemma
6.2, and left to the reader. It then remains to prove that for j 6= i,
nβ
n∑
m=0
pn,i(m, j) −→
n→∞ Qi,j.
We rewrite the left-hand side as
nβ
∑
λ¯∈Pn
q(i)n (λ¯)
∑
ℓ:iℓ=j
λℓ
n
= nβ
∑
λ¯∈Pn
q(i)n (λ¯)1{i1=j} + n
β
∑
λ¯∈Pn
q(i)n (λ¯)
((λ1
n
− 1
)
1{i1=j} +
∑
ℓ≥2:iℓ=j
λℓ
n
)
.
The first term converges to Qi,j by (8), and the second is of order n
β−γ by (7) and thus tends to
0. 
6.1.2 Convergence of k-dimensional marginals for k ≥ 2
Our goal is to prove Proposition 6.1 by induction on k. For simplicity we focus on the critical case
only - the statements for the solo and mixing cases would require some modification (essentially
removing information about the types of the partitions involved when [k] is split) but the proofs
would only get simpler, so we only provide the occasional comments and leave these details to
the reader. From now we assume that (q
(i)
n ) satisfies hypotheses (4) and (5), with in the limit a
vector ν¯ of dislocation measures. We start with two preliminary lemmas, recalling the notation and
results of Section 5.2. The first lemma essentially relies on (4) and is a straightforward adaptation
of [23, Lemma 26] - we leave its proof to the reader. For all n ≥ 1 and all i ∈ [κ], p(i)n denotes the
distribution of Πn(1).
Lemma 6.6. Let i ∈ [κ] and π¯′ ∈ P [k] with b ≥ 2 blocks. Let g : (0,∞)b → R be continuous with
compact support, then
nγp(i)n
(
g
(
#π1
n
, . . . ,
#πb
n
)
1{π¯|[k]=π¯′}
)
−→
n→∞
∫
PN
κν¯(i)(dπ¯)g
(|π1|, . . . , |πb|)1{π¯|[k]=π¯′}.
Note: this also holds in the solo case. In the mixing case, we would consider a partition π′ without
types, and have the measure κν(i) in the limit.
In the following, we call Πn,(m)(t) the block of Πn(t) which contains the integer m and Πn,m(t) the
m-th block of Πn(t) when blocks are ordered by increasing least element.
Lemma 6.7. We have the following joint convergence in distribution:(
D
(n)
k
nγ
,Πn(D
(n)
k ) ∩ [k],
(
#Πn,(m)(D
(n)
k )
n
, 1 ≤ m ≤ k
))
(d)−→
n→∞
(
Dk,Π(Dk) ∩ [k],
(|Π(m)(Dk)|, 1 ≤ m ≤ k) ).
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Note: this also holds for the solo case. In the mixing case, we would not want to keep information
about the types, so the second term on the left hand side would be Π(n)(D
(n)
k )∩ [k], and the second
term on the right-hand side Π(Dk) ∩ [k].
Proof. Let p ∈ N, we first prove a version of this stopped at the p-th type change of the block
containing 1. For this we use the notation Sn(p), S(p) introduced in Corollary 6.3. Let π¯
′ ∈ P [k]
with b ≥ 2 blocks and f : (0,∞) → R, g : (0,∞) → R, h : (0,∞)b → R be continuous functions
with compact support. By Lemma 5.1, we have
E
[
f
(
D
(n)
k
nγ
)
g
(
Xn(D
(n)
k − 1)
n
)
h
(
#Πn,m(D
(n)
k )
Xn(D
(n)
k − 1)
, 1 ≤ m ≤ b
)
,Π
(n)
(D
(n)
k ) ∩ [k] = π¯′,D(n)k < Sn(p)
]
=
∑
r∈N
f
( r
nγ
)
E
[
(Xn(r − 1)− 1)k−1
(n− 1)k−1 g
(
Xn(r − 1)
n
)
p
(Jn(r−1))
Xn(r−1)
(
h
(
#πm
Xn(r − 1) , 1 ≤ m ≤ b
)
, π¯ ∩ [k] = π¯′
)
, r < Sn(p)
]
=
∫ ∞
n−γ
du f
(⌊nγu⌋
nγ
)
E
[
(X˚n(u)− 1)k−1
(n− 1)k−1
nγ
(X˚n(u))γ
g
(
X˚n(u)
n
)
(X˚n(u))
γp
(J˚n(u))
X˚n(u)
(
h
(
#πm
X˚n(u)
, 1 ≤ m ≤ b
)
, π¯ ∩ [k] = π¯′
)
, ⌊nγu⌋ < Sn(p)
]
where X˚n(u) := Xn(⌊nγu⌋− 1) and J˚n(u) := Jn(⌊nγu⌋− 1). Using the convergences in distribution
of Corollary 6.3 and Lemma 6.6, we obtain by dominated convergence (since the functions f, g, h
have compact support) that this integral converges to∫ ∞
0
f(u)duE
[
(X(u))k−1−γ g (X(u))
( ∫
PN
κν¯(J(u))(dπ¯)h(|πm|, 1 ≤ m ≤ b)1{π¯∩[k]=π¯′}
)
, u < S(p)
]
,
which by Lemma 5.3 is equal to
E
[
f(Dk)g
(|Π(1)(Dk−)|) h( |Πm(Dk)||Π(1)(Dk−)| , 1 ≤ m ≤ b
)
,Π(Dk) ∩ [k] = π¯′,Dk < S(p)
]
.
Since Dk, |Π(1)(D−k )| and (|Πm(Dk)|, 1 ≤ m ≤ b) are strictly positive on the event where Π(Dk) ∩
[k] = π′, this classically extends to all continuous and bounded functions f, g, and h. In particular,
we have P(D
(n)
k < Sn(p)) → P(Dk < S(p)). Now let ε > 0. Since S(p) → D1 a.s. and Dk < D1
a.s., there exists p ∈ N such that P(Dk < S(p)) > 1 − ε, and P(D(n)k < Sn(p)) > 1 − ε for n large
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enough. Taking n possibly larger, we then obtain∣∣∣∣∣E
[
f
(
D
(n)
k
nγ
)
g
(
Xn(D
(n)
k − 1)
n
)
h
(
#Π
(n)
m (D
(n)
k )
Xn(D
(n)
k − 1)
, 1 ≤ m ≤ b
)
,Π
(n)
(D
(n)
k ) ∩ [k] = π¯′
]
− E
[
f(Dk)g
(|Π1(Dk−)|)h( |Πi(Dk)||Π1(Dk−)|
)
,Π(Dk) ∩ [k] = π′
] ∣∣∣∣∣ < 2ε,
concluding the proof.
With Lemma 6.7 in hand, we can complete the proof of the convergence of the finite-dimensional
marginals.
End of the proof of the convergence of Proposition 6.1. We want to prove the convergence in
distribution of n−γ · R(T (i)n , [k]) to R(T (i)γ,ν¯ , [k]) by induction on k. The case where k = 1 has
already been treated in the previous section, so let us now assume k ≥ 2, and that the convergence
of marginals with dimension at most k− 1 has been proven. The tree R(T (i)n , [k]) can be described
the following way: conditionally on Πn(D
(n)
k )∩ [k] = π¯ =
(
(π1, i1), . . . , (πb, ib)
)
, R(T (i)n , [k]) consists
in a segment with length D
(n)
k , at the end of which are grafted subtrees which, conditionally on(
#Πn,m(D
(n)
k ), 1 ≤ m ≤ b
)
, are independent and are copies of the trees R(T (im)
#Πn,m(D
(n)
k )
, [#πm]
)
,
1 ≤ m ≤ b. Applying the induction hypothesis and Lemma 6.7 then shows that the initial segment
and the attached subtrees, when rescaled by nγ , jointly converge in distribution to a segment
with length Dk and trees which, conditionally on Π(Dk) ∩ [k] = π¯ and (|Πm(Dk)|, 1 ≤ m ≤ b), are
independent and are distributed as copies of the trees |Πm(Dk)|γ · R
(T (im)γ,ν¯ , [#πm]), 1 ≤ m ≤ b.
However, when we remove the conditioning on Π(Dk) ∩ [k], (|Πm(Dk)|, 1 ≤ m ≤ b) the grafting of
such trees has the same distribution asR(T (i)γ,ν¯ , [k]) by self-similarity, and the proof is thus ended.
6.2 Tightness
In this section, we will always assume either the hypotheses of Theorem 2.2 or those of Theorem
2.3. The following lemma will lead to the Gromov-Hausdorff part of those theorems.
Lemma 6.8. For all η > 0 and i ∈ [κ],
lim
k→∞
lim sup
n→∞
P
(
dGH(R(T (i)n , [k]), T (i)n ) ≥ η nγ
)
= 0.
Indeed, with the notation of Theorem 2.2 and using the classical [11, Theorem 3.2], Lemma 6.8
combined with the convergences of n−γR(T (i)n , [k]) to R(T (i)γ,ν¯ , [k]) for all k as n→∞ (Proposition
6.1) and the convergence of R(T (i)γ,ν¯ , [k]) to T (i)γ,ν¯ as k → ∞, immediately gives the convergence in
distribution of n−γ · T (i)n to T (i)γ,ν¯ in the critical and solo regimes. We conclude similarly in the
mixing regime.
Lemma 6.8 itself hinges on Proposition 5.5 and the following lemma, of which we will not give
a proof. The reader can use the proof of its monotype analogue in [23] as a reference – see in
particular Lemma 32 there and the concluding lines on Page 2633.
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Lemma 6.9. Fix i ∈ [κ]. Let, for k ∈ N and n ≥ k + 1,
Σn(k + 1) = inf
{
r ∈ N : [k] ∩Π(i)n,(k+1)(r) = ∅
}
(recalling that Π
(i)
n,(k+1)(r) denotes the block of Π
(i)
n (r) which contains k + 1), and
Σ(k + 1) = inf
{
t ≥ 0 : [k] ∩Π(i)(k+1)(t) = ∅
}
.
Then
lim sup
n→∞
E
[
1
n
#Π
(i)
n,(k+1)(Σn(k + 1))
]
≤ E
[∣∣∣Π(i)(k+1)(Σ(k + 1)−)∣∣∣] .
Proof of Lemma 6.8. Fix i ∈ [κ], k ∈ N and n ≥ k. Let π¯ = (π, i) be the random exchangeable
typed partition of {k + 1, . . . , n} whose typed blocks are those of Π(i)n (·) when they split off of [k].
Specifically, its typed blocks are those of the form Π
(i)
n,(m)(l), m ∈ {k + 1, . . . , n}, l ∈ N such that
Π
(i)
n,(m)(l) ∩ [k] = ∅ and Π
(i)
n,(m)(l − 1) ∩ [k] 6= ∅, where Π
(i)
n,(m)(l) denotes the block of Π
(i)
n (l) which
contains m. It is then clear that T
(i)
n can be obtained from R(T (i)n , [k]) by grafting to some vertices
of the latter independent copies of T
(im)
#πm
, of which we note the heights H
(im)
#πm
, and thus
P
(
dGH(R(T (i)n , [k]), T (i)n ) ≥ η nγ
)
≤ E
[∑
m∈N
P
(
H
(im)
#πm
≥ η nγ
)]
≤ E
∑
m∈N
E

(
H
(im)
#πm
)2/γ
η2/γn2
| π¯m

 .
Applying Proposition 5.5 (which holds both for the critical, solo and mixing regimes) with p = 2γ
yields
P
(
dGH
(
R(T (i)n , [k]), T (i)n
)
≥ η nγ
)
≤ C
η2/γ
E
[∑
m∈N
(#πm)
2
n2
]
,
for some finite constant C. Since π is an exchangeable partition of a set with n − k members, we
have E[#π(k+1)] =
1
n−kE[
∑
m∈N(#πm)
2], hence
P
(
dGH
(
R(T (i)n , [k]), T (i)n
)
≥ η nγ
)
≤ C
η2/γ
E
[
#
π(k+1)
n
]
.
Noticing that π(k+1) = Π
(i)
n,(k+1)(Σn(k + 1)), Lemma 6.9 implies that
lim sup
n→∞
P
(
dGH
(
R(T (i)n , [k]), T (i)n
)
≥ η nγ
)
≤ C
η2/γ
E
[
|Π(i)(k+1)(Σ(k + 1)−)|
]
.
However, by exchangeability, Π
(i)
(k+1)(Σ(k + 1)−) has the same distribution as Π
(i)
(1)(Σ
′(k + 1)−)
where Σ′(k + 1) = inf
{
t ≥ 0 : {2, 3, . . . , k + 1} ∩Π(i)(1)(t) = ∅
}
, and thus
lim sup
n→∞
P
(
dGH
(
R(T (i)n , [k]), T (i)n
)
≥ η nγ
)
≤ C
η2/γ
E
[
|Π(i)(1)(Σ′(k + 1)−)|
]
.
This expectation, however, tends to 0 as k tends to infinity, because Σ′(k + 1) converges a.s. to
D
(i)
1 .
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6.3 Adding the measure
The final step in the proofs of Theorem 2.2 and Theorem 2.3 consists in, knowing that n−γ · T (i)n
converges in distribution for the Gromov-Hausdorff topology, adding the measure µ
(i)
n to it and
proof the Gromov-Hausdorff-Prokhorov convergence. Again, the arguments are the same for both
theorems but the notation is different, so we use the hypotheses and notation of Theorem 2.2.
These arguments are in fact very similar to the corresponding monotype Section 4.4 in [23] so we
only sketch them briefly.
It follows from classical results [19, Lemma 2.3] that (n−γ ·T (i)n , µ(i)n ) is tight for the GHP-topology
since n−γ · T (i)n converges in distribution for the GH-topology. Let us thus assume that some
subsequence converges in distribution to (T ′, µ′). Our goal is to show that (T ′, µ′) is distributed as(T (i)γ,ν¯, µ(i)γ,ν¯). Note that we already know that T ′ has the correct distribution.
Under our assumption (24), µ
(i)
n is the uniform measure on the n leaves of T
(i)
n . Let k ∈ N and
Ln1 , . . . , L
n
k be k independent uniformly chosen leaves of T
(i)
n . By [28, Proposition 10] and [23,
Lemma 35], the subtree of T
(i)
n spanned by the root and the leaves Ln1 , . . . , L
n
k , seen as a k + 1-
pointed metric space, has scaling limit T ′k where T ′k is the subtree of T ′ spanned by its root and
leaves L′1, . . . , L
′
k, chosen independently with distribution µ
′. On the other hand, we know that,
conditionally on Ln1 , . . . , L
n
k being different (an event which has probability tending to 1), the subtree
of T
(i)
n spanned by the root and these k leaves is distributed as R(T (i)n , [k]), and so multiplied by
n−γ it converges in distribution to R(T (i)γ,ν¯ , [k]) by Proposition 6.1. Hence T ′k and R(T (i)γ,ν¯ , [k]) have
the same distribution for all k and, clearly, this also holds jointly for all k.
Then, calling µ′k the uniform distribution on L
′
1, . . . , L
′
k, the measured tree (T ′k , µ′k) converges a.s.
as k →∞ to (T ′′, µ′) where T ′′ is the closure in T ′ of ⋃∞i=1[[ρ, L′i]]. Note moreover that, by Lemma
6.8 and since (n−γ ·T (i)n , n−γ ·R(T (i)n , [k])) converges in distribution to (T ′,T ′k) along the considered
subsequence, P(dGH(T ′k ,T ′) > η)→ 0 as k →∞ for any η > 0, implying that T ′ = T ′′ a.s. On the
other hand, we know by Lemma 5.4 that
(R(T (i)γ,ν¯ , [k]), ηk) converges a.s. to (T (i)γ,ν¯ , µ(i)γ,ν¯) as k →∞,
where we recall that ηk is the uniform measure on the leaves of R(T (i)γ,ν¯ , [k]), thus identifying the
distribution of (T ′, µ′) and (T (i)γ,ν¯ , ν(i)γ,ν¯) and ending our proof.
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