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ABSTRACT 
This work is about the statistical analysis of Scottish mortality and 
1981 census deprivation data at the local government district and the 
postcode sector levels. A survey of some statistical procedures used to model 
the relation of mortality rates to socio-economic variables in a multiple 
regression framework is made, with particular emphasis on the need to test 
for, and to model, spatial autocorrelation. 
The thesis concerns itself with instances when the underlying 
assumptions of least squares estimation are violated because (1) the errors 
do not have equal variance, (2) the errors are spatially dependent. In the 
former case, the standard method of weighting the least sqares criterion is 
used. 	Attention is also paid to over-dispersion using extra-Poisson 
variation models. In the latter situation the solution suggested is to model 
the errors according to an autoregressive spatial process. 
Between the two aspects of the thesis is a gap bridged by demonstrating 
that the phenomenon of spatial autocorrelation is indeed operative in the 
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CHAPTER 1 	INTRODUCTION 
1.1 Background 
For some years the high mortality rates of Scotland relative to 
other advanced countries have been of concern to various health 
agencies. Scotland has on of the developed world's highest death rates 
from coronary artery disease, lung cancer and bronchitis (Parry, 1977; 
SHHD, 1984). 	Heart diseases, cancer and strokes were responsible for 
35%, 23%, and 16% repectively of all deaths in Scotland for 1984. This 
state of affairs has been attributed to bad habits such as excessive use 
of alcohol and tobacco (SHHD,1984). 
The policy document Scottish Health Authorites Priorities for the 
Eighties (SHAPE) (SHED, 1981) lists the following as areas of high 
priorities. 
prevention: which is in recognition of the fact that most causes 
of ill health and death in Scotland are preventable and that 
priority ought to be given to campaigns promoting healthy living 
habits. 
Provision of long term care services for the elderly, the mentally 
handicapped and for persons with physical disabilities. 
Services for areas identified as multiply deprived. 
Both SHAPE an a previous report The Way Ahead (SHED, 1976) noted 
that Scotland has a disproportionate share of the deprived areas in the 
United Kingdom. 	It was from this background that the Information 
Services Division of the Scottish Health Service Common Services Agency 
(CSA-ISD) embarked on the project on 'Health and Deprivation in 
Scotland'. My thesis owes its initial direction and part of its data to 
the CSA-ISD project, which is still ongoing. 
2. 
1.2 Health and its Measurement 
According to the Award dictionary the most general definitions of 
the word 'health' are: 	'soundness of body, mind, etc.; that condition 
in which functions of body and mind are duly discharged; 	general 
condition of body'. The view taken by the World Health Organization 
(WHO, 1984) is that health includes social and emotional well being. In 
epidemiology the search for an adequate definition of health has given 
rise to lengthy discussions and philosophical speculation. 	Wilson 
(1970) notes: 
We come at length to recognise that health and illness 
probably cannot be rigorously defined in a manner that 
will be appropriate to all people, places and times... 
Their definition is the consequence of a series of social 
actions, combining inner judgements (self-perception) and 
outer evaluations... 
Measuring the state of health of society also presents substantial 
problems. 	In Scotland morbidity data are available from the General 
Household Survey (OPCS, 1986) and from hospital records. However, the 
SHAPE report and many other health bodies recommend the use of 
mortality data as a more reliable index of the health of society. This 
is because, (1) death is a unique 	event whereas sickness may occur 
several times in an individual and from different causes; 	(2) death 
occurs at a single point in time whilst sickness may exist in an 
individual for a long time; (3) death is well- defined whereas sickness 
varies in its severity; 	(4) death is objectively observed whereas 
illness depends on the individual's threshold of endurance, his 
willingness and ability to report it, and the physician's ability to 
diagnose it. 
Thus the Standardised Mortality Ratio, or SMR (section 2.3), has 
been widely accepted as a good proxy for morbidity in reports by WHO 
(1976) and by the Scottish Home and Health Department (SHHD, 1977). 
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Therefore in this thesis, high SMR will be taken as an indication that 
an area suffers from poor health and low mortality will be taken to 
indicate good health. 
1.3 Multiple Deprivation 
Deprivation refers to the lack of amenities, the degree of poverty 
and the general level of welfare below 	some standard of a given 
society. In Great Britain the recent trend has been the use of census 
data in the study of areal differences in social deprivation. 
Holterman (1975) used variables, derived from the 1971 census data, that 
were thought to measure a low level of welfare, as indicators in a study 
of urban deprivation. 	The analysis was based on 87,578 urban 
enumeration districts (EDs) covering the whole of Great Britain. 	EDs 
were ranked according to each of the deprivation indicators and those 
falling in the lowest 5% of the ranking were designated as deprived; and 
an ED was said to be multiply deprived if it was deprived with respect 
to two or more indicators. 	The conclusion from that study was that 
Scotland had relatively more areas of multiple deprivation than anywhere 
else in the United Kingdom. 	Cuthbert (1983) pointed out that the 
comparison between Scotland and the rest of Great Britain on this basis 
was unfair because the EDs in Scotland were on the average smaller in 
population and therefore more likely to show extreme characteristics 
purely because of random variation. 
Carstairs (1981) proposed a single comprehensive index of social 
deprivation derived from selected deprivation indicators through the 
statistical technique of principal component analysis. The method was 
applied to 37 municipal wards in Glasgow and 23 in Edinburgh using the 
1971 census data. Duguid and Grant (1983) report on the use of factor 
analysis to derive a single deprivation score for each ED in Scotland. 
This score was strongly related to indicators like overcrowding, 
unemployment, single parent families, and socio-economic grouping. The 
authors reported that 67% of the ED5 with the highest deprivation score 
(at the top 5% national cut off point) were in Glasgow district, 88% in 
Strathclyde Region, and 7% in Edinburgh district. 	The only other 
district with a significant number of deprived EDs was Dundee. 
1.4 Health Resource Allocation 
In 1948 the National Health Service, designed to provide a more 
equitable distribution of health resources, was founded in Great 
Britain. 	Every local authority was provided with funds to operate 
hospitals and other health services in their locality. However, the new 
system perpetuated the inequality in health provisions between areas 
that had existed before 1948 (Tudor,1971); 	therefore in 1969 changes 
were made by which health resources were made available on the basis of 
the population sizes of the local authorities. 	The next development 
came with the report of the Resource Allocation Working Paper (RAW?) 
(DHSS,1976), which recommended that nearly all funding to the health 
boards should be based on the size of the population weighted by 
relative mortality (SMR) as a measure of health need. 
The current policy guidelines for the allocation of funds to the 
Health Board Areas are given in the report Scottish Health Authorities 
Resource Equalisation (SHARE) (SHHD, 1977). Each year SHAPE tables are 
published which give the allocation of funds for each category of health 
expenditure to the Health Boards. 	The main categories of health 
expenditure are 
(1) 	non-psychiatric, non-obstetric hospital in-patient services, 
obstetric hospital in-patient services, 
mental illness hospital in-patient services, 
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day and out-patient hospital services, 
community health. 
The formulae for the allocation vary from category to category, but they 
are all structured to take into consideration factors like population 
size, population composition (age and sex), and health need (which is 
defined as a function of SMR). 	None of the allocation formulae take 
explicit account of the relative extent of social deprivation in the 
various Health Board Areas. 
One of the aims of the CSA-ISD project is to establish whether or 
not the existing procedure takes account of deprivation implicitly via 
the presence of SMR in the formula. If not, then how is the relative 
magnitude of the deprivation of areas to be quantitatively measured, and 
how is such a measure to be integrated into the allocation formula to 
ensure that the SHARE tables gave adequate provision to high priority 
areas as envisaged by the SHAPE report? 
1.5 Objectives of the thesis 
In the light of the foregoing it can be said that the purpose of 
this thesis is to examine the relationship between health, as defined by 
SMR, and deprivation as measured by certain census variables. 	The 
statistical technique used is a multiple regression of SMR on the 
deprivation variables. 
This broad aim may be expanded to three main objectives: 
(i) 	to compare the results of small area studies based on the 
postcode sectors with large area studies based on the local 
government districts. 
to consider different methods of weighting in multiple 
regression models within each geographical level of analysis, 
(iii) 	to investigate spatial autocorrelation in the data and to take 
account of it in the regression models. 
These objectives are elucidated in sections 1.6 to 1.8. 
1.6 Geographical level of analysis 
The 1981 census small area statistics (SAS) are available for 
extraction at various geographical levels of aggregation from 
enumeration districts, of which there are about 18000 in Scotland, to 
the local government districts, which number 56. Thus several options 
are open to the researcher in the choice of the geographical level to 
use as a unit of analysis. 
Two theoretical points must be kept in mind when deciding on an 
appropriate level of analysis. In the first place, the smaller the 
areal unit of analysis, the less precise the estimation of rates 
becomes. For example mortality rates will show more variation at the 
enumeration district level than at the local government district level, 
and the many zeros in the ED data become unreliable estimates of the 
true mortality rates. However, large areas are likely to be internally 
heterogeneous. 	When the binomial distribution is assumed then the 
variance of areal rates is inversely proportional to population size. 
However, the exact nature of the relationship between the unit size and 
the precision with which areal rates are estimated will depend on the 
probability distribution of the attribute concerned. 
In the second place, the larger the areal units of analysis, the 
more likely we are to commit an 'ecological fallacy' (Robinson, 1950), 
which refers to the bias introduced in using the results of analysis on 
aggregated data to make inferences on individuals. 	This bias arises 
when the units are internally heterogeneous, and 	the bias may be 
minimized by choosing areal units which are as small and homogeneous as 
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possible; but this might not be desirable because of the points raised 
in the preceding paragraph. Thus on the theoretical side, the choice 
of the geographical level of analysis is a trade off between getting 
units which are large enough to ensure that areal rates are estimated 
with reasonable precision, and small enough to ensure that the units are 
internally nearly homogeneous. 
Some practical considerations can also arise in the choice of 
level of analysis. For example, census confidentiality regulations may 
make it impossible to extract certain information at the small area 
level, and the census authorities themselves distort census counts in 
order to frustrate any attempts to obtain such suppressed information 
indirectly. 
The choice of the postcode sectors (PS) as a unit of analysis was 
favoured by the CSA-ISD because they were more interested in getting 
small areas which were likely to show internal homogeneity than in the 
precision of the area rate subsequently derived. The use of the local 
government district (LGD), which gives precision at the cost of internal 
heterogeneity, as an alternative level of analysis is to enable us to 
compare the result at the two levels. 
The relationship established at the postcode sector level for the 
whole of Scotland may be regarded roughly as an average of a between-LGD 
relationship and an average within-LGD relationship. So one would not 
expect results at the two geographical levels to conform unless the 
relationships between and within local government districts are broadly 
similar. 	However there are very great differences between urban and 
rural districts in the relationship of mortality to the chosen 
deprivation indicators. 
Also, each of the district level variables is a weighted average 
of the corresponding sector level variables with different weights 
E;p 
(since all the variables have different types of reference population or 
expected deaths as denominators). Thus the comparison of relationships 
at the two levels is also unfortunately confounded to some extent with 
variations in population structure that the ratio-type variables are 
designed to eliminate. 
1.7 Multiple regression analysis 
1.7.1 The classical regression model 
A common methodology in epidemiology is to investigate the 
association between mortality and a variety of environmental and socio-
economic factors by means of functional relationships. In the multiple 
regression framework we have a vector of observation Y, of length n, and 
p vectors of explanatory variables forming the columns of an n by p 
matrix X. 	The vector y is assumed to be observation on the random 
vector Y which is related to X by the equation 
where E(E)= 0 , var(j= a 2 1 , and the vector of regression parameters , 
of length p, is to be estimated. The standard method of estimation is 
by least squares, which minimizes the criterion function 
(YXI3)T(YX) 	 (1.2) 
The vector of regression parameters is estimated by 
= c xTx_lxT1 	 (1.3) 
provided xTx is non-singular. The equation 
- = x_ 	 (1.4) 
then becomes the fitted model. 
The vector of residuals of the least squares model is defined by 
A check on the plausibility of the underlying assumptions of the 
model is made via the residuals using a variety of techniques known as 
regression diagnostics (see chapter 3). 
1.7.2 Weighted Regression 
For geographical data I have pointed out in section 1.6 that the 
precision with which observations are made is dependent on the sizes of 
the areal units. 	Thus the condition that Var(c) is constant for 
i=l,...,n is often violated. 	Weighted regression procedures may be 
employed in such cases if the unequal variances can be specified. 
For example it may be assumed that each mortality rate has a 
binomial variance so that if y is the untransformed crude death rate for 
an area, its variance is inversely proportional to population size and 
regression weighted by population may be used. 
Usually it will be assumed that although numbers of deaths may be 
distributed according to the binomial, or possibly the Poisson, 
distribution, the numbers exposed to risk are large enough for a normal 
approximation to 	be adequate. 	This justifies the weighted least 
squares regression approach. 
1.8 Spatial autocorrelation 
The classical regression theory of Section 1.6 ignores the manner 
in which the observations interact over space. 	In geographical data 
there is often a relationship (correlation) between the value of a 
variate at one point in space and its value at another. 	This 
relationship is termed spatial autocorrelation by analogy with serial 
autocorrelation in time series analysis. Most analyses of survey data 
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have ignored the issue of spatial autocorrelation because it is 
convenient to do so, and the resulting models are easy to understand. 
However, such evasive approaches are inefficient if the autocorrelations 
arising from the spatial configuration in which the data were collected 
are very strong. 
In classical statistical inference it is assumed that the sample 
is randomly drawn, and that the geographical locations of the 
observations do not matter. 	However, in spatial statistical analysis 
the positions at which the observations are measured are very important. 
For example the SMR for one district will depend on the SMR for all 
other districts because the national (standard) mortality experience is 
the aggregation of the experiences of all other districts, and because 
of the interrelationship between the districts, or because of common 
environmental influences. It is because of these spatial 
interrelationships that much attention has been given to testing for, 
and modelling of, spatial auto-correlation in this thesis. 
1.9 Literature Review 
1.9.1 Over-dispersion 
It frequently happens that the residual variation from a 
regression (weighted or unweighted) far exceeds what would be expected 
from the assumption of binomial or Poisson variation of the observed 
mortality rates about their expectations. 	This phenomenon, sometimes 
called over-dispersion, is commonly encountered in statistical analysis 
of frequency data and various ways of dealing with it have been 
suggested in different contexts. 	The incorporation of a single over- 
dispersion parameter in logistic regression models for proportions is 
described by Haseman and Kupper (1979), Williams (1982) and McCullagh 
and Nelder (1983). 
11. 
Over-dispersion is introduced by means of an extra level of 
variation of the binomial parameter, or some function of it, about the 
linear predictor obtained from the regressors. 	In the context or 
geographical variation in mortality rates this idea is well described by 
Pocock et. al. (1981) who regard such variation as being composed of 
three components: 
'random sampling' variation of the observed rates, as given by the 
binomial (or Poisson) variance formula; 




	'unexplained variation', which is presumably due to omission of 
some important explanatory variables from the regression. 
The mathematical modelling of these ideas is as follows. 	We 
suppose that the expectation of the observed rates over the distribution 
generated by sampling variation is E(YjL) = i• Then the 'true rate' 
lL
i 
 is presumed to vary about a linear predictor x 	with variance a 2  
which does not depend on i. 	The over-dispersion parameter a 2 , 
corresponding to unexplained variation, is thus independent of the 
population size of an area, whereas the sampling variation depends 
(through the binomial or the Poisson variance formula) on both the value 
of the 'true rate' for the area and on the population size of the area. 
Combining both levels of variation one has a model of the form 
E(Y) = X8 ; var(Y) = Ci + 	 (1.5) 
where 	is the sampling variance of Y. 
Williams (1982) describes a similar model but on a logistic scale, 
which of course is generally preferred because it avoids regression 
predictions outside the range of (0,1) for proportions. Breslow (1984) 
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adapts Williams's model into a model for the log transforms of Poisson 
counts. The normal approximations to both these models are of the form 
(1.5) with Y replaced by the appropriate transform. 
The relative contributions of the 'sampling' and the 'unexplained' 
components of variation to the variance formula in (1.5) will depend 
partly on the population sizes of the areas under study. With large 
populations the C will be negligible and we will have, in effect, an 
unweighted (i.e. equally weighted) regression. With small populations 
and widely varying rates we will have an almost fully weighted 
regression. 	For this reason Pocock e. al. (1981) refer to their 
solution as 'intermediate'. In their study which concerned towns with 
population over 50,000 they found a sampling component of variance, 
defined as E/E (0 2 +c2 ) (see Section 3.4), of 16%. 	Earlier Gardner 
(1973) investigating male mortality in towns with population over 80,000 
had estimated a sampling component of variation of about 20%. Since our 
postcode sectors vary in population from under 1,000 to over 15,000 we 
may expect rather greater magnitudes for the sampling component of 
variance than in earlier studies. 	The populations of Scottish local 
government districts range from under 10,000 to over 700,000; and at 
this level too we may expect a fairly substantial sampling component of 
variance. 
The form of the weighting required for a regression based on (1.5) 
requires estimation of the unknown a 2 as well as 	. In Chapter 3 two 
iterative methods for calculating the estimate, of G 2 proposed by Pocock 
et. al. (1981) and Breslow (1984) are described; one based on maximum 
likelihood, the other an unbiased moment-type estimator. 
It should be noted that the methods described by these authors do 
not allow one to test the significance of the over-dispersion parameter. 
If we assume normality for the 'unexplained' level of variation one has 
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to compare non-nested regression models with different variance 
structures. However Hinde (1982) considered models for counts following 
a compound Poisson-normal distribution and showed by the EM algorithm 
how the significance of the 'unexplained' variation parameter could be 
assessed. 
1.9.2 Test for Spatial Autocorrelation 
Moran(1948) and Krishna Iyer (1949) were among the first to 
propose tests for spatial autocorrelation. 	For a study area divided 
into n units, each unit having an absence (B) or a presence (W) of a 
characteristic, the null hypothesis to be tested is that the presence 
occurs independently at each unit. 	They proposed the join-count 
statistics, which classify joins between contiguous units as BB, WW or 
BW, depending on whether the two units are both B, both W or one unit B 
and the other W. The two authors evaluated the moments of these test 
statistics. 
The I statistic proposed by Moran (1950) is now widely regarded as 
the standard test for spatial autocorrelation. 	The test was based on 
binary weights which took the value 1 when two units were contiguous; 0 
otherwise. An alternative to this statistic, but less favoured in the 
literature, is the C statistic (Geary, 1954), which is related to the 
Durbin-Watson statistic for testing serially correlated errors in time 
series. 	These two statistics are more useful than the join-count 
statistics because they are not limited to data on a binary scale. 
The next notable development came with the work of Cliff and Ord 
(1973) which removed restrictions placed on existing tests by the binary 
nature of the weights. They introduced the idea of generalised weights 
chosen by the analyst to suit, to some extent, the form of the 
alternative hypothesis under consideration. The authors evaluated the 
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moments of the generalised statistics. Cliff and Ord (1973), and later 
Sen (1976), provided proofs that both I and C are asymptotically 
normally distributed under reasonable generalised weighting. 	(The 
exceptions are discussed by the authors.) 
Adaptation of Moran's statistic for testing spatial 
autocorrelation in residuals of regression is discussed by Brandsma and 
Kettellaper (1979), and their results are quoted in chapter Lt_ of this 
thesis. In the special case when the effect of unit i on unit j is the 
same as that of j on i, that is when the weights are symmetric, Cliff 
and Ord (1981) derived simplified formulae for the moments of I for 
residuals. 
When the null hypothesis of no spatial autocorrelation is rejected 
by any of these tests, there arises the problem of modelling the spatial 
process in operation. If the nature of the, spatial autocorrelation is 
well specified under the alternative hypothesis, Haining (1978) 
suggested the use of likelihood ratio tests, one of which he developed 
for moving average spatial process. However, various studies have shown 
that likelihood ratio tests do not perform well for autoregressive 
schemes (Ripley, 1981; Brandsma and Ketellaper, 1979). 
There are two main criticisms levelled against all these tests. 
The first concerns the arbitrary specification of the weighting matrix. 
The essence of this criticism is discussed in Chapter 4 section 4.5. 
Arora and Brown (1977) argue for the use of methods that avoid the 
weighting matrix altogether, but Doreian (1981) feels that 'such 
judgement is premature.' 
The second criticism is that all the statistics considered usually 
test spatial autocorrelation at lag one only. This is certainly true 
of the test based on the neighbour weighting matrix (section 5.2 of 
Chapter 5). Following the methods used in time series (Box and Jenkins, 
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1976), authors like Sokal and Oden (1978) have favoured the use of 
spatial correlograms as a more informative way of assessing spatial 
autocorrelation. 	Another development, in the context of data on a 
regular lattice, has been the use of two dimensional spectral analysis 
(Haining, 1978; 	Cliff and Ord, 1981; Ripley, 1981), which is helpful 
in detecting trends and gradients in spatial data. 	The association 
between the correlogram and the spectral density estimation is well 
treated in these works. 	Unfortunately I could not apply these 
techniques because of the irregular nature of the study regions. 
1.9.3 Modelling of spatial autocorrelation 
When there is evidence of spatial autocorrelation in the residuals 
of a (non-spatial) regression, then a way ahead is to fit a regression 
model with spatial components. 	One approach is to model the error 
covariance structure and then estimate the regression parameters again. 
The spatial correlogram and the partial correlogram (Cliff and Ord, 
1981, page 134) of the residuals have been exploited by a few authors, 
for example Cook and Pocock (1983), to identify the form of the error 
covariance. 	The procedure is to search for a model that fits the 
correlogram and then use the same model for the error covariance matrix. 
Exhaustive discussions of the problems of model identification are given 
in Bennett (1975) and Martin and Oeppen (1975). 	Upton and Fingleton 
(1985) point out that these procedures are particularly effective when 
the correlogram flattens out to a slope of zero at the large lags. They 
remark: 
"Our experience with the Californian data, where the 
correlograms clearly do not flatten out (though we are 
suspicious of the values corresponding to large d) suggests 
that this procedure is likely to prove difficult." (Upton 
and Fingleton, 1985, page 345). 
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Various empirical models have been proposed for errors of 
regression with spatially correlated errors. 	Cliff and Ord (1981) 
outlined the estimation procedure for the first order autoregressive 
model for both the conditional and simultaneous schemes, given in 
Chapter 6 (6.3 and 6.4) of this thesis. 	The salient differences 
between the two schemes have been outlined by Bennett (1975) and Ripley 
(1981). 	The main appeal of the conditional scheme is that it yields 
consistent estimates when least squares estimation procedures are used 
(Ripley, 1981; Cliff and Ord, 1981). 
Besag (1975) considered the autoregressive model and related 
models for the analysis of non-lattice data. The autoregressive model is 
defined as follows. 
Let U be a vector of noise for the regression model 
= x + 
then 	 . =!Ku.+ E 	 E N(O,c 21 
where p is a parameter denoting the scale of the spatial process, and 
W is the spatial linkage matrix. The model regards the error at a 
specified unit as composed of the weighted sum of the errors of all 
other units, plus a white noise. In contrast to these models, Haining 
(1978) considered the moving average process, with 
P WE: ._+_ 
which models the error at each unit by the effect of white noise at all 
other units through the weighting matrix, plus the white noise arising 
from that particular unit. Haining showed that when the spatial process 
is of low intensity the autoregressive model may be approximated by a 
moving average scheme. 
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1.10 Structure of the thesis 
Chapter two of this thesis deals with the data used in the study, 
and the preliminary work done before the fitting of regression models. 
The remaining chapters divide into three parts. 	Part one deals 
with non-spatial regression and is composed of one chapter, Chapter 3. 
In this part theory and application are blended together and attention 
is given to the issues of weighted regression, analysis of residuals, 
and model selection. 
Part two is a transition that links parts one and three, and it is 
composed of chapters 4 and 5. Chapter 4 develops the theory of spatial 
autocorrelation, presents simulation results on the adequacy of the 
asymptotic distributional assumptions of the test statistic, and deals 
with methods of testing residuals of non-spatial regression for spatial 
autocorrelation. Chapter 5 applies the theories presented in Chapter 4 
to the data at the two geographical levels of analysis. 
Chapter 6 forms the third part and it discusses the theory and 
estimation of spatial regression models, and applies the techniques to 
the data sets. 
Finally Chapter 7 discusses the findings of the study and presents 
thoughts on areas of further research. 
ON 
CHAPTER 2 	DATA DESCRIPTION AND PRELIMINARY ANALYSIS 
2.1 Introduction 
This chapter describes the nature and sources of the data used for 
this study. For each of the two geographical levels of analysis (the 
district and the sector levels) there were data on mortality rates and 
census deprivation variables. Maps for the construction of the spatial 
linkage matrices and grid coordinates of the centroids of postcode 
sectors were also used in constructing the spatial tests given in 
Chapter 5 (sections 5.2 and 5.3) 
There are 56 local government districts (LGD) and 1211 postcode 
sectors (PS) in Scotland. 	Table 2.1 gives the number of postcode 
sectors in each local government district. 	Whenever a LOD boundary 
passes through a postcode sector, census data are recorded separately 
for the part postcode sector in each district. 	The 1211 postcode 
sectors include about 300 such part sectors and 56 shipping sectors. 
The shipping sectors are associated one with each LCD; they relate to 
temporary population in coastal waters on census night. For the most 
part such sectors are empty and all have been excluded from the 
analysis. 
2.2 	Sources of data 
The data for the postcode sectors were supplied by the CSA-ISD and 
were made up of mortality data on the 1211 postcode sectors for the 
period 1980-82 and deprivation indicators extracted from the 1981 
Scottish census small area statistics (SAS). At the district level, I 
obtained mortality data from the 1981 annual report of the Registrar- 
General of Scotland, and deprivation data from the 1981 census SAS. 
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TABLE 2.1: 	Distribution of postcode sectors in Scottish local government 
districts. 
Postcode 




District 	 sectors 
Sectors* 
used 
Berwickshire 11 6 Edinburgh 81 64 
Ettrick & Lauderdale 18 9 Midlothian 23 16 
Roxburgh 11 7 West Lothian 25 21 
Tweeddale 10 6 Argyll & Bute 53 20 
Clackmannan 12 8 Bearsden & Milngavie 10 7 
Falkirk 26 21 Clydebank 10 7 
Stirling 28 16 Cumbernauld & Kilsyth 14 7 
Annandale & Eskdale 14 9 Cumnock & Doon Valley 13 8 
Nithsdale 16 11 Cunninghame 36 28 
Stewartry 11 6 Dumbarton 16 13 
Wigtown 13 9 East Kilbride 20 9 
Dunfermline 22 16 Eastwood 12 9 
Kirkcaldy 22 20 Glasgow 124 96 
North East Fife 19 14 Hamilton 17 12 
Aberdeen 25 20 Inverclyde 16 14 
Banff & Buchan 18 11 Kilmarnock 22 16 
Gordon 20 11 Kyle & Carrick 25 20 
Kincardine & Deeside 13 8 Clydesdale 13 7 
Moray 18 13 Monklands 21 12 
Badenoch & Strathspey 11 5 Motherwell 22 16 
Caithness 11 6 Renfrew 37 31 
Inverness 12 9 Strathkelvin 24 16 
Lochaber 21 7 Angus 25 18 
Nairn 6 2 Dundee 28 23 
Ross & Cromarty 23 19 Perth & Kincross 41 29 
Skye & Lochaish 20 4 Orkney 4 3 
Sutherland 11 7 Shetlands 4 3 
East Lothian 22 16 Western Isles 11 8 
*Small part-sectors and sectors with low population omitted (see Section 2.5). 
Asp 
Mortality and deprivation variables were defined in the same way at the 
two levels of analysis as explained in the next two sections. 
2.3 	Mortality Data 
The Standardised Mortality Ratio (SMR) is used as the measure of 
mortality throughout this work. The SMR of a given spatial unit is 
defined as the ratio of the observed to the expected deaths for the 
unit. 	The expected numbers of deaths are obtained by applying the 
standard age-sex-specific mortality rates (the national rates) to the 
population structure of the given unit. Let the population of unit j be 
classified according to g age groups with pij  the population in the i-th 
age group, and let ri be the standard (national) death rate for the i-th 
age group. Then the SMR for unit j is defined by 
SMR = 	
ij /p
ijri = D/Ex 
where D 	is the number of observed deaths for the i-th age group in the ij 
j-th unit, D is the total of observed deaths in the j-th unit and Ex 
is the total number of deaths that would be expected if the population 
of the j-th unit experienced the standard age-specific rates. 
Since national death rates increase with age and are higher for 
males, given two units with the same total population and the same 
observed number of deaths, the unit with more aged people and more males 
will have alower SMR. 
It -may also be pointed out that the ratio of SMRs of two units 
does not measure the ratio of their component age-sex-specific rates 
(Yule, 1934). For example if unit A has an SMR of 140 and unit B an SMR 
of 70, it does not follow that the relative ratio of mortality 
experience of A to B is 2. Such comparisons may be made only when the 
age-sex-specific populations in A and B are approximately proportional. 
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Data on observed and expected deaths for each postcode sector were 
supplied to me for each sex separately, for both sexes combined and for 
three groups of causes: 	all causes, deaths from ischaemic heart 
diseases and deaths from chronic respiratory diseases. The age groups 
used for the standardisation were 0-4, 5-14, 15-24, .. ., 65-74, and 75 
and above. Unfortunately time did not permit a close examination of the 
data on cause-specific SMRs; in any case there were too many zeros at 
the postcode sector level for analysis of the SMR for respiratory 
disease to be satisfactory. Further, as interest was directed mainly at 
differences between areas it was decided to look only at the SMR for 
both sexes combined (though it was standardised on separate age-sex 
subgroups). Thus the work in this thesis is based entirely on the use 
of a single SMR covering all causes, all ages and both sexes. Note that 
since deprivation may be particularly associated with 'avoidable' deaths 
much of the CSA-ISD's work has been concerned with the SMR for 0-64 
only. 	These of course, are based on much smaller counts of observed 
deaths in postcode sectors. In the SHARE allocation formula different 
weightings are applied for the population aged 0-64 and the population 
aged 65 and above. 
The national sex-age-specific rates used for the standardisation 
were based on the observed deaths during 1980-82 divided by the mid-1981 
population (adjusted from the census). 	For postcode sector SMRs the 
observed deaths in a PS in the three-year period 1980-82 were divided by 
the expected deaths calculated from I the adjusted 1981 census 
population of the PS and the national rates. 	(In Scotland registered 
deaths are coded to the 'usual residence' postcode of the deceased.) 
For analysis at the local government district level I used the SMRs for 
the year 1981 as published in the Registrar General's annual report. 
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2.4 Deprivation indicators from the 1981 census 
For the 1981 census the General Register Office (Scotland) 
provides a wide variety of data with 5th of April 1981 as the reference 
date. Census variables are available in the form of cell counts that 
may be accessed through the SASPAC computer package. 	At each 
geographical level the data may be classisfied into four types: data on 
persons for the whole (100%) population, data on households for the 100% 
population, data on persons for the 10% sample records, and data on 
household for the 10% sample. The SASPAC Users' Manual (LAMSAC, 1983) 
gives the layout and the definitions of the data cells. For areas of 
very small population some of the cell values are suppressed for 
confidentiality reasons, but non-confidential data such as population 
size and number of households are available for all areas. 
The CSA-ISD derived 126 distinct ratios of census counts for each 
of the 1211 postcode sectors. 	These were all indicators of socio- 
economic well being or deprivation. On the basis of extensive screening 
carried out at an earlier stage of their project it was decided to 
supply me with data on the limited number of variables listed in Table 
2.2. A few further comments are necessary to clarify the definition of 
these variables. 
The male unemployment variable (UN) is taken from the 100% persons 
SAS and thus covers males in institutions as well as males in private 
households. Some previous studies have counted the temporarily sick as 
unemployed (Holtermann, 1975) but this was not felt to be appropriate. 
Another measure of unemployment that has been used is the proportion of 
economically active persons (males and females) who are seeking work. 
The criterion of 1.5 persons per room used to define the 
overcrowding variable OV has been used in previous studies (Holtermann, 
1975). A relaxed criterion of 1 person per room was considered by the 
23. 





NC Proportion of persons in private C1177 
households with no car C937 
OV Proportion of persons in private C947 
households with more than 1.5 C937 
persons per room 
PC Proportion of children (under 16) C1581 + C1586 
in private households with only C1576 
one adult 
Si Persons in private households with 
economically active** head in social C5409 
class I as a proportion of all TOS* 
persons in private households with 
economically active heads 
C5412 
S2,S3M Defined as for Sl for the Registrar- TOS 
S3N,S4 Geneial's 	ocia1 classes II 
S5 (Manual), III (non-manual), 	IV & V C5424 
TOS 
UN Proportion of economically active 0402 
males seeking work C388 
* 	TOS = total persons in private households 	 C5409 + C5412 + 
with economically active head 	 C5415 + C5418 + 
05421 + C5424 
** 	Economically active head = in work, seeking work or temporarily 
sick. 
ME 
CSA, but there was no time in this study to compare the merits of these 
alternatives. 
The variable PC was supposed to represent the prevalence of single 
parents. 	A preferable definition might have been the proportion of 
private households with children that contain only one adult. 
The social class categories employed by the census are defined in 
terms of occupation. 	They may be described briefly as follows: 1 - 
higher managerial and professional; 	S2 - intermediate managerial and 
administrative; S3N - junior managerial, clerical and supervisory; S3M 
- skilled manual; 	S4 - partly skilled manual; S5 - unskilled manual. 
The existence of a further category, for the armed forces and 
occupations inadequately described, means that the proportions given for 
Sl to S5 do not necessarily sum to 1. 	It is important to note that 
since the social class variables, unlike the other variables, are 
obtained from the 10% sample records, they are subject to considerable 
sampling error in small postcode sectors. 	Clearly not all the social 
class variables can be used in a given analysis. 	Measures used by 
previous writers include S3M+S4+S5 (essentially dividing occupations 
into manual and non-manual) (Marmot and McDowall, 1986) and S4+S5 
(Carstairs, 1981). In this study I focussed on two of the six 
proportions: Si and S5. Whereas all the other variables are indicators 
of deprivation, in the case of Sl large values denote affluence and 
small values denote deprivation. 	This must be borne in mind when 
interpreting regression equations. 
2.5 Small postcode sectors 
The first problem encountered was that of the small postcode 
sectors with suppressed census values and zero observed deaths. These 
were the 56 shipping sectors, the smaller parts of postcode sectors 
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which are divided by local government district boundaries, the inner 
city sectors of Glasgow and Edinburgh with very little residential 
population, and sectors with very small population (but sometimes 
covering very large geographical areas). 
The approach adopted was to delete all sectors with resident 
population of 500 or less. 	This cleaned the data of all unwanted 
sectors save two: 	a shipping sector with a population of 800 and 
another sector with zero SMR. These two were also deleted to reduce the 
number of sectors to 829. 	Table 2.1 shows the number of postcode 
sectors deleted from each local government district. The districts most 
affected by the deletion were Argyll and Bute, East Kilbride, Lochaber, 
Nairn, and Skye and Lochaish. More than half of the postcode sectors in 
each of these districts were deleted. 
The drawbacks of this approach are obvious. Although many of the 
deleted sectors had suppressed census values and so could not have been 
used anyway without further imputation, some of those deleted by this 
approach did have unsuppressed values. The elimination of sectors with 
zero deaths and unsuppressed census values would have been unnecessary 
had I used a generalised linear model with Poisson or binomial error in 
my analysis; however it was convenient for fitting normal linear model 
with log of SMR as the dependent variable, which was the approach 
initially adopted. 	(Later the log transform was dropped.) 	One 
advantage of this deletion of quite a large proportion of sectors was 
that the computational problems associated with the spatial analysis 
were somewhat reduced. 
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2.6 	Distributions and summary statistics of data used for the study 
2.6.1 Problems with conventional maps 
In a study of this nature it is important to look well at the data 
before any regression models are fitted. The sheer size of the postcode 
sector data makes it very difficult to map and examine. Thus the data 
on the variables at the sector level have not been mapped, although they 
were critically examined, as could be inferred from 2.5. 	Another 
problem with the mapping stems from the unequal sizes of the units at 
both levels. For example the postcode sector for the town of Biggar (in 
Dumfries and Galloway) covers a greater land area than Glasgow district, 
although Biggar has a population below 500, and 96 sectors in Glasgow 
have populations of over 500. My observation is that, especially at the 
sector level, the bigger the population of a unit, the smaller its 
geographical area. 	Thus displays on conventional maps tend to give 
prominence to the small (population-wise) sectors which are really of 
less importance in this study. For example the districts of Clydebank, 
Bearsden and Milngavie hardly show in the local goverment maps of 
Scotland despite their importance in this study. 	A way around this 
problem is the area distorted map of Scotland that preserves only the 
neighbourhood structure of the local government districts (Figure 5.1). 
The data are displayed on these maps rather on than the conventional 
maps of Scotland. 
2.6.2 Distribution of SMR at the district level 
Table 2.1 displays the local government district data. 	The 
districts with high SMR are Cumnock and Doon valley (122), Glasgow 
(112), Inverclyde (115), Wigtown (112), Caithness (112), Monklands (111) 
and Motherwell (111). 	Except for the two districts located at 	the 
extreme north and south of Scotland (with SMR of 112), the rest of these 
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Table 2.2. Local government district variables. 
District SMR Si S5 OV NC PC UN 	Population 
1 Berwichshire 0.90 0.031 0.045 0.020 0.241 0.041 0.067 17761 
2 Ettrick &L. 0.85 0.049 0.057 0.021 0.295 0.050 0.070 30144 
3 Roxburgh 1.00 0.029 0.046 0.019 0.317 0.036 0.082 34043 
4 Tweeddale 0.92 0.072 0.052 0.028 0.281 0.040 0.072 13434 
5 Clackmannan 1.00 0.052 0.047 0.035 0.345 0.041 0.107 46939 
6 Falkirk 0.97 0.044 0.065 0.034 0.377 0.040 0.125 141081 
7 Stirling 0,98 0.071 0.055 0.035 0.309 0.040 0.097 75708 
8 Annandale 0.91 0.028 0.051 0.031 0.286 0.038 0.093 34626 
9 Nithsdale 1.03 0.042 0.038 0.035 0.311 0.047 0.098 53786 
10 Stewartry 0.92 0.028 0.042 0.024 0.212 0.044 0.078 22042 
11 Wigtown 1.12 0.037 0.047 0.042 0.294 0.052 0.115 29220 
12 Dunfermline 1.04 0.055 0.055 0.039 0.370 0.047 0.082 120091 
13 Kirkcaldy 0.97 0.039 0.060 0.031 0.392 0.050 0.125 141861 
14 N. 	E. 	Fife 0.84 0.080 0.045 0.027 0.256 0.035 0.072 58604 
15 Aberdeen 0.92 0.077 0.068 0.039 0.386 0.050 0.066 195660 
16 Banff & B. 0.89 0.027 0.066 0.037 0.277 0.037 0.074 78496 
17 Gordon 0.84 0.082 0.035 0.024 0.135 0.028 0.032 60890 
18 Kircardine 0.82 0.069 0.038 0.021 0.162 0.025 0.040 40211 
19 Moray 0.94 0.032 0.047 0.023 0.288 0.040 0.078 77888 
20 Badenoch 0.99 0.016 0.040 0.028 0.241 0.040 0.080 8795 
21 Caithness 1.12 0.080 0.089 0.038 0.303 0.033 0.086 26523 
22 Inverness 0.94 0.064 0.045 0.035 0.309 0.048 0,081 52305 
23 Lochaber 1.10 0.042 0.070 0.059 0.326 0.032 0.115 18631 
24 Nairn 1.06 0.050 0.047 0.026 0.281 0.042 0.091 9414 
25 Ross 	& Cr. 0.98 0.044 0.051 0.028 0.255 0.040 0.062 44267 
26 Skye & Loc. 0.83 0,032 0.089 0.041 0.253 0.037 0,137 9709 
27 Sutherland 0.93 0.033 0.074 0.021 0.252 0.049 0.084 12619 
28 E. 	Lothian 0.92 0.060 0.045 0.037 0.344 0.040 0.083 77625 
29 Edinburgh 0.92 0.097 0.060 0.046 0.454 0.056 0.097 415736 
30 Midlothian 0.99 0.062 0.046 0.039 0.342 0.036 0.072 80842 
31 W. Lothian 1.06 0.040 0.057 0.040 0.381 0.042 0.133 136027 
32 Argyll & Bute 1.01 0.049 0.050 0.041 0.334 0.041 0.095 60841 
33 Bearsden 0.83 0.217 0.014 0.012 0.142 0.022 0.047 38996 
34 Clydebank 1.10 0.035 0.079 0.085 0.541 0.049 0.179 51755 
35 Cumbernauld 1.08 0.036 0.046 0.028 0.398 0.032 0.126 61424 
36 Cumnock DV 1.22 0.018 0.054 0.050 0.435 0.042 0.170 44542 
37 Cunningham 1.04 0.049 0.069 0.041 0.425 0.046 0.176 134911 
38 Dumberton 1.00 0.063 0.054 0.059 0.400 0.039 0.140 75750 
39 E Kilbride 0.93 0.066 0.034 0.037 0.314 0.032 0.108 82110 
40 Eastwood 0.74 0.147 0.010 0.013 0.139 0.019 0.046 53020 
41 Glasgow 1.15 0.035 0.111 0.132 0.655 0.061 0.209 744378 
42 Hamilton 1.09 0.048 0.071 0.080 0.421 0.036 0.151 107222 
43 Inverclyde 1.13 0.052 0.088 0.102 0.511 0.045 0.161 97979 
44 Kilmarnock 1.08 0.037 0.053 0.045 0.372 0.042 0.149 81209 
45 Kyle & C. 1.01 0.066 0.050 0.035 0.331 0.039 0.122 110377 
46 Clydesdale 1.05 0.055 0.052 0.050 0.292 0.033 0.097 55147 
47 Monkiands 1.11 0,026 0.085 0.118 0.501 0.037 0.180 109307 
48 Motherwell 1.11 0.026 0.097 0.100 0.491 0.044 0.160 147444 
49 Renfrew 1.09 0.055 0.059 0.073 0.437 0.043 0.126 203176 
50 Strathkelvin 1.00 0.088 0.032 0.046 0.284 0.030 0.087 83844 
51 Angus 0.84 0.040 0.044 0.032 0.326 0.043 0.087 89914 
52 Dundee 0.89 0.052 0.068 0.050 0.486 0.067 0.158 174637 
53 Perth & K. 0.89 0.052 0.046 0.035 0.287 0.042 0.083 110907 
54 Orkney 0.92 0.025 0.060 0.026 0.211 0.042 0.070 18188 
55 Shetlands 0.84 0.029 0.072 0.025 0.224 0.028 0.040 22059 
56 Western Isles 0.98 0.037 0.103 0.065 0.329 0.035 0.149 30221 
No 
districts with the worst mortality experience are all in Strathclyde. 
At the other extreme Eastwood (also in Strathclyde) with SMR Of 74 has 
the lowest mortality rate in Scotland. 
Figures 2.1(a) and 2.2(a) give the boxplot and the histogram of 
SMR. They give very little evidence of skewness in SMR. 
2.6.3 Distributions of deprivation variables at district level 
The six census deprivation variables are displayed in Table 2.3. 
Their boxplots and histograms are given in Figures 2.1 and 2.2. All the 
deprivation variables show skewness. The bulk of the values of Sl, CV 
and PC are less than 0.05. The glaring outliers in the district plot of 
Si are the districts Bearsden and Milngavie (0.22) and Eastwood (0.15). 
Appropriate transformations may be applied to the variables to 
reduce skewness if necessary. In a study on the relationship between 
census variables at the 1 kilometer aggregate level Evans (1979) reports 
that transformations often make small difference to the results of 
analysis. 	Moreover transformations may lead to variables which are 
difficult to interpret. The issue of transformation is taken up again 
in section 3.4.1. 
2.6.4 	Distributions of SMR and the deprivation variables at sector 
level 
Figures 2.3 and 2.4 give the boxplots and the histograms of the 
variables at the sector level. All the variables show substantial 
skewness at this level. 	As expected, the variables show more spread 
here than at the district level. 	The Si variable still has too many 
zeros even after the deletion of the small sectors. 
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Figure 2.2. Histograms of the District level Liariables 































Figure 2.3. Boxplots of the sector level variables 
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Figure 2.4. Histograms of the Sector level Liariebles 
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CHAPTER 3: REGRESSION ANALYSIS 
3.1 	Introduction 
In this Chapter I consider regresion models relating SMR to the 
six census variables. 	The aim is to determine which variables are 
useful in 'explaining' variation in mortality. 	I shall study the 
effects on the regression results of various forms of weighting, and 
compare regressions fitted at the local government district level and 
the postcode sector level. These results will form the basis for the 
spatial analysis taken up in later chapters; 	in this chapter no 
explicit account is taken of spatial structure. 
3.2 Tjnweighted regression models at the local government district 
level 
Table 3.1 shows the correlation matrix of the six census variables 
and SMR. SMR is quite strongly related to NC, UN, OV but rather weakly 
related to PC and Si. 	The high intercorrelations among the census 
variables suggest that not all six may be needed in the regression. 
Plots of SMR against each of the variables are shown in Figure 3.1. 
Reasonably strong relationship with NC and UN are apparent, these being 
the two variables with the greatest spread of values between the 
districts. The relationship of SMR with OV and Sl appears to be quite 
heavily influenced by a few extreme values, particularly in the case of 
Si. 
An ordinary unweighted least squares regression of SMR on the six 
census variables gives the parameter estimates shown in Table 3.2. The 
coefficient of determination is R2=0.58, which does not compare 
particularly favourably with that found in similar studies (Gardner, 
1973; Pocock at al., 1981). It is noticeable that the coefficients of 
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TABLE 3.1: Weighted and ordinary correlation coefficient between variables 
at the local government district level. Population weighted 
coefficients (denoted W), Poisson weighted coefficients (de-
noted P) and the ordinary coefficients (0) 
NC OV PC Si S5 UN 
SMR 0 0.68 0.64 0.29 -0.39 0.45 0.70 
W 0,72 0.78 0.32 -0.55 0.70 0.80 
P 0.72 0.79 0.34 -0.53 0.71 0.80 
NC 0 0.82 0.62 -0.33 0.64 0.86 
W 0,89 0.79 -0.39 0.89 0.89 
P 0.89 0.80 -0.34 0.88 0.88 
OV 0 0.33 -0.26 0.71 0.79 
W 0.55 -0.41 0.90 0.86 
P 0,55 -0.39 0.89 0.87 
PC 0 -0.40 0.41 0.46 
W -0.22 0.67 0.59 
P -0.22 0.65 0.58 
Si 0 -0.48 -0.38 
W -0.50 -0.53 
P -0.50 -0.56 
S 0 0.64 
W 0.83 
P 0.83 
TABLE 3.2: 	Parameter estimates and t-values for weighted and unweighted 
multiple regression models fitted at the local government 
district level, Y-variate is SMR; all six census variables 
are included in the model. 
Poisson weighted 	Population 
OLS 	 regression 	weighted regression 
estimate t-value estimate t-value estimate t-value 
Constant 0.92 0.97 0.98 
NC 0.42 1.62 0.61 2.42 0.57 2.30 
OV 0.74 0.88 0.63 0.95 0.65 0.97 
PC -2.34 -1.44 -4.76 -3.11 -4.00 -3.07 
Si -0.81 -2.24 -0.92 -2.75 -0.96 -2.72 
S5 -0.98 -1.28 -0,65 -0.78 -0.72 -0.87 
UN 0.80 1.61 0.49 1.25 0.51 1.33 
R2 58Z 76% 76% 
39. 
As these are taken to be measures of deprivation, having a positive 
marginal association with SMR, the negative partial regression 
coefficients must arise as a result of the intercorrelations among the 
explanatory variables. 	Although there is no absolutely compelling 
reason for rejecting a regression with negative coefficients for some 
of the deprivation variables, such an equation may be felt to pose an 
interpretational problem. 
Figure 3.2 shows four diagnostic plots for this regression. 	The 
normal and half normal plots of the residuals give some suggestion of 
curvature (although this is mainly due to the highest point), so it may 
be worth looking at the transformation of SMR to reduce the skewness of 
the error distribution. Figure 3.2(b) shows the plot of the residuals 
against the standard deviation D2 /Ex. 	The plot is based on the fact 
that if the number of deaths D in a district follows a Poisson 
distribution, then the variance of S=D/Ex can be estimated by D/(Ex)2 , 
where the variance var(D)E(D) is estimated by D. 	If all residual 
variation about the regression were attributable to the Poisson sampling 
error we should expect the average absolute magnitude of the residuals 
to increase approximately linearly with the standard deviation D2 /Ex. 
There is some evidence of this in the plot but interpretation is 
complicated by the greater number of small districts with high Poisson 
standard deviation as compared with the small number of very large 
districts with low Poisson standard deviation. 
With this model there are four districts that have absolute 
standardised residuals exceeding 2. (Here we define the standardised 
residual for i-th case as 	 where y,yi, are the 
observed and fitted values of SMR, c 2 is the residual mean square and vii  
is the i-th diagonal element of the matrix V=X(XTX)_1XT). 	These are 
























Figure 32. Residual Plots at the District level 
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Dundee (r=-2..20). 	Caithness and Wigtown are rural districts of low 
population at the north-east and the south-west extremes of Scotland. 
They both have rather high mortality, but their values for the main 
census variables NC and UN are around the average (thus they appear as 
outliers in Figure 3.1(a,f)). 	Caithness is high on S5 and Si while 
Wigtown is high on PC, so the negative coefficient of S5 and PC must 
help to produce these two large residuals. 	In a study of 11-year 
average SMR, 1974-1984 (GRO(S), 1987), it was found that Wigtown and 
Caithness ranked 7th and 8th among Scottish local government districts; 
so their high mortality in 1981 was not a 'freak'. 	Thus, it appears 
that their large positive residuals result either from a poor choice of 
regression equation among those available to us (which might be remedied 
by omission of some variables) or from the omission of some unmeasured 
variables that are specially important in these districts. 
Skye and Lochalsh is a remote rural district with rather low 
mortality in 1981 (although it was not particularly low in the 1974-84 
average). 	It has a high value for UN (Figure 3.1(f)) and this would 
appear to be the main cause of its large negative residual. Dundee has 
fairly low mortality but high values for UN, NC, and PC (Figure 3.1). 
It is a large, old industral city and in terms of the census variables 
seems similar to western districts like Motherwell and Hamilton, but its 
mortality experience is much better. It seems possible that climate and 
other environmental variables are associated with this effect, which is 
also displayed by a number of other districts in Tayside and Grampian 
Regions. If this is the case then one should not expect to remove the 
anomaly of Dundee by weighting, transformation, or subset selection (the 
topics considered in this chapter), but it may be hoped that the spatial 
analysis of Chapter 6 will shed light on the conjecture that other 
environmental variables are involved. 
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To assess the influence of each district on the fitted equation, 
the values of Cook's distance statistic Dj=rlvj±/p(l_vii) were 
calculated (Cook, 1977). 	The four districts mentioned above had the 
highest values of Di but none. were so great as to be seriously over- 
influential. 	The highest value D1 0.54 for Caithness indicates that 
deletion of this district would move the estimate 	of the regression 
coefficients to the boundary of a 20Z confidence region around the 
estimates based on all the data. The other districts have considerable 
smaller values of D. Two further districts, Eastwood and Bearsden and 
Milngavie have moderately high values of D; 	these are prosperous 
districts with particularly low values for both mortality and social 
deprivation, and high values for Sl. 	They are represented by the two 
outliers in Figure 3.1(d). 
3.3 	Weighted regression models at the local government district level 
Table 3.2 shows the regression coefficients when the full model is 
fitted with weights equal to (a) (Ex)2 /D and (b) population. The 
latter is included as it has been much used (e.g. by the Scottish 
Office) as an easily available weight which should be roughly 
proportional to the inverse sampling variance of SMR. 	The two 
weightings give very similar results and differ from the unweighted 
regression principally in the increase of significance of NC and PC and 
the decrease of significance of UN. The weighted correlation matrices 
in Table 3.1 show that the marginal association between SMR and all the 
census variables are slightly enhanced by weighting. Thus the effect of 
weighting on the multiple regression equation cannot be anticipated from 
inspection of Table 3.1. 
The coefficient of determination for the weighted regression with 
weights (Ex)2 /D is 76.4Z and the log likelihood assuming normal errors 
is 85.65, compared with the values of 57.6Z and 79.06 for the unweighted 
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regression. 	This may seem to suggest that the weighted regression 
provides a better fit, but it is difficult to compare these 
statistics sensibly, as models with different variance matrices are not 
nested. 	A preferable approach would be to embed the unweighted and 
fully weighted models in a class of models. 	But before doing this I 
comment briefly on the diagnostics for the weighted regression. 
The weighted regression may be written as 
E(Y)X3; var(Y)cW 1  
where X is the matrix of regressors, 	is the vector of regression 
coefficients and W=diag(W) is the weighting matrix with weights W 
=(Ex) 2/D. 	Note that G2 must be approximately 1 if Poisson sampling 
variation accounts for all of the variation unexplained by the 
regression. The residuals have standard deviation 
SD(e) 2W (1W1q) 
where q1 is the i-th diagonal element of X
(XTWX)_1 XT, and the 
standardised residuals are defined by 
r = (yj-yi)I(G wj- (l-Wq1)) 
where 2=TW/(n_p) is the residual mean square. It may be shown that 
var(r1)=1, but ri is not exactly normally distributed under the model 
Y-N(X13,o2W'). Nevertheless it is convenient to use it for diagnostic 
plots. 
Figure 3.3(c) shows a normal plot of r which is slightly more 
linear than the corresponding plot for the unweighted regression (Figure 
3,2(c)). 	The plot of r1 against 9'j in Figure 3.3(a) again gives no 
evidence of variance heterogeneity. 	The plot of r against W 2 in 
Figure 3.3(b) differs from Figure 3.2(b) showing, if anything, a slight 
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The districts having absolute standardised residuals greater than 
2 are similar to before: Wigtown and Caithness still have large 
positive residuals, and Dundee has a large negative residual but Skye 
and Lochalsh (r=-0.97) is not outlying here. Further, Angus (r=-2.57) 
and Eastwood (r=2.08) appear with large residuals. 
Overall the comparison of the weighted and unweighted regressions 
suggests that the effect of weighting is not as great as might have been 
expected from the large variation in district size. 	This is largely 
because the highly weighted districts, particularly Glasgow and 
Edinburgh, fall well into the pattern set by the other districts (Figure 
3.1). 	Their deletion residuals in the unweighted regression are 
t=-0.45 and t=_0.51 respectively. (Here 	 } 
where(i) is the prediction for the i-th district from the regression 
fitted without using that district and 2() is the residual mean square 
for that regression.) 
3.4 Transformations, intermediate weighting and generalized linear 
models at the local government district level 
3.4.1 Transformations and generalized linear models 
The argument for weighting in Section 3.2 implicitly assumed the 
following model 
D1-Poisson 	; ij/Exj XT13 	 (3.1) 
This is a particular form of a generalized linear model which may 
easily be fitted using GLIM (Baker and Nelder, 1978). 	The use of 
weighted least squares may be regared as a normal approximation to the 
model. A more usual link function for Poisson errors is the canonical 
log link which avoids the possibility, inherent in (3.1), of predicting 
a negative value for 4. An appropriate generalized linear model with 
log link would be 
EM 
Di-Poisson 
(t); 	log (.i)=log (ExI) + X3 	 (3.2) 
where log (Ext) is called an 'offset'. 	This too may easily be fitted 
using GLIM and the corresponding normal approximation regression model 
is 
E(log Y) = 	; var(log Y)=o2W 	 (3.3) 
where Yi=SMRi  =D
i/Exi and W=D. An estimate of the sampling variance is 
var(log Y)var(log D)l/ 
As the numbers of deaths in our districts are large (the minimum 
Di 
 is 121 and most are much larger) one would expect Poisson regression 
models (3.1) and (3.2) to differ only trivially from the approximate 
normal regression models fitted by least squares. 
Two advantages of using log SMR as dependent variable are put 
forward by Pocock et al. (1981, 1982). One is that it is plausible to 
think of the explanatory variables as having multiplicative effects on 
mortality; 	the second is that comparisons of the importance of 
individual regressors may be made in terms of the standardised 
regression effects (SRE) defined as the estimated percentage change in 
SMR resulting from an increase of one standard deviation in one of the 
variables, the others being kept constant. However this use of SRE was 
criticised by Kent (1982), who proposed a definition which takes account 
of the intercorrelations among the regressors, and by Cox (1982) who 
proposed regressing log SMR on the logs of the explanatory variables, 
thereby producing dimensionless regression coefficients interpreted as 
the percentage change in SMR resulting from one percent increase in a 
given regressor, the other regressors remaining fixed. 	A further 
advantage of using log SMR as dependent variable in a weighted least 
squares regression is that it facilitates comparison with the 
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'canonical' generalized linear model for Poisson distributed deaths, as 
noted above. 
In an ordinary regression model with a given set of regressors and 
a given assumed variance for Y, the choice between Y and log Y can be 
facilitated by taking (YX_l)/X as dependent variable and estimating X by 
maximum likelihood (Box and Cox, 1964). 	Here X0 corresponds to log 
transformation. An approximate confidence interval for X may also be 
constructed. Applying this approach to the district level data we find, 
X=1.2 with equal weighting, and X=1.8 with weights (Ex)2 ID; and in each 
case the 90% confidence interval for X is extremely large with a lower 
limit less than zero and upper limit above 2. 	Thus there is little 
evidence here for prefering log Y 'to Y; 	this confirms the impression 
given by the diagnostic plots in Figure 3.3 for the weighted regression. 
3.4.2 Intermediate weighting: Method of Pocock et al. 
A more important issue than transformation (though related) is 
that of weighting. 	Pocock et al. (1981) argue that the residual 
variation from a regression analysis of area mortality rates should be 
regarded as being made up of two components: sampling variation of the 
observed rates about the 'true' area rates, and the deviation of the 
'true' rates from those given by a linear predictor because of the 
inevitable omission of relevant explanatory variables. 	Thus they 
propose the following model 
E(Y) = XjT. ; var(Y)=o2 + 	 (3.4) 
where a 2 is the variance of the 'true' SMRs (c2 assumed constant) about 
the linear predictor 4, andç is the sampling variance of the observed 
SMR about the 'true' SMP.. They also assumed normal errors but used the 
Poisson formula D±/(Ex)2 as an estimate of. Thus their model may be 
written as 
(3.5) 
T 	 2 
where E(Y)®±X; c N(O,cy2); 	N(O,ç1) and 	are independent. 
They showed how this model may 	be fitted by maximum likelihood, 
assuming the 	are known, as follows. 
an initial estimate 13 of 13 is obtain by unweighted regression 
of Y on X. 




The maximum lielihood equation for o2 may be written in the 
form 02 	
[(y.-X@ )2I(l+/2)2 
Using the latest value of 	this equation is solved iteratively 
for 2 i.e. putcy (kl) on the RHS to get 2(k)' starting from 
"2 
above. 
The estimate for 	is given by 
	
= (XTWX)_1 XTWI 	 (3.7) 
2 2 where 	W = di.ag(o +1)_1  
Using the latest estimate of o2  and the assumed value of CI a 
new estimate of 13 is obtained from (3.7). 
Steps (iii) and (iv) are repeated until convergence. 
Usually, the vector 13 converges faster than G2 . After one or two 
cycles of the above procedure, 	stabilizes, but 
a 	may require a few 
more cycles to converge. 
Pocock et s1. (1981) also discussed a similar model to (3.5) with 
log Y as the dependent variable and 	estimated by lID.. As before, 
1 	 1 
this may be prefered on theoretical grounds as it excludes the 
possibility of a negative prediction for Yi and permits easier 
comparison with a 'natural' generalized linear model. 
MR 
With these models, Pocock e1 al. consider various 	summary 
statistics for measuring the components of variation. 	The 
ratio ç/n&2 compares the sampling and unexplained variations; an 
estimate of the proportion of residual variation about the regression 
that is attributable to sampling is given by (/(nG2+) and referred 
to as the 'sampling component of variance'. 	They also proposed as a 
somewhat crude measure of explanatory power of the regression, 
(XT7)2 /[no +(XT3)2 J 
where 7 is the unweighted mean of the y. However, they gave no tests 
for comparing their model (3.5) with either the fully weighted model 
2 	 2 	 2 	
2 
(c =0, var(Y)) or the equally weighted model (G >> all 
Therefore it is not easy to interpret the significance of their 
components of variance statistics. 
3.4.3 Intermediate weighting: Method of Breslow 
Breslow (1984) considered models similar to those of Pocock et al. 
(1981) but following Williams (1982), he used a moment estimator of o 
instead of the maximum likelihood estimator of Pocock et al. Since the 
correctly weighted residual sum of squares (CWRSS) has expectation n-p, 
where p is the number of regressors, equating CWRSS to its expectation 
gives 
= n-p 
Breslow suggested that this equation be solved recursively for G 2 by 
rewriting it in the form 
-1 
= (n-p) E(YX)2 /(1+/G2 ) 	 ( 3.8) 
and that the initial fit be a weighted regression with weights 
W=diag(W). If we write 
902 
q=i-th diagonal element of QX(XTWX)XT 
then the expectation of the fully weighted residual sum of squares from 
the initial regression is, under model (3.5), 
E(FWRSS)=(1_Wq)W(o2 + ) 
and Breslow suggested that the initial value a 
2 to be inserted on the 
right hand side of (3.8) be taken as 
= [FWRSS - E(W 
= 
2 
(since EWc(1_Wq) = E(l_Wq) = tr(In_WQ) 	= n-p, 	as I-WQ is 
idempotent.) 
3.4.4 Intermediate weighting: application to district data 
Table 3.3 shows the regression coefficients when different methods 
of weighting are applied to the full model. Apart from the coefficient 
of OV, the estimates of the intermediate solutions lie between those of 
the unweighted and fully weighted regression equations. 	The t-ratios 
and the estimates of the regression parameters for the intermediate 
solutions are generally closer to the unweighted than to the weighted 
regression. 	This is associated with the fact that the sampling 
component of variance is only 39Z (in the case of Breslow's) and 46Z 
(Pocock's); 	meaning that though the districts differ enormously in 
size, the small districts are nonetheless large enough to provide 
observations with low sampling errors. 
The methods of Pocock et al. and Breslow show very good agreement. 
The regression equations are almost identical but Breslow's estimate 
of 2  =0.0029 is slightly larger than Pocock et al. 's estimate of 
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TABLE 3.3: Results for four methods of regression analysis based on the 
56 local government districts. 
Method of Method of Poisson 
OLS Pocock et al. Breslow weighted 
est. t-value est. t-value est. t-value est. t-value 
Constant 0.92 0.93 0.93 0.97. 
NC 0.42 1.62 0.43 1.71 0.43 1.68 0.61 2.42 
OV 0.74 0.88 0.75 0.98 0.75 0.97 0.63 0.95 
PC -2.34 -1.44 -2.95 -1.85 -2.84 -1.79 -4.76 -3.11 
Si -0.81 -2.24 -0.86 -2.46 -0.85 -2.43 -0.92 -2.75 
S5 -0.98 -1.28 -0.87 -1.09 -0.88 -1.12 -0.65 -0.78 
UN 0.80 1.61 0.77 1.67 0.78 1.69 0.49 1.25 
58% 63% 62% 76% 
Components of variance 
E.2/n 2 	E.2/(no 2 + 2 ) 
(-) 
2 




Pocock et al. 	0.84 	 0.46 
Breslow 	 0.63 0.39 
TABLE 3,4: Components of variance for the full model and the best subset 
model in the intermediate weighting regression. 




2 	 0.74 	 0.84 
i2 
n&2+Eç.2 	
0.42 	 0.46 
ii  
0.57 	 0.59 
2 
0.70 	 0.74 
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& 2 O.0022. 	Thus the method of Pocock et al. gives a larger sampling 
component of variance. 
Wigtown and Dundee, which had extreme residuals in the unweighted 
and the fully weighted models, are outliers in the intermediate models 
as well. The main difference between the residuals of the regressions 
fitted by the methods of Pocock et al. and Breslow is that Glasgow has a 
high Cook's D in the former but not in the latter; the reason for this 
being that the intermediate weights of Breslow are nearer to constant, 
giving relatively smaller weight to Glasgow. 
3.5 Best subset selection: local government district level 
3.5.1 Introduction 
The rationale behind the best subset selection is to rid the full 
model of variables whose regression coefficients are not significantly 
different from zero. 	The advantages with a reduced subset model are 
that a substantial amount of noise in the residuals, and masking of the 
effects of the important variables, might be removed and the effects of 
the remaining variables might be more easily monitored. If the variance 
matrix of 	were diagonal, then the t-ratios of the parameter estimates 
would provide independent tests on the elements of . But xTx is not 
diagonal here. To avoid the problem of dependence one may examine all 
possible 2P-1 separate regressions and use some criterion to pick the 
best. However, when p, the number of regressors, is large this method 
becomes a substantial computing task. Therefore most of the available 
methods of selecting a best subset order the variables in some sense and 
then sequentially construct a best subset. 
In this study I have adopted the method of backward elimination to 
derive the best subset, although the result for the forward stepwise 
selection procedure is also given whenever the two differ (Draper and 
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Smith, 1981; Wetherill, 1981). 	The cut-off point for deleting 
regressors from the model was a t-ratio of 2 at the district level, and 
1.95 at the sector level. 
3.5.2 Unweghted regression at the district level 
The best subset equation at the local government district level 
are 
Backward elimination 
SMR = 0.91 -0.80 Si -3.5 PC +0.77 NC 
(-2.41) (-2.35) (6.39) 
with R2 54%; 
Forward stepwise selection 
SMR = 0.79 +1.77 UN 
(7.22) 
with R2=49Z. Each of these equations omitted the variables S5 and OV. 
The problematic negative coefficient of PC still persists in the 
backward elimination subset. 	I tried to avoid this by deleting PC 
first, and doing a subset selection on the remaining five variables. 
Both 	methods of selection gave UN as the best subset when PC was 
omitted. 
It is interesting to note that the fitted best subset models have 
fewer outliers and influential observations than the full model. 	The 
districts Caithness and Dundee continued to have deviant residuals in 
the subset models. 	Wigtown has outlying residuals in the backward 
elimination and the full models, but it is not outlying in the forward 
selection model. Thus it appears that the inclusion of PC, and perhaps 
S5, in the models produces that result. 	On the other hand Skye and 
Lochalsh, has outlying residuals in the forward selection model and the 
full model but it is not outlying in the backward model, thereby 
confirming the earlier remark that the high residual associated with 
that district is due to its high value of UN. Examination of the Cook's 
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D and the leverage measure indicate that no district has a particularly 
high influence in the forward selection model but the districts Bearsden 
and Milngavie, Dundee and Wigtown have high values of D (0.40, 0.24 and 
0.21 respectively) in the backward elimination model. 	The last two 
districts are so because of their large residuals, and Bearsden and 
Milngavie is potentially influential because of its uniformly low values 
for all the variables. 
3.5.3 Weighted regression at the district level 
The best subset equations for the weighted regressions are: 
Poisson sampling weighted 
SMR0.98 -1.04 Si -6.3 PC+0.91NC 
(-3.79) 	(-5.41) 	(9.63) 
Weights of Pocock et al. 
SMR = 0.93 - 0.87 Si - 4.33 PC + 0.81 NC 
(-2.78) 	(-3.24) 	(7.01) 
for both the forward and backward selection models. Thus the variables 
S5, Dv and UN have been omitted from the models. Also, the results of 
the backward elimination have been consistent in all the cases 
considered. 
The variance components of the best subset model with intermediate 
weighting are similar to those of the full model (Table 3.4) although 
the slight increase in a2 leads to reduced proportions of variation 
attributable to sampling and the regression. 
The patterns of the residuals for the best subset models using 
weighted regression are similar to those of the corresponding full model 
weighted regressions. 
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3.6 Regression analysis at the postcode sector level 
3.6.1 Correlation and least squares regression 
Table 3.5 shows ordinary and weighted correlation matrices for the 
postcode sector level variables. 	The population weighted correlations 
were generally slightly higher than the rest, and the unweighted 
coefficients were generally lowest. 	The few exceptions were the 
correlations between PC and the variables Sl, S5 and UN. Essentially, 
however, the three matrices tell the same story; that the variables are 
positively intercorrelated (excluding Sl, which is negatively correlated 
to the others). Comparisons of these matrices with the local government 
district level matrices (Table 3.1) indicate that the pattern of 
intercorrelations among the variables are fairly alike at the two 
geographical levels. 
Table 3.6 shows the results of regression models fitted to the 829 
postcode sectors used in this study. The unweighted regression of SMR 
on the six explanatory variables yielded an R2 of 48%, indicating that 
barely half of the variation in mortality rates is explained by the 
census deprivation variables. The coefficient of PC is negative at this 
level as well. 	The coefficients of OV and S5 are not significantly 
different from zero. The rest of the explanatory variables have highly 
significant effects on SMR. 	Before either or both of OV and S5 are 
deleted, the residuals arising from the fitted equation are examined. 
3.6.2 Analysis of residuals 
Detailed analysis of the residuals is limited by the size of the 
data set. 	No sector had an unduly large leverage, nor was there any 
sector with a particularly high Cook's 	D. 	Figure 3.4(a) gives the 
normal plot of the residuals. The plotted values correspond to the 1st, 
11th, 21th,..., up to the maximum sorted values of the residuals. By 
picking every tenth value I have reduced the points from 829 to 84, 
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TABLE 3.5: Weighted and ordinary correlation coefficients among the 
variables at the postcode sector level. 0 = ordinary correla-
tion coefficient; P = Poisson weighted coefficients; and W = 
population weighted correlation. 
NC 	DV 	PC 	 Sl 	S5 	UN 
SMR 0 0.66 	0.57 0.45 -0.41 0.52 0.65 
W 0.71 0.67 0.50 -0.48 0.61 0.72 
P 0.70 	0.63 0.48 -0.46 0.59 0.70 
MC 0 0.75 0.75 -0.48 0.68 0.83 
W 0.80 0.76 -0.56 0.76 0.85 
P 0.76 0.74 -0.52 0.72 0.82 
OV 0 0.51 -0.39 0.64 0.77 
W 0.54 -0.45 0.75 0.82 
P 0.51 -0.45 0.72 0.79 
PC 0 -0.45 0.71 0.65 
W -0.43 0.61 0.69 
P -0.38 0.57 0.64 
Si 0 -0.44 -0.45 
W -0.53 -0.52 
P -0.53 -0.50 
S5 0 0.71 
W . 0.77 
P 0.75 
TABLE 3.6: Results for three methods of regression analyses based on 
the 829 postcode sectors. 
Intermediate 	 Weighted 
OLS 	 weighting regression 
estimate t-value estimate t-value estimate t-value 
Constant 0.81 0.81 0.80 
NC 0.34 7.48 0.33 7.30 0.29 6.97 
ov 0.14 0.98 0.24 1.71 0.27 1.96 
PC -0.65 -2.88 -0.54 -2.72 -0.46 -2.51 
Si -0.24 -3.02 -0.22 -3.23 -0.20 -3.19 
S5 0.10 -0.87 0.10 0.88 0.07 -0.16 
UN 0.63 5.21 0.65 5.82 0.72 6.84 
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go 
thereby clarifying the plot. 	The plot shows that the residuals are 
approximately normal. 	Only the lowest two and the top two deviate 
markedly from the straight line pattern. 
There are 45 sectors with residuals falling outside the cut-off 
range of (-1.96, 1.96). This gives a rate of approximately five extreme 
residuals for every 100 sectors (which is what one would expect by 
chance). The rate differs between the regions from about one in six in 
the Borders, Highlands and the Islands to one in thirty-five in 
Strathclyde and zero in Fife. Thus it appears that the model fits the 
urban sectors better than the rural sectors. This point is studied in 
detail later. 
Table 3.6 also gives the results of the fully weighted and the 
intermediate weighted regressions based on the method of Pocock et al. 
(described in Section 3.4.2). 	The most noticeable difference between 
the fully weighted model and the unweighted model is the coefficient of 
OV, which is significant in the weighted regression but not in the 
unweighted model. 	Thus the variable OV is more relevant than the 
unweighted model would lead one to believe. Small changes occur in the 
parameter estimates of the regressors and the negative coefficient of PC 
still persists after weighting. 
The normal plot of the residuals is given in Figure 3.4(b). The 
residuals were weighted by the square root of the weights I((Ex)2 /D) and 
every tenth sorted value was plotted. Only the largest and the smallest 
residuals deviate markedly from the straight line pattern set by the 
others. 
An examination of the 829 residuals from the fully weighted 
regression shows 43 extreme cases, which is again about the number to be 
expected by chance. There were 23 extreme residuals which were common 
to both models, 20 sectors had deviant residuals in the weighted model 
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alone, and 22 sectors had extreme residuals in the unweighted model 
alone. 
For the intermediate method of Pocock et al. the final estimate of 
the constant component of variance is 2 =0.0048 while the method of 
Breslow gives &2 =0,0057. 	The parameter estimates given by the two 
methods are almost identical. 	They give the proportion of variation 
attributable to Poisson sampling as 0.61, and the proportion of non-
sampling variation explained by the regressors as 0.73. 
3.6.3 Subset selection 
The regression coefficients of S5 in all the full models fitted 
are not significantly different from zero. 	When this variable is 
omitted the following equations are obtained. 
Unweiht ed reRres8i on 
SMR= 0.81 + 0.39 NC + 0.16 OV -0.64 PC -0.25 	Sl + 0.66 UN 
(7.59) (1.14) (-2.83) (-3.19) (5.65) 
Fully weighted regression 
SMR= 0.81 + 0.29 NC+ 0.29 OV -0.45 PC -0.28 	Si + 0.72 UN 
(7.06) (2.19) (-2.49) (3.20) (7.18) 
The omission of S5 does not have much effect on the parameter estimates 
of the unweighted regression. In the weighted regression, however, the 
coefficient of OV becomes significant after the omission of S5. 	The 
following equation is obtain when OV is omitted from the unweighted 
model. 
SMR= 0.81 + 0.41 NC -0.68 PC -0.28 Si + 0.71 UN 
(8.54) 	(-3.07) 	(-3.20) 	(6.62) 
[*p 
3.7 Sub-area analysis at the postcode sector level 
3.7.1 All areas 
I now proceed to investigate whether there are characteristics of 
certain sub-areas of Scotland which are masked by the overall analysis. 
A starting point is to fit a separate equation to each of the nine 
administrative regions and the Islands, which are here regarded as a 
region. The results of these separate analyses are given in Table 3.7. 
From the table it is evident that the relationship between mortality 
rates and the census variables differs from region to region. 	The 
values of R 2 range from 58% in Strathclyde to 13% in the Highlands. 
(The equation fitted at the Islands had an R2 of 70% but an adjusted R20f 
45%, the large difference between these being attributable to the small 
number of degrees of freedom (7).) Significance tests show that there 
are no regression effects at all in the Highlands and in Dumfries and 
Galloway. 
The equation fitted for the Borders is particularly striking in 
that the variables with significant partial effects here are S5 and OV, 
which have the two non-significant coefficients in the full unweighted 
model for the whole of Scotland. 
A comparison of the residuals of the all Scotland equation and the 
separate equations shows that the all Scotland equation performs 
relatively well in Fife, Grampian, Lothian, and Central regions, but 
relatively badly in the Borders. The anomaly of the Borders might be 
explained by the overriding effects of OV and S5 that have been noted 
above. 
3.7.2 Comparisons of Edinburgh and Glasgow 
A comparative study was made on the postcode sectors in Edinburgh 
and Glasgow. The analyses described were based on 96 sectors in Glasgow 
and 64 in Edinburgh. The summary statistics for the variables in the 
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TABLE 3.7: Separate OLS regressions by region at the postcode sector 
level. Parameter estimates (and their t-ratios). 
Regions Constant 	NC OV PC Sl S5 UN 
Borders 0.71 0.3 -5.1 2.0 1.1 2.4 -0.4 
R2=48%, N=48 (0.8 -2.1 1.2 1.9. 2.9 -1.2) 
Central 0.81 -0.03 1.75 2.36 -0.05 0.49 -0.41 
R 2=341, 	N=45 (-0.08 0.86 1.84 -0.13 0.71 -0.41) 
**Dumfries -  0.75 0.37 2.97 -0.35 0.59 1.47 -0.72 
R 2=19Z, 	N=35 (0.78 0.93 -0.17 0.50 1.30 -0.43) 
Fife 0.77 0.58 -1.10 -0.24 -0.43 0.36 0.53 
R 2 54%, 	N=50 (2.63 -1.01 0.22 -1.51 0.66 0.91) 
Grampian 0.79 0.55 -1.36 -0.12 -0.15 0.44 -0.20 
R 2 58%, 	N=63 (3.21 -1.75 -0.15 -0.84 1.30 -0.40) 
**Highlands 0.85 0.52 1.35 1,02 0.03 0.01 -1.12 
R2=13%, 	N=59 (1.52 0.90 0.75 0.05 0.03 -1.71) 
Lothian 0.77 0.51 -1.34 -1.76 -0.33 	-0.20 1.94 
R2=54%, 	N=117 (3.75 -1.64 -2.87 -1.72 -0.39 5.50) 
Strathclyde 0.84 0.31 0.19 -0.43 -0.21 0.33 0.51 
R2=58Z, 	N=348 (4.1 1.13 -1.24 -1.66,, 1.94 3.04) 
Tayside 0.81 0.47 1.19 -1.39 -0.56 	-0.68 0.63 
R 2=44Z, 	N=70 (2.51 1.15 -2.11 -1.59 -1.39 1.20) 
Islands 1.14 0.29 0.34 -3.94 -3.22 	-0.88 0.55 
R 2=70Z, 	N=14 (0.65 0.50 -1.52 -2.96 -2.13 0.93) 
** Non significant regressions 
1 and •Galloway 
TABLE 3.8: 	Summary statistics of the postcode-sector level variables 
for Edinburgh (E) and Glasgow (G). 
City Minimum Maximum Mean St Deviation 
SMR E 0.51 1.73 0.95 0.19 
G 0.67 1.77 1.45 0.18 
NC E 0.05 0.79 0.44 0.20 
C 0.12 0.93 0.65 0.18 
OV E 0.00 0.14 0.04 0.03 
G 0.00 0.31 0.13 0.07 
PC E 0.02 019 0.07 0.04 
G 0.01 0.17 0.08 0.03 
Si E 0.00 0.37 0.11 0.10 
G 0.00 0.30 0.04 0.06 
S5 E 0.00 0.20 0.05 0.05 
G 0.00 0.30 0.04 0.06 
UN E 0.02 0.33 0.10 0.07 
G 0.04 0.53 0.21 0.10 
Population E 801 15,099 6,611 3,278 
G 803 16,932 7,831 3,528 
Deaths E 36 669 270 148 
G 42 788 355 154 
Weights E 24 774 316 169 
G 30 815 291 157 
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two cities are given on Table 3.8. 	The means of the variables were 
higher in Glasgow. 	(In fact, the means are higher in Glasgow than in 
anywhere else in Scotland, excepting the Borders where S5 is highest.) 
SMR ranges from 0.51 to 1.73 in Edinburgh and 0.67 to 1.77 in Glasgow, 
but the mean is 0.95 in Edinburgh and a high 1.45 in Glasgow. 	This 
marked difference between the means is to be observed in all the 
variables excluding PC, for which the means are about equal. 
Table 3.9 displays the results of the unweighted and weighted 
regressions fitted for Edinburgh, and Table 3.10 displays the results 
for Glasgow. For the unweighted regression the values of R 2 for the two 
cities are close. 	The parameter estimates differ markedly in the two 
sub-areas. 	Judged by t-ratios, UN appears to be the most relevant 
single variable in both areas. The coefficient of PC is significant in 
Glasgow but not in Edinburgh, whilst Si is significant in Edinburgh but 
not in Glasgow. The negative coefficients of PC are to be observed in 
both areas; in addition OV has a 'wrong' sign in Edinburgh. 
The results of the weighted regression differ even more 
substantially. In Edinburgh NC is now significant and Sl is now not 
significant. 	Further, half of the coefficients in Edinburgh have 
'wrong' signs. 
The results of the intermediate weighting regression displayed on 
the tables were based on the method of Pocock et al. 	The parameter 
estimates for these models were fairly close to those of the fully 
weighted models. Table 3.11 gives the values of the variance components 
for all the models fitted by the method of Pocock et al. The proportion 
of variation attributable to Poisson sampling is marginally higher in 
Edinburgh than in Glasgow. 
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TABLE 3.9: Results for three months of regression analysis based on 64 









Constant 0.81 0.77 0.75 
NC 0.30 1.71 0.33 2.24 0.32 2.38 
OV -3.51 -2.87 -2.64 -2.23 -2.60 -2.35 
PC -0.73 -1.00 -0.52 -0.79 -0.38 -0.63 
Si -0.50 -1,97 -0.37 -1,68 -0.31 -1.53 
S5 0.60 0.77 -0.14 -0.20 -0.22 -0.34 
UN 2.28 4.94 2.28 4.16 2.33 4.23 
R 2 65% 61% 62% 
TABLE 3.10: Results for three methods of regression analysis based on 96 
postcode sectors in Glasgow 
Method of Poisson weighted 
OLS Pocock et al. regression 
estimate t-value estimate 	t -value estimate t-value 
Constant 0.79 0.78 0.76 
NC 0.23 1.42 0.24 1.50 0.23 1.45 
OV 0.49 2.21 0.46 1.94 0.45 1.85 
PC -1.19 -2.36 -0.98 -2.07 -0.75 -0,60 
Si 0.10 0.36 0.20 0.78 0.23 0.98 
S5 0.17 0.71 0.18 0.67 0.12 0.45 
UN 0.99 3.71 0.92 3.38 0.92 3.23 
69% 69% 69% 
3. 7.3 Analysis of residuals 
Figure 3.5 shows four plots of the residuals arising from the 
unweighted full model regression in Edinburgh. The glaring outlier in 
the plots correspond to sector EH8.8, which has a high SMR. The normal 
plots show that about five points deviate from the straight line 
pattern, although only one of these deviates substantially. 
The residual plots for Glasgow are displayed in Figures 3.6 and 
3.7 for the unweighted and weighted regressions respectively. For the 
unweighted regression residuals the plots portray three outlying 
sectors, of which one is very extreme. 	The extreme sector is G40.1, 
which has the highest SMR in Glasgow. 	It is a small postcode sector 
with high values of the deprivation variables: thus, it is not outlying 
in the weighted regression model. 
3.7.4 Subset regression 
The results of the best subset analysis for the two cities are 
given in Table 3.12. The results do not point unambiguously to a single 
subset. 	The variables PC and S5 were always omitted from models for 
both cites, whilst the variable UN was always selected. In Edinburgh 
city OV was selected in both the unweighted and the weighted subset 
models, but NC was selected in the weighted model alone and Sl in the 
unweighted regression model alone. 	In Glasgow the subset for the 
unweighted model consisted of UN and OV, whilst the weighted subset 
regression involved UN alone. 
Because of the inconsistency in model selection, comparisons 
between the two cities on the basis of the best subset models become 
complicated. 	Matters may be simplified by the adoption of the model 
E(SMR) = a+b UN for both cities. For this model the following results 
(Table 3.13) are obtained for the two cities. The table summarises the 





Figure 35. Residual Plots for Edinburgh City 
A 	 B 












-2 t x 
0.8 	1.0 	1.2 	1.4 	1.6 
Fitted values 
C 
-2 -1 0 1 2 3 4 
Maclet plot 
JNUEtGfflED MULTIPLE REGRESSION 
0.05 	0.10 	0.15 	0.20 	0.25 
Standard deviation 
it 
0.5 1.0 1.5 2.0 2.5 3.0 
Half flONflal plot 
MODEL, frSI1R , X=CFULL SET) 
Figure 3.. Residual Plots for Glasgow City 





1 	2 	3 	4 
Normal plotR 
UNLJEEGHTED MULTIPLE REGRESSION 
	



























Half normal plot 
MODEL, 'f=Sr1R 	• >=CFULL SET) 
67. 
Figure 3.7. Residual Plots for Glasgow City 
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TABLE 3.11: Components of variance for the intermediate weighting method of 
Pocock et al. for all the areas of analysis. F denotes the model 
containing all six census variables as regressors, and B is the 
corresponding best subset model. 
E 2  
Area 	Model 	1 	 1  52 no2+Eç.2 	(_)2 n2+(xT-) 
LG Districts 	F 	0.84 	0.46 	0.59 	0.74 
B 0.74 0.42 0.57 0.70 
Borders 	 F 	0.77 	0.43 	0.19 	0.32 
B 0.67 0.40 0.14 0.23 
Edinburgh 	F 	1.68 	0.63 	0.66 	0.88 
B 1.48 0.60 0.56 0.84 
Glasgow 	 F 	1.45 	0.59 	0.62 	0.84 
B 1.27 0.56 0.61 0.82 
Highlands 	F 	3.78 	0.79 	0.20 	0.57 
B 2.88 0.74 0.18 0.47 
All Scotland** 	F 	1.58 	0.61 	0.46 	0.73 
B 1.56 0.61 0.46 0.72 
* Borders with Drumfries and Galloway 
** Based on 829 postcode sectors 
TABLE 3.12: Best subset analysis for postcode sectors in Glasgow and 
Edinburgh.  
Poisson weighted 
OLS 	 regression 
	
Edinburgh* 	Glasgow 	Edinburgh 	Glasgow 
est. t-value est. t-value 	est. t-value est. t-value 
0.89 	 0.84 	 0.67 	 0.84 
NC 	 0.39 3.53 
OV -3.00 	-3.60 	0.43 	2.03 	-2.20 	-2.93 
Si 	-0.73 -3.20 
UN 2.66 	7.91 	1.22 	7.73 	1.87 	4.12 	1.39 	13.71 
TABLE 3.13: The model SMR=a+b UN for postcode sectors in Glasgow and 
Edinburgh. 
Poisson weighted 
OLS 	 regression 
Edinburgh* 	Glasgow 
est. 	t-value est. 	t-value 
Edinburgh 	Glasgow 
est. 	t-value est. 	t-value 
0.74 	 0.84 0.76 	 0.84 
UN 2.14 8.36 	1.46 	13.19 1.84 7.85 	1.39 	13.71 
53Z çc/ 	 - 
ffi 
weighted models fit Glasgow better than Edinburgh. 	The variable UN 
turns out as the most important variable in the regression analyses for 
both cities. 
3.8 Concluding Remarks 
One of the purposes of this study is to compare the results of the 
analysis at the two geographical levels. The correlation matrices for 
the districts and sectors show very similar characteristics. 	The 
variables are quite strongly intercorrelated at both levels, with the 
coefficients at the district level slightly higher than those for the 
postcode sectors. 	The ordinary and weighted correlation matrices are 
quite similar at each level of analysis. 
Several regression models are fitted to the data at each level. 
The unweighted analyses indicate that the variable UN or the set NC, PC, 
Si are the best subset regressors at the district level. Two of these 
variables, namely PC and Si are indeed weakly related to SMR (section 
3.2), and one of them, PC, has a 'wrong' sign in the regression 
equation. 	These facts appear to favour the use of UN as the best 
subset. However, UN loses its highly significant explanatory power in 
all the weighted regression models considered, whilst the set (NC, PC, 
Si) consistently appears as the best subset. At the sector level only 
the variables S5 and OV are not included in the best subset model. 
Therefore the variables UN, NC, Si and PC are the important regressors 
at both the district and the sector levels. 
In the weighted regression models, the sector model retained the 
variable OV in addition to the four listed before. Whence, only the 
variable S5 is dismissed by all models at both levels. 
The separate equations fitted to each administratve region at the 
sector level indicated that huge regional differences existed. There is 
70. 
hardly a regression effect at all in the Highlands and Dumfries and 
Galloway. 	This might be related to the district analysis where the 
districts Caithness (Highland) and Wigtown (Dumfries) also had deviant 
residuals. The study shows that the regression relation between SMR and 
the deprivation variables was strong in the urban areas and weak in the 
rural area. 	The urban study restricted to Glasgow and Edinburgh 
indicated that apart from the variable UN, and OV to a lesser extent, 
there was instability in the choice of a model. 
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CHAPTER 4: THEORY OF SPATIAL AUTOCORRELATION 
4.1 	Introduction 
In the previous chapters of this thesis it was assumed that the 
observations were mutually independent in all the regression models 
considered. The possible presence of spatial autocorrelation in mapped 
data is well recognised and it has some association with the phenomenon 
of serial autocorrelation in time series data. In this and the next two 
chapters spatial autocorrelation techniques are used to examine and 
model the data. 
Regular lattice data, often arising from designed experiments, can 
be regarded as a two dimensional analogue of time series data. 
Therefore, well established time series techniques like spectral 
analysis have been extended to the analysis of such data. Despite these 
extensions, the following inherent differences between spatial 
autocorrelation and serial autocorrelation problems need to be stressed. 
Firstly, time series are one dimensional with values at a given 
time influenced by past values only. 	Spatial data are usually two 
dimensional with values at a given site influenced by values at all 
other sites. 	Thus, unlike time series, no direction can be imposed in 
spatial analysis. 
Secondly, whereas time series data are often available for fixed 
time intervals, spatial data are mostly available for non-lattice study 
areas. The complexities associated with spatial analysis on non-lattice 
data are aptly commented on by Hammersley (1975) as follows: 
"Irregularity and randomness on a space of more than one 
dimension are little understood; 	they present severe 
mathematical and philosophical connundrums; there is hardly 
any known theory to guide us, and analogies based on one 
dimensional space can be highly misleading... 
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In this chapter the theory of spatial autocorrelation is discussed 
without reference to the data. The concepts are introduced, with 
examples, in Section 4.2. 	In Sections 4.3-4.5 test procedures for 
spatial autocorrelation are discussed. 	In Section 4.6 Monte Carlo 
methods are used to verify the validity of the test assumptions. 
Adaptations of the procedures in testing for autocorrelation in 
regression residuals are treated in Section 4.7. Section 4.8 deals with 
small sample Monte Carlo tests for regression residuals. 
4.2 	Concepts and examples of spatial autocorrelation 
Let a study area be partitioned into n fixed sites (or counties or 
units), and suppose for the i-th site an associated number x is 
observed (xi may also be qualitative). 	In spatial autocorrelation 
analysis one seeks to test the hypothesis that the observations are 
realisations of independent random variables against the alternative 
that they are realisations of a spatial process that induces some kind 
of dependence. 	If the map of the observations shows clustering 
tendencies, then we say that the variable is positively autocorrelated. 
In the presence of competition the map will show absence of clustering, 
and in that case we have negative autocorrelation. Whereas the eye may 
identify clustering patterns on a map, it is often impossible to 
differentiate by eye between lack of clustering and randomness. 
A good example of positive autocorrelation is in the distribution 
of quality of water supply in Great Britain. The map of water hardness 
(Pocock et al. , 1982) shows that soft water occurs in Scotland, the 
north of England and in Wales, whilst south-eastern parts of the country 
have hard water. 	Mortality data often indicate positive spatial 
autocorrelation. 	For example, Cliff and Ord (1981, p.5) mapped the 
distribution of SMR for bronchitis in males in 29 metropolitan boroughs, 
73. 
1959-1963, in London. 	Even for such a small area, the clustering of 
high values of SMR is very striking. 
4.3 	Tests for spatial autocorrelation 
Over a dozen different statistics have been proposed in the 
literature for testing mapped data for spatial autocorrelation. 	The 
relative informativeness and complexity of some of these tests are 
illustrated in Figure 3.15 of Upton and Fingleton (1985). The choice of 
a particular test is made with regard to the data at hand and the 
computing resources that can be commanded by the analyst. For 
categorical data the choice is inevitably made from among the 5oin-count 
statistics BW, BB, and WW (Cliff and Ord, 1973) whereas for interval 
scale data the tests proposed by Moran (1950) and Geary (1954) are often 
used. 
Following the generalisation of Cliff and Ord (1973) we define the 






where Wijis a weight to reflect the effect of site j on site i and 
So= J with W j1=O, for all i, and c is the mean of the variate x
i  
- 
over the n sites. 	Often (4.1) is written in terms of the centered 
variable 
The Geary C statistic is defined by 
(n-1)EE W(x_x)2 	 - 	 (4.2) 
C= 	2S E (x -)Z 
O E
For a study area showing clustering patterns, the term (x_x)2 in 
C would be small if sites i and j are near to one another, and the term 
in the I statistic would generally be positive, Similarly, 
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for an area showing competition (non-clustering patterns), if the sites 
i and i are near to one another the term (xj_xj ) 2 would be large, and 
(x_)(xj_) would generally be negative. 	Thus large values of I and 
small values of C indicate positive spatial autocorrelation and small 
values of I and large values of C indicate negative spatial 
autocorrelation. 
These two measures, unlike the ordinary product moment correlation 
coefficients, are not restricted to the range [-1,+l]. Clearly C>O and 
it is shown by Cliff and Ord (1981) that 
n E(Z) 	=n var(Zj) 
1 
- 	0 	
if j W ij 1 for all 
where 	 and zi*=EWj.jzj. The result follows from the Cauchy- 
Schwartz inequality. 
In using I and C to test for evidence of spatial dependence, Cliff 
and Ord (1981) point out that two alternative distributional assumptions 
may be adopted as a basis of the null hypothesis: 
Assumption N: 	The xi are observations on independent and 
identically distributed random variables. 
Assumption R: Each of the ni possible assignments of the xi values 
to the n sites is equally likely. The observed value of I is then 
considered relative to its permutation distribution. Similarly, 
the observed value of C is referred to its permutation 
distribution. 
The normality assumption in (i) is, as Cliff and Ord (1981) say, "simply 
a recognition that the analysis is intractable for other distributions" 
The randomisation approach in (ii) is distribution free and may be 
regarded as a valid test of the null hypothesis that the x are 
observations of independent and identically distributed random variables 
with an unknown distribution against the 'vague' alternative of spatial 
75. 
autocorrelation. Unfortunately, the application of this approach to 
regression residuals is rather problematic, as will be discussed later. 
Whichever assumptions are used, the expectations of I and C take 
the same value: 
EN(I) = ER(I) = -(n-l)' 
	
(4.3) 
EN(C) = ER(C) = 1 
	
(4.4) 
where the subscripts N, R denote the assumption. However, the variances 
of IS 
 and C derived from the two assumptions differ and are given in 
section 4.9. 
It is shown by Cliff and Ord (1981) that under the null hypothesis 
of no spatial autocorrelation, and under either assumption N or R, both 
I and C are asymptotically normally distributed as n, the number of 
counties, increases. 	The computed values of I and C are tested for 
significant spatial autocorrelation via the standard normal deviate 






Values of I5and Cfalling in the upper tail of the standard normal curve 
denote positive autocorrelation and values falling in the lower tail 
give evidence in favour of negative spatial autocorrelation. 
4.4 	Relative merits of normal and randomisation assumptions 
The advantage with the assumption N is that it simplifies 
otherwise complex computations. 	Its drawback is that the resulting 
moments are dependent on parametric assumptions which might not be valid 
if the observations deviate markedly from normality. The assumption R is 
equivalent to conditioning on the observed values, and therefore does 
not rely on any distributional assumption. Its drawbacks are that it 
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leads to more involved computations, and it might fail to take advantage 
of known underlying characteristics of the data, as in the case of 
residuals of regression, where the projection matrix of the regressors 
induces correlation between the residuals (see Sections 4.7 and 4.8). 
4.5 	Choice of weights 
One problem with the implementaion of these tests is the 
specification of the weights W.used in defining I and C. These weights 
form the entries of a matrix W. (From this point the use of W does not 
refer to the usage encountered in Chapter 3.) 	Three different 
interpretations could be given to this matrix. Firstly, it may stand, 
as stated before, for the interaction between the sites in the system; 
so that Wij
becomes a measure of the effect of site j on site i. 
Secondly, Wjj 	may be a proxy for a common effect on the i-th and the 
j-th sites due to their relative positions. 	In such cases we require 
the symmetric structure 	 Thirdly, Wjj  may simply be a measure of 
proximity, that is, the nearness of the i-th site to the j-th site, or 
whether the i-th and the j-th sites are contiguous or not. These 
distinct interpretations were noted in the discussion of Bennett and 
Haining (1985) by Gatrell as follows: 
'One general point concerns the interpretation of the 
linkages in W. 	It may be useful to draw a distinction 
between situations in which the linkages are surrogates for 
a genuine interaction between i and j (as when retailer .1 
influences retailer j) and those in which a link between i 
and j simply reflects a common boundary effect (as in the 
crop yield example where, presumably, a county i does not 
influence j's crop yield, but there is an underlying 
agricultural structure on which county boundaries happen to 
be imposed). 
The manner in which W is specified will affect the kind of 
autocorrelation computed by the tests, and there is always the danger of 
the tests yielding spurious autocorrelation (or failing to indicate the 
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correct nature of autocorrelation present). 	One approach is to use 
alternative specifications of W to perform the tests, but then the 
alternatives are infinitely many, and since the true state of affairs is 
unknown, there is a problem deciding which is correct when tests based 
on different W matrices give conflicting results. Cliff and Ord (1973) 
consider a number of alternative specifications of W. 	In one, 
consisting of the class of inverse distance functions, the elements of W 
are defined by 
i+j 
where 	is an appropriate distance measure (e.g. metric distance 
ij 
between centroids, length of road linking the centroids, etc) between 
sites i and j, and c>O, c>O are constants at the discretion of the 
researcher. 	This model was proposed to capture Tobler's (1965) 'first 
law of geography' that the intensity of interaction between places 
decays with the distance. The other class is the neighbour W defined by 
Wij  = b1 	 ij 
where b1 is the length of the common boundary between sites i and j, 
and the constant c is usually set to zero, to give W=1 if i and j are 
contiguous, 0 otherwise. Cliff and Ord (1973) consider three different 
definitions of neighbour. There is the 'rook' case of neighbours where 
counties i,j are neighbours if they share a common boundary of non- 
trivial length; 	then the 'bishop' case where counties i,j are 
neighbours if they are contiguous but have a trivial common boundary; 
and the 'queen' case, which combines the first two. For example, from 
Figure 4.1 the rook neighbours of A are (B,D,F,M), and the bishop 
neighbours are (C,E,G,I) and the queen neighbours are (B,C,D,E,F,G,H,I). 
To illustrate the problem arising from test dependence on W, consider 
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TABLE 4.1: Monte Carlo estimates of percentage points of the nul distri-
butions of I and C for 53 local government districts. Moments 
derived using assumption N. 
Monte Carlo estimate of Z points 
Standard normal 
Probability % point Neighbour weighting Distance weighting 
Z is 	(a) C is 	(a) 
C 	(a) 
0.10 1.29 1.32 1.24 1.30 1.18 
0.05 1.65 1.64 1.52 1.80 1.53 
0,02 2.06 2.25 2.00 2.47 1.84 
0.01 2,33 2.47 2.29 3.20 2.17 
TABLE 4.2: Upper (U) and lower (L) confidence limits for upper percentage 
points of the true distribution of standardised I and C under 





of 	C.I. Neighbour Weighting Distance Weighting 
a Z 's CS is  
CS  
0.10 1.29 L 1.23 1119 1.12 1.11 
U 1.41 1.29 1.48 1.29 
0.05 1.65 L 1.51 1.42 1.67 1.44 
U 1.80 1.68 2.06 1.67 
0.02 2.06 L 2.02 1.80 2.18 1.73 
U 2.45 2.26 3.10 2.16 
0.01 2.33 L 2.33 2.09 2.62 2.01 
U 2.63 2.52 3.71 2.56 
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4.2). Here X,Y are arbitrary values of the variate under discussion. A 
test based on rook W will produce very significant evidence of negative 
autocorrelation, that based on queen W will give no autocorrelation, but 
the test based on bishop W will give perfect positive autocorrelation. 
To overcome the problem of ad-hoc specification of W, certain 
estimation procedures have been suggested but as Cliff and Ord (1981) 
pointed out, the n(n-1) values of W cannot be estimated from n 
observations. 	In the spatio-temporal situation, however, it may be 
possible to estimate W entirely from the data (Arora and Brown, 1977). 
Bodson and Peters (1975), in their study of the Belgian labour force, 
combined different types of distance functions to obtain a W matrix 
which was independent of other components of their regression model. 
The W matrix is not necessarily a nuisance. Sokal and Oden (1978, 
p.211) write: 
the manner in which we connect the localities will 
importantly affect the nature of autocorrelation obtained. 
To the skilled investigator this will prove an asset rather 
than a liability; 	various types of connectivity may be 
defined to test for various types of structure. Let us take 
a hypothetical example, a mapping of population change over 
time period in an insect pest population in the field. If 
the hypothesis is that the insects have moved from the 
centre of the field to the periphery, then decrease in 
population size at the centre should match increase in 
population size at the periphery. By connecting only those 
plots in the centre of the field (as defined by the 
investigator) with those peripheral plots to which insect 
might have plausibly migrated, but not connecting central 
localities to other central localities or peripheral 
localities to other peripheral ones, an adjacency matrix is 
created on which the population change can be examined for 
autocorrelationff  
The above quote points to the need of taking the alternative 
hypothesis (to that of no autocorrelation) into consideration when 
specifying the linkage W matrix. 	However, it often happens that no 
clear alternative can be specified since spatial autocorrelation can be 
induced by many different underlying processes. 	In general, the 
question at stake is whether the mapped data are spatially dependent or 
not, and the choice of a particular W matrix is then, to some extent, a 
specification of a particular underlying dependency. •Thus, the tests may 
be criticised on the grounds that they test the appropriateness of the 
specified W, and not necessarily the general hypothesis of spatial 
independence. 
4.6 	Simulation study on the distribution of I and C 
Monte Carlo methods were used to check the adequacy of the 
asymptotic normal approximation to the distribution of I and C under 
assumption N when these statistics are applied to Scottish Local 
Government districts (see Chapter 5). Using the FORTRAN standard normal 
function generator, 999 pseudo-random vectors of length 53 were 
generated. In each run I and C5 were calculated using neighbour and 
distance W (see Sections 5.2 and 5.3). The simulated values of Is  and 
C were then sorted to derive Monte Carlo estimates of the percentage 
points which were then compared with the standard normal percentage 
points. 
Normal plots indicated that all the four Monte Carlo distributions 
were approximately normal except for the extreme tails. However, The 
Monte Carlo distribution of Is  appeared to have a slightly heavier 
upper tail than the standard normal, particularly for distance W, while 
C5 had a lighter tail. 	This would imply that using the asymptotic 
normal approximation would result in a slight tendency to exaggerate the 
evidence for positive autocorrelation on the basis of IS and to 
exaggerate the evidence for negative autocorrelation on the basis of Cs. 
However, the deviations from the asymptotic normal approximations were 
not great, as indicated in Table 4.1. 
Interval estimates for the upper tails of the true distributions 
may be obtained using the order statistics of the generated values. 
Let q a be the upper a percentile of the distribution and let 
''(m) be the order statistics of a random sample of size m. 
Then the 1-p confidence interval for q has bounds Y (t)' (r) satisfying 
Now 
Pr(Y()<q<Y())Pr (at least t and at most r-1 of the Y's are 
less than q) 
= 	( 
	
r 	m 	(m- S)




(for large m) 	So 	(t)' (r) is an approximate 1-p confidence interval 




where (Z )=1-p/2. 
- p/2 
Using m=999 the 95 percent confidence intervals for the upper 
percentiles of I5(a) and C5(a) are given in Table 4.2. By comparing the 
second column of the table with the last four columns one is able to 
assess the degree of departure of the upper tails of the true 
distribution from the normal distribution. 	The departures are not 
significant for the Geary statistics. The upper tail of the Moran 
statistic using neighbour W is also close to the normal distribution 
except for the extreme tails (a<O.Ol). 	The most striking departure is 
in the upper tail of the Moran statistic with distance W which shows 
substantial skewness for values of a<0.05. 
An 
4.7 	Spatial autocorrelation in regression residuals 
Interest often centres not on the spatial autocorrelation in the 
observations, but on autocorrelation in the residuals of multiple 
regression of the observations on explanatory variables. 	Evidence of 
autocorrelation in the residuals might indicate a misspecification of 
the regression model, often arising from the omission of important 
variables. 	In applying the test statistics here we recognise that 
residuals are not independent, even when there is no spatial 
autocorrelation. 
Consider the model 
]L=X 3+F- ; 	E-N(O, cy 2I) 	 (4.7) 
as defined in (1.1). 
The residuals are defined by 
- 	 .=(I_X(XTX)-1 xT )X = MY = ME 	 (4.8) 
where M=I_X(XTX) 1X. The Moran statistic takes the form 
neTwe 	 (4.9) 
T 
Cliff and Ord (1981) established that (4.9) is asymptotically normally 
distributed under the model (4.7). They derived the moments, using 
assumption N, as 





var (I) = 	n2 	[S1 -I-2tr(A.2)-tr(B)-2(tr(A))2 ] 
S(n-p)(n-p+2) 	 n_p 	 (4.11) 
where S0,S1 are defined in section 4.9, A=(XTX) xTwx ,  
B=4(XTX)_1 XTW2 X and p is the rank of X. When W is not symmetric, the 
results of Brandsma and Ketellaper (1979) given in Section 4.10 might be 
used. 
The above procedure may be modified to deal with weighted 
regression. 	Here M is not idempotent nor symmetric, therefore 
simplification arising from those properties are no longer valid. Now 
for the weighted regression model 
E(Y) = X3 ; var(Y) = cY 2 V 
let 	Y *= V 	, 	= VX, 	= Vu 
then 	
Y* =)* .f * 
where 	E*N(0 c 2 I) 
The residuals for this model are 
= X* X*.  = ME k 
	
*T * 	*T * where 	 (X X)
- 
 X Y 
= (XTV X)'  xTvy 
and 	M*= I_X*(X*TX*)lX*T 
= I_flX(XTVX) lXTV* 
Now consider 
n *T * 
1=— 
*T * 
S0 e e 
where W is a neighbour matrix. Since 
= MCk and EN(0 o2 I) 
the results of Cliff and Ord (1981) can be applied directly to obtain 
the results quoted in (4.10) and (4.11) with 
A = ( x*Tx*)_ lx*Twx* = (xTvlx)_lxTv 2 wv 2 x 
and 	B = 4(X*TX*) X *T W X 
= 4(XTV 1X) xTirwr+x. 
my 
Using these results a simple test for spatial dependence in the 
residuals is to compare 
IS= I-E(I) 
/(varN(I) 
with tables of the standard normal distribution. 
Cliff and Ord (1981) argue that it is not valid to apply a 
randomisation test to the residuals. Even if the errors c are spatially 
independent, the existence of spatial dependence in the explanatory 
variables means that the residuals are neither homoscedastic nor 
spatially independent even under the null hypothesis. It cannot 
therefore be argued that all the nt assignments of the observed 
residuals to the n counties are equally likely under model (4.7). 
For example if a cluster of neighbouring counties have similar x values 
they will tend as a consequence to have similar residuals under model 
(4.7), even though the true errors have no spatial autocorrelation. 
	
4.8 	Small sample tests 
Because the accuracy of the asymptotic normality approximation for 
(4.9) has not been checked empirically for small values of n, Cliff and 
Ord (1981) suggest as an alternative the following Monte Carlo test for 
I under assumption N. 
1, 	Generate a vector c of n pseudo-random N(0,1) values. 
Calculate e=Mc. 
Calculate IeTEe 
e T  e 
Repeat steps (1) to (3) 99 times. 
5. 	If I for the observed residuals exceeds in value p of the 
simulated I, then it is regarded as significant at the (100-p)Z 
level. 
The above procedure is of course merely a way of simulating the 
distribution of I under the assumption of normality. It is not an 
attempt to calculate the distribution of I under the randomisation 
assumption, although Cliff and Ord (1981) designated it as a 'random 
permutation procedure'. 	Indeed, as pointed out above the permutation 
test cannot validly be applied to residuals. 
Dlo 
4,9 	Appendix to Chapter 4 
Expected values and variances of autocorrelation statistics 
EN(I) = 
ER(I) 
EN(C) = 	1, 
ER(C) = 1, 
VarN(I) 	
= 	n2Si _nS2 i3S 	1 
(n-1)(n+l)S - (n-1Y2 
VarR(I) 	
= 	n1(n2_3n+3)Sl_nS2+3S ] - b2 [(n2 _n)S1 _2nS2+6S 
(n-i) 
- (n-l 2 




VarR(C) 	= 	{(n-1)Si[n2 -3ri+3-(n-l)b2 J 
_0.25(n.-1)S 2[n2+3n-6-(n2 +2-n)b2 ] 
+ s 




S 2 	= 
(W.. 	= 	. W. 	and W,. = 1 J1 :i 	1J 
and 	 b 2 	= 	[(x1-)] / [E(x1-)2)2 
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4.10 Appendix: Moments of Moran's I 
For residuals when W is not symmetric. 
t r (MW) 
= 
N 	 n-p 
Var (I) 
tr(MWMWT) + tr(MWMW) + [tr(MW)]2 - [tr(MW)]2 
= 
N 	 (fl-p)(n--p+2) 	 (n-p)2 
WN 
CHAPTER 5: SPATIAL AUTOCORRELATION: APPLICATIONS 
5.1 Introduction 
In this chapter the theory discussed in chapter 4 is applied to 
the data. The aim is to find out whether or not the observations are 
spatially independent; and it is a preparation for the introduction of 
regression models with spatial components. 
Two types of W matrix were used for the tests: the neighbour W and 
the distance W. In Section 5.2 the construction of the neighbour W is 
described, and in Section 5.3 that of the distance W is described. 
In Section 5.5.1 the maps of the local government district 
variables are examined for crude evidence of clustering patterns and in 
Section 5.5.2 results are presented for the tests of autocorrelation in 
the local government' district variables. 	Residuals of regressions 
fitted at this level are tested for evidence of spatial autocorrelation 
in section 5.5.3. 
Spatial analyses at the postcode sector level are presented in 
Sections 5.6.1 to 5.6.6. 	Having performed the tests for the whole of 
Scotland it is of interest to consider whether the results obtained vary 
from place to place. For example, is the spatial pattern in Strathclyde 
very different from that in the Highlands, say, or are the results 
uniformly true for the sub-areas of Scotland? To answer this the tests 
were restricted to specific areas in Scotland. In Sections 5.6.2 to 
5.6.5 results are presented for separate analyses of Glasgow, Edinburgh, 
the Highlands and the Borders with Dumfries and Galloway. In section 
5.6.6 the residuals of regression fitted at the sector level are tested 
for spatial dependence. 
Moran's I statistic (4.1) is a first choice as a test statistic 
for spatial autocorrelation. but following the findings of Jumars et al. 
(1977) that there were cases where such autocorrelation is indicated by 
C (4.2) and not by I, both I and C were calculated for each variable. 
Moments of I and C were calculated using both the randomisation and the 
normality assumptions. 	Thus, with the use of two test statistics, two 
W matrices, and two test assumptions, eight test results are obtained 
for each variable at each geographical level of analysis. The chapter 
ends with a brief study of the effects on the test conclusions in 
Edinburgh of varying the exponent of distance in the W matrix. 
5.2 Construction of neighbour weighting matrices 
Figure 5.1 gives a map showing the serial numbering of the local 
government districts of Scotland. From such a map a neighbour W may be 
constructed. Certain arbitrary choices have to be made where districts 
are joined only by bridges or ferries. 	The districts joined by the 
Forth, Tay, Kincardine and Erskine bridges were counted as neighbours, 
but districts joined only by ferries were not counted as such. 	In 
particular, the three island districts (Orkney, Shetland, Western Isles) 
were excluded from the spatial analysis to leave a total of 53 
districts. 
In order to save space, instead of recording the neighbour 
information in a 53x53 matrix, a 53x11 matrix, denoted NBH, was 
constructed such that the i-th row contained the serial numbers of the 
first-order neighbours of the i-th district (followed by trailing zeros 
to bring the row length up to 11, the maximum number of neighbours of 
any district). AppendixtA gives the listing of this matrix. 
Maps showing postcode sector boundaries were used in a similar 
fashion to construct a NBH matrix for the postcode sectors. 	In this 
case postcode sectors in the island districts were included and the 
neighbour structure of the 1211 postcode sectors in Scotland was 
recorded. However, as explained in Chapter 2, most of the analyses were 
done on a reduced set of 829 sectors. The neighbour W of this set of 
sectors was derived from the full matrix by eliminating joins with the 
excluded sectors. The data storage method outlined before enabled the 
neighbour information to be stored in the 829x1l matrix NBH (1211x18 for 
the full set) instead of a prohibitively large 829x829 W matrix. 
5.3 Distance weighting 
The program package SASPAC, which is used to access census small 
area statistics, provides grid coordinates for the centroid of each 
postcode sector. 	Upon enquiry from the General Register Office 
(Scotland) it was established that these centroids have been chosen 
subjectively by identifying on large scale maps a building judged to be 
the demographic centre of each sector. The centroids are thus somewhat 
arbitrary. 
As centroids for local government districts are not available 
through SASPAC, these were calculated as population weighted means of 
the centroids of the postcode sectors in each local government district. 
5.4 Organisation of computer programs 
Computer programs to calculate and test the spatial 
autocorrelation coefficients were written to save space at the expense 
of time. The programs read in either the coordinates of the centroids 
or 	the matrix NBH instead of the W matrices. 	The elements W ij  are 
derived in the course of computing sums such as EZW.(x_x . )2 
ii 	.J 	J 
The nature of the NBH matrix is particularly useful when the GLIM 
package is used to compute Moran's I. In that case NBH can be read into 
11 vectors, Al to All, each of length n and the sum 
Wjj (x-)  (x_) 
ii 
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may be written in GLIM as 
$C Z is the vector holding the centred variable 
$ 
$CAL I=Z(Al)+Z(A2)+Z(A3)+Z(A4)+Z(A5)+Z(A6) $ 
$CAL I=I+(Z(A7)+Z(A8)+Z(A9)+Z(A1O)+Z(All)) $ 
$CAL %I=%CU(I*Z) $ 
$ 
When necessary (e.g. in tests on the residuals) the actual nxn W 
matrices are used in the programs. 
5.5 	Spatial autocorrelation at the local government district level 
5.5.1 Spatial maps 
Figure 5.2 shows the map of SMR of the Scottish local government 
districts for 1981 and conveys a suggestion of spatial clustering with 
heavier mortality in the west and lighter mortality in the east. Similar 
maps (with areas exaggerated to highlight very small districts) were 
produced for the deprivation variables in order to gain a rough idea of 
their spatial patterns (Figures 5.3 to 5.8). The variables UN, NC and 
OV all appeared to show clustering, but little evidence of clustering 
was discernable in Si, S5 and PC. Much better pictures of the spatial 
spread of the variables may be found in Lloyd et al.'s (1987) atlas of 
mortality and socio-economic characteristics in Scotland. 
5.5.2 	Results of spatial tests at the local government level 
The results of the tests for spatial autocorrelation at the local 
government district are given in Table 5.1 in the form of standard 
normal deviates and deserve some comments. 
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TABLE 5.1: Results of spatial autocorrelation tests on seven variables. 
Analyses based on 53 local government districts. Figures given 
are normal deviates. 








SMR N 2.82 2.03 2.24 -0.33 
R 2.80 2.16 2.23 -0.37 
NC N 2.68 0.71 1.33 -2.88 
R 2.70 0.77 1.33 -2.43 
OV N 4.87 1.65 5.14 -3.77 
R 5.04 1.23 5.24 -2.33 
PC N -0.89 -0.68 -1.55 -2.44 
R -0.91 -0.59 -1.56 -1.89 
Sl N 0.62 1.25 -0.20 -5.36 
R 0.70 0,64 -0.19 -2.09 
S5 N 1.16 0.49 -2.57 -4.14 
R 1.17 0.43 -2.58 -2.37 
UN N 4.29 2.24 4.59 -1.08 
R 4.28 2.30 4.59 -1.14 
TABLE 5.2: Spatial autocorrelations* with distance weighting under re-
allocation of observations so as to (a) maximise, (b) minimise 




Corr 	(Z12 , W.)=1 
C S 
Corr 	(Z. 2 ,W..)=-1 
I S C 
SMR 2.24 -0.33 0.31 -4.92 0.18 4.54 
NC 1.33 -2.88 -3.14 -7,07 0.36 5.26 
UN 4.59 -1.08 5.01 -4.03 1.01 4.90 
* Coefficients standardised under assumption N. 
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There is little difference between assumptions N and R except 
perhaps for the Geary statistic using distance W, which in any 
case gave anomalous results (see below). 
Under neighbour W the I and the C statistics point to the same 
conclusion for five of the variables (significant autocorrelation 
for SMR and UN and no evidence of autocorrelation for PC, Si and 
S5); 	but the tests disagree rather strikingly as regards NC and 
ov. 
The two types of W matrices give broadly similar conclusions using 
the I statistic, except in the cases of NC and S5. 
The C statistic with distance W gives results quite at variance with the 
other three columns of Table 5.1 and suggests a negative autocorrelation 
for all the variables. 	The reason for this behaviour appears to be 
connected to two aspects of the geography of Scotland. Firstly, the 
concentration of population in the central belt produces a fairly large 
number of local government districts of small area in the centre whereas 
the more sparsely populated regions to the north and south are divided 
into larger local government districts that are more widely separated. 
As a result we find with distance W that the sum Wi.=Edij is much higher 
for districts in the central belt than for districts on the periphery. 
Secondly, it is also the case that in the Glasgow area we have two 
of the most prosperous local government districts in Scotland (Eastwood 
and Bearsden and Milngavie) in close proximity to some of the most 
deprived districts (Glasgow, Monklands and Clydesdale). The negative 
spatial association here is given much higher weight by use of distance 
Wthan by neighbour W. 
The reason for this discordant implication of I and C under 




(n_l)[2W.z_2Wij zz] 1  13
2S E z 
0 
(with W=W j, z1=x_t) 
Therefore E(C)-C = 1-C = (n-1)[I-E(I)] - (n_1)EW.zt 1 
L 
From this it is clear that if I > E(I) 	(indicating positive 
autocorrelation) we will obtain a negative value for E(C)-C (indicating 
negative autocorrelation) if 
1 
>>- 
SEz.1  n 
or 
2 	 2 
Wi.zi -Ezi 




which will occur when districts with high z 	(extreme values of x) 
are located so that they have a high overall weight W. 
To test this reasoning an experiment was performed in which the 53 
observed 	values were re-allocated to districts so as to produce (a) a 
correlation of +1 between W. and z; (b) a correlation of -1 between 
W. and z. The results for three of the variables are given in Table 
5.2 and support the hypothesis that C is more sensitive than I to the 
2 
association between W. and z. 
Note that the scaling of the matrix W so as to make W1.=l does not 
resolve the problem. 	Such a scaling destroys the symmetry of W and 
results in inequalities of the form 
>> Ezi 
	 (5.2) 
1 	 1 
in place of (5.1) above. 
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5.5.3 Spatial analysis of residuals of regression 
In Chapter 3 multiple regression techniques were used to relate 
SMR to the six census variables. Three main types of regression models 
were fitted: 	the unweighted OLS regression, the fully weighted 
regression (with Poisson-based weights) and an intermediate solution 
based on the method of Pocock et al. (1981). 	For each method of 
regression, results were presented for the full set of regressors and 
for the best subset models. 	The residuals of these models are now 
examined for evidence of spatial autocorrelation. In this section all 
the tests are basedon Moran's I using neighbour W and assumption N. 
Table 5.3 contains the results of test on residuals of regressions 
fitted at the local government district level. 	The three island 
districts were omitted so as to rid the W matrix of rows and columns 
with entirely zero entries. The residuals of the regressions based on 
the 53 non-island districts were similar to, but not exactly the same 
as, the residuals discussed in Chapter 3. The standard normal deviate 
IS provide evidence of positive spatial autocorrelation in the residuals 
from the best subset under either unweighted or fully weighted least 
squares, the values of 2.37 and 2.05 being significant at the 1% and the 
2% levels respectively in a one-tail test. Less strong indications of 
residual spatial autocorrelation were found in the full set regressions 
of the unweighted and fully weighted models. 
There was no evidence of spatial dependence found in the residuals 
of the regression of SMR on UN for either the OLS or the weighted 
regression. This suggests that the high spatial autocorrelation in the 
best subset 	(NC,PC,S1) regression residuals is partly due to the 
absence of UN, and perhaps OV, from that model. These two variables had 
the highest values of Is at the local government district level (Table 
5.1). 
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TABLE 5.3: Spatial analysis of residuals at the district level. (Three 
Island districts deleted. ) Results based on Neighbour W and 
Moran I. The models are given in Chapter 3, Sections 3.2 to 3.5. 
Monte Carlo results based on 100 simulations. 
Model 	 is 	Monte Carlo significance 
probability (2) 
Unweighted regression 
Full model 1.62 5 
Best subset 2.37 1 
Single regressor {TJN} 0.17 41 
Weighted regression 
Full model 1.75 2 
Best subset 2.05 1 
Single regressor (UN} 0.24 22 
TABLE 5.4: Spatial autocorrelation at the postcode sector level. Stan-
dardised Moran and Geary statistics. 
Neighbour weighting 























































TABLE 5.5: Comparison of test for autocorrelation in unweighted and 
weighted variables at the postcode sector level. I and C based 
on assumption N and Neighbour W. Postcode sector level results. 
Variable 
Variable 	Weight 	 unweighted 	 Weighted 
L 	C 
5MB. /E2TD 17.47 13.64 20.40 14.89 
NC /(population) 29.19 19.38 23.89 16,73 
OV " 26.64 18.49 23.64 16.66 
PC If 13.04 8.39 14.27 9.88 
Si is 13.71 10,40 16.57 11.48 
S5 It 14.75 12.39 14.98 10.42 
UN If 24.54 17.41 21.47 15.00 
*E is the square of number of expected deaths. 
D is the number of observed deaths. 
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The Monte Carlo procedure given in Chapter 4 (4.8) for testing 1s 
for residuals is now applied to the district data. The results for this 
test are also set out in Table 5.3 and agree well with the conclusions 
above. 
5.6 	Spatial autocorrelation analysis at the postcode sector level 
5.6.1 Analysis for the 829 postcode sectors 
This part of the work was very expensive in terms of the computing 
time and space. 	Table 5.4 shows the results of the tests at the 
postcode sector level. All the tests indicated very strong positive 
autocorrelation in the variables except the tests based on C using 
distance W. The negative deviates in the fourth column of Table 5.4 may 
perhaps be attributed once again to the excessive weighting of 
dissimilar postcode sector pairs in central Scotland where some of the 
extremely high and low values of most variables are to be found in close 
proximity. 
In Section 4.6 the adequacy of the asymptotic normality 
approximation for I, C under assumption N was checked by simulation 
studies for the local government districts. No Monte Carlo studies were 
done at the postcode sector level but the large sample size suggests 
that the asymptotic approximation should be fairly good. However, 
because some of the postcode sectors have quite a small population, it 
was decided to examine the effects on I and C of weighting (in the sense 
of Chapter 3) the variables inversely by their estimated sampling 
errors, so as to compensate for the varying precision of postcode sector 
rates. Although there were quite large changes in some values of I and 
Cs these statistics remained overwhelmingly significant in all the cases 
(Table 5.5). Thus there appears to be no reason to doubt the existence 
of significant positive spatial autocorrelation in all variables at the 
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postcode sector level. (The only caveat being the anomalous conclusion 
thrown up by the use of C with distance W) 
5.6.2 Analysis for Edinburgh city 
Table 5.6a shows the results of spatial tests restricted to 64 
postcode sectors in Edinburgh district. Significant evidence of positive 
autocorrelation was found in all the variables when the tests were used 
with neighbour W. 	All the tests produced the verdict of significant 
positive spatial autocorrelation for the variable NC. The variables Si, 
SMR and UN have significant positive spatial autocorrelation when I is 
used with distance W. Tests based on neighbour W appear to tell the same 
story here. 	The general picture is that of significant positive 
autocorrelation in the variables. 
5.6.3 Analysis for Glasgow city 
Table 5.6b shows the results of the tests restricted to 96 
postcode sector in 1asgow. Apart from the non-significant results for 
OV and S5 given by C with distance W, all the tests reported significant 
positive spatial autocorrelation for all the variables. Here too the 
lack of sensitivity of C with distance W is fairly evident but not very 
pronounced. 
5.6.4 Analysis for the Highlands 
The Highland region covers about one seventh of the land area of 
Scotland but it contributed only 69 postcode sectors to this study. 
Table 5.6c displays the results of the spatial tests carried out for 
these sectors. 	All the tests performed on SMR and UN yielded the 
verdict of significant positive spatial autocorrelation. The variables 
NC, OV and PC showed significant positive results when I was used, but 
the results were not confirmed by the C test. Si showed no spatial 
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TABLE 5.6: Results of tests for spatial autocorrelation restricted to 
subsets of postcode sectors in Edinburgh, Glasgow, Highland and 
the union of Borders, Dumfries and Galloway. 
SMR NC OV PC Si S5 UN 
 EDINBURGH CITY 
'NS 3.935.24 2.64 2.04 4.51 2.41 4.12 
CNS 3.05 5.07 3.00 2.65 3.56 2.72 4.60 
I DS 4.31 6.76 1.75 1.35 3.37 
1.38 4.55 
CDS -1.37 3.14 2.07 1.54 0.80 0.83 0.42 
 GLASGOW CITY 
'NS 6.97 6.80 
4.27 3.02 4.83 4.90 6.54 
CNS 5.91 5.90 3.90 3.67 4.89 3.80 5.65 
I DS 7,52 6.50 4.04 3.16 4.32 
4.61 6.19 
CD5 2.12 2.92 1.55 2.59 2.90 -1.51 2.01 
(C) HIGHLANDS 
'NS 6.41 4.49 2.94 1.66 0.22 0.50 2.54 
CNS 3.24 1.20 -0.19 -0.94 -0.46 2.39 3.60 
105 12.31 12.17 2.05 6.17 0.55 1.44 2.44 
C DS 2.36 -2.00 0.93 -0.03 -1.38 1.83 2.71 
(d) BORDERS, DR1JNPRIES & GALLOWAY 
'NS 1.10 1.96 2.56 -0.78 -0.57 
-1.43 0.80 
0NS 
1.92 1'.66 2.55 -1.53 -0.78 -1.43 1.39 
'OS 1.92 1.90 3.57 -0.14 -0.85 -1.54 2.43 
C DS 2.41 -0.33 1.99 -1.94 -1.01 -1.34 1.79 
Notes 
'NS 	is standardised Moran 	I statistic based on neighbour 	W 
C
NS 
is 	" " I " " 	on distance W 
IDS 	is ' Geary C 	' " on neighbour 	W 
C0 is 	" H 	C " 	on distance W 
All standardisation use assumption N. 
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autocorrelation, whilst S5 was significant only when C was used. 	The 
picture here is less consistent than in previous tables. 
5.6.5 Analysis for the Borders with Dumfries and Galloway 
Like the Highlands the southern regions of Scotland cover a large 
geographical area but they were represented in our analysis by only 63 
postcode sector, which are rural and sparsely populated. 	Table 5.6d 
presents results for the Borders with Dumfries and Galloway. 	OV is 
always significant, with all tests indicating strong positive spatial 
autocorrelation. The variables SMR, NC and UN show weakly significant 
positive spatial autocorrelation in some cases. 	The negative 
autocorrelation found in the variables Si, S5 and PC were not 
significant. 	For several variables the results in Table 5.6d are 
consistent across the different tests, but overall the results for this 
area are different from those in a, b, and c of Table 5.6. 
5.6.6 	Spatial analysis of residuals of regression: Postcode sector 
level 
At the postcode sector level the large size of n makes the computation 
of the matrix formula (4.10) and (4.11) for the mean and variance of I 
impractical. 	Since the the residual degrees of freedom are now 
relatively close to n (ie. (n-p)/n = 822/829) it was decided to treat 
the residuals as independent under the null hypothesis that the 
underlying errors were independent and tests of I 	were applied as in 
previous sections. Table 5.7 contains the results for the residuals of 
the models fitted for all Scotland. There is very strong evidence of 
spatial autocorrelation in the residuals of all the models. 
5.7 Concluding remarks 
This chapter has demonstrated that the data we are dealing with 
exhibit spatial autocorrelation. At the postcode sector level all the 
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TABLE 5.7: Spatial analysis of residuals at the sector level. Results are 
based on Neighbour W and Moran I. The models are defined in 
Chapter 3, Section 3.6. 
Model 	 Is 
OLS 
Full model 4.54 
Best subset 4.53 
Poisson weighted 
Full model 6.46 
Best subset 7.70 
Method of Pocock et al. 
Full model 5.78 
Best subset 4.72 
TABLE 5.8: Standardised Moran statisic for various values of oc in the 
distance weighting Wij=dij (Edinburgh city sectors). 
Distance W 
Variable 4 2 1 0.5 0.25 0.125 Neighbour W 
SMR 1.46 3.35 4.32 4.48 4.44 4.40 3.93 
NC 3.13 5.12 6.76 7.62 8.02 8.21 5.24 
OV 0.85 1.43 1.75 1.87 1.93 1.95 2.64 
PC 1.38 1.73 1.35 1.04 0.91 0.85 2.04 
51 2.38 3.52 3.67 2.86 2.52 2.34 4.10 
S5 0.45 0.85 1.38 1.70 1.86 1.93 2.41 
UN 2.38 3.81 4.55 4.89 5.06 5.15 4.12 
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variables show strong evidence of autocorrelation. 	At the district 
level, SMR and UN show strong evidence of autocorrelation; PC, Si and 
55 do not exhibit significant autocorrelation; but the picture is rather 
unclear concerning NC and OV. 
The results presented also indicate that the residuals of 
regression models fitted in Chapter 3 are spatially dependent. The only 
model that does not have spatially autocorrelated residuals is the 
district level unweighted model of SMR on UN. This model is the forward 
selection best subset at that level. 
The test results did not always agree. In particular, tests based 
on the C statistics with distance W often produced results which 
contradicted the others. An explanation of the possible causes of these 
anomalies have been attempted in Section 5.5.2. 
Given the results of this chapter, we are now ready to explore 
spatial regression-models in the next chapter. 
5.8 Appendix to Chapter 5 
Effects of varying c in the distance W 
So far the distance W used has been defined by W±=dI where =1. 
There is no reason why other values of a may not be tried. We have to 
recognise with distance W that the choice of the centroids is somewhat 
arbitrary, as is the choice of the Euclidean metric distance between 
centroids (minimum road distance would be another choice). The choice 
of the value cti introduces a third element of arbitrariness. 
It is clear from the form of the I and C statistics that if 
then 
(i) 	as a increases from 1 the values taken by I and C will be 
determined more and more by the closest pairs of sectors; 
112. 
(ii) as a decreases from 1 towards 0 the weights given to pairs of 
sectors approach equality, and 
I ± E(I)=-(n-l) 1 , ç ± E(C)=1 
var(I)l 0 and var(C) 	0 
For a region made up of nearly regular counties it might be 
surmised from this that for a large a distance W would approximate 
neighbour W; while for small values of a the I and C statistics would 
fail to show evidence of spatial autocorrelation if they approach their 
expected values faster than their variances approach zero, and they 
would pick up spurious autocorrelation if their variances approach zero 
faster. 
The effect of varying a on the I statistic was studied empirically 
for the 64 postcode sectors of Edinburgh, with the results given in 
Table 5.8. 	The county system here, being far from regular, did not 
support the conjecture that distance W for large a will give results 
that approach those of neighbour W. 
It appears from the table that over the range a =0.25 to a=2 there 
is a fair degree of consistency in the substantive conclusions from the 
two types of W for most of the variables, particularly SMR, NC, and UN. 
The values of I for these important variables under neighbour W fall 
between the a=l and 0,=2 columns of the results of distance W, but in 
general there is no consistent pattern in the relationship of the values 
for the neighbour and the distance W. 
Overall, it may be inferred from this limited study that the 
conclusions derived from the I statistics are not too dependent on the 
choice of a 
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CHAPTER 6: SPATIAL REGRESSION MODELS 
THEORY AND APPLICATION 
6,1 Introduction 
This chapter deals with regression models with spatially 
autocorrelated errors. In the previous chapter it was shown that the 
variables and the residuals of models fitted in Chapter 3 exhibit 
spatial autocorrelation. 	Spatial autocorrelation in residuals oc 
regression may arise from the possible omission of important 
regressors, or from a misspecification of the error structure even 
though all necessary regressors have been included in the model. If 
the autocorrelation in the residuals is the consequence of error 
covariance misspecification, then by means of spatial modelling of 
the errors, the autocorrelation might. be eliminated, efficient 
estimates of the regression parameters might be obtained, and 
unbiased estimates of the standard errors of the parameter estimates 
could be derived. 
Spatial modelling of the error covariance poses many problems, 
one of which concerns the choice of an appropriate model. 	The 
correct formulation of the covariance matrix is not obvious and there 
are many possibilities that might be tried. 
The models discussed in this chapter belong to the class of 
autoregressive spatial models. 	In Section 6.2 the effects of 
ordinary least squares estimation in the presence of autoregressive 
errors are discussed. 	In Section 6.3 alternative spatial models 
are discussed, the maximum likelihood estimation procedures are 
outlined, and the methods are applied to the local government 
district data. 	The large data set at the postcode sector level 
imposes computational limitations on the use of maximum likelihood 
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methods to fit national spatial models. Therefore the work at the 
sector level is restricted to the postcode sectors in Glasgow and 
Edinburgh. 
6.2 	Least squares estimation and error autocorrelation 
The effects of spatially autocorrelated errors when least 
squares are used to estimate the parameters depend on the nature of 
the process governing the spatial autocorrelation. 	In this section 
the discussion is restricted to the simultaneous scheme of 
autoregressive process given by 






where EN(O, cy2In), G = (In- P W)--, p is the parameter for the spatial 
process and W is as defined in Chapter 4. With this representation 
the basic regression model becomes 
Y = X+GE = X+u 	 (6.2) 
with 	var (u) = GGT 
= (I_pW) 1  (In_pWT) 
= [(In_pWT)(I_pW))_1  
If ordinary least squares are used to estimate 3, with p incorrectly 
taken to be zero, then the estimator 
= (XTX) l xTy 
is still unbiased. 
Bennett (1979) notes that (6.2) will have three main 
consequences when ordinary least squares estimation is used. 	The 
first is that the variance of the estimators of 	will be 
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underestimated. The variance matrix of the parameter estimators are 
given by 	 - 
var(s
A
) = G2  (xTx) 	(XT  GGTX)(XTX)l 	 - 	(6.3) 
Use of var(13)=(XTX) l0 2 	instead of (6.3) will mean that the assumed 
variances of the parameter estimators are smaller than they should 
be. 
For the district data using W matrices with rows summing to 
one, Table 6.1 gives the values of (6.3) with o2 set to one, for 
values of p from 0.0 to 0.9, increasing by 0.1. The upper part of the 
table shows results when the neighbour W matrix is used, and the 
lower part when distance W is used. 	The table shows that the 
underestimation is not drastic for the distance W, for values of p 
below 0.5. Even when p=0.9 the true value of var(13) is less than 50% 
higher than the value corresponding to ordinary least squares (p=O). 
The situation is more striking when the neighbour W matrix is 
used. Here the underestimation increases sharply for p>0.4, with the 
values corresponding to p=0.9 about five times those of the ordinary 
least squares estimates. 
The results presented in Table 6.1 indicate that the approach 
using distance W is less sensitive to the choice of p than that using 
the neighbour W and will give lower standard errors for all parameter 
estimates at all values of p. This agrees with the observations made 
in Chapter 5 that tests of spatial dependence based on the distance W 
were less 	sensitive in detecting positive spatial autocorrelation 
than those based on neighbour W. These results provide grounds for 
dropping the distance W and concentrating on neighbour W in the 
explorations of spatial regression models that follow. 	For if the 
true error model involves distance W and ordinary least squares 
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estimation is used, the result will not be as misleading as when the 
true model involves neighbour W and ordinary least squares estimation 
is used. 
The second consequence of the presence of spatial 
autocorrelation in the errors as given by (6.1) is that the residual 
variance a 2  is underestimated when P>O (Martin, 1974). 	When the 
spatial parameter P is negative, Haggett et al. (1977) noted that 
o 2 	and the variances of the parameter estimates are all 
overestimated. 
The third consequence noted by Bennett was that predictions 
based on the ordinary least squares estimates would have large 
sampling variances, and therefore would be inefficient. 
6.3 	Spatial modelling of the errors of regression 
6,3.1 Simultaneous scheme of autoregressive process 
The models considered in this chapter can be written as 
Y=X+u, 	u N(o,a 2 A l) 	 (6.4) 
where A' is an nxn symmetric positive definite matrix. Unlike the 
covariance matrices of Chapter 3, A 
1 
 is not diagonal. The matrix A 
is intended to model the spatial autocorrelation process in the 
errors and hence is a function of the W matrix and the spatial 
parameter p. 
One possible formulation of spatially autocorrelated errors is 
the simultaneous scheme of the autoregressive process (Cliff and Ord, 
1981) for which 
A = (In_PW)T(In_ OW) 	 (6.5) 
with p as the spatial parameter; p =0 corresponds to the ordinary 
least squares models of Chapter 3. 
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The simultaneous scheme is appealing because (6.4) may be 
rewritten as 
(I-pW)X. 	n_P 	 (6.6) 
(where c-N(2, a 2 1), or as 
Y = pWY + 	- WXX + E 	 (6.7) 
where X=p13. 	In the form (6.7), the response Y.  is influenced by the 
following four components: 
the observation at site i, ''i  is influenced by the other 
values Y(ii) through the term pWY; 
Y1 depends on the regressors at the i-th site through X; 
Y depends on the values of the regressors at other sites 
through WXX; 
Yi is influenced by the white noise s-i, which might be due 
to measuring errors. 
If p is put to one, then (6.6) is the spatial differencing model that 
has been studied by Martin (1974). 	The objections to the spatial 
differencing model is that the choice P=l is arbitrary. However, the 
spatial differencing model, in the case of the neighbour W, may 
easily be fitted by GLIM, even when the data set is large. 
6.3.2 	Maximum likelihood estimation of the simultaneous scheme of 
autoregressive process 	 - 
The log-likelihood for (6.4) is given by Cliff and Ord (1981) 
1 = constant-0.5nln(o2)+0.5lnAI-0.5 	 (6.8) 
where A is given by (6.5). On the assumption that p is known the 




2 =.L((y.4)T A(Y-X)} 
If (6.10) is inserted into (6.8), we obtain, apart from constants of 
addition and proportionality, 
1* = in I A I - nin( 2 ) 	 (6.11) 
The ML estimate of p is obtained by a direct search procedure to give 
the value p=S which maximizes (6.11). The range of value for which p 
is valid are determined by the form of W. When W is standardised so 
that 
E Wjj =l.  
J 
then W becomes a stochastic matrix and the search for p is restricted to the 
range (-1,+1] (see Ord, 1975 and Jennings, 1977). Of course the lower limit 
is not exact. The computation of (6.11) is simplified if one writes 




where X (i=1,...,n) are the characteristic roots of W. 	Thus once 
these eigenvalues are obtained, (6.11) is easily calculated during 
each cycle of the search for p 
The next problem is how to get the standard errors of 	a2 





where o, e.j are elements of the set (,o2 ,p). 	These partial 
derivatives have been obtained by various authors (Cliff and Ord, 
1981 Doreian, 1980, etc...) as 
ExTAx 
i' 	i\ 	2 V(c3,G ,p) =0 
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n/2a2 	tr(B) 	 (6.13) 
CY 2tr(BTB)+G2 
where B=W(I -pW 	and =E[1 Y2  
Estimates are obtained by inserting the maximum likelihood estimates 
of a 2 and p in (6.13). 
6.3.3 Conditional scheme of autore,.ressive process and its 
estimation 
Another model that will be considered is the conditional scheme 
of the autoregressive model (Cliff and Ord, 1981; Ripley, 1981). The 
conditional scheme for spatially correlated errors is defined as 
E(YY.3, j+i) = X3+p 
	,W.(Y._ T ) 	 (6.14) 
var(YY jji) = 02 	 (6.15) 
where Y T[1 ..,Y], and X 	(i=l,.. . ,n) denotes the i-th row of X. 
When the conditional distributions are all normal, it is shown by 
Cliff and Ord (1981) that the joint distribution is 
Y N(Xi,o2  A 
	
(6.16) 
Where A=(I_pW) is a symmetric and positive definite matrix. (Thus W 
cannot be standardised to make row sums equal one. 	It is easy to 
show that every conditional scheme can be transformed into a 
simultaneous scheme (and vice versa); but this relation is merely a 
mathematical equivalence: so that, for example, the structure of the 
covariance matrix of the transformed model is not of the form 
A=(In_QW)T(In_pW) (nor A(I-pW)). 
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The maximum likelihood estimation for (6.16) is similar 	to 
that of the simultaneous scheme. 	The estimators of 	and a 	are 
given by (6.9) and (6.10), and the estimate P of P is obtained by a 
direct-search procedure to maximize 
ln( II (1-pX1)} -nlno2 	 (6.17) 
i=1 
where Xi (i=l,...,n) are the eigenvalues of W. Since the matrix A is 
positive definite its eigenvalues (1-fl, 	il, ... ,n, must all be 
positive. This imposes limits on the range of p . From tr(A)=n we 
have the inequality 
0 < 1 _pX 1 < n, i=l,. ..,n 
	 (6.18) 
With Xi < X2 ... <A and A1 <0 <A ... since EX=tr(W)=O, the range of p is given by 
max1
FXI 
i 	t 	 < p < minI ± , 1-n 
X n  I A1  J 
which includes 0. 	 - 
(6.19) 
The asymptotic covariance matrix of the estimators of the 




var( ,o ,p) 





From (6.13) and (6.20) it is clear that asymptotically 	are 
independent of 2 and 	for both the conditional and the 
simultaneous schemes. In particular, var=(XTAX) 1o2 	for -both 
models, with appropriate definitions of A. 
6.3.4 Results of models fitted to the district data 
From the discussion in Section 6.2 on the implications of the 
results in Table 6.1, it is reasonable to ignore the distance W and 
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concentrate on the neighbour W in subsequent analysis. 	Table 6.2 
gives the results of the spatial' models fitted at the district level 
using the neighbour W. The five models displayed are: 
the non-spatial ordinary least squares model (p=O); 
the spatial differencing model (p=l) fitted by least squares 
and using standardised W; 
the simultaneous scheme model (6.4, 6.5) with standardised W 
fitted by maximum likelihood estimation; 
the simultaneous scheme model (6.4, 6.5) with unstandardised 
W fitted by maximum likelihood estimation; 
the conditional scheme model (6.16), which requires 
unstandardised W, fitted by maximum likelihood estimation. 
Thus the non-spatial model (i) offers a baseline for comparing 
each spatial model. The form of W means that whereas  
{(iii),(iv)} and {(iv),(v)} may be compared meaningfully within each 
group, it is not quite clear how other comparisons may be 
interpreted. 
Before commenting on the results in Table 6.2 it is worthwhile 
to point out that each of (i) to (v) may be regarded, for a specified 
value of p, as the ordinary least squares regression of 	on ZX 
where 
Z=LY and Zx=LX  and LTL=A. 
Thus taking p as fixed the residuals and other aspects of the models 
may be studied via 	and Z using a standard package like MINITAB. 
For a lower triangular L we have the Cholesky decomposition, which 
was used in all the computations described here. 
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The estimated value of p is 0.529 for model (iii) with a 
standard error of 0.138; 	thus it is clear that spatial 
autocorrelation is indeed operative in the errors, but that both (i) 
p =0) and (ii) (p=l) are extremes. 	From the comments made in 
Section 6.2 one would expect c 2  and the variances of the parameter 
estimators of (i) to be overestimated and those of (ii) to be 
underestimated relative to (iii). This is borne out by the fact that 
the t-ratios are mostly inflated for (ii) and deflated for (i) 
relative to (iii). The exceptions are Sl for which the results of 
(iii) are close to those of (i) and UN for which the results for 
(iii) are closer to those for (ii). 
Concerning the parameter estimates, (ii) differs markedly from 
(i) as may be expected, and the spatial model (iii) has estimated 
parameter values which are mostly intermediate to those of (i) and 
(ii). 	The greater precision of 	for (ii) is evidently due to the 
underestimation of the variances as suggested by the evidence in 
Table 6.1. With the exception of model (i) when true, the t-ratios 
for the separate regressors in the models do not have the t- 
distribution (Upton and Finleton, 1985). 	The true distribution, 
under the hypothesis that the model fitted is the true one is not 
known. 	This causes practical difficulties in the choice of 
regressors for the spatial models. The most that is attempted is a 
crude assessment of the contribution of regressors based on the 
magnitude of the t-statistic. 
For the fitted equations based on the unstandardised W matrices 
the estimated values of p are 0.070 and 0.10 with standard errors of 
0. OM and 0.061 for models (iv) and (v) respectively. This might 
have led one to expect that the parameter estimates of (i) would be 
slightly closer to (iv) than (v) but the opposite is the case. It is 
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TABLE 6.1: 	Diagonal elements of Var(s) given by (6.3) with a 2 =1. 
Local government district analysis. 
P 	Constant 	NC 	OV 	PC 	Si 	S5 	UN 
NEIGHBOUR W 
0.0 0.93 14.45 144.04 593.74 27.67 155.70 56.72 
0.1 0.95 15.03 147.13 600.82 28.69 167.70 60.62 
0.2 0.99 16.04 152.36 619.12 30.20 185.35 66.73 
0.3 1.05 17.63 160.37 651.14 32.39 211.22 75.97 
0.4 1.15 20.07 172.25 701.61 35.55 250.00 89.98 
0.5 1.30 23.89 190.00 778.99 40.21 310.67 111.87 
0.6 1.53 30.12 217.51 899.32 47.43 412.48 148.08 
0.7 1.93 41.10 263.41 1095.47 59.50 603.76 213.79 
0.8 2.77 63.29 350.95 1444.85 82.42 1040.61 353.25 
0.9 5.59 121.19 569.50 2181.48 136.99 2542.75 753.69 
DISTANCE W 
0.0 0.93 14.45 144.04 593.74 27.67 155.70 56.72 
0.1 0.93 14.55 144.31 594.58 27.74 156.87 57.82 
0.2 0.93 14.66 144.71 596.00 27.86 158.26 59.07 
0.3 0.93 14.80 145.24 598.06 28.03 159.92 60.49 
0.4 0.94 14.95 145.94 600.82 28.25 161.89 62.11 
0.5 0.96 15.13 146.81 604.39 28.54 164.23 63.98 
0.6 0.99 15.34 147.88 608.89 28.91 167.05 66.13 
0.7 1.07 15.58 149.19 614.45 29.37 170.43 68.64 
0.8 1.33 15.84 150.77 621.30 29.93 174.53 71.57 
0.9 2.86 16.15 152.68 629.68 30.63 179.56 75.05 
TABLE 6.2: Results for spatial regression models at district level. 
OLS Standardised W 	W.  -1 Unstandardised W 
(i) (ii) (iii) (iv) (v) 
(6.4),(6.5) (6.4),(6.5) (6.4),(6.5) (6.14).(6.15) 
Model 
spatial 
non-spatial difference simultaneous simultaneous conditional 
est. 	t-ratio eat. t-ratio est. t-ratio est. 	t-ratio est. 	t-ratiô 
Constant 0.93 0.95 0.94 0.94 
NC 0.44 	1.61 1.11 4.85 0.87 3.62 0.61 	2.38 0.57 	2.22 
OV 0.59 0.69 1.29 1.63 0.83 1.00 0.69 0.86 0.66 0.82 
PC -2.97 	-1.70 -4.92 -3.52 -4.15 -2.77 -3.31 	-2.09 -3.22 	-2.01 
Si -0.85 -2.26 -0.66 -1.82 -0.85 -2.43 -0.88 -2.45 -0.87 -2.43 
S5 -0.54 	-0.60 -2.31 -2.21 -1.29 -1.40 -0.60 	-0.70 -0.57 	-0.67 
UN 0.69 1.28 -0.10 -0.17 -0.07 -0.12 0.24 0.45 0.34 0.64 
or p-0 p-i p-0.53 p-0.07 -0. 10 
SE 	() 0.013 0.037 0.061 
124. 
noticeable that the point estimates are very similar for models (i), 
(iv) and (v). 
In comparing the parameter estimates of the non-spatial model 
(1) to those of the spatial models, the most striking difference 
concerns the coefficients of UN. 	The coefficients of UN are 
essentially zero in the spatial models. It may be recalled that the 
regression of SMR on UN was the forward selection best subset in the 
non-spatial ordinary least squares model, and it was noted in Chapter 
5 that the residuals of that model showed no spatial pattern. Linking 
these with the results here it may be observed that (1) if UN alone 
is used as a regressor, then spatial modelling does not appear to be 
necessary, and (2) if a spatial model is adopted then UN does not 
appear to contribute appreciably to the variation of SMR. Do these 
findings suggest that given the district data the ultimate choice of 
a model is between a non-spatial model of SMR on UN alone and a 
spatial model of SMR regressed on other variables not including UN? 
In the absence of a clear mode of proceeding in the choice of 
regressors a backward elimination scheme similar to those used in 
Chapter 3 with a cut off point of t-ratio of 2 was employed. This 
led to the models given in Table 6.3. 	(The spatial differencing 
model is not considered here.) In order to save time these subset 
models were derived with p fixed at the values obtained for the full 
models. 	It is not claimed that this procedure is optimal in any 
sense. The selected subset variables were (NC, PC, Sl} for all the 
models, thus giving a set consistent with the backward elimination 
subset of the non-spatial model (i.e. (i) in Table 6.3). From Table 
6.3 the estimated parameters for (, and (IV) are almost identical 
and very close to the estimates of (i). 	However, the estimates of 
























TABLE 6.3: Best subset regression of the spatial models at district level. 
Ci) p=0 
Non spatial linear regression 
SMR = 0.94 	+ 	0.77 NC 	- 	4.1 PC 	- 0.93 Si 
(6.19) (-2.7) (-2.7) 
P =0.52 
Simultaneous scheme using standardised W. 
SMR = 0.92 	+ 	0.87 NC 	- 4.7 PC 	- 0.73 Si 
(6.05) (-3.24) (-2.49) 
P=0.07 
Simultaneous scheme with unstandardised W. 
SMR = 0.94 	+ 	0.77 NC 	- 4.0 PC 	- 0.87 Si 
(5.50) (-2.68) (-2,54) 
(iv) P0.iO 
Conditional scheme (unstandardised W) 
SMR = 0.94 	+ 	0.77 NC 	- 4.0 PC 	- 	0,88 Si 
(5.58) (-2.65) (-2.54) 
TABLE 6.4: Ordinary least squares and simultaneous spatial models (6.4) 
(6.5) fitted to the postcode sectors in Glasgow city and 
Edinburgh city. 
EDINBURGH CITY 
OLS 	 Spatial 
(Table 3.9) 	p=-0.30 
est. t-ratio 	est. t-ratio 
GLASGOW CITY 
OLS 	 Spatial 
(Table 3.10) 	=0.24 
est. t-ratio 	est. t-ratio 
Full models 
Constant 0.81 
NC 0.30 1.71 
OV -3.51 -2.87 
PC -0.73 -1.00 
Si -0.50 -1.97 
S5 0.60 0.77 




OV -0.30 -3.60 
PC 
Si -0.73 -3.20 
S5 

















(iv) and (v) to the non-spatial model suggests that these models have 
not correctly captured the spatial structure indicated by the 
significant Moran tests on the ordinary least squares residuals of 
regression. Therefore the spatial models based on the unstandardised 
W are dropped from subsequent discussions. 
The residuals of the spatial model (iii) of Table 6.3 are now 
briefly examined for outliers. 	The outlying districts are Wigtown 
and Caithness. 	These two districts together with Dundee were 
outlying in corresponding ordinary least squares model as well. But 
now Dundee is not outlying. 	This appears to vindicate the 
conjectures made in Chapter 3 when commenting on the deviant residual 
of Dundee in the ordinary least squares model: 	that appropriate 
spatial modelling might help to explain the deviant residual of 
Dundee in the non-spatial regression model. 
A relevant question to ask is whether the residuals of the 
spatial models exhibit spatial autocorrelation. If they do not, then 
we could rest satisfied with the spatial model adopted; if they do, 
then we still have to work out suitable spatial models. 
Unfortunately, the standard tests discussed in Chapter 4 and applied 
in Chapter 5 cease to be valid. 	There is no acceptable mode for 
testing residuals of spatial models for spatial autocorrelation. 
6.4 Spatial modelling at the Postcode sector level 
Spatial modelling at the sector level was hampered by 
limitations on time and computing resources due to the large data 
size. None of the computers available was able to cope with the 
storage and manipulations of 829x829 matrices required by the maximum 
likelihood estimation procedures. The problem is not as formidable as 
it looks. If a way could be devised to obtain the eigenvalues of the 
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sparse W matrix, then 	the ML estimation of simultaneous scheme 
could be fitted by GLIM (via the use of the 829x11 NBH matrix defined 
in Section 5.2) along the the lines of the procedure outlined in 
section 6.5. 	However, the brief amount of work reported here was 
restricted to the fitting of the simultaneous model (6.4, 6.5) 	wih 
standardised weights to the data for Glasgow and Edinburgh. 
The results of this work are given in Table 6.4. The estimated 
values of p are 0.24 for Glasgow and -0.30 for Edinburgh. The 
negative value of p for the Edinburgh data is a new feature which is 
not in accord with values of 	so far obtained. 	Therefore I went 
back to perform tests on the residuals of the ordinary least squares 
regression and obtained a standardised Moran statistic of 1.36 for 
Glasgow and -0.78 for Edinburgh. 	Thus the negative value of the 
spatial parameter in Edinburgh should not surprise; 	yet, it 
confronts us with the problem of interpreting negative spatial 
autocorrelation in the context of mortality and deprivation rates. 
Examination of the parameter estimates in Table 6.4 shows that 
UN is a dominating variable in all the models. 	For this variable 
there is little difference in point estimates and standard errors 
between the spatial and non-spatial models. The differences between 
the two types of models are well reflected in the selected subset 
equations of Table 6.4. The essence of these results is that there 
is uncertainty of choice of regressors (with the exception of UN, and 
possibly OV for Glasgow) in the models for the two cities. 
The results for Glasgow and Edinburgh demonstrate that the data 
at the sector level may be expected to show different spatial 
characteristics at different places. 	To fit a national spatial 
model, if it were possible, will effectively smooth out these local 
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differences. Therefore, it may be questioned if the national spatial 
model will be of use to the CSA.-ICD project. 
6.5 	Concluding remarks 
The strategy 	described in this chapter was to fit spatial 
regression models with errors modelled according to the 
autoregressive process. 	The study has been very limited in that a 
whole range of schemes, like the moving average process (Haining, 
1978) and the autoregressive moving average (AR1'IA) process (Bennett, 
1979), have not been investigated. Further, it cannot be claimed 
that modelling the errors rather than the variables is a better 
approach; 	nor that the modelling of A (6.4) rather than the 
covariance matrix V=A 	by V1 P(ed1 ) as was done by Cook and 
Pocock (1983), is anything but an arbitrary and convenient choice. 
Therefore this chapter does not exhaust all that could have been 
attempted on the identification and estimation of spatial models. 
6.5 	Appendix: Fitting spatial models to large data sets 
A way of fitting a national spatial model to the postcode 
sector data is to modify the spatial differencing model of Section 
6.3.1 by a procedure which imitates the method of constrained least 
squares. Consider (6.6) which may be rewritten as 
(6.21) 
Now (6.7) 	could be fitted by least squares with the constraints 
X=P3. The suggested approach is to fit (6.21) by least squares with 
P successively fixed in (I_pW) as p, and then estimate P as the 
coefficient of WY. The estimated value of p conditional upon p*  that 
is closest to 	is then taken to be the estimate of p for (6.21). 
The steps are as follows: 
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Put p*=_l, or to a suitable starting value. 
Let Z= i3wY and Z=(I- P*W)X. 
Fit the model Y=aZy+Zi3+s by OLS where EN(O,a2 In 
Increase p* appropriately. 
Repeat (ii) to (iv) until p reaches its maximum value of 1. 
The required value of 	is that which corresponds to &=l. 	If, as is 
likely, a is not exactly equal to 1 a narrower grid for 	in the 
vicinity of the a closest to 1 should be used with the above 
iterative scheme. The GLIM commands for fitting this model are given 
in the appendix. 
It is not clear whether this method is equivalent to 
constrained least squares estimation. When the method was applied to 
the district data it yielded p=0.431, and the fitted equation in 
unconditional form is 
SMP. = 0.54+0.80NC+0.770V-3.09PC-0.87S1+l.12S5+0.04UN 
(6.71) (1.06)(-2.37) (2.20) (1.12) (0.05) 
This equation is similar to (iii) of Table 6.2. It might, therefore, 
be reasonable to consider using the procedure as a convenient means 
of estimating a national spatial model at the sector level. 	When 
this is done the following equation is obtained. 
SMR = 0.81+0. 44NC+0 . l8OV-O . 41PC-0 . 08S1+0 . 06S5+0 . 44UN 
(6.71) (1.06)(-1.68)(--0.91) (0.50) (5.23) 
The estimated value of P is 0.5225. This spatial regression equation 
may be compared to the non-spatial model based on 823 observations (6 
island postcode sectors are deleted) and given by 
SMR = 0.81+0.40NC+0.120V_0.70PC-0.24S1+0.11S5+0.65UN 
(7.62) (0.81)(-3.07)(-3.05) (0.91) (5.13) 
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CHAPTER 7 	CONCLUSIONS AND FURTHER WORK 
7.1 	Introduction 
This thesis has attempted to deal with issues involved in the 
regression analysis of mortality data on deprivation variables. 	The 
study concentrated on the issues that arise from the geography of 
Scotland. These are the irregular and unequal sizes of the study units, 
and the phemonena of spatial autocorrelation. It has not been possible 
to deal with all modelling alternatives. 
7.2 	Non-spatial regression 
The district level application of the intermediate weighting 
methods of Breslow and Pocock et al. (section 3.4.3) produced 
results closer to the unweighted than the Poisson weighted 
regression. 	This might be interpreted to mean that the need 
for weighting is not very great at this level. Although the 
districts vary appreciably in size, the small districts are 
nonetheless large enough to provide estimates with good 
precision. 	The results of these two methods were almost 
identical. 	Usually, the method of Breslow gave a lower 
sampling component of variance. 
At the district level the population weighted and the Poisson 
sampling weighted regression models gave results which were 
similar (section 3.2). 
The brief work on transformation of SMR gave no evidence for 
preferring the log transformation to the identity 
transformation used in this study (section 3.4.1). 
At the postcode sector level the results of the intermediate 
weighting models gave results that differed from the OLS model. 
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The sampling component of variation here was 60Z (compared to 
about 40% at the, district level). 	Thus, weighting is more 
relevant at the sector level than at the district level. 
The results of both the weighted and unweighted analyses 
indicated that the variable S5 did not contribute significantly 
to the explanation of mortality variation at the two levels of 
analysis. 	Thus it appears that a single social class measure 
is enough for this kind of study. Despite its strong marginal 
relation with SMR, the variable OV was very weak in the 
multiple regression models. 	Only the weighted regression 
equation at the sector level retained OV in the best subset 
model. From all these, it was concluded in Chapter 3 (section 
3.8) that the important regressors at both levels are UN, NC, 
Si and PC. 
The studies restricted to the regions and the cities at the 
postcode sector level indicated that the multiple regression 
models fitted the urban areas better than the rural areas 
(sections 3.7). 	The male unemployment variable was the most 
(and at times the only) significant regressor in these 
regression models. 
7.3 	Spatial autocorrelation 
(i) 
	
	The results of the simulation studies (section 4.6) indicated 
that the use of the asymptotic normality for the distribution 
of the spatial autocorrelation tests was reasonable. 	The 
normal curves were within the 95% Monte Carlo confidence region 
for the true distribution except for the very extreme tails of 
the distribution for Moran's I. From the study it was seen 
that, given the W matrices used, the I statistic has a slight 
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tendency to exaggerate the evidence for positive 
autocorrelation. 
The results of the spatial autocorrelation tests at the sector 
level gave very strong evidence of positive autocorrelation in 
the variables and the residuals of the regression models 
(section 5.6.1 and 5.7). 
At the district level the picture is not consistent (section 
5.5.2). Evidence of positive autocorrelation was indicated in 
SMR and UN; no significant autocorrelation was found in PC, Si 
and S5 when the neighbour W was used for the tests. There was 
conflicting evidence concerning NC and OV. 
The results of the C tests based on distance W contradicted the 
others. In the latter part of section 5.5.2, this controversy 
was investigated. 	The finding was that the geographical 
configuration of the districts introduced a correlation between 
W.. and 4 which gave rise to the anomalous results reported. 
The effects of this kind of correlation have not been reported 
before. 
The tests for autocorrelation in the residuals of the 
regression models were based on Moran's I. 	The results 
(section 5.5.3) appear to suggest that the presence of UN in 
the models tends to eliminate spatial dependency in the 
residuals. 	These results were confirmed by the Monte Carlo 
studies. 
All the spatial tests performed indicated that there was very 
little difference between results based on the normality and 
randomisation assumptions (sections 4.3, 4.4 and 5.5.2). 
The results of the limited study reported in section 5.10 
showed that the way the distance W was defined for this study 
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was quite reasonable. The disagreement between the empirical 
results presented and the conjectures made before may just be a 
reflection of the extent of departure of the study region from 
regularity. 
7.4 	Spatial regression models 
The simulation results presented in section 6.2 indicated that 
the neighbour W was more relevant than the distance W in 
exploring spatial models of regression. The reason for this is 
that the estimates of the covariance matrix of OLS estimators 
of the regression parameters are less biased for distance W 
than neighbour W if the true errors follow an autoregressive 
process. 
The results for the spatial regression models at the district 
level (section 6.3.4) gave clear confirmation to the test 
results of Chapter 5. All the equations fitted produced 
significant estimates of p, the spatial parameter. 	The most 
striking difference between the spatial and the non-spatial 
equations concerned the variable UN, which was not significant 
in the spatial models. This led to the observation that the 
final choice of a model at the district level is between a non-
spatial OLS regression of SMR on UN and a spatial regression of 
SMR on a set of regressors not including UN. This set is 
(NC,Sl,PC). However, the choice between the various spatial 
regressions of SMR on (NC,PC,Sl) is not easy. The simultaneous 
scheme with standardised W may be recommended. For this model 
the spatial parameter p is easily interpreted by comparing it 
to its maximum possible value of one. By contrast the limits 
134. 
of p in the conditional scheme (section 6.3.3) are dependent on 
the particular W matrix used. 
The results for the national spatial model fitted at the sector 
level also confirmed that positive spatial • autocorrelation is 
operative in the errors (section 6.5.2). 	The results here 
cannot be too readily accepted because of the unorthodox 
computing procedure used to estimate the model. 	The 
application of this procedure to the district data produced 
results that appear to commend it. 
(iv) 
	
	The spatial models fitted to the sectors in Glasgow and 
Edinburgh indicated that the value of the spatial parameter 
differed from place to place at the sector level (section 6.4). 
The negative value of the spatial parameter for Edinburgh city 
raises problems of interpretation. The usual interpretation of 
negative autocorrelation as depicting competition is clearly 
not appropriate here. 	However, if an important variable had 
not been included in the model, then in essence, it has been 
added to the error. 	If such an unseen variable is negatively 
autocorrelated, then it may account for the result. 	On the 
other hand, perhaps the negative autocorrelation has arisen 
from 'overfitting'. 	Thus, the spatially autocorrelated 
regressors may over-explain the autocorrelation in the SMR. 
This latter explanation, however, is less credible because 
negatively autocorrelated residuals should have emerged in 
Glasgow, or indeed in Scotland as a whole, if it were so. 
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7.5 	Future work 
The techniques used in this study may be applied to data on 
other geographical levels of aggregation. 	A possibility I 
envisage is the postcode 	 district level, which is 
intermediate to the two levels considered in this thesis. 
The problem of fitting the simultaneous scheme of the 
autoregressive model to the postcode sector data was found to 
reduce to the determination of the eigenvalues (or the 
determinant) of the large but sparse neighbour W. Further work 
will include the development of approximate solutions to this 
problem as well as exploration of alternative approaches to the 
problem. For regular lattice data, approximate solutions have 
been suggested by Whittle (1954) and Ord (1975). 	One-sided 
schemes have been suggested (Tjstheim, 1978) which define W as 
Wij=o, 	i<j 
In this case the determinant of 	 is identically one 
because each site depends on only the sites in the previous 
rows of W and the matrix becomes triangular. 	Such a 
specification appears to be unsuitable for this study because 
the entries in W reflect common effects (see section 4.4), and 
W must be symmetric, or nearly so. 	The one-sided schemes are 
similar in spirit to the 'coding' schemes (Besag, 1974, 1977; 
Besag and Moran, 1975; 	Ripley 1981). In the coding schemes 
part of the data are taken as a conditioning set and the 
remainder are then conditionally independent so that the model 
is fitted by least squares; 	but as Ripley pointed out these 
schemes are wasteful of data. 
If spatial modelling is to be complete then there is the need 
for derivation of the distribution of the parameter estimates 
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and their t-ratios, and also the need to develop methodology 
for testing the residuals of the spatial regression models for 
evidence of spatial autocorrelation. Since the present spatial 
regression techniques cannot be fully applied to large data 
sets, there is a need for small sample techniques to replace 
the asymptotic results used in this study. 
(iv) The spatial models were restricted to the use of the 
autoregressive schemes to model the errors. Analysis of other 
data sets may indicate that some other kinds of spatial 
processes, like the moving average process, are more 
appropriate. Obviously, the use of empirical models for the 
errors is far easier than to use spectral functional 
techniques. But a possible area of further work is on how to 
use spectral functional techniques to model data on an 
irregular lattice. 	This brings us to the final area of 
research potential: 	the use of spatio-temporal models for 
mortality data on irregular lattice. There is relatively little 
work done in this area; the development so far has often been 





APPENDIX 1A: The neighbourhood listing of local government districts in 
Scotland (see Figure 5.1 and Section 5.3). 
No. District Al A2 A3 A4 A5 A6 A7 A8 A9 AlO All 
1 Berwickshire 2 3 28 0 0 0 0 0 0 0 0 
2 Ettrick & L. 1 3 4 8 28 30 0 0 0 0 0 
3 Roxburgh 1 2 8 0 0 0 0 0 0 0 0 
4 Tweeddale 2 8 29 30 46 31 0 0 0 0 0 
5 Clackmannan 6 7 12 53 0 0 0 0 0 0 0 
6 Falkirk 5 7 12 31 35 47 0 0 0 0 0 
7 Stirling 5 6 32 33 34 35 38 50 53 0 0 
8 Annandale & Esk 2 3 4 9 46 0 0 0 0 0 0 
9 Nithsdale 8 10 36 46 0 0 0 0 0 0 0 
10 Stewartry 9 11 36 45 0 0 0 0 0 0 0 
llWigtown 10 45 0 0 0 0 0 0 0 0 0 
12 Dunfermline 5 6 13 29 53 0 0 0 0 0 0 
13 Kirkcaldy 12 53 14 0 0 0 0 0 0 0 0 
14 N.E. 	Fife 13 52 53 0 0 0 0 0 0 0 0 
15 Aberdeen 17 18 0 0 0 0 0 0 0 0 0 
16 Banff & B. 17 19 0 0 0 0 0 0 0 0 0 
17 Gordon 15 16 18 19 0 0 0 0 0 0 0 
18 Kircardine 15 17 19 20 51 53 0 0 0 0 0 
19 Moray 16 17 18 20 24 0 0 0 0 0 0 
20 Badenoch 18 19 22 23 24 53 0 0 0 0 0 
21 Caithness 27 0 0 0 0 0 0 0 0 0 0 
22 Inverness 20 23 24 25 26 0 0 0 0 0 0 
23 Lochaber 20 22 26 32 53 0 0 0 0 0 0 
24 Nairn 19 20 22 0 0 0 0 0 0 0 0 
25 Ross *& Cr. 22 26 27 0 0 0 0 0 0 0 0 
26 Skye & Loc. 22 23 25 0 0 0 0 0 0 0 0 
27 Sutherland 21 25 0 0 0 0 0 0 0 0 0 
28 E. Lothian 1 2 29 30 0 0 0 0 0 0 0 
29 Edinburgh 4 12 28 30 31 0 0 0 0 0 0 
30 Midlothian 2 4 28 29 0 0 0 0 0 0 0 
31 W. Lothian 6 29 4 46 47 48 0 0 0 0 0 
32 Argyll & Bute 7 23 38 53 0 0 0 0 0 0 0 
33 Bearsden 7 34 41 50 0 0 0 0 0 0 0 
34 Clydebank 7 33 38 41 49 0 0 0 0 0 0 
35 Cumbernauld 6 7 47 50 0 0 0 0 0 0 0 
36 Cuxnnock DV 9 10 39 44 45 46 0 0 0 0 0 
37 Cunninghame 43 44 45 49 0 0 0 0 0 0 0 
38 Dumberton 7 32 34 49 0 0 0 0 0 0 0 
39 E. Kilbride 36 40 41 42 44 46. 0 0 0 0 0 
40 Eastwood 39 41 44 49 0 0 0 0 0 0 0 
41 Glasgow 33 34 39 40 42 47 48 49 50 0 0 
42 Hamilton 39 41 46 48 0 0 0 0 0 0 0 
43 Inverclyde 37 49 0 0 0 0 0 0 0 0 0 
44 Kilmarnock 36 37 39 40 45 49 0 0 0 0 0 
45 Kyle & C. 10 11 36 37 44 0 0 0 0 0 0 
46 Clydesdale 4 8 9 31 36 39 42 48 0 0 0 
47 Monklands 6 31 35 41 48 50 0 0 0 0 0 
48 Motherwell 31 41 42 46 47 0 0 0 0 0 0 
49 Renfrew 34 37 38 40 41 43 44 0 0 0 0 
50 Strathkelvin 7 33 35 41 47 0 0 0 0 0 0 
51 Angus 18 52 53 0 0 0 0 0 0 0 0 
52 Dundee 14 51 53 0 0 0 0 0 0 0 0 
53 Perth & K. 5 7 12 13 14 18 20 23 32 51 52 
54 Orkney 0 0 0 0 0 0 0 0 0 0 0 
55 Shetlands 0 0 0 0 0 0 0 0 0 0 0 
56 Western Isles 0 0 0 0 0 0 0 0 0 0 0 
APPENDIX 13: 
The neighbourhood listing of postcode sectors in Scotland. 
Columns Al to AiB denote the neighbours. 'P' denotes part sector. 
No. Sector 	Al 	A2 A3 A4 AS A6 A7 AS A9 A10 All Al2 A13 A14 A15 •A16 A17 AlB 
1 TD2.6P 2 19 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 TD3.6P 	1 19 21 	3 20 4 5 4 31 32 0 0 0 0 0 0 0 0 
3 TD4.8P 20 21 	2 0 0 0 	0 	0 0 0 	0 0 0 0 	0 	0 	0 0 
4 TD5.7P 	5 7 32 31 	2 0 0 0 0 0 0 0 0 0 0 0 0 0 
51010.8 2 4 7 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 T011.3P 2 5 7 10 9 8 463 462 19 0 0 0 0 0 0 0 0 0 
7 1012.4 	5 4 32 33 10 6 0 0 0 0 0 0 0 0 0 0 0 0 
8 1013.5P 6 9 463 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
9 1014.5 	8 6 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 1015.1 6 9 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
12 EH37.5P 13 19 565 566 559 0 0 0 0 0 0 0 0 0 0 0 0 0 
13 EH38. 5P 	12 565 566 559 44 	17 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
14 EH43.6P 49 43 18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
15 EH44.6P 44 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
16 TD1.1 	49 18 17 44 43 0 0 0 0 0 0 0 0 0 0 0 0 0 
17 101.2 16 18 24 21 19 13 44 0 0 0 0 0 0 0 0 0 0 0 
18 TD1.3P 49 14 43 27 26 24 17 14 0 0 0 0 0 0 0 0 0 0 
19 102. 6P 	17 	21 	1 	2 	6 462 454 460 	12 565 566 	0 	0 	0 	0 	0 	0 	0 
20 TD3.6P 3 21 22 31 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
21 T04.8P 24 22 20 3 2 1 19 17 0 0 0 0 0 0 0 0 0 0 
22 105. 7P 	24 	32 31 	20 21 	23 25 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
23 T05. BR 33 32 22 25 35 34 	0 0 0 0 0 0 0 0 0 0 0 0 
24 TD6.8P 37 35 34 25 22 32 21 17 18 26 36 0 0 0 0 0 0 0 
25 T06.0 	22 23 33 35 34 24 32 0 0 0 0 0 0 0 0 0 0 0 
26 107.4 36 37 24 18 27 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 1D7. SP 	28 	36 26 	18 	43 	44 	15 	46 	48 128 126 120 	0 	0 	0 	0 	0 	0 
28 1D9.7P 27126 38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
29 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
30 0014.OP 39 127 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
31 103.6P 32 22 20 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
32 105. 7P 	33 	7 	4 	2 31 	22 24 25 23 	0 	0 	0 	0 	0 	0 	0 	0 	0 
33 TD5.8P 7 32 23 25 04 35 0 0 0 0 0 0 0 0 0 0 0 0 
34 106.9P 	35 33 23 25 24 	0 	0 0 0 	0 0 0 0 	0 0 0 	0 	0 
35108.6 33 23 25 34 24 37 0 0 0 0 0 0 0 0 0 0 0 0 
36 1D9. 7P 	128 39 38 37 24 28 27 28 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
37 1D9.8 35 24 28 38 38 39 0 0 0 0 0 0 0 0 0 0 0 0 
38 109.9 	37 38 39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
39 1D9.OP 37 38 38 126 129 00 127 0 0 0 0 0 0 0 0 0 0 0 
40 SHIPPIN 0 0 0 0 0 	0 0 0 	0 0 0 0 0 0 0 	0 	0 0 
41 EH26. BR 42 47 587 562 563 0 	0 	0 0 	0 	0 	0 	0 	0 	0 0 0 	0 
42 EH26.9P 41 47563 0 0 0 0 0 0 0 0 0 0 0 0 	0 	0 0 
43 EH43.6P 27 18 14 49 16 44 0 0 0 0 0 0 0 0 0 0 0 0 
44 EH44. 6P 27 	15 43 	18 	17 	13 559 45 46 	0 	0 	0 	0 	0 	0 	0 	0 	0 
45 EH45. 8 	44 559 562 47 48 48 	0 	0 	0 0 0 0 0 0 0 0 0 0 
46 EH45.9 27 44 45 48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
47 EH46. 7P 48 45 562 587 41 	42 583 524 569 980 993 	0 	0 	0 	0 	0 	0 	0 
48 NL12. 6P 27 46 45 47 983 993 120 128 	0 	0 	0 0 0 0 0 0 0 0 
49 TD1.3P 	14 18 18 43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
50 SHIPPIN 0 0 0 	0 0 0 0 	0 0 0 	0 	0 0 0 0 	0 0 0 
51 FK7.7P 93 53 54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
52 FK9.5P 101 57 0 	0 0 0 0 0 0 0 	0 	0 0 0 0 0 	0 0 
53 F10.1 	51 93 85 73 56 55 54 0 0 0 0 0 0 0 0 0 0 0 
54 F10.2 53 51 93101 57 55 0 0 0 0 0 0 0 0 0 0 0 0 
55 FK10-.3P- 53 54 	57 	58- 59 - 60 189 - 56 - 172 171 	0 	0 	0 	0 	0 	0 	0 	0 
56 FK10.4P 55 171 172 73 85 53 0 0 0 0 0 0 0 0 0 0 0 0 
57 F11.7 52 101 54 55 58 103 0 0 0 0 0 0 0 0 0 0 0 0 
58 FK12. 5 	57 	55 	59 1150 1175 103 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
59 E1U3.6 58 55 801153 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
60 FK14.7P 	61 1161 1153 	59 	55 171 189 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
61 KY13.7P 60 1153 1161 0 0 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
62 SHIPPIN 0 0 0 0 0 0 0 0 0 0 	0 0 0 0 0 	0 0 	0 
63 EH49.6P 64 75 579 580 0 0 	0 0 0 0 0 0 0 0 0 0 0 0 
64 EH49. 7P 65 66 75 63 579 580 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
65 EH51.9 64 580 66 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
66 EH51.0 65 64 75 77 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
67 F1.1 	71 68 74 72 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
68 FK1.2P 75 74 67 71 69 996 591 577 590 578 0 0 	0 0 0 0 	0 	0 
69 FKl. 3P 	68 71 	70 80 996 1009 667 675 	0 	0 	0 	0 0 	0 	0 	0 0 0 
70 FJk1.4 71 72 81 90 69 0 0 0 0 0 0 0 0 0 0 0 0 0 
71 F1.5 	70 69 68 67 72 0 0 0 0 0 0 0 0 0 0 0 0 0 
72 FK2. 7 73 76 74 67 71 	70 81 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
73 F2. BP 	82 81 	72 76 94 89 93 85 53 56 172 0 0 0 0 0 0 0 
74 F2.9 75 76 72 67 68 0 0 0 0 0 0 0 0 0 0 0 0 0 
75 E2. 0 	74 68 578 579 60 84 66 77 78 76 	0 	0 	0 	0 	0 	0 	0 	0 
76 F3.8 73 72 74 75 78 77 0 0 0 0 0 0 0 0 0 0 0 0 
77 F3.9 	76 78 66 75 0 	0 	0 0 0 	0 0 0 	0 	0 0 	0 	0 0 
78 FK3.0 76 75 77 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
138. 
139. 
79 FK4. 1 83 672 678 688 80 87 81 82 84 0 0 0 0 0 0 0 0 	0 
80 FK4. 2P 79 87 678 675 86 69 70 81 82 668 0 0 0 0 0 0 0 0 
81 FK5.3 80 70 72 73 82 79 0 0 0 0 0 0 0 0 0 0 0 	0 
82 FK5. 4P 94 73 89 90 84 92 83 79 80 81 0 0 0 0 0 0 0 0 
83 FK6. SF 79 82 84 91 669 672 0 0 0 0 0 0 0 0 0 0 0 	0 
84 FK6.6P 83 79 82 94 92 95 91 0 0 0 0 0 0 0 0 0 0 0 
85 FK7. 7F 89 73 56 53 93 0 0 0 0 0 0 0 0 0 0 0 0 	0 
86 087.3P 00 675 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
87 068. OP 678 79 80 668 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
88 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
89 FK2. 8P 73 85 93 94 82 0 0 0 0 0 0 0 0 0 0 0 0 	0 
90 FK5.4P 82 94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
91 FK6.5P 112 672 669 83 84 95 0 0 0 0 0 0 0 0 0 0 0 	0 
92 FK6.6P 94 95 84 82 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
93 FK7. 7P 101 100 97 90 96 94 89 73 85 53 51 54 0 0 0 0 0 	0 
94 FK7. 8 73 96 95 92 84 82 90 89 93 0 0 0 0 0 0 0 0 0 
95 FK7.9 91112 99 98 96 94 92 84 0 0 0 0 0 0 0 0 0 	0 
96 FK7.0 95 94 93 97 98 0 0 0 0 0 0 0 0 0 0 0 0 0 
97 FK8.1 99 96 93 100 99 0 0 0 0 0 0 0 0 0 0 0 0 	0 
98 F8.2 97 99 95 96 93 0 0 0 0 0 0 0 0 0 0 0 0 0 
99 FK8.3 100 104 105 107 737 112 95 98 97 0 0 0 0 0 0 0 0 	0 
100 FK9.4 99 97 93 101 102 103 104 0 0 0 0 0 0 0 0 0 0 0 
101 FK9. SF 93 54 57 52 103 100 0 0 0 0 0 0 0 0 0 0 0 	0 
102 FK15.9P 1154 104 100 103 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
103 FKI5.OP 100 101 57 58 1175 1155 1154 102 0 0 0 0 0 0 0 0 0 	0 
104 FK16.6 100 102 1154 1177 105 99 0 0 0 0 0 0 0 0 0 0 0 0 
105 FK17.8 99 104 1177 106 107 0 0 0 0 0 0 0 0 0 0 0 0 	0 
106 FK18.8 107 105 1177 1156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
107 FK19.8P 99 105 106 1177 1156 108 737 0 0 0 0 0 0 0 0 0 0 	0 
108 FK20.8P 107 1156 1177 109 615 594 611 610 604 113 1188 737 0 0 0 0 0 0 
109 FK21.8P 108 1177 1157 1188 1180 0 0 0 0 0 0 0 0 0 0 0 0 	0 
110 862.8P 111 652 653 1079 1084 0 0 0 0 0 0 0 0 0 0 0 0 0 
111 063.9P 110 1084 112 114 115 734 685 652 654 0 0 0 0 0 0 0 0 	0 
112 063.OP 737 738 731 114 115 111 1084 1079 1085 671 672 91 95 99 0 0 0 0 
113 083.7P 737 108 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
114 883.8P 112 738 739 115 111 0 0 0 0 0 0 0 0 0 0 0 0 0 
115 083..9P 114 112 111 734 739 0 0 0 0 0 0 0 0 0 0 0 0 	0 
116 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
117 CA6.5 125 123 127 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
118 D01.3P 133 134 142 121 119 0 0 0 0 0 0 0 0 0 0 0 0 0 
119 D01.4P 118 134 143 124 121 0 0 0 0 0 0 0 0 0 0 0 0 	0 
120 D010.9P 993 131 133 121 122 126 27. 128 48 982 0 0 0 0 0 0 0 0 
121 D011. IF 122 123 124 119 118 133 142 120 0 0 0 0 0 0 0 0 0 	0 
122 0811.2 120 121 123 126 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
123 0811.3 122 121 124 125 117 127 126 0 0 0 0 0 0 0 0 0 0 	0 
124 0012. SF 125 123 121 119 134 143 0 0 0 0 0 0 0 0 0 0 0 0 
125 0012.6 117 123 124 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
126 0013.0 39 129 36 28 27 120 122 123 127 0 0 0 0 0 0 0 0 0 
127 0014.OP 30 39 126 123 117 0 0 0 0 0 0 0 0 0 0 0 0 	0 
128 TD7.5P 120 48 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
129 TD9.OF 128 39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
130 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
131 DCI. 1 132 133 120 140 993 138 0 0 0 0 0 0 0 0 0 0 0 	0 
132 D01.2 131 138 137 135 134 133 0 0 0 0 0 0 0 0 0 0 0 0 
133 D01.3P 132 134 118 121 142 120 131 0 0 0 0 0 0 0 0 0 0 	0 
134 D01.4P 143 124 119 119 133 132 135 138 0 0 0 0 0 0. 0 0 0 0 
135 002. 7 136 134 132 138 137 0 0 0 0 0 0 0 0 0 0 0 0 	0 
136 D02.8P 134 135 137 147 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
137 D02. 9P 136 135 132 138 149 148 147 0 0 0 0 0 0 0 0 0 0 	0 
138 002. OP 137 132 131 140 139 149 148 155 135 0 0 0 0 0 0 0 0 0 
138 D03.4F 155 150 138 140 141 692 149 0 0 0 0 0 0 0 0 0 0 	0 
140 003. 5 131 139 138 141 145 993 0 0 0 0 0 0 0 0 0 0 0 0 
141 004.6F 140 139 692 144 691 992 993 145 601 0 0 0 0 0 0 0 0 	0 
142 DQ1I.IP 133 121 118 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
143 D012.5P 124 119 134 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
144 KA18.4P 141 692 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
145 ML12.8P 993 140 141 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
148 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
147 D02.BP 136 137 148 155 151 0 0 0 0 0 0 0 0 0 0 0 0 	0 
148 D02.9P 147 137 139 149 155 0 0 0 0 0 0 0 0 0 0 0 0 0 
149 D02.OP 155 137 138 139 148 0 0 0 0 0 0 0 0 0 0 0 0 	0 
150 D03.4P 155 139 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
151 005.4 147 155 153 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
152 006.4 153 154 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
153 007.1 152 154 155 151 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
154 D07.2P 152 153 155 159 161 158 160 0 0 0 0 0 0 0 0 0 0 0 
155 007.3F 154 153 151 147 148 149 138 139 150 692 688 682 964 158 957 160 159 	0 
156 KA6.7P 155 964 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
157 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
158 007.2F 161 154 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
159 D07.3P 154 155 160 161 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
180 D08.6P 161 154 159 155 957 980 169 164 163 0 0 0 0 0 0 0 0 0 
161 008.7 158 154 159 160 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
140. 
162 088.8 163 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
163 088.9 162 164 160 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
164 088.OP 163 160 980 958 166 0 0 0 0 0 0 0 0 0 0 0 	0 
165 089.7 166 168 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
166 009.8 165 168 167 164 958 980 0 0 0 0 0 0 0 0 0 0 	0 
167 009.9 166 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
168 009.0 166 165 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
169 KA26.OP 160 980 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
170 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
171 FK10.3P 172 188 189 60 55 56 0 0 0 0 0 0 0 0 0 0 0 
172 FKIO.4P 56 55 171 188 73 189 0 0 0 0 0 0 0 0 0 0 	0 
173 FK14.7P 11531161 191 189 0 0 0 0 0 0 0 0 0 0 0 0 0 
174 KY2. SP 175 176 197 200 0 0 0 0 0 0 0 0 0 0 0 0 	0 
175 KY3.OP 200 197 174 176 186 0 0 0 0 0 0 0 0 0 0 0 0 
176 KV4.8 175 174 197 180 179 178 177 190 186 0 0 0 0 0 0 0 	0 
177 KY4.9 176 178 190 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
178 KY4.OP 177 176 179 1161 190 1158 0 0 0 0 0 0 0 0 0 0 	0 
179 KY5.8P 176 180 202 201 1159 1161 1158 178 0 0 0 0 0 0 0 0 0 
180 KY5. 9 179 176 197 181 202 0 0 0 0 0 0 0 0 0 0 0 	0 
181 KY5.OP 202 180 197 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
182 KY1L1 183 186 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
183 KY11.2 182 188 184 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
184 KY11.3 183 186 185 187 188 0 0 0 0 0 0 0 0 0 0 0 	0 
185 KYI1.4 187 186 190 184 0 0 0 0 0 0 0 0 0 0 0 0 0 
186 KY11. 5 175 176 tOO 187 185 184 183 182 0 0 0 0 0 0 0 0 	0 
187 KY12.7 188 190 189 188 184 185 0 0 0 0 0 0 0 0 0 0 0 
188 KV12.8 184 187 190 189 171 172 0 0 0 0 0 0 0 0 0 0 	0 
189 KY12.9 188 187 190 1181 191 173 1153 80 171 55 172 0 0 0 0 0 0 
190 KY12.0 189 188 187 185 186 176 177 178 1158 1181 0 0 0 0 0 0 	0 
191 KY13.7P 199 1161 1153 173 0 0 0 0 0 0 0 0 0 0 0 0 0 
192 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
193 KYI.1 194 197 199 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
194 KV1.2 193 197 198 195 196 0 0 0 0 0 0 0 0 0 0 0 	0 
195 KYI.3 194 196 198 197 0 0 0 0 0 0 0 0 0 0 0 0 0 
196 KYI.4 194 195 198 202 204 208 208 213 209 0 0 0 0 0 0 0 	0 
197 KY2. 5P 193 194 195 198 202 181 180 176 174 175 200 199 0 0 0 0 0 
198 KY2.6 197 194 195 196 202 0 0 0 0 0 0 0 0 0 0 0 	0 
199 KY3.9 193 197 200 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
200 KY3.OP 199 197 174 175 0 0 0 0 0 0 0 0 0 0 0 0 	0 
201 KY5.8P 2021159 179 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
202 KY5.OP 201 179 180 181 197 198 196 204 205 1159 1180 1141 0 0 0 0 	0 
203 KY6.1 204 206 207 205 0 0 0 0 0 0 0 0 0 0 0 0 0 
204 KY6. 2 203 205 202 196 208 206 207 0 0 0 0 0 0 0 0 0 	0 
205 KY8.3P 204 203 207 208 218 217 225 1161 1160 202 0 0 0 0 0 0 0 
206 KV7. 4 196 208 207 203 204 0 0 0 0 0 0 0 0 0 0 0 	0 
207 KY7. 5 206 208 205 203 204 0 0 0 0 0 0 0 0 0 0 0 0 
208 KY7. 6P 204 196 206 207 205 217 218 220 213 219 0 0 0 0 0 0 	0 
209 KY8.1 196 213 210 211 0 0 0 0 0 0 0 0 0 0 0 0 0 
210 KY8.2 209 212 213 211 0 0 0 0 0 0 0 0 0 0 0 0 	0 
211 KYB.3 209 210 212 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
212 KY8.4 211 221 213 220 210 0 0 0 0 0 0 0 0 0 0 0 	0 
213 KY8. SP 220 221 212 210 209 198 208 218 219 229 0 0 0 0 0 0 0 
214 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
215 0D6.8 216 232 228 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
216 006.9 215 232 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
217 KY6. 3P 205 208 218 219 225 0 0 0 0 0 0 0 0 0 0 0 0 
218 KY7. 6P 208 219 217 220 213 205 0 0 0 0 0 0 0 0 0 0 	0 
219 KY7. 7 217 208 218 220 213 229 228 226 227 225 0 0 0 0 0 0 0 
220 KYB. SP 221 222 229 213 212 219 218 208 0 0 0 0 0 0 0 0 	0 
221 KY8.6 - 222 220 213 -212 0 0 0 0 0 0 0 0 0 0 0 0 0 
222 KY9.1 223 230 229 220 221 0 0 0 0 0 0 0 0 0 0 0 	0 
223 KY10.2 222 230 224 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
224 KY1O.3 223 230 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
225 KY13.7P 205 217 219 227 1172 1161 0 0 0 0 0 0 0 0 0 0 0 
228 KY14.6P 227 219 228 1162 1172 1163 0 0 0 0 0 0 0 0 0 0 	0 
227 KY14.7P 225 219 228 1183 1172 1161 0 0 0 0 0 0 0 0 0 0 0 
228 KY15.4 226 219 229 231 232 215 0 0 0 0 0 .0 0 0 0 0 	0 
229 KY15. 5 228 219 220 213 222 230 231 0 0 0 0 0 0 0 0 0 0 
230 KY16.8 231 229 222 224 223 0 0 0 0 0 0 0 0 0 0 0 	0 
231 KY16.9 230 229 228 232 0 0 0 0 0 0 0 0 0 0 0 0 0 
232 KY18. 0 231 228 215 218 0 0 0 0 0 0 0 0 0 0 0 0 	0 
233 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
234 Aft. 1 235 244 246 247 239 0 0 0 0 0 0 0 0 0 0 0 	0 
235 ABI. 2 234 239 240 238 237 236 244 0 0 0 0 0 0 0 0 0 0 
236 Ali1.3 244 235 237 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
237 AEl. 4P 236 235 238 298 297 0 0 0 0 0 0 0 0 0 0 0 0 
238 AB1. 5P 237 235 240 242 298 0 0 0 0 0 0 0 0 0 0 0 	0 
239 A81.6 240 235 234 247 249 0 0 0 0 0 0 0 0 0 0 0 0 
240 AB1.7 242 238 235 239 249 241 0 0 0 0 0 0 0 0 0 0 	0 
241 A81.8P 242 240 249 252 257 282 277 255 243 0 0 0 0 0 0 0 0 
242 ABI. 9 298 299 238 240 241 243 0 0 0 0 0 0 0 0 0 0 	0 
243 A81.OP 298 242 241 255 282 254 302 299 0 0 0 0 0 0 0 0 0 
244 A82. 1 236 235 234 246 245 251 0 0 0 0 0 0 0 0 0 0 	0 
141. 
	
245 A82.2 244 246 248 250 252 251 	0 0 0 	0 	0 0 0 	0 	0 0 0 0 
246 A82. 3 	244 245 248 247 234 	0 0 	0 	0 0 0 	0 	0 0 0 	0 	0 	0 
247 AB2. 4 239 234 246 248 249 0 	0 0 0 	0 	0 0 0 	0 	0 0 0 0 
248 A82. 5 	247 246 245 250 249 	0 0 	0 	0 0 0 	0 	0 0 0 	0 	0 	0 
249 AB2. 6 240 239 247 248 250 252 241 0 0 	0 	0 0 0 	0 	0 0 0 0 
250 A82.7 249 248 245 252 0 0 0 	0 	0 0 0 0 	0 0 0 0 	0 	0 
251 	A82. 8P 252 253 279 256 278 244 245 0 0 	0 	0 	0 0 	0 	0 	0 0 0 
252 AB2.9 	251 245 250 249 241 277 282 257 253 0 0 0 	0 0 0 0 	0 0 
253 AB2. OP 257 252 251 256 279 295 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 0 	0 
254 AB3. 3P 243 299 302 282 280 255 0 0 0 0 0 0 	0 0 0 0 	0 0 
255 AB3.6P 254 243 241 277 282 302 	0 0 0 0 	0 	0 0 0 	0 0 0 0 
256 AB4. OP 251 278 288 279 253 	0 0 	0 	0 	0 0 0 	0 	0 0 	0 	0 	0 
257 ABS. OP 282 277 241 252 253 279 295 0 0 0 	0 	0 0 0 	0 0 0 0 
258 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
259 A84.1 	261 260 0 0 0 	0 0 0 0 	0 	0 0 0 	0 	0 	0 0 	0 
260 AB4.2P 259 261 270 316 314 313 269 311 	0 0 0 0 0 0 0 0 0 0 
261 	AB4. 3 	259 260 270 272 262 	0 	0 	0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
262 A84. 4 261 272 266 265 263 0 0 0 	0 0 0 0 0 0 0 0 0 0 
263 AB4.5 282 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
264 AB4.6 265 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
265 A84. 7P 264 262 286 267 287 285 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
266 AB4. 8P 265 282 272 273 288 288 267 286 287 0 0 0 0 0 0 0 0 0 
267 AB4. 9P 266 288 268 286 287 265 285 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
268 A84. OP 267 266 288 287 273 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
269 A85.2P 280 311 313 314 0 0 0 	0 	0 0 	0 	0 	0 0 0 	0 0 0 
270 ABS. SP 	280 314 318 291 271 272 261 292 0 	0 0 0 0 	0 	0 0 	0 	0 
271 ABS. 6P 270 273 292 293 272 	0 	0 	0 	0 0 	0 	0 	0 0 0 	0 0 0 
272 AB5. 7 	273 286 282 281 270 271 292 293 0 	0 0 0 0 	0 	0 0 	0 	0 
273 A85.8P 272 292 274 294 295 275 293 288 28.8 266 271 	0 0 0 0 0 0 0 
274 AB5.9P 2942732930 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 	0 
275 AB5.OP 295 293 273 0 0 0 0 0 0 0 0 	0 0 0 0 0 0 0 
278 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
277 AOl. 8P 255 241 252 257 295 282 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
278 AB2.8P 288 256 251 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
279 AB2.OP 295 257 253 258 251 288 0 0 0 0 0 0 0 0 0 0 0 0 
280 AB3. 3P 283 303 302 282 254 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
281 A83. 4P 303 284 306 	0 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 
282 A83. 6P 302 254 255 243 277 257 295 283 280 241 252 	0 	0 	0 	0 	0 	0 	0 
283 AB3. 7P 303 302 280 282 295 294 292 284 305 	0 	0 0 0 0 0 0 0 0 
284 AB3.8P 283 294 292 290 315 310 304 306 281 303 305 	0 	0 0 	0 	0 	0 	0 
285 A84. 7P 	287 265 267 	0 	0 	0 	0 	0 	0 	0 	0 0 0 	0 0 0 0 0 
286 AB4. 8P 287 266 267 0 0 0 0 0 0 0 0 	0 	0 0 	0 	0 	0 	0 
287 AB4. 9P 288 286 265 285 268 286 267 	0 	0 	0 	0 0 0 	0 0 0 0 0 
288 AB4. OP 287 267 268 266 273 293 295 279 278 256 0 	0 	0 0 	0 	0 	0 	0 
289 A85.3P 314 290 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
290 AB5.4P 291 316 314 289 315 284 292 291 	0 	0 	0 0 0 0 	0 	0 0 0 
291 ABS. SP 290 292 270 316 290 	0 	0 	0 0 0 0 	0 	0 	0 0 0 	0 	0 
292 AB5.6P 291 290 284 283 294 293 273 271 272 270 0 0 0 0 0 	0 0 0 
293 ABS. 8P 292 294 274 273 271 272 288 295 275 	0 	0 	0 	0 	0 	0 0 	0 	0 
294 ABS. 9P 293 292 283 284 295 273 274 	0 	0 0 0 0 0 0 0 	0 0 0 
295 ABS. OP 294 283 282 277 257 253 279 288 293 273 275 	0 	0 	0 	0 0 	0 	0 
296 SHIPPIN 0 	0 0 0 0 	0 	0 0 0 0 	0 0 0 0 0 	0 0 0 
297 AB1.4P 237 298 301 	0 0 0 0 0 0 	0 0 0 0 0 0 0 	0 0 
298 AO1. SP 297 237 238 242 243 299 301 	0 	0 0 	0 	0 	0 	0 	0 	0 0 	0 
299 AB1.OP 298 242 243 254 302 301 	0 0 0 0 0 0 0 0 0 0 0 0 
300 A83. IP 1111 307 302 301 308 1099 1113 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
301 AB3. 2 	308 300 302 299 298 297 	0 0 0 0 0 0 0 0 0 0 0 0 
302 AB3.3P 301 300 1111 304 303 283 280 282 254 255 299 243 	0 	0 	0 	0 	0 	0 
303 AB3. 4P 302 304 306 284 281 283 305 280 	0 	0 	0 	0 0 0 0 0 0 0 
304 AB3.5 - 1191- 1183 1120 1109 1111 302 303 -284 310 331 332 306 	0 	0 	0 	0 	0 	0 
305 A83. 7P 303 283 284 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 0 0 0 0 0 
306 A83.SP 304 284 303 281 0 0 0 0 0 0 0 0 	0 	0 	0 	0 	0 	0 
307 009.7P 11111099 300 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 0 0 0 0 0 
308 DD10.OP 300 301 1113 1114 0 0 0 0 0 0 0 0 	0 	0 	0 	0 	0 	0 
309 SHIPPIN 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 0 0 0 0 0 
310 A83.9P 304 284 315 314 322 323 324 336 335 328 332 0 0 0 	0 	0 	0 0 
311 AB4.2P 313 269 280 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
312 A85.1 	313 0 0 0 0 0 0 0 0 0 0 	0 0 0 	0 0 	0 0 
313 A85.2P 312 911 260 269 314 321 	0 	0 0 0 0 0 0 0 0 	0 0 0 
314 AB5.3P 313 321 322 310 315 290 289 316 270 260 269 	0 	0 	0 	0 0 	0 	0 
315 AB5.4P 314 310 284 290 0 0 0 0 0 0 	0 0 0 0 0 	0 0 0 
316 AB5.5P 290 291 270 260 314 0 0 	0 0 0 0 	0 0 0 	0 0 	0 	0 
317 IV30.1 319 318 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
318 IV30.2 317 319 320 325 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
319 IV30.9 318 317 325 324 323 322 321 320 0 0 	0 	0 0 0 	0 0 0 0 
320 1V91.6 319 319 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
321 1V32.7 319 322 314 313 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
322 1V337 321 319 324 323 310 314 0 0 0 0 0 0 0 0 0 0 0 0 
323 1V34.7 322 319 324 310 0 0 0 0 0 0 0 0 0 0 	0 	0 0 	0 
324 1V35.7 323 322 319 325 336 310 0 0 0 0 0 0 0 0 0 0 0 0 
325 1V36.OP 326 336 324 319 318 385 386 0 0 0 0 0 0 0 0 0 0 0 
326 PH26.3p 325 385 397 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
327 SHIPPIN 0 	0 0 0 0 	0 0 0 0 0 	0 0 0 0 0 0 0 0 
142. 
328 AB3.9P 310 335 336 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
329 PH19. 1 1191 331 330 337 368 367 1190 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
330 PH20. 1 	329 331 358 359 337 368 371 0 0 0 0 0 0 0 0 0 0 0 
331 PH21. 1 330 329 1191 304 332 358 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
332 PH22. 1 	331 304 310 335 334 333 358 0 0 0 0 0 0 0 0 0 0 0 
333 PH23. 3 332 334 336 385 358 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
334 PH24. 3 333 332 335 336 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 
335 P1-125. 3 336 334 332 310 328 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
336 P1426. 3? 328 335 333 334 358 385 325 324 310 0 0 0 0 0 0 0 0 0 
337 PH31. 4P 330 368 329 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
338 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
339 KWI.4 340 348 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
340 IW1. 5 	339 341 342 343 346 348 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
341 KW2.6 342 340 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
342 KW3.6 341 340 343 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
343 KW5. 6 	342 340 346 344 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
344 1W6. 6 343 346 345 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
345 KW7.6 344 346 439 436 	0 0 0 0 	0 	0 0 0 	0 0 	0 0 0 	0 
	
346 KW12.6 345 344 343 340 348 347 440 439 436 0 0 0 0 	0 0 	0 0 0 
347 KW14. 7P 441 440 346 348 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 	0 0 	0 	0 
348 KU14. 8 347 346 340 339 0 0 0 0 0 0 0 0 0 	0 0 	0 0 0 
349 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
350 IV1.1P 352 354 355 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
351 IV1.2P 352 353 355 359 358 385 383 0 0 0 0 0 0 0 0 0 0 0 
352 	1V2. 3 	351 353 350 355 354 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
353 1V2.4 351 355 354 352 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
354 1V3.5 350 352 353 355 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
355 1V3. oP 350 352 354 353 351 357 356 412 372 359 	0 	0 	0 	0 	0 	0 	0 	0 
356 1V4. 7P 391 390 357 412 355 414 413 	0 	0 	0 0 0 0 0 0 0 0 0 
357 1V5.7 355 356 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
358 1V13.7 385 351 359 330 331 332 333 336 0 0 0 0 0 0 0 0 0 0 
359 P1-132. 4 358 351 355 372 360 330 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
360 PH35.4P 372 359 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
361 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
362 1V40.8P 414 430 429 372 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
363 PA34.5P 373 370 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
364 PA38, 4? 617 365 369 370 	0. 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0. 	0 	0 
365 PA39.4 617 364 369 366 1190 614 615 0 0 0 0 0 0 0 0 0 0 0 
366 PA40.4 367 1190 365 369 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
367 P1-130.4 366 369 371 368 329 1190 0 0 0 0 0 0 0 0 0 0 0 0 
368 PH31,4P 367 371 330 337 329 0 0 0 0 0 0 0 0 0 0 0 0 0 
369 PH33. 6 371 367 366 365 364 370 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
370 PH33. 7 369 371 374 373 363 364 0 0 0 0 0 0 0 0 0 0 0 0 
371 PH34. 4 370 369 367 388 330 372 378 377 374 	0 	0 	0 	0 	0 	0 	0 	0 	0 
372 PH35.4P 371 378 430 429 362 414 412 355 359 360 0 0 0 0 0 0 0 0 
373 PH36. 4 363 370 374 375 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
374 P1-137. 4 373 370 371 377 375 0 0 0 0 0 0 0 0 0 0 0 0 0 
375 PH38. 4 373 374 377 376 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
376 PH39.4 375 377 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
377 PH40. 4 376 375 374 371 378 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
378 PH41. 4P 377 371 372 429 430 0 0 0 0 0 0 0 0 0 0 0 0 0 
379 PH42.4 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
380 PH43.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
381 P1444.4 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
382 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
383 IV1,2P 351 385 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
384 1V12.4 385 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
385 1V12. 5 387 383 351 358 333 336 325 386 384 326 	0 	0 	0 	0 	0 	0 	0 	0 
386 1V36.OP 385 325 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
387 PH26.3P-328 385 0 0 	0 0 0 0 	0 0- 0 0 	0 	0 	0 	0 0 	0 
388 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
389 IV1.1P 391 393 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
390 1V4.7P 356 391 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
391 1V6.7 390 356 389 393 392 397 406 405 410 413 0 0 0 0 0 0 0 0 
392 1V7. 8 	391 393 394 395 396 397 398 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
393 lye. 8 389 391 392 394 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
394 1V9.8 392 393 395 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
395 IVIO.8 392 394 396 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
396 IV11.8 395 392 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
397 IV14. 9 398 392 391 406 399 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
398 1V15.9 392 397 406 399 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
399 	ly1e. 9 398 397 406 400 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
400 1V17. 0 401 402 407 432 408 399 0 0 0 0 0 0 0 0 0 0 0 0 
401 IVIB.0 400 402 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
402 IV19. 1 	401 400 403 407 432 433 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
403 IV20.1 402 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
404 1V21.2 405 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
405 1V22.2 404 410 391 406 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
406 	1V23. 2 405 410 391 397 398 399 400 432 434 408 	0 	0 	0 	0 	0 	0 	0 	0 
407 1V24. 3P 400 402 433 432 	0 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 
408 1V26.2 409 434 406 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
409 1V27.4P 408 434 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
410 1V54. 8 405 406 391 413 425 426 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
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411 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
412 	1V3. 6P 414 372 355 356 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 413 1V4. 7P 	414 356 391 410 425 426 0 0 0 0 0 0 0 0 0 0 0 0 
	
414 1V40.BP 412 356 413 426 425 415 414 417 430 362 372 0 0 0 	0 	0 0 	0 415 1V41.8 416 414 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
416 1V42.8 415 414 417 423 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
417 1V43.8 416 414 430 418 423 0 0 0 0 0 0 0 0 0 0 0 0 0 418 1V44.8 417 430 
419 423 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
419 1V45.8 418 423 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
420 1V46.8 	
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 421 	1V47. 8 423 422 424 428 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 422 1V48. 8 421 423 424 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 423 	1V49, 9 	422 421 419 418 417 416 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 424 IV51.9 427 428 421 422 0 0 0 0 0 0 0 0 0 0 0 0 0 
425 1V52. 8 	414 426 413 410 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 426 1V53.8 425 414 413 410 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
427 1V55.8 428 424 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
428 1V56.a 427 424 421 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
429 PH35. 4P 430 378 372 362 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 430 PH41.4P 378 429 372 362 414 417 418 0 0 0 0 0 0 0 0 0 0 0 431 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
432 	1V24. 3P 407 402 433 434 406 400 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 433 1V25. 3 402 407 432 434 435 438 0 0 0 0 0 0 0 0 0 0 0 0 434 1V27. 4P 432 433 435 439 441 409 408 406 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 435 	1V29. 3 434 433 438 437 436 439 	0 	0 0 0 0 0 0 0 0 0 0 0 436 KW8. 6 	437 435 439 344 345 	0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 437 KW9.4 436 435 438 0 0 0 0 0 0 0 0 -0 0 0 0 0 0 0 
438 KWI0.4 437 435 433 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
439 KW11.6 434 435 436 345 346 440 441 	0 	0 •0 	0 0 	0 	0 0 	0 	0 	0 440 W13.6 441 439 346 347 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
441 KW14.7P 347 440 439 434 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
442 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
443 EH216P 526 536 535 445 444 0 0 0 0 0 0 0 0 0 0 0 0 0 444 EH21.7 443 445 448 0 d 0 0 0 0 0 0 0 0 0 0 0 0 0 
445 EH21.9P 451 450 448 444 443 534 553 554 555 444 0 0 0 0 0 0 0 0 
446 EH22.2P 555 451 445 554 0 0 0 0 0 0 0 0 0 0 0 0 0 0 447 EH31.2 457 449 0 0 0 0 0 	0 	0 0 0 0 	0 0 0 0 	0 0 448 EH32.9 444 445 450 449 0 0 0 0 0 0 	0 0 0 0 0 0 0 0 449 EH32. 0 448 450 459 447 457 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 	0 	0 450 EH33. 1 	449 459 460 452 451 445 449 0 0 0 	0 0 0 0 0 0 0 0 451 	EH33. 2 450 445 446 555 453 452 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 	0 	0 452 EH34.5 451 453 454 460 459 450 0 0 0 0 0 0 0 0 0 0 0 0 453 EH35. 5 452 451 555 565 455 454 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 454 EH36. 5 452 453 565 19 460 	0 0 0 0 0 0 0 0 0 0 0 0 0 455 EH37.5P 565 453 555 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
456 EH39.4 457 0 0 0 0 0 0 0 	0 	0 0 0 0 0 0 	0 	0 	0 457 EH39. 5 456 447 449 459 458 461 	0 	0 0 0 	0 	0 	0 	0 	0 0 0 0 458 EH40.3 457 459 460 461 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 459 EH41.3 458 457 449 450 452 460 0 	0 	0 0 0 	0 	0 0 0 	0 	0 0 460 EH41.4 459 458 461 462 19 454 452 450 0 0 0 0 0 0 	0 0 0 0 461 EH42. 1 	463 462 460 458 457 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 462 TD11.3P 461 463 460 19 4 0 0 0 0 0 0 0 0 0 0 0 0 0 463 TD13.5P 461 462 6 8 0 0 0 0 0 0 0 0 0 0 0 	0 	0 0 464 SHIPPIN 0 0 0 0 0 	0 0 0 0 0 	0 0 0 0 0 0 0 0 465 EH1.1 	498 497 447 469 466 0 0 0 0 0 0 0 0 0 0 0 0 0 
466 EHI. 2 476 498 465 469 470 471 474 475 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 467 EHI. 3 	465 497 494 493 473 468 469 	0 0 0 0 0 0 0 0 0 0 0 468 EH2,1 469 467 473 470 0 0 0 0 0 0 0 	0 	0 0 0 	0 	0 	0 469 5H2. 2 	466 465 467 468 470 	0 	0 	0 	0 	0 	0 0 0 	0 	0 0 0 0 470 EH2.3- 466r 46q 468 472- 471 01 0 0 0 0 0 	0 	0 0 0 	0 	-0 	0 471 EH2. 4 	475 466 470 473 474 	0 	0 	0 	0 	0 	0 0 0 	0 	0 0 0 0 472 5H3. 5 477 473 493 487 486 0 0 0 0 0 0 	0 	0 0 0 	0 	0 	0 473 EH3. 6 	474 471 470 448 467 493 472 477 	0 	0 	0 0 0 	0 	0 0 0 0 474 EH3. 7 475 466 471 473 477 479 510 	0 0 0 0 	0 	0 0 0 	0 	0 	0 475 EH3. 8 	504 507 476 466 471 474 510 0 	0 	0 	0 0 0 	0 	0 0 0 0 476 EH3. 9 502 499 498 466 506 475 	0 	0 0 0 0 	0 	0 0 0 	0 	0 	0 477 EH4. 1 	478 479 474 473 472 486 0 0 	0 	0 	0 0 0 	0 	0 0 0 0 478 EH4.2 479 477 486 480 481 483 0 	0 0 0 0 	0 0 0 0 	0 	0 	0 479 EH4.3 511 510 474 477 478 491 483 0 0 0 0 0 0 0 0 0 0 0 
480 EH4.4 478 486 485 481 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
481 EH4. 5 	482 483 479 480 485 478 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 482 EH4.6 481 483 484 541 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 483 EH4.7 	511 479 478 481 482 484 513 0 0 0 0 0 0 0 0 	0 0 0 484 EH4. 8 513 483 492 541 515 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 485 EH5.1 	487 486 480 481 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 
486 EH5. 2 487 472 477 478 480 485 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 487 EH5. 3 	485 486 472 493 488 	0 0 0 0 0 0 0 0 0 0 0 0 0 488 EH6. 4 487 493 489 490 	0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 489 EH6. 5 	493 494 492 491 490 488 0 0 0 0 0 0 0 0 0 0 0 0 490 EH6.6 488 489 492 491 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
491 EH6.7 490 489 492 495 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
492 EH6. 8 	491 490 489 494 495 493 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 493 EH7. 4 487 472 473 467 494 492 489 488 0 0 0 0 0 0 0 0 0 0 
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494 EH7. 5 	489 493 447 497 495 492 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 495 EH7. 6 491 492 494 497 496 525 0 0 0 0 0 0 0 0 0 0 0 0 496 EM8. 7 	495 497 527 525 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 497 EH8. 8 465 498 529 527 496 495 494 467 0 0 0 0 0 0 0 0 0 0 498 EH8. 9 	465 466 476 499 529 497 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 499 EH9. 1 500 529 499 476 502 	0 0 0 0 0 0 0 0 0 0 0 0 0 500 EH9. 2 	501 529 499 502 504 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 501 	EH9. 3 530 529 500 502 504 	0 0 0 0 0 0 0 0 0 0 0 0 0 502 EH1O.4 504 501 500 499 476 506 503 0 0 0 0 0 0 	0 0 0 	0 0 
503 EHIO.5 516 504 502 506 518 0 0 0 0 0 0 0 0 0 0 0 0 0 
504 EHIO.8 505 530 501 500 502 503 514 0 0 0 0 0 0 0 0 0 0 0 
505 EHIO.7P 532 530 504 516 546 0 0 0 0 0 0 0 0 0 0 0 0 0 
506 EH1I. 1 	503 302 476 475 507 518 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 507 EH11.2 506 475 510 508 518 0 0 0 0 0 0 0 0 0 0 0 0 0 
508 EI-I11.3 507 510 512 514 509 519 518 0 0 0 0 0 0 0 0 0 0 0 
509 EH11.4 519 508 514 521 	0 0 0 0 	0 0 0 	0 0 0 0 	0 	0 0 510 EH12.5 507 475 474 479 511 512 508 	0 0 0 	0 0 0 	0 	0 0 0 0 511 EH12.6 512 510 479 483 513 0 0 0 0 0 0 0 0 0 0 0 0 0 
512 EH12.7 514 508 513 510 511 	0 0 0 0 0 0 0 0 0 0 0 0 0 
513 EH12.8 512 483 484 515 514 511 	0 0 0 0 0 0 0 0 0 0 0 0 
514 EH12.9 521 509 508 512 513 515 539 0 0 0 0 0 0 0 0 0 0 0 
515 EH12.0 514 513 484 541 540 539 0 0 	0 0 0 0 0 0 0 0 	0 	0 516 EH13,9 564 546 505 504 503 518 517 0 0 0 0 0 0 0 0 	0 0 0 517 EH13.0 564 546 516 519 519 520 522 523 	0 0 	0 0 0 0 0 0 0 	0 518 EH14. 1 	517 516 503 506 507 508 519 	0 0 	0 0 	0 	0 	0 	0 	0 	0 0 
519 EH14.2 517 518 508 509 521 522 520 0 0 0 	0 0 0 0 0 0 0 0 
520 EH14.3 517 519 521 522 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
521 EH14.4 522 520 519 509 514 524 539 538 0 0 0 0 0 0 0 0 0 0 
522 EH14. 5 	524 523 517 520 519 521 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 523 EH14.6 524 564 517 522 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
524 EH14. 7 	523 564 522 521 538 569 47 543 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 525 EH15.1 526 527 494 495 0 	0 0 0 0 0 0 0 0 0 0 0 0 0 
526 EH15.2 525 527 536 535 443 0 0 0 0 0 0 0 0 0 0 0 0 0 
527 EH15.3 528 547 554 553 536 526 525 496 497 529 0 0 0 0 0 0 0 0 
528 EH16.4 537 554 527 529 531 532 547 	0 	0 0 0 	0 0 	0 0 	0 	0 0 529 E1-116. 5 	530 531 528 527 497 498 499 500 501 	0 	0 0 	0 0 	0 0 0 	0 530 EH18. 6 532 531 529 501 505 504 	0 	0 	0 0 0 	0 0 	0 0 	0 	0 0 531 EH17.7 532 530 529 529 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
532 EH17.SP 552 548 549 533 537 528 531 530 505 546 534 0 0 0 	0 	0 0 0 533 EHI8.IP 549 537 532 548 0 	0 	0 0 0 	0 	0 0 0 	0 0 0 0 0 534 EH20. 9P 552 532 546 	0 	0 0 0 	0 	0 0 0 	0 	0 0 	0 	0 	0 	0 535 EH21.6P 536 526 443 0 0 	0 0 0 0 	0 0 0 0 	0 0 0 0 0 536 EH21.8P 445 443 535 526 527 554 553 0 0 0 0 0 0 0 0 0 0 0 
537 EH22. 1P 549 554 528 532 533 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 538 EH27. 8P 524 569 583 544 539 521 0 0 0 0 0 0 0 00 0 0 0 
539 EH28.8 521 538 544 581 542 540 515 514 0 0 0 	0 0 0 0 	0 	0 0 540 EH29.9 515 539 542 582 543 541 	0 0 0 0 0 0 0 	0 0 0 0 0 
541 EH30.9P 540 515 484 482 543 570 582 0 0 0 0 0 0 0 0 0 0 0 
542 EH52. SP 581 582 540 539 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 543 EH52. 6P 582 570 541 540 0 0 0 0 0 0 0 0 0 0 0 0 0 0 544 EH53. OP 569 538 539 581 583 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
545 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
546 EH1O. 7P 564 561 552 534 532 505 516 517 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 547 EH18. 4P 554 527 528 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 
548 EH17.BP 552 549 533 532 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
549 EH18. 1P 561 540 551 550 554 554 537 533 532 548 552 	0 	0 	0 	0 	0 	0 	0 550 EH19.2 549 551 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
551 EH19.3 560 549 550 556 557 559 0 0 0 0 0 0 0 0 0 0 0 0 
552 EH20. 9P 561 549 548 532 534 546 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 553 8H21. BP 554 445 536 527 	0 	0 0 0 0 0 0 0 0 0 0 0 0 0 554 EH22. IP 556 555 446 445 553 527 547 528 537 549 536 	0 	0 	0 	0 	0 	0 	0 
555 EH22.2P 563 558 557 556 554 445 446 431 455 433 0 0 0 0 0 0 0 0 
556 EH22. 3 	551 557 555 554 549 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 557 EH22.4 551 559 558 555 556 0 0 0 0 0 0 0 0 0 0 0 0 0 558 EH22.5 559 565 555 557 0 	0 0 0 	0 0 0 0 0 0 	0 	0 	0 	0 559 EH23. 4 	565 558 557 551 560 45 	44 	13 12 562 	0 	0 	0 	0 0 0 0 0 560 EH24. 9 561 549 551 559 562 	0 0 0 	0 	0 0 0 0 0 	0 	0 	0 	0 561 EH25. 9 	560 542 564 546 552 549 	0 	0 0 0 	0 	0 	0 	0 0 0 0 0 562 EH26. 9P 567 47 45 559 560 564 561 563 41 	0 0 0 0 0 	0 	0 	0 	0 563 EH26. 9P 42 41 562 564 524 47 	0 	0 	0 0 	0 	0 	0 	0 0 0 0 0 
564 EH26.0 563 562 561 546 518 517 523 524 0 0 0 0 0 0 	0 	0 0 0 565 EH37. 5P 559 	13 	12 566 	19 454 453 455 555 558 	0 	0 	0 	0 0 0 	0 	0 566 EH38.5P 13 12 565 19 0 0 0 0 0 0 0 0 0 0 0 	0 0 0 567 EH46.7P 47562 41 	0 0 0 0 0 0 0 	0 0 0 0 0 0 0 0 
568 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
589 EH27. 8P 47 524 538 583 588 589 984 983 544 	0 	0 	0 	0 	0 	0 	0 	0 	0 570 EH30. 9P 541 543 582 580 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 571 EH47. 7 589 586 587 575 576 574 572 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 572 EH47.8 589 571 574 573 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 
573 EH47. 9P 990 984 589 572 574 592 1036 1018 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
574 EH47. 0 573 572 571 576 577 592 	0 	0 0 0 0 0 0 0 0 0 0 0 575 EH48. 1 	571 587 582 578 576 	0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 576 EH48. 2 571 575 578 577 574 0 	0 	0 0 0 0 0 0 0 0 0 0 0 
145. 
	
577 EH48. 3P 995 1017 592 574 576 578 	68 590 591 996 1010 1014 1036 	0 	0 	0 	0 	0 578 EH48, 4 	575 582 579 75 68 577 576 	0 	0 	0 	0 	0 	0 0 0 0 0 0 579 9149. 6P 578 582 580 64 63 75 	0 0 0 0 0 0 0 	0 	0 	0 	0 	0 500 EH49. 7P 579 63 64 65 570 582 0 	0 	0 	0 	0 	0 	0 0 0 0 0 0 581 EH52. SF 583 544 539 542 582 584 	0 0 0 0 0 0 0 	0 	0 	0 	0 	0 
502 EH52.6 581 542 540 543 541 570 580 579 578 575 587 584 0 0 0 0 0 0 
583 EH53. OP 569 588 584 585 581 544 538 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 584 EH54. 5 583 581 582 587 ses 	0 	0 0 0 0 0 0 0 0 0 0 0 0 585 EH54. 6 588 586 587 584 583 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 586 9154.7 589 588 585 587 571 	0 0 0 0 0 0 0 0 0 0 0 0 0 
587 EH54. 0 586 582 584 SOS 575 571 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 588 EH54. 9 	589 569 583 585 586 	0 0 0 0 0 0 0 0 0 0 0 0 0 589 EH55.8P 984 569 588 586 571 572 573 0 0 0 0 0 0 0 0 0 0 0 
590 FKi2p 577 68 	0 0 0 	0 	0 0 	0 0 	0 	0 0 0 	0 0 0 0 591 ML6. 7P 1010 577 68 996 1009 0 0 	0 0 	0 0 0 	0 	0 0 	0 	0 	0 592 ML7. SF 	573 574 577 1017 1036 	0 	0 0 	0 0 	0 	0 0 0 	0 0 0 0 
593 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
594 F20.8P 108 615 611 	0 	0 	0 0 0 	0 	0 	0 0 0 	0 	0 	0 	0 	0 595 083. 7P 737 604 602 744 738 0 	0 	0 0 0 0 	0 	0 0 0 0 0 0 596 P420.9 597 0 0 0 	0 0 0 0 	0 0 	0 0 0 0 	0 0 0 0 597 P420.0 596 599 598 	0 0 0 0 	0 0 0 0 0 	0 0 0 	0 	0 0 598 P421.2 597 599 605 0 0 0 0 0 	0 0 	0 0 0 0 0 0 0 0 599 P422.3 597 598 600 601 605 0 	0 	0 0 0 0 	0 	0 0 	0 	0 	0 0 600 P423. 7 601 599 	0 	0 	0 	0 0 0 	0 	0 	0 0 0 	0 0 0 0 	0 601 PA23. 8 600 599 605 602 744 0 	0 	0 0 0 0 	0 	0 0 	0 	0 	0 0 602 P424. 8 601 605 603 604 595 738 744 0 	0 	0 	0 0 0 	0 0 0 0 	0 
603 P425.8 605 602 604 610 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
604 P426.0 602 595 737 108 610 603 0 0 0 0 	0 0 0 0 0 0 0 0 605 P427. 8 598 599 601 602 603 610 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 	0 	0 606 P428.6 607 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 607 P429. 6 606 608 609 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 608 PA30.8 607 609 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 609 P431.8 600 607 610 611 614 612 0 	0 0 0 0 	0 0 0 0 	0 0 0 
610 P432.8 609 611 108 604 603 605 0 0 0 0 0 0 0 0 0 0 0 0 
611 P433. 1 	614 615 610 609 594 108 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 612 P434.4 609 614 616 613 0 	0 0 0 0 0 0 0 0 0 0 0 0 0 613 PA345p 612 616 0 0 0 0 0 0 0 	0 	0 0 0 0 0 0 	0 	0 614 P435. 1 	609 611 615 363 617 616 612 	0 	0 0 0 	0 	0 	0 	0 	0 0 0 615 P436,4 611 594 108 614 365 1188 1190 0 0 	0 	0 0 0 0 0 0 	0 	0 616 PA37. 1 	612 614 617 613 	0 	0 	0 	0 	0 0 0 	0 	0 	0 	0 	0 0 0 617 PA38.4P 616 614 365 364 0 0 0 0 0 0 0 0 0 0 0 0 	0 0 618 P441.7 	0 0 0 0 0 0 0 0 0 0 	0 0 0 0 0 0 0 0 619 P442.7 620 621 	0 0 0 0 0 0 	0 0 0 0 0 0 	0 0 0 0 620 P443.7 619 621 0 	0 0 0 	0 	0 0 0 	0 	0 0 0 0 	0 0 0 621 P444. 7 619 620 622 626 623 	0 0 0 	0 	0 0 0 	0 	0 	0 0 	0 	0 622 P445.7 623 621 	0 0 0 0 0 0 0 0 	0 0 0 0 0 0 0 0 623 P446.7 622 621 0 0 0 0 	0 0 0 0 0 	0 0 0 	0 	0 0 0 624 P447.7 625 	0 0 	0 0 	0 0 0 	0 	0 	0 0 0 0 0 0 0 0 625 P448.7 624 626 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 626 P449.7 625 621 	0 0 0 	0 0 0 0 0 0 0 0 0 0 0 	0 	0 627 P460.7 	0 0 0 0 	0 0 0 0 	0 0 0 0 0 0 0 0 0 0 628 P461.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 	0 0 629 P462. 6 630 632 637 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 0 	0 630 P463.6 629 632 631 0 0 0 0 0 0 0 0 0 0 0 0 	0 	0 0 
631 P464.6 630 632 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
632 P465. 6 631 630 629 637 639 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 633 P466.6 634 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 634 P467.6 633 637 0 0 0 0 	0 0 0 0 	0 0 0 0 	0 0 0 	0 635 P468.6 636 637 	0 	0 	0 	0 0 	0 	0 	0 0 	0 	0 	0 0 	0 	0 0 636 F489. 6 635 637- 0 0- 0 -0 	0 - 0 0 0- 	0 0 0 0 	0 0 0 	0 
637 P470. 6 635 636 638 639 632 629 634 	0 	0 	0 0 	0 	0 	0 0 	0 	0 0 638 P471.6 639 637 	0 	0 	0 	0 	0 0 0 0 	0 0 0 0 	0 0 0 	0 639 P472. 6 632 637 638 640 642 0 0 	0 	0 	0 0 	0 	0 	0 0 	0 	0 0 640 P473. 6 639 641 642 	0 	0 	0 	0 0 0 0 	0 0 0 0 	0 0 0 	0 
641 P474.6 642 640 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
642 P475.6 641 640 639 	0 0 0 0 0 	0 0 	0 0 	0 0 	0 	0 	0 0 643 P476.6 	0 0 0 0 0 0 	0 	0 0 0 0 	0 0 0 0 0 0 	0 644 P477.6 0 	0 	0 	0 	0 	0 0 0 	0 	0 	0 0 	0 	0 	0 	0 	0 0 645 P478.6 	0 0 0 0 0 0 	0 	0 0 0 0 	0 0 0 0 0 0 	0 
646 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
647 061. 1P 	878 818 648 650 812 811 806 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 648 061.2 218 826 651 649 650 647 879 1077 0 0 0 0 0 0 0 0 0 0 649 061.3 648 651 652 650 0 0 0 0 0 	0 	0 0 0 	0 	0 0 	0 	0 650 061.4 647 648 649 652 655 813 812 0 	0 0 0 0 0 0 0 	0 0 0 651 	062. 6P 	648 649 652 653 1078 1077 	0 	0 0 	0 	0 	0 	0 	0 	0 0 	0 	0 
652 062.7 650 655 664 665 111 654 110 653 651 649 0 0 0 0 0 0 0 0 
653 062.8P 	651 652 110 1077 1078 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 654 063.9P 652 111 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
655 081. 5P 	650 664 652 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
656 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
657 013. 4P 660 808 898 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 658 015.8P 813 661 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 659 060. SF 663 665 730 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
146. 
743 084.9 741 738 742 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
	
744 084.0 742 738 595 602 601 	0 0 0 0 0 0 0 0 0 0 0 0 0 745 
SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
746 072. BP 747 888 887 893 750 754 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 747 072. 9P 753 754 746 888 905 748 752 0 0 0 0 0 0 0 0 0 0 0 748 072. OP 907 906 747 752 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 749 073. 4P 760 750 892 893 894 0 0 0 0 0 0 0 0 0 0 0 0 0 750 073. SP 754 746 887 893 892 749 760 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 751 G74.1 	755 754 753 752 756 758 0 0 0 0 0 0 0 0 0 0 0 752 074. 2P 751 754 753 747 748 907 758 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 753 074.3 752 751 754 747 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 754 974.4 753 752 751 755 750 760 746 747 0 0 0 0 0 0 0 0 0 0 
755 074.5 756 751 754 760 759 772 771 	0 0 0 0 0 0 0 0 0 0 0 756 075.8 772 757 758 751 755 0 0 0 0 0 0 0 0 0 0 0 0 0 
757 075.9 772 756 758 764 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
758 G75.0 764 757 756 751 752 907 0 0 0 0 0 0 0 0 0 0 0 0 
759 076. 8P 	760 894 863 771 772 755 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 760 076. 9P 755 754 750 749 894 759 0 0 0 0 0 0 0 0 0 0 0 0 761 KA17.OP 955 764 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
762 ML3.7p 909 910 764 917 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
763 ML3.8P 764 910 907 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
764 NL1O.6p 691 992 916 917 909 762 910 763 907 758 772 955 686 757 761 
	0 0 0 765 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0    
766 044. 3p 771 863 862 860 767 770 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 767 046.6 771 766 860 859 858 768 774 773 770 0 0 0 0 0 0 0 0 0 768 046. 7P 767 859 858 866 769 774 865 895 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 769 046.8P 788 865 866 0 00 0 0 0 0 0 0 0 0 0 0 0 
770 076.7 771 766 767 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
771 	076. 8P 772 773 767 770 768 863 759 755 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 772 G76.0 774 949 955 764 757 756 755 759 771 773 0 0 0 0 0 0 0 0 
773 077.5 774 767 771 772 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
774 077.6p 772 773 767 768 866 775 877 1043 1041 1044 776 948 935 895 949 	0 	0 	0 775 078. 2P 774 877 1043 896 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 0 0 0 776 078.3p 7741044 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
777 
SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 778 01.1 	782 790 790 779 795 0 	0 	0 0 0 0 	0 0 0 0 	0 	0 0 779 01. 2 780 783 785 795 778 797 0 0 	0 	0 	0 0 	0 	0 	0 0 0 	0 780 01.3 	778 790 788 787 779 0 0 0 0 0 0 0 0 0 0 0 0 
781 01.4 782 790 793 967 796 797 0 0 0 0 0 0 0 0 0 0 0 0 782 01.5 	778 790 781 797 798 845 846 795 	0 0 	0 0 0 0 0 	0 	0 	0 783 02.1 779 785 784 787 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
784 02.2 	787 783 785 786 0 	0 	0 	0 	0 0 0 	0 	0 0 0 	0 	0 	0 785 G2.3 792 786 784 783 779 795 794 791 0 0 0 0 0 0 0 0 0 0 
786 G2.4 	792 785 784 787 793 0 0 0 0 0 0 0 0 0 0 0 0 0 
787 G2.5 793 786 794 783 779 780 788 789 0 0 0 0 0 0 0 0 0 0 
788 02.6 	790 789 787 780 	0 	0 0 0 	0 0 	0 0 0 	0 0 	0 	0 0 789 02.7 790 793 787 788 0 0 	0 	0 0 	0 0 0 0 0 0 0 0 0 790 G2.8 	793 789 798 780 778 782 781 0 0 0 0 0 0 0 0 0 0 0 791 03.6 785 815 794 792 802 0 0 0 0 0 0 0 0 0 0 0 0 0 
792 03.7 	793 800 799 802 791 785 786 0 0 0 0 0 0 0 0 0 0 0 
793 G3.8 867 868 869 800 799 792 784 787 789 790 796 781 	0 0 0 0 0 0 794 04.9 	795 819 823 815 814 802 791 785 0 0 0 0 0 0 0 0 0 0 
795 G4.0 785 779 778 782 846 827 828 820 819 794 	0 0 0 	0 	0 	0 	0 	0 796 05.8 	793 781 887 797 849 0 0 0 0 0 0 0 0 0 0 0 0 0 
797 05.9 796 849 798 782 781 854 0 	0 	0 0 0 	0 	0 	0 0 	0 	0 	0 798 G5.0 	797 854 857 889 848 845 792 0 0 0 0 0 0 0 0 0 0 
799 G11.5 800 792 902 803 801 793 0 	0 	0 0 0 	0 	0 0 0 	0 	0 	0 800 011.6 801 809 810 870 869 793 792 799 0 0 0 0 0 0 0 0 0 
801 011.7 800 799 803 804 805 809 0 0 0 0 0 0 0 0 0 0 0 0 
802 q12.8 - 792 - 791 794 814 816-- 804 803 799 	0 	0 	0- 	0 	0 	0 	0 	0 	0 	0 803 012.9 799 802 804 801 	0 0 0 	0 0 0 0 0 0 0 0 0 0 0 804 G12.0 803 802 818 818 805 801 	0 0 0 0 0 0 0 0 0 0 0 0 805 G13.1 	809 801 804 818 878 806 807 810 	0 0 0 	0 0 0 0 	0 	0 	0 806 013.2 805 878 647 807 811 	0 0 0 0 0 0 0 0 0 0 0 0 0 807 013.3 809 805 806 811 808 810 0 	0 	0 0 0 	0 	0 0 0 	0 	0 	0 908 013.4P 810 807 811 660 657 898 0 0 0 0 	0 0 0 0 0 0 0 0 809 G14.9 810 800 801 805 807 	0 	0 0 0 0 0 	0 0 0 	0 0 0 0 810 014.0 	900 870 800 809 805 807 808 660 1059 1058 	0 0 	0 	0 0 	0 	0 	0 811 015.6 807 906 647 812 913 661 460 808 0 0 0 0 0 0 0 
0 0 0 812 015.7 811 647 650 813 0 0 0 0 0 0 0 0 0 0 0  
	0 0 813 015.8 811 812 650 664 661 658 0 0 	0 0 0 0 	0 0 0 0 0 	0 814020.6 794 815 817 816 902 0 0 0 
0 0 0 0 0 0 0 	0 	0 0 815 020.7 794 823 824 817 916 814 791 	0 	0 0 0 	0 	0 0 	0 0 0 	0 816 G20.8 802 814 815 817 818 804 0 0 0 0 0 0 0 0 0 	0 	0 0 817 020.9 814 815 824 828 816 818 0 0 0 0 	0 	0 0 0 	0 0 0 	0 918 020.0 804 816 817 826 824 648 647 878 805 0 0 0 0 0 0 0 	0 0 819 G21.1 	795 820 822 821 881 825 824 823 794 	0 	0 0 0 0 0 	0 0 0 920 021.2 795 819 822 821 837 829 828 0 0 0 0 0 	0 	0 	0 0 	0 	0 921 021.3 	819 822 820 837 880 1080 1081 881 	0 	0 	0 	0 0 0 0 	0 0 0 922 021.4 820 821 819 0 0 0 0 	0 0 0 0 0 	0 0 0 0 	0 	0 823 022.5 794 819 824 815 0 0 0 0 0 0 0 0 0 0 0 0 0 
824 022.6 823 819 825 826 818 817 815 	0 0 0 	0 	0 0 0 	0 	0 	0 0 825 022.7 824 819 8811081 826 0 0 0 0 0 0 0 0 0 0 0 0
147. 
	
660 081. IP 	661 663 1067 1059 1058 808 811 457 810 898 	0 	0 	0 	0 	0 	0 	0 	0 
661 081.2 660 811 813 665 664 662 663 658 0 0 0 0 0 0 0 0 0 0 
662 091.3 663 661 664 665 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
663 001.4 	660 461 642 665 659 1067 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 664 081. 5 661 662 665 652 655 813 0 0 0 0 0 0 0 0 0 0 0 0 665 091.6 	644 652 111 734 730 659 663 662 461 	0 	0 	0 0 	0 	0 0 0 0 
666 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
667 FKI.3P 679 996 69 675 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
668 FK4. 2P 678 87 79 672 80 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 669 FK65p 	91 83 672 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
670 065,8P 1088 1085 671 1086 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
671 065.9P 1095 112 1087 1086 470 677 678 472 0 0 0 0 0 0 0 0 0 0 
672 065,OP 678 668 79 83 649 91 112 1087 671 	0 	0 	0 	0 	0 	0 	0 	0 	0 
673 067.1 676 674 678 677 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
674 G67.2 997 675 678 673 676 0 0 0 0 0 0 0 0 0 0 0 0 0 
675 067. 3P 997 679 996 1009 667 69 80 84 678 474 	0 	0 	0 	0 	0 	0 	0 	0 
676 067. 4P 997 674 673 677 1094 1093 	0 	0 	0 	0 0 0 0 0 0 0 0 0 
677 068. 9P 	997 676 673 678 671 1096 1094 1093 0 0 	0 	0 	0 	0 	0 	0 	0 	0 
678 G68.0 677 673 674 675 90 87 79 669 672 671 0 0 0 0 0 0 0 0 
679 ML6. 7P 	667 998 1009 875 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
680 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
681 D04.6P 692 141 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
682 D073P 688 155 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
683 RA1,. 5P 	941 959 981 685 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
684 KA4.8P 684 954 951 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
685 KA5. SP 	963 683 959 961 962 887 690 696 951 941 	0 	0 	0 	0 	0 	0 	0 	0 
686 KA5.6 690 691 764 955 954 951 684 685 	0 0 0 0 0 0 0 0 0 0 
487 KA6.6P 688 964 963 685 690 0 0 0 0 0 0 0 0 0 0 0 0 0 
688 KA6. 7P 977 964 682 983 687 890 692 155 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
689 KA18. 1 	691 690 892 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 
490 RA18. 2 688 692 889 691 686 695 687 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
691 	KA18. 3 	892 490 889 886 784 992 141 	0 0 0 0 0 0 0 0 0 0 0 
692 KA18.4P 155 139 141 691 690 688 144 691 689 0 	0 	0 	0 0 	0 0 	0 0 
693 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
694 078.4P 699 936 1045 711 710 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
695 KA2.OP 702 703 976 960 943 945 696 700 701 0 0 0 0 0 0 0 0 0 
696 KA3. 2P 695 943 945 700 946 697 948 949 	0 	0 	0 	0 	0 	0 	0 	0 	0 	C) 
697 KA3.3P 696 946 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
699 KA3.4P 947 936 694 711 710 0 0 0 0 0 0 0 0 0 0 0 0 0 
699 KA11. 1 	702 701 700 706 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
700 KA11.2P 699 701 695 696 945 952 953 708 705 704 706 0 0 0 0 0 0 0 
701 KA11.3 702 695 700 699 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
702 KA11,4 703 943 695 701 699 706 704 0 	0 0 0 0 	0 0 0 	0 	0 0 
703 KA11, SP 974 975 976 960 695 702 704 	0 0 	0 	0 	0 0 	0 	0 0 0 	C) 
704 KAl2.9 703 702 706 705 708 707 700 712 0 0 0 0 0 0 0 	0 	0 0 
705 KAl2.9 706 700 704 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
706 	cAl2. 0 699 702 704 705 700 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
707 KA13.6 712 704 708 719 715 713 0 0 0 0 0 0 0 0 0 0 0 0 
708 KA13.7P 707 704 700 952 953 946 947 710 719 0 0 0 0 0 0 0 0 0 
709 cA14.3 719 710 722 721 	0 	0 	0 0 0 	0 	0 0 0 0 0 	0 	0 	0 
710 KA15. 1 	719 708 946 947 698 694 711 722 709 0 0 	0 	0 	0 	0 0 0 0 
711 KA15.2 710 698 694 1045 1068 1071 722 	0 	0 	0 	0 0 0 0 0 	0 	0 	0 
712 KA20.3 704 707 713 715 714 0 0 0 0 0 0 0 0 0 0 0 0 0 
713 KA20.4 714 712 707 715 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
714 KA21.5 712 713 716 715 	0 0 0 0 	0 0 0 0 	0 0 0 	0 	0 	0 
715 KA21.6 714 713 712 707 719 716 0 0 0 0 0 0 0 0 0 0 0 0 
716 KA22.7 714 715 719 720 718 717 0 0 0 0 0 0 0 0 0 	0 	0 	0 
717 KA22.e 716 718 0 	0 0 0 0 0 	0 0 0 0 	0 0 0 0 0 0 
718 KA23.9 717 716 720 725 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
719 KA24.4 - -707 708 710 709- 721 720 746 715 	0 	0- 	0 	0 	0 	0 	0 	0 	0 	0 
720 KA24. 5 716 719 721 722 726 727 725 718 0 0 0 0 0 0 0 0 0 0 
721 	KA25. 6 720 719 709 722 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
722 KA25.7 720 721 709 710 711 1071 726 0 0 0 0 0 0 0 0 0 0 0 
723 KA27.9 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
724 KA28.0 0 0 0 0 0 0 0 0 	0 0 	0 	0 0 0 	0 	0 	0 0 
725 KA29,0 718 720 727 	0 0 0 0 0 0 0 00 0 o 0 0 0 o 
726 KA30. 8 727 720 722 1071 921 728 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
727 KA30.9 725 720 726 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
728 PA17. 5 726 921 930 932 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
729 SHIPPIN 0 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
730 060.5P 659 665 734 733 0 0 0 0 0 0 0 0 0 0 0 0 	0 0 
731 063.OP 739 112 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
732 082.1 	733 735 0 	0 	0 0 0 0 	0 0 0 0 0 0 0 	0 	0 	0 
733 082,2 732 735 734 730 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
734 082.3 733 730 665 111 739 735 115 0 0 0 0 0 0 0 0 0 0 0 
735 G82.4 736 738 740 739 734 733 732 0 0 0 0 0 0 0 0 0 0 0 
736 082.5 741 738 740 735 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
737 093.7P 108 113 107 99 112 738 595 604 0 0 0 0 0 0 0 0 0 0 
738 083,8P 744 742 743 739 114 112 731 737 595 602 740 735 736 741 	0 0 0 0 
739 083.9P 738 114 115 734 735 740 0 0 0 0 0 0 0 0 0 0 0 0 
740 G83.0 735 739 738 736 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
741 084.7 736 738 743 742 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
742 G84.8 741 743 744 738 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
826 023. 5P 817 824 825 881 1081 1082 879 1077 648 818 1075 0 0 0 0 0 0 	0 
827 G31.1 846 830 831 829 828 795 0 0 0 0 0 0 0 0 0 0 0 0 
829 031.2 827 829 820 795 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
929 031.3 831 832 838 837 820 828 827 0 0 0 0 0 0 0 0 0 0 0 
830 G31.4 834 833 831 827 846 847 889 0 0 0 0 0 0 0 0 0 0 	0 
831 G31.5 830 834 832 833 829 827 0 0 0 0 0 0 0 0 0 0 0 0 
832 G32.6 833 831 829 838 839 835 836 0 0 0 0 0 0 0 0 0 0 	0 
833 G32.7 834 830 831 832 835 836 0 0 0 0 0 0 0 0 0 0 0 0 
834 G32.8 886 885 835 833 831 830 889 0 0 0 0 0 0 0 0 0 0 	0 
835 032.9 834 885 836 832 833 0 0 0 0 0 0 0 0 0 0 0 0 0 
836 G32.0 835 885 883 882 840 839 832 833 0 0 0 0 0 0 0 0 0 	0 
837 G33.1 838 839 1076 842 1080 880 821 820 829 1092 0 0 0 0 0 0 0 0 
838 033.2 832 839 837 829 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
839 G33.3 832 838 837 841 1076 840 836 842 0 0 0 0 0 0 0 0 0 0 
840 G33.4 836 839 841 843 882 0 0 0 0 0 0 0 0 0 0 0 0 	0 
841 033.5 840 8431076 839 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
842 033.6P 8371076 839 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
843 034.9 841 1076 884 882 944 840 0 0 0 0 0 0 0 0 0 0 0 0 
844 034.0 843 884 882 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
845 G40.1 798 782 846 847 848 889 0 0 0 0 0 0 0 0 0 0 0 0 
846 G40.2 845 782 795 827 830 847 0 0 0 0 0 0 0 0 0 0 0 	0 
847 G40.3 848 845 846 830 889 0 0 0 0 0 0 0 0 0 0 0 0 0 
848 040.4 889 798 845 847 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
849 G41.1 850 854 797 796 867 853 0 0 0 0 0 0 0 0 0 0 0 0 
850 041.2 851 853 852 849 854 855 856 0 0 0 0 0 0 0 0 0 0 	0 
851 041.3 859 858 852 850 856 0 0 0 0 0 0 0 0 0 0 0 0 0 
852 041.4 858 871 853 850 851 0 0 0 0 0 0 0 0 0 0 0 0 	0 
853 041.5 852 871 868 867 849 850 0 0 0 0 0 0 0 0 0 0 0 0 
854 G42.7 855 857 798 797 849 850 0 0 0 0 0 0 0 0 0 0 0 	0 
855 042.8 856 957 854 850 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
856 042.9 859 851 855 857 861 850 0 0 0 0 0 0 0 0 0 0 0 	0 
857 G42.0 861 855 854 798 889 890 956 0 0 0 0 0 0 0 0 0 0 0 
859 G43.1 768 865 866 876 875 971 852 851 859 767 0 0 0 0 0 0 0 	0 
859 G43.2 767 768 858 851 856 861 860 0 0 0 0 0 0 0 0 0 0 0 
860 044. 3P 766 767 859 861 862 0 0 0 0 0 0 0 0 0 0 0 0 	0 
861 044.4 960 859 856 890 862 857 892 0 0 0 0 0 0 0 0 0 0 0 
862 G44.5 863 864 892 890 861 960 766 0 0 0 0 0 0 0 0 0 0 	0 
863 G45.9 864 892 862 766 771 759 894 0 0 0 0 0 0 0 0 0 0 0 
864 G45.0 894 892 862 963 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
865 046. 7P 788 769 866 858 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
866 046. BP 895 774 768 769 865 858 876 877 0 0 0 0 0 0 0 0 0 	0 
867 G51.1 853 849 871 796 781 793 868 0 0 0 0 0 0 0 0 0 0 0 
868 051.2 871 853 867 793 869 0 0 0 0 0 0 0 0 0 0 0 0 	0 
869 051,3 871 868 793 800 870 0 0 0 0 0 0 0 0 0 0 0 0 0 
870 051.4 871 869 800 810 900 874 872 0 0 0 0 0 0 0 0 0 0 	0 
871 052.1 858 852 853 867 868 869 870 872 873 875 0 0 0 0 0 0 0 0 
872 052.2 873 871 870 874 899 1048 0 0 0 0 0 0 0 0 0 0 0 	0 
873 052.3P 875 871 872 899 1048 1038 1050 877 0 0 0 0 0 0 0 0 0 0 
874 052. 4P 872 870 900 1039 1048 899 0 0 0 0 0 0 0 0 0 0 0 	0 
875 053.5 876 858 871 873 877 0 0 0 0 0 0 0 0 0 0 0 0 0 
876 G53.6 877 866 858 875 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
877 053. 7P 1050 1038 873 875 876 866 895 774 775 896 1042 1040 0 0 0 0 0 0 
878 061.IP 818 647 806 805 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
879 062. 6P 1077 826 648 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
880 064.IP 1080 821 837 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
881 064.2P 1081 825 819 821 826 1082 0 0 0 0 0 0 0 0 0 0 0 0 
882 069.6P 883 998 999 1004 884 844 843 840 836 0 0 0 0 0 0 0 0 	0 
883 069. 7P 885 1019 1018 999 998 882 836 0 0 0 0 0 0 0 0 0 0 0 
884 069.8P 844 882 1004 1000 1095 1096 1076 843 0 0 0 0 0 0 0 0 0 	0 
885 071. 7P 1019 886 903 1020 883 - 836 835 834 0 0 0 0 0 0 0 0 0 0 
886 G72.7 887 905 903 885 834 889 891 0 0 0 0 0 0 0 0 0 0 	0 
887 072. 8P 746 888 905 886 891 893 750 0 0 0 0 0 0 0 0 0 0 0 
888 072. 9P 746 887 905 747 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
889 G73.1 890 886 834 830 847 848 845 798 857 0 0 0 0 0 0 0 0 0 
890 G73.2 891 889 857 861 862 892 0 0 0 0 0 0 0 0 0 0 0 	0 
891 G73.3 892 890 886 887 893 0 0 0 0 0 0 0 0 0 0 0 0 0 
892 073. 4P 749 894 864 863 862 861 890 891 893 750 0 0 0 0 0 0 0 	0 
893 073. 5P 750 749 892 891 887 746 0 0 0 0 0 0 0 0 0 0 0 0 
894 076. 9P 749 892 864 863 759 760 0 0 0 0 0 0 0 0 0 0 0 	0 
895 077. 6P 774 768 866 877 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
896 078. 1P 1043 897 877 775 1042 0 0 0 0 0 0 0 0 0 0 0 0 	0 
897 078.2P 1043 896 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
898 081.1P 808 660 657 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
899 PA1.3P 874 1048 873 872 1057 0 0 0 0 0 0 0 0 0 0 0 0 0 
900 P44.8P 874 870 810 1058 1060 1039 0 0 0 0 0 0 0 0 0 0 0 	0 
901 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
902 071.6P 904 1019 1033 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
903 071.7P 904 1020 886 885 905 0 0 0 0 0 0 0 0 0 0 0 0 0 
904 071.8P 905 903 1020 1019 902 1033 1032 1021 912 906 0 0 0 0 0 0 0 	0 
905 072. 9P 906 904 903 886 897 888 747 0 0 0 0 0 0 0 0 0 0 0 
906 072.OP 907 748 905 904 912 911 910 0 0 0 0 0 0 0 0 0 0 	0 
907 074.2P 764 763 910 906 748 752 758 0 0 0 0 0 0 0 0 0 0 0 
908 ML3.6 1024 909 912 911 910 0 0 0. 0 0 0 0 0 0 0 0 0 	0 
149. 
909 ML3. 7P 784 916 914 915 1030 1023 1024 908 910 762 917 0 0 0 0 0 	0 
910 ML3.8P 764 762 909 908 911 906 907 763 0 0 0 0 0 0 0 0 0 
911 ML3,9 910 908 912 908 0 0 0 0 0 0 0 0 0 0 0 0 	0 
912 ML3.0 911 906 904 1021 1024 908 0 0 0 0 0 0 0 0 0 0 0 
913 PILe. 5P 987 918 988 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
914 ML9. 1 909 915 916 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
915 ML9.2 916 914 9091030 0 0 0 0 0 0 0 0 0 0 0 0 	0 
916 ML93P 992 988 991 987 913 1030 915 914 909 764 917 0 0 0 0 0 0 
917 PIL10.6P 764 909 916 762 0 0 0 0 0 0 0 0 0 0 0 0 	0 
918 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
919 PA10.2P 1071 1069 1070 920 921 0 0 0 0 0 0 0 0 0 0 0 	0 
920 PA11.3P 919 1069 1070 921 0 0 0 0 0 0 0 0 0 0 0 0 0 
921 PA13.4P 1071 920 1070 1072 1073 922 923 926 930 728 726 919 0 0 0 0 	0 
922 PA14. 5 923 926 921 925 0 0 0 0 0 0 0 0 0 0 0 0 0 
923 PA146P 922 921 1072 1073 0 0 0 0 0 0 0 0 0 0 0 0 	0 
924 PA15. 1 925 927 930 929 0 0 0 0 0 0 0 0 0 0 0 0 0 
925 PA15. 2 922 926 927 924 0 0 0 0 0 0 0 0 0 0 0 0 	0 
926 PA153 922 921 930 927 925 0 0 0 0 0 0 0 0 0 0 0 0 
927 PA15. 4 925 926 930 924 0 0 0 0 0 0 0 0 0 0 0 0 	0 
928 PA16.7 929 930 931 933 0 0 0 0 0 0 0 0 0 0 0 0 0 
929 PA16.8 928 930 924 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
930 PA16.9 728 921 926 927 929 928 931 932 924 0 0 0 0 0 0 0 0 
931 PA16. 0 932 930 928 933 0 0 0 0 0 0 0 0 0 0 0 0 	0 
932 PA18.6 728 930 931 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
933 PA19. 1 931 928 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
934 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
935 0776P 949 948 774 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
936 078.4P 947 498 694 1045 0 0 0 0 0 0 0 0 0 0 0 0 0 
937 KA1. 1 943 938 944 950 939 940 0 0 0 0 0 0 0 0 0 0 	0 
938 KA1.2 937 943 945 944 0 0 0 0 0 0 0 0 0 0 0 0 0 
939 KA1.3 940 941 949 950 937 0 0 0 0 0 0 0 0 0 0 0 	0 
940 KA1.4 941 939 937 942 0 0 0 0 0 0 0 0 0 0 0 0 0 
941 KA1. 5P 959 683 951 949 939 940 942 960 685 0 0 0 0 0 0 0 	0 
942 KA2. 9P 959 941 940 943 960 0 0 0 0 0 0 0 0 0 0 0 0 
943 KA2. OP 960 942 937 938 944 945 698 895 702 0 0 0 0 0 0 0 	0 
944 KA3. 1 939 943 945 949 950 937 0 0 0 0 0 0 0 0 0 0 0 
945 KA3. 2P 700 952 946 696 695 943 938 944 949 948 0 0 0 0 0 0 	0 
946 KA3. 3P 945 952 953 708 710 947 948 696 697 0 0 0 0 0 0 0 0 
947 '.43. 4P 946 948 1044 1045 934 698 710 708 0 0 0 0 0 0 0 0 	0 
948 l'.A3. 5 949 945 696 944 947 1044 774 935 0 0 0 0 0 0 0 0 0 
949 KA3. 6 951 954 955 772 774 939 948 696 945 944 950 935 941 0 0 0 	0 
950 KA3. 7 939 949 944 937 0 0 0 0 0 0 0 0 0 0 0 0 0 
951 KA4. 8P 684 684 954 949 941 685 0 0 0 0 0 0 0 0 0 0 	0 
952 KA11.2P 945 946 953 708 700 0 0 0 0 0 0 0 0 0 0 0 0 
953 KA13. 7P 708 946 952 700 0 0 0 0 0 0 0 0 0 0 0 0 	0 
954 l'.A16.9 686 955 951 684 949 0 0 0 0 0 0 0 0 0 0 0 0 
955 KA17. OP 686 764 761 772 949 954 0 0 0 0 0 0 0 0 0 0 	0 
956 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
957 D08.6P 160 155 964 977 980 0 0 0 0 0 0 0 0 0 0 0 	0 
958 008.OP 164 980 166 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
959 KA1. 5P 485 961 973 975 960 942 941 683 0 0 0 0 0 0 0 0 	0 
960 KA2.9P 976 959 975 703 695 943 942 941 0 0 0 0 0 0 0 0 0 
961 KA5. SP 962 973 959 683 685 0 0 0 0 0 0 0 0 0 0 0 	0 
962 KA6. 5 963 967 971 970 973 961 685 0 0 0 0 0 0 0 0 0 0 
963 KA6. OP 962 977 978 968 967 685 687 964 688 0 0 0 0 0 0 0 	0 
964 cA8.7P 957 155 154 688 977 963 687 0 0 0 0 0 0 0 0 0 0 
965 KA7.1 966 967 971 949 0 0 0 0 0 0 0 0 0 0 0 0 	0 
964 KA7.2 968 967 965 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
967 l'.A7.3 964 968 943 962 971 965 0 0 0 0 0 0 0 0 0 0 	0 
968 K7.4 --- 97& 977 963 967- 966-0 -0 0 0 0 0 0 0 0 0 0 0 
969 KA8. 8 965 971 970 973 972 0 0 0 0 0 0 0 0 0 0 0 	0 
970 KA8.9 969 971 962 973 0 0 0 0 0 0 0 0 0 0 0 0 0 
971 KAB. 0 965 967 962 973 970 969 0 0 0 0 0 0 0 0 0 0 	0 
972 I'.A9.1 969 973 975 974 0 0 0 0 0 0 0 0 0 0 0 0 0 
973 KA9.2 972 969 970 971 962 961 959 975 974 0 0 0 0 0 0 0 	0 
974 KA10. 6 972 973 975 703 0 0 0 0 0 0 0 0 0 0 0 0 0 
975 $.Ai0.7 960 974 972 973 959 703 0 0 0 0 0 0 0 0 0 0 	0 
978 KA11.5P 960 895 703 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
977 KA19.7P 979 978 948 963 964 688 957 980 0 0 0 0 0 0 0 0 	0 
978 KA19.8 979 977 963 968 0 0 0 0 0 0 0 0 0 0 0 0 0 
979 KA26.9 978 977 980 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
980 KA26. OP 979 977 957 160 169 164 959 166 0 0 0 0 0 0 0 0 0 
981 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
982 D010.9P 120 993 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
983 EH46. 7P 993 990 994 47 48 569 0 0 0 0 0 0 0 0 0 0 	0 
984 EH55. BP 990 983 569 589 573 0 0 0 0 0 0 0 0 0 0 0 0 
985 ML2.9P 9861029 987 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
986 ML8.4 989 990 985 1029 987 991 0 0 0 0 0 0 0 0 0 0 0 
987 ML8. SP 991 986 985 1029 1028 1030 916 913 988 0 0 0 0 0 0 0 	0 
988 ML9.3P 991 987 913 916 992 0 0 0 0 0 0 0 0 0 0 0 0 
989 ML11.7 991 990 986 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
990 ML11.8 993 983 984 573 1016 1029 996 989 991 0 0 0 0 0 0 0 0 
991 ML11.9 992 993 990 989 986 987 988 916 0 0 0 0 0 0 0 0 	0 
150. 
	
992 ML11.0 691 141 993 991 989 916 764 	0 	0 0 	0 	0 0 	0 	0 	0 0 0 993 ML12. 6P 992 991 990 983 	48 982 120 131 140 145 47 141 	0 0 0 0 	0 	0 
994 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
995 EH48.3P 1014 5771010 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 996 Fc1.3P 1009 591 68 89 667 675 679 577 0 0 0 0 0 0 0 0 0 0 
997 067.4P 1012 1009 675 674 676 677 1093 1004 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 998 089. 6P 999 882 883 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 
999 069.7P 1018 1007 1003 1004 882 883 998 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1000 069.8P 1004 1095 894 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 1001 rlLl,5P 1026 1010 1013 1035 0 0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1002 ML4.1P 1034 1006 1031 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 1003 ML5. 1 	1007 1006 1005 1004 999 0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1004 ML5,2P 1003 1005 1012 997 1093 1095 1000 884 999 882 0 0 0 0 0 0 0 0 1005 ML5.3 	1006 1011 1012 1004 1003 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1006 ML5.4p 1002 1031 1034 1011 1005 1003 1007 1033 0 0 0 0 0 0 0 0 0 0 1007 ML5. 5 	1006 1033 1003 999 1018 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1008 ML6.6 1011 1009 1012 1010 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 1009 ML6.7p 1011 1010 591 996 69 679 675 997 1012 1009 	0 	0 	0 	0 	0 	0 	0 	0 1010 ML6.8 	1025 1001 1013 1014 995 577 591 1009 1008 1011 1026 0 0 0 0 0 0 0 1011 ML6.9 1034 1031 1006 1005 1012 1008 1009 1010 1025 	0 	0 	0 	0 	0 	0 	0 	0 	0 1012 ML6.0 	1011 1008 1009 997 1004 1005 	0 	0 	0 0 0 0 0 0 0 0 0 0 1013 ML7.4p 1033 1036 1014 1010 1001 1026 0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1014 ML7. SP 1013 1010 995 577 1036 1035 	0 	0 	0 0 0 0 0 0 0 0 0 0 1015 SHIPPIN 0 0 0 	0 0 0 0 0 0 0 	0 0 0 	0 0 0 0 0 
1016 EH47.9P 990 573 1036 1029 	0 	0 	0 	0 	0 	0 0 	0 	0 0 	0 	0 	0 	0 1017 EH48.3P 1036 592 577 	0 0 0 0 0 0 0 	0 0 0 	0 0 0 0 0 1018 071.5 	1019 883 999 1007 1033 	0 	0 	0 	0 	0 0 	0 	0 0 	0 	0 	0 	0 
1019 071.6P 885 904 902 1033 1018 893 1020 0 0 0 	0 0 0 	0 0 0 0 0 
1020 071.7P 1019 903 904 885 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1021 071.8P 	912 904 1032 1024 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1022 MLI. 1 1023 1027 1025 1032 1024 0 0 0 0 0 0 0 0 0 0 0 0 0 1023 ML1.2 	1022 1024 909 1030 1027 	0 	0 	0 	0 	0 	0 	-0 	0 	0 	0 	0 	0 	0 
1024 ML1.3 909 1022 1023 1032 1021 912 908 0 0 0 0 0 0 0 0 0 0 0 1025' ML1.4 	1022 1026 1027 1010 1011 1031 1032 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1026 MLI. 5P 1013 1025 1010 1001 1035 1029 1028 1027 0 0 0 0 0 0 0 0 0 0 
1027 ML2. 7 	1022 1025 1026 1028 1030 1023 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1028 ML2. 8 987 1029 1026 1027 1030 	0 0 0 0 0 0 0 0 0 0 0 0 0 1029 ML2. 9P 	987 985 1028 1026 1035 1036 1016 990 996 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1030 ML2. 0 915 909 1023 1027 1028 997 916 	0 	0 0 0 0 0 0 0 0 0 0 
1031 ML4. 1P 1025 1032 1011 1034 1006 1002 1033 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1032 ML4. 2 	1021 1024 1022 1025 1031 1033 904 	0 	0 0 0 0 0 0 0 0 0 0 
1033 ML4.3 904 902 1019 1018 1007 1031 1032 1006 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1034 ML3.4P 1031 1002 1006 1011 	0 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 1035 ML7, 4P 1036 1014 1013 1001 1029 1026 0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1036 ML7. SP 1029 1016 573 592 1017 577 1014 1013 1035 0 0 0 0 0 0 0 0 0 1037 SHIPPIN 0 0 0 	0 0 0 0 0 0 0 	0 	0 0 	0 	0 	0 0 0 
1038 052,3P 1050 1048 873 877 	0 	0 	0 	0 	0 	0 0 0 	0 0 0 0 	0 	0 1039 052.4P 874 900 1060 1057 1048 0 0 0 0 0 	0 	0 0 	0 	0 	0 0 0 
1040 053.7P 10421050 877 0 0 	0 	0 0 0 	0 0 0 0 0 0 0 0 	0 1041 077.6P 7741044 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1042 078. 1P 1044 1043 896 877 1040 1050 1051 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1043 078. 2P 1044 1042 996 775 774 897 	0 0 0 0 0 0 0 0 0 0 0 0 1044 078,3 	1045 1051 1042 1043 774 1041 776 948 947 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1045 078.4P 711 1068 1051 1044 947 938 694 	0 	0 0 0 0 0 0 0 0 0 0 
1046 PA1. 1 	1050 1049 1047 1055 1057 1048 	0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1047 P41.2 1052 1049 1046 1055 1054 1056 1062 	0 	0 0 0 0 0 0 0 0 0 0 
1048 PAl. 3P 1050 1046 1057 1039 872 899 873 1038 874 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1049 P42.6 	1050 1052 1051 1048 1047 	0 	0 	0 	0 0 0 0 0 0 0 0 0 0 1050 P42. 7 1051 1042 1049 1046 1048 1038 873 877 1040 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1051 - A2.8 - 1-044 1042 1050 1049 1052 1-053 1062 1063 1068 1045 0 0 0 0 0 0 0 0 
1052 PA2. 9 	1051 1049 1047 1062 1053 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1053 P42.0 1051 1052 1082 	0 	0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1054 PA3.1 	1047 1055 1056 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1055 P43. 2 1054 1036 1059 1058 1057 1046 1047 0 0 0 0 0 0 0 0 0 0 0 1056 PA3.3 	1061 1062 1047 1054 1055 1059 1064 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1057 P43.4 1046 1048 899 1039 1060 1058 1055 0 0 0 0 0 0 0 0 0 0 0 
1058 PA4.8P 1059 1055 1057 1060 900 810 680 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1059 PA4.9 	1055 1058 1064 1065 1066 1067 680 1058 810 0 0 0 0 0 0 0 0 0 
1080 P44. 0 1057 1058 900 1039 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1081 PA5.8 	1063 1062 1056 1084 1070 1089 0 0 0 0 0 0 0 0 0 0 0 0 
1062 P45.9 1051 1053 1052 1047 1056 1061 1063 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0- 	0 
1083 P45.0 	1062 1051 1081 1068 1069 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
1064 P46.7 1061 1070 1072 1073 1065 1059 1056 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1065 P47. 5 	1064 1073 1066 1059 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
1066 P48.6 1065 1059 1067 	0 0 0 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1067 P48. 7 	1066 1059 660 663 	0 	0 	0 0 0 0 0 0 0 0 0 0 0 0 
1068 P49. 1 711 1045 1051 1063 1069 1071 0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1069 P410.2P 1068 1071 919 920 1070 1061 1063 0 0 0 0 0 0 0 0 0 0 0 
1070 PA11.3P 919 920 921 1072 1064 1081 1069 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1071 P412.4 	722 726 921 919 1069 1068 711 0 0 0 0 0 0 0 0 0 0 0 
1072 PA13.4P 921 923 1073 1064 1070 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 
1073 PA14.6P 1064 1065 1072 921 923 0 0 0 0 0 0 0 0 0 0 0 0 0 
1074 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
151. 
1075 023. 5P 826 1082 1083 1077 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1076 933. oP 884 843 841 839 837 842 1092 1096 0 0 0 0 0 0 0 0 0 0 
1077 042.6P 651 879 826 648 653 1078 1084 1083 1075 0 0 0 0 0 0 0 0 	0 
1078 062.8P 1077 651 653 110 1084 1093 0 0 0 0 0 0 0 0 0 0 0 0 
1079 963.OP 1084 112 1085 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1090 064. IP 1092 937 821 1081 1091 890 0 0 0 0 0 0 0 0 0 0 0 0 
1081 064.2P 1080 1091 1088 1082 926 881 821 825 0 0 0 0 0 0 0 0 0 	0 
1082 964.3 1075 826 881 1081 1091 1088 1083 0 0 0 0 0 0 0 0 0 0 0 
1083 G64.4 1082 1088 1084 1077 1075 1078 0 0 0 0 0 0 0 0 0 0 0 	0 
1084 965.7 1083 1088 1085 1079 112 110 111 1078 1077 0 0 0 0 0 0 0 0 0 
1085 065.8 1084 1088 670 671 112 1079 0 0 0 0 0 0 0 0 0 0 0 	0 
1086 065.9P 677 671 1087 670 1088 1089 1090 1094 0 0 0 0 0 0 0 0 0 0 
1087 065.OP 1086 671 672 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1088 066.1 1089 1086 670 1085 1084 1083 1082 1081 1091 1090 0 0 0 0 0 0 0 0 
1089 G66.2 1090 1088 1086 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1090 066.3 1092 1096 1091 1088 1089 1086 1094 0 0 0 0 0 0 0 0 0 0 0 
1091 066.4 1080 1081 1082 1088 1090 1092 0 0 0 0 0 0 0 0 0 0 0 	0 
1092 G66.5 837 1090 1091 1080 1096 1076 1097 1094 0 0 0 0 0 0 0 0 0 0 
1093 4P 1004 997 676 677 1094 1097 1095 0 0 0 0 0 0 0 0 0 0 	0 
1094 9P 1093 1097 1092 1090 1086 677 676 0 0 0 0 0 0 0 0 0 0 0 
1095 069.8P 1000 1004 1093 1097 1096 894 0 0 0 0 0 0 0 0 0 0 0 	0 
1096 069.9 884 1076 1092 1090 1097 1095 0 0 0 0 0 0 0 0 0 0 0 0 
1097 089.0 1093 1094 1095 1096 1092 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1098 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1099 AB3.1P 11111113 300 307 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1100 004.0P 1138 1143 1105 1148 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1101 005.3P 1102 1104 1103 1116 1106 1143 1146 0 0 0 0 0 0 0 0 0 0 	0 
1102 005.4P 1104 1147 1146 1101 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1103 007.6 1101 1116 1104 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1104 007.7 1101 1103 1102 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1105 008. IP 1100 1138 1185 1152 1121 1108 1106 1107 1143 1148 0 0 0 0 0 0 0 	0 
1108 008.2 1101 1116 1117 1118 1110 1107 1105 1143 0 0 0 0 0 0 0 0 0 0 
1107 008.3 1108 1110 1111 1109 1108 1105 0 0 0 0 0 0 0 0 0 0 0 	0 
1108 008.4 1105 1107 1109 1120 1184 1121 0 0 0 0 0 0 0 0 0 0 0 0 
1109 008.5 11081120 304 1111 1107 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1110 009.6 1106 1107 1111 1113 1118 0 0 0 0 0 0 0 ,0 0 0 0 0 0 
1111 009.7P 1110 1113 1099 300 307 302 304 1109 1107 0 0 0 0 0 0 0 0 	0 
1112 0010.8 1113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1113 0010.9 1112 1114 308 300 1099 1111 1110 1118 1119 0 0 0 0 0 0 0 0 	0 
1114 0010.OP 3081113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1115 0011.1 1119 1118 1117 1116 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1116 0011.2 1115 1117 1106 1101 1103 0 0 0 Or 0 0 0 0 0 0 0 0 0 
1117 0011.3 1106 1116 1115 1118 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1118 0011.4 1115 1117 1119 1106 1110 1113 0 0 0 0 0 0 0 0 0 0 0 0 
1119 0011.5 1115 1118 1113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1120 PH11.8P 1184 1183 304 1109 1108 1121 0 0 0 0 0 0 0 0 0 0 0 0 
1121 PH12.8P 1120 1184 1185 1152 1105 1108 1186 1122 1133 1139 0 0 0 0 0 0 0 	0 
1122 PH13.9P 1121 1133 1149 1186 1185 0 0 0 0 0 0 0 0 0 0 0 0 0 
1123 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1124 1 1125 1126 1127 1128 1134 1135 0 0 0 0 0 0 0 0 0 0 0 0 
1125 DD1.2 1124 1126 1139 1135 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1126 001.3 1127 1124 1125 1139 1140 1144 0 0 0 0 0 .0 0 0 0 0 0 0 
1127 001.4 1126 1124 1128 1129 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1128 001.5 1127 1124 1134 1130 1129 0 0 0 0 0 0 0 0 0 0 0 0 0 
1129 1 1127 1128 1130 1132 1133 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1130 002.2 1129 1132 1131 1134 1128 0 0 0 0 0 0 0 0 0 0 0 0 0 
1131 002.3 1130 1132 1133 1138 1137 1136 1134 0 0 0 0 0 0 0 0 0 0 	0 
1132 002.4 1129 1130 1131 1133 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1133 002.5 1129 1132 1131 1138 1121 1122 1149 1150 1187 0 0 0 0 0 0 0 0 	0 
1134 003.6 1124 1128 1130 1131 1136 1135 0 0 0 0 0 0 0 0 0 0 0 0 
1135 003.7 1124 1134 1136 1142 1140 1139 1125 0 0 0 0 0 0 0 0 0 0 	0 
1136 003.8 1131 1134 1135 1142 1138 1137 0 0 0 0 0 0 0 0 0 0 0 0 
1137 003.9 1131 1136 1138 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1138 0D3.0 1131 1137 1136 1142 1143 1133 1121 1105 1100 0 0 0 0 0 0 0 0 0 
1139 004.6 1125 1126 1140 1135 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1140 004.7 1126 1139 1135 1142 1141 1144 0 0 0 0 0 0 0 0 0 0 0 0 
1141 004.8 1140 1142 1146 1143 1144 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1142 004.9 1140 1141 1143 1138 1136 1135 0 0 0 0 0 0 0 0 0 0 0 0 
1143 004.OP 1138 1142 1141 1146 1101 1106 1148 1105 1100 0 0 0 0 0 0 0 0 	0 
1144 005. 1 1126 1140 1141 1146 1145 0 0 0 0 0 0 0 0 0 0 0 0 0 
1145 005.2 1144 1146 1147 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1146 DD5.3P 1144 1145 1147 1141 1143 1101 1102 0 0 0 0 0 0 0 0 0 0 0 
1147 005.4P 1145 1146 1102 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1148 DD8.1P 1100 1105 1143 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1149 PH13.9P 1133 1150 1187 1186 1122 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1150 PH14.9P 1187 1186 1149 1133 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1151 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1152 008.1P 1105 1121 1185 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1153 FK14.7P 1161 1173 173 1174 1175 58 59 60 61 189 191 0 0 0 0 0 0 	0 
1154 FP15.9P 1155 103 102 104 1177 1176 1174 1175 0 0 0 0 0 0 0 0 0 0 
1155 FK15.OP 103 1154 1175 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
1156 FK19.8P 107 1061177 108 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1157 F1'21.8P 109 1188 1180 0 0 0 0 0 0 0 0 0 0 0 0 0 0 	0 
152. 
	
1158 1Y4.0P 1781161 190 179 0 0 0 0 0 0 0 
	0 0 0 0 	0 	0 0 1159 IW3.0p 179 201 2021161 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 0 0 	0 1160 KY6.3p 1161 202 205 0 0 0 0 0 0 0 0 	0 0 0 0 0 0 0 1161 KY13.7P 1138 178 179 1159 202 1160 205 225 1172 1173 1153 40 	61 173 189 190 191 227 1162 KY14.6p 226 1171 1172 1170 	0 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1163 KV14.7P 226 2271172 0 0 0 0 0 0 0 0 
0 	0 0 0 0 0 0 1164 PH1.1 	1174 1173 1178 1166 1165 1168 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1165 PH1.2 1164 1166 1168 1173 	0 	0 0 0 0 0 0 0 	0 0 0 0 0 0 1166 P1-11.3 	1164 1165 1168 1169 1167 1180 1179 1178 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1167 P1.11.4 1166 1169 1182 1180 	0 	0 	0 	0 0 0 0 0 	0 0 0 0 0 0 1168 PH1.5 	1170 1169 1166 1165 1164 1173 1171 0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1169 P1-12.6 1182 1167 1166 1168 1170 1187 1186 	0 0 0 0 0 	0 0 0 0 0 0 1170 PH2.7 	1187 1169 1168 1171 1162 	0 	0 0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1171 PH2.8 1162 1172 1173 1168 1170 0 0 	0 0 0 0 0 	0 0 0 0 0 0 1172 PH2.9 	1162 1171 1173 1161 225 227 1163 224 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1173 PH2.0 1161 1172 1171 1168 1165 1164 1174 1153 0 0 0 0 	0 0 0 0 0 0 1174 PH3.1 	1153 1173 1164 1178 1176 1154 1175 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1175 P1.44. 1 1133 	58 103 1155 1154 1174 	0 0 0 0 0 0 	0 0 0 0 0 0 1176 PH5.2 	1154 1177 1179 1178 1174 	0 0 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1177 PH62 1154 1176 1179 1180 109 108 1156 107 106 105 104 0 	0 0 0 0 0 0 1178 PH7.3 	1174 1176 1179 1166 1144 	0 	0 	0 	0 	0 	0 	0 0 	0 	0 	0 	0 	0 1179 P1.47.4 1176 1177 1180 1166 1178 0 0 0 0 0 0 0 	0 0 0 0 0 0 1180 P4-48.0 	1179 1177 109 1157 1188 1181 1183 1182 1147 1164 	0 	0 0 	0 	0 	0 	0 	0 1181 PH9.0 1180 1188 1189 1183 	0 	0 	0 	0 	0 	0 0 0 	0 0 0 0 0 0 1182 PI41O.6 1180 1183 1184 1186 1169 1167 0 0 0 0 	0 	0 0 	0 	0 	0 	0 	0 1183 PHIO.7 1191 1189 1181 1180 1182 1184 1120 304 	0 	0 0 0 	0 0 0 0 0 0 1184 PH11.8P 1183 1182 1186 1185 1121 1120 1108 	0 0 0 	0 	0 0 	0 	0 	0 	0 	0 1185 PH12.GP 1122 1186 1184 1152 1105 1121 	0 0 	0 	0 0 0 	0 0 0 0 0 0 1186 PI-413.9p 1169 1187 1150 1149 1122 1121 1185 1184 1182 0 	0 	0 0 	0 	0 	0 	0 	0 1187 PH14.9p 1170 1169 1186 1149 1150 1133 	0 	0 	0 	0 0 0 	0 0 0 0 0 0 1188 P1.115.2 1180 1181 1189 1190 1157 109 108 615 0 0 	0 	0 0 	0 	0 	0 	0 	0 1189 PH16. 5 1188 1181 1183 1191 1190 	0 	0 	0 	0 	0 0 0 	0 0 0 0 0 0 1190 PH17.2 1188 1189 1191 367 364 365 615 329 0 0 	0 	0 0 	0 	0 	0 	0 	0 1191 PH18.5 1190 1189 1183 304 331 329 	0 	0 	0 	0 0 0 	0 0 0 0 0 0 1192 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0   0 
1193 4W15.1 11941195 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1194 KW16.3 11931195 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1195 KW17.2 11941193 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1196 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1197 ZE1.0 1198 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1198 ZE2.9 11971199 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1199 ZE3.9 1199 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1200 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1201 PA80.5 	
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1202 PAO1.5 1210 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1203 PA82.5 1210 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1204 P483.3 1206 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1205 PA84.3 1206 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1206 PA85.3 1204 1205 1207 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 	0 1207 P486. 9 1206 1209 1208 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1208 P486.0 12071209 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0 
1209 PA87.2 12081207 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1210 P498.5 12031202 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1211 SHIPPIN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
153. 
APPENDIX 2A 
GLIM ALGORITHM FOR COMPUTING I AND C FOR THE VARIABLES, AND FOR THE 
IMPLEMENTATION OF MONTE CARO TESTS ON RESIDUALS. 
$C DECLARE THE NUMBER OF COUNTIES $ 
$UN ITS 829 
$C READ IN DATA (STORED IN FILE VA29, 
$C WHICH MAY BE PRECONECTED) $ 
$DAT I SMR NC OV PC 51 S5 UN I I I $DIN 7 $ 
SC READ IN THE NEIGHBOUR INFO1ATION (SEE SECTION 5.2) $ 
$C (THE NEIGHBOUR INFORMATION IS IN FILE NBH829BF, 
$C WHICH MAY BE PRECONECTED)$ 
$DAT Al A2 A3 A4 A5 A6 A7 A8 A9 AlO All $DIN 9 $ 
$C CALCULATE Wi. AND STORE IN NN $ 
$WARN $ 
$CAL NN=(Al/Al )+(A2/A2)+(A3/A3)+(A4/A4)+(A5/A5)+(A6/A6) $ 
$CAL NN=NN+((A7/A7)+(A8/A8)+(A9/A9)+(A1O/A1O)+(All/A11)) $ 
$C CALCULATE So=%F,  Sl=2*So AND S2=%H $ 
$CL %F=%CU(NN) $Ck. MM=NN*NN $CAL %H=4*%CU(MM) $ 
$MAC MORA $ 
$C MACRO MORA CALCULATES MORANS I AND GEARYS C $ 
$CAL %D=%CU(X)/%NU : Z=X-%D $ 
$C 	NOW CALCULATE MORAN'S I AND STORE IN %I 
$ACC 7 $ 
$CAL I=Z(Al)+Z(A2)+Z(A3)+Z(A4)+Z(A5)+Z(A6)+Z(A7) $ 
$CAL I=I+Z(A8)-i-Z(A9)+Z(AlO)+Z(Al1) $ 
$CL I=Z*I: %I=%CU(I) $ 
$CAL %E=%CU(Z*Z) : %I=%NU*%I/(%F*%E) 
$C 	NOW CALCULATE GEARY'S C AND STORE IN %Z 
$C IF THE NEINBOUR W IS NOT SYMMETRIC, USE MACRO 'GEARY' INSTEAD. 
$CL G=2*((NN*Z*Z)_I) $ 
$CL %Z=%CU(G): %Z=(%NU_l)*%Z/%E : °hZ=%Z/(2*%F) $ 
$P RI 	'I STATISTIC IS '$PRI %I $ 
$PRI 'C STATISTIC IS '$PRI %Z $ 
$$E 
$MAC GEARY $ 
SC THIS MACRO CALCULATES GEARY'S C STATISTIC. 
$C WHEN W IS SYMMETRIC USE THE VERSION IN MACRO MORA 
$CPL G=((Al*(Z_Z(Al))/Al)**2)+((A2*(Z_Z(A2))/A2)**2) $ 
$CAL G=G+(((A3*(Z_Z(A3))/A3)**2)+((A4*(Z_Z(A4))/A4)**2))$ 
$Ctt G=G+(((A5*(Z_Z(A5))/A5)**2)+((A6*(Z_Z(A6))/A6)**2))$ 
$CL G=G+( ( (A7*(Z_Z(A7) )/A7)**2)+( (A8*(Z_Z(A8) )/A8)**2) )$ 
$CPL G=G+(((A9*(Z.Z(A9))/A9)**2)+((AlO*(Z_Z(A1O))/A1O)**2))$ 
$CL G=G+(((All*(Z_Z(All))/Aj.l)**2))$ 
$CL %Z=%CU(G) : %Z=(%NU_l)*%Z/%E : %Z=%Z/(2*%F) $ 
$PRI 'THE VALUE OF GEARYS C IS' $PRI %Z $ 
$MAC SIMUL $ 
$C SIMUL EXECUTES STEPS 1 TO 4 OF SECTION 4.8. 
$C THE REGRESSION MODEL IS DEFINED IN MACRO Fl, AND THE 
$C SIMULATED VALUES OF I ARE STORED IN PP $ 
154. 
$CQ Y=%ND(%SR(0)) $ 
$YVAR Y $USE El $CtL X=%YV-%FV 	%C=%C+l $ 
$CL %B=71T(%C,99) $ 
$USE MORA $CPL PP(%C)=%I $ 
$MAC ITA $CAL %B=l $WHILE %B SIMUL $$E 
SMAC Fl $FIT UC+OV+PC+UN+Sl+S5- $$E 
$C 
$C NOW WE APPLY THE MACROS ABOVE 
$C 
SC COMPUTE I AND C FOR THE VARIABLES 
$C 
$PRI ' RESULTS FOR SMR' $CAL X=SMR $USE MORA $ 
$PRI 'RESULTS FOR NC' $CL X=NJC $USE MORA $ 
$PRI ' RESULTS FOR OV' $CAL X=OV $USE MORA $ 
$PRI 'RESULTS FOR PC' $Ctt. X=OV SUSE MORA $ 
$PRI 'RESULTS FOR Si' $CL X=Sl $USE MORA $ 
$PRI ' RESULTS FOR S5' $CL X=Si SUSE MORA $ 
$PRI 'RESULTS FOR UN' $C.AL X=UN $USE MORA $ 
$C 
$C 	CALCULATE I FOR IESIDIJItS 
$PRI 'RESULTS FOR RESIDUALS' 
SYVAR SMR SUSE Fl $CPL X=%YV-%FV $USE MORA $ 
$C 
$C PERFORM MONTE CARO TEST ON RESIDUALS 
$VAR 99 PP $ 
$PRI 'MONTE SORTED AND UNSORTED VALUES OF 99 SIMULATED' 
$PRI ' 	VALUES OF I FOR RESIDUALS 




$C GLIM PROGRAM FOR FITTING SPATIAL MODEL DESCRIBED IN SECTION 6.6 $ 
$C 
$C THE NUMBER OF POSTCODE SECTORS USED IS 823 $ 
$tJNITS 823 $ 
$ 
$C INITIAL ISE RHO $ 
$CL RHO=O.O $ 
Sc 
SC ALTERNATIVELY, RHO MAY BE DECLARED AS A SCALAR $ 
$C 
$ 
$C READ IN THE NEIGHBOUR INFORHATION $ 
$DAT Al A2 A3 A4 A5 A6 A7 A8 A9 AID All $DIU9 $ 
$ 
$C CALCULATE Wi. AND STORE IN NH $ 
$CL NN=(Al/Al)+(A2/A2)+(A3/A3)+(A4/A4)+(A5/A5)+(A6/A6)+(A7/A7) $ 
$CQ. NN=NN+((A8/A8)+(A9/A9)+(AlO/AlO)+(All/All)) $ 
$ 
$C MACRO MORA CALCULATE (ii and iii) OF THE SCHEME DESCRIBED IN SECTION 6.6 $ 
$MAC MORA $ 
$CQ. X=SMR $USE NORA $CAL SM=SMR-XX $ 
SCAt. X=NC SUSE NORA SCAt. NNC=XX $ 
SCAt. X=OV $USE NORA SCAt. OOV=XX $ 
$CAL X=PC $USE NORA SCAt. PPC=XX $ 
$CAL X=Sl $IJSE NORA $CAL SS1=XX $ 
$CAL X=S5 SUSE NORA $CAL SS5=XX $ 
$CPL X=UN $USE NORA $CPL. UUN=XX $ 
SYVAR SMR $FIT NCC+OVV+PCC+NCC+S11+S55+UNN+Spl $DIS E $ 
$LOOK 13 RHOS 	 - 
SSE 
$MAC NORA $ 	 -. 
$CAJ.. I=X(Al)+X(A2)+X(A3)+X(A4)+X(A5)+X(A6)+X(A7)+X(A8) $ 
SCAL I=I+X(A9)+X(AlO)+x(All) : XX=X_(RHO*I/NU) $ 
SC DIVISION BY UN IS REQUIRED TO STANDARDISE THE NEIGHBOUR W $ 
SSE 
$ 
$C READ IN DATA 
$DAT I SMRNC OV PC Si S5 UN III $DIN7 $ 
$ 
$C MACRO DIN IMPLEMENTS (iv) OF PAGE 129.$ 
$MAC DIN $ 
SCAL RHO=RHO-'-O.i $ 
$USE MORA $ 
SSE 
 




001 C FORTRAN SUBROUTINE FOR IMPLEMENTING LARGE SAMPLE 
002 C TESTS FOR SPATIAL AUTOCORRELATION. 
003 C 
004 C 
005 SUBROUTINE SPATES(NBH, 	X, 	N, LL, 	RNI, 	SO, 	Si, 	S2, 
006 *01N, SUM, 	C, 	I, 	E12, 	ZD, S, Z4D, B2, VI, VC, VRI2, 	VRI3, 
007 *VRI, VRC, VRC1, VRC2, VRC3, 	SRI, 	SRC, 	SNC, 	SNI) 
008 C 
009 C DESCRIPTION OF VARIABLES 
010 C NBH INPUT: 	LL BY N INTEGER ARRAY HOLDING THE NEIGHBOUR INFO 
011 C X INPUT: 	REAL ARRAY OF LENGTH N, CONTAINING DATA OF OBSERVATIONS 
012 C N INPUT: INTEGER CONSTANT SET TO THE NUMBER OF COUNTIES. 
013 C LL INPUT: 	INTEGER CONSTANT SET TO THE NUMBER OF COLUMNS 	IN 
014 C RN1 INPUT: REAL CONSTANT SET EQUAL TO N 
015 C SO WORKING SPACE: 	REAL 	CONSTANT 
016 C 51 WORKING SPACE: REAL CONSTANT 
017 C S2 WORKING SPACE: 	REAL CONSTANT 
018 C VMN WORKING SPACE: REAL CONSTANT FOR HOLDING MEAN OF X 
019 C C OUTPUT: 	REAL CONSTANT HOLDING THE VALUE OF GEARY'S C 
020 C I OUTPUT: REAL CONSTANT HOLDING THE VALUE OF MORAN'S 	I 
021 C E12 WORKING SPACE: 	REAL CONSTANT 
022 C ZD WORKING SPACE: REAL CONSTANT HOLDING THE DENOMINATOR OF 
023 C MORAN'S 	I 
024 C S WORKING SPACE: 	REAL. 	CONSTANT 
025 C Z4D WORKING SPACE: REAL CONSTANT 
026 C 82 WORKING SPACE: 	REAL CONSTANT 
027 C VI WORKING SPACE: REAL CONSTANT SET TO VARIANCE OF MORAN'S I 
028 C VC WORKING SPACE: 	REAL CONSTANT SET TO VARIANCE OF MORAN'S C 
029 C VRI2 WORKING SPACE: REAL 	CONSTANT 
030 C VRI3 WORKING SPACE: 	REAL CONSTANT 
031 C VRI WORKING SPACE: REAL 	CONSTANT SET TO VARIANCE OF MORAN'S 	I 
032 C FOR RANDOMISATION ASSUMPTION 
033 C VRC WORKING SPACE: 	REAL CONSTANT SET TO VARIANCE OF GEARY'S C 
034 C FOR RANDOMISATION ASSUMPTION 
035 C VRC1 WORKING SPACE: REAL CONSTANT 
036 C VRC2 WORKING SPACE: REAL CONSTANT 
037 C VRC3 WORKING SPACE: REAL CONSTANT 
038 C SRI OUTPUT: 	REAL CONSTANT; ON EXIT CONTAINS MORAN'S I 
039 C STANDARDISED UNDER RANDOMISATION ASSUMPTION 
040 C SRC OUTPUT: 	REAL CONSTANT; ON EXIT CONTAINS GEARYS C 
041 C STANDARDISED UNDER RANDOMISATION ASSUMPTION 
042 C SNC OUTPUT: 	REAL 	CONSTANT; 	ON EXIT CONTAINS GEARY'S C 
043 C STANDARDISED UNDER NORMALITY ASSUMPTION 
044 C SNI OUTPUT: 	REAL CONSTANT; 	ON EXIT CONTAINS MORAN'S 	I 
045 C STANDARDISED UNDER NORMALITY ASSUMPTION 
046 C 
047 C 
048 INTEGER LL, 	N, 	NBH (LL ,N) 
049 REAL 	X(N), RN1, SO, 	SI, 	S2,VMN, 	SUM, 	C, 	I, 	E12, 	ZD, 
050 S, Z4D, B2, 	VI, 	VC, VRI2, VRI3,VRI, VRC, VRCI, VRC2, 	VRC3, 
051 *SRI, SRC, SNC, SNI 
159. 
1 C APPENDIX 2D 
2 C 
3 C FORTRAN PROGRAM TO FIT MULTIPLE REGRESSION MODELS WITH 
4 C SPATIALLY CORRELATED AUTOREGRESSIVE ERRORS 
5 C 
.s C SUBROUTINE SPAREG(NSC,NN1,LL,M1,W,Y. X, RH, HR. ONE, LW, Li 
7 C *WN, MO. ARHO, RHO, RHOMAX. A. AB. AT, SIM, S53, INTGER. IFAIL, 
8 C *AX,AY,TX,BT. INV,XY,YY,TY.T13,I3XY,I3XX,A1,A2,A3. 
9 C *SIG. DETA, VM, IRHO. 8G. L3RT. TI3B, T132, 13. BB, ALF. 
1.0 C *RHSG, V2. M2. VI2. NCHK. RCHK. ITA. NINT) 
11 C 
12 C 
13 C AUXILIARY SUBROUTINES 
14 C 
15 C ROUTINE 	FUNCTION 
16 C PRDT 	 MATRIX PRODUCT OF REAL MATRICES A AND 13 
17 C TRANS TRANSPOSE OF REAL MATRIX A 
is C TRCE 	 TRACE OF REAL MATRIX A 
19 C PARTI CREATES PARTITION MATRIX V OF 6.13 	AND 6.20 
20 C SORT 	 ARRANGES ELEMENTS OF A REAL ARRAY IN DESCENDING ORDER 
21 C BETA COMPUTES THE EST. 	REGRESSION PARAMATERS AND SIGMA SQ. 




26 C MARK 11 NAG SUBROUTINES 
27 C 
28 C F01AAF 	GIVES INVERSE OF A REAL SYMMETRIC MATRIX 
29 C F02AAF GIVES EIGENVALUES OF REAL MATRIX 
30 C F03AAF 	GIVES DETERMINANTS OF REAL MATRIX 
31 C 
32 C PARAMETERS 
33 C 
34 C NSC 	INTEGER: 	SET TO THE VALUES 
35 C 1 FOR THE CONDITIONAL SCHEME 
36 C 2 FOR THE SIMULTANEOUS SCHEME 
37 C WITH UNSTANDARDISED W 
38 C 3 FOR THE SIMULTANEOUS SCHEME 
39 C WITH STANDARDISED W 
40 C NN1 	INTEGER: 	SET TO NUMBER OF COUNTIES 
41 C LL INTEGER: SET TO MAXIMUM NUMBER OF NEIGHBOURS 
42 C OF ANY COUNTY 
43 C Ml 	INTEGER: 	SET TO NUMBER OF REGRESSORS (INCLUDING 
44 C THE CONSTANT TERM) 
45 C W 	 REAL NN1 BY NN1 ARRAY. 	WORKING SPACE. 	HOLDING 
6 C THE W MATRIX 
47 C Y 	 REAL ARRAY 	OF LENGTH NN1 HOLDING THE 
48 C DEPENDENT VARIABLE 
49 C X 	 REAL NN1 BY Ml ARRAY. 	READ IN AS THE DESIGN 
50 C MATRIX 
51 C RH 	REAL CONSTANT. 	WORKING SPACE. 
52 C HR REAL CONSTANT. WORKING SPACE. 
53 C ONE 	REAL NN1 BY 1 ARRAY. 	WORKING SPACE 
157. 
052 	 SUM=O 
053 SUM=O.O 
054 	DO 70 NN=1,N 
055.01 SUM=SUM+X(NN) 
056.01 70 CONTINUE 
057 	 VMN=SUM/ RN1 
058 C=O.O 
059 	 1=0.0 
060 ZD=O.O 
061 	 SO=O.O 
062 S1=O.0 
063 	 S2=0.0 
064 Z4D=O.0 
065 	DO 13 U1=1,N 
066.01 S=O.O 
067.01 	DO 44 Ji=1,LL 
068.02 JJ=NBH(J1,N1) 





074.02 44 CONTINUE 
075.01 14 CONTINUE 
076.01 	ZD=ZD+((X(N1)_VMN)**2) 
077.01 Z4D=Z4D+( (X(41)_VMN)**4) 
078.01 	SO=SO+S 
079.01 S2=S2+(4*(S**2)) 
080.01 13 CONTINUE 
081 	 B2=N*Z4D/(ZD*ZD) 
082 I=RN1*I/(SO*ZD) 
083 	C=C*( RN1_1)/(2.O*S0*ZD) 
084 EI2=(( Ml* RNI*S1)_(RN1*S2)+(3.0*SO*SO)) 
085 	 EI2=E12/(SO*SO*( RN1*RN1_iO)) 
086 VI=EI2_(1.0/((RN1_1.0)**2.0)) 
087 	 VC=((2.0*S1+S2)*(RN1_1)_4*so*sO) 
088 
089 	 VRI2=(S1*(N*N_N)_(2*N*s2)+(6*So*SO)) 
090 V R13=( N-i )*( N_2)*(N_3)*S0*S0 
091 	 VRI=(VRII_(B2*VR12))/VR13 
092 VRI=VRI_(1.O/(N_1)**2) 
093 	 VC=VC/(2.0*(RN1+1)*SO*SO) 
094 C CALCULATION OF VAR(C) , RANDOMISATION 




099 	 SRI=( I+(1.0/(N-1.0)))/sQRT(vRI) 
100 SRC=(1.O-C)/SQRT(vRc) 
101 	 SNC=(1.O-C)/SQRT(vc) 
102 SNI=(I+(1.0/(N-1)))/sQRT(vI) 
103 	 SNC=(i.O-C)/SORT(vC) 
104 SNI=( I+(1.O/( RN1-1)))/sQRT(VI) 





F0'1AT(/'0UTPUT FROM SUBROUTINE SPATES'//'BELOW ARE THE 
*VUES OF C, STANDARDISED C UNDER ASSUMPTION N, AND ST. UNDER R1 ) 
FOr1AT(3F15.6) 
FORMAT(/'BELOW ARE THE VPC.UES OF I, STANDARDISED I UNDER 














54 C LW INTEGER ARRAY OF LENGTH LL. 	READ IN AND 
55 C CONVERTED INTO ROWS FOR W 
56 C Li INTEGER. 	WORKING SPACE 
57 C WN REAL NN1 BY 1 ARRAY. 	WORKING SPACE 
58 C MO INTEGER. 	SET TO THE VALUE OF 1 
59 C ARHO REAL ARRAY OF LENGTH 2*NINT. 	WORKING SPACE 
60 C RHO REAL CONSTANT. 	WORKING SPACE USED TO HOLD 
61 C THE ESIMATED VALUE OF RHO 
62 C RHOMAX REAL CONSTANT. 	WORKING SPACE USED TO HOLD 
63 C THE UPPER LIMIT OF RHO 
64 C RHOMIN REAL CONSTANT. 	WORKING SPACE 
65 C A REAL NN1 BY NN1 ARRAY. 	WORKING SPACE 
66 C AS REAL NN1 BY NN1 ARRAY. WORKING SPACE 
67 C AT REAL NN1 BY NN1 ARRAY. 	WORKING SPACE 
68 C SIM REAL ARRAY OF LENGTH NN1. 	WORKING SAPCE 
69 C CONTAINING EIGENVALUES OF W 
70 C S53 REAL ARRAY OF LENGTH NN1. 	WORKING SPACE 
71 C INTGER INTEGER ARRAY. 	WORKING SPACE 
72 C IFAIL INTEGER. 	SET TO 0 ON ENTRY. 	ERROR INDICATOR 
73 C AX REAL NN1 BY Ml ARRAY. 	WORKING SPACE 
74 C AY REAL NN1 BY 1 ARRAY. WORKING SPACE 
75 C TX REAL Mi. BY NN1 ARRAY. 	WORKING SPACE 
76 C ST REAL Ml BY 1 ARRAY. WORKING SPACE HOLDING THE 
77 C VECTOR OF ESTIMATED REGRESSION PARAMETERS 
78 C INV REAL Ml BY Ml ARRAY. 	WORKING SPACE 
79 C XX REAL Ml BY Ml ARRAY. WORKING SPACE 
30 C YY REAL 1 BY 1 ARRAY. 	WORKING SPACE 
81 C TY REAL 1 BY NN1 ARRAY. WORKING SPACE 
82 C TB REAL Ml BY 1 ARRAY. 	WORKING SPACE 
83 C EXY REAL 1 BY 1 ARRAY. WORKING SPACE 
84 C J3XX REAL 1 BY Ml ARRAY. 	WORKING SPACE 
85 C Al REAL CONSTANT. 	WORKING SPACE 
86 C A2 REAL CONSTANT. WORKING SPACE 
87 C A3 REAL CONSTANT. 	WORKING SPACE 
88 C SIG REAL CONSTANT. WORKING SPACE HOLDING THE 
89 C ESTIMATED VALUE OF SIGMA SQUARED 
90 C DETA REAL CONSTANT. 	WORKING SPACE HOLDING THE 
91 C DETERMINANT OF W 
92 C VM REAL CONSTANT. 	WORKING SPACE 
93 C SG REAL CONSTANT. WORKING SPACE 
94 C BRT REAL NN1 BY NN1 ARRAY. 	WORKING SPACE 
95 C TBJ3 REAL CONSTANT. 	WORKING SPACE 
96 C TB2 REAL CONSTANT. WORKING SPACE 
97 C B REAL NN1 BY NN1 ARRAY. 	WORKING SPACE 
98 C BB REAL NN1 BY NN1 ARRAY. WORKING SPACE 
99 C ALF REAL CONSTANT. 	WORKING SPACE 
100 C RHSG REAL CONSTANT. WORKING SPACE 
101 C V2 REAL M2 BY M2 ARRAY. 	WORKING SPACE 
102 C V12 REAL M2 BY M2 ARRAY. WORKING SPACE HOLDING 
103 C THE ASSYMPTOTIC COVARIANCE MATRIX 
104 C M2 REAL CONSTANT. 	SET TO M1+2 
105 C NCHK INTEGER. 	WORKING SPACE 
106 C RCHK INTEGER. WORKING SPACE 
107 C ITA INTEGER. 	CONTROLS THE ACCURACY OF THE WHOLE 
108 C PROCEDURE. 	ITA= AT LEAST 4 IS 
109 C RECOMMENDED. THIS PROGRAM ASSUMES THAT 
110 C THE LIKELIHOOD FUNCTION HAS ONE STATIONARY 
111 C POINT. 	THE SEARCH FOR RHO BEGIN FROM RHOMIN 
112 C TO RHOMAX 	USING A GRID INTERVAL. 	WHEN 
113 C THE STATIONARY VALUE IS PASSED, 	A NARROW 
114 C GRID AROUND THE 	'CRUDE MAXIMUM' IS USED. 
115 C THE NUMBER OF TIMES A NARROWER. GRID IS USED 
116 C IS DETERMINED BY THE SET VALLft. OF ITA 
117 C NINT 	 INTEGER. 	CONTROLS LENGTH OF THE INITIAL GRID 
118 C INTERVAL USED IN THE SEARCH FOR RHO HAT. 
119 C INITIAL GRID=(RHOMAX-RHOMIN)/(NINT+1) 




124 C INTEGER LW(LL), INTGER(NN1) 
125 C REAL 	X(NN1,M1).Y(NN1,1),A(NN1,NN1),W(NN1NN1) 
126 C REAL AX(NN1.M1),AY(NN1,1),TX(M1,NN1),TY(1,NN1) 
127 C REAL 	BT(M1,1)T13(1,M1)BXX(1M1).XY(r11,1) 
128 C REAL S53 (NN 1),WN (NN 1,1), ONE (NN 1,j),A13 (NN 1.NN1) 
129 .0 REAL 	YY(1,1),J3XY(1,1),J3XX13(1,1),AT (NN 1NN1) 
130 C REAL DETA,INV(M1,M1),XX(M1,M1),J3 (NN 1NN1),13B (NN 1,NN1),SIM (NN 1) 
131 C REAL V2(M2, M2), V12(M2, M2), I3RT(NN1, NN1), ARHO(NINT*2) 
132 C COMMON A, AT, A13, W 1313, BRT,B 
133 C COMMON AX,AY,TXTY 
134 C 
135 C THE SCOTTISH LOCAL GOVERNMENT DISTRICT DATA IS USED FOR 
136 C ILLUSTRATION. 
137 C 
138 INTEGER LW(11),INTGER(53) 
139 REAL X(537)1V(531)A(53,53),W(5353) 
140 REAL AX (53, 7), AY (53, 1 ), TX (7, 53), TY ( 1, 53) 
141 REALDT(7.1),113(1,7),BXX(1,7).XY(7,1) 
142 REAL S53(53),WN(53, 1), ONE (53, 1),A13(53, 53) 
143 REAL 	YY(11).13XY(1,1).13XX13(1,1),AT(53,53) 
144 REAL DETA,INV(7.7)XX(77)!3(53,53)i3J3(53,53),9IM(53) 
145 REAL V2(9, 9), V12(9. 9), I3RT(53, 53), ARHO(20) 
146 COMMON A AT1 AB, W, 1313, I3RT, 13 
147 COMMON AX,AYTX,TY 
148 O1PEN(UNIT=7, FILE='NI3H. 853', 	STATUS='OLD') 
149 OPEN(UNIT=8, FILE='DNEWNEW', STATUS'OLD') 
150 OPEN(UNIT=6, 	FILE ='OMLESPCl',STATUS 	'NEW') 
151 C READ IN DATA 
152 NSC=3 
153 NINT=10 
154 380 IF(NSC.NE. 1)GO TO 390 
155 WRITE(6, 289) 
156 289 FORMAT(/'MAXIMUN LIKELIHOOD ESTIMATION OF THE', 
157 */'REGRESSION MODEL WITH ERRORS FOLLOWING THE CONDITIONAL',! 
158 *'SCHEME OF THE AUTOREGRESSIVE PROCESS. 	NEIGHBOUR W IN USE') 
159 GO TO 400 
160 - 390 IF(NSC. NE. 2)00 TO 392 
161 WRITE(6o391) 
162. 
142 391 FORMAT(/'MAXIMUN LIKELIHOOD ESTIMATION OF THE', 
163 */'REGRESSION MODEL WITH ERRORS FOLLOWING THE SIMULTANEOUS',! 
164 *'SCHEME OF THE AUTOREGRESSIVE PROCESS. 	UNSTANDARDISED NBH W') 
145 GO TO 400 
166 392 WRITE(4, 393) 
147 393 FORMAT(/'MAXIMUN LIKELIHOOD ESTIMATION OF THE', 
168 */'REGRESSION MODEL WITH ERRORS FOLLOWING THE SIMULTANEOUS',/ 
169 *'SCHEME OF THE AUTOREGRESSIVE PROCESS. 	STANDARDISED NBH W') 









179 C READ IN THE OBSERVATIONS AND THE REGRESSORS 
180 C 
191 DO 	27 I=1,NN1 
192 READ(8,*)Y(I,1),(X(I,L),L=2,M1) 
183 X(I, 1)1.0 
184 ONE(I,1)=1.0 
185 DO 91 J=1.NN1 
186 W(JI)=0.0 
187 A(J.I)=0.0 
188 91 CONTINUE 
189 C 
190 C CREATE W MATRIX 
191 C 
192 READ(7,*)(LW(L),L=1,LL) 
193 DO 92 L=1.LL 
194 L1=LW(L) 
195 IF(L1. EQ. 0)GO 10 92 
196 W(L1.I)=1.0 
197 A(L1I)=1.0 
178 92 CONTINUE 
199 27 CONTINUE 
200 M1=7 
201 IF(NSC. NE. 3)GO TO 11 
202 CALL PRDT(WN, W, ONE, NN1, MO, NN1) 
203 DO 8 I=1,N 
204 DO 9 J=1,N 
205 W(IJ)=L4(I,J)/WN(I,1) 
204 A(IJ)=W(I,J) 
207 9 CONTINUE 
208 8 CONTINUE 
209 11 CONTINUE 
210 C EXTRACT EIGENVALUES OF W AND STORE REAL PART IN SIM 
211 C AND COMPLEX PART IN S53 
212 C 
213 CALL F02AFF(A, NN1,NN1,SIM, 853, INTGER, IFAIL) 
214 C 
215 C CHECK THAT ALL EIGENVALUES ARE NON-ZERO REAL NUMBERS 
163. 
216 DO 	1 I=1,N 
217 RCHK1000*S53( I) 
218 NCHKIFIX(RCHK) 
219 IF(NCHK. EQ. 0) 	GO TO 	1 
220 WRITE(6, 100) 
221 100 FORMAT('COMPLEX EIGENVALUES. 	PLEASE CHECK FOR ERRORS') 
222 00 TO 1000 
223 1 CONTINUE 
224 DO 2 I=1,N 
225 RCHK=1000*SIM( I) 
226 NCHK=IFIX(RCHR) 
227 IF(NCHK. NE. 0) 	@0 TO 2 
228 WRITE(6, 101) 
229 101 FORMAT('THE MATRIX W IS SINGULAR. 	PLEASE CHECK FOR ERRORS') 
230 GO TO 1000 
231 2 CONTINUE 
232 C SORT THE EIGENVALUES AND STORE IN SIM 
233 C 
234 CALL S0RT(NN1,SIMRCHK) 
235 C 









245 WRITE(61 24)RH0MIN RHOMAX 
246 24 FORMAT(/'RHO LIES IN THE 	INTERVAL: ',2F10. 5) 
247 C 
248 C THE SEARCH FOR RHO BEGINS 
249 C WITH RHO=RHOMIN,RHOMAX,RHOINC 
250 C 
251 WRITE(6.25) 
252 25 FORMAT(/'THE SEARCH FOR RHO BEGINS',/ 
253 *'STEP: 	RHO: 	LIKELIHOOD FUNCTION') 
254 28 CONTINUE 
255 IF(NITA.EG. 1)00 TO 29 
256 I=MINO(IRHO-12) 
257 RHOMIN=WN(IRHO-I 	1) 
258 WRITE(6,26) 
259 26 FORMAT(/'A NARROWER GRID SEARCH FOR RHO BEGINS'.! 
260 *'STEP: 	RHO: 	LIKELIHOOD FUNCTION') 
261 29 CONTINUE 
262 DO 30 IRHO=1,NINT 
263 RHO=RHOMIN+( IRHO*RHO INC) 
264 CALL MATRXW(NN1,RHO,W,AB,A) 
265 C 
266 C NEXT FEW LINES ARE SKIPPED FOR THE CONDITIONAL SCHEME 
267 CALL TRANS(AT,A,NN1,NN1) 
268 IF(NSC. EQ. 1) 	GO TO 4 
269 CALL PRDT(AB AT. A. NN1. NN1, NN1) 
164. 
270 4 CONTINUE 
271 C 
272 C CALCULATION OF THE VECTOR OF REGRESSION PARAMETERS 
273 CALL BETA(NNLM1MO,A131 X Y,AX AYTX TY, XX, XY, 
274 *S53, IFAIL 	INV,BT,YY,TB,BXX,BXY,BXXB,A1,A2A3,SIG) 
275 CALL TRANS(A.ABNN1.NN1) 
276 C 
277 C CALCULATION OF THE DETERMINANT OF A 
278 C CALCULATION OF DETA, 	THE DETERMINANT OF A. 
279 C DETA MAY ALSO BE OBTAINED FROM NAG SUBROUTINE 
280 C CALL F03AAF(AB, NN1,NN1, DETA,S53, IFAIL) 
281 DETA=1 
282 DO 5 I=1N 
283 A1=1.0-(RHO*SIM(I)) 
284 IF(NSC. EG. 1) 	GO TO 6 
285 A1=A1*A1 
286 6 DETA=DETA*A1 
287 5 CONTINUE 
288 VM=((LOG(DETA))/NN1)-(LOG(SIG)) 
289 WRITE(6, 104)IRHO,RHO,VM 
290 104 FORMAT(13,F9.4,F20.5) 
291 ARHO(IRHO)=VM 
292 WN(IRHO1 1)=RHO 
293 IF(IRHO.EG. 1)GO TO 30 
294 RCHK=ARHO( IRHO-1 )-ARHO( IRHO) 
295 IF(RCHK.LT.0)GO TO 30 
296 RHOINC=2*RHOINC/ (NINT+1) 
297 NITA=NITA+1 
298 IF(NITA. GT. ITA)GO TO 31 
299 00 TO 28 
300 30 CONTINUE 
301 31 . 	CONTINUE 
302 C 
303 C 
304 C THE ASYMPTOTIC COVARIANCE MATRIX 
305 C 
306 S01. O*NN1/2. 0 
307 60=50/510 
30B - C 13=W*INVERSE(I-RHO*W) 
309 IFAIL=0 
310 CALL TRANS(A,AT,NN1,NN1) 
311 CALL F01AAF(A,NN1,NN1,AB,NN1,S53,IFAIL) 
312 CALL PRDT(I3,WAI3,NN1,NN1)NN1) 
313 CALL TRANS(BRT,B,NN11NN1) 
314 CALL PRDT(BB,BRT,B,NN1,NN1,NN1) 
315 CALL TRCE(TI3B,B,NN1) 
316 CALL TRCE(TB2,I3I3NN1) 
317 ALF=0.0 
318 DO 333 11,NN1 
319 ALF=ALF+((SIM(I)/(1-(RHO*SIM(I))))**2) 
320 333 CONTINUE 




324 GO TO 10 
325 19 RH=SIG*ALF/2 
326 RHSG=T1313/2 
327 10 CONTINUE 
328 M2=M1+2 
329 CALL PARTI(V2 	XX, SO, RH,RHSG, Ml, M2) 
330 IFAILO 
331 C 
332 C INVERSE OF V2 IN V12 
333 CALL F01AAF(V2 M2 M2 V12, M2, S53, IFAIL) 
334 DO 444 I=1,M2 
335 DO 443 J=1,M2 
336 V12( I, .J)VI2( I, J)*SIO 
337 443 CONTINUE 
338 444 CONTINUE 
339 WRITE(6,201) 
340 201 FORMAT(/'EST. 	PARAMETERS: 	T-RATIO: 	ST. 	ERROR') 
341 DO 445 	11,M1 
342 HR=SGRT(V12(I. I)) 
343 XY(I, 1)=BT(I, 1)/HR 
344 WRITE(6,204)BT(I1).XY(I1)HR 
345 204 FORMAT(F15. 5, 2F10. 5) 
346 445 CONTINUE 
347 A1=SIG/SGRT(V12(M2-1.M2-1)) 
348 HR=SQRT(V12(M2, M2)) 
349 HR=RHO/HR 
350 WRITE(6, 202) 
351 202 FORMAT(/' SIGMA: 	T-RATIO: 	RHO: 	T-RATIO'/) 
352 WRITE(6,205)SIG,A1,RHO,HR 
353 205 FORMAT(F74,F7.4,F11.4F9.4) 
354 1000 CONTINUE 
355 NSC=NSC-1 
356 REWIND 7 
357 REWIND 8 
358 IF(NSC. EQ. 0)00 TO 600 
359 WRITE(6. 550) 
360 550 FORMAT(////'NEW MODEL'//) 
361 GO TO 380 
362 600 CONTINUE 
363 C RETURN 
364 STOP 
365 END 
366 SUBROUTINE I3ETA(NN1M1,M0,A13. X,Y,AXAY,TXTY. XX 	XY, 
367 *553,IFAIL,INV,BT,yy,TB,13XX,BXy,13XX13,A1,A2,A3,SIG) 
368 C 
369 REAL 	X(NN1,M1),Y(NN1,1),AX(NN1,M1),AY(NN1,1),TX(M1NN1). 
370 *J3T(M1,1),fl3(1,M1),J3XX(1,M1),XY(M1,1),TY(1,NN1), 
371 *S53(NN1),AB(NN1,NN1),YY(1, 1), 
372 *INV(M1,M1),XX(M1,M1),13Xy(1,1),BXXB(1,1) 
373 C 
374 CALL PRDT(AX,A13, X,NN1,M1, NN1) 
375 CALL PRDT(AY,A13.YNN1 	MO, NN1) 
376 CALL TRANS(TX,X,M1,NN1) 
377 CALL TRANS(TY,Y,M0.NN1) 
166. 
378 CALL PRDT(XX, TX AX, M1,M1, NN1) 
379 C 
380 C INVERSE OF XX IN STORED IN INV 
331 C 
382 CALL F01AAF(XX,M1,M1,INV,M1,853,IFAIL) 
383 CALL PRDT(XX,TX,AX,M1,M1,NN1) 
384 CALL PRDT(XY.TX,Ay,M1,M0,NN1) 
385 CALL PRDT(BT,INV,XY,M1,Mo,M1) 
386 C 
387 C CALCULATION OF SIGMA SQUARED 
338 C 
389 CALL PRDT(YY,TY,Ay,M0,M0,NN1) 
390 CALL TRANS(TBBT,M0,M1) 
391 CALL PRDT(I3XY,TB,XY,M0,M0,M1) 
392 CALL PRDT(BXX,TB,XX,M0,Ml,M1) 









402 SUBROUTINE SORT(NA,RCHK) 
403 C ARRANGES ELEMENTS OF ARRAY A IN DESCENINO ORDER 
404 C 
405 REAL RCHK,A(N) 
406 DO 2 I=1,N 
407 11=1+1 
408 DO 3 J11,N 




413 3 CONTINUE 
414 2 CONTINUE 
415 RETURN' 
416 END 
417 SUBROUTINE MATRXW(NN1, RHO, W. AS, A) 
418 	C GET A FROM W 
419 C 
420 INTEGER NN1 
421 REAL 	RHO,LJ(NN1,NN1),AB(NN1,NN1).A(NN1,NN1) 
422 DO 22 I=1NN1 
423 DO 21 J=1,NN1 
AS ( I 	J)=RHO*W( I, J) 
AS ( I, J)=-AB ( I, J) 
426 A(IJ)=AB(I,j) 




430 22 CONTINUE 
431 RETURN 
432 END 
433 SUBROUTINE TRANS(W,V,NM) 
434 REAL W(N,M), 	V(N,N) 
435 DO 	1 I=1N 
436 DO 2 J=1,M 
437 W(I,J)=V(JI) 
438 2 CONTINUE 
439 1 CONTINUE 
440 RETURN 
441 END 
442 SUBROUTINE PRDT(W,Y,V.N,M,L) 
443 C THIS GIVES VECTOR PRODUCTS 
444 C 
445 REAL W(NM), 	Y(NL), 	V(LM) 
446 DO 1 I=LN 
447 DO 2 J1,M 
448 W(IJ)=0.0 
449 DO 3 K=1L 
450 
451 3 CONTINUE 
452 2 CONTINUE 
453 1 CONTINUE 
454 RETURN 
455 END 
456 SUBROUTINE TRCE(TR,WN) 
457 C THIS GIVE THE TRACE 
458 C 
459 REAL W(N.N) 
460 C 
461 TR=0.0 
462 DO 	1 I=1,N 
463 TR=TR+W(I,I) 
464 1 CONTINUE 
465 RETURN 
466 END 
467 SUBROUTINE PARTI(W V1 SO, RH. RHSS,N,M) 
468 INTEGER N.M 
469 REAL W(M.M).V(N,N) 
470 M=N+2 
471 DO 	1 I=1.N 
472 DO 2 J=1.N 
473 W(I.J)=V(I.J) 














OUTPUT FROM SPAREG WHEN APPLIED TO THE SCOTTISH LOCAL 
GOVERNMENT DISTRICTS DATA. 
MAXIMUN LIKELIHOOD ESTIMATION OF THE 
REGRESSION MODEL WITH ERRORS FOLLOWING THE SIMULTANEOUS 
SCHEME OF THE AUTOREGRESSIVE PROCESS. STANDARDISED NI3H W 
RHO LIES IN THE INTERVAL: -1.18193 	1.00000 
THE SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 -0. 9836 4.91652 
2 -0.7852 5.06901 
3 -0.5869 5.18579 
1 '-0. 3885 5.27839 
5 -0.1901 5.35323 
6 0.00812 5.41454 
7 0.2066 5.46345 
8 0.4049 5.49591 
9 0.6033 5.49954 
10 0.3016 5.44502 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: 	RHO: LIKELIHOOD FUNCTION 
1 0.4410 	 5.49925 
	
2 0.4771 5.50157 
3 0.5131 	 5.50273 
4 0.5492 5.50258 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 0.4836 5.50187 
2 0.4902 5.50213 
3 0.4967 5.50235 
4 0.5033 5.50254 
5 0.5098 5.50267 
6 0.5164 5.50277 
7 0.5230 5.502e3 
8 0.5295 5.50283 
9 0.5361 5.50280 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 0.5242 5.50283 
2 0.5253 5.50283 
3 0.5265 5.502184 
4 0.5277 5.50284 
5 0.5289 5.50284 
169. 
170. 
EST. PARAMETERS: 1-RATIO: ST. ERROR 
	
0.94e19 15. 17359 	0.06249 
-0,84941 -2.42652 0.35005 
--l-28582 -1.4026e 0.91669 
0.82722. 1.07940 0.76637 
0.87249 3.61759 0.24118 
-4,10614 -2.77941 1.47735 








MAXIMUN LIKELIHOOD ESTIMATION OF THE 
REGRESSION MODEL WITH ERRORS FOLLOWING THE SIMULTANEOUS 
SCHEME OF THE AUTOREGRESSIVE PROCESS. UNSTANDARDISED NBH W 
RHO LIES IN THE INTERVAL: -0.32145 	0.17812 
THE SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 -0.2760 4.79493 
2 -0.2306 4.97619 
3 -0-1852 5.11113 
4 --0.1398 5.21621 
5 -0-0944 5.29e72 
6 -0.0490 5.36257 
7 -0.0035 5.40933 
8 0.0419 5.43757 
9 0. 0873 5.44074 
10 0.1327 5.40064 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: 	RHO: LIKELIHOOD FUNCTION 
1 0.0501 	 5.44032 
2 0.0584 5. 44221 
3 0.0666 	 5.44315 
4 0.0749 5.44306 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 0.0599 5.44245 
2 0.0614 5.44266 
3 0.0629 5.44284 
4 0.0644 5.44299 
5 0.0659 5.44310 
6 0.0674 5. 44318 
171. 
7 	0. 0689 
	 5, 44323 
3 0.0704 5. 44324 
9 	0.0719 
	 5. 44322 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: LIKELIHOOD FUNCTION 
1 0.0692 5.44323 
2 O.0694 5.44324 
3 0.0697 5.44324 
4 0.0700 5.44324 










0.0042 5.0923  
T-RATIO: ST. ERROR 
	










MAXIMUN LIKELIHOOD ESTIMATION OF THE 
REGRESSION MODEL WITH ERRORS FOLLOWING THE CONDITIONAL 
SCHEME OF THE AUTOREGRESSIVE PROCESS. NEIGHBOUR W IN USE 
RHO LIES IN THE INTERVAL: -0.32145 	0.17812 
THE SEARCH FOR RHO BEGINS 
STEP: 	RHO: LIKELIHOOD FUNCTION 
1 -0.2760 5.16636 
2 -0.2306 5.23722 
3 -0.1852 5.28895 
4 -0.1398 5.32962 
5 -0.0944 5.36254 
6 -0.0490 5.38937 
7 -0.0035 5. 41080 
8 0.0419 5.42663 
9 0. 0873 5.43530 
10 0.1327 5.43117 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: 	RHO: LIKELIHOOD FUNCTION 
1 0.0501 	 5.428e3 
172. 
2 	0. 0584 5. 43077 
3 0.0666 5.43245 
4 	0.0749 5.433e4 
5 0.0832 5,43490 
6 	0.0914 5.43560 
7 0.0997 5.43589 
8 	0.1079 5.43569 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: 	LIKELIHOOD FUNCTION 
1 0.0929 5.43569 
2 O,0944 5.43576 
3 0.0959 5. 43581 
4 0.0974 5.43585 
5 0.0989 5. 43588 
6 0.1004 5.43599 
7 0.1019 5.43588 
A NARROWER GRID SEARCH FOR RHO BEGINS 
STEP: RHO: 	LIKELIHOOD FUNCTION 
1 0.0992 5.43588 
2 0.0995 5. 43588 
3 0,0997 5.435e9 
4 0.1000 5. 43589 
5 0.1003 5.43589 
6 0.1006 5.43589 
7 0.1008 5.43589 
EST. PARAMETERS: 1-RATIO: ST. ERROR 
0.94040 14. 52389 0.06475 
-0.86752 -2.42940 0.35709 
-0.57209 -0.67557 0. 84683 
0.66337 0. 82385 0.80521 
0.56861 2.22402 0.25567 
-3.21714 -2.01403 1.59736 
0.33498 0.63569 0.52695 
SIGMA: 1-RATIO: 	RHO: T-RATIO 
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