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1Methods for the 
Quantitative Evaluation 
of Program Impacts
Prepared jointly by Bruce Larson (BU) and 
Paul Hutchinson (Tulane University)
2Outline for presentation
• Terms:
– outcome (related to OVC welfare)
– program/project/intervention (treatment)
– impact and counterfactual
• Goal:
– estimate impact of the program (ATT usually)  
• Methods for estimating impact depend on 
study design 
– numerous methods depending on situation
3What’s an outcome?
• Typically a measure (variable) related to welfare (recall 
morning presentation)
• Examples:
– Did a child of primary school age in school complete the last school 
term?
– Has a child 5 years of age received all recommended vaccinations;
– Does a household own an ITN;
– Is a child under height for age (< 2 SD below reference);
Notation from morning presentation:
Yi = an outcome measured at the level of a person (OVC, 
caregiver) or household
4What’s an intervention? 
• In clinical trials, intervention is designed to affect an 
outcome or outcomes (the Yi’s)
– biomedical interventions
– behavioral interventions  
• Outside of clinical trials, same idea (affect outcome)
– programs/projects (conditional cash transfers, micro-credit, 
job training, OVC programs, agricultural extension program, 
etc.)
– policy changes (free primary schooling, easier credit to buy 
fertilizers, health workers should use RDTs to diagnosis 
malaria in children
– events (drought, a parent dies, an adult dies in a 
household, a person becomes HIV infected).
5How complex is the intervention? 
• Focused activity:
– give a free ITN to a pregnant women at MCH
– give a fixed amount of cash each week to a 
household
• Multiple components jointly provided (package):
– typical OVC program (with 6+1 program areas)
• Regardless of description complexity, remains an 
“intervention”.
6How is impact of a program defined?
• use ‘treatment’  intervention
• Notation for being in the treatment group 
– T means in the treatment group
• Notation for time  
– F means “after” the treatment was received
– B means “before” or baseline
• Notation for actually receiving treatment  
– D = 1 means person (HH) was treated (received 
intervention)
– D = 0 means not treated
7What is a definition of impact?
• Impact = 
difference in outcome between what was 
observed with the treatment (the “fact”) and 
what would have been observed in the 
absence of the treatment (the 
“counterfactual”).
8What is a definition of impact?
• Notation for actually observed:    YTF(D=1)
– means average for outcome Y for those in 
treatment group after the treatment and they were 
treated
• What’s the counterfactual:     YTF(D=0) 
– what would have been the outcome if those in the 
treatment group had not received the treatment
– counter to fact because never observed
9What is a definition of impact?
• Impact = YTF(D=1) - YTF(D=0) 
– Impact evaluation methods (study design for data 
collection, actual data collection, and statistical 
methods) are designed to:
– create good estimate of fact (e.g., estimate of 
mean outcome);
– create good estimate of counterfactual (e.g., also 
mean outcome);
– create a good estimate of impact.
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Study Designs for Impact Evaluation?
Randomized Controlled Trial study design (gold 
standard)
– possible participants identified
– participants randomized into two groups 
those in treatment group
those not in the treatment group (comparison group)
Data maybe available at two time points for each 
group
– Baseline (before intervention) 
– Follow up (at some point “after” the intervention)
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Study Designs for Impact Evaluation?
• A basic idea in randomization: the two groups 
should have similar outcomes before the 
intervention
– average at baseline for two groups the same                 
YTB(1) = YCB(0)
– this is one notion that the randomization 
“worked”
12
Study Designs for Impact Evaluation?
• Impact easy to estimate with RCT study design
YTF(1) = average for the treatment group
YCF(0) = average for the comparison group 
Use for counterfactual:  YTF(0) = YCF(0)
So, impact = YTF(1) – YCF(0)
(simple difference between the two groups at follow up, 
see next slide)
13
Impact with Randomized Study Design
time
outcome
Y
baseline
YTB = YCB
YTF
YCF
treatment follow up
Impact = YTF - YCF
randomization
“worked”
14
Key Lessons from RTC Study Design? 
• Need to create a counterfactual 
– need a comparison group
• With RCT study design
– easy to identify comparison group (study creates 
as part of implementation)
– statistical analysis is also fairly easy
• LESSON – good study design leads to simple 
statistical methods
15
RTC Study Designs Possible? (YES)
• Newer generation of research (economics) focused on 
evaluation of interventions (programs and policies) 
aimed at the poor around the world
– at least a few hundred randomized controlled evaluations 
have been conducted on a range of interventions 
• Conclusion – significant experience in the design, 
implementation, and evaluation of interventions using 
RTC design 
• As examples, see J-PAL (http://www.povertyactionlab.org/about-j-pal),  the World 
Bank’s Development IMpact Evaluation (DIME) Initiative 
(http://go.worldbank.org/1F1W42VYV0)
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What if non-random selection into the 
treatment group?
• Randomization did not work (why?)
– Chance  (study of rapid diagnostic tests)
– Only certain types of people participated and received 
treatment (self selection, targeted to specific group)
• Problem:  Actual outcomes for the comparison group 
do not provide a good counterfactual (see next slide)
17
Counterfactual? Not YCF
time
outcome
Y
baseline
YCB
YTF
YCF
treatment follow up
YTB
not impact
18
Even at follow-up, the treatment group may still be 
worse off than the control group
time
outcome
Y
No baseline
YTB ≠ YCB
YTF
YCF
treatment follow up
(YTF – YCF)<0,
but not impact
because poor comparison
group
YCB
YTB
Worse – erroneous conclusion of negative impact
19
• Problem with post-only observational (non-randomized) 
designs:
– We know (from the previous slide) that the treatment group improved 
much more than the comparison group overtime
(i.e. program had positive impact, just lacking data on baseline to 
show it)
– With only data at a follow up period, we only see that:
YTF < YCF       (which is not impact)
• In short, naïve analysis can produce nonsense results.
Did the program make OVC worse? 
20
Impact evaluation methods with non-random 
assignment to the treatment group
• Regardless of method, goal is to create a reasonable 
counterfactual
• Always need data for some comparison group
• Always need data at some follow up period (at least one point 
in time)
• Useful to have data at some baseline period (at least one 
point)
• Note:  For the baseline and follow up data, it is not necessary 
to have the same people (HH) surveyed (repeated cross-
section) but it is often nice (longitudinal/panel data)
21
A quick overview of a few approaches
• What if data are available at some baseline period and a 
follow-up period?
– Use a difference-in-difference approach (DID) to create the 
counterfactual
• What if data are only available for a follow up period (i.e. no 
baseline included in program implementation)
– Matching methods (Nearest neighbor, Propensity Score)
– Instrumental variable methods (IVM)
• Other methods available 
– combinations of 1-3 above, additional methods with more data points 
(multiple before and after the intervention)
22
A Difference-in-Difference Approach
• Two data points (baseline and follow up) for a 
treatment and comparison group
• At baseline, the two groups are different
so  YTB ≠ YCB
• Use a “parallel” trend assumption to create a 
counterfactual (see next slide)
23
“Parallel trend” assumption:  in the absence of 
treatment, both groups have same trend
time
outcome
Y
baseline
YCB
YTF(1)
YCF(0)
treatment follow up
YTB
YTF(0)
“impact”
counterfactual
24
What’s the counterfactual?
The counterfactual is just defined as: 
the outcome for treatment group at 
baseline plus the change observed over 
time in the comparison group
25
Why method called DID?
If you substitute the counterfactual into the usual
definition of impact, and rearrange you get:
mean difference treatment 
between follow up and baseline
mean difference comparison 
between follow up and baseline
So, impact is the difference in mean differences
Note: a parallel trend is a maintained assumption in such analyses
(can’t be tested without more data)
impact = 
26
How to estimate impact using a DID 
approach?
• Simply calculate means and mean differences
• Use regression method to estimate DID (See 
details in appendix).
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Matching methods with only follow up data
• Situation:  
– one round of ‘follow up’ data exist 
– some people (HH) received the treatment
– some people did not and form a pool of possible 
comparisons (and you have a fairly large number of them)
• Solution:
– use matching methods to try to create a ‘reasonable’ 
matched comparison group from the full pool of possible 
comparisons
– then define impact as usual 
• Two basic methods:  nearest neighbor matching;  
propensity score matching
28
Nearest-neighbor matching
• Basic idea:  suppose that conditional on some 
set of variables (relatively few), the expected 
outcome if not treated does not depend on 
the group.  
• Example:  labor productivity and ART in Kenya
– treatment group (HIV-infected workers on ART)
– pool for comparison group (all other workers)
– matching:  location in plantation, age, gender, 
experience
29
Nearest-neighbor matching
• Given the matching variables X
– counterfactual for each person in treatment group 
based on average of a few others (e.g., 4) in the 
full comparison group matching on the X’s
– calculate impact as usual 
30
Nearest-neighbor matching
• The matched comparison group attempts to 
replicate what would have happened with 
randomization into the treatment group.  
• Need large sample typically to find good 
matches for each person in treatment group.
• Many details about statistics, but this is the 
basic logic
31
Propensity Score Matching (PSM)
• What is a “propensity score”?
– the probability of being in the treatment group given a set of observed 
variables (Xs). 
• Basic logic of PSM:  
– large sample of people (HH), so treated and some not
– estimate a probability model (e.g. logistic regression) to explain 
treatment (participation)
– use the estimated probability model to calculate a probability 
(propensity score) for each person in the sample (those actually 
treated and those not) 
• So, all people in the sample (HH) have a propensity score, but 
some treated and some not.
32
Propensity Score Matching (PSM)
• Use matching approach similar to NNM, but 
now match on the propensity score (same 
range around number)
• Use ‘average’ of outcomes for a few closest 
matches on PS to estimate the counterfactual
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Difference in Logic with Matching Methods
• With propensity score matching (PSM), use many 
‘explanatory’ variables in probability model to try to explain 
who participated in treatment group
• With nearest neighbor matching (NNM), use a few ‘matching 
variables’
• So:
– use NNM when you have few matching variables and 
reasonable story 
– use PSM when you have lots of explanatory variables to 
estimate propensity score
• Both – need large enough sample size for possible comparison 
group
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Program Evaluation with Regression Analysis
Y = β0 + β1 X+ β2 T + ε
where: 
X = Control variables (wealth, education, etc)
T = Received program services (T=1 Yes; T=0 No)
• β2 is the measure of program impact when program assignment 
is independent of factors affecting the outcome (conditional 
upon observed X’s). 
• With randomization to the treatment group, it is possible to 
estimate program impact directly.
• Without randomization, possible to consider “Instrumental 
Variable” approach.
35
Instrumental Variables
• We can use instrumental variables regression to 
control for non-random program participation
– We construct a variable that is correlated with program 
participation T but purged of any confounding with the 
outcome Y (an IV)
– Allows us to get a consistent estimate of program 
effectiveness
– Allows us test for endogeneity (i.e. non-random selection 
based on unobservable factors) 
36
Instrumental Variables
• Problem:  We need to identify some characteristics 
of OVC that are associated with program 
participation T but not the outcomes we are 
studying.
– This is can be a BIG, BIG challenge!
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Final remarks 
• Many methods exist for estimating impact 
outside of randomized trials
– with more than 2 rounds of data
– basic idea for all methods is the same (create a 
reasonable counterfactual)
38
Final remarks 
• Try to design study before implementation of 
intervention (i.e., implement program) to 
support impact evaluation in the future
– issues:  when to collect data, how to identify a 
possible comparison group and also collect data
• All methods assume outcomes known 
(quantifiable), reasonably representative 
sample from the treatment group, and a 
sample of some other group that provides the 
basis for a comparison group.
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Thank You
The USAID/Project SEARCH, Orphans and 
Vulnerable Children Comprehensive Action 
Research (OVC-CARE) Project, is funded by the 
U.S. Agency for International Development 
under Contract No. GHH-I-00-07-00023-00.  
The Project is implemented by Boston 
University.  The opinions expressed herein are 
those of the authors and do not necessarily 
reflect the views of the funding agency.
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Appendix 
Some details of DID and IV methods
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DID models with regression analysis
• It would be nice if we had random assignment 
to treatment and control groups, but often we 
don’t (or can’t)
• DID Regression analysis allows us to estimate 
program impacts under the assumption of 
exogeneity
– Exogeneity: Assignment to treatment and control 
groups is independent of outcomes conditional 
upon observed characteristics of study 
participants
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Difference-in-Differences (cont)
• With more than one time period, a regression framework using 
time and treatment dummy variables can calculate this 
difference-in-differences, controlling for other factors that are 
changing over time
• Consider the model: 
Y = β0 + β1 X+ β2 t + β3 P + β4 T*t + ε
where: 
X = Control variables (wealth, education, etc)
t = Time (t=0 is baseline; t=1 is follow-up) 
T = Received program services, i.e. Treatment  (T=1 Yes; T=0 No)
The estimated β4 will be the difference-in-differences in the group 
means
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Difference-in-Differences (cont)
• When don’t truly have random assignment, the 
regression form becomes very useful
• Additional X’s can be added to the regression to 
control for differences across the treatment and 
control groups
• Sometimes referred to as a “natural experiment” 
especially when a policy change is being analyzed
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What is an instrumental variable (IV)?
• In an equation with an endogenous explanatory 
variable an IV is a variable, Z, that does not appear in 
the equation, is uncorrelated with the error  in the 
equation, and is (partially) correlated with the 
endogenous program variable T
• To correct for non-random selection into the 
program, we can replace the endogenous program 
variable T with some function of the instrumental 
variable
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Multiple Regression IV (cont)
Start with the original (structural) model:  
(1) Y = β0 + β1 X+ β2 T + ε
– where P is endogenous and X is exogenous
– Z is the instrument with Cov(Z, ε) = 0 
(2) T = π0 + π 1 X+ π 2 Z + μ
– where π 2 ≠ 0 and E(μ)=0, Cov(Z, ε)=0 and Cov(Z, μ)=0 
(i.e. the standard assumptions)
– Equation (2) is a reduced form equation (it contains no 
RHS endogenous variables). 
– Eq. 2 regresses the endogenous variable on all exogenous 
ones
– If T is endogenous in (1), Cov(ε, μ) ≠ 0
– Note: It is better to have more (statistically significant) 
instruments than fewer 
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Instrumental Variables Regression 
Start with the original model:  
(1) Y = β0 + β1 X+ β2 T + ε
We add: 
(2) T = π0 + π 1 X+ π 2 Z + μ
We estimate the regression in (2) to get T
– T is that part of the variation in T that is explained only 
by variation in X and Z (the instrument). It is “purged” of 
the unobserved confounding influences due to non-
random selection
• Then we estimate (1)’  
(1) ‘ Y = β0 + β1 X+ β2 T + ε
In (1)’ β2 represents program impact.
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What makes a valid instrumental variable?
In order for a variable, Z, to serve as a valid 
instrument for T, the following must be true:
1. The instrument must be exogenous
• That is, Cov (Z, ε) = 0
2. The instrument must be correlated with the 
endogenous variable x
• That is, Cov (T, Z) ≠ 0
3. The instrument cannot be correlated with the 
dependent variable from the structural equation
• That is, Cov (Y, Z) = 0
