Abstract-We discuss a small-seed pseudorandom generator which fools arbitrary degree polynomial threshold functions with respect to the Gaussian distribution.
I. INTRODUCTION
A polynomial threshold function (PTF) is a function of the form f (X) = sgn(p(X)) for some polynomial p(X). We say that f is a degree-d polynomial threshold function of p is of degree at most d. Polynomial threshold functions are a fundamental class of functions with applications to many fields such as circuit complexity [1] , communication complexity [11] and learning theory [7] .
We discuss the issue of pseudo-random generators for polynomial threshold functions of bounded degree. Namely for some known probability distribution D on R n , we would like to find an explicit, easily computable function G : {0, 1}
S → R n so that for any degree-d polynomial threshold function, f ,
There are two natural distributions, D, to study for this problem. The first is that of the hypercube distribution, namely the uniform distribution over {0, 1}
n . The second is the Gaussian distribution. The latter can often be thought of as a special case of the former. In particular for polynomials of low influence (for which no one variable has significant control over the size of the polynomial), the invariance principle says that these polynomials behave similarly on the two distributions. In fact many results about the hypercube distribution are proven by using the invariance principle to reduce to the Gaussian case where symmetry and the continuous nature of the random variables make things considerably easier.
In this paper we construct an explicit PRG for the Gaussian case. In particular, for any real numbers c, > 0 and integer d > 0 we construct a PRG fooling degree-d PTFs of Gaussians to within of seed length log(n)2
Oc(d) −4−c . In particular we show that Much of the previous work in constructing pseudorandom generators involves the use of functions of limited independence. It was shown in [3] thatÕ( −2 )-independence fools degree-1 PTFs. The degree-2 case was later dealt with in [4] , in which it was shown thatÕ( −9 )-independence sufficed (and that O( −8 ) sufficed for Gaussians). The author showed that limited independence suffices to fool arbitrary degree PTFs of Gaussians in [6] , but the amount of independence required was
. In terms of PRGs that do not rely solely on limited independence, [8] found a PRG for degree-d PTFs on the hypercube distribution of size log(n)2 O(d) −8d−3 . Meka and Zuckerman's generator can be though of as as first partitioning the coordinates of the input into some reasonably large number of groups using limited-independence hash function, and using independent limited-independence hash functions on each group of coordinates. We consider our generator to be the proper Gaussian equivalent of this generator, as it is produced by combining a large number of generators coming from limited independence. Another significant PRG was developed by Meka and Zuckerman in [8] for linear threshold functions (degree-1 PTFs). This generator was based on PRGs for space bounded computation, and had seed length of only O(log(n) + log 2 (1/ )). It should be noted that for d more than a constant, and less than some other constant, our PRG will always obtain better seed length than any of these other PRGs.
The basic idea of the proof of Theorem 1 will be to show that X fools a function g which is a smooth approxima-tion of f . This is done using the replacement method. In particular, we replace the X i by fully independent families of Gaussians one at a time and show that at each step a small error is introduced. This is done by replacing g by its Taylor expansion and noting that small degree moments of the X i are identical to the corresponding moments of a fully independent family. Naively, if f = sgn(p(x)), we might try to let g = ρ(p(x)) for some smooth function ρ so that ρ(x) = sgn(x) for |x| > δ. If we Taylor expand g to order T − 1, we find that the error in replacing X i by a fully random Gaussian is roughly the size of the T th derivative of g times the T th moment of p(X) − p(X ), where X is the new random variable we get after replacing X i . We expect the former to be roughly δ −T and the latter to be roughly |p|
(where |p|
. Hence, for this to work we will need
On the other hand, for g to be a good approximation of f , we will need that the probability that |p(Y )| < δ to be small. Using standard anti-concentration bounds, this requires |p| 2 δ −1 to be roughly −d , and hence N will be required to be at least −2d . In order to fix this, we use a better notion of anticoncentration. Our underlying heuristic is that for any polynomial p it should be the case that |p(X)| < |p (X)| with probability not much bigger than . This should hold because changing the value of X by should adjust the value of p(X) by roughly |p (X)|. This allows us to state a strong version of anti-concentration. In particular with probability roughly 1 − it should hold that
It should be noted that |p (d) (X)| is independent of X and can be thought of as a rough approximation to |p| 2 . In our analysis we will use a g that is a function not only of p(X), but also of |p (m) (X)| for 1 ≤ m ≤ d. Instead of forcing g to be a good approximation to f whenever |p(X)| ≥ d , we will only require it to be a good approximation to f at X where Equation 1 holds. This gives us significant leeway since although the derivative to g with respect to p(X) will still be large at places, this will only happen when |p (X)| is small, and this in turn will imply that the variance in p(X) achieved by replacing X i is comparably small.
In Section II, we will review some basic properties of polynomial threshold functions. In Section III, we introduce the notion of the derivative (which we call the noisy derivative) that will be useful for our purposes. We then prove a number of Lemmas about this derivative and in particular prove a rigorous version of Equation 1 . In Section IV, we discuss some averaging operators that will be useful in analyzing what happens when one of the X i is changed. In Section V, we use these results and the above ideas to prove Theorem 1. In Section VI, we use this result to prove Corollary 2.
II. DEFINITIONS AND BASIC PROPERTIES
We are concerned with polynomial threshold functions, so for completeness we give a definition
where p is a polynomial of degree at most d.
We are also concerned with the idea of fooling functions so we define
where Y is a standard n-dimensional Gaussian.
For convenience we define the notation:
For a function on R n we define its L k norm by
Where the above expectation is over X a standard ndimensional Gaussian.
We will make use of the hypercontractive inequality. The proof follows from Theorem 2 of [9] . Lemma 3. If p is a degree-d polynomial and t > 2, then
In particular this implies the following Corollary:
Corollary 4. Let p be a degree-d polynomial in n variables. Let X be a family of standard Gaussians. Then
Proof: This follows immediately from the PaleyZygmund inequality ( [10] ) applied to p 2 . We also obtain:
Proof: By Lemma 3, it suffices to prove this for t = 2. This in turn follows from Corollary 4, which implies that
Where |r(X, Y )| 2,X denotes the L 2 norm over X, namely
X with probability at least 1−9 −d /4. Hence with probability at least 9 −d /4 we have that
Let p be a degree-d polynomial and let X, Y, Z be standard independent Gaussians. Then
To prove this we use the following Lemma:
Proof: The basic idea of the proof will be the averaging argument utilized in [5] . Namely, we will average the above probability over replacements of X and Y by appropriately chosen linear combinations.
We note that the above probability should be the same for any independent Gaussians, X and Y . We let X φ := N φ Y (X). Note that X φ and X φ+π/2 are independent of each other. Furthermore, N θ X φ+π/2 (X φ ) = X φ+θ . Hence for any φ, the above probability equals
We claim that for any values of X and Y , that the average value over φ ∈ [0, 2π] of the above is O(d 2 ). Notice that with X and Y fixed, p(X φ ) is a degree-d polynomial in cos(φ) and sin(φ). Letting z = e iφ we have that cos(φ) =
for some polynomial q of degree at most 2d. We wish to bound the probability that
For θ sufficiently small, we may instead bound the probability that
On the other hand, we may factor q(z) as a 2d j=1 (z − r j ) where r j are the roots of q. The left hand side of the above is then at most
Hence it suffices to bound the probability that
, there is nothing to prove. Otherwise, the above holds only if
This in turn only occurs when z is within O(d ) of some r i . For each r i this happens with probability O(d ) over φ, and hence by the union bound, the above holds with probability O(d 2 ). Note that a tighter analysis could be used to prove the bound O(d log(d) ), but we will not need this stronger result.
Proposition 8 now follows immediately by noting that |p(X)| is less than |D θ Y,Z p(X)| only when either
This allows us to prove our version of Equation 1.
Corollary 10. For p a degree-d polynomial, X a standard Gaussian, , θ > 0 with θ = O( ), and a non-negative integer,
Proof: Let Y i , Z i be standard Gaussians independent of each other and of X for
p(X), we find that the probability that
Corollary 6 tells us that
IV. AVERAGING OPERATORS
A key ingredient of our proof will be to show that if we replace X by X = N θ Y (X), that the variance of |p ( ) (X )| 2 (as Y varies) is bounded in terms of |p ( +1) (X)| 2 (see Proposition 12). For our argument to work nicely we would want this variance bounded in terms of the expectation of |p ( +1) (X )| 2 . If this were the case, we could approximate f by a smooth function g so that the approximation is accurate as long as |p ( ) (X)| 2 |p ( +1) (X)| 2 for all . We could then compute the error between g(X ) and the version where Y is merely k-independent, by Taylor expanding g(p(X ), |p
(1) (X )| 2 , . . .) around the expectation of its input. Then the derivative of g with respect to any coordinate would be bounded by some small multiple (roughly θ/ ) of the variance of the value of that coordinate. This will show that we have a small error. Unfortunately, the variance of |p ( ) (X )| 2 is bounded instead by the value of |p ( +1) (X)| 2 . This shouldn't be too much of a problem, since we would expect that |p ( +1) (X)| 2 is generally very close to the expectation of |p ( +1) (X )| 2 , but this does provide a significant technical obstacle which we shall spend this section developing the machinery necessary to overcome.
In order to understand these issues, we will need to study the behavior of the expectation of q(X ) for polynomials q, and in particular when this expectation is close to q(X). To get started on this project, we define the following averaging operator:
Definition. Let X be an n-dimensional vector, f : R n → R a function, and θ a real number. Define
. Where the expectation is over Y a standard Gaussian.
Note that the A θ form the Ornstein-Uhlenbeck semigroup with A θ = T t where cos(θ) = e −t . The composition law becomes T t1 T t2 = T t1+t2 . We express this operator in terms of θ rather than t, since it fits in with our N θ notation, which makes it more convenient for our purposes.
We also define averaged versions of our derivatives
Definition. For p a polynomial, , m non-negative integers, X a vector, and θ a real number let
We claim that for X a standard Gaussian, with fairly high probability |p
Lemma 11. If p is a degree-d polynomial, and and m are non-negative integers, X a standard Gaussian, and , θ > 0, then
The third line above is due to Corollary 5. The fourth line is because
The fifth line is due to Cauchy-Schwarz. Proof of Proposition 12: For fixed X, consider the polynomial
Our result follows immediately upon applying the above Lemma to q(V, Y ).
We also prove a relation between the higher averages
m . We note that it suffices to find such c's so that for any Y 
Note that cos
. Recall that once X and Y are fixed, there is a degree-2d polynomial q so that for z m = e iθm = 1
Hence we just need to pick c m so that for any degree-2d polynomial q we have that Such c exist by standard interpolation results. In particular, it is sufficient to pick
For this choice of c we have that
If 2m < 2d + 1,
Considering q(X) = 1, we find that 
.
Hence for α sufficiently small, |p . Recall by Lemma 7 that q d,m is constant. We define g ± (X) as
Where I (0,∞) (x) above is the indicator function of the set (0, ∞). Namely, I (0,∞) (x) is 1 for x > 0 and 0 otherwise. In particular, g ± is a smooth approximation to the indicator function of the set where p(X) is positive or the set where p(X) is negative. This approximation will be good unless |p √ θ −1 times the value of the partial derivative of g ± with respect to q ,m . This will allow us to prove our error bounds for one step of our replacement.
To formalize some of the above intuition, we prove:
Lemma 17. The following hold:
Proof: The first two statements follow immediately from the definition. The third statement follows by noting
By Corollary 10 and Lemma 11, this happens with probability at most 2 O(d) . We also want to know that the derivatives of g ± are relatively small.
Lemma 18. Consider g ± as a function of q ,m (X) (consider sgn(p(X)) to be constant). Then the t th partial derivative of g ± ,
Proof: The bound follows easily after considering g as a function of the log(q ,m ). Noting that the t th partial derivatives of q in terms of these logs are at most O t (α −dt ), the result follows easily.
Lemma 19. Given c ≤ 4, let X be any vector and let Y and Z be k-independent families of Gaussians with k ≥ 512c
And the analogous statement holds for g − .
Proof: First note that 2 θ = O( c/2 ), and hence that
. Let T be an even integer between 32/c and 64/c. First we deal with the case where
) and a similar bound holds for Z. If there is such an occurrence, find one with the largest possible and of the second type if possible for the same value of .
Suppose that we had an occurrence of the first type. Namely that for some , m,
Pick such a one with maximal, and with m minimal for this value of . Consider then the random variables q ,m−1 (N θ Y (X)) and q ,m (N θ Y (X)). They have means q ,m (X) and q ,m+1 (X), respectively. By Proposition 12, their variances are bounded by
respectively. Since we chose the smallest such , all of the q +1,m (X) for 1 ≤ m ≤ 4d + 1 are close to q +1,1 (X) with multiplicative error at most α d . By Corollary 16, this implies that q +1,0 (X) is also close. Hence, the variances of
Since there was no smaller m to choose, q ,m (X) is within a constant multiple of q ,1 (X). Since we could not have picked an occurrence of the second type with the same , we have that q ,1 (X) ≥ 2 q +1,1 (X)/10. Hence both of these variances are at most
Hence by Corollary 5, for either of the random variables
T . Hence, with probability at least 1−2
But if this is the case, then | log(Q 1 /Q 2 )| will be more than α d /2, and g + will be 0. Suppose that we had an occurrence of the second type for some . Again by Corollary 16, we have that q +1,0 (X) is within a constant multiple of q +1,1 (X) and q +2,0 (X) within a constant multiple of q +2,1 (X). Let Q 0 be the random variable q ,0 (N θ (Y )) and Q 1 the variable q +1,0 (N θ (Y )). We note that they have means equal to q ,1 (X) and q +1,1 (X), respectively. By Proposition 12, their variances are at most
Since we had an occurrence at this but not the larger one, these are at most
, respectively. Considering the T th moment of Q 1 minus its mean, µ 1 , we find that with probability at least 1 − 2
. Considering the T th moment of Q 0 minus its mean, we find that with probability at least
Finally, we assume that neither of these cases occur. We note by Corollary 16 that for each m and that q ,m (X) is within a constant multiple of q ,1 (X). We define 
Since T is even, the above is a polynomial in Y of degree 4T d. Since Y is 4T d-independent, the expectation of the above is the same as it would be for Y fully independent. By Corollary 5 this is at most
If some Q ,m differs from its mean by a factor of more than 2, the Taylor error is at most 1 plus the size of our original Taylor term. By Cauchy-Schwarz, the contribution to the error is at most the square root of the expectation of the square of the error term times the square root of the probability that one of the Q ,m varies by too much. By an argument similar to the above, the former is 2
Oc(d) . To bound the latter, we consider the probability that a particular Q ,m varies by too much. For this to happen Q ,m would need to differ from its mean by 2 O(d) θ 
and Y is a fully independent family of random Gaussians then
The same also holds for g − .
Proof: We let Y i be independent random standard Gaussians and let
from which our result would follow. Let Z j :=
which by Lemma 19 is at most 2 Oc(d) N −1 . We can now prove Theorem 1.
Proof: We prove that for X as given with N ≥ −4−c and k ≥ 512c −1 d, and Y fully independent that
The rest will follow by replacing by = /2 Oc(d) . We note that f is sandwiched between 2g + − 1 and 1 − 2g − . Now X fools both of these functions to within 2 Oc(d) . Furthermore by Lemma 17, they have expectations that differ by
We also have a similar lower bound. This proves the Theorem.
VI. FINITE ENTROPY VERSION The random variable X described in the previous sections, although it does fool PTFs, has infinite entropy and hence cannot be used directly to make a PRG. We fix this by instead using a finite entropy random variable that approximates X. In order to make this work, we will need the following Lemma.
Lemma 21. Let X i be a k-independent family of Gaussians for 1 ≤ i ≤ N , so that the X i are independent of each other and k, N satisfy the hypothesis in Theorem 1 for some c, , d. Let δ > 0. Suppose that Z i,j are any random variables so that for each i, j, |X i,j − Z i,j | < δ with probability 1 − δ. Then the family of random variables
The basic idea is that with probability 1 − nN δ, we will have that |X i,j − Z i,j | < δ for all i, j. If that is the case, then for any polynomial p it should be the case that p(X) is close to p(Z). In particular, we show:
Lemma 22. Let p(X) be a polynomial of degree d in n variables. Let X ∈ R n be a vector with |X| ∞ ≤ B (B > 1). Let X be another vector, so that |X − X | ∞ < δ < 1. Then
We begin by writing p in terms of Hermite polynomials. We can write p(X) = i∈S a i h i (X).
Here S is a set of size less than n d , h i (X) is a Hermite polynomial of degree d and i∈S a 2 i = |p| We also need to know that it is unlikely that changing the value of p by a little will change its sign. In particular we have the following anticoncentration result, which is an easy consequence of [2] Where the probability is over X, a standard n-dimensional Gaussian.
We are now ready to prove Lemma 21. Proof: Note that with probability 1 − δ that |X i,j | = O(log δ −1 ). Hence with probability 1 − O(nN δ) we have that |X i,j | ∞ = O(log δ −1 ) and |X i,j − Z i,j | ∞ < δ. Let p be a degree d polynomial normalized so that |p| 2 = 1. We may think of p as a function of nN variables rather than just N , by thinking of p(X) instead as p The last step above follows from Lemma 23. We similarly get a bound in the other direction, completing the proof. We are now prepared to prove Corollary 2. Proof: Given , c > 0, let k, N be as required in the statement of Theorem 1. We will attempt to produce an effectively computable family of random variables Z i,j so that for some k-independent families of Gaussians X i we have that |X i,j − Z i,j | < δ with probability 1 − δ for each i, j and δ sufficiently small. Our result will then follow from Lemma 21.
Firstly, it is clear that in order to do this we need to understand how to actually effectively compute Gaussian random variables. Note that if u and v are independent uniform [0, 1] random variables, then −2 log(u) cos(2πv) is a Gaussian. Hence we can let our X i,j be given by
