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Introduction
In this paper all rings are commutative and Noetherian, and all modules are finitely generated. If R is an integral domain with a bound on the ranks of the indecomposable torsion-free R-modules, then R is at most one-dimensional [ 1, (1.2) and (1.4) 1. We will restrict our attention to what Haefner and Levy [ 8 ] call ring-orders. A ring-order is a reduced ring of dimension one such that the normalization I? (= integral closure in the classical quotient ring) is finitely generated as an R-module (equivalently, as an R-algebra). Over a ring-order, a module M is torsion-free (that is, rm # 0 whenever Y is a non-zero-divisor of R and m is a non-zero element of M) if and only if A4 is a maximal (= one-dimensional)
Cohen-Macaulay module.
Our main theorem (Theorem 5.1) says, essentially, that if R is a ring-order admitting a bound on the ranks of the indecomposable maximal CohenMacaulay modules, then every maximal Cohen-Macaulay module of constant rank decomposes as a direct sum of modules whose ranks are at most 12.
(The assumption that the rank be constant at the various minimal primes is important, as we point out later in this section. Also, there is a trifling separability condition we are forced to impose.)
The ring-order R is said to have jinite Cohen-Macaulay type provided there are only finitely many indecomposable maximal Cohen-Macaulay
R-
modules up to isomorphism. Among rings whose underlying additive groups are finitely generated, the ring-orders of finite Cohen-Macaulay type were characterized in [4] and [ 71 as exactly those rings satisfying the following conditions introduced by Drozd and Roiter [4] :
r? is generated by 3 elements as an R-module. Here radR (a/R) denotes the intersection of the maximal R-submodules of a/R. Since I?/R has linite length, each of these conditions can be checked locally. For a local ring-order R with maximal ideal m, these conditions can be restated as follows:
R has multiplicity at most 3.
(dr2) (mA + R)/R is cyclic as an R-module.
Ring-orders that are finitely generated as algebras over an infinite field never have finitely generated additive groups and rarely have finite CohenMacaulay type. In fact, the Picard group of isomorphism classes of rank-one projective modules is almost always infinite [ 141. One way to analyze the module structure of these ring-orders is to localize. Suppose R is the local ring of a point on a plane curve over an algebraically closed curve of characteristic 0.
Greuel and Knorrer [ 6 ] showed that R has finite Cohen-Macaulay type if and only if R satisfies (dr). Moreover, they obtained explicit equations for the completions of these rings. These results were extended to all characteristics by Kiyek Another approach is to ask whether there is a bound on the ranks of the indecomposable maximal Cohen-Macaulay modules. In order to make this concept precise, we let Pi,. . . , Ps be the minimal prime ideals of R. Then each local ring Rpi is a field, and if M is an R-module, we let ri (M) be the dimension of it&, as a vector space over Rpi. The rank of M is the s-tuple rank(M) = (~1 (M), . . . , r, (M) ). We say R has bounded CohenMacaulay type provided there is an integer II such that the rank of every indecomposable
Cohen-Macaulay module is less than or equal to the constant sequence (n,...,n).
We will see that these two approaches are essentially equivalent. Assume that R is connected (i.e., has no idempotents other than 0,l) and that R # I?. We define the singular semilocalization of R to be the ring Rsing = S'R, where S is the complement of the union of the singular maximal ideals. (These are the maximal ideals m for which R, is not a discrete valuation ring.) Then Rsing is a semilocal ring-order. Clearly R satisfies (dr) if and only if Rsing satisfies (dr). There is an annoying situation we will avoid by imposing the following technical condition:
No residue field R/M of I? is purely inseparable of degree 2 over R/ (M n R).
The following theorem summarizes the current state of our knowledge regarding the classification of ring-orders of finite and bounded Cohen-Macaulay type: Theorem 1.1. Let R be a connected ring-order, and assume R # I?. This theorem was proved in [13, (1.3), (2.1), (3.1)], except that (3) required every residue field of I? to be separable over the corresponding residue field of R. In [ 161 it was shown that residue field extensions of degree 3 cause no problem. Now, in the presence of (dr), there can be no residue field extensions of degree greater than 3. Therefore the result holds under the weaker hypothesis (2-sep).
The goal of the present paper is to obtain uniform bounds on the ranks of indecomposable modules over ring-orders of bounded Cohen-Macaulay type. Some restrictions are necessary, in view of the examples constructed in [ 171: For every n 2 1 there is a semilocal ring-order R (depending on n ) of finite Cohen-Macaulay type, together with an indecomposable maximal CohenMacaulay R-module M such that the rank of M at each minimal prime is at least n. The module M does not have constant rank, however; in fact its ranks at the various minimal primes range from n to 2n -1. (For the class of rings considered in [ 17 1, this is the narrowest range possible for the ranks. ) We will show, however, that 12 is the largest possible rank for an indecomposable of constant rank over a ring-order of bounded Cohen-Macaulay type satisfying (Zsep). Moreover, the only possible ranks are 1, 2, 3, 4, 5, 6, 8, 9, and 12.
This result improves the bound of 39 obtained in [ 31.
In the course of the analysis in Section 3, we obtain an indecomposable module of rank 4 over a local ring-order of finite Cohen-Macaulay type. (Examples were already known with ranks 1, 2, and 3.) Section 4 contains a useful gluing technique for constructing semilocal rings with desired localizations. This technique is applied in Section 5 to obtain a ring-order of finite Cohen-Macaulay type with indecomposable modules of ranks 1, 2, 3, 4, 5, 6, 8, 9, and 12.
Artinian pairs
The following notation and assumptions will be in effect for the duration of this section: R is a local ring-order with residue field k. Let I? be the normalization and c the conductor of R in R. To avoid discussing trivial special cases we always assume R # I?. A module over the Artinian pair A + B is a pair V + IV, where W is a finitely generated projective B-module, I/ is an A-submodule of W, and BP' = W. ( We use arrows rather than ordered pairs, since the latter will be needed to represent elements of B in cases where B decomposes as a direct product of rings.) If V' + IV' is another module over the same Artinian pair, a morphism from V + W to I/' + W' is by definition a B-module homomorphism from W to IV' carrying V into I". 
Typically, one studies maximal Cohen-Macaulay R-modules by working in the category Ran-mod. The next theorem summarizes some of the basic facts about the relationship between R and Rati. S might not be local. We will come back to this point later when we treat residue field growth of degree 2, just before the statement of Theorem 3.8. The idea, then, is to concentrate on the non-Gorenstein rings, which tend to have a much simpler structure, particularly when there is residue field growth.
The rings between R and R
In Theorem 2.8 we will give an explicit description of the rings between R and I?. The following criterion makes it very easy to identify which of our rings are Gorenstein: (Then ,U is the number of generators required for I? as an R-module, that is, the multiplicity of R.) We have the following useful relation: It will suffice to show that t = 2. If this is not the case, then t = 1 and dimk (J/mB ) = 1. It follows from Nakayama's lemma that J2 G mB; hence J/mB is a vector space over K. But then dimk(J/mB) is even, the desired contradiction. 0
Types H,, and G,. We are now ready to describe the rings between R and R, when d = 2 or 3, in enough detail that we will be able to determine (in (1) Supposed = 3.
If J = 0, then (A + B) = (k + K). If J # 0 then R is Gorenstein, lA(A) = 3, and there is exactly one ring S strictly between R and R. Moreover, the Artinian pair associated to S is (k + K). (2) Suppose d = 2. If R is Gorenstein, then R,,, is of type G, for some n > 1. If R is not Gorenstein, then R,,, is of type H,, for some n 2 1. (3) If d = 2, and S is a local ring strictly between R and r?, then S,, is of type G, or H,,, for some n. (4) If(A-+B)isoftypeH,,,thenAisaprincipalidealringandB = Blxk. (5) If S is not local and R c S c R, then S has exactly two maximal ideals,
each with residue field k, and the localizations have multiplicities 2 and 1, respectively. We have now proved ( 1) and (2) . To prove (3), we note that S must have residue field k, so its multiplicity is 3. Furthermore, since mB = J, it is easy to see that S still satisfies (dr). Therefore (3) follows from (2). For (4)) suppose (A -+ B ) is of type H,,. Then 1~ (B ) = 2n + 1, and by Proposition 2.6, lA(A) = n = zq. It follows that m'/m'+' is simple for each i. In particular, m is principal, and it follows easily that the principal ideals m' are the only ideals of A.
For the proof of (5), let C be the image of S under the map i? + B. Then A G C G B, and C contains both idempotents of B. Write C = Cl x C2, and examine the inclusions Cl C B1, C2 2 B2. Letting U = U1 x U2 be the radical of C, we have UB = J, since m g U. Therefore UiB = Ji. Let pi be the multiplicity of Ci. Then pi =dim(Bi/Ji) over Ci/Ui. Then ~2 = 1, SO C1 = B1. Therefore C2 # B2, and we conclude that ~1 = 2 and Cl/Vi = k. The multiplicity p is either 2 or 3, since we are not interested in the case R = R. As far as ranks are concerned, the case p = 2 is equally boring:
Proposition 3.1 (Bass [2] ). If S is a ring-order (not necessarily local) such that S is generated by two elements as an S-module, then every maximal CohenMacaulay S-module is isomorphic to a direct sum of ideals. In particular, if p (R ) = 2, only the trivial sequences occur as ranks of indecomposable maximal Cohen-Macaulay modules. q
The reader may find it helpful to consult [ 151 while going through these technical details.
From now on we assume that p = 3. Then (2) becomes Finally we suppose t = 3. Then the worst-case scenario (after possibly renumbering the primitive idempotents of B) gives ( 1, 1,2 Proof. The ring-order in question is the local ring at the origin of the union of the two coordinate axes and a parabola tangent to the x-axis. By the discussion following the proof of Theorem 5.1 of [ 15 1, we see that this is the curve denoted there by "P2". This ring definitely has an indecomposable with non-trivial rank sequence, since it does not satisfy the criteria of [ 8 1. (The local ring of a curve at a point with three analytic branches has the property that every maximal Cohen-Macaulay module is isomorphic to a direct sum of ideals if and only if all three branches are smooth and the three tangent directions are distinct.) The only question is whether or not we have numbered the components correctly. One way to see that we have is to appeal to symmetry, and notice that the y-axis (X = 0) is distinguished from the other two branches by virtue of not being tangent to any of the other branches. If this argument makes the reader queasy, we can work with the following parametrization:
Take the subalgebra of 
The case d = 2 (residue field growth of degree 2)
Suppose now that d = 2. Then, by (3) and (2.8)) we have s 5 t 5 2 and A + B is of type G, or H,,. We begin with an Artinian pair of type HI, that is, (A -+ B ) = (k + K x k ), a product of fields. This case will be used again when we treat non-Galois extensions of degree 3. We adjust the notation to lit the situation we will encounter there.
Proposition 3.6. Let K c L be fields with [L : K ] = 2, and assume L is not purely inseparable over K of degree 2. Then the indecomposable (K 2 L x K )-modules are:
(
Proof. Write L = K(u), and let r be the non-trivial automorphism of L/K. Using the construction described in Section 2.1, we obtain: Remark. There are two non-isomorphic modules of rank ( I,0 ), given by Proposition 3.6(2) and (3).
For the next case, we are sloppy in the analysis of the ranks, only giving all possible ranks which might arise for indecomposable modules, since our bounds in Section 5 will not be affected. To say exactly which correspond to indecomposable modules would require a careful study of the modules in [ 7 1.
Proposition 3.7. Suppose that d = 2 and A + B is an Artinian pair of type H,,, n > 1. Assume that K is separable over k. Then the ranks of all indecomposable (A + B)-modules are included in this list:
(0, I), (0,2), (i,o), (1, I) , (1, 2) , (2, 0) , (2, 2) , (2, 4) .
Proof. By Theorem 2.8, we have B = BI x k, radical(Bi) = mBr, (mB)" = 0, Bl/mB1 = K, and A is a local principal ideal ring.
We use the construction described in Section 2.1:
By [ 7 1, the ranks of indecomposables over (A' -+ B' ) appear on this list:
The last item is listed as ( 1, 1,2) so that the "2" occurs in the coordinate of B' = B1 x B1 x K, with the smallest index of nilpotency for its radical. By inspecting the (A' + B/)-modules with ranks on the list (3.8.2), we get the following ranks for the same modules, considered as (A + B)-modules:
4). (6)

Thus indecomposable (A -+ B )-modules have ranks less than or equal to (2,4). Now by Theorem 2.3(6), if an indecomposable
(A + B)-module M had rank (2,1), then either (2,1) or (4,2) would have to appear on the list (6), a contradiction.
Therefore, Remark. If R is of type H,, and R has two minimal primes, the list (4) includes all possibilities for ranks of indecomposable R-modules. However, if R is a domain, R-modules come from R,fi-modules of constant rank. If A4 were an (A -, B )-module of constant rank, then M could be decomposed into a direct sum of modules of ranks in (4) . By inspection we see that there must be a direct summand N of A4 with constant rank 1, 2, 3 or 4. It follows that when the degree is 2 and R is a domain of type H,, the only possible ranks of indecomposable modules are 1, 2, 3, or 4.
The completion of the case d = 2. Now suppose that R is not of type H,, for any n. Then R is of type G,-that is, R is Gorenstein. For every indecomposable maximal Cohen-Macaulay R-module M, either A4 is isomorphic to R, or M is an S-module for some ring S with R c S g 8, by Proposition 2.5. In the latter case, if S is local, we can apply Theorem 2.8 to S and repeat the process-either S is a G, or an Hn. If S is not local, then by Theorem 2.8(5) and Proposition 3.1, M is isomorphic to an ideal of S. In summary:
Theorem 3.8. Let R be a local ring-order satisJLing (dr). Assume d = 2 and K is separable over k. Proof. By Proposition 2.5 and Theorem 2.8 (1 ), it suffices to investigate modules ( V ---) W) over the Artinian pair (k -+ K). We consider the following cases: Case 1: K/k is Galois. Case 2: K/k is separable, but not Galois. Case 3: K/k is purely inseparable (and the characteristic is 3).
Case 1: K = k [u] and u is a root of an irreducible cubic polynomial f over k which has three distinct roots in K. Let G = { 1,q 0) be the Galois group of K over k. Applying the procedure of Section 2.1 yields the following diagram: We observe that (K + K x K x K) is the direct sum of these three (k ---) K )-modules:
(1) k + {(x,x~,x") 1 UT (UT)2
is the direct sum of three copies of (k + K ), and the other six trivial indecomposables have ranks at most two over (k + K). We conclude that in Case 1, the indecomposable (k --+ K)-modules have rank 1 or 2. (In fact, there are indecomposables of rank 2, by [8] .) Case 2: K/k is separable, but not Galois. Again write K = k [u] , where u is a root of an irreducible cubic f over k; say f (x ) = (x -u ) g (x ) , where g (x ) is irreducible over K. Let L be the splitting field of g over K. Let (T generate the Galois group of L over K and let r be an element of order 3 in the Galois group of L over k.
Applying the procedure of Section 2.1 twice, we obtain the following diagram:
where 6(y) = (y',y) and /?(z,y) = (z,zO,y), for ally E K,z EL. In Proposition 3.6, we examined the indecomposables over the top line as modules over the second line of the diagram. To find the possible indecomposables over k -+ K, we need only examine the (K -+ L x K)-modules listed in Proposition 3.6:
( We shall not worry about them. However, Gr and G2 each have rank 2 over K --) K [y ] and so rank 6 over k --f K. We claim that the modules corresponding to these two matrices decompose over (k + K ), and that the summands have rank at most 3.
Let {<r , <2} be the standard basis for (B ) ' c2). Then G, and G2 represent the modules
Changing these to (k -+ K)-modules involves replacing
Let us work on MI first. We are trying to save the reader the agony of too much detail (especially for Mz), but we assure you, we have checked this out. Now we use column operations to eliminate all the 1s and u3 entries in the right-hand 6 x 3 block. (This is legal since u3 E k. ) Next, we use rows 1, 2 and 3 to clear out the (5,7), (6, 8) and (4,9) entries, respectively. Now three column operations will repair the damage done to the identity matrix, and we arrive at a matrix which decomposes as the direct sum of three copies of the following matrix: 
1UU200 o_
This matrix decomposes into a direct sum of three copies of the following matrix:
We summarize the results we have obtained in Theorems 3.2, 3.4 and 3.5, Proposition 3.7, and Theorems 3.8 and 3.9:
Theorem 3.10. Suppose that R is a local ring-order satisfying (dr) and (2-sep).
Let M be an indecomposable maximal Cohen-Macaulay R-module.
(2) If R has two minimal primes and d = 2, then rank(M) is one of these: (121, (20~ (2,2) , (2, 4 Proof. In each case described by Theorem 3.10, we write M as a direct sum of indecomposables and consider the possibilities. If R is a domain, we are done, and if R has three minimal primes, it is easy to verify, using Theorem 3.10 (4), that M has a direct summand of constant rank 1 or 2. In the case covered by Theorem 3.10 (2) we get a direct summand of rank at most 3, and in case (3) it is not hard to see that we always get a summand of constant rank at most 4. (What luck that there is no indecomposable of rank (2,l) in case (3)! For otherwise we would have a module of constant rank 6 with no summand of smaller constant rank.) 0
We conclude this section with an example showing that we do in fact get indecomposables of rank 4. Proof. Referring to the notation and diagram (7), we show L + L x L (of rank 4) is indecomposable.
Recall that this arose from L -+ L x 0 x L and L ---f 0 x L x L in Proposition 3.6. We will use the first of these, but drop the middle (0) coordinate. Thus the action of K on L x L is the following: Ifs E K, (x,y) E L x L, then s(x,y) = (s5x,sy). Suppose 4 is a non-zero 
The gluing process
In this section we give a fairly general construction of a semilocal ring with prescribed spectrum and localizations. The result is easiest to state using the language of schemes. (But see Theorem 4.6 for an algebraic statement of the main assertion of the theorem.) Given a tinite partially ordered set X, we topologize X by taking the sets G(x) = {y E X 1 y 5 x}, x E X, as an open base. We use the notation spec(R) for the spectrum of R regarded only as a poset (or topological space) and Spec(R) for the affine scheme (spec(R), Qpec(~) ). can easily be modified so that the quotient field is of the form k (x, y ). )
For certain quotient fields gluing is impossible. For example, it is well known [ 121 that there is no domain C with two maximal ideals and with both localizations being complete discrete valuation rings. For a geometric example, let r be a smooth projective curve over k with trivial automorphism group, and let F be the function tield of r. There cannot be a ring C with quotient field F and with two distinct maximal ideals m,n such that C, and C,, are k-isomorphic;
for any isomorphism between the local rings would extend to a non-trivial automorphism of F. (This example was shown to us by Bill Heinzer. ) In order to clarify the gluing process, we will isolate the technical part of the argument. Let A be any commutative ring. We denote the Jacobson radical and group of units of A by J(A) and A', respectively. We say A is purely 
Proof. First observe that for any integral extension R G S, J (R) = J(S) n R.
Let W = U [f 1, a module-finite extension of U. The conductor c of U in W contains a non-zero-divisor and hence is not contained in the union of the minimal prime ideals of W. Since f E J ( W), it follows that f n E c for n >> 0.
Then f" E J(W) n U = J(U).
•l Proof. Refer to the notation preceding Theorem 4.2. Since we need only work with a single Li at a time, we can reduce to the following situation:
where K is an algebraic extension of k; and D and E are semilocal principal ideal domains with quotient field L. Our goal is to find a k-automorphism v/ of L such that y/(D) and E share no valuation overrings. Let V be the set of valuation overrings of D. Note first that for every V E V, there is at most one constant Q E k such that t + Q is in the maximal ideal of V. Choose d such that t + a has non-positive value for each V E V, and make the change of variable t H (t + a)-'. Thus, we may assume that k [t ] E V for every V E V. Since K is algebraic over k, each V actually contains K [t 1.
For each j3 E k, let V,J be the K-automorphism of L taking t to t + fl. It will suffice to prove that vs (V) # vr( V) if V E V and p # y. Since v/B-y = 'yary,' it is enough to show that vp (I') = V for at most finitely many j? E k. (R,,, M n ) be reduced local k-algebras of dimension one, such that for each i and each minimal prime p of (Ri), (Ri)r is k-isomorphic to K(t), where K/k is an algebraic extension, possibly depending on i and p. Let X be a finite one-dimensional partially ordered set with exactly n maximal elements x1, . . . , x,,, all of them non-minimal. Assume ( 1) For each i, there is an order-embedding di : Spec Ri + X taking Mi to xi; that is, the number of elements of X that are 5 xi is equal to the cardinality of spec ( Ri ) . 
uP,). q
In the next section we will use this theorem in the following special situation: II = 2, and each Ri is a local domain. In order to obtain indecomposables of various ranks, we will glue modules together, using the following theorem: Finally, we will need a local-global theorem for splitting off direct summands. The following result is essentially the same as [ 13, (1.3)], but since the statement there is a little different, we will reproduce the proof here. Theorem 4.8. Let R be a ring-order, let A be a maximal Cohen-Macaulay R-module, and let n be a positive integer. Suppose, for every maximal ideal M of R, AM has a direct summand of constant rank n. Then A has a direct summand of constant rank n.
Proof. We may assume R is connected, and that R # I?, since over a Dedekind domain every torsion-free module is isomorphic to a direct sum of ideals. Let Ml,. . . , M, be the singular maximal ideals, and let S = R -MI u . . . u M,. We R has a module of rank 6, let A3 be an indecomposable torsion-free module over Rm of rank 3, and A2 an indecomposable over RN of rank 2. By Theorem 4.7, there is an R-module M such that M~/c Z (As)* and MN E (A2)3, since ( (_43)2)(0J E ( (A2)3)(a). Now M is indecomposable, because Mart is indecomposable (by the Gull-Schmidt Theorem). Similarly, 5=4+1= 3+2,8=4+4=3+3+2,9=4+4+1=3+3+l,and 12=4+4+4=3+3+3+3.
We remark that a different sort of example could be obtained by taking the second local ring to be K [ Y3, Y5] (y~,y~).
Part ( Proof. We may assume R is local, by Theorem 4.8. Now Corollary 3.11 implies that M is a direct sum of modules of constant rank 1, 2, 3 or 4. The proof is completed by looking at each case and analyzing how r can be expressed as a sum of positive integers less than or equal to 4. The details are rather uninspiring and are left to the reader. 0
The results mentioned in the Abstract are easy consequences of the theorem. For, suppose k either is perfect or has characteristic different from 2. Let the domain R (not a field) be the localization of a finitely generated k-algebra at some multiplicative subset, and suppose for every maximal ideal M there is a bound on the ranks of the indecomposable torsionfree RM-modules. By [ 1 ] R is one-dimensional, so R is a ring-order satisfying (sep) and (dr). The indecomposable torsionfree R-modules therefore have the advertised ranks, by ( 1) of the theorem. For the example, we use (2) of the theorem, with k = Q and K = O(a).
