Abstract. Let H 0,D (resp., H 0,N ) be the Schrödinger operator in constant magnetic field on the half-plane with Dirichlet (resp., Neumann) boundary conditions, and let H ℓ := H 0,ℓ − V , ℓ = D, N , where the scalar potential V is non negative, bounded, does not vanish identically, and decays at infinity. We compare the distribution of the eigenvalues of H D and H N below the respective infima of the essential spectra. To this end, we construct effective Hamiltonians which govern the asymptotic behaviour of the discrete spectrum of H ℓ near inf σ ess (H ℓ ) = inf σ(H 0,ℓ ), ℓ = D, N . Applying these Hamiltonians, we show that σ disc (H D ) is infinite even if V has a compact support, while σ disc (H N ) could be finite or infinite depending on the decay rate of V .
Introduction
Let O := R + × R with R + := (0, ∞), b > 0, and H 0,D (resp., H 0,N ) be the Friedrichs extension in L 2 (O) of the operator
defined originally on C ∞ 0 (O) (resp., on C ∞ 0 (O)). Thus, H 0,D (resp., H 0,N ) is the Dirichlet (resp., Neumann) realization of (1.1) which is the half-plane Schrödinger operator with (scalar) constant magnetic field b. Hamiltonians of this type arise in various areas of mathematical and theoretical physics: for instance, H 0,D and its perturbations are important models in the theory of the quantum Hall effect (see e.g. [8] ), while the spectral properties of H 0,N play a central role in the contemporary theory of superconductivity (see [9] ). It is well known that the spectrum σ(H 0,ℓ ) of H 0,ℓ , ℓ = D, N, is purely absolutely continuous, and with E D = b (see e.g [8] ) and E N ∈ (0, b) (see e.g [7] ). Further, assume that 0 ≤ V ∈ L However, the interval (−∞, E ℓ ) may contain discrete eigenvalues of the operator H ℓ whose number could be finite or infinite; in the latter case they could accumulate only at E ℓ . The main goal of the present article is to compare qualitatively the behaviour of the discrete spectra of H D and H N . For λ > 0 set N ℓ (λ) := Tr 1 (−∞,E ℓ −λ) (H ℓ ), ℓ = D, N;
here and in the sequel 1 I denotes the characteristic function of the set I. Thus N ℓ (λ) is just the number of the eigenvalues of the operator H ℓ lying on the interval (−∞, E ℓ − λ), and counted with the multiplicities. In Section 2 we introduce the effective Hamiltonians which govern the asymptotics of N ℓ (λ), ℓ = D, N, as λ ↓ 0. The effective Hamiltonians in the Dirichlet and the Neumann case are quite different due to the different nature of the infima E D and E N of the spectra of H 0,D and H 0,N . Actually, since both operators H 0,D and H 0,N are analytically fibred over R, their spectra have a band structure, and the infima of the spectra coincide with the infima of the first (lowest) band functions. In the case of H 0,D the infimum of the first band function is its limit at infinity, while in the case of H 0,N the corresponding infimum is attained at a (unique) k * ∈ R. We believe that the effective Hamiltonians introduced in the present article could be useful also in the spectral analysis of the perturbations of many other analytically fibred operators whose spectral infimum resembles inf σ(H 0,D ) or inf σ(H 0,N ). Applying our effective Hamiltonians, we obtain several results concerning the asymptotic behaviour of the discrete spectra of H D and H N . In particular, we show that the Dirichlet Hamiltonian H D has infinitely many discrete eigenvalues even in the case of compactly supported V , while the Neumann operator H N may have infinitely or finitely many discrete eigenvalues depending on the decay rate of the effective potential v occurring in the corresponding Neumann effective Hamiltonian (see below (2.8) and (2.10)); for example, σ disc (H N ) is finite if lim sup |y|→∞ y 2 sup x∈R + V (x, y) is small enough. The article is organized as follows. In Section 2 we formulate our main results and briefly comment on them. Section 3 contains the proofs of the results concerning the Dirichlet Hamiltonian H D , while the proofs of the ones concerning the Neumann Hamiltonian H N could be found in Section 4.
Statement of the main results

Analytic fibering of H 0,ℓ
Let F be the partial Fourier transform with respect to y, i.e.
(F u)(x, k) = (2π)
Then we have
. Thus h D (resp., h N ) is the Dirichlet (resp., Neumann) realization of (2.1). Note that the operators h ℓ , ℓ = D, N, are Kato analytic families (see [12] ). Moreover, for each k ∈ R the operators h ℓ (k) have discrete and simple spectra. Let E ℓ (k), k ∈ R, be the first (lowest) eigenvalue of h ℓ , ℓ = D, N. By the Kato analytic perturbation theory, E ℓ (k) are real analytic functions of k ∈ R.
Evidently,
Let us recall some of the properties of the functions E ℓ which we will need in the sequel. In both cases ℓ = D, N, we have
(see e.g. [8] for ℓ = D, and e.g. [7] for ℓ = N). Moreover, the mini-max principle easily implies that [7] ). Thus
Finally, introduce the real valued eigenfunctions ψ ℓ (·; k) satisfying
such that the mappings R ∋ k → ψ ℓ (·; k) ∈ Dom (h ℓ ) are analytic.
Main results for Dirichlet Hamiltonians
As explained in [6, Section 3] , the system {Ψ x,ξ } (x,ξ)∈T * R is overcomplete with respect to the measure
dxdξ (see [2, Subsection 5.2.3] for the general definition of an overcomplete system with respect to a given measure). Introduce the orthogonal projection
, and the anti-Wick-type operator V :
Since V ∈ L ∞ 0 (O), the operator V is compact. Then the effective Hamiltonian which governs the asymptotics of
where E D should be interpreted here as the multiplier by the function E D . More precisely, we have the following
The proof of Theorem 2.1 is contained in Subsection ??.
Remarks: (i) Due to the compactness of the operator V we have
(ii) The operator E D + V is quite similar to the effective Hamiltonians which arose in [6] where we studied the asymptotic distribution of the discrete spectrum in the gaps of the essential spectrum of the operator H Hall 0
and a bounded monotone W . There are many other similarities of the spectral properties of the perturbations of H
Hall 0
and H 0,D , but also there exist several essential differences due mainly to the presence of a boundary in the case of H 0,D .
In Corollary 2.2 below we will show that even for a non vanishing identically V that has a compact support, N D (λ) blows up as λ ↓ 0, i.e. the operator H D has infinitely many eigenvalues. In order to formulate this corollary, we need the following notations. Let Ω ⊂ R 2 be a bounded domain. Denote by c − (Ω) the maximal length of the vertical segments contained in Ω. Further, let B R (ζ) ⊂ C be a disk of radius R > 0 centered at ζ ∈ C. Identifying C with R 2 , set
where ξ + := max{ξ, 0},
and | · | denotes the Lebesgue measure.
where Ω ± ⊂ O are bounded domains, and 0 < c − ≤ c + < ∞ are some constants. Then we have
with C − := (2π)
and, hence, H D has infinitely many discrete eigenvalues.
Remark: The constants C ± already appeared in [6, Theorem 6.1]. As it is indicated there, we have C − < C + (in fact, 8) where ψ N (·; k), k ∈ R, is the eigenfunction of the operator h N (k) introduced at the end of Subsection 2.1.
Statement of the main results for Neumann Hamiltonians
Recall that µ > 0. Then the effective Hamiltonian which governs the asymptotics of N N (λ) as λ ↓ 0 is the self-adjoint operator
More precisely, we have the following
The proof of Theorem 2.3 can be found in Section 4.
, the multiplier by v is an operator relatively compact with respect to −µ
, and we have σ ess −µ
(ii) Effective Hamiltonians quite similar to (2.10) arose in [5] where, in particular, the asymptotic distribution of the discrete spectrum of the operator H strip 0 − V was studied; here the expression for H strip 0 coincides with (1.1) but the operator is considered on the strip (−L, L) × R, with Dirichlet boundary conditions. In Corollary 2.4 below we will establish sufficient conditions for the infiniteness and the finiteness of σ disc (H N ).
(i) Assume that there exists α ∈ (0, 2) and constants ω ± ≥ 0 such that
13)
B being the Euler beta function.
(ii) Assume now that (2.12) holds with α = 2. Then we have
(2.14)
Remarks: (i) If at least one of the constants ω ± in (2.12) with α ∈ (0, 2) is positive, then (2.13) implies that the operator H N has infinitely many discrete eigenvalues. Similarly, if at least one of the constants ω ± in (2.12) with α = 2 is greater than µ/4, then (2.14) again implies that σ disc (H N ) is infinite. Finally, (2.16) shows that under assumption (2.15), the operator H N has at most finitely many discrete eigenvalues. Note that the estimate lim sup
evidently implies (2.15).
(ii) Relation (2.13) can be written in a semiclassical form, namely
Corollary 2.4 follows immediately from Theorem 2.3 and some well known results on the asymptotics of the discrete spectrum of 1D Schrödinger operators with decaying potentials which allow us to investigate the behaviour of Tr
In particular, the first part of the corollary is quite close to [14, Theorem XIII.82], the proof of its second part can be easily deduced from [13] , while the third part follows from the Hardy inequality
and the result of [14, Problem 22, Chapter XIII]. Since the proof of Theorem 2.1 is somewhat lengthy, we will divide the exposition into several parts.
(i) Auxiliary results. Let s > 0 and T = T * be a linear compact operator acting in a given Hilbert space
thus the functions n ± (·; T ) are respectively the counting functions of the positive and negative eigenvalues of the operator T . If T is compact but not necessarily self-adjoint (in particular, T could act between two different Hilbert spaces), we will use also the notation n * (s;
thus n * (·; T ) is the counting function of the singular values of T . Evidently,
and
Let us recall also the well-known Weyl inequalities
where s j > 0 and T j , j = 1, 2, are linear self-adjoint compact operators (see e.g. [4, Theorem 9.2.9], as well as the Ky Fan inequalities
, be the Schatten -von Neumann class of compact operators, equipped with the norm
Then the Chebyshev-type estimate
1 All Hilbert spaces in this article are supposed to be separable.
holds true for any s > 0 and p ∈ [1, ∞). Finally, we recall an abstract version of the Birman-Schwinger principle, suitable for our purposes. Let T = T * be lower bounded, and T := inf σ(T ). Let Q ≥ 0 be a self-adjoint operator, relatively compact in the sense of the quadratic forms with respect to T . Then we have
for any s > 0 and λ > 0 (see [3, Lemma 1.1]).
(ii) An alternative formulation of Theorem 2.1. Instead of Theorem 2.1 we will prove Theorem 3.1 below which is slightly more general, and more convenient both to prove and apply. In order to formulate it, we need the following notations. For (x, y) ∈ R 2 set
as the operator with integral kernel
the function ψ D,∞ being defined in (2.3).
Applying the Birman-Schwinger principle, we easily find that
so that (3.4) with A = −∞ is equivalent to (2.5). The proof of Theorem 3.1 is contained in the remaining several parts of this subsection.
the function ψ D (·; k) being defined at the end of Subsection 2.1. Using the decomposition
Then for any A ∈ [−∞, ∞) and ε ∈ (0, 1) we have
Proof. By the Birman -Schwinger principle,
Then the mini-max principle and the Weyl inequalities imply that the estimates
hold true for any λ > 0 and ε ∈ (0, 1). It is well known that the infimum of the second band function of H 0,D is equal to 3b > E D (see e.g. [8] ). Hence, for any
for any ε > 0. Further, for A ∈ [−∞, ∞), λ > 0, introduce the operator
Finally, it is easy to see that the operators R D (λ; A)V 1/2 and R D (λ; A)V 1/2 * have the same non zero singular values. Therefore,
Putting together (3.8) -(3.12), we obtain (3.7).
the function ψ D,∞ (·; k) being defined in (2.3).
Theorem 3.3. We have
Theorem 3.3 could be regarded as the central ingredient in the proof of Theorem 3.1. We will split its proof into three propositions.
Evidently, τ k is a unitary operator in L 2 (R), and its restriction onto L 2 (−k/b, ∞) denoted by the same symbol, is a unitary operator between
defined originally on C ∞ 0 (R) and then closed in L 2 (R). As before, put
the orthogonal projection π D,∞ (k) being defined in (3.13). Then,
withψ D,∞ := (τ * k ψ D,∞ )(·; k) = ϕ, the function ϕ being defined in (2.2). Therefore, (3.14) is equivalent to Define the operatorh − (k) as the Dirichlet realization of the operator −
This is a rank-one operator which acts in L 2 (R). Let us give an explicit representation of it. Let D ω be the standard parabolic-cylinder function [1, Section 19] which satisfies the equation
Then the functions Due to the choice of the normalization constants in (3.18) -(3.19), the Wronskian of the functions Θ and Ψ is equal to 1. Put
For further references we include here the following asymptotic formulas 
In particular, lim
Proof. Due to (3.21),
Thus
By (3.23),
Therefore we need to estimate the integrals appearing in (3.26). First,
Integrating by parts, we easily see that
and then
In the same way, for the second integral we find that
Putting together (3.27), (3.28), and (3.29), we obtain (3.24).
Proposition 3.5. There exist K ∈ R and C > 0, such that
Proof. To begin with, let us writeπ D (k) in a convenient form. If I is the identity operator in L 2 (R), theñ
where I + is the identity operator in
Hence,π
which, combined with Proposition 3.4, implies that for k large enough we havẽ
Finally, since the operators
are uniformly bounded with respect to k large enough, we obtain (3.30).
Proposition 3.6. We have
Proof. By the definition of Λ k and the resolvent identity,
By Propositions 3.4 -3.5,
(3.33) Inserting (3.33) into (3.32), we obtain (3.31). Now we are in position to prove Theorem 3.3. By Propositions 3.5 and 3.6 we have
Now, (3.34) and (3.25) imply (3.16) and, hence, (3.14).
(v) End of the proof of Theorem 3.1. By analogy with (3.6), define the operator
. The remaining part of the proof of Theorem 3.1 is based on the following two facts. First, for any A ∈ [−∞, ∞),Ã ∈ (A, ∞), and r ∈ (0, ∞) we have
as λ ↓ 0, since the compact operators
admit norm limits as λ ↓ 0. Secondly, we have
for any λ > 0. By Theorem 3.3 and (3.37), we find that for each r > 0 there exists
for any λ > 0, and, hence,
Combining (3.7) with (3.35), (3.36), and (3.38), and applying the Ky Fan inequalities, we get
In order to see that (3.39) is equivalent to (3.4), it suffices to note that the operators V 1/2 * R D,∞ (λ; A) and S D (λ; A) have the same non zero singular values.
Proof of Corollary 2.2
Throughout the subsection we assume that V satisfies (2.6). For δ ∈ (0, 1/2) introduce the intervals
Remark: Introduce the set
considered as a subspace of the Hilbert space L 2 (Ω ± ; e −bx 2 dxdy). Note that as a functional set B(Ω ± ) coincides with the Bergman space over Ω ± (see e.g. [10, Subsection 3.1]). Then, up to unitary equivalence, the operators Γ
In the following proposition we reduce the analysis of the asymptotic behaviour of n * (r; S D (λ; A)) to the study of the spectral asymptotics of the operators Γ ± δ (m) as m → ∞. Proposition 3.7. Assume that V satisfies (2.6). Then we have n * (r; S D (λ; A)) ≥ n * (r(1 + ε)2c
as λ ↓ 0, for all A > 0, ε ∈ (0, 1), δ ∈ (0, 1/2) and r > 0, the constants c ± being introduced in (2.6).
In the proof of Proposition 3.7 we systematically use the following lemma which provides explicitly the first asymptotic term of
Proof. From (3.21), (3.22), and (3.15), we have
Using (3.31), and integrating by parts in (3.44), bearing in mind (3.23), we obtain (3.43).
Otherwise, the proof of Proposition 3.7 repeats almost word by word the proof of [6, Proposition 5.4] with j = 1 so that we omit the details. Yet, we would like to note here that the slight differences in the two proofs are due to the fact that the asymptotics in b| ln λ| in the argument of the counting function n * at the r.h.s. of (3.41). In order to reduce the analysis in the present article to the analysis in [6] , we use at the first stage of the proof of the upper bound (3.42) the estimate k −1 < k for k ∈ (A, ∞) with A > 1, while at the last stage of the proof of the lower bound (3.41) we use the estimate k −1 > k for k ∈ (δ, 1 − δ) with δ ∈ (0, 1/2).
In order to complete the proof of Corollary 2.2, it suffices to prove the following 
Proof 
Set ǫ − := inf (x,y)∈Ω − e −bx 2 . Then we have
Further, let Π ⊂ Ω − be an open non-empty rectangle whose sides are parallel to the coordinate axes. Assume, without any loss of generality, that Π = (α, β) × (−L, L) with 0 < α < β < ∞ and L ∈ (0, ∞). Evidently,
For η ∈ R and δ ∈ (0, 1/2) define the operator
as the integral operator with kernel
By the mini-max principle, we have
with 0 < α < β < ∞, m ∈ (0, ∞), r ∈ (0, ∞). Fix s ∈ (0, ∞) and find m 0 such that rme −2mβδ < s/2 for m > m 0 . Using the fact that the counting function n + (r; ·), r ∈ (0, ∞), is decreasing, as well as the Weyl inequalities (3.1), we get
Putting together (3.47) -(3.52), we find that for each δ ∈ (0, 1/2), r ∈ (0, ∞), and s ∈ (0, ∞), we have 
Note that 
holds for every δ ∈ (0, 1/2). Letting δ ↓ 0, and optimizing with respect to L, we obtain (3.46).
Remark.
Since
for r > 0 and m ≥ 1, our proof of (3.46) also provides a slightly modified proof of the lower bound [6, Eq. (6.3) ]. This modification does not use the first inequality in [6, Eq. (6.10)] in whose proof we found a gap; we thank Dr Marcus Carlsson for drawing our attention to the problem with that inequality.
Proof of the main result for Neumann Hamiltonians
In this section we prove Theorem 2.3.
Then, similarly to (3.8), the Birman -Schwinger principle implies
Fix δ ∈ (0, ∞), and define the orthogonal projection
where π N (k) := |ψ N (·; k) ψ N (·; k)|, the function ψ N (·; k) being defined at the end of Subsection 2.1, and k * is the point where E N attains its minimum E N . Then by analogy with (3.9), the estimates
hold true for any λ > 0 and ε ∈ (0, 1). Next, similarly to (3.10), we have
It is easy to see that
have the same non zero eigenvalues. Therefore, for each r > 0 and λ > 0 we have where
Now the Ky Fan inequalities imply
n * (r; R N (λ; δ) − R N (λ; δ)) ≤ j=1,2 n * (r/2; U j,ρ (T 1 + T 2 )).
Since V ∈ L ∞ 0 (O), we can choose, using (4.8), the number ρ = ρ(r) so large that U 2,ρ (T 1 + T 2 ) ≤ r/2, and hence n * (r/2; U 2,ρ (T 1 + T 2 )) = 0.
(4.10)
On the other hand, by (4.7) and (3.3) with p = 2 we have n * (r/2; U 1,ρ (T 1 + T 2 )) ≤ 4r −2 U 1,ρ (T 1 + T 2 ) Putting together (4.9) -(4.11), we obtain (4.6). Further, let S N (λ; δ) : L 2 (R) → L 2 (R) be the operator with integral kernel (2π) −1/2 v(y) 1/2 e iky (µk 2 + λ) −1/2 1 (−δ,δ) (k), k ∈ R, y ∈ R, the potential v being defined in (2.8). It is easy to see that the operators R N (λ; δ) and S N (λ; δ) have the same non zero singular values, and hence n * (r; R N (λ; δ)) = n * (r; S N (λ; δ)), λ > 0, r > 0. By the Ky Fan inequalities, n * (r(1 + ε); S N (λ)) − n * (rε; S N (λ; δ) − S N (λ)) ≤ n * (r; S N (λ; δ)) ≤ n * (r(1 − ε); S N (λ)) + n * (rε; S N (λ; δ) − S N (λ)), λ ↓ 0, (4.13)
for any r > 0, λ > 0, ε ∈ (0, 1). Arguing as in the derivation of (4.6), we easily obtain n * (r; S N (λ; δ) − S N (λ)) = O r,δ (1), λ ↓ 0. 
