ireless local area network (WLAN) technology and products have experienced unusual growth in the last few years, especially encouraged by the success of the Internet and the availability of low-priced terminals, such as laptop computers and personal digital assistants, which can easily be equipped with wireless network interface cards. The main reasons for this enormous success have to be found in the fast and easy way WLANs can be deployed and in their capability of offering high-speed communications, albeit in short-range wireless coverage. Although WLANs were originally conceived for enlarging the range of wired LANs in corporate environments, in the near future they will play a role within the hybrid wireless system that will characterize the next-generation telecommunications infrastructure. Needless to say, the common link in the depicted scenario will be the IP protocol with its quality of service (QoS) enabling paradigms (ingerated and differentiated services, IntServ and DiffServ), which will allow end users to ubiquitously access a large variety of (mainly multimedia) services. In this forthcoming usertransparent internetworking scenario, WLANs will probably be the key technology for high-speed local access in public and private areas with high user concentrations (hotspots), such as airports and stations, hotels, and convention centers, as well as home and office environments, where the exigency of highbandwidth access is strongly felt.
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Nevertheless, for WLANs to be ready for this future scenario, academic and industrial communities still need to carry out indepth research and development activities regarding the key issue of service differentiation. We dare say that this issue is fundamental for WLAN survival in a fast changing communication scenario in which new technologies emerge at a rate never experienced in the past. Without suitable mechanisms for guaranteeing a personalized (thus differentiated) QoS to user applications, WLAN technology will not be able to match users' expectations and, consequently, its current positive rising trend will slow down.
Proposals for introducing the QoS concept into a WLAN environment have begun to appear within the research community recently [1] . A promising example is represented by the IEEE 802.11e [2] medium access control (MAC) protocol, which is currently under study by the ad hoc conceived 802.11e task group [3] . This is an enhanced version of the MAC protocol implemented in 802.11 networks [4] , which do not offer any support for QoS differentiation. By observing the basic behavior of the QoS control mechanism at the IEEE 802.11e MAC layer, it clearly appears that relevant studies are still in their infancy. By this we mean that a lot of work is still required so that the techniques introduced (which proved to be effective [5, 6] ) are actually efficient under disparate working conditions.
The main aim of the present article is to contribute to this research issue by proposing solutions to enhance performance of the IEEE 802.11e QoS control policy, in both single-hop and multihop scenarios. The focus is on the contention-based channel access mechanism, enhanced distributed channel access (EDCA), which manages QoS through user traffic prioritization. The questions, for which the research community still has not found any definite answers, are:
• Which is the right way to assign priorities to the different traffic categories accessing the WLAN? • Does the QoS differentiation mechanism effectively work in a multihop scenario; and if not, what can be done to make it possible?
The solutions suggested in the draft [2] follow a simple approach: maximum priority to voice traffic, a slightly lower priority to video traffic, and so on, down to the lowest priority associated with the least demanding traffic category. The basic concept behind our activity is confidence that such an approach, based simply on practical sense and static associa-tions between traffic category and priority, hides some inefficiencies. First of all, a statically assigned priority gives a service no guarantee that its exigencies in terms of QoS will always be matched during frequent WLAN traffic condition changes.
In this article we propose a mechanism that dynamically assigns priorities to traffic, according to network status and the application's requirements, in order to guarantee the required throughput in a IEEE 802.11e wireless ad hoc network. We already addressed this issue in early studies [7, 8] , and have shown the feasibility of this mechanism and its effectiveness in enhancing QoS in a single-hop wireless network. The achieved results made us confident that it would be advantageous in a more generic wireless ad hoc environment as well. Therefore, we have studied an extension of the dynamic priority assignment mechanism to a multihop scenario, with the conviction that dynamically changing priorities along the multihop path, on a hop-by-hop basis, will help to achieve the end-to-end target throughput performance.
The article is structured as follows. We give a brief overview of the IEEE 802.11e MAC protocol and related work; the proposed algorithm is then described. Performance evaluation in single-hop and multihop environments is the topic of another section; concluding remarks are then reported.
IEEE 802.11E MAC Protocol and Related Work
QoS functionality in WLANs is emerging as a key requirement to support multimedia applications, driven by ever increasing users' interest and demand. Supporting QoS in wireless networks is a challenging problem. References [5, 6] have already shown that the mechanisms used by the legacy IEEE 802.11 [4] , a mandatory contention-based distributed coordination function (DCF) and an optional centrally controlled point coordination function (PCF), are unsuitable for multimedia applications with QoS requirements.
DCF is based on carrier sense multiple access with collision avoidance (CSMA/CA). Before a station transmits a data frame, it senses the channel. If the channel is idle for at least a DCF interframe space (DIFS), the frame is sent out; otherwise, a backoff time interval is chosen randomly in the range [0,CW]. The contention window (CW) is incremented exponentially each time the station attempts to retransmit the frame. During the backoff period, the backoff timer is decremented as long as the channel is sensed as idle. When the backoff timer reaches zero, the frame is transmitted. Upon receipt of a correct frame, the receiving station waits a short interframe space (SIFS) interval and transmits a positive acknowledgment frame (ACK) back to the source station, indicating successful transmission. After successful transmission, the CW is reset to CW min .
In 802.11 networks the wireless channel is divided into superframes, each consisting of a contention-free period (CFP) for PCF and a contention period (CP) for DCF. At the beginning of CFP, the point coordinator (usually the access point, AP) contends for access to the channel, and then starts cyclically polling wireless stations and grants them the opportunity to transmit.
To optimize DCF performance, a number of parameters can be tuned (beacon interval, use of request/clear to send [RTS/CTS] frames, frame fragmentation threshold, etc.). However, these parameters are basically station-based and therefore cannot effectively differentiate multiple flows within a station [9] . Even the contention-free PCF channel access mechanism, which has been specifically designed to support time-bounded services, can provide only some limited QoS support. This is primarily due to its unpredictable beacon delays that may introduce unpredictable time delays in the CFP. Furthermore, the unknown transmission durations of each polled statio that is not under the control of the point coordinator may reduce the QoS provided to the other polled stations [5] . Finally, PCF is also rarely implemented in commercial products due to its complexity and inefficiency concerning normal data transmission [6, 9] .
Unsolved problems of PCF led to fervent activities within the IEEE 802.11 working group to enhance the MAC protocol. Enhancements are currently under development and are reported in the IEEE 802.11e extension [2] , which is in its final stage. The QoS enhancements of 802.11e are available to QoS stations (QSTAs) associated with a QoS AP (QAP) in a QoS basic service set (QBSS) of an infrastructured WLAN, and between QSTAs that are members of the same QoS independent BSS (QIBSS) of an ad hoc WLAN. To support MAC-level QoS, IEEE 802.11e employs an additional coordination function called the hybrid coordination function (HCF). The HCF combines functions from the DCF and PCF with some enhanced QoS-specific mechanisms, which are a contention-based channel access method, referred to as enhanced distributed channel access (EDCA), with a pollingbased channel access method controlled by the hybrid coordinator (HC) and referred to as HCF controlled channel access (HCCA). The EDCA mechanism delivers traffic based on differentiating priorities by varying the following parameters:
• Amount of time a station senses the channel to be idle before backoff or transmission • The length of the CW to be used for backoff • The duration a station may transmit after it acquires the channel The HCCA mechanism allows for reservation of transmission opportunities (TXOPs) with the HC, which is collocated at the QAP.
The EDCA Mechanism
The EDCA mechanism enables a QSTA in a QBSS or a QIBSS to prioritize its traffic, thus optimizing the way network resources are allocated among different applications. Differently, in legacy 802.11, without QoS support, all applications running on different wireless stations have the same opportunity to transmit. Traffic prioritization is based on the four access categories (ACs), voice, video, best effort, and background, listed in Table 1 .
The lower the AC, the higher the probability to transmit. The best effort AC and legacy 802.11 devices can transmit with the same priority.
Applications map each data frame onto a given AC, and add the frame to one of four independent transmit queues (one per AC) in the QSTA, as illustrated in Fig. 1a TXOPs by using a set of EDCA parameters, which are different for each AC:
• The amount of time a QSTA senses that the channel is idle (i.e., the minimum interframe space) or arbitration interframe space (AIFS) • The length of the CW during backoff Each AC has different queue, different AIFS, and different contention window parameters (CW min , CW max ). Frames with the highest priority tend to have the lowest AIFS and backoff values, so they have a better chance of getting a TXOP earlier. The differentiation of these contention parameters allows all traffic categories to have different probabilities of winning the channel contention.
For each AC the AIFS duration is derived from the AIFS number (AIFSN). The AIFSN indicates the number of slots after an SIFS that a QSTA should wait before either invoking a backoff or starting a transmission. For each AC, the backoff duration is computed as the sum of the AIFSN and a random value from zero to the CW. The CW is initially set to a value ( CW min ) that depends on the AC, and it is doubled following each collision until a maximum value CW max (also dependent on the AC) is reached. Once a QSTA gains a TXOP, it is allowed to transmit for a given time interval that depends on the AC and the physical rate. If there is more than one queue finishing the backoff at the same time, the internal collision resolution mechanism in the QSTA selects the frames with the highest priority to transmit. The other lower-priority queues, whose backoff timers also reach zero, will reschedule their transmission according to their specific backoff algorithm.
The HCCA Mechanism
As for the centrally controlled channel access mechanism, which can be used only in the QBSS network configuration, IEEE 802.11e behaves similarly to legacy PCF [4] . The main difference between the two polling mechanisms is represented by the fact that only HCCA allows the HC to poll a station during the CP of a superframe.
The centrally controlled HCCA mechanism allows applications to reserve network resources (TXOPs) through requests sent by the QSTA to the HC, which is usually collocated with a QAP. The resource assignment depends on several traffic stream parameters (traffic specification, TSPEC) specified during negotiation, such as mean data rate, PHY rate, nominal data frame sizes, maximum service interval, and delay bound.
HCCA guarantees a parameterized QoS and is more flexible than the legacy PCF mode [10] . Nevertheless, compared to the EDCA, the implementation of HCCA still contains many unresolved issues [11] . An example of this is the criteria used by the HC to schedule the polling times and periods derived from the TSPECs of the various QSTAs, in particular when many interactive streams are active and the transmit duration of a poll becomes longer than the interpoll time or if overlapping BSSs interfere with each other. This latter case has been investigated in [5] , where it is demonstrated that although HCCA is effective in delivering time-bounded traffic in an isolated QBSS, it is less effective in the case of overlapping QBSSs. In this case, in fact, delivery delays can significantly increase, and even high-priority polled data frames can suffer from unpredictable delay and throughput degradation due to uncoordination among HCs.
A further drawback of HCCA lies in the difficulties (in terms of both costs and complexity) associated with its actual implementation. This is why, actually, WLAN interfaces that are implementing it are still difficult to find on the market. Also, the Wi-Fi Alliance [12] started interoperability certification for Wi-Fi multimedia (WMM) that has been drafted in coordination with the 802.11e Task Group to offer a subset of the QoS capabilities included in the 802.11e draft. WMM is currently based on the EDCA mechanism. Additional features, such as HCCA and others, may be added to WMM as optional modules in the future. For these reasons, we focus on the EDCA mechanism in the following sections of this article.
EDCA Performance Studies
Studies aiming to evaluate EDCA performance are massively present in the scientific literature. In this subsection we just scan some of these studies, trying to point out issues that are relevant to our work, but without any pretense of being exhaustive.
Performance results summarized in [5, 6, 11] show that EDCA is able to provide very good service differentiation. However, other work highlighted the necessity of adding new features to overcome a few limitations in EDCA performance. In [9] this mechanism is said not to provide any QoS guarantee, only better than best effort services. In [13] the authors point out the necessity of admission control and scheduling schemes to guarantee service to real-time traffic and fairness of channel access in heavy loads, when low-priority traffic can easily be starved by high-priority traffic, and high-priority traffic's QoS requirement can easily be violated. Other authors suggest the use of bursting transmission [14] or forward error correction [15] to improve EDCA performance. Further performance analysis is reported in [10] by setting the TXOP limit, and in [16] by differentiating the minimum backoff window size, the backoff window increasing factor, and the retransmission limit.
In [17] the authors found that the CW size deeply affects the achieved QoS; however, service differentiation based on CW sizes leaves high-priority traffic susceptible to degradation due to heavy low-priority traffic load; on the other hand, use of AIFS has been shown to provide efficient service differentiation and preserve service to high-priority traffic at high loads, but is especially prone to starving lower-priority traffic. Adaptive CW adjustment, taking into account both application requirements and network conditions, has been analyzed in [18] showing that the overall goodput obtained is up to 25 percent higher than EDCA. In this article we follow an alternative approach, by providing dynamic adaptation of the priority (or AC), instead of CW values, assigned to an application, based on application requirements and network conditions.
A further hot topic recently investigated in literature is feasibility analysis of the IEEE 802.11 MAC in multihop networks [19] . The main limitations are tied to the hidden/ exposed station problems, which are more harmful in a multihop environment due to larger sensing and interfering ranges (than communication range). Some solutions have been proposed in literature trying to improve performance of the 802.11 MAC in multihop networks, but no studies have been reported yet on the feasibility of IEEE 802.11e. It is not our aim to fully investigate this issue in this article; we just aim to obtain initial results to demonstrate the feasibility and effectiveness of our proposed dynamic assignment mechanism even when EDCA is implemented in a multihop network. The purpose of our algorithm is not to overcome the problems related to the use of EDCA in ad hoc networks, but rather to get better performance than using the EDCA as it is in the same hostile radio environment.
The Proposed Algorithm for Dynamic Priority Assignment
The reference case of our study is an IEEE 802.11e ad hoc network, where QSTAs of a QIBSS access the wireless channel in EDCA mode. The main idea of our approach is to dynamically assign priorities to each application, rather than to a certain traffic class as indicated by IEEE 802.11e, when accessing the channel. The objective we pursue in assigning priorities is guaranteeing all connections a minimum average throughput according to the applications' requirements. Thereby to achieve our goal we need a relationship between the "access priority" and the "average transmission rate" achievable by means of that priority. To do this, we make the following main assumptions:
• The priority assignment to each data frame depends on the current network status and application's requirements.
• The frame priority is dynamically selected by the wireless source station and is updated hop-by-hop by intermediate nodes along the multihop path to the destination. The methodology we propose in order to dynamically assign priorities to each data frame consists of three steps:
• The frame is labeled with the maximum average transmission delay D required to meet the throughput requirements declared by the source.
• An estimation, E -- 
To better understand Eq. 1, let us recall that we consider priority 0 the highest and 3 the lowest, as illustrated in Table 1 .
In the items of the list above, E{·} is the expectation operator, and D[i] is a random variable representing the time required to successfully transmit a frame by using priority i.
Labeling the Data Frames
Given the highly variable nature of a wireless ad hoc network, it is not advisable to store D information in the network nodes, therefore it is easily argued that a suitable solution consists in putting a label containing the D value into the data frame header. In the current 802.11e draft version [2] , there is still some space available in the header of the QoS data frames to accommodate the D value. A feasible solution may be to use a reserved 1 byte long subfield, located in the QoS Control field of the MAC header [2] . This only applies to a QIBSS (i.e., an 802.11e network in ad hoc configuration), the reference case under consideration in this article.
More specifically, the D value is computed by the source according to its throughput requirements using Eq. 3, and the result is written in the frame header. The relationship between D and the throughput is clarified below. We may express the average throughput experienced by a source with the ith (i = 0…3) priority accessing the channel in ECDA mode as (2) where S is the data payload size (in bits) of the MAC data frame. By assuming a known S, a lower bound on the average throughput is equivalent to an upper bound on the average transmission delay, according to the following equation: Each node along the route between the source and the destination applies the proposed algorithm according to the D value read from the frame header.
Dynamically Updating the Transmission Delay Estimation
The basis of the functional behavior of our algorithm is the estimation of the transmission delay associated with a given priority, E --
In this subsection we further describe how its evaluation is performed. is evaluated from the instant in which the frame is inserted into the ith priority queue (Fig. 1a) to the instant when the relevant ACK is received. This time is given by
where T queuing is the time elapsed between the instant at which a frame is queued in the ith priority queue and the time at which the frame is ready for transmission; 
where α represents a suitable smoothing factor whose best value has been calculated to be 0.8 following a comprehensive simulation campaign under different traffic and system conditions.
As long as the QSTA sends traffic at the ith priority, the E --{D[i]} ----value is continuously updated. It clearly emerges that if no traffic at the ith priority is sent for a given time interval, the estimation relevant to this priority soon turns out to be obsolete. Therefore, finding a method to update the delay estimation relevant to priorities we call temporary inactive, without introducing further traffic (e.g., probe packets) into the network, is vital for the correct behavior of our algorithm. In [20] the concept of virtual MAC (VMAC) has been introduced, which provides the QSTA with a MAC operating on virtual packets (i.e., packets not actually sent). By means of these virtual packets, a suitable functionality estimates the traffic currently loading the network and the QoS that would probably be perceived by the QSTA at the moment of real packet transmission.
In the present work, the concept of virtual or dummy packets is exploited. Specifically, each time the E --
the ith priority turns out to be obsolete, a dummy frame is inserted into the ith priority queue. It will be processed as a normal frame until the instant just preceding its transmission over the air interface. Logically, the frame will not actually be transmitted.
According to the proposal in [20] , a collision is assumed whenever a different station chooses the same slot to perform the transmission. If a collision is detected, the backoff algorithm is repeated. Eventually, the instant at which the frame is virtually passed to the physical interface is exploited for the computation of E --
{D[i]} ----. This way, E --

{D[i]} ----can be estimated
according to Eq. 6.
It may be observed that dummy frames not actually being sent fail to reveal collisions that happen only on the receiver side (also known as the hidden station problem). Under these circumstances their use may lead to an overestimation of available resources. Although some frames may be sent at a priority lower than they really need, as soon as this mistake takes place resources are estimated again based on a real frame, and the overestimation is quickly corrected. Consequently, the performance degradation experienced should not be dramatic.
Compared to VMAC [20] , we do not need to exploit a whole sequence of dummy frames, just a single frame. In fact, our objective is estimation of the delay a frame handled with a given priority experiences, not the admissibility of an entire frame flow. In our proposal, following a comprehensive parameter tuning campaign, it was decided that a dummy frame with ith priority must be sent each time the E --
{D[i]} ----estimation is
not updated for more than 250 ms, and no packet at the ith priority is in the relevant queue.
Results
An extensive simulation campaign has been performed by using a software tool based on the Network Simulator (NS-2) [21] . NS-2 has been integrated with the package made available by TKN-Technical University of Berlin (http://www.tkn. tu-berlin.de/research/802.11e -ns2) implementing the IEEE 802.11e standard. This latter has been suitably modified to include all algorithm features described earlier. The simulation study aimed to assess the ability of the proposed algorithm to effectively adapt transmission priorities to traffic conditions and the consequent performance that could be achieved. During the simulations, backoff related parameters are set as suggested in [2] and reported in Table 2 for the readers' convenience. Furthermore, all the traffic models relevant to the applications we adopt in our study are preexisting in the NS-2 platform.
System Performance in Single-Hop Scenarios
During the first simulation run we investigated the behavior of the proposed priority assignment algorithm when the data exchange involves only one hop. We assume that a given number of QSTAs form an ad hoc network (i.e., a QIBSS), and every station falls into the transmission range of all others. Of course, within this network configuration, the sender and receiver may exchange their data directly without the involvement of relay nodes; and, more important, there is no performance degradation due to the well-known hidden/exposed station problem.
The reference scenario is outlined in Fig. 2 , and although quite optimistic, it is not so far from reality; for instance, the palmtop PCs of a rescue team working in a restricted area may form a network that has the characteristics considered in this work. However, from the performance assessment perspective, such a simple network configuration allows us to understand the behavior of the proposed algorithm when no problem affects the IEEE 802.11e behavior. Simulations have also been run under more general network settings; the results are presented in the next subsection.
In a first experiment, the simplest, a QSTA, which is the observed one, tries to transmit a 512 kb/s constant bit rate (CBR) flow to its correspondent station. In this observed station the adaptive prioritization mechanism is applied. At the same time, a varying number of interfering QSTAs exchange data among themselves, contributing to the increase in network load. Each interfering station transmits a CBR flow at 384 kb/s with fixed priority. This latter has been chosen by following the criterion of equally distributing the interfering traffic within each priority. According to this criterion, if the total number of interfering stations is N, N/4 stations transmit with priority 0, N/4 with priority 1, and so forth. Simulations have been conducted by varying the number of interfering stations and hence the total network load. The outcomes of this simulation campaign are plotted in Figs. 3a  and 3b ; the first represents both the throughput and latency experienced by the adaptive QSTA, while the latter represents the average priority assigned to the adaptive QSTA for transmission when varying the interfering traffic load. As a term of comparison, in Fig. 3a we have also plotted the performance achieved by the observed station when its transmission priority is constantly kept equal to one (AC _VI), as in the traditional EDCA mechanism. This is the priority normally assigned to a video flow (i.e., the one we are considering for the observed QSTA). From Fig. 3 it can be seen that when the network is lightly loaded, the adaptive QSTA, although transmitting at low priority, can match its throughput requirements and experience low latency. When the network load increases, the observed station is assigned higher transmission priorities; the priority adaptation still allows the observed station to achieve better throughput and lower latency compared to the fixed priority case. It is interesting to highlight that compared to the adaptive case, the reference fixed-priority station fails to meet throughput requirements much earlier, and the performance degrades more significantly when the interfering traffic load increases.
In order to get more insight into the results shown in Figs. 3a and 3b, we focalized our attention on a fixed value of the interfering load equal to 4.75 Mb/s, and drew the instantaneous performance of the observed station in both the adaptive and nonadaptive cases. Results are plotted in Figs. 4a and 4b. The former shows the comparison between the throughput variations over a short timescale obtained in both cases, while the latter shows the comparison between the latency experienced by each data frame. Observing these figures, we may argue that our algorithm is able to guarantee not only better average throughput and latency, but also narrower variations of these parameters, even in the worst periods. We achieved similar trends for different interfering traffic load values, which are not shown in this article due to length constraints.
In a second experiment we evaluated the performance of the dynamic priority assignment algorithm when different adaptive stations, each with different requirements, share the network resources. To do this we simulated a scenario in which four QSTAs (all observed ones) implementing the proposed algorithm contend for channel access. Further interfering QSTAs, not implementing the dynamic algorithm, contemporarily try to access the wireless medium.
The observed stations transmit four CBR data flows at 1.5 Mb/s, 1 Mb/s, 500 kb/s, and 100 kb/s, respectively. Adaptive flows begin to transmit at random instants ranging from t = 0 s and t = 20 s. Starting from instant t = 20 s, one additional interfering station begins to transmit each fifth second. This situation is used to simulate various network loading conditions. The traffic generated by each interfering QSTA consists of a CBR data flow at 250 kb/s with priority equal to two. Figure 5a shows the bandwidth obtained by each adaptive flow and the total bandwidth assigned to the interfering flows when varying the simulation time. Figure 5b reports the priority dynamically assigned to the adaptive QSTAs. In order to obtain a clearer representation and better readability of the curves, we have chosen not to show the priority assigned to each frame; instead, we show the mean priority adopted for a 1 s window. From Fig. 5a the reader can easily see that the proposed algorithm allows the adaptive QSTAs to achieve the respective target transmission rate independent of the network load. By looking at Fig. 5b , it is possible to see that the mean priority chosen by each flow depends on the requested rate. At the beginning of the simulation, when no other interfering source is transmitting, all adaptive QSTAs use the lowest priority (labeled 3). When the interfering sources begin to send data, the adaptive QSTAs adapt their transmission priority. However, when the network is also highly loaded, the mean transmission priorities of the adaptive stations are different and vary, ranging from about zero (adopted by the station requesting 1.5 Mb/s) to about 3 (adopted by the station requesting 100kb/s).
The described behavior testifies to the effectiveness of the proposed algorithm in choosing the minimum transmission priority that guarantees all QSTAs the required rates. This is an extremely interesting outcome, which proves that our algorithm allows better network resource utilization than does standard EDCA.
System Performance in Multihop Scenarios
In the second simulation campaign we evaluate the behavior of the dynamic priority assignment algorithm under a more general network configuration. To do this we release the hypothesis that each QSTA falls within the transmission range of all others and refer to the network topology sketched in Fig. 6 .
In this configuration scenario, we assume that the distance at which a station may interfere with another station (the n Figure 4 interference range) is greater than the distance at which they can effectively communicate (the transmission range). This is a common assumption in carrier sense wireless networks [19] . According to the IEEE 802.11 protocol implementation in the NS2 simulation software, the interference and sensing ranges are more than twice the size of the communication range. This assumption is the same for our simulations.
Referring to Fig. 6 , we suppose that station 1 wants to transmit to station 5. As these two stations are positioned at a distance greater than their transmission range, data exchange needs to follow a multihop path. In our case study, data transmission has to cross nodes 2, 3, and 4. Nodes on the path from station 1 to 5 are positioned at a distance slightly lower than their transmission range so that, for instance, node 1 cannot communicate directly with node 3 but, under the hypotheses we made, is within its interference range. The bandwidth available to node 1 is therefore also influenced by the transmissions generated by node 3. Similar considerations may be made for the other nodes along the multihop path.
Interfering traffic is not sent along the multihop path, but is exchanged by stations positioned around the nodes on the path. More specifically, interfering stations are placed so that their interference range covers nodes 2-4, but not nodes 1 and 5. It is therefore easy to figure out that transmissions from node 1 to node 2 suffer from the hidden station problem, while transmissions from node 4 to node 5 are affected by the exposed station problem.
Apart from the network topology, the simulation settings we considered are similar to those described for the single hop case. We suppose that node 1 wants to send a 512 kb/s flow to node 5, and all the nodes along the multihop transmission chain run the priority adaptation algorithm.
Results are shown in Fig. 7 ; Fig. 7a shows the throughput and mean end-to-end delay experienced by the observed flow in both the adaptive and nonadaptive cases, while Fig. 7b shows the mean transmission priority used by the observed station in the adaptive case. Figure 7a , as a term of comparison, shows the performance obtained when the observed flow is transmitted with a constant priority equal to 1 all along the transmission chain. It clearly emerges that the performance obtained by the adaptive priority algorithm is much better than that obtained in the reference case, even in this hostile network setting. In particular, from Fig. 7a it can be observed that the throughput obtained in the adaptive case is generally higher than that reached in the fixed priority case. Furthermore, in the adaptive case the obtained throughput matches that required for a wider interval of interfering traffic load, higher than 3 Mb/s, while the fixed priority assignment is able to satisfy requirements until interfering traffic is less than about 2.5 Mb/s. Furthermore, considering the end-to-end delay experienced when the priority is adaptively chosen, it emerges that it is much lower than that experienced when fixed priority is forced. This result can be better evaluated if we bear in mind that to support conversational services such as videoconferences, the maximum end-to-end allowable delay is supposed to be around 150 ms depending on the specific application. Once again, the priority adaptation algorithm allows us to match this requirement up to an interfering traffic load of about 3 Mb/s. Analogous to what happens for the single-hop scenario, from Fig. 7b it can be seen that the adaptive algorithm, when the network load increases, gradually uses a higher priority.
As in the single-hop scenario, to understand the perforn Interfering stations mance of our algorithm better, we restricted our attention to two fixed values of the interfering load equal to 2.7 and 3.3 Mb/s, respectively, and drew the instantaneous performance of the observed station in both the adaptive and nonadaptive cases. The results obtained are shown in Figs. 8a and 8b. We have chosen these values of interfering load because they correspond to the load at which, in the nonadaptive case, we begin to experience the first throughput degradation and the load at which, also in the adaptive case, we experience some degradation in the throughput achieved. Looking at the results shown in Fig. 8 , it may be argued that, in both the dynamic and static priority cases, the performance obtained is characterized by a certain variability. However, it is possible to observe that also in the worst cases, the performance obtained when using the adaptive algorithm is much better than that generally obtained using the nonadaptive one. In summary, globally looking at the obtained results, it can be concluded that the proposed algorithm also allows us to obtain satisfactory performance when it is employed in a multihop network.
Conclusions
In this article we are particularly interested in assessing whether a fixed traffic class-to-priority mapping is the best possible solution to adopt in an IEEE 802.11e network in order to provide MAC-level QoS, or if it is possible to devise a smarter way to map specific application requirements to access priorities. With this in mind, we have developed a mechanism for the adaptive/automatic allocation of access priorities to application traffic depending on the minimum required data rate and the network load. The achieved performance when such a mechanism is deployed in the contention-based channel access mode of IEEE 802.11e has been evaluated in many scenarios. Results have shown that the dynamic priority assignment algorithm we have devised is able to choose the best/right priority to match users' requirements under a wide range of network load. In particular, the proposed method also works properly in a multihop scenario where the IEEE 802.11e MAC notoriously suffers from much performance degradation. 
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Wireless Sensor Networks (WSNs) recently received tremendous attention from both academia and industry because of its promise of a wide range of potential applications in both civil and military areas. A WSN consists of a large number of small sensor nodes with sensing, data processing, and communication capabilities, which are deployed in a region of interest and collaborate to accomplish a common task, such as environmental monitoring, military surveillance, and industry process control. Distinguished from traditional wireless networks, WSNs are characterized of dense node deployment, unreliable sensor node, frequent topology change, and severe power, computation, and memory constraints. These unique characteristics and constraints present many new challenges to the design and implementation of WSNs, such as energy conservation, self-organization, efficient data dissemination, and fault tolerance. For example, energy efficiency is the key to prolonging the network lifetime and is thus of primary importance in WSNs. It must be considered not only at the physical layer but also at the link layer and the network layer in sensor network design. Although many networking protocols and algorithms have been developed for traditional wireless ad hoc networks, they cannot effectively address the unique characteristics and constraints and application requirements of sensor networks. To meet the new challenges, innovative protocols and algorithms are needed to achieve energy efficiency, flexible scalability and adaptability, and good network performance. For example, it is highly desirable to develop new energy-efficient protocols for topology discovery, self-organization, medium access control, route discovery, and data dissemination. An efficient query processing and data aggregation algorithm can significantly reduce the number of transmissions of sensor nodes and thus provide substantial energy savings and prolong the lifetime of the network. In addition, open standards are important and imperative to facilitate and improve the development of WSNs. To realize the vision of WSNs, a large amount of research and development activities are going on in recent years. The purpose of this special issue is to expose the readership of IEEE Network to the latest research and development progress in this hot and exciting area.
SCOPE OF CONTRIBUTIONS
This special issue aims to publish a collection of research and survey articles that focus on the latest research and development results in all networking aspects of WSNs. Original research and survey articles are solicited from all researchers and practitioners. Articles should be tutorial in nature and should be written in a style comprehensible to the readers outside the specialty of the article. As applicable to WSNs, topics of interest include but are not limited to:
•Network architectures and protocols •Topology discovery and self-organization •Energy-efficient medium access control (MAC)
•Energy-efficient routing and data dissemination •Query processing and data aggregation
•Fault tolerance and self-healing •Field trials and standardization activities
MANUSCRIPT SUBMISSION
Authors should submit their manuscripts electronically in PDF format via email to one of the guest editors. With regard to both the content and formatting style of the submissions, prospective contributors should follow the IEEE Network guidelines for authors that can be found at <http://www.comsoc.org/pubs/net/ntwrk/authors.html>.
