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Abstract
Low-frequency historical data, high-frequency historical data and option data are three major
sources, which can be used to forecast the underlying security’s volatility. In this paper, we
propose two econometric models, which integrate three information sources. In GARCH-Itoˆ-OI
model, we assume that the option-implied volatility can influence the security’s future volatility,
and the option-implied volatility is treated as an observable exogenous variable. In GARCH-
Itoˆ-IV model, we assume that the option-implied volatility can not influence the security’s
volatility directly, and the relationship between the option-implied volatility and the security’s
volatility is constructed to extract useful information of the underlying security. After providing
the quasi-maximum likelihood estimators for the parameters and establishing their asymptotic
properties, we also conduct a series of simulation analysis and empirical analysis to compare the
proposed models with other popular models in the literature. We find that when the sampling
interval of the high-frequency data is 5 minutes, the GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV
model has better forecasting performance than other models.
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1. Introduction
Forecasting the volatility of a financial security is a very important topic in modern financial
practice. The natural information source of the volatility is the historical data of the security,
which can be further divided into low-frequency historical data and high-frequency historical
data. The low-frequency historical data are referred to as observed historical price data on
the security at daily or longer time horizons. The autoregressive conditional heteroskedastic-
ity (ARCH) model proposed in Engle (1982) and the generalized autoregressive conditional
heteroskedasticity (GARCH) model proposed in Bollerslev (1986) are the most famous mod-
els for the analysis of low-frequency historical data. The high-frequency historical data are
referred to as the intra-day historical price data on the security, such as tick-by-tick data,
1-second data, 5-minute data and etc. The scholars often model the high-frequency histor-
ical data by continuous-time Itoˆ processes and develop realized volatility estimators. These
estimators include two-time scale realized volatility (TSRV) (Zhang et al., 2005), multi-scale
realized volatility (MSRV) (Zhang, 2006), kernel realized volatility (KRV) (Barndorff-Nielsen
et al., 2009), pre-averaging realized volatility (PRV) (Jacod et al., 2009) and quasi-maximum
likelihood estimator (QMLE) (Xiu, 2010), among others.
If there are options on the security in the market, the options’ price data is another impor-
tant information source of the security’s volatility. The most famous and important volatility
information extracted from the options’ price data is the option-implied volatility (IV), which,
when plugged into an option pricing model (e.g., the Black-Scholes model), returns a theoretical
value equal to the current market price of an option, or is a weighted sum of the real-time,
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mid-quote prices of out-of-money call and put options (e.g., the CBOE Volatility Index, VIX).1
The option-implied volatility reflects the market’s expectation of the security’s future volatility,
which has a good prediction power (Chiras and Manaster, 1978; Beckers, 1981). Different from
forecasting the volatility by using the historical data, which is backward looking, forecasting
volatility by using the option-implied volatility is forward looking.
In the literature, there are some works that try to integrate two of the three major informa-
tion sources, i.e., low-frequency historical data, high-frequency historical data and option data.
On the one hand, there are several famous econometric models combining the low-frequency and
high-frequency historical data, such as the realized GARCH model (Hansen et al., 2012), the
high-frequency-based volatility model (Shephard and Sheppard, 2010), the multiplicative error
model (Engle and Gallo, 2006), the Heterogenous Autoregressive model for Realized Volatility
(HAR-RV) (Corsi, 2009), the Mixed Data Sampling model (MIDAS) (Ghysels et al., 2006), the
GARCH-Itoˆ model (Kim and Wang, 2016) and the factor GARCH-Itoˆ model (Kim and Fan,
2017), among others. The first three models integrate the daily realized volatility estimators
into the low-frequency econometric models as exogenous variables. The fourth and fifth models
construct linear models for the realized volatility estimators. The last two GARCH-Itoˆ models
are a GARCH model for the low-frequency historical data at the integer time points and a
continuous-time Itoˆ process model for the high-frequency historical data between the integer
time points. Thus, compared with the other models, the GARCH-Itoˆ model provides more
detailed structure for the high-frequency historical data and may make more efficient usage of
1Carr and Wu (2006) showed that the VIX squared approximates the conditional risk-neutral expectation
of the annualized return variance of S&P 500 over the next 30 calendar days. Thus, we prefer to term such
volatility index as option-implied volatility too. Since introduced in 1993, the VIX Index has been considered
as the world premier barometer of investor sentiment and market volatility.
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the high-frequency historical data.
On the other hand, there are also several works combining the low-frequency historical data
and the option-implied volatility.2 Blair et al. (2001) and Koopman et al. (2005) integrated
option-implied volatility into ARCH and GARCH models as exogenous variable. Differently,
Hao and Zhang (2013) and Kanniainen et al. (2014) derived the theoretical VIX value under
the GARCH model and considered the observed VIX as a measurement of the theoretical one.
In this paper, we propose two econometric models, GARCH-Itoˆ-OI model and GARCH-Itoˆ-
IV model, which are based on Kim and Wang (2016)’s GARCH-Itoˆ model and integrate low-
frequency historical data, high-frequency historical data and option data. In GARCH-Itoˆ-OI
model, we assume that the investors would like to adjust their evaluation on the security’s fu-
ture volatility and their investment decision according to the observed option-implied volatility,
which reflects the market’s expectation on the security’s future volatility. Then, the option-
implied volatility is considered as an exogenous variable, which can influence the security’s
future volatility directly. In GARCH-Itoˆ-IV model, we assume that the options are redundant
assets, which only contains useful information of the dynamics of the underlying security, but
can not influence the security’s volatility directly. Then, the relationship between the option-
implied volatility and the security’s volatility is constructed to extract useful information of
the underlying security from the observed option-implied volatility. After proposing two mod-
els, we obtain the quasi-maximum likelihood estimators for the parameters and establish their
2There are also some works using other option information indexes instead of option-implied volatility. For
example, Ni et al. (2008) and Chang et al. (2010) integrated the net demand for volatility of the non-market
makers and the foreign institutional investors into linear volatility forecasting models. Liu and Wang (2013)
assumed the Black-Scholes model holds and treated the observed option price as a measurement of the theoretical
one.
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asymptotic properties, respectively. We also conduct simulation studies for three different the-
oretical volatility models, Hesten model, Jump-diffusion model and GARCH-Itoˆ-OI model, and
empirical studies for three different securities, S&P 500 index future, APPLE stock and Sugar
future. Through these studies, we compare the forecasting power of the proposed volatility
models with other popular models in the literature, such as HAR-RV, HAR-RV-OI, Realized
GARCH(RV), Realized GARCH-OI, Realized GARCH(IV), GARCH+OI, and GARCH-Itoˆ.
We find that when the sampling interval of the high-frequency data is 5 minutes, the proposed
GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model have stronger forecasting power. However,
when the sampling interval of the high-frequency data is 1 minute or 10 seconds, the HAR-RV
model has stronger forecasting power. These findings suggest that for the models of GARCH-
Itoˆ type, specifying the dynamic structure of the high-frequency data as an Itoˆ process with
time changing volatility may not be accurate and helpful when the sampling interval is small.
Thus, how to model an explicit mixed-frequency model when the the sampling interval of the
high-frequency data is small is an interesting and changeling future research work.
This paper is organized as follows. Section 2 proposes the GARCH-Itoˆ-OI model and the
GARCH-Itoˆ-IV model. Section 3 compares the GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV
model with other volatility models in the literature from the modelling aspect. Section 4
derives the quasi-maximum likelihood estimators for the parameters and develops asymptotic
properties. Section 5 provides the simulation studies to compare the prediction performance
of the proposed models with other models under different theoretical volatility assumptions.
Section 6 provides the detailed empirical studies to illustrate the forecasting power of the
proposed models for different underlying securities. Section 7 gives the conclusion and possible
future works. All the proofs are given in the online Appendix.
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2. Unified models combining high-frequency historical data, low-frequency histor-
ical data and option-implied volatility
2.1. GARCH-Itoˆ-OI model
The basic building block of our proposed models is Kim and Wang (2016)’s GARCH-Itoˆ
model, which embeds a standard GARCH(1,1) model into a continuous-time Itoˆ process and
is a unified explicit model of low-frequency historical data and high-frequency historical data.
More specifically, GARCH-Itoˆ model reads,
dXt = µdt+ σtdBt,
σ2t = σ
2
[t] + (t− [t])
{
ω + (γ − 1)σ2[t]
}
+ β
(∫ t
[t]
σsdBs
)2
,
where Xt is the log security price, µ is a drift, [t] denotes the integer part of t, Bt is a standard
Brownian motion with respect to a filtration Ft, σ2t is a volatility process adapted to Ft. Kim
and Wang (2016) further showed that under GARCH-Itoˆ model with µ = 0, the conditional
variance of the log security price at integer time point (n − 1), hn, follows a GARCH(1,1)
structure,
hn = w
g + γhn−1 + β
gZ2n−1, (1)
where Zn−1 = Xn−1 −Xn−2 is the low-frequency log return, ωg = β−1(eβ − 1)ω, βg = β−1(γ −
1)(eβ − 1− β) + eβ − 1.
Now, we would like to integrate the option information (i.e., option-implied volatility) into
the GARCH-Itoˆ model. We assume that the options are not redundant assets and the trading
activities of the options may influence the prices of underlying security. Thus, the investors may
adjust their evaluation on the securitys future volatility and their corresponding investment
decision according to the observed option-implied volatility. To describe such circumstance,
6
we add the observable option-implied volatility into the dynamic equation of instantaneous
volatility as an exogenous variable. More specifically, we define the GARCH-Itoˆ-OI model as
follows.
Definition 1. We call a log security price Xt, t ∈ [0,+∞), to follow a GARCH-Itoˆ-OI model,
if it satisfies
dXt =µdt+ σtdBt,
σ2t =σ
2
[t] + (t− [t])
{
ω + (γ − 1)σ2[t] + αO[t]
}
+ β
(∫ t
[t]
σsdBs
)2
.
where µ is a drift, [t] denotes the integer part of t, Bt is a standard Brownian motion with
respect to a filtration Ft, σ2t is a volatility process adapted to Ft and O[t] is the F[t]-adapted
exogenous option-implied variance at integer time [t].
We further denote the model parameters as θ = (ω, β, γ, α)T , where the superscript T is used
to denote the transpose of a matrix or a vector. As σ2[t] represents the historical information
and O[t] represents the option information, which have backward looking property and forward
looking property, respectively. We may expect that σ2[t] (O[t]) has less (larger) influence on
σ2t as long as t increases, which implies that 0 < γ < 1 (α > 0). Furthermore, according to
Proposition 1 of online appendix, under GARCH-Itoˆ-OI model with µ = 0, the conditional
variance of the log security price at integer time point (n− 1), hn, also follows a GARCH(1,1)
structure,
hn = w
g + γhn−1 + β
gZ2n−1 + η
gOn−1 + ξ
gOn−2, (2)
where Zn−1 = Xn−1 −Xn−2 is the low-frequency log return, ωg = β−1(eβ − 1)ω, βg = β−1(γ −
1)(eβ − 1− β) + eβ − 1, ηg = β−2(eβ − 1− β)α, ξg = [β−1(eβ − 1)− β−2(eβ − 1− β)]α.
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2.2. GARCH-Itoˆ-IV model
In this subsection, we assume that the options are redundant assets and the trading activities
of the options may not influence the prices of underlying security directly. To model such
circumstance, we derive an additional relationship equation, which describes how the option-
implied volatility depends on the security’s volatility.
Now, we focus on the VIX-type option-implied volatility, IV Modelt , which denotes the annu-
alized option-implied volatility of a given underlying security over the time interval [t, T ].3 As
shown in Carr and Wu (2006), the VIX-type option-implied volatility squared approximates
the risk-neutral expectation of the annualized return variance from time t to T ,
(IV Modelt )
2 ≈ EQ[ht,T |Ft],
where EQ[·] denotes the risk-neutral expectation, Ft is the information set at time t. Hao and
Zhang (2013) and Kanniainen et al. (2014) further showed when the security’s return follows
a GARCH(1,1) model under the locally risk-neutral probability measure Q proposed by Duan
(1995), we have
(IV Modelt )
2 ≈ EQ[ht,T |Ft] = aht+1 + b,
where ht+1 is the conditional variance, parameters a and b depend on the parameters of
GARCH(1,1) model. There is a difference et between the observed option-implied variance
3Actually, IVModelt is defined by the following formula,
(IV Modelt )
2 =
2
T − t
∑
i
∆Ki
K2i
ert(T−t)Ot(Ki, T )− 1
T − t
[
Ft
K0
− 1
]
,
where T is the expiry date for the options, ∆Ki = (Ki+1 −Ki)/2, Ki is the strike price of the ith out-of-the-
money option, rt denotes the time-t risk-free rate with maturity T , Ot(Ki, T ) denotes the time-t mid-quote
price of the option, Ft is the time-t forward price derived from coterminal option prices and K0 is the first strike
below the forward price Ft.
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IV 2t and the model derived implied variance (IV
Model
t )
2 as follows,
IV 2t = aht+1 + b+ et. (3)
The difference is often assumed to be a white noise process {et} ∼ i.i.d.N(0, σ2e) (Hao and
Zhang, 2013), or an autoregressive process, et+1 = ρet + ut, where {ut} ∼ i.i.d.N(0, σ2u) (Kan-
niainen et al., 2014). When {et} is an autoregressive process, equation (3) becomes
IV 2t = ρIV
2
t−1 + aht+1 − ρaht + b(1− ρ) + ut, (4)
where {ut} ∼ i.i.d.N(0, σ2u). Equation (4) is the required relationship equation, which describes
how the option-implied volatility depends on the security volatility.
As revealed in equation (1), the low-frequency conditional variances of the GARCH-Itoˆ
model obey a simple GARCH(1,1) structure.4 Thus, equation (4) also holds for the GARCH-
Itoˆ model. We add equation (4) into the GARCH-Itoˆ model and obtain the GARCH-Itoˆ-IV
model as follows.
Definition 2. We call a log security price Xt, t ∈ [0,+∞), to follow a GARCH-Itoˆ-IV model,
if it satisfies
dXt = µdt+ σtdBt,
σ2t = σ
2
[t] + (t− [t])
{
ω + (γ − 1)σ2[t]
}
+ β
(∫ t
[t]
σsdBs
)2
,
IV 2[t] = ρIV
2
[t]−1 + ah[t]+1 − ρah[t] + b(1 − ρ) + u[t],
where µ is a drift, Bt is a standard Brownian motion with respect to a filtration Ft, σ2t is
the instantaneous volatility process adapted to Ft, [t] denotes the integer part of t, IV[t] is the
observed option-implied volatility at integer time [t], h[t]+1 is the conditional variance of daily
4This structure is still valid after changing the objective probability measure into the locally risk-neutral
probability measure Q.
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return X[t]+1−X[t], u[t] is a sequence of i.i.d. normal random variables with mean 0 and constant
variance σ2u.
We further denote the model parameters as θ = (ω, β, γ)T , ϕ = (ω, β, γ, ρ, a, b)T and
φ = (ϕT , σ2u)
T . In GARCH-Itoˆ-IV model, the option-implied volatility has an explicit dy-
namics, which is influenced by the latent conditional variance. Thus, GARCH-Itoˆ-IV model is
a “complete” specification of the joint dynamics of return, latent instantaneous volatilities and
option-implied volatility. Under GARCH-Itoˆ-IV model with µ = 0, the conditional variance of
the log security price at integer time point (n − 1), hn, follows a GARCH(1,1) structure, and
there is a stable relationship between the option-implied variance and the conditional variance,
hn = w
g + γhn−1 + β
gZ2n−1, (5)
IV 2n = ρIV
2
n−1 + ahn+1 − ρahn + b(1− ρ) + un, (6)
where Zn−1 = Xn−1 −Xn−2 is the low-frequency log return, ωg = β−1(eβ − 1)ω, βg = β−1(γ −
1)(eβ − 1− β) + eβ − 1.
3. Comparison with other models
In this section, we would like to compare GARCH-Itoˆ-OI model, GARCH-Itoˆ-IV model with
some of the other popular and quite related models in the literature from a modeling point of
view. Although we have changed the notations of the models accordingly, there is still a slight
abuse of notations in this comparison and we assume that no confusion will be caused in this
section.
The first class of econometric models makes use of low-frequency historical data and option-
implied volatility, which are low-frequency models and do not contain the continuous-time
instantaneous variance process.
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The GARCH+OI model in Koopman et al. (2005) assumes that the conditional variance of
the security follows,
hn = ω + γhn−1 + βZ
2
n−1 + ηOI
2
n−1,
which considers the option-implied volatility as an exogenous variable.
If we choose the option-implied volatility as the realized measure of volatility in the Realized
GARCH model of Hansen et al. (2012), we obtain the Realized GARCH(IV) model, which
assumes that the conditional variance of the security follows,
hn = ω + γhn−1 + ηIV
2
n−1,
IV 2n = ahn+1 + b+ un,
where un ∼ i.i.d.(0, σ2u).
In GARCH+OI model, the option-implied volatility has a power to shape the conditional
variance, which implies that the options are not redundant. In Realized GARCH(IV) model,
the option-implied volatility is a measure of the unobservable term ahn+1+ b, and can influence
the dynamics of the conditional variance, which also implies that the options are not redundant.
Thus, they are quite related to GARCH-Itoˆ-OI model.
The second class of econometric models makes use of low-frequency historical data and high-
frequency historical data. In general, they involve the use of the realized volatility (RV ) over
a time interval, which is computed based on high-frequency historical data over that interval.
If we choose the realized volatility as the realized measure of volatility in the Realized
GARCH model of Hansen et al. (2012), we obtain the Realized GARCH(RV) model, which
assumes that the conditional variance of the security follows,
hn = ω + γhn−1 + ηRV
2
n−1,
RV 2n = ahn+1 + b+ un,
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where un ∼ i.i.d.(0, σ2u).
The MIDAS method proposed in Ghysels et al. (2006) is to find the best predictor of the
future realized volatility by regressions among such possible measures of past fluctuations in
returns as daily squared returns, absolutely daily returns, daily range, daily realized volatility,
daily realized power variation and etc. Taking the daily realized volatility prediction as an
example, we have
RVn+1 = µ+ ρ
kmax∑
k=0
b(k, θ)RVn−k + εn+1,
where RVn+1 is the realized volatility from time n to time n + 1, the lag coefficients b(k, θ)
are parameterized as a function of a low-dimensional vector θ. Ghysels et al. (2006) suggested
constructing b(k, θ) by Beta functions.
The HAR-RV model in Corsi (2009) is in a sense a MIDAS regression. It is derived from
an economic Heterogeneous Market Hypothesis perspective, that is, different types of market
participants have trading horizons at different frequencies, inducing different types of volatility
components. The regression model for daily realized volatilities reads
RV
(d)
n+1 = c+ β
(d)RV (d)n + β
(w)RV (w)n + β
(m)RV (m)n + εn+1
with RV
(d)
n , RV
(w)
n and RV
(m)
n are the realized volatilities over a day, a week and a month up
to time n.
The GARCH-Itoˆ model in Kim and Wang (2016) is a basic building block of our GARCH-
Itoˆ-OI model and GARCH-Itoˆ-IV model. The corresponding low-frequency model of the con-
ditional variance is
hn = ω
g + γhn−1 + β
gZ2n−1.
To estimate the parameters, Kim and Wang (2016) proposed the following quasi-likelihood
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function,
LˆGHn,m(θ) = −
1
2n
n∑
i=1
(
log(hi(θ)) +
RVi
hi(θ)
)
,
where RVi is the realized volatility based on high-frequency historical data during day i. The
proposed quasi-likelihood function takes the same form as the likelihood function of daily log
return, which follows the low-frequency GARCH model.
We can see that, under the Realized GARCH(RV), MIDAS, HAR-RV and GARCH-Itoˆ
frameworks, the dynamics of conditional variance follows an AR model with order depending
on the number of trading days involved. More importantly, under the MIDAS and HAR-RV
frameworks, the high-frequency (continuous-time) and low-frequency (discrete-time) dynamic
properties of the security prices are treated independently and only a low-frequency regression
model is constructed. In GARCH-Itoˆ-OI model, the option-implied information is seen as an
exogenous variable, and in GARCH-Itoˆ-IV model, the low-frequency dynamics of the option-
implied volatility is further incorporated. Moreover, the GARCH-Itoˆ-OI model and GARCH-
Itoˆ-IV model could employ high-frequency historical data, low-frequency historical data and
option-implied volatility in a more systematic way under a “complete” model.
4. Parameter estimation for GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model
4.1. Quasi-maximum likelihood estimators for GARCH-Itoˆ-OI model
Suppose that the underlying log price process Xt follows the GARCH-Itoˆ-OI model in
Definition 1. The low-frequency historical data are observed true log prices at integer times,
namely Xi, i = 0, 1, 2, · · · , n. The option-implied variances are computed at integer times
based on the true prices of options, denoted as Oi, i = 0, 1, 2, · · · , n. The high-frequency
historical data are observed log prices at time points between integer times, that is, ti,j, j =
0, 1, · · · , mi+1, denote the high-frequency time points during the i-th period satisfying i−1 =
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ti,0 < ti,1 < . . . < ti,mi < ti,mi+1 = ti+1,0 = i. Different from the low-frequency historical data
and the option-implied variances, the observed high-frequency log prices are contaminated by
the micro-structure noise, and so the true high-frequency log prices are not observable. In light
of this, we assume that observed high-frequency log prices Yti,j obey the simple additive noise
model,
Yti,j = Xti,j + ǫti,j ,
where ǫti,j is micro-structure noise independent of the process of Xti,j , and for each i, ǫti,j , j =
1, · · · , mi, are independent and identically distributed (i.i.d.) with mean zero and variance σ2ǫ .
According to Proposition 1 of online Appendix, the conditional variance of the log security
price at integer time point (n − 1), hn, follows a GARCH(1,1) structure and is denoted as a
function of model parameters, gn(θ). Then, the log likelihood function for the low-frequency
GARCH structure is given as follows,
l(θ) = −n
2
log(2π)− 1
2
n∑
i=1
log (gi(θ))−
n∑
i=1
Z2i
2(gi(θ))
.
Similar to Kim andWang (2016), we propose the quasi-likelihood function LˆGHOn,m for GARCH-
Itoˆ-OI model as follows,
LˆGHOn,m (θ) = −
1
2n
n∑
i=1
log(gi(θ))− 1
2n
n∑
i=1
RVi
gi(θ)
,
where the realized volatility RVi is estimated using mi high-frequency historical data during
the i-th period and is treated as an “observation”.5 We maximize the quasi-likelihood function
5The estimation method of RVi is chosen among the multi-scale realized volatility estimator, preaveraging
volatility realized estimator and kernel realized volatility estimator. The integrated volatility over the i-th
period,
∫ i
i−1
σ2t dt, equals to the sum of gi(θ0) and a martingale difference Di, where θ0 = (ω0, β0, γ0, α0) are
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LˆGHOn,m (θ) over parameters’ space Θ and denote the maximizer as θˆ
GHO, that is,
θˆGHO = argmax
θ∈Θ
LˆGHOn,m (θ).
θˆGHO = (ωGHO, βGHO, γGHO, αGHO)T are the quasi-maximum likelihood estimators of θ0 =
(ω0, β0, γ0, α0)
T .
4.2. Quasi-maximum likelihood estimators for GARCH-Itoˆ-IV model
As shown in equation (5) and (6), the conditional variance of the log security price at
integer time point (n−1), hn, follows a GARCH(1,1) structure, and there is a stable relationship
between the option-implied variance and the conditional variance. We can write the joint quasi-
likelihood function for the low-frequency daily log return and the option-implied volatility as
follows,
L (Zn, IVn−1, Zn−1, · · · , IV1, Z1, IV0)
=f (Zn|IVn−1, Zn−1, · · · , IV1, Z1, IV0) · f (IVn−1|Zn−1, · · · , IV1, Z1, IV0) · · ·
·f (Z2|IV1, Z1, IV0) · f (IV1|Z1, IV0) · f (Z1|IV0)
=
n∏
i=1
1√
2πhi
exp
{
−Z
2
i
2hi
}
·
n−1∏
j=1
1√
2πσ2u
exp
{
−
(
IV 2j − fj(ϕ)
)2
2σ2u
}
,
where
fj(ϕ) := ρIV
2
j−1 + ahj+1(θ)− ρahj(θ) + b(1− ρ). (7)
the true values of the parameters. As the effects of martingale differences are asymptotically negligible, the
martingale differences are dropped in the quasi-likelihood function LˆGHOn,m . Please note that we need the initial
values of σ20 and O0 to evaluate Lˆ
GHO
n,m (θ).
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Thus, the log joint quasi-likelihood function is,
l (Zn, IVn−1, Zn−1, · · · , IV1, Z1, IV0)
=− 2n− 1
2
log 2π − 1
2
n∑
i=1
(
log hi +
Z2i
hi
)
− 1
2
n−1∑
j=1
(
log σ2u +
(
IV 2j − fj(ϕ)
)2
σ2u
)
.
Similar to Kim andWang (2016), we propose the quasi-likelihood function L˜GHOn,m for GARCH-
Itoˆ-IV model as follows,
L˜GHOn,m (φ) =−
1
2n
n∑
i=1
(
log gi(θ) +
RVi
gi(θ)
)
− 1
2n
n−1∑
j=1
(
log σ2u +
(IV 2j − fj(ϕ))2
σ2u
)
,
where the conditional variance hn is denoted as a function of model parameters gn(θ), which only
depends on the first three parameters of GARCH-Itoˆ-IV model. We can see that the current
joint quasi-likelihood function contains the conditional quasi-likelihood for the low-frequency
GARCH structure and the conditional likelihood for the option-implied volatility error terms,
and treats the realized volatilities as low-frequency “observations”. The first part captures the
high-frequency historical information, while the second part carries the added information from
the option-implied volatility. Please note that we need the initial value σ20 to evaluate L˜
GHO
n,m (φ)
and choose σ20 = Z
2
1 . We maximize the quasi-likelihood function L˜
GHO
n,m (φ) over parameters’
space Φ and denote the maximizer as φ˜GHO, that is,
φ˜GHO = argmax
φ∈Φ
L˜GHOn,m (φ).
φ˜GHO = (ωGHO, βGHO, γGHO, ρGHO, aGHO, bGHO, (σ2u)
GHO)T are the quasi-maximum likelihood
estimators of real parameters φ0 = (ω0, β0, γ0, ρ0, a0, b0, (σ
2
u)0)
T .
4.3. Asymptotic theory of estimators
In this subsection, we try to establish consistency and asymptotic distribution for the pro-
posed estimators θˆGHO = (ωGHO, βGHO, γGHO, αGHO)T for GARCH-Itoˆ-OI model and φ˜GHO =(
ωGHO, βGHO, γGHO, ρGHO, aGHO, bGHO, (σ2u)
GHO
)T
for GARCH-Itoˆ-IV model.
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First, we fix some notations. For a matrix A = (Ai,j)i,j=1,...,k, and a vector a = (a1, . . . , ak),
define ||A||max = maxi,j |Ai,j| and ||a||max = maxi |ai|. Given a random variable X and p ≥ 1,
let ||X||Lp = {E[|X|p]}1/p. Let C be positive generic constants whose values are free of θ,
φ, n and mi, and may change from appearance to appearance. Then, we give the following
assumptions, under which the asymptotic theory is established.
Assumption 1. (a1) In GARCH-Itoˆ-OI model, let
Θ = {θ = (ω, β, γ, α)T | ωl < ω < ωu, βl < β < βu, γl < γ < γu, αl < α < αu, γ + βg < 1},
where ωl, ωu, βl, βu, γl, γu, αl, αu are known positive constants, and β
g = β−1(γ − 1)(eβ − 1 −
β) + eβ − 1.
(a2) In GARCH-Itoˆ-IV model, let
Φ ={φ = (ω, β, γ, ρ, a, b, σ2u)T | ωl < ω < ωu, βl < β < βu, γl < γ < γu, |ρ| < 1
al < a < au, bl < b < bu, (σ
2
u)l < σ
2
u < (σ
2
u)u, γ + β
g < 1},
where ωl, ωu, βl, βu, γl, γu,al, au, bl, bu, (σ
2
u)l, (σ
2
u)u are known constants, β
g = β−1(γ−1)(eβ−
1− β) + eβ − 1.
(b1) In GARCH-Itoˆ-OI model, the option-implied variance {On ≥ 0 : i ∈ N} is uniformly
bounded.
(b2) In GARCH-Itoˆ-IV model, for any given i ∈ N, Di and ui are independent.
(c1)
E[Z4i |Fi−1]
g2i (θ0)
≤ C a.s. for any i ∈ N.
(c2) There exists a positive constant δ such that E
[(
Z2i
gi(θ0)
)2+δ]
≤ C for i ∈ N.
(d) {|Di| | i ∈ N} is uniformly integrable.
(e1) For GARCH-Itoˆ-OI model, (Di, Z
2
i ) is a stationary ergodic process.
(e2) For GARCH-Itoˆ-IV model, (Di, Z
2
i , ui) is a stationary ergodic process.
(f) Let m =
∑n
i=1mi/n. We have C1m ≤ mi ≤ C2m, sup
1≤j≤mi
|ti,j − ti,j−1| = O(m−1) and
n2m−1 → 0 as m,n→∞.
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(g) sup
i∈N
∥∥∥RVi − ∫ ii−1 σ2t dt∥∥∥
L1+δ
≤ C ·m−1/4 for some δ > 0.
(h) For any i ∈ N, E [RVi|Fi−1] ≤ C · E[
∫ i
i−1
σ2t dt|Fi−1] + C a.s.
Comparing to the Assumption 1 in Kim and Wang (2016), we add additional Assumptions
(b1) and (b2), Assumption (b1) is for the option-implied variance in GARCH-Itoˆ-OI model,
and Assumption (b2) is for Di and ui in GARCH-Itoˆ-IV model. Among these assumptions,
Assumption (a1)-(e2) are for the low-frequency part of the model and Assumption (f)-(h) are
for the high-frequency part of the model. Kim and Wang (2016) had explained that Assumption
(c)-(h) are reasonable. Assumption (b1) and (b2) are easily satisfied. Thus, these assumptions
are all reasonable.
The following Theorem 1 and 2 establish the asymptotic theories for θˆGHO of GARCH-Itoˆ-
OI model. The Theorem 3 and 4 establish the asymptotic theories for φ˜GHO of GARCH-Itoˆ-IV
model.
Theorem 1. (a) Under Assumption 1 (a1), (b1), (d), (f)-(g), there is a unique maximizer of
LGHOn (θ) and as m,n→∞, θˆGHO → θ0 in probability, where
LGHOn (θ) = −
1
2n
n∑
i=1
log(gi(θ))− 1
2n
n∑
i=1
gi(θ0)
gi(θ)
.
(b) Under Assumption 1 (a1), (b1), (c)-(d), (f)-(h), we have∥∥∥θˆGHO − θ0∥∥∥
max
= Op
(
m−1/4 + n−1/2
)
.
Theorem 2. Under Assumption 1, we have as m,n→∞,
√
n(θˆGHO − θ0) d−→ N(0, B−1AGHOB−1),
where
AGHO = E
[
∂g1(θ)
∂θ
∂g1(θ)
∂θT
∣∣∣∣
θ=θ0
g−41 (θ0)
∫ 1
0
(eβ0(1−t) − 1)2(Xt −X0)2σ2t dt
]
,
B =
1
2
E
[
∂g1(θ)
∂θ
∂g1(θ)
∂θT
∣∣∣∣
θ=θ0
g−21 (θ0)
]
.
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Theorem 1 shows that θˆGHO has the same convergence rate as the parameter estimators in
GARCH-Itoˆ model of Kim and Wang (2016). In other words, the option-implied variance has
no significant effect on the converge rate of the parameter estimators.
Theorem 3. (a) Under Assumption 1 (a2), (b2), (d), (f)-(g), there is a unique maximizer φ0
of LGHOn (φ) and as m,n→∞, φ˜GHO → φ0 in probability, where
LGHOn (φ) =−
1
2n
n∑
i=1
(
log gi(θ) +
gi(θ0)
gi(θ)
)
− 1
2n
n−1∑
j=1
{
log σ2u +
[fj(ϕ)− fj(ϕ0)]2 + (σ2u)0
σ2u
}
.
(b) Under Assumption (a2), (b2), (c)-(d), (f)-(h), we have∥∥∥φ˜GHO − φ0∥∥∥
max
= Op
(
m−1/4 + n−1/2
)
,
Theorem 4. Under Assumption 1, we have as m,n→∞,
√
n
(
φ˜GHO − φ0
)
d−→ N
(
0,
(
BGHO
)−1
AGHO
(
BGHO
)−1)
,
where
AGHO =
Aϕ, 0
0T 1
2
((σ2u)0)
−2
 , BGHO =
Bϕ 0
0T 1
2
((σ2u)0)
−2
 ,
Aϕ and Bϕ are 6× 6 matrices as follows,
Aϕ = E
[
∂g1(θ)
∂ϕ
∂g1(θ)
∂ϕT
∣∣∣∣
ϕ=ϕ0
∫ 1
0
(eβ0(1−t) − 1)2(Xt −X0)2σ2t dt
g41(θ0)
+
∂f1(ϕ)
∂ϕ
∂f1(ϕ)
∂ϕT
∣∣∣∣
ϕ=ϕ0
1
(σ2u)0
]
,
Bϕ = E
[
1
2
∂g1(θ)
∂ϕ
∂g1(θ)
∂ϕT
∣∣∣∣
ϕ=ϕ0
g−21 (θ0) +
∂f1(ϕ)
∂ϕ
∂f1(ϕ)
∂ϕT
∣∣∣∣
ϕ=ϕ0
1
(σ2u)0
]
,
and 0 is 6-dimensional zero vector.
For the number of the observed option-implied volatilities is still n, φ˜GHO has the same con-
vergence rate as the estimators in GARCH-Itoˆ model of Kim and Wang (2016). We can also
see that the second terms in Aϕ and Bϕ represent the influences of the dynamics of the option-
implied volatility on the asymptotic variances of the estimations.
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5. Simulation study
In this section, we study the prediction performance of the GARCH-Itoˆ-OI and GARCH-
Itoˆ-IV model with different low-frequency sampling intervals: 1/4 day, 1/2 day and 1 day. And
compare the GARCH-Itoˆ-OI and GARCH-Itoˆ-IV model with other models in the literature
under different theoretical volatility models, Hesten model, Jump-diffusion model and GARCH-
Itoˆ-OI model.
5.1. Performance under different low-frequency sampling intervals.
We consider a GARCH-Itoˆ-OI model with θ0=(ω0, β0, γ0, α0)
T=(0.2, 0.3, 0.4, 0.2, 0.1)T , X0 =
10, σ20 = 0.2, O0 ∼ N(0, 0.5) and ǫti,j ∼ N(0, 1e − 6). The low-frequency sampling interval is
1/4 day and high-frequency sampling interval is 1/3120 day. We simulate data for 150 days,
i.e., 150 × 4 × 780 log prices and 150 × 4 option-implied variances. The 780th, 780 × 2th,
· · · , 780 × 600th log prices and the 1st, 2nd, · · · , 600th option-implied variances constitute
the low-frequency data of 1/4 day low-frequency sampling interval. The 1560th, 1560 × 2th,
· · · , 1560 × 300th log prices and the 2nd, 2 × 2th, · · · , 2 × 300th option-implied variances
constitute the low-frequency data of 1/2 day low-frequency sampling interval. And the 3120th,
3120 × 2th, · · · , 3120 × 150th log prices and the 4th, 4 × 2th, · · · , 4 × 150th option-implied
variances constitute the low-frequency data of 1 day low-frequency sampling interval. For
GARCH-Itoˆ-IV model, we simulate sample paths similarly with the initial values of parameters
being φ0 = (ω0, β0, γ0, ρ0, a0, b0, (σ
2
u)0)
T = (0.2, 0.3, 0.4, 0.2, 0.1, 0.001, 0.04)T , X0 = 10, σ
2
0 = 0.2,
IV 20 = 0.25 and ǫti,j ∼ N(0, 1e− 6).
We choose the last 50 days as out-of-sample period. For different low-frequency sampling
intervals, we estimate the GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model based on the in-
sample data and make predictions for the volatility of next day with a rolling horizon scheme.
We define the following four criteria to evaluate the forecasting error, which are mean absolute
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error (MAE), mean square error (MSE), adjusted mean absolute percentage error (AMAPE)
and logarithmic loss (LL),
MAE =
1
N
N∑
i=1
|RVi − Fi|,
MSE =
1
N
N∑
i=1
(RVi − Fi)2,
AMAPE =
1
N
N∑
i=1
∣∣∣∣Fi −RViFi +RVi
∣∣∣∣ ,
LL =
1
N
N∑
i=1
(log(Fi)− log(RVi))2,
where the realized volatility RVi is considered as the best estimation of the real integrated
volatility in day i, Fi is the volatility prediction in day i.
GARCH-Itoˆ-OI GARCH-Itoˆ-IV
MAE MSE AMAPE LL MAE MSE AMAPE LL
1/4 day 0.3367 0.2610 0.0708 0.0335 0.4162 0.3408 0.0888 0.0555
1/2 day 0.6718 0.8536 0.1388 0.1161 0.7142 0.8605 0.1451 0.1281
1 day 0.8059 1.5382 0.1634 0.1751 0.9748 2.1229 0.1846 0.2101
Table 1: The prediction performance of the GARCH-Itoˆ-OI model and the GARCH-Itoˆ-IV model with different
low-frequency sampling intervals.
Table 1 presents the forecasting errors of the GARCH-Itoˆ-OI model and the GARCH-Itoˆ-IV
model with three different low-frequency sampling intervals: 1/4 day, 1/2 day, 1 day. We have
two interesting findings. First, the GARCH-Itoˆ-OI model has better prediction performance
than the GARCH-Itoˆ-IV model. Thus, given the same number of samples, the parameters of the
GARCH-Itoˆ-OI model can be estimated more accurately. Second, the GARCH-Itoˆ-OI model
and the GARCH-Itoˆ-IV model have better prediction performance, when the low-frequency
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sampling interval is 1/4 day. This may be partially because that i) the GARCH-Itoˆ-OI model
and the GARCH-Itoˆ-IV model with low-frequency sampling interval being 1/4 day make use
of more low-frequency data; and ii) the simulated data are respectively generated from the
GARCH-Itoˆ-OI model and the GARCH-Itoˆ-IV model with low-frequency sampling interval
being 1/4 day.
5.2. Performance under different theoretical volatility models
In this subsection, we simulate the sample data from three theoretical volatility models, Hes-
ten model, Jump-diffusion model and GARCH-Itoˆ-OI model. Under each theoretical volatility
model, we simulate three sample sets, whose high-frequency time intervals are 5 minutes, 1
minute and 10 seconds, respectively. We report the out-of-sample prediction performances
of GARCH-Itoˆ model, GARCH-Itoˆ-OI model, GARCH-Itoˆ-IV, Realized GARCH model and
HAR-RV model.
5.2.1. Heston stochastic volatility model
We assume that the price of the security obeys the following Heston model,
dS(t) =rS(t)dt+
√
V (t)S(t)dW1(t),
dV (t) =(a− bV (t))dt+ γ
√
V (t)dW2(t),
(8)
where W1(t),W2(t) are Brownian motions with correlation coefficient ρ. We further set r = 0,
a = 0.01, b = 0.001, γ = 0.075, ρ = −0.8, S0 = 50, V0 = 0.05. We consider three cases, where
the high-frequency time intervals are 5 minutes, 1 minute and 10 seconds, respectively. And
the volatility V (t) generated from Heston model is considered as the option-implied volatility.
We run the simulation 1000 repetitions and there are 101 days in each repetition. The data in
the first 100 days are used for estimating parameters, and the data in the 101st day is saved
for out-of-sample testing. To compare the prediction performances of different models via more
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criteria, we introduce two more criteria as follows,
HMAE =
1
N
N∑
i=1
|1− RV −1i Fi|,
HMSE =
1
N
N∑
i=1
(1− RV −1i Fi)2.
MAE MSE HMAE HMSE AMAPE LL
GARCH-Itoˆ(5 min) 1.9356e-04 6.8758e-08 0.5303 0.8365 0.2048 0.3041
GARCH-Itoˆ-OI(5 min) 1.9188e-04 6.6286e-08 0.5284 0.8059 0.2035 0.2969
GARCH-Itoˆ-IV(5 min) 1.9160e-04 6.7935e-08 0.5202 0.7841 0.2038 0.2989
HAR-RV(5 min) 1.9342e-04 6.7061e-08 0.5399 0.8482 0.2040 0.3010
Realized GARCH(5 min) 2.2291e-04 8.5601e-08 0.7359 1.8357 0.2296 0.4018
GARCH-Itoˆ(1 min) 1.4565e-04 3.7544e-08 0.2908 0.1589 0.1351 0.1197
GARCH-Itoˆ-OI(1 min) 1.4411e-04 3.5637e-08 0.2893 0.1516 0.1345 0.1155
GARCH-Itoˆ-IV(1 min) 1.4767e-04 4.0493e-08 0.2887 0.1552 0.1368 0.1235
HAR-RV(1 min) 1.3861e-04 3.3142e-08 0.2779 0.1456 0.1271 0.1042
Realized GARCH(1 min) 1.7294e-04 5.1838e-08 0.3583 0.2618 0.1581 0.1898
GARCH-Itoˆ(10 seconds) 1.223e-04 2.7613e-08 0.2152 0.0813 0.1057 0.0722
GARCH-Itoˆ-OI(10 seconds) 1.1215e-04 2.2176e-08 0.1984 0.0657 0.0969 0.0603
GARCH-Itoˆ-IV(10 seconds) 1.2831e-04 2.9718e-08 0.2210 0.0819 0.1109 0.0779
HAR-RV(10 seconds) 9.5073e-05 1.5652e-08 0.1727 0.0527 0.0828 0.0448
Realized GARCH(10 seconds) 1.4619e-04 3.6053e-08 0.2617 0.1144 0.1279 0.1139
Table 2: The forecasting errors of different models under Heston model.
Table 2 displays the forecasting errors of different models. Among them, the models of
GARCH-Itoˆ type and HAR-RV model present strong forecasting power. We also find that
when the high-frequency sample interval is 5 minutes, the GARCH-Itoˆ-OI model and GARCH-
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Itoˆ-IV model have the best prediction performances. That is because they include more data
information. But, when the high-frequency sample interval is 1 minute or 10 seconds, the HAR-
RV model has the best prediction performance. HAR-RV model is a simple linear model with
different realized volatilities over different time periods. When the high-frequency sampling in-
terval becomes small, the increasing high-frequency data makes the calculation of model more
complex, and a simple model structure would have better performance. Thus, comparing to
the simple structure of HAR-RV model, the dynamic structure of the high-frequency data in
GARCH-Itoˆ type models may not be helpful in prediction for small high-frequency sampling in-
tervals under the Heston model assumption. Furthermore, GARCH-Itoˆ-OI model shows better
forecasting performance than GARCH-Itoˆ-IV model, due to a simpler structure of integrating
option-implied information.
5.2.2. Jump-diffusion model
We assume that the price of the security obeys the following Jump-diffusion model,
dS(t) =rS(t)dt+
√
V (t)S(t)dW1(t)
dV (t) =(a− bV (t))dt+ γ
√
V (t)dW2(t) + dJt,
(9)
where Jt =
∑Nt
i=1 Yi is a compound Poisson process, {Yi} are i.i.d. N(0, σ2J ) random variables,
{Nt} is a Poisson process with intensity λ. Besides the parameters in Heston model, we further
set λ = 1 and σJ = 0.01. We obtain the similar forecasting results as Subsection 5.2.1, which
are represented in Table 3.
5.2.3. GARCH-Itoˆ-OI Model
We assume the log prices of the security follows GARCH-Itoˆ-OI Model. And we further
set θ0 = (ω0, β0, γ0, α0)
T = (0.2, 0.3, 0.4, 0.1)T . The exogenous option-implied variance On is
assumed to have a normal distribution N(0, 0.5).
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MAE MSE HMAE HMSE AMAPE LL
GARCH-Itoˆ(5 min) 2.2224e-04 9.5106e-08 0.5000 0.6848 0.2035 0.2924
GARCH-Itoˆ-OI(5 min) 2.1693e-04 9.0451e-08 0.4991 0.6967 0.1987 0.2846
GARCH-Itoˆ-IV(5 min) 2.1764e-04 9.2604e-08 0.4775 0.5798 0.2013 0.2819
HAR-RV(5 min) 2.2201e-04 8.8236e-08 0.5204 0.7787 0.1999 0.2872
Realized GARCH(5 min) 2.4757e-04 1.0589e-07 0.6509 1.2632 0.2200 0.3641
GARCH-Itoˆ(1 min) 1.8161e-04 5.9973e-08 0.2837 0.1365 0.1412 0.1275
GARCH-Itoˆ-OI(1 min) 1.7113e-04 5.0757e-08 0.2809 0.1352 0.1347 0.1160
GARCH-Itoˆ-IV(1 min) 1.8170e-04 6.2671e-08 0.2758 0.1252 0.1423 0.1315
HAR-RV(1 min) 1.6306e-04 4.6206e-08 0.2725 0.1309 0.1268 0.1025
Realized GARCH(1 min) 1.9876e-04 6.9681e-08 0.3345 0.2089 0.1573 0.1695
GARCH-Itoˆ(10 seconds) 1.2967e-04 3.0154e-08 0.1862 0.0556 0.0973 0.0611
GARCH-Itoˆ-OI(10 seconds) 1.1910e-04 2.4152e-08 0.1803 0.0543 0.0897 0.0519
GARCH-Itoˆ-IV(10 seconds) 1.4228e-04 3.7157e-08 0.1957 0.0587 0.1057 0.0714
HAR-RV(10 seconds) 1.0966e-04 2.0200e-08 0.1671 0.0464 0.0815 0.0420
Realized GARCH(10 seconds) 1.5357e-04 4.0108e-08 0.2306 0.0866 0.1185 0.1114
Table 3: The forecasting errors of different models under Jump-diffusion model.
The forecasting errors of different models is represented in Table 4. We can see that for
three different high-frequency sampling intervals, the GARCH-Itoˆ-OI model and GARCH-Itoˆ-
IV model always have the best forecasting performances. The reason is that i) our proposed
models make full use of the data information; ii) the sample data is generated by GARCH-
Itoˆ-OI model. The dynamic structure of the high-frequency data assumed in GARCH-Itoˆ type
models correctly describes the property of the sample data. Thus, the HAR-RV model can
not beat the GARCH-Itoˆ type models any longer, when the high-frequency sampling interval
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is small.
MAE MSE HMAE HMSE AMAPE LL
GARCH-Itoˆ(5 min) 0.2573 0.7199 0.6376 1.2500 0.2219 0.3731
GARCH-Itoˆ-OI (5 min) 0.2541 0.6647 0.6326 1.3299 0.2203 0.3688
GARCH-Itoˆ-IV (5 min) 0.2609 0.7251 0.6540 1.3041 0.2240 0.3802
HAR-RV (5 min) 0.3133 0.9943 0.8142 2.0206 0.2604 0.6858
Realized GARCH (5 min) 0.3724 0.9746 1.1039 3.7967 0.2942 0.8738
GARCH-Itoˆ (1 min) 0.1954 0.14614 0.3520 0.2297 0.1550 0.1622
GARCH-Itoˆ-OI (1 min) 0.1941 0.1437 0.3454 0.2135 0.1542 0.1586
GARCH-Itoˆ-IV (1 min) 0.1982 0.1532 0.3616 0.2446 0.1565 0.1654
HAR-RV (1 min) 0.2505 0.1867 0.4738 0.4201 0.1953 0.4107
Realized GARCH (1 min) 0.2886 0.2124 0.5695 0.6588 0.2201 0.3935
GARCH-Itoˆ (10 seconds) 0.14850 0.0706 0.2256 0.0879 0.1095 0.0869
GARCH-Itoˆ-OI (10 seconds) 0.1456 0.0687 0.2185 0.0819 0.1068 0.0829
GARCH-Itoˆ-IV (10 seconds) 0.1500 0.0699 0.2319 0.0933 0.1107 0.0876
HAR-RV (10 seconds) 0.2334 0.2153 0.3484 0.2553 0.1563 0.2608
Realized GARCH (10 seconds) 0.2837 0.2618 0.4408 0.4074 0.1909 0.3360
Table 4: The forecasting errors of different models under GARCH-Itoˆ-OI model.
6. Empirical study
In this section, we use real trading data to compare the forecasting performances of our
proposed models with other models in the literature. We consider three different securities:
S&P500 index future, APPLE stock, and Surge future.
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6.1. S&P500 index future
The underlying security is S&P500 index future. The high-frequency historical data is the
5-minute data from January 2, 2003 to December 31, 2012. In general, there are 78 prices
in a trading day. The low-frequency historical data is the daily close prices and the option-
implied variances are the squared daily VIX index observations (multiplied by 1e−04), ranging
from January 2, 2003 to December 31, 2012. The number of analyzed high-frequency data is
194688, and the number of low-frequency data and VIX data is 2496. All high-frequency prices
are transformed into log prices log(Pti,j ), ti,j = i − 1 + j/m, i = 1, . . . , n, j = 1, . . . , m with
n = 2496, m = 78. The in-sample period starts from January 2, 2003 to December 31, 2007,
which contains 97266 high-frequency prices and 1247 days. The out-of-sample period starts
from January 2, 2008 to December 31, 2012, which contains 97422 high-frequency prices and
1249 days. We can see that both the in-sample and out-of-sample periods contain a part of
subprime mortgage crisis.
To illustrate the prediction power of the GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model
more accurately, we also compute the forecasts of some valuable volatility models mentioned in
Section 3, including GARCH+OI model, Realized GARCH(IV) model, Realized GARCH(RV)
model, HAR-RV model and GARCH-Itoˆ model. In addition, we introduce three new ones,
Realized GARCH-OI model, HAR-RV-OI model and IV model. The Realized GARCH-OI
model, HAR-RV-OI model are the extensions of Realized GARCH model and HAR-RV model,
respectively, where the option-implied variance is plugged in as an exogenous variable. IV
model is a linear regression model based only on the option-implied variances as follows,
hn = ω + β1IV
2
n−1 + β2IV
2
n−2 + un,
where {un} ∼ i.i.d.N(0, σ2u). We also choose MAE, MSE, AMAPE and LL to evaluate the
forecasting errors. From their definitions, we can see that AMAPE and LL measures give more
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weights on the small-scale volatilities. Table 5 summarizes the forecasting errors of different
models.6
MAE MSE AMAPE LL
GARCH-Itoˆ 6.1497e-05 2.2661e-08 0.3083 0.7835
GARCH-Itoˆ-OI 5.6657e-05 1.9485e-08 0.2887 0.6759
GARCH-Itoˆ-IV 6.2871e-05 2.4445e-08 0.3078 0.7686
HAR-RV 6.2465e-05 2.6640e-08 0.2916 0.7081
HAR-RV-OI 6.0882e-05 2.2319e-08 0.2899 0.6909
Realized GARCH(RV) 1.2499e-04 4.4575e-08 0.4628 1.4389
Realized GARCH-OI 1.3879e-04 5.2464e-08 0.4428 1.5349
GARCH+OI 1.4564e-04 5.5123e-08 0.4989 1.9866
Realized GARCH(IV) 2.4495e-04 1.4936e-07 0.5854 3.3745
IV 6.330e-05 2.238e-08 0.2941 0.6763
Table 5: The forecasting errors of different models for S&P500 index future.
Based on Table 5, we have the following interesting findings. First, GARCH-Itoˆ-OI model
has the stronger prediction power than other volatility models. Compared with GARCH-Itoˆ-IV
model, the simple structure of GARCH-Itoˆ-OI model makes more efficient use of option-implied
information. Second, although the HAR-RV-OI model has better prediction performance than
HAR-RV model due to the option-implied information, it can not defeat the GARCH-Itoˆ-OI
model. Third, Realized GARCH type models have the worst prediction performances. Fourth,
IV model captures the stable linear relationship between the conditional variance and the
6We need to point out that as there are negative volatility forecasts in IV model, LL of IV model is only
computed for the positive volatility forecasts and thus is underestimated.
28
option-implied variance and provides good prediction performance.
Furthermore, we also compare the prediction performances of different models during and
after the subprime mortgage crisis. First, we select the data from January 2, 2003 to July
31, 2007 as in-sample data and the data during the subprime mortgage crisis (from August 1,
2007 to March 31, 2009) as out-of-sample data. Second, we select the data from January 2,
2003 to December 31, 2010 as in-sample data and the data after the subprime mortgage crisis
(from January 3, 2011 to December 31, 2012) as out-of-sample data. The forecasting errors of
different models are given in Table 6. We can see that GARCH-Itoˆ-OI model still has the best
prediction performance. And most of models have better MAE and MSE, but worse AMAPE
and LL after subprime mortgage crisis. After subprime mortgage crisis, the volatility of S&P500
index future drops and there are more days with relative small daily volatilities (comparing to
during subprime mortgage crisis). Most of models are weak to predict small daily volatilities.
During subprime mortgage crisis After subprime mortgage crisis
MAE MSE AMAPE LL MAE MSE AMAPE LL
GARCH-Itoˆ 1.126e-04 5.994e-08 0.286 0.614 2.866e-05 2.987e-09 0.298 0.776
GARCH-Itoˆ-OI 1.035e-04 5.070e-08 0.272 0.560 2.628e-05 2.892e-09 0.278 0.636
GARCH-Itoˆ-IV 1.183e-04 6.557e-08 0.290 0.622 2.881e-05 3.187e-09 0.298 0.755
HAR-RV 1.203e-04 7.148e-08 0.278 0.594 2.794e-05 3.729e-09 0.282 0.673
HAR-RV-OI 1.179e-04 5.904e-08 0.277 0.572 2.694e-05 3.033e-09 0.278 0.643
Realized GARCH(RV) 1.608e-04 6.438e-08 0.372 0.937 1.087e-04 4.645e-08 0.514 1.721
Realized GARCH-OI 2.849e-04 2.275e-07 0.466 1.682 5.464e-05 5.959e-09 0.442 1.582
GARCH+OI 2.071e-04 1.140e-07 0.404 1.250 1.036e-04 2.516e-08 0.539 2.318
Realized GARCH(IV) 2.775e-04 2.405e-07 0.439 1.605 1.328e-04 2.070e-08 0.652 3.891
IV 1.249e-04 5.914e-08 0.290 0.628 2.921e-05 3.254e-09 0.290 0.619
Table 6: The forecasting errors during and after the subprime mortgage crisis for S&P500 index future.
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6.2. APPLE stock
We choose APPLE stock as the underlying security. The high-frequency historical data
is the 1-minute data over the period from January 2, 2003 to December 31, 2012. The low-
frequency historical data is the daily close prices and the option-implied volatilities are the
interpolated implied volatilities of at-the-money call options with maturity being one month.
The number of low-frequency observations is n = 2501, the number of daily high-frequency
observations is m = 390, and the all the number of high-frequency prices is 975390. The in-
sample period starts from January 2, 2003 to December 31, 2007, and the out-of sample period
starts from January 2, 2008 to December 31, 2012. Table 7 provides the forecasting errors of
different models.
MAE MSE AMAPE LL
GARCH-Itoˆ 1.9735e-04 3.0305e-07 0.3086 0.7855
GARCH-Itoˆ-OI 1.9108e-04 2.8258e-07 0.3053 0.7699
GARCH-Itoˆ-IV 1.9271e-04 2.8449e-07 0.3064 0.7707
HAR-RV 1.8432e-04 2.5973e-07 0.2967 0.7264
HAR-RV-OI 1.8239e-04 2.5462e-07 0.2960 0.7136
Realized GARCH(RV) 2.8141e-04 2.3073e-07 0.4195 1.1344
Realized GARCH-OI 2.8309e-04 3.4627e-07 0.4068 1.3737
GARCH+OI 3.0657e-04 2.7208e-07 0.4628 1.6915
Realized GARCH(IV) 3.4463e-03 4.5056e-05 0.6243 7.8560
IV 2.8480e-04 4.0924e-07 0.3965 1.4957
Table 7: The forecasting errors of different models for APPLE stock.
Since the addition of option-implied information, GARCH-Itoˆ-OI model and GARCH-Itoˆ-
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IV model has better forecasting performance than GARCH-Itoˆ model. However, they are
both defeated by HAR-RV model and HAR-RV-OI model, which implies that when the high-
frequency sampling interval is 1 minute, the dynamic structure of the high-frequency data
in GARCH-Itoˆ type models is not helpful in prediction. This result is consistent with the
simulation results in Subsection 5.2.1 and 5.2.2.
We also check the forecasting errors of different models during and after the subprime
mortgage crisis. The results are reported in Table 8. We can see that HAR-RV model and
HAR-RV-OI model have smaller forecasting errors than GARCH-Itoˆ-OI model and GARCH-
Itoˆ-IV model after the subprime mortgage crisis, but this performance advantage is not obvious
during the subprime mortgage crisis. Similar to S&P500 index future, we also find that most
of models have better MAE and MSE, but worse AMAPE and LL after subprime mortgage
crisis.
During the subprime mortgage crisis After the subprime mortgage crisis
MAE MSE AMAPE LL MAE MSE AMAPE LL
GARCH-Itoˆ 4.059e-04 7.893e-07 0.270 0.569 9.354e-05 3.127e-08 0.314 0.836
GARCH-Itoˆ-OI 3.917e-04 7.299e-07 0.268 0.560 9.196e-05 3.031e-08 0.311 0.821
GARCH-Itoˆ-IV 3.956e-04 7.355e-07 0.269 0.562 9.215e-05 3.044e-08 0.312 0.822
HAR-RV 4.065e-04 6.742e-07 0.284 0.613 8.175e-05 2.338e-08 0.299 0.769
HAR-RV-OI 3.928e-04 6.579e-07 0.272 0.572 8.060e-05 2.274e-08 0.293 0.688
Realized GARCH(RV) 5.926e-04 6.162e-07 0.395 1.004 1.503e-04 3.199e-08 0.435 1.167
Realized GARCH-OI 6.245e-04 9.186e-07 0.410 1.281 1.354e-04 3.400e-08 0.419 1.480
GARCH+OI 4.792e-04 6.067e-07 0.344 0.838 1.919e-04 5.797e-08 0.490 1.832
Realized GARCH(IV) 6.900e-04 1.049e-06 0.431 1.556 7.601e-03 1.112e-04 0.737 14.941
IV 4.438e-04 8.796e-07 0.302 0.724 1.005e-04 2.827e-08 0.378 1.287
Table 8: The forecasting errors during and after the subprime mortgage crisis for APPLE stock.
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6.3. Sugar future
The third security studied is Sugar future in China. As the Sugar future option was first
traded on April 19, 2017, the high-frequency historical data is the 5-minute data over the
period from May 2, 2017 to August 31, 2018. The low-frequency historical data is the daily
close prices and the option-implied volatilities are the interpolated implied volatilities of at-
the-money call options with maturity being one month. The number of high-frequency data is
14445 (321 days). The in-sample period starts from May 2, 2017 to December 31, 2017, and the
out-of sample period starts from January 2, 2018 to August 31, 2018. The forecasting errors
of different models are reported in Table 9. We can see that the GARCH-Itoˆ-OI model has
the stronger prediction power than other volatility models, which is consist with the results for
S&P500 index future.
MAE MSE AMAPE LL
GARCH-Itoˆ 1.8752e-05 8.6125e-10 0.4773 2.1926
GARCH-Itoˆ-OI 1.6077e-05 4.9569e-10 0.4451 1.8410
GARCH-Itoˆ-IV 1.6895e-05 5.1655e-10 0.4776 2.1085
HAR-RV 1.6633e-05 5.0837e-10 0.4484 1.8470
HAR-RV-OI 1.6556e-05 4.9609e-10 0.4478 1.8667
Realized GARCH(RV) 3.0961e-05 1.2434e-09 0.5832 3.3923
Realized GARCH-OI 0.0011 8.5602e-06 0.7129 9.3393
GARCH+OI 4.7113e-05 2.4731e-09 0.6559 5.1865
Realized GARCH(IV) 2.9655e-05 1.0538e-09 0.5916 3.7273
IV 1.6108e-05 4.9680e-10 0.4586 2.0336
Table 9: The forecasting errors of different models for Sugar future.
32
7. Conclusion
After proposing the GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model, which are the explicit
models integrating the low-frequency historical data, the high-frequency historical data and the
option-implied volatility, we obtain the quasi-maximum likelihood estimators for the parameters
and establish their asymptotic properties. In simulation study and empirical study, we show
that the proposed GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model has better out-of-sample
forecasting performances than other models in the literature, when the high-frequency sampling
interval is 5 minute. However, when the high-frequency sampling interval is 1 minute or 10
seconds, the HAR-RV model has better forecasting performance. Thus, specifying the dynamic
structure of the high-frequency data as an Itoˆ process with time changing volatility in the
GARCH-Itoˆ type models may not be helpful in prediction, when the high-frequency sampling
interval is small. Then, how to model an explicit mixed-frequency model when the the sampling
interval of the high-frequency data is small is an interesting and changeling future research
direction.
The proposed GARCH-Itoˆ-OI model and GARCH-Itoˆ-IV model can be also extended in
several other directions. First, the jump components of the conditional volatility, and the
asymmetry between positive and negative return shocks on the conditional volatility can be
added to the model, which may generate better volatility forecasts. Second, when estimating the
model’s parameters, a quasi-likelihood function containing realized volatility, daily log return
and option-implied volatility can be constructed, which may make full use of three information
sources.7
7We thank the anonymous referee for pointing out these two very valuable future research directions.
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