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Only rational homology spheres
admit Ω(f) to be union of DE attractors
Fan Ding, Jianzhong Pan, Shicheng Wang and Jiangang Yao
Abstract
If there exists a diffeomorphism f on a closed, orientable n-manifold M
such that the non-wandering set Ω(f) consists of finitely many orientable
(±) attractors derived from expanding maps, then M is a rational homology
sphere; moreover all those attractors are of topological dimension n− 2.
Expanding maps are expanding on (co)homologies.
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1 Introduction
1.1 Results, motivations and outline of the proof
Hyperbolic attractors derived from expanding maps, which are also called as (gener-
alized) Smale solenoids or solenoid attractors, are introduced into dynamics by Smale
in his celebrated paper [Sm]. For a diffeomorphism f with Axiom A, which has fun-
damental importance in the study of various stabilities in dynamics, Smale proved
the Spectral Decomposition Theorem, which states that Ω(f), the non-wandering
set of f , can be decomposed into the so-called basic sets. He posed several types of
basic sets: Group 0 which are zero dimensional ones such as isolated points or the
Smale horseshoes; Group A and Group DA, both of which are derived from Anosov
maps; and Group DE which are attractors derived from expanding maps.
In the same paper [Sm], Smale posed the following conjecture for Anosov map.
Conjecture: If f : M → M is an Anosov diffeomorphism, then the non-
wandering set Ω(f) =M .
For Anosov flows on 3-manifolds, the corresponding problem has a negative
answer given by Franks and Williams [FW]. Inspired by the construction of [FW],
experts in dynamics recognized if one can construct a dynamics f : M → M on
2k-manifold M such that Ω(f) consists of one attractor and one repeller which are
derived from expanding maps of type (k, k) (cf. Definitions 1.6 and 1.7, a repeller
of f is an attractor of f−1) with additional transversality condition on stable and
unstable manifolds, the conjecture will also have a negative answer. This provides
a direct motivation to prove the following Theorem 1.1, which implies no dynamics
f can make Ω(f) to be one attractor and one repeller derived from expanding maps
of type (k, k), at least in the orientable category (Corollary 1.2 (c)).
A basic and elementary fact for a diffeomorphism f on a closed manifold is
that, if the non-wondering set Ω(f) consists of finitely many attractors and repellers
derived from expanding maps, then Ω(f) must consist of exactly one attractor and
one repeller (see [JNW] Lemma 1 for a proof). For brevity we often call attractors
and repellers derived from expanding maps as (±) attractors derived from expanding
maps.
Theorem 1.1. If there exists a diffeomorphism f :M →M on a closed, oriented n-
manifold M such that Ω(f) consists of finitely many oriented (±) attractors derived
from expanding maps, then M is a rational homology sphere. Moreover all those
attractors are of type (n− 2, 2).
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Corollary 1.2. Let M be a closed oriented n-manifold. If there is a diffeomorphism
f :M →M such that Ω(f) consists of finitely many oriented (±) attractors derived
from expanding maps, then
(a) the dimension n of the manifold cannot be 4;
(b) if the dimension n is greater than 4, those (±) attractors cannot be both
derived from expanding maps on tori;
(c) those attractors cannot be both of type (k, k).
There is a diffeomorphism f on a rational homology 3-sphere such that Ω(f)
consists of finitely many (±) attractors of type (1, 2) derived from expanding maps.
Indeed recently [JNW] showed that there exists a diffeomorphism f :M → M on a
closed orientable 3-manifold M with Ω(f) a union of finitely many (±) attractors
derived from expanding maps if and only if M is a lens space L(p, q).
We would like to thank Professors L. Wen and C. Bonatti for passing the infor-
mation around Smale’s conjecture for Anosov maps once they heard the work [JNW]
and asking us if there is a diffeomorphism f : M → M on a closed 4-manifold M
such that Ω(f) consists of two (±) attractors derived from expanding maps of type
(2, 2).
A more primary motivation for working on Theorem 1.1 and [JNW] is that
the information of hyperbolic non-wandering set Ω(f) should provide topological
information of the manifold M . Both Theorem 1.1 and results in [JNW] can be
considered as an analog or a generalization of the classical result in mathematics
that if there exists a diffeomorphism f :M →M on a closed, orientable n-manifold
M with Ω(f) a union of finitely many isolated attractors, then M must be the
n-sphere.
Stimulated by [JNW] and Corollary 1.2 (a), it is natural to ask
Question 1.3. For which positive integer n, there is a dynamics f :M →M on a
closed n-manifold M with Ω(f) a union of finitely many (±) attractors derived from
expanding maps?
To prove Theorem 1.1, besides to use ideas and methods from algebraic and
geometric topology, as well as dynamics, we also need the following result, which is
of independent interests.
Theorem 1.4. Let f : X → X be an expanding map on the closed oriented
manifold X, then the induced homomorphisms f∗ : Hl(X,R) → Hl(X,R) and
f ∗ : H l(X,R)→ H l(X,R) are both expanding for any positive integer l.
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Theorem 1.4 is proved in §2 based on two theorems by Gromov and by Nomizu
respectively: any expanding map is conjugate to an infra-nil-automorphism (The-
orem 2.7); for each nilmanifold N , its De Rham cohomology is isomorphic to the
cohomology of the Chevalley-Eilenberg complex associated with the Lie algebra of
the simply connected nilpotent Lie group covering N (Theorem 2.8).
Theorem 1.1 is proved in §3 with the outline as follows. It is known that if Ω(f)
consists of finitely many (±) attractors derived from expanding maps, then Ω(f)
must consist of two such attractors S1 and S2 with
S1 =
∞⋂
h=1
fh(N1), S2 =
∞⋂
h=1
f−h(N2),
where N1 ∼= X
p1
1 ×˜D
q1 and N2 ∼= X
p2
2 ×˜D
q2 are the defining disk bundles of S1 and
S2 respectively. We may choose N1 and N2 so that
M = N1 ∪N2, P := N1 ∩N2 with ∂P = ∂N1 ∪ ∂N2.
Consider the Mayer-Vietoris long exact sequence for the pair (N1, N2) :
Hl(P )
ϕl=(r1,r2)
−−−−−−→ Hl(N1)⊕Hl(N2)
ψl=s1−s2−−−−−→ Hl(M).
Since f |N1 descends to an expanding map on X1, (f |N1)∗ is expanding on Hl(N1)
by Theorem 1.4. While f∗ must be an automorphism of Hl(M), thus s1 must be
zero (Lemma 3.2). Similarly s2 is zero by considering f
−1, and therefore ψl must be
zero. Consequently ϕl is surjective (Lemma 3.11).
To find the obstruction for the surjectivity of ϕl, we first show that the two maps
Hl(∂N1)→ Hl(P )← Hl(∂N2) induced by the inclusions are isomorphisms (Lemma
3.10, which is based on Lemma 3.1 and Lemma 3.9).
The disc bundle defining attractor Sj must have zero Euler class, and with the
help of the Gysin sequence, we see that Hl(∂Nj) ∼= Hl(Xj)⊕Hl−qj+1(Xj), and there
is a subspace U of Hl(∂Nj) with dimU = dimHl−qj+1(Xj) which is generated by
Sqj−1-bundles over cycles in Xj, j = 1, 2 (Lemma 3.7).
Note that both N1 andN2 areK(pi, 1) spaces by Theorem 2.6. If q1 > 2 or q2 > 2,
the image of above mentioned subspace U under ϕl must be zero (Lemma 3.8). Then
simple dimension analysis indicates that ϕl cannot be surjective. Therefore q1 =
q2 = 2 (cf. Remark 1.8) and the attractors must be of type (n− 2, 2). Finally one
concludes that M is a rational homology sphere by detailed homological argument.
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1.2 Definitions related to DE attractors
Definition 1.5. Let M be a closed manifold, and f : M → M be a map. An
invariant set of f is a subset Λ ⊂ M such that f(Λ) = Λ. A point x ∈ M is
non-wandering if for any neighborhood U of x, fn(U) ∩ U 6= ∅ for infinitely many
integers n. Then Ω(f), the non-wandering set of f , defined as the set of all non-
wandering points, is an f -invariant closed set. A set Λ ⊂M is an attractor if there
exists a closed neighborhood U of Λ such that f(U) ⊂ IntU , Λ =
⋂∞
n=1 f
n(U), and
Λ = Ω(f |U).
Now assume M is a Riemannian manifold. A closed invariant set Λ of f is
hyperbolic if there is a continuous f -invariant splitting of the tangent bundle TM |Λ
into stable and unstable bundles EsΛ ⊕ E
u
Λ with
‖Dfm(v)‖ ≤ Cλ−m‖v‖, ∀ v ∈ EsΛ, m > 0,
‖Df−m(v)‖ ≤ Cλ−m‖v‖, ∀ v ∈ EuΛ, m > 0,
for some fixed constants C > 0 and λ > 1.
A diffeomorphism f is called Anosov if f is hyperbolic in the whole manifold M .
A map f is called expanding if f is Anosov and dimEuΛ = dimM , in other words,
there are constants C > 0 and λ > 1 such that
‖Dfm(v)‖ ≥ Cλm‖v‖, ∀v ∈ TM, m > 0.
Although a metric onM is necessary to define hyperbolic, Anosov and expanding
maps, whether a map falls into these categories does not depend on the choice of the
metrics because all the norms on Euclidean spaces are equivalent. It is also shown
in [Ma] that for any expanding map f , M has a metric for which C = 1.
Definition 1.6. Let X be the p-dimensional compact manifold, Dq be the q-
dimensional unit disk, and N = X×˜Dq, a disk bundle over X . Let pi : X×˜Dq → X
be the projection.
Suppose an embedding e : X×˜Dq → X×˜Dq satisfies the following two condi-
tions:
(1) For some expanding map ϕ : X → X , the diagram
X×˜Dq
e
−−−→ X×˜Dq
pi
y ypi
X −−−→
ϕ
X
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commutes, i.e. ϕ ◦ pi = pi ◦ e, or e preserves the disk fibers and descends to the
expanding map ϕ by pi,
(2) e shrinks the Dq factor evenly by some constant 0 < λ < 1, i.e. the image of
each fiber Dq under e is q-dimensional disk with radius λ,
then we call e a hyperbolic bundle embedding and S =
⋂∞
n≥0 e
n(N) an attractor
of type (p, q) derived from expanding map ϕ.
Definition 1.7. LetM be a (p+q)-manifold and f :M →M be a diffeomorphism.
If there is an embedding N ∼= Xp×˜Dq ⊂ M such that f |N (resp. f−1|N) conjugates
e : N → N , where e and N are as given in Definition 1.6, we call S =
⋂∞
h=1 f
h(N)
(resp. S =
⋂∞
h=1 f
−h(N)) an (+) attractor (resp. (−) attractor) of type (p, q) derived
from expanding maps , and we also say N is a defining disk bundle of S.
For simplicity, call both (+) attractor and (−) attractor derived from expanding
maps as DE attractors. Call a DE attractor is oriented if the base manifold X is
oriented. Call a DE attractor is toric if X is a torus.
Remark 1.8. DE attractors of type (p, q) is homeomorphic to so called p-dimensional
solenoids for any q. DE attractors of type (1,2), nested intersections of solid tori
S1 × D2, is the traditional solenoids introduced by Vietoris in 1927 [Vi]. The DE
attractors given in Smale’s paper [Sm] are of type (p, p + 1), where the condition
q = p + 1 guarantees any expanding map on base manifold can be lifted to an
embedding of the disk bundle in the construction. On the other hand, DE attractors
of type (p, 1) do not exist for any p: there is no embedding e : X ×D1 → X ×D1
lifted from an expanding ϕ : X → X ; indeed no p-dimensional solenoids embed into
(p+ 1)-dimensional manifolds [JWZ].
Recall that two maps f : X → X and g : Y → Y are called topological conjugate
if there exists a homeomorphism h : X → Y such that h ◦ f = g ◦ h.
Except noted otherwise, all homology and cohomology groups appeared in this
paper are over the field of real numbers R, i.e. H∗(X) means H∗(X ;R), H
∗(X)
means H∗(X ;R). The i-th Beti number, i.e. dimHi(X ;R) is denoted by βi(X).
2 Expanding maps
2.1 Expanding linear maps
Definition 2.1. Let V be a finite dimensional vector space over R, f : V → V is a
linear map, if all the eigenvalues of f are greater than 1 in absolute value, then f
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is called expanding. For a real square matrix A, if all of its eigenvalues are greater
than 1 in absolute value, then A is called expanding.
Lemma 2.2. Let V and W be two finite dimensional real vector spaces, f , g and h
are linear maps that make the following diagram commute.
V
f
−−−→ V
h
y yh
W −−−→
g
W
If f is expanding and h is surjective, then g is expanding.
Proof. Suppose dimV = n, dimW = m. Let w1, · · · , wm be a basis for W , by the
surjectivity of h, choose v1, · · · , vm ∈ V such that h(vi) = wi, 1 ≤ i ≤ m. Clearly
v1, · · · , vm are linearly independent, we may then find more vectors vm+1, · · · , vn
in ker h so that v1, · · · , vn is a basis for V . Suppose f(vi) =
∑n
j=1 cijvj . Then for
m+ 1 ≤ i ≤ n, we have
0 = g(0) = g(h(vi)) = h(f(vi)) = h(
n∑
j=1
cijvj) =
m∑
j=1
cijwj.
Thus cij = 0 for m + 1 ≤ i ≤ n and 1 ≤ j ≤ m. Under the above two bases, the
matrix representation of f is A =
[
A11 0
A21 A22
]
, where A11 and A22 are m ×m and
(n −m) × (n−m) matrices respectively. This matrix A is expanding, so all of its
eigenvalues are greater than 1 in absolute value. Note that all the eigenvalues of
A11 are eigenvalues of A. Hence A11 is expanding. It follows from h(vi) = wi that
linear map g corresponds to matrix A11. Therefore g is an expanding map.
Lemma 2.3. Let f : V → V be a linear map on the finite dimensional real vector
space V . Denote the dual map of f by f ∗ : V ∗ → V ∗, where V ∗ = Hom(V,R).
If f is expanding, so is f ∗ and vice versa.
Proof. Fix a basis for V and a dual basis for V ∗, then f and f ∗ are represented
by two square matrices A and AT respectively. The claim then follows from the
fact that A and AT have the same characteristic polynomials, and thus the same
eigenvalues.
Lemma 2.4. Let f : V → V be an expanding linear map on the real vector space
V , for any positive integer i,
(a) the induced map ⊗if : ⊗iV → ⊗iV is expanding,
(b) the induced map ∧if : ∧iV → ∧iV is expanding.
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Proof. (a) There is a standard fact in multilinear algebra.
Let f : V → V and g : W → W be linear maps with dimV = n and dimW = m.
Suppose λ1, · · · , λn are the eigenvalues of f and µ1, · · · , µm are the eigenvalues of
g, then the eigenvalues of f ⊗ g : V ⊗W → V ⊗W are λiµj, where i = 1, · · · , n,
and j = 1, · · · , m.
Thus each eigenvalue of ⊗if is a product of i complex numbers with absolute
value greater than 1, which is still greater than 1 in absolute value. Therefore, by
definition, ⊗i is expanding.
(b) Note that there is a surjective map from ⊗iV to ∧iV , then it follows from
Lemma 2.2 that ∧if is also expanding.
Lemma 2.5. Let (C∗, d) be a cochain complex, where each Ci is a finite dimensional
real vector space, and f : (C∗, d)→ (C∗, d) be a chain map. Suppose fi : Ci → Ci is
expanding for all positive integer i, then f induces expanding maps on the cohomology
groups H i(C) for i > 0.
Proof. We label the boundary maps in the cochain complex as di : Ci → Ci+1, then
H i(C) =
Ker di
Im di−1
.
As f is a chain map, Ker di is a fi-invariant subspace of Ci.
Fix a positive integer i, choose a basis for Ker di and then extend it to a basis
for Ci. Clearly, under this basis, the matrix representation of fi takes the form
A =
[
A11 A12
0 A22
]
. Since f is expanding, all the eigenvalues of A are greater than 1
in absolute value, so are eigenvalues of A11. Therefore, the restriction of fi on Ker di
is expanding. Now we have a commutative diagram
Ker di
fi
−−−→ Ker diy y
H i(C)
f∗i−−−→ H i(C)
Clearly, the two vertical maps are surjective, then according to Lemma 2.2, f ∗i on
H i(C) is expanding as well.
2.2 Gromov’s theorem and Nomizu’s theorem
The most basic manifolds that admit expanding maps are n-tori. Expanding maps
are systematically discussed in late 1960’s. We quote some major properties as
follows.
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Theorem 2.6. Let M be a closed n-manifold and f : M → M be an expanding
map. Then
(a) The universal cover of M is Rn and f is a covering map (Shub [Sh1]).
(b) Any flat manifold admits expanding maps (Epstein-Shub [ES]).
(c) If g : M → M is an expanding map which is homotopic to f , then f and g
are topologically conjugate (Shub [Sh2]).
(d) pi1(M) has polynomial growth (Franks [Sh2]).
In [Gr], Gromov proved that if a finitely generated group G has polynomial
growth, then G contains a nilpotent subgroup of finite index. Combining this result
with Theorem 2.6 (c) and (d), he obtained
Theorem 2.7. An expanding map on a closed manifold is topologically conjugate
to an infra-nil-endomorphisms.
Recall that a nilpotent Lie group G is a connected Lie group whose Lie algebra
g is a nilpotent Lie algebra. That is, its Lie algebra lower central series
g1 = [g, g], g2 = [g, g1], · · · , gk+1 = [g, gk], · · ·
eventually vanishes.
Suppose G be a simply connected nilpotent Lie group. Denote by Aff(G) the
group of transformations of G generated by all the left translations and all the
automorphisms on G. In other words, Aff(G) = G⋉ Aut(G).
For a discrete subgroup Γ of G, call G/Γ a nilmanifold when it is compact. For
a group Γ ⊂ Aff(G) which acts freely and discretely on G, call N = G/Γ infra-nil-
manifold when it is compact. Every automorphism of G which respects the group
action Γ induces a map on G/Γ. Such maps are called infra-nil-endomorphism.
Theorem 2.8. For each nilmanifold N = G/Γ, the De Rham cohomology of N is
isomorphic to the cohomology of the Chevalley-Eilenberg complex (∧g∗, δ) associated
with the Lie algebra g of G, that is
H∗(N ;R) ∼= H∗(∧g∗, δ).
In [CE], Chevalley-Eilenberg complex (∧g∗, δ) was constructed for Lie algebra g
as follows. Let {X1, · · · , Xs} be the basis for g, and {x1, · · · , xs} be the dual basis
for g∗, the dual of g. On the exterior algebra ∧g∗, construct the differential δ by
defining it on degree 1 elements as
δxk(Xi, Xj) = −xk([Xi, Xj ]),
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and extending to ∧g∗ as a graded bilinear derivation. Suppose [Xi, Xj] =
∑
l c
l
ijXl,
where clij are the structure constants of g, then δxk(Xi, Xj) = −c
k
ij , and thus the
differential δ on generators has the form
δxk = −
∑
i<j
ckijxi ∧ xj .
Now it is clear that the Jacobi identity in the Lie algebra is equivalent to the
condition δ2 = 0. Hence (∧g∗, δ) is a cochain complex.
For Lie group G, we consider the cochain complex consisting of all the G-right
invariant differential forms on G over R with ordinary differential d, denote it by
(C(G), d). From the definition of Lie algebra associated with a Lie group, we know
(∧g∗, δ) ∼= (C(G), d).
For N = G/Γ, Let C(N) be the cochain complex consisting of all the Γ-right
invariant differential forms on G over R, denote it by (C(N), d). It is clear that
H∗(C(N)) is the De Rham cohomology of the nilmanifold N , that is
H∗(N ;R) ∼= H∗(C(N))
Under the condition that G is nilpotent, Nomizu [No] showed that the natural
inclusion C(G)→ C(N) induces an isomorphism on the cohomology level
H∗(C(N)) ∼= H∗(C(G))
Theorem 2.8 then follows from the above three isomorphisms.
2.3 Expanding maps are expanding on (co)homology groups
Now we are ready to prove
Theorem 1.4 Let f : X → X be an expanding map on the closed oriented
manifold X, then the induced homomorphisms f∗ : Hl(X,R) → Hl(X,R) and
f ∗ : H l(X,R)→ H l(X,R) are both expanding for any positive integer l.
Before the proof, we need a lemma about the induced homomorphisms on ho-
mology groups of covering and expanding maps.
Lemma 2.9. (a) If f : X → Y is a covering map between the oriented closed
manifolds, then the induced map f∗ : H∗(X)→ H∗(Y ) is an epimorphism.
(b) If f is an expanding map on the oriented closed manifold X, then the induced
map f∗ : H∗(X)→ H∗(X) is an isomorphism.
10
Proof. (a) f : X → Y is a covering between the oriented closed manifolds implies
that f is a map of non-zero degree. Then it is well-known that f∗ is surjective (cf.
Lemma 7 in [WZ]).
(b) f : X → X is expanding implies that f is a covering. X is closed and
orientable implies that f is a map of non-zero degree. Hence f∗ is surjective on
H∗(X) by (a). A self-surjection on any finite dimensional real vector space must be
an isomorphism.
Proof of Theorem 1.4. As topologically conjugate maps induce conjugate homo-
morphisms on (co)homology groups, by Theorem 2.7, we may assume that f is an
infra-nil-endomorphism.
Suppose f : X → X is an expanding infra-nil-endomorphism, then according
to the definition, X = G/Γ for some simply connected nilpotent Lie group G,
Γ ⊂ Aff(G) is a discrete uniform subgroup, and f can be lifted to an automorphism
A of G which respects Γ. A induces a linear map a : g → g in the Lie algebra g of
G. f is expanding implies A is expanding and consequently a is an expanding linear
map. Let Γ′ = G∩Γ, then Γ/Γ′ is a finite group and N = G/Γ′ is a nilmanifold (see
[AA] Theorem 1). Clearly N is a covering of X and f can be lifted to an expanding
map g : N → N . Thus we have the following commutative diagram
G
A
−−−→ G
p1
y yp1
N
g
−−−→ N
p2
y yp2
X
f
−−−→ X
where both p1 and p2 are covering maps.
Now we will show that g∗ : H l(N ;R)→ H l(N ;R) is expanding for any positive
integer l. By Theorem 2.8, H∗(N ;R) ∼= H∗(∧g∗, δ). Note that this isomorphism is
natural and g descends from A or a. Thus the expanding property of g∗ is equivalent
to that
a∗ : H l(∧g∗)→ H l(∧g∗)
is expanding for any l > 0.
By the construction of A, we know that a is a linear expanding map on the Lie
algebra g. Then by Lemma 2.3, a∗ : g∗ → g∗ is also expanding. Next it follows
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from Lemma 2.4 that a∗ : ∧lg→ ∧lg is expanding for any l > 0. Thus according to
Lemma 2.5, a induces expanding homomorphisms on the cohomology level.
Therefore we have proved that g∗ is expanding on H l(N ;R) for any positive
integer l. Note that H∗(N ;R) = Hom(H∗(N ;R);R), by Lemma 2.3, we know
g∗ : Hl(N ;R)→ Hl(N ;R) is also expanding for l > 0.
Taking homology on the above diagram, we get the commutative diagram
Hl(N ;R)
g∗
−−−→ Hl(N ;R)
p2∗
y yp2∗
Hl(X ;R)
f∗
−−−→ Hl(X ;R)
By Lemma 2.9, p2∗ is an isomorphism, then it follows from Lemma 2.2 that f∗ is
an expanding map for l > 0. At last, according to Lemma 2.3, f ∗ : H l(X ;R) →
H l(X ;R) is expanding as well. 
3 Proof of the main theorem
3.1 Maps between abelian groups
The first lemma is a useful fact about exact sequence in homological algebra. Except
the elementary proof given here, it can also be proved in the language of category
theory by using pull-back diagram. See Theorem II 6.2 and Lemma III 1.1 & 1.2 in
[HS] for details.
Lemma 3.1. Let A, B1, B2 and C be abelian groups and
A
ϕ=(i1,i2)
−−−−−→ B1 ⊕ B2
ψ=j1−j2
−−−−−→ C
be an exact sequence, then
(a) i1 is injective ⇒ j2 is injective.
(b) i1 is injective ⇐ j2 is injective, provided that ϕ is injective.
(c) i1 is surjective ⇒ j2 is surjective, provided that ψ is surjective.
(d) i1 is surjective ⇐ j2 is surjective.
(e) All the above claims are still hold if we substitute i1 and j2 by i2 and j1
respectively.
Proof. Each statement can be shown by diagram chasing, for example, we prove (a)
and (c) as follows.
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(a) Suppose j2(b2) = 0, then ψ(0, b2) = 0. So (0, b2) ∈ Imϕ, we can find a ∈ A
such that ϕ(a) = (0, b2). It follows from the injectivity of i1 that a = 0. Thus
b2 = i2(a) = 0, which implies j2 is injective.
(c) For any c ∈ C, as ψ is surjective, we may find (b1, b2) ∈ B1 ⊕ B2 such that
ψ(b1, b2) = c. By the surjectivity of i1, pick up a ∈ A such that ϕ(a) = (−b1, b
′
2).
Now j2(b2 + b
′
2) = ψ(0, b2 + b
′
2) = ψ(b1, b2) + ψ(−b1, b
′
2) = c + ψ ◦ ϕ(a) = c, which
means j2 is surjective.
(e) is clear by symmetry.
Lemma 3.2. Let A,B be two finitely generated free abelian groups. Let f : A→ A
be an expanding homomorphism. Let g : B → B be an automorphism. Then there
does not exist a non-zero homomorphism h : A→ B such that h ◦ f = g ◦ h.
Proof. Assume that there exists a non-zero homomorphism h : A → B such that
h ◦ f = g ◦ h. The image of h, h(A), is a subgroup of B. Thus it is a finitely
generated free abelian group and there exists a basis e1, . . . , er of B and non-zero
integers a1, . . . , as such that a1e1, . . . , ases form a basis of h(A). Since f is expanding
and h ◦ f = g ◦ h, the restriction of g to h(A), g|h(A) : h(A)→ h(A), is expanding
(using the fact that A is isomorphic to the direct sum of ker h and h(A)). Let C
denote the subgroup of B spanned by e1, . . . , es. Since g maps h(A) into h(A), g
maps C into C and the restriction of g to C, g|C : C → C, is also expanding. The
matrix M of g with respect to the basis e1, . . . , er looks like(
M1 ∗
0 M2
)
,
whereM1 is an s×s integer matrix andM2 is an (r−s)×(r−s) integer matrix. Since
g|C : C → C is expanding, the absolute value of the determinant of M1 is greater
than 1. Since M2 is an integer matrix and non-degenerate (g is an automorphism,
thus M is non-degenerate), the absolute value of the determinant of M2 is greater
than or equal to 1. Thus the absolute value of the determinant ofM is greater than
1. But since g is an automorphism, the absolute value of the determinant of M
equals 1, a contradiction.
3.2 Related results in algebraic topology
Most of the techniques in algebraic topology involved thereafter can be found in
standard textbooks such as [Sp]. However for the readers convenience, we will recall
some of them:
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Theorem 3.3. (Exact sequence for pair (X,A)) Let A be a subspace of a topological
space X. there is a (co)homology long exact sequence associated to the pair (X,A):
· · · → Hl(A)
i
→ Hl(X)
j
→ Hl(X,A)
∂
→ Hl−1(A)
i
→ Hl−1(X) · · ·
· · · → H l(X,A)
j
→ H l(X)
i
→ H l(A)
δ
→ H l+1(X,A)
j
→ H l+1(X) · · ·
Theorem 3.4. (Mayer-Vietoris sequence) Let X be a topological space and A,B
be two subspaces whose interiors cover X. The Mayer-Vietoris sequence in singu-
lar homology for the triad (X,A,B) is a long exact sequence relating the singular
homology groups of the spaces X,A,B, and the intersection A ∩ B.
· · · → Hl+1(X)
∂
→ Hl(A ∩B)
(i1,i2)
−→ Hl(A)⊕Hl(B)
j1−j2
−→ Hl(X)
∂∗→ Hl−1(A ∩ B) · · ·
where the homomorphisms i1, i2, j1, j2 are induced from the inclusions A ∩ B ⊂ A,
A ∩ B ⊂ B, A ⊂ X and B ⊂ X respectively.
Let N
pi
→ X be a q-disk bundle and ∂N
pi
→ X be the associated (q − 1)-sphere
bundle. Then a Thom class for the bundle is an element t ∈ Hq(N, ∂N) such that
the restriction of t to each fiber is non zero. If the Thom class exists, the disk bundle
is called orientable. The Euler class e of the disk bundle or the associated sphere
bundle is the image of t under the map Hq(N, ∂N)
j
→ Hq(N)
(pi∗)−1
→ Hq(X).
Theorem 3.5. (Naturality of Euler class) If f : X → X ′ is covered by an orienta-
tion preserving bundle map ξ → ξ′, then e(ξ) = f ∗e(ξ′).
Theorem 3.6. (Thom isomorphism theorem) Let N
pi
→ X be an orientable q-disk
bundle and ∂N
pi
→ X be the associated (q − 1)-sphere bundle with Thom class t ∈
Hq(N, ∂N). Then the following homomorphisms are isomorphisms for all l ∈ Z
Φ∗ : H l(X)→ H l+q(N, ∂N)
Φ∗ : Hl+q(N, ∂N)→ Hl(X)
where Φ∗(z) = pi∗(z) ∪ t and Φ∗(x) = pi∗(t ∩ x)
From the Thom isomorphism theorem one can construct the Gysin sequence as
follows:
Consider the commutative diagram
Hl+1(N, ∂N)
∂
−−−→ Hl(∂N) −−−→ Hl(N) −−−→ Hl(N, ∂N)
∂
−−−→ Hl−1(∂N)yΦ∗ ∥∥∥ ypi∗ yΦ∗ ∥∥∥
Hl−q+1(X) −−−→ Hl(∂N) −−−→ Hl(X)
∩e
−−−→ Hl−q(X) −−−→ Hl−1(∂N)
.
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The first line is the long exact sequence for the pair (N, ∂N). The vertical map pi∗
is an isomorphism as N ≃ X . The vertical map Φ∗ is also an isomorphism, called
Thom isomorphism. Therefore the second line is also a long exact sequence, which
is named as Gysin sequence. Moreover the map from Hl(X) to Hl−q(X) is defined
by x 7→ e∩ x, where e is the Euler class of the disk bundle ξ, ∩ means cap product.
3.3 Topology of sphere bundles
Lemma 3.7. Let ϕ be an expanding map on the closed oriented manifold X and ξ
be an oriented disk bundle N = X×˜Dq
pi
→ X such that ϕ can be lifted to a hyperbolic
bundle embedding e on N . Then
(a) the Euler class of ξ, e(ξ) = 0 ∈ Hq(X);
(b) Hl(∂N) ∼= Hl(X)⊕Hl−q+1(X);
(c) Let {[c1], [c2], · · · } be a basis for Hl−q+1(X), where each ci is a cycle in X,
then [(pi|∂N)−1(c1)], [(pi|∂N)
−1(c2)], · · · are linearly independent in Hl(∂N). As a
consequence, their span is a subspace U ⊂ Hl(∂N) with dimU = dimHl−q+1(X).
Proof. (a) We may assume that e is orientation preserving, otherwise we use e2
instead of e. The embedding e : X×˜Dq → X×˜Dq is not a bundle map, however we
can modify it to become a bundle map. Since ξ may not be a trivial bundle, we use
local presentation of ξ. For each x0 ∈ X , there is a neighborhood U of x such that
ξ|U is a trivial bundle, that is, ξ|U ∼= U ×Dq. Similarly, there is a neighborhood V
of ϕ(x0) such that ξ|V is a trivial bundle, that is, ξ|V ∼= V ×D
q. Possibly shrinking
U , we may assume ϕ(U) ⊂ V . According to Definition 1.6, we may assume on
ξ|U ∼= U ×Dq,
e(x, y) = (ϕ(x), c(x) + λr(x)y), x ∈ U, y ∈ Dq,
where λ ∈ (0, 1), c(x) and r(x) are functions from U to Dq and SO(q) respectively
with |c(x)|+ λ < 1. The the map defined by
(x, y)→ (ϕ(x), r(x)y)
gives a bundle map from ξ|U to ξ|V which is a lift of ϕ. This map is independent
of the trivializations of ξ over U and V we chose. Thus we have a bundle map from
N to N which is a lift of ϕ.
Thus by the naturality of Euler class, we have ϕ∗e(ξ) = e(ξ). Note that by
Theorem 1.4, ϕ∗ is an expanding map on Hq(X). So 1 cannot be an eigenvalue of
ϕ∗, consequently ϕ∗e(ξ) = e(ξ) implies e(ξ) = 0.
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(b) In our current situation since the euler class e = 0, the Gysin sequence splits
into short exact sequence
0→ Hl−q+1(X)
ρ
→ Hl(∂N)→ Hl(X)→ 0. (3.1)
Then Hl(∂N) ∼= Hl(X) ⊕ Hl−q+1(X) as all the homology groups here are over R,
and thus are vector spaces.
(c) We need to understand more about the map ρ : Hl−q+1(X) → Hl(∂N) in
(3.1). According to the geometric interpretation of cap product, for any (l− q+1)-
cycle c in X , Φ−1∗ ([c]) is exactly represented by pi
−1(c), where Φ∗ : Hl+1(N, ∂N) →
Hl−q+1(X) is the Thom isomorphism. Its boundary is (pi|∂N)
−1(c), which represents
ρ([c]) ∈ Hl(∂N). Now the result follows from the injectivity of ρ.
Lemma 3.8. Let f : X = B×˜Sq → Y be a map, where B is a finite CW-complex
and Y is a K(pi, 1) space. If q ≥ 2, then f is homotopic to f¯ ◦pi, where pi : B×˜Sq →
B is the projection, and f¯ : B → Y .
Proof. First we show by induction that f can be extended to a map f˜ : B×˜Dq+1 →
Y where ∂(B×˜Dq+1) = B×˜Sq.
Let Bi be the i-th dimensional skeleton of B, and X˜i = X ∪ B×˜D
q+1|Bi, where
i = 0, 1, · · · , dimB. Since q ≥ 2 and Y is K(pi, 1), clearly we can extend f to f˜ |X˜0.
Suppose we have extended f to f˜ |X˜i−1. Then for each i-cell ∆i in B, f˜ | has defined
in ∂(∆i×D
q+1) = (∂∆i×D
q+1∪∆i×S
q) ∼= Si+q, and still by the K(pi, 1) property
of Y , we may extend f˜ |∂(∆i ×D
q+1) to ∆i ×D
q+1. (Here we just write ∆i ×D
q+1
because any disk bundle on ∆i is trivial.) Therefore f˜ can be extended to X˜i after
finitely many such steps.
Then the lemma follows easily.
3.4 Ω(f) = DE attractors implies M = Q-homology sphere
Now we are ready to prove
Theorem 1.1. If there exists a diffeomorphism f :M →M on a closed, oriented n-
manifold M such that Ω(f) consists of finitely many oriented (±) attractors derived
from expanding maps, then M is a rational homology sphere. Moreover all those
attractors are of type (n− 2, 2).
If Ω(f) consists of finitely many DE attractors, we know Ω(f) must be the union
of two disjoint DE attractors S1 and S2, one is the attractor of f and the other is
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the attractor of f−1 (see [JNW] Lemma 1). Suppose the two defining disk bundles
of attractors are N1 ∼= X
p1
1 ×˜D
q1 and N2 ∼= X
p2
2 ×˜D
q2 respectively. We have
S1 =
∞⋂
h=1
fh(N1), S2 =
∞⋂
h=1
f−h(N2),
Lemma 3.9. Suppose an orientable manifold N is a disk bundle on a closed oriented
manifold X. Let the embedding e : N → Int(N) be the lift of an expanding map
on X, N ′ = e(N), K = N\Int(N ′). For any integer l, the two maps Hl(∂N) →
Hl(K) ← Hl(∂N
′), induced by the inclusions ∂N ⊂ K, ∂N ′ ⊂ K respectively are
isomorphisms. (cf. Figure 1)
Figure 1: The sketch of self embedding of a disk bundle
Proof. First, consider the Mayer-Vietoris long exact sequence for the pair (N ′, K).
We know
Hl(N
′)⊕Hl(K)
ψ
→ Hl(N)
∂
→ Hl−1(∂N
′)
is exact. N ≃ X implies H∗(N) ∼= H∗(X) through the projection map. Then it
follows from Lemma 2.9 that the map from Hl(N
′) to Hl(N) is surjective and thus
the first map ψ is surjective. By the exactness, the second map ∂ must be 0 for any
l and we get the short exact sequence
0→ Hl(∂N
′)
ϕ=(i1,i2)
−−−−−→ Hl(N
′)⊕Hl(K)
ψ=j1−j2
−−−−−→ Hl(N)→ 0.
By Lemma 2.9, j1 is an isomorphism, then according to Lemma 3.1, the map i2 :
Hl(∂N
′)→ Hl(K) is also an isomorphism. Half is done.
Next, consider the long exact sequence of the pair (K, ∂N ′):
· · · → Hl(∂N
′)
i2→ Hl(K)→ Hl(K, ∂N
′)→ Hl−1(∂N
′)
i2→ Hl−1(K) · · ·
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Note that i2 involved are isomorphisms, so Hl(K, ∂N
′) = 0. Then by Poicare´ duality
and algebraic duality, we have
0 = Hl(K, ∂N
′) = Hn−l(K, ∂N) = Hom(Hn−l(K, ∂N),R).
Hence Hn−l(K, ∂N) = 0 for all l, or equivalently Hl(K, ∂N) = 0 for any integer l.
Finally, consider the long exact sequence for the pair (K, ∂N):
· · · → Hl+1(K, ∂N)→ Hl(∂N)→ Hl(K)→ Hl(K, ∂N)→ · · · .
It then follows from Hl+1(K, ∂N) = Hl(K, ∂N) = 0 that Hl(∂N) → Hl(K) is an
isomorphism.
The setting in the above lemma appears in a single attractor, while the next
lemma reveals the homological relations between the two DE attractors in the non-
wandering set. Recall that our assumption is S1 =
⋂∞
h=1 f
h(N1), S2 =
⋂∞
h=1 f
−h(N2).
Then
⋃∞
h=1 f
−h(IntN1) = M − S2, it follows that f
k(∂N2) ⊂ N1, M\N1 ⊂ f
k(N2),
for some large integer k. Without loss of generality, we can substitute N2 by f
k(N2).
Then
M = N1 ∪N2, P := N1 ∩N2 with ∂P = ∂N1 ∪ ∂N2.
Say n = dimM , then the base manifold X1 of N1 is at most n− 2 dimensional (cf.
Remark 1.8). Hence Hn−1(N1) = 0, which implies that ∂N2 separates N1 into two
components. One of them is P which contains ∂N1, while the other part P
′ should
contain fk(N1) for some large integer k. Set N
′ = fk(N1), K = N1\Int(N
′). All
the notations introduced above are illustrated in Figure 2.
N1
N2
N ′
∂N′
∂N2
∂N1
P ′ P
K
Figure 2: The sketch of two intersecting disk bundles
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Lemma 3.10. For any integer l, the two maps Hl(∂N1) → Hl(P ) ← Hl(∂N2),
induced by the inclusions ∂N1 ⊂ P, ∂N2 ⊂ P respectively are isomorphisms.
In particular, βl(∂N1) = βl(∂N2) for any integer l.
Proof. Applying the Mayer-Vietoris sequence for the pair (P ′, P ), we get the exact
sequence
Hl(∂N2)
(i1,i2)
−−−→ Hl(P
′)⊕Hl(P )
j1−j2
−−−→ Hl(K).
The inclusion ∂N1 ⊂ P ⊂ K induces Hl(∂N1) → Hl(P )
j2
→ Hl(K). By lemma
3.9, this composition is an isomorphism. Hence j2 is surjective. Similarly, it follows
from the inclusion ∂N ′ ⊂ P ′ ⊂ K and Lemma 3.9 that j1 is surjective. Moreover,
by Lemma 3.1(d),(e), i2 is also surjective. Then the surjectivity of i2 and j2 gives
the inequality
dimHl(∂N2) ≥ dimHl(P ) ≥ dimHl(K) = dimHl(∂N1). (3.2)
If we consider the diffeomorphism f−1 instead, then by symmetry, the above in-
equality turns into
dimHl(∂N1) ≥ dimHl(∂N2). (3.3)
Combining (3.2) and (3.3), we get
dimHl(∂N1) = dimHl(P ) = dimHl(K) = dimHl(∂N2). (3.4)
Now all the homology groups in Hl(∂N1) → Hl(P )
j2
→ Hl(K) have the same
dimension and the composition is an isomorphism by Lemma 3.9, thus the map
Hl(∂N1) → Hl(P ) has to be an isomorphism. By symmetry Hl(∂N2) → Hl(P ) is
also an isomorphism.
Consider the Mayer-Vietoris sequence for the pair (N1, N2) :
Hl(P )
ϕl=(r1,r2)
−−−−−−→ Hl(N1)⊕Hl(N2)
ψl=s1−s2−−−−−→ Hl(M). (3.5)
Lemma 3.11. ϕl is surjective for all l > 0.
Proof. Otherwise ψl is not zero for some l > 0, and then at least one si, say s1, is
not a zero map. As f(N1) ⊂ N1, we have the following commutative diagram
Hl(N1;Z)
s1−−−→ Hl(M ;Z)
(f |N1)∗
y yf∗
Hl(N1;Z) −−−→
s1
Hl(M ;Z)
.
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Note that f |N1 is a lift of an expanding map on the base manifold X1 whose
induced map on Hl(X1;Z) is expanding by Theorem 1.4 for l > 0. Hence (f |N1)∗ :
Hl(N1;Z) → Hl(N1;Z) is expanding as well. On the other hand, it follows from
f :M →M is a diffeomorphism that f∗ : Hl(M ;Z)→ Hl(M ;Z) is an isomorphism.
But s1 is non-zero, which contradicts to Lemma 3.2.
Proof of Theorem 1.1: Recall that the two defining disk bundles are
N1 ∼= X
p1
1 ×˜D
q1, N2 ∼= X
p2
2 ×˜D
q2,
then n = p1 + q1 = p2 + q2. By symmetry, assume that 2 ≤ q1 ≤ q2. then
n− 2 ≥ p1 ≥ p2 ≥ 1.
Case 1: q2 ≥ 3.
Since Xj is a closed orientable manifold of dimension pj, we have βpj(Xj) = 1,
(j = 1, 2). Set l = p1, then 1 = βl(X1) ≥ βl(X2).
Consider the diagram
Hl(P )
ϕl // Hl(N1)⊕Hl(N2)
U2 ⊂ Hl(∂N2)
i2∼=
OO
φ2
55
k
k
k
k
k
k
k
k
k
k
k
k
k
k
,
where ϕl is defined in (3.5), i2 is induced by inclusion ∂N2 ⊂ P , U2 is given by
Lemma 3.7 (c), and φ2 = ϕl ◦ i2.
Since Xj admits an expanding map, the universal cover of Xj is contractible by
Theorem 2.6 (a), hence Nj ≃ Xj is a K(pi, 1) space. Note that φ2 is induced by
inclusion gj : ∂N2 → Nj . According to Lemma 3.7 (c), U2 has a basis {[c1×˜S
q2−1],
[c2×˜S
q2−1], · · · }, where c1, c2, · · · are l − q2 + 1 cycles in X2. By Lemma 3.8, as
q2−1 ≥ 2, gj can be homotoped so that the image of c1×˜S
q2−1, c2×˜S
q2−1, · · · under
gj are all of dimension l − q2 + 1,(j = 1, 2). Thus φ2 maps all these basis elements
to zero in both Hl(N1) and Hl(N2), in other words, U2 ⊂ kerφ2.
It follows from Lemma 3.7 that Hl(∂N2) ∼= Hl(X2)⊕Hl−q2+1(X2) while dimU2 =
dimHl−q2+1(X2). Thus
dim Imφ2 ≤ βl(X2) < βl(X1) + βl(X2) = βl(N1) + βl(N2).
Consequently φ2 cannot be surjective.
On the other hand, i2 is an isomorphism by Lemma 3.10, ϕl is surjective by
Lemma 3.11, so φ2 must be surjective. We derive a contradiction.
20
Case 2: q1 = q2 = 2.
Consider
Hl(Xj)⊕Hl−1(Xj)
∼=
−→ Hl(P )
ϕl−→ Hl(N1)⊕Hl(N2)
∼=
−→ Hl(X1)⊕Hl(X2), j = 1, 2,
where the left isomorphism comes from Lemma 3.7 (b) and Lemma 3.10, and the
right isomorphism comes from Nj ≃ Xj .
The surjectivity of ϕl from Lemma 3.11 implies that
βl(Xj) + βl−1(Xj) ≥ βl(X1) + βl(X2), j = 1, 2, (3.6)
or equivalently βl−1(X1) ≥ βl(X2) and βl−1(X2) ≥ βl(X1). Let l goes from 1 to
n− 2, we get
1 = β0(Xj) ≥ · · · ≥ βn−3(X2) ≥ βn−2(X1) = 1
and
1 = β0(Xk) ≥ · · · ≥ βn−3(X1) ≥ βn−2(X2) = 1
Therefore βi(X1) = βi(X2) = 1 for i = 0, ..., n− 2.
Now the equality holds in (3.6) for l = 1, · · · , n− 2, hence in the whole Mayer-
Vietoris sequence of (N1, N2) (3.5), ϕl is an isomorphism, ψl = 0 for l = 1, · · · , n−2,
therefore
Hn−1(M ;R) = · · · = H1(M ;R) = 0.
It follows from the universal theorem for homology that
Hn−1(M ;Q) = · · · = H1(M ;Q) = 0,
i.e. M is a rational homology sphere. ✷
Proof of Corollary 1.2. Suppose f :M →M is a diffeomorphism such that Ω(f)
consists of finitely many oriented DE attractors. Let N1, N2 be defined as in the
beginning of the proof of Theorem 1.1.
(b) By Theorem 1.1, N1 ∼= T
n−2×˜D2 and N2 ∼= T
n−2×˜D2. Thus β1(N1) =
β1(N2) = n− 2, and by Lemma 3.7 (b), β1(∂N1) = β1(∂N2) = n− 1. Now we have
Rn−1 = H1(P )
ϕ1=(r1,r2)
−−−−−−→ H1(N1)⊕H1(N2) = R
2n−4.
Then ϕ1 can not be surjective when n ≥ 4, which contradicts to Lemma 3.11. We
proved (b).
(a) When n = 4, by Theorem 1.1, the dimension of the base manifolds Xj must
be 2. By Theorem 2.7, Xj is covered by Nil-manifold. Since the only orientable
closed 2-manifold covered by Nil-manifold is torus, j = 1, 2. So (a) follows from (b).
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(c) is included in (a) and Theorem 1.1. 
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