Abstract: A recursive fixed-point-type method is presented to find the optimal control of a statevariable model of the megawatt-frequency control problem of multiarea electric energy systems. The results give the numerical decomposition so that only low-order systems are involved in algebraic computations. This approach is conceptually simple and produces considerable savings of computation.
Introduction
With the development of the electrical power industry and the interconnection of isolated power systems, very large power systems are formed. The most important contribution that modern optimal theory has made to the control engineers is the ability to handle a large multivariable control problem with ease. The engineer has only to represent the control system in state-variable form and to specify the desired performance mathematically in terms of a cost to be minimised. The application of the optimal control theory to study the stabilisation and optimisation of power systems has been shown in References 1-4. Owing to the high dynamic order of such systems large amounts of computer time and memory capacities are required for adequate solution of even the simplest cases. To decrease the computations and investigate the properties of large scale systems, the numerical power-series expansion method has been used in the past twenty years [a]. Because it is nonrecursive in nature, the power-series expansion method becomes very cumbersome and computationally very expensive when a high order of accuracy is required. Since the optimal control regulator is obtained by solving the Riccati equation of the full system, the present paper presents a recursive fixed point type method to obtain the solution of the Riccati equation in terms of reduced-order problems for weakly connected multiarea electric energy system. In addition, if not all of the state variables are available, the optimal control law requires the design of the state estimators. For this case, the estimator Riccati equation can be solved by the same algorithm. This method is conceptually simple and is very suitable for parallel programming, since it produces considerable savings of computation.
Paper 8336D (C7, P9), first received 26th February and in revised form where xi E Se"' are state vectors, ui E 9 ' ' are control inputs, i = 1, 2, and E is a small coupling parameter. This dynamical system is represented in general by (2) 
The linear-quadratic optimal control problem requires to find the control U, which minimises the cost
For the purpose of this paper we assume that the structure of the matrix Q is consistent with the system matrix A, i.e.
e=[ : ;
All problem matrixes defined in eqns. 1-5 are constant and of appropriate dimensions.
3
The optimal controller that minimises the cost C along the trajectories of eqn. 1 weighted by a constant gain matrix F is given by [6]
(6) where P is the positive semidefinite stabilising solution of the algebraic Riccati equation By partitioning eqn. 7 compatible to eqns. 3, 5 and 8 we obtain three algebraic equations
+ E'(P~ A3 + ATP;) -~~[ ( P 1 S 1 2 + P , ZT)P1 + ( P l Z + P,(S, + E2S2,))P;I = 0 (9) (12) Since E is a small parameter, we can define the O(e2) approximation of eqns. 9-1 1 as follows:
P I A l + ATP, -P , S , P , + Q, = 0 P , A, + A:P, -P 3 s 2 P 3 + Q, = 0 (13) and
so that the corresponding solution of eqn. 8 is
(16) The unique positive semidefinite stabilising solutions of eqn. 13 exist under the assumption that the triples ( A l , B,, J(Q,)) and ( A 4 , B,, J(Q3)) are stabilisabledetectable. Under the assumption, matrixes D1 and D2 are stable [9] so that the unique solution of eqn. 14 also exists.
If the errors are defined as
then the exact solution will be of the form Subtracting eqns. 13 and 14 from the corresponding eqns. 
where
544
It can be shown easily that the nonlinear eqns. 
with I ? \ ' ) = 0, E\ ' ) = 0, E y ) = 0, where
The following theorem indicates the features of the algorithm of eqns. 24-27.
Theorem: Under the assumption, the algorithm of eqns. 24-27 converges to the exact solution of E with the rate of convergence of o ( E~) , i.e. 
IIE -Ey+')Il

( ( E -Ey'(( = O(E'~)
Proof: The Jacobian of eqns. 9-1 1, at some E = 0, is given by Since D , and D, are stable matrixes (by the assumption), Jii, i = 1, 2, 3 are nonsingular and hence the Jacobian will be nonsingular at E = 0. By the implicit function theorem, the existence of the unique bounded solution of eqns. 9-1 1 is guaranteed for sufficiently small values of E.
In the next step we have to prove convergence of the algorithm of eqns. 24-27 and to give an estimate of the rate of convergence. which has dimensions n x n = (n, + n,) x (n, + n2), we have only to solve two reduced-order algebraic Riccati equations of dimensions (n, x n,) and (n; x n,), respectively. After obtaining the solution of the Riccati equation P('), the optimal control in eqn. 6 is (38) When a multiarea system has more than two areas, the algorithm can be used repeatedly. The relationship among each subarea Riccati equation can be found in Reference 6. A recursive reduced-order parallel algorithm has been developed for solving the algebraic Riccati equations of dynamic weakly-coupled multiarea electric energy systems. The algorithm is based on the fixed point approach to a small coupling parameter problem, where the small parameter plays the role of the radius of the convergence. It was shown that the algorithm is computationally very efficient in the study of steady-state linear control problems, especially when a high order of accuracy is required. 
