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Abstract 
This study proposes a statistical model to estimate route traffic flows in congested networks. In the study, it is 
assumed that route traffic flows conform to the stochastic user equilibrium (SUE) principle while being treated as 
random variables in order to exploit the stochastic nature of traffic. The proposed model formulates the distribution 
of these random variables as the conditional distribution of route flows and origin–destination (O-D) travel demand, 
given the observed link flows and the SUE principle. Here, the SUE principle is accounted for through the 
likelihood of user behaviours rather than by using a bi-level formulation. In this study, the Bayesian theorem is 
applied to derive the probability density function (PDF) of the conditional distribution. Based on the PDF, 
characteristics such as the means and variances of route/link traffic flows are estimated using a blocked 
Metropolis–Hastings (M–H) algorithm. To facilitate the use of prior knowledge, a hierarchical form is designed to 
provide a straightforward way to integrate prior knowledge into the traffic estimation model. The performance of the 
proposed method is tested on the Sioux–Falls network through a series of numerical examples. 
© 2013 Chong Wei, Yasuo Asakura. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of Delft University of Technology. 
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1. Introduction 
Knowing the traffic state of each link across a network is a fundamental requirement of telematics systems. 
However, contemporary traffic sensors such as inductive loops and Global Positioning System (GPS) devices can 
only cover parts of a road network, and the traffic volumes on unobserved links are not obtained. In order to 
improve the availability of traffic data, we need to develop a method that can estimate the traffic flows on 
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unobserved links.      
This kind of problem, which is usually referred to as a path flow estimation problem in the literature (see [1]), is 
related to the Origin–Destination (OD) matrix estimation problem that has been widely discussed over the past few 
decades. Sasaki [2] pointed out the usefulness of an entropy model for estimating travel demands. Van Zuylen & 
Willumsen [3] and Van Zuylen [4] presented methods to find the most likely O–D matrix using maximum entropy 
and minimum information estimators. A number of previous studies also indicated that the traffic assignment model 
should be integrated into the O–D matrix estimators in order to take into account the dependency between route 
travel times and route flows in congested networks. For example, [5] developed a bi-level model in which route 
flows are constrained by the User Equilibrium (UE) principle; [6] proposed a method to estimate route flows in 
Stochastic UE (SUE) networks.  
On the other hand, researchers have noted that the stochastic nature of traffic flows should not be ignored. [1] and 
[7] looked at the problem from a statistical perspective and suggested that a generalised least-squares estimator be 
used to account for the random terms of O–D demands and route traffic flows. More recently, [8] showed the benefit 
of combining a maximum entropy model and a least-square estimator for traffic estimation problems. Unlike its use 
of a generalised least-squares estimator, the approach of [9] employs a class of maximum likelihood estimators to 
solve the O–D estimation problem, a method that shows the potential effect of the likelihood principle. [10], [11], 
[12], and [13] also constructed different likelihood-based approaches to the problem. [14], [15], [16], [17], [18], and 
[19] formulated likelihood-based models from Bayesian perspectives. Nevertheless, almost all of these 
likelihood-based approaches were originally developed for uncongested networks, so there is still a need to explore 
the application of the likelihood principle to capture the stochastic nature of traffic flows in a congested network.  
This study utilizes a Bayesian approach to solve the problem. Unlike previous studies, however, the proposed 
method takes into congestion effects through the likelihood of route choices on congested networks, rather than 
using a bi-level formulation.  
We assume that traffic flow patterns conform to the SUE principle while treating route flows as random variables 
and seeking to estimate the characteristics of the random route flow variables. To do this, we need to obtain the 
probability distribution of the route flow variables. Because we consider that the route traffic flow patterns are 
constrained by both link traffic counts and the SUE principle, this probability distribution must be precisely 
represented as the conditional distribution of route traffic flows for given link traffic counts, in conformity to the 
SUE principle.  
To exploit the conditional distribution, Bayes’ theorem is adopted in this study in order to decompose the 
conditional distribution into a likelihood function and prior probability distributions. We first address the likelihood 
function and the prior probability distributions, and then combine the results to yield a formulation of the conditional 
distribution. 
To obtain the characteristics of link flow variables, we develop a blocked Metropolis–Hastings algorithm to 
sample the conditional distribution of route flows, and then aggregate the samples to produce the characteristics of 
link flows or O–D flows. 
The highlights of the proposed method are as follows: 
(1) The proposed model is a likelihood-based statistical estimation model that can take into account users’ 
contemporaneous interactions on a congested network without using bi-level formulations and can guarantee the 
estimate is unique; the method does not find the equilibrium solution in each iteration and does not impose 
specific requirements on the application of user behaviour models.  
(2) The model can handle the inconsistencies among observed link traffic counts. 
(3) The model can work with a hierarchical form to flexibly integrate prior knowledge. 
The remainder of this article is organised as follows. Section 2 formulates the conditional probability distribution 
of route traffic flow variables. Section 3 outlines the blocked Metropolis–Hastings algorithm that is used to estimate 
the characteristics of link traffic flow variables. Section 4 provides some numerical examples that demonstrate the 
effectiveness of the proposed method. Section 5 offers a conclusion to the study. 
 
2. Methodology 
 
Let ܴ be the set of routes; ܰ, the set of O–D pairs; ܴ௡, the set of routes that connect the O–D pair n;ܮ, the set 
of links across the network; and ܮכ, the set of observable links. ܫ௡, denotes the set of users who make trip between 
O–D pair ݊. ܙ ൌ ሾݍଵǡ ǥ ǡ ݍȁேȁሿ is the vector of O–D demands; ܋௡ ൌ ሼܿ௜ȁ׊݅ א ܫ௡ሽ is the set of the route choice 
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result variables corresponding to O–D pair ݊; and ܡ ൌ ሾݕଵǡ ǥ ǡ ݕȁோȁሿ is the vector of the route flow variables (Note 
that the traffic flow on route ݎ, ݕ௥, is also the number of users who choose the route.); and ܠכ ൌ ሼݔ௟כȁ׊݈ א ܮכሽ 
denotes the link traffic counts during a given time period. Other notations will be defined when they are first 
introduced.  
 
2.1. Estimate traffic with pre-specified O–D demand 
 
We begin by solving a primary estimation problem in which we aim to estimate ܡ based on the following factors: 
(1) The O–D demand vector ܙ ൌ ሾݍଵǡ ǥ ǡ ݍȁேȁሿ is given as a pre-condition that will not be estimated along with the 
other variables.  
(2) A part of the links can be observed, i.e. ܠכ is available and is used to estimate ܡ. 
(3) We presume the same user behaviour principle as in [6] in considering that the route flows in a network conform 
to the SUE principle.  
Clearly, ܡ is constrained by factors (1) and (2) whether the network is congested or not, while ܡ will be 
constrained to satisfy factor (3) if the network is congested. We consider ܡ ൌ ሾݕଵǡ ǥ ǡ ݕȁோȁሿ as a vector of random 
variables, and we intend to specify the conditional probability distribution of ܡ for a given ܠכ, ܙ, and the SUE 
principle. The characteristics of ܡ can be obtained from the conditional distribution (note that the characteristics of 
the link flows can also be derived from the conditional distribution of ܡ).   
The conditional probability distribution of ܡ can be represented as ܲሺܡȁݏݑ݁ǡ ܠכǡ ܙሻ, in which ݏݑ݁ indicates 
that the network is a SUE network, and ܠכ  and ܙ correspond to the observed link traffic counts and the 
pre-defined O–D demand vector, respectively. 
Applying Bayes’ theorem, we decompose ܲሺܡȁݏݑ݁ǡ ܠכǡ ܙሻ as follows: 
 
ܲሺܡȁݏݑ݁ǡ ܠכǡ ܙሻ ൌ ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡȁܙሻܲሺܙሻȀܲሺݏݑ݁ǡ ܠכǡ ܙሻ                       (1) 
 
In Eq. (1), since both ܲሺݏݑ݁ǡ ܠכǡ ܙሻ and ܲሺܙሻ are not dependent on the value of ܡ, they can be regarded as 
constant terms. This leads to 
 
ܲሺܡȁݏݑ݁ǡ ܠכǡ ܙሻ ן ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡȁܙሻ                                 (2) 
 
On the right-hand side of Eq. (2), ܲሺܡȁܙሻ represents the prior probability distribution of ܡ, whose given condition 
ܙ simply means that ܡ should satisfy σ ݕ௥׊௥אୖ೙ ൌ ݍ௡, but does not impose any constraint on the assignment of 
traffic flow among the alternative routes. We will show how to specify a prior probability distribution in section 2.2. 
Next, we focus on the first term in the right-hand side of Eq. (2), ܲሺݏݑ݁ǡ ܠכȁܡሻ, which denotes the likelihood of 
ܡ in a SUE network with the observed data ܠכ, and which can be further decomposed as 
 
ܲሺݏݑ݁ǡ ܠכȁܡሻ ൌ ܲሺܠכȁܡሻܲሺݏݑ݁ȁܡሻ                                  (3) 
 
ܲሺܠכȁܡሻ denotes the probability of the link traffic being observed as ܠכ given the route flow pattern ܡ. Given the 
route flow pattern ܡ, the corresponding traffic flow, ݔ௟ሺܡሻ, on link ݈ can be uniquely determined. The link traffic 
count ݔ௟כ  can be considered as the sum between ݔ௟ሺܡሻ  and the random observation error. If we form the 
observation error as a normal distribution with zero mean and variance ߪଶ and assume that the covariance between 
the links is 0, then ܲሺܠכȁܡሻ will be given as  
 
ܲሺܠכȁܡሻ ൌ ς ଵఙξଶగ׊௟א௅כ ݁
ିሾೣ೗
ሺܡሻషೣ೗
כሿమ
మ഑మ                                        (4) 
 
In this paper, we consider the variance is constant over all links. On the other hand, the variance parameter may vary 
with traffic [20]. A feasible way to account this issue is to estimate the variance along with other variables in the 
model. We leave this issue in feature works. The right-hand side of Eq. (4) implies that ܲሺܠכȁܡሻ does not require 
consistency among the observed link traffic counts. The second term of Eq. (3), ܲሺݏݑ݁ȁܡሻ, denotes the likelihood 
of route flows, which plays a role in constraining ܡ to the SUE principle in the estimation model. This likelihood 
was partly discussed by Wei et al in [21]. Below, we provide a more comprehensive description of Eqs. (5) to (11).  
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Researchers have long recognized that the route flows in a SUE network should have a probability distribution 
rather than an exact flow pattern. This probability distribution can be stated as ܲሺܡȁݏݑ݁ǡ ܙሻ; here, the given 
condition ݏݑ݁ indicates that the network is a SUE network, and ܙ implies that the value of  σ ݕ௥׊௥אୖ೙  must 
equal ݍ௡. Correspondingly, the likelihood of ܡ in a SUE network can be represented as ܲሺݏݑ݁ȁܡሻ. This likelihood 
can be further expressed as follows: 
 
ܲሺݏݑ݁ȁܡሻ ൌ σ ܲሺݏݑ݁ȁ܋ሻܲሺ܋ȁܡሻ׊܋ȁܡ                              (5 ) 
 
where ܋ ൌ ሾ܋ଵǡ ǥ ǡ ܋ȁேȁሿ and ܋ȁܡ denotes a feasible pattern of ܋ that satisfies: 
  
ݕ௥ ൌ σ ߜሺݎǡ ܿ௜ሻ׊௜אூ೙  ׊ݎ א ܴ௡ǡ ׊݊ א ܰ                                                            (6) 
 
where Ɂሺݎǡ ܿ௜ሻ is 1 if user ݅ chooses route ݎ; otherwise Ɂሺݎǡ ܿ௜ሻ is 0. The second term in the right hand side of Eq. 
(5), ܲሺ܋ȁܡሻ is the probability of ܋ for a given ܡ. We have σ ܲሺ܋ȁܡሻ ൌ ͳ׊܋ȁܡ .  
ܲሺݏݑ݁ȁ܋ሻ in Eq. (5) refers to the likelihood of ܋ in a SUE network. Previous studies ([21], [22]) have shown that 
ݏݑ݁ is equivalent to ݏݑܾ௜׊݅, i.e. 
 
ݏݑ݁ ฻ ݏݑܾ௜׊݅                                                     (7) 
 
where ݏݑ݁ , again, indicates that the network is in SUE, ݏݑܾ௜  denotes that user ݅  displays stochastic user 
behaviour (SUB), i.e. user ݅ selects the route that is perceived to have the maximum utility, and ݏݑܾ௜׊݅ denotes 
that all the users in the network display SUB. [21] indicated that ݏݑܾ௜ can also be equivalently expressed as  
 
ݏݑܾ௜ ฻ ܸሺܿ௜ሻ ൅ ߠሺܿ௜ሻ ൐ ܸሺ݄ሻ ൅ ߠሺ݄ሻ׊݄ ് ܿ௜ǡ ݄̱ܿ௜                          (8) 
 
where ܸሺήሻ is the deterministic utility of a route, ݄̱ܿ௜ denotes that route ݄ connects the same O–D pair as route 
ܿ௜ (c.f. [22]), and ߠሺήሻ is a random term; here, we consider the probability distribution of the random variable to be 
the researcher’s subjective probability (see [23]). Thus, [21] formulated the likelihood of ܋ in a SUE network for 
homogeneous users as follows: 
 
ܲሺݏݑ݁ȁ܋ሻ ൌ ܲሺݏݑܾ௜׊݅ȁ܋ሻ ൌ ς ܲሺݏݑܾ௜ȁ܋ǡ ሻ ൌ ς ݌ሺݎȁܡሺ܋ሻሻ௬ೝሺ܋ሻ׊௥אோ׊௜אூ                      (9) 
 
where ݕ௥ሺ܋ሻ denotes the traffic flow on route ݎ that is determined from ܋ using Eq. (6), ܡሺ܋ሻ is the vector of 
ݕ௥ሺ܋ሻ, and ݌ሺݎȁܡሺ܋ሻሻ is defined as 
 
݌ሺݎȁܡሺ܋ሻሻ ൌ ܲሺܸሺݎሻ ൅ ߠሺݎሻ ൐ ܸሺ݄ሻ ൅ ߠሺ݄ሻ׊݄ ് ݎǡ ݄̱ݎȁܡሺ܋ሻሻ                     (10)  
         
In essence, the value of ݌ሺݎȁܡሺ܋ሻሻ is equal to the choice probability of route ݎ, whose value can be calculated 
using any route choice model that adheres to the random utility theory. We consider that the cost of a route 
appearing in the utility function of the route is dependent on ܡሺ܋ሻ. 
Next, we provide a toy example to illustrate Eqs. (9) and (10). Fig. 1 describes a network with a single O–D pair 
and consists of two routes (routes A and B). Five users (݅ ൌ ͳǡǥ ǡͷ) move from node O to node D, in which three 
users (݅ ൌ ͳǡʹǡ͵) choose route A, and two users choose route B (݅ ൌ Ͷǡͷ). According to the notation defined earlier, 
the route choice results are represented as ܿଵ ൌ ǡ ܿଶ ൌ ǡ ܿଷ ൌ ǡ ܿସ ൌ ǡ ܿହ ൌ . From the route choice results, 
the traffic flow on each route is determined by Eq. (6) as ݕ୅ሺ܋ሻ ൌ ͵ǡ ݕ୆ሺ܋ሻ ൌ ʹ (i.e. ܡሺ܋ሻ ൌ ሾ͵ǡ ʹሿ). Note that 
the route choice pattern ܋ can determine a unique route flow pattern; on the contrary a route flow pattern may 
correspond to different route choice patterns. If we use ݀௥ ൌ ͳ ൅ ݕ௥ଶ as the travel time function, then the travel 
times of routes A and B would be ݀୅ ൌ ͳͲ and ݀୆ ൌ ͷ, respectively. If we let ܸሺݎሻ ൌ െͲǤͳ ή ݀௥  and let ߠሺݎሻ in 
Eq. (10) have an extreme value type I distribution, then the value of ݌ሺݎȁܡሺ܋ሻሻ for routes A and B can be calculated 
using the Logit model as ݌ሺȁܡሺ܋ሻሻ ൌ ͲǤ͵ͺ and ݌ሺȁܡሺ܋ሻሻ ൌ ͲǤ͸ʹ. The value of the likelihood of ܋ can be 
calculated using Eq. (9) as ܲሺݏݑ݁ȁ܋ሻ ൌ ͲǤͲʹ. 
Combining Eqs. (5) and (9), we can obtain ܲሺݏݑ݁ȁܡሻ as 
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ܲሺݏݑ݁ȁܡሻ ൌ σ ς ݌ሺݎȁܡሺ܋ሻሻ௬ೝሺ܋ሻ׊௥אோ ܲሺ܋ȁܡሻ ൌ ς ݌ሺݎȁܡሻ௬ೝ׊௥אோ׊܋ȁܡ                      (11) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. A toy example for Eq. (9) and (10) 
 
2.2. Estimation of route flows with endogenous O–D demand 
 
In this section we estimate ܡ based on the following factors: 
(1) Each O-D pair corresponds to a set of potential travellers. We assume the set is unchanged. Correspondingly, ܫ௡ 
can be considered as a subset of the potential travellers of O-D pair ݊, and ݍ௡ can be considered as the size of 
ܫ௡. 
(2) ܠכ is available and is used to estimate ܡ. 
(3) The route flows in a network conform to the SUE principle.  
Now ܙ is no longer pre-specified. This leads us to represent the traffic estimation problem as ܲሺܡȁݏݑ݁ǡ ܠכሻǡ i.e. 
the conditional probability distribution of ܡ for a given ܠכ and ݏݑ݁. Applying the Bayesian theorem, we can 
decompose ܲሺܡȁݏݑ݁ǡ ܠכሻ as follows: 
 
ܲሺܡȁݏݑ݁ǡ ܠכሻ ൌ ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻȀܲሺݏݑ݁ǡ ܠכሻ                                (12) 
 
Eq. (12) is different from Eq. (1) because ܙ is no longer a given condition. The denominator of the right-hand side 
of Eq. (12) can be derived as  
 
ܲሺݏݑ݁ǡ ܠכሻ ൌ σ ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻ׊ܡ                                      (13) 
 
Eq. (13) implies that the value of ܲሺݏݑ݁ǡ ܠכሻ is not independent of ܡ, and this yields 
 
ܲሺܡȁݏݑ݁ǡ ܠכሻ ן ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻ                                    (14) 
 
where ܲሺݏݑ݁ǡ ܠכȁܡሻ have been specified in Section 2.1, and ܲሺܡሻ is the prior distribution of ܡ.  
As the name implies, the prior distribution will be specified from researchers' subjective perspectives. In this 
study we specify this prior distribution based on the following considerations: we consider that the conditional 
distribution of ܙ given ݏݑ݁ should approximate to a uniform distribution. This is because the given condition ݏݑ݁ 
just constrains the assignment of traffic flow among the alternative routes but does not impose any constrain on ܙ. 
On the other hand, we recognized that the general form of ܲሺܙȁݏݑ݁ሻ is rather complex. To avoid adding too 
much complexity into the model, we prefer to specify ܲሺܡሻ through looking at ܲሺܙȁݏݑ݁ሻ in a special case in 
which link capacity is unlimited. To account for the consideration, we specify ܲሺܡሻ as follows: 
 
 
 
User 3 User 2 User 1 
Route A 
  D O 
User 5 User 4 
Route B 
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ܲሺܡሻ ൌ ς σ ܲሺ܋௡ሻ׊܋೙ȁܡ೙׊௡אே                                                                   (15) 
ൌ ς σ ൤ቀ ௪೙Ǩሺ௪೙ି௤೙ሻǨ௤೙Ǩቁ
ିଵ
ή ߟ൨׊܋೙ȁܡ೙׊௡אே                                                            
ൌ ς ൤ቀ ௪೙Ǩሺ௪೙ି௤೙ሻǨ௤೙Ǩቁ
ିଵ
ή ߟ൨ ή ൫σ ͳ׊܋೙ȁܡ೙ ൯׊௡אே   
ൌ ς ൤ቀ ௪೙Ǩሺ௪೙ି௤೙ሻǨ௤೙Ǩቁ
ିଵ
ή ߟ൨ ή ሺ ௤೙Ǩς ௬ೝǨ׊ೝאೃ೙ ή
௪೙Ǩ
ሺ௪೙ି௤೙ሻǨ௤೙Ǩ
ሻ׊௡אே     
ൌ ς ൤ ௤೙Ǩς ௬ೝǨ׊ೝאೃ೙ ή ߟ൨׊௡אே                                                                    
 
where ܋௡ȁܡ௡  is used to denote a feasible pattern of ܋௡  given ܡ௡ , ߟ  is used to denote a constant that is 
independent on ܡ, ݍ௡ is equal to σ σ ߜሺݎǡ ܿ௜׊௜אூ೙ ሻ׊௥אோ೙ , and ݓ௡ is used to denote the size of the set of the 
potential travellers corresponding to O-D pair ݊.  
In Eq. (15), ܲሺ܋௡ሻ denotes the prior distribution of ܋௡. Since we consider the conditional distribution of ܙ 
given ݏݑ݁ approximates to a uniform distribution and has no other information regarding ܋௡, it is reasonable to 
consider each route choice pattern that satisfies σ σ ߜሺݎǡ ܿ௜׊௜אூ೙ ሻ ൌ ݍ௡׊௥אோ೙  has the same probability of occurring 
on the basis of the principle of indifference.  
As shown in the second line of Eq. (15), ܲሺ܋௡ሻ is specified as ൣݓ௡ǨȀ൫ሺݓ௡ െ ݍ௡ሻǨ ݍ௡Ǩ൯൧
ିଵ ή ߟ. In the third line of 
Eq. (15),  σ ͳ׊܋೙ȁܡ೙  is equal to the number of feasible patterns of ܋௡ given ܡ௡. In the same manner as Eq. (14), 
we can derive ܲሺܡȁݏݑ݁ሻ from Eqs. (11) and (15) as: 
 
ܲሺܡȁݏݑ݁ሻ ן ܲሺݏݑ݁ȁܡሻܲሺܡሻ ൌ ς ൤ ௤೙Ǩς ௬ೝǨ׊ೝאೃ೙ ή
ς ݌ሺݎȁܡሻ௬ೝ׊௥אோ೙ ή ߟ൨׊௡אே                                 (16) 
 
In the special case considered above, ܲሺܡȁݏݑ݁ሻ will be proportional to a multinomial density (see [24]); this leads 
ܲሺܙȁݏݑ݁ሻ to a uniform distribution. Eq. (16) also implies that ݓ௡ is not involved in ܲሺܙȁݏݑ݁ሻ or the final result 
of the model. The numerical examples provided in section 4 confirm this specification of the prior distribution can 
work well in a congested network with limited link capacity. 
   
2.3. Prior knowledge 
 
In practice, one may have prior knowledge about the travel demand from sources such as an outdated O–D matrix. 
As an example of this, [6] and [25] showed that the relative magnitudes of the elements of an O–D matrix is a kind 
of useful prior knowledge to improve the estimation performance. In this section we present a flexible way to 
integrate such prior knowledge by applying a hierarchical form. 
Let ܊ ൌ ሾܾଵǡ ǥ ǡ ܾȁேȁሿ, where ܾ௡ are the relative magnitudes of the demand of O–D pair ݊ in the total demand 
across the network. Without any loss of generality, we next demonstrate how to introduce ܊ into the estimator. 
Because ܊  served as prior knowledge, the route flow vector ܡ  may not absolutely satisfy the relative 
magnitudes given by ܊. It is therefore reasonable to establish the stochastic relationship between ܊ and ܡ as a 
Dirichlet distribution: 
 
ܲሺ܊ȁܡሻ ൌ ୻ሺσ ௤೙׊೙אಿ ሻς ୻ሺ௤೙ሻ׊೙אಿ ς ܾ௡
௤೙ିଵ׊௡אே                                                              (17) 
 
where Ȟሺήሻ denotes a gamma function. ܲሺ܊ȁܡሻ has a hierarchical structure, in which the elements of the given 
condition ܡ are not constants, but rather, follow the probability distribution provided by Eq. (14). Next we 
introduce ܊ into ܲሺܡȁݏݑ݁ǡ ܠכሻ as a given condition using ܲሺ܊ȁܡሻ, and obtain  
 
ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ ൌ ܲሺ܊ȁܡሻܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻȀܲሺݏݑ݁ǡ ܠכǡ ܊ሻ                                        (18) 
               ן ܲሺ܊ȁܡሻܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻ  
    
2.4. Summary 
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Sections 2.1 through 2.3 have shown how to derive the conditional distribution of ܡ step by step. In this section, 
we provide a summary of the results obtained. 
Combining Eqs. (3), (14), and (15), we can state the conditional distribution of ܡ without prior knowledge as 
 
ܲሺܡȁݏݑ݁ǡ ܠכሻ ן ܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻ ן ς ଵఙξଶగ׊௟א௅כ ݁
ିሾೣ೗
ሺܡሻషೣ೗
כሿమ
మ഑మ ή ς ݌ሺݎȁܡሻ௬ೝ׊௥אோ ή ς
௤೙Ǩ
ς ௬ೝǨ׊ೝאೃ೙
׊௡אே             (19) 
 
Since the value of ߟ is a constant and is independent of ܡ, we remove ߟ from the equation in order to simplify 
the expression. 
On combining Eqs. (3), (15), (17) and (18), we can express the conditional distribution of ܡ with the prior 
knowledge ܊ as 
 
ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ ן ܲሺ܊ȁܡሻܲሺݏݑ݁ǡ ܠכȁܡሻܲሺܡሻ                                                      (20) 
             ן ୻ሺσ ௤೙׊೙אಿ ሻς ୻ሺ௤೙ሻ׊೙אಿ ς ܾ௡
௤೙ିଵ׊௡אே ή ς
ଵ
ఙξଶగ׊௟א௅
כ ݁ି
ሾೣ೗ሺܡሻషೣ೗
כሿమ
మ഑మ ή ς ݌ሺݎȁܡሻ௬ೝ׊௥אோ ή ς
௤೙Ǩ
ς ௬ೝǨ׊ೝאೃ೙
׊௡אே   
 
3. Solution algorithms 
 
The characteristics of y, such as its mean and variance, may be calculated by integrating over ܡ in ܲሺܡȁݏݑ݁ǡ ܠכሻ. 
However, this method is usually not feasible owing to the high computational overhead involved. Practically, we 
may use a sampling algorithm to sample the conditional distribution of ܡ, and then ascertain the characteristics of 
the route/link traffic flows by aggregating the samples of ܡ (e.g. the sample mean of ܡ can be used as the 
estimated mean of ܡ). 
In this section, we describe a sampling algorithm that is used to draw samples of ܡ from the conditional 
distribution, ܲሺܡȁݏݑ݁ǡ ܠכሻ. The sampling algorithm that is designed to sample ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ is presented in 
Appendix A. 
Our sampling method uses a blocked Metropolis–Hastings (M-H) algorithm. We use ܡ௡ to denote ݕ௥ݎ א ܴ௡ i.e. 
the route flow vector corresponding to O–D pair ݊, so that the posterior probability distribution of ܡ can also be 
represented as 
 
ܲሺܡȁݏݑ݁ǡ ܠכሻ ൌ ܲ൫ܡଵǡ ǥ ǡ ܡȁேȁȁݏݑ݁ǡ ܠכ൯                                       (21) 
 
Let ܡ௡௧  be the ݐth samples of ܡ௡. The blocked M–H algorithm draws samples using the following process: 
 
Sampling Scheme A 
(0) Specify initial samples ܡଵ଴ǡ ǥ ǡ ܡȁேȁ଴  for ܡଵǡ ǥ ǡ ܡȁேȁ, set ݐ ՚ ͳ and ݊ ՚ ͳ. 
(1) For the O–D pair ݊: 
Execute sampling scheme B to draw ܡ௡௧  using the M–H algorithm. 
(2) If ݊ ൏ ȁܰȁ then ݊ ՚ ݊ ൅ ͳ, and go to step (1); otherwise, go to step (3). 
(3) If ݐ ൏ ܶ then ݐ ՚ ݐ ൅ ͳ, ݊ ՚ ͳ, and go to step (1); otherwise, stop the iteration. 
 
Sampling scheme A implies that the algorithm does not draw samples for all the variables simultaneously. Instead, 
scheme A samples ܡ௡௧  in turn (for ݊ ൌ ͳǡǥ ǡ ȁܰȁ) at the ݐth iteration. This strategy makes it possible to avoid 
directly drawing samples from a high-dimensional distribution, and is more useful for real-world problems (see 
[20]).  
Step (1) of scheme A employs the M–H algorithm to sample ܡ௡௧  from ܲሺܡȁݏݑ݁ǡ ܠכሻ for O–D pair ݊. The M–H 
algorithm ([26], [27]) is a Markov chain Monte Carlo (MCMC) method that first treats the probability distribution 
that we wish to sample as a stationary distribution, and then draws samples based on the construction of a Markov 
chain that has a stationary distribution. The two major steps involved in MCMC methods are (1) draw a candidate 
sample from the proposal distribution that is an arbitrary distribution and that can be selected freely, though the 
support of the proposal distribution needs to include the support of the given distribution, (2) determine whether the 
candidate sample can be accepted as a sample from the distribution that is to be sampled. The sampling scheme B 
598   Chong Wei and Yasuo Asakura /  Procedia - Social and Behavioral Sciences  80 ( 2013 )  591 – 607 
presented below is designed on the basis of the M–H algorithm in order to draw ܡ௡௧ . 
 
Sampling Scheme B  
(0) Draw candidate samples ࢟௡ᇱ : 
    For route ݎ, draw the candidate sample ݕ௥ᇱ from the proposal distribution ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ, in which ݃௥ denotes 
a random variable, ݕ௥ᇱ  is a random sample of ݃௥ , and ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ denotes the conditional probability 
distribution of ݃௥ given ݕ௥௧ିଵ (the PDF of the proposal distribution is given by Eq. 22.). 
(1) Let ݍ௡ᇱ ൌ σ ݕ௥ᇱ׊௥אோ೙ . 
(2) Calculate ߬ as 
 
߬ ൌ ܲ
ሺǥ ǡ ܡ௡ᇱ ǡ ǥ ȁݏݑ݁ǡ ܠכሻߠ௥ሺݕ௥௧ିଵȁݕ௥ᇱሻ
ܲሺǥ ǡ ܡ௡௧ିଵǡ ǥ ȁݏݑ݁ǡ ܠכሻߠ௥ሺݕ௥ᇱȁݕ௥௧ିଵሻ
 
 
where 
 
ܲሺǥ ǡ ܡ௡ᇱ ǡ ǥ ȁݏݑ݁ǡ ܠכሻ ൌ ܲ൫ܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡ᇱ ǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵȁݏݑ݁ǡ ܠכ൯ 
ן ܲሺݏݑ݁ǡ ܠכȁܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡ᇱ ǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵሻܲሺܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡ᇱ ǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵሻ 
 
and  
 
ܲሺǥ ǡ ܡ௡௧ିଵǡ ǥ ȁݏݑ݁ǡ ܠכሻ ൌ ܲ൫ܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡௧ିଵǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵȁݏݑ݁ǡ ܠכ൯ 
ן ܲሺݏݑ݁ǡ ܠכȁܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡௧ିଵǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵሻܲሺܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡௧ିଵǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵሻ 
 
To calculate the value of ߠ௥ሺݕ௥௧ିଵȁݕ௥ᇱሻ, we only need to replace ݃௥ and ݕ௥௧ିଵ with ݕ௥௧ିଵ and ݕ௥ᇱ, respectively 
in Eq. (22), and then calculate the value of the equation; the value of ߠ௥ሺݕ௥ᇱȁݕ௥௧ିଵሻ is calculated in the same 
manner. 
(3) Accept ܡ௡ᇱ  as ܡ௡௧ ൌ ܡ௡ᇱ  with a probability of ሺͳǡ ߬ሻ; otherwise, accept them as ܡ௡௧ ൌ ܡ௡௧ିଵ. 
 
Note that the normalizing constant of ܲሺǥ ǡ ܡ௡ᇱ ǡ ǥ ȁݏݑ݁ǡ ܠכሻ (or ܲሺǥ ǡ ܡ௡௧ିଵǡ ǥ ȁݏݑ݁ǡ ܠכሻ) does not need to be known 
for calculating the value of ߬. 
We choose ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ as a binomial distribution whose PDF is given as 
 
ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ ൌ
௠ೝǨ
௚ೝǨሺ௠ೝି௚ೝሻǨ
ሺ௬ೝ
೟షభ
௠ೝ
ሻ௚ೝሺ௠ೝି௬ೝ
೟షభ
௠ೝ
ሻ௠ೝି௚ೝ                                 (22) 
 
where ݉௥ is a parameter of the binomial distribution, which should be specified as a value that can cover the range 
of the traffic flow on route ݎ. Since ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ is a binomial distribution, it is easy to sample ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ using 
programming toolkits such as C++ TR1. One benefit of the M–H algorithm is that it can work based only on the 
joint distribution of ܡଵǡ ǥ ǡ ܡȁேȁ and does not require further derivation of the conditional distribution of ܡ௡ given 
all the other elements. 
The sampling scheme A calls the sampling scheme B at step (1) in order to draw ܡ௡௧  from the conditional 
distributions of ܡ௡. The combination of schemes A and B is usually referred to as a blocked M–H sampler.   
Along the same lines as the sampling algorithm described above, scheme C is designed to sample ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ, 
and is presented in Appendix A.  
 
4. Numerical example 
 
4.1. Testing of the proposed model on the Sioux–Falls network 
 
In this section, we test the performance of the proposed method on the Sioux–Falls network(Fig. 2). The network 
consists of 24 nodes and 76 links. A set of 60 non-zero O–D pairs is considered in this test case. The feasible routes 
between each O–D pair are predefined using the method described by [28], which follows the principle of Dial’s 
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algorithm [29] (We coded the program using MATLAB, which takes a few seconds to generate routes for the 60 
O–D pairs in the Sioux–Falls network.). To focus on the basic idea, the route sets are considered to remain constant 
over iterations. We calculate the travel time ݀௟on link ݈, using the Bureau of Public Road (BPR) function: 
 
݀௟ ൌ ݀௟଴ ή ሺͳ ൅ ͲǤͳͷ ή ሺݔ௟Ȁ݇௟ሻସሻ                                 (23) 
 
where ݀௟଴ is the free-flow travel time on link ݈, and ݇௟ is the capacity of link ݈ whose average is 1135 vehicles 
per time period.  
We use a SUE traffic assignment model to generate a set of “true” link flows. The SUE model calculates the 
choice probability of route ݎ that connects O–D pair ݊ using a Logit route choice model as follows: 
 
݌ሺݎȁܡሻ ൌ ୣ୶୮ሺିఉ௭ೝሺܡሻሻσ ୣ୶୮ሺିఉ௭೓ሺܡሻሻ׊೓אೃ೙
                                            (24) 
 
where ݖ௥ሺܡሻ is the cost of route ݎ that is determined by ܡ, and ߚ is the coefficient of the Logit model. The value 
of ߚ is set to 2. The same Logit model is also used in the estimation model, but we would note that the proposed 
model does not impose specific requirements on the application of user behaviour models.  
As shown in Fig. 2, a set of 23 links (i.e. about 30% of the links) is randomly selected to be the observed links. 
The “true” flows on these links are given in Table 1. Note that the “observed” flow on link ݈, ݔ௟כ may be different 
from the “true” flow, ݔ௟͓ due to observational errors, so that inconsistencies can arise in the “observed” link flows 
(see [30]). For illustrative purposes, we created the “observed” flow, ݔ௟כ by drawing a sample from the Poisson 
distribution as ݔ௟כ̱ሺඃݔ௟͓ඇሻ (see [31]), where ඃݔ௟͓ඇ denotes the nearest integer greater than or equal to ݔ௟͓.  
 
 
 
Fig. 2. Observed and unobserved links in the Sioux–Falls network 
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Fig. 3. True link flows versus link flow estimates without prior knowledge 
 
 
 
Fig. 4. Distribution of AREs for estimates with and without prior knowledge 
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Fig. 5. True O–D flows versus O–D flow estimates without prior knowledge 
 
We use the absolute relative error (ARE) to evaluate the accuracy of the estimates produced by the proposed 
model. This measure is defined below: 
 
௟ ൌ
ȁ௫ҧ೗ି௫೗͓ȁ
௫೗͓
ή ͳͲͲΨ                                    (25) 
 
where ݔҧ௟  denotes the sample mean of ݔ௟ , which is calculated using the samples simulated by the proposed 
sampling algorithm.  
 
4.2. Traffic estimation without prior knowledge 
 
We first conducted traffic estimation without prior knowledge of traffic patterns. The estimation is based on the 
model summarized by Eq. (19). 
To run the sampling algorithm, we set the initial traffic flow on each route to 40 (The true traffic flows in the 
network range from 79 to 118. We also investigated the performance of the proposed model when the initial traffic 
flow on each route was set to 20 and we find the performance is independent on the change of the initial traffic 
flow.). We drew 50,000 samples from the probability distribution, ܲሺܡȁݏݑ݁ǡ ܠכሻ using sampling scheme A and 
then produced the sample means of ܡ from the samples. We monitored the acceptance rate for candidate sample 
and found the rate is around 58%. 
Fig. 3 gives an outline of the flow estimates of all the links. The horizontal axis of the figure denotes the “true” 
link flows, while the vertical axis denotes the sample means of the link flows, which are calculated using the 
samples. The straight line in the figure represents the 45° line.  
The histogram shown in Fig. 4 presents the estimated results in more detail. The horizontal axis of the figure 
represents the values of the ARE. Fig. 4 shows that about 12% of the links have a corresponding value of ARE that 
is in a range of 0% to 1%, and about 17% of the links have a corresponding value in the range of 2% to 3%. It can 
be seen that 70% of the links have an ARE that is less than 5%.  
Table 1 lists the estimated results obtained without prior knowledge of the observed links. We that find link 1 has 
the largest ARE (15.04%). On the other hand, we also note that the “observed” flow on link 1, ݔଵכ, is very different 
from the “true” flow, ݔଵ͓ due to observational errors. Although the sample mean of the flow on link 1 is extremely 
close to the “observed” flow, ݔଵכ, this estimate is far from the “true” flow, ݔଵ͓. In Section 4.3 we show how prior  
ଶ ൌ ͲǤͻͳͶ͹ 
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Table 1. Estimation results for the observed links 
 
 
 
knowledge can improve the accuracy of the estimate of link 1. 
Table 2 provides a summary for the link flow estimates of all the links. For the case without prior knowledge, the 
average ARE is 4.24%, and the max ARE is 26.99%.  
The samples of ܡ from ܲሺܡȁݏݑ݁ǡ ܠכሻ can be aggregated to yield the sample mean of ܙ. Fig. 5 presents the 
estimates of ܙ. The horizontal axis and vertical axis represent the “true” and the sample means of the O–D demands, 
respectively. Table 2 shows that the average and the max AREs for the O-D estimates are 10.46% and 37.65%, 
respectively. The results imply that the accuracy of the O–D demand estimates is not as good as that of the link flow 
estimates. However, we should bear in mind that this estimation was carried out without prior knowledge, while 
only 30% of links in the network could be observed. 
 
4.3. Traffic estimation using prior knowledge  
 
As described in Section 2.3, a hierarchical form can be employed to integrate the prior knowledge ܊ into the 
estimation model. As mentioned in that section, the route flow vector ܡ may not absolutely satisfy the relative 
magnitudes given by ܊. This leads us to formulate the stochastic relationship between ܊ and ܡ as a Dirichlet 
distribution. In this test scenario, we created ܊ by introducing Poisson-perturbed errors to the true O–D matrix (see 
Section 4.1).  
We drew 50,000 samples from the probability distribution, ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ using sampling scheme C (see 
Appendix A). The acceptance rate for candidate sample is around 52%. 
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Fig. 6. True link flows versus link flow estimates with prior knowledge 
 
 
 
 
Fig. 7. True O–D flows versus O–D flow estimates with prior knowledge 
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Table 2. Summary of the estimation results 
 
 
 
Similar to Fig. 3, Fig. 6 gives an outline of the link flow estimate results with prior knowledge. One can see that 
almost all the data points are closely aligned with the 45° line.  
Fig. 4 also shows the distribution of the values of ARE for the estimated results with prior knowledge. We can 
observe that the peak of the histogram shifts to the left significantly, which reflects the fact that more than half the 
links (about 55%) have an ARE of less than 2%.  
The set of the perturbed observed link flows described in Section 4.1 is used in this test scenario as well. Table 1 
shows the estimated results of these observed links with prior knowledge. Compared to the case without prior 
knowledge, one can observe that the estimated error of link 1 is reduced considerably. This result implies that the 
use of appropriate prior knowledge with the hierarchical form can relax the negative effect of observation errors. 
Fig. 7 plots the true O–D demand versus the sample mean O–D demand. As expected, the prior knowledge can 
significantly improve the accuracy of the O–D demand estimates. As summarized in Table 2, the average and the 
max AREs for the O–D demand estimates are 4.97% and 17.41%, respectively, while these measurements in the 
case without prior knowledge are 10.46% and 37.65%, respectively.  
Table 2 also compares the estimated link flows without prior knowledge with those obtained with prior 
knowledge. As can be seen in the table, the use of prior knowledge can reduce the average ARE of the link flow 
estimates over all the links from 4.24% to 1.74%, while reducing the max ARE from 26.99% to 5.85%.  
In addition to the sample means, we were also able to obtain the Bayesian confidence intervals from the samples 
drawn by the blocked M–H algorithm. Fig. 8 shows 95% Bayesian confidence interval. We used dots to indicate the 
estimated means of the link flows, and crosses to indicate the “true” link flows. One can see that almost all the “true” 
link flows fall within the corresponding Bayesian confidence intervals.  
Fig. 9 investigates the correlation using the autocorrelation function (ACF) in samples. We calculated the absolute 
value of the ACF in samples for each route. As can been seen, the average absolute value of the ACFs over the 
routes is less than 0.1 when the lag between samples larger than 30. The ACF values indicated that the correlations 
between the samples are low, thus the samples can be considered to be drawn from the conditional distribution, 
ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ independently. 
 
 
 
Fig. 8. 95% confidence intervals for link flow estimates with prior knowledge 
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Fig. 9. The absolute value of the ACFs over routes under different lags 
 
5. Conclusions 
 
In this paper, we proposed a likelihood-based statistical model to estimate route/link traffic flows in congested 
networks. The proposed model represents route flows and O–D demand in a network as a conditional probability 
distribution that is given for observed link traffic counts in conformity with the SUE principle.  
We formulated this conditional distribution from a Bayesian perspective. To facilitate the use of prior knowledge, 
we designed a hierarchical form of ܙ that provides a straightforward way to integrate prior knowledge into flow 
estimates.  
Since the conditional distribution was precisely specified in this paper, a blocked M–H algorithm could be 
developed to estimate the characteristics of the route/link flow variables through sampling from this probability 
distribution. In addition, another benefit of knowing the probability distribution of traffic is that it can provide 
insight into the reliability of traffic networks for traffic planning and/or traffic management purposes. 
We provided a series of numerical examples to illustrate the performance of the proposed method as applied to the 
Sioux–Falls network. In these tests, only approximately 30% of links could be observed. As a result, the links were 
estimated with an ARE of 4.24% when prior knowledge was not available, while this ARE was reduced to 1.74% by 
using prior knowledge with the hierarchical form. 
The proposed model uses observed link counts as input but does not require consistency among the observations. 
While the proposed model constrains link flow estimates in order to satisfy the SUE principle, it does so without 
using bi-level formulations. Therefore, the proposed method does not find an equilibrium solution in each iteration. 
The formulation of the model also implies that there are no specific requirements for the application of user 
behaviour models. Although this study focuses on static problems, the proposed method does not impose constraints 
on the use of network loading methods. The dynamics of traffic patterns can also be accounted by using the 
underlying framework described in study. 
Although the Sioux–Falls network has been widely used to test transport models in previous studies, we recognize 
the need for future works that would test the proposed method on large networks using real world data.   
 
Appendix A. Sampling scheme for ܲሺܡȁݏݑ݁ǡ ܠכǡ ܊ሻ 
 
Sampling Scheme C 
(0) Specify initial samples ܡଵ଴ǡ ǥ ǡ ܡȁேȁ଴  for ܡଵǡ ǥ ǡ ܡȁேȁ set ݐ ՚ ͳ and ݊ ՚ ͳ. 
(1) For the O–D pair ݊: 
(1.1) Draw candidate samples, ܡ௡ᇱ , from the proposed distribution ߠ௥ሺ݃௥ȁݕ௥௧ିଵሻ (see Eq. 22). 
(1.2) Let ݍ௡ᇱ ൌ σ ݕ௥ᇱ׊௥אோ೙ . 
(1.3) Calculate ߬ as 
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߬ ൌ ܲ
ሺǥ ǡ ܡ௡ᇱ ǡ ǥ ȁݏݑ݁ǡ ܠכǡ ܊ሻሺݕ௥௧ିଵȁݕ௥ᇱሻ
ܲሺǥ ǡ ܡ௡௧ିଵǡ ǥ ȁݏݑ݁ǡ ܠכǡ ܊ሻߠ௥ሺݕ௥ᇱȁݕ௥௧ିଵሻ
 
where 
 
ܲሺǥ ǡ ܡ௡ᇱ ǡ ǥ ȁݏݑ݁ǡ ܠכǡ ܊ሻ ൌ ܲ൫ܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡ᇱ ǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵȁݏݑ݁ǡ ܠכǡ ܊൯ 
 
and  
 
ܲሺǥ ǡ ܡ௡௧ିଵǡ ǥ ȁݏݑ݁ǡ ܠכǡ ܊ሻ ൌ ܲ൫ܡଵ௧ǡ ǥ ǡ ܡ௡ିଵ௧ ǡ ܡ௡௧ିଵǡ ܡ௡ାଵ௧ିଵ ǡ ǥ ǡ ܡȁேȁ௧ିଵȁݏݑ݁ǡ ܠכǡ ܊൯ 
 
(1.4) Accept ܡ௡ᇱ  as ܡ௡௧ ൌ ܡ௡ᇱ  with a probability of ሺͳǡ ߬ሻ; otherwise, ܡ௡௧ ൌ ܡ௡௧ିଵ. 
(2) If ݊ ൏ ȁܰȁ, then ݊ ՚ ݊ ൅ ͳ and go to step (1); otherwise, go to step (3). 
(3) If ݐ ൏ ܶ, then ݐ ՚ ݐ ൅ ͳ, ݊ ՚ ͳ and go to step (1); otherwise, stop the iteration. 
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