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EIGENSCHEMES AND THE JORDAN CANONICAL FORM
HIROTACHI ABO, DAVID EKLUND, THOMAS KAHLE, AND CHRIS PETERSON
ABSTRACT. We study the eigenscheme of a matrix which encodes information about the
eigenvectors and generalized eigenvectors of a square matrix. The two main results in this
paper are a decomposition of the eigenscheme of a matrix into primary components and
the fact that this decomposition encodes the numeric data of the Jordan canonical form of
the matrix. We also describe how the eigenscheme can be interpreted as the zero locus of a
global section of the tangent bundle on projective space. This interpretation allows one to
see eigenvectors and generalized eigenvectors of matrices from an alternative viewpoint.
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1. INTRODUCTION
Motivation. Let K be a field about which we make no a priori assumptions. For any r × r
matrix A ∈ Kr×r, a non-zero vector v ∈ Kr is an eigenvector if Av is a scalar multiple of
v or equivalently if Av and v are linearly dependent. The span of v is a one dimensional
subspace of Kr and its projectivization can thus be viewed as a point in the projectivization
of Kr. In other words, the subspace of Kr spanned by an eigenvector v of A determines
a point [v] ∈ Pr−1. Let R = K[x1, . . . , xr], let x be the column vector of variables, and
let (Ax | x) be the r × 2 matrix obtained by concatenating the two r × 1 matrices Ax and
x side by side. Then a non-zero vector v ∈ Kr is an eigenvector of A if and only if the
matrix obtained from (Ax | x) by evaluating at v has rank one. As a consequence, v is an
eigenvector of A if and only if it is in the common zero locus of the set of all 2 × 2 minors
of (Ax | x). Let IA denote the ideal generated by the 2× 2 minors of (Ax | x). The set of all
projectivized eigenvectors of A, denoted EA, is the algebraic subset of Pr−1 defined by the
homogeneous ideal IA.
The purpose of this paper is to study the scheme ZA of IA. We call ZA the eigenscheme
of A. If A is not diagonalizable, then the geometry of ZA is richer than the geometry of EA.
2010 Mathematics Subject Classification. Primary 15A18; Secondary 13C40, 13P10, 14M12, 15A21,
15A22.
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Note that EA is the union of linear subvarieties of Pr−1 (corresponding to the projectiviza-
tion of the eigenspaces of A) while ZA is a scheme supported on EA. We show that the
non-reduced structure of ZA carries information about the generalized eigenvectors of A
encoded by the nilpotent Jordan structure. We also show that the vector of 2 × 2 minors
of (Ax | x) can be identified with a global section of the tangent bundle on Pr−1 and that
ZA can be identified with the zero scheme of this section. Some of the properties of the
eigenscheme can therefore be derived from properties of the tangent bundle and certain
problems concerning eigenvectors of matrices can be naturally translated into problems
concerning the tangent bundle on Pr−1.
Results. To study ZA, we first find a primary decomposition of IA. Each primary compo-
nent of IA is associated to a particular eigenvalue of A. If the characteristic plynomial of
A ∈ Kr×r splits in K, then A is similar to a matrix J in Jordan canonical form. Since J
is unique up to a permutation of the Jordan blocks, it can be reconstructed if one knows
the following two things for each eigenvalue λ of A; namely, (i) the number of different
Jordan blocks with eigenvalue λ and (ii) the size of each Jordan block. We show that the
primary decomposition of IA contains sufficient information to deduce each of (i), (ii). In-
deed, a primary component of IA is associated to the collection of all Jordan blocks of A
that are of the same size and have the same eigenvalue. Furthermore, the dimension of the
primary component corresponds to the number of Jordan blocks of the given size and its
degree corresponds to the size of each Jordan block. Our strategy for finding a primary
decomposition of IA is as follows.
Let A, B ∈ Kr×r. Suppose that A is similar to B, i.e., there exists an invertible C ∈ Kr×r
such that A = C−1BC. Then IA and IB differ only by the linear change of variables deter-
mined by C. Equivalently the eigenschemes of A and B differ only by the automorphism of
Pr−1 induced by C (see Proposition 2.5 for more details). This means that from a primary
decomposition of IB, one can obtain a primary decomposition of IA by applying the linear
change of variables determined by C. Thus, without significant loss of generality, we may
assume that A is a Jordan matrix J, at the expense of possibly a finite extension of K.
The key idea for finding a primary decomposition of IJ is to decompose IJ into ideals,
each of which is paired with a different eigenvalue of J. This decomposition allows us
to reduce the problem of finding a primary decomposition of the ideal of a Jordan matrix
to the problem of finding a primary decomposition of the ideal of a Jordan matrix with a
single eigenvalue. The ideal IJ associated with a Jordan matrix J with a single eigenvalue is
a binomial ideal, i.e., an ideal generated by binomials, polynomials with at most two terms.
We use the general theory of binomial ideals developed by D. Eisenbud and B. Sturmfels
in [4] to construct a primary decomposition of IJ. In the following two paragraphs, we
illustrate this idea in more detail.
First suppose that J has two or more distinct eigenvalues λ1, . . . , λn ∈ K. After a suit-
able permutation of Jordan blocks, J can be written as a block diagonal matrix whose main
diagonal matrices are the Jordan matrices Jλ1 , . . . , Jλn with single eigenvalues λ1, . . . , λn.
For each i ∈ {1, . . . , n}, let ri be the size of Jλi and let x(i) be the column vector of the
variables x(i)1 , . . . , x
(i)
ri . Consider the polynomial ring R = K
[
x
(i)
1 , · · · , x(i)ri
∣∣∣ 1 ≤ i ≤ n]. The-
orem 4.5 shows that IJ can be written as the intersection of the ideals, each of which is
generated by the 2 × 2 minors of the r × 2 matrix
(
Jλi x(i)
∣∣∣ x(i)) and the variables that are
not paired with Jλi . This indicates that, to find a primary decomposition of the ideal of
a general Jordan matrix, it is sufficient to find a primary decomposition of the ideal of a
Jordan matrix with a single eigenvalue.
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If J has a single eigenvalue, then IJ is a binomial ideal. In [4], D. Eisenbud and
B. Sturmfels showed that, over an algebraically closed field, every binomial ideal has a
primary decomposition into primary binomial ideals. They also provided algorithms for
finding such a primary decomposition. Several improvements of the decomposition theory
and the algorithm have been implemented (see, for example, [13, 10, 9, 11]). The first
step of a binomial ideal decomposition is to decompose the ideal into cellular binomial
ideals, modulo which every variable is either a non-zerodivisor or nilpotent. In Proposi-
tion 3.13 we give a cellular decomposition which turns out to be a primary decomposition
too. Cellular decomposition is field independent and thus the field assumptions from bino-
mial primary decomposition do not conern us much. When talking about a given matrix A,
though, we must often assume that K contains the eigenvalues of A.
Jordan canonical forms in commutative algebra. The study of commutative algebra
aspects of the Jordan canonical form can be extended to (1) the Kronecker–Weierstrass
theory of matrix pencils and (2) the theory of eigenvectors of tensors. We now briefly
discuss commutative algebra perspectives on (1) and (2). For the results we mention in
this subsection, assumptions on the field Kmay be necessary. An algebraically closed field
of characteristic zero is sufficient in any case, but weaker assumptions often suffice. The
interested reader should consult the specific references in each case.
(1) Let R = K[x1, . . . , xr], let M be an s× 2 matrix of linear forms from R, and let IM be
the ideal generated by the 2 × 2 minors of M. The height of IM is known to be less than or
equal to s− 1. If equality holds, then the Eagon-Northcott complex of MT (considered as a
graded homomorphism between two free graded R-modules) is a minimal free resolution
of R/IM. M. L. Catalano-Johnson studied the minimal free resolution of IM in some cases
where IM does not have the expected codimension [2] as follows.
Let A, B ∈ Ks×r such that M = (Ax | Bx). The Kronecker-Weierstrass normal form of
the pencil of A and B is used to transform M to Kronecker-Weierstrass form which is an-
other s×2 matrix KW(M) of linear forms. The matrix KW(M) is a concatenation of “scroll
blocks,” “nilpotent blocks,” and/or “Jordan blocks” (see [2] for the definitions of these dif-
ferent types of blocks). Because of the way KW(M) is constructed, the ideals IM and IKW(M)
differ only by a linear change of variables. M. L. Catalano-Johnson used KW(M) to study
homological aspects of R/IM. This work includes an explicit construction of the minimal
free resolution of R/IM when KW(M) simultaneously has at least one Jordan block with
eigenvalue 0 and no nilpotent blocks. This result was extended to the general case by
R. Zaare-Nahandi and R. Zaare-Nahandi [20] in 2001.
Recently, H. D. Nguyen, P. D. Thieu, and T. Vu [14] showed that R/IM is Koszul if and
only if the largest length of a nilpotent block of KW(M) is at most twice the smallest length
of a scroll block. This result settled a conjecture of A. Conca.
The algebraic set defined by IM consists of points of Pr−1, each of which is the equiva-
lence class of a generalized eigenvector of A and B. A possible extension of our original
question is “What is a decomposition of the scheme of IM into primary components?”
We have recently learned that work on this question is under way by H. D. Nguyen and
M. Varbaro who kindly informed us about their progress.
(2) The concept of eigenvectors of matrices was recently generalized to tensors by L.-
H. Lim [12] and L. Qi [17] independently, and algebro-geometric aspects of tensor eigen-
vectors were studied by several authors (see, for example, [19, 16, 1]).
The eigenscheme of a tensor can be defined analogously. Another possible extension of
our original question is “What is the primary decomposition of the ideal of such a scheme?”
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The decomposition of the scheme of so-called orthogonally decomposable tensors into pri-
mary components was described by E. Robeva [19]. However, the primary decomposition
of the ideal of the eigenscheme of a tensor is not yet well understood.
Organization. In Section 2 we introduce notation that is used throughout the paper, define
the eigenscheme of a matrix, and discuss a few examples of eigenschemes. We also show
that if two r × r matrices are similar, then the corresponding eigenschemes differ only by
an automorphism of Pr−1. The goal of Section 3 is to find a primary decomposition of the
ideal IJ of a Jordan matrix J with a single eigenvalue. As stated before, the first step is to
construct a cellular decomposition ⋂ℓi=1 Ii of IJ . We then show that Ii is primary for each
i ∈ {1, . . . , ℓ}. We also compute the reduced Gröbner basis for each Ii which enables us to
describe the Hilbert polynomial of the quotient ring modulo Ii. In Section 4, we construct
a primary decomposition of the ideal of a general Jordan matrix. We use the primary
decomposition of such an ideal to prove that, assuming all eigenvalues lie in K, a square
matrix is diagonalizable if and only if the ideal of the matrix is radical. In Section 5, we
show how the eigenscheme of an r×r matrix and the zero scheme of a global section of the
tangent bundle on Pr−1 are related. The characterization of diagonalizable matrices allows a
characterization of the hypersurface formed by non-diagonalizable matrices, which we call
the discriminant hypersurface. In Section 6, we show that the degree of the discriminant
hypersurface can be expressed as a function of a Chern class of the tangent bundle.
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was done. The third author is supported by the research focus dynamical systems of
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2. EIGENVECTORS AND EIGENSCHEMES
In this section we define an eigenscheme of a square matrix and discuss several exam-
ples of eigenschemes. We begin this section by introducing notations we use through the
paper.
Let A ∈ Kr×s. For each i ∈ {1, . . . , r} and for each j ∈ {1, . . . , s}, we write A[i, j] for the
(i, j)-entry of A. For a given i ∈ {1, . . . , r}, A[i, :] denotes the i-th row of A. If A ∈ Kr×s and
B ∈ Kr′×s′ then A ⊕ B denotes the (r + r′) × (s + s′) direct sum matrix of A and B.
Suppose that A and B have the same number of rows, i.e., r = r′, then we write (A|B)
for the matrix obtained by concatenating A and B side by side.
Let R be the graded polynomial ring K[x1, · · · , xr] with standard grading, and x be the
column vector of its variables. For any matrix A ∈ Kr×r let LA be the set of 2 × 2 minors
of the augmented matrix (Ax | x). Let IA be the homogeneous ideal generated by LA. Then
v ∈ Kr \ {0} is an eigenvector of A if and only if the equivalence class [v] ∈ Pr−1 = P(Kr)
containing v lies in the algebraic set V(IA) defined by IA.
Definition 2.1. For a given A ∈ Kr×r, the closed subscheme of Pr−1 associated to IA is the
eigenscheme of A.
Definition 2.2. The scheme-theoretic linear span of a subscheme Z ⊆ Pr−1 is the smallest
linear subspace L ⊆ Pr−1 such that Z is a subscheme of L.
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Example 2.3. Let A =
(
4 0 1
2 3 2
1 0 4
)
∈ Q3×3. Then IA is generated by the three quadrics
Q0 = (4x1 + x3)x2 − (2x1 + 3x2 + 2x3)x1,
Q1 = (4x1 + x3)x3 − (x1 + 4x3)x1,
Q2 = (2x1 + 3x2 + 2x3)x3 − (x1 + 4x3)x2.
The decomposition of IA into primary ideals is
IA = 〈x1 + x3〉 ∩ 〈x2 − 2x3, x1 − x3〉.
Both 〈x1 + x3〉 and 〈x2 − 2x3, x1 − x3〉 are minimal associated primes of Q[x1, x2, x3]/IA,
and hence V(IA) consists of the projective line in P2 defined by x1 + x3 = 0 and the point
in P2 defined by the intersection of the two projective lines x2 − 2x3 = 0 and x1 − x3 = 0.
It is straightforward to see that the affine cones over V(x1+x3) and V(x2−2x3, x1−x3) are
the eigenspaces corresponding to the eigenvalues 3 and 5 respectively. In particular, since
V(IA) contains three linearly independent eigenvectors, the matrix A is diagonalizable.
Example 2.4. Let A =
(
2 1 1
0 1 1
0 0 1
)
∈ Q3×3. Its eigenvalues are 2 and 1 and IA is generated by
Q0 = x1x2 + x22 − x1x3 + x2x3
Q1 = x1x3 + x2x3 + x23
Q2 = x23.
The primary decomposition of IA is
IA = 〈x1 + x2 + 2x3, x23〉 ∩ 〈x2, x3〉.
In other words, the eigenscheme of A is the union of the zero-dimensional subscheme of
P2 with length 2 defined by 〈x1 + x2 + 2x3, x23〉 and the point of P2 defined by 〈x2, x3〉.
The associated primes of Q[x1, x2, x3]/IA are 〈x1 + x2, x3〉 and 〈x2, x3〉. This means that
V(IA) = V(x1 + x2, x3)∪V(x2, x3), which implies that the eigenspaces corresponding to the
eigenvalues 1 and 2 both have dimension 1. Hence A is not diagonalizable. The projective
line defined by x1 + x2 + 2x3 = 0 is the scheme-theoretic linear span of the scheme defined
by 〈x1 + x2 + 2x3, x23〉. This projective line coincides with the generalized eigenspace of A
corresponding to the eigenvalue 1. Proposition 3.15 shows that the degree of the scheme
of 〈x1 + x2 + 2x3, x23〉 corresponds to the size of the Jordan block with eigenvalue 1.
The example illustrates that the geometry of the eigenscheme encodes information about
the Jordan structure of a matrix. One of the goals of this paper is to find the decomposition
of an eigenscheme into irreducible subschemes and relate this to the Jordan canonical form
of the corresponding matrix. The following proposition shows that it is sufficient to study
eigenschemes of Jordan matrices.
Proposition 2.5. Let A, B ∈ Kr×r be similar. Then the eigenschemes of A and B differ only
by an automorphism of Pr−1.
Proof. Let A ∈ Kr×r , let C ∈ GL(r,K), and let ∧2 C : ∧2 Rr1 → ∧2 Rr1 be the linear
transformation determined by sending f ∧ g to C f ∧C g. Then the ideal of R generated by∧2 C(Ax ∧ x) = CAx ∧ Cx is equal to IA.
Now assume that B ∈ Kr×r is similar to A, i.e., B = C−1AC for some C ∈ GL(r,K).
Then, as we saw above, the ideal generated by IB and the ideal generated by
∧2 C(Bx∧x) =
CBx ∧ Cx = ACx ∧ Cx are the same. Hence the schemes of IA and IB differ only by an
automorphism of Pr−1. 
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3. IDEALS OF JORDAN MATRICES WITH A SINGLE EIGENVALUE
Let λ ∈ K and r ∈ N. Denote by Jλ,r the Jordan block of size r with eigenvalue λ. For
k ∈ N, we write
kJλ,r = Jλ,r ⊕ · · · ⊕ Jλ,r︸            ︷︷            ︸
k
.
Let ℓ ∈ N. For each i ∈ {1, . . . , ℓ}, fix ki ∈ N and ri ∈ N with r1 > · · · > rℓ. A Jordan matrix
with a single eigenvalue can, up to a permutation of its blocks, be uniquely written as
Jλ =
ℓ⊕
i=1
kiJλ,ri ,
We write Iλ for IJλ . In this section we describe first a reduced Gröbner basis of Iλ with
respect to the graded revlex order and then a primary decomposition of Iλ. We also give a
detailed description of each component ideal in the primary decomposition of Iλ, including
their Hilbert polynomials. This description reveals the geometry of the eigenscheme of Jλ.
3.1. Reduced Gröbner basis for Iλ. Let
Λ =
ℓ⋃
i1=1
{
(i1, i2, i3) ∈ N3
∣∣∣ 1 ≤ i2 ≤ ki1 , 1 ≤ i3 ≤ ri1} .
We totally order Λ via (i1, i2, i3) > ( j1, j2, j3) if and only if either i1 < j1, or i1 = j1 and
i2 < j2, or i1 = j1, i2 = j2 and i3 < j3. Let R = K [x(i) | i ∈ Λ ] with x(i) > x( j) if and
only if i > j. We denote by x the vector of variables x(i), i ∈ Λ. The indices of variables
of R correspond to the decomposition of a matrix into Jordan blocks as follows. The first
index i1 enumerates the different sizes of Jordan blocks that appear. The second index i2
enumerates the copies of Jordan blocks of size i1. Finally, i3 enumerates the rows in the
Jordan block determined by (i1, i2). Let ∆ = {(i1, i2) ∈ N2 | 1 ≤ i1 ≤ ℓ, 1 ≤ i2 ≤ ki1 } be
ordered as Λ above. Setting the degree of x(i1, i2, i3) to be the vector in N|∆| whose only
non-zero entry is 1 in the (i1, i2)-th position, R becomes a multi-graded ring. In this ring,
there is a single multi-degree shared by the variables in one Jordan block, but these degrees
are independent across blocks.
Notation 3.1. If i = (i1, i2, i3) ∈ Λ and (i1, i2, i3 + 1) ∈ Λ, i.e., i3 ≤ ri1 − 1, then we write
i+ for (i1, i2, i3 + 1). Likewise, if i = (i1, i2, i3) ∈ Λ and if (i1, i2, i3 − 1) ∈ Λ, i.e., i3 ≥ 2,
then we write i− for (i1, i2, i3 − 1). This means that i++ and i−− stand for (i1, i2, i3 + 2) and
(i1, i2, i3 − 2) respectively.
Let Γ = {(i, j) ∈ Λ × Λ | i > j}. Consider the following subsets of Γ:
Γ1 = {((i1, i2, i3), ( j1, j2, j3)) ∈ Γ | 1 ≤ i3 < ri1 , 1 ≤ j3 < r j1 , i3 + j3 ≥ r j1 + 1},
Γ2 = {((i1, i2, i3), ( j1, j2, j3)) ∈ Γ | 1 ≤ i3 < ri1 , 1 ≤ j3 < r j1 , i3 + j3 ≤ r j1 },
Γ3 = {((i1, i2, i3), ( j1, j2, r j1 )) ∈ Γ | 1 ≤ i3 < ri1 },
Γ4 = {((i1, i2, ri1 ), ( j1, j2, j3)) ∈ Γ | 1 ≤ j3 < r j1 }.
Let i = (i1, i2, i3) ∈ Λ. Then
(Jλx)[i, 1] =
{
λx(i) + x(i+) if i3 < ri1
λx(i) if i3 = ri1 .
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Therefore, if (i, j) ∈ Γ, then the (i, j)-minor of (Jλx | x), denoted (Jλx ∧ x)i, j, is:
(Jλx ∧ x)i, j =
∣∣∣∣∣∣ Jλx[i, 1] x(i)Jλx[ j, 1] x( j)
∣∣∣∣∣∣ =

x(i+)x( j) − x(i)x( j+) if (i, j) ∈ Γ1 ∪ Γ2
x(i+)x( j) if (i, j) ∈ Γ3
−x(i)x( j+) if (i, j) ∈ Γ4
0 otherwise.
Proposition 3.2. The ideal Iλ of Jλ is a multi-homogeneous ideal of R.
Proof. It is enough to show that (Jλx∧x)i, j is multi-homogeneous for every (i, j) ∈ ⋃4i=1 Γi.
Since every element of Γ3 ∪ Γ4 is a monomial, it is clearly multi-homogeneous. Every
binomial corresponding to an index pair in Γ1 ∪ Γ2 can be written as
(3.1) x(i+)x( j) − x(i)x( j+).
Each monomial appearing in (3.1) has the same multi-degree, and hence (3.1) also is multi-
homogeneous. 
For simplicity, if (i, j) ∈ Γ1 ∪ Γ2, then we let
f (i, j) := (Jλx ∧ x)i, j = x(i+)x( j) − x(i)x( j+).
Consider the following subsets of R:
Hk = { f (i, j) | (i, j) ∈ Γk}, for k ∈ {1, 2},
H3 = {x(i+)x( j) | (i, j) ∈ Γ3},
H4 = {x(i)x( j+) | (i, j) ∈ Γ4}.
Let H =
⋃4
k=1 Hk. Then it is immediate to see
Iλ =
{ 〈0〉 if r1 = 1
〈H〉 otherwise.
Theorem 3.3 (Zaare-Nahandi and Zaare-Nahandi [20]). The set H is a Gröbner basis for
Iλ with respect to the graded reverse lexicographic order >grevlex.
The following is an immediate consequence of Theorem 3.3.
Corollary 3.4. The initial ideal in>grevlex (Iλ) of Iλ with respect to >grevlex is〈
x(i+)x( j) | (i, j) ∈ Γ1 ∪ Γ2 ∪ Γ3〉 .
Proof. By Theorem 3.3, in>grevlex (Iλ) is generated by
{x(i+)x( j) | (i, j) ∈ Γ1 ∪ Γ2 ∪ Γ3} and {x(i)x( j+) | (i, j) ∈ Γ4} .
Therefore, it is enough to show that if (i, j) = ((i1, i2, ri1 ), ( j1, j2, j3)) ∈ Γ4, then x(i)x( j+)
is also the leading term of one of the polynomials in ⋃3i=1 Hi. Since ri1 − 1 + j3 + 1 > ri1 ,
we find (i−, j+) ∈ Γ1 ∪ Γ3. This implies that there exists a polynomial in H1 ∪ H3 whose
leading term coincides with x(i)x( j+), and hence we completed the proof. 
Remark 3.5. Corollary 3.4 implies that ⋃3i=1 Hi is a minimal Gröbner basis for Iλ with re-
spect to>grevlex, but it is not a reduced Gröbner basis. Indeed, if (i, j) = ((i1, i2, i3), ( j1, j2, r j1−
1)) ∈ Γ1 and if i3 > 1, then
x(i+)x( j) − x(i)x( j+) ∈ H1.
Note that (i−, j+) ∈ Γ3. Thus x(i)x( j+) ∈ H3.
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Also suppose that i3 ≥ 2 and (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ2. Then (i−, j+) ∈ Γ3 if
j3 + 1 = r j1 ; (i−, j+) ∈ Γ2 otherwise. This means that the second term of
x(i+)x( j) − x(i)x( j+) ∈ H2
is divisible by x(i)x( j+) ∈ H3 if j3 + 1 = r j1 ; it is divisible by the leading term of
x(i)x( j+) − x(i−)x( j++) ∈ H2
otherwise.
⋃3
i=1 Hi is therefore not reduced. In the rest of this subsection, we construct a
reduced Gröbner basis for Iλ with respect to >grevlex from the minimal Gröbner basis H.
Notation 3.6. Let (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ2. For simplicity, we denote (i1, i2, 1)
by i∗ and ( j1, j2, i3 + j3) by j∗. Then we let g(i, j) be the binomial x(i+)x( j) − x(i∗)x( j∗).
Consider the following subsets of R:
G1 =
{
x(i+)x( j) | (i, j) ∈ Γ1 ∪ Γ3} and G2 = {g(i, j) | (i, j) ∈ Γ2} .
Define G to be {0} if r1 = 1 and to be G1 ∪ G2 otherwise. We prove that G is a reduced
Gröbner basis for Iλ with respect to >grevlex. The following two lemmas can be regarded as
a reduction process that transforms H to G.
Lemma 3.7. Let (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ1. Then x(i+)x( j) ∈ Iλ.
Proof. As j3 < r j1 and i3 + j3 ≥ r j1 + 1, we have 1 ≤ i3 + j3 − r j1 < i3 < ri1 . Thus
((i1, i2, i3 + j3 − r j1 ), ( j1, j2, r j1)) ∈ Γ3, and hence x(i1, i2, i3 + j3 − r j1 + 1)x( j1, j2, r j1) ∈
H3 ⊆ Iλ. Since
x(i1, i2, i3+1)x( j) =
r j1− j3−1∑
p=0
f ((i1, i2, i3−p), ( j1, j2, j3+p))+x(i1, i2, i3+ j3−r j1+1)x( j1, j2, r j1)
and since f ((i1, i2, i3−p), ( j1, j2, j3+p)) ∈ Iλ for each p ∈ {0, . . . , r j1− j3−1}, the monomial
x(i1, i2, i3 + 1)x( j1, j2, j3) is an element of Iλ. 
Lemma 3.8. The ideal Iλ of Jλ is generated by G.
Proof. We can assume r1 > 1, since otherwise Iλ = 〈0〉 and G = {0}. First, we show
Iλ ⊆ 〈G〉. To do so, it is enough to prove that Hk ⊆ 〈G〉 for each k ∈ {1, 2, 3, 4}. By
definition, it is clear that H3 ⊆ G1 ⊆ 〈G〉. As was shown before, H4 ⊆ G1 ⊆ 〈G〉.
Suppose (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ1, which implies x(i+)x( j) ∈ G1. Also,
i3 + j3 ≥ r j1 + 1, and so if i3 = 1, then j3 = r j1 , which is impossible. This implies(i−, j+) ∈ Γ1 ∪ Γ3, because i3 − 1 ≥ 1 and (i3 − 1) + ( j3 + 1) = i3 + j3 ≥ r j1 + 1. Hence
x(i)x( j+) ∈ G1, and thus f (i, j) ∈ 〈G1〉 ⊆ 〈G〉. Therefore, H1 ⊆ 〈G〉, and it remains only to
show that H2 ⊆ 〈G〉.
Let (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ2. If i3 = 1, then f (i, j) = g(i, j) ∈ G2, and hence
we may assume i3 ≥ 2. As i3 − 1 ≥ 1 and (i3 − 1) + ( j3 + 1) = i3 + j3 ≤ r j1 ,
(i−, j+) ∈ Γ2.
Then f (i, j) = g(i, j) − g (i−, j+). Thus f (i, j) ∈ 〈G2〉 ⊆ 〈G〉.
To prove 〈G〉 ⊆ Iλ, it suffices to show that G1,G2 ⊆ Iλ. The containment G1 ⊆ Iλ follows
immediately from the definition of G1 and Lemma 3.7. To show G2 ⊆ Iλ, let (i, j) ∈ Γ2.
Then ((i1, i2, i3 − p), ( j1, j2, j3 + p)) ∈ Γ2 for every p ∈ {0, 1, · · · , i3 − 1}. It is easy to see
that g(i, j) is the sum of the binomials f ((i1, i2, i3 − p), ( j1, j2, j3 + p)), 0 ≤ p ≤ i3 − 1. In
particular, g(i, j) ∈ 〈H2〉 ⊆ Iλ, and hence G2 ⊆ Iλ. 
Proposition 3.9. The set G is a reduced Gröbner basis for Iλ with respect to >grevlex.
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Proof. From the construction of G and Corollary 3.4, it follows that the leading terms
of the polynomials in G generate in>grevlex (Iλ). Thus G is a Gröbner basis for Iλ with the
desired monomial order. The leading coefficient of each element of G is 1. Since Γ1 ∪ Γ3
and Γ2 are disjoint, no leading term of an element in G divides any other such leading term.
Furthermore, if g is a binomial in G, i.e., g(i, j) = x(i+)x( j)− x(i∗)x( j∗) for some (i, j) ∈ Γ2,
then the non-leading term of g is not divisible by the leading terms of the elements in G,
because ((i1, i2, 0), ( j1, j2, i3 + j3)) < Γ. Therefore, G is reduced. 
The following corollary is a consequence of either Proposition 3.9 or Remark 3.5.
Corollary 3.10. The eigenscheme associated to Jλ is non-degenerate; that is, it is not a
subscheme of any proper linear subspace of Pr−1.
Proof. If r1 = 1, then Iλ = 〈0〉, and hence there is nothing to prove. So assume that
r1 , 1. It is enough to show that the saturation of Iλ with respect to the irrelevant ideal
m = 〈x(i) | i ∈ Λ〉 of R contains no linear forms.
Suppose for the contradiction that Iλ : m∞ contains a linear form L =
∑
i∈Λ c(i)x(i) with
c(i) ∈ K. Then there exists a positive integer m such that x(1, 1, 1)mL ∈ Iλ. Since L is
non-zero, there must be an i ∈ Λ such that c(i) , 0. Assume that i is the largest such
element of Λ. Then the leading monomial of x(1, 1, 1)mL is x(1, 1, 1)mx(i). This monomial
is not an element of in>grevlex (Iλ), because it is not a multiple of the leading monomials of
any element of G. This is a contradiction, and thus there are no linear forms contained in
Iλ : m∞. 
Remark 3.11. Let A ∈ Kr×r . Suppose that λ ∈ K is the only eigenvalue of A. Then
Corollary 3.10 implies that the generalized eigenspace of A corresponding to λ coincides
with the scheme-theoretic linear span of the eigenscheme of A.
3.2. Primary decomposition of Iλ. The remainder of this section is devoted to a primary
decomposition of Iλ into ℓ ideals. For j ∈ {1, . . . , ℓ} let
Λ j = {(i1, i2, i3) ∈ Λ | 1 ≤ i1 ≤ j}.
Consider the following two subsets of Λ:
Λ j,1 = {(i1, i2, i3) ∈ Λ j | r j + 1 ≤ i3 ≤ ri1 } and Λ j,2 = Λ \ Λ j.
Note that Λ1,1 = Λℓ,2 = ∅. We define two ideals of R as follows:
I j,1 =
{ 〈0〉 if j = 1〈
x(i)
∣∣∣ i ∈ Λ j,1 〉 if 2 ≤ j ≤ ℓ and I j,2 =
{ 〈
x(i)
∣∣∣ i ∈ Λ j,2 〉 if 1 ≤ j ≤ ℓ − 1
〈0〉 if j = ℓ.
Let I j be the sum of I j,1 and I j,2. The following example illustrates the notation.
Example 3.12. Let ℓ = 3, k1 = k2 = k3 = 1, r1 = 4, r2 = 3, and r3 = 2, i.e.,
Jλ =

λ 1
λ 1
λ 1
λ
λ 1
λ 1
λ
λ 1
λ

.
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Then
Λ1 = {(1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 1, 4)},
Λ2 = Λ1 ∪ {(2, 1, 1), (2, 1, 2), (2, 1, 3)},
Λ3 = Λ.
We thus obtain Λ1,1 = Λ3,2 = ∅ and
Λ1,2 = {(2, 1, 1), (2, 1, 2), (2, 1, 3), (3, 1, 1), (3, 1, 2)},
Λ2,1 = {(1, 1, 4)},
Λ2,2 = {(3, 1, 1), (3, 1, 2)},
Λ3,1 = {(1, 1, 3), (1, 1, 4), (2, 1, 3)}.
This implies I1,1 = I3,2 = 〈0〉 and
I1,2 = 〈x(2, 1, 1), x(2, 1, 2), x(2, 1, 3), x(3, 1, 1), x(3, 1, 2)〉 ,
I2,1 = 〈x(1, 1, 4)〉 ,
I2,2 = 〈x(3, 1, 1), x(3, 1, 2)〉 ,
I3,1 = 〈x(1, 1, 3), x(1, 1, 4), x(2, 1, 3)〉 ,
from which it follows that
I1 = 〈x(2, 1, 1), x(2, 1, 2), x(2, 1, 3), x(3, 1, 1), x(3, 1, 2)〉 ,
I2 = 〈x(1, 1, 4), x(3, 1, 1), x(3, 1, 2)〉 ,
I3 = 〈x(1, 1, 3), x(1, 1, 4), x(2, 1, 3)〉 .
It is easy to check (e.g., with Macaulay2 [6]) that Iλ + I1, Iλ + I2, and Iλ + I3 are the three
primary components in a primary decomposition of Iλ.
Let j ∈ {1, . . . , ℓ} and let qλ, j = Iλ+ I j. Example 3.12 suggests that ⋂ℓj=1 qλ, j is a primary
decomposition of Iλ. The next proposition establishes that the intersection is correct.
Proposition 3.13. Iλ =
⋂ℓ
j=1 qλ, j.
Proof. We only need to show Iλ ⊇ ⋂ℓj=1(Iλ + I j), as the other containment is obvious. It
suffices to show that
p⋂
j=1
(Iλ + I j) = Iλ + Ip,2
for every p ∈ {1, . . . , ℓ}, because then ⋂ℓj=1(Iλ + I j) = Iλ + Iℓ,2 = Iλ + 〈0〉 = Iλ. Since
I1,1 = 〈0〉, we have I1 = I1,2. Therefore, the statement is trivial for p = 1. Suppose that⋂p
j=1(Iλ + I j) = Iλ + Ip,2 for some p. Then
p+1⋂
j=1
(Iλ + I j) = (Iλ + Ip,2) ∩ (Iλ + Ip+1).
Since (Iλ + Ip,2) ⊇ Iλ and Ip,2 ⊇ Ip+1,2, the modular law for ideals implies
(Iλ + Ip,2) ∩ (Iλ + Ip+1) = Iλ + (Iλ + Ip,2) ∩ Ip+1
= Iλ + (Iλ + Ip,2) ∩ (Ip+1,1 + Ip+1,2)
= Iλ + Ip+1,2 + (Iλ + Ip,2) ∩ Ip+1,1.
Therefore, it is enough to show that
(3.2) (Iλ + Ip,2) ∩ Ip+1,1 ⊆ Iλ.
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To do so, we first prove that (Iλ + Ip,2) ∩ Ip+1,1 = Iλ ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1. Clearly,
(Iλ + Ip,2) ∩ Ip+1,1 ⊇ Iλ ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1. Thus we need to show the containment
(3.3) (Iλ + Ip,2) ∩ Ip+1,1 ⊆ Iλ ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1.
Denote by xp the vector of variables x(i), i ∈ Λp. Let Jλ(p) =
⊕p
i=1 kiJλ,ri and Iλ(p) the
ideal generated by the entries of Jλ(p)xp ∧ xp. Then
Iλ + Ip,2 = Iλ(p) + Ip,2.
Let f1 ∈ (Iλ(p) + Ip,2) ∩ Ip+1,1. Then there exist f2 ∈ Iλ(p) and h ∈ Ip,2 such that
f1 = f2 + h. Let S = K[x(i) | i ∈ Λp] and let {g1, . . . , gm} ⊂ S [x(i) | i ∈ Λp,2] be a
generating set for Iλ(p). Let f2 = a1g1 + · · · + amgm with a1, . . . , am ∈ R. Since R can be
identified with S [x(i) | i ∈ Λp,2], by the definition of Ip,2, we can write ai = a′i +a′′i for each
i ∈ {1, . . . ,m}, where a′i ∈ S and a′′i ∈ Ip,2. Therefore,
f2 =
m∑
i=1
a′gi +
m∑
i=1
a′′i gi
with
∑m
i=1 a
′
igi ∈ S and
∑m
i=1 a
′′
i gi ∈ Iλ(p) ∩ Ip,2. Thus we may assume f2 ∈ S ∩ Iλ(p).
Similarly, one can show that there exist f ′2 ∈ S ∩ Ip+1,1 and h′ ∈ Ip,2 ∩ Ip+1,1 such thatf1 = f ′2 + h′. Thus we get f1 = f2 + h = f ′2 + h′, which implies f2 − f ′2 = h′ − h ∈ Ip,2. This
means f2 − f ′2 = 0 (and hence h− h′ = 0), because f2 − f ′2 ∈ S . Thus, f2, f ′2 ∈ Iλ(p)∩ Ip+1,1
and h, h′ ∈ Ip,2 ∩ Ip+1,1. Therefore, f1 = f2 + h ∈ Iλ(p) ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1, from which
(Iλ + Ip,2) ∩ Ip+1,1 = (Iλ(p) + Ip,2) ∩ Ip+1,1 ⊆ Iλ(p) ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1
follows. Because
Iλ(p) ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1 ⊆ Iλ ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1,
we proved containment (3.3). Therefore, we get the equality
(Iλ + Ip,2) ∩ Ip+1,1 = Iλ ∩ Ip+1,1 + Ip,2 ∩ Ip+1,1.
To prove (3.2), it is sufficient to show that Ip,2 ∩ Ip+1,1 ⊆ Iλ, because Iλ∩ Ip+1,1 is clearly
a subset of Iλ. Since Λp+1,1 and Λp,2 are disjoint, we obtain
Ip,2 ∩ Ip+1,1 =
〈
x(i)x( j)
∣∣∣ i ∈ Λp+1,1, j ∈ Λp,2 〉 .
Let i = (i1, i2, i3) ∈ Λp+1,1 and j = ( j1, j2, j3) ∈ Λp,2. Then i3 ≥ rp+1 + 1 and j1 > p. Thus
rp+1 ≥ r j1 , and hence
i3 + j3 ≥ rp+1 + 1 + 1 > r j1 + 1,
which implies that i3 − 1 + j3 ≥ r j1 + 1. Thus (i−, j) ∈ Γ1 ∪ Γ3, and hence the monomial
x(i)x( j) is contained in Iλ by Lemma 3.7. Therefore, we proved Ip,2 ∩ Ip+1,1 ⊆ Iλ, which
completes the proof. 
Our goal is Theorem 3.20 which shows that each ideal in the decomposition in Propo-
sition 3.13 is primary. For this we need some preparation.
Proposition 3.14. For each j ∈ {1, . . . , ℓ}, let G′j = {x(i) | i ∈ Λ j,1 ∪ Λ j,2}. Then G ∪G′j is
a Gröbner basis for qλ, j with respect to >grevlex.
Proof. We us Notation 3.1 and Notation 3.6. Since G is a Gröbner basis for Iλ with respect
to >grevlex and G1 and G′j consist of monomials, it suffices to show that if f1 ∈ G2 and
f2 ∈ G′j, then S ( f1, f2) reduces to 0 modulo G ∪ G′j. Let f1 ∈ G2 and let f2 ∈ G′j. Then
there exist a (i, j) = ((i1, i2, i3), ( j1, j2, j3)) ∈ Γ2 such that
f1 = x(i+)x( j) − x(i∗)x( j∗)
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and a ∈ Λ j,1 ∪ Λ j,2 such that f2 = x(a). First assume that LCM(LT ( f1), LT ( f2)) =
x(i+)x( j)x(a). Then
S ( f1, f2) = −x(i∗)x( j∗)x(a),
and hence, it is a multiple of x(a). Therefore S ( f1, f2) reduces to 0 modulo G ∪G′j.
If j ∈ Λ j,2, then S ( f1, f2) is a multiple of an element of G′j. We thus assume that i, j <
Λ j,2. If a ∈ Λ j,2, then LT ( f1) and LT ( f2) are relatively prime, or LCM(LT ( f1), LT ( f2)) =
x(i+)x( j)x(a). Thus, we may assume that a ∈ Λ j,1.
Next assume that LCM(LT ( f1), LT ( f2)) , x(i+)x( j)x(a). Then a ∈ {i+, j}, and thus
S ( f1, f2) = −x(i∗)x( j∗). If a = i+, then r j + 1 = ri1 − (ri1 − r j) + 1 ≤ i3 + 1, while if a = j,
then r j + 1 ≤ j3. In either case, r j + 1 ≤ i3 + j3, and hence j∗ = ( j1, j2, i3 + j3) ∈ Λ j,1.
Therefore, S ( f1, f2) reduces to 0 modulo G ∪G′j. 
To compute the Hilbert polynomial of R/qλ, j, for each j ∈ {1, . . . , ℓ}, let:
∆ j = {(i1, i2) ∈ ∆ | 1 ≤ i1 ≤ j} , Θ j =
{
(i1, i2, 1)
∣∣∣ (i1, i2) ∈ ∆ j } .
Proposition 3.15. Let R j = R/qλ, j. Then
HR j(t) = r j
(
t + k1 + · · · k j − 1
t
)
.
In particular, the scheme of qλ, j has dimension k1 + · · · + k j − 1 and degree r j.
Proof. For each monomial x of degree t in R, there exists a unique non-increasing sequence
i1, i2, · · · , it ∈ Λ such that x = x(i1)x(i2) · · · x(it). By Proposition 3.14,
(*) x < in>grevlex (Iλ + I j) if and only if i1, i2, · · · , it−1 ∈ Θ j and it ∈ Λ \ (Λ j,1 ∪ Λ j,2).
For each (i1, i2) ∈ ∆ j, let
M(i1 ,i2)(t) =
{
x(i1) · · · x(it) < in>grevlex (Iλ + I j)
∣∣∣ i1 = (i1, i2, 1)} .
and let H(i1,i2)(t) =
∣∣∣M(i1,i2)(t)∣∣∣. Then
HR j (t) =
∑
(i1 ,i2)∈∆ j
H(i1,i2)(t).
For every x ∈ M(i1 ,i2)(t), there exist a unique ( j1, j2) ∈ ∆ j and a unique x′ ∈ M( j1, j2)(t−1)
such that x = x(i1, i2, 1)x′. This implies
H(i1 ,i2)(t) =
∑
( j1 , j2)∈∆ j , ( j1, j2)≤(i1 ,i2)
H( j1, j2)(t − 1)
In particular, HR j(t) = H(1,1)(t + 1). By induction, one can deduce that
H(i1,i2)(t) = r j
(
t + ki1 − i2 + ki1+1 + · · · + k j − 1
t − 1
)
,
and hence obtain the desired equality
HR j (t) = H(1,1)(t + 1) = r j
(
t + k1 + k2 + · · · + k j − 1
t
)
. 
Corollary 3.16. Let j ∈ {1, . . . , ℓ}. Then, for every i ∈ Θ j, the element x(i) + qλ, j of R/qλ, j
is a non-zerodivisor.
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Proof. Let h ∈ R be an arbitrary t-form and let i ∈ Θ j. We want to show that if
(h + qλ, j)(x(i) + qλ, j) = qλ, j,
then h ∈ qλ, j. By (*) in the proof of Proposition 3.15, the remainder of h on division by
G ∪G′j is a linear combination of monomials of the form x(i1) · · · x(it), where i1, . . . , it−1 ∈
Θ j and it ∈ Λ \ (Λ j,1 ∪ Λ j,2). Therefore, without loss of generality, we may assume that
h is a linear combination of such monomials. Note that i1 ≥ · · · ≥ it. Thus there is no
polynomial in qλ, j whose leading monomial divides that of h · x(i), from which it follows
that h = 0. Therefore, we completed the proof. 
For each j ∈ {1, . . . , ℓ}, let h j = 〈x(i) | i ∈ Λ \ Θ j〉. Proposition 3.17 and Corollary 3.18
compute the radical of qλ, j.
Proposition 3.17. The radical of Iλ is hℓ.
Proof. Note that hℓ is the ideal of the eigenspace of Jλ. If K is algebraically closed, since
the zero-set of Iλ is the eigenspace, it follows from the Nullstellensatz that
√
Iλ = hℓ. If
K is arbitrary then a combinatorial proof can be given along the lines of the proof of the
previous statements in this section. With i = (i1, i2, i3) ∈ ∆ \ Θℓ, one can show that if
i3 ≥ ri1+22 , then x(i)2 ∈ Iλ; while if i3 ≤
ri1+1
2 , then x(i)β ∈ Iλ with β =
⌊
ri1−2i3+1
i3−1
⌋
. We omit,
however, the detailed proof for the sake of brevity. 
Corollary 3.18. For each i ∈ {1, . . . , ℓ}, the radical of qλ, j is h j.
Proof. It is well-known that
√
Iλ + I j =
√√
Iλ +
√
I j.
Recall that
√
Iλ = 〈x(i) | i ∈ Λ \ Θℓ〉 and
√
I j = I j = 〈x(i) | i ∈ Λ j,1 ∪ Λ j,2〉. Since
Λ j,1 ⊆ Λ \ Θℓ and Θℓ \ Λ j,2 = Θ j, we get√
Iλ +
√
I j =
〈
x(i)
∣∣∣ i ∈ (Λ \ Θℓ) ∪Λ j,1 ∪ Λ j,2 〉
=
〈
x(i)
∣∣∣ i ∈ Λ \ Θ j 〉 ,
which completes the proof. 
The following corollary shows that, for each j ∈ {1, . . . , ℓ}, qλ, j is cellular, i.e., each
variable of R is either a non-zerodivisor or nilpotent in R/qλ, j (see [4, Section 6]).
Corollary 3.19. For each j ∈ {1, . . . , ℓ}, the ideal qλ, j is cellular.
Proof. A monomial is a non-zerodivisor modulo qλ, j if and only if all its variables are such,
and it is nilpotent if and only if one of its variables is nilpotent. Corollary 3.16 shows that
x(i) + qλ, j is a non-zerodivisor for every for every i of Θ j. Therefore, it is enough to prove
that x(i) is nilpotent for every i < Θ j. The case i < Θℓ is Proposition 3.17, and if i ∈ Λ \Θ j,
but i < Λ \ Θℓ, then x(i) ∈ I j ⊆ qλ, j. In particular, x(i) + qλ, j is nilpotent in R/qλ, j. 
Theorem 3.20. For each j ∈ {1, . . . , ℓ}, qλ, j is primary. In particular, the decomposition of
Iλ in Proposition 3.13 is a primary decomposition.
Proof. Theorem 8.1 in [4] shows that the binomial part of every associated prime of qλ, j is
a prime lattice ideal associated to the elimination ideal
(3.4)
(
qλ, j : x(a)
)
∩ K
[
x(i)
∣∣∣ i ∈ Θ j ] ,
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for some a ∈ Λ \ (Θ j ∪ Λ j,1 ∪ Λ j,2). Since Iλ and I j are multi-homogeneous, so is qλ, j and
hence qλ, j : x(a). This implies that the ideal (3.4) is multi-homogeneous in K[x(i) | i ∈
Θ j], with its multi-grading inherited from R. Now, every multi-homogeneous ideal in
K[x(i) | i ∈ Θ j] is monomial, because there is only one variable in each multi-degree,
and the multi-degrees are linearly independent. Consequently the binomial parts of all
associated primes of qλ, j are zero and thus h j is its only associated prime. 
Remark 3.21. In general binomial primary decomposition is sensitive to the characteristic
of K. For example, 〈xp − 1〉 is primary in characteristic p, but factors in all other charac-
teristics. The primary decomposition in Theorem 3.20 is valid in every charactersistic and
without an algebraically closedness assumption because all appearing characters of associ-
ated primes are zero. In this case [4, Corollary 2.2] applies even without the algebraically
closedness assumption.
Remark 3.22. The primary decomposition in Theorem 4.22 is also a mesoprimary decom-
position according to [11, Definition 13.1]. All occurring ideals are mesoprimary since
they are primary over C by [11, Corollary 10.7]. The decomposition itself is mesopri-
mary since all occurring associated mesoprimes are equal to one of the h j by the multi-
homogeneity argument in the proof of Theorem 3.20. However, the decomposition is not
a combinatorial mesoprimary decomposition, essentially because the intersection of the
monomial parts of the components are not aligned.
The following example illustrates how the information in the primary decomposition is
sufficient to reconstruct the Jordan structure of a matrix with a single eigenvalue.
Example 3.23. Let A ∈ K17×17 with a single eigenvalue λ ∈ K, and suppose that the
primary decomposition of IA =
⋂3
i=1 Ii has three components. Suppose further that the
Hilbert functions of the components satisfy
(3.5) HR/Ii (t) =

4(t + 1) i = 1
3
(
t+2
2
)
i = 2
2
(
t+5
5
)
i = 3.
Then, by Proposition 3.15, it follows that the Jordan block decomposition Jλ =
⊕ℓ
i=1 ki Jλ,ri
has ℓ = 3, r1 = 4, r2 = 3, and r3 = 2. Additionally (3.5) yields the following linear relations
among k1, k2, and k3: 
k1 = 2
k1 + k2 = 3
k1 + k2 + k3 = 6,
from which it follows that k1 = 2, k2 = 1, and k3 = 3. This means that Jλ consists of two
Jordan blocks of size 4, one Jordan block of size 3, and three Jordan blocks of size 2.
The following corollary explains when a square matrix is diagonalizable from a new
commutative algebra point of view.
Corollary 3.24. Let A ∈ Kr×r have a single eigenvalue, which lies in K. Then A is diago-
nalizable if and only if IA is radical.
Proof. Let A have eigenvalue λ and Jordan canonical form Jλ =
⊕ℓ
i=1 kiJλ,ri . Then A is
diagonalizable if and only if the Jordan blocks in Jλ are all of size 1. So, by Proposition 2.5,
it is sufficient to show that the latter condition is equivalent to radicality of Iλ.
If the Jordan blocks in Jλ are all of size 1, then Iλ is the zero ideal and hence it is radical.
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Now assume that Iλ is radical. Proposition 3.17 implies that Iλ = hℓ. By the definition of
hℓ, and the fact that Iλ does not contain any linear polynomials, we must have that Θℓ = Λ.
Hence all the Jordan blocks have size 1. 
We close this section by stating the following geometric property of the zero-dimensional
eigenscheme of a square matrix with a single eigenvalue.
Proposition 3.25. Let r ≥ 2 and let A ∈ Kr×r with a single eigenvalue, which lies in K. If
the eigenscheme of A is zero-dimensional, then it is curvilinear.
Proof. Let ZA be the eigenscheme of A. It suffices to show that ZA can be embedded in
a non-singular curve. This is trivial if r = 2, so suppose r ≥ 3. By Proposition 2.5, we
may assume that A is in Jordan canonical form. Since the eigenspace of A has dimension
1, there is only a single Jordan block. An easy calculation shows that the ideal of ZA is
generated by the 2× 2 minors of the 2× r matrix
(
x0 x1 ... xr−2 xr−1
x1 x2 ... xr−1 0
)
. The 2× 2 minors of the
submatrix consisting of the first r−1 columns generate the ideal of a rational normal curve
in Pr−1 [7, Example 1.16]. Thus this rational normal curve contains ZA as a subscheme. 
4. IDEALS OF GENERAL JORDAN MATRICES
Let J be a Jordan matrix with at least two distinct eigenvalues. In this section we find
a primary decomposition of the ideal of J. We begin with the case that J has exactly two
distinct eigenvalues. The general case is obtained by induction.
Let A ∈ Kr×r and let B ∈ Ks×s. Let R = K[x1, . . . , xr, y1, . . . , ys] be the bi-graded
polynomial ring with bi-grading given as follows:{
deg(xi) = (1, 0) for i ∈ {1, . . . , r},
deg(y j) = (0, 1) for j ∈ {1, . . . , s}.
The bi-graded piece of R in bi-degree (1, 1) is denoted by R(1,1). Let x and y be the vectors
of variables x1, . . . , xr and y1, . . . , ys respectively. We denote the sets of entries Ax ∧ x,
By ∧ y, and
(A ⊕ B)
(
x
y
)
∧
(
x
y
)
by LA, LB, and LA⊕B respectively. Let IA⊕B = 〈LA⊕B〉. Recall that A[α, :] denotes the α-th
row of A. By definition of LA⊕B, we get
(4.1) IA⊕B = 〈LA〉 + 〈LB〉 +
〈
A[α, :]x yβ − B[β, :]y xα
∣∣∣ (α, β) ∈ Ω〉 ,
where Ω = {(i, j) | 1 ≤ i ≤ r, 1 ≤ j ≤ s}. Put Ω in the ordering defined by (i1, j1) > (i2, j2)
when i1 < i2 or i1 = i2 and j1 < j2. Let T = {xiy j | (i, j) ∈ Ω}, and note that this is a basis
for R(1,1). Let Φ be the |Ω| × |Ω| matrix whose (α, β)-th row is the coordinate vector of
A[α, :]x yβ − B[β, :]y xα
with respect to T , i.e., the ((α, β), (i, j))-entry of Φ is
(4.2) Φ[(α, β), (i, j)] =

A[α, α] − B[β, β] if (α, β) = (i, j),
−B[β, j] if i = α and j , β,
A[α, i] if i , α and j = β,
0 otherwise.
Example 4.1. Consider the following two matrices:
A =
( −1 4
−1 3
)
and B =
( −7 9
−4 5
)
.
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Let R = K[x1, x2, y1, y2], let x =
(
x1 x2
)T
, and let y =
(
y1 y2
)T
. Then
∣∣∣∣∣∣ A[α, :]x xαB[β, :]y yβ
∣∣∣∣∣∣ =

6x1y1 − 9x1y2 + 4x2y1 if (α, β) = (1, 1),
4x1y1 − 6x1y2 + 4x2y2 if (α, β) = (1, 2),
−x1y1 + 10x2y1 − 9x2y2 if (α, β) = (2, 1),
−x1y2 + 4x2y1 − 2x2y2 if (α, β) = (2, 2).
Therefore, we obtain
Φ =

6 −9 4 0
4 −6 0 4
−1 0 10 −9
0 −1 4 −2
 .
Since detΦ = 16, the rank of Φ is 4.
Proposition 4.2. If rank(Φ) = rs, then IA⊕B = 〈LA, y1, . . . , ys〉 ∩ 〈LB, x1, . . . , xr〉.
Proof. First we show the following set equality:
(4.3) 〈LA, y1, . . . , ys〉 ∩ 〈LB, x1, . . . , xr〉 = 〈LA〉 + 〈LB〉 +
〈
xiy j
∣∣∣ (i, j) ∈ Ω〉 .
To prove (4.3), it is equivalent to show that
(4.4) 〈LA, y1, . . . , ys〉 ∩ 〈LB, x1, . . . , xr〉 = 〈LA〉 + 〈LB〉 + 〈x1, . . . , xr〉 ∩ 〈y1, . . . , ys〉.
The containment “⊇” follows immediately from the modular law for ideals plus the fact
that 〈LA〉 ⊆ 〈x1, . . . , xr〉 and 〈LB〉 ⊆ 〈y1, . . . , ys〉.
For the other containment let f ∈ 〈LA, y1, . . . , ys〉 ∩ 〈LB, x1, . . . , xr〉 be arbitrary. Then,
as we saw in the proof of Proposition 3.13, there exist a g ∈ 〈LA〉, an h ∈ 〈y1, . . . , ys〉, a
g′ ∈ 〈LB〉, and an h′ ∈ 〈x1, . . . , xr〉 such that f = g + h = g′ + h′. Since 〈LA〉 ⊆ 〈x1, . . . , xr〉
and 〈LB〉 ⊆ 〈y1, . . . , ys〉, we have
g − h′ = g′ − h ∈ 〈x1, . . . , xr〉 ∩ 〈y1, . . . , ys〉,
which means that there exists a p ∈ 〈x1, . . . , xr〉 ∩ 〈y1, . . . , ys〉 such that g′ − h = p. Thus
h = g′ − p ∈ 〈LB〉 + 〈x1, . . . , xr〉 ∩ 〈y1, . . . , ys〉.
Therefore,
f = g + h ∈ 〈LA〉 + 〈LB〉 + 〈x1, . . . , xr〉 ∩ 〈y1, . . . , ys〉,
which proves set equality (4.4).
Recall that T is a basis for R(1,1). By assumption,{
A[α, :]x yβ − B[β, :]y xα
∣∣∣ (α, β) ∈ Ω}
is also a basis for R(1,1), and hence〈
xiy j
∣∣∣ (i, j) ∈ Ω〉 and 〈A[α, :]x yβ − B[β, :]y xα ∣∣∣ (α, β) ∈ Ω〉
are the same ideal. Therefore, the proposition follows from (4.1) and (4.3). 
Example 4.3. Let A, B, R, x, y, and Φ be as given in Example 4.1. Since rankΦ = 2·2 = 4,
it follows from Proposition 4.2 that IA⊕B can be written as follows:
(4.5)
〈
(−x1 + 2x2)2, y1, y2
〉
∩
〈
(2y1 − 3y2)2, x1, x2
〉
,
where
det(Ax | x) = (−x1 + 2x2)2,
det(Bx | x) = (2y1 − 3y2)2.
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It is not hard to show that (4.5) is a primary decomposition of IA⊕B. This means that
the eigenscheme of A ⊕ B is the union of two primary components, both of which are of
dimension 0 and degree 2. The support of this eigenscheme is the union of two points of
P3 defined by −x1 + 2x2 = y1 = y2 = 0 and 2y1 − 3y2 = x1 = x2 = 0.
Let λ, µ ∈ K be distinct and let Jλ and Jµ be Jordan matrices with eigenvalues λ and µ
respectively. For simplicity, Iλ,µ denotes IJλ⊕Jµ . Since the Jordan canonical form of a matrix
is unique up to the order of the Jordan blocks, we may assume that there exist m, n ∈ N,
(k1, . . . , km) ∈ Nm, (k′1, . . . , k′n) ∈ Nn, and strictly decreasing sequences of positive integers
(r1, . . . , rm) and (r′1, . . . , r′n) such that
Jλ =
m⊕
i=1
ki Jλ,ri and Jµ =
n⊕
i=1
k′i Jµ,r′i .
Let ξλ =
∑m
i=1 kiri, let ξµ =
∑n
i=1 k′i r′i , and let R = K[x1, . . . , xξλ , y1, . . . , yξµ ]. Consider
the vector x of variables x1, . . . , xξλ and the vector y of variables y1, . . . , yξµ . Write Lλ for
the set of entries of Jλx ∧ x and Lµ for those of Jµy ∧ y.
Proposition 4.4. Let λ, µ ∈ K be distinct. Then
IJλ⊕Jµ = 〈Lλ, y1, . . . , yξµ〉 ∩ 〈Lµ, x1, . . . , xξλ〉.
Proof. Define
Πλ =
m⋃
i=1
{cri | 1 ≤ c ≤ ki} and Πµ =
n⋃
i=1
{
cr′i | 1 ≤ c ≤ k′i
}
.
Then
(4.6)
∣∣∣∣∣∣ Jλx[α, :] xαJµy[β, :] yβ
∣∣∣∣∣∣ =

(λ − µ)xαyβ − xαyβ+1 + xα+1yβ if α < Πλ and β < Πµ,
(λ − µ)xαyβ − xαyβ+1 if α ∈ Πλ and β < Πµ,
(λ − µ)xαyβ + xα+1yβ if α < Πλ and β ∈ Πµ,
0 otherwise.
Therefore, the ((α, β), (i, j))-entry of the ξλξµ × ξλξµ matrix (4.2) for A = Jλ and B = Jµ is
(4.7) Φ[(α, β), (i, j)] =

λ − µ if (α, β) = (i, j),
−1 if α ∈ Πλ, β < Πµ and (α, β + 1) = (i, j),
−1 if α < Πλ, β < Πµ and (α, β + 1) = (i, j),
1 if α < Πλ, β ∈ Πµ and (α + 1, β) = (i, j),
1 if α < Πλ, β < Πµ and (α + 1, β) = (i, j),
0 otherwise
by (4.6). Since (α, β) > (α, β + 1), (α + 1, β), if (i, j) > (α, β), then Φ[(α, β), (i, j)] = 0, and
hence Φ is an upper triangular matrix whose entries on the main diagonal are all λ − µ.
In particular, the determinant of Φ is (λ − µ)ξλξµ , and thus it is non-zero, because λ , µ
by assumption. As a result, rank(Φ) = ξλξµ. Therefore, the desired equality follows from
Proposition 4.2. 
Let n ∈ N and let λ1, . . . , λn ∈ K be pairwise distinct. For each i ∈ {1, . . . , n}, consider
a Jordan matrix Jλi with eigenvalue λi. Then, for each such i, there exist an ℓi ∈ N,
a (k(i)1 , . . . , k(i)ℓi ) ∈ Nℓi , and a (r
(i)
1 , . . . , r
(i)
ℓi
) ∈ Nℓi with r(i)1 > · · · > r(i)ℓi , so that Jλi can
be identified with
⊕ℓi
j=1 k
(i)
j Jλi ,r(i)j after a suitable permutation of the Jordan blocks. For
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each i ∈ {1, . . . , n}, let
Jλ1···λi =
i⊕
p=1
Jλp =
i⊕
p=1
ℓp⊕
j=1
k(p)j Jλp,r(p)j .(4.8)
Let ξi =
∑ℓi
j=1 k
(i)
j r
(i)
j and let R = K[x(i)1 , · · · , x(i)ξi | 1 ≤ i ≤ n]. For each i ∈ {1, . . . , n}, we
write xi for the vector of elements from the i-th block of variables, Lλi for the set of entries
of Jλi xi ∧ xi, and Iλi for the ideal 〈Lλi〉. If i ∈ {1, . . . , n}, the vector of variables obtained
by stacking x1, · · · , xi vertically is denoted by x1···i. Let Lλ1···λi be the set of entries of
Jλ1···λi x1···i ∧ x1···i and let Iλ1···λi = 〈Lλ1···λi〉. Consider the set
M =
{
x
(i)
1 , . . . , x
(i)
ξi
∣∣∣∣ 1 ≤ i ≤ n}
of variables of R. For each i ∈ {1, . . . , n}, define pi to be the ideal generated by M \
{x(i)1 , · · · , x(i)ξi }.
Theorem 4.5. Let n ≥ 2. Then Iλ1···λn =
⋂n
i=1
(〈Lλi〉 + pi).
Proof. The proof is by induction on n. For n = 2, the statement is just Proposition 4.4.
Assume now that the statement holds for matrices with m Jordan blocks and we wish to
show it for m + 1. We have Jλ1···λm+1 = Jλ1···λm ⊕ Jλm+1 , and by the induction hypothesis, it
suffices to show
(4.9) Iλ1···λm+1 =
〈
Lλ1···λm , x
(m+1)
1 , . . . , x
(m+1)
ξm+1
〉
∩
〈
Lλm+1 , x
(1)
1 , . . . , x
(1)
ξ1
, . . . , x
(m)
1 , . . . , x
(m)
ξm
〉
.
Define a bi-grading on R by
deg x(i)α =
{ (1, 0) if 1 ≤ i ≤ m and 1 ≤ α ≤ ξi
(0, 1) if i = m + 1 and 1 ≤ α ≤ ξm+1.
Write R(1,1) for the bi-graded piece of R in bi-degree (1, 1). Let
Σ =
{
(i, α, β) ∈ N3
∣∣∣ 1 ≤ i ≤ m, 1 ≤ α ≤ ξi, 1 ≤ β ≤ ξm+1} .
We use an ordering on N2 defined as the ordering on Ω above. We define an ordering on Σ
by (i, α, β) > ( j, γ, δ) if and only if either i > j or i = j and (α, β) > (γ, δ).
Let Φ be the matrix (4.2) for A = Jλ1···λm and B = Jλm+1 . For each i ∈ {1, . . . , n}, let
Π
(i)
λi
=
ℓi⋃
j=1
{
cr
(i)
j
∣∣∣∣ 1 ≤ c ≤ k(i)j
}
.
If (i, α, β) ∈ Σ, then Jλ1···λi[α, :]x1···i = Jλi [α, :]xi. Thus, in the same way as we showed (4.7),
one can show that
Φ[(i, α, β), ( j, γ, δ)] =

λi − λm+1 if (i, α, β) = ( j, γ, δ),
−1 if i = j, α ∈ Π(i)
λi
, β < Π
(m+1)
λm+1
, and (α, β + 1) = (γ, δ),
−1 if i = j, α < Π(i)
λi
, β < Π
(m+1)
λm+1
, and (α, β + 1) = (γ, δ),
1 if i = j, α < Π(i)
λi
, β ∈ Π(m+1)
λm+1
, and (α + 1, β) = (γ, δ),
1 if i = j, α < Π(i)
λi
, β < Π
(m+1)
λm+1
, and (α + 1, β) = (γ, δ),
0 otherwise.
Assume that ( j, γ, δ) > (i, α, β). If i < j, then clearly Φ[(i, α, β), ( j, γ, δ)] = 0. Suppose
that i = j. Then (γ, δ) > (α, β). As indicated above, Φ[(i, α, β), ( j, γ, δ)] , 0 if and only if
( j, γ, δ) ∈ {(i, α, β), (i, α, β+1), (i, α+1, β)}. In each case, (α, β) is greater or equal to (γ, δ).
Therefore, if (γ, δ) > (α, β), then Φ(i,α,β),( j,γ,δ) = 0. As a result, Φ is an upper triangular
matrix and the determinant of Φ is ∏mi=1(λi − λm+1)ξiξm+1 . Since λi , λm+1 by assumption,
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the determinant of Φ is non-zero. This implies that rank(Φ) = (∑mi=1 ξi)ξm+1. Thus (4.9)
follows from Proposition 4.2. Therefore, S (m + 1) is true under the assumption that S (m)
is true, and hence S (n) is true for every n ≥ 2 by induction. 
Example 4.6. Let A ∈ Kr×r be a diagonalizable matrix, let λ1, . . . , λn ∈ K be the distinct
eigenvalues of A, and let ki be the algebraic multiplicity of λi for each i ∈ {1, . . .n}. Then
A is similar to a Jordan matrix Jλ1···λn of the form (4.8) with ℓi = 1, r(i)1 = 1, and k(i)1 = ki for
each i ∈ {1, . . .n}. Since Lλi = 0, it follows from Theorem 4.5 that
Iλ1···λn =
n⋂
i=1
pi
is the prime decomposition of Iλ1···λn . In particular, Iλ1···λn is radical. As is stated in Propo-
sition 2.5, the two ideals IA and Iλ1···λn differ only by a linear change of coordinates, and
thus IA is also radical.
Let A ∈ Kr×r and let λ1, . . . , λn ∈ K be the distinct eigenvalues of A. Then A is similar
to a Jordan matrix Jλ1···λn of the form (4.8), and thus there exists an invertible matrix C ∈
Kr×r such that Jλ1···λn = C−1AC. Let ZA and Zλ1···λn be the eigenschemes of A and Jλ1···λn
respectively. The linear change of coordinates determined by C induces an automorphism
ϕ of Pr−1. The proof of Proposition 2.5 implies ϕ(Zλ1···λn ) = ZA.
Let Zλi be the sub-scheme of Zλ1···λn of Iλi + pi for each i ∈ {1, . . . , n}. Then Theorem 4.5
implies that
Zλ1···λn =
n⋃
i=1
Zλi .
Let ZA,λi = ϕ(Zλi ) for each i ∈ {1, . . . , n}.
Corollary 4.7. The affine cone over the scheme-theoretic linear span of ZA,λi coincides
with the generalized eigenspace of A corresponding to λi.
Proof. Let i ∈ {1, . . . , n}. By the construction of Zλi and Corollary 3.10, the scheme-
theoretic linear span of Zλi is the linear subspace defined by pi and coincides with the
projectivization of the generalized eigenspace of Jλ1···λn corresponding to λi.
Corollary 4.7 follows from the fact that vi is a generalized eigenvector of Jλ1···λn corre-
sponding to λi if and only if C−1vi is a generalized eigenvector of A corresponding to λi. 
For each i ∈ {1, . . . , n}, let Ri = K[x(i)1 , . . . , x(i)ξi ], let Iλi be the ideal of Ri generated by
Lλi , and let Iλi =
⋂ℓi
j=1 qλi , j be the primary decomposition of Iλi given in Proposition 3.13.
By Theorem 3.20, Proposition 3.15, and Theorem 4.5, one obtains the following corollary.
Corollary 4.8. The ideal Iλ1···λn of Jλ1···λn has an irredundant primary decomposition
Iλ1···λn =
n⋂
i=1

ℓi⋂
j=1
(〈
qλi, j
〉
+ pi
) .
Furthermore, for each i ∈ {1, . . . , n} and j ∈ {1, . . . , ℓi},
HR/(〈qλi , j〉+pi)(t) = HRi/qλi , j (t) = r
(i)
j
(
t + k(i)1 + · · · k(i)j − 1
t
)
.
From Example 4.6, and Corollaries 3.24 and 4.8 one obtains the following corollary.
Corollary 4.9. Let A ∈ Kr×r have eigenvalues in K. The following conditions are equiva-
lent:
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(i) The matrix A is diagonalizable.
(ii) The ideal IA of A is radical.
(iii) The eigenscheme ZA of A is reduced.
The following is a consequence of Proposition 3.25 and Theorem 4.5.
Corollary 4.10. Let A ∈ Kr×r. If the eigenscheme ZA of A is of dimension 0, then ZA is
curvilinear.
5. EIGENSCHEMES AND TANGENT BUNDLES
The rest of the paper concerns an interpretation of eigenschemes via tangent bundles.
The eigenscheme of an r× r matrix can be expressed as the zero scheme of a global section
of the tangent bundle on Pr−1. This idea has been known to experts for a long time and
also appears in [15]. We expose it here because of its natural connection to the material
presented. We use standard notation from algebraic geometry and assume familiarity with
at least Chapters I and II in [8]. In the remaining two sections, the field K is assumed to be
algebraically closed of characteristic 0. This assumption is inherited from [3, Lemma 2.5].
Let K• be the Koszul complex, i.e., the complex {Kℓ, ∧ℓx}0≤ℓ≤r−1 with
Kℓ =
ℓ∧
Kr ⊗ OPr−1 (ℓ)
and ∧ℓx : ∧ℓ Kr ⊗ OPr−1 (ℓ) → ∧ℓ+1Kr ⊗ OPr−1 (ℓ + 1) given by
∧ℓx (ei1 ∧ · · · ∧ eiℓ ) =
r−1∑
i=0
xi ei ∧ ei1 ∧ · · · ∧ eiℓ .
The bundle TPr−1 is the image of ∧1x : Kr ⊗ OPr−1 (1) →
∧2Kr ⊗ OPr−1 (2):
0 // OPr−1 // Kr ⊗ OPr−1 (1) ∧
1 x
// TPr−1 // 0.
Note that H0(Pr−1,OPr−1 ) ≃ K, H1(Pr−1,OPr−1 ) = 0, and H0(Pr−1,Kr ⊗ OPr−1 (1)) ≃ Kr×r .
Thus, taking cohomology yields the following exact sequence:
0 // K // Kr×r H
0(∧1 x)
// H0(Pr−1, TPr−1 ) // 0.
Since the image of Ax under H0(∧1x) equals Ax ∧ x, we obtain the set equality
H0(Pr−1, TPr−1 ) = {Ax ∧ x | A ∈ Kr×r}.
This shows that every r × r matrix A yields a global section sA of TPr−1 . The kernel of
the map consists of scalar multiples of the identity matrix. An eigenvector v ∈ Kr of
A corresponds to a point of the zero scheme (sA)0 of sA. Therefore, the definition of an
eigenvector of a linear operator can be rephrased as follows. A non-zero vector v ∈ Kr is
an eigenvector of A if [v] lies in the zero scheme of the global section sA of TPr−1 .
Remark 5.1. Let A ∈ Kr×r be generic. Then the global section sA of TPr−1 is regular:
its zero locus has pure codimension r − 1. Its zero scheme is therefore zero-dimensional
and its length is the (r − 1)-st Chern class of TPr−1 . In other words, the number of linearly
independent eigenvectors for A coincides with cr−1(TPr−1 ) = r, as expected.
Remark 5.2. In Corollary 4.9, we showed that the condition for a matrix A ∈ Kr×r to be
diagonalizable is equivalent to the condition for the eigenscheme ZA of A to be reduced.
Since ZA can be identified with the zero scheme (sA)0 of the global section sA of TPr−1 , the
matrix A is diagonalizable if and only if (sA)0 is reduced.
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Let s0, s1 ∈ H0(Pr−1, TPr−1 ) be generic and let E be their dependency locus, i.e.,
E =
{
[v] ∈ Pr−1
∣∣∣ s0([v]) and s1([v]) are linearly dependent} .
Lemma 2.5 in [3], which requires K to be algebraically closed of characteristic 0, implies
that E is a non-singular curve.
Proposition 5.3. The genus of E is (r − 1)(r − 2)/2.
Proof. Let s = (s0, s1) be the sheaf morphism from the direct sum 2OPr−1 of two copies
of OPr−1 to TPr−1 . The Eagon-Northcott complex of the homomorphism of vector bun-
dles s∨ : Ω1
Pr−1 → 2OPr−1 is:
(5.1) 0 → (r − 2)Ωr−1
Pr−1 → (r − 3)Ωr−2Pr−1 → · · · → 2Ω3Pr−1 → Ω2Pr−1
∧2 s∨−→ OPr−1 ,
where (i−1)Ωi
Pr−1 denotes the direct sum of (i−1) copies of the i-th exterior power ofΩ1Pr−1 .
Since E has the expected codimension, complex (5.1) is a locally free resolution of OE .
Therefore, we obtain
χ(OE) = 1 −
r−1∑
j=2
(−1) j( j − 1)χ
(
Ω
j
Pr−1
)
.
Thus the Riemann-Roch theorem implies that
g(E) =
r−1∑
j=2
(−1) j( j − 1)χ
(
Ω
j
Pr−1
)
.
By the Bott formula for Pr−1 (see, for example, [18]), we obtain
χ
(
Ω
j
Pr−1
)
=
r−1∑
k=0
(−1)k dim Hk
(
Pr−1,Ω j
Pr−1
)
= (−1) j dim H j
(
Pr−1,Ω j
Pr−1
)
= (−1) j.
Therefore,
g(E) =
r−1∑
j=2
( j − 1) = (r − 1)(r − 2)
2
. 
6. THE DISCRIMINANT
The discriminant hypersurface is the hypersurface in P(Kr×r) formed by r × r matrices
with entries fromK which are not diagonalizable. It can also be thought of as the vanishing
hypersurface of the discriminant of the characteristic polynomial of a generic matrix. The
degree of this hypersurface is r(r − 1) as can be checked by comparing the discriminant
to the resultant of the characteristic polynomial and its derivative. Using our results it is
possible to express this degree geometrically in terms of the (r − 2)-nd Chern class of the
tangent bundle on Pr−1.
We define the discriminant D ⊆ P(Kr×r) to be the Zariski closure of the set{
[A] ∈ P(Kr×r)
∣∣∣ A is non-diagonalizable} .
Theorem 6.1. The discriminant D is a hypersurface of degree 2cr−2(TPr−1 ).
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Proof. First note that cr−2(TPr−1 ) = r(r−1)/2 (see Example 3.2.11 in [5]). We need to show
that the intersection of D with a generic line in P(Kr×r) consists of r(r − 1) points. We do
this by considering a pencil
L =
{
[λB + µC]
∣∣∣ [λ : µ] ∈ P1 }
formed by two generic r × r matrices B and C and counting the number of elements in L
that correspond to non-diagonalizable matrices.
Given a matrix A, recall that ZA denotes the corresponding eigenscheme. Let Σ be the
incidence correspondence:
Σ =
{
([A], [v]) ∈ P(Kr×r) × Pr−1
∣∣∣ [v] ∈ ZA } ,
and let π1 and π2 be the projections from Σ to P(Kr×r) and Pr−1 respectively. Consider the
following subset of Σ:
Σ0 =
{
([A], [v]) ∈ P(Kr×r) × Pr−1
∣∣∣ ZA is singular at [v] } .
Corollary 4.9 implies that A is not diagonalizable if and only if ZA is singular. This implies
that D can be identified with the Zariski closure of π1(Σ0).
Let E = π2(π−11 (L)). Then E is a curve, which is obtained as the dependency locus of
two global sections of TPr−1 . As was mentioned before, since sB and sC are generic because
of the choices of B and C, Lemma 2.5 in [3] implies that E is non-singular of codimension
r − 2 or E is a non-singular curve. Furthermore, the degree of E is cr−2(TPr−1 ) = r(r − 1)/2
(see, for example, Example 14.4.1 in [5]).
The pencil of the divisors (sB)0 and (sC)0 of E defines an r : 1 morphism Φ from E to L.
To find the number of elements of L that correspond to non-diagonalizable matrices, it is
therefore equivalent to finding the number of branch points of Φ.
Let P be the ramification divisor of Φ. Then it follows from the Riemann-Hurwitz
formula (see, for example, Corollary 2.4 in [8, Chapter 4]) that
2g(E) − 2 = r(2g(L) − 2) + deg P = deg P − 2r,
where g(E) and g(L) are genera of E and L respectively. Notice that, because of the gener-
icity of B and C, the ramification index for a point of E is at most two. Therefore, the
number of branch points of Φ equals deg P = 2g(E) + 2(r − 1). Thus, by Proposition 5.3,
we get
deg P = 2g(E) + 2(r − 1) = (r − 1)(r − 2) + 2(r − 1) = r(r − 1) = 2cr−2(TPr−1 ),
which completes the proof. 
Remark 6.2. In [1], the authors used similar ideas to generalize Theorem 6.1 to tensors,
where the formula for the degree of the discriminant of a tensor (i.e., the closure of the locus
of tensors that have fewer eigenvectors than expected) is given (see [1, Corollary 4.2]).
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