Introduction
Evolution by natural selection is a central idea in biology, and the concept of natural selection has influenced our view of biological systems tremendously. Likewise, evolution of artificial systems is an important component of artificial life, providing an important modeling tool and an automated design method. Genetic algorithms (GAs) are currently the most prominent and widely used models of evolution in artificial-life systems. GAs have been used both as tools for solving practical problems and as scientific models of evolutionary processes. The intersection between GAs and artificial life includes both, although in this article we focus primarily on GAs as models of natural phenomena. For example, we do not discuss topics such as "evolutionary robotics" in which the GA is used as a black box to design or control a system with lifelike properties, even though this is certainly an important role for GAs in artificial life. In the following, we provide a brief overview of GAs, describe some particularly interesting examples of the overlap between GAs and artificial life, and give our view of some of the most pressing research questions in this field. 2 
Overview of Genetic Algorithms
In the 1950s and 1960s several computer scientists independently studied evolutionary systems with the idea that evolution could be used as an optimization tool for engineering problems. In Goldberg's short history of evolutionary computation ( [42] , chap. 4) , the names of Box [21] , Fraser [39, 40] , Friedman [41] , Bledsoe [18] , and Bremermann [22] are associated with a variety of work in the late 1950s and early 1960s, some of which presages the later development of GAs. These early systems contained the rudiments of evolution in various forms-all had some kind of "selection of the fittest," some had population-based schemes for selection and variation, and some, like many GAs, had binary strings as abstractions of biological chromosomes.
In the later 1960s, Rechenberg [89] introduced "evolution strategies," a method first designed to optimize real-valued parameters. This idea was further developed by Schwefel [96, 97] , and the field of evolution strategies has remained an active area of research, developing in parallel to GA research, until recently when the two communities have begun to interact. For a review of evolution strategies, see [91. Also in the 1960s Fogel, Owens, and Walsh [36] developed "evolutionary programming." Candidate solutions to given tasks are represented as finite-state machines, and the evolutionary operators are selection and mutation. Evolutionary programming also remains an area of active research. For a recent description of the work of Fogel et al., see [34] .
GAs as they are known today were first described by John Holland in the 1960s and further developed by Holland and his students and colleagues at the University of Michigan in the 1960s and 1970s. book, Adaptation in Natural and Artificial Systems [55] , presents the GA as an abstraction of biological evolution and gives a theoretical framework for adaptation under the GA. Holland's GA is a method for moving from one population of "chromosomes" (e.g., bit strings representing organisms or candidate solutions to a problem) to a new population, using selection together with the genetic operators of crossover, mutation, and inversion. Each chromosome consists of "genes" (e.g., bits), with each gene being an instance of a particular "alíele" (e.g., 0 or 1). Selection chooses those chromosomes in the population that will be allowed to reproduce and decides how many offspring each is likely to have, with the fitter chromosomes producing on average more offspring than less fit ones. Crossover exchanges subparts of two chromosomes (roughly mimicking sexual recombination between two single-chromosome organisms); mutation randomly changes the values of some locations in the chromosome; and inversion reverses the order of a contiguous section of the chromosome, thus rearranging the order in which genes are arrayed in the chromosome. Inversion is rarely used in today's GAs, at least partially because of the implementation expense for most representations. A simple form of the GA (without inversion) works as follows:
1. Start with a randomly generated population of chromosomes (e.g., candidate solutions to a problem). 2 . Calculate the fitness of each chromosome in the population. 3 -Apply selection and genetic operators (crossover and mutation) to the population to create a new population. 4 . Go to step 2. This process is iterated over many time steps, each of which is called a "generation."
After several generations, the result is often one or more highly fit chromosomes in the population. It [42] . Introducing a population-based algorithm with crossover and inversion was a major innovation. Just as significant is the theoretical foundation Holland developed based on the notion of "schemata" [42, 55] . Until recently, this theoretical foundation has been the basis of almost all subsequent theoretical work on GAs, although the usefulness of this notion has been debated (see, e.g., [45] ). Holland's work was the first attempt to put computational evolution on a firm theoretical footing.
GAs in various forms have been applied to many scientific and engineering problems, including the following:
• Optimization. GAs have been used in a wide variety of optimization tasks, including numerical optimization (e.g., [63] ), and combinatorial optimization problems such as circuit design arid job shop scheduling.
• Automatic programming. GAs have been used to evolve computer programs for specific tasks (e.g., [69b and to design other computational structures, for example, cellular automata [80] and sorting networks [52] .
• Machine and robot learning. GAs have been used for many machine-learning applications, including classification and prediction tasks such as the prediction of dynamical systems [75] , weather prediction [92] , and prediction of protein structure (e.g., [95D. GAs have also been used to design neural networks (e.g., [15, 25, 47, 48, 67, 77, 81, 94, 105] ) to evolve rules for learning classifier systems (e.g., [54, 57] ) or symbolic production systems (e.g., [46] ), and to design and control robots (e.g., [29, 31, 50] ). For an overview of GAs in machine learning, see
De Jong [64, 65] .
• Economic models. GAs have been used to model processes of innovation, the development of bidding strategies, and the emergence of economic markets (e.g., [3] [4] [5] 58] ).
• Immune system models. GAs have been used to model various aspects of the natural immune system [17, 38] , including somatic mutation during an individual's lifetime and the discovery of multi-gene families during evolutionary time.
• Ecological models. GAs have been used to model ecological phenomena such as biological arms races, host-parasite coevolution, symbiosis, and resource flow in ecologies (e.g., [11, 12, [16, 35, 74, 931 ).
• Interactions between evolution and learning. GAs have been used to study how individual learning and species evolution affect one another (e.g., [1, 2, 13, 37, 53, 76, 82, 84, 102, 103] ).
• Models of social systems. GAs have been used to study evolutionary aspects of social systems, such as the evolution of cooperation [7, 8, 73, 78, 79] , the evolution of communication (e.g., [72, 104] ), and trail-following behavior in ants (e.g., [27, 68] To summarize, learning allows genetically coded partial solutions to get partial credit, rather than the all-or-nothing reward that an organism would get without learning. A common claim for learning is that it allows an organism to respond to unpredictable aspects of an environment-aspects that change too quickly for evolution to track genetically. Although this is clearly one benefit of learning, the Baldwin effect is different: It says that learning helps organisms adapt to genetically predictable, but difficult, aspects of the environment, and that learning indirectly helps these adaptations become genetically fixed. Consequently, the Baldwin effect is important only on fitness landscapes that are hard to search by evolution alone, such as the needle-in-a-haystack example given by Hinton and Nowlan.
As Hinton and Nowlan point out, the "learning" mechanism used in their experiments-random guessing-is completely unrealistic as a model of learning. Hinton and Nowlan point out that "a more sophisticated learning procedure only strengthens the argument for the importance of the Baldwin effect" ([531, p. 500). This is true insofar as a more sophisticated learning procedure would, for example, further smooth the original "needle-in-the-haystack" fitness landscape in Hinton Belew [13] and Harvey [49] . [94] . Other researchers are investigating the benefits of adding "Lamarckian" learning to the GA and have found in some cases that it leads to significant improvements in GA performance [2, 44] . In preliminary simulations, the Echo system has demonstrated surprisingly complex behavior (including something resembling a biological "arms race" in which two competing species develop progressively more complex offensive and defensive combat strategies), ecological dependencies among different species (e.g., a symbiotic "antcaterpillar-fly" triangle), and sensitivity (in terms of the number of different phenotypes) to differing levels of renewable resources [55] .
Some possible directions for future work on Echo include (1) studying the evolution of external tags as mechanisms for social communication; (2) extending the model to allow the evolution of "metazoans"-connected communities of agents that have internal boundaries and reproduce as a unit; this capacity will allow for the study of individual agent specialization and the evolution of multicellularity; (3) studying the evolutionary dynamics of schemata in the population; and (4) using the results from (3) to formulate a generalization of the well-known Schema Theorem based on endogenous fitness [56] . The [57] , the concept of a "quasi-morphism" is introduced to describe this modeling process formally.
There have been several modeling efforts based on learning classifier systems, including [19, 20, 32, 90, 91, 106, 107] . Each of these is a variation on the standard classifier system as described earlier, but each of the variations captures the major principles of classifier systems. For example, Riolo [90] Riolo makes several points about these experiments: (1) in the "pre-reward" phase, the rats learn the structure of the maze without explicit rewards; (2) [85, 86] ), cellular-automata models [24] , classifier systems [33] , and GAs [38] . In the last, GAs are used to model both somatic mutation (the process by which antibodies are evolved during the lifetime of an individual to match a specific antigen) and the more traditional type of evolution over many individual lifetimes of variable-, or V-, region gene libraries (the genetic material that codes for specific receptors).
The GA models of Forrest, Javornik, Smith, and Perelson [38] are based on a universe in which antigens (foreign material) and antibodies (the cells that perform the recognition) are represented by binary strings. More precisely, the binary strings are used to represent receptors on B cells and T cells and epitopes on antigens, although we refer to these (loosely) as antibodies and antigens. Recognition in the natural immune system is achieved by molecular binding-the extent of the binding being determined by molecular shape and electrostatic charge. The complex chemistry of antigen recognition is highly simplified in the binary immune system and modeled as string matching. The GA is used to evolve populations of strings that match specific antigens well. For strings of any significant length, a perfect match is highly improbable, so a partial matching rule is used that rewards more specific matches (i.e., matches on more bits) over less specific ones. This partial matching rule reflects the fact that the immune system's recognition capabilities need to be fairly specific in order to avoid confusing self molecules with foreign molecules.
In the models of Forrest et al., one population of antibodies and one of antigens is created, each randomly. For most experiments, the antigen population is held constant, and the antibody population is evolved under the GA. However, in some experiments the antigen population is allowed to coevolve with the antibodies (i.e., antigens evolve away from the antibodies while the antibodies are evolving toward the antigens). Antigens are "presented" to the antibody population sequentially (again, by analogy with the natural immune system), and high-affinity antibodies (those that match at many bit positions) have their fitnesses increased.
This binary immune system has been used to study several different aspects of the immune system, including (1) its ability to detect common patterns (schémas) in the noisy environment of randomly presented antigens [38] ; (2) its ability to discover and maintain coverage of the diverse antigen population [991; and (3) its ability to learn effectively, even when not all antibodies are expressed and not all antigens are presented [51] . This last experiment is particularly relevant to the more general question of how selection pressures operating only at the global, phenotypic level can produce appropriate low-level, genetic structures. The question is most interesting when the connection between phenotype and genotype is more than a simple, direct mapping. The multigene families (V-region libraries) of the immune system provide a good subject for experimentation from this point of view-the phenotype is not a direct mapping from the genotype, but the connection is simple enough that it can be studied analytically. In [51] , all antigens were exactly 64 bits. The V-region library was modeled as a set of four libraries, each with eight entries of length 16 (producing a genome with 512 bits). Antibodies were expressed by randomly choosing one entry from each library and concatenating them together to form one 64-bit antibody.
Recent work on the kind of genotype-phenotype relations that might be expected between a sequence (e.g., an RNA sequence) and its corresponding higher-order structure (e.g., its secondary structure) may also apply to modeling the immune system [591. For example, the interaction between the immune system and a rapidly evolving pathogen can be regarded as a system with rapidly changing fitness criteria at the level of the secondary structure. Yet, the immune system and pathogen are both coevolving through mutations at the genetic level. In a coevolutionary system such as this, the populations evolve toward relatively uncorrelated parts of the phenotype landscape where mutations have a relatively large effect on the secondary structure, thus facilitating the process of continuous adaptation itself. This is a similar point to that raised in [51] . Axelrod [6] has studied the PD and related games extensively. Early work, including the results of two tournaments that played pairs of human-designed strategies against each other, suggested that the best strategy for playing the iterated PD is one of the simplest: TIT FOR TAT. TIT FOR TAT cooperates on the first move and then, on subsequent moves, does whatever the other player did last. That is, it offers cooperation and then reciprocates it, but if the other player defects, TIT FOR TAT will retaliate with a defection. Axelrod [8] Lindgren [70] performed a series of experiments similar to Axelrod's second experiment but included the possibility of noise, in which players can make mistakes in folio-wing their strategies. He also allowed a more open-ended kind of evolution in which a "gene duplication" operator allowed the amount of memory available to a given strategy to increase. He observed some very interesting evolutionary dynamics, including periods of relative stasis with one or two strategies fairly stable in the population, punctuated by mass extinction events. Other work using computational evolution to discover PD strategies in the presence of noise or imperfect information about the past (both making the PD a more realistic model of social or political interactions) has been done by Miller [79] and Marks [73] , among others. 8 [30] . Given the fact that GA Artificial Life Volume 1, Number 3 performance is heavily dependent on the representation chosen, this lack of diversity is surprising. The 
