We consider communication over a multiple-input single-output (MISO) block fading channel in the presence of an independent noiseless feedback link. We assume that the transmitter and receiver have no prior knowledge of the channel state realizations, but the transmitter and receiver can acquire the channel state information (CSIT/CSIR) via downlink training and feedback. For this channel, we show that increasing the number of transmit antennas to infinity will not achieve an infinite capacity, for a finite channel coherence and a finite input constraint on the second or fourth moment. This insight follows from our new capacity bounds that hold for any linear and nonlinear coding strategies, and any channel training schemes. In addition to the channel capacity bounds, we also provide a characterization on the beamforming gain that is also known as array gain or power gain, at the regime with large number of antennas.
I. INTRODUCTION
Motivated by the increasing demand for higher data rates in wireless communication systems, a significant effort is being made to study the use of massive multiple-input multipleoutput (massive MIMO) systems [1] - [3] . As equipped with a large number of antennas, the massive MIMO system has potential to boost the channel's beamforming gain that is also known as array gain or power gain (cf. [4] , [5] ). In the massive MIMO channels, for example, in a massive multipleinput single-output (MISO) channel, the capacity may increase logarithmically with the number of antennas (cf. [4] - [7] ), which implies that infinitely massive antennas may allow us to achieve an infinite capacity, even with a finite power constraint at the transmitter. However, the above exciting result is based on the key assumption that the instantaneous fading coefficients are perfectly known to the receiver/transmitter (perfect CSIR/CSIT). In general, CSIT and CSIR entail channel training and feedback. In a typical system with frequency-division-duplex (FDD) mode, CSIT comes from channel training and feedback operating over the downlink channel and feedback channel respectively. The overhead of the training and feedback may in turn affect the channel capacity. Therefore, it remains open if a massive MIMO system could still provide a significant capacity benefit as we expected. Specifically, we might ask the following question: Can infinitely massive antennas always achieve an infinite capacity in a massive MIMO channel?
In this work, we study this question by focusing on a massive MISO block fading channel with output feedback. We assume that the transmitter and receiver have no prior Jinyuan Chen is with Louisiana Tech University, Department of Electrical Engineering, Ruston, USA (email: jinyuan@latech.edu). knowledge of the channel state realizations, but the transmitter and receiver can acquire the channel state information via downlink training and feedback. We begin with a simple case where the coherence of the channel block is T c = 2 and the input signals are limited by a finite second-moment constraint that is also known as long-term average power constraint. Since the coherence is T c = 2, the transmitter could use the first and the second channel uses of each channel block for channel training and data transmission, respectively. Based on this scheme, one might tentatively expect an infinite rate for the case with infinite number of transmit antennas, because a little channel state information might be very useful for this case. However, we show that in this setting increasing the transmit-antenna number to infinity will not yield an infinite capacity. The result holds for any linear and nonlinear coding strategies, and any channel training schemes. This result is in sharp contrast to the result of the setting with perfect CSIT/CSIR (e.g. through a genie-aided training and feedback), in which the capacity will go to infinity as the antenna number grows to infinity (cf. [7] ).
As a main contribution of this work, we derive capacity upper bound and lower bound for the MISO channel with feedback under the second moment and the fourth moment input constraints, respectively. The result reveals that increasing the transmit-antenna number to infinity will not yield an infinite capacity, for the case with a finite channel coherence and a finite input constraint on the second or fourth moment. In addition to the capacity bounds, this work also provides a characterization on the channel's beamforming gain at the regime with large number of antennas. Similarly to the degrees-offreedom metric (cf. [8] ) that usually captures the prelog factor of capacity at the high power regime, beamforming gain is used in this work to capture the prelog factor of capacity at the high antenna-number regime.
The capacity of the channels with feedback, or with imperfect CSIT/CSIR, has been studied extensively in the literature for varying settings, e.g., the point-to-point channels (see [9] - [12] and the references therein) and the broadcast channel (see [13] - [15] ). However, a common assumption in those works above is that imperfect CSIT and CSIR were acquired without considering the overhead in channel training. The channel training overhead can not be negligible when the number of channel parameters to be estimated is large and the channel coherence is relatively small. This work is categorized in the line of works studying the multiple-antenna networks where CSIT and CSIR were acquired via channel training with overhead, such as [16] - [20] . To the best of our knowledge, 2017 IEEE International Symposium on Information Theory (ISIT) 978-1-5090-4096-4/17/$31.00 ©2017 IEEE the previous works in this direction usually considered some specific assumptions, e.g., linear coding strategy, dedicated channel training (a certain time is dedicated specifically for channel training) and short-term input constraint. In this work, we study a broad setting that considers any linear and nonlinear coding strategies, any channel training schemes, any short-term and long-term input constraints.
The remainder of this work is organized as follows. Section II describes the system model. Section III provides the main results of this work. A sketch of the converse proof is shown in Section IV, while the details of proofs can be found in [21] due to the lack of space here. Throughout this work, (•) T , (•) * , (•) H and (•) −1 denote the transpose, conjugate, conjugate transpose and inverse operations respectively, || • || denotes the Euclidean norm. Logarithms are in base 2. • denotes the smallest integer not less than the argument. Random variable and random vector are usually denoted by the bold italic lowercase symbol (e.g., u) and bold italic lowercase symbol with underline (e.g., u) respectively.
II. SYSTEM MODEL
We consider a MISO channel where a transmitter with M (M ≥ 2) antennas sends information to a single-antenna user, as illustrated in Fig. 1 . The signal received by the user at time t is given as
denotes the M × 1 channel vector at time t, and h t,m denotes a channel coefficient of the mth transmit antenna at time t.
We assume a block fading model (cf. [17] , [22] ), in which the channel coefficients remain constant during a coherence block of T c channel uses and change independently from one block to the next, i.e.,
h Tc+Tc is independent of h ( +1)Tc+1 for = 0, 1, · · · , L − 1 and L = n/T c , where n, L and T c are assumed to be integers. We assume that the channel coefficients in each block are initially unknown to the transmitter and the user. At the end of each time t, the user can feed back the channel outputs to the transmitter over an independent feedback link. For simplicity we assume that the feedback link is noiseless (error-free) and with a unit time delay, i.e., at the beginning of time t + 1, the transmitter knows y t (y 1 , y 2 , · · · , y t ).
For this feedback communication of total n channel uses, the transmitter wishes to send the user a message index w that is uniformly distributed over {1, 2, · · · , 2 nR }. We specify a (2 nR , n) feedback code with encoding maps
that result in codewords (or code functions, more precisely) Then the user decodes the message with decoding mapŝ
We consider two cases of constraints on the input signals. At first we consider the second moment input constraint such that
where the expectation is over all possible noise and fading sequences as well as the message w. This second moment constraint is also known as the average power constraint. We then consider the fourth moment input constraint such that
where κ is a positive constant. The fourth moment input constraint has been introduced in several communication scenarios (cf.
[23]- [26] ). For some certain cases, imposing the fourth moment constraint is identical to imposing a limitation on the kurtosis that is a measure of peakedness of the signal (cf. [24] , [25] ). The probability of error P (n) e is defined as P (n) e 1 2 nR 2 nR w=1 Pr ŵ n (y n ) = w|w = w . A rate R (bits per channel use) is said to be achievable if there exists a sequence of (2 nR , n) codes with P (n) e → 0 as n → ∞. The capacity of this channel C is defined as the supremum of all achievable rates.
In this work, we specifically focus on the capacity effect of the channel with a large number of antennas, which may be captured by the metric of beamforming gain. For the capacity effect of the channel with high power, one might consider the metric of degrees-of-freedom that is beyond of the scope of this work. For a finite input constraint P (or κP ) and for a fixed α log Tc log M , α ≥ 0, that is the ratio between coherence and antenna number in a logarithmic scale, or equivalently T c M α , the beamforming gain of the channel is defined as
Similarly to the definition of generalized degrees-of-freedom (GDoF, see [27] ), the beamforming gain b(α) captures the capacity prelog factor for a class of channels with a fixed α, at the regime with a large number of antennas. This approximation on the capacity is a middle step, or perhaps the first step, for understanding the channel capacity. In this setting b = 0 means zero beamforming gain, while b = 1 denotes a full beamforming gain. For the ideal case with perfect CSIT and CSIR (e.g., through a genie-aided method) one might achieve a full beamforming gain. However, for this setting where CSIR and CSIT are acquired via downlink training and feedback, the beamforming gain is generally unknown so far. In the following we seek to characterize the beamforming gain of this setting.
III. MAIN RESULTS
This section provides the main results for a MISO channel with feedback defined in Section II. The details of the proofs can be found in [21] . Let us first revisit the ideal case of MISO channel with perfect CSIT and CSIR.
Proposition 1 (Ideal case). For the MISO channel with perfect CSIT and CSIR, and with a finite second-moment input constraint P , the channel capacity tends to log(1 + P M) for a large M .
Proposition 1 follows from a capacity expression provided in [7] for this ideal case and an asymptotic analysis (cf. [21] ). Proposition 1 reveals that the capacity of a MISO channel with perfect CSIT and CSIR will go to infinity as the antennanumber M grows to infinity, even with a finite input constraint P . Let us now go back to the MISO channel with feedback defined in Section II, where the transmitter and receiver have no prior knowledge of the channel state realizations, but the transmitter and receiver can acquire the CSIT/CSIR via downlink training and feedback. We begin with a specific case of coherence, T c = 2, and provide a capacity result in the following proposition. The above upper bound, as well as the bounds that will be provided later, is information-theoretic bound that holds for any linear/nonlinear schemes and any channel training schemes (see [21] for the proofs). The above upper bound reveals that the channel capacity will not go to infinity as the antenna-number M grows to infinity, for a finite secondmoment input constraint P and T c = 2. This result is in sharp contrast to the result of the perfect CSIT/CSIR case, in which the capacity will be infinite when M is taken to infinity (see Proposition 1). The following theorem summarizes the result of capacity upper bound for the case with general T c .
Theorem 1 (Upper bound, second moment). For the MISO channel with feedback defined in Section II, the capacity is upper bounded by
under the second moment input constraint.
The proof for this case with general T c is slightly different from that for the specific case with T c = 2, as a genieaided technique is applied in the general case. Theorem 1 reveals again that the capacity will not go to infinity as the antenna number M grows to infinity, given a finite T c and a finite second-moment input constraint P . The following result summarizes the capacity upper bound for the case with a fourth moment input constraint.
Theorem 2 (Upper bound, fourth moment). For the MISO channel with feedback defined in Section II, the capacity is upper bounded by
under the fourth moment input constraint in (6) .
Theorem 2 reveals that given a finite fourth-moment input constraint κP and a finite T c , again, the capacity will not go to infinity when the antenna number M is taken to infinity. The following theorem summarizes the result of capacity lower bound for two cases of input constraints, respectively.
Theorem 3 (Lower bound). For the MISO channel with feedback defined in Section II, the capacity is lower bounded by
under the second moment input constraint; while under the fourth moment input constraint the capacity is lower bounded by
where P o κP √ 3 and T τ min{M,Tc} log max{4, min{M,Tc}} . The capacity lower bound in Theorem 3 is a lower bound on the achievable rate of a proposed scheme. The proposed scheme is a simple scheme that uses only T τ number of transmit antennas, T τ ≤ M . The scheme consists of a downlink training phase and a data transmission phase for each coherence block of the channel. Specifically, for each coherence block with T c channel uses, the downlink training phase consists of T τ channel uses, while the data transmission phase consists of T c − T τ channel uses. The choice of T τ is critical to the scheme performance, because with too small T τ there is not enough time for the channel training, while with too large T τ there is not enough time for the data transmission. In our scheme we set T τ = min{M,Tc} log max{4,min{M,Tc}} which yields the achievable rate in Theorem 3. Note that the rate in Theorem 3 can be further improved since we just focus on the simple scheme.
In this work, we specifically focus on the channel capacity effect of the system with a large number of antennas, which may be captured by the metric of beamforming gain. The following results summarize the beamforming gain of the channel under two input constraints, respectively. under the fourth moment input constraint.
Theorem 5 follows from capacity bounds in Theorems 2 and 3 under the fourth moment input constraint. As illustrated in Fig. 2 , a full beamforming gain, i.e., b = 1, is achievable when α ≥ 1. Intuitively, for the case with large α, α 1, the channel can be considered as a static channel, in which a full beamforming gain could be achieved easily via sufficiently long downlink training. Theorem 5 reveals an interesting insight that, instead of large α, α = 1 is sufficient for achieving a full beamforming gain. From Theorem 5 we note that, under a finite fourth-moment input constraint, the channel capacity is asymptotically scaled as log(1 + min{M, T c }), which reveals another interesting insight that using more transmit antennas than the coherence length does not yield a significant gain in capacity for this setting with feedback, in an asymptotic sense. This insight is similar to the insight for the setting without feedback, in which using more transmit antennas than the coherence length does not yield a gain in capacity (cf. [28] ). We conjecture that the beamforming gain for the setting with second moment input constraint (cf. Theorem 4) is the same as that for the setting with fourth moment input constraint (cf. Theorem 5), i.e., b(α) = min{α, 1}. If this is the case, then the above two insights also hold for the setting with second moment input constraint.
IV. SKETCH OF A CONVERSE PROOF FOR T c = 2
This section provides a sketch proof for Proposition 2. For the channel model defined in Section II, we will show that the rate is upper bounded by R ≤ 1.5 log(1+P )+0.5 (bits/channel use) under the second moment input constraint in (5) and given a fixed coherence T c = 2. The result reveals that, given a finite P and T c = 2, increasing the antenna number M to infinity will not yield an infinite capacity. Our bound is informationtheoretic bound, which holds for any linear/nonlinear schemes and any channel training schemes. This proof is mainly based on the techniques of minimum mean square error (MMSE) estimation and MIMO. Beginning with Fano's inequality, we bound the rate as follows:
nR ≤ I(w; y n ) + n n = n t=1 h(y t y t−1 ) − h(y t w, y t−1 ) + n n (7)
where (7) results from chain rule; (8) uses the fact that conditioning reduces differential entropy; (9) is from that
We proceed to bound the differential entropy h y t y t−1 = y t−1 in (9) . Note that the average power of y t given (
Since differential entropy is maximized by a circularly symmetric complex Gaussian distribution with the same average power, we have
Then, by plugging (10) into (9) it gives
Let us now focus on the expectation term E |h T t x t | 2 y t−1 in (11) . Note that x t is a function of (y t−1 , w) , which implies that x t and h t can be correlated. Based on this fact, computing the value of E |h T t x t | 2 y t−1 could be challenging in general. We also note that the value of E |h T t x t | 2 y t−1 could be a function of M , depending on the correlation of x t and h t . After some steps with MMSE estimation and MIMO techniques (see [21] ), we could bound the value of E |h T t x t | 2 y t−1 for the specific case of T c = 2, given as
whereĥ t is defined aŝ
which is the MMSE estimate of h t given (y t−1 , w) . When T c = 2 the channel changes every two channel uses. In this case, the channel h t could not be estimated from (y t−1 , w) if t is an odd number. If t is an even number, the channel h t could be estimated from (y t−1 , w) at a certain degree of precision. Since bothĥ t and x t are the functions of (y t−1 , w) , it implies that computing E ĥ t 2 x t 2 y t−1 in (12) is also challenging. In the following we bound the value of ĥ t 2 when t is an even number:
By plugging (14) and (12) into (11) , and after some steps (see [21] ) we could bound the rate as 
=1.5n log(1 + P ) + 0.5n (18) where (16) follows from that the right-hand-side of (15) is maximized by the optimal power allocation; (17) follows from an optimization result (see [21] ). Finally, by taking n → ∞ it gives the bound R ≤ 1.5 log(1 + P ) + 0.5 which completes the proof.
V. CONCLUSION
In this work we provided capacity bounds and beamforming gains for the MISO block fading channel with feedback, under the second and fourth moment input constraints, respectively. The result reveals that, increasing the transmit-antenna number M to infinity will not yield an infinite capacity, for the case with a finite coherence and a finite input constraint on the second or fourth moment. The result has provided some practical insights for the massive MIMO system operating with FDD mode where transmitter and receiver acquire the CSIT/CSIR via downlink training and feedback. One practical insight provided in this work is that, using more transmit antennas than the coherence length does not yield a significant gain in capacity in an asymptotic sense, under a finite fourthmoment input constraint.
