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ІSBN  
 
 Учебное пособие Ю.Ф. Сенчука «Математический анализ для инженеров» написано на 
базе курса лекций по математическому анализу, который автор читал на протяжении четырѐх 
десятилетий студентам НТУ “ХПИ” с усиленной математической подготовкой. В первой части 
этого пособия изложены такие разделы: теория пределов, дифференциальное и интегральное 
исчисление функций, зависящих от одной переменной, функции нескольких переменных, крат-
ные интегралы. Все изложенные теоретические факты доказаны и проиллюстрированы боль-
шим количеством примеров и задач.  
 Книга будет полезна студентам инженерно-физического, физико-технического факуль-
тетов, всех факультетов машиностроительного профиля, а также для экономических специаль-
ностей. Безусловный интерес она должна вызвать у преподавателей, так как материал в ней из-
лагается в соответствии с учебными программами указанных факультетов, что значительно об-
легчит подготовку к лекциям и практическим занятиям. 
  
 Навчальний посібник Ю.Ф. Сенчука «Математичний аналіз для інженерів» написано на 
базі курсу лекцій з математичного аналізу, який автор читав протягом чотирьох десятиліть 
студентам НТУ “ХПІ” із посиленою математичною підготовкою. У першій частині цього 
посібника викладено такі розділи: теорія границь, диференціальне й інтегральне числення 
функцій, що залежать від однієї змінної, функції декількох змінних, кратні інтеграли. Всі 
викладені теоретичні факти доведено і проілюстровано великою кількістю прикладів і задач. 
 Книга буде корисна студентам інженерно-фізичного, фізико-технічного факультетів, 
усіх факультетів машинобудівного профілю, а також для економічних фахів. Безумовний 
інтерес вона повинна викликати у викладачів, тому що матеріал у ній викладається відповідно 
до навчальних програм зазначених факультетів, що значно полегшить підготовку до лекцій і 
практичних занять. 
 
The Yu.F. Senchuk’s school-book “The mathematical analysis for engineers” has been written 
on the based of course of lectures on the mathematical analysis. The author has read it to students of 
NTU “KhPI” with intensive mathematical studying during four ten years. In the first part of this 
school-book such sections are set out: the theory of limits, the differential and integral calculus of one-
variable functions, multivariable functions, multiple integrals. All of stated theoretical facts are proved 
and illustrated with a great number of examples and problems. 
 The book will be useful for the students of physical engineering, energomashinebuilding and 
economic specialities. One will be interesting for teachers, so as the material is set out according to the 
educational programs of mentioned faculties. That can greatly facilitate the preparing to lectures and 
practice. 
Іл. 394. Табл. 3. Бібліогр: 9 назв. 
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Предисловие 
 
Рукопись учебного пособия “Математический анализ для инжене-
ров” была написана Юрием Федоровичем Сенчуком в 2002 году. К сожа-
лению, он не успел закончить окончательную проверку компьютерного 
набора и увидеть книгу, вышедшую в печать.  
Юрий Федорович был одним из лучших преподавателей Националь-
ного технического университета “ХПИ”. Многие студенты, убеленные 
сейчас сединами, хорошо помнят лекции Сенчука Ю.Ф., который был для 
них легендой. Опыт, стиль и манера изложения материала, присущие это-
му прекрасному педагогу, всегда вызывали восхищение не только у сту-
дентов, но и у многих преподавателей. Несмотря на то, что Юрий Федоро-
вич в совершенстве знал курс высшей математики и многие ее специаль-
ные разделы, он скрупулезно готовился к каждой лекции и тщательно про-
думывал методику изложения материала. Свой сорокалетний опыт работы 
он постарался изложить в этом учебном пособии. Сотрудники и аспиранты 
кафедры “Прикладная математики”, его коллеги постарались закончить 
издание первой части этого пособия и продолжают готовить к изданию 
вторую часть. Это сделано для того, чтобы не потерять лучшие достиже-
ния наших предшественников в области преподавания сложных предме-
тов, к числу которых относится и математический анализ. Материал книги 
изложен последовательно, четко, на достаточном уровне строгости и в 
доступной форме. Отличительной особенностью данного пособия является 
не только простота его изложения, но и большое количество графических 
иллюстраций, способствующих наглядности и лучшему усвоению матема-
тических понятий. Книга содержит большое количество тщательно подоб-
ранных примеров, которые могут быть использованы как преподавателями 
на практических занятиях, так и студентами при самостоятельном изуче-
нии того или иного раздела. К достоинствам книги следует отнести и то, 
что при сравнительно небольшом объеме учебного пособия автору удалось 
изложить курс полностью соответствующий высокому уровню фундамен-
тальной математической подготовки студентов физических, математиче-
ских и инженерных специальностей технических университетов.  
 Сотрудники кафедры “Прикладная математика” уверены, что книга 
будет полезной не только студентам, но и преподавателям, читающим лек-
ции и проводящим практические занятия по математическому анализу. 
 
Зав. каф. “Прикладная математика” НТУ “ХПИ”, профессор Л.В. Курпа
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 Сенчук Юрий Федорович родился 11 мая 1930 г. в семье педагогов в 
с. Богатырь Донецкой области.  
 Окончив среднюю школу с серебряной медалью в 1948 г., он посту-
пил в Харьковский государственный университет им. А. М. Горького на 
физико-математический факультет, который окончил с отличием в 
1953 году по специальности “астрономия”.  
 Свою педагогическую деятельность Юрий Федорович начал в авгу-
сте 1953 года в Дрогобычском педагогическом институте, где преподавал 
математику и астрономию. Когда в Харькове открыли Планетарий, Сенчук 
Юрий Федорович, будучи лектором-методистом, консультировал молодых 
астрономов и занимался научной работой. В Ученых записках ХГУ и Ас-
трономическом циркуляре вышли его работы: "Общая фотометрия солнеч-
ной кроны во время затмения 25 февраля 1952 г." и "Улучшение элементов 
орбиты планеты 729 (Metcalfia)".  
 В Национальном техническом университете ”ХПИ” Сенчук Ю.Ф. 
проработал 44 года, сначала на кафедре теоретической и математической 
физики, а впоследствии – на кафедре прикладной математики.  
 В 1968 году Сенчук Ю.Ф. защитил кандидатскую диссертацию по 
теме "Градиентная минимизация некоторых классов функционалов в абст-
рактном пространстве и ее применения к задачам вариационного исчисле-
ния". В июле 1977 года он был избран по конкурсу на должность доцента 
кафедры автоматического управления движением. На протяжении долгих 
лет работы Юрию Федоровичу приходилось читать не только лекции по 
классическому курсу высшей математики, но и по многим ее специальным 
разделам, в том числе по интегральным уравнениям и функциональному 
анализу, теории дифференциальных уравнений, теории функций ком-
плексного переменного и другим. Он читал курс статистической радиофи-
зики на радиотехническом факультете ХГУ и курс вычислительной мате-
матики для аспирантов института. 
 Излагая сложные разделы математики, Сенчук Ю.Ф. всегда стремил-
ся к доступности. Он опубликовал работу "О неформальном подходе к оп-
ределениям и доказательствам в курсе математики". Считая, что источни-
ком трудностей понимания абстрактных математических рассуждений яв-
ляется не их содержание, а форма, Юрий Федорович разработал новые ин-
формационные технологии обучения для облегчения восприятия студен-
там, создал новые программы и структурно-логические схемы математиче-
ских дисциплин. Он был одним из организаторов модульно-рейтинговой 
системы контроля знаний студентов при изучении курса высшей матема-
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тики. В 90-е годы было опубликовано 9 научных работ Сенчука Ю.Ф. по 
этому направлению, с которыми он выступал на международных научно-
методических конференциях. Он разработал алгоритм полного перехода на 
модульно-рейтинговую систему контроля знаний студентов, который он 
осуществлял на потоках факультета. В методическую работу Юрия Федо-
ровича входило руководство методическим семинаром кафедры. Он про-
водил семинары по теории вероятностей и по теории графов для сотрудни-
ков института, а на кафедре электроники – семинар по теории случайных 
процессов.  
 За отличные успехи в работе Сенчук Ю.Ф. награжден знаком "Выс-
шая школа СССР".  
 Юрий Федорович постоянно работал над повышением своего науч-
но-педагогического мастерства, проходил стажировку в Ленинградском 
политехническом институте. А чаще повышением квалификации занимал-
ся самостоятельно, разрабатывая учебные пособия, методические реко-
мендации и учебники. Он фактически являлся учителем и наставником це-
лого ряда преподавателей математических дисциплин на кафедрах при-
кладной математики и АУД. Его рекомендациями по проведению лекций и 
практических занятий и сейчас пользуются многие преподаватели. Лекции 
Сенчука Ю.Ф. отличались живостью, доходчивостью и в то же время тща-
тельностью отбора материала и глубиной его изложения. Эти лекции поль-
зуются успехом во всем  институте; их прослушало немало преподавателей 
прикладных дисциплин.  
Огромную работу Юрий Федорович проводил и по линии учебно-
организационного отдела, возглавляя контроль качества преподавания ма-
тематики во всем институте. 
Юрий Федорович был не только квалифицированным, но и требова-
тельным преподавателем, читающим лекции на высоком теоретическом и 
методическом уровне. Он непрерывно работал над совершенствованием 
своих курсов, стараясь в каждой теме найти какое-нибудь методическое 
новшество.  
 Несмотря на высокую требовательность Юрия Федоровича, студен-
ты высоко ценили его лекции и практические занятия и считали его одним 
из лучших преподавателей.  
 Он был отличный педагог, опытнейший лектор. Строгость изложе-
ния он блестяще сочетал с рассмотрением физической сущности данного 
математического положения, что чрезвычайно важно в математическом 
образовании инженера.  
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I. Введение в математический анализ 
 
1. Основные логические символы 
 
В дальнейшем мы будем систематически использовать следующие 
обозначения. 
  - вместо слов «для всех», «для каждого». 
 - вместо слова «существует», «найдется». 
 - вместо слова «следует». Например, запись ВА  означает, что «А 
влечет за собой В», «из А следует В». 
Символ  называется импликацией. 
  - вместо слова «равносильно», «эквивалентно». Например, запись 
BA  означает, что «из А следует В» и наоборот из «В следует А», а 
значит А и В равносильны. 
  - вместо слова «или». Запись BA  означает, что имеет место по край-
ней мере одно из высказываний А или В. 
  - вместо слова «и». Запись BA  означает, что одновременно имеют ме-
сто высказывания А и В. 
 
2. Простейшие понятия и обозначения теории множеств 
 
Множеством будем называть совокупность некоторых объек-
тов (точек, чисел, векторов, функций и т.п.), называемых элементами этого 
множества. Принадлежность данного элемента x  множеству A  записыва-
ют так: Ax . Если, наоборот, x  не есть элемент множества A, то пишут: 
Ax . 
Пусть множество A  состоит из всех элементов x , обладающих неко-
торым общим свойством. Тогда пишут 
 ......xA  , 
где вместо многоточия записывается упомянутое свойство всех элементов 
множества A . Например, пусть A  – множество всех x , при которых вели-
чина xarcsin  имеет смысл. Тогда, очевидно,  
 11  xxA . 
Если все элементы множества A  одновременно 
принадлежат некоторому другому множеству B , то 
есть    BxAx  , то A  называют подмножеством 
множества B  и пишут, что BA  (символ   называ-
ют символом включения), рис. 1.1. В частности, за-
пись BA  может означать, что множество A  совпадает с множеством B . 
В 
А 
Рис.1.1 
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Пусть имеется два множества А и В. Множество элементов, каждый 
из которых принадлежит по крайней мере одно-
му из множеств А и В, называется объединением 
множеств А и В и обозначается BA , рис. 1.2. 
Итак, 
     BxAxBAx   . 
При этом множества A  и B  могут как иметь общие точки, так и не 
иметь их. 
Пример 1.1. Пусть A  – множество жителей данного города в возрас-
те от 18 до 30 лет, а B  – множество жителей этого города старше 25 лет. 
Тогда BA  есть множество всех совершеннолетних жителей данного го-
рода. 
Пусть снова A  и B  – произвольные мно-
жества. Совокупность всех элементов, принад-
лежащих множеству A , но не принадлежащих 
множеству B , называется разностью множеств 
A  и B  и обозначается BA \ , рис. 1.3. Иными 
словами  
      BxAxxBAx  |\ . 
Пример 1.2. Пусть A  – множество всех футболистов данной коман-
ды, участвовавших в данной игре, а B  – множество игроков, проведших 
всю игру на поле. Тогда BA \  есть множество игроков, которые были за-
менены в ходе матча, либо, наоборот, вышли на поле в качестве замены. 
Множество элементов, принадлежащих одновременно и множеству 
A , и множеству B , называется пересечением множеств A  и B  и обознача-
ется BA , рис. 1.4. Таким образом, 
      BxAxxBAx  | . 
Пример 1.3. Пусть A  – множество всех целых чисел, делящихся на 
2, а B  – множество всех целых чисел, деля-
щихся на 3. Тогда BA  есть множество всех 
целых чисел, кратных числу 6. 
В частности, если множества A  и B  не 
имеют общих элементов, т.е. не пересекаются, 
то BA  представляет собой так называемое 
пустое множество и в этом случае 0BA . 
Примечание. Легко заметить, что выражения BA  и BA  есть 
множественные аналоги соответствующих логических выражений BA  и 
BA . 
А В 
BA  
Рис.1.2 
А В 
Рис.1.3 
А\В 
А АВ В 
Рис.1.4 
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3. Рациональные и иррациональные числа 
 
Всевозможные дроби вида 
n
m
, где m  и n  – целые числа  0n , на-
зываются рациональными числами. Арифметические действия над рацио-
нальными числами приводят к рациональным же числам. 
Недостаточность одних только рациональных чисел проявляется уже 
при извлечении корней. Например, 2  не есть рациональное число. 
Для доказательства этого факта предположим противное, т.е. 
пусть  
n
m
2 , (1.1) 
где m  и n  – натуральные числа. При этом дробь 
n
m
, не ограничивая общ-
ности, можно считать несократимой. 
Из равенства (1.1) имеем  
2
2
2
n
m
 , 
или 
22 2nm           (1.2) 
Последнее означает, что 2m – четное число. Но тогда и m  – четное 
число, т.е. pm 2 , где p  – целое. Следовательно, выражение (1.2) прини-
мает вид  
22 24 np  , 
т. е.  
222 np  . 
Отсюда следует, что число 2n , а значит и число n  – четное. Но тогда в 
дроби 
n
m
 возможно сокращение на 2, что противоречит начальному пред-
положению о несократимости дроби 
n
m
.□
*)
 
Каждое рациональное число изображается либо конечной десятич-
ной дробью, либо бесконечной периодической. 
Пример 1.4. Возьмѐм число )3(147,2x . Оно равно  



9900
3
147,2
1,01
0003,0
147,2000003,000003,00003,0147,2 x  
                                                 
*)
 Здесь и всюду в дальнейшем символы  и □ означают соответственно начало и ко-
нец доказательства. 
9  
3300
1
147,2  , 
а это, как легко видеть, рациональное число. 
Будем говорить, что всякая бесконечная непериодическая десятичная 
дробь изображает иррациональное число. 
Рациональные и иррациональные числа, рассматриваемые в сово-
купности, называют вещественными (или действительными) числами. 
Возьмем произвольную бесконечную непериодическую дробь вида  
 naaaaax 3210 , , 
где 00 a . Введем конечные десятичные дроби 
nn aaaaax 3210 ,
 ,   
nnn
aaaaax
10
1
, 3210 
  . 
Их называют соответственно нижним и верхним п-значными приближе-
ниями вещественного числа х. 
Например, числа 141592,3  и 141593,3  есть соответственно нижнее и 
верхнее 6-значное приближения числа . 
Если число п брать достаточно большим, то разность   nn xx  стано-
вится сколь угодно малой. Именно в этом смысле говорится, что любая 
бесконечная непериодическая дробь определяет некоторое иррациональ-
ное число. 
Любое иррациональное число можно сколь угодно точно заменить 
рациональным числом. Исходя из этого факта и учитывая общеизвестные 
сведения о рациональных числах, можно сформулировать свойства веще-
ственных чисел. 
Свойство 1. Для любых вещественных чисел x  и y  имеет место од-
но и только одно из соотношений: 
.,, yxyxyx   
При этом, если zyyx  , , то zx  . Последний факт называют транзи-
тивностью множества вещественных чисел. 
Свойство 1 означает, что множество вещественных чисел упорядо-
чено. 
Свойство 2. Для любых вещественных чисел x  и y  можно опреде-
лить, и притом единственным образом, число yx  , называемое суммой 
чисел x  и y . При этом  
a. xyyx   (переместительное свойство); 
b.    zyxzyx   (сочетательное свойство); 
c. существует число, обозначаемое 0 и называемое нулѐм, такое, что  
;,0 xxx   
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d. для любого числа x  существует число y , обозначаемое x  и такое, что  
;0 yx  
число xy   называется противоположным числу x .  
Нетрудно показать, что числа 0 и x  (для любого x ) определяются 
единственным образом. 
e. Если yx  , то для любого числа z  
zyzx  . 
Вычитание чисел определяется как действие, обратное сложению, 
т. е. 
   zyxyxz  . 
Свойство 3. Для любых вещественных чисел x  и y  можно опреде-
лить, и притом единственным образом, число z , называемое произведени-
ем чисел x  и y  и обозначаемое xy . При этом 
f. yxxy  (переместительный (коммутативный) закон умножения); 
g.    yzxzxy   (сочетательный (ассоциативный) закон умножения); 
h. существует число, обозначаемое 1 и называемое единицей, такое, что 
01 , и  
;,1 xxx   
i. для любого 0x  существует число, обозначаемое 
x
1
 и называемое об-
ратным числу x , такое, что 1
1

x
x ; 
j. если yx  , а 0c , то cycx  . Если же 0c , то cycx  ; 
k.   yzxzzyx   (распределительный (дистрибутивный) закон умноже-
ния). 
Для любых чисел x  и y   0y  определяется их частное  
y
x
y
x 1
 . 
Свойство 4. Для любого вещественного числа x  существует целое 
число п, такое, что xn  . 
Свойство 4 называют свойством Архимеда. 
Множество всех вещественных чисел геометрически изображается 
как бесконечная ось (имеется в виду, что на этой оси выбраны направление 
положительного отсчета и единица длины, т.е. масштаб, рис. 1.5). 
Множество  bxaxA  |  называется 
отрезком числовой оси с концами a  и b  и обо-
значается ещѐ  ba, . 
1 x 
Рис.1.5 
x 0 
11  
Возьмѐм на оси Ox  систему отрезков  
      ,,,,,,, 2211 nn bababa ,   (1.3) 
таких, что  
1221 bbbaaa nn   , 
т. е.  
            ,,,,,,,,,, 1122331122  nnnn babababababa . 
В этом случае систему (1.3) называют системой вложенных отрезков. 
Свойство 5. Для любой системы вложенных отрезков (1.3) сущест-
вует по крайней мере одно число x , принадлежащее всем отрезкам этой 
системы (рис. 1.6). 
Свойство 5 означает, что на числовой оси отсутствуют пустоты. По-
этому его называют свойством непрерывности множества вещественных 
чисел. 
Примечание. Мы получили свойства 1-5 вещественных чисел на том 
основании, что этими же свойствами обладают сколь угодно близкие к ним 
рациональные числа. Однако можно было поступить и иначе, взяв упомя-
нутые свойства в качестве аксиом, т.е. вводя множество вещественных чи-
сел как множество, обладающее свойствами 1-5. Такой способ введения 
вещественных чисел называется аксиоматическим. 
 
4. Модуль числа и его свойства 
 
Модулем вещественного числа x  называется число, обозначаемое 
x , такое, что  






.0если,
,0если,
xx
xx
x  
Очевидны следующие свойства модуля: 
1. yxyx  . 
Действительно, если x  и y  – числа одного знака, то yxyx  . 
Если же знаки чисел x  и y  различны, то yxyx  . 
Данное свойство, очевидно, верно и для любого числа слагаемых. 
2. yxxy  . 
3. 
y
x
y
x
 . 
a1 a2 an 
x 
bn b2 b1 
x 
Рис.1.6 
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Геометрически величина x  есть расстояние точки x  на числовой 
оси от начала отсчѐта. Поэтому неравенство 
ax   означает, что точка x  находится между 
точками a  и a , т.е. что axa  , рис. 1.7. 
Рассмотрим теперь величину 21 xx  . Легко видеть, что при любом 
взаимном расположении точек 21,,0 xx  число 
21 xx   геометрически представляет собой 
расстояние между точками 1x  и 2x  на число-
вой оси, рис. 1.8. Этот факт оказывается удобным при решении некоторых 
уравнений и неравенств, содержащих модули неизвестных величин. 
Пример 1.5. Решить уравнение  
31  xx . 
Геометрически оно означает, что точка x  
равноудалена от точек 1x  и 3x . Легко 
видеть, что таковой является точка 1x , 
рис. 1.9. 
Пример 1.6. Решить неравенство  
312 x . 
Придав ему вид  
2
3
2
1
x , 
заключаем, что искомое x  находится между числа-
ми 2
2
3
2
1
  и 1
2
3
2
1
 , рис. 1.10, т. е. что  
21  x . 
 
5. Интервалы и промежутки 
 
Мы уже видели, что, по определению,  
   bxaxba , . 
Множество  ba,  называют ещѐ замкнутым интервалом. 
В то же время множество  
   bxaxba ,  
называют интервалом (или открытым интервалом). 
Рассматривают также полуоткрытые интервалы    bxaxba ,  и 
   bxaxba , . 
Интервал   aa ,  называют  -окрестностью точки ax , 
рис. 1.11; будем обозначать еѐ )(aС . Здесь   – радиус окрестности. 
-a   a  0  x  x 
 Рис.1.7 
  x2  0  x1 
 x 
 Рис.1.8 
-3  1  0  -1  x 
 Рис.1.9 
-1  2  0 
1
/2  x 
 Рис.1.10 
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Итак, 
  axxaС )( . 
Множество всех x , таких, что ax , обо-
значают  ,a . 
Аналогично вводятся множества  ,a ,  a,  и  a, . Под 
  ,  подразумевается вся числовая ось. Еѐ называют ещѐ множеством 
R. 
Числовое множество Е называется ограниченным сверху, если суще-
ствует такое число Q , что Qx   (или Qx  ) для всех Ex . Аналогично, 
если для всех Ex  будет qx   (или qx  ), то множество Е называют ог-
раниченным снизу. 
Пример 1.7. Множество  ,,,,1
4
1
3
1
2
1E  ограничено снизу числом 
0  (и, тем более, любым отрицательным числом). 
Множество, ограниченное одновременно сверху и снизу, называется  
ограниченным множеством. Очевидно, множество Е ограничено тогда и 
только тогда, когда существуют такие числа a  и b , что  baE , . 
Пример 1.8. Множество всех правильных дробей ограничено, по-
скольку оно полностью лежит на отрезке  1,0 . 
Множество Е из примера 1.7. ограничено, так как лежит на том же 
отрезке. 
 
6. Постоянные и переменные величины. Классификация переменных 
 
Если величина x  в процессе еѐ рассмотрения сохраняет постоянное 
значение или еѐ изменением можно пренебречь, то еѐ называют постоян-
ной и пишут 
constx  . 
Если же величина x  при еѐ рассмотрении принимает разные значе-
ния, то еѐ называют переменной. 
Одна и та же физическая величина в одних случаях может рассмат-
риваться как постоянная (если еѐ изменение неощу-
тимо), а в других – как переменная. Например, при 
малых высотах ускорение свободного падения g  
может считаться постоянным. Если же высота h  
сравнима с радиусом Земли R , то g  уже нельзя счи-
тать постоянным, так как приходиться учитывать, что с ростом h  величина 
g  убывает пропорционально величине 
2)(
1
hR 
, рис. 1.12. 
М 
 h 
O 
R 
Рис. 1.12 
a–ε  a+ε  a  x 
 Рис.1.11 
 Cε(a) 
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Мы уже по существу говорили (см. свойство 1 вещественных чисел), 
что переменная называется упорядоченной, если о каждой паре еѐ значе-
ний можно сказать, какое из них – предыдущее, а какое – последующее. 
Переменная называется монотонно возрастающей, если каждое по-
следующее еѐ значение больше предыдущего. Геометрически это означает, 
что изображающая эту величину точка на числовой оси перемещается 
вправо. 
Аналогично определяется монотонно убывающая величина. 
По характеру своего изменения переменные делятся также на дис-
кретные и непрерывные. Переменная называется дискретной, если она 
принимает лишь отдельные, изолированные значения. Примером может 
служить число жителей данного города. Характерный пример дискретной 
переменной – числовая последовательность   1 2 3, , ,nx x x x . Например, 
величина  
  1 1 1 1
2 3 4
1, , , , , ,n nx     
есть монотонно убывающая числовая последовательность. 
Переменная называется непрерывной, если при переходе от одного 
своего значения к другому она принимает и все промежуточные значения. 
Множество всех значений, принимаемых данной переменной, назы-
вается областью еѐ изменения. Если переменная – дискретная, то область 
еѐ изменения есть множество изолированных точек на числовой оси. Об-
ласть же изменения непрерывной переменной представляет собой некото-
рый промежуток на числовой оси (или всю числовую 
ось). 
Переменная называется ограниченной, если об-
ласть еѐ изменения ограничена. Примером может слу-
жить фокальный радиус-вектор r  точки M , рис. 1.13, 
движущейся по эллипсу, поскольку  
carca  . 
Если x  – ограниченная переменная, то найдѐтся такое число 0M , 
что всегда будет 
Mx  . 
Действительно, пусть  ba,  – отрезок, в который 
можно заключить область изменения переменной 
x , рис. 1.14. Тогда достаточно положить  baM ,max . 
Переменная x  называется неограниченной, если область еѐ измене-
ния – неограниченная. Примером может служить фокальный радиус-
вектор r  точки M , движущейся по параболе, рис. 1.15. 
Второй пример: числовая последовательность 
 r 
 M 
 0  F  c 
Рис. 1.13 
 а  а 
 0 
 a  b 
 x 
 Рис. 1.14 
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  ,6,5,4,3,2,1 nx . 
Если x  – неограниченная переменная, то какое бы 
большое число 0M  мы ни взяли, неравенство 
Mx   будет бесчисленное множество раз нару-
шаться. 
Примечание. Легко видеть, что деления пере-
менных на монотонные и немонотонные, на дис-
кретные и непрерывные, на ограниченные и неогра-
ниченные совершенно независимы друг от друга. 
 
7. Функция и способы её задания 
 
Если каждому значению переменной x  из области еѐ изменения от-
вечает одно или несколько значений другой переменной y , то переменная 
y  называется функцией переменной x , а сама переменная x  по отноше-
нию к переменной y  называется независимой переменной, или аргумен-
том. Тот факт, что y  есть функция переменной x , записывают так: 
)(xfy  . Если одновременно рассматривают несколько функций, то пи-
шут: 
 ),(),(),( 321 xfyxfyxfy    
или  
),(),(),( xgyxyxfy  . 
Функцию можно задать тремя основными способами. 
1. Табличный способ. Он состоит в том, что для некоторых «таблич-
ных» значений nxxxx ,,,: 21   задаются соответствующие значения 
nyyyy ,,,: 21  , т.е. задаѐтся таблица  
x x1 x2 … xn 
y=f(x) y1 y2 … yn 
Табличное задание функции удобно при практических вычислениях, 
но непригодно для теоретических исследований, а поэтому в математиче-
ском анализе используется очень редко. 
2. Графическое задание. График функции 
является как бы еѐ «портретом». Поэтому гра-
фический способ задания функции наиболее 
нагляден. 
3. Аналитический способ. Если функция 
)(xfy   задана уравнением, связывающим x  
и y  и, следовательно, показывающим, какие действия надо проделать над 
переменной x , чтобы получить y , то говорят, что функция  xfy   зада-
 y=f(x) 
 0 
Рис.1.16 
 y 
 x 
 y 
 x  0 
 M 
 F 
 r 
 Рис.1.15 
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на аналитически. 
По аналитическому заданию функции делятся на явные и неявные. 
Если связывающее величины x  и y  уравнение разрешено относительно y , 
то функция называется заданной явно, или просто явной. Например, 
x
xx
y
sin3
lg3


 . 
Если же упомянутое уравнение не разрешено относительно y , то 
функцию называют заданной неявно. 
В ряде случаев от неявного задания можно перейти к явному. На-
пример из уравнения  
1tg10  xx y  
легко находим 
x
x
y
tg1
lg

 . 
Однако, если функция задана, например, уравнением 
  yyx x lg2sin  , 
то переход к явному заданию в точном виде невозможен. 
Аналитический способ задания функции является основным в мате-
матическом анализе, а графический – вспомогательным, используемым 
только для наглядных иллюстраций. 
 
8. Область определения функции 
 
Возьмѐм функцию  xfy  . Символ  af  означает, что в этой функ-
ции мы положили ax . Число  af  есть значение 
функции  xfy   в точке ax , рис. 1.17. 
Пример 1.9. Пусть xy  2 . Тогда  
  3121 f . 
В то же время  
  2424 f , 
т. е.  4f  не существует (если ограничиться рас-
смотрением только вещественных чисел). 
Совокупность всех значений x , при которых функ-
ция  xfy   имеет смысл, называется областью оп-
ределения этой функции. Будем обозначать еѐ yD   
или fD . 
Пример 1.10. Пусть 24 xy  . Тогда  
 x 
 y 
 0  a 
 f(a) 
 Рис.1.17 
 x +2 –2  0 
 Рис.1.18 
 y 
17  
   404 22  xxxxDy , 
т. е. областью определения функции является отрезок  2,2 , рис. 1.18. 
Пример 1.11. Пусть 
24
1
x
y

 . Здесь  
     2,2404 22  xxxxDy , 
т.е. в данном случае множество yD  есть такой же 
промежуток, как и в примере 1.10, но не содержащий 
концов, рис. 1.19. 
Пример 1.12. Пусть  xy lgarcsin .Тогда  
   10;1,010
10
1
1lg1 






 xxxxDy ,  
рис. 1.20. 
Примечание. Легко видеть, что в общем 
случае область определения функции геометри-
чески есть проекция графика функции на ось 
x0 . 
 
9. Чётные и нечётные функции. Периодические функции 
 
Функция  xf  называется чѐтной, если для всех fDx  будет  
   xfxf  . 
Примерами могут служить функции 
xxyxyxy  22,cos,2  и др. Очевидно, гра-
фик чѐтной функции симметричен относительно оси 
Oy , рис. 1.21. 
Функция  xf  называется нечѐтной, если  
    fDxxfxf  , . 
Например, 
x
x
yxyxxy



1
1
lg,sin,23 . 
Легко видеть, что график нечетной функции сим-
метричен относительно начала координат, рис. 1.22. 
Если при замене x  на x  функция  xf  меняет свою величину (не-
зависимо от перемены или же сохранения знака), то эта функция не явля-
ется ни чѐтной, ни нечѐтной. 
Очевидны следующие утверждения. 
1. Сумма чѐтных функций есть чѐтная функция. 
2. Сумма нечѐтных функций есть нечѐтная функция. 
 x  x  -x  0 
Рис.1.21  
 y 
 x 
 y 
 0  x 
-x 
 Рис.1.22 
 x 
–2  2  0 
 Рис.1.19 
 y 
1
/2 
 x 
 y 
-π/2 
 0  1 
 0,1 
Рис.1.20 
 /2 
 10 
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3. Сумма чѐтной и нечѐтной функций есть ни чѐтная, ни нечѐтная функция. 
4. Произведение чѐтных функций есть чѐтная функция. 
5. Произведение двух нечѐтных функций есть чѐтная функция. 
6. Произведение чѐтной и нечѐтной функций есть нечѐтная функция. 
Функция )(xf  называется периодической с периодом a , если  
fDxxfaxf  ),()( , рис. 1.23. 
Если a  – период функции )(xf , то ,4,3,2 aaa  так-
же есть еѐ период. 
Наименьший из периодов функции называется 
еѐ основным периодом. Например, основной период 
функции x3sin2  равен 
3
2 . 
 
10. Однозначные и многозначные функции 
 
Функция  xfy   называется однозначной, если каждому yDx  от-
вечает одно и только одно значение y . Примером может служить функция 
3 2lg1 xy  . 
Если же одному значению x  отвечает несколько значений y , то 
функцию  xfy   называют многозначной. 
Многозначность функции чаще всего бывает 
связана с неявным способом их задания. 
Пример 1.13. Возьмѐм уравнение 02  xy . 
Имеем из него xy  . Эта функция – двузначная. 
Она распадается на две однозначные: xy   и 
xy  , рис. 1.24. 
Пример 1.14. Пусть имеется уравнение 
xxy  2)( . Имеем из него  
xxy     или    xxy  . 
Эта функция – также двузначная, рис. 1.25. 
 
11. Обратная функция 
 
Рассмотрим функцию  xfy  . Меняя x , мы будем менять и y . Об-
ратно, всякое изменение y  вызвано изменением переменной x , т. е., меняя 
y , мы изменяем и x . Следовательно, соотношение  xfy   определяет не 
только y  как функцию от x , но и, наоборот, величину x  как функцию ве-
 x  x  x+a  0 
 y 
 Рис.1.23 
 x 
 y 
 x 
 0 
 y= x  
 y=- x  
Рис.1.24 
 x 
 y 
 x 
 0 
Рис.1.25 
 y1 
 y2 
 1 
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личины y . Иными словами, из равенства  xfy   сле-
дует, что, вообще говоря,  yx  . Функция  yx   
называется обратной функции  xfy  . 
Например, для функции 3xy   обратной являет-
ся функция 3 yx  , рис. 1.26. 
Очевидно, что функции 
 xfy   и  yx   имеют один и 
тот же график, т. к. оба равенства описывают одно и то 
же соотношение между x  и y . 
Возьмѐм теперь функцию  yx  , обратную 
функции  xfy  , и снова обозначим аргумент через 
x , а функцию – через у. Получим функцию 
 xy  , которую также называют обратной по 
отношению к функции  xfy  . Однако графи-
ки этих функций теперь уже не совпадают, а 
представляют собой две различные линии, сим-
метричные, как легко видеть, относительно пря-
мой xy  , рис. 1.27, рис. 1.29. 
Пример 1.15. Пусть 
xy 2 .  
Тогда обратная функция  
xy 2log , рис 1.28. 
Если функция  xfy   – монотонная, то обратная 
ей функция  xy   – однозначная. Если 
же функция  xfy   – не монотонная, то 
обратная ей функция  xy   – много-
значная, рис. 1.29. Например, функция 
xy Arcsin  , обратная немонотонной 
функции xy sin , является «бесконечно 
много»-значной, рис. 1.30, 1.31. 
Примечание. Понятие обратной функции и связанные с ним 
сведения мы затронули сейчас на элементарном уровне соображений 
наглядности. Мы вернѐмся к рассмотрению этого вопроса позже, в одном 
из последующих разделов. 
 x 
 y 
 1 
 1 
 y=log2 x  y=2
x 
 0 
Рис.1.28 
 x 
 y 
0 
y=f(x) 
y=φ(x) 
Рис.1.29 
 x 
 y 
 0 
 y=f(x) 
 x=φ(y) 
Рис.1.27 
 x  x 
 y  y 
 0  0 
Рис.1.30 Рис.1.31 
 3xy   
 3 yx   
 y 
 0 
 Рис.1.26 
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12. Основные элементарные функции 
 
1.Степенная функция. Эта функция записывается так 
axy  , 
где a  – любое вещественное число. 
График степенной функции существенным образом зависит от пока-
зателя степени a . Укажем некоторые характерные случаи. 
Заметим, что кривую 3xy   называют кубической параболой, кри-
вую 4xy   – параболой 4-ой степени и т. д. 
Линию 
3 2xy   называют полукубической параболой. 
Определение функции axy   для случая произвольного веществен-
ного a  будет дано ниже. 
2. Показательная функция. Эта функция имеет вид xay  , где 0a  
и притом 1a . Общий вид графика функции известен из школьного курса 
математики, рис. 1.40–1.42. 
Угол   между осью Ox  и касательной к линии xay   в точке  1,0  
тем больше, чем больше основание a . При 2a  он равен, как можно под-
считать, 4434  , а при 3a  – 2447  . Поэтому естественно предположить, 
что существует число a , такое, что 32  a , которому соответствует угол 
45 . 
 y  y  y  y  y 
 x 
 x 
 x 
 x  x  0 
 0 
 0 
 0 
 0 
 a=2  a=3  a=4  a=5  a=1 
 y=x 
 y=x
4 
 y=x
5  y=x
3 
 y=x
2 
Рис.1.32 Рис.1.33 Рис.1.34 Рис.1.35 Рис.1.36 
 y  y 
 x 
 x 
 x 
3
2
a  
 a=-2  a=-1 
 0 
 0 
 0 
Рис.1.37 Рис.1.38 Рис.1.39 
x
y 1  
2
1
x
y   
 y 
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Такое число называется числом e ; оно является иррациональным и 
равно 71828,2 . Функцию xey   называют экспоненциальной функцией; 
она является наиболее используемой показательной функцией в математи-
ческом анализе. 
Примечание. Использованное нами введение числа e  на основании 
геометрических (угловых) соображений не является стандартным. Позже 
мы познакомимся и с общепринятым определением числа e  и убедимся в 
равносильности обоих определений. 
3. Логарифмическая функция. Функция  1,0log  aaxy a  об-
ратна по отношению к функции xay  . На практике чаще всего полагают 
10a  и рассматривают десятичные логарифмы xy lg . В математическом 
же анализе обычно пола-
гают ea . Логарифмы с 
основанием e  называются 
натуральными логарифма-
ми и обозначаются симво-
лом ln , рис. 1.44. 
Очевидно, функция 
xy ln  обратна xey  . 
Получим формулы перехода от десятичных логарифмов к натураль-
ным и наоборот. Для этого основное логарифмическое тождество 
xx lg10  
прологарифмируем по основанию e . Получим  
10lnlgln  xx , 
а так как 30,210ln  , то  
xx lg30,2ln  . 
Число 30,2M  – есть модуль перехода от десятичных логариф-
мов к натуральным. 
Обратно 
 y 
 x 
 a=
2
1  
 0 
Рис.1.40 
 1 
  
 
 xy
2
1
 
   φ  1 
xy 2
 
 x  0 
 y 
 a=2 
Рис.1.41 
 φ  1 
xy 3  
 x  0 
 y 
 a=3 
Рис.1.42 
 0 
 45   1 
 x 
 y 
Рис.1.43 
 y=e
x 
 1  x  0 
 y 
Рис.1.44 
 45  
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xx ln
30,2
1
lg

 , 
т. е. 
xx ln43,0lg  . 
Тот факт, что натуральные логарифмы примерно в 2,3 раза больше 
(по модулю) десятичных, легко объясняется, поскольку число e  значи-
тельно меньше числа 10. 
4. Тригонометрические функции. К ним относятся функции xy sin , 
xy cos , xy tg  и xy ctg . Эти функции имеют периоды соответствен-
но 2π и π. Их графики хорошо известны из школьного курса тригономет-
рии. 
5. Обратные тригонометрические функции. Функции xy arcsin , 
xy arccos , xy arctg  и xy arcctg (рис.1.45-1.48) есть главные ветви 
многозначных функций xy Arcsin , xy Arccos , xy Arctg  и 
xy Arcctg , обратные функциям xy sin , xy cos , xy tg  и xy ctg . 
6.Гиперболические функции. Функция 
2
xx ee
y

  называется ги-
перболическим косинусом (величины x ) и обозначается xy ch . Функция 
2
xx ee
y

  называется гиперболическим синусом и обозначается 
xy sh , рис. 1.49, 1.50. По этим двум функциям вводят гиперболические 
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2
  
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2
  
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2
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тангенс и котангенс 
xx
xx
ee
ee
x
x
x





ch
sh
th ,  
xx
xx
ee
ee
x
x
x





sh
ch
cth . 
Очевидно, что функция xy sh  – 
нечѐтная, а функция xy ch  – чѐтная. Ли-
нию xy ch  называют цепной линией, так 
как именно такую форму принимает линия 
провисания гибкой нерастяжимой нити с 
закреплѐнными концами. 
Далее, легко видеть, что 00sh  , 
10ch  . 
В то же время очевидно, что гиперболические функции, в отличие от 
тригонометрических, не обладают периодичностью. 
Из формул-определений 
2
ch
xx ee
x

 , 
2
sh
xx ee
x

  
имеем  
xx exxexx  shch,shch . 
Поэтому 
  





22
sh
21212121 )(
21
xxxxxxxx
eeeeee
xx  
       221122112
1 shchshchshchshch xxxxxxxx  
 212121212
1 shshchshshchchch( xxxxxxxx  
)shshchshshchchch 21212121 xxxxxxxx  , 
т. е. 
  212121 shchchshsh xxxxxx  . 
Точно так же проверяется, что  
  212121 shshchchch xxxxxx  . 
Заменяя 2x  в обеих формулах на 2x , получим 
  212121 shchchshsh xxxxxx  , 
  212121 shshchchch xxxxxx  . 
Полагая xxx  21 , из первой формулы получим 
xxx chsh22sh  , 
из второй –  
xxx 22 shch2ch  , 
а из последней –  
 1 
 x 
 0 
 0 
 y  y 
 x 
 sh x  ch x 
 Рис.1.49  Рис.1.50 
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1shch 22  xx .     (1.4) 
Эта формула есть аналог известной тригонометрической формулы 
1sincos 22  xx . 
Левую часть последней формулы, как известно, называют тригоно-
метрической единицей; по аналогии с этим левую часть формулы (1.4) на-
зывают гиперболической единицей. 
Запишем теперь тождества: 
2
2
2
2 shchch xxx  , 
2
2
2
2 shch1 xx  . 
Складывая и вычитая их, будем иметь 
2
2ch21ch xx  ,  
2
2sh21ch xx  . 
Эти формулы будут очень удобны позже при вычислении неопреде-
лѐнных интегралов. 
7. Обратные гиперболические функции. Найдѐм функцию, обратную 
функции xsh . Если xy sh , т. е. 
2
xx ee
y

 , 
то отсюда  
02   yee xx , 
т. е.  
  0122  xx yee . 
Решая это квадратное уравнение, получим 
12  yyex . 
Знак «–» следует отбросить, так как xe  не может 
быть отрицательным. Итак, 
12  yyex , 
откуда 




  1ln 2yyx . 
Меняя теперь местами x  и y , получим, что функ-
цией, обратной функции xsh , является функция 




  1ln 2xx . Еѐ называют ареа-синусом величины x  и обозначают 
xArsh , рис. 1.51. 
 x 
 y 
 0 
 y=Arsh x 
 Рис.1.51 
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 x 
 y 
 1 
 Рис.1.52 
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Точно так же из уравнения 
2
xx ee
y

  получим  
12  yyex , 
т. е. 




  1ln 2yyx . 
Итак, функцией, обратной функции xch , является функция 




  1ln 2xx . Она двузначна ввиду немонотонности функции xch . Беря 
только верхнюю ветвь, получим функцию 




  1ln 2xxy . 
Она называется ареа-косинусом и обозначается xArch , рис. 1.52. 
 
13. Сложные функции 
 
Пусть y  есть функция некоторой переменной u , которая в свою 
очередь является функцией переменной x , т.е. пусть  
   xuufy  , . 
Тогда  
  xfy  , 
или 
 xFy  . 
В этом случае y  называется сложной функцией переменной x  (или 
функцией от функции), а переменную u  называют промежуточным аргу-
ментом. 
Пример 1.16. Пусть xy 3sin . Это можно переписать так 
xuuy sin,3  . 
Здесь сложная функция есть результат суперпозиции (наложения) двух ос-
новных элементарных функций: тригонометрической и целой степенной. 
Предположим теперь, что a  – иррациональное число. Тогда, по-
скольку xex ln , то, по определению 
xaa ex ln . 
Таким образом, в случае произвольного показателя 
a  степенная функция ax  определяется как сложная 
функция в виде суперпозиции показательной и лога-
рифмической функций. Поскольку выражение xln  су-
 x 
 y 
0 
 y=x 
π 
 Рис.1.53 
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ществует лишь для 0x , то и функция axy   определена, вообще говоря, 
только при 0x . Например, xex ln  , рис. 1.53. 
Сложная функция может иметь и не один промежуточный аргумент. 
Пример 1.17. Пусть xy ch2arctg . Это значит, что  
xwvvuuy w ch,2,arctg,  . 
Итак, здесь имеются 3 промежуточных аргумента: wvu ,, . Говорят, что 
операция взятия функции от функции здесь производится 3 раза. 
 
14. Элементарные функции 
 
Функция называется элементарной, если еѐ можно задать одной 
формулой вида  xfy  , где выражение  xf  составлено из основных 
элементарных функций и констант при помощи конечного числа арифме-
тических действий и конечного числа операций взятия функции от функ-
ции. 
Пример 1.18. Функция  
32tg
)1ln(sh
10 xx
xx
y 

  
– элементарная. Здесь в правой части производится одно сложение, два 
вычитания, одно умножение и 4 операции взятия функции от функции. 
С некоторыми неэлементарными функциями мы познакомимся поз-
же. 
 
Упражнения к главе I 
 
Построить множества: 
1.    0\1,2 ;  2.       303,0  ;  3.    ,12,0  ; 
4.    ,1\2,0 ;  5.     ,00,  . 
Найти области определения функций: 
6. 
4
2
arcsin
2
1
2




x
xx
y ;   17. xx
x
y 2lg1
1
lg 





 ; 
7.  3
2
lg
9
1
xx
x
y 

 ;   18.   xxxy  24lg ; 
8.  xxxy  lg3 2 ;   19. 39
110
1
xxy
x


 ; 
9. 
x
x
x
y



3
3
lg
cos
1
;    20. 
29)lg(lg xxy  ; 
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10. 
xx
y
3
arcsin
ln1
1
2


 ;   21. 
x
xxy
1
)cos21lg(  ; 
11.  24lg15 xy x  ;   22. xxy x 410arcsin 3  ; 
12.    xxx
y lnarcsin
23lg
1
2


 ;  23.  
1
1
9ln 3


xe
xxy ; 
13.    22arccoslglg  xxy ;   24.  23 101lg9  xxxy ; 
14. 
110
1
arccos


x
y ;    25. 
245coslg xxxy  ; 
15. 
  2
53
arcsin
33lg
1
2




x
xx
y ; 26. 
x
x
x
y



4
4
lg
sin
1
; 
16.  72lg1sin21 2  xxxy ; 27.  
3
52
arcsin4lg 3


x
xxy . 
Данные функции исследовать на чѐтность и нечѐтность: 
28. 
15
15



x
x
y ;     31. 
1
1



x
x
a
a
xy ; 
29. 3
23 2 )1()1( xxy  ;   32. 



  1log 22 xxy ; 
30. 
x
y
x 110 
 ;     33. 



  1log 22 xxy . 
Найти функции, обратные функциям: 
34. 



  23 1log xxy ;   36. x
x
y
51
5

 ; 
35. 3
22
22






xx
xx
y ;    37. 
31arcsin4 xy  ; 
38. 
1
1
sin21



x
x
y . 
Построить графики функций: 
39. 
x
y 3 ;      43. xy lg ; 
40.  xy
2
1 ;     44. xy lg ; 
41. 
2
3xy  ;     45. ||lg xy  ; 
42. 
2
5 xy  ;    46. xy  1lg . 
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II. Предел числовой последовательности 
 
1. Определение предела числовой последовательности 
 
Напомним, что числовой последовательностью называется упорядо-
ченное бесконечное множество чисел  
  ...,,...,,, 21 nn xxxx      (2.1) 
причем каждое из чисел (2.1) является функцией своего номера, т.е. 
 nfxn  , в связи с чем говорят, что числовая последовательность есть 
функция целочисленного аргумента. Числа ...,, 321 xxx  называют членами 
этой последовательности. Если n  – не конкретное, а произвольное (теку-
щее) натуральное число, то выражение  nfxn   называют общим членом 
последовательности.  
Пример 2.1. В последовательности  
-1, 1, -1, 1, -1, 1, …  
общий член равен  n1 . 
Пример 2.2. Для последовательности  
,...
16
1
,
9
1
,
4
1
,1  
очевидно, 
2
1
n
xn  . 
Еще раз укажем, что последовательность (2.1) есть частный случай 
упорядоченной дискретной переменной, принимающей значения 
...,, 321 xxx  
Постоянное число a  называется пределом числовой последователь-
ности (2.1), если для любого, сколь угодно малого, но фиксированного, 
числа 0  найдется такой номер  N , что для всех Nn   будет  
axn .     (2.2) 
В этом случае пишут, что  
n
n
xa

 lim .     (2.3) 
Итак,  
  




 

axNnNxa nn
n
0lim .  
Равенство (2.3) на основе выражения 
(2.2) означает геометрически, что, начиная с 
1 Nn , все точки nx  принадлежат  -
окрестности точки ax  . Но, поскольку   
можно взять сколь угодно малым, то это значит, что при n  точки nx  
a  a  а 
1N
x  
2N
x  
3N
x  
Рис. 2.1 
х 
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неограниченно сгущаются около точки ax  .  
Таким образом, любая, сколь угодно малая, окрестность точки a  содержит 
в себе бесконечное множество точек nx : 1Nx , 2Nx , 3Nx ,…, в то время 
как вне каждой  -окрестности может находиться лишь конечное число то-
чек nx : Nxxx ...,,, 21 , рис. 2.1.  
Пример 2.3. Возьмем последовательность  








1
,...
4
3
,
3
2
,
2
1
n
n
.  
Покажем, что 1lim 

n
n
x .  
Имеем, 
1
1
1
1
1
1
1







nnn
n
xn .  
Следовательно, неравенство 1nx  запишется так:  

1
1
n
, 
откуда 


1
1n , 
т. е. 
1
1


n .          (2.4) 
Взяв, например, 001,0 , получим 999n , откуда следует, что 
  10001999001,0 N . Итак, начиная с 1000n , будет 001,01 nx . 
Взяв меньшее  , получим большее n , начиная с которого будет 1nx .  
Пример 2.4. Пусть 
32
14
2
2



n
n
xn .  
Если n  велико, то 2
2
4
2
2

n
n
xn . Следовательно, можно предполо-
жить, что 2lim 

n
n
x . Докажем, что это так и есть. Имеем  
32
7
32
6414
2
32
14
2
22
22
2
2








nn
nn
n
n
xn .  
При достаточно большом n  величина 
32
7
2 n
 сколь угодно мала, а 
поэтому для сколь угодно малого 0  будет  
 2nx ,  
откуда и следует, что 2lim 

n
n
x .  
30  
Пусть, например, 001,0 . Тогда неравенство  2nx  примет вид  
001,0
32
7
2

n
,  
откуда  
70032 2 n ,  
т. е.  
5,35012 n ,  
или 
5,3501n . 
Но целая часть числа 5,3501  равна   595,3501  , а значит   60001,0 N , 
т. е. начиная с 60n , выполняется неравенство 001,02 nx .  
Пример 2.5. Возьмем последовательность  
 
,...1,0,1,0
2
11








 
n
 
Очевидно, она не имеет предела, к которому при n  неограниченно 
приближались бы числа nx . 
 
2. Простейшие свойства пределов числовых последовательностей 
 
Любая числовая последовательность не может иметь более одного 
предела.  
Пусть ba  , тогда если бы было  





 




 

bxax n
n
n
n
limlim , то это 
означало бы, что, начиная с некоторого n, 
     bCxaCx nn   , а так как       bCaC , рис. 2.2, то свой-
ство 1 доказано.□ 
Если для всех n  будет axn  ,  consta  , т. е. если 
  ,...,a,..,a,a,axn   
то и axn
n


lim . 
Действительно, в этом случае naxn  0 , т. е. 
 axn n,0 .□ 
Если последовательность  nx  имеет предел, то она ограничена. 
Пусть axn
n


lim . Зададим не-
которое 0 . Тогда вне интервала 
 aC  находится лишь конечное число 
        Cε(a)        Cε(b)
      a-ε    a   a+ε                b-ε    b     b+ε   x
   Рис. 2.2
             Cε(a)
          c           a-ε     a   a+ε                d   x
Рис. 2.3
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точек последовательности: Nxxx ,...,, 21 . Следовательно, существует такой 
отрезок ],[ dc , который содержит в себе все точки ,...,...,, 21 nxxx , рис. 2.3 
(очевидно можно взять   axxxxc N ,,...,,,min 321 , 
  axxxxd N ,,...,,,max 321 .□ 
Примечание. Утверждение, обратное свойству 3, неверно, т.е. по-
следовательность может быть ограничена, но не иметь предела. Примером 
может служить последовательность из примера 2.5, принимающая значе-
ния 0, 1, 0, 1, … 
Пусть имеется последовательность ,...,,,,}{ 54321 xxxxxxn  . Выберем 
из нее некоторым образом числа ,...,,,
321 nnn
xxx  причем если в исходной 
последовательности число 
in
x  предшествует числу 
kn
x , то это будет иметь 
место и в новой последовательности. Последовательность }{}{ nn xx k   на-
зывают подпоследовательностью исходной последовательности. 
Пример 2.6. Пусть имеется последовательность 
,...
1
,...,
3
1
,
2
1
,1
1
nn







    (2.5) 
Одной из ее подпоследовательностей является, например, последова-
тельность  
,...
5
1
,
3
1
,1
12
1







k
    (2.6) 
Другая подпоследовательность той же последовательности: 
,...
14
1
,
9
1
,
5
1
,
2
1
,…     (2.7) 
Если последовательность  nx  имеет предел a , то и любая ее под-
последовательность имеет предел, также равный a . 
Действительно, если, начиная с некоторого n , будет )(aCxn  , 
то этой окрестности принадлежат и все числа 
kn
x , следующие после nx .□ 
В качестве примера можно указать последовательность (2.5), которая 
имеет предел, равный нулю, и ее подпоследовательности (2.6) и (2.7) име-
ют тот же предел. 
Если axn
n


lim , byn
n


lim , и если nn yx  , то и ba  . 
Действительно, если бы было ba  , то, начиная с некоторого n , 
было бы nn yx  , рис. 2.4, что проти-
воречит условию.□ 
Следствие. Если axn
n


lim , и 
при этом ,0 nxn   то и 0a , т. е. неотрицательная последовательность 
      Cε(b)                             Cε(a)
      b-ε    b    b+ε               a-ε      a   a+ε    x
Рис. 2.4
yn xn
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не может иметь отрицательного предела. Аналогично, неположительная 
последовательность не может иметь положительного предела. 
Примечание. Если axn
n


lim , byn
n


lim , причем nyx nn  , то 
не обязательно ba  , поскольку может быть и ba  . Например, при всех n  
будет 
nn
11
2
 , но тем не менее, последовательности 
,...
25
1
,
16
1
,
9
1
,
4
1
)1(
1
2







n
 
и 
,...
5
1
,
4
1
,
3
1
,
2
1
1
1







n
 
имеют общий предел, равный нулю. 
Если nvxu nnn  , и при этом avu n
n
n
n


limlim , то и последо-
вательность  nx  также имеет предел, и он равен a . 
Действительно, если, начиная с 
некоторого n , будет )(aCun   и 
)(aCvn  , то начиная с этого n  и 
)(aCxn  , рис. 2.5, а это значит, что axn
n


lim .□ 
Свойство 6 иногда полушутя называют теоремой о двух милиционе-
рах. 
Следствие. Если aun
n


lim , и если axu nn   или axu nn  n  то 
n
n
x

lim  также существует и равен a . 
Примечание. Если последовательность  nx  имеет предел, равный 
a , то эта последовательность называется сходящейся к числу a . Очевидно, 
на сходимость последовательности к данному пределу не влияет добавле-
ние или отбрасывание любого конечного числа ее членов. В связи с этим в 
свойствах 2, 5 и 6 после слов «для всех» можно сделать оговорку «начиная 
с некоторого». 
 
3. Бесконечно большие последовательности 
 
Числовая последовательность  nx  называется бесконечно большой, если 
для любого, сколь угодно большого, фиксированного числа 0M , начи-
ная с некоторого n , будет Mxn  . Тот факт, что последовательность  nx  
– бесконечно большая, записывается так: 
n
nx , или, условно,  
 
          un             xn       vn           x
        a-ε                    a                        a+ε
Рис. 2.5
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

n
n
xlim . Из определения бесконечно большой последовательности сле-
дует, что если  nx  – бесконечно большая последовательность, то таковой 
является и последовательность  nx . 
Пример 2.7. Пусть 1 nxn . Покажем, что 

n
n
xlim . Зададим 
произвольное 0M . Тогда соотношение Mxn   означает, что 
Mn 1 , откуда 12 Mn . Поскольку при любом constM  , начиная 
с некоторого n , будет 12 Mn , то требуемый факт доказан. 
Если 
n
nx  и если, начиная с некоторого n , будет 0nx , то пи-
шут, что 
n
nx , или 

n
n
xlim . Аналогично определяется равенст-
во 


n
n
xlim . 
Пример 2.8. Пусть 1 nxn . Очевидно, что тогда 

n
n
xlim . 
Пример 2.9. Пусть   21 nx nn  , т.е. пусть 
  ...,25,16,9,4,1 nx  
Очевидно, здесь не будет 

n
n
xlim  или 

n
n
xlim , а можно лишь пи-
сать, что 

n
n
xlim . 
Легко устанавливаются следующие свойства. 
1. Сумма бесконечно большой и ограниченной последовательностей есть 
бесконечно большая последовательность. 
2. Сумма бесконечно больших последовательностей одного знака есть 
бесконечно большая последовательность того же знака. 
3. Произведение бесконечно большой последовательности и последова-
тельности, не обращающейся в нуль и не стремящейся к нулю, есть бес-
конечно большая последовательность. 
Далее, легко видеть, что бесконечно большая последовательность 
является также и неограниченной. Обратное утверждение неверно, т.е. не-
ограниченная последовательность может и не быть бесконечно большой. 
Таковой является, например, последовательность 
...,5,0,4,0,3,0,2,0,1   
В данном случае, какое бы большое 0M  мы не взяли, при одних n  
будет Mxn  , но уже для следующего значения 1nx  будет 01 nx , а 
значит Mxn 1 . 
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4. Бесконечно малые последовательности и их свойства 
 
Последовательность   ,...,, 321 n  называется бесконечно ма-
лой, если 0lim 

n
n
, т. е. если для любого, сколь угодно малого 0 , 
начиная с некоторого n  выполняется неравенство 
n . 
Иными словами, последовательность  n  называется бесконечно 
малой, если, начиная с некоторого своего значения, она становится и при 
дальнейшем изменении остается меньшей по модулю любого, сколь угод-
но малого, наперед заданного положительного числа. 
Пример 2.10. Пусть 
 
n
n
n
2
1
1
 , т. е. пусть 
,...
16
1
,
8
1
,
4
1
,
2
1
4321   
Взяв достаточно большое n , мы сделаем величину n  сколь угодно ма-
лой, так что 0lim 

n
n
. 
Положим 001,0  и решим неравенство 001,0n . Получим 
001,0
2
1

n
, 
т. е. 
10002 n , 
а значит 10n . Итак, начиная с 10n , будет 001,0n . 
Из определения бесконечно малой последовательности следует, что 
если  n  – бесконечно малая последовательность, то и  n  – бесконеч-
но малая последовательность. 
Бесконечно малые последовательности обладают следующими свой-
ствами. 
Сумма бесконечно малых последовательностей есть бесконечно ма-
лая последовательность. 
Возьмем сначала две бесконечно малые последовательности:  n  
и  n . Зададим произвольное >0 . Тогда, начиная с некоторого n , будет 
2

n , 
2

n , а значит, начиная с этого n , выполняется неравенство 
,
22




 nn  
а так как nnnn  , то тем более  nn , откуда следует, 
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что  nn   есть бесконечно малая последовательность. 
В случае трех бесконечно малых последовательностей  n ,  n , 
 n  мы полагаем   nnnnnn   и применяем только что 
доказанное утверждение. Таким образом, очевидно, что свойство 1 верно 
для любого конечного числа слагаемых.□ 
Примечание. Сумма бесконечно большого числа бесконечно малых 
последовательностей может и не быть бесконечно малой последовательно-
стью. Например, 
;0
11
...
11
222 

n
слагаемыхn
nnnn   
 ;1
1
...
11
const
nnn
  

n
n
nnn
1
...
11
. 
Произведение бесконечно малой последовательности на ограничен-
ную последовательность есть бесконечно малая последовательность. 
Пусть }{ nx – ограниченная последовательность. Тогда существует 
такое 0M , что nMxn  . Далее, пусть }{ n  – бесконечно малая после-
довательность. Тогда, начиная с некоторого n , будет 
M
n

 . Поэтому, 
начиная с этого n , выполняется неравенство  


 M
M
xnn , 
а значит }{ nn x – бесконечно малая последовательность.□ 
Примечание. Произведение бесконечно малой последовательности 
на неограниченную может и не быть бесконечно малой последовательно-
стью. Например,  
;1
1
;0
11
2
constn
nn
n
n n



n
nn
n
1
. 
Если  nx  – бесконечно большая последовательность, то  







n
n
x
1
 
– бесконечно малая последовательность. 
Зададим некоторое число 0M . Тогда, начиная с некоторого n , 
будет Mxn  , а значит 
Mxn
n
11
 . Поскольку M  можно взять сколь 
угодно большим, то величина n  может быть сделана сколь угодно ма-
лой.□ 
Совершенно аналогично можно доказать следующее свойство. 
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Если }{ n  – бесконечно малая последовательность, и при этом 
0n  ни при одном n , то  








n
nx
1
 – бесконечно большая последова-
тельность. 
Понятие бесконечно малой последовательности тесно связано с по-
нятием предела. Пусть axn
n


lim . Тогда из (2.2) следует, что последова-
тельность }{ axn  – бесконечно малая, и, наоборот, если }{ axn  – беско-
нечно малая последовательность, то axn
n


lim . Таким образом, для того 
чтобы число a  было пределом последовательности }{ nx , необходимо и 
достаточно, чтобы их разность }{ axn   была бесконечно малой последова-
тельностью. Иными словами, всякая числовая последовательность, имею-
щая предел, отличается от него на бесконечно малую величину, т. е. если 
n
n
xa

 lim , то 
n nx a   ,     (2.8) 
где }{ n  – бесконечно малая последовательность. 
 
5. Арифметические свойства пределов числовых последовательностей 
 
Теорема 2.1. Предел суммы последовательностей, имеющих преде-
лы, равен сумме этих пределов. 
Пусть axn
n


lim , byn
n


lim . Тогда, на основании (2.8), 
nn ax  , nn by  , 
где  n  и  n  – бесконечно малые последовательности. Поэтому 
)()( nnnn bayx  .    (2.9) 
На основании свойства 1, последовательность  nn   – бесконечно ма-
лая. Поэтому из (2.9) следует, что последовательность  nn yx   отличает-
ся от числа ba   на бесконечно малую последовательность, а это и значит, 
что 
bayx nn
n


)(lim , 
т. е.  


)(lim nn
n
yx 

n
n
xlim n
n
y

lim .□ 
Легко видеть, что теорема 2.1 верна для любого конечного числа слагае-
мых. 
Теорема 2.2. Предел произведения последовательностей, имеющих 
пределы, равен произведению этих пределов. 
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Пусть axn
n


lim , byn
n


lim . Тогда 
)())(( nnnnnnnn ababbayx  . 
Поскольку константа есть частный случай ограниченной последовательно-
сти, то  bn  и  na  есть бесконечно малые последовательности. Беско-
нечно малая последовательность тем более является ограниченной, так что 
и  nn  – бесконечно малая последовательность. Но тогда и 
 nnnn ab   – бесконечно малая последовательность. Итак, величи-
на nn yx  отличается от числа ab  на бесконечно малую величину, а значит 
abyx nn
n


lim , 
т. е.  
n
n
n
n
nn
n
yxyx

 limlimlim .□ 
Следствие. Постоянный множитель можно выносить за знак предела 
числовой последовательности. 
Действительно, пусть constc  . Тогда, по теореме 2.2, 
n
n
n
nn
n
n
xcxccx

 limlimlimlim  
(здесь мы использовали свойство 2 пределов числовых последовательно-
стей).□ 
Теорема 2.3. Предел частного двух последовательностей, имеющих 
пределы, равен частному этих пределов, если только предел знаменателя 
отличен от нуля. 
Пусть axn
n


lim , byn
n


lim , причем 0b . Тогда 
.
)( n
nn
n
n
n
n
n
n
bb
ab
b
a
b
a
b
a
b
a
b
a
y
x














  
Величина nn ab   очевидно есть бесконечно малая. Далее, поскольку 
0b , то величина nb   не может быть сколь угодно близка к нулю, так 
что последовательность 






 )(
1
nbb
 ограничена. Но тогда величина 
)(
1
)(
n
nn
bb
ab

  – бесконечно малая, т. е. величина 
n
n
y
x
 отличается от 
числа 
b
a
 на бесконечно малую величину. Итак, 
n
n
n
n
n
n
n y
x
b
a
y
x




lim
lim
lim .□ 
Примечание. Если 0lim 

n
n
y  и 0lim 

n
n
x , то, очевидно, 
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
 n
n
n y
x
lim . Случай же, когда 




 




 

0lim0lim n
n
n
n
yx , будет рас-
смотрен ниже. 
 
6. Лемма о стягивающихся отрезках 
 
Система (1.3) вложенных отрезков называется системой стягиваю-
щихся отрезков, если при n  длина отрезка  nn ba ,  бесконечно мала, 
т. е. если 
0)(lim 

nn
n
ab . 
Лемма 2.1. Если (1.3) – система стягивающихся отрезков, то сущест-
вует одно и только одно число, принадлежащее всем отрезкам этой систе-
мы. 
Тот факт, что хотя бы одно принадлежащее всем отрезкам системы 
число существует, вытекает из свойства 5 множества вещественных чисел, 
т. е. из аксиомы непрерывности числовой оси. Докажем, что это число – 
единственное. 
Предположим, что существует два та-
ких числа x  и y , что  
nbyabxa nnnn  , . 
Тогда nn abyx  , рис. 2.6. Поскольку 
yx  , то существует такое число 0h , что hyx  . Но тогда тем более 
nhab nn  , а это противоречит тому, что, по условию, 
0)(lim 

nn
n
ab .□ 
 
7. Точная верхняя и нижняя грани числовых множеств 
 
Пусть E  – некоторое множество чисел x . Число M  называется точ-
ной верхней гранью этого множества, если: 
а) ExMx  , 
б) для каждого числа MM 1  найдется по крайней мере одно число Ex , 
такое, что MxM 1 , рис. 2.7. 
Условие а) означает, что множество E  ограни-
чено сверху числом M , а из условия б) следу-
ет, что число M  является наименьшим из чисел, обладающих этим свой-
ством. Очевидно, что M  геометрически означает абсциссу самой правой 
точки множества E . 
Пример 2.11. Пусть множество E  состоит из конечного числа точек 
 x 
 an 
 y 
 bn 
Рис. 2.6 
 x 
      
         M1         x   M 
              x 
Рис. 2.7 
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mxxx ,..., 21 . Тогда, очевидно  mxxxM ,...,max 21 .  
Пример 2.12. Пусть  baE , . В этом случае bM  , а значит EM . 
Пример 2.13. Пусть  baE , . Тогда снова bM  , но теперь уже 
EM  . 
Эти примеры показывают, что само число M  может как принадле-
жать, так и не принадлежать множеству E . 
Точная верхняя грань числового множества E  обозначается Esup . 
Если множество не ограничено сверху, то пишут, что Esup . 
Теорема 2.4. Всякое непустое ограниченное сверху множество имеет 
точную верхнюю грань, являющуюся конечным числом. 
Пусть E  – непустое ограниченное сверху множество; тогда существует, 
по крайней мере, один элемент Ea , и имеется такое число b , что для 
всех Ex  будет bx   (при этом вовсе не 
обязательно, что Eb ). Отрезок  ba,  со-
держит, по крайней мере, одну точку мно-
жества E  (например, точку ax ). Разделим этот отрезок пополам и рас-
смотрим два отрезка 


 
2
,
ba
a  и 


 
b
ba
,
2
. Если правый отрезок содержит 
хотя бы одну точку множества E , то мы обозначаем его  11,ba , а левый 
отрезок отбрасываем (рис. 2.8). В противном случае (рис. 2.9) левый отре-
зок содержит по крайней мере одну точку множества E , и мы его обозна-
чим  11,ba , а правую половину исходного отрезка  ba,  выбрасываем из 
дальнейшего рассмотрения. Очевидно, в обоих случаях все множество E  
лежит левее точки 1b . 
От отрезка  11,ba  точно так же переходим к отрезку  22 ,ba  и т. д. На 
n -ом шаге отрезок  11,  nn ba  делим пополам, и, если правая его половина 
содержит хотя бы одну точку множества E , то 
обозначаем ее  nn ba ,  (а левую половину отбра-
сываем), а если нет, то в качестве  nn ba ,  берем 
левую половину, а правую половину, как не содержащую точек множества 
E , отбрасываем и т.д. 
В результате этого процесса получим систему вложенных отрезков 
       ...,...,,,,,,, 2211 nn babababa  При этом для всех n  множество E пол-
ностью расположено левее точки nb , а отрезок  nn ba ,  содержит по край-
ней мере одну точку множества E . Кроме того, 
nnn
ab
ab
2

 , а значит 0)(lim 

nn
n
ab , т.е. по-
лучена система стягивающихся отрезков. На основании леммы 2.1 о стяги-
вающихся отрезках, существует, и притом единственное, число Mx  , 
 
         a      a1    b1
   x
Рис. 2.8
 
          a1      b1
          a     b         x
Рис. 2.9
      
      x
* 
        an            M      bn           x 
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принадлежащее всем отрезкам  nn ba , . Докажем, что EM sup . 
Покажем сначала, что для любого Ex  будет Mx  . Предположим 
противное, т. е. пусть существует такое Ex * , что Mx 
*
 (рис. 2.10). По-
скольку 0)(lim 

nn
n
ab , то, начиная с некоторого n , будет *xbn  , чего 
не может быть, поскольку все точки лежат левее точки nb . Возьмем теперь 
некоторое 0  Начиная с некоторого n  будет 
 nn ab , а значит  Man . Но отрезок 
 nn ba ,  содержит по крайней мере одну точку 
Ex , причем, как уже доказано, Mx  , 
рис. 2.11. 
Следовательно,  
 xM  nn ab , 
откуда 
 Mx . 
Таким образом, для любого числа  MM1  существует такое чис-
ло Ex , что 1Mx  . Отсюда и следует, что EM sup .□ 
Теорема 2.5. Любое числовое множество имеет единственную точ-
ную верхнюю грань. 
Заметим, что в этой теореме множество E может и не быть ограни-
ченным сверху; в противном случае Esup . 
Предположим, что множество E имеет 
две различные точные верхние грани M  и M   
(для определенности будем считать, что 
MM  ), рис. 2.12. Поскольку EM sup , то существует такое Ex , что 
MxM  , а это противоречит тому, что EM sup . Тем самым теорема 
доказана.□ 
Число m  называется точной нижней гранью 
множества E, если: 
а) Exmx  , 
б) для каждого числа mm   найдется по крайней мере одно число Ex , 
что mx  , рис. 2.13. 
Точная нижняя грань множества E обозначается Einf . Если множе-
ство E  не ограничено снизу, то пишут, что Einf . 
Теорема 2.6. Любое непустое ограниченное снизу множество имеет 
точную нижнюю грань, являющуюся конечным числом. 
Теорема 2.7. Любое числовое множество имеет единственную точ-
ную нижнюю грань. 
Теоремы 2.6 и 2.7 доказываются совершенно аналогично теоре-
мам 2.4 и 2.5. 
 
        M      x   M’
 x
Рис. 2.12
 an 
M-ε 
 x 
 M   bn 
 x 
Рис. 2.11 
 x  m  m’ 
 x 
Рис. 2.13 
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8. Предел монотонной последовательности 
 
Теорема 2.8. Если последовательность  nx  монотонно не убывает и 
ограничена сверху некоторым числом Q, то она имеет предел, и этот пре-
дел не превосходит числа Q. 
Пусть ,...,..., 21 nxxx  – члены последовательности. Тогда, по усло-
вию 
Qxxxx n  ......321 . 
Поскольку последовательность  nx  ограничена сверху, то, на осно-
вании теоремы 2.4, существует конечное число  nxM sup .□ 
Докажем, что n
n
xM

 lim . Для этого зададим произвольное 0 . 
По определению точной верхней грани (часть а) определения) для всех n  
будет 
Mxn  , 
а значит 
 Mxn n,0, .    (2.10) 
Далее, на основании части б) определения точной верхней грани, хо-
тя бы при одном n  будет 
nxM  , 
а так как числа nx  не убывают при n , то и для всех последующих n  
будет 
nxM  .     (2.11) 
Из неравенств (2.10) и (2.11) следует, что, начиная с некоторого n 
будет  MxM n , т.е. )(MCxn  , откуда и следует, что 
n
n
xM

 lim . Тот факт, что QM  , очевиден, так как если бы было QM  , 
то, начиная с некоторого n , было бы и Qxn  , что противоречит усло-
вию.□ 
В дополнение к доказанной теореме покажем, что если последова-
тельность монотонно не убывает и не ограничена сверху, то 

n
n
xlim . 
Действительно, пусть 0M  – произвольное число. В силу того, 
что величина nx  не ограничена сверху, при некотором n  будет Mxn  , а 
так как числа nx  не убывают с ростом n , то и при всех последующих n  
будет Mxn  , т.е., начиная с некоторого n , будет Mxn  n , откуда и 
следует, что 


n
n
xlim .□ 
Теорема 2.9. Если последовательность  nx  монотонно не возрастает 
и ограничена снизу некоторым числом q , то она имеет предел, и этот пре-
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дел не меньше числа q . 
Эта теорема доказывается совершенно аналогично теореме 2.8. 
Пример 2.14. Пусть 
,...
8
1
4
1
2
1
,
4
1
2
1
,
2
1
321  xxx  
Очевидно, что для всех n  будет 1nx , и что 
последовательность  nx  монотонно возрастает. 
На основании теоремы 2.8, последовательность 
 nx  имеет предел и этот предел не превосходит числа 1, рис. 2.14. Легко 
проверить, что в данном случае предел равен именно 1. Действительно 
n
n
nn
x
2
1
1
2
1
1
2
1
1
2
1
2
1
...
2
1
2
1
2









 . 
Если n , то 0
2
1

n
, а значит 1lim 

n
n
x . 
Пример 2.15. Рассмотрим последовательность 
...,
!
1
...
!3
1
!2
1
1...,,
!3
1
!2
1
1,
!2
1
1,1 321
n
xxxx n   
Очевидно, что последовательность  nx  монотонно возрастает. В то 
же время 







12 2
1
...
2
1
2
1
1
...321
1
...
321
1
21
1
1
nn n
x  
2
2
1
1
1
...
2
1
2
1
2
1
1
32


 . 
Из теоремы 2.8. следует, что существует число n
n
xa

 lim , и при этом 2a . 
Позже мы увидим, что ...718,11 ea . 
 
9. Решение характерных примеров на признаки существования  
пределов числовой последовательности 
 
Пример 2.16. Пусть 
nn
n
x
2
 .  
Тогда 
11 2
1



nn
n
x , 
      
                        x1        x2   x3 
     0                                         1 x 
Рис. 2.14 
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откуда 
 
n
n
n
n
x
x
n
n
n
n
2
1
2
21
1
1 



 , 
а значит 
nn x
n
n
x
2
1
1

 .     (2.12) 
Поскольку ,4,3,221  nnn …, то 
11  nxx nn . 
Следовательно, последовательность  nx  монотонно убывает. Кроме того, 
nxn  0 . Таким образом, последовательность  nx  монотонно убывает, 
но ограничена снизу числом 0. На основании теоремы 2.9, существует чис-
ло n
n
xc

 lim , и при этом 0c . 
Поскольку рекуррентное соотношение (2.12) верно при всех n , то в 
нем можно совершить предельный переход при n .  
Тогда получим 
n
nn
n
n
x
n
n
x




 lim
2
1
limlim 1 , 
т. е. 
c
n
c
n







 2
1
2
1
lim , 
или 
cc
2
1
 , 
откуда следует, что 0c . 
Итак, мы показали, что 0
2
lim 
 nn
n
. 
Легко убедиться, что при произвольном 1k  и при любом 1a  бу-
дет 0lim 
 n
k
n a
n
, откуда, по существу, следует, что при  nnx ,  сте-
пенная функция неограниченно возрастает медленнее показательной 
функции. 
Пример 2.17. Пусть 
!n
a
x
n
n  . Будем считать, что 1a , так как при 
1a , очевидно, 0lim 

n
n
x . Имеем 
11!)!1(
1
1








n
a
x
n
a
n
a
n
a
x n
nn
n , 
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т. е. 
1
1


n
a
x
x
n
n , 
а значит 
nn x
n
a
x
1
1

 ,     (2.13) 
При больших n  (точнее, при 1 an ) будет nn xx 1 . Кроме того, 
nxn  0 . Таким образом, последовательность  nx  монотонно убывает, 
но ограничена снизу числом 0. В силу теоремы 2.9, она имеет предел c , и 
при этом 0c . 
Совершая в соотношении (2.13) предельный переход при n , по-
лучим 
n
nn
n
n
x
n
a
x


 
 lim
1
limlim 1 , 
т. е. 
cc  0  
откуда 0c . 
Итак,  
0
!
lim 
 n
an
n
, 
т. е. при n  показательная функция растет медленнее факториала. 
Пример 2.18. Пусть nn ax  , где 1a . Очевидно, что nxn 1 . По-
ложив nnx 1 , получим, что 0n .  
Таким образом, 
n a n1 ,    (2.14) 
а значит nna )1(  , откуда, на основании формулы бинома Ньютона, 
n
nnn
nn
na 

 ...
!2
)1(
1 2 . 
Поскольку 0na , то 
nna 1 , 
так что 
n
a
n
1
 , 
отсюда находим: 
0lim 

n
n
, 
т. е., на основании (2.14), 
1lim 

n
n
a . 
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Пример 2.19. Пусть nn nx  . Снова положим nnx 1 , где 0n . 
Таким образом,  
n
n n 1 , 
а значит 
n
nn )1(  , 
или, по формуле бинома Ньютона, 
n
nnn
nn
nn 

 ...
!2
)1(
1 2 , 
откуда следует, что 
2
2
)1(
n
nn
n 

 , 
т. е. 
1
2
1 2 

n
n
, 
а значит 
1
2


n
n , 
и, в то же время,       nn  0 .  
Полагая n , получим, что 0lim 

n
n
, т. е. 
1lim 

n
n
n . 
Пример 2.20. Пусть nn nx ! . Покажем, что эта последовательность 
монотонно возрастает, т.е. что  
1 nn xx .     (2.15) 
Неравенство (2.15) равносильно следующему: 
1
1
1 

  nn
n
n xx , 
т. е. 
)!1(!!  nnn n , 
или 
1!  nnn , 
а значит 
nnn )1(!  , 
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т. е. 
)1(...)1)(1(...21  nnnn . 
Последнее неравенство очевидно, а значит доказано и неравенство 
(2.15), т. е. доказано, что последовательность  nx  монотонно возрастает. 
Докажем, что последовательность  nx  не ограничена сверху.  
Предположим противное, т. е. пусть существует такое число 0M , 
что nMxn  , т. е., Mn
n !  откуда nMn ! , а этот результат противоре-
чит тому, что 
0
!
lim 
 n
M n
n
 
(см. пример 2.17). 
Тем самым доказано, что 


n
n
n!lim . 
Пример 2.21. Пусть 
n
n
x an
log
 . Будем считать, что 1a . Тогда, на 
основании результата примера 2.19,  
1lim
1


n
n
n . 
Возьмем некоторое малое 0 . Тогда, начиная с некоторого n , будет 
 an n
1
, откуда 
n
n
alog
1
, 
или 

n
nalog , 
а так как   можно взять сколь угодно малым, то 
0
log
lim 
 n
na
n
. 
Пример 2.22. Возьмем последовательность 
...,222,22,2 321  xxx  
Рекуррентная формула: 
nn xx  21 .    (2.16) 
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Имеем 
,22,222,2 321  xxx  
и вообще 
nxn  2 , 
т. е. последовательность  nx  ограничена сверху числом 2. 
На основании (2.16) имеем 
1
1
11
22
22






nn
nn
nnnn
xx
xx
xxxx . 
Легко видеть, что 12 xx  . Применяя метод математической индукции, по-
лучим, что 
nxx nn 1 , 
т. е. последовательность  nx  монотонно возрастает. 
Итак, последовательность  nx  монотонно возрастает, но ограничена 
сверху числом 2. На основании теоремы 2.8, существует число n
n
xc

 lim , 
и при этом 2c . 
Совершая в равенстве (2.16), т. е. в равенстве nn xx  2
2
1 , предель-
ный переход, получим 
cc  22 , 
т. е. 
022  cc , 
откуда       ,21 c 12 c .  
Корень 1c  отпадает, так как 2nx , а значит и 2c . Итак, 
2lim 

n
n
x . 
Пример 2.23. Возьмем последовательность 
...,,
531
121110
,
31
1110
,
1
10
321





 xxx  
т. е. 
)12(...531
)9(...121110



n
n
xn . 
Очевидно, рекуррентная формула:  
1
12
9



 nn x
n
n
x      (2.17) 
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Из неравенства 129  nn  получим 10n . Таким образом, из (2.17) сле-
дует, что, начиная с 11n , последовательность  nx  монотонно убывает. 
Кроме того, nxn  0 . Следовательно, эта последовательность удовлетво-
ряет условиям теоремы 2.9. Поэтому существует число n
n
xc

 lim , причем 
0c . 
Переходя в соотношении (2.17) к пределу при n , получим 
cc
2
1
 , 
откуда 0c , т. е. 
0lim 

n
n
x . 
Этот результат естественен, поскольку, на основании (2.17), при больших 
n  будет 1
2
1
 nn xx , т. е. последовательность nx  при больших n  близка к 
геометрической прогрессии со знаменателем 
2
1
q . 
 
10. Лемма Больцано–Вейерштрасса 
 
Возьмем последовательность 
...,
5
4
,2,
4
3
,2,
3
2
,2,
2
1
,2   
Она является ограниченной, но не имеет предела. Однако из нее можно 
выделить подпоследовательность 
...,,
5
4
,
4
3
,
3
2
,
2
1
 
которая, очевидно, сходится, имея предел, равный 1. Возникает вопрос, 
случаен ли этот факт, или же он имеет общий характер? 
Теорема 2.10 (лемма Больцано–Вейерштрасса). Из любой ограни-
ченной последовательности можно выделить подпоследовательность, схо-
дящуюся к конечному пределу. 
Пусть последовательность 
...,...,,, 21 nxxx .     (2.18) 
ограничена. Тогда существует такой отрезок  ba, , что   nbaxn  , . Разде-
лим отрезок  ba,  пополам. По крайней мере одна из его половин содержит  
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бесконечное множество точек nx ; обозначим эту половину через  1 1,a b . 
Если бесконечное множество точек nx  содержит каждая из половин отрез-
ка  ba, , то любую из них можно взять в качестве  11,ba .  
Аналогично делим отрезок  11,ba  пополам и обозначаем  22 ,ba  ту 
из его половин, которая содержит бесконечное множество точек nx , и т. д. 
На k –м шаге получим отрезок  kk ba , , содержащий бесконечное множест-
во точек nx , и т. д. 
В результате получим систему стягивающихся отрезков 
        ...,,...,,,,,,, 2211 kk babababa . На основании леммы о стягивающихся 
отрезках, существует единственная точка c , принадлежащая всем этим от-
резкам. 
Искомую подпоследовательность ,...,...,
21 knnn
xxx  можно построить, 
например, так (вообще это можно сделать бесчисленным множеством спо-
собов). В качестве 
1n
x  возьмем первое из чисел nx , содержащееся в  11,ba . 
В качестве 
2n
x  возьмем первое из чисел nx , следующих в последователь-
ности (2.18) после 
1n
x  и попавшее в  22 ,ba . В качестве 3nx  берем первое 
из чисел nx , следующих в (2.18) после 1nx  и 2nx  и попавшее в 
 33 ,ba  и т. 
д. Это построение возможно, поскольку каждый из отрезков  kk ba ,  со-
держит бесчисленное множество точек nx , а значит ему принадлежат точ-
ки со сколь угодно большими номерами. 
Так как для всех kn  будет knk bxa k  , и в то же время 
cba k
k
k
k


limlim , то, в силу свойства 6 пределов, имеем 
cx
knk


lim , 
что и требовалось доказать.□ 
 
Упражнения к главе II 
 
Построить последовательности и установить их расходимость 
1. ;)1(
2n
nx      2. nx
n
n )1( ; 
3.
n
nxn
)1( ;    4. 
 n
n
n
x 1)1(5,0  ; 
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5. 
1
)1( 1




n
n
x
n
n ;    6. 
  112 
n
nx ; 
7. 3)1( nx nn  . 
8. Дана последовательность  nx , где 2
2
43
21
n
n
xn


 . Пользуясь опре-
делением предела, показать, что 
2
1
lim 

n
n
x . Начиная с какого n  будет 
?001,0
2
1
nx  
 Дана последовательность  nx . Найти ее предел, а также  N . 
9. 
13
12



n
n
xn ;    10. 
12 

n
n
xn . 
11. 
1
1
2
2



n
n
xn ;    12. 
23
1



n
n
xn ; 
13. Дана последовательность 
13
12
...,,
7
3
4
1
,
4
1
121


 
n
n
xxxx nn . По-
казать, что она монотонно убывает, и что 0lim 

n
n
x . 
14. Дана последовательность 11 12,12  nn xxx . Показать, 
что она монотонно возрастает, и найти ее предел. 
Вычислить пределы 
15. )10;1;1(
1
lim 

aaa
a
a
n
n
n
; 
16. )10;1;1(
1
lim
12
2

 
aaa
a
a
n
n
n
; 
17. 
2
)1(...321
lim
n
n
n


;  18. 










 3
...21
lim
2
222 n
n
n
n
; 
19. 
2
222 )1(...31
lim
n
n
n


;  20. 
3
)1(...3221
lim
n
nn
n


; 
21. 
n
n
n
3
1
...
9
1
3
1
1
2
1
...
4
1
2
1
1
lim



;  22. 









 )12)(12(
1
...
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1
31
1
lim
nnn
. 
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III. Предел функции. Непрерывность функций 
 
1. Предел функции в точке и на бесконечности 
 
Пусть имеется функция  xfy   с областью определения fD . Возь-
мем некоторую последовательность 
  ,...,,...,, 21 nn xxxx       (3.1) 
такую, что  
а) nDx fn  ; 
б) axn
n


lim , и при этом naxn  .  
Очевидно, последовательностей вида (3.1), удовлетворяющих условиям а) 
и б), существует, вообще говоря, бесчисленное множество. 
По последовательности (3.1) строим соответствующую числовую 
последовательность 
        ,......,,, 21 nn xfxfxfxf     (3.2) 
Если для любой последовательности (3.1), удовлетворяющей условиям а) и 
б), соответствующая последовательность (3.2) сходится к некоторому чис-
лу b , то это число называется пределом функции  xfy   в точке ax  , и 
это записывают так 
  bxf
ax


lim ,     (3.3) 
или  
  bxf
ax
 .  
При этом числа nx  могут приближаться к точке a  совершенно произволь-
но, и в любом из этих случаев будет  
  bxf n
n


lim .  
Данное определение предела функции в точке 
можно сформулировать и короче: 
    




 




 

axbxfax nn
n
n
n
,limlim . (3.4) 
Геометрически соотношение (3.4) означает, что 
если абсциссы точек nx  стремятся к a , то ординаты 
этих точек неограниченно приближаются к b .  
Пример 3.1. Пусть   2 xxf . Докажем, что 32lim
1


x
x
.  
В данном случае  ),2 fD . Возьмем в fD  последовательность 
 nx , такую, что 1nx . Имеем  
0 x1 x3 a x4 x2 
x 
y1 
y3 
b 
y4 
y2 
y y=f(x) 
Рис. 3.1 
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 
  .
32
1
1
32
32
32





n
n
n
n
n
x
x
x
x
x  
Знаменатель во втором множителе не может быть сколь угодно близким к 
нулю, а значит, этот множитель является ограниченной величиной. Мно-
житель же 1nx  бесконечно мал при n . Но тогда и 32 x , как 
произведение бесконечно малой последовательности на ограниченную, 
есть бесконечно малая последовательность, а это, на основании (3.4) и 
(3.3), означает, что 32lim
1


x
x
.  
Пример 3.2. Покажем, что 0sinlim
0


x
x
. Пусть последовательность 
 n  сходится к нулю. Если   измерять в ра-
дианах, то  
R
BA

 , рис. 3.2.  
В то же время 
R
BC
sin , а так как BABC

 , то  
nnn sin . 
Здесь мы считаем, что 0n . В общем же случае, очевидно, имеем 
nn sin .  
Так как, по условию, 0n , а значит и 0n , то тем более и 
0sin


n
n , откуда и следует, что  
0sinlim
0


x
x
.     (3.5) 
Пример 3.3. Пусть a  – произвольное число. Докажем, что  
ax
ax
sinsinlim 

.     (3.6) 
Имеем  
2
cos
2
sin2sinsin
axax
ax nnn

 . 
Если axn  , то, на основании (3.5), 0
2
sin 
 axn . В то же время 
n
axn 

2
2
cos2 .  
Следовательно, величина axn sinsin   при 
n  бесконечно мала, как произведение бес-
конечно малой величины на ограниченную. От-
сюда, на основании произвольности последова-
тельности  nx , и следует равенство (3.6). 
O 
C 
R 
B 
A 
 
Рис. 3.2 
0 
b 
x 
y 
Рис. 3.3 
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В равенстве (3.3) каждое из чисел a  и b  может и не быть конечным. 
Пусть, например, a . Тогда вместо (3.3) получим  
  bxf
x


lim .  
В частности, можно рассматривать пределы  xf
x 
lim  и  xf
x 
lim , 
рис. 3.3.  
Пример 3.4. Из рис. 3.4 легко усматривается, что  
2
arctglim



x
x
, 
2
arctglim



x
x
.   (3.7) 
Для доказательства зададим произвольное 0 . 
Решим неравенство  


xarctg
2
.  
Получим  



2
arctg x ,  
откуда  









2
tgx ,  
т. е.  
 ctgx .  
Но nx , а поэтому, начиная с некоторого n , будет  ctgnx . Тогда, 
начиная с этого n , будет  


nxarctg
2
,  
откуда следует первое из равенств (3.7). Точно так же доказывается и вто-
рое из равенств (впрочем, оно вытекает и из нечетности функции xarctg ).  
Пусть теперь в равенстве (3.3) будет b , т. е. пусть 
  

xf
ax
lim .  
В таких случаях говорят, что функция  xf  в точке ax   обращается в 
бесконечность. 
Пример 3.5. Убедимся, что 
 

 23 3
lim
x
x
x
.  
Действительно, если 3nx , то 
 
n
n
x
x
2
3
1

 есть 
бесконечно большая положительная величина (как 
произведение бесконечно большой положительной величины на величину, 
не стремящуюся к нулю и, начиная с некоторого n , положительную), 
0 
/2 
–/2 
y 
x 
Рис. 3.4 
0 3 x 
y 
Рис. 3.5 
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рис. 3.5. 
Возьмем, наконец, случай, когда одновременно a  и b , т. е. 
когда  
  

xf
x
lim .  
Это равенство означает, что если  nx  – произвольная бесконечно большая 
последовательность, то и последовательность   nxf  – бесконечно боль-
шая.  
Пример 3.6. Покажем, что 


x
x
lnlim .  
Зададим некоторое число 0M . Решим нера-
венство 
Mx ln .  
Оно выполняется для Mex  . Но, поскольку 
nx , то, начиная с некоторого n , будет 
M
n ex  , а значит, начиная с этого n , будет Mxn ln , рис. 3.6. 
 
2. Односторонние пределы функции в точке 
 
Предположим, что числовая последовательность  nx  имеет предел 
a , и пусть axn   n , рис. 3.7. В этом случае говорят, что величина nx  
стремится к числу a  справа, и пишут:  
0

ax
n
n . 
Если же axn
n


lim , и в то же время axn   
n , то величина nx  называется стремящейся к числу a  слева; в этом слу-
чае пишут:  
0

ax
n
n .  
В частности, если 0a , то пишут не 
00 
n
nx  или 00 
n
nx , а просто 
0
n
nx  или 0
n
nx .  
Предположим теперь, что  xfy   – не-
которая функция. Если для любой последова-
тельности   0

ax
n
n  будет    1bxf
n
n

 , то 
число 1b  называют пределом функции  xf  в точке ax   слева, рис. 3.8, и 
в этом случае пишут, что  
0 1 x 
y 
Рис. 3.6 
a x1 x2 x3 x4 
Рис. 3.7 
x 
0 
b1 
b2 
a x 
y 
Рис. 3.8 
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 xfb
ax 0
1 lim

 .  
Аналогично определяется предел функции  xf  в точке ax   справа:  
 xfb
ax 0
2 lim

 .  
Для произвольной функции в произвольной точке пределы слева и 
справа не обязательно равны между собой. Более того, любой из них (или 
даже оба) может не существовать.  
Пример 3.7. Возьмем функцию 
x
y
1
arctg  и точку 0x . Если 
0
n
nx , то 
nnx
1
, и, в силу первого из равенств (3.7), 
2
1
arctg


nnx
, так что  
2
1
arctglim
0


 xx
. 
Аналогично, используя вторую из фор-
мул (3.7), получим  
2
1
arctglim
0


 xx
. 
Обычно, с целью уточнения предыдущих равенств, их пишут так:  
0
2
1
arctglim
0



 xx
, 0
2
1
arctglim
0



 xx
.  
Смысл каждого из этих уточнений очевиден, рис. 3.9.  
Итак, в данном примере пределы функции в точке 0x  существу-
ют, но не равны между собой.  
Пример 3.8. Пусть xy
1
2 . Если 0
n
nx , то 
nnx
1
, а значит 
и 
n
xn
1
2 . Если же 0
n
nx , то 

nnx
1
, а значит 02
1

n
xn . Итак,  
02lim
1
0


x
x
, 

x
x
1
0
2lim ,  
т. е. предел функции в точке 0x  слева существует, а предел справа – не 
существует.  
0 
–/2 
/2 
x 
y 
Рис. 3.9 
0 
1 
х 
y 
Рис. 3.10 
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Заметим еще также, что, если 
n
nx , то 0
1

nnx
, а значит 
012
1

n
xn , так что  
012lim
1


x
x
,  
и аналогично  
012lim
1


x
x
.  
Легко видеть, что для того чтобы данная функция в данной точке 
имела предел, необходимо и достаточно, чтобы она имела в этой точке 
пределы как слева, так и справа, и чтобы эти пределы были равны между 
собой.  
 
3. Свойства пределов функций 
 
Рассмотренные выше определения и свойства пределов числовых 
последовательностей легко переносятся и на случай функций непрерывно-
го аргумента. Перечислим основные из них.  
Функция  xf  называется бесконечно большой при ax  , если 
  

xf
ax
lim  (здесь, как и всюду ниже, вместо ax   может быть x ).  
Имеют место, в частности, следующие свойства.  
1. Сумма бесконечно большой и ограниченной функций есть бесконечно 
большая функция.  
2. Сумма бесконечно больших функций одного знака есть бесконечно 
большая функция того же знака.  
Докажем, например, свойство 1. Пусть   

xf
ax
lim , а  x  – ог-
раниченная при ax   функция (т.е. существует такое 0M , что для всех 
 aCx  , где 0  – любое число, будет   Mx  ). Тогда при ax
n
n

  
получим последовательность     nn xxf  , которая является суммой 
бесконечно большой   nxf  и ограниченной последовательности   nx . 
В силу соответствующего свойства числовых последовательностей будет 
   n n
n
f x x

   , а так как  nx  – произвольная последовательность, 
то      

xxf
ax
lim , что и требовалось доказать. □  
Функция  xf  называется бесконечно малой при ax  , если 
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  0lim 

xf
ax
. Имеют место следующие свойства.  
1. Сумма любого конечного числа бесконечно малых функций есть беско-
нечно малая функция.  
2. Произведение бесконечно малой функции на ограниченную функцию 
есть бесконечно малая функция.  
3. Если при ax   функция  xf  является бесконечно большой, то функ-
ция  
 xf
x
1
  есть бесконечно малая при ax  .  
4. Если при ax   функция  x  есть бесконечно малая и если она не об-
ращается в нуль в некоторой окрестности точки a  (за исключением, 
быть может, самой точки a ), то функция  
 x
xf


1
 является беско-
нечно большой при ax  .  
Докажем, например, свойство 3. Пусть ax
n
n

 . Тогда при n  
последовательность   nxf  есть бесконечно большая, и, по доказанному 
ранее, величина   
 






xf
x
1
 есть бесконечно малая последователь-
ность, т.е.   0


n
nx , а так как последовательность  nx  – произвольная, 
то   0lim 

x
ax
.□ 
Предположим теперь, что   bxf
ax


lim . Тогда    xbxf  , где 
 x  – бесконечно малая функция при ax  . Обратно, если 
   xbxf  , где   0 x  при ax  , то  xfb
ax
 lim .  
Докажем, например, первое из этих утверждений. Пусть 
 xfb
ax
 lim . Это значит, что если ax
n
n

 , то   bxf
n
n

 , а значит 
  0


n
n bxf . Положив 
   nn xbxf  ,    (3.8) 
будем иметь   0


n
nx . Следовательно,  x  – бесконечно малая функ-
ция при ax  , а так как из (3.8) следует, что    xbxf  , то утвержде-
ние доказано.□  
Далее, справедливы следующие утверждения.  
Теорема 3.1. Предел суммы любого конечного числа функций, 
имеющих предел, равен сумме этих пределов, т. е. 
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   
 

m
k
k
ax
m
k
k
ax
xfxf
11
limlim . 
Теорема 3.2. Предел произведения функций, имеющих пределы, ра-
вен произведению этих пределов, т. е. 
   





m
k
k
ax
m
k
k
ax
xfxf
11
limlim . 
Из этой теоремы, в частности, следует, что постоянный множитель 
можно выносить за знак предела, т. е. 
    xfcxcf
axax 
 limlim .  
Теорема 3.3. Предел частного двух функций, имеющих пределы, ра-
вен частному этих пределов, если предел знаменателя отличен от нуля, т. е.  
 
 
 
 
  0lim,
lim
lim
lim 


 



x
x
xf
x
xf
ax
ax
ax
ax
.  
Все эти теоремы доказываются совершенно аналогично. 
Докажем, например, теорему 3.1, причем для простоты возьмем 
случай двух слагаемых. Предположим, что  
    cxbxf
axax


lim,lim .  
Это значит, что если ax
n
n

 , то     cxbxf n
n
n
n


lim,lim . Но тогда, 
на основании теоремы 2.1,  
        n
n
n
n
nn
n
xxfxxf 

limlimlim , 
т. е.  
     cbxxf nn
n


lim .  
А так как последовательность  nx  – произвольная, то это значит, что  
     cbxxf
n


lim .□ 
Пример 3.9. На основании теорем 3.1. и 3.2, получим  
    4113121lim3lim2132lim 2
11
2
1


xxxxx
xxx
. 
Отметим еще следующие свойства. 
1. Если функция  xf  имеет предел в точке ax  , то она ограничена при 
ax  .  
2. Если существуют конечные пределы 
    cxbxf
axax


lim,lim ,  
и если в некоторой окрестности точки a  будет    xxf  , то и cb  .  
3. Если в некоторой окрестности точки a  будет      xgxfx   и если 
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    bxgx
axax


limlim , то предел  xf
ax
lim  также существует и равен b .  
4. Пусть функция  xf  монотонно не убывает на отрезке  21, aa  и огра-
ничена на нем сверху числом M  (т.е.    21,, aaxMxf  ). Тогда 
существует односторонний предел  xf
ax 02
lim

, и этот предел не пре-
восходит числа M .  
5. Пусть функция  xf  монотонно не возрастает на отрезке  21, aa  и ог-
раничена на нем снизу числом m . Тогда существует односторонний 
предел  xf
ax 02
lim

, и этот предел не меньше числа m .  
Все эти свойства легко следуют из соответствующих свойств число-
вых последовательностей.  
Докажем еще одно свойство.  
Лемма 3.1. Если   0lim 

xf
ax
, то существует 
такая окрестность точки ax  , внутри которой бу-
дет   0xf  (рис. 3.11).  
Предположим противное, т. е. пусть в лю-
бой, сколь угодно малой, окрестности  aC  со-
держится точка x , в которой   0xf . Тогда в лю-
бом ограниченном интервале, содержащем точку a , имеется бесчисленное 
множество точек x , для которых   0xf . На основании леммы Больцано–
Вейерштрасса, из этого множества точек можно выделить подпоследова-
тельность  nx , такую, что ax
n
n

 . По предположению, для всех этих 
точек будет   0nxf . Но тогда и   0lim 

n
n
xf  (этот предел существует, 
поскольку, по условию, существует предел  xf
ax
lim ). Полученное нера-
венство противоречит условию, согласно которому   0lim 

xf
ax
.□ 
Доказанное утверждение называют леммой о сохранении знака 
функции.  
Заменяя в лемме  xf  на  xf , получим, что если   0lim 

xf
ax
, то 
существует такая окрестность точки ax  , всюду в которой   0xf .  
 
4. Второе определение пределов функции в точке и на бесконечности 
 
Пусть   bxf
ax


lim , где a  и b– конечные числа. Это равенство озна-
чает, что для любой последовательности   ax
n
n

  будет    bxf
n
n

 . 
a 
y 
x 
Рис. 3.11 
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Покажем, что равенство   bxf
ax


lim  может трактоваться более просто, без 
связи с последовательностями, а именно: если x  достаточно близко к a , то 
 xf  сколь угодно близко к b .  
Зададим некоторое 0 . Поскольку   0lim 

bxf
ax
, то  
   

bxf
ax
lim ,  
т. е. 
   0lim 

bxf
ax
.  
На основании леммы о сохранении знака, существует окрестность 
 aC , рис. 3.12, в которой будет 
  0 bxf , 
т. е.  
  bxf . 
Итак, если   bxf
ax


lim , то для любого 
0  найдется такое 0  (это  , вообще гово-
ря, зависит от  ), что неравенство  ax  вле-
чет за собой неравенство   bxf , т. е. 
     bxfax .  
Очевидно, чем меньше  , тем меньше, вообще говоря, будет и  . 
Докажем теперь, что и, наоборот, если для любого 0  найдется 
такое   0 , что  
     bxfax , то  xfb
ax
 lim . 
Пусть  nx  – произвольная последовательность, такая, что ax
n
n

 . 
Зададим 0 . Поскольку axn
n


lim , то, начиная с некоторого n , будет 
 axn . Но тогда, по условию, начиная с этого n , будет    bxf n , 
т. е.  
  bxf n
n


lim ,  
а так как последовательность  nx  – произвольная, то это значит, что 
  bxf
ax


lim .  
Итак, мы приходим к новому определению предела функции в точке 
(его называют определением на языке “ , ”, или определением по Коши): 
число b  называется пределом функции  xf  в точке ax  , если для любо-
го 0  найдется такое   0 , что 
0 a– a a+ x 
b– 
b 
b+ 
y 
Рис. 3.12 
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     bxfax .  
Пример 3.10. Легко проверить, что 21lim
3


x
x
 (ср., например, с 
примером 3.1). Положим 1,0  и потребуем, чтобы было 1,021 x , 
т. е. 
1,0211,0  x .  
Получим 
1,219,1  x   
или 
41,4161,3  x ,  
т. е. 
41,361,2  x .  
Отсюда следует, что в качестве   следует взять 
меньшее из чисел 39,061,23   и 41,0341,3  , 
т. е. число 0,39.  
Пример 3.11. Покажем, что 1lim
0


x
x
a . Для 
определенности будем считать, что 1a . Зада-
дим произвольное 0  и потребуем, чтобы было 
1xa ,  
т. е.  
 1xa .  
Это неравенство выполняется, если 
 11 xa ,  
т. е. если 
    1log1log aa x .  
Поскольку     1log1log aa  (см. рис. 3.13), то положим 
  1log a ; получим, что если x , то 1
xa , что и требовалось 
доказать.  
Обратимся теперь к равенству 
  bxf
x


lim .  
Рассуждая аналогично предыдущему, полу-
чим новое определение: число b  называется 
пределом функции  xf  на бесконечности, 
если для любого 0  найдется такое 
  0M , что 
0 
1– 
1 1+ 
y 
x 
Рис. 3.13 
y 
b+ 
b 
b– 
0 
M x x 
Рис. 3.14 
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     bxfMx . 
В частности, в случае x  или 
x  условие Mx   превращается в условие 
Mx   или Mx  .  
Пусть теперь   

xf
ax
lim . Теперь этому 
равенству можно дать следующее определение: 
функция  xf  обращается в бесконечность в 
точке ax  , рис. 3.15, если для любого 0M  
найдется такое   0 M , что  
    Mxfax  . 
Пусть, наконец,   

xf
x
lim , рис. 3.16. Это 
означает, что для любого 0N  найдется такое 
  0NM , что 
    NxfMx  .  
Таковы различные варианты определения пре-
дела функции в точке на языке Коши.  
 
5. Непрерывность функции в точке и на промежутке 
 
Функция называется непрерывной в данной точке, если ее предел в 
этой точке равен значению этой функции в этой же точке, т. е.  
   0
0
lim xfxf
xx


.    (3.9) 
Это определение можно сформулировать и более подробно: функция 
 xf  называется непрерывной в точке 0x , если 
а) эта функция определена в точке 0x  и в некоторой ее окрестности (т. е. 
существует такое 0 , что   fDxC  0 ); последнее необходимо для 
того, чтобы можно было рассматривать ситуацию, когда 0xx  ;  
б) в точке 0x  существуют пределы функции  xf  слева и справа;  
в) оба односторонние предела равны между собой;  
г) эти пределы равны значению функции  xf  в точке 0x .  
Пример 3.12. Мы уже видели (см. пример 3.1), что 32lim
1


x
x
. 
Но 123   есть значение функции 2x  в точке 1x . Следователь-
но, на основании (3.9), функция 2x  непрерывна в точке 1x .  
Пример 3.13. Мы видели также (см. пример 3.3), что 
0sinsinlim
0
xx
xx


 при любом 0x . Теперь это означает, что функция xsin  
0 a– a a+ x 
M 
y 
Рис. 3.15 
0 
M 
N 
y 
x 
Рис. 3.16 
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непрерывна во всех точках числовой оси.  
Функция  xf  называется непрерывной в точке 0x  справа, если вы-
полняется равенство 
   0
00
lim xfxf
xx


.  
При этом слева от точки 0x  функция  xf  может и не быть опреде-
лена.  
Пример 3.14. Покажем, что функция x  
(рис. 3.17) непрерывна в точке 0x  справа. Дейст-
вительно, пусть 0
n
nx . Тогда, начиная с некото-
рого n , будет 2nx , а значит nx , а так как   
можно брать сколь угодно малым, а  nx  – произ-
вольная последовательность, стремящаяся к нулю, то 
это и значит, что  
0lim
0


x
x
.  
Если же 0x , то функция x  вообще не определена.  
Функция  xf  называется непрерывной в точке 0x  слева, если 
   0
00
lim xfxf
xx


.  
Функция  xf  называется непрерывной в (открытом!) интервале, ес-
ли она непрерывна во всех точках этого интерва-
ла.  
Функция называется непрерывной на от-
резке, если она непрерывна во всех его внутрен-
них точках, а на левом и правом концах непре-
рывна соответственно справа и слева.  
Геометрически непрерывность функции на 
отрезке означает, что график этой функции на 
данном отрезке есть сплошная, т. е. не имеющая разрывов, линия, 
рис. 3.18.  
 
6. Другие формы определения непрерывности функции в точке  
 
Равенство (3.9), выражающее непрерывность функции в точке, мож-
но сформулировать и на языке “ , ”: функция  xf  называется непрерыв-
ной в точке 0x , рис. 3.19, если для любого 0  найдется такое   0 , 
что условие  0xx  влечет за собой выполнение неравенства  
     0xfxf ,  
0 x 
y 
Рис. 3.17 
0 
a b x 
y 
Рис. 3.18 
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т. е.  
   
    .
00
0
0


xfxf
xx
 
Можно придать и еще одну форму равен-
ству (3.9), для чего введем сначала опре-
деление.  
Возьмем функцию  xfy   и не-
которую точку 0x . Придадим затем чис-
лу 0x  приращение x , такое, что 
  fDxxx 00, . Разность  
   00 xfxxfy     
называется приращением функции  xfy   в 
точке 0x  и обозначается еще  0xf , рис. 3.20. 
При этом каждая из величин x  и y  может и 
не быть положительной. 
Пусть функция  xfy   непрерывна в 
точке 0x . Тогда, переписав равенство (3.9) в 
виде 
     0lim 0
00


xfxf
xx
  
и положив     yxfxfxxx   00 , , будем иметь 
0lim
0


y
x


.         (3.10) 
Итак, если функция в данной точке непрерывна, то бесконечно ма-
лому приращению ее аргумента отвечает бесконечно малое приращение 
самой функции.  
Рассуждая в обратном порядке, получим обратное утверждение: если 
в данной точке для функции  xfy   выполняется равенство (3.10), то 
данная функция непрерывна в этой точке. Таким образом, равенство (3.10) 
есть необходимое и достаточное условие непрерывности функции в точке.  
Примечание. Пусть функция  xf  непрерывна в точке 0x . Тогда 
выполняется равенство (3.9), которое в данном случае запишем так:  
   xfxf limlim  .     (3.11) 
Это значит, что вместо вычислений предела непрерывной функции доста-
точно вместо ее аргумента подставить его предельное значение. Поэтому 
равенство (3.11) называют правилом предельного перехода под знаком не-
прерывной функции.  
Формально равенство (3.11) означает, что в случае непрерывной 
функции символы lim  и f  можно менять местами. Это обстоятельство бу- 
0 
у 
х0 х0+х х 
у 
Рис. 3.20 
0 
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дет не раз использовано в дальнейшем.  
 
7. Основные теоремы о непрерывных функциях 
 
Теорема 3.4. Сумма функций, непрерывных в данной точке, есть 
функция, непрерывная в этой точке.  
Пусть функции  xf  и  x  непрерывны в точке 0x . Тогда  
   0
0
lim xfxf
xx


,    0
0
lim xx
xx


.  
Обозначим      xxfxF  . Тогда 
                000
0000
limlimlimlim xFxxfxxfxxfxF
xxxxxxxx


,  
что и требовалось доказать.□ 
Поскольку в ходе доказательства была использована теорема о пре-
деле суммы функций, то теорема 3.4. может быть обобщена на случай лю-
бого конечного числа слагаемых.  
Теорема 3.5. Произведение функций, непрерывных в данной точке, 
есть функция, непрерывная в этой точке.  
Теорема 3.6. Частное функций, непрерывных в данной точке, есть 
функция, непрерывная в данной точке, если только знаменатель не обра-
щается в этой точке в нуль.  
Две последние теоремы доказываются точно так же, как и теоре-
ма 3.4, на основании теорем 3.2 и 3.3 о пределах функций.  
Теорема 3.7 (теорема о непрерывности сложной функции). Пусть 
даны функции  ufy   и  xu  . Если функция  x  непрерывна в точке 
0x , причем   00 ux  , а функция  uf  непрерывна в точке 0u , то сложная 
функция     xfxF   непрерывна в точке 0x .  
Покажем сначала, что функция  xF  определена в некоторой ок-
рестности точки 0x . Действительно, из непрерывности функции  uf  в 
точке 0u  следует существование окрестности  0uC , в которой функция 
 uf  определена. Далее, в силу непрерывности функции  x  в точке 0x , 
существует такая окрестность  0xC , что из соотношения  0xCx   вы-
текает соотношение      0xx , т.е.  0uCu  . Но если  0uCu  , 
то  uf  имеет смысл. Таким образом, существует такая окрестность 
 0xC , в которой функция   xf   имеет смысл.  
Приступая к доказательству основного утверждения, зададим произ-
вольное 0 . В силу непрерывности функции  uf  в точке 0u , существу-
ет такое   0 , что        00 ufufuu . Далее, поскольку 
функция  x  непрерывна в точке 0x , для полученного  найдется такое 
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  0 , что 
       00 xxxx , т. е.     00 uuxx . 
Но 
       00 ufufuu ,  
т. е.  
         00 xfxfuu ,  
откуда и следует непрерывность функции  xF  в точке 0x .□ 
Примечание. Выделяя "главную линию" в доказательстве основной 
части теоремы, можно записать ее в виде следующей цепочки импликаций:  
                  00000 xFxFufufuuxxxx  . 
Теорему 3.7 можно записать в следующем удобном для практики ви-
де 
    ufxf
uuxx 00
limlim

 .   (3.12) 
Это равенство выражает так называемое правило замены переменной 
при вычислении предела непрерывной функции.  
Пример 3.15. Вычислим  1sinlim
0


x
x
a . Полагая 1 xau  и учи-
тывая, что, по ранее доказанному, 1lim
0


x
x
a , получим, на основании 
(3.12),  
  0sinlim1sinlim
00


ua
u
x
x
.  
Теорема 3.8 (теорема о существовании и непрерывности обратной 
функции). Пусть функция  xfy   определена, монотонно возрастает 
(убывает) и непрерывна на некотором отрезке  ba, . Тогда на соответст-
вующем отрезке  dc,  значений этой функции существует и однозначна 
обратная функция  yx  , также монотонно возрастающая (убывающая) 
и непрерывная.  
Эта теорема будет использована нами сразу же, но ее доказательство 
мы приведем несколько позже.  
 
8. Непрерывность основных элементарных функций 
 
Обратимся сначала к показательной функции xay  . Пусть 0x  – 
произвольное число. Имеем 
     0 0 0 0 0
0 0 0 0
lim lim 1 lim 1
x x x x x x xx
x x x x x x
a a a a a a
 
   
       
 0
0
lim 1
x u
u
a a

  , 
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а так как, по ранее доказанному, 1lim
0


u
u
a , то  
  0lim 0
0


xx
xx
aa , 
т. е.  
0
0
lim
xx
xx
aa 

. 
Итак, показательная функция непрерывна при всех x .  
Пусть теперь xy alog . Эта функция обратная функции 
xay  , ко-
торая монотонно возрастает (если 1a ) или монотонно убывает (при 
1a ), изменяясь в промежутке  ,0  и, в силу только что доказанного, 
непрерывна при всех 0x . На основании теоремы 3.8 об обратной функ-
ции, функция xy alog  монотонна и непрерывна всюду в промежутке 
 ,0 .  
Далее, как мы видели,  
xaa ex ln .  
Из непрерывности показательной и логарифмической функций, в силу тео-
ремы 3.7 о непрерывности сложной функции, следует, что и степенная 
функция непрерывна при всех 0x . Если же a  таково, что ax  имеет 
смысл и при 0x  (или даже и при 0x ), то функция ax , как нетрудно 
убедиться, непрерывна и при этих значениях x . Например,  
  






 
 3 4
0
3 22
0
3 4
2
0
2
3 2
0
3 232
0
32
000
limlimlim
xxxx
xx
xxxx
xxxxxx
 
  0lim
3 4
0
3 22
0
3 4
0
0
0




 xxxx
xx
xx
xx
 
как предел произведения бесконечно малой функции на ограниченную; 
легко проверить, что этот результат верен и при 0x . Таким образом, при 
всех x   
32
0
32
0
lim xx
xx


, 
откуда следует непрерывность функции 32xy   при всех x .  
Обратимся теперь к тригонометрическим функциям. Ранее была до-
казана непрерывность функции xsin  при всех x . Поскольку 








 xx
2
sincos , то, на основании теоремы о непрерывности сложной 
функции, функция xcos  также непрерывна при всех x . Далее, функция 
xtg , как частное двух непрерывных функций, непрерывна всюду, кроме 
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точек, где 0cos x , т. е. точек ,...
2
5
,
2
3
,
2





 xxx , т. е. кроме то-
чек, где функция xtg  вообще не определена. Точно так же получим, что и 
функция xctg  непрерывна всюду, где она определена. Из теоремы об об-
ратной функции следует, что функции xarcsin  и xarccos  непрерывны 
всюду на отрезке  1,1 , а функции xarctg  и xarcctg  непрерывны при всех 
x .  
Совершенно аналогично устанавливается непрерывность гиперболи-
ческих и обратных гиперболических функций.  
Итак, все основные элементарные функции непрерывны всюду, где 
они определены. Поскольку же всякая элементарная функция "составлена" 
из основных элементарных функций, то в силу теорем 3.4 – 3.8 они также 
непрерывны всюду, где они определены.  
 
9. Классификация точек разрыва функций  
 
1 . Разрывы 1-го рода. Рассмотрим сначала в качестве примера две 
функции: 
1
12



x
x
y  и 1 xy . Если 1x , то обе функции совпадают. 
Если же 1x , то вторая функция определена (и равна 2), а первая не опре-
делена. В то же время  
2
1
1
lim
1
1
lim
2
01
2
01






 x
x
x
x
xx
,  
т. е. просто 
2
1
1
lim
2
1



 x
x
x
.  
Следовательно, график 
функции 
1
12



x
x
y  отличается 
от прямой 1 xy  лишь тем, 
что в нем отсутствует точка (1,2), рис. 3.21.  
Итак, в точке 1x  функция 
1
12



x
x
y  имеет пределы слева и спра-
ва, равные между собой, но в самой точке 1x  функция не определена, а 
значит и не непрерывна (в отличие от функции 1 xy ). Но если бы мы 
определили первую из функций так  
0 0 1 
1 1 
х х 
у у у=x2–1 
x–1 
у=x+1 
Рис. 3.21 
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









,1,2
,1,
1
12
x
x
x
x
y  
то она стала бы непрерывной и в точке 1x , т. е. раз-
рыв устранился бы, рис. 3.22. Поэтому разрывы тако-
го типа называют устранимыми, а их устранение опи-
санным только что способом называют доопределе-
нием функции в точке разрыва. 
Итак, функция имеет в данной точке устрани-
мый разрыв, если она имеет 
в этой точке пределы слева и 
справа, равные между собой, но в самой этой точ-
ке функция не определена.  
Возьмем теперь функцию 
x
y
1
arctg  
(рис. 3.4). В этом случае, как мы видели, пределы 
функции слева и справа в точке 0x  существу-
ют, но различны. Такие разрывы называют конеч-
ными скачками. Устранить такой разрыв путем доопределения невозмож-
но.  
Устранимые разрывы и конечные скачки называют разрывами 1-го 
рода. Их общей особенностью является существование обоих односторон-
них пределов в точке разрыва.  
2 . Разрывы 2-го рода. Если в точке разрыва отсутствует хотя бы 
один из односторонних пределов, разрыв называется разрывом 2-го рода.  
Пример 3.16. Пусть  
x
xf
1
 , рис. 3.23. Тогда  
    

xfxf
xx 00
lim,lim .  
Разрывы такого типа называют бесконечными скач-
ками.  
Пример 3.17. Пусть   xxf 12  (см. рис. 3.10). 
Имеем 
    

xfxf
xx 00
lim,0lim ,  
т. е. предел слева существует (и равен нулю), а предел справа не существу-
ет.  
Здесь разрыв также имеет характер бесконечного скачка.  
Пример 3.18. Пусть  
2
1
x
xf  , рис. 3.24. Здесь  
0 1 
1 
2 
х 
у 
Рис. 3.22 
0 х 
у 
Рис. 3.23 
0 х 
у 
Рис. 3.24 
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    

xfxf
xx 00
limlim .  
В данном случае пределы слева и справа отсутствуют (т. е. разрыв – 2-го 
рода), но скачка нет.  
Пример 3.19. Пусть  
x
xf
1
sin , рис. 3.25. Эта функция обращается 
в нуль при ,...3,2,
1

x
, т. е. в точках ,...
3
1
,
2
1
,
1





x . Сле-
довательно, в окрестности точки 0x  функция совершает бесчисленное 
множество колебаний, т. е. в этой точке пределы как слева, так и справа не 
существуют.  
Таким образом, разрыв 2-го рода не обязательно связан с обращени-
ем функции в данной точке в бесконечность.  
Одна и та же функция одновременно может иметь несколько разры-
вов, вообще говоря, разных типов. Укажем на одну из возможных форм 
записи исследования функций на разрыв.  
Пример 3.20. Пусть 









xx
y
2
1
1
1
arctg . Здесь имеются две точ-
ки разрыва: 1x  и 2x . Имеем  
    

























 0
22
1
1
1
1
1
0101 y
xxx
xx ; 
    

























 0
22
1
1
1
1
1
0101 y
xxx
xx ; 
    

























 0
22
1
1
1
2
1
0202 y
xxx
xx ; 
    

























 0
22
1
1
1
2
1
0202 y
xxx
xx . 
Таким образом, данная функция имеет две точки разрыва 1-го рода в 
виде конечных скачков.  
Для получения общего вида графика исследуем еще поведение 
функции на бесконечности. Имеем  
0 
–1 
1 
1/2 1/ –1/ –1/2 
Рис. 3.25 
х 
у 
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  
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1 1 1
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1 2 1 2
y
x x x x
 
     
    
 
Итак, график данной функции имеет вид, 
изображенный на рис. 3.26. 
Пример 3.21. Пусть  
 22
1
3 

 xx
x
y .  
Функция имеет две точки разрыва: 0x  и 2x . Получим 
    
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2
1
020
2
2






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    
 
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


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2
2
2
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    
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 0
2
1
0202
2
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








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xxx ; 
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 
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






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
 0
2
1
2
2
2
xx
x
xxx  
 01 y . 
Таким образом, график функции имеет при-
мерно следующий вид: в точке 0x  – разрыв 2-го 
рода в виде бесконечного скачка, а в точке 2x  – 
устранимый разрыв, рис. 3.27.  
 
10. О строгих определениях основных элементарных функций 
 
В главе І говорилось, что при произвольном значении показателя 
степени a  степенная функция ax  определяется как xae ln , т. е. выражается 
через показательную и логарифмическую функции. Гиперболические 
функции, как мы видели, также выражаются "напрямую" через показа-
тельную функцию. Позже мы увидим (см. главу VI), что функции xsin  и 
xcos , а значит и xtg  и xctg , также могут быть выражены через показа-
тельную функцию, т. е. находятся с ними в "близком родстве". Следова-
тельно, можно сказать, что показательные функции занимают центральное 
0 2 
1 
х 
у 
Рис. 3.27 
/2 
–/2 
у 
х 
Рис. 3.26 
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место среди основных элементарных функций. Поэтому коснемся сейчас 
вопроса о строгом определении показательной функции xa . Пусть, для оп-
ределенности, 1a .  
Если x  – рациональное число, т.е. 
n
m
x  , где m  и n  – натуральные 
числа, то xa  определяется по правилам элементарной алгебры, т. е. 
n mn
m
aa  . Поэтому будем считать, что x  – иррациональное число. Но в 
этом случае число x  можно представить как предел последовательности 
рациональных чисел:  
n
n
rx

 lim . 
Поэтому, по определению,  
n
n
n r
n
r
x aaa

  lim
lim
.    (3.13) 
Можно показать, что этот предел не зависит от выбора последовательности 
 nr . Например, считая, что 2  есть предел последовательности 
4142; 1, 1,414; 1,41; 1,4; , мы можем определить число 23  как предел по-
следовательности   
;...3;3;3;3 4142,1414,141,14,1  
Если же a  есть натуральное число m , то  
  
  
разраз
lnlnln
ln...lnln
ln ......раз
mm
xxx
xxx
xmm xxxeeeeex m 

, 
что и понимается обычно под ma .  
Аналогичное замечание касается и случая, когда 
n
m
x   – произволь-
ное рациональное число.  
Примечание. Равенство (3.13) по своему виду аналогично определе-
нию (3.3) предела функции в точке на языке последовательностей, или, как 
еще говорят, определению предела функции в точке по Гейне.  
 
11. Основные виды неопределенных выражений и  
простейшие способы их раскрытия  
 
1.Неопределенности вида 
0
0
. Пусть требуется вычислить предел 
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 
 x
xf
ax 
lim , где     0limlim 

xxf
axax
 (здесь и в дальнейшем вместо 
ax , где a , может быть и x ). В рассматриваемом случае тео-
рема о пределе частного неприменима. В подобных случаях говорят, что 
при ax   выражение 
 
 x
xf

 представляет собой неопределенное выраже-
ние (или просто неопределенность) вида 
0
0
.  
Из равенств   0lim 

xf
ax
 и   0lim 

x
ax
 следует, что  xf  и  x  со-
держат в себе множители, стремящиеся к нулю при ax . Во многих слу-
чаях эти множители нетрудно выделить, а затем произвести сокращение, в 
результате чего получим некоторый новый предел 
 
 x
xf
ax 1
1lim

, который 
может быть вычислен более просто.  
Пример 3.22. Вычислим предел 
12
32
lim
3
24
1 


 xx
xx
A
x
.  
Легко видеть, что и числитель, и знаменатель обращаются в нуль при 
1x , т. е. имеем неопределенность вида 
0
0
. В данном случае числитель и 
знаменатель содержат в себе множитель 1x . Выделяя его (путем деления 
числителя и знаменателя на 1x ), будем иметь  
  
  
8
111
3311
1
33
lim
11
331
lim
2
23
12
23
1










 xx
xxx
xxx
xxxx
A
xx
. 
Пример 3.23. Вычислим предел  
x
x
A
x
11
lim
0



. 
Непосредственная подстановка снова дает неопределенность вида 
0
0
. 
Раскрывая ее, будем иметь:  
  
 
 
 







 11
11
lim
11
1111
lim
00 xx
x
xx
xx
A
xx
 
  2
1
11
1
lim
11
lim
00





 xxx
x
xx
. 
Пример 3.24. Поступая аналогично, получим 
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 
  







111
11
lim
11
lim
33 20
3
0
xxx
x
x
x
A
xx
 
     3
1
111
1
lim
111
lim
33 2033 20





 xxxxx
x
xx
. 
Нетрудно убедиться, что при произвольном натуральном n   
nx
xn
x
111
lim
0



.    (3.14) 
Кроме того, позже мы получим совершенно строго более общую формулу, 
из которой как частный случай будет следовать (3.14).  
2.Неопределенности вида 


. Так называют дробь вида 
 
 x
xf

 при 
ax  , если     

xxf
nn
lim,lim . Для вычисления предела 
 
 x
xf
ax 
lim  следует выделить множители в числителе и знаменателе, кото-
рые обуславливают стремление к бесконечности, и затем произвести со-
кращение.  
Пример 3.25. Имеем  
3
3 2 3 2 3
3 2
3
22
2 3 2 3
2 2
2 2 3
lim lim lim
1 21 23 2 33
x x x
x
x x x x x x
x x x
x
xx xx
  
 
         
      
 
 
2 3
2
2 3
lim 2
2
1 2 3
lim 3
x
x
x x
x x


 
  
  
 
  
 
. 
Практически при вычислении пределов такого типа надо числитель и 
знаменатель разделить на слагаемое с наивысшей степенью x . Очевидно, 
что  


















.при
;при
;при0
...
...
lim
0
0
1
1
10
1
1
10
mn
mn
b
a
mn
bxbxbxb
axaxaxa
mm
mm
nn
nn
x
 
Аналогичное правило применяем и в случае иррациональных дро-
бей. Например,  
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5
2
5
8
15
28
lim
33 23



 x
xx
x
. 
3.Неопределенности вида  . Неопределенностью вида   на-
зывают выражение    xxf  , в котором функции  xf  и  x  при дан-
ном поведении x  стремятся к бесконечности одного знака. Во многих слу-
чаях для "раскрытия" такой неопределенности удобно превратить ее в не-
определенность вида 
0
0
 или 


.  
Пример 3.26. Имеем  
 
2
3
11
3
3
3
lim
3
3
lim3lim
22
22
2 










 
 xxx
x
xxx
xxx
xxx
xxx
. 
Пример 3.27. Аналогично  
0
1
1
lim1lim
2
2 





 
 xx
xx
xx
. 
4.Неопределенности вида 0 . Для раскрытия таких неопределен-
ностей чаще всего их также превращают в дробную неопределенность.  
Пример 3.28. Имеем  
2
1
11
1
1
lim1lim
2
2 







 
 xx
x
xxx
xx
. 
 
12. Сравнение бесконечно малых  
 
Под сравнением бесконечно малых величин понимают вычисление 
предела их отношения. При этом мы одновременно будем рассматривать 
сравнение как бесконечно малых числовых последовательностей  n  и 
 n , так и бесконечно малых функций  x  и  x . Поэтому для общности 
обозначений мы вместо 
n
n
n 


lim  или 
 
 x
x
ax 


lim  будем писать просто 


lim .  
Пусть   и   – бесконечно малые. Если 0lim 


, т. е. если   стре-
мится к нулю быстрее, чем  , то говорят, что   есть бесконечно малая 
высшего порядка, чем  . Это записывают так:  
  o .  
Пример 3.29. Пусть n  и пусть 
1
1
,
1
1
2 



nn
nn . Тогда  
0
1
1
limlim
2






 n
n
nn
n
n
,  
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т. е.   o .  
Если 


lim , то говорят, что   есть бесконечно малая низшего 
порядка по сравнению с  . Очевидно, в этом случае   o .  
Если c


lim , где c  и 0c , то   и   называются бесконечно 
малыми одного порядка. Это записывают так:   *O , или, что то же 
самое,   *O .  
Пример 3.30. Пусть 0x  и пусть     xxxx  ,11 . Тогда 
(см. пример 3.23) 
 
  2
111
limlim
00





 x
x
x
x
xx
, 
т. е., если 0x , то     xOx  * .  
Бесконечно малая   называется бесконечно малой k -го порядка от-
носительно бесконечно малой  , если  kO  * , т. е. если c
k



lim , где 
c  – произвольное число, отличное от нуля.  
Пример 3.31. Пусть 0x  и пусть     xxxx  ,11 3 . Опре-
делим порядок малости  x  по сравнению с  x . Имеем 
 
 
1111
11
3
3
3
3




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x
x
x
x
x , 
а значит  
 
   2
1
11
1
lim
11
limlim
3033
3
030







 



 xxx
x
x
x
xxx
,  
откуда следует, что      3* xOx  , т. е.  x  – бесконечно малая 3-го 
порядка относительно  x .  
Легко проверяются следующие свойства:  
1 . Если   *O , а   *O , то и   *O  (свойство транзитивности).  
2 . Если   *O , а   o , то   *O .  
3 . Если   *O ,   *O , то либо   *O , либо   o .  
Проверим, например, свойство 3. По условию 
21 lim,lim cc 





,  
где 1c  и 2c  – конечные числа, отличные от нуля. Поэтому  
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21limlimlimlim cc 



















. 
Если 12 cc  , то 021  cc , и тогда  
*O . Если же 12 cc  , то 
021  cc , а значит   o . В общем же случае  
      oO* .□ 
 
13. Эквивалентные бесконечно малые 
 
Бесконечно малые   и   называются эквивалентными, если  
1lim 


; 
эквивалентность бесконечно малых   и   записывается так:  ~ . 
Пример 3.32. Пусть n  и пусть .
1
1
,
1


nn
nn  Тогда  
,1
1
limlim 




 n
n
n
n
n
n
 
а значит, если n , то nn  ~ .  
Легко видеть, что )~()~()~(   (транзитивность отно-
шения эквивалентности).  
Действительно,  
111limlimlimlim 



















, 
что и требовалось доказать.□ 
Далее, очевидно, что ))(()~( *  O . Обратное, вообще гово-
ря, неверно. Например, из примера 3.27 следует, что если x 0, то 
)(11 * xOx  , но, в то же время бесконечно малые 11  x  и x  не 
эквивалентны. 
Теорема 3.9. Для того, чтобы бесконечно малые   и   были эквива-
лентны, необходимо и достаточно, чтобы они различались на бесконечно 
малую более высокого порядка.  
Необходимость. Пусть  ~ . Обозначим  . Тогда 
,0111lim1limlimlim 

















 
т. е. )( o , а так как )(*  O , то одновременно ).( O  
Достаточность. Пусть  , где )( o . Тогда 
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,101lim11limlimlim 
















 
а значит,  ~ .□ 
Пусть  ~ . Тогда  , где )( o . Это значит, что, начиная с 
некоторого значения, будет  , а значит .  В этом случае бесконеч-
но малую   называют главной частью бесконечно малой  . 
Пример 3.33. Пусть x  и пусть 
1
)(
2 

x
x
x . Тогда при боль-
ших x  будет 
xx
x
x
1
)(
2
 , т. е. можно предположить, что 
x
x
1
)(   есть 
главная часть бесконечно малой ).(x  Покажем, что это так и есть. Имеем 

















x
o
x
O
xxxx
x
xx
1111
1
)()(
3
*
32
. 
Итак, если 100x , то )(x  и )(x  различаются на величину порядка 
0,000001. 
Очевидно, одна и та же бесконечно малая имеет бесчисленное мно-
жество главных частей (различающихся на бесконечно малую более высо-
кого порядка). 
Для получения одного из следствий теоремы 3.9 перепишем формулу 
(3.14) так: 
.1
11
lim
0



n
x
xn
x
 
Отсюда следует, что если 0x , то 
n
x
xn ~11  ,    (3.15) 
а значит 
n
x
xn  11 .    (3.16) 
Очевидно, эта формула тем точнее, чем меньше x . Она позволяет 
приближѐнно извлекать корни из чисел. 
Пример 3.34. Вычислим приближѐнно 3 30 . Имеем, на основании 
(3.16), 
11,3
9
1
3
3
9/1
13
9
1
1332730 333 





 . 
Примечание. Как уже отмечалось в связи с примером 3.24, формула 
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(3.14), или, что то же самое, формула (3.15), будет позже получена совер-
шенно строго как частный случай более общего соотношения.  
Теорема 3.10. Предел отношения двух бесконечно малых не изме-
нится, если заменить их эквивалентными им бесконечно малыми.  
Пусть 11 ~,~  . Тогда  
1
1
1
11
1
1
1
1
1
1
1
lim1lim1limlimlimlimlim





























, 
что и требовалось доказать.□ 
Пример 3.35. Используя теорему 3.10 и соотношение (3.15), имеем 
15
8
8
3
5lim
131
11
lim
08
5
0



 x
x
x
x
xx
. 
Пример 3.36. Точно так же 
 
4
515
4
1
lim1
15
1lim15lim
4
4
4
4 34 
























 xx
x
xx
xxxx
xxx
. 
Пример 3.37. Вычислим предел 








21lim 423 xxxxA
x
. 
Имеем 
   








21
1
lim
21
21
lim
42
324
42
2423
xxx
xxx
xxx
xxxx
A
xx
 
 
 











2442
443
121
1
lim
xxxxx
xxx
x
 
 2442
3
121
lim
xxxxx
x
x









. 
Если x  велико, то знаменатель может быть заменѐн эквивалентной 
бесконечно большой функцией 
     322222 242222 xxxxxxxxx   
(подробнее об этом – в параграфе 17 данного раздела). 
Таким образом, 
24
1
24
lim
3
3

 x
x
A
x
. 
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14. Первый замечательный предел и его следствия 
 
Рассмотрим предел 
x
x
x
sin
lim
0
, где x  выражается в радианах. Непо-
средственно этот предел не вычисляется, так как при 0x  выражение 
x
xsin
 представляет собой неопределѐнность вида 
0
0
.  
Попытаемся сначала "угадать", чему равен искомый предел. Для это-
го возьмѐм поочерѐдно углы 000 2,5,10  и вычислим для каждого из них 
отношение 
x
xsin
. 
Пусть 010 . Тогда 17453,0
18
14159,3
18


x . По таблице нахо-
дим 17365,0sin x , а значит 9950,0
17453,0
17365,0sin

x
x
.  
Пусть теперь 05 . Тогда 08726,0
36
14159,3
x ; 08716,0sin x , а 
значит 9989,0
sin

x
x
.  
Пусть, наконец, 02 . Тогда 03490,0sin;03491,0
90
14159,3
 xx , 
а значит 9996,0
sin

x
x
. 
Итак, естественно предположить, что 1
sin
lim
0

 x
x
x
. Докажем, что это 
так и есть. 
Пусть сначала 0x . Очевидно, 
ADBАBC 

 (рис. 3.28), откуда 
,
R
AD
R
BA
R
BC


 
т. е.  
xxx tgsin . 
Делим это двойное неравенство на xsin . Получим 
xx
x
cos
1
sin
1  .     (3.17) 
Пусть теперь 0x . Тогда 1
cos
1

x
, а значит, на основании (3.17),  
 0  
x  
 R  
 B 
 D 
 C  A 
Рис. 3.28 
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тем более 1
sin

x
x
. Таким образом,  
1
sin
lim
0

 x
x
x
. 
Ввиду очевидной чѐтности функции 
x
xsin
 следует, что и 
1
sin
lim
0

 x
x
x
. 
Следовательно, вообще 
1
sin
lim
0

 x
x
x
    (3.18) 
(в точке 0x  функция 
x
xsin
, очевидно, имеет устранимый разрыв, 
рис. 3.29).□ 
Равенство (3.18) называют первым замечательным пределом. 
Выясним геометрический смысл форму-
лы (3.18). Имеем 
x
x
x
y sin
tg , 
а значит, 1
sin
limlim
00

 x
x
xx
tg . 
Но, в силу непрерывности функции xtg  и 
на основании формулы (3.12), обозначив 
0
0
lim 
x
, находим 
0
0 0
lim)(lim 

tgtgtg x
x
. 
Таким образом, 10 tg , а значит 
0
0 45 . 
Но если 0x , то секущая ОМ стремится 
занять положение касательной к синусоиде в точ-
ке О, рис. 3.30. Итак, если x  измеряется в радиа-
нах, а масштабы на осях Ох и Оу одинаковы, то 
касательная к линии xy sin  в точке О образует 
с осью Ох угол 00 45 . В этом и состоит гео-
метрический смысл первого замечательного предела.  
Получим несколько простых следствий равенства (3.18). 
Пример 3.38. Используя соотношение xx ~sin  при 0x , а также 
теорему 3.10, находим  
xsin  
 x  x 
 M 
 0 
  
Рис.3.30 
sin x 
x 
x 0 
1 
Рис.3.29 
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2
12
2
lim2
sin2
lim
cos1
lim
2
2
02
2
020









 x
x
x
x
x
x
xxx
. 
Перепишем это так: 1
2
cos1
lim
20


 x
x
x
. 
Отсюда следует, что если 0x , то 
2
~cos1
2x
x . Этот результат полезно 
помнить при вычислении тригонометрических пределов.  
Пример 3.39. Имеем 
1
cos
1
lim
cos
lim
cos
sin
limlim
0000

 xxx
x
xx
x
x
x
xxxx
tg
. 
Итак, если 0x , то не только xx ~sin , но и xx ~tg , так что 
xx sin~tg . 
Но тогда, в силу теоремы 3.9, при 0x  должно быть 
 xoxx  sintg . 
Определим при 0x  порядок малости функции xx sintg  относительно 
x . 
Имеем 
3
2
2
1
2
~)cos1(
cos
sin
sin
cos
sin
sintg x
x
xx
x
x
x
x
x
xx  . 
Итак, если 0x , то  3*sin xOxx tg . 
Пример 3.40. Вычислим предел 
x
x
A
x
arcsin
lim
0
 . Для этого отметим, 
что если 0x , то не только xx ~sin , но и наоборот, xx sin~ . 
Следовательно, 
 
1lim
arcsinsin
lim
00

 x
x
x
x
A
xx
, 
а значит, если x 0, то xx ~arcsin . 
Совершенно аналогично убеждаемся, что если 0x , то и xx ~arctg . 
Эти два последних результата также полезно помнить. 
Пример 3.41. Вычислим несколько более сложный предел 





 



 41
lim
x
x
xA
x
arctg . 
Положив 
41




x
x
arctg , получим, что 0
4
1lim 



arctg
x
, 
т.е.   – бесконечно малая функция при x . Но тогда  ~tg , а значит 
и  tg~ . 
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Поэтому 























 




4
tg
1
arctgtg1
4
tg
1
arctgtg
lim
41
arctgtglim
x
x
x
x
x
x
x
xA
xx
 
2
1
1
lim
1
1
1
1lim 







 xx
x
x
x
x
x
x
xx
. 
 
15. Число e  как предел числовой последовательности 
 
Пусть имеется последовательность 
  ...,
1
1,....,
3
1
1,
2
1
1,11
3
3
2
2
1
1
n
n
n
xxxx 

















  
Докажем, что существует предел n
n
x

lim . 
Полагая ,...,3,2,1n  получим 
,...;37,2;25,2;2 321  xxx  
т. е. при начальных значениях n  величина nx  возрастает. Докажем, что и 
при всех n  будет nn xx 1 . 
Формула бинома Ньютона даѐт: 
...
1
!3
)2)(1(1
!2
)1(1
1
1
1
32











n
nnn
n
nn
n
n
n
n
 
,
1
!
)]1([...)2)(1(
nnn
nnnnn 
  
т. е. 
1 1 1 1 2 1 1 2
2 1 1 1 ... 1 1
2! 3! !
nx
n n n n n n
       
                 
       
 
1
... 1
n
n
 
   
 
.     (3.19) 
При замене n  на 1n  увеличивается каждое слагаемое справа, начиная со 
второго, и, кроме того, появляется ещѐ одно положительное слагаемое, так 
что, действительно, nn xx 1 . 
С другой стороны, на основании (3.19),  







12 2
1
...
2
1
2
1
2
...32
1
...
432
1
32
1
2
1
2
nn n
x  
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2
1
1
2
1
2...
2
1
2
1
2
1
2
32

 , 
т. е. nxn  3 . 
Итак, последовательность }{ nx  монотонно возрастает, но ограничена 
сверху числом 3 . Следовательно, существует предел n
n
x

lim , не превосхо-
дящий числа 3 . Кроме того, поскольку уже 2nx , то и 2lim 

n
n
x . Таким 
образом,  
3
1
1lim2 







n
n n
. 
Предел 
n
n n








1
1lim  называется числом e . Позже мы покажем, что 
это определение числа e  равносильно ранее введенному (см. п. 12 гл. 1). 
Примечание. Очевидно, что если ...,,...,, 21 knnn  – произвольная 
возрастающая подпоследовательность натуральной последовательности 
...,,...,,2,1 n  то всѐ равно  
e
n
kn
kk








1
1lim .    (3.20) 
 
16. Второй замечательный предел 
 
Докажем теперь, что если x– непрерывная переменная, то также 
имеет место равенство 
e
x
x
x








1
1lim .     (3.21) 
Для этого возьмѐм произвольную последовательность ,...,...,, 21 nxxx  такую, 
что 
n
nx . Очевидно, для каждого k  найдѐтся такое натуральное чис-
ло kn , что 1 kkk nxn , а значит, 
kkk nxn
11
1
1


. Поэтому 
1
1
1
1
1
1
1
1





















kkk n
k
x
k
n
k nxn
.  (3.22) 
Но, используя формулу (3.20), имеем 
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e
e
n
n
n
n
n
kk
n
kk
k
n
k
k
n
kk
kk
k







































 11
1lim
1
1
1lim
1
1
1
1
1
1
lim
1
1
1lim
1
11
; 
ee
nnn kk
n
kk
n
kk
kk






















1
1
1lim
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1lim
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1
. 
Поэтому, переходя к пределу в соотношении (3.22) и используя 
свойство 6 из простейших свойств числовых последовательностей (п. 2 
гл. 2), будем иметь 
e
x
kx
kk








1
1lim ,    (3.23) 
а так как последовательность }{ kx – произвольная, то отсюда и сле-
дует (3.21). 
Докажем теперь, что  
e
x
x
x








1
1lim .    (3.24) 
Возьмѐм последовательность }{ kx , такую, что 
k
kx , и поло-
жим )1(  kk xu , откуда следует, что )1(  kk ux . Если 
k
kx , то 

k
ku . Поэтому, используя (3.23), получим 
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
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1
1
1lim
1
1lim
1
1lim
1
lim
11
, 
откуда, в силу произвольности последовательности }{ kx , и следует (3.24). 
Положим в соотношении (3.21) 
x
u
1
 . Тогда получим 
  eu
u
u


1
1lim
0
, 
или, если снова заменить u  на x : 
  ex
x
x


1
1lim
0
.     (3.25) 
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Формулу (3.21) (или равносильную ей формулу (3.25)) называют 
вторым замечательным пределом. 
Пример 3.42. Вычислим предел 
x
x x
a
A 







1lim , где a  – любое ве-
щественное число. На основании (3.21) имеем 
a
a
x
ax
a
a
x
x
x
x axaxax
A




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

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















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
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
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 /
1
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/
1
1lim
/
1
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/
. 
Окончательно 
a
x
x
e
x
a








1lim .   (3.26) 
В частности, 
ex
x
x
11
1lim 







. 
 
17. Следствия второго замечательного предела 
 
Прологарифмируем равенство (3.25) по основанию e . Получим 
  11limln
1
0


x
x
x
, 
или   11lnlim
1
0


x
x
x
, т. е. 
 
1
1ln
lim
0


 x
x
x
.    (3.27) 
Отсюда следует, что если 0x , то   xx ~1ln  . 
Вычислим теперь предел 
x
a
A
x
x
1
lim
0



, где 1,0  aa . Поскольку 
при 0x  будет 01xa , то, на основании только что доказанного, 
)]1(1ln[~1  xx aa , а значит 
x
ax
x
a
x
a
A
x
x
x
x
x
ln
lim
ln
lim
)]1(1ln[
lim
000 


 . 
Окончательно 
a
x
a x
x
ln
1
lim
0



.    (3.28) 
В частности 
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1
1
lim
0


 x
e x
x
.          (3.29) 
Отсюда следует, что если 0x , то xeaxa xx ~1,ln~1  . 
Установим геометрический смысл формулы (3.29). 
Очевидно (см. рис. 3.31), что 

tg
x
e x 1
, а значит, на основании 
(3.29), 1lim
0


tg
x
, откуда следует, что 
0
0
45lim 
x
. Следовательно, касательная в 
точке  1,0  к линии xey   образует с осью Ох 
угол 045 . Тем самым мы установили, что оп-
ределение числа e  как предела 
n
n n








1
1lim  
равносильно первоначальному определению. 
Далее, на основании (3.29), 
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Следовательно, если 0x , то xx ~sh . Так же, как и в случае триго-
нометрических функций, легко получить отсюда, что если 0x , то 
2
~1,~,~
2x
xxxxx chArshth . 
Рассмотрим теперь предел 
x
x
A
x
1)1(
lim
0




, 
где 1 – произвольное число. Поскольку    011)0(  xx , то 
     
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x
x
x
x
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A
xxx
)1ln(
lim
1ln
lim
111ln
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000
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
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






. 
Окончательно, на основании (3.27), 
 

 
 x
x
x
11
lim
0
.    (3.30) 
Формулы (3.26) – (3.30) (или вытекающие из них соотношения экви-
валентности) очень полезны при решении соответствующих примеров.  
При раскрытии неопределѐнностей вида 1  очень полезна также 
 y 
 x 
 0  x 
 1 
 e
x
 
   
Рис.3.31 
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следующая теорема. 
Теорема 3.11. Пусть (при данном поведении аргумента) будет 
 y,0 , и пусть yz ~,~  *). Тогда, если  y1lim  существует, то 
существует и равен ему предел  z1lim , то есть в этом случае 
   zy  1lim1lim .    (3.31) 
Используя теорему 3.10 и соотношение (3.27), получим 
  ln(1 ) lim ln(1 ) lim limlim 1 lim
y y y y ze e e e           
lim ln(1 ) lim(1 )z ze    .□ 
Отметим, что в ходе доказательства мы использовали ещѐ не сфор-
мулированную официально теорему 3.13. 
Пример 3.43. На основании (3.31) и (3.26), имеем 
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. 
Пример 3.44. Аналогично, используя теорему 3.11, находим 
3
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1
00
)31(lim)31(lim)31(lim exxx x
x
x
x
x
x
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Пример 3.45. Имеем 
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Пример 3.46. Пусть 
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*)
 см § 18 
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Пример 3.47. Имеем 
 2 2 22
ln(2 3) ln[1 (2 4)] 2 4
lim lim lim
25( 2)ln55 25 25 5 1
xx x xx
x x x
x  
   
  
 
 
2
2( 2) 2
lim
25ln5( 2) 25ln5x
x
x

 

. 
 
18. О сравнении бесконечно больших величин 
 
Теория сравнения бесконечно малых величин почти без изменения 
переносится на случай бесконечно больших величин. 
Пусть y  и z  – бесконечно большие величины. Если 0lim 
z
y
, т. е. 
если y  стремится к бесконечности медленнее, чем z , то y  называется бес-
конечно большой низшего порядка, чем z . В этом случае пишут, что 
 zOy  . Наоборот, z  есть в этом случае бесконечно большой более высо-
кого порядка по сравнению с y . 
Если c
z
y
lim , где 0c  и c , то y  и z  называют бесконечно 
большими одного порядка и пишут, что )(* yOZ  , или, что то же самое, 
)(* yOz  . В частности, если 1lim 
z
y
, то бесконечно большие y  и z  на-
зываются эквивалентными, т. е. zy ~ . Очевидно, в этом случае величины 
y
1
 и 
z
1
 есть эквивалентные бесконечно малые. 
Теорема 3.12. Для того, чтобы две бесконечно большие были экви-
валентными, необходимо и достаточно, чтобы их разность была либо огра-
ниченной величиной, либо бесконечно большой более низкого порядка. 
Эта теорема доказывается так же, как и теорема 3.9 для эквивалент-
ных бесконечно малых. 
Пример 3.48. Пусть x  и пусть 42, 22  xxzxy . Тогда 
1
42
limlim
2
2



 xx
x
z
y
xx
, 
т. е. zy ~ . При этом 
42  xzy , 
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т. е.  yozy  . 
Пример 3.49. Пусть снова ,, 2xyx   но xxz 22 sin2 . Оче-
видно, снова zy ~ , но теперь уже zy   есть не бесконечно большая вели-
чина, а ограниченная. 
Так же, как и для бесконечно малых величин, можно ввести понятие 
главной части бесконечно большой величины. Например, если x , то 
2x – есть главная часть бесконечно большой 422  xx . 
Далее, аналогично теореме 3.10 для эквивалентных бесконечно 
больших можно доказать следующее утверждение. 
Теорема 3.13. Если y  и z – бесконечно большие величины, а 
zzyy ~,~ 11 , то 
z
y
z
y
limlim
1
1  . 
Пример 3.50. Пусть требуется вычислить предел 
62
85
lim
2
2



 xx
xx
A
x
. Поскольку при x , очевидно, будет 
22 ~85 xxx  , а 22 2~62 xxx  , то 
2
1
2
lim
2
2

 x
x
A
x
. 
Итак, сформулированное ранее правило вычисления подобных пределов 
оказывается теперь следствием теоремы 3.13. 
Примечание. Символы )]([)()],([)( * xOxfxoxf   используют и 
в тех случаях, когда функции  xf  и  x  при данном поведении x  не яв-
ляется ни бесконечно малой, ни бесконечно большой величинами. Напри-
мер, выражение )]([)( xoxf   при ax  (или при x ) означают про-
сто, что 0
)(
)(
lim 
 x
xf
ax
. В связи с этим символ  1o  иногда употребляется 
как обозначение бесконечно малой. Действительно, равенство  1o  оз-
начает, что 0
1
lim 

, т. е. что 0lim  . 
Аналогично равенство )]([)( * xOxf   означает, что c
x
xf
ax

 )(
)(
lim , 
где 0,  cc . В этом случае  xf  и  x  при ax  называют функция-
ми одного порядка. 
 
19. Теоремы Больцано–Коши 
 
Теорема 3.14. Пусть функция  xf  определена и непрерывна на от-
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резке  ,a b  и принимает на его концах разные по знаку значения. Тогда 
существует по крайней мере одна точка ),( ba , в которой 0)( f . 
Пусть, для определѐнности,     0,...,0  bfaf , рис. 3.32. Разде-
лим отрезок  ba,  пополам точкой 
2
ba
c

 . Тогда возможно два случая: 
1.    0cf , т.е. c , и теорема доказана.  
2.  0)( cf . Тогда либо 0)( cf , либо 0)( cf . Пусть, например, 
0)( cf . В этом случае положим 11, bbac  ; получим новый отрезок 
],[ 11 ba , такой, что 0)(,0)( 11  bfaf . Аналогично делим пополам от-
резок ],[ 11 ba  и обозначим ],[ 22 ba  ту его половину, для которой 
0)( 2 af , 0)( 2 bf , и т.д. На каждом последующем шаге будем иметь 
0)(,0)(  nn bfaf . 
В результате получим систему стягивающихся отрезков 
...,],,[,...],,[],,[ 11 nn bababa  
такую, что 0)(lim 

nn
n
ab , и при этом 
nbfaf nn  ,0)(,0)( . 
Но cbca n
n
n
n


lim,lim , а посколь-
ку функция  xf  непрерывна в точке c , то  
0)(lim)(lim 






cfafaf n
n
n
n
; 
0)(lim)(lim 






cfbfbf n
n
n
n
. 
Но )0)(()0)(()0)((  cfcfcf , 
т. е. c  и есть упоминаемая в теореме 
точка  .□ 
Примечание 1. Из проведенного 
доказательства не следует, что фигу-
рирующая в теореме 3.14 точка   
единственна. Очевидно, таких точек 
может быть и несколько, рис. 3.33. 
Примечание 2. Если функция  xf  непрерывна не всюду на отрезке 
],[ ba , рис. 3.34, то она может и не принимать на нѐм значения, равного ну-
лю, а значит требование непрерывности функции в теореме является суще-
ственным.  
Теорема 3.15. Пусть функция  xf  на отрезке ],[ ba  непрерывна, а на 
его концах принимает различные значения     BbfAaf  , . Тогда для 
 y 
 x 
 0 
 a 
 b   
 Рис.3.32 
 x 
 0 
 a  b 
 1  2  3 
Рис.3.33 
 f(x) 
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любого C , лежащего между A  и B , най-
дѐтся по крайней мере одна такая точка 
),( ba , что Cf )(  (рис. 3.35). 
Для определѐнности предполо-
жим, что BA  . Тогда BCA  . Вве-
дѐм вспомогательную функцию 
Cxfx  )()( . Очевидно, что она, как 
и функция  xf , непрерывна на отрезке 
 ,a b . Кроме того,  
( ) ( ) 0;a f a C A C       
( ) ( ) 0b f b C B C      . 
На основании теоремы 3.14, сущест-
вует по крайней мере одна точка ),( ba , 
такая, что 0)(  , т. е. 0)(  Cf , а зна-
чит, Cf )( , что и доказывает теорему.□ 
Геометрический смысл теоремы 3.15 
очевиден из чертежа, рис. 3.35.  
Следствие. Если функция constxf )(  определена и непрерывна в 
некотором промежутке Е (не обязательно замкнутом и не обязательно ко-
нечном), то принимаемые ею значения также сплошь заполняют некото-
рый промежуток. 
Действительно, пусть F – множество всех значений  xf  при усло-
вии, что Ex . Обозначим FMFm sup,inf  , и пусть C  – такое число, 
что MCm  . Тогда существуют такие 
значения  1xf  и  2xf  функции  xf , что 
    MxfCxfm  21  
(это вытекает из самого определения точ-
ных верхней и нижней граней). Поскольку 
   21 xfxf  , то, на основании теоре-
мы 3.15, существует по крайней мере одна 
точка   между 1x  и 2x , такая, что 
  Cf  , а значит FC . Но C – произ-
вольное число между т и М, а поэтому 
функция  xf  при изменении x  в промежутке E  принимает все значения 
между т и М, т. е. F  представляет собой промежуток на оси Оу, рис. 3.36, 
с концами т и М (каждый из них может принадлежать этому промежутку). 
Примечание. Промежуток F  иногда называют образом промежутка 
E  и пишут, что )(EfF  . Промежуток E  называют в этом случае прооб-
 y 
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разом промежутка F .  
Рассмотренные теоремы 3.14 и 3.15 называют соответственно 1-й и 
2-й теоремами Больцано–Коши. 
 
20. Условие непрерывности монотонной функции 
 
Если при изменении x  в некотором 
промежутке соответствующие значения 
функции  xf  сплошь заполняют некото-
рый промежуток, то данная функция не 
обязательно непрерывна на этом проме-
жутке (см. рис. 3.37). Однако оказывается, 
что если функция  xf  в данном проме-
жутке монотонна, а соответствующие 
значения  xf  сплошь заполняют некото-
рый промежуток, то функция  xf  непрерывна в указанном промежутке 
изменения х.  
Теорема 3.16. Пусть функция  xf  монотонна в промежутке Е и 
пусть при изменении х на множестве Е соответствующие значения  xf  
сплошь заполняют некоторый промежуток. Тогда функция  xf  непре-
рывна в промежутке E
)
. 
Пусть для определѐнности функция  xf  монотонно возрастает в 
промежутке Е. Далее, пусть 0x – произвольная точка множества Е, не яв-
ляющаяся его правым концом. Положим 00 )( yxf  . Тогда Fy 0 , причѐм 
0y  не есть правый (верхний) конец проме-
жутка F (поскольку на множестве Е есть 
точки 0xx  , а им отвечают на множестве 
F значения 0yy  ). Зададим произвольное 
0 , такое, чтобы было не только Fy 0 , 
но и Fy 0 . Обозначим 10 yy  . 
Значению 1y  отвечает некоторая точка 1x , 
такая, что 11)( yxf  . При этом, очевидно, 
01 xx  . Поэтому можно положить 
 01 xx , где 0 . В силу монотонно-
сти функции  xf ,  
                                                 
)
 Промежуток E может быть как конечным, так и бесконечным, как открытым, так и 
замкнутым (или же полузамкнутым). 
 y 
 x 
 y 
 x 
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 E 
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))(()( 1010 yxfyxxx  , т. е. ))()(()0( 00  xfxfxx . 
Это значит, что    0
00
lim xfxf
xx


, т. е. что функция  xf  непрерывна в 
точке 0x  справа.  
Совершенно аналогично убедимся, что если точка 0x  не есть левый 
конец промежутка Е, то функция  xf  непрерывна в точке 0x  слева. 
Из совокупности этих двух фактов следует непрерывность функции 
 xf  в прямежутке Е. 
 
21. Доказательство теоремы о существовании и непрерывности  
обратной функции 
 
Предположим, что в некотором промежутке Е функция  xfy   не-
прерывна и монотонно возрастает (случай монотонного убывания рассмат-
ривается совершенно аналогично). Из непрерывности функции  xf  в про-
межутке Е следует, что  EfF   представляет собой сплошной промежу-
ток. Возьмѐм произвольное Fy 0 . В силу 2-й теоремы Больцано–Коши 
ему отвечает по крайней мере одно Ex 0 . Но поскольку функция 
 xfy   монотонна, то значению 0y  может отвечать только одно 0x  (дей-
ствительно, если 00 xx   или 00 xx  , то соответственно   00 yxf   или 
  00 yxf  ). 
Число Fy 0  было взято произвольно, а значит каждому Fy  от-
вечает одно и только одно значение Ex , т. е. на промежутке F определе-
на однозначная функция )(yx  , обратная функции  xfy  . При этом 
значения функции )(y  сплошь заполняют промежуток Е. Действительно, 
пусть Ex  – произвольное число. Найдѐм для этого x  число  xfy  . 
Тогда можно сказать, что выбранному значению x  функции )(y  отвечает 
именно это значение y .  
Докажем, что функция )(y , как и )(xf , монотонно возрастает. 
Возьмѐм в промежутке F произвольные числа 1y  и 2y , такие, что 21 yy  . 
Обозначим 2211 )(,)( xyxy   (это значит, что 2211 )(,)( yxfyxf  ). 
Если бы было 21 xx  , то, в силу монотонного возрастания функции  xf , 
было бы    21 xfxf  , т. е. 21 yy  , что противоречит условию.  
Аналогично,    2121 yyxx  . Итак,    2121 xxyy  , что и 
доказывает монотонное возрастание функции )(y  в промежутке F. 
Таким образом, функция )(yx   монотонно возрастает в проме-
жутке F, и еѐ значения сплошь заполняют промежуток )(FE  . В силу 
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теоремы 3.16, функция )(y  непрерывна в промежутке F, что и доказывает 
следующее утверждение. 
Теорема 3.17. Пусть в промежутке Е оси Ох функция  xfy   не-
прерывна и монотонно возрастает (убывает).Тогда в промежутке  EfF   
существует обратная ей функция )(yx  , также непрерывная и монотон-
но возрастающая (убывающая) в промежутке F. 
 
22. Теоремы Вейерштрасса 
 
Возьмѐм, например, функцию xln , рис. 3.39. Она непрерывна в лю-
бом промежутке (0,a], где 0a . В то же время она 
не является ограниченной в этом промежутке, так 
как нет такого числа 0M , чтобы для всех 
],0( ax  было Mx ln .  
Итак, из непрерывности функции в проме-
жутке ещѐ не следует еѐ ограниченность в этом 
промежутке. Иначе обстоит дело, если промежуток 
непрерывности функции замкнут, т. е. является от-
резком.  
Теорема 3.18. Если функция непрерывна на 
отрезке, то она ограничена на этом отрезке. 
Предположим противное, т. е. пусть функция  xf  непрерывная на 
отрезке  ba, , является, например, неограниченной сверху. Тогда для лю-
бого натурального п найдѐтся такое число ],[ baxn  , что nxf n )( . Из по-
следовательности }{ nx , на основании леммы Больцано–Вейерштрасса, 
можно извлечь такую подпоследовательность  
kn
x , что 0lim xx knk


, где 
0x – некоторое число. Поскольку, очевидно, ],[0 bax  , то функция  xf  
непрерывна в точке 0x , так что    0lim knk f x f x  . С другой стороны, из 
неравенства  
kn k
f x n  следует, что 
 lim
knk
f x

  . Полученное противоречие и 
доказывает теорему.□  
Из теоремы 3.18 следует, что если 
функция  xf  непрерывна на отрезке  ba, , 
то существуют такие конечные числа т и М, 
что для всех  bax ,  будет   Mxfm  , 
рис. 3.40. При этом наибольшее из всех воз-
 y 
 x  0  1 
Рис.3.39 
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можных чисел т есть, очевидно, 
 
 xf
bax ,
inf

, а наименьшим из всех воз-
можных чисел М является число 
 
 xf
bax ,
sup

. Будем ниже под т и М подра-
зумевать именно эти числа. В связи с этим возникает вопрос: существуют 
ли на отрезке  ba,  точки 0x  и 1x , такие, что Mxfmxf  )(,)( 10 . 
Теорема 3.19. Если функция  xf  непрерывна на отрезке  ba, , то 
она достигает на нѐм своих точных нижней и верхней граней т и М, т. е. 
существуют такие точки 0x  и 1x  на отрезке  ba, , что 
Mxfmxf  )(,)( 10 . 
■Предположим, что упомянутой точки  bax ,1   нет. Тогда для всех 
 ,x a b  будет   Mxf  . Введѐм вспомогательную функцию 
 
 xfM
x


1
. Очевидно, она непрерывна для всех  bax , , а значит, в 
силу теоремы 3.18, существует такое 01 M , что для всех  bax ,  будет 
  Mx  , т. е. 
  1
1
M
xfM


, 
откуда                                         
1
1
M
xfM  , 
а значит 
 
1
1
M
Mxf  . 
Но отсюда следует, что 
 
  Mxf
bax

 ,
sup , 
что противоречит условию, а значит до-
казано существование такой точки 
 ,x a b , что   Mxf 1 .□  
Аналогично доказывается дости-
жимость точной нижней грани. 
Примечание. Если функция  xf  на отрезке ограничена, но не не-
прерывна, то еѐ верхняя и нижняя грани могут не достигаться. Примером 
может служить функция  
x
xf
1
arctg  на отрезке [-2, 2], рис. 3.41. Дейст-
вительно, 
2
1
sup
]2,2[


 x
arctg , но нет такой точки на этом отрезке, в которой  
 y 
 x  0 
Рис.3.41 
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отрезке, в которой 
2
1 

x
arctg . 
Доказанные теоремы 3.18 и 3.19 
называют соответственно 1-й и 2-й тео-
ремами Вейерштрасса. Числа 
 xfm
ba ],[
inf  и  xfM
ba ],[
sup , благодаря  
достижимости этих значений, называют 
соответственно наименьшим и наиболь-
шим значениями функции  xf  на отрез-
ке  ba,  и пишут  xfm
ba ],[
min  и 
 xfM
ba ],[
max . 
 
23. Равномерная непрерывность функции 
 
Пусть функция  xf  непрерывна в промежутке Е. Возьмѐм произ-
вольную точку Ex 0 . Тогда для любого 0  найдѐтся такое 0 , что 
    )()( 00 xfxfxx . При этом очевидно, что   зависит, во-
обще говоря, не только от  , но и от 0x , т. е. при одном и том же значении 
  для различных 0x  будем иметь разные  , что связано с различной ско-
ростью изменения функции  xf  на разных участках промежутка Е. 
Возникает вопрос, нельзя ли из всех чисел  , отвечающих данному 
  для различных 0x , выбрать наименьшее. В этом случае для всех Ex 0  
и Ex  было бы  
    )()( 00 xfxfxx ,  
 (3.32) 
т. е. число   не зависело бы от 0x , а зависело бы 
только от  .  
Если функция  xf , непрерывная в проме-
жутке Е, такова, что для любого 0  найдѐтся та-
кое 0)(  , что соотношение (3.32) выполняется 
для любого Ex 0  и Ex , то функция  xf  назы-
вается равномерно непрерывной в промежутке Е. 
Возьмѐм конкретную функцию 
x
xf
1
)(  , 
рис. 3.43. Она непрерывна в промежутке  1,0 . Пусть  1,00 x  и  1,0x  – 
произвольные числа. Имеем 
 0 
 E 
Рис.3.42 
 x 
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  
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xx
xx
xx 


0
0
0
11
, 
а значит, неравенство 
xx
11
0
 выполняется, если xxxx  00 . 
Таким образом, в данном случае xx  02 . Поскольку же 0x  и х 
можно взять сколь угодно близкими к нулю, то числа  , единого для всего 
промежутка  1,0 , не существует, т. е. функция 
x
xf
1
)(   в промежутке 
 1,0  непрерывна, но не равномерно непрерывна.  
Иначе обстоит дело, если промежуток непрерывности функции явля-
ется замкнутым.  
Теорема 3.20 (Кантора). Если функция  xf  непрерывна на отрезке 
 ba, , то она и равномерно непрерывна на нѐм. 
Предположим противное, т. е. пусть для некоторого 0  не су-
ществует такого 0 , что соотношение (3.32) выполняется для всех 
],[,0 baxx  . Тогда для любого 0  найдутся такие ],[ bax  и ],[ bax  , 
что  xx  и в то же время  )()( xfxf .  
Возьмѐм такую последовательность }{ n , что nn  0  и 0n . 
Для каждого указанного   существуют такие nx  и nx   из отрезка  ba, , что 
 nn xx , и в то же время  )()( nn xfxf . На основании лем-
мы Больцано–Вейерштрасса, из последовательности }{ nx  можно извлечь 
подпоследовательность }{
kn
x , такую, что 0lim xx knk


, где 0x  – некоторое 
число. Поскольку, очевидно, ],[0 bax  , то функция  xf  непрерывна в 
точке 0x , а значит, 
)()(lim 0xfxf knk


.    (3.33) 
Далее, подпоследовательности }{
kn
x  отвечает некоторая подпосле-
довательность }{
kn
x  подпоследовательности }{ nx  . При этом  
  



 

0lim0, xxxx kkk nk
kknn , 
а значит, )()(lim 0xfxf knk


. 
Отсюда и из (3.33) следует, что 0)()(


k
nn kk
xfxf , а это проти-
воречит тому, что при всех k будет  )()(
kk nn
xfxf . Полученное про-
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тиворечие и доказывает теорему.□ 
 
Упражнения к главе III 
 
1. Пользуясь определением предела функции доказать, что 
3
12
56
lim 


 x
x
x
. 
При каких х будет ?001,03
12
56



x
x
 
2. Дана функция 
3 23 2 1 xxy  . Пользуясь определением преде-
ла функции, показать, что 0lim 

y
x
. Каким должно быть М, чтобы было 
)()(  yMx ? 
3. Дана функция 
13
2



x
x
y . Если 1x , то 
2
3
y . Каким должно 
быть  , чтобы было   






2
3
1 yx ? 
Исследовать точки разрыва функций: 
4. 
)1(
1


xx
xy arctg ; 5. 
)1(
1
xx
xy

 arcctg ; 
6. 
)1(
1
)1(


xx
xy arctg ; 7. 
)1(
1
)1(


xx
xy arcctg ; 
8. 
12
1
1
2


x
xy
arcctg
; 
9. 







xx
y
2
11
arctg ; 
10. 








 1
21
2 xxy ; 11. 
2)1(
2
3 xx
x
y 

 ; 
12. 
21
1
x
y

 arcctg ; 
13. 
xxy
1
)1(
1
2
2

 ; 
14. xxy
1
1
1
55   ; 
15. 
110
110
1
1
1
1





x
x
y ; 
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16. 












2)1(
1
2
11
xxx
y arctg ; 17. 
x
x
y


1
43 ; 
18. 












2)2(
1
1
1
xx
y arctg ; 19. 












2)1(
1
2
1
xx
y arctg ; 
20. 








2
1
1
1
xx
y arcctg  
21. 










xx
xy
11
2)1( ; 
22. 
13
1
2


x
x
y ; 23. 
x
x
y



1
21
1
; 
24. 
12
12



x
x
y
ctg
ctg
; 
25. 
12
1
1
2


x
xy
arctg
; 
26. 
21
1
)1(
x
xy

 arctg ; 
27. 
2)1(2
1
2 xxy  ; 
28. 
)1(
12
2 xx
x
y


 . 
 
Вычислить пределы: 
29. 
168
842
lim
24
23
2 

 xx
xxx
x
; 30. 
xxx
xxx
x 23
46
lim
23
24
1 


; 
31. 
52
5
0
)51()1(
lim
xx
xx
x 


; 32. 







 321 1
3
1
2
lim
xxx
. 
Вычислить пределы: 
33. 
23
296
lim
3
22
1 

 xx
xxxx
x
; 34. 
1514
232
lim
2 

 xx
xx
x
; 
35. 



 

11lim 22 xxxx
x
; 36. 
2
3
0
2131
lim
xx
xx
x 


; 
37. 
64
753
0 121
1411131
lim
xxx
xxxx
x 


; 
38. 
x
xaxa nn
x

0
lim ; 
39. 
40. 2
3
3 23 2 11lim xxx
x




 

; 
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




 

xxxxxx
x
lim ; 
41. 
xaxa
xaxaxaxa
x 


3 223 22
0
lim ; 42.  xxx
x
211lim 

; 
43. 
x
xaxa
x
4 43 3
0
2
lim


; 
44.  4 4 3lim 16 20 1
x
x x

    
3 3 28 6 5x x   ; 
45. 



 

5 453 23 61232168lim xxxxx
x
. 
Вычислить пределы: 
46. 
x
x
x 




4
1
lim
4
tg
; 47. 
2
sin
cossin1
lim
20 x
xxx
x


; 
48. 
x
x
x
2cos
1
lim
2
4



tg
; 49. 
x
x
x 

 sin
1
lim
2
1
; 
50. 
x
x
x
2
4
1
1cos2
lim
tg



; 51. 
20
coscos
lim
x
bxax mm
x


; 
52. 
x
xxaxa
x cos1
cos2)cos()cos(
lim
0 


; 53. 





 




3
cos
31
lim
6
x
x
x
tg
; 
54. 
2
arcsin
2sin131
lim
2
3
0 x
x
xx
x


tg
; 55. 
x
x
x
3cos
sin21
lim
6



. 
Вычислить пределы: 
56. 
2
coslim
n
n n





 

; 
57. 







 n
an
n 24
lim tg ; 
58. 
2
2sin3coslim
n
n nn





 



; 59. 
n
n n
a
b
n
a








sincoslim ; 
60. 
x
x
x
2
0 4
lim
ctg
tg 














; 61. 
n
n a
n
b
a



















 tg
tg
lim ; 
102  
62. 
n
n a
n
b
a



















 sin
sin
lim ; 63. 





 















 


 21
12
21
1
sinlim
n
n
n n
n
tg
; 
64. 





 















 


 23
12
212
12
sinlim
n
n
n n
n
tg
; 65. 
)(
lim
ax
ax a
x








ctg
tg
tg
; 
66.  
x
x
x
ex
1
4lim
0


 ; 
67. 
x
x
x
2
4
1
ln
lim
ctg
tg

; 
68. 




 


 n
n
n 4
tglnlim ; 
69. 
x
x
x
2cos
ln
lim
4
tg


; 
70. 
nnn
n





 
 3
321
lim ; 71. 
n
n
n


chlnlim 2 ; 
72.     252ln142lnlim 22 

xxxxx
x
; 73. 
)1ln(
)(
lim
20 xx
axa
x 


arctgarctg
; 
74. 
xa
xa
x
x 


2
lnlim ; 75. x
x
x
2ln
22
lim
2
1


; 
76. 
xx
x
x
x 2coscos
1
1
ln
lim
2
2
0 



; 
77. 
255
)32ln(
lim
2 

 xx
x
; 
78. 
2
2
1 )39(
)12(ln
lim



x
x
xch
; 
79. 
xx
xx
x ch ch 




 
 2
1ln
lim
23
0
; 
80. 0,2
1
lim 2 







a
a
an
n
n
n
. 
81. Доказать, что если 0x , то 
bxaxee bxax sinsin~  . 
82. Сравнить при 0x  функции  
22
1010 bxaxxf   и 
bxaxx ch ch  )( . 
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IV. Производная и дифференциал  
 
1. Некоторые задачи, приводящие к понятию производной 
 
Задача 1.1 «О скорости точки при неравномерном движении». Пусть 
точка M  движется по прямой
1
 траектории так, что пройденный ее путь 
есть известная функция времени:  tfs  . Вычислим мгновенную ско-
рость этой точки в момент t . 
 Пусть s  – путь, пройденный точкой за время от момента t  до мо-
мента tt   (рис. 4.1). Очевидно,    tfttfs   . Тогда 
t
s


есть 
средняя скорость точки на участке MM  , на 
промежутке времени  ttt , . Пусть теперь 
0t . Тогда 
t
s


очевидно, стремится к 
мгновенной скорости точки M  в момент t . Итак, искомая скорость равна  
t
s
v
t 

 0
lim

 .     (4.1) 
 Пример 4.1. Рассмотрим свободное падение точки. В этом случае 
2
2gt
s  , 
а значит  
    
2
2
22
222 tttggtttg
s





 . 
Отсюда 
  
  gttt
g
t
tttg
v
tt








2
2
lim
2
2
lim
0
2
0
. 
 Примечание. В школьном курсе физики, как известно, наоборот, из 
формулы gtv   выводится формула 
2
2gt
s  . 
  Задача 1.2 «О плотности неоднород-
ного стержня». Пусть имеется стержень не-
которой длины l . Масса его участка OM  
зависит от положения точки M , т.е. 
 xfm  . Считая функцию  xf  известной, найдем плотность стержня в 
                                                 
1)Траекторию мы предполагаем прямолинейной в связи с тем, что для дуги произволь-
ной формы у нас пока отсутствует строгое понятие длины кривой. 
O M M x x 
Рис.4.2 
 x 
M0 M M s s 
Рис. 4.1 
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данной точке M . Пусть    xfxxfm    – масса участка MM  , рис. 
4.2. Тогда 
x
m


 есть средняя плотность участка MM  . Предположим те-
перь, что 0x . Тогда в пределе будем иметь искомую плотность в точке 
М 
x
m
x 

 0
lim

 .  
Задача 1.3 «О силе тока». Пусть через сечение проводника за время 
от момента 0t  до произвольного момента времени t протекает количество 
электричества, равное  tfQ  . Тогда за время  ttt ,  через это сечение 
протекает количество электричества, равное    tfttfQ   . Величи-
на 
t
Q


 есть средняя сила тока в данном сечении на промежутке времени 
 ttt , . 
 Пусть теперь 0t . Тогда в пределе получим силу тока в данном 
сечении проводника в данный момент t 
t
Q
J
t 

 0
lim

 . 
 Примечание. Рассмотренные задачи, несмотря на полное различие 
их физического содержание (вместо них можно было бы рассматривать за-
дачи и с другим физическим смыслом), с математической точки зрения 
решаются одинаково. Они приводят к одному из важнейших понятий ма-
тематического анализа – понятию производной. 
 
2. Производная, ее геометрический смысл 
 
 Возьмем некоторую функцию  xfy   и произвольное fDx 0 . 
Придадим величине x приращение x, такое, что   fDxxx 00 , . Вы-
числим соответствующее приращение функции    00 xfxxfy    и 
составим отношение 
x
y


. Пусть теперь x0. Предел 
x
y
x 

 0
lim

, если он 
существует и не зависит от способа стремления x к нулю, называется 
производной функции  xfy   в точке 0x  и обозначается  0xf . Сама же 
функция f(x) в этом случае называется дифференцируемой в точке 0x .  
Итак, по определению 
 
   
x
xfxxf
xf
x 


00
0
0 lim



.   (4.2) 
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Иными словами, производной функции в данной точке называется предел 
отношения приращения этой функции к вызвавшему его приращению ар-
гумента, когда последнее стремится к нулю. 
 Пример 4.2. Вычислим производную функции 3xy   в точке 2x . 
Имеем 
     3233 61222 xxxxy   
Отсюда 
   
   12612lim612lim 2
0
32
0




xx
x
xxx
y
xx




. 
 Пример 4.3. Пусть 3 xy  , а 0x . Тогда 
333 00 xxy   , 
а значит 
 

 3 20
3
0
1
limlim
xx
x
y
xx 


. 
 Итак, функция 3 xy   в точке 0x  не дифференцируема, по-
скольку предел 
x
y
x 

 0
lim

 для неѐ в этой точке не существует.  
 Если в равенстве (4.2) заменить фиксированное 0x  на произвольное 
x, то получим 
 
   
x
xfxxf
xf
x 




0
lim , 
или 
x
y
y
x 

 0
lim

 . 
Величина  xfy  , вообще говоря, является функцией от x.  
 Выясним геометрический смысл 
производной. Отношение 
x
y
 есть угло-
вой коэффициент секущей MM  , рис. 4.3. 
Если x0, то точка M   приближается к 
точке M , и положение секущей стремится 
к положению касательной в точке М. 
 Итак, производная функции в дан-
ной точке геометрически представляет со-
бой угловой коэффициент касательной к 
графику этой функции в точке с данной абсциссой x. 
0 
y 
x 
M 
M 
x0 x0+x 
Рис.4.3 
 xfy   
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 Обратимся снова к равенству (4.1). Оно означает теперь, что ско-
рость точки есть производная пути как функции времени или, как говорят, 
производная пути по времени. Но скорость точки – это «быстрота» изме-
нения пройденного ею пути. В связи с этим производную любой функции 
можно рассматривать как скорость изменения этой функции относительно 
ее аргумента. В этом и состоит физи-
ческий смысл производной. 
 Рассмотрим функцию, график 
которой представлен на рис. 4.4. 
Геометрически очевидно, что 
  02  xf  и   01  xf , но при этом 
   21 xfxf   (поскольку углы 1  и 
2  – острые, причем 21  ). В то-
же время   03  xf , поскольку угол 
3  – тупой. Физически же это озна-
чает, что в точках 1x  и 2x  функция f(x) возрастает, причем в точке 1x  бы-
стрее, чем в точке 2x , а в точке 3x  эта функция убывает. 
 Итак, если производная функции положительная, то функция возрас-
тает и тем быстрее, чем больше производная; если же производная отрица-
тельная, то функция убывает, причем тем быстрее, чем больше модуль 
производной. 
 Ниже, в главе V эти утверждения будут несколько уточнены и дока-
заны более строго, без использования геометрических соображений. 
 
3. Связь между дифференцируемостью и непрерывностью функции 
 
 Получим сначала одну важную формулу. Пусть функция  xfy   
дифференцируема в точке 0x . Это означает, что существует предел 
 
x
y
xf
x 

 0
0 lim

 . 
Отсюда следует, что 
x
y


отличается от своего предела на бесконечно ма-
лую величину, т. е. 
   0xf
x
y


,     (4.3) 
где 0lim
0

x
. Следовательно, 
  xxxfy   0 .    (4.4) 
Переходя от (4.3) к (4.4), мы молча предположили, что x не обра-
Рис.4.4 
0 
y 
x 
x2 x3 x1 
 
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щается в нуль. Но если 0x , то из (4.4) следует, что тогда 0y , что, 
естественно, и должно быть. Таким образом, формула (4.4) верна при лю-
бом способе стремления x к нулю. 
 Теорема 4.1. Если функция дифференцируема в данной точке, то она 
и непрерывна в этой точке. 
 В силу условия,  0xf   есть конечное число. Но тогда, на основа-
нии (4.4), получим 
   0limlim 0
00


xxfy
xx


, 
что и доказывает теорему.□ 
 Утверждение, обратное теореме 4.1, неверно, т. е. функция может 
быть непрерывной в данной точке, но не дифференцируемой. В частности 
(см. пример 4.3), функция 3 x  в точке 0x  непрерывна, но не дифферен-
цируема. Геометрически это значит, что в точке О касательная к линии 
3 xy   вертикальна. 
 Другие случаи нарушения дифференцируемости в точке непрерыв-
ности функции будут рассмотрены в главе V.  
 
4. Производная степенной функции 
 
 Пусть axy  , где а – любое число. Тогда 
  1
000
11
lim
11
limlim 


















 a
a
x
a
a
x
aa
x
x
x
x
x
x
x
x
x
x
x
xxx
y







. 
На основании формулы (3.30), имеем окончательно 
1 aaxy . 
 Итак, производная степенной функции (с любым показателем) равна 
показателю степени, умноженному на основание в степени, на единицу 
меньшей первоначального показателя. 
 Пример 4.4. Пусть 3xy  . Тогда, в силу (4.5) 23xy  . В частности, 
положив здесь 2x , получим 12y . Этот результат ранее был получен 
непосредственно (см. пример 4.2). 
 Пример 4.5. Пусть xy  . Тогда  
x
xxy
2
1
2
1 2121 

  . 
 Пример 4.6. Пусть 
x
y
1
 . Тогда  
2
21 1
x
xxy 

  . 
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 Пример 4.7. Пусть xy  . Тогда   11 01  xxy . Этот результат 
очевиден, так как если xy  , то xy   , а значит 1y . 
 
5. Основные правила нахождения производной 
 
 Теорема 4.2. Производная постоянной величины тождественно рав-
на нулю. 
 Пусть Cy  , где constC  . Тогда при любом x будет 0y , а 
значит и 0lim
0

 x
y
y
x 


.□ 
 Этот результат очевиден, так как постоянная величина не изменяет-
ся, т. е. скорость ее изменения равна нулю. 
 Теорема 4.3. Производная суммы дифференцируемых функций рав-
на сумме их производных. 
 Пусть    xvxuy  . Тогда 
xx
u
xx
u
x
u
x
y
y
xxxxx 


















 



 00000
limlimlimlimlim , 
т. е. 
vuy  , 
что и требовалось доказать.□ 
 Очевидно, данная теорема верна для любого конечного числа сла-
гаемых. 
 Пример 4.8. Пусть 2
1
3
4 
x
xy .  
Тогда   
3
33
4
3
3
1
40
3
1
4
xx
xxxy 

. 
 Следствие теоремы 4.3. Если две функции при всех x различаются 
между собой на одно и то же число, то их производные тождественно рав-
ны между собой. 
 Теорема 4.4. Производная произведения дифференцируемых функ-
ций равна производной первого сомножителя, умноженной на второй со-
множитель без изменения, плюс производная второго сомножителя, умно-
женная на первый сомножитель без изменения. 
 Пусть    xvxuy  . Тогда  
       xxuxxxxuy   . 
Но так как  
u(x+x) – u(x) = u, 
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 то 
u(x+x) = u(x) + u, 
и, аналогично, 
(x+x) = (x) +  
Поэтому 
            uuuxxuxuxuy . 
Отсюда 





 







 x
u
x
u
x
u
x
uuu
y
xx 







 00
limlim  
0 0 0 0
lim lim lim lim
x x x x
u u
u
x x x   
   
        
      
  

  
. 
Поскольку функция  дифференцируема, то она и непрерывна, а зна-
чит 0lim
0



x
. Поэтому 
0 uuuy  
т. е. 
uuy  .□ 
 Следствие. Постоянный множитель можно выносить за знак произ-
водной. 
Действительно, пусть  xCfy  . Тогда, на основании теоремы 4.4, 
)()()(0)()( xfCxfCxfxfCxfСy  . 
 Пример 4.9. Пусть   





 32
5
43 x
x
xxy . Тогда 
   















3 22
23
3
15
43
5
46
xx
xxx
x
xy . 
 Теорема 4.5. Производная дроби с дифференцируемыми числителем 
и знаменателем равна новой дроби, числитель которой есть производная 
числителя исходной дроби, умноженная на знаменатель исходной дроби 
без изменения, минус числитель исходной дроби, умноженный на произ-
водную ее знаменателя, а знаменатель равен квадрату знаменателя исход-
ной дроби. 
 Пусть 
)(
)(
x
xu
y

 . Тогда  
   
   
























uuuuuuuu
x
xu
xx
xxu
y
)(
)(
)(
)(
. 
Отсюда 
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 









 x
u
x
u
x
y
, 
а значит 
     















 



















0
00
0
00
0 lim
limlim
lim
limlim
lim
x
xx
x
xx
x
x
u
x
u
x
u
x
u
x
u
x
u
y . 
Поскольку функция (x) дифференцируема, то она и непрерывна, а 
значит 0lim
0



x
. Поэтому, окончательно 
2


uu
y .□     (4.6) 
 Пример 4.10. Пусть 
43
2


x
x
y . Тогда  
 
   23
4
23
223
4
8
4
342






x
xx
x
xxxx
y . 
 
6. Производная показательной и логарифмической функций 
 
 Пусть xay  . Тогда 
   
x
a
a
x
aa
x
aa
y
x
x
x
xx
x
xxx
x 






1
lim
1
limlim
000









. 
На основании формулы (3.28) имеем окончательно 
aay x ln . 
В частности, если ea  , т. е. если xey  , то xey  . 
 Пусть теперь xy ln . Тогда 
   
 
x
x
x
x
x
xx
x
xxx
y
xxx 



















1ln
lim
ln
lim
lnln
lim
000
, 
а так как, в силу (3.27), при 0x  будет 
x
x
x
x 
~1ln 





 , то 
x
x
x
y
x 

 0
lim

 , 
т. е.  
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x
y
1
 . 
 Примечание. Пусть xy lg . Тогда (см. главу I) xMy ln1 , где 
...43,01 M , а значит 
x
M
y 1 . Аналогичное замечание, относится и к ло-
гарифмам с любым другим основанием, отличным от е. 
 
7. Производные тригонометрических функций 
 
 Пусть xy sin . Тогда 
 











 x
xx
x
x
xxx
y
xx 




2
sin
2
cos2
lim
sinsin
lim
00
 
x
xx
x
x 


22
cos2
lim
0









x
x
x
x
cos
2
coslim
0










. 
 Аналогично, если xy cos , то 
 











 x
xx
x
x
xxx
y
xx 




2
sin
2
sin2
lim
coscos
lim
00
 
x
xx
x
x 


22
sin2
lim
0









x
x
x
x
sin
2
sinlim
0









. 
Точно так же можно вычислить производные функций xy tg  и xy ctg . 
Однако целесообразнее воспользоваться формулой (4.6). Имеем для 
xy tg  
     













x
xxxx
x
xxxx
x
x
y
22 cos
sinsincoscos
cos
cossincossin
cos
sin
 
xx
xx
22
22
cos
1
cos
sincos


 . 
Аналогично, пусть xy ctg . Тогда 
xx
xx
x
xxxx
x
x
y
22
22
2 sin
1
sin
sincos
sin
coscossinsin
sin
cos












 . 
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8. Производная обратной функции  
 
 Теорема 4.6. Пусть функция  xfy   определена и строго монотон-
на в некотором промежутке Е и пусть в некоторой точке Ex  существует 
производная   000  xfy . Тогда в соответствующей точке  00 xfy   
обратная функция  yx   также имеет производную  00 yx  , причем 
 
 0
0
1
xf
y

 .     (4.7) 
 Положим    00 xfxxfy   . Тогда из (4.4) находим 
  

0xf
y
x

 , 
где 0 при x0. Следовательно, 
 
  

 000
0
1
limlim
xfy
x
x
yy  

. 
Из монотонности функции  xfy   
следует, что (x0)(y0). Поэтому 
 
   000
0
11
lim
xfxf
y
x 




.□ 
Доказанную формулу записывают еще 
так 
x
y
y
x


1
     (4.8) 
 Примечание. Формула (4.7) имеет простой геометрический смысл 
(рис. 4.6). Действительно, очевидно,    tg0xf ,    tg0y , а так как 
 90 , то 


tg
1
ctgtg , откуда следует (4.7). 
 Пример 4.11. Пусть xy ln . Тогда yex  , и формула (4.8) дает 
  xeex
y
y
yy
x
1111




 , 
что совпадает с результатом, полученным ранее непосредственно. 
 
9. Производные обратных тригонометрических функций 
 
 Пусть xy arcsin . Тогда yx sin , а значит 
22 1
1
sin1
1
cos
11
xyyx
y
y
x





 . 
0 x0 

y0 
x 
y 
Рис. 4.6 
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В данном случае именно yy 2sin1cos  , так как функция xy arcsin  
изменяется в интервале 




 

2
;
2
, рис. 4.7. 
 Точно так же можно найти производную 
функции xy arccos . Однако проще поступить 
иначе. Действительно, из тождества 
2
cosarcarcsin 

 xx  
имеем 
xx arcsin
2
cosarc 

 , 
а значит 
   
21
1
arcsin
2
cosarc 
x
xx








 
 . 
 Пусть теперь xy arctg . Тогда yx tg , а значит 
  22
2
1
1
tg1
1
cos
1
1
tg
11
xy
y
yx
y
y
x







 . 
 Наконец, в силу тождества 
2
arcctgarctg 

 xx , 
находим 
 
21
1
arcctg 
x
x



. 
 
10. Производные гиперболических и обратных гиперболических 
функций 
 
 Пусть xy sh . Тогда 
   
22












 

 xxxx eeee
y , 
  x
x
x
x
xx
x
x e
e
e
e
ee
e
e  











22
101
, 
а поэтому 
x 
Рис. 4.7 
0 1 

y 
-
-1 
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x
ee
y
xx
ch
2




. 
 Аналогично, если xy ch , то 
   
x
eeeeee
y
xxxxxx
sh
222















 


. 
Далее, 
 
xx
xx
x
xxxx
x
x
x
22
22
2 ch
1
ch
shch
ch
shshchch
ch
sh
th 











 , 
 
xx
xx
x
xxxx
x
x
x
22
22
2 sh
1
sh
shch
sh
chchshsh
sh
ch
cth 











 . 
Пусть теперь xy Arsh . Тогда yx sh , а значит 
  1
1
1sh
1
ch
1
sh
1
22 





xyyy
y . 
Аналогично, если xy Arch , то yx ch , а значит 
  1
1
1ch
1
sh
1
сh
1
22 





xyyy
y . 
Легко видеть, что результаты этого параграфа еще раз подтверждают ана-
логию между тригонометрическими и гиперболическими функциями. 
 
11. Таблица основных формул и правил нахождения производных 
 
(Const)  0   vuvuvu   
  vuvu   
2v
vuvu
v
u 







  
  1 aa axx    xx cossin    
21
1
arcsin
x
x


 
  xx chsh   
  aaa xx ln    xx sincos    
21
1
arccos
x
x



   xx shch 

 
  1 aa axx
 
 
x
x
2cos
1
tg 

  
21
1
arctg
x
x



  
x
x
2ch
1
th 

 
  xx ee    
x
x
2sin
1
ctg 

  
21
1
arcctg
x
x



  
x
x
2sh
1
cth 

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 
1
1
Arsh
2 


x
x  
   
 
1
1
Arch
2 


x
x  
 
12. Производная сложной функции 
 
 Теорема 4.7. Пусть функция  xu   дифференцируема в точке 0x , 
а функция  ufy   дифференцируема в точке 0u , где  00 xu  . Тогда и 
сложная функция     xfxF   дифференцируема в точке 0x , причем 
     000 xufxF  .      (4.9) 
Пусть        0000 , ufuufyxxxu   . В силу (4.4), име-
ем  
  xuufy   0 ,    (4.10) 
где 0 при u0. Следовательно, 
   
  .limlim
limlim
00
0
0
00
0
x
u
x
u
uf
x
u
x
u
uf
x
y
xF
xx
xx




















 
 Функция  xu   дифференцируема в точке 0x , а значит и непре-
рывна в ней, так что (х0)  (u0). Поэтому 0limlim
00

 ux 
, и 
получаем 
           000000 0 xufxuxufxF  .□ 
 Примечание. Функция  xu   не обя-
зательно монотонна. Поэтому при некоторых 
0x  может быть 0u . Однако формула 
(4.10), как отмечалось, верна и при 0u . 
 Формулу (4.9) чаще записывают так  
xux uyy  .      (4.11) 
 Итак, производная сложной функции 
равна производной этой функции по промежу-
точному аргументу, умноженной на производ-
ную самого промежуточного аргумента. 
 Пример 4.12. Пусть y = sin3x. Это значит, что y = sinи, где и = 3x, и 
формула (4.11) дает  
    xuxuy xu 3cos33cos3sin  . 
(x) 
0 x0 x0+x 
Рис. 4.8 
x 
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 Пример 4.13. Пусть xy tg10 . Это значит, что uy 10 , где и = tgx, и 
поэтому 
xu
xx
y tg
22
10
cos
1
10ln
cos
1
10ln10  . 
 Пример 4.14. Пусть y = (x3 + 2)100. Это значит, что y = u100, где 
и = x3 + 2. Имеем 
  2993299 23003100 xxxuy  . 
 Пусть теперь имеются два промежуточных аргумента, т. е. пусть 
у = f (и),  vu  ,  xv  . Тогда, по формуле (4.10), 
xux uyy  . 
Но в данном случае и, в свою очередь, есть сложная функция аргумента х, 
а значит эта же формула (4.10) дает 
xvx vuu  . 
Поэтому окончательно 
xvux vuyy  . 
 Аналогично обстоит дело и в случае большего числа промежуточных 
аргументов. 
 Пример 4.15. Пусть xey arcsin . Тогда 
uey  , vu  , xv arcsin , 
а значит 
2
arcsin
2 1arcsin21
1
2
1
xx
e
xv
ey
x
u



 . 
 Пример 4.16. Пусть   xy  1lnch 2 . Мысленно вводя промежу-
точные аргументы, находим 
           xx
xx
xxy 



 1lnsh1ln
1
2
1
1
1
1ln21lnsh 22 . 
 Примечание. Нахождение производной данной функции при помо-
щи описанных выше формул и правил называется дифференцированием 
этой функции. 
 
13. Дифференцирование неявных функций 
 
 Пусть задано уравнение, содержащее х и у. В общем виде его запи-
сывают так: f(x,y) = 0. Такое уравнение определяет, вообще говоря, некото-
рую неявную функцию у = (x), подставляя которую в уравнение, мы, ес-
тественно, обращаем его в тождество, т.е. f [x,(x)]  0. Поэтому для нахо-
ждения ух надо дифференцировать уравнение f (x,y) = 0 именно как тожде-
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ство, помня о том, что в нем у есть упомянутая выше функция (x). В этом 
случае у играет роль промежуточного аргумента. 
 Пример 4.17. Возьмем уравнение 2tg3  yx . Дифференцируя его 
по только что сформулированному правилу, получаем 
0
cos
1
3
2
2  y
y
x , 
откуда 
yxy 22 cos3 . 
 В данном случае, очевидно, от неявного задания легко перейти к яв-
ному. Имеем 
32tg xy  , 
откуда 
   nxy 32arctg , n= 0, 1, 2, …, 
а значит 
23
2
2
23 )2(1
3
)3(
)2(1
1
x
x
x
x
y



 , 
что совпадает с предыдущим результатом, поскольку, в силу исходного 
уравнения, 32tg xy  , а значит 
y
yx
2
223
cos
tg1
1
)2(1
1




. 
 Пример 4.18. Пусть имеется функция, заданная уравнением  
0sin  yexy x  
(в этом случае переход к явному заданию, очевидно, невозможен). Тогда 
0cos  yyeyxy x , 
откуда 
yx
ey
y
x
cos

 . 
 Пример 4.19. Пусть х = (y) – функция, обратная функции у = f (x). 
Дифференцируя равенство х = (y), как уравнение, определяющее неявную 
функцию, получим  
1 = (y)y, 
откуда 
)(
1
y
y

 , 
т. е. 
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y
x
x
y


1
. 
Тем самым получена уже знакомая формула (4.8). 
 
14. Логарифмическое дифференцирование 
 
 Возьмем функцию 
 
xx
xx
y
x
23
5sin3 2
ln
1tg21 
 . 
 Непосредственное дифференцирование такой функции, хотя и воз-
можно, но затруднительно из-за большого числа сомножителей. Здесь 
удобнее сначала прологарифмировать эту функцию. Получим тогда 
    )ln(ln2ln31tgln52lnsin1ln
3
1
ln 2 xxxxxy  . 
 Дифференцируя теперь это равенство, как уравнение, задающее не-
явную функцию, находим 
xxxxx
x
x
x
y
y
1
ln
23
cos
1
1tg
5
2lncos
1
2
3
11
22




 . 
 Отсюда 
   
y
xxxxx
x
x
x
y













ln
23
cos1tg
5
2lncos
13
2
22
, 
т. е. 
    22
2 5 3 2
cos ln 2
lntg 1 cos3 1
x
y x
x x xx xx
 
        
 
 
 
 
53 2 sin
3 2
1 2 tg 1
ln
xx x
x x
  
 . 
 Описанный прием называется логарифмическим дифференцировани-
ем. Он применим также к дифференцированию т. н. показательно-
степенных функций, т. е. функций вида     xxfy  . Такие функции 
нельзя отнести ни к степенным, ни к показательным, а значит нельзя вос-
пользоваться соответствующими формулами таблицы производных1. 
 Пример 4.20. Пусть   xxy cossin . Тогда 
                                                 
1) Впрочем, этой трудности можно избежать, если воспользоваться тем, что 
        xfxx exf ln  . 
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xxy sinlncosln  , 
а значит 
x
x
xxxy
y
cos
sin
1
cossinlnsin
1
 , 
откуда 
    xxxxxxy
x
x
xxy
cos
2
sinsinlnsincosctg
sin
cos
sinlnsin 








 . 
 Методом логарифмического дифференцирования легко получить и 
некоторые из уже известных формул. Пусть, например, axy  . Тогда 
lny = alnx, 
откуда 
x
a
y
y

1
, 
а значит 
1 aa axx
x
a
y
x
a
y , 
т.е. мы получим формулу для производной степенной функции, не исполь-
зуя предел (3.30). 
 Аналогично, пусть у = и(х)(x). Тогда  
lny = lnu + ln, 
а значит 



111
u
u
y
y
, 
откуда 


















 uuu
u
u
yu
u
y
11
. 
 Точно так же получается формула для производной дроби. 
 
15. Геометрические и физические приложения производных 
 
 Пусть f(х) – некоторая функ-
ция, а 0x  – некоторое число, при-
надлежащее fD . Тогда, как мы ви-
дели, число  0xf   равно угловому 
коэффициенту касательной к графи-
ку этой функции в точке с абсциссой 
0x , рис. 4.9. Поэтому уравнение этой 
касательной (СМ) записывается так 
М 
В А 0 
y 
x 
Рис. 4.9 
 xfy   
y0 
x0 
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  000 xxxfyy  , 
где  00 xfy  . 
 Прямая, проходящая через точку касания перпендикулярно каса-
тельной, называется нормалью к данной кривой в данной точке. Очевидно, 
ее угловой коэффициент равен 
 0
1
xf 
 , а значит, уравнение нормали име-
ет вид 
 
 0
0
0
1
xx
xf
yy 

 . 
 Длина отрезка СМ касательной от точки касания до точки пересече-
ния с осью Ох называется длиной касательной данной кривой в данной 
точке М. Аналогично, длина отрезка МВ нормали между точками пересе-
чения с кривой и осью Ох называется длиной нормали данной кривой в 
данной точке М. Отрезки АС и АВ называются соот-
ветственно подкасательной и поднормалью данной 
кривой в данной точке. Поскольку 0yAM  , а 
 0arctg xfAMBMCA  , то длины всех четы-
рех отрезков: АС, АВ, МС и МВ легко находятся из 
прямоугольных треугольников. Например, 
0
0
tg
ctg
y
y
MCA
AM
MCAАМАС



 , 
где  00 xfy  . 
 Пример 4.21. Составим уравнение касательной и нормали к линии 
x
y
1
  в точке М (2, 1/2), рис. 4.10. 
 Имеем 
2
1
x
y  , 
а значит  
4
1
2 y . Поэтому уравнение касатель-
ной: 
 24
2
1
 xy . 
 Пример 4.22. Найдем угол, под которым 
пересекаются линии 2xy   и xy   в точке 
М (1,1), рис. 4.11. Из уравнений линий находим 
2xy   
М 
0 
y 
x 
Рис. 4.11 

1 
1 
xy   
М 
0 
y 
x 
Рис. 4.10 
2 
2
1
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xy 2 , 
x
y
2
1
 , 
а значит угловые коэффициенты касательных в точке М (1,1) равны 
2
1
,2 21  kk , 
отсюда для искомого угла получаем 
4
3
2
121
2
12
tg 


 . 
 Пример 4.23. К линии 142 2  xxy  провести касательную, па-
раллельную прямой 032  yx . 
 В данном случае точка касания  00 , yx  заранее не известна, но зато 
известен угловой коэффициент касательной 
2
1
k . Поэтому, находя 
44  xy , полагаем 
2
1
44 0 x , 
откуда 
8
1
10 x , 
а значит 
8
9
0 x , 
32
95
1
2
9
32
81
0 y . 
 Итак, уравнение искомой касательной: 







8
9
2
1
32
95
xy . 
 Пример 4.24. К линии 142  xxy  провести касательную из на-
чала координат, рис. 4.12. 
 Пусть  00 , yx  – неизвестная точка касания. Тогда искомое уравне-
ние касательной: 
  000 42 xxxyy  . 
Потребуем, чтобы касательная проходила через точку О. Получим  
  000 42 xxy  , 
т. е.  
0
2
00 42 xxy  , 
или 
0
2
00
2
0 4214 xxxx  , 
0 
y 
x 
Рис. 4.12 
–3 
2 
1 
122  
отсюда 
120 x , 
а значит 1,1 00  xx . 
 Получаем две точки касания    6,1,2,1 21  MM . Уравнения каса-
тельных    166,122  xyxy . 
 Пример 4.25. Точка движется так, что пройденный ею путь изменя-
ется по закону 132  tts . Найдем скорость этой точки в момент t = 2. 
 В произвольный момент скорость данной точки равна 
  36 2  ttsv . 
Следовательно, при t = 2 будет 
27324 v . 
 
16. Производные высших порядков 
 
 Пусть имеется дифференцируемая функция y = f (x). Найдем ее про-
изводную y = f (x). Предположим, что она также является дифференци-
руемой функцией. Тогда можно найти ее производную, т.е. производную 
производной. Ее называют производной 2-го порядка функции y = f (x) и 
обозначают y, или f (x). Прежнюю производную y = f (x) можно назы-
вать в этом смысле производной 1-го порядка. 
 Аналогично вводится понятие производной 3-го порядка как произ-
водной функции y = f(x) и т. д. Производные 3-го, 4-го, 5-го, … порядков 
обозначаются y, yIV, yV, … , или, соответственно, f (x), f IV(x), f V(x). Если 
n – произвольное натуральное число, то производную n-го порядка функ-
ции y = f(x) обозначают  ny , или   xf n . 
 Очевидно, что производная любого порядка находится из производ-
ной предыдущего порядка при помощи обычных правил дифференцирова-
ния. 
 Пример 4.26. Пусть nxy  , где n > 0 и целое. Тогда 
      11 2 3, 1 , 1 2 ,..., nn n ny nx y n n x y n n n x y             
  1 2 ... 2 ,n n n x    
         ,...0,0,!12...21 21   nnn yyconstnnnny  
 Очевидно, и для любого многочлена n-ой степени все производные, 
начиная с производной (n+1)-го порядка, тождественно равны нулю. 
 Пример 4.27. Пусть y = lnx. Тогда 
                                                 

 В ряде случаев саму функцию f(x) удобно рассматривать условно как производную 
этой функции нулевого порядка (см. например #17). 
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x
y
1
 , 
2
1
x
y  , 
3
21
x
y

 , 
4
321
x
y IV

 ,…,    
n
nn
x
n
y
1
1

 . 
 Последнее равенство верно при любом n  1. Правда, при этом мы 
(для n = 1) должны считать, что 0!=1, хотя выражение 0! кажется вообще 
лишенным смысла. Однако ниже мы познакомимся с таким обобщением 
понятия факториала, при котором выражение 0! не только приобретает 
смысл, но и окажется равным именно 1. 
 Заметим еще, что получение общего вида производной  ny , пригод-
ного для любого n, как это имело место в последнем примере, возможно 
лишь для очень немногих функций простейшего вида. Для подавляющего 
же большинства функций в выражениях для y  , y  , y  , … отсутствует ка-
кая-либо видимая закономерность. 
 Пример 4.28. Пусть теперь функция задана неявно. Возьмем, напри-
мер, уравнение 
123  yx . 
Если подставить в него  tgy  , то мы получим тождество, дифференци-
руя которое, имеем 
023 2  yyx ,    (4.12) 
откуда 
y
x
y
2
3 2
 . 
Дифференцируя теперь уравнение (4.12), получим 
0226 2  yyyx ,    (4.13) 
откуда 
y
yx
y
yx
y
22 3
2
26 


 . 
 Подставляя сюда ранее найденное выражение для y, находим окон-
чательно 
3
422
4
4
9124
9
3
y
xxy
y
y
x
x
y



 . 
 Аналогично, дифференцируя равенство (4.13) и используя уже полу-
ченные выражения для y   и y  , находим y   и т. д. 
 
17. Формула Лейбница 
 
 Пусть u(x) и (x) – функции, дифференцируемые нужное число раз. 
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Тогда  
 uuu )( ,   uuuu 2)( ,    uuuuu 33)(  и 
т. д. Легко видеть, что правые части этих равенств напоминают разложе-
ния соответствующих степеней бинома u + . Докажем, что это правило 
верно для любого натурального n, т. е. при любом n 
       

  )2(1
!2
)1(
)( nnnn u
nn
nuuu  
   nmmn uu
m
mnnnn


  

!
))1(()2)(1(
, 
или, если воспользоваться известной формулой комбинаторной теории для 
сочетаний, то получим  
      )()2(211)( nnn
n
n
n
n
nn uCuCuСuu     , 
или, еще короче, 
)()(
0
)()( mmn
n
m
m
n
n vuCuv 

 .    (4.14) 
Для доказательства применим метод математической индукции. Мы 
видели, что формула (4.14) верна при 3,2,1  nnn . Предположим, что 
она выполняется для некоторого n, и докажем, что тогда она верна и для 
производной (n+1)-го порядка. Отсюда и будет следовать, что формула 
(4.14) имеет место при всех n. 
 Имеем из (4.14) 
)1()(
0
)()1(
0
)1()( 



   mmn
n
m
m
n
mmn
n
m
m
n
n vuCvuCuv .  (4.15) 
 Приведем справа подобные члены. Первое слагаемое первой суммы, 
равное vu n )1(  , и последнее слагаемое второй суммы, равное )1( nuv , не 
имеют подобных себе слагаемых. Следовательно, они будут соответствен-
но первым и последним слагаемым правой части равенства (4.15). Если же 
nm 1 , то произведение )()1( mmn vu   имеет общий коэффициент, рав-
ный 1 mn
m
n CC . Но 
1 ( 1)...( ( 2))( ( 1)) ( 1)...( ( 2))
! ( 1)!
m m
n n
n n n m n m n n n m
C C
m m
           

 
( 1)...( ( 2)) ( 1) ( 1)...( ( 2)) 1
1
( 1)! ( 1)!
n n n m n m n n n m n
m m m m
         
       
 
1
( 1) ( 1)...(( 1) ( 1))
.
!
m
n
n n n n m
C
m

    
   
 Итак, равенство (4.15) принимает вид 
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)1(
1
)()1(
1
)1()1()( 



   n
n
m
mmnm
n
nn uvvuCvuuv , 
т. е. 





 
1
0
)())1((
1
)1()(
n
m
mmnm
n
n vuCuv . 
Но эта формула получается из (4.14) путем замены n на n+1. Тем самым 
доказана справедливость формулы (4.14) для любого натурального n. 
 Формулу (4.14) называют формулой Лейбница. 
 Пример 4.29. Пусть  12  xey ax . Вычислим  15y . 
Формула Лейбница дает 
)1()(
2
1415
)1()(15)1()( 2)13(2)14(2)15()15( 

 xexexey axaxax  
(все остальные слагаемые справа тождественно равны нулю, так как 
0)1( )(2  mx  для всех 15,...,4,3m ). Следовательно, 
 (15) 15 2 14 1315 141 15 2 2
2
ax ax axy a e x a e x a e

       
 13 2 2 1 30 210axa e a x ax     . 
 
18. Дифференциал функции 
 
 Пусть функция y = f(x) дифференцируема в данной точке 0x . Тогда, 
согласно формуле (4.4), приращение этой функции в точке 0x  имеет вид 
xxyy   . 
 Здесь 0 при x0, а значит при x0 будет x = о(x). В тоже 
время, если в точке 0x  будет у  0, то 
уx = О*(x). Отсюда следует, что при x0 бу-
дет у  ух, т. е. при x0 бесконечно малая 
ух есть главная часть бесконечно малой у. 
 Бесконечно малая ух, являющаяся главной 
частью бесконечно малого приращения функции, 
вызванного бесконечно малым приращением ар-
гумента х, называется дифференциалом функции 
y = f(x) и обозначается dy или df(x). 
 Выясним геометрический смысл дифференциала, рис. 4.13. Посколь-
ку y = tg, то  
ABxxydy  tg . 
 Итак, геометрически дифференциал представляет собой бесконечно 
Рис. 4.13 
М 
0 
y 
x 
С 
В 
A 
x x + x 
 
x 
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малое приращение ординаты касательной к графику данной функции в 
точке с данной абсциссой х. Иными словами, дифференциал – это прира-
щение, которое имела бы функция при бесконечно малом приращении ар-
гумента, если бы она, начиная с данного х, стала линейной. 
 Пример 4.30. Пусть 2xy  . Положим 1,0,10  xx  . Тогда 
21,011,1 22 y ; 
2,01,0122 0  xxdy  . 
 Следовательно, 
05,0
2,0
01,0


dy
dyy
. 
 Пусть теперь x = 0,01. Тогда 
0201,001,001,2101,1 22 y , 
02,001,012 dy , 
а значит 
005,0
02,0
0001,0


dy
dyy
. 
 Если бы мы взяли x еще меньше, то и отно-
шение 
dy
dyy 
 уменьшилось бы. Это иллюстрирует 
тот факт, что если x0, то dу = О*(x), а значит 
 dyodyy  , т. е. 0lim
0


 dy
dyy
x


. Разумеется, 
это имеет место не только для функции 2xy  , но и для любой другой 
дифференцируемой функции. 
 Отметим, что в рассмотренном примере было dyy   (при 0x ). 
Это связано с тем, что линия 2xy   вогнута, в силу чего касательная к ней 
расположена под этой линией. В случае же выпуклой линии, рис. 4.14, (на-
пример, xy  ), очевидно, при 0x  будет dyy  . 
 Результаты примера 4.30 можно сделать совсем наглядными, если 
функцию 2xy   рассматривать как площадь квад-
рата со стороной x. Тогда xxdy 02  представляет 
собой сумму площадей двух одинаковых прямо-
угольников со сторонами 0x  и x . Эта величина 
отличается от истинного приращения площади 
квадрата, на величину равную  2x , которая явля-
ется, очевидно, бесконечно малой 2-го порядка от-
0 
y 
x 
Рис.4.14 
x x +x 
dy 
x 
x 
Рис. 4.15 
x0 
x0 
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носительно dy. Чем меньше x , тем с меньшей относительной погрешно-
стью этой площадью можно пренебречь. 
 Возьмем снова произвольную функцию  xfy   и придадим аргу-
менту x бесконечно малое приращение, которое по аналогии с обозначени-
ем dy обозначим не x , а dx, и назовем дифференциалом независимой пе-
ременной x. Тогда  равенство, служащее определением дифференциала, 
примет вид 
dxydy  .        (4.16) 
Отсюда получим 
dx
dy
y  . 
 Итак, производная функции есть отношение ее дифференциала к 
дифференциалу независимой переменной. Вместе с тем отношение 
dx
dy
 
можно рассматривать как новое обозначение производной. В связи с этим 
символ 
dx
d
 (именно символ, а не дробь!) используется как обозначение 
действия дифференцирования. 
 Из формулы (4.16) следует, что нахождение дифференциала функции 
фактически сводится к нахождению ее производной. Поэтому нахождение 
дифференциала функции также называют дифференцированием этой 
функции (что и служит оправданием данного термина). 
 Пример 4.31. Пусть xy 2 . Тогда, очевидно, dx
x
dy x
2
1
2ln2  . 
 Из таблицы производных вытекает соответствующая таблица диф-
ференциалов. 
1. 0dc . 
2.   dvduvud  . 
3.   vduudvuvd  . 
4. 
2v
udvvdu
v
u
d







. 
5.   dxxxd 1  . 
6.   adxaad xx ln . 
7.   dxeed xx  . 
8.  
x
dx
xd ln . 
9.   xdxxd cossin  . 
10.   xdxxd sincos  . 
14.  
21
arccos
x
dx
xd

 . 
15.  
21
arctg
x
dx
xd

 . 
16.  
21
arcctg
x
dx
xd

 .  
17.   xdxxd chsh  . 
18.   xdxxd shch  . 
19.  
x
dx
xd
2ch
th  . 
20.  
x
dx
xd
2sh
cth  . 
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11.  
x
dx
xd
2cos
tg  . 
12. 
x
dx
xd
2sin
)ctg(  . 
13.  
21
arcsin
x
dx
xd

 . 
 
21.  
1
Arsh
2 

x
dx
xd . 
22.  
1
Arch
2 

x
dx
xd . 
 
 
19. Инвариантность дифференциала 
 
 Пусть )(ufy  , где  xu  . В этом случае y есть сложная функция 
от x. Имеем 
dxydy x .     (4.17) 
При этом dxuyy xux  . Но dudxy x  , а поэтому получаем 
duydy u .     (4.18) 
 Равенства (4.17) и (4.18) одинаковы по форме. Это значит, что форма 
дифференциала не зависит от того, является ли переменная дифференци-
рования независимой переменной или же она, в свою очередь, есть функ-
ция другой переменой. Это свойство дифференциала называется его инва-
риантностью (т.е. неизменностью). 
 Перепишем равенства (4.17) и (4.18) так 
xy
dx
dy
 ,     uy
du
dy
 . 
Тогда формула xux uyy   принимает вид 
dx
du
du
dy
dx
dy
 . 
Левую часть можно получить из правой, если попросту сократить на du. 
Таким образом, с дифференциалами можно в этом смысле обращаться как 
с обычными числами. В частности, формула для производной обратной 
функции может быть получена теперь так: 
x
y
y
dx
dydy
dx
x


11
. 
 
20. Применение дифференциала в приближенных вычислениях 
 
 Мы уже видели, что если 0x , то )( xodyy   . Практически 
это означает, что при достаточно малых x  можно положить 
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dyy  , 
т. е. 
xxfxfxxf  )()()( 000  , 
откуда 
xxfxfxxf  )()()( 000  .   (4.19) 
Эта формула служит для приближенного вычисления значений функции 
при значениях аргумента, близких к т.н. “табличным” значениям. 
Позже, в главе V, будет доказано, что погрешность формулы (4.19) не 
превосходит по модулю величины  2xM  , где )(max
],[ 00
xfM
xxx


. При 
малых x  величина )(xf   мало изменяется на отрезке  xxx 00 , . По-
этому, как правило, можно полагать )( 0xfM  , т.е. 
 2xMdyy   .    (4.20) 
 Пример 4.32. Вычислим приближенно 0145tg  . Для этого вводим 
функцию xy tg  и полагаем 450 x , 0029,0
1080
1416,3
6180
01 


x . 
Формула (4.19) теперь дает 
0058,1
21
0029,0
1
45cos
1
45tg0145tg
2
 x

 . 
 Оценим погрешность этого результата. Поскольку 
x
x
x
x
32 cos
sin2
cos
1
)tg( 







 , 
то 
4
45cos
45sin2
3



M . 
Следовательно, 
.00005,00029,040058,10145tg 2   
Таким образом, в полученном результате верны 
все четыре знака. 
 Примечание. Мы уже отмечали, что если 
функция – линейная, то для нее приращение и 
дифференциал совпадают. Поэтому, полагая 
dyy  , т. е. пренебрегая отрезком )( xoBC  , 
мы исходим из того, что на малом отрезке график 
функции мало отличается от прямой, т. е. функция 
ведет себя почти как линейная (рис. 4.16). Таким 
Рис. 4.16 
М 
0 
y 
x 
С 
В 
A 
x x +  x 
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образом, применение формулы (4.19) заключается в том, что произвольная 
функция “линеаризуется“ на малом отрезке  xxx 00 , . 
 
21. Дифференциалы высших порядков 
 
 Пусть )(xfy   – дифференцируемая функция. Найдем ее диффе-
ренциал xxfdy )( . Вообще говоря, он также есть функция аргумента x. 
Будем считать эту функцию дифференцируемой и вычислим ее дифферен-
циал, т. е. дифференциал дифференциала. Он называется дифференциалом 
второго порядка функции )(xfy   и обозначается yd 2 , или )(2 xfd . 
 Поскольку x  не зависит от x, то при дифференцировании по x бу-
дем считать, что constx  . Поэтому 
       22 )()()()()( xxfxxfxxxxfxxfddydyd   . 
 Аналогично вводится дифференциал 3-го порядка: 
       32223 )()()()( xxfxxxfxxfdyddyd   ,  
и т.д. Вообще для любого натурального n дифференциал n-го порядка ра-
вен 
 nnn xxfyd )()( . 
 Если 0x , а 0)()( xf n , то   nn xOyd  . Обозначим, как и 
прежде x  через dx . Тогда получим 
22 )( dxxfyd  ,  33 )( dxxfyd  ,…,    nnn dxxfyd )( . 
Отсюда  
2
2
)(
dx
yd
xf  ,  
3
3
)(
dx
yd
xf  ,…,  
n
n
n
dx
yd
xf )()( . 
Правые части можно рассматривать как новые обозначения производных 
высших порядков. В связи с этим символ 
n
n
dx
d
 используют для обозначе-
ния действия n-кратного дифференцирования. 
 
22. Параметрическое задание функций и линий 
 
 Пусть переменные x и y являются функциями некоторой третьей пе-
ременной t: 





).(
),(
ty
tx
     (4.21) 
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 Из первого равенства можно определить t как функцию от x: 
)(xt  . 
Здесь функция )(t  обратна функции )(t . Но так как t – одно и то же в 
обоих равенствах (4.21), то, заменяя во втором равенстве t на )(t , будем 
иметь  )(xy  , т. е. )(xfy  . 
 Итак, равенства (4.21) определяют y как функцию от x. Такой способ 
задания функции называется параметрическим, а вспомогательная пере-
менная t – параметром. Переход от параметрического задания функции к 
явному или неявному ее заданию называют исключением параметра. Од-
ним из способов (но не единственным) исключения параметра является его 
нахождение из первого уравнения (4.21) c последующей подстановкой во 
второе уравнение. 
 Пример 4.33. Возьмем уравнения 





.2sin
,1
ty
tx
 
Первое уравнение дает: 
1 xt , 
т. е. 
2)1(  xt . 
Подставляя это во второе уравнение, получаем 
 2)1(2sin  xy . 
 Исключить параметр возможно далеко не всегда. Например, нельзя 
исключить t из уравнений 






.cosln
,
2 tty
etx t
 
 С геометрической точки зрения уравнения (4.21) определяют, вооб-
ще говоря, некоторую линию. Уравнения (4.21) называют в этом случае 
параметрическими уравнениями этой линии. При каждом конкретном t мы 
получаем конкретные x и y, т. е. конкретную точку на кривой. Когда t при-
нимает всевозможные значения, соответствующая точка пробегает всю 
кривую. При этом возможен случай, что одна и та же точка линии отвечает 
нескольким различным значениям t. 
 Пример 4.34. Возьмем уравнения 
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 





.
3
1
,1
3
2
tty
tx
 
Полагая 0t , получим точку  0,1 . При 1t  
имеем точку  0,0 . Значению 1t  также от-
вечает точка  0,0 . Значения 2t  и 2t  да-
ют соответственно точки  2,3  и  2,3  . Вооб-
ще, беря два значения t, различающиеся только 
знаком, мы получим одно и то же значение x 
(поскольку функция 12  tx  – четная) и два 
одинаковых по величине и противоположных по знаку значения y (ввиду 
нечетности функции  tty  3
3
1
). Следовательно, данная кривая симмет-
рична относительно оси Ox. При изменении t от   до + соответствую-
щая точка движется по кривой так, как показано на рисунке 4.17. При этом 
точка  0,0 , отвечающая различным значениям: 1t  и 1t , называется 
точкой самопересечения. 
 Введем параметрические уравнения некоторых важнейших линий. 
1. Окружность. Возьмѐм окружность радиуса а с центром в начале 
координат. В качестве параметра t выберем по-
лярный угол. Тогда 





.sin
,cos
tay
tax
 
Это и есть параметрические уравнения окружно-
сти. Исключим параметр t. Для этого здесь удоб-
но возвести оба уравнения в квадрат: 






tay
tax
222
222
sin
,cos
 
и сложить. Получим  
222 ayx   
– знакомое уравнение окружности. 
2. Эллипс. Возьмем эллипс с полуосями a и 
b с центром в точке О, рис. 4.19. Его можно рас-
сматривать как результат равномерной деформа-
ции окружности радиуса а вдоль оси Оу. При 
этом, как известно, 
tbta
a
b
yM sinsin  , 
Рис. 4.18 
М (x, y) 
0 
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x 
t 
a 
Рис. 4.19 
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0 
y 
x 
t 
a 
М 
b 
a 
y 
x 
Рис. 4.17 
1 
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а значит параметрические уравнения эллипса запишутся так 





.sin
,cos
tby
tax
 
При изменении t от нуля до 2  точка M описывает весь эллипс. С целью 
исключения параметра перепишем полученные уравнения так 







.sin
,cos
t
b
y
t
a
x
 
Возводя обе части в квадрат и складывая, получим известное уравнение 
эллипса 
1
2
2
2
2

b
y
a
x
. 
3. Гипербола. Рассмотрим уравнения 





.sh
,ch
tby
tax
     (4.22) 
Перепишем их так: 







t
b
y
t
a
x
sh
,ch
         или         









,sh
,ch
2
2
2
2
2
2
t
b
y
t
a
x
 
откуда, используя формулу 1shch 22  tt , получаем 
1
2
2
2
2

b
y
a
x
. 
Итак, уравнения (4.22) изображают гиперболу с полуосями a и b. При 
ab   получим уравнения равносторонней гиперболы 





,sh
,ch
tay
tax
 
аналогичные уравнениям окружности. 
 Полученные результаты 
ещѐ раз иллюстрируют аналогию 
между тригонометрическими и 
гиперболическими функциями и 
– параллельно – между эллипсом 
и гиперболой (в частности, меж-
ду окружностью и равносторон-
ней гиперболой). 
 Заметим, что в уравнениях Рис. 4.20 
М 
0 
y 
x 
t 
a C 
B 
D A 2a 
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(4.22) параметр t уж не имеет смысла некоторого полярного угла, как в 
уравнениях окружности и эллипса. Однако можно придать параметру t не-
который другой геометрический смысл, при котором параметрические 
уравнения эллипса и гиперболы останутся прежними и который теперь 
уже будет одинаковым для обеих линий. Мы на этом останавливаться не 
будем. 
4. Циклоида. Пусть окружность радиуса a катится без скольжения по 
некоторой прямой (мы еѐ примем в качестве оси Оx). Траектория точки 
этой окружности называется циклоидой. В качестве t возьмѐм угол пово-
рота того диаметра окружности, который в начале качения (т. е. когда точ-
ка M находилась в начале координат) был вертикальным, рис. 4.20. Тогда  
taatMBAMADOAODxM sin

, 
taaBCACyM cos . 
Итак, параметрические уравнения циклоиды: 





),cos1(
),sin(
tay
ttax
 
при этом первой арке циклоиды отвечает промежуток [0, 2] изменения t. 
В частности, если  2t , то 0,2  yax , что и должно было иметь ме-
сто.  
 
23. Дифференцирование функций, заданных параметрически 
 
 Пусть функция  xfy   задана параметрическими уравнениями 





).(
),(
ty
tx
 
Из первого уравнения имеем  
)(xt  , 
а поэтому 
  )()( xfxy  . 
Здесь  xf  – сложная функция, а )(xt   – промежуточный аргумент. 
Следовательно, 
xtx tyy  . 
Но, по формуле для производной обратной функции, 
t
x
x
t


1
, 
а значит 
t
t
x
x
y
y


 ,     (4.23) 
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т. е. 
)(
)(
t
t
yx


 . 
 Пример 4.35. Составим уравнение касательной к линии 
 





tty
tx
3
2
3
1
,1
 
в точке  2,3 . 
 На основании формулы (4.23) имеем 
t
t
yx
2
3
12 
 . 
Точке  2,3 , как мы видели, отвечает значение параметра 2t . Следова-
тельно, угловой коэффициент искомой касательной равен 
12
11
4
3
1
4


k , 
а значит еѐ уравнение: 
)3(
12
11
2  xy . 
 Формулу (4.23) можно получить совсем просто, если воспользовать-
ся следствием инвариантности дифференциала. Действительно, 
t
t
x
x
y
dt
dx
dt
dy
dx
dy
y


 . 
 Воспользуемся этим приемом для нахождения производных высших 
порядков в случае параметрического задания функций. Имеем 
 3
)(
)(
)(
t
tttttt
t
tt
t
x
x
xxxx
x
yxyx
x
x
y
dt
dx
dt
yd
dx
yd
yy

















 . 
 Совершенно аналогично находятся xxxy  , 
IV
x
y
4
 и т.д. Каждая очеред-
ная производная получается из производной предыдущего порядка путем 
дифференцирования еѐ по t с последующим делением на tx  . 
 Пример 4.36. Возьмѐм опять уравнения 
136  
 





.
3
1
,1
3
2
tty
tx
 
Мы имеем 
t
t
yx
6
1
2
 . 
Отсюда 
3
2
12
1
4
1
2
6
1
2
1
ttt
tyxx 

 , 









53
42 11
8
1
2
4
1
4
1
ttt
ttyxxx , 
и т. д. 
 
Задачи и упражнения к главе IV 
 
 1. Пользуясь только определением производной, вычислить  xtg . 
 2. Пользуясь только определением производной, вычислить  3 x . 
 3. Показать, что функция )1ln( 2xy   в точке 0x  не дифферен-
цируема. Найти )0(y  и )0(y . 
 4. Показать, что начало координат есть угловая точка линии 
22 xxy   и найти угол между касательными к этой линии в этой точке. 
 5. Показать, что точка (2,0) есть угловая точка линии xxy 22  , и 
найти угол между касательными к этой линии в этой точке.  
 6. К линии 1
2430
22

yx
 провести нормаль, параллельную прямой 
0172  yx . 
7. К линии 





112
,1
3 tty
tx
 провести ка-
сательную, параллельную прямой 
039  yx . 
 8. Точки A и B одновременно выходят из 
начала координат и движутся по осям Ox и Oy 
соответственно, причем 50Av , 10Bv . С ка-
0 
y 
x 
Рис. 4.21 
2 
M 2 
B 
A 
137  
кой скоростью они удаляются одна от другой? 
 9. Одна сторона имеет постоянную величину 10a , а другая – b – 
изменяется, возрастая со скоростью 4 см/с. С какой скоростью возрастает 
диагональ прямоугольника в тот момент, когда 30b  см? 
 10. Вдоль оси Ox со скоростью v=0,2 см/с движется точечный источ-
ник света A, от которого точка M (2,2) отбрасывает тень на оси Oy. С какой 
скоростью движется эта тень в тот момент, когда OA=3 см (рис. 4.21)? 
 11. К линии xy  2  провести касательную так, чтобы еѐ отрезок, 
заключѐнный между осями координат, делился точкой касания пополам. 
 12. К линии 164 22  yx  провести касательную так, чтобы еѐ отре-
зок, заключенный между осями координат, делился точкой касания попо-
лам. 
 13. К линии 132  xxy  провести касательную из точки  1,4 . 
 14. К линии 142  xxy провести касательную из точки  1,1 . 
 15. Показать, что отрезок любой касательной к линии bxay ln  
( consta  , constb  ), заключѐнный между точкой касания и осью Oy, 
имеет постоянную проекцию на ось Oy. 
 16. Показать, что проекция ординаты любой точки линии 
a
x
y cha   
на еѐ нормаль есть постоянная величина, равная a. 
 17. Период колебания маятника равен 
g
l
T  2  с, где l (см) – длина 
маятника. Как нужно изменить длину маятника l=20 см, чтобы период ко-
лебания уменьшился на 0,1 с? Воспользоваться тем, что dTT  . 
 18. Исходя из того, что dyy  , вычислить приближѐнно 3 70 . Оце-
нить погрешность результата. 
 19. В круговом секторе радиус равен 100 см, а центральный угол – 
60. Как изменится площадь этого сектора, если радиус увеличить на 1 см? 
Воспользоваться тем, что dss  . 
 20. Вычислить приближѐнно 
803,2
103,2
2
2


. Оценить погрешность ре-
зультата. 
 21. Вычислить приближѐнно 3
103
97
. Оценить погрешность результа-
та. 
 22. Заменяя приращение функции еѐ дифференциалом, вычислить 
приближѐнно 
71,3
1,3
2 
. 
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V. Применение производных к исследованию функций и линий 
 
1. Случаи недифференцируемости функций,  
непрерывных в данной точке 
 
В предыдущей главе было доказано, что если функция дифференци-
руема в данной точке, то она и непрерывна в этой точке. Обратное утвер-
ждение, как отмечалось, неверно, т.е. функция может быть непрерывной, 
но не дифференцируемой в данной точке. При этом возможны, в частно-
сти, следующие случаи. 
1
0. Пусть в точке М график функции )(xfy   
имеет две различные касательные, рис. 5.1. Такую точ-
ку М называют угловой точкой. В этом случае, оче-
видно,  
 tgtg 
 x
y
x
y
xx 



 00
lim,lim  
*)
, 
т. е. единого предела 
x
y
x 

 0
lim

, не зависящего от спо-
соба стремления x  к нулю в точке 0x  не существует 
(легко видеть, что в точке 0x  производная )(xf   тер-
пит разрыв 1-го рода в виде конечного скачка, 
рис. 5.2). Итак, в точке 0x  функция )(xf  не диффе-
ренцируема, хотя и непрерывна. 
Примером может служить функция 
x
ey   в точке 0x , рис. 5.3. 
2
0. Пусть в точке М линия )(xfy   имеет единствен-
ную касательную, но эта касательная параллельна оси Oy , 
рис. 5.4. Такую точку М называют точкой воз-
врата. В этом случае, очевидно, производные 
слева и справа равны соответственно   и   
(или наоборот), т. е. производная в точке 0x  не 
существует. Очевидно в этой точке производная 
терпит разрыв 2-го рода в виде бесконечного 
скачка, рис. 5.5. Между тем, функция )(xf  не-
прерывна в точке 0x . 
                                                 
*)
 Эти пределы часто называют соответственно производной слева и производной спра-
ва и обозначают )0( 0  xf  и )0( 0  xf . 
 x 
 x0 
 tg α 
tg  
 Рис.5.2 
 y' 
 x 
 y 
 0  x0 
 M 
Рис.5.4  x  0 
 y' 
 x0 
 Рис.5.5 
  x 
 y 
  0 
  M 
      
  x0 
Рис.5.1. 
 x 
 y 
 0 
 1 
 Рис.5.3 
139  
Пример 5.1. Пусть 
3 2xy  . Имеем 
3
3
1
3
2
3
2
x
xy 

. 
В точке 0x  функция непрерывна, рис. 5.6, но не диффе-
ренцируема. 
3
0. Пусть в точке М линия )(xfy   имеет вертикаль-
ную касательную, которая в этой точке не только касается 
данной линии, но и пересекает еѐ, рис. 5.7 (такую точку М 
называют точкой перегиба с вертикальной касательной). В 
этом случае производные слева и справа 
одновременно равны либо   (как на 
рис. 5.8), либо  . В точке же 0x  произ-
водная )(xf   терпит разрыв 2-го рода, хотя 
и не являющийся бесконечным скачком. 
Пример 5.2. Пусть 3 xy  . Тогда 
3 23
1
x
y  , а значит в точке 0x  производная не существует, обращаясь в 
 , рис. 5.9. 
Примечание. Мы указали лишь наиболее ти-
пичные примеры нарушения дифференцируемости 
непрерывной функции. Возможен, например, случай, 
когда  )0( 0xf , а )0( 0  xf  есть конечное чис-
ло. 
 
2. Теорема Ферма 
 
Теорема 5.1. Если функция в некоторой внутренней точке проме-
жутка принимает своѐ наибольшее или наименьшее в этом промежутке 
значение и если она дифференцируема в этой точке, то еѐ производная в 
этой точке равна нулю. 
Пусть, для определѐнности, функция )(xf  в точке 0x  принимает 
наибольшее в промежутке  ba,  значение. Тогда в отношении 
x
xfxxf

 )()( 00   
числитель всегда отрицателен (если, конечно,  baxx ,0   ). Поэтому, 
если 0x , то  
 x 
 y 
 0  x0 
 M 
Рис.5.7 
 x 
 y 
 0 
 Рис.5.9 
 x0 
 x 
 y 
 0 
Рис.5.8 
 x 
 y 
 0 
 Рис.5.6 
140  
0
)()( 00 

x
xfxxf


. 
Отсюда 
0
)()(
lim 00
0


 x
xfxxf
x 


    (5.1) 
(поскольку предел отрицательной величины не может быть положитель-
ным), т. е. 
0)( 0  xf .     (5.2) 
Если же 0x , то  
0
)()( 00 

x
xfxxf


, 
а значит  
0
)()(
lim 00
0


 x
xfxxf
x 


,   (5.3) 
т. е.  
0)( 0  xf
*)
.     (5.4) 
Но соотношения (5.2) и (5.4) могут одновременно иметь место тогда 
и только тогда, когда 0)( 0  xf .□ 
Доказанная теорема геометрически означает, 
что касательная к графику функции )(xf  в точке М 
параллельна оси Ox , рис. 5.10. 
Если же в точке 0x  функция )(xf  не диффе-
ренцируема, то условия теоремы Ферма и еѐ утвер-
ждение не имеет места (см. рис. 5.11). 
 
3. Теорема Ролля 
 
Теорема 5.2. Если функция непрерывна на отрезке, дифференцируе-
ма во всех его внутренних точках и принимает на его 
концах одинаковые значения, 
то внутри отрезка существует 
по крайней мере одна точка, в 
которой производная этой 
функции равна нулю. 
Опуская из рассмотрения тот очевидный случай, 
когда constxf )(  всюду на отрезке  ,a b , рис. 5.12, а значит ( ) 0f x  , 
                                                 
*)
 Переход от (5.1) к (5.2) и от (5.3) к (5.4) мы совершаем на основании дифференци-
руемости функции )(xf  в точке 0x . 
 x 
 y 
 0 
 Рис.5.10 
 M 
 x0 
 b 
 a 
 x 
 y 
 0 
 Рис.5.11 
 M 
 x0 
 b 
 a 
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 y 
 0 
 Рис.5.12 
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 x 
 y 
 0 
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 ,x a b  , обратимся к рассмотрению общего слу-
чая. Поскольку )()( bfaf  , то существует, по край-
ней мере, одна точка  ba, , в которой )(xf  при-
нимает своѐ наибольшее или наименьшее на отрезке 
 ba,  значение, рис. 5.13. Но тогда, на основании 
теоремы Ферма, 0)( f .□ 
Примечание 1. Если функция  xf  непрерывна 
не на отрезке  ba, , а лишь в интервале  ba,  (см. 
рис. 5.14), то одно из условий теоремы Ролля не вы-
полнено и утверждение этой теоремы может не иметь 
места. Таким образом, замкну-
тость промежутка непрерывности функции является 
необходимым требованием. 
Примечание 2. Наоборот, требовать диффе-
ренцируемости функции )(xf  не в интервале  ba, , 
а на отрезке  ba, , очевидно, не обязательно, так как 
точки А и В могут быть, например, угловыми точками графика, т.е. в точ-
ках ax  и bx   функция )(xf  может и не быть дифференцируемой, 
рис 5.15. 
Примечание 3. Зато во всех внутренних точках отрезка  ba,  функ-
ция )(xf  обязана быть дифференцируемой, так как 
в противном случае точка А может оказаться, на-
пример, угловой (рис. 5.16) и точки  , в которой 
0)( f , в интервале  ba,  может и не быть. 
Примечание 4. Фигурирующих в теореме 
Ролля точек ξ, очевидно, может быть и несколько 
(рис. 5.17). 
Примечание 5. Пусть 0)()(  bfaf  (в этом случае числа a и b на-
зывают корнями функции )(xf ). Тогда из теоремы Ролля 5.2 получаем 
следующий еѐ частный случай. 
Теорема 5.2΄. Между двумя корнями дифферен-
цируемой функции лежит по крайней мере один корень 
еѐ производной. 
Пример 5.3. Пусть )3)(2)(1()(  xxxxxf . Это 
многочлен 4-ой степени, имеющий корни 
3,2,1,0 4321  xxxx . Тогда )(xf  , являясь многочленом 3-ей степени, 
имеет 3 корня. В силу теоремы 5.2΄ все эти корни вещественны и лежат (по 
одному) в интервалах    2,1,1,0  и  3,2 . 
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4. Теорема Лагранжа и еѐ следствия 
 
Теорема 5.3. Пусть функция )(xf  непрерывна на отрезке  ba,  и 
дифференцируема во всех его внутренних точках. Тогда внутри отрезка 
 ba,  существует, по крайней мере, одна такая точка ξ, что 
)(
)()(



f
ab
afbf
. 
Для доказательства введѐм вспомогательную функцию  
xxfxF  )()( , 
где λ – некоторое число. Подберѐм λ так, чтобы было )()( bFaF  . Имеем 
bbfaaf  )()( , 
откуда  
ab
afbf



)()(
. 
Итак, функция x
ab
afbf
xfxF



)()(
)()(  удовлетворяет условиям 
теоремы Ролля, а значит, существует, по крайней мере, одна такая точка 
 ba, , что 0)( F , т. е. 
0
)()(
)( 



ab
afbf
f , 
а значит 
ab
afbf
f



)()(
)(   (5.5) 
что и требовалось доказать.□ 
Доказанная теорема называется теоремой Лагранжа. Геометрически 
она выражает тот факт, что на дуге 

AB  найдѐтся по крайней мере одна та-
кая точка М, в которой касательная к графику функции )(xf  параллельна 
хорде АВ, рис. 5.19. 
Примечание 1. Очевидно, что к теореме Ла-
гранжа можно сделать примечания, аналогичные 
примечаниям 1-4 к теореме Ролля. Действительно, 
если, например, хотя бы в одной внутренней точке 
отрезка  ba,  функция )(xf  не дифференцируема, 
рис. 5.20, то точка  ba, , для которой выполня-
ется равенство (5.5), может и не существовать. 
Примечание 2. При )()( afbf   из равенства (5.5) следует, что 
 f(b)-f(a) 
 x 
 y 
 0 
Рис.5.1
9 
 b  a  ξ 
 A 
 B  М 
 x 
 y 
 0 
 Рис.5.20 
 b  a  ξ 
 A  B 
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0)( f , т. е. в этом случае теорема Лагранжа превращается в теоре-
му Ролля. 
Примечание 3. Пусть )(xf  – дифференцируемая функция. Прида-
дим данному x  приращение x  и применим к этому отрезку  xxx ,  
теорему Лагранжа, рис. 5.21. Получим 
)(
)()(


f
x
xfxxf


, 
т. е. 
  f
x
y


 
или  
xfy  )( .     (5.6) 
Фактически это есть другая запись теоремы Лагранжа. 
Из формулы (5.6) нетрудно получить неравенство (4.20), которое ра-
нее было приведено без доказательства. Действительно, имеем теперь 
  xxffxxfxfdyy  )()()()(  . 
Предположим, что функция )(xf  имеет и непрерывную производ-
ную второго порядка. Тогда, применяя теорему Лагранжа к функции  xf   
на отрезке  ,x , рис. 5.22, получим  
xxfdyy  ))((  . 
Отсюда  
2)()( xfxxfdyy   . 
Пусть 
 
)(max
,
xfM
xxx


. Тогда окончательно 
2xMdyy   , 
что и требовалось получить. 
Таким образом, неравенство (4.20) оказалось следствием теоре-
мы Лагранжа. 
Из теоремы Лагранжа легко следует ещѐ один факт, который будет 
использован ниже. Предположим, что для функции )(xf  выполняется то-
ждество 
0)(  xf . 
Возьмѐм произвольные 1x  и 2x  и применим к отрезку  21 , xx  теорему Ла-
гранжа. Будем иметь 
)(
)()(
21
21 


f
xx
xfxf
. 
Но 0)( f , а значит )()( 21 xfxf  . Отсюда, ввиду произвольности чисел 
1x  и 2x , следует, что вообще constxf )( . Доказанное утверждение обрат-
 x 
 x  x+Δx  ξ 
 Рис.5.21 
 x 
 x  x+Δx  ξ 
 Рис.5.22 
 η 
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но доказанному в главе IV, где мы доказали, что если constxf )( , то 
0)(  xf . 
 
5. Теорема Коши 
 
Теорема 5.4. Пусть функции )(xf  и )(x  непрерывны на отрезке 
 ,a b  и дифференцируемы во всех его внутренних точках, причѐм )(x  не 
имеет корней в интервале  ba, . Тогда существует, по крайней мере, одна 
такая точка  ba, , что  
)(
)(
)()(
)()(
21
21




 f
xx
xfxf
. 
Для доказательства введѐм вспомогательную функцию 
)()()( xxfxF  . Подберѐм   так, чтобы было )()( bFaF  , т. е. 
)()()()( bbfaaf  . 
Получим 
)()(
)()(
ab
afbf


 . 
При таком   функция )(xF  удовлетворяет условиям теоремы Ролля, 
а значит существует, по крайней мере, одна такая точка  ba, , что 
0)( F , т. е. 
0)(
)()(
)()(
)( 



ab
afbf
f , 
откуда и следует, что  
)(
)(
)()(
)()(
21
21




 f
xx
xfxf
.□ 
Примечание 1. Легко видеть, что теорема Лагранжа является част-
ным случаем теоремы Коши при xx  )( . 
Примечание 2. Теоремы Ролля, Лагранжа и Коши называют диффе-
ренциальными теоремами о среднем (поскольку в каждой из них фигури-
рует некоторая внутренняя точка ξ отрезка  ba, ). 
 
6. Возрастание и убывание функции на промежутке 
 
Функция )(xf  возрастает на отрезке  ,a b , если для любых 
 baxx ,, 21   будет 
   )()( 1212 xfxfxx  . 
Столь же очевидным образом определяется убывание функции на  
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промежутке. 
Теорема 5.5. Если функция возрастает в некотором промежутке и 
дифференцируема в нѐм, то еѐ производная в этом промежутке положи-
тельна и лишь в отдельных точках может обращаться в нуль. 
Пусть функция )(xf  возрастает на промежутке  ,a b  и пусть 
 bax ,0   – произвольная точка. Если 0x , то и 0)()( 00  xfxxf  . 
Если же 0x , то и 0)()( 00  xfxxf  . Следовательно, как при 
0x , так и при 0x  будет 
0
)()( 00 

x
xfxxf


. 
Но тогда и  
0
)()(
lim 00
0


 x
xfxxf
x 


, 
т. е. 
0)( 0  xf . 
Докажем, что равенство 0)(  xf  может иметь место только в от-
дельных точках интервала  ba, . Действительно, если бы это равенство 
выполнялось в некотором промежутке    badc ,,  , то, в силу следствия 
теоремы Лагранжа, в промежутке  ,c d  было бы constxf )( , что проти-
воречило бы монотонному возрастанию функции )(xf  на всѐм промежут-
ке  ,a b .□ 
Геометрически теорема 5.5 выражает тот факт, 
что касательная к графику возрастающей функции всю-
ду в промежутке возрастания образует острый угол с 
осью Ox  и лишь в отдельных точках может быть па-
раллельна этой оси, рис. 5.23. 
Пример 5.4. Для функции 3xy  , возрастающей 
на всей числовой оси, имеем 
23xy  , 
т. е. 0y  для всех х, кроме точки 0x , в которой 0y , 
рис. 5.24. 
Теорема 5.6. Если во всех точках некоторого промежут-
ка производная функции положительна, то функция в этом 
промежутке возрастает. 
Пусть  baxxf ,0)(  . Возьмѐм произвольные точки  bax ,1   
и  bax ,2  , такие, что 12 xx   и докажем, что )()( 12 xfxf  . 
По теореме Лагранжа имеем 
 x 
 y 
 0 
 Рис.5.23 
 b  a 
 x 
 0 
 y 
 Рис.5.24 
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)(
)()(
12
12 


f
xx
xfxf
.    (5.7) 
Поскольку  21 , xx , то тем более  ba, , а значит 0)( f . Но 
012  xx , а поэтому из (5.7) следует 0)()( 12  xfxf .□ 
Теорема 5.7. Если функция убывает в некотором 
промежутке и дифференцируема всюду в нѐм, то еѐ 
производная в этом промежутке отрицательна и лишь в 
отдельных точках может обращаться в нуль (рис. 5.25). 
Теорема 5.8. Если во всех точках некоторого 
промежутка производная функции отрицательна, то 
функция в этом промежутке убывает. 
Теоремы 5.6 и 5.7, очевидно, доказываются совершенно аналогично 
теоремам 5.5 и 5.6. 
 
7. Экстремум функции 
 
Если в некоторой точке 0x  функция )(xf  принимает значение, наи-
большее по сравнению с еѐ значениями в некоторой окрестности этой точ-
ки, то говорят, что в точке 0x  функция )(xf  имеет макси-
мум, рис. 5.26. Если же для всех х из некоторой окрестно-
сти точки 0x  будет )()( 0xfxf  , то го-
ворят, что в точке 0x  функция )(xf  име-
ет минимум, рис. 5.27. 
Максимум и минимум имеют общее название: экс-
тремум. 
Пусть в точке 0x  функция )(xf  имеет экстремум. 
Это значит, что существует такой промежуток, содержащий внутри себя 
точку 0x , что )( 0xf  является наибольшим или наименьшим значением 
функции )(xf  в этом промежутке. Но тогда возможны два случая: 
1. Функция )(xf  дифференцируема в точке 0x . Тогда, на основании 
теоремы Ферма, 0)( 0  xf . 
2. Функция )(xf  в точке 0x  не дифференцируема. В этом случае 
)( 0xf   не существует. 
Случай 2 иллюстрируется, например, функцией 
3 2xy  , которая в точке 0x  имеет минимум (рис. 5.28), 
но поскольку 
33
1
x
y  , в этой точке производная не су-
ществует. 
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Итак, можно считать доказанным следующее утверждение (необхо-
димый признак существования экстремума). 
Теорема 5.9. Если в данной точке функция имеет экстремум, то еѐ 
производная в этой точке либо обращается в нуль, либо не существует. 
Обратное утверждение неверно, т. е. из равенст-
ва нулю производной или из еѐ отсутствия, вообще 
говоря, не следует наличие экстремума (рис. 5.29). 
Для наличия экстремума функции )(xf  в точке 
0x  нужно, чтобы при переходе через эту точку произ-
водная функции меняла знак: с «+» на «–» в случае максимума и с «–» на 
«+» в случае минимума (рис. 5.30, 5.31 и рис. 5.32, 5.33 соответственно). 
Если же при переходе через точку 0x  производная не меняет знака, 
то экстремума в этой точке нет. Если при этом будет 0)( 0  xf , то соот-
ветствующую точку М графика функции называют точкой перегиба с го-
ризонтальной касательной, рис. 5.34. 
Итак, имеет место 
Теорема 5.10. Для того, чтобы функция имела в 
данной точке экстремум, необходимо и достаточно, 
чтобы еѐ производная при переходе через эту точку ме-
няла знак. 
Пример 5.5. Исследуем на экстремум функцию 
132
8
3 234  xxxy . Имеем 
   2223 2
2
3
44
2
3
66
2
3
 xxxxxxxxy . 
Итак, производная обращается в нуль в двух точках*): 
01 x  и 22 x . Это значит, что эти (и, очевидно, только 
эти) точки подозрительны на экстремум. 
Поскольку   02 2 x  при всех х, то величина y  при 
переходе через точку 0x  меняет знак с «–» на «+», а зна-
чит в точке 0x  имеет место минимум (при этом 1)0( y ). При переходе 
                                                 
*)
 Точки, в которых производная функции обращается в нуль, называют стационарны-
ми точками этой функции. 
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через точку 2x  знак величины y  не меняется, поскольку и слева и спра-
ва от этой точки будет 0y . Следовательно, в точке 2x  функция не 
имеет экстремума, рис 5.35. 
 
8. О наибольшем и наименьшем значениях функции на промежутке 
 
Пусть функция )(xf  непрерывна в интервале  ba, . Поскольку он 
является открытым промежутком, то наибольшее и наименьшее значения 
)(xf  в нѐм могут и не достигаться. Однако имеет место следующее утвер-
ждение. 
Теорема 5.11. Если функция )(xf  в интервале  ba,  имеет единст-
венный экстремум, то соответствующее значение функции является либо 
наибольшим, либо наименьшим значением )(xf  в интервале  ba, , в зави-
симости от того, будет ли этот экстремум максимумом или минимумом. 
Пусть, для определѐнности, экстремум является максимумом и 
достигается в точке 0x , рис. 5.36. Предположим, что существует точка 
 bax ,1 , такая, что )()( 01 xfxf  . Рассмот-
рим отрезок    baxx ,, 10  . В силу 2-ой теоре-
мы Вейерштрасса (см. раздел ), функция 
)(xf  принимает в некоторой точке 
 102 , xxx   своѐ наименьшее на отрезке 
 10 , xx  значение. Очевидно, что точка 2x  не 
может совпадать ни с точкой 0x , ни, тем более, с точкой 1x . Следователь-
но, 2x  – внутренняя точка отрезка  10 , xx . Но тогда функция )(xf  имеет в 
точке 2x  минимум, что противоречит единственности экстремума этой 
функции в интервале  ba, . Тем самым доказано, что )( 0xf  есть наиболь-
шее значение )(xf  в интервале  ba, . 
Пусть теперь функция )(xf  непре-
рывна на отрезке  ba, . В этом случае 
функция достигает на этом отрезке и наи-
большего и наименьшего значений. Если 
наибольшее или наименьшее значение 
достигается во внутренней точке отрезка, 
то эта точка является соответственно точ-
кой максимума или точкой минимума. Но 
оно может достигаться и на одном из концов отрезка. Следовательно, для 
нахождения чисел 
 
)(max
,
xfM
ba
  и 
 
)(min
,
xfm
ba
  надо вычислить значения 
)(xf  во всех экстремальных точках отрезка  ,a b , а также в точках а и b; 
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наибольшее и наименьшее из всех этих чисел будут соответственно числа-
ми М и m (см. рис. 5.37). 
Пример 5.6. Найдѐм наибольшее и наименьшее значения функции 
11232 23  xxxy  на отрезке  2,4 . Имеем 
1266 2  xxy . 
Поэтому, полагая 0y , получим уравне-
ние  
022  xx , 
корни которого: 2,1 21  xx . 
Находим: 
5)2(,31)4(,21)2(,6)1(  ffff . 
Следовательно,  
   
31)(min,21)(max
2,42,4


xfxf   
(на рис. 5.38 для удобства на осях Ox  и Oy  взяты различные масштабы). 
Примечание. Конкретизируя ситуацию, рассмотренную в теоре-
ме 5.11, укажем отдельные случаи, когда значение функции в стационар-
ной точке заведомо является либо наибольшим, либо 
наименьшим еѐ значением в заданном промежутке 
(конечном или бесконечном). Пусть, например, из-
вестно, что*) 
1. функция )(xf  обращается в нуль на концах 
промежутка  ,a b ; 
2. 0)( xf  для всех  ,x a b ; 
3. всюду внутри промежутка  ,a b  функция )(xf  дифференцируе-
ма; 
4. внутри промежутка  ba,  существует единственная стационарная 
точка 0x  функции )(xf . 
Тогда, очевидно, )( 0xf  есть наибольшее значение 
)(xf  в промежутке  ,a b , рис. 5.39. 
Другой аналогичный случай может быть, в частно-
сти, таким (рис. 5.40): 


)(lim,)(lim
00
xfxf
bxax
; 
выполняются условия 3 и 4 из предыдущего случая. Тогда  
                                                 
*)
 Эта и подобная ей ситуация встречаются в большинстве задач прикладного характера 
на наибольшее и наименьшее значения в промежутке (см. следующий параграф). 
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)( 0xf  есть наименьшее значение )(xf  на промежутке  ba, . 
 
9. О решении задач на наибольшее и наименьшее значения 
 
На практике часто встречаются задачи следующего рода. Даны две 
величины, определѐнным образом связанные между собой. Требуется най-
ти значение одной из них, при котором вторая величина принимает наи-
большее или наименьшее значение. Для этого составляют функцию, выра-
жающую вторую величину через первую, и ищут еѐ наибольшее (или наи-
меньшее) значение в определѐнном промежутке, ко-
торый диктуется условием задачи. 
Пример 5.7. Из углов квадратного листа со 
стороной а требуется вырезать одинаковые квадра-
ты, чтобы, согнув лист по пунктирным линиям, по-
лучить коробку наибольшей вместимости. Какой 
должна быть сторона х вырезаемого квадрата? 
Легко видеть, что объѐм коробки равен 
xxaxV 2)2()(  . 
Требуется найти то значение 






2
,0
a
x , при кото-
ром величина )(xV  принимает наибольшее на отрезке 






2
,0
a
 значение. 
Поскольку   0
2
0 






a
VV  и, кроме того, 0)( xV  






2
,0
a
x , то ис-
комое х есть внутренняя стационарная точка функции )(xV  (ср. c 
рис. 5.39). Имеем 
  22322 12844)( xaxaxaxxaxV  . 
Поэтому для стационарных точек получим 
12
24
12
12164 22 aaaaa
x



 , 
т. е. 
6
,
2
21
a
x
a
x  . Очевидно, что 1x , удовлетворяя уравнению 0)(  xV , 
не является решением задачи, а значит искомое х равно 
6
a
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10. Выпуклость и вогнутость линий. 
Точки перегиба 
 
Кривая является выпуклой, если она лежит ниже любой своей каса-
тельной, и вогнутой, если любая еѐ касательная расположена под нею. 
Теорема 5.12. Если 0)(  xf  всюду на отрезке  ,a b , то линия 
)(xfy   на этом отрезке вогнута. 
Возьмѐм произвольное  bax ,0   и в точке 
 )(, 00 xfxM  проведѐм касательную к линии 
)(xfy  , рис. 5.43. Еѐ уравнение: 
))(()( 000 xxxfxfy   
или 
))(()( 000 xxxfxfy  . 
Возьмѐм теперь некоторое  bax , . Пусть, 
для определѐнности, 0xx  . Имеем 
    ))(()()())(()()( 000000 xxxfxfxfxxxfxfxfyy NP  , 
или, на основании теоремы Лагранжа, 
  )()()())(())(( 00000 xxxffxxxfxxfyy NP  . 
Ещѐ раз применяя теорему Лагранжа, получим 
))()(( 00 xxxfyy NP  .   (5.8) 
Поскольку  xx ,0 , а 0xx  , то 0))(( 00  xxx . Далее,   ,0x , а 
значит тем более  ,a b , так что 0)( f . Таким образом, NP yy  , 
откуда и следует вогнутость линии )(xfy   на отрезке  ,a b .□ 
Доказанная теорема имеет простой геометрический смысл. Условие 
0)(  xf  можно переписать так:   0)(  xf , а это 
значит, что )(xf   на отрезке  ,a b  возрастает, а так 
как  tg)(xf , то величина tg , а значит и угол  , 
возрастает при возрастании х, т. е. касательная ста-
новится всѐ круче, что и свидетельствует о вогнуто-
сти линии, рис. 5.44. 
Теорема 5.13. Если кривая )(xfy   вогнута на отрезке  ,a b , то ве-
личина )(xf   на этом отрезке положительна и лишь в отдельных точках 
может обращаться в нуль. 
Возьмѐм произвольные числа  bax ,0   и  bax , , рис. 5.45. Из 
равенства (5.8) следует, что и в случае 0xx  , и в случае 0xx   будет 
0)( f . Пусть теперь 0xx . Тогда и 0x , а значит )()( 0xff  . 
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Отсюда и из того, что 0)(  xf  для всех х, вытека-
ет, что 0)( 0  xf , что и требовалось доказать. Дей-
ствительно, если бы равенство 0)(  xf  выполня-
лось не только в точке 0x , но и в некоторой еѐ –
окрестности, то, начиная с некоторого х, было бы 
)( 0xC , а значит 0)( f , откуда, в силу (5.8), 
следовало бы, что NP yy  , а это противоречило бы предположению о во-
гнутости линии.□ 
Примечание. Исходя из равенства )()(lim 0
0
xfxf
xx


, мы молча 
предполагали, что функция )(xf   в точке 0x  непрерывна. Это предполо-
жение не является обязательным и сделано для упрощения доказательства 
теоремы 5.13. 
Совершенно аналогично доказываются следующие две теоремы. 
Теорема 5.14. Если 0)(  xf  всюду на отрезке  ,a b , то линия 
)(xfy   на этом отрезке выпукла. 
Теорема 5.15. Если кривая )(xfy   выпукла на 
отрезке  ,a b , то величина )(xf   на этом отрезке от-
рицательна и лишь в отдельных точках может обра-
щаться в нуль. 
Точка кривой, отделяющая еѐ выпуклую часть от 
вогнутой, называется 
точкой перегиба этой кривой, рис. 5.46. 
Например, линия xy sin  имеет бес-
численное множество точек перегиба: 
       ,0,2,0,,0,,0,0  , рис. 5.47. 
Теорема 5.16. Если точка  00 , yxM  есть точка перегиба линии 
)(xfy  , то в точке 0x  величина )(xf   либо равна нулю, либо не сущест-
вует. 
Действительно, на основании теорем 5.13 и 5.15, величина )(xf   
при переходе через точку 0x  меняет знак, т.е. меняет знак величина 
  )(xf , а это значит, что в точке 0x  величина )(xf   
имеет экстремум. Но тогда, на основании теоремы 5.9, 
величина   )()( xfxf   в точке 0x  либо обращается в 
нуль, либо не существует.□ 
Если же величина )( 0xf   либо равна нулю, либо 
не существует, то это ещѐ не свидетельствует о наличии точки перегиба.  
 Рис.5.45 
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Например, пусть 4xy  . Тогда 212xy  , т. е. 0)0( y . Однако в 
точке  0,0  перегиба нет, т. к. и при 0x , и при 0x  будет 0y , т. е. 
линия всюду вогнута, рис. 5.48. 
Таким образом, для установления существования точки перегиба 
нужно убедиться, что при переходе через данную точку величина )(xf   
меняет знак. 
Пример 5.8. Исследуем на выпуклость и вогнутость линию 
153 23  xxxy . Имеем 
563 2  xxy , 
откуда 
)1(666  xxy . 
Отсюда следует, что если 1x , то 0y , причѐм при переходе через точ-
ку 1x  величина y   меняет знак с «–» на «+». Таким образом, в проме-
жутке  1,  кривая выпукла, а в интервале  ,1  – вогнута. Точка  2,1  
является, следовательно, точкой перегиба данной кривой. 
 
11. Второе правило исследования функции на экстремум 
 
Теорема 5.17. Пусть 0)( 0  xf  и пусть  в точке 0x  функция )(xf  
имеет производную 2-го порядка, причѐм 0)( 0  xf . Тогда функция )(xf  
имеет в точке 0x  максимум или минимум, в зависимости от того, будет ли 
0)( 0  xf  или 0)( 0  xf . 
Пусть, например, 0)( 0  xf . Перепишем это так 
0
)()(
lim
0
0
0



 xx
xfxf
xx
, 
а так как 0)( 0  xf , то 
 0
)(
lim
00



 xx
xf
xx
.                                            (5.9) 
В силу леммы о сохранении знака функции, из (5.9) следует, что при дос-
таточно малых )( 0xx   будет и 0
)(
0



xx
xf
. Поэтому, если 0xx  , то 
00  xx , а значит и 0)(  xf . Если же 0xx  , то 00  xx , а значит и 
0)(  xf . Таким образом, при переходе через точку 0x  величина )(xf   ме-
няет знак с «–» на «+», так что в этой точке функция )(xf  имеет минимум. 
Аналогично рассматривается случай, когда 0)( 0  xf .□ 
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Пример 5.9. Возьмѐм функцию 23 32 xxy  . Имеем 
)1(666 2  xxxxy , 
т. е. стационарные точки: 1,0 21  xx . Далее,  
612  xy , 
а значит 
06)1(,06)0(  yy , 
т. е. в точке 0x  – максимум, а в точке 1x  – ми-
нимум (рис. 5.49). 
Примечание. Теорема 5.17 даѐт правило исследования функции на 
экстремум, более «узкое» по сравнению с теоремой 5.10, так как в точке 
экстремума даже )(xf   может не существовать, а тогда тем более не суще-
ствует и )(xf  . В подобных случаях можно применять лишь первое прави-
ло. Кроме того, второе правило «отказывает» в тех случаях, когда одно-
временно 0)( 0  xf  и 0)( 0  xf . 
 
12. Нахождение асимптот линий 
 
Если кривая при еѐ продолжении на бесконечность неограниченно 
приближается к некоторой прямой, то эта прямая называется асимптотой 
данной линии. 
1. Горизонтальные асимптоты. Прямая by   является горизонталь-
ной асимптотой кривой )(xfy   (рис. 5.50), если выполняется хотя бы од-
но из равенств 
bxfbxf
xx


)(lim,)(lim . 
Пример 5.10. Поскольку 
2
lim



x
x
arctg , 
2
lim



x
x
arctg , то линия 
xy arctg  имеет две горизонтальные асимпто-
ты: 
2

y  и 
2

y , рис. 5.51. 
Пример 5.11. Ось Ox  является горизон-
тальной асимптотой линии 
x
x
y
sin
  (рис. 5.52), поскольку, очевидно, 
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 y 
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0
sin
lim
sin
lim 
 x
x
x
x
xx
. 
2. Вертикальные асимптоты. Прямая ax  является вер-
тикальной асимптотой линии )(xfy   (рис. 5.53), если 
выполняется хотя бы одно из нера-
венств 


)(lim,)(lim
00
xfxf
axax
. 
Например, линия xy tg  (рис. 5.54) имеет 
бесчисленное множество вертикальных асимптот: 
,
2
3
,
2



 xx  
3. Наклонные асимптоты. Прямая )0(  kbkxy  является наклонной 
асимптотой линии )(xfy  , если (см. рис. 5.55) 0lim 

MP
x
, т. е. 
  0)(lim 

xfbkx
x
.             (5.10) 
Из (5.10) следует, что тем более 
0
)(
lim 




 x
xf
x
b
k
x
, 
откуда 





 x
b
x
xf
k
x
)(
lim , 
т. е. 
 
x
xf
k
x
)(
lim

 .                                       (5.11) 
Теперь, когда число k известно, из равенства (5.10) получаем 
  kxxfb
x


)(lim .                                        (5.12) 
Существование пределов (5.11) и (5.12) есть необходимое и доста-
точное условие наличия наклонной асимптоты. Существование же одного 
только предела (5.11) ещѐ не означает наличия 
асимптоты, так как может не существовать предел 
(5.12). 
Пример 5.12. Найдѐм асимптоты линии 
2
2


x
x
y . 
Поскольку 

y
x
lim , то горизонтальных 
асимптот нет. Вертикальной асимптотой является, 
очевидно, линия 2x , так как  
 x  0 
 y 
 Рис.5.53 
 а 
 x  0 
 y 
 Рис.5.55 
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

yy
xx 0202
lim,lim . 
Далее имеем 
1
2
lim 


 x
x
k
x
. 
Итак, если наклонная асимптота существует, то еѐ угловой коэффи-
циент равен 1. Наконец, 
2
2
2
lim
2
lim
2














 x
x
x
x
x
b
xx
, 
так что наклонная асимптота действительно имеется, и еѐ уравнение: 
2 xy . При этом 
2
4
2
4
)2(
2
222





 xx
xx
x
x
x
, 
а значит при 2x  кривая лежит выше наклонной асимптоты, а если 2x , 
то под нею, рис. 5.56. 
Пример 5.13. Возьмѐм теперь линию xxy  . 
Имеем 


y
x
lim , 
т. е. горизонтальная асимптота отсутствует. Далее, функ-
ция определена при всех 0x , а значит отсутствует и вер-
тикальная асимптота. Наконец,  
1limlim 


 x
x
x
xx
k
xx
; 


xxxxb
xx
limlim . 
Поскольку последний предел не существует, то наклонной асимптоты так-
же нет. 
Таким образом, рассматриваемая линия вообще не имеет асимптот, 
рис. 5.57. 
 
13. Схема и пример полного исследования функции 
 
Полное исследование функции включает в себя следующие этапы: 
1. Нахождение области определения функции. 
2. Исследование функции на чѐтность или нечѐтность, а также на перио-
дичность. 
3. Нахождение корней функции и других характерных точек еѐ графика 
(если таковые имеются). 
4. Нахождение асимптот графика. 
 x 
 y 
 0 
 Рис.5.57 
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5. Нахождение экстремумов функции и промежутков еѐ возрастания и 
убывания. 
6. Нахождение точек перегиба и интервалов выпуклости и вогнутости 
графика. 
7. Завершение построения графика функции. 
Пример 5.14. Исследуем функцию 
3 323 xxy  . 
1. Очевидно, что функция определена на всей числовой оси. 
2. Функция не является ни чѐтной, ни нечѐтной (а значит еѐ график соот-
ветствующей симметрией не обладает), ни периодической. 
3. Функция обращается в нуль при 0x  и при 3x . 
4. Поскольку 

y
x
lim , то горизонтальная асимптота отсутствует. От-
сутствие вертикальной асимптоты следует из того, что функция определе-
на и непрерывна на всей числовой оси. Наконец, 
1lim
3
lim
3 32





 x
x
x
xx
k
xx
; 
 
 
1
1)1(1
3
33
3
lim3lim
23 323 232
332
3 32 






xxxxxx
xxx
xxxb
xx
. 
Итак, существует наклонная асимптота 1 xy . 
5. Имеем 
     3 243 232
2
3 232
2
3
)2(
3
2
33
36
xx
xx
xx
xx
xx
xx
y








 . 
Отсюда следует, что имеется одна стационарная точка: 2x , и, кро-
ме того, в точках 0x  и 3x  производная не существует. Все эти точки 
подозрительны на экстремум. 
Исследуем сначала точку 0x . Имеем 
 
  

 3
4*
*
00
limlim
xO
xO
y
xx
. 
При этом, как нетрудно видеть, 


yy
xx 00
lim,lim . 
При переходе через точку 0x  производная меняет знак с «–» на «+». 
Следовательно, в точке 0x  – минимум, причѐм 0)0( y . 
Поскольку поведение функции вблизи точки 0x  уже исследовано, 
то теперь в выражении для y  можно произвести сокращение на х. Полу-
чим 
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 3 23
2
xx
x
y


 .                                            (5.13) 
Следовательно,  


yy
xx 0303
lim,lim , 
т. е. при переходе через точку 3x  производная не меняет знака, т. е. в 
этой точке экстремума нет, а есть перегиб с вертикальной касательной. 
С целью исследования точки 2x  найдѐм предварительно y  . Из 
(5.13) имеем 
3 3269
2
xxx
x
y


 , 
а значит 
 
 
   
 









3 432
232
3 232
3 232
2
3 32
69
43)2(69
69
693
3129
)2(69
xxx
xxxxxx
xxx
xxx
xx
xxxx
y  
     3 843 4323 432
32232
3
)3(2
69
62
69
4328669
xx
x
xxx
x
xxx
xxxxxxxx








 . 
Отсюда следует, что 0)2( y , а значит в 
точке 2x  функция имеет максимум; при этом 
3 4)2( y . 
6. В точке 3x  величина y   не существует, но 
мы уже видели, что соответствующая точка  0,3  
является точкой перегиба. Если же 3x , то 
 3 54 3
2


xx
y , 
т. е. величина y   в нуль нигде не обращается, а значит других точек пере-
гиба нет. 
7. На основании всех полученных сведений строим график функции, 
рис. 5.58. 
 
14.Кривизна плоской кривой 
 
Очевидно, чем сильнее искривлена кривая, тем бы-
стрее вращается касательная к ней при движении точки М 
по кривой. 
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Угол   между касательными, проведѐнными в на-
чале и в конце дуги MM  , называют углом смежности 
этой дуги, рис. 5.59. Этот угол сам по 
себе ещѐ не характеризует искривлѐн-
ности дуги MM  , так как существенна 
и длина того участка пути, по которо-
му касательная повернулась на этот угол. Поэтому нуж-
но рассматривать отношение 
s

. Оно называется сред-
ней кривизной дуги 

MM  (ср. со средней скоростью точки за данный про-
межуток времени). 
Пусть теперь 0s . Предел 
s
K
s 




0
lim  
называют кривизной данной дуги в точке М. Очевидно, 
 
ds
d
K

 .                                                (5.14) 
Ниже это определение будет несколько уточнено. 
1. Пусть кривая задана в декартовых координатах 
уравнением )(xfy  . Перепишем (5.14) так 
dx
ds
dx
d
K

 . 
Поскольку ytg , т. е. y arctg , то 
21 y
y
dx
d




. 
Кроме того, в главе VII будет показано, что 
 21 y
dx
ds
 .                                          (5.15) 
Поэтому получаем 
  2
3
21 y
y
K


 . 
Если кривая – вогнутая, то 0y , а K, по определению, есть неотри-
цательная величина (как скорость вращения касательной, отнесѐнная к 
единице длины дуги). Поэтому в общем случае пишут так: 
 M 
 M 
   
 s  
 Рис.5.59 
 x  0 
 y 
 Рис.5.60 
 M 
   
 M0 
 x  x0 
 M2 
 M2 
   
 2s  
 1s   M1 
 M1 
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  2
3
21 y
y
K


 .                                         (5.16) 
Это значит, что фактическим определением кривизны является не равенст-
во (5.14), а равенство 
ds
d
K

 . 
Пример 5.15. Найдѐм кривизну линии xey   в 
точке  1,0M . Имеем 
  2
3
21
)(
x
x
e
e
xK

 . 
Отсюда  
22
1
)( MK . 
Пример 5.16. Пусть bkxy  . Тогда ky  , 0y , 
а значит и 0K , т. е. кривизна прямой линии в любой еѐ 
точке, как и естественно было ожидать, равна нулю. 
Пример 5.17. Пусть 4xy  . Тогда 212xy  , т. е. 0)0( y , а значит и 
0)0( K , хотя линия в окрестности точки 0 и не является прямой. 
Пример 5.18. Вывод предыдущего примера относится 
также к тем точкам перегиба, которые связаны с обращением 
величины y   в нуль. 
2. Пусть кривая задана параметрическими уравнениями 





).(
),(
ty
tx
 
Тогда  
 3)(
)()()()(
,
)(
)(
t
tttt
y
t
t
y xxx

 



 . 
Подставляя это в (5.16), находим 
     2
3
22
)()(
)()()()(
tt
tttt
K

 
 . 
 
15. Радиус кривизны и центр кривизны 
 
Возьмѐм сначала окружность радиуса R. Для еѐ кривизны в произ-
вольной точке М имеем 
 x  0 
 y 
 M 
 x  0 
 y 
 M 
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RRs
K
ss
1
limlim
00






 




. 
Итак, кривизна окружности во всех еѐ точках одинакова и 
обратна еѐ радиусу, а значит и наоборот 
K
R
1
 . 
В связи с этим результатом величину 
K
R
1
  для 
произвольной кривой называют радиусом кривизны этой 
кривой в данной точке, рис. 5.61. Из (5.16) следует тогда, что 
 
y
y
R



2
3
21
. 
Проведѐм в точке М нормаль к кривой и отложим 
на ней в сторону вогнутости отрезок RMC  . Получен-
ная таким способом точка С называется центром кри-
визны кривой в точке М, а окружность радиуса R с цен-
тром в точке С называют окружностью кривизны (или кругом 
кривизны) в точке М, рис. 5.62. Очевидно, что малый участок 
кривой вблизи точки М можно приближѐнно рассматривать 
как дугу соответствующей окружности кривизны. 
Последнее обстоятельство используется в механике. 
Предположим, что точка движется со скоростью constv   по 
некоторой кривой, рис. 5.63. Тогда в каждый момент можно 
считать, что эта точка движется не по своей траектории, а по соответст-
вующей окружности кривизны точки траектории. Поэтому еѐ ускорение в 
каждый данный момент направлено по нормали к траектории в направле-
нии центра кривизны (в связи с чем его называют нормальным, или цен-
тробежным), а его величина равна 
R
v2
 , 
где R – радиус кривизны траек-
тории в данной точке. 
Выведем формулы для 
координат центра кривизны. 
Заметим, что если при данном х будет 0y , то для соответствующей точ-
 M 
 M 
   
   
 s  
 0 
 R 
 Рис.5.61 
 x  0 
 y 
 Рис.5.62 
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ки  yxM ,  кривой будет R , т. е. центр кривой уходит на бесконеч-
ность. 
Далее, если в точке  yxM ,  будет 0y , то, очевидно, 
Ryx  ,  при 0y  (рис. 5.64) или Ryx  ,  при 0y  
(рис. 5.65). 
Оставляя в стороне все эти тривиальные 
случаи, отметим, что  
остальные случаи разбиваются на 4 груп-
пы: 
Обратимся к случаю 1. Имеем 
(см. рис. 5.67) 
 cos,sin RyRx . (5.17) 
Но поскольку ytg , то  
22 11
sin
y
y






tg
tg
,
22 1
1
1
1
cos
y



tg
. 
Далее, в этом случае 
y
y
R



2
3
)1( 2
, а по-
этому окончательно для случая 1 имеем  
2 2(1 ) 1
, .
y y y
x y
y y
   
     
 
   (5.18) 
Легко видеть, что в случае 2 (рис. 5.68) имеют место те же формулы. 
Аналогично проверяется их справедливость для случаев 3 и 4. 
 
16. Эволюта, эвольвента и их свойства 
 
Геометрическое место центров кривизны данной кривой называется  
эволютой этой кривой. Если кривая (А) является эволютой кривой (В), то 
 Рис.5.66 
 x 
 M 
 Сл.1. 0,0  yy  
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кривая (В) называется эвольвентой (или развѐрткой) кривой (А), рис. 5.69. 
Пусть кривая имеет уравнение  xfy  . Тогда из  (5.18) следует, что 
для любой точки эволюты будет 
 
.
)(
)]([1
)(
,
)(
)]([1)(
2
2
xf
xf
xf
xf
xfxf
x






 
Это – параметрические уравнения эволюты 
(роль параметра играет х). 
Пример 5.19. Найдѐм эволюту параболы 
2xy  . Имеем 
 
,
2
41
,
2
412
2
2
2
x
x
xx
x




 
т. е. 
.
2
1
3
,4
2
3


x
x
 
Исключая параметр х, находим   
,
4
3

x    
2
1
16
3
3
2
3
 . 
Это – полукубическая парабола, рис. 5.70. 
Теорема 5.18. Нормаль кривой является касательной к еѐ эволюте в 
соответствующем центре кривизны. 
Проведѐм доказательство для случая 1 (см. рис. 5.66). Из равенства 
(5.17) имеем 
.sincos,cossin  dRdRdyddRdRdxd         (5.19) 
Далее, формула (5.15) даѐт: 
,cos
1
1
1
1
22





tgyds
dx
 
а значит, 
.sincos  tg
ds
dx
dx
dy
ds
dy
 
Поэтому 
(В) 
(А) 
М1 
М2 
М3 
С1 
С2 
С3 
Рис.5.69 
y  
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.sin,cos dyd
ds
dy
d
ds
dRdxd
ds
dx
d
ds
dR 



  
В связи с этим, равенства (5.19) перепишутся так: 
,cos,sin dydRdyddxdRdxd   
т. е.    .cos,sin  dRddRd          (5.20) 
Отсюда 
,
1




tg
ctg
d
d
 
т. е.       ,
1
dx
dyd
d



 
откуда и следует утверждение теоремы.□ 
Легко проверить, что в случаях 2-4 доказательство проводится со-
вершенно аналогично. 
Теорема 5.19. Если на некотором участке кривой еѐ радиус кривиз-
ны изменяется монотонно, то приращение дуги эволюты этой кривой рав-
но изменению радиуса кривизны кривой на данном участке. 
Пусть, для определѐнности, величина R  на данном участке 21ММ  
возрастает, рис. 5.71. Докажем, что 
.112221 CMCMCC 

 
На основании формулы (5.15) имеем для 
длины дуги эволюты (отсчитываемой от некото-
рой точки) 
,1
2











d
d
d
d
 
откуда  222  ddd , 
или, в силу (5.20)  
,22 dRd   
т. е.          ,dRd   
а значит, 
dx
dR
dx
d


.        (5.21) 
Применим к функциям )(x  и  xR  на отрезке ],[ 21 xx  теорему Коши: 
.
)(
)(
)()(
)()(
12
12





x
x
RxRxR
xx
 
На основании (5.21) получаем: 
y 
x x1 x2 
C1 
C2 
M1 
M2 
Рис.5.71 
165  
,1
)()(
)()(
12
12 


xRxR
xx
 
а значит,  
,)()()()( 1212 xRxRxx   
что и требовалось доказать.□ 
Из доказанной теоремы вытекает простое правило механического 
построения эвольвенты. Пусть гибкая линейка согнута по форме эволюты 
50CC  (рис. 5.72). Предположим, что нерастяжимая нить, одним концом ук-
репленная в точке 0C , огибает эту линейку. Если мы будем эту нить раз-
вертывать, оставляя ее все время натянутой, то конец нити опишет кривую 
05MM  – эвольвенту. Отсюда происходит и название «эвольвента» – раз-
вертка. Отсюда, в свою очередь, следует, что всякая кривая имеет бесчис-
ленное множество эвольвент. 
Пример 5.20. Возьмѐм окружность 222 ayx   и найдѐм ту еѐ 
эвольвенту, которая выходит из точки )0,(aA , рис. 5.73. Имеем 
;sincossincossincos tattatABtatBMtaCDOCxM 

 
.cossincossin tattatBMtaBFBCyM   
Итак, параметрические уравнения искомой эвольвенты: 
.)cos(sin
),sin(cos
tttay
tttax


 
 
17. Правило Лопиталя раскрытия неопределѐнностей вида 
0
0
 
 
Теорема 5.20. Пусть функции  xf  и )(x  обращаются в нуль в точ-
ке ax  , и в некоторой окрестности этой точки удовлетворяет условиям 
теоремы Коши. Тогда, если существует (конечный или бесконечный) пре-
y 
0 
B 
F 
a 
C A D x 
M(x,y) 
t 
Рис.5.73 
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дел 
)(
)(
lim
x
xf
ax 


, то существует и предел 
)(
)(
lim
x
xf
ax 
, и оба предела равны ме-
жду собой.  
Пусть А
x
xf
ax



 )(
)(
lim , где А – некоторое число (или A ). Требу-
ется доказать, что тогда и А
x
xf
ax

 )(
)(
lim . 
Возьмѐм произвольное х, близкое к а, и применим к отрезку  xa,  
теорему Коши. Получим 
)(
)(
)()(
)()(




 f
ax
afxf
. 
А так как по условию     0 aaf , то 
)(
)(
)(
)(




f
x
xf
.       (5.22) 
Пусть ax . Тогда и a  
(рис. 5.74), а значит A
f



)(
)(
. Отсюда и 
из (5.22) следует, что 








 A
x
xf
ax
)(
)(
)( , 
что и требовалось доказать.□ 
Доказанное равенство 
)(
)(
lim
)(
)(
lim
x
xf
x
xf
axax 


 
    (5.23) 
выражает собою правило Лопиталя, удобное для раскрытия неопределѐн-
ностей вида 
0
0
. 
При доказательстве теоремы 5.20 предполагалось, что а – конечное 
число. Если же x , то приведенное доказательство неприменимо. До-
кажем, что, тем не менее и в данном случае 
)(
)(
lim
)(
)(
lim
x
xf
x
xf
xx 


 
. 
Положим 
t
x
1
 , где t – новая переменная. Тогда ( )x    
( 0)t  , и, применяя правило (3.13), а также уже доказанное равенство 
(5.23), получим 
x x  a 
Рис.5.74 
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что и требовалось доказать.□ 
Пример 5.21. Вычислим предел 
xx
xx
x dc
ba
A



0
lim . Непосредственная 
подстановка даѐт 
0
0
A , выполнение условий теоремы 5.20 очевидно, а 
значит, можно применить правило Лопиталя. Получаем 
d
c
b
a
dc
ba
ddcc
bbaa
A
xx
xx
x
ln
ln
lnln
lnln
lnln
lnln
lim
0








. 
Пример 5.22. Аналогично  
2
2
sinlim2
2
sin2
1
1
lim
2
ctg
lim
2
tg)(lim 2
2







x
x
x
xx
x
xxxx
. 
Пример 5.23. Применяя правило Лопиталя (5.23), имеем 
xx
x
x
x
x
x
xx
A
xxx 22
3
02
2
030 cos3
cos1
lim
3
cos
cos
1
lim
sintg
lim







. 
Поскольку вновь получена неопределѐнность вида 
0
0
, то снова при-
меним правило Лопиталя. Получим 
)sincos(2
sincos
lim
sincos23cos6
sincos3
lim
2022
2
0 xxxx
xx
xxxxx
xx
A
xx 




. 
При последующем применении правила Лопиталя получим в знаме-
нателе ещѐ более громоздкое выражение и т. д. Итак, применять правило 
Лопиталя в чистом виде здесь (как и во многих других примерах) нецеле-
сообразно. Однако, заметив, что 1coslim 2
0


x
x
, получим 
2
1sin
lim
2
1
6
sincos3
lim
3
cos1
lim
0
2
02
3
0



 x
x
x
xx
x
x
A
xxx
. 
Примечание. В примерах 5.21-5.23 можно вообще обойтись без пра-
вила Лопиталя, а использовать только элементарные приѐмы вычисления 
пределов, основанные на известных соотношениях эквивалентности. На-
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пример, в примере 5.23 имеем 
2
3 3 3 30 0 0 0
1sin sin 1sin
sin (1 cos ) 1coscos 2lim lim lim lim
cos 2x x x x
x xxx x
x xxxA
x x x x x   
 
         . 
Вообще же при раскрытии неопределѐнностей следует разумно соче-
тать правило Лопиталя и элементарные приѐмы вычисления пределов. 
Приведѐм примеры, когда одними лишь элементарными приѐмами обой-
тись вообще нельзя.  
Пример 5.24.  
6
1
3
2lim
3
cos1
lim
sin
lim
2
2
02030




 x
x
x
x
x
xx
xxx
. 
Пример 5.25. Вычислим предел 
30
Arsh22Arsh
lim
x
xx
A
x



. 
Вначале применяем правило Лопиталя: 
222
22
02
22
0 141
411
lim
3
2
3
1
2
41
2
lim
xxx
xx
x
xx
A
xx 







, 
а так как 11lim,141lim 2
0
2
0


xx
xx
, то  
2
22
0
411
lim
3
2
x
xx
A
x



. 
Дальше уже проще воспользоваться тем, что 





 

n
n ~11)0( . 
Получим 
   
1
2
3
3
22
4
2lim
3
214111
lim
3
2
2
22
02
22
0











 x
xx
x
xx
A
xx
. 
Сделаем ещѐ одно существенное замечание. 
Пример 5.26. Имеем на основании правила Лопиталя 
1
2
2
lim
3
12
lim
121



 xx
x
xx
. 
Здесь правило Лопиталя даѐт заведомо неверный результат, так как неоп-
ределѐнность здесь отсутствует, и непосредственная подстановка даѐт 
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4
3
3
12
lim
21



 x
x
x
. 
В данном случае равенства     0 aaf  не выполнены, т. е. не выпол-
нены условия теоремы 5.20.  
Итак, прежде чем применять правило Лопиталя, необходимо убе-
диться в наличии неопределѐнности. 
 
18. Раскрытие неопределѐнностей вида 


 по правилу Лопиталя 
 
Теорема 5.21. Пусть функции  xf  и  x  дифференцируемы в не-
которой окрестности точки ax  , кроме самой этой точки, причѐм всюду в 
этой окрестности будет 0)(  x ; пусть, далее, при ax  будет )(xf  
и  )(x . Тогда, если существует предел 
)(
)(
lim
x
xf
ax 


, то существует и 
предел 
)(
)(
lim
x
xf
ax 
, и оба предела равны между собой. 
Предположим, что  
A
x
xf
ax



 )(
)(
lim .    (5.24) 
Докажем, что тогда и  
A
x
xf
ax

 )(
)(
lim .    (5.25) 
Возьмѐм вблизи точки ax   две точки: 1xx   и 2xx  , так, чтобы 
было axx  21 , рис. 5.75. На основании теоремы Коши имеем 
)(
)(
)()(
)()(
12
12




 f
xx
xfxf
,    (5.26) 
где ),( 21 xx . 
Из равенства (5.24) следует, что для 
любого 0  существует такое 0)(  , 
что  
  









 A
x
xf
ax
)(
)(
. 
Будем считать, что )(1 aCx  . Тогда и )(aC , откуда следует, 
что 


A
f
)(
)(
, а значит, в силу (5.26), 
x 
a x2  x1 
Рис.5.75 
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


A
xx
xfxf
)()(
)()(
12
12 , 
т. е. 



 A
xx
xfxf
A
)()(
)()(
12
12 , 
или 







 A
x
x
xf
xf
x
xf
A
)(
)(
1
)(
)(
1
)(
)(
2
1
2
1
2
2 .   (5.27) 
Далее, поскольку 

)(lim xf
ax
 и 

)(lim x
ax
, то при constx 1  бу-
дет 
1
)(
)(
1
)(
)(
1
lim
2
1
2
1
2






xf
xf
x
x
ax
. 
Следовательно, существует такое 0)(1  , что 
  ,1
)(
)(
1
)(
)(
1
2
1
2
1
12


















xf
xf
x
x
ax  
т. е. 
 

















 1
)(
)(
1
)(
)(
1
1
2
1
2
1
12
xf
xf
x
x
ax .   (5.28) 
Пусть },min{ 212  . Тогда, перемножая почленно неравенства 
(5.27) и (5.28) (это возможно, поскольку члены в неравенстве (5.28) поло-
жительны), получим, что  








 )1)((
)(
)(
)1)(()(
2
2
22 A
x
xf
Aax , 
т. е. 
     







 2
2
22
22
)(
)(
AA
x
xf
AAax . 
Поскольку   можно взять сколь угодно малым, то 
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A
x
xf
ax

 )(
)(
lim
2
2
2
. 
Заменяя здесь 2x  на х, получим 
A
x
xf
ax

 )(
)(
lim
0
.     (5.29) 
Взяв теперь точки 1x  и 2x  так, чтобы было 12 xxa  , точно так же дока-
жем, что и 
A
x
xf
ax

 )(
)(
lim
0
. 
Отсюда и из (5.29) и следует равенство (5.25).□ 
Примечание 1. Доказательство теоремы 5.21 содержало немало де-
талей чисто технического характера, за которыми могла скрываться сущ-
ность доказательства. Поэтому приведѐм сокращѐнный вариант этого до-
казательства. 
Возьмѐм некоторое 1x , близкое к а, а между а и 1x  – произвольное 
2x  (рис. 5.75). 
Тогда 
)(
)(
)()(
)()(
21
21
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 f
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xfxf
, 
или 
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


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
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xf
xf
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т. е. 
)(
)(
)(
)(
1
)(
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1
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)(
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1
2
1
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








f
xf
xf
x
x
x
xf
.    (5.30) 
Взяв 2x  сколь угодно близким к а и не меняя 1x , мы сделаем величины 
)(
)(
2
1
x
x


 и 
)(
)(
2
1
xf
xf
 сколь угодно малыми, т.е. сделаем первый множитель 
справа в (5.30) сколь угодно близким к единице. Беря теперь 1x  сколь 
угодно близким к а, мы сделаем и   сколь угодно близким к а, так что 
x 
x2 x1 a 
Рис.5.76 
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)(
)(
lim
)(
)(
lim
00 x
xf
x
xf
axax 


 
, 
что и доказывает “правостороннюю” часть теоремы.□ 
Примечание 2. При доказательстве предполагалось, что A . 
Пусть теперь А , т.е. пусть 


 )(
)(
lim
x
xf
ax
. Тогда 



0
)(
)(
lim
xf
x
ax
, 
причѐм в некоторой окрестности точки а будет 0)(  xf  (поскольку в про-
тивном случае при условии, что 0)(  x , не было бы 


)(
)(
x
xf
). Поэто-
му из уже доказанного следует, что 
)(
)(
lim
)(
)(
lim
xf
x
xf
x
axax 




, 
а значит, 
)(
)(
lim
)(
)(
lim
x
xf
x
xf
axax 


 
. 
Примечание 3. Так же, как и в случае неопределѐнности вида 
0
0
, 
легко убедиться в справедливости правила Лопиталя и для тех случаев, ко-
гда x . 
Пример 5.27. Рассмотрим предел 
n
x
x x
a

lim , где 1a , a n – натураль-
ное число. Непосредственная подстановка даѐт неопределѐнность вида 


. 
Применяя п раз правило Лопиталя, получим 



 !
)(ln
lim...
)1(
)(ln
lim
ln
limlim
2
2
1 n
aa
xnn
aa
nx
aa
x
a
nx
xn
x
xn
x
xn
x
x
. 
Очевидно, что и при любом (не обязательно целом) с также будет 

 c
x
x x
a
lim . 
Действительно, пусть п – натуральное число, такое, что nc  . Тогда 
nc xx  , т. е. 
n
x
c
x
x
a
x
a
 , а так как 
n
x
x
a
 при x , то тем более 

c
x
x
a
. 
Итак, показательная функция с любым основанием 1a  растѐт при 
x  быстрее любой степенной функции со сколь угодно большим по-
173  
казателем.  
Пример 5.28. Аналогично при любом 0c  имеем 
0
1
lim
1
1
lim
ln
lim
1

 cxcxcx xccx
x
x
x
, 
т. е. логарифмическая функция при x  растѐт медленнее любой сте-
пенной функции со сколь угодно малым положительным показателем. 
Пример 5.29. Имеем 
0)(lim
1
1
lim
1
ln
limlnlim
0
2
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


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x
x
x
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xxxx
. 
Пример 5.30. Правило Лопиталя даѐт 
2
tglim
cos1
cos1
lim
sin
sin
lim 2
x
x
x
xx
xx
xxx 






. 
Последний предел не существует, в то время как исходный предел 
существует и, очевидно, равен 1. Но противоречия с правилом Лопиталя 
здесь нет, так как оно утверждает лишь, что если предел 
)(
)(
lim
x
xf
ax 


 суще-
ствует, то существует и равен ему предел 
)(
)(
lim
x
xf
ax 
, но этот последний 
предел может существовать и без существования первого. 
 
19. Раскрытие показательно-степенных неопределѐнностей 
 
Пусть требуется вычислить предел )()]([lim x
ax
xf 

 в одном из сле-
дующих трѐх случаев: 
1 . 

)(lim,1)(lim xxf
axax
   (неопределѐнность типа 1 , уже рассматри- 
вавшаяся в главе 3); 
2 . 0)(lim,0)(lim 

xxf
axax
 (неопределѐнность вида 00 ); 
3 . 0)(lim,)(lim 

xxf
axax
 (неопределѐнность вида 0 ). 
Во всех случаях поступаем одинаково. Обозначаем yxf x  )()]([ . 
Тогда      xfxy lnln  , а значит 
)(ln)(limlnlim xfxy
axax


. 
Легко видеть, что во всех трѐх случаях справа имеем неопределѐн-
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ность вида 0 , которую можно, следовательно, привести к виду 
0
0
 или 


. Раскрывая эту неопределѐнность, например, по правилу Лопиталя, по-
лучим 
Axfx
ax


)(ln)(lim , 
где А – некоторое число, а значит и Ay
ax


lnlim , т. е. Ay
ax


limln , откуда 
для искомого предела имеем 
A
ax
ey 

lim . 
Пример 5.31. Вычислим xx
x
xe
1
0
)3(lim 

. Непосредственная подста-
новка даѐт неопределѐнность вида 1 . Полагаем xx xey
1
)3(   . Тогда 
)3ln(
1
ln xe
x
y x   , 
а значит, 
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1
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xe
e
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xe
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x
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x
x
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откуда     2
0
lim ey
x


. 
  
20. Приближѐнное вычисление корней уравнений методом  
хорд и касательных 
 
Пусть требуется решить уравнение  
  0xf ,     (5.31) 
где  xf  – произвольная функция. Геометрически решение такого уравне-
ния означает нахождение точек пересечения линии  xfy   с осью Ох, 
рис. 5.77. 
В связи с уравнением (5.31) могут возник-
нуть две следующие задачи. 
1 . Определение числа всех корней и выяснение 
их примерного расположения. 
2 . Нахождение одного или нескольких корней с 
данной степенью точности. 
Одним из способов решения первой задачи является графический 
способ. Проиллюстрируем его на конкретном уравнении.  
x 
f(x) 
0 1 2 3 
Рис.5.77 
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Пример 5.32. Возьмѐм уравнение 0 xe x . 
Перепишем его так: 
xe x  . 
Строим линии xey   и xy  . Они имеют единст-
венную точку пересечения, рис. 5.78. Следователь-
но, данное уравнение имеет один единственный 
корень , лежащий, как легко видеть, в интервале 
 0,1 . 
Возвратимся к уравнению общего вида (5.31). Пусть  ba,  – такой 
отрезок, что  af  и  bf  имеют разные знаки, рис. 5.79. Тогда, если функ-
ция  xf  непрерывна на данном отрезке, то, в силу 1-й теоремы Больцано–
Коши, в интервале  ba,  уравнение (5.31) имеет по 
крайней мере один корень. 
Однако, корней в интервале  ba,  может быть 
несколько, рис. 5.80. Гарантировать единственность 
корня можно, в частности, тогда, когда всюду в ин-
тервале  ba,  функция  xf  
монотонна, т. е. если величина )(xf   не меняет знака 
на отрезке  ba, . 
Корень уравнения называется изолированным, 
если известен интервал, в котором он лежит, и если 
известно, что других корней уравнения в этом интервале нет. 
Очевидно, чем меньше интервал изоляции, тем точнее известен ко-
рень. Сузить интервал изоляции можно, например, методом проб. Проил-
люстрируем этот приѐм на конкретном уравнении. 
Пример 5.33. Возьмѐм уравнение 
0223  xx .    (5.32) 
Имеем 
  020 f ,    011 f , 
т. е. в интервале  1,0  имеется по крайней мере один корень. 
В то же время 
23)( 2  xxf , 
т. е. xxf  0)( . Следовательно, уравнение (5.32) имеет один единствен-
ный вещественный корень, и он лежит в интервале  1,0 . 
Возьмѐм в этом интервале произвольную точку, например, 
2
1
x . 
Имеем 
1 
0 –1  x 
y 
Рис.5.78 
x 
b 
 
a 
y 
Рис.5.79 
y 
a 
1 2 3 
b 
x 
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0
8
7
2
1






f . 
Следовательно, корень расположен в интервале 





1,
2
1
. 
Положим теперь 7,0x . Имеем 
0257,024,1343,0)7,0( f , 
т. е. корень лежит в интервале  1;7,0 . 
Взяв теперь 8,0x  и учитывая, что  
0112,026,1512,0)8,0( f , 
заключаем, что искомый корень находится в интервале  8,0;7,0 , рис. 5.81. 
Продолжая этот процесс, можно найти 
корень с любой точностью. Однако описанный 
метод проб всѐ же весьма примитивен ввиду 
случайности выбора точек деления интервала 
изоляции, что приводит к весьма медленному сужению этого интервала. 
Пусть дано уравнение (5.31) и пусть  ba,  – интервал изоляции его 
корня. При помощи метода проб этот интервал 
всегда можно сузить настолько, что в нѐм не будет 
ни экстремумов функции  xf , ни точек перегиба 
еѐ графика, т. е. )(xf   в этом интервале не будет 
обращаться в нуль, а )(xf   не будет менять в нѐм 
знака, рис. 5.82. 
Будем считать, что это не имеет места с самого начала (рис. 5.83-
5.86): 
Рассмотрим сначала случай 1 (рис. 5.83). Применим для нахождения 
корня   метод, называемый методом хорд и касательных. Проведѐм хорду 
АВ, рис. 5.87. Еѐ уравнение: 
ab
ax
afbf
afy





)()(
)(
. 
Положим здесь 0y . Получим 
ab
ax
afbf
af




 1
)()(
)(
, 
0 0,5 0,7 0,8 1 
x – – – + + 
Рис.5.81 
x 
y 
0 
a a2 
b2 
b 
Рис.5.82 
1.     0,0  xfxf  
Рис.5.83 
a  
b 
a 
 b 
2.     0,0  xfxf  
Рис.5.84 
a 
 b 
3.     0,0  xfxf  
Рис.5.85 
a  
b 
4.     0,0  xfxf  
Рис.5.86 
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откуда 
)()(
)()(
1
afbf
afab
ax


 , 
а значит, 
)()(
)()(
1
afbf
afab
ax


 .    (5.33) 
Проведѐм теперь касательную в точке В, рис. 5.87. Еѐ уравнение 
))(()( bxbfbfy  . 
Положив здесь 0y , получим 
))(()( 1 bxbfbf  , 
откуда 
)(
)(
1
bf
bf
bx

 .    (5.34) 
Полагая 00, xaxb  , перепишем формулы 
(5.33) и (5.34) так: 
)(
)(
,
)()(
)()(
0
0
01
00
000
01
xf
xf
xx
xfxf
xfxx
xx





    (5.35) 
Проведѐм  теперь хорду 11BA  и касатель-
ную в точке 1B . Получим числа 2x  и 2x  . Оче-
видно 
)(
)(
,
)()(
)()(
1
1
12
11
111
12
xf
xf
xx
xfxf
xfxx
xx





 , 
и т. д. Следовательно, рабочие формулы процесса имеют вид 
   
   
 
 n
n
nn
nn
nnn
nn
xf
xf
xx
xfxf
xfxx
xx





  11 , .         (5.36) 
Докажем, что последовательности }{ nx  и }{ nx   сходятся (соответ-
ственно слева и справа) к искомому корню  уравнения (5.31). Проверим 
сначала, что 0
n
nx . 
Пусть  xL  – правая часть уравнения касательной в точке B, разре-
шѐнного относительно у, т. е. )())(()( bfbxbfxL  . Из вогнутости линии 
 xfy   следует, что если bxa  , то    xfxL  . Поэтому 
     00  aLaf . В то же время     0 bfbL . В силу монотонности 
функции  xL , имеем: bx  1 , т. е. 01 xx  . Повторяя те же рассужде-
ния для отрезка ],[ 1x  , получим, что 12 xx  , и т. д. Итак, 
012...... xxxxn  . 
Таким образом, последовательность }{ nx   монотонно убывает и огра-
ничена снизу числом . Следовательно, она имеет предел c . Докажем, 
2x  а 1x
 
2x   1x   b 
α 
Рис.5.87 
x 
A 
A1 
B1 
B 
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что c . Для этого во второй из формул (5.36) совершим предельный пе-
реход при n . Учитывая непрерывность функций  xf  и )(xf   на от-
резке  ba,  (это следует из существования )(xf   и )(xf   на этом отрезке), 
получим 
)(
)(
cf
cf
cc

 , 
т. е. 
0
)(
)(

 cf
cf
, 
а так как  )(cf , то 0)( cf . Но это значит, что с – корень уравнения 
(5.31), т. е. что c .  
Докажем теперь, что 0
n
nx . Обозначим  xl  правую часть урав-
нения хорды АВ, разрешѐнного относительно у, то есть 
 
   
   afax
ab
afbf
xl 


 . Если bxa  , то в силу вогнутости линии 
 xfy  , будет    xfxl  . Следовательно,      00  xlf . В то же 
время     0 fl . На основании монотонности функции  xl  заключа-
ем, что  1xa , т.е.  10 xx . Теперь, учитывая, что 0)( 1 xf , а 
0)( 1 xf  (поскольку 1x , а 1x ) и, повторяя те же рассуждения для 
отрезка ],[ 11 xx  , получим, что  21 xx  и т. д. Итак, 
 .......210 nxxxx , 
т. е. последовательность }{ nx  монотонно возрастает и ограничена сверху 
числом  . Поэтому существует предел cxn
n


lim , причѐм c . Пока-
жем, что c . Для этого, применив теорему Лагранжа, перепишем первую 
из формул (5.36) так 
)(
)(
1
n
n
nn
f
xf
xx


  , 
где ),( nnn xx  . Перейдѐм здесь к пределу при n . Получим 
)(lim
)(
n
n
f
cf
cc



, 
т. е.        0
)(lim
)(



n
n
f
cf
, 
а так как величина )( nf   ограничена, то   0cf , откуда и следует, что 
c .□ 
Заметим, что по величине разности nn xx   можно судить о точности 
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найденного корня на каждом шаге. 
Легко видеть, что то же самое имеет место и в случае 4. Обратимся 
теперь к случаям 2 и 3. Запишем уравне-
ние хорды АВ (рис. 5.88) так 
ba
bx
bfaf
bfy





)()(
)(
, 
откуда при 0y  
)()(
)(1
bfaf
bf
ba
bx





, 
а значит,  
)()(
)()(
1
bfaf
bfba
bx


 . 
Аналогично, проводя касательную в точке А, получим 
)(
)(
1
af
af
ax

 . 
Полагая 00 , xaxb  , будем иметь 













,
)(
)(
,
)()(
)()(
0
0
01
00
000
01
xf
xf
xx
xfxf
xfxx
xx
 
что совпадает с формулами (5.35) для случаев 1 и 4. Следовательно, и ра-
бочие формулы в случае 2 и 3 совпадает с формулами (5.36) для случаев 1 
и 4.  
Таким образом, различие между случаями 1, 4 и случаями 2, 3 фак-
тически проявляется лишь на первом шаге 
(если не считать того, что в случаях 2 и 3 точ-
ки nx  приближаются к   справа, а не слева, а 
точки nx  , наоборот, слева). Это различие со-
стоит в том, что в случаях 2 и 3 касательная 
проводится не в точке В, а в точке А, т. е. в ка-
честве 0x   берѐтся не b, a a. Можно сформулировать на этот счѐт следую-
щее правило: в качестве 0x   берѐтся тот конец отрезка  ba, , в которой ве-
личины  xf  и )(xf   имеют одинаковые знаки. Несоблюдение этого пра-
вила может привести к тому, что 1x   окажется не внутри, а вне отрезка 
 ba, , т. е. мы можем на первом шаге не приближаться к искомому корню, 
а наоборот, удалиться от него, рис. 5.89. 
Пример 5.34. Возьмѐм то же уравнение (5.32), имеющее, как мы ви-
2x   
2x  1x   
x 
b 
B 
1x   α 
a 
A1 
A 
B1 
Рис.5.88 
1x   
x 
B 
b α 
a 
A 
Рис.5.89 
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дели, единственный корень  в интервале  1,0 , и найдѐм его описанным 
способом с точностью до 01,0 . 
Имеем      
xxfxxf 6)(,23)(
2
 . 
Таким образом, в интервале  1,0  и )(xf   и )(xf   положительны, 
т. е. имеет место случай 1. Поэтому полагаем  
1,0 00  xx . 
Тогда 
;667,0
3
2
)2(1
)2)(01(
01 


x  
.800,0
5
4
5
1
11 x  
В данном случае 133,011  xx , а поэтому совершаем следующий шаг: 
;769,0
)2667,02667,0()2800,02800,0(
)2667,02667,0)(667,0800,0(
667,0
33
3
2 


x  
771,0
2800,03
2800,02800,0
800,0
2
3
2 


x . 
Итак, с точностью до 01,0  77,0x . 
Примечание. Вторая из формул (5.36) содержит только величины 
nx  , т. е. эти величины не зависят от nx . Следо-
вательно, можно вместо пары формул (5.36) 
пользоваться только одной формулой 
)(
)(
1
n
n
nn
xf
xf
xx

 ,  (5.37) 
причѐм, как мы видели, будет 

n
n
xlim . 
Метод, основанный на формуле (5.37), называют методом касатель-
ных или методом Ньютона. 
 
21. Приближённое решение уравнений итерационным  
методом Пикара 
 
Возьмѐм уравнение (5.31) и перепишем его произвольным образом в 
виде  
 xx  .     (5.38) 
Очевидно, это можно сделать бесчисленным множеством способов. На-
a 
A 
x1 x2 b 
B 
α 
Рис.5.90 
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пример, из уравнения (5.32) можно получить: 
  xxxxxxx  333 2,2
2
1
,22 , 
и т. д. 
Возьмѐм некоторое число 0x , вычислим )( 0x  и результат обозна-
чим через 1x . Вычислим теперь )( 1x  и результат обозначим 2x  и т. д. В 
результате получим  
)( 01 xx  ,         (5.39) 
)( 12 xx  ,         (5.40) 
)( 23 xx  , 
и т. д. Рабочая формула процесса: 
)(1 nn xx  .    (5.41) 
 Предположим, что существует предел n
a
x

 lim . Тогда  – корень 
уравнения (5.38), а значит и уравнения (5.31). 
 Поскольку формула (5.41) носит рекуррентный характер, то в ней 
можно совершить предельный переход при n . В результате получим 
  .     (5.42) 
Итак, если процесс Пикара сходится, то он сходится к одному из корней 
уравнения (5.38). 
 Выясним теперь условия сходимости метода Пикара. Для этого из 
равенства (5.39) вычтем равенство (5.42). Получим 
)()( 01  xx , 
или, в силу теоремы Лагранжа, 
))(( 01  xx ,       (5.43) 
где ),( 0x . Положим, например, 
bx 0 , и пусть с – точка, симметричная 
точке b относительно точки а, рис. 5.91.  
Предположим, что всюду на отрез-
ке  bc,  будет qx  )( , где 1q . Тогда, на основании (5.43) 
 01 xqx ,     (5.44) 
а так как 1q , то точка 1x  ближе к , чем точка 0x . 
Аналогично, вычитая равенство (5.42) из равенства (5.40), будем 
иметь 
))(( 12  xx ,    (5.45) 
где ),(  x , а значит, тем более, ],[ bc . На основании (5.45) и (5.44), 
 0
2
2 xqx , 
и т. д. Очевидно, что при любом натуральном п будет 
x 
b=x0 
α 
a c 
Рис.5.91 
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 0xqx
n
n ,    (5.46) 
откуда, поскольку 0lim 

n
n
q , следует, что 


n
n
xlim . 
 Таким образом, доказано следующее утверждение. 
Теорема 5.22. Если ],[,1)( bcxqx  , то числа kx , вычисляемые 
по методу Пикара, сходятся к корню уравнения. При этом каждое после-
дующее приближение nx  даѐт результат, более близкий к , чем предыду-
щее 1nx . 
Из неравенства (5.46) следует, что чем меньше q , тем быстрее схо-
димость последовательности }{ nx  к . Более того, зная q , можно, на осно-
вании (5.46), заранее оценить число шагов, необходимых для достижения 
требуемой точности.  
Примечание 1. Если 0)(  , то может оказаться, что ),(1  cx . 
Именно поэтому необходимо было ввести дополнительный отрезок  ,c . 
Если же ],[,0)( baxx  , то “переброс” точек nx  на отрезок  ,c  не-
возможен, и, следовательно, необходимости введения этого отрезка нет.  
Если же вместо bx 0  положить ax 0 , то, очевидно, отрезок  ba,  
надо продлить не влево, а вправо на такую же величину, рис. 5.92. 
Примечание 2. Процесс Пикара обладает очень важным свойством 
самоисправляемости. Это значит, что если на каком-то шаге будет допу-
щена ошибка в вычислениях, то сходимость от этого не нарушится, а мо-
жет лишь несколько замедлиться. Действи-
тельно, ошибочно вычисленное значение nx  
можно принять в качестве нового начального 
приближения (естественно, если оно не оказа-
лось вне отрезка  bc, ).  
Разумеется, данным свойством обладает 
и ранее рассмотренный метод хорд и каса-
тельных, а также его частный случай – метод 
Ньютона.  
Выясним геометрический смысл метода 
Пикара. Из уравнения (5.38) следует, что ко-
рень  есть абсцисса точки пересечения линий 
xy  и  xy  . 
Отложим на оси Ох отрезок 0xOА , рис. 5.93. Так как )( 01 xx  , то 
для получения 1x  надо отложить на оси Ох отрезок )( 0xAB  . Но 
АВ=СD=OD, т. е. 1xOD  . Аналогично строим на чертеже точки ,..., 32 xx . 
a b c 
x  
Рис.5.92 
y 
0  
x3 
x2 x1 x0 
x D A 
C B 
y=x 
y=(x) 
Рис.5.93 
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В изображѐнном на чертеже случае будет 
1)(0  x , а значит 0
n
nx .  
Пусть теперь на отрезке  bc,  будет  
0)(1  x . 
В этом случае, как следует из рис. 5.94, числа 
nx  стремятся к  с обеих сторон.  
Предположим теперь, что 1)(  x . То-
гда (рис. 5.95) числа nx  не приближаются к , 
а наоборот, удаляются от корня, т. е. процесс расходится. 
Аналогичная картина имеет место и тогда, когда 1)(  x . 
Возьмѐм опять конкретное уравнение (5.32). С изолированным кор-
нем в интервале  1,0 . Приведѐм его к виду (5.38), например, так 
2
1
3
x
x  . 
Тогда 
2
2
3
)( xx  , 
а значит на отрезке  1,1  условие 1)(  qx  не 
выполняется. 
В связи с этим возникает вопрос: как при-
вести конкретное уравнение вида  (5.31) к виду 
(5.38) наиболее выгодным способом, т.е. так, чтобы величина )(x  в тре-
буемом промежутке была по возможности меньше единицы? Изложим по 
этому поводу один удобный метод. Начнѐм с конкретного уравнения 
(5.32). Перепишем его в виде 
)22(
3
 xxkxx . 
Здесь k – некоторое число, которое мы подберѐм наилучшим образом. 
Имеем 
)23(1)( 2  xkx . 
Обозначим     tx 23
2
, 
и рассмотрим величину ktw 1 . Если х изменя-
ется на отрезке  1,1 , то t изменяется от 2 до 5. 
Следовательно, нужно подобрать k так, чтобы ве-
личина w  была на отрезке  5,2  как можно мень-
шей. 
Считая равенство ktw 1  уравнением пря-
мой с угловым коэффициентом k, легко видеть из рис. 5.96, что наиболее 
1 
0 
2 
3,5 5 
w 
t 
Рис.5.96 
α 
у 
х 
х1 х2 х3 0 
Рис.5.95 
x1 
y=φ(x) 
0 
x3 α 
x4 
x2 
x0 
y 
x 
Рис.5.94 
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выгодное значение k соответствует прямой, пересекающей ось Ох в точке 
5,3
2
52


t . 
Следовательно, 
7
2
5,3
1
k , 
и в этом случае 
7
3
2
7
2
1max
]5,2[
w . 
Итак, исходное уравнение (5.32) следует переписывать в виде 
 22
7
2 3
 xxxx , 
т. е. 
7
4
7
2
7
3 3
 xxx . 
При этом характеризующее скорость сходимости число q равно, как мы 
видели, 
7
3
. 
Положим 10 x . Тогда 
.773,0
7
4
343
125
7
2
7
5
7
3
;714,0
7
5
7
4
7
2
7
3
2
1


x
x
 
Вспоминая результат примера 5.34, мы видим, что уже на втором 
шаге получен тот же результат, но путѐм меньшего числа вычислений. 
Обращаясь к уравнению общего вида (5.31), точно так же перепишем 
его следующим образом 
)(xfkxx  .         (5.47) 
Повторяя в общем виде только что приведенные рассуждения, получим 
mM
k


2
, 
где )(min),(max
],[],[
xfmxfM
bcbc
 . 
Примечание 3. Описанный метод непри-
меним в том случае, когда числа М  и т имеют 
разные знаки, т. е. когда при изменении х от с до 
b величина )(xf   меняет знак, рис. 5.97. Следо-
вательно, надо, чтобы функция  xf  на отрезке 
 bc,  была монотонной. Этого всегда можно до-
биться методом проб.  
0 
w 
M 
1 
t m 
Рис.5.97 
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Примечание 4. Уравнение (5.31) можно заменить не только уравне-
нием вида (5.47), но и уравнением 
)()( xfxkxx  , 
где  xk  – монотонная функция, не обращающаяся в нуль на отрезке  bc, . 
В частности, полагая 
)(
1
)(
xf
xk

 , получим 
)(
)(
xf
xf
xx

 . 
 Рабочая формула метода Пикара в этом случае запишется так: 
)(
)(
1
n
n
nn
xf
xf
xx

 , 
что совпадает с формулой (5.37). Таким образом, метод Ньютона можно 
рассматривать как частный случай метода Пикара.  
 
22. Формула Тейлора 
  
Пусть  xf  – произвольная функция, для ко-
торой в данной точке 0х  известны значения еѐ про-
изводных: )(,...),(),( 0
)(
00 xfxfxf
n . Будем при-
ближѐнно искать эту функцию в виде некоторого 
многочлена )(xPn , где п – степень этого многочлена. 
Пусть сначала 0n , т. е. положим 
)()( 0 xPxf  , рис. 5.98. В данном случае наиболее 
естественно взять )()( 00 xfxP  . Итак, в этом случае будет )()( 00 xfxP  . 
При этом, очевидно, если 0xx , то )()()( 0
*
0 xxOxPxf  . 
Пусть теперь 1n , т. е. заменим  xf  многочленом 1-й степени. В 
этом случае в качестве графика многочлена )(1 хР  естественно взять каса-
тельную к линии  xfy   в точке 0М . Уравнение этой касательной: 
))(()( 000 xxxfxfy  .      (5.48) 
Таким образом, положив )()( 1 xPxf  , мы будем иметь 
))(()()( 000 xxxfxfxf  .        (5.49) 
В данном случае будет )()(),()( 010010 xPxfxPxf  . 
Здесь уже при 0xx  будет )()()( 01 xxOxPxf  . 
Пусть 2n . Потребуем теперь, чтобы для равен-
ства )()( 2 xPxf   было  
)()(),()(),()( 020020020 xPxfxPxfxPxf   
х 
у 
0 
f(x0) 
Рис.5.98 
x0 
х 
у 
М0 
0 
Рис.5.99 
x0 
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(последнее, на основании формулы (5.16), означает, что в точке 0M  линии 
 xfy   и )(2 xPy   имеют не только общую касательную, но и общую ок-
ружность кривизны). Легко получить, что 
2
0
0
0002 )(
!2
)(
))(()()( xx
xf
xxxfxfxP 

 , 
а значит, равенство )()( 2 xPxf   запишется так: 
2
0
0
000 )(
!2
)(
))(()()( xx
xf
xxxfxfxf 

 , 
причѐм точность этого равенства, как усматривается из 
рис. 5.100, значительно выше, чем у выражения (5.48). 
Взяв теперь 3n , мы потребуем, чтобы было  
)()(),()(),()(),()( 030030030030 xPxfxPxfxPxfxfxf  , и т. д. 
Предположим теперь, что функция  xf  дифференцируема п раз, и потре-
буем, чтобы в равенстве )()( xPxf n  было 
),()(),()( 0000 xfxPxfxP nn   
)()(,...),()( 0
)(
0
)(
00 xfxPxfxP
nn
nn  .  (5.49) 
Будем искать )(xPn  в виде 
n
nnn xxaxxaxxaxxaaxP )(...)()()()(
3
03
2
02010  .  (5.50) 
При 0xx  имеем отсюда 
)( 00 xPa n , 
т. е., на основании (5.49), 
)( 00 xfa  . 
Далее, дифференцируя равенство (5.50), имеем 
1
0
2
03021 )(...)(3)(2)(


n
nn xxnaxxaxxaaxP , (5.51) 
откуда 
10 )( axPn  , 
или, на основании (5.49), 
)( 01 xfa  . 
Аналогично, дифференцируя (5.51), получим 
2
0032 )()1(...)(3221)(


n
nn xxannxxaaxP , 
откуда 20 !2)( axPn  , а значит, на основании (5.49), 
!2
)( 0
2
xf
a

 . 
Продолжая этот процесс, будем иметь 
у 
х 
М0 
0 
Рис.5.100 
x0 
187  
!
)(
,...,
!3
)( 0
)(
0
3
n
xf
a
xf
a
n
n 

 . 
Таким образом, многочлен степени n , удовлетворяющий условиям (5.49), 
имеет вид 
n
n
n xx
n
xf
xx
xf
xxxfxfxP )(
!
)(
...)(
!2
)(
))(()()( 0
0
)(
2
0
0
000 

 .  (5.52) 
Оценим теперь порядок точности равенства )()( xPxf n . Для этого 
обозначим )()()( xPxfxr nn  . Тогда условия (5.49) запишутся так  
0)(...)()()( 0
)(
000  xrxrxrxr
n
nnnn .   (5.53) 
Применив п раз правило Лопиталя и последовательно используя ра-
венство (5.53), находим 







  !
)(
lim...
)()1(
)(
lim
)(
)(
lim
)(
)(
lim
)(
1
0
1
00 0000
n
xr
xxnn
xr
xxn
xr
xx
xr nn
xxn
n
xxn
n
xxn
n
xx
 
0
!
)( 0
)(

n
xr nn , 
откуда следует, что ))(()( 0
n
n xxoxr  , т. е. что при 0xx  будет 
))(()()( 0
n
n xxoxPxf  , 
где )(xPn  даѐтся формулой (5.52). 
Итак, мы получаем следующее утверждение.  
Теорема 5.22. Если функция  xf  определена в некотором проме-
жутке  ba,  и в точке 0x  имеет непрерывные производные 
)(,...),(),(
)(
xfxfxf
n , то в этом промежутке выполняется равенство 


 )(
!
)(
...)(
!2
)(
))(()()( 0
0
)(
2
0
0
000 xx
n
xf
xx
xf
xxxfxfxf
n
 
))(( 0
nxxo  .     (5.54) 
Эту формулу называют формулой Тейлора, а величину 
))(()( 0
n
n xxoxr   - остаточным членом формулы Тейлора в форме Пеано. 
При 00 x  формула (5.54) принимает вид 
)(
!
)0(
...
!2
)0(
)0()0()(
)(
2 nn
n
xox
n
f
x
f
xffxf 

 . (5.55) 
Этот частный случай формулы Тейлора называют рядом Маклорена. 
Примечание. Нетрудно доказать и утверждение, обратное теоре-
ме 5.22. Именно, если функция  xf  в точке 0x  дифференцируема п раз и 
если ))(()()( 0
n
n xxoxPxf  , где 


n
k
k
kn xxaxP
0
0 )()(  – некоторый 
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многочлен, то коэффициенты этого многочлена даются формулой 
),...,2,1,0(
!
)( 0
)(
nk
k
xf
a
k
k  , 
т. е. )(xPn  совпадает с многочленом (5.52). 
Пример 5.35. Пусть 
x
exf )( , а 00 x . Поскольку kexf
xk )()( , 
то 
1)0(...)0()0()0(
)(

n
ffff , 
а значит, в силу (5.55) 
)(
!
...
!3!2
1
32
n
n
x
xo
n
xxx
xe  .   (5.56) 
Пример 5.36. Пусть   xxf sin . Тогда 
...,cos)(,sin)(,cos)(,sin)(,cos)(
)5()4(
xxfxxfxxfxxfxxf  , 
а значит 
...,1)0(,0)0(,1)0(,0)0(,1)0(,0)0(
)5()4(
 ffffff  
откуда 
 22
1253
)!12(
)1(...
!5!3
sin 



 n
n
n xo
n
xxx
xx . (5.57) 
Пример 5.37. Совершенно аналогично на основании той же форму-
лы (5.53) будем иметь 
 12
242
)!2(
)1(...
!4!2
1cos  n
n
n xo
n
xxx
x ,  (5.58) 
и т. д. 
В дальнейшем мы получим целый ряд применений формул (5.56)-
(5.58) и других подобных формул. Отметим сейчас лишь то, что они по-
зволяют находить приближѐнные значения соответствующих функций при 
разных х. Например, при 
2
1
x  находим из (5.56) 
!2
1
...
!32
1
!22
1
2
1
1
32
n
e
n
 , 
причѐм точность этого равенства, очевидно, тем выше, чем больше п. 
 
Задачи и упражнения к главе V 
 
1. Вокруг прямоугольника со сторонами 2p и 2q описать эллипс наи-
меньшей площади. 
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2. Найти асимптоты линии xxey
1

 . 
3. Найти окружность кривизны линии 
2
)1(1  xy  в еѐ вершине. 
4. Составить уравнение окружности кривизны линии 2 yx  в 
точке  1,1 . 
5. Найти окружность кривизны линии 
2
2 xxy   в еѐ вершине. 
6. Найти вершину (точку экстремальной кривизны) линии 
x
x
y ln
2
2
 .  
При помощи правила Лопиталя вычислить пределы: 
7. 
x
x x
x
1
0 sin
sh 
lim 






;   8. 
x
x x
x
1
0  tg
th 
lim 






;  9.
x
x x
x
1
0
)1ln(
lim



 

; 
10. 
xx
x x
e
1
0
1
lim







 

;   11. 
30
arcsin22arcsin
lim
x
xx
x


. 
При помощи формулы Тейлора 3-го порядка вычислить приближѐн-
но: 
12. 1,1ln     13. 
3 2,1
1
;   14. 
1,1
1
. 
Построить графики функций: 
15. 
x
ey
 arctg
 ;   16. 
x
ey
 arcctg
 ;  17. 
x
x
y



1
1
arctg ; 
18. 
x
x
y



1
1
arcctg ;  19. 
2
3
2



x
x
y ;  20. 
xx
y


15
1
; 
21. 
x
x
y
3
2
3

 ;              22. 3
23 2 )1()1(  xxy ; 23. 
3 2
32 xxy  ; 
24. 
205
43
xx
y  ;   25. xey x  2
1
;  26. 
2
2 xx
ey

 ; 
27. 
)1(4
1
2
x
ey

 ;   28. 
2
11
xx
y  ;  29. xexy
1
)2(  ; 
30. 
1
1



x
x
y ;   31. ;
)1(
11
22


xx
y  32. xxy  arcctg ; 
33. 
52
xxy  ;   34. 
x
e
y
x
2
 ;   35. 
1
12
2
2



x
xx
y ; 
36. )3)(2)(1(  xxxy ;    37. 
x
x
y
ln1
 ;  38. 
x
exy

 ; 
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39. 
xx
x
y
2
3
2
7
1
2
 ;  40. 
4
8
x
xy  ;  41. 
2
1
x
xy  ; 
42. 
9
)1(10
2
3 2



x
x
y ;  43. 
x
xx
y



1
1
;  44. 
3 3
124 xxy  ; 
45. 
54
1
2


xx
y ;  46. xxy  1 ;  47. 
2
xxxy  ; 
48. 
2
2 xxy  ;   49. 
x
x
y



1
1
;  50. xxy  1 ; 
51. xxy ln2 ;   52. 1
x
ey ;  53. xxy  2 ; 
54. 
x
xy
1
arccos ;   55. 
x
e
y


1
1
;  56. 
x
x
y
ln
 ; 
57. xxy ln
2
 ;   58. 
x
x
e
e
y


1
;  59. 
x
x
y
ln
2
 ; 
60. 
xx
y


1
1
;   61. 
2
5


x
x
y ;  62. 1 arctg  xxy ; 
63. xxy  arcctg ;   64. 
1
3


x
x
y . 
Найти приближѐнно корни уравнений (предварительно убедившись в 
их единственности): 
65. 0532
23
 xxx ; 66. 
2
)1(2  xe
x
;          67. 065
23
 xxx ; 
68. 0742
23
 xxx ;  69. )4(42  xx
x
; 70. 1lg  xx ; 
71. 052
3
 xx ;  72. 014ln  xx ;  73. 0
x
ex . 
74. Найти меньший корень уравнения 5ln54  xx . 
75. Найти больший корень уравнения 5ln54  xx . 
76. Найти положительный корень уравнения 07155
23
 xxx . 
77. Найти наибольший корень уравнения 013
3
 xx . 
78. Найти наименьший корень уравнения 0572
23
 xxx . 
79. Найти средний корень уравнения 0572
23
 xxx . 
80. Найти наибольший корень уравнения 0572
23
 xxx . 
81. Найти больший корень уравнения 01
4
 xx . 
82. Найти наименьший корень уравнения 026
3
 xx . 
83. Найти средний корень уравнения 026
3
 xx . 
84. Найти наибольший корень уравнения 026
3
 xx . 
85. Найти меньший корень уравнения 01
4
 xx . 
86. Найти корни уравнения 
2
cos xx . 
87. Найти меньший корень уравнения x
x
x 10
1
2
2
 . 
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VI. Неопределенный интеграл и необходимые сведения из алгебры 
 
1.Первообразная функция 
 
Функция  xF  называется первообразной функции  xf , если 
   xfxF  . Например, функция xsin  является первообразной функции 
xcos , функция xx 3  есть первообразная функции 13 2 x  и т. д. Если да-
на функция  xF , то соответствующая ей функция  xf  находится путем 
дифференцирования. Следовательно, нахождение первообразной для дан-
ной функции  xf  есть действие, обратное действию дифференцирования. 
Его называют интегрированием функции  xf . 
При помощи таблицы производных легко составить соответствую-
щую таблицу первообразных. Например, если   axxf  , то, очевидно 
 
1
1



a
x
xF
a
. При этом, однако, предполагается, что 1a . Если же 1a , 
т. е. если  
x
xf
1
 , то   xxF ln . Но последняя формула имеет смысл 
лишь при x>0. Если же x<0, то    xxF  ln . Действительно, 
    
xx
x
1
1
1
ln 

 . 
Итак, если  
x
xf
1
 , то  
 
 
ln , 0,
ln , 0,
x x
F x
x x

 
 
 
т. е.  
  xxF ln . 
Аналогично, “обращая” остальные формулы дифференцирования, 
получим остальные простейшие случаи нахождения первообразных. В 
итоге будем иметь 
следующую таблицу.  
Исходные функции Первообразные 
 1axa  
1
1


a
xa
 
x
1
 
xln  
xa  
a
a x
ln
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xe
 xe
 
xcos  xsin  
xsin  xcos  
x2cos
1
 
xtg  
x2sin
1
 
xctg  
21
1
x
 
xarcsin  
21
1
x
 
xarctg  
xch  xsh  
xsh  xch  
x2ch
1
 
xth  
x2sh
1
 
xcth  
1
1
2 x
 
xArsh  
1
1
2 x
 
xArch  
Пусть, например,   32  xxf . Тогда   xxxF 32  . Но в то же 
время данная функция  xf  имеет и другие первообразные: 132  xx , 
432  xx , 
2
1
32  xx  и т. д. 
Вообще, если  xF  – первообразная функция  xf , то и любая функция 
  CxF  , где С – произвольная постоянная, которая является первообраз-
ной функции  xf . Действительно, при любом constC   будет  
      xfxFCxF  . 
Обратно, пусть  xF1  и  xF2  – первообразные одной и той же функции 
 xf . Тогда    xfxF '1  и    xfxF 
'
2 , а значит     021  xFxF , т. е. 
     021 
 xFxF . Но, как мы видели в главе V (следствие теоремы Ла-
гранжа), это означает, что 
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    ConstxFxF  21 , 
а значит  
    CxFxF  12 . 
Пример 6.1. Легко видеть, что   xxF 21 sin  и xxF 2cos
2
1
)(2  – 
первообразные одной и той же функции xxf 2sin)(  . Действительно:  
  xxxxF 2sincossin2'1  ,     xxxF 2sin22sin
2
1'
2  . 
Поэтому  
2 2
2 2
1 2
1 cos sin
( ) ( ) sin cos2 sin
2 2
x x
F x F x x x x

       
2 2cos sin 1
2 2
x x
const

   . 
Итак, если функция имеет хотя бы одну первообразную (таковыми, 
как мы увидим в главе VII, являются, в частности, все непрерывные в рас-
сматриваемом промежутке функции), то она имеет  бесконечное множест-
во первообразных, различающихся между собой на постоянную величину. 
Таким образом, интегрирование, в отличие от дифференцирования, не яв-
ляется однозначным действием. Говорят, что первообразная находится по 
данной функции с точностью до произвольной постоянной. 
 
2. Неопределенный интеграл и простейшие 
формулы интегрирования 
 
Таким образом, если функция  xf  имеет первообразную  xF , то 
любая функция F(x)+С, где С – произвольная постоянная, также есть ее 
первообразная. 
Совокупность всех первообразных функции  xf  называется неоп-
ределенным интегралом этой функции и обозначается  dxxf )( . Итак, по 
определению 
  CxFdxxf )()( ,    (6.1)  
где  xF  – одна из первообразных функции  xf , а С – произвольная по-
стоянная. Функция  xf  в равенстве (6.1) называется подынтегральной 
функцией, а  dxxf  – подынтегральным выражением. 
Из формулы (6.1) имеем  
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    xfdxxf  ,      (6.2) 
что естественно, так как действия дифференцирования и интегрирования 
взаимно обратны. 
Заменяя  xf  в формуле (6.1) на  xf  , получим 
    Cxfdxxf  .    (6.3) 
Эту формулу можно считать обратной формуле (6.2). 
Далее, имеем 
     dxdxxfdxxfd   , 
а значит, в силу (6.2), 
   dxxfdxxfd  , 
так что символ d уничтожает символ  . Обратная формула: 
      dxxfxdf , 
т. е., в силу (6.3),  
     Cxfxdf . 
Из формулы (6.1) и из таблицы первообразных получаем следующие 
простейшие формулы интегрирования: 
1
о
. )1(,
1
1




 aCa
x
dxx
a
a .  
Например: 
,
3
2
2
3
,
5
2
3
5
4
   CxxC
x
dxxC
x
dxx  
  


 C
x
C
x
dxx
x
dx 1
1
1
2
2
, 
и т. д. 
2
о
.   Cx
x
dx
ln . 
3
о
.   Ca
a
dxa
x
x
ln
. В частности, Cedxe xx  . 
4
о
.   Cxxdx sincos . 
5
о
. Cxdxx  cossin . 
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6
о
.   Cx
x
dx
tg
cos2
. 
7
о
.   Cx
x
dx
ctg
sin 2
. 
8
о
. Cx
x
dx


 arcsin
1 2
. Но, в то же время, 
Cx
x
dx


 arccos
1 2
. Убедимся, что обе формулы равносильны. 
Действительно, 
2
arccosarcsin

 xx , 
xx arcsin
2
arccos 

 , 
а значит  





 










 2
arcsinarcsin
21 2
CxCx
x
dx
, 
что совпадает с первой из формул, если заменить 
2

C  на С, что законно, 
поскольку С – произвольная постоянная. Откуда  
9
о
. Cx
x
dx


 arctg
1 2
, или, что то же самое, Cx
x
dx


 arcctg
1 2
. 
10
о
. Cxxdx  shch . 
11
о
. Cxxdx  chsh . 
12
о
. Cx
x
dx
 th
ch2
. 
13
о
. Cx
x
dx
 cth
sh2
. 
14
о
. Cx
x
dx


 Arsh
12
, или, что одно и то же,  
Cxx
x
dx




 

 1ln
1
2
2
. 
15
о
. Cx
x
dx


 Arch
12
, т. е. Cxx
x
dx


 1ln
1
2
2
. 
Формулы 14о и 15о можно объединить в одну 
Cxx
x
dx


 1ln
1
2
2
. 
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3. Свойства неопределенных интегралов 
 
Теорема 6.1. Интеграл суммы конечного числа функций равен сумме 
их интегралов, т. е.  
    dxxfdxxfdxxfdxxfxfxf nn )(...)()()(...)()( 2121 . 
Для доказательства достаточно продифференцировать обе части по-
следнего соотношения и воспользоваться правилом дифференцирования 
суммы (теорема 5.2.), а также формулой 6.2.  
Теорема 6.2. Постоянный множитель можно выносить за знак инте-
грала, т. е. 
  dxxfdxxf )()( . 
Для доказательства достаточно продифференцировать обе части это-
го равенства и воспользоваться соответствующим свойством производной. 
Пример 6.1. На основании теорем 6.1 и 6.2 находим 
.6tg
2
1
3tg3
cos
31
cos
1
3tg
3
tg
2
1
2
1
2
2
1
2
22
CxxxC
x
xxdxxdx
x
dx
dxxdx
xx
dx
dxxdx
x
x














 
 


 
Теорема 6.3. Если   CxFdxxf )()( , то CxFdxxf  )]([)]([ , 
какой бы ни была дифференцируемая функция )(x . 
Действительно, производная левой части подлежащего доказа-
тельству равенства равна 
    )(')]([)(')]([)()]([ '' xxfdxxxfxdxf   , 
а производная правой части равна 
)()]([)()]([})]([{})]([{ xxfxxFxFCxF  , 
т. е. производные обеих частей доказываемого равенства совпадают.□ 
Пример 6.2. 
Cxxdxdxx   2sin
2
1
)2(2cos
2
1
2cos . 
Пример 6.3.  
   























C
a
x
a
a
x
a
x
d
a
a
x
dx
aax
dx
arctg
1
1
1
1
1
22222
. 
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Пример 6.4.  
   























C
a
x
a
x
a
x
d
a
x
dx
axa
dx
arcsin
11
1
2222
. 
Пример 6.5. 
2 2 2
2 2 2
ln 1 ln
1
x
d
dx x x x x aa
C C
a a ax a x
a
 
  
             
       
 
   
   2 2 2 2ln ln ln ,x x a a C x x a C          
и совершенно аналогично 
Caxx
ax
dx



22
22
ln . 
Пример 6.6. 
    C
x
xdxxdxx   4
sin
sinsincossin
4
33 . 
Пример 6.7. 
   
1
2 2 22
1
2 2 2
2
x x dx x d x        
 
 
3
2 2
3
2
21 1
2
32 3
2
x
C x C

       . 
Пример 6.8. 
 
    CxCx
xd
dx
x
x
xdx sinln
sin
sin
sin
cos
ctg . 
Пример 6.9. 
 
 
   



Cx
x
xd
x
xdx 2
22
2
4
arctg
2
1
1
2
1
1
. 
Пример 6.10. 
    Cxxxxddxdxxxdx 









  2sin2
1
2
1
22cos
2
1
2
1
2cos1
2
1
cos2 . 
Пример 6.11. 
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C
x
x
x
d
xx
x
d
xx
dx
x
dx














    2
tgln
2
tg
2
tg
2
cos
2
tg
2
2
cos
2
sin2
sin 2
. 
Пример 6.12. 
C
x
x
xd
x
dx

























  24
tgln
2
sin
2
cos
. 
Примечание. Результаты примеров 6.3. - 6.5. обобщают формулы 8o, 
9
o
, 14
o
 и 15o, а поэтому их полезно запомнить вместо этих формул. Резуль-
таты примеров 6.11. и 6.12. также стоит помнить. 
 
4. Интегрирование по частям 
 
Пусть u(x) и v(x) произвольные дифференцируемые функции. Тогда 
  duudud   
 откуда 
  duudud   
а значит  
  vduuvudv .     (6.4) 
Эту формулу называют формулой интегрирования по частям. Ее 
применение целесообразно, в частности, тогда, когда интеграл vdu  проще 
интеграла udv . 
Пример 6.13. Вычислим интеграл  dxxe
x . Для этого положим 
dxedvxu x , . 
Тогда 
xevdxdu  , , 
а значит, в силу (6.4),  
Cexedxexedxxe xxxxx   . 
Примечание. Если бы мы положили xeu  , xdxd  , то получили 
бы  
dxedu x , 
2
2
1
xv  , 
а значит  
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  dxexe
x
dxxe xxx 2
2
2
1
2
, 
т. е. новый интеграл оказался бы сложнее первоначального. 
Пример 6.14. Возьмем интеграл xdxxI cos2 . Полагая 
dvxdxux  cos,2 , 
откуда следует, что  
xvxdxdu sin,2  , 
будем иметь  
 xdxxxxI sin2sin
2
. 
Очевидно, что новый интеграл вычисляется аналогично. Полагая 
xdxdvxu sin,  , откуда xvdxdu cos,  , будем иметь 
  CxxxxxxdxxxxxI   sin2cos2sincoscos2sin 22 . 
Легко видеть, что путем “n-разового” интегрирования по частям ана-
логично могут быть вычислены любые интегралы вида 
    axdxxPaxdxxP nn sin,cos  и   dxexP
ax
n , где  xPn  – многочлен n-й 
степени. 
Пример 6.15. Для вычисления интеграла  xdxI arcsin  полагаем 
dxdvxu  ,arcsin . 
Тогда  
xv
x
dx
du 

 ,
1 2
, 
а значит  
   
1
2 22
2
1
arcsin arcsin 1 1
21
xdx
I x x x x x d x
x

      

   
 
1
2 2
2
11
arcsin arcsin 1
12
2
x
x x C x x x C

       . 
Пример 6.16. Дважды интегрируя по частям, получим 
, sin
sin cos cos
, cos
x
x x x
x
u e dv xdx
e xdx e x e xdx
du e dx v x
 
    
  
   
, cos
cos sin sin ,
, sin
x
x x x
x
u e dv xdx
e x e x e xdx
du e dx v x
 
    
 
  
т. е., обозначая вычисляемый интеграл через I, будем иметь 
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  IxxeI x  cossin , 
откуда  
  Cxx
e
I
x
 cossin
2
. 
Очевидно, подобным способом можно вычислить любой интеграл 
вида  
dxbxeax sin  или dxbxe
ax
 cos . 
 
5. Интегрирование путем замены переменной  
 
Рассмотрим интеграл  dxxf )( . Введем новую переменную t форму-
лой 
)(xt  ,     (6.5) 
где t – некоторая дифференцируемая функция. Тогда dttdxtx )('),(  , 
а значит 
dtttfdxxf )(')]([)(  . 
Докажем, что 
 xtdtttfdxxf   )()]([)( .   (6.6) 
Для доказательства достаточно убедиться, что производные обеих 
частей этого равенства совпадают, т. е. что производная правой части рав-
на  xf . 
Используя (6.2), а также формулу для производной обратной 
функции, имеем 


















 

x
t
xt
x
xt
tdtttfdtttf
''
)(
'
)(
)(')]([)(')]([  
)()]([
)('
1
)(')]([)(')]([
)()()(
' xftf
t
ttftttf
xtxtxt
x 



, 
что и требовалось доказать.□ 
Пример 6.17. Вычислим интеграл dx
x
x
I 


1
. Для этого положим 
tx  , откуда 2tx  , а значит tdtdx 2 . Формула (6.6) дает 
xt
tdt
t
t
I



 2
12
. 
Но 
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  Cttdt
t
dt
t
t
dt
t
t
tdt
t
t














 arctg2
1
1
12
1
1)1(
2
1
22
1 22
2
2
2
2
, 
а значит 
  CxxI  arctg2 . 
Описанный метод называют методом замены переменной, или мето-
дом подстановки. 
Иногда замену переменной производят не по формуле вида (6.5), а 
сразу по формуле вида )(tx  . Укажем некоторые важные подстановки 
такого вида. 
1
o. Пусть интеграл содержит радикал вида 22 xa  . В этом случае 
удобна замена  
tax sin  (или tax cos ). Действительно, положив tax sin , получим 
tataaxa cossin 22222  , 
т. е. радикал исчезнет. 
Пример 6.18. Вычислим интеграл dx
x
x
I 


2
24
. Полагая 
tx sin2 , придем к интегралу  
Ctdt
t
dt
t
t
tdt
t
t






  ctg1
sin
1
sin
cos
cos2
sin4
cos2
22
2
2
. 
Возвращаясь к переменной х, получаем 

















 Ct
t
t
Ct
t
t
I
sin
sin1
sin
cos 2
 
C
x
x
x
C
x
x
x



































2
arcsin
4
2
arcsin
2
2
1 2
2
. 
2 . Пусть под интегралом содержится радикал вида 22 xa  . В 
этом случае удобны замены tax tg  (или tax ctg ) и tax sh . 
 Действительно, положив tax tg , будем иметь 
t
a
tataaxa
cos
tg1tg 222222  . 
Аналогично, если tax sh , то tataaxa chsh22222  . 
 Пример 6.19. Вычислим интеграл dx
x
x
I 


4
21
. Полагая tx tg , 
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получим 
     

tdtdt
t
t
tt
tdt
t
dt
ttg
tI sinsin
sin
cos
cossin
cos
cos
cos
1
4
434
4
24
 
    



CtC
t
C
t
2
3
2
3
3
ctg1
3
1
sin
1
3
1
3
sin
 
 
C
x
x
C
x









3
32
2
3
2 3
11
1
3
1
. 
Аналогично, полагая tax sh , будем иметь 
      Cttdtdt
t
t
tdt
t
t
I 3
2
4
2
4
cth
3
1
cthcth
sh
ch
ch
sh
ch
 
   
C
x
x
C
t
t





3
32
3
32
3
1
sh3
sh1
. 
3 . Пусть подынтегральная функция содержит радикал 
22 ax  . В 
этом случае удобно положить 
t
a
x
sin
  (или 
t
a
x
cos
 ) и tax ch . Действи-
тельно эти подстановки дают соответственно 
ta
t
aa
t
a
ax ctg1
sin
1
sin 2
2
2
2
22  ; 
tataataax sh1chch 222222  . 
 Пример 6.20. В интеграле   dxxI 1
2  положим tx ch . Полу-
чим 






  CttdttdtttdttI 2sh2
1
2
1
)12ch(
2
1
shsh1ch 22  
  



  CtttCttt ch1ch
2
1
chsh
2
1 2  
 2 2 21 11 Arch 1 ln 1
2 2
x x x C x x x x C          
  
. 
 
6. Таблица основных интегралов 
 
Приведем окончательную таблицу интегралов, которые полезно 
помнить при интегрировании.  
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1.  


C
a
x
dxx
a
a
1
1
, )1( a .  9.  

C
a
x
xa
dx
arcsin
22
. 
2. C
a
a
dxa
x
x  ln
. 10.  

C
a
x
aax
dx
arctg
1
22
. 
3. Cedxe
xx  . 11. C
x
x
dx
 2
tgln
sin
. 
4.   Cx
x
dx
ln . 12. C
x
x
dx








 24
tgln
cos
. 
5.   Cxxdx sincos . 13.   Cxxdx shch . 
6. Cxxdx  cossin . 14. Cxxdx  chsh . 
7. Cx
x
dx
 tg
cos2
. 15.   Cx
x
dx
th
ch2
. 
8. Cx
x
dx
 ctg
sin 2
. 16.   Cx
x
dx
cth
sh2
. 
 17. Caxx
ax
dx



22
22
ln . 
 
7. Комплексные числа и действия с ними 
 
Комплексным числом называется пара вещественных чисел а и b, 
рассматриваемая как единый “комплекс”, записываемый в виде biac  . 
Для этого “комплекса” вводятся арифметические действия по правилам, 
которые формулируются ниже. 
Числа а и b называются соответственно вещественной и мнимой ча-
стью комплексного числа biac  . Это записывают так: 
ca Re , cb Im . 
Если а=0, то вместо bic  0  пишут просто bic   и говорят, что в этом 
случае c– чисто мнимое число. Если b=0, то пишут, что c=а, и говорят, что 
в этом случае комплексное число превращается в вещественное. Следова-
тельно, множество всех вещественных чисел можно рассматривать как 
подмножество множества всех комплексных чисел. 
Если а=b=0, т. е. если ic 00  , то пишут, что c=0. 
Комплексные числа ibac 111   и ibac 222   называются равны-
ми, если. 2121 , bbaa   Иными словами,  
2121 ReRe cccc  , 
21 ImIm cc  . 
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Комплексное число bia   называется сопряженным по отношения к 
числу biac   и обозначается c . Очевидно, равенство cc   есть необхо-
димое и достаточное условие вещественности числа c. 
Число 22 bar   называется модулем комплексного числа 
biac   и обозначается c . Очевидно, что всегда cc  . Если c – веще-
ственное, т. е. iac  0 , то  
aaac  222 0 . 
Таким образом, в этом случае модуль комплексного числа превраща-
ется в абсолютную величину вещественного числа. 
Суммой комплексных чисел ibac 111   и ibac 222   называется 
комплексное число, обозначаемое 21 cc   и равное  
    ibbaacc  212121  ,    (6.7) 
т. е. при сложении комплексных чисел складываются (по определению!) 
отдельно их вещественные и мнимые части. 
Из (6.7), в частности, следует, что 
    aiabiabia 202  , 
т. е.  
ccc Re2      (6.8) 
Далее, на основании правила (6.7), можно написать, что 
   biiabia  00 . 
Этот факт оправдывает то, что любое комплексное число записывается 
именно в виде суммы слагаемых а и bi. 
Лемма 6.1. Сопряженное суммы комплексных чисел равно сумме 
чисел, сопряженных каждому слагаемому, т. е. 
2121 cccc       (6.9) 
Это сразу следует из (6.7). 
Разностью комплексных чисел 1c  и 2c  называется такое число c, что  
12 ccc  . Отсюда и из (6.7) следует, что если ibacibac 222111 ,  , 
то 
    ibbaacc  212121 . 
Произведением комплексных чисел ibac 111   и ibac 222   назы-
вается число 
    ibbaabbaacc  2121212121 .  (6.10) 
В частности, если m – вещественное число, то  
         mbimaiambbmabiaimbiam  000 . 
Из формулы (6.10) следует, что комплексные числа можно перемно-
жать по правилу перемножения двучленов и при этом полагать, что 
12 i . Действительно, это правило дает  
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    2211221212211 ibbibaibaaaibaiba  
    ibababbaa  12212121 . 
Поэтому, в частности,  
   22222 baibabiabia  , 
т. е.  
2
ccc  . 
 Если bic  , то 2222 bibc  , т. е. 02 c . Поскольку квадрат лю-
бого действительного числа не может быть отрицательным, то именно по-
этому числа вида bi называют мнимыми, т. е. “воображаемыми”. 
В частности, поскольку равенство 12 i  позволяет условно напи-
сать, что 1i , то число i называют мнимой единицей. 
Далее, из равенства 12 i  следует, что  
iiiiiiiiiiiii  453423 ;1;  и т. д. 
Лемма 6.2. Сопряженное произведение комплексных чисел равно 
произведению Чисел, сопряженных каждому из сомножителей, т. е.  
2121 cccc      (6.11) 
Это непосредственно вытекает из (6.10). 
Поскольку (6.11) верно для любого числа сомножителей, то  
 nn cc  .     (6.12) 
Теорема 6.4. Если Р(с) – многочлен с вещественными коэффициен-
тами, то  
   cPcP  .       (6.13) 
Действительно, пусть 
  nn
nn PcPcPcPcP  

1
1
10 ... . 
Тогда, используя (6.9), (6.11), (6.12) и вещественность чисел nPPP ...,,, 10 , 
получим 
   



nn
nn
nn
nn PcPcPcPPcPcPcPcP 1
1
101
1
10 ......  
     cPPcPcPcPPcPcPcP nn
nn
nn
nn  



1
1
101
1
10 ...... , 
что и требовалось доказать. □ 
Деление комплексных  чисел определяется как действие, обратное 
умножению. Число yixz   называется частным чисел ibac 111   и 
ibac 222  , если 12 czc  , т. е., если 
   ibayixiba 1122  . 
Используя (6.9) и приравнивая отдельно вещественные и мнимые части, 
получим  
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




,
,
122
122
byaxb
aybxa
 
а значит  
2
2
2
2
2112
2
2
2
2
2121 ,
ba
baba
y
ba
bbaa
x





 .   (6.14) 
Отсюда следует, что деление комплексных чисел можно произво-
дить, умножая числитель и знаменатель на число, сопряженное знаменате-
лю. Действительно, 
2
2
2
2
2112
2
2
2
2
2121
2222
2211
22
11
))((
))((
ba
ibaba
ba
bbaa
ibaiba
ibaiba
iba
iba











, 
что равносильно (6.14). 
Пример 6.21. i
iii
i
i
29
23
29
14
29
)158()620(
425
)25)(34(
25
34








. 
Пример 6.22. i
i
i
i




2
1
. 
 
8. Геометрическая форма комплексных чисел 
 
 Поскольку комплексное число есть па-
ра двух вещественных чисел, то его можно 
изображать в виде точки на плоскости. Эту 
плоскость называют комплексной плоско-
стью. Числа а и b играют роль координат 
точки с в этой плоскости, рис. 6.1. Точки с и 
c , очевидно, симметричны относительно оси 
Оx. Если b=0,т. е., если с=а, то эта точка ле-
жит на оси Ox. Если же а=0, т. е. с=bi, то 
точка принадлежит оси Оy. Иными словами, оси Оx и Оy есть геометриче-
ские изображения множества всех вещественных и всех чисто мнимых чи-
сел, соответственно. В связи с этим ось Оx называют вещественной, а ось 
Оy – мнимой осью комплексной плоскости.  
Запишем теперь выражение с=а+bi так  
ibac  1 . 
Это позволяет изображать комплексное чис-
ло в виде вектора комплексной плоскости, 
рис. 6.2. Числа ca Re  и cb Im  играют 
роль проекций вектора с на оси Оx и Oy, а 1 
и i можно рассматривать как “орты” этих 
осей (последнее является еще одной мотиви-
ровкой термина “мнимая единица”). 
 y 
 x 
 0  a 
 b 
Рис.6.2
. 
 с 
с=a+bi 
 y 
 x 
 0  a 
 b 
Рис.6.1
. 
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Векторная трактовка комплексных чисел позволяет придать модулю 
комплексного числа простой геометрический смысл. Число c , очевидно, 
есть не что иное, как длина вектора с.  
Правило (6.7) сложения комплексных чисел также становится теперь 
естественным, если вспомнить, что при сложении векторов складываются 
их одноименные проекции. 
Полученное ранее равенство (6.8) стано-
вится совершенно очевидным с геометриче-
ской точки зрения (см. рис. 6.3). 
Рассматривая комплексные числа как 
векторы, заключаем, что вычитание комплекс-
ных чисел можно производить как вычитание 
векторов. Очевидно, что величина 21 cc   равна расстоянию между точ-
ками 1c  и 2c , рис. 6.4. 
Таким образом, модуль разности комплексных чисел геометрически пред-
ставляет собой расстояние между соответствующими точками  комплекс-
ной плоскости. Далее, из известного свойства треугольника, получаем (см. 
рис. 6.5), что для любых 1c  и 2c  
2121 cccc  . 
При этом равенство имеет место тогда и только тогда, когда 12 mcc  , где 
m – вещественное положительное число.  
 
9. Тригонометрическая форма комплексных чисел 
 
Угол  между вектором c и осью Оx называется аргументом ком-
плексного числа c и обозначается cArg . Определяется он с точностью до 
2. Поэтому вводят в рассмотрение т. н. главное значение аргумента, кото-
рое обозначается carg  и изменяется в промежутке ],[  . 
Таким образом,  
ncc π2argArg  . 
Далее, имеем 
 cosra ,  sinrb ,    (6.15) 
 с2 
x 
0
 с1-с2  
 y 
Рис. 6.4 
 с1-с2  с1 21 cc   
1c  
2c  
0 x 
Рис. 6.5 
 y 
 0 
 a 
 y 
 x 
Рис.6.3 
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а значит  
)sin(cos  irbia . 
Правая часть этого равенства и есть тригонометрическая форма комплекс-
ного числа (выражение а+bi называется алгебраической формой этого 
числа). 
Из (6.15) находим  
a
b
tg . 
Это равенство вместе с равенством 22 bar   служит средством пере-
хода от алгебраической формы комплексного числа к тригонометрической 
его форме. Очевидно, этот переход означает не что иное, как переход в 
комплексной плоскости от декартовых координат к полярным. 
Пример 6.23. Представим в тригонометрической форме число 
ic  3 . 
Имеем  
213 r ,  
63
1
arctg

 , 
а значит 





 



6
sin
6
cos2 ic . 
Пусть даны два комплексных числа: 
 1111 sincos  irc  и  2222 sincos  rc  
Тогда, на основании правила (6.10) и замечания к нему,  
    212121212121 sincoscossinsinsincoscos  irrcc , 
т. е. 
    21212121 sincos  irrcc .  (6.16) 
Итак, при перемножении комплексных чисел их модули перемно-
жаются, а аргументы складываются. Очевидно, это правило верно и при 
большем числе сомножителей. 
В частности, если перемножаются n одинаковых сомножителей, то 
получим т. н. формулу Муавра: 
     ninrir nn sincossincos .  (6.17) 
Кроме того, из (6.18), и из определения частного комплексных чисел 
находим 
)]sin()[cos(
)sin(cos
)sin(cos
2121
2
1
222
111 


i
r
r
ir
ir
. 
Рассмотрим теперь извлечение корня из комплексного числа. Пусть 
требуется вычислить, например, 5 44 i . 
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Имеем )45sin45(cos3244  ii  . Положим )sin(cos445  iri . 
Тогда формула Муавра дает 
)45sin45(cos32)5sin5(cos5  iir  , 
откуда 
325 r , 45cos5cos  , 45sin5sin  , 
а значит 
2r , n  360455 . 
Из последнего соотношения находим  
n  729 . 
Поэтому 
91  , 
 817292  , 
 22521694  , 
 29728895  . 
В соответствии с этим получаем 5 различ-
ных значений корня: 
   ,81sin81cos2,9sin9cos2 21  icic 
 ,153sin153cos23  ic 
  iiic 





 1
2
1
2
1
2225sin225cos24
 , 
  297sin297cos25 ic  . 
Приведенное решение фактически содержит в себе описание метода вы-
числения n c , при произвольных с и n. 
 
10. Последовательность комплексных чисел и ее предел 
 
Пусть заданы две последовательности вещественных чисел 
  ...;,...,,, 21 nn xxxx     ....,...,,, 21 nn yyyy   По ним можно построить по-
следовательность комплексных чисел  
  ....,,, 2211 nnnn iyxiyxiyxiyx   
Число biac   называется пределом последователь-
ности  nnn iyxr  , если  
0lim 

czn
n
.   (6.18) 
В этом случае пишут, что n
n
zc

 lim . 
Геометрически равенство (6.20) означает, что 
для любого 0  существует такое N(), что при лю-
бом Nn   точка nz  находится в  – окрестности точки 
 с 
 zn 
 y 
 x 
0 
Рис.6.7 
  
 y 
 
  
3c  
2c  
 x 
4c  
5c  
Рис. 6.6 
1c
 
210  
c. 
Перепишем (6.18) так 
0)()(lim 22 

byax nn
n
. 
Отсюда следует, что axn
n


lim , byn
n


lim . 
Итак, равенство czn
n


lim  равносильно одновременному выполне-
нию двух равенств: 
czn
n
ReRelim 

, czn
n
ImImlim 

. 
Пусть теперь 
)sin(cos nnnn irz  , )sin(cos  ic . 
Поскольку 22 nnn yxr  , то 

2222 limlimlim bayxr n
n
n
n
n
n
. 
Аналогично, поскольку 
n
n
n
x
y
tg , то  


tgtglim
a
b
n
n
, 
откуда следует, что 


n
n
lim . 
При этом предполагается, что nn zarg , carg , а nx  и ny  не 
стремятся одновременно к нулю. 
Итак, если 0c , то  
czcz n
n
n
n


limlim ; czn
n
argarglim 

.
)
 
 
11. Комплексная степень числа е 
 
Известно, что для любого вещественного а будет 
a
n
n
e
n
a








1lim . 
Заменим здесь а на комплексное число biac   и положим по оп-
ределению, что 
n
n
c
n
c
e 







1lim ,    (6.19) 
                                                 
)
 Второе из этих равенств верно, если условиться равенства carg  и carg  счи-
тать равносильными. 
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т. е.  
n
n
bia
n
bia
e 




 


 1lim . 
Для вычисления стоящего справа предела положим 
)sin(cos1 nnn ir
n
bia


 . 
Тогда 
)sin(cos1 nn
n
n
n
ninr
n
bia





 
 , 
а значит, по доказанному выше, 









 




 









 


n
n
n
n
n
n
n
n
n
ninr
n
bia
limsinlimcoslim1lim . (6.20) 
Но, поскольку i
n
b
n
a
n
bia








 11 , то  
2
22
1
n
b
n
a
rn 





 , 
а значит  
a
n
n
n
n
n
n
n
n
e
n
a
n
ba
n
a
n
b
n
a
r 













 

















22
2
222
2
22 2
1lim
2
1lim1limlim . 
Здесь мы молча предполагали, что 0a , в силу чего 







n
a
n
ba 2
0
2
22
 при 
n . Но если 0a , то  
0
2
2
2
11limlim e
n
b
r
n
n
n
n
n











, 
т. е. полученный выше результат верен и для 0a . 
Далее, 
an
b
n
a
n
b
n




1
tg , 
т. е. при n  будет 
n
b
n tg , а значит и 
n
b
n  , т. е. 
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nn
b n
n

 , 
где 0lim 

n
n
. Но тогда 
nn bn  , 
откуда  
bn n
n


lim . 
Подставляя оба результата в (6.20), получим 
)sin(cos bibee abia  .   (6.21) 
Итак, равенство (6.19), являющееся определением комплексной степени 
числа е, приводит к формуле (6.21), по которой величина находится очень 
просто. При 0a  имеем из (6.21) 
bibebi sincos  .       (6.22) 
Из (6.21) и (6.22) следует, в частности, что  
biabia eee  .       (6.23) 
Покажем, что если 1c  и 2c  произвольные комплексные числа, то 
2121 cccc eee
 . 
Действительно, пусть ibacibac 222111 ,  . Тогда, в силу 
(6.21), (6.16), (6.22) и (6.23), 
    )sin(cos)sin(cos 2211 2121 bibebibeee aacc  
    ibbaaaa eebbibbe )(2121 212121 )sin()cos(  
,2122112121
)()()()( ccibaibaibbaa
eee
   
что и требовалось доказать.□ 
Далее, поскольку 1sincossincos 22  bibbib , то из (6.21) 
следует, что 
abia ee  , 
т. е.  
cc ee Re . 
Аналогично из (6.21) имеем 
be bia Arg , 
т. е. 
cec ImArg  . 
Здесь под ceArg  подразумевается одно из значений аргумента числа 
ce . 
Заменим в (6.21) b на –b. Получим 
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)sin(cos bibee abia  . 
Но это можно переписать так 
)sin(cos bibee abia   
или 
biabia ee   , 
т. е. 
cc ee  . 
Пример 6.24. По формуле (6.21) имеем 
)1(
24
sin
4
cos
2
24
2
i
e
iee
i





 





. 
Пример 6.25. Аналогично 
1sincos  ie i , 
т. е. комплексная степень числа е может быть и  вещественным числом. 
Из результата последнего примера следует, что три важнейших кон-
станты математики: , е, и i связаны простой зависимостью  
1ie . 
 
12. Понятие о комплекснозначных функциях 
 
Пусть u(x) и v(x) – вещественные функции, заданные в некоторой об-
ласти Е. 
Построим по ним функцию 
     xivxuxf  . 
Она называется комплекснозначной функцией, заданной в области Е. На 
нее переносятся все основные определения и теоремы, рассмотренные ра-
нее для вещественных функций. Например, функция f(x) называется не-
прерывной в точке Ex 0 , если )()(lim 0
0
xfxf
xx


. Но это равенство, в 
силу доказанного выше, распадается на два равенства 
)()(lim 0
0
xuxu
xx


, )()(lim 0
0
xvxv
xx


. 
Таким образом, комплекснозначная функция непрерывна в данной 
точке тогда и только тогда, когда в этой точке непрерывна ее вещественная 
и мнимая части. 
Производная функции      xivxuxf   определяется обычной 
формулой: 
x
xf
xf
x 


)(
lim)('
0
 , 
откуда легко следует, что  
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     xvixuxf  .    (6.24) 
Следовательно, дифференцируемость комплекснозначной функции равно-
сильна дифференцируемости ее вещественной и мнимой частей.  
Если а – вещественное число, то   axax aee  . Докажем, что для лю-
бого c будет 
  cxcx cee ' , 
т. е. 
  xbiaxbia ebiae )(')( )(   .   (6.25) 
Имеем 
bxiebxebxibxeee axaxaxbxiaxxbia sincos)sin(cos)(   . 
Отсюда, на основании (6.24), находим 
     bxbebxaeibxbebxaee axaxaxaxxbia cossinsincos  
     )sin)(cos(]sincossincos[ bxibxbiaebxibxbibxibxae axax  
,)( )( xbiaebia   
что и требовалось доказать. □ 
Интеграл функции      xivxuxf   определяется формулой 
   dxxvidxxudxxf )()()( . 
Отсюда, в частности, следует, что 
  dxxfdxxf )(Re)(Re ,  dxxfdxxf )(Im)(Im   . (6.26) 
Формула (6.25) позволяет написать соответствующую формулу ин-
тегрирования 
C
bia
e
dxe
xbia
xbia 





)(
)( .   (6.27) 
Эта формула оказывается полезной при вычислении некоторых ин-
тегралов. 
Пример 6.24. Пусть требуется вычислить интеграл  bxdxe
ax sin . 
Имеем  
  xbiabxiaxaxax eebxibxebxdxe )(ImIm)sin(cosImsin   , 
а значит, в силу второй из формул (6.26) и формулы (6.27) 











 


)]sin)(cosIm[(
))(sin(cos
Im
)sin(cos
ImImImsin
2222
)(
)(
bxibxbia
ba
e
ba
biabxibx
e
bia
bxibxe
bia
e
dxebxdxe
ax
ax
axxbia
xbiaax
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.)cossin(
22
Cbxbbxa
ba
eax


  
Описанный метод удобен и для вычисления интегралов более обще-
го вида: 
 bxdxex
ax sin)(  или  bxdxex
ax cos)( , где Р(х) – некоторый многочлен. 
Например, 

 dxexbxdxex xbiaax )()(Recos)(  , 
а последний интеграл вычисляется путем n–кратного интегрирования по 
частям, где n – степень многочлена. 
 
13. Показательная форма и логарифм комплексного числа 
 
Возьмем комплексное число )sin(cos  irc . На основании фор-
мулы (6.22) перепишем его так  
irec  . 
Это – так называемая показательная форма комплексного числа. Ее можно 
представить и в таком виде 
ciecc arg . 
Если последнее равенство формально прологарифмировать по основанию 
е, то получим 
cicc arglnln   .    (6.28) 
Например, 
ii  3ln3ln)3ln( , 
iii
4
2ln3
4
8ln)22ln(



 , 
и т. д. 
Таким образом, формула (6.28) обобщает понятие логарифма не 
только на отрицательные вещественные, но даже и на комплексные числа. 
Если же c – вещественное положительное число, то cc  , 0arg c , и 
формула (6.28) дает cln  в обычном понимании логарифма.  
Примечание. Поскольку Arg c определяется не однозначно, а с точ-
ностью до 2n, то и логарифм комплексного числа есть многозначная 
функция. По определению, логарифм комплексного числа дается форму-
лой 
cicc ArglnLn  . 
Взяв вместо аргумента его главное значение carg , получим т. н. 
главное значение логарифма, определяемое формулой (6.28). 
Очевидно,  
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)2(arglnLn ncicc  , 
т. е.  
ncc  2lnLn . 
 
14. Формулы Эйлера 
 
Заменив в формуле (6.22) b на x и на –x, получим  
xixexi sincos  , xixe xi sincos  . 
Разрешая эти равенства относительно xcos  и xsin , будем иметь : 
2
cos
xixi ee
x

 , 
i
ee
x
xixi
2
sin

 . 
Эти формулы называют формулами Эйлера. Они, в частности, дают 
новую иллюстрацию аналогии между тригонометрическими и гиперболи-
ческими функциями. Очевидно, их можно переписать так 
xix chcos  , 
i
xi
x
sh
sin  . 
Пример 6.25. Применим формулы Эйлера к вычислению сумм  
 nsin...2sinsin . 
Имеем  

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





i
ee
i
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i
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n
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2
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22
sin...2sinsin
22
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

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.
2
sin2
2
sin
2
sin2
2
)1(
sin
2
sin2
2
)1(
cos
2
)1(
cos
2
)1(
sin
22 








 



nnnnn
 
Окончательно  
2
sin
2
sin
2
)1(
sin
sin...2sinsin





nn
n . 
 
15. Разложение многочлена на множители 
 
Рассмотрим произвольный многочлен 
  nn
nn pxpxpxpxP  

1
1
10 ... , 
коэффициенты nppp  ..., , , 10  которого, вообще говоря, комплексные. На 
основании т.н. основной теоремы алгебры он имеет по крайней мере один 
корень 1x  (вещественный или комплексный). В этом случае он делится без 
остатка на 1xx  , а значит  
)()()( 11 xxxx   , 
где )(1 x  – многочлен (n–1)–й степени. Он также имеет по крайней мере 
один корень 2x , а значит  
)()()( 221 xxxx   , 
так что 
)())(()( 221 xxxxxx   . 
Отсюда следует, что 2x  одновременно является корнем и многочлена 
)(x . 
Многочлен )(2 x  (n–2)–й степени имеет корень 3x , откуда следует, 
что 
)())()(()( 3321 xxxxxxxx   , 
а значит 3x  есть корень и многочлена )(x , и т.д. Наконец, многочлен 
)(1 xn  1–й степени имеет корень nx , а значит, окончательно,  
)(...))(()( 210 nxxxxxxpx  .  (6.29) 
Здесь nxxx ...,,, 21  – корни многочлена )(x . Если они попарно раз-
личны, их называют простыми. Если же среди них имеется k одинаковых, 
то их общее значение называется k – кратным корнем многочлена )(x . 
Иными словами, x* – k–кратный корень многочлена )(x , если )(x  
представим в виде  
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)(
~
*)()( xxxx k   , 
где 0*)(
~
x  (если бы было 0*)(
~
x , то кратность корня x*, очевидно, 
была бы большей, чем k). 
Теорема 6.5. Если x* – k–кратный корень многочлена )(x , то он 
одновременно является (k–1) – кратным корнем его производной )(x  . 
Действительно, пусть 
  )(~*)( xxxx k   . 
Тогда 
  )(
~
*)()(
~
*)()( 1 xxxxxxkx kk   
 )(~*)()(~*)( 1 xxxxkxx k    , 
т. е. 
  )(*)( 1 xxxx k 
 ,   (6.30) 
где  
)(
~
*)()(
~
)( xxxxkx  

. 
Поскольку *)(
~
*)( xkx  

, а 0*)(
~
x , то 0*)( x

. Но тогда из (6.30) и 
следует, что x* – (k–1) – кратный корень многочлена )(x .  
Простой корень многочлена можно рассматривать как частный слу-
чай кратного (с кратностью, равной 1). Поэтому будем считать, что много-
член )(x  имеет корни nxxx ...,,, 21 , кратности которых равны соответст-
венно mkkk ,...,, 21 . Тогда, объединяя в (6.29) одинаковые сомножители, по-
лучим  
mk
m
kk
xxxxxxpx )(...)()()( 21 210  . 
Представим теперь, что все коэффициенты многочлена )(x  – ве-
щественные. 
Теорема 6.6. Если biac   – корень многочлена с вещественными 
коэффициентами, то и biac   является его корнем. 
Действительно, пусть 0)( c . Тогда и 0)( c , или, на основа-
нии (6.15),   0c , что и требовалось доказать.□ 
Из доказанной теоремы следует, что комплексные корни принадле-
жат многочлену парами, т. е. многочлен (с вещественными коэффициента-
ми!) может иметь лишь четное число комплексных корней: 0, 2, 4 и т. д. 
Пусть bia   – пара взаимно сопряженных корней многочлена )(x . 
Ей отвечает в (6.31) выражение 
 ])][()[()]()][([ biaxbiaxbiaxbiax  
).(2)( 22222 baaxxbax   
Итак, паре взаимно сопряженных комплексных корней в разложении 
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многочлена соответствует квадратный трехчлен вида hgxx 2  с ком-
плексными корнями. Если bia   – пара корней l–й кратности, то ей отве-
чает в (6.29) выражение lhgxx )( 2  . 
Таким образом, в самом общем случае многочлен )(x  с веществен-
ными коэффициентами можно разложить на множители следующим обра-
зом: 
sr l
ss
lk
r
kk
hxgxhxgxxxxxxxpx )(...)()(...)()()( 211
2
210
121  . (6.31) 
Здесь rxxx ,...,, 21  – вещественные корни многочлена с кратностями 
rkkk ,...,, 21 , а остальные s множителей отвечают парам взаимно сопряжен-
ных комплексных корней кратностей slll ,...,, 21  соответственно. При этом, 
очевидно, nlllkkk sr  2...22... 2121 , где n – степень много-
члена. 
Пример 6.26. Пусть многочлен )(x  – имеет корни 
,3,2,1,1,1 54321 ixxxxx   
.2,2,3,3,3 109876 ixixixixix   
Тогда 
)4)(106)(2()1()( 2230  xxxxxpx . 
Число 0p  здесь, разумеется, произвольно. 
 
16. Рациональные дроби и их разложение на простейшие 
 
Дробно–рациональной функцией, или просто рациональной дробью, 
называют выражение вида 
)(
)(
xQ
x
, где )(x  и )(xQ  – многочлены. Если 
степень числителя ниже степени знаменателя (это записывают так: 
)(deg)(deg xQx  ), то дробь называют правильной. Если же 
)(deg)(deg xQx  , дробь называют неправильной. 
Очевидно, что всякая неправильная дробь 
)(
)(
xQ
x
 путем непосредственного 
деления )(x на )(xQ может быть представлена в виде 
)(
)(
)(
)(
)(
xQ
xR
xN
xQ
x


,    (6.32) 
где )(xR  – остаток от деления. Например, 
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,124
42
326
28147
2137
1731263
42323
2
2
23
23
2234
2234







x
xx
xx
xxx
xxx
xxxxx
xxxxxx
 
так что 
42
124
173
42
323
2
2
2
234





xx
x
xx
xx
xxxx
. 
Многочлен  xN  в равенстве (6.32) называется целой частью непра-
вильной дроби 
)(
)(
xQ
x
. Его степень равна разности степеней числителя и 
знаменателя. Поскольку дробь 
)(
)(
xQ
xR
, очевидно, правильная, то из (6.32) 
следует, что всякая неправильная дробь может быть сведена к правильной 
путем выделения целой части. 
Пусть 
)(
)(
xQ
x
 – правильная рациональная дробь. Будем считать, что 
)(x и )(xQ не имеют общих корней, так как в противном случае )(x и 
)(xQ  имели бы общие множители, и дробь можно было бы на них сокра-
тить. 
Пусть, далее, kx ~ –кратный корень многочлена )(xQ . Тогда 
(x))~()( 1QxxxQ
k , причем 0)~(1 xQ . Докажем, что в этом случае дробь 
)(
)(
xQ
x
 может быть представлена в виде 
)()~(
)(
)~()()~(
)(
1
1
10
1 xQxx-
x
xx
A
xQxx
x
k-kk





, 
где 00 A  – некоторое число, а второе слагаемое справа есть правильная 
дробь. 
Для доказательства напишем тождество 
   
   xQxx
xQΑxΡ
xx
A
xQxx
x
kkk
1
100
1
~)~()()~(
)(







. 
Здесь 0  – произвольное число. Подберем его так, чтобы многочлен 
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)()( 10 xQx    делился на xx
~ . Для этого положим 0)~()~( 10  xQx  , 
откуда 
)~(
)~(
1
0
xQ
x
  . Поскольку 0)~( x , то 0  отлично от нуля и нахо-
дится однозначно. 
При этом значении 0  получим 
)()~()()( 110 xxxxQx   . 
Сокращая дробь 
)()~(
)()(
1
10
xQxx
xQx
k
 
 на )~( xx  , представим ее в виде 
)()~(
)(
1
1
1
xQxx
x
k

. До сокращения эта дробь была правильной, так как сте-
пени многочленов )(x и )(1 xQ  ниже степени знаменателя. После сокра-
щения эта дробь также останется правильной, что и требовалось доказать.□ 
Применяя доказанное только что утверждение к дроби 
)()~(
)(
1
1
1
xQxx
x
k

, получим 
)()~(
)(
)~()()~(
)(
1
2
1
1
1
1
1
1
xQxx
x
xx
A
xQxx
x
k-k-k 



 

, 
где второе слагаемое справа есть правильная дробь, и т. д. Окончательно 
будем иметь 
)(
)(
~...
)~()~()~()()~(
)(
1
k
2
2
1
10
1
xQ
x
xx
A
xx
Α
xx
Α
xx
A
xQxx
x k
kkkk










 
, 
где 
)(
)(
1 xQ
x
 – правильная дробь. Если )(1 xQ  имеет другие вещественные 
корни, то к ней также можно применить доказанное только что утвержде-
ние. Итак, если )(xQ имеет корни: корень 1x  кратности 1k , корень 2x  
кратности 2k , …, корень nx  кратности nk , то есть, если 
mk
m
kk
xxxxxxxQ )(...)()()( 21 21  , а )(x  – любой несократимый с 
)(xQ  многочлен, такой, что )(deg)(deg xQx  , то дробь 
)(
)(
xQ
x
 можно 
представить в виде 

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Обратимся теперь к случаю, когда знаменатель правильной дроби 
)(
)(
xQ
x
 имеет комплексные корни, т. е. пусть )()()( 1
2 xQqpxxxQ l , где 
)(1 xQ  не делится на qpxx 
2 . Докажем, что в этом случае дробь 
)(
)(
xQ
x
 
можно представить в виде 
)()(
)(
)()()(
)(
1
12
1
2
00
1
2 xQqpxx
x
qpxx
x
xQqpxx
x
lll 






, (6.33) 
где второе слагаемое справа есть правильная дробь. 
Запишем тождество 
)()(
)()()(
)()()(
)(
1
2
100
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00
1
2 xQqpxx
xQxx
qpxx
x
xQqpxx
x
lll 







. 
Здесь 0  и 0  – произвольные числа. Подберем их так, чтобы многочлен 
)()()( 100 xQxx    делился на qpxx 
2 . Это будет в том случае, 
если корни трехчлена qpxx 2  (обозначим их a+bi и a–bi) будут в то же 
время корнями многочлена )()()( 100 xQxx   . Действительно, в 
этом случае )()()( 100 xQxx    делится на разности x–(a+bi) и x–(a–
bi), а значит и на их произведение, равное qpxx 2 . Итак, положим 
0)(])([)( 100  biaQbiabia  , 
откуда 
)(
)(
)(
1
00
biaQ
bia
bia




 . 
Правая часть есть некоторое комплексное число vi , т. е. 
ibia  00 )(  , 
а значит 





,
,
0
00
b
a


 
откуда 
b

0 , 
b
a
0 . 
Итак, если взять именно эти значения 0  и 0 , то дробь 
)()(
)()()(
1
2
100
xQqpxx
xQxx
l
 
 сократится на qpxx 2 , и мы придем к равен-
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ству (6.32). 
Применяя те же рассуждения к правильной дроби 
)()(
)(
1
12
1
xQqpxx
x
l

, получим 
)()(
)(
)()()(
)(
1
22
2
12
11
1
12
1
xQqpxx
x
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x
xQqpxx
x
lll  






, 
и т. д. Следовательно  




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

 
...
)()()()(
)(
12
11
2
00
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2 lll qpxx
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x
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)(
)(
1
2
11
xQ
x
qpxx
x lll  


  , 
причем если )(1 xQ  имеет другие комплексные корни, то правильная дробь 
)(
)(
1 xQ
xl  может быть разложена подобным же образом. 
Объединяя случаи вещественных и комплексных корней, можно счи-
тать доказанным следующее утверждение.  
Теорема 6.7. Любая правильная рациональная дробь 
)(
)(
xQ
x
, где мно-
гочлен )(xQ  имеет вид (6.31), может быть, и притом единственным обра-
зом, представлена в виде 
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
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F
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F
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
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2
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l
ss qxpx
WxV
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
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Дроби, стоящие в правой части, можно разделить на 4 группы: 
1
o. дробь вида 
ax 

; 
2
o. дробь вида 
kax )( 

, где 2k ; 
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3
o. дробь вида 
qpxx
NMx


2
; 
4
o. дробь вида 
lqpxx
NMx
)( 2 

, где 2l . 
Эти дроби называют простейшими дробями соответственно 1, 2, 3 и 
4 типов. Поэтому теорему 6.7 можно переформулировать так. 
Теорема 6.7. Любая правильная рациональная дробь единственным 
образом может быть разложена на конечное число простейших дробей 1, 2, 
3 и 4 типов. 
Заметим, что выражение “простейшая дробь” значит, что такая дробь 
не может быть разложена на еще более простые дроби. 
Пример 6.27. Разложим на простейшие дробь 
)22()1(
1018123
22
23


xxx
xxx
. 
Имеем  
221)1()22()1(
1018123
2222
23









xx
DCx
x
B
xxxx
xxx 
. (6.33) 
Отсюда  
 )22)(1()22(1018123 2223 xxxBxxxxx   
)22)(( 2  xxDCx , 
т. е. 
 CxCxCxBBxBxBxBxBxxx 232232 2222222   
.10181232 232  xxxDDxDx  
Поскольку (6.33) должно быть тождеством, то и последнее равенство 
есть тождество. Поэтому приравниваем в нем коэффициенты при одинако-
вых степенях x. Получим 











.1022
,18242
,1223
,3
DBA
DCBA
DCBΑ
CB
 
Умножим 2-е уравнение на 2 и из результата вычтем 3-е уравнение. Будем 
иметь 
632  CB . 
Решая это уравнение совместно с 1-м, находим 3,0  BC . 
Теперь 2-е и 4-е уравнения дают 





,42
,3
DA
DΑ
 
отсюда 
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2,1  DA . 
Подставим это в (6.33), получим окончательно 
22
2
1
3
)1(
1
)22()1(
1018123
2222
23








xxxxxxx
xxx
. 
Описанный метод нахождения чисел А, В, С и D называется методом 
неопределенных коэффициентов. 
Пример 6.28. На основании теоремы 6.7 имеем 









2)2()2()54()3()2(
5
232223 x
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Α
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.
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


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xx
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x
E
x
D
 
Неизвестные числа А, В, …, L могут быть найдены тем же методом. 
 
17. Интегрирование рациональных дробей 
 
Рассмотрим сначала интегрирование простейших дробей всех 4-х 
типов. Имеем 
;ln CaxAdx
ax
A


 
.
))(1(1
)(
)( 1
1
C
axk
A
C
k
ax
Adx
ax
A
k
-k
k






 

  
Интегрирование простейших дробей 3-го и 4-го типов целесообраз-
нее рассмотреть на конкретных примерах. Для дроби 3-го типа имеем 












  dxx
xd
dx
xx
xxd
dx
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x
dx
xx
x
4)1(
)1(
4
52
)52(
2
3
52
4)22(
52
13
22
2
2
2
3
2
 
.
2
1
arctg2)52ln(
2
3 2 C
x
xx 

  
Аналогично поступим и с простейшей дробью 4-го типа: 
 





dx
xx
x
dx
xx
x
32
4
2
3
32 )52(
)22(
)52(
13
 
 
 
 
  
213232
2
4
2
3
41
1
4
52
52
2
3
II
x
xd
xx
xxd






  . 
Очевидно,  
C
xx
I 


221 )52(2
1
. 
Для вычисления интеграла 2I  положим tx  tg21  . Получим  
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

  dtt
t
t
dt
t
dt
t
I 4
2
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23262
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32
1
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)1(tg2
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  dtttdtt )2cos2cos21(128
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
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

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
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


  
Окончательно  

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
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

 2232 )52(4
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
  
Пусть теперь требуется вычислить интеграл  dxxQ
x
)(
)(
, где 
)(
)(
xQ
x
 – 
вообще говоря, неправильная рациональная дробь. На основании (6.29) на-
ходим  
   dxxQ
xR
dxxdx
xQ
x
)(
)(
)(
)(
)(


. 
Для вычисления интеграла  dxxQ
xR
)(
)(
 раскладываем правильную дробь 
227  
)(
)(
xQ
x
 на простейшие дроби и интегрируем каждую из них. 
Итак, интегрирование всякой рациональной дроби сводится к интег-
рированию многочлена и простейших дробей различных типов. 
Пример 6.29. Вычислим интеграл 


dx
xx
xx
)1()1(
123
22
2
. 
Подынтегральная дробь – правильная. Имеем 
11)1()1()1(
123
2222
2









x
DCx
xxxx
xx 
, 
откуда 
123)12()()1)(1()1( 2222  xxxxDCxxxx  . 
т. е. 
 DDxDxCxCxCxxxxAx 22 223232   
123 2  xx . 
Получим  









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DCB
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т. е. 
11,,11,   DC . 
Итак 
1
1
1
1
)1(
1
)1()1(
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2222
2








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x
x
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. 
Значит 
Cxxx
x
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xx
xx





 arctg)1ln(2
1
1ln
1
1
)1()1(
123 2
22
2
. 
Примечание. Существуют достаточно широкие классы интегралов, 
вычисление которых, после соответствующих подстановок, сводится к ин-
тегрированию рациональных дробей. Однако в прикладных задачах такие 
интегралы встречаются сравнительно редко. Поэтому мы ограничимся 
рассмотрением лишь одной группы таких интегралов. 
 
18. Интегрирование рациональных тригонометрических выражений 
 
Под ),...,,( lbaR  будем подразумевать выражение, в которое величи-
ны a,b,…,l входят рационально, т. е. над ними в этом выражении произво-
228  
дятся только рациональные действия. Иными словами, такое выражение 
представляет собой многочлен или рациональную дробь. 
Рассмотрим интеграл вида  dxlbaR ),...,,( . Положим 2
tg
x
t  . Тогда  
tx arctg2 , 
значит 
21
2
t
dt
dx

 . 
Далее  
22222 1
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поэтому  
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

222 1
2
1
1
,
t1
2t
)cos,(sin
t
dt
t
t
RdxxxR , 
т. е. 
  dttRdxxxR )()cos,(sin 1 , 
где )(1 tR  – некоторое новое рациональное выражение, а значит интеграл 
 dttR )(1  может быть вычислен. 
Итак, подстановка 
2
tg
x
t   позволяет вычислить любой интеграл ви-
да  dxxxR )cos,(sin , в связи с чем ее называют универсальной тригоно-
метрической подстановкой. 
Пример 6.30. Вычислим интеграл   x
dx
sin23
. Полагая 
2
tg
x
t  , по-
лучим 

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

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
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C
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5
2
5
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5
2
. 
Универсальная тригонометрическая подстановка нередко приводит к 
излишним, громоздким вычислениям, и иногда ее можно заменить более 
простой подстановкой. Отметим несколько подобных случаев. 
1
o. Подынтегральная функция не меняется при одновременной замене xsin  
и xcos  соответственно на xsin  и xcos , т.е. 
)cos,(sin)cos,sin( xxRxxR  .   (6.34) 
Поскольку xxx costgsin  , то 
)cos,cos(tg)cos,(sin xxxRxxR  . 
Правая часть на основании (6.34), не меняется при замене xcos  на xcos , 
а значит она содержит xcos  только в четных степенях, т.е. 
)(tg
tg1
1
,tg)cos,(tg)cos,cos(tg 221
2
1 xR
x
xRxxRxxxR 








 . 
Итак, в этом случае 
  dxxRdxxxR )(tg)cos,(sin 2 , 
и, положив tx tg , получим интеграл 
 

dttR
t
dt
tR )(
1
)( 322
. 
который можно вычислять без принципиальных затруднений. 
Пример 6.33. Вычислим интеграл   x
dx
tg1
. Поскольку tx tg , будет 
иметь 





)1)(1(1
1
2
2
tt
dt
t
t
dt
I . 
Но 
22 t11)1)(1(
1






Ct
ttt

, 
откуда 
122  tCtCtt  , 
а значит  
                                                 

 В частности, это относится ко всем интегралам вида  dxxxR ctg,tg .  
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







,1
,0
,0
C
C



 
так что 
2
1
,
2
1
,
2
1
 C . 
И  
22 t1
1
2
1
)1(2
1
)1)(1(
1






t
ttt
. 
В результате находим 
  



 Ctttdt
t
t
t
dt
I arctg
2
1
1ln
4
1
1ln
2
1
1
1
2
1
12
1 2
2
 
  .
2
1
cosln
2
1
tg1ln
2
1
2
1
tg1ln
4
1
tg1ln
2
1 2 CxxxCxxx   
2
o. Подынтегральная функция нечетная относительно xsin , т. е. 
)cos,(sin)cos,sin( xxRxxR  . 
В этом случае выражение 
x
xxR
sin
)cos,(sin
 вообще не меняется при замене 
xsin  на xsin , а значит она содержит xsin  только в четных степенях, т. е. 
)cos,(sin
sin
)cos,(sin 2
2 xxR
x
xxR
 . 
 Следовательно  
  dxxxxRdxxxR sin)cos,(sin)cos,(sin
2
1 , 
и, положив txcos , получим интеграл 
  dttRdtttR )(),1( 3
2
2 . 
Пример 6.32. Возьмем интеграл  
 dx
x
x
I
cos2
sin 3
. Полагая txcos , 
находим 
 















   dtttdtt
t
t
dt
t
t
2
3
2
2
1
12
1
I
2
2
32
 
.)2ln(cos3cos2
2
cos
2ln32
2
22
Cxx
x
Ctt
t
  
3
o. Совершенно аналогично, если подынтегральная функция нечетна отно-
сительно xcos , то удобна подстановка xt sin . 
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19. Об интегралах, не выражающихся в конечном виде через  
элементарные функции 
 
Мы видели, что, каким бы громоздким аналитическим выражением 
не была задана дифференцируемая функция, мы можем без всяких прин-
ципиальных трудностей найти ее производную при помощи правил и фор-
мул дифференцирования. Для интегралов же, оказывается, это не имеет 
места. Например, интеграл dxe x
 2  не может быть вычислен в нашем 
прежнем понимании. Это вовсе не значит, что функции, производная кото-
рой равна 
2xe , нет. Такая функция существует, но не может быть выра-
жена через конечное число элементарных функций. Это совершенно ана-
логично тому, как, например, число 2  существует, но не может быть за-
писано в виде конечной десятичной дроби. 
Позже в главе XVII будет доказано, что  
...
!3!2
1
64
22 
xx
xe x , 
а значит 
C
xxx
xdxe x 













 ...
!37!253
753
2
. 
Невозможность выразить интеграл dxe x
 2  через конечное число 
элементарных функций означает всего лишь, что имеющегося запаса ос-
новных элементарных функций для этого недостаточно. Предположим, 
например, что в математике не существовало бы тригонометрических 
функций. Тогда об интеграле 
 21 x
dx
 говорили бы, что он не выражается в 
конечном виде через элементарные функции, так как он равен xarctg , а 
этой функции среди элементарных не было бы. Для  преобразования этого 
интеграла в элементарную функцию пришлось бы пополнить запас основ-
ных элементарных функций тригонометрическими и обратными тригоно-
метрическими функциями. Но тогда можно было бы указать другие не вы-
числяющиеся в конечном виде интегралы, например, dxxx tg , так что 
пришлось бы еще расширять группу основных элементарных функций, и 
т. д. 
Интегралов, не являющихся элементарными функциями, имеется 
бесконечное множество. Вот лишь некоторые из них:  
                                                 

 Законность почленного интегрирования сумм бесконечного числа слагаемых подоб-
ного вида также будет доказана. 
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dxxdxx
x
dx
dx
x
e
dx
x
x
dx
x
x x
 1,)sin(,ln
,,
cos
,
sin 32 . 
 
Задачи и упражнения к главе VI 
 
Вычислить интегралы: 
1. xdxx
3cossin ;      2.  

x
dxxx
cos1
)cos( 2
; 
3. dxxx 1ln
2
;      4.   dxee
xx 32 1 ; 
5.  dxe
xarrcos
;       6. 
 32
2
)1(x
dxx
; 
7.  124 xx
dx
;       8. 
 522
2
)( xa
dxx
;  
9. 
 52
2
)1( x
dxx
;       10. 
 32 )1( xx
dx
; 
11. dx
x
x


6
2 4
;       12. 
 52
4
)1( x
dxx
; 
13. 
 424 xx
dx
;       14. 
 32 )1(x
dx
; 
15. 
 32
2
)1( x
dxx
;   16. 
18
3
x
dxx
;  17. 
 32
2
)1( x
dxx
.  
Вычислить:  
18. )3)(25( ii  ;       19. )23)(32( ii  ; 
20. 
i
i


1
1
;        21. 2)1( i ; 
22. 3)1( i ;        23. 
i
i
21
34


; 
24. 
i
i32 
. 
Представить в тригонометрической форме комплексные числа: 
25. 31 i ;        26. i1 ; 
27. i 3 ;       28. i2 ; 
29. 2 ;         30. i . 
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Построить в комплексной плоскости области: 
31. 3z ;               32. 

 zz arg
2
,2 ; 
33. 42  z ;       34. 
2
arg

 z . 
При помощи формулы Муавра вычислить: 
35. 10)1( i ;        36. 5)3( i ; 
37. 6)31( i ;       38. 8)1( i . 
39. Вычисляя 3)sin(cos  i  по формуле Муавра и непосредствен-
но, выразить 3sin  и 3cos  через sin  и cos . 
40. Вычисляя 4)sin(cos  i  по формуле Муавра и непосредствен-
но, выразить 4sin  и 4cos  через sin  и cos . 
Найти все значения следующих корней: 
41. 3 22 i ;       42. i ; 
43. 4 i ;        44. 3 1 ; 
45. 5 1 ;        46. 3 i ; 
47. 4 388 i . 
Решить двумя способами уравнения: 
48. 083 x ;       49. 044 x . 
Вычислить: 
50. iln ;        51. )22ln( i ; 
52. )2ln( ;        53. )1ln( i . 
Пользуясь формулами Эйлера вычислить: 
54. nxxx sin...2sinsin  ;          55. nxxx cos...2coscos  . 
Вводя комплексную степень числа e, вычислить интегралы: 
56.  bxdxe
ax cos ;      57.  bxdxe
ax sin . 
Вычислить:  
58. 

dx
x
x
3
2 )1ln(
;     59.   dxxx )4ln(
4
; 
60. 
 xx
dx
2sin)1(tg
;     61. 
 2tg2tg
tg
2 xx
xdx
; 
62. 
 x
dx
2cos3
;           63. 
 xxxx
dx
22 cos5cossin8sin3
; 
64.  x
xdx
4tg
tg
2
;      65.   )cos2(sin xx
dx
. 
