In this paper, an improved predictor-corrector methods (IPC) to solve fuzzy differential equation under generalized differentiability are discussed. The methods proposed here are based on generalized characterization theorem. Using the Generalized Characterization we can translate a fuzzy differential equation into two ODE systems. Also, the convergence and stability of the proposed methods are given and their application are illustrated with numerical example.
Introduction
Fuzzy differential equations (FDEs) are used in modeling problems in science and engineering. Most of the science and engineering applications of FDEs require the solution of an FDE subject to some fuzzy initial conditions; therefore, a fuzzy initial value problem arises. It is too complicated to obtain the exact solutions of an FDE that models problems of the complexity that arises in real applications.
Since the fuzzy derivative is used in FDE, there are several approaches to the study of fuzzy differential equations, [16, 18] . The first and the most popular approach is using the Hukuhara differentiability for fuzzy number value functions. Under this setting, mainly the existence and uniqueness of the solution of a fuzzy differential equation are studied (see e.g. [13, 29, 43] ).
This approach has a drawback: the solution becomes fuzzier as time goes by. Hence, the fuzzy solution behaves quite differently from the crisp solution. To alleviate the situation, Hüllermeier [26] interpreted FDEs as a family of differential inclusions. The main shortcoming of using differential inclusions is that we do not have a derivative of a fuzzynumbervalued function.
The strongly generalized differentiability was introduced in [12] and studied in [9, 18, 37] . This concept allows us to resolve the above-mentioned shortcoming. Indeed, the strongly generalized derivative is defined for a larger class of fuzzynumber-valued functions than the Hukuhara derivative. Hence, we use this differentiability concept in the present paper. Under appropriate conditions, the fuzzy initial value problem (FIVP) considered under this interpretation has locally two solutions [9] .
Numerical solution of an FDE is obtained now in a natural way, by extending the existing classical methods to the fuzzy case [27] . Some numerical methods for FDEs under the Hukuhara differentiability concept such as the fuzzy Euler method, predictor-corrector method, Taylor method are presented in [1, 4] . Allahviranloo et al [5] introduced the improved predictor-corrector method for solving the FDEs. Which is more accurate than the one [4] .
In the local existence of two solutions of an FDE under generalized differentiability implies that we present new numerical methods. And using strongly generalized differentiability, we generalize some numerical methods presented for solving FDEs. The original initial value problem is replaced by two parametric ordinary differential systems which are then solved numerically using classical algorithms.
In [11] , Bede proved a Characterization Theorem which states that under certain conditions a fuzzy differential equation under Hukuhara differentiability is equivalent to a system of ordinary differential equations (ODEs). Bede also remarked that this Characterization Theorem can help to solve FDEs numerically by converting them to a system of ODEs, which can then be solved by any numerical method suitable for ODEs.
In contrast, the contribution of this paper is to extend Bede's Characterization Theorem to generalized derivatives and then use this result to solve FDEs numerically by any method suitable for ODEs. The importance of converting a fuzzy differential equation to a system of ODEs is that any numerical method suitable for ODEs may be implemented. This paper is organized as follows. In section 2, some basic definitions and results and generalized hukuhara differentiability are presented. Generalized characterization theorem for FDEs under generalized differentiability is introduced in section 3. In section 4, an explicit three-step method and an implicit two-step method for solving FDEs by generalized characterization theorem is proposed. The IPC three-step algorithm is discussed in section 5. The convergence and stability of the mentioned methods are given in section 6. Also, we present a numerical example to illustrate improved predictor-corrector method under generalized hukuhara differentiability in section 7, and section 8 is the conclusion.
Preliminaries
Now, we recall some definitions needed through the paper. The basic definition of fuzzy numbers is given in [44, 43] .
By R, we denote the set of all real numbers. A fuzzy number is a mapping u : R → [0, 1] with the following properties: (a) u is upper semi-continuous, (b) u is fuzzy convex, i.e., u(λx
is the support of the u, and its closure cl(supp u) is compact.
Let E is the set of all fuzzy number on R. The r-level set of a fuzzy number u ∈ E, 
A crisp number α is simply represented by u(r) = u(r) = α, 0 ≤ r ≤ 1. We recall that 
(c) Scalar multiplication:
The Hausdorff distance between fuzzy numbers given by D : [9] . Then, it is easy to see that D is a metric in E and has the following properties (See [38] )
is a complete metric space.
Definition 2.2. ([4]) An m-step method for solving the initial-value problem is one whose difference equation for finding the approximation y(t i+1 ) at the mesh point t i+1 can be represented by the following equation:
When b m = 0, the method is known as explicit, since y i+1 explicit in terms of previously determined values. When b m ̸ = 0, the method is known as implicit, since y i+1 occurs on both sides of Eq. And is specified only implicitly. 
Definition 2.3. ([4]) Associated with the difference equation
y(t i+1 ) = a m−1 y(t i ) + a m−2 y(t i−1 ) + . . . + a 0 y(t i+1−m ) + hF (t i , h, y i+1 , y i , ..., y i+1−m ), y 0 = α 0 , y 1 = α 1 , . . . , y m−1 = α m−1 , the following, called the characteristic polynomial of the method is p(λ) = λ m − a m−1 λ m−1 − a m−2 λ m−2 − . . . − a 1 λ − a 0 . If |λ i | ≤ 1 for each i = 1,F (t 0 + h) ⊖ F (t 0 ), F (t 0 ) ⊖ F (t 0 − h
) and the limits (in the metric
Remark 2.1. In the previous definition, case (1) corresponds to the H-derivative introduced in [38] , so this differentiability concept is a generalization of the H-derivative.
Remark 2.2. In [9] , the authors consider four cases for derivatives. Here we only consider the two first cases of Definition 5 in [9] . In the other cases, the derivative is trivial because it is reduced to a crisp element (more precisely, F ′ ∈ R; for details see Theorem 7 in [9] ).
, r)and g(t, r) are differentiable functions and
[F ′ (t)] r = [f ′ (t, r), g ′ (t, r)] (ii) If F
is (2)-differentiable then f (t, r)and g(t, r) are differentiable functions and
Proof. See [18] .
Generalized characterization theorem
Consider the FIVP of fuzzy differential equations given by
where f : I ×E → E is a continuous fuzzy mapping and y 0 is a fuzzy number. The interval I may be [0, T ] for some T > 0 or I = [0, ∞). translates into the following system of ODEs: [29] , it is possible to construct the (1)-solution of FIVP (3.1). Also, for the (2)-solution, we can proceed in a similar way.
Theorem 3.1. f : I × E −→ E be a continuous fuzzy function such that there exists
The characterization theorem [11] states that a fuzzy differential equation is equivalent to a system of ordinary differential equations under certain conditions. The next result extend Bede's characterization theorem to fuzzy differential equations under generalized differentiability.
Theorem 3.2. ([37]) Let us consider the FIVP
(ii)f (t, r) and f (t, r) are uniformly continuous and uniformly bounded on any bounded set;
. Then, for (1)-differentiability, the FIVP (3.1) and the system of ODEs (3.2) are equvalent and in (2)-differentiability, the FIVP (3.1) and the system of ODEs (3.3) are equivalent.
Proof. In the paper [9] , the authors proved for (1)-differentiability. The result for (2)-differentiability is obtained analogously by using theorem (2.1).
Numerical solutions of FDEs
In this section we present numerical methods for solving (3.1) by the generalized characterization theorem. Here we assume the existence of two solutions for (3.1) based on Theorem (3.1). 
depending on the strongly differentiability considered, 6) and y 0 (t) = y 0 ,
converge to the (1)-solution and the (2)-solution, respectively.
Some numerical methods for solving FDEs under hukuhara differentiability such as the Euler method, Taylor method, Adams-Bashforth method and Adams-Moulton method were presented in [1, 4] . To approximate the unique solution, they replace the fuzzy differential equation, under the Hukuhara differentiability concept, by its parametric form and then solve the new system, which consists of two classical ordinary differential equations with initial conditions. In some cases, it is possible to solve the system analytically. In most cases, however, analytical solutions may not be found and a numerical approach must be considered.
Here, based on the generalized characterization theorem, we replace the fuzzy differential equations with its equivalent systems and then, for approximating the two fuzzy solutions, we solve numerically two ODE systems which consist of four classic ordinary differential equations with initial conditions. We can extend some numerical methods for finding two fuzzy solutions of FDEs under generalized differentiability. Eqs. (3.2) and (3.3) represent two ordinary Cauchy problems for which any converging classical numerical procedure can be applied. In the following, we generalize the improved predictor-corrector method. Any other suitable known numerical methods can be generalized similarly [37] .
In the interval I = [0, T ] we consider a set of discrete equally spaced gird points 0 = t 0 < t 1 
Recall that the FIVP of fuzzy ordinary differential equation given by
can be solved, numerically, by linear explicit three-step method and an implicit two-step method as the following, if y(t) is (1)-differentiable then: Explicit three-step method: 1 , y(t i−1 , r)) + f (t i , y(t i , r)) + 4f (t i+1 , y(t i+1 , r) 1 , y(t i−1 , r)) + f (t i , y(t i , r)) + 4f (t i+1 , y(t i+1 , r) )], y (t i−1 , r) = α 0 , y(t i , r) = α 1 , y(t i+1 , r) = α 2 , y(t i−1 , r) = α 3 , y(t i , r) = α 4 , y(t i+1 , r) = α 5 (4.8) Implicit two-step method:
9) if y(t) is (2)-differentiable then:
Explicit three-step method:
5 Improved Predictor-corrector three-step method
Algorithm 1. IPC three-step method under (1)-differentiability
We used the following algorithm to obtain numerical solutions using IPC three-step method under (1)-differentiability.
To approximate the solution of the IVP given by
Step 2. Let i = 1.
Step 3. Let
Step 4. Let t i+2 = t 0 + (i + 2)h.
Step
Step 6. i = i + 1.
Step 7. If i ≤ N − 2,go to step 3.
Step 8. The algorithm ends,and (w (T, r), w(T, r) ) approximates the value of (Y (T, r), Y (T, r) ).
Algorithm 2. IPC three-step method under (2)-differentiability
We used the following algorithm to obtain numerical solutions using IPC three-step method under (2)-differentiability.
an arbitrary positive integer N is chosen.
Step 8. The algorithm ends,and (w(T, r), w(T, r)) approximates the value of (Y (T, r), Y (T, r)).
Convergence and stability
In the interval [t 0 , T ] we consider a set of discrete equally spaced grid points t 0 < t 1 < t 2 < ... < t N = T , and the exact solution Y 1 (t, r), Y 2 (t, r) is approximated by some y 1 (t, r), y 2 (t, r). The exact and approximate solutions at t n , 0 ≤ n ≤ N are denoted by (Y 1 (t, r), Y 1 (t, r) ), and (y 1 (t, r), y 1 (t, r)), and (Y 2 (t, r), Y 2 (t, r)), and (y 2 (t, r), y 2 (t, r)), respectively.
The grid points which the solution is calculated are t n = t 0 +nh, h = (T −t 0 )/N , 1 ≤ n ≤ N From Eq. (4.9),(4.11) the polygon curves
the following lemmas will be applied to show convergence of these approximates, i.e. 
for some given positive constants A and B, C. Then 
Proof. If we consider (1)-differentiability,. then convergence of Eq. (4.9) is obtained from Theorem (6.1) in [5] . In the same way, if we consider (2)-differentiability then analogously to the demonstration of Theorem (6.1)in [5] , we can prove the convergence of Eq. (4.11). Proof. For the explicit three-step method, .there exists only one characteristic polynomial p(λ) = λ 3 −λ, so it satisfies the root condition, and therefore, it is a stable method.
Theorem 6.4. The implicit two-step method is stable.
Remark 6.1. ( [37] ) By Theorem (3.1), we observe that the solution of the fuzzy differential equations is not unique. This may seem a deficiency of the method. However, this disadvantage can be converted into an advantage since we may sometimes choose between two solutions, so for example we can study the real system and choose the solution which better reflects the behavior of the system and then consider that solution in all similar cases.
Numerical Example
Consider the FIVP given by 
that is (1)-differentiable solution of the problem(3.1).
Using the formulation (3. By using the improved predictor-corrector methods for two cases (1)-or (2)-differentiability the following plots are drawn (See Figs 1-4) . It is easy to verify that the diameter of solution tend to infinity for the case of (1)-differentiability and the diameter of solution tend to zero (reduces to asymptotically certain) for the case of (2)-differentiability, as we expected.
Conclusion
We have presented a Generalized Characterization Theorem for the solutions of FDEs under generalized differentiability which allows us to translate an FDE into two systems of ODEs. The Generalized Characterization Theorem points out the following research direction for FDEs. Translate the FDE into two systems of ODEs, and then solve the systems of ODEs analytically or numerically, since we can now return to the original FDE. Numerical solutions of ODEs are extremely well studied in the literature, so this methods based on [5] were discussed.
Also, that our proposed IPC three-step method is more accurate and gives a better approximation than the method presented in [4] . It is worth mentioning that the IPC three-step While the Euler method from [37] converges with order o(h) only. Comparison of solutions of Example shows that our proposed method gives a better approximation than Euler method. For further discussion, we will use the mentioned method for solving fuzzy fractional differential equations [3, 8, 40] .
