For the (d + 1)-dimensional Lie group G = Z × p Z ⊕d p , we determine through the use of p-power congruences a necessary and sufficient set of conditions whereby a collection of abelian L-functions arises from an element in K 1 (Z p G ). If E is a semistable elliptic curve over Q, these abelian L-functions already exist; therefore, one can obtain many new families of higher order p-adic congruences. The first layer congruences are then verified computationally in a variety of cases.
Introduction
Fix a prime p 2 and a positive integer d. We also choose p-power free integers ∆ 1 , . . . , ∆ d > 1 which are pairwise coprime, and write ∆ for the product For a ring R, we denote by K 1 (R) its first algebraic K-group, in the sense of Milnor. There are three main objectives in this article:
(I) to describe the structure of K 1 (Z p G (d) ∞ ) via p-power congruences; (II) to work out these congruences for a family of abelian p-adic L-functions; (III) to numerically verify the predicted congruences in some explicit examples.
We should point out that (I) is already fully solved when d = 1 thanks to the results of Kato [11] , so our theorems here generalise his method to the d > 1 situation. There already exists a large body of work due to Kakde, Hara, Ritter and Weiss [4, 9, 10, 16] devoted to the study of nonabelian Iwasawa Main Conjectures. The extensions we are considering differ from the 'admissible extensions' in [4] in two important ways:
(a) the full Lie extension Q Another point of departure from [4] is that the congruences derived by Kakde, Hara, Ritter and Weiss are described in terms of ideals inside completed group algebras, whereas the congruences derived here (and by Kato in [11] ) are p-adic in flavour. While both approaches ultimately yield necessary and sufficient conditions, in terms of checking congruences via a computer program, the latter is the only one that can be easily implemented (and, even then, numerous computational headaches arise).
Remarks.
(i) As no Main Conjecture can be formulated over Q [1, [5] [6] [7] . (ii) Some weak congruences were established under technical hypotheses in [1, [5] [6] [7] , inspired by the numerical evidence of the Dokchitser brothers [8] .
Following the seminal work of Kakde [4, 10] , there is now a precise recipe that, in principle, allows one to describe K 1 (−) of a noncommutative Iwasawa algebra. To construct theta-maps, one needs a 'dense enough' family of subgroups for G
∞ . In Section 4 we build homomorphisms
by applying the appropriate norm map and then quotienting out the commutator. Given any multiplicative character χ : H 
As we shall see subsequently in Sections 2 and 4, the coefficient ring for the image of χ • θ m is in fact Z p , and the homomorphism χ • θ m depends only on J = Ker( χ). We therefore relabel χ • θ m simply with θ J .
Notation.
(a) Let us denote by Z If d = 1, Kato provided a complete answer in [11, Section 3] by using p-power congruences. For the case d > 1, we shall adopt a hybrid approach, mixing together his original p-adic method with the powerful logarithmic techniques in [9, 10, 16] .
First, we need some notation. For each m > 0, let ϕ : Z p U (m) → Z p U (m+1) denote the extension of the p-power map on U (0) . Secondly, if v ≤ m, we shall write
to indicate the norm map on algebras, induced from the natural inclusion U (m) → U (v) . Choose an integer m ≥ 1. We introduce congruences (1.1) m,h and (1.2) m as follows:
• for a nontrivial cyclic subgroup h ⊂ H Furthermore, the kernel of the theta-map is trivial, that is, θ J is an injection.
There is a localised version of this theorem, which works in the following manner. Let S denote a canonical Ore set in the sense of [13] . Then a necessary set of conditions for a system of a v,J ∈ Z p U 
As has already occurred with the d = 1 situation studied in [11] , we have been unable to establish the sufficiency of these p-power congruences, and unfortunately the conjecture remains unresolved at this point (though almost certainly it is true).
For a fixed value of d > 1, the number of cyclic subgroups of
), so the system of congruences to be checked will grow rapidly with m. However, if d = 1, the system of congruences grows only linearly as a function of m. If d = 2, then we are dealing with the three-dimensional Lie group G 
Suppose that E denotes an elliptic curve defined over Q, and let p 2 be a prime of good ordinary reduction. The Hecke polynomial of E at p factorises into
We shall write Ω + E ∈ R and Ω − E ∈ √ −1 · R for the real and imaginary periods associated to a minimal Weierstrass equation for E over the integers.
which is Q(τ)-rational by a result of Bouganis and Dokchitser [2, Theorem 4.2] . [5] Higher order congruences amongst Hasse-Weil L-values 5
Henceforth, assume that E is semistable, that its conductor N E is coprime to ∆ and fix an embedding ι p : Q → Q p . The next statement modifies [6, 
Note that every Artin representation τ which factors through the Galois group G
can be decomposed into a direct sum of the ψ ⊗ Ind( χ), each of which is irreducible (see [17, Section 8.2] for a nice discussion of this).
Remark. For simplicity, we now consider the case d = 2; over the first layer m = 1,
) will be realisable over the rationals and thus
their constant terms satisfy first layer congruences:
The congruences (1.6.1)-(1.6.3) follow directly from Corollary 1.3 and Theorem 1.5, upon evaluating the p-adic avatars a 1,J = L p (E, J) at the trivial character ψ = 1.
By undertaking various computer calculations, we have numerically verified them for the following elliptic curves and parameter choices:
• the elliptic curve E = 11A3, the prime p = 3 and (∆ 1 , ∆ 2 ) in the list (2, 5) , (2, 7) , (2, 13) , (2, 17) , (2, 19) , (2, 23) , (2, 31) , (2, 37) , (2, 41) , (5, 7) , (5, 13) , (5, 17) , (5, 19) , (5, 23 ), (7, 13) , (7, 17) ;
• the elliptic curve E = 77C1, the prime p = 3 and (∆ 1 , ∆ 2 ) in the list (2, 5) , (2, 13) , (5.13);
• the elliptic curve E = 19A3, the prime p = 5 and (∆ 1 , ∆ 2 ) = (2, 3);
• the elliptic curve E = 56A1, the prime p = 5 and (∆ 1 , ∆ 2 ) = (2, 3).
The L-values themselves are calculated in Section 6 using the MAGMA package. We should point out that the LSeries routine can take a very long time to run, especially if the conductor of the motive h 1 (E) ⊗ ρ is large; in total these four examples represent six months worth of computation. Moreover, we did not find any situations where the congruences failed to hold, within the limitations of our search range.
Here is a brief plan of the article. In Sections 2 and 3 we define the additive version of the theta-map, and describe its image fully using trace relations. Then in Section 4 we follow the method of Kakde et al., relating the multiplicative and additive worlds via the Taylor-Oliver logarithm. The proof of Theorem 1.1 is completed in Section 5. Lastly, Section 6 focuses on applications to L-functions of modular elliptic curves, in particular the verification of (1.6.1)-(1.6.3) for the examples mentioned above, as well as the proofs of Theorem 1.5 and Proposition 1.6.
The combinatorics of G (d)
∞ -representations Throughout, we adopt the convention that (1
Let us consider the finite semidirect products
n can be uniquely expressed as
Strictly speaking, the true binary operation on H
⊕d should be '+'; however, we often switch notation between + and the standard group multiplication on G (d) n , provided the context is clear. We start by discussing some basic representation theory of the finite group G
Note that every character on H (d)
n into C × has this form for an appropriate choice of α. [7] Higher order congruences amongst Hasse-Weil L-values 7 Theorem 2.1.
n are of the form
where ψ :
n ( χ , ψ ) are isomorphic if and only if the character χ lies in the Σ n -orbit of χ, and ψ agrees with ψ on Stab Σ n ( χ).
Proof. Part (i) follows easily from the description of the stabiliser subgroup as
n } and the fact that χ α (σhσ
Since the irreducible representations are already completely determined, let us now compute the cardinalities of the various objects occurring in the theorem above.
n . Proof. The statement (a) is an immediate consequence of the index formula dim C (Ind
To show (b), let us first fix the exponent f χ . Then the dimension of each induced representation ρ must equal φ(p f χ ); furthermore, #reps of the form ρ
.
Note here that we have utilised the fact that the Σ n -orbit of a character χ α with order
In order to calculate ranks for the group rings occurring in the additive theta-map, we first need to calculate the rank (as a Z p -module) of its domain
The result then follows by summing up the geometric progression on the right, according to the three cases d ≥ 3, d = 2 and d = 1.
For each integer m ≤ n, we now define a normal subgroup of G
n by taking
Lemma 2.4.
Proof. Note that 1 + p m ∈ Σ n acts trivially on the quotient
m is actually a direct product and so must be abelian; it follows that [S m ,
However, if this were to be a strict inclusion, H By construction, the trace map Tr
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Secondly, by quotienting an element of S m modulo [S m , S m ], one induces a map
where the last isomorphism arises because the conjugacy classes of an abelian group are in one-to-one correspondence with its elements.
Definition 2.5.
(a) We can now build the mth level of the additive theta-map
by taking the composition θ
As we will soon discover, both these θ + -maps play a fundamental role in describing the image of
n )] inside the direct product of its abelian factor rings. Let us first see the effect of these homomorphisms on individual conjugacy classes.
Notation. We write ν m (h) to denote the p-exponent for the image of h inside H
For example, if m = n, then p ν n (h) is just the order of h within the full group
Suppose now that σ ≡ 1 mod p m . Reducing the above equation modulo [S m , S m ], one quickly deduces that
The last sum ranges over precisely the generators of the cyclic subgroup h ⊂ H
To show (ii), we simply appeal to the character-sum identities
whose proof is a straightforward exercise in cyclotomy. 
The stated formula is a direct consequence of evaluating this geometric progression. For instance, if 0 ≤ m ≤ n and
m , where the set (ii) In his works [11, 12] , Kato provided exactly these relations for finite quotients
, respectively. Our task will be to find analogues of these relations on finite quotients of the 
that is, the elements {y m } 0≤m≤n are trace compatible. 
Proof. Without loss of generality, one may assume that
Lastly, if ν m (h) ≥ 2, the result follows due to the congruence
together with the fact that
The additive setting (I): describing the image of Θ +
This trace compatibility is not only necessary for a sequence to belong to the image of the map θ + m but it also turns out be a sufficient condition, as evidenced below. In fact, the remainder of this section is devoted to establishing the following result.
consisting of trace-compatible elements, there is an isomorphism
Thus, on an infinite level, a sequence {y m } arises from Z p Conj(G Notation. Recall that h denoted the cyclic subgroup of H (d) n generated by h. Henceforth, we shall write
Before giving the proof of the main theorem, we require some preparatory results.
Lemma 3.2. The conjugacy classes in G (d)
n are represented by the sets
and the individual class associated to g = σ · h depends uniquely on:
(i) the choice of element σ;
(ii) the cyclic subgroup generated by h modulo p ord p (σ−1) .
Proof. It is beneficial to realise each element
The span of the elements κ × h coincides with the subset of generators inside h , while one has
Therefore, the orbit of g under G
We should of course check that we have the requisite number of conjugacy classes. Counting the number of classes using our description above,
which (after some manipulation) can be shown to equal the formula in Lemma 2.3.
Here the scalars A σ,ν , B σ, h ,r,ν , α σ,m , β σ, h ,r,m can be arbitrary elements of Z p .
Proof. The first statement follows because, by Lemma 3.2, the conjugacy classes of G
ν generates a cyclic subgroup of size p r with 0 ≤ r ≤ ν. The second statement is easy, as Im(θ + m ) is generated over
m . The proof of Theorem 3.1. There are precisely two assertions we need to establish, namely the injectivity of θ
µ p m say, and the multiplicative character ψ :
and the right-hand term vanishes because x ∈ Ker(θ
) for each m. Furthermore, any class function τ can be decomposed into a Q-linear combination of irreducible characters ρ as above; hence, the vanishing of τ(x) is a direct corollary of the fact that ρ(x) = 0.
To demonstrate surjectivity, one must first study how the trace maps link together the α and β coefficients associated to a compatible family of elements
n be a trace-compatible system in Im(θ + m ), with the constants α σ,m and β σ, h ,r,m associated to each y m as in Corollary 3.3(b). Then, for every m ≥ 0 and k ∈ {1, . . . , n − m},
Proof. Let us suppose that m ≥ 1. A short computation involving the trace map shows that
On the other hand, the element y m is equal to
Remarks. We are ready to establish the surjectivity of θ
n denote a tracecompatible family, whose associated structure constants are α σ,m and β σ, h ,r,m . One
Then, repeatedly applying Proposition 2.6(i), at each m ∈ {0, . . . , n},
where the group ring elements C
Substituting in Equations (3.4.1) m,k and (3.4.2) m,k with k = ν − m yields
Therefore, we can simplify our expression for θ + m (x), which neatly collapses down to
The latter formula coincides with that of y m , that is, θ + m (x) = y m for all m ∈ {0, . . . , n}, and the proof of surjectivity is now finished.
The multiplicative setting
To translate back from the additive to the multiplicative world, one employs the method of Kakde et al. [4, 9, 10] . We begin with some short background on the logarithm map over group algebras.
Let G be an arbitrary finite group (not necessarily a p-group) and O a complete discrete valuation ring unramified at p. We use the notation Frob p for the Frobenius automorphism on O, and write
where log O [G] indicates the unique extension of
) (we refer the reader to Oliver [14] for further details). Throughout this article, we will take O = Z p , and need only consider subquotients G of the finite group G
The following construction mimics the additive theta-maps in Definition 2.5. (a) If m ≤ n, we build the mth-level multiplicative theta-map We claim that θ 0 is surjective. To justify this assertion, note that the inclusion ι : Σ n Σ n {1} → Σ n H
n is the identity map, the homomorphism it induces, θ 0 • ι * , must also be the identity (and therefore surjective) and hence our claim is true.
One should point out that the above construction produces a splitting of K 1 in the following way. If
n ]), then define x cy := ι * • θ 0 (x) and x † := x/x cy . We thereby obtain a direct product decomposition
where the complementary subgroup
(i) For m ≤ n, we write N 0,m as an abbreviation for the homomorphism
induced from the norm map on group algebras.
so the composition τ 
, . . . .
In particular, the vector logarithm can be composed with the twist map to yield a homomorphism log † n
• tw n , sending vectors in K 1 to n-tuples of additive elements.
Definition 4.2. Let us define two subgroups of
and write Ω 
and the kernel of Θ := θ m is equal to S K 1 (Z p [G Thus, the question as to whether a vector z arises from an element of
under θ m reduces to establishing whether tw n (z) belongs to Ω (d) n = Im( θ m ), which in turn is equivalent to checking if log † n
). The proof of the above theorem is lengthy and will occupy the rest of this section.
Three technical lemmas.
We begin by studying the interactions between the various maps θ m , ϕ and log. The results below describe how these homomorphisms commute with each other, although the proofs themselves could probably be skipped on a first reading. 
Proof. By the Q p -linearity of the maps involved, it is enough to check the formulae at individual classes
On the other hand,
which is exactly (1/p)th of the previous quantity, so the first statement follows. To prove (ii),
which means that both quantities above coincide. (b) For each pair of integers m, n ≥ 2, there is an isomorphism
Proof. Recall first that Im(θ
If we define
then it is simple to show that
upon expressing each a h j as the sum s∈(Z/p m Z) × [h To prove statement (b), we first collect together four key facts describing Im(θ + m ) and assume throughout that m ≥ 2. 
, by iterating,
where
In the special case
) < m, then this quantity must itself be divisible by p; hence, a h 1 × a h 2 ∈ p Im(θ + m ), as asserted. Proof of Fact 2. Some elementary calculations reveal that
which is congruent to
Proof of Fact 3. Let us write y = h <H
which implies that y p ∈ p Im(θ + m ). Applying simple induction, one deduces that 
There are precisely (p
, then at least one of the above h j gen occurs twice or more, in which case a h 1 × a h 2 × · · · × a h N+1 ∈ p Im (θ + m ). We conclude that the longest product of the a h j inside Im (θ n+1 ⊂ Ker(log), but the reverse inclusion is trickier to obtain. We claim that if m, n ≥ 2 and p ≥ 3, then
Deferring the claim's proof momentarily, we deduce that the map log is surjective; moreover, if y ∈ Im (θ n as the product y = a 1 × a 2 × · · · × a n with a j ∈ Im(θ + m ). If i ≥ 2 and p i, then
Finally, for a general index of the form i = p k × c with p c,
by the previous argument (with y replaced by y c ). We may therefore conclude that 
Taking the logarithm of both sides, and observing that the power series defining 'log' commutes with the action of both Frobeniiφ S ab m−1
and ϕ G n,m , the result follows.
A proof of Theorem 4.3.
Let us start by establishing commutativity of the maps in the fundamental square. This amounts to checking for all
holds true. We subdivide its verification into the three cases listed below.
Case (II): m = 1. Following a similar argument,
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Case (III): m ≥ 2. This computation relies heavily on our technical lemmas. Firstly, one has the equalities
n . By Lemma 4.5(a) and the commutativity of our fundamental square,
can be written as z = Θ(w) for some w ∈ W † , and the proof of Theorem 4.3 is now complete. 
m . Applying Theorem 3.1, the image of Θ + consists of the trace-compatible terms
We will now seek an alternative description for Ψ Throughout, one fixes a finite integral extension O of Z p which contains the values of all multiplicative characters χ : a m−1, χ ) . In fact, the last statement is a consequence of the trace compatibility for the y m . Consequently, we can refine our problem by restricting solely to elements
The following result provides a purely p-adic answer to the question posed above.
arises from a tracecompatible system lying in Ψ ) ], whilst at the trivial subgroup
In Section 5.2 we explain why the above result implies Theorem 1.1 in the Introduction. However, we first use properties of characteristic functions to give its demonstration. 
, where c
As char h (x) = p To make the above conditions more explicit, we shall rewrite the coefficients c commutes and, taking lim ←−n , yields a Θ-mapping between
∞ ), which can be easily seen to vanish upon using [14, Proposition 12.7] .
The proof of our main theorem is now complete.
6. An application to elliptic curves Our initial task is to prove the two results mentioned at the end of the Introduction. We first recall the situation of Section 1. Let E denote a semistable elliptic curve over Q with good ordinary reduction at a prime p > 2. For a fixed number field F and an Artin representation ρ : Gal(Q/F) → GL(V, C), its global ε-factor over F can be decomposed as an infinite product
Each local factor depends on a normalisation of additive characters ν , and of Haar measures dx ν .
(If F = Q, one sets (ρ) = Q (ρ, 0) and
The Artin L-function attached to ρ is then given by an Euler product
where Frob ν is an arithmetic Frobenius element for ν and I ν is the inertia group. Likewise, if Re(s) 0, the ρ-twisted Hasse-Weil L-function is given by the product
The proof of Theorem 1.5. We begin by making the following three assertions:
, and the representation τ χ := Ind
for every character ψ :
of finite order; (c) for each rational prime l dividing ∆, there exists an element
at all such ψ above. Therefore, it is sufficient to check (i) at characters in T , that is, to check:
Evaluating the above pair at the trivial character ψ = 1 and applying Theorem 1.5, one obtains the congruences (1.6.1) and (1.6.2), respectively.
Focusing now on condition (ii), the product over subgroups J ∈ Z
(1)
∞ : J] = p is identical to the product over J = Ker( χ), where χ ranges over elements from T . In particular, we obtain the equivalent condition:
Lastly, evaluating at ψ = 1 and applying Theorem 1.5 again, the final congruence (1.6.3) falls out immediately. The proof of the proposition is complete.
6.1. Numerical results for d = 2 and n = 1. Recall that each representation ρ χ
) was of degree p − 1. The goal is to numerically verify the congruences (1.6.1)-(1.6.3) in Proposition 1.6, but, due to computational limitations, these are only checked for p = 3 and p = 5. We have tabulated the following L-value information in Tables 1, 2, 3 and 4 :
The first quantity is a rational number (in fact, it turns out to be an integer in every case considered here), while the latter four quantities are p-adic numbers whose coefficients have been expressed below to an accuracy of order O(p 9 ).
Remark. In particular, congruences (1.6.1)-(1.6.2) hold at each pair (s, t) provided that
whilst congruence (1.6.3) is true if and only if
The data below confirm that these hold for all examples calculated in this article. Table 1 . p = 3, E = 11A3 with equation Table 2 . p = 3, E = 77C1 with equation y 2 + xy = x 3 + x 2 + 4x + 11. Table 3 . p = 5, E = 19A3 with equation y 2 + y = x 3 + x 2 + x. Table 4 . p = 5, E = 56A1 with equation y 2 = x 3 + x + 2. 
and the right-most module is free of finite rank (encoding all the µ-invariant data).
Therefore, one expects that, in addition to the congruences (1.1) m,h and (1.2) m holding, there should be a system of exact relations amongst the µ-invariants of L p (E, J). As an illustration, if (d, m) = (2, 1) and the µ-invariant of L p (E, ⊕ω j ) is positive, we suspect that the numerical congruences above should hold higher than just the third power of p. This is a computational question worthy of future investigation.
