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Abstract of thesis entitled: 
Step-Establishing Algorithm in Wireless TDMA Systems 
Submitted by LEE, King Ho 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in August 2008 ‘从. 
In this thesis, we investigate the scheduling issues in the TDMA 
system. Our target is to develop a practical algorithm which 
utilizes scarce radio spectrum in the most efficient way, while 
satisfying the quality of service (QoS) requirement. In the first 
part of the thesis, we study various wireless scheduling models 
and power assignment schemes in the literature. It is shown 
that interference-based model with nonlinear power assignment 
scheme is the ideal approach for a protocol to find the op-
timal scheme of a network. In the second part of the the-
sis, we discuss two scheduling approaches, two-phase and step-
removal, in the nonlinear power control scheduling scheme. Af-
ter that, we provide a detailed analysis of two algorithms, Low-
Disturbance Scheduling Algorithm (LDS) and Step-Removal Al-
gorithm (SRA), each of which belongs to one of these two schedul-
ing approaches. We show that both scheduling approaches have 
fundamental performance limitations on certain network topolo-
gies. In the last part of the thesis, we propose an algorithm 
called Step-Establish Algorithm (SEA), which is derived from 
SRA but has some subtle differences in that 1) SRA takes link-
removal approach but SEA considers link-adding; 2) SRA uses 
normalized gain matrix Z in its checking stage but SEA employs 
matrix $ = o Z^ in the checking process. From the proofs 
i 
and simulation results, it is found that SEA requires less time 
slots to schedule a set of transmission requests than SRA and 
LDS, resulting in the best performance. As the future work, 
we would like to investigate if there exists any network topolo-
gies which SEA requires more time slots than SRA and LDS to 
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Wireless communication technology has been undergone 
dramatic changes in the past decades. In this chapter, 
we will provide an introduction of current wireless tech-
nologies, as well as the outline of the thesis. 
1.1 Introduction to Wireless Technologies 
In the past, sending a message with only few words to a place 
which is far away would easily take days for the delivery. Now, 
with the advent of wireless communication systems, unlimited 
information can be transmitted to anywhere almost instantly 
with only a click on a button. During the last decade, the tech-
nology of wireless communication has been under tremendous 
changes: from traditional analog voice messaging, to digital 2G 
systems, and to now robust high data-rate 3G and 3.5G sys-
tems as well as WiFi everywhere. These technology advance-
ments include not only the increases in the speed and capacity 
of data transmissions, but also the enhancements in the reli-
ability of the communication services. Due to the succcss of 
1 
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the wireless technology, people are expecting the technology to 
be further developed, with more capacity and better Qiiality-
of-Service (QoS) comparable with the wired network. However, 
wireless spectrum is a scarce resource. Additional capacity can-
not be provided through the installation of new physical devices 
like wired communication systems do. As wireless spectrum is a 
shared medium, the quality of service depends on the number of 
subscribers. The situation is different from wire-line coninmni-
cation systems in which each user has a dedicated channel and 
QoS is independent to the number of users. As a result, in order 
to satisfy the growing expectation of high data-rate and QoS, 
it is essential to allocate wireless spectrum properly. Therefore, 
the resource allocation problem becomes one of the biggest chal-
lenges for the development of wireless technology in the future. 
1.2 Wireless Systems 
Wireless systems compose of three main components: transmit-
ters, receivers, and transmission medium (air). A signal message 
is converted to electromagnetic waves by the transmitter and 
broadcasted to the receiver through the air. When the receiver 
detects the signal waves, it would convert them back to the 
original signal message. The data conversion and broadcasting 
at both transmitters and receivers are performed by antennas. 
Generally, two types of antennas are commonly employed. They 
are omni-directional antennas and directional antennas. 
Omni-directional antennas radiate signal power uniformly in all 
direction on a plane, while directional antennas radiate signal 
power in one directional sector. Depending on the distance the 
electromagnetic waves required to be propagated as well as the 
strength of the waves, the sizes of the antennas can be as big as 
the ones equipped in the base-stations, and can also be as small 
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as the ones equipped in our handheld devices. 
The strength of the broadcasting wave by the antenna directly 
affects the quality of transmission since the larger the power, 
the stronger the electromagnetic wave, the harder the waves get 
interfered. However, strong electromagnetic wave at the trans-
mitter side does not guaranteed that the waves at the receiver 
side remain strong. The reason is that the signal waves would 
experience path loss, which is the reduction in the strength of 
signal power as the electromagnetic wave propagates. The loss 
is caused by the fact that the signal intensity is weaken when 
the electromagnetic wave gets through an object, which can be 
air, or a solid. The strength of signal power P at distance d 
away from the transmitter is estimated to be P/cP, where a is 
called the path loss index and its value varies from different sit-
uations to different models. Typically, it is estimated that path 
loss index is ranging from 2-6 [16] [17]. In free space, where 
there is a direct line-of-sight as well as no obstacle between the 
sender and receiver, the path loss index is 2 [15]; while in a city, 
the path loss index is estimated to be 4-6 [15], depending on the 
situation such as indoor or outdoor environments. 
1.3 Wireless Networks 
While wireless systems consist of transmitters and receivers, the 
configuration of these transceivers composes a wireless network. 
Generally, wireless network can be classified as two categories: 
Centralized networks and Ad-hoc networks. 
Centralized Networks 
In centralized wireless networks, devices do not communicate 
directly with each others but through a centralized hub. This 
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Figure 1.1: Centralized Network, where all transmission are processed through a 
fixed location wireless hub. 
hub is usually fixed in location and serves as a router which redi-
rects a message from a transmitter to a receiver. Thus, the hub 
controls the traffics of the network and the topology of the net-
work is usually fixed. Cellular network[28] in telecommunication 
system is a kind of centralized networks, where a conversation 
between two end users is established through a base station. A 
base station in the cellular network is responsible to process all 
the transmissions within a certain range, forming a network au-
tonomy called a cell. Two base stations communicates with each 
other if the destination of a transmission is not in the current 
cell. Figure 1.1 shows a typical centralized network. 
Ad-hoc Networks 
Ad-hoc network [27,29] has no centralized hub to direct mes-
sages to their destinations. In ad-hoc networks, wireless devices 
are randomly positioned, and therefore, ad hoc network has no 
fixed network topology. Two nodes can directly communicate 
with each other if they are within their own transmission ranges, 
unlike centralized network that every transmission has to be pro-
cessed through the central hub. If a message is sent to the desti-
nation that is beyond the sender's range, the message would be 
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Figure 1.2: Ad Hoc Network, where a message is routed from transmitter A to 
receiver D through intermediate nodes B and C. Nodes B and C are mobile, and 
the path from node A and D is not always through B and C. 
relayed to the intermediate nodes between the transmitter arid 
the receiver. These intermediate nodes are mobile and therefore, 
the path between two devices is constantly changing depending 
on the mobility of the nodes in the network. Figure 1.2 is an 
example of ad hoc network. 
1.4 Multiple Access 
Since wireless spectrum is a shared medium, a scheme is re-
quired for users to share the spectrum. In wireless commu-
nication, multiple-access is a technique which allows multiple 
users to share a wireless medium simultaneously. Time Division 
Multiple Access (TDMA), Frequency Division Multiple Access 
(FDMA), Code Division Multiple Access (CDMA) are the major 
techniques to allocate available bandwidth to multiple users. 
T D M A 
In TDMA systems, a radio spectrum is shared by multiple users, 
and each user occupies the spectrum a certain amount of time[30 . 
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In other words, the time usage of the spectrum is divided into 
time slots. If a transmission cannot be finished in a time slot, it 
postpones its transmission and resumes in the later slots. The 
number of time slots required for a transmission depends on 
many factors, such as modulation scheme, amount of available 
bandwidth, and scheduling algorithms. Typically, for the fair-
ness purposes, each user is guaranteed a chance to occupy the 
channel within a certain number of time slots, which is referred 
as a frame. For instance, a frame with ri time slots would allow 
each user occupy the channel once. If a user cannot finish its 
transmission in a time slot, it would postponed its transmission 
to the next frame (which is n time slots later). In contract, 
the policy of time-slot allocation can also be based on prior-
ity. Instead of postponing to the next frame, consecutive time 
slots can also be assigned to a single user. Thus, bandwidth 
can be supplied on demand to different users, and this makes 
the resource allocation in the TDMA systems flexible. How-
ever, locating consecutive time slots on-demand requires tight 
synchronization since every user has to know when a slot starts 
and ends. The overhead of the transmission packet would be-
come relatively large, and therefore, more bandwidth would be 
required. 
F D M A 
In FDMA systems, each user is assigned a unique frequency 
channel[30], unlike TDMA systems that multiple users are shar-
ing the same channel. In other words, frequency spectrum is 
divided into frequency bands and assigned to users according to 
their requests. Transmissions in FDMA systems are continuous 
and the bandwidth of the channel is typically small (approxi-
mately 30kHz in cellular systems [15]) because each frequency 
channel only supports one user. Synchronization is not an issue 
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in FDMA and the transmission overhead is relatively small com-
pared with TDMA systems. However, as frequency is divided 
into channels, users in FDMA systems may suffer adjacent chan-
nel interferences which require tight radio frequency filtering. 
This is the major disadvantage of using FDMA systems. 
C D M A 
In CDMA systems, users share the same frequency band. A 
message would be encoded by correlating the message by a code 
sequence made up of chips, which is unique to each user. The 
code sequence would have a chip rate greater than the data 
rate of the message and the message is being "spread" over a 
larger bandwidth. The code sequences assigned to the users 
are constructed and they are approximately orthogonal to each 
others. The target receiver has to know its transmitter's code 
sequence in order to perform the de-correlation to retrieve the 
message (the 皿desired message would appear as noise under the 
de-correlation process). In other words, users in the CDMA sys-
tems occupy the shared frequency channel independently with 
their own code sequences. 
Since a signal message is spreading over a large bandwidth, 
CDMA systems enjoy low multi-path fading. However, if the 
system allows too many users sharing the same radio frequency 
channel, it would result in near-far problem, which is a phe-
nomenon that occurs when the signals nearby pose strong in-
terferences (thus raising the noise floor) to the weak signals far-
away, and therefore reduce the probability of the far-away weak 
signals to be received by the target receivers. This problem can 
be solved by proper power-control schemes. 
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1.5 Objectives and Outlines of the Thesis 
In this thesis, scheduling problems of TDMA systems will be 
investigated. As discussed, proper time-slot allocation is critical 
in the TDMA systems. Our objective is to develop a scheduling 
algorithm which minimizes the number of time slots required 
to schedule a set of transmission requests. The organization of 
the thesis is as follow: In Chapter 2, we will discuss various 
scheduling criteria as well as different types of scheduling mod-
els in the TDMA systems. In Chapter 3, we will state the model 
and formulations used in the thesis. Subsequently, in Chapter 4, 
we will discuss different scheduling approaches in the nonlinear 
power control scheduling scheme, which is the scheme used in 
this thesis. In Chapter 5, we will introduce our algorithm, Step-
Establish Algorithm (SEA), which is a nonlinear power con-
trol scheduling algorithm. In Chapter 6, we will investigate the 
performance of SEA by comparing it with two other nonlinear 
power control scheduling algorithms. Also, we will investigate 
the running time complexity SEA. Finally, in Chapter 7, we will 
conclude our work. 




In this chapter, two classes of scheduling models will 
be discussed. They are interference-based model and 
graph-based model. Interference-based scheduling 
considers aggregated interference in a wireless network 
and a transmission is successful if its signal-to-noise 
ratio is greater than the transmission threshold, de-
pending on the Quality-of-Service (QoS) requirement. 
In contrast, graph-based scheduling model considers 
that interference on a transmission is caused by neigh-
boring transmitters within a certain range. Therefore, 
interference caused by the transmitters beyond this 
range is simply ignored. 
In this thesis, interference-based model is employed. 
In this chapter, we will discuss different power control 
scheduling scheme in this model. It is shown that 
non-linear power assignment schemes are flexible and is 
an ideal scheme to obtain the optimal schedule. 
9 
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2.1 Introduction of Scheduling Models of Wire-
less Networks (Graph-based and Interference-
based) 
The interference model in the TDMA scheduling systems can 
be generally divided into two categories: 1) Graph-based model 
23], and 2) Interference-based mo del [31]. Graph-based schedul-
ing model assumes that interference is caused by neighboring 
transmitters within certain distance and ignores the aggregated 
interference from transmitters beyond that distance. This schedul-
ing model relies on a conflict graph, where nodes are connected 
if they pose strong interference on the transmission links that 
are typically within a range. In the conflict graph, the nodes in 
connection cannot be activated simultaneously in a time slot. 
Typically, graph-based scheduling model considers two interfer-
ence constraints: 
Primary interference constraint, a node cannot transmit 
and receive simultaneously. In the other words, two links can-
not be simultaneously active if they have a common node; 
Secondary interference constraint, which refers to the in-
terference on a receiver which is in the transmission range of 
other unintended transmitters. In the other words, two nodes 
can simultaneously transmit if and only if they are two hops 
away. 
In Interference-based model, aggregated interference is consid-
ered and a channel can be reused as long as the signal-to-noise 
ratio SINR of a transmission is greater than its transmission 
threshold. This threshold is the minimum QoS level the user can 
accept. The SINR of a transmission greatly depends on power. 
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Intcrfcrcncc-bascd model docs not rely on conflict graph, sincc 
all nodes are considered to be conflicting with each other. 
2.1.1 Discussion of the Two Scheduling Models 
Graph-based scheduling model depends heavily on the conflict 
graphs, while different topologies with the same conflict graph 
would generally be considered identical. The intensity of inter-
ference is less concern. In addition, the primary and secondary 
interference constraints do not allow two overlapping links to 
be active at the same time, ignoring the fact that overlapping 
links are possibly be simultaneously active, resulting in addi-
tional time slots which are unnecessary. Graph-based schedul-
ing model is usually used in ad hoc network and is relatively 
less frequently used in cellular network. [31]. Existing schedul-
ing algorithms on conflict graphs in graph theory can be directly 
applied to this model. 
In contrast, algorithms using interference-based scheduling model 
not only consider the topology of a network, but also power and 
SINR. Algorithms in this model may require more computa-
tional power than those in graph-based scheduling and this is 
the disadvantage of using this model. On the other hand, ob-
taining the optimal schedule using this model is NP-hard and 
heuristic algorithms are always used to approximate the optimal 
solution. In short, a trade-off between efficiency and computa-
tional complexity exists in this model. 
2.1.2 Scheduling Model in the Thesis 
In this thesis, interference-based scheduling model will be em-
ployed because we would like to develop an algorithm which 
gives a satisfactory result to any practical situations. Since 
graph-based scheduling model would be over-simplified network 
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scenario, it is not a good choice in our thesis. In the subse-
quent section, we are going to discuss the criteria of using the 
interference-based scheduling model to develop a scheduling al-
gorithm. 
2.2 Power Assignment in Interference-based 
Scheduling M o d e l 
Graph- based scheduling protocols do not explicitly take power 
assignment into account but assume that each node is equipped 
with sufficient power for its transmission as well as that each 
node only interferes with its neighbors, which are the nodes 
that can have the direct transmissions to the sender node. On 
the other hand, in the Interference-based model, scheduling and 
power assignment are heavily associated. It is because the power 
level directly affects the SINK of a transmission. In the litera-
tures, two approaches are generally taken for the power assign-
ments. They are linear and nonlinear power assignments: 
Linear power assignments[3], where each node transmits 
with power proportional to the minimum power used among all 
concurrent transmissions. Mathematically, Pi = cP.,nin, where 
c is a constant, Pi is power level by transmitter i, and Fn,.in is 
the smallest power value among all transmitters. Linear power 
assignment, especially with c = 1, is frequently employed in 
multi-hop networks in the literature [18-22] since in multi-hop 
networks, transmitting devices are assumed to have similar prop-
erties and functionalities, such as transmission ranges and power 
consumptions. In addition, assuming the linearity of power lev-
els would save the each user's computational power, which is a 
very limited resources in the rnulti-hop networks. 
Non-linear power assignments, where the power level of cacli 
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Figure 2.1: Network topology that [9] uses to show that scheduling protocols with 
linear power configurations would be inefficient compared to the non-linear power 
control scheduling protocols. In the network, each i and i + 1 are separated by 
sender is independent and can be adjusted to any value as long 
as the level is below the power limit and above the transmission 
threshold according to network situation. Networks with non-
linear power assignment have better flexibility in the power level 
adjustments. However, transmitting devices in such networks 
may consume a significant portion of time in the computation 
of power configurations. Non-linear power assignment scheme is 
frequently employed in the literature on the topics of optimiza-
tion of power consumption in the TDMA systems. [24 
As stated, the main benefit of using linear power assignment is 
its simplicity in computation compared to non-linear power con-
figuration. However, there is always a tradeoff between efficiency 
and simplicity in the scheduling protocols. Moscibroda and Wat-
tenhofer in [9] showed that algorithms using linear power assign-
ment scheme may require a lot more time slots to schedule a set 
of transmission requests than the optimal value. They proved 
this statement in the network topology in Figure 2.1 and showed 
that in such topology, protocols with linear power assignment 
need a lot more time slots than protocols using nonlinear power 
assignment scheme. 
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Figure 2.2: Exponential chain networks in which SRA is proved to schedule inef-
ficiently 
2.3 Motivation and Contribution 
In general, in interfcrenced-based scheduling model, nonlinear 
power assignment scheme poses no limitation on the power con-
sumption of wireless devices, making it the ideal model for effi-
cient scheduling protocols. However, recently in [3]，the authors 
argue that the current non-linear power control scheduling pro-
tocols are inefficient. In their work, they show that commonly-
used step-removal algorithm, and its variations, requires n time 
slots to schedule n transmission requests on the network topol-
ogy in Figure 2.2; while they proved that as the number of 
transmission requests n increases, the number of required time 
slots should increase with log(n) for the optimal schedule in 
this network topology. They also proposed an algorithm called 
low-disturbance scheduling (LDS) algorithm, which provides a 
near-optimal schedule in this network topology. However, the 
authors do not provided any in depth analysis of both algorithms 
in other network topologies. Motivated by [3], we would like to 
study the efficiencies of SRA and LDS, and also develop an ef-
ficient nonlinear power scheduling algorithm. 
Our main contributions are as follow: 
i) Detail analysis of SRA and LDS are performed. We 
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find that both SRA and LDS have their own perfor-
mance limitations on different network topologies. 
ii) We will propose an algorithm which results in less time 
slots than SRA and LDS to schedule a set of transmis-
sion requests in all the network topologies studied in 
this thesis. 




In this chapter, we will state the model and definitions 
which are used throughout the thesis. 
Consider a TDMA network with m devices, each of which 
is labeled by M；, M 2 , … M ^ , interconnecting to each other 
through wireless links, which are labeled by li, I2 ,— A trans-
mission link i is denoted as k = (T(4 ) , R{li)), which represents 
a transmission from transmitter T{li) to receiver where 
T(4) , R{li)e { M l , M2 , . . . ’ Mm} . The signal power on link i is 
denoted as P(4) . The channel gain from transmitter of link i 
to receiver of link j is denoted by G{T{li), R{lj)). We consider 
the channel gain is due to the path loss, and is formulated as: 
晴测、二 (3.1) 
where d[T(Ji), RiJjYf is the distance from sender T(4) of link 
i to receiver T{lj) of link j. a is the path loss index, which is 
a measure of the intensity of the path loss. The value of a is 
16 
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different from situations. In free spacc model, a is 2; while in 
city, a typically is assumed to be 4-6, depending on if direct 
line-of-siglit(LOS), is possible. 
� " � — P{li)G{T{k),R{k)) 
where 7 � is the SINR of link i, and 77 is the thermal noise, 
which is assumed to be constant in this thesis. The SINR of 
each transmission link has to be greater than certain minimum 
level f j in order to satisfy the Quality-of-Service (QoS). There-
fore, 
7 � > m (3.3) 
In this thesis, we assume that each link has the same QoS re-
quirement and minimum SINR level that has to reach. Thus, 
= m 二 眺 j (3.4) 
Definition 1: Denote A be the set of links with active 
transmission requests and Lt be the set of successfully sched-
uled requests in time t. Then a schedule is defined as 八）= 
{Lj, L2�…Lr) , where Lt = A and Li A Lj = null Mi + j. 
In addition, we denote to be the number of time slots 
required to schedule all the transmission requests. 
We assume that there is a scheduler in the TDMA system 
and the scheduler processes the transmission requests batch by 
batch. Incoming transmission requests are first waiting in a rc)-
qiiest pool, and then they are collected by the scheduler. If the 
scheduler collects the set of incoming transmission requests A/. 
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from the pool at time t, then the next time the scheduler collects 
the incoming requests from the pool will be at time t + |5^ 八,）. 
Further assume that in each batch, neither two transmitters 
transmit to the same destination, nor do two destinations re-
ceive messages from the same transmitter. This is equivalent to 
the primary interference constraint in the graph-based schedul-
ing model. 
Prom (3.2), if we denote 
G(T � � ) (3.。） 
and 
rj/G{T{h)^R{k)) = N{l,) (3.6) 
We have 
Considering a set of n transmission requests which can be sched-
uled in a time slot, (3.7) would generate a matrix as (3.8) 
“ P W ] f ^(1,2) z ( l ， 2 ) … Z ( l , n ) ] 丨 P ( l ) ] [ y v � -
P(2) Z{2^) Z ( 2 ， 2 ) … Z ( 2 , n ) P(2) N{2) 
• — I • • , • • ‘ . 
• « , . » • • 
P(n) [ Z(n,l) Z(n，2) ... Z(n,n) H P(n) j [ N{n) 
(3.8) 
Subsequently 
(/ - PZ)P > N (3.9) 
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P > (3.10) 
(3.10) provides us the necessary condition for the valid power as-
signment for the concurrent transmission requests. Since power 
has to be positive and also there may be a power limit for cach 
device, we have a more contingent condition in (3.11) 
P u . u t > P > { I - P Z ) - ' N > 0 (3.11) 
where Pumit is the power limit vector. In this thesis we assume 
that there is no power limit and power can be adjusted to as 
large as infinite. Also, noise terms of all links are the same. 
Therefore, 
N{k) = N{l.i) = N \ y i J (3.12) 
Wc determine the efficiency of an algorithm by its scheduling 
complexity, which is introduced in [3] and is re-defined as fol-
lows: 
Definition 2: A scheduling complexity is a metric to measure 
the number of time slots required by an algorithm to schedule 
a set of transmission requests as the number of requests in the 
set increases. 
An algorithm is said to be more efficient than another algorithm 
if the algorithm has lower scheduling complexity, and thus, re-
quiring less time slots to schedule all the transmission requests. 
As for the short review, the following universal notation from 
complexity theory would be used to measure the efficient of an 
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algorithm. Table 3.1 lists the notations used to measure the 
scheduling complexity of an algorithm. Table 3.2 lists the nota-
tions used in this thesis. 
Tabic 3.1: N o t a t i o n s for the scheduling complex i ty (/(n)=|5(A)|, the num-
ber of time slots required to schedule a set of transmission requests.) 
f{n)e n{n) 3{c > 0，no:V(n>no),|cn|<|/(n)|) 
f { n ) e 0 ( n ) 3 ( c > 0 , n o : V ( n > n o ) , | c n | > | / ( n ) | ) 
f{n)E 0{log (n)) 3(c > 0, no:V(n>no),|c/o^(n)|>|/(n)|) 
f{ri)e 0{log' (n)) 3(c > 0, n � : V ( r i � n � ) , | d o / ( i i ) | d / ( n ) | ) 
Table 3.2: Notations used throughout the thesis 
CHAPTER 3. MODEL 21 
m Number of devices in a network 
n Number of transmission link requests in a network 
k Transmission link i 
T{li) Transmitter of transmission link i 
R{li) Receiver of transmission link i 
P{li) Transmission power of transmission link i 
G{i,j) Channel gain of transmitter i to receiver j 
d{T{li)^ R{lj)) Distance between transmitter of link i to receiver of link j. 
If j = i, d( T{li), R{lj)) can be abbreviated to (i(/,；) 
d{li) =d{T{li), R{li)), transmission distance between transmitter 
and receiver of link i 
a Path loss index 
7(4) Signal-to-noise ratio (SINR) of transmission link i 
13 Signal-to-noise ratio threshold 
7] Thermal noise 
A The set of all transmission requests 
S � K ) Schedule for the set of transmission requests 八 
Z{') Normalized channel gain 
口 End of chapter. 
Chapter 4 
Nonlinear Power Assignment 
Scheduling Algorithm 
Summary 
In non-linear power scheduling scheme, two scheduling 
approaches are frequently employed. They are two-
phase and step-removal approaches. In this chapter, we 
would discuss these two approaches. Also, we will in-
vestigate two algorithms, LDS and SRA, each of which 
belongs to one of the two scheduling approaches. 
4.1 Nonlinear Power Control Scheduling Al-
gorithms 
Nonlinear power assignment scheme is the ideal approach for 
a protocol to achieve the optimal scheduling solution. How-
ever, finding the optimal schedule is a NP hard problem which 
requires significant amount of resources. Therefore, heuristic 
algorithms which are computationally-efficient and give subop-
timal solution become one of the main focuses in the literatures 
2], [8], [9]. The heuristic algorithms generally follow two main 
22 
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approaches: two-phase [10] and step-removal [1 . 
Two-Phase Approach 
Two-phase approach is from Two-phase algorithm in [10]. Typ-
ically, in this approach, algorithms separate the scheduling pro-
cess into the pre-scheduling phase and power control phase. In 
the pre-scheduling phase, the algorithm eliminates transmissions 
with senders that are within distance D to the current trans-
mitter, with the purpose of eliminating "strong interferences". 
Thus, this phase is used to find the possible candidates for con-
current transmissions. In the power control phase, the algorithm 
determines if there is a possible power assignment to these con-
current transmission candidates, (i.e. to check if the power 
required for the concurrent transmissions exceeds the maximum 
power cap as well as below the minimum power limit.). The 
algorithm alternates these two phases iteratively until the re-
quirements of them are satisfied. Two-phase scheduling algo-
rithms are mostly applied in ad hoc network and have been 
implemented in many algorithms such as [3], [8], [9 . 
Step-Removal Algorithm 
Step-removal approach is from Step-removal algorithm (SRA), 
which is a kind of greedy algorithm introduced by Zander [1. 
The algorithm iteratively checks the scheduling condition and 
eliminates unwanted transmission links one by one. Therefore, 
it is a check-and-remove algorithm. Specifically, SRA first con-
siders all the transmission requests as a group in the network 
and performs the following check-and-remove procedures: 
i) Check if there is a power vector P satisfying the in-
equality (3.11). i.e. Ti—t > P > { I - P Z ) - ' N > 0 
ii) If no power vector is satisfied, remove tlie link which 
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has the largest row/column sum of the normalized gain 
matrix Z, with the purpose of removing the link having 
the most difficulty to be scheduled. 
The approach of SRA is widely used in the literatures and 
has been implemented to several variations. Zander, after SAR, 
proposed Limited Information Stepwise Removal Algorithm (LI-
SRA), a linear power assignment version of SAR, which assumes 
senders with equal power and performs check-and-rernove pro-
cedures as SRA. However, they are different in that LI-SRA 
removes the transmission request with the minimum SINR. Sub-
sequently in [2], Lee implemented SRA and proposed Stepwise 
Maximum Interference Removal Algorithm (SMIRA), which re-
moves the transmission link with the greatest aggregated inter-
ference { Yli灼PiZ.ij, } in (3.11), when power is as-
sumed to be assigned optimally. 
4.1.1 Efficiency of Two-Phase Algorithm 
The efficiency of the two-phase algorithm depends heavily on the 
separation distance D in the pre-scheduling phase, while too 
large the distance D would over-eliminate possible concurrent 
transmission requests, resulting in inefficient schedule. In gen-
eral, different network topologies have different optimal values 
of D, which makes the two-phase algorithm less practical. In ad-
dition, since different devices are cxpcricncing different network 
situations, applying a fixed D as the separation distance be-
tween two transmitters throughout the whole network would in-
evitably over-eliminate possible concurrent requests, and greatly 
affect the performance of the algorithm. 
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4.1.2 Efficiency of Step Removal Algorithm 
SRA does not perform any pre-scheduling link elimination that 
may over eliminates potential concurrent transmission requests. 
Thus, the scheduling complexity of SRA may typically be smaller 
than the scheduling complexity of the two-phase algorithms. 
However, [3] proves that it is not always the case. In [3], the 
author shows that using SRA and its variations could result 
in scheduling complexity which is significantly higher than the 
two-phase approach in some network topologies. They prove 
that for a network with topology as shown in Figure 4.1, using 
SRA would result in a scheduling complexity of n(n), while they 
provide a two-phase algorithm called Low-Disturbance Schedul-
ing (LDS) algorithm which gives a schedule with complexity 
0[log2[n)) , and the optimal schedule is proved to have a com-
plexity of 0{log{n)). With this claim in mind, in the next sec-
tion, we will investigate the LDS protocol and show that using 
LDS would also have a chance to result in significantly higher 
scheduling complexity than SRA. Therefore, both SRA and LDS 
arc inefficient scheduling protocols. 
0 © © G>0 © 0 o 
-2" -22 -21 21 22 
Figure 4.1: Transmitters and receivers are in white and black respectively. In 
this network, SRA schedules the link requests with complexity of ^(n), while the 
optimal schedule with complexity log(7i) is possible. 
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4.2 Low-Disturbance Scheduling Protocol 
Low-Disturbance Scheduling Protocol (LDS) is proposed by Mosci-
broda and Wattenhofer in [3] to illustrate the limitation of step-
removal algorithm. LDS is a variation of two-phase algorithm 
It separates the scheduling into two phases, namely the pre-
processing phase and the main scheduling phase. LDS is proved 
to give a schedule with complexity 0{log^{n)) in the topology in 
Figure 4.1, and requires at most 0{xpP^^og{n){log{n) + p) time 
slots to schedule n transmission requests, where p is a constant 
that p>l and xp is called p-disturbance. The ^-disturbance of 
a link 1“ denoted as Xp{k), is the maximum number of senders or 
receivers within distance d{li)/p of the transmitter or receiver of 
link li (i.e. for any link Ij, \{R{lj)\d{R{lj), R{li)) < d{li)/p}\ and 
\{T{lj)\d{T{lj),T{k)) < d{li)/p}\ [3], where d{T{li), R{lj)) is the 
distance between transmitter T{li) and receiver R(lj), and d{li) 
is defined as d{T{li), R{li)))- Then, Xp is defined as the maxi-
mum value of Xp{k) for all k. The scheduling process of LDS 
is stated as following, and the detail algorithm and example are 
provided in Appendix B. 
i) In the pre-processing phase, LDS considers transmis-
sion requests in the descending order of transmission 
lengths. The algorithm divides the n transmission re-
quests A = {I1J2, ‘ ‘ • In} into no more than�Zo^n/^ / ) + 
plog{a)] groups according to their transmission dis-
tances, where P and a are SINR thershold and path 
loss index respectively. Each group has a group ID, 7, 
where 7 G {1, 2,...�Zog(3n/?) + f)log{cy.)]. Only trans-
mission requests with the same group ID would be 
considered as candidates to be scheduled in the same 
time slot. In each group 7, LDS further divides the 
group into subgroups according to their transmissions 
distances. Each subgroup has a subgroup ID, r . The 
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pseudo code is listed below.(Notice that 7(2) and r(z) 
are the group ID and subgroup ID of link i respec-
tively.) 
Preprocessing Phase of LDS 
1: Consider all links k in 八 in decreasing order of d{li): 
2: label links such that d{li)>d{lj) for i<j and i ^ j 
3: r 1; 7 ：二 1; last := (i(/i), the longest transmission length; 
4: for each k in A do 
5: if l a s t / c ? � > 2 then 
6: if 7 < \log{3nP) + plog{a)] then 
7: 7 7 + 1; 
8: else 
9: 7 1; r := r + 1; 
10: end 
12: last := d{k) 
12: end 
13: 7(i):= 7; r ( i ) := r 
14: end 
ii) In the main scheduling phase, LDS examines tlie re-
quests in each group 7 and determines which requests 
are allowed to be transmitted by a subroutine called 
“allowed" subroutine. Since only requests with the 
same group ID are allowed to be scheduled simultane-
ously, the “ allowed" subroutine determines which links 
are assigned the same time slot in a group 7 by com-
paring the subgroup ID as well as the relative distances 
among different links. The pseudo code of the subrou-
tine is stated in the following. (Notice that 7 � and 
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T{i) are the group ID and subgroup ID of link i re-
spectively.) 
allowed subroutine 
1: Define constant jj, such that ij.:=4{120- l)/{a 一 幻)"。 
2: for all the requests with the same group ID 7 do 
3: Sj ‘ ‘ 7" (2) - T {^J ) • 
4: if r(z) 二 T{j) and ^！喻 > d{T{l,),T{lj)) 
5: or r{i) > r{j) and d{li) . ( 3几 / ? / / ^ ) (氏� + 1 ) / � > d[T�k), R{lj)) 
6: or r(z) > r ( j ) and dllj)/p > d{T{li), R{lj)) 
7: then return false 
8: end for 
9: return true 
Although LDS in [3] is proved to have a better efficiency 
than SRA in the network topology as shown in Figure 4.1, the 
comparison between these two algorithms is not fully studied in 
different topologies. In the following as well as the subsequent 
chapters, we will investigate the performance of both algorithms 
in different networks. 
4.3 Fundamental Limitation of L D S 
We have found that line 4 of the “ allowed subroutine" causes a 
serious limitation on the performance of LDS. If a network with 
n requests is under the following conditions: 
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Figure 4.2: Ring topology with 8 transmissions separating two transmissions by 
45 degree. Senders and receivers are in white and grey respectively. 
Condition 1: 0.5 < d{li)/d{lj) < 2, Vz 
Condition 2: d{T{Li),T{lj)) < Vi, j , where/i 二 — 
l ) / ( a - 2))i/a 
then LDS will always use n time slots to schedule these n links, 
while there may exist a schedule which needs less time slots. 
Consider a network shown in Figure 4.2 with 8 transmissions, 
where all transmission requests have the same transmission dis-
tance r. Transmitters and receivers are in white and grey, po-
sitioning on the rings with radius r and 2r, respectively. The 
separation of two transmissions is 45 degrees. 
According to LDS, since all eight transmission requests have the 
same transmission distances, they would be assigned the same 
group and sub-group values, with 7 二 1 and t" = 1 respectively. 
After the group ID and subgroup ID are assigned, the “ allowed" 
subroutine is called to check if links can be scheduled simulta-
neously. With identical group and sub-group value for all the 
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links, the conditions in line 4 of the “allowed" subroutine would 
be called, (i.e. to check whether fi'd{li) > d{T{li),T{lj)), where 
=4(120/?(nf - l ) / ( a — 2))^/") If this returns true, LDS would 
not schedule k and Ij in the same time slot, and vice versa. As-
suming that (3 = 2 and a = 4, /i will be approximately equal 
to 6.16 and d{li) = r,Vz. Since all transmitters are placing 
on a ring, the longest distance between any two transmitters 
d{T{li), T{lj)), Vi, j is 2r. Therefore, iJ.d{li) is always larger 
than d{T{li), T( / j ) ) , Vi, j , and the subroutine will always return 
false. Thus, no transmissions will be scheduled simultaneously 
in a time slot, and eight time slots are required to schedule all 
the transmission requests. 
Next, we will show that only 1 time slot is needed for SRA to 
schedule all the transmission requests in the network. Consider 
the network topology in figure 4.2 with the same assumptions as 
the above. According to SRA, the algorithm would initially con-
struct a 8x8 matrix Z, which is shown below in (4.1). After that, 
with the matrix Z, the algorithm checks if P > {I-f5Z)-^N > 0. 
� n 0 0, 0 A 0 _J_ 0 -| 
u 2 170/a 5S72 7.83°" 2° 7.8沪/2 2.17"/^  
0 n P . P 0 ± P _JL-
2.17"/2 U 2.17"/2 7.83"/2 7.83"/'^  5"/'^  
0 0 . 0 ^ . -L. P A. 13 
5"/2 2.17"/2 U 2.17"/2 5"/2 7.83"/2 2° 7.83"/2 
0 P 0 n 0 0 P A. 
叫— A 0 0 0 0 0 _J_ 0 
^ 7.83"/2 2.17"" u 2.17"/2 7.83"" 
0 ± 0 卢 0 ^ -JL_ 7.83°/2 2" 7.830/2 5^ /2 2.17°" ^ 2.17°'/'^  5"/2 
fi p JL _iL_ “ n 
7.83'»/2 ^ 7.83®" 50/2 2.17"" ^ 2.17«/2 
0 P fi JL ” JL. 0 L 2.170/2 7.83<»/2 2" 50/2 2.17'>/2 ^ 
(4.1) 
With P = 2 and a = the matrix assumes the numerical val-
ues of Z in (4.2). According to the Perron-Frobenius Theo-
rem, for P > ( / - p z y ^ ' N , if the maximum row/columnn sum 
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of PZ < 1, there exist a positive power vector P such that 
P > {I - PZyYJJ > 0. Therefore, if there is no power limita-
tion, all 8 transmission requests can be scheduled concurrently 
in a time slot, resulting in that only 1 channel is needed. 
In this example, we actually want to show that in the networks 
scenario as Figure 4.3 which has the properties of Condition 1 
and 2 , LDS needs to use n time slots to schedule the n trans-
mission requests, even though the optimal number of required 
time slots is far less than n. In the next chapter, we will provide 
simulations to further support this claim. 
“ 0 0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 ‘ 
0 . 4 2 4 1 0 0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 
0 . 0 8 0 . 4 2 4 1 0 0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 
凸门 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 0 0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 pZ = 
0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 0 0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 
0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 0 0 . 4 2 4 1 0 . 0 8 
0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 0 0 . 4 2 4 1 
0 . 4 2 4 1 0 . 0 8 0 . 0 3 2 6 0 . 1 2 5 0 . 0 3 2 6 0 . 0 8 0 . 4 2 4 1 0 
( 4 . 2 ) 
4.4 Chapter Conclusion 
111 this chapter, we have investigated two different wireless schedul-
ing approaches: step-removal and two-phase. We have also dis-
cussed that protocols using these approaches will have limita-
tions on different network topologies: Step-Removal Algorithm 
has high scheduling complexity in exponential chain network; 
while although Low-Disturbance Scheduling Protocol results in 
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Figure 4.3: Network topology which LDS would schedule inefficiently. 
efficient schedule in exponential chain network, if a network has 
transmissions which have similar transmission length as well as 
the senders of these transmissions are in close proximity, LDS 
will result in high scheduling complexity. Motivated by these, in 
the next chapter, we would like to propose the step-establishing 
scheduling approach which gives robust performance compared 
to the two-phase and step-removal approaches. 




Step-Establishing Algorithm (SEA) is a check-ancl-
establish algorithm. It is similar to step-removal algo-
rithm but the crucial establishing condition is different 
from the removal condition in SRA. In this chapter, we 
will introduce this algorithm in detail and in the next 
chapter, we will provide simulations to illustrate the ef-
ficiency of SEA. 
5.1 Step-Establishing Algorithm 
In Chapter 4, it is shown that step-removal and two-phase schedul-
ing approaches have limitations on certain network topologies. 
In this chapter, we will propose a nonlinear power control schedul-
ing protocol called Step-Establishing Algorithm (SEA). The idea 
of SEA is derived from SRA and has the following properties: 
i) Similar to SRA, SEA has two stages, the checking 
stage and the scheduling stage. 
ii) Instead of using normalized gain matrix Z � i n the check-
ing stage, SEA employs a matrix $，which is proposed 
33 
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in this thesis and is defined as 尘 = p ^ Z o Z ^ , where o is 
the hadamard product operation, to determine which 
links are chosen to be scheduled. 
iii) Instead of removing the link with maximum row/column, 
SEA adds a link which results in the minimum sum of 
all the entries of the corresponding 
The checking stage is critical to both SRA and SEA. In the 
following example, we will illustrate the reasons of proposing the 
matrix (I> as well as a new selection method instead of using the 
row/column sum method on matrix Z as in SRA. 
Example I-a: Illustration of why the row/column on Z 
is not used in SEA 
“ 0 0.2 0.1 2 ‘ 
^ 0.2 0 1 1.5 
Z = 5.1 
0.8 1.5 0 0.6 
1 1.5 0.2 0 
Consider a network with 4 transmission requests which yield 
the matrix Z in (5.1), where each link i corresponds to row/column 
i. First of all, we will show that the minimum number of time 
slots to schedule these four links is two. Recalled that if all links 
can be scheduled in the same time slot, P > ( / - pzy^N > 0 
should be satisfied. With matrix Z in (5 .1)， [ I -^Z) '^ will have 
values in (5.2)，with = 2 as before. 
-—4.412 -0 .294 10.294 -11.765 ‘ 
二 2.157 -0 .245 -4 .963 4.988 
) 1.471 -0 .735 -2 .390 2.463 
-0 .980 -0 .343 1.801 -2 .267 
- -J 
For illustration purpose, in this example, we assume that 
the normalized noise term of every link is positive constant N'. 
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(Thus, N = N' N' N'f). Therefore, ( / — I3Z)-^N = 
—6.1777V' 1.9377V' 0.8097V' - Since power has to 
be positive, P > ( / - 糊 - W > 0 does not hold. As the result, 
more than one time slots are needed to schedule these four links. 
The possible optimal grouping which results in a schedule with 
two time slots is shown in Figure 5.1, with link 1 and 2 as a 
group and link 3 and 4 as another group. We will prove this 
shortly. 
link 1 link 2 link 3 link 4 
l i n k 1 [ I 0 0 . 2 I 0 . 1 2 “ 
link 2 0 . 2 0 1 1 . 5 
l i nks 0 . 8 1 . 5 0 0 . 6 
l ink4 1 1 . 5 I 0 . 2 0 
Figure 5.1: The optimal grouping of matrix in (5.1) 
First of all, it can be seen that ？仏,/?}’ the corresponding Z for 
group with link 1 and 2, equals to 
7 卜 。 . 2 1 … 
二 _ 0.2 0 J ( 5 . 3 ) 
With the normalized noise for link 1 and 2, I 仏 ， / ^ } = {N' N']^^ 
and the numerical assumptions as before, 
, � 1 [“ 1.563 -0.938 _ , � 
( 乂 - 你 = 1-0.938 1.563 I (5-4) 
resulting in ( / — [0.625A '^ 0.6257^]了 and 
therefore, 仏 ’ > ( / - > 0 is possible. 
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On the other hand,之仏,“}, the corresponding Z for group with 
link 3 and 4，equals to 
7 ' 0 0 .6] 
= [ 0 . 2 � j (5.5) 
With TV仏’“} = [N' N f , resulting in ( / -"卸：，似广丄^仏似= 
1.Q72N, 0.357iV'严.Therefore, both groups are valid grouping 
and minimum two time slots are required to schedule all the 
links. 
Next, we will show that SRA requires three time slots to 
schedule all the links. 
i) Since link 1, 2, 3, 4 cannot be simultaneously scheduled 
in the same time slot, SRA will remove the link with 
the maximum row/column sum, which is link 2 with 
greatest sum 3.2. 
ii) The matrix Z^ j^  /.口‘} for the remaining link 1, 3, 4 will 
be ’… 
0 0.1 2 
- 0.8 0 0.6 (5.6) 
1 0.2 0 
With normalized noise vector for link 1, 3, 4, A^仏’,3 = 
[TV, N丨 II仏’Wdwm^e 卜 8 : 5 " -
W —4.57V'厂 Therefore, no power vector > 
( / — [hhM > 0’ and link 1, 3, 4 cannot 
be scheduled in the same time slot. Link 4 will be 
removed since it has the greatest column sum of 2.6. 
iii) The corresponding Z for link 1 and 3 is 
[ 0 0.1 1 
� ’ , 3 } = 1 0.8 0 J (5.7) 
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and with 77仏“3} = [N' N f , (/ - 仏,,3})— 
will be [0.136yV' I.OSIA '^]'^ , and therefore, positive power 
vector for link 1, 3 is possible. Thus, both links can 
be scheduled in the same time slot. 
iv) It can be easily seen that link 2 and 4 cannot be sched-
uled simultaneously. Therefore, they are scheduled in 
different time slots. The resulting grouping of links is 
shown in Figure 5.2. 
link 1 link 3 link 2 link 4 
link 1 n 0 0 .110 .2 2 ‘ 
link3 10.8 0 1 0.6 
link 2 0 . 2 1 1 . 5 
l i n k4 [ 1 0 . 2 1 . 5 
Figure 5.2: The grouping of the matrix in (5.1) by SEA using matrix Z 
Finally, we will show that applying the row/column sum logic 
to SEA will result in high scheduling complexity which is similar 
to the case of SUA. Since SEA adds one link at a time instead 
of removing links one by one, if applying the row/column sum 
method, SEA would add a link with the minimum resulting 
row/column sum. Below is how SEA operates with this method. 
i) Start with link 1, since link 1 has the minimum row/column 
sum in (5.1) 
ii) Then, link 3 will be added to the group of link 1 be-
cause the resulting matrix Z /^j^ /g} equals to, 
7 - 0 0 . 1 ] 
� ^ [ 0 . 8 � j ( 0 . 8 ) 
which has the minimum row sum of 0.1. 
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iii) No further link would be added to the group of link 1 
and link 3 because it can be seen from the above that 
link 1, 3, 2, cannot be scheduled in the same time slot. 
Also, link 1, 3, 4 cannot be scheduled concurrently. 
Therefore, link 2 and 4 would be scheduled in the latter 
time slots. 
iv) Since link 2 and 4 cannot be scheduled simultaneously, 
they would be scheduled in the different time slots, re-
sulting in the grouping in Figure 5.2. Therefore, three 
time slots would be used if the logic of row/column 
sum is applied to SEA. 
Later in this chapter, we will show that using our proposed 
method as a selection condition will only need two time slots 
to schedule all the links in this example. Before this, we will 
explain the algorithm in the next subsection. 
5.1.1 Conditions of Link-Establishment in SEA 
Basically, $ is a matrix which provides the information of which 
two links can be scheduled. If the (z, j ) entry of ^ is greater 
than or equal to 1, then the link i and j cannot be scheduled 
simultaneously. The following is derivation of 
Consider a network with two transmissions requests and I2 
shown in Figure 5.3 below. 
cAo ^ 
Figure 5.3: Random network with two transmissions. 
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If both transmission requests are to be scheduled simultaneously, 
it is required that the signal-to-noise ratio SINR of each link re-
quest above the SINR threshold. For transmission 1, that is: 
P{l2)G{l2ji) + rj~ znP{l2) + N' 
P { l i ) > p z n P { l 2 ) + PN' (5.10) 
where P, rj, /? are power, thermal noise, and the SINR thresh-
old respectively. G{li, Ij) is the channel gain between link i and 
j. N' = 7]/G[li, li) and Zij = G{lj, k)/ G{li, k). Similarly, for 
transmission 2, it is 
P{l2)G{kA,) 二 P { k ) � 
n i 2 ) � 2 i P { h H P N " (5.12) 
where N" 二 r]/G{l2, h)- Solving the power requirement for the 
inequalities of (5.11) and (5.12) if both links are to be scheduled 
in the same time slot, we will have the following power require-
ments. 
^ 1 - � 2 1 (5.13) 
r ^ M � J � i N ' + fm" 
> ； ^ ^ ^ (5.14 
1 - [J^Z2lZi2 
Since power has to be positive, the denominators of (5.13) and 
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(5.14)，which both equal to 1 — have to be greater than 
0. Denote ipu = P'^ zi2z2i and (p2i = Z2iZi2Yespectively^ It can 
be seen that ipu = ^21 < 1. 
Remark 1: Two transmission requests k and Ij are allowed to 
be scheduled concurrently in a time slot if and only if p^ij < 1, 
where ipij = 仰 = f P z i j Z j i , (5 is the SINR threshold, and IS 
the normalized channel gain G{lj, k)/ G{li, k). 
The physical meaning of p^ij is that the closer the value of (pij 
to 1, the harder the two transmissions k and Ij be scheduled 
in the same time slot since power required would be very large 
approaching to infinite. Therefore, as in contrast to LDS that 
using p- disturbance, we use c/? as a measure of the fundamental 
difficulties of scheduling two link requests. 
Remark 2: Denote <I) to be a matrix with entry 供j, and each 
entry cpij is defined as p'^ZijZji^ then (I) = p'^Z o Z^, where Zij is 
the {iJ) entry of Z and o is the hadamard product operation. 
Also, ^ij = ifji = P'^ZijZji 二 p'^Zji'Zij. 
Remark 3: For 0 < ipij < 1, the larger the value of 仰,the 
more difficult link i and j to be scheduled simultaneously in the 
same time slot, and vice versa. 
Definition 3: Denote 八 as the set of all the links with ac-
tive requests which results in matrix (I). If A is the subset of A, 
(I)yi is the submatrix of consists of links listed in the subset A. 
Remark 4: Let L be the set of successfully scheduled requests 
and ^L be the corresponding matrix (I) for links in L. If there 
exist two links, k and Ij, waiting to be scheduled, each of which 
can be simultaneously scheduled with all the links in the set L, 
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then li is chosen to be added to L if and only if (I)l(j“ has smaller 
total entry sum than (I)LU/r 
If (I>LU/i has the smaller total entry sum than k k should 
have the smaller impact of the overall scheduled links. There-
fore, li is chosen over lj. Thus, Remark 4 is the critical selection 
condition for SEA. 
Table 5.1 provides the notations used in the algorithm, which 
is stated as Algorithm 1 in the next page. 
Tabic 5.1: Notations used in the Step-Establishing Algorithm 
k Transmission link i 
八 The set of all links with active transmission requests. 
Lt The set of successfully scheduled requests in time slot t 
S�K) Schedule of all transmission links. S[K) = {L7, L忍，..人}. 
The number of required time slots to schedule all the links is 7 
(八)l = 丁. 
= P^ZijZji The condition that for two links to be scheduled in a time slot 
If (pij < 1, li and lj can be scheduled in the same time slot. 
Matrix with entry <^ >(i, j ) = 仰 
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Example I-b: Illustration of SEA 
Recalled Example I-a that 4 transmission requests are waiting 
to be scheduled, with matrix Z shown in (5.1). The matrix (I) 
of all the four links is shown in (5.15). Denote Lt be the set 
of successfully scheduled links in time slot t. SEA will schedule 
these links in the following. 
“ 0 0.16 0.32 4 • 
T 0.16 0 4 9 , � 1 � (I) = (5.15) 
0.32 4 0 0.16 
4 9 0.16 0 
i) At time slot t = 1, Lj = null. SEA will first start 
with the link with the minimum row/column sum of 
with the purpose of picking the link with the least 
restriction in the network. Link 1 and link 3 both have 
the smallest row/column sum of 4.48, and therefore, 
either one can be chosen. We randomly pick link 1. 
Thus, Li = {I j } . 
ii) The algorithm, then, picks the link i which has the 
minimum sum of all the entries in the resulting (I)!! 
Ill this case, i = 2 since 亞仏’/^} equals to the following: 
T 0 0 .16 _ , … 
= (5.16 
• 0.16 0 
and the matrix has the minimum corresponding matrix 
total entry sum of 0.32. 
iii) The algorithm checks if there exists a power vector 
P{iuh} such that > ( / - 仏 > 0, 
where Z仏’z�} is the corresponding Z for link 1 and 2, 
and N = [ A / " ' N ^ - (We have shown previously 
that there exists such vector). Thus, Li 二 仏， 
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iv) Although (�{/i“2’Z3} has smaller total entry sum than 
(I){“’W4}，link 3 will not be added because (I){“’/2，M 
contains entries which are greater than 1. Similarly, 
link 4 will not be added. 
v) Now, t = 2. 1>2 will start with a null set, and finally, 
link 3 and 4 will be added. Thus, L忍= { I s , l^}. The 
resulting grouping is shown in the Figure 5.4. 
link 1 link 2 l ink3 l ink4 link 1 link 2 link 3 l ink」 
丨ink 1 [I 0 0.1610.32 4 ] linkifl 0 0.21 0.1 1 ‘ 
( I ) 二 l i nk2 | o . l 6 0 4 _ 9 2=丨ink2 0.2 0 1 1.5 
link 3 0.32 4 0 O.iel link 3 0.8 1 ~ 0 
linlH 4 9 0.16 0 linM 1 1.5 0 .2 0 
Figure 5.4: The grouping by SEA for the matrix in (5.1) 
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Algorithm 1: Step-Establishing Algorithm 
1: for n requests A = {luh, • • •, k ] 
2: time slot t :二 1 ; 
3: while there are links to be scheduled do 
4: Lt= null 
5: / / L t is the set of successful scheduled links 
6: / /p i ck the first link for the group Lt 
7: 二 the $ matrix for links in 八 
8: find li with minimal row/column sum of 中八， 
9: add li to Lt 
10: / /remove /,； from unscheduled set A 
11: A < A \ l i 
12: while there are links to be scheduled 
13: find all the links where each of these links Ij satisfies 
that matrix $ituij contains no entry > 1 
14: Group these links to Ct / / possible candidates to be scheduled 
15: while Ct is not empty 
16: find Irnin ^ Gsuch that the sum of all entries in 
(I)厂 u/ is minimal 
•WUtnm 
17: check if there exists a power vector for 
inequality P 2 ( / — 
18: if there exists a power vector 
19 add Imin to Lt, and A < A \ / „ „ ； , , , 
20 if no possible power vector exists 
21 Ct < Ct\lniin 
22 end while 
23 t 二 t + 1 
24 end while 
25 end while 
• End of chapter. 
Chapter 6 
Performances of LDS, SRA, 
and SEA 
Summary 
In this chapter, the performances of three algorithms, 
LDS, SRA, and SEA would be compared under simula-
tions. 
6.1 Simulation 
i) LDS, SRA, SEA are compared under simulations. 
ii) Simulations are performed on MATLAB. 
iii) Network topologies are first generated and the coor-
dinates (x, y) of all communication devices are stored 
in matrix. The coordinate matrix also stores the and 
thermo noise information of transmission pairs. 
iv) Coordinates of all devices are unique, meaning that 
there is no overlapping nodes. 
v) The input of each algorithm is the coordinate matrix. 
45 
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vi) Constant parameters are: SINR threshold 二 2, path 
loss index a = 4, ?] = 1. 
6.2 Exponential Chain Topology 
Purposes 
3] has proved that that SRA needs n time slots to schedules n 
transmission requests in the network topology shown in Figure 
6.1. It also proposes LDS, which would give lower scheduling 
complexity than SRA. In this section, we mainly would like to 
compare the performance of SEA and LDS, and to see if SEA 
would result in better schedule. 
O © © GXD © 0 0 
-2" -22 -21 21 22 V 
Figure 6.1: Exponential chain networks in which SRA is proved to schedule inef-
ficiently 
Scopes 
We will simulate n = 10 to 500 numbers of transmission requests. 
Simulation Results 
The simulation result is shown in Figure 6.2. It can be see 
that LDS requires more time slots than SEA to schedule these 
n requests. In addition, as the number of requests increases, 
the number of required time slots to schedule these requests 
increases more rapidly for LDS than for SEA. As the result, 
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it can be conculded that SEA has lower scheduling complexity 
than LDS, and therefore, is the most efficient algorithm among 
LDS and SRA in this topology. 
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Figure 6.2: Simulation result of number 10 to 500 transmissions on exponential 
chain. 
6.3 Fixed-Transmission-Length R a n d o m Net-
work 
Purposes 
In this simulation, all transmission requests have the same trans-
mission length and are randomly distributed on a plane, which 
is shown in Figure 6.3. In Chapter 4, we have shown that if a 
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network with properties that I) 0.5 < d{li)/d{lj) < 2, V'i, and 
II) d{T{l iXT{l j ) ) < /2d{li), where ii 二 — l ) / ( a 一 
2))i"'，then LDS may result in schedules which require the num-
ber of time slots a lot more than the optimal one. The purpose 
of this simulation is to show that as the number of requests 
increases and links are getting closer together, the number of 
required time slots for LDS to schedule these links will increase 
much more dramatically than SRA and SEA.. 
< 1 
0 o - o o 
1 I 
200 units 
Figure 6.3: Random networks where each transmission request has the same 
transmission length. 
Scopes 
The dimension of the plane is 200x200 unif. The number of 
transmission requests in this simulation are from 1 to 90. Each 
transmission link has transmission distance of 1 unit, i.e. d{li) 
= 1 unit, V?:. The coordinates of senders nodes are first gener-
ated randomly by the MATLAB random function, and then the 
receivers are randomly placed 1 unit away of their corresponding 
senders. For each specific number of requests n, 500 randomly-
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generated network scenarios are simulated, and the results are 
to be averaged. The averaged results are plotted in Figure 6.4. 
y .._ .__, 
i 
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Figure 6.4: Performance evaluation of LDS, SRA, and SEA in random network 
for requests with fix transmission length. 
Simulation Results 
From Figure 6.4，we can see that as the number of transmission 
links increases and the network becomes crowded, the number of 
required time slots for LDS increases much more dramatically 
than SRA and SEA. This is because as the transmissions are 
closer together, the chances that d{T{li),T{lj)) < fid{li) for any 
two links li and Ij increase. The “ allowed" subroutine would 
assign each of these two links a different time slot, even though 
these two links can be scheduled simultaneously. 
CHAPTER 6. PERFORMANCES OF LDS, SEA, AND SEA 50 
6.4 Cluster Chain Topology 
1 Cluster 2 Clusters k Clusters 
H 训赫....『..T， 
6 I 100 units ‘ 100 units ‘ — - s 
‘ 200 units ‘ 
Figure 6.5: In this simulation, requests are spread over to a cluster chain. In this 
figure, y = 200. Therefore, with k = 1 cluster, n requests would be placed on the 
200x200 square plane. In general, J, or [g j numbers of requests would be 
placed on ^ by ^ plane, depending on if ri is divisible of k. 
Purposes 
In this simulation, the number of transmission requests is fixed 
to n. These n requests are taken places into k groups, where 
each group has 芸，「云“],or [JJ, depending on if n is divisible by 
k. Also, requests in each group would be placed on the | by | 
plane, where t/ is a constant, and forming a cluster. Thus, there 
are k clusters. These clusters are placing side by side, forming 
a cluster chain, which is shown in Figure 6.5. For example, if k 
= 1 , then n transmission requests would be randomly placed on 
one y by y plane. If k = 2, then n/2 requests would be placed 
on one plane and n/2 requests on another plane, assuming that 
n is a even number. 
It can be seen that as the number of k increases, the transmission 
requests are spread over a chain. The purpose of the simulation 
is to investigate the performance of LDS, SRA, and SEA in this 
situation. In general, as the transmissions are spread over a 
CHAPTER 6. PERFORMANCES OF LDS, SEA, AND SEA 51 
chain, the number of required time slots to schedule these links 
would decrease dramatically. However, we will see that this is 
not the case for LDS. In the later part of this section, we will 
explain this in detail. 
Scopes 
In this simulation, the number of transmission requests is fixed 
to 100. The number of clusters k are from 1 to 20. The value 
of y is 200. Therefore, with k = 1, 100 transmission requests 
would be placed on the 200 x 200 unit^ plane. The transmission 
length of each request is not fixed. All the requests are placed 
randomly on the clusters. 
100 . , —«••=^—�.-•• I I I i 
^ 
90 - ^ ^ A ^ 
LDS 
8 0 - -
I 
Number 70- ^ 
of \ I 
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\\ 50 - \ \ -
\‘、 
40- \ � . \ -
30- “ � � S R A � 
___會 .-•. 一省 • —_ ： iSEA � • “ • • • -•一— 201 1 I I I 1 I 1 1 1 0 2 4 6 8 10 12 14 16 18 20 
Number of Clusters 
Figure 6.6: Simulation Result using Approximation Method of SEA in general 
random network. 
Simulation Results 
Figure 6.6 shows the averaged result of the simulation. It can be 
seen that there is a sharp decrease in the number of required time 
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slots for SRA and SEA if the number of clusters increases from 
one to two. This is because the transmission requests are spread 
over, and therefore, the interference experienced by a receiver 
decreases, resulting in more simultaneous transmissions. The 
decreases in the number of required time slots become steady 
starting from ten clusters and beyond. 
However, it can be seen that the decreases in the number of re-
quired time slots for LDS are smaller than SRA and SEA. This is 
because when the number of clusters increases, the plane's area, 
of each cluster decreases. Since each transmission request has to 
be within this area, the chances of having similar transmission 
length for requests in a cluster increases. As stated in the Chap-
ter 4 that for I) 0.5 < d{li)/d{lj) < 2, Vz, and II) d{T{li),T{lj)) < 
fjd(li), where /i = 4 (120 /^ (a - l ) / ( a -2 ) ) i / " , LDS would be-
come inefficient. Therefore, as the number of clusters increases, 
the situation would become Figure 6.7, where transmission re-
quests within the same circle cannot be scheduled simultane-
ously. As the resulting in the number of required time slots a 
lot more than SRA and SEA. 
(I 二 I J卜 I H ( • • • k K H 
Figure 6.7: Simulation Result using Approximation Method of SEA in general 
random network. 
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6.5 General R a n d o m Network 
Purposes 
In this simulation, we would like to investigate the performances 
of LDS, SRA, SEA in the random network. The purpose of 
this simulation is to determine the performances of these three 
algorithms on average. 
Scopes 
In this simulation, transmission requests are placed randomly on 
a 200x200 unit plane. Both the x, y coordinates of senders and 
receivers are generated by MATLAB random function, resulting 
in the random topology. Coordinates of all devices are unique, 
meaning that there is no overlapping nodes. For each specific 
number of transmission requests n, 1000 trials are simulated, 
and the results are averaged. Figure 6.7 is the averaged results. 
Simulation Results 
In Figure 6.8, it can be seen that LDS requires more time slots to 
schedule all the requests than SRA and SEA. Also, the number 
of required time slots for LDS increases more rapidly than the 
other two algorithms as the number of transmission requests in-
creases. This means that LDS has higher scheduling complexity 
than SRA and SEA, while on the other hand, SEA has the low-
est scheduling complexity. This shows that SEA has the better 
performance than SRA and LDS in general. 
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Figure 6.8: Performance evaluation of LDS, SRA, and SEA in general random 
network topology. 
Discussion of Performance and Future Work 
When we write our simulation program, we have inserted a 
boolean statement to check if there exist any network scenar-
ios in which SEA would require more required time slots than 
LDS amd SRA. If there exist any, the program would return 
false. However, thus far, we have received no false statement in 
our simulations, and we would like to have further explorations 
of this as the future work. 
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6.6 Running T i m e Complexity 
While scheduling complexity is the key measure to evaluate the 
cfficicncy of a scheduling algorithm, running time complexity is 
the important criteria to evaluate the feasibility of an algorithm. 
If the running time complexity of an algorithm is too large (i.e. 
it takes to long to generate a result), the algorithm becomes 
infeasible and impractical. Among LDS, SRA, and SEA, the 
running time complexity of LDS is the smallest. It is because 
LDS does not involve any matrix manipulation, which is com-
putationally expensive. In contrast, both SRA and SEA have 
high running time complexity because verifying if there exists 
a power vector P, such that P > [I — pZ) -1N > 0, involves 
matrix inversion, which is solved in polynomial time. In this sec-
tion, we will present how to reduce the running time complexity 
of SEA, while still enjoying the efficient performance stated in 
previous sections. 
For each time slot 
While still requests 
‘ I 
I 1 1 Remove 
requests with 
greaiesl 
r 1 row/co lumn 
I Create matrix Z sum 
L � I 
No �— 
I I 1 Next 
Check feasible po>ver ‘ 八？:, 
vcclorsolulions ^ 奶 luuon? . slot 
Ye» 
Figure 6.9: Flow chat of SRA in a time slot. 
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6.5.1 Approximation Algorithm of SRA 
Step-Removal Algorithm consists of several key steps, which are 
shown in Figure 6.8. The most computationally expensive step 
is to check if there exists a positive power vector in (6.1) for a 
given Z. 
P > { I - p Z ) - ^ N > 0 ( 6 . 1 ) 
Since (A^ ") is a positive vector, in order for P to be nonnegative, 
( / — has to be positive. Therefore[26 
X{0Z) < 1 (6.2) 
.where X{fl Z) is the eigenvalue of matrix Z. 
Approximation algorithm of SRA can be developed based on 
the Perron-Frobenius Theorem [25] that: 
Theorem 1: Perron-Frobenius Theorem states that for irre-
ducible non-negative n x n matrix H, 
1. Spectral radius of H, p(H), which is largest eigenvalue of H, 
is positive. 
2. There is a positive vector associated with the spectral ra-
dius. 
3. Spectral radius is bounded by the greatest row or column 
sum of H. 
Except diagonal entries equal zero, all entries of matrix Z in 
(6.1) are positive and greater than zero. It can been shown that 
Z is a irreducible matrix, so is l3 Z. Since p{l3 Z) is bounded by 
the greatest row/column sum, an approximation algorithm can 
be derived by requiring every row/column sum d fJ Z less than 1. 
max{Y :Pz i j ,Y .Pz i j } < 1 (6.3) 
i j 
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Thus, according to the theorem, a positive power vector would 
be guaranteed for the inequality (6.1). 
I 丨 2 0 � J 
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Figure 6.10: Comparison on the SRA approximation method and SRA. 
The criteria of (G.2) is only sufficient but not ncccssary. There-
fore, using row/column sum as the criteria to verify if there 
exists a positive power vector for (6.1) may miss the possible 
concurrent transmission links. Figure 6.10 shows the simula-
tions of the approximation algorithm of SRA, SRA, SEA, and 
LDS on the random network for comparison. The simulation 
has the same assumptions and scopes as section 6.5. It can be 
seen from the figure that the SRA approximation algoritliin re-
quires more time slots to schedule all requests than the original 
SRA. The difference in the required time slots between SRA ap-
proximation and SRA shows the decrease in efficiency when the 
approximation method is used over the manipulation of matrix 
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inversion. 
6.5.2 Approximation Algorithm for SEA 
Compute row/ 
column sum 
Z Sum yes use inverse 
\ > method 
no / 
Next stage 
Figure 6.11: Flow chart of SEA approximation method. 
SEA and SRA have similar scheduling mechanism, and both 
require This operation is the most computational expensive in 
the algorithm. From the previous section, we know that row/column 
sum method can be used to replace the manipulation of matrix 
inverse. However, the tradeoff would be the worse resulting per-
formance. 
In fact, we can apply the row/column method intelligently to 
minimize the running time complexity of the verification of (6.1). 
Figure 6.11 is the flow chart of how it is applied. The idea is that: 
the row/column method is always applied first, and the matrix-
inverse method is applied only if the resulting row/column sum 
is greater than 1. By doing so, we can reduce the computational 
cost of power-checking in both SEA and SRA, while at the same 
time we would not miss any possible solutions. This can be 
shown from the simulation result of random network in the Fig-
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lire 6.12. In this simulation, the scope is the same as section 
6.5. We can see that the result on Figure 6.12 is approximately 
the same as Figure 6.5. This means that the approximation al-
gorithm does not worsen the performance of SEA. However, the 
running time is significantly improved. 
J 2 0 「 ••一 I. — — • 一 - — — — — — — - - 二 ~ ~ 一 . … • . 一 - = V 
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Figure 6.12: Simulation Result using Approximation Method of SEA in general 
random network. 




In this chapter, we conclude our work. 
In this thesis, we have investigated the wireless scheduling pro-
tocols in the TDMA system. We have studied various schedul-
ing models and discussed different power assignment schemes. 
It is shown that nonlinear power control scheduling algorithms 
arc ideal to find optimal schedule of a network. Then, wc have 
discussed two-phase scheduling and step-removal scheduling ap-
proaches in nonlinear power assignment scheduling scheme. Also, 
we have provided analysis of Low-Disturbance Scheduling Algo-
rithm (LDS) and Step-Removal Algorithm (SRA), each of which 
belongs to the two different scheduling approaches. We have 
shown that both algorithms performs inefficiently on certain net-
work topologies. It can be summarized as below: 
• General two-phase algorithms would over-eliminate poten-
tial links which can be scheduled in the same time slot. 
• LDS has limitation on networks with transmissions having 
similar transmission length and senders in close proximity. 
• SRA perform efficiently on the exponential chain network. 
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We have proposed an algorithm called Step-Establishing Algo-
rithm, SEA, which is opposite to SRA and adds links one by 
one. Although SEA and SRA have similar logic, we have shown 
that directly applying the grouping logic of SRA would result 
in inefficient schedule. Thus, we have proposed a new selection 
condition to group concurrent transmission requests. In the sim-
ulations, it is shown that SEA has better performances on the 
networks which SRA and LDS perforin inefficiently, as well as 
in general random network. Also, in the simulation process, 
we have found no topology yet SEA performs less efficient than 
LDS and SRA. As the future work, we would like to investigate 
if there exists any topology which SEA has worse performance 
than LDS and SRA. 




A.l Step-Removal Algorithm[l 
0: Input: set of transmission requests 八=1 
1: time slot t := 1; 
2: while there are links to schedule do 
3: compute SINR and P from Z; 
4: while SINR < p do 
5: find link which has the maximal row/column sum in Z 
6: remove link k and corresponding row and col. from Z; 
7: compute SINR and P from new Z; 
8: end while 
9: schedule the links of Z in time slot t and assign P; 
10: time slot it :二力 + 1; 
11： compute new Z for unscheduled links; 
12: end while 
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A.2 Illustration of the efficiency of S R A 
To show that SRA is inefficient in the exponential chain topol-
ogy, we can consider an example with 3 transmissions requests. 
Consider Figure 2.2 that an exponential chain network with 
senders in white and receivers in grey. For each link 1“ trans-
mitter T{li) and receiver R{li) are positioning at -2i and 2i of 
a chain respectively, (i.e. senders placed at — 2 � , — 2 ^ , 
receivers placing at , , for transmissions (g，I3, re-
spectively.) We assume there is no power limit in this example, 
meaning that power can be very large closing to infinite, and 
assume that the SINR threshold [5 = 2, path loss index a = 4. 
Starting with time slot 1, SRA first determines if there is a pos-
sible power vector for all four transmission requests, according 
the inequality of (3.11)，which is rewritten below for the conve-
nience of readers. 
P > { I - ( j Z ) - ^ N (A.l ) 
“ 0 0.3951 0.0512 “ 
Z = 6.321 0 0.3951 (A.2) 
13.1072 6.3210 0 
Since power has to be positive, with the Z matrix shown in 
(A.2), it can be determined that there is no possible power vec-
tor that satisfies (A.l ) . Therefore, the SRA would remove the 
transmission request with the greatest row/column sum, which 
is request I3 in this case. From the remaining request li and I2 
, a new Z* is formed. 
i 
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, 0 0.3951 “ “ � 
Z* = A.3 
6.321 0 ) 
It can be seen that there is also no feasible power vector P 
for Ij and Ig such that P 2 (1 — is satisfied. Therefore, 
SRA would remove I2 as it has the greatest row/column sum. 
Then SRA assigns request li to time slot 1. For the remaining 
requests I2 and Is with Z^ that 
H 0 0.3951 “ “ � 
Z" = A.4 
6.321 0 
It can also been seen that I2 and I3 cannot be active concur-
rently. SRA would assign time slot 2 and 3 to k and Is respec-
tively. Therefore, the algorithm takes 3 time slots to schedule all 
the requests. The result of this example can be extended to gen-
eral case that SRA takes n time-slot to schedule n transmission 
requests. 





B.l Low-Disturbance Scheduling Algorithm 
1: Consider all links k in A in decreasing order of d{li): 
2: label links such that d{li)>d{lj) for i<j and i j 
3: r 1; 7 1; last := \ the longest transmission length; 
4: for each k in A do 
5: if l a s t / d � > 2 then 
6: if 7 < \log{3nP) + plog{a)] then 
7: 7 := 7 + 1; 
8: else 
9: 7 := 1; r := r + 1; 
10: end 
12: last d{li) 
12: end 
13: 7(i):= 7; t{i):— t 
14: end 
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Main scheduling-loop: 
1: Define constant v such that v:= 4N\ 
2: t ：二 1; 
3: for k 二 1 to \log{^nlTj + plog{a)] do 
4: Let Fk be the set of all requests with 7(i):= k. 
5: while not all requests in F^ have been scheduled do 
6: Lt := null 
7: Consider all k in F^ in decreasing order of df 
8: if allowed[l“ Lt) then 
9： Lt := LtU{k} ;Fk:= Fk U{4} ; 
10: end if 
11: Schedule all k G Et in time slot t, assigning Si 
a transmission power of Pi = vdj,a{^vl3p"^)T[i) 
12: t : = t + 1; 
13: end while 
14: end for 
allowed仏，Lt) 
1: Define constant such that i J , : = 4 { 1 2 0 - l)/{a -
2: for each in Fk do 
3: S'f'' •— -
4 : i f r ( i ) = T { j ) a n d iid.；, > d{T{l,),T{lj)) 
5: or r{i) > T{j) and > ⑷，R { l j ) ) 
6: o r > r ( j ) a n d dj/p > d{T{li), R{lj)) 
7: then return false 
8: end for 
9: return true 
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Illustration of L D S 
To further illustrate how LDS works, consider an example with 
10 transmission requests on the exponential chain network, with 
the assumption that (3=2 and a = 4 Following the steps of the 
pre-processing phase, the algorithm first sorts the requests by 
their transmission distances. Then, starting with the request 
with the longest transmission length, which is request 10 in this 
case, the algorithm would group them into 7 and r accordingly. 
After the pre-processing phase, we would have the 7 and r val-
ues as Table B. 
Requests with same 7 would be passed the，, allowed" subroutine 
and if the subroutine returns true, requests can be transmitted 
in the same time slot. Those requests that result in false sub-
routine return would be postponed to next time slot. In this 
example, link 10 would be assigned to time slot t, then link 6 
and link 10 would be passed to “ allowed" subroutine. If the 
subroutine returns true, Link 6 would be assigned time slot t. 
If it returns false, link 6 would be postponed. 
Table B. l : Notat ion for the scheduling complex i ty ( / (n ) = |5(A)|, the number 
of time slots required to schedule a set of transmission requests.) 
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7cur r cur 
Link 1 2 3 
Link 2 1 3 
Link 3 4 2 
Link 4 3 2 
Link 5 2 2 
Link 6 1 2 
Link 7 4 1 
Link 8 3 1 
Link 9 2 1 
Link 10 1 1 
• End of chapter. 
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