A new high-order finite volume method based on local reconstruction is presented in this paper. The method, so-called the multi-moment constrained finite volume (MCV) method, uses the point values defined within single cell at equally spaced points as the model variables (or unknowns). The time evolution equations used to update the unknowns are derived from a set of constraint conditions imposed on multi kinds of moments, i.e. the cell-averaged value and the point-wise value of the state variable and its derivatives. The finite volume constraint on the cell-average guarantees the numerical conservativeness of the method. Most constraint conditions are imposed on the cell boundaries, where the numerical flux and its derivatives are solved as general Riemann problems. A multimoment constrained Lagrange interpolation reconstruction for the demanded order of accuracy is constructed over single cell and converts the evolution equations of the moments to those of the unknowns. The presented method provides a general framework to construct efficient schemes of high orders. The basic formulations for hyperbolic conservation laws in 1-and 2D structured grids are detailed with the numerical results of widely used benchmark tests.
Introduction
High-order schemes with local reconstructions use compact stencil for spatial discretization, and appear more attractive in flexibility and efficiency to locally refine the numerical solutions. Examples of the numerical algorithms that are conservative and make use of the locally defined degrees of freedom (DOFs) for high order reconstructions are the discontinuous Galerkin (DG) method [4] [5] [6] [7] , the spectral volume (SV) method [29] [30] [31] [32] and, more recently the spectral difference (SD) method [17, 33] .
The DG method is a formulation based on the Galerkin finite element approach. The local degrees of freedom is increased by a high-order local discontinuous basis function constructed piecewisely over each mesh cell, and the Riemann problem is solved at cell boundaries by a class of numerical methods originally developed in the context of the finite difference or finite volume approaches. The cell-averaged value is then cast into a complete flux-form formulation to assure the conservation in the DG method. The local DOF in the SV method is increased by partitioning the control volume (or mesh cell) further into finer subdomains with geometrical regularity. where Dx i = x i+1/2 À x iÀ1/2 is the volume for cell i, and x ip represents a point within or at the boundary of cell i. We will denote q ½0 xip by q ip and q
½1
xip by q x ip as a convention in this paper. From (2.1), we have the evolution equations for different moments of physical field q(x,t) as, The unknowns, or the degrees of freedom (DOFs), which should be predicted at every time step in the MCV scheme are the point values (PVs), or the PV moments in our context, defined within each single cell shown in Fig. 1 . The cell-wise interpolation reconstruction is then locally built in terms of the unknowns. For example, in a 1D Lth-order scheme, (L À 1)th-order polynomial P i ðxÞ on cell i requires L PVs (q il ;l = 1,2. . . , L), we write the interpolation polynomial in terms of the unknowns as,
where c il (x) is the basis function. The points x il for defining the unknowns q il are not necessarily coincided with x ip where the constraints in terms of the evolution equations for different moments are imposed. It should be addressed that construction of (2.4) is essentially different from the conventional Lagrange interpolation though they share the same form. The values at the interior points are determined from the multi-moment constraints, thus we call it multi-moment constrained (MC) Lagrange polynomial. See the appendix of this paper for more details.
Given interpolation function (2.4), the constraints on different moments (2.3) are explicitly expressed in the unknowns, yielding a set of evolution equations to predict the unknowns, Eq. (2.5a) guarantees the exact conservativeness of the cell-integrated average value q i . The reconstruction in an MCV method is built over each mesh cell, so the cell-wise interpolation function is continuous within each cell, but might be discontinuous across cell boundaries. Depending on the location of x ip , the numerical formulations for the derivatives of the flux function in (2.5b) are computed in different ways.
Being one of the important features of the current method, we use the constraint conditions (2.5b) at cell boundaries (x iÀ1/ 2 and x i+1/2 ) to a largest possible extent.
When point x ip is at cell boundary, the numerical flux needs to be evaluated by solving the Riemann problem. At a boundary point, the cell-wise reconstructions may lead to discontinuous values on the left and right sides of where ''Riemann(Á, Á)" denotes a Riemann solver with the left-side and right-side values given from the reconstructions.
In practice, we make use of the approximate Riemann solvers for computational efficiency. Two simplest examples among many existing approximate Riemann solvers are the local Lax-Friedrich (LLF) flux and the Roe's flux [19] . Computational cost can be further reduced if we replace the high-order derivative Riemann problems by linear and homogeneous derivative Riemann problems as detailed in [28, 27] for the hyperbolic systems. As addressed in [28] , since the first-instant plays a leading role in the interaction of the two states, the derivative Riemann problems with these simplifications provide a reasonable Fig. 1 . The locations of the unknowns in one dimension for the third-order (left), the fourth-order (middle) and the fifth-order (right) schemes.
accuracy. For the Euler equations in fact, our numerical experiments show that the following linearization to the flux functions gives adequate accuracy in terms of both numerical errors and convergence rate
ð2:7Þ
where A is the Jacobian matrix obtained by A = @f/@q. Provided the derivatives of the state variable q from the cell-wise reconstructions for both sides of a discontinuity, one can find the derivative flux of any high order at the expense of the conventional Riemann problem. It should be noted that the local reconstruction can be also carried out in terms of flux function f itself, instead of the conservative variables q. For example, the numerical approximations for flux function f and its derivatives at cell boundary x ip can be calculated bŷ
where we make use of the relation:
The eigen matrices R and R À1 , as well as the eigen values in K are directly evaluated by the point values at x ip . Without the linearization (2.7), the numerical simulations using (2.8) share a more uniform convergence rate for high order.
There are L unknowns in an Lth-order scheme, thus moment constraint conditions of equal number must be specified. We only consider the cases of LP3 in this paper. When L is an odd number, we use one constraint on the cell-integrated average (2.5a) and 2(K + 1) constraints on the point value and derivatives at the two ends of the cell, where K is determined by K = (L À 3)/2. When L is an even number, however, an extra moment is required to provide another constraint condition. We introduce the first-order derivative at the cell center (x ic = (x iÀ1/2 + x i+1/2 )/2), and write (2.5b) as
As shown in the following subsections, the second-order derivative of the flux functionf ½2 xic in (2.9) is computed by an approximation in terms of the flux from the interpolation reconstructionf ic ¼ f ðP i ðx ic ÞÞ as well as the flux and the derivatives of the flux function at cell boundaries.
Provided all the values and the derivatives of the flux function, the semi-discretized system of (2.5a) and (2.5b) finally yields the following ordinary differential equations in terms of the unknowns
where R(Q) stand for the approximations in terms of the discretized flux and the derivatives of the flux function. We use the third-order TVD Runge-Kutta method [22] ,
ð2:11Þ
for time integration. In the rest of this section, we give the examples of the MCV schemes from third-to sixth-orders.
Third-order MCV scheme
In the third-order scheme, the unknowns are three PVs (q il , l = 1, 2, 3) at three equally spaced points within cell i as shown in Fig. 1 , q i1 ðtÞ ¼ qðx i1 ; tÞ; q i2 ðtÞ ¼ qðx i2 ; tÞ; q i3 ðtÞ ¼ qðx i3 ; tÞ;
ð2:12Þ where x i1 = x iÀ1/2 , x i2 = (x iÀ1/2 + x i+1/2 )/2 and x i3 = x i+1/2 . A cell-wise MC-Lagrange polynomial,
is then constructed. We impose constraint conditions on three moments, i.e. one cell-averaged value and two PVs at cell surfaces as
ð2:14Þ
The evolution equations of the moments (2.5a) and (2.5b) then read,
ð2:15Þ
The constraint conditions (2.15) finally lead to the equations to directly update the unknowns as
ð2:16Þ
where f xi ¼ ðf iþ1=2 Àf iÀ1=2 Þ=Dx i is the cell-averaged first-order derivative of the numerical flux. The numerical fluxes at cell boundary, say x iÀ1/2 , are obtained by solving the (derivative) Riemann problems,
ð2:17Þ or more simply by the flux linearization (2.7)
ð2:18Þ
The left-side and right-side values and derivatives of the state variables are computed from the cell-wise reconstructions as
ð2:19Þ
For cell boundary x i+1/2 , the same procedure applies with the cell index shifted by one.
Fourth-order MCV scheme
In the fourth-order MCV, we put the four unknowns at equidistant positions over cell i as shown in Fig. 1 where x i1 = x iÀ1/2 , x i2 = (2x iÀ1/2 + x i+1/2 )/3, x i3 = (x iÀ1/2 + 2x i+1/2 )/3 and x i4 = x i+1/2 . As aforementioned, with L being an even number, a new constraint condition needs to be imposed on the first-order derivative at the cell center (x ic = (x iÀ1/2 + x i+1/2 )/2), in addition to the cell-averaged value and two PVs at both cell boundaries. A polynomial of four DOFs, P i ðxÞ ¼ P 4 l¼1 c il ðxÞq il , is then derived. From (2.5a) and (2.5b), we get the following linear system,
ð2:21Þ which then yield the evolution equations to update the PV unknowns as
ð2:22Þ
The numerical fluxes at cell boundary are solved as the (derivative) Riemann problems in a similar way to that in the third-order MCV scheme. The computation of the second-order derivative of the numerical flux at the cell centerf ½2 xic , however, needs a different procedure. In the present method, given five constraint conditions on flux, i.e.
xic is evaluated from a fourth-order interpolation bŷ
It is notified that the second-order derivative of the flux function at cell center (x ic ) is computed not only from the value obtained from the interpolation reconstruction (f ic ), but also from the numerical fluxes and the derivative fluxes at the cell boundaries. It makes the current method substantially different from other existing algorithms.
Fifth-order MCV scheme
For the fifth-order MCV, the unknowns are the five PVs defined at the equidistant points,
over cell i as shown in Fig. 1 . The interpolation is constructed by an MC-Lagrange polynomial P i ðxÞ ¼ P 5 l¼1 c il ðxÞq il of 5 DOFs. The constraint conditions are imposed on 5 moments, i.e. the cell-averaged value, the PVs and first-order derivatives at the two cell boundaries. Using the interpolation polynomial P i ðxÞ, we get the following evolution equations for the PV unknowns as,
ð2:25Þ
The numerical fluxes at cell boundaries, i.e.f iAE1=2 ,f xiAE1=2 andf ½2 xiAE1=2 , can be evaluated by solving the derivative Riemann problems up to second-orders. After solving the linear system (2.25), the PV unknowns are updated in time.
Sixth-order MCV scheme
A sixth-order scheme requires six PVs located at the six points equally spaced over cell i to build a polynomial of six DOFs, P i ðxÞ ¼ P 6 l¼1 c il ðxÞq il . In addition to the constraint conditions in fifth-order scheme, the first-order derivative moment at cell center (x ic ) is added to provide a new constraint. The evolution equations for the moments (2.5a) and (2.5b) read
ð2:26Þ
The equations for updating the PV unknowns, q i1 , . . . , q i6 , can be derived straightforwardly from the 6 Â 6 linear system (2.26). The second-order derivative of the numerical flux at cell center is evaluated fromf ic ;f iAE1=2 ;f xiAE1=2 andf ½2 xiAE1=2 as follows,
The numerical flux at the cell center are computed from the interpolation polynomial,f ic ¼ f ðP i ðx ic ÞÞ. All other flux or the derivatives of the flux function are evaluated at the cell boundaries, thus should be computed from the Riemann solvers.
Some remarks
In the present MCV formulations, the points to define the unknown PVs are equally spaced. It is different from the GaussLobatto points used in the conservative staggered-grid Chebyshev multi-domain spectral method [14] or the SD method [17, 1] , and the formula to convert (2.3) to the evolution equations for the PV unknowns, (2.5a) and (2.5b), are more efficient. In the schemes from third-order to sixth-order, the only numerical flux computed from the interpolation function at the cell center isf ic in (2.23) and (2.27), while other flux or the derivatives of flux are evaluated at cell boundaries. We increase the derivatives of flux at cell boundary when constructing higher schemes to provide constraints for the increased DOFs, rather than use more fluxes at interior points as that in the Chebyshev multi-domain spectral method [14] . Our numerical tests show that the MCV method has a satisfactory convergence rate for all schemes from third to sixth-orders presented in this paper. Moreover, since there is not any volume integration involved in the present method, it is quite computationally efficient.
As mentioned above, most of constraint conditions are imposed on the cell boundary as the Riemann and derivative Riemann problems. It implies that the increase in the DOFs for higher order scheme directly leads to an increase of the information exchanged across the cell boundary. Consequently, different from other existing schemes using local high-order reconstruction, the current MCV method allows larger CFL number for computational stability. We have carried out numerical experiments for 1D linear advection equation with smooth initial condition, and used the third-order Runge-Kutta scheme (2.11) for time integration. Table 1 gives the maximum CFL numbers for stability of the MCV schemes from thirdorder to sixth-order. Compared with the maximum stable CFL number for the DG scheme and the SV scheme of the same order as given in [29] , the MCV method has a less restrictive CFL condition for computational stability.
The initial condition
In the numerical experiments presented in this paper, special care must be paid to specify the initial values of the unknowns, i.e. the PVs located at the equally spaced points over each mesh cell. It is trivial if the initial profile is analytically given everywhere. Otherwise the unknown point values must be provided from high-order interpolations or from the ''physical observations" that have been assimilated by a numerical model of equivalent accuracy.
As a typical case, we describe here the process to determine the initial unknowns for a mesh cell where a jump discontinuity exists. Assuming a jump discontinuity exists in ½x iÀ 1 2 ; x iþ 1 2 and given the PVs at the cell boundaries, we decide the initial conditions for the unknowns according to the following rules.
(i) The PVs at the boundaries of cell i are firstly specified as
; 0Þ:
(ii) The cell-averaged value is approximated by the PVs at the cell boundaries by a simple algebraic average,
2 :
(iii) The derivatives at the cell boundaries are initially assumed to be zero, (iv) When L is an even number, the derivative at the cell center is approximated by,
wherePðxÞ is the polynomial of (L À 1) DOFs where the derivative at the cell center is not involved. We estimate q xic by a central difference in terms of the PVs at the two ends in this paper for simplicity, which slightly degrades the accuracy in the initial conditions, but only makes negligible difference in the numerical results. We give below the initial values of the PV unknowns for the MCV schemes from third-order to sixth-order. 
Limiting projection
To eliminate the spurious numerical oscillation, we apply the slope-limiting operator KP i proposed in [7] to the solutions at each Runge-Kutta step. The slope-limiting operator KP i is a linear approximation defined as
ð2:32Þ whereq x is the limited gradient. It is required that the limiting procedure satisfies
for the numerical conservativeness. The limited gradientq xi is computed based on the TVD concept [9] . We apply the superbee limiter,
where Dq iÀ1/2 = q ic À q (iÀ1)c , Dq i+1/2 = q (i+1)c À q ic and b is a positive to control the gradient sharpness, and is set to 1.8-2.0 in this paper. 
As it is well-known that the TVD limiter might over-smooth the local extremes in the numerical solution, we introduce also the TVB limiter [21] . We slightly modified the formulation to get a smooth transition between the limited and unlimited regions,
The parameter M is a switching parameter, and is somewhat problem-dependent as in other high-order schemes. As will be seen later in the numerical tests, the limiting procedure affects the local solutions depending on the TVB parameter which needs to be specified in advance in the current formulation. It should be a common challenging issue for all high-order schemes to maintain high order in smooth region while get rid of spurious oscillation at discontinuity. Some schemes with the WENO idea [18] may probably provide a solution.
Extension to 2D Cartesian grid
In Cartesian grid, it is straightforward to extend the MCV method to multi-dimensions. Due to the regularity of the mesh, we can directly implement the one-dimensional formulation to x and y directions, respectively.
We consider the 2D hyperbolic system,
with f and g being the flux functions in x and y directions, respectively. The unknown PVs are defined at the points shown in Fig. 2 . For an Lth-order scheme, the unknowns over cell ij are q ijlm defined at points (x ijl , y ijm ); l = 1,. . . , L, m = 1,. . . , L with x ij1 ð¼ x iÀ1=2 Þ; x ij2 ; . . . ; x ijl ; . . . ; x ijL ð¼ x iþ1=2 Þ and y ij1 ð¼ y jÀ1=2 Þ; y ij2 ; . . . ; y ijm ; . . . ; y ijL ð¼ y jþ1=2 Þ being equally spaced over [x iÀ1/2 , x i+1/2 ] and [y jÀ1/2 , y j+1/2 ], respectively.
The 1D scheme is then implemented over the line segments x ij1 x ijL \ y ijm ; ðm ¼ 1; . . . ; LÞ in x direction and x ijl \ y ij1 y ijL ; ðl ¼ 1; . . . ; LÞ in y direction separately.
We introduce the averaged values along line segment x ij1 x ijL \ y ijm in x direction by (ii) Construct 1D MC-Lagrange polynomial interpolation along each line in x and y directions. In x direction, the interpolation function reads Analogously, the same procedure applies in the y direction at cell boundary y jÀ1/2 forĝ ijÀ1=2l ;ĝ
. . (iv) If L is an even number, the first-order derivatives in respect to x and y at the center points of line segments x ij1 x ijL \ y ijm ; ðm ¼ 1; . . . ; LÞ and x ijl \ y ij1 y ijL ; ðl ¼ 1; . . . ; LÞ need to be evaluated as the constraint conditions, which then requires the second-order derivatives of the flux functions. We use formulations in 1D, such as (2.23) for l = 1,. . . , L and m = 1,. . . , L. The operators S ðxÞ and S ðyÞ stand for the numerical formulations derived from the moment constraint conditions (3.13) and (3.14). Finally, time evolution equations of the PV unknowns are obtained by summing up the x and y components by 
It is easy to show that the volume-integrated average (VIA moment), 
l are the numerical fluxes across the 2D cell boundaries in x and y directions. The total 2D VIA is then computed by a completely conservative formulation of flux-form. 
Numerical examples

1D Linear scalar equation
In this subsection numerical tests to advect 1D profiles are solved by the MCV schemes for the following scalar equation We refined the grid for the schemes of different orders. The numerical errors at t = 2 (after one period) are examined. Two kinds norms are used to measure the errors, i.e. Table 2 . It is observed that the expected convergence rate for different order schemes are obtained.
Advection of a square wave
This numerical example is to test the capability of MCV schemes to capture a jump discontinuity. The key for a scheme to resolve a piecewise jump discontinuity essentially depends on the interpolation reconstruction. It is well-known that with increased wave number the Fourier series converges to such a function almost everywhere except at the jump discontinuity where the Gibbs phenomenon of a finite overshoot or undershoot occurs.
We computed the following square wave advected by (4.1), qðx; 0Þ ¼ 1 for jxj 6 0:4 0 otherwise & ðÀ1 6 x 6 1Þ: ð4:3Þ
The initial conditions of the unknowns for different order schemes are given in the way described in Section 2.6. To see how the multi-moment reconstruction approaches the square wave, we ran the test without the limiting projection for one revolution. We use meshes of 200, 133, 100 and 66 cells for third-, fourth-, fifth-and sixth-order MCV schemes separately to maintain the total number of DOFs being roughly 400 for all cases. Here, we share the PV moment on cell boundary without limiting. The numerical solutions are shown in Fig. 3 . The multi-moment reconstruction behaves in a manner quite similar to the spectral method. The sixth-order scheme gives the most converged numerical solution compared to other lower order schemes. 
Jiang and Shu's problem [13]
This example was used in [13] to evaluate the capability of the schemes in capturing both discontinuity and smooth solution. The initial distribution includes four types of profiles as qðx; 0Þ ¼ 1 6 Gðx; b; z À dÞ þ Gðx; b; z þ dÞ þ 4Gðx; b; zÞ ð Þ for À 0:8 6 x 6 À0:6; 1 for À 0:4 6 x 6 À0:2;
1 À j10ðx À 0:1Þj for 0:0 6 x 6 0:2; 1 6 Fðx; a; a À dÞ þ Fðx; a; a þ dÞ þ 4Fðx; a; aÞ ð Þ for 0:4 6 x 6 0:6; 0; otherwise;
where the functions are defined by Gðx; b; zÞ ¼ e The numerical results at t = 2 (after one period) without limiter is plotted in Fig. 4 . It is clearly observed that a higher order scheme produces better results for both discontinuity and smooth region. The sixth-order MCV scheme gives the best results, not only for the smooth solution but also for the discontinuous jumps which were revolved within two mesh cells as shown in the previous test.
We continued the computations until t = 20 (after 10 period) and compared the numerical results from the third-order and the sixth-order MCV schemes. The numerical results are shown in Fig. 5 . Compared to the third-order one, which is more dissipative, the sixth-order scheme looks much superior for long term integration.
Numerical results with a TVB limiter for M = 200 and M = 0 are shown in Figs. 6 and 7, respectively. When the limiting projection applied to eliminate the spurious oscillation, the difference in the numerical results from the schemes of different orders is not much significant. Furthermore, the parameter M in the TVB scheme affects the numerical results, but is problem-dependent. As in other high-order schemes, the limiting projection is still a topic worth further investigations.
1D nonlinear inviscid Burger's equation
The 1D nonlinear Burger's equation without the effect of viscosity is written as,
In this example, we compute the numerical flux at cell boundary
where a iÀ1=2 ¼ ðu iÀ1 þ u i Þ=2. As an alternative, the multi-moment reconstruction is built in terms of the flux function
/2) instead of the conservative variable u. A smooth profile uðx; 0Þ ¼ 0:5 þ sinðpxÞ ð0 6 x 6 2Þ ð4:7Þ was used as the initial condition. As can be expected, shock waves will develop in the course of time due to the nonlinearity. In order to evaluate the accuracy, or the convergence rate in respect to grid refinement, we ran the computation up to t = 0.5p before the formation of the shocks. The mesh are gradually refined by 20, 40, 80, 160 and 320 cells. The numerical errors in L 1 and L 1 norms as well as the convergence rate for third-, fourth-, fifth-and sixth-order MCV schemes are shown in Table 3 . It is observed that a roughly spectral decline in the numerical errors is obtained when a finer mesh is used. We continued the computation on the 40-cell mesh until t = 1.5p. A TVB limiter is used to remove the numerical oscillation in the presence of the shock waves. The numerical results of 3rd and 5th schemes are plotted in Fig. 8 . To further examine the numerical errors and the effects of the limiting projection in the case where a shock is developed, we show the error distributions of third-and fifth-order schemes in Fig. 9 . It is found that the convergence due to both h-refinement and p-refinement are obtained. In the vicinity of discontinuity where the TVB limiter switches the reconstruction to lower order, however, the orders of the schemes on all meshes degrade. It reveals that the TVB limiter maintains to some extent the numerical accuracy of a high order scheme in the smooth region, but the determination of the TVB parameter remains a problem requiring further investigation.
1D Euler equations
The 1D Euler equations are written as where q is the density, u the velocity, p the pressure and E the total energy. For perfect gas, we have the equation of state as, For the Euler systems, we decompose conservative variables to the characteristic variables using the right and left eigen matrix (for detail see [19] ). In the computations of the Euler equations, we apply the Roe approximate Riemann solver [19] .
Advection of density perturbation [18]
In order to check the convergence rate of the present schemes for the nonlinear systems, we consider the propagation of smooth density perturbation. Constant pressure and velocity are initially specified as u(x,0) = 1 and p(x,0) = 1. A smooth distribution of the density is given by q(x,0) = 1 + 0.2 sin (px), the solution of this problem will evolve as the propagation of the density perturbation.
We measured the L 1 and L 1 errors at t = 2 with periodic conditions over [0, 2] . The cell is doubly refined from 10 to 80. The results of the density for the grid refinement are shown in Table 4 . A satisfactory convergence rate is obtained.
Sod's problem [25]
The initial distribution is defined as We carried out the computation until t = 0.2 with 100 cells by third-order, fourth-order and fifth-order MCV schemes. In this test, the TVB parameter M = 150 is applied.
The numerical results of density are shown in Fig. 10 . The results from different schemes are not much different. These numerical results look overall competitive to those of the DG scheme reported in [5] .
Lax's problem
This test is known as Lax's problem, another 1D shock tube starting from the following initial condition, We computed this test on a 100-cell mesh with third, fourth and fifth-order MCV schemes, and examined the effects of the TVB limiter.
Figs. 11 and 12 show the numerical results with TVB parameter being M = 20 and M = 100 respectively. The limiter effectively removes the spurious oscillations, but makes the numerical outputs look nearly identical in this shock dominant problem. To evaluate further the performance of the TVB limiter, we plotted out the spots where the limiting procedure is in effect on the x À t plane in Figs. 13 and 14 , respectively for M = 20 and M = 100 cases. It is observed that the limiting is brought into play around shock wave, contact discontinuity and the front of the expansion fan where the discontinuous nature is remarkable in the solution. Compared to M = 20, the case of M = 100 allows a less restrictive condition on the smoothness which results in the switch-off of the limiting on the front of the expansion fan in the later stage. [24] Second example in the Euler equations was proposed by Shu [24] , where the initial conditions are As expected, when M = 500, higher order scheme can well resolve the solution around smooth region. When M = 2500, the fourth-order MCV scheme reproduces better the smooth profile compared to the third-order scheme. However, the result from the fifth-order scheme has some numerical oscillations. This might partly due to the limiting procedure, and implies that higher order scheme needs other type of limiter such as those using the WENO reconstruction [16, 13] .
Shock-turbulence interaction
Two interacting blast waves [34]
The problem including strong interacting shock waves is tested as well. The initial conditions with very large pressure difference are defined as We use 400 cells and impose reflective boundary conditions at the two ends of the computational domain. The TVB parameter is set to M = 500.
The results of density at t = 0.38 are shown in Fig. 17 . It is a case where discontinuity and shock wave are dominant, thus the numerical solutions computed by schemes of different orders look fairly identical.
2D Linear scalar equation
We consider the 2D linear advection equation, q t þ uq x þ vq y ¼ 0;
ð4:14Þ
where (u,v) are the velocity components in x and y directions.
Accuracy test
In order to evaluate the convergence rate for the linear scalar equation, we conducted a mesh refinement test with the smooth initial condition defined by q(x,y,0) = sin(p(x + y)). The velocity is set to be constant as (u,v) = (1,1). A periodic boundary conditions are specified. The L 1 and L 1 errors at t = 2 are shown in Table 5 . Expected convergence rates of the MCV schemes from third-to fifth-orders are verified. 
Rotation test
We extend the 1D Jiang and Shu's problem [13] otherwise; . The computation is run up to t = 1 (after one revolution) with 100 Â 100 cells.
The numerical results without limiter are shown in Fig. 19 , the result from the fifth-order result is much better than that of the third-order scheme. The results with the TVD superbee limiter are shown in Fig. 20 . Similar to the 1D case, when a limiter is applied, all schemes become more diffusive so that the higher order scheme looks only marginally superior. More sophisticated limiting is still demanding. 
2D Euler equations
The 2D Euler equations are given by q ¼ q; qu; qv; E ð Þ T ;
f ðqÞ ¼ qu; qu 2 þ p; quv; uðE þ pÞ
gðqÞ ¼ qv; quv; qv
ð4:17Þ
where q is the density, (u, v) the velocity components in x and y directions, p the pressure and E the total energy given by 
Advection of density perturbation [18]
Again, we evaluated the convergence rate for the Euler equations by the grid refinement test. The smooth density profile is initially given by q(x, y, 0) = 1 + 0.2sin(p(x + y)). Constant velocity and pressure are specified by u(x, y, 0) = 0.7, v(x,y,0) = 0.3 and p(x, y, 0) = 1. We measured the L 1 and L 1 errors at t = 2 with periodic conditions over [À1, 1]. From Table 6 , it is clear that our schemes achieve expected orders of accuracy even for 2D nonlinear systems.
Isentropic vortex [23]
Advection of an isentropic vortex in a free stream [23] has been also computed to examine the order of accuracy of the presented method in a flow that shares the strong nonlinearity of the Euler equations.
An isotropic vortex perturbation is propagated in a mean flow given by (q, u, v,p) = (1, 1, 1, 1 , temperature T = p/q, entropy S = p/q c and the vortex parameter is set to = 5. The solution at any time is the initially specified vortex translated over a distance by the velocity (1, 1). Similar to [8] , the computational domain is taken as [À10, 10] 2 . In this test, we make use of the flux splitting solver (2.8) for the flux function and its derivatives to get the uniform convergence rate. We define the grid size as h = 20/N x = 20/N y , where N x and N y are the cell numbers in x and y directions respectively. Numerical experiments were carried out with the grid size gradually refined. The numerical errors in L 1 and L 1 norms at t = 2, as well as the convergence rates for the schemes of different orders are given in Table 7 .
We can obtain third-, fourth-and fifth-order accuracy by the corresponding schemes in this more realistic test for the nonlinear Euler equations. In order to visually illustrate the accuracy of the numerical solutions, we re-computed the test on the computational domain of [À5, 5] 2 with periodical boundary conditions, so that the vortex returns to its initial position at an interval of t = 10.
The cell number is set to N x = N y = 32. We plot the density profiles on y = 0 for third-, fourth-and fifth-order MCV methods at t = 10 (1 cycle) and t = 100 (10 cycles) in Fig. 21 . All the results at t = 10 are perfectly preserved, however, the result of thirdorder MCV method looks dissipative after a long term run at t = 100. The results of the fourth-and fifth-order MCV methods at t = 100, on the other hand, maintain visually identical to the analytical solution (the initial profile). The time evolution of the numerical errors measured by L 1 and L 1 norms are shown in Fig. 22 , which manifests again the numerical accuracy of the schemes.
Mach 3 wind tunnel with a step [34]
This problem was originally reported in [34] to verify 2D shock capturing schemes. The uniform compressible flow of Mach 3 attacks a step from left in a tunnel with a size of [0, 3] Â [0, 1]. An inflow condition is imposed on the left boundary, and an outflow condition on the right boundary. The upper and lower boundaries are reflective walls. We run the computation until t = 4 with a TVB superbee limiter where parameters M = 5 and b = 1.8 in (2.37) and (2.34) are used.
The numerical results with the mesh number increased from 120 Â 40 to 960 Â 320 from the third-, fourth-and fifth-order MCV schemes are shown in Figs. 23-26 . In our simulation, the non-physical Mach stem problem caused by the singular point at the step corner does not appear even without any modifications. It is also noted that the fifth-order MCV can better resolves the vortex structures generated at the joint point of the three shocks, as shown in Fig. 26 . Our results are competitive to the results of the high-order DG method [7] . [34] This is also a widely used test problem to validate schemes for capturing both shock and vortex structures. Fig. 32 reproduce the complicated flow structures quite similar to that of the ninth-order WENO scheme given in [20] .
Double Mach Reflection
Concluding remarks
We have proposed and tested a conservative and high-order finite volume method, so-called multi-moment constrained finite volume (MCV) method, for the 1D and 2D hyperbolic conservation laws. The unknowns are the point values defined within single cell at equally spaced points. The time evolution equations used to update the unknowns are derived from a set of constraint conditions imposed on different kinds of moments, i.e. the cell-averaged value and the point-wise value of the state variable and its derivatives. The constraint on the cell-average guarantees the numerical conservativeness of the method. Most constraint conditions are imposed on the cell boundaries, where the numerical flux and its derivatives are solved as general Riemann problems. A multi-moment Lagrange interpolation reconstruction converts the evolution equations of the moments to those of the unknowns.
The equally spaced points are used to defined the unknowns in the present method, yielding a more simple and efficient formulation to derive the evolution equations from the moment constraint conditions. The MCV method allows larger CFL numbers for computational stability compared to other high-order schemes using local reconstructions. We have given the MCV schemes from third to sixth-orders in this paper. The numerical tests show that the MCV method is able to produce competitive results and is promising as a high-order method for CFD applications. The basic idea reported in this paper can be easily extended to unstructured mesh. We will report the formulation on unstructured mesh in a separate paper.
Appendix A. A The multi-moment constrained Lagrange interpolation
In an MCV scheme, multi-moment constrained Lagrange polynomial (MC-Lagrange polynomial) is used for reconstruction. Different from the conventional Lagrange interpolation, the values at the interior points are determined from constraints in terms of multi-moments.
We use a local coordinate system n 2 is the basis function of the Lagrange interpolation. Given the constraints in terms of the multi-moments as follows
PðnÞdn ¼ q; the values at the cell ends, i.e. q 1 and q L are determined from the first two equations in (A.4) in the way same as the conventional Lagrange interpolation. The values at the interior points (q 2 , q 3 , . . . , q LÀ1 ) are found from the rest relationships in (A.4), which is essentially different from sampling the data at the discrete points (q(n 2 ), q(n 3 ), . . ., q(n LÀ1 )) as in the conventional Lagrange interpolation. ðA:8Þ
Imposing the multi-moment constraints, such as the cell-average and the derivatives of the function, in the process of determining interpolation function, the MC-Lagrange polynomial is very stable and less oscillating. To show this, we approximate function qðxÞ ¼ 1=ð1 þ 25x 2 Þ ðA:9Þ
which makes the conventional Lagrange interpolation fail due the well-known Runge phenomenon. The VIA moment as well as the PV moment and derivatives of different orders at the domain boundary are used as the multi-moment constraints to determine the MC-Lagrange polynomial.
We include the results of the conventional Lagrange interpolation for comparison in Fig. 33 . As well-known, the Lagrange interpolation that samples the values at equidistance points suffers a large oscillation at two ends of the domain, thus fails to converge to the original function, and even worse, the interpolation becomes unstable as one increases the order of the polynomial.
The MC-Lagrange polynomial, as shown in Fig. 34 , demonstrates a well regulated behavior and converges to the original function at almost a linear rate.
Finally, we should note that the multi-moment constraining is a general concept. We by no means limit ourselves to the Lagrange interpolation and constraints discussed here, and other alternatives are worthy of further exploration.
