We have obtained spectrophotometric observations of 41 anticenter planetary nebulae (PNe) located in the disk of the Milky Way. Electron temperatures and densities, as well as chemical abundances for He, N, O, Ne, S, Cl, and Ar were determined. Incorporating these results into our existing database of PN abundances yielded a sample of 124 well-observed objects with homogeneouslydetermined abundances extending from 0.9-21 kpc in galactocentric distance. We performed a detailed regression analysis which accounted for uncertainties in both oxygen abundances and radial distances in order to establish the metallicity gradient across the disk to be: 12 + log(O/H) = (9.09 ± .05) − (0.058 ± .006) × R g , with R g in kpc. While we see some evidence that the gradient steepens at large galactocentric distances, more objects toward the anticenter need to be observed in order to confidently establish the true form of the metallicity gradient. We find no compelling evidence that the gradient differs between Peimbert Types I and II, nor is oxygen abundance related to the vertical distance from the galactic plane. Our gradient agrees well with analogous results for H II regions but is steeper than the one recently published by Stanghellini & Haywood (2010) over a similar range in galactocentric distance. A second analysis using PN distances from a different source implied a flatter gradient, and we suggest that we have reached a confusion limit which can only be resolved with greatly improved distance measurements and an understanding of the natural scatter in oxygen abundances. Finally, a consideration of recently published chemical evolution models of the Galactic disk suggests that reconciling the current range in published oxygen gradients is necessary for adequately constraining parameters such as the surface density threshold for star formation and the characteristic timescale for disk formation.
ABSTRACT
We have obtained spectrophotometric observations of 41 anticenter planetary nebulae (PNe) located in the disk of the Milky Way. Electron temperatures and densities, as well as chemical abundances for He, N, O, Ne, S, Cl, and Ar were determined. Incorporating these results into our existing database of PN abundances yielded a sample of 124 well-observed objects with homogeneouslydetermined abundances extending from 0.9-21 kpc in galactocentric distance. We performed a detailed regression analysis which accounted for uncertainties in both oxygen abundances and radial distances in order to establish the metallicity gradient across the disk to be: 12 + log(O/H) = (9.09 ± .05) − (0.058 ± .006) × R g , with R g in kpc. While we see some evidence that the gradient steepens at large galactocentric distances, more objects toward the anticenter need to be observed in order to confidently establish the true form of the metallicity gradient. We find no compelling evidence that the gradient differs between Peimbert Types I and II, nor is oxygen abundance related to the vertical distance from the galactic plane. Our gradient agrees well with analogous results for H II regions but is steeper than the one recently published by Stanghellini & Haywood (2010) over a similar range in galactocentric distance. A second analysis using PN distances from a different source implied a flatter gradient, and we suggest that we have reached a confusion limit which can only be resolved with greatly improved distance measurements and an understanding of the natural scatter in oxygen abundances. Finally, a consideration of recently published chemical evolution models of the Galactic disk suggests that reconciling the current range in published oxygen gradients is necessary for adequately constraining parameters such as the surface density threshold for star formation and the characteristic timescale for disk formation.
Introduction
The current metallicity of the ISM at any point in the disk of a galaxy serves as an endpoint indicator of all the element synthesis processes that have ever occurred in material currently at that location up to the present. Therefore, computing a successful one-zone chemical evolution model of an arbitrary location using the observed metallicity as a constraint helps us to accurately reconstruct the element enrichment history as well as infer the stellar rates of element production associated with the region.
A chemical evolution model of the entire disk is essentially a linked set of one-zone models organized in order of increasing galactocentric distance, while one of the major constraints on such a model is the observed behavior of metallicity with radial distance, a behavior which is usually found to be continuous, monotonic, arguably linear, and negative., i.e., the abundance gradient. Thus models which successfully predict the abundance gradient help us understand: (1) the local processes referred to above plus the distribution of matter across the disk which fuels them; and (2) the metallicity and rate of infall of halo material which formed the disk at each point out from the nucleus. A general review of galactic abundance gradients in disk galaxies and ellipticals can be found in Henry & Worthey (1999) , while many of the papers cited below serve as valuable updates to this article.
Abundance gradients in the Milky Way disk are commonly tracked by measuring the abundance of metals such as O, Ne, S, Ar, and Fe as a function of galactocentric distance. The first four elements are most readily (but not exclusively) observed in emission line objects such as H II regions (Deharveng et al. 2000; Rudolph et al. 2006 ) and planetary nebulae (Henry et al. 2004; Perinotto & Morbidelli 2006; Maciel & Costa 2008; Stanghellini & Haywood 2010) . Oxygen, the focus of this paper, can also be usefully measured in B dwarf stars (Smartt & Rolleston 1997) , while O and Fe can be measured in Cepheid variable stars (Andrievsky et al. 2004) . Most researchers find that the oxygen abundance gradient is linear in the log-normal plane of O versus galactocentric distance and generally ranges between -0.01 to -0.07 dex kpc −1 , although a few authors, e.g., Vílchez & Esteban (1996) ; Maciel & Costa (2008) , claim that the gradient may flatten out at large radial distances from the Galactic center. Other alpha elements such as Ne, S, and Ar follow similar trends (Henry et al. 2004; Maciel et al. 2006 ).
Planetary nebulae (PNe) are doubly useful probes of chemical composition, as they provide information about low-and intermediate-mass stellar nucleosynthesis affecting He, C, N, as well as archiving abundances of heavier elements like O, Ne, Ar, Cl, and S at the time when the progenitor star formed 1 . Here we assume that the progenitor abundance is equivalent to the ISM value at the time of star formation. For this second group of elements, PN abundances measured at various galactocentric distances have been used frequently to determine the abundance gradient in the disks of the Milky Way and other spiral galaxies (Henry et al. 2004; Maciel et al. 2006; Magrini et al. 2007; Bresolin et al. 2010; Stanghellini & Haywood 2010) .
Recently, PN abundances have been used by Maciel and collaborators [see Maciel & Costa (2008) and references cited therein for a complete summary] to study the evolution of the gradient of oxygen and other elements. This particular application follows from the idea that since progenitor stars range in mass between 0.08 and 8 M ⊙ and therefore collectively probe the interstellar medium at different times over billions of years, abundance and radial distance can now be coupled with age to infer slope changes with time. As a result, the Maciel team claims that the oxygen gradient and the gradients of Ne, S, and Ar have flattened with time. In contrast, however, Stanghellini & Haywood (2010, S10) infer from their study that the gradient in the Milky Way disk has steepened with time. This confusion carries over into the theoretical realm, where the chemical evolution models by Hou et al. (2000) predict a temporal flattening, while those by Chiappini et al. (2001) predict a steepening with time.
In the present paper, we present new spectrophotometric observations of 41 PNe located toward the Galactic anticenter with galactocentric distances ranging from 0.9 to 21 kpc. Some of these objects have no spectra available in the literature, while others have not been observed with modern detectors or over a comparably broad spectral range. These new data are used to determine the chemical abundances of He, N, O, Ne, S, Cl, and Ar in these objects in addition to electron temperatures and densities. Incorporating the information on these new objects into our previously existing abundance database of Galactic PNe (Henry et al. 2004; Milingo et al. 2010) , while adopting distances largely from a single source in the literature, provides a completely homogeneous sample of 124 PNe. We employ this database to study the Galactic chemical gradient in the disk.
Our study focuses exclusively on the determination of the oxygen abundance gradient 1 There is some evidence that the original progenitor levels of O and Ne can be altered as a result of CNO processing (Péquignot et al. 2000; Wang & Liu 2008; Milingo et al. 2010) . However, because this idea has yet to be firmly established, in this paper we shall assume that PN oxygen levels are unchanged from the levels inherited by the progenitor star from the ISM at birth. of the Milky Way disk through the use of PNe, keeping in mind that the gradient inferred from PN studies likely applies to an uncertain mix of stars born in an earlier epoch than the gradient measured by H II regions. While our earlier papers have looked at abundance gradients (Henry et al. 2004 ) and element-to-element ratios (Milingo et al. 2010 ) for several elements in great detail, for the current study we chose instead to carry out a rigorous statistical determination of the oxygen gradient since ions of oxygen, the most abundant alpha element, are readily observed, and accurate abundance measurements can be carried out.
Our current study possesses two important characteristics which are relevant to the confidence which we will place in the outcome. First, our PN sample is completely homogeneous: we have performed all of the observations ourselves using only three instrumental systems (KPNO, CTIO, APO), all data have been carefully reduced in a uniform way, and the temperatures, densities, and abundances have been computed in a consistent fashion using the same code -and the same atomic data and ionization correction factors -throughout. Second, our statistical analysis accounts for uncertainties in both the oxygen abundance and the galactocentric distance of each object and uses two independent statistical packages which have been checked against each other for consistency and accuracy.
We present our new observations and the derived physical properties of the 41 new PNe, including the abundances, in Section 2. Our statistical study of the oxygen gradient is described in Section 3, while Section 4 presents our summary and conclusions. In Appendix A we compare our oxygen abundances with values from the literature.
Observations and Reductions

APO Observations
Observations of 37 PNe were carried out on the ARC 3.5m telescope at Apache Point Observatory, NM, using the Dual Imaging Spectrograph (DIS). Each side of the DIS has an E2V 2048 x 1024 pixel CCD. The DIS allows simultaneous observations to be made in the blue and red portions of the spectrum, providing the important advantages of identical slit placement and identical sky conditions for the entire optical-near-infrared spectrum from 3600 to 9600Å.
We observed with a 360" by 2" slit generally oriented E-W. Counts on the CCD were binned by 2 pixels (0."8) along the slit direction before readout. The seeing was generally 1"-1."5, though for this program of extended objects seeing has little impact except possibly for the flux calibration star. On the blue side we used the B400 grating giving 1.83Å/pixel, and a resolution of ∼7Å. On the red side we used the R300 grating, yielding 2.31Å/pixel, for a resolution of ∼9Å. The spectroscopic data are noisy between 5400 and 5700Å where the red and blue spectra overlap; in addition, the sensitivity of the CCD decreases at λ < 3900 A and > 8500Å.
Observations were obtained during five runs in 2007 between January and November. We reduced the data in the standard fashion with IRAF.
2 Bias and overscan levels were subtracted and a normalized flat field was applied. We checked the data for response variations in the spatial direction along the slit and found that there was no need to apply an illumination correction. For each PN we extracted an appropriate spatial portion of the 2D spectrum, collapsing it to one dimension, taking particular care to extract the same size spatial swath in the blue and the red, since the spatial scales differ between the blue (0.40 arcsec/pixel) and the red (0.42 arcsec/pixel) CCDs. The wavelength scale was derived from observations of arc lamps, and the flux calibration from observations of two or three standard stars each night. Table 1 shows our observing log.
KPNO and CTIO Observations
We also report here new results for four additional PNe included in the gradient analysis in §3. These objects, observed in 2003 and 2004 with the Kitt Peak National Observatory 2.1 m telescope or the Cerro Tololo Interamerican Observatory 1.5 m telescope, are listed at the bottom of Table 1 . See §2 in Milingo et al. (2010) for details on the instrumental configurations and observing procedures. These data were also analyzed in the standard fashion using IRAF, as outlined above.
Line Measurements
For each PN, the extracted spectra were combined to make a single blue spectrum and a single red spectrum. The only exceptions arose when a strong line was saturated in the normal-length exposures: [O III] λ5007 in the blue and Hα in the red. In those cases, we obtained an additional blue and/or red short-exposure spectrum used to measure just the line that was saturated in the longer exposures.
We measured emission-line fluxes from the final combined, flux-calibrated blue and red spectra of each PN. These fluxes formed the input for our abundance determinations. We used the ELSA package (Johnson & Levitt 2006) for the subsequent plasma diagnostics and abundance calculations. The first step in the analysis is to generate a table of line intensities that have been corrected for interstellar reddening and for contamination of the hydrogen Balmer lines by coincident recombination lines of He ++ . The reddening curves that we employed were taken from Seaton (1979, UV) , Savage & Mathis (1979, visual) , and Fluks et al. (1994, IR Ionic abundances for our sample are given in Table 3 . The table shows the emission line used to calculate each listed value of ionic abundance along with the diagnostic temperature used in the calculation. The designation "wm" refers to the weighted mean of the ionic abundances, weighted by the observed flux of the line used to calculate it. Only lines flagged with an asterisk are included in the weighted mean. At the end of each element's list of ionic abundances in Table 3 is the ionization correction factor (ICF). This factor represents an empirical attempt to correct the observed ionic abundances for contributions by unobserved ionization states. The ICFs themselves take advantage of similarities in ionization potentials among different elements, though for some, like sulfur, there are no close similarities, and we rely on model predictions. See, e.g., Kwitter & Henry (2001) for a complete discussion of the methods used to compute ionic abundances and the ICFs used in our work.
Electron densities and temperatures for each object are presented in Table 4 , while final elemental abundances and selected element-to-element ratios are given in Table 5 . The statistical uncertainties provided in all cases are the result of careful propagation by ELSA of line strength measurement errors, while systematic uncertainties are not included.
In Appendix A we compare our oxygen abundances with others from the literature. We assert that although the abundance agreement is generally very good, there are some outliers.
3. The Galactic Oxygen Gradient 3.1. The Determination of the Oxygen Gradient Table 6 is a compilation of information for our sample of 124 PNe that is used in the analysis to follow. For each object identified in column 1, column 2 provides the heliocentric distances taken from Cahn et al 1992 for each of the objects. All but eight of these values were available in Cahn et al. (1992) . References for the remaining eight objects are provided in a table footnote. The corresponding galactocentric distances in column 3 were computed using the formula given in a footnote to Table 6 , where we took the sun's galactocentric distance to be 8.5 kpc. Employing a distance method that was calibrated using PNe in the LMC, Stanghellini et al. (2008, SSV) provide updated heliocentric distances for 101 of our 124 objects. These values and their corresponding galactocentric distances are listed in columns 4 and 5. Finally, column 6 lists the final oxygen abundances from Tables 5, using the customary form 12+log(O/H). The following analysis is based largely on the Cahn et al. (1992) distances, but we use the SSV results to demonstrate the effects of using different distance scales. Table 6 ) in kpc for the 124 objects in our PN sample with well-measured distances. The PN sample is a compilation of objects from Henry et al. (2004) , Milingo et al. (2010) , plus those objects reported upon for the first time in this paper (HK10). Our sample contains only those objects classified as either Type I or Type II, i.e., objects whose location and kinematics indicate that their progenitors were members of the disk population. We use the heliocentric distances from Cahn et al. (1992) from which we calculate galactocentric distances, except for the following objects (heliocentric distance sources in parentheses): H2-18, He2-48, He2-55 (Maciel 1984) ; IC 418 (Guzmán et al. 2009 Our primary goals are: (1) to subject the data to careful statistical tests in order to determine the nature of the oxygen abundance gradient in the Galactic disk as measured by PNe; and (2) to compare our result with analogous studies using other types of probes. In order to be included in the gradient analysis, we required that a PN have good determinations of distance, plus good T e [O III], T e [N II], and N e [S II], which means reliable flux measurements of λ4363, λ5755, λλ6717/6731. Combining the 41 PNe whose measurements are presented here with additional disk PNe already in our database, 124 objects qualified for inclusion in the sample on which we performed a thorough linear regression analysis.
Our first step was to gauge the strength of a correlation between O and R g by computing a Pearson correlation coefficient, r, for the entire sample of objects, using the program pearsn in Press et al. (2003) . The Pearson correlation coefficient is the ratio of the covariance of two variables-in this case O and R g -to the product of their individual standard deviations. The square of this coefficient, r 2 , called the coefficient of determination, is a measure of the strength of the linear relationship between the two variables. Both r and r 2 are invariant under linear transformation, and thus uncertainties in O and R g are irrelevant.
[See Rodgers & Nicewander (1988) and Hays (1981) for a more detailed description of the correlation coefficient.]
For our complete PN sample we found that r=-0.54 and thus r 2 =0.29. The proper interpretation of this result is that 29% of the variability in 12+log(O/H) (henceforth O) is accounted for by R g under the assumption that a linear model exists which describes the O-R g relation. The same statistical program also predicts the probability that this result could arise from a completely uncorrelated parent population. Thus, if the null hypothesis is that O and R g are uncorrelated in the parent population, then the probability that a sample of 124 objects drawn from such a parent population will have a value of |r| ≥0.54 is only 3.3 × 10 −11 . In other words, there is a vanishingly small probability that this null hypothesis is being falsely rejected (Type I error; Hays 1981) , and so the correlation appears to be truly nonzero.
Our next step was to derive a good linear model, i.e., least squares fit, for the data in the O-R g plane. We did this by using the program fitexy in Press et al. (2003) , which accounts for errors in both coordinates: O and R g . Our initial attempt included the one-sigma uncertainties in O taken directly from our published estimates, while for R g we assumed a standard one-sigma uncertainty of ±20% (Stanghellini et al. 2006 ). These factors resulted in a slope, b, of -0.066±.0055 dex/kpc and an intercept, a, of 9.15±.04. Assuming that the errors are normally (Gaussian) distributed, this fit has an associated χ 2 value of 178.0 with 122 degrees of freedom ν (124 sample objects minus 2 determined parameters, a and b), or a reduced χ 2 (χ
Ideally, we would like the value of χ 2 ν to be unity; values greater than this suggest that the random errors have been underestimated (or there is an unidentified factor that results in the scatter being greater than what is described by the uncertainties). Meanwhile, values less than unity indicate that one has overestimated the errors. In the spirit of Goldilocks, when χ 2 ν ≈ 1, then the assumed uncertainties satisfactorily explain the scatter of the data points around the model. A method of quantifying this idea is to compute the probability that a value of χ 2 ν greater than or equal to the one determined from the data could result from randomly sampling the parent population described by the model and for the same number of degrees of freedom (Bevington & Robinson 2003) . This is done by integrating the χ 2 probability function from χ 2 ν to infinity to obtain q χ 2 , often referred to as a goodnessof-fit parameter. A relatively large q χ 2 suggests that within the confines of the one-sigma errors, χ 2 ν determined from the data has a reasonable chance of occurring and the model is likely adequate in characterizing the data. Likewise, a relatively small value means that the errors cannot explain χ 2 ν and that the model is likely inadequate. The threshold value for q χ 2 in statistical studies is usually taken to be 0.05 (Hays 1981 ). In our current case, q χ 2 was determined by the program fitexy to be 0.00074, and so we deemed this particular trial model unsatisfactory.
Before continuing further with our analysis, we decided to write our own program for computing linear least-square fits in order to verify the accuracy of the routines in Press et al. (2003) as well as to understand the methods better. Therefore, we wrote a program in Mathematica to generate a least-squares fit of data with errors in both coordinates. Specifically, we solved iteratively the exact "least-squares cubic" derived by York (1966 York ( , 1969 as unified by York et al. (2004) (see also MacDonald & Thompson 1992) . To verify our procedures and implementation, and assess the accuracy of the resulting fitting parameters we successfully checked two test cases: (1) the classic data case developed by Pearson (1901) with errors assigned to both coordinates by (York 1966 , Table II) and previously considered by Lybanon (1984 Lybanon ( , 1985 ; Powell & Macdonald (1972) ; Reed (1992) and York et al. (2004) ; and (2) data for electron temperatures of ionized hydrogen in the Magellanic clouds derived by Vermeij & van der Hulst (2002) from abundances of O +2 and S +2 and previously considered by York et al. (2004) .
In attempting to produce a fit to our own data sample of 124 objects, we assumed the same one-sigma errors as in the above trial with fitexy. Only six iterations were required to determine the slope and intercept to 10 decimal places; the rounded values are b = −0.066±.006 and a = 9.15±.04, a χ 2 value of 178.0 and a χ 2 ν of 1.46. The calculated standard deviations in the slope and intercept (the "standard errors") were computed following the guidelines in Cowan (1998, Chap. 9 ). Since our results are in excellent agreement with those produced by the routines in Press et al. (2003) , we confidently continued our analysis using the latter formulations.
We sought to improve the fit by scaling the uncertainties of both O and R g upward independently, since increasing the standard deviation of either or both coordinates reduces the size of χ 2 ; correspondingly, the value of q χ 2 goes up. For each PN the new uncertainty
O is the originally-determined uncertainty in O and f(O) is the scaling factor. For R g , we set σ Rg = R g × f(R g ). Thus, we experimented with different values of the scaling factors f(O) and f(R g ) in systematic fashion in order to find reasonable ranges in these numbers for satisfactory fits. Values of f(O) ranged between 1 and 2, while values of f(R g ) ranged between 0.0 and 0.3.
The test results for each combination of scaling factors are given in Table 7 , where the first two columns list the scaling factors, the third column lists the resulting slope of the fit, and the fourth column provides the value for the q χ 2 , with the rows ordered top to bottom by increasing q χ 2 . We see that acceptable models correspond to gradient slopes ranging between -0.041 and -0.074 dex/kpc. Additional tests not reported here indicated that larger values of f(R g ) will push the lower limit downward but it is not likely to go below -0.08. However, realistic values of f(R g ) likely do not greatly exceed 0.3, based upon the brief discussion in Stanghellini et al. (2006) . To refine our model further, we assumed that f(R g ) = 0.2, consistent with the value recommended by Stanghellini et al. (2006) , and then adjusted the value of f(O) until the fit explained all of the scatter in O, i.e., χ 2 ν =1.0. This criterion was met when f(O)=1.40, at which point the resulting model had the following parameters: a=9.09±.05 dex, b=-0.058±.006 dex/pc 2 , χ 2 =121.8, χ 2 ν =1.00, and q χ 2 = 0.49. Since the last statistic is well above the threshold of 0.05, the model cannot be rejected, and we judge the fit to be acceptable. These results for the total PN sample are shown in the first row of Table 8 , where the first column describes the sample or subsample under consideration, the second column provides the number of objects in the sample, and the next seven columns give the y intercept, slope, χ 2 , reduced χ 2 ν , goodness-of-fit parameter, correlation coefficient, and the correlation probability factor, respectively. (Subsequent rows provide the statistics for PN subsamples or other object types.) Thus, we adopt the following analytical behavior of the oxygen abundance with galactocentric distance (Table 6 , columns 3 and 6) as that which best describes the data for the total sample presented in Fig. 1 :
This regression model is indicated with a solid bold line. At the Sun's distance from the Galactic center, 8.5 kpc, our model predicts a value of 8.60±.07 for 12+log(O/H), close to a recently-determined solar value of 8.69±.05 by Asplund et al. (2009) .
We checked to make sure that our inferred gradient in eq. 1 was not being influenced too heavily by the few extreme points at large R g . To do this, we started with the object with the greatest galactocentric distance and excluded PNe one by one, calculating a new value for the gradient each time. All resulting gradients obtained in this manner were slightly flatter -the maximum slope was -0.051, occurring after eliminating all of the outer six objects. Thus, we feel confident that the model in eq. 1 is not being influenced unduly by the few objects in our sample located at large radial distances.
The need to increase the value of σ ′ O by 40% beyond our previously established level of uncertainty in order to reach χ 2 ν = 1 suggests that objects in our PN sample possess some natural scatter which is related to real abundance differences among them. Such differences could be caused by one or more of the following: (1) age differences of the progenitor stars, where the older ones formed out of less metal-rich material than younger ones; (2) inhomogeneous mixing of the interstellar material out of which the progenitors formed; (3) stellar diffusion, in which stars migrate along the disk from a galactocentric radius where they formed to their present location; and/or (4) systematic errors in the abundance determination process. It is clear from Table 7 that the value of the gradient is sensitive to uncertainties in R g as well as to the oxygen abundance. However, our adopted standard uncertainty of 0.20 for R g is considered to be quite reasonable (L. Stanghellini, private correspondence), and thus we still maintain that at least some natural scatter in the oxygen abundances exists. In any case, it is beyond the scope of this paper to further discuss the origin of the natural scatter.
For comparison purposes and to see the effects of using a different set of distances, we used the 101 objects in Table 6 for which SSV provided heliocentric measurements in order to repeat the regression statistics computation. We first compared directly the two distance sets and found that while most objects fell very close to a line of 1:1 correspondence, roughly 10% of the objects did not. Interestingly, these differences turned out to have a noticeable impact on the regression results when performed with the SSV distances. Using the same uncertainties that produced the result in equation 1, i.e., f(O)=1.4 and f(R g )=0.2, the SSV distances now imply a slope of -0.042±.004 with χ 2 ν =1.40. Additional tests involving larger (probably unrealistic) values of f(R g ) to drive χ 2 ν down resulted in a further flattening of the slope. We shall comment on this result at the end of this subsection.
Next, we subdivided our sample by galactocentric distance, Peimbert type, and height above the Galactic plane. In the first two cases we computed a least squares fit and correlation coefficient for each subgroup to look for distribution differences among them.
We divided objects into two groups based upon whether their galactocentric distance placed them outside or inside the 10 kpc circle. This distance was chosen because it coincides with the position of the sharp discontinuity in [Fe/H] reported by Twarog et al. (1997) in which the mean value of [Fe/H] beyond this point was found to drop by 0.3 dex. We then computed the regression statistics separately for the two groups. PNe out to 10 kpc have a gradient and correlation coefficient of -0.054±.013 and -0.21, while those beyond this distance have values of -0.12±.14 and -0.39, respectively, and their curves are shown in Fig. 1 . In the same figure we also show a quadratic fit to the data which also indicates a steepening of the gradient, where the function corresponding to this curve is 12+log(O/H) = 8.81 − 0.014 × R g − 0.0011 × R 2 g . The quadratic fit predicts a relatively flat gradient at small galactocentric distances but a rather steep one past 10 kpc. Although these results suggest that the gradient steepens in the outer disk, we caution that the scatter is broad beyond 10 kpc, and only additional data at these distances will allow us to reliably determine the true behavior of the slope. Interestingly, some authors present empirical evidence for a flattened gradient in the outer disk (Vílchez & Esteban 1996; Costa et al. 2004; Maciel & Costa 2008; Pedicelli et al. 2009 ). For example, Costa et al. (2004) use PNe to estimate that the oxygen gradient is -0.09 dex/kpc between 4 and 5 kpc, but the slope becomes flat at 11 kpc and beyond. Likewise, Pedicelli et al. (2009) , using a sample of 265 Cepheids between 5-17 kpc from the Galactic center, find the iron gradient to be three times steeper inside the 8 kpc circle than outside of it. This disagreement is also apparent in published model results: All of the chemical evolution models by Fu et al. (2009) Table 8 . The gradient slopes (and uncertainties) were found to be -0.061±.008 and -0.053±.010 for Type I and Type II, respectively, while the correlation coefficients were -0.59 and -0.44, respectively. Thus, within the uncertainties the two types appear to be indistinguishable, a conclusion supported visually in Fig. 2 . In addition, the intercept values are also comparable, and so we are unable to see any statistically significant difference in oxygen abundance patterns between the two PN types. This conflicts with the claim of a gradient difference between PN types by S10, who find a slope of -0.035±.024 dex/kpc for Type I PNe and a slope of -0.023±.005 dex/kpc for Type II PNe. These authors continue by relating PN type with progenitor age and conclude that the gradient has steepened with time. Interestingly, their conclusion conflicts with that of Maciel & Costa (2008) , who claim that the gradient has flattened over time. Resolving the problem of temporal slope change is extremely important from the standpoint of chemical evolution of the MWG, but more than likely the situation is currently being complicated by small-number statistics along with real scatter in the oxygen abundances of objects at similar galactocentric distances. Figure 3 separates the sample by vertical distance from the Galactic plane, where we adopt Z=300 pc, the general disk population scale height (Cox 2000) . The gradient slopes were found to be -0.038±.007 and -0.033±.009 for objects above and below this height, respectively, while the correlation coefficients are -0.63 and -0.39, respectively. These numbers, along with a visual inspection of the lines in the figure, indicate that the distributions of the two subsamples are indistinguishable.
We repeated the above exercise but this time adopted Z=100 pc, the Population I scale height (Cox 2000) . The regression analysis inferred slopes of -0.038±.006 and -0.013±.028 for PNe above and below 100 pc respectively, while the correlation coefficients are -0.59 and -0.09, respectively. Here the differences, particularly in the correlation coefficients, are likely the result of the relatively small galactocentric distance range for those objects within 100 pc of the plane.
Finally, eq. 1 was used to normalize all oxygen abundances to the same galactocentric distance and then these adjusted oxygen abundances were plotted against the corresponding z distance perpendicular to the Galactic plane. While we do not show the plot here, we can report that no correlation was found. We conclude that within our database there is no evidence for a correlation between oxygen abundance and vertical distance from the plane. Table 8 also provides comparisons of our derived PN oxygen abundance gradient for the disk of the MWG with analogous results for what are likely to be younger populations of H II regions and B V stars. The bottom two rows of Table 8 show the results of applying our statistical methods to an H II region and a B V star sample which we compiled using abundances taken directly from the literature. The H II region sample was compiled from measurements reported in Afflerbach et al. (1997) , Vílchez & Esteban (1996) , and Deharveng et al. (2000) , and covers the galactocentric distance range of 3 to 17 kpc. We used the abundance uncertainties as quoted in the papers and adopted a standard error in galactocentric distance of 2 kpc for an acceptable fit. Likewise, the B V star sample was compiled from studies by Smartt et al. (2001) and Rolleston et al. (2000) and extends from 2-18 kpc. In this case it was necessary to scale the abundance uncertainties by 1.9 in order to achieve a suitable fit, while the galactocentric distance errors were taken directly from the papers. We present a comparison of the total PN, H II region, and B V star samples listed in Table 8 , along with their corresponding least squares fits, in Figure 4 .
In both the H II region and stellar studies we see strong inverse correlations between oxygen abundance and galactocentric distance and good agreement in slope values with that of our total PN sample. Note that the correlation coefficients in both cases indicate the presence of a stronger correlation than for our total PN sample, although the gradients are consistent. Interestingly, this is despite the fact that there is likely to be a mean age difference between our PNe and the H II region and B V samples, as the latter two generally represent a younger population than the first group. Table 9 presents a broad comparison of our adopted gradient (eq. 1) for our total sample with many other gradients from PN studies along with H II region, Cepheid, and B V star studies. In contrast to the gradients listed in Table 8 , which we computed directly from the published data, the gradients in Table 9 are those provided by the authors. For the source identified in column 1, the second column gives the number of objects in the sample, while the next three columns provide the gradient in dex/kpc, the type of objects in the sample, and the galactocentric distance range covered, in kpc.
First, we see a wide range of gradient values among the PN samples listed. In particular, the difference between this paper and S10 is interesting, since both samples contain a large number of objects and cover a broad range in galactocentric distance. Clearly, the gradients inferred by these two studies are statistically different, with the S10 paper proposing a flatter gradient than the one we find here. We shall expand on the meaning of this difference in the next subsection. In the meantime, we verified that the difference in the linear models derived by S10 and us were not attributable to the use of different oxygen ICFs. We recomputed our abundances using their ICF formula for oxygen, taken from Kingsburgh & Barlow (1994) , and found essentially no difference in either slope or intercept.
The other three PN-derived gradients by Henry et al. (2004, H04) , Costa et al. (2004, C04) , and Perinotto & Morbidelli (2006, P06) cover slightly more restricted distance ranges. H04 used their own spectrophotometric observations to derive abundances of Types I and II PNe in the MWG disk; C04 likewise used their own spectral measurements to derive abundances of 26 Galactic anticenter disk objects and combined these with PNe from the sample of Maciel & Quireza (1999) to infer their gradient; and P06 compiled observations from the literature of Type II PNe but reprocessed all line strengths themselves to produce a homogeneous abundance set for determining their gradient. The gradients of S10, H04, and P06 appear to be very similar, given the uncertainties associated with each.
The remaining gradients in Table 9 include those derived from optical and IR studies of H II regions by Rudolph et al. (2006, R06) , Cepheids by Pedicelli et al. (2009, P09) , and B V stars by Smartt & Rolleston (1997, SR97) . (Note that P09 report an Fe/H gradient.) Gradients in these four cases are consistent with those for PNe, although the uncertainties are somewhat larger in the former.
In summary, we see strong evidence once again for a negative oxygen gradient in the disk of the MWG. However, there is no evidence in our own work that the slope differs between PN Types I and II or between objects of different vertical distance from the Galactic plane. Because of the broad abundance spread beyond 10 kpc, we cannot confirm with any confidence the claim by many others that the gradient changes (either steepens or flattens) in the outer regions of the disk. We therefore adopt the simplest hypothesis, to wit, for now that the gradient is constant along the disk's entire length.
The most troubling aspect of our gradient derivation exercise is that both the uncertainties in the distance scale and the oxygen abundances prevent us from pinning down the value of the slope at this time to an accuracy better than about 0.02 dex/kpc. This became apparent above when we substituted the SSV distances for the ones used in the original analysis, i.e., column 2 of Table 6 , and were forced to add more natural scatter to the oxygen abundances in order to reduce the value of χ 2 ν to an acceptable level. From our complete exercise we consider it very likely that the true slope is within the range of -0.04 to -0.06 dex/kpc, but we cannot refine the number beyond that point. Essentially we have reached a confusion limit regarding the abundance gradient as derived using PNe. Perhaps with the launch of the GAIA probe 3 in 2012 trigonometric distances to many Galactic PNe can be measured with much better accuracy, and the uncertainty introduced by the distance scale for PNe can be significantly reduced.
Gradient Uncertainty and Theoretical Models
Given the range in values for the slope of the Galactic disk oxygen gradient displayed in Table 9 , the obvious uncertainties related to an unsettled distance scale, and the extensive work that is currently going on to reconcile these differences, it is appropriate to ask whether continuing our efforts to better define the characteristics of the oxygen abundance distribution is likely to offer much in the way of additional improvement in our understanding of the chemical evolution of the MWG disk. To address this question, we consider the model-predicted sensitivity of the Galactic oxygen gradient to a few parameters related to galactic chemical evolution.
Recent detailed chemical evolution models of the Milky Way disk by Marcon-Uchida et al. (2010) illustrate how the value of the present day gradient as reflected by studies of H II regions is influenced by the threshold density for star formation, i.e., the surface density above which star formation occurs but below which it doesn't, and the variation of the star formation efficiency, i.e., the ratio of the mass of stars formed to the mass of gas available for forming them. Their models predict that between 4-14 kpc in galactocentric distance, when the star formation efficiency is held constant and the star formation threshold is reduced from 7 to 4 M ⊙ pc −2 , the predicted oxygen gradient flattens, going from -0.059 to -0.025 dex/kpc. Note that these gradient values are almost exactly the same as those reported in this paper (-0.058) and the one by S10 (-0.023), respectively, for our total samples. At the same time, holding the threshold constant at 4 M ⊙ pc −2 but allowing the star formation efficiency to be a function of galactocentric distance produces little effect. Similar patterns are seen over more restricted ranges in R g . Therefore, these models indicate that improving our knowledge of the oxygen gradient in the Galactic disk will allow us to pin down the value of at least for one important parameter, the star formation threshold.
In a similar fashion, detailed chemical evolution models of the Milky Way disk by Fu et al. (2009) tested the effects of the infall timescale, the star formation law, and disk formation timescale (DFT) on the size of the abundance gradient. In their models the disk is assumed to begin forming out of matter infalling from the halo at a time specified by the DFT, while the rate of infall decreases by e −1 over a time defined by the infall timescale. At the same time, the star formation rate is proportional to some power of the local gas surface density and may also be a function of radial distance along the disk. Fu et al. (2009) tested the impact of these three parameters on the steepness of the present day abundance gradient and found that the DFT had the largest effect, while the other two parameters influenced the gradient in a minor way only. For example, when DFT is zero (disk formation begins at the moment of Galaxy formation) the gradient ranged in value from -0.009 to -0.027 dex/kpc. However, when the DFT value increases radially the resulting gradient range steepens to -0.056 to -0.091. The range in values in each case is the result of changing the star formation law or the infall timescale. The point here, of course, is that as in the case of the Marcon-Uchida et al. (2010) models we see a predicted range in gradient steepness that corresponds roughly to the observed range in the oxygen gradient presented in Table 9 .
Thus, chemical evolution models strongly indicate that some important parameters of chemical evolution of the disk, the density threshold for star formation and the timescale for disk formation, are expected to have a measurable influence on the value of the abundance gradient. Therefore, continuing to refine our quantitative description of the gradient is clearly worthwhile. Further studies should continue to focus on extending the baseline out to a radial distance beyond 20 kpc from the Galactic center in order to firmly establish the character of the gradient in terms of its actual value in addition to its shape, since there is observational support for a gradient of constant slope plus evidence for gradients which steepen or flatten with increasing galactocentric distance.
Summary/Conclusions
We have obtained new spectrophotometric measurements of 41 planetary nebulae located in the direction of the MWG anticenter using the facilities of the Apache Point Observatory. Density, temperature, and abundance information for each object were subsequently derived using the software package ELSA. These results were in turn added to our large database of homogeneously determined abundances in order to study the oxygen abundance gradient in the Galactic disk. The complete PN sample comprised both Type I and II objects, 124 nebulae in all, extending in galactocentric distance from 0.9 to 21 kpc, where all observations, data reductions, line measurements, and abundance computations were carried out using exactly the same methods and executed by the same personnel throughout.
The primary focus of this paper (in addition to presenting new spectroscopic data and abundances for 41 anticenter PNe) was to carefully study the nature of the oxygen abundance distribution across the Galactic disk. To accomplish this, we computed linear regression models (least squares fits) of the total sample along with subsets by including uncertainties both in the abundances themselves and in the galactocentric distances of the objects. We have concluded the following:
1. Our total sample of PNe is well fit by a linear regression model whose form is 12 + log(O/H) = (9.09 ± .05) − (0.058 ± .006) × R g with a correlation coefficient of -0.54, where R g is galactocentric distance in kpc. In computing this model we accounted for uncertainties in both the dependent and independent variables. Related probability calculations for testing the strength of these parameters support the validity of our results. A parallel analysis using the recent distances for a smaller sample from SSV resulted in a oxygen abundance slope of -0.042±.004, i.e., somewhat flatter than the above results.
2. We find clear evidence for natural scatter in oxygen abundance for our sample PN population, scatter well beyond what can be explained by observational (statistical) uncertainties.
3. Because of the problems related to distance scale uncertainties and real scatter in oxygen abundances, we propose that gradient determination studies involving PNe have reached a confusion limit, and that further resolution will only come with improved PN distances and understanding of the natural scatter in oxygen abundances which appears to exist.
4. We see no obvious indications that Type I and Type II PN oxygen abundances are characterized by different gradient slopes. Likewise, there seems to be no correlation between an object's oxygen abundance and its vertical distance from the Galactic plane.
5. We find some evidence that the oxygen gradient beyond 10 kpc is steeper than it is inside this distance. In addition, both the first and second order parameters of a quadratic fit to our entire sample are negative, again suggesting that the gradient steepens with increased galactocentric distance. However, we feel that given what appears to be natural scatter in the abundance data along with the presence of only a relatively small number of sample objects beyond about 17 kpc in the database, it is too early to conclude that the gradient is anything but linear with a single slope across the entire disk.
Concerning the second point above, in order to achieve the fit described in point 1, we were forced to assume one-sigma abundance uncertainties that were 40% greater than the propagated ones; without this alteration, the χ 2 value was too large. This result suggests the presence of real scatter in oxygen abundance among PNe at the same radial distance from the Galactic center. We suggested a few potential theories to explain this finding.
Finally, we briefly considered the importance of achieving a consensus on the gradient value of the oxygen abundance distribution across the Galactic disk, as the current range in published slopes insufficiently constrains chemical evolution models and thus our understanding of how the gradient originally formed and subsequently evolved. Related to this point is the need to clarify the actual form of the fitted model, e.g., linear, quadratic, discontinuous with multiple slopes, etc. The problem in doing this right now appears to be twofold. First, there is a paucity of oxygen measurements beyond 15 kpc from the Galactic center. Clearly, extending our sampling out farther will help to develop a consensus regarding the form of the abundance behavior, both qualitatively and quantitatively. But second, there is the problem of inherent, real scatter in the oxygen abundances whose cause is unknown but whose presence vastly complicates the study of the disk's oxygen distribution. This situation makes the study of the abundance gradient more difficult, of course, but it also brings to light a problem whose solution is bound to tell us something very interesting about how the level of interstellar oxygen in the Galaxy evolves.
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A. Abundance Comparison
Our published work (including both the new objects reported here and others we have reported on elsewhere) includes 10 PNe in common with Wesson et al. (2005) . Our oxygen abundances for these 10 PNe agree with theirs on average to within 2%, at the worst differing by 17%. Costa et al. (2004) report on 11 objects in common with our total sample. Though their values are almost always higher than ours, agreement is reasonable for most of the objects, but for three (A12, M1-13, and YC2-5) the difference exceeds a factor of two. Perhaps this is due to their having to rely on [O II] λ7323 for the O + abundance, and not being able to measure λ3727: for nine of these 11 objects (excluding for M1-6, where we agree within 25%, and YC2-5, a high-ionization PNe with little O + ) the observed flux of λ3727 is much stronger than that of λ7323. Fig. 5 compares the oxygen abundances (O/H) for our entire published sample with those in S10 for the 126 objects in common. The gray line is the unity line. In general, the values lie within ±50% of the unity line; outliers are identified by name. In general, the points at low O/H scatter around the unity line; at higher O/H our values tend to be larger than SH10's. Since SH10 do not explicitly list the abundance reference for each nebula, we cannot, in fact, trace the sources of the observed discrepancies. However, we can speculate on one possible cause, especially for highly-ionized nebulae: it could be the ionization-correction factor (ICF) for oxygen, which accounts for the presence of ions above O ++ . Our ICF uses the (He + + He ++ )/He + ratio with an exponent equal to 1, while a popular alternative, used by many groups, uses an exponent of 2/3. The latter ICF would reduce the final oxygen abundance compared with the former. In Fig. 5 the most egregious disparities occur for IC 418 and Cn 2-1, for which the SH10 abundance are much larger than ours. Both of these are low-excitation nebulae, so any ICF issue is moot. We do note that for two papers cited as abundance sources in SH10, the O/H values in those papers are much closer to ours: Pottasch & Bernard-Salas (2006) derive O/H=3.5x10 −4 for IC 418, bringing it down much closer to the unity line; and for Cn 2-1, Chiappini et al. (2009) calculate O/H= 4.7x10 −4 , which relocates it below and nearer to the unity line.
As Fig. 5 amply demonstrates, nebular abundances determined by different groups typically exhibit discrepancies beyond their nominal uncertainties. These discrepancies presumably arise from choices made during observation, calibration and/or data analysis, each of which contains multiple alternatives that could all contribute to divergent final outcomes. Several of us (RBCH, KBK and BB) are embarking on a collaboration with a number of other nebular abundance groups to thoroughly investigate the sources of disagreements in derived abundances. As discussed in §4, these disparities currently represent a significant bottleneck hindering progress in using abundances to test ideas about galactic chemical evolution. a Most of the heliocentric distances in this column were taken directly from Cahn et al. (1992) . The sources for the remaining objects are provided in Section 4.
b Galactocentric distances were computed from the heliocentric distances in column 2 using the relation:
2 − 2 × R ⊙ × D × cos(l) × cos(b)} 1/2 , where R and D are galactocentric and heliocentric distances, respectively, and b and l are galactic latitude and longitude, respectively. We assumed that R ⊙ = 8.5 kpc.
c Heliocentric distances in this column were taken directly from Stanghellini et al. (2008) . a The first five groups refer to the PN sample presented here, where the abundance uncertainty for each object was increased by 40% and the error in the galactocentric distance was assumed to be 20%. The H II region sample was assembled from studies by Afflerbach et al. (1997) , Vílchez & Esteban (1996) , and Deharveng et al. (2000) , and the B V star sample was compiled from papers by Smartt et al. (2001) and Rolleston et al. (2000) . Table 8 . Stanghellini & Haywood (2010, vertical axis) and the present sample (horizontal axis) for objects common to both. The 1:1 track is shown with a straight line.
