Robust pattern recognition within the Bayesian framework for scene segmentation/boundary detection is oftentimes hampered by the presence of textures within natural images. In order to improve segmentation/boundary detection on natural images, it is necessary to combine multiple features e ectively. This paper introduces two algorithms for combining both color and texture features to assist boundary detection processes. One is to combine features through the surface processes and the other through the line processes. The algorithms can be generalized for combining any number of feature sets.
Introduction
In this paper, color features are de ned as features obtained by pixel-wise operations such as scaling and mean subtraction on the original data, while texture features are de ned as features obtained by combination of pixel-wise operations and local operations such as averaging and linear lters. The color segmentation implies the segmentation using only color features, while the texture segmentation implies segmentation using only texture features.
Many existing segmentation/boundary detection algorithms only deal with either textured images or non-textured images 1, 2, 3] . When texture segmentation algorithms are applied to non-textured images, they often fail to detect the location of boundaries accurately, whereas when the color segmentation algorithms are applied to such images, they can easily obtain accurate boundaries. On the other hand, when the color segmentation algorithms are applied to textured images, they produce spurious boundaries within textured regions and often fail to delineate the region boundaries clearly. Thus, they are not su cient for natural images which contains both textured regions and non-textured regions with clear boundaries.
Modeling the image formation process through a discretized system of partial di erential equations (PDEs) is one way to address the segmentation/boundary detection problems. 4, 5] . A model which has gained much attention recently is called weak membrane model (WMM) and consists of two Markov random elds: one models homogeneous surfaces and is called surface process and the other speci es discontinuities explicitly and is called line process. 6, 7, 8] 
where g(x; y) is the the extracted local features or called observation, s(x; y) is the surface process and represents a smooth surface which is constrained by the observation, l(x; y) is the line process which takes either 0 or 1, r is the gradient operator, and k k is the norm in the feature vector space. Euclidean norm is used in all of our experiments. The second term is called stabilizer and the third term is penalty. Throughout the rest of the paper, the integral over the spatial domain is omitted for energy representation implying that the total energy is the sum of local energy which can be determined locally by two Markov random elds. Through minimization of the energy function, the surface process maintains closeness to the observation, and develops into a smooth surface within a boundary where l = 0. The surface process is allowed to be discontinuous at boundaries where l = 1. The penalty term penalize having l = 1 so that it prevents l from being 1 everywhere. As increases, the number of boundary pixels in the result decreases.
The energy landscape of (1) is not convex, therefore, it is required to use a global optimization technique such as simulated annealing and Hop eld network in order to obtain a near-optimal solution. 6, 3, 9] The left image in Figure 1 shows a synthetic image with both textured and non-textured regions. When the boundary detection process using the WMM with a color feature is applied to this image, the middle image in Figure 1 is obtained as the result. The process detected the sharp boundary between the two non-textured regions and also the boundary between the top-textured region (grass texture) and the non-textured region. However, it failed to complete the boundaries between textured regions and between the bottom two regions. It also produced many spurious boundaries within the textured regions.
Now the same membrane model is applied to a texture feature set using Law's texture lters (see Section 5 for detail). The result is the bottom image in Figure 1 . Note that the all boundaries are detected fairly well. However, it produced spurious double boundaries between two non-textured regions, and the boundaries are relatively thicker than the result of the color feature WMM. Thus, the accuracy of the boundary location is not precise.
In order to achieve robust segmentation/boundary detection on natural images, it is necessary to combine multiple features e ectively. This paper proposes algorithms which use both texture and color features and complements the de ciencies observed in the above examples. Here, we call the process of combining two sets of features blending. With the WMM, the blending can be done through the region processes (s) or through the line processes (l).
Another important issue related to many segmentation/boundary detection methods is parameter estimation. We have developed a heuristic parameter adaptation scheme to enhance the performance of the Bayesian based boundary detection algorithm 10]. This adaptation technique was modi ed and applied in conjunction with the blending methods. Section 2 describes the algorithm for blending through surface processes. Section 3 describes the algorithm for blending through line processes. Section 4 describes a parameter adaptation method to enhance the boundary detection technique. Section 5 gives some experimental results, and Section 6 gives summary and conclusions.
Blending Through Region Processes
First, the algorithm is described in a general case where M sets of features need to be blended for boundary detection. Then it is described in detail for the color and texture feature blending.
The main idea is to combine multiple features by normalized weights and to minimize the energy function with respect to the weights to obtain near-optimal weights.
The weights are denoted as i and satis es the following constraints: 
In order to ensure the assumption (6) 
Initially, i are all set to 1=M. Minimization of (5) 
The update rule for l using the Hop eld network is 11, 9] and l m is the internal state variable for an analog neuron in the Hop eld network 9]. The time variable T and A corresponds to the temperature and the gain control for the analog neuron, respectively 9]. They starts from relatively large values so that the energy landscape is convex with respect to l m . As they decreases, the energy approaches to (5) and the line process becomes either 1 or 0. A typical scheduling for T and A is T(n) = T(n ? 1); A(n) = A(n ? 1); 0 < < 1 :
where n is the time index which is incremented by 1 when the system reaches a stable point.
In order to satisfy the hard constraints on i in (2) 
Now consider for blending of color and texture features. In this case, M = 2. Throughout the paper, processes and parameters related to the color features are denoted by a subscript c and those related to the texture features are denoted by a subscript t. Thus, s c denotes the color surface processes and s t denotes the texture surface processes.
Then the energy function of (8) 
where E c and E t is the sum of the rst two terms of the membrane energy (1) for the color and the texture features, respectively. Thus, adapts itself such that it weighs features with less energy (in terms of the membrane equation, (1)) more than the other. Equation (16) does not guarantee that stays in the constrained range 0; 1] and needs to be forced to stay within the range if it tries to go out of the range. By scaling two sets of features in similar ranges, tends to stays within the range. In our experiment, each feature image is normalized to zero-mean and variance 1 prior to the blending process.
Blending Through Line Processes
With this method, each feature set has its own line process, however, the line processes are constrained to be identical by a term (l i ? l j ) 2 
The time variable A is the gain control of the Hop eld analog neuron and T is the temperature as described in the previous section. The other variable B starts with a large value and decreases by a similar rate as the rate of the annealing temperature (T ) decrease. A typical scheduling for B is B(n) = B(n ? 1) + 1; 0 < < 1
so that it does not fall below 1. It is used to enhance the contribution of the constraint l i = l j at early stages of the minimization process when the di erence of two line processes are very small. (See (21) ).
Without this enhancement, the last term in (6) 
Parameter Adaptation
The conventional WMM which assumes the same energy function throughout the image often produces unsatisfactory results especially when high contrast regions and low contrast regions coexist within an image. In order to circumvent this problem, the parameter can be adjusted locally based on the local feature statistics. This section brie y describes an e ective parameter adaptation technique. Like the surface process, (x; y) is also forced to be smooth within a boundary, and discontinuities are allowed only at the boundary. To ensure this constraint, the same non-linear di usion operation which is a part of the surface process update in (9) is applied at the same rate with the surface process. The next operation after the Law's lter operation is a pixel-wise non-linear transformation using hyperbolic tangent. For each pixel in the lter output images, pixel values is modi ed by the following formula: y = tanh( x); (31) where is a constant which is set to 1:0 throughout the experiments, x is the pre-transformation value, and y is the new value. This non-linear transform enhance the contrast of the features. with I(x; y) being the input image and G being the concentric Gaussian. The size and the standard deviation of the Gaussian window has to be adjusted to match the sizes of texels in each image. Figure  2 shows the overall texture feature extraction process.
Normalized pixel values are used as color features. For each input image, pixel values are shifted and scaled so that the mean of the pixel values are 0 and the variance is 1:0.
Results
Note that throughout the experiments, the color parameters ( c ; c ; 0c ) and the texture counterparts ( t ; t ; 0t ) are set to be equal for the blending through surface methods so that we introduce minimum amount of parameter adjusting. On the other hand, we allowed two sets to be di erent for the blending through line processes. Figures 3 and 4 show the results of two algorithms applied to synthetic images. The left image is the original image, the center is the result of the blending through surface processes, and the right image is the result of the blending through line processes. The values of the parameters are given in the caption of each gure. The left image in Figure 3 is the same test image shown in Figure 1 .
For Figure 3 , the blending through surface processes detected most of the boundaries accurately with little spurious boundaries inside the textured regions. The blending through line processes detected most of the boundaries, but they are thicker and less accurate than the blending through surface process. The results of the blending through surface processes shows the most complete, most accurate and least noisy result among those shown in Figures 1 and 3 .
For Figure 4 , the blending through surface processes detected much more complete boundaries than the blending through line processes while picking up less boundaries. Figures 5 and 6 show the results of boundary detection applied to natural images. The top-left image is the original image, the top-right is the result using only the color feature, the bottom-left is the result of the blending through surface processes, and the bottom-right is the result of the blending through line processes. The values of the parameters are given in the caption of each gure. Figure 5 consists of two sofas, the plain one (the one close to the viewer) and the colorful one. Figure 6 consists of two moving cars, the textured surface and non-textured but noisy surface.
For Figure 5 , the result with only the color feature could not distinguish the true region boundaries from the texture edges within the colorful sofa pattern. The blending through surface processes detected the boundaries of the plain sofa although the boundary for the colorful sofa is noisy. The blending through line processes did not detect the sofa boundaries as well as the blending through surface processes, however, it has much less spurious boundaries than the result with only the color feature (top right).
For Figure 6 , all results look similar, but the bottom two (results through the blending) are less noisy and have better boundary representation. Figure 7 shows the nal parameter images for and when the blending through surface processes is applied to the sofa image ( Figure 5 ). Note that the parameters are smooth within the region boundaries, is small within heavily textured regions while is large in the region.
Conclusion
This paper introduced two algorithms for boundary detection using multiple feature sets, mainly color and texture features. It also described a heuristic parameter adaptation scheme to enhance the performance of the algorithms. In all the experiments, the blending through surface processes outperformed the blending through line processes and no blending (only using the color features). It was rather surprising that without any prior information, the algorithm tend to distinguish textured regions and non-textured regions as can be seen in Figure 7 through minimization of the energy equation (15).
The amount of parameter adjustment was very small for the blending through surface processes. This was another advantage over the blending through line processes. Throughout the experiments, only two parameters were involved for adjustment ( and 0).
To show the e ectiveness of the feature blending, WMM is applied on the synthetic images ( Figure  1 and 4) using the color features and the texture features independently, thus generating two separate boundary results for each synthetic image. Given two boundary images, the optimal but arti cial blending is performed by the following: the location is a part of a boundary if both results agree that it is on a boundary OR one of the results shows that it is on a boundary and the location is indeed on a true boundary.
The arti cially (in a sense that the process requires the knowledge of the true boundaries) generated boundary results for two synthetic images are shown in Figure 8 . These results are more accurate than the others shown previously. However, the results of the blending through surface processes (the middle images of Figure 3 and 4) are very comparable to the optimal results, thus the blending method produced near optimal results on these synthetic images.
Due to the complexity of the systems (Equation (8) and (6)), it is di cult to analytically compare the performance of the two methods. In our opinion, the superior performance of the blending through surface process is attributed to the fact that for the blending through surface processes, the coupling is done through the parameter which covers the whole 2D area, while for the blending through line processes, the coupling is done through the line processes which only covers a subset of the 2D image area. Thus, the former has a better control of coupling over the whole image area. The time variable, B, in (20) was introduced to complement this insu ciency, and it could be possible to improve the performance by using a di erent scheduling from (23).
The success of treating as another surface process and letting participate in the minimization process has directed our attention to the idea of treating all the parameters similarly. Thus, the parameters adapt themselves as the the result of the energy minimization process by the parameters. New energy constraints need to be devised and tested. This is our future direction for more robust scene segmentation/boundary detection mechanism. 
