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Many mathematical programming problems found in various
engineering fields contain a set of combinatorial constraints
inherent to the problem structure. These problems can usually
be formulated as combinatorial optimization problems. Solution
techniques to solve combinatorial optimization problems are gen-
erally called combinatorial optimization algorithms. Research
on combinatorial optimization algorithms has made a great pro-
gress in recent years in both theory and practice. As a result,
efficient algorithms are now available for certain classes of
combinatorial optimization problems. However, many important
combinatorial optimization problems still do not have good algo-
rithms. Moreover, even for the problems already having good al-
gorithms, there still remains a large possibility that the ex-
isting good algorithms can be further improved.
In view of these situations, this thesis is devoted to pro-
pose efficient algorithms for solving several types of combinatorial
optimization problems. The problems to be treated in this thesis
are divided into two important categories. One is the graph
optimization problem and the other is the resource allocation
problem. The graph optimization problem is to find an optimal
subgraph in a given graph (or to design an optimal graph) among
those satisfying certain graphical constraints. The resource
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allocation problem is to allocate a fixed amount of discrete re
sources to a fixed number of activities in an optimal way. Bot
of these problems are important members of combinatorial opti-
mization problems.
To begin with, this thesis deals with K shortest simple path
problem and K minimum spanning tree problem. The shortest path
problem and the minimum spanning tree problem have long been
investigated by many authors. Efficient algorithms have been
also developed for the problems. However, in many practical sit-
uations, obtaining only one optimal solution is not sufficient
but rather K best solutions are often needed. Thus both K short-
est simple path problem and K minimum spanning tree problem are
equally important. This thesis proposes efficient algorithms
for these two problems, each of which improves the running time
of the best known algorithms.
Secondly, this thesis deals with the well-known simple re-
source allocation problem. This problem has a rather long history,
and some efficient algorithms have also been developed. A new
algorithm, which is simple and efficient, is proposed in this
thesis, based on the Lagrange multiplier method.
It should be noted, however, that the resource allocation
problems arising in real world often have rather complicated
constraints or require some other criteria. This necessitates
further research on other types of the resource allocation
iv
problem. In this respect, this thesis then deals with four types
of the resource allocation problem, which can be formulated as
generalizations or variants of the simple resource allocation problem.
Some important properties of the problems are developed and they
are utilized to yield efficient algorithms.
The research on efficient combinatorial optimization algo-
rithms is a young field. Thus further investigation should be
necessary. The author hopes that the work in the thesis will
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Systems which appear in various engineering fields, especially
information processing and operations research, often have a set
of combinatorial constraints inherent to their structures and
functions. Thus we are faced with combinatorial optimization
problems which ask to obtain an optimal solution under some com-
binatorial constraints. It should be noted that combinatorial
optimization problems usually have finitely many feasible solutions.
Hence, enumeration can be in principle applied to find an optimal
solution among all feasible solutions. However, the enumeration
of all feasible solutions requires a prohibitively large amount
of computation time, if done by the straightforward exhaustive
method, and hence even moderate size problems often become com-
putationally intractable. This necessitates the development of
efficient combinatorial optimization algorithms.
Though combinatorial optimization problems can be, in general,
formulated by using the concept of combinatorics, classical com-
binatorics mainly concerns with investigation of existence or
enumeration of solutions satisfying certain combinatorial con-
straints, and hence it has not paid much attention to optimization
problems. In addition, neither linear programming or nonlinear
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programming, which forms a central portion of mathematical
programming, deals with problems having combinatorial constraints.
Nevertheless, as the importance of combinatorial optimization
problems increases, the research in this area has made a great
progress. At present, a considerable portion of research efforts
in mathematical programming are being devoted to combinatorial
optimization problems.
It should be noted, however, that combinatorial optimization
problems have characteristics quite different from the other
mathematical programming problems. For example, in linear pro-
gramming problems the simplex method has been proved to be effi-
cient and useful. As to nonlinear programming problems, much
research effort has been devoted to general solution techniques.
On the other hand, it is difficult to develop general solution
techniques which work efficiently for all types of combinatorial
optimization problems. Nevertheless some general solution tech-
niques have been developed, i.e., integer programming [Nl], se-
quential decision process [K2, II, 12], dynamic programming [B5,
D3] and branch-and-bound method [L2, 15, 16, 17, 18]. (Ibaraki
[19],for instance, covers a wide variety of recent results on
sequential decision process, dynamic programming and branch-and-
bound method.) However, it has been known for certain classes
of combinatorial optimization problems that such techniques become
computationally intractable as the problem size increases.
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Moreover, the recent results on the theory of computational
complexity [C4, G4, K3] provide us with some classes of combi-
natorial problems which do not probably have efficient algorithms.
Even for tractable problems, such techniques are often less effi-
cient than algorithms specially devised for solving only one class
of combinatorial optimization problems.
In these respects, if a class of combinatorial optimization
problems is to be solved, it is advisable to develop an efficient
algorithm suited for the problem by taking advantage of the spe-
cific problem structure. Much effort to develop such algorithms
has been recently made, especially for these ten years. As a
result, many efficient algorithms are available for some classes
of combinatorial optimization problems [Al, L4, T4]. At present,
development of efficient combinatorial optimization algorithms
is an important field in the research of combinatorial optimization
problems, from both theoretical and practical viewpoints. It
should be noted, however, that little has been known about whether
the existing good algorithms can be further improved [Al, L4, T4].
Thus further research would be necessary in this growing field.
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Measures of ithms
This section discusses efficiency measures which are app
in analyzing combinatorial optimization algorithms to be propose
in this thesis. Running time and storage space have been con-
sidered in the literature as the most fundamental factors which
specify the efficiency of algorithms. Since computers with large
main memory now become available, running time is more important
than storage space. The running time limits the size of the
problems to be handled by the computers [Al, T4]. Hence, through-
out this thesis the efficiency of algorithms is mainly measured
by their running time.
If the running time required for an algorithm is expressed
as a function T(n) of the problem size n, then T(n) is called
the time complexity of the algorithm. It is noted that the asymp-
totic property of T(n) sometimes plays a more important role than
the exact value of T(n) itself. Usually, the function form of
T(n) contains some constant factors and coefficients. For example,
let T(n) =cQ + c ..n+ c^n , where c_, c1 and c_ are constants. In
this case, the behavior of T(n) is essentially determined by the
main term c≪n~, as the problem size n asymptotically increases.
This implies that the algorithm is said to have 0(n
time.
) running
It is noted, however, that, even if the problem size n is
specified for a given problem, the function form of T(n) cannot
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be uniquely determined, because there exist innumerable problem
instances with size n. In order to determine the function form
of T(n), it is necessary to introduce a certain measure for the
evaluation of the algorithm. The following two measures have
been proposed: average running time and worst-case running time.
A worst-case running time guarantees the performance of an algo-
rithm in the sense that the program requires no more time than
the specified time bound for any problem. A worst-case running
time sometimes provides time bounds which are too large in the
practical sense. For example, the simplex method of linear pro-
gramming requires an exponential worst-case running time [K15].
However, it has been experimentally known that it runs much faster
than exponential. This means that an average running time might
be more effective and realistic than the worst-case running time.
In order to analyze the average running time, it is necessary to
assume an appropriate probability measure on input data which
specify the problem instances to be solved. However, for a
realistic probability measure, it usually becomes very difficult
to analyze the running time. Hence, this thesis concentrates on
the worst-case running time.
The running time required for an algorithm is usually meas-
ured by CPU time. It depends on the machine and programming
language by which the algorithm is implemented. In order to
make the running time measure independent of the machine and
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programming language actually used, some conceptual computation
models have been proposed. Among them are Turing machine, RAM
(random access machine), and RASP (random access stored program
machine). The formal descriptions of these models are not given
here (see [Al] for the details). This thesis analyzes running
time of the algorithms based on RAM or RASP model, where one unit
time is required for all fundamental operations such as addition,
subtraction, multiplication, division, comparison and substitution.
However, if algorithms are described by machine languages used
in these models, it requires tremendous tedious tasks and loses
the essence of the algorithms. Hence, this thesis uses the higher-
level languages, such as ALGOL-like languages (see [Al]) or some
other languages, which are easy to describe algorithms.
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1.3 se of the Thesis and Historical Bac ound
The main purpose of this thesis is to propose efficient
algorithms for certain types of combinatorial optimization prob-
lems, which are divided into two important categories. One is
the graph optimization problem and the other is the resource
allocation problem.
Many combinatorial problems are formulated in terms of graph,
which is defined by a vertex set and an edge set. For example,
scheduling problems in operations research, network analysis in
electrical engineering, program segmentation in computer sciences,
and analysis of Markov chains in probability theory ~ all of these
can be formulated as graph theoretical problems. Thus it is worth-
while to investigate such problems formulated in terms of graph
from the algorithmic point of view.
The resource allocation problem is to allocate a fixed amount
of discrete resources to a fixed number of activities in an op-
timal way. This type of problems arise in many application areas
such as budgeting problems, equipment investment problems, pro-
duction planning problems, portfolio-selection problems, marketing
problems (e.g., allocating an advertizing budget to a number of
territories), load distribution among power generators and so
forth (see for example [K4, L6, VI, V2]). Thus the resource
allocation problem is also an important member of combinatorial
-7-
optimization problems.
The first part of this thesis proposes efficient algori
m
for K best solutions in two types of famous graph optimization
problems, i.e., the shortest path problem and the minimum spanning
tree problem.
K best solutions of a combinatorial optimization problem
have been required in many actual cases. For instance, combi-
natorial optimization problems which occur in real world do not
usually have a simple structure, but have some complicated side
constraints. In general, it is difficult to solve such actual
problems, but easy to solve the simplified problem obtained by
neglecting some of the complicated side constraints. In such
cases, a best solution to the original problem should be found
among the K best solutions found for the simplified problem.
In addition to this, it can often happen that a problem has
more than one objective function. In such a multiobjective en-
vironment, admissible solutions may be found among the K best
solutions to the single objective problem obtained by neglecting
the additional objective functions.
In these respects, it is important to develop efficient
algorithms for obtaining K best solutions in the standard combi-
natorial optimization problems. Actually, many authors have
developed efficient algorithms for obtaining K best solutions
in several types of combinatorial optimization problems, e.g.
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the shortest path problem, the minimum spanning tree problem,
the optimum branching problem and the minimum assignment problem.
In particular, the K shortest path problem has a long history.
To the author's knowledge, this problem was first studied by
Bellman and Kalaba[B4] in 1960. Since then, numerous papers have
been published [C4, F2, H5, LI, M2, M3, P1-P3, S2-S4, W2, W4, W5,
Y2, Y3]. In addition, the K minimum spanning tree problem has
been studied by Burns and Half [B8], Camerini et al. [Cl] and
Gabow [Gl], the K optimum branching problem by Camerini et al.
[C2], and the K minimum assignment problem by Murty [M6].
The proposed efficient algorithms in the thesis for the K
shortest path problem and the K minimum spanning tree problem
improve the efficiency of the best known algorithms.
The second part of the thesis deals with several types of
the resource allocation problem. The resource allocation problem
was first studied by Koopman [K17] in 1952. Since then, numerous
papers have been published (Ibaraki[I4] includes a lot of relevant
references). Dynamic programming (DP) is one of the methods for
solving the resource allocation problems (see textbooks Dreyfus
and Law[D3] and Wagner[Wl]). In applying DP, its multi-stage
decision process can be represented by a directed graph. Thus
the resource allocation problem can be regarded as the shortest
path problem, since an optimal solution is obtained by finding
the shortest path in the graph. Besides this approach, however,
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more efficient algorithms have been known for certain types of
the resource allocation problem (see [14]).
In the second part of the thesis, the well-known simple
resource allocation problem is first treated. This problem is
to minimize the sum of separable convex functions under the con-
straint that the sum of integer variables is equal to a given
integer, and it has been extensively studied by many authors
(see [K17, G5, D4, El, Fl, F4, G2, H2, Kl, Ml, M4, P6, S5]).
Some efficient algorithms have been also developed. This thesis
proposes a new efficient algorithm for this problem.
It should be noted that the resource allocation problems
which appear in real world do not usually have.such a simple
objective function (or constraint) as the above simple resource
allocation problem. In this respect, this thesis then investigates
new types of the resource allocation problem which frequently
arise in many application areas such as the optimal sample size
problem to estimate the urban air pollution [110] and the appor-
tionment problem [Bl, B2, B3]. These problems are mathematically
formulated as variants or generalizations of the simple resource
allocation problem. They are described as follows.
(i) A generalized problem obtained from the simple resource
allocation problem by allowing more than one constraint.
(ii) A variant problem obtained by exchanging the role of
objective function and constraint.
(iii) An equipollent resource allocation problem which is
10-
to minimize the maximum difference of the resulting profits
between activities under the same constraint as the simple resource
allocation problem.
(iv) A problem of obtaining K best solutions in the simple
resource allocation problem.
This thesis proposes an efficient algorithm for each of the
above problems except the problem (i). In particular, the problem
(i) is proved to be inherently difficult.
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1.4 Outline of the Thesis
This thesis consists of ten chapters. Chapters 2 through 9
propose efficient algorithms for several types of combinatorial
optimization problems.
Chapter 2 deals with K shortest simple path problem. This
problem has been extensively studied by many authors, i.e., [C4,
LI, PI, P2, P3, W2, Y2, Y3]. Especially, Yen's algorithm [Y2,
Y3] is the fastest one with O(Kn ) running time, where n is the
number of vertices in a graph. This chapter presents a more
2
efficient algorithm with O(Kn ) running time.
Chapter 3 deals with K minimum spanning tree problem, which
has been studied by [B8, Cl, Gl] . The best known algorithm [Gl]
requires O(Km a(m,n) +m log n ) running time and O(K + m) storage
space, where n and m are the numbers of vertices and edges in a
graph respectively, and a is Tarjan's inverse of Ackermann function
[T2]. This chapter proposes a more efficient algorithm with
2
O(Km + min(m log log n, n ))time and O(K+m) space.
Chapters 4-9 deal with several types of the resource allo-
cation problems. First, Chapter 4 considers the simple resource
allocation problem. In addition to DP approach, some algorithms
have been known for this problem [Fl, G5, S5]. This chapter pre-
sents a simple and efficient algorithm based on the Lagrange
2 2
multiplier method, requiring 0(n log N) running time, where n is
the number of activities and N is the amount of resources.
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Chapter 5 generalizes the above simple resource allocation
problem by introducing more than one resource constraint. This
generalization has many applications (i.e., budgeting problems
and investment problems of weapon systems). This chapter proves
that one type of the generalized problem can be reduced to the
simple resource allocation problem discussed in Chapter 4 by ap-
plying a certain transformation ; the resulting problem can be
easily solved. However, most of the generalized problems seem
to become much more difficult. This chapter shows the difficulty
by the failure of the incremental method, which is valid for the
simple resource allocation problem, and by the so-called NP-hardness
of the generalized problem.
Chapter 6 deals with a new type of resource allocation problem
obtained by interchanging the objective function with the function
on the left-hand side of the resource constraint in the simple
resource allocation problem. This variant problem seems to be
meaningful in most of practical situations where the simple re-
source allocation problem plays a crucial role. This chapter
presents three efficient algorithms for solving the problem. It
is shown that each algorithm is advantageous over the others for
a certain class of the problem.
Chapter 7 deals with another type of resource allocation
problem, i.e., an equipollent resource allocation problem. This
problem occurs in many application.fields where it is necessary
-13
to distribute a given amount of integer resources to a given
set of activities so as to minimize the unbalance of the pro 1
arising from the resulting allocation. This chaper proposes an
efficient algorithm for this problem, requiring 0(n +nlogN) time,
where n is the number of activities and N is the amount of re-
sources.
Chapter 8 also deals with the same problem discussed in
Chapter 7. This chapter proposes another efficient algorithm
which requires 0(n + f) running time, where n is the number of
activities and f is the time to solve the continuous version of
the problem. This algorithm is advantageous over the previous
one proposed in Chapter 7 for a certain class of the problem.
This chapter then applies this result to the apportionment pro-
blem. Some computational results are also reported.
Chapter 9 proposes an efficient algorithm for obtaining K
best solutions of the simple resource allocation problem. It is
known that K best solutions can be obtained as K shortest simple
paths in the directed graph representing the multi-stage decision
process obtained by the dynamic programming approach. This chapter
presents a more efficient algorithm through the techniques devel-
oped in the first part of the thesis. It requires 0(T* + /n logn
+ KlogK) running time and O(K/n log n +n) storage space, where
T* is the computation time to obtain an optimal solution.
The final chapter gives the conclusion of the thesis, and
-14-
summarizes the results of Chapters 2 through 9. Appendix provides
definitions and notations in graph theory which are frequently
used in the thesis.
It is mentioned here that the material discussed in Chapter 2
is taken from the published paper [K5] and the paper under submis-
sion [Kll], Chapter 3 from the published paper [K8], Chapter 4
from the published paper [K6], Chapter 5 from the published paper
[K9], Chapter 6 from the published paper [K7] and the presentation
[K10], Chapter 7 from the paper under submission [K14], Chapter 8
from the paper under submission [K13], Chapter 9 from the published
paper [K12J. Moreover, some materials in Chapters 2, 3 and 9 are
also taken from the presentation [13].
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CHAPTER 2
AN EFFICIENT ALGORITHM FOR K SHORTEST SIMPLE
PATHS IN AN UNDIRECTED GRAPH
This chapter proposes an efficient algorithm for obtaining
K shortest simple paths in a given undirected graph with nonnega-
tive edge length. The idea of the algorithm is as follows.
First, a subroutine is developed to efficiently find a shortest
simple path among those not containing a certain prespecified
path as their initial subpaths. Secondly, a sophisticated par-
tition scheme is developed not to repeatedly generate the same
path as the already obtained paths. The algorithm proceeds as
follows. It partitions the set of all paths into small subsets
step by step, and computes the shortest simple path, the second
shortest simple path, ･･･, K-th shortest simple path by applying
the above subroutine to the partitioned path sets. The required
computation time is O(Kn^) and the storage space is 0(m + Kn),
where n is the number of vertices and m is the number of edges.
2.1 Introduction
Given an undirected graph in which length is associated
with each edge, the shortest path problem is to find the shortest
length path between two designated vertices. This problem is
a typical one which has been practically applied to many real
-16-
problems such as transportation problems. It has been known
that some combinatorial optimization problems (e.g., minimum
cost flow problem [F3], integer programming problem [Nl]) can
be solved by repeatedly applying the shortest path algorithm.
Many algorithms solving the problem have been proposed ; an 0(n )
algorithm is given by Dijkstra [Dl] (see also Dreyfus [D2]) and,
for sparse graphs, 0(m log n) algorithms are given by Johnson
[J3], Tomizawa [T5], where n and m are the numbers of vertices
and edges in the graph respectively.
It is natural and important (e.g., Lawler [LI]) to extend
the shortest path problem to the K shortest path problem. The
K shortest path problem may be classified into two types; one
allows paths to have cycles and the other does not allow paths
to have cycles, that is, it allows only simple paths. The first
type of problem has been studied by Bellman and Kalaba [B4],
Fox [F2], Hoffman and Pavley [H5], Lawler [L3], Minieka and Shier
[M2], Minieka [M3], Sakarovitch [S2], Shier [S3], [S4], Weintraub
[W4], Wongseelashote [W5] and others. The second type has been
investigated by Clarke et al. [C4], Lawler [LI], Pollack [PI, P2,
P3], Weigand [W2] and J. Yen [Y2, Y3]. Especially, Yen's
algorithms have an 0(Rn3) running time and can be applied to a
directed graph as well as an undirected graph.
This chapter considers only undirected graphs with nonnega-
tive edge length, and presents an efficient algorithm for the
17-
problem of the second type. The algorithm requires O(Kn2)
running time and 0(m + Kn) storage space. The idea of the algo-
rithm is as follows. First, a fast subroutine is developed to
find in 0(n2) a shortest simple path among those not containing
a certain prespecified path as their initial subpaths. Secondly,
a sophisticated partition scheme is developed not to repeatedly
generate the same path as the already obtained paths. The algo-
rithm partitions the set of all simple paths into small subsets
step by step, and computes the shortest simple path, the saconc
shortest simple path, ･･･, K-th shortest simple path by applying
the above subroutine to the partitioned path sets.
This chapter is organized as follows. Section 2.2 intro-
duces some definitions. Section 2.3 gives an outline of the
entire algorithm. Section 2.4 presents the detailed description
of the algorithm. Section 2.5 proves the correctness of the
algorithm and analyzes its time complexity. Section 2.6 intro-
duces two shortest path trees corresponding to the two desig-
nated vertices, and presents an algorithm for obtaining the re-
sulting shortest path trees. Based on these two trees, Section
2.7 presents an 0(nz) subroutine for obtaining the shortest simple




We begin with some definitions. Let G =(V, E) be an undirected
graph, where V is a set of n vertices and E is a set of m edges.
A nonnegative symmetric length d(u, v) =d(v, u) is given to each
edge (u, v) e E. The problem which this chapter deals with is to
find K shortest simple paths for two designated vertices s, te V.
Throughout this chapter, a path usually refers to a simple path
unless a confusion occurs. The (first) shortest path, denoted
it , is a (simple) path from s to t in G with the minimum length.
By induction, the k-th shortest path w is defined as a (simple)
path from s to t in G with the minimum length among those different
c
1 k-1
from t＼ -ir Each tt
k
through which it passes.
is represented by the sequence of vertices
1), Vk(2), ..., Vk(qk)) With vk





(1) = s and v
k
(qk)-t;
, ..., v~(a)) (l<a<q,): the initial portion
connecting a vertices
= (v (a) , . .. , v (q )) (1<a<q ): the last portion
of ir connecting q -a+1 vertices
a =0 if k =1,






f(k) =0 if k =1,
= min{h | l<h<k-l, ph(ak) =pk(ak)} if k>2.
G (a + 1): The graph obtained from G by deleting vertices
k k k
v (1), v (2), ..., v (a) together with edges incident
with them.
Index a is the largest a such that p (a) coincides with p





+ 1) is not a subpath of ir for any h <k. f(k)
k k h k
is the lowest index h such that p (a ) =p (a ) holds: the common
k f(k)
initial subpath of tt and tt
k
is p (ak) ( = p
f(k) (ak))
The following data are also necessary not to generate the
1 K
same path twice during the computation of it -h
Wh ={ah+l, qh} u {ak | (a k>h)(f(k) = h) } (l<h<k), (2.7)
Bh(a) ={vk(a + l) | k>h, f(k) =h, ak=a}(l<h<k, ah< a < qh) . (2.8)
h k h k
Namely W stores the index a representing the vertex v (a ) at
, . , k
which it with h =f(k) deviates from 77 , and B (a( = a )) stores the
vertex v (a + 1). W and B (a) are computed as follows. When v
is obtained in the algorithm, it is initially set that W ={a +1,
qhl and B (a) = <j>for ah+l<a<qh. Then ak
k, k
v (a + 1) is added to Bh
is added to W and
k k
(a ) whenever it satisfying h =f (k) is
h k
obtained. Note that a +1 < a <q always holds for h =f(k) as
K.
obvious from the definition (2.5) of f(k).
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2.3 The Outline of the ithm
In this section we give an outline of the entire algorithm.
The following subroutine plays a key role.
_ _ 2
FSP(G, s, t, ir) : Obtains in 0(n ) time a shortest one among
the simple paths from s to t not containing ttas their initial sub-
paths, where s, t are vertices in a graph G and n is an initial
subpath of a shortest path from s to t in G.
In particular if ttis itself a shortest path from s to t in
G, FSP obtains a second shortest path. Furthermore, if G has no
path from s to t satisfying the condition, FSP outputs <f>. The
details of FSP will be explained in Section 2.7.
1 2
In the main algorithm, tt is obtained in 0(n ) time by the
2 2
well known Diikstra method [Dl]. tt is then obtained in 0(n ) time
1 3
by calling FSP(G, s, t, ir ). In order to compute ir , the set of
all paths from s to t excluding tt and i＼ is partitioned into the
following three sets (see Fig. 2.1).
2 2
(1) The set of paths from s to t which have p (a +1) as their
2
initial subpaths but are different from it . The shortest path ir
3.
2 2
among them is obtained by computing the shortest path it from v (a
2 2 2
+1) to t among those different from a (a +1) by applying FSP(G (
ined uting test
2
g e erent ying G a
+ 1), v2 <≫2 + 1), t, a2
2
+ 1) , i.e. , it
a
(a +1)), and then concatenating ir after
2 2 2 2
(a + l)ir. If v (a +1) = t, this set is empty




1 2Fia. 2.1 Illustration




(2) The set of paths from s to t which contain p (a)( = p (a))
2
but do not contain p
2
(a +1) as their initial subpaths, and are
different from ir . The shortest path tt among them is given by
12 12
p (a )tt', where tt'is obtained by applying FSP(G', v (a ) , t,
a1(a2)) and G' is G1(a2) with edge (v＼a2) , v2(a2+l)) deleted.
1 2
(3) The set of paths from s to t which do not have p (a ) as
1 2
their initial subpaths(i.e., necessarily branch from p (a ) before
1 2
reaching v (a )). The shortest path it among them is obtained by
applying FSP(G, s, t, p^a2)). If v
and it is not considered,
c
Now it is clear that it , ir,
a b
which are also different from ir
among 7r
1 2
(a ) = s, this set is empty
, ir are distinct simple paths
2
and ir , and that the shortest one
, it, , it is the third shortest path Tr.Tr.ir, and ir not
a b c a b c
selected as ir are then stored in list C, which holds candidates
k 1 k-1
for the next path ir when it ~ u are already obtained. In order
to obtain ir^, -n", ..., tt", the above procedure is repeated in the
following manner.
Suppose thatWh={61 (=ah+l), $2, ..., 3r ( = qh> }(1 < h < k-1)
k
Xh
holds at the time immediately before ir is obtained, where 3-,< 3- <
1 k-1
... < 3 . Let the set of all paths from s to t other than ir ~tt
"h
be partitioned into path sets Pk_1 (B±, B±+1), l^h<k-l, 1 < i < rh~ 1
satisfying the following two conditions.
(i) Any path ir e P (6., £-+-|)contains p (g.) as its initial
-23-
subpath, and necessarily branches from Trhbefore reaching v (^i+l^ *
(ii) No path tt eP^C^, e±+1) has p*(S±+ l) as its initial
subpath for any v
from t＼
(3+1) e Bh "i
such that f(£) =h and a
), h<£<k-l (i.e., it is different
l-h>
Note that the path sets (1), (2) and (3) defined earlier in
2 2 12
this section are respectively equal to P (a +1, q≪)> P? (ex , q,)and
1 2
P~ (1, a ) in this notation. Generally, as shown in Lemma 2.1,
path sets P, (g., 3..-,) are mutually disjoint and u P, , (6.,
i,h
ei+l) is equal to the set of all paths from s to t other than
■n ~tt . The shortest path in each nonempty ?-._■,(3-≫ £･+･]) is
stored in list C and it is obtained as the shortest one among those
stored in C. Then ir is deleted from C and data are updated for
k+1 Jc k
the computation of ir . First it is set that for*-{a +1, q, }
and B
k k
(a) ■*-<j>for a + l<a<q, , and then Wh and Bh(ct) with h = f(k)
are updated as described below.
(I) If ak i W^i.e., Bh(ak) = if), ak is added to Wh and
vk(ak + l) is added to Bh(ak) . Let
6≪-max{a | a +l<a<ak, a eW*1},
Y^min{a | a +l<a<q , a e Wh }
It is clear that i＼ e P.k_1 (6, y). The set p£_,(6, y) - {^} is
then partitioned into three sets Pk(ak + 1, q ), pNa1*, y) and





(v£(6), /(6+1)), /(S+1) eBh(6)
Fig. 2.2 Relative positions of edges and vertices used for
computation of it , where h= f(k).
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if ak+l = vk(q )( =t) ). The shortest paths tt , ＼ > and
uc 1O
these sets respectively are then computed and added to
.
^_^ ^≫
0i+1)'s other than p£ (6, y) become p£(3±,P±+1> without change.
(II) If akeW＼ Wh does not change but vk(ak + D is added to
Bh(ak>. It is clear that tt^P^^, y) for the y defined above.
Ic lc
The set P?1 Aak, y) - {irk> is partitioned into two sets Pk(a +1, qfc)
k. X
and P!1(ak, y) (see Fig. 2.2). The shortest path TTa and ^ in these
R.
sets are computed and added to C. P^-l(ei' 3i+l}'S °ther than
, _,(ot , y) become P (3., 3.,-,) without change.
ir it, and t＼ defined above are computed as follows,
a b c
k k k k
(a) Let t＼be the path obtained by applying FSP(G (a +1) , v (a
+ 1), t, ak(ak + l)). Then v = pk(ak + l)TT.
a
(b) Let ir' be the path obtained by applying FSP(G', v (a ) , t,




v£(ak + l)) with v£(ak +1) e Bh(ak) . Then ir =
(6), t,
(vh(6), ..., vh(ak))), where G" is obtained from Gh(6) by deleting
all edges (v£(5), v£(6+ l)) with vA(6 + l) Bh
These it , it,
a' b
2
and ir are computed in 0(n
(6) . Then tt = p
c
h(6)TT".
) steps since Subroutine
FSP requires 0(n ) steps as shown in Section 2.7. Repeating the
3 4 K
above procedure for k = 2, 3, ..., K-l, paths ir , it , ... , it are
1 *) K 9
obtained. The entire computation of tt , it , . . - , tt requires 0(Kn )
time as proved in Theorem 2.3 of Section 2.5
26-
2.4 Algorithm KSP
A description of Algorithm KSP(G, s, t, K) for obtaining
12 K
7r,ir, ...,tt in this order is now given.
We first explain some data structures. KSP uses Subroutine
FSP(G, s, t, tt) as explained before, and FSP outputs path if in
the following form.
tt=(L, e, q; U;L(=s). u2, ..., u ( = t)) , (2.9)
where L is the length of it, e denote the vertex v in ir= v, , v~,
..., v at which ir first branches from tt, q is the number of
verticer on it and u , u~, ..., u are the sequence of vertices
representing ir. A path ir in list C is stored as follows:
ir = (L, h, e, q; Vl(=s), v2, ..., v ( = t)),
where L is the length of ir and v.., v_, ..., v represent the
(2.10)
sequence of vertices on tt. When ir is chosen as ir and deleted
from C, h, e and q work as f(k), a and q respectively. The
k-th shortest path tt is stored as follows:
^=(1^,
f(k), a＼ qk; vk(l), v＼2), ..., vk(qk)),
k k k
where L, is the length of it and f (k) , a , q and v
(2.11)
(1), vk(2),
k Jc k k
. .., v (qv) are those defined in Section 2.2. Lists w , B (a +1),
･ ･ ･ >
k k
B (qv) are also associated with tt When tt is computed,
Jc k k k
it is set that W^ = {a +1, q } and B (a) =<j>, a = a +1, ..., q, ,
-27-
and then updated from time to time as explained after (2.8).
Each index ae Wk has a pointer to list Bk(a) if Bk(a) + <*>･ GraPh
G is represented by the adjacency list A = {A_,(u) | u e V}, aq^u-'
o g
= {v (u, v) e E}, in which each ue A (v) has a pointer to ve
A (u) . Also we let each ve B A f k(a) have a pointer to ve AG<-V (a)).
The following is a description of Algorithm KSP written in
an ALGOL-like language. We assume that G has at least one simple
path from s to t (i.e., G is connected). If G does not have the
k-th shortest path for 2<k<K, KSP terminates after generating
1 2 k-1
IT , TT ..... TT
comment K > 2 ;








Apply the Diikstra algorithm to obtain tt =v (1) (=s) , v (2),
..., v1(q )(=t) ;
C≪-d>; ex1 ^0; W1^!, q }; f(l)≪-0;
for a=l until q.. ^o B (a) ■≪-<));
Call FSP(G, s, t, tt ) to obtain ir = (L, h(=l) , e, q; i^, . . . , u ) ;
C + Cu {it};
2 3 K
comment Computation of tt , tt , .. . , tt ;
fnr W=? iin1-n1 Tf Hn
-28-
begin












Find ir=(L, h, e, q; u. , ... , u ) e C with smallest L;
C≪-C -{tt};
^=(1^, f(k), ak, qk; vk(l), ..., vk(qk))
≪-(L,h, z, q; u^ ..., u );
if k=K then stop (all K shortest paths have been output);
Wk^{ak+1, q };
k+l




begin (obtain ir )
a.
Call FSP(Gk(ak + l), vk(ak + 1) , t, ak(ak + l))
to obtain ir=(L, z, q; u.., ..., u );
tt ^(L+ya
a L±= 1
C-≪-C u {ir };
3.
(1+1)), k, a ■+e.
≫
k k
catenating it after p (a +1). If ir=<J> (i.e.,
no path is found in FSP) , it is also cf)and
a




















Let G1 be the graph obtained from Gh(ak) by deleting
edges (v V), vV+l≫ with vV+D e Bh(ak)
(note that h=f(k) holds as obvious from
line 10):
p^(vh(ak), vh(ak+l), .... vh(Y));
Call FSP(G', v (a ), t, p) to obtain tt1 = (L, e,
q; Uy ..., uq);
tt ≪-(L+^'VAi) , vh(i+D) , h, ak+e-l, q+ak-l;
p (a ), u_, ..., u ) (if TT'=<t> then ir, is
also set to <j>);
C≪-C u{it };
f a rfW then
Gh(6)
begin (obtain n )―a― c
TTh r_h r k-.W ■≪-W u {a };
6 +■max{ a| a+l<a<a , aew};
Let G" be the graph obtained from
by deleting edges (v (6), v (6+1))
with v£(6+l) e Bh(6);
p <-v (6) , .. . , v (a );
Call FSP(G", vh(6), t, p) to obtain it"=
(L, e, q; u1, ..., u ) ;
tt ^(L+^^d(vh(i), vh(i+l)), h, 6+e-l,
q+6-l; p (6), u2, ..., u ) (if Tr"=<j>









the set is stored in C at t(k).
(3) Each path stored in C at x(k) is the shortest path in
£
l≪i'
) , the shortest path inei+l
w
as easily seen from lines 2 and 3 of KSP- We have only P!j"(l,q,)
which is equal to the set of all paths from s to t excluding it .
Thus (1) is obvious. The shortest path it is P,(l, q..Xi.e., the second
shortest path in G) is computed at line 4 (by the correctness of
Subroutine FSP that will be shown in Section 2.7) and stored in
C at line 5; C contains only it. Hence (2) and (3) are true.
-32-
some
[Basis]: k=2. At x(2), W1 ={1, q } and B1(a) = <j>(1 < a < q ) hold
2.5 Hnrrprt-npss and Timp lexl of KSP
In this section we prove that KSP correctly computes
tt , ir , ..., ir in 0(Kn ) s teps.
Lemma 2.1 Let x(k) (2<k<K) be the instant iust before
/ is obtained at line 10 of KSP. Let Wh ={3,, ･･･, 3r > for
h =1, 2, ..., k-1, where ^ < ... < &r , and let P]^^, 6±+1)
h
(l<h<k-l, 1 < i < r-1) denote the path sets defined in Section
n
2.3. Then the following properties hold.
(1) P* <B±,





Bi+1)'s are mutually disjoint, and u <h<k_i
ei+l) is equal to the set of all paths from
1 k-1
s to t in G excluding tt ~tt
(2) For each nonempty P, ,(3.≫
[Induction step] (see Fig. 2.2) We assume that (1), (2) and (3)
hold at x(k), and prove them for x(k+l). Assume further that
k k h
a +1 fq (see line 15) and a <^W (see line 25) since other cases
k h
can be simlarly treated. First note that tt e P.-(6, y) holds at
x(k), where h is the one obtained at line 8 (i.e., h =f(k) holds)
and y and 6 are those obtained at lines 19 and 27 respectively
between x(k) and T(k+1). The definition of ＼T at line 12 and
addition of {a } to IT at line 26 then imply the introduction of
three path sets p£(ak+l, qfc), p£(ak, y) and p£(<5, ock) (see the dis-
cussion (I) of Section 2.3). Any path ir e P' (a , y) has p (a ) as
h k
its initial subpath while no path ir' e P (6, a ) does (see the
h k
definition (i) of Section 2.3). In addition, no path ir e ^i,^' a ^
h k k k k k
u P (a , y) has p (a +1) as its initial subpath while ir1 e P, (a +1,
q ) does. Thus these three subsets are mutually disjoint. It is
h k
also easy to see that their union is equal to P, ..(6, y) - {ir }.
This proves (1) ･ Next note that it , it and it computed at lines
17, 23 and 31 are respectively the shortest paths in these three path
sets, as easily proved from the correctness of FSP (Theorem 2.6).
■n, it and it are added to C at lines 18, 24 and 32 respectively
(if the corresponding sets are empty, ir , tt and ir are not added to
3.D C




do not change and it is deleted from C at line 9,
(2) and (3) are proved
n
-33-
and halts at line 11 if G has at least K simple paths from s to t
If G has only k-1 <K simple paths from s to t, KSP halts at line
i f u ■ ■
12 k-1






Proof is done by
is correctly obtained. This follows from the correct-
ness of Dijkstra's algorithm.
1 k-1
[Induction step] Assuming that tt ~ tt are correctly obtained,
it is proved that u obtained by KSP is in fact the k-th shortest
si trm1 p viatin.
First note that -n obtained at line 10 is different from
1 k―1
77 ~ir by (1) and (3) of Lemma 2.1. Now let tt* be the shortest
1 2 k-1
path from s to t in G, which is different from ir , tt ..... ir
7T*belongs to some P, _1
shortest path in P, (3.,
iC 1
(B±, 6 ) by (1) of Lemma 2.1, and the
w is stored in C by (2) of Lemma 2.1
Since the shortest one in C is selected as t＼ at line 10 of KSP,
If
the length of tt
of tt*(although it
computed.
is not greater than (actually equal to) the length
k k
4-it* may possibly hold). Thus tt is correctly
Finally if G does not have it , C becomes empty after generat-
1 k-1







Theorm 2.3 Algorithm KSP computes ir , ir , .. ., tt in
) time and O(m+Kn) space, where n is the number of vertices
2
0(n) steps. Line 1 requires 0(n ) steps as is well known. FSP
9
called at lines 4, 16, 22 and 30 requires 0(n ) steps as will be
proved in Section 2.7. The manipulation of list C at lines 5, 8,
9, 18, 24 and 32 are respectively done in 0(log K) steps if an
appropriate data structure such as heap is used to represent C
(e.g., [K16]), since the number of paths stored in C is 0(K)
(at most 2K) . Computation of it , ir , tt, and tt at lines 10, 17,
SL D C
23 and 31 is done in 0(n) time since a simple path has at most
k k Ji h k
n vertices. The manipulations of W , B (a), W and B (a ) at lines
2, 3, 12, 13, 14 and 26 are done in 0(n) steps by |W^| < n and
|B (a) I <n. Graphs G (ctk+l), G', G" used at lines 16, 20 and
28 can be respectively constructed in 0(n) steps as easily proved
(recall the data structure explained at the beginning of Section
2.4). Similarly y and 8 at lines 19 and 27 are obtained in 0(n)
steps, and lines 21 and 29 are also 0(n) computation. Note that
this time estimation is valid even if other minor operations such
as setting up the pointers explained before the description of KSP
are included.
2
Since lines 6-32 are repeated K-l times, O(Kn + K log K) steps
are required in total. However, the number of simple paths from
-35-
s to t is less than 2 (m is the number of edges) 9 i.e., K<2
Thus O(Kn2+ K log K) =0(Kn2) by m<n2.
Finally we briefly consider the space requirement. The
required space is dominated by 0(m) to store G and 0(Kn) to store
h k h kC and B (a ) 's (at most Kn B (a ) are prepared and the size of
h k
at most one B (a ) increases by one when the loop of lines 6-32
is executed once). (W )'s require 0(K) space because initially
they require 0(K) and at most three vertices are added to them
during one execution of lines 6-32. Others necessary as working




Before explaining FSP in the next section, we introduce two
trees T(s) and T(t) of shortest paths. These are computed by
2
subroutine DIJKSTRA in 0(n ) steps.
Denote the unique path from u to v in a tree T or on a path it
by u ･> v or u *■v respectively. Define tree T(s) (resp. T(t))
for ti1= (v1(1) (=s), v1(2), ..., v1(q1) (=t)) as follows.
* *
(1) For each vertex v e V, s , ,> v (resp. t , . > v) is a
L＼SJ 1 VL.)
shortest path from s (resp. t) to v. If there is no path from
s (resp. t) to v, v is not a vertex in T(s) (resp. T(t)).
(2) For each vertex v (a) on it
* 1
with 1< a < q1, s T,. > v (a)
(resp. v (a) > t) is equal to p (a) (resp. a (a)).
(3) For each vertex ue V, let v (£(u)) (resp. v (?(u))) be
* *
the vertex at which s , . > u (resp. t , , -*-u) branches from
ir""".Then the following inequality always holds.
£(u) < c(u) (2.12)
Tree T(s) is computed by DIJKSTRA(G, s, t, tt ) and Tree T(t)
is computed by DIJKSTRA(G, t, s, "tt ), where
It
=v (q,), v (q, - 1) ,
..., v (1). The algorithm DIJKSTRA(G, s, t, ir ) is basically the
same as the Dijkstra method [Dl, D2] for obtaining the shortest
paths from s to all the other vetices, except that the following
modification is introduced to guarantee (2) and condition (2.12).
When more than one shortest path to a vertex ue V (with the same
-37-
length) is found during computation by the Dijkstra method, (a)
if u=v (a) for some l<a<q then p1(a) is stored as the shortest
path to u, and (b) if u is not on tt1 then the path which branches
from it at the vertex closest to s is stored as the shortest path
to u.
The detailed description of DIJKSTRA is omitted since the
above modification is straightforward.
For each vertex ue V, let tt (u) denote the path s , . > u.s l (s)
The following data are output for all u e V by DIJKSTRA as a result
of computing T(s) : The length L (u) of t＼(u) , the vertex F (u)
s s s
immediately preceding u on tt (u) , the index £(u) representing
s
v (g(u)) at which ir (u) first branches from tt and the number of
s
vertices q (u) on it (u). Similarly, Lju), F (u), ?(u) and q (u)s s t t t
are output for irt(u) =t -fTT)^ u- Note that ?(u) = ?(u) =a holds
if u = v (a) (1 < a < q.j) .
2T(t) satisfying the










In this section we present FSP(G, s, t, p (a)) which computes
2
in 0(n ) steps the shortest simple path from s to t not containing
p^Xcx) as its initial subpath. The following lemma gives a key
property for the construction of FSP-
defined in Section 2.6. If G has simple paths from s to t not
containing p (a), there is a shortest one among them which is
either of type 1 or of type 2.
a *
Type 1: s T, ^ >
u
^^ >
t, where £(u) <a.
* *
Type 2: s , . > u >-v . . > t, where (u, v) e E is neither
I(S) L＼Z)
in T(s) nor in T(t), and £(u) <a.
and let v (3) be the node at which ir first branches from tt (then
B < a) . Let (u, v) be the first edge on ir which is not in T(s) . Then
B = 5(u) and hence s ―>-u= s , . > u. Assume that v >･t does not
7T J.^ S) Tt
A
coincide with v , . > t since otherwise the lemma is proved.
Case 1: B < C(v).
Subcase 1A: v (6) ~Yhru and v T,fc. > v (?(v)) do not have
* *
any vertex in common. Let tt = s . . > u ≫-v , . > t (see Fig.
J-{s) T(.tj
2.3). Then tt' is of either type 1 or type 2, and is simple. Since
*
v , . > t is not longer than v
*
TT
t by definition of T(t) , the






Fig. 2.3 Illustration of ttand it1 in Subcase 1A of











of 7T and it' in Subcase IB of
I omma ? ^
-41-
simple path not containing p
Subcase IB: v
(a) which is of type 1 or type 2
(g)
T(s)'
U and V T(t)' vl(^v)) hSVe
some vertices in common. Among the common vertices, let w be the
1... 1
one nearest to v 6 on v (e)
TOO'
U> Then the Path 7r' =S T(s) ' W
―, , > t, shown in Fig. 2.4, is simple and of type 1. Since
* *
w > t is not longer than v >-t by definition, ir is not
longer than tt.
Case 2: c(v) <8. Let w (possibly w = v) be the vertex on






> v and v t (see Fig. 2.5). Then tt1 =s
1 ^S^ 7T
, , > w >･t is simple and w is not on it
1
(i.e., tt1 ^ -rr1)
* * 1
because v >- t does not have a common vertex with s ,, , > v (£(v))
■n us;
* 1
= s ―y*~ v (S(v)) by £(v) ^ C(v) <g (see (2.12)) and by the simplicity
*
of it. Moreover tt'is not longer than ir, since s ―=-t―r->-w is not
longer than s >-w by definition of T(s) . It is also obvious that
77' does not contain p (a). Consequently, the lemma is proved if
it' is of type 1 or type 2. Otherwise we can apply the same argument
again after replacing ir' by tt. The latter case does not occur
indefinitely, however, since the number of edges on path w *-t
strictly decreases at each iteration. D
Subroutine FSP first computes T(s) and T(t) by calling
DIJKSTRA. Then FSP generates all the paths of type 1 and 2, and


















is executed for each u£ V with £(u) <a depending upon whether
5(u) = £(u) or £(u) <C(u).
(i) If £(u) =c(u), the path of type 1, s ^ > u ^fffp ts
can be ignored since this is either equal to tt (i.e., contain
p1(a)) or not simple. However, for each edge (u, v) e E which is
neither in T(s) nor in T(t), and satisfies £(u) <c(v), the path
of type 2 s , > u ≫-v ,fc)> t is generated. (Condition
£(u) < c(v) is necessary since otherwise the generated path is not
simple.) We remark here that an edge (u, v) satisfies the above
conditions if and only if £(u) < c(v) and ve AG(u) -S(u), where
S(u) ={v I F (v) =u} is the set of sons of u in T(s) viewed
s
from s. The only-if-part is obvious since any (u, v) with ve S(u)
is in T(s) . To prove the if-part assume that such an edge (u, v)
is in T(t). Since (u, v) is not on tt (by v^S(u)), ?(u) = c(v)
holds by definition of T(t) , and hence £(u) =£(u) =£(v), a eontradition-,
(ii) If £(u) < ^(u), only the path of type 1, s . . > u
T(s)
― > t, is generated since u > v > t is not shorter than
u > t for any (u, v) e E by definition of T(t).
The generation of the above paths is done by starting with u = s
and then proceeding to other vertices in such a way that vertices
u closer to s in T(s) are checked earlier. FSP uses a list H to
keep the current shortest path tt generated in (i) or (ii) , and uses
a list L to store its length. It is sufficient to keep only vertex
u or edge (u, v) to identify tt, depending upon whether ttis of tvne
-44-
1 or type 2.
In the above computation, paths generated in (i) and (ii)
are not all simple. However it is guaranteed that a path stored
in H is always simple (see Theorem 2.6). Upon termination, there-
fore, list H indicates the desired shortest simple path ttnot
containing p (a) . ir is then constructed and output in the follow-
ing form,
it = (L, e, q; v^ v2> .. ., V-
where L denotes the length of f, v (e) denotes the vertex at which
ir branches from ir , q denotes the number of vertices on rr and (v..,
v_, ..., v ) is the sequence of vertices on tt.
The search of vertices u in the manner as described above is
carried out by recursively calling SEP(w), which is a subroutine
to obtain the shortest path among those generated by (i) and (ii)
for all descendants of w on T(s) (i.e., the vertices in the





Procedure FSP(G = (V, E), s, t, p"(a)); begin
Call DIJKSTRA(G, s, t, tt ) to obtain L (u) , F (u) , q (u) and
s s s
C(u) for ue V (these are defined in Section 2.6);
Call DIJKSTRA(G, t, s, tt ) to obtain L (u) , F (u) , q (u) and
C(u) for ue V;
for ue V do S(u) <- <h;

















comment S(u) stores the set of sons of u (viewed from s) in T(s);
u -e-s; H ■≪-<(>;L-*-°°;
Call SEP(u, p (a)) to obtain H and L;
*
if H=(u, v) then tt*■(L, £(u) , qg(u) +qt(v) ; s T(g) > u *■v
Us)' t)J
* *
if H=u then u ^(L, 5(u) , qg(u) +qfc(u) - 1; s T^s) > u T^t^ > t) ;
if H =c|) then i＼-<-<();
length L not containing p (a) as its initial subpath,
while there is no such path in the last case.
rptnrn
･"■(o)); begin
(u), S(u), £(u) and c(u) are those defined
-46-
end FSP;
comment G, L (u), L
s t
in FSP;
if £(u) = ?(u) then
D≪-L (u) +L
s
for ve A (u) -S(u) with £(u)< ?(v) do
D≪-L (u) +d(u, v) + L (v);
S L
Jif D <L then L^-D, H-e-(u, v) ;
for ve S(u) with £(v) <a do Call SEP(v, p1(a));
if C(u) < c(v) then
t(u);
if D< L then L^D, H^u;





a shortest simple path from s to t in G not containing p (a) as its
initial subpath if one exists. If G does not have such a path,
2
FSP outputs it =<j>. In either case, FSP requires 0(n ) time.
ing the above conditions. We shall show that the path ir obtained
at the end of FSP is the shortest one among such paths. By Lemma
2.5 and the discussion given prior to FSP, we only need to show
that it obtained by FSP is a simple path. (Note that SEP does not
explicitly check whether a path stored in H is simple.) Now assume
that the final contents of H and L are set when SEP(u, p
called for a vertex ue V. Two cases are possible.
1(a))
is
Case 1: The final content of H was set at line 4 of SEP(u,
I A *
p (a)) , i.e. , tt= s ―T,. > u >- v
T,fc.
> t for some (u, v) e E.
Note that (u, v) (/ T(s) and (u, v) j T(t) as explained in (i) before
the algorithm description. If ir is not simple, let y be the vertex
* *




> t (see Fig. 2.6). Then the path it = s T(-s) > y T(t) > t













initial subpath (since y is not on ti by the condition £(u) < £(v)
of line 2). SEP(y, p (ct)) must have been executed before SEP(u,
p^Ca)) since y is a proper ancestor of u in T(s). Thus (u, v)
can not be stored in H since ir' or a shorter path is already in
H. This is a contradiction.
p' (a)) i.e. , tt= s . . > u , , > t. If tt is not simple, let y
1 ＼S) L＼L.)
*
be the vertex on s . . > u closest to s such that y is on both
1-(S)
* *
s , . > u and v ――.―r-≫-t, and apply the above argument to tt and
T(,s./ T^ty
* *
ir =s ― , .> y . , > t. We also have a contradiction,
its ) 1 ＼s)
Next if G does not have a simple path not containing p (a)
as its initial path, the above proof also shows that none is set
to H during the recursive calls of SEP. Thus H remains to be <j>
and tt= <j>is output at line 9 of FSP.
[Computational Complexity] Lines 1 and 2 of FSP require
2
0(n ) steps by Lemma 2.4. Lines 3 and 4 of FSP require 0(n) steps.
Line 5 of FSP requires constant time. Lines 7-9 of FSP require 0(n)
steps to restore the vertex sequence of tt by using F and F .
S L
Finally we consider line 6, i.e., computation of SEP. Line
1 of SEP(u, p1(a)) requires constant time. Letting set A (u) -
S(u) of line 2 be constructed when SEP(u, p (a)) is called (this
is done in 0(|A (u)|) <0(n) steps since |A (u) I <n-l and |s(u)| <
n -1) , each vertex ve A (u) -S(u) of line 2 is generated in constant
time. Therefore lines 2-4 require 0(|A (u) -S(u)|) <0(A (u)) ^O(n)
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time. Lines 6-8 of SEP require constant time. Thus one execution
of SEP(u, p (a)) repuires 0(|A (u)|) time plus the time required
at line 5 or 9 to call SEP(v, p1(a)) for ve S(u) with £(v) <a.
Since SEP(u, p (a)) is called once for each ueV, the required





This chapter has proposed an O(Kn ) algorithm for obtaining
K shortest simple paths in a given undirected graph with non-
negative edge length. This method is superior to the existing
methods, the best of which requires O(Kn ) running time. The
efficiency improvement has been attained by developing a sub-
routine to find in 0(n ) time a shortest simple path among those
not containing a certain prespecified path as their initial sub-
paths, and a sophisticated partition scheme not to generate the
same path repeatedly.
It is noted that, when the graph is sparse, the shortest
2path can be obtained in time less than 0(n ), e.g., O(mlogn)
(see [J3], [T5]). This fact can be incorporated to our algorithm
as follows. Supposing that shortest paths from s to other ver-
tices are obtained in c(n, m) (> 0(m)) time, KSP requires only
0(K c(n, m)) time when line 1 of KSP and lines 1,2 of FSP are
executed with such an algorithm, since the rest of KSP is com-
puted in O(Km) time and the rest of FSP is computed in 0(m) as
shown in the proofs of Theorem 2.3 and Theorem 2.6 respectively.
We leave it for the future research to consider graphs pos-




AN EFFICIENT ALGORITHM FOR FINDING K
MTNTMTTM SPANNTNH TRF.F.S
This chapter presents an efficient algorithm for finding K
minimum spanning trees in a given undirected graph in which weight
is associated with each edge. The algorithm is based on three
subroutines. The first two subroutines are used to obtain the
second minimum spanning tree in O(min (n'( m a(m,n))) time. The
third one obtains the k-th minimum spanning tree in 0(m) time
for the given h-th minimum spanning trees for h = 1,!,･･', k-1.
Development of the sophisticated enumeration scheme together with
the above three subroutines makes it possible to yield an effi-
cient algorithm. The algorithm partitions the set of all span-
ning trees into small subsets step by step, and computes the
minimum spanning tree, the second minimum spanning tree, ･■･,
the K-th minimum spanning tree by applying the three subroutines
to the partitioned subsets. The required computation time is
2
O(Km + min (n , mloglogn)) and the storage space is 0(k + m),
where n and m are the numbers of vertices and edges respectively.
3.1 Introduction
Given an undirected graph in which weight is associated
with each edge, the minimum spanning tree problem is to find
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the spanning tree with the minimum weight. In addition to the
shortest path problem discussed in Chapter 2, the minimum span-
ning tree problem is also one of the most important graph opti-
mization problems. This problem has been practically applied to
some real problems such as design of communication networks and
cluster analysis etc. It has been known [H3, H4] that some com-
binatorial optimization problems (e.g., travelling salesman
problem) can be reduced to the minimum spanning tree problem if
some of the constraints are relaxed. Having the solution of the
relaxed problem, such combinatorial optimization problems can be
solved by applying the branch-and-bound method. In these respects,
the minimum spanning tree problem itself is not only interesting,
but also plays an important role in the field of mathematical
programming.
Algorithms for solving the minimum spanning tree problem
have been proposed by many authors including Kruskal [K18],
Dijkstra [Dl], Prim [P5], Yao [Yl], Cheriton and Tarjan [C3].
Especially [Yl] and [C3] require 0(m loglog n) time, where n and
m are the numbers of vertices and edges.
This chapter deals with the K minimum spanning tree problem
which is to find the minimum spanning tree, the second minimum
spanning tree, ･･･, K-th minimum spanning tree. This problem
arises in many situations where, not only one minimum spanning
tree is needed but also some alternative solutions (i.e., K minimum
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spanning trees) are required. In addition, in case it is
necessary to solve certain types of combinatorial optimization
problems (e.g., travelling salesman problem) which are reduced
to the minimum spanning tree problem as their relaxation prob-
lems, an optimal solution should be found among K minimum span-
ning trees.
Algorithms for finding K minimum spanning trees have been
studied by Burns and Haff [B8], Camerini, Frata and Maffioli
[Cl] and Gabow [Gl]. Gabow's algorithm requires O(Km Ot(m, n) +
m log n) time and 0(K + m) space, where a is Tarjan's inverse
of Ackermann function [T2] and is very slowly growing.
This chapter proposes an algorithm with O(Km + min (m log
log n, n^)) time and 0(K + m) space. This is slightly faster
than Gabow's algorithm and the storage space is in the same order.
The proposed algorithm consists of three subroutines. The first
two subroutines obtain the second minimum spanning tree in 0(n )
and in 0(m a(m,n)) time respectively. Depending upon whether
n^ < m a(m, n) or not, the algorithm chooses the faster one.
The third one obtains the k-th minimum spanning tree in 0(m) time
for the given h-th minimum spanning trees for h=l,2, ..., k-1.
Incorporating the above three subroutines into the sophisticated
partition scheme (slightly different from the one proposed in
Gabow [Gl]), the algorithm systematically computes the minimum
spanning tree, the second minimum spanning tree, ･･･, the K-th
minimum spanning tree.
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This chapter is organized as follows. Section 3.2 describes
definitions and a property of edge exchanges. Sections 3.3 and
3.4 give the outline of the entire algorithm and its detailed
description respectively. Section 3.5 analyzes time and space
requirement, i.e., O(Km + min (n^, m loglog n)) time and O(Km)
space. Section 3.6 and 3.7 describe subroutines computing edge
exchanges to generate the second and the k-th minimum spanning
trees for any k, respectively. Section 3.8 improves the space
required for the algorithm presented in Sections 3.3 and 3.4,
and gives an improved algorithm with 0(K + m) space.
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3.2 Definitions
Let G =(V, E) be an undirected connected graph with no
parallel edges, where V is a set of n vertices and E is a set
of m edges. The weight w(e) is associated with each edge ee E.
The weight of a spanning tree T (viewed as a set of edges) is
defined by w(T) = £ w(e). The k-th minimum spanning tree T
eeT
is defined recursively as follows.
(1) T is the minimum spanning tree .
(2) r (k > 2) is a spanning tree with the minimum weight
1 2 _k-l
among those different from T , T , .. ., x
Let T be a spanning tree in G. A T-exchange is a pair of
edges [e, f] such that eeT, f 4 T, and T-e uf is a spanning tree
The wei t of T-exchan [e, f] is w[e, f]=w(f)-w(e) ; note that
the weight of tree T-euf isw(T) +w[e, f]
Lemma 3.1
[Gl]
A spanning tree T has minimum weight if and
only if no T-exchanges have negative weight.
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3.3 The Outline of the thm
Our algorithm consists of routines GEN and GENK like Gabow's
k 12 k-1
algorithm [Gl]. GEN computes T when T , T , ..., T are given,
using the branch-and-bound type technique described by Lawler [LI].
Our GEN is defferent from the Gabow's, however, in that a slightly
different scheme is used to partition the solution space, and in
that more information is stored in conjunction with solution space
partition. GENK generates all the K minimum spanning trees using
GEN as a subroutine.
The following lemma is a basis for our algorithm.
Lemma 3.2 [Gl] Let T be a minimum spanning tree satisfying
the constraints IN <=T and OUT c E - T, where IN and OUT are given
subsets of E. Then a minimum spanning tree which is different from
T and satisfies the same constraint is given by T-euf, where [e, f]
is a minimum T-exchange satisfying e e T - IN and f e E - T - OUT.
Now assume that the first k - 1 (k > 1) minimum spanning trees
have been generated. The set of remaining spanning trees is par-
titioned into k-1 disjoint sets:
p£ ={t*|a >k-i, ii^ct4, oin^cE-T*'}, h =i, 2 ,..., k-i,
where In and OUT (l<h <k) are set of edges which will be specified
later (in a way slightly different from Gabow's definition). Let for
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h = l, 2, .... k- 1,
Qk-1 = {( [e' f ]' r) I F°r each f e E ~ xh ~ Omh' e e Th - INh
gives the minimum T -exchange [e, f] with weight
r=w[e, f]}.
Note that each q£ contains |e-T -OUT | =0(m) labels therein.
Sets INh and OUTh defining P?1 (1 < h < k - 1) are given as
follows. Initially when k = 2 (i.e., only T is obtained), IN and
OUT defining p and Q are given by
INl= <}>and OUT1 = cf>.
k h* h*In general, assume that T is obtained from T by applying T -
exchange [e*, f*]. Then In and OUT are updated as follows,
IN11**-IN*1*, OUTh*^-OUTh* u {f*},
k h* k h*
IN *-IN u{f*}, OUT ^ OUT .
Other IN and OUT do not change. These new sets define P for
h = 1, 2, ..., k and GEN computes the corresponding Q . Recall here
K.
that Gabow [Gl] uses the scheme IN*1* ≪-INh" u {e*}. OUTh*^ OUT*1*;
IN ■+■IF1 , OUT ^OUT u{e*}. Our definition is essential to make
the subsequent computation possible.
By this definition, the next lemma is obvious.
Lemma 3.3 Let k be 2<k<K.
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(1) For any h = l, 2, ..., k-1, T is a minimum spanning tree
satisfying IN c t and OUTc e - T , and no other r (£= 1, 2, ...,
h-1, h+1, ..., k-1) satisfy this constraint.
(2) Any spanning tree T satisfies IN <=T and OUT1 c e - T for
exactly one h with l^h<k-l. D
1 2 k-1
When T , T , ..., T are known, Lemma 3.3 (2) implies that
T is given as a minimum spanning tree in u n P, , (note that
h=l K.-1
p£ excludes T1, T2, ..., T^"1) . By Lemma 3.2 and Lemma 3.3 (2)
a minimum spanning tree in P is given by T -e'u f' , where
([e's f], r') is a label in Q with the smallest r. Thus letting
([e*, f*], r*) be a label in i£~* Q^_1 with the smallest wCT*1) +r,
x is given by
Tk=Th*-e*u f*.
Using these h*, e* and f*, new sets P, , and Q, are defined and the
computation proceeds as explained above
Now we describe how to compute Q, (l<h<k) in GEN. While
11 2
computing T , Q1 is obtained in 0(min(n , ma (m, n))) steps by
special subroutine COMPQ1 or COMPQ2 depending upon whether n" <ma(m, n)
or not. These subroutines are explained in Section 3.6. When T =





Q, (h^h*, k) are simply obtained by Q*1-<£,. Finally Qfcis
obtained by calling Subroutine COMPQ3 explained in Section 3.7.
Obviously |Qk| =0(m) for all h. The key point is that Q, and
Q, are both obtained in 0(m) steps from Q,_,. Based on these
Q, , minimum trees in P. can also be obtained in 0(m) steps
h* k(note that only P and P are considered since minimum spanning
K. K.
trees in P and P do not change for h ^h*, k) . GEN is repeated
for k = 2,3, ...,K, and the entire procedure is organized as GENK.
Finally, we briefly explain the actual data structures of
some of the above mentioned lists. Each set P^-i
our algorithm by a tuple
is represented in
pk-l=(t'' [e>' fl]' Ah' INh' oulh' h)'
where ([ef, f']≫ r?) is a label in Q,_, with the smallest r, and
tf =w(Th) +r'( =w(Th-e'u f')). Ah is the adjacency list of I*1: Ah
={Ah(u)|u eV} and Ah(u) = {v|edge (u, v) e I*1}. The length of V^
is 0(m) since |Ah| =0(n) and IINh I + |0UTh| =0(m). In our imple-
mentation, more information is associated with A
consists of the folloing tuples.
(u) ; actually it
Ah(u) ={(v, w(u, v), INFLAG) |(u, v) e Th} ,
where INFLAG=0 implies (u, v) i IN and INFLAG=1 implies (u, v)
e IN . We also prepare an adjacency list of G : A ={A (u) ue V},









3.4 K Minimum S Trees
This section describes algorithms GENK and GEN in an ALGOL-like
language.
Procedure GENK (G= (V, E), K); begin









Find the adjacency list A for a minimum weight spanning tree
i
T and its weight t..; output (A ) ;







else call C0MPQ2 to obtain Q
+ rf, [e1, f], A", <j>,4>, D
with edge e* replaced by f*(A
Find a minimum weight exchange ([e?, f], r') in
Let P*
For k = 2 until K do call GEN(
Procedure GEN(P^_1> Q^ | h = 1, 2, ..., k-1) ; begin
Find P^*1= (t*, [e*, f*], Ah*, INh*, OUT11*, h*) with the
smallest weight t among pj1 = (t, [e1, f' ], Ah, IN*1,
OUT11, h), h =1, 2, . . ., k-1 ;
if t* =°°then stop (all spanning trees have been output












Call C0MPQ3(Ak, INk, OUTk, f*. q^*±) to obtain Qk ;
Qk^Qk-l f°r Wh*' k ;
if Q^*^ <p then *£*■≪■(t^+r1, [e1, f], Ah*, INh*,
OUTh*u f*, h*), where ([e1, f], r') is a label
h*
in Q, with the minimum r and t. (the weight of
h*




H ≫, <f>><f>,(f), , h*) ;




(}£/ <f> then p£≪-(t*+r", [e", f",], a＼ IN*1 u f*.
OUT11*, k), where ([e", f" ], r") is a label in q£
with the minimum r.
3.5 The Correctness and the Time Bound of the Al
putes Tk, q£ and p£ (h=l, 2, . . . , k) in 0(m) steps.
Proof Since the correctness follows from the result of
[Gl] and the discusstion given so far, we consider the time
requirement only. Line 1 of GEN finds Ph*
k-1
with the minimum
t among P,-., h=l, 2, ..., k-1. This is done in O(log(k-1)) <
0(log K) =0(m) steps (since the number of spanning trees<2 )
if an appropriate sorting technique is used (e.g., heap sort
[K16]) for the set {p£_-, | h = l, 2, ..., k-1}. Line 2 requres
h*iconstant steps. Line 3 is done in 0(n) ( <0(m)) steps by A |
=0(n). Line 4 requires constant steps. Line 4 requires 0(m)
steps since i h* i|Qk_il =0(m). Line 5 calls C0MPQ3 and it requires
0(m) steps as will be shown in Section 3.7. Lines 6 and 9 require
constant steps because these are accomplished simply by keeping the
previous data. Lines 7 and 8 are done in 0(m) steps by |Q | =
0(m) and |Q | =0(m) . (Adjustment of data structure of {P | h =
1, 2, ..., k} (e.g., using heap) is also done in 0(log k) <0(m)
steps, as is well known.) Thus all computation in GEN is done
in 0(m) steps. D
Theorem 3.5 GENK correctly generates the K minimum span-
IK 2
ning trees from T to T in 0 (Km +min (n , m log log n)) time.
Proof The correctness of GENK follows from the previous
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discussion. Time requirement is analyzed here. Line 1 requires
0(min(n2, m log log n)) steps (e.g., [C3], [Yl]). Line 2 requires
2
0(min(n ,ma(m, n)) steps as shown in Section 3.6. Line 3 requires
0(m) steps by |Q | =0(m). Line 4 requires constant time. Line 5
calls GEN K-l times, and requires 0(Km) steps in total by Lemma 3.4.
Thus the total time is as shown above. D
A straightforward implementation of GENK requires 0(Km) space
mainly to store Q^_1 and P^_1 for h=l, 2, ..., k-1. This will be
reduced to 0(K+m) in Section 3.8
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3.6 Subroutines COMPQ1 and COMPQ2
This section briefly explains two subroutines COMPQ1 and
1 2COMPQ2, computing Q in 0(n ) steps and in 0(ma(m, n)) steps
respectively. These are based on the next lemma.
weight edge (^f) on the unique cycle formed by adding f to T .
Then [e, f] is the smallest T -exchange with the given fe E-T .
Proof Immediately follows since the weight of edge exchange
w[e, f] is given by w(f) -w(e). C
Q is therefore computed by finding [e, f] and r=w[e, f] of
Lemma 3.6 for every edge f= (u, v) e E - T . COMPQ1 is first out-
lined. It is a slight augmentation of Prim's algorithm [P4 ] which
1 2
computes T in 0(n ) time; we assume reader's familiarity with
Prim's algorithm. Consider a computation stage when an edge (x, v)
is added to the current fragment (subtree which is going to com-
prise T ), where x is a vertex in the fragment and v not in the
fragment. For each vertex u in the fragment, let (h, k) be the
maximum weight edge in u --r-≫-x (which has already been computed
T
and stored). Then a maximum weight edge in u "^"V for f = (u, v)
T
is obtained by taking the edge with the larger weight between
(x, v) and (h, k). (This property easily follows from Lemma 3.6
and is omitted.) Thus computation of such maximum weight edges
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for all (u, v), such that u's are vertices in the fragment, is
done in 0(n) time. Since this can be repeated n-1 times until
T is constructed by Prim's algorithm, computing the maximum




C0MPQ2 is a straightforward adaptation of Tarjan's algo-
rithm [T3] for verifying in 0(ma (m, n)) time that a tree T
in an undirected graph is a minimum spanning tree. His algo-
rithm involves the computation of the maximum weight edge along
the path u -^v, for eacn edge f=(u, v)tfT. By Lemma 3.6, this





This section describes Subroutine CPOMPQ3(Ak, INk, OUT^,
h* k 1c h*
f*, Qk_1 for obtaining Q£in 0(m) steps when T = T -e*uf*
is given, where [e*, f*] is the minimum TT - exchange in u Q,
h=l k.―l
(see Section 3.3). COMPQ3 is based on the following lemma.
Lemma 3.9 For X and the edge f* = (u*, v*) eT^ defined
above, let T (u*) and T (v*) be two trees obtained from T
by deleting f*, where u*e V (u*) and v*e ＼T(v*). Here V^(x) is
the set of vertices in the connected component T (x). Let f = (u,
v) be an edge in E-T^-OUT1*.
(1) If u, v eV^u*) or u, ve V^v*), the label ([e, f], r)
h* k
stored in Qu-i is also in Q .
(2) If u eV^u*) and v eV^v*) , then ([e, f], r) stored in
Q, is determined by
k *w(e) = max [max{w(g) | g i IN , g is on u* ―r > u} ,
TK(u*)
k *
max{w(h) | h 4 IN , h is on v* ―r v} ],
Tfc(v*)
r =w(f) -w(e) .
Proof (1) Assume u, ve x(u*) without loss of generality
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(see Fig. 3.1). Since Tk - f* = T*1*- e* (i.e., Tk(u*) = T*1*(u*)) ,
"k "k









Fig. 3.1 Illustration of T -exchangein the proof




















Fig. 3.2 Illustration of T -exchange in the proof
of Case (2) of Lemma 3.9.
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*
u k * v. Thus by Lemma 3.6 the label ([e, f], r) stored in
h* k
Qk-1 ±S als° ±n Qk'
* * * *
(2) Since u ―;―> v is equal to u ―r v u* >-v*―r v
Tk Tk(u*) Tk(v*)
and (u*, v*)(=f*) e IN (see Fig. 3.2), the edge e defining
k k *
([e, f], r) e Q7 is the maximum weight edge i IN on either u -j-
A
k T^Cu*)
u* or v* ―r >■v by Lemma 3.6. D
Tk(v*)
To compute ([e, f], r) e Q^ efficiently by Lemma 3.9, COMPQ3
k k
preprocesses Trees T (u*) and T (v*) by calling subroutines EDGEFIND
(A*, u*, INk) and EDGEFIND^, v* IN) , where A is the adjacency
list of Tk(u*) u T^Cv*). EDGEFINDCA^, u*, INk) finds the maximum
k k *
weight edge MAXEDGE .(u) e T (u*) - IN on u* ―r u for each
k
U Tk(u*)
vertex u eT (u*) . Its weight is stored in W
A(u)
. (Subscript u*
is added to indicate MAXEDGE and W obtained by EDGEFINDCA^, u*,
INk).) EDGEFIND(Ak, v*, INk) is similar. After this, ([MAXEDGE .(z),
f], w(f) -WwA(z)) is added to Qk for each edge f = (u, v) e E - Tk - OUTk
with u eV (u*) and ve v (v*) , where W Az) - max{W .(u) , W
j.(v)}-Wx U* V*
For each f = (u, v) e E -Tk- OUTk with u, v eVk(u*) or u, v e
V^v*), ([e, f], r) in Q^ is directly stored in Qk.
Procedure COMPQ3(Ak, INk, OUTk, f*=(u*, v*) , Q^* ); begin
1
2
Q^*;^ (u*) ^Ak (v*) -e-Ak (u)≪-Ak(u)
for u/u*, v* ;(A = {A (u) | u eV} is the adjacency list of
Tk(u*) u Tk(v*)) :










jLf ue Vk(u*) then N(u) +1 else N(u) <- O(N(u) is a flag
showing whether ue V (u*) or ue v (v*)) ;
ue V do W .(u) -e-W .(u) ■*--≫,MAXEDGE .(u) ^ MAXEDGE .(v) <- d>
XX" V U V
Call EDGEFIND(A , u*, IN11) to obtain MAXEDGE .(u) and W .(u)
u u
for u e v (u*) ;
Call EDGEFINDCA*, v*, INh) to obtain MAXEDGE .(v) and W .(v)
for ve ^(v*) ;
for f = (u, v) e E - T^ - OUTk ^o
i,f N(u) =N(v) then add label ([e, f], r) in Q^ to q£
else add label([MAXEDGE (z), f], w(f)-W (z)) to Q*
J
where ze {u, v} satisfies W Az) =max(W An) , W Av))
(if W .(z) =°°,do not add the label since MAXEDGE .(z)
does not exist) :
5
(y)-x(=Ak(y) if y = <f>)and (y, z) 4 IN ^o
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begin




Procedure EDGEFIND(^, p*, IN) ;begin





MAXEDGE(z) ≪-MAXEDGE(y) ;W(z)≪-W(y) ;
end
Call DFS^, y, z, IN) ;
return
end DFS ;
Q in 0(m) steps.
A
(u) I ue V} obtained from
k at line 1 is the adjacency list of Tk(u*)u Tk(v*)- Thus
EDGEFINDC^, u*, INk) and EDGEFINDCA^, v*, INk) correctly compute
MAXEDGE ^(u),
W .(u) for all ue Vk(u*) and MAXEDGE *(v), W .(v)
k k
for all v eV (v*) . Thus lines 7-9 correctly compute Q by Lemma
3.9. Next we analyze time requirement. Line 1 requires 0(n) steps
since |A | =0(n). Lines 2 and 3 are done in 0(n) steps by com-
puting v (u*) and v (v*) using A , and associating flag N(u) to
~ku eV by using A . Line 4 is also done in 0(n) steps. Lines 5
and 6 require 0(n) steps, by |Vk(u*) |=0(n) , |V^v*) |=0(n) and |Ak| =
0(n). To execute lines 7-9 in constant time for each f = (u, v) e E
-Tk-OUTk, note that
E-Tk-OUTk={f | ([e, f], r) Q^* } -f*u e*
holds. Furthermore N(u) ^N(v) holds for e* =(u, v). Thus adding
label ([e, f], r) in Q^11 to Q£at line 8 is done in constant time
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h*
if f(fe*) at line 7 is directly taken from Q, , (i.e., constant
time is required to search ([e, f], r) in Q. ■■at line 8). Line
8 obviously requires constant time. Thus lines 7-9 require 0(m)
steps in total by |e| =m. D
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3.8 Space Reduction
The required space for GENK is reduced to 0(K +m) in this
section, although GENK explained in Section 3.4 requires 0(Km)
space to store P and Q n (h= 1, 2, ..., k-1) (space required
for other data is obviously 0(m)).
First, in order to reduce space requirement of P, , from
0(Km) to 0(K+m) we modify the data structure representing P
in almost the same way as done by Gabow [Gl]. Namely, the data
structure of P,_, is the same as the one discussed in Section
3.3 (pk_i requires 0(m) space). P (h > 1) are modified to
<-r = (t＼ [e1, f], [e*(h), f*(h)], h*(h), b(h), s(h), h),
h = 2, 3 k-1,
(ftus P* (h = 2, 3, ..., k-1) require 0(k) <0(K) space), where
t1, [e1, f] are defined in Section 3.3, and T is obtained from
Th*(h) by Th*(h) - exchange [e*(h) , f*(h)]. The derivation of
2 3 1 h*
T , T , ..., from T is represented by a rooted tree ; T is a
father of Th (or Th is a son of -^*) if Th is derived from T
rJi* h £
by a T -exchange, and T and T are brothers if their fathers
h %
coincide. T is placed to the left of its brother T if h <1.
b(h) and s(h) in P denote the brother T immediately to
the left of T (b(h) =0 if T is the leftmost brother) and the
rightmost son T . Obviously, T is the root of this tree.
Based on the new lists, IT, IN and OUT* can be constructed in
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0(m) time by following the path from T up to root T . This
technique is almost the same as Gabow's, and hence the details
are omitted. The rest of computation is then applied to the
reconstructed Ph
k-1
In order to reduce the space requirement of Q (h = l, 2,
..., k-1) to 0(K) we execute the following clean-up step from
time to time. Note that each edge T -exchange ([e, f], r) eQ
induces a spanning tree T -e uf with weight wCT1) +r. However
k-1 h
only K-(k-l) smallest spanning trees induced from u, Q, .. are
necessary to compute T , T , ..., IT, as justified below. There-
Is.―1 h
fore the clean-up step removes all ([e, f], r)'s from u Q
except those with K -(k-1) smallest w(T ) +r's. Clean-up step
k―1 h
is done in O(K') steps, where K'=[u , Q,_1 | , by finding the K-
(k-l)th smallest element in O(K') steps by the fast algorithm
[B6], and then removing ([e, f], r) 's with larger (wCl) + r)'s.
The clean-up step is justified as follows. Suppose that a
i - exchange [e, f] corresponding to feE-T - OUx is removed from
Q,,_,by a clean-up step. Later a T way be obtained from T by
rT1-e*u f*, and Q, is computed from Q by COMPQ3. Note that
Q, . is obtained from Q, , . and therefore Q, does not contain the
minimum T -exchange [e1, f] corresponding to the removed f. At
this point, it is necessary to show that such [e', f] in Q can be
ignored for the rest of computation. However, this is obvious
because w(T -eu f) <w(T -e' u f) can be easily proved and hence
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T -e' uf is not a member of the K minimum spanning trees.
Now execute the clean-up step whenever K' > 2K is satisfied.
Then K' =0(K) always holds. Since K' increases at most by m at
every iteration, the clean-up step is necessary at every | K/m |
itertations, where |x denotes the smallest integer not smaller
than x. Hence the clean-up step is executed 0(K) ･ O(m/K) =0(m)
times before the entire computation is completed. Therefore 0(Km)
steps are required for the clean-up computation, but the time boud
of the entire algorithm does not change.
Consequently, we have the next theorem.
and O(K+m) space. □
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3.9 Conclusion
This chapter has proposed an efficient algorithm for finding
K minimum spanning trees in an undirected graph. This requires
O(Km + min (n , mloglogn)) running time and 0(K + m) storage
space. This method is superior to the existing methods, the best
of which requires O(Kma(m, n) + mlogn) running time and 0(K + m)
storage space. The efficiency improvement was attained by de-
2
veloping subroutines to find in O(min(ma(m, n), n )) time the
second minimum spanning and to find in 0(m) time the k-th minimum
spanning tree for each k = 3,4,'##.
Finally, it should be mentioned that the basic idea for the
enumeration and space reduction developed in this chapter will
also be used in Chapter 9 which proposes an algorithm for obtain-
ing K best solutions of a simple resource allocation problem.
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CHAPTER 4
AN EFFICIENT ALGORITHM FOR THE SIMPLE
RESOURCE ALLOCATION PROBLEM
This chapter deals with the simple resource allocation
problem. This problem is to minimize an objective function rep-
resented by a sum of separable convex functions under only one
constraint that a sum of integer variables is equal to a given
integer N. In addition to dynamic programming approach, some
algorithms have been known for this problem. This chapter pre-
sents a simple and efficient algorithm based on the Lagrange
2 2
multiplier method, requiring 0(n log N) running time, where n
is the number of the variables. This algorithm is faster than
already existing algorithms if N is much larger than n.
4.1 Introduction
This chapter discusses the following simple resource allo-
cation problem.
n
P: Minimize £ f.(x.)
i=l 1 1
n
subject to £x. = N x.: nonnegative integers,
i=1 x x
where each f. is a convex function defined over [0, N] and N is
a given positive integer. This problem arises in various appli-
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cation areas whenever it is asked to allocate a fixed amount of
the resources in an optimal way.
Properties and algorithms of this problem have been discussed
in numerous papers over the last years [D3, D4, El, Fl, F4, G2,
G5, H2, J2, Kl, K3, K17, Ml, M4, M5, SI, S5, S7, VI, V2, Wl, W3].
Dynamic programming (DP) is one of the methods to solve this
problem, which is applicable even if f.'s are not convex. Ap-
plying DP to this problem, its multi-stage decision process can
be represented by a directed graph. Then, the problem can be
regarded as the shortest path problem discussed in Chapter 2.
Since the corresponding directed graph has O(nN) vertices, an
2optimal solution is obtained in O(nN ) running time as proved
in [14].
Besides DP approach, however, more efficient algorithms have
been known fow this problem. The incremental method is one of
them [G5, S3]. It requires 0(n + N log n) running time. How-
ever, its time bound is exponential(strictly speaking, pseudo
polynomial [G3]) if measured against the length of input data
which is 0(n + log N).
This chapter proposes a new algorithm based on the Lagrange
multiplier method. It requires 0(n^ log^ N) time. This time
bound is a polynomial in the length of the input data. The im-
plication of this result is twofold. First, as an algorithm
for practical use, the new algorithm should be faster than the
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previous ones at least when N is much larger than n (one
particular example has been discussed in [110]). Secondly, the
complexity issue concerning the resource allocation problem is
resolved. That is, the resource allocation problem turns out to
belong to class / (polynomially solvable [Al, G4, K3]), although
a similar problem called the knapsack problem is NP-complete [L5].
This chapter is organized as follows. Section 4.2 describes
notations and basic properties. Section 4.3 gives the algorithm
for solving the resource allocation problem P in 0(n^ log^ N)
time. Section 4.4 proves the correctness and analyzes the time
bound of the algorithm.
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4.2 Notations and Basic C ts
For i = 1, 2,..., n, convex functions f.(x.) are defined
over the interval [0, N]. For an integer x. with i =1, 2,..., n
and 0 <x. < N, let
di(x±) =fi(x. +D -f±(x.)
Here d.
(4.1)
(-1) =-≪> and d.(N) = °°are assumed by convention. Note
that d±(-l) < d±(0) < ... < d±(N) holds by convexity of f±(x.).
Let f.(x.) be the convex function over [0, N], which is the piece-
wise linear approximation of f.(x.) on integer lattice:




if x. is an integer,
LxiJ)[fi(LxiJ + 1) - f^L^J)]
otherwise,
(4.2)
where Lx.J is the largest integer not greater than x.. The optimal
solution of P does not change even if f.(x.) is replaced by f.(x.).
Therefore we assume the following relation throughout this chapter.
fi(xi) = f±(x ), for i = 1, 2,.... n
Let x* = (x* ..., x*) denote an optimal solution of P and x' =
(x',..., x') denote an optimal solution of P' which is P with the
X n
integrality condition of x. is dropped. The subgradient 3f(x)/3x
of f at x is defined by
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-^1 = { p I f (Z) - f (x) > p(z - x) for any z
in the domain of f}.








is an integer with 0 < x. < N
is not an integer.







I x - N ) ,
i=l
(4.3)
we obtain the following well-known proposition (e.g., Rockafellar
[Rl]).
Proposition 4.1 x? = ( x', x',..., x' ) is an optimal
solution of P1 if and only if (x', A') satisfies
(!) o e 9L(^' A'> ,
i
n
(2) I x = N.
i=l
x! > 0 for all i and
□





(x＼) < A? < -di(xi -1) if x'±is an integer,
A1 = d (
as easily proved from (4.3)
(4.4)
LxJJ) if x! is not an integer,
A.'of P', which is equal to -d.(x.) for some i e {l, 2,..., n}
and x. e {0, 1,..., N}.
Proof. Let x1 be an optimal solution of P'. If x' is not
an integer solution, X' =-d.(|_x!J) holds by (4.4) for some i
with non-integer x!. Thus, assume that x1 is an integer solution
Let
A =-d.(x!) =max {-d±(xp | 1 < i < n}.
It will be shown that this X is optimal. First -d.(x!) < ^
for all i by definition. By condition (4.4), there exists a X
such that -d.(x!) <X' for all i, which implies that A<X'. It
follws that X<Af <-d.(x! -1) for all i, and X is optimal by
Proposition 4.1 and (4.4) □
An optimal multiplier A' solves not only P? but also P, as
shown in the next theorem.
Theorem 4.3 For any optimal multiplier A' of P', there
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exists an integer solution x of P' satisfying conditions (1),
(2) of Proposition 4.1 (i.e., x is an optimal solution of P)
P' satisfying conditions (1)(2) of Proposition 4.1. Let I = {i |
x!
^
is not an integer}. By condition (1) of Proposition 4.1 (i.e.,
(4.4) above), X' = -d.(Lx!J) hold for all i e I. Then consider




for i 4 I
for i £ L
for i e I ,
where I..
= d> and
and !, are subsets of I satisfying I- u I = I, I., n I_
I (Lx'J+1 -x!) =
- -2
It is clear that such
I i*± - Lx!_J)
lei





Thus x is a feasible solution of P. Moreover condition (4.4)
for x' implies
-d.( x.) < X' <-d.(x. - 1) for all i
1 IX
This proves that x is an optimal solution of P' by Proposition




The algorithm given in the next section is based on these
theorems. The construction of an optimal solution of P in the
algorithm is however slightly different from the proof of Theorem
4.3.
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tion of the rithm
We now describe Algorithm RAP(f,, f,,..., f , N) for solving
2 2the resource allocation problem P in 0(n log N) steps. The basic
idea to search in a systematic manner an optimal value of multi-
plier X among set
{-di(x±)| 1=1, 2,..., n, x±=0, 1,..., N}
as a result of Theorem 4.2. For each X thus generated, the ex-
istence of x' satisfying conditions (1) and (2) of Proposition
4.1 is tested. If such x' exists, the current A is output as an
optimal multiplier A*. The test is done by computing the largest
integer x. = x. and the smallest integer x. = x. satisfying
-d.(x.) < A < -d.(x. -1). A solution x' satisfying Proposition
4.1 exists if and only if
n n
I x < N < I x
i=l 1=1
holds, as proved in Theorem 4.6. x. and x. are respectively
computed by subroutines FMAX(i, X) and FMIN(i, X) in O(log N)
steps by using binary search over the interval [0, N] (e.g.,
see [Al, K16] for the binary search technique). The search of




I x < N < I x
i=l i=l
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will be eventually obtained. The computation then halts after
constructing an optimal solution x* from the obtained x. and x.
Initially m is set to 1 and A is searched among the set of
values {-d (0), -d (1),..., -d (N)} ( note that -d (0) > -d (1)
m m m mm
> ... > -d (N) holds) by binary search which starts from them
middle one -d
m (LN/2J) and changes X as follows : A is increased if
n
> N,
and is decreased if
n _
I x < N.
i=l






m is increased by one and the same procedure is repeated. By
Theorem 4.2, X satisfying Ex. ^ N < Ex.(i.e., an optimal X)
will be obtained before the search is completed for m = l, 2,..., n
Some notations are now introduced to give the details of
RAP.
X : k-th Lagrange multiplier generated during computation,
t, t : variables used to find the next choice of X by the
rule X = -d (L(t + t)/2j) according to binary search.
Initially t is set to 0 and t is set to N.
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Algorithm RAP^, t^..., f N)
Step 1 (Initialization) Set k ≪-1, m +■1.
Step 2 Set t + 0, t + N, tfc +■L(t + t)/2j, ^ ･ ^(t^).
Step 3 (Test for optimality of A,)
(1) For each i with 1 < i < n, call FMIN(i, Xfc) to find










et t ■*-t, . Go to s
et X* ■*-A (In t
n n
I X; < N < I xj
1=1 " 1=1
then set t "*"t, . Go to step 4.
(4) Else set A* *-A . (in this case
holds and optimal Lagrange multiplier X* is found.)
Go to step 5.
Step 4 (Choose the next X. -) Set k +■k + 1, t, ≪-L(t + t)/2j .
If t, = t,_, , then set m ■*-m +1 and return to step 2. Else
set A ■≪--d (t, ) and return to step 3.
K. in k.
Step 5 (Find x*) Set
I , n
j + max{ I ＼ I x. + I x. < N>.
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For each i with 1 < i < j, set x* ■*-x.







For each i with
x^ = min{X;L £ {0, 1,..., N} | -d±(x ) < Xfc < -d.(x.-l)}




(-1) s -d.(0) > ... > -d.(N) = -°°
holds. The detail is not given because this can be done
by a direct application of the standard binary search tech-
nique. The running time is O(log N).
Subroutine FMAX(i, X )
This routine finds
xk = max {x. e {0, 1,. . ., N> | -d.(x.) < X < -d.(x.-l)}
11 11 K. 1 1
by binary search in O(log N) steps.
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4.4 Correctness and Time Bound of RAP
We prove the correctness of Algorithm RAPCf^, £,,..., f , N)
and analyze its running time.











and x. (i = 1, 2,
Proof. Assume that ＼ is now being searched among {-d (0)
k. in




holds for the current A, in (2) of step 3, t is set to t, , i.e.,
'kfl
< t, and hence X > X.by -d (0) > .. . > -d (N) . This
K- K."T"_L K. IH IU
is justified because no A with X < A, satisfies (A.5) by the
K.
monotonicity -d (0) > ... > -d (N). Similarly, it is justified
to set t to t, in (3) of step 3 when
Z x < N
i=l
holds. Finally if X = X holds in step 4,m is increased by
one, since this implies that no X, = -d (x ) (x e {0, 1,..., N})
k. m m m
for the current m satisfies (4.5). This process eventually
terminates because at least one X, = -d (x ) is known to satisfy
k "mm
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(4.5) by Theorem 4.2 (note that an optimal multiplier
k ~-obviously satisfies (4.5) by Theorem 4.3 since x. < x.







N) are repeated O(log N) times for each m (tested during computa-
tion) before
holds in step 3 or t, = t,_.. holds in step 4
of binary search over the set {-d (0), -d (1),. .., -d (N)} with
mm m
-dm(0) --dm(1) * ･･' ^"dm(N)- D




is satisfied. We now show that x* obtained in step 5 satisfies
conditions (1), (2) of Proposition 4.1. Since x. < X* < X. for
all i with 1 < i < n, x* satisfies (1) of Proposition 4.1 from
the definition of x. i It is also obvious that x* satis-
fies (2) of Proposition 4.1 from the way x* ..being determined
in step 5. Thus x* is an optimal solution of P' and hence of P
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since all elements of x* are integers.
(Computational complexity) Step 1 requires constant time.
By Lemma 4.5, steps 3 and 4 are repeated O(log N) times for each
tested m before





x~ < N <
holds. Since step 3 calls FMAX and FMIN n times, it requires 0(
n log N) steps. Step 4 also requires constant steps (recall that
each evaluation of f.(x.) is assumed to require constant time).
2
Therefore, the loop consisting of steps 3 and 4 requires 0(n log N)
steps for each m. Finally, since m is increased one by one from
m = 1 and step 5 is eventually reached for some m with m < n (
by Lemma 4.4), the loop consisting of steps 2, 3, 4 is repeated
at most n times. Therefore, the loop of steps 2, 3, 4 requires
2 2
0(n log N) steps in total. Step 5 requires 0(n) steps. Conse-
2 2
quently RAPCf^,―, f , N) has 0(n log N) running time. D
Note that the running time can sometimes be further reduced,
if special forms of the objective function are assumed. For ex-
2
ample the computational time becomes 0(n log N) if each f.(x.)
is given by a.f(x.) for some a. > 0 and a convex function f(x.)
(the details are omitted).
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This chapter has proposed an efficient algorithm for solving
2
the simple resource allocation problem, which requires 0(n log2N)
running time. After publishing this result [K6], Galil and
Megiddo [G2], and Frederickson and Johnson [F4] have proposed
more efficient algorithms for this problem. The latter one is
faster and has running time O(n(l + log(N/n))) if n < N, 0(n)
otherwise. However, it whould be emphasized that our algorithm
is much simpler from the viewpoint of practical implementation.
It should be mentioned that the basic idea developed in this
chapter will be again used in Chapter 6. Since this problem has
a very simple constraint, it is therefore reasonable to generalize
it in various directions. Perhaps the simplest among them is to
add upper and lower bounds on variables, I. < X.
1 s V i = 1,2,
･･･,n. The proposed algorithm can be directly extended without
increasing the required running time. Another generalization is
to allow more than one resource constraint. However, such gen-
eralization problem does not seem to have efficient algorithms
any more, as proved in the next chapter.
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CHAPTER 5
A GENERALIZATION OF THE RESOURCE
ALLOCATION PROBLEM
In this chapter, the simple resource allocation problem
discussed in the previous chapter is generalized by allowing more
than one resource constraint. This chapter proves that one type
of the generalized problems can be reduced to the simple resource
allocation problem discussed in the previous chapter by a certain
transformation and hence the resulting problem can be easily
solved by the algorithm given in Chapter 4. However, most of
the generalized problems seem to become much more difficult.
This chapter shows the difficulty by the failure of the incre-
mental method which is valid for the simple problem, and by the
so-called NP-hardness of the generalized problem.
5.1 Introduction
This chapter deals with the generalization of the resource
allocation problem discussed in the previous chapter. That is,
the nrnhlfiTTiis exnreRRed as follows:
n










where f.'s are convex functions,
and X denotes n x m matrix (x..)
N.'s are given positive integers
As discussed in Mielde [M5]
and Einbu [E2], this generalization has many applications (i.e.,
portfolio-selection problems, marketing problems and investment
problems of weapon systems), while references [M5], [E2] treat
the continuous version of problem S (i.e., the integrality con-
dition is dropped). This chapter proves that, if a.. = 1 for
J
all i and j, problem S can be reduced to the simple resource
allocation problem discussed in Chapter 4 and hence it can be
efficiently solved. However, problem S with general value a.,
seems to be much more difficult. First, this chapter shows that
a straightforward extension of the incremental method which is
valid for the simple resource allocation problem does not work
for general problem S. Next, this chapter proves that problem
S belongs to the class of NP-hard problems well studied in the
theory of complexity. Although details of theoretical discussion
are not given here (see for example references [Al], [G4]), it
is widely believed that no NP-hard problem can be generally solved
with a polynomial-time algorithm.
This chapter is organized as follows. Section 5.2 provides
an algorithm for the problem S, based on dynamic programming, and
shows that the algorithm requires exponential running time. How-
ever, more efficient algorithms do not seem to exist as proved
in the subsequent sections. Section 5.3 provides a special case
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in which the problem S can be reduced to the simple resource allo-
cation problem. Section 5.4 shows an example such that the in-
cremental method, which is used to solve the simple resource allo-
cation problem, cannot be immediately generalized to solve S.
Section 5.5 proves NP-hardness of the problem S.
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5.2 An Algorithm by Dynamic Programming
This section briefly describes an algorithm for solving the
problem S, based on dynamic programming. First we define some
notations. For a given m-dimensional nonnegative integer vector
h = (y-i> y2≫-'-≫v )≫anc* k with l<k<n, let ?-^(y) be defined by
subject to Y -_ix-･ = y■≫ j = 1≫ 2,―,m.
Fn(*) is defined to be equal to 0 by convention.
It is easy to see that obtaining F (N) (N = (Nn , N_,...,N ))n 1 z m
is equivalent to solving the original problem S. Now, using the
well-known "principle of optimality" (see Bellman [B5]), we ob-
tain the following recurrence equation to compute F,(y):
Fk&> - ^o^ <y{＼-P ~
xy) + Sk^}- (5 ･x)
where xfc= (x^, ＼2>■■■,^ and gk(xk} " M^T-Aj^j^
by using the above equation, F (N) is computed as follows.
Step 1 Compute F..(y) for all possible y with 0<y<N.
Step 2 For each k = 1, 2,..., n-1, compute F,(y) for all
possible y with 0<y<N, by using (5.1).
Step 3 Compute F (N) by (5.1). Halt. D
Now the computational time required for the above algorithm
-9 7-
is analyzed. Since the number of y satisfying 0 <y <N is
(N.+l), and each FAy) is evaluated in 0(m) time, Step 1 re-
quires O(mII._ (N.+l)) time. Since the number of x, satisfying
3 ■*･J *･
0 <x, <y is O(IIm_ (y.+l)) for each y and g (a;,) is evaluated in
0(m) time for each x, , F,(£/)is computed in O(mn?_1 (y .+1)) time.
Thus the set of F {y) for G<y<N is computed in 0(m( II1!1=1(N.+1)) )
since the number of possible y with 0<y<N is OCIl'^CN.+l)) .
Since Step 2 is repeated n-2 times, the total required time for
Step 2 is O(nm(nm=1(N.+l))2). Step 3 requires O(m(II X(N +1))2)
time as similarly proved. Therefore, the algorithm requires
O(nm(nm=1(N.+l)) ) time in total.
It should be noted that the time required for the algorithm
is exponential in the size of the input data (i.e., 0(£.,logN.
+ n + m)). Therefore the algorithm becomes practically infeasible
as the problem size increases. The subsequent sections prove
the inherent intractability of the problem.
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5.3 Special Case a.. =1










and consider problem P mentioned in chapter 4. Let x*= (x*,
･ ･ ･ > x*) be an obtained optimal solution of P. An optimal
solution of S, X*=(x*.) (l<i<n, 1 < j < m) , is then constructed
from x* as follows.
Step 1 Set i-s-1, j-*-1
Step 2 Set x*. ^min(x*, N.) , x*≪-x* - x*. and N. ≪-N.- x*..
Step 3 If j <m, then set j -≪-j +1. Return to step 2. Else
if i <n, then set i <-i +1 and j ■*■1 and return to step 2. Else
stop.
The rationale behind this is that, in case of a.. =1, all
resources are equally effective against each activity and hence
there is no distinction between the resources to which each




n m m n
£ x* = N = [N.= I I x*. . holds. Also
=1 X j=l J j=l i=l 1J
(j=l, 2, ..., m,) holds as obvious from the way step 2
being carried out. Thus X* is feasible in S. Fruthermore z(x*)
of P and Z(X*) of S coincide, as easily shown. Since x*= (x*) is








which is a relaxation of the constraint of











imply that X* is
The above algorithm obviously requires 0(nm) computation time
since one execution of Step 1, 2 or 3 requires constant time and
the loop of Steps 2 and 3 are repeated nm times. Thus the total time
is the time to compute x* plus 0(nm) time.
It should be noted that the result is also valid when a.. =k
for all i and i.
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5.4 Failure of the Incremental Method
When a. . of S are arbitrarily given, the incremental method
used to solve P cannot be immediately generalized to solve S. We
illustrate this by an example. A natural extension of the incre-
mental method applied to problem S will proceed as follows.
(i) Start with the initial solution X= (x,,. ...x ) =
11 nm
(0, ..., 0).
(ii) Let i_ and j_ be an index such that
n
Z(X(i j )) =mln{Z(X(i, j)) |l<i<n and £ x. < N }
U U k=1 icj I
where X(i, j) is X with x. . increased by one. Let x. . ■*-x. . +1
1J n Vo ^O
(iii) Repeat (ii) until £ x .=N. are all satisfied for
k=l kJ 3
j =1, 2, ..., m.
Now apply this algorithm to the following problem.
minimize Z(X) = (4xu + 3x12 - 10)
2
subject to x +x =5
+ (3x +2x - 14)2
x-j2+ x?o = 3, x..: nonnegative integers.
Then a solution X=(xi;L, x21, x , x22) =(2, 3, 1, 2) with Z(X) =2
results by following the above incremental method. However, this is
not optimal; an optimal solution is X* =(x* , x* , x?o≫ x*J = (1, 4,
2, 1) with Z(X*) =0.
Thus some modification would be necessary to make the
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incremental method work correctly. However, no algorithm with
such a modification is probably as efficient as the original
incremental method, in view of the NP-hardness result shown in
the next section.
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5.5 NP-hardness of Problem S
First recall that Problem S is actually a set of infinite
problem instances defined by specifying coefficients a.., NJ and
function f.. In order to apply the NP-hardness concept, we need
to modify our minimization problem S to the decision problem that
asks whether a given problem instance of S has a solution X with
Z(X) <k for a given constant k. Certainly this decision problem
is not harder than the corresponding minimization problem because
the minimum value Z(X*) of the minimization problem immediately
answers whether Z(X) <k is possible or not. For simplicity; we
also denote this decision problem by S, and prove its NP-hardness.
A decision problem A is said to be NP-hard if a problem B
known to be NP-hard can be transformed to A (in polynomial time)
in the sense that any problem instance of B has a solution if
and only if the transformed instance of A has a solution. (Thus
A is not easier than B since any instance of B can be solved by
solving the transformed instance of A). Note that the whole set
of problem instances of B may be transformed to only a subset
of problem instances of A.
There are many problems known to be NP-hard. (Of course the
NP-hardness of the first problem was proved by using an argument
different from the above one.) Here we use the following 0-1
knapsack problem [Al, G4] as the NP-hard problem B in the above
discussion:
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B(I, b): Given a set of integers I ={a , a , ..., a } and an
integer b, decide whether there is a subset of I whose sum is equal
to b.
For a given instance of B, i.e., a set I and an integer b, we
transform it to the following problem instance of S.
Q(I, b): Given a set of integers I ={a , a~, ..., a } and an
integer b, decide whether there is a solution X satisfying
m m
~Z(X) =( I a x -br + ( I a x -b')Z<0
j=l J J j=l 3 J
subject to x +x2 =1, j=l, 2,..., m,






-b. Note that k in the above argument is set to
Then it is easy to see that Q(I, b) has a solution X, which is
m m
equal to saying that £ a.x =b and £ a.x~. =b? (recall that
j=l J j=l J
x_ , = 1 - x ), if and only if B(I, b) has a solution. The trans-
formation from B(I, b) to Q(I, b) is obviously done in polynomial
tn'ino Tl-iiioQ -ia MP-JiorH
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5.6 Conclusion
This chapter has considered a generalization of the simple
resource allocation problem. The generalized problem is, in
general, much more difficult than the simple one, though a special
class of the problem can be reduced to the simple one considered
so far. The difficulty has been proved by showing the failure
of incremental method and by the NP-hardness of the generalized
problem. Nevertheless, it seems meaningful to develop a practi-
cally feasible algorithm, since this problem has many application
fields as mentioned in Section 5.1. One of the possible ap-
proaches is the application of dynamic programming. However,
the straightforward application would be practically infeasible
as shown in Section 5.2. Therefore, it is necessary to take
advantage of specific properties of the problem in order to ob-
tain a good algorithm. This is left for the future research.
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CHAPTER 6
EFFICIENT ALGORITHMS FOR A VARIANT OF THE
RESOURCE ALLOCATION PROBLEM
This chapter deals with a variant of the simple resource
allocation problem discussed in Chapter 4. This problem is ob-
tained by interchanging the objective function with the function
on the left-hand side of the resource constraint in the simple
resource allocation problem discussed in Chpater 4. This chapter
presents three efficient algorithms for solving the problem.
All of them are essentially based on the algorithms developed
for the simple resource allocation problem. It is shown that
each of these three algorithms is advantageous over the others
according to the problem instance.
6.1 Introduction
This chapter considers the following variant of the resource
allocation problem discussed in Chapter 4.
n
Q: Maximize J x.
i=l 1
n
subject to z(x) = J f.(x.) < R and x.: nonnegative
i=l X X 1
integers,
where f.'s are nondecreasing convex functions and satisfy
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(6.1)
n(0) s R and lim f.(x.) = °°.These assumptions are introduced
x.->- °°
1
to guarantee the existence of an optimal solution. This problem
is meaningful in most practical situations where the resource
allocation problem discussed in Chapter 4 plays a crucial role.
This chapter presents three efficient algorithms for solving
Problem Q. The first one is basad on the incremental method.
The second and the third ones are based on two versions of the
Lagrange multiplier method developed for the simple resource al-
location problem respectively. The second algorithm modifies
the one presented in Chapter 4. They require 0(N*logn + n),
2 2 ―0(n log N) and O(b(n, R) + nlogn) time respectively, where N*
denotes the optimal objective value, N is an upper bound of N*,
and b(n, R) is the time to solve the continuous version of Problem
Q(i.e., integrality condition is dropped). The first algorithm
is recommended if N* is not very large compared with n; otherwise
the second and the third are prefered. The third is superior to
the second if b(n, R) < 0(n2(logN) )-
This chapter is organized as follows. Section 6.2 gives
notations and basic concepts. Sections 6.3-6.5 present respec-




6.2. Notations and Basic Con
x1
ts
Let x* = (x*, ..., x*) denote an optimal solution of Q, and let
=(x', ..., x') denote an optimal solution of Q', which is the
same as Q except that the integrality condition on x.'s has been
dropped. Let




is a nennegative integer. Here d.(-1) =0 is assumed for
convenience. Note that 0 =d .(-1) < d.(0) < d. (1) < ... holds since
f.(x.) is convex and nondecreasing. We assume throughout this
chapter that each f.(x.) can be evaluated in constant time. Also
n
we assume that £ f.(O)<R and lim f.(x.) = °°for all i. Therefore,
i=l ■"" Xi
Q and Q' are feasible and have bounded optimal solutions. Further-
n
more, we sometimes assume in the subsequent discussion that £ fu _ v_
n i=l
<R; if I f .(0) =R then x! =max{x. | f .(x.) =f. (0) } (i =1, 2 , ...,
i=0
n) obviously give an optimal solution of Q'.
The subgradient of f. at x. is a set of real numbers defined by
3fi(xi
3x.
= {p I f
)
i<z>-fi (x.) >p(z-x.) for any z (6.3)





property in the convex analysis (e.g., Rockafellar [Rl]) provides
a basis of our algorithms.
Proposition 6.1 A solution x' = (x', ..., x1) of Q' is optimal





x! > 0 for all i, and
I f,(x!)=R,
i=l















6. 3 Algorithm 1
In this section we propose an algorithm for solving Q, which
is based on the incremental property used in [S5, Fl, VI]: let
(k) (k) (k) (k)
x = (x^ , x, , ..., x ) be an optimal solution of the problem
P discussed in the previous chapter under the constraint
with 0<k<N and let j be the index satisfying
d. (x≪ ) =min d.(x9°)
l<i<n
Then an optimal solution x
x(k)+l x(k) x(k))
(k)










be an optimal solution of P under the
constraint £ x±= k> and let z^ = I f±(x^). Then x^ is
i=l 1 i=l 1 n
an optimal solution of Q imder the constraint £ f.(x.) <r for any
^,^
,, .-
^ 1=1r with z < r < z
Q under the constraint £ f.(x.) <r satisfying z <r<z





.(x.) < z by the minimality of





Now we give Algorithm 1, which obtains x , x , ..., x










(n＼ r ―"* n ^＼ I*
Step 1: Let xv '->-(0, 0, ..., 0), k-≪-0, z^ '+1 f.(0).
Step 2: With j. satisfying d. (x; ') = min d.(x: ;), let
(k+1) (k) (k) (k) (k) (k)
Step 3: Let z(k+1) ^z(k) +d. (x?k)) andk + k+1. If z(k) > R,
3k Jk
then x*^x(k 1) and stop (an optimal solution is
found). Else return to Step 2
Q in 0(N*log n+n) steps, where N* denotes the optimal value
N* =
n
I ** of Q
i=l
Lemma 6.2. Step 1 requires 0(n) steps. If k=0, Step 2 requires
(1)
j°
0(n) steps since x =(0, ..., 1, 0, ..., 0) is obtained in 0(n)
steps by computing d. (0) for all i and then finding d. (0) =min
1 30 l<i<n
d.(0). For k > 1, Step 2 requires 0(log n) steps since the index
(k)
j, of Step 2 is computed in 0(log n) steps if data d.(x. ) (i=
1, 2, ..., n) are appropriately manipulated (e.g., using the
Ck")
technique of 2-3 tree [Al]) by using the fact that d. (x. ') =
d. (x. ) holds for all i^jv_-, and the evaluation of each d.(x.
11 k. l i i
requires constant time by assumption. Since Steps 2 and 3 are




We assume in this section that an upper boud N of the optimal
objective value of Q is given in advance. N is typically given by
n
£ max{x. | f.(x.) < R, x.: integer} or by the optimal value of Q'.
i=l 111 i
Let f .(x.) be the convex function which is the piecewise linear
approximation of f.(x.) on integer lattice points:
f .(x.) = f (x ) if x. is an integer, (6.9)
= f±(L x±J)+d1(L x± J)(x±-L x±j) otherwise,
where L x. J denotes the integer part of x.. Let Q and Q' be the
same as Q and Q' except that f.(x.) is replaced by f.(x.) for all
i = l, 2, ..., n, and let x* and x' be optimal solutions of Q and
Q', respectively. Note that x* = x* holds as Q and Q are identical
as far as integer solutions are concerned. As shown below, x* is
2 - 2
computed in 0(n (log N) ) steps by applying the method developed
in Chapter 4 with some modification.
By (6.3) and (6.9),
3x.
Letting
= {p I di(x±-l) <P<d1(x1)}









+ H I f,(x ) -R),
i=l x
we obtain the following result by Proposition 6.1.
Proposition 6.4 xf = (x', x', ..., x1) is an optimal solution
of Q1 if and only if there is A' satisfying
Q£aL(*'' *'> for all






We remark here that (6.11) is equivalent to
-d±(xp <1/X' ^-cLCx^-l), if x' is an integer,
(6.14)
I/A' =-d.(L x! J),if x! is not an integer,
which can be easily proved from (6.10). Note thatX'<0 follows
from (6.14).
Q' which is equal to -l/d.(x.) for some i and integer x. with l<i
^n and 0 < x. <N. (-l/d.(x.) is considered to be -°°if d.(x.) =0.)
Proof: Let x1 be an optimal solution of Q'. If x' is not an
integer solution, I/A' =-d.(L x! J) holds by (6.14) for some i with
non-integer x!. Thus assume that x' is an integer solution. Let
l/A = -d.(x!) =max{-dL(x[) | 1 < i < n} (i.e., X = l/-d.(x!) and x! is
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an integer). It will be shown that this X is optimal. First
-d.(x!) <1/X holds for all i by definition. Assume 1/X> -d (x! - 1)
for some i. Then -d.(x!) <-d. (x! - 1) <-d. (x!) (=1/A). This shows
that the Lagrange multiplier A1 satisfying (6.14) for all i does
not exist, a contradiction to the optimality of x' by Proposition
6.4. Thus l/A<-d.(x! -1) for all i, and A is optimal by Proposi-
tion 6.4 and (6.14). D
n
an optimal solution x* of Q satisfying £ x* = L
i=l 1









Proof: Let x' = (x'. x' ..., x') be an optimal solution of
I/A = -d±(L x^ J)
x. = x! for j i I,
x±= L x! J +1 for ie 1^




are subsets of I satisfying L u I~ =1, I, nl_
£ m
i }. Here k=max{£| £ (L x! J+l)+ ^ Lx!
k




Q1 which satisfies (6.11) -(6.13). Let I ={i | x! is not an integer}
Assume I ^ <f>,since otherwise the lemma is proved. By (6.11) (i.e.,
(6.14)),
holds for all i e I. Let I = {in , i~, .... i }, and let
1 I m
where I and I
I2-{lr ..
< y x!}. Then
xel
I f.(x.) = £ (f,(L x! J)+d (L x' _!)) + I f.(Lx'j)
iel X X iel^^ X x iel2 x 1










-L x! J ) =|l |< I (x! -L i! J ) and
1 iel X
= I f (L x! J) +
iel
lei
I d(L x.!J) (x^ -L x^ J)
iel
n





from the definition of x. Thus x is an optimal solution of Q. Let
x*=x. x* in optimal to Q also, as discussed at the beginning of
this section D
We now describe Algorithm 2. The basic idea is to search an
optimal multiplier X among set {-l/d.(x.) |i=l, 2, ..., n, x.=0, 1,
..., N} (see Lemma 6.5). For each X thus generated the existence
of x1 satisfying conditions (6.11) -(6.13) is tested. If such x'
exists, it provides an optimal solution of Q (and hence of Q) by
Lemma 6.6. The test is done by computing the largest integer
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x. =x. and the smallest integer x. =x. satisfying -d.(x.) < 1/X
n
<-d.(x. -1). A solution x1 exists if and only if £ f.(x.) <R<-d.(x. -1). A solution x1 exists if and only if
n
^ £f-(x.) holds, as proved in Theorem 6.9. x. and x. are
i=l X 1 X "X
respectively computed by subroutines FMAX(i, A) and FMIN(i, A)
in 0(log N) steps by using the binary search technique (e.g., see







(x.) <R< £ f.(x.) is satisfied, an optimal solution x* of Q
, Q) is constructed from the obtained x. and x. in a way
similar to the proof of Lemma 6.6.
The search of A is also carried out by binary search. Initially
m is set to 1, and A is searched among the set of values {-1/d (N)m
-1/d (1), ..., -1/d (N)} (note that -1/d (0) <-1/d (1) < ... <-1/d (N)
mm mm m
holds); starting with the middle one -d (L N/2 J), A is decreased
n n
if £ f.(x.)>R, and is increased if £ f- (x-) < R- If none of the
i=l i=l n n
A's generated for the current m satisfies £ f.(x.) <R< J f.(x.),
i=l X "1 i=l X X
m is increased by one and the same procedure is repeated. By




.(x.) <R< £ f.(x.) will be obtained
11 i=l X 1
before the search is completed for m = l, 2, ..., n. Some notations
are now introduced.
X : The k-th Lagrange multiplier generated during computation.
t, t: Variables used to find the next choice of X by the rule X=
t+t
-l/dm(|_―2~J)according to binary search. Initially
set to 0 and t is set to N.
t is
n . n -
Algorithm 2 (It is assumed that £ f.(0) < R; if J f.(0)=R,
i=l 1 i=l X
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Q is easily solved as mentioned in Section 6.2.)
Step 1 [Initialization]: Set k-<-l, m-t-1.
Step 2: Set t^O, t≪-N, t, <-L -r=- J, X.+l/-d (t, )
Step 3 [Test for the optimality of A ]:
(1) For i=l, 2, ..., n, call FMIN(i, A ) to find x^ and call
FMAX(i, A ) to find j£.
n
- k
(2) If I f.(x.) > R, then set t≪-t . Go to Step 4.
■ -i 1 1 K.1 n
(3) Else if £ f.(x.) < R, then set t-≪-t . Go to Step 4.
.-,11 IC
1=1 n , , n - _v
(4) Else set X' ^ X . (In this case V f.(x.) <R< I f.(x.) holds
k
i=l X "X i=l 1 1i=l " * i=l J-
and an optimal Lagrange multiplier A' is found.) Go to Step 5
Step 4 [Find V.-,]: Set k+-k+l, t ≪-L ―y~ J If tTc=tic_i' then




Step 5 [Find x*]: Set j^max{Jl | ^f (x ) + ＼ f.(x )<R} (i.e.,
i+K _k ? . k i=1 i=*+i
x -1
j=n or 2. f-(x-) + I f.(x.) >R). For each i with l<i<j, set x*^-
i=l i=J+2-k k
x. . For each i with j +2 < i < n, set x*≪- x. . Set x* -*-max
1 J l -x 1+1






): This routine finds
)}
xk = mln{x. e {0, 1, .. ., N} | -d.(x.) < 1/A <-d. (x. - 1) }
by binary search over the set [0, N], where 0=-d.(-l) > -d.(0) > ...>
-d.(N) holds. The detail is not given here because this can be done
by a direct application of the standard binary search technique.
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i ) : This routine finds
= max{x e {0, 1,..., N} |-d (x±) < 1/Xfc <-^(x^ 1 ) }
by binary search in O(log N) steps
k ―k
that the associated x. and x.(i = l, 2, ..., n) satisfy
I f (x^)<r4 f±(ij).
i=l i=l
Proof is done in a manner similar to Lemma 4.4 in Chapter 4
by using Lemmas 6.5 and 6.6.
n k
times for each m (tested during computation) before £f.(x.) <R<
n"
-k i="'"
£f.(x.) holds in Step 3 or t = t, holds in Step 4.
of binary search. D
Theorem 6.9 Algorithm 2 generates an optimal solution x* of
Q in 0(n
2 - 2
(log N) ) steps
n ^ n
^obtains A for which £ f.(x.)<R< £ f.(x.) is satisfied. This
i=l i=l







-k - n ~




(i.e., (6.13)) and xf < x! < x^ (l<i<n) is optimal in Q1. Such x
-k " k
is given for example by x! = x., i =1 , 2,. . . , j, x! = x. , i = j+2,.. .n
andi'+1-≫ax{xj+1 | £J+1(xj+1)




Therefore the solution x* constructed in Step 5 is optimal in Q
(and hence in Q) since it is the same as x constructed from the
above x' in the proof of Lemma 6.6 (note that I ={j} holds in this
case) .
[Computational Complexity] Steps 1 and 2 require constant
time. By Lemma 6.8, Steps 3 and










Since Step 3 calls FMAX and FMIN n times, it requires 0(n log N)
steps. Step 4 also requires constant steps (recall that each
evaluation of f.(x.) is assumed to require constant time). There-
_ 2
fore, the loop consisting of Steps 3 and 4 requires 0(n(log N) )
steps for each m. Finally, since m is increased one by one from
m = l and Step 5 is eventually reached for some m with m<n (by Lemma
6.7), the loop consisting of Steps 2, 3 and 4 is repeated at most
2 - 2
n times. Therefore, this loop requires 0(n (log N) ) steps in total
Step 5 requires 0(n +log N) steps since an index j is obtained in
0(n) steps, x* for i ^j +1 are obtained in 0(n) steps and x* .. is
computed in 0(log N) steps by using the binary search technique
again. L
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6.5 Al rithm 3
Since f.(x.) is a nondecreasing convex function, the
subgradient satisfies (e.g., [Rl])











with x^ > 1




for all i by (6.5) . This implies 1 +X'p' =0 (i.e., p1 =-l/Xf)





, and hence for all i
(x)sd(L x!J -l)<p (by (6.18))<p? (by (6.17)) =-I/A' (6.19)
for any x. with 0<x.<|_x!J-l (let p=p' if x! is an integer)
Similarly, the following relation also holds for all i.
di/xi^ -"1/A' for any xi with x- -L x- J +1- (6.20)
An integer solution x of Q (possibly infeasible) is now con-
structed from x1. Let I and J be a partition of the index set
{l,2,...,n} satisfying the following conditions.
d±(L xj J) >-l/A' for ie I,
d (L x' J)< -I/A1 for je J.








= Lx!J for i e I,









Proof: Suppose that x is not optimal. Then there exists an
the constraint





> x. holds for some j..e J. If x* > x. for all












Thus consider the following two cases.
Case 1A: Some i
solution such that x1.'
(x. ) >-i/x'
l Jl
(x* )-f. (x. )
31 Jl 21
..e I satisfies x* < x. . Let x" be the
1 l. l.
= x* +1, x1.' = x* -1 and x." = x* for k + ±1,
j . Since d. (x* ) < d. (
Xl 11 Xl
and d. (x* -1) > d. (x.
Jl Jl Jl Jl





(L x! J -1) <-l/Xf by (6.19)
(L x! J +1) >-l/X' by (6.20), we
- 1) - d. (x* ) >0, i.e., x" is feasible.
Thus x" is also optimal since x* and x" have the same objective
value. Repeating this operation, an optimal solution satisfying
the lemma will be eventually obtained.
Case IB: Some j e J satisfies x* <x.
1 Jt J











x'.' = x* + 1 and x." = x* for k + j1 , j ,





(L x! J +1) >-l/A' by (6.20)
(L x! J ) <-l/A' by (6.22), z(x*)
2
-z(x")=d. (x* - 1) - d. (x* ) >0. Thus x" is feasible. Apply
Jl Jl J2 32
the same argument as Case 1A to x".
holds for some i e I. First note that it
~1 ~1








) >0, we have z(x*) -R=z(x*) - z(x) = £ (f.(x*)
i=l X X
) >0. Thus x* is infeasible. On the other
hand, if d.(x.)=O, the solution x = (x', ..., L x! J +1, ...,
XX X X -
n .-I n






n 1^1 n i=l





(x. ) = 0) and satisfies 2. -
1 ""I i=l
tradiction to the optimality of x1. Thus consider the following
two cases.
defined by x1.1 = x* -1, x'.1 = x* + 1 and x" = x* for k 4 i , j
Since d. (x* - 1) > d.
11 ^ xl
d. (L x1.
(x. ) >-l/A' and d. (x* ) < d. (x. - 1) =
11 Jl Jl Jl Jl
J) <-l/A', z(x*) - z(x") = d. (x* ) - d.
Xl 11 Jl
(x* ) > 0. Thus
x" is also feasible. Apply the argument of Case 1A to x1
defined by x1.1 = x* - 1, x1.1 = x* +1 and xl" = x* for k i i , i . Since





11 2 2 "
(x* - 1) > d. (x. ) = d. (L x! J) >-I/A1 and d. (x* ) < d. (x. - 1)
1 1 11 ＼ Xl X2 X2 X2 X2
2
1 *1 'l ~1 ~1 "2 ^2 ^2 ^2
(L x! J -1)<-1/X' by (6.19) and (6.22). Thus x' is also feasi-
2
ble. Apply the argument of Case 1A to x"
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Now we give the outline of Algorithm 3. It first solves the
continuous problem Q1 in b(n, R) steps (e.g., b(n, R) =0(n) if
f.(x.) =a.x., as easily shown). If x' is an integer solution, it
is an optimal solution of Q. Otherwise it computes I, J, x and R.
This obviously requires 0(n) time. If R = R, x is an optimal solution
of Q by Lemma 6.10. Finally, two cases remain.
(i) R< R. Then x is an optimal solution to problem Q with R
replaced by R. Now apply Algorithm 1 after assigning x
as follows.
(0) ~ (0) ~





(ii) R > R. Then, starting with x =x and z = R, apply
Algorithm 1 in the reverse way according to the following modified
algorithm.
Modified
Step 1 Let x(0)^x, k≪-0, z(k)^R.
Step 2 With j satisfying d. (x. J - 1) =max{d.(x. ' - 1)








(x≪ - 1) and k≪-k+l. If z(k) <R,




Step 1 Given a problem Q of (6.1), obtain an optimal solution
x' and the associated optimal Lagrange multiplier A' of the con-
tinuous problem Q'. Then compute
xi = L
= 1






Step 2 (1) If R = R, then x*<- x. Halt.
(2) If R < R, apply Algorithm 1 after replacing the initial x
and z in Step 1 by x and R respectively.
(3) If R>R, apply the modified Algorithm 1.
of Q in 0(b(n, R) +n logn) steps, where b(n, R) is the computational
time required to solve Q1.
Proof: The correctness is first proved. By Lemma 6.10, x is
an optimal solution of Q with R replaced by R. If R=R, therefore,
x* obtained in Step 2 (1) is obviously optimal. If R <R, the argument
of Section 6.3 ((6.8 ) and Lemma 6.2) can be started from x. The
optimality of x* obtained in Step 2 (2) can be similarly proved.
Finally if R>R, the argument of Section 6.3 need be reversed. We
omit the details, however, since it is exactly parallel to the
argument of Section 6.3.
Next we analyze the computational time. Step 1 requires b(n, R)
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time to compute x' and 0(n) time to obtain x and R. Next note
that I V x! - T x. I < y Ixl -x. I <n holds by |x! -x. I < 1. Further-
more £ x! > £ x* - I L x! J>£ x'-n; the first inequality holds
because Q' is a relaxation problem of Q, and the second inequality
follows from the fact that L x' J=(L x' J,.-., L x' J) is a
1 n
feasible solution of Q. Then | ] x* - £ x-I - 2n. This implies
that Step 2 (2) or (3) requires at most 0(n) iterations of the
loop consisting of Steps 2 and 3 of Algorithm 1 or the modified
Algorithm 1. Since each iteration is done in 0(log n) time as
mentioned in Section 6.3, Step 2 of Algorithm 2 requires 0(n logn)
time. Thus the total computational time of Algorithm 3 is 0(b(n,
R) +n log n). D
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6.6 Conclusion
This chapter has proposed three efficient algorithms for a
variant of the simple resource allocation problem discussed in
Chapter 4. It has been observed that the three algorithms re-
spectively correspond to the three algorithms developed for the
simple resource allocation problem P- Therefore it is expected
that, if a new algorithm for P is developed, it will be also
modified to solve the proposed variant. Recently, Frederickson
and Johnson [F4] have developed an efficient algorithm for the
simple resource allocation problem. It should be noted that,
if this algorithm is used as the starting algorithm for con-
structing Algorithm 2, the running time can be reduced to O(nlogN)
time. However, Algorithm 2 proposed in this chapter is much




AN EFFICIENT ALGORITHM FOR AN EQUIPOLLENT
RESOURCE ALLOCATION PROBLEM
This chapter deals with an equipollent resource allocation
problem, which is to allocate a given amount of resources to a
given set of activities so as to minimize the maximum difference
of the resulting profits between each pair of activities. This
chapter proposes an efficient algorithm for this problem. The
idea of the algorithm is as follows. First two related simpler
problems are introduced. Secondly some properties relating op-
timal solutions of these two problems to an optimal solution of
the original problem are discussed. Finally, based on the prop-
erties, an efficient algorithm is developed. The algorithm re-
2
quires 0(n + nlogN) running time, where n is the number of ac-
tivities and N is the amount of resources.
7.1 Introduction
Chapters 4 through 6 have considered some types of resource
allocation problems whose objective functions or resource con-
straints are represented as a sum of separable convex functions.
This chapter deals with another type of resource allocation prob-
lem, which is expressed as follows.
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< X. ^u i = l,2,-",n,
(7.1)
x.: nonnegative integers, i = l,2,'*',n,
where f.'s are nondecreasing functions defined over the set of
integers {$,., 1. + 1, ―, u.}, g(£, n) is a nondecreasing
(resp. nonincreasing) function with respect to £(resp. ri), i.
and u. are nonnegative integers satisfying
n
I A- < N <
n
J
and N is a given positive integer. It is assumed throughout
this chapter that
n n
< N < 7 u.
i=l
(7.2)
holds, since otherwise the problem is trivially solved.
This problem arises whenever it is necessary to distribute
a given amount of resources to a given set of activities so as
to minimize the maximum difference of the resulting profits
between each pair of activities. A typical example is the seat
apportionment problem, which is to allocate a given number of
seats to electoral districts so that the number of seats given
to each district is as proportional to its population as possible.
The fairness of apportionment is for example measured by
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f.(x.) = x^p.
g(K, n) = 5 - n or ?/n,
where p. is the population of district i, and x. is the number
of seats given to district i. The minimization of g(max x./p.,
i X 1
min x./p.) leads us to define a resource allocation problem as
i
given by (7.1).
This chapter proposes an efficient algorithm for problem
2
R, which requires 0(n + nlogN) running time.
This chapter is organized as follows. Section 7.2 intro-
duces two simple problems related to problem R, and gives some
properties relating optimal solutions of these problems to an
optimal solution of R. Sections 7.3 - 7.6 propose an efficient
algorithm for solving R based on these properties.
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7.2. Pr erties of timal Solutions of R
We present in this section some properties of optimal
solutions of R. For this purpose, we introduce the following
problems R and R, , whose optimal solutions are used to construct
an optimal solution of the original problem R.
R : maximize z (x) = min f.(x.) (7.3)
a l<i<n X X
subject to the constraint of R.
R, : minimize z,(x) = max f.(x.) (7.4)
* b
l<i<n X X
subject to the constraint of R.
These problems were discussed by Jacobsen [Jl], Porteus and
Yormark [P4], and Brown [B7] ([B7] also treats the continuous
version and includes some applications). Jacobsen's algorithm
may be called the incremental or greedy method and requires
0(N logn + n) time, if each evaluation of f.(x.) is done in
constant time. Porteus and Yormark's algorithm is based on
similar ideas but uses binary search to find the optimal value.
Brown's algorithm starts with the continuous version and requires
0(n logn + T) time (T is the time to solve the continuous version
of R& and R ). Based on the recent result [F4], we shall show
in the next section that these problems can be solved in 0(n logN)
time.
Let x and x be optimal solutions of R and K respectively.
The next lemma proved in [Jl] is crucial to obtain xS and x .
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satisfies the constraint of R) is an optimal solutiln to R
3.
(resp
IL) if x satisfies the following condition (i) (resp. (ii)).
(i) f.(x.-l)<min{fi(xi) |l<i<n, x <u } for any j with x.>£..(7.5)
(ii) f .(x.+l)>max{f.(x.)|l<i<n, x.>£.} for any j with x.<u.. (7.6)
Furthermore, there exists an optimal solution x to R (resp. IL )
which satisfies (i) (resp. (ii)).
For optimal solutions x and x
D
of R and 1L , satisfying





(x* ) = mint'f (x*) |l<i<n, x*<u±},
a
t b ) = max{f. (xh|l<i<n, xh>Z }
(7.7)
(7.8)
The following lemmas are used to obtain an optimal solution x*
of R from x and x
Lemma 7.2 If x = x , then x* = x = x holds.







. b . . -, . .
j.
a b
(x. ) holds if x < x
D








fi(xi)-fi (xi } (by (7-?))>f- (
a a "d




x.. For any i with x. = u. or x = £,, x?>x
n n ,
[ x. >[ x. =N, a contradiction.
i=l 1 i=l 1
at least one of the following conditions.
(a) x*>x*-l for all i, or




x* < x,-1 and x*>xn+l. Consider a feasible solution x? defined









(x* ) (by (7.5))
a
Thus, z(x') <z(x*) follows. Repeating this, the lemma will be
eventually proved. D
Lemma 7.4 suggests the following procedure to obtain an
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optimal x*.
1. Compute optimal solutions x
spectively.
and x of R and R, re-
a b
2. Compute a feasible solution x minimizing z(x) =g(max
f.(x.)≫ min f.(x.)) among the feasible solutions satisfying
x. ^x. - 1 for i = 1, 2, ･･･, n.
3. Compute a feasible solution x minimizing z(x) among the
feasible solutions satisfying x. <x.+l for i = l, 2, ･･･, n.
･ 4. Finally an optimal solution x* is obtained from x and
z(x*) =min{z(xL), z(xU)}
The following four sections show that this approach is in
fact possible.
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7.3. Obtaining Optimal Solutions of R and IL
Procedures for obtaining optimal solutions x and x







(x±)|£i<xi<u1, i = l, 2,-", n},
(x1)|£i<xi<u;L, i = l, 2,-.-, n}















(x^ ) of (7.7) and (7.8), where xa and
x" satisfy conditions (7.5) and (7.6) respectively.
■a




T ) is the N, -th smallest element in S,±J b b
Due to the monotonicity of f., f.(£.)< f.(£.+1) <･･･< f.(u.) holds.








-N = N ,
a
･a
) for any i with x. <u.,
f








The last property is due to Lemma 7.1. These conditions together
prove property (i). □
Frederickson and Johnson [F4] have shown that the N-th
largest element in an Nxn matrix, in which each column is already
sorted, is computed in O(n(l + log(N/n))) time if N>n, 0(n) time
otherwise. By constructing the N xn matrix M corresponding to
3. 3.
S such that its (j, i)-th element is f.(u. - j) (f.(u. - j) =-°°
3. 1 1 X 1
if u. - j <£.). their algorithm can be used to compute the N -th
i i a
largest element in S . Note that each column of M is already
sorted by the monotonicity of f.. The similar result also holds







defined in (7.7) and (7.8) for optimal
and x^ can be computed in O(n(l + log (N /n))) time
3.
if N >n, 0(n) time otherwise, and O(n(l+log(N /n))) time if
N, >n, 0(n) otherwise, respectively. Q
From the x. and x. computed as above, x and x can be
easily constructed. For this, obtain the following k. and k.
for i = l, 2,･･･, n.
<- <




Na, if fi(u.-Na)>f. (XJ )
min{ui-xi|fi(xi-l) <f± (x±
3.







if f (u - k+) * f <x* )
a a









< u - N and f .(x.) =00 for x. > u are
1 a 11 x 1
can be computed in O(log N ) time by using






(i = l, 2,' ", n) satisfying
n
y k. =N is obtained
i=l 1 a

















N - y k - y k., otherwise.
k <N
a
The computation of k. for i=1, !,･･', n is done in 0(n) time.
Finally, an optimal solution x
The computation of x
i'
is given by
i = l, 2,'", n
is also done in a similar manner. We




and x by MAXIMIN and MINIMAX
computes xa (resp. x ) in 0(n logN ) (resp. 0(n logN, )) time. □a b
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7.4. Algorithm for Obtaining x"
For the solution x defined at the end of Section 7.2
corresponding to constraint (7.9), let i be defined as follows
f. (xL ) = min f. (xL)
XL XL l<i<n X X
(7.14)
Lemma 7.8 There exists an x
L , ., L a a
nsuch that x. =x. or x. -1
LJ-J J-J i-i
i^root. since x. >x. -1 holds by constraint (7.9), it is
― ― La La
sufficient to derive a contradiction from x. >x. . Ifx. >x. ,
L L 3.
there exists x, such that x, <x, . By (7.5), we have
fk(^),fk(^-l),f.(x^),f (x^),f (xj)
a a L L L L
By the minimality of f. (x. ) in (7.14), this implies f,(x, ) =f. (x. )
Moreover, x, =x, - 1 holds by condition (7.9). Consequently,
f,(x, - 1) = f,(x,) = min f.(x.)- By replacing x. with x, , we see
that x is an optimal solution satisfying the lemma statement. □
For each k with l<k<n and a = 0, 1, denote by x (k, a)
a feasible solution of R, which minimizes z(x) subiect to
＼=＼-a>
x±>x^-l and f±(x ) ^fk(x.) for all i
(7.15)
(7.16)
If x (k. a) does not exist. z(x (k. a)) is set to °°.Let x (k)
be one of the x
, L
z(x
(k, 0) and x (k, 1) satisfying
00) =min{z(xL(k, 0)), z(xL(k, 1))}
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(7.17)
Then, by Lemma 7.8, x is equal to one of the x (k) such that
The above x
z(x ) = min z(x (k)).
l<k<n
(k, a), can be computed as follows.
(7.18)
(i) First compute for each i * k the minimum x.= x. satisfying
(7.16). x, is set to x, -a. These x. for i*k are computed in
0(n) time by directly evaluating f.(x.-l), f.(x.), ..., f.(x.) in
this order (x. is the first x. satisfying f.(x.) >f (x )) for
1 1 1 1 rC K.
every i^k. The total time is 0(n) by the property
I (x - (x*-l)) <n + a-l,
i*k x
since otherwise
I x > I (x* - 1) + (xf - a) + (n + a - 1)
= N-n-a + l+(n + a-l) =N,
i.e., x (k, a) does not exist and z(x (k, a)) is set to °°
(7.19)
(The computation of x. for i*k is terminated as soon as it is
detected that (7.19) does not hold, to keep the computation time
within 0(n) even if x (k, a) does not exist.)
(ii) Compute x (k, a) by solving problem R, in which I. = x.
(i = l, 2, ･･■, n) and u,= x, (other u., i*k, do not change) are
used. This is because the minimization of z(x) of (7.1) under
(7.15) (7.16) is equivalent to the minimization of z,(x) of (7.4)
under the same constraints (7.15) (7.16). By Lemma 7.6, the
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N, - th smallest element f. (x. ) in S, is obtained in 0(n) time
b 1T. 1T. b
since
Nb = N - ll± = N - £x±< N - l(xb± - 1) = n
The solution x (k, a) can be constructed from f. (x. ) in 0(n)
time by the following procedure.




(x. ) if f.(x.) <f. (x. ); otherwise x. =x.. x. is
computed by evaluating f.(x±), f.(x±+ !),･･･ in this order until
f.(x.+l)>fn- (x-: ) is first detected.
11 T T
(b) If I x. <N, take an i such that f (x±+1) = f±(x ) and
i=l 1 n1 1L ＼.
let x. -*-x+ l. Repeat this operation until J x. =N is attained
i=l
(this is possible because fn-(x,- ) is the N,-th smallest element
L XL b
in Sb, and I x±+Nb=N). Then xL(k, a) = x holds.
It follows from N <n that the computation of (a) and (b)
above is done in 0(n) time.
After computing x (k, a) for a = 0, 1 by the above algorithm,
x (k) and x is obtained by (7.17) and (7.18). The entire algo-
rithm is denoted XL
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L 2
in 0(n ) time.
7.5. Al rithm for Obtain
u
x
This case is similar to x . For the solution x defined at
the end of Section 7.2 corresponding to constraint (7.10), let
i be defined by
f. (x. ) = max f .(x.)
XU XU l<i<n X 1
Lemma 7.10 There exists an x such that











.+1 and f.(x±) Zf^x^) for all i
(7.20)






(k, a)) is set to °°. Let x (k)
z(xU(k)) =min{z(xU(k, 0)), z(xU





For k =l, 2,'*', n, denote by x (k, a) a feasible solution
of R, which minimizes z(x) subject to
If x (k, a) does not exist, z(x
be one of the xu(k, 0) and x"(k, 1) satisfying
Then x is equal to one of the x (k) such that
x (k) can be computed as follows.
(i) For each k = l, !,･･', n and a = 0, 1, compute x (k, a)
as follows. Let x, = x, +a and x. for i * k be the maximum x.
satisfying (7.22). If I x. <N, xU(k, a) does not exist (z(xU(k, a))
i=l X
is set to °°). Otherwise, using u. = x. for all i and L = x.
(other £
R .a
i' i*k, do not change), x
(ii) Compute x (k) and x
(k, a) is obtained by solving
by (7.23) and (7.24).
The entire algorithm is denoted XU.
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u 2
in 0(n ) time.
7.6. Algorithm for Obtaining x*
As a result of the preceding discussion, an optimal solution
x* of R is now obtained by the following algorithm.
Algorithm OPTR
Input: N, n, f
1
f ･ ･ ･ f p I? 9 ･ ' ･ 9 11 ii ...
u .
n
Output: An optimal solution x*= (x*, ･･･, x*) of R.
Step 1 Compute xS and xb by Algorithm MAXIMIN and MINIMAX
respectively. If x =x , x*-<-x and stop.
Step 2 Call XL and XU to obtain x
to one of the x and x such that
and x . Let x* be equal
z(x*) =min[z(x ), z(x )]
x* is an optimal solution of R. □
2
solution x* of R in 0(n +n logN) time (assuming that each evalu-
ation of f.(x.) is done in constant time).
discussion. Since x and x are obtained in 0(n logN) time by
Lemma 7 -7, and x and x are obtained in 0(n
2




) time as discussed
□
7.7 Conclusion
This chapter has proposed an efficient algorithm for the
equipollent resource allocation problem, which is to minimize
the maximum difference (measured by function g) of the resulting
profits between each pair of activities. The proposed algorithm
has been developed on the basis of the algorithm for the two
simpler problems introduced in Section 7.2. One particular ap-
plication of the equipollent problem is the apportionment problem,
which will be further studied in the next chapter.
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CHAPTER 8
AN EQUIPOLLENT RESOURCE ALLOCATION PROBLEM
WITH APPLICATION TO OPTIMAL APPORTIONMENT
This chapter also deals with a minimax resource allocation
problem discussed in the previous chapter. This chapter proposes
another efficient algorithm for this problem. The algorithm
2
requires 0(n + T) running time, where n is the number of activi-
ties and T is the computation time to solve a continuous version
of the problem. It is shown that this algorithm is advantageous
over the one proposed in the previous chapter for a certain class
of the problem. Then, this result is applied to the apportion-
ment problem belonging to this class, and some computational
results are reported.
8.1 Introduction
This chapter again considers the problem R discussed in




x. = N, x.: nonnegative integers,
(8.1)
£±< x± < u±, i = l,2,---,n,
where f.'s are nondecreasing functions defined over [£., u.],
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g(£, r))is a nondecreasing (resp. nonincreasing) function in £
(resp. ri), N is a given positive integer, and £. and u. are








As shown in the previous chapter, this problem often arises
whenever it is necessary to distribute a given amount of resources
to a given set of activities so as to minimize the maximum dif-
ference of the resulting profits (i.e., f.(x.)'s) between ac-
tivities. Chapter 7 has presented an efficient algorithm for
2
the problem R, which requires 0(n + nlogN) time.
This chapter presents another efficient algorithm for the
2 ―
problem R, which requires 0(n + T) time, assuming that each
evaluation of f.(x.) and f. (y.) is done in constant time, where
T is the time to solve the continuous version R obtained from
R by dropping the integrality condition on x.'s. The idea of
the algorithm is as follows. First, some relations between R
and R are discussed. Then, based on the relations, an algorithm
solving R is developed. This algorithm is shown to be faster
than the one proposed in the previous chapter for a certain
class of the problem.
This chapter applies this result to the apportionment
problem belonging to this class. This problem is to distribute
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a given number of seats to electoral districts so that the number
of seats assigned to each state is as proportional to the popu-
lation of the state as possible. A similar problem also occurs
when a given number of seats are to be proportionally distributed
among political parties according to their respective vote totals.
The apportionment problem has a long history in the United
States (e.g., see [Bl, B2, B3] and references cited therein),
and several methods (such as the Huntington method and the quota
method) have been proposed. The United States specifies a rule
to determine the apportionment by a law, and the apportionment
is updated from time to time corresponding to the population
change. Some criteria, which an apportionment should satisfy,
have been considered; the house monotone property, the quota
property and certain consistency properties. In particular, the
house monotone property, which requires that the number of seats
given to a state does not decrease when the total number of seats
is increased, has played a crucial role in developing the
Huntington method and the quota method.
On the other hand, some countries specify the apportionment
itself (not the rule) by their law. Since the apportionemnt is
not updated so often under this circumstance, the house monotone
property seems to be less important. Probably the impartiality
measured by a certain criterion is of primary concern. For exam-
ple, in Japan, the impartiality of the value of one vote has been
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an important political issue, where the value of a vote in district
i is measured by x /p., where x. is the number of seats given to
district i and p. is its population. Several actions against
the present apportionment has been taken and some are being put
on trial. The current apportionment for the House of Representa-
tives has the ratio r =■(max x /p.) / (min x /p ) =3.5. To judge
l<i<n l<i<n
whether this value of r is acceptable or not, it would be neces-
sary to know the minimum possible value of r for a given set of
sizes p.(i = l,2,'-',n) and N.
This minimization problem (also under other criteria) is a
special case of the equipollent resource allocation problem R,
if f.(x.) is interpreted as x./p.. This chapter introduces five
reasonable criteria for evaluation the impartiality and reports
some computational results. Note that these five problems can
2
be solved in 0(n ) time by applying the algorithm presented in
this chapter since the corresponding continuous versions can be
solved in 0(n) running time. This fact implies that the proposed
algorithm is advantageous over the one in the previous chapter
for the apportionment problem.
It is also shown by examples that none of apportionments
under these criteria generally have the house monotone property,
and that neither the Huntington method nor the quota method nec-
essarily provides an optimal solution in this sense; the mini-
mization of one of the criteria and the house monotone property
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are not compatible.
This chapter is organized as follows. Section 8.2 describes
some properties relating an optimal solution of R (i.e., the
continuous version of R) to that of R. Sections 8.3 - 8.5 pre-
sent an algorithm for obtaining an optimal solution of R.
Section 8.6 gives an application to the apportionment problem.
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8.2 erties of timal Solutions
(x±)
N
*v i = 1, 2,..., n.
Some properties of optimal solutions of R are discussed in
this section. These will be used in the subsequent sections to
construct an algorithm for R.
Let R be the problem obtained from R by dropping the inte-
grality condition on x.'s. In this case, each f. is assumed to
be a nondecreasing continuous function. The following maximin












It is no difficult to show that an optimal solution of this prob-
lem is also optimal to R (unfortunately, this problem cannot be
extended to integer solutions). Brown [B7] proposes an algorithm
to solve 0 (and hence R) by using the following lemma.
Lemma 8.1 [B7] A feasible solution x = (x.., x_,..., x )
satisfying the conditions j. , x. = N and I. < x. < u., i=l,
J 6 L-L=l
1 XXI







if 1 < fi(£±)
if f.(
if A >
V < A < f (u )
f.(u.)
(8.3)
Moreover, there exists an optimal solution x of R satisfying
condition (8.3). (The second condition of (8.3) implies f.(x.)
= A; such x. may not be unique.) D
Brown's algorithm [B7] may be generally used to obtain x
and X of Lemma 8.1. If f.'s are specially structured, however,
much simpler algorithm may exist. The apportionment problem
discussed in Section 8.6 is such an example. In the subsequent
discussion, we assume that an optimal solution x and an optimal
Lagrange multiplier A satisfying (8.3) are already obtained.
Let I, J and K be defined by
I = U I fi(£±)< X < fi(u±). 1 < i < n},
J = {j | X < f.a ), 1 < j < n},
K = {k | A > fk(uk), 1 < k < n},
Let x* be an optimal solution of R. Assume that x is not




Lemma 8.2 There exists an optimal solution x* satisfvine





X* < [X 1
for all i- or
for all i,
where LxJ (fxl) is the smallest (largest) integer not smaller (
larger) than x.
Proof. If this is not the case, there exist k and £with






fk^> * W * fk<L*kJ> * fk(V
(since k e I u K and £ e J uI)
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□
x* < Lx J and x* > fx 1. Let I, J and K be those defined in (8.4)
- (8.6). k i J and % i K are obvious since x, = SL and x = u^.
^ s＼ /＼Consider the feasible solution x defined by x, = x? +1, x = x*
-1 and x. = x* (i*k,£). Then
hold because
-< f (x )
* W*i≫*W "f£(xP
Thus z(x) < z(x*) (z is defined in (8.1)) follows. Repeating
this, the lemma will be eventually proved.
Lemma 8.2 suggests the following procedure to obtain an
nntimai snlnfinn -sr*.
(i) First compute an optimal solution x of the following
problem.
R : minimize z(x)
subject to constraint of R,
x. ^ Lx J, i=l, 2,...,n
(8.7)
(ii) Secondly compute an optimal solution x of the follow-
ing problem.
R : minimize z(x)





i = 1≫ 2,. . . , n





z(x*) = min {z(x ), z(x )}.
The following three sections show that this approach is in fact
possible.
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8.3. Al orithm for Obta
L
x
We start with the next lemma.
Lemma 8.3 Let x be an optimal solution of R. Then the
solution x (defined at the end of Section 8.2) satisfies
for some i* with
f!*<*£*)･ = f^CLx^J)
fi*<
I = <＼>,x = x since x is an integer solution. In this case, the
lemma is obvious. If I 4 <j),first observe that f, (x, ) = f,(|_x,J)
k e K and j e J by Lemma 8.1. Furthermore x
some i' el, since otherwise
I" L=lXi
) holds for any
i'
= LXi
> I (Lx J+ 1) + I Lx J + I Lx J
iel keK jeJ3
> I* x. = N,
a contradiction to the feasibility of x









, (Lx.J + 1)
1 xl
) for any i.., i e I, and f.(x.) > f.(Lx.J) =
) > f (Lx J) for any j e J and i e I by Lemma 8.1, the
index i* satisfying f^Cx^) = min f.(xL) belongs to either K
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or I. In either case, f.^(x.A) = f.^(Lx.^J) is obvious from
the above discussion. D
Now for each k with l<k<n, consider the following problem
R (k): minimize z(x) = g(max f.(x.), min f.(x.))
subject to constraint of R,
xk = LxkJ ,
Lx±J < x < u± and ^(LJ^J) < fjC^)
for i = 1, 2,.... n,
and denote an optimal solution by x (k). By Lemma 8.3, x is
given as the x (k) satisfying






R (k) does not have a feasible solution, z(x (k)) is set to
By the assumption on g, R (k) is equivalent to
minimize max f.(x.)
i
subject to constraint of R (k).
A few algorithms for this minimax problem are known [B7, Jl, F4].
Especially, [F4] contains the most efficient algorithm requiring
O(nlogM) time, if M > n, and 0(n) time otherwise, where M =
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N - £-_-iLx.J.([K14] proposes a different approach for solving
the equipollent resource allocation pronlem R. The above algo-
rithm is based on the result given by Frederickson and Johnson
[F4].) Since M = N - £ Li J = ff. x. - I" ,Lx.j * I^Ci* -
Lx.J) < n, it follows that an optimal solution x (k) of R (k)
can be obtained in 0(n) time. Let XL(k) denote the subroutine
to obtain x (k) by following the procedure outlined in the above
Lemma 8.4 Subroutine XL(k) correctly computes x (k) in
0(n) time if x
= °ois output.
(k) exists. If x (k) does not exist, z
D
(xL(k))
To obtain x by (8.10), we need obtain x (k) for all k
2
The total time for this computation is 0(n )
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8.4. Algorithm for Obtaining x
This case can be treated in parallel to x . The following
lemma is proved in a way similar to Lemma 8.3.
Lemma 8.5 Let x be an optimal solution of R. Then the
solution x defined at the end of Section 8.2 satisfies
for any i* with
fi*(xi*> = fi*(rx.*D
fi*(xi*) = max fi
For k = 1, 2,..., n, let x
n
(k) denote an optimal solution of
R (k): minimize z(x) = g(max f.(x.), min f.Cx^))
subject to constraint of R,
*. = rx/i,
I ± < x± < rx±l and fi(x±) < ^(rxjj)
for i = 1, 2,..., n
Then x is given as the x (k) satisfying
z(x ) = min z(x (k)).
l<k<n




maximize min f (x )
i
subject to constraint of rV)
An optimal solution x (k) of R (k) can also be obtained in 0(n)
time. The subroutine to obtain x (k) is denoted by XU(k).
Lemma 8.6 Subroutine XU(k) correctly computes x (k) in




of (8.12) is obtained in 0(n ) time.
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8.5 Algorithm EQR for Obtaining x*
An optimal solution x* of R is now obtained by the following
algorithm.
Algorithm EQR
Input: Problem R of (8.1).
Output: An optimal solution x* = (x*, x*,..., x*) of R.
1 2. n
Step 1 Compute an optimal solution x of R (the continuous
version of R) by an appropriate algorithm. If x is an integer
solution, x*≪-x and stop. Otherwise go to step 2.
Step 2 Call XL(k) for k = 1, 2,..., n to obtain x (k), and
call XU(k) for k = 1, 2,..., n to obtain x (k). Choose x and
x from {x (k)} and {x
z(xL)









hold. Finally choose x* from {x , x }
z(x*) = min [ z(x ),
Halt, x* is an optimal solution of R
2





+ T) time, where T denotes the time to
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ous discussion. Since x is obtained in 0(T) time, and x and x
2
can be obtained in 0(n ) time as discussed previously, the total
time is 0(n2 + T). D
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8.6 lication to the ortionment Problem
As discussed in Section 8.1, the apportionment problem may
be viewed as an equipollent resource allocation problem discussed
so far. Let p = (p..,..., p ) with p. > 0 denote the numbers of
voters in n electoral districts and N be a positive integer rep-
resenting the total number of seats. An apportionment is an n-
dimensional nonnegative integer vector (x..,. .. , x ) satisfying
2,._,x. = N. Due to the integrality condition on x.'s, an appor-
tionment satisfying Xi/Pi = Xo/Po = ･･･ = x /p is not always
possible. A number of apportionment algorithms are known, rep-
resenting various view points of "best" apportionment. The house
monotone property mentioned in Section 8.1 is one of the important
qualifications of a good apportionment.
The Huntington method, extensively studied in [B2], is a
method having the house monotone property. Corresponding to rank
functions, used to carry out the computation, five types of
Huntington methods, SD, HM, EP, W and J, are known. The quota
method [B3], a variation of the Huntington method, satisfies the
house monotone property and also the quota constraint:
Lx±J < x± < rx±l, i = 1, 2,..., n, (8.13)
where x is the continuous optimal apportionment satisfying x-j/p-,
=x2/p2 = ..- =xn/Pn.
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As mentioned in Section 8.1, the house monotone property
may not be the primary concern under certain circumstances. In-
stead, we may want to optimize a certain measure representing the
degree of impartiality of the apportionment. In some cases, this
leads to the equipollent resource allocation problem discussed
so far, i.e.,
R: minimize z(x) = g(A
max
, A . )
mm
(8.14)
subject to 2-_ix- = N
I. < x. < u., x.: nonnegative integers,
i - 1, 2,.... n,
where A = max. x./p. and A . = min. x./p., and g is nonde-
max x 1*1 min 1 1 *i' 6
creasing in A and nonincreasing in A . .
max min
The following g's may be typical.
Zl(x) = gl(Amax, Am.n) = A^ - Am.n,
Z2≪ - M^nax' Amin> = ^^Vx " b) ' (b " W]
= max^^ |x±/pi - b| ,
z3(x) = g3(Amax, Am.n) = A^/A^,





Z5 00 = g5(Amax' W = -a*[(l/Am.n-l/b), <!*> - I/A )]
= max Ip./x - l/b| ,
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(8.19)
where b = N/^=1Pi
Based on Lemma 8.1, an optimal solution x of the continuous
version R of the above problems can be easily computed by the
following algorithm.
Algorithm CONT
Step 1 Rearrange the elements of set u._,{£./p.,u./p.}
in the increasing order, and denote the resulting set by {y,,
y2...-.y2n> <*!* y2^ ･･･ *y2n)-






if y > ui/p±
if L/p. < y< u./p.
if y < £±/p
Obtain the interval [y., Y-.-i] such that
I
i
) < N < iq＼
y.,-,) by binary search over the set {y , y_,..., y? }.
Step 3 (Compute x) Let J -≪-{i| f~ (y.+1) = ^-^ and K ""
{i I f. (y.) = uj . Let x. ■≪-£. for all i e J and x.-≪-u. for
J
all i e K. Let I *-{l, 2, ..., n} - (J u K) and N1 -≪-N- I x..
i <r.TnK1
Let x.-e- H'p±/ I P± for all i e I
1 1 iel
D
solution x of R in O(nlogn) time for problem R of (8.14).
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is used). Next, computational time is analyzed.
Step 1 requires O(nlogn) time if an appropriate sorting algo-
rithm (i.e., heap sort [Al]) is applied. Step 2 is repeated at
most O(logn) time since the binary search is applied to the set
{y,, y,,..., y? }. Each iteration requires 0(n) time. Hence
Step 2 requires O(nlogn) time in total. Step 3 requires 0(n)
time. Thus the total required time is O(nlogn). Q
2
g, - g_ can be solved in 0(n ) time.
Proof. Obvious from Theorem 8.7 and Lemma 8.8
Next, we give some computational results. Using the above
five criteria, we have computed optimal apportionment for the
House of Councilors in Japan. As upper and lower bounds on x.,
the following cases are considered.
Case 1: I. = 0 and u. = N.
Case 2: I. = 1 and u. = N.
l l
Case 3: 1. = Lx.J and u. = fx.l (i.e., the quota constraint
of (8.13)).
Case 4: £. = max(l, Lx.J) and u. = fx.l.
The computational results are listed in Table 8.1. Table 8.1
Table 8.1 Optimal apportionmentsin the House of Councilors
in Japan, p. is the number of voters in district
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5.28 3.313.433.92 4.014.094.09 ― 3.31 ― ― 3.W ―
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also contains the present apportionment determined by a law, and
the apportionments obtained by the Huntington method of types
SD, HM, EP, W and J, and the quota method Q.
Table 8.1 shows that optimal apportionments under g1 - g? (
resp. go - gr) coincide in each of the Cases 1-4. Six types of
the Huntington method are however mutually different in each of
Cases 1 and 2 (Huntington methods are usually not applied to Cases
3 and 4 though theoretically possible). The current apportion-
ment is quite different from any one of the optimal apportion-
ments. For example, the current value of g is 5.28, while the
optimal value of g≪is 3.31. Finally, the Huntington methods
and minimization of g, - g,.do not seem to be inherently related.
In each of Cases 1-4, the result obtained by minimizing g. co-
incides with the result obtained by one of the Huntington method.
But such Huntington method varies according to the considered
cases.
Finally we present several examples to examine the compati-
bility between the house monotone property possessed by the
Huntington method and the optimality under one of g1 - g_. In
these examples £. = 0 and u. = N are assumed for i=l, 2,..., n.
Example 1; Let n = 4, N = 18, p1 = p2 = 21, p3 = 77, p^ = 33.
Then b = 0.118 follows and x* = (2, 2, 10, 4) is the unique optimal
solution under g - g . Here A = x*/p3 = 0.130, A^ = x*/P;L =
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x*/p2 = 0.095, z^x*) =0.130-0.095 =0.035, z2(x*) = 0.118 - 0.095
= 0.023, z (x*) =0.130/0.095 = 1.37, and z4(x*) = 1/0.095 - 1/0.130
= 2.8. When N is increased to 19, it is easy to see that b =
0.125 and x*= (3, 3, 9, 4) is the unique optimal solution, where
^na*-*!7*!-*^-0-143' Amin = X!/p3 = 0'117' *!<**> -0.143 -
0.117 = 0.026, z (x*) =0.143-0.125 = 0.018, z (x*) = 0.143/0.117
= 1.222, and z4(x*) =1/0.117 - 1/0.143 = 1.56. Thus x3 decreases
by one as a result of increasing N by one; the house monotone
property is violated.
Example 2: Let n = 4, N = 18, p1 = p2 = 21, p3 = 84, p^ = 36.
Then b= 0.111 holds and x* = (2, 2, 10, 4) is the unique optimal
solution under gc. Here A =x*/po=0.119, A . = x*/pn = x&/po
~> max J j mm 11 I z
= 0.095, z (x*) =1/0.095 - 1/0.111 = 1.5. When N is increased to
19, b =0.117 and x*= (3, 3, 9, 4) is the unique optimal solution,
Where ^ax-^l^l-^^"0-143' Amln-*^-0-111' *5W =
1/0.117-1/0.143 = 1.526. This also violates the house monotone
property.
Example 3: Consider Example 1 with N = 18. Then W, EP, HM
and SD of the Huntington method (see reference [B3] for details)
provide solutions xy = xEp = x^ = (3, 2, 9, 4) and xgr)=(3, 3, 8,
4) respectively. But an optimal solution in the sense of g..- g,
is x* = (2, 2, 10, 4). Next consider Example 1 with N = 19.
Then J of the Huntington method and the quota method Q provide
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solutions x =x =(3, 2, 10, 4). But an optimal solution in the
sense of gj^- g4 is x* = (3, 3, 9, 4).
Example 4; Consider Example 2 with N = 18. Then the SD
method provides a solution x = (3, 3, 8, 4). But an optimal
solution in the sense of g5 is x*=(2, 2, 10, 4). Next consider
Example 2 with N = 19. Then J, W, EP, HM of the Huntington method
and the quota method provide solutions x =(2, 2, 11, 4), x^ =
xEp= xRM=(3, 2, 10, 4) and x = (2, 2, 10, 5). But an optimal
solution in the sense of g is x*=(3, 3, 9, 4).
We can see from these examples that the optimality under
g, - g,.is not compatible with the house monotone property.
However, as obvious from the discussion given so far, the quota
property (8.13) and the optimality can simultaneously taken into
account; such an apportionment is computed by Algorithm EQR if
the lower and the upper bound constraints are set as in Case 3
or 4 of the above computational results.
-169-
8.7 Conclusion
This chapter has proposed an efficient algorithm for the
equipollent resource allocation problem, which has been discussed
2 ―
in Chapter 7. The proposed algorithm requires 0(n + T) running
2
time, while the algorithm proposed in Chapter 7 requires 0(n +
nlogN) running time. This algorithm is superior to the previous
one in Chapter 7 if a continuous version of the problem (defined
in Section 8.1) is efficiently solved (i.e., f < nlogN). This
chapter has then applied this result to the apportionment problem,
2which has been shown to be solved in 0(n ) time. Computational
results have been also reported. Furthermore, it has been also
shown that none of five criteria introduced in Section 8.6 is
compatible with criteria of the existing methods such as the
Huntington method and the quota method.
It should be mentioned that in many cases an optimal solution
is not uniquely determined, since the value of the objective
function is determined only by max f.(x.) and min f.(x.)- There-
i 1 1 £ 1 X
fore, if necessary, some secondary criterion should be introduced,
which is left for the future research.
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CHAPTER 9
AN EFFICIENT ALGORITHM FOR K BEST SOLUTIONS
FOR THE RESOURCE ALLOCATION PROBLEM
This chapter proposes an algorithm for obtaining K best
solutions for the simple resource allocation problem discussed
in Chapter 4. It requires 0(T* + KlogK + K/nlogn) time and
0(K/nlogn + n) space, where n is the number of variable and T*
is the computational time to obtain the first best solution.
The idea of the algorithm is as follows. First, a subroutine
is developed to efficiently find the second best solution in a
certain subset of all feasible solutions, when the first best
solution is already given. Secondly, a systematic partition
scheme is developed not to repeatedly generate the same solution
as the already obtained ones. Incorporating the above subroutine
into the partition scheme, the algorithm partitions the solution
space into small subsets step by step, and computes the first
best solution, the second best solution, ･･-, the K-th best one




The simple resource allocation problem has been discussed
in Chapter 4. It is noted, however, that the resource allocation
problems arising in real world do not always have such a simple
structure but usually have some complicated side constraints.
References [S6, S7, Wl] contain some examples of such resource
allocation problems with more than one constraint. An optimal
solution to any one of these complicated problems should be found
among K best solutions to the simple resource allocation problems
which are derived by neglecting the side constraints. In this
respect, it is important to obtain more than one good solution,
preferably K best solutions to the simple problem.
This chapter proposes an efficient algorithm for obtaining
K best solutions to the simple resource allocation problem. It
requires 0(T* + KlogK + K/nlogn) time and 0(K/nlogn + n) space,
where T* denotes the time to obtain the first best solution. It
partitions the solution space into small subsets step by step,
and computes the first best solution, the second best one, ･･･,
the K-th best one by systematically obtaining the best solutions
in the partitioned subsets. The partition scheme used in the
algorithm is based on the framework developed in Chapters 2 and
3. Development of the systematic partition scheme and of the
efficient subroutine for obtaining the best solutions in the
partitioned subsets makes it possible to yield an efficient
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algorithm.
This chapter is organized as follows. Section 9.2 gives
necessary definitions and basic results. Section 9.3 gives an
outline of the algorithm. Section 9.4 gives a detailed descrip-
tion of the algorithm, and analyzes the time and space require-
ment. The algorithm proposed in Sections 9.3 and 9.4 requires
0(T* + KlogK + Kn) time and O(Kn) space. These are respectively
reduced to 0(T* + KlogK + K/nlogn) and 0(K/nlogn + n) in Section
9.5.
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9.2 Definitions and Basic Con ts
In this section, we give some definitions and basic concepts.

















s are convex functions defined over [0, N] and N is a
positive integer. Let an integer solution satisfying
n
£ x. =N and
k k
x. >0 be called feasible. The k-th best solution x"=(x", x", ...,
x ) is defined recursively as follows.
(i) x is an optimal solution of P, i.e., a feasible solution
minimizing the objective value z(x).
(ii) xk with k > 2 is a feasible solution of P with the minimum
objective value among those different from x , x , ..., x
For an integer x. with 0 < x. <N, let
di(xi} = fi<Xi+1) -f±(-*±)>






(-1) =+°≫and f.(N + l) = +°°are assumed by convention. Note
that d.(x.) =d.(x. +1), and that d.(x.) and d.(x.) are both non-
decreasing by the convexity of f.
that each f.(x.
We assume throughout this paper
) can be evaluated in constant time. For a feasible
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1
obtain a feasible solution x such that z(x) > z(x), and x =x +1
and x =x -1 for some SL and m but x. = x, for all k^l, m. Thenmm k k.
(z(x) >)z(x) >z(x#) follows from z(x) -z(x#) = (dtcxjb - d'Cx1)) -
it ii mm
and the minimality of exchange [i, j]. Repeating this, we eventually
q
1
(x.) -dT(x.)) >0 by the minimality of [i, j]. This implies z(x)
and
-175-
(x )= z x is also a second best solution. D
solution x=(X;L, x2, ..., xn), a pair of indices [i, j] is called
an exchange if 0 < x.< N, 0 < x < N and i ^j. Applying an exchange
[i> j] to x yeilds another feasible solution x1 =(x1, ..., x.+l,
― , x.-l, ..., x ) with the objective value z(x) +c(i, j), where
c(i, j) = d^(x±) -dT(x.).
if there is no exchange with negative cost. D
with the minimum cost (which is nonneaative). Then the solution
1
V
･ ･ ･ s x.+l, ..., x.-l, ..., x ) obtained by applying [i, j]
to x* is a second best solution x .
~ 1 ~ 1
there exists a pair of indices p, q such that x > x and x < x
p p q q
+ ~ +1 ― ~ _ 1
From d (x - 1) > d (x ) and d (x +1) < d (x ) , it follows that a feasi-
pp pp qq qq
ble solution x1 =(x,, .... x - 1, .... x +1, .... x ) has the1 p q n
objective value not grater than x because z(x) - z(x')=d (x -l)-d~(x
p ■p '
+ 1) >d*(x*) -d~(x^) >d*(x^) -dTCx1) >0 by the optimality of x
To construct an algorithm for computing x for k > 3, we need
generalize Lemma 9.2 as follows. The proof is similar to Lemma 9.2
0<x<x be given. Let x = x* be a best feasible solution of P among
those satisfying
x. < x < x., i =1, 2,..., n.
Then a second best solution x satisfying the above constraint is
obtained by applying [i', j'] to x*, where [i?, j'] is a minimum
exchange satisfying x*, <x. ,
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□
9.3 The Outline of the Entire ithm
Our algorithm consists of routines COMPBS and KBS. COMPBS
computes x
1 2 k-1
when the first k-1 best solutions x , x , ..., x
are given. KBS generates all the K best solutions using COMPBS
as a subroutine.
1 2 k-1
Now assume that x , x , ... , x (k > 1) have been generated.
The set of remaining feasible solutions is partitioned into k-1
disioint subsets:
pJJ_1 = {xJI I £>k-l, xh (k-1) <x*<xh(k-l)},
h =1, 2, .... k-1.
(9.3)
As will be discussed shortly, these sets have the property that
x is equal to a solution with the minimum objective value among
those obtained as best solutions in P. ,'a respectively.
Vectors x (k-1) and x (k-1) are recursively defined as follows.
Initially when k = 2 (i.e., only x is obtained), x (1) and x (1)
for h =1 are given by
X1(l) = (N, N, ..., N)
x1(l) = (0, 0, ..., 0)
(9.4)
In general, let x (k-1) and x (k-1) (l<h<k-l) be given, and assume
that xk
h*
is obtained from x by applying an exchange [i*, j*]
(k) and x (k) are defined as follows,
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x (k) = (^ (k-1) , ..., x^^x^+1) , ･･･, xn (k-1)),
x*(k) = x^Ck-1), xa(k) = /(k-1) for all A^h*. k.
These new sets define P?* for h =1, 2 k. From this
K.
definition and Lemma 9.3, the next lemma is obvious
Lemma 9. 4 Let k be 2 < k < K.
(1) For h = l, 2, ... , k-1, xh
(9.5)
is a best feasible solution satisfying
xh(k-l) <x<xh(k-l) (9.6)
Furthermore, no other x (A=l, 2, ..., h-1, h+1, ..., k-1) satisfy
(9.6).
(2) Any feasible solution x of P satisfies (9.6) for exactly
one h with l<h<k-l. n
Lemma 9.4 (2) asserts that
(the set of all feasible solutions of P)
, 1 2 k-1,
IX j X j ･ ･ ･ ) X j
and P,, nPi._-i= <f>f°r h^il, since the condition £>k-l in each P, 1
excludes x , x , ..., x . Thus letting x be a best feasible
solution in each P, ^.,x is given as a best one in set {x |h=l, 2,
..., k-1}.
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■+1Lenrma 9.4 (1) tells that x is a second best solution among those
satisfying (9.6).
--h
In order to compute x according to Lemma 9.3, we maintain
two sets of labels (if d.(x.) =d.,(x.,), both are stored)
rj(k-l) = (d+(xj) | l<i<n, x*NxJ(k-l)},
Ak-1) = {cf(x^) | l<j<n, xSxJ(k-l)},
(9'7)
for h = l, 2, ..., k-1. D+(k-l) and D^(k-l) contain at most 0(n)
labels. A minimum exchange [i1 , j '] of Lemma 9.3 for x=x (k-1) and
x=x (k-1) is then determined as follows. Let i1 and i~ be the
indices of the first and the second minimum d.(x.)'s in D (k-1),




(xh)'s in D^(k-l). Then
･] = [i1, j1] if i1?tj1
= [p, q] if i-,=JX ,
where c(p, q) =min[c(i , j~) , c(±2, j,)],
where P e {i ,, i,}, qe {j,, J2>
(9.8)
Note that i , !,, j1 and j? are computed in 0(log n) time if
D (k-l)'s use appropriate data structure (any efficient priority
queue discussed in [Al, K16] for example), [i1, j'] is then computed
is obtained from x by applying exchange [i', j']
k '･h* h*When x is obtained as x (which is generated from x by








D*(k) =D**(k-Du {d+Jx^+1), d+ (xj*-l)}










(Although not explicitly written, it should be understood in (9.11)
and (9.12) that those d (x.)'s whose variables violate the con-
dition of (9.7) are not included in D+(k).) Using appropriate data
structure of a priority queue, the deletion of an element from
D+(k-l), and the addition of an element to D+(k-l) are respectively
done in 0(log n) steps (e.g., [Al, K16]). Thus D (k) are computed
in 0(log n) steps and D+(k) are computed in 0(n) steps (since
h* h
D+ (k-1) must be copied and it requires 0(n) steps). Other D (k)'s
do not require any computation time because D (k-1) can be used as
D+(k) with no change.
We note that each P _ is represented in our algorithm by the
following list
p|J_1 =(c',[iI,j'],xh,xh(k-l),xh(k-l),D＼k-l),D^(k-l)), (9.14)
where c1 = z(x ) +c(i?, j') and [i1, j1 ] is a minimum exchange with
respect to x (k-1) and x (k-1). This list uses 0(n) space.
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The computation of x =x , x (k), x (k) and D+(k) for each k
described above constitutes Subroutine COMPBS. COMPBS is repeated
for k = 2, 3, ..., K. The entire procedure is organized as KBS.
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9.4 rithm KBS and COMPBS
This section describes algorithms KBS and COMPBS in an
ALGOL-like language, and then analyzes its running time.
Procedure KBS(P, K) y
begin
12 K
comment This procedure computes x , x , ..., x together
12 K








not have K feasible solutions, KBS terminates
after generating all feasible solutions;
Find an optimal solution x for Problem P;
x1(l)^(N, N, ..., N); x1 (.1)^(0, 0, ..., 0); Compute D (1)
and D*(l);
Find a minimum exchange [i', j'] with cost c(i', j1);
p^^j+cd1, j'), [i1, j'], x1, ^(l), i^i), n＼i),
D+(D);




|h=l, 2, ..., k-1);




Find p£* = (c*, [i*. j*], xh*, xh*(k-l), xh*(k-l), D^*(k-1),
D (k-1)) with the minimum cost c* among P,_, , h =l, 2,
..., k-1;













and P has only k-1 feasible solutions);
Output [i* 1*1, h* and c* as xk(xk is obtained
h* -h*
Construct x (k) and x (k) by (9.5);
Construct D^*(k) and D^*(k) by (9.9) and (9.10);





[f, j'], xh*, xh*(k), xh*(k), D^(k), D**(k))
h* h*
else (i.e., D+ (k) = <fior D_ (k) = <}>)
h*
Pk^- (°°≫<l>,<l>,*, <!>,<t>,*);
comment Computation of P, ;
k -k
Construct x (k) and x (k) by (9.5);
Construct D^(k) and D^(k) by (9.11) and (9.12);
Using (9.8), find a minimum exchange [i', j'] for
D+(k);
if such [i＼ j'] exists then p£≪-(ck+c(i＼ j').
[i1, j'], xk, xk(k), xk(k), Dk(k), Dk(k));











Lemma 9.5 For each k=2, 3, ..., K, COMPBS correctly computes
d p£ for h =1, 2, ..., k in 0(log K+n) time.
Proof. The correctness is obvious from the discussion in
is output only by h* and [i*, j*] instead
is done in 0(log k)(<0(log K)) time
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Sections 9.2 and 9.3. The time requirement is considered here.
Line 1 of COMPBS is done in 0(log(k-l)) <0(log K) time if P^-j/s
are linked in the form of an efficient priority queue [Al, K16].
Lines 2 and 3 are executed in constant time. Line 4 is executed
in constant time since x
k k kof the full vector x = (x_ , ･･･, x). Line 5 is executed in con-
1 n
stant time as obvious from (9.5). Line 6 requires in 0(log n)
time as explained after (9.13). Lines 7 and 12 require 0(log n)
time as explained after (9.8). Hence P, of lines 8 and 9 is obtain-
ed in 0(log n) time. Line 10 requires 0(n) time as is obvious from
(9.5) (note that 0(n) is necessary to copy x (k-1) and x (k-1)
beforehand). Line 11 requires 0(n) time as explained after (9.13).
This implies that P, of line 13 or 14 is constructed in 0(n) time.
Line 15 requires constant time because it is accomplished by keep-
ing the previous data. The adjustment of links among P (h=l, 2,
..., k)(which are used at line 1) as a result of the addition of P,
h*
and the modification of P,
Thus all computation in COMPBS is done in 0(log K+n) steps
from x1 to xK in 0(T* + Kn + K log K) time and 0(Kn) space, where
T* is the time required to compute x If P does not have K
feasible solutions, KBS terminates after generating all feasible
solutions.
□
discussion. The time complexity is analyzed here. Line 1 of KBS
requires T* time. Line 2 obviously requires 0(n) time since the
initial construction of a priority queue is done in 0(n) time
([Al, K16]). Line 3 requires 0(log n) time as explained after
(9.8), and line 4 requires 0(n) time. Line 5 calls COMPBS K-l times,
and requires 0(K logK + Kn) time in total by Lemma 9.5. Thus total
time is 0(T*+Kn+K log K) . Finally 0(Kn) space is required to
store P (h=l, 2, ..., k) since each P needs 0(n) space; the space
for other data is obviously dominated by 0(Kn). □
The time T* was discussed in Section 9.1. The most consuming
part is the generation of P£ at lines 10-14 of COMPBS; this requires
h* -h*
0(n) time since it must copy x (k-1), x (k-1) and D*J*(k-l) . The
time requirement of this part will be further reduced in the next
section by introducing a sophisticated data structure for P"
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9.5 Time and S Reduction
The time and space required for KBS will be reduced to
0(T* + Klog K + /n log n) and O(K/n log n) respectively in this
section. To attain these bounds, it is essential to output x
by [i*, j*] and h* (as indicated at line 4 of COMPBS). If
n-dimensional vectors x 's are to be directly output, 0(Kn) time
is required only for this purpose.
9,5.1 Derivation tree T and some definitions
2
First we represent the derivation process of x~, x", ... from
x by a rooted tree T defined as follows: x
h*
is the father of x
k h* k h*
(or x is a son of x ) if x is obtained from x by an exchange.
x is an ancestor of x (or x is a descendant of x ) if there is a
sequence x (=x), x z, ..., x ^(=x ) such that x is the father
of x i+l (i=l, 2,..., p-1) . x and x (h^h') are brothers if their
h h '
fathers coincide; x is placed to the left of x if h <h'. ob-
viously, x is the root of this tree. For an ancestor x of x , ir(£,
h) denotes the path from x to x in T. For any x^, let [i*(p),
i*(p)1 denote the exchange with which ^ is obtained from its father.
Now consider the time instance when x
h*
is attached to x in
k h*T, corresponding to the generation of x from x . A special
-h*
attention need be paid to the fact that x (k) of (9.5) is modified
whenever its son is created. This implies that each x (k) is
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generally dependent upon the entire history of how x , x , ― ,
k I
x have been generated (i.e., the structure of T). Let x be an
ancestor of x in T. Then we see from (9.5) that x (k) is com-
-£.
puted from x (£) by taking into account the effects caused by
q
those vertices in T which are either left brothers of some x
if(i, h) or are sons of x . To carry out this computation, we
define
f(h): xf(h) is the father of xh,




is the brother immediately to the left of
x (b(h) = d if z is the leftmost son),
L (£, h) ={i*(p) | /is a left brother of some xq
(note p ^ q) on it(I, h) , and q j^£.},
I (h) ={i*(p) j r is a son of x },
J(Z, h) ={j*(p) ! x1*is on -(i:, h) and p^£},
I(£, h) ={i*(p) j x1*is on ~{L, h) and p^i}.













I ei , where e =(0,..., 0,1,...,0), (9.22)
U, h) jeJ(£,h)
, x? , where p* =max{p]i*(p) e 1(1, h) and i*(p) =1}
£00-＼ ＼ <9-23)
^-x.(k), if p* is not defined,
X i = l. 2 n
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ijcio = [
x^P*＼ where p* = max{p| i*(p) e IfeU, h) u Ig(h)
-£
Xi (£), if p* is not defined,
9.5.2 Type 1 and type 2 data structures of
and i*(P)=i^(9.24)
i = 1,2, ..･≫ n.
<
Based on the above notations, we now introduce two types of
data structures of < , with which the time and space reduction is
attained. Call the following < type 1:







where c' and [i1,j'] are defined after (9.14) and f'(h) will be
explained later in Subsection 9.5.3. Note that x is obtained from
x by an exchange [i*(h), j*(h)J. A type 1 P requires 0(n) space
We also use a simplified data structure called type 2:
P^ =(c1,[i1,j'],[i*(h),j*(h)],f(h),f'(h),b(h),s(h)) ,
A type 2 P requires only constant space.
Consider now the instance immediately after x
(9.26)
is obtained from
x It is shown in this and next subsections how a type 2 P (though




k as discussed above) can be constructed from type 1 P, , where x is
an ancestor of x such that no vertex x on(£, h) (p 4 &) has type 1 p£
The essential part is the computation of [i', j'] and c' of p" which
is done after temporarily constructing D+(k).
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1Fig. 9.1 The relation between a rooted tree T and the directed
forest T' (solid lines denote T and broken lines denote
T1).
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Based on (9.23) and (9.7), Dh(k) is constructed in 0(|ir(≪.,h) |
log n) time as follows (11＼＼denotes the length of path it). x"(k) is
obtained from x (k) by changing x... N(k) to x^., N for each x on
-i*(.p; i*Cp;
tt(£,h) by following ir(£, h) from x to x . This requires O(|ir(h,
£)|) time, since a change of an element is done in constant time.
Corresponding to the changes in x (k), D (k) is obtained by appro-
priately modifying D (k) in 0(|ir(£,h) |log n) time since a deletion
or a change of an element in D (k) is done in 0(log n) time.
h
Note that, after type 2 P is computed (which will be explained
£ Z Si
in the next subsection), the modified x (k) and D (k) in P, (which
now become x (k) and D_(k) respectively) must be set back to the
original form. This is also done in 0(|ir(£,h) |log n) time just
by following tt(£,h) reversely.
h £The construction of D.(k) from D.(k) is more involved and dis-
cussed in the next subsection.
9.5.3 Directed forest T? and construction of a type 2 P
To compute D (k) efficiently, we introduce a directed forest T'
defined as follows (see Fig. 9.1): T1 has vertices x , x , ....
k-1
and x is the father of x in T1 (denoted by r =f'(t)) if
r=b(t), or if b(t) = <j>and r =b(q) where xq is the closest ancestor
of x* in T with b(q) ^ <f>.Note that an / is a root in T' if and
only if x^ is on the leftmost path in T. The path from xU to xV in T1
-190-
･･･ type 1 vertex
･･･ type 2 vertex
Fig. 9.2 Relative positions of the vertices in T and T
used for the computation of type 2 P..
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(i.e., x is an ancestor of x in T1) is denoted by tt'(u, v) . Then
we have by (9.18) and (9.19) that
where





, s(h), if s(h) ^4) (see (9.16))
lb(q), otherwise
max{p |xP is on tt(£,h) , p 4 I and b(q) 4 <(>}-
min{r|x is an ancestor of x in T1 and is a
descendant of x in T}
The situation is illustrated in Fig. 9.2. If x
(9.27)
and x are not
defined by this (i.e., the set on the right hand side of q is empty),
I, (£, h) u I (h) =<j)is concluded. x can be computed in 0(|it(£,h) |)
D S
time. Let
max{q x is on tt'(u, v) and is of type 1}
u if type 1 vertex is not on tt'(u, v) .
(9.28)
x is obtained in 0(|ir'(w, v) |) time by following T' upward from xV,
checking at each vertex x whether f(r) >l (i.e., xr is a descendant
of x in T) or not.
w
Case A: If x is of type 2 (i.e., w = u) , x (k) and D (k) are
x, ―a £ a
obtained as follows. Starting with x , x (£) and D (£) in P (k-1)
are modified according to (9.5) and (9.9) so as to take into account
k







･･･ type 1 vertex
･･･ type 2 vertex
9.3 The relative position of the vertices in T and
T1 when tt'(u,v)has a type 1 vertex.
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the son of x which is in it(&, h) , and modify the above uptated
x (I) and D(£) by (9.5) and (9.11). The abve computation is
repeated until x is reached. Since each above operation requires
O(logn) time, the total required time is O(|Tr(f(w), h)|logn +
Iit'(w, v) llogn ).
Case B: If x
x^(k) =
is of type 1 (see Fig. 9.3), we have




if p* is not defined,
(9.29)
by (9.24) and (9.27). First xf(w)(w) and D^(w)(w) are obtained in
0(log n) time from xW(w) and D (w) by using (9.5), (9.9) and (9.11)
Then x (k) and D (k) are obtained in 0(|ir(f(w), h) | log n+|ir'(w, v) |log n)
time from x (w) and D (w) in a manner similar to Case A.
Upon constructing D (k) and D_(k), it is easily seen that c' and
[i1, j'] can be computed in 0(log n) time as noted in Section 9.3
after (9.8). Other data [i*(h), j*(h)], f(h), b(h) and s(h) in Type
2 P (k) can be obtained in constant time as follows: For h =k,
[i*(k), j*(k)]≪-[i', j1] (inpj*),
rs(h*), if s(h*) ^<f
f(k)≪-h*. f'(k)≪- <
^f (h*) , otherwise
For h =h*




and other data in type 2 Ph*
k-1
(9.31)
do not change. From the above dis-
cussion the next lemma follows.
2
tt'(w, v) I) time, where x , x and x are defined as above. A type
< requires constant space






type 2. A P^
is of type 1 and all the other P 's are initially
(h >1) is then altered from type 2 to type 1 if one
of the following three conditions is satisfied.
(a) |ir(&, h) | = y and
(the number of descendants of x in T) >y
hold where y is a prespecified positive integer not larger than K
£ h
and x is the closest ancestor of x in T with type 1 data structure
(b) x is on the leftmost path of T (i.e., a root in T'), and
(the number of descendants of x in T') >y.
(c) x is not on the leftmost path of T, and satisfies
|ir'(w, h)| =y and (9.33),
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, w
where x is the closest ancestor of x in T' with type 1 data
structure. (Note that if an x of (c) satisfies (9.33), there is
an ancestor in T' satisfying the condition of (b), and therefore
w
the above x always exists.)
Consequently it always holds for any x that
|ir(£,h)| < 2y
U'(w, h) | <2y.






of type 1 and type 2 are 0(K/y)
number of type 1 P, is 0(K/y). Let type la, lb and lc denote the
type 1 data structure generated by the above rules (a), (b) and (c)
respectively. Consider P.. be of type la for convenience. Define a
D(h) ={x | x is a vertex not of type la, whose closest
ancestor in T is x },
for a type la P . By the generation rule (9.32), D(h) contains at
R.
least y-1 vertices. Since D(h)'s for type la vertices x are
mutually disjoint and their union is the set of all vertices not
of type la, the number of type la vertices is 0(K/y). It is similarly
shown that the number of type lb or lc vertices is 0(K/y). Thus
the total number of type 1 vertices is 0(K/y). D
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9.5.5 Time to create 1 data structure
We analyze here the time to create type 1 data. It is not
difficult to see that the conditions (9.32)-(9.34) to alter type
2 to type 1 can be detected in constant time, by introducing some
additional data such as the numbers of descendants of x in T and
T1 respectively. When it is decided to change type 2 P to type
1, let x be the closest type 1 ancestor of x in T, and let x
and xW be defined by (9.27) and (9.28) (see Fig. 9.2). As dis-
cussed in Subsections 9.5.2 and 9.5.3, xh, xh(k) , D^(k), xh(k) and
D (k) are obtained in 0(y log n+n) time (including the time to copy
these data) since |Tr(f(w) , h) | < |i＼(SL,h) | < 2y and |tt＼(w, v) | < 2y
hold by (9.35) and (9.36). xh(h) and D^(h) . _ . , .
J + are also obtained in
0(y log n+n) time from x (k) and D (k) by a similar procedure.
The other data can be obtained in constant time by (9.30). Con-
sequently the following lemma is proved.
Lemma 9.8 The time required to alter type 2 P to type 1 is
0(y log n +n) D
The results of Lemmas 9.6-9.8 are summarized in Table 9.1
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type ＼
time for space for total
a P, a P number
1 O(n + y log n) 0(n) 0(K/y)
2 0(y log n) constant 0(K)
Table 9.1. The time and space requirement by the
modified data structure
9.5.6 Time and s
^
(9.37)
This section analyzes the time and space requirement of Algorithm
KBS and Subroutine COMPBS implemented with the above data structure.
First consider the time requirement of COMPBS for each iteration.
The time required for lines 5-14 is reduced to 0(y log n) by Lemma 9.6
and (9.35), (9.36). The other lines are not changed. Thus COMPBS
requires 0(y log n+log K) time for every iteration. Since COMPBS
is called K-l times, the total time is
O(K)-O(y log n + log K) =0(Ky log n + Klog K) .
In addition to the time consumed by COMPBS, the modified KBS
with the new data structure must take care of the alterations of some
from type 2 to type 1. The total time required for this process is
-198-
O(K/y)≪O(y log n +n) =0(K log n +Kn/y)
by Lemmas 9.7 and 9-8. Thus the modified KBS requires
in total.
O(Ky log n +K logK +Kn/y)
(9.38)
The space requirement for all P, is also easily obtained from
Table 9.1:
0(K) +O(K/y)-O(n) =0(K +Kn/y).
Other space is obviously dominated by this.
Letting y =min(K, /n/log n) in the above discussion results in
the next theorem.
Theorem 9.9 KBS (with subroutine COMPBS) can be implemented
with 0(T* +K log K +K/n log n) time and 0(K/n log n +n) space, where
T* is the time to obtain x . D
The +n in the space complexity is added since at least 0(n)
space in necessary even if K< /n/log n. It is not added to the time
complexity because T* is at least 0(n).
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9.6 Conclusion
This chapter has first proposed an efficient algorithm for
obtaining K best solutions of the simple resource allocation
problem in Section 9.4. This requires 0(T* + KlogK + Kn) time
and O(Kn) space. Then more efficient algorithm has been proposed
in Section 9.5, which requires 0(T* + KlogK + K/nlogn) time and
0(K/nlogn + n) space. The latter algorithm is quite efficient,
but it is difficult to implement, due to the rather complicated
data structures. Therefore, if K or n is comparatively small,
it might be better to use the former algorithm. Finally, it
should be noted that, by applying almost the same idea as devel-
oped in this chapter, it is also possible to develop an efficient





Throughout the thesis, we have developed efficient algorithms
for several types of combinatorial optimization problems. The
thesis emphasizes the following two points:
(i) The efficient algorithms have been developed to obtain
K best solutions for the famous two graph optimization problems,
i.e., the shortest path problem and the minimum spanning tree
problem. Both algorithms have been shown to be superior to any
of the existing algorithms.
(ii) Several types of resource allocation problems have been
considered. The first problem is to minimize the sum of single-
variable separable convex functions under the only one resource
constraint saying that the sum of integer variables is equal to
a given integer. All of the other resource allocation problems
discussed in this thesis are generalizations or variants of the
first problem. The second problem is obtained by allowing more
than one resource constraint. The third one is obtained by in-
terchanging the objective function with the constraint function.
The fourth one has the objective function which is to minimize
the maximum of the profit differences between each pair of ac-
tivities. The final problem is to obtain K best solutions of
the first problem. We have proposed efficient algorithms for
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all these problems except for the second one, which we have shown
to be intrinsically difficult.
The proposed efficient algorithms will be useful and important
from both theoretical and practical points of view. In addition,
they may clarify the problem structure.
Many of the real life problems can be formulated as combi-
natorial optimization problems. Importance of the development
of efficient algorithms for the combinatorial optimization problems
has been and will be continuously increasing. The author hopes
that the work contained in this thesis will move the status of
combinatorial optimization techniques one step forward.
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APPENDIX
In this appendix we summarize some graph-theoretical
definitions and notations necessary to read the thesis. The
reader should refer to Harary [HI] for the details.
A graph G = (V, E) is an ordered pair consisting of a set V
of vertices and a set E of edges. Either the edges are ordered
pairs (v, w) of distinct vertices (the graph is directed), or the
edges are unordered pairs of distinct vertices, also represented
as (v, w) (the graph is undirected). If (v, w) is an edge, v
and w are its endpoints and are adjacent. A graph G' = (V, E')
is a subgraph of G if V' 5 V and E' 5 E. 0,"is spanning if V = V
A path from v.. to v in G is a requence of edges (y , v_),
, (v _1 , v ) . This path is said to contain edges (v.., v_)
･･*, (v _.,v ) and vertices v ,･･･, v , and to avoid all other
edges and vertices. The path is simple if vn,･･･, v are dis-
1 n
tinct except possibly v, and v ; the path is a cycle if v = v .
in In
An undirected graph is connected if there is a path from
any vertex to any other vertex. A directed graph is strongly
connected if there is a path from any vertex to any other vertex.
The maximum connected (strongly connected) subgraphs of a graph
are called its connected components (strongly connected compo-
nents) .
A tree T is a connected undirected graph which contains no
cycles. A forest is a set of trees. In a tree there is a unique
-203-
simple path between any pair of distinct vertices. A rooted,
undirected (T, r) is a tree with a distinguished vertex r, called
the root. A rooted, directed tree (an arborescence) is a directed
graph T with a unique vertex r such that
(i) there is a path from r to any other vertex;
(ii) each vertex except r has exactly one edge leading to
it;
(iii) r has no edges leading to it.
Any rooted, undirected tree (T, r) can be converted into a rooted,
directed tree by directing each edge (v, w) so that v is contained
in the path from r to w.
In a rooted, directed tree, a vertex w is a descendant of
a vertex v (v is an ancestor of w) if there is a path from v to
w. A vertex v is a son of v (v is the father of w) if (v, w) is
an edge in the tree. These definitions extend to rooted, undi-
rected trees by directing the edges of the tree as above. If G
is a graph, a spanning tree of G is a rooted tree which is a
spanning subgraph of G.
A partition r of a set S is a collection of subsets S1, S9,
k
･'' , S, of S such that U. . S. = S and S. n S. = <t>for i * j.k i=l 1 1 j Y J
If F and f are partitions of S, / is a refinement off (and
is a coarsening ofP) if, for all S. eP, there is some S7 e.P'
such that S. 5 S7
-204-
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