ABSTRACT
INTRODUCTION
Among the most influential publications in the history of speech perception research is Liberman, Delattre, and Cooper's report on the identification of synthetic, voiceless stops in CV syllables generated by the Pattern Playback [1] . The classic map of identification as a function of vowel quality and burst centre frequency is easily recognised by psychologists, linguists, and speech researchers. This map is often one of the first figures shown to students as a demonstration of the complex relation between acoustics and perception of the speech signal. This apparent complexity encouraged theories of speech perception that proposed mediation by articulatory gestures [2] .
Such a complex mapping poses a challenge to many classes of pattern recognition models, including Nearey's Normal A Posteriori Probability (NAPP) model [3] . While this and related models have admirable generality and parsimony, such models are unable to capture Liberman et al. ' s original finding that identification data for /k/ was bimodal for bursts preceding low front vowels but unimodal preceding back vowels.
Section 3 describes an attempt to replicate this classic experiment in an attempt to reproduce the patterns of perception of voiceless stops. A number of important aspects of the patterns of perception found earlier, including bimodal patterns for /k/, could not be replicated, however. Efforts then proceeded to faithfully reproduce the acoustic output of the analogue Pattern Playback device. Examination of spectrographic data from actual stimuli generated by the Pattern Playback revealed additional peaks and formants that are consistent with third harmonic distortion. Section 4 shows that when third-harmonic distortion characteristic of tube diode amplifiers was introduced, bimodal patterns of /k/ responses in low-front-vowel context were obtained.
NAPP MODEL OF SPEECH PERCEPTION
In their seminal study on the perception of voiceless stop consonants, Liberman et al. asked subjects to identify a series of synthetic CV syllables [1] . Stimulus properties were controlled by highly schematised, hand-painted spectrograms which were converted to sound by the Pattern Playback. Vowels were represented by two steady-state formants while release bursts of syllable-initial stops were produced by a narrow vertical "teardrop" shape centred at one of twelve frequencies ranging from 360 to 4320 Hz in 360-Hz steps. Each burst was prepended to each of seven vowels /i,e, , ,Ç,o,u/ in a fully crossed design. 30 subjects listened to each stimulus twice and were asked to respond with one of /p/, /t/, or /k/ following each stimulus presentation for a total of 60 responses to each syllable. probabilities.
Nevertheless, both versions show a highly complex relationship between subject responses and stimulus properties. Liberman et al. [2] interpreted this complex relationship as evidence in support of the Motor Theory of Speech Perception which posits that speech perception is necessarily mediated by articulation and that the speaker's intended gestures are somehow encoded in the acoustic signal to maximise efficiency of transmission. The complexity of the relationship between phoneme and acoustics was seen as a consequence of this elaborate encoding.
Nearey classifies this theory as a "strong gestural" approach [4] . However, Nearey has shown that many apparently complex relationships between acoustics and perception are easily modelled based on acoustic properties alone [3] . For example, many well known trading relations between acoustic properties in adjacent phonemes-such as in CV syllables-are easily predicted if we assume that stimulus attributes are drawn from a multivariate normal distribution N´µ Σµ with a simple covariance structure Σ. In Nearey's Normal A Posteriori (NAPP) model, it is assumed that perception is tuned to these covariances and that the likelihood p c´x µ of a listener identifying a given stimulus x as a particular category c can be determined by the probability density functions of the underlying distributions d i´x µ (Eq. 1).
This model is potentially very powerful. For example, if different categories do not share a common covariance structure Σ i then bimodal a posteriori probabilities are possible. However, there are some empirical data that cannot be modelled in this way. Liberman et al.'s data represent a challenge for Nearey's NAPP model. In order to address this problem, it is important to replicate the original study using modern hardware and signal processing techniques.
EXPERIMENT I
Attempts to obtain reliable responses to CV syllables produced with a modern speech synthesiser with flat vowel formants were unsuccessful. It was therefore decided to simulate the original Pattern Playback in software to reproduce the original synthetic stimuli. This experiment represents an attempt to replicate the results of Liberman et al. [1] .
STIMULI
Stimuli were generated by summing harmonics of a 120-Hz fundamental. Stimuli were sampled at 10 kHz. Each harmonic was assigned to a 120-Hz wide channel. Harmonic amplitudes were controlled by 2-dimensional patterns on a virtual spectrogram. Amplification of each harmonic was proportional to the fraction of the corresponding channel that was covered by the pattern. Stop bursts were generated using a diamond shape 15 ms long and 480 Hz wide. Harmonics were additionally attenuated by 6 dB/octave.
Bursts were followed by 20 ms of silence followed by one of the seven vowel stimuli which were generated in a similar fashion. Vowels were 300 ms long. All formants had 300-Hz bandwidth with the exception of /u/ F 2 which had a 100-Hz bandwidth [6] . Formant frequencies are given in [1] . All formants had a 20-ms triangular onset and offset (as viewed from a spectrogram). All twelve stop bursts were fully crossed with all seven vowels for a total of 84 stimuli. Stimuli were RMS-normalised and stored on a computer at 16 bits per sample for stimulus presentation.
SUBJECTS
42 native speakers of American English were recruited from the Department of Psychology at the University of Wisconsin-Madison. None reported any hearing impairment. Subjects received course credit for their participation.
PROCEDURE
Subjects listened to stimuli via headphones in a sound attenuated booth. Stimulus presentation and response collection were under the control of an 80486-25 microcomputer. Following D/A conversion (Ariel DSP-16), stimuli were lowpass filtered (4.8-kHz cutoff frequency, Frequency Devices, #677), amplified (Stewart HDA4), and presented to subjects via headphones (Beyer DT-100) at a level of 75 dB SPL. In each trial, the stimulus was presented twice with a 200-ms inter-stimulus interval. Subjects then identified each consonant by pressing a button labelled "p", "t", or "k". Each of the 84 stimuli were presented four times in each of two 15-minute sessions for a total of 672 responses from each subject.
RESULTS
Modal response regions from data collected in this experiment are shown in Fig. 3 . Unlike Fig. 1 , none of the response categories are bimodal.
EXPERIMENT II
Because we were unable to replicate Liberman et al.'s results, spectrograms from the original Pattern Playback were examined more closely for possible confounds. Liberman et al. state that harmonic distortion for individual tones does not exceed 3% [1, p. 503] . However, two factors may cause this distortion to be perceptually relevant. First, multiple simultaneous harmonics will produce greater distortion due to higher input levels. Second, because the Pattern Playback ideally produces no energy in channels that are not painted, harmonic distortion can result in additional peaks in channels that would otherwise contain no energy. By contrast, naturally produced voiced speech consists of harmonics at both peaks and valleys-harmonic distortion in natural speech would therefore smooth out spectral valleys instead of producing additional peaks.
The present experiment examines the effect of harmonic distortion on the perception of simulated Pattern Playback stimuli.
STIMULI
Stimuli were designed in the same manner as in Exp. I. However, once initial stimuli were generated, stimuli were processed by a simulated tube amplifier with 3% total harmonic distortion (THD). The amplifier modelled is a simple Class A power amplifier whose current I is described by Child's law:
where V is the potential difference and C is an arbitrary constant [7] . Input voltages are half-wave rectified. Therefore a DC voltage must be added to the input signal. This operating point-or bias voltage Q-can be manipulated to produce different levels THD. Q was selected so that 3% THD was produced for a single sinusoid. Equation 2 was applied to the stimuli and overall DC level was then subtracted out. Figure 5 shows spectrograms of the resulting stimuli. 
SUBJECTS

PROCEDURE
The procedure is the same as for Exp. I with the exception that stimuli were saved at 20 kHz and were low-pass filtered with a 9.6-kHz cutoff frequency.
RESULTS
Because responses to /k/ did not reach majority for a large number of stimuli, Fig. 6 instead shows a contour plot of percent /k/ responses to the distorted stimuli. It is not known why responses were biased against /k/. It is possible that intensity of the burst was attenuated relative to the vocalic portion because of differential effects of harmonic distortion, resulting in fewer /k/ responses. Nevertheless, the figure shows an emerging bimodal distribution for /k/ for front vowels similar to that seen in Fig. 1 .
DISCUSSION
The acoustic consequence of harmonic distortion is to add a high-frequency peak to low-frequency bursts. It is possible that this resulted in additional /k/ responses when the second peak approximated the second formant of front vowels. However, we were unable to elicit a plurality of /k/ re- sponses to the stimuli with simulated harmonic distortion. It is possible that the amplitude or duration of the burst must be increased to obtain more velar responses.
Although 3% harmonic distortion was added to these stimuli, there are several other factors that could potentially contribute to the complex relationship between synthesis parameters and perceived stop consonant including clipping (half-wave rectification or heat dissipation), loud-speaker characteristics, and signal-to-noise ratio.
