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Introduction 
The magnetron discharge 
Magnetron spU£tering is a deposition technique that enables the production of coatings 
with unique properties in an economically and ecologically sound way. As such, it has 
become the established process of choice for the deposition of a wide range of industrially 
important coatings, e.g. hard, wear-resistant, low friction or corrosion-resistant coatings or 
even coatings with specific optical or electrical properties [KellyOO]. 
This deposition technique is based on the generation of a magnetically enhanced gas 
discharge at reduced pressure, which will further be referred to as magnetron discharge. Note 
the distinction between the magnetron sputter deposition process and the magnetron discharge 
(MD) itself. 
Although MD research is stimulated (financially) by its industrial relevance, the MD 
on itself is also scientifically attractive. Here a plasma interacting with a magnetic field is 
concerned. This can lead to very complex behaviour, as also shown by the problems 
encountered in the plasma confinement needed for nuclear fusion. 
Objective 
The aim of the presented work is to obtain a fundamental understanding of the MD, 
i.e. the identification and modelling of the processes crucial for the generic MD behaviour. A 
first reaction might be to investigate the MD experimentally to reach this goal. However, a 
wealth of experimental data already exists. Moreover, most of these experimental 
measurements are accompanied by models and possible theories for their explanation. 
Unfortunately, the vast majority of these seem only valid for the accompanying experimental 
results, i.e. they lack general validity. Hence, at second thoughts, a better strategy seems to be 
the analysis of the already existing wealth of experimental measurements and proposed 
theories and to distil the generic magnetron discharge behaviour from them. 
If the different processes are identified, they can be modelled, i.e. they are described in 
mathematical terms. The collection of these models should lead to a self-consistent model for 
the MD that is able to reproduce the MD behaviour. When this reproducing is so calculation 
intensive that it requires a computer, it is usually referred to as a simulating. Through 
simulation one can study the response of the model to stimuli. This is not the same as an 
experiment where the response of the physical device to stimuli is investigated. As a result 
there will always be a difference between the simulation results and the experiments. 
Consequently, an important aspect of each model is its accuracy. One should also take into 
account that a model is only valid within certain boundaries: it never includes "all the 
physics" but only the physics relevant for the investigated process or technique. This implies 
that for each model one should consider its applicability. 
A wide variety of processes occurs in a MD: as well typical plasma processes, 
particle-particle interactions as solid-particle interactions occur. Moreover, the range of as 
well the energy as the time scale of the different processes is large. This effect is enhanced by 
the large range of operating conditions: as well current density, as gas pressure and even the 
magnetic field strength can vary over an order of magnitude. This turns the modelling of the 
MD into an interesting but challenging effort. 
Even when using what is considered now a powerful personal computer, the range of 
length and time scales increases the required computation time of very accurate MD 
Introduction 
simulations (up to several days). Consequently, a simplified model is preferred. This choice is 
enhanced by the fact that a simplified model is often more appropriate to get a global 
overview of the most relevant processes (see citation from [Anderson78] in section I.2.4zzg). 
To come to a simplified model, simplifications need to be made. In practice this means 
that processes and aspects are neglected, accounted for or nurtured. The latter means they are 
accounted for very accurately. However, as the exact importance of the different processes 
and aspects is difficult to assess, different people will find different processes important. 
Bluntly stated, everybody has his own "personal simplified model" of the magnetron 
discharge. This is an example of the theory that each individual looks at the world using his or 
her own framework [Goleman98]. Hence, by proposing a simplified model, the developers' 
judgement of the importance of processes or aspects will inevitably lead to discussion. 
Fortunately, an outcome to this is the direct confrontation of the simulation results with 
experiments. 
As mentioned before, it is important to discuss the accuracy and applicability of a 
model. This is especially true for a simplified model. If one wants a simplified model to 
reproduce the generic behaviour. it is clear that the peculiarities of an individual situation 
might not be reproduced very accurately. Hence, the emphasis of the simpUfied model will be 
on the reproduction of general dependences. In the MD, the most important of these are the 
influence of the electrical power, of the magnetic field and of the gas pressure. In practice, 
magnetron sputter deposition occurs using pulsed discharges, reactive discharges, r.f. driven 
discharges, ... However, the simplified model discussed here is only meant to be appUcable to 
the most basic form of magnetron sputtering: d.c. planar magnetron sputtering using a 
balanced magnetron. 
Some guidelines w the text 
The structure of this thesis follows the above discussed approach. Part I is dedicated to 
the analysis of existing data and theories. It gives a (non-exhaustive) overview of existing 
literature of the MD (Chapter I) and also discusses the different methods used to model and 
simulate it (Chapter 2). Part II concerns the simplified model and its results. The development 
of the simplified model is given step by step. Per step, the most relevant results are given. The 
first step is the calculation of the recapture of secondary electrons (Chapter I). The second 
step deals with the ionisation distribution of a secondary electron (Chapter 2). The 
combination of these two steps leads to a self-consistent model for the MD (Chapter 3). This 
self-consistent model is extended with a model for the discharge current (Chapter 4). Then a 
side step is made to the cylindrical MD (Chapter 5). Finally, Bohm diffusion is included in the 
simplified model and simulation and experimental results are compared (Chapter 6). At the 
end, the main conclusions and some suggestions for further modelling are phrased. Also a 
short summary in Dutch is provided. 
ln the MD the discharge voltage Vd is a negative value. However, when using the 
symbol Vd in mathematical expressions, it is common to "forget" its sign. For the sake of 
consistency and ease of notation, the discharge voltages are always treated as positive values 
in this work. For example, when it is mentioned that "the discharge voltage Vd increases", it 
actually means that the absolute value of Vd increases. It is stressed again that in reality, these 
values are negative. 
Throughout the text, several acronyms are used, e.g. SE (Secondary Electron). HEE 
(High Energy Electron), ... All these acronyms are used for both the singular and plural form, 
e.g. "A SE is emitted from the target ... " but also "The SE are recaptured because ... ". The 
reason is that some of these acronyms are used with sub- or superscripts, e.g. HEE51, which 
2 
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makes the addition of the plural s not so evident. The only exception is the abbreviation for 
the current-voltage characteristic (IV), for which a plurals is added. 
In principle, the gas pressure sbould be expressed in Pascal (Pa). However, it is also 
very common to use milliTorr (mTorr) in magnetron sputtering. The relationship between the 
two is: JmTorr= 0.133 Pa. In this work, own results are always expressed in Pascal but for 
referencing the pressure unit of the reference is kept. 
A similar unit problem exists for the magnetic field strengths: the official unit is Tesla 
(T) but the most commonly used unit is Gauss (G) as it is mucb more convenient. The relation 
is 1 T = 104 G. For tbe units of the magnetic field strength, we followed the typical 
convention in magnetron sputtering: the field strengths are expressed in Gauss and the magnet 
strengths in Tesla. 
Sometimes, at the beginning of a subsection, a text is printed in a different font type. This 
text gives a short summary of the subsection. 
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Part I, Chapter 1 Fundamental Aspects 
1 FUNDAMENTAL ASPECTS 
DISCHARGE 
OF THE MAGNETRON 
This chapter describes the magnetron discharge (MD): first a general description of the 
MD is given (section 1.1 ), the second part focuses on the separate processes that occur in the 
discharge (section 1.2). Of these, only the ones relevant for the remaining part of the thesis 
are discussed in more detail. The third part of the chapter describes some or the typical 
characteristics of the MD (section 1.3). The chapter ends with a discussion of the influence of 
the external parameters on the MD characteristics (section 1.4). 
1.1 Overview of the magnetron sputter process 
Magnetron sputtering is based on the generation of a magnetically enhanced glow 
discharge in vacuum. When a sufficiently high DC voltage is applied between two electrodes 
in a confined area at a reduced gas pressure, the gas can be ionised and an electrical discharge 
can form. The electrical discharges are categorised according to the current density. When the 
current density is sufficiently high, a self-maintaining discharge is formed, referred to as 
Townsend or dark discharge. Further increasing the current turns the discharge into a corona 
discharge and then into a glow discharge. The term "glow" refers to the light emission that 
can be observed in such discharges. The light originates from the de-excitation of metastable 
energy states of the gas atoms and ions. A glow discharge for which increasing the discharge 
current increases the discharge voltage, is referred to as being of the abnormal type. In a 
sputter magnetron, the ionisation degree of the generated abnormal glow discharge is 
increased by the presence of a magnetic field. Here, this "magnetically enhanced abnormal 
glow discharge" is referred to as the "magnetron discharge (MD)". When this type of 









• : Coating 









,_- -1-1-:!t=.- Magnets 
~~~~~...__ Iron plate 
Fig. 1.1 a) Typical system for magnetron sputter deposition: the magnetron consists of the cathode body which 
contains the target, the magnets and the cooling system. It is surrounded by an anode housing. Also the substrate, 
vacuum chamber, electrical power supply, gas inlet and pumping system are sketched. b) Sketch of the 
magnetron discharge (enclosed region of part a). 
A typical configuration used in magnetron sputtering is given in Fig. l.l : shown is the 
general setup of the vacuum chamber containing a planar magnetron (part a), the discharge 
9 
Part I, Chapter J Fundamental Aspects 
region is shown in more detail in part b. The principal parts of the configuration are the 
vacuum chamber, the electrical power supply, the pumping system, the target (which acts as 
cathode), the backing/cooling plate, the magnets on top of a soft iron plate, the anode and the 
substrate. 
To generate a discharge, the pressure in the vacuum chamber is first reduced to 
typically 104 Pa (= 10'6 mbar) or below. Then the sputter gas, usually argon, is introduced 
into the chamber such that a pressure typically in the range 0.1 to 2 Pa is obtained. To start the 
MD, a large d.c. voltage (range 600 - 1000 V) is applied. Also r.f. driven discharges are 
possible but such discharges are not considered in this work. Once an electron-ion pair is 
fonned, e.g. due to cosmic radiation, the discharge is started and evolves rapidly to a steady 
state. During this process the discharge voltage drops to a value typical in the range of 300-
500 V. The current density varies strongly according to the applied electrical power but lies 
usually in the range of 20-80 rnA/cm2. Hence, for a small circular magnetron (race-track area 
about 10 cm2) typical discharge currents are 0.2 to 0.8 A. On the other band, large rectangular 
magnetrons (race-track area about 500 cm2) can easily carry several tens of Amperes. A major 
limitation for power input is the cooling of the magnetron. According to [BraithwaiteOO] 
"virtually all energy ends up as heat". This can result in a strong increase of the cathode 
temperature, possibly leading to demagnetisation of the permanent magnets and/or melting of 
the target. Hence, an effective cooling of the magnetron is absolutely necessary. This is 
achieved by a water flow through the magnetron assembly (Fig. l.la). 
The discharge is maintained because positive argon ions are accelerated towards the 
cathode. The resulting ion bombardment leads to the emission of secondary electrons (SE) 
from the target. The emitted SE can be recaptured by the target or can be accelerated into the 
discharge. Because they are accelerated over the cathode sheath, they become energetic. 
Hence, they can ionise argon atoms which leads to the generation of new ions, thus sustaining 
the discharge. The ion bombardment at the target does not only release electrons but also 
target atoms. These atoms have an average energy of around 10 eV and travel through the 
vacuum chamber. Part of them reaches the substrate and fonns the desired coating. Interaction 
of the sputtered particles with the sputter gas can heat the sputter gas, which gives rise to gas 
rarefaction (sputtering wind) [Rossnage187b, Rossnagel88b]. 
As mentioned, the electrons emitted from the target are referred to as secondary 
electrons. When these electrons are accelerated into the discharge, they are referred to as 
primary electrons of the discharge. These primary electrons create electron-ion pairs. The 
electrons of these electron-ion pairs are referred to as the secondary electrons of the discharge. 
In order to avoid problems with the nomenclature, the following convention is used in this 
work. The electrons emitted from the target are referred to as secondary electrons (SE). The 
electrons that are accelerated into the discharge are referred to as high energy electrons (HEE) 
as long as their energy is larger than a certain threshold energy Efll. When their energy drops 
below this threshold, they are referred to as bulk electrons (BE). The major source of BE are 
not these slowed down HEE but the electrons that originate from the generation of an 
electron-ion pair in the discharge. The large majority of the electrons in the MD are BE: in 
standard glow discharges their density is four orders of magnitude larger than the HEE 
density [Bogaerts96]. According to self-consistent magnetron discharge simulations about one 
in thousand electrons is a HEE [ShidojiOla]. Nevertheless, the HEE are extremely important 
as they are responsible for sustaining the MD. 
The charged particle density in a MD is of the order of 1010 - 1011/cm3, corresponding 
to an ionisation degree of less than 1%. The electron temperature is typically around 5 eV in 
the bulk of the plasma. The ionisation rate according to self-consistent simulation results is of 
10 
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the order of 1016/cm3s [Kondo99a). [tis of course strongly dependent on the electrical power 
input. 
a) b) 
Fig. 1.2 a) 20 cross section of !he magnetic field of a generic magnetron, !aken from [Penfold95). b) Sketch of 
the electron movemenl in a planar magnetron discharge. Three components can be distinguished: (i) along !he 
magnetic field lines, (ii) gyrating around !he field lines and (iii) a drift in !he Ex.B direction. 
Fig. 1.2a gives a 2D cross section of a sputter magnetron, showing the magnetic field 
Jines. The maximum value of the horizontal magnetic field component at the target surface is 
referred to as Bmax in this work. This BniD. is the standard quantity to denote the magnetic field 
strengths in magnetrons. In older works, typical values for Bm.ax are around 200-300 G but, 
due to improvements in the production of strong permanent magnets, typical values are 
nowadays 500-600 G. An important aspect of the magnetic field is its balancing. A magnetic 
field is balanced when the flux from the inner pole is equal to, i.e. is balanced by, the tlux to 
the outer pole(s). Unbalanced magnetrons can be of type I (flux of the outer poles smaller 
than the one from the inner pole) or type ll (flux of the outer poles larger than the one from 
the inner pole) [Window86). 
As the electrons move in a region that is subjected to an electric and magnetic field, 




with v the electron velocity, q the electron charge and m the electron mass. The typical 
behaviour of a HEE is schematically shown in Fig. 1.2b: the HEE gyrates around the 
magnetic field lines with a radius defmed by the Larmor radius r L: 
r. = mv J. 
L qB 
(1 .2) 
with V.L the velocity component perpendicular to the target. As the velocity component along 
the magnetic field lines is not altered, the electron also moves along these field lines. The 
third component of the motion is the drift in the direction perpendicular to both E and B, the 
so-called ExB or Hall drift. Because of this drift there is a Hall current in the discharge. For a 
6-inch target this current can be up to ten times as large as the discharge current 
[Rossnagel87a]. The ExB velocity vexa of the electrons varies from approximately 5xl05mls 
(IS mm above target) to 105mls at 40 mm above the target [Sheridan98]. 
II 








Fig. 1.3 Sketch of the "typical" potential distribution in a MD in the direction perpendicular to the target surface. 
Three regions can be distinguished: the sheath, presheath and bulk region. 
The potential distribution in a MD is as sketched in Fig. 1.3. The largest part of the 
potential drop is over the cathode sheath, which has a linearly increasing electric field. The 
cathode sheath thickness is typically one to two millimetres. A presheath with constant 
electric field exists: it has a potential drop of the order of kTe so that the Bohm criterion is 
satisfied (section 1.3.3.1). The plasma potential is shown in Fig. 1.3 at ground level: in reality, 
it is slightly positive (some volts) but the exact potential distribution in the bulk region 
depends on the geometry and on the magnetic field (balancing) (section I .3.5.4). 
Most ions are created at the end of the cathode sheath and are accelerated towards the 
cathode. Their typical residence time in the discharge is approximately 0.7-0.8 ).IS 
[Sheridan89a]. However, simulation results show that this average value is not so meaning 
full [Goeckner91]: it is more useful to differentiate among the ions born in the sheath 
(residence time approximately 0.2 ).IS) and the ones born in the presheatb (residence time 
around 5 ).IS) . As mentioned, the HEE start at the cathode and are accelerated into the 
discharge. Their maximum energy is practically equal to the discharge voltage. For a 
sufficiently strong magnetic field, they will lose nearly all their energy before they leave the 
discharge. An effective ionisation energy of 30 eV means they can generate between 10 and 
17 electron-ion pairs (for discharge voltages from 300 to 500 V). At 0.5 Pa, the time between 
two ionisations is approximately 6x10"8s. Hence, they are a HEE for about 0.6 to 1 ).IS and 
during that time they travel a distance of roughly 4 to 10m. 
In a MD a wide variety of processes occurs: typical plasma processes, as well as 
particle-particle and solid-particle interactions occur. Moreover, the energy range and the time 
scale of the different processes vary strongly. Also the external parameters have a large 
operating range: the applied electrical power, gas pressure, cathode size and magnetic field 
strength can vary over an order of magnitude according to the type of magnetron used. This 
turns the MD into an interesting but also complex topic. Because of this, simplifications are 
needed for a workable model. ln the next section, the different processes and their role in the 
MD are discussed. 
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1.2 Different processes in the magnetron discharge 
1.2.1 Processes in the plasma 
Fundamental Aspects 
From the interactions in the plasma, only collision processes are considered. Hence, 
global effects are neglected. Nevertheless, these global processes may contribute significantly 
too, e.g. they might contribute to the anomalous electron transport observed in the MD 
(section 1.3.6.2). The collision processes that occur in the plasma can be split up in elastic 
collisions (section 1.2.1 .1), inelastic collisions (section 1.2. 1.2), de-excitations (section 
1.2.1.3) and ion-electron recombinations. 
A positive ion-electron recombination is the reverse process of an ionisation. This 
means that an electron and an ion combine to form a neutral atom. Because of the energy and 
momentum conservation laws it follows that these processes cannot be two-body processes 
but have to be three-body processes. The "third body" can be any particle present in the 
discharge (or even a chamber wall). Consequently, the occurrence of a three-body process is 
not only related to the argon ion and electron density but also to the neutral density, i.e. the 
gas pressure. In diode discharges typical ionisation rates for electron impact are of the order 
of l016/cm3s whereas the typical rate for three-body processes is of the order of J011/cm3s 
[Bogaerts96], meaning that recombination processes can be neglected compared to electron 
impact ionisation. For a MD, the ionisation rate and the electron and ion density are of the 
same order as in a diode discharge but the neutral density is much lower. Consequently, the 
occurrence of the three-body processes can be neglected in the MD and will not be considered 
here. 
1.2.1.1 Elastic collisions 
The characteristic of elastic collisions is that they do not alter the inte.rnal energy of 
the collision partners. Instead, they redistribute their kinetic energy. Elastic collisions occur 
between the atoms, ions and electrons. Four types of elastic collisions are discussed in this 
section: electron-atom, atom-atom, ion-atom and Coulomb collisions. 
A. Electron - atom 
The electron-argon elastic collisions change the direction of the e lectron velocity vectors but 
the electron energy remains practically constant. 
The occurrence of this type of collision is characterised by its cross section Oe1a 
(Fig. 1.4): it has a maximum of 1.3xJ0-15cm2 around 12 eV and decreases for increasing 
energy to reach 1.8xl0"16 cm2 at 600 eV. In this region, cre1a is approximately proportional 
with the inverse of the square root of the electron energy, i.e. cre1a- 111f·5. 
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Fig. 1.4 The energy dependence of lhe electron cross sections for elastic collisions (c ), excitations (6) and the 
"standard" ionisations (M-shell) (0). For completeness, also the ionisation by ejecting an electron from the L-
shell (x) and the cross section for creating Ar++ (0) is shown. The thick solid line indicates the dependence 
1/f!l.s. Based on data from [Bretagne86a]. 
Defining E (Eo) as the electron energy after (before) the elastic collision, the relation 
between energy before and after the collision is given by [Lieberman94]: 
E=£0 [1-2 ~~ 2 (1-cosz)] (~+~) (1.3) 
for two particles with masses m1 and mz and X the axial scattering angle. In the case of an 
electron-argon interaction, the formula can be simplified to: 
(1.4) 
as the electron mass m is much smaller than the argon atom mass M. Because of the large 
difference in m and M it is clear !.hat the energy of the electron before and after the interaction 
will be practically the same. The scattering angle X is determined by the angular differential 
cross section cr(E,x). Experimental data for cr(E,X) are given in e.g. [Srivastava81, Nahar87]. 
A recent overview of the elastic differential cross sections is given in [Jablonsk:i04]: it lists 
lots of experimental data as well as the fits obtained using the Dirac-Hartree-Fock and 
Thomas-Fermi-Dirac potential. A plot of the differential cross sections for electron energies 
from 150 to 300 eV is shown in Fig. 1.5a. 
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Fig. 1.5 a) Plot of lhe differentia.! cross section for elastic electron Argon collisions: experimental results as weU 
as a theoretical curve are presented, taken from [Nahar87]. b) Plot of lhe differential cross sections based on 
eq. ( 1.6). The number in parenlhesis following an energy value indicates the power of ten by which the cross 
section values are multiplied. 
Surendra et al. modeUed this angular dependence of cr(E,X) by introducing the 
nonnalised differential scattering cross section /(E.X) based on screened Coulomb scattering 
[Surendra90]: 
l(E )= I E 
.z 41l' [1 +Esin2(z/2)] Ln(l +E) (1.5) 
This result is commonly used, also in magnetron discharge simulations, e.g. 
[Kondo99a, Shidoji99a]. However, in [Okhrimovskyy02] it is pointed out that the proposed 
expression "is incorrect and misses some scientific background ... ". Instead, the following 
expression is proposed for /(E.x): 
I(E,z) = 1 1+8E 
47r (1 +4E-4Ecosz)2 (1.6) 
withe= EIEu with Eu the atomic unit of energy(= 27.21 eV). As can be seen (Fig. 1.5b) this 
approximation agrees rather well with the experimental values (Fig. 1.5a), except at large 
scattering angles. Okhrimovskyy scattering is used in [Kolev04a]. Sometimes also isotropic 
scattering is assumed in magnetron simulations, see e.g. [ShidojiOO]. To investigate the 
influence of the model for x. different models have been implemented in the MC model of 
section II.2.5, the results are discussed in section II.2.6.4. 
B. Atom-atom 
The relevant collisions of this type are argon-argon and argon-sputtered atom 
interactions. ln this case the masses of both particles are of the same order and eq. (1.3) needs 
to be used. Hence, the energy transfer is considerable. Although collisions of this type are not 
considered in the developed model (Chapter ll.2), they are mentioned as they give rise to gas 
density rarefaction (section I .4.3.4). The cross section for an elastic atom-atom collision is 
approximately 1.4xl0-15cm2 at I eV and decreases with increasing atom energy. Around 
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500 eV it already decreased to 2.4xl0' 16cm2 according to the fitting formula proposed in 
[Phelps94]. Due to the low concentration of sputtered atoms in the MD, a collision between 
these species is more unlikely. 
C. Ion-atom: symmetric charge transfer 
In principle elastic collisions can occur between argon ions and argon atoms/sputtered 
atoms and between sputtered ions and argon atoms/sputtered atoms. Given the relative 
occurrence of all these particles only the collisions between argon ions and argon atoms need 
to be considered. The cross section for such an elastic collision between an argon ion and an 
argon atom is approximately 1.2xl0' 14cm2 for ion energies of a few eV and decreases slowly 
with increasing energies to reach a value of 4x10-15cm2 atlOOO eV [Phelps94]. A special case 
of the elastic collisions is symmetric charge transfer: it occurs when during a collision an 
electron is exchanged between an argon ion and an argon atom: 
Ar+ + Ar0 ~ Ar0 + Ar+ 
When disregarding the fine structure levels or isotopic mass, the incident and scattered ion are 
indistinguishable, implying that the interaction can be considered as an elastic one. Its cross 
section is half of the one for elastic scattering collisions [Phelps94]. At 0.5 Pa and ion 
energies of a few eV, the mean free path length for elastic collisions and for symmetric charge 
transfer is approximately 7 and 14 mm, respectively. The typical cathode sheath length is of 
the order of 2-3 mm, the presheath can extend up to a centimetre and more into the discharge. 
Hence, for the given pressure, it seems likely that a "slow" ion, i.e. one at the onset of being 
accelerated in the presheath, undergoes at least one interaction with an argon atom. This 
process is not crucial although it adds to the heating of the argon sputter gas. In standard 
diode discharges the process of symmetric charge transfer between fast ions and atoms leads 
to the generation of fast atoms in the discharge [Bogaerts96]. However, fast ions only appear 
in the cathode sheath region. Given the typical cathode sheath thickness in the MD, the 
probability for such an interaction is very low and the process of charge exchange between a 
fast ion and a slow argon atom can be neglected. 
D. Coulomb collisions 
Coulomb collisions are crucial for the energy exchange of the low energy electrons (<10 eV) 
but can be neglected for the high energy electrons (>25 eV) in the discharge. 
Coulomb collisions (CC) occur between two charged particles q, and q2. representing 
an electron-electron, electron-ion or ion-ion collision. To determine the cross sections for this 
type of interaction, we introduce the classical distance of closest approach bo, defined as 
[Lieberrnan94): 
(1.7) 
with Eo the dielectric constant and WR the centre of mass kinetic energy defined as 
WR = mRvR2/2 with VR = v1-v2 and mR the reduced mass, i.e. mR = m,m7l(m1+m2). To 
determine the influence of the Coulomb collisions on the charged particle motion, the cross 
section 0'90 for a deflection of 90 degrees is determined. Such a deflection can occur through a 
single scattering or through multiple small angle scatterings. The latter has the largest 
probability and it can be deduced that 0'90 is given by: 
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8 2 o-90 = -b0 lni\ 
7f 
(1.8) 
with J\ the classical Spitzer parameter. For the typical plasmas used in material processing, 
In J\ is approximately equal to 10 [Lieberrnan94]. Given the formula for bo it follows that 
cr90-l/vR 4• This implies that the cross section decreases very rapidly with increasing kinetic 
energy of the charged particles. It is important to estimate whether the influence of Coulomb 
collisions needs to be taken into account when retracing electron orbits in the MD. 
Pig. l.6 Comparison of the electron cross section a90 for Coulomb collisions (dashed line) and the total electron 
cross section a, .. ( ~ ). To compare the relative occurrence of the processes it needs to be taken into account that 
the target particles of CC are much less available than the ones for the collision processes included in a.,, as the 
ionisation degree in MD is typically below I%. This "adapted" cross section for CC (solid line) clearly indicates 
that CC are only important at small electron energies. 
To determine 0"90 it is assumed that the first charged particle is a fast electron and the 
second a slow electron or ion. Hence, VR "'v 1 and mR = m/2 for electron-electron and mR ""m 
for electron-ion .interaction. Hence, the cross section for electron-ion interaction is a factor 
four smaller than for electron-electron interaction. The cross section for electron-electron 
interaction is given in Fig. 1.6 (dashed line) together with the "total" electron cross section 
O"toh which is defined as O"eta+O";on~exc· The target species for CC (electrons or ions) are much 
less abundant than for the other collisions (argon atoms). For typical MD, the ionisation 
degree is well below 1% (section 1.3.5.2). Hence, to compare the relative occurrence of CC 
the cross section cr90 needs to be divided by I 00 to compare it with O"tc:A· This is shown in 
Fig. 1.6: already at 20 eV the probability for a CC is 20 times smaller than the total cross 
section. On the other hand, at low electron energies CC can no longer be ignored. 
From the deduction of cr90 in [Lieberman94), it follows that for an arbitrary scattering 





Part I, Chapter I Fundamenlal Aspects 
Hence, another way of looking at Fig. I .6 is to interpret the dashed line as the cross section crx 
for a CC with angle X where X is determined by x219cf = 1/100 (i.e. X= 9). At 45 eV a 
deflection of X= 9 has the same probability to occur as one of the other collisions (ionisation, 
excitation or elastic collision). Given that I% is an upper limit of the actual ionisation degree, 
we conclude that CC will only be important at low electron energies. This is confirmed by the 
results for the EEDF (electron energy distribution function) obtained in [Guimaraes91] where 
it is reported that the influence of Coulomb collisions on the EEDF is limited to electron 
energies below 25 eV. In that work it is shown that the lower energy part of the EEDF is 
strongly determined by the CC. This is no surprise: the only interactions possible for the bulk 
electrons with energy below the excitation threshold (11.55 eV) are elastic collisions. As the 
energy transfer for collisions with argon atoms is ooJy of the order of m/M, the electron 
energy loss due to elastic argon-electron collisions remains marginal, even at low energies. 
Hence, the only way for the electrons to exchange energy is through CC. 
1.2.1.2 Inelastic collisions: Ionisation and excitation 
In the MD two kinds of atoms are present: the argon atoms and the sputtered atoms. 
Both can be ionised or excited. Although the ionisation and excitation of the sputtered atoms 
can be of practical importance, e.g. in self-sustained sputtering or in ion assisted deposition, 
these processes will not be discussed. 
A. Ionisation of argon atoms 
One of the most important processes in the MD is the ionisation of argon atoms by electron 
impact. If a ground state argon atom is directly ionised this process is referred to as direct 
electron impact ionisation: 
Ar0 +e- ~ Ar• +2e-
The ejected electron can result from the K, L or M-shell of the argon atom. The ionisation 
threshold of these shells is 3205, 245 and 15.76 eV, respectively. The cross sections for the L 
and M shell are plotted in Fig. 1.4, based on data fTom [Bretagne86a). Also the ionisation 
cross section for the generation of Ar++ is shown. Given the electron energies in the MD 
(typically below 600 eV), only ionisation from the M-shell is considered. Hence, in the 
remaining part of the thesis "ionisation" stands for "M-shell ionisation of the argon atom", 
although it will not be mentioned explicitly anymore. The cross section crion of the considered 
ionisation process increases with electron energy, reaches a maximum of approximately 
3xl0'16cm2 around IOOeV and decreases again. In this decreasing part cr;00 is practically 
inversely proportional with the square root of the electron energy as indicated in Fig. 1.4. 
Because of the ionisation of the argon atom, the electron energy is reduced with an 
amount equal to the sum of £,00, the ionisation energy, and EeJcc11 the energy of the ejected 
electron. The average energy Eqec1 is around 10 eV for incoming electron energies of some 
hundreds of eV [Bretagne86a, Carman89]. Differential cross sections for ejection of an 
electron with Eeject are given in [Bretagne86b] for an incoming electron energy of 1000 eV. 
A metastable argon atom can also be ionised (two-step electron impact ionisation), the 
required energy is only 4 eV. As the density of the metastable argon atoms is much lower than 
the ground state atoms, this process is much less frequent than direct electron impact 
ionisation. For the same reason, ionisation through collision of two argon metastable atoms is 
of minor importance and not considered here. 
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Next to electron impact, also impact of a fast argon ion (Art) or atom (Arr~ can cause 
ionisation: 
These processes only become important for higher atom or ion energies, the maximum of the 
cross sections is reached above 1000 eV [Bogaerts96]. Given the rather low discharge 
voltages in MD (typically below 600 eV), these processes can be neglected. Again, this 
process can also occur for argon metastable atoms, but this is even less frequent. 
B. Excitation of argon atoms 
Excitation of an argon atom by electron impact is similar to direct impact ionisation 
but less energy is transferred to the atom: no electron is ejected but an electron of the atom is 
moved to a higher energy level. As an electron can be excited from different energy levels and 
as it can be transferred to different energy levels, there is a wide variety of excitations 
possible. For example, 25 different excitations are taken into account for the MD simulations 
in [Kondo99a]. The threshold for excitation is I J .55 eV. Instead of accounting for each of 
these individual excitation levels it is common to consider the sum of all these cross sections. 
The cross section crexc plotted in Fig. I .4 is the sum of all these different excitation 
possibilities. Several sets for these cross sections exist. In [Yanguas-Gil05] a new set is 
proposed based on recent experimental measurements and the other most common sets (from 
Bretagne, Vleck and Hayashi) are discussed in view of these recent measurements. Also 
thermal excitation and photo-excitation are in principle possible but they can be neglected. 
1.2.1.3 De-excitation 
De-excitation is the inverse process of excitation: the excited levels of the atoms are 
only short-living and the atom returns to its ground state by one or more transitions. Such an 
electron transition results in the emission of photons. The part of the emission in the visible 
range is observed by the eye as "the plasma''. De-excitation also allows more advanced 
optical studies of the discharge, e.g. computer-tomography [Itob96, Miyake92] or OES 
(optical emission spectroscopy) [Rossnagel89, DebalOO, Christou02]. Given the life-time of 
the excited levels (order of 10'8s [Miyake92]), and the speed of the excited species (order 103-
J04rnls), the de-excitation and excitation occur practically at the same position. 
1.2.2 Interactions with surfaces 
In this section we discuss the interactions of the different species in the MD with solid 
surfaces. The surfaces are the chamber walls, the anode and the cathode (target). The 
following species can interact with these surfaces: electrons, argon atoms and ions, sputtered 
atoms and ions, and photons. The plasma-surface interaction can lead to different processes. 
To understand a typical de MD three types of plasma-solid interactions occurring at the target 
are sufficient: emission of secondary electrons (section 1.2.2.1), emission of sputtered 
particles (section 1.2.2.2) and the reflection and recapture of electrons (section 1.2.2.3). 
For reactive sputtering the situation is more complex: the added reactive gas interacts 
also with the surfaces, which leads to (partial) covering of both the cathode and anode 
surfaces. The latter causes the disappearing anode effect when the compound layer is an 
insulator [Sellers97]. In reactive sputtering also the implantation of certain species bas to be 
taken into account because this gives, together with the covering of the cathode surface, rise 
to the poisoning of the process [Berg87, Berg05, Depla04a-c]. 
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1.2.2.1 Secondary electron emission 
When a particle hits a surface, an electron can be emiued. The number of secondary 
electrons (SE) emitted per incoming particle is defined as lhe SE yield y. For lhe MD, lhe ion 
induced SE yield is by far the most important. The olher types of SE emission (by atoms, 
electrons, photons and lhe electric field) are also discussed here to show that lhey are really of 
minor importance. In what follows, except for this section, the term "SE emission" stands for 
"ion induced SE emission", even when not explicitly mentioned; lhe same holds for lhe SE 
yield y. 
A. Ion and atom induced SE emission 
Ions bombarding a surface give rise to lhe emission of SE. The emitted electrons have 
a small initial energy, typically in the range of 2 to 6 eV [Chapman80]. These experimental 
findings can be simulated, sec e.g. [Nishlrnura96]. The angular distribution of the emitted SE 
is a three-dimensional cosine distribution because the free palh lenglh of the electrons in lhe 
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Fig. 1.7 Sketch of the energy dependence of the SE yield for clean and diny surfaces. The full line indicates the 
yield of the argon ions, the dashed line the one from the argon atOms. ln MD, only the yield of the argon ions on 
a clean surface is of imponance. The constant value of theSE yield induced by ions on a clean surface is referred 
to as 'Yp· The plotS are based on the expressions for theSE yield given in [Phelps99). 
More difficult to determine is lhe SE yield. The experimental results show the need to 
differentiate between clean and dirty surfaces [Phelps99]. A clean surface is, of course, a 
surface of pure metal without contamination. A dirty surface is a surface that is partially 
contaminated, e.g. by oxygen or nitrogen. In general, there are two mechanisms responsible 
for electron emission: kinetic and potential emission (see e.g. [Baragiola94, Nishimura96]). 
For kinetic emission the main source of energy to emit lhe electrons is lhe kinetic energy of 
lhe incoming ion. In this case lhe ion induced SE coefficient y depends on the ion energy. SE 
emission is considered kinetic emission down to ion energies of approximately 500-1000 eV 
[Baragiola94, Nishimura96]. Below this, lhe kinetic emission is overwhelmed by potential 
emission. For the Iauer mechanism, lhe energy to release lhe electron is related to the 
ionisation energy of lhe atom (see further). For clean metal surfaces, the SE yield at low 
energies is independent of lhe kinetic energy of lhe incoming ion and is typically in the range 
0.05-0.15. This constant value of the SE yield due to potential emission is referred to as 'Yp· 
However, for dirty surfaces y depends on the ion energy, even in the low energy range 
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Fig. 1.7). This indicates that for dirty surfaces the kinetic emission dominates down to the 
lowest ion energies. 
To judge the cleanliness of the cathode in a MD we consider the following example 
for aluminium and oxygen. For a current density of 10 mA/cm2 the ion flux at the target is 
approximately 6xJ016/cm2s. Given the low sputter yields of the aluminium oxide (0.03-0.04) 
[Kelly87, Depla02], it follows that 1.8 to 2.4x1015/cm2s atoms are sputtered from the target. 
At S mTorr the impinging flux of argon atoms on a surface is approximately l.8xl018/cm2s 
[Chapman80]. Given an impurity of 0.1% and a sticking coefficient of the order of 1% for 
oxygen [Depla04b], the depositing flux on the target is 1.8xl013/cm2s. As this is more than 
100 times smaller than the removing flux, the target surface can be considered clean. 
Consequently, only SE yields for clean surfaces will be considered. 
overview SE yields 
metal q> (eV) EF(eV) eq. (2.9) eq. (2.10) eq. (2.11) experim. Reference 
Au 5.1 7.25 0.063 0.063 0.086 0.062 [Oechsner78) 
0.040 [Lakits90) 
0.030 [T6glhofer93] 




Ti 4.33 8.84 0.086 0.112 0.111 0.148 [Oechsner78) 
0.075 [Lewis89) 
Cu 4.65 9.03 0.070 0.092 0.101 0.030 1 OOeV [Chapman80) 
0.200 400eV [Chapman80) 
0.100 [Guntherschulze30) 
0.082 [Oechsner78) 
Ag 4.26 7.48 0.106 0.117 0.113 0.088 [Oechsner78) 
w 4.55 11.47 0.059 0.098 0.104 0.095 (Hagstrum56) 
0.089 [Oechsner78) 
Table 1.1 Overview of the SE yields for some commonly sputtered metals. First, the work function q> and the 
.Fermi energy E1, are given as these values arc needed for i.be calculated SE yields based on eqs. (1.10}, ( 1.11) and 
(1.12). Then, different eKperimental SE yields found in literature are listed. 
For some commonly sputtered metals (Al, Ag, Au, Cu, Ti and W) experimental 
reported values are listed in Table 1.1. It is clear that there is a rather large scatter in the 
values. A possible explanation is the fundamental difference between clean and dirty surfaces 
because it is not always clear bow clean the actually measured surface is. F urthermore, theSE 
yield is also very sensitive to surface properties (e.g. morphology, crystal surface) that are not 
always characterised. From the behaviour of the different SE yields sketched in Fig. l.7 it is 
clear that some reported measurements for metals are most likely in reality for (partially) dirty 
surface. Examples are the SE yields taken from [Chapman80) in Table 1.1 for copper: 
according to this reference theSE yield varies from 0.03 at 100 eV to 0.2 at approximately 
400 eV, which does not correspond with potential emission at aU. In Table 1.1 also the values 
obtained in [0echsner78] are listed. However, except for W, these values are reported only at 
I .05 keV. By comparing the results with tbe ones from [Lewis89] for Aland Ti it follows that 
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at 1.05 keY the kinetic emission process already starts to participate. The same holds for the 
Oechsner-value for Au by comparing it with the results from [Lakits90]. 
Based on the experiments listed in Table 1.1 an average experimental value for Yp is 
calculated. These averaged values are used for Fig. 1.8. Given the apparent contribution of 
kinetic emission at J .05 keY for Au, AI and Ti these values are not included. Also the values 
for copper from [Chapman80] arc not included because of the lack of a potential emission 
regime. The error bars are determined by the maximum and minimum reported experimental 
value. 
Theoretical efforts have been done to model the SE yield for ion induced potential SE 
emission. An expression that agrees rather well with the experimental results is the one 





with EF the Fermi energy, £1 the ionisation energy of the incoming ion and <p the work 
function of the target material. Also Baragiola has proposed an expression for YP 
[Baragiola79]: 
r, = 0.032(0.78£1 - 2¢) (1.11) 
Baragiola et al. mention that this expression gives a better fit than eq. {1.10) to the set of 
experimental data they used, which included SE yields obtained with different ion species. In 
contrast to eq. (1.10), the Fermi energy is not needed in eq. (I. II ). However, this means that 
metals with the same work function also have the same "fp· Baragiola et al. [Baragiola8J] also 
proposed another fit to the experimental data: 
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Fig. 1.8 The experimentally obtained secondary electron yield 'Yp for some commonly sputtered metals (Au, AI, 
Ti, Cu. Ag and W). The average values ( • ) are plotted from the results shown in Table I. I, the error bars are 
determined by the minimum and maKimum of the experimental value-~. The calculated values for 'YP• using eqs. 
(1.10) ( A), ( I. II ) (0 ) and ( 1.12) (• ), are also shown. As can be observed, there is quite a spread in the results. 
The metals are ordered so that the experimental 'Yp increases from left to righL 
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The three eqs. (1.10), (1.11) and (1.12) are also plotted in Fig. 1.8 for different 
materials. As can be seen do the results vary quite strongly. This shows that '(p is not 
accurately known. Hence, most often the value of 0.1 is used in magnetron discharge 
simulation as it represents an average of the different values, although Fig. 1.8 shows that 
practically all of the experimental values are below 0.1. 
Neutral bombardment of a surface gives rise to SE emission, just like ion 
bombardment. However, there is an important difference: for clean surfaces the neutral SE 
yield does not exhibit the constant SE yield at low ion energies but decreases (Fig. 1.7). 
Although some high energy neutrals (originating as sputtered atoms or argon ions that were 
reflected and neutralised at the cathode) do hit the surfaces in a MD, the vast majority of the 
atoms in the MD have a low energy. Consequently, the contribution of atom induced SE 
emission can be neglected. 
B. Electron induced SE emission 
When an electron strikes a solid, electrons can be emitted. Conventionally, the emitted 
electrons have been arbitrarily split in three categories according to their energy as "true 
secondaries" (energy <20 eV), "elastically reflected electrons" (energy equal to the energy of 
the incident electron) and "intermediate electrons". Maximum yields of 1 to 2 are measured at 
incidenL electron energies of several hundreds of electron volt [Henrist02]. The yield drops 
with decreasing energy but does not become zero for zero incident energy: as by deftnition 
the reflected electrons are also considered .in the yield, the yield becomes equal to the 
reflection coefficient at low energies. Measurements in [Henrist02) show an increase in the 
yield at energies below 5 eV for impact on copper. This agrees with the measured increase of 
the reflection coefficient for very low electron energies on copper, e.g. [Andersson70, 
McRae76a]. Hence, in this case, the concept of SE yield is quite ambiguous. 
In a MD, there is in principle no interaction of high energy electrons with the walls as 
only low energy electrons escape the discharge region because of the magnetic trap. Hence, 
the effect of electron induced SE emission can be neglected. However, due to the spiralling 
along the magnetic field lines, electrons with very low energies can interact with the cathode. 
Although this process can be considered as electron stimulated SE emission, we refer to this 
process as electron reflection and recapture at a solid (section 1.2.2.3). 
C. Photon induced SE emission 
The ejection of electrons due to photon bombardment is called photoemission. The SE 
yield for most pure metals is of the order of 10-'l to w-3 in the visible and near uv range, 
which is the typical emission range for the excited argon atoms and ions. With decreasing 
wavelengths the yield increases to reach approximately 0.1 at 100 nm [Chapman80]. The 
typical de-excitation rate in the MD is of the order of 1 01%m3s [Kondo99a]. Assuming that 
half of the photons hit the target and that the SE yield equals 10·3 results in an electron 
emission of 5x1012/cm2s from the target due to photo-ionisation. A current density of 
10 mA/cm2, a lower limit for the MD, results in an ion flux at the target of approximately 
6x1016/cm2s. For the typical ion induced SE yield of 0. 1 this gives an electron emission of 
6x1015/cm2s. This is more than three orders of magnitude larger than the pbotoemission. 
Hence, the process of photoemission can be neglected. 
D. Electric field induced SE emission 
SE emission can also occur, especially at (micro) f.rotrusions at the surface, under the 
influence of a strong electric field, i.e. of the order 10 V/m or more [Bogaerts96). In the 
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typical MD the maximum electric field is 2 orders of magnitude lower. Hence, this effect can 
be neglected. 
1.2.2.2 Sputtering and sputter yield 
The positive ions generated in the discharge are accelerated in the cathode sbeatb 
before they reach the target. When striking the target, their typical energy is in the range 300-
500 eV. This leads to the ejection of target atoms (sputtering of the target), which results in 
target erosion. Because of the non-uniform plasma distribution, an erosion groove is formed 
(Fig. 1.1 b). The sputter yield Y is the average amount of particles removed from the target per 
incoming ion. It is dependent on the energy and type of the incoming panicle, the incoming 
angle, the texture of the target and the target material. This yield can be determined using 
empirical formulas; one of the best known is probably the formula of Matsunami 
[Yamamura83, Matsunarni84]. These sputter yields can also be calculated using a numerical 
approach. A reference here is TRIM [Eckstein91, Biersack80]. A theoretical background to 
sputtering is given in [Sigmund69]. 
There exist models for the angular distribution and energy distribution of the sputtered 
particles. A recent overview of particular interest is [StepanovaOl]: it investigates the 
sputtering of metals (e.g. Cu, W, Ti) with sub-keV argon atoms at normal incidence. The 
angular distribution and the (angularly resolved) energy distribution of the sputtered particles 
are studied. Results obtained by experiments and both numerical and analytical modelling are 
given. In the model developed in the second pan of this thesis, the erosion groove formation 
is considered but the sputtered particles are not followed. Hence, their angular and energy 
distribution is not needed in the model and will not be further considered here. 
1.2.2.3 Reflection and recapture of electrons 
The SE electrons emitted at the target follow the magnetic field lines (Fig. 1.2b). As 
these electrons have a small initial energy of some eV (section 1.2.2.1), they can interact with 
the target surface. In that case the SE are either reflected or adsorbed. The latter process is in 
MD usually referred to as the recapture of SE. The process is determined by the reflection 
coefficient R. Because of energy conservation the maximum energy an electron can have 
when it reaches the cathode surface is equal to its initial energy (2-6 eV). 
Some examples of measurements of R as a function of energy for impinging electron 
energies below lO eV are mentioned in tbe literature for Ni [McRae76b, Andersson70], Cu 
[Lee65, Anderson69, Andersson70, McRae76a], W [Zollweg64, Babout77] and Fe [Kisker85, 
Tamura85]. In [Tamura85] it is shown that the total reflection is practically independent of 
the impinging angle in the range 0 to 20. An overview of experiments on W and Cu is given 
in [Babout77]. The influence of (partial) oxygen covering of the surface is discussed in 
[McRae76a, Babout77): the higher the oxygen covering, the lower the reflection coefficients. 
The influence of both nitrogen and oxygen on the surface of Cu is discussed in [Lee65]. The 
influence of the crystal orientation on the electron reflection coefficient for W is reported in 
[Zollweg64]. For Fe/Mg0(001) the reflection/absorption depends on the spin polarisation of 
the electrons [Bertacco99]. 
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Fig. 1.9 Electron reOection coefficient at low impinging electron energies for a Cu(OO I )·surface, taken from 
[McRae76a]. 
The energy dependence of R for copper is given in Fig. 1.9. In [Babout77] is shown 
that, for a clean Cu (100) surface, reported R-values at 3 eV lay typically between 40 and 
55%; although also a value or less than 10% has been measured. Hence, these electron 
reflection coefficients are not known very accurately. In general, the exact position of the 
minima and maxima of R as a function or the energy is related to the band structure of the 
metal around the vacuum level, see e.g. [Kisker85]. The reOection coefficient is split up in an 
elastic and inelastic part. The latter is quite small for Cu (001) (Fig. 1.9). 
1.3 Typical discharge characteristics 
In this part some of the more important characteristics and properties of the MD are 
discussed, namely the erosion profile, the discharge voltage, the cathode sheath, the current-
voltage characteristic and the bulk plasma properties. 
1.3.1 Erosion profile 
Models exist to estimate the erosion profile width but they are more qualitative than 
quantitative of nature. The rule of thumb is that the maximum erosion occurs where the 
magnetic field lines are parallel tote cathode. 
Since the ions in a MD bombard the target, they remove target atoms, leading to 
erosion of the target. Because of the magnetic field, the plasma is restricted to a limited 
region. Hence, also the ions hit the target in a limited region and the target is not uniformly 
eroded but an erosion groove is formed (Fig. 1.2b). From a practical viewpoinl, this is of great 
importance because the target has to be replaced once a critical thickness is reached. For a 
standard planar magnetron, this point is reached after approximately 25% of the total target 
material is removed [DeBosscher99]. The low target utilisation is very cost inefficient, not 
only because of target price but also because of the down time of the system. As a result, a lot 
of "exotic configurations" encountered in magnetron sputtering arc designed with the aim of 
reducing the non-uniform target erosion. 
Because of its practical importance, determination and/or prediction of the erosion 
profile has always been a main topic. However, it is very difficult to analytically determine 
the erosion. As a rule of thumb, the strongest erosion appears where the magnetic field 
component parallel to the target has its maximum strength [Westwood03]. This is illustrated 
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in [Ido93a, Ido93b] where the position of the horizontal magnetic field lines is shifted using a 






Fig. 1.10 Sketch for the determination of lhe erosion width: Rc is the radius of curvatw-e of the magnetic field 
line lhat reaches a height 'L (in the figure r..,) above the target This magnetic field line intersects lhe target at r1 
and r2• Taken from [Liebcrman94). 
A simple analytical model bas been developed in [Lieberman94]. To estimate the 
width w of the erosion profile, the behaviour of a HEE is examined (Fig. 1.1 0). The reasoning 
is repeated here. It is assumed that the cathode sheath thickness ds is much smaller then tbe 
Larmor radius 1't. of the HEE. A 1-IEE is trapped along the magnetic field lines and oscillates 
back and forth between r 1 and r2 . Hence, its ionisation and the resulting ion bombardment is 
limited to the region between r 1 and rz, which implies that w is roughly equal to rz-r1• Of 
course, different magnetic field lines result in different r, and rz. The field line of choice is the 
one that has height 1't. above the target. Given that this magnetic field line has a radius of 
curvature Rc, it follows that: 
( 1.13) 
and 
'i. + Rc cosO= R< (1.14) 
From these equations, w can be determined as a function of 'L and Rc. A simple solution is 




'L =2(1 -cos0)=4(sin~)2 ::::ofP 
Rc 2 
(1.16) 
By eliminating 6 following expression is found as an approximation of the width w: 
w"" 2,J2rLRc (1.17) 
Given the proportionality of rt. with vi/B (see eq. (1.2)) and given that the electron velocity v 
is proportional with the square root of the maximum electron energy e Vd, one finds: 
y ll4 
d 
w- 8 112 
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Although experiments show that this dependence is not exact [Wendt90], the model 
captures the fact that the width of the erosion profile decreases with decreasing discharge 
voltage and increasing magnetic field strength. Better agreement is obtained assuming a thick 
sheath [Wendt90]: in this case the maximum height of the electron is not given by 7'L but by 
ds. Replacing 7'L by ds in eq. (1.17) and using the Child-Langmuir law for ds (see further, 
eq. (1.27)), the following dependence for w was deduced: 
(1.19) 
Note that in the above equations B represents the magnetic field strength at the target surface, 
i.e. what is referred to in this text as Bmax. According to [Wendt90), this relation gives much 
better agreement with experimental results but at strong magnetic fields the experimental 
width w is systematically underestimated. Another shortcoming of the model is the electrical 
power dependence, which is at low pressures much stronger than predicted by the model. 
1.3.2 Discharge voltage 
A simple model presented in [Thornton78a] gives an estimate of the MD discharge voltage. It 
shows that the discharge voltage is influenced by the target material and by the sputter gas. 
The first because of the influence on the SE emission coefficient y, the latter because of the 
influence on both y and the effective ionisation energy W. However, the model gives no 
Indication of the discharge voltage dependence on the magnetic field strength, the gas 
pressure or the electric power. Also ionisation in the cathode sheath is disregarded. 
The discharge voltage is a characteristic of the MD that is straightforward to measure, 
and hence, it is one of the most used techniques to characterise the MD. To estimate the 
discharge voltage in steady state the followi ng reasoning, originally derived for cylindrical or 
post magnetrons [Thornton78a], can be applied. As mentioned (section 1.1) the MD is 
maintained by theSE which, due to acceleration into the plasma, become energetic and ionise 
sputter gas atoms. Given this mechanism, the minimum discharge voltage Vd.min needed to 





with W the effective ionisation energy (in eV), 'Yeff the amount of SE that effective leave the 
cathode, £i the ion collection efficiency and Ee the fraction of the theoretical amount of ions 
that the electron effectively generates before it is lost from the discharge. The theoretical 
amount of ion-electron pairs is given by eVd.mmiW. For sufficiently strong magnetic fields, the 
electrons are trapped in close vicinity of the target. Escape from this trap is only possible 
through several interactions with lhe sputter gas. Consequently, Ee can be considered close to 
unity. Because of the trapping of the electrons, most ionisation takes place close to the target 
surface. Hence, the vast majority of the ions reaches the cathode, which implies E; practically 
equal to unity. The effective ionisation energy W varies only slightly for different MD 
conditions (see section II.2.6.J), a typical value is 30 eV [Thomton78a, Lieberrnan94]. The 
only remaining unknown to determine Vd.o:nin from eq. (1.20) is 'Yetr· Experiments with ion 
beams reveal that for clean metal surfaces, the SE yield "( is typically around 0.1 (section 
1.2.2.1). However, a substantial part of these electrons is recaptured by the target in the MD. 
Consequently, 'Yell is given by: 
r,u = fr (1.21) 
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with f the fraction of the electrons that is not recaptured but effectively interacts with the 
discharge gas (see Chapter 1 of part II). Thornton estimated that for his cylindrical magnetron 
with magnetic field strength of 200 G about half of the SE are recaptured. This results in 
Vd.min = 600 V, which is indeed close to the typical discharge voltages encountered. However, 
this neglects the ionisation caused by electrons that are generated in the cathode sheath. This 
effect can be characterised by the multiplication factor m as will be discussed further (section 
11.2.4.3). Because of this the effective SE yield is given by: 
r"' = fmr (1.22) 
A more advanced model for V do taking into account that HEE can leave the discharge is 
developed in [Wang99]. In the limit of the electrons leaving the discharge with neglectable 
energy, eq. (1.20) is found back. 
1.3.3 Cathode sheath 
Where the plasma is in contact with physical borders, e.g. a chamber wall, a plasma 
sheath is formed. The most important one of the different sheaths is the cathode sheath 
because it is responsible for the acceleration of the SE into the plasma, and thus, is crucial for 
maintaining the discharge. Before the complex situation of the cathode sheath of a planar 
magnetron is considered, more simple situations wiJI be discussed: first the standard low 
voltage sheath is treated, followed by the standard high voltage sheath. Afterwards, the sheath 
in the presence of a uniform lD magnetic field is discussed. Then, the situation of a cathode 
sheath with a ID magnetic field will be considered. Finally, tl1e cathode sheath in a typical 
planar magnetron is contemplated. When discussing plasma sheaths, one should keep in mind 
the title of a recent article: "Sheaths: more complicated than you thinK' [Hershkowitz05]. 
1.3.3.1 Low voltage plasma sheaths 
When the wall adjacent to a plasma is at a potential of the same order as the plasma 
potential, a low voltage sheath is formed. Its thickness is of the order of a few Debye lengths. 
The length of the accompanying presheath is of the order of the ion mean free path. 
At the edge of a bounded plasma. a potential exists to contain the more mobile species 
(in general the electrons). Hence, the plasma will have a higher potential than the surrounding 
walls. The non-neutral region in front of the walls is referred to as sheath. Assume a plasma 
with ion (electron) density ni (ne), electron temperature kT., plasma potential Vp. The plasma 
makes contact with a wall at potential Vw with Vw of the same order as kT •. The potential 
distribution and the ion and electron density vary as sketched in Fig. 1.11. The actual sheath is 
the part closest to the wall and has a thickness of a few Debye lengths A-0e. This Debye length 




with ec the dielectric constant and no the equilibrium density of the ions and electrons in the 
bulk plasma. In the sheath the electron density drops quickly. 
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Fig. 1.11 Potential and charged particle density distribution along the direction perpendicular to the wall at 
potential v .. for a low voltage sheath, i.e. V,JkT. small. The figure is based on a similar one in [Liebermao94). 
It can be shown that a stable sheath is only possible when the ions enter it with a 
minimum velocity, the Bohm velocity, given by [Chapman80]: 
VB =J% (J .24) 
with M the ion mass. The ions can only acquire the Bohm velocity if a presheath ex.ists with a 
minimum potential drop Vps equal to kT c/2. This presheath is assumed to be quasi-neutral, i.e. 
11e = n;, which implies that the electric field in the presheath is constant. The presheath length 
is of the order of the ion mean free path 1..;00 , which is much longer than the Debye length 
(factor 100 or more). Due to the acceleration in the presbeath the charged particle density ns at 
the sheath edge is reduced [Chapman80]: 
2 
n, = ~~oe •r. ""0.6111o (1.25) 
1.3.3.2 High voltage sheath without magnetic field 
For large wall potentials the boundary region can be split In three regions, according to the 
electron density n8 : in the presheath n., is equal to the ion density, in the Debye region ne 
drops to zero, followed by the electron-free ion sheath. One has to be very careful with the 
splitting of the sheath region in different parts as these parts "only exist in our minds" 
[ChapmanSO]. 
We consider again the situation of a plasma in front of a wall at a potential Vw (section 
1.3.3.1). Assume that the absolute value of Vw is continuously increased. At a certain moment, 
no electrons can reach the wall anymore. A further increase of Vw will lead to a region in front 
of the wall with only positive ions, the ion sheath (Fig. J .12). The region between the 
presheath and the ion sheath is the Debye region/sheath. The larger V w. the larger the ion 
sheath thickness. This thickness can be calculated using the assumption of a space charge 
limited current, the so-called Child-Langmuir law. The distinction is made between the 
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physical length of the sheath (ds) and the modelled length for it (here do.). The Child-
Langmuir law (CL law) relates the current density jd at the wall, the sheath thickness dCL and 
the wall potential V w: 
. -~e. (2e)1' 2 V} 12 1
- 9 ° M d 2 CL 
(1.26) 
or alternatively: 
d = .Ji J. ( 2Vw)3/4 = .Ji 2 {2111 )3/4 
Ct. 3 V. kT 3 "1>- \"w 
• 
(1.27) 
with the nonnalised wall potential cpw defined as cpw = eV,JkTe. The thickness dCL can be 
substantially longer {up to 100 times and more) than the Debye length. 
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Fig. 1.12 Potential and charged particle density distribution along the direction perpendicular to the wall at 
potential V w for a high voltage sheath (large$.). The figure is based on a similar one in [Lieberman94). 
The influence of cpw on the validity of the CL law was studied in [Sheridan89b]. They 
investigated the region between a low and high voltage sheath by taking into account that a 
non-zero electron density can exist in the sheath. They found that the zero electron density 
approximation, needed to deduce the CL law, is accurate within 1% for ~>104 • The 
agreement is still acceptable down to cpw-100. The CL law is compared with experimental 
results in [Goeckner92]: it is accurate close to the wall but gives poor results near the plasma-
sheath boundary. 
The CL law can be improved by taking into account the region where the electron 
density is not zero yeL Such models are presented in [Sberidan89b] and in [Kono04]. In the 
latter the following expressions are derived for the ion sheath: 
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and for the thickness of the transition region (Debye sheath) is given by: 




The total sheath thickness according to Kooo is then given by the sum of both contributions: 
( 1.30) 
The thicknesses dCL and d~no become equal in the limit of kTe going to zero. The application 
of both dCL and dKono to a MD is discussed in section 1.3.3.5. 
I .3.3.3 Plasma sheath in the presence of a I D magnetic field 
For the magnetic field strengths encountered in magnetrons the ion sheath is not influenced. 
On the other hand, the presheath and Debye sheath are already at low magnetic field 
strengths magnetised because of the electron density. Experimental measurements of the 
magnetic field influence are burdened with the difficulty to distinguish between the different 
parts of the boundary region. Nevertheless, an important observation is the widening of the 
region containing the largest potential drop with increasing magnetic field strength. 
In this part we focus on a plasma sheath in front of a "wall" that has a one dimensional 
uniform oblique magnetic field in front of iL In the case of a high voltage potential, the 
boundary region consists of the ion sheath, the Debye sheath and the presbeatb. As the first is 
electron free, it is only influenced when the magnetic field influences the ion motion. Such 
magnetic field strengths are not encountered in MD and will not be considered. 
Kim et al. are the first to report a direct measurement of the magnetic effects on 
presheaths [Kim95]. They distinguish between a collisional and collisionless presheath. The 
fust type, which is encountered in MD, is investigated using an ECR source with N2 as 
discharge y,as. Nevertheless, the plasma characteristics are similar to the ones in MD: plasma 
density 10 °/cm3, electron temperature 3-5 eV, gas pressure 0.75-2 mTorr and magnetic field 
strength 150-200 G. The plasma potential is measured in the region close to a grounded plate 
with a uniform oblique magnetic field in front of it. The angle between the normal of the plate 
and the direction of the magnetic field is given by 'If: for 'If= 90 the magnetic field is parallel 
with the plate. Because of the magnetic field the presheath consists of two parts: a collisional 
and a magnetic part. The collisional part (length dps,c) is the one next to the actual sheath, the 
magnetic part (length dps,m) is between the collisional presheath and the bulk plasma. The 
length of the magnetic part of the presheath fits the expression: 
dp.r.m = K'i .. ts sin 'If- ~ ( 1.31) 
with T't...is the Larmor radius of the ions with the speed of sound and constant K"' 0.5-0.9. For 
the given plasma characteristics, t/ps,m is of the order of some centimetres. The length dps,c is 
approximately 0.5-0.6 ~on with ~on the ion mean free path length. The potential drop Vps over 
the presheath is split over the two parts but remains of the order of kTe. as in the non-
magnetised case (eq. (1.25)). Because of the grounded anode plate, these results regard a low 
voltage sheath. 
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The only measurements found for a high voltage sheath are the ones of [Singha02]: 
they measured the potential distribution in front of a negatively biased plate (up to -I 00 V) 
with an oblique magnetic field. They split up the boundary region in an unmagnetised 
collisionless sheath (here called ion sheath), a magnetic presheath (probably what is here 
called Debye sheath) and a presheath. However, the measurements of the potential 
distribution show that i t is very diliicult to distinguish the different regimes. Their results for 
the magnetic field dependence of the collisionless magnetised presheatb length agree with the 
ones obtained in [Kim95]. The unmagnetised collisionless sheath thickness increases with 
increasing magnetic field. Increasing the absolute value of the negative bias potential leads to 
a decrease in the magnetic presheath length. 
1.3.3.4 Cathode sheath in the presence of a I D magnetic field 
Increasing the magnetic field at the cathode of an electrical discharge decreases the Larmor 
radius of the high energy electrons, which is expected to lead to a thinner cathode sheath. 
Although this behaviour has been observed, this reasoning appears only valid for certain 
discharge conditions. The sheath can also be insensitive to, or even widen with, an 
increasing magnetic field. 
The cathode of a MD is negatively biased with respect to the plasma (Fig. 1.3). Hence, 
the situation is similar to the one used in [Singha02] (previous section). However, there is an 
important difference: in the experiments discussed in the previous section, the biased plate 
does not play a role in maintaining the plasma. Hence, the sheath formed in front of the plate 
only needs to prevent the more mobile species to escape from the plasma. In contrast, the 
voltage drop at the cathode has to ensure the maintaining of the discharge. Consequently, 
when one of the external parcUneters (e.g. magnetic field, discharge voltage) at the cathode is 
changed, the plasma characteristics (charged particle density, current density, electron 
temperature) change too, making it difficult to isolate the influence of that parameter on the 
sheath. 
Kuwahara and Fujiyama describe a MD with a uniform magnetic field parallel to the 
cathode [Kuwabara94, Fujiyama95, Kuwahara98]. In this case the magnetron consists of three 
parallel plates of which the middle one is negatively biased with respect to the two outer ones. 
A magnetic field is created by the use of a Helmholtz coil. Measurements of the cathode fall 
thickness, defined as the length between the cathode and the position of the maximum in the 
light emission from the plasma, are presented. The cathode fall thickness is represented in this 
text by D. (section 1.3.3.5). They report D.= 16 mm (0.67 Pa, 86 G, 0.05 rnA/cm2). The actual 
sheath is reported to be approximately 3.7 mm, which is approximately the Larmor radius 
corresponding with the average energy of the HEE [Kuwahara98]. Most of the ionisation 
occurs in the region 7 to 16 mm above the cathode. In [Kuwahara94], measurements of D. 
show a decrease from 75 to 7 mm with increasing magnetic field from 10 to 190 G (30 mTorr, 
550 V). The current density varied from 0.003 to 1 mNcm2 and is modelled using the CL law 
in which the cathode sheath thickness deL is replaced by the Larmor radius corresponding 
with the average energy of the HEE. 
Hence, the length of the cathode sheath seems to be related to the Larmor radius of the 
HEE for the investigated discharge conditions. This is not so surprising: in diode discharges, 
the cathode sheath thickness is related to the mean free path of the HEE because the electrons 
are accelerated away from the cathode in a straight line. In case of a magnetic field in front of 
the cathode, the electrons are bound by the magnetic field lines and the height they can reach, 
and hence the position where they ionise for the first time, is determined by their Larmor 
radius instead of the mean free path. With increasing magnetic field, the discharge is 
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contained in a smaller area closer to the cathode, leading to higher plasma densities. This 
explains why the sheath thickness reduces with increasing magnetic field strength. 
Unfortunately, the situation is more complex because the decrease of the cathode 
sheath thickness with magnetic field does not seem to hold for all circumstances. Cylindrical 
or post magnetrons also have a uniform lD magnetic field when the magnetic field is 
generated by an external Helmholtz coil, which is usually the case. Measurements of the 
cathode sheath thickness as a function of the magnetic field in the case of a uniform B-field 
are reported in [Yeom89, Vanderstraaten98b, BehnkeOO]. In [Vanderstraaten98b] the floating 
potential was found to be relative insensitive to magnetic field changes from 266 to 532 Gat 
4.65 mTorr and from 348 to 674 G at 1.2 mTorr. In [BehnkeOO] sheath thicknesses of 
approximately 5 mm (4 Pa, 150-350 G, 125 rnA) are reported. With increasing magnetic field, 
the spatial extension of the potential drop at the cathode increases, in agreement with the 
measurements in [Yeom89] where a slight increase in the thickness was observed when the 
magnetic field was increased from 100 to 200 G. 
This increase in sheath thickness with increasing magnetic field was modeLled in 
[Lister96]: a lD model was used to asses the effect of the magnetic field on the sheath. The 
model is similar to the CL law but it does not neglect the electron current in the sheath. Lister 
differentiates between classical and Bohm mobility (section 1.3.6.2). He deduced that the 
sheath thickness should increase with magnetic field strength if the classical electron mobility 
is valid. For Bobm electron mobility, the sheath should be independent of the magnetic field 
strength. 
1.3.3.5 Cathode sheath in planar magnetron discharges 
Given the shape and strength of the magnetic field in planar magnetrons, the cathode sheath 
is difficult to describe analytically. The Child-Langmuir law cannot be applied as such 
because of the relatively small Vd to kT., ratio, the non-uniform current, the sheath ionisation 
and the non-zero electron density in the sheath. The cathode sheath thickness is typically 
one to two millimetres; the electric field is linear and has a maximum value at the cathode of 
typically 500 V/mm or more. 
A. Definition 
A first difficulty with defining the cathode sheath in a MD is that because of the non-
uniform magnetic field, the plasma and current density are also non-uniform. This implies 
that the sheath thickness will vary along the target. Conventionally, the "sheath thickness" of 
a MD stands for the sheath thickness at the point where the plasma is the most intense and the 
sheath the thinnest. By definition, the sheath region is the region where there is a net electric 
charge. 
In diode discharges, the electric field is linear in the cathode sheath as mentioned in 
[Lieberman94). Also in [Chapman80] the spatial variation of the electric field in the cathode 
sheath is discussed. Choi et al. measured the electric field near the cathode in a planar MD 
and reported a linear electric field [Choi96]. This is confirmed by self-consistent simulations 
[Nanbu97], although the linearity is not exact. On the other hand, in the presheatb the electric 
field is constant because of the quasi-neutrality. Hence, the transition from sheath to presheath 
is marked by a change in the slope of the plasma potential. The cathode sheath thickness 
defined this way is referred to as dr:. in this text. In reality, the transition from quasi-neutral to 
non-neutral can occur gradually and is sometimes difficult to retrieve. 
Another concept used to denote the cathode sheath is the dark space (thickness dds). It 
is defined as the region in front of the cathode where no plasma glow is observed. In 
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magnetron sputtering the situation is in principle the same as in diode discharges: close to the 
cathode there is a region where the electrons cannot ionise yet. However, given the electron 
trapping in the vicinity of the target and the strong magnetic fields this dark space is very thin. 
Typical electric field strengths at the target are in the order of 500 V/mm or more. Hence, the 
energy of maximum cross section for ionjsation (I 00 eV) is already reached after 0.2 mm and 
the concept of dark space is not so useful. 
To get more information about the cathode sheath of a MD, it is more interesting to 
investigate another optical property of the magnetron plasma: the position of the maxjroum in 
the light emission. The height of this maximum above the target is represented by!!... 
B. Sheath Dimensions 
As mentioned, de can be determined from plasma potential measurements. An 
example is given in [Shidoji94): de is approximately 3 rom for a rectangular target (0.4 Pa, 
Brnax = 250 G, 400 V). Rossnagel and Kaufman also measured the plasma potential and report 
d8 = 5 and 1.2 mm for 5 and 30 mTorr, respectively (B!IlJIJ( = J 65 G, 0.1 A, target diameter not 
mentioned but >110 mm) [Rossnagel86]. They mention that the potential distribution in the 
actual sheath is difficult to probe: when measuring in the sheath the discharge voltage 
increases in constant current mode. They stopped measuring when the increase was higher 
than I 0%. In [Bradley98a] it is mentioned that when the probe was close to the target 
(<4 mm) the discharge current was decreased (up to 30%) in constant voltage mode. Also in 
[Spatenka97] difficulties are mentioned when measuring close to the cathode. 
A direct measurement of de, based on LIF (Laser Induced Auorescence) is given in 
[Bowden93]: dE-values are 1.7, 2.2 and 3. 1 rnm ( +/-0.3 mm) for Brnax = 450, 400 and 200 G 
respectively (50 mTorr,/d= 40 rnA, stainless steel target with diameter 100 mm). 
Reports of the dark space thickness dds are given in [Rossnagel87b]: the thickness 
decreases with increasing pressure and discharge voltage, measured thicknesses vary from 1.0 
to 0.3 mm. The proposed relation between dds and Vd at constant pressure is: 
(1.32) 
with m ranging from -3.9 at 3 mTorr to -5.8 at 10 mTorr. Gvozdev et al. also reported that at 
constant pressure the dark space increases with decreasing discharge voltage [Gvozdev98]. 
Typical thicknesses are in the region 0.5 to I mm, reaching up to 2 mm at low pressures 
(2 mTorr) and low discharge voltage (330 V). 
Experimental measurements of !!.. are reported in [LanGu88]: !!.. varies from roughly 
4.0 to 1.5 mm for magnetic fields varying from 100 to 600 G (5 and 10 mTorr, 0.5 A, 9-inch 
target) and from 5.0 to 2.8 mm for magnetic fields varying from 100 to 900 G (5 mTorr, 
0.1 A, same target). Miyake et al. measured!!.. using emission-selected computer-tomography: 
they reported the maximum in emission at 3.1, 1.3 and 0.6 mm at 0.3, 1 and I 0 Pa, 
respectively, at low current: 40 mA on a 100 mm diameter AI target [Miyake92]. 
The quantities de and !!.. are also obtained in self-consistent simulations. Shidoji et al. 
investigated the dependence of the MD on the pressure [ShidojiO I a]. Also the influence of the 
balancing [Shidoji01 b) and the strength of the magnetic field [Shidoji03] on the discharge are 
investigated. From the simulations of Kondo et al. de and !!.. as a function of magnetic field 
[Nanbu97, Kondo99a, KondoOI], discharge voltage [KondoOl], pressure [Nanbu97] and SE 
yield [Kondo99a] can be deduced. An overview of all these self-consistent results is given in 
Table J .2. For the magnetic field dependence, the scaling proposed by Lan Gu (eq. ( 1.33)) is 
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confinned [Nanbu97, Kondo99a). A general remark is that the simulated cathode sheath 
thicknesses (2 to 9 mm) are (very) large compared to the experimental measurements. 
p BmaJC /d vd 'Y dE I! Reference 
(Pa) (G) (mA) {V) (mm) (mm) 
0.67 175 73.3 500 0.12 7.00 9.80 [Nanbu97] 
0.67 350 187.8 500 0.12 3.90 4.40 
0.67 700 226.9 500 0.12 2.90 2.20 
0.33 350 160.2 500 0.12 4.10 8.40 
0.67 325 34.9 500 0.12 5.80 7.20 [Kondo99a) 
0.67 487.5 45.9 500 0.12 4.80 5.20 
0.67 650 46.2 500 0.12 4.50 4.40 
0.67 325 49.5 500 0.15 5.00 5.40 
0.67 162.5 21.8 300 0.12 3.20 4.10 [Kondo01) 
0.67 162.5 28.2 400 0.12 4.10 4.40 
0.67 162.5 15.6 500 0.12 6.90 6.90 
0.67 162.5 13.4 600 0. 12 9.10 9.40 
0.67 325 74.5 300 0.12 2.00 2.20 
4.00 110 0.4 160 0.1 4.00 5.00 l[Shidoii99al 
0.67 100- 340 0. 17 5.30 5.00 [Shidoji01 a] 
0.67 240- 240 0.12 2.40 2.00 
0.67 180.00 7.00 200 0.10 4.00 4.00 [Shidoji03) 
0.67 360.00 8.10 170 0.085 3.00 2.00 
Table 1.2 Overview of self-consistent simulation results. Listed are the gas pressure p, the magnetic field 
sttength 8.,.,., the discharge current /d, the discharge voltage Vd, the SE yield r. the cathode sheath thickness dn 
{based on the electtic field ) and I! {based on the ionisation rate). The results are obtained using 20 models 
except for [Nanbu97) where a 30 rectangular magnetton geomelry is used. 
C. Sheath Models 
A first trial to model the cathode sheath thickness, given the results for the ID 
magnetic field, is to investigate whether the thickness is again related to the Larmor radius of 
the HEE. Because of the typical curvature of the magnetic field (Fig. 1.2), this is not the case: 
the maximum height an electron can reach depends on its starting position as the HEE follow 
the magnetic field lines. Hence, the height at which the electrons ionise the first time varies 
according to their emission position. Consequently, the cathode sheath thickness is not related 
to the Larmor radius, as confirmed by the measurements of [LanGu88]. 
A point of interest is whether the cathode sheath can be considered collisionless or not. 
According to [Sheridan9lb], to determine the thickness of a plasma sheath, it can be 
considered collisionless when the thickness is smaller than five times the mean free path 
length of the ions. Given the typical sheath thicknesses ( <3 mm) and the ion mean free path 
lengths ("' 8 mm) (section 1.2.l.l.C), the collisionless regime can be assumed. Even the ion 
energy for impact at the cathode will hardly be influenced because for this the limit is one-
half of the mean free path length. 
Applying the CL law is not straightforward: in principle the ion current density of the 
centre is needed but this quantity is not known because of the non-uniform current density. A 
typical way around the problem is to use the average current density. As the current density 
varies very strongly over the race-track area the validity of this approach can be questioned. 
Another problem is that, regardless of the magnetic field, the CL law becomes less accurate 
for <Pw<lOO (section 1.3.3.2). In MD the electron temperature is usually around 5 eV, which 
means that the discharge voltage should be at least 500 V. Hence, for standard discharge 
voltages (300 to 400 V), the CL law is at the edge of its applicability. The situation is even 
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more problematic because the electrons are trapped by the magnetic field, violating the 
assumption of zero electron density in the sheath. 
Given the range for the cathode sheath thickness, the question appears whether a MD 
has a thin or thick sheath. These terms were used in [Wendt90] to describe the relation 
between the cathode sheath and the Larmor radius of the HEE. Lf ds is thinner than 11.. it is 
referred to as a thin sheath. The opposite case is referred to as thick sheath (see also section 
IT.2.1). Typical Larmor radii are from 6 to I mrn for magnetic field strength from 100 to 
600 G. As the corresponding .1-values are 4 and 1.5 mm (see section 1.3.3.48), it is clear that 
the magnetron discharge has a thick sheath, except for the weakest magnetic fields. Wendt et 
al. found that the dependence of the erosion width agreed indeed much better when using a 
thick instead of a thin sheath model [Wendt90]. This means that sheath ionisation, i.e. the 
generation of ions in the sheath, occurs. This violates the assumption of a source-free sheath, 
which is required for the deduction of the CL law. 
ln spite of the problems with the appUcation of the CL law, Lan Gu and Lieberman 
tried to model their results using an adapted CL law [LanGu88]: they accounted for the 
dependence of the race-track width, and hence of the average current density, on the magnetic 
field and discharge voltage. Their resulting scaling law for the cathode sheath thickness doL 
is: 
(1.33) 
with C a constant depending on the magnetic field geometry. The sheath thickness dGL is 
roughly half of the measured .1-values. However, some deviation of the scaling is seen for 
lower currents and very high magnetic fields . 
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Fig. 1.13 Comparison of the sheath thickness do. obtained with eq. ( 1.27) (thick solid line), dK.;,. obtained with 
eq. ( I. 28) (thin solid line) and dK- obtained wit.b eq. (1.30) (doued line) as a function of the electron density for 
Vd = 300 V (a) and 500 V (b). The electron temperature is set to 10 eV and the gas pressure to 0.5 Pa. The ratio 
dKJw!do. is also plotted (dash-doued line, right vertical axis). 
The fact that doL is on the order of half the observed .1-values should be related to the 
fact that the CL law does not take into account the Debye sheath. Hence, the sheath thickness 
dt<ooo (eq. (1.30)) is more appropriate to use. The thicknesses do., dKono and dK..ioo (eq. (1.28)) 
and the ratio dt<ooJ deL are plotted in Fig. 1.13 as a function of the electron density in the 
range l-25x l010/cm3 for Vd = 300 and 500 V. To calculate ~o'" needed for dKono. the pressure 
is assumed to be 0.5 Pa. Hence, the highest electron density (25xi01%m3) corresponds with 
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an ionisation degree of 0.2 %. The electron temperature is set to 10 eV. This might seem high 
but measurements show that the electron temperature increases towards the cathode sheath 
(section 1.3.5.6). It is interesting to see that dKono is approximately a factor two larger than 
deL· This agrees rather well with the results in [LanGu88] that !i is twice as large as doL and 
conftnus that the inaccuracy of the CL law is partially due to the assumption of an electron-
free sheath. 
1.3.4 Current-voltage characteristic 
The typical /d = kV/ formula is a good fitting formula for the current-voltage characteristic (IV) 
but, unfortunately, it has no physical background. Models for the IV based on a physical 
reasoning appear only valid for specific magnetron discharge conditions. 




Fig. I .14 Sketch of a typical current-voltage relation (IV) of a MD, both for standard (a) and logarithmic scales 
(b). ln the latter the exponential increase of /d with Vd is indicated by the dashed line. At high powers, the IV can 
change dramatically: a large increase of Vd becomes necessary for a small increase in current (indicated by the 
dotted line). At low powers the discharge current decreases typically stronger with decreasing discharge voltage. 
The relationship between the discharge current /d and the discharge voltage Vd of a 
MD is referred to as the current-voltage characteristic or IV. A typical IV is shown in 
Fig. 1.14a: at low currents, a relatively strong increase in the discharge voltage is needed to 
increase the current while at high currents the current can increase strongly at almost constant 
discharge voltage. Except for the extremities, the logld-logVd plot (Fig. 1.14b) reveals a linear 
relationship between log/d and JogVd. Based on this dependence Thornton proposed the 
following relationship [Thomton78a]: 
(1.34) 
with k and n constants. The value n is typically in the range 5 to 15. 
From practicaVeconomical viewpoint of sputter deposition it is desired to have a high 
deposition speed at low electrical power input. Hence, if the dependence of the sputter yield 
on the ion energy is sublinear, it is favourable to have a high discharge current at relatively 
low discharge voltages. This means a very steep IV, which corresponds with a high n in 
eq. (1.34). For diode discharges, the IV is given by [Maniv82]: 
1 - (v -v. )312 d d 0 (1.35) 
with Vo the minimum discharge voltage at which the discharge can be maintained. Hence, the 
n-value of the IV allows for checking whether the magnetron is really working as a 
magnetron or whether it behaves as a diode discharge. Consequently, n is sometimes referred 
37 
Part L Chapter 1 Fundamental Aspects 
to as the efficiency of the magnetron and can be interpreted as a number indicating the 
trapping of theSE [Waits78]. 
The constants k and n are determined by the magnetron configuration (e.g. B-field, 
geometry, anode position) and by the process parameters (e.g. gas pressure and composition, 
target material). Although it is generally accepted that n increases with increasing magnetic 
field strength and increasing pressure, e.g. [Maniv80, Nyaiesh81 , Wendt90], exceptions exist. 
This together with the behaviour of the IV at the extremities is discussed more extensively in 
section 1.4. 
1.3.4.2 Explanation for the standard characteristic 
Relationship (1.34) was based on experimental measurements, there is no physical 
model behind it. Rossnagel and Kaufman did some trials to make the relationship physically 
meaningful. In [Rossnagel87b] it is shown that the CL law and eq. (1.34) are basically the 
same when taking into account eq. ( 1.32), the relationship between the sheath thickness d.,Js 
and the discharge voltage Vd. Substituting this relation in the CL law (eq. (1.26)) results in an 
expression for the current density j as a function of Vd: 
(1.36) 
The experimental values form (see below eq. (1.32)) result in realistic n-values. However, for 
more accuracy it should be taken into account that the current density j and the discharge 
current are not just proportional: instead eq. (1.19) should be used, leading to: 
I - v J ·2S(I.S-2m+0.1) (1.37) 
Hence, the exponent n is split up in three contributions: the CL law, the dependence of the 
sheath on the discharge voltage and the dependence of the race-track width on the discharge 
voltage. 
Anolher trial to model eq. (1.34) was performed assuming that the IV is mainly the 
result of gas rarefaction [Rossnagel88b]. The basis of the gas density reduction is discussed in 
section 1.4.3. Using lhe gas density reduction model, it was explained why n is material 
dependent: metals with a high sputter yield are sputtered more for the same discharge current 
which leads to a stronger gas rarefaction. This reduces the increase of the current, resulting in 
a lower n for materials with a large sputter yield. According to [Rossnagel88b] the relative 
reduction of the gas pressure enlarges with increasing gas pressure. Hence, the effect of the 
gas density reduction on lhe n-value should be the strongest at high pressures. Nevertheless, 
they report that n increases from I 0.1 to 14 when the pressure increases from 3 to 1 0 mTorr. 
1.3.4.3 Other models 
Another approach for modelling the IV of a MD can be found in [Westwood83]. 
Starting from the experimental observations from Soxman (Ref. 4 in [Westwood83]), the 
following relation is proposed: 
(1.38) 
with~ and V0 constants for the given discharge parameters. In [Westwood83] the constants Vo 
and ~ could be given a physical meaning. Vo is the minimum discharge voltage needed to 
sustain the discharge as determined in eq. (1.20). The constant~ is given by: 
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(1.39) 
with dds the dark space/sheath length as used in the CL law, ll.i the electron mobility in the 
direction perpendicular to the magnetic field lines and w the race-track width. Hence, the 
calculation of the current is based on the electron current towards the anode. 
Westwood and Maniv repon the good agreement between the experimental results and 
eq. (1.38) [Westwood83): the parameter V0 decreases with increasing pressure as could be 
expected. Moreover, their experimental values for ~ increase with increasing pressure, 
consistent with eq. (1.39): when the pressure increases, ll.1. will increase and dds will decrease. 
Kelly and Amell tested this model for the lV [Kelly98]: although they could fit their IVs with 
eq. (1.38), the pressure dependence of both V0 and ~ was rather irregular and material 
dependent. Also Depla et al. fitted their experimentally obtained lVs using eq. (1.38) 
[Depla05a]. They investigated the pressure dependence of~: at low magnetic fields ~ is found 
to decrease with decreasing pressure but at stronger magnetic fields ~ displays a rather 
constant value at high pressure and it increases strongly at low pressures. This pressure 
dependence conflicts with eq. ( 1.39), i.e. with the physical interpretation assigned to ~ in 
[Westwood83). 
Another problem of the relationship is its magnetic field dependence. The sheath 
thickness decreases with the magnetic field strength: - I/B0.2S (eq. ( 1.33)). The electron 
mobility decreases for increasing magnetic field: -J/B2 for classical diffusion and -JIB for 
Bohm diffusion. Hence, according to eq. (1.39), p should decrease with increasing magnetic 
field, even when Bohm diffusion is assumed. However, experiments show that the IV 
becomes steeper with increasing magnetic field [Nyaiesh81 , Wendt90, Depla05a], which 
indicates that also~ should increase. Hence, also the experimentally measured magnetic field 
dependence of ~ at constant pressure conflicts with eq. (1.39), another indication that the 
physical interpretation given to~ is very questionable. 
Guimariies and Bretagne developed an interesting model for the IV of a MD 
[Guimariies91 ]: they related the electron current le, the curreOL caused by the emission of SE 
from the target, with the discharge current/d. At the cathode the relation between both is: 
14 = 11+ l,=(I+r) I, 
which leads to : 
I =...L..t 
• t+r d 
( 1.40) 
( 1.41 ) 
with r the SE yield. To deduce /d at the anode from le at the cathode they developed a model 
to calculate the electron energy distribution function (EEDF) taking into account electron 
interactions with argon atoms and ions and other electrons. Two loss mechanisms for 
electrons are considered: electron-ion recombination and the scattering of electrons out of the 
plasma region. The latter happens when an electron undergoes a collision within the border of 
the discharge. The thickness of the border region is of the order of the Larmor radius. The 
discharge current/d is then given by the amount of collisions occurring in the border region of 
the plasma and no electric field is needed to extract the electrons from the plasma. The ratios 
found for /,//din this way are in good agreement with the ones deduced from eq. (1.41) using 
r= 0.07, theSE yield of molybdenum for which the model was applied. Hence, the electron 
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current to anode is calculated without the electric field in the bulk region or the electron 
diffusion coefficient across the magnetic field tines. 
Kuwahara and Fujiyama report the IVs of a multi-target planar magnetron with a 
uniform but rather weak (<200 G) magnetic field [Kuwahara94]. They proposed a model for 
the IV based on the CL law (eq. (1.26)) in which the sheath thickness deL was replaced by the 
Larmor radius corresponding with the average energy of the high energy electrons in the 
discharge. The wall potential Vw is replaced by Vd-Vo, with Vo the "voltage at 1=0 on the 
prolongation of the current-voltage characteristic". Hence, they find basically the same IV as 
for the diode discharge (eq. (1.35)). 
1.3.4.4 Non-typical magnetron discharge conditions/configurations 
It is also interesting to look at the fVs measured in "non-standard" magnetron 
conditions as they sometimes reveal interesting characteristics. Wang and Cohen reported TVs 
for a hollow cathode magnetron [Wang99]: for high pressures the results could be fitted using 
eq. (1.34), for low pressures they used the expression 
( 1.42) 
Note that the voltage Vr is not the same as Vo: "The physical meaning of V, has something to 
do with the residual energy of a primary electron leaving the plasma" [Wang99]. Vr is 
approximately 350 V and higher below 1 mTorr and drops sharply to become zero around 
5 mTorr. 
Musil and co-workers investigated the influence of boles (0 2 mm) in the target 
through which the discharge gas was fed [MusilOl]: the hollow cathode discharges created in 
the holes enabled magnetron operation at lower discharge voltages and at lower pressures. 
The influence of the race-track length on the IV was investigated in [Musil99]: for a given 
target they recorded the IV of one short discharge, one long discharge and two short, 
simultaneously run discharges and concluded that the longer the race-track length, the lower 
the discharge voltage needed to draw a certain discharge current. 
Posadowski and Radzimski measured IVs in the case of high power/self-sustained 
sputtering [Posadowski93]. For materials that can be run in self-sustained mode (Ag and Cu) 
the discharge voltage saturates with increasing discharge current and even decreases again at 
high currents. For materials that cannot be run in self-sustained mode (Al) such a saturation is 
not observed: the slope MJ6. Vd remains practically constant. Posadowski reported the 
influence of the B-field, target diameter and thickness on the IVs in the case of high power 
sputtering of Cu and Ni [PosadowskiOl , Posadowski04]. These IVs show as well positive as 
negative MJ6. Vd values and do not fit eq. (1.34) at all. 
Cuomo and Rossnagel measured the IV of a magnetron in which electrons (from a 
hollow cathode discharge) were injected: for large enough electron addition in the magnetic 
trap of the discharge, large currents (> I A) could be achieved for discharge voltages as low as 
30 V [Cuomo86]. 
Bradley and Cecconello used an unbalanced magnetron to study IVs [Bradley98b]. For 
a new target, i.e. no erosion groove fonned yet, the measured IVs could be fitted using 
eq. (1.38). However, as the erosion profile evolved with time a change in the IV occurred: 
below -600 V the discharge current increased (up to a factor two) compared with the non-
eroded target. At higher Vd the effective plasma impedance was negative and the Id decreased 
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with increasing Vd. By driUing holes in the target they could increase the discharge current by 
a factor 1.8 at a given discharge voltage and working pressure. 
1.3.4.5 Simulation results 
Simulations of the IV are scarce. Shidoji et al. reproduced an IV [ShidojiOla]: 
compared with experiments it appeared that the lV was shifted to lower discharge voltages. A 
good result was obtained when theSE yield was reduced by a factor two. Although Shidoji et 
al. found this an unrealistic solution, recapture of SE can very well account for this low SE 
yield (section 1.2.2.3). Also Kondo and Nanbu simulated an lV [KondoOI]. They report a 
negative slope, i.e. the discharge current decreases with increasing discharge voltage above 
400 V. They attributed this effect to the short cathode-anode spacing (20 mm) used in the 
simulation. 
1.3.5 Bulk plasma characteristics 
The term "bulk plasma" is used here to deflne the plasma region that is neutral or 
quasi-neutral. Hence, it is the MD region except for the cathode sheath. A first problem when 
describing the bulk plasma is that the region is not uniform at all: the further away from the 
cathode, the smaller the charged particle density. This will also influence other plasma 
characteristics, making this region difficult to characterise. The extension of the bulk plasma 
is determined by the anode and the balancing of the field. For a balanced magnetic field, the 
situation is sketched in Fig. J .15a: because the electrons follow the magnetic field lines, the 
anode extends along the magnetic field line that it intersects. This way a virtual anode is 
created and the MD is limited to a well-defined region. However, the plasma can also be 
allowed to spread out (Fig. l.l5b). Unfortunately, the anode position and the balancing of the 
magnetic field are aspects of the magnetron that tend to be neglected when documenting the 
magnetron properties, which makes it difficult to clarify their role in the reported 
experiments. 




a) Target b) 
Fig. 1.15 Sketch of the bulk plasma region as bounded by the virtual anode for a balanced (a) and unbalanced (b) 
magnetrOn. For the balanced magnetrOn the plasma is limited to a well-defmed region whereas the plasma region 
in an unbalanced magnetrOn is not limited by the virtual anode. Hence, it needs another boundary, e.g. the 
substrate or chamber wall. 
First, the spatial profile of the plasma (section 1.3.5.1), the plasma density (section 
1.3.5.2) and the sputtered particle density in a MD (section 1.3.5.3) are discussed. This is 
followed by the potential distribution in the bulk region (section 1.3.5.4). Afterwards, the ion 
and electron energies are treated (sections 1.3.5.5 and 1.3.5.6, respectively). 
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1.3.5.1 Spatial profile 
To assess the distribution of the plasma in a MD, the plasma emission of the different 
species (argon atoms and ions and sputtered particle atoms and ions) can be used because it 
allows determination of their relative density in the discharge. The techniques used are plasma 
emission monitoring, optical emission spectroscopy, computer-tomography or laser-induced 
fluorescence. 
(a) 90 8 
90 
70 6 
.!! 60 5~ ~ 50 
Q. < 4a 
-;:: 40 = 




-00 -40 -20 0 20 40 60 
Ul.orol pooh ion (mm) 
1- Arl-ArDJ 




'ii 30 1 
si 6..25 a. 






0 20 40 eo 
Uleral potlilion (mm) 
n• lliiJ 
Fig. 1. 16 Profiles of plasma emissivity at 2.5 mm above the target for argon (a) and titanium emission (b) at 5 Pa 
and 18.6 Wand B.,..= 300 G. The bold Line is the atomic emission, the thin line the ionic emission. Taken from 
[Cbristou02]. 
One would expect the radial argon ion density to reflect the erosion profile, because 
the ions are accelerated in a straight line to the target where they cause the erosion. This is 
confinned in [Debal98] where it is reported that the emission of the Ari (argon atoms) and the 
All (aluminium atoms) lines is similar and can be correlated with the erosion profile 
(50 mTorr, O.J 33 A). However, in [Christou02] the MD in the case of Ti sputtering in argon 
(5 Pa, 18.6 W) is studied. They recorded a two-dimensional profile for the emission lines Arl 
(argon atoms), Arll (argon ions), Til (Ti atoms) and Till (Ti ions). They report that for both 
Ar and Ti the radial distribution of the atoms is radially more outward than the one from the 
ions (Fig. 1.16). The radial shift is attributed to the temperature gradient in the plasma: at the 
edges the temperature is lower which leads to relatively less ions. Based on this work there 
should be a small discrepancy between the atomic emission profile (Ar and/or Ti) and the 
erosion profile. 
The pressure dependence on the 2D spatially-resolved emission of a MD is reported in 
[DebalOO] for aluminium sputtering in an argon/nitrogen mixture: increasing the total pressure 
from 50 to 150 mTorr brings the Ar emission clearly closer to the target whereas it hardly 
affects the AI emission. In pure argon, a power increase at 50 mTorr from 20 to 60 W had 
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practically no influence on the distribution. From their measurements it follows that the 
emission of AJ is radially slightly more outward than the one of Ar. 
1.3.5.2 Plasma density 
Typical plasma densities in a MD are around 1010-1011 /cm3, depending on the discharge 
current density. For a given current density, the plasma density is practically independent of 
the gas pressure. Consequently, the maximum ionisation degree, which is below 1%, 
decreases with increasing pressure. 
a) 





Fig. 1.17 a} Schematic diagram of the magne1ton showing the magnetic field configuration and the emissive 
probe. The broken line represenlS the boundary between the open and closed field lines. b) The corresponding 
ion density in the bulle plasma at 0.26 Pa and Vd = 330 V. The ion density increases towards the region of the 
magnetic trnp. A local maJdmum occurs in the area of the magnetic null. Taken from rBradleyO I] . 
An important property of the plasma is the charged particle density. This density can 
also be expressed using the ionisation degree, the ratio of the charged and neutral densities. 
The absolute density of the charged particles can be measured using a Langmuir-probe (LP) 
or using optical absorption measurements. An example of a 20 spatial overview of the ion 
density is reported in [BradleyO I]. The magnetron configuration and measured ion density 
distribution are reproduced in Fig. 1.17: as expected the ion density increases towards the 
region where the HEE are trapped. The blank region close to the cathode is due to the 










0.10 1.00 10.00 100.00 
pressure (Pa) 
Fig. 1.18 The ionisation degree (in%) as a function of gas pre.'\Sure based on the data of Table 1.3. The symbols 
differentiate between experimental resultS ( .A. ) nnd self-consistent simulation resullS from Shidoji et al. ( x ) 
and Kondo and Nanbu ( 0 ). The full lines indicate a pressure dependence 1/p and llp1• 
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p s_ 
'· 
v. p n z 10 kT. comment Reference 
(Pa) (G) (A) (V) i(Wl (1010/cm') (mm) (%) (eV) 
Experimental results 
0.67 165.00 0.10 1.30 8.00 0.0078 23.00 peak [Rossnagel86] 
4.00 165.00 0.10 5.00 2.00 0.0050 6.00 ooak 
40.00 280.00 -450 350.00 5.00 0.0350 8.00 ooak Fu'ila86 
1.10 245.00 0.05 1.49 6.80 0.0054 4.50 II (Sheridan89a] 
1.10 0.30 10.50 6.80 0.0382 3.10 II 
0.96 245.00 0.15 -400 60 2.70 10.00 0.0113 3.00 II Goeckner90 
0.10 245.00 0.02 -400 8 5.00 10.00 0.2000 ·II [Sheridan90b) 
20.00 245.00 0.60 -400 240 80.00 10.00 0.0160 ·II 
1.33 -400 0.40 5.00 0.0012 · 'oeak ldo93a 
0.40 1.00 10.00 75.00 0.1000 5.50 II lvanov94 
5.33 0.03 8.00 10.00 0.0060 (Dony95] 
8.00 0.03 10.00 10.00 0.0050 
10.67 0.03 12.00 10.00 0.0045 
16.00 0.03 12.00 10.00 0.0030 
1.00 245.00 0.05 -400 20 0.60 25.00 0.0024 2.00 II Sheridan95f 
0.17 250.00 1.00 19.20 10.00 0.4608 6.50 Btadlev96 
0.40 0.75 3.00 15.00 0.0300 1.00 (Spatenka97] 
5.00 0.75 2.50 20.00 0.0020 0.40 
0.10 2.00 -400 800 10.00 230.00 0.4000 7.00 ll.ooak reclanoular SeriaMIOO 
1.00 300.00 300 15.00 13.00 0.0600 2.30 II [MartineS01J 
1.00 300.00 500 22.50 13.00 0.0900 2.30 II 
1.00 300.00 40 1.00 13.00 0.0040 2.20 II 
0.26 300.00 0.50 ·330 165 9.00 10.00 0.1385 8.00 II Btadi9'J(]1 
0.67 214.00 0.60 ·575 345 3.00 30.00 0.0180 3.50 reclangular (Aeld02] 
5.33 214.00 0.60 -409 245 5.50 30.00 0.0041 1.70 
0.40 300.00 ·350 11.00 70.00 0.1100 3.25 II Seo04b 
3.60 300.00 ·350 16.00 70.00 0.0178 3.2511 
Self-consistent simulation results 
0.67 175.00 73.30 500 37 2.10 10.00 0.0126 • rec1anguiar (Nanbu97) 
0.67 350.00 187.80 500 94 2.60 4.00 0.0156 · rec1anguiar 
0.67 700.00 226.90 500 113 1.60 2.00 0.0096 • reclangular 
0.33 350.00 160.20 500 80 2.30 10.00 0.0276 • reclanoular 
0.67 325.00 34.90 500 17 1.10 8.00 0.0066 . (Kondo99a] 
0.67 487.50 45.90 500 23 1.30 5.00 0.0078 . 
0.67 650.00 46.20 500 23 1.60 4.00 0.0096 . 
0.67 325.00 49.50 500 25 1.70 5.50 0.0102 . 
0.67 162.50 21.80 300 7 2.60 4.00 0.0156 (Kondo01) 
0.67 162.50 28.20 400 11 3.80 5.00 0.0228 . 
0.67 162.50 15.60 500 8 1.50 7.00 0.0090 
0.67 162.50 13.40 600 8 1.50 9.00 0.0090 . 
0.67 325.00 74.50 300 22 6.00 2.00 0.0360 
4.00 110.00 ·160 3.00 10.00 0.0030 Shidol99a 
0.67 100.00 -340 4.00 12.00 0.0240 [Stlidoji01 a] 
0.67 240.00 ·240 6.00 7.00 0.0360 
1.33 240.00 ·240 9.00 7.00 0.0271 
0.67 180.00 9.70 ·200 1.9 0.20 5.00 0.0012 Shidoi01b 
0.67 180.00 1.40 ·200 0.3 0.08 11.00 0.0005 ·II 
0.67 180.00 7.00 ·200 1.4 0.20 6.00 0.0012 Shidoil03 
0.67 360.00 8.10 ·110 1.4 0.22 4.00 0.0013 . 
Table 1.3 Overview of reported plasma densities, bolh experimentally measured (upper part) as well as self· 
consistently calculated (lower part). The table lists lhe gas pressure p, the maximum magnetic field B.,.., the 
discharge current/d and discharge voltage Vd, lhe electrical power P, lhe plasma density n and its height above 
lhe target z. the ID and lhe (highest) kT. when these properties are reported. In the comment column it is 
indicated when the measured density is a peak density (i.e. an absolute maximum). For the simulation results aU 
the densities are peak values. lf explicitly mentioned in lhe reference, also lhe type of balancing (I or II) of lhe 
magnetron is given. The data are obtained for cylindrical planar magnetrons, except when mentioned olherwise. 
An overview of different plasma density measurements reported in literature is given 
in Table 1.3. Also self-consistent simulation results are included. When a radial and/or axial 
profile is given in the reference, the h.i~est reported density is listed. Typical plasma 
densities are clearly in the range 1010-101 /cm3• The ionisation degree (ID) was calculated, 
assuming a neutral particle density of 2.5xl013/cm3 at 0.1 Pa and is shown as a function of gas 
pressure (Fig. 1.18). Of course, the ID depends also on the electrical power input (section 
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1.4.3.4), but the general trend is a decrease in ID with increasing pressure. This is due to the 
fact that for a given discharge current, the plasma density is only very weakly pressure 
dependent (see e.g. [Spateoka97, Field02J). From the cited plasma density measurementS, it 
follows that the ID is at most I% in magnetron discharges. 
1.3.5.3 Density and ionisation degree of sputtered particles 
According to the applied power sputtered particle densities vary from 1010 to 1011/cm3 in a 
typical MD. Because of the low ionisation threshold for metals, the ionisation degree of the 
sputtered particles is of the order of 1 to 10%. 
MeasurementS of the absolute density of sputtered particles based on optical 
adsorption are performed in [Dony97] for AI sputtering in argon: the reported Al-densities are 
approximately 1011/cm3 at 6 Pa (8 mm above the target, 30 rnA), which corresponds with an 
AUAr ratio of l/15000. Using the same technique, Leroy et al. measured sputtered Ti 
densities [Leroy04]: the density varies from approx. 2xl010/cm3 (95 mm above target, 0.1 A) 
to almost 4X I0 11/cm3 (25 mm above target, I A) at 4 Pa. This corresponds with an Ti/Ar 
density of respectively 1/50000 and 1/2500. According to [Christou02j the density at 2.5 mm 
is about 10 times as high as at 17.5 mm above the target. Combining both results leads to the 
estimate that, close to the cathode, the ratio of the sputtered particles and the argon atoms 
would be at most 11250. 
From a practical view-point, the ionisation degree of the sputtered particles is 
important: the energy and arrival direction of the ionised sputter particles can be controlled by 
a bias voltage, which allows for tailoring the film properties (sec e.g. [lvanov94]). This 
explains the recent interest in high power pulsed sputtering as this technique leads to a large 
fraction of ionised sputtered particles (see e.g. [Ehiasarian02, Christie05). lnitially, no 
positively ionised sputtered particles can leave the negatively charged target. However, during 
transport through the discharge, the sputtered particles can become ionised. Whereas the 
argon atoms are practically exclusively ionised by one step impact ionisation, the low 
ionisation threshold of the sputtered metal particles (6 to 9 eV) turns Penning ionisation into a 
relevant process. According to [Schulte97] this process becomes important at higher 
pressures, in their experimentS above 2 Pa. 
Christou and Barber measured the ionised fraction of Ti in Ar at 3 Pa at the target 
[ChristouOO]: the fraction decreases from above 10% at very low powers (<5 W) to below 2% 
at 60 W. They obtained the ionisation degree by comparing Ti and Ti+ emission lines. Leroy 
et al. report an ionisation degree of Ti of around 2% in Ar at 4 Pa and ~ = l A using an 
optical absorption diagnostic technique [Lcroy04]. 
1.3.5.4 Potential distribution 
For balanced magnetrons with a well-defined discharge area, the bulk plasma is electric field 
free, except for the presheath where a typical electric field strength of the order of 1 V/mm is 
observed. The plasma potential is slightly positive (some volts) and depends on the 
pressure. For unbalanced magnetrons the situation is Jess clear: large potential drops might 
occur far from the cathode but the "discrepancy in spatial structure of the plasma potential in 
the bulk discharge region has not yet been elucidated' (Seoo4a). 
ln principle the bulk plasma is the region with charge neutrality and without potential 
gradientS. An exception is the preshcath, which is assumed quasi-neutral. The potential drop 
over the presheath is of the order of kT./2, i.e. some eV (section 1.3.3. 1), which is very small 
compared with the potential drop over the cathode sheath. As the prcsheath extends about one 
centimetre in the plasma, e.g. [Shidoji94J, a good estimate for its electric field is l V/mm. 
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This is in agreement with measurements reported in [Rossnagel86, Bowden93, Field02, 
Seo04a-c]. Also MC-PIC simulations confirm these results, e.g. [Kondo99a, Shidoji99a]. 
These flat potentials in the bulk plasma agree also with the measurements for post magnetrons 
[BehnkeOO, Yeom89]. Tbe plasma potential is slightly positive, e.g. from 1 to 3 V from 1.5 to 
8 em above the target at 0.4 Pa [Spatenka97], from I to 3 V from 3 to 10 em above the target 
(40 mTorr) [Field02]. The floating potential is around -5 to -10 V and practically flat at some 
centimetres above the target but it decreases rather strongly closer to the target: in [Fujita86] 
the floating potential drops to approximately -30 V at some millimetres above tbe target. 
In the previous case, the measurements of the plasma potential in the planar magnetron 
case were for balanced magnetrons, it is to say the authors do not mention anything specific 
about the balancing. Hence, the situation sketched in Fig. 1.15a can be assumed. From the 
mentioned results, only the ones in [Seo04a-c] were acquired using an unbalanced magnetron 
(type IT). This is surprising as other measurements sbow a rather strong variation in the 
plasma potential for unbalanced magnetrons: potential differences far into the plasma of 20 V 
[Bingsen92] and 40 V (at 100 W) [Bradley97, BradleyOJ] are observed. Measurements 
reported in [Spolaore99] on an unbalanced magnetron of type II show that for high power 
(100 W) the plasma potential is practically flat in the region 15 to 35 mm above the target, for 
low power (25 W) the plasma potential varies with approximately 10 V. Simulations in 
[ShidojiOlb] show that for an unbalanced magnetron (type IT) a potential drop of 
approximately 20 V is formed in front of the anode in order to extract the electrons from the 
discharge. For a balanced magnetron on the other band, the simulations show that the 
potential is basically flat in the bulk plasma. 
1 .3.5.5 /on energy 
The plasma in a MD is a non-equilibrium plasma, hence it is not possible to define an 
ion temperature: ions are accelerated in the presheath and become energetic. The average ion 
confinement time is too short in comparison with the collision rate so that no equilibrium can 
be reached. Nevertheless, Goeckner et al introduced an effective ion temperature which gives 
the velocity of the ions [Goeckner90]: their measurements show that the ions have an energy 
of approximately 0.26 eV in the radial direction and a higher energy (0.64 eV) in the 
azimuthal direction. They conclude that it is unclear why the effective temperature is higher in 
the azimuthal than in the radial direction. 
1.3.5.6 Electron energy: electron. temperature and EEDF 
As the electron energy distribution function in a MD is not Maxwellian, the concept of electron 
temperature is not fully applicable but it can be used as average electron energy. The 
electron temperature in the bulk Is typically 1 to 5 eV and increases up to some tens of eV 
towards the cathode. 
To characterise the energy distribution of the electrons in a plasma the Electron 
Energy Distribution Function (EEDF) g(E) is used. It is defined such that: 
" 
n. = Jg(E)dE (1.43) 
0 
Another function that is often used is the Electron Energy Probability Function (EEPF) gp(E), 
defined as: 
g (E)= g(E) 
p JE (1.44) 
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Based on the EEDF the average electron energy Eavg is given by: 
(1.45) 
For a Maxwellian distribution, the elecLron temperature kT. is given by 2/3Eavs· 
Typical values reported for kTc are in the order of 1-5 eV for the bulk plasma. The 
radial dependence is reported in e.g. [Sheridan95, Spatenka97], the dependence in the 
direction perpendicular to the target in e.g. [Rossnagel86, Rossnagel87b, Kuwahara98, 
Sheridan98]. A 20 spatial overview can be found in e.g. [Fujita86, Tao96, Field02]. The non-
uniformity of the MD is responsible for the (strong) increase of the electron temperature 
towards the cathode. In [Tao96] close to the target eleccron temperatures up to 60 eV are 
reported, in [Rossnagel86] up to 23 eV at 5 mTorr and in [Bradley98a] up to 13 eV at 
1.25 mTorr. The kTe close to the cathode have to be interpreted with care because LP 
measurements close to the cathode region can influence the discharge (section 1.3.5.2). 
Furthennore, as the electrons in a MD have an Ex.B drift component which is around 
I 0% of the thennal velocity (section 1.3.6.1 ), this drift velocity needs to be taken into account 
when interpreting the Langmuir probe characteristics as shown in [Sheridan94]. lf the drift is 
neglected the calculated electron temperature kTc is too large and the plasma potential Vp too 
low: using a stationary model (no drift) they calculated Vp = -2.35 V and kTe = 4.47 eV, using 
the correct drift-modelthey found Vp = -0.038 V and kTe = 1.33 eV. 
Moreover, a problem is that the EEDF in a MD is not Maxwellian. This means that the 
concept of electron temperature is not fully applicable and that "the electron temperature 
deduced from probe measurements can characterise no more than rhe mean electron energy, 
and cannot be used for calculations of excitation or ionisation rates" [Godyak90]. A first 
deviation from the Maxwellian distribution is that the EEDF has a high energy tail. This is 
shown in [Guimariies91 ]: the calculated results show that the EEDF is almost constant in the 
range 100 to 500 eV. The upper limit corresponds with the discharge voltage. The results also 
show that it is necessary to account for the Coulomb collisions to reproduce the EEDF 
correcUy at low energies. 
A second deviation from the Maxwellian distribution occurs at low energies: several 
authors report the existence of two electron temperatures, e.g. [Sheridan91 a, Ivanov92, 
Sheridan95, Spatenka97, SerianniOO, BradleyO I , Field02, Seo04a]. Both in [Sheridan91 a] and 
[BradleyOJ] it is shown that within the region with closed magnetic field lines there is only 
one electron temperature, in the region outside this region there exists a hot and cold electron 
temperature. The hot one corresponds with the electron temperature inside the closed 
magnetic field lines. Seriaoru et at. reported a similar resul t for two facing magnetrons in the 
closed field configuration [SerianniOO): in the region between the two magnetrons one 
electron temperature was observed within the region enclosed by the magnetic field lines, 
outside this region two electron temperatures were observed. The phenomenon of two 
electron temperatures is explained by considering the loss mechanism for the electrons: Seo et 
al. showed the transition from a hi-Maxwellian distribution to a single Maxweman 
distribution by increasing the bias of the anode from +5 V to -30 V [Seo04a]. In [Seo04b] it is 
shown that the structure of the electron energy probability function at low elecLron energies 
can give rise to large discrepancies between the kTe measured using a planar and cylindrical 
Langmuir probe (see also section 1.4.2.4). 
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1.3.6 Electron transport 
Probably one of the least understood aspects of the planar d.c. MD is the transport of 
the low-energetic bulk electrons. First, the ExB drift of the electrons is discussed, then 
follows the anomalous electron transport. 
1.3.6.1 ExB drift 
Charged particles in a crossed electric and magnetic field undergo a drift in the 
direction perpendicular to both the electric and magnetic field, the so-called ExB drift or Hall 
drift with drift velocity vEx.B given by [Garcia03]: 
ExB 
v =--
t:I<B 8 2 ( 1.46) 
Of course, this equation applies only when the movement of the charged particle is 
magnetised in the considered time or space interval. This is easily understood by comparing 
the electron and ion behaviour: although the ExB drift is charge and mass independent, 
eq. (1.46) is only valid for the electrons in the MD. The reason is that the electron Lannor 
radius is of the order of one millimetre while the ion Larmor radius is of the order of one 
metre. Hence, on the length scale of the discharge region the ions can be considered non-
magnetised. 
Experimental measurements show a ExB velocity vExB of the electrons from 
approximately 5xJ05m/s (15 mm above target) to l05m/s at 40 rnm above the target at I Pa 
[Sheridan98] and 1.3xl06m/s (13 mm above the cathode) at 0.42 Pa [Sheridan94]. In 
[Fujita86] a practically constant drift velocity of 7.3xl04m/s from 2 to 35 mm above the target 
was reported. Bradley et al. differentiated between the drift velocity in the sheath, the 
presheath and the bulk region [BradleyOl]. The drift velocity was estimated to be 2xl06m!s in 
the sheath and 1 x l 05m/s in the presheath. Because of the large potential gradients ( -10 V /em) 
measured in the bulk region, Bradley et al. estimated that the sheath and presheath region only 
account for 20% of the total ExB current, the remaining 80 % is carried by the bulk plasma. 
Given the typical drift velocities, vex8-lx105m/s, and the velocity corresponding with the 
electron temperature kTe. 1.3x106m/s at 5 eV, it follows that the drift velocity VExB is roughly 
10% of the them1al speed. Hence, the electron drift needs to be taken into account when 
measuring kTc (section 1.3.5.6). 
Shidoji et al. found Hall drift velocities in the range 4 to 10xl05m/s [ShidojiOO]. The 
result was obtained using a Monte Carlo method in which only the HEE were considered 
(until their energy dropped below the ionisation threshold). The electric field in the cathode 
sheath was used as an input parameter; no presheath was taken into account. 
1.3.6.2 Anomalous electron transport 
Experimental observations show that the electron transport in the direction perpendicular to 
the magnetic field lines is higher than can be expected from classical theory. This anomalous 
electron transport is generally attributed to instabilities in the discharge and does not only 
appear in magnetron discharges. Although its origin seems to become unravelled, 
anomalous electron transport seriously hampers self-consistent magnetron modelling 
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A. Indications for anomalous electron transport in the MD 
The problem of the anomalous electron transport becomes apparent when looking at 
the current carriers in the plasma. At the cathode side the total discharge current/d is given by 
eq. ( I .40). Given the typical values of"( (section 1.2.2.1), it follows that the current is carried 
mostly by the positive argon ions. At the anode side, the current is carried exclusively by the 
electrons. As the HEE are trapped in front of the cathode by the magnetic field, the current to 
the anode is mostly due to the low-energetic bulk electrons. Experimental evidence of the 
electron-drift towards the anode is presented in [Sberidan95]. Of course, the transport of the 
bulk electrons towards the anode is hampered by the magnetic field. According to classical 




with v the collision frequency of the electrons and e the elementary charge unit. The mobility 
1-l.J. in the direction perpendicular to the magnetic field lines is given by [Chen03]: 









In magnetron discharges the electron collision frequency v is of the order 107 -108Hz (pressure 
dependent), (.1) of the order 1 to I 0 GHz (magnetic field dependent). Given this large (.1)/v ratio, 
eq. (1.48) simplifies to: 
(1.50) 
The dependence of the mobility on the magnetic field is given in Fig. 1.19a. 
The ion mobility J.11 in an electric field is also given by eq. ( 1.47) when m is replaced 
by M and v by v~, the ion collision frequency (around 105 Hz at 0.5 Pa). Hence, J.li is much 
lower than the electron mobility 1-l· However, the ions are not magnetised and their mobili ty 
remains unchanged for increasing magnetic field . This means that the ion mobility becomes 
larger than the electron mobility above a certain magnetic field strength as illustrated in 
Fig. 1.19a for 0.1 and 5 Pa. This has an important consequence for the discharge: instead of a 
positive space charge that forms the cathode sheath, a negative space charge sheath should 
form in front of the anode as discussed in [Pekker95] and as illustrated by the PIC-MC 
simulations in [Vanderstraaten98a.b]. However, experimental evidence exists that such a 
negative space charge is not formed in MD for the considered magnetic field strengths 
[Vanderstraaten98b], which is a first indication of anomalous electron transport in the 
direction perpendicular to the magnetic field. 
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Fig. 1.19 a) Magnetic field dependence of the Bohm and classical electron mobility (at 0.1 and 5 Pa) in the 
direction perpendicular to the magnetic field. Also the ion mobility J.li at 0 .1 and 5 Pa is indicated. b) Pressure 
dependence of the Bohm and classical electron mobility in the direction perpendicular to the magnetic field at 
50, 100, 200 and 400 G. Also the ion mobility J.l;, which is independent of the 8 -field, is indicated. 
ln a plasma the current density in a region with electric field E is given by: 
j = u PE 
with the plasma conductivity crp defined as: 





Assuming classical diffusion (i.e. using eq. (1.50)) combined with the defmition of the 
Larmor frequency co (eq. ( 1.49)) the current density can be written as: 
. ev E nevE 
J.t = ne mol = BOJ (1.54) 
On the other hand, given eq. ( 1.46), the ExB current density jExB can be written for 
perpendicular E and Bas: 
. E 
h :xs = nev bY.H = ne B 
From eq. (1.54) and eq. ( 1.55) it follows that: 
(1.55) 
(1.56) 
Note that this equality is only valid in the assumption of classical diffusion. For 0.2 Pa and an 
electron energy of JO eV v is approximately 107 Hz, taking into account ionisations, 
excitations and elastic collisions (both with electrons and atoms). The Larmor frequency co is 
around 5x I 09 Hz for 300 G. Hence, the ratio jp.xsfh is approximately 500. The ratio h::xsfjd has 
been measured experimentally lRossnagel87a, BradleyOI). Bradley et al. deduced the ratio 
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from the estimated and measured vexs-values (section 1.3.6.1 ). Rossnagel and Kaufman 
measured total Hall drift current by measuring the induced magnetic field [Rossnagel87a]: 
lexa varied between 2 and 9 times the discharge current /d, the highest values occurring at the 
lowest pressures and highest powers. By estimating the surface area for /d and IExa. they were 
able to estimate jexsfjd. In [Rossnagel87al the ratio is estimated to be at most 16, in 
[BradleyOl) the ratio is for the whole discharge around 8 with localised values up to 25. 
Hence, both report ratios much smaller than the classical value for ro/v, a second indication of 
anomalous electron transport in the direction perpendicular to the magnetic field. 
Both in [Rossnagel87a] and [BradleyO I] it is suggested that the resullS are in line with 
Bohm diffusion. In this case the mobility in the direction perpendicular to the magnetic field 
lines ~.L.B is defined as: 
I 
Pu = 168 (1.57) 
Hence, the mobility is inversely proportional with the magnetic field strength B (Fig. 1.19b). 
For Bohm diffusion the ratio ro/v is equal to 16, which agrees rather well with the mentioned 
experimental ratios for jexs/jd. However, although Bohm diffusion is at low pressure clearly 
stronger than classical diffusion, the electron mobility remains smaller than the ion mobility 
for the typical working parameters of the MD. Fig. 1.19b shows that close to the target (strong 
B) Bohm diffusion is stronger, but further away from the target (weak B) classical diffusion 
might still be stronger. 
B. Possible origins of the anomalous transport 
Experimental efforts to clarify the anomalous transport mechanism in magnetrons 
have been done. Fluctuations in the electric field have been observed and could be responsible 
for the phenomenon. Instabilities in the electric field in the low-frequency range, Low meaning 
below the plasma-ion frequency which is 3.3 MHz at a plasma density of 1010/cm3, are 
reported: Sheridan and Goree found a peak at 5 kHz which they attributed to the ion cyclotron 
resonance and some secondary peaks around 200kHz [Sheridan89a). However, they 
concluded that these instabilities are not responsible for the anomalous electron transport 
[Sheridan89aj. 
Martines et at. reported oscillations in the order of 100kHz and attributed them to the 
density gradient caused by the ExB drift [MartinesOl]. This agrees with the fluid model 
developed in [VanderstraatenOO) which prediclS unstable oscillations with frequencies above 
the ion-neutral collision frequency (- I 00 kHz) in the ExB direction. It is suggested that these 
oscillations "may contribute to the anomalous transport''. Oscillations below 15kHz are also 
reported in [Bilyk04] for two differeD! cylindrical magnetrons. The observed peaks in the 
spectra are explained as a "result of non-linear coupling (deterministic chaos) rather than 
result of certain simple phenomena (e.g. ion gyromotion)" [Bilyk04j. Also in this work is 
suggested that "the stochastic fluctuations helped the transport of charged particles across 
the magnetic field". 
Next to these low-frequency instabilities, also instabilities at higher frequencies have 
been measured: in [Pal04] instabilities io the ExB flow with a characteristic frequency 
between 50 and 100 Mhz are measured for a cylindrical magnetron, but only below 0.4 Pa. 
This frequency is in between the ion collision frequency V t ( -20 MHz) and the electron 
cyclotron frequency v (-1 to 10 GHz). For these instabilities, the amplitude peaks as a 
function of the magnetic field strength, the frequency increases with magnetic field strength. 
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Oscillations at even higher frequencies are reported by Gopalraja and Forster who observed 
oscillations at22, 240 and 262 MHz in a planar magnetron [GopalrajaOO). 
More in general, promising fundamental recent investigations regarding the electron 
transport across inhomogeneous magnetic fields are reported in [Kumar02, Kumar04) where a 
plasma created in a multicusp bucket source is allowed to diffuse across inhomogeneous 
magnetic fields. The existence of shear in the electric field near the magnetic sheath is 
reported. In that magnetic sheath the plasma is turbulent, outside the sheath it is quiescent. 
The turbulent electrostatic fluctuation has a frequency between the ion and electron Larrnor 
frequencies. They mention that the fundamental reason for the plasma turbulence is the 
trapping of energetic electrons. These results agree with the afore mentioned measured 
electric field oscillations of [Sheridan89a] and [MartioesOl]. 
It is also interesting to look at stationary plasma thrusters, a kind of Hall effect 
thrusters. In the exhaust region of such devices a similar situation as in MD is encountered: 
electrons in a region with a crossed electric and magnetic field diffuse in the direction 
perpendicular to the magnetic field lines and the classical expression for Jl.t underestimates 
the transport. The observed anomalous transport in the exhaust region is generally linked to 
electric field fluctuations or turbulence, although also the electron-wall interaction is 
mentioned as a possible explanation, e.g. [Hagelaar03]. More about this topic can be found in 
[Ahedo03]. Here, we only mention that this link was made for the first time in [Janes66] 
(according to [Ahedo03]). In that work, the plasma density was found to oscillate in the 
azimuthal direction, i.e. the ExB direction. The accompanied density gradients cause an 
oscillating electric field in the same direction. As the oscillations of the electric field and the 
plasma density are correlated a net electron current flows in the direction perpendicular to 
both B and the azimuthal direction. This net electron current gives the anomalous diffusion. In 
[Janes66] the possible origin for these non-uniformities is suggested to be the ionisation 
mechanism. However, in [Chable05] an overview is given of measured low frequency 
(<100kHz) oscillations and they are classified in four groups, each with different (possible) 
origins. 
C. Modelling of the anomalous drift 
[n Hall effect thrusters, it has been tried to include anomalous diffusion in the 
simulations. The empirical relation proposed for Jl.t.H. the electron mobility across the 
magnetic field lines in the exhaust region is [Hagelaar03, Bareilles04): 
(1.58) 
with K an empirical parameter. Hence, they combine the classical and Bohm diffusion. Good 
agreement between the experiments and simulations is obtained for K-0.2 [Bareilles04]. 
Another way to introduce the anomalous electron transport is by introducing an extra type of 
collisions for the electrons, the Bohm diffusion coJiisions v8 , with frequency: 
VB= a@L (1.59) 
with o: an empirical parameter, see e.g. [Ahedo03, Smirnov04]. For "true" Bohm diffusion o: 
should be equal to l/l6. However, both numerical simulations and experiments indicate 
o:"' lxl0"2 in Hall thrusters. Hence, using a phenomenological approach, the influence of 
anomalous diffusion can be modelled. To our knowledge, no similar approach exists for the 
MD. 
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1.4 Influence of the external parameters 
In this pan, the influence of the external parameters on (some of) the characteristics 
treated in the previous section will be discussed. The considered external parameters are: 
magnetic field (section 1.4.1 ), gas pressure (section 1.4.2), electrical power (section 1.4.3), 
target material (section 1.4.4), discharge gas (section 1.4.5) and anode (section 1.4.6). 
1.4.1 Magnetic field 
The magnetic field is crucial for the MD as it distinguishes the MD from the glow discharge. 
Because of the magnetic field, the MD can operate at lower pressures and discharge 
voltages. This allows a higher plasma density, which leads to a steeper IV-characteristic and 
higher current densities. Increasing the magnetic field strength enhances all these effects 
although at very high magnetic field strengths the effect becomes minimal. 
1 .4.1.1 Erosion profile 
The magnetic field is the main reason for the formation of the erosion profile. 
Consequently, a change in the magnetic field structure and/or strength can influence lbe shape 
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Fig. 1.20 Measured cathode current disllibution width was a function of the square root of the Lannor radius r~.o 
which is referred to in the graphs as "Square Root of Initial Energetic Electron Gyroradius" for 5 mTorr (a), 
10 mTorr (b), 20 mTorr (c) and 50 mTorr (d). The solid lines represent the solution obtained with the thin sheath 
model (eq. ( 1.18)). The symbols indicate the slrength of the magnetic field : 8,... = 171 G ( 0 ). 228 G (+ ), 
285 G ( 0 ), 342 G (0), 456 G (6 ), 570 G ( x) and 855 G (0 ). Taken from [Wendt90]. 
The influence of the strength of the magnetic field on the width of the erosion profile 
is discussed in [Wendt88a, Wendt90]. Ln these references, eqs. (1.18) and (1.19) are deduced 
based on the simple model explained in section 1.3. 1. These equations show that the width 
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decreases with increasing magnetic field because the Lannor radius of the HEE decreases, 
which restricts the region accessible to the HEE. From Fig. 1.20 it is clear that eq. (1.18) is 
not able to reproduce the influence of the electrical power at a given magnetic field strength. 
Therefore, the model was adapted such that also thick sheaths could be modelled. This 
yielded a much better agreement between the model and the experiments. However, at high 
magnetic field strengths the thick sheath model consistently underestimates the width of the 
current distribution. 
More difficult to model is the influence of the structure of the magnetic field on the 
erosion profile. For deducing eq. (1.18) and eq. ( 1. 19), it is assumed that the magnetic field is 
symmetrical, for which a Gaussian profile with maximum on the symmetry-axis applies. 
However, in reality the magnetic field is mostly asymmetric and a Gaussian proftle is 
questionable, as e.g. in [Ido93a, Kusumoto04]. In [Ido93a] it is shown how the shape and 
position of the erosion profile are influenced by the magnetic field structure. In [Fukami87] 
the influence of the vertical magnetic field component on the erosion profile is studied. 
1.4.1.2 Discharge voltage/Discharge current/ N 
Measurements of the behaviour of the discharge voltage Vd as a function of the gas 
pressure at constant discharge current /d for different magnetic field strengths are reported in 
[Chang86]: it follows that the higher the magnetic field, the lower the required Vd to obtain a 
given Jd at fued gas pressure. In [Wendt90] the IVs move to lower discharge voltages and 
become steeper with increasing magnetic field strength. Similar results are also reported in 
[Nyaiesh81]. These results agree with the enhanced trapping of the HEE with stronger B-
field. 
Self-consistent simulations were also used to investigate the influence of the magnetic 
field on the MD. The influence of the magnetic field strength Bfll11X on the properties of the 
MD was simulated at a discharge voltage of 500 V and gas pressure 5 mTorr for a rectangular 
magnetron [Nanbu97] and for a circular magnetron [Kondo99a]. The results (Table 1.3) show 
that for the circular magnetron the electron density ne increases with increasing Bmax whereas 
for the rectangular magnetron ne exhibits a maximum as a function of Bmsu· In contrast, in 
[ShidojiOla] at 5 mTorr the electron peak density for Bmax = 100 G (Vd = 340 V) is smaller 
than the one for Bmsu = 240 G (Vd = 240 V). 
Theoretical considerations related to the influence of the magnetic field on the MD are 
formulated in [Goree9l). They define the efficiency T] as the ratio of the actual amount and 




with <.Ni> the average of "the number of ionisations that a single electron performs" and 
Ni,n!JJJ( "the number of ionisations performed by a well-confined electron in the absence of 
excitation and elastic collisions". This deftnition appears rather inconsistent as for Ni 
excitations and elastic collisions are included but for Ni.mnx not. According to [Goree91) Ni,nw. 
for Vd = 400 V is 17, which corresponds with an "effective" ionisation energy of 23.5 eV. 
This value is between the ionisation energy of argon (15.8 eV) and the actual effective energy 
(30 eV). Hence, it is not exactly clear what M.max. and consequently, T] physically represent. 
Nevertheless, the results show a strong increase in T] at low Bmax but above a certain Bnw. T] 
saturates. They deduced a similarity law to specify the optimal magnetic field. Therefore the 
dimensionless magnetic field strength ~ is introduced [Goree91]: 
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( 1.61) 
with a the radius of the position where the magnetic field is parallel to the target surface. The 
optimal magnetic field occurs around p = 10. For the magnetron they used, a equals 17 mrn 
and the optimal magnetic field is around 500 G. They argue that from practical viewpoint, a 
further increase in magnetic field strength has a negative effect as it narrows the erosion 
profile without promoting the trapping of the electrons. Experiments [Chang86, Wendt90] 
show that increasing the magnetic field keeps reducing the discharge voltage, even at strong 
magnetic fields. The amount of ionisation in the sheath increases with increasing magnetic 
field. Consequently, one emitted SE can create an avalanche of electrons in the discharge. As 
this effect is enhanced by the magnetic field strength, it might explain why the discharge 
voltage decreases. In [Depla05a] it is observed that at 0.25 A increasing the magnetic field 
from about 250 to 1000 G leads to a continuous decrease in the discharge voltage at high 
pressures (>I Pa) but the discharge voltage remains constant for a magnetic field increase 
above 600 Gat low pressures (<0.3 Pa). The saturation of the discharge voltage is most likely 
due to the increased recapture of secondary electrons at strong magnetic fields as this reduces 
the effective SE yield. 
As in the case of the erosion profile, the balancing of the magnetic field will have a 
strong innuence on the discharge properties. An example is shown in [MuraJjdhar95] where 
the magnetic field of the magnetron is generated by an inner (current/1) and outer (current /2) 
coil. With increasing ldh Bmu increases but the balancing also shifts from type ll to type I. 
The extinction pressure Pex1. was recorded at ftxed discharge current (/d = 0.3 A) as a function 
of the ratio /1/h At low I.llz ratios Pex1 decreases, at high ratios it increases again in spite of 
the increasing Bmv.. The reason for the increase of Pen at high ratios is that the target area 
within the tunnel of magnetic field lines decreases at high /d/2 ratios. In [Kadlec95] it is 
shown that the maximization of this area leads to the minimization of the extinction pressure. 
Komath et at. also conclude that, using a similar magnetron system, the most efficient 
sputtering occurs when the discharge covers the maximum target area [Komatb99]. However, 
they claim that this condition is satisfied when the ring where the vertical magnetic field is 
zero "takes a position where the circular area inner to it equals the annular area omside" 
(sic). 
1.4.1.3 Cathode sheath 
The cathode sheath was already extensively discussed in section 1.3.3.5. From that 
discussion it is clear that for the planar MD the magnetic field is crucial for its thickness. 
Here, only a short summary is given. 
Because of the magnetic field the electrons cannot move freely in the region of the 
cathode sheath. Consequently, the electron density is non-zero which implies that the CL law 
cannot be applied directly. Experimental observations of the cathode sheath thickness are 
reported in [Bowden93] and [LanGu88]. In the first, the sheath thickness decreases from 3.1 
to 1.7 mm with increasing B from 200 to 450 G. ln the latter the sheath thickness, which 
varies within I to 4 mm, is found inversely proportional with 8°·25 (eq. (1.33)). At high 
magnetic fields, the sheath thickness is almost independent of the magnetic field strength. In 
contrast to cylindrical or post magnetrons, no increase of dE with increasing magnetic field is 
experimentally observed. 
The decrease of sheath thickness with increasing Bmax is also retrieved in self-
consistent simulations as can be deduced from [Nanbu97, Kondo99a, KondoOl, ShidojiOla] 
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(see data in Table 1.3). However, in [Shidoji03] Bmnx was varied from 180 to 360 G to 
investigate the influence of a "strong" magnetic field on the MD. With increasing magnetic 
field the cathode sheath thickness decreases and the peak position of the electron density shift 
towards the target as expected, but the peak in the net ionisation rate decreases. Instead, the 
net ionisation rate in the bulk region (20-40 mm above the target) increases substantially (see 
also section 2.2.5). 
1.4.1.4 Bulk plasma 
The discharge region of the MD is determined by the structure of the magnetic field as 
shown in Fig. 1.15. Hence, the plasma properties in the bulk region are to a large extent 
determined by the magnetic field shape. An example is given in [Ivanov94]: three different 
configurations are considered: strongly unbalanced type n, weakly unbalanced type II and 
unbalanced type I. At 70 mm above the centre of the target the electron density was 
lx1017Jm3, 2xi016/m3 and 3x1015/m3, respectively. The plasma potential varied from -11.2 
over -7.4 to -1.2 V. In [SbidojiOlb] the balancing of the magnetron is investigated by 
comparing the self-consistent simulation results for a balanced and an unbalanced (type II) 
magnetic field. For the unbalanced magnetron the anode is partially shielded by the magnetic 
field lines, which forces the plasma potential to change such that the electrons are guided to 
the anode. 
1.4.2 Gas pressure 
When the gas pressure is decreased the MD becomes more difficult to maintain, which leads 
to an increase in the discharge voltage and a widening of the cathode sheath. The erosion 
profile becomes wider and the electron temperature increases. At very high pressures 
(>30 Pa) the discharge evolves to a diode mode. 
1.4. 2.1 Erosion profile 
w 2.0 
PRESSURE p(P~) 
Fig. 1.21 Dependence of the outer and inner radius of the erosion profile on the gas pressure at 50, 100 and 
ISO W. Taken from [Fukami87]. 
The variation of the width of the erosion profile is dependent on the gas pressure as reported 
in [Musil95, Musil98): at low pressures, there is a strong increase of the width, at high 
pressures the width becomes relatively independent of the gas pressure. A similar experiment 
was performed in [Fukami82, Fukami87] where also an increase of the race-track width is 
observed with decreasing pressure (Fig. 1.21). In [Wendt90] the width of the discharge 
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current distribution w at the target was observed at different pressures. From Fig. 1.20 it is 
clear that w is not directly influenced by the pressure as for a given Lannor radius the 
observed widths are practically pressure independent. 
1.4.2.2 Discharge voltage/Discharge current/ N 
With decreasing pressure the discharge voltage Vd remains relatively constant at high 
pressures while at low pressures Vd increases sharply [Chang86]. According to the simulation 
resul ts this pressure dependence is due to the decrease in the effective SE yield because the 
lower the pressure the Larger the recaptured fraction of SE (section IT.4.3.2). At (very) high 
pressures 1he discharge voltage increases again, e.g. [Fujita86]. 
The influence of the pressure on the IV was already brieny mentioned (section 
1.3.4.1 ): in general the exponent n in cq. ( 1.34) decreases with decreasing pressure. However, 
the behaviour of n can be more complex: measurements in [DeBosscher99] shown practically 
constant in the range 0.05 to 0.2 Pa. The measurements of Musil show that the steepness of 
the IV decreases very slightly with increasing pressure from 0.2 to I 0 Pa, which implies a 
decrease of n with increasing pressure [Musi198). In [Depla05a] the steepness of the IVs was 
studied for a wide range of pressures and magnetic field strengths: at strong magnetic fields n 
decreases with increasing pressure, at weak magnetic fields n increases with increasing 
pressure. The pressure dependence of 11 changes around 300-400 G for the type of magnetron 
used. These measurements can explain the previously mentioned difference in pressure 
dependence of n. 
Another interesting influence of the pressure on the MD appears when the discharge 
current is measured as function of the gas pressure at constant discharge voltage. Seo and 
Chang measured the discharge current Jd between I and 30 mTorr [Seo04b): Jd increases 
strongly at low pressures, between 5 and 20 mTorr it increases slowly, at higher pressures it 
increases again strongly. They could relate this to the electron density: in the region I 0 to 
18 mTorr the electron density decreases with increasing pressure. This is due to an enhanced 
loss of low energy electrons as in this region the electron temperature increases with 
increasing pressure. In [Escriviio03] the same experiment is done bul at high pressures: from 
3.3 to 66.7 Pa. At the low end of their pressure range a strong increase in discharge current 
with increasing pressure is seen. At higher pressures, the behaviour depends on the discharge 
voltage: for low Vd (350 V) Jd goes through a maximum at I 0 Pa, then decreases with 
increasing pressure and becomes practically constanl above 40 Pa. For higher Vd (370V and 
more), Jd nauens around 20-30 Pa, followed by a linear increase of /d with pressure. They 
explain this behaviour by assuming a magnetron mode at low pressures, which gradually 
evolves to a diode mode and becomes the only mode at high pressures (>30 Pa). 
1.4.2.3 Cathode sheath 
The influence of the discharge pressure on the dark space is reported in 
[Rossnagel87b] and in [Gvozdev98]. Both mention that the dark space thickness increases 
with decreasing pressure, especially at low pressures. 
1 .4.2.4 Bulk plasma I Electron transport 
As already mentioned in section 1.3.5.2, the plasma density for a given discharge 
current is only slightly dependent on the gas pressure, see e.g. the data of [Rossnagel86, 
Field02]. In [Spatenka97] the density was found slightly higher at 0.4 Pa than at 5 Pa but the 
measurement point was 5 mrn closer to the target. At 80 mm from the target the density at 
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5 Pa (2xl010/cm3) was higher than at 0.4 Pa {lxl010/cm3). In [Seo04b] it was reported that a 
region existed where the electron density decreased with increasing pressure (section 1.4.2.3). 
The influence of the pressure on the 3D spatial distribution of the plasma (emission) is 
investigated in [DebaiOO]: with increasing pressure from 50 to 150 mTorr at constant power 
(40 W) the argon emission comes closer to the cathode and the emission is shifted slightly 
inward (this was not for a pure argon gas but an argon-nitrogen mixture). This agrees with the 
results for the width of the erosion profile and the current distribution (section 1.4.2. 1 ). 
The plasma potential VP in the bulk plasma at two different pressures is reported in 
[Rossnagel86]: at 30 mTorr (Vp = I V) it is slightly lower than at 5 mTorr (Vp = 4 V). For the 
latter pressure the presheath extends further into the plasma. The decrease in plasma potential 
with increasing pressure is also observed in [Field02, Seo04b]. In [Spatenka97] the plasma 
potential is practically the same at both 0.4 and 5 Pa 
The behaviour of the electron temperature kTe as a function of pressure can be deduced 
from the experimental data in Table 1.3: kTe is consistently higher at lower pressures 
[Rossnagel86, Spatenka97, Field02]. This pressure behaviour is also reported in 
[8radley98b]. In [Rossnagel88bJ the electron temperature is reported as a function of the gas 
density: it varies from 2 eV at 7xl014/cm3 (2.8 Pa) to 7 eV at lxl014/cm3 (0.4 Pa). In [Seo04b) 
kTe is measured as a function of the pressure at constant discharge voltage: with a planar 
probe the general trend of decreasing kTe with increasing pressure is measured. However, 
using a cylindrical probe the result is entirely different: kTe is at I mTorr (3.1 eV) and at 
27 mTorr (3.25 eV) almost the same but in between it has two local maximums (3.6 eV at 
5 mTorr and 4.0 eV at 20 mTorr) and one minimum (2.8 eV at 7.5 mTorr). The origin of the 
discrepancy is the sensitivity of the cylindrical probe to the detailed shape of the electron 
energy probability function at low electron energies. This shows that Langmuir probe 
measurements of kTe need to be approached with care (see also section 1.3.5.6). 
1.4.3 Electrical power Input 
Increasing the electrical power input intensifies the discharge: the plasma density increases, 
which leads to a narrowing of the cathode sheath and a widening of the erosion profile. At 
high powers the effect of the sputtered particles on the MD cannot be neglected anymore as 
they heat the discharge gas, which leads to gas density reduction (GDR) or gas rarefaction. 
At even higher power levels sputtering in the self-sustained mode occurs for certain 
materials. 
1.4.3. 1 Erosion profile 
The effect of the electrical power on the erosion profile was investigated in 
[Fukami82, Fukami87]: they observed a widening of the erosion profile with increasing 
power (Fig. 1.21 ). In [Wendt90] the effect of t.he electrical power on the width w of the 
current distribution on the cathode was investigated. Fig. 1.20 shows w as a function of the 
square root of the Larmor radius rv As rL is proportional with the square root of Vd. the 
horizontal axis scales as Vd025 at ftxed magnetic field . It is clear that w increases with 
increasing vd. Interestingly the width is not uniquely de.terrnined by the Larmor radius. 
1.4.3.2 Discharge voltage/Discharge current/ N 
The influence of the electrical power on the discharge voltage/discharge current is in 
principle given by t.he current-voltage characteristic or IV (section 1.3.4). Here, only the 
limits of the IV are discussed. The reason for the extinction of the discharge at low powers 
can be deduced from eq. (1.20) for the discharge voltage. When Vd drops below Vd,min. an 
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electron does not have enough energy to produce the necessary amount of ions. However, 
eq. (1.20) is not suitable to detenninc this minimum voltage accurately: in reality the amount 
of ion-electron pairs resulting from one SE emitted at the target can be increased by ionisation 
in the cathode sheath because the electron of an electron-ion pair generated in the sheath can 
become energetic. To enhance this effect the cathode sheath increases strongly at low powers. 
However, the cathode sheath can only be slretched to a certain limit because at too large 
cathode sheath thickness the electric lield becomes too weak to accelerate the electrons to 
ionise efliciently. Consequently, once a critical sheath thickness is reached, the discharge 
extinguishes. 
Usually the upper limit of the IV is a practical limit: the power supply cannot deliver 
enough power or the magnetron cooling does not allow higher powers. However, sometimes a 
deviation from theN can be seen before these practical limitations occur. Sometimes above a 
certain discharge voltage, a further increase does not lead to a current increase anymore 
(dotted line in Fig. I. I 4). This is reported in e.g. [Nyaiesh81, Muralidhar95, Fukami87) and 
seems to occur at low pressures and rather weak magnetic lields. ln [Muralidhar95] this 
phenomenon, which is equivalent with saying that the discharge cannot be maintained beyond 
a certain maximum discharge current, is attributed to gas density reduction with increasing 
current. 
For certain materials another transition is observed at high powers: with increasing 
power the discharge voltage saturates and even decreases slightly with increasing power. This 
indicates the transition to the self-sustained sputtering mode [Posadowski93]. A discussion of 
this topic is beyond the scope of this work. 
1.4.3.3 Cathode sheath 
The influence of the discharge voltage on the dark space thickness is reported in 
[Rossnagcl87b] and in [Gvozdev98]. Both report a decrease in dds with increasing Vd at 
constant pressure. The dependence of d<h on Vd is given by eq. ( 1.32) (section 1.3.3.5). Lan 
Gu [LanGu88] compared the position of the maximum in the plasma emission ~ (see also 
section 1.3.3.5) at 0.5 and 0.1 mA and found that ~ was consistently smaller at higher 
discharge currentS. This is also reflected in eq. (1.33) for~. Although this equation has Vd in 
the denominator, it does not contradict eq. (1.32) because an increase in Vd will nevertheless 
lead to a decrease in ~ because the current in the nominator will increase much stronger than 
vd itself. 
The influence of Vd on the cathode sheath thickness was simulated by Kondo and 
Nanbu lKondoOI]. They report an increase in the cathode sheath thickness with increasing Vd 
(Table 1.2), which contradicts the experiments mentioned in the previous paragraph. The 
deviation of the simulation resultS from the experiments is attributed to the short distance 
(20 mm) between the cathode and anode. 
1.4.3.4 Bulk plasmal Electron transport 
A. Gas density reduction or gas rarefaction 
ln the context of magnetron sputtering, gas density reduction (GDR) or gas rarefaction 
is the process in which the discharge gas is heated and therefore diluted. The effect of gas 
heating was shown by Hoffman [Hoffman85]. He measured the pressure increase during 
cylindrical magnetron sputtering in a very well sealed vacuum chamber without pumping and 
could relate the discharge current to the pressure increase. The maximum pressure increase 
observed was 25% at 12 A. The relative pressure increase was almosl independent of the base 
59 
Part I, Chapter I Fundamental Aspects 
pressure. As the pressure increase was direction dependent, Hoffman concluded that there 
existed circulation cells in the gas, the so-called sputtering wind. For planar magnetrons, GDR 
is reported in [Rossnagel88a]. The heating of the discharge gas is due to momentum transfer 
with the sputtered particles. As these arc emitted from the target with an average energy 
around 10 eV they can increase the average discharge gas temperature considerably. 
Rossnagel reports that for Ar on Cu at I Pa the particle density is reduced to hal f of its 
original density at 1.5 A and to approximately one third at 3.6 A. According to these 
measurements the sputtered particles reduce the discharge gas density seriously. However, 
these results can be questioned when considering the following observations. 
First, using the same magnelrOn set-up and the same discharge gas and target material 
as in [Rossnagel88a], Rossnagel and Saenger reported the optical emission from the MD as a 
function of the discharge current /d [Rossnagel89]. The increase in emission intensity is found 
to be proportional with /d up to I A, above I A the dependency slowly decreases and around 
5 A the emission intensity is proportional with the square root of / d (see also part B of this 
section). This decreased dependence is attributed in [Rossnagcl89] to GDR, a plausible 
explanation. However, according to the experiments mentioned in the previous paragraph, the 
major decrease in gas density is below l A. Consequently, the effect of GDR should be 
strongest in the region up to I A, but there the emission is reported to be proportional with the 
discharge currenL 
Second, in [SerianniOO] the electron density is found to be proportional with the 
discharge current in the entire measured region (from l to 8 A) for AI sputtering with Ar. If 
the gas density would be strongly reduced with increasing /d, the proportionality should 
become weaker. 
Additionally, some simple reasoning can shed some light on the problem. The mean 
free path length of a sputtered particle is dependent on the kind and the energy of the 
sputtered particles but is typically some centimetres at I Pa. Hence, the energy deposited by 
the sputtered particles is spread over a volume of several cubic centimetres. Given the size of 
this volume and given the typical ratios for the spuuered particle/argon density (section 
1.3.5.3), a sputtered particle/argon atom ratio of Ill()()()() seems a good estimate for typical 
MD conditions, a ratio of 111000 can be considered an upper limit. Now, assume a discharge 
gas particle energy of 0.025 eV (room temperature) and a sputtered particle energy of 10 eV. 
When the sputtered particle loses all its energy the average energy of the discharge gas atoms 
increases to 0.026 eV for a sputtered particle/argon atom ratio of Ill()()()() and to 0.035 eV for 
a ratio of 1/1000. The total pressure of the system can be considered constant, i.e. 
(1.62) 
with index 0 (I) for the situation where the magnetron is off (on). The relative pressure 
decrease is defined as: 
&l = 'ltJ-Tt, =I-To 
'lo 'lo r. 
(1.63) 
This results in a gas density reduction of roughly 4% and 30% for sputtered particle/argon 
ratios of III()()()() and 111000, respectively. Of course, this simple reasoning is only a very 
rough estimate but it shows that although at high relative sputtered particle densities (1/1000) 
GDR can indeed be significant, the effect will be minor for typical discharge conditions 
( Ill ()()()()). 
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B. Pla~ma species densities 
It appears logical that the higher the discharge current /d, the higher the plasma 
density. Hence, a power law is expected: 
( 1.64) 
with a and a constants and ns the density of species s of the MD. This relation was 
experimentally investigated by increasing the current at constant pressure: from the reported 
measurements of the electron density ne in [Sheridan89a, Bradley98b, SerianruOO] it follows 
that a is close to one. The optical emission J:..U of plasma species scan be written as: 
(1.65) 
with b and ~ constants. Relative density measurements based on this plasma emission have 
been perfonned, e.g. [Dony95, Rossnagel891. Ln the latter, Ti sputtering with Ar was 
investigated. The results show p = I for the Ar-emission at low powers, decreasing to p = 0.5 
at high /d (>5 A). Thls decrease is attributed to GDR (see above). The sputtered particles 
emission was found to have p close to 2 (Ar on Ti-target used) and the ionised sputtered 
particles emission had ~ close to 3. In both cases p is practically independent of /d. In 
[Dony95] the emission from argon ions and sputtered particles (represented by M) scales with 
the square of the discharge current <P = 2). As J:..U is proportional with both ns and nc 
[Rossnagel89], a can be deduced. The results for a and p are summarised in Table I. 4. 
S_pectes a J1 
e 1 0 
Ar 0 1 
Ar• 1 2 
M 1 2 
M• 2 3 
Table I. 4 The approximate values for a (eq. ( 1.64)) and ~ (eq. (I .65)) for the different species. Based on resulr.s 
from [Sheridan89a, Rossnagel89. Dony95. SerianniOO]. 
Note that these dependences on /d are obtained by varying /d at constant pressure. In 
[Sheridan90b) the discharge voltage was kept constant and /d was increased by increasing the 
gas pressure. For copper sputtering with argon they found a = I .63 for the relation between 
the electron density and /d, which is significantly higher as a obtained at constant pressure. 
The charged particle confinement time is measured as a function of the discharge 
current in [Sheridan89a]. Interestingly, lhe confinement time of the particles increases as /d 
increases. Hence, the increase in /d is not because of " faster" charge carriers but due to the 
increase in the density of the charge carriers (see also section Il.4.3.1 ). 
1.4.4 Target material 
In non-reactive mode and using non-magnetic conductive (metal) targets, the choice of target 
material influences the MD mainly because of the material dependent SE coefficient. 
In general, the target material influences a lot of aspects of the MD. e.g. the reactivity 
of the material or the angular dependence of the sputtered particles. Here, the discussion is 
limited to metal targets in a non-reactive d.c. mode. Even then, a change of material can have 
a strong influence on the discharge properties. 
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First, the target material determines the SE yield y. as the SE yield is mainly due to 
potential emission, it follows from eqs. (1.1 0), ( 1.11) and (1.12) (section 1.2.2.1) that the 
work function <p (and for eq. (1.10) also the Fermi energy) of the metal determines y. Hence, 
the influence of the target material on the MD is similar to the change of theSE yield. From 
eq. ( 1.20) (section 1.3.2) it follows that Yd is inversely proportional with the effective SE 
yield. Depla et al. recorded at a given discharge current and gas pressures the discharge 
voltage for different target materials [Depla05a]. They concluded that, as a first 
approximation, Yd can be considered proportional with 1/y. The influence of the SE yield on 
the discharge properties has been self-consistently simulated. In [ShidojiOla] et al. it is 
mentioned that reducing the SE yield by 50% can decrease the currents with a factor four to 
five. In [Kondo99a] the increase of the SE yield from 0. J 2 to 0. J 5 increases the plasma 
density (from 1.1 to 1.7x1010/cm3) and discharge current (from 34.9 to 49.5 rnA) and 
decreases !:. (from 7.2 to 5.4 mm) (Table 1.2). As the SE yields for the different metals 
(Fig. 1.8) vary roughly within the range of 0.04 to 0.09, it is clear that the choice of target 
material will have a strong influence on the discharge properties. 
Second, the choice for the target material also influences the gas density reduction 
(GDR). For materials with a high sputter yield, there will be relatively more sputtered 
particles in the discharge and hence the heating of the discharge gas will be stronger. 
Moreover, the momentum transfer of the sputtered particles to the discharge gas, the main 
cause for GDR, depends on the kind of sputtered particles. It follows that from the viewpoint 
of Rossnagel and Kaufmann, who a<;sume that the IV is largely determined by GDR 
[Rossnagel88b], then-value of materials with high sputter yield should be lower as the one of 
materials with a low sputter yield. This was experimentally observed by comparing Cu (high 
sputter yield) and A1 (lower sputter yield) [Rossnagel88b]. However, in their work the effect 
of the difference in the effective SE yield was neglected, although this effect can very well 
explain the observed lower n-values LDepla05a]. 
Third, the target material determines the electron reflection coefficient R and the initial 
energy Einh of theSE. As both these properties influence the recapture probability of theSE, 
this is another way for the target material to influence the MD characteristics. 
A special category of materials that have a stronger influence on the MD are the 
magnetic materials. These materials can hardly be magnetron sputtered using a typical target 
thickness and a typical set of permanent magnets because the magnetic field lines will 
practically all be confined within the target material. Hence, a thin target needs to be used in 
combination with very strong magnets. Even then magnetron sputtering of magnetic materials 
poses problems: because of the strong magnetic field gradient within the target material, even 
a small onset of an erosion profile will lead to a strong increase in the magnetic field at the 
eroded positions. Hence, the erosion at these positions will be reinforced so that a very narrow 
and steep erosion profile is formed. An example of a MC simulation of this problem is shown 
in section 2.2.2. Several "exotic" magnetron designs exist to overcome this problem, see e.g. 
[Manley93, Devine05]. 
1.4.5 Discharge gas 
In non-reactive mode, i.e. using a noble gas, the choice of discharge gas influences the MD 
mainly because of the change in the effective ionisation energy although it also has an 
influence on the SE yield and on the confinement times of the charged particles. Hence, the 
IVs are discharge gas dependent. 
62 
Part I, Chapter I Fundamental Aspects 
In reactive spuuering, when the discharge gas is not ooJy a noble gas but mixed with 
one or more reactive gases, the choice and composition of the discharge gases have a very 
strong influence on the MD and its stability, see e.g. [Sproul03, Sproul05]. However, this is 
out of the scope of the present discussion where ooJy inert gases are discussed. The influence 
of the discharge gas on the angular and energy distribution of the spuuered particles is not 
treated either, even though this can be of practical concern. 
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Fig. 1.22 The IV for AJ (a), V {b) and Mo (c) at I Pa obtained with Ne, Ar, Kr and Xc. Taken from [Petrov93]. 
The influence of the inert discharge gas on the MD properties was investigated in 
[Petrov93j. Using four different noble gases (Ne, Ar, Kr and Xe) three different materials (AJ, 
V and Mo) were sputtered. The discharge voltage at I Pa increases from Ar over Kr to Xe for 
all materials and currents (Fig. 1.22). The deviating results obtained with Ne are attributed to 
"the considerably higher ionisation potential and the lower electron scattering cross section 
for Ne compared to the other three noble gases" [Petrov93]. 
The increase of Vd from Ar over Kr to Xe can be understood by considering the SE 
yield y. The presence of the ionisation £1 energy in eqs. ( 1.1 0), ( 1.1 I ) and ( 1.12) (section 
1.2.2. 1) shows that the discharge gas influences this yield: £ 1 of Ne, Ar, Kr and Xe is 21.6, 
15.8, .14.0 and 12.1 eV, respectively. Hence, the effect of the discharge gas will be similar to 
the influence of the SE yield, which was discussed in the previous section (section 1.4.4). 
This explains the results of Ar, Kr and Xe. 
The discharge gas influences the MD also through the ionisation and excitation cross 
sections. lt is clear that the ionisation cross section will be related to the minimum pressure at 
which the discharge can be maintained: this is shown in [Petrov93] where the Ne-discharge 
can only be maintained for pressures above 0.6-0.8 Pa whereas for the other three discharge 
gases a stable discharge was obtained down to 0.1 Pa. This is expected to be due to the low 
ionisation cross section for Ne. Moreover, the relative magnitudes of the excitation and 
ionisation cross sections will also result in different effective ionisation energies W. The 
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influence of Won the discharge voltage is given by eq. (1.20). The higher W, the more 
external energy input needed to obtain the same discharge intensity. 
Sheridan et al. measured the charged particle confinement times 't using He, Ne, Ar, 
K.r and Xe as discharge gas and observed an increase in 't with ion mass [Sheridan90b). They 
proposed a model in which 't is proportional with the square root of the discharge gas mass. 
However, the experimental results show a weaker dependence, except at the highest discharge 
currents (I A). Although the influence of"( and Ware neglected in this work, the experiments 
show that the mass of the discharge gas also influences the discharge. 
The discharge gas influences the gas density reduction: the transfer of momentum 
from the sputtered particles to the discharge gas, the main cause for GDR (section 1.4.3.4), 
depends on the discharge gas. Although this effect cannot be denied, the importance of it is 
questionable. In [Rossnagel88a) magnetron sputtering of Ti with Ar and Ne was compared. 
The measured n-values of the IV (see eq. (1.20)) are 9.48 for Ar and 10.53 for Ne. The lower 
n for Ar was explained using the gas density reduction theory. 
Finally, also the ratio of the ExB current and the discharge current is affected. by the 
choice of the discharge gas [Rossnagel87a): for He, Ne, Ar and Kr on a W target this ratio has 
the same pressure and discharge current dependence but this ratio is consistently lower for 
He. 
1.4.6 Anode 
The anode is a crucial part of the magnetron system as it ensures that the electrical circuit is 
closed. However, when the anode is well placed it hardly seems to influence the discharge. 
As a consequence, it is an aspect of the MD that can be commonly neglected but it is 
necessary to realise that this is only true within limited operating conditions. 
The anode is sometimes overlooked when describing a magnetron configuration. This 
is understandable as, at ftrSL sight, it does not play such an important role. When describing 
the motion of the HEE, only the electric field at the cathode side and the magnetic field are 
needed (see also section 1.1 ). As the HEE determine the ionisation position and the resulting 
target bombardment, the anode seems redundant. However, for any self-consistent model the 
anode is needed as it detennines the electric field in the plasma. Moreover, a magnetic field 
line that intersects the anode becomes a virtual anode and limits the extension of the discharge 
region (Fig. 1.15). 
Thornton mentioned that the positioning of the anode is crucial for optimal discharge 
voltages in cylindrical magnetrons as "an anode of insufficient size or with poor placement 
can cause a significant anode voltage drop" [Tbomton78b]. Hence, be designed for a 
cylindrical magnetron an end wing with anode shroud (Fig. 1.23a): it was suggested to take D, 
the distance between the target and the anode, at least three times larger than the Lannor 
radius of the HEE. If D becomes too small, the discharge will be shortened and the HEE will 
leave the discharge without being able to generate the theoretical maximum amount of 
electron-ion pairs. Hence, the delivered energy to the discharge will not be used optimally 
which requires higher discharge voltages. 
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Substrate or chamber wall 
Fig. 1.23 Positioning of the anode in a cylindrical (a) and planar (b) magnetrOn. 
The foregoing reasoning also applies for planar magnetrons: if the anode is placed too 
far from the centre of the target the anode might not be efficient and another part of the 
system can become the effective anode. This becomes clear by comparing the situations 
sketched in Fig. l.J5b and Fig. 1.23b. On the other hand, if the anode is placed to close to the 
centre of the target, the discharge area becomes too small. This leads to a decreased effective 
SE yield because relatively more SE will be recaptured. Moreover, the HEE will leave the 
discharge with a considerable amount of energy (Ee no longer equal to one in eq. (1.20)). The 
increase in the discharge voltage when the anode is shifted into the discharge area bas been 
experimenLally observed [Dcpla05a). Hence, the positioning of the anode is crucial for an 
efficient magnetron working. 
IL is interesting to look at situations where the anode is obstructed, as in [Seo04a] 
where an unbalanced magnetron of type n is used with two anodes: an anode ring at 25 mm 
above the target and an anode plate 80 mm above the target. If both anodes are grounded, the 
plate on Lop carries practically all the current. The more negative the top "anode" is biased, 
the more the current is carried by the grounded anode ring. Because of this the electron loss 
mechanism changes, which causes the reported change from a bi-Maxwellian to a single 
Maxwellian EEDF (see also section 1.3.5.6). 
In [Sieck94] a segmented anode is placed along a rotatable magnetron. The different 
segments can be grounded or left floating, which prevents them to act as anode. If all 
segments are grounded, the anode segment immediately after the tum (in the sense of the ExB 
drift of the electrons) canies the largest current. The target position next to this anode 
segn1ent is eroded the strongest. If only one segment is grounded and the others are left at 
floating potential, the target position next to the grounded segment experiences the highest 
target erosion rate, regardless the position of the grounded segment. 
An extreme case of anode obstruction can occur when depositing insulating layers 
during reactive sputtering. If no special care is taken, the insulating layer does not only fonn 
on the substrate but also on the anode. Hence, after a while, the path for the electron current to 
the anode is blocked. This gives rise to the so-called disappearing anode effect which leads to 
instability of the process, see e.g. [Sellers97). 
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1.5 Conclusions 
From this literature review, it follows that the general processes related to the working 
of the MD are well-known. However, some aspects are not completely clarified. The ones that 
will receive further attention in this work are briefly summarised: 
• The secondary electrons emitted from the target are brought back to the vicinity of the 
target, which leads to electron-target interaction, resulting in recapture of the 
electrons. Although it has been known for a long time that this process occurs and that 
it can strongly influence the discharge voltage, practically no work has been done to 
quantitatively calculate the influence of this process. 
• In a MD, the Child-Langmuir law cannot be applied because, due to the magnetic 
field, the cathode sheath is neither electron-free nor source-free. The latter is due to 
the generation of ions within the sheath. In spite of this, the Child-Langmuir Jaw is 
frequently applied to the MD. 
• Characteristic for the MD is the very steep current-voltage characteristic. Although 
efforts are made to physically clarify this relationship, basically only 
phenomenological models exist 
• Experimental measurements of the ratio of the Hall current and the discharge current 
reveal values that are substantially lower than theoretically predicted. Consequently, 
there is anomalous electron diffusion. The anomalous transport is especially important 
at strong magnetic fields and/or low gas pressures. It is suggested that this enhanced 
transport is related to electric field oscillations. However, no quantitative models exist 
for this phenomenon. 
In part II of this work, these issues will return: (simplified) models will be proposed 
for the first three whereas the last one will be dealt with empirically. This way they all will be 
included in the simplified self-consistent magnetron discharge model that will be discussed. 
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2 MAGNETRON DISCHARGE MODELLING 
This chapter gives an overview of MD modelling. This modelling is scientifically 
challenging as it concerns a plasma interacting with a magnetic field. Such an interaction can 
lead to complex behaviour as also shown by the problems encountered in Hall thrusters or 
nuclear fusion in a tokamak. More information about the simulation of these subjects can be 
found in [Post04) and [BareiUes04], respectively. Of course, simulation of a tokamak plasma 
is of an entirely different scale as of a MD. 
First, we consider the modelling of the whole magnetron spuuer deposition process as 
this places the MD modelling in a broader perspective (section 1.1). Second, the different 
methods encountered in MD modelling are treated (section 2.2). Third, some challenges and 
limitations when simulating the MD arc discussed (section 2.3). Finally, the choice for a 
simplified model is motivated (section 2.4). 
2.1 Modelling magnetron sputter deposition 
Magnetron sputtering is a widely applied coating technology in industry. Examples of 
coatings deposited by magnetron spullering are numerous. A review of relatively recent 
developments in magnetrons and examples of (the advantages of) magnetron sputtered 
coatings is given in [KellyOO). Here we mention specifically the coatings put on glass to 
control its heat transmission: yearly more than 200 million square metres of glass is plasma 
coated for this application, with magnetron sputtering the preferred deposition technique 
[Fellenbcrg03]. 
Because of the industrial importance, there is a strong drive to simulate the entire 
magnetron deposition process in order to replace trial-and-error experiments. This can lead to 
serious cost reduction, both for the manufacturers as users of magnetron sputter equipment. 
The reasons are straightforward. For a typical coating plant, one of the main costs is the 
installation cost. Hence, it is a major advantage to have equipment that from the start can 
realise a large throughput that fits specifications like required deposition speed, uniformity, 
reproducibility or target lifetime. This means that magnetron manufacturers strive to a 
minimum "setup lime", which requires from them the ability to predict whether the proposed 
design will work or not before the machine is actually built. This could be achieved by 
simulating the machines' characteristics. Of course, also the possibility of optimising the 
deposition parameters without actually performing any real world experiment is attractive. 
The ideal magnetron sputter deposition simulation would use as input the desired 
coating characteristics (e.g. electrical resistance, adhesion, refractive index, ... ) and process 
requirements (e.g. deposition speed, price per square metre, ... ). It would yield as output the 
necessary process parameters, e.g. sputter mode (d.c., r.f., pulsed, ... ), gas pressure, magnetic 
field strength, electrical power inpul, ... In reality, one is stiJl far away from such a model. The 
model becomes more realistic when the in- and output are switched (Fig. 1.1). This way the 
parameters defining the deposition process are the input; the deposited film properties form 
the output. Such model is referred to as a "vinual sputter magnetron". Efforts are made to 
develop such a simulation tool, e.g. [Yarnazaki02, Pflug02, Kools04a, Kwon05]. This trend of 
virtuaJising is not limited to magnetron sputtering but is generally found back in plasma 
related processes, e.g. hlgh intensity discharge lamps, inductively and capacitively coupled 
plasmas or plasma displays panels. A short history and future of plasma modelling and 
simulation with respect to microelectronics fabrication is given in [Graves03]. Some of the 
university groups that are working more in general oo plasma simulation are the groups of A. 
Bogaerts [Bogaerts05], M. Kushner LKushner05], K. Nanbu [Nanbu05] and C. Birdsall 
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Fig. 2.1 Sketch of lhe "virtual sputter magnetron", a simulation tool lhat allows simulating the entire magnetron 
sputter deposition process. The basic parts needed in such a tool are also shown. 
Now, we consider "the virtual sputter magnetron" of Fig. 1.1 in more detai I. Basically, 
it consists of the following modules: 
• magnetic field modelling 
• magnetron discharge modelling 
• ion bombardment of the target and characterisation of the sputtered particles 
• transport of the sputtered particles through the gas phase 
• deposition and film growth at the substrate 
From a scientific view-point, these modules cover a wide range of disciplines (plasma 
physics, surface physics, materials science, ... ). Some of the modules can be considered as 
known physics, others as challenging research topics. An example of the latter is the relation 
between the particles arriving at the substrate and the properties of the deposited film. 
An accurate self-consistent virtual sputter magnetron that can operate over a wide 
range of parameters requires careful treatment of each of these modules. Like in a chain, the 
weakest link, will determine the total strength: however good the other modules, if there is 
one in the global model that is not accurate, the outcome of the whole model wilJ be affected. 
Now, the different parts are very briefly discussed and references to some relevant 
literature are given. 
2.1.1 The magnetic field 
Essential for a MD is the magnetic field: without it the discharge would be an ordinary 
diode discharge. Hence, it is necessary for any simulation to have accurate values for the 
magnetic field. This can be achieved for the most complex magnetic configurations with high 
accuracy by using finite element models that are available as commercial packages or as free-
or shareware. Packages reported in literature regarding magnetron sputtering simulation are 
e.g. POISSON [Wendt88a, Shon98], OPERA [Shon99], FEMME [Kools04b]. A disadvantage 
of this method is that a high accuracy is only reached for a very dense mesh, which makes the 
magnetic field calculation time consuming. Very high accuracy is needed though: the length 
scale over which the electrons move during a time step when retracing their orbits is very 
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small, order of 0.1 mm or less. For an accurate simulation of the electron orbits, the magnetic 
field must vary smoolhly over this scale length. 
The magnetic field can also be calculated using an integral clement method, as e.g. in 
the ELF/MAGIC code [ShidojiOI a), which allows a fast calculation. Another possibility is to 
calculate the magnetic field analytically. This has the major advantage that the field strength 
can be determined practically instantaneously at any point in space, which guarantees the 
smooth variation of the magnetic field along an electron orbit. Drawback is that only 
relatively simple magnetic configurations can be modelled and that the effect of magnetic 
shunts or complex magnet shapes cannot be dealt with. 
The last possibility is to start from a measured magnetic field and interpolating or 
fitting it by an analytical expression. This also leads to a smooth spatial variation of the 
magnetic field. Of course, in such an approach the principle of virtual coater is violated: it 
does not allow simulating different magnetic field configurations, unless they are built in 
reality and measured accurately. 
2.1.2 The magnetron discharge 
The simulation of the MD based on the magnetic field, the gas pressure and the 
electrical power input is the next step. The underlying basic physics is at microscopic level 
"only" the motion of charged particles in a region subjected to an electric and magnetic field. 
This, combined with the necessary cross sections and electron yields, is in principle sufficient 
to describe the MD. However, the emerging behaviour of the plasma as a whole can be very 
complicated and turns this module of the virtual coater into one of the most difficult hurdles 
to take. 
Software packages exist to simulate plasmas in general. Basically they are two types: 
the ones based on a Particle-ln-Ccll Monte Carlo (PIC-MC) scheme and the ones based on 
fluid dynamics. Given the simple basic equations governing the magnetron discharge, these 
packages should be able to simulate magnetron discharges correctly. Unfortunately, the small 
time scales required for the electron motion (I 0' 11-10'12 s) combined with the large time scales 
required for reaching equilibrium (10"5 s) make the computational load extremely, and for 
certain configurations even unrealistically, high (see also section 2.3.4). For the fluid-based 
simulations, the difficulty is the assumption of local thermal equilibrium (section 2.2.4). 
Hence, there is a need for hybrid and simplified models. These, however, have their 
disadvantages too. As the MD is in principle the heart of the process, it is surprising that the 
more advanced simulation of the sputter process presented in [Pflug02] can completely 
bypass this and the previous module. fnstead , the simulation starts with a profile 
characterising the sputtered particles. 
This module of the virtual sputter magnetron is dealt with more extensively in section 
2.2 where different methods and their specific (dis)advantages arc discussed. 
2.1.3 The particle-target interaction 
The sputtering process is based on the removal of target atoms by ion bombardment. 
The simulation of ion bombardment on a solid is well developed. These packages do not only 
allow determination of the sputter yield, i.e. the average number of atoms removed per 
incoming ion, but are also able to reproduce the angular and energy distribution of the atoms 
that leave the surface. Very well-know are TRIM [Biersack80, Eckstein91), SRIM 
[Ziegler04) and packages based on these. These packages have as main shortcoming that they 
are not dynamical, i.e. changes in the solid because of lhe incoming ion flux are not taken into 
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account. Packages that take lhis into account are molecular dynamics based, e.g. TRIDYN 
[Moller88, MoUert>2] and KALYPSO [Karolewski05]. An illustration of a result obtained 
with the latter is Fig. 2.2: it shows the origin of the Cu-atoms sputtered by 3 keV Ar 
projectiles, which bombard the surface at (0,0). All the mentioned packages are numerical 
simulations, implying that the computational load is heavy. This is especially true for the 
molecular dynamics based ones. 
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Fig. 2.2 illustration of KAL YPSO: plot showing the relative ejection frequency vs. lattice site position for Cu 
atoms sputtered from a Cu ( 100) crystallite by 3 keY Ar. Taken from [Karolewski03]. 
Hence, efforts are made to determine properties like the sputter yield and the angular 
and energy distributions of the sputtered particles by analytical expressions. These analytical 
expressions can be purely empirical or can be based on a simplified model. For the sputter 
yield, an example of the former is the well-known formula of Matsunami [Matsunami84], an 
example of the latter is the work reported in [Mahan97]. Also for the energy and angular 
distribution of the sputtered particles analytical models exist. A nice overview of this issue 
can be found in [StepanovaOl]. 
2.1.4 Particle transport In the gas phase 
Once the particles are sputtered from the target, they start spreading out through the 
vacuum chamber. The collision dynamics of these rather low energy (typically some tens of 
eV or below) particles is known. However, discussion exists about which interactornic 
potential is to be used [Kuwata03). This is not an academic discussion as the choice of the 
interatomic potential influences the simulated energy and angular distribution of the sputtered 
particles at the substrate [Myers92). As such, the exact potential is required for realistic thin 
film growth models. Ideally, the sputtered particle transport is described by combining a MC 
based model (for non-thermalised particles) and a diffusion model (for thermalised particles) 
[Nakano99]. 
Some examples of simulations are mentioned. In [Smy97] the transport is described by 
a MC approach (SIMSPUD) and by a diffusion approach. In [Macak99] a MC model is 
described. Another package for the sputtered particle transport is e.g. ACAT [Yamamura95]. 
In [Mahieu05) the film thickness distribution is simulated using a MC model for different 
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target materials and for different target-substrate distances at different pressures. The results 
agree well with the experimental results, even for conditions where the ratio of the substra.te 
and target diameter is large. Of course, also for thls aspect of the magnetron sputter process 
simplified models have been developed, e.g. [Hong96]. 
2.1.5 Film growth on the substrate 
For this part, the input consists of the energy and angular distribution of the particles 
arriving at the substrate and their arrival rate. With "particles" is not only meant the sputtered 
particles but also the electrons and discharge gas particles (neutrals and ions) as they also 
contribute to the energy deposition at the substrate. The relation between this input and the 
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Fig. 2.3 Example of the feature scale simulation of the deposited coating io a "bottled test stiUcture" using a 
hollow cathode magnetron. Part (a) gives the SEM image, part (b) the corresponding simulation result. Taken 
from [Jacobs03]. 
A first step is tbe simulation of the film thlckness distribution and/or its deposition rate 
as this follows rather straightforwardly from the information about the incoming particles and 
the sticking coefficients. In practice, in a lot of cases only trus aspect is considered. 
A more advanced form of this is "feature scale modelling". In microelectronics, the 
deposited coating might be required to rau structures like a thin trench or via Feature 
modelling tries to simulate the exact coating thickness on all surfaces of such a feature 
[Graves03]. An illustration of the simulation of coating thlclcness on both the reactor and 
feature scale for ionised PVD using a hollow cathode magnetron is given in [Jacobs03], see 
Fig. 2.3. Similar work can be found in e.g. [GilmerOO, CaleOO]. 
One step further is then to actually simulate the microstructure of the deposited 
material. The most accurate simulations are based on molecular dynamics but this is 
extremely computing intensive. Consequently, (empirical) approximations are needed. A 
sound discussion of this problem together with some examples of predicted structures can be 
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found in [Bilek02]. In [Hammerschmidt05] the deposition on grain boundaries is simuJated 
for Ti (Fig. 2.4). Examples of the microstrocturaJ evolution during film growth (and the 
kinetic MC simulation thereof) can be found in [Petrov03]. Of course, aJso simplified models 
are developed, e.g. for the biaxial alignment in ytlria stabilized zirconia layers [Mahieu04]. 
a) 
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Fig. 2.4 Two relaxed grain boundaries (indicated by the arrows) in the (000 I) plane (a). Part (b) shows the grain 
boundaries after deposition of five atomic layers. The depositing species arriving with a.= 20° and ~ = 0°. The 
deposition on the grain boundaries result~ in amorphous regions. Taken from [HammerschmidL05]. 
2.2 Magnetron discharge simulation models 
With this module is meant the (self-consistent) modelling of the MD. This means a 
model that can relate the basic extemaJ parameters (gas pressure, magnetic field and electricaJ 
power input) with (some ot) the properties of the resulting discharge. Numerous models were, 
and are still being, developed for this purpose. These range from models that have the 
potentiaJ to describe the MD very accurately (e.g. PIC-MC) to very elementary models (e.g. 
the Thornton formula for the discharge voltage, section 1.3.2). To count as a "simulation 
model", i.e. to be included in the list here, the model is required to reproduce certain MD 
characteristics with spatiaJ resolution. For a cylindrical (or post) MD, this implies at least a 
one-dimensionaJ model, for a planar magnetron a two-dimensionaJ model is the minimum. 
The reason for this limitation is the conviction that this minimum number of dimensions is 
required for a model that wants to be quantitative, a logicaJ demand for a simulation. Models 
that are less dimensional can of course aJso be very vaJuable as they can give insight into the 
MD but they can, at best, only be quaJitative. 
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Several different models exist for MD simulation. An important property of a model is 
whether it is self-consistent or not. The most commonly encountered methods and their major 
(dis)advantages are discussed. For further reference, it is mentioned that relatively recently a 
review article with respect to magnetron discharge modelling has been published [Shon02). 
2.2.1 Particle-In-Cell Monte Carlo method 
One of the most encountered techniques in MD simulation is the "Particle-In-Cell 
Monte Carlo (PIC-MC)" method. This simulation method is not limited to MD but is 
frequently used in plasma simulation. It is a combination of the PIC and lhe MC technique. 
The latter technique is treated further (section 2.2.2). It is sometimes referred to as PIC-MCC, 
i.e. "Particle-In-Cell Monte Carlo Collisions", which stresses that the MC technique is used to 
handle the Collision events. The PIC technique is basically a method to describe the 
behaviour of a large number of charged particles. The space occupied by the particles is 
divided into cells. The particles are represented by a limited number of super-particles. Each 
super-particle has a weight factor that specifies the number of real particles it represents. By 
using the Poisson equation for the relation between the charge density and the electric field, 
this technique enables to calculate the electric fields generated by the charged particles and 
thus allows simulating lheir behaviour self-consistently. Combined with the MC technique for 
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Fig. 2.5 Example of some of the simulation PIC-MC results: the potential dislribution for M =1.00 T and 
y = 0.12 (a) and the ion density in the direction perpendicular to the target (b) for different SE yields y and 
magnetic field strengths M (M = 1.00 T correspond~ with B-. ... 650 G). All shown results are obtained with the 
discharge voltage set to 500 V and the gas pressure equal to 5 mTorr. Taken from [Kondo99a]. 
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The major advantage of the PIC-MC technique is that it is a truly self-consistent 
technique. H also results in a wealth of data, including the electron and ion density, their 
energy distribution, the potential distribution, the ionisation rate, ... Some of these are shown 
in Fig. 2.5. A major disadvantage is the required computational load. This can be overcome 
by running the program on a supercomputer or on a cluster. Nevertheless, in [Kondo99b] it is 
reported that running the PIC-MC simulation takes typically 150-200 hours on a Cray C916. 
There is quite some literature describing the use of PIC-MC models for simulating the 
magnetron discharge. Vander Straaten et al. developed their own PIC-MC for the cylindrical 
MD [VanderStraaten98a,b]. In [Kudma02) the cylindrical MD is simulated using the XPDCl-
code from [Birdsall05). For planar MD, the best known simulations are probably the work of 
Nanbu et al, see e.g. [Nanbu96, Nanbu97, Kondo99a, Kondo99b, KondoOI). They used their 
own developed PIC-MC model. Also quite some work reports planar MD simulations using 
the OOPIC code [Shon98, Shon99, Kadlec04, Kools04b, Kwon05]. This OOPIC code was 
developed by Verboncoeur et al. [Verboncoeur95] and can be downloaded freely [Birdsall05). 
Another software package that is used for MD is PEGASUS [Kusumoto04], the software 
itself is described in more detail in [Miyagawa03, Miyagawa05] and is based on NEPTUNE. 
The latter is used in [Y amazaki02] to simulate copper deposition by magnetron sputtering. 
More recently, Kolev and Bogaerts also developed a PIC-MC model for the magnetron 
discharge [Kolev04a]. 
In [Shon98] and in [Kwon05] it is reported that no steady state is found. Instead, the 
amount of particles increases. In both cases the time the plasma is simulated is very short (3 
and 5 J.ISec, respectively). Following the discharge for a longer time period apparently leads to 
a steady state, e.g. [Nanbu97, Kondo99a, Kools04b], although [Kolev05] mentions that a 
reliable steady state, i.e. a steady state where the discharge evolves to the correct region of the 
current-voltage characteristic, can only be reached by including an external electric circuit. In 
the latter work, the required time for reaching convergence was "not less than 20 )lSec". In 
[Kools04b], the resul ts show that convergence was reached after roughly lO J.ISec. 
As mentioned, this type of magnetron discharge simulations produce a wealth of data. 
However, care bas to be taken when interpreting the results. Here we mention some 
shortcomings of the results reported by the group of Nanbu et al [Nanbu97, Kondo99a, 
KondoO I]. First, the time step !:.t used for the electron orbits is rather large: in [Kondo99a] it 
is mentioned that !:.t ,. 0.2 ns. The examined magnetrons have Bmax in the range of 325 to 
650 G. With these Bmu correspond Larmor frequencies of 6 to 11 GHz, which means that 11t 
varies from 0.18 to 0.36 times the inverse of the Lannor frequency. According to the results 
presented in Fig. 1.4 in section II.I.3.1.1, such large time steps result in an inaccurate orbit 
calculation and in a serious artificial electron energy loss. These inaccuracies compromise 
both the position and the amount of ionisation simulated, which seriously questions the 
reliability of the presented results. This might be the origin of the second shortcoming of these 
simulations: the simulated cathode sheath thicknesses are very large: in [Kondo99a] sheath 
thicknesses vary from 4.5 to 5.8 mm. In reality, sheath thickness of at most 3 mm are 
observed (section 1 .3.3.5B). Third, the current densities are extremely low for magnetron 
discharges. From the sketch of the magnetron configuration in [Kondo99a] we can infer a 
race-track surface of roughly 24 cm2 (race-track length,. 24 ern, race-track width= lcm). The 
total currents listed in the article are between 35 and 50 rnA, which means current densities 
around 1.5 to 2.1 rnNcm2. These values are at least a factor 10 lower as the current densities 
typically encountered in magnetron sputtering. The fourth remark concerns the simulated 
current-voltage characteristics: with increasing discharge voltage the discharge current and 
the electron density are found to decrease, the cathode sheath thickness is found to increase 
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[KondoO I]. These simulated dependences are opposite to experimental observations (see 
Chapter 1). 
A very interesting result of these simulations is the magnetic field dependence: in 
[Kondo99a] the magnetic field strength Bmax is varied from 325 to 650 G at constant discharge 
voltage (Vd = 500 V) and gas pressure (5 mTorr). The simulations show an increase in the 
plasma density and in the ionisation rate (Fig. 2.5b and Fig. 2.6). Moreover, the discharge 
intensifies and the cathode sheath thickness is found to decrease. This is in agreement with 
common sense: with increasing magnetic field strength, the MD intensifies and is better 
confined. This result seems to indicate that the anomalous electron transport is simulated, at 
least qualitatively, correctly (see also section 2.2.5). 
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Fig. 2.6 Simulated influence of the magnetic field on the ionisation rate. Same settings as in Fig. 2.5. Taken from 
[Kondo99a]. 
[n spite of the mentioned shortcomings, the PlC-MC technique is in principle a very 
viable method. Hence, one can easily agree with the conclusion of 1Kolev04a) which states 
that PIC-MC is "the most powerful tool to tackle the problem with the full description of the 
planar magnetrons at all operational conditions. The price for that is the very long 
computational time." 
2.2.2 Monte Carlo method 
In the Monte Carlo (MC) method, a test particle is followed in a fixed environment, 
i.e. the events generated by the test particle do not change its environment. This technique is 
also referred to as "Test Particle Monte Carlo method". An analysis of the foundation of the 
MC method in plasma simulations, including its physical meaning and relation with solving 
the Boltzmann equation can be found in [Bruno03]. 
The fixed environment is an input of the simulation and can be obtained from other 
models or from experiments. Note that "fued" does not mean that the environment must be 
static, it can vary in the time during which the test particle is followed but the test particle 
cartnot induce the changes. Consequently, the technique is not self-<:<>nsistent, which is its 
major drawback. 
To determine the events of the test particle, no deterministic algorithm is used. Instead, 
the events are determined stochastically using a set of random numbers. In reality, pseudo 
random numbers are used because these can be easily generated by computer algorithms. In 
principle each test particle that is followed will give a different result. A meaningful result can 
only be obtained when a large ensemble of lest particles is used. 
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Fig. 2.7 Example of the simulated ionisation disuibution for a cylindrical magnetron using the MC method (a). 
The r-axis is along the target, the z-axis is perpendicular to it. The results are for Vd = 400 V, gas pressure I Pa 
and Bmu. = 245 G. By integrating the ionisation disuibution over the target, the obtained disuibution can be 
compared with experimental measurements of the optical emission of the MD (b). Parts (a) and (b) are taken 
from [Sheridan90a] and [Miranda90), respectively. 
This technique is most commonly encountered in numerical MD simulations when it 
comes to determining the ionisation distribution or the erosion profile on the target. The 
reason is the success of the work done by the group of Sheridan-Goree et al. , e.g. [Miranda90, 
Sheridan90a, Goree9J , Goeckner91] who were able to simulate the ionisation distribution 
using a two-dimensional MC model and compared it with optical emission measurements 
(Fig. 2.7). Also the erosion profile could be simulated. The basis of their model was a simple 
retracing of the high energy electron orbits by numerically integrating the Lorentz equation 
(eq. (1.1)) and combining this with a MC approach for the collision events. Similar work is 
reported in e.g. [Fan04, Ido93b]. The group Sheridan-Goree also simulated the ion motion 
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Fig. 2.8 Example of erosion profile simulation using the MC method. Part (a) shows bow the formed erosion 
groove is taken into account. The target is split in n layers. Each time a layer is sputtered through, the simulation 
is restarted with the obtained erosion profile as input. Part (b) shows the simulated erosion profiles for n = I, 5 
and I 0. In this case 5 divisions are sufficient The agreement with the experimental erosion profile was excellent 
Taken from [Ido98]. 
S. ldo et al. used a MC model to simulate the erosion profile in planar magnetrons. 
First, the erosion profile in a cylindrical and a rectangular magnetron were simulated for 
various pressures and magnetic field configurations [Ido93b, Ido96a, Ido96b]. Then, Lhe 
erosion profile using ferromagnetic targets was simulated. They report how the eroded region 
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can be influenced by placing a ferromagnetic ring on lop of the target [Kashiwagi99] and by 
lhe outer part of the yoke [Ido99]. For a ferromagnetic target, the eroded region strongly 
influences the magnetic field strength. ln [Ido98] is reported how this effect is taken into 
account, which leads to a very accurate erosion profile simulation (Fig. 2.8). 
The main advantages of the MC method are that it is easy to implement, it can handJe 
the low gas pressures encountered in MD and it is much faster than self-consistent methods. 
Because of the Iauer, it can be used on (large) three-dimensional geometries, see e.g. 
[Shidoji94, ShidojiOO, Lopp02, Fan03, Kubart04, BuyleOS]. In all these references the MC 
model is basically used to investigate the cross comer effect. This term is used to denote the 
enhanced ionisation and erosion that occurs at opposite sides of a (long) rectangular target. It 
is due to a disturbed ExB drift of the electrons after they drifted trough the end region of the 
race-track [BuyleOS]. Here, the MC method has an advantage over the PIC-MC method: in 
[Nanbu97] a three-dimensional magnetron was simuJated but the variation of the ionisation 
along the race-track was too large to notice the cross corner effect. Although the PIC-MC 
method should undoubtedly be able to reproduce this effect, it would cost an enormous 
computational effort. 
2.2.3 Kinetic model 
The kinetic modelling of the MD is based on the solution of the Boltzmann kinetic 
equation for the electrons. To our knowledge, this technique has only been applied to 
cylindrical or post magnetrons. The discussion here is based on the work of Porokhova eta!., 
see e.g. [PorokhovaO I, Porokhova03, Porokhova05a]. Their work is based on the spatially 
inhomogeneous Boltzmann equation [PorokhovaOJ]: 
~-V;.F - : (1~ +[~x8J)· V;F =C(F) 
with F( v, r) the electron distribution function. Note that the force term has already been 
replaced by the appropriate form containing the electric (E) and magnetic (B) field which also 
appears in the Lorentz equation (cq l.l ). The term C(F) represents the various collision 
processes or the electrons. 
To find a self-consistent solution for a given input of magnetic field strength, gas 
pressure and discharge current, the kinetic equation needs to be supplemented by some other 
requirements. In [PorokhovaOll, self-consistency is reached by adding an equation describing 
the ion motion in collisional regime (i.e. a fluid model for the ions) and Poisson's equation. In 
[Porokhova03] the radial distribution of the electric field is determined by fixi ng the 
discharge voltage to the experimentally measured one and by demanding that the radial 
potential distribution provides a radial electron density distribution that is simjlar to the 
experimentally measured one. This latter approach seems "less self-consistent" as both the 
discharge current and voltage are used as input parameter. In [PorokhovaO I] the model is one-
dimensional, in [Porokbova03] the model is extended to two dimensions so that also the axial 
inhomogeneities generated by the shields at the ends of the cylindrical magnetron can be 
modelled. A major advantage of the method is the small computational load: a typical 
calculation requires about 2 to 10 minutes, depending on the number of grid points 
[Porokhova05b]. 
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Fig. 2.9 Simulated (lines) and experimental (markers) results for the ionisation distribution in the radial direction 
in a cylindrical MD discharge for different magnetic field strengths. Taken from [Porokhova05a]. 
The presented results in the mentioned references show a very good agreement 
between the experiments and the simulations. However, the results are obtained for high gas 
pressures (minimum 3 Pa) and relatively weak magnetic field strengths (maximum 400 G). It 
would be interesting to see whether this modelling approach can deal with low pressures and 
strong magnetic fields as these are the working conditions were anomalous electron transport 
can be expected (see also section 1.3.6.2 and Chapter ll.6). It is also not evident at all to adapt 
this technique to a two-dimensional model for the planar MD due to the non-uniform 
magnetic field [Porokhova05b] . 
2.2.4 Fluid model 
The fluid model, or hydrodynamic model, is also based on the Boltzmann equation but 
it assumes that there is local thermal equilibrium, i.e. the electron energy distribution function 
(EEDF) is assumed to be Maxweman in each point. What remains are the continuity, the 
momentum transfer and the mean energy transfer equations for both the ions and the 
electrons. Different fluid models differ in the approximations made to solve these equations. 
The model is made self-consistent by adding the Poisson equation. 
Fluid models are not common to describe the MD. One-dimensional models are 
reported in [Bradley97, Cramer97, Rabiilski98]. A two-dimensional fluid model for the planar 
MD was recently developed by Costin et al. [Costin05]. They reported simulation results 
(electron and ion densities, plasma potential distribution) for a circular magnetron (diameter 
33 mm) with B"""' = 750 G and Vd = 550 V (Fig. 2.10). For pressures varying form 30 to 
5 mTorr they found cathode sheaths thicknesses from 3.0 to 7.5 mm for Vd = 350 V. These 
appear very unrealistic: typical measured values for these conditions are below 3 rom (section 
1.3.3.5B). 
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Fig. 2.10 Simulated electron (a) and ion (b) density using a 20 fluid model for B ... = 750 G, Vd = 550 V and 
p = 20 mTorr. Taken from [Costin05). 
A major drawback of the model is that it is, in principle, not suitable for low gas 
pressures, i.e. when the mean free path length of Lhe particles is of the same scale or larger 
than Lhc dimensions of the space in which they are considered. For typical MD operation, this 
is always the case. This reasoning is often used to discredit the fluid model, e.g. [Kools04a, 
Kusumoto04]. However, according to [Costin05] this problem can be overcome because the 
electrons are magnetised. The result is that the effective distance between two collision events 
is much smaller than the device dimensions, implying that Lhe fluid model can be used. 
A more fundamental shortcoming of the model is that the collision frequencies are 
based on the Maxwellian EEDF, i.e. they rely on local thermal equilibrium. As mentioned in 
section 1.3.5.6, this is not the case: the EEDF have a high energy tail. The experimental 
reports about the existence of two electron groups, cold and hot ones, seems less cumbersome 
because the two groups of electrons are only observed outside the magnetic trap and there the 
ionisation is minimal. Because of the assumption of thermal equilibrium, one can conclude 
that "stricrly saying, the fluid approaches are unapplicable to magnerron plasma" 
[Porokhova03]. 
2.2.5 Hybrid model 
Strictly seen, a hybrid model could be a combination of any of two or more of the 
model types mentioned so far. However, here the term is used specifically to denote the type 
of model developed by Shidoji et al. [Shidoji99a) and by Kolev and Bogaens [Kolev04a]. ln 
both cases, the fast electrons, i.e. the electrons that generate ionisation, are treated by the MC 
technique. The slow electrons and the ions are described using the fluid model. Hence, thls 
technique tries to use the advantage of the fluid model (relatively small computational load) 
without its questionable method to determine the ionisation generation by using the EEDF. 
Instead, the ionisation generation is handled using the MC technique, which is a particle 
approach. Self-consistency is obtained by adding the Poisson equation. 
Using the hybrid model, Shidoji et al. were able to simulate the MD and its 
dependence on external parameters. We mention the influence of the gas pressure and the 
electrical power [ShidojiOO] and of the magnetic field strength [Shidoji03]. Also the influence 
of balancing the magnetic field [ShidojiOib], of depositing an insulating layer [Shidoji99b] 
and of bipolar pulsed sputtering [Shidoji04] were investigated. 
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Fig. 2.11 Simulated ion density in the case of bipolar puhed sputtering: the magnetron on lhe left acts as 
cathode, lhe one on the right as anode. The result is obtained using a hybrid model. Taken from [Sbidoji04]. 
Kolev and Bogaerts report that the application of the hybrid model becomes 
problematic for strong magnetic fields and/or low gas pressures [Kolev04a]. They point out 
that in such cases the results appear unrealistic: a large amount of ionisations occurs at rather 
large distance from the cathode. The reason is that at high magnetic field strengths the 
electrons cannot diffuse across the magnetic field lines anymore when using the classical 
theory. Consequently, an electric field is formed between the sheath region and the anode. 
Because of this electric field, ionisations occur in that region. Also the simulation results 
reported in [Shidoji03] express thls behaviour: the iorusation in the region from I 0 to 40 mm 
above the target is stronger for a magnetic field strength of 360 G than for 180 G but the peak 
ionisation is lower. This is opposite to the behaviour reported in [Kondo99a]: there the 
simulated peak ionisation rate increases with increasing magnetic field. The latter result 
appears more realistic as the magnetic field is applied to the discharge to intensify the MD, 
not to spread it out. 
The problem of the hybrid model to deal with strong magnetic fields is probably due 
to the fact that iL does not account for the anomalous electron transport. Indeed, as mentioned, 
the slow electron transport is treated using the fl uid model. This requires the electron 
diffusion coefficients for the transport perpendicular to the magnetic field lines. This 
coefficient is obtained using the classical theory, i.e. 
with DJ. the diffusion coefficient in the direction perpendicular to the magnetic field lines and 
Da=O the one without magnetic field. However, according to experimental evidence, the 
diffusion across the magnetic field lines is larger as predicted by DJ. (section 1.3.6.2). 
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ln conclusion, the main advantage of the hybrid model is that it is faster than PIC-MC 
models (a solution can be obtained in 2-3 days). The pay-off for this advantage is that 
assumptions need to be made about the slow electron motion in crossed electric and magnetic 
fields. Because of the latter, this technique seems to fail to describe the anomalous electron 
transport that occurs for sLrong magnetic fields and/or low gas pressures. A possibility could 
be to include this anomalous transport empirically like in Hall thruster modelling (section 
1.3.6.2C). 
2.2.6 Simplified models 
Next to these simulation models, other (simplified) models have been presented for the 
planar MD. However, most of them arc zero-dimensional or one-dimensional, e.g. 
[Rossnagel87b, Guimariies91, Pekker95, Bradley97, MiuraOO]. The advantage of these 
models is that they can be solved practically without computational cost. However, as 
mentioned before, these models cannot resuh in quantitative resul ts because the planar MD is 
essentially two-dimensional. 
The onJy model that, to our knowledge, does not require much computational effort 
but nevertheless is two-dimensional is the model from Wendt and Lieberman [Wendt88a, 
Wendt88b, Wendt90]. In this model, the discharge area is split up in arch-shaped areas, the 
shape of which is dctennined by the magnetic field lines (Fig. 2.12a). Using this model, 
Wendt et al. were able to relate the width of the erosion profile to the discharge current, 
discharge voltage and magnetic field strength through the Larmor radius (Fig. 2.12b). Using 
the same model, the light emission in a MD could be described [LanGu88]. 
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Fig. 2 .12 a ) The simplified model developed by Wendt et al. is based on splitting up lhe discharge area in arch-
shaped regions. b) Width of the current distribution vs. the square root of the electron La:rmor radius. The points 
are experimental data, the dotted and solid line are obtained using the simpli fied model assuming a cylindrically 
symmetric and a rectangular model, respectively. Taken from LW endt88a]. 
The arch-model from Wendt et al. is of course a strong approximation of the reality 
but the above examples highlight an important advantage of such a model: because it does not 
require much computational effort, it can be used to investigate the dependence of a certain 
characteristic on parameters like the gas pressure and the magnetic field strength. 
Unfortunately, this model is not self-consistent. 
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2.3 Challenges related to MD modelling 
However sophisticated a simulation model, there are some limitations to what can be 
expected from the simulation results. The origin of this might be due to inadequate 
experimental input data or to the specific geometry or operating conditions of the process. As 
such, these situations can be called problem cases or, more positive, challenges related to MD 
modelling. Here, we give a list of the most important ones of these challenges. 
2.3.1 SE yield 
The SE yield y gives the amount of SE electrons emitted per incoming ion. As 
mentioned in section 1.4.4 and as will be shown later (sections II.4.3.3 and II.6.4.3.5), the MD 
characteristics depend very strongly on the exact value of theSE yield. Unfortunately, these 
yields are extremely difficult to measure. Consequently, for most materials this yield is not 
accurately known (section 1.2.2.1). 
This is probably the most fundamental factor limiting the output of MD simulations: 
whatever the model used for the MD simulation, it can only result in accurate results when the 
SE yield used is accurate. In Shidoji et al. it is mentioned that reducing the SE yield by 50% 
can decrease the currents with a factor four to five [ShldojiOia]. In [Kondo99a] the increase 
of the SE yield from 0.12 to 0.15 leads to a substantial increase in the plasma density (from 
1 .I to 1.7xl01%m3, see Fig. 2.5b) and in the discharge current (from 34.9 to 49.5 rnA). 
Given this situation, the values for theSE yield used in MD varies strongly. Usually, y 
is taken independent of the discharge voltage (e.g. in [Nanbu97, Kondo99a]). On the other 
hand, Sbidoji et al. use a SE yield that depends on the discharge voltage, e.g. in [ShidojiOla]. 
Sometimes, quite unrealistic values for the SE yield are used, e.g. in [Pflug03] where for 
certain conditions a SE yield of 5 is assumed for a metal surface. Also in [Kusumoto04] y is 
used as a tuning parameter: the authors mention that it is set to 0.03 as "a larger value 
sometimes leads to the unbounded increase of super particles", i.e. the simulation does not 
reach a steady state but the plasma density continues to increase. 
The challenge here is to make the MD simulations so reliable that, once the model is 
calibrated using a material with a relatively well-know SE yield, comparison of the 
experimental and simulation results can be used to determine the SE yield of the investigated 
target material. 
2.3.2 Recapture 
The orbit of a SE emitted from the target follows the magnetic field lines. When the 
electron does not interact with the discharge gas, this will lead to an electron-target 
interaction. This event is characterised by the reflection coefficient R, which gives the 
probability that the electron is reflected. If the electron is not reflected, it is recaptured by the 
target. This process is discussed extensively in Chapter ll. l. 
To simulate this effect accurately, the initial electron energy may not be neglected, the 
orbit calculation should be performed very accurately and the reflection coefficient R needs to 
be known. The required accuracy bas important consequences as it can only be reached by 
reducing the time step used for retracing the electron orbits, which seriously increases the 
computational effort. In section II.l.3.1 it is shown that the time step needs to be at least a 
factor of two srnaUer then currently encountered in MD simulations. Second, experimental 
values of R, needed as input for the simulation, are very scarce as discussed in section 1.2.2.3. 
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This is highly inconvenient because the process of recapture is quite sensitive to this 
reflection coefficient (section II.l.3.3). 
2.3.3 Electron mobility 
The problem of the anomalous electron tranSport was already discussed in section 
1.3.6.2. Briefly summarised: the electron transport in the direction perpendicular to the 
magnetic field lines is larger than expected from classical diffusion theory. The enhanced 
mobility is probably due to oscillations in the electric field. 
This effect has its consequences for MD modelling. Obviously, all methods that rely 
on the classical theory are affected. This is especially valid for the models that rely on the 
fluid theory as this requires diffusion coefficientS. For the hybrid model, this issue was 
already discussed (section 2.2.5). 
In principle, the PIC-MC method should be able to deal with this problem as it uses no 
assumptions about the particles. However, a culprit here might be the time scale at which the 
phenomena occur. A broad range of oscillation frequencies have been observed in plasmas 
(section 1.3.6.2) but the typical frequency range is of the order of some 100kHz, 
corresponding with a period of 10 fJSec. Logically, it can be assumed that the discharge only 
reaches a steady regime after some oscillation periods. This means that the discharge should 
be followed during a time span of at least 50 fJSec. Usually, PIC-MC simulations are not 
performed that long, implying they will not accurately describe the effect. 
A possible way to model the enhanced electron mobility is by adding an extra type of 
collisions, the so-called Bohm diffusion collisions. This technique will be applied to the MD 
in section D.5.4.1 and U.6.2 for cylindrical and planar magnetrons, respectively. The 
contribution of Bohm diffusion can be tuned until the simulations correspond with the 
experimental measurements. 
2.3.4 Modelling "Industrially relevant" magnetron discharges 
Of course, the magnetron discharges used for industrial sputter deposition are not 
fundamentally different from the ones used in laboratories. Nevertheless, there are some 
aspects that make them extremely challenging to simulate. Although including these in MD 
models is not a fundamental problem, it will make the simulations much more computing 
intensive. Given that the computational load is already high (order of several days for both the 
PIC-MC and hybrid model), it is clear that an industrially relevant "virtual sputter magnetron" 
is not for the immediate future, even taking into account Moore's law which states that the 
computation power doubles, on average, every 18 months [Ross03]. Some examples are 
given. 
2.3.4.1 Geometry 
Although it is not a fundamental limit, the geometry of the MD considered can make 
certain models useless. Ln the glass coating industry, magnetrons with cathodes up to 4 metres 
long are used. For such dimensions, the PIC-MC technique becomes useless because of the 
unrealistically high computational effort. Hence. less computational intensive methods are 
needed. An example is the simulation of the effect of the turnaround region on the uniformity. 
For this type of simulations the MC method is currently used (section 2.2.2). Although these 
have the disadvantage that the influence of Lhc anode cannot be modelled self-consistently, 
they are preferred as the computational load of the PIC-MC is forbiddingly high. 
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2.3.4.2 (High power) pulsed sputtering 
For industrial applications, pulsed sputtering is frequently used. The typical frequency 
range is in the order of I 0 to 100 kHz. To simulate such processes, the MD needs to be 
followed for several periods, i.e. several times 100 to 10 ~-ts. For the moment, this cannot be 
achieved by PIC-MC modelling. A good candidate for this type of problems is the hybrid 
model [Shidoji04]. 
Currently, high power pulsed sputtering is gaining interest because of its potential to 
deposit coatings with unique properties. In such discharges extremely high electrical powers 
are applied in short intervals. Because of the high plasma density, typical approximations 
made in MD modelling are not valid anymore. First, the magnetic field strength in the 
magnetic trap region changes because of the large Hall currents induced during the high 
power on-pulse [Bohlmark04]. In all simulation models known to us this influence is not 
accounted for. Second, because of the high ionisation degree in these high power discharges, 
it will not be possible anymore to neglect the interactions between charged particles 
(Coulomb collisions). Again, in all simulation models for the planar MD know to us, this type 
of interactions is neglected. Only in [Kudrna02] where a cylindrical MD is simulated using a 
PIC-MC model it is mentioned that the model takes into account electron-electron 
interactions, albeit in a simplified way. Third, the gas density reduction or gas rarefaction: in 
section 1.4.3.4A is discussed how the sputtered particles can beat the discharge gas, which 
leads to a gas density reduction. For standard operating conditions, this effect can be 
neglected. However, in high power pulsed sputtering this will not be the case. This effect is 
usually not accounted for in the MD models. To our knowledge, only the PIC-MC model 
developed by Kolev and Bogaerts is able to deal with this effect [Kolev04b]. 
2.3.4.3 Accuracy 
The specifications for sputtered coatings can be very though. A cypical example is the 
required coating uniformity. Even for large area coating of glass (with cathode lengths of 
almost 4 metres) the required uniformity is usually better than +/-2 %. It is not evident for a 
numerical technique to reach this level of accuracy. The only way to reach it when the 
technique is based on a MC technique is by following a sufficiently large amount of particles, 
i.e. the accuracy comes at the cost of computational load. 
Apart from this, several other effects influence the accuracy at this scale. Some 
examples are the gas heating due to sputtered particles and the resulting gas density reduction, 
a non-uniform gas inlet, the influence of the erosion groove formation on the process, 
redeposition on the target, heating of the target, the influence of the sputtered particles, ... 
Again, all of these examples form no fundamental problem, but they might seriously increase 
the computational effort. 
Basically, the mentioned effects are all examples of "extended self-consistency". 
Usually, in MD modelling the term self-consistency is used with respect to the electric field. 
However, because of the on-going sputtering and deposition during the process, the 
environment of the MD changes. For a very accurate MD simulation, also these changes have 
to be taken self-consistently into account. 
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2.4 Conclusion: simplified model for the magnetron discharge 
The main aim of the presented work is a fundamental understanding of the d.c. planar 
MD, which should be shown by the ability to simulate the MD behaviour. Hence, the question 
arises which of the presented methods for MD simulation is suited best for this purpose. 
The discussed MD models range from very basic to extremely detailed. An important 
criterion to distinguish the models is self-consistency. Although non self-consistent models 
can be extremely valuable to assess certain aspects of the MD, they are by definition not 
suited to elucidate the whole process. Unfortunately, the overview of the methods showed that 
the self-consistent ones showed quite some shortcomings. 
Moreover, none of the models has been tested to check whether they can reproduce the 
MD behaviour over the very wide range of electrical powers, gas pressures and magnetic field 
strengths encountered in magnetron discharges. A factor that plays definitely a role here is the 
required computational load. Such testing seems nevertheless absolutely necessary to be sure 
U1at thc "right physics" is in the model. 
This extensive testing can only be performed within a reasonable time wben a 
simplified model is used. Another advantage is Lhat a simplified model can be very 
instructive: "Very often a simplified model throws ,wre light on the real workings of nature 
than any number of ab initio calculations of individual situations, which, even where correct, 
often contain so much detail as to conceal rather than reveal reality. It can be a disadvantage 
rather than an advantage to be able to compute or measure too accurately, since often what 
one measures or computes is irrelevant in tenns of mechanism. After all, the perfect 
computation simply reproduces Nawre, it does not explain her." [Anderson78]. 
In conclusion, given the limited computational effort and the potential "to explain", it 
was opted to develop a simplified model for the planar magnetron discharge. As mentioned 
before, developing a simplified model inevitably leads to discussion because of the reduced 
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1 RECAPTURE OF SECONDARY ELECTRONS 
1.1 Introduction 
ln a magnetron discharge (MD) secondary electrons (SE) arc cmitled from the target, 
predominantly due to ion impact (section 1.1.2.2.1). Once emitted, the collisionless SE 
movement is determined by the Lorentz equation. The result is a gyrating movement of the 
SE around the magnetjc field lines, leading to arch-shaped orbits , see e.g. [Thomton78a, 
Thomton78b, Sberidao90a, ldo93a]. Fig. l.l a shows a sketch of the orbits in the xz-plane 
indicating the typical SE movement under the assumption of E,Rll = 0 eV, with Ein,, the initial 
energy of the SE. In this case all z-values reached by the electron when passing through its 
orbit are greater than or equal to zo, the initial z-value, i.e. the electrons do not interact with 
the target. This is due to the reflection of the SE just above the target because of the combined 
influence of the electrostatic sheath and the mirroring due to the magnetic field 
[Lieberman94]. If we choose E1nil to be non-zero, the position and shape of the orbits are not 
signilicantly changed, suggesting that £;0 ;1 is of small importance. However, in contrast to a 
zero E;nih the SE can now reach z-values which are smaller than zo, i.e. the SE will interact 
with the target. This does not always happen when the electron returns to the vicinity of the 
target because a SE can, like in the case E;nit = 0 eV, be reflected just above the target surface 
(Fig. 1. 1 b). The electron-target interaction, which leads to reflection or recapture of the 
electron, is characterised by the electron reflection coefficient R (section 1.1.2.2.3). 
a) 
Fig. 1.1. a) Sketch of SE orbits showing clearly lhe arch-shaped orbits. b) Detail of the electron-target 
interaction: for £..., equal to 0 eV lhe electron is always reflected, for a non-zero initial energy electron-target 
interaction is possible and can lead to lhe recapture of lhc electron. 
Vander Straaten et al. [VanderStraaten98a,b] implemented the possibility for a SE to 
be recaptured by the target in a one-dimensional PIC-MC model for a cylindrical post 
magnetron. Although according to this simulation the "net secondary emission rate" 
(secondary emission rate minus recapture rate) decreases by a factor four when the pressure 
drops from 10 to I mTorr, they concluded that for an electron reflection probability in the 
range of 0.5-0.9 "the steady state to which the simulation evolved was found to be largely 
insensitive to the particular value [of the reflection coefficient] used". 
For introducing the effect of electron recapture they refer back to [Thomtoo78a]. 
However, their conclusion is not in agreement with Thornton who, based on an expression for 
the discharge voltage (eq. (1 .20) in section 1.1 .3.2), concluded that the discharge voltage bas 
twice the value it would have if no recapture existed. Thus, in this case there is a very strong 
influence of recapture on the discharge. Thornton considered a cylindrical post magnetron 
with a typical magnetic field strength of 0.02 T and took a probability of 50% for a SE to be 
recaptured. Thornton based his suggestion for a 50% SE recapture probability on separate 
work done by Redhead and Jepson. Redhead [Redbead58] differentiated between the intrinsic 
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SE yield r. and the effective SE yield 'Ycrr as seen by the discharge and deduced the 
relationship: 
(l.l) 
with s the average distance travelled by the electron before it is recaptured by the target and A. 
the mean free path of the electron. Redhead deduced this relation for an inverted-magnetron 
gauge, Jepsen [Jepsen61] deduced a similar relationship for a cylindrical magnetron. To 
quantify the process of recapture we introduce the Effective Gas Interaction Probability 
(EGIP). This EGIP, which is represented by J, is defined as the probability that an emitted SE 
effectively interacts with the discharge gas and is not recaptured. Hence, the EGIP f is given 
by the factor between brackets in eq. (1.1), i.e.: 
. 
/=1-e-;. (1 .2) 
The influence of recapture of SE has been mentioned in discussions of the planar 
magnetron. An example is the mentioning by Rossnagel and Kaufman [Rossnagel86] that 
"due to recapture of some fraction of the secondary electrons at the cathode surface(. .. ), the 
secondary electron coefficient will effectively be lowered". In [Lieberman94] the model of 
Thornton for determining the discharge voltage, including the assumption that half of the SE 
is recaptured, is applied to planar magnetrons. ln [Debal98] it is mentioned that when the 
electrons are emitted where the magnetic field is maximum "they immediately fall back onto 
the cathode". In [Li95] a Monte Carlo technique is used to determine the ionisation in a 
magnetron-Jike model. It is reported that with increasing magnetic field (up to 0.15 T) the 
ionisation increases, but due to electron loss via cathode absorption it decreases when the 
magnetic field is further increased. In [Kubart04] it is concluded, based on MC simulation of 
the erosion profile, that the shape of the erosion profile is practically the same, whether 
recapture is accounted for or not. In [Kolev05] the influence of electron recapture on the MD 
is investigated using a PIC-MC model. 
In this chapter, an analytical method for calculating the EGIP is developed. 
Furthermore, the model is verified by comparing its results with those from a Monte Carlo 
(MC) method for determining the EGIP. The analytical method is then applied to investigate 
the influence on the EG{P of different parameters, such as the initial energy Eini1 of theSE, the 
reflection coefficient R, the gas pressure, the electric field E and the magnetic field B. 
1.2 Model 
This part describes both the Monte Carlo (MC) and analytical model to calculate the 
EGrP f First, four aspects common to both models are treated: the magnetron model (section 
1.2.1), the initial starting conditions of theSE (section 1.2.2), solving of the Lorentz equation 
(section 0) and the electron interactions (section 1.2.4). Then, the MC model (section 1.2.5) 
and the analytical model (section 1.2.6) are discussed. Finally, the calculation of the average 
EGIP <f> is introduced (section 1.2.7). 
1.2.1 Magnetron model 
A sketch of the two-dimensional model used for the magnetron set-up is given in 
Fig. 1.2. The model represents the MD in the straight section of a rectangular planar 
magnetron. If we assume that the straight sections (y-direction) are suftkiently long, a two-
dimensional model suffices for the cross section AB shown in Fig. l.2a. Moreover, we 
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assume that the straight sections each have their own magnet array consisting of two magnets 
with opposite magnetisatioos and that the arrays are separated far enough from each other so 
that the magnetic field created by the array of side BC is not felt by the discharge of side AC. 
This implies we can limit ourselves to cross section AC. Since we only want to study theSE, 
the magnetron model shown in Fig. 1.2b is sufficient. The magnet system, which is balanced, 
is defined by the spacing d between the magnets, the side length s of the magnets and the 
magnet strength B •. These parameters together with zo. the height of the target surface (which 
is assumed flat) above the magnets, determine the strength and structure of the magnetic field 
in the discharge region. Given the symmetry of the model, it will be sufficient to limit 
ourselves to the positive side of the x-axis. The thickness de of the cathode sheath and the 
discharge voltage Vd are input parameters. These values of Vd and de, together with the 
assumption that the electric field varies linearly in the cathode sheath, defines the potential 
V(z) as: 
V(t) =FF t-(: +d') ]' (1.3) 
The magnetic field B is calculated by introducing magnetic charges which allows analytical 
calculation on condition that the magnets are rectangular bars, the magnetisation is 




Fig. 1.2. a ) Top view sketch of a rectangular magnetron system. The dark shaded area represents the most 
intense plasma region, i.e. the region that corresponds with the ra.ce-track area. The mid-plane of the magnetron, 
on which the model shown in Fig. 1.2b is based, is also shown. (b) Two-dimensional model for describing the 
SE behaviour: the magnets (strength 8,) of the array are placed on a soft iron plate and have a square cross 
section with side length s in the xz-plane and are infinitely long in they-direction. The distance between the 
centres of the magneL~ is d. The plane of the target surface is given by Zo which, in reali ty, is determined by the 
thickness of the target and the back:ing plate. The dots show examples for starting position.~ of secondary 
electrons. The dotted line at z = Zo+dl! represents the end of the cathode sheath. 
1.2.2 Initial starting conditions of the SE 
The initial energy of theSE is typically in the range 2-6 eV [Chapman80, Baragiola94, 
Nishimura96, Shon02] and the angular distribution of the emitted electrons follows a three-
dimensional (3D) cosine-law [Reimer85] (sec also section 1.1.2.2.1 ). This cosine-law can be 
approximated by taking for each x-position 2n+l different initial velocity vectors v;." in the 
xz-plane, each formi ng an angle 81 with the z-axis (Fig. 1.3). The 9, are given by 
9, = i1fl2(n+ 1) (i = -n,-n+ I , ... ,n-l,n). This two-dimensional approximation of the cosine-law is 
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sufficient to describe and compare both the analytical and Monte Carlo model. However, 
more accurate results are obtained when a 3D approximation is used (section 1.3.2). This is 
possible because the electron orbits are calculated in 3D. The 3D approximation is 
constructed by considering for each angle 9;, except for 9; = 0, m angles <J>.i = jrrlm 
(j=O,l, ... ,m-1) with <p the angle with the x-axis of the projection of vmit in the xy-plane 
(Fig. 1.3). This way 2mll+ 1 initial velocity vectors are taken into account. The velocity 
vectors each have a weight factor cos(9i) independent of <p. 
z 
Fig. 1.3. Sketch showing how the angles 9 and cp are defined in the xyz-coordinate system. 
1.2.3 Solving the Lorentz equation 
To solve the Lorentz equation (eq. (l.l) in section 1.1.1) we apply the fourth order 
Runge-Kutta method. One can solve the Lorentz equation with a fixed or a variable time step 
&. The ftrst one is the most simple. The time step can be determined from the Larmor 
frequency w. The definition of w was already given in section 1 1.3.6.2 (eq. (1.49)) and is 
repeated here: 
eB (J) = -
m 
(1.4) 
Such a requirement is necessary: if !::J is chosen too large with respect to w, the gyrating of the 
electron is not resolved completely. In general, this requirement is sufficient to determine the 
electron orbits. However, as we will show (section 1.3. 1) the calculation of the EGIP requires 
a very high accuracy, which implies small time steps. Fortunately, these stringent 
requirements can be limited to certain areas. This means that using variable time steps is 
recommended to keep the computational load reasonable. To determine the variable time step 
three criteria are used. 
First, as in the case of a fixed !it, the time step !::J is required to be smaller than a 
fraction ~1 of the inverse of the Lannor frequency w: 
t.r < 21t/3. 
(J) 
(1.5) 
Second, a too large Lime step leads to an artificial decrease of the electron energy 
(section 1.3.1 ). Hence, the second criterion for determining !::J is that the energy loss Etoss per 
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time step should be smaller than a given maximum energy loss E1oss.max. which is chosen as 
fraction ~2 of the initial energy £;nit· 
For the third criterion, the spatial accuracy needed for calculating the recapture 
probabilities is considered. As already mentioned, when the initial energy of the SE is set to 
zero, the SE is always reflected above the target surface. The critical distance dcri1 for 
calculating t:be recapture probabilities is the extra distance along the z-axis the SE can go 
lower because of £;nit· Hence, dent is defined as: 
(1.6) 
with £(1.()) the electrical field at the target surface and e the electron charge. Note that it is 
a<>sumed that E(zo) is constant over dcrit· Given the definition of the electric field E(z): 
E(z)=--dvl 
dz """' 
and eq. ( 1.3), it follows that £(1.()) is given by: 
E(Zo)=-2 vd 
dE 
Hence, the distance dent is determined by: 
d =~d . 




To estimate the order of magnitude of ~n• we set Einit= 4 eV, Vd= 300 V and de= 1.0 mm. 
Eq. (1.8) gives l£(1.())1 = 600 V/mm, which results in dcn1= 6.671-Jm. Given the small value of 
den., the earlier assumption that E(z) remains constant over that distance is justified. 
To calculate the EGIP accurately, the distances As travelled per time step At in the 
vicinity of the target surface should be smaller than ~n•· Good accuracy is obtained for the 
requirement As< O.ldcrit· However, for practical reasons (computing time) it is highly 
favourable to restrict this requirement to a limited region above the target. The simulations 
show that in the region (relatively) far away from the target, the requirement for As does not 
have to be so stringent. Hence, we introduce the parameter ~3 (>I) which allows to specify the 
requirement & < ~3~,;1• To prevent that this requirement interferes with the earlier one 
(As< 0.1 ~ou. it cannot be used in the region within ~3dcri, above the target surface. For safety 
it is only applied in the region 2~3dc,;1 above the target. It is obvious that a transition region is 
needed between the region with requirement As< O.ldcn1 and the region with requirement 
As< ~3~,;1• Hence, we specify, according to the z-coordinate z.e of the SE position, the 
following upper limits for & : 
l O. ldcri, z, < Zo + 2drnt As< O.lft3dcrit Zo + 2dc:rlt S Z, < Zo + 2ft3drrlt ftldcrlt ~) + 2ft3dcrlt ~ Z, (I. 10) 
with 1.() the position of the target surface (Fig. 1.2). 
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In conclusion, to calculate the SE orbits accurately, three parameters (~" ~ and 13J) 
are introduced that specify the upper limits of the step size when solving the Lorentz equation. 
Especially the third parameter is important as it guarantees that the accuracy is sufficient to 
retrieve recapture. The appropriate choice of the parameters ~ 1 , ~ and ~3 allows accurate 
calculation of the EGIP while keeping the required computing time reasonable (section 1.3.1 ). 
1.2.4 Electron interactions 
As already mentioned in the introduction, an emitted SE wiiJ interact either with the 
discharge gas or with the target. The latter process is characterised by the electron reflection 
coefficient R. This coefficient depends on the target material, the crystal orientation of the 
material and on the energy of the incoming electron, as discussed in section I.1.2.2.3. 
The electron-gas interaction is characterised by the cross sections for the electron-
argon interactions. The interactions taken into account are ionisations, excitations and elastic 
collisions, using the cross sections from [Bretagne86a] (Fig. 1.4 in section 1.1.2.1.1). To 
calculate mean free path lengths lv(E), which are needed for the analytical model, we apply 
the equation: 
A.( E) =___!::'!__ 
pu(E) (l.ll) 
with k the Boltzmann constant, T the gas temperature (assumed to be 300 K), p the gas 
pressure and cr(E) the sum of the appropriate cross sections. 
1.2.5 MC model 
In the MC method the trajectory of a SE, characterised by its starting position x and 
the angle e of its velocity vector with the z-axis, is retraced us.ing the method described above 
(section 1.2.2). Per time step At, it is frrst checked whether an electron-gas interaction occurs 
or not. Therefore, the cross section cr(E) is calculated and a random number RN1 is generated. 
An electron-gas interaction occurs when (section 2.5): 
RN, ~P~u (1.12) 
with Prou given by eq. (2.52). If this condition is fulfilled, it is determined by a second random 
number RN2 if the collision is elastic or inelastic. If an inelastic interaction occurs the 
simulation is stopped because the electron cannot be recaptured anymore as the energy loss 
prevents the electron from returning to the target. If an elastic co!Usion occurs, a third (RN3) 
and fourth (RN4) random number are generated to calculate the axial (X) and azimuthal ('If) 
scattering angles, which determine the new orientation of the electron velocity vector. This 
procedure is explained more elaborately in section 2.5, here it is only mentioned that for 'I' a 
random distribution is implemented (eq. (2.56)) whereas for X four different models have 
been implemented: forward scattering (X= 0), Okhrimovskyy-scattering (X according to 
eq. (2.57)), Surendra-scattering (X according to eq. (2.58)) and isotropic scattering (X 
according to eq. (2.59)). The influence of the choice of x-model on the results is treated in 
section 1.3.1. The small energy loss due the elastic collisions is neglected (see also section 
L 1.2.1.1A). After the calculation of the new velocity vector the retracing of the electron orbit 
is continued. 
It is also checked per At if Ze < zo because this indicates an electron-target interaction. 
If this condition is fulfilled, a random number RN5 is generated. The electron is reflected 
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when RN5<R. The reflections are assumed to be elastic specular reflections because the 
probability of an inelastic reflection is very low for small energies of the impinging 
electron (section £.1.2.2.3). This is here the case as the maximum energy of the impinging 
electron is £;0;1 (2-8 eV). lf the electron is not reflected but recaptured, the electron trajectory 
is stopped. 
This procedure for determining whether a SE is recaptured or interacts with the 
discharge gas is repeated Ne times for the same starting conditions x and 9 and the number of 
gas interactions Ngas is recorded. As Nc is the number of emitted SE and N8.., the number of 
times the emitted SE interact with the discharge gas, the effective gas interaction probability 
j(x. 9) is then given by: 
N f(x,O)= ;' 
< 
(1.13) 
From the different 9-values the average fl.x) can be calculated using the equation: 
f(x) (1.14) 
1.2.6 Analytical model 
The basis of the analytical method is eq. (1.2). As mentioned in the introduction, the 
effective gas interaction probability or EGIP is referred to by f. The distances depends on the 
start-position x of the SE but also on the orientation of its initial velocity vector. Assuming a 
20 cosine-distribution for the velocity vectors, the EG£P becomes dependent on the spatial 
coordinate x and the angle 9: 
•<~.8) 
f(x,O) = l- e-A ( 1.15) 
The mean free path length A. is calculated using eq. {l.J 1). A difficulty is to choose which 
cross sections should be used. It is clear that the ionisation and excitation cross section should 
be included as recapture becomes impossible after such an interaction. However, although an 
clastic interaction does not reduce the electron energy relevantly, our simulations show that 
the recapture probability after such an interaction is low. To keep the analytical model simple, 
we assume that after an clastic collision the SE cannot be recaptured anymore. Hence, the 
clastic cross section is included in the total cross section used to calculate A.. This gives rise to 
a small systematic overestimation of the EGIP-values (see also section 1.3.1). 





with a the distance travelled by the electron until the first electron-target interaction occurs. 
This distance a is determined by retracing the collision less orbit until the first interaction with 
the target occurs. Although this is a very rough estimation of s, the results are relatively good 
(section 1.3.1). Nevertheless. an improved method to calculate the EG£P is used: instead of 
looking at the collisionless SE orbit until the first interaction with the target occurs, the 
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collisionless SE orbit is followed for several target interactions i. The distance travelled by the 
SE until interaction i occurs is referred to as Si· 
At the first interaction (i = 1), the probability that the electron is reflected is R. After n 
interactions, the probability that the electron is not recaptured yet is given by R0 • As the 
transmission probability Tis equal to 1-R, the probability Pi that clistance Si occurs is given by: 
(1.17) 
The probability ,9. that a SE is recaptured after the first interaction is given by the product of 
the probability P• that distance s1 occurs, times the probability that theSE did not interact with 
the discharge gas during s1• As the latter probability is given by the expression exp(-sd A.) the 
probability .9'1 is given by: 
(1.18) 
Based on this, the total probability ~ that a SE is recaptured after two interactions with the 
target, taking into account that it cannot be recaptured anymore if an interaction with the 
discharge gas occurred, is given by: 
..!l. ..!l. 
~ = p.e ~ + p2e A ( 1.19) 
Hence, the total probability .9l that a SE is recaptured after i interactions is given by: 
(1.20) 
Given this equation, it follows thatj{x,9) is given by: 
f(x,fJ) = ! - Jim ~ 
1-+~ 
(1.21) 
as for i going to infinity Pi approaches zero. In reality, the calculation of the SE orbits is 
stopped when Pi drops below 5 %. This leads to the following equation for the EGIP: 
1 f(x.B) = (J -fl',) -.-i:,p, 
1•1 
with index is indicating the interaction for which the condition 
(1.22) 
(1.23) 
holds. The second factor on the right hand side of eq. (1.22) is a correction factor for stopping 
the calculation before p1 becomes infinitesimal small. However, as the distance needed to 
reach interaction is can be extremely long for a given set of initial starting conditions, a 
maximum distance dmax during which the SE orbit is followed is introduced. This distance is 
set to three times the mean free path length of the SE at a pressure of 0.1 Pa. Thus, dmax 
represents the longest collisionless orbit length possible in realistic situations, as these require 
gas pressures above 0.1 Pa. If, after travemng the distance dmax, the electron did not undergo 
enough interactions to satisfy the condition Pi < 0.05, eq. (1.22) for the EGIP is replaced by 
the equation: 
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f(x,O) = (1-9!,) (1.24) 
with i1 the index of t11e last interaction of tlle SE witll the target before dmu is reached. Once 
tlle ftx,9)-values are obtained, fix) can be derived from them in tlle same way as in the MC 
method (eq. (1.14)). 
The extension of tlle model to the case where also the angles q> are considered (a 3D 
cosine-distribution) is straightforward: tlle s- and fvalues become dependent on q>, i.e. 
f= ftx,O,q>) and s = s(x,O,q>). Eq. ( 1.14) to calculate tlle average J-value at position x needs to 
be replaced by 
Lf(x,e,,rp1)w11 
f(x) = ...;.;'·:....1 --==---
"Lwv 
l.j 
witll Wij = cos(O,), tlle weight factor of ftx,O;,q>j). 
1.2.7 The average EGIP <f> 
(1.25) 
Given the ratller irregular dependence of the individual EGIP-values on e.g. the 
starting position x of tlle SE (section 1.3.2), it is useful to introduce an average value based on 
the individual j{x) that is representative for the MD. To calculate this average value </> we 
took into account tllat in the discharge the emission of SE from l.he target is largely 
inhomogeneous: as theSE are emitted from tlle target due to ion bombardment, tlle incoming 
ion nux on the target determines the emission profile of l.he SE. This profile is approximated 
by a Gaussian distribution G(x) with width cro. which means that tlle average EGIP </> is 
given by tlle expression: 
< f > = fJ(x)G(x)dx (1.26) 
z 
1.3 Results and discussion 
Unless mentioned otherwise, the simulation results presented here are for a magnetron 
geomeLry characterised by Br = 0.7 T, s = 12 mm, d = 36 mm and zo = 15 mm (Fig. 1.2b). This 
configuration results in a maximum horizontal magnetic field component Bmax at the target 
surface of 600 G. The previous settings are chosen such l.hat the dimensions and magnetic 
field are typical values as they occur in the Von Ardenne magnetron tllat is commonly used at 
tlle lab (see also section 6.4. 1). 
The discharge voltage Yd was taken 300 V and the cathode sheatll thickness de was set 
to 1 mm. The initial energy Elni, of the SE is taken 4 e V, the electron reflection coefficient R is 
set to 0.5 and the gas pressure p is 0.5 Pa. SE are emitted from x = - 14.75 mm to x = -0.25 mm 
per step of 0.5 mm. The calculation can be limited to one side of the x-axis because the 
geomeLry is symmetric (Fig. 1.2b). For tlle calculation of tlle average EGIP </> l.he widtll cro 
of the emission profile was set to 4 mm. This choice is based on the simulation results for the 
FWHM of the erosion profiles (Fig. 6.7b in section 6.3.2.1) and on tlle relation 
cr = 0.42FWHM which is generally valid for Gaussian distributions. The angular distribution 
of the emitted SE is approximated by taking n = 3 and m = 8 (see section 1.2.2). These 
settings together witll case n for defining the time step ll1 (see furtller) is in this chapter 
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referred to as the "standard situation". For the MC method the number of retraced electrons Ne 
(eq. ( l . I 3)) per x-position is equal to I 000. 
1.3.1 Verifying the model 
The calculation of the EGIP requires very accurate retracing of the electron orbits, both for 
the analytical and MC model. The main advantage of the analytical method over the MC 
method is that it demands much less computing time (roughly a factor 10). Moreover, for 
different gas pressures the calculation of the collisionless SE orbit, the most computation 
intensive part of the analytical model, does not need to be repeated. Consequently, all EGIP 
results shown in this thesis, except for this section, are obtained with the analytical method. 
I .3. I. I Required accuracy for the electron orbits 
To check the required time step and to compare the analytical and MC model only SE 
emitted with an initial velocity vector in the xz-plane are considered (n = 3, m = 1 ). This is not 
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tlme(ns) 50 60 70 
Fig. 1.4. lnfluence of the time step ill on the orbit of an electron emitted from the target at 
x = -9.25 with Eiruo = 4 eV. The figure shows the x-position (a) and the total energy (b) as a function of time. Tbe 
results arc obtained with ~ 1 = 0.1 (-), 0.01 (- - )and 0.001 (- ).The parameters ~2 and ~3 are neutralised so 
that they have no influence on ill. 
First, the influence of the time step t:.t on the orbit of an electron emitted at x = -9.25 
with Eini, = 4 eV (directed perpendicular to the target) was investigated by varying ~ 1 (see 
eq. (1.5)) from 0.1 to 0.001. The parameters ~2 and ~3 were neutralised so that they did not 
influence the time step. Fig. J .4a shows the x-position of the electron as a function of time: 
For~~= 0.1 slight deviations from the correct orbit appear already after some nanoseconds. 
Setting~~ to 0.01 is accurate up to approximately 40 ns for the orbit shown. A too large time 
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step also artificially reduces the total energy, the sum of the kinetic energy and potential 
energy in tbe cathode sheath, of the electron (Fig. 1.4b). 
-15 -12.5 -10 -7.5 -5 -2.5 0 
x-axis (mm) 
Fig. 1.5. lnfluence of the Lime step 61, defined by j}., 132 and ll:J, on the calculation of Lhe EGIP: case I defined by 
1}1 = 0.1, 132 = 2x10• and 1}3 = 10000 ( x ), case II defined by ~1 = 0.01, 132 = 2xto·' and Ill= tOO ( 0 ) and case 
Ill de fined by ~1 = 0.001 , liz= 2xtO" and Ill = 20 ( • }. ll is clear that the settings of case I are not sufficienL 
Case II and m are practically identical, hence the choice for case U in the standard settings. 
Then, tbe innuencc of the time step t:J on the EGIP was addressed by varying p,, P2 
and P3 when using the analytical method. Three cases are shown in Fig. 1.5: case I <P 1 = 0.1, 
P2= 2x10-6, P3= 10000), case n (p, =0.01, P2=2xi0'7, P3= 100) and case ill <P• = 0.001, 
P2 = 2xl0'8, f3.3 = 20). ln principle, the parameter p, alone enables to specify the required Lime 
step to obtain a sufficiently accurate electron orbit However, this way a very small t:J would 
be required for the whole orbit Use of the parameters p .. P2 and P3 allows the same precision 
but with a larger average time step, and thus, less computing time. This is shown in Fig. 1.6 
which shows the relative occurrence of the parameters ~ .. P2 and P3 as limiting requirement 
for t:J. It can be seen that for large lxl, P1 is dominating. However, for small lxl the 
P1-requirement (t:J smaller than 11100 of the gyration period) is less strict than the 
~3-requirement (distance travelled during t:J small compared to dcnJ-The parameter f3.2 is only 
very rarely the most stringent requirement. 
Now, before further considering the accuracy, we look at the physical meaning of the 
results. Fig. 1.5 shows the EGIP f as a function of the distance x from the centre of the race-
track. Towards the edge (large lxl), f is almost one. From Fig. 1.1 it follows that a SE emitted 
close to the edge travels a relatively large distance through the discharge area before it returns 
towards the target. Consequently, the distance s of cq. (1.15) is rather large, leading to an 
[ -value close to one. Towards the centre of the race-track, this distances becomes smaller (see 
again Fig. I. I), leading to a smaller EGIP. The results of Fig. 1.5 show that in the middle of 
the race-track the EGlP drops to values below 0.1 for these seuings. The fact that for these 
positions the vast majority of theSE is recaptured indicates the importance of the process. 
It is difficult to explain what exactly causes the strong dip around lxl = 7 mm. As will 
be mentioned in the explanation for the results of Fig. 1.9 (see further), the exact EGIP is 
strongly dependent on the initial starting conditions of the electrons. In Fig. 1.9, the 
orientation of the initial velocity vector of the electron varies with respect to orientation of the 
magnetic field vector. For the results of Fig. 1.5, the orientation of the initial velocity vectors 
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is fixed but the orientation of the magnetic field vector changes with x-position. It is expected 
that the dip around lxl = 7 mm is due to the specific relative orientation of the magnetic field 
vector and the initial velocity vectors of the electron. 
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Fig. 1.6. The relative occurrence of~~ ( 0 ), ~2 ( 6 ) and lh ( o ) as the limiting requirement for 61 for different 
eleccron starting positions along the x-axis. Also the average time step ( • . right hand scale) is plotted. The 
results are obtained with lhe settings of case U. 
From Fig. I .5 it is clear that the most accurate resulls (cases ll and Ill) are practically 
the same whereas the result of the least accurate case (I) is clearly different. Hence, except for 
the smallest lxl (< 2 mm), the settings of case I are not sufficient to calculate the EGIP. For 
7 < lxl < 12 and for 13 < lxl < 14 the EGIP becomes unity for case I which means that the 
effect of recapture is not retrieved at all in that region. The most accurate is case III. However, 
given the small difference between case II and ill, case ll is chosen for the standard situation. 
For case 0, the average time step 6t varies from approximately 2.5 ps for the smallest lxl to 
approximately 8 ps for the largest lxl (Fig. 1.6). The average time step for case I varies from 
approximately 3 ps for the smallest lxl to 60 ps for the Largest lxl. These time steps explain 
why case I results in accurate results for small lxl but not at all for large lxl (Fig. 1.5). The time 
step of 60 ps is clearly too large, a maximum time steps of about 10 ps seem more 
appropriate. The typical time steps encountered in self-consistent MD simulations, e.g. 
204.9 ps [Kondo99a], 75.9 ps [Nanbu97] and 20 ps [ShidojiOib], are too large for calculating 
the recapture probabilities accurately. Consequently, adding recapture simulation to these 
models would increase the computational load substantially. 
1.3.1.2 Comparison of the analytical and MC model 
The validity of the analytical method was evaluated by comparing its results with the 
MC method using Surendra-scaltering. Fig. 1 .7a shows the results for both methods: one can 
see that the analytical method slightly overestimates <f>. The reason is the assumption in the 
analytical model that after an elastic collision no recapture can occur anymore (section 1.2.6). 
To prove this, a modified MC model was developed. The "modified" MC model includes the 
assumption of the analytical model, i.e. the impossibility for recapture to occur after an elastic 
collision. As shown in Fig. l.7a the results of the modified MC model and the analytical 
model are practically identicaL Hence, it is clear that the overestimation of <f> in the 
analytical model is indeed due to this assumption. The good agreement between the analytical 
solutionfa(X) and the modified MC solutionfmoc~(x) can also be deduced from Fig. 1.7b which 
shows the ratio fa(x)/fmoc~(x). AJso ploned in Fig. 1.7b is the ratio /a,l(x)/fmoc~(x) with /a,l(x) the 
solution obtained by taking into account only one electron-target interaction. Considering 
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several electron-target interactions instead of one brings clearly the results of the analytical 

















·15 ·12.5 ·10 -7.5 -5 ·2.5 0 ·15 · 12.5 · 10 -7.5 -5 ·2.5 0 
a) r-axls(mm) 
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b) 
Fig. 1.7. a) Comparison of the MC ( x ) and the analytical ( 0 ) model for the standard situation. When 
comparing with the result of the modified MC model ( tJ. ) the origin of the slight overestimation of the 
analytical model becomes clear. b) Plot of J.(x)lf-(x) ( tJ. ) and of fa.1(x)//"""(x) ( • ). The first ratio is clearly 
closer to unity as the second. Hence, the analytical model is improved by taking into account several electron· 
target interactions (J.(x)) instead of one <fa.1(x) ). 
1.3.1.3 Influence ofrhe mode/for the scauering angle 
As mentioned in the description of the model (section 1.2.5), the scattering angle X 
was calculated using four different models. The results are shown in Fig. 1.8: although the 
difference between the two extremes (forward and isotropic scattering) is clearly visible, 
especially in the region lxi< IO mm, the difference between the results obtained with Surendra 
and Okhrimovskyy scattering are minimal. Hence, in this case the choice of the model for X is 
not critical. 
0.9 h c---.---------------1 
0.8 +II'W~i'l'-1l-ac--..-----------l 
0.7 
~ 0.6 t-----\t+Ht~r---------i 
!!:: 0.5 t--------'IH-----11~~--------i 
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·12.5 · 10 ·7.5 
x-axis (mm) 
·5 ·2.5 0 
Fig. 1.8. Influence of the x·model on the EGIP. The different results are obtained assuming forward scattering 
( 0 ). Surendra-scattering ( 0 ), Ok.hrimovskyy-scauering ( • ) and isotropic scaueriJlg ( & ). 
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1.3.2 Influence of the initial starting conditions of the electron 
The EGIP f(x) of an individual SE is strongly influenced by the emission angle. 
Therefore, it is necessary to average over several emission angles to obtain a relevant value 
for f(x). The influence of the initial energy of the SE on the EGIP is less critical and, as could 
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Fig. 1.9. The dependence of EGIP Jtx,e,cp) one and cp for X = -0.25 (a), X = -4.25 (b), X= -8.25 (c), X= - 12.25 (d), 
x = -6.25 (e) and x = 6.25 (j). The plots illustrate the rather irregular dependence of the EGIP on the orientation 
of the i.nitial velocity vector. Comparing parts e and f reveals th.e symmetry Jtx,6,cp) =.It -x,6,1t-cp). Except for 
m = 26 and n = 12 the settings of the standard situation are used. 
To show the influence of the orientation of the initial velocity vector, the EGIP 
j(x,O,<p) is plotted as a function of e and <pin Fig. I .9. Each point in the unit circle corresponds 
to the projection of an initial velocity vector v 1nl, in the xy-plane. The greyscale of a point is 
determined by its EGIP j(x,O,<p). The x'- and y' -axis are defined as (x-xsE)/1 v lni,l and (y-
YsE)IIv1.111, respectively, with xsl:! and YsE the starting position of theSE. Given the 20 model, 
YSI:! is always equal to zero. The standard settings are used to obtain the results, except that per 
x not 49 but 625 SE were retraced (m = 26, n = 12). Results are given for 
x = xsl:! = -0.25, -4.25, -8.25 and - 12.25 in parts a to d (Fig. 1.9) to illustrate the rather 
irregular dependence of the EGIP on e and <p. Parts e and f of Fig. 1.9 show the result for 
x = -6.25 and x = 6.25. These two plots reveal the symmetry j(x,O,<p) = j( -x,0,1t-<p) which 
indicates the yz-plane as a symmetry plane for j{x,O,<p). Hence, it is indeed justified to limit 
the emission of the SE to one side of the x-axis. Given the dependence of j{x,O,<p) on the 
orientation of Y;.11 • it is necessary to average over different 0- and <p-values to obtain the EGIP 
fl.x). 
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Fig. 1.10. a) The innuence of the amount of starting angles, which is given by 2mn+ I, on the EGrP j(x) for n = 0 
and m = I ( x ), 11 = 3 and m = 8 ( 0 ) and n = l1 and m = 26 ( • ). b) 1be average EGIP <f> as a function of n 
for a 20 (m= 1) and 30 (m=2(n+l)) approximation of the cosine disbibution. It is clear that a 20 
approxjmation leads to an underestimation of</>. Except for the values of m and n, the settings of the standard 
situation are used for the calculations. 
This is illustrated in Fig. 1.1 Oa, which shows fi.x) for the case where I (n = 0, m = I), 
49 (n = 3 and m = 8, the standard situation) and 625 (n = 12 and m = 26) starting angles are 
taken into account. The curve obtained with 625 starting angles is smoother for lxl > 10 mm, 
which indicates that for the standard situation the nuctuating behaviour offt.x) in that region is 
due to the (limited) number of starting angles considered. The influence of the number of 
starting angles in the 3D approximation is plotted in Fig. LIOb, which gives <f> as a function 
of n (with m = 2(n+ I)). Fig. 1.1 Ob also shows </> as a function of n for a two-dimensional 
(with m =I) and three-dimensional (with m = 2(n+I)) approximation of the cosine 
distribution. The 2D approximation clearly underestimates the values of <f>. For the standard 
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Fig. 1.11. a) Result for the EGIP j(x) for £1Ait equal to 2 eV and 8 eV. b) Dependence of </> on £,fll1. Except for 
E;a~1• the settings of the standard situation are used for the calculation. 
The influence of the initial energy Einit on the EGIP is plotted in Fig. 1. 11 a for 2 and 
8 eV. The different curves express roughly the same features and it is clear that the higher 
E1rut. the lower the EGIP. In order to present the dependence of the EGIP on £ 11111 in a more 
clear way, the average EGIP </> is calculated and plotted as a function of Eonit (Fig. 1.11 b). 
This shows lhe decrease of <!> with increasing E;nit· At low initial energies the EGlP 
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increases steeply (indicated by the dotted line) because the EGIP has to become one for 
Einit =O eV. 
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Fig. 1.12. The value <f> as a function of R. Except for the value of R the settings of the standard situation are 
used. 
The influence of the value of Ron </> was investigated (Fig. l.l2). For R below 0.5 
there is only a weak dependence of <f> on R. Hence, in this region the actual value used in 
the magnetron simulation will only have a limited influence on the simulation results. On the 
other hand, increasing R above 0.5 results in a strong increase of</>. For R going to one also 
<f> goes to one because R = I means that no electrons can be recaptured (total reflection). 
For R going to zero </> does not go to zero because even for R = 0 (total recapture) the 
emitted electrons have to travel a certain distance before they are recaptured and, hence, there 
remains a certain probability for them to interact with the discharge gas. 






















Fig. 1. 13. The value <f> as a function of the gas pressure. Except for the gas pressure the settings of the standard 
situation are used. 
The influence of the gas pressure p on <!> was investigated (Fig. 1.13). The figure 
clearly shows the decrease of <f> with decreasing pressure. For high pressures, the 
dependence tends to weaken. The reason is that at the highest pressures only the SE emitted 
close to the centre still have a chance to be recaptured. The lowest pressure calculated is 
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0.1 Pa. The curve can be extended to the point of zero pressure (indicated by the dotted line) 
where <f> is zero by definition. The strong dependence of <f> on the pressure is a major 
reason for the pressure dependence of the discharge (section 4.3.2). 
1.3.5 Influence of the magnetic field 
The EGIP <f> decreases with increasing magnetic field strength as could be 
expected. However, the dependence is not monotonous because of the rather complex 
relation between the magnetic field and the EGIP of the individual SE. 
Fig. l.l4a shows </> as a function of the magnetic field strength Bmu for three 
different zo-values: zo = I 0 mm, zo = 15 mm and zo = 20 mm. For a given zo-value the 
magnetic field strength is changed by varying the magnet strength B,. The magnetic field is 
the strongest for the smallest zo because then the target surface is the closest to the magnets 
(Fig. 1.2). One would expect that with increasing magnetic field <f> decreases, because the 
Larmor radius decreases with increasing magnetic field. Hence, the distance travelled by the 
electrons before they interact with the target should decrease too, which results in a smaller 
<f>. The overall trend in Fig. I . J 4a for a fixed zo is indeed a decrease in <f> with increasing 
Bmax but the curve is not monotonous. Moreover, for a given Bmu. t11e EGIP <f> is influenced 
by zo. This indicates that not only the magnetic field strength but also its structure is 
important. Fig. 1.14b shows a detail of Fig. 1.14a, namely the dependence of <f> on Bmu in 
the range 450 to 800 G for zo = 15 mm. In this figure also the EGIP for three different x-
values (lxl = 0.25, 6.25, 12.25) is plotted. From these curves, it can be deduced that the 
reasoning that with increasing Bmu the EGIP should decrease may only be applied to the 
electrons emitted close to the centre of the race-track (lxl = 0.25). For theSE emitted not in the 
centre of the race-track (e.g. lxl = 6.25, lxl = 12.25) the magnetic field dependence of their 
EGIP is much more complicated. It is this complex relationship that causes the non-
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Fig. 1.14. a) The dependence of</> on the magnetic field strength 8..,... for different positions Zo of the target 
surface: Zo = 10 (• ), 15 ( 0 ) and 20 mm ( x ). b) The dependence of <f>, .fl:Jxt = 12.25), .fl:lxl = 6.25) and 
.fl:Jxt = 0 .25) on the magnetic field strength in the range B-.= 450 to 800 G. Except for the magnet strength 8, 
and the target position Zo. the settings of the standard situation are used. 
Note that the influence of the magnetic field on </> does not allow predictions about 
the dependence of the discharge voltage Vd on the magnetic field. From the combination of 
the Thornton relation for Vd (eq. (1.20) in section 1.1.3.2) and the expression for Ye« 
(eq. (1.1.21 )), it follows that Vd is inversely proportional with the EGlP. As the magnetic field 
generally lowers the EGIP, one could reason that Vd will increase with increasing magnetic 
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field. However, this is not Lrue because increasing the magnetic field wiU also lead to an 
increase in the multiplication factor m (see section 3.3.3). 
1.3.6 Influence of the electric field 
In general, the average EGIP <f> expresses a maximum as function of the electric 
field at constant discharge voltage and <f> increases with increasing discharge voltage at 
constant electric field. Similar as for the magnetic field dependence, there is an irregular 
component superposed upon the overall dependence of <f> on the electric field due to the 
complex dependence of the individual emitted SE on the electric field. 
The electric field is determined by the discharge voltage Vd and the cathode sheath 
thickness de. In reality the values of Vd and de are interconnected and also depend on the gas 
pressure p. The values of Vd and de also influence the width of the erosion profile, and hence, 
the width cro of the emission profile of the SE. Nevertheless, the values of Vd and de are 
varied here independently of each other at constant cra (4 mm) and p (0.5 Pa), as this allows to 
investigate the direct influence of the electric field on the average EGIP <f>. This influence is 
shown in Fig. 1.15a where <!> is plotted as a function of E(zo), the electric field at the target 
surface, for different discharge voltages Vd. Although the behaviour of the different curves is 
rather complex, three general trends can be distinguished: (i) <f> goes through a maximum as 
a function of E(zo). (ii) the value of E(zo) for which this maximum occurs increases with 
increasing discharge voltage and (ii i) the value of </> increases with increasing discharge 
voltage. 
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Fig. 1.15. a) The value of </> as a function of E(<o), lhe electric field at lhe target surface, for different 
discharges voltages. The change in electric field for a given discharge voltage v~ was obtained by varying lhe 
cathode shealh lhickness d8 from 0.75 to 2.5 mm. b) The dependence of lhe product z,.....cr on E(zo) for different 
discharge voltages with z ..... lhe maximum height of the electrons before interaction with lhe discharge gas and cr 
the electron cross section. The same settings as in pan a of lhe figure are used. The graph shows also lhe 
individual dependence of Zmu. and a on E(zo) for V4 = 350 V. Except for lhe values of V4 and d6 lhe settings of 
lhe standard situation are used. 
To understand this behaviour, we focus on tbe SE emiued close to the centre of the 
race-track (lxl = 0.25) because, as in the case of the magnetic field dependence, they 
demonstrate the general trend of <f>. As j{x) is small for these SE, the expression for ft..x) 
(eq. ( 1.3)) can be approximated: 
~ s f(x = 0.25) = 1-e A- i (1.27) 
As the gas pressure p is constant, this expression in combination with eq. ( 1.11) results in: 
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f(x =0.25)- sa (1.28) 
with cr the electron cross section for interaction with the discharge gas. As before, both the 
inelastic and elastic collisions are included in the electron cross section cr (section 2.3). This 
total cross section decreases monotonously with increasing energy above 20 eV (Fig. (1.4) in 
section f.l .2. 1.1 ). The distances travelled through the discharge by tJ1e SE emitted at x = 0.25 
is proportional with the maximum height Zmax they can reach above the target as they have a 
cycloidal motion because of the perpendicular electric and magnetic field LThomton78a]. 
Hence, we can rewrite the expression (0.28) for j{x): 
f(x = 0.25)- zm.ua ( 1.29) 
Fig. 1. 15b shows this product zmaxcr as a function of E(zo) for different discharge voltages Vd. 
We see clearly the trends that were also present in the dependence of</> on E(zo). The figure 
shows also the individual dependence of Zmax and a on E(zo) for Vd = 350 V. The sharp 
increase of the EGIP at small E(zo) is due to U1e strong rise of Zmu· For larger E(zo) the EGIP 
decreases again because Zmax saturates while cr is continuously decreasing. 
1.4 Conclusions 
In this chapter the effective gas interaction probability (EGrP) of the secondary 
electrons (SE) emitted in a MD is discussed. For calculating this EGIP two different models 
were developed: a MC model and an analytical model. The latter has the advantage that it 
requires much less computing time. Both models require the numerical solution of the Lorentz 
equation. It appeared that for accurate calculation of the EGIP the time steps used to solve this 
equation need to be of the order of a few picoseconds. 
For an individual SE the slightest change in its collisionless orbit can result in a very 
strong change in its EGIP. Hence, all the parameters influencing the electron orbit also 
influence the EGIP. These parameters include the initial starting conditions of the electron 
(position along the target, emission angle and initial energy), the gas pressure, the electric 
field and the magnetic field. The dependence of the EGIP of an individual electron on these 
parameters was found to be strong and rather complex. 
As the EGIP of the discharge will be determined by the average behaviour of all the 
emitted SE, an average EGIP for the discharge, <f>, is introduced. The average value </> 
shows, in contrast with the individual EGIP of a SE, a general trend in the dependence on 
external parameters. It decreases, as expected, when the initial energy of the SE or the 
magnetic field strength increases. However, the dependence on the magnetic field strength is 
not monotonous. For a given discharge voltage, <f> goes through a maximum as a function 
of the electric field at Ule target surface. 
In general, the values for <f> are rather low. Typical results presented here for a gas 
pressure of 0.5 Pa are in the range of 0.25 to 0.35. This means that the effective SE yield Yerr 
as seen by the MD is a factor three to four smaller Ulan the standard SE yield of the target 
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2 IONISATION MODEL 
2.1 Introduction 
ln a magnetron discharge (MD), the sputter gas is ionised by electrons. The 
description of this ionisation is an important part of the MD simulation, regardless the kind of 
model used. This importance stems from the fact that the spatial and temporal spread of the 
ionisation determines to a large degree the MD properties. ln general, the ionisation 
dislribution is simulated using a Monte Carlo (MC) technique. This purely numerical 
technique has many advantages, one of them is that it is straightforward to implement (see 
section 1.2.2.2). Its main disadvantage is the computational load. Because we want to obtain a 
MD model that allows investigating the influence of extemal parameters (see Chapters 3, 4 
and 6), a method resulting in quick determination of the ionisation dislribution is required. A 
MC approach is not considered an option for such a model. Instead, an Analytical Ionisation 
Model (AIM) is developed. The MC technique is nevertheless implemented to verify the 
results obtained with the AIM. 
The AIM allows determination of the ionisation faster tban with the MC technique, but 
this inevitably leads to some reslrictions. First, the model is not as exact as a numerical 
approach because certain approximations are needed. Second, the validity range of the 
analytical approach is smaller. To obtain the ionisation, it is explicitly assumed that the 
magnetron is balanced, that the magnetic field is sufficiently strong and that the presstrre is 
low enough. Hence, it can for example not be used to investigate how the ionisation 
dislribution is influenced by the transition from magnetron to diode sputtering. 
The electrons in the MD can be divided into two groups: the ones that can cause 
ionisation, the so-called high energy electrons (HEE) with energy above the threshold energy 
E,h, and the bulk electrons (BE) that cannot, or very unlikely, perform ionisation. ln the AIM 
only the HEE are taken into account. Given the splitting up of the electrons according to their 
ionisation ability, it appears logical to take £;00, the first ionisation energy of argon 
(= 15.8 eV), as threshold energy. This choice is usually made. However, this approach can be 
questioned. Usually, when retracing HEE only the excitation, ionisation and elastic cross 
sections are taken into account. However, in section l.1.3.5.6 it was mentioned that at low 
electron energies (below 25 eV) the electron energy distribution function (EEDF) is (strongly) 
influenced by the Coulomb collisions, which means that at low energies the electrons also 
lose energy because of interactions with other electrons. This is not surprising as the 
probability for Coulomb collisions is high at low electron energies, e.g. at 20 e V and l% 
ionisation degree the cross section for a collision with a small scattering angle (9 degrees or 
less) is approximately 5.3 x J0-15cm2, which is 80 times larger as the ionisation cross section 
(Olon = 6.4X 10' 17cm2) . Hence, at such energies, neglecting Coulomb collisions when retracing 
the electrons is doubtful. Therefore, the threshold energy Em in this work is set equal to the 
effective ionisation energy W (=30 eV) and only the electrons with energy above this 
threshold are considered as HEE. 
The energy used to define the HEE is not the kinetic energy of the electrons but their 
total energy. This total energy is the sum of the kinetic energy and the potential energy of the 
electron. At an arbitrary height z in the plasma, this potential energy is equal to leV(z)l with 
V(z) the potential dislribution in the plasma. In reality, this potential energy is only of 
importance in the cathode sheath. A concept that will be used frequently in the explanation of 
the model is the "lifetime in the discharge" of the HEE. This lifetime indicates the period 
between becoming a HEE due to acceleration into the discharge and stopping being a HEE 
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when its energy drops below the threshold energy Em due to a collision. Hence, it denotes the 
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Fig. 2.1. The generation of an ion-electron pair at position (xc. zc) in the cathode sheath by an HEE is referred to 
as sheath ionisation (Sl). The resulting ejected electron has a potential energy leV(Zc)l. If this energy is larger 
than Elh, the ejected electron becomes a HEE51, "HEE due to Sl''. 
The HEE in the MD originate from the target where they are released as secondary 
electrons (SE) or from the generation of an electron-ion pair in the cathode sheath. The HEE 
originating from the flfSt process are referred to as "HEE due to the target", indicated with 
HEE18• The latter process is referred to as Sheath Ionisation (SI). This SI can produce a HEE if 
the ionisation occurs at a height zc for which !eV(zc)I>Eth is valid (Fif. 2. 1). The HEE due to 
this process are referred to as "HEE due to sr·. indicated with HEES . When SI happens, the 
original HEE111 contributes an extra energy to the discharge equal to leV(zc)l. Generally, the 
entission of SE from the target is considered as the main source of HEE. However, in a typical 
MD, the magnetic field is strong enough such that also the HEEs1 need to be accounted for. 
For a sufficiently strong magnetic field, the HEE move in arch-shaped orbits because 
of their gyrating around U1e magnetic field lines, see e.g. [Tbomton78b, Sheridan90a, Ido93a]. 
Hence, the discharge can be considered as built up by arch-shaped regions [Wendt88a, 
Wendt88b). This splitting up of the discharge area is one of the basic ideas on which the AIM 
is based. 
This chapter discusses the determination of the ionisation distribution of the HEE 
based on such arch-shaped regions. First, the concepts of thin and thick sheath and of an 
individual sheath are introduced (section 2.2). The explanation of the AIM is divided in the 
explanation of the thin sheath ionisation model and the thick sheath ionisation model. The thin 
sheath Ionisation Model (thin sheath IM) concerns the situation where a thin sheath can be 
assumed for all SE (section 2.3). As this is the most simple case, it. is used to introduce the 
different aspects of the analytical approach for the ionisation determination. However, for 
realistic results the model needs to be extended to thick sheaths (section 2.4). The resulting 
thick sheath IM is generally referred to in the text as the AIM. In section 2.5 a MC approach 
to determine the ionisation is discussed. This numerical approach, referred to as MC 
Ionisation Model (MIM), is needed for several reasons. First, it allows calculating some 
general quantities required for the AIM, e.g. the effective ionisation energy (section 2.6.1 ). 
After an illustration of the arches of the AIM (section 2.6.2), the AIM results for the sheath 
ionisation and for the ionisation distribution are verified by comparing it with the MIM results 
(section 2.6.3). Then, the influence of the scattering angle X on the ionisation distribution 
(section 2.6.4) and tlle relation between the electron orbit and the spatial distribution of the 
excitations and ionisations (section 2.6.5) is addressed. The verification of the AIM is very 
important because the ionisation determination is a crucial step in the simplified self-
consistent model (Chapter 3). 
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2.2 Concept of thin and thick sheath and individual sheath 
As mentioned in the introduction, the AIM is based on the splitting of the discharge in 
arch-shaped regions. This concept was originally developed by Wendt et al. [Wendt88a, 
Wendt88b, Wendt90]. The cathode sheath thickness compared to the height of the arches is 
crucial in this approach. Therefore, they consider the cathode sheath thickness and the 
electron Larmor radius (eq. (1.2) in section 1.1.1), which allows them to distinguish between 
"thin" and "thick" sheaths. The term thin sheath is used for the situation where the sheath 
thickness is small compared to the Larmor radius r 1.. of the HEE. The term thick sheath refers 
to the reverse situation, i.e. where the sheath thickness is large compared to the Larmor radius 
of the HEE. These terms are used for the complete discharge and are based on the behaviour 
of the SE in the middle of the race-track. However, whether an electron experiences a thin or 
thick sheath depends also on its starting position on the target. This is illustrated in Fig. 2.2: as 
the movement of the SE emitted at x1 is confined to the cathode sheath, the discharge is 
considered as being a "thick sheath" case according to the definition because ZdE>IL· 
However, for x3 the HEE clearly do not see a thick sheath although the relation Zcffi>rL still 
holds for the SE emitted at x3. Therefore, we introduce the concept "Individual Sheath" (IS). 
This IS can be for a given electron "thicK" (lSK) or "thiN' (ISN). To define these concepts we 
introduce ZSF..I· the maximum height a SE emitted at X; can reach without interacting with the 
discharge gas, and ZMF,t. the maximum height above the target of the magnetic field Une that 
intersects the target surface at x,. We define now ISK as zse.1<1.oE and ISN as ZMF.;>z.m. This 
definition creates a Transition zone (lST) for arches with zse.;>z.m and ZMF •• <z.m. An example of 
such an arch is the one corresponding with x2 in Fig. 2.2. The reason for the introduction of 
ISK, ISN and IST will become clear in section 2.4.1. 
X 
Fig. 2.2. The arch-shaped regions mark the area accessible to a SE emitted from the target without interactions 
with the discharge gas. The dotted line represents the end of the cathode sheath (thickness dp). For the arch 
corr~110nding with x3 the maximum height the SE can reach without interacting with the discharge gas (Zss.J) 
and the maximum beigbt of the rnagneLic field line (<:Mr.J) are indicated. Given these posiLions, it is clear that 
whether a SE experiences a thin or thick sheath will depend on its starting posiLion. Therefore the concept of 
individual sheath is introduced: x1 has an individual thick sheath (ISK), x3 has an individual thin sheath (IS~'~) and 
X1 is in the transition region (!ST). 
In the case of an ISN, the electron will only spend a very small fraction of its time in 
the cathode sheath. Hence, SI will hardly take place. If nevertheless SI occurs, the HEEs1 
moves in practically the same area as the original SE. For an ISK, Sl is inevitable as the 
collisionless orbit of the original HEE .. is entirely within the cathode sheath (x• in Fig. 2.2). 
Moreover, the region accessible to electrons due to SI can be substantiall~ different from the 
one of the original SE. This is crucial as it implies that to model the IS the HEEs1 need a 
separate arch construction. This will make the analytical approach more complex. Therefore, 
the analytical model is first explained for the case with only individual thin sheaths (section 
2.3). Then, the model is extended to thick sheaths (section 2.4). 
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2.3 Thin sheath ionisation model 
Fig. 2.3. Two-dimensional sketch of the magnetron model as before (see Fig. l.2) but with semi-circles above 
the target, that show the idealised situation of how the discharge is built up by arch-shaped regions. 
For a rectangular magnetron with two long straight sections that do not influence each 
other, the symmetric two-dimensional geometry shown in Fig. 1.2 (section 1.2.1) is sufficient 
for modelling the discharge in these straight sections. Tbe discharge is considered as being 
buill up by arches A~ Aj, ... that correspond with positions x~, Xj, ... at regular distances along 
the x-axis (Fig. 2.3). The idea for splitting up the discharge area becomes clear when 
comparing Fig. 1.1 with Fig. 2.3: the arches correspond with the area accessible to a SE that 
does not interact witb the discharge gas. The arches are defined so that the probability to find 
a HEE during its lifetime in the surface area &xoz at point (x,z) in arch A; is given by A1(x,z). 
As mentioned before, in the thin sheath model, the HEE111 and the HEE51 practically move in 
the same area. Hence, no distinction between the two types of HEE bas to be made and the 
high energy electrons can be referred to as HEE. 
Fig. 2.3 represents an idealised situation because the arches are concentric circle 
segments, which is not the case for a realistic magnetic configuration. It is clear that this 
splitting up of the discharge region is only applicable in the case of a balanced magnetic field. 
Moreover, the magnetic field needs to be strong enough such that the confinement along the 
magnetic field lines is the dominating aspect of the electron movement. 
By introducing the arches A1 the HEE distribution H of the discharge can be 
characterised by the occupation profile u that consists of a set of values u1 that give for each 
arch A1 its relative weight in the discharge: 
(2.1) 
The HEE distribution gives the relative amount of HEE per surface area &xoz at point (x,z) of 
the discharge region. 
In the following sections the thin sheath 1M will be explained. A schematic overview 
of the model is given in Fig. 2.4. The input consists of the magnetic field, the electric field 
(defmed by Vd and ds) and the elements ri of the SE emission profile. The electric field is 
assumed linear, based on experimental observations (see section 1.1.3.3.5A). Consequently, it 
is defined by the discharge voltage Vd and cathode sheath thickness dE. The first part of the 
model is the calculation of the arch-shaped regions Ai and the electron distribution within 
(section 2.3.1). Afterwards follows the deduction of the average transfer matrix Tavg. which 
describes the transfer of the HEE among the arches (section 2.3.2). Therefore, the effective 
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ionisation energy W, the ionisation energy £1011 and the fractionf;on of ionising collisions in the 
total number of collisions are needed. Combining the electron distribution in the arches A, 
with the electron collision cross sections allows estimating the contribution of SI for a given 
arch (h 0). This combined with Tavg allows deducing g, the weight factor for a SE emitted from 
the target that accounts for SJ. From Tavg. 81 and r the occupation prolile u can be deduced. 
The clements u1 of the occupation prolile give for each arch the probability to find the HEE in 
that arch during the electron lifetime in the discharge. Combined with the A, it detennines the 
BEE-distribution H in the discharge. This deduction of H is discussed in section 2.3.3. From 
H the ionisation distribution I can be deduced (section 2.3.4), the output of the IM. 
Fig. 2.4. Overview of the thin sheath 1M showing how the ionisation distribution I is deduced from the magnetic 
field (8), the electric field (defined by V4 and du) and the clements r, of the SE emission profile. The physical 
quantities needed are the elec1ron cross sections (o), the effective ionisation energy (W), the fraction of lbe toLal 
number of collisions that is ionising (/,00) a.nd the ionisation energy (£1011). The meaning of the olbcr symbols is 
explained in the text. 
2.3.1 Determination of the arches A1 
To determine the arch A; the corresponding collisionless SE orbit with starling position 
x; is calculated using the Lorentz equation (eq. (I. I) in section Ll.l ). As in the previous 
chapter B is calculated analytically, Vd and de are considered as input parameters and the 
electric field is assumed to vary linearly (section 1.2. 1 ). The Lorentz equation is numerically 
solved using the fourth order Runge-Kutla method. As the accuracy is not so crucial here, a 
fixed lime step 6J is chosen. 
For a position x; the maximum height Zsf:,i that the SE can reach is deduced from the 
collisionless SE orbit. By retracing the magnetic field Line that intersects the target at that 
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position x; the height ZMF.i of the magnetic field line above the target at x = 0 is determined. 
The z-value z1 of the centre of arch A, atx = 0 is defined as: 
(2.2) 
The centre line of the arch is defrned by the magnetic field line going through z;. The width of 
the arch is determined by the motion of the electron before it interacts with the discharge gas 
as indicated in Fig. 2.5. We assume a homogeneous spatial HEE distribution along this centre 
line. According to [Wendt88a] this is valid above the cathode sheath, within the sheath 
correction factors are needed (see next paragraph). This assumption is only valid for 
sufficiently low gas pressures. When the HEE move several limes back and forth between -x; 
and x;, their distribution will indeed be homogeneous. Hence, this assumption requires that the 
dimensions of the arch should be at maximum of the same order as the electron mean free 
path. The first is of the order of the width of the most intense part of the race-track (some 
centimetres), the latter can be deduced from the cross sections shown in Fig. 1.1.4: for 
a= 5xl0"16cm2 (atlOO eV) the mean free path length at I Pais still 8 em. Hence, for typical 
MD the criterion is fulfilled. 
Fig. 2.5. Sketch showing how the arch-shaped regions are constructed: the arch corresponds with the area 
accessible to the SE emitted from the target before it interacts with the discharge gas. 
For the HEE only the interactions with neutral discharge gas atoms are taken into 
account as they are by far the most important (section 1.1.2.1). Due to these interactions, the 
arches A; contain HEE with energies ranging from leV~ (the maximum HEE energy) to Eth· 
Within this range, the energy distribution of the HEE, referred to as D(E), can be considered 
homogeneous [Guimariies9l]. Because of this energy distribution, the homogeneous spatial 
HEE distribution along the centre line of the arch needs to be corrected within the cathode 
sheath. Indeed, at a position z in the sheath a HEE has a potential energy equal to leV(z)l. 
Hence, only the HEE with energy higher than leV(z)l can reach that height z. As D(E) is 
homogeneous, the number N(leV(z)l) of HEE with energy higher than leV(z)l in the discharge 
is given by: 
I!!V, I 
N(leV(z)l)= J D(E)dE-IeVd 1- leV(z)l (2.3) 
ltV(:lf 
Similarly, the total number of HEE is N(E,,.)"' leVdl because leV~>> E,h Hence, the 
correction factor at height z in the sheath is leV ere V(z)l/le Vdl. In this way. the normalised 
spatial HEE distribution along the centre line of each arch is detennined. 
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2.3.2 Modelling of the transfer of HEE among arches 
z 
G(z) (a.u.) 
Fig. 2.6. For two positions x1 and x1 at the target surface, the position of the corresponding arches A1 and A1 arc 
indicated by sketching the collisionlcss orbits of theSE emiued at these positions. The right hand part shows the 
Gaussian distributions attributed to the arches A1 and Ar The transfer probability ' v is proportional with the 
hatched surface under the Gaussian G1 at z,. Similarly, t11 is determined by Gl..z1). 
The interaction of a HEE with the djscharge gas can result in its transfer from one arch 
to another. In order to model these transfers, we consider the distribution of the HEE around 
the magnetic field tine that fonns the centre line of the arch. In general, the maximum 
distance a HEE can be away from the magnetic field line around whjch it gyrates is given by 
its Larmor radius r~.. This Lannor radius depends on the amplitude and orientation of the 
electron velocity vector since only the component perpendicular to the magnetic field line 
contributes to fL. Because of the homogeneous energy distribution in the arches, the average 
energy Eavg of the HEE in an arch is half of the maximum energy: Eavg = leVdV2. This average 
energy is used to detennine the width of the distribution, i.e. rl.ovg is defined as the Larrnor 
radjus corresponding with Eavg for a velocity vector perpendkular to the centre line. For the 
distribution of the electrons around the centre line of A; we assume a Gaussian rustributioo 
G1(z) with width O'in the djrcction perpendicular to the centre line (Fig. 2.6). As the Gaussian 
distribution becomes practically zero at three times its width, O'iS set equal to rl.tJv,/3. 
A change in the rurection of the velocity vector of a HEE because of an interaction 
with the ruscharge gas can transfer it from one arch (A1) to another (A1). The probability t ii that 
this transfer occurs is proportional with the value of Gi around z,. This is shown in Fig. 2.6 by 
the hatched surface at z1• Introducing &1 as (z1+1-z1•1)12 and linearising Gi in the interval [z;-
&1/2, z.+b'z)2] we find : 
~.5 




When deducing the transfer probabilities, it should be kept in mind that not always the 
whole arch contributes to the transfer. As an example, Fig. 2.6 shows the situation where only 
the fraction lx1Vlx11 of the arch A1 overlaps with A;. Such partial overlap only occurs if 
llzl} ~ !u;J with !uiJ = lx11-lx11 and llzii = lz.-z11. As this overlap reduces the transfer of HEE from 
AJ to A, thjs interaction needs to be corrected with CIJ : 
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Combining eqs. (2.4) and (2.5) we find : 
ru - cuG1(z,)oz, 







All these probabilities fij define a square matrix T, which is referred to as lhe transfer matrix. 
{n reality the HEE do not interact once but several times. The probability ru that the HEE 
transfers from Aj to A1 atlhe second interaction is given by : 
(2.8) 
This is equal to element ij of the matrix r = T*T. Hence, the element that gives the 
probability that a HEE that started in A1 is LranSferred lO A1 at interaction m is element ij of 
7"'. This way a transfer matrix can be constructed for each interaction of the HEE. The 
problem arises to determine the average total number of interactions n of the HEE. First, we 
look at the average number of ionisations per HEE, which is given by: 
I eV4 1- Eto. 
n, •• = W (2.9) 
with E1on the ionisation energy and W the effective ionisation energy. We define /;00 as lhe 
fraction of ionisations in the average total number of interactions : 
!. - n,. 
11M- II 
Hence, n is determined by: 




The values of W and /;oo depend on the maximum electron energy and thus, they vary in 
principle according to the discharge conditions. However, in the considered energy range, the 
dependence is weak and as a good approximation average values of Wand /;on can be used as 
will be shown in section 2.6.1. 




The reason for introducing Tavg will become clear io the next section. 
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2.3.3 Deduction of the HEE-denslty H 
To characterise the emission of SE from the target, the erruss1on profile r is 
introduced. This profile r is a set of values r1 each of which corresponds with the number of 
SE emitted at position x1 on the targeL lf only one SE is emitted, e.g. at Xo. r is given by: 
(2.13) 
To characterise the HEE-density H because of the emitted SE both the arches A1 and the 
elements u1 of the occupation profile need to be known (see eq. (2.1 )). The A; were determined 
in the previous section, in this section the relation between the emission profile r and the 
occupation profile u is deduced. 
First, when SI happens, there is an extra energy input to the discharge equal to leV(zc)l 
(Fig. 2.1). This extra energy input by an ionisation at height zc can be described by giving the 
HEE~a, the original HEE due to the target, a weight factor: 
(2.14) 
The energy of the ejected electron does not need to be considered in the extra energy 
contribution because it comes from the original HEE. So it is only a redistribution of the 
energy of the original HEE~a. We introduce the arch ~.ze. the part of arch A; at height zc. 
which is defrned as: 
(2.15) 
For an arch A; the correction factor h1 is given by the weighted average of the individual 
weight factors : 
(2. 16) 
The ratio of the ionisation and total cross section is needed because only that fraction of the 
collisions will be ionising. As deduced in the previous section a SE emitted in arch A, has a 
probability 'f'Ji to transfer to AJ at interaction k. Hence, due to Sl, a SE emitted at position x; 
needs a weight factor g; given by: 
(2.17) 
with k ranging from I ton with n defined as in eq. (2.11). The minimum of h; and hJ is taken 
in eq. (2. 17). At first sight it might seem logical to take hJ. the value corresponding with the 
arch to which the HEE transfers. However, if hJ is larger than 111 this would mean that after the 
HEE interaction the electron will be relatively more in the cathode sheath. This is highly 
unlikely because the interactions of the electrons with the discharge gas and the accompanied 
change in their velocity vector "push" them out of the sheath (see also section 2.6.4). This 
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reasoning justifies the choice for the minimum of h; and hj- By taking into account ionisation 
in the sheath the emission profile r is transformed into the adapted emission profile r' 
according to the relation: 
(2.18) 
Second, we need to take into account that because of the interactions with the sputter 
gas, the electron will be scattered over the different arches. Therefore, we consider again the 
electron emitted at the target at xo. As long as it does not undergo an interaction with the 
sputter gas, it remains in its original arch. Translated into the formalism of the model it means 
that the r1 and u; are equal. We introduce u0; to indicate the occupation profile after zero 
interactions (i.e. before any interaction actually happened) and find then : 
(2.19) 
with T~ element i,k from the unit matrix 'f'. After one interaction of the electron with the 
sputter gas and neglecting the effect of SI we find for u1;: 
(2.20) 
with T,~ equal to T,_x (the superscript "1" is only added for simHarity with T,~ and T,~ ). if the 
HEE would reach the threshold value after two interactions, the occupation profile would be 
the average of uo and u1• Now, the HEE do not interact once but n times because after the n-th 
interaction the HEE is no longer a HEE by definition. Consequently, the average occupation 
profile u is given by the average of uo to u •. , : 
1 n-1 
u1=-Iu,'" 
n .. ..o 
with urn; the occupation profile after m interactions defined as : 




using the average transfer matrix Tavg as introduced in the previous section (eq. (2.12)). It 
describes the transfer of HEE among the arches averaged over the energy interval 
[leVdl, Eth]. Eq. (2.23) does not take into account SI. This effect is expressed by eq. (2.18). 
Combining the two equations results in : 
(2.24) 
Given eq. (2.1) these u1 characterise the HEE distribution H of the discharge. 
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2.3.4 Deduction of the Ionisation distribution 
In this part of the model, the ionisation distribution I is deduced from a known HEE 
distribution H. In order to deduce the ionisation caused by this H we would, in principle, need 
to calculate the probability P(E) for an ionising collision during a certain time interval tj for 
each electron energy £: 
I = P(E)H (2.25) 
The ionisation distribution is thus defined as the relative amount of ionisation per time 
interval and per surface area fu:oz at point (x,z) in the discharge area. Hence, the term 
"ionisation distribution f' stands for "the relative spatial distribution of the ionisation rate". 
The ionisation probability P(E) is given by: 
-....£..._ ---.L.&. 
P(E) = l -e J,.<£J = 1- e .I...<EJ~-;; (2.26) 
with Aoon(E) the electron mean free path for ionisation and v the electron velocity. For E above 
approximately I 00 e V, Aton(E) has an energy dependence close to JE (Fig. 1.4 in section 
1. 1.2. 1.1 ). Therefore, we consider P(E) as independent of £. Combining eq. (2.25) and 
eq. (2.26) leads to: 
1 - H (2.27) 
i.e. the ionisation distribution is to a good approximation proportional with the HEE 
distribution. 
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2.4 Thick sheath ionisation model 
In this section the thin sheath 1M is adapted so that individual thick sheaths can be 
modelled. As mentioned in the introduction, the thick sheath 1M is in general referred to as 
Analytical Ionisation Model (AIM) in this work. However, in this section the term "thick 
sheath IM" is preferred to contrast with the thin sheath IM. 
In the thin sheath 1M we deduced the occupation profile u from the emission profile r 
(eq. (2.24)). This relation combined with eq. (2.1) allows determining the HEE-density H (see 
also Fig. 2.4). In the thick sheath IM, the distinction needs to be made between the two types 
of HEE: the HEE18, the accelerated secondary electrons from the target, and the HEE51, the 
accelerated electrons from electron-ion pairs generated in the cathode sheath. In the thin 
sheath 1M, the HEEs1 were also accounted for but their behaviour was assumed identical to 
the behaviour of the original HEE. In the thick sheath 1M this assumption is no longer valid 
because the HEE1" and the HEE51 behave fundamentally different. 
I B I IVd and d~ I rl I 
I 
I 
I A, ~SI I I I I 
! ! 
(J 
@-.-- _, h i I I hSI I r-
flon ! 
rF.\. rl Tavg I J TSI ~ I 811!1 ~ 
_, g, I I gf' r-I I 
I m, I 
I u, l uS I I r--J 
J H I I 
l 
I I I 
Pig. 2.7. Overview of lhe lhick sbealh IM showing how lhe ionisation distribution I is deduced from the 
magnetic field, the electric field and the emission profile of lhe SE. The different aspects of the model need two 
versions: one for the HEE10 as in lhe thin sheath IM and an extra "Sf-version" for the HEE51• The meaning of the 
symbols is explained in Fig. 2.4 and in the texL 
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Hence, for the different aspects of the thin sheat.b IM an "SI-version" needs to be 
introduced (Fig. 2.7). In the thick sheath IM, both types of HEE have their own arch-shaped 
regions: A; for the HEE18, As11 for the HEE51• Consequently, eq. (2.1) needs to be replaced by: 
(2.28) 
Next to the arch-consuuction, two more of the basic pans of t.be thin sheath IM, the 
transfer of HEE and the deduction of the HEE-density, need to be reconsidered. The 
consuuclion of the arches A1 and A511 is discussed first (section 2.4. 1). Because of the two 
types of HEE, two transfer matrices T and r61 are needed (section 2.4.2). Finally, the elements 
u; and us11 of the occupation profiles are deduced (section 2.4.3), which allows determining H. 
Only the ionisation determination remains the same as in the lllin sheat.b 1M and does not need 
reconsidering. 
2.4.1 Determination of the arches 
ln the lllin sheath 1M the procedure to deduce the arches is for all starling positions x; 
the same. In the thick sheath IM this is no longer the case because the type of arch will 
depend on the kind of individual sheath the emitted SE experience (see section 2.2). When the 
type of the arch needs to be specified, a subscript is added: "N" for individual thin sheath, "K" 
for individual truck sheath and "T'' for the transition re~on. Furthermore, the lllick sheath IM 
requires arches specifically constructed for the HEE 1• These arches are denoted by the 
superscript "Sr'. An overview of the different notations is given in Table 2.5. For example the 
notation A:1 stands for the arch of a HEE51 generated by a SE emitted at x; in the case of an 
individual tllick sheath. 
Notation HEEaa HEE:.' 
Thin inruvidual sheath JSN ANJ ASI NJ 
Transition sheath IST A,.,/ Sl Ar.l 
Thick inruvidual sheath ISK AK.I ASI KJ 
Table 2.5. Overview of the different notations used in the thick sbealh 1M to denote lhe kind of individual 
sheath, the arches of the HEB10 and of the ~1• 
2.4.1.1 Arch-construction for the original HE£~ 
A. Individual tllin sheath ~ 
This is t.be case where a SE emitted at the target position x1 experiences an individual 
thin sheath. The (construction of the) arch is the same as in the thin sheath IM. Hence, these 
arches AN.i are the same as the A1 (section 2.3.1 ). 
B. Individual thick sheath ~ 
This is the case where a SE emitted at target position Xt experiences a thick sheath. The 
construction as used for an arch AN.i is no longer valid in this case. An arch AN,i represents 
the area where a HEE ionises in the discharge, from its maximum energy leVdl down to the 
threshold energy Em. The principle of the construction of the arches AN.l is shown again in 
Fig. 2.8a Using this method for a thick individual sheath, the region that corresponds with the 
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dashed area in Fig. 2.8b is obtained for a SE emitted at x1. This is the region accessible to the 
electron without interactions with the discharge gas. An electron in the cathode sheath at 
height z has a potential energy equal to leV(z)l. Hence, a HEE at the end of its lifetime in the 
discharge should have a z-value for which leV(z)l < Eth. This bas an important consequence 
because the minimum potential of an electron in the hatched area of Fig. 2.8b is leV(zsa,01. If 
this energy is larger than Eth, the area is not accessible for all HEE. Hence, the arch has to be 
extended to the edge of the cathode sheath as indicated by the thick solid line in the right hand 
side part of Fig. 2.8b. 
Fig. 2.8. Sketch showing how the arch-shaped regions are constructed for a thin (a) and a thick individual 
shealh (b), denoted with A N.i and AK.i respectively. The major difference is that the A K,i have to be extended to 
the cathode sheath edge. This sheath edge is indicated by the doned line at height d6 above the target surface. 
This solves the problem but introduces a complication s ince it implies that the HEE 
will shift their position within the arch-shaped region during their lifetime. Before, in an arch 
AN,i. the probability to find a HEE at a certain position in the arch (above the cathode sheath) 
did not depend on its energy. This is no longer true in the area depicted in Fig. 2.8b, e.g. a 
HEE with energy leVdl can be in the hatched area, an electron with energy smaller than 
leV(zseJ)I has to be in the blank area close to the sheath edge. This problem relates to the 
electron transport in the direction perpendicular to the magnetic field lines, which is a 
complex topic (section !.1.3.6.2). Hence, the exact spatial distribution of the electron in the 
arch during its lifetime is very difficult to obtain. To circumvent this, the same weighing as in 
the case of the AN.i is used in the cathode sheath (end of section 2.3.1). This approach gives 
good results but because of its crudity, adjustments wil] have to be made when deducing the 
transfer matrices (see section 2.4.2). 
C. Transition region of the individual sheath ~ 
This is the case where a SE emitted at target position x; experiences neither a thick nor 
thin sheath (xz in Fig. 2.2). The reason which forces to use AK.; does not apply here as the SE 
can reach out above the cathode sheath. Hence, for the construction of the AT,t. the procedure 
of a thin sheath can be applied. Hence, for the original HEE it is not necessary to introduce 
the transition region. It will be, however, for the arches of the HEEs1. 
2.4.1.2 Arch-construction for HEE due to sheath ionisation I A,~1 1 
In the thick sheath IM, the HEE51 need separate arches, referred to as A,51 • Again, the 
distinction is made between individual thin sheaths, the transition region and individual thick 
sheaths. 
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A. Individual thin sheath IA_!IJI 
Fig. 2.9. Sketch showing lhe shealh region of A1 in the thin sheath case with a sheath ionisation at (Xc. <c). The 
area accessible for lhe ejected electron is estimated by ({.c. The grey area is inaccessible for the new HEE but as 
it represents only a small fraction of £toe, it is neglected. 
In this case the portion of the arch in the cathode sheath is very small. rr a HEE51 is 
formed, it will follow an orbit very similar to the one of Lhe original HEEaa. The difference is 
that an electron generated at position (xc, zc) cannot reach positions with z<zc or lxt>lxcl 
because of energy conservation reasons (Fig. 2.9). As it concerns here thin sheaths, i.e. the 
thickness of the sheath is much smaller than the arch dimensions, the limitation along the z-
axis is neglected. Hence, a HEEst generated at xc is limited to the part of At that fulfus the 
condition lxl<lxcl. This is equivalent with saying that this electron is in an arch ct,.xc • defined 
as: 
(2.29) 
This arch is indicated in Fig. 2.9. The grey part of Cl1.xc is actually not accessible to the HE~ft 
generated at (xc. zc). However, given the small fraction of ~--'<" that the grey area represents, it 
does not matter whether it is included in ~-.tc or not. 
Another problem is that an arch At represents the area where a HEE18 performs 
ionisation during its lifetime in the discharge. For the A st. the same principle is applied but the 
HEEst are generated at different posi tions (Xc, zc). Hence, the arch A~'J is the weighted 
average over the different <t..xc : 
.tc• ..... (2.30) 
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The summing over Xc is reslricted to those x-positions where SI is possible, i.e. it is limited 
between x; and Xi,s, with x;.s as shown in Fig. 2.9. The weights w;(Xc) are defined as: 
(2.31) 
When in the above equations the positions Xo, X;, Xi,s and Xc are used, they are assumed 
positive. This poses no fundamental limitation but simplifies the notations. 
B. Individual thick sheath lA~~~ ~ 
In this case, SI will be very important because a substantial amount of the ionisations 
caused by the original SE occurs in the sheath. The HEEs1 have, in general, a lower energy 
than the original HEE. Because of this lower energy and because in this case the HEESJ spend 
their entire lifetime in the cathode sheath, the A~'.1 are structurally different from the A;. As in 
the case of an rsN. the HEESl are generated at different positions (xc, zc). This time the 
limitation along the z-axis cannot be neglected anymore as the cathode sheath thickness is of 
the same order as the arch dimensions. Hence, instead of ~.Xc we introduce ~.Xc:c • The 
construction of this arch ~·"<·tc is more complicated and is discussed in the next paragraphs. 
C'4,xczc t4,xcZc 
dE dE 
Zo Xc Xi X 
a) b) 
Fig. 2.10. Sketch showing the resttiction along the x-axis of the HEE51 generated at (Xc, zc) for small ~~ (a) and 
for large !;, (b), with !;. the curvature of the magnetic field lines (see text). The orbit of the original HEE" is 
sketched by the spicalling line. The hatched area represents the region accessible to the generated HEE51• In the 
first case, the ejected electron is limited to Ld < x, in the latter case to lxl < Xc· 
Consider an ionisation in the cathode sheath that occurs at point (Xc, zc) (Fig. 2.10). 
The point is chosen close enough to the target surface so that the newly ejected electron 
becomes a HEE81• The area where this HEE81 performs ionisation is different from the one of 
the HEE14• Hence, a new procedure to determine the arch corresponding with the HEEs1 is 
needed. We distinguish the two cases depicted in Fig. 2.10. The ftrSt case (Fig. 2.10a) is the 
situation where the magnetic field lines are practically horizontal. If an ionisation occurs at 
(xc. zc), the region below zc is inaccessible for the electron because of energy conservation. In 
spite of this, the ejected electron can reach the full length of the arch. Hence, there is no 
restriction along the x-axis. The second case concerns curved magnetic field lines 
(Fig. 2.10b). In this case, the electron will be bounded in its motion along the x-axis, similar 
to tbe situation sketched in Fig. 2.9. Therefore we introduce the boundary x-value xa which 
defines the boundary of the electron along the x-axis. Hence, x8 =X; for the situation shown in 
Fig. 2.10a. whereas x8 = xc for the situation shown in Fig. 2.10b. To distinguish between the 
cases a and b we introduce the curvature of the magnetic field ~;, defined as I;;= ZMP,;-Zo. and 
propose the following criterion to determinex8 : 
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(2.32) 
with Tt.avg the average Larmor radius (section 2.3.2) and lhe weight factor a defined as: 





As in the case of an arch Ai. the arch a. . .<crc has to represent the spatial distribution of 
the HEE51 during their lifetime in the discharge. Therefore, the hatched areas in Fig. 2. 10 
cannot be filled homogeneous ly but have to be weighted similar to the part of the standard 
arches A; in the cathode sheath. This was done using a weight factor leVd-eV(z)l/leVdl at height 
z in the sheath (section 2.3.1). However, for a. . .<crc the argument z used in this expression has 
to be replaced by z' defined as: 
z ' = (z - zc ) zd. (2.34) 
Zd6 -zc 
because the weight factor bas to be zero at height zc as the electron cannot reach points below 
zc. The arch C4 . .<crc constructed in this way is the arch for the HEE51 created at (xc, zc) by a 






For each position (xc, zc) where SI can occur, the appropriate arch ~-.<c:c has to be 
constructed. Then, the A:~; is given by the average over these arches : 
(2.37) 
with w;(Xc, Zc) the weight factor of each a, ..<ere . This weight factor is determined by A;(xc. Zc) 
and by le V(Zc)l, lhe potential energy of the ejected electron and is thus defined as : 
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(2.38) 
C. Transition region ~~~~~ 
For the transition region, there is no obvious way to construct the arch-shaped regions. 
Given the difference between the A~ and A;' , a smooth transition from the one case to the 
other is demanded. A means to achieve this transition is by considering the fraction f of the 
arch that is in the cathode sheath at x = 0 (Fig. 2.8). Given the definitions of the individual 
thin and thick sheath (section 2.2)./ is zero for ISN and one for ISK. Consequently, the arches 
AT,i have an /-value between zero and one and the corresponding arches ~~~ can be 
constructed as follows: 
(2.39) 
However, there is a complication because this equation implies that the A~ and A;1 
are used for the 1ST region, a region for which they are originally not intended to be. For the 
A~J this poses no problems but it does for the A:,, : for these arches the electrons did not 
reach out above the sheath, thus, the arches were limited within the cathode sheath 
(Fig. 2.11 a). This is not valid for the ~~~ : here the HEEIA reach out above the cathode sheath. 
Hence, also the HEEs1 can reach out above the cathode sheath (Fig. 2.1lb) and the maximum 
height is no longer given by ZdE but it is not given by zss.1 (the maximum height of the HEEIA) 
either. To solve this problem, the maximum height is estimated by zc+Tt with Ti. the Larmor 
radius corresponding to the initial energy of the HEEs1• This means that Zc!B in eq. (2.35) needs 
to be replaced by zc+rL. However, if zc+Tt is smaller than ZdE, ZdE remains. The arches 
constructed in this way are still referred to as A:, as it is only an extension of the arch-
construction which does not change the results for the ISN (zsa;<zcm). 
a) b) 
Fig. 2.1 1. This sketch shows the result of applying the procedure for determining the A:,, in the case of ISK (a) 
and in the case oflS T (b). 
2.4.2 Modelling of the transfer of HEE among arches 
To model the effect of the HEE interactions with the discharge gas, the transfer matrix 
Twas developed (section 2.3.2). As this matrix depends on the arches A~o the arches A,5' need 
their own transfer matrix 'fl1• However, given the introduction of the AT,i and AK.i also T needs 
to be adapted. Afterwards, the construction of r• and T.~R is explained. 
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2.4.2.1 Adaptation of tramfer matrix T 
z 
Ionisation Model 
Fig. 2.12. Sketch showing arches A, and A.i> their cenues z. and z, and the cottisiontcss orbit (spiralling line) for a 
SE emitted at A; and x1• For A,, the centre of the arch is also the cenue of the cottisionlcss orbit at x = 0. However, 
for A1 this is not the case. Hence, to calculate the transfer from Ai to the other arches, z, needs to be replaced in 
certain cases (see text) by Z.~ll.J· the maximum height of the cottisionless orbit. 
Each element ttj from T represents the probability that an electron bops from arch j to 
arch i at the first interaction of the electron with the discharge gas. In other words, for a SE 
emitted atx1 in arch AJ. the probability to transfer to arch i at the first interaction is given by tti· 
Because of the introduction of the AT.; and AK.J a modification to the construction of T is 
necessary. This modification regards the value z., the average height of the arch at x = 0 (see 
eq. 2.2). For an ISN or an 1ST, the centre z, of arch A, is relevant for all the electrons in the 
arch. Hence, as sketched in Fig. 2. 12 for an 1ST, this is also true for the ones that did not 
interact with the discharge gas yet. For an rsK. this is not valid: the orbit of the electrons 
before interacting with the discharge gas can be well below the centre of the arch. This is 
shown in Fig. 2.12 for arch AKJ. It is clear that the Gaussian distribution G1 with centre at ZJ is 
not representative for the HEE at the beginning of their lifetime in the discharge. The origin of 
the problem is the extension of the arches to the cathode sheath as this implies that the HEE 
will "shift" their position in the arches during their lifetime. Using nevertheless the Gaussian 
G) around z1 to determine t,1 (eq. (2.7)) results in an artificially high transfer probability. To 
overcome this problem, the centre ZJ of G1 for interaction from A1 to At is replaced by ZSEJ 
when Zj>ZSEJ and Zi<zsB.t· This is the situation for transfer from AJ to A; with A1 and At as 
shown in Fig. 2. 12. Except for this adaptation, the calculation of the fiJ, and hence of T 
remains the same. The calculation of Tavg (eq. (2. 12)) remains also the same. 
Another complication is that the z1 can be very close to each other. This implies that 
the value <5z1 (section 2.3.2, eq. (2.4)) becomes very small. To understand the physical 
meaning of this we introduce dio defined as: 
I d =-
1 oz, (2.40) 
Hence, the value d1 expresses that there is one arch in the interval with length <5z1• In other 
words, d, represents a "density of arches": it gives the number of arches per unit length along 
the z-axis. Now, if two or more arches are very close to each other, d, will become very large. 
As a consequence, the clement t;1 will be anificially small because, based on the high density, 
the model assumes far more arches than Lhere exist in reality. To prevent this, a maximum 
density dnuu is calculated. ll is defined as the number of arches in an interval of 2cr around the 
centre of the arch. ln cases where lf{)zi is larger than dmu. <5z1 is replaced by lfdmu in cq. (2.6). 
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2.4.2.2 Construction ofT'' and T,~~ 
Before starting the deduction of T'', an important remark needs to be made. The 
transfer matrix T for the standard arches A1 describes how the HEE transfer among the arches 
because of the interactions with the discharge gas. Hence, logically, one could expect T'' to be 
the matrix describing how the HEEs1 transfer among the Ars1 • This is not the case. Instead, the 
matrix T'1 describes the probabilities that SI occurs during the transfer of the HEE among the 
arches A1• The transfer of the HEEs1 among the arches Ars' is neglected in the model. The 
reason is that the majority of the HEEsr will be formed rather close to the edge of the cathode 
sheath. Consequently, they have a rather low maximum energy and they scatter much less 
than the original HEE. 
Given the limited scattering of the HEEs1, their spatial distribution is mainly 
determined by the position where they are generated. This requires determining which 
transfers Ai to A1 have a high probability to result in Sl. Therefore, we defme the element t~', 
element ij of matrix T'', as the probability for SI when a HEE transfers from Ai to A1• This 
probability is given by: 
(2.41) 
with p; the fraction of the arch A1 in the cathode sheath and !ij element ij ofT. 
Another difference concerns the calculation of the average T.~~ . T'1 describes, as 
mentioned, how the HEEs1 are distributed over the arches because of interactions of the HEE14 
with the discharge gas. Hence, it needs to be taken into account that the probability for SI 
depends on the energy of the HEE14• Therefore, T,~ is defmed as: 
(2.42) 
with Rm the fraction of the energy left after m interactions. Mark that, in contrast to Tavg. the 
unit matrix is not included in T!~ because as long as the HEE14 do not interact they cannot 
give rise to ionisation. The value of Rm is determined from the relation: 
R = leVd-W 'ml 
m leVd I 
(2.43) 
with W' the average energy loss per interaction, defined as: 
w· =Wfw. (2.44) 
and fion defined as in eq. (2.1 0) (section 2.3.2, see also section 2.6.1 ). 
2.4.3 Deduction of the HEE-denslty H 
As in section 2.3.3 we need to deduce the relation between the emission proftle rand 
the occupation profile u. Assume a SE emitted at the target surface. If it does not cause anlr 
ionisation in the sheath, the energy contributed to the discharge is leVdl. However, if a HEE 1 
is formed, e.g. at height zc, the ejected electron contributes an energy le V(zc)l to the discharge. 
Hence, the total energy contributed to the discharge because of the HEE14 is equal to 
128 
Part II, Chapter 2 Ionisation Model 
leVdl+leV(zc)l. Of course, several ionisations in the sheath might be possible and the ejected 
electrons can in tum also cause Sl. This total energy "delivered" to the discharge by a HEEta 
is referred to as EIIX· In the thin sheath 1M we introduced 81 such that £rot= 81leVdl, with 81 
given by eq. (2.17). For thin sheaths it is highly improbable that the HEEs1 also cause Sl. On 
the other band, for thick sheaths this effect becomes important because SI occurs frequently. 
This leads to the introduction of 8t, the analogue of 8i for the HEEs1• Its calculation is 
similar to the one of 8; and will be dealt with in the next paragraph. Because of this new 8!', 
the multiplication factor for a SE emitted at the target is no longer given by g; but by m1 which 
is defined as : 
m1 = I +(g1 - l)g~1 (2.45) 
because the fraction due to SI (g,-1) needs to be multiplied by c:• . The expression for g; 
(eq. (2.17)) remains valid since the procedure to calculate it from the A1 of the thin sheath 1M 
is also valid for the AN,;. AK.1 and AT.i of the thick sheath IM. The multiplication factor nlj is an 
important parameter as it determines the actual energy contribution to the discharge by an SE 
emitted at the target (section 2.6.3). 
Next, we discuss the calculation of gfl. The calculation of the h1SI is similar to the one 
of h; but, of course, the A; need to be replaced by the Aj~1 : 
(2.46) 
Consequently, 8:1 is given by: 
(2.47) 
The only unknown in this equation is n; , the maximum number of interactions of the HEE51 • 
To calculate g; the total number of interactions n, corresponding with the maximum energy 
leVdl was needed. In this case, n; is the total number of interactions corresponding with 
energy ~.!.,, the average maximum energy of the HEEs1• The maximum energy is 
determined by the height zc where SI occurs. The average of the positions zc depends on the 
arch A1• Hence, the average maximum energy depends on the starting position Xit which 
explains the index i of~;.,, and consequently, of n;. The energy E~;., is calculated from the 
A51 as follows : 
(2.48) 
with a,~~ the fraction of the arch A51 at height zc: 
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a~~= LA51(x,zc ) (2.49) 
X 
In the thin sheath IM, the knowledge of the transfer matrix T and of the sheath 
ionisation g; allows deducing the occupation profile u from a given emission profile r 
(eq. (2.24)). A similar approach is followed for the thick sheath IM. Due to scattering the 
emission profile will be transformed into the occupation profile u according to the relation : 
(2.50) 
However, the original HEE1" will give rise to HEEs1• Given the definWon of the multiplication 
factor m (eq. (2.45)), the occupation profLie of these HEEs1 is given by: 
uf' = L(Ta!~ ) (m1 - l)~t = L(T..~~ ) (gt -l)gJ' 't k /,k k l.l (2.51) 
These relations (2.50) and (2.51) together with eq. (2.28) allow determination of the BEE-
density from a given emission profile. The deduction of the ionisation density 1 remains the 
same as for the thin sheath IM. 
2.5 MC model 
The basis of the MC model is the numerical integration of the Lorentz equation 
(eq. (1.1.1)), which was achieved using the Runge-Kutta method (4th order) with a fixed time 
step AI(= 2X 10' 11 s). The collision probability Peon during that time step for an electron with 
energy Eo is given by: 
(2.52) 
with ~ the distance travelled in At, n g the neutral gas particle density and cr(Eo) the collision 
cross section. A random number RN1 is generated and compared with Pcoll· [f RN1 > Pcou then 
no collision occurs and the electron simply continues its orbit. Otherwise, an interaction 
occurs. In the model, only interactions with argon atoms are considered, interactions with 
other species are neglected (see section 1.1.2.1 ). This means that cr is defined as: 
(2.53) 
The cross sections for the considered processes are plotted in Fig. 1.1.4. To determine which 
type of interaction occurs, the fractional probabilities for the collisions are calculated. They 
are defined as: Pion= Cf;on/cr, Pexc = CfexJcr and Pela = cr •• Jcr. The sum of these fractional 
probabilities is equal to one and the interval [0,1) is divided in intervals with lengths 
corresponding to the fractional probabilities. This is a typical procedure in MC modelling 
[Bogaerts96). A second random number RN2 is generated and the interval into which RN2 
falls, determines the type of interaction. In case of an interaction, the electron velocity vector 
needs to be adjusted. 
First, its magnitude, i.e. the electron energy, is adjusted. In case of elastic collision the 
energy transfer is very small (see eq. (1.4) in section T.l.2.l.l) and can be neglected. For an 
excitation, the electron energy is reduced with 12 eV. For an ionisation, both the energies of 
the original electron and of the ejected electron need to be determined. The average energy 
Eejt.Cl of the ejected electrons is taken 10 eV (section I.1.2.1.2A). A Gaussian distribution with 
width cr = 2 eV was constructed around the average Eeject· A random number RN3 is generated 
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to determine EeJr£l· Given the ionisation energy Eion of an argon atom, lhe electron energy E 




Fig. 2.13. Sketch defining the angles 9o. the angle with the t-axis, and q1o, the angle with lhe x-axis. Also the 
axial X and azimuthal 1jl scattering angles are indicated. To indica1e all these angles both the laboratory frame of 
reference (xyz) and the particle scattering frame of reference (x'y't') are shown. 
Second, the oricmation of the velocity vector needs to be adjusted. Before interaction, 
this orientation is defined by 9o, the angle with the z-axis, and <po, the angle with the x-axis in 
the xy-plane (Fig. 2.13). Because of the interaction, lhese angles arc transformed into 9 and q>. 
The relation between (90, <po) and (9, q>) is given by [Bogaerts96]: 
[sin(O)cos(~)l [cos(80)cos(~0) -sin(qJ0 ) sin(80 )cos(qJ0)] [sin(Z)cos(yt)l sin(O) sin(qJ) = cos(80 )sin(qJ0) cos(qJ0 ) sin(80)sin(qJ0 ) x sin(z)sin(l/f) (2.55) 
cos(O) -sin(80 ) 0 cos(80 ) cos(yt) 
with X and 'If the axial and azimuthal angle of scattering, respectively (Fig. 2.13). To 
determine X and 'If two new random numbers (RN4 and RNs) are generated. The azimuthal 
angle 'If is given by: 
(2.56) 
For the axial scattering angle x. different models can be found in magnetron 
simulations. We implemented the expression proposed by Okhrimovskyy (eq. (1.6) in section 
l.l .2. I. J A): 
z =arccos I 5 [ 2RN ] 1+8E(I - RN5 ) 
(2.57) 
with E = Eo/Eu with Eu the atomic unit of energy (Eu = 27.2 1 eV). This is referred to as 
Okhrimovskyy scattering. As mentioned in section L 1.2. 1.1 A, this should be the most 
accurate model. However, to investigate the innuence of the model for the scattering angle on 
the simulation results, three other models have also been investigated. Surcndra scattering 
(eq. (1.5) in section 1.1.2.1.1A), although physically incorrect according to 
[Okhrimovskyy02], was implemented as it is commonly used in MD simulations. ln this case 
X is given by [Surendra90]: 
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(2.58) 
In Fig. 2. 14 the scattering angle X is plotted as a function of the random number for Eo = 100, 
200 and 400 eV. Although both models clearly exhibit the same trend, eq. (2.58) gives 
consistently higher values for X· Furthermore, also forward scattering and isotropic scattering 
were implemented. For the first X = 0 by definition, in the latter X is determined by: 




0 0.2 0.4 0.6 0.8 
random nunmber 
Fig. 2.14. The scattering angle x as a function of the random number for Okhrimovsk.yy (closed symbols) and 
Surendra scattering (open symbols) at three different electron energies: 100 ( triangles ), 200 ( circles ) and 
400 eV ( diamonds). 
After the calculation of the new velocity vector, the retracing of the electron orbit is 
continued. The electrons were followed during 2 J.lS or until their energy dropped below Eu,, 
whichever occurred first. During the simulation the position of the orbi~ the ionisations, the 
excitations and the elastic collisions are stored. Moreover, when SI occurred, the position and 
energy of the ejected electron were retained. When the calculation for the original electron 
was ftnished, the calculation started for the first retained electron. The magnitude of its initial 
velocity vector is determined by Eeject (see above), the orientation of it was chosen randomly. 
Again, the ionisations, excitations, elastic collisions and electron orbits were recorded 
together with the ionisations in the cathode sheath. For all the electrons generated in the 
cathode sheath (and the electrons generated in the cathode sheath of those electrons and so on) 
the ionisation was determined. This way, the total number of ions n;on,tot generated by a single 
SE emitted at the target can be deduced. From this, the multiplication factor m (eq. (2.45)) can 
be calculated : 
(2.60) 
with n;00 defined by eq. (2.9). Hence, this allows verifying eq. (2.17) (section 2.3.3) which 
gives the extra energy contribution because of SI. The comparison of the results obtained with 
the MC model and the analytical model for both the multiplication factor m and for the 
ionisation distribution is discussed in section 2.6.3. 
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2.6 Results and discussion 
For the results presented here the magnetron configuration as described in the 
beginning of section 1.3 is used. Unless mentioned otherwise, the discharge voltage Vd was 
taken 440 V and the cathode sheath thickness de I .6 mm. The initial energy £1011 of the SE is 
set to 0 eV, as we are not concerned with the recapture of the emitted SE in this section. For 
the Analytical Ionisation Model (AIM), SE are emitted from x = -14.75 mm to x = -0.25 mm 
per 0.5 mm. For the MC Ionisation Model (MIM), only x= - 12.25, -9.25, ...• -0.25 mm per 
3.0 mm are considered because emission from all x-positions would require a too long 
calculation Lime. From each of these start positions I 000 electrons are emitted. The time step 
ilr for solving the Lorentz equation was set to 20 ps. Also the generated HEEs1 are included. 
The calculation can be limited to one side of t11e x-axis because the geometry is symmetric 
(Fig. 1.2b). These settings, together with Okhrimovskyy scattering for the MIM, are referred 
to as the "standard settings". 
2.6.1 Determination of Wand (j00 
ln..c If...,(%) lfuc(%) If ... (%) IW(eVJ In Jnuc/n 
reference situation 48.2 29.7 7.9 62.4 30.7 47.1 1.02 
Influence of disch~~ge voltage (standard V0::440V) 
V.,.320V I 37.21 27.61 7.91 64.51 3121 33.81 1.10 
V.,-SfiJV I 58.91 31.01 8.01 61.01 30.71 60.41 0.97 
Influence of the magnetic fleld (standard e_,::600G) 
s,.,-400G I 47.81 30.51 7.8J 61.71 30.21 47.11 1.01 
B,..,-soOG I 48.01 28.61 7.71 63.71 32.1 1 47.11 1.02 
Influence of gas pressure atandard p::0.5Pa 
lp.0.1Pa 45.4 29.41 7.91 62.8 33.0 47.1 0.96 
IP.2Pa 48.7 29.9 7.8 62.3 30.3 47.1 1.03 
Influence of cathode aheath (atandard d1::1.6mm) 
de•0.8mm I 42.81 30.31 7.91 61.81 33.91 47.1J 0.91 
lde•2.4mm I 51.61 28.01 7.71 64.21 30.51 47.1J 1.09 
Table 2.1 Overview of the results obtained with the MlM for different situations. Listed arc lhe total number of 
interactions obtained from the MC calculation (nMC). the relative number of ionisalions (/.,.), excitations (/uJ 
and elastic collisions (/..J, the ratio n,../n and the effective ionisation energy W. The last two columns give then-
values obtained from eq. (2.11) and lhe ratios nMdn. 
For the AIM the average total number of interactions n of the HEE11 is needed to 
detennine the average transfer matrix Tavg (section 2.3.2). This n is given by eq. (2.1 I), which 
requires the effective ionisation energy W and the fraction of ionisations lion in the total 
number of interactions. To determine Wand /ton the MIM can be used but, given the definition 
of n, ouly the contribution of the original HEE" needs to be considered. The gas pressure p is 
chosen 0.5 Pa. The result obtained at this pressure using the standard senings (except for the 
number of retraced SE which is 500 instead of 1000) is referred to as the reference situation 
in this section. W and /ion are determined for different discharge voltages, pressures, magnetic 
field strengths and cathode sheath thicknesses. The results are listed in Table 2. 1. First of all, 
the average total number of interactions nMc is listed. This average number represents the 
same physical quantity as n defined in eq. (2. 11 ) but the index MC is used to indicate that the 
value is calculated using the MIM. The table lists also the relative share of the ionjsations.fion. 
excitations fexc and elastic collisions lea together with the effective ionisation energy W. As 
only ionisations and excitations are taken into account as energy dissipating collisions, W is 
determined from: 




Part ll, Chapter 2 Ionisation Model 
with N the total number of electrons emitted from the target and nion,MC the total number of 
ions generated by those electrons. The results for W agree very well with the typical value of 
30 eV [Lieberman94, Thornton78a]. Given the results listed in the table, we set W = 30 eV 
and fion = 0.30. Using these values, n is calculated using eq. (2.1 1 ). The resulting n-value is 
also listed in the table, together with nMdn. Although the actual values of both Wand fion vary 
for the different conditions, the fixed values chosen for them allow calculating n within an 
accuracy of LO% which is considered sufficient for the AIM. 
2.6.2 AIM: example of the different arch types 
In this part, examples of the arches and of the average transfer matrices obtained with 
the AIM using the standard settings (as defined in the beginning of section 2.6) are shown. 
Fig. 2.15 shows the different types of arches that can occur. The left column shows arches 
corresponding with the original HEE13: parts a through c are examples of an AK.i (thick 
individual sheath), AT.i (transition region) and AN,i (thin individual sheath), respectively. The 
right column shows arches corresponding with HEEs1: parts d through fare examples of an 
A~',, (thick individual sheath), A~~~ (transition region) and A! '., (thin individual sheath), 
respectively. For each arch, the values Ai(x, z) are rescaled such that the maximum value is 
equal to one. 
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0.0 0.2 0 .4 0.6 0.8 1.0 
Aj(x,z) 
Fig. 2.15. Example of the different arch types occurring in the AIM. The left column shows the arches for the 
HEE .. starting at x = ~0.25 (a) , ·6.25 (b) and -12.25 (c). The right column shows the arches for the HEE51 for 
x = ~.25 (d), -6.25 (e) and -12.25 (/).The arches illuslrate the situation of an individual thick sheath (a and d). a 
transition region (b and e) and an individual thin sheath (c and j). The dashed line indicates the cathode sheath 
edge. 
The average transfer matrices Tavg and T,!~ are shown in Fig. 2.16. The sum of each 
column of Tavg (and of T.~~) is per definition equal to one. For Tavg. the concentration along 
the two diagonals is clearly visible for arches at the edge of the race-track (lxl>8). This is due 
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to the element Gj(z1), which reaches its maximum value when i and j fulfil the condition 
lxil = lxjl (the absolute x-values are needed because of the symmetry). This means that HEE in 
arches at the edge of the race-crack tend to remain close to the original arch in spite of the 
interaction with the djscharge gas. This does not hold for HEE in arches close to the centre of 
the mce-track (lxi<S). In this case the HEE are transferred to arches with larger lxl, around 
lxl = 6. 
The average matrix T.~~ gives the probabi]jty that Sl occurs when a HEE interacts 
with the discharge gas. For arches at the edge of the race-track, this probability is the highest 
for an electron staying in the arch or for an electron transferring to a neighbouring arch. For 
arches at the centre of the race-track, this probability is especially high for transfer to arches 
around lx1 = 6. Note that the elements of T,!~ only give an indication of the probability for SI 
to occur but not the energy contribution of such an SI. The latter is expressed by the 
multiplication factor m. 
In principle, one could calculate the ionisation djstribution with the MIM and 
"overlay" the result with the arch-shaped regions to see in which arches the ionisation 
distribution occurs. Such a comparison of the average transfer matrix obtained with the AIM 
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Fig. 2.16. The average transfer matrices r ••• (a) and r;~ (b) calculated using the standard settings. The element 
at row i and columnj corresponds with a transfer from arch A1 to A,. 
2.6.3 Multiplication factor m and Ionisation distribution I 
In this section the multiplication factor m and the relative ionisation distribution I is 
discussed for typical MD conditions. This is done for individual electrons, i.e. one electron is 
emitted at a certain position Xi along the x-axis and m and I arc calculated. Ln the AIM, m is 
calculated from eq. (2.45), in the M1M from eq. (2.60). In the MIM the relative ionisation 
distribution along the x- and z-axis is dUectly obtained as all the ionisation events are 
recorded. Ln the AIM, I is obtruned from H, which is determined using cq. (2.28). Solving the 
equation requires the transfer matrices Tavs and T,!~ , the arches A1 and "s•, and the ernissjon 
profile r. Since we discuss the ionisation by an individual SE, 'K is a Dirac pulse: 
rk = {
0 k =1:- i 
I k = i 
(2.62) 
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with i the index along the x-axis of the starting position of theSE under investigation. 
Using the standard settings at 2 Pa, the ionisation distribution l (section 2.6.3.1) and 
the importance of SI (section 2.6.3.2) are discussed. Then, the influence of the gas pressure 
(section 2.6.3.3), the magnetic field (section 2.6.3.4) and the combination of the discharge 
voltage and the sheath thickness (section 2.6.3.5) on both m and l is treated. 
2.6.3. 1 Ionisation distribution 
In the AIM the ionisation distribution is based on the occupation profile u of the HEE18 
and us' of the HEEs'. For X{) = -6.25 these occupation pro fLies are shown in Fig. 2. 17. As long 
as the HEE do not interact, u0 is equal to the emission profile (eq. (2.19)), which is a Dirac 
pulse in this case (eq. (2.62)). u0·s' is identical to zero before the first intel""dction as no SI 
occurred yet. After the first interaction, the occupation profile u1 (eq. (2.20)) is strongly 
peaked around lxol. As the geometry is symmetric, the arches corresponding with -6.25 and 
6.25 are identical, and thus, also the probabilities to find the HEE in them are the same. 
Because of the interaction with the discharge gas, SI can occur and ut,sJ is no longer zero. The 
occupation profiles, obtained taking into account all interactions, are also shown. Compared 
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Fig. 2 .17. Evolution of lhe occupation profiles r1 of the HEE,. (a) and u51 of the HEE51 (b) before interaction with 
lhe discharge gas (- ), after the frrst interaction ( o ) and averaged over all interactions ( A ). 
The occupation profiles combined with the arches allow determining the HEE 
(eq. (2.28)) and consequently also the ionisation distribution. The results for the relative 
ionisation distribution I along both the z-axis and the x-axis for x = -6.25 is shown in 
Fig. 2.18. Also the results for x = -0.25 and - l 2.25 are plotted. For all situations shown, the 
agreement between the AIM and MIM along the z-axis is excellent Along the x-axis the AIM 
does nol reproduce the sharp peak of the SE emitted at x = -0.25 completely. For an SE 
emitted from lxl = -12.25 I is practically constant in the region lxklO. 
Interestingly, compared with the ionisation distribution from x = -12.25, the ionisation 
distributions from x = -0.25 and -6.25 are quite similar. The main difference between the latter 
two is the stronger peak along the x-axis for x = -0.25. The distribution of x = -3.75 (not 
shown) is only for lxkl mm different from the one of x = -0.25. It follows that the ionisation 
distribution is rather independent of x for small lxl (<4 mm). This explains why MC 
simulations that neglect recapture can nevertheless reproduce realistic relative erosion 
profiles, as discussed in section 3.3.2. 
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Pig. 2.18. Relative ionisation distribution along the ~-axis (a) and the x-axis (b) for an SE emitted at x = -0.25 
( • ), x = -6.25 ( o ) and x = - 12.25 ( <> ) for the standard settings. The solid lines represent lhc AIM results, the 
markers represent the MLM results. 
2.6.3.2/mportance of sheath ionisation 
6 
: 5 





0 3 +----------/-------; 
'5. 
= e 2 
-15 -10 -5 0 
x-axis (mm) 
Pig. 2. 19. The multiplication factor m along the x-axis: the solid line is the AIM result, the dots the MlM results. 
The AJM overestimates m-values for ld < 5 mm, especially around ld = 3 mm. The standard settings were used 
at2 Pa. 
In Fig. 2. 19 the results obtained for the multiplication factor m are shown: Lbe full line 
represents the AIM, the markers the MIM results. For large lxl, m is close to one as theSE 
emitted at such positions (e.g. x3 in Fig. 2.2) have an indjvidual thin sheath and thus a very 
low probability to generate an electron-ion pair in the cathode sheath. The smaller !xi, the 
larger m becomes. lt reaches a value of 4.7 atlxl = 0.25. The high m-value could be expected 
for these x-values as lhls corresponds with the situation of x1 in Fig. 2.2. Hence, an electron 
emitted at the centre of Lbe race-track conlributes an energy to the discharge that is more than 
four times as rugb as its maximum energy leVdl. Comparison of the AlM and MIM results 
indicates that the AIM overestimates m for lxl < 5 mm, especially in the region around !xi = 3. 
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Fig. 2.20. Influence of sheath ionisation (SI) on the relative ionisation dislribution for x = -6.25 mm. The 
ionisation dislribution shown along the z-axis (a) and x-axis (b) is obtained without ( o ) and with ( • ) taking 
into account Sl in the MIM and without ( - )and with ( - ) Sl in the AlM. Except for accounting for Sl or not, 
the standard settings are used at 2 Pa. 
The results for the relative ionisation distribution I along both the z-axis and the x-axis 
for x = -6.25 are plotted in Fig. 2.20. Both the results with and without taking into account the 
HEEs1 are plotted. With the contribution of these HEEs1, I is much more peaked around Zd£ in 
the direction along the z-axis. Along the x-axis, I is more peaked around x = 0. This could be 
expected as the HEEs1 are generaled mostly close to the edge of the cathode sheath and they 
scatLer much less than the original HEE. 
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Fig. 2.21 . The multiplication factor m along the x-axis obtained with the MlM at different pressures: 0 .5 Pa ( o }, 
2 Pa ( x ) and 4 Pa ( .t. ). The result from the AIM is also shown (solid line). The standard settings were used. 
An interesting difference between the AIM and the MIM is the role of the gas pressure 
p. For the MIM, the introduction of the gas pressure is obligatory: without gas pressure it is 
impossible to determine the collision probabilities Peon· In the AIM, m is based on the transfer 
matrices and on the arches (see eqs. (2.16) and (2.17)). As the construction of both does not 
depend on the pressure, the values calculated form are pressure independent. Similarly, the 
ionisation distribution I is calculated without the need for the gas pressure in the AIM. To 
check whether this is realistic, the MIM was run using the standard settings at different 
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pressures. The results (Fig. 2.21 and Fig. 2.22) show that m and I are indeed practically 
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Fig. 2.22. The relative ionisation distribution I along the .:-axis (a) and the x-axis (b) for an SE emiued at 
x = -6.25 mm obtained with the MlM at different pressures: 0.5Pa ( o ), 2Pa ( x ) and 4Pa ( A ). The result from 
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Fig. 2.23. Projection in Lbe .zy-plane (a) and xz-plane (b) of Lbe collisionless orbi t of a HEE emitted at 
x= -6.25 mm. The electron orbit is retraced during t.5xlo·8 s ( - )and 6xl04 s ( - ). l.n bolb ca~es. the area 
occupied by the orbit in the .u-plane is practically the same. The standard settings are used. 
To understand this insensitivity to the gas pressure, we consider Fig. 2.23 where an 
electron orbit is retraced up to 1.5x10'8 s and 6x10'8 s. We assume that these time intervals 
represent the time until the first interaction with the discharge gas occurs at 2.0 and 0.5 Pa, 
respectively. From the projection in the xy-plane, it follows that the electron drifted much 
further in the y-direction at the lower pressure. However, in the Xl-plaoe, the situation is 
different The electron moves back and forth along the magnetic field. Hence, the area to 
which its orbit is coofmed is practically the same after both time intervals. This explains why 
the ionisation distributions along the x- and l-axis are pressure independent. 
Because of the pressure independence, a pressure of 2 Pa can be chosen for the MIM: 
although this is from practical viewpoint a very high pressure, it allows much faster 
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calculation than a more realistic pressure like 0.5 Pa. The cause of the pressure behaviour of 
the MD will be discussed in section 4.3.2. 
2.6.3.4 Influence of the magnetic field 
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Fig. 2.24. The multipHcatioo factor m along the x-axis obtained with the MIM for different magnetic field 
strengths: 800 G ( o ), 600 G ( & ) and 400 G ( X ). The corresponding result from the AIM is each time 
indicated by the solid line. Except for the magnetic field strength, the standard settings are used at 2 Pa. 
Fig. 2.24 and Fig. 2.25 show the influence of the magnetic field on the multiplication 
factor m and on the ionisation distribution / , respectively. Except for the magnetic field 
strength, the standard settings are applied at 2 Pa. By adjusting the magnet strength, the 
maximum horizontal magnetic field strength Bmu at the target was varied from 400 to 800 G. 
The stronger the magnetic field, the stronger the electrons are bound to the magnetic field 
lines. Consequently, the ionisation is more localised. The multiplication factor m increases 
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Fig. 2.25. The relative ionisation distribution I along the z-axis (a) and the x-axis (b) for a SE emitted at 
x =-6.25 mm obtained with the MlM for different magnetic field strengths: 800 G ( o ), 600 G ( & ) and 
400 G ( x ). The corresponding result from the AIM is each time indicated by the solid line. Except for the 
magnetic field strength, the standard settings are used at 2 Pa. 
For the strongest magnetic field, the AIM clearly overestimates the peak in m for small 
lxl. For I the agreement between the AIM and MIM is good, both along the z- and x-axis. 
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However, for the weakest magnetic field the distribution along the z-axis starts to deviate. 
This is no surprise as one of the assumptions needed for the AIM is a sufficiently strong 
magnetic field. 
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Fig. 2.26. Results form for different combinations of the cathode sheath thickness and the discharge voltage. The 
Iauer is taken equal to 320 (a), 440 (b) and 560 V (c). MIM results are represented with markers, the AIM results 
are represented with lines. The cathode sheath thickness corresponding with the different curves is indicated on 
the figure. Except for the values of Vd and de. the standard settings are used at2 Pa. 
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In this part, the influence of the discharge voltage Vd and the cathode sheath thickness 
dr:. is investigated: the results form obtained for different dB (0.8, I .6 and 2.4 mm) are plotted 
in Fig. 2.26 for Vd equal to 320 (a), 440 (b) and 560 V (c). The strongest trend in these results 
is caused by the sheath thickness: the larger dr:., the larger m. The results clearly show that the 
A1M is able of reproducing the dependence of m on Vd and dr:.. 
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Fig. 2.27. The relative ionisation distribution along lhc z-axis (a) and lhc x-axis (b) for an SE emitted at 
x = -6.25 mm obtained with the MIM for dn = 2.4 mm and Yd = 560 V ( o ), d5 = 1.6 mm and Yd = 440 V ( .._ ) 
and d8 = 0.8 mm and Yd = 320 V ( x ). The corresponding result from the AIM is each time indicated by the solid 
line. Except for the values for Yd and dr;, the standard settings are used at 2 Pa. 
The relative ionisation distribution along the z-axis peaks at the end of the sheath edge, 
regardless the value of dE (Fig. 2.27), in agreement with the results from other self-consistent 
magnetron simulations (Table 1.1.2 in section l.1.3.3.5B). For the situation dr:. = 0.8 mm and 
Vd = 320 V the AIM does not reproduce this peak very well. As this shortcoming also occurs 
at other discharge voltages for small dE, this must be inherent to the model. Hence, the A1M 
will not perform very well for situations with dE below 0.8 mm. 
2.6.4 MIM: Influence of the scattering angle 
When an electron interacts with the discharge gas, its velocity vector needs to be 
adapted. For inelastic collisions, its energy must be reduced. Regardless the type of 
interaction, the direction of its velocity vector needs to be adjusted based on the scattering 
angles x and 'If (section 2.5). In this part, the influence of the model for the axial scattering 
angle x on the MIM results for the multiplication factor m and on the ionisation distribution I 
is investigated. Although according to [0khrimovskyy02) the only correct expression is 
eq. (2.57), the influence of the scattering angle is investigated as in MD simulations different 
models are used: Surendra scattering is used most often (e.g. in [Nanbu97, Kondo99a, 
KondoOI , Shidoji99a]) but also isotropic scattering is sometimes assumed (e.g. in 
[ShidojiOO]). 
The results shown here are obtained with a gas pressure of 2 Pa and, except for the 
choice of the x-model, the standard settings as defined at the beginning of section 2.6. The 
results for m are shown in Fig. 2.28. Keeping in mind that the scattering angle is consistently 
larger for Surendra scattering compared with Okhrimovskyy scattering (Fig. 2.14), there is a 
clear trend: the larger the scattering angle, the smaller m. Hence, as the energy loss is in all 
four cases the same, the larger the scattering angle, the less interactions occur in the cathode 
sheath. To illustrate this, the ionisation distribution for an SE emitted at x = -0.25 mm is 
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shown along the z-axis (Fig. 2.29a). For forward scattering practically all ionisation occurs in 
the cathode sheath, which explains the high m. [n this case the driving force for pushing the 
electron out of the cathode sheath is purely energetic. Because of the energy loss, the electron 
cannot penetrate completely in the sheath anymore and the electron should be at the end of the 
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Fig. 2.28. 11le multiplication factor m along the x·axis showing lhe influence of the model lO determine lhe 
scattering angle I · The resultS correspond with I determined assuming forward scattering ( • ), Okhrimovslcyy 
scattering ( o ), Surendra scattering ( • ) and isoll'Opic scattering ( x ). 
The results show that if the scattering angle is not by defi nition equal to zero, it 
contributes to push the electrons out of the cathode sheath because m, i.e. the fraction of the 
ionisation in the cathode sheath, decreases with increasing average scattering angle. Also the 
distribution along the x-axis is influenced by the model for the scattering angle (Fig. 2.29b): 
the smaller the average x. the narrower and sharper the distribution. 
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Fig. 2.29. Ionisation distribution 1 along the t-axis (a) and the x-axis (b) for an SE emitted at x = -0.25 mm 
showing the influence of the scattering angle x: forward scattering ( • ), Okhrimovskyy scattering ( o ), 
Surendra scattering ( • ) and isoll'Opic scattering ( x ). The dashed line in part a indicates the end of the cathode 
sheath. The distribution along the x-nis reaches a peak of nearly 40% for forward scattering. 
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2.6.5 MIM: Comparison of relative ionisation and excitation distribution 
In this part, the relative distribution of the ionisation and excitation are compared 
using the MIM for the standard settings at 2 Pa. The results are shown in Fig. 2.30: the 
excitation and ionisation distributions are very similar but the excitation profile is slightly 
more peaked, both along the z- and x-axis. Also the spatial distribution of the electron 
positions during orbit is shown: along the x-axis this distribution is practically identical to the 
excitation distribution, along the z-axis this distribution peaks closer to the target. This 
indicates that the assumption that the HEE and ionisation distribution are proportional in the 
AIM is not completely correct. However, as the AIM is an approximative model, this small 
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Fig. 2.30. Distribution of the ionisations ( o ) and excitations ( .1. ) along the z-axis (a) and the x-axis (b). These 
relative distributions are very similar but the excitation profile is slightly more peaked, both along the z- and x-
axis. Also the distribution of the eleciTon positions is shown ( • ). This latter distribution is slightly more peaked 
and the maximum is closer to the targeL 
2.7 Conclusions 
In this chapter the analytical ionisation model (AIM) for the determination of the 
ionisation in a d.c. magnetron discharge is explained. The model is limited to a two-
dimensional geometry and only considers the high energy electrons (HEE), the ones that can 
cause ionisation. The AIM is based on splitting the discharge area in arch-shaped regions, 
which are mainly determined by the magnetic field lines. The HEE interactions with the 
discharge gas are modelled by considering the probabilities for the HEE to transfer from one 
arch to another. Sheath ionisation (SI), the generation of an ion-electron pair in the cathode 
sheath, is incorporated in the AIM as the ejected electron also adds to the ionisation in the 
discharge when SI occurs close enough to the target. The extra energy contribution to the 
discharge because of SI is characterised by the multiplication factor m. 
The AIM was appHed to simulate the ionisation distribution and the multiplication 
factor m of individual secondary electrons emitted from the target. These results were also 
obtained using a numerical Monte Carlo ionisation model (MIM) in order to verify the AIM. 
Comparing the results obtained with the AIM and the MIM, show that the AIM gives good 
results and can replace the MIM within its validity range. Moreover, these results help to 
understand the electron behaviour in the magnetron discharge. 
First, we found that the relative ionisation distributions of electrons emitted close to 
the centre of target are quite similar, regardless of their exact starting position. This implies 
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that for a fairly accurate simulation of the relative ionisation dislribution or erosion profile, 
the exact emission profile of the SEat the target is not crucial. 
Second, tbe values for the multiplication factors were calculated: in the centre of the 
race-track m almost equal to 5 is found for typical MD conditions. Because of SI, the energy 
conlribution of a secondary electron to the discharge is not leVdl but mleVdl. Given the values 
of m, it is clear that the difference is relevant and that SI cannot be neglected in magnetron 
discharges, in spite of the narrow cathode sheath. 
Third, the AIM did not require the gas pressure to determine the ionisation distribution 
or the multiplication factor. This was confirmed by the fact that the pressure had practically 
no influence on the ionisation dislribution in the MIM. Hence, the pressure does not directly 
influence the ionisation distribution. 
Fourth, the correct model for the scattering angle X is obligatory as X influences the 
ionisation distribution: the larger x. the more spread out the ionisation. As such, x has a strong 
influence on the multiplication factor m. This shows the need to use Okhrimovskyy scattering. 
ln the next chapter, the above gained insights will help to develop a self-consistent 
model for the magnetron discharge. Given the good agreement between the AIM and the 
MIM, the AIM wiJI be used in the next chapter to simulate the ionisation dislribution in that 
model. This has the main advantage that the model will be much faster as when a purely 
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3 SELF-CONSISTENT MODEL 
3.1 Introduction 
In the previous chapter, the necessary concepts and equations were deduced to 
determine the ionisation caused by a single secondary electron (SE) emitted from the target. 
Thereto, it was assumed that the potential d istribution, characterised by the discharge voltage 
Vd and the cathode sheath thickness de were known. Of course, in reality de is unknown: it is 
determined by the charge distribution in the discharge. This in tum is the result of the 
interplay between externally applied parameters (e.g. gas pressure, electrical power, magnetic 
field, ... ) and the magnetron geometry (e.g. anode position, target size, ... ). ln a self-consistent 
plasma simulation, the charge distribution is explicitly obtained from the simulation results. 
Unfortunately, its determination is a very time consuming part of plasma simulations in 
general, and thus, also of magnetron discharge (MD) simulations. Therefore, the charge 
distribution, i.e. the potential distribution, in the plasma is often assumed to be known a priori. 
In this case the charge distribution is not influenced by the simulation results and the 
simulation is not self-consistent. Whether a simulation is self-consistent or not is an important 
criterion to categorise different simulation approaches (section 1.2.2). 
ln MD modelling, the term self-consistent is used in the sense described above, i.e. the 
electric field is determined from the charge distribution. Strictly seen, this is only one part, 
albeit an important one, from a Lrue self-consistent model. Other aspects are e.g. the influence 
of the plasma on the magnetic field strength because of the electron ExB drift, the influence 
of target erosion or the influence of the sputtered particles on the discharge. The latter can 
lead to gas density reduction (section 1.1.4.3.4) and to a change in the effective ionisation 
energy W. Although these influences can become important, especially at higher power inputs 
and/or high gas pressures, these effects are not (yet) included in self-consistent MD models 
(see also section 1.2.3.4.3). 
In this chapter, the analytica.I ionisation model (AIM) from Chapter 2 for the ionisation 
by a single SE is transformed into a self-consistent model for the MD. The term "self-
consistent" is limited to the potential distribution and does not take into account the other 
effects mentioned in the previous paragraph. The next section (section 3.2) deals with the 
transformation of the AIM into a self-consistent model (SCM). ln section 2.6 the results 
obtained with the SCM are discussed, showing its unique capabilities to gain insight into the 
MD. 
3.2 Model 
The ions generated in the MD bombard the target. This ion bombardment gives rise to 
the emission of sputtered particles and of SE. These SE become high energy electrons (HEE) 
and generate in turn ions, giving rise to further ion bombardment. This way the MD is 
maintained (see also section l. l.l ). The challenge is to put tbis fairly simple maintaining 
mechanism into a self-consistent model. 
The basic principle of the SCM is shown in Fig. 3.1. The symbol B represents the 
magnetic field in the area above the target, not just one specific magnetic field strength. 
Hence, the necessary information about the magnetron geometry is included in this B. As 
here, and in the subsequent chapters, the same magnetron geometry is used and onJy the 
strength of the magnets is changed, it is suflicient to give one specific magnetic field strength 
to characterise the whole magnetic field. This magnetic field strength is conventionally the 
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maximum value of the magnetic field component parallel to the target at the target surface. It 
is referred to in this text as Bmax (see also section I.l.l). 
SCM 
Fig. 3.1 Principle of the self-consistent model (SCM): using the magnetic field B (and system geometry), the 
discharge voltage Vd and the gas pressure p as input, the SCM should result in the magnetron discharge 
properties (MOP). 
The input of the model consists of the most relevant external parameters, i.e. the 
magnetic field B, the discharge voltage and the gas pressure. The output of the model should 
give the magnetron discharge properties (MDP), e.g. the cathode sheath thickness, ionisation 
distribution or the erosion profile. An important part of the SCM is the detennination of the 
ionisation caused by the HEE, for which the AIM is used. The transformation of the AIM into 
the SCM is given below, step by step. 
The first step is to deduce from a given ionisation distribution l the ion bombardment 
on the target and the resulting SE emission (section 3.2.1 ). The second step is to combine the 
SE emission with the AIM, which allows determination of the steady state emission profile 
rss (section 3.2.2). Third, the procedure for rss is extended to include the effect of recapture of 
SE (section 3.2.3). Fourth, self-consistency with respect to the potential distribution is 
introduced (section 3.2.4). At this point, a valid model is obtained. However, from a practical 
view-point (meaning from the view-point of computational effort), it is more convenient to 
replace the gas pressure as input parameter by the cathode sheath thickness (section 3.2.5). 
3.2.1 lon bombardment of the target 
The ionisation d istribution 1 gives rise to ion bombardment of the target as the electric 
field ensures the acceleration of the ions towards the target. Given the typical cathode sheath 
thickness, gas pressure and argon ion cross section, it can be assumed that the ions reach the 
target without undergoing any collisions (section Ll.3.3.5). As the electric field is 
perpendicular to the target., the ions reach the target at the same x-value as where they were 
generated. This way, it is straightforward to deduce the ion bombardment $on the target, 
which at position Xi is given by: 
(3.1) 
Similarly, the relative number YsP.i of spultered target atoms at position x; can be calculated : 
(3.2) 
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with y(E) the ion energy dependent sputter yield (section I.1.2.2.2). From this the erosion 
profile w can be determined. If we neglect the influence of the erosion groove formation on 
Ysp,;, it follows that w; = -YsP.t· The data for argon sputtering of aluminium mentioned in 
[Rossnagel99) were used for y(E). 
In the MD, the SE yield r is independent of the ion energy as for these low ion 
energies potential SE emission is dominating (section L2.2. J). Unless otherwise mentioned, r 
was set to 0.1. Given r. the elements r; of the emission profile are given by: 
'i= ·~)<xl'z1)r=r~ (3.3) 
1 
3.2.2 Deduction of the steady state emission profile rss 
The AIM leads to the relative ionisation distribution 1 of a SE emitted from the target 
surface. In the AIM, no electron-electron interactions are considered for the description of the 
electron motion, i.e. the electrons do not influence each other. Hence, there is no restriction 
that only one SE should be emitted. Consequently, the AIM allows to determine the ionisation 
I caused by a random SE emission profile ro. Using eq. (3.3) a new emission profile r1 can be 
obtained from 1. In the AIM the emission profile r is considered as an input parameter (Fig.2.7 
in section 2.4). However, as can be seen in that figure, the elements r; of the SE emission 
profile are not needed to deduce the core parts (i.e. the arches, the transfer matrices and 
weight factors like h; and g;). Hence, another way to look at this is that the r; together with the 
AIM result in the ionisation distribution I. This view is expressed in Fig. 3.2. 
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Fig. 3.2 Sketch of lhe preliminary SCM showing the SS-loop. Iterating through this loop enables to find the 
steady-state (SS) emission profile. 
It is clear that in steady state (SS) the emission profiles r0 and r1 should be the same; 
this profile is referred to as rss. To find this rss the procedure that leads from ro to r1 is 
repeated, each time redefining r1 as the new r0. This forms an iteration loop in the model, 
referred to as the "SS-Ioop" (Fig. 3.2). Through iteration, this SS-loop allows to find a SE 
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emission proftle for which the ratio r,lro (= K) is constant for a given magnet system, 
discharge voltage Vd, cathode sheath thickness dt· and pressure p. The number of iterations for 
this loop is referred to as 11• Iterating through this SS-loop only leads to a constant value of 
rdro but does not lead to this ratio being unity for the considered input parameters. The 
solution to this problem will be dealt with later on (section 3.2.4); first the incorporation of 
recapture in the model is discussed. 
3.2.3 Steady state emission profile taking into account recapture 
An important and perhaps somewhat surprising result of Chapter 2 is the pressure 
independence of the AIM. This is reflected in the preliminary SCM that we developed so far 
as there is no pressure input (Fig. 3.2). However, in reality the MD properties do vary with the 
gas pressure. The solution to this paradox is the recapture of SE, which depends strongly on p 
(section 1.3.4). Up to now, it was assumed in the AIM that a SE emitted from the target 
resulted in ionisation of the discharge gas. However, only the fraction j{x) of the SE emitted at 
x does effectively interact with the discharge gas, the rest is recaptured by the target. To 
include this in the SCM, the model needs the gas pressure as input parameter as shown in 
Fig. 3.3. Tbis extends the SS-Ioop but does not alter it fundamentally as iterating through the 
new SS-loop allows only finding a constant ratio for rdro but still does not allow making this 
ratio equal to one. 
l B I I vd &dE I I p I 
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Fig. 3.3 Sketch of the preliminary SCM as in Fig. 3 .2 but with taking into account the recapture of SE. This has 
no fundamental impact on the SS-loop. 
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3.2.4 Principle of the self-consistent model 
When considering the input of the model of the previous section, it becomes clear why 
no solution is obtained. The input consists of the magnetic field, the gas pressure, the 
discharge voltage and the cathode sheath thickness. In reality, we only control the frrst three 
of these parameters as the cathode sheath thickness depends on the other three parameters. 
Hence, for the given four input parameters, a solution can only be found if the cathode sheath 
thickness that is used as input "tits" accidentally the other three input parameters. For a 
realistic model, the cathode sheath can no longer be considered as input but should become 
part of the output. We argue now that this corresponds with making the model self-consistent, 
with "self-consistent" referring to the fact that the potential distribution is obtained from the 
simulation results (section 3.1 ). 
e 9 
Fig. 3.4 Sketch of the SCM. Note that the AlM is part of the SC-Ioop. 
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In the model that is discussed here, the problem of determining the potential 
distribution from the simulation results is strongly simplified. First, it is assumed that the 
electric field can be limited to the cathode sheath. This is valid as the small electric field in the 
presheath will hardly influence the motion of the HEE. Second, the cathode sheath is 
considered uniform along the cathode. Third, the electric field in the cathode sheath is 
considered linear (see section 1.1.3.3.5). Hence, the potential V(z) is defined by eq. (1.3) in 
section 1.2.1, i.e. for a given Vd it is defined by the cathode sheath thickness de. This shows 
that to obtain a self-consistent model, de should no longer be considered as an input 
parameter. 
The integration of de into the model is shown in Fig. 3.4. As it is no longer known a 
priori, de has to be given an initial value, de.o to start a simulation. This solves the previously 
problem encountered (section 3.2.2) about the impossibility to reach the condition 11 = r;+t· 
When the condition 11+1/r; = K is reached, the value of de can be adjusted. When K is larger 
than one, there is too much ionisation. This amount of ionisation can be reduced by 
decreasing de as this leads to less sheath ionisation (a smaller m), lowering the effective SE 
yield. In the opposite case (K < I), de has to be increased. This creates an extra iteration loop, 
referred to as "SC-Ioop". The number of iterations through this loop is indicated by h. After 
adjusting de the SS-loop is repeated. When SS is reached, de is adjusted again and so on until 
K = I is obtained. As this determines the potential distribution in the discharge, the addition of 
the extra iteration loop for de leads to the self-consistent model. 
3.2.5 Practical self-consistent model 
In the previous section the concept of the SCM was built up. However, when applying 
the model, it appears not so practical. For iteration through the SS-loop, the AIM does not 
have to be adapted, meaning that this loop does not require a lot of computational effort. 
However, running through the SC-Ioop requires the adaptation of the AIM, i.e. the 
recalculation of the arches, the average transfer matrices and the weight factors g; and l 11 (see 
section 2.4). This makes it, compared to the SS-Ioop, a computation intensive loop (running 
through it requires some minutes). To speed up the simulation, an alternative approach is 
needed in which the AIM is not included in the SC-Ioop. This can be obtained by replacing 
the gas pressure p as input parameter by the cathode sheath thickness de, which implies that p 
is determined by iterating through the SC-loop (Fig. 3.5). Although this approach is not the 
most practical from an application view-point, it can be used very well for tbe investigation of 
the MD conducted here. As it is much faster, this implementation of tbe simplified model is 
used for the results presented in this and the following chapters. In the remaining part of this 
text, this implementation of the model is referred to as "the SCM". 
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Fig. 3.5 Sketch of the actual fonn of the SCM that is implemented. Compared with the model shown in Fig. 3 .4, 
this approach has the main advantage that iteration through the SC-Ioop does not require to adapt the ArM, 
which makes the model much faster. 
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3.3 Results and discussion 
3.3.1 Verifying independence of initial conditions 
For the resuJts presented here the magnetron configuration as described in the 
beginning of section 1.3 is used. Unless mentioned otherwise, U1e discharge voltage Yd. the 
cathode sheath thickness dE and Ule initial energy Einit was taken 440 V, 1.6 mm and 4 eV, 
respectively. To calculate tile EGIP ftbe settings of case IT were used (see section 1.3.1.1) and 
7 initial velocity vectors (m =I, n = 3, see section 1.2.2) were considered. This limited number 
of velocity vectors was chosen as a compromise between accuracy and computational load. 
For the analytical model arches were constructed for x = -14.75 rom to -0.25 rom per step of 
0.5 mm. These settings are referred to as tile "standard settings". An initial emission profile 
llnit and an initial gas pressure Pinit need Lo be chosen. 
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Fig. 3.6 1nfluence of the initial emission profile rw1 on the final emission profile r,.: in (a) r.u1 is homogenous, in 
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Fig. 3.7 Tbe way lbe self-consistent pressure p.., is reached for Ploil = 0.5 Pa ( 0 ) and Pini• = 2 Pa ( A ): it is clear 
that p, .. , does not influence lbe end result 
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First, Pum = 0.5 Pa and a uniform llnil were chosen. The evolution of the emission 
profile r is shown in Fig. 3.6a: revolves from llnit to rsc, the self-consistent emission profile, 
within approximately 10 iterations. The iteration number of the different profiles is given by 
l1+h, with /1 and h defined as in section 3.2.2 and 3.2.4, respectively. In Fig. 3.7 the pressure 
evolution is shown as a function of l2. For this particular case Psc = 0.29 Pa is found. 
lf the model is realistic, the results for rsc and Psc should be independent of llnit and 
Pinit· To verify this, two more initial starting conditions are considered. The ftrst is 
characterised by Pinit = 0.5 Pa but for the initial emission profile a Dirac pulse is chosen: 
r;nit = O(x+ 12.25). The latter means that one electron is emitted from x = -12.25, no electrons 
are emitted from the other positions. The evolution of the emission profile in this case is 
shown in Fig. 3.6b. Comparison of parts a and b of the figure shows that rsc is indeed 
independent from rinit· Also the self-consistent pressure is not influenced by the choice of 110;1: 
in both cases Psc is 0.29 Pa. Second, the self-consistent solution was retrieved for a 
homogenous llolt but for Pinit = 1.2 Pa. As can be seen in Fig. 3.7 this does not influence the 
final value for Psc· Another investigated parameter is the influence of the resolution along the 
x-axis. For the standard settings, arches are constructed for x=-14.75 mm to x=-0.25 mm 
with step ~ = 0.5 mrn. The simulation was also performed for x = - 14.875 rom to x = -
0.125 mm (~ = 0.25 mm) and for x = - 14.5 mm to x = -0.5 mm (~ = 1.0 mm). The self-
consistent emission profiles rare practically independent of~ as shown in Fig. 3.8. For Psc a 
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Fig. 3.8 Dependence of the self-consistent emission profile on the spacing of the arches Ax. The results for 
Ax= 0.25 ( o ). Ax= 0.5 ( • ) and t.x = 1.0 ( x ) are practically identical. 
Given these results, we conclude that the SCM is "self-consistent" in the sense that the 
results are independent of the choice of the initial conditions or the spacing of the arches 
along the x-axis. 
3.3.2 Discharge properties for a given configuration 
In this part, the results obtained with the SCM for the standard settings are discussed 
(see previous section). The self-consistent pressure Psc was found to be 0.29 Pa. The ionisation 
distribution I is given in Fig. 3.9 : typical for the MD is the strong concentration of ionisation 
close to the target. As mentioned in section 2.3.4, this ionisation distribution represents the 
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relative ionisation rate and can be compared with results from numerical models, see e.g. 
[ShidojiOla). A limitation of the SCM is that onJy a relative result is obtained for the 
ionisation distribution. A main advantage is that calculating the MDP requires only around 
IS minutes on a now standard pc (Intel Pentium 3 GHz, 512 Mb RAM) using Microsoft 
Visual Basic 5.0 as programming language whereas a numerical model requires easily up to 
several days (section 1.2.2). 








z -axis tmrn J 
10 
Fig. 3.9 The relative ionisation disrribution I(x.z) obta.ined for the standard settings. 
x-axis (mmJ 
Another advantage of the SCM is that we can probe into the different processes that 
occur in the discharge and estimate their importance. In Fig. 3.1 Oa the self-consistent solution 
for fJ, the ion bombardment distribution along the x-axis is shown. As the SE yield r is taken 
constant this curve also represents the relative SE emission profile r (eq. (3.3)). The relative 
erosion profile w, determined using eq. (3.3), is also shown. As it is very similar to ~. we 
conclude that taking into account the energy dependence of the sputter yield y is of minor 
importance. 
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Pig. 3.10 The figure gives an overview of lhe self-consistent solution obtained wilh lhe standard settings. Pan a 
shows .fl. lhe dislribulion along lhe x-axis of lhe ions bombarding the target ( x ). Given the constant SE yield y, 
lhis profile is proportional to the SE emission profile r. Funhermore, the erosion profile w ( & ), lhe EGIP f ( • ), 
lhe multiplication factor m ( b. ), lhe emission profile corrected for recapture rf ( 0 ) and the effective SE 
emission profile rfm ( • ) are shown. Part b repeats lhe original and effective emission profLies but shows also 
the occupation profiles u ( b. ) and u51 ( A ). Note that the emission profile r is scaled such that the sum of all r, 
is equal to one. Also the occupation profiles are scaled such that the sum of all u, and u51, together equals one. 
Fig. 3.1 Oa shows also the EG£P f and the multipUcation factor m. Interestingly, the 
resulting net SE emission profile if has its maximum no longer at x = 0. Taking into account 
the multiplication factor m leads to the effective SE emission profile ifm. Also this profile 
does not peak around x = 0 but around lxl = 3.0 mm. We conclude that theSE emitted slightly 
off-centre contribute most to the ionisation although most SE are emitted at the centre of the 
target. This does not strongly inf1uence the ionisation distribution or the resulting erosion 
profile. Indeed, as mentioned in section 2.6.3.1, for small lxl the ionisation distribution is 
hardly dependent on x. Consequently, the shape of the relative erosion profile will hardly be 
influenced whether recapture of the SE is accounted for or not. This explains why MC 
simulations that neglect recapture can nevertheless reproduce realistic relative erosion 
profiles, see e.g. [Kubart04]. 
Fig. 3. 1 Ob shows again rfrn together with the occupation profiles u1 of the HEEm and 
us1; of the HEEs1• The elements of the occupation profiles are scaled so that the total sum over 
all u, and us11 equals one. For lxl>8 mm the contribution of the HEE18 dominates but for 
smaller lxl there are more HEE51, indicating that SI is indeed very important. Both occupation 
profiles peak at larger lxl ("' 6 mm) than rfrn. This could be expected as the inLeractions of the 
HEE push them out of the cathode sheath into arches that correspond with larger lxl values. 
Fig. 3.11 shows the same distributions as Fig. 3.10 but for d8 equal to 0.8 mm instead 
of 1.6 mm. In this case, the value for the self-·consistent pressure Pse is 1.66 Pa. The higher 
pressure is needed because the reduction of the cathode sheath thickness leads to a smaller m, 
which in tum reduces the effective SE yield. The reduction of m leads also to a reduced 
contribution of the HEE51: the occupation profile u dominates for lxl > 5 mm and u and us• are 
close to each other for smaller lxl, although u51 is slightly larger. 
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Fig. 3. 11 The figure gives the same results as Fig. 3.10 but the results are obtained for d8 equal to 0.8 rnm 
instead of 1.6 mm. The symbols have the same meaning as in Fig. 3.10. 
It is also interesting to consider the occupation profiles for both the HE£14 and HEEs1 
in Fig. 3.10b and Fig. 3.11 b. In both cases the occupation profiles are practically zero at the 
edges of the race-track. This indicates that virtually no HEE escape of out of the discharge 
area. Also for the other situations of the "basic result" (see section 3.3.4), the occupation 
profiles were investigated. The fraction of escaping HEE increases with increasing Vd, 
decreasing de and decreasing magnetic field but even the largest fraction (de = 0.8 mm, 
Vd = 560 V, Bmv. = 400 G) was only around 1%. This confirms that for a typical MD, the 
fraction of lost I--lEE can be neglected. 
3.3.3 Extended Thornton relation for the discharge voltage 
For a given set of input parameters Vd, de and B, the iteration procedure for obtaining a 
self-consistent result leads only for a particular pressure Psc to a solution (section 3.2.5). We 
now discuss in more detail the physical meaning of this pressure Psc· 
Thornton deduced a relation for determining the minimum discharge voltage Vd.mln in a 
MD [Thomton78a]. This relation is basically an expression of energy conservation: the 
energy input into the discharge has to be equal to the energy consumed by the discharge for 






with "feff the effective SE yield as seen by the discharge. Thornton assumed a constant value 
for Yelf it is taken equal to the product of the SE yield y and a factor characterising the SE loss 
because of recapture. As said, the discharge voltage resulting from this expression is unique 
and is referred to as "the minimum discharge voltage Vd.min"· 
The SE emission profile is transferred into the effective SE emission profile by taking 
into account recapture and sheath ionisation. Hence, a position x; has an effective SE yield 'YeJT.i 
given by: 
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r (ff J = r J,m, (3.5) 
The effective SE yield as seen by the discharge is then the average of Y,JJ.i using the effective 
SE emission profile as weight factor: 
r<fm> (3.6) 
with <fm> the average of the product fin . For the self-consistent solution obtained with the 
standard settings this leads to Yti!= 0.068. This value of Y,ffcould be predicted from eq. (3.4) 
as it equals W/Vd. Hence, the pressure Psc found through the iteration procedure is the pressure 
for which the effective SE yield becomes equal to W/Vd. For a given B, dr:. and Vd (the input 
parameters of the SCM), the multiplication factor m is fixed as it is pressure independent. 
Hence, "(err can only be influenced by varying the EGIP f (see eq. (3.6)), which is pressure 
controlled. Consequently, through the SC-Ioop (Fig. 3.5) the pressure is found for which 
eq. (3.4) is satisfied. 
This elucidates the physical meaning of the SCM: it is basically equivalent to the 
equation proposed by Thornton for determining the discharge voltage based on the principle 
of energy conservation. However, the Thornton model includes only specific information 
about the discharge gas used {through W) and the target material (through 'YefT). It does not 
include any information about the magnetron configuration (geometry and magnetic field 
strength). In other words, it is a zero-dimensional model. The SCM extends the Thornton 
model by including the specific magnetron configuration. 
Moreover, the original Thornton relation is able to reproduce only one specific 
discharge voltage, which is referred to as "the minimum discharge voltage Vd.min"· Hence, the 
expression does not take into account the influence of the electrical power delivered to the 
discharge. By introducing/and m, this power dependence is also included. When the power is 
increased, the energy input is larger than the energy needed to generate the number of ions to 
maintain the discharge. Increasing the power decreases the cathode sheath thickness (section 
L 1.4.3.3), which reduces m. Moreover, the decrease in the cathode sheath thickness and the 
increase of the discharge voltage will influence the EGIP f Because f and m are influenced, 
the effective SE yield changes. Consequently, for a different "(err. a different discharge voltage 
is found. 
In conclusion, the SCM enables calculation of the effective SE yield "(err as seen by the 
MD. Using this 'YcfT, one can extend the Thornton relation for the energy balance in the 
discharge. Indeed, the combination of the original Thornton relation (cq. ( 1.20) in section 




This way, it becomes possible to relate the MDP to the (two-dimensional) geometry of the 
system, the electrical power input, the magnetic field strength and the gas pressure. Hence, the 
SCM can be used to determine the influence of these parameters on the MD and the extended 
Thornton relation can be used to give a better understanding of the processes that lead to that 
influence. 
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3.3.4 Basic result for simulating dependences 
In the previous section, the result for one specific case of the input parameters B, Vd 
and dE was presented and discussed. Given the rather short computation time needed for such 
a result, the SCM allows to investigate the iniluence of the different input parameters on the 
self-consistent result. A typical set of results is shown in Fig. 3.12 where the clischarge 
voltage is varied from 260 to 560 V per step of 60 V and the cathode sheath thickness is 
varied from 0.8 to 2.4 mm per step of 0.2 rnm. Except for Vd and dE the standard settings are 
used. The results for the self-consistent pressure Psc vary from approximately 0.1 to 5.3 Pa, 
which is a realistic range. The minimum Psc is obtained for dE = 2.4 mm and Vd = 560 V. For 
each couple (Vd, dE) not only the self-consistent pressure is retrieved but also the relative 
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Fig. 3.12 The dependence of the self-consistent pressure p., on the discharge voltage Vd and the cathode sheath 
thickness dE. The plot is ba..<~ed on the results obtained for Vd = 260 to 560 V per 60 V and for ds = 0.8 to 2.4 mm 
per 0.2 mm. The labels indicate the gas pressure in Pa. 
The isobars on the graph represent the relation between the discharge voltage and the 
cathode sheath thickness at constant pressure. For a given pressure, larger clischarge voltages 
correspond with smaller cathode sheath thicknesses, which is in agreement with experimental 
measurements (see section 1.1.4.3.3). According to the experiments in [Rossnagel87b], the 
isobars should also shift to lower cathode sheath thicknesses with increasing pressure. Also 
this characteristic is retrieved by the SCM. A major limitation to the interpretation of the 
results is the fact that the discharge current is not calculated. This aspect is discussed in the 
next chapter. 
The graph also gives an idea of the accuracy of the simulation results: as can be seen 
the isobars do sometimes show an irregular behaviour, e.g. the kink in the one of 1.0 Pa. This 
is related to the calculation of the EGIP f, which behaves rather irregular as a function of e.g. 
the electric field (Fig. 1.15a). As mentioned in section 1.3.2, a more accurate calculation off 
can be obtained by averaging over a larger number of initial starting conditions for the 
electrons. However, this seriously increases the required computational load. 
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On itself, such a matrix of results might look of tinle practical use. However, from 
these results, one can e.g. deduce (Vd, de)-combinations for which the self-consistent pressure 
is constant. Feeding these couples into the SCM allows investigating the discharge properties 
at constant pressure in a computation lime efficient way. Hence, a matrix of results as shown 
in Fig. 3.12 forms the basis for the dependences presented in the next sections and in Chapters 
4 and 6. Consequently, this matrix is referred to as the "basic result". 
3.3.5 Influence of 'Y and Ron the self-.conslstent gas pressure 
The influence of the SE yield y and the reflection coefficient R for electron-target 
interaction on the MD is investigated. This influence occurs through the effective SE yield "(t:Ir 
(eq. (3.6)). The reflection coefficient R influences Yetr because it is crucial for the calculation 
of the EGIP f (see section 1.2.6). The aim is to show that Yetr needs to be known very 
accurately for a realistic self-consistent MD simulation. From eq. (3.6) follows that also m is 
needed. However, m is not an input parameter like y and R but is calculated within the model. 
Note that, although there are several ways of how the target material can influence the MD 
(section 1.1.4.4), the major effect of the target material is through the effective SE yield 
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Fig. 3.13 The dependence of lhe self-consistent pressure Poe on the SE yield y for V4 = 440 V and da = 1.6 mm. 
The graph shows that p., depends strongly on y, especially at low yield~. Except for the values of y, the standard 
settings arc used. The dashed line is meant as a guide for the eye. 
The influence of yon the self-consistent pressure is shown in Fig. 3.13 for constant Vd 
(440 V) and de ( 1.6 mm). For the typical y-values of metals (around 0. J) there is a strong 
dependence on the SE yield as Psc obtained for y = 0.08 is almost double of Psc for y = 0.12. 
This indicates that for an accurate self-consistent result, the value of y is crucial. From the 
view-point of MD simulations, this is problematic as it is very difficult to find reliable 
experimental values for y. Moreover, y is very sensitive to the surface condition of the target 
(section 1.1.2.2.1 ). 
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Fig. 3.14 The dependence of the self-consistent pressure p"' on the electron reflection coefficient R for electton-
wget interaction for Vd = 440 V and de= 1.6 mm. The graph shows that for R>0.65 no realistic pressures are 
obtained. Except for the values of R, the standard settings are used. The dashed line is meant as a guide for the 
eye. 
Fig. 3.14 shows the dependence of Psc on the electron reflection coefficient R. Below 
R = 0.5, the dependence on R is practically linear and Psc varies from 0.29 Pa (R = 0.5) to 
0.50 Pa (R = 0). Most striking is the fact that no result can be obtained for R-values larger 
than 0.65 as in these cases the self-consistent pressure becomes unrealistically low 
(psc<O.Ol Pa). This means that no solution is found when recapture is neglected (R = 1). The 
reason is that given the values for Vd and d8 , the multiplication factor m is quite high 
(<m> .. 4). As a result, per emitted SE the number of generated ions is much larger as 
required for maintaining the discharge, i.e. the number of electrons in the discharge area keeps 
increasing. The way to overcome this is by reducing the pressure. However, given the large R, 
even setting the pressure to unrealistically low values does not result in steady state. 
In order to fmd a situation where a self-consistent solution is possible without 
recapture (R = 1), we consider the situation with the smallest de and Vd (0.8 mm and 260 V, 
respectively) of the basic result (previous section) as this situation bas the smallest m. For 
y= 0.1 no solution was found for R = 1 orR= 0.95; for R = 0.9, Psc was found to be 0.048 Pa, 
which is unreaHstically low for a discharge volrage of260 V. We tried to find a self-consistent 
solution for these de and Vd and R = 0.95 by adjusting the SE yield y. For 'Y = 0.08 the solution 
Psc = 0.87 Pa was found. However, the dependence on y was extreme: for '(>0.085 no solution 
was found (psc<O.OI Pa), for r= 0.07 the self-consistent pressure was already more than 
IOPa. 
These simulation results confirm that for a self-consistent solution including recapture 
is required. Given the dependence on R and y and the difficully to find accurate experimental 
values for these two parameters, the expectations for the accuracy of self-consistent 
simulations need to be moderate because even a slight error in one of the two can alter the 
discharge properties strongly. 
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3.4 Conclusions 
ln this chapter, a self-consistent model for the MD was developed. The term self-
consistency refers to the determination of the electric field in the discharge area, as is 
common in MD simulation. The model is self-consistent in a simplified way because the 
electric field is assumed to be linear and limited to the cathode sheath. Moreover, it is 
considered uniform along the target. 
The model can in principle be used to determine the MDP for an input consisting of 
the magnetic field geometry, the discharge voltage and the gas pressure. From computational 
view-point it is much more convenient to use the cathode sheath thickness as input parameter 
instead of the gas pressure, which then becomes part of the output. 
To find the steady state self-consistent solution, the model considers the energy 
balance of the discharge, i.e. some key discharge properties are adjusted such that the number 
of electrons generated at the target per incoming ion is equal to the number of ions generated 
in the gas phase per emitted electron. As such, the model can be considered as an extended 
version of the relation proposed by ·n omton for estimating the minimum discharge voltage to 
maintain the MD. By ta.ldng into account the gas pressure, recapture of SE and sheath 
ionisation, the model is no longer limited to the minimum discharge voltage but can express 
the required equilibrium for different conditions. 
Although the model does not include the calculation of the discharge current yet (this 
is the topic of the next chapter), it already allows simulating some important characteristics of 
the MD. First, practically no high energy electrons escaping the magnetic trap are found. 
Second, although most electrons are emitted from the centre of the race-track, the positions 
slightly off-centre contribute the most to the MD because there the EGIP is larger. Third, to 
obtain a reliable self-consistent solution, the effective SE yield 'Yecr is crucial. This requires 
accurate calculation of the sheath ionisation and of recapture. The latter demands accurate 
input values for theSE yield 'Y and for the electron reflection coefficient R. 
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4 DISCHARGE CURRENT CALCULATION 
4.1 Introduction 
ln the previous chapter, a self-consistent model (SCM) for the magnetron discharge 
(MD) was developed. The focus there was on reaching self-consistency. This means that the 
electric field in the discharge is not assumed to be known but is calculated, albeit in a 
simplified form as it was limited to the cathode sheath and was taken linear. ln this chapter we 
develop another -at first sight perhaps trivial- aspect of the model: the calculation of the 
discharge current/d. 
ln principle, this problem is straightforward. In a self-consistent model, the potential 
distribution, and thus the electric field, in the MD are known. From this, the electron and ion 
motion can be calculated, which results in the charged particle flux to the electrodes per time 
unit, i.e. the discharge current. However, for detennioing the potential distribution, an 
accurate description of the charged particle distribution is needed. This poses a problem given 
the anomalous electron transport in the direction perpendicular to the magnetic field lines 
(section £.1 .3.6.2). 
The aim here is to develop a model for the discharge current which does not require 
the (bulk) electron motion. ln the next section (section 3.2), the model will be discussed in 
detail. Then, it wiU be used to simulate and explain several aspects of the MD, including the 
current-voltage characteristic and how it is infiuenced by the pressure and the magnetic field 
(section 2.6). 
4.2 Model 
ln this part, the model for the discharge current /d is explained. First, the choice for 
calculating /d based on the ion flux to the cathode is motivated (section 4.2.1 ). Second, the 
individual ion motion is considered (section 4.2.2). FinaUy, a method to determine /d based on 
an extension of the Child-Langmuir law is introduced (section 4.2.3). 
4.2.1 Discharge current based on the lon flux at the target 
To determine the discharge current/d. one can look at the charged particles arriving at 
the anode or at the cathode. At the anode, the current is carried by electrons (Fig. 3.1). In a 
typical magnetron, the magnetic field prevents the high energy electrons (HEE) from leaving 
the discharge. Consequently, the current is carried by bulk electrons (BE). The problem with 
determining the current from these electrons is that the electron diffusion in the direction 
perpendicularly to the magnetic field lines is not well understood, resulting in the so-called 
anomalous e lectron transport. This is most likely caused by oscillations in the electric field. 
Indeed, such oscillations have been observed in a broad frequency range (section 1. 1.3.6.2). 
For self-consistent MD simulations the two most common approaches are the PIC-MC 
and hybrid model (section £.2.2). ln the latter, the problem of the anomalous electron transport 
comes down to the choice of the correct diffusion coefficients. As discussed in section 1.2.3.5, 
this choice is based on the classical theory. This questions the results for the potential 
distribution, and related discharge properties, obtained with the hybrid model in the region 
where the anomalous transport is important (strong magnetic field and/or low pressure). 
The PIC-MC model is, in principle, able to reproduce the correct solution. However, 
to correctly simulate the mentioned oscillations the simulation should follow the discharge 
during several oscillation cycles. This means for an oscillation frequency of 100kHz (10kHz) 
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several tens (hundreds) of microseconds. Tills is much longer than the typical time the 
clischarge is followed in a PIC-MC simulation (order of a few microseconds), which questions 
the valiclity of the obtained simulation results. 
z 
! l 
Fig. 4.1 Sketch showing the particle fluxes to and from the electrodes. At the cathode, there is an incoming flux 
of ions and an outgoing flux of electron.~. Part of these electrons are recaptured and hence, do not contribute to 
the discharge current. At the anode, bulk electrons leave the discharge. Ideally, no high energy electrons can 
leave the discharge at tbat side. 
The other option, which we prefer, is to calculate the clischarge current based on the 
charged particle flux towards the cathode. Here, the current is predominantly carried by the 
ions. However, as the ions bombard the target, they cause the emission of secondary electrons 
(SE). As these electrons are accelerated away from the cathode, they also carry a part of the 
clischarge current. The relation between the total clischarge current /d and the parts 1; and le, 
carried by the ions and electrons respectively, is given in 1.1.3.4.3, eq. (I .40). As y is typically 
around 0.1, about J 0 % of the clischarge current is carried by the electrons. However, one has 
to keep in mind the recapture of the SE (see Chapter 1). Hence, theSE yield y needs to be 
corrected for this effect. Given the rather high recapture probabitities, the contribution of the 
electrons to the discharge current /d at the cathode side will be well below I 0 %, so that this 
contribution can be neglected. This neglecting is not fundamental and the electron 
contribution could be .included if needed. In conclusion, to calculate the discharge current /d 
we have to tackle the ion motion towards the target. 
4.2.2 Individual ion motion 
The SCM as developed in the previous chapter results in the normalised ionisation 
clistribution I in the clischarge area. To determine the ion flux at the cathode, the time it takes 
for an ion to reach the target is needed. Once the electric field E is known, this time can be 
calculated readily using the Lorentz equation (eq. (l.l) in section 1.1.1). As the effect of the 
magnetic field on the ions can be neglected, this equation reduces to: 
F=qE (4.1) 
The argon atoms in the discharge are assumed to be at room temperature. Hence, their initial 
velocity corresponds with the thermal drift. As this thermal drift is much smaller than the 
velocity gain due to the electric field, the initial ion velocity can be neglected. For the ions 
generated within the cathode sheath eq. ( 4. I) can be solved easily. However, there is a 
problem for the ions generated above the cathode sheath as, up to now, no electric field was 
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assumed in that region. This was not necessary because the motion of the HEE in the 
discharge is hardly influenced by the small electric field of the presheath. However, for the 
ions, this field is crucial: the electric field is small and the time an ion needs to reach the 
cathode is predominantly the time needed to reach the beginning of the cathode sheath. 
In section !.1.3.3.1 the presheath was discussed for different plasma sheaths. To 
estimate the electric field E in the presheath, we assume that it is constant. The presheath 
length is of the order of the ion mean free path. The latter was estimated to be around 7 mm at 
0.5 Pa (section 1.1 .2. 1.1 ). Hence, the prcsheath is rougWy of the order of a centimetre. Here, 
we usc the concept of the virtual anode (section L 1.4.6) to determine the potential in the 
presheath. The principle is shown in Fig. 4.2: the presheatb is defrned as the region between 
the cathode sheath and the virtual anode. Hence, its thickness varies along the target surface. 
Fig. 4.2 Sketch of the position of the virtual anode (a) and the potential distribution at x = 0, the centre of the 
race-track (b). 
In conclusion, to calculate the ion motion, the electric field in the region above the 
cathode sheath is needed. Therefore, we use the concept of the virtual anode and the 
knowledge that the energy equivalent of the potential drop over the presheath is typically half 
the electron temperature kTe (section l. l .3.3. 1 ). 
4.2.3 Model for discharge current 
In lhis part, a model for the MD current is deduced. For this purposejm. the magnetron 
line current density is introduced (section 4.2.3. J ). The basis for this jm is the Child-Langmuir 
law. After a more detailed discussion of this law (section 4.2.3.2), it will be extended for the 
typical situation encountered in MD (sections 4.2.3.3 to 4.2.3.5). 
4.2.3. I The magnetron discharge line current density jm 
To determine the discharge current of a diode discharge, one can use the Child-
Langmuir law (CL law). This law gives the "current density" jd as a function of the discharge 
voltage and the cathode sheath thickness. The quotation marks arc used to indicate that what 
is generally referred to as "current density" is more precisely a "surface current density" as jd 
has Nm2 as dimensions. The fact thatjd is "per surface area" is usually omitted as it is by far 
the most commonly used current density. However, here we will mention explicitly that it is a 
surface current density to differentiate it from the line current density. 
Similar to the diode discharge, we want to define for the MD a characteristic current 
density. ln the diode discharge, the characteristic current is the surface current density because 
the current through a surface S on the cathode is the same, regardless the position of the 
surface (Fig. 4.3a). Hence, the ftrst option is to see whether this surface current density is a 
good option for the MD. 
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a) 
Fig. 4.3 For a diode discharge (a) the characteristic current is a swface current density as the current through two 
swfaces S1 and ~ with the same area is the same, regardless of the position of the surfaces within the discharge. 
For a magnetron discharge, this is not true: two surfaces S1 and S2 located within the race-track do not 
necessarily carry the same amount of current (b+c). Instead, the characteristic current is a line current density: 
the current through /1 and /2 is equal, regardless their position along the race-track. The x-axis as referred to in 
the text is along the length of 11 and /2. 
This is not the case: the current through S1 (at the edge of the race-track) and Sz (at the 
centre of the race-track) is not the same because the current density varies along the cross 
section of the race-track (Fig. 4.3b and c). However, if we consider a race-track slice like l 1, 
then the total current through such a line is constant along the race-track for a planar circular 
magnetron. For a rectangular magnetron, this is a simplification as along the race-track the 
current to the target surface can vary, especially in the regions just behind the turnaround 
region (see e.g. [Fan03, Buyle05]). However, these effects will not be considered here. 
We conclude that for a MD, instead of a current density per surface area, a current 
density per unit race-track length is needed so that: 
(4.2) 
with Ln the length of the race-track (Fig. 4.3). Hence, the task of calculating /d is reduced to 
finding the line current density jm. 
The first step in the deduction of jm. is the integration of current density as obtained 
from the CL law over the width of the race-track: 
(4.3) 
Note that in the above equation, the surface current density is denoted with N. The prime is 
used to indicate that it is obtained from the extended CL law (see further). The relation 
between jd and N is given by: 
(4.4) 
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with K(x) a factor that will be discussed in section 4.2.3.5. The surface current density h is 
constant because lhe cathode sheath thickness is taken constant along the x-axis in the SCM. 
This has to be kept in mind when detennining K(x). 
4.2.3.2 Child-lAngmuir law (CL law) 
For a diode discharge, the surface current density jd can be detennined using the CL 
law (see also eq. (1.26) in section 1.1.3.3.2): 
. - 4 (2e)•'1 v ... lt2 )--e. - --
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(4.5) 
The only difference wilh the expression shown in section 1.1.3.3.2 is that we have replaced the 
cathode sheath thickness dCL by de as here no distinction is made for the cathode sheath 
thicknesses obtained using different models. 
The CL law is based on the idea of a space charge limited current [Chapman80]. This 
is generally valid for calculating the current from an emitter of charged particles to an 
electrode l11al attracts these particles (Fig. 4.4). Important assumptions to deduce this law are 
that the charged particles move collisionless in the sheath and that no other charge carriers are 
present within lhe shealh. Moreover, as mentioned in [Chapman80] when deducing the law, 
"space charge limitation applies only in the absence of a more stringent limitation such as the 
supply of charge carriers". 
Fig. 4.4 Sketch of the si tuation for which the CL law can be applied. At the left side, there is a source of charge 
carriers (a filament emitting electrons). The charge carriers are attracted to an electrode at a CCttain distance d. In 
front of this electrode a sheath is fonned. Among other requirements, the CL law can only be applied when 
(i) enough charge carriers are supplied, (ii) all charge carriers enter the sheath at the same position and (ill) only 
one type of charge carrier exists in the sheath [Chapman80). 
lf the law is applied to a filament emitling electrons, this requirement of charge supply 
poses no problem as the charge carriers are generated abundantly "at the right time" and "at 
the right position". Hence, the requirement is fulfilled "in lime" and "in space". If lhe CL law 
is applied to a glow or magnetron discharge the charged particles are the ions and the 
attracting electrode acts as cathode. The latter is important because it implies that the 
(cathode) sheath has to maintain the discharge. Hence, the requirement "supply of charge 
carriers" is not trivial. To further explain the principle of this charge supply requirement, we 
consider how the diode discharge is maintained. 
The maintaining of a diode discharge is similar to the one of a MD. A SE is emitted 
from the target and accelerated over the cathode sheath into the discharge. There, it generales 
electron-ion pairs. The positive ions are attracted by the cathode and the resulting 
bombardment leads to the emission of a new SE. A more detailed description of this 
mechanism can be found in [Chapman801. 
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Now, we look at the requirement of charge supply in time. Be 't; the time needed by 
the ions to cross the sheath and 'te the time needed by a SE emitted from the cathode to evolve 
from a HEE to a BE (bulk electron). The latter corresponds with the lifetime of the electron in 
the discharge, i.e. the time during which it generates ion-electron pairs (section 2.1 ). For the 
requirement of a sufficient ion supply, 'te should be much smaller than 't;. Diode discharges 
operate typically at a pressure of 50 Pa (ng ~ l .3xl 016/cm3) or more and a discharge voltage 
around 900 V. Given that the cross section for electron impact ionisation is around l-3xl0-
16cm2 in the energy range I 00-900 eV (Fig. 1.4 in section 1.1.2.1.1) the time scale to generate 
one electron-ion pair is of the order of 0.6 ns at 50 Pa. Given an effective ionisation energy W 
of 30 eV (section 2.6.1), this means that an electron generates all its ionisations within 
roughly 18 ns, i.e. 'te ::::: 18 ns. On the other hand, the time 't; for an ion to cross a sheath of 
900 V and a typical thickness of 2 mm [Bogaerts96], is around 150 ns. This is about ten times 
larger than 'te, which means that for a typical diode discharge the requirement of a sufficient 





HEE 0 lifetime lions reach cathode 
cathode 
Fig. 4.5 Schematic representation of the charge supply requirement in time (a) and space (b). In part a the 
different events relevant for maintaining the discharge are indicated on a time line: the emission of a SE ( • ), the 
time 'te during whlch it generates ions (0 ) and the point in time wbeo the ions strike the cathode ( I>· The small 
width of this bar symbolises th.e spread of the latter evenL A time 't; after the emission of the SE the ions strilce 
the cathode and a new cycle starts. In part b, the ions generated by an SE emitted at position p bombard the 
cathode in the area denoted by the dotted circle. Consequently, the ions generated by the SE emitted from the 
macroscopic areaS bombard the cathode in the area within the thick dark line, which is practically identical to S. 
The maintaining cycle -the events of SE emission, ion generation and ions reaching 
the cathode- is sketched on a time line in Fig. 4.5a. Once an electron is emitted, it generates 
ions during 'te. The majority of the ions is generated at the end of the cathode sheath. As 'te is 
much smaller (roughly a factor 10) than 't;, the latter is hardly influenced by 'te· However, 
there is a certain spread on 't;. This spread originates from the spread in heights above the 
target where the ions are generated and from ion interactions with the discharge gas. In 
Fig. 4.5a the spread of 't; is sketched by the thickness of the black vertical line that indicates 
't;. A new maintainjng cycle starts once the cathode surface is bombarded with the required 
number of ions to emit, on average, a new SE. The time scale at which the maintaining cycle 
repeats itself is 't; (Fig. 4.5a). This corresponds with the time the ions need to cross the sheath 
to which the CL law is applied. 
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Next, we look at the requirement of charge supply in space. Consider again a diode 
discharge with surface current density jd for a given surface S. Assume that S is a 
"macroscopic" surface area, i.e. its dimensions are much larger than the typical mean free 
path length Ac.i for electron impact ionisation (for a typical diode discharge at 50 Pa: 
Ae.i ::: 5 mm). Consider an electron emitted at point p. It is accelerated perpendicular to the 
cathode and generates ions. Because of its interactions with the discharge gas, its velocity 
vector is scattered. Hence, the ions are not generated exactly above p but in an area with 
radius r around it. We now try to get an estimate of r. 
For a SE yield of 0.1, ten ions should strike the cathode per emitted SE to maintain the 
discharge. The maximum distance the electron can drift in the direction parallel to the cathode 
in-between two ionisations is given by the mean free path length A..:,. However, this is only 
valid when the electron velocity is parallel with the cathode plane. Given the scattering of the 
electrons with the discharge gas, this an upper limit. A more realistic estimate is half this 
length. Thus, using the theory of random walk which states that the average distance from the 
starling point is proportional with the square root of the number of steps [Wikipedia05], we 
find for r: 
(4.6) 
which results in r:::: 8 mm. The average position of the ions hitting the target wiiJ be centred 
around the initial emission point p. The ions generated by electrons emiued in S, bombard the 
cathode in practically the same area and ensure the emission of a new electron from within S. 
This means that the requirement of charge supply in space is fulfilled for a macroscopic 
surface. 
In conclusion, in a diode discharge the requirements of charge supply per individual 
maintaining cycle is fulfilled, both in time and space. As will be shown, this is not the case for 
an individual maintaining cycle in the MD. Hence, to ensure nevertheless this requirement, 
several maintaining cycles have to run in parallel in time and in space. Of course, in a diode 
discharge also several electrons are in parallel in the discharge. The essential difference is that 
the maintaining cycle can be represented by considering an individual electron. 
4.2.3.3 Extension of CL law to maintaining cycles running parallel in time 
ln a magnetron discharge, the gas pressure is typically 0.5 Pa, the discharge voltage 
300 V, the presheath potential drop -5 V and the cathode sheath thickness 2 mrn. We first 
check whether the requirement of charge supply in time is met. The average time to generate 
an ion-electron pair is around 60 ns. One electron can generate roughly ten electron-ion pairs 
(W = 30 eV), leading to 'te ::: 600 ns. Now we need to determine 'tit the time required by the 
ions to reach the cathode. 
Define <p as the fraction of the ions generated in the cathode sheath ( 1-<p as the fraction 
generated above the cathode sheath), sec Fig. 4.6a. The time needed to reach the cathode 
depends on the height where the ions are generated. It was calculated that ions generated at 
e.g. 2.5 and 5 mm above the target (at x = 0), require up to 0.75 and 1.8 JJS, respectively, to 
reach the cathode (for the above mentioned conditions). For s implicity, we group all ions 
generated above the sheath together and say they reach the target after time -r,, with 'ta the 
weighted average of the actual limes of these ions. As this lime is much larger l.ban 'te, the 
requirement of charge supply in time is, at first sight, fulfilled. 
171 
Part IT, Chapter 4 Discharge Current Calculation 
However, this is not correct. As mentioned before, when applying the CL law to a 
cathode sheath, the rime constant required for the maintaining cycle is 't;, the time an ion 
generated at the end of the cathode sheath needs to cross it. Given the typical values for the 
MD, we find 'ti ::::: 300 ns. This is smaller than 'te, and thus, the charge supply requirement is 
not fulfilled. These values for 'te and 't; indicate that, contrary to the diode discharge, the CL 
law cannot be applied directly here to describe the current through the cathode sheath. Indeed, 
applying the CL law requires that all ions enter the sheath at the same position and have the 
same transit time through the sheath. However, this is clearly not the case here: ions are also 
generated within the cathode sheath and these reach the target quickly because of the strong 
electric field. Hence, the question arises how to describe the relation between the cathode 
sheath thickness and the surface current density. 
A fust possibility is to consider the "whole" cathode sheath, i.e. both the ion sheath 
(electron-free) and the Debye sheath (transition region). Expressions relating the sheath 
thickness and the plasma parameters for this case can be found in literature, e.g. [Kono04} 
(see also section 1.1.3.3.2) but no expression for the surface current density was found. A 
second possibility, which is chosen here, is to find a way to extend the CL law so that it can 
deal with the non-neglectable fraction <p of ions generated within the sheath. 
a) 
b) 
• SE HEE ~ fraction <p I fraction 1-<p 
c=:::J lifetime reaches reaches emission cathode cathode 
I b I • 0 'te,SI 'tj 'te 'ta t 
Fig. 4.6 a) Sketch of the MD area with the indication wbere the fractions <p and 1-<p are generated. The first 
fraction reaches the cathode within 'tj, the Iauer (on average) within 't,. b) Timeline indicating the most impor1ant 
events of tbe maintaining cycle. 
Consider the three characteristic time scales in the MD and find 't;<'te<'ta as shown in 
Fig. 4.6b. For simplicity, we assume that all the ions generated in the cathode sheath reach the 
cathode at 't;. Assume now 'te<<'ta. This way, the exact time at which an ion is generated 
above the cathode sheath will practically have no influence on 't3, the time needed to reach the 
target. As said, the charge supply requirement for fraction 1-<p of the ions generated above the 
cathode sheath is fulfilled. Now, we look at the fraction <p generated within the sheath. As 
mentioned in section 2.6.4, the HEE are pushed out of the sheath due to interactions with the 
discharge gas. This implies that sheath ionisation occurs relatively early in the electron 
lifetime in the discharge. Hence, the time 'te.s1 after which the ion generation in the sheath 
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stops, is considerably smaller than 'te. On the other hand, -c, is of the same order as 'te. 
Consequently, we can simplify the situation by assuming that 'tc:.s1 is sma11er than 't;. This 
means that also for the fraction q> generated in the sheath, the required charge supply is 
fulfilled. 
We stress that the foregoing reasoning is a simplification as in reality the time the ions 
need to reach the cathode will vary. Nevertheless, Mome Carlo simulations performed by 
Goeckner et al. to determine the ion transit times support this approach [Goeckner91]. They 
calculated the ion lifetime in the discharge and found a group "born in sheath" (fraction q>) 
reaching the cathode after approximately 200 ns and a group "born in presbeath" (fraction 1-
q>) reaching the cathode after some microseconds (Fig. 4.7). Hence, splitting up the original 
group of ions in two fractions (q> in the sheath and 1-q> above the sheath) is supported by these 
simulation results. Moreover, our assumptions have the major advantage that they simplify 
the situation as the requirement of the charge supply in time is fulfilled for both groups 
separately. Hence, we should be able to apply the CL law. 
ion simulahOn: case 3 
Fig. 4.7 Histogram of ion lifetime based on Monte Carlo simulations. Two groups of ions can be identified: the 
ones born in the sheath and the ones born in presheath. The latter take approx.imately teo times as long as the 
first to reach the cathode. Figure taken from [Goeclmer91]. 
Therefore, we look at the consequences of having two groups of charge carriers with 
different time scales for maintaining the discharge. As an example, we consider the case 
where q> = 1/3 and 'taf'tj = 3. Consider an electron e1 emitted from the target at t = 0 (Fig. 4.8). 
Given our earlier assumptions, it already generated after time 'te,s1 the fraction q> of the ions, 
which reach the cathode at 't;. The electron then continues to cause ionisation and after 'te it is 
no longer a HEE but becomes a BE, which means it stops generating ions. The fraction 1-q> 
reaches the cathode at time 't3 • 
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I fraction 1-<p reaches cathode 
Fig. 4.8 Example illusttaling A11,1 wit.b cp = 113 and t,/'tj = 3. The numbers between quotation marks indicate for 
how much "the electron is in t.be discharge" (see text) for lime interval [0, 'ti]. 
In a MD the type of SE emission is predominantly potential emission (section 
1.1.2.2.1). Hence, theSE yield can be considered independent of the impinging ion energy. 
This means that all ions bombarding the target have the same probability to emit a SE, 
whether they are generated in or above the cathode sheath. To maintain a steady state, the 
total number of ions generated by an electron emitted from the target needs to lead to the 
emission of, on average, one new SE. Therefore, the fraction <p of the ions generated in the 
sheath will have a probability <p to emit a SE from the cathode. However, this <p is well below 
one. Hence, after 't; the probability <p to emit a SE is too low to guarantee that the discharge is 
maintained. As illustrated in Fig. 4.8, the remaining fraction 1-<p reaches the cathode at 
't = 'ta = 3't1• This is too late as applying the CL law requires a new maintaining cycle per 't;. 
The only way to satisfy this requirement is that in parallel with e 1 one or more other 
electrons are participating in the maintaining cycle and they should ensure that after time 't; 
the remaining fraction 1-<p of bombarding ions is supplied. Consider electron ~ emitted at 
t = -'t; : its fraction <p already reached the target at t = 0 but its fraction 1-<p will only reach the 
cathode at t = 2-r;. Hence, we have to look one electron "further back" and consider electron 
e3, emitted at t = -2't;. The fraction 1-<p of this electron reaches the target at t = 't;. Hence, 
together with the fraction <p of e 1, enough ions bombard the target at 't; to ensure the emission 
of a new SE. However, this has an important implication for the number of electrons needed 
to maintain the discharge. For a diode discharge, at a given moment in time, one electron per 
maintaining cycle is sufficient (Fig. 4.5a). Note that the expression "an electron is in the 
discharge" is used to indicate that not all its ions reached the cathode yet. Because of the two 
ion groups with different transit times 't; and 'ta one electron per maintaining cycle is not 
enough. Between the time interval 0 and 't;, electron e 1 is "completely" in the discharge, i.e. 
no ions it generated reached the cathode yet. Hence, it counts as one. For electron ~. only the 
fraction <preached the anode, so it stHI is in the discharge for 1-<p (213 in the example). The 
same holds for electron e3. Consequently, in the considered time interval [O,'t;] there are 
1+213+213=7/3 electrons required for the maintaining cycle. This number is referred to as A11,1• 
It is clear that in general: 
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(4.7) 
For the example we choose 'taf'Cj = 3 and cp = 1/3 so that indeed A11,1 = J/3+3x2/3 = 7/3. 
Consequently, to apply the CL law in the case of two ion groups we need to multiply the 
expression for the surface current density jd with A11.tt leading to a current density jd,1: 
(4.8) 
In conclusion, the time the ions need to travel trough the cathode sheath sets a 
reference time for the discharge. Within this time, the charge supply requirement set by the 
CL law has to be met. This requirement cannot be fulfilled if there is only one electron per 
maintaining cycle as the electron takes too long to generate the required number of ions. 
Instead, a certain number A11•1 of electrons are needed per maintaining cycle. This number 
depends on the characteristic Limes the two ion groups need to reach the target and on the 
fraction of ions that is generated within the cathode sheath. 
4.2.3.4 Extension of CL law to maintaining cycles running parallel in space 
Because of the crossed electric and magnetic fields in the race-track, the electrons 
experience an ExB drift (section 1.1.3.6.1 ). This drift, like sheath ionisation, complicates the 
use of the CL law as it implies taking into account that more than one electron per 
maintaining cycle might be required. This required number is referred to as A11,,. 
ExB drift 
-
Fig. 4.9 Sketch of the problem of the elecll'On ExB drift on the charge supply requirement: the ions generated by 
a SE emitted at position p bombard the target within the doued rectangle. Consequently, the ions generated by 
SE emitted from a macroscopic area S do not bombard the target within S but within the much larger area 
indicated by the thick rectangle. 
Consider again the situation sketched in Fig. 4.5b for a diode discharge: the ions 
generated by an SE emitted at p strike the cathode in an area centred around p. It foJlows that 
the new SE will be emitted from approximately the same position p. In a MD, the situation is 
dramatically different. For an electron emitted at position p in the race-track, the ion 
distribution is spread over the area within the dotted rectangle (Fig. 4.9). Hence, the ions 
generated by the SE emitted at point p do not contribute to the emission of a new SE in that 
area. However, if we want to apply the CL law, the requirement of charge supply should be 
met, i.e. a new SE should be emitted from the area around S within 't1• This means that in 
parallel with the electron emitted at p, SE further downstream the race-track (in the sense of 
the dri ft direction of the electrons) should be emitted so that these electrons generate the 
necessary ions above S. Hence, we have again a requirement that several electrons per 
maintaining cycle should run in parallel. The characteristic that determines this number A 11,s is 
the length lex8 the electrons drift along the race-track in time 't;. The number of electrons 
needed in parallel is equal to olllexa. with of the length of area s along the race-track. 
Consequently, for the current density per length unit, we find: 
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(4.9) 
(4.10) 
To calculate lExa, the drift velocity is required. This velocity is estimated by vPxB,nc/2, with 
VfxB,nc the ExB drift velocity of an electron that does not undergo collisions with the 
discharge gas. Consequently, we fmd: 
(4.11) 
4.2.3.5 Deduction of the line current density jm 
In the SCM, the cathode sheath thickness is assumed constant. Hence, if the CL law is 
applied, we Ei nd a constant jd along the x-axis, which is not realistic. For the x-dependence we 
look at the number of ions bombarding the cathode at x. Given the ionisation distribution 






Hence, this ~(x) is normalised so that ~(0) = 1. This way, the x-dependent surface current 
density j 0 .u, which takes into account the non-uniform ion density of the MD, is given by: 
(4.13) 
The aim is now to combine the expressions obtained for taking into account the 
specific MD conditions in order to defme the relation between jd and N, i.e. to determine K(x) 
of eq. (4.4). To satisfy the requirement for charge supply in time and in space, the required 
numbers A11,1 and A11,s need to be multiplied. This together with eq. (4.13) leads to: 
(4.14) 
Thus the factor K(x) is given by the product of A11,b A11,s and the normalised ion bombardment 
~(x). Combined with eq. (4.3) this leads to: 
(4.15) 
As already mentioned, jd is independent of x but we need to investigate a possible x-
dependence of A11.1 and A11.s· 
The number A11,1 is determined by the time needed by the ions to reach the cathode and 
by the relative number of ions generated in the sheath. Of course, the ionisation distribution 
varies according to the initial position of the SE. However, the majority of the SE is emitted 
from a rather narrow interval along the x-axis (section 3.3.2). For this interval, the ionisation 
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distribution for the different start positions is rather similar (section 2.6.3.2) so that the x-
dependence of A11,1 can be neglected. 
The situation for A11,s is different as the ExB drift, and consequently lexs. depends 
strongly on the SE initial position. However, it does not have a physical meaning to split up 
the maintaining cycle per x-position because theSE emitted at different x undoubtedly have a 
strong mutual interaction. Hence, we need one A11.s for all x-values together. To calculate this 
average value A11.s we do need to take into account the x-dependence of the ExB drift. In the 
practical implementation of the model, the x-axis is split up in intervals. The average is then 
given by: 
(4.16) 
as the different (A11,s);, the number of electrons in parallel in space for a SE emitted at xh need 
to be weighted with the contribution of that position x; in the SE emission. That contribution 
is given by element i of the emission profile r. Thus, we find for }m : 
(4.17) 
or for the numerical implementation: 
Jm = j dAIIJAIIJ L~.n.6.x (4.18) 
I 
From this expression the total discharge current Jd can be readily determined by multiplying 
with the race-track length Ln (eq. (4.2)). 
The above expressions for }m still rely on the CL law to determine the surface current 
density }d for a given discharge voltage and cathode sheath thickness. This means that we 
have to take into account the major limitations to apply the CL law to the MD as discussed in 
section 1.1.3.3.5. The problem of the non-uniform current density and of the ion generation 
within the sheath is resolved. The other two limitations remain: 4>w (the ratio of Vd and kTe) is 
rather small and the electron density in the sheath is non-zero. As most of the sheath 
ionisation takes places near the sheath edge (see e.g. Fig. 6.20 in section 6.4.3.3), this should 
not be critical. Nevertheless, it is important to keep in mind that the model for the line current 
density im is only a simplified representation of the actual physics. 
4.2.3.6 Summary of extending the CL law 
The Child-Langmuir law (CL law), which describes the space charge limited current 
between two electrodes, is encountered frequently in plasma physics [Luginsland02]. It is also 
used in diode (e.g. [Maniv82]) and magnetron discharges (e.g. [Westwood83, Rossnagel87b, 
LanGu88]). However, one should take into account that the CL Jaw can only be applied when 
the charge supply requirement is fulfilled, which is a fundamental restriction for its use. As 
the discharge has to supply the charge carriers, this requirement cannot be taken for granted. 
We distinguish between the availability of charge carriers "in time" and "in space". 
To check the requirement "in time", two time scales are critical: the time the ions need 
to reach the cathode and the time the electrons need to generate the ions. The charge supply 
requirement in time is only fulfilled if the latter occurs much faster as the first. In a diode 
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discharge this requirement is met. In a magnetron discharge it is not because the low gas 
pressures (factor I 00 Jess than in diode discharges) increases the ion generation time. 
The requirement "in space" basically means that the electrons need to generate the 
ions in such a region that, on average, the ions hit the cathode at the same spot as from where 
the electron was emitted. This requirement is met in diode discharges but not in magnetron 
discharges because, due to the ExB drift of the electrons, the ions are generated scattered over 
the race-track length. 
Because of these requirements, the CL law cannot directly be applied to the magnetron 
discharge. Nevertheless, the CL law can still be used when taking into account that a certain 
number of electrons "running in parallel" is required to represent the maintaining cycle. 
Consequently, an expression for the line current density jm in a MD could be developed. This 
extension of the CL law does not resolve the other limitations of its use to a MD like the non-
zero electron density. 
4.3 Results and discussion 
For the results presented here the standard settings of section 3.3.1 are used, except 
for the fact that Vd and de are not fLXed. The magnetic field line that intersects the target at 
lxl = 16.25 mm is taken as virtual anode. Instead of a "true" IV, i.e. discharge current /d as a 
function of the discharge voltage Vd, the current line density jm is plotted as a function of Vd. 
This is equivalent as jm is proportional with ld, see eq. (4.2). Consequently, we refer also to 
such ajm vs. Vd plot as an "IV". 
4.3.1 Understanding the IV characteristic 
0+-~~--~-------.-------.------~ 
250 350 450 
discharge voltage Vd (V) 
550 650 
Fig. 4.10 IV at 0.5 Pa. The triangles represent the interpolated results, the squares the actually calculated results. 
There is good agreement between the interpolated and calculated points although there is a deviation at high 
currents. The full line is a fit using Id = kVd"· 
In order to obtain the IV at 0.5 Pa, we started from the basic result (Fig. 3.12 in section 
3.3.4). Then, through linear interpolation, the combinations of Vd and de which correspond 
with 0.5 Pa were determined. The current at these points was also determined by linear 
interpolation. The result is shown in Fig. 4.10. To check the validity of the interpolation 
approach, the self-consistent pressure Psc and the current line density jm were directly 
calculated using the SCM with the interpolated Vd and de. The interpolated points (triangles) 
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agree well with the directly simulated ones (squares) (Fig. 4.10). The largest difference occurs 
at the highest discharge voltage. Also, the calculated Psc were very close to 0.5 Pa (not 
shown). Hence, in what follows, the explicit recalculation of the interpolated points is not 
performed. 
We now investigate the obtained IV. As mentioned, the experimentally obtained IVs 
are typically fitted using the expression Id=kV/ (eq. (1.34) in section 1.1.3.4.1). The IV is 
then characterised by its n-value. For the simulated IV, n = 4.7 is found. This is within the 
typical range encountered for magnetron discharges, although it is on the lower side of the 
range. As mentioned, the equation used to fit the rv is purely empirical, i.e. there is no 
physical background to it. We will not try to explain the empirical relation but, using the 
simulation results, will try to understand why the IV in a MD becomes so steep at sufficiently 
high electrical power, i.e. why the current becomes practically independent of the discharge 
voltage above a certain discharge voltage. 
Consider again eq. (4.17) for jm on which the calculation of/dis based. Basically, the 
dependence of jm on Vd is caused by jd, ~t.s. A11.1 and .110 (x). The latter can be characterised by 
the FWHM of the erosion profile w. At low Vd, w increases with increasing Vd but at high Vd 
w only increases slightly (Fig. 4.1 La). Hence, it is of less importance to explain the strong 
increase in jm. The dependence of the other three parameters on Vd is plotted in Fig. 4.11 b. 
The dependence of jd on Vd can be fitted by a power Jaw: jd-Vd q. For the presented results we 
obtain q = 3.6, which is smaller than n, the value used to characterise the IV. Note that q is not 
equal to 3/2 as one might, at first, expect from the CL Jaw (eq. (4.5)) because de also changes 
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Fig. 4.11 a) The cathode sheath thickness d8 ( ~ ) and FWHM w ( • ) of the erosion profile as a function of Vd. 
b) The discharge voltage dependence of the current density )d (x) and of the required number of electrons per 
maintaining cycle in space A11,. (0 ) and in time A11,, ( • ). Tbe strong increase in the latter at sufficiently bigh Vd 
explains how )m (0) can increase practically independent of the discharge voltage at large Vd. Note tbat)d andjm 
are normalised, i.e. they are plotted relative to the value they have at the lowest Vd considered (290 V). 
From Fig. 4.llb it follows that the parameter A11.~ is practically independent of Vd. This 
is not surprising as it is predominantly determined by the ExB drift velocity of the electrons 
which is only weakly dependent on Vd. This factor basically represents the influence of the 
target area on the discharge current and can, as such, be interpreted as a scale factor. It does 
not have a fundamental influence on the typical shape of the IV but influences the absolute 
current values. This factor A11.s helps to explain the pressure behaviour (section 4.3.2). 
More interesting here is the behaviour of A11,., which increases strongly with increasing 
Vd. By considering this factor, we can understand how the discharge current can increase so 
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strongly at practically constant discharge voltage. At low electrical power, the discharge is 
basically only able to maintain itself. This means that there is only one electron per 
maintaining cycle (A11,1 close to one). When the discharge voltage is increased, less sheath 
ionisation is required, enabling the cathode sheath to become thinner (Fig. 4.lla). This way, 
an increasing fraction of the ionisation occurs above the sheath (1-cp increases). This means 
that the ions will, on average, remain longer in the discharge as the acceleration towards the 
target occurs slower for ions generated above the cathode sheath. 
At first sight, it might appear surprising that with increasing discharge current tbe ions 
need more time to reach the target but this is also observed experimentally: Sheridan and 
Goree report for a MD at 1.1 Pa and a target diameter of 4.25 inch that the average charged 
particle confrnement time increases from 0.65 (lower end of IV) to 0.85 j.IS (higher end of IV) 
[Sheridan89a]. For the IV presented in Fig. 4.10 the average time the ions reside in the 
discharge varies from approximately 0.47 (lower end) to 0.70 j.IS (higher end), which indicates 
that the model reproduces quite accurately the charged particle confinement times and its 
increase with increasing electrical power. 
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Fig. 4.12 Isolated influence of Vd (a) and dn (b) on the normalisedjm.• andh,a· The "normalised" refers to the fact 
that they are plotted relative to l.be value they have at the lowestjm andh considered. In part a of the figure, the 
dependence on Vd is shown for dll = 0.8 ( • ) and 2.2 rom ( D. ). In part b the dependence on dn is shown for 
V4 = 220 ( D. ) and 560 V ( • ). In both graphs the current density id.n as given by the CL law is also 
indicated ( - ). It i.s clear that thi.s dependence is too weak. 
Now, we single out the influence of the discharge voltage and the cathode sheath 
thickness on the current. First, consider the influence of the discharge voltage. Fig. 4. I 2a 
shows the normalised jm,n Vm,n = irr/jm(Yd = 260 V)) for de= 0.8 and 2.2 mm. Also the 
dependence according to the CL law is plotted. The latter clearly underestimates the 
dependence because it does not account for the changes in A11,1> A11,s and w. Fig. 4.1 2b shows 
the normalised jm,n Um.n = jrr/jm(de = 2.2 mm)) for Vd = 260 and Vd = 560 V together with the 
CL law, which again underestimates the dependence. The very strong variation of the current 
with de at small de is striking, e.g. at Yd = 560 V the current increases with a factor of more 
than 2.5 when the cathode sheath is reduced from 1.0 to 0.8 mm. This strong variation 
explains why the current in the MD can increase practically independently of the discharge 
voltage at high electrical power input. 
The sensitivity of the current to the sheath thickness also indicates an extra difficulty 
for purely numerical self-consistent simulations. In literature, the reported resolution along the 
z-axis for this type of simulations is typically 0. I mm, see e.g. [Kondo99a, Shidoji99a). 
However, given the dependence of the current on the exact cathode sheath thickness, it is 
clear that the corresponding result cannot be very accurate. 
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When looking at the extended Thornton relation (eq. (3.7)), it is clear that the 
discharge voltage must influence the MD through f and/or m as y is determined by the target 
material. Hence, it is interesting to consider the behaviour of <f>, <m> and <fm> as a function 
of Vd (Fig. 4. 13): <m> and <.fm> clearly increase while <f> remains practically constant with 
decreasing Vd. The strong increase in <m> could be expected as also the sheath thickness de 
increases strongly (Fig. 4.11 a). This reveals the behaviour of the MD at low electrical powers: 
the decrease in Vd is compensated by increasing <fm> as this enlarges the effective SE yield. 
As <!> is practically not influenced by Vd, <m> has to increase. This requires a widening of 
the cathode sheath. However, the need for a large multiplication factor leads to a reduced 
stability because the emission of a single SE from the target has a much larger contribution to 
the discharge. The processes of SE emission and sheath ionisation are statistical processes. 
Hence, both can vary strongly from electron to electron giving rise to instabilities, which are 
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Fig. 4. 13 tnnucoce or V4 on the average EGTP </>.on t.he average multiplication factor <m> and on t.he product 
<fm> at constant pressure (0.5 Pa). 
The last item related to the rv is the influence of the presheath. The presbeath is 
characterised in our model by Vps• the potential drop over the presheath, and by the position of 
the vinual anode. The latter is characterised by zv~u the height of the vinual anode above the 
target at the centre of the race-track (x = 0). This parameter cannot be chosen independently 
but depends on the anode position. As mentioned, the standard setting for Vp> is -5 V. This 
value is chosen based on the fact that the voltage drop over the preshcath is half the electron 
temperature (section 1.1.3.3.1). Assuming an electron temperature of 10 eV might appear 
rather high but the electron temperature does increase towards the cathode (section 1.1.3.5.6). 
The influence of Vps on the TV is investigated: Fig. 3.6 shows the IV at 0.5 Pa obtained for VP• 
equal to -3, -5 and -10 V. The trend is an increase injm with increasing IVpsl. The reason is that 
increasing IVpsl decreases the lime "tJ an ion generated at the end of the cathode sheath needs to 
reach the target This leads to a higher A//.s, see eqs. ( 4.10) and (4. 11 ). ln reality, Vps depends 
on the external parameters and influences as such the TV, implying that for a true self-
consistent model Vps should be calculated based on the plasma propenies. However, Fig. 3.6 
shows that the influence of Vps is rather small. Consequently, this dependence is not 
considered critical and will be neglected, i.e. in what follows Vps will be taken -5 V. 
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Fig. 4 .14 Influence of Vps on the rv: results shown are obtained for v.,. = -3 (0), -5 ( A ) and -10 V ( o ). The line 
current density jm is, except for small Vd, consistently slightly larger for higher IV psi. 
4.3.2 Pressure dependence of the MD 
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Fig. 4 .15 lnfluence of pressure on the discharge voltage Vd (a), on the cathode sheath thickness de ( 6. ) and on 
the FWHM w of the erosion profile ( • ) (b) at constantj., (0.5 Nm). 
The SCM is applied to simulate the influence of the gas pressure on the MD. The 
settings are the same as in the previous section except that the basic results are interpolated in 
such a way that the discharge properties are obtained for a constant line current density 
Urn= 0.5 Nm) while the pressure varies. This corresponds with experiments conducted at 
constant discharge current The pressure dependence of the discharge voltage (Fig. 4.15a), of 
the cathode sheath thickness da and of the erosion profile w (Fig. 4.15b) is calculated. The 
typical pressure behaviour is reproduced: with decreasing pressure, the discharge voltage 
increases. the cathode sheath becomes thicker and the erosion profile widens. These pressure 
dependences are also measured experimentally and can be found in [Depla05a], [Gvozdev98, 
Rossnagel87b] and [Fukarni87], respectively. In agreement with the experiments we find that 
at high pressures the dependence of the MD properties on the gas pressure is rather weak but 
the influence of the pressure increases with decreasing pressure. 
Before explaining the observed behaviour, the pressure dependence of the diode 
discharge is considered. There, the emitted SE from the cathode are accelerated into the 
plasma. As there is no magnetic field, the only way the HEE can be prevented from escaping 
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the discharge is by interactions with the discharge. Hence, when the gas pressure is reduced, 
the HEE have an increased probability to leave the discharge. When considering the extended 
Thornton relation (eq. (3.7) in section 3.3.3), this means that with decreasing pressure, £e 
decreases. As a result Vd increases, which explains the typical diode response to a pressure 
reduction. 
It is common to apply the same reasoning to explain the pressure dependence of the 
MD. This is not correct: as mentioned in section 2.6.3.3, the position where the HEE perform 
ionisation does not depend directly on the gas pressure. With increasing Vd the HEE become 
more energetic, and thus, undergo more interactions with the discharge gas. Consequently, the 
ionisation will be more spread out. However, practically no HEE leave the discharge area, 
even at the highest simulated discharge voltages (see also the end of section 3.3.2). This 
means that regardless the pressure, Ee can be taken equal to one for the typical magnetic field 
strengths encountered in sputter magnetrons. 
Sometimes, the pressure dependence is explained by mentioning that the HEE have 
higher energies at reduced pressure. These higher electron energies lead to less efficient 
ionisation as the ionisation cross section decreases for electron energies above I 00 eV. 
However, also the other cross sections (for elastic collisions and excitations) decrease for 
increasing energy so that the effective ionisation energy W hardly increases for increasing Vd. 
Indeed, as shown in Table 2.1 in section 2.6.1, W is hardly influenced by Vd in the range 320 
to 560 V. Hence, the pressure dependence cannot be explained by this change in W. 
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Fig. 4.16 Influence of the gas pressure p,., on the average EGIP </>. on the average multiplication factor <m> 
and on the product <fin> at a constantjm (0.5 Aim). 
When looking at the extended Thornton relation (eq. (3.7)), it is clear that the pressure 
must influence the MD through f and/or m as 'Y is determined by the target material. Fig. 4. I 6 
shows </>. <m> and <fm> as a function of the gas pressure. With decreasing pressure, </> 
decreases because the electron mean free path length A. increases (eq. ( 1.15)). Because of this, 
fewer electrons effectively take part in the discharge. The equilibrium can be restored by 
either increasing Vd or by increasing the cathode sheath thickness as this increases the 
multiplication factor. As shown in Fig. 4.16, this is exactly what happens. The need for a large 
multiplication factor to maintain the discharge leads to a reduced stability, similar as in the 
case of low discharge voltages (sec previous section). This explains the instabilities which are 
typical for MD run at very low gas pressures. 
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To explain the widening of the erosion profile, expressed by w, we have to look at the 
x-dependence of the EGIP f As shown in e.g. Fig. 1.5,/ is much smaller in the centre of the 
race-track (x = 0) than at the edges (lxl> I 0) because a SE emitted at the edge bas a much 
larger s (see section 1.2.6) than the ones emitled at the centre. As a result, a change in A. has a 
much stronger effect on the EGIP in the centre of the race-track. Consequently, relatively 
more SE originate from larger x-values with decreasing pressure. As the ionisation 
distribution of these electrons is more spread along the x-axis (Fig. 2.J 8 in section 2.6.3.1), 




~ ~ :::1 ~ 
1.1 ~ ~ 1.2 
"' ~ < 
0.8 0.9 
0.6 0.8 
0 0.5 1.5 2 2.5 3 
pressure p (Pa) 
Fig. 4.17 The pressure dependence of the required number of electrons per maintaining cycle in space A11., (0) 
and in time A11., ( • ). Also the surface curreot density hn is plotted ( x ). 
Another point of interest is to investigate bow tbe MD maintains the constant current 
in spite of the changing pressure. In Fig. 4 .17 the pressure behaviour of jd. Au.s and A 11.1 is 
shown as they are the main parameters that determine jm. It is clear that although jm is kept 
constant, the three parameters do vary with pressure. With decreasing pressure bothjd and A11•1 
increase. Hence, to keep jm constant Au,s bas to decrease. This is indeed the case: Au,s 
decreases from approximately 1.1 (2.9 Pa) to 0.7 (0.2 Pa). This decrease is due to the increase 
in LExB, which is inversely proportional with Au,s, see eq. (4.10). This increased lExB in tum is 
due to an increased Vd, involving an increase of the ExB drift velocity (eq. (4.11 )). 
4.3.3 Influence of y and R on the IV characteristic 
In the previous chapter (section 3.3.5) we already simulated the influence of the SE 
yield y and of the electron reflection coefficient R on the self-consistent pressure Psc at 
constant discharge voltage. Here, the influence of y and Ron the rv at 0.5 Pa is simuJated. 
Fig. 4.18 shows the influence of a variation of y from 0.08 to 0.12. Although this is 
only a 50 % increase of y, the values for jm are a factor of two higher. This result is in 
agreement with other simulation results that also reveal the large influence of y on the 
discharge current for a given Vd [Kondo99a, ShidojiOla]. Also experiments performed with 
different targets allow investigation of the influence of the SE yield on the IV. This will be 
discussed in more deta.il in section 6.4.3.5 but it is already mentioned here tbat the same 
qualitative trend is observed. 
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Fig. 4.18 lnnuence of theSE yield yon the lV: results shown fory equal to 0.08 ( /::,. ), 0.10 ( • ) and 0.12 ( x) at 
0.5 Pa. 
The effect of Ron the IV is shown in Fig. 4.19. Around 500 Van increase in R from 
0.3 to 0.5 has a small effect but a further increase to 0.7 leads to a six times higher current. 
Hence, the sensitivity of the rv to R is even larger as the sensitivity to 'Y· 
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Fig. 4.19 Influence of the electron reflection coefficient Ron the rv: rcsuhs shown for R equal to 0.3 ( /::,. ), 
0.5 ( • ) and 0.7 ( x) at 0.5 Pa. 
This indicates that both the SE yield and the electron reflection coefficient have a very 
strong influence on the discharge current for a given discharge voltage. Given the typical 
spread on the experimenlal values for the SE yield and the very limited availability of 
experimental R-values, this implies that the accuracy of even the most precise self-consistent 
model is limited. A possible outcome would be to determine y and/or R by comparing 
simulated and experimental rvs. However, this requires that all the other aspects of the MD 
should be very accurately modelled. Given the problem of the anomalous electron transport, 
this seems not (yet) possible. 
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Fig. 4.20 Influence of the gas pressure p., on the JV: results shown for 0.2 ( 0 ), 0.5 ( • ), 0.8 ( x ) and 
1.3 Pa ( • ) foro_ = 600 (a) and 1200 G (b). 
ln this section the basic result is used again to deduce Ns at different pressures. The 
result at 0.5 Pa is shown together with the IV obtained at 0.2, 0.8 and 1.3 Pa (Fig. 4.20a). For 
the same pressures, the N has also been calculated for Bmax = 1200 G. For these simulated 
IVs then-values are all between 4.5 and 7.5. Although these are realistic values, they are on 
the low side of the typical n-values encountered, especially for the strong magnetic field. 
One clearly sees that the IVs fan out with increasing discharge voltage. This behaviour 
is observed experimentally as shown in Fig. 4.2la. This plot shows the N obtained with a 
tantalum target (8.3 em diameter) for Bmax = 420 G for pressures from 0.3 to 5 Pa 
[Nyaiesh8l). A major difference with the simulated IVs is that the latter do not express the 
extreme steepness at large discharge voltages. 
However, a different pressure dependence of the N is also observed. [n [Depla05a], 
the behaviour as mentioned above is observed for weak magnetic fields (<400 G). For 
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stronger magnetic fields the pressure behaviour is as shown in Fig. 4.21 b: the shift to lower 
discharge voltages with increasing pressure is still observed but the IVs are practically parallel 
to each other. Hence, the pressure dependence of the IVs is influenced by the magnetic field 
strength. The pressure dependence of the IV was also simulated for Bmax = 1200 G 
(Fig. 4.20b) but we found practically the same behaviour as for 600 G. Hence, a shortcoming 
of the simulations is that the pressure dependence of the IVs is the same regardless tbe 
magnetic field strength. Because of this relationship with the magnetic field, the magnetic 
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Fig. 4.21 Ex.pcrimental measuremenlS for the influence of the gas pressure p.., on the IV. The pressure 
dependence of the IVs for a Ta target for B .... = 420 G is shown in part (a), taken from 1Nyaiesh81]. In 
[Depla05aj the same behaviour is observed at low magnetic fields but at high magnetic fields the dependence as 
shown in part (b) is observed (the example shown is for a Cu target (2 inch diameter) for B..,..= 1100 G). 
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Fig. 4.22 Influence of the magnetic field strength B.,.. on the discharge voltage V4 at constant pressure (0.5 Pa) 
and constant line current dens.ity:jm = 0.5 ( .t. ) and 1.0 Aim ( 0 ). 
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ln this section the basic results are calculated for magnetic field strengths Bmu from 
400 to 1200 G. Similar as in the standard case (600 G), interpolation is used to determine the 
necessary points for the curves. The aim is to see whether the model reproduces the typical 
magnetic field behaviour of the MD. 
The discharge voltage is plotted as a function of Bmax for jm = 0.5 and 1.0 Nm 
(Fig. 4.22): Vd decreases with Bmax in both cases. For 1.0 Nm there is an influence up to the 
strongest magnetic fields, for 0.5 Nm the influence of Bmu above 600 G is weak. In 
[Goree91] it is argued that such an independence of the magnetic field should be expected as 
practically no high energy electrons escape from the magnetic trap for magnetic field 
strengths above 500 G (see also section [.1.4.1.2). However, experiments show a decrease 
with increasing Bmw. up to 1200 G (Fig. 4.23), although at lower pressures (<0.3 Pa) the 
discharge voltage is seen to level off above 600 G [Depla05a]. From Fig. 4.23 can be deduced 
that Vd should decrease with increasing Bmax at constant current, the effect being stronger at 












Fig. 4.23 Experimentally measured influence of the magnetic field strength B.,.. on the TV at 5 mTorr, taken 
from [Wendt90]. 
The influence of the magnetic field on the Ns is shown in Fig. 4.24: except for the IV 
at 800 G, the IVs become steeper with increasing B-field, as expected. Then-values increase 
from 4.6 (400 G) to 7.1 (1200 G). The latter n is rather low given the very strong magnetic 
field. The figure also shows that even at the strongest magnetic field simulated the IV is not 
so steep compared to the extreme steepness recorded in experiments (Fig. 4.21 b and 
Fig. 4.23). 
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Fig. 4.24 lnnuence of the magnetic field strength B.,.. on the IV for B .... from 400 to 1200 a at 0.5 Pa. 
ln conclusion, for the magnetic field dependence the SCM simulation results exhibit 
the same trend as experimentally observed. However, the simulated dependence of the IVs 
appears weaker than expected. The extremely steep IVs experimentally observed at strong 
magnetic fields are not retrieved by the SCM. 
4.4 Conclusions 
ln this chapter, the SCM was extended so that the discharge current could be 
modelled. This model is based on the extension of the Child-Langmuir law so that the typical 
situation of the MD is taken into account: for a diode discharge the characteristic current 
density is a surface current density, for a MD it is a Une current density. Also the influence of 
the ExB electron drift and the fact that a large number of ions is generated within the sheath is 
accounted for. 
The developed model allows simulating the current-voltage characteristic of the MD. 
The typical feature of these characteristics, the steepness at high discharge voltages, can be 
explained by the increasing number of maintaining cycles running in parallel in time. Also the 
pressure dependence of the discharge voltage, the cathode sheath and the erosion profile was 
simulated at constant current. This pressure dependence can be understood by considering its 
influence on recapture of SE and on sheath ionisation. 
The behaviour of the IV under the innuence of gas pressure and magnetic field 
strength was simulated with reasonably good agreement. However, the simulated magnetic 
field dependence is rather weak and the SCM fails to reproduce the extremely steep IVs that 
are experimentally reported at very strong magnetic fields. Furthermore, it was shown that the 
steepness of the rvs increases by increasing the secondary electron yield rand/or the electron 
renection coefficient R. 
However, one should not forget that experimental evidence points to the existence of 
anomalous electron transport, i.e. the electron diffusion in the direction perpendicular to the 
magnetic field Lines is larger than can be expected from classical electron diffusion. This 
effect is not included in the model here. The possible influence of this enhanced electron 
diffusion will be investigated in the following two chapters: in Chapter 5 we investigate the 
influence on the cylindrical MD, in Chapter 6 on the planar MD. 
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5 MAGNETIC FIELD DEPENDENCE OF THE CYLINDRICAL 
MAGNETRON DISCHARGE 
5.1 Introduction 
In this chapter, the magnetic field dependence of the cylindrical (or post) magnetron 
discharge is considered. In such a Cylindrical Magnetron Discharge (CMO), a cylinder serves 
as cathode. The cathode is usually axially limited by two discs, which are referred to as wings 
and they are also at cathode potential. The anode can be the surrounding vacuum chamber or 
can be constructed around (one or both of) the wings. The magnetic field can be generated by 
permanent magnets inside the cathode or by an electromagnet that is placed around the anode. 
The Iauer has the advantage that the generated magnetic field is very uniform and parallel to 
the cathode surface. Consequently, the emitted secondary electrons (SE) are subjected to 
electric and magnetic fields which are perpendicular to each other. This implies that recapture 
of SE is very important in the CMD. Indeed, especially in the middle of the race-track of a 
planar magnetron, where the electric and magnetic field are also perpendicular to each other, 
the EGIP f is very low, i.e. the recapture probability is very high (sec e.g. Fig. 1.5 in section 
1.3.1). 
In general, increasing the magnetic field strength intensifies the discharge. This is the 
main reason for using magnetron discharges instead of standard diode discharges. However, 
given the decrease in EGIP with increasing magnetic field (section 1.3.5), it is expected that 
this effect might prevent further intensification at sufficiently high magnetic field strengths. If 
this is correct, increasing the magnetic field above a certain value should have a negative 
effect on the discharge. In planar magnetrons this reasoning does not necessarily hold because 
other SE starting positions (off-centre) are possible which prevent the EGIP from becoming 
very low. 
The innuence of the magnetic field Bon the CMD has been reponed in literature. Note 
that in this text the magnetic field strength of a cylindrical magnetron is indicated by B instead 
of Bmu. because the magnetic field is uniform. Yeom et al. [Yeom89] measured the influence 
of an increase of the magnetic field from 100 to 200 G and found Vd consistently smaller at 
the strongest magnetic field. Behnke et al. [Behnke()()] also investigated the discharge 
dependence on the magnetic field strength for a cylindrical magnetron with a cathode 
diameter of 10 mm. The electron density was observed for /d = 125 rnA at 4 Pa: it decreased 
from 3.0xl010/m3 at 150 G to 0.25x l0 10/cm3 at 350 G. Unfortunately the corresponding 
discharge voltages are not mentioned. The radial position of the maximum electron density is 
about 4 to 6 mm above the cathode. Although the variation of the maxima with magnetic field 
strength is small, it can be seen that from 150 to 250 G the maximum moves towards the 
cathode whereas for higher magnetic fields it moves away from the cathode. Also in 
[Porokhova05a] the magnetic field dependence of a CMD is reponed. The results are obtained 
for a cathode with diameter 18 mrn at 7 Pa and /d = 200 rnA. Again the electron density is 
seen to decrease from 100 to 250 G but for higher magnetic fields (measured up to 400 G) it 
increases slightly. The maximum electron density shifts towards the target for increasing 
magnetic field over the whole range. The discharge voltage on the other hand decreases 
continuously with increasing magnetic field. 
Another study regarding the innuence of the magnetic field on the CMD has been 
performed by Van der Straaten et al. [Vanderstraaten98a,b]. They developed a PIC-MC 
program to simulate the CMD. The model predicted the transition to a negative space charge 
at high magnetic fields and low pressures (see also section 1.1 .3.6.2). However, their 
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Langmuir probe measurements found practically no influence of the magnetic field on the 
potential distribution in the plasma [Vanderstraaten98b]. Bilyk et al. mention MC simulations 
of the CMD which show that the electrons cannot reach the anode at lower pressures although 
for the same conditions the discharge could be maintained experimentally [Bilyk04]. They 
attribute the djscrepancy to a lack of electron interactions, probably due to neglecting 
stochastic oscillations in the simulation. 
In the next section (section 5.2) our experiments on the magnetic field dependence of 
the discharge voltage of a CMD are reported. Then, it is investigated whether recapture of SE 
can explain the observed magnetic field dependence of the CMD (section 5.3). It turns out 
that accounting for recapture is necessary but cannot explain the observed behaviour. 
Consequently, the model is extended for Bohm diffusion and Coulomb collisions (section 
5.4). The effect of these extensions on the results is investigated, whlch leads to a possible 
explanation for the observed behaviour (section 5.5). 
5.2 Experimental results 
~~~ ~~~ 
"'Chamber wall Magnet 
coli 
Fig. 5.1. a) Sketch of the cylindrical magnetron used in the discussed experiments. The magnetic field is 
generated by an electtomagnet placed outside the vacuum chamber. b) Cross section of the flattened target tube 
(cathode). 
For the experiments a slight.ly modified cylindrical magnetron Fig. 5.la was used: the 
cylindrical part of the target is made of a tube with diameter 35 mm and length 50 mm but the 
tube is 'flattened' as depicted in Fig. 5.1b. The wings are on cathode potential and have a 
diameter of 68 rom and of 64 mm respectively. The smaller wing is surrounded by an anode 
to create a virtual anode (see section !.1.4.6). The magnetic field is generated by an 
electromagnet that consists of 6 separate coils (Fig. 5.1 a). Over the length of the target tube 
the magnetic field is uniform within 2%. The values given forB are measured in the centre of 
the coil. The chamber pressure was measured using a capacitance gauge from Pfeiffer (CMR 
264). The experiments were performed at constant power (100 W) and pressure whlle the 
magnetic field was varied. In Fig. 5.2 the magnetic field dependence of the discharge voltage 
is shown at 0.2 and l.O Pa. 
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Fig. 5.2. Dependence of the discharge voltage Vd on the magnetic field strength 8 at 1.0 Pa ( • ) and 0.2 Pa ( x ). 
5.3 Discussion: explanation by recapture? 
One can clearly see in Fig. 5.2 that Vd displays a minimum as a function of Bat 0.2 Pa 
but not at 1.0 Pa. Hence, the question arises which processes are responsible for this observed 
B-field behaviour. In a CMD the EGIP decreases strongly with increasing magnetic field. We 
want to investigate whether this decrease can explain the observed behaviour. 
Different approaches can be followed to elucidate the observed behaviour. One option 
is to simulate fully self-consistently the CMD, see e.g. [Vanderstraaten98a, Kudma02, 
Porokhova03). However, such an approach is out of the scope of this thesis. instead, the 
physical processes will be dealt with in a simplified way based on the extended Thornton 





This equation describes basically the equilibrium between the generation of ions in the plasma 
phase and the emission of electrons from the cathode. 
Consider the right hand side of the above equation. As before, we assume that E; and ~ 
are equal to unity. The SE yield y is set to 0.1. The EGIP f is determined using the analytical 
model described in section 1.2.6. The electron reflection coefficient R is taken 0.5 (see section 
1. 1.2.2.3). The effective ionisation energy W and the multiplication factor m are calculated 
using the MC model described in section 2.5. Here, it can no longer be assumed that W is 
equal to 30 eV because the HEE energy is too low. At lower energies, the probabiJity for 
excitation is relatively higher so that W increases. Hence, the quantities needed on the right 
hand side can be calculated, when a discharge voltage Vc1.in and a cathode sheath thickness ds 
are provided as input parameters. The first is known from the experiments but the latter is not, 
so that an initial ad hoc value needs to be chosen. Once the factors of the right band side are 
defined, it results in the simulated discharge voltage, which is referred to as Vd.sim to 
differentiate it from the input discharge voltage V d.in· For a realistic situation Vd.sim should be 
equal to the input discharge voltage Vd.in· However, for a random ds this is not the case. 
Hence, by iterating through this process we can determine dE. 
We use the experimental discharge voltages Vd,exp as input voltage Vd,in for the 
simulation. To start the simulation, an initial value for dE is chosen. If Vd,sim<Vcl.in ds needs to 
be decreased, in the opposite case d8 needs to be increased. Through this iteration process, dE 
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is calculated. The iteration process is stopped when 11-Vd,sin/V<~,;n1<0.05. This way, the 
accuracy of the presented simulations is of the order of 5%. Per iteration step 50 electrons are 
retraced. Note that, again, the MC simulations are performed at 2.0 Pa as the ionisation 
distribution, and consequently the multiplication factor m, does not explicitly depend on the 
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Fig. 5.3. The simulated dependence of the cathode sheath thickness d5 (o) on the magnetic field strength B at 
1.0 Pa (a) and 0.2 Pa (b). Also the experimentally measured discharge voltage V6.e.cp• which was used as Vd.in• is 
shown(- ). 
The question arises whether the calculated cathode sheath thicknesses are physically 
correct or not. From magnitude they seem rather realistic: at 1.0 Pa dE decreases 
monotonously from 4 to 3 mm, which is a realistic range for the CMD. At 0.2 Pa larger dE, in 
the range 4 to 7 mrn, are found. These larger dE-values could be expected as decreasing the 
pressure increases the cathode sheath thickness. At this low pressure, dE is also found to 
decrease monotonously with increasing B. In the next paragraphs it will be discussed that this 
latter result is not physically correct by considering the magnetic field dependence of the 
derivative 6. V J M and of the cathode sheath thickness dE. 
It is clear that at 1.0 Pa 6. Vd.exr/M is always negative. This has a physical meaning. 
Assume a CMD in steady state. When the magnetic field B is abruptly increased, the 
equilibrium expressed by eq. (5.1) is disturbed. For the given situation, an increase in B will 
increase the ionisation in the sheath (larger m) and the EGIP will decrease (smaller/). The 
first effect tends to decrease, the Latter to increase the discharge voltage. Apparently, the latter 
effect is in this case smaller so that the new steady state Vd.exp is lower, i.e. t1Vd,exp<O. To 
simulate t1Vd.sirr/M we start from known discharge conditions, i.e. a magnetic field strength 
Bo for whicb dE is determined so that Vd.in = Vd,slm· Tben the magnetic field is increased at 
constant dE and Vd.in· Given the above reasoning, the new Vd.sim should be smaller than Vd.in• 
which is indeed simulated. 
At 0.2 Pa t1Vd,exr/M is negative up to magnetic field strengths of approximately 
400 G. Above this, it is clear from Fig. 5.2 that 6.Vd,exr/M should be positive. However, the 
model yields only positive values, i.e. it does not reproduce the change in sign of the 
derivative. When for example at 460 G the magnetic field is increased with 40 G the 
corresponding Vd,slm is almost 80 V lower than Yt~,sim at 460 G. Hence, the model does not 
reproduce the change in AVd.sin/M at high magnetic fields and low pressures. Tbe fact that 
Vd.slm increases with increasing B is only because it is enforced externally: we demand Vd.slm to 
be equal to Vd,exp· 
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There is another indication that the simulated results are not correct. As said, above 
400 G at 0.2 Pa, an increase in 8 disturbs the equilibrium expressed by eq. (5.1) so that per 
emitted SE more ions need to be generated. The discharge can restore the equilibrium by an 
increase in the discharge voltage. However, from the pressure dependence of the planar MD, 
we know that the discharge tries to restore the equilibrium not only by increasing the 
discharge voltage but also by increasing the cathode sheath thickness (section 4.3.2). Hence, it 
is expected that the transition from negative to positive llVc~,tJ.plM is accompanied by a 
similar change in Mr:}M. However, the simulation results reveal a continuous decrease in dE 
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Fig. 5.4. The si mula1ed dependence of the ratio V4_.1,./V d.Jn ( • ) on the magnetic field 8 at 0. 2 Pa. Next to this ratio, 
also the EGIP I (x), the multiplication fa.ctor m (.6.) and the effective ionisation energy W (c ) are shown. The 
Iauer two arc plotted against the vertical axis on the right hand side. The values of I are multiplied by a faclor 
100. These results are obtained using the test settings (sec text). 
Hence, for a physically correct simulation, we need to find a situation where for given 
parameters, the simulation results indicate that6Vc~,5;rrfll.B>(). In order to find such a situation, 
we first check if this condition can be met with the model as it is. For this purpose, we 
introduce the test settings: Vd.in = 300 V, de = 6.0 mm, p = 0.2 Pa, y = 0. 1 and R = 0.5. Using 
these test settings, the ratio of Vc~,sirr/Vc~,111 was calculated in the range of 200 to 1000 G 
(Fig. 5.4). These settings do not correspond with a physical consistent situation because this 
ratio is not equal to one. Nevertheless, from this kind of simulation in which only the 
magnetic field strength varies while all other parameters are kept constant the sign of 
6Vd,s;rr/M can be studied. In Fig. 5.4 Vd.in is kept constant at 300 V. Consequently, the 
increasing ratio of Vd,sirr!Vc~,;n at large 8 indicates that in this case the condition llVd.sirr/68>0 is 
fulfilled at large B. The reason is the rather low Vc~.;n combined with a large dE. When the 
magnetic field becomes stronger, the electrons emitted from the target can only reach a small 
height above the target so that their average energy is low. As a result the effective ionisation 
energy W increases significantly (Fig. 5.4). This combined with an m reaching a peak and the 
continuous decrease in the EGIP f (both also shown in Fig. 5.4) explains the simulated 
increase in the discharge voltage above 400 G. However, this correct B dependence is not 
found for a realistic simulation, which requires Vc~,s,rr/Vc~.m equal to unity. For the experimental 
conditions, this effect might also occur but it will be at too high magnetic field strengths 
because there vd is larger. 
Consequently, the model as it is now cannot correctly explain the observed magnetic 
field dependence of the CMD at low pressure. Hence, we need to find another process that 
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can explain the experimental observation. If we think about the aspects we neglected in the 
simulation, then two possibilities appear: both the anomalous or Bohm diffusion and 
Coulomb collisions were neglected. Both aspects will now be incorporated in the MC model 
to find out whether they can explain the observed magnetic field dependence of the discharge 
voltage or not. 
5.4 Extension of the MC model 
In this part, we reconsider the MC model that was introduced in section 2.5 to 
determine the ionisation caused by a single electron. In a cylindrical discharge, the magnetic 
field can be assumed constant. This is a major simplification when applying the MC model to 
the CMD. The extension of the MC model to include Bohm diffusion (section 5.4.1) and 
Coulomb collisions (section 5.4.2) is now discussed. 
5.4.1 Bohm diffusion 
As mentioned before, it is expected that Bohm diffusion occurs in the MD (section 
1.1.3.6.2). In the same section, an empirical method (from [Smimov04]) to include Bohm 
Diffusion Collisions (BDC) in a MC model is mentioned. Here, we follow the same approach: 
it is assumed that when an electron undergoes an interaction with the electric field nuctuation, 
its velocity component perpendicular to the magnetic field scatters isotropically [Smimov04). 
The parallel velocity component is not changed. This implies that the guiding centre of the 
electron orbit gets a random shift in the plane perpendicular to the magnetic field. The 
frequency va of the BDC is defined as [Srnirnov04): 
v 8 = am~ (5.2) 
with Cl.\. the Lannor frequency (eq. (1.49) in section 1.1.3.6.2) and ex a fitting parameter. The 
justification of this approach is given in Appendix 4 of [Ahedo03]. From the comparison of 
their simulation results with experiments, Srnimov et al. report that ex should be close to 1/16 
[Srnimov04). Other simulation work related to Hall thrusters indicates ex around 1/44 
[Keidar01). According to [Ahedo03) a more plausible value is around l/100 as this is reported 
several times in Hall thruster simulations. 
This approach for v8 bas a major consequence. Up to now, the ionisation distribution 
of a single electron was independent of the gas pressure (section 2.6.3.3). This enabled to 
simulate the ionisation distribution much faster because the simulations could be perfonned at 
higher gas pressures. However, if eq. (5.2) is used, this is no longer the case: va does not 
depend on the pressure but the relative occurrence of the BDC does depend on it. Thus, the 
ionisation distribution is pressure dependent. Although this physical fact cannot be denied, we 
can define the Bohm collision frequency in a pressure independent way by using the empirical 
parameter Fa instead of ex: 
(5.3) 
with v101 the sum of the collision frequencies for ionisations, excitations and elastic collisions 
for an electron energy of 100 eV. Hence, the parameter Fa gives the relative occurrence of the 
Bohm djffusioo collisions compared to the other collision processes. In other words, Fa is 
deftned such that the product of both Fa and V101 is pressure independent, although both 
individually are pressure dependent. This implies that the simulated ionisation distribution is 
again pressure independent. Of course, the magnetic field dependence remains, meaning that 
Fa is proportional with the magnetic field strength B. 
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5.4.2 Coulomb collisions 
In a CMD, all SE that are emitted from the target experience a magnetic and an 
electric field that are perpendicular to each other. As a result, the SE remain much closer to 
the target surface as in a planar MD. In the latter they can gain height by following the 
magnetic field lines (see e.g. Fig. 1.1 ). Here, the maximum energy the SE can gain before 
undergoing an interaction with the discharge gas is determined by their Larmor radius rr.. 
(eq. (1.2) in section I.J.l), which decreases when the B-field is increased. As already 
mentioned (section 5.3) this causes the effective ionisation energy to increase. For a 
sufficiently strong B-field and a relatively thick cathode sheath, the SE energy will be so 
small that neglecting Coulomb collisions (CC) becomes doubtful because the cross section for 
CC increases very strongly with decreasing electron velocity (Fig. 1.6 in section 1. 1 .2. l .1 D). 
The full and exact treatment of CC in a CMD model is beyond the scope of this work. 
Instead, we want to indicate here that by taking into account CC the observed B-field 
behaviour of the CMD can be understood. Hence, CC will be modelled in a simplified way. 
As for the Bobm diffusion collisions, the two important aspects to determine are the scattering 
angle X in the centre of mass system and the scattering cross section Ox· In the case of CC, 
both are related through eq. (1.9) in section J.l.2.1.1D). We used this equation together with 
eq. (1.8) for Ooo (in the same section) to deduce Ox. ln reality, the scattering angle X depends 
on the impact parameter. However, as will be shown (section 5.5.2), for small scattering 
angles, which are the most likely to occur, the exact choice of X has a very small influence on 
our results. Therefore, the model was only implemented for a fixed scattering angle, referred 
to as xo. which is an input parameter of the simulation. 
For CC also the density of the colliding species needs to be determined. This is 
fundamentally different from the other collision processes previously discussed as for those 
the colliding species are the neutral argon atoms, the density of which can be deduced from 
the gas pressure. For the electron density ne, both tbe gas pressure and the ionisation degree 
(JD) of the discharge are needed . The latter is not known exactly but can be estimated based 
on the overview given in Table 1.3 and Fig. 1.18 (both in section !.1.3.5.3). Furthermore, we 
relate the ID to the cathode sheath thickness. Consider a given discharge with cathode sheath 
thickness de.o and ionisation degree IDo. It is assumed that for a given applied electrical power 
the total number of electrons in the cathode sheath is constant Note that here it is explicitly 
demanded that there are electrons in the cathode sheath, which is justified given the strong B-
fields and the rather large sheaths considered. Consequently, the ID is related to the volume 
within the cathode sheath. For a cylindrical magnetron with cathode diameter Rc, length L and 
sheath thickness de, this volume V is given by: 
(5.4) 
The ID is inversely proportional with this V, which for a given magnetron geometry only 
depends on de. Consequently: 
(5.5) 
Hence, once the ID is chosen for a given de, the ID is also detennined for all other de. 
The assumption that the total number of electrons only depends on the applied electric 
power not onJy allows detennining the ID for different de. it also fixes the ID for different gas 
pressures. Indeed, given this assumption, it follows immediately that: 
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(5.6) 
with IDo (ID1) the ionisation degree at po (p,). In conclusion, when working at constant 
electric power, once IDo is specified for a certain cathode sheath thickness dE,o and a certain 
pressure po, the ID can be determined for any de and p. 
5.5 Results and discussion 
5.5.1 General Influence of Bohm diffusion 
To retrieve the effect of Bohm diffusion collisions on the CMD, we redo the 
simulations for the B-field dependence of Vd.sim for the test settings (section 5.3). To perform 
these simulations, we need to specify the frequency of the Bohm diffusion collisions by 
assigning a value to Fa (see eq. (5.3)). This empirical factor defining the Bohm collision 
frequency needs to be chosen at a specific magnetic field strength. We choose this factor 
equal to 0.3 at 500 G, i.e. Fa(500) = Fa,500 = 0.3, which means that at 500 G roughly one in 
four of the electron interactions is a Bohm collision. The magnetic field dependence of Fa is 
given by: 
(5.7) 
with B given in Gauss. The reason for this choice of FB.soo is that this results in a value of a 
(eq. (5.2)) of approximately 0.0 I, which is one of the more frequently encountered a-values 
in Hall thruster modelling [Ahedo03]. 
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Fig. 5.5. The simulated dependence of the ratio V d.loi./V d.i• on the magnetic field B at 0.2 Pa. The ratio is obtained 
without (•) and with (o) taking into account Bohm diffusion collisions. In the latter case, F 8(500) is set to 0.3. 
These results are obtained using the test settings (see section 5.3). 
The results are shown in Fig. 5.5 for the ratio Vd,sin/Vd,in· Also the result obtained 
without Bohm diffusion is shown. By taking into account BDC, the magnetic field strength at 
which the minimal ratio occurs is shifted to stronger fields. This indicates that Bobm diffusion 
has the opposite effect as what was needed. This is logical: by including BDC, the mobility of 
the electrons in the direction perpendicular to the magnetic field lines is enhanced. This means 
that the electrons shift to relatively higher positions above the target, i.e. they gain more 
kinetic energy. Because of this the effective ionisation energy W is lowered. As the increase in 
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W caused the increase of the discharge voltage with increasing magnetic field sLrength 
(section 5.3), this means that here this increase will start at stronger magnetic fields. 
Consequently, taking into account Bohm diffusion does not explain the observed magnetic 
field dependence at low gas pressures. 
5.5.2 General Influence of Coulomb collisions 
To assess the influence of CC, we determine the magnetic field dependence for the test 
settings. As the ID is not known, two different options were simulated: IDo = 0.005 and 
IDo = 0.00 I with IDo the ionisation degree for dE= J 0 mm at 0.2 Pa. lf not mentioned 
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Fig. 5.6. The simulated dependence of the ratio Vd_...IVc~.1• on the magnetic field Bat 0.2 Pa. The ratio is obtained 
for fDo = 0.005 (6), IDo = 0.001 (0) and for I Do = 0 (• ). The Iauer means that CC arc not accounted for. The 
scattering angle Xo was set to 9°. These results arc obtained using the test settings (see section 5.3). 
The results for the ratio Vd.simiVd.ln are shown in Fig. 5.6, together with the result 
obtained without CC (equivalent with IDo = 0). First of all, it is clear that the exact choice of 
the IDo has a strong influence on the resul ts. At weak magnetic fields CC have a rather small 
influence but the influence grows with increasing magnetic fields. The reason is that by 
accounting for CC the increase in the multiplication factor m with increasing magnetic field is 
strongly reduced. Hence, because of CC the cathode sheath thickness should be much larger 
at strong B-fields. This corresponds with the effect that was needed to explain the 
experimental behaviour. In conclusion, it appears that redoing the simulation procedure of 
section 5.3 with CC included might result in the correct dependence. 
Before doing so, the influence of the scattering angle Xo is investigated. Fig. 5.7 shows 
the ratio Vd,s.miVd.in for IDo = 0.005 and scattering angles Xo equal to 4.5, 9 and 18. In general, 
it can be seen that the effect of the CC becomes smaller for decreasing Xo· However, it is clear 
that the influence of the exact choice ofXo is much smaller than the effect of including CC. As 
we already mentioned, the aim of the simulations is to outline which physical processes can 
explain the observed behaviour. For this aim, the rather small influence of Xo can be 
neglected. 
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Fig. 5.7. The magnetic field dependence of the ratio Vd.sm/Vd)• for different scattering angles Xo at 0.2 Pa. The 
ratio is obtained for Xo = 4.5 (x ), 9 (6) and 18 ( 0) and IDa= 0.005. Also the result without taking into account 
CC (lDo = 0) is shown ( • ). These results are obtained using the test settings (see text). 
5.5.3 Application to the experimental results 
Now, we redo the simulations for reproducing Vd,e~p as described in section 5.3 but 
with CC included. For the reference ionisation degree IDa at 0.2 Pa we choose 0.002 and 
0.005. All needed IDs can be deduced using eqs. (5.5) and (5.6). The radius Rc of the cathode 
is taken 34 mm, based on the physical dimensions of the cylindrical magnetron (see Fig. 5.1). 
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Fig. 5.8. The simulated magnetic field dependence of the cathode sheath thickness dl! at 1.0 Pa {a) and 0.2 Pa (b). 
The results for three different cases are shown: ID0 = 0.005 (6), IDa= 0.002 (0 ) and IDa= 0 (o). Only the 
result obtained with ID0 = 0.005 shows the expected increase in ds at high magnetic fields at 0.2 Pa. Also the 
experimentally measured discharge voltage Vd..,.p. which was used as Vd.i•• is shown(- ). 
The results obtained for the cathode sheath de are presented in Fig. 5.8. Also the result 
without taking CC into account (from section 5.3) is repeated. At 1.0 Pa the influence of CC 
is very small. The reason is that at this pressure, the ID is five times smaller than at 0.2 Pa 
because the number of charged particles is considered independent of the gas pressure in 
agreement with experimental observations (section 1. 1.4.2.4). For IDo = 0.005 the values for 
dE are slightly higher than for IDo = 0.002 and IDo = 0 (Fig. 5.8a). For the latter two cases, the 
figure shows that the difference is withjn the accuracy of the simulation (around 5% as 
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mentioned before) as the two curves for de are intertwined. According to these results, these 
low ID have a very limited influence on the MO. 
At 0.2 Pa the curves for de arc clearly different. We see that for 100 = 0.002 the 
cathode sheath has to remain larger at strong magnetic fields but de still continuously 
decreases. For IDo = 0.005 the overall de are larger and de increases at sufficienUy high 
magnetic lield strengths for the lowest pressure. The minimum of de occurs at slightly weaker 
B-tields as the minimum of Vd,exp· For the two minima to coincide IDo should be chosen 
slighUy lower than 0.005. 
Based on these results and the extended Thornton relation (cq. (5.1 )), the following 
mechanism for the magnetic field dependence of the CMO is proposed. Assume a discharge 
without magnetic field. Initially, applying a small magnetic field will keep the electrons 
trapped close to the target surface. As a result no high energy electrons can leave the 
discharge (~ = I) and the ions are generated close to the target so that all ions bombard the 
target (Ci = I). For standard magnetron discharges this requirement is fullilled. Hence, further 
increasing the magnetic field has no effect on these parameters and the decrease in discharge 
voltage is not caused by a better electron confinement as might be intuitively expected. 
Instead, the reduced discharge voltages are due to the enhanced probability for sheatb 
ionisation (multiplication factor m increases). Also the recapture of electrons becomes more 
important (EGIP /decreases). However, at not too high B-fields or sufficienUy high pressures, 
the discharge voltage decreases which indicates that the increase in m has the strongest effect. 
However, due to the increasing magnetic field, the maximum energy the electrons can reach 
decreases. This leads to an increase in Wand also to an enlarged probability for CC. Because 
of the latter, the electron mobility in the direction perpendicular to the magnetic field 
increases, which means that there is relatively less ionisation in the cathode sheath, i.e. m will 
tend to saturate with increasing magnetic field. These effects combined with the decrease in 
EGIP f arc the reason that at sufficiently low pressures, the value of the right hand side of 
eq. (5.1) decreases with increasing B, i.e. an increase in the magnetic field leads to a 
decreased ion generation per emitled electron. The discharge will try to restore this 
equilibrium, which explains the experimentally observed increase in Vd. Most likely, this 
restoring of the equilibrium is enhanced by the widening of the cathode sheath. 
5.6 Conclusions 
ln this chapter the magnetic field dependence of the CMD was studied. Experimental 
observations show that in the considered magnetic field range ( 150-550 G), the discharge 
voltage decreases monotonously at high pressure (1.0 Pa) with increasing magnetic field 
strength at constant power. At low pressure (0.2 Pa), the discharge voltage reaches a 
minimum around 400 G. 
To explain this behaviour the extended Thornton relation is used in combination with 
the analytical model for the EGIP fand the Monte Carlo model for determining the effective 
ionisation energy W and the multiplication factor m. The simulation results obtained when 
only taking into account the standard electron-atom interactions (ionisations, excitations and 
elastic collisions) are unable to explain the observed increase in discharge voltage, although 
an increase in the discharge voltage can be simulated for a hypothetical situation. 
To overcome this problem, the Monte Carlo model was extended to include Bohm 
diffusion and Coulomb collisions. When Laking into accoun t the latter type of collisions, the 
observed experimental behaviour could be simulated and explained. 
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The "usual" decrease in discharge voltage with increasing magnetic field is caused by 
an increased probability for sheath ionisation. However, at very high magnetic fields the 
electrons emitted from the target remain less energetic as they cannot reach out far above the 
target due to the small Larmor radius. Consequently, the effective ionisation energy increases 
and the electrons become more susceptible to Coulomb collisions. Moreover, at low pressures 
the recapture of electrons, which increases for stronger magnetic fields, is very important. As 
a consequence, increasing the magnetic field above a certain value at sufficiently low pressure 
actually reduces the amount of generated ions per emitted electron. The discharge counteracts 
this by increasing the discharge voltage and cathode sheath thickness. 
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6 INFLUENCE OF BOHM DIFFUSION AND VALIDATION OF 
THE MODEL 
6.1 Introduction 
As seen in the Chapter 4, the current-voltage characteristics (IVs) calculated with the 
SCM as described up to now do not really agree with the experimental observations, 
especially the steepness of the slope is not reproduced. Logically, one or more physical 
processes involved in the MD have so far not been included (correctly) in the simulation. 
ln the previous chapter a similar problem was discussed. There, accounting for 
Coulomb collisions and Bohm diffusion could help to explain the experimental behaviour. 
Here also, it is investigated whether the discrepancy between the experiments and the 
simulations can be explained by these processes. 
Coulomb collisions can be ruled out immediately. In contrast to a cylindrical 
magnetron, the height that electrons emiucd in a planar magnetron can reach is not strictly 
related to their Lannor radius because they follow the magnetic field lines. Consequently, 
even for strong magnetic fields, the electrons can gain a considerable amount of kinetic 
energy. As the Coulomb collision cross section drops dramatically with increasing electron 
velocity (see Fig. 1.6 in section L 1.2.1.1 ), this type of collisions can be neglected here. Hence, 
we have to focus on the Bohm diffusion collisions (BOC). 
ln the simulation of Hall thrusters, the anomalous electron drift also hampers the 
simulations. There, the problem is dealt with by introducing a phenomenological term 
describing BOC, see e.g. [Bareilles04, Smimov04] (and section l.J .3.6.2). For the simulations 
presented in the previous chapter, we incorporated the effect of Bohm collisions in a similar 
way. This was possible because the ionisation distribution was detennined using a MC 
method. Here, the ionisation distribution of the HEE is determined analytically. Hence, the 
challenge is to include Bohm djffusion into the SCM. 
ln the next section the SCM is adapted to account for Bohm diffusion (section 6.2). 
Afterwards, the adapted model is used to simulate the effect of Bohm diffusion on the MD 
properties (section 6.3). Finally, the simulation results are compared with experimental results 
(section 6.4). 
6.2 Model 
ln the previous chapter, the BDC were assumed to occur at a freq uency va, defined by 
(section 5.4.1 ): 
(6. 1) 
with Fa an empirical factor determining the relative occurrence of the BDC compared to the 
standard collisions, wruch occur with frequency v101• 
Hence, an artificial type of collisions, the Bohm diffusion collisions, is introduced. 
They represent the electron interaction with the electric field oscillations. These "collisions" 
occur in-between the standard collisions, i.e. excitations, ionisations and elastic collisions. 
Because of the extra number of collisions, the mobility of the HEE in the direction 
perpendicular to the magnetic field lines is enhanced. 
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Now, we want to introduce the effect of these Bohm diffusion collisions in the SCM. 
Therefore, we look back how the electron transport is modelled in the SCM. In section 2.3.2, 
it was explained tl1at this is achieved by considering a Gaussian distribution around the 
magnetic field lines. The width of the Gaussian was related to the Larmor radius of the HEE. 
Hence, to increase the electron transport, there are two options. 
First, the number of collisions can be increased. However, this would seriously 
complicate the model because the total number of interactions influences MD properties like 
the multiplication factor (section 2.4.3). Additionally, as Bohm diffusion collisions do not 
generate ions, they should not be included in this process. Hence, increasing the total number 
of interactions would require that a distinction is made between the "standard" total number 
of collisions and the total number of collisions including Bohm diffusion. This would further 
complicate the model. 
A second possibility to increase the electron transport is by widening the Gaussian 
distribution. This is very straightforward to include in the model: it needs only an adaptation 
of the expression which defines the width of the Gaussian distribution cr (see section 2.3.2). 
This option was preferred as it is much more practical to implement. The newly introduced 
width of the Gaussian distribution cra is defined as: 
(6.2) 
with Fa defmed as before. This can be interpreted as follows. For determining the average 
transfer matrix, we only consider the standard number of interactions. The electron has some 
extra possibility to diffuse in the direction perpendicular to the magnetic field lines because of 
the Bohm diffusion collisions in-between the standard collisions. This extra mobility is 
introduced by multiplying the width of the Gaussian distribution with the factor 1 +F8 . 
Note that due to the way Fa is included in the model, it can only be considered as the 
relative occurrence of Bohrn diffusion collisions when, on average, the scattering angle of the 
standard collisions is the same as of the Bohm diffusion collisions. If this is not the case, the 
right hand side of eq. (6.2) should actually be cr(l +cF8 ) with the constant c a factor defining 
the effect of the different scattering angle. Whatever the actual value of c, it does not affect 
the results of the model, it only compromises the physical meaning of F8 as relative 
occurrence of Bohm diffusion collisions. Hence, whenever in the remaining part of the text Fa 
is referred to as the relative occurrence of Bohm diffusion collisions this is only valid under 
the assumption of equal scattering angles. 
The factor Fa depends on the magnetic field, which can be deduced from eqs. (6.1) 
and (5.2), and on the gas pressure. The reason for the latter is that, even though va does rwt 
depend on the gas pressure V101 does. Consequently, the relative occurrence of Va to V101 is 
pressure dependent. Taking into account this magnetic field and pressure dependence, F8 is 
defined by: 
) - F Bmv. P,.t Fs(Bma>,p - B.u[ 
Bmv..ref P 
(6.3) 
This implies that the effect of Bohm diffusion on the MD can be consistently simulated by 
choosing Fa,rer for a specific magnetic field strength and a specific pressure. Once this choice 
is made, Fa is determined for all other BlllJlX and p. To define Fs.rer the same convention as in 
the previous chapter is followed, i.e. Bmax,ref = 500 G and Prer = 0.2 Pa. 
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ln conclusion, to take into account the increased mobility of the HEE, the empirical 
Bohm diffusion factor F8 is introduced. Although this is an "artificial" way to include Bohm 
diffusion, Fa is defined in such a way that, once a choice is made, it consistently describes the 
influence of Bohm diffusion for different magnetic field strengths and gas pressures. 
Although the implementation is seemingly simple, the introduction of Bohm diffusion bas a 
profound influence on the MD properties as will be shown in the next sections. 
6.31nfluence of Bohm diffusion: results and discussion 
In this section, the influence of Laking into account Bohm diffusion in the SCM is 
treated. Its effect on different aspects, such as the IV, the pressure and magnetic field 
dependence, is investigated. Some parts of this discussion are qui te similar to parts of 
section 4.3. However, there the results obtained without Bohm diffusion were presented. The 
reason to explicitly mention the results both with and without Bohm diffusion is to be able to 
compare them. 
For the results presented here the settings described at the beginning of section 4.3 are 
used. As in Chapter 4, " fV" refers to both a plot of /d vs. Vd and jm vs. Vd. Of course, here the 
results are obtained taking into account BDC by specifyi ng an Fa.ret· 
6.3.1 Influence of the Bohm diffusion collision frequency 
6.3.1.1 For a given current and pressure 
ln this section. we start from a givenjm (2 Aim) and a given gas pressure (0.5 Pa). It is 
simulated how different MD properties are influenced by an increasing contribution of Bohm 
collisions. The Iauer is achieved by increa<;ing Fa,ret· 
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Fig. 6.1 Influence of Fu.rc1 on the discharge voltage Vd (a), on the cathode sheath thickness d8 ( .6. ) and the 
fWHM w of the erosion proftle ( • ) (b), at constanl}m (2 Aim) and pressure (0.5 Pa). 
The discharge voltage Vd is plotted as a function of Fa.rei in Fig. 6.1 a: it is clear that 
with increasing Fa.ret the required discharge voltage drops. For Fa.rei>4, the influence of 
increasing the contribution of Bohm diffusion is relatively small. Fig. 6.1 b shows that also de 
and w are influenced by Fa.rr1: both increase with increasing Fa.ref· The increase in w is 
obvious: because of the enhanced electron mobility, the ionisation distribution is more spread 
out. The increase of de and decrease of Vd are more difficult to understand. 
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Fig. 6.2 Influence of Fa.re~ on the average EGIP </>. on the average multiplication factor <m> and on the product 
<fm> at constant}m (2.0 A/m) and gas pressure (0.5 Pa). 
To understand this, we first consider the behaviour of <f>, <m> and <ftn> as a 
function of Fa.rer (Fig. 6.2). With increasing Fa.rer, the mobility of the electrons is raised. 
Consequently, the electrons pass the sheath faster, which decreases <m>. To compensate this 
decrease, the cathode sheath thickness is increased. However, this can only partially 
compensate tbe effect because the net result is still a decrease in <m>. This is only possible 
because of the wider erosion profile, which implies that the electron emission profile is wider. 
As this increases the EGIP f, the discharge is maintained ln spite of the reduced <m>. 
ApparenUy, the increase in <f> is so strong that also the discharge voltage can decrease. 
Because of the enhanced electron mobility, the ions are generated on average further 
away from the target and less in the cathode sheath: indeed, the fraction <p decreases from 
approximately 50% (Fa.rer = 0) to 40% (Fs,rer = 10.8). This explains why A11,1 increases with 
F a.rer as seen in Fig. 6.3. The figure also shows jd.n (= jJjd(Fa,rer = 0)): it clearly decreases 
strongly because of the increase in dE and decrease in Vd. The line current density jm can 
nevertheless be kept constant because of the increase in w, A11,s and A11.t· 
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~ ~ ~ 2 +----"......-- ---------+ 0.6 ~ 
~ c ..,; 
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Fig. 6.3 Influence of F8 .rer on the required amount of electrons per maintaining cycle in space A11 .. (0) and in 
Lime A11,, ( • ). Also the surface current density h .. is plotted (X). The latter is }d normalised the value for jd at 
Fa . ...r= 0. 
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As mentioned, FB is a function of both the magnetic licld and the gas pressure as 
expressed by eq. (6.3). For example, for the results shown in Fig. 6.1 to Fig. 6.3 the actual Fa 
is Fa.tdx(600/500)x(0.210.5) = 0.48Fa.td· Based on the comparison of the simulation and 
experimental results, FB.rer= 3.6 was chosen (sec section 6.4.3.1). A plot of Fa as a function 
of Bmu and p is made to get a "feeling" for the relative occurrence of Bohm diffusion 
collisions for this choice (Fig. 6.4). This shows that at high pressures and/or low magnetic 
fields, Bohm diffusion plays a minor role, e.g. at 400 G and 1.2 Pa we find Fa"' 0.5, meaning 
that only one Bohm diffusion collision occurs per two standard collisions. On the other hand, 
at 600 G and 0.1 Pa, we find Fa "' 8.6, which implies more than eight Bohm diffusion 
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Fig. 6.4 The Bohm diffusion factor Fn as a function of p and B.,.. for Fn.m = 3.6. 
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Fig. 6.5 The figure gives an overview of the seLf~nsistent solution obtained for Vd = 440 V, d 11 = 1.6 mm and 
Fa.~r = 3.6. Parr a shows fB. the distribution along the x-axis of the ions bombarding the target ( x ). Given the 
constant SE yield y, this profile corresponds with the SE emission profile r. Furthermore, the erosion profile w ( 
• ), the EGI P f ( · ), the multiplication factor m ( !::. ), the emission profile corrected for recapture rf ( 0 ) and 
the effective SB emission profile rfm ( • ) are shown. Part b repeats the original and effective emission profiles 
but shows also the occupation profiles u ( !::. ) and u51 ( .t. ). Note that the emission profile r is scaled such that 
the sum of all r, is equal to one. Also the occupation profiles are scaled such that the sum of all u; and u51; 
together equals one. The boundaries of the vertical axes are taken the same as those of Fig. 3.10 to facilitate 
comparison of the figures. 
In this section, the influence of accounting for Bohm diffusion on the MD structure is 
investigated. The term structure refers to the different proftles used in the SCM to 
characterise the MD, e.g. the emission profile r and the occupation profiles u and us1, as 
displayed in Fig. 3.10 (section 3.3.2). Here a similar plot is made for the same settings, i.e. for 
Vd = 440 V and dE= I .6 m.m, but including BDC by setting Fa,rer = 3.6 (Fig. 6.5). Comparing 
the results obtained with and without Bohm diffusion confirms that the multiplication factor m 
is indeed much smaller with Bohm diffusion because of the enhanced electron mobility. As a 
result, the contribution of sheath ionisation is much smaller, wbjch is reflected in the strongly 
decreased peak of us1 shown in part b of the figure. Note that the peak position of us1 did not 
change as this is determined by the sheath thickness which is kept the same in both cases. The 
arches towards the edge of the race-track are much more occupied as expressed by the wide 
maximum of u. This leads to a more spread out emission and erosion profile. Because of the 
reduced m, the effec.tive SE yield is lower. As a consequence, the self-consistent pressure for 
these settings is 0.57 Pa, without Bohm diffusion it was 0.29 Pa. 
6.3.1.3 Influence of Bohm diffusion on the current-voltage characteristic 
In this section, the influence of Bohm diffusion on the IV is investigated. The results 
are presented in Fig. 6.6 at 0.5 Pa for Broax = 600 G: with increasing Fa.rer the IV becomes 
steeper. This is also reflected in then-values which increase from below 5 to around 7.5. This 
is a very encouraging result: in the introduction (section 6.1) it was mentioned that the IVs 
simulated without Bobm diffusion were not as steep as experimentally observed. Apparently 
including Bohm diffusion can overcome this shortcoming. 
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Fig. 6.6 Effect of F8.ret on Lhe IV for B,_ = 600 G at 0.5 Pa. The numbers at Lhe right hand side of Lhe curves 
indicate Lhe corresponding F8.rervalues. 
6.3.2 Influence of Bohm diffusion on the pressure dependence of the MD 
ln this section, the pressure dependence of the MD as simulated including Bohm 
diffusion is investigated. In section 6.3.2. 1 we look at the influence of the pressure at constant 
discharge current, in section 6.3.2.2 the influence on the IV is discussed. 
6.3.2. 1 Pressure dependence at constant current 
700 1.8 11 
~600 e 
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Fig. 6.7 Influence of the gas pressure on Lhe discharge voltage Vd (a), on Lhe calhode shealh Lhickness d6 ( 1::.) 
and on Lhe FWHM w of Lhe erosion profile ( • ) (b), at constantjm (2.0 Aim) for F8.r<r = 3.6 and B ..... = 600 G. 
This section discusses the influence of the pressure on the MD at constant llne current 
density. Hence, it is similar to section 4.3.2 (Fig. 4.15). We start with the influence of the 
pressure on the discharge voltage (Fig. 4.15a), on the cathode sheath thickness and on the 
FWHM of the erosion profile (Fig. 4.15b). Note that here jm is equal to 2.0 Aim, without 
Bohm diffusion it was equal to 0.5 Aim. Another interesting difference is the behaviour of Vd 
at high pressures: without Bohm diffusion, a small but persistent decrease was simulated. 
Here, the discharge voltage remains practically constant, with even a tendency to increase 
again. This can be explained as follows. With increasing pressure, the EGIP f increases. At 
high pressures, this increase is weak but, in the absence of Bohm diffusion, it is strong enough 
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to cause the small decrease in Vd as observed in Fig. 4.15a. When Bohm diffusion is included 
in the simulation, we have to take into account that with increasing pressure, the effect of 
Bohm diffusion decreases as can be seen in Fig. 6.8. This reduction of the actual Fs leads to 
an increase of Vd. as shown in Fig. 6.1 a. Apparently, the latter effect is stronger than the 
increase in <.f> for the conditions shown in Fig. 4.15a. 
0 0.5 1.5 2 2.5 3 3.5 
pressure p (Pa) 
Fig. 6.8 Influence of pressure on the actua.l F8 for the results presented in Fig. 4.15. 
For de and w we fmd a similar qua)jtative pressure dependence as without Bohm 
diffusion. However, the pressure dependence of w with Bohm diffusion is stronger: without 
Bohm diffusion it increases approximately 20% from the highest to the lowest pressure, with 
Bohm diffusion it increases more than 40%. The reduced contribution ofBohm diffusion with 
increasing pressure explains why the pressure dependence of w is stronger as due to this 
mechanism, the pressure exerts a direct influence on the electron mobili ty. 
6.3.2.2 Pressure dependence of theN at different magnetic field strengths 
Fig. 6.9 shows the IVs simulated with Fa.rd = 3.6 at different gas pressures and magnetic field 
strengths. The maximum experimental discharge currents obtained with the magnetrons used 
for experimental verification (section 6.4.1) are around 1.0 A, which corresponds with 
jm"' 10 Aim. The IVs have been truncated accordingly. At 400 G (Fig. 6.9a) the typical 
pressure behaviour is reproduced, i.e. the fanning out of the curves at high discharge voltages. 
This behaviour is also retrieved experimentally (see Fig. 4.21 a) and could also be simulated 
without Bohm diffusion (see Fig. 4.20a). However, by including Bohm diffusion, also the 
pressure dependence that is measured at stronger magnetic fields is reproduced (compare 
Fig. 4.21 band Fig. 6.9c). In this case, the TVs are practically parallel to each other. 
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Fig. 6.9 Jnnuence of pressure on the IV for a_= 400 (a), 600 (b) and 1200 G (c). The im·axis is limited to 
realistic values (see text). 
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From these results, it can be deduced that also the dependence of Vd on Lhe magnetic 
field at a given discharge current and gas pressure is simulated correctly. This means Lhat a 
plot like Fig. 4.22 can be obtained (not shown). 
6.3.3 Conclusion 
The relative occurrence of Bohm diffusion collisions is strongly dependent on both the 
magnetic field strength and the gas pressure. From lhe presented results, it follows that the 
increased electron mobility because of Bohm diffusion widens the erosion profile and leads to 
steeper fVs. By including Bohm diffusion it was also possible to simulate the influence of the 
magnetic field on lhe pressure dependence of the fVs. 
6.4 Comparison of simulations with experiments 
In this section lhe simulation and experimental results are compared. Before 
comparing, it is useful to consider what can be expected from the model (see also 
Introduction). Certain aspects of the MD are only in a very simplified form included in lhe 
SCM (e.g. the anode position, the presheath) while others are not included at all (e.g. the bulk 
electrons). Consequently, the SCM cannot be expected to reproduce peculiarities of the MD 
due to a specific magnetron configuration or operation, e.g. a specific anode arrangement. 
working at extreme high or low powers, . . . Nevertheless, being convinced that the most 
important aspects and processes of the MD are represented correctly, the SCM should result 
in realistic, self-consistent values for the MD properties. Moreover, it should be able to 
produce the generic behaviour of the MD under the influence of the gas pressure, electrical 
power input and magnetic field strength. 
First, the experimental conditions are discussed (section 6.4. 1 ). Then follows an 
optimisation of the model (section 6.4.2). Finally, some results are compared and the 
agreement (or absence of it) with the experimental observations is discussed (section 6.4.3). 
6.4.1 Experimental conditions 
Most of the experimental data presented here are taken from [Depla05a]. This 
reference is dedicated to the importance of the discharge voltage to understand the MD. From 
the wealth of experimental results it reports, only the results regarding the influence of the gas 
pressure, the magnetic field, the electric power and the SE yield y are considered. The 
influence of the latter was determined by measuring the discharge voltage using different 
target materials. The influence of the magnetic field strength is investigated by changing the 
target thickness. The description of the other experimental details is taken from [Depla05a]: 
"The experiments were performed in a stainless steel chamber (approximately 0.025 m3) 
which was evacuated down to a base pressure lower than 4x1 o"' Pa with a turbomolecular 
pump backed up with a rotary pump. The base pressure was measured with a Penning 
gauge. The argon gas pressure during sputtering was measured using a capacitance gauge 
(Baratron MKS). 
Two types of magnetrons were used. The first magnetron was built in the laboratory. We 
have used NdFeB magnets (Goudsmit Magnetic Supplies). The outer magnet has an outer 
diameter of 47 mm and an inner diameter of 34 mm. The inner magnet has a diameter of 
20 mm. The second magnetron configuration was a commercially available magnetron (Von 
Ardenne, PPS 50). The latter one can be equipped with or without a plasma shield. This 
plasma shield is an extension of the anode ring around the magnetron. 
Two-inch targets (Goodfellow/ SCI Engineering Materials, all targets were 99.99% pure, 
except tor the Cu targets (99 %) used to study the influence of the magnetic field on the 
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discharge voltage) were mounted in the magnetrons and powered with a DC generator 
{HOttinger 1500 DC). The discharge voltage was registered using a digital voltmeter. " 
£t should be mentioned that, for comparing the simulations with the experiments, the 
race-track length L., is required as it links the calculated line current density jm with the actual 
ctischarge current /d, see eq. (4.2). For the laboratory magnetron, Ln is 8.2 em, for the Von 
Ardenne magnetron it is 11.3 em. 
Next to these experiments, the simulations are also compared with own experiments. 
These were obtained using the same Von Ardenne magnetron, again without anode shield. 
This time an aluminium target was used. 
The first set of experiments regards the measurement of the erosion profile. The 
central part of the target was masked such that the non-sputtered area could serve as the 
reference point for these measurements. The target thickness was 5.5 mm. An enlarged target 
diameter (58 mm) was preferred in order to visualise the outer edge of the race-track. The 
experiments were performed at constant current (0.43 A) at ctifferent pressures. In order to 
have a sufficienUy deep erosion profile, each target was sputtered for 270 minutes. Then, the 
erosion profile was measured using a micrometer with needle-tip. Some erosion profiles were 
measured with an automated 3D measuring unit. In both cases, the vertical resolution was 
0.01 mm. 
During a second set of experiments, the MD was studied optically by measuring the 
light emission. For these experiments, the magnetron was mounted in a different vacuum 
chamber (approximately 50 l) and an aluminium target of thickness 4.5 rom was used. These 
measurements were performed at constant power (50 W) using a DC power supply (Advanced 
Energy MDX 20kW). 
Fig. 6.10 Sketch of the configuration for the measuremenl of Lbe plasma ligbl emission. 
A sketch of the set-up for measuring the plasma light emission is shown in Fig. 6.10: 
the anode cup of the magnetron was removed to allow the light to enter horizontally the 
analogue video camera (Panasonic S-VHS MS4). The black and white images were captured 
with a frame grabber (National Instruments NI-£MAQ-card) and 'translated' into grey scale 
values by Labview software (National Instruments). These values were used for plotting the 
intensity of the plasma light emission. The result is the Light emission of the plasma (in grey 
scale values) in the ctirection perpendicular to the target. The length scale along the Iauer axis 
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was obtained in pixels. Through calibration it was determined that 1 pixel corresponds with 
0.054mm. 
6.4.2 Optimising the accuracy of the model 
For the simulation results presented here, the same settings as in section 6.3 were used. 
First, the basic result was obtained and the necessary points were determined through linear 
interpolation. When needed, some results outside the matrix result were obtained, e.g. because 
a larger discharge voltage or a smaller cathode sheath thickness were required. The former 
applies to weak magnetic fields and/or low pressures, the latter to strong magnetic fields 
and/or high pressures. To compare the SCM results with experiments, the accuracy of the 
model was increased by a more sophisticated calculation of the EGIP f and of the HaJJ drift 
velocity vexa. 
In section 1.3.2 the influence of the initial starting conditions of the SE on the EGIP f 
was discussed: the accuracy improves by increasing the number of initial velocity vectors. 
This number is defined by m and n (see section 1.2.2). In Chapter 3 and 4, the average over 7 
different initial velocity vectors in the xz-plane (m = 0, n = 3, see section 1.3.2) was taken for 
calculating! This was a compromise between the required calculation time and the accuracy. 
Here, the average over 21 initial velocity vectors (m = 5, n = 2) is taken as this should give a 
more accurate value of the EGIP. 
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fig. 6. I I Results for the Hall drift velocity vllxB along lhe x-axis as estimated ( 0 ) and as calculated using the 
MC technique ( • ). The results are obtained for dE= 1.6 mm, Vd = 440 V at2 Pa and Bmu. = 600 G. 
Another adaptation to the model is the calculation of vExB, the Hall drift velocity of the 
electrons. This velocity is needed as it determines lExB which is required for calculating A11,s. 
see eqs. (4.1 0) and (4.1 l) in section 4.2.3.4. There, VExB was estimated to be half of the drift 
velocity of an electron that does not undergo any collisions. Here, VExB is calculated by a MC 
method taking into account the electron interactions with the discharge gas. For a given 
starting position ten electrons were emitted and followed until their energy dropped below the 
threshold energy Eth (section 2. 1 ). For each of these HEE the average drift velocity during 
their lifetime was calculated. The average of these values was taken for vex8 . Fig. 6.11 shows 
both vexa as estimated and as calculated. For large lxl (>5), the estimated VExJ! is quite accurate 
but around the centre there is almost a factor of two difference. For the general discussion of 
the magnetron behaviour this is of minor importance but it is crucial for obtaining quantitative 
results. 
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Both these changes do not have any fundamental influence on the results but they 
increase the accuracy of the model output. As usual, the trade-off is the required computation 
time, which is roughly twice as long. 
6.4.3 Comparison of the simulation and experimental results 
6.4.3. 1 Choosing the input parameters 
Two of the input parameters required by the SCM, the electron reflection coefficient R 
and the relative occurrence of Bohm diffusion collisions Fa.ret. are difficult to specify by lack 
of experimental data. Also theSE yield y is not very accurately known for the different target 
materials. To avoid discussion about the exact value of the SE yield y we took for both target 
materials that were used (copper and aluminium) the value of 0.1. This leaves two parameters, 
Fa.rer and R, as "tuning parameters", i.e. they can be determined by comparing the simulations 
with the experimental results. Of course, we have to keep in mind the physical limitations. R 
is a material propeny and is not dependent of other external parameters. By lack of 
experimental data, R is taken the same for all target materials. The factor Fa,rer is assumed to 
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Fig. 6.12 The experimental IV at 0.3 (a) and 1.0 Pa (b) for the laboratory magnetron with a 3 mm target together 
with the simulated rv using both standard and optimised settings (see text). 
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To find a value for these parameters, we compare the simulation results using the 
standard settings (R = 0.5, Fs.rct = 0) with the experimental results (Fig. 6.12). The IVs are 
obtained at 0.3 and 1.0 Pa for a target thickness of 3 mm using the laboratory magnetron 
(Bmax.,. 600 G). At 1.0 Pa the agreement is quite good: the shape of the curves agrees rather 
well but the simulated IV has a stronger curvature. At 0.3 Pa there is no agreement at all. By 
setting Fs,rer to 3.6 the situation at 1.0 Pa is not altered much but at 0.3 Pa there is a serious 
change: the IV is much steeper and the shape starts to look like the experimental one. 
However, the simulated discharge voltages are still too high. By setting R = 0.7 and keeping 
Fs.rer = 3.6 the simulated lV comes closer to the experimental one at 0.3 Pa. At 1.0 Pa the IV 
is for these settings already shifted to slightly too low discharge voltages and the increase in Id 
at high Yd is stronger than experimentally observed. Nevertheless, with these settings the 
simulated and experimental IVs agree reasonably well at both pressures. Consequently, we 
refer to these settings for R and Fa.rer as the "optimised settings". In principle, Fn.rer and R 
could be further optimised by considering more IVs and using a mathematical method for 
their determination. 
6.4.3.2 IV characteristics at different pressure and magnetic field strengths 
The aim of the model is to reproduce the influence of the external parameters on the 
MD. The most important external parameters are the gas pressure p, the magnetic field 
strength characterised by Bmax and the electrical power input (through ld, Yd or directly 
through power regulation). The best way to assess all these parameters is to consider IVs at 
different pressures and magnetic field strengths. An example of such a series of measurements 
can be found in [Depla05a]. 
First, consider the IVs obtained using the Von Ardenne magnetron (without anode) 
with a copper target at two different pressures (0.4 and 1.2 Pa) and three different magnetic 
field strengths: BfiUI]( = 400, 600 and 800 G. Experimentally, these different magnetic field 
strengths were obtained by varying the target thickness. The results for 0.4 and 1.2 Pa are 
shown in Fig. 6.13 and Fig. 6.14, respectively. Part a gives the experimental results, part b the 
simulated IVs. The experimental IVs were measured up to 0.5 A, the simulated ones are 
shown up to 0.7 A. Given the assumptions made to deduce the SCM the agreement is 
considered very good, especially at 0.4 Pa. At 1.2 Pa the agreement is also good except for the 
weakest magnetic field: the lV for Bmax = 400 G is steeper as the one for Bmax = 600 G. Most 
Hkely, this is due to irregular behaviour of the EGIP f as a function of the magnetic field 
strength (see Fig. 1.14 in section 1.3 .5). 
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Fig. 6 .13 The experimentai!Vs using the Von Ardenne magnelron (a) and the simulated ones (b) for Buw.: 400 
( .&. ), 600 ( • ) and 800 G ( x ) at 0.4 Pa. 
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Fig. 6.14 The experimental IVs using the Von Ardenne magnetron (a) and the simulated ones (b) for B •. -= 400 
( .& ), 600 ( • ) and 800 G ( x) at 1.2 Pa. 
Second, we look at the IVs obtained using the laboratory magnetron for different 
magnetic field strengths and gas pressures. This time, the results are grouped per magnetic 
field strength. Fig. 6.15, Fig. 6.16 and Fig. 6.17 show the resuJts obtained for 300, 600 and 
1200 G, respectively. ln each figure, the IV is shown for 0.2, 0.5 and 2.0 Pa. Part a of the 
figures give the experimental IVs, part b the simulated ones. The model is not able to 
reproduce the peculiarity in the shape of the IV for a specific condition. In most cases, there is 
a slight shift in the position of the IV along the Vd-axis. This is due to the extreme sensilivity 
of /d on Vd. In spite of this, the main trends regarding the influence of the external parameters 
are reproduced, which was the intension of the model. Moreover, the simulation results apply 
to a very wide range of external parameters, e.g. Bmu varies with a factor 4 (from 300 to 
I 200 G), the pressure even with a factor 10 (from 0.2 to 2.0 Pa). The electrical power varies 
from a few to more than 300 WaLL 
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Fig. 6.17 The experimental IVs using the laboratory magnetron (a) and the simulated ones (b) at 0.2 ( !::;. ), 
0.5 ( • ) and 2.0 Pa ( x) at forB,...= 1200 G. 
In conclusion, even though the agreement between the experimental and simulated IVs 
is not perfect, the SCM is able to reproduce the dependence of the MD on the major three 
external parameters, i.e. the magnetic field, the gas pressure and the electrical power, over a 
wide range. Moreover, the test was perfonned using two different magnetrons. It is stressed 
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that, except for the three external parameters and the race-track length that were also varied 
experimentally, all other settings of the model were kept equal for all simulation results 
presented. 
ln the next sections, the variation of one parameter at the time is considered as this 
allows a more precise comparison of the experimental and simulation results. 
6.4.3.3 Influence of the pressure on the magnetron discharge 
In [Depla05a] the discharge voltage was measured as a function of the pressure at 
constant discharge current. The results were obtained using the laboratory magnetron with a 
copper target. These results, together with the simulated dependence arc shown in Fig. 6.18. 
The agreement is very good. The two main differences are the slightly higher simulated 
discharge voltages at low pressures and the stronger voltage decrease at high pressures for 
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Fig. 6.18 The inOuence of the pressure on the discharge voltage Vd as experimentally measured (a) and as 
simulated (b). The results are shown for 14 = 0.16 ( • ) and 0.42 A ( 6 ) for B .... = 600 G. The experimental 
result~ arc obtained using the laboratory magnetron. 
As mentioned before, the pressure also influences the width of the erosion profi1e. The 
results are shown in Fig. 6.19a. The area under the mask (x'<2.7 mm) on the target surface 
coincides for all erosion profiles since there is no erosion or redeposition there. Consequently, 
the measurement in this area, corresponding to the point x' = 2.6 mm in Fig. 6.19a, served as 
a reference. The x' -axis represents the distance along the target surface, its origin is the centre 
of the target. Given the small absolute maximum depths of the erosion profiles (around 
0.6 mm for each target), the differences in increase of magnetic field strength due to target 
erosion can be neglected. In order to compare the erosion profiles they were normalised by 
setting the maximum depth to minus one. It can be clearly seen that with decreasing pressure 
the width of the erosion profile increases in the considered pressure range. 
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Fig. 6.19 The influence of the pressure on the erosion profile as experimentally measured (a) and as simulated 
(b). The results are shown for /d = 0.43 A. ln part a of the figure the x' -altis gives the distances measured from 
the centre of the targeL The x-altis gives in both cases the distances measured from the centre of the race-track. 
For the experimental results also the area covered by the mask (see text) is indicated (region on the left band side 
of the left vertical line) together with the outer diameter of the target (right vertical line). 
Fig. 6.19b shows the simulated erosion profi1es using the optimised settings. It should 
be kept in mind that the intention of the comparison is not to show that the model can 
accurately reproduce the erosion profile for a given magnetron. This would require taking into 
account the specific magnet and cathode geometry, redeposition on the target, influence of the 
erosion groove forming, ... Moreover, the symmetric magnet geometry as shown in Fig. l .2 
was used. In the circular magnetron used for the experiments, the magnet configuration in a 
2D cross section is asymmetric. Also the spacing d between the magnets (see Fig. 1.2) of the 
experimental and simulated configuration is not the same. Hence, the aim cannot be to 
reproduce the erosion profile. Instead, the aim is here to reproduce the influence of the gas 
pressure on the erosion profile. From Fig. 6. 19 it can be deduced that the simulated erosion 
profiles do widen with decreasing pressure but the pressure dependence is weaker than the 
measured one. For the experimental results, the FWHM of the race-track increases 
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approximately with SO % from the highest to the lowest pressure. For the simulated erosion 
profLies, the increase is only around 25 %. 
Also the cathode sheath thickness was detennined as a function of the pressure. 
Therefore, the plasma emission was recorded as a function of the distance in the direction 
perpenclicular to the target (Fig. 6.20a). The results are very similar to what was measured by 
Lan Gu and Lieberman [LanGu88] (see also section 1.1.3.3.5). Now, we briefly discuss the 
measured intensity profiles and the method that was used to deduce t:., the height of the 
maximum of the plasma emission intensity above the target (as defined in section 1.1 .3.3.5). 
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Fig. 6.20 The influence of lhe gas pressure on the optical emission of the MD at 50 W, as measured (a) and as 
simulated (b). Note that lhe emission has been nonnaliscd to the muimum emission at 2.2 Pa (2.0 Pa) for the 
experiments (simulations). The dashed vertical tine (part a) indicates the position of the target. The dotted line 
(part a) suggests the "ltlle" emission, i.e. without target renection for 0.40 Pa. 
The z' -ax is represents the distance along the direction perpendicular to the target and 
is expressed in pixels. The vertical line at z' = I 07 indicates the position of a small peak: that 
is due to the light that reaches the camera after reflection on the target Although the exact 
position of the target surface is, according to [LanGu88], probably at slightly lower z • -values, 
this peak was chosen as first reference point for determining t:. because the peak is easily 
recognisable and hardly changes wit.b pressure. Because of the measured reflected light, the 
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signal is troubled. Indeed, the "true" optical emission from the plasma is expected to drop to 
zero at z = 0. This true emission profile is sketched for 0.40 Pa (dotted line in Fig. 6.20a). The 
highest peak of each profile is the second reference point. The distance b. is defmed as the 
number of pixels between the two reference points. This number of pixels can be converted to 
rnillimetres (1 pixel = 0.054 mm). 
In the model the light emission of the plasma is not simulated. However, as discussed 
in section 2.6.5 (see e.g. Fig. 2.30), the excitations and ionisations generated by the high 
energy electrons occur practically at the same positions. Hence, the ionisation rate distribution 
can be used for comparison with the experimentally measured emission intensity and is 
plotted in Fig. 6.20b. The shift of the peak and the decreased intensity with decreasing 
pressure are reproduced very well. The discontinuity in the simulated distribution that can be 
seen especially at lower pressures (e.g. around z = 2.4 mm at 0.1 Pa) is due to the ending of 
the cathode sheath and is an artefact of the simulation. The main difference between the 
experimental and simulated profiles is that the experimental ones decrease slower with 
increasing distance from the target. A similar comparison of the measured emission with the 
simulated ionisation distribution is reported by Miranda et al. [Miranda90) (see also Fig. 2.7b 
in section I.2.2.2). They tried to compare their MC results with the measured intensities of 
[LanGu88] and report a similar discrepancy. They argue that the higher experimental 
emission further away from the target is due to emission from the spuuered metal particles. 
This reasoning applies here too. 
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Fig. 6.2 L The influence of the pressure on the cathode sheath thickness at 50 W as measured (a) aod as simulated 
(b) . 
Based on the results shown in Fig. 6.20, a plot of the pressure dependence of b. is 
made (Fig. 6.21): for pressures above 1.5 Pa, b. is nearly constant with pressure, between 0.5 
and 1.5 Pa there is only a small change and below 0.5 Pa the increase in b. with decreasing 
pressure is strong. The agreement between the experimental and simulation results is very 
good. 
6.4.3.4 Influence of the magnetic field at constant current and gas pressure 
In [Depla05a], the influence of the magnetic field on the MD is investigated by 
changing the target thickness. This procedure was performed for both the laboratory and the 
Von Ardenne magnetron. By measuring Bmax for each target thickness for the two 
magnetrons, a plot showing Vd versus Bmax can be made. The result is shown in Fig. 6.22a for 
ld = 0.3 A at 2.0 Pa. 
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Fig. 6.22 The influence of the magnetic field s1tength 8,_ on the discharge voltage Vd as experimentally 
mea~ured (a) and as simulated (b). The results are shown for 14 = 0.3 A a1 2.0 Pa. The results presented are for 
the laboratory ( • ) and the Von Ardenne ( £:::.) magne1ton. 
ln the simulation, the magnetic lield variation is not obtained by changing the target 
thickness. Instead, the strength of the magnets is varied because it is much more simple. This 
way, possible changes in the structure of the magnetic field due to a target thickness variation 
are not taken into account. However, these influences are expected to be of minor importance. 
The simulation results are shown in Fig. 6.22b. The discharge voltage decreases as measured 
experimentally but the simulated magnetic field influence is substantially weaker. Overall, the 
simulated discharge voltages are smaller as the experimental ones. Note that the consistently 
lower discharge voltages measured for the Von Ardenne magnetron are reproduced. These 
low voltages are due to the larger race-track length (Ln) of the Von Ardenne magnetron: /d is 
calculated as the product of }m and Ln (eq. (4.2) in section 4.2.3.1). Hence, to obtain a given /d 
a longer Ln requires a smaller }m and, consequently, a smaller Vd. 
6.4.3.5 Influence of theSE yield on the discharge voltage 
As an application, the discharge voltage is calculated as a function of theSE yield y at 
constant pressure (0.3 Pa) and discharge current (0.16 A). For the experiments the laboratory 
magnetron was used. The variation in y was experimentally achieved by using different target 
materials under otherwise identical experimental conditions. Fig. 6.23 shows that the 
increasing steepness of the IV with increasing y is reproduced nicely. The relative spacing 
between the curves is also reproduced very well for y = 0.06 through 0.14. For y = 0.18 the 
experimental curve lays much closer to y = 0. 14 as the simulated one. The choice of yttrium 
(Y) as material for obtaining the experimental curve corresponding with"( = 0.18, is based on 
the relations ( 1.1 0), (1.11) and ( 1.12) fory (see section 1. 1.2.2. 1) and not on experimental data 
[Depla05a] . This, together with the comparison of the simulated and experimental IVs 
suggests that very likely the SE yield of yttrium is in reality smaller as predicted by the 
mentioned models. 
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Fig. 6.23 Influence of theSE yield ron the IV at 0.3 Pa, as measured (a) and as simulated (b). The experimental 
curves are obtained with different target materials: Au, AI, Mg and Y. The corresponding r-values used in the 
simulation for these materials are 0.06, 0.10, 0.14 and 0.18, respectively. 
On the other hand, using again the extended Thornton relation. we can determine for 
each couple (Yd. y) the value of <fm>. The plot of <fm> as a function of"( reveals that it is not 
constant (not shown). Hence, the linear fit to 1/Vd vs. y is not completely physically correct 
but is a first order approximation. As such, it is an interesting way to investigate the SE yield 
of materials, see e.g. [Depla05a,b ). 
Given the uncertainty of theSE yield of a material, it is also interesting to look at the 
general influence of"( on the MD. Therefore, 1/Vd is plotted as a function of y for a whole 
range of y at 0.3 Pa (Fig. 6.24). The experimental results are indicated by diamonds ( t ) with 
a horizontal error bar. The simulated results are represented by circles ( 0 ). According to the 
extended Thornton relation (eq. (3.7)), the factor relating 1/Vd and"( is <fm>IW. The effective 
ionisation energy W can be considered constant in the range considered. If it is assumed that 
<fm> is constant, there should be a linear relation between 1/Vd and y. Fig. 6.24 shows that the 
simulated results can indeed be fitted by a linear relation. Also for the experimental results 
this linear approximation appears acceptable. 
224 
Part II, Chapter 6 Influence of Bohm Diffusion- Model Validation 
0.0035 




0 0.05 0.1 0.15 0.2 0.25 
SE yield 'Y 
Fig. 6.24 Dependence of IN d on the SE yield y for /d = 0.16 A at 0.3 Pa. The diamonds ( + ) represent the 
experimental points obtained by sputtering different target materials using the laboratory magnetron. Note that 
because of the unoenainty of the values for the SE yield of the different materials, error bars are shown. The 
circles ( 0 ) represent the simulated dependence. The line is a guide for the eye based on 1he simulated results. 
6.5 Conclusions 
In this chapter, Bohm diffusion was introduced in the SCM. This was done on a 
phenomenological basis. The influence of increasing the "amount of Bohm diffusion" on the 
MD properties was simulated. These changes could be related to the increased mobility of the 
electrons in the direction perpendicular to the magnetic field lines. The main advantage of 
including Bohm diffusion is that it enables the simulation of the extremely steep current-
voltage relations that are characteristic for the MD. 
The results of the SCM were compared with experimental results. Two input 
parameters of the SCM, the electron reflection coefficient R and the relative occurrence of 
Bohm diffusion collisions, were used as tuning parameters. 
Given that the SCM takes some aspects of t.he MD only in a very simplified form into 
account and others not at all (e.g. the bulk electrons are completely neglected), the agreement 
between the experimental and simulations is very good. The SCM has the, to our knowledge, 
unique ability to reproduce self-consistently the influence of the main three external 
parameters (gas pressure, magnetic field strength and applied electrical power) over a wide 
range. Also the dependence of the MD on the SE yield r was reproduced. This indicates that 
the SCM captures the most important processes occurring in the MD. As such, the model is a 




Magnetron sputtering is a deposition technique based on the generation of a 
magnetically enhanced discharge at reduced pressure. Given its industrial relevance, efforts 
arc being made to simulate the entire deposition process. The magnetron discharge (MD), one 
part of this process, forms the topic of this work. 
Objective 
More precisely, the objective of the presented work is to obtain a fundamental 
understanding of the MD, i.e. the identification and modelling of the processes crucial for the 
generic MD behaviour. This should result in a simplified model that enables the self-
consistent simulation of the MD over wide range of external parameters. The emphasis is on 
the dependence on the magnetic field, tbe gas pressure and the electrical power input. 
Literature review 
FundamenJal aspects of the MD 
The already existing wealth of experimental measurements and proposed theories was 
studied in order to distil the generic magnetron discharge behaviour from them. From this 
literature review, it followed that the general processes related to the working of the MD are 
well-known. However, some issues arc not completely clarified. The ones that are of concern 
here are summarised briefly. 
• The secondary electtons (SE) emitted from the target are brought back to the vicinity 
of the target because they follow the magnetic field lines. This leads to electron-target 
interaction, which results in recapture of the electrons. Although it has been known for 
a long time that this process occurs and that it can strongly influence the discharge 
voltage, practically no work has been done to quantitatively assess recapture. 
• In a MD the Child-Langmuir law cannot be applied because, due to the magnetic field, 
the cathode sheath is neither electton-free nor source-free. The latter is due to the 
ionisation within the sheath. ln spite of this, the Child-Langmuir law is frequently 
applied to the MD, mainly by lack of an alternative. 
• Characteristic for the MD is the very steep current-voltage characteristic, i.e. at high 
electrical powers, the discharge current increases very strongly for a small increase of 
the discharge voltage. Although efforts are made to physically clarify this relationship, 
basically only phenomenological models exist. 
• Due to the ExB drift of the electrons, there exists a Hall current in the MD. 
Experimental measurements of the ratio of the Hall current and the discharge current 
(towards the target) reveal values that are substantially lower than theoretically 
predicted. Consequently, there is anomalous electron diffusion, i.e. the electron 
transport in the direction perpendicular to the magnetic field lines is larger than 
theoretically expected. The anomalous transport is especially important at strong 
magnetic fields and/or low gas pressures. Although it is suggested that this enhanced 




Modelling of the magnetron discharge 
The different techniques and models used for describing the MD were examined. 
Existing models range from very rudimentary to extremely detailed ones. The most 
commonly encountered self-consistent models are the Particle-In-Cell Monte Carlo (PIC-MC) 
model and the hybrid model. The latter combines a Monte Carlo method for the high energy 
electrons with a fluid description of the ions and bulk electrons. These models result in a 
wealth of data; very interesting is the strong sensitivity of the discharge properties on the SE 
yield y. Unfortunately, the experimental values of these yields are not known very accurately. 
The main disadvantage of these models is the required computational load. As such, 
they are not so practical to investigate the MD dependence on one or more parameters over a 
wide range. Moreover, it is not so clear whether they can reproduce accurately the MD 
behaviour for conditions where the anomalous electron diffusion is important. For the hybrid 
model this is due to the use of electron diffusion constants. The PIC-MC model should in 
principle be able to deal with the problem but the time scale at which the process plays is too 
long to be calculated within a reasonable time. 
Description of the simplified self-consistent model and major 
results 
From the literature overview, it follows that a simplified model is required for 
reproducing the MD dependence on external parameters over a wide range. Consequently, a 
two-dimensional simplified but Self-Consistent Model (SCM) for the d.c. planar magnetron 
discharge was developed. Before actually developing the SCM, two issues had to be dealt 
with: the recapture of the SE and the distribution of the ions generated by the high energy 
electrons (HEE). 
Recapture 
The process of recapture was modelled by introducing the effective gas interaction 
probability (EGIP)f Il is basically defmed as: 
s 
!=1-e;. 
with s the average distance travelled by the electron before it is recaptured by the target and A. 
the mean free path length of the electron. This shows that with decreasing pressure, the EGIP 
decreases (increasing A.) and that especially theSE emitted close to the centre of the race-track 
have a small EGIP (smalls) compared to the ones emitted at the edges (large s). Because of 
the latter, it is more appropriate to use the average EGIP, represented by <f>. For typical MD 
conditions (Vd = 300 V, Bma:x. = 600 G, p = 0.5 Pa), the EGIP <!>is around 13, i.e. about 7S of 
the electrons is recaptured. 
IonisatWn model 
The electrons in a MD can be split in HEE and bulk electrons. Due to their low 
energy, the latter cannot contribute to the ionisation, and thus, they are not considered in the 
model. To describe the ionisation distribution of the HEE, the discharge area is split in arch-
shaped regions. The physical background for this is that the collisionless motion of the HEE is 
limited to such arch-shaped regions. The effect of the electron interactions with the discharge 
gas was analytically modelled as a probability for the electron to bop from one arch to 
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another. This way, a fast Ionisation Model (IM) was developed to detennine the distribution 
of the ions generated by a single electron emitted from the target. 
Using the IM it was found that the ionisation distribution is not directly influenced by 
the gas pressure. This characteristic could be used by future MD models to reduce the 
computational load. Moreover, it appeared that electrons emiued close to the centre of the 
race-track have similar ionisation distributions. Another important result is that a substantial 
amount of ionisation occurs in the cathode sheath of the MD. This so-called sheath ionisation 
is important because the ions generated in the cathode sheath can become a HEE and 
contribute to the ionisation. This effect was characterised by the multiplication factor m. This 
factor gives the ratio of the total number of ions nl0fl.101 generated because of the emission of a 
single SE and the theoretical number of ions n1011 it can generate without sheath ionisation: 
n""'.u>t m=--
n,.., 
This value is close to one for SE emilled at the edge of the race-track but, for typical MD 
conditions, it increases to a value of about three to five for SE emitted close to the race-track 
centre. Because of this, it is useful to introduce the average multiplication factor <m>. 
Self-consistency 
The above described 1M does not include electron-electron interactions. Consequently, 
it does not have to be restricted to a single SE emitted from the target but can be used to 
detennine the ionisation distribution of several SE emitted at once. Hence, for a given 
emission profile of SE at the target surface, the IM allows the calculation of the resulting 
ionisation. This way the self-consistent model can be deduced. 
Assume a SE emission profile that specifies the (relative) number and the positions of 
the SE emitted from the target. First, it has to be taken into account that due to recapture not 
all of these SE become HEE. Then, the IM is used to calculate the ionisation distribution 
generated by the HEE with taking into account the multiplication factor m. From this, the ion 
bombardment !.8 at the target is easily deduced. When an ion hits the target material, the 
average number of emitted electrons is given by the SE yield r {typically 0.1 for metals). 
Thus, from the ion bombardment a new SE emission profile can be deduced. Lterating through 
this process and demanding that the original and the new SE emission profile should be 
identical makes the model self-consistent. Lndeed, for a given input of the magnetic field 
geometry, the discharge voltage and the gas pressure, the corresponding MD properties are 
retrieved, e.g. the cathode sheath thickness, the erosion profile width or the relative ionisation 
distribution. 
By using the SCM, the Thornton relation for detennining the minimum discharge 
voltage at which the MD can be maintained is extended to a general relation for the discharge 
voltage: 
w Vd = -----
r<fm >£.£, 
with W the effective ionisation energy (=30 eV for argon),£; the ion collection efficiency and 
£e the fraction of the theoretical number of ions that the electron effectively generates before it 
is lost from the discharge. Both £, and £, can be assumed equal to one for typical MD 
conditions. Ln the original Thornton relation sheath ionisation is not considered (m = I ) and 
229 
Summ 
the EGIP fis given a estimated value (f= 0.5). Because the SCM is two-dimensional and as it 
includes the magnetron configuration (geometry and magnetic field strength)./ and m can be 
calculate accurately. 
Tbis extended Thornton relation shows that the pressure and magnetic field influence 
on the MD acts through f and m as all the other quantities at the right hand side of the 
expression are constant for a given target material and typical MD conditions. 
Discluuge cu"ent 
The next challenge was to deduce the discharge current /d from the obtained MD 
properties. The line current density jm was introduced. Il is related with lct through the race-
track length Ln: 
To determine jm. the CL law had to be extended. Indeed, the CL law can only be 
applied when the charge supply requirement is fulfilled, which is a fundamental restriction for 
its use. As the discharge bas to supply the charge carriers, this requirement cannot be taken 
for granted. We distinguish between the availability of charge carriers "in time" and "in 
space". 
To check the requirement "in time", two time scales are critical: the time the ions need 
to reach the cathode and the time the electrons need to generate the ions. The charge supply 
requirement in time is only fulfilled if the latter occurs much faster than the first. In a diode 
discharge tbis requirement is met. In a magnetron discharge it is not because the low gas 
pressures increases the ion generation time. To account for this the factor A11,1 was introduced. 
This factor basically accounts for the considerable fraction of ions (typically between 'A and 
!h) that is generated within the sheath. 
The requirement "in space" means that the electrons need to generate the ions in such 
a region that, on average, the ions hit the cathode at the same spot as from where the electron 
was emitted. This requirement is met in diode discharges but not in magnetron discharges 
because, due to the ExB drift of the electrons, the ions are generated scattered over the race-
track length. This is described by the factor A11.s. 
Taking into account the above, the following relation is deduced for jm: 
jm = jdA11.,A11., J.~(x)dx 
with x the direction across the width of the race-track. The integration is needed to convert the 
surface current density jd into the line current density jm and accounts for the non-uniformity 
across the race-track. 
Using this relation for jm. the discharge current could be calculated. The model was 
able to reproduce the behaviour of the MD discharge with decreasing pressure at constant 
current. Also the typical Ns could be simulated. However, it appeared that the extreme 
steepness of the IVs was missing and that the influence of the magnetic field on the gas 
pressure dependence was not retrieved. 
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Effect of anomahJus or Bohm transport 
In order to resolve the discrepancy between the simulated and experimental results, 
two processes not included in the model so far were examined: Coulomb collisions and Bohm 
(or anomalous) diffusion. The first could explain the magnetic field dependence of the 
pressure influence of the cylindrical (or post) MD but it can be ruled out for planar 
magnetrons because the HEE are too energetic. The latter was added to the SCM in an 
empirical way by introducing an artificial type of interactions, the Bohm diffusion collisions. 
These represent the electron interactions with the eleclric field oscillations, which are 
supposed to generate anomalous diffusion. The "amount" of Bohm diffusion is defined by Fa, 
the occurrence of the Bohm diffusion collisions relative to the standard collisions (ionisations, 
excitations and elastic collisions). F8 is proportional to the magnetic field and inversely 
proportional to the gas pressure, indicating that anomalous electron transport is especially 
important at strong magnetic fields and low pressures. 
The influence of increasing the "amount of Bohm diffusion" on the MD properties 
was simulated. These changes could be related to the increased electron mobility in the 
direction perpendicular to the magnetic field lines. The main advantage of including Bohm 
diffusion is that it enables the simulation of the extremely steep current-voltage relations that 
are characteristic for the MD. 
The results of the SCM were compared with experimental results. Two input 
parameters of the SCM, the electron renection coefficient R and the relative occurrence of 
Bohm diffusion collisions, were used as tuning parameters. Given that the SCM takes some 
aspects of the MD only in a very simplified form into account and others not at all (e.g. the 
bulk electrons are completely neglected), the agreement between the experimental and 
simulations is considered very good. 
The SCM has the, to our knowledge, unique ability to reproduce self-consistently the 
influence of the main three external parameters (magnetic field strength, gas pressure and 
electrical power) over a wide range. Also the dependence of the MD on theSE yield"( was 
reproduced. This indicates that the SCM captures the most important processes occurring in 
the MD. As such, the model is a valuable "virtual" tool to gain insight in the generic MD 
behaviour. 
Suggestions for further research 
For the simplified self-consistent model 
As mentioned, the SCM takes some aspects of the MD only in a very simplified way 
into account, other aspects are completely neglected. The accuracy and applicability of the 
SCM could be fundamentally improved by working on these. The most important ones are the 
self-<:onsistent calculation of the electron temperature and the pre-sheath, the electron 
conlribution to the discharge current and the effect of gas density reduction. 
Moreover, the rudimentary model used for certain aspects could be elaborated. This 
principle was already applied in this work when calculating the recapture of secondary 
electrons. In general a two-dimensional approximation of the cosine dislribution was used but 
for comparison with the experiments a more accurate three-dimensional approximation was 
made. Of course, this comes at the pay-off of an increased calculation time. 
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By making minor, non-fundamental changes to the model, it could also be used to 
investigate aspects of the MD, like the influence of the erosion groove formation on the target 
or switching to another (non-reactive) discharge gas. 
For general magnetron discharge modelling 
From the simulation resuJts obtained with the SCM and with other MD models, it 
follows that the effective SE yield is crucial for a reliable result. Hence, existing models for 
the MD should, if not already the case, include recapture of SE. This also means that further 
experimental research is needed to determine both the SE yield and the reflection coefficient 
that describes the electron-target interaction. 
AJJ models will be helped by a better understanding of the anomalous electron drift. 
For the PIC-MC approach, this knowledge is, in principle, only needed to confirm the 
simulation results. For the other approaches, the knowledge is crucial as it is required to 
describe the electron motion. It would be very interesting to see how including the anomalous 
electron transport by tuning the electron diffusion coefficients affects the simulation results. 
In general, to verify the different models, it is clear that more direct confrontation of 
simulation and experimental results is needed, something that is very rarely encountered in 
literature. Moreover, the simulation should be aimed at reproducing trends as this is a good 
way to detect flaws in the modelling. 
For developing a virtual sputter magnetron 
From the different modules needed to develop a virtual sputter magnetron, the 
modelling of the film growth based on the incoming particle fluxes on the one hand and of the 
magnetron discharge characteristics on the other hand, are the most challenging. Given the 
required computational load, a workable virtual sputter magnetron can in the foreseeable 
future, in spite of the increasing computer power, only be realised using (very) simplified 
models. The actual combining of existing simplified models to obtain a virtual tool describing 
magnetron sputter deposition appears more an engineering than an academic challenge. 
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Magnetronsputteren is een deposilietechniek gebaseerd op de generatie van een 
magnetisch geassisteerde gasontlading bij lage druk. Deze gasontlading wordt aangeduid als 
"de magnetronontlading". Gezien hct induslriele belang van dezc depositietechniek wordt 
heel wat (onderzoeks)werk verricht naar de simulatie ervan. ~n onderdeel daarvan, de studie 
en modellering van de magnetronontlading (MO), vormt het onderwerp van dit 
doctoraatswerk. 
Doe I 
Hct doel van het voorgestelde werk is inzicbt bekomen in de fundamentele werking 
van de MO. Dit betekenl bel identificeren en modeleren van de belangrijkste deelprocessen 
die het gencrieke gedrag van de MO bepalen. Dit moet Jeiden tot ecn vcreenvoudigd model 
dat toelaat de MO op een zelfconsistentc wijze te simuleren over ecn groot bereik van extemc 
parameters. De klemtoon bij het ondcrzoek ligt op de invloed van het magneetveld, de 
gasdruk en het opgelegde elektrischc vermogen. 
Literatuurstudie 
FundamenJele aspecten van deMO 
De bestaande overvloed aan experimenteel wcrk en bijhorcndc tbeoretische 
verklaringen werd bestudeerd met als doel het uitfilteren van het generieke gedrag van de 
MO. Op basis van deze Literatuurstudie bcsluitcn we dat het algemene principe van de MO 
goed gckend is maar er zijn nog enkcle pijnpunten. De voor dit werk relevante ervan worden 
nu kort toegelicht. 
• De secondaire elektronen (SE) die van op de target worden gcemiucerd volgen de 
magneetveldlijnen en keren bijgevolg terug naar de target. De daaruil voortvloeiende 
elektron-target interactie geeft aanleiding tot het opnieuw invangen van SE. Er is nog 
vrijwcl geen onderzoek gedaan naar het effect van dit proces op de MO, ook al is dit 
proces reeds lang gekend. 
• De katbode sheath is bet gebied aan de kathodezijde waar een neuo ruimteladingslaag 
aanwezig is (in bet Nederlands ook aangeduid met de term "donkere ruimte"). In een 
MO kan de Child-Langmuir wet niet toegepast worden omdat er, door de 
aanwezigbeid van bet magnectvcld, in de kathode sheath elcktronen aanwezig zijn en 
cr elektron-ion paren gevormd worden. Toch wordt, bij gebrek aan altematieven, de 
Child-Langmuir wet veelvuldig aangewend voor de MO. 
• Typisch voor de MO is de cxtreem steile stroom-spanningskarakteristiek (IV) bij 
voldoend hoge onlladingsspanning. Ondanks pogingen om deze karakteristiek te 
verklarcn zijn enkel fenomcnologische modellen voorbanden. 
• In een MO is er naasl de ontladingsstroom ook een Hall stroom omdat de elektronen 
een ExB drift ondergaan. Experimentele metingen van de verhouding van de Hall 
stroom en de ontladingsstroom geven waarden die veel lager zijn dan thcoretisch 
voorspeld. Dit betekent dat er in de richting lood:recht op de magnetiscbc veldJijnen 
ccn anomaal stedce elektronendrift is. Deze anomale elektronendiffusie is vooral van 
bclang bij !age gasdruk en/of sterke magncetvelden en wordl tOegeschreven aan 
oscillalies van het elektrische veld. Helaas ontbreekt een kwantitatieve beschrijving. 
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Modeleren van de magnetronontlading 
De verschlllende technieken en modellen voor het beschrijven van de MO werden 
bestudeerd. Deze modellen varieren van zeer rudimentair tot uiterst gedetailleerd. De meest 
aangewende zelfconsistente modellen zijn bet Particle-In-Cell Monte Carlo (PIC-MC) model 
en het hybride model. Dat laatste combineert de Monte Carlo techniek voor het beschrijven 
van de hoogenergetische elektronen met een continuUm model voor de ionen en de 
laagenergetische elektronen. Deze modellen Iaten toe de meeste eigenschappen van deMO te 
simuleren. lnteressant is dat de resultaten van beide modellen aantonen dat de MO sterk 
afbangt van de SE opbrengst y. Jammer genoeg zijn de experirnentele waarden voor y niet 
nauwkeurig gekend. 
Het grootste nadeel van deze zelfconsistente modellen is de vereiste rekenkracbt 
waardoor ze niet praktiscb zijn om de afban.kelijkheid van de MO na te gaan van ~n of 
meerdere parameters over een groot gebied. Bovendien is bet twijfelacbtig of ze de 
eigenscbappen van de MO correct reproduceren in het geval dat het anomale 
elektronentransport een (grote) rol speelt. Voor bet bybride model is dit te wijten aan het 
gebruik van diffusiecoefficienten die bepaald worden op basis van de klassieke theorie. De 
PIC-MC aanpak is in principe in staat om het anomale transport te reproduceren maar door de 
tijdschaal waarop bet fenomeen zicb afspeelt vereist het onredelijk lange rekentijden. 
Het vereenvoudigde zelfconsistente model en de voornaamste 
resultaten 
Op basis van de literatuurstudie werd vastgesteld dat een vereenvoudigd model 
noodzakelijk is om de afban.kelijkheid van deMO na te gaan over een groot parameterbereik. 
Er werd dan ook een tweedimensionaal vereenvoudigd maar zelfconsistent model (ZCM) 
ontwikkeld voor de de vlakke magnetronontlading. Vooraleer bet volledige ZCM te 
bespreken, worden eerst twee deelaspecten nader toegelicht: het invangen van SE en de 
distributie van de ionen gegenereerd door een hoogenergetiscb elektron (HEE). 
lnvangen van SE 
Ret invangen van de SE werd gekarakteriseerd door bet invoeren van de effectieve 
gasinteractie probabiliteit (EGIP) f Deze is gedefinieerd als: 
met s de gemiddelde afstand afgelegd door een elektron vooraleer bet ingevangen wordt en A. 
de gemiddelde vrije weglengte van het elektron. Dit toont dat met dalende druk (toenemende 
A.) de EGIP daalt en dat voomamelijk de SE geemitteerd vanuit bet midden van de race-track 
{kleine s) ingevangen worden. Omwille van dit laatste is bet meer aangewezen om de 
gemiddelde EGIP <f> te gebruiken om het invangen van de SE bij een MO te karakteriseren. 
Voor een typiscbe MO (Vd = 300 V, Bmu = 600 G, p = 0.5 Pa) bedraagt de EGIP <f> 
ongeveer \IS, wat betekent dat ongeveer% van de SE opnieuw ingevangen wordt. 
I onisatiemodel 
De elektronen in een MO kunnen opgesplitst worden in HEE en laagenergetische of 
bulk elektronen. Deze laatste dragen wegens hun lage energie niet bij tot de ionisatie in de 
MO en werden bijgevolg niet opgenomen in het model. Om de ruirntelijke spreiding van de 
ionisatie afkornstig van een HEE te beschrijven werd bet ontladingsgebied opgesplitst in 
boogvormige gebieden. De motivatie daartoe is dat de beweging van een elektron dat geen 
interactie mel bet sputtergas ondergaat beperkt is tot dergelijke gebieden. De interactie van 
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cen elcktron met bet sputtergas werd gemodeUeerd als een kans voor het elektron om naar een 
ander boogvormjg gebied over te springen. Deze aoalytische beschrijving resulteerde in een 
ionisatiemodel (IM) dat toelaat om heel snel de distribulie van de ionen gcgcnereerd door een 
HEE te bcpalen. 
De rcsultaten behaald met het IM toonden dat de rustributie van de gcgenereerde ionen 
niet rechtstrceks afhangt van de gasdruk. Deze eigenschap kan mogclijks door toekomstige 
modellen voor de MO gebruikt worden om de vereiste rekenkracht te rcducereo. Het bleek 
ook dat de ionendistributie praktisch onafhaokelijk is van de exacte startpositie voor SE 
goomittcerd nabij bet midden van de race-track. Bovenruen werd ook aangetoond dat een 
belangrijk deel van de iorusatie plaatsgrijpt in de kathode sheath. Deze sheath iorusatie wordt 
gekarakterisccrd door de multiplicaliefactor m. Deze geeft de verhouding van bet totale aantal 
ionen n,011,toc gegenercerd door de emissie van ~n SE en bet theoretische aantal iooen nioo dat 
datzelfde SE zou genereren in de veronderstelling dater geen sheath ionisatie is: 
Voor SE die aan de rand van de race-track vertrekken ism ruet vee! groter dan een maar naar 
het midden van de race-track toe loopt m typisch op tot een waarde van vier a vijf. Om bet 
effect van sheath iorusatie Le karakteriseren is de gerruddelde multiplicatiefactor <.m> dan ook 
meer aangewezen. 
Zelfconsistentie 
Het hierboven beschreven IM houdt geen rekening met elektron-elektron interacties. 
Bijgevolg kan het niet aileen gebruikt worden om de ionisatieverdeling te bepalen van een SE 
maar ook van een aaotal SE die tegelijkertijd van op de target geemitteerd worden. Dit 
betekcnt dat het lM toelaat om voor cen gcgeven ernissieproficl van SE de resulterende 
ionisatiedistributie Le bepalen. Dit vormt de basis voor het afleiden van het ZCM zoals nu 
wordt uitgelegd. 
Om de gedachten te vestigen beschouwen we een SE emissieprofiel. Dit beschrijft het 
(relaticl) aantal en de positie van de SE die vertrekken van op de target. Eerst wordt in 
rekerung gebracbt dat slecbts een fractie f van deze elektronen effectief bijdraagt tot de 
ionisatie omwille van het invangen van SE. Dan wordt m.b.v. het IM de ionisatiedistributie 
berekend, daarbij rekeoing houdend met de multiplicatiefactor m. Van de ionisatiedistributie 
kan het ionenbombardement fB op de target afgeleid worden. A Is cen ion op de target inslaat 
kan een clektron worden gumiueerd. Het gemiddelde aantal elektronen per inkomend ion 
wordt gegeven door de SE opbrengst '( (typisch 0.1 voor metalen). Dit betekent dat het 
ioncnbombardcment aanleiding geeft tot een nieuw SE emissieprofiel. De procedure om van 
ecn gegcven een nieuw SE emissieproficl af tc leideo kan omgezet worden tot een iteratielus, 
wat resulteert in het zelfconsistente model. Daarmee kan voor een gegcven invoer (bet 
magneetveld, de gasdruk en de ontladingsspanrung) de eigenschappen van de MO 
(bijvoorbecld de erosieprofiel of de kathodc sheath dikte) bepaald worden. 
Het ZCM laat toe de uitdrukking van Thornton voor het bepalen van de minimum 
ontladingsspanning voor de MO uit te breideo tot een betrekking voor de ontladingsspanning 





met W de effectieve ionisatie-energie (z30 eV voor argon), E; de ion collectie efficieotie eo ~ 
de fraclie van bet lheoretische aantal ionen dat bet elektron effeclief genereert vooraleer het 
de ontlading verlaat. De parameters E; en ~ kunneo beide gelijk aao een verondersteld worden 
voor een typische MO. In de oorspronkelijke Thornton relatie is sheath ionisatie verwaarloosd 
(m = 1) en de EGIP f is een geschatte constame waarde if= 0.5). Het ZCM laat toe fen m 
accuraat te berekenen omdat het rekening houdt met de specifieke magnetronconfiguratie 
(geometrie eo magneetveld). 
De uitgebreide Thornton relatie toont dat de invloed van het magneetveld en van de 
gasdruk op de MO te wijten is aan hun invloed op fen m aangezien de andere grootheden in 
de rechterzijde van de uitdrukking constant zijn bij een typische MO. 
Ontladingsstroom 
De volgende uitdaging was het afleiden van de ontladingsstroom / d uit de berekende 
karakteristieken van de MO. Daarvoor werd de Lijnstroomdichtheid jm ingevoerd. Deze 
lijnstroomdichtheid geeft bet verband tussen de ontladingsstroom /d en de lengte Lrt van de 
race-track: 
Om jm te bepalen was het noodzakelijk de Child-Langmuir wet (CL wet) uit te 
breiden. Inderdaad, deze is enkel geldig wanneer er voldoende ladingsdragers ter bescbikking 
zijn. Daar de MO voor deze ladingsdragers moet instaan, is de vervulling van deze 
voorwaarde helemaal niet vanzelfsprekend. Er werd onderscheid gemaakt tussen de 
beschikbaarheid van de ladingsdragers "in de tijd" en "in de ruimte". 
Voor de vervulling van de voorwaarde " in de tijd" zijn twee tijden cruciaal: de tijd die 
de iooen nodig hebben om de kathode te bereiken en de tijd die de elektroneo oodig hebben 
om de ionen te genereren. De voorwaarde in de tijd is enkel vervuld als deze laatste tijd korter 
is dan de eerste. Deze voorwaarde is voldaan in een diode ontlading maar niet in de MO 
omdat door de vee! lagere gasdruk de generatie van de ionen een vee! tangere tijd in beslag 
neemt. Om de CL wet toch te kunnen toepassen werd de factor A11.1 ingevoerd. Deze factor 
laat toe in rekeniog te brengen dat een aanzienlijk deel van de ionisatie (typisch een ~ tot Y2) 
in de kalhode sheath plaats heeft. 
De voorwaarde voor de bescbikbaarbeid van de ladingsdragers "in de ruimte" houdt in 
dat de elektronen de ionen moeten genereren in een gebied zodat, gemiddeld gezien, de ionen 
de kathode bombarderen op dezelfde plek als vanwaar de elektronen waren geemitteerd. Deze 
voorwaarde is vervuld in de diode ontlading maar niet in de MO omdat de ionen gegenereerd 
worden verspreid langsbeen de race-track omwille van de ExB drift van de elektronen. Om 
hiermee rekening te houden werd de factor A11,s ingevoerd. 
Rekening boudend met bovenstaande voorwaarden, werd de volgende relatie bekornen 
voorjm: 
met x de plaatscoordinaat langsheen de breedte van de race-track. De integratie is 
noodzakelijk om de oppervlaktestroomdichtheid jd om te zetten in de lijnstroomdicbtheid jm 
en laat bovendien toe om de niet-uniforrniteit van de race-track in rekening te brengen. 
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Met behulp van deze uitdrukking voor jm, werd de onlladingsstroom /d van de MO 
berekend. Het model reproduceerde bijvoorbecld de drukafhankelijkheid van de MO bij 
constante stroom. Ook de stroom-spanningskarakteristiek (IV) werd gesimuleerd. Het bleek 
dat de extreme steilheid van deze karaktcristieken ruet werd gereproducecrd. Bovendien werd 
de invlocd van het magneetveld op de drukafhankelijkheid van de fVs niet teruggevonden in 
de simulatiercsultaten. 
lnvwed van de anomale elekJronendiffusie 
Om de discrepantie tussen de simulatie en experimentele resultaten Le verklaren 
werden twee processen rue (nog) nict in het model waren opgenomen onderzocht: de 
Coulomb interactie tussen de elektronen onderling en de Bohm of anomale diffusie. Coulomb 
interacties lieten toe om de experimcntele waamerningen bij cilindrische magnetrons te 
verkJaren maar bij de vlakke magnetron spelen ze geen rol omdat de elektronen hier zelfs bij 
heel sterke magoeetvelden voldoende energetiscb zijn. Bohm diffusie werd op eeo 
fenomenologische manier aan het ZCM toegevoegd via het invoeren van cen artificiele soon 
interacties, de Bohm diffusie interactics. Deze stellen de interactie voor van de elektrooen met 
eleklrische veld oscillaties. De "hoeveclheid" Bohm diffusie werd gedefinieerd via Fs, de 
relatievc frequentie van Bohm interactics t.o.v. standaard interacties (ionisatics, excitaties en 
elastische botsingen). F8 is recht evenredig met de magneetveldsterkte en omgekeerd 
evenredig met de gasdruk, wat aanduidt dat de anomale elektronendrift vooraJ van belang is 
bij sterke magneetvelden en/of !age gasdrukken. 
De invlocd van eeo toenemend aandeel van Bohm ruffusie op de eigenschappeo van 
de MO wcrd gesimuleerd. De verschillende invlocden konden verklaard worden aan de hand 
van de tocgenomen eleklronenmobi liteit in de richting loodrecht op de magnetiscbe 
veldlijnen. Het in rekening brengen van Bohm diffusie maakt het mogelijk om IVs te 
simuleren met een steilheid zoals expcrimcnteel geobserveerd. 
De simulatieresultaten behaald met het ZCM werden vergeleken met experimentele 
resultatcn. Twee invoerparameters van het ZCM, de elektronreflcctiecoefficient R en de 
relaticve frcquenlie van de Bohm interacties F 8 , werden gebruikt als tuning parameters. 
Aangezien het ZCM bepaalde aspecten van de MO slechts heel rudimentair en andere in bet 
geheel niet in rekening brengt, wordt de overeenkomst tussen de simulatie en experimentele 
resultaten zcer gocd genoemd. 
Het ZCM is, voor zover ons gckcnd, uniek omdat bet toclaat om op eeo zelfconsistente 
wijze de invlocd van de belangrijkste parameters (het magncetveld, de gasdruk en het 
aangelegde elektrische vennogen) op de MO over een groot pararneterbereik te reproduceren. 
Ook de afhankelijkheid van de SE opbrengst 'Y werd met goed gevolg gereproducecrd. Dit 
duidt aan dat de voomaamste processcn die van belang zijo voor de MO met voldoende 
nauwkeurigheid gemodelleerd zijn in het ZCM. Als dusdanig is het ZCM een waardevol 
"vinueel" instrument om inzicht te verkrijgen in het geoerieke gedrag van de MO. 
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Suggesties voor verder onderzoek 
Voor !Jet vereenvoudigde zelfconsistente model 
Zoals vermeld neemt het ZCM een aantal aspccten van de MO heel sterk 
verecnvoudigd of zelfs helemaal niet in rekening. De nauwkeurigheid en de toepasbaarheid 
van hct ZCM kunnen verbeterd worden door deze aspecten (preciezer) in her model op te 
nemen. De voomaamste aspccten zijn de zelfconsistente bcrekening van zowel de 
elektronentemperatuur als bet potentiaalverval over de pre-sheath, de elektronbijdrage in de 
ontladingsstroom en de verdunning van het sputtergas (gas density reduction). 
Bovendien kunnen een aantal ruwe benaderingen gemaakt in bet ZCM vertijnd 
worden. Oit principe werd reeds toegepast in dit werk bij de berekening van de EGIP. In bet 
algcmcen werd voor deze berekening een tweedimensionale benadering van de 
cosinusdistributie van de initiele snelheidsvectoren van de elektronen genomen maar bij de 
vergelijking van de simulatie en cxperimentele resultaten werd een nauwkeurigere drie-
dimensionale benadering vcrkozen. Uiteraard vereist deze verhoogdc nauwkeurigheid een 
Jangere rekenlijd. 
Door kleine, niet-fundamcntelc aanpassingen aan het ZCM uit tc voeren, moet bet 
mogclijk zijn de invloed na te gaan van bijvoorbeeld de erosievorming op de target of het 
gebruik van een ander sputtergas. 
Voor de algemene motkllering van deMO 
Uit de simulatieresultaten behaald met het ZCM, maar ook met andere modellen, blijkt 
dat de effectieve SE opbrengst cruciaal is voor een betrouwbaar resultaaL Bijgevolg zouden 
reeds bestaande modellen voor de MO, voor zover dit nog Diet bet geval is, het invangen van 
SE in rekening moeten brengen. De gevoeligheid voor de effectievc SE opbrengst betekent 
ook dat verder experimentecl ondcrzoek nodig is om zowel de SE opbrengst y als de 
renectiecoefficient R (die de elektron-target interactie beschrijft) nauwkeurig(er) te bepalen. 
Aile modellen zijn ook gebaat bij een beter begrip van de anomale elektronendiffusie. 
Voor het PIC-MC model is dezc kennis, in principe, enkel nodig om de simulatieresultaten te 
bcvestigen. Voor andere modellen is deze kennis noodzakelijk voor een accurate beschrijving 
van de elektronenbeweging. Het zou zcer interessant zijn om tc zien hoe het fenomenologisch 
inbouwen van de anomale elektronendrift via bet runen van de diffusiecoefficienten de 
simulatiercsultaten beinvloedt. 
In het algemeen is voor bet testen van de verschillende modeUen een directe 
confrontalie tussen simulatie en experimentele resultaren noodzakclijk, iets wat maar heel 
zelden voorkomt in de literatuur. Bovcndien moeten afhankelijkheden gesimuJeerd worden 
daar deze, veel meer dan de simulatie van eeo paar gei'soleerde gevallen, toelaten de 
betrouwbaarheid van bet model in te schatten. 
Voor het ontwikkelen van een virtuele sputtermagnetron 
Verschillende stappen zijn noodzak:elijk om een virtueel sputtermagnetron te 
implcmenteren. Het blijkt dat vooraJ het modelleren van de magnetronontlading en van de 
filmgroei nog moeiUjke stappen zijn. Omwille van de vereiste rekenlijd is bet duidelijk dat in 
de nabije toekomst, ondanks de toenemende rekencapaciteit, een werkbaar virtueel 
spuuermagnetron slechts mogelijk zal zijn op basis van verecnvoudigde modeUen. Het 
eigenlijke combineren van bestaande vereenvoudigde modeiJen met als doe! bet magnetron 
sputtcrdepositie proces volledig tc virtualiseren lijkt meer een technologische dan een 
wetenschappelijke uitdaging. 
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A.1 Introduction 
One of the main parameters of a spuller magnetron is its magnetic field 8, expressed in 
Tesla or Gauss. Strictly seen this terminology is not correct as the units Testa and Gauss refer 
to the magnetic flux density (Wb/m2). Hence, the symbol B represents strictly seen a magnetic 
flux density and is a vector. The magnetic field (intensity) on the other hand is represented by 
H with unit Aim. In a medium with magnetisation M these quantities arc connected through 
the relation (see e.g. [Farschtschi98]): 
- li -H=- - M 
Po 
(A. I) 
with J.1o the magnetic induction, although other conventions arc possible (see e.g. 
[Feynman64]). In vacuum, the relation: 
- li H =- (A.2) 
Po 
holds as there is no magnetisation. Hence, in vacuum, both B and ii have the same physical 
meaning, which explains the term "the magnetic field B". In this appendix we explicitly 
differentiate between the magnetic field H and the magnetic flux density li and the vector 
notation is used when appropriate. However, in the other parts of this text, the sputter 
magnetrOn nomenclature is followed in that the term "the magnetic field 8" is used. 
A.2 Magnetic field calculation of a permanent magnet 
To calculate the magnetic flux density jj in a point outside a pem1anent magnet with 
magnctisation M, , the magnetic surface charge u is introduced [Schabes87]. Introducing u 
has no physical meaning as up to now no magnetic monopoles have been experimentally 
observed, in spite of their predicted existence [Giacomelli03]. The reason for introducing uis 
that it allows treating magnetostatic problems like electrostatic ones. 
w 
Fig. A.t . Sketch of a pennanent magnet with its dimensions W, L and T along the x-, y- and t-axis, respectively. 
Also the magneusauon M, is indicated. 
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The magnetic surface charge uis defined as: 
(A.3) 
with ;;: the outward oriented unit vector perpendicular to the surface of the permanent 
magnet. For simplicity we will limit the geometry of the permanent magnets to rectangular 
bars and assume a homogenous magnetisation M, along the z-axis of the magnet with 
dimensions W, Land T as shown in Fig. A .I. In this case, eq. (A.3) reduces to: 
(A.4) 
This means that there are only magnetic charges on the top ( + IM, I ) and bottom (-I M, I ) 
plane. 
Analogue to the electric potential, the magnetic potential Vm can be defined: 
(A.5) 
This implies that the expression for the electric field E caused by an electric surface charge cr' 
(the prime is used to differentiate the electric surface charge from the magnetic one) on 
surfaceS: 
E(r) = _ l _ fa'(r')(r- r') dr' 
4.neo s lr- rf (A.6) 
can be used to detennine the magnetic field H . This requires replacing £o, the dielectric 
constant, by ~ and cr' by cr : 
ii en = _1_ fucr ')(F - r ') ar, 
4Xf.in s lr - r f (A.7) 
Given eq. (A.2) we obtain for the x-component of the magnetic flux density : 
8 ( ) =...!._ f a '(x' ,y',z')(x-x') dx'd 'd , 
' X , y, z i 1 1 f' l y z 47I s (x-x') +(y-y'f +(z- z') 
(A.8) 
For the y- and z-components a similar expression can be obtained. Given the 
mentioned assumptions for the magnetisation and shape of the magnets, the surface integral is 
reduced to an integration over the top plane defined by z = T/2 and the bottom plane defined 
by z = -T/2 (Fig. A.J). The magnetic surface charge on the top and bottom plane is +IM,I and 
-JM ,J. respectively, which leads to: 
[ 
x-x· 1]''1 dx'dy' 
(x-x•)2 +(y- y'? +( z+~) 
(A.9) 
as the top and bottom plane are limited to [-W/2, W/2] along the x-axis and [-U2, U2] along 
they-axis. Use of the integral equations : 
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(A. IO) 
and 
(A.I l ) 
allows to integrate over x' and y', respectively. Furtheanore we inlrOduce X, Y and Z, defmed 
as: 
iW _ jL kT X = x+- Y-y+- Z=z+-
2 2 2 
(A. l2) 
as this allows to write the solution for Bx in a compact form: 
(A. l3) 
Note that the integration includes eight terms. Similarly, the component By is found as x andy 
can be exchanged : 
a,JM,I L: ijkln(x+v'X 2 + Y2 + Z2 ) 
4tr l,j)~J 
(A.14) 
The calculalion of the z-component is different. We lind: 
(f ~w ' ' f f z-z z-z , , B, = 411' wn 1.11[ 2 2 ( T)2]ll2-[ 2 , 2 ( T)2]112 dx dy (x-x') +(y- y') + z-
2 
(x-x') +(y- y) + z+2 
(A.I5) 
Regardless whether the integration is started over x' or y', the integral can be solved using the 
expression: 
d (A.I6) 
K-fd 1 +K 
For the second integration, the expression : 
can be used. The final result for Bz is given by: 
B IM,I "" .. k ( XY ) = - L:.!.I L..J '1 arctan 
' 4tr 1.)-A:-t• zv' X 1 + Y1 + Z 1 
(A. l8) 
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In conclusion, for a rectangular magnet with a homogenous magnetisation in the z-
direction, the components of the magnetic nux density B can be calculated using eqs. (A.l3), 
(A.l4) and (A.18). Note that if several magnets are placed in the vicinity of each other, this 
method still can be applied using the principle of superposition. The only limitation is that 
there should not be any mutual influence on the magnetisation, i.e. the magnets should be 
spaced far enough from each other such that the magnetisation M, of the magnet is not 
influenced by the magnetic field created by the other magnets. 
A.3 Magnetic field calculation of a permanent magnet on a flux iron 
In a magnetron, the permanent magnets are placed on a flux iron. The dimensions of 
the flux iron are chosen so that it is not in saturation. The magnetic fields lines are 
perpendicular to the flux iron. This property allows again calculating the magnetic field 
caused in analogy with calculating the electric field in the vicinity of conductors. In the 
electrostatic case, this can be done by introducing a so-called image charge. Similarly, to 
calculate the magnetic field caused by a pennanent magnet above a magnetic material (in our 
case the flux iron), the image of the magnet needs to be introduced as shown in Fig. A.2. If 
the magnet is placed on the flux iron, the bottom plane of the real magnet and the top plane of 
the image magnet are at the same position and cancel each other. What remains are two planes 
at a distance which is twice the thickness of the magnet (see Fig. A.2). Hence, placing a 
magnet on a flux iron is similar as using a magnet which is twice as thick. This way the 
problem is reduced to calculating the magnetic field of a single magnet, which was described 
in the previous section. Note that this method requires that the fl ux iron is not saturated. 
a) 
magnet 
........ -cr ~ i 
L_____j - cr 
-------· +cr 
b) 
Fig. A.2. The magnetic surface charges a needed to calculate the magnetic field for a magnet al beighl h above a 
magnetic material (a) and for a magnet placed on Lop of the magnetic material (b). In both cases, images charges 
need to be introduced (thick dashed lines). When the magnet is placed on top of the magnetic material, il acts as 
a magnet with twice its physical length. 
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