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4Abstract
When capturing speech signals using a distant microphone within a confined acoustic
space, the recordings are often degraded by reverberation. This can have a detrimental
impact on the quality and intelligibility of speech, especially when combined with acoustic
noise. In recent years, there has been increasing demand for effective ways of combating the
damaging effects of reverberation in applications such as hands-free telephony or hearing-
aids technology. However, the task of providing a blind single-channel dereverberation
method robust to high levels of noise and suitable for real-time processing remains a
challenge.
An important prerequisite for many single-channel dereverberation algorithms is
the estimation of the acoustic parameters governing reverberation. In this thesis, a novel
online method of estimating these parameters jointly with the interfering signal powers
is proposed that is based on a combination of Voice Activity Detection and Extended
Kalman Filters. This method is then extended to take into account the spectral structure
of clean speech signals and to perform dereverberation by applying a time-frequency gain
to the degraded speech spectrogram. The estimation of this gain is formulated as a
Bayesian filtering problem conditioned on a Hidden Markov Model. In order to evaluate
the proposed algorithm in terms of speech intelligibility, a novel algorithm for measuring
Psychometric Functions efficiently in listening experiments is presented. The algorithms
developed are evaluated on both simulated and real recordings and are compared with
existing state-of-the art alternatives.
5Acknowledgment
First of all, I would like to thank my thesis supervisor Mike Brookes, whose help, encour-
agement and enthusiasm have helped me tremendously throughout my PhD. I couldn’t
have done it without his support, patience and optimism. I would also like to thank Patrick
Naylor for encouraging me to undertake this PhD, as well as his continued support. His
great input and motivation were largely responsible for making the Royal Society’s Sum-
mer Science Exhibition 2015 such a successful event.
During my PhD, I regularly spent time at CEDAR Audio Ltd., and I am very grate-
ful for the supervision and guidance that Christopher Hicks, Dave Betts, and Mohammad
Dmour offered me. I thank them and everyone at CEDAR Audio for their help as well as
their willingness to give their time so generously. I also spent five months at the Signal
and Information Processing group in Aalborg University, Denmark, and I am grateful
to Søren Holdt Jensen for this opportunity. I would also like to acknowledge the finan-
cial support of the European Union’s Seventh Framework Programme (FP7/2007-2013)
DREAMS project, which provided me with many great opportunities, both in terms of
research and networking.
In addition, I would like to thank all my friends and colleagues both within the
DREAMS project and the Speech and Audio Processing group for the fun we had (in
London and abroad) as well as all the useful discussions. I would like to thank profusely
all my friends outside the office for always supporting me and making sure my spirits were
high. I also want to thank my parents, my brother and my sister for always believing
in me and their support in all my projects. Last, but not least, I would like to offer my
special thanks to my wife, Tracy, for her love and for supporting me no matter what.
6Contents
Copyright declaration 2
Statement of Originality 3
Abstract 4
Acknowledgment 5
Contents 6
List of Figures 9
List of Tables 15
Abbreviations 16
Chapter 1. Introduction 18
1.1 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.1 Research Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.2 Original Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Chapter 2. Background and Literature Review 22
2.1 Speech Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Room Acoustics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1 Reverberation Time . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Direct-to-Reverberant Energy Ratio . . . . . . . . . . . . . . . . . . 27
2.2.3 Models of Room Reverberation . . . . . . . . . . . . . . . . . . . . . 27
2.3 Single-channel Speech Dereverberation . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Inverse Filtering Methods . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2 Spectral Enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Contents 7
2.3.3 Nonlinear Mapping Methods . . . . . . . . . . . . . . . . . . . . . . 33
2.3.4 Probabilistic Model-Based Methods . . . . . . . . . . . . . . . . . . 33
2.3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Reverberation Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . 35
2.4.1 Reverberation Time Estimation . . . . . . . . . . . . . . . . . . . . . 36
2.4.2 Direct-to-Reverberant Ratio Estimation . . . . . . . . . . . . . . . . 39
2.4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.1 Subjective Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.2 Objective Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5.3 Correlation with subjective measures . . . . . . . . . . . . . . . . . . 52
Chapter 3. Blind Estimation of Reverberation Parameters 55
3.1 Joint estimation of subband T60 and DRR . . . . . . . . . . . . . . . . . . . 55
3.1.1 Voice Activity Controlled Bayesian Filtering . . . . . . . . . . . . . . 58
3.1.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Statistical Modelling of Early Reflections . . . . . . . . . . . . . . . . . . . 66
3.2.1 Relation between early and late decay constants . . . . . . . . . . . 68
3.2.2 Sum of two decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.4 Estimation of Reverberation Parameters with Early Reflections
Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.3.1 The ACE Challenge Corpus . . . . . . . . . . . . . . . . . . . . . . . 75
3.3.2 Subband T60 Estimation Performance . . . . . . . . . . . . . . . . . 76
3.3.3 Subband DRR Estimation Performance . . . . . . . . . . . . . . . . 80
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Chapter 4. Single-channel Enhancement of Speech 84
4.1 Signal Model and Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.1.1 System Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.1.2 Clean Speech Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 System Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3 Bayesian Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.1 State Sequence Estimation . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.2 Posterior Densities Computation . . . . . . . . . . . . . . . . . . . . 90
4.3.3 Reverberation Parameters Estimation . . . . . . . . . . . . . . . . . 97
Contents 8
4.4 Speech Enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5 Toy Data Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.5.1 Generating the data . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.5.2 Processing the data . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.6.1 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.6.2 Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.6.3 Real Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Chapter 5. Efficient Speech Intelligibility Estimation 128
5.1 Psychometric Function models . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2 Bayesian Adaptive Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2.1 Sequential Bayesian Estimation . . . . . . . . . . . . . . . . . . . . . 131
5.2.2 Next probe SNR selection . . . . . . . . . . . . . . . . . . . . . . . . 134
5.2.3 Lapses of attention - handling outliers . . . . . . . . . . . . . . . . . 138
5.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.5 Uncertainty among listeners . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.5.1 Definition and estimation of the uncertainty . . . . . . . . . . . . . . 147
5.5.2 Influence of the uncertainty on presentation level selection . . . . . . 150
5.5.3 Bayesian framework including the uncertainty . . . . . . . . . . . . . 153
5.6 Intelligibility Estimation of Processed Noisy and Reverberant Speech . . . . 156
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Chapter 6. Conclusion 159
6.1 Summary of Thesis Achievements . . . . . . . . . . . . . . . . . . . . . . . . 159
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Bibliography 162
9List of Figures
2.1 Broad phoneme groups classification tree. . . . . . . . . . . . . . . . . . . . . . 23
2.2 Schematic representation of the reverberation phenomenon. . . . . . . . . . . . . 24
2.3 Example Room Impulse Response. . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 RIR power spectrogram of a typical meeting room taken from [18]. . . . . . . . . 26
2.5 Energy Decay Curve of an impulse response in the log domain. . . . . . . . . . . . . . 27
2.6 Spectral enhancement techniques overview. . . . . . . . . . . . . . . . . . . . . 32
2.7 Example psychometric function giving the probability of understanding a degraded speech
sample as a function of SNR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1 Log-power of a subband RIR obtained through STFT. The drop in energy after the
direct path is delimited by the dotted lines and the decaying region is represented
by the dashed line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Block diagram of the HSMM-conditioned EKF system. . . . . . . . . . . . . . . 59
3.3 Semi-continuous transition probability HSMM with 2 states. a0, etc. represent the
transition probabilities. py|Vj (y(l)) is the likelihood of emitting observed energy
y(l) from state Vj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Estimated T60 and DRR (solid lines) and true values (dashed lines) in the frequency
bin under consideration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Observed noise and reverberation powers (solid lines) and corresponding estimated
mean powers (dashed lines) in this frequency bin. . . . . . . . . . . . . . . . . . 65
3.6 Root Mean Squared Error of the estimated T60 and DRR values. Left panel:
lecture RIR, right panel: meeting RIR. . . . . . . . . . . . . . . . . . . . . . . . 66
3.7 Hilbert envelope of an example 1 kHz subband RIR with fitted early decay αE,k
and late decay αk (dashed lines). . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.8 Distribution of the ratio ηk =
ρ(αE,k)
ρ(αk)
across frequencies. The solid line shows the
median value and the dashed lines show the 5%, 25%, 75% and 95% quantiles. . . 70
List of Figures 10
3.9 Distribution of the β parameter from (3.31) for each room found through 1-
dimensional maximum likelihood optimisation. The box indicates the median and
inter-quartile range, the whiskers show the full inlier range and outliers are plotted
individually. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.10 Distribution of the logarithm of the likelihood ratio Λ for all RIRs in each room.
A positive value means an improvement compared to the original model. . . . . . 74
3.11 Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method without modelling of the early reflections. . . . . . . . 77
3.12 Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method with modelling of the early reflections. . . . . . . . . . 78
3.13 Individual subband T60 estimation errors in seconds for babble noise and 10 dB
SNR for both estimation methods. . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.14 Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method without modelling of the early reflections, including only
the subbands between 80 Hz and 8 kHz. . . . . . . . . . . . . . . . . . . . . . . 79
3.15 Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method with modelling of the early reflections, including only
the subbands between 80 Hz and 8 kHz. . . . . . . . . . . . . . . . . . . . . . . 80
3.16 Average subband DRR estimation error in dB for each noise type and each SNR
for the estimation method without modelling of the early reflections, including only
the subbands between 80 Hz and 8 kHz. . . . . . . . . . . . . . . . . . . . . . . 81
3.17 Average subband DRR estimation error in dB for each noise type and each SNR
for the estimation method with modelling of the early reflections, including only
the subbands between 80 Hz and 8 kHz. . . . . . . . . . . . . . . . . . . . . . . 81
4.1 25 Mel-Spaced triangular filters between 0 and 8 kHz according to [121]. . . . . . . . . 86
4.2 Enhancement system overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Bayesian gain computation system described in Section 4.3 . . . . . . . . . . . . 89
4.4 Two-dimensional case : A and B are jointly Gaussian distributed. Unconstrained prior
(a), empirically computed constrained posterior (b) distributions. Using Taylor series
approximation of the nonlinear constraint, the first-order (c) and second-order (d) ap-
proximation of the constrained distribution are shown. . . . . . . . . . . . . . . . . . 96
4.5 Log-power of the generated clean speech toy data. . . . . . . . . . . . . . . . . . 100
List of Figures 11
4.6 Log-power of the generated noisy and reverberant speech toy data. . . . . . . . . 101
4.7 Ground truth and estimated mean reverberation log-powers. Algorithm initialised
correctly for α, d and G, 4 dB off for R and N . . . . . . . . . . . . . . . . . . . 102
4.8 Comparison between ground truth (dashed line) and estimated mean posterior
(solid line) reverberation log-power in one frequency band. . . . . . . . . . . . . 103
4.9 Mean of the estimated posterior noise log-power. Correct initialisation for α, d
and G. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.10 Ground truth (dashed line) and estimated (solid line) sequences of states through
the clean speech HMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.11 Mean of the estimated posterior density of the clean speech log-power. . . . . . . 104
4.12 Wiener-processed reverberant noisy toy data with smoothing constant λs = 0.4 . . 104
4.13 Broad phoneme classes mean log-power obtained from the TIMIT database with
the 11-class tree of Figure 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.14 Bayesian Information Criterion (BIC) computed for different values of N the num-
ber of clusters used in the k-means algorithm. . . . . . . . . . . . . . . . . . . . 108
4.15 Means of the log-power clean speech HMM states obtained through k-means with
(a) 4 clusters and (b) 6 clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.16 Empirically determined values for κ with 25 Mel-spaced filters between 0 and 8 kHz.109
4.17 Results comparing the two speech enhancement methods on simulated data (a) -
Cepstrum Distance (dB), the lower the better (b) Frequency-Weighted Segmental
SNR, the higher the better (c) - Reverberation Decay Tail, the lower the better
(d) - Normalised version of Speech to Reverberation Modulation Energy Ratio, the
higher the better (e) - STOI scores mapped to words correctly recognised in %,
the higher the better (f) - PESQ scores, the higher the better. . . . . . . . . . . . 114
4.18 Differential CD scores obtained for different noise conditions, averaged across all
acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.19 Differential FWSegSNR scores obtained for different noise conditions, averaged
across all acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.20 Differential RDT scores obtained for different noise conditions, averaged across all
acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.21 Differential SRMRnorm scores obtained for different noise conditions, averaged
across all acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
List of Figures 12
4.22 Differential STOI scores obtained for different noise conditions, averaged across all
acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.23 Differential PESQ scores obtained for different noise conditions, averaged across
all acoustic conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.24 Cepstral Distance for different noise conditions . . . . . . . . . . . . . . . . . . 119
4.25 Frequency-Weighted Segmental SNR for different noise conditions . . . . . . . . . 119
4.26 Reverberation Decay Tail for different noise conditions . . . . . . . . . . . . . . . 120
4.27 SRMRnorm for different noise conditions . . . . . . . . . . . . . . . . . . . . . 121
4.28 STOI for different noise conditions . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.29 PESQ for different noise conditions . . . . . . . . . . . . . . . . . . . . . . . . 122
4.30 Results comparing speech enhancement methods on live recordings inside St Alban
church. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.31 SRMRnorm scores for the different acoustic conditions of the REVERB challenge
real data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.32 Average WER reduction for the different acoustic conditions of the REVERB
challenge real data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.1 Logistic models Φ (solid line) and Ψ (dashed line) without and with the correction for
guessing and lapses of attention, respectively. The models are plotted (a) on a proportion
correct scale and (b) on a Berkson scale. α = 0 dB, β = 0.1dB−1. . . . . . . . . . . . 129
5.2 The SRT adjusted psychometric data from [82]. Performance levels from 80 different
participants at 5 different SNRs together with the mean performance level for speech in
car (left) and babble noise (right). Infinite points on the Berkson scale (corresponding to
0 and 100% probabilities) have been limited to ±8.4 Bk for visualisation purposes. . . . 131
5.3 Probability density functions of θ with (a) psychometric slope parameterisation and (b)
log-slope parameterisation after 70 trials in a simulation run. . . . . . . . . . . . . . . 132
5.4 Quadratic interpolation of the discretised posterior distribution P (θ|zn) in order to keep
only µ(zn)± 4×
√
v(zn) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.5 Candidate PF parameters θi placed along the ellipsoid around the covariance matrix of
the posterior distribution P (θ|zn), 2 times the standard deviation away from the mean. . 137
5.6 Root Mean Squared SRT Error in dB for the 4 experimental setups listed in Table 5.1
(each subplot’s title refers to the experimental setup). . . . . . . . . . . . . . . . . . 141
5.7 Root Mean Squared % Slope Error for the 4 experimental setups listed in Table 5.1 (each
subplot’s title refers to the experimental setup). . . . . . . . . . . . . . . . . . . . . 142
List of Figures 13
5.8 Mean bias in the Monte Carlo estimates of the SRT (a) and slope (b) corresponding to
the first experimental setups listed in Table 5.1. . . . . . . . . . . . . . . . . . . . . 144
5.9 Slope intercepts of a psychometric function : SNRs obtained at 0 and 100% correct scores
if the PF was a linear function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.10 Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian pro-
cedure with the cost function based on (a) variance or (b) entropy. True SRT and slope
intercepts are plotted in dotted lines, estimated ones are plotted in solid lines. + indicates
a positive result, o indicates a negative one. . . . . . . . . . . . . . . . . . . . . . . 145
5.11 Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian proce-
dure with the cost function based on (a) variance or (b) entropy and κ = 0 (meaning only
the SRT is considered in the cost function). True SRT and slope intercepts are plotted
in dotted lines, estimated ones are plotted in solid lines. + indicates a positive result, o
indicates a negative one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.12 Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian proce-
dure with the cost function based on (a) variance or (b) entropy and κ = 1 (meaning only
the slope is considered in the cost function). True SRT and slope intercepts are plotted
in dotted lines, estimated ones are plotted in solid lines. + indicates a positive result, o
indicates a negative one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.13 Standard deviation of the random variable ∆,
√
U(x), obtained from the 7-parameters
joint ML estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.14 Assumed model for the uncertainty U(x) with α = −10 dB and β = 0.15 dB−1. . . . . . 150
5.15 Expected variances σ2Ψ (top) and σ
2
Ψu (bottom) as a function of β (slope) and proportion
correct score. The psychometric function parameters used are 75 trials, α = −10dB,
γ = 0, λ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.16 Expected variances of α (left) and β(right) estimates, with and without uncertainty con-
sidered in the model (dashed and solid lines respectively). In both cases, results are
plotted for n = 15 trials with α = −10dB, β = 0.16dB−1, γ = 0 and λ = 0. . . . . . . . 153
List of Figures 14
5.17 Evolution of the proportion correct points corresponding to the minima of the expected
variance σ2α (a) and σ
2
β (b) as a function of β. The parameters for the psychometric
function used are α = −10dB, γ = 0, λ = 0. As adding the uncertainty in the model
makes σ2Ψ∆ dependent on the number of trials performed at the considered presentation
level, the values were computed for 15 trials (dashed lines) and 150 trials (dotted lines)
for the case with uncertainty. The positions of these minima points is also plotted when
the uncertainty is not considered (solid lines). . . . . . . . . . . . . . . . . . . . . . 154
5.18 Experimental Setup : {αTrue = −14.15dB; βTrue = 0.131 dB−1; λTrue = 0; γTrue = 0}.
RMSE for the α (left) and β (right) estimates as a function of the number of trials
performed for look 2-ahead bayesian adaptive framework with (dashed lines) and without
(solid lines) the uncertainty model included in the procedure . . . . . . . . . . . . . . 155
5.19 Measured PFs using the adaptive Bayesian framework with a look 2-ahead entropy based
cost function. Experimental Setup : Car noise and Building lobby RIR. . . . . . . . . . 157
15
List of Tables
2.1 Summary of reported correlation between objective instrumental measures and
subjective tests in the context of single-channel enhancement of reverberant noisy
speech. + indicates reasonably good correlation, +++ indicates strong correlation
and − indicates poor correlation. . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1 Measured ground truth values for T60 and DRR at the 0.7, 2 and 7 kHz frequency
bins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Table detailing information about RIRs included in the training (A to G) and
validation (V1 -V2) datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1 Table detailing information about RIRs from the ACE corpus used to create the
simulated data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.1 Input and true PF parameters used in each of the 4 experimental conditions. . . . . . . 140
16
Abbreviations
ACE Acoustic Characterisation of Environments
AIR Acoustic Impulse Response
BLSTM Bidirectional Long-Short Term Memory
BS Bark Spectral
CD Cepstrum Distance
CQS Continuous Quality Scale
CTF Convolutive Transfer Function
CTTN Comparative Tolerance To Noise
DCT Discrete Cosine Transform
DFT Discrete Fourier Transform
DNN Deep Neural Network
DRR Direct-to-Reverberant energy Ratio
EDC Energy Decay Curve
EDT Early Decay Time
EKF Extended Kalman Filter
FDR Free Decay Region
FWSegSNR Frequency-Weighted Segmental SNR
HMM Hidden Markov Model
HSMM Hidden Semi-Markov Model
ISTFT Inverse Short Time Fourier Transform
KF Kalman Filter
LP Linear Prediction
LPC Linear Predictive Coding
Abbreviations 17
ML Maximum Likelihood
MMSE Minimum Mean Squared Error
MOS Mean Opinion Score
MSE Mean Squared Error
MUSHRA Multi Stimuli with Hidden Reference and Anchor
NMF Non-Negative Matrix Factorization
NSV Negative Side Variance
pdf Probability Density Function
PESQ Perceptual Evaluation of Speech Quality
PF Psychometric Function
PSD Power Spectral Density
RDT Reverberation Decay Tail
RIR Room Impulse Response
RMSE Root Mean Squared Error
SDD Spectral Decay Distribution
SIR Signal-to-Interference energy Ratio
SNMF Sparse Non-Negative Matrix Factorization
SNR Signal-to-Noise energy Ratio
SPP Speech Presence Probability
SRMR Speech-to-Reverberation Modulation energy Ratio
SRR Signal-to-Reverberant energy Ratio
SRT Speech Reception Threshold
STFT Short Time Fourier Transform
STOI Short-Time Objective Intelligibility
SVR Support Vector Regressor
T60 Reverberation Time
VAD Voice Activity Detection
18
Chapter 1
Introduction
1.1 Motivation and Objectives
The motivation for the work presented in this thesis comes from the continuously grow-
ing demand for effective speech communication systems over the last decades. Thanks to
significant advances in the fields of speech recognition systems and speech synthesis tech-
nology, applications such as automatic speech-to-text conversion, speaker identification
and voice-controlled user interfaces have seen important progress in recent years. This
trend promises to grow more and more over the years as human-machine interactions
become increasingly popular.
Such systems suffer from the fact that it is often impractical to capture speech
with a microphone placed close to the talker. A consequence of capturing speech signals
with a distant microphone is that the useful speech signal is degraded by the acoustic
reflections against the walls and other objects within the acoustic space. The perceived
effect of these reflections is known as reverberation. It alters the spectral characteristics
of the speech signals and introduces temporal smearing. This can strongly impact the
quality and intelligibility of speech as well as degrade the performance of speech recognition
systems [1–4].
A number of speech dereverberation algorithms have been developed for single-
microphone systems [1, 5–7]; however most of these methods assume either a noise-free
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environment, or a priori knowledge of the acoustic parameters governing the dynamic
evolution of reverberation (such as the reverberation time and the Direct-to-Reverberant
energy Ratio). Furthermore, very few methods estimate the enhanced speech signal in an
online manner, making them unsuitable for real-time implementation, a requirement often
needed in practice.
The evaluation of such enhancement algorithms is a challenging problem in itself,
as there is currently no objective instrumental measure that can capture the subjective
sense of quality or intelligibility under all circumstances. Moreover, conducting subjective
listening tests to estimate the gain or loss in speech intelligibility after processing by a
speech enhancement algorithm is often considered impractical as current psychophysical
methods require a large number of tests for each listener.
1.2 Thesis Contributions
1.2.1 Research Statement
The aim of this thesis is to propose single-channel reverberation parameter estimation
and signal enhancement techniques that are robust to high levels of interfering noise and
suitable for real-time implementation.
1.2.2 Original Contributions
The following aspects of the thesis are, to the best of the author’s knowledge, original
contributions:
• Development of an online single-channel method for estimating frequency-dependent
reverberation parameters (Section 3.1)
• Development of a new statistical model of reverberation based on the analysis of
measured impulse responses (Section 3.2)
• Development of an online algorithm concurrently estimating reverberation parame-
ters and performing dereverberation in the presence of noise (Chapter 4)
1.3 Thesis Outline 20
• Development of an efficient look-two-ahead method for online measurement of speech
intelligibility in noise by means of the psychometric function (Chapter 5)
1.3 Thesis Outline
The thesis is structured as follows:
• In Chapter 2, the fundamentals of single-channel speech dereverberation are re-
viewed. This includes an introduction to room acoustics, as well as a review of the
state-of-the-art for speech dereverberation, reverberation parameter estimation, and
evaluation of the performance of speech enhancement algorithms.
• Chapter 3 proposes a method for estimating blindly, from a single-channel noisy
reverberant speech signal, frequency-dependent values of both T60 and DRR. Based
on a drop-and-decay statistical model of the squared impulse response, the estimation
is done in an online manner using Extended Kalman Filters conditioned on a Voice
Activity Detection system. A new statistical model for the squared impulse response
taking early reflections into account is then developed. This improved reverberation
model is integrated into the reverberation parameters’ estimation method and the
two versions of the algorithm are compared.
• In Chapter 4, a method for performing speech enhancement on single-microphone
reverberant noisy speech signals is developed. It extends the work of Chapter 3 by
modelling the clean speech spectral structure through the use of prior probability
densities that are trained oﬄine. The estimation of the time-frequency spectral gain
used to perform dereverberation is formulated as a Bayesian filtering problem and
performed jointly with the estimation of the reverberation parameters. Results show
state-of-the-art performance on both simulated and real data.
• In Chapter 5, an efficient method for online estimation of psychometric functions
is presented. The method uses a look-two-ahead Bayesian procedure which adjusts
the presentation level of subsequent stimuli and is robust to erroneous prior as-
sumptions about the psychophysical experiment under consideration. The concept
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of uncertainty among listeners in subjective intelligibility tests is defined and inves-
tigated.
• The thesis is concluded in Chapter 6.
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Chapter 2
Background and Literature
Review
In this chapter we give a brief overview of speech signals and room acoustics and review
the existing literature on speech dereverberation, reverberation parameter estimation and
performance evaluation metrics.
2.1 Speech Signals
Speech signals are composed of a sequence of sounds, phones, that are assumed to be
the physical realisations of a discrete set of symbols, phonemes, their arrangement being
governed by the rules of the language being spoken [8]. Phones can be classified into two
broad categories: voiced and unvoiced sounds. The speech production mechanism is as
follows: air is expelled from the lungs via the trachea, reaches the vocal folds (which vibrate
if tensed), to then be frequency-shaped when passing through the vocal tract (consisting
of the pharynx, mouth cavity and nasal cavity). Voiced sounds are produced when the
vocal folds vibrate (opening and closing of the glottis to form quasi periodic pulses of the
air flow), while unvoiced sounds are produced when the vocal folds are open and do not
vibrate. The periodicity of the speech signal during voiced segments can be measured,
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and is referred to as the pitch period. The pitch frequency range of a typical male speaker
is about 80 to 200 Hz, and that of a typical female speaker is about 150 to 350 Hz [8].
Phones can be divided into several classes: vowels, consonants, and silences. Vowels
are created by a voiced sound and a fixed vocal tract, and have the longest duration in
natural speech. They are characterised by their vocal tract configuration and therefore
the resonant frequencies (or formants) of the vocal tract. Consonants can be classified into
different subcategories associated with different production mechanisms (e.g. fricatives,
plosives, nasals, etc.). Plosives, for example, are produced when pressure is built up in
the vocal tract then suddenly released while fricatives originate from air forced through a
small aperture, creating a turbulence.
Phonemes
Vowels
Front
IY
IH
IX
EH
AE
Mid
AA
AH
AX
AO
ER
AXR
Back
UX
UW
UH
Diphtongues
AY
OY
EY
AW
OW
Liquids
L
EL
R
DX
Semivowels
Y
W
Consonants
Nasals
M
N
EM
EN
NG
NX
ENG
Stops
B
D
G
P
T
K
Fricatives
V
DH
Z
ZH
F
TH
S
SH
Whisper
&
Affricates
HH
HV
JH
CH
Silence
SIL
CL
VCL
Figure 2.1: Broad phoneme groups classification tree.
A comprehensive notation for the phonetic representation of all languages is pro-
vided by the International Phonetic Alphabet (IPA) [9]. The ARPAbet, a smaller subset
of phonemes from American English was presented in [10] and used to transcribe the
TIMIT database [11]. The ARPAbet uses a standard character set and its 48 phonemes
can be grouped into meaningful broad phoneme classes [12–14], according to the study of
2.2 Room Acoustics 24
the distinctive features of American English phonemes [8,15,16]. Vowels, for example, can
be grouped into three classes, corresponding to the vertices of the vowel triangle [8, 12]
in which they are classified according to the position and extent of constriction in the
vocal tract. Figure 2.1 shows a phoneme classification tree with the ARPAbet phonemes
grouped into 11 broad phoneme classes; the grouping is based on [8] but with additional
merged pairs: voiced/unvoiced stops, voiced/unvoiced fricatives and whisper/affricates.
This classification tree is built based on the fact that the spectral characteristics of phones
within any broad class are similar. We will make use of these broad classes when defining
spectral priors in Chapter 4.
2.2 Room Acoustics
When capturing speech signals using a distant microphone within a confined acoustic
space, the recordings are degraded by acoustic reflections from the surrounding walls and
other objects within this space, as illustrated in Figure 2.2. Taken together, the reflections
are termed reverberation, and can have a detrimental effect on the quality and intelligibility
of speech [1].
Direct-path
Reflection
Mic.
Source
Figure 2.2: Schematic representation of the reverberation phenomenon.
The direct-path is defined as the acoustic path propagating from the source to the
microphone without any reflections. The acoustic paths of the reflections being longer
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than the direct-path, and frequency-dependent absorption happening at the reflection at
each wall or object, delayed and attenuated copies of the direct-path signal are superposed
at the microphone.
The Acoustic Impulse Response (AIR), i.e. the acoustic response to an impulsive
sound source, is often used to characterise the reverberation within an enclosed acoustic
space. If the acoustic context is limited to a room, the impulse response is referred to as
the Room Impulse Response (RIR). An example RIR is shown in Figure 2.3.
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Figure 2.3: Example Room Impulse Response.
Despite its name, the RIR of a specific room is not unique. Indeed, it varies as
the source, microphone or objects within the room change location [17]. The RIR can
be decomposed into several parts. First, there is a short period of time with near-zero
amplitude, corresponding to the propagation delay due to the distance between the source
and the microphone, followed by a high amplitude peak corresponding to the direct-path.
The remainder of the impulse response is often divided into the early reflections, which are
distinct impulses with large magnitudes, and the late reverberation, comprising reflections
of a diffuse nature with smaller magnitude. The early reflections are commonly taken as the
first 50 ms of the RIR [17]. There are several metrics used to quantify the characteristics
of the RIR. Two widely used and important ones, defined below, are the Reverberation
Time and the Direct-to-Reverberant energy Ratio. It is worth noting that these acoustic
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parameters are normally frequency dependent [17], as illustrated in Figure 2.4 through
the STFT power spectrogram of an example RIR.
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Figure 2.4: RIR power spectrogram of a typical meeting room taken from [18].
2.2.1 Reverberation Time
To measure the reverberation time, one can excite a room with a broadband signal such
as white Gaussian noise until a steady state is reached, then switch off the sound source
and record the decay of the squared sound pressure against time, known as the Energy
Decay Curve (EDC) [1]. The reverberation time, T60, is then defined for a diffuse sound
field as the time in seconds required for the EDC to decay by 60 dB. This concept was
originally introduced by Sabine who determined that T60 is approximately proportional to
the volume of the room and inversely proportional to the amount of absorption within the
room [17]. An interesting property of the reverberation time is that it is approximately
independent of the position within a room at which it is measured. To measure it from a
known impulse response h(t), the Schroeder integral [19] is used to compute the EDC:
EDC(t) =
∞∫
t
h2(τ)dτ. (2.1)
as illustrated in Figure 2.5. A linear fitting is then performed on the freely decaying
portion of the log domain EDC, and this line is then used to extrapolate the time needed
for the EDC to decay by 60 dB.
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Figure 2.5: Energy Decay Curve of an impulse response in the log domain.
2.2.2 Direct-to-Reverberant Energy Ratio
If the RIR, h(t), is known, the Direct-to-Reverberant Ratio (DRR) is defined as
DRR =
td∫
0
h2(t)dt
∞∫
td
h2(t)dt
(2.2)
where td is the direct-path propagation delay [1]. The direct-path propagation is often
assumed to be the largest magnitude peak in the beginning of the impulse response,
however in practice, due to finite rate sampling of the RIR, it can often be difficult to
identify it precisely.
The DRR is dependent on the distance between the source and the microphone,
the directivity factor of the source and the reverberation time of the room. It is often
measured in the log domain as DRRdB = 10 log10(DRR).
2.2.3 Models of Room Reverberation
There is no single analytical or numerical tool available for studying room acoustics that
can model the entire audible spectrum from 20 Hz to 20 kHz. In the context of speech
enhancement, we are mostly interested in the range 100 Hz to 6 kHz, in which most speech
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energy lies. Using the speed of sound, c, and the largest dimension of the room Lmax, the
audible spectrum can be divided into the following four regions [17]:
1. At very low frequencies, f < c2Lmax (below 25 Hz for a typical room), there is
no resonant support for the sound in the room. This frequency range is analysed
through non-harmonic solutions to the wave equation.
2. When the wavelength of the sound source is comparable to the dimensions of the
room, f ∼ cLmax (25 to 140 Hz for a typical room), wave acoustics are employed to
describe the acoustic properties of the room.
3. Using the Schroeder frequency fg, defined as fg ≈ 2000
√
T60
V Hz with V the volume
of the room in m3, the frequency range spanning fg to 4fg (250 to 1100 Hz for
a typical room) is often modelled using statistical room acoustics. This frequency
range corresponds to wavelengths too short to use wave acoustics but too long to
employ geometrical acoustics.
4. At high frequencies, specular reflections and geometrical room acoustics apply.
As a result, models of the reverberation process can be classified into three cat-
egories: wave-based models, statistical models and ray-based models, corresponding to
regions 2, 3 and 4 respectively of the audible spectrum regions defined above.
Wave-based Modelling
Numerical wave-based methods such as the Finite Element Method (FEM) or the Bound-
ary Element Method (BEM) can be used to model and simulate room acoustics [20]. In
these methods, the wave propagation is represented by elements interacting with each
other. A dense mesh structure of these elements is defined, where the resolution of this
mesh has to be chosen to be much smaller than the wavelength for the frequencies under
consideration; this results in high computational complexity at high frequencies. Further-
more, accurate boundary conditions as well as the accurate geometric description of the
rooms and the objects within them remains a challenging problem [21].
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Ray-based Modelling
In the context of geometrical room acoustics, sound waves are represented by rays and
reflections are specular. Ray-tracing techniques have been proposed in which the source
emits rays of sound which are then accumulated at the measurement position following
their arrival after zero or more specular reflections [22]. The number of rays used in
simulation are often controlled to include kth order reflections only.
Another technique of ray-based modelling is the source-image method originally
proposed in [23]. The effect of reverberation is modelled using a set of source images,
whose locations are determined by the dimensions of the room, and which emit the same
signal as the true source, arriving at the measurement location with a delay and intensity
depending on the distance between the image source and the measurement location. An
absorption coefficient is applied to the sound of the image sources each time a surface
reflection occurs.
Statistical Room Acoustics
In statistical room acoustics, a uniform diffuse sound field is assumed at any point in
the room. It is also assumed that the acoustic transfer function from the source to the
microphone can be expressed as the sum of a direct-path component and a reverberant
component comprising all reflections. Under a few conditions that are often valid in
practice over the frequency range important for speech communications, it can therefore
be assumed that the direct and reverberant components are uncorrelated [17].
Polack proposed a time-domain statistical model [24] of the RIR, h(t), excluding the
contribution of the direct path and describing the RIR as a realization of non-stationary
stochastic process:
h(t) =
 σ b(t)e
−ζ¯t t ≥ 0
0 t < 0
, (2.3)
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in which b(t) is a zero-mean, unit variance, stationary Gaussian noise and ζ¯, the average
damping constant, is linked to the reverberation time T60 by
ζ¯ =
log(103)
T60
. (2.4)
The Polack model can only be valid once a sufficient number of reflections have occurred
for the reverberant sound field to be considered diffuse. This means the model is valid
only after a sufficient amount of time has passed, i.e. for t greater than the “mixing time”
tm. In [25], the sound field is assumed to be diffuse if each sound wave has been through
at least four reflections within the room. This leads to tm = 47
V
S ms with V the room
volume in m3 and S the total surface area of the room in m2.
2.3 Single-channel Speech Dereverberation
Although the problems associated with reverberation can sometimes be overcome in prac-
tice, for example by using a headset microphone, in applications such as hearing aids
technology or teleconferencing this is normally impractical. In some applications, multi-
channel systems employing microphone arrays can be used to achieve substantial miti-
gation of reverberation [1, 5, 26]. However, in many circumstances the negative effects
of reverberation need to be reduced from a single acoustic channel. In this thesis, we
are concerned with the enhancement of reverberant noisy speech in which only a single
microphone is used.
In the following, we consider sampled signals, and the time domain reverberant
speech signal is denoted by z(n) so that
z(n) =
∞∑
r=0
h(r)s(n− r) (2.5)
where the anechoic speech signal s(n) is convolved with a causal RIR h(n). The goal of
dereverberation is to estimate s(n) from z(n); the following sections discuss methods that
have been proposed for achieving this. Hatted symbols denote estimated quantities.
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2.3.1 Inverse Filtering Methods
Inverse filtering methods typically try to reconstruct the original signal by designing an
inverse filter for the RIR. Assuming that gˆ = (g(1), ..., g(L)) is an inverse filter of length
L and z(n) = (z(n− L+ 1), ..., z(n))T , the signal is processed so that
sˆ(n) = gˆz(n). (2.6)
Based on the observation that the Linear Prediction (LP) residual of clean speech
has a higher kurtosis (fourth-order moment) than that of reverberant speech, [27] estimates
the inverse filter of the impulse response by maximising the kurtosis of the LP residual of
the inverse-filtered speech. This means that gˆ is adaptively estimated in order to maximise
the kurtosis of s˜(n) = gˆz˜(n) where ˜ denotes LP residuals, an optimisation problem which
is formulated as an adaptive block-frequency structure [28]. In [29], a similar principle is
applied, in which gˆ is chosen to maximise the normalised skewness (third-order moment)
of the LP residual. However, such techniques only compensate for the early reflections and
must be used in conjunction with other late reverberation suppression methods in order
to achieve good dereverberation performance.
2.3.2 Spectral Enhancement
Most spectral enhancement methods operate in the time-frequency domain. This idea
originated with enhancement methods for noisy speech signals that used the sparsity of
speech and noise signals in the time-frequency domain to allow them to be separated
more easily. The most common time-frequency transformation is the Short Time Fourier
Transform (STFT). Specifically, for frame l and frequency bin k,
Z◦(l, k) =
K−1∑
n=0
z(n+ lT )w(n)e−j
2pi
K
nk (2.7)
is the STFT representation of z(n) where w(n) is the analysis window of size K, and T is
the number of samples separating two successive frames. The inverse STFT (ISTFT) is
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implemented efficiently using the weighted overlap-add method [8]. A real-valued magni-
tude time-frequency gain is then applied to the noisy reverberant spectral coefficients in
order to estimate those of the clean speech:
Sˆ◦(l, k) = G(l, k)Z◦(l, k). (2.8)
This corresponds to the diagram of Figure 2.6.
Z◦(l, k) Spectral Gain
Computation
G(l, k)
z(n)
STFT • ⊗ ISTFT sˆ(n)
Figure 2.6: Spectral enhancement techniques overview.
The computation of this spectral subtraction gain is based on the estimation of the
late reverberation power spectral density (PSD). [30] proposed to use Polack’s statistical
model (2.3) in (2.5) to derive a direct relation between the late reverberation PSD at time
l and the input signal PSD at time l − τ , parameterised by T60.
This spectral enhancement technique was later generalised in [5], in which additive
noise is also considered and a generalised statistical model of the impulse response is used:
h(n) =
 σd b(n)e
−ζ¯n 0 ≤ n < nd
σr b(n)e
−ζ¯n n ≥ nd
(2.9)
with nd chosen so that the direct-path is included. This makes the relation between the
late reverberant and input signal PSDs dependent on both T60 and DRR. In order to
improve the quality of the enhanced speech signal, the Minimum Mean-Squared Error
(MMSE) Log-Spectral Amplitude (LSA) estimator of [31] is used to obtain G(l, k).
Such spectral enhancement methods are robust to noise and computationally ef-
ficient, but usually suffer from artefacts introduced by the nonlinear filtering operation,
although efforts have been made to alleviate this problem. In [32] for example, a clean
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speech PSD is additionally estimated using the recursive temporal cepstrum smoothing
technique from [33] and the MMSE clean speech magnitude estimator of [34] is used to
compute G(l, k). This extension achieves good dereverberation performance while greatly
reducing speech distortions and other artefacts such as musical noise. It does, however,
require external prior estimation of the reverberation time.
2.3.3 Nonlinear Mapping Methods
Nonlinear mapping methods also perform enhancement in the time-frequency domain.
They do not, however, assume any explicit model for the reverberation, and instead use
parallel training data in order to learn a nonlinear mapping function from the reverberant
speech spectrogram to its clean equivalent. This can be done using a fully connected Deep
Neural Network (DNN) as in [35] where the mean squared error between the output of
the DNN and the clean speech log-power spectrum is minimised, using the current and
neighbouring degraded frames to predict the current enhanced frame. Even though results
can be improved by also considering first and second-order time derivatives of the input
features, speech enhanced by this method can sound unnatural.
2.3.4 Probabilistic Model-Based Methods
In the probabilistic model-based approaches to blind dereverberation, the parameters of
the acoustic channel and clean speech models are estimated from the observed data and
used to reconstruct the original source signal. Given the likelihood function of the ob-
served data and the prior beliefs about the system, Bayesian methods aim to estimate the
unknown parameters from their posterior distributions.
In [36], the acoustic channel is modelled as a time varying all-pole filter whose
parameters are assumed to be a linear combination of known basis functions with unknown
weights. This means that the reverberant signal, z(n), is assumed to be
z(n) = s(n)−
P∑
p=1
ap(n)z(n− p) (2.10)
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where the coefficients ap are expressed as the linear combination of known basis functions.
The speech signal, s(n), is modelled using a block-based time-varying autoregressive model.
Given these parametric models, a Bayesian inference algorithm is developed to estimate
the joint probability density function (pdf) of the acoustic channel and speech source pa-
rameters. In order to cope with the resulting high-dimensional multi-modal distributions,
a Markov Chain Monte Carlo (MCMC) iterative stochastic sampling scheme is used. The
method has been applied successfully on simulated data within a limited frequency range,
but difficulties arise when the data does not follow the assumed channel and source models.
Bayesian variational inference is used in [37] where the reverberation is modelled
in the STFT domain as
|Z◦(l, k)|2 = |S◦(l, k)|2 +
I∑
i=1
H(i, k)|Z◦(l − i, k)|2, (2.11)
in which H(i, k) are the coefficients of a time-invariant filter related to the RIR. This
model is an extension of the Multi-Channel Linear Prediction (MCLP) model [38] to
power spectrograms in the single-channel case. Treating a discretized version of |Y ◦(l, k)|2
as a histogram count, a latent variable model is formulated. The order I of the non-
negative auto-regressive reverberation model is determined in a data-driven manner using
a Dirichlet process, allowing the effective number of active components to be changed
according to the input audio signal. Variational inference is used to build a time-frequency
mask to be applied to the power spectrogram. The method is applicable to both speech
and music signals without any modification, however a noise-free environment is assumed,
which is unrealistic in practice.
In [7], a Non-negative Convolutive Transfer Function (N-CTF) model [6] is used.
The N-CTF model results from an approximation of the transformation of (2.5) in the
STFT domain, where only band-to-band filters are considered. The power spectrogram is
therefore approximated as:
|Z◦(l, k)|2 ≈
Lh−1∑
τ=0
|H◦(τ, k)|2|S◦(l − τ, k)|2 (2.12)
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where Lh is the RIR length. The speech spectrogram is modelled using Non-negative
Matrix Factorization (NMF) so as to capture the spectral structure of the speech signal.
The two models are then combined to form an optimisation problem in which the clean
speech spectrogram and RIR parameters are simultaneously estimated through iterative
update rules, resulting in the estimation of a time-frequency spectral gain G(l, k). Results
indicate that by modelling the speech spectrogram characteristics using NMF, substantial
improvement of instrumental speech quality measures is achieved.
2.3.5 Summary
Spectral enhancement and probabilistic model-based methods are the two classes of speech
dereverberation techniques that can offer best performance, both in terms of audible qual-
ity and reverberation reduction. The probabilistic method in [36] suffers from its very
complex acoustic channel and speech source models, with the performance being signifi-
cantly reduced as soon as the observed data does not fit the assumed models perfectly. On
the other hand, spectral enhancement algorithms which rely on a simple statistical model
of the RIR achieve good dereverberation performance and are robust to noise, although
they often lead to more audible artefacts. Finally, in [7], it is found that by incorporat-
ing in the system model the spectral characteristics of speech through NMF, substantial
improvements can be achieved in terms of speech quality.
2.4 Reverberation Parameter Estimation
Within the context of single-channel speech enhancement, reverberation parameters are
an important prerequisite for a number of methods which assume an explicit model of
the RIR, such as spectral enhancement techniques. As reverberation parameters are not
available directly in practice, blind estimation is required. A number of researchers have
proposed methods for estimating T60 and/or DRR from a single-microphone recording of
an unknown acoustic source, most commonly a speech signal. Even though these two
acoustic parameters are normally frequency dependent [17], most published techniques
estimate their fullband counterpart.
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2.4.1 Reverberation Time Estimation
Fullband T60 Estimation
The method proposed in [39] is based on Polack’s statistical model of the sound decay (2.3).
Based on this model, a Maximum Likelihood (ML) estimator for T60 is derived. Observing
that the characteristics of the energy decay are preserved when moderate subsampling
is applied, the reverberant speech signal z(n) is first downsampled, thus reducing the
computational complexity. A pre-selection step is then performed in order to identify
plausible decay regions before they are used in the ML estimator. A histogram of the last
T60 estimates is kept, so that the maximum of this histogram is taken as the current guess,
and recursive smoothing is applied to the final estimate. The method is found to provide
accurate estimates to within ±0.2 s for T60 < 0.8 s with little inter-talker variance. The
approach is sensitive to noise and a large bias is observed for 0 dB Signal-to-Noise Ratio
(SNR) [40]. The method was later improved in [41], where STFT-based noise suppression
is applied instead of the downsampling, before splitting the signal into subbands using a
uniform Discrete Cosine Transform (DCT) filterbank. ML estimates of T60 are obtained
in the upper subbands, their weighted average being used for computing the fullband
reverberation time, leading to improved performance [41].
The Spectral Decay Distributions (SDD) method is presented in [42] and is also
based on Polack’s statistical model. Frequency-dependent decay rates are estimated for
each time-frame by applying a least-squares linear fit to the log-magnitude of the STFT
of the reverberant speech. The variance of the negative gradients in the distribution of
the decay rates, called the Negative-Side Variance (NSV), is shown to be correlated with
the room decay rate. Using a polynomial mapping function trained on clean speech data
convolved with RIRs of known T60, the reverberation time can be estimated. To cope with
the high computational complexity and a strong bias in noise, the method was improved
in [43]. By utilising a filterbank with uniformly spaced filters on the Mel-frequency scale,
the computational complexity of the least squares fitting procedure is greatly reduced, and
sensitivity to noise is reduced thanks to the weighted averaging of STFT bins. To further
reduce the negative effects of noise, three operational modes are defined for computing
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the NSV which depend on the estimated input SNR. At high SNRs, i.e. greater than 30
dB, the energy decay values across all frequency bands are used to determine the NSV as
in the original SDD method. For SNRs between 15 and 20 dB, the NSV is estimated by
selecting the most negative gradient within each time frame across all frequency bands.
For SNRs lower than 10 dB, the NSV is computed for each entire frequency band and
for all bands, and the largest of these variances is used. In order to obtain a smooth
transition between these operational modes, averaging is performed at SNRs in-between
these operational regions. The method was found to achieve state-of-the-art performance
in [44].
In [45], the reverberation time is estimated from the short-term energy dynamics
of the input signal. The delta coefficient (i.e. time derivative) of the zeroth order Mel-
frequency cepstral coefficient, ∆c0, is used as a measure of the log-energy rate of change.
The standard deviation, skewness, kurtosis, and median absolute deviation of the accu-
mulated ∆c0 samples are computed, then used as features for a Support Vector Regressor
(SVR) giving T60 at its output. Robustness to noise can be increased by adding the esti-
mated input SNR as a feature in the SVR. Also in [45], the reverberation time is shown to
be strongly correlated with the inverse of the Speech-to-Reverberation Modulation Energy
Ratio (SRMR), which can be used as input to a nonlinear mapping procedure in order to
compute T60 estimates (see Section 2.5.2 below for more details on the SRMR). The latter
was found to give similar accuracy to [39] and [42] in [40], with more robustness to noise
but also more inter-speaker variability.
In [46], the STFT is applied to the reverberant speech signal, followed by a Free
Decay Region (FDR) detection in subbands where FDRs are defined as time intervals
during which the reverberant energy is dominant. For each of these FDRs, the concept
of the Schroeder integral is adapted to the frame-based Subband Energy Decay Function
(SEDF), on which linear fitting is applied. The latter is then used to find time intervals
needed for the SEDF to decay by 60 dB. The subband T60 values are mapped to a fullband
estimate, leading to good estimation accuracy, especially at high SNRs.
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Finally, in [47], Polack’s statistical model is assumed and a parallel is drawn between
the reverberation problem and motion blur in images. The magnitude of this blur kernel
is then estimated in the STFT domain, where a second STFT is applied to the magnitude
spectrogram of the reverberant speech signal in order to examine its behaviour as a function
of time. An FDR detection stage is first applied to the reverberant signal, and a variable
window length is used when estimating the blur kernel on such regions. The method shows
state of the art performance, especially for T60 values greater than 0.7 s.
Subband T60 Estimation
Although several of the previously described blind reverberation time estimation algo-
rithms use subband T60 estimates, their values are weighted and averaged in order to
improve the accuracy and robustness of fullband results. Furthermore, in several cases
only the few subbands corresponding to the main speech frequencies are considered, so as
to avoid problems with estimating T60 at low frequencies. This section gives an overview
of the methods developed specifically for subband T60 estimation.
In [48], the STFT of the reverberant speech signal is computed, and individual
frequency bins are summed to form octave bands. Recursive smoothing is applied to
the signal energy of each subband, which is modelled by a two-slope exponential decay
multiplied by a log-normally distributed noise term. Subband FDR detection is applied
and maximum likelihood estimation of the reverberation time is performed in the log-
domain. Reported results show good accuracy even for reverberation times of several
seconds.
The previously described ML algorithm of [41] was also proposed in a subband
version, in which estimates for the lower subbands are extrapolated from the more reliable
estimates of the higher subbands in order to reduce the high estimation error obtained
with the baseline subband ML estimates. Based on ground-truth frequency-dependent T60
values for typical rooms, a model similar to a scaled Rayleigh distribution is trained and
used to extrapolate subband reverberation time estimates. Reported results indicate good
performance even at SNRs as low as 0 dB
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2.4.2 Direct-to-Reverberant Ratio Estimation
There are only a few reported methods that estimate the DRR from a single-channel
signal, all of which give fullband estimates. In [45], the Overall Reverberation to Speech
Modulation energy Ratio (ORSMR) is computed as the ratio of the average modulation
energy in the last modulation frequency bands (20 - 128 Hz, containing information about
the reverberation tail) to the average energy in the first modulation band (4 Hz, containing
information about the speech). A linear mapping function is then used to transform
ORSMR values into fullband DRR estimates.
The method proposed in [46] starts by decomposing the reverberant speech signal
into subbands using the STFT, followed by an FDR detection step. In each subband and
for each detected FDR, the maximum value of the energy is associated with the direct
path, and the DRR is computed as the energy ratio between the direct-path component
and the rest of the energy in the FDR under consideration. The median DRR value of
all the detected FDRs is kept in each subband, and a mapping is performed to obtain the
fullband DRR value. Reported results show more than 2 dB median estimation error and
6 dB interquartile range across all conditions.
The data-driven algorithm of [49] is based on the training of a Bidirectional Long-
Short Term Memory (BLSTM) recurrent neural network on simulated data for which
ground truth DRR values are known. The reverberant speech signal is normalised and
Voice Activity Detection (VAD) is employed in order to drop non-speech frames. A total of
134 frame-based features are then computed, including Mel-frequency cepstral coefficients
and their time derivatives, modulation domain features and deep scattering spectrum
features. Four BLSTMs trained on different datasets are concurrently used, their results
averaged across frames and combined using an SVR. Reported estimation results show
better accuracy than competing methods, with less than 2 dB median estimation error
and 5 dB interquartile range across all conditions on previously unseen reverberant data.
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2.4.3 Summary
Blind estimation of T60 from speech signals remains a challenge, especially at low SNRs.
The methods in [39, 41–43, 47] rely on an exponentially decaying stochastic model of the
impulse response, leading to good estimation accuracy for T60 < 1 s. For larger T60 values,
the use of a two-slope decaying model in [48] shows a significant reduction in estimation
error. Furthermore, most methods do not take the additive noise into account explicitly,
leading to large estimation errors at low SNRs [40]. Performing noise reduction prior to the
reverberation parameter estimation procedure [41], or weighting and averaging subband
T60 values depending on the input SNR [43,46] can alleviate this problem for fullband T60
estimation, but the estimation of subband T60 values remains a challenge [41]. Finally, the
methods in [41, 46, 48] rely on prior accurate estimation of FDRs in subbands, which can
be difficult in practice when only short pauses are present in the input speech signal, and
prevents their implementation in an online manner, a requirement for real-time speech
dereverberation.
Blind estimation of DRR in single-channel appears to be a very difficult task,
as most methods suffer from large estimation errors. The data-driven approach of [49]
performs best and is implemented in an online manner, giving a DRR estimate for each
10 ms frame. Finally, there is currently no published method attempting to estimate DRR
in subbands.
2.5 Performance Evaluation
The most direct way of evaluating the performance of a speech enhancement algorithm
in terms of speech quality and intelligibility is to use subjective listening tests [50,52,53].
However, these are time consuming and need to be done under strict conditions to obtain
reproducible results [54, 55]. Several objective measures have therefore been developed
in order to bypass these limitations and predict the quality and intelligibility of speech
signals as accurately as possible. However, it remains unclear whether they can provide
reliable estimates in the context of enhancement of reverberant noisy speech [50,51,56].
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2.5.1 Subjective Testing
Speech Quality
Speech enhancement algorithms typically introduce several types of distortions or arte-
facts. The speech signal itself can be affected, which is called signal distortion. Also,
the background noise and reverberation can be affected, which is linked to the potential
artefacts created by the enhancement algorithm while trying to remove this background
interference. With reverberant signals, there is also the extra dimension that is the per-
ceived level of reverberation. The subjective overall quality of a speech signal is intricately
linked to these different types of distortion and perceptual properties.
Mean Opinion Score In the noise suppression literature, the methodology for evaluat-
ing the speech quality of enhancement algorithms typically follows the ITU-T recommen-
dation P.835 [55]. This methodology was designed in order to overcome the uncertainty
listeners might have as to how they should rate the overall quality of the signal. This is
especially important in the case of high levels of noise and aggressive processing, where
the background may have been improved but the speech signal might have been severely
degraded in the process.
To evaluate speech quality, listeners are asked specifically and successively to rate
the processed speech signal in three different respects. First, the listener is asked to attend
only to the speech signal, and to rate it on a 5-point scale of signal distortion, going from [1
= very unnatural, very degraded] to [5 = very natural, no degradation]. The background
noise alone is then rated using a 5-point scale of background intrusiveness, going from [1
= very conspicuous, very intrusive] to [5 = not noticeable]. Finally, the overall quality is
rated using the 5-point scale of the Mean Opinion Score (MOS) as defined in [58] [1 = bad,
2 = poor, 3 = fair, 4 = good, 5 = excellent]. By rating the speech signal and background
individually first, the listener should include both of these effects in the judgement of
overall quality [55].
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This type of evaluation has been used to evaluate single-channel noise suppression
algorithms in [59, 60]. In [61], this methodology was adapted in order to evaluate speech
dereverberation algorithms. 5-point MOS scales were used to evaluate four different at-
tributes of the enhanced signals: how reverberant, coloured and distorted they were, as
well as their overall quality. On the MOS scale, 1 corresponded to bad overall quality
and very reverberant, distorted or coloured signals and 5 corresponded to excellent overall
quality and not reverberant, coloured or distorted signals.
Multi Stimuli test with Hidden Reference and Anchor The Multi Stimuli test
with Hidden Reference and Anchor (MUSHRA) is described in the ITU-R recommandation
BS.1534-3 [53]. It is designed to work with systems which are expected to introduce
significant impairments to the audio quality. The assessors are asked to score the stimuli
according to the continuous quality scale (CQS), which consists of a continuous scale
with scores ranging from 0 (“bad” quality) to 100 (“excellent” quality). They have the
possibility to listen to all stimuli at will, in no particular order. The listeners are asked
to compare a reference signal (i.e. clean, full quality signal) with several other stimuli,
including the same unmarked reference signal hidden amongst the stimuli, as well as one
or more anchor signals (for which a specific score on the CQS is expected, e.g. a severely
degraded speech sample). Before the actual experiment, the assessors are guided through
a training phase in order for them to become familiar with the listening test.
The MUSHRA test was used in [62] to assess the performance of speech derever-
beration algorithms. In this study, a clean or headset recording was used as a reference
signal, an unprocessed noisy reverberant signal served as an anchor, and several processed
versions of the same speech utterance constituted the set of stimuli. Two attributes were
tested: the perceived amount of reverberation, for which the CQS ranged from [0 = very
large] to [5 = very small], and overall quality which followed the standard CQS.
However, the use of a MUSHRA test to assess the perceived amount of reverberation
can prove to be difficult as the listeners might perceive several stimuli as strongly similar
in terms of their reverberation [32]. To cope with this, the Multi Stimuli test with Hidden
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Reference and Anchor for Reverberant speech (MUSHRAR) modification was proposed
[63]. In this test, the listeners compare audio files with a CQS ranging from [0 = not
reverberant] to [100 = very reverberant], which is the opposite of [62] but was chosen as
a more intuitive way of rating reverberation. The reference signal was chosen to be the
anechoic speech convolved with an impulse response presenting low T60 and high DRR as
it sounds more natural than anechoic speech, and therefore provides a much better hidden
reference stimulus. One anchor signal was used: the anechoic speech convolved with a
RIR presenting high T60 and low DRR. The assessors were asked to give a score of 0 to at
least one of the stimuli which, if properly identified, should be the hidden reference.
Speech Intelligibility
An improvement in speech quality does not necessarily mean an improvement in speech
intelligibility. In some cases, an improvement in quality might mean a worse intelligibility
as excessive processing of a degraded sound file might have induced distortion on features
important for the good understanding of speech. In a lot of practical scenarios, the aim
of speech enhancement algorithms is to improve quality while at least preserving the
intelligibility [64].
Speech intelligibility is a measure of how well speech can be understood and it is
typically quantified by the proportion of words correctly recognised in a sentence. Its
estimation in background noise looks at the relation between the SNR and the probability
of the listener correctly identifying the words in the degraded speech sample [65,66]. This
relation is called the psychometric function (PF) and has a sigmoid shape as illustrated
in Figure 2.7. It is parameterised by the Speech Reception Threshold (SRT), the SNR
at 50% intelligibility score, and the slope of the PF at that threshold. The horizontal
position and the slope of the PF depend on the details of the intelligibility test and the
type of noise.
Types of Intelligibility Experiments There are several types of intelligibility tests
one can use when measuring the psychometric function. All are based on the presentation
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Figure 2.7: Example psychometric function giving the probability of understanding a degraded speech
sample as a function of SNR.
of one or several key speech samples at a specific SNR, that the subject tries to recognise.
Depending on the outcome (the fraction of words correctly identified), the estimate of the
psychometric function is updated and a new presentation level is selected. Depending on
the application and the specific type of intelligibility to be measured, different types of
tests are used.
To measure the intelligibility of spoken digits in noise, the TIDIGITS database can
be used [67], so that for each probe SNR, the user is presented with one or several spoken
digits and is asked to type them through a user interface. This type of test is particularly
useful when a fast psychometric test is required with minimum supervision by the assessor.
A popular technique for measuring speech intelligibility is the use of matrix sentence
tests, such as the one presented in [68]. In such tests, the sentences are all composed
with the same structure (e.g. Name Verb Numeral Adjective Object). Each word is taken
randomly from an inventory of 10 words per category (for a total of 105 possible sentences),
and the subject has to recognise each keyword.
Psychometric Function Estimation A widely used procedure for measuring psycho-
metric functions is the constant stimuli method. The PF is sampled at a number of
predetermined SNR levels and a fixed number of tests are performed at each level, in a
random order, to obtain percent correct scores at each SNR. However, this procedure is
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quite inefficient and requires an extensive number of tests in order to obtain a reliable
estimate of the PF parameters.
As a result, many adaptive procedures have been proposed for measuring exper-
imental psychometric functions efficiently [69–73]. Among the most popular adaptive
techniques are the up-down staircase procedures. The main concept behind these meth-
ods is to adapt the probe SNR at trial n depending on the the subject’s response at the
previous trial, so that convergence towards the SRT can be achieved rapidly. The probe
SNR is reduced if a correct response was given or increased if the subject’s response was
incorrect, typically starting at a very high SNR with perfect intelligibility. In order to
ensure rapid convergence, the step size governing the change in degradation level can be
adaptively selected [74]. Another variation is the transformed up-down procedure [69] in
which the SNR change depends on the outcome of several of the preceding trials. For
example, the SNR is decreased after two successive correct responses, but is increased
after only a single correct response (1-up, 2-down rule). Even though such methods can
also be used for slope estimation [71], most of them lead to inaccurate results for this
parameter [75] due to serial data dependency when only the SRT is under consideration
for the next presentation level selection.
In order to perform concurrent slope and threshold estimation, it has been proposed
in [76] to use an adaptive multimodal sampling scheme of the PF so that the chosen
degradation levels help minimise the expected error variance of the maximum likelihood
estimates of SRT and slope. Based on an analysis presented in [69], 4 sampling points
are determined along the PF that correspond to a compromise between the sweet points
for α and β, i.e. the probe SNRs minimising the variance of their estimates. From [69],
these sweet points correspond to intelligibilities of 50% for the α sweet point and 5.8%
and 94.2% for the β sweet points. Every 30 to 40 trials, the most likely PF is computed
via nonlinear fitting, and a new sampling scheme is computed accordingly.
The concept of using the PF parameters’ sweet points for stimulus placement has
also been used in the maximum-likelihood based approaches [77, 78]. In this type of pro-
cedure, the space of possible SRT and slope values is sampled using a predefined grid,
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and the likelihood of each point on this grid is computed after each trial. The degrada-
tion level is subsequently chosen according to the PF parameters corresponding to the
maximum-likelihood point on the grid. In [72], this technique is used in conjunction with
two interleaved adaptive-staircase procedures converging to specific proportion correct
scores compromising between the α and β sweet points. After each trial, the maximum
likelihood PF is estimated, and the SNRs corresponding to the 20 and 80% correct scores
are computed and randomly interleaved. [73] proposed a similar maximum-likelihood es-
timation of the parameters, adding the lapse rate λ (i.e. the probability of the listener
having lapses of attention) as an unknown parameter. A sweet point for this extra pa-
rameter was derived, and the next observation placement is computed by alternatively
selecting one of the α, λ, or β sweet points of the current maximum-likelihood psychome-
tric function estimate. Different selection schemes (i.e. random or up-down procedures)
for these sweet points are proposed, leading to relatively similar degrees of performance.
Bayesian adaptive procedures [79, 80] are based on a psychometric function model
and a Bayesian framework for estimating the sampled posterior probability distribution
of the space of possible psychometric functions. These methods are closely related to
maximum-likelihood procedures, but use posterior distributions rather than likelihoods.
After each trial, the best presentation level to use next is computed using the posterior
density and according to a specific cost function. Minimisation of the expected entropy [80]
or variance [81] of the parameters after the next trial have been proposed.
Performance Evaluation of Speech Enhancement Algorithms In order to as-
sess the performance of speech enhancement algorithms in terms of speech intelligibility,
several PFs have to be concurrently estimated. In [81], it is proposed to interleave any
number of PF to estimate (e.g. without processing, after processing with algorithm A,
after processing with algorithm B, etc.), and to choose the next PF to update to be that
which provides the largest expected decrease in the predefined cost function. The differ-
ence in SRT between the processed and non-processed case can then be used as a metric
quantifying the intelligibility improvement, based on the observation that PFs in noise are
approximately translated and not distorted when processing is applied [82]. However, it
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is suggested in [66] that the PF is also distorted in the presence of reverberation, meaning
that the slope parameter must also be estimated and used in the comparison between
algorithms when considering reverberant noisy speech. Indeed, equivalent SRTs together
with a shallower slope after processing would mean that the SNR range associated with
high intelligibility scores has actually been reduced.
2.5.2 Objective Measures
A number of instrumental measures have been developed to predict accurately speech
quality and intelligibility. Some of these metrics were designed for the evaluation of com-
munication channels and speech codecs [83,84], or for non-reverberant noisy speech [52,85]
and it remains unclear whether they can be used reliably in the context of enhancement
of reverberant and noisy speech.
In this section, we will describe some of the main signal-based objective measures
employed in the literature to evaluate speech enhancement algorithms. These will be used
to evaluate the proposed speech dereverberation method in Chapter 4. Their reported
correlations with measured subjective speech quality and intelligibility will be described
in section 2.5.3.
Perceptual Evaluation of Speech Quality (PESQ)
PESQ was originally developed for end-to-end speech quality assessment of narrow-band
telephone networks and speech codecs [84]. It compares an original reference signal with
the resulting signal after passing this reference through a communications system. The
algorithm comprises a level and time alignement pre-processing step and a perceptual
modelling step in which a distance between the original and degraded speech signal is
computed (the PESQ score).
The signed difference between the distorted and original loudness density is com-
puted, which is called the raw disturbance density. A positive raw disturbance density
means that components such as noise have been added to the signal, and a negative value
means components have been removed. A mask array is then computed from the minima
2.5 Performance Evaluation 48
of the original and degraded loudness densities. Depending on whether the value of the
raw disturbance density lies within the mask values, is above or below the mask values,
the disturbance density is either set to zero, reduced, or augmented. This models the
fact that small differences are masked by the presence of loud signals, and results in a
disturbance density for each time-frequency cell.
The STFT frequency bins are mapped from a scale in Hertz to a pitch scale in Bark,
resulting in pitch power densities. An asymmetrical disturbance density is then calculated
per frame by multiplying the disturbance density by an asymmetry factor which is the
ratio of the degraded and original pitch power densities raised to the power 1.2. The
asymmetry factor is clipped or set to zero depending on its value so that only the time-
frequency cells for which the degraded pitch power density exceeded the original pitch
power density are non-zero.
The disturbance density and asymmetrical disturbance density are averaged over
frequency and time in order to compute the PESQ score as
PESQ = a0 + a1Dind + a2Aind (2.13)
where Dind is the average disturbance value and Aind is the average asymmetrical distur-
bance value. The PESQ score can then eventually be further mapped to MOS [86].
Cepstrum Distance (CD)
The CD is an objective instrumental measure based on the Linear Predictive Coding (LPC)
coefficients of speech. After computing the LPC coefficients am, m = 1, .., p for the frame
under consideration, the cepstrum coefficients can be obtained recursively using [50]
c(m) = am +
m−1∑
k=1
k
m
c(k)am−k m = 1, .., p (2.14)
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with p the LPC analysis order. The cepstrum distance is then computed for each frame
as [87]
dCD(~cp, ~cc) =
10
log(10)
√√√√2 p∑
k=1
[cc(k)− cp(k)]2 (2.15)
where ~cp is the cepstrum coefficient vector of the degraded or processed speech and ~cc
is the cepstrum coefficient vector of the clean speech. The CD values obtained for each
frame are then averaged to obtain the global CD value.
Frequency-weighted Segmental SNR (FWSegSNR)
Speech is not a stationary signal, therefore computing the classical SNR as an average ratio
over the entire signal will not yield good correlation with perceived quality [83]. A first
extension of the concept of SNR in order to get a more reasonable measure of subjective
quality is to compute the frame-based segmental SNR [85]. As frames with very high or
very low SNRs do not reflect a very high perceptual difference, the frame-based values are
clipped (between −10 and 35 dB for example), and the average is taken.
A further extension is the frequency-weighted segmental SNR, computed as follows
[50]
FWSegSNR =
10
L
×
L−1∑
l=0
∑K
k=1W (l, k) log10
|S◦(l,k)|2
(|S◦(l,k)|−|Y ◦(l,k)|)2∑K
k=1W (l, j)
(2.16)
where L is the number of frames, K is the number of frequency bands, |S◦(l, k)|2 is
the spectrum power of the clean speech signal at time-frame l and in frequency band k,
|Y ◦(l, k)|2 is the spectrum power of the degraded or processed speech signal, and W (l, k)
is the weight placed on the kth frequency band. The signal is typically divided into 25
sub-bands, and the weights are computed as [50]
W (l, k) = |S◦(l, k)|γ (2.17)
with γ = 0.2 for optimum correlation with speech quality.
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Reverberation Decay Tail (RDT )
The RDT measure was developed as an objective measure of the perceived effect of the
reverberant decay tail of speech signals, without requiring an estimate of the impulse
response [88]. It is based on the time-domain RIR statistical model proposed by Polack
(2.3). The parameters of this decay model are then estimated from the Bark Spectral (BS)
difference between the reverberant and reference speech in each BS bin, which eliminates
the effect of any decay tail in the reference speech itself.
The RDT measure is then defined as [88]
RDT =
σavg
Davg ζ¯avg
(2.18)
where σavg and ζ¯avg are the average values of the parameters of (2.3) and Davg represents
the average direct path energy.
Speech-to-Reverberation Modulation energy Ratio (SRMR)
The SRMR was developed as a non-intrusive objective measure to predict the quality
and intelligibility of reverberant and dereverberated speech [89]. It is based on the idea
that the modulation energy of anechoic speech is usually concentrated in lower modula-
tion frequencies while that of reverberant and noisy speech shows more high modulation
frequency components [45].
The speech signal is first decomposed by a gammatone filterbank with centre fre-
quencies from 125 Hz to approximately half the sampling frequency. The temporal en-
velope of each subband signal is then extracted and decomposed into eight overlapping
modulation bands with centre frequencies logarithmically spaced between 4 and 128 Hz.
The squared magnitude of the Discrete Fourier Transform (DFT) of the filtered envelope
in each modulation band is computed, giving the modulation spectral energy. The SRMR
metric is therefore computed as the ratio of the average modulation energy in the first 4
modulation bands (4 to 20 Hz) to the average modulation energy in the last 4 bands (20
to 128 Hz).
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In [57] an updated version of the metric, SRMRnorm, was proposed in order to
reduce the dependency of SRMR on pitch and speech content. First, the modulation
frequency range is reduced from 4-128 Hz to 4-40 Hz, with the centre frequencies between
the extremities still logarithmically spaced. This helps reducing the correlation between
pitch and SRMR greatly. Secondly, the average peak value is computed as [57]
E¯peak = max
k,fmod
(
1
L
L∑
l=1
Ek(l, fmod)
)
(2.19)
where k is the gammatone subband index, fmod is the modulation frequency index, L
is the total number of frames, and Ek(l, fmod) is the modulation energy at time l, in
frequency band k and modulation band fmod. The modulation energy in all subbands and
all modulation bands is then thresholded at E¯peak in the upper bound and at E¯peak − 30
in the lower bound before the averages are computed.
Short-Time Objective Intelligibility (STOI)
The STOI measure was developed in order to accurately predict the intelligibility of noisy
speech as well as time-frequency weighted noisy speech [52]. First, the clean reference
speech and degraded or processed speech are decomposed into DFT-based one-third octave
bands. Then both the clean and degraded subband speech signals are segmented into
short-time (384 ms) temporal envelopes, which are compared by means of a correlation
coefficient after normalisation and clipping of the degraded speech temporal envelopes [52].
This results in intermediary intelligibility scores dSTOI(l, k) for each segment l and each
third octave band k.
The global STOI score is then computed as the average over all frames and sub-
bands, and presents a monotonic relation with speech intelligibility. An optional mapping
between STOI objective scores and intelligibility scores (as percentage of words correctly
recognised) can be performed which accounts for the nonlinear relation between the two.
The mapping is defined as the logistic function [52]
f(d) =
100
1 + exp(ad+ b)
(2.20)
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where a and b are free parameters fitted to the desired intelligibility scores data through
a nonlinear least squares procedure.
2.5.3 Correlation with subjective measures
In recent years, there has been increasing efforts made in determining the link between
objective measures and perceived quality of enhanced speech [50,90].
In [50], CD, FWSegSNR and PESQ are compared against subjective scores obtained
through the methodology of ITU-T recommendation P.835 for enhanced noisy speech using
13 different single-channel noise reduction algorithms. A first result is that all measures
show much higher intra-class correlation (computing the correlation coefficient for each
type of algorithm then averaging the results) than inter-class correlation. All three metrics
present high intra-class correlation coefficients with signal distortion and overall quality
(ρ ∈ [0.79, 0.89]) with PESQ being the best and CD and FWSegSNR performing nearly as
well. In terms of predicting background distortion, the metrics are found to have poorer
correlation coefficients, with PESQ being the only measure found to give reasonably good
correlation.
In [51] the link between speech intelligibility and objective measures was studied
in the context of noise reduction algorithms. It is found that CD performs rather poorly
at predicting speech intelligibility while PESQ and FWSegSNR perform reasonably well
(ρ = 0.79− 0.81). This suggests that both PESQ and FWSegSNR are objective measures
that can be used for predicting the perceived speech quality and intelligibility of speech
in the context of single-channel noise reduction.
Speech intelligibility after single-channel noise reduction processing is also studied
in [52], where FWSegSNR, STOI and other intelligibility measures such as Coherence
Speech Intelligibility Index (CSII) [91] and Covariance-based Speech Transmission Index
(CSTI) [92] are compared. It is found that STOI is the best at predicting intelligibility of
enhanced noisy speech (ρ = 0.92), with FWSegSNR performing modestly well (ρ = 0.77).
The correlation between objective metrics and subjective MOS scores of derever-
berated speech signals was studied in [93]. It was found that FWSegSNR and CD cor-
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related best with overall quality for all dereverberation algorithms under consideration
ρ = 0.81 − 0.82, with PESQ performing moderately well ρ = 0.77. The same correla-
tions were found for how reverberant the enhanced speech signals were perceived, with
the extra information that RDT showed high intra-class correlation. None of the metrics
was found to correlate well with the perceived colouration of the reverberation for both
intra and inter-class correlation. CD, PESQ and RDT showed high intra-class correlation
(ρ = 0.82 − 0.86) with signal distortion. Inter-class correlations were generally found to
be rather poor, however these results have to be put in perspective as the different types
of dereverberation algorithms under test were vastly different.
The instrumental evaluation of perceived level of reverberation was studied in [63].
A MUSHRAR test was used and acoustically close reverberation scenarios were investi-
gated, without further processing by an enhancement algorithm. In terms of Pearson cor-
relation coefficients, SRMRnorm and RDT showed the highest correlation with perceptual
scores while the original SRMR metric performed very poorly (ρ = 0.05). Interestingly,
RDT showed significant differences between all pairs of conditions whereas the perceptual
MUSHRAR scores showed significant differences for all pairs but two. This seems to sug-
gest RDT is good for differentiating between reverberant conditions but not for predicting
the level of reverberation perceived by a human listener.
In [57], SRMRnorm is defined and its performance as an intelligibility metric is in-
vestigated. Tests were performed for 18 conditions: 1 clean, 8 noise only, 5 reverberation
only and 4 noise + reverberation. It was found that PESQ and SRMRnorm performed
really well (ρ = 0.92) while STOI performed poorly (ρ = 0.36). However, there is no liter-
ature studying the performance of SRMRnorm as an intelligibility metric after processing
by a speech enhancement algorithm.
Finally, the performance of multiple dereverberation algorithms was studied in [56]
in terms of both objective measures and subjective tests. CD and FWSegSNR were found
to roughly capture the perceived amount of reverberation. For the perceived overall quality
of the enhanced signal however, none of the objective measures performed adequately,
with results being completely counter-intuitive (a worse result in terms of metric score
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often lead to better subjective results). It is hypothesised that no instrumental measure
can capture the subjective sense of overall quality in single-channel processing. This idea
seems supported by the fact that the algorithm from [32] ranked best in terms of subjective
quality while ranked 5th in terms of FWSegSNR.
The findings described above are summarised in Table 2.1, in which + indicates
reasonably good correlation, + + + indicates strong correlation and − indicates poor
correlation.
Objective
Measure
Speech
Quality
Speech
Intelligibility
Perceived
Amount of
Reverberation
References
CD + − + [50,51,56,93]
FWSegSNR + + + + + [50–52,56]
RDT − − + + + [63,93]
SRMRnorm − + + [57]
PESQ + + + + − [50, 51,93]
STOI − + + + − [52]
Table 2.1: Summary of reported correlation between objective instrumental measures and sub-
jective tests in the context of single-channel enhancement of reverberant noisy speech. + indicates
reasonably good correlation, + + + indicates strong correlation and − indicates poor correlation.
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Chapter 3
Blind Estimation of Reverberation
Parameters
In order to be able to perform single-channel speech dereverberation, we first need to
characterise the reverberation that is present in the signal. One way to do this is to consider
the full impulse response. However, since the RIR may last several seconds, this typically
involves thousands of filter taps that cannot be estimated in practice. Alternatively, it
is possible to capture the important characteristics of the RIR in a small number of
parameters. The simplest model, after Polack [24], requires only a single parameter: the
reverberation time T60. In the following, we extend this model slightly to incorporate
the Direct-to-Reverberant energy Ratio (DRR) in its parameterisation, and assume the
model applies within subbands. The resulting drop and decay model of the squared
impulse response in subbands is illustrated in Figure 3.1. In this chapter we will focus
on estimating blindly from a single-channel noisy reverberant speech signal the frequency-
dependent values of both T60 and DRR in an online manner.
3.1 Joint estimation of subband T60 and DRR
The Short Time Fourier Transform (STFT) is applied to the noisy reverberant signal and
the processing is done in the time-frequency domain. Let the speech, reverberation and
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Figure 3.1: Log-power of a subband RIR obtained through STFT. The drop in energy after the
direct path is delimited by the dotted lines and the decaying region is represented by the dashed
line.
noise power at time-frame l and in frequency bin k be given respectively by S(l, k), R(l, k),
and N(l, k). Assuming uncorrelated powers are additive, we have for the total power
Y (l, k) = V (l, k)S(l, k) +R(l, k) +N(l, k) (3.1)
where V is a binary-distributed switch on S. We assume S, R and N follow Generalized
Gamma distributions [94] with shape parameters γ = 1 and κS , κR, κN respectively. Thus,
using
pGG(x; γ, κ, θ) ,
γ
θ Γ(κ)
(x
θ
)γκ−1
e−(
x
θ )
γ
(3.2)
we have p(s(l, k)) = pGG
(
s(l, k); 1, κS ,
µS(l,k)
κS
)
and similarly for R and N . Such General-
ized Gamma distributions are used as we empirically found them to fit observed data very
well. Their shape parameters κS , κR and κN are assumed to be frequency independent and
are determined empirically in order to maximise the fit of the distributions to real data.
Uppercase letters represent random variables, the corresponding lower case letters their
realisations, and the mean of their distributions are denoted using the symbol µ associ-
ated with the corresponding subscript letter. Hatted symbols denote estimated quantities.
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Polack [24] proposed modelling RIRs statistically using scaled exponentially de-
caying white Gaussian noise parameterised by the broadband reverberation time T60. It
follows directly from (2.3) that for t ≥ 0 the squared impulse response is given by
h2(t) = σ2b2(t)e
− 6 log(10)
T60
t
(3.3)
with b2(t) following a χ2 distribution with 1 degree of freedom or, equivalently, a Gamma
distribution b2(t) ∼ Γ(12 , 2). In Section 2.2, it was noted that the parameters of this model
are normally frequency dependent [17]. Therefore, we extend the model of (3.3) into STFT
discrete time with frame increment T and assume that this exponentially decaying model
is valid in each frequency bin. This results in the following model for the squared impulse
response in frequency bin k including the direct-path:
h2k(l) = δ(l) + u(l − 1) b2(l)dkαl−1k (3.4)
where δ(l) is the Kronecker delta function, u(l) is the unit step function and b2(l) is a
Gamma distributed noise term. αk is the decay constant in frequency bin k, related to
T60,k through
α
T60,k
T
k = 10
−6, (3.5)
and dk is the drop in energy after the direct path, related to the frequency-dependent
DRR by the equation
DRRk =
1− αk
dk
. (3.6)
Equation (3.4) allows us to describe the dynamic evolution of the reverberation
power in an enclosed space using the following autoregressive model:
R(l, k) =
+∞∑
τ=1
dkV (l − τ, k)S(l − τ, k)ατ−1k . (3.7)
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All frequency bins are processed independently below, therefore the k index will be omitted
in the remainder of this section. The model of (3.7) can be written recursively as
R(l) =
+∞∑
τ ′=0
d V (l − 1− τ ′)S(l − 1− τ ′)ατ ′ (3.8)
= d V (l − 1)S(l − 1) + α
[
+∞∑
τ ′=1
d V (l − 1− τ ′)S(l − 1− τ ′)ατ ′−1
]
(3.9)
= d V (l − 1)S(l − 1) + αR(l − 1). (3.10)
3.1.1 Voice Activity Controlled Bayesian Filtering
System Description
We want to track the underlying powers that govern our observations. We also have dy-
namic equations describing their expected relations, with α and d the system parameters
governing these dynamic equations. In order to track both the signal powers and rever-
beration parameters in an online manner, we use a Bayesian filtering framework. This
is appropriate as the estimation of S, R and N does not rely heavily on their prior dis-
tributions. Under Gaussian assumptions of the tracked quantities, a Kalman Filter (KF)
and/or its nonlinear extensions can be used. Furthermore, we need to determine adap-
tively the state of the binary switch, V (l), indicating speech presence, which we can do
using a Markov model.
A block diagram of the proposed algorithm is shown in Figure 3.2. For each fre-
quency bin, the noisy and reverberant speech power in frame l, y(l), forms the input to a
hidden semi-Markov model (HSMM) which estimates the speech presence indicator, V (l),
as described below. The signal y(l) also forms the input to an Extended Kalman Filter
(EKF) that estimates the parameter state vector, xˆ(l), comprising estimates of µS , µR,
µN (the mean signal powers) as well as of α and d. Computation of the HSMM obser-
vation probabilities is described below. Since it depends on the EKF state, the value of
V (l) cannot be reliably determined at time l. Accordingly, the HSMM keeps track of the
n-best state sequences with the highest likelihoods and a separate EKF is used for each.
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In the following, Ol is one such state sequence up to time frame l in the frequency bin
under consideration.
xˆ(l − 1)
y(l) n-best
HSMM
Ol
Delay
EKF
xˆ(l)
Figure 3.2: Block diagram of the HSMM-conditioned EKF system.
Speech Activity Detection
In order to estimate V (l), a 2-state HSMM is used. This speech activity detector conditions
the EKF operation.
V0
1− a1(l)
V1
a1(l)
a0
1− a0
y(l)
py|V0(y(l)) py|V1(y(l))
Figure 3.3: Semi-continuous transition probability HSMM with 2 states. a0, etc. represent the
transition probabilities. py|Vj (y(l)) is the likelihood of emitting observed energy y(l) from state
Vj .
To get the probability of each path through this 2-state HSMM, we first need to
derive the a posteriori Speech Presence Probability (SPP). Let V1 and V0 be the states
corresponding to V (l) = 1 and 0 respectively. The posterior probability of having speech
active at time frame l is
P (V1|y(l),Ol−1) =
P (V1|V (l − 1)) py|V1(y(l))
P (V0|V (l − 1)) py|V0(y(l)) + P (V1|V (l − 1)) py|V1(y(l))
(3.11)
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with py|Vj (y(l)) the likelihood of emitting observed energy y(l) in state Vj , j ∈ {0; 1}.
Because of the Markov assumption, the prior probabilities P (Vj |V (l− 1)) only depend on
the previous state and correspond to the aj of Figure 3.3.
In order to reduce false alarms, we use a dynamic scheme for the transition proba-
bilities a1(l), in a similar fashion to the semi-Markov model described in [95].
a1(l + 1) =
 max
(
a1, a1(l)e
− 1
τ
)
if V (l) = 1
min
(
a1, a1(l)e
1
τ
)
if V (l) = 0
(3.12)
where a1 and a1 are lower and upper bounds on a1(l) respectively.
To calculate the likelihood functions, we model the power distribution of the noisy
reverberant speech in each frequency bin using a Generalized Gamma distribution (3.2)
with γ = 12 . It is shown in [96] that this is equivalent to the assumption that the magnitude
coefficients follow a Gamma distribution [97–99]. The shape parameter κ was determined
experimentally for speech active, κ1, and inactive, κ0, by fitting Gamma distributions
to histograms of the magnitude coefficients. The results were then averaged between
frequency bins. We used anechoic clean speech from the TIMIT database [100] convolved
with RIRs of reverberation times in the range 0.3 to 2.2 s, and added white Gaussian noise
with SNRs in the range 10 to 20 dB. The average values across all frequency bands and
all conditions were found to be κ0 = 1.45 and κ1 = 1.08. The likelihood functions are
computed as
py|V0(y(l)) = pGG
(
y(l);
1
2
, κ0,
(µR + µN ) Γ(κ0)
Γ(κ0 + 2)
)
(3.13)
py|V1(y(l)) = pGG
(
y(l);
1
2
, κ1,
(µR + µN + µS) Γ(κ1)
Γ(κ1 + 2)
)
(3.14)
where the mean noise and speech powers are assumed to be quasi-stationary so that
µN (l) = µN (l − 1) and µS(l) = µS(l − 1) is used in (3.13) and (3.14). To compute the
mean reverberant power µR at time l, we use its estimate from the EKF operation at time
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l − 1 and predict its evolution from (3.10) as
µR(l) = αµR(l − 1) + V (l − 1) dµS(l − 1). (3.15)
To find the probability of the path leading to V (l) = Vj , j ∈ {0; 1} through this HSMM,
we compute
P (Vj ,Ol−1|y(l)) = P (Vj |y(l),Ol−1)× P (Ol−1). (3.16)
Because the computation of the observation likelihoods depend on the continuous EKF
operation and we have a semi-continuous transition probability scheme, information about
the past several frames is needed. This means that using a Viterbi algorithm is not strictly
possible. Instead, we keep track of the n-best list of possible paths arriving to each state
as well as the associated state vectors, allowing the system to postpone its decision for
a few frames. The number of n-best choices we store then creates a trade-off between
latency of the algorithm and accuracy of the results.
Nonlinear Kalman Filtering
In each frequency bin, the state vector encompasses the five quantities that we need to
estimate: S, R, N , α and d. The first three of these lie in the range (0,+∞) while the
last two lie in the range (0, 1). To avoid range constraints on the state vector elements,
we define the state vector as
x(l) = E
{
[ log(S(l)), log(R(l)), log(N(l)), ρ(α(l)), ρ(d(l)) ]T
}
(3.17)
where ρ(x) , log
(
x
1−x
)
.
By defining the state vector as in (3.17), we actually augment the true state space
of the different powers explaining the observation by the reverberation parameters gov-
erning their dynamics. Indeed, α and d are the system parameters that control how the
reverberation power dynamically evolves. By doing so, we perform what is called a joint
implementation of a dual estimation problem [101].
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Also, because of the parameterisation described in (3.17), both the prediction and
update stages of a conventional KF operation have nonlinear terms. This problem can
be tackled in several ways, namely by applying the nonlinear functions to the approxi-
mated probability distributions (Unscented Kalman Filtering and other sigma-point based
techniques), or by using Taylor approximations of the nonlinear functions (EKF).
Because the nonlinearities involved are analytically differentiable, we are able to
use an EKF [102–104]. Furthermore, the dimensionality of the problem is small and most
of the time update predictions are the identity function, making the computation of the
Jacobian matrices very efficient.
The prediction stage of the algorithm is described by the following set of equations.
xˆ(l|l − 1) = f (xˆ(l − 1), vˆ(l − 1)) (3.18)
Cl|l−1 = Fl−1Σl−1FTl−1 + Ql−1 (3.19)
with f(x, v) = [x1, g(x, v), x3, x4, x5 ]
T where xi is the i
th element of x. Eq. (3.15)
translates into
g(x, v) = log
[
ex2
1 + e−x4
+ v
ex1
1 + e−x5
]
. (3.20)
Cl|l−1 is the covariance matrix of the prediction stage, with Fl−1 =
∂f
∂x
∣∣
xˆ(l−1) the Ja-
cobian matrix of the prediction function, Σl−1 the covariance matrix of the state space
at the previous time frame and Ql−1 the covariance matrix of the additive noise process
of the prediction stage, which represents the natural variation of the state vector. As no
dynamic movement is defined for the state variables except the reverberation power, only
the magnitude of Ql−1 allows changes for the other estimates, which is equivalent to a
Gaussian random walk [104].
The update stage of the EKF algorithm is then defined by
e(l) = y(l)− h (xˆ(l|l − 1), vˆ(l)) (3.21)
Ul = HlCl|l−1HTl +Ml (3.22)
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Kl = Cl|l−1HTl U
−1
l (3.23)
xˆ(l) = xˆ(l|l − 1) + Kle(l) (3.24)
Σl = Cl|l−1 −KlUlKTl . (3.25)
In (3.21), e(l) is the prediction error, which is computed using
h(x, v) = v ex1 + ex2 + ex3 . (3.26)
The covariance Ul, following the update stage is calculated using Hl =
∂h
∂x
∣∣
xˆ(l|l−1). As-
suming y(l) is Gamma distributed, the observation noise Ml is computed using Ml =
κy (vˆ(l)µˆS + µˆR + µˆN )
2 where κy is determined empirically. Kl is the Kalman gain, which
is used to update the mean and covariance of the state vector according to equations (3.24)
and (3.25).
3.1.2 Validation
To evaluate the algorithm in a controlled environment, clean speech signals were generated
from the concatenation of different sentences pronounced by a male speaker from one of
the CMU ARCTIC databases [105], resulting in speech files sampled at 16 kHz of length
varying between 7 and 12 seconds. These were then convolved with different RIRs taken
from the Aachen database [106].
In the first experimental setup, a highly reverberant cathedral RIR was used and
non-stationary restaurant noise from ITU-T P.501 [107] was added to a reverberant speech
file at an SNR of 15 dB. The STFT was computed using a Hann window of length 20ms
and overlap factor 4. As all the frequency bins are processed independently, only the
results corresponding to the bin centred on 700 Hz are shown. By analysing the power
spectrogram of the impulse response in this frequency bin, the ground truth for α and d
were found to correspond to T60 = 2.58 s and DRR = −1.73 dB. To initialise the method,
the first 40ms of the degraded audio file were assumed to be only noise, and therefore
µN (0) was set to the mean observed power during this time interval. µS(0) was initialised
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to 10 dB above the value of µN (0), and µR(0) was set to −20 dB. Both the decay constant
and the drop were initialised to erroneous values corresponding to T60(0) = 3.4 s and
DRR(0) = −7 dB.
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Figure 3.4: Estimated T60 and DRR (solid lines) and true values (dashed lines) in the frequency
bin under consideration.
The ground truth for speech activity was obtained by assuming that the time
frames of the clean speech spectrogram that were in a 15 dB range of its maximum in the
frequency bin under consideration corresponded to a speech active state. Applying our
method resulted in 13.7% of frames being wrongly classified by the HSMM with 20.3% of
these errors being false alarms.
The results of the estimation of T60 and DRR are shown Figure 3.4. It can be seen
that both converge to the ground truth within 5 seconds with small fluctuations around
the ground truth thereafter. The dashed lines in Figure 3.5 show the estimated mean noise
and reverberant powers while the solid lines show the corresponding instantaneous ground
truth. The estimated means are very consistent with the instantaneous ground truth
powers, suggesting that the method is well suited for tracking mean interference powers
in top of the reverberation parameters. However, this setup corresponds to a “best-case
scenario” as the initialisation values were experimentally optimised for this particular case
to ensure good convergence properties.
To assess the consistency of the results obtained using the algorithm without opti-
mising the initialisation values nor the parameter settings, the second experimental setup
was more general. It consisted of 50 speech files convolved with two different RIRs corre-
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Figure 3.5: Observed noise and reverberation powers (solid lines) and corresponding estimated
mean powers (dashed lines) in this frequency bin.
sponding to a lecture room and a meeting room. White noise was added at 5, 10, 15 and
20 dB SNR. The measured ground truth for frequency bins centred at 0.7, 2 and 7 kHz
are shown on Table 3.1.
700 Hz 2000 Hz 7000 Hz
Lecture DRR 1.47 dB −4.24 dB 3.27 dB
Room T60 0.95 s 0.93 s 0.63 s
Meeting DRR 1.93 dB 3.67 dB 6.95 dB
Room T60 0.35 s 0.38 s 0.24 s
Table 3.1: Measured ground truth values for T60 and DRR at the 0.7, 2 and 7 kHz frequency bins.
In all cases, DRR and T60 were initialised to 0 dB and 1.3 s respectively. The Root
Mean Squared Error (RMSE) of the DRR and T60 estimates in these frequency bins are
plotted in Figure 3.6 against the SNR. In most cases, the errors increase at poor SNRs
primarily because of more frequent errors in speech activity detection. At high SNRs,
the DRR of the Meeting Room at 700 Hz is overestimated by about 3 dB even though
the T60 estimate is very accurate. Further investigation of the energy decay curve in this
frequency bin suggests the EKF sometimes converges to a value of d that includes both
the drop in energy after the direct path and some early reflections as well. This suggests
that inadequate modelling of the early reflections may sometimes damage the performance
of this method.
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Figure 3.6: Root Mean Squared Error of the estimated T60 and DRR values. Left panel: lecture
RIR, right panel: meeting RIR.
3.2 Statistical Modelling of Early Reflections
In the previous section, we used a frequency-dependent statistical model parameterised
by T60 and DRR. However, this model does not take account of the early reflections, as
illustrated in Figure 3.7 which shows the Hilbert envelope of a subband RIR with fitted
early and late decays. As this can lead to erroneous estimation of both T60 and DRR, we
now extend the drop and decay model to incorporate the behaviour of the early reflections.
To do so, measured impulse responses found in various databases are analysed in order
to derive a new statistical model for squared RIRs. Throughout this section, to comply
with the datasets available for evaluation, we look at the RIR model in discrete time and
in third-octave subbands rather than STFT frequency bins.
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Recall Polack’s statistical model as described in (3.3). Converting it to discrete
time, assuming once again its validity in all subbands, adding the concept of the noise
floor and excluding the direct-path contribution, we have for measured impulse responses:
h2k(n) =
(
u(n− 1) dkαn−1k +Nk
)
b2(n) (3.27)
where Nk is the noise floor of the measured RIR, b
2(n) is a Gamma distributed noise term,
u(n) is the unit step function, αk is the decay constant in subband k, now related to T60,k
through
α
fs T60,k
k = 10
−6, (3.28)
with fs the sampling frequency and dk is the drop in energy after the direct path.
The three parameters of this model, the decay constant αk, the drop in energy dk
and the noise floor Nk, can all be estimated from a measured RIR. To do so, the RIR is
filtered in third-octave subbands, then the Hilbert envelope of each subband is computed
and squared. The method presented in [108] is used to fit a decay+noise model similar
to (3.27) to this squared envelope in the log domain because this algorithm is robust to
noise and gives an unbiased estimate of T60. The three parameters are directly estimated
by the method using nonlinear optimisation.
We want to incorporate in (3.27) the behaviour of the early reflections, modelled
in a statistical way. The idea of having two different frequency-band dependent decay
rates for the early and late part of the impulse response has been explored in [109,110] in
the context of artificial reverberators and [48] in the context of T60 estimation. However,
adding extra unknown parameters to estimate in the overall model would not be practical
in the system described in Section 3.1 as this would add an extra degree of freedom to
explain the data. For this particular reason, the early part of the impulse responses will
be described as a decaying stochastic process as well, and a relationship will be derived
between early and late reverberation decays. In a similar fashion to αk being linked to
T60, the early decay constant αE,k is related to the Early Decay Time (EDT) [111].
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3.2.1 Relation between early and late decay constants
In a similar fashion to the statistical model of (3.27), the behaviour of the early reflections is
modelled as a realisation of an exponentially decaying stochastic process. In the remainder
of Section 3.2.1, the parameterisation defined in Section 3.1 will be used for the early and
late decay constants:
ρ (αk) = log
(
αk
1− αk
)
(3.29)
as this maps the range 0 < αk < 1 to −∞ < ρ (αk) < ∞. We will be looking at the
relationship between ρ (αk) and ρ (αE,k) rather than between αk and αE,k directly.
In the remainder Section 3.2, the set of impulse responses listed in Table 3.2 will
be used to train and evaluate our new statistical model. In the table are listed the differ-
ent rooms, along with their measured broadband reverberation time and reference to the
database they belong to. No Conf. refers to the number of different source-receiver config-
urations whereas No RIRs refers to the total number of room impulse responses included.
tm refers to the mixing time and was computed using the physical predictor described
below. The training set consists of binaural recordings of RIRs included in the Aachen
database [106], the reflective configuration of the MARDY database [112], as well as a
random subset of the SMARD database [113]. The RIR database presented in [114] was
used as a validation set. This database was recorded in a room offering variable acoustic
properties with an omnidirectional loudspeaker. The two most reverberant conditions and
the RIRs recorded at the 4th microphone of the linear array were used as the validation
dataset. All RIRs were recorded at a sampling frequency fs = 48 kHz.
In order to compute the decay constant of the early part of a RIR, a boundary
must be chosen as to when the density of reflections becomes sufficient to consider the
diffuse reverberation tail has been reached. This boundary, called the mixing time tm, is
investigated in [115] where different physical predictors of the mixing time are reviewed,
compared to more empirical methods, and perceptual studies are conducted to verify their
validity. Using, when available, the dimensions of the rooms in the training dataset listed
in Table 3.2, we were able to predict the values of the mixing time tm for all but two cases.
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Room T60 (s) Database
No of
Conf.
No of
RIRs
tm (ms)
A: Lecture 0.780 [106] 6 24 46.8
B: Meeting 0.230 [106] 5 20 36.3
C: Office 0.430 [106] 3 12 33.5
D: Cathedral 3.43 [106] 11 22 -
E: Stairway 0.890 [106] 13 78 -
F: MARDY 0.447 [112] 9 72 35.6
G: SMARD 0.150 [113] 8 24 38.6
V1: MIRD 0.360 [114] 26 26 31.3
V2: MIRD 0.610 [114] 26 26 31.3
Table 3.2: Table detailing information about RIRs included in the training (A to G) and validation
(V1 -V2) datasets
The mixing time is defined in [25] as tm = 47
V
S ms with V the room volume in
m3 and S the total surface area of the room in m2. Using this formula, the mixing times
given in Table 3.2 are obtained. To confirm these results, we then used the perceptually
motivated formulae presented in [115], giving the following range for the mixing time
values: tm ∈ [25, 32] ms. As we want to make sure we do not include any portion of
the late decay when fitting αE,k, a lower limit on the possible values of tm should be
chosen. Therefore, we approximate the boundary between early and late reverberation by
choosing it to be 25 ms in each subband and for all rooms in the training set. The early
decay constant αE,k was thus computed using the first 25 ms after the direct path of each
RIR.
The values of αk, and therefore ρ (αk), were obtained from [108] as described at
the beginning of section 3.2. To compute αE,k, a Least-Squares linear fitting was used on
a 25 ms window of the squared Hilbert envelope of each subband RIR in the log domain,
starting at the next sample after the direct path.
We now consider the ratio ηk =
ρ(αE,k)
ρ(αk)
. After computation of this ratio in each of
the K third-octave subbands, for all RIRs in all rooms, a distribution of its values was
obtained for each subband. Figure 3.8 shows the median as well as the 5%, 25%, 75% and
95% quantiles of these distributions plotted against subband centre frequency. A value of
ηk smaller than 1 indicates that the early decay is faster decaying than the late decay as
illustrated in the example of Figure 3.7.
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Figure 3.7: Hilbert envelope of an example 1 kHz subband RIR with fitted early decay αE,k and
late decay αk (dashed lines).
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Figure 3.8: Distribution of the ratio ηk =
ρ(αE,k)
ρ(αk)
across frequencies. The solid line shows the
median value and the dashed lines show the 5%, 25%, 75% and 95% quantiles.
Our findings indicate the distribution of ηk is quite narrow for all frequencies, even
though a wide range of rooms and source-receiver configurations within them was taken
into account. Accordingly, we use a room-independent value for ηk equal to the median
in the corresponding subband and plotted as the solid curve in Figure 3.8. From (3.29)
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we therefore obtain
αE,k =
αηkk
αηkk + (1− αk)ηk
(3.30)
which will be used to compute αE,k in the remainder of the chapter.
3.2.2 Sum of two decays
When observing the behaviour of the energy envelope of a room impulse response, one can
notice there is not a clear separation between early and late decays. To model this smooth
transition, the model of equation (3.27) is extended to include a sum of two decays:
h2k(n) =
[
u(n− 1) dk
β
(
βαn−1k + (1− β)αn−1E,k
)
+Nk
]
b2(n) (3.31)
with β the weight of the late decay term. In the following, we will differentiate the
original model of (3.27) and the extended model of (3.31) using the superscripts (1) and (2)
respectively. Let c
(i)
k (n) be the exponentially-decaying deterministic term in each model
so that
c
(1)
k (n) = u(n− 1) dkαn−1k +Nk, (3.32)
c
(2)
k (n) = u(n− 1)
dk
β
(
βαn−1k + (1− β)αn−1E,k
)
+Nk. (3.33)
To construct the likelihood of each model, we use
b2(n) ∼ Γ
(
1
2
, 2
)
⇒ c(i)k (n) b2(n) ∼ Γ
(
1
2
, 2c
(i)
k (n)
)
(3.34)
with Γ (κ, θ) representing the Gamma distribution with shape parameter κ and scale pa-
rameter θ. We assume the realisations of the squared impulse response to be independent
of each other. h˜2k(n) is used to denote the actual realisations of the measured RIR in the
subband k, with n = 1 corresponding to the sample after the direct path and Lh the total
length of the impulse response. Using
fΓ(x; κ, θ) =
xκ−1e−
x
θ
θκΓ(κ)
(3.35)
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we therefore have, in each subband:
L(i)k =
Lh∏
n=1
fΓ
(
h˜2k(n);
1
2
, 2c
(i)
k (n)
)
. (3.36)
Assuming the likelihoods of each model are independent between subbands, we can com-
pute the joint-likelihood
L(i) =
K∏
k=1
Lh∏
n=1
fΓ
(
h˜2k(n);
1
2
, 2c
(i)
k (n)
)
. (3.37)
To determine the optimal value for β, we need to maximise (3.37) or, equivalently, minimise
its negative logarithm. This is a convex one-dimensional constrained optimisation problem
that can be solved using an interior-point algorithm [116]. The constraints are 0 ≤ β ≤ 1
and the starting point of the optimisation method can be chosen to be β = 1 so that
the likelihood is initialised to L(1). The output of the optimisation procedure necessarily
results in an improvement over the original model.
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Figure 3.9: Distribution of the β parameter from (3.31) for each room found through 1-dimensional
maximum likelihood optimisation. The box indicates the median and inter-quartile range, the
whiskers show the full inlier range and outliers are plotted individually.
This operation is performed for all the impulse responses from each room. Box and
whisker plots of the resulting values of β are shown in Figure 3.9. The distribution of β
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across all rooms in the training set is relatively narrow, with a median value of 0.23 and
a mean value of 0.32. In the remainder of the paper, β will therefore be set to the mean
value found through optimisation β = 0.32.
3.2.3 Validation
In order to validate the improved accuracy of the extended model given in (3.31) com-
pared to the original model described in (3.27), their respective likelihood functions, L(2)
and L(1), were computed for each room impulse response in the training database. The
logarithm of the likelihood ratio was then computed:
log
(
L(2)
L(1)
)
= log(Λ). (3.38)
A positive value means that the extended model in (3.31), which incorporates early decay
modelling, leads to an improvement in fitting the data in the likelihood sense. In order to
be able to compare the results between the different rooms in the dataset, the same length
Lh was used when computing the joint-likelihoods. As the difference between the original
and extended model resides in the earlier part of the RIRs, they were all truncated to
a duration of 520 ms, corresponding to the length of the shortest recorded room impulse
response. Box and whisker plots of the obtained log likelihood ratios divided by the number
of samples Lh are plotted Figure 3.9 for each room in both training and validation dataset.
The lower quartile is positive for all rooms except the SMARD room, G, which
presents a median slightly above zero. Even though there are, for each room in the
training set, a few cases where the original model fits the data slightly better, it is seen
that the extended model almost always increases the joint-likelihood. Moreover, for all
RIRs and both room settings of the validation dataset, the joint-likelihood of the data
is higher using the extended model described by (3.31). It is argued in [48] that the use
of a two-slope model of reverberation is particularly beneficial for T60 greater than 1.5 s.
This is verified in our case with the vast improvement in fitting the data in the likelihood
sense for case D, corresponding to RIRs measured inside a cathedral. Overall, we derived
a statistical model based on the sum of two decays and offering a substantially better fit
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Figure 3.10: Distribution of the logarithm of the likelihood ratio Λ for all RIRs in each room. A
positive value means an improvement compared to the original model.
of measured RIRs with no additional parameter, as the value of β is fixed and αE,k is
computed through (3.30).
3.2.4 Estimation of Reverberation Parameters with Early Reflections
Modelling
Recall that throughout Section 3.1 the model of (3.7) with the drop in energy and a
single decay was used. If we now use the model of (3.31), the reverberation power in each
subband at time frame l becomes:
R(l) =
+∞∑
τ=1
d
β
V (l − τ)S(l − τ) [βατ−1 + (1− β)ατ−1E ] (3.39)
=
[
+∞∑
τ=1
d V (l − τ)S(l − τ)ατ−1
]
+
1− β
β
[
+∞∑
τ=1
d V (l − τ)S(l − τ)ατ−1E
]
(3.40)
= RL(l) +
1− β
β
RE(l) (3.41)
where RE refers to the early reverberation and RL refers to the late reverberation.
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Using similar derivations to (3.8)-(3.10), we have the following recursive equations
for the two reverberation sub-powers:
RL(l + 1) = d V (l)S(l) + αRL(l) (3.42)
RE(l + 1) = d V (l)S(l) + αE RE(l). (3.43)
This means that in the implementation of the EKF and HSMM, the reverberation power
entry in the state vector needs to be split in two, with one part behaving exactly as before
(late reverberation RL(l)), and the other part having a different decay constant (early
reverberation RE(l)). These two parts are then weighted and summed to obtain the total
reverberation power.
Also, by realising that ρ(α) = log
(
α
1−α
)
is stored in the state vector and that
η = ρ(αE)ρ(α) , all the computations related to RE(l) are the same as the ones for RL up to
the frequency-dependent constant multiplier η.
Therefore, only minor modifications need to be done to the proposed joint T60 and
DRR estimation algorithm in order to incorporate this extended model. The dimension-
ality of the state vector x is increased by 1 and therefore the computational complexity is
slightly increased as well, but it remains highly manageable.
3.3 Performance Evaluation
To evaluate the performance of our reverberation parameters estimation method, we tested
the two versions of our algorithm under more challenging conditions. To do so, we used
the Acoustic Characterization of Environments (ACE) challenge corpus [18].
3.3.1 The ACE Challenge Corpus
The ACE challenge was set up in order to determine the state-of-the-art algorithms for
blind estimation of acoustic parameters in the presence of noise [18]. To evaluate such
algorithms, the difficulty lies in creating artificial data simulating accurately a noisy and
reverberant environment. Even though there are a number of room impulse response
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databases [106,112–114] as well as a number of monaural sensor noises available [117–119],
simulating realistic noise corresponding to the various acoustic environments is a problem.
The ACE challenge corpus aims at addressing this problem by providing multi-
channel RIRs as well as noises recorded in-situ for various acoustic spaces (lecture rooms,
offices, meeting rooms, lobby). For the single channel case, measured impulse responses
and corresponding noises are provided for two different source-receiver positions within
each room. There are three noise types provided : fan noise, ambient noise and babble
noise. The babble noise was recorded using live talkers in each room, and the RIRs were
measured with the talkers still present inside the room.
T60 and DRR measurements in both fullband and ISO subbands [120] are provided
for each acoustic condition. In the remainder of this section, the development dataset
part of the ACE challenge corpus was used. It consisted of anechoic male speech sentences
uttered by non-native English speakers convolved with 4 different RIRs and corrupted
by noise at 3 different SNRs, 0, 10 and 20 dB. The 4 acoustic scenarios correspond to 2
source-receiver configurations inside 2 separate rooms, with broadband T60 of 0.31 s and
0.76 s. This makes for a total of 288 sound files of varying length (from 5 s to more than
20 s). Because the noises are consistent with the measured RIRs, they might provide some
information with respect to the reverberation time of the room.
To match the ground truth values given in ISO bands, the two algorithms were
adapted to work on third-octave bands rather than STFT bands. This means that the
STFT power spectrogram matrix was multiplied by a third-octave filterbank matrix in
order to get the appropriate power in each third-octave band. The initialisation of T60
values were then made using average subband values from all databases used for training
in Section 3.2. DRR values were initialised to 0 dB in each subband. As the sampling
frequency of the data is 16 kHz, the subbands above 8 kHz were ignored. In the following,
the average estimation errors are computed across all 4 acoustic scenarios.
3.3.2 Subband T60 Estimation Performance
Box plots of the average subband T60 estimation error in seconds are shown in Figure 3.11
for the original estimation algorithm without early reflections modelling. A negative value
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means over-estimation while a positive value means under-estimation. The results are
plotted separately for each noise type.
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Figure 3.11: Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method without modelling of the early reflections.
The same results are then plotted in Figure 3.12 for the second version of the
algorithm that incorporates a model of early reflections as described in Section 3.2.4.
In both cases, the median of the distribution of results is very close to no estimation
error. However, not taking the behaviour of early reflections into account leads to over-
estimation, while taking it into account leads to under-estimation.
In order to get a better idea of what is causing this behaviour, we can look at the
estimation error in each subband separately for the case of babble noise at 10 dB SNR.
The box plots are shown in Figure 3.13 for both the original algorithm without early
reflections modelling and the algorithm of Section 3.2.4 with early reflections modelling.
One can immediately see that in both cases, the estimation error for the first 5
subbands (roughly corresponding to the range 20 to 70 Hz) is quite substantial and seem
to heavily skew the distribution of the average subband error. This can be explained
by the fact that the recording of the impulse responses of the ACE corpus were made
using a Fostex 6301B monitor, which is rated for use between 80 Hz and 13 kHz. This
means that the observed energy in the first 5 subbands is predominantly made of noise and
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Figure 3.12: Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method with modelling of the early reflections.
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Figure 3.13: Individual subband T60 estimation errors in seconds for babble noise and 10 dB SNR
for both estimation methods.
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influenced by the speaker nonlinearities. As our method relies on VAD in subbands, this
explains why the results are converging towards a 0.01 s T60 in these subbands. Therefore,
for a more accurate distribution of the average subband estimation error, we show box
plots including only subbands between 80 Hz and 8 kHz in Figure 3.14 for the method
without early reflections modelling and in Figure 3.15 for the version with early reflections
modelling.
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Figure 3.14: Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method without modelling of the early reflections, including only the subbands
between 80 Hz and 8 kHz.
With this correction applied, the plotted distributions lead to a very different ob-
servation. It now appears that taking early reflections into account greatly improves the
accuracy of T60 estimation. On Figure 3.14 it appears that with the single decay rever-
beration model, the median and variance of the distribution of errors seems unpredictable
with respect to the SNR. Although results are satisfactory with the baseline single decay
reverberation model, the average subband T60 estimation error is significantly lower with
early reflections modelling.
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Figure 3.15: Average subband T60 estimation error in seconds for each noise type and each SNR
for the estimation method with modelling of the early reflections, including only the subbands
between 80 Hz and 8 kHz.
3.3.3 Subband DRR Estimation Performance
The same argument about frequencies below 80 Hz that was made for subband T60 esti-
mation can be made again for subband DRR estimation. As there is mostly noise and as
our method relies heavily on accurate VAD in each subband, the first 5 frequency bands
are excluded from the computation of the average subband DRR estimation error. We
therefore get the distributions shown in Figure 3.16 for the algorithm without early re-
flections modelling, and as shown in Figure 3.17 for the algorithm with early reflections
modelling.
Although the median estimation error appears closer to 0 in all cases in Figure 3.17,
the interquartile range is often much greater. This means that with the two-decay rever-
beration model, it is more likely the subband DRR estimates will have large errors of
several dB. This can be significant when the estimated reverberation parameters are used
in a dereverberation algorithm since a large misestimation of the DRR can lead to wrong
estimation of the reverberation power.
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Figure 3.16: Average subband DRR estimation error in dB for each noise type and each SNR
for the estimation method without modelling of the early reflections, including only the subbands
between 80 Hz and 8 kHz.
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Figure 3.17: Average subband DRR estimation error in dB for each noise type and each SNR for
the estimation method with modelling of the early reflections, including only the subbands between
80 Hz and 8 kHz.
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3.4 Discussion
From the results shown in Figures 3.14 and 3.15, it clearly appears that incorporating the
early reflections modelling into the proposed reverberation parameters estimation method
is beneficial when estimating T60. Indeed, the distributions of the average subband T60
estimation errors in various noise types and at different SNRs have their median closer to
0 and show a reduced interquartile range. The median average subband DRR estimation
error is also closer to 0 with early reflections modelling, as can be seen in Figures 3.16 and
3.17.
However, using this two-decay model also increases instability in some aspects.
Firstly, in most cases the interquartile range of the average subband DRR estimation
errors is substantially larger than with the single decay model. Secondly, for frequencies
below 80 Hz, where mostly noise is present, the algorithm which does not incorporate early
reflections modelling is more stable, with no divergence and no convergence towards what
is essentially a null T60. Furthermore, when looking at the reverberation power towards
which the algorithm converges and the results of the voice activity detection part of the
algorithm, in both cases the results are much worse when early reflections are taken into
account.
Although it significantly improves the estimation of subband decay rates, the overall
behaviour of the two-decay version of the method is worse with respect to explaining the
observed data. A solution would be to use the extended model only for T60 estimation
above 80 Hz and use the original model for DRR in all subbands as well as low frequency
T60.
3.5 Conclusion
In this chapter we proposed an online method estimating clean speech activity, subband
T60 and DRR values, as well as noise and reverberant mean powers by using an EKF
conditioned by a 2-state HSMM. Experimental results show that the estimates of the
reverberation parameters generally converge reliably to the true values. The frequency-
dependent drop and decay statistical model was then extended so as to incorporate an
approximation of the early reflections’ behaviour. Using an extensive training set of im-
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pulse responses, room-independent values were determined for the additional parameters
included in the new model, so that there would be no extra acoustic channel parameter
to track in the proposed HSMM-EKF system. Using this sum of two decays reverberation
model leads to substantial improvement in subband T60 estimation accuracy.
84
Chapter 4
Single-channel Enhancement of
Speech
We now extend the work of Chapter 3 in order to perform online speech enhancement. In
addition to determining online estimates of the reverberation parameters, T60 and DRR,
the procedure presented in Section 3.1 also estimates the speech, reverberation and noise
powers in each subband. However, the method suffers from the fact that since estimation
is done independently in each band, it does not take advantage of inter-band correlations
in speech.
A natural extension of the method is to consider the vector of observed energy in
each subband as a single multi-dimensional observation. However, when doing so, keeping
the same voice activity model where clean speech can be active or not independently
in each subband is not practical as this would lead, in the case of 25 subbands, to 225
possibilities. To cope with this, we discard the concept of voice activity in our model
and perform clustering on clean speech log-power spectra so as to learn possible prior
distributions for the clean speech log-energy oﬄine. While keeping the same core idea
as the method of Section 3.1, this leads to a complete reformulation of the system in a
Bayesian way.
In this chapter, we therefore present an online method for enhancing reverberant
noisy speech recordings using a combination of spectral enhancement and probabilistic
estimation. Enhancement is performed by applying a time-frequency gain to the degraded
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speech complex STFT coefficients as in spectral enhancement. The estimation of the mean
powers needed to compute this gain is formulated as a Bayesian filtering problem that
jointly estimates them along with the parameters of the acoustic channel. The clean speech
log-power is modelled by a Hidden Markov Model (HMM) in which each state captures
the spectral characteristics of a possible prior distribution of the multivariate speech log-
power. At each time-frame, each one of these possible clean speech prior distributions is
tested through a Kalman filter-like update. The one leading to the highest likelihood for
the observed power is kept, so as to obtain posterior estimates of the speech, reverberation
and noise mean powers.
4.1 Signal Model and Notation
In the system block diagram shown in Figure 4.2, the enhancement of the noisy and
reverberant speech is performed in the STFT domain, while the estimation of the system
parameters and signal powers is performed in Mel-spaced frequency bands. The filterbank
comprises K Mel-spaced triangular filters between 0 and fs/2 Hz [121], as illustrated in
Figure 4.1. The power spectrogram of the input signal, y(n), is multiplied by the resultant
filterbank matrix in order to weight and sum the individual STFT bins and obtain powers
in Mel-spaced subbands for each time-frame. The use of broad frequency bands reduces
both the dimensionality of the estimation problem and the influence of pitch and speech
content variations.
In this chapter, unadorned signal variables are in the log-power domain and the
corresponding power domain quantities are indicated by a ˘ ; thus Y (l, k) = log(Y˘ (l, k)). A
sequence of consecutive frames is represented using a colon so that y1:l denotes {y1, ...,yl}.
We model the observed power, Y˘ (l, k), in time-frame l and frequency band k as the
sum of three components:
Y˘ (l, k) = G˘(l) S˘(l, k) + R˘(l, k) + N˘(l, k). (4.1)
where G˘(l) is the frequency-independent active speech level [122], i.e. the average power
of the speech over several seconds, S˘(l, k) is the clean speech power normalized to an
active level of 0 dB, R˘(l, k) is the reverberation power and N˘(l, k) is the power of the
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Figure 4.1: 25 Mel-Spaced triangular filters between 0 and 8 kHz according to [121].
additive noise. We assume that these three components are uncorrelated within a frame
and therefore add in power; this assumption is discussed further in Section 4.6.1. The
decomposition of the speech power into a time-varying active level, G˘(l), and a normalized
power spectrum, S˘(l, k), allows the prior distribution of S˘(l, k) to be trained oﬄine from
power-normalized training data. The power normalization is performed at time-scales of a
few seconds in order to normalize the average power of the speech while preserving short
term power modulations.
4.1.1 System Dynamics
The sum of two decays reverberation model developed in Section 3.2 led to improved
subband T60 estimation. However, the variance of the subband DRR estimates was also
largely increased, which can be significant in the context of dereverberation since a large
misestimation of the DRR can lead to wrong estimation of the reverberation power. As
a result, the single-decay stochastic reverberation model of Section 3.1 is assumed, thus
(3.4) holds and we have the recursive update analogous to (3.10)
R˘(l, k) = dk G˘(l − 1)S˘(l − 1, k) + αk R˘(l − 1, k). (4.2)
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By writing the frequency-dependent quantities in (4.1) and (4.2) as column vectors of
length K, we can write the system’s dynamic equations as
R˘l = αl−1  R˘l−1 + dl−1  G˘l−1S˘l−1 (4.3)
Y˘l = G˘lS˘l + R˘l + N˘l (4.4)
where  is the Hadamard product. We assume below that Sl, Rl and Nl follow multi-
variate Gaussian distributions [123].
4.1.2 Clean Speech Model
The power-normalized clean speech log-power is modelled by an HMM with N states in
which the state at time-frame l is denoted by cl. Associated with each state is a prior
distribution for the multivariate clean speech log-power, so that p(Sl|cl) ∼ N (µScl ,ΣScl )
where the µScl and ΣScl are trained oﬄine using the training procedures discussed in
Section 4.6.1.
We denote by cl the path {c1, c2, ..., cl} ending in cl. For each possible state, cl,
at time-frame l, we consider the N possible paths {cl−1, cl} with 1 ≤ l − 1 and select the
one with highest likelihood as cl (see (4.13) below). Thus we end up with N hypothesised
paths, cl, one for each of the N states.
4.2 System Overview
To perform enhancement, the reverberant noisy speech signal, y(n), is processed by ap-
plying a real-valued magnitude gain to its complex STFT coefficients in order to obtain
the estimated clean speech signal sˆ(n). At each time-frame, this gain is first computed in
each Mel-frequency band and then interpolated to cover the full STFT frequency range,
as illustrated in Figure 4.2.
The computation of the spectral gain on a Mel-frequency scale uses a Bayesian
filtering formulation and is done according to Figure 4.3. Let
xl = (Gl,Rl,Nl)
T (4.5)
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Figure 4.2: Enhancement system overview.
of dimension 2K + 1 be the state representation of our system at frame l. From the
posterior distributions of xl−1 and Sl−1 for the N best paths cl−1, and using the cur-
rent estimates for the reverberation parameters pil−1, a prediction can be made for the
expected distribution of the system state xl, as detailed in Section 4.3.2. For each of these
paths, N new possibilities arise, corresponding to the possible prior distributions for the
clean speech log-power associated with each HMM state cl. This gives N
2 possible like-
lihood functions for the observed log-power yl, corresponding to the N
2 possible choices
{cl−1, cl}. Only the path arriving at each cl with the highest likelihood is kept, and new
posterior distributions for xl and Sl are computed using the observation yl, as described
in Section 4.3.2. From these posterior distributions, a new estimate for the reverberation
parameters pil is computed as described in Section 4.3.3. The posterior distributions as-
sociated with the most likely path are then used to compute the gain W˘l as described in
Section 4.4.
4.3 Bayesian Estimation
We denote by µxl and Σxl the mean and covariance matrix of the probability density
function of xl. Given cl, the HMM state at time l, we have available from the training
data and as detailed in Section 4.1.2 the corresponding mean µScl and covariance matrix
ΣScl of the prior distribution p(Sl|cl).
We can write the equations of our system dynamics as the following prediction and
observation equations:
xl = f(xl−1,Sl−1) + l (4.6)
yl = h(xl,Sl) + νl (4.7)
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with l ∼ N (0,Ql) and νl ∼ N (0,Ml). The function f : R3K+1 → R2K+1 implements
(4.3) as 
Gl = Gl−1
Rl = log (αl−1  exp (Rl−1) + dl−1  exp (Gl−1 + Sl−1))
Nl = Nl−1
(4.8)
where αl−1 and dl−1 are assumed to be system parameters, fixed for time-frame l. From
(4.8), we see that the speech gain, Gl, and the noise log-power, Nl, follow a Gaussian
random walk. The function h : R3K+1 → RK implements (4.4) as
h(xl,Sl) = log (exp(Gl + Sl) + exp(Rl) + exp(Nl)) . (4.9)
The nonlinear functions f and h are both differentiable as required for Section 4.3.2 below.
The covariance of l is Ql and represents how much variation is allowed compared to our
prediction. Similarly, Ml, the observation noise covariance, represents the errors both
inherent to the statistical properties of the input data and introduced by assuming the
powers are exactly additive, and is derived in Section 4.6.1.
According to our system equations, we can derive several conditional inde-
pendencies. Given xl and cl, p(yl|xl, cl,y1:l−1) = p(yl|xl, cl). We also have
P (cl|cl−1,xl−1,y1:l−1) = P (cl|cl−1) using pre-trained transition probabilities.
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4.3.1 State Sequence Estimation
We want to maximise the joint likelihood of the path through the HMM and the sequence
of observations, marginalising over the system state xl. Assume we know p(y1:l−1, cl−1),
the probability of a path up until time l − 1, as well as the posterior density functions
p(xl−1|yl−1, cl−1) and p(Sl−1|yl−1, cl−1). We can compute:
p(y1:l, cl) = p(yl|cl, cl−1,yl−1)P (cl|cl−1)p(y1:l−1, cl−1) (4.10)
where
p(yl|cl, cl−1,yl−1) =
∫
xl
p(yl|xl, cl)p(xl|cl−1,yl−1)dxl (4.11)
in which
p(xl|cl−1,yl−1) =
∫
xl−1
p(xl−1,xl|cl−1,yl−1)dxl−1. (4.12)
For each of the N possible cl−1, we use the posterior densities p(xl−1|cl−1,yl−1) and
p(Sl−1|cl−1,yl−1) to compute the prediction stage (4.12) as described in Section 4.3.2. For
each of these paths, there are N possible clean speech prior distributions corresponding to
each cl, creating N
2 possible paths {cl−1, cl} for which the likelihood of the observation
(4.11) is computed. Only the best path arriving at each cl is kept, so that
∀cl, cˆl = arg max
{cl−1,cl}
p (y1:l, {cl−1, cl}) . (4.13)
For each of the N retained paths, the posterior densities of xl and Sl are computed as
described in Section 4.3.2.
4.3.2 Posterior Densities Computation
Model Prediction Step
Recall the definition of the prediction of the state space in (4.6). We define Fl−1 the
Jacobian matrix of f evaluated at µxl−1 and µSl−1 . It can be written as
Fl−1 =
(
Fxl−1 FSl−1
)
(4.14)
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with Fxl−1 =
∂f
∂xl−1
∣∣∣
µxl−1
and FSl−1 =
∂f
∂Sl−1
∣∣∣
µSl−1
.
Let us now define the augmented state
x?l−1 = (xl−1,Sl−1)
T = µx?l−1 + δx
?
l−1 (4.15)
with µx?l−1 = (µxl−1 ,µSl−1)
T and δx?l−1 ∼ N
0 ,
Σxl−1 0
0 ΣSl−1
.
We can now form the Taylor series expansion of f and keep only the first two terms
in the Taylor series [104]. This gives the following linear approximation:
f(x?l−1) , f(xl−1,Sl−1) ≈ f(µx?l−1) + Fl−1δx?l−1 (4.16)
Computing the expected value gives us :
E
[
f(x?l−1)
] ≈ E [f(µx?l−1) + Fl−1δx?l−1]
= f(µx?l−1), (4.17)
which in turn gives the following covariance matrix:
E
[(
f(x?l−1)− E
[
f(x?l−1)
]) (
f(x?l−1)− E
[
f(x?l−1)
])T ]
≈ E
[(
f(x?l−1)− f(µx?l−1)
)(
f(x?l−1)− f(µx?l−1)
)T]
≈ E
[(
Fl−1δx?l−1
) (
Fl−1δx?l−1
)T ]
= Fl−1E
[
δx?l−1δx
?
l−1
T
]
F Tl−1
= Fxl−1Σxl−1F
T
xl−1 + FSl−1ΣSl−1F
T
Sl−1 . (4.18)
If we now introduce the augmented function f˜(x?l−1) =
(
xl−1, f(x?l−1)
)T
, we have
E
[
f˜(x?l−1)
]
≈
 µxl−1
f(µx?l−1)
 (4.19)
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Cov
[
f˜(x?l−1)
]
≈
I2K+1 O(2K+1,K)
Fxl−1 FSl−1
×
Σxl−1 0
0 ΣSl−1
×
I2K+1 O(2K+1,K)
Fxl−1 FSl−1

T
=
 Σxl−1 Σxl−1F Txl−1
Fxl−1Σxl−1 Fxl−1Σxl−1F
T
xl−1 + FSl−1ΣSl−1F
T
Sl−1
 . (4.20)
Therefore, according to the model of (4.6) xl = f(x
?
l−1) + l, we can now approximate the
conditional joint probability of xl−1 and xl by a Gaussian distribution with the following
moments:
p(xl−1,xl|cl−1,yl−1) ∼ N (m , P ) (4.21)
where
m =
 µxl−1
f(µxl−1 ,µSl−1)
 (4.22)
P =
 Σxl−1 Σxl−1F Txl−1
Fxl−1Σxl−1 Fxl−1Σxl−1F
T
xl−1 + FSl−1ΣSl−1F
T
Sl−1 +Ql
 (4.23)
where the means and covariance matrices of xl−1 and Sl−1 are the moments of the posterior
distributions p(xl−1|cl−1,yl−1) and p(Sl−1|cl−1,yl−1). We therefore have for the marginal
probability density of xl:
p(xl|cl−1,yl−1) ∼ N
(
µxl|cl−1 , Σxl|cl−1
)
(4.24)
with
µxl|cl−1 = f(µxl−1 ,µSl−1) (4.25)
Σxl|cl−1 = Fxl−1Σxl−1F
T
xl−1 + FSl−1ΣSl−1F
T
Sl−1 +Ql (4.26)
giving us the solution to (4.12).
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Observation Update Step
The observation equation is given in (4.7). The assumption in (4.1) that speech, rever-
beration and noise powers add to form the observed power is a nonlinear constraint in
the log-power domain. Similar to the derivations in Section 4.3.2, we can use a first order
Taylor series approximation of h in (4.7) to obtain mean and covariance for the approxi-
mately Gaussian joint distribution of yl and xl. We define Hl as the Jacobian matrix of
h evaluated at µxl|cl−1 and µScl so that
Hl =
(
Hxl HSl
)
. (4.27)
µxl|cl−1 and Σxl|cl−1 are the mean and covariance matrix of the predicted pdf of xl (4.25)-
(4.26) for the path originating at cl−1, µScl and ΣScl are the mean and covariance of the
prior pdf associated with state cl, learned during training.
Using similar derivations to (4.16)-(4.20), it follows that for the path defined by
{cl−1, cl} we have:
p(xl,yl|cl, cl−1,yl−1) ∼ N (mxy , Cxy) (4.28)
where
mxy =
 µxl|cl−1
h(µxl|cl−1 ,µScl )
 (4.29)
Cxy =
I(K,2K+1) OK
Hxl HSl
×
Σxl|cl−1 0
0 ΣScl
×
I(K,2K+1) OK
Hxl HSl

T
+
0 0
0 Ml

=
 Σxl|cl−1 Σxl|cl−1HTxl
HxlΣxl|cl−1 HxlΣxl|cl−1H
T
xl
+HSlΣSclH
T
Sl
+Ml
 (4.30)
Ml is the observation noise covariance matrix, representing the uncertainty between
the model of (4.4) and the actual observations. It is determined by the assumptions made
about the statistics of the observed data as well as the modelling of the errors introduced
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by assuming the powers are additive. More details on how it is derived are provided in
Section 4.6.1.
We therefore have the likelihood of the observation
p(yl|cl, cl−1,yl−1) ∼ N (µyl ,Σyl) (4.31)
with
µyl = h(µxl|cl−1 ,µScl ) (4.32)
Σyl = HxlΣxl|cl−1H
T
xl
+HSlΣSclH
T
Sl
+Ml (4.33)
and the posterior pdf of xl [104,124]
p(xl|cl, cl−1,yl,yl−1) ∼ N (µxl ,Σxl) (4.34)
with
µxl = µxl|cl−1 + Σxl|cl−1H
T
xl
Σ−1yl [yl − µyl ] (4.35)
Σxl = Σxl|cl−1 −Σxl|cl−1HTxlΣ−1yl HxlΣxl|cl−1 (4.36)
which uses a similar approach to the implementation of an Extended Kalman Filter (EKF).
(4.31)-(4.33) can then be used to compute the joint likelihood of the observations and
sequence of states in (4.10).
Using a similar method to (4.28)-(4.30), we can approximate the joint distribution
of the observation and clean speech log-power as a Gaussian distribution to obtain
p(Sl|cl, cl−1,yl,yl−1) ∼ N (µSl ,ΣSl) (4.37)
with
µSl = µScl + ΣSclH
T
Sl
Σ−1yl [yl − µyl ] (4.38)
ΣSl = ΣScl −ΣSclHTSlΣ−1yl HSlΣScl . (4.39)
Numerical errors can arise when computing Σyl , leading to the estimated covari-
ance matrix being non-positive definite and preventing the computation of the likelihood of
the observation. This can especially happen when the observation noise is very low. This
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problem can be solved by implementing the Square Root version of the Extended Kalman
Filter-type update (SR-EKF). By factorising Σxl and ΣSl in a UDU
T form where U
is a unit upper triangular matrix and D is a diagonal matrix, we can carry the updates
on both these matrices and ensure that the covariance matrices of p(yl|cl, cl−1,yl−1),
p(xl|cl, cl−1,yl,yl−1) and p(Sl|cl, cl−1,yl,yl−1) remain positive-definite. This can be
achieved using the Bierman-Thornton SR-EKF, which combines the Square-Root imple-
mentations presented in [125,126].
On the approximation of transformed distributions
In this section we look at how well the Taylor series approximation of h allows us to approx-
imate the transformed pdfs. To do so, for clarity we consider the 2-dimensional case with
random variables A and B, in which we assume no observation noise is present. Figure 4.4
shows the joint pdf of A and B; the mean is marked with a cross and the standard deviation
contour by an ellipse. The dotted line indicates the constraint log (exp(A) + exp(B)) = 0.
We assume that A and B are jointly Gaussian distributed as in Figure 4.4 (a) where the
log-probability density values have been scaled to match the displayed colormap. We can
compute the constrained distribution (i.e. the posterior distribution) by computing the em-
pirical mean and covariance of the points lying on the contour log (exp(A) + exp(B)) = 0.
The resulting approximate Gaussian distribution is shown in Figure 4.4 (b).
The posterior distribution computed using a first order Taylor series approximation
of the nonlinear constraint is shown in Figure 4.4 (c). There is a large underestimation of
the variance in the direction orthogonal to the tangent of the nonlinear constraint. This
can be explained by the first order linearisation of the constraint, which forces the posterior
distribution to lie on the tangent. If the original unconstrained distribution is very close to
one of the extremes of the constraint, corresponding to a highly positive or highly negative
SNR, this approximation is accurate. However, the approximated covariance is too small
at the maximum curvature point of the constraint.
One possibility to solve this problem would be to use a second-order Taylor series
approximation of our constraint which gives the approximated posterior distribution shown
in Figure 4.4 (d). The result is closer to the empirically computed distribution, suggesting
that better results could be achieved using a second-order Taylor series approximation
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Figure 4.4: Two-dimensional case : A and B are jointly Gaussian distributed. Unconstrained prior (a),
empirically computed constrained posterior (b) distributions. Using Taylor series approximation of the
nonlinear constraint, the first-order (c) and second-order (d) approximation of the constrained distribution
are shown.
in Section 4.3.2. This adds an additional term to the covariance matrix of the marginal
distribution of the observation, of the form
∑
i,j
eie
T
j tr
[
H(i)xsΣxlH
(j)
xs Σxl
]
(4.40)
with H
(i)
xs the Hessian of h at output dimension i, tr[.] indicating the trace of the matrix,
and ei = [0, 0, ..., 1, ..., 0, 0]
T where the 1 is at position i. As this requires substantial
additional computation, we instead use a first-order approximation with an additional
observation noise term compensating for the underestimated covariance while remaining
computationally efficient (see Section 4.6.1 for details on how to derive this noise term).
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4.3.3 Reverberation Parameters Estimation
In Sections 4.3.1 & 4.3.2, the reverberation parameters α and d are assumed fixed in
order to compute the moments of the probability distributions involved in the Viterbi
algorithm. However, as we do not assume a perfect initialisation for these parameters,
and as the DRR can change dynamically due to movement of the speaker or changes
in the acoustic environment, we need to update our reverberation parameters estimates
adaptively.
We define
pil =
(
log
(
αl
1−αl
)
, log
(
dl
1− dl
))T
(4.41)
the vector of transformed reverberation parameters, where we map the range (0, 1) to
(−∞,+∞) to avoid the need for range constraints on the elements of pil. We denote
global random variables taking into account all paths in the HMM by a superscript ¯.
We define the following dynamic equations describing the evolution of the rever-
beration parameters:
pil = pil−1 + ωl (4.42)
µ¯Rl = g(pil, µ¯Rl−1 , µ¯Sl−1) +ψl (4.43)
where µ¯Rl , the mean of the global posterior density of Rl, acts as observation, µ¯Rl−1 and
µ¯Sl−1 act as fixed system parameters, ωl ∼ N (0,Ul) and ψl ∼ N (0,Vl). Ul controls how
much the reverberation parameters are allowed to change from one frame to the next,
while Vl represents errors in the model of (4.3), of which g is a direct implementation.
Assuming we have for each of the N paths cl the posterior pdfs of xl and Sl, we
can compute the global posterior densities as
p(x¯l|cl−1,y1:l) =
∑
cl
p(cl|cl−1,y1:l)p(xl|cl, cl−1,yl,yl−1) (4.44)
with the normalised path probabilities defined as
p(cl|cl−1,y1:l) = p(cl,yl, cl−1,y1:l−1)∑
cl
p(cl,yl, cl−1,y1:l−1)
(4.45)
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and similarly for p(S¯l|cl−1,y1:l). The means of these global pdfs are then directly calcu-
lated as the weighted sum of the means of each individual path mixture. The mean of
the global posterior distribution of the reverberation log-power, µ¯Rl , is directly extracted
from that of x¯l.
From (4.42)-(4.43) we can therefore obtain the first and second-order moments of
the posterior distribution for pil using:
µpil = µpil−1 + Σpil|l−1G
TC−1pi
[
µ¯Rl − g(µpil−1 , µ¯Rl−1 , µ¯Sl−1)
]
(4.46)
Σpil = Σpil|l−1 −Σpil|l−1GTC−1pi GΣpil|l−1 (4.47)
where Σpil|l−1 =
(
Σpil−1 +Ul
)
, G = ∂g∂pil
∣∣∣
µpil−1
and Cpi = GΣpil|l−1G
T + Vl.
The resulting algorithm is therefore a two-stage approach. First we fix the rever-
beration parameters in order to compute the likelihood of each path in the HMM, so as
to get the posterior probability densities of xl and Sl for the best path arriving at each
possible state in the HMM. Then, the means of the global posterior densities are computed
and fixed in order to update the reverberation parameters using (4.46)-(4.47).
4.4 Speech Enhancement
For each time-frame we obtain the Gaussian posterior densities of the state vector xl and
clean speech log-power Sl, for each of the N paths in the HMM. To compute the gain,
rather than computing the global posterior pdfs as in Section 4.3.3, we only keep the
posterior pdfs of the clean speech, reverberation and noise log-powers associated with the
best overall path, as the weights p(cl|cl−1,y1:l) are extremely sparse in practice. From
the mean and covariance of the distributions in the log domain, we obtain the mean of
their distribution in the power domain using the formula relating the moments of a normal
distribution in the log domain to the moments of a log-normal distribution in the power
domain [127]:
µx˘l = exp
(
µxl +
1
2
diag(Σxl)
)
(4.48)
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where diag(Σxl) is the vector composed of the diagonal elements of Σxl . Similarly, we
can obtain µS˘l from the mean and covariance matrix of its log-domain distribution. We
can then directly extract the estimated means of R˘l, N˘l, G˘l and S˘l.
According to (4.4) we have Y˘l = G˘lS˘l + R˘l + N˘l, and we wish to compute an
estimate of the clean speech power G˘lS˘l as
̂˘GlS˘l = W˘ 2l  Y˘l (4.49)
where W˘l is a magnitude gain. As we track all quantities on a Mel-frequency scale, and in
order to perform enhancement in the STFT domain, the value of the gain is first computed
in Mel-frequency bands, and linear interpolation is performed to span all STFT frequency
bins.
This type of enhancement is known as spectral subtraction [128,129], and a general
form for the gain W˘l is
W˘l =
(
µG˘lµS˘l
µG˘lµS˘l + η(µR˘l + µN˘l)
)β
(4.50)
where the division and power operations act elementwise on the vectors. η is the “over-
subtraction” factor, and controls how aggressively the processing is applied. Depending on
the value of the exponent β, several forms of spectral enhancement can be obtained. The
value of β determines the sharpness of the transition from W˘l(k) = 1 to W˘l(k) = 0 [130],
with β = 1 (corresponding to Wiener-Filtering) achieving more aggressive processing than
β = 12 .
Because the estimation of the posterior density of S˘l is based on a discrete choice of
priors at each time-frame, the resulting estimated µS˘l is highly time varying. Accordingly,
we perform smoothing of the gain in the time domain according to
W˘l = λsW˘l−1 + (1− λs)
(
µG˘lµS˘l
µG˘lµS˘l + η(µR˘l + µN˘l)
)β
(4.51)
where λs is the smoothing constant.
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4.5 Toy Data Evaluation
4.5.1 Generating the data
As an initial assessment of the performance that can be obtained with this method, we
generate toy data using our signal model. To do so, we try to replicate the behaviour of
the STFT of a reverberant noisy speech signal. We consider 25 frequency bands, which
corresponds to an appropriate number of Mel-spaced frequency bands for a 16kHz sampled
speech signal. 11 clean HMM states were used, corresponding to the model-driven learning
approach of Section 4.6.1 below.
After having selected a sequence of cluster centroids (in this case more or less
corresponding to the sentence “should we chase”), the clean speech sequence is constructed
by generating normally distributed log-power samples from the mean and covariance of
each cluster in the sequence. A constant long-term speech gain of 1 dB is then added to
the log-power clean speech. The obtained clean speech toy data can be seen in Figure 4.5.
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Figure 4.5: Log-power of the generated clean speech toy data.
Frequency dependent ground truth values for α and d (corresponding to a typical
meeting room) were then selected and used to generate reverberation power according to
the model of equation (4.3). Log-normally distributed noise power with small mean and
variance was generated as well.
Finally, the observation noise covariance matrixMl was assumed diagonal, constant
and perfectly known. Thus, to generate the reverberant noisy toy data, we sampled from
a multivariate normal distribution with mean the logarithm of the sum of all signal powers
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(see (4.4)) and covariance matrix Ml. The obtained reverberant noisy speech toy data can
be seen in Figure 4.6, in which the smearing effect of reverberation can clearly be seen, as
well as the noise component that is visible in regions of low speech power.
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Figure 4.6: Log-power of the generated noisy and reverberant speech toy data.
We therefore have created toy data that simulates noisy reverberant speech log-
power in Mel-frequency bands, and that follows exactly all the models and assumptions
included in our method.
4.5.2 Processing the data
First, we initialise the reverberation parameters α and d to the correct values, and we also
set the speech gain G to its correct constant value. The noise and reverberation powers
are set to slightly off initial values (4 dB difference compared to initial correct value). The
sequence of states through the HMM is unknown to the algorithm, and all possible paths
are initially set to equal probabilities. The ground truth and estimated mean reverberation
powers are shown in Figure 4.7.
The estimation is almost perfect, which is to be expected as the reverberation power
follows our dynamic model exactly. In order to have a better idea of the quality of the
the estimated reverberation power, Figure 4.8 shows the ground truth and the estimate
in only one Mel-frequency band.
The noise power is, as expected, only updated in the frequency bands where the toy
clean speech has low power, and mainly towards the end of the simulated toy recording
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(a) Ground truth
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(b) Estimated
Figure 4.7: Ground truth and estimated mean reverberation log-powers. Algorithm initialised
correctly for α, d and G, 4 dB off for R and N .
during a longer silence period, as can be seen in Figure 4.9 where the ground truth value
is −40 dB.
Finally, the comparison between ground truth and estimated sequence of states
through the HMM is shown in Figure 4.10, and we see that the estimated state sequence
is very accurate with only 15% of states incorrectly classified. The order of the states was
chosen so that neighbouring states share similar spectral characteristics. There are a few
errors in the estimation of the sequence of states, but it is still very accurate, meaning
that the prior clean speech density chosen at each time-frame will be accurate as well.
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Figure 4.8: Comparison between ground truth (dashed line) and estimated mean posterior (solid
line) reverberation log-power in one frequency band.
20 40 60 80 100 120 140 160 180
10
20
Frame Number
M
el
-F
re
q
u
en
cy
b
an
d
−44
−42
−40
−38
−36
P
ow
er
(d
B
)
Figure 4.9: Mean of the estimated posterior noise log-power. Correct initialisation for α, d and
G.
The resulting estimated mean of the posterior density of clean speech log-power
is plotted in Figure 4.11. As expected, because this estimate is not constrained to be
smoothly varying and can exhibit discrete changes at each time-frame, there are abrupt
silences in the estimate where the state sequence is wrongly estimated.
Using the means of the posterior densities of speech, reverberation and noise log-
powers shown in Figures 4.11, 4.7 and 4.9 respectively, we then computed the frequency
dependent Wiener filter gain as described in Section 4.4. The results are shown in Fig-
ure 4.12 with an over-subtraction factor η = 1 and a smoothing constant λs = 0.4.
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Figure 4.10: Ground truth (dashed line) and estimated (solid line) sequences of states through
the clean speech HMM.
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Figure 4.11: Mean of the estimated posterior density of the clean speech log-power.
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Figure 4.12: Wiener-processed reverberant noisy toy data with smoothing constant λs = 0.4
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The resulting enhanced Mel-frequency power spectrogram is a very good estimate
of the ground truth clean speech. However, in a real case scenario, the estimation of the
clean speech state sequence is likely to be more prone to errors, therefore the mean of
the posterior density of the clean speech power is likely to exhibit even more abrupt time
changes which might require a higher smoothing constant to compensate.
4.6 Performance Evaluation
The evaluation of the proposed algorithm on actual reverberant noisy data is divided
into two parts. First, as most objective metrics for speech quality and intelligibility are
intrusive, i.e. they need the target original clean signal to compute the objective score, we
simulate reverberant data by convolving anechoic speech with measured RIRs. Second,
the algorithm will be tested on real data, i.e. actual reverberant and noisy recordings for
which no target clean signal is available.
We compare our method with the single-channel scheme of Cauchi et al. [32] as it
is the only single-channel method from the REVERB Challenge [62] which managed to
reduce the perceived amount of reverberation substantially while simultaneously improving
the overall speech quality significantly [56]. We therefore consider this competing method
to be state-of-the-art. An important difference between the two algorithms is that Cauchi
et al. is implemented as an utterance-based algorithm requiring an external estimate of
the broadband T60, obtained using the SDD method in [43], whereas the method proposed
in this thesis is implemented in an online manner computing the spectral gain at each
time-frame, and is completely blind with respect to the reverberation parameters.
4.6.1 Implementation Details
HMM States Learning
There are several methods one can apply to learn the mean and covariance matrix of each
state in the HMM. These can be divided into two groups: model-based, and data-driven
techniques. Using a model-based method, the aim is to capture with each state the phys-
iological process involved in speech production. Therefore, one would typically want the
HMM states to correspond to a phoneme group. On the other hand, using a purely data-
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driven technique to learn a representative set of states, we have the ability to work with
any clean speech dataset with the minimum amount of adaptation effort. Possible feature-
learning techniques one can use include k-means [131,132] and Sparse NMF (SNMF) [133].
Whichever feature-learning technique is being used, we would ideally want the number of
states to be smaller than 15 in order to keep computational costs to a minimum. Such a
low number of states can seem surprising, as a much higher number of dictionary elements
has been reported to be necessary in speech enhancement applications using NMF-based
techniques [134]. However here we look at log-power spectral frames on a Mel-frequency
scale, which has the nice property of rather broad frequency bands around the typical
speech fundamental frequencies, reducing the influence of pitch variation between speak-
ers. Furthermore, the learned states are only used as prior probabilities in a Bayesian
inference context.
For learning the HMM states, we used the training set of the TIMIT database [100],
normalised the input speech signals to 0 dB active level [122,135], obtained STFT frames
of 30 ms with 5 ms frame increment and computed the log-power in each Mel-frequency
band for each frame.
Phoneme-based state learning : In order to have an accurate speech production
model, one could want to have one state per phoneme, however this raises several problems:
it might overfit the model to not only a specific language but also a specific training
database itself, and having too many classes would lead to a huge computing effort in order
to infer a likely sequence of states through the HMM. Therefore, a more sensible approach
is to have each state corresponding to a broad phoneme group (e.g. fricatives, semivowels,
nasals, etc.). We use the 11 broad phoneme classes that were shown in Figure 2.1. Using
the phoneme transcription of the TIMIT database [10], we assigned the log-power Mel-
frequency vector of each frame to its corresponding class. This allowed us to obtain a
mean and covariance matrix for each of the 11 states, as well as transition probabilities
between them.
Figure 4.13 shows the means of the log-power clean speech states obtained with
these broad phoneme classes. Results for simulated data will be presented with this 11-
state HMM implementation, which will be referred to as “Proposed-11”.
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Figure 4.13: Broad phoneme classes mean log-power obtained from the TIMIT database with the
11-class tree of Figure 2.1.
k-means : k-means remains a method of choice in many practical scenarios thanks to
its scalability [136]. Moreover, when viewing the k-means algorithm in a Bayesian way,
using the Euclidean distance is equivalent to maximising the likelihood of the clusters
according to Gaussian distributions with identity covariance matrices. This fits well with
the assumptions of our model, and we can perform the clustering directly on the Mel-
frequency log-spectral powers. We used the k-means implementation available in [135], and
computed 15 separate instances with random initialisation for N , the number of clusters,
varying from 2 to 14. The Bayesian Information Criterion (BIC) [137] was computed for
each value of N , and is plotted in Figure 4.14.
From a clustering point of view, the BIC gives an idea of how well the clusters can
explain the whole dataset. It appears from Figure 4.14 that the BIC does not improve
significantly for 10 clusters or more.
However, from an inference point of view, the HMM states are only used as possible
prior density functions for the clean speech, reducing even further the need for a set of
states able to perfectly represent any clean speech signal directly. This allows us to use a
lower number of states, and in our experiments we have chosen N ≤ 6. The states obtained
for N = 4 corresponded approximately to a silence state, a voiced state, an unvoiced state,
and a voiced/unvoiced combination, as can be seen from their means in Figure 4.15 (a).
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Figure 4.14: Bayesian Information Criterion (BIC) computed for different values of N the number
of clusters used in the k-means algorithm.
The means of the HMM states obtained for N = 6 are shown in Figure 4.15 (b). In the
following, these two implementations will be referred to as “Proposed-4” and “Proposed-6”
respectively.
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Figure 4.15: Means of the log-power clean speech HMM states obtained through k-means with
(a) 4 clusters and (b) 6 clusters.
Observation Noise
The complex STFT coefficients of the degraded speech observation can be modelled as
zero-mean complex Gaussians in each time-frequency bin using the central limit theorem.
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Using Y ◦(l, k˜) to denote the complex STFT coefficient of the observed speech at time-
frame l and at STFT frequency bin k˜, Y ◦(l, k˜) ∼ N
(
0, σ(l, k˜)2
)
. We have
|Y ◦(l, k˜)|2 = Re{Y ◦(l, k˜)}2 + Im{Y ◦(l, k˜)}2 (4.52)
where Re{Y ◦(l, k˜)}2 and Im{Y ◦(l, k˜)}2 are independent zero-mean Gaussians with vari-
ance σ(l,k˜)
2
2 . It follows that
|Y ◦(l,k˜)|2
σ(l,k˜)2
2
∼ χ2(2) or, equivalently,
|Y ◦(l, k˜)|2 ∼ Γ(1, σ(l, k˜)2). (4.53)
As we formulated the problem in Mel-frequency bands, the power in STFT fre-
quency bins of each time-frame are then weighted and summed according to our filter-
bank. We assume the resulting weighted sum of Gamma distributed random variables is
also approximately Gamma distributed, so that
Y˘l(k) ∼ Γ
(
1
κk
, κkσ(l, k)
2
)
(4.54)
with mean E[Y˘l(k)] = σ(l, k)
2 and variance Var[Y˘l(k)] = κk σ(l, k)
4. The values κk were
determined empirically using Gaussian noise and are plotted Figure 4.16.
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Figure 4.16: Empirically determined values for κ with 25 Mel-spaced filters between 0 and 8 kHz.
As we are assuming normally distributed log-powers, we use the reciprocal of the
formula relating the moments of a normal distribution in the log-domain to the moments
of a log-normal distribution in the power domain [127], and approximate the variance of
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Yl(k) as follows:
Var[Yl(k)] ≈ log
(
1 +
Var[Y˘l(k)]
(E[Y˘l(k)])2
)
(4.55)
= log(1 + κk) (4.56)
This means we have for the observation noise νl ∼ N (0,Ml) with Ml = diag (log(1 + κ)).
Model Noise
As well as the observation noise that is inherent to the statistical properties of the input
data, we can model the noise due to the inaccuracies introduced by the assumption that
the powers are exactly additive. The total power in Mel-frequency band k is therefore
assumed to be
Y˘l(k) =
∣∣∣∣√G˘lS˘l(k) +√R˘l(k)ejφk +√N˘l(k)ejθk ∣∣∣∣2
= G˘lS˘l(k) + R˘l(k) + N˘l(k)
+ 2
√
G˘lS˘l(k)
√
R˘l(k) cos(φk)
+ 2
√
G˘lS˘l(k)
√
N˘l(k) cos(θk)
+ 2
√
R˘l(k)
√
N˘l(k) cos(θk − φk) (4.57)
where θk and φk are the phase differences between clean speech and noise, and clean speech
and reverberation respectively. Let θk and φk be uniformly distributed in [0, 2pi]. This
implies that θk−φk is also uniformly distributed in [0, 2pi]. It follows that the expectation
of their cosine is 0, and the expectation of their squared cosine is 1/2. We can therefore
compute the moments of Y˘l(k), which gives:
E[Y˘l(k)] = G˘lS˘l(k) + R˘l(k) + N˘l(k) (4.58)
Var(Y˘l(k)) = E[Y˘l(k)
2]− E[Y˘l(k)]2
= 2G˘lS˘l(k)R˘l(k) + 2G˘lS˘l(k)N˘l(k) + 2R˘l(k)N˘l(k) (4.59)
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Using (4.55) we obtain the variance of the total log-power
Var[Yl(k)] ≈ log
(
1 + 2
G˘lS˘l(k)R˘l(k) + G˘lS˘l(k)N˘l(k) + R˘l(k)N˘l(k)
G˘lS˘l(k) + R˘l(k) + N˘l(k)
)
. (4.60)
The observation noise covariance matrix Ml is therefore augmented by a diagonal matrix
Tl whose diagonal elements are defined by (4.60), so that Ml = diag (log(1 + κ)) + Tl.
This extra noise term is small when one of the powers is much greater than the others and
at a maximum when all signal powers are equal (maximum curvature point of h).
Algorithm Parameters
In order to obtain better dereverberation and denoising performance, we used the Wiener
gain (4.51) i.e. β = 1, with an over-subtraction factor η = 2 and a smoothing constant
λs = 0.95. The frequency-dependent values for α were initialised so as to correspond to
average subband T60 values measured on all RIRs in [106,112]. d was then initialised so as
to correspond to linearly spaced subband DRR values ranging from −2 dB in the lowest
Mel-frequency band to 8 dB in the highest band according to (3.6). The first 100 ms of
each recording were assumed to be noise and used to initialised the mean and covariance
of the noise log-power in x0. Reverberation log-power was initialised 10 dB below the
noise and the clean speech global gain was initialised to −5 dB. 30 ms frames with a Hann
window were used with a frame increment of 5 ms.
4.6.2 Simulated Data
Although there are limitations to using simulated data as it does not take account of
the influence that reverberation and noise have on speech uttered by an actual talker, it
does provide us with the means to evaluate algorithms in terms of objective scores. In this
section, we are using once again the ACE Challenge Corpus [18] described in Section 3.3.1,
as it provides matching noise recordings and measured Room Impulse Responses. From
the ACE challenge clean speech corpus, we selected sound files from 14 speakers in total
(5 female and 9 male), each uttering a free-speech sentence approximately 10 seconds long
describing where they live. The anechoic speech files were convolved with one of 8 RIRs
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corresponding to 2 source-microphone positions within each of four rooms. Table 4.1 gives
the broadband T60 and DRR values measured from the impulse responses.
Acoustic
Condition
Room Config. T60 (s) DRR (dB)
A Lobby 1 0.81 6.47
B Lobby 2 0.77 3.25
C Lecture 1 1.33 8.94
D Lecture 2 1.29 4.96
E Meeting 1 0.38 5.00
F Meeting 2 0.38 8.38
G Office 1 0.40 2.44
H Office 2 0.40 -2.27
Table 4.1: Table detailing information about RIRs from the ACE corpus used to create the
simulated data.
The broadband T60 values were computed using the decay + noise nonlinear fitting
from [108]. To compute the broadband DRR, the method described in [29] was used, with
the direct path index obtained from the maximum amplitude peak of the source-equalised
impulse response, and the actual energy ratio computed from the unequalised RIR.
For each measured impulse response, the corresponding Ambient, Fan and Babble
noises were recorded in situ, and random portions of these recordings were added at 0, 10
and 20 dB SNR. This makes for a total of 1008 noisy and reverberant speech files to be
processed.
Six different objective metrics were used in order to evaluate the algorithms: Cep-
strum Distance (CD) [87], Frequency-Weighted Segmental SNR (FWSegSNR) [85], Rever-
beration Decay Tail (RDT ) [88], Normalised Speech-to-Reverberation Modulation energy
Ratio (SRMRnorm) [57], Short-Time Objective Intelligibility (STOI) [52] and Perceptual
Evaluation of Speech Quality (PESQ) [84]. For clarity, the STOI scores have been mapped
to a percentage of words correctly recognised using the mapping function provided in [52].
The reader is invited to read Section 2.5 for more details on these metrics as well as their
correlation to speech quality and intelligibility subjective listening tests. The implemen-
tation of CD and FWSegSNR were taken from [62]. The implementation of SRMRnorm
and STOI were taken from the public versions distributed by their respective authors, and
we used a direct implementation of [88] for RDT . Lower CD and RDT scores are benefi-
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cial and imply higher speech quality and lower perceived amount of reverberation, while
higher FWSegSNR, SRMRnorm, STOI and PESQ scores imply higher speech quality and
intelligibility.
First, in order to assess the dereverberation performance of our algorithm, we look
at the average score for each metric in the case of 20 dB SNR, averaging the results over the
three noise types (ambient, babble and fan noise). 20 dB SNR corresponds to a realistic
environment, but the noise has a limited degradation effect and therefore we can expect a
good indication of the methods’ dereverberation performance. The results first compare
the method by Cauchi et al. with the 4-state implementation of the proposed method.
Figure 4.17 shows the results from all six metrics for the eight scenarios listed in
Table 4.1. Each plot shows the results for the unprocessed speech (dashed line), Cauchi et
al’s method (red circles) and the proposed method with four HMM states (green squares).
The proposed method leads to the lowest Cepstral Distance (plot a), highest
Frequency-weighted Segmental SNR (plot b) and lowest reverberation decay tail (plot
c) for all acoustic conditions, suggesting that we achieve better dereverberation perfor-
mance than the method proposed by Cauchi et al. We yield very similar PESQ (plot
f) and STOI (plot e) results, with a slight improvement of predicted intelligibility in the
most reverberant case (D), and consistent PESQ improvement of about 0.2 over the unpro-
cessed speech. This seems to suggest we improve speech quality as much as the competing
method while not degrading intelligibility, even improving it in extreme cases. We achieve
better results than unprocessed speech with respect to the SRMRnorm metric, but do not
do not as well as Cauchi et al. This contradicts the other results slightly, as this would
suggest lower intelligibility and/or more perceived reverberation than Cauchi et al. How-
ever, the validity of the SRMRnorm metric for use with processed speech signals has not
been studied.
In order to study the robustness of both methods to noise, we show box plots of the
differential (∆) scores obtained for each metric relative to unprocessed speech, separated
for each SNR and each noise type and averaged across all acoustic conditions. On the box
plots, the interquartile range is shown by a coloured box, the median of the distribution
is shown by a horizontal line, and the mean of the distribution is shown by a circle. A
positive result indicates a higher metric score than that for unprocessed speech.
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Figure 4.17: Results comparing the two speech enhancement methods on simulated data (a) -
Cepstrum Distance (dB), the lower the better (b) Frequency-Weighted Segmental SNR, the higher
the better (c) - Reverberation Decay Tail, the lower the better (d) - Normalised version of Speech
to Reverberation Modulation Energy Ratio, the higher the better (e) - STOI scores mapped to
words correctly recognised in %, the higher the better (f) - PESQ scores, the higher the better.
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Figure 4.18: Differential CD scores obtained for different noise conditions, averaged across all
acoustic conditions.
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Figure 4.19: Differential FWSegSNR scores obtained for different noise conditions, averaged across
all acoustic conditions.
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Figure 4.20: Differential RDT scores obtained for different noise conditions, averaged across all
acoustic conditions.
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Figure 4.21: Differential SRMRnorm scores obtained for different noise conditions, averaged
across all acoustic conditions.
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Figure 4.22: Differential STOI scores obtained for different noise conditions, averaged across all
acoustic conditions.
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Figure 4.23: Differential PESQ scores obtained for different noise conditions, averaged across all
acoustic conditions.
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Figure 4.18 indicates that for babble noise (centre plot) the two algorithms have
very similar performance. However for the other two noise types, the proposed algorithm
achieves lower Cepstral Distance than Cauchi et al., especially at low SNRs, indicating
that it is better able to deal with heavy noise. This is confirmed by Figure 4.19 in which
the higher FWSegSNR scores achieved by the proposed method in all cases seem to suggest
better dereverberation as well as better noise reduction properties.
Figure 4.20 shows that even when the SNR is low, our method achieves lower RDT
scores than Cauchi et al. (Figure 4.20). This indicates that even in the presence of heavy
noise, it is able to significantly reduce the decay tail of the reverberation. Unsurpris-
ingly, both methods achieve very low RDT scores in babble noise. Indeed, with the ACE
challenge corpus the babble noise was recorded using talkers in situ, giving much more
information about the acoustic properties of the whole recording. Figure 4.21 confirms the
earlier observation that the proposed method achieves lower SRMRnorm scores compared
to Cauchi et al., although they are almost always greater than those of the unprocessed
speech.
As can be seen in Figure 4.22, the predicted intelligibility seems to be slightly worse
with our proposed Bayesian algorithm than with the competing method. However, as was
seen in Figure 4.17 (e), the predicted intelligibility of the test signals was well above 90%
in all cases so these small differences will have little effect. The PESQ scores, shown in
Figure 4.23, show a consistent improvement for both algorithms relative to unprocessed
speech with the proposed method having slightly higher scores than Cauchi et al.
Overall, it seems the proposed method achieves better dereverberation and denois-
ing performance while improving speech quality and preserving speech intelligibility. It
also seems that the method by Cauchi et al. deals with babble noise slightly better; this
is unsurprising since babble noise will fit our clean speech production model as well as the
useful speech signal does.
We now study the effect on performance of different training methods for the clean
speech HMM states. To do so, box plots of the differential scores obtained for each SNR
and each noise type and averaged across all acoustic conditions are shown for 3 variations
of the proposed method: 4-state and 6-state k-means state learning and 11-state phoneme-
based state learning.
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Figure 4.24: Cepstral Distance for different noise conditions
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Figure 4.25: Frequency-Weighted Segmental SNR for different noise conditions
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Figure 4.24 indicates that all three methods are practically identical; with the excep-
tion of babble noise (centre plot) at 10 and 20 dB SNR where the 4-state implementation
performs slightly worse than the two others. Similar results are shown in Figure 4.25 for
FWSegSNR, with all three methods performing similarly well; with the exception of 0 dB
SNR where the 6-state implementation leads to higher FWSegSNR scores.
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Figure 4.26: Reverberation Decay Tail for different noise conditions
RDT scores show barely any differences between the different implementations (see
Figure 4.26), with a slight advantage for the 11-state phoneme-based implementation
across all conditions. In contrast, it appears from Figure 4.27 that the more states there
are in the clean speech HMM, the better the SRMRnorm scores.
As can be seen in Figure 4.28, both the 6-state and the 11-state implementations
lead to worse predicted intelligibility across all conditions, with the 11-state phoneme-
based method achieving substantially worse STOI scores than the other two. From Fig-
ure 4.23, it can be seen that the 11-state implementation also performs consistently worse
that the other two in the PESQ metric for which the 6-state implementation gives the
best performance in most cases.
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Figure 4.27: SRMRnorm for different noise conditions
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Figure 4.28: STOI for different noise conditions
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Figure 4.29: PESQ for different noise conditions
To summarise, it appears that using phoneme-based state learning leads to signif-
icantly worse results than data-driven state learning in terms of both predicted quality
and intelligibility. Accordingly, this implementation has not been used for the tests on
live recordings below. Also, among the data-driven state learning approaches, the 6-state
implementation seems to achieve slightly better dereverberation/denoising performance,
worse predicted intelligibility and better speech quality than the 4-state implementation.
4.6.3 Real Data
We have evaluated the performance of the dereverberation algorithms on two sets of real
recordings: one recorded in a church and one using data from the REVERB challenge [56].
Live recordings in a church
Live reverberant recordings were made in St Alban church in London. The church is
17.19 m wide, 38 m long and 19.14 m high, and is characterised by a very strong reverber-
ation, with a broadband T60 close to 4 seconds and very few distinct early reflections. A
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male and a female speaker were recorded uttering 2 theatre play monologues of 30 seconds
each. The speakers were placed in a central position inside the church, 8.64 m from the
left wall and 22.25 m from the back wall.
A headset pressure microphone (DPA 4060) was used as reference, a Neumann
U87 studio microphone was placed 30 cm from the speaker’s mouth, and pairs of DPA
microphones were placed at 2 and 5 m distances from the speaker. This makes for 3
different acoustic conditions in which only the source-microphone distance was varying.
On Figure 4.30 are shown the performance scores for the 6 objective metrics used
previously. The clean target signal was chosen to be the headset microphone, which still
contained a small amount of residual reverberation and noise. This means the following
results need to be taken with caution. Signals were time aligned and gain adjusted so as
to maximise their correlation with the headset reference signal.
On this dataset, the two versions of the proposed method are able to improve the
FWSegSNR and RDT scores over Cauchi et al. for the two most reverberant conditions,
with significantly better FWSegSNR scores obtained with a 6-state for the HMM clean
speech model. CD is always better than the unprocessed speech, however only the 4-state
implementation is able to surpass Cauchi et al., for a source microphone distance of 5 m.
All method achieve better STOI scores than the unprocessed speech, and are similar be-
tween the competing method and the proposed 4-state implementation. As expected from
the results of Figure 4.28, using 6-state in the clean speech HMM worsens the predicted
intelligibility compared to using 4-state in the most reverberant case. SRMRnorm scores
are comparable for the 6-state implementation and Cauchi et al. Only the 6-state im-
plementation and the competing methods achieve consistently higher PESQ scores than
unprocessed speech across all acoustic conditions.
These results seem to indicate the two versions of the proposed method are better
able to cope with the large amount of reverberation of the third acoustic scenario. In
line with the findings of Section 4.6.2, the 6-state implementation of our method achieves
higher predicted speech quality but lower speech intelligibility than both the 4-state im-
plementation and the method of Cauchi et al.
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Figure 4.30: Results comparing speech enhancement methods on live recordings inside St Alban
church.
REVERB Challenge - Real Recordings
We used the real data section of the evaluation set of the REVERB Challenge [56], which
corresponds to the Multi-Channel Wall Street Journal Audio Visual Corpus [138]. The
data was recorded in a room using real speakers and at two different source-microphone
positions, i.e. near and far. Because no reference signal is available, only the SRMRnorm
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metric can be computed. In order to get more insight into how well the dereverberation
methods worked on this dataset, we also used baseline ASR systems from the REVERB
challenge to get WER scores. The method was tested using both 4 states and 6 states in
the HMM.
On Figure 4.31 is shown the distribution of SRMRnorm values obtained for the
two acoustic conditions with either the unprocessed speech, the Cauchi et al. method, or
the proposed method with both 4 and 6 HMM states. The results suggest that the two
methods give very similar results, with a slight advantage for the method proposed by
Cauchi et al. These results are in alignment with SRMRnorm score obtained on simulated
data.
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Figure 4.31: SRMRnorm scores for the different acoustic conditions of the REVERB challenge
real data
Both the proposed method and Cauchi et al. were tested on two baseline speech
recognition engines from [56]. The baseline systems were both based on HTK, using a
triphone GMM-HMM recognizer that has been trained on clean speech data only. One
version of the engine used Constrained Maximum Likelihood Linear Regression (CMLLR)
speaker adaptation while the other did not. The results are shown in Figure 4.32 in terms
of WER improvement compared to unprocessed speech.
The proposed method achieves lower WER than unprocessed speech, with signif-
icantly better results obtained when using a 6-state HMM for the clean speech model,
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Figure 4.32: Average WER reduction for the different acoustic conditions of the REVERB chal-
lenge real data.
but still higher WER than the competing method. Although the audible quality of the
recordings has been substantially improved, we believe that our method may introduce
more artefacts detrimental to such ASR systems than Cauchi et al. Audio recordings as
processed by the 6-state implementation are available at 1.
4.7 Conclusion
In this chapter, we derived a novel blind single-channel approach to the online derever-
beration problem that is robust to high levels of noise. Using an exponentially decaying
stochastic model for the reverberation and an HMM for the clean speech log-power, a
spectral gain is computed in order to achieve joint denoising and dereverberation. This
real-valued gain is computed for each time-frame after jointly estimating posterior dis-
tributions of the acoustic parameters and speech, reverberation, and noise log-powers.
Results on both simulated and live recordings demonstrate state-of-the-art dereverber-
ation performance together with an excellent audible quality. The use of different state
learning approaches for the clean speech HMM was investigated, with results showing that
using a set of 6 states carefully trained in a data-driven manner, we were able to surpass
1
http://www.commsp.ee.ic.ac.uk/~sap/sicenspeech/
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a state-of-the-art competing method, even though our method does not require external
prior estimation of T60 and is implemented in an online fashion.
128
Chapter 5
Efficient Speech Intelligibility
Estimation
In the context of speech intelligibility measurement, the Psychometric Function (PF)
links the SNR to the probability of correctly understanding a speech utterance. In this
chapter, we are interested in quantifying the effect of speech enhancement algorithms
on monaural speech intelligibility. To do so, the SNR at 50% intelligibility score, or
Speech Reception Threshold (SRT), is a widely used measure. In [139], the Comparative
Tolerance To Noise (CTTN) is introduced, which is defined as the difference in SRT
between the unprocessed noisy speech and the processed speech. A positive CTTN implies
improvement in intelligibility. However, it is suggested in [66] that the shape of the PF
in noise is variable depending on the amount of reverberation. For this reason, we want
to measure both the SRT and the slope of the PF before and after processing, in order to
have a more complete characterisation of the change in intelligibility.
Efficient procedures for estimating the SRT are well documented, however when one
wants to evaluate both the SRT and the slope of the PF at this SNR, the list of available
accurate methods is significantly smaller. The present research provides a method for
addressing both accuracy and efficiency of estimation while being robust to erroneous
prior assumptions. In order to improve the efficiency of the procedure in actual listening
experiments, the problem of the uncertainty or variance amongst test subjects is also
investigated.
5.1 Psychometric Function models 129
5.1 Psychometric Function models
Various sigmoid-shaped functions have been used to model the psychometric function [140].
To parameterise it, we use the SRT α (dB), the SNR at which a specific intelligibility ratio
τ0 ∈ [0, 1] is reached and the slope β of the psychometric function at that threshold (in
prob/dB). The values of SRT and slope depend on the precise intelligibility test performed
and the type of noise under consideration.
The logistic model [72,141,142] is plotted in Figure 5.1 (a) in solid line with α = 0
dB, corresponding to τ0 = 50% intelligibility, and β = 0.1dB
−1. It corresponds to the
following equation:
Φ(x) =
1
1 + exp
(
− β(x−α)τ0(1−τ0) + ln
(
τ0
1−τ0
)) (5.1)
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Figure 5.1: Logistic models Φ (solid line) and Ψ (dashed line) without and with the correction for
guessing and lapses of attention, respectively. The models are plotted (a) on a proportion correct scale
and (b) on a Berkson scale. α = 0 dB, β = 0.1dB−1.
In practice, psychometric functions often do not really reach 0 or 1. Therefore,
a correction for guessing and a correction for lapses of attention can be included in the
model [143]. The guess rate γ is the probability of being correct at very low SNRs ( 1N
in the case of a N -alternative forced choice experiment). The miss or lapse rate λ is the
probability of being wrong at very high SNRs, which accounts for the fact that even with
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a degradation level close to zero, distractions can occur and alter the subjects’ responses.
The modified psychometric function model, Ψ(x), that incorporates the guess and lapse
rates while keeping the same parameterisation for the SRT and the slope is therefore:
Ψ(x) = γ +
1− γ − λ
1 + exp
(
−β(1−γ−λ)(x−α)(τ0−γ)(1−λ−τ0) − ln
(
τ0−γ
1−λ−τ0
)) (5.2)
where x could be any measure of signal degradation but is assumed to be the SNR in
the remainder of the chapter. This model is plotted in Figure 5.1 as a dashed line with
γ = 0.1 and λ = 0.05.
Instead of plotting intelligibility directly as in Figure 5.1 (a), it can be convenient to
plot Performance Level, b, measured in Berksons (Bk) which are defined by b = log2
(
q
1−q
)
with probability scores q ∈ [0, 1]. Figure 5.1 (b) shows the graphs of Figure 5.1 (a) plotted
on a Bk scale and it can be seen that the logistic function (solid line) is now a straight
line.
The SRT-adjusted psychometric data from [82], which comprise the performance
levels of 70 different participants measured at 5 different SNRs for speech in car and babble
noise, are plotted Figure 5.2 on a Berkson scale limited to ±8.4 Bk. It can be seen that
the curves can be modelled by a straight line which means that this psychometric data is
well represented by the logistic model used throughout this paper.
5.2 Bayesian Adaptive Estimation
In this section, a Bayesian method for estimating the psychometric function is presented.
It extends the work of [80] and [81] and addresses two separate issues: what sequence
of probe SNRs should be used in order to maximise the efficiency and accuracy of the
estimation procedure, and how should the SRT and slope be estimated from the observa-
tions. Section 5.2.1 details the estimation of the PF parameters as the mean of their joint
posterior distribution, and Section 5.2.2 describes the next probe SNR selection based on
the minimisation of the expected cost after one or two additional observations.
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Figure 5.2: The SRT adjusted psychometric data from [82]. Performance levels from 80 different par-
ticipants at 5 different SNRs together with the mean performance level for speech in car (left) and babble
noise (right). Infinite points on the Berkson scale (corresponding to 0 and 100% probabilities) have been
limited to ±8.4 Bk for visualisation purposes.
5.2.1 Sequential Bayesian Estimation
Estimation Procedure
In the following, θ = [α, log(β)]T represents the threshold and log-slope parameters of
a psychometric function. Parameterising the PF using the slope in the log-domain is
convenient because it covers the range (−∞,+∞) and the uncertainty in its estimate is
approximately Gaussian, as illustrated in Figure 5.3 where pdfs of θ are shown after 70
trials, both in the case of (a) slope and (b) log-slope parameterisation. It can be seen that
the distribution of Figure 5.3 (b) is more symmetrical in the vertical direction than that
of Figure 5.3 (a).
At trial n, a degraded speech sample at SNR xn is presented to a subject and
rn = 1 or 0 according to whether their response is correct or incorrect respectively. The
row vector zn = [x1, r1, ..., xn, rn], always of even length, contains all the information
retrieved up to trial n. P (θ|zn) specifies the probability distribution of the psychometric
function with parameters θ after n observations. The parameter space is discretized so
that θk is a particular value of θ for k = 1, ...,K. Ψ(x|θk, γ, λ) is parameterised PF and
gives the probability of observing a correct answer at SNR x with parameters θk, guess
rate γ and lapse rate λ. We assume that the guess and lapse rates are fixed and known
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Figure 5.3: Probability density functions of θ with (a) psychometric slope parameterisation and (b)
log-slope parameterisation after 70 trials in a simulation run.
a priori (the choice of the parameter λ is discussed in Section 5.2.3 below), therefore
Ψ(x|θk, γ, λ) = Ψ(x|θk).
At trial n, to update the probability distribution P (θ|zn) using the test subject’s
response, we use a Bayesian formulation:
P (θk|zn) =
P (θk|zn−1)P (rn|xn,θk)∑
k
P (θk|zn−1)P (rn|xn,θk) (5.3)
with
P (rn|x,θk) =
 1−Ψ(x|θk) r = 0Ψ(x|θk) r = 1 (5.4)
and P (θk|z0) the prior distribution.
Following trial n, we are able to calculate the mean and variance of the parameter
vector θ = [α, log(β)]T as
µ(zn) =
∑
k
θkP (θk|zn) (5.5)
v(zn) =
∑
k
(θk − µ(zn))2 P (θk|zn) (5.6)
where, in (5.6), ( )2 acts elementwise on a vector.
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Approximation of the posterior distribution
As the parameter space is discretized, it is approximated by a two-dimensional evalua-
tion grid of possible values for α and log(β), as illustrated in Figure 5.3. Even if the
experimenter has a good prior knowledge of what the psychometric function parameters
are going to be, the evaluation grid, if it were to remain constant throughout the experi-
ment, would be either too fine for the posterior distribution of (5.3) to be computationally
tractable, or too coarse to provide enough precision for accurate estimation of the PF
parameters. In order to avoid the need for any prior knowledge and to make the method
more computationally efficient, we use adaptive rescaling and resampling of the posterior
density.
To obtain a new optimal evaluation grid for θ, the current estimate of the posterior
distribution P (θ|zn) is used to compute the mean and standard deviation µ(zn) and√
v(zn) according to (5.5) and (5.6). The rescaled evaluation grid is therefore defined, for
each component, as µ(zn)± 4×
√
v(zn).
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Figure 5.4: Quadratic interpolation of the discretised posterior distribution P (θ|zn) in order to keep
only µ(zn)± 4×
√
v(zn)
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Whenever the grid is changed in either axis, it is necessary to interpolate the values
of P (θ|zn) onto the new grid. The method of calculating P (θ|zn) for the rescaled grid
depends on its relationship to the existing grid:
• If the limits of the rescaled grid match those of the existing grid within 10%, then
no rescaling is performed. This avoids repeated interpolation by small amounts.
• If the range of the rescaled grid lies entirely within the existing grid, then the new
values of P (θ|zn) are calculated by quadratic interpolation in log (P (θ|zn)). This
form of interpolation is chosen because, for a Gaussian distribution, it is exact. The
results of interpolation are illustrated in Figure 5.4. Figure 5.4 (a) shows the estimate
of log (P (θ|zn)) for a grid covering the range −4 < α < 2 and −4 < log(β) < 0.5 and
in Figure 5.4 (b), this has been interpolated onto a finer grid covering −4 < α < 2
and −2.7 < log(β) < −0.6.
• If neither of the previous cases apply, P (θ|zn) is recalculated from scratch from the
values in zn. Although this recalculation entails additional computation, it happens
relatively rarely since v(zn) normally decreases with n except, in some cases, for the
first few trials.
5.2.2 Next probe SNR selection
In order to get a reliable estimate of θ with as few trials as possible, the SNR at which
to probe for the next trial must be chosen carefully so as to maximise the amount of
information gained. Thus, the next probe SNR is selected in order to minimise a cost
function, C(zn), that measures the uncertainty in our estimate of θ. There are two
alternative cost functions that we consider: the variance of the θ estimate v(zn) which is
computed according to (5.5)-(5.6), or the differential entropy h(zn) which is computed as
h(zn) =

∑
k
P (αk|zn) log (P (αk|zn))∑
k
P (log(βk)|zn) log (P (log(βk)|zn))
 (θk+1 − θk) (5.7)
in which  is the Hadamard product, and P (αk|zn) and P (log(βk)|zn) are the marginal-
isation of P (θk|zn) over either log(βk) or αk respectively. The term (θk+1 − θk) is used
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to approximate the differential entropy, which is done so that the latter is largely unaf-
fected by rescaling. As it is possible to have a low entropy joint distribution with high
entropy in the individual components, we calculate the differential entropy for SRT and
slope separately.
Look one-ahead
Let X be a discrete set of possible probe SNRs. Consider a stimulus of SNR x ∈ X and
r ∈ {0; 1} a possible response to this stimulus. For all combinations [x, r], P (θk|[zn, x, r])
is computed using (5.3) which in turn is used to compute C([zn, x, r]) as either variance
(5.6) or differential entropy (5.7).
The quantity P (r|x, zn), the probability of observing response r with probe SNR
x, is computed by marginalising P (r,θ|x, zn) over θ as
P (r|x, zn) =
∑
k
P (r|x,θk)P (θk|zn). (5.8)
We then select the probe SNR for trial n+1 in order to minimise the weighted sum
of the parameter costs in C([zn, x, r]). That is,
xn+1 = arg min
x
1∑
r=0
wTC([zn, x, r])P (r|x, zn) (5.9)
where
w =
[
1− κ, κ
]T
(5.10)
is a weight vector in which κ ∈ [0, 1] determines the relative weights given to the costs of
α and β. Note that, since the SRT and log-slope have different units, the significance of
the weights depends on the units chosen (except for the extreme cases κ = 0 or 1).
Look two-ahead
The method described above determines the next probe SNR, xn+1, by minimising the
weighted sum of the expected costs, C, after the next trial. While look one-ahead is good
for SRT estimation, estimating the slope requires test stimuli both above and below the
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SRT [69,72,73]. Therefore, the best probe SNR may not be the one that causes the biggest
immediate decrease in the cost function. Instead, we choose the probe SNR that gives the
greatest expected improvement after the next two trials.
Consider (x, y) ∈ X ×X and (r, s) ∈ {0, 1}×{0, 1} to be the next two probe SNRs
and their corresponding responses.
For every combination, (x, r) of probe SNR and subject response at trial n+ 1, we
define d(zn, x, r) to be the lowest possible expected value of the cost function after trial
n+ 2. This is given by
d(zn, x, r) = min
y
1∑
s=0
wTC([zn, x, r, y, s])P (s|y, [zn, x, r]) (5.11)
where C([zn, x, r, y, s]) is given by (5.6) or (5.7) depending on the choice of cost function,
and P (s|y, [zn, x, r]) is given by (5.8). The probe SNR for trial n+ 1 should minimise this
quantity and so
xn+1 = arg min
x
1∑
r=0
d(zn, x, r)P (r|x, zn) (5.12)
Candidate probe SNRs
In some circumstances (e.g. if the test stimuli have been pre-recorded), the possible probe
SNRs are fixed in advance. In other circumstances, the stimuli are generated on the fly and
any SNR is possible. In such cases and in order to choose the next best probe SNR value, a
discrete set of sensible candidates, X, needs to be established. This gives rise to a tradeoff
between an increased computational complexity, if too many values are considered, and
making sure the optimal candidate is not omitted. We ideally want X to cover the range
of SNRs corresponding to the range of 5 to 95% correct scores of the true psychometric
function.
However, we can not assume µ(zn) to be an estimate of the PF parameters that
is good enough to make sure we cover the desired range of probe SNRs. To alleviate
this problem, we compute 8 candidate PF parameters θi, i = {0, .., 7}, placed along the
ellipsoid around the covariance matrix of the posterior distribution, at a distance of 2
standard deviations away from the mean, as can be seen in Figure 5.5.
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Figure 5.5: Candidate PF parameters θi placed along the ellipsoid around the covariance matrix of the
posterior distribution P (θ|zn), 2 times the standard deviation away from the mean.
Using the eigen-decomposition of the covariance matrix of the posterior distribution
so that
cov(zn) =
∑
k
[
(θk − µ(zn)) (θk − µ(zn))T
]
P (θk|zn)
= QDQT (5.13)
where D is a diagonal matrix, the placement of the θi can be written formally as the
following:
θTi = µ(zn)
T + 2
[
cos
(pi
4
.i
)
, sin
(pi
4
.i
)]
Q
√
DQT (5.14)
where
√
. acts elementwise on a matrix and i = {0, .., 7}.
For each of these 8 candidate PF parameters θi, the SNRs corresponding to the 5
and 95% correct scores are computed and the two extreme SNR values are kept to form
the maximum range that needs to be covered by our list of candidate probe SNRs. These
are then linearly spaced within this range.
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5.2.3 Lapses of attention - handling outliers
In [73], the lapse rate λ is considered to be an unknown parameter of the psychometric
function that needs to be estimated alongside α and β. Even though this can lead to
improvements in the estimation of the SRT and slope in a simulation setting with virtual
listeners following a parametric PF model such as (5.2), it is unlikely to be advantageous
in an actual psychophysical experiment.
Indeed, the lapse rate is a useful tool to model the fact that measured PFs might
not reach the 100% correct score, however there is no evidence that this parameter would
remain constant throughout an experiment. By definition, lapses of attention are discrete
events that depend on a variety of external factors including the subject’s environment (e.g.
someone passing by). Furthermore, even when considering λ is a good model for lapses of
attention, knowing its average value for a specific subject does not give information about
the psychophysical task under consideration.
Therefore, rather than considering λ as free parameter that needs to be estimated,
we assume it to be fixed to a small value (1 or 2%) throughout the experiment. To cope
with the eventuality of a subject having a lapse of attention, we give the assessor the
possibility to re-compute at any point the posterior pdf of P (θ|zn) from the saved experi-
mental results while excluding the outliers. This means that from the current estimate of
P (θ|zn), negative outcomes at SNRs corresponding to 95% correct scores and above are
marked as outliers, and ignored when re-computing the posterior density.
5.3 Simulation Results
In order to test the different versions of the proposed Bayesian framework under various
test conditions and to compare them to competing methods, Monte Carlo simulations
were run for four different experimental setups. An experimental setup comprised the
psychometric function followed by a virtual listener and the, possibly incorrect, a priori
parameters that were given as inputs to the algorithms. The PF was represented by a
set of 5 parameters: αTrue, βTrue, γTrue, λTrue, and the model MTrue. The latter was
allowed to be either a logistic (following (5.2)) or a cumulative gaussian [70,144] in order
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to observe the behaviour of the competing methods against different parameterisations of
the PF. The input parameters given to the different algorithms were γ, λ and M .
Two competing methods and four version of the proposed estimation procedure
were compared:
1. the maximum-likelihood technique presented in (Brand and Kollmeier [72]) for con-
current slope and threshold estimation. The method was custom implemented in
order to use prior distributions, with a fixed evaluation grid of 150 × 150 linearly
spaced values for θ parameterised by SRT and log-slope.
2. the updated maximum-likelihood procedure presented in (Shen and Richards [73])
with 1-up 2-down stimulus placement strategy. Contrary to the other methods used
in the simulations, this procedure estimates λ as a free parameter. The implemen-
tation used was that of the toolbox presented in [145]. The fixed evaluation grid
was defined by 81 logarithmically spaced values for the slope, and 81 linearly spaced
SRT values. The search space for λ was discretised into 12 values between 0 and 0.2.
3. the proposed Bayesian adaptive procedure in 4 different variations : using either
differential entropy or variance as a cost function, and using look 1-ahead or look
2-ahead for the next probe SNR selection. The adaptive evaluation grid comprised
40 linearly spaced values for the SRT and 21 linearly spaced values for the log-slope.
30 candidate probe SNRs were considered at each trial. The weighting factor κ from
(5.10) was set to 0.5 so that no priority was given to either α or β estimation. No
rejection of outliers was used when computing µ(zn). Our implementation is made
available as part of the VOICEBOX MATLAB Toolbox [135] as the psycest function.
All methods were initialised so that probe SNRs were limited to the range (−20, 20) dB,
and evaluation grids covered the range (−20, 20) dB for α and (0.01, 0.5) prob/dB for β.
The same Gaussian prior P (θ|z0) was used, with a mean at the centre of θ’s range and a
standard deviation equal to half the initial range.
For each experimental setup and each estimation algorithm, 250 Monte Carlo simu-
lations based on 300 trials were run. To reproduce the experimental conditions of a single
keyword recognition intelligibility test, at each trial a single binary response is generated.
This is done using the probability of a correct answer given by the true PF of the virtual
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Table 5.1: Input and true PF parameters used in each of the 4 experimental conditions.
Experimental Setup βTrue γTrue λTrue MTrue γ λ
A 0.1 dB−1 0.01 0.02 Logistic 0.01 0.02
B 0.25 dB−1 10−4 0.1 Logistic 0.1 0.01
C 0.05 dB−1 0.1 0.05 Cumul.G. 10−6 0.01
D 0.05 dB−1 0.1 0.15 Cumul.G. 10−6 0.01
listener. The value of αTrue was chosen to be −5 dB at τ0 = 50% and remained constant
throughout all the simulations. The assumed PF model M for all methods is a logistic
function. The input and true parameters used in each of the 4 experiment simulations are
listed in Table 5.1.
In order to assess performance, the Root Mean Squared Error (RMSE) was com-
puted as:
RMSEθi(n) =
√√√√√ 250∑
i=1
(θˆi,n − θi,T rue)2
250
(5.15)
with θi = α or β, and θˆi,n its estimate at trial n, obtained from the mean of the posterior
distribution of θ. The results are displayed in dB for α in Figure 5.6 and in % of the
true value for β in Figure 5.7, where each subplot’s title refers to the experimental setup.
Statistical significance tests were carried out in order to infer whether the differences in
the mean squared error (MSE) of the Monte Carlo tracks of each method were due to
chance. Assuming the squared errors between the true and estimated PF parameters to
be Gaussian distributed, unequal variance two-sample t-tests (Satterthwaite’s approxima-
tion) at the 5% significance level were carried out between each pair of methods under
consideration and at different trial numbers. The null hypothesis for this test is that the
distribution of the errors between Monte Carlo simulations and true values are Gaussian
with equal means.
In the first experimental condition, the prior values for γ, λ and M matched the
true values. The SRT is estimated with good accuracy by all methods, with Figure 5.6
(A) suggesting better convergence properties for all versions of the proposed Bayesian
procedure. The null hypothesis of the t-test is only rejected when comparing [73] to the
other methods. The second experiment simulation consisted in a PF with very high slope
for which, as a result, more accurate estimation of both the SRT and slope is expected.
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Figure 5.6: Root Mean Squared SRT Error in dB for the 4 experimental setups listed in Table 5.1 (each
subplot’s title refers to the experimental setup).
As can be seen in Figure 5.6 (B), the estimation of α did not suffer from the important
mismatch between the input and true guess and lapse rates, with the results being very
accurate for all methods and no statistically significant difference between them. The
third setup consisted in a PF with a shallow slope, making the estimation of θ more
difficult [71]. The true PF followed a cumulative gaussian model with a high guess rate,
and all input parameters were set to wrong values. All the proposed Bayesian methods
show significantly better performance for SRT estimation in Figure 5.6 (C). The fourth
experimental setup was identical to the third one, with the exception of the true lapse
rate which was set to a very high value of 15%. Again, the proposed Bayesian methods
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all show better performance in Figure 5.6 (D), with a statistically significant advantage
for the versions using a variance-based cost function from trial number 200 and onwards.
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Figure 5.7: Root Mean Squared % Slope Error for the 4 experimental setups listed in Table 5.1 (each
subplot’s title refers to the experimental setup).
Figure 5.7 (A) shows accurate estimation of the slope for all methods except [72]
for the first experiment simulation, with the Bayesian adaptive procedures converging
towards the correct value much more quickly. The null hypothesis was rejected for all
tests including the two competing methods [72] and [73]. When comparing the Bayesian
procedures between each other, the null hypothesis was only rejected between trials 60 and
80 for methods paired with the look 2-ahead procedure minimising entropy. As this method
also provides lower RMSE, this suggests a slight advantage for this version of the Bayesian
procedure in this case. In the second experimental setup, thanks to the high slope value,
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the estimation of β is better for all methods, with the Bayesian procedures performing
best as can be seen in Figure 5.7 (B). No statistically significant difference in MSE was
found between the 4 proposed methods in this case. The proposed methods all show
significantly better slope estimation performance in Figure 5.7 (C) for the third simulation
setup, which corresponds to experiment with a shallow slope and largely underestimated
guess rate. Statistical significance tests indicate an advantage in using an entropy-based
cost function, as well as using the look 2-ahead entropy-based version between trials 60 and
150. The fourth experiment simulation, with a shallow slope and vastly underestimated
guess and lapse rates, shows substantially better slope estimation performance for the
proposed Bayesian methods, as can be seen in Figure 5.7 (D). A statistically significant
difference is found between versions with an entropy-based cost function and versions with
a variance-based cost function.
5.4 Discussion
The simulation results indicate that the proposed Bayesian framework achieves better
estimation accuracy than the competing methods for both SRT and slope. Furthermore,
these results show robustness to erroneous prior assumptions of the guess and lapse rates,
and do not depend on the steepness of the underlying true psychometric function. It
also appears that using our Bayesian adaptive framework yields faster convergence rates,
allowing accurate estimation of θ within as few as 50 trials. In order to understand where
the larger RMSE observed for the two competing methods might come from, we plot in
Figure 5.8 the error between the mean estimate of the 250 Monte Carlo tracks and the
true parameter value (representing a bias in the estimate). These results correspond to
the first experimental setup, and are shown in dB for the SRT and % of the true value for
the slope. They seem to match the observed RMSE and it appears that only the proposed
Bayesian framework is able to obtain unbiased estimates for both the SRT and slope.
From the simulation results presented in Section 5.3, it can be seen that using
a variance-based cost function leads to better results for the estimation of SRT, while
an entropy-based cost function achieves better slope estimates. This phenomenon can
be explained by the placement of optimal probe SNRs obtained with the two methods.
On Figure 5.10 are plotted the probe SNR placements of a single Monte Carlo track for
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Figure 5.8: Mean bias in the Monte Carlo estimates of the SRT (a) and slope (b) corresponding to the
first experimental setups listed in Table 5.1.
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Figure 5.9: Slope intercepts of a psychometric function : SNRs obtained at 0 and 100% correct scores if
the PF was a linear function.
the look 2-ahead Bayesian procedure with the cost function based on (a) variance or (b)
entropy.
The true SRT and slope intercepts (i.e. the SNRs obtained at 0 and 100% correct
scores if the PF was a linear function, as illustrated in Figure 5.9) are plotted in dotted
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Figure 5.10: Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian procedure
with the cost function based on (a) variance or (b) entropy. True SRT and slope intercepts are plotted in
dotted lines, estimated ones are plotted in solid lines. + indicates a positive result, o indicates a negative
one.
lines, while the estimated ones are plotted in solid lines. It appears clearly that the probe
SNRs are placed much closer to the slope intercepts when using an entropy-based cost
function, effectively placing them closer to the sweet points of the β parameter. When
using a variance-based cost function, the degradation levels are located at a compromise
between the sweet points of the β and α parameters, thus yielding a significant difference
in RMSE between the two variations of the Bayesian method.
If the value of kappa in (5.10) is set to 0, the cost function considers only the errors
in the SRT. The resulting probe SNR placements are the ones shown in Figure 5.11 for
the look 2-ahead case and a variance cost function (a) or entropy cost function (b). In
both cases, the placement of degradation levels is closer to that of an up-down procedure
converging towards the 50% proportion correct score and yields high overestimation of the
slope, which is in accordance with [75].
Setting κ = 1, the cost function considers only the errors in the slope, which leads
to the probe SNR placements shown in Figure 5.12. It appears that probe SNRs are
pushed significantly towards the intercepts, with practically no probe SNR near the SRT.
As the SRT needs to be estimated first in order to be able to converge to the true slope
value, this choice of κ leads to poor estimation of both PF parameters.
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Figure 5.11: Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian procedure
with the cost function based on (a) variance or (b) entropy and κ = 0 (meaning only the SRT is considered
in the cost function). True SRT and slope intercepts are plotted in dotted lines, estimated ones are plotted
in solid lines. + indicates a positive result, o indicates a negative one.
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Figure 5.12: Probe SNR placement of a single Monte Carlo track for the look 2-ahead Bayesian procedure
with the cost function based on (a) variance or (b) entropy and κ = 1 (meaning only the slope is considered
in the cost function). True SRT and slope intercepts are plotted in dotted lines, estimated ones are plotted
in solid lines. + indicates a positive result, o indicates a negative one.
Finally, no statistically significant difference in the mean of the squared errors
was observed between the look 1-ahead and look 2-ahead variance-based cost function.
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However, it was found that using a look 2-ahead entropy-based cost function achieved
lower mean squared error and lower mean bias in the slope estimate for experiments 1 and
3 and trial numbers below 100. This suggests that when interested in the estimation of
the slope, a look 2-ahead entropy cost function is preferable, especially when unsure about
the prior assumptions on the lapse rate and the number of trials is constrained.
5.5 Uncertainty among listeners
As highlighted in [146], the variance of the SRT and slope estimates in real psychophysical
experiments is much larger than that typically observed in simulations. Also, in such
experiments, the data obtained through various human observers is averaged to obtain a
mean PF. In [82], intelligibility scores are measured for various experimental conditions
with 80 different test subjects, and plotted on a Berkson scale against the degradation
level. It can be seen in Figure 5.2 that a relationship that is not exactly linear clearly
appears, suggesting that using the logistic model to represent the psychometric function
is sensible but not a perfect fit. This motivates the idea of considering a mean logistic PF
associated with an error term representing both the variation between test subjects and
the deviations from the model. We call this error term uncertainty in the remainder of
this chapter. In the following, the miss and lapse rates γ and λ will be assumed null. The
target probability score τ0 will be assumed to be equal to 50%.
5.5.1 Definition and estimation of the uncertainty
Let us consider first the logit transform of a psychometric function. Let Ψu be a PF
following the logistic model defined in Eq. (5.2) with γ = 0, λ = 0 and τ0 =50%. Then
f (Ψu) (x) = ln
(
Ψu
1−Ψu
)
(x) is a linear function of x. Let ∆ be a random variable repre-
senting the variation between the model and reality in Berksons. We now have:
ln
(
Ψu(x)
1−Ψu(x)
)
= 4β(x− α) + ∆ (5.16)
⇒ Ψu(x) = 1
1 + e−(4β(x−α)+∆)
(5.17)
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Hence the error between the logistic model and reality, ∆, can be seen as an error on
the probe SNR when looking at the psychometric function in the probability domain,
analogous to a “horizontal” noise.
We assume ∆ ∼ N (0, U(x)), with U(x) dependent on the presentation level and
still to be determined. In order to validate this model and estimate the shape of U(x),
we used the psychometric data measured in [82]. The data comprise, for car and babble
noise, the binary responses (word correctly recognised or not) of 80 participants, each of
them having participated, at each of the 5 presentation levels, in an intelligibility test of
10 sentences consisting of 5 keywords. The scatter of data points on the Berkson scale
obtained from this data for all the participants is plotted Figure 5.2.
This problem of input-dependent noise level regression can be formulated in our
case in the following manner: assuming the relation between probe SNRs and performance
levels is linear, we wish to perform a regression in order to find this linear relation as well
as the input-dependent uncertainty around it. With y the PF on the Berkson scale, this
is:
y = (ax+ b) + ∆ with ∆ ∼ N (0, U(x)) (5.18)
As the available data was measured at 5 different presentation levels, we can write the
previous equation as
yi = (axi + b) + δi
with δi ∼ N (0, U(xi)), i ∈ {1, ..., 5} (5.19)
making the problem a 7-parameter estimation. Consider test subject j, j ∈ {1, ..., 80}, and
(xi, yi), i ∈ {1, ..., 5} the performance level yi obtained at SNR xi for a N -length sequence
of independent realisations of a Bernoulli process. Considering there is no uncertainty, the
likelihood of getting pair (xi, yi) is the following.
Lij =
N∏
k=1
Ψ(xi)
rij(k)(1−Ψ(xi))1−rij(k) (5.20)
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with rij(k) = 1 if the word was correctly recognised and rij(k) = 0 if not.
If some uncertainty in the model is assumed, it becomes
Liju =
∫
∆
(
N∏
k=1
Ψu(xi)
rij(k)(1−Ψu(xi))1−rij(k)
)
p(∆)d∆ (5.21)
Assuming there is complete independence between each presentation level as well as be-
tween test subjects, we have
L =
80∏
j=1
5∏
i=1
Liju (5.22)
Taking the negative logarithm of the joint likelihood, we need to minimise
L = −
80∑
j=1
5∑
i=1
lnLiju (5.23)
This is performed using a simplex search algorithm [147]. The result for the stan-
dard deviation of ∆ is plotted Figure 5.13 in dashed line, which shows an asymmetrical
behaviour.
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Figure 5.13: Standard deviation of the random variable ∆,
√
U(x), obtained from the 7-parameters
joint ML estimation.
The values for U(x) presented in Figure 5.13 were obtained for one particular
psychometric function and at five specific SNRs, which does not allow us to extrapolate
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values for other probe SNRs. Even though the data does not allow us to build a generalised
model for the uncertainty, we can assume U(x) to be an asymmetric piecewise linear
function centred on α. This means the minimum point of the uncertainty (with a value
equal to m) is obtained at the 50% proportion correct score. The two maxima values
corresponding to the 5% and 90% proportion correct scores are denoted by M1 and M2,
and correspond to presentation levels x5 and x90 respectively. The assumed uncertainty
model is therefore
U(x) =
 min
(
(m−M1)x+M1α−mx5
α−x5 , M1
)
x ≤ α
min
(
(M2−m)x+mx90−M2α
x90−α , M2
)
x > α
(5.24)
The values for m, M1 and M2 were chosen to remain constant and equal to the ones found
through regression. The assumed model of (5.24) is plotted in Figure 5.14.
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Figure 5.14: Assumed model for the uncertainty U(x) with α = −10 dB and β = 0.15 dB−1.
5.5.2 Influence of the uncertainty on presentation level selection
In order to analyse the impact of this uncertainty on the adaptive method derived in
Section5.2.1, we derive the analytical solution for the best presentation levels minimising
the PF parameters’ variance, as in [72, 73]. σ2Ψ is defined as the expected variance along
the probability axis and σ2x is defined as the expected variance along the degradation level
axis. Assuming the psychometric function Ψ to be locally linear, the ratio of the two
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expected variances can be approximated by the square of the slope of the PF [77]. It
yields the following relationship:
σ2Ψ
σ2x
=
(
dΨ(x|θ)
dx
)2
(5.25)
Also, as the subject’s response follows a Bernoulli process, we have
σ2Ψ = nΨ(x|θ)[1−Ψ(x|θ)] (5.26)
with n the number of trials performed at presentation level x. By analysing the variability
of parameters α and β using a similar procedure, one can obtain analytical solutions for
σ2α and σ
2
β as a function of probe SNR x [73].
If we include in this model the random variable ∆ representing the uncertainty, it
is of interest to observe the influence of such a parameter on these analytical solutions,
modifying Eq. (5.26) accordingly. We have σ2Ψ = nΨ(x|θ)[1 − Ψ(x|θ)] = Er{Ψ2(x|θ)} −
(Er{Ψ(x|θ)})2. We can derive a new expression for the variance of Ψ, for each probe SNR,
that includes the uncertainty:
σ2Ψu = E∆
{
Er{Ψ2u(x|θ)}
}− (E∆ {Er{Ψu(x|θ)}})2 (5.27)
=
∫
∆
Er{Ψ2u(x|θ)}p(∆)d∆−
(∫
∆
Er{Ψu(x|θ)}p(∆)d∆
)2
(5.28)
= n
[∫
∆
Ψu(x|θ)p(∆)d∆ + (n− 1)
∫
∆
Ψ2u(x|θ)p(∆)d∆− n
(∫
∆
Ψu(x|θ)p(∆)d∆
)2]
(5.29)
Using the model of (5.24) in Eq. (5.29), we can now observe the difference the
uncertainty makes in the expected variances σ2Ψ and σ
2
Ψu
as a function of both the slope
value and the proportion correct score. The placements leading to minimum expected
variance are called the sweet points. Figure 5.15 shows that not only the variance is
greater when considering the uncertainty, but also the distribution is now bimodal with
its strongest mode located between 0.55 & 0.6 probability scores. Moreover, for all slope
values, σ2Ψu is heavier tailed than σ
2
Ψ on the high probability score side. This will make
the expected variances of the SRT and slope parameters larger in this area. Hence, we
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Figure 5.15: Expected variances σ2Ψ (top) and σ
2
Ψu (bottom) as a function of β (slope) and proportion
correct score. The psychometric function parameters used are 75 trials, α = −10dB, γ = 0, λ = 0.
can expect σ2α =
σ2Ψ∆(
dΨ∆
dα
)2 to be “steeper” because of the stronger central mode, as well
as asymmetric because of the two modes. Because of the heavier tail of the variance
distribution for values greater than 55% correct score, σ2β =
σ2Ψ∆(
dΨ∆
dβ
)2 is expected to have the
positions of its minimum to be “pushed” towards the central mode on the high probability
score side. This behaviour can be seen in Figure 5.16 where the region of minimum
variance for parameter α is narrower and the α sweet point remains at 50% proportion
correct score. Regarding the pair of β sweet points, it can be seen that the lower point
is relatively unchanged and the higher point is closer to the α sweet point. The latter
phenomenon can be observed more clearly when plotting the evolution of the minimum
points of σ2β and σ
2
α as a function of β with and without uncertainty, as in Figure 5.17. The
impact of the uncertainty on the higher point of the pair of β sweet points is significant
for β > 0.15dB−1 and makes a difference greater than 5% in optimal target scores for
β = 0.25dB−1.
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Figure 5.16: Expected variances of α (left) and β(right) estimates, with and without uncertainty con-
sidered in the model (dashed and solid lines respectively). In both cases, results are plotted for n = 15
trials with α = −10dB, β = 0.16dB−1, γ = 0 and λ = 0.
5.5.3 Bayesian framework including the uncertainty
In order to test the impact of the uncertainty on the best presentation levels within the
proposed Bayesian framework, simulations were run. To include the uncertainty in our
Bayesian framework, rather than trying to estimate it directly, we want to marginalise over
it. To do so, we consider the model Ψu (see Eq. (5.17)) for the PF and use a modelled
U(x) as in Eq. (5.24) for the variance of the probability distribution of ∆. In a final step,
we need to integrate over ∆. We define
P (r|θ, x) =
∫
∆
Pu(r|θ, x)p(∆)d∆ (5.30)
With Pu(r = 1|θ, x) = Ψu(x|θ) and Pu(r = 0|θ, x) = 1 − Ψu(x|θ). However, this integral
is analytically intractable. We therefore sample ∆i, i = 1, ..., 50 from N (0, U(x)) and
compute their likelihoods p(∆i). We can therefore approximate (5.30) by
P (r|θ, x) =
50∑
i=1
Pui(r|θ, x)p(∆i) (5.31)
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Figure 5.17: Evolution of the proportion correct points corresponding to the minima of the expected
variance σ2α (a) and σ
2
β (b) as a function of β. The parameters for the psychometric function used are
α = −10dB, γ = 0, λ = 0. As adding the uncertainty in the model makes σ2Ψ∆ dependent on the number
of trials performed at the considered presentation level, the values were computed for 15 trials (dashed
lines) and 150 trials (dotted lines) for the case with uncertainty. The positions of these minima points is
also plotted when the uncertainty is not considered (solid lines).
with Pui(r|θ, x) computed according to (5.17) and for a specific value of the uncertainty
∆i. This new likelihood of the observation taking into account the uncertainty can then
be used in the Bayesian framework without having to change anything else.
In order to create some uncertainty in the data, modification of the way simulations
were computed was necessary. We simulated an experiment containing 40 virtual listeners.
Each one of them followed a different psychometric function consisting of a “mean” logistic
model plus a random uncertainty following the probability distribution model discussed
in Section 5.5.1. This means that α, β, γ, λ and M were the same for all the virtual
listeners, and uncertainty was added according to Eq. (5.17) using a different random set
of realisations of ∆ ∼ N (0, U(x)) for each listener.
In this experiment simulation, only the Bayesian adaptive method with look 2-
ahead and a Variance cost function was studied, with and without the uncertainty model
included in the framework. The mean logistic PF was chosen to be as close as possible to
the one in [82] in the presence of car noise, from which the uncertainty model was derived.
Hence, the parameters found through regression were used to create the following set of
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true parameters: {αTrue = −14.15dB; βTrue = 0.131 dB−1; λTrue = 0; γTrue = 0}. The
model for the uncertainty used to generate the binary responses of the virtual listeners
was p(∆) = N (0, U(x)) with U(x) following (5.24). The input parameters that were given
to the estimation procedures were equal to the true ones.
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Figure 5.18: Experimental Setup : {αTrue = −14.15dB; βTrue = 0.131 dB−1; λTrue = 0; γTrue = 0}.
RMSE for the α (left) and β (right) estimates as a function of the number of trials performed for look
2-ahead bayesian adaptive framework with (dashed lines) and without (solid lines) the uncertainty model
included in the procedure
The RMSE for the SRT and slope estimates are plotted Figure 5.18. The difference
in RMSEα is too small to be significant, but we can observe a slight degradation for the
first 75 trials in the case for which uncertainty was considered in the algorithm. With
a higher number of trials, there does not seem to be any difference in RMS SRT error
between the two methods. It can also be seen that RMSEβ is lower up to the 50th trial
with uncertainty taken into account in the estimation procedure. For higher trial numbers,
there is almost no difference in performance. This behaviour possibly comes from the
fact that when a lot of trials are performed next to the tails, even though the observation
placements are not optimal according to the derivations made in Section 5.5, the proportion
correct scores obtained at these presentation levels become more and more accurate. This
might be reducing the uncertainty around the model, making the performance of the two
procedures very similar.
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By taking the uncertainty among listeners into account in the proposed Bayesian
adaptive framework, accurate estimation of the slope of psychometric function is faster,
with a low RMSE obtained after only a few trials. However, this result was obtained in
simulation assuming the model for U(x) is true. In order to generalise the concept of
uncertainty, more listening experiments need to be conducted in various types of noise as
well as with processing of the degraded speech samples so that a general model for U(x)
can be established.
5.6 Intelligibility Estimation of Processed Noisy and Rever-
berant Speech
In order to assess the performance of a speech enhancement algorithm, several PFs have
to be concurrently estimated, as described in Section 2.5.1. In this pilot study, 3 different
PF estimations are interleaved, corresponding to the PFs of reverberant and noisy speech
without any processing, after processing by our method, and after processing by Cauchi
et al.
A listening experiment was performed with three subjects, fluent in the English
language and not aware of any significant hearing loss. The speech data comprised ane-
choic recordings of the “e-set” extracted from the BT Connex S1 alphabet database [148],
comprising the letters b, c, d, p, t, v, e and g. At each trial, an anechoic recording of
one of those letters by one of the 51 speakers in the database was randomly selected and
convolved with the selected RIR. The reverberant speech samples were then normalised
to have the same active level according to [122] before noise was added with an intensity
adjusted to the required probe SNR. 60 trials were performed for each method in order to
obtain accurate estimation of both the SRT and slope. The measured PFs are shown in
Figure 5.19.
When considering the evolution of the SRT, both Cauchi et al. and the proposed
method improve on the unprocessed speech, reducing the SRT by 1 dB. However, when
considering the SNR range for 80% proportion correct scores and above, a more useful
range in practice, both processing methods perform worse than the unprocessed speech.
Although both methods greatly reduced the amount of perceived reverberation, they
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Figure 5.19: Measured PFs using the adaptive Bayesian framework with a look 2-ahead entropy based
cost function. Experimental Setup : Car noise and Building lobby RIR.
seem to decrease intelligibility at SNRs associated with good intelligibility of unprocessed
speech. However, at very low SNRs for which the intelligibility of unprocessed speech is
very low, the two processing methods achieve in improvement in the proportion of ut-
terances correctly recognised. These are only preliminary results intended to show the
potential of the developed PF estimation procedure and many more listening tests would
be required to draw firm conclusions. Furthermore, the same PFs should also be measured
using the methods in [72, 73] to further validate the PF estimation procedure developed
in this chapter.
5.7 Conclusion
In this chapter, we derived a new Bayesian framework for psychometric function estimation
based on an adaptive evaluation grid for the PF parameters and optimal presentation level
selection using a look 2-ahead procedure. Simulation results indicate that this estimation
procedure performs significantly better than the competing methods in jointly estimating
the SRT and slope accurately, while being more robust to erroneous prior assumptions
about both the guess and lapse rates. Furthermore, the convergence rate of the proposed
5.7 Conclusion 158
method is substantially faster than that of the competing methods, thus greatly reducing
the number of trials needed to obtain reliable estimates of the PF parameters.
Evidence for the presence of uncertainty among listeners in actual listening ex-
periments was found through analysis and regression. Simulations performed using the
derived uncertainty model demonstrated a decrease in RMS slope error for the first 50
trials. Because the number of trials performed by each test subject is limited in actual
listening experiments, this improved convergence rate is of crucial importance.
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Chapter 6
Conclusion
In this chapter, the work presented in this thesis is summarized and conclusions are drawn.
Suggestions for future research are outlined in Section 6.2.
6.1 Summary of Thesis Achievements
The main achievements of the thesis are as follows:
Statistical Modelling of Impulse Responses: Section 3.2 presents a new statistical
model of squared room impulse responses. It extends the well-known Polack model
by incorporating an approximation of the early reflections behaviour. Using an ex-
tensive training set of impulse responses, room-independent values were determined
for the additional parameters included in the new model. A likelihood comparison
over the training set and a validation set showed a substantial improvement in fitting
the measured data.
Blind Estimation of Reverberation Parameters: Fast and accurate estimation of
the reverberation parameters in each frequency band is a key requirement of many
dereverberation algorithms. Chapter 3 presents an online method for jointly esti-
mating the speech activity, T60, DRR, noise and reverberant mean powers. Based
on an autoregressive reverberation model, the estimation is done using an EKF con-
ditioned by a 2-state HSMM. Two versions of the algorithm are compared, with
and without modelling of the early reflections. Experimental results on individual
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frequency bins show that the estimates of the reverberation parameters generally
converge quickly and reliably to the true values.
Speech Dereverberation and Denoising: Based on the proposed method estimating
reverberation parameters, Chapter 4 proposes a novel blind single-channel approach
to the online dereverberation problem that is robust to noise. Formulating the prob-
lem in a Bayesian filtering way and using a HMM for the clean speech log-power,
a spectral gain is computed in order to achieve good dereverberation performance.
This real-valued gain is computed for each time frame after jointly estimating pos-
terior distributions of the acoustic parameters and speech, reverberation, and noise
log-powers. Results indicate good dereverberation and denoising performance while
preserving speech intelligibility and improving speech quality. Informal listening
tests revealed excellent audible quality of the speech signals processed by the method.
Efficient Estimation of Psychometric Functions: As an extension of the previous
work done on the Bayesian formulation of the psychometric function estimation
problem, a new framework was derived based on an adaptive evaluation grid for the
PF parameters and optimal presentation level selection using a look 2-ahead pro-
cedure. By rescaling and resampling the evaluation grid adaptively to increase the
resolution of the PF parameters’ discretised posterior distribution, better estima-
tion accuracy is achieved while preserving a low computational cost. Furthermore,
by computing the expected possible output 2 stimuli ahead, better convergence prop-
erties are achieved for low trial numbers. Simulations indicate that this estimation
procedure performs better than the competing methods in jointly estimating the
speech reception threshold and slope of the psychometric function, while being more
robust to erroneous prior assumptions about the guess and lapse rates.
Uncertainty among listeners: The intelligibility model that underlies the psychome-
tric function estimation was extended to include listener uncertainty. Evidence for
the presence of such a variable in actual listening experiments was found through
analysis and regression. The theoretical influence of this newly modelled variable was
derived, suggesting that improved performance could be achieved by integrating this
knowledge in the psychometric data estimation algorithm. Simulations performed
using the derived model confirmed this hypothesis by highlighting a decrease in RMS
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slope error for the first 50 trials. This behaviour can be of crucial importance in
actual psychophysical experiments as the number of trials performed by each test
subject is limited.
6.2 Future Work
Reverberation Model: In Chapter 4, a statistical RIR model parameterised by T60 and
DRR is used. Although good dereverberation results are obtained, the model can
not explain precisely the behaviour of the early part of RIRs. This can lead to
errors in the estimation of the maximum likelihood path through the clean speech
HMM and therefore increase errors in the estimated posterior mean clean speech
log-power. To cope with this, the proposed method could be extended to use a non-
negative autoregressive reverberation model of order p > 1, as these have been used
successfully in the context of dereverberation in [7, 26].
Noise Modelling: In order to improve the denoising performance of the algorithm pro-
posed in Chapter 4, the noise log-power could also be modelled via an HMM, in a
similar manner to the clean speech log-power. As there are many different types of
noise, oﬄine training of a set of noise states that will model its temporal evolution
is a challenging task. Online estimation of a noise HMM can be done as in [149].
Nonlinear smoothing: In the method of Chapter 4, the highly time-varying nature of
the estimated posterior mean clean speech log-power was compensated by smoothing
the resulting spectral gain. While excellent audible quality was achieved, this creates
a compression effect on the enhanced speech. This aspect could be improved by
using a nonlinear smoothing technique taking into account the transient attacks and
natural decays of speech, so that the original energy envelope is respected. This
could lead to even greater speech quality and an improved speech intelligibility.
Uncertainty among listeners: Future work should focus on getting a better under-
standing of how the uncertainty behaves for different experiments and its underlying
causes. More listening experiments should be performed in order to formulate and
validate an uncertainty model for different types of noise and/or in conjunction with
other types of degradation.
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