Parametric Optimisation is an important problem that can be tackled with a range of bio-inspired problem space search algorithms. We show how a simplified Particle Swarm Optimiser (PSO) can efficiently exploit advanced space exploration with Lévy flights, Rayleigh flights and Cauchy flights, and we discuss hybrid variations of these. We present implementations of these methods and compare algorithmic convergence on several multi-modal and unimodal test functions. Random flights considerably enhance the efficient simplified PSO and the Lévy flight gives good balance between local space exploration and local minima avoidance. We discuss computational tradeoffs involved in generating such flights. In summary, these modifications show varying success between themselves for problem solving, but outperforms the uniform random exploration technique in most cases.
Introduction
The general problem of searching for a global maximum within a problem space [1] is made specific by the problem of parametric optimisation (PO) for multi-modal functions. This problem remains an important one in many applications including: economics [2] [3] [4] ; manufacturing process improvement [5] ; scheduling problems [6] ; image compression [7] ; cryptanalysis [8] ; object clustering and recognition [9] ; and engineering [10] [11] [12] [13] .
Successfully deployed techniques for addressing the problem domain of Parametric optimisation include Linear Programming (LP) [14] , Genetic Algorithms (GA) [15] , Simulated Annealing (SA) [16] , and Particle Swarm Optimisation (PSO) [17] among others that could be better classified as metaheuristics. There are also relatively recent uses of population-based, bio-inspired algorithms such as ant and foraging approaches [18] [19] [20] [21] and other evolutionary algorithms [22, 23] to tackle these problems.
Our focus revolves around the Particle Swarm Optimiser (PSO) [17, 24, 25] approach. This algorithm has already enjoyed further impressive research effort, which has resulted in a number of variations, some very specialised, Figure 1 . A comparison of the random walks typically generated by a uniform random walk, Brownian motion (Rayleigh flights) and Lévy flights. Particles released at the origin are shown taking 10,000 random steps.
including fully hybrid methods [26, 27] . Arguably, this initiative was spear-headed by Kennedy and Eberhart in their early work, which described an lBest PSO as well as the gBest variety [24] .
The algorithm itself introduces a random step in tandem with an inertial movement towards a superior solution vector in parameter-space. Much consideration has been given to the mechanics of the movement itself. There has been recent effort in upgrading the PSO with more effective search behaviour [36, 37] using Lévy flights.
Lévy flights [29] are random walks with a long-tailed probability distribution of step-lengths that gives rise to a mix of long trajectories and shorter random movements. Lévy flights therefore have quite different properties than the Brownian random movements that are commonly found in diffusive models. The Lévy distribution is part of the stable distributions, as are the Gaussian and the Cauchy distributions [30] . When the random step-length is taken from a Gaussian distribution or a Cauchy distribution, these give rise to the Rayleigh flights and Cauchy flights respectively. These distributions have slight variations on the frequency of longer step sizes.
In solving parametric optimisation problems one seeks an algorithm that is both intrinsically fast and with good convergence properties. In the past these algorithms were derived from agent-based modelling techniques [24, 31, 32] , which in turn, were derived mostly from biological phenomena, such as flocking behaviour of animals inspired by works such as that of Reynolds [33] , and this trend has continued for some time [34] . As with many other metaheuristic optimisation algorithms, there are a great many variations to the PSO algorithm, so much so that it is now commonly referred to as the "Basic PSO". A specific aspect which has received much attention is the problem of local minima and multi-modal functions. This is a ubiquitous problem which has been the subject of much research [35] . We seek to evaluate the response of one such modification, named the Many Optimizing Liaisons (MOL) PSO [38] , which is suitably more efficient, especially memory-wise. Our contribution is to examine the effects of Lévy flights on this simplified PSO and report on the use of Cauchy and Rayleigh flights as well.
Our article is structured as follows. Section 2 contains some background on the PSO, its variants, and the variant we use in this article. In Section 3 we discuss the random flights we tested, and show their implementations. We then present convergence results in Section 4, and following this, we discuss and present conclusions in Sections 5 and 6.
Background
In this section we give some background to particle based optimisation algorithms. In the following we refer to positions and velocities in an n-dimensional problem space, where each dimension represents a parameter, and collectively, an n-dimensional vector will represent a candidate solution with n parameters. It should be emphasised that these are not physical spaces and that the pseudo-velocities we mention represent the movement of candidate solutions through parameter space.
The basic original particle swarm optimisation (PSO) algorithm by Kennedy and Eberhart [17, 24] operates by maintaining a population of particles each with a solution vector and an inertia vector. These can be thought of as a position and velocity vector, as this is the most intuitive way of visualising the execution of this algorithm, at least in two and three dimensions. The particle positions (or solution vectors) are updated by a pair of formulae for each frame. These formulae are shown in Eqns. 1 and 2.
The first term of Eq. 1 is the inertia term, where 0 < ω < 1 represents the weight. The next two terms involve relative vectors to the best global solution found so far (g) and the best solution found by particle i (p i ). These serve to provide a combination of local search and convergence. The values φ p and φ g are the weights for pursuing their respective solutions, and they typically also range from 0 to 1, and finally, r p and r g are traditionally uniform random deviates between the values of 0 and 1.
Many variations of this algorithm already exist, from small variations to hybridisation and meta-optimisation [27, 38] . In this paper we opt to use a simplified PSO algorithm named Many Optimizing Liaisons (MOL) which was proposed by Pedersen and Chipperfield in 2009 [38] . By setting the parameter φ p = 0, MOL removes the need for an extra random deviate and most importantly, eliminate the need for a previous-best solution for every particle. Pedersen and Chipperfield note that this simplification results in an algorithm with comparable results to the original, as well as improvement in some cases. Perhaps the best result from this modification is the fact that having parametric optimisation algorithms with very few parameters to fine tune is a very desirable attribute [38] .
In its own right, tuning a meta-heuristic algorithm to perform reasonably well to solve a problem is actually optimisation itself. In fact, this problem has received much attention under the heading of "meta-optimisation" -the act of optimising an optimisation algorithm [38] . Some specialised meta-heuristic algorithms may give better results, but the mere fact of requiring the expert tuning of a vast array of parameters effectively off-loads some of the optimisation work to the operator.
An effective mechanism for evaluating and comparing metaheuristics against others is to test the algorithms against a variety of standardised test functions. Some of the well known test functions used in the literature are: Rosenbrock, de Jong (uni-modal); Ackley's Path function, Rastrigin function, the Schwefel function, the Griewangk function, and the Michalewicz function (multi-modal) [39] [40] [41] , and the results from these are given in Section 4.
These test functions were specifically designed to address the issue of evaluating the performance of the many meta-heuristic optimisation algorithms and facilitating comparison between them to some degree. Unfortunately it is still difficult to objectively compare these algorithms due to the large variety of test methods, none of which can be assumed to be representative of every single optimisation problem these algorithms may be used on. A great amount of research effort is still being expended on this standardisation problem, with some success [22] . The best we can offer is a comparison study of our algorithms across a relatively small selection of these. We also hold our algorithm parameters static across all tests, often to the detriment of performance and quality of the solution found. Among other factors, the scale and spatial positions of local optima alone demand a mandatory parameter tuning effort.
For each of the functions above, we restrict the parameter space in all dimensions to absolute numerical values between −2 and 2. This allows us to truncate highly multimodal test functions, and allow us to sample performance across an easy to difficult range of problems, some highly multi-modal, and some almost uni-modal. Local minima become a considerable problem when this parameter space is large enough [40] .
Functions such as the Schwefel function have a customary bound of −500 to 500 in every dimension, which makes it extremely difficult to optimise. This is due to the large number of local minima that plague the parameter space. In this scenario, a good course of action is often to increase the number of particles, but this causes significant performance problems. We have recently mitigated this problem by the use of graphical processing units [34] . In this paper, we focus on the random variables and some simplification to improve the basic convergence speed properties of the PSO. 
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We have implemented a few other options for the random variable in this algorithm, and these are explained in detail in Section 3. We extensively tested this algorithm against a variety of test functions, and the results from these are shown in Section 4.
Apart from implementing the MOL variant of the PSO algorithm, we have also implemented Rayleigh flights, Lévy flights, and also Cauchy flights. Another small variation we make use of is to replace the r g scalar value with a vector of size d to carry a random deviate for every dimension. This does however add to the computational cost of the algorithm.
One can attain a qualitative understanding of the different random flight algorithms by considering the resulting random walk patterns they generate. Brownian motion or diffusion comes about from what is essentially a normal or Gaussian distribution of random steps. The generalisation to a Lévy flight comes from changing the probability density function (PDF) to allow a long tail. Practically this means that the particle will mill around relatively locally for a while just as it does with a Gaussian distribution of step sizes, but that occasionally the Lévy long tailed PDF allows a sudden jump to a different position.
In his Firefly algorithm, Yang considers using a normalised uniform-random direction, with a magnitude given by a single Lévy deviate. In our empirical studies we experienced better covergence results by simply using a linearly-scaled Lévy deviate in every dimension. Conceptually, rather than having a large increase in all parameters (all dimensions), a single particle's trajectory may make a sudden large variance in a single dimension, not necessarily all. Although, this method does call for more computation in obtaining more Lévy deviates. This is what causes the apparent large jumps along the principle axes, as explained next.
A sample random walk for Brownian motion, Lévy flights and a uniform distribution are shown in Fig. 1 . Cauchy flights are not visually distinctive from the Lévy random walk. The diagram shows 10,000 random steps in (x, y) starting at the origin, taken by each of the techniques. As can be seen, the Gaussian distribution gives rise to what is usually known as a Rayleigh flight and the particle stays relatively local, diffusing around its origin. The Lévy flight however shows the characteristic series of sudden jumps to a new position around each of which it briefly diffuses locally.
The implementation of the Lévy flights involve choosing a uniform random direction, and then obtaining a magnitude from a Lévy deviate. We later discuss the implications of simply using a Lévy deviate for every dimension, rather than a uniformly random direction and a Lévy magnitude.
The algorithm we use to generate deviates from a Lévy distribution is shown in Algorithm 2 [30, 42] . The c parameter is known as the scale and controls the width of the distribution, and the α parameter is known as the exponent and controls the shape and tail.
Given an α value of 1, the distribution reduces to the Cauchy distribution, and with α = 2, a Gaussian distribution with σ = c √ 2 [43] . Apart from other characteristics, as the distribution varies from Gaussian to Cauchy, the tail probabilities vary from light to heavy. Unless otherwise stated, we experiment with α = 1.5 for an intermediate Lévy distribution and flight.
In Algorithm 2, U is a conventional uniform random deviate generator [44, 45] . The algorithm shown consumes two uniform deviates to produce a Lévy deviate, although optimisations can be made for the special Cauchy case [30] . The trigonometrical and power functions typically add considerably to the cost of generating these deviates even on modern CPUs. 
Convergence Results
We tested each of our random exploration implementations against a variety of functions, shown in Table 4 . Each case was averaged over 100 runs, and each run would terminate after executing 3,000 frames.
The parameters we used for these simulations are as follows:
φ is the parameter used for randomising the pursuit of the global best solution, ω is the inertia weight of the velocity vector, and θ is the parameter used as the c parameter in the Lévy distribution. The results shown in the table are the final value obtained from the optimisers. In most cases, the best possible function value was 0, except in the case of the Schwefel and Michalewicz functions which have optimum function values of −3351.8632 and −4.687 respectively. As these results are averaged over 100 independent runs, these can be taken as a good indication of reliability. The boundaries of each of the test functions are given in Tab. 4.
The choice of our parameters largely result from empirical testing, and while we concede that these may not be optimal in all cases, this allows us to more objectively compare the variations of MOL PSO. The population size in all simulations was 50.
The results shown in Tab. 4 shows that the Lévy flight method provides equal or better results than the original MOL PSO. This appears to be similar to the results of Richer's Lévy PSO [37] ; albeit with some algorithmic differences, there appears to be improvement over the standard versions of the optimisers. The other random steps fail to clearly distinguish themselves from the Lévy flights, however, they generally do not perform as well. The values given in the tables are in the form of x ± y where x is the average fitness result from generated solution vectors, and y is the standard deviation from this. Each test function also has a suffix nD where n is the number of dimensions for the generalised test functions. In our selected test functions, we have a reasonable spectrum of problem difficulty. The boundaries we imposed on the particles reflect that of the standard bounds used with each of these functions. Large ranges present considerable difficulty, especially for simulations with low numbers of particles.
In our testing, we also considered how each alphastep type behaves with a direction chosen by uniformrandom deviates, which are then normalised, and then a single Rayleigh, Cauchy or Lévy deviate is used as a magnitude. It is very expensive to compute random deviates from these three distributions, therefore, it is worth investigating how they respond in this respect. Our empirical observations indicate that there is a considerable difference in computation time, but in this article, we focus on providing convergence results.
While the non-uniform direction choice provides a slight advantage in optimising the Rosenbrock function, this result is more expensive to obtain. We believe this may be associated with the variable dependence of the Rosenbrock function.
We have also experimented with a visualisation technique for this algorithm. Fig. 2 shows a 3D rendering of an n-dimensional solution vector
We have also experimented with a visualisation technique for this algorithm. Fig. 2 shows a 3D rendering of an n-dimensional solution vector, and Fig. 3 shows visualisations in higher dimensions with a full population of solution vectors. We found this visualisation to be useful as a tool to observe characteristic behaviour, especially that of the optimum solution, where the lines are too short to be seen. This clearly gives an indication of fitness in a particular solution vector. When viewed amongst other solution vectors, it becomes easier to determine how the algorithm is behaving in higher dimensions. We found this visualisation to be of assistance when tuning an algorithm by hand. An auxiliary advantage to this is that the global optimum has a characteristic shape.
Discussion
The different flight patterns largely involve different random steps through the pseudo space defined by the optimisation function parameters. An interesting question to consider is why these different step types actually help. This is really only a kind of exploration vs exploitation balancing technique [37] , an area which has received quite a bit of attention, especially in the PSO literature, where the two φ values are commonly referred to as the exploration and exploitation parameters. The probability density functions of these deviates are quite similar visually, although as we have seen the flight paths generated are quite startlingly different. The Lévy path is quite dramatically different from the Rayleigh path with the long tail in the PDF contributing to highly non-local jumps.
A uniform random step in the flight by its nature is not spatially biased and essentially loses any valuable in- formation about the particle's present position in solution space. A Rayleigh flight is strongly centred on the present position and the particle can thoroughly explore its locality but is unlikely to be able to leap out of local minima. Our experiments and empirical observations lead us to believe that the Lévy distribution encourages a better balance between properly exploring the local neighbourhood prior to leaping or jumping to a new region of solution space without becoming stuck. By looking at Fig. 1 and the difference between the Rayleigh and Lévy flights, it becomes more clear why this is the case. Along with this technique, another design question presents itself. One can choose to use a Lévy deviate for every dimension, or use a uniform random direction and a magnitude from a Lévy deviate. In our observation, a variable-dependent function such as the Rosenbrock function is more easily optimised by the latter, than the former. The reason for this we believe lies in the tendency of the latter to present large movements which affect most dimensions, rather than just one independent parameter.
We have obtained an indication that random flights such as Lévy helps in avoiding local minima (as shown by the Rastrigin function which presents many local minima in the bounds specified), but the problem is still prominent, however. Having a variation in step length (given by the approximation of the Lévy Distribution) seems to help the search for the global minimum shake off stagnation brought on by getting stuck in local minima. Some authors report that the basic original PSO is very susceptible to being caught in local minima. It appears therefore that even this little advanced exploration technique helps significantly. We have experimented with only a few of the possible variations and hybrids of these flights. There is considerable scope for systematically exploring the use of multivariate distributions to help balance the exploitation versus exploration tradeoff.
There is also a significant tradeoff in choosing which flight pattern to use based on which sort of random deviates, because as shown, the computational cost of a more sophisticated path such as a Lévy flight involves evaluation of expensive trigonometrical and power evaluation functions. Even on modern processing systems these functions are still expensive. We typically want to add more particles to the optimizer and generating expensive random deviates for each particle adds considerably to the prefactor in the computational complexity. Given the cost of sin, cos and exponentiation, this can add to hundreds of CPU clock cycles; this prefactor is significant.
Conclusion
We have explored how various random walks or flights can be be used in particle swarm optimization for various unimodal and multi-modal test functions. We have considered in particular how more sophisticated probability density functions give rise to flights such as a Lévy flights with a mix of both localised space exploration through diffusion as well as larger jumps in the problem space that avoid (to some degree) becoming stuck in local minima.
Although problems in parametric optimisation vary enormously in nature and it is not to be expected that a single method will be optimal for all, we have seen that the Lévy flight fares quite well across a range of test problem functions.
We visualised the flights in a number of ways, ranging from a simple demonstration of the qualitative nature of the flight, through to multi vector renderings of a high dimensional particle trajectory. The dynamic nature of these renderings when viewed interactively gives some good visual indications of how well an algorithm is generating good particle trajectories converging towards a solution in problem space.
Parametric optimisation is a problem of ongoing importance in many fields. Particle swarm optimisation is a useful platform to tackle problems of this nature and there is continued scope for hybrids of the algorithms we have discussed. Random flights appear to help PSO algorithms considerably and the interplay between exploration and exploitation of the problem space is an important underlying issue deserving further research.
We have noted the computational expense of generating sophisticated random deviates and the fact that this adds considerably to the computational cost of deploying more particles in a given search. One approach is to seek an approximation to the Lévy distribution that involves fewer or cheaper trigonometric and power function evaluations.
Parallel computing techniques might also be usefully applied to accelerate the generation of flight trajectories. There is particular scope for applying data parallel computing technologies such as graphical processing unit accelerators to this problem.
