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PHASE TRANSITIONS FOR A MODEL WITH UNCOUNTABLE
SPIN SPACE ON THE CAYLEY TREE: THE GENERAL CASE
GOLIBJON BOTIROV AND BENEDIKT JAHNEL
Abstract. In this paper we complete the analysis of a statistical mechanics model on
Cayley trees of any degree, started in [EsHaRo12,EsRo10,BoEsRo13,JaKuBo14,Bo17].
The potential is of nearest-neighbor type and the local state space is compact but
uncountable. Based on the system parameters we prove existence of a critical value θc
such that for θ ≤ θc there is a unique translation-invariant splitting Gibbs measure.
For θc < θ there is a phase transition with exactly three translation-invariant splitting
Gibbs measures. The proof rests on an analysis of fixed points of an associated non-
linear Hammerstein integral operator for the boundary laws.
Mathematics Subject Classifications (2010). 82B05, 82B20 (primary); 60K35
(secondary)
Key words. Cayley trees, Hammerstein operators, splitting Gibbs measures, phase
transitions.
1. Introduction
In the present note we complete a line of research about the phase-transition behaviour
of a nearest-neighbor model on Cayley trees with arbitrary degree k ≥ 2. As first
described in [EsRo10], for a given consistent family of finite-volume Gibbs measures,
the existence and multiplicity of a certain class of infinite-volume measures which are
consistent with the prescribed finite-volume Gibbs measures, can be reduced to the
analysis of fixed points of some non-linear integral equation of Hammerstein type. Every
positive solution of the fixed point equation here corresponds to a measures which is
called a splitting Gibbs measure. Every splitting Gibbs measure is also a Gibbs measure
in the sense of the DLR formalism; see [Ba82]. This approach has been successfully
applied in the analysis of a variety of different models on Cayley trees with respect to
their phase-transition properties; see [Ro13] for a comprehensive overview. In particular,
starting with [EsHaRo12], a phase-transition of multiple splitting Gibbs measures has
been detected in a model with uncountable local state space [0, 1] and nearest-neighbor
interactions. This has motivated the subsequent analysis in [BoEsRo13,JaKuBo14,Bo17],
to further understand critical behavior of this model for all degrees of the underlying
tree, where also new parameters are introduced. It is the purpose of this note to complete
the analysis of this model.
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For nearest neighbors x, y on the Cayley tree Γk with degree k ≥ 2 with local states
σ(x), σ(y) ∈ [0, 1], we consider the potential
ξσ(x),σ(y) = log
(
1 + θ
2m+1
√
4(σ(x) − 1
2
)(σ(y) − 1
2
)
)
(1.1)
where m ∈ N ∪ {0}, 0 ≤ θ < 1 are the system parameters. It can be interpreted as a
certain symmetric pair-interaction with values in [log(1 − θ), log(1 + θ)], admitting two
distinct ground states given by the all-0 and the all-1 configuration. The main result is
the existence of a sharp threshold
θc =
2m+ 3
k(2m+ 1)
such that if θc < θ < 1, there are exactly three translation-invariant splitting Gibbs
measures and otherwise there is only one.
2. Setup
2.1. Gibbs measures on Cayley trees. The Cayley tree Γk of order k ≥ 1 is an
infinite tree, i.e., a graph without cycles, such that exactly k + 1 edges originate from
each vertex. Let Γk = (V,L) where V is the set of vertices and L is a symmetric subset
of V ×V , called the edge set. The word ”symmetric” means that (x, y) ∈ L iff (y, x) ∈ L.
Here, x and y are called the endpoints of the edge 〈x, y〉. Two vertices x and y are called
nearest neighbors if there exists an edge l ∈ L connecting them and we denote l = 〈x, y〉.
For a fixed x0 ∈ V , called the root, we defines n-spheres and n-disks in the graph distance
d(x, y) by
Wn = {x ∈ V |d(x, x0) = n}, Vn =
n⋃
i=0
Wi
and denote for any x ∈Wn the set of direct successors of x by
S(x) = {y ∈Wn+1 : d(x, y) = 1}.
For A ⊂ V let ΩA = [0, 1]A denote the set of all configurations σA on A. In particular,
a configuration σ on V is then defined as a function V ∋ x 7→ σ(x) ∈ [0, 1]. According
to the usual setup for Gibbs measure, we consider a (formal) Hamiltonian of the form
H(σ) = −
∑
〈x,y〉∈L
ξσ(x),σ(y), (2.1)
where ξ : (u, v) ∈ [0, 1]2 7→ ξu,v ∈ R is the interaction (1.1) which assigns energy only
to neighboring sites. Since ξ does not depend on the locations x and y, H is invariant
under tree translations. Let λ be the Lebesgue measure on [0, 1] then, on the set of all
configurations on A the a priori measure λA is introduced as the |A|-fold product of the
measure λ. Here and in the sequel, |A| denotes the cardinality of A. We equip Ω = ΩV
with the standard sigma-algebra B generated by the cylindrical subsets. A probability
measure µ on (Ω,B) is called a Gibbs measure (with Hamiltonian H) if it satisfies the
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DLR equation. That is, for any n = 1, 2, ... and bounded measurable test function f , we
have that ∫
µ(dσ)f(σ) =
∫
µ(dσ)
∫
γVn(dσ˜Vn |σWn+1)f(σ˜VnσΓk\Vn), (2.2)
where γVn(dσVn |σΓk\Vn) is the Gibbsian specification
γVn(dσ˜Vn |σΓk\Vn) =
1
ZVn(σWn+1)
e−βH(σ˜VnσWn+1 )λVn(dσ˜Vn),
with normalization ZVn and temperature parameter β ≥ 0. Such a specification is also
sometimes referred to as a Markov specification; see [Ge11].
2.2. Representation via Hammerstein operators. A subset of the infinite-volume
Gibbs measures defined via the DLR equation (2.2), called the splitting Gibbs measures or
Markov chains, can be represented in terms of the fixed points of some nonlinear integral
operator of Hammerstein type; see [EsRo10] for details. More precisely, for every k ∈ N
consider the integral operator Hk acting on the cone C
+[0, 1] = {f ∈ C[0, 1] : f(x) ≥ 0}
given by
(Hkf)(t) =
∫ 1
0
K(t, u)fk(u)du. (2.3)
Then, the translation-invariant splitting Gibbs measures for the Hamiltonian (2.1) corre-
spond to fixed points of Hk with K(t, u) = exp(βξt,u), often called boundary laws. Note
that Hk in general might generate ill-posed problems; see [Kr64,KrZa84].
3. Main results
The main result of this note is the following characterization of phase-transition
regimes of the model (1.1) with β = 1.
Theorem 3.1. For all n ∈ N ∪ {0} and k ≥ 2 let θc = (2n + 3)/(k(2n + 1)), then the
model (1.1) has
(1) a unique translation-invariant splitting Gibbs measure if 0 ≤ θ ≤ θc and
(2) exactly three translation-invariant splitting Gibbs measures if θc < θ < 1.
The proof is based on a characterization of solutions to the fixed point equation for
the associated Hammerstein integral operator (2.3) as given in Proposition 3.2 below. In
case of the model at hand, then the analysis can be reduced to finding the fixed points
of the following 2-dimensional operator Vk : (x, y) ∈ R2 → (x′, y′) ∈ R2
Vk,n(x, y) =


x′ =
⌊k
2
⌋∑
j=0
( k
2j
)
2n+1
2n+1+2j · 2
2j
2n+1 · xk−2j(θy)2j
y′ =
⌊k
2
⌋∑
j=0
( k
2j+1
)
2n+1
2n+2+2j+1 · 2
2j
2n+1 · xk−(2j+1)(θy)2j+1
(3.1)
with k ≥ 2, which is then the content of Proposition 3.3.
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Proposition 3.2. A function ϕ ∈ C[0, 1] is a solution of the Hammerstein equation
Hkf = f (3.2)
with Hk defined in (2.3) for our model (1.1), iff ϕ has the following form
ϕ(t) = C1 + C2θ
2n+1
√
4(t− 1
2
),
where (C1, C2) ∈ R2 is a fixed point of the operator Vk,n as defined in (3.1).
In the following proposition we characterize the fixed points of Vk,n which readily
implies Theorem 3.1 using Proposition 3.2.
Proposition 3.3. Let θc = (2n + 3)/(k(2n + 1)), then there exist xo, yo ∈ (0,∞) such
that the number and form of the fixed points of the operator Vk,n are as presented in the
following Table 1.
Table 1. Set of 2-dimensional fixed points of Vk,n
fixed points if 0 ≤ θ ≤ θc additional fixed points if θc < θ < 1
k even (0, 0) (1, 0) (xo, yo) (xo,−yo)
k odd (0, 0) (1, 0) (−1, 0) (xo, yo) (−xo,−yo) (xo,−yo) (−xo, yo)
Only the fixed points (1, 0), (xo, yo) and (xo,−yo) give rise to positive solutions for the
Hammerstein equation (3.2).
Let us finally give the references to the special cases considered prior to this work.
[BoEsRo13, Theorem 4.2 and Theorem 5.2] proves the cases k = 2, 3 with n = 1 of (1.1)
whereas in [JaKuBo14, Theorem 3.2.] the cases k ≥ 2 with n = 1 are given. Finally,
in [Bo17, Theorem 2.3] the cases k = 2 with general n ≥ 1 is provided.
4. Proofs
Note that for the model (1.1) with β = 1, the kernel K(t, u) of the Hammerstein
operator Hk is given by
K(t, u) = 1 + θ
2n+1
√
4(t− 1
2
)(u− 1
2
).
Proof of Proposition 3.2. Let us start with necessity. Assume ϕ ∈ C[0, 1] to be a solution
of the equation (3.2). Then we have
ϕ(t) = C1 + C2θ
2n+1
√
4(t− 1
2
), (4.1)
where
C1 =
1∫
0
ϕk(u)du and C2 =
1∫
0
2n+1
√
u− 1
2
· ϕk(u)du. (4.2)
PHASE TRANSITIONS FOR A MODEL ON THE CAYLEY TREE 5
Substituting ϕ(t) into the first equation of (4.2) we get
C1 =
1∫
0
(
C1 + C2θ
2n+1
√
4(u− 1
2
)
)k
du
=
1∫
0
k∑
i=0
(
k
i
)
Ck−i1
(
C2θ
2n+1
√
4
2n+1
√
u− 1
2
)i
du
=
k∑
i=0
(
k
i
)
Ck−i1 (θC2)
i2
2i
2n+1
1∫
0
(
u− 1
2
) i
2n+1
du.
Now, we use the following equality
1∫
0
(
u− 1
2
) i
2n+1
du =
{
0, if i is odd and
2n+1
2n+1+i · 2−
i
2n+1 , if i is even.
(4.3)
Then we get
C1 =
⌊k
2
⌋∑
j=0
(
k
2j
)
2n+ 1
2n+ 1 + 2j
2
2j
2n+1Ck−2j1 (θC2)
2j
and substituting the function ϕ into the second equation of (4.2) we have
C2 =
1∫
0
(
u− 1
2
) 1
2n+1
(
C1 + θC2
2n+1
√
4(u− 1
2
)
)k
du
=
1∫
0
(
u− 1
2
) 1
2n+1
k∑
i=0
(
k
i
)
Ck−i1
(
θC2
2n+1
√
4
2n+1
√
u− 1
2
)i
du
=
k∑
i=0
(
k
i
)
Ck−i1 (C2θ)
i2
2i
2n+1
1∫
0
(
u− 1
2
) i+1
2n+1
du.
Now, using the following equality
1∫
0
(
u− 1
2
) i+1
2n+1
du =
{
0, if i is even and
2n+1
2n+2+i · 2−
i+1
2n+1 , if i is odd
(4.4)
we arrive at the equation
C2 =
⌊k
2
⌋∑
j=0
(
k
2j + 1
)
2n+ 1
2n+ 2 + 2j + 1
2
2j
2n+1Ck−2j−11 (θC2)
2j+1.
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In particular, the point (C1, C2) ∈ R2 must be a fixed point of the operator Vk,n
from (3.1).
For the sufficiency, assume that, a point (C1, C2) ∈ R2 is a fixed point of the operator
Vk,n and define the function ϕ ∈ C[0, 1] by the equality
ϕ(t) = C1 + C2θ
2n+1
√
4(t− 1
2
).
Then, we can calculate
(Hkϕ)(t) =
1∫
0
(
1 +
2n+1
√
4θ
2n+1
√
(t− 1
2
)(u− 1
2
)
)
ϕk(u)du
=
1∫
0
ϕk(u)du+
2n+1
√
4θ
2n+1
√
t− 1
2
1∫
0
2n+1
√
u− 1
2
ϕk(u)du
=
1∫
0
(
C1 + C2θ
2n+1
√
4(u− 1
2
)
)k
du
+
2n+1
√
4θ
2n+1
√
t− 1
2
1∫
0
2n+1
√
u− 1
2
(
C1 + C2θ
2n+1
√
4(u− 1
2
)
)k
du
=
k∑
i=0
(
k
i
)
Ck−i1 (θC2)
i2
2i
2n+1
1∫
0
(
u− 1
2
) i
2n+1
du+
2n+1
√
4θ
2n+1
√
t− 1
2
×
k∑
i=0
(
k
i
)
Ck−i1 (C2θ)
i2
2i
2n+1
1∫
0
(
u− 1
2
) i+1
2n+1
du.
(4.5)
Now, we using (4.3) and (4.4), from (4.5) we get
(Hkϕ)(t) =
⌊k
2
⌋∑
j=0
(
k
2j
)
2n+ 1
2n+ 1 + 2j
2
2j
2n+1xk−2j(θy)2j
+ θ
2n+1
√
4(t− 1
2
)
⌊k
2
⌋∑
j=0
(
k
2j + 1
)
2n+ 1
2n+ 2 + 2j + 1
2
2j
2n+1xk−2j−1(θy)2j+1
= C1 + C2θ
2n+1
√
4(t− 1
2
) = ϕ(t).
Thus, ϕ is a solution of the equation (3.2). 
Proof of Proposition 3.3. Let us start by assuming k to be even. We determine the
number and form of solutions to Vk,n in equation (3.1). If θ ≥ 0, then for k even (0, 0)
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and (1, 0) are fixed points. If θ > 0 then there are potentially more fixed points. Indeed,
let θ > 0 and assume y > 0 then, writing z = θy/x, the fixed point equation for (3.1)
becomes
z = θ
∑
i=1,3,...,k−1
(k
i
)
2n+1
2n+2+i · 2
i−1
2n+1 · zi∑
i=0,2,...,k
(k
i
)
2n+1
2n+1+i2
i
2n+1 zi
= θ
F1(z)
F2(z)
= f(z).
Hence, in order to find solutions, we have to find roots of the polynomial
P (z) =
∑
i=1,3,...,k+1
(
k
i− 1
)
2n + 1
2n + i
2
i−1
2n+1 zi − θ
∑
i=1,3,...,k−1
(
k
i
)
2n+ 1
2n+ 2 + i
2
i−1
2n+1 zi
= rθ(k, k + 1)z
k+1 +
∑
i=1,3,...,k−1
rθ(k, i)z
i
(4.6)
where rθ(k, k + 1) =
2n+1
2n+k+12
k
2n+1 and
rθ(k, i) =
(
k
i
)
2n+ 1
2n+ 2 + i
2
i−1
2n+1
[ i
k − i+ 1
2n+ 2 + i
2n+ i
− θ
]
.
Moreover,
rθ(k, i)


< 0 if θ > ik−i+1
2n+2+i
2n+i
= 0 if θ = ik−i+1
2n+2+i
2n+i
> 0 if θ < ik−i+1
2n+2+i
2n+i
and we denote the critical θ by θk,i. Further note that i 7→ θk,i is increasing. Indeed, the
derivative of the continuous version is given by
4(1 + k)n2 + (3 + k)i2 + 4(1 + k)n(1 + i))
(1 + k − i)2(2n + i)2
which is non-negative. Hence, for θ below the lowest critical value, θk,1 =
2n+3
k(2n+1) , all
coefficients are positive and hence there is no positive real root by Descartes’ rule of sign.
Further, again by Descartes’ rule of sign, if we increase θ > θk,1, then there is exactly
one sign change and hence, exactly one non-trivial positive real root which we denote z0.
Since only odd term appear in the polynomial, with z0 also −z0 is a root. In order to
recover a solution (x, y) from the positive non-trivial solution z0, note that
Vk,n(x, y) =


x = xk
∑
i=0,2,...,k
(k
i
)
2n+1
2n+1+i · 2
i
2n+1 · (θyx )i = xkF2(θyx )
y = xk
∑
i=1,3,...,k−1
(k
i
)
2n+1
2n+2+i · 2
i−1
2n+1 (θyx )
i = xkF1(
θy
x )
and hence x0 = F2(z0)
1/(1−k) > 0 and y0 = F1(z0)F2(z0)
k/(1−k) > 0 solve the 2-
dimensional equation. Note that (x0, y0) is the only solution with θy0/x0 = z0. Indeed,
any other such solution would be x1 = cx0 and y1 = cy0 for some c ∈ R \ {0}, but
plugging this into the first line of the above equation gives c = ck which is true iff c = 1
for even k.
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Further, note that F2(−z0)1/(1−k) = F2(z0)1/(1−k) = x0 and F1(−z0)F2(−z0)k/(1−k) =
−F1(z0)F2(z0)k/(1−k) = −y0 and hence also (x0,−y0) is a solution to the 2-dimensional
fixed point equation. Using similar arguments one can show that this is the only fixed
point with −θy0/x0 = −z0.
For odd k and θ ≥ 0 we have fixed points (0, 0), (1, 0) and (−1, 0). For the additional
fixed point, the calculations are analogous, but without the leading term zk+1, yielding
again to fixed point z0 and −z0 for θ > θk,1. In contrast to the case for even k, for odd k,
both (x0, y0) and (−x0,−y0) are 2-dimensional fixed points corresponding to z0. Finally,
the fixed points (x0,−y0) and (−x0, y0) corresponds to −z0. The complete list of fixed
points is recorded in Table 1.
For (±x0,±y0) to give rise to a positive solution, by the form of solutions ϕ we must
have that for all t ∈ [0, 1]
±xo ± yoθ 2n+1
√
4(t− 1/2) > 0.
Clearly, for −xo, in t = 1/2, the inequality is violated and it suffices to consider the
points (x0,±y0). By monotonicity in t, it suffices to show that
2−1/(2n+1) > θyo/xo = zo (4.7)
for the positive solution of the polynomial P from (4.6). Since, the sign change in the
polynomial must be from minus to plus, we need to determine its sign in 2−1/m where
we put m = 2n + 1. We show that indeed P (2−1/m) > 0 which implies that (4.7) is
satisfied and thus (xo,±yo) correspond to positive solutions. Note that
P (2−1/m) = 2−1/m
∑
i=1,3,...,k+1
(
k
i− 1
)
m
m+ i− 1 − θ
∑
i=1,3,...,k−1
(
k
i
)
m
m+ 1 + i
> 0
is implied by ∑
i=1,3,...,k+1
(
k
i− 1
)
1
m+ i− 1 −
∑
i=1,3,...,k−1
(
k
i
)
1
m+ 1 + i
> 0.
We can further bound the left hand side from below by
k∑
i=0
(−1)i
(
k
i
)
1
m+ 1 + i
=
k!m!
(m+ 1 + k)!
which is positive for all m,k. This completes the proof. 
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