Abstract The use of Mg/Ca in marine carbonates as a paleothermometer has been challenged by observations that implicate salinity as a contributing influence on Mg incorporation into biotic calcite and that dissolution at the sea-floor alters the original Mg/Ca. Yet, these factors have not yet been incorporated into a single calibration model. We introduce a new Bayesian calibration for Globigerinoides ruber Mg/Ca based on 186 globally distributed core top samples, which explicitly takes into account the effect of temperature, salinity, and dissolution on this proxy. Our reported temperature, salinity, and dissolution (here expressed as deep-water DCO 22 3 ) sensitivities are (62r) 8.760.9%/8C, 3.961.2%/psu, and 3.361.3%/lmol.kg 21 below a critical threshold of 21 lmol/kg in good agreement with previous culturing and core-top studies. We then perform a sensitivity experiment on a published record from the western tropical Pacific to investigate the bias introduced by these secondary influences on the interpretation of past temperature variability. This experiment highlights the potential for misinterpretations of past oceanographic changes when the secondary influences of salinity and dissolution are not accounted for. Multiproxy approaches could potentially help deconvolve the contributing influences but this awaits better characterization of the spatio-temporal relationship between salinity and d 18 O sw over millennial and orbital timescales.
Introduction
Mg/Ca paleothermometry is one of the most common techniques used to reconstruct sea surface temperature (SST) conditions [e.g., Anand et al., 2003; Dekens et al., 2002; Lea et al., 1999; N€ urnberg et al., 1996] . Thermodynamic and calibration studies have shown that an empirical regression of Mg/Ca versus temperature is exponential and the temperature sensitivity is close to 9%/8C for surface-dwelling planktonic foraminifera [e.g., Anand et al., 2003] . Furthermore, when used in conjunction with measurements of the stable oxygen isotope composition (d 18 O c ) from the same foraminiferal sample, it is potentially possible to deconvolve the temperature, local salinity (i.e., local d
18
O sw ) and, on long time scales, global ice volume influences on calcite d
18 O [e.g., Elderfield and Ganssen, 2000; Lea et al., 2000; Stott et al., 2002] . To do so, however, requires the assumption that temperature is the dominant control on Mg incorporation into foraminiferal calcite.
Earlier studies have recognized that Mg incorporation in foraminiferal tests can be affected by other localized influences such as pressure , carbonate dissolution [Barker et al., 2005; Brown and Elderfield, 1996; de Villiers, 2003; Dekens et al., 2002; Nouet and Bassinot, 2007; Regenberg et al., 2006 Regenberg et al., , 2014 Rosenthal and Lohmann, 2002] , carbonate ion concentration [Kisak€ urek et al., 2008; Russell et al., 2004] , shell size [Elderfield et al., 2002; Friedrich et al., 2012] , as well as salinity [Arbuszewski et al., 2010; Dueñas-Bohorquez et al., 2009; H€ onisch et al., 2013; Kisak€ urek et al., 2008; Lea et al., 1999; Mathien-Blard and Bassinot, 2009; N€ urnberg et al., 1996; Sadekov et al., 2009] . Carbonate dissolution is a well-documented influence on the Mg/Ca of biogenic calcite. Dissolution within the water column, at the sediment-water interface, and also within the sediments, can occur when the in situ carbonate ion concentration ([CO [Berger et al., 1982] and this will result in a preferential removal of Mg-rich calcite from the foraminiferal test and thus a cold-temperature bias for the proxy [Barker et al., 2005; Dekens et al., 2002; Fehrenbacher and Martin, 2014; Regenberg et al., 2006] .
In addition to dissolution, culturing [H€ onisch et al., 2013; Kisak€ urek et al., 2008; Lea et al., 1999] and core-top [Arbuszewski et al., 2010; Mathien-Blard and Bassinot, 2009; Sadekov et al., 2009 ] studies have found a salinity influence on G. ruber Mg/Ca, evidenced by the presence of ''excess Mg/Ca'' or ''excess temperature'' that would otherwise be predicted from existing Mg/Ca-temperature relationships.
In this study, we will consider these two secondary influences to develop a comprehensive calibration model for G. ruber thermometry based on Bayesian inference. Our aims are to (1) estimate the probability distributions of Mg/Ca sensitivity to SST, sea surface salinity (SSS) and deep-water DCO 22 3 , used here as a proxy for dissolution, from a combined database of 186 core-top samples with a global geographical coverage (section 3), and to (2) evaluate the magnitude of the systematic error introduced by ignoring secondary effects on G. ruber Mg/Ca (section 5) using a published Mg/Ca record from the Indonesian Seas (core MD98-2181 (MD81), 6.38N, 125.828E, 2114 m water depth [Stott et al., 2007] ). The purpose here is not to rewrite the deglacial history of the Indo-Pacific Warm Pool based on a single sedimentary record but rather discuss how best to report the uncertainties associated with SST reconstructions and their potential implications for model-data comparisons.
Methods

Bayesian Inference
Bayesian inference provides several advantages for the calibration exercises over the more-traditional frequentist approach since it allows one to directly propagate the uncertainty in the calibration model into an uncertainty in the predictions of environmental parameters [Tierney and Tingley, 2014] . It can handle complex models with many parameters [Gelman et al., 2013] . Bayesian inference has been applied to several problems in climate research [e.g., Berliner et al., 2000a Berliner et al., , 2000b Blaauw and Christen, 2011; Haslett and Parnell, 2008; Haslett et al., 2006; Jackson et al., 2008; Lin et al., 2014; Parnell et al., 2014; Tebaldi et al., 2005; Tingley and Huybers, 2010] , including the calibration of the TEX86 paleothermometer [Tierney and Tingley, 2014] . Bayesian statistics proceeds by drawing a set of samples from a prior probability distribution and updating the probability of these parameters in light of new data. The characteristics of the prior distribution are determined by information available before the new data have been analyzed and reflect previous scientific understanding and/or the analyst's subjective judgment about the parameters. Bayes' theorem then combines the prior density distribution and the new data in the posterior probability distribution of the parameter, which measures how plausible the prior value of the parameter is once we have observed the data:
The term p unknownsjdata ð Þ represents the probability of the unknown given the data and is called the posterior distribution; f datajunknowns ð Þ is the likelihood of the data given the unknowns; and p unknowns ð Þare the prior probability distributions on the unknowns. For the calibration model presented in this study, the unknowns represent the sensitivity coefficients and the variance on the Mg/Ca data, s 2 . In this study, we used the JAGS software package for Bayesian inference using the Gibbs sampler (http://mcmc-jags.sourceforge. net). The Gibbs sampler proceeds numerically, via Markov Chain Monte Carlo (MCMC) simulations. The basic idea behind this algorithm is to sample full conditional distributions based on proposed distributions to generate sets of coefficients that are linked in a Markov Chain (i.e., each sample is only directly related to the previous one) and a criterion for rejecting or accepting the proposed moves.
Hydrographic Conditions
Our new calibration for G. ruber Mg/Ca is based on a compiled database of 186 core-top samples. The coretop data sets of Mathien-Blard and Bassinot [2009] (n 5 24), Arbuszewski et al. [2010] (n 5 32), Dekens et al. [2002] (n 5 11), Xu et al. [2010] (n 5 18), Farmer [2005] (n 5 4), Sabbatini et al. [2011] (n 5 17), and Mohtadi et al. [2011] (n 5 59) were merged with additional measurements on 21 core tops with a global geographical coverage (Figure 1 ). This combination of data sets gathers sites spanning a comprehensive range of SST and SSS within which G. ruber calcifies, and deep-water DCO 22 3 , where fossil specimens accumulate on the seafloor. Because of the potential dissolution bias in the tropical Atlantic [Hertzberg and Schmidt, 2013] , we omitted the data from this region. Mean annual and warm-season temperature and salinity data at each core top location were extracted from the World Ocean Atlas 13 (WOA13) [Locarnini et al., 2013; Zweng et al., 2013] . Following Hertzberg and Schmidt [2013] and H€ onisch et al. [2013] , we used mean annual temperature in the tropics (238S-238N) and warm-season temperature in the subtropics for the calibration. We also used a slightly deeper habitat depth (0-30 m) in the tropics than in the subtropics (0-15 m) [H€ onisch et al., 2013; Mohtadi et al., 2009; Sabbatini et al., 2011] .
Since we are investigating the effect of carbonate dissolution on foraminiferal Mg/Ca, we estimated the departure from deep-water calcite saturation DCO 22 3 at each site based on the gridded alkalinity and total dissolved inorganic carbon data from the GLODAP database [Key et al., 2004] , and temperature, salinity, phosphate and silicate from the World Ocean Atlas 09 Garcia et al., 2010; Locarnini et al., 2010] using the Program Developed for CO 2 Calculations adapted for the Matlab software [van Hueven et al., 2009] . For the Mediterranean Sea, we used bottom alkalinity and pH data from the MEDAR database. For the Indonesian Seas, we used the DCO 22 3 at the effective sill depth. The hydrographic parameters are summarized in supporting information Table S1 .
Analytical Techniques
Holocene age control on the core top samples analyzed in this study was confirmed by either radiometric dating or stable isotope stratigraphy. We assumed that WOA13 instrumental measurements of temperature, salinity, and deep-water DCO 22 3 are representative of the Holocene. However this is not strictly true, especially looking at the magnitude of Holocene millennial-scale variability at the core locations [e.g., Debret et al., 2007; Jansen et al., 2007; Laepple and Huybers, 2013] as well as the changes that have occurred over the 20 th century. Thus the assumption that measured Mg/Ca reflects the modern conditions within the WOA13 data set introduces an additional source of independent errors in the interpretation of the Mg/Ca data, which we take into consideration through our s 2 parameter (section 3).
For the present study, additional G. ruber Mg/Ca results have been added from the core top bulk sediment samples that were disaggregated in a sodium hexametaphosphate solution and wet-sieved over a 63 lm mesh to remove the clay fraction. This >63 lm fraction was then dry-sieved for the 250-350 lm fraction in Geochemistry, Geophysics, Geosystems [Arbuszewski et al., 2010; Rosenthal et al., 2004; Xu et al., 2010] . Rosenthal et al. [2004] also found that data generated with either of these methods are within analytical errors of each other, suggesting that variations among different data sets using the same cleaning methodologies only reflect analytical uncertainty. We take this difference in cleaning methodologies into account in the Bayesian analysis by prescribing a ''cleaning offset'' to the reductively cleaned data sets.
For Mg/Ca analysis, the foraminiferal samples were dissolved in 500 lL of 5% nitric acid solution and analyzed on a Jobin Yvon ICP-AES housed at the University of Southern California. Each sample measurement was bracketed by a standard solution made from solid Mg and reagent grade CaCO 3 in an elemental ratio of 5.63 mmol/mol, used to adjust the foraminiferal sample Mg/Ca for instrument drift. The average precision on the foraminiferal sample replicates is 1r 5 60.2 mmol/mol. Fe/Ca and Mn/Ca ratios were used to monitor potential contamination. The Mg/Ca values are summarized in supporting information Table S1 .
Calibration Model
Unlike the TEX86 model, which uses an implicit spatially varying model to take into consideration ecological and sedimentary factors that are poorly understood [Tierney and Tingley, 2014] , we employ an explicit model that takes into consideration the main controls on Mg/Ca. The underlying assumption in our model is that the Mg/Ca sensitivities to temperature, salinity, and dissolution as well as analytical biases are well understood and have been quantified separately in culturing, sediment-trap, and core-top studies. Here, we use these previous results to set the functional form of the Mg/Ca calibration model and to set the priors on the sensitivity coefficients (section 3.1).
To take into account the threshold effect of dissolution on foraminiferal Mg/Ca [Regenberg et al., 2014] , we consider the following piecewise nonlinear regression model to describe the sensitivity of Mg/Ca to temperature T (a 1 ), salinity S (a 2 ), and deep-water DCO 
The term e (i) represents the residual error between the i th proxy observation and the proxy model. The term C represents the cleaning methodology employed (BCP 5 0, Reductive 5 1) and the coefficient a 4 is the cleaning offset between data sets cleaning according to the BCP and reductively cleaned data sets. Rewriting Bayes' rule (equation (1)) for the Mg/Ca model:
p U ð jMg=Ca; T; S; DCO 
The vector U represents the regression coefficients (a 1 , a 2 , a 3 , a 4 , and a 0 ) and the variance on the regression s 2.
Prior Distributions
For mathematical closure, Bayesian inference requires the specification of prior distributions, which can be subjective in nature. These priors encode our scientific understanding about the parameters before we have observed the current data. However, a plot of ''ExcessT'' versus T iso ( Figure 2 ) for their data set reveals dependence between the two variables, suggesting that the expression based on ''ExcessT'' does not accurately account for the changes in Mg/Ca. A direct, nonlinear regression between Mg/Ca, T iso , and SSS for this data set yields the following equation (standard error on the coefficients of the regression given in parenthesis):
Mg=Ca 5 These results suggest that the statistical model to describe the dependence of Mg/Ca to environmental parameters should use a direct calibration technique rather than rely on residual analysis. Furthermore, the 4%/psu salinity sensitivity is in good agreement with culturing studies. Using core-top data sets from the Atlantic, Arbuszewski et al. [2010] reported a larger salinity sensitivity of 27%/psu. This observation is based on elevated Mg/Ca ratios in the subtropical Atlantic compared to the ratios in tropical samples. Based on shell weight analyses and SEM images from a subset of cores used in the Arbuszewski et al.
[2010] study, (right) ''ExcessT'' as a function of T iso . We find a significant negative relation between the two quantities, implying that the inferred ''ExcessT''-SSS relationship may be biased.
Geochemistry, Geophysics, Geosystems 10.1002/2015GC005844 Hertzberg and Schmidt [2013] argued that these regional differences were a consequence of poor preservation in the equatorial Pacific rather than salinity, suggesting a much lower salinity sensitivity than the 27%/ psu reported in the Arbuszewski et al. [2010] study. Finally, the core-top study from Sadekov et al. [2009] supports a sensitivity of 6%/psu in better agreement with culturing studies. Therefore, we will ignore the results of Arbuszewski et al. [2010] in setting the priors of our multivariate calibration.
H€ onisch et al. [2013] combined new culture data on G. ruber (pink) with those of Kisak€ urek et al. [2008] to derive their reported 3.3 6 1.7%/psu (95% confidence interval) salinity sensitivity. This low sensitivity value is primarily driven by the inclusion of the high-salinity datapoint of Kisak€ urek et al. [2008] . However, Kisak€ urek et al. [2008] excluded this value in their study since their experiment was not setup to properly control pH changes at such high salinities. Doing so yields a sensitivity value of 4.7 6 1.7%/psu for the combined data set in agreement with the value reported by Kisak€ urek et al. [2008] . Since the value of the regression constant (a 0 in our model, equation (2)) is correlated to the temperature and salinity sensitivities, we use the results of the multivariate regression of Kisak€ urek et al. [2008] as priors for the a 0 , a 1 , and a 2 coefficients.
Using a global data set comprising 79 core-top samples, Regenberg et al. [2014] inferred a decrease in the Mg/Ca ratio of planktonic foraminiferal shells of 5.4 6 3.8%/lmol.kg 21 below a critical DCO 22 3 threshold of $21 lmol/kg, which we use in our calibration model (a 3 , equation (2)). Since this sensitivity to dissolution is derived from core-top samples that are not included in the present study, we use the results of Regenberg et al. [2014] as a prior for the current calibration. For the cleaning parameter, we use a vague, uninformed prior (uniform distribution) representing the paucity of systematic studies on the subject. Taking these various results into account, we set the priors on the coefficients as ( where N l; r ð Þ represents a normal distribution centered around mean l and standard deviation r, U a; b ð Þ represents a uniform distribution over the interval [a,b] , and Ga k; b ð Þ represents a gamma distribution with shape parameter k and rate parameter b. The use of Gaussian priors for a 0 , a 1 , a 2 , and a 3 reflects the amount of scientific information available before we observed the data, justifying the use of relatively informed priors for these sensitivity coefficients. The regression was performed using the JAGS software package for Bayesian inference (http://mcmc-jags.sourceforge.net). JAGS uses the precision rather than the variance in the regression, which is expressed as 1/s 2 and is represented by the variable called ''pre'' in the supporting information Softwares S1 and S2. Because the MCMC algorithm may take a while to converge, we initialize the calculation by using the mean values of the normal distributions and the midpoint value of the uniform distribution. To check for convergence, we use two chains that were run for 110,000 steps. As it is commonly done, the final marginal posterior distributions (Figure 3 ) are derived from one chain, neglecting the first 10,000 ''burn-in'' trials, which are used to establish the location of the posterior, and including every 20th step to prevent serial auto-correlation among the values of the regression coefficients. This process results in 10,000 sets of coefficients (supporting information Table S2 ), which are used to evaluate the uncertainty.
3.2. Posterior Distributions: Mg/Ca Sensitivity to Temperature, Salinity, and Dissolution The posterior distributions are shown in Figure 3 . The inferred sensitivities (62r) to temperature, salinity, and deep-water DCO 22 3 are 8.7 6 0.9%/8C, 3.9 6 1.2%/psu, and 3.3 6 1.25%/lmol.kg 21 respectively. Our inferred temperature sensitivity is similar to the canonical 9%/8C obtained from different calibration methods. The salinity sensitivity reported here is lower than that reported from other core-top studies (5.7%/psu) [Sadekov et al., 2009] but agrees with laboratory experiments designed to isolate the salinity effect on Mg/Ca (4-5%/ psu) [Kisak€ urek et al., 2008; Lea et al., 1999] . Our data also suggest a lower sensitivity to dissolution than that reported by Regenberg et al. [2014] , which we use as prior in the current calculation. Taken together, our results support the current understanding that temperature is the dominant control on G. ruber Mg/Ca. We also find that the cleaning offset between the BCP and the reductive method is 11 6 4.9%, in agreement with
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laboratory experiments [Rosenthal et al., 2004] and the often cited 10% used for data correction [Arbuszewski et al., 2010] . The inferred standard deviation on Mg/Ca is s 5 0.55 6 0.06 mmol/mol. This variance includes uncertainty from Mg/Ca analysis (both from sample heterogeneity and instrument, which we estimated to be about 0.2 mmol/mol for the samples measured in this study), as well as inter-laboratory offsets not associated with cleaning and the additional scatter from the assumption that Mg/Ca reflects modern conditions. Therefore, this spatial estimate of the variance made on globally distributed core-top samples (i.e., ''spatial'' s 2 ), is larger than expected from downcore measurements (i.e., ''temporal'' s 2 ) from a single location performed in the same laboratory, within the same sedimentary settings, and not including the scatter introduced by the representation of Holocene data as 20th century conditions. Therefore, we recommend using a ''temporal'' s for downcore predictions of temperature, salinity, or DCO 22 3 that would more accurately reflect the analytical uncertainty associated with the record. Excluding the data sets with mixed G. ruber morphotypes does not affect the results presented here (supporting information Text S1).
Although our results produce similar average sensitivities as studies that considered these different influences separately, using a multivariate regression allows us to preserve the dependence among the coefficients. In a regression, the sensitivity coefficients and the constant are correlated. Indeed, we find a strong anti-correlation between the constant a 0 and the temperature and salinity sensitivity coefficients a 1 , a 2 (20.8 and 20.9, respectively). We also find a positive correlation between the temperature sensitivity a 1 , and the salinity and dissolution sensitivities a 2 , a 3 ($0.4) as well as a negative correlation between the dissolution parameter a 3 and the cleaning parameter a 4 , which would be expected. Therefore, randomly selecting coefficients from the posterior distributions (or from distributions obtained in previous studies) would not necessarily provide valid calibration equations that could represent the data. Geochemistry, Geophysics, Geosystems 10.1002/2015GC005844 described in equation (2), predicting one environmental parameter (e.g., temperature) requires additional knowledge about changes in the other two parameters (salinity and DCO 22 3 in the current example). For temperature, the prediction model then takes the form:
Prediction
where the likelihood function f Mg=CajT; S; DCO 22 3 ; C; U À Á has the same form as in equation (3) and the parameters U are taken from the calibration model. To test the accuracy of our model in modern settings, we predict temperature for each of the core-top locations used in the calibration given their calibration salinity and deep-water DCO 22 3 . To allow for Bayesian inference on the prediction model, we also need to provide a prior for temperature. For the calibration model, we derived our priors from previous studies who quantified the influence of these environmental parameters. However, deriving a prior for temperature presents the added difficulty that although a guess in modern settings can be guided by instrumental databases such as the WOA13, this prior may not be applicable in the past when conditions are expected to be very different. Therefore, we need to investigate the sensitivity of our prediction model to the prior on temperature.
To do so, we constructed four priors representing various degree of confidence in our belief before we observe the data. The first two priors are normal distributions centered around the modern mean value at each core-top location with standard deviations of 28C and 48C respectively (Figures 4a and 4b ). These priors represent a firm belief in the location of the average temperature but decreased confidence in the spread around this mean value. The precision and accuracy of the prediction model is then assessed as the 95% CI width from the Bayesian calculation and the Root Mean Square Error (RMSE) between the median predicted temperature and the calibration temperature respectively. When using a prior centered around the mean value, the accuracy is 0.98C and 1.38C for a prior with a standard deviation of 28C and 48C respectively. In other words, the accuracy on the estimates increases (RMSE decreases) if the prior distribution is tightly centered around the mean value. The precision on the SST estimates is 58C (r 5 61.38C) and 68C (r 5 61.58C) respectively, in line with previous calibrations [Anand et al., 2003; Dekens et al., 2002] .
The third prior is a normal distribution centered around 228C and a standard deviation of 48C (Figure 3c ). We use this prior to test the accuracy and the precision of the estimates with a poor initial guess of temperature. Although the precision on the temperature estimates is not affected by the choice of mean for the prior distribution, the accuracy on the mean estimates decreases slightly (RMSE increases from 1.38C to 1.78C). In the extreme case where no prior information on SST can be obtained, we suggest running the algorithm with a uniform prior, bound by the calcification range of G. ruber (Figure 4d ). Doing so results in an accuracy of 1.88C and a precision of 78C (r 5 61.78C).The residuals between the median calculated temperature from the prediction model and the calibration temperatures (supporting information Text S1) follow a Gaussian distribution centered around zero. Furthermore, we observe no significant relationship between the residuals and latitude (supporting information Text S1). Our results suggest that although the accuracy and precision on the SST estimates are slightly influenced by the choice of the prior distribution, our new calibration equation can provide accurate estimates in modern settings even for a poor initial guess of the SST value at the core site. This calculation assumes that the estimates of salinity and DCO 22 3 are accurate and precise. In modern settings, these parameters can be obtained from hydrographic data, which therefore satisfies this assumption. In paleoceanographic studies, these estimates would likely be uncertain, increasing the error on the temperature estimates. Furthermore, a systematic deviation from the accurate salinity and DCO 22 3 values would also create a bias in the temperature estimates.
Salinity
For salinity, the prediction model takes the form:
where the likelihood function f Mg=CajT; S; DCO 22 3 ; C; U À Á has the same form as in equation (3) and the parameters U are taken from the calibration model. We follow the same framework as for temperatures as we test the precision and accuracy of our model using different salinity priors representing the degree of confidence in our prior belief about salinity before observing the data.
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First, we use two normal distributions centered around the modern mean value at each core-top location with standard deviations of 0.5 psu and 1 psu respectively (Figures 5a and 5b) . The accuracy of our predictive salinity model given a good initial guess of the mean salinity at the core location varies between 0.07 psu and 0.3 psu (for a prior with a standard deviation of 0.5 psu and 1 psu respectively). The precision on the salinity estimates for these priors is on the order of 2-4 psu (r 5 60.5-1 psu), a value near the expected signal. Then, we use a prior centered around 35 psu at each of the core-top locations with a standard deviation of 1 psu. The use of this prior allows us to test the accuracy and precision of the prediction model given a poor initial guess of the location of the posterior salinity distributions. The results (Figure 5c ) suggest that if the location of the posterior distribution is not accurately known, then the model fails to predict salinity at the core-top locations. Finally, since it may not always be possible to obtain accurate (location of the Gaussian distribution) and precise (spread) prior distribution for SSS, we also use a uniform prior across the calcification range of G. ruber (Figure 5d ) to test the accuracy and precision of our model in modern settings. For this uniform prior, the accuracy and precision on the SSS estimates are 2.4 psu and 10 psu (r 5 62.5 psu) respectively. Our results therefore suggest that (1) the accuracy of the SSS predictions is very sensitive to prior information, and (2) these predictions are not precise enough for use in routine paleoceanographic 
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reconstructions. Our best prior estimate suggests a precision of 60.5 psu, in line with expected changes in SSS on glacial-interglacial timescales. Therefore, even if information about past temperature and deepwater DCO 22 3 could be obtained from other proxies, our model is not precise (nor accurate) enough to allow for past estimates of SSS variability. 
Deep-Water DCO
where the likelihood function f Mg=CajT; S; DCO 22 3 ; C; U À Á has the same form as in equation (3) and the parameters U are taken from the calibration model. Because dissolution does not affect G. ruber Mg/Ca above a critical threshold (equation (2)), we set the maximum possible values of Mg/Ca-based DCO 22 3 to 21 lmol/kg ( Figure 5 ). This leads to negatively skewed CIs. As with temperature and salinity, we use four different priors to test the accuracy and precision of reconstructed deep-ocean DCO 
Geochemistry, Geophysics, Geosystems
10.1002/2015GC005844
Using Gaussian priors centered around the modern mean value and standard deviations of 5 lmol/kg and 10 lmol/kg (Figures 6a and 6b) leads to an accuracy of 1 lmol/kg and 3 lmol/kg respectively and a precision of 19 lmol/kg (r 5 4.8 lmol/kg) and 37 lmol/kg (r 5 9.3 lmol/kg) respectively. Therefore, if the prior knowledge about the average deep-ocean DCO 22 3 is accurately and somewhat precisely known, it is possible to reconstruct deep-ocean DCO 22 3 variability assuming large changes in this quantity, perhaps in response to a water mass substitution at the core location. Furthermore, this exercise does not require separate knowledge of temperature and salinity variability if the reconstruction is based on Mg/Ca records from a series of cores taken along a depth transect [Fehrenbacher and Martin, 2011] .
However, a lack of prior knowledge about past DCO 22 3 variability prevents the reconstruction of this quantity. Using a Gaussian prior centered on 10 lmol/kg with a standard deviation of 10 lmol/kg leads to inaccurate reconstructed DCO 22 3 values away from this prior estimate (Figure 6c) . Similarly, using a uniform prior with a large range of deep-ocean DCO 22 3 leads to an accuracy of 23 lmol/kg and a precision of 105 lmol/kg (r 5 627 lmol/kg), which may be larger than the underlying signal (Figure 6d ). 
. Sensitivity Analysis
The recognition that salinity and deep-water DCO 22 3 have an influence on foraminiferal Mg/Ca has implications for paleoceanographic studies that attempt to reconstruct SST changes over glacial-interglacial timescales, when large SSS changes are expected due to the formation and retreat of continental ice sheets. We performed a sensitivity experiment to explore the potential bias arising from systematic changes in deepwater DCO 22 3 and SSS at a site in the Western Tropical Pacific (core MD81, 6.38N, 125.828E, 2114 m water depth [Stott et al., 2007] ), which was not used in the calibration exercise. The purpose here is not to rewrite the deglacial SST evolution of the Western Pacific Warm Pool from a single location but rather to discuss the possible biases arising from omitting secondary influences in paleoceanographic reconstructions.
Modern Mg/Ca (defined in the present study as the average Mg/Ca over the last 4,000 years, using the standard error on the mean as a measure of uncertainty on the Mg/Ca measurements (i.e., the ''temporal'' s), Mg/Ca 5 5.22 6 0.30 mmol/mol) was converted to SST using our prediction model on temperature with SSS and DCO 22 3 values of 34 psu and 2.6 lmol/kg respectively obtained from the WOA13 [Locarnini et al., 2013; Zweng et al., 2013] and GLODAP [Key et al., 2004] data sets using the procedure described in the methods section. We also explored the sensitivity to prior information by using two priors for temperature: a uniform prior over the 10-358C temperature range, and a Gaussian prior centered around 28.58C with a standard deviation of 28C. The predicted modern temperature at the core location is (62r) 29.3 6 1.38C and 29.1 6 1.28C using the uniform and Gaussian priors respectively. These values are in good agreement with the modern estimate of 298C from WOA13 [Locarnini et al., 2013] . LGM Mg/Ca (represented by the average Mg/Ca value over the 19,000-23,000 year B.P. interval, Mg/Ca 5 3.99 6 0.20 mmol/mol) was converted to SST using our predictive model on SST with SSS and DCO 22 3 values varied from 33 to 36 psu (in 0.2 psu increments) and from 210 to 21 lmol/kg (in 0.5 lmol/kg increments) respectively. We purposefully included extreme scenarios in the original sensitivity analysis to explore the potential temperature bias from ignoring the secondary influences of salinity and dissolution on Mg/Ca. We further refined these scenarios using other lines of evidence at the end of this section. We also used two priors for this calculation: the first prior is uniform over the 10-358C interval while the second prior is a Gaussian distribution centered around 268C with a standard deviation of 28C. The magnitude of LGM cooling depicted in Figure 7 is represented by the median of the Bayesian posteriors for each set of SSS and DCO 22 3 values while the uncertainty is expressed as the 95% CI width. The magnitude of LGM cooling (62r) assuming no changes in SSS or deep-water DCO 22 3 , which is equivalent to ignoring secondary influences on G. ruber Mg/Ca, is 3.2 6 1.68C and 2.9 6 1.68C using the uniform and Gaussian priors respectively. On the other hand, the magnitude of LGM cooling (62r) assuming an increase in SSS of 1 psu due to increased glacial ice volume alone and no changes in deep-water DCO 22 3 is 3.5 6 1.68C and 3.4 6 1.68C using the uniform and Gaussian priors respectively. Furthermore, an increase in deep-water DCO 22 3 at the LGM of 11.4 lmol/kg (consistent with a modern value at 1000 m water depth estimated from the WOA13 [Locarnini et al., 2013; Zweng et al., 2013] and GLODAP [Key et al., 2004] data sets using the procedure described in the methods section) results in a LGM cooling of 4.7 6 1.78C and 4.5 6 1.68C using the uniform and Gaussian priors respectively. Conversely, a decrease in deep-water DCO 22 3 at the LGM of 5 lmol/kg (consistent with a modern value at 3000 m water depth) results in a LGM cooling of 3.0 6 1.68C and 2.9 6 1.58C using the uniform and Gaussian priors respectively. This sensitivity experiment highlights the potential bias from ignoring the secondary influence of salinity and deep-water DCO 22 3 on Mg/Ca thermometry. Furthermore, these errors are likely correlated since these secondary factors are expected to covary in the climate system. For instance, temperature and salinity changes are anticorrelated on glacial-interglacial timescales.
Multiproxy approaches, which would allow one to deconvolve each of these secondary influences on G. ruber Mg/Ca, may prove useful in deriving SST estimates. Mathien-Blard and Bassinot [2009] and Arbuszewski et al. [2010] proposed a correction procedure for the effect of salinity on Mg/Ca in which they take advantage of the dual influence of temperature and salinity on both d
18 O c and Mg/Ca. However, this procedure requires a set of assumptions that needs to be independently verified for each location. O g -DSSS relationship due to ice volume carries some uncertainty associated with (1) the change in global sea level estimate, (2) local deviation from eustatic sea level change, (3) uncertainty in the d
18 O sw enrichment attributed to ice volume [Adkins and Schrag, 2003; Duplessy et al., 2002; Fairbanks, 1989; Labeyrie et al., 1987; Schrag et al., 1996] , and (4) [Broecker and Clark, 2001a,b] , planktonic foraminiferal shell assembly [Anderson and Archer, 2002] , and benthic foraminiferal Zn/Ca [Marchitto et al., 2005] . A full review of the strengths and weaknesses of these proxies is beyond the scope of the present study but they should be assessed and used in conjunction with Mg/Ca to derive quantitative SST estimates. LGM Saltier LGM Saltier LGM Fresher
Magnitude of LGM SST change
LGM Fresher
LGM Saltier
LGM Saltier LGM Fresher
Uniform Prior
Gaussian Prior
Higher LGM Saturation
Lower LGM Saturation [Stott et al., 2007] ). (right) 95% CI width on the magnitude of LGM cooling. The black rectangle represents the most probable scenarios given additional lines of evidence from measured planktonic d
18
O c in the same core and a nearby dissolution study [Fehrenbacher and Martin, 2014] .
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Although a quantitative multiproxy approach may not be possible at this time, a qualitative use of these additional lines of evidence can help identify the most plausible scenarios from our sensitivity analysis and help refine our estimate of SST changes at the LGM. Here, we use the MD81 record as a template for this qualitative treatment. Following the same procedure as for Mg/Ca, the modern-LGM change in planktonic Yu et al. [2010] . Therefore, we argue that the most probable cooling at the LGM at the MD81 location is on the order of 3.58C. It should be noted, however, that small changes in local salinity and deep-water DCO 22 3 cannot be discounted at this time. However, based on our qualitative comparison between the Mg/Ca and d
18
O c data, it is unlikely that large variations in these parameters occurred at the LGM.
Implication for Model-Data Comparison
The influence of salinity and DCO 22 3 on G. ruber Mg/Ca prevents the direct use of the temperature estimates from this proxy for model-data comparison. Here, we explore the possibility of using the calibration model to derive predictions of Mg/Ca based on the model outputs that can be compared to the data. To do so, we calculated modern and LGM Mg/Ca based on the temperature and salinity outputs from the GDFL CM2.1 and 6 CMIP5 models near the location of the MD81 proxy (Table 1) and modern deep-water DCO 22 3 at the core location (2.6 lmol/kg). Since the models under-predict both the mean annual SST and SSS at the core location, it is not surprising that the multimodel ensemble Mg/Ca mean is lower than the measured modern Mg/Ca (4.67 6 0.25 mmol/mol versus 5.22 6 0.3 mmol/mol, uncertainties expressed as the standard error on the mean), although within the 2r uncertainty envelope on the predicted and measured Mg/Ca values. Using salinity and temperature values from WOA13 [Locarnini et al., 2013] , the predicted modern Mg/Ca values at the MD81 location is 5.1 6 0.6 mmol/mol, in line with the measured value.
Predicted LGM Mg/Ca from the model outputs and modern deep-water DCO 22 3 is 3.88 6 0.32 mmol/mol, in good agreement with the measured value of 3.99 6 0.2 mmol/mol. Therefore, the models predict a smaller Mg/Ca change between the LGM and the present than is observed in the MD81 proxy record (Table 1 , 0.78 6 0.27 mmol/mol versus 1.23 6 0.79 mmol/mol). This discrepancy may stem from: (1) the models do not accurately represent the temperature and salinity changes between modern and LGM conditions regardless of systematic errors in the absolute temperature and salinities, and/or (2) the discrepancy in the magnitude of the Mg/Ca change can be attributed to changes in deep-water DCO 22 3 at the LGM. The change in deep-water DCO 22 3 necessary to account for the 0.45 6 0.83 mmol/mol discrepancy is 14 6 27 lmol/kg. Considering the modern water masses configuration at the MD81 location, such a large increase in DCO 22 3 at the LGM is unlikely. Therefore, the model-data mismatch is more likely due to a combination of the two factors mentioned previously rather than proxy uncertainty alone.
Resolving model-data discrepancies will require a set of records from different locations, especially from shallow marine settings where G. ruber Mg/Ca is not influenced by dissolution. The purpose of this exercise The model set-up did not follow the PMIP3 protocol, recommending increasing the global mean ocean salinity by 1 psu [Sueyoshi et al., 2013] . Therefore, we ignore the results of this model in the calculated mean and standard deviation.
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was not to assess the validity of the models at the LGM based on a single location but rather provide a framework for future model-data comparison, which takes into account biases on the Mg/Ca proxy arising from the secondary effects of salinity and deep-water DCO 22 3 . Specifically, it may be more useful to transform the model outputs in the measured proxy than trying to deconvolve the various environmental influences on G. ruber Mg/Ca. A proxy system model [Evans et al., 2013] for foraminiferal Mg/Ca is not currently available, but would be key to improving our calibration and such data-model comparisons.
Conclusions
In this study, we presented a new Bayesian calibration model for G. ruber Mg/Ca that explicitly takes into account the effect of temperature, salinity, dissolution (expressed here as deep-water DCO 22 3 ), and laboratory techniques. We found that the sensitivity (62r) to temperature, salinity, and deep-water DCO 22 3 is 8.7 6 0.9%/8C, 3.9 6 1.2%/psu, and 3.3 6 1.3%/lmol.kg 21 , respectively, in line with previous studies [Anand et al., 2003; Dekens et al., 2002; H€ onisch et al., 2013; Kisak€ urek et al., 2008; Lea, 1999; Regenberg et al., 2014] . Furthermore, the average offset associated with the various cleaning methodologies is 11 6 4.9%, in good agreement with the often-used value of 10%. Our results suggest that although temperature is the dominant control of G. ruber Mg/Ca, SST estimates can be severely biased if the salinity and deep-water DCO changes are expected to be large.
The Bayesian framework also provides the advantage that the calibration error can be directly propagated into past estimates of these environmental parameters. A test of accuracy and precision in modern settings suggests that our new calibration model can be useful for predicting temperatures given an estimate of salinity and deep-water DCO 22 3 . However, our model is not precise or accurate enough to resolve small changes in salinity and deep-water DCO 22 3 given changes in the other two environmental parameters. To illustrate the potential bias from ignoring secondary effects on Mg/Ca, we applied our prediction model to a published sedimentary record from the western tropical Pacific [Stott et al., 2007] using various estimates of SSS and deep-water DCO 
