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Abstract
Modern requirements for machine learning (ML)
models include both high predictive performance
and model interpretability. A growing number of
techniques provide model interpretations, but can
lead to wrong conclusions if applied incorrectly.
We illustrate pitfalls of ML model interpretation
such as bad model generalization, dependent fea-
tures, feature interactions or unjustified causal in-
terpretations. Our paper addresses ML practition-
ers by raising awareness of pitfalls and pointing
out solutions for correct model interpretation, as
well as ML researchers by discussing open issues
for further research.
1. Introduction
Traditionally, researchers have used parametric models, e.g.,
linear models, to conduct inference. However, a notice-
able shift has happened over the last years towards more
non-parametric and non-linear ML models. Models such
as random forests, boosting or neural networks often out-
perform interpretable models on many prediction tasks, as
most ML models handle feature interactions and non-linear
effects automatically1 (Ferna´ndez-Delgado et al., 2014).
Many disciplines benefit from the predictive performance
of ML models and answer scientific questions using ML
interpretation techniques. Examples of such efforts in-
clude modeling pre-evacuation decision making (Zhao et al.,
2020), mapping canopy covers in savannas (Anchang et al.,
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1While the inclusion of non-linear and interactions effects in
classical statistical models is possible, it comes with the increased
cost of going more or less manually over many possible modelling
options.
2020), understanding wildlife diseases (Fountain-Jones
et al., 2019), forecasting crop yield (Shahhosseini et al.,
2020; Zhang et al., 2019), inferring behavior from smart-
phone usage (Stachl et al., 2019), and analyzing risk for
teacher burnout (Posada-Quintero et al., 2020).
Practitioners are usually interested in the global effect that
features have on the outcome and their importance for cor-
rect predictions. For certain model classes, e.g., linear mod-
els or decision trees, feature effects or importance scores
can be inferred from the learned parameters and model struc-
ture. In contrast, complex non-linear models that, e.g., do
not have intelligible parameters, make it more difficult to
extract such knowledge. Therefore, interpretation meth-
ods necessarily simplify the relationships between features
and the target, e.g., by marginalizing over other features.
Prominent techniques for global feature effects include the
partial dependence plot (PDP) (Friedman et al., 1991), ac-
cumulated local effects (ALE) (Apley & Zhu, 2016) and
individual conditional expectation (ICE) (Goldstein et al.,
2015). A common feature importance technique is the per-
mutation feature importance (PFI) (Breiman, 2001; Fisher
et al., 2019; Casalicchio et al., 2019). This paper will mainly
focus on pitfalls of global interpretation techniques when
the full functional relationship underlying the data is to be
analyzed. Out of scope is the discussion of “local” interpre-
tation methods such as LIME (Ribeiro et al., 2016) or coun-
terfactual explanations (Wachter et al., 2017; Dandl et al.,
2020), where individual predictions are to be explained –
usually to explain decisions to individuals.
The shift towards ML modeling entails numerous pitfalls
for model interpretations. ML models usually contain
non-linear effects and higher-order interactions. Therefore,
lower-dimensional or linear approximations can be inap-
propriate and misleading masking effects can occur. As
interpretations are based on simplifying assumptions, the
associated conclusions are only valid if we have checked
that the assumptions underlying our simplifications are not
substantially violated. In classical statistics this process is
called “model diagnostics” (Fahrmeir et al., 2013) and we
believe that a similar process is necessary for interpretable
machine learning (IML) based techniques.
Contributions: We review pitfalls of global model-
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agnostic2 interpretation techniques. Each section describes
the pitfall, reviews (partial) solutions for practitioners and
discusses open issues that require further research.
Related Work: A general warning about using and explain-
ing ML models for high stakes decisions has been brought
forward by Rudin (2019). She strictly argues against model-
agnostic techniques in favour of inherently interpretable
models. Krishnan (2019) criticizes the general conceptual
foundation of interpretability, but does not dispute the use-
fulness of available methods. Likewise, Lipton (2018) crit-
icizes interpretable ML (IML) for its lack of causal con-
clusions, trust and insights, but the author does not discuss
any pitfalls in detail. Specific pitfalls due to dependent
features are discussed by Hooker (2007) for partial depen-
dence and functional ANOVA and by Hooker & Mentch
(2019) for feature importance computations. Hall (2018)
discusses recommendations for the application of particular
IML methods, but does not address general pitfalls.
2. Bad Model Generalization
Pitfall: Under- or overfitting models will result in mis-
leading interpretations regarding true feature effects and
importance scores, as the model does not match the under-
lying data generating process well (Good & Hardin, 2012).
In-sample evaluation (i.e., on training data) should not be
used for ML models due to the danger of overfitting. We
have to resort to out-of-sample validation such as cross-
validation procedures. These resampling procedures are
readily available in software and well-studied in theory and
practice (Arlot & Celisse, 2010), although rigorous analy-
sis of cross-validation is still considered an open problem
(Shalev-Shwartz & Ben-David, 2014).
Formally, IML methods are designed to interpret the model
instead of drawing inferences about the data generating
process. In practice, however, the latter is the goal of the
analysis, not the former. If a model approximates the data
generating process well enough, its interpretation should
reveal insights into the underlying process.
Solution: An interpretation can only be as good as its under-
lying model. It is crucial to properly evaluate models using
training and test splits, ideally using a resampling scheme
like (repeated) cross-validation for smaller sample sizes
and nested setups, when computational model selection and
hyperparameter tuning are involved (Bischl et al., 2012; Si-
mon, 2007). Flexible models should be part of the model
selection process so that the true data generating function is
more likely to be discovered (Claeskens et al., 2008). This
is important, as the Bayes error for most practical situations
is unknown, and we cannot make absolute statements about
whether a model already fits the data optimally.
2Model-agnostic methods can be applied to any ML model
3. Unnecessary Use of Complex Models
Pitfall: A common mistake is to use an opaque, complex
ML model when an interpretable model would have been
sufficient, i.e., when the performance of interpretable mod-
els is only negligibly worse – or maybe the same or even
better – than the ML model. Although there are many model-
agnostic methods to interpret complex ML models, it is usu-
ally preferable to use an interpretable model (Rudin, 2019).
There are also some examples where complex ML models
such as neural networks were not able to beat interpretable
models (Makridakis et al., 2018; Baesens et al., 2003; Kuhle
et al., 2018; Wu et al., 2010).
Solution: We recommend to start with simple, interpretable
models such as (generalized) linear models, LASSO, gen-
eralized additive models, decision trees or decision rules
and gradually increase complexity in a controlled, step-wise
manner, where predictive performance is carefully measured
and compared. Complex models should only be analyzed
if the additional performance gain is both significant and
relevant – a judgment call that the practitioner must ulti-
mately make. Starting with simple models is considered
best practice in data science, independent of the question of
interpretability (Claeskens et al., 2008). The comparison of
predictive performance between model classes of different
complexity can add further insights for interpretation.
Open Issues: Measures of model complexity allow to quan-
tify the trade-off between complexity and performance and
to automatically optimize for multiple objectives beyond
performance. Some steps have been made towards quantify-
ing model complexity like Molnar et al. (2019) and Philipp
et al. (2018). However, further research is required as there
is no single perfect definition of interpretability but rather
multiple, depending on the context (Doshi-Velez & Kim,
2017; Rudin, 2019).
4. Ignoring Feature Dependence
4.1. Interpretation with Extrapolation
Pitfall: When features are dependent, perturbation-based
IML methods such as the PFI and PDP extrapolate in ar-
eas where the model was trained with little or no training
data, which can cause misleading interpretations (Hooker &
Mentch, 2019). Perturbations produce artificial data points
that are used for model predictions, which in turn are ag-
gregated to produce global interpretations (Scholbeck et al.,
2020). Feature values can be perturbed by replacing original
values with values from an equidistant grid of that feature,
with permuted or with randomly subsampled values (Casal-
icchio et al., 2019), or with quantiles. We highlight two
major issues. First, if features are dependent, all three per-
turbation approaches produce unrealistic data points, i.e.,
the new data points are located outside of the multivariate
joint distribution of the data (see Figure 1). Second, even if
Pitfalls to Avoid when Interpreting Machine Learning Models
features are independent, using an equidistant grid can pro-
duce unrealistic values for the feature of interest. Consider a
feature that follows a skewed distribution with outliers. An
equidistant grid would generate a lot of values in between
outliers and non-outliers. In contrast to the grid-based ap-
proach, the other two approaches maintain the marginal
distribution of the feature of interest.
Both issues can result in misleading interpretations (illustra-
tive examples given in Hooker & Mentch (2019); Molnar
et al. (2020)) since the model is evaluated in areas of the
feature space with few or no observed data points, where
model uncertainty can be expected to be very high. This
issue is aggravated if global interpretation methods integrate
over such points with the same weight and confidence as for
much more realistic samples with high model confidence.
Solution: Before applying interpretation methods, practi-
tioners should check for dependencies between features in
the data, e.g., via descriptive statistics or measures of depen-
dence (see Section 4.2). When it is unavoidable to include
dependent features in the model, which is usually the case in
ML scenarios, additional information regarding the strength
and shape of the dependence structure should be provided.
Sometimes alternative interpretation methods can be used
as a workaround or to provide additional information. ALE
(Apley & Zhu, 2016) plots are preferable to the PDP when
visualizing feature effects of dependent features. For other
methods such as the PFI, conditional variants exist (Molnar
et al., 2020; Candes et al., 2018; Strobl et al., 2008). Note,
however, that conditional interpretations are often different
and should not be used as a substitute for unconditional in-
terpretations (see Section 4.3). Furthermore, dependent fea-
tures should not be interpreted separately but rather jointly.
This can be achieved by visualizing, e.g., a 2-dimensional
ALE plot of two dependent features, which, admittedly,
only works for very low-dimensional combinations. We
recommend using quantiles or randomly subsampled values
over equidistant grids. By default, many implementations
of interpretability methods use an equidistant grid to per-
turb feature values (Greenwell, 2017; Molnar et al., 2018;
Pedregosa et al., 2011), although some also allow to use
user-defined values.
Open Issues: A comprehensive comparison of strategies ad-
dressing extrapolation, and how they affect an interpretation
method, is currently missing. This also includes studying
interpretation methods and their conditional variants when
they are applied to data with different dependence structures.
4.2. Confusing Correlation with Dependence
Pitfall: Features with a Pearson correlation coefficient
(PCC) close to zero can still be dependent and cause mis-
leading model interpretations (see Figure 2). While indepen-
dence between two features implies that the PCC is zero, the
converse is generally false. The PCC, which is often used to
equidistant grid sub−sampled grid quantile grid
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Figure 1. Illustration of artificial data points generated by three
different perturbation approaches. The black dots refer to observed
data points and the red crosses to the artificial data points.
analyze dependence, only tracks linear correlations and has
other shortcomings such as sensitivity to outliers (Tjstheim
et al., 2018). Any type of dependence between features can
have a strong impact on the interpretation of the results of
IML methods (see Section 4.1). Thus, knowledge about
the (possibly non-linear) dependencies between features is
crucial for an informed use of IML methods.
Solution: Low-dimensional data can be visualized to detect
dependence (e.g., scatter plots) (Matejka & Fitzmaurice,
2017). For high-dimensional data, several other measures
of dependence in addition to PCC can be used. If depen-
dence is monotonic, Spearman’s rank correlation coefficient
(Liebetrau, 1983) can be a simple, robust alternative to PCC.
For categorical or mixed features, separate dependence mea-
sures have been proposed, such as Kendall’s tau for ordinal
features, or the phi coefficient and Goodman & Kruskals
lambda for nominal features. (Khamis, 2008)
Studying non-linear dependencies is more difficult since
a vast variety of possible associations have to be checked.
Nevertheless, several non-linear association measures with
sound statistical properties exist. Kernel-based measures
such as kernel canonical correlation analysis (KCCA) (Bach
& Jordan, 2002) or the Hilbert-Schmidt independence crite-
rion (HSIC) (Gretton et al., 2005) are commonly used. They
have a solid theoretical foundation, are computationally fea-
sible and robust (Tjstheim et al., 2018). In addition, there
are information-theoretical measures such as (conditional)
mutual information (Cover & Thomas, 2012) or the maxi-
mal information coefficient (MIC) (Reshef et al., 2011), that
can however be difficult to estimate (Walters-Williams & Li,
2009; Belghazi et al., 2018). Other important measures are,
e.g., the distance correlation (Sze´kely et al., 2007), the ran-
domized dependence coefficient (RDC) (Lopez-Paz et al.,
2013), or the alternating conditional expectations (ACE) al-
gorithm (Breiman & Friedman, 1985). In addition to using
PCC we recommend using at least one measure that detects
non-linear dependencies (e.g. HSIC).
4.3. Misunderstanding Conditional Interpretation
Pitfall: Conditional variants to estimate feature effects and
importance scores require a different interpretation. While
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Independence Tests 
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Figure 2. Highly dependent features X1 and X2 that have a cor-
relation close to zero. A test (H0: Features are independent)
using Pearson correlation is not significant, but for HSIC the H0-
hypothesis gets rejected. Data from Matejka & Fitzmaurice (2017).
conditional variants for feature effects, e.g., the marginal
plot (Apley & Zhu, 2016), feature importance scores (Can-
des et al., 2018; Watson & Wright, 2019; Molnar et al.,
2020; Strobl et al., 2008), and conditional Shapley values
(Lundberg et al., 2018) avoid model extrapolations, these
methods answer a different question and have been argued
to violate fundamental properties in the case of Shapley
values (Janzing et al., 2019; Sundararajan & Najmi, 2019).
Interpretation methods that perturb features independently
of others also yield an unconditional interpretation, i.e., for
feature effect methods such as the PDP, the effect can be in-
terpreted as the isolated, average effect the feature has on the
prediction. For the PFI, the importance can be interpreted as
the drop in performance when the feature’s information is
“destroyed” (by perturbing it). Conditional variants do not
replace values independently of other features, but in such a
way that they conform to the conditional distribution. This
changes the interpretation as the effects of all dependent
features become entangled3.
For dependent features, the PFI drops when using condi-
tional variants since the conditional permutation answers
the question: “How much does the model performance drop
if we permute a feature, but given that we know the values
of the other features?”4.
To demonstrate how the interpretation can change, we
trained a random forest to predict bike rentals (Fanaee-T
& Gama, 2013), using the features “Temperature”, “Appar-
ent Temperature” and “Humidity”. Temperature and the
apparent temperature are highly linearly correlated, with a
Pearson correlation coefficient of 0.992. The importance
scores (measured as drop in mean absolute error) of the tem-
perature (PFI 729; conditional PFI 285) and the apparent
temperature (689; 266) drop considerably when using the
3E.g., a feature that did not show an effect in the PDP might
show an effect when using the marginal plot, when a dependent
feature impacts the prediction.
4E.g., two highly dependent features might be individually
important (based on the unconditional PFI), but have a very low
conditional importance, since the information of one feature is
contained in the other and vice versa.
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Figure 3. Simulation example with interactions: y = 0.2 ·X1 −
5 ·X2 +10 ·X2IX3>0 +2 ·X4 ·X5 + i with X1, . . . , X5 i.i.d.∼
U [−1, 1] and i i.i.d.∼ N(0, 1). A: PDP and ICE curves of X2; B:
PDP and centered ICE curves of X5.
conditional PFI instead of the marginal PFI. For the humid-
ity, the importance scores of both variants are similar (578;
597).
Solution: The safest option would be to remove dependent
features, but this is usually infeasible in practice. When
features are highly dependent and conditional effects and
importance scores are used, the practitioner has to be aware
of the distinct interpretation. For feature effects, ALE plots
(Apley & Zhu, 2016) provide an alternative with an uncon-
ditional interpretation. However, they only allow for an
interval-wise interpretation.
Open Issues: Currently, no approach allows to simultane-
ously avoid model extrapolations and to allow a conditional
interpretation of effects and importance scores for depen-
dent features.
5. Misleading Effect due to Interactions
Pitfall: Global interpretation methods such as PDP or ALE
plots can produce misleading interpretations when features
interact. Figure 3 shows two examples where the global
aggregated effects show almost no influence on the target,
although an effect is clearly there by construction.
Solution: For the PDP, we recommend to additionally con-
sider the corresponding ICE curves (Goldstein et al., 2015).
While PDP and ALE average out interaction effects, ICE
curves directly show the heterogeneity between individual
predictions, as in Figure 3 A. Particularly for continuous
interactions with ICE curves starting on different predic-
tions, we recommend the use of derivative or centered ICE
curves, which eliminate differences in intercepts and leave
only differences due to interactions (Goldstein et al., 2015).
As an example the diverging centered ICE curves of X5 in
Figure 3 B indicate that there must be an interaction with
another feature. Other visualization techniques for discov-
ering second-order interactions are 2-dimensional PDP or
ALE plots and methods based on clustering ICE curves such
as Visual Interaction Effects (VINE) (Britton, 2019).
Pitfall: Many interpretation methods cannot separate inter-
actions from main effects. The PFI, for example, includes
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both the importance of a feature and the importance of all
its interactions with other features (Casalicchio et al., 2019).
Solution: Based on a PDP decomposition, the H-Statistic
(Friedman & Popescu, 2008) quantifies the interaction
strength between two features or between one feature and
all others. Another similar interaction score based on partial
dependencies is defined by Greenwell et al. (2018). Based
on Shapley values Lundberg et al. (2018) proposed SHAP
interaction values and Casalicchio et al. (2019) proposed
a fair attribution of the importance of interactions to the
individual features.
Open issues: Most methods that identify and visualize inter-
actions are not able to identify higher-order interactions and
interactions of dependent features. Instead of 2-dimensional
PDPs, practitioners can use 2-dimensional ALE plots to
visualize two-way interactions of dependent features. Fur-
thermore, Hooker (2007) considers dependent features and
decomposes the predictions in main and interaction effects.
A way to identify higher-order interactions is shown in
Hooker (2004). However, these issues are still a matter of
further research. Furthermore, the presented solutions lack
in automatic detection and ranking of all interactions of a
model as well as specifying the type of modelled interaction.
6. Ignoring Estimation Uncertainty
Pitfall: Due to variance in the estimation process, interpre-
tations of ML models can become misleading. Methods
such as PDP and PFI use Monte Carlo sampling techniques
to approximate expected values. These estimates vary, de-
pending on the data used for the estimation. In particular,
estimates may vary strongly for feature dependencies and
interactions. Furthermore, the obtained ML model is also
a random variable, as it is generated on randomly sampled
data and the inducing algorithm might contain stochastic
components as well. Hence, model variance has to be taken
into account. The true effect of a feature may be flat, but
purely by chance, especially on smaller data, an effect might
algorithmically be detected. This effect could cancel out
once averaged over multiple model fits. Figure 4 shows that
a single PDP can be misleading because it does not show
the variance due to PDP estimation and model fitting.
Solution: By repeatedly computing PDP and PFI with a
given model, but with different permutations/bootstrap sam-
ples, the uncertainty of the estimate can be quantified, for
example in the form of confidence intervals. For PFI, frame-
works for confidence intervals and hypothesis tests exist
(Watson & Wright, 2019; Altmann et al., 2010), but they
assume a fixed model. If the practitioner wants to condi-
tion the analysis on the modeling process and capture the
process’ variance instead of conditioning on a fixed model,
PDP and PFI should be computed on multiple model fits.
Open Issues: To the best of our knowledge, the uncertainty
in feature effect methods such as ALE (Apley & Zhu, 2016)
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Figure 4. PDP for X1 with y = 0 · X1 +∑10j=2Xj + i with
X1, . . . , X10 ∼ U [0, 1] and i ∼ N(0, 0.9). Left: PDP for X1
of a random forest trained on 100 data points. Middle: Multiple
PDPs (10x) for the model from left plots, but with different samples
(each n=100) for PDP estimation. Right: Repeated (10x) data
samples of n=100 and newly fitted random forest.
and PDP (Friedman et al., 1991) has not been studied in
detail.
7. Ignoring Multiple Comparisons
Pitfall: Simultaneously testing the importance of mul-
tiple features will result in false positive interpretations
if the multiple comparisons problem (MCP) is ignored.
The MCP is well known in significance tests for linear
models and similarly exists in testing for feature impor-
tance in ML. For example, suppose we simultaneously
test the importance of 50 features (with the H0-hypothesis
of zero importance) at the significance level 0.05. Even
if all features are unimportant, the probability of observ-
ing that at least one feature is significantly important is
1−P(‘no feature important’) = 1− (1− 0.05)50 ≈ 0.923.
Multiple comparisons will even be more problematic, the
higher dimensional our dataset is.
Solution: Methods such as Model-X knockoffs (Candes
et al., 2018) directly control for the false discovery rate
(FDR). For all other methods that provide p-values or confi-
dence intervals, such as PIMP (Altmann et al., 2010), MCP
is often ignored in practice to the best of our knowledge. Ex-
ceptions are, e.g., Stachl et al. (2019) and Watson & Wright
(2019). One of the most popular MCP adjustment methods
is the Bonferroni correction (Dunn, 1961), but it has the
major disadvantage of increasing the probability of false
negatives (Perneger, 1998). Since MCP is well known in
statistics, we refer the practitioner to Dickhaus (2014) for an
overview and discussion of alternative adjustment methods
such as the Bonferroni-Holm method (Holm, 1979).
8. Unjustified Causal Interpretation
Pitfall: Practitioners are often interested in causal insights
into the underlying data generating mechanisms, which IML
methods in general do not provide. Common causal ques-
tions include the identification of causes and effects, predict-
ing the effects of interventions, and answering counterfac-
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tual questions (Pearl & Mackenzie, 2018). E.g., a medical
researcher might want to identify risk factors or predict
average and individual treatment effects (Knig & Grosse-
Wentrup, 2019). In search for answers, a researcher can
therefore be tempted to interpret the result of IML methods
from a causal perspective.
However, a causal interpretation of predictive models is of-
ten not possible. Standard supervised ML models are not
designed to model causal relationships but to merely exploit
associations. A model may therefore rely on causes and
effects of the target variable as well as on variables that help
to reconstruct unobserved influences on Y , e.g., causes of
effects (Weichwald et al., 2015). Consequently, the question
whether a variable is relevant to a predictive model (indi-
cated, e.g., by PFI > 0) does not directly indicate whether a
variable is a cause, an effect or does not stand in any causal
relation to the target variable.
Furthermore, even if a model would rely solely on direct
causes for the prediction, the causal structure between fea-
tures has to be taken into account. Intervening on a variable
in the real world may affect not only Y but also other vari-
ables in the feature set. Without assumptions about the
underlying causal structure IML methods cannot account
for these adaptions and guide action (Karimi et al., 2020).
As an example, we constructed a dataset by sampling from
a structural causal model (SCM), for which the correspond-
ing causal graph is depicted in Figure 5. All relation-
ships are linear Gaussian with variance 1 and coefficients
1. For a linear model fitted on the dataset all features
were considered relevant based on the model coefficients
(yˆ = 0.329x1 + 0.323x2 − 0.327x3 + 0.342x4 + 0.334x5,
R2 = 0.943), although x3, x4 and x5 do not cause Y .
Solution: The practitioner has to carefully assess whether
sufficient assumptions can be made about the underlying
data generating process, the learned model and the inter-
pretation technique. If these assumptions are met, a causal
interpretation may be possible. The PDP between a feature
and the target can be interpreted as the respective average
causal effect if the model performs well and the set of re-
maining variables is a valid adjustment set (Zhao & Hastie,
2019). When it is known whether a model is deployed in
a causal or anti-causal setting, i.e., whether the models at-
tempts to predict an effect from its causes or the other way
round, a partial identification of the causal roles based on
feature relevance is possible (under strong and non-testable
assumptions) (Weichwald et al., 2015). Designated tools
and approaches are available for causal discovery and infer-
ence (Peters et al., 2017).
Open issues: The challenge of causal discovery and in-
ference remains an open key issue in the field of machine
learning. Careful research is required to make explicit un-
der which assumptions what insight about the underlying
data generating mechanism can be gained by interpreting a
machine learning model.
Y
X1 X2
X3
X4 X5
Figure 5. Causal graph
9. Discussion
In this paper, we have reviewed numerous pitfalls of global
model-agnostic interpretation techniques, e.g., in the case of
bad model generalization, dependent features, interactions
between features, or causal interpretations. Although these
pitfalls are far from complete, we believe that we cover
common ones that pose a particularly high risk. We hope
to encourage a more cautious approach when interpreting
ML models in practice, to point practitioners to already (par-
tially) available solutions and to stimulate further research
on these issues. The stakes are high: ML algorithms are
increasingly used for socially relevant decisions, and model
interpretations play an important role in every empirical
science. We therefore believe that users need concrete guid-
ance on properties, dangers and problems of IML techniques
– especially as the field is advancing at high speed. We need
to strive towards a recommended, well-understood set of
tools, which will require much more careful research. This
especially concerns the meta-issues of comparisons of IML
techniques, IML diagnostic tools to warn against misleading
interpretations, and tools for analyzing multiple dependent
or interacting features.
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