A challenge for sensory systems is to encode natural signals that vary in amplitude by orders of 23 magnitude. The spike trains of neurons in the auditory system must represent the fine temporal 24 structure of sounds despite a tremendous variation in sound level in natural environments. It 25 has been shown in vitro that the transformation from dynamic signals into precise spike trains 26 can be accurately captured by simple integrate-and-fire models. In this work, we show that the 27 in vivo responses of cochlear nucleus bushy cells to sounds across a wide range of levels can be 28 precisely predicted by deterministic integrate-and-fire models with adaptive spike threshold. 29
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Our model can predict both the spike timings and the firing rate in response to novel sounds, 30 across a large input level range. A noisy version of the model accounts for the statistical 31 structure of spike trains, including the reliability and temporal precision of responses. Spike 32 threshold adaptation was critical to ensure that predictions remain accurate at different levels. 33 These results confirm that simple integrate-and-fire models provide an accurate 34 phenomenological account of spike train statistics, and emphasize the functional relevance of 35 spike threshold adaptation. 36 37 38
Introduction 40
To localize sound sources in the horizontal plane, mammals rely mainly on interaural time 41 differences (ITDs) at low frequencies. In cats, ITDs are smaller than 400 µs (Tollin and Koka, 42 2009) and behaviorally just noticeable differences in ITD can be as small as 20 µs (Wakeford 43 and Robinson, 1974) . The auditory system displays a number of specializations that reflect the 44 required precision of fine temporal processing (Oertel, 1999; Trussell, 1999; Yin, 2002) . In 45 particular, in the cochlear nucleus (CN), low frequency bushy cells respond to acoustic signals 46 from the ipsilateral ear with submillisecond precision (Joris et al., 1994; Louage et al., 2005; Joris 47 and Smith, 2008) . They project from both sides to binaural neurons in the medial superior olive 48 (MSO), which respond to coincident input spikes, making them sensitive to ITDs (Yin and Chan, 49 1990) . One challenge faced by this system is to encode ITD over the enormous range of stimulus 50 intensities that the animals experience. Little data are available from MSO neurons, but 51 responses from its targets (particularly the inferior colliculus : (Yin et al., 1986) , Fig. 3 ) suggest 52 that ITD tuning is surprisingly invariant to sound level. In response to tones, the response rate 53 and temporal coding in bushy cells is less sensitive to sound level than in the auditory nerve 54 (AN) (Joris et al., 1994 , Recio-Spinoso, 2012 . This also appears to be the case in response to 55 noise (discussed as "compression" in van der Heijden and Joris, 2009 ). For example, bushy cells 56 afford lower just noticeable differences for ITD discrimination, over a wider range of SPLs, than 57 AN fibers (van der Heijden et al., 2011) . 58
As reported in many sensory pathways, neurons adapt to input statistics (Brenner et al., 2000; 59 Fairhall et al., 2001; Hosoya et al., 2005; Nagel and Doupe, 2006) . This adaptation has been 60 mostly described in terms of firing rate. ITD processing is original in that adaptation is found in 61 the temporal responses of neurons. While previous works reported the effect of input level on 62 spike jitter and reliability in cochlear nucleus (e.g. Louage et al., 2005) , here we analyze and 63 model the effect of input level on absolute timing (Michelet et al., 2012) in bushy cells. In order 64
to describe the transformation of a continuous acoustical signal into a sequence of precisely 65 timed spikes, we design a phenomenological model of CN responses that can predict every spike 66 at different input levels, with a single set of parameters. 67
In vitro, several groups have shown that it is possible to accurately predict the precise time of 68 spikes produced by a neuron in response to time-varying currents injected at the soma, using 69 simple integrate-and-fire models (IF) (Jolivet et al., 2008; Gerstner and Naud, 2009; Rossant et 70 al., 2010 Rossant et 70 al., , 2011 . In this paper we apply the same method to our CN in vivo single-unit recordings 71 and find that simple IF models cannot predict the responses because they are too sensitive to 72 level. We ask whether the addition of an adaptive threshold to our model could improve 73 prediction. Spike threshold -the membrane voltage above which a spike is triggered -varies and 74 depends on spike history (Azouz and Gray, 2000; Wilent and Contreras, 2005; Chacron et al., 75 2007) . In vitro, the addition of a dynamic threshold to a simple IF model has been shown to 76
improve the prediction of cell responses to injected random currents (Jolivet et al., 2008; 77 Kobayashi et al., 2009; Rossant et al., 2010) . In vivo, IF models with dynamical threshold can 78 successfully reproduce experimental data in visual (Keat et al., 2001) , electrosensory (Savard et 79 al., 2011) and vestibular (Sadeghi et al., 2007) neurons. However, in the present study this 80 approach is not sufficient to predict spikes when the input level is varied. We show that a 81 threshold model with multiplicative spike-triggered adaptation (Brette, 2012) can accurately 82 predict the timing of spikes in response to acoustical inputs across a broad range of levels. While 83 the present work emphasizes the relevance of spike threshold adaptation, it also provides a 84 predictive model of bushy cell responses with very few parameters that can be used in studies of 85 the sound localization pathway at the systems level, e.g. as inputs to binaural coincidence 86 detectors. 87
Material and methods

88
The data presented in this paper represent a subset of the data collected in (Louage et al., 2005 (Louage et al., , 89 2006 ). All procedures were approved by the KU Leuven Ethics Committee for Animal 90
Experiments and were in accordance with the National Institutes of Health Guide for the Care 91
and Use of Laboratory Animals. The experimental methods are described in detail there and are 92 only briefly summarized here. Pentobarbital anesthetized cats were placed in a soundproof 93 room. A sealed acoustic driver was inserted into one or both exposed ear canals and calibrated 94 with a 1/2 inch condenser microphone and a probe tube close to the eardrum. The trapezoid 95 body (TB) was exposed via a ventral approach to the skull base. All data were recorded with 96 glass micropipettes filled with 3 M NaCl. The neural signal was converted to spike times 97 referenced to the stimulus onset with a peak detection triggering circuit with an accuracy of 1 98 µs. 99 100
Stimuli and data collection 101
The search stimulus was a binaural noise burst (duration 300 ms, repeated every 500 ms, 70 dB 102 SPL, bandwidth 40 kHz). When the activity of a single fiber was isolated, the excitatory ear was 103 determined. For each fiber encountered, a threshold tuning curve was obtained with a tracking 104 algorithm that provided spontaneous rate, characteristic frequency (CF), and threshold. Short 105 tone bursts at CF (duration 25 ms, repeated every 100 ms, 200 repetitions, rise-fall time 2.5 ms, 106 starting in sine phase) were then presented at increasing sound pressure level (SPL) in 10-dB 107 steps. Next, a rate-level function was obtained to a broadband Gaussian noise (1 s), repeated 108 every 1.2 s , five to ten repetitions). 109 110
After a fiber's basic physiological parameters and rate-level functions were collected, a 1-second 111 broadband noise (0.1-30kHz) with many repetitions was delivered, usually 35 to 100, to collect 112 at least 3,000 spikes. In some cases, subsequently a second, independent 1-second noise token 113 was similarly delivered. The first input level (overall level re 20 µPa) tested was usually 70 dB 114 SPL, the next levels were usually 50, 30, 80, 60, and 10 dB SPL. Because the time we could record 115 from a TB fiber was limited, for certain fibers not all levels were presented. 116 117
Data selection 118
Only a subpopulation of the available recordings was used in our analysis. Fibers of the TB were 119 classified into different categories based on the shape of their post-stimulus time histogram 120 (PSTH) (binwidth 0.1 ms) to short pure tone bursts at CF at different stimulus levels (Louage et  121 al., 2005, 2006) . We restrict our analysis to low-frequency fibers that show a phase-locked PSTH 122 ("PHL") and which furthermore show the so-called "high-sync" property (Joris et al., 1994) . The 123 exact selection criteria and resulting database are stated at the beginning of the Results section. 124
It was extensively discussed in previous papers (Joris et al., 1994; Louage et al., 2005; Joris and 125 Smith, 2008 ) that the vast majority, if not all, of these "high-sync" TB fibers are axons of the two 126 variety of bushy cells: both spherical and globular bushy cells (SBCs and GBCs, respectively). 127
In order to assess the synchronization properties of a neuron's response to different 133 presentations of the same noise token at a single stimulus level, we construct the shuffled auto-134 correlogram (SAC) (Louage et al., 2005; Joris et al., 2006) . Every possible trial pair is compared 135
(except comparisons of a trial to itself, Fig. 2A1 ): time intervals between all spikes of the first 136 train and all spikes of the second spike train are measured and tallied in a histogram (Fig. 2A2 ). 137
Since SACs are symmetric, only forward time intervals are considered. The resulting histogram 138 is then mirrored, yielding the SAC (Fig. 2A3) response. If the responses to the lower level lead the responses to the higher level, the 152 correlogram peak will be shifted to the left . The lag is defined as the position of the main lobe 153 peak (Fig. 2B3) . 154
155
Peripheral model 156
The model chain, describing the mapping from sounds to spike trains in cochlear nucleus bushy 157 cells, is shown in Fig. 5A . The first element, shared by all the models we consider, is linear 158 filtering. It summarizes the linear filtering properties of the afferents to the cochlear nucleus and 159 of the neuron itself. It is characterized by an impulse response (Fig. 5A , auditory filter). 160
This impulse response is calculated by reverse correlation (RevCor). For a broadband noise 161 stimulus, the RevCor filter h(t) is the average stimulus that elicits spikes (de Boer and de Jongh, 162 1978; Schwartz et al., 2006) , that is, The neurons RevCors are first fitted using gamma tone functions (Patterson, 1994 
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In the second one, proposed by (Irino and Patterson, 2001) , the instantaneous frequency 180 saturates when t grows to infinity. We refer to it as the logarithmic gammachirp 198 Similarly to models of the auditory periphery based on RevCor filters (de Boer and de Jongh, 199 1978; Patterson, 1994) 
log t t GC t A t t f t t c log t t H t t
π θ τ −     = − − − + − + −      
Spiking neuron models 205
The first phenomenological spiking neuron considered (Fig. 5B) approach employed for the optimization is similar to the one introduced in (Rossant et al., 2010 (Rossant et al., , 246 2011 . In order to quantify the similarity between two single spike trains, we first use a measure 247 that takes into account the precise timing of spikes given a temporal window δ , the gamma The model only outputs one spike train per frozen noise, since it is deterministic, whereas the 263 data contains several repetitions of the same frozen noise. Therefore, we calculate the gamma 264 factor ( ) , Г model data between the model and the data as the mean Г between the model train and each train of the data, i.e., We will use a fitness criterion that takes into account both the quality of spike timing prediction 271 and of firing rate prediction: 272
In theory the difference in firing rates is taken into account in the gamma factor. For some cells 274 the regularization factor helped the optimization algorithm to quickly find a relevant parameter 275 subspace. A regularization weight λ of 0.2 was empirically found to give fast convergence. The
276
final results were not sensitive to this value. The optimization uses an evolution algorithm called 277 CMAES (Hansen and Ostermeier, 2001 ). The implementation on Graphical Processing Units 278 (GPU) is described in (Rossant et al., 2010 (Rossant et al., , 2011 . All the neuron simulations and optimizations 279 were performed using the Brian simulator (Goodman and Brette, 2009) for spiking neuron 280 models, the Brian Hears toolbox for auditory filtering (Fontaine et al., 2011) and the Playdoh 281 optimization toolbox (Rossant et al., 2011) . All simulations were performed with a sampling 282 frequency of 65 kHz. 283 284
Training and testing were done on distinct subsets of the data. When only one 1-second stimulus 285 noise was available, the first 500 ms were used for training, whereas the last 500 ms for testing. 286
To discard the transients when testing, the simulation started at 400 ms, but the testing 287 performances were computed from 500 ms on. When two 1-second stimuli were available, the 288 first stimulus was used for learning and the other one for testing. To compute the fitness, the 289 first 50ms were discarded. Two learning protocols were used: equal level learning and multiple 290 levels learning. In equal level learning, a model is optimized for each level of a cell, yielding as 291 many fitted models as there are levels. The testing is then done at each level using the model 292 learned for this level. In multiple levels learning, only one model is learned for each cell. All the 293 responses from the learning data set are concatenated with 100 ms silence between successive 294 responses, and the fitness is computed over the whole response. The testing is then performed 295 on every single level of the cell using the same learned model. To compute correlations in the 296 recorded dataset, spikes from different trials are used, i.e. 50 trials of a 1-second stimulus. 297
Because our models (LIF or ATM) yield identical trains for different trials we used a 50-second 298 fresh noise to obtain a sufficient number of spikes and computed the cross-correlation on the 299 modelled data at different levels. 
Stochastic adaptive threshold model 312
In order to account for stochasticity in the data set, noise is added to the model. This is simply 313 done by adding a white noise term to the threshold equation. The standard deviation of the 314 noise scales linearly with stimulus level, so that the signal-to-noise ratio is constant. 315
where ξ(t) is gaussian noise, T σ is the level-independent standard deviation of the noise, and 317 I (t) is a running average of the input:
optimized so that the main lobe of the model response SACs at different levels match the main 319 lobe of the SACs of the corresponding recorded data at the same levels (using a mean square 320 error criterion). When the threshold has two dynamic equations (two time constants), the same 321 noise is added to both of them. 322
323
Linear non-linear Poisson model 324
We compared our stochastic model with a popular model, the linear-nonlinear-Poisson (LNP) 325 model (Chichilnisky, 2001; Pillow et al., 2005) . Similar to the two models previously introduced, 326 the input to our LNP model is the filtered sound stimulus. This input is passed through an 327 instantaneous nonlinear function f , which accounts for non-linearities such as rectification and 328 saturation. The instantaneous spiking probability in response to a stimulus s is as follows: Fig. 12 A) . When a frozen noise is presented n times to a neuron, the reliability for event i is 349 defined as the number p of trials in which the cell spiked during this event divided by the total 350 number of trials, Mainen and Sejnowski, 1995) . An event reliability of zero means 351 that no spike has been fired whereas a value of one means that a spike was fired in every trial. 352
The distance between the input I(t) and the dynamic threshold at the ith event is given by the 353 difference between the peak magnitude of I(t) in the time interval defining the event i and the 354 value of the average dynamic threshold over all trials <V(t)> at the beginning of the event i (e.g. 355
in Fig. 12A for the stochastic ATM), The distances and peak magnitudes are normalized with 356 respect to the mean stimulus level. Distance, peak magnitude, and reliability R, are computed for 357 every event, for a given neuron and input level. The resulting pairs ( , Spike effect on spiking probability 367
If an adaptive threshold is involved in the spike generation process, the firing probability of 368 spikes at time t should depend on the occurrence of preceding spikes at times 0 t t < . To test 369 whether such an effect is present in the TB responses, we calculate, for every stimulus event i 370 generating at least one spike, probabilities of firing depending on spike history. The procedure is 371 illustrated in Fig. 7A where events are the intervals between dashed lines. We first calculate the 372 probability that a spike is generated at time t ( t in event i) given that a spike occurred in a given 373 past temporal window Δ (green in Fig. 7A starting at time t, spikes occurring between t and t-r , where r is the refractory period, are 386 discarded (gray box in Fig. 7A ). The refractory period is defined as the shortest interval where 387 the inter-spike interval histogram exceeds 5% of its maximum (Fig. 7B ). This procedure is 388 repeated for every event of every response. For visualization ( Fig. 7C and D) , all points ( 389
) are used to estimate the joint probability density via a 2-dimensional kernel density 390 estimator using a Gaussian kernel. To ease visualization, each column is normalized to its 391 maximum. 392 393
Results
394
In this study we model low-frequency cochlear nucleus neurons that are highly synchronous 395 (high-sync), i.e., cells that generate spikes that are precisely timed to the fine structure of 396 sounds (Joris and Smith, 2008) . From visual inspection of the raster plots (e.g. in Fig. 1 ), we 397 define the following selection criteria: we select low-frequency cells (CF<1000Hz) with at least 398 one level for which the responses are reliable enough (CI>5). All these cells were classified as 399 PHL. Based on the PSTH and recording location the recordings were likely from axons of bushy 400 cells (Joris et al., 1994 plotted in red as a function of level in Fig. 3A) for almost all cells and all levels. Second, as was 414 shown in (Louage et al., 2005) , individual HHWs and correlation indexes tend to decrease with 415 increasing level . Fig. 3C shows the firing rate as a function of stimulus level for all cells and the 416 population median (in red). The levels range from 40 dB to 110 dB, which corresponds to a 417 change in input pressure by a factor of about 3000. Thus the firing rate responses exhibit strong 418 compression. 419
Another standard measure of the temporal precision of the responses is the intrinsic gamma 420 Fig. 3A , that is, the temporal precision of responses is enhanced at higher levels. 426
A standard measure of spike count reproducibility is the Fano factor (FF), defined as the 427 variance of spike count divided by its mean. It equals 1 for a Poisson process. We computed the 428 average FF over a sliding window of 30 ms, for every cell and level in our dataset (Fig. 3E) (Fig. 2B3) . The results are shown in 444 Fig. 3F where it can be seen that, except for one fiber, the variation of the response lags hardly 445 exceeds 200 µs, while stimulus level varies by more than 40 dB. In Fig. 3G , the same results are 446 shown in cycles, i.e., temporal lag multiplied by the CF of the cells. The sensitivity of each cell, 447 defined as the slope of the linear regression of the lag/SPL relationship, is plotted in Fig. 3H in 448 µs/10dB and in Fig. 3I in cycle/10dB. It appears that spike timing in these cells is not very 449 sensitive to input stimulus level (median = 16µs/10dB in Fig. 3H Fig. 4B shows the linear gamma chirp functions fitted to the RevCors of Fig. 4A . 472
To further quantify the effect of stimulus level on the RevCor shapes, we analyzed the 473 parameters of the fits (Fig. 4 C,D , and E). The left column shows the envelope widths τ (C), In order to quantify the effect of stimulus level on parameter values, we plot the percentage of 485 change per dB, relative to the average value of the parameter (Fig. 4 C,D , and E, right column, see 486
Materials and Methods). For most of the cells, the effect of stimulus level is small. The level 487 sensitivity of τ is small and negative (mean % of change/10dB = -02.5+-5 %), the sensitivity of 488 0 f is also small but positive (mean % of change/10dB = 5+-5%). The sensitivity of the gliding 489 slope is higher due to one outlier (mean % of change/10dB = 26+-72%) but overall is also 490 mainly level-independent, as reported previously for AN fibers (Carney et al., 1999) and basilar 491 membrane (de Boer and Nuttall, 1997), but see (Recio-Spinoso et al., 2009 ). The level sensitivity 492 of the phase θ is small and around zero (mean % of change/10dB = 3+-19%).
493
From these observations, we can conclude that the stimulus level has little effect on the shape of 494 the RevCors. For the rest of this study, the filter used in the model of each neuron (Fig. 5A) The model is optimized so that 1) the spike train produced by the model is maximally coincident 505 with the spike trains in the data, at a resolution of 0.5 ms, and 2) the firing rate of the model is 506 similar to the average firing rate of the data (Fig. 5 A) . Fig. 5C shows the responses of a cell at 507 two different levels (dots) and the two spike trains produced by the fitted model (red), on a test 508 stimulus -i.e., a different stimulus was used to fit the model. The model appears to predict spike 509 times with good accuracy in this example. We note that the model misses a few volleys of spikes, 510 especially at the lower level. There is about one volley of spikes for each characteristic period, 511 but the firing rate of the cell is lower than the characteristic frequency (CF=462Hz, firing rate 512 =180Hz for 50dB and 240Hz for 70dB). Thus, on any given trial, the cell does not fire on each 513 period of the stimulus, and the same is true for the model. 514
We now examine the prediction performance on the whole population, for every neuron and 515 every level (Fig. 5D, E) . Each situation corresponds to a specific set of parameter values. 
EV =
). The statistics of the resulting parameters are shown in Table 1 In this new condition, the fixed threshold model performs poorly (Fig. 6 ). An example is shown 537 in Fig. 6A , with the responses of the fitted model at 6 different levels (green) superimposed on 538 the cell's responses. In this example, the model does not fire at the lower levels (40 dB and 50 539 dB). It can be seen in Fig. 6B that the model (green) fires more than the cell (blue) at higher 540 levels and less than the cell or not at all at lower levels. A second observation is that the model 541 tends to fire too early at higher levels and too late at lower levels. This is shown quantitatively in 542 Fig. 6C , where the lag of the responses with respect to a reference stimulus level of 70 dB is 543 shown for the model and for the cell. 544
The reason for this poor performance is suggested in Fig. 5F : to correctly predict responses 545 across levels, the spike threshold must increase with level. Fig. 6D illustrates what happens 546 when the spike threshold is fixed. When the stimulus level increases, the threshold (red) is 547 crossed earlier and therefore spikes are produced earlier. In addition, previously sub-threshold 548 events may become supra-threshold and new spikes may appear. Conversely, when the stimulus 549 level decreases, spikes are produced later and a few may disappear. 550
From these considerations, we conclude that the threshold should adapt to the input in order to 551 reduce the effect of level. Our starting point is the adaptive threshold model (ATM, inset Fig. 6E ) 552 recently proposed in (Brette, 2012) that has level-invariant responses, both in terms of spike 553 timing and firing rate. This model is based on the observation that, to produce level-invariant 554 responses, scaling the input should leave the crossing points unchanged (Fig. 6E ). This 555 constraint implies that the threshold should depend linearly on the input, and the increase in 556 threshold following a spike must be multiplicative, i.e., it must be proportional to the threshold 557 value at spike time. In order to take into account deviation from complete level invariance, an 558 additive term is added to the reset (see Material and methods). 559
When the same single set parameter optimization procedure is applied to this adaptive model, 560 the prediction performance across levels drastically improves (red line Fig. 6A and F) . Both the 561 firing rate (Fig. 6B , red) and spike timing (Fig. 6C, red) are accurately predicted across level. This 562 model has only one more parameter than the LIF model (6 parameters vs. 5), and therefore this 563 drastic increase in performance is not simply the result of an increased complexity. 564
If a spike-dependent adaptive process were at play, as opposed to e.g. mechanical compression 565 in the cochlea or synaptic depression, the firing probability of spikes at time t should depend on 566 the occurrence of preceding spikes at times 0 t t < . Let us define events as time intervals where 567 the input to the model cell is positive. To test whether such an effect is present in the TB 568 responses, we calculate, for every stimulus event i generating at least one spike, firing 569 probabilities depending on spike history (see Materials and Methods). First, we calculate the 570 probability 1 1 i P → that a spike is generated at time t ( t in event i) given that a spike occurred in a 571 given past temporal window Δ (green box in Fig. 7A ). Second, we compute the probability 0 1 i P → 572 for the ith event that a spike is generated given that no spike previously occurred in Δ . For a 573 given event i, if spikes that occurred in the past in Δ have a suppressive effect on subsequent 574 spikes, then 0 1 i P → > 1 1 . i P → In order to discard possible effects of the absolute refractory period, for 575 a given event starting at time t, spikes which occurred between t and t-R, where R is the 576 refractory period, are discarded (gray box in Fig. 7A ). The absolute refractory period is defined 577 as the shortest interval where the inter-spike interval histogram exceeds 5% of its maximum 578 (Fig. 7B ) yielding 1.4±0.4ms for the population. This procedure is repeated for every event of 579 every response, and we plot the 2-dimensional density 1 1 ,
, where CP is the characteristic period CP of the 581 neuron and t is the starting point of the event (Fig. 7C) . The second one is one period earlier: 582 there is a single set of parameter values for all stimulus levels for each cell, i.e., the learning set 590 consists of concatenated responses at all stimulus levels. Models are tested at all levels on all 591
cells. The first row shows the performance of the fixed threshold LIF model. As expected from 592 the aforementioned considerations, the model tends to have a higher firing rate than the cells at 593 high levels (Fig. 8A1 , bright colors) and lower firing rate at low levels (dark colors), yielding 594 poor prediction performance (
EV = −
). In fact, the model responds only for 61% 595 of the stimulus conditions. As a consequence, the similarity between modeled and recorded 596 spike trains is low on average (Fig. 8B1, 
0.72
R = ,
EV =
). The lag of the responses with 597 respect to a reference level (generally 70dB) is plotted in Fig. 8C1 . The results on the entire 598 population follow the trend shown in Fig. 8 : the responses of fixed threshold models tend to lead 599 the recorded responses at high level and to lag behind them at low level, yielding poor 600 prediction performance (
In the second row, we show the results for a simpler adaptive threshold model (Brandman and 602 Nelson, 2002; Chacron et al., 2003; Kobayashi et al., 2009) , where a 0 = , β 0 = , and α 0. ≠ Note 603 that we do not include compression. That is, adaptation is only triggered by spikes, and the 604 threshold increases by a fixed quantity after a spike. We refer to it as simpler ATM (sATM). 605
Although it performs better than the fixed threshold model, it still shows the same problems: thefiring rate is too high at high level and too low at low level (Fig. 8A2 In the third row, we show the results of the purely level invariant model (Brette, 2012) where a≠ 611 0 , β ≠ 0 , and α = 0. As expected, the responses are the same across levels. The firing rates do not 612 vary with intensity (the points on Fig.8A3 are placed on a horizontal line for each cell). Because 613 spike timing is also level invariant, the lag is zero for all levels compared to the reference level 614 (Fig.8C3) . Even if this model is capable of predicting the response to some degree (Fig.8B3) , 615 those results confirm the fact that a level-dependent term must be included (α ≠ 0). This is done 616 in our ATM model, for which the results (fourth row) show a very good match between the 617 firing rate of the model and the firing rate of the recorded responses (Fig. 8A4 ,
). The model also shows very good performance in predicting the spike trains ( compression. In addition, our ATM model, which includes subthreshold adaptation and 624 multiplicative reset, significantly improves upon a sATM. 625
Statistics of the optimized parameters for the ATM are given in Table 2 . A few cells (n=5) were 626 better fit with a threshold consisting of two dynamical processes with two different time 627
constants. Statistics for these cells are shown in Table 3 . Table3: Fitted parameter values for the ATM with two time constants learned at multiple stimulus levels.
632
The first set of parameters corresponds to the faster time constant, the second one to the slower time 633
constant. The initial ranges were the same as in Table 2 (n=5). 634
Stochastic models 636
So far, we only considered deterministic spiking neuron models, i.e., with no intrinsic noise. 637
Although the in vivo responses of TB fibers are temporally precise and reliable, there is still some 638 variability, both in timing and in spike count. To account for this variability, we now add a white 639
Gaussian noise, with a given variance 2 noise σ , to the spike threshold (see Materials and Methods).
640
To maintain a constant signal-to-noise ratio, the standard deviation noise at the same levels (using a mean square error criterion). We refer to this model as the stochastic 645 ATM. 646
We first consider the case of single-level learning. We compare our model with a widely used 647 approach in neural modeling: the linear-nonlinear Poisson model (LNP (Chichilnisky, 2001; 648 Pillow et al., 2005) ). The LNP model consists of a cascade of a linear and a non-linear stage, 649 followed by Poisson spike generation (see Materials and Methods). The linear part is the same 650 auditory filter as previously used whereas the static non-linearity is optimized on the learning 651 dataset. A 60 ms raster plot of responses from the testing set of a TB fiber at two stimulus levels 652 is shown in Fig. 9 , for the recorded TB fiber responses (A), the stochastic ATM (B) and the 653 optimized LNP model (C). In this particular example, the LNP responses show more spike jitter 654 than the data whereas the stochastic ATM responses seem qualitatively more similar. 655
Prediction performance on the testing set are shown for the entire population in Fig. 10 , where 656 the firing rates (Fig. 10A1) , HHW (Fig. 10B1) , and CI (Fig. 10C1) of the recorded responses (x-657 axis) are compared with those of the corresponding models (y-axis). The LNP model is better at 658 predicting the firing rate than the stochastic ATM (compare Fig. A1 
EV =
). We computed the 665 correlation coefficients between the PSTH of the model and the PSTH of recorded responses for 666 the two models. Fig. 10D shows the correlation for the ATM against the correlation for the LNP 667 for all cells and levels. The PSTHs are clearly better predicted by our adaptive model than by the 668 LNP model (2-sided t-test: p=6×10 -8 , mean correlation coefficients between the data and the 669 model: 0.65±0.15 for the stochastic ATM and 0.49±0.20 for the LNP model). We can conclude 670 that, even in the simple case when learning and testing are performed at the same level, the 671 predictions of the stochastic ATM are better than those of the LNP model, because the LNP 672 model is not temporally precise enough. 673
As we did for the deterministic case, we now analyze the testing prediction performance of the 674 stochastic ATM when the learning set consists of multiple stimulus levels, that is, there is a single 675 set of parameter values of all tested levels (Fig. 11, n=20 ). We do not show the results for the 676 LNP model, because they are extremely poor. By construction, the LNP model does not 677 generalize well across levels: the firing rate is very sensitive to level, spike timing is not sensitive 678 at all, and precision decreases (HHW increases) with increasing level. For the stochastic ATM, 679 the prediction performance for the firing rate is shown in Fig. 11A . Although the model slightly 680 overestimates the firing rate, its predictions are good across the entire level range (
). The predicted temporal precision is also slightly higher than the precision of the 682 cells (HHWs are lower for the models than for the recorded data) but they are good on average 683 (Fig. 11B,   0 .69, R = 0.22 EV = ). The CI is also well predicted (Fig. 11C, 
0.82,
Finally, the prediction performance on the response lags is also very high (Fig. 11D, It can be seen in Fig. 9A that for a given stimulus, some spiking events are more reliable than 691 others. By reliable event, we mean that spikes are observed in most trials in the corresponding 692 event, which is defined as an interval where the filtered stimulus I(t) is positive (e.g. events E1 693 and E2 in Fig. 12A ). For each event, we define reliability R in a similar way as (Mainen and  694 Sejnowski, 1995), as the proportion of trials in which the neuron spikes in the event. The total 695 number of trials ranges between 35 and 100 in our dataset. R=0 means that no spike was 696 observed in response to the stimulus event (unreliable event), whereas R=1 means that a spike 697 was observed in every trial, i.e., the response is perfectly reliable. 698
We try to explain the reliability of events using our stochastic adaptive threshold model. In our 699 model, reliability should be higher when the input is near or above the average threshold (event 700 E2 in Fig. 12A ) than when it is far below the threshold (event E1 in Fig. 12A ): the probability of 701 firing due to the noise is higher in the former than in the latter case. This is indeed seen in the 702 raster plots (Fig. 12A, bottom) , both for the model and the data. In a model with a fixed 703 threshold, reliability is expected to be mostly determined by the input amplitude in the event 704
(which correlates with the slope of depolarization). But in this example (Fig. 12A) , the input 705 magnitude is higher in E1 than in E2, which suggests that the distance to threshold is a better 706 predictor of reliability. 707
In order to quantify these ideas, we first compute the spike count reliability R for each stimulus 708 event, in the responses. We then compute the distance between the mean threshold ( ) T V t and 709 the stimulus I(t), in the corresponding model (d1 and d2 in Fig. 12A ). Fig. 12B shows the 710 reliability vs. distance for all events for one cell at a given level. Fig. 12C shows the reliability vs. 711 peak values (maximum of I(t)) for the same cell. Both distance and peak value are normalized to 712 the mean stimulus level. In this example, the distance is a much better predictor of R than the 713 peak values, as indicated by the quality of the fit to a sigmoid function. 714
We then compare the prediction performance of the two quantities, distance and peak, on the 715 entire population (all cells, all levels). For every response and every stimulus level, we calculate 716 the reliability, distance and peak value for all events, and we fit sigmoid functions to the 717 resulting sets of points (one set for reliability vs. distance, one set for reliability vs. peak), as in 718 Fig. 12B , C. This procedure yields two coefficients of determination R² for each cell and level, one 719 for the reliability vs. distance fit and one for the reliability vs. peak fit. We compare these two 720 coefficients across the entire dataset, first for the responses generated by the model (Fig. 12D),  721 i.e., using spikes output by the model and the corresponding threshold., We do the same analysis 722
for the recorded responses (Fig. 12E) , i.e., we use recorded spikes and the corresponding 723 modelled threshold. As expected, in the model, reliability is much better explained by the 724 distance to threshold than by the input peak (most points are above the diagonal in Fig. 12D) . In 725 the recorded responses, the difference is less clear, but distance is still significantly better at 726 predicting reliability than peak (t-test, p=0.001). Given that the threshold was not directly 727 measured but only indirectly inferred through our model fitting procedure, this is an interesting 728 result. 729 730 731
Discussion
732
In this paper, we presented a phenomenological model of the responses of cochlear nucleus 733 neurons to broadband sounds. It consists of a linear filter followed by an integrate-and-fire 734 model with adaptive threshold. We fitted this model to neuronal data recorded in bushy cell 735 axons of cats, using a recently developed technique (Rossant et al., 2010 (Rossant et al., , 2011 . The model 736 predicts the precise timing of spikes produced by these neurons at different sound levels. In 737 particular, it captures an essential property of these neurons: the low sensitivity of spike timing 738 to sound level when considering the natural ILD range. Indeed, when characterizing the 739 detection of ITDs, one must consider the relative timing between both sides. If the absolute 740 timing changes with input level, the relative timing changes by an amount related to the ILD. 741
Acoustical measurements in cat suggest that ILDs at the frequencies studied here are not larger 742 than about 5 dB (Tollin and Koka, 2009) . Given that the population median sensitivity to input 743 level is 16 µs/10dB (Fig. 3H ) the maximal change in timing across the two ears, expected from 744
ILDs, is about 8 µs (median). This is for positions near the interaural axis where ILDs are 745 maximal. For most spatial positions, the change in timing will be smaller. The lag induced by 746 changes in input level is therefore very small from a behavioral perspective. Note that, due to the 747 paucity of MSO data, it is at present actually unclear whether the level invariance present at the 748 monaural stage of the bushy cells confers invariance in ITD-tuning for ILD and SPL to MSO 749 neurons. 750
751
Our approach is similar in aim to previous studies in the visual pathway, e.g. retina (Pillow et al., 752 2005) , where the input-output function is reproduced, but the anatomy is not modeled in details. 753
It does not follow the general trend in modeling of the early auditory pathway. Indeed, in the 754 past two decades great research efforts have led to the development of detailed quantitative 755 models of the auditory nerve response (Zhang et al., 2001; Sumner et al., 2003; Zilany et al., 756 2009), and of cellular models of neurons of the cochlear nucleus (Kuhlmann et al., 2002; 757 Rothman and Manis, 2003; Zhang and Carney, 2005; McGinley et al., 2012) . While those models 758 provide valuable insight of the underlying mechanisms, they were designed to account for a 759 number of properties of auditory nerve fibers or of bushy cells, but not to reproduce the precise 760 spike trains in response to arbitrary input sounds. Making those models predictive would be 761 impractical as they contain several dozens of parameters to be tuned. 762
We have shown that spiking neuron models with a fixed threshold and a compressive factor or 763 with a simple adaptive threshold with additive reset (Brandman and Nelson, 2002; Chacron et 764 al., 2003; Kobayashi et al., 2009 ) tended to fire too early at high levels and too late at low levels 765 ( Fig. 6 and 8) . The motivation for the inclusion of a compression on the input in the LIF was two-766 fold: 1) to give a fair chance to the IF model, which would be immediately discarded in the 767 absence of any compression, 2) to demonstrate that input compression is insufficient to account 768 for the data. This simple compressive exponent included in the LIF model is not meant to be a 769 realistic model of cochlear compression, which affects both gain and bandwidth (Zhang et al., 770 2001) . In contrast, our model was able to reproduce the effects of stimulus level on neural 771 responses, both for the firing rate and the precise timing of spikes ( Fig. 6 and 8) . It relies on 772 spike-triggered changes of the threshold that include both an additive and a multiplicative term 773 (Brette, 2012 firing rate, temporal precision, and reliability at different stimulus levels (Fig. 11) . Note that the 786 LNP model could be modified to predict responses at different input levels (Smirnakis et al., 787 1997) but this was not implemented in the present work. 788
The model provides a phenomenological account of the underlying response reliability. In a 789
given response, the reliability of an input event, i.e., its tendency to fire a spike at each 790 presentation of the same input, is better explained by the difference between the dynamic 791 threshold and the cell's input than by the cell's input alone (Fig. 12 ). This illustrates that simple 792 integrate-and-fire models provide a convincing phenomenological explanation of spike train 793 statistics, confirming previous work in retinal ganglion cells showing that temporal precision is 794 correlated with the slope of depolarization preceding a spike (Pillow et al., 2005) . 795
Physiological mechanisms of threshold adaptation 796
In our model, reduced level sensitivity is a consequence of spike threshold adaptation. However, 797 this is only a phenomenological model of the entire early auditory pathway, which was 798 constrained by spikes and not by the membrane potential (which was not recorded). Therefore, 799
we cannot conclude that the measured level sensitivity is due to threshold adaptation. 800
Nevertheless, threshold adaptation is a well-known property of neurons, which has been 801 reported in many areas, both in vitro and in vivo, in visual cortex (Azouz and Gray, 2000) , 802
hippocampus (Henze and Buzsáki, 2001) , barrel cortex (Wilent and Contreras, 2005) , and in the 803 avian cochlear nucleus (Howard and Rubel, 2010) and inferior colliculus (Peña and Konishi, 804 2002) . This phenomenon was also modeled in several studies (Brandman and Nelson, 2002; 805 Chacron et al., 2003; Kobayashi et al., 2009; Platkiewicz and Brette, 2010, 2011; Brette, 2012) . 806 Spike initiation is modulated by the properties of voltage-gated channels, in particular the 807 inactivation of Nav1.6 channels in the initial segment and the activation of Kv1 channels. These 808 two mechanisms imply that the voltage threshold for spike initiation adapts to the membrane 809 potential (Platkiewicz and Brette, 2010 (which are the cells we recorded from), and/or in the AN fibers. 816
The modeled threshold could also be implemented via a network mechanism. In particular, it 817 was shown in bushy cells of gerbils that the minimum excitatory input required to elicit a spike 818 increases with level (Kuenzel et al., 2011) , which is consistent with our model. The authors 819 suggested that this modulation could be due to inhibition tuned at the same preferred frequency, 820 possibly provided by the dorsal cochlear nucleus. This is a possible explanation, but we note that 821 it requires the inhibitory input to be precisely tuned, with the same properties as the bushy cell, 822 not only in frequency tuning (same CF) (Caspary et al., 1994; Gai and Carney, 2008) , but with the 823 complete response, including temporal properties. Indeed, the threshold must follow envelope 824 changes occurring at the time scale of the characteristic period of the cell. 825
Rate of depolarization threshold 826
An in-vitro study in mice (McGinley and Oertel, 2006) showed that bushy cells have a threshold 827 of rate of depolarization (ROD), i.e., the excitatory input must depolarize the membrane fast 828 enough to trigger a spike (type III excitability). This empirical observation can be reproduced 829 with our adaptive threshold provided that a>1, which is consistent with the values found for the 830 present data (Table 2 and 3 ). One such realization is shown in Fig. 13 . If the ROD of the input is 831 too small (Fig. 13A) , the threshold tracks the input and remains above it, so that no spike is 832 triggered. If the ROD is large enough (Fig. 13B) , the threshold does not have the time to track the 833 input, which will cross the threshold. Similar to what was measured in vitro (McGinley and  834 Oertel, 2006), there exists a value along the ROD axis -the ROD threshold -above which a cell 835 will always fire (around 7mV/ms for this example). The precise value of the ROD threshold 836 depends on the time constant of the threshold; the faster it is, the larger the ROD threshold. 837
Limitations of the model and possible extensions 838
Although the deterministic adaptive model performed very well at predicting spike times at 839 different levels and the stochastic model outperformed the LNP approach, the model could be 840 improved in various ways, at the cost of simplicity. The auditory filtering derived from the 841 reverse correlation, which implements the (linear) filtering of the afferent pathway, was taken 842
here to be constant across levels. For most cells the changes were indeed very small, but a few 843 neural filters showed variations with stimulus level. Time-varying non-linearities controlled by 844 some feedback mechanism could be included, a standard approach used for AN modeling (Tan 845 and Carney, 2003) . For instance, the bandwidth of the filters (the inverse of the time constant) 846 (Tan and Carney, 2003) could be a function of input level. The phase of auditory nerve firing for 847 low frequency pure tones is also known to depend on level (Carney and Yin, 1988) . More 848 generally, even at fixed level, the linear front end used in this paper does not capture non-linear 849 stimulus-dependent effects, which is certainly a source of error in the performance of the model. 850
In a few cells, we observed that spike timing shift was positively correlated with level (increase 851 in absolute spike timing with level) (Fig.4F) , which seems paradoxical. In theory, the model 852 cannot reproduce this phenomenon. These paradoxical sensitivities have also been recorded in 853 the AN (Michelet et al., 2012) and at the cochlear level (Recio et al., 1998) . Whereas the most 854 plausible mechanisms explaining this counter-intuitive phenomenon are cochlear, cellular 855 mechanisms could also be involved. The subthreshold adaptation of the threshold, which in our 856 model is linear, is in reality non-linear (Platkiewicz and Brette, 2010) . This more realistic 857 behavior could be included in the model, and might reproduce the observed paradoxical level 858 sensitivity. 859
Our initial motivation was to obtain a simple model that can reproduce the spike trains of 860 auditory neurons across a large range of sound levels. In this study, we used broadband 861 stationary noises as acoustical inputs. A logical next step would be to extend the set of sounds to 862 include a variety of ecological sounds. Certainly, predicting the responses of these neurons to a 863 variety of non-stationary sounds will prove challenging. 864 i P → is the probability that a spike is generated at time t ( t in event i) given that a spike 1124 occurred (resp. did not occur) in a given past temporal window Δ (green box). In order to 1125 discard possible effects of the refractory period, for a given event starting at time t, spikes 1126 occurring in the grey box are discarded. B: Interspike-interval histogram (ISI) for a fiber at one 1127 intensity. The refractory period for each fiber is defined as the shortest interval where the ISI 1128 histogram exceeds 5% of its maximum (red vertical line). C and D: All of the probabilities paired 1129 represent low probabilities and dark red high probabilities. In (C) the time window has a 1131 duration extending in the past that equals the fiber characteristic period (CP). In (D) the time 1132 window extends from t-2CP to t-CP, where t is the time of the event. In (C) the firing 1133 probabilities when a spike occurred in the time window is lower than when no spike occurred, 1134 which means that spike history has a suppressive effect on subsequent spikes. This is not the 1135 case when the process looks further in the past (D). 1136 learned with all stimulus levels available for this fiber at once and testing is performed at every 1141 intensity using the corresponding models with independent inputs. The points in the figures, 1142 which represent TB fibers at single stimulus levels, are color-coded, with lowest stimulus levels 1143 having dark colors and high levels having bright colors. The solid lines are the identity diagonals. 1144 A: firing rates of the models (y-axis) against firing rates of the corresponding fibers at different 1145 levels (x-axis). B: same as in ( for a recorded TB fiber (A), the corresponding stochastic ATM (B) and LNP model (C), at two 1153 different stimulus levels (50dB and 70dB). 50 tokens of the same frozen noise were presented at 1154 each intensity. The models were learned at a single intensity and tested at the same intensity 1155 with another noise token. 1156 
