ABSTRACT. In this work, we address some optimal control problems related to the evolution of two isothermal, incompressible, immisible fluids in a two dimensional bounded domain. A distributed optimal control problem is formulated as the minimization of a suitable cost functional subject to the controlled nonlocal Cahn-Hilliard-Navier-Stokes equations. We prove the existence of an optimal control and then establish the Pontryagin's maximum principle for optimal control of such systems, which gives the first-order necessary conditions of optimality. We characterize the optimal control using the adjoint variable.
Introduction
We consider the evolution of two isothermal, incompressible, immisible fluids in a bounded domain Ω subset of R 2 or R 3 . The average velocity of the fluid is denoted by u(x, t) and the relative concentration of one fluid is denoted by ϕ(x, t), for (x, t) ∈ Ω × (0, T). A general model for such a system is known as nonlocal Cahn-Hilliard-NavierStokes system in Ω × (0, where m is the mobility paramter, µ is the chemical potential, π is the pressure, J is the spatial-dependent internal kernel, J * ϕ denotes the spatial convolution over Ω, a is defined by a(x) := Ω J(x − y)dy, F is a double well potential, ν is the kinematic viscosity and h is the external forcing term acting in the mixture. (see [17] ). Also, Du is the symmetric part of the gradient of the flow velocity vector, i.e., Du is the strain tensor 1 2 ∇u + (∇u) ⊤ . The density is supposed to be constant and is equal to one (i.e., matched densities). The system (1.1) is called nonlocal because of the term J, which is averaged over the spatial domain. Various simplified models of this system are studied by several mathematicians and physicists. The local version of the system is obtained by replacing µ equation by µ = ∆ϕ + F ′ (ϕ). Another simplification appeared in the literature is to assume the constant mobility parameter and/or constant viscosity. From the mathematical point of view, the nonlocal version is physically more relevant and mathematically challenging too. This model is more difficult to handle because of the nonlinear terms like the capillarity term (i.e., Korteweg force) µ∇ϕ acting on the fluid. Even in two dimensions, this term can be less regular than the convective term (u · ∇)u (see [5] ).
We now discuss some of the works available in literature for the solvability of the system (1.1) and also the simplified Cahn-Hilliard-Navier-Stokes models. In [4] author studies local Cahn Hilliard Navier Stokes system and establishes existence and uniqueness in dimension 2 and 3. In [5] , the authors proved the existence of a weak solution for nonlocal Cahn-Hilliard-Navier-Stokes system with mobility parameter equal to one and constant viscosity. The uniqueness of weak solution for such systems remained open until 2016 and the authors in [17] resolved it for dimension 2. The authors in [17] also considered the case of nonlocal systems with non constant m and non constant ν under certain assumptions on the kernel J. The existence of a unique strong solution in two dimensions for the nonlocal system with constant viscosity and mobility parameter equal to 1 is proved in [18] and the authors showed that any weak solution regularizes in finite time uniformly with respect to bounded sets of initial data. As in the case of 3D Navier-Stokes, in three dimensions, the existence of a weak solution is known (see [5] ), but the uniqueness of the weak solution for the nonlocal Cahn-Hilliad-Navier-Stokes system remains open.
Optimal control theory of fluid dynamic models has been one of the far-reaching areas of applied mathematics with several engineering applications (see for example [25, 19, 20] ). Controlling fluid flow and turbulence inside a flow in a given physical domain, with known initial data with various means, for example, body forces, boundary values, temperature (cf. [1, 24] etc.), is an interesting problem in fluid mechanics. An another interesting control problem is to find an optimal controlled initial data with a given external forcing such that a suitable cost functional is minimized (see [25] ). The mathematical developments in infinite dimensional nonlinear system theory and partial differential equations in the past several decades, opened up a new window for the optimal control theory of Navier-Stokes equations. Such problems are extensively addressed in [16, 19, 1, 20, 23, 25] , etc., to name a few.
We are interested to study some optimal control problems related to the system (1.1). In this paper, we give a systematic approach to the mathematical formulation and resolve the problem of minimizing total energy. We consider two dimensional fluid flows, since the nonlocal Cahn-Hilliad-Navier-Stokes equations are not known to be well-posed in three dimensions. To the best of authors knowledge, the control problems for nonlocal Cahn-Hilliard-Navier-Stokes system is completely open. However the optimal control for dynamic boundary control [7, 8] and optimal control problem for the viscous CahnHilliard system [27, 28] are available in the literature. In [6, 9, 10] , authors discuss about the control problems related to phase field system of Cahn-Hilliard-Navier-Stokes type. An optimal distributed control of a diffuse interface model of tumor growth is considered in [11] . The model studied in [11] is a kind of local Cahn-Hilliard-Navier-Stokes type system with some additional conditions on F.
In this paper, we formulate a distributed optimal control problem and a data assimilation problem (optimization of the initial velocity filed), and establish the Pontryagin maximum principle for the non local Cahn-Hilliard-Navier-Stokes system. The unique global strong solution of the system (2.1a)-(2.1f) (see below) established in [18] helps us to achieve this goal. The coupling in the system (1.1) makes the problem mathematically challenging and harder to resolve than that of the corresponding problem for the NavierStokes system and Cahn Hilliard system. The paper is organized as follows: In the next section, we discuss the functional setting for the unique solvability of the system (2.1a)-(2.1f) (see below). We also state the existence and uniqueness of a weak as well as strong solution of the system in the same section (see Theorems 2.7, 2.10 and 2.11). The unique solvability of the linearized system is established in section 3 using a standard Galerkin approximation technique (see Theorem 3.1). An optimal control problem is formulated in section 4 as the minimization of a suitable cost functional (the sum of total energy and total effort by controls). The distributed control acting on the system controls the average velocity of the fluids. We first prove the existence of an optimal control (see Theorem 4.5) and then establish the Pontryagin maximum principle (see Theorem 4.7), which gives the first-order necessary optimality conditions associated with the problem. We characterize the optimal control using the adjoint system.
Mathematical Formulation
In this section, we mathematically formulate the two dimensional Cahn-Hilliard-NavierStokes system and discuss the necessary function spaces required to obtain the global solvability results for such systems. We mainly follow the papers [5, 17] for the mathematical formulation and functional setting.
Governing equations.
A well known model which describes the evolution of an incompressible isothermal mixture of two immiscible fluids is governed by Cahn-HilliardNavier-Stokes system (see [5] ). We consider the following controlled Cahn-Hilliard-NavierStokes system:
where Ω ⊂ R 2 is a bounded domain with sufficiently smooth boundary and n is the unit outward normal to the boundary ∂Ω. In the system (2.1a)-(2.1f), U is the distributed control acting in the system.
Functional Setting.
Let us introduce the following functional spaces required for getting the unique global solvability results of the system (2.1a)-(2.1f).
Let us denote · and (·, ·) the norm and the scalar product, respectively, on both H and G div . The duality between any Hilbert space X and its dual X ′ will be denoted by ·, · . We know that V div is endowed with the scalar product
Let us define the Stokes operator A :
where P : L 2 (Ω) → G div is the Helmholtz-Hodge orthogonal projection. Note also that, we have
It should also be noted that A −1 : G div → G div is a self-adjoint compact operator in G div and by the classical spectral theorems there exists a sequence λ j with 0 < λ 1 ≤ λ 2 ≤ λ j ≤ · · · → +∞ and a family of w j ∈ D(A) which is orthonormal in G div and such that Aw j = λ j w j . Hence, we have the following form of the Poincaré inequality:
For u, v, w ∈ V div we define the trilinear operator b(·, ·, ·) as
and the bilinear operator B from
An integration by parts yields,
For more details about the linear and nonlinear operators, we refer the readers to [26] . Lemma 2.1 (Gagliardo-Nirenberg inequality, Theorem 2.1, [14] ). Let Ω ⊂ R n and u ∈ W 1,p (Ω; R n ), p ≥ 1. Then for any fixed number q, r ≥ 1, there exists a constant C > 0 depending only on d, p, q such that
where the numbers p, q, r and θ satisfy the relation
The particular cases of Lemma 2.1 are the well known inequalities, due to Ladyzhenskaya (see Lemma 1 and 2, Chapter 1, [21] ), which are given below.
Lemma 2.2 (Ladyzhenskaya inequality). For
3)
where C = 2, 4 for n = 2, 3 respectively.
For every u, v, w ∈ V div the following estimates hold 4) so that for all u ∈ V div , we have 5) by using the Poincaré inequality.
For every f ∈ V ′ we denote f the average of f over Ω, i.e., f := |Ω| −1 f , 1 , where |Ω| is the Lebesgue measure of Ω. Let us also introduce the spaces (see [17] )
and the operator A : V → V ′ is defined by
Clearly A is linear and it maps V into V ′ 0 and its restriction B of A to V 0 onto V ′ 0 is an isomorphism. We know that for every f ∈ V ′ 0 , B −1 f is the unique solution with zero mean value of the Neumann problem:
In addition, we have
Note that B can be also viewed as an unbounded linear operator on H with domain
Weak Solution of the Governing
Equations. Now we state the existence theorem and uniqueness theorem for the nonlocal Cahn-Hilliard-Navier-Stokes system given by (2.1a)-(2.1f). For, let us make the following assumptions: Assumption 2.3. Let J and F satisfy:
Remark 2.4. Assumption J ∈ W 1,1 (R 2 ; R) can be weakened. Indeed, it can be replaced by J ∈ W 1,1 (B δ ; R), where B δ := {z ∈ R 2 : |z| < δ} with δ := diam(Ω), or also by Let us now give the definition of a weak solution for the system (2.1a)-(2.1f). 11) and for almost any t ∈ (0, T), we have
Definition 2.6 (weak solution). Let
12)
(iii) Moreover, the following initial conditions hold in the weak sense
14)
i.e., for every v ∈ V div , we have (u(t), v) → (u 0 , v) as t → 0, and for every χ ∈ V, we have (ϕ(t), χ) → (ϕ 0 , χ) as t → 0.
Next, we discuss the existence and uniqueness of weak solution results for the system (2.1a)-(2.1f). (2.16) or the weak solution (u, ϕ) satisfies the following energy identity, 
where Q also depends on F, J, ν and Ω. 
Theorem 2.10 (Uniqueness, Theorem 2, [17]). Suppose that Assumption 2.3 is satisfied. Let
. Then the following continuous dependence estimate holds:
, where Λ 0 (t), Λ 1 (t) and Λ 2 (t) are continuous functions which depend on the norms of the two solutions. The functions Q and Λ i (t) also depend on F, J and Ω.
The following theorem gives the existence and uniqueness of strong solution for the system (2.1a)-(2.1f). (2.18) and also
Theorem 2.11 (Global Strong
Remark 2.12. The regularity properties given in (2.18) - (2.20) imply that
If the assumptions of Theorem 2.11 guarantee that ϕ satisfies (2.20), then we also have strong continuity in time, that is,
ϕ ∈ C([0, T]; H 2 (Ω)). (2.22)
Existence and Uniqueness of the Linearized system
From the well known theory for the optimal control problems governed by partial differential equations, we know that the optimal control is derived in terms of the adjoint variable which satisfies a linear system. As a first step to this goal, we linearize the nonlinear system and obtain the existence and uniqueness of weak solution using a standard Galerkin approximation technique. Let us linearize the equations (2.1a)-(2.1f) around ( u, ϕ) which is the unique weak solution of system (2.1a)-(2.1f) with control term U = 0 (uncontrolled system) and external forcing h such that
so that ( u, ϕ) has the regularity given in (2.18).
Let us now rewrite the equation (2.1c). We know that
Hence we can rewrite (2.1c) as
where
Since pressure is also an unknown quantity, in order to linearize, we substitute u = w + u, π = π + π and ϕ = ψ + ϕ in (3.1) and (2.1a) to get
Hence, we consider the following linearized system:
Note that in (3.2c), we used the Taylor formula:
and ignored the second order terms in ψ, since we are considering a linear system, ϕ ∈ L ∞ ((0, T) × Ω) and F(·) has a polynomial growth as discussed in Remark 2.5. In order to establish the Pontryagin maximum principle in next section, we take h = w 0 = ψ 0 = 0.
Next, we discuss the unique global solvability results for the system (3.2a)-(3.2f).
Theorem 3.1 (Existence and Uniqueness of Linearized System). Suppose that the Assumption 2.3 is satisfied. Let us assume ( u, ϕ) be the unique weak solution of the system (2.1a)-(2.1f)
with the regularity given in (2.18) .
Proof. To prove the existence and uniqueness of the linearized system (3.2a)-(3.2f) we use a standard Galerkin approximation scheme and show that these approximate solutions converge in appropriate spaces to the solution of the linearized system. Before that we prove some a-priori energy estimates which help us in proving the convergence of Galerkin approximations.
Taking inner product of (3.2a) with w, we get
Now we estimate each term of the above equality. In order to estimate b(w, u, w), we use the Hölder, Ladyzhenskaya and Young's inequalities to obtain
Using an integration by parts and the divergence free condition given in (3.2d), we have
Once again using the Hölder, Ladyzhenskaya and Young's inequalities, we obtain
In order to estimate ((J * ψ)∇ ϕ, w) and ((J * ϕ)∇ψ, w), we write the terms using an integration by parts and the divergence free condition as
We estimate ((∇J * ψ) ϕ, w) using Hölder's inequality, Ladyzhenskaya inequality and Young's inequality for convolution as
Similarly, we obtain
Using the Cauchy-Schwarz inequality and Young's inequality, we also get
(3.8)
Combining (3.4)-(3.8) and substituting in (3.3) to find
Now taking inner product of (3.2b) with B −1 (ψ − ψ), we get
We can write (∆ µ, B −1 (ψ − ψ)) using (2.6) as
Using the Assumption 2.3 (2) and (3.11) in (3.10), we obtain 1 2
The difficult term to estimate with the weak solution regularity of ( u, ϕ) is (F ′′ ( ϕ)ψ, ψ)), and hence we need more regular weak solution. Using the Cauchy-Schwarz, Hölder and Young's inequalities to estimate the first term from the right hand side of the inequality (3.12) as
To estimate (w · ∇ ϕ, B −1 (ψ − ψ)), we use an integration by parts, w ∂Ω = 0 and the divergence free condition of w to get
Now using the Hölder, Ladyzhenskaya, Poincaré and Young's inequalities, we estimate the above term as 14) where λ 1 is the first eigenvalue of the Stokes operator A. Moreover, we have 15) where in the final step we used the Gagliardo-Nirenberg inequality. One can see that the H 2 -norm of ζ in D(B) is equivalent to the L 2 -norm of (B + I)ζ, i.e.,
and B is a linear operator, we have
Substituting in (3.15), we get
Now combining (3.13)-(3.17) and substituting it in (3.12), we get 1 2
By adding (3.9) and (3.18) we get,
where we used the fact that 2x ≤ (1 + x 2 ). Integrating from 0 to t, we get
Using the Grönwall inequality, we obtain
for all t ∈ (0, T]. Therefore, we get
since J ∈ W 1,1 (R 2 ; R), the weak solution regularity of ( u, ϕ),
, where ֒→ denotes the dense and continuous embedding. Note that F(·) has a polynomial growth (see 2.9) and hence using the regularity of ϕ, we get 
where C is a generic constant depending on initial data, external forcing, control and different norms described above, so that we also get w ∈ L 2 (0, T; V div ) and ψ ∈ L 2 (0, T; H).
Using a standard Galerkin approximation technique one can easily obtain the global existence of the linearized system (3.2a)-(3.2f) by making use of the above energy estimates. Uniqueness also follows easily from the energy estimates, since the system is linear. The unique solvability results for the nonlinear system (2.1a)-(2.1f) is thoroughly given in Theorem 1, [5] and Theorem 2, [17] . Also, the pressure π ∈ L 2 (0, T;
: Ω π(x)dx = 0 , which is unique up to an additive constant, can be obtained using the same technique as in the case of Navier-Stokes equations (see [26] ). Furthermore, one can show that
. This regularity result of the linearized system we need in the next section.
Theorem 3.2. Suppose that the assumptions given in Theorem 3.1 holds and assume that
Proof. Let us take inner product of µ + J * ψ with the equation (3.2b) to obtain
We know that
Note that 0 < C 0 ≤ a + F ′′ (s) for all s ∈ R and a.e. x ∈ Ω. Thus, we get
Substituting(3.25) in (3.23), we obtain
An integration by parts, Cauchy-Schwarz inequality, convolution inequality and Young's inequality yields
Using an integration by parts, using the divergence free condition of w, Hölder, Ladyzhenskaya and Young's inequalities, we estimate |(w · ∇ ϕ, µ)| as
Once again an integration by parts, Hölder and Young's inequality yields
Note that C 0 ≤ a(x) + F ′′ (s), for all s ∈ R and a.e. x ∈ Ω. Using the Hölder inequality, convolution inequality, Ladyzhenskaya inequality and Young's inequality, we have
(3.31)
But, we also have
Combining (3.31) and (3.32), we find
(3.33)
Let us substitute (3.33) in (3.30) to get
We use the Hölder inequality, Ladyzhenskaya inequality, Poincaré inequality, convolution inequality and Young's inequality to estimate the terms as
We substitute (3.35)-(3.38) in (3.34) to obtain
Let us now add the inequalities (3.9) and (3.39) to get
Let us integrate the inequality (3.40) from 0 to t to obtain
w(s) 2 ds
An application of the Grönwall inequality in (3.41) yields 
Thus, we obtain the regularity
which completes the proof.
Optimal Control Problem
In this section, we formulate a distributed optimal control problem as the minimization of a suitable cost functional subject to the controlled nonlocal Cahn-Hilliard-NavierStokes equations. The main aim is to establish the existence of an optimal control that minimizes the cost functional given below subject to the constraint (2.1a)-(2.1f). The associated cost functional is defined by
where u d (·) and ϕ d (·) are the desired states. Note that the cost functional is the sum of total energy and total effort by control.
Let us assume that
and the initial data u 0 ∈ V div and ϕ 0 ∈ H 2 (Ω). 
. From now onwards, we assume that along with the Assumption 2.3 condition (4.2) holds true.
Definition 4.1. Let U ad be a closed and convex subset consisting of controls
U ∈ L 2 (0, T; G div ).
Definition 4.2 (Admissible Class). The admissible class A ad of triples (u, ϕ, U) is defined as the set of states (u, ϕ) with initial data given in (4.3), solving the system (2.1a)-(2.1f) with control
U ∈ U ad , which
is a subspace of L 2 (0, T; G div ). That is,
is a unique strong solution of (2.1a) − (2.1f) with control U .
In view of the above definition, the optimal control problem we are considering is formulated as
(OCP)
Definition 4.3 (Optimal Solution). A solution to the Problem (OCP)
is called an optimal solution and the optimal triplet is denoted by (u * , ϕ * , U * ). The control U * is called an optimal control.
In the rest of this section, we find an optimal solution to the problem (OCP) via adjoint variables characterization.
The Adjoint System.
In this subsection, we formally derive the adjoint system corresponding to the problem (2.1a) -(2.1c). Let us take h = 0 in (2.1a) -(2.1c) and define
2 . Then the system (2.1a) -(2.1c) can be written as
As is well known from the control theory literature, in order to get the necessary conditions for the existence of an optimal control to the Problem (OCP), we need the adjoint equations corresponding to the system (2.1a)-(2.1f). With this motivation, we define the augmented cost functional J by
where p and η denote the adjoint variables to u and ϕ respectively.
Before establishing the Pontryagin maximum principle, we derive the adjoint equations formally by differentiating the augmented cost functional J in the Gâteaux sense with respect to each variable.
Then the adjoint variables p, η and U satisfy the following system
Note that differentiating J with respect to the adjoint variables recovers the original linearized system. We compute
Also it should be noted that the third condition in (4.6) gives U = p. Thus from (4.6), it follows that the adjoint variables (p, η) satisfy the following adjoint system:
Remember that q : Ω → R is also an unknown. The following theorem gives the unique solvability of the system (4.8). 
Theorem 4.4 (Existence and Uniqueness of Adjoint System
to the system (4.8).
Proof. In order prove the existence and uniqueness of the adjoint system (4.8), we use a standard Galerkin approximation scheme and show that these approximations converge in the space given in (4.9) to the solution of the system (4.8). First we find an a-priori energy estimates satisfied by (p, η).
Let us take the inner product with p(·) of the first equation in (4.8) to obtain
where we used ((u · ∇)p, p) = 0, since p is divergence free. Let us estimate I 1 using the Hölder, Ladyzhenskaya and Young's inequalities as
Using an integration by parts, the divergence free condition, Hölder, Ladyzhenskaya and Young's inequalities, we estimate I 2 as 
(4.13)
We now take the inner product with η to the second equation in (4.8) to get
where we used (u · ∇η, η) = 0, since u is divergence free. Since η Ω = 0, an integration by parts yields
Thus, from (4.14), we obtain
Note that the properties of J(·), an integration by parts, Hölder, Ladyzhenskaya and Young's inequalities yields
In a similar way, we estimate I 5 as
Once again using the Hölder and Young's inequalities to estimate I 6 as
We use the properties of J(·), an integration by parts, Cauchy-Schwarz, Hölder and Young's inequality to estimate I 7 as
Using the Cauchy-Schwarz and Young's inequality, we estimate I 8 as
Similarly, we have
The most difficult term, which is not possible to estimate using the weak solution regularity of (u, ϕ) is (∇F ′′ (ϕ) · ∇η, η). Thus we need the solution (u, ϕ) to be a strong solution. Using the Hölder, Young's and Ladyzhenskaya inequalities, it is immediate that
Let us now combine (4.11)-(4.13) and substitute in (4.10) and also combine (4.17)-(4.23) and then substitute in (4.16), and then add together to find
Integrating the above inequality from t to T and using the data p(T) = η(T) = 0, we get
An application of the Grönwall inequality in (4.25) yields
is the unique strong solution of the nonlinear system, the right hand side of the inequality (4.26) is finite.
, and also the regularity η ∈ L 2 (0, T; V ) easily gives η ∈ L 2 (0, T; V).
By employing a standard Galerkin approximation technique (see Theorem 4.2, [11])
, we obtain the existence of a weak solution (p, u) to the system (4.8) with the regularity 
Existence of an Optimal Control.
Let us now show that an optimal triplet (u * , ϕ * , U * ) exists for the problem (OCP). (u 0 , ϕ 0 ) satisfying (4.3) be given. Then there exists at least one triplet (u * , ϕ * , U * ) ∈ A ad such that the functional J (u, ϕ, U) attains its minimum at (u * , ϕ * , U * ), where (u * , ϕ * ) is the unique strong solution of (2.1a)-(2.1f) with the control U * .
Theorem 4.5 (Existence of an Optimal Triplet). Let the Assumption 2.3 along with the condition (4.2) holds true and the initial data

Proof. Claim (1):
A ad is nonempty. If U = 0, then by the existence and uniqueness theorem (see Theorems 2.7 and 2.10), a unique weak solution (u, ϕ) exists. Since the condition (4.2) holds true and the initial data (u 0 , ϕ 0 ) satisfies (4.3), the unique weak solution we obtained is also a strong solution. Hence, J (u, ϕ, 0) exists and belongs to A ad . Therefore the set A ad is nonempty.
Claim (2):
There exists an optimal triplet (u * , ϕ * , U * ) ∈ A ad . Let us define
Since, 0 ≤ J < +∞, there exists a minimizing sequence {U n } ∈ U ad such that
where (u n , ϕ n ) is the unique strong solution of (2.1a)-(2.1f) with the control U n and
Without loss of generality, we assume that
, from the above relation, it is clear that, there exist a K > 0, large enough such that
In particular there exists a large C > 0, such that
Therefore the sequence {U n } is uniformly bounded in the space L 2 (0, T; G div ). Since (u n , ϕ n , U n ) is a unique weak solution of the system (2.1a)-(2.1f), from the energy estimates, one can easily show that the sequence {u n } is uniformly bounded in
. Hence, by using the Banach-Alaoglu theorem, we can extract a subsequence {(u n , ϕ n , U n )} such that 
Proceeding similarly as in Theorem 1, [5] and Theorem 2, [17] , we obtain (u * , ϕ * , U * ) is a unique weak solution of (2.1a)-(2.1f). Note that the initial condition (4.27) and (4.2) also imply that
Thus, we have (see Theorem 2, [18] 
Hence (u * , ϕ * , U * ) is a unique strong solution of (2.1a)-(2.1f) with control U * ∈ U ad . This easily implies (u * , ϕ * , U * ) ∈ A ad .
Claim (3):
is weakly lower semi-continuous (see Proposition 1, Chapter 5, [3] ). That is, for a sequence
Pontryagin's Maximum Principle.
In this subsection, we prove the Pontryagin's maximum principle for the optimal control problem defined in (OCP). Pontryagin Maximum principle gives a first order necessary condition for the optimal control problem (OCP). We also characterize the optimal control in terms of the adjoint variables. Even though we announced the subsection title as Pontryagin's maximum principle, our problem is a minimization of the cost functional given in (4.1) and hence we obtain a minimum principle.
The following minimum principle is satisfied by the optimal triplet (u * , ϕ * , U * ) ∈ A ad : 
Then, we can define the corresponding Hamiltonian by
where N 1 and N 2 are defined by (4.4) . Hence, we get the minimum principle as 
holds for all v ∈ X. The set of all subgradients of f at u is called subdifferential ∂ f (u) of f at u.
Now we state the main result of our paper. For similar results regrading the incompressible Navier-Stokes equations, see for example [1, 25] and for the linearized compressible Navier-Stokes equations, see [15] . Proof of Theorem 4.7. Let (u * , ϕ * , U * ) ∈ A ad be the optimal triplet for the control problem (OCP). Let F (U) = J (u U , ϕ U , U), where (u U , ϕ U , U) is the solution of (2.1a)-(2.1f) with control U. Then, we have
Therefore, we get
Since (u U * +λU , ϕ U * +λU ) and (u U * , ϕ U * ) are the unique solution of the system (2.1a)-(2.1f) with controls U * + λU and U * respectively, using the estimates given in the uniqueness Theorem (see Theorem 2.10),
. Thus dividing by λ, and then sending λ → 0, we have u
Let us denote the Gâteaux derivative of F at U * in the direction of U by F ′ (U * ) · U. Let (w, ψ) satisfies the linearized system (3.2a)-(3.2f) with control U, and initial condition and forcing term to be equal to zero, that is, w(0) = ψ(0) = h = 0. From Lemma 4.8 (see below), we have
Dividing by λ and then taking λ → 0 in (4.37), we obtain
where (w, ψ) is the unique weak solution of
The pair (u U * , ϕ U * ) and (u U * +λU , ϕ U * +λU ) are the unique strong solutions of (2.1a)-(2.1f) with controls U * and U * + λU, respectively.
Proof. In order to prove (4.41), we need to prove (4.38) and (4.39). Let us set
Observe that, ( u, ϕ) satisfies the following system:
While considering (4.43), we ignored the second order terms involving ϕ 2 in the equation
and F(·) has an arbitrary polynomial growth in ϕ U * (see Remark 2.5). A same kind of approximation we did for π u in (4.44) also.
Moreover, it can be shown that (y, ̺) satisfies the following system:
45) where
Let us denote the right hand side of the equations for y and ̺ by k(x, t) and l(x, t), respectively. That is,
Our next aim is to show that 
so that we find Thus, we obtain
Using Hölder's inequlaity and Poincaré inequality, we also have
Hence, we get It should be noted that u · ∇ ϕ = 0, since an integration by parts, u ∂Ω = 0 and the divergence free condition of u yields 
so that we find
We ignored higher order terms in (4.44) also. It can be easily seen that
Thus (4.38) and (4.39) still holds true.
