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The necessary and sufficient conditions for stochastic
differential systems with multi-time states cost functional
Shuzhen Yang∗†
Abstract: From economics point of view, we investigate a new optimal control problem
driven by a stochastic differential equation with a multi-time states cost functional. By con-
structing a series of first-order adjoint equations, we establish the stochastic maximum principle
and sufficient optimality conditions for this new optimal control problem. A constraints prob-
lem also be studied. In the end, we develop a near optimal control problem for a general cost
functional.
Keywords: stochastic differential equations; stochastic maximum principle; constraints
conditions
1 Introduction
Let us consider the following optimal production planning problem with the uncertainties de-
mand and the multi-time states cost functional in the productive cycle. Notice that, the demand
of the society is always uncertainties which could be described by a stochastic differential equa-
tion as follows,
y(t) = y(0) +
∫ t
0
b(s)ds+
∫ t
0
σ(s)dW (s),
where W (·) is a standard Brownian motion under a probability space (Ω,F , {Ft}0≤t≤T , P ). In
order to meet the demand, the factory will change the production rate u(·) with the demand
y(·), i.e.,
X(t) = X(0) +
∫ t
0
[
u(s)− y(s)]ds.
Consider the production capacity, the production rate u(·) may satisfy
0 ≤ u(s) ≤ K, 0 ≤ s ≤ T,
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where K is a constant.
In fact, the factory may have some limitation for inventory level X(·) in the productive
cycle, i.e., for 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn, there are constraints for (X(t1), X(t2), · · · , X(tn)),
0 ≤ E[X(ti)] ≤ αi, i = 1, 2, · · · , n. (1.1)
On the other hand, the factory need to pay the running cost for inventory and production, we
denote it as f(X(t), u(t)) at time t ∈ [0, T ]. Also, the factory need pay the disposal cost for in-
ventory levelX(·) at time (t1, t2, · · · , tn), in general, we denote it as Ψ(X(t1), X(t2), · · · , X(tn)).
Thus, the cost functional as follows,
J(u(·)) = E[
∫ T
0
f(X(t), u(t))dt+ Ψ(X(t1), X(t2), · · · , X(tn))
]
. (1.2)
In this study, we will consider the following general state processes with the cost functional
(1.2),
X(s) =
∫ s
0
b(X(t), u(t))dt+
∫ s
0
σ(X(t), u(t))dW (t). (1.3)
Also, some constraints conditions which similar with equation (1.1) is considered.
In the case where Ψ(X(t1), X(t2), · · · , X(tn)) = Ψ(X(tn)) with tn = T , there are many
works concerning this subject. We refer Bensoussan [1] and Bismut [2] for the local maxi-
mum principle with the convex control set, and Peng [10] for the global maximum principle
with general control domain which may not convex, for more see [5]. Recalling that dynamic
programming with related HJB equations and maximum principle are powerful approaches for
solving optimal control problems (see [10],[9], [13], [16] and [11]). The HJB equations derived
for stochastic delay systems (see [3], [7] and [8]).
In our previous paper Yang [15], the stochastic maximum principle for the above stochastic
differential systems (1.3) with a general cost functional is developed. Further, in [15], the ter-
minal cost functional is Ψ(X[0,T ]), where X[0,T ] = X(s)0≤s≤T . However, there are some strong
assumptions about Fre´chet derivatives in [15], and the structure of which is too complicity, for
more details see [4, 14].
In this study, we will remove the assumptions about Fre´chet derivatives in [15]. In the
following, we present the details of this study. We first derive the maximum principle for
the optimal control problem (1.2), the main difficult is that the cost functional has the part
Ψ(X(t1), X(t2), · · · , X(tn)). At moment, for the limitation of technique, we assume that the
control domain is convex. Then, we construct a series of first-order adjoint equations and
establish the stochastic maximum principle via the duality technique. In the following, we
investigate the sufficient conditions for the optimal control problem (1.2). Motivate with the
beginning of this section, a constrains problem is developed and some usefull results is given. To
the best of our knowledge, the sufficient conditions and constrains problem for optimal control
problem (1.2) are first investigated in this study.
The paper is organized as follows: In Section 2, we present the stochastic optimal control
problem and show some examples to describe our main results. The proof of maximum principle
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theorem is given in Section 3. In Section 4, the sufficient conditions for optimality problem is
investigated. In addition, we develop the constrains problem and obtain some usefull results in
Section 5. In the end, we investigate a near optimal control problem for dealing with the model
in [15] via the results in Section 3.
2 The optimal control problem
LetW be a d-dimensional standard Brownian motion defined on a complete filtered probability
space (Ω,F , P ; {F(t)}t≥0), where {F(t)}t≥0 is the P -augmentation of the natural filtration
generated by the Brownian motion W .
Let T > 0 be given, consider the following controlled stochastic differential equation,
dX(s) = b(X(s), u(s))ds+ σ(X(s), u(s))dW (s), s ∈ (0, T ], (2.1)
with the initial condition X(0) = x, where u(·) = {u(s), s ∈ [0, T ]} is a control process taking
value in a convex set U of Rm and b, σ are given deterministic functions.
In this study, we consider the following multi-time states cost functional, which related with
different objective at different time.
J(u(·)) = E[
T∫
0
f(X(t), u(t))dt+ Ψ(X(t1), · · · , X(tn))
]
, (2.2)
with 0 = t0 ≤ t1 ≤ · · · ≤ tn = T and
b : Rm × U → Rm,
σ : Rm × U → Rm×d,
f : Rm × U → R,
Ψ : Rm×n → R,
we set σ = (σ1, σ2, · · · , σd), and σj ∈ Rm for j = 1, 2, · · · , d.
Let b, σ, f uniformly continuous and satisfy the following linear growth and Lispschitz con-
ditions.
Assumption 2.1 Suppose there exists a constant c > 0 such that
|b(x1, u)− b(x2, u)|+ |σ(x1, u)− σ(x2, u)| ≤ c |x1 − x2| ,
∀(x1, u), (x2, u) ∈ Rm × U .
Assumption 2.2 Suppose there exists a constant c > 0 such that
|b(x, u)|+ |σ(x, u)| ≤ c(1+ | x |), ∀(x, u) ∈ Rm × U.
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Assumption 2.3 Let b, σ, f,Ψ be first differentiable at x and u, and their derivatives in x are
continuous in (x, u).
Let U [0, T ] = {u(·) ∈ L2F(0, T ;U)}. Suppose Assumptions 2.1 and 2.2 hold, then there exists
a unique solution X for equation (2.1) (see [6]).
Minimize (2.2) over U [0, T ]. Any u¯(·) ∈ U [0, T ] satisfying
J(u¯(·)) = inf
u(·)∈U [0,T ]
J(u(·)) (2.3)
is called an optimal control. The corresponding state trajectory (u¯(·), X¯(·)) are called an
optimal state trajectory and optimal pair.
At very beginning, we will show some examples to describe the main results in the following
sections. The first example verifies the maximum principle (necessary conditions) for the cost
functional (2.2), the second one describes the optimal production planning problem with multi-
time state constraints.
Example 2.4 Let T = 1, the controlled stochastic differential equation as follows:
dXu(s) = u(s)dW (s), 0 ≤ s ≤ 1,
with the initial condition X(0) = 1, where u(·) = {u(s), 0 ≤ s ≤ 1} is a control process taking
values in a compact set U = [0, 1]. The cost functional is
J(u(·)) = inf
u∈U [0,1]
E[−2(Xu(1
2
))2 + (Xu(1))2] (2.4)
and we can verify that
(u¯(t), X¯(t)) =


(1, 1 +W (t)) if 0 ≤ t ≤ 12 ,
(0, 1 +W (12 )) if
1
2 < t ≤ 1,
(2.5)
is an optimal pair of systems (2.4).
Next, we introduce the following first-order adjoint equations.
dp(t) = q(t)dW (t), 12 < t < 1,
p(1) = −2X¯(1)
and
dp(t) = q(t)dW (t), 0 ≤ t < 12 ,
p(12 ) = 4X¯(
1
2 ) + p(
1
2
+
).
The solutions of first-order adjoint equations as follows:
(p(t), q(t)) =


(2 + 2W (t), 2) 0 ≤ t < 12 ,
(−2− 2W (12 ), 0) 12 < t ≤ 1.
(2.6)
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Thus,
Hu(X¯(t), u¯(t), p(t), q(t))(v − u¯(t)) =


2(v − 1) 0 ≤ t < 12 ,
0 12 < t ≤ 1,
(2.7)
with v ∈ [0, 1], thus, the optimal control pair (u¯(·), X¯(·)) satisfies the Theorem 3.1.
Example 2.5 In this example, we consider the optimal production planning problem which is
given in Section 1. Let T = 1, the controlled stochastic differential equation as follows:
Xu(s) =
∫ s
0
[
u(t)− y(t)]dt, (2.8)
where y(·) denote the uncertainties of demand
y(s) =
8
3
s−W (s)
and u(·) = {u(s), 0 ≤ s ≤ 1} is a control process taking values in a compact set U = [0, 2].
Thus, we minimum the following cost functional
J(u(·)) = E[Xu(1
2
) +Xu(1)], (2.9)
with the state constrains
0 ≤ EXu(1
2
), 0 ≤ EXu(1).
Substituting Xu(·) into equation (2.9), one obtain
J(u(·)) = E[2
∫ 1
2
0
(u(t)− 8
3
t)dt+
∫ 1
1
2
(u(t)− 8
3
t)dt]
and we can verify that
(u¯(t), X¯(t)) =


(83 t,
∫ t
0
W (s)ds) 0 ≤ t ≤ 12 ,
(2, 2t− 43 t2 − 23 +
∫ t
0
W (s)ds) 12 < t ≤ 1,
(2.10)
is an optimal pair of systems (2.9).
Recalling that it is difficult to get the adjoint equation for state process (2.8). In order to
get the related adjoint equations. We rewrite equation (2.8) as follows,
Xu(s)−W (s)s =
∫ s
0
(u(t)− 8
3
t)dt−
∫ s
0
tdW (t).
Denote that δXu(s) = Xu(s)−W (s)s, thus
dδXu(s) = [u(s)− 8
3
s]ds− sdW (s)
and we have
E[δXu(
1
2
) + δXu(1)] = E[Xu(
1
2
) +Xu(1)],
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which means that (u¯(t), X¯(t)−W (s)s) is the optimal pair of the following cost functional,
δJ(u(·)) = E[δXu(1
2
) + δXu(1)], (2.11)
with the following constrains conditions,
0 ≤ EδXu(1
2
), 0 ≤ EδXu(1).
Next, we introduce the following first-order adjoint equations for functional (2.11).
dp(t) = q(t)dW (t), 12 < t < 1,
p(1) = −(β0 + β2)
and
dp(t) = q(t)dW (t), 0 ≤ t < 12 ,
p(12 ) = −(β0 + β1) + p(12
+
).
where (β0, β1, β2) comes from Theorem 5.2. The solutions of first-order adjoint equations as
follows:
(p(t), q(t)) =


(−(2β0 + β1 + β2), 0) 0 ≤ t < 12 ,
(−(β0 + β2), 0) 12 < t < 1.
(2.12)
Now, let β0 + β2 ≤ 0 and 2β0 + β1 + β2 = 0, one obtain,
Hu(X¯(t)−W (t)t, u¯(t), p(t), q(t))(v−u¯(t)) =


−(2β0 + β1 + β2)(v − 83 t) 0 ≤ t < 12 ,
−(β0 + β2)(v − 2) 12 < t ≤ 1,
(2.13)
with v ∈ [0, 2], thus, the optimal control pair (u¯(·), X¯(·)) satisfies the Theorem 5.2.
Notice that, under the same constraints for the parameter (β0, β1, β2), we can verify other
optimal pair for the model (2.11).
3 Necessary conditions for optimality
In this section, we give the well known pontryagin’s stochastic maximum principle, which we
will show the necessary conditions for optimal pairs.
Note that in cost functional (2.2), we consider a multi-states cost functional, which is very
different from classical optimal control problem. Under a strong Fre´chet differentiable assump-
tion, Yang [14, 15] studied the maximum principle for deterministic and stochastic systems.
Also, we refer Gao and Yang [4] for forward and backward stochastic system. In this study,
we not only investigate the optimal control problem under a weak smooth condition, but also
investigate a near optimal control model to cover [14, 15]. Since the optimal control set U is
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convex, we only need to introduce the following first-order adjoint equations:
−dp(t) = {bx(X¯(t), u¯(t))Tp(t) +
d∑
j=1
σjx(X¯(t), u¯(t))
Tqj(t)
−fx(X¯(t), u¯(t))}dt− q(t)dW (t), t ∈ (ti, ti+1),
p(ti+1) = −E[Ψxi+1(X¯(t1), · · · , X¯(tn))|Fti+1 ] + p(t+i+1), i = 0, 1, . . . , n− 1,
(3.1)
where ”T” means the transform of vector or matrix, t+i+1 is the right limit of ti+1, Ψxi+1(x(t1), · · · , x(tn))
means the first derivative of Ψ about x(ti+1) and p(t
+
n ) = 0, also, we set t0 = 0.
Denote that
H(x, u, p, q) = b(x, u)Tp+
d∑
j=1
σj(x, u)Tqj − f(x, u), (x, u, p, q) ∈ Rm × U × Rm × Rm×d.
The main result of this section is the following theorem.
Theorem 3.1 Let Assumptions (2.1)-(2.3) hold, and (u¯(·), X¯(·)) be an optimal pair of (2.3).
Then there exists (p(·), q(·)) satisfying the series of first-order adjoint equations (5.3) and re-
spectively such that
Hu(X¯(t), u¯(t), p(t), q(t))(v − u¯(t)) ≤ 0, (3.2)
for any v ∈ U and t ∈ (ti, ti+1), i = 0, 1, · · · , n− 1.
In the below, we will show the proof of the Theorem 3.1. The main difficult is to give the
variational equation and adjoint equation for multi-target terminal functional (2.2). For the
limitation of technique in this section, we consider that U is a convex set. Let (u¯(·), X¯(·)) be
the given optimal pair. Let 0 < ρ < 1 and u(·) + u¯(·) ∈ U [0, T ] be any given control. We define
the following
uρ(t) = u¯(t) + ρu(t) = (1 − ρ)u¯(t) + ρ(u(t) + u¯(t)),
obviously, uρ(·) ∈ U [0, T ]. The following Lemma is useful for proving the Theorem 3.1.
Lemma 3.2 Let Assumptions (2.1)-(2.3) hold, and Xρ(·) be the solution of equation (2.1)
under the control uρ(·), and y(·) be the solutions of the following equations:
dy(t) =
[
bx(X¯(t), u¯(t))y(t) + bu(X¯(t), u¯(t))u(t)
]
dt
+
d∑
j=1
[
σjx(X¯(t), u¯(t))y(t) + σ
j
u(X¯(t), u¯(t))u(t)
]
dW j(t),
y(0) = 0, t ∈ [0, T ].
(3.3)
Then
lim
ρ→0
sup
t∈[0,T ]
E
∣∣ρ−1(Xρ(t)− X¯(t))− y(t)∣∣ = 0, (3.4)
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and
ρ−1J(uρ(·)) − J(u¯(·))
=
n∑
i=1
E
[
Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))y(ti)
]
+E
T∫
0
[
fx(X¯(t), u¯(t))y(t) + fu(X¯(t), u¯(t))u(t)
]
dt+ o(1) ≥ 0.
(3.5)
Proof: Similar with the proof of Lemma 4.1 in [12], we have equation (3.4). Note that
J(uρ(·))− J(u¯(·))
= E
[
Ψ(Xρ(t1), X
ρ(t2), · · · , Xρ(tn))−Ψ(X¯(t1), X¯(t2), · · · , X¯(tn))
+
T∫
0
[f(Xρ(t), uρ(t)) − f(X¯(t), u¯(t))]dt],
(3.6)
which deduces that
J(uρ(t))− J(u¯(t))
=
n∑
i=1
E
[
Ψxi((X¯(t1), X¯(t2), · · · , X¯(tn))(Xρ(ti)− X¯(ti))
]
+E
T∫
0
[fx(X¯(t), u¯(t))(X
ρ(t)− X¯(t)) + fu(X¯(t), u¯(t))ρu(t)]dt + o(ρ).
(3.7)
By equation (3.4), it follows equation (3.5).
This completes the proof. 
Based on the above Lemma, we now carry out the proof for Theorem 3.1.
Proof of Theorem 3.1. For t ∈ (ti, ti+1), applying the differential chain rule to p(t)Ty(t),
we have
E
[
p(ti+1)
Ty(ti+1)− p(t+i )Ty(ti)
]
= E
[− E[Ψxi+1(X¯(t1), · · · , X¯(tn))T|Fti+1 ]y(ti+1) + p(t+i+1)y(ti+1)− p(t+i )y(ti)]
= E
[−Ψxi+1(X¯(t1), · · · , X¯(tn))Ty(ti+1) + p(t+i+1)y(ti+1)− p(t+i )y(ti)]
= E
ti+1∫
ti
[
p(t)Tbu(X¯(t), u¯(t))u(t) +
d∑
j=1
qj(t)Tσju(X¯(t), u¯(t))u(t) + fx(X¯(t), u¯(t))
Ty(t)
]
dt
(3.8)
Adding by i on the both sides of equation (4.4) from 0 to n− 1, it follows
n∑
i=1
E
[−Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))y(ti)−
ti∫
ti−1
[
fx(X¯(t), u¯(t))
Ty(t) + fu(X¯(t), u¯(t))
Tu(t)
]
dt
=
n∑
i=1
E
ti∫
ti−1
[
p(t)Tbu(X¯(t), u¯(t))u(t) +
d∑
j=1
qj(t)Tσju(X¯(t), u¯(t))u(t)− fu(X¯(t), u¯(t))Tu(t)
]
dt
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By Lemma 3.2, we obtain
n∑
i=1
E
ti∫
ti−1
[
p(t)Tbu(X¯(t), u¯(t))u(t) +
d∑
j=1
qj(t)Tσju(X¯(t), u¯(t))u(t)− fu(X¯(t), u¯(t))Tu(t)
]
dt
=
n∑
i=1
E
ti∫
ti−1
[
Hu(X¯(t), u¯(t), p(t), q(t))u(t)
]
dt ≤ o(1),
Letting ρ→ 0, thus
Hu(X¯(t), u¯(t), p(t), q(t))(v − u¯(t)) ≤ 0,
for any v ∈ U and t ∈ (ti, ti+1), i = 0, 1, · · · , n− 1.
This completes the proof. 
4 Sufficient conditions for optimality
In this section, we consider another problem when (u¯(·), X¯(·)) is an optimal control pair of
problem (2.3). Thus, we show the sufficient conditions for optimality in the following.
Theorem 4.1 Suppose Assumptions (2.1)-(2.3) hold and Ψ(·) is convex and H(·, ·, p(t), q(t))
is concave for any t ∈ (ti, ti+1) with i = 0, 1, · · · , n− 1 almost surely, and such that
H(X¯(t), u¯(t), p(t), q(t)) = max
u∈U
H(X¯(t), u, p(t), q(t)), (4.1)
where (p(·), q(·)) is the solution of equation (5.3) with (X¯(·), u¯(·)). Thus, (X¯(·), u¯(·)) is an
optimal pair of problem (2.3).
Proof : From the minimum condition (4.1), one obtain
Hu(X¯(t), u¯(t), p(t), q(t)) = 0.
Then for any given pair (Xu(·), u(·)) which solves equation (2.1), and notice thatH(·, ·, p(t), q(t))
is concave, we have
∫ T
0
[
H(Xu(t), u(t), p(t), q(t)) −H(X¯(t), u¯(t), p(t), q(t))]dt
≤
∫ T
0
Hx(X¯(t), u¯(t), p(t), q(t))(X
u(t)− X¯(t))dt.
(4.2)
In the following, we introduce the approximation equation which δX(t) = Xu(t)− X¯(t),
dδX(t) =
[
bx(X¯(t), u¯(t))δX(t) + ξ(t)
]
dt
+
d∑
j=1
[
σjx(X¯(t), u¯(t))δX(t) + η
j(t)
]
dW j(t), t ∈ [0, T ],
δX(t) = 0,
(4.3)
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where
ξ(t) := −bx(X¯(t), u¯(t))δX(t) + b(Xu(t), u(t))− b(X¯(t), u¯(t))
ηj(t) := −σjx(X¯(t), u¯(t))δX(t) + σj(Xu(t), u(t))− σj(X¯(t), u¯(t)), 1 ≤ j ≤ d.
For t ∈ (ti, ti+1), applying the differential chain rule to p(t)TδX(t), we have
E
[
p(ti+1)
TδX(ti+1)− p(t+i )TδX(ti)
]
= E
[− E[Ψxi+1(X¯(t1), · · · , X¯(tn))T|Fti+1 ]δX(ti+1) + p(t+i+1)δX(ti+1)− p(t+i )δX(ti)]
= E
[−Ψxi+1(X¯(t1), · · · , X¯(tn))TδX(ti+1) + p(t+i+1)δX(ti+1)− p(t+i )δX(ti)]
= E
ti+1∫
ti
[
p(t)Tξ(t) +
d∑
j=1
qj(t)Tηj(t) + fx(X¯(t), u¯(t))
TδX(t)
]
dt.
(4.4)
Adding by i on the both sides of equation (4.4) from 0 to n− 1, it follows
n∑
i=1
E
[ −Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))δX(ti)]
=
n∑
i=1
E
ti∫
ti−1
[
p(t)Tξ(t) +
d∑
j=1
qj(t)Tηj(t) + fx(X¯(t), u¯(t))
TδX(t)
]
dt.
From the representation of ξ and ηj , we have
n∑
i=1
E
[−Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))δX(ti)]+ E
∫ T
0
Hx(X¯(t), u¯(t), p(t), q(t))δX(t)dt
= E
∫ T
0
[
p(t)T(b(Xu(t), u(t))− b(X¯(t), u¯(t))) +
d∑
i=1
qj(t)T(σj(Xu(t), u(t))− σj(X¯(t), u¯(t)))]dt
By inequality (4.2), it follows that
n∑
i=1
E
[−Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))δX(ti)]
≤ E
∫ T
0
[
f(Xu(t), u(t)) − f(X¯(t), u¯(t))]dt.
(4.5)
Now, by the convexity of Ψ, we obtain
n∑
i=1
Ψxi(X¯(t1), X¯(t2), · · · , X¯(tn))δX(ti)
≤ Ψ(Xu(t1), Xu(t2), · · · , Xu(tn))−Ψ(X¯(t1), X¯(t2), · · · , X¯(tn)).
(4.6)
Combining equations (4.5) and (4.6), we can verify that
J(u¯(·)) ≤ J(u(·)).
By the arbitrary of u(·), we complete the proof. 
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5 Optimal control problem with state constraints
In many applications of mathematics fiance and economics, we may have different constraints
at different time of the state process X(·), i.e., in the cost functional (2.2), let
Φ(X(t1), X(t2), · · · , X(tn)) =
n∑
i=1
φ(X(ti)),
then, in this case, our objective may be
Eφ(X(ti)) ≤ αi, i = 1, 2, · · · , n,
where αi is a given constant. On the other hand, one may concern different combination of
(X(t1), X(t2), · · · , X(tn)), or a general case,
EΦ(X(t1), X(t2), · · · , X(tn)) ≤ α,
where α is a given constant.
In the following, we will first investigate the state equation (2.1) with the below cost func-
tional,
J(u(·)) = E[
T∫
0
f(X(t), u(t))dt+
n∑
i=1
φ(X(ti))
]
, (5.1)
and the state process X(·) satisfies
Eφ(X(ti)) ≤ αi, i = 1, 2, · · · , n, (5.2)
where αi is a given constant.
In order to prove the main result of this section, we introduce the following lemma which
comes from Yong and Zhou Corollary 6.3 in [16].
Lemma 5.1 Let F : V → R be a continuous function on complete metric space (V, d˜). Given
θ > 0 and v0 ∈ V such that
F (v0) ≤ inf
v∈V
F (v) + θ.
Then there exists a vθ ∈ V such that
F (vθ) ≤ F (v0), d˜(vθ, v0) ≤
√
θ,
and for all v ∈ V ,
−
√
θd(vθ , v) ≤ F (v)− F (vθ).
Next, we present the main results of this section, the related Hamiltonian as follows,
H(β0, x, u, p, q) = b(x, u)Tp+
d∑
j=1
σj(x, u)Tqj − β0f(x, u),
whith (β0, x, u, p, q) ∈ R× Rm × U × Rm × Rm×d.
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Theorem 5.2 Let Assumptions (2.1)-(2.3) hold, and (u¯(·), X¯(·)) be an optimal pair of (5.1).
Then there exists (β0, β1, · · · , βn) ∈ Rn+1 satisfying
β0 ≥ 0, ∣∣β0∣∣2 +
n∑
j=1
∣∣βj∣∣2 = 1,
and
n∑
j=1
βj(γj − Eφ(X¯(tj))) ≤ 0, γj ≤ αj , j = 1, 2, · · · , n,
and the adapted solution (p(·), q(·)) satisfying the following series of first-order adjoint equa-
tions,
−dp(t) = {bx(X¯(t), u¯(t))Tp(t) +
d∑
j=1
σjx(X¯(t), u¯(t))
Tqj(t)
−β0fx(X¯(t), u¯(t))}dt− q(t)dW (t), t ∈ (ti−1, ti),
p(ti) = −(β0 + βi)E[Ψxi(X¯(t1), · · · , X¯(tn))|Fti ] + p(t+i ), i = 1, 2, . . . , n,
(5.3)
and respectively such that
Hu(β
0, X¯(t), u¯(t), p(t), q(t))(v − u¯(t)) ≤ 0, (5.4)
for any v ∈ U and t ∈ (ti, ti+1), i = 0, 1, · · · , n− 1.
Proof : Without loss of generality, we can assume that J(u¯(·)) = 0 where (u¯(·), X¯(·)) is the
optimal pair of problem (5.1) with constraints (5.2). For any θ > 0, we set
Jθ(u(·)) =
√√√√[(J(u(·)) + θ)+]2 +
n∑
i=1
[
(Eφ(Xu(ti))− αi)+
]2
.
From Assumption 2.3, one can verify that Jθ : U [0, T ]→ R is continuous and satisfies
Jθ(u¯(·)) = θ ≤ inf
u∈U [0,T ]
Jθ(u(·)) + θ. (5.5)
Now, by Lemma 5.1, there exists a uθ(·) ∈ U [0, T ] such that
Jθ(uθ(·)) ≤ Jθ(u¯(·)) = θ, d˜(uθ(·), u¯(·)) ≤
√
θ, (5.6)
where d˜(u1(·), u2(·)) = E[
∫ T
0
∣∣u1(t)− u2(t)∣∣2 dt]. And we can check that (U [0, T ], d˜) is a
complete metric space. Also, we have
−
√
θd˜(uθ(·), u(·)) ≤ Jθ(u(·))− Jθ(uθ(·)), ∀u(·) ∈ U [0, T ],
which deduces that
Jθ(uθ(·)) +
√
θd˜(uθ(·), uθ(·)) ≤ Jθ(u(·)) +
√
θd˜(uθ(·), u(·)), ∀u(·) ∈ U [0, T ]. (5.7)
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Thus, inequality (5.7) shows that (uθ(·), Xθ(·)) is the optimal pair for the following cost func-
tional
Jθ(u(·)) +
√
θd˜(uθ(·), u(·)), (5.8)
without the state constraint.
Since U is a convex set, for any ρ > 0, let uθ(·) + u(·) ∈ U [0, T ], we define
uθ,ρ(t) = uθ(t) + ρu(t),
which belongs to U [0, T ]. It is easy to verify that
d˜(uθ,ρ(·), uθ(·)) = ρE
∫ T
0
|u(t)|2 dt.
For notation simplicity, we set Cu = E
∫ T
0
|u(t)|2 dt, by equation (5.7), one obtain
−√θρCu ≤ Jθ(uθ,ρ(·))− Jθ(uθ(·))
=
[
(J(uθ,ρ(·)) + θ)+]2 − [(J(uθ(·)) + θ)+]2
Jθ(uθ,ρ(·)) + Jθ(uθ(·))
+
∑n
j=1
[[
(Eφ(Xθ,ρ(tj))− αj)+
]2 − [(Eφ(Xθ(tj))− αj)+]2]
Jθ(uθ,ρ(·)) + Jθ(uθ(·)) ,
(5.9)
where Xθ,ρ(·)) and Xθ(·)) are the related solution of equation (2.1) with controls uθ,ρ(·) and
uθ(·). Setting
β0,θ =
[
J(uθ(·)) + θ]+
Jθ(uθ(·)) ,
βj,θ =
[
Eφ(Xθ(tj))− αj
]+
Jθ(uθ(·)) , j = 1, 2, · · · , n.
(5.10)
Then, by the continuity of Jθ(·) and Assumption 2.3, we have
Jθ(uθ,ρ(·))− Jθ(uθ(·))
= β0,θ
[
J(uθ,ρ(·)) − J(uθ(·))] +
n∑
j=1
βj,θ
[
Eφ(Xθ,ρ(tj))− Eφ(Xθ(tj))
]
+ o(1),
= E
[ n∑
j=1
(β0,θ + βj,θ)(φ(Xθ,ρ(tj))− φ(Xθ(tj)))
+β0,θ
∫ T
0
[
f(Xθ,ρ(t), uθ,ρ(t))− f(Xθ(t), uθ(t))]dt]+ o(ρ),
(5.11)
where o(1) converges to 0 when ρ→ 0.
Similar with Lemma 3.2, let (X¯(·), u¯(·)) be replaced by (Xθ(t), uθ(t)), and y(·) be replaced
by y˜(·) in equation (3.3). Thus, one obtain,
−
√
θCu ≤ ρ−1[Jθ(uθ,ρ(·))− Jθ(uθ(·))]
≤ E[
n∑
j=1
(β0,θ + βj,θ)φx(X
θ(tj))y˜(tj)
]
+βj,θE
T∫
0
[
fx(X
θ(t), uθ(t))y˜(t) + fu(X
θ(t), uθ(t))u(t)
]
dt+ o(1).
(5.12)
13
In addition, we introduce the following adjoint equation,
−dpθ(t) = {bx(Xθ(t), uθ(t))Tpθ(t) +
∑d
j=1 σ
j
x(X
θ(t), uθ(t))Tqj,θ(t)
−β0,θfx(Xθ(t), uθ(t))}dt− qθ(t)dW (t), t ∈ (ti−1, ti),
pθ(ti) = −(β0,θ + βi,θ)E[φx(Xθ(ti))] + p(t+i ), i = 1, . . . , n,
(5.13)
where qθ(·) = (q1,θ(·), q2,θ(·), · · · , qd,θ(·)).
Now, using the duality relation as in the proof of Theorem 3.1, it follows that,
n∑
i=1
E
ti∫
ti−1
[
Hu(β
0,θ, Xθ(t), uθ(t), pθ(t), qθ(t))u(t)
]
dt ≤ o(1) +
√
θCu,
Notice that o(1)→ 0 when ρ→ 0. Thus, letting ρ→ 0, one obtain
n∑
i=1
E
ti∫
ti−1
[
Hu(β
0,θ, Xθ(t), uθ(t), pθ(t), qθ(t))u(t)
]
dt ≤
√
θCu. (5.14)
From inequality (5.6), it follows that uθ(·) converges to u¯(·) under d˜ as θ → 0. Then, by
Assumptions 2.1, 2.2 and 2.3, and basic theory of stochastic differential equation, we have
sup
0≤t≤T
E
∣∣Xθ(t)− X¯(t)∣∣→ 0,
as θ → 0. By equation (5.10), we have
∣∣β0,θ∣∣2 +
n∑
j=1
∣∣βj,θ∣∣2 = 1. (5.15)
Thus, we can choice a sequence {θk}∞k=1 satisfying lim
k→∞
θk = 0 and such that the limitations of
β0,θk and βj,θk exist and we set
β0 = lim
k→∞
β0,θk ,
βj = lim
k→∞
βj,θk ,
(5.16)
with j = 1, 2, · · · , n. From equation (5.15), we have
∣∣β0∣∣2 +
n∑
j=1
∣∣βj∣∣2 = 1,
and
n∑
j=1
βj(γj − Eφ(X¯(ti))) ≤ 0, γj ≤ αj , j = 1, 2, · · · , n.
Similarly, we can prove that
sup
0≤t≤T
E
[ ∣∣pθk(t)− p(t)∣∣2 +
∫ T
0
∣∣qθk(t)− q(t)∣∣2 ]dt→ 0,
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as k→∞. Letting k →∞, from equation (5.14), we have
n∑
i=1
E
ti∫
ti−1
[
Hu(β
0, X¯(t), u¯(t), p(t), q(t))u(t)
]
dt ≤ 0. (5.17)
Thus, we complete this proof. 
Remark 5.3 Similarly with the proof in Theorem 5.2, we can deal with other constraints con-
ditions, i.e.,
αi ≤ Eφ(X(ti)) ≤ αi, i = 1, 2, · · · , n,
where (αi, αi)
n
i=1 are given constants, or
α ≤ EΦ(X(t1), X(t2), · · · , X(tn)) ≤ α.
6 Near optimality for general case
Recalling that in our previous paper [15], we consider the state process (2.1) with the following
general cost functional,
J(u(·)) = E[
T∫
0
f(X(t), u(t))dt+Φ(X[0,T ])
]
, (6.1)
where X[0,T ] := X(s)0≤s≤T , which is the path of X(·) from 0 to T . In [15], under a strong as-
sumption about Fre´chet derivatives, the maximum principle for cost functional (6.1) is given by
solving a sequence of new adjoint equations. In this section, we will remove the strong assump-
tion about Fre´chet derivatives and develop a near maximum principle for the cost functional
(6.1) via the argument in Section 3. For notation simplicity, we set m = d = 1.
Assumption 6.1 Suppose Ψ is Lipschatiz continuous on C[0, T ], there exists a constant c > 0
such that ∣∣∣Φ(x1[0,T ])− Φ(x2[0,T ])
∣∣∣ ≤ c max
0≤t≤T
∣∣x1(t)− x2(t)∣∣ ,
where x1[0,T ], x
2
[0,T ] ∈ C[0, T ], and C[0, T ] is the set of continuous functions over [0, T ].
By Assumptions 6.1, one obtain that there exists a larger enough integer N > 0, for n > N
such that
∣∣Φ(x(t1), x(t2), · · · , x(tn))− Φ(x[0,T ])∣∣ ≤ c max
1≤j≤n
sup
tj−1≤t≤tj
|x(t)− x(tj)| ,
with t0 = 0 and c is the constant in Assumptions 6.1. Next, we define the approximation
function for Φ(x(t1), x(t2), · · · , x(tn)) as follows,
Φε(x(t1), x(t2), · · · , x(tn)) =
∫
Rn
[
Φ(x(t1), x(t2), · · · , x(tn))ψε(y1 − x(t1))
×ψε(y2 − x(t2)) · · ·ψε(yn − x(tn))
]
dy1dy2 · · · dyn,
(6.2)
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with (x(t1), x(t2), · · · , x(tn)) ∈ Rn, and ψε(x) = 1√2piε2 e
− x2
2ε2 for x ∈ R. Thus, we have the
following Lemma.
Lemma 6.2 There exists a constant C > 0 such that
|Φε(x(t1), x(t2), · · · , x(tn))− Φ(x(t1), x(t2), · · · , x(tn))| ≤ Cε,
∀(x(t1), x(t2), · · · , x(tn)) ∈ Rn.
Proof : We just prove the case n = 1. For general case, we can use the same method. Similarly,
we can obtain the other inequalities. By equation (6.2), for fixed x, we have,
|Φε(x)− Φ(x)|
≤
∫
R
∣∣Φ(x0)− Φ(x)∣∣ 1√
2piε2
e−
(x0−x)2
2ε2 dx0
≤ C
∫
R
∣∣x0 − x∣∣ 1√
2piε2
e−
(x0−x)2
2ε2 dx0
= Cε
∫
R
|x˜0| 1√
2pi
e−
(x˜0)2
2 dx˜0
≤ Cε,
(6.3)
where C will change line by line.
This completes the proof. 
Remark 6.3 Notice that ψ ∈ C∞[R], by the property of convolution, we obtain that Φε(x(t1), x(t2), · · · , x(tn))
is second differentiable about (x(t1), x(t2), · · · , x(tn)) ∈ Rn.
In the following, we introduce the near optimal control problem,
Jε(u(·)) = E[
T∫
0
f(X(t), u(t))dt+Φε(X(t1), X(t2), · · · , X(tn))
]
. (6.4)
By Assumptions 2.1 and 2.2, we can obtain the following results.
Theorem 6.4 Let Assumptions 2.1 and 2.2 hold, then, there exists a constant C > 0 such that
∣∣∣∣ inf
u∈U [0,T ]
J(u(·))− inf
u∈U [0,T ]
Jε(u(·))
∣∣∣∣ ≤ Cε
Now, we can use the results in the above sections to investigate the near optimal control
theory for optimal control problem (6.1).
References
[1] A. Bensoussan. Lecture on stochastic control, in Nonlinear Filtering and Stochastic Con-
trol, Lecture Notes in Mathematics 972, Proc. Cortona, Springer-Verlag, Berlin, New York,
1981.
16
[2] J. Bismut. An introductory approach to duality in optimal stochastic control, SIAM Rev.,
20, 62–78, 1978.
[3] L. Chen, Z. Wu. Dynamic Programming Principle for Stochastic Recursive Optimal Control
Problem with Delayed Systems. ESIAM: Control, Optimisation and Calculus of Variations,
18, 1005–1026, 2012.
[4] Q. Gao, S. Yang. Maximum principle for forward-backward SDEs with a general cost
functional. International journal of control, 1-7, 2016.
[5] U. Haussmann. General necessary conditions for optimal control of stochastic system,
Math. Programming Stud., 6, 34–48, 1976.
[6] R. S. Lipster and A. N. Shiryaev. Statistics of Random Processes I, Springer, 1978.
[7] S-E. A, Mohammed. Stochastic Functional Differential Equations, Research Notes in Math-
ematics No.99 (Boston, London, Melbourne: Pitman Publishing), 1984.
[8] S-E. A, Mohammed. Stochastic Differential Equations with memory–theory, examples and
applications, Stochastic Analysis and Related Topics 6. The Geido Workshop,Progress in
probability,Birkhauser, 1996.
[9] S. Peng. A generalized dynamic programming principle and Hamilton-Jacobi-Bellmen
equation, Stochastics and Stochastics Rep., 38 , 119–134, 1992.
[10] S. Peng. A general stochastic maximum principle for optimal control problem, SIAM J.
Control and Optimization, 28, 4, 966–979, 1990.
[11] S. Peng. Backward stochastic differential equations-stochastic optimization theory and
viscosity solution of HJB equations, Topics on stochastic Analysis (in chinese), J. Yan, S.
Peng, S. Fang, and L. Wu, eds., Science Press, Bejing, 85-138, 1997.
[12] S. Peng. Backward stochastic differential equations and applications to optimal control,
Appl Math Optim, 27, 125-144, 1993.
[13] Z. Wu, Z. Yu. Dynamic Programming Principle for one kind of stochastic recursive optimal
control problem and Hamilton-Jacobi-Bellman equation. SIAM J.Control Optim., 47, 2616-
2641, 2008.
[14] S. Yang. The maximum principle for stochastic differential systems with general cost func-
tional. Systems and Control Letters, 90, 1–6, 2016.
[15] S. Yang. The deterministic maximum principle for differential systems with a general cost
functional. Optim. Control Appl. Meth. 2016. DOI: 10.1002/oca.2266.
[16] J. Yong, X. Y. Zhou. Stochastic controls: Hamiltonian systems and HJB equations. 1999.
17
