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N K-edge near-edge X-ray absorption ﬁne-structure (NEXAFS) spectra of imidazole in
concentrated aqueous solutions have been acquired. The NEXAFS spectra of the
solution species diﬀer signiﬁcantly from those of imidazole monomers in the gas phase
and in the solid state of imidazole, demonstrating the strong sensitivity of NEXAFS to
the local chemical and structural environment. In a concentration range from 0.5 to
8.2 mol L1 the NEXAFS spectrum of aqueous imidazole does not change strongly,
conﬁrming previous suggestions that imidazole self-associates are already present at
concentrations more dilute than the range investigated here. We show that various
types of electronic structure calculations (Gaussian, StoBe, CASTEP) provide a
consistent and complete interpretation of all features in the gas phase and solid state
spectra based on ground state electronic structure. This suggests that such
computational modelling of experimental NEXAFS will permit an incisive analysis of the
molecular interactions of organic solutes in solutions. It is conﬁrmed that
microhydrated clusters with a single imidazole molecule are poor models of imidazole
in aqueous solution. Our analysis indicates that models including both a hydrogen-
bonded network of hydrate molecules, and imidazole–imidazole interactions, are
necessary to explain the electronic structure evident in the NEXAFS spectra.Introduction
Volmer's concept of the nucleation stage of crystallization1 resulted in the
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View Article Onlineassumes that the nucleation process occurs in two distinct steps. First, molecules
in a supersaturated solution aggregate into nuclei, thereby developing an inter-
face with the surrounding solution. The stability of these nuclei is size-dependent,
reecting the free energy balance between an interfacial tension penalty and
cohesive energy stabilisation. Second, once the nuclei have grown beyond a
critical size, above which the cohesive term outweighs the interfacial destabili-
sation, the total free energy decreases continuously as a function of size and
crystal growth becomes the favourable process.2,3 Whilst a proven and useful
concept for describing and predicting nucleation and crystal growth phenomena,
oen quantitatively, CNT remains a description of nucleation that does not
explicitly consider intermolecular interactions or the precise structural nature of
the pre-crystalline state; this limits its predictive power for many systems.4,5
Researchers are therefore using a variety of experimental techniques to obtain
molecular level information about the solute species in solution, how they asso-
ciate and assemble during nucleation, and whether the pre-crystalline structures
relate to those in the crystalline products.4,6–10 Examples of techniques commonly
employed include nuclear magnetic resonance (NMR),11–13 small- and wide-angle
X-ray scattering (SAXS/WAXS),14 optical microscopy,15 and vibrational spectros-
copies (infrared and Raman),16 as well as grazing incidence X-ray diﬀraction
(GIXD) of interfacial species.17
In this paper we introduce another technique for probing the molecular
properties of organic solute species in concentrated solutions; namely, near-edge
X-ray absorption ne-structure (NEXAFS) spectroscopy,18,19 which is also oen
referred to as X-ray absorption near-edge structure (XANES). Our application of
NEXAFS to concentrated solutions builds on the recent realisation that chemical
shis in atomic core level binding energies, which can be measured by X-ray
photoelectron spectroscopy (XPS),20–22 provide incisive information about the
inuence of hydrogen bonding and proton transfer on the structure of the organic
solid state.23–28 High resolution X-ray spectroscopies that probe core levels are
generally sensitive to the local electronic structure around, and bonding by, the
element that is excited in the atomic core. The X-ray absorption process under-
lying NEXAFS is the excitation of atomic core electrons (for light elements such as
C, N and O the 1s electrons) to unoccupied valence orbitals; this can be readily
interpreted by the use of molecular orbital calculations. Due to its sensitivity to
unoccupied valence orbitals, NEXAFS is chemically and structurally more incisive
than core level binding energy measurements by XPS, and we have recently
demonstrated the level of detail that can be obtained by combining XPS, NEXAFS
and density functional theory, to examine local bonding both in the organic solid
state29 and by solute species in solutions.30 Here we apply the same conceptual
framework and extend it to the analysis of local bonding by imidazole in aqueous
solution.
1H-Imidazole (for the remainder of this paper referred to as ‘imidazole’)
crystallises in a monoclinic crystal structure with the space group P21/c.31–33 There
are four molecules in the unit cell, and the main structural features are innite
chains of hydrogen-bonded imidazole molecules along the c-axis. The IUPAC
numbering of the ring atoms in imidazole is indicated in Fig. 1. There is
considerable interest in a deep understanding of the local interactions of imid-
azole in aqueous media, due to its biological importance as the side chain of the
amino acid histidine. Experimental evidence for the self-association of imidazole270 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Fig. 1 Imidazole speciation in aqueous solution as a function of pH, calculated from pKa
values. Also indicated in the ﬁgure is the IUPAC numbering of the ring atoms.
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View Article Onlinein aqueous solutions at concentrations above 104 mol L1 has been available for
more than 70 years.34 p–p interactions between imidazole molecules have been
invoked to explain self-association through the formation of molecule stacks.35,36
Such stack models contrast with the dominant motif of chain-formation through
hydrogen bonding in solid imidazole.32,33 Recent molecular dynamics simulations
of high concentrations (>0.5 mol L1) of imidazole in aqueous solutions indicate
that there is in fact a concentration-dependent balance, between p–p-assisted
hydrogen-bonded stack structures and chains of hydrogen-bonded imidazole
molecules37 that are similar to those found in liquid38 and solid32,33 imidazole.
As a rst step to experimentally probing these properties, we contrast here the
N 1s NEXAFS spectra of (i) monomeric gas phase imidazole and (ii) crystalline
imidazole with (iii) imidazole as a solute in concentrated aqueous solution. This
approach provides an opportunity to begin building up a systematic picture of the
electronic structure variations in the imidazole molecule, that arise from the three
diﬀerent environments. The aim of the investigations here is to establish whether
available methods for electronic structure calculations correctly reproduce the
experimental spectra, and whether the computational analysis of experimental
core level spectra can realistically provide a quantitative insight into complex
solution systems. For example, an important question arising in this context is to
what extent the electronic transitions in the experimental excitation spectra are
dominated by ground state (‘initial state’) properties of the imidazole molecules,
and whether excited state properties (‘nal state eﬀects’) inuence the spectra
signicantly.Materials and methods
Imidazole was obtained from Sigma Aldrich as ACS grade $99% (titration) with
total impurities of #0.2% water. The solubility of imidazole in water is very high,
with saturation around 11mol L1 at 298.15 K.39 For this study, aqueous solutions
with concentrations from 0.5 to 8.2 mol L1 were prepared using laboratory gradeThis journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 271
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View Article Onlinedeionised water. The pH of the solutions was monitored using a micro-tipped pH
electrode. Before any measurements were taken, the pH electrode was calibrated
using three various buﬀered solutions (3, 6 and 9). As expected for a weak base, it
was found that all imidazole solutions were basic, with a pH around 10.5, indi-
cating that the solutions contained >99% neutral imidazole species. The expected
speciation of imidazole as a function of pH can be calculated from the known pKa
values (7.05, 14.52) and is displayed in Fig. 1. We note that the measured pH
agreed well with the expected pH (as calculated from the pKa value) at concen-
trations up to approximately 1 mol L1. The experimental pH values were
consistently somewhat lower (DpH 0.1) than expected at higher concentrations.
This may be an indication of an increasing degree of self-association by imid-
azole–imidazole hydrogen bonding, which would be expected to reduce the OH
anion concentration. However, the eﬀect is small, and the predicted pH is close to
the estimated error of the pH electrode. Furthermore, it is not clear whether the
response of the pH electrode may be aﬀected by high concentrations of hydrogen-
bonding solutes.
NEXAFS measurements were undertaken at beamline U41-PGM of the BESSY-II
synchrotron radiation storage ring of the Helmholtz Zentrum Berlin. The LIQ-
UIDROM experimental chamber has been specically designed for analysis of
solution systems under vacuum or an inert helium atmosphere. Light from the
storage ring passes through a diﬀerential stage and enters into the chamber
through a thin Si3N4 membrane. To minimise radiation damage of the solution, a
ow cell40 with a peristaltic pump was used, in which the X-rays impinge onto the
solution through a Si3N4 membrane. The N K-edge spectra were recorded via
uorescence/luminescence yield detection with a GaAsP 5  5 mm2 photodiode.
The ow cell setup allows analysis of a series of solutions without opening the
analysis chamber. During sample changes, the system was purged for 30min with
deionised water. A control measurement of the spectrum was then performed to
ensure that the cell was clean. During experiments the ow rate was typically set
to 40 mL min1. The owing system was allowed to equilibrate for at least 20 min
before three NEXAFS spectra, each taking about 20 min to acquire, were
measured.
StoBe-DeMon (‘StoBe’) calculations in this paper were carried out as previously
described.40,41 The soware uses a hybrid density functional theory (DFT)42–44 with
a double zeta, local spin density exchange and correlation functional by Vosko
and Wilk,45 and has been described in detail in several papers.42,43,46–48 For the
calculation of the solid state N K-edge absorption spectrum, a 6-molecule cluster
cut-out from the crystal structure of imidazole was used.
Gaussian03 (ref. 49) was used to carry out single point energy calculations,
minimising the total energy of the gas phase molecule by geometry optimisation.
The output provided molecular orbitals, their orbital energies, and populations.
For the monomer structure, a geometry-optimised imidazole monomer from
Gaussian03 (ref. 49) was used, which was obtained using the B3LYP/6-31G* basis
set. A geometry-optimised stack structure, of three imidazole molecules coordi-
nated with three water molecules, was generated using Gaussian03 at the
BHANDH/6-311G** level of theory.
Density functional theory (DFT) was used to predict core-level spectroscopy
results. Initially, the CASTEP code was used.50 CASTEP is a member of the linear-
augmented plane-wave (LAPW) class of DFT codes. It is a pseudopotential code,272 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
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View Article Onlinewhereby approximations are used to model the atomic-like core states, with the
code only actively calculating valence states. Developments to the code have
allowed core-level spectroscopy calculations to be carried out, as detailed in the
literature.51–53 The generalized gradient approximation (GGA)54,55 was used
throughout the calculations, applying a methodology previously developed in the
context of analysing Al K-edges.56
The rst parameter to converge was the basis set size (as dened by the kinetic
energy cut-oﬀ). This was changed in intervals of 100 eV, with convergence being
determined against the predicted core-level spectroscopy result (for the ‘pyridine’
N3 nitrogen atom), initially in the ground electronic state. Upon varying the
parameter from value ‘A’ to value ‘B’, for each point on the energy axis (from 5.0
eV to 50 eV in steps of 0.05 eV) the modulus of the diﬀerence in intensity was
found (with a nominal Gaussian broadening applied to the predicted results). The
average percentage change relative to result A was then found across all the energy
axis points. When this was less than 15% (meaning that no meaningful change
could be observed by eye upon the application of a physically realistic broadening
scheme) the results were considered to be converged. A similar process of
convergence was carried out for the other key DFT code parameter – the quality of
sampling in reciprocal space – as dened by the Monkhorst–Pack k-point grid.55
Ultimately the number of k-points in each reciprocal space dimension was
doubled until convergence was achieved. This led to parameters as detailed in
Table 1.
For the CASTEP predicted spectra, supercells were constructed, and 0.5 elec-
tron core-holes used at the two nitrogen positions. It was determined that a 2  2
 1 supercell was suﬃciently large to avoid articial core-hole interactions (i.e. a
minimum core-hole separation distance of 9.779 A˚).
To complement the CASTEP results, the WIEN2K DFT code57,58 was used.
WIEN2K, like CASTEP is a member of the LAPW family of codes. WIEN2K works
by splitting the space in the theoretical cell into ‘muﬃn-tin’ regions centred on
atoms, and interstitial space, with diﬀerent exact modelling methodologies being
used in each of those regions. WIEN2K is an all-electron code, and therefore it is
possible to predict the onset energy diﬀerence (DIPs) between the N1 and N3
nitrogen atoms in imidazole. In this instance, convergence was based on the
determined energy onset diﬀerence between the N1 and N3 positions. The key
DFT code parameters (basis set size, dened in WIEN2K by the RKMAX value and
the density of k-points in reciprocal space) were converged such that the energy
diﬀerence between the two nitrogen positions was accurate to the nearest 0.1 eV.Table 1 Details of CASTEP convergence for imidazole
Cell details33
Kinetic energy
cut-oﬀ/eV
Minimum k-point
separation in reciprocal space
a ¼ 7.732 A˚ 725 0.073 A˚1
b ¼ 5.458 A˚
c ¼ 9.779 A˚
a ¼ g ¼ 90
b ¼ 117.26
This journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 273
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View Article OnlineResults and discussion
Monomeric gas phase imidazole
Before embarking on the presentation and discussion of crystalline and aqueous
imidazole, it is instructive to establish the origin of the features in the N K-edge
core level excitation spectra of an isolated imidazole molecule. The energies of the
atomic 1s core levels, the occupied molecular orbitals, and the three lowest
unoccupied (‘virtual’) molecular orbitals obtained by a Gaussian03 ground state
calculation for the gas phase monomer are all summarised in Table 2. From these
data we can construct a schematic molecular orbital diagram summarising the
atomic and molecular orbital energies relevant for the N K-edge NEXAFS spec-
trum (Fig. 2). It can be seen that the N 1s core level binding energy diﬀerence
between N1 and N3 in the ground state of imidazole is 2.3 eV. Due to the aromatic
nature of imidazole, the excitation of N 1s electrons to unoccupied p* states is
expected to be the dominant absorption feature in the N K-edge NEXAFS.18 As can
be seen in Table 2 and Fig. 2, there are two low-lying unoccupied p* states
available. First, transitions into the lowest unoccupied molecular orbital (LUMO)
occur, through the transitions labelled N1 1s / 1p* and N3 1s / 1p*, and
possibly an additional absorption feature due to a transition of a N 1s electrons to
the 2p* virtual orbital. In Fig. 3 the 1p* LUMO (#19 in Table 2), is visualised
together with the Gaussian-derived second- (1s*, #20) and third-lowest (2p*, #21)
unoccupiedMOs. It can be seen that the 2p* orbital has no density of states (DOS)
at the N1 atom, so a signicant N1 1s/ 2p* transition can be excluded. The 2p*
orbital has local DOS at the N3 centre, so a N3 1s/ 2p* transition may arise inTable 2 Ground state molecular orbitals and their energies for an isolated imidazole
molecule, as calculated by Gaussian03
Orbital # Assignment Energy/eV
1 N1 1s 391.602 Atomic core orbitals
2 N3 1s 389.337
3 C2 1s 278.531
4 C4 1s 277.833
5 C5 1s 277.349
6 s 27.449 Occupied molecular orbitals
7 s 23.540
8 s 20.117
9 s 16.638
10 s 15.952
11 s 15.265
12 s 11.869
13 s 11.761
14 p 11.549
15 s 11.059
16 p 7.529
17 s 7.101
18 p(HOMO) 6.129
19 1p*(LUMO) 0.921 Virtual (unoccupied) molecular orbitals
20 1s* 1.998
21 2p* 2.065
274 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Fig. 2 Schematic representation of the Gaussian03-derived energies of atomic core
levels, as well as of the occupied and unoccupied molecular orbitals in a monomeric
isolated (gas phase) imidazolemolecule. The N 1s core level binding energy diﬀerence and
predicted energies associated with the 1s/ p* transitions are also indicated. Note that
the energetic positions of the occupied MOs are a schematic illustration and not an
accurate reﬂection of the actual energies in Table 2.
Fig. 3 The lowest unoccupied molecular orbital (LUMO) #19 (left), the second-lowest
unoccupied molecular orbital #20 (middle), and the third-lowest unoccupied molecular
orbital #21 (right) of imidazole. The molecule is in the XY-plane with the N–H bond axis
aligned in the direction of the Y vector. Orbital energies are noted below each orbital.
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View Article Onlinethe experimental spectrum. This transition is therefore also included in the
scheme in Fig. 2. Electronic transitions from the N 1s core levels to the 1s* orbital
(#20) should be weak and are therefore unlikely to be evident in the experimental
spectrum.
Having established the expected transitions in the N K-edge NEXAFS of an
isolated imidazole molecule, we can now turn to the experimental N K-edge gas
phase spectrum (Fig. 4) as previously determined by Apen et al.59 using inner-shellThis journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 275
Fig. 4 Experimental ISEELS N K-edge spectrum of imidazole monomer (gas phase)
species with all spectral features ﬁtted by Gaussian and arctan functions. The origin of each
feature is indicated by the annotations in the ﬁgure.
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View Article Onlineelectron energy loss spectroscopy (ISEELS). All features in the spectrum have been
modelled through a least-squares curve tting procedure, using Gaussian func-
tions for transitions to bound states and arctan edge step functions for the ion-
isation potentials (IPs), i.e., the energies required for removal of the N 1s core
electrons from the atom by photoemission into a continuum state. Beyond the IPs
there are only multiple scattering resonances, such as the broad s* shape reso-
nance around 406.6 eV. The centroid energies of the tted curve components in
Fig. 4 are summarised in Table 3 and compared with values predicted by
Gaussian03 (taken from Table 2 and Fig. 2) and a StoBe calculation of the N K-
edge spectrum, taking the eﬀect of the core hole state into account.
It can be seen that the N1 and N3 IPs for the gas phasemolecule agree well with
those predicted by StoBe. The Gaussian03-derived values are approximately 15 eV
lower, as a result of neglecting the core hole state in the Gaussian03 ground state
calculation. However, for both ground state and excited state calculations the
energy diﬀerence (DIP) between the two IPs is in almost quantitative agreement
with the experimental value (2.4 eV), with a value of 2.3 eV for Gaussian03 and
2.2 eV for StoBe.
Also clearly visible are the two distinct near-edge peaks that stem from the
predicted N 1s / 1p* transitions at the N1 and N3 centres, which are almost
quantitatively reproduced by the StoBe calculation. The Gaussian03 ground state
calculation predicts values that are approximately 10 eV lower, due to neglecting
the core hole eﬀect. It can also be seen that there is a weak peak at 401.3 eV in the
experimental spectrum arising from the predicted N3 1s/ 2p* transition, which
is also well reproduced by the StoBe calculation. There is excellent agreement
between the IP diﬀerence and the energy diﬀerence between the 1s / 1p*
transitions at N1 and N3, for experimental as well as both computational values;
i.e., with or without taking the core hole into account. This strongly indicates that276 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Table 3 Experimental ionisation potentials (IPs) and N 1s/ p* transition energies for the
N1 and N3 centres in a gas phase imidazolemonomer, compared to predicted values from
Gaussian03 and StoBe calculations
Experim./eV Calc. (StoBe)/eV Calc. (Gaussian)/eV
IP(N1) 406.2 406.6 391.6
IP(N3) 403.9 404.4 389.3
DIP 2.4 2.2 2.3
E(N1 1s/ 1p*) 402.3 402.3 392.5
E(N3 1s/ 1p*) 399.9 400.1 390.2
DE(1p*) 2.4 2.2 2.3
E(N3 1s/ 2p*) 401.3 401.2 391.4
E(2p*)  E(1p*) 1.4 1.1 1.2
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View Article Onlinethere is no diﬀerential core hole relaxation eﬀect in the isolated molecule, which
had been previously invoked to explain an apparent discrepancy between exper-
imentally determined IPs and the 1s/ p* shis.59
Overall, we can conclude from the analysis that the relative energetic positions
of all features observed in the N K-edge spectrum are almost entirely determined
by the ground state electronic properties of the molecule. The deviations between
predicted and experimentally observed energetic shis are at maximum on the
order of 0.2 eV, even for the virtual 2p* state.
Finally, good agreement between experiment and theory was also achieved by
the CASTEP analysis of the imidazole electronic structure. It was shown that a 15
A˚ theoretical ‘box’ was suﬃciently large to simulate the molecule in the gas phase
(as determined by comparing the predicted result for the N3 atom to that for
smaller boxes). For the two nitrogen positions, predicted spectra were calculated,
using a 0.5 electron core-hole, with spin allowed. Before comparing results with
experiment,59 the results had a lifetime-broadening scheme individually applied,
before a rigid shi of +2.4 eV was applied to the N1 result and averaging of the
spectra was performed.60 The results for the two positions, normalised to the
Fermi level, are shown in Fig. 5, along with comparisons to experiment. It can beFig. 5 Left: CASTEPmonomer predictions for the N3 (black line) and N1 (blue dashed line)
nitrogens. A 0.2 eV Gaussian broadening was applied and the spectra were aligned to the
Fermi level. Right: Comparison of predicted N K edge with experimental data, with the
spectra of the two N atoms shifted relatively by the experimental value of 2.4 eV. An
energy-dependent lifetime broadening, as described in the text, was applied and the
energy scale of the spectrum adjusted to match with the experimental data.
This journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 277
Faraday Discussions Paper
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 2
8 
Ja
nu
ar
y 
20
15
. D
ow
nl
oa
de
d 
on
 1
5/
07
/2
01
5 
13
:1
1:
46
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Onlineseen that the calculated spectrum based on the CASTEP analysis is in excellent
agreement with the experimental spectrum.59 The secondary peak visible at about
401 eV in the calculated spectrum is due to an overestimated transition to the
2p* MO.Imidazole crystal
The same curve tting procedure as for the gas phasemonomer was applied to the
spectrum of crystalline imidazole, which was previously determined by Apen et al.
via electron-yield detection.59 The most noticeable diﬀerence between the exper-
imental spectra of gas phase and crystalline imidazole is a strong reduction of the
energy split between the IPs and the 1s/ 1p* transitions of the N1 and the N3
moieties, from 2.4 eV in the gas phase monomers (Fig. 4, Table 3) to 1.5 eV in the
spectrum of the solid (Fig. 6). This diﬀerence arises from intermolecular N–H/N
hydrogen bonding in the chains of imidazole molecules in the crystal structure.
This causes intermolecular redistribution of electron density from N3 to N1 sites
through weakening of the N1–H bond, and a partial levelling of the electronic
structure diﬀerence around the two N centres in each molecule.
The spectrum predicted by StoBe for the six-molecule cluster from the imid-
azole crystal structure is shown in the middle of Fig. 7, displayed above the
experimental spectrum. The calculated spectrum of the central imidazole mole-
cule has an N3 1s/ 1p* transition at an energy of 400.3 eV, and a small shoulder
due to the 1s/ 2p* transition at 401.2 eV. The N1 (NH) 1s/ 1p* transition is
evident as a single peak at 401.6 eV, with no noticeable shoulder contributions.
The parameters describing the features in the experimental and the calculated
spectra are summarised in Table 4. The overall agreement between calculated and
experimental data is good. The reduced energy split DE(1p*) of 1.5 eV between the
two 1s / 1p* transitions in the experimental data is reproduced almostFig. 6 Experimental electron-yield N K-edge spectrum of crystalline imidazole, with all
spectral features ﬁtted by Gaussian and arctan step functions. The origin of each feature is
indicated by the annotations in the ﬁgure.
278 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Fig. 7 Top: Middle: Calculated N K-edge NEXAFS spectrum of solid imidazole, as pre-
dicted by the StoBe code for the central molecule in a cluster of 6 molecules cut out from
the crystal structure of imidazole. For both calculated spectra, the two individual
absorption spectra of the two nitrogen moieties N1 and N3 in the central N atoms of the
displayed molecular structures are shown alongside the combined spectrum. Bottom:
Experimental observed electron-yield N K-edge spectrum from Fig. 6.
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View Article Onlinequantitatively by the StoBe cluster calculation. Comparing the StoBe results to
those obtained for the gas phase monomer (Table 2) reveals that most of the
reduction in the energy split between the gas and solid state is due to a decrease of
1.1 eV in the IP of N1 (its N 1s core level binding energy), from 406.6 eV to 405.5
eV. This indicates that the formation of intermolecular hydrogen bonds (N1–H/
N3) increases electron density at the N1 centre considerably, while the IP of the N3
centre is much less aﬀected. This reects the fact that the donation of electron
density at N3 stems from the aromatic p system of the molecule, resulting in aTable 4 Experimental IPs and 1s / 1p* transition energies for crystalline imidazole
compared to the values calculated with a 6-molecule cluster calculation
Experimental/eV
Calculated
(StoBe)/eV
IP(N1) 404.7 405.5
IP(N3) 403.2 404.3
DIP 1.5 1.2
E(N1 1s/ 1p*) 401.8 401.6
E(N3 1s/ 1p*) 400.3 400.3
DE(1p*) 1.5 1.3
This journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 279
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View Article Onlinedelocalisation of the electron density loss across the whole ring. In contrast, the
electron density gain at the N1 centre takes place through the local N–H bond,
which does not permit delocalisation of charge into the aromatic system.
Besides hydrogen bonding, additional interactions are expected in the solid
state structure of imidazole. For example, p–p interactions between the sheets of
hydrogen-bonded imidazole chains are expected. To examine the inuence of
such interactions on the spectra, we examined a chain (hexamer) of hydrogen-
bonded imidazole molecules, retaining its geometry in the crystal structure. The
absorption spectrum of the N1 and N3 moieties calculated by StoBe (Fig. 7, top
spectrum) is almost identical to the spectrum calculated for the 3-dimensional
arrangement of six imidazole molecules taken as a model of the crystal structure.
This indicates that the impact of N1–H/N3 hydrogen bonding dominates the
electronic structure of imidazole in the solid, with additional interactions leading
only to secondary changes in the electronic structure.
It is interesting to note that recent core level binding energy measurements
found an N 1s core level shi of 1.6 eV for the two nitrogen ring moieties in the
neutral imidazole side chain of solid histidine.61 This shi is comparable to the IP
diﬀerence observed in the experimental and calculated NEXAFS of solid imid-
azole, although the hydrogen bonding experienced by the imidazole system is
fundamentally diﬀerent. In the crystal structure of histidine both N centres of
the imidazole ring take part in hydrogen bonding, with the N1 (NH) centre
donating its hydrogen to a more electronegative carboxylate acceptor (O), while
the N3 (C]N) centre is accepting from the protonated primary amine group of the
zwitterion.62
Fig. 8 shows the CASTEP-predicted absorption spectra for the N3 and N1
centres in the crystal structure. Compared to the gas phase monomer (Fig. 5) we
observe a relative similarity in the predicted absorption spectra, as a consequence
of the hydrogen bonding in the crystal structure levelling the diﬀerences between
the nitrogen environments.
To model the onset energy diﬀerence between the two nitrogen positions, the
1.3 eV energy diﬀerence derived by StoBe was utilised, and the individual N1 andFig. 8 Left: CASTEP results for N3 (black solid line) and N1 (blue dashed line) in the
imidazole crystal. A Gaussian broadening of 0.2 eV has been applied and the calculated
spectra are aligned to the Fermi level. Right: Comparison of experimental and predicted
spectra, with an energetic shift of 1.3 eV between the two N 1s core level binding energies
applied. The calculated spectrum includes an energy-dependent lifetime broadening, as
described in the main text; the energy scale of the spectrum was adjusted to match with
the experimental data.
280 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
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View Article OnlineN3 spectra were lifetime broadened as described above. As can be seen, this leads
to excellent agreement with the experimental spectrum.59
Aqueous imidazole solutions
Shown in Fig. 9 are the obtained aqueous imidazole N K-edge NEXAFS spectra
covering a concentration range from 0.50 mol L1 (100H2O molecules per
imidazole molecule) to the saturation concentration of 8.20 M (7H2O molecules
per imidazole molecule). It can be seen that variations between the spectra as a
function of concentration are minor, indicating that the average local coordina-
tion of imidazole molecules in this concentration range does not vary signi-
cantly. This observation suggests two possible scenarios. Either self-association
involves only secondary interactions between individually hydrated imidazole
molecules, which do not manifest themselves strongly in the N K-edge spectra; or
self-association of imidazole is already dominant at the lower end of the
concentration range investigated, so that any imidazole molecules added to the
solution increase the volume fraction of such assemblies. Of course, the two
scenarios are not mutually exclusive and may occur simultaneously.
Previous photoelectron spectroscopy investigations41,63,64 of aqueous imidazole
solutions focused on solvent interactions, i.e., omitting imidazole–imidazole
interactions and other self-association eﬀects from the analysis. Insight into the
electronic structure of imidazole molecules in aqueous solution as a function of
pH was gained, and the sensitivity of C 1s and N 1s core level spectroscopy to pH-
induced protonation of imidazole was clearly demonstrated by detection of
electronically equivalent N atoms in the imidazolium cation under acidic
conditions.41,63 An attempt was made to explain the electronic structure of neutral
imidazole species in solution, through calculations of the electronic properties of
microhydrated gas-phase clusters comprising a single imidazole molecule and up
to ve water molecules.64 This provided some insight into the eﬀect of the nearest-
neighbour water coordination shells on the imidazole molecules. The studyFig. 9 N K-edge near edge X-ray absorption ﬁne structure (NEXAFS) spectra of aqueous
imidazole solutions as a function of concentration, from 0.5 mol L1 to 8.2 mol L1.
This journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 281
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View Article Onlineconcluded that longer-range eﬀects in the solvent probably need to be taken into
account to obtain a good agreement between theory and experiment.
As already observed for the gas phase monomer and the crystalline state, the
solution NEXAFS spectra are dominated by the 1s/ 1p* transitions of the N1
and N3 moieties in the imidazole ring, which now appear at photon energies of
approximately 400.2 eV and 401.9 eV (Fig. 10). The photon energy diﬀerence of
1.7 eV is lower than the value observed for the gas phase monomer (2.4 eV) and
slightly higher than in crystalline imidazole (1.5 eV). That the solution value is
closer to that of the hydrogen-bonded solid state structure suggests that signi-
cant hydrogen bonding with surrounding water or imidazole molecules takes
place. Since the extent of proton transfer is insignicant in the pH range of the
solutions (pH  10.5) it is reasonable to suggest that the observed energy
diﬀerence of 1.7 eV is due to imidazole–water and/or imidazole–imidazole
interactions.
The observed 1.7 eV diﬀerence between the 1s/ 1p* transitions at the N1 and
N3 centres matches the previously reported diﬀerence between the N 1s photo-
emission peaks of aqueous imidazole solutions.41 Since the N 1s photoemission
peak shis are identical to the IP diﬀerence between the two N moieties (Fig. 10)
we can conclude that the chemical shi between the two N 1s/ 1p* transitions
is primarily determined by the IP diﬀerence, just as observed in the above analysis
of the imidazole monomer and crystal spectra, as well as in a similar analysis of
the solid state of p-aminobenzoic acid.29 The relative energetic positions of the
transitions appear to be determined by ground state core level binding energy
diﬀerences, and additional diﬀerences due to nal state eﬀects are negligible.
The eﬀect of imidazole–water interactions was explored more systematically by
calculating the N K-edge NEXAFS of the microhydrated cluster structures used
previously to interpret the photoelectron spectra of imidazole in aqueousFig. 10 Experimental N K-edge spectrum of 2.5 mol L1 aqueous imidazole solution, with
all spectral features ﬁtted by Gaussian and arctan step functions. The origin of each feature
is indicated by the annotations in the ﬁgure.
282 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Table 5 Calculated N 1s core level binding energies and energy diﬀerence between the
N1 (‘NH’) and N3 (‘N]’) 1s / 1p* NEXAFS bands for the imidazole N atoms in the gas
phase monomer (#0, see Table 3) and the geometry-optimised gas phase imidazole–
water clusters of Jagoda-Cwiklik et al.64 The structures of the imidazole–water clusters are
visualised in Fig. S1–S9 of the ESI
Clustera
IP/eV
DIP/eV DE(1s/ 1p*)/eVN1 N3
#0 imi$0H2O 406.6 404.4 2.2 2.2
#1 imi$1H2O 406.9 404.7 2.2 2.1
#2 imi$2H2O 406.7 404.5 2.2 2.0
#3a imi$3H2O 406.5 404.7 1.8 1.8
#3b 406.0 404.3 1.7 1.6
#4a imi$4H2O 406.1 404.6 1.5 1.5
#4b 406.1 404.6 1.5 1.5
#4c 406.0 404.4 1.6 1.5
#4d 406.2 404.8 1.4 1.4
#5 imi$5H2O 406.0 404.6 1.4 1.3
a Clusters are visualised in the ESI.
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View Article Onlinesolution.64 The structures of these clusters are displayed in the ESI (Figs. S1–S9†).
Starting with a hydrogen-bonded HOH/N3 water–imidazole dimer #1, it can be
seen that the eﬀect of the hydrogen bond on the calculated NEXAFS spectrum is
negligible (Table 5): the N1/N3 1s/ 1p* peak energy diﬀerence is essentially the
same as in the imidazole monomer (Table 3). The core level binding energies of
the N3 (N]) and N1 (NH) centres remain very similar to the monomer binding
energies, with only a slight shi of 0.3 eV to 406.9 eV for N1 and 404.7 eV for N3.
This reects the donation of electron density from the aromatic system to the
water molecule.
The addition of another water molecule leads to cluster #2, which exhibits
some subtle diﬀerences to the monomer. Although the spectral features are
similar, there is a reduction of the N1/N3 1s/ 1p* peak energy diﬀerence by 0.1
eV compared to the monomer. Interestingly, it appears that the N1 contribution
has shied by 0.1 eV with the addition of the extra bound water in the vicinity of
the N3 centre.
Adding a third water molecule to the cluster led to equilibrium structures #3a
and #3b.64 These clusters exhibit the rst signicant changes compared to the
monomer. The calculated N1/N3 1s/ 1p* peak energy diﬀerences are reduced
signicantly relative to the monomer value of 2.1 eV, to 1.8 eV and 1.6 eV,
respectively. These values, along with the corresponding N 1s core level binding
energy diﬀerences of 1.8 eV and 1.7 eV, are actually in good agreement with the
NEXAFS data, and with the N 1s binding energies previously reported.41 However,
this seemingly excellent agreement should not be overinterpreted, for the
following reasons. First, the electronic structure of these clusters does not satis-
factorily model the vertical ionisation potentials.64 Second, it seems unlikely that
imidazole in aqueous solution is solvated by only three water molecules. Third, we
observed that adding more water molecules to the microhydrated clusters
continues the trend of reducing the IP diﬀerence between the N1 and the N3This journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 283
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View Article Onlinecentres. As can be seen in Table 5, adding additional water molecules to yield
hydrate shells with 4 (clusters #4a–#4d) and 5 (cluster #5) water molecules has the
eﬀect of further reducing the N1/N3 1s/ 1p* peak energy diﬀerence, with the 5
water hydration shell producing a peak split of 1.3 eV and an IP diﬀerence of 1.4
eV. These are both signicantly below the experimentally observed value of 1.7 eV.
In fact, the system approaches the values calculated for the extensively hydrogen-
bonded crystal, suggesting that hydrogen bonding of monomeric imidazole to
water molecules alone does not correctly represent the structure of the system.
Inclusion of larger hydration shells leads to a stronger than experimentally
observed eﬀect on the levelling of the N 1s core level energy diﬀerence between
the two nitrogen centres. It may be speculated that one contribution to this result
may be the asymmetric and incomplete coordination of the imidazole molecules
in models invoking so few water molecules. In real solutions, the electron density
variations induced by hydrate coordination from one side of the molecule are
counterbalanced by coordination from the other, leading perhaps to an overall
weaker net eﬀect on the electronic structure of the central imidazole molecule. It
remains to be examined whether this and other possible eﬀects (such as longer
range polarisation of the hydrogen bonded water network) in more extended
hydration clusters may weaken hydrogen bonding to the imidazole molecule.
There is, of course, strong previous evidence that self-association of imidazole
takes place in the range of aqueous concentrations investigated here. It is likely
that either secondary interactions between hydrated clusters take place, or that
even direct imidazole–imidazole interactions exist in solution, perhaps in
hydrogen-bonded chain-and-stack structures such as those recently predicted by
molecular dynamics simulations.37 Indeed, a previous X-ray scattering analysis of
aqueous imidazole solutions suggested that self-association involves the forma-
tion of molecule stacks held together by hydrogen-bonding through water
molecules.35 To examine whether such a model would lead to a more correct
reproduction of the NEXAFS data, we set up a more complex geometry-optimised
structure model in Gaussian03. A geometry-optimised stack structure of three
imidazole molecules was generated at the BHANDH/6-311G** level of theory,
involving three water molecules coordinating the central imidazole molecule. The
resulting structure and its predicted absorption spectrum are shown in Fig. 11. It
can be seen that the geometry-optimised cluster exhibits hydrogen bonding
interactions for one of the water molecules linking two of the imidazole species,
just as in the model previously generated by X-ray scattering.35 The energy
diﬀerence between the N 1s/ 1p* resonances in the spectra is 1.5 eV, signi-
cantly more in agreement with experiment than the microsolvated cluster models
involving only one imidazole molecule.
This result suggests that self-association involves complex synergistic
hydrogen bonding interactions mediated by water molecules alongside imid-
azole–imidazole interactions. This model is compatible with the idea of p–p-
assisted hydrogen-bonded stack structures, in competition with chains of
hydrogen-bonded imidazole molecules37 that are similar to those found in
liquid38 and solid32,33 imidazole. We should mention that the calculated absorp-
tion spectra of the central imidazole in these structures are quite sensitive to
conformational detail in the evaluated cluster, resulting in varying degrees of
agreement with experimental data. Clearly, more complex structure models,
including more water and imidazole molecules, need to be more systematically284 | Faraday Discuss., 2015, 179, 269–289 This journal is © The Royal Society of Chemistry 2015
Fig. 11 Calculated N K-edge absorption spectrum for the central molecule in a micro-
hydrated Gaussian 03 optimised stack of 3 imidazole molecules.
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View Article Onlineevaluated before rm conclusions about the limitations of the micro-cluster
system modelling approach can be drawn. Moreover, combination with other
techniques sensitive to local structure in solution (X-ray and neutron scattering,
NMR, vibrational spectroscopies, also C K-edge NEXAFS) should be explored to
generate a more complete picture. However, the insight already obtained by the
modelling of the NEXAFS N K-edge data, and the observed sensitivity of NEXAFS
to local structure, provide some condence that the technique could start playing
a role as a tool for validating computationally derived structural predictions. In
the context of nucleation studies, a particularly valuable objective for further
development will be the setting up of an experimental infrastructure that permits
studies of supersaturated solutions.Conclusions
We have carried out a feasibility study examining the possibility of obtaining N K-
edge near-edge X-ray absorption ne-structure (NEXAFS) spectra of a solute at
high concentrations in aqueous solution. NEXAFS has been shown to be able to
distinguish between diﬀerent chemical environments of imidazole, including gas
phase, solid state and the solution state. We have shown that the analysis of
known structures (monomer, crystal) provides valuable insight for unravelling the
more complex origins of electronic structure variations in the solution system.We
have also shown that diﬀerent types of electronic structure calculations
(Gaussian, StoBe, CASTEP) can be used to provide a consistent interpretation of
NEXAFS data, which, especially in combination with information from other
experimental techniques, should enable more incisive analytical approaches to
determining the structure and properties of organic solutes in solution. The
results obtained so far have conrmed that microhydrated clusters with a singleThis journal is © The Royal Society of Chemistry 2015 Faraday Discuss., 2015, 179, 269–289 | 285
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View Article Onlineimidazole molecule are poor models for aqueous imidazole, and that more
complex models, which include hydrogen-bonded hydrate molecules as well as
imidazole–imidazole interactions lead to better agreement with experimental
data.
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