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Abstract When scientists are searching for information,
they generally have a precise objective in mind. Instead
of looking for documents “about a topic T”, they try to
answer specific questions such as finding the definition of
a concept, finding results for a particular problem, check-
ing whether an idea has already been tested, or comparing
the scientific conclusions of two articles. Answering these
precise or complex queries on a corpus of scientific docu-
ments requires precise modelling of the full content of the
documents. In particular, each document element must be
characterised by its discourse type (hypothesis, definition,
result, method, etc.). In this paper, we present a scientific
document model (SciAnnotDoc ontology), developed from
an empirical study conducted with scientists, that models
the discourse types. We developed an automated process
that analyses documents effectively identifying the discourse
types of each element. Using syntactic rules (patterns), we
evaluated the process output in terms of precision and recall
using a previously annotated corpus in Gender Studies. We
chose to annotate documents in Humanities, as these docu-
ments are well known to be less formalised than those in “hard
science”. The process output has been used to create a SciAn-
notDoc representation of the corpus on top of which we built
a faceted search interface. Experiments with users show that
searches using with this interface clearly outperform standard
keyword searches for precise or complex queries.
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1 Introduction
In their work, scientists need to gather very specific infor-
mation with different goals and tasks in mind. For example,
when they write a paper, they must access information about
recent findings in their domain and compare them with their
own work, or they need to find a definition of a concept and
compare it with alternative definitions. When reading docu-
ments with these purposes in mind, they need to be exhaustive
(they want to retrieve all the new findings in their domain,
or all the definitions for this concept), but they are not nec-
essarily interested in reading other parts of the documents
(background, hypothesis, etc.). They face many challenges to
accomplish these kinds of tasks. The number of publications
increases every year (e.g. Medline has an annual growth rate
of 0.5 million items [22]). Consequently, the time needed to
search and read all available information tends to increase.
Therefore, the researchers need tools to help them search,
organise and read scientific papers, avoiding time spent on
irrelevant articles. Recently, systems supporting electronic
scientific publications have introduced some improvements
compared with simple searches of printed edition indices, but
the potential benefits of electronic publishing, for example,
systems that could easily find a bit of information, or sum-
marise scientific documents, or combine them, have not been
realised yet.
The aim of this research is to improve the tools that
search information in scientific documents to provide more
accurate information retrieval for scientists. Currently, infor-
mation retrieval systems (IRs) for scientific documents work
with metadata (e.g. author’s name, title) or with the full text
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indices. This way of querying documents only works when
scientists want a very specific document and know some
metadata like the title or the name of the author; however,
this method is not efficient for more complex queries. Typ-
ical examples of such complex queries are: “Find all the
definitions of the term gender” or “Look for changes in the
meaning of the term knowledge base over time” or “find
all the findings that analyse why the number of women in
academia falls more sharply than the number of men after
their first child, using qualitative and quantitative methodolo-
gies”. These examples were all extracted from real cases.1
In this context, scientists need to find specific parts of the
documents (we will call them fragments) and not the whole
document, to find precise answers to be able to help them
in their tasks. The information they are looking for can be
classified as different types of discourse elements such as
“definition”, “hypothesis”, “methodology”, “findings”.
The problem of complex queries of scientific docu-
ments has previously been addressed from three different
perspectives. First, the scientific community has proposed
machine-readable scientific document formats. However,
those formats are not based, to the best of our knowledge,
on empirical studies conducted with real users. These for-
mats or models will omit some of the fragments or discourse
elements needed for answering a precise or complex query.
Second, the community of Natural Language Processing
(NLP) has developed a variety of methods for extracting
and disambiguating information from scientific documents
and their metadata. However, we still lack effective meth-
ods to extract and describe semantically a number of more
structured and fine-grained entities. Third, the community of
Information Science has developed a variety of models of
users’ behaviour based on empirical studies. However, few
of these works focus on the seeking process of scientists and
if seeking patterns change depending on the task scientists
want to accomplish.
The aim of this work is to bring these three perspectives
together. By starting the creation of the annotation model with
a user-centric perspective, the model should comprehend the
users seeking behaviour based on empirical studies and could
be used to automatically annotate scientific documents using
some of the NLP methods and tools. The annotations will be
evaluated with “standard” methodologies such as precision
and recall. The effectiveness of the system will be evaluated
with scientists. This work is a step towards the creation of
new information retrieval systems that instead of working on
the metadata of the scientific documents will work on the
semantic contents. These annotations will also permit the
creation of new visualisations of the knowledge contained in
the scientific corpus of a research area and create new ways
for cross-referencing documents.
1 From interviews with scientists, see below.
The rest of the paper is organised as follows. In Sect. 2,
we present the user studies made with scientists and the user
model. In Sect. 3, we present the annotation model obtained
from the previous user model. In Sect. 4, we detail the anno-
tation process and present the results we have obtained with
this process in terms of precision and recall. This model and
the annotation process have already been published in [7–
9]; however, the extended version of the user model and the
extended version of the user evaluation are new contribu-
tions. In Sect. 5, we present the user evaluation with the
faceted search interface and the keywords search interface,
and finally, in Sect. 6, we discuss and summarise the main
conclusions and outline future directions of research.
2 User studies and user model
In order to correctly annotate the documents, one needs to
know what scientists consider as important in the text. Of
the studies that examine scientists’ behaviour, only a few
spend some time examining how scientists read articles. Cur-
rently, most published studies examine why scientists are
reading an article, how much time they spend reading it,
or in which database they found it [17,35]. Fewer studies
show findings on users reading behaviour and utilisation of
scientific documents. For example, Bishop [3], showed that
scientific writings are “disaggregated and reaggregated” in
the process of constructing new knowledge in science and
engineering. Bishop showed that some components that have
been indexed in a digital library (figures, conclusion, refer-
ences, article titles, title, heading, caption, authors, full text,
etc.) can be used for this process, but Bishop focussed on
the physical and logical structure of the documents more
than on the semantic content of the documents. This study
showed that users can utilise search engines retrieving spe-
cific components, but the study was restricted to researchers
in science and engineering, as well as the structural elements
such as tables and figures and did not consider the seman-
tic content. Renear et al. [24] showed that scientific readers
extract and accumulate bits of specific information such as
findings, equations, protocols and data. They also found that
the literature is usually scanned to find results and to monitor
the progress of peers and competitors, and to extract facts
and evidence to build a database. Tenopir et al. [30] showed
that scientists are using the literature for a range of purposes,
including teaching, writing articles, proposals, reports, con-
tinuous education, advising others and research. Tenopir et
al. showed that reading scientific articles can inspire new
ways of thinking, create new ideas, improve results, save
time or other resources, resolve technical problems, etc. In
[33], authors analysed the information needs of scientists in
life science in relation to citation. Their analysis revealed two
tasks often performed by participants: the appraisal task and
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the citation-focused task. They implemented a prototype for
Citation-Sensitive In-Browser Summariser (CSIBS) accord-
ing to the user requirements, allowing scientists to determine
whether or not a cited document is worth reading further.
However, this work was done only in one field, life science,
and both the interviews and summary were related to this
area of research.
Understanding the behaviour of scientists is essential to
building a user model that will be at the core of an effi-
cient information retrieval system for scientific documents.
To improve our understanding of the information needs of
scientists, the current work examined which fragments of
scientific documents are read in what priority by scientists.
We also examined the relationship of the fragment to the
task the scientists have to accomplish. These fragments can
then be used to build a better indexing model for scientific
documents.
In some cases, the noun of the structural fragment reflects
the semantic nature of its content (e.g. methods describing
the methodology of the research). However, we found numer-
ous exceptions, and these exceptions could lead to annotate a
fragment with the wrong semantic type if only the structural
part is taken into account. For example, scientific documents
using a structure such as IMRaD (Introduction, Methodol-
ogy, Results and Discussion) should be written in a way that
the reader could not find any methods description outside of
the methods section; however, it is often the case that authors
describe a complement of their methods in the results or con-
clusion sections. Another example is that authors may adopt
IMRaD in the construction of their narrative, but the headings
will not necessarily reflect that structure (e.g. in computer
science, the part corresponding to the methodology or the
results could be called implementation), or that the structure
describes rhetorical parts or discourse elements but neglects
others (e.g. background, aim, definition). In [15], the author
argues that the headings of sections are too generic and are
not strictly delimited. The same heading can convey infor-
mation of different natures. The author argues that precise
information retrieval requires the use of lower-level indices,
such as paragraphs or sentences.
In addition, even if scientific documents began to be more
standardised, and the IMRaD structure was adopted in var-
ious domains, especially in medicine [29], this structure is
not adopted in all scientific documents and by all domains of
research. To provide an example, we examine two journals
in the domain of gender studies and sociology.
Out of 24 scientific documents extracted from the journal
Feminist Studies in 2007, only 9 contain titles for para-
graphs or sections, and the titles do not always correspond
to the IMRaD model. Out of 18 articles extracted from the
American Journal of Sociology in 2013,2 10 articles have
2 A journal with more empirical studies than Feminist Studies.
a complete IMRaD structure, but 8 articles present only a
partial or no IMRaD structure. These articles also contain
other names for headings, such as Theory and Theoretical
Framework, as well as more discursive titles (see Table 1).
Additionally, depending on the date of publication or the
area of research, documents using structural models such
as IMRaD do not even exist, as the documents pre-date the
structural models or the models were never used.
This research allows us to build a model that should fit
with the scientists’ needs and all types of scientific docu-
ments. During the interview, we made a very clear distinction
between the structural and the semantic, and we kept only the
semantic definition of the fragments.
In the first step of this research, published in [6,25], we
conducted a survey based on three hypotheses; (1) scien-
tists seek and read scientific documents for different reasons;
(2) scientists focus on specific parts of a document rather
than the whole document; and (3) scientists do not seek
information from the same parts of documents depending
on the field of research. The results were promising and
showed different behaviours and tendencies depending on
the area of research. Analyses showed that scientists are more
likely to find their answers in certain types of sentences or
paragraphs than in others. However, the analyses were not
completely conclusive as the responses were given by closed
answers.
In the second step, the research hypotheses were simi-
lar, but the methodology differed as we conducted semi-
structured interviews with scientists from different areas
of research. We chose a qualitative approach instead of a
Table 1 Example of the logical structure of an article in Feminist Stud-
ies and in American Journal of Sociology
Feminist studies
Section The dual marginality ...
Section Women’s struggle In ...
Section The Study
Section Coping strategies...
Section Discussion
Section Notes
American Journal of Sociology
Section Trends in U.S...
Section Theoretical background
Section Data and methods
Section Results
Section Selection into migration ...
Section Discussion and conclusions
Section Appendix
Section References
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Table 2 Sample population
Subject Year of birth Sex Field of research Highest education
degree if Ph.D. year
No of article writ-
ten as first author
Total no of article
published
No of article read
by month
P1 1983 M Computer Science Master 6 6 10
P2 1978 F Computer Science 2009 15 20 10
P3 1976 F Linguistic/Computer Science 2008 17 29 25
P4 1961 M Computer Science/Health Master 10 20 15
P5 1976 F Information System Master 1 10 3
P6 1946 F Psychology 1975 68 141 6
P7 1957 M Physics/Science History 1987 15 60 50
P8 1985 F Translation and Communication Master 2 3 20
P9 1983 F Social Science, Gender Studies Master 1 1 15
P10 1974 F Medicine 2000 20 28 25
quantitative approach allowing us to spend more time with
the scientists and examine some of our hypotheses more
deeply. The sample consisted of 10 subjects (see Table 2).
An important part of each interview was devoted to find-
ing which fragments the scientists were focusing on, and
if they associated a specific task to a specific fragment. The
methodology also allowed the identification of the difficulties
scientists have distinguishing between structural and seman-
tic fragment types.
Our interview sheet comprised 33 questions which were
the basis of an interview and was written in French.3 Inter-
views time was between 1 and 2 h. The first part sought
individuals’ socio-demographic data. The second part exam-
ined individuals’ search patterns, including which informa-
tion retrieval systems (IRs) they would use, what type of
information they would be looking for, and what kind of
questions they would be planning to ask before querying an
IRs. The final part examined individuals’ reading behaviour
relating to the search results, such as which part of the doc-
ument (fragment) they would be focusing on when they are
not reading the whole article, and if these parts were differ-
ent depending on their reason for search. This article focuses
only on the reading behaviour results and the association with
the task they have to accomplish and on commonalities of the
responses from the participants.
When asked if they were using scientific documents
to answer a precise question, our survey participants all
answered yes. When they developed their answer, the major-
ity said that they would use their reading to develop a
methodology, followed by looking at the findings, search-
ing for a definition and looking at the state of the art.
Figure 1 shows which fragments the scientists were read-
ing and demonstrates that not all scientists were reading all
fragments of the documents. This pattern was common across
3 The interview sheet can be found in http://users.cs.cf.ac.uk/
DeRibaupierreH/.
Fig. 1 Fragments read by person (interview)
all areas of scientific research examined. Most scientists read
the findings and hypothesis, methodology, definition. We
found that other fragments of the documents were consulted
less frequently, e.g. aim, background, positioning, figure,
model and discussion. To confirm the answers, we asked the
participants if it was the section or the content of the fragment
that they were interested in, and they all answered that the
section was not always meaningful, and they were looking
for these fragments all over the document, even the one in
Medicine, where IMRaD is widely adopted [29].
We established a list of aims why scientists seek and read
scientific documents. During the interviews, we discussed
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this list with the interviewees and added new aims the scien-
tists pursue when seeking and reading scientific documents
or reviewed the existing ones. The aims that the interviewees
agreed most strongly with were (in descending order):
– to enhance their knowledge.
– to write papers.
– to find a new idea/inspiration.
– to discover another point of view.
– look at a new idea.
– to stay informed.
– because they were advised by someone.
– to compare documents.
– to write a state-of-the-art review.
– to find a specific definition.
– curiosity.
– to provide a new point of view.
– to compare methodologies.
– to provide expertise/review.
– to summarise their knowledge.
– to be able to take a position in a document.
– because it was referenced by another document.
– to resolve a problem.
– to build a model.
– to determine whether an idea was new or whether some-
one else had already worked on it.
Figure 2 shows which fragments the scientists read
depending on the task they want to accomplish (we show
only the most meaningful tasks cited by the interviewees).
When reading to keep track of other studies, researchers
focus primarily on findings. When they set out to dis-
cover a new area of research, the interviewees indicated
that their focus was more widely distributed between frag-
ments types. To write an article, researchers are more likely
to read whole documents. To find new ideas, the inter-
viewees’ answers varied between reading fragments with
a preference towards findings and whole documents. To
acquire new knowledge (learning), the researchers indi-
cated again that their focus was more widely distributed
between fragments with a importance to the whole docu-
ment. Furthermore, when planning to start a new project,
they focus on the whole document, the findings and the back-
ground.
To have a stronger user model, we combined some of
the results obtained during the first stage (survey) and the
second stage (interview) to have a better understanding of
which fragments scientists focus on. As the fragments indi-
cated by the respondents were not exactly the same between
the two studies (survey and interview) and the manner in
which answers were provided, open (interview) vs. closed
(survey), these factors may have affected the results. Fig-
ure 3 shows the fragments read by person for the interviews
and the survey. The results of both studies confirm that scien-
tists do not focus on the entire documents. This behaviour is
a factor to consider in the construction of document models
concerning indexing, queries, the display of information and
evaluation.
Although the sample is not necessarily representative of
a general academic population, the results of the two stud-
ies provide a sufficiently solid foundation for developing an
empirical annotation model.
3 Annotation model
Various models have been developed to manually or auto-
matically annotate scientific writing, with the aim to improve
summarisation or information retrieval using, for example,
rhetorical structure or discursive categories ([5,11–13,19,23,
28,31,32]). These works focus mainly on the “hard” sci-
ences like biology or biomedical where there is relatively
little variation in describing the results, hypothesis, con-
clusions, etc. The sentences are generally short and more
formalised than in social science and humanities document.
In [2], the author showed that humanities writing scored
Fig. 2 Fragment by tasks
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Fig. 3 Fragments read by person (interview and survey)
higher on the narrative dimension than engineering and tech-
nology. Our analysis of a sample of 1500 abstracts extracted
of journal in gender studies and 1500 abstracts from PubMed
showed that a sentence on average in a journal in gender
studies is composed of 18 words (126,469 words, 6944 sen-
tences) against 12 words (157,197 words, 12,912 sentences)
in PubMed.
In this research, we are proposing a methodology and a
model that describes the different areas of scientific knowl-
edge including the “soft” sciences like sociology, psychology
or gender studies. In addition, to the best of our knowledge,
none of the existing models is based on empirical studies
that aim to understand what type of information users want
to retrieve or to use in selection criteria. The previous models
defined some of the discourse elements types revealed by our
empirical studies; however, they are not complete, hence the
need for a new model. The model presented here is based on a
combination of elements of previous studies, whilst also sug-
gesting some new concepts, and using the potential of web
semantic techniques. The resulting model is SciAnnotDoc
(see Fig. 4).
The model contains four main dimensions:
3.1 Metadata
This consists of current metadata in the field of scientific
documents (bibliographic data), such as the authors, title
of the article, the journal name, publisher, date of publica-
tion.
3.2 Textual content
This consists of the representation of the terms contained
in the document. The content of each discourse element
is semantically indexed by means of concepts from three
auxiliary ontologies: an ontology of the studied domain, an
ontology of scientific objects (equations, models, algorithms,
theorem, assertions, principle, etc.) and an ontology of meth-
ods (types of methods, types of variables, tools, material,
etc.). The ontology of methods and the ontology of scientific
objects are generic, whereas the domain ontology is domain
dependent (e.g. an ontology of gender studies, an ontology of
particle physics). Different domain ontologies can be added
to the model to provide the most precise annotations. Using
ontologies to annotate these terms can help the resolution of
problems such as the ambiguity of a word, homonymy and
synonymy.
3.3 Discourse elements
This dimension is associated with discourse elements and
is the core of SciAnnotDoc model. A document is decom-
posed into structural fragments (usually paragraphs), and
each fragment is composed of elements, generally one or
a few sentences, that have specific roles in the scientific dis-
course. The discourse element types are findings, definition,
methodology, hypothesis and related work. They correspond
to the types that were most often mentioned by the scientists
in our study. In addition, these types are not exclusive; a sen-
tence that describes a definition could also describe a finding
as shown in the following example.
We find, for example, that when we use a definition
of time poverty that relies in part on the fact that an
individual belongs to a household that is consumption
poor, time poverty affects women even more, and is
especially prevalent in rural areas, where infrastructure
needs are highest [1].
Additionally, if a sentence summarises a result presented
in another article, this sentence is a finding and a related
work. The reason for this kind of annotation derives from
the results of the analyses we performed using the interview
findings. Scientists are sometimes looking for a finding, a
definition, a methodology or a hypothesis, but the attribution
of the document to an author is not in their priority; it is only
later that they might be interested to know the author(s) of
the document or the referenced sentences. For example, the
following sentence is a finding and also a related work, as
this sentence refers to other works.
The results of the companion study (Correll 2001), and
less directly the results of Eccles (1994; Eccles et al.
1999), provide evidence that is consistent with the main
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Fig. 4 SciAnnotDoc model:
user-centric annotation model
causal hypothesis that cultural beliefs about gender dif-
ferentially bias men and women’s self-assessments of
task competence [4].
3.4 Relational elements
This dimension consists of all explicit references from a doc-
ument or discourse element to another document or discourse
element. The relation between documents is a very impor-
tant part of all scientific documents. Most of the models and
research in this subject aim to compute bibliometric measures
and take into account the document-to-document citation.
More recent research such as [34] looks at the fragment level
with a system that extracts fragments from the cited docu-
ment which are related to the citing fragment. The authors
in [16] are detecting the boundaries of citations in the full
text of research papers, to improve paper summarisation. In
this research, the aim is to help scientists to search docu-
ments with citation as a criteria. The annotation of the type
of relationships that documents share is important, as CiTO
ontology [27] proposes (such as agree, disagree with, con-
firm), but it should also be done at the discourse element
level and not only at the document level. We reused the CiTO
ontology and extended it to represent citations between doc-
uments and also between discourse elements since a large
proportion of the citations do not refer to a whole document
but to some, often very restricted, part (discourse element).
This is necessary to answer precise queries such as “Find
all the documents containing an outcome (‘finding’) about
the difference between girls and boys in school and referenc-
ing a result of Zazzo.” With this model, it becomes possible
to perform more detailed analysis of the network of cita-
tions, depending on the types of citing or cited elements,
and extract, for example, the lineage of idea of a discourse
element.
The structure of the discourse elements is formally defined
in the SciAnnotDoc OWL ontology.4 The ontologies used to
annotate the textual content, the metadata and the relational
elements are kept separate from the discourse elements ontol-
ogy so they can be easily interchanged, and there is a clear
distinction between the categorisation of discourse elements
on the one hand and their content on the other.
4 Annotation process
To assess the relevance of the SciAnnotDoc model, we anno-
tated different gender studies and sociology documents. We
chose this research area because the documents are largely
heterogeneous, ranging from very empirical studies to more
“philosophical” documents, and most of the documents are
not using a structural model such as IMRaD.
To simplify automatic annotation, we have restricted a
discourse element to one sentence even if some discourse
elements could run over several sentences, and a fragment
to one paragraph. We automatically annotated 1410 docu-
ments. We used a rule-based system to generate annotations
based on the syntactic patterns detected in each sentences.5
We used GATE,6 a text engineering platform, ANNIE,7 a
component that forms a pipeline composed of a tokeniser,
a gazetteer, a sentence splitter and a part-of-speech tagger,
JAPE rules (Java Annotation Patterns Engine), a grammar
4 Available at http://users.cs.cf.ac.uk/DeRibaupierreH/.
5 All the different materials are available on http://users.cs.cf.ac.uk/
DeRibaupierreH/.
6 http://gate.ac.uk.
7 http://gate.ac.uk/ie/annie.html.
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Table 3 ANNIE tag sequence
On This Usage , Gender Is Typically Thought To Refer To Personality Traits And
IN DT NN , NN VBZ RB VBN TO VB TO NN NNS CC
language for operating over annotations based on regular
expressions, and Ontology OWLIM2, a module for importing
ontologies. These different components were used to detect
the different kinds of discourse elements in documents as well
as the domain concepts, the different methods of research and
the scientific objects. The first step was to manually create
the JAPE rules (20 rules to recognise findings, 34 for def-
initions, 11 for hypothesis and 19 for methodologies). For
the detection of the author’s name in the discourse element,
we created 11 JAPE rules. We started from manually anno-
tated sentences extracted from Gender Studies and Computer
Sciences documents8 and analysed the different patterns of
grammatical structures produced by ANNIE pipeline.
We looked at the syntactic structure produced by the
ANNIE output for each of the different sentences. The
following example (see Table 3) describes the entire tag
sequence obtained by ANNIE on the following definition
of the term “gender”.9
On this usage, gender is typically thought to refer to
personality traits and behaviour in distinction from the
body [20].
For each tag’s sequence, we simplified those rules,
reduced them and merged some of them, to obtain more
generic rules able not only to catch the very specific syn-
tactic pattern, but also to catch the variation of the pattern.
We also relaxed the rules and used some “wildcard” tokens
(see Table 4).
To increase the precision, we added typical terms that
appear in each type of discourse element. For detecting def-
inition, instead of using the tag VBZ (3rd person singular
present) which could be too generic, we used a macro that
was the inflection of the verb be and have in the singular and
plural form. We also used a macro that captured the different
variations of the verb “refer” when it appears alongside “to”,
whether annotated sentences such as those shown in Table 4.
These simplifications, reductions and merging were done for
the different types of discourse elements. For example, for
detecting findings, we selected a collection of verbs that could
describe findings, such as “confirm, argue, conclude, demon-
strate, explain, …” and used the different inflection of these
8 These sentences are not part of the final annotated corpus and neither
part of the “gold standard”.
9 For space reasons, we did not present all the sequences and the defi-
nition of the part-of-speech tags can be found at http://gate.ac.uk/sale/
tao/splitap7.html.
verbs to create macros that we included in the rules. These
macros were used in a wider context (using the part-of-speech
tags), allowing detection of the following sentence.
The fact that male students assessed their own math-
ematical competence higher than their equal ability
female counterparts did explain part of the gender gap
in enrolment in high school calculus courses and selec-
tion of a ‘quantitative’ major [4].
We uploaded the domain concept ontology to help to
define more precise rules. For example, to detect a definition
such as “It follows then that gender is the social organization
of sexual difference” [20]; we created a rule that was search-
ing for a concept defined in the domain ontology followed at
a short distance by the declension of the verb be.
(({Lookup.classURI==
".../genderStudies.owl#concept"})
(PUNCT)?
(VERBE_BE))
The different ontologies (GenStud, SciObj, SciMeth)
were imported using Ontology OWLIM2 and transform in
Gazetteers using OntoRoot. These ontologies were used not
only for the JAPE rules but also to annotate the concepts in
the text.
We implemented a pipeline in Java that first transformed
the PDF into raw text using the PDFbox API10 and regular
expressions to clean the raw text. Second, using GATE (see
Fig. 5), we annotated each sentence with one or several dis-
course element types and with the concepts it contains. Third,
we transformed each GATE’s XML output into an RDF rep-
resentation of the text (see Fig. 6). The sentences that did
not contain one of the four discourse elements (definition,
hypothesis, finding or methodology) were annotated with the
tag NonDefinedDE, allowing annotation of each sentence of
the entire document, even those not assigned to discourse
elements. For the related work, each sentence that contained
a tag AuthorRefer detected by the JAPE author rules was
defined as a related work, and a new document was created.
The different RDF representations (see Fig. 7) created by
the Java application were loaded into an RDF triple store.
We chose Allegrograph11 because it supports
10 https://pdfbox.apache.org/.
11 http://franz.com/agraph/allegrograph/.
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Table 4 Definition sentences
and JAPE rules (simplified) Gender Is Typically thought to Refer to
Gender Has Become used to Refer to
Gender Was A term used to Refer to
NN TO _BE _HAVE (macro) Token [2,5] REFER (macro)
Fig. 5 Annotation GATE pipeline
RDFS++ reasoning in addition to SPARQL query execution.
Table 5 presents the corpus statistics by discourse ele-
ments and the number of sentences that contain more than
one type of discourse element. Some types overlap more than
others; for example, Findings overlap with Hypothesis and
Definition; however, in this sample, Methodology does not
overlap with any other discourse elements. This confirms the
importance of having a multi-type annotation model.
To test the quality of the automatic annotation, we needed
to create a new “gold standard” as the different existing
corpora [18,26] were in “hard science”, and we wanted to
evaluate our annotation process and model on a corpus where
sentences are not as formalised and are longer than the ones
found in “hard science”. We manually annotated 555 sen-
tences in gender studies (the sentences manually annotated
are extracted from different documents to the one used to
analyse the syntactic structure of the sentences and creating
the JAPE rules to avoid bias), creating a “gold standard”.
These sentences were annotated by 2 annotators.
We used Fleiss’ kappa to measure the inter-annotator
agreement between the two expert annotators (see Table 6).
A reason for the relatively low score could be the num-
ber of categories. The more categories involved, the more
the annotators may differ in their judgements. Another rea-
son might be the interpretation of the instructions and as
Identify and annotate
Extraction Metadata 
properties
terms within 
discourse 
elements
discourse 
elements
SciDeo ontology
GendStud ontology
SciMeth ontology
SciObj ontology
related works 
within 
discourse 
elements
CiTO ontology
GendStud ontologyGate XML document
SciDeo ontology
Fragment
create new 
document 
instance
OWL file
associate discourse 
element and 
fragment; fragment 
and document 
instance
loads
loads
loads
loads
loads
Fig. 6 Annotation algorithm model
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sciAnnotDoc:def#133sciAnnotDoc:frag#122
sciAnnotDoc:Fragment
sciAnnotDoc:doc#144
sciAnnotDoc:author#133
sciAnnotDoc:Document
time poverty that relies in part on the fact that an 
individual belongs to a household that is consumption 
poor, time poverty affects women even more, and is 
especially prevalent in rural areas, where infrastructure 
needs are highest"
genderOnto:Time_Poverty
"Time Poverty"
sciAnnotDoc:part_of
rdf:type
sciAnnotDoc:belong_to
rdf:type
sciAnnotDoc:witten_by
rdf:type rdfs:comment
rdfs:label
sciAnnotDoc:uses
Fig. 7 RDF annotation schema (extract)
Table 5 Annotated corpus statistics by discourse elements
Find Hypo Def Meth
Findings 17,639 47 30 0
Hypothesis 47 7626 15 0
Definition 30 15 5239 0
Methodology 0 0 0 11,829
a consequence the misinterpretation of the sentences. After
discussion with the second annotator, we discovered that she
annotated most of the reported findings as something else,
general hypotheses. We decided to change all the findings
that were annotated as hypotheses back in findings. We per-
formed precision and recall measurements on these sentences
(see Table 7).
To increase recall, we added heuristics such as: if a
fragment (paragraph) contains unrecognised elements (sen-
tences) and at least three elements with the same type T
and only this type, then assign type T to the unrecognised
elements. With these rules, we created 341 findings, 130
methodologies, 29 hypotheses and 6 additional definitions.
The low recall for definition could be explained by the
lack of concepts in the GenStud ontology, as this ontology
is used to detect definition in case of “is a” (see example
Table 6 Fleiss’ kappa results
for the two expert annotators in
gender studies
Definition 0.697
Findings 0.388
Methodology 0.719
Hypothesis 0.384
Other 0.375
above). If the ontology is not complete, it will impact the
recall. For findings, an explanation for the low recall could
be the relatively short list of manually generated verbs used
to describe the findings. Another issue concerning all type
of discourse elements which could explain the low recall is
the generality of the sentence. For example, in the follow-
ing sentence: “However, women in the GD condition have
higher mean aspirations than men.”[4], the detection of a dis-
tinctive pattern is almost impossible; however, a human will
recognise and annotate that as a finding.
5 User evaluation on complex queries
We conducted user evaluations to check how the annotation
system and the SciAnnotDoc model compared to the stan-
dard keyword search. We implemented two interactive search
interfaces: a classic keyword-based search (with a TF*IDF-
based weighting scheme) (see Fig. 8) and a faceted interface
(FSAD) (see Fig. 9) based on our model.
5.1 Faceted search interface
Because scientists are not all experts in description logic or
other formal query languages (such as SPARQL), we pro-
posed a faceted search interface based on SciAnnotDoc. A
major goal of the interface is to hide the complexity of seman-
tic search from scientists and to make it easy to use and
effective. The use of a faceted search interface to mask the
complexity of SPARQL has the disadvantage of being less
expressive than other query languages [10]. However, it is
still possible to have sufficient expressiveness to allow end
users to find their desired information.
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Table 7 Precision and recall Discourse elements types No. of sentences Precision Recall F1.0s
Findings 168 0.82 0.39 0.53
Hypotheses 104 0.62 0.29 0.39
Definitions 111 0.80 0.32 0.46
Methodologies 172 0.83 0.46 0.59
Fig. 8 Keyword-based search interface
Fig. 9 Faceted search interface (FSAD)
We represent the different dimensions of the SciAnnotDoc
model as facets.
The metadata facet allows users to query the metadata of
the SciAnnotDoc model.
The conceptual facet allows users to specify what con-
cepts are contained in the discourse elements using either
ontologies concepts or free keywords.
The discursive facet allows users to specify in which dis-
course element they want to apply the other search criteria.
Users can search for a sentence that contains one or sev-
eral types of discourse elements. For example, if users want
to search only for a definition, they tick only one checkbox
for the first discourse element. If they want to search for a
sentence that belongs to two discourse elements, such as a
definition that is also a finding, they tick two checkboxes of
the first discourse element. Another possibility is that users
want to search for two discourse elements disjointedly in
the same text, such as a finding describing the difference of
gender in salary based on a hypothesis describing women
having less academic degree. Users can then specify which
types of discourse elements they desire to query for each
sentence associated with keywords. For the above example,
they could tick findings associated with keywords “gender
AND salary” and tick hypothesis associated with keywords
“academic degree”.
Thus, the resulting interface is a faceted search interface
in the sense that the SciAnnotDoc dimensions structure the
information that users can explore. The interface is also an
adaptive search interface in the sense that users should be
able to add as many discourse elements as they desire to build
“complex” queries. In the prototype implemented interface,
users are only able to query two disjointed discourse ele-
ments. The interface was built using JAVA and SWING. The
query model classes were implemented using the OWL API
and the Allegrograph API.
FSAD was built in several iterations. During the different
cycles of iteration, scientists were asked twice to evaluate the
usability interface through heuristic evaluations [21].
5.2 User evaluation
The corpus used for the user evaluation was the annotated cor-
pus (1410 documents) in gender studies. All documents were
in English. Both systems index and query at the sentence level
instead of the usual document level. The maximum answers
in a set was fixed in both interface at 3000. The tests were
conducted with 8 scientists (4 in gender studies, and the other
4 were in other fields. 50% were female, and the scientists
had an average age of 38 years). Scientists had to perform 3
tasks (see below) with only 1 of the systems. The design of
the experiment was based on a Latin square rotation of tasks
to control for a possible learning effect of the interface on
the participants. The average time for the experiment was 1
hour. The questionnaires were conducted on LimeSurvey.
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1. Task 1: Find all the definitions of the term “feminism”.
2. Task 2: Show all findings of studies that have addressed
the issue of gender inequality in academia.
3. Task 3: Show all findings of studies that have addressed
the issue of gender equality in terms of salary.
We gave participants a tutorial on how the system works,
but did not give more exact instructions on how to search.
The participants determined the end of a task when they
thought they had obtained enough information on the given
subject. They had to perform the 3 tasks and complete dif-
ferent questionnaires (1 socio-demographic at the beginning
of the evaluation, 1 interface evaluation after each task,
and a final interface evaluation at the end of the test). The
socio-demographic questionnaire contained 11 questions.
The questionnaire after each task contained 10 questions:
Q1 Do you think the set of results was relevant to the task?
(1 = not useful, 5 = useful)
Q2 Do you think the number of results was too large to be
useful? (1 = totally unusable, 5 = usable)
Q3 How many elements correspond to your request? (1
= 0–5%, 2 = 6–15%, 3 = 16–30%, 4 = 31–50%, 5 =
51–75%, 6 = 76–90%, 7 = +90%)
Q4 How many elements were completely irrelevant? (1 =
0–5%, 2 = 6–15%, 3 = 16–30%, 4 = 31–50%, 5 = 51–
75%, 6 = 76–90%, 7 = +90%)
Q5 Do you think that these results are obtained faster in this
way than when using a common scientific information
search system (Google Scholar, etc.)? (1 = not at all
faster, 5 = much faster)
Q6 Do you think the number of requests you made was
adequate to achieve good results? (1 = very adequate,
5 = not at all suitable)
Q7 Did you obtain satisfactory results for each query you
made? (1 = not at all satisfied, 5 = very satisfied)
Q8 Are you satisfied with the overall results provided? (1
= not at all satisfied, 5 = completely satisfied)
Q9 Are you frustrated by the set(s) of results provided? (1
= totally frustrated, 5 = not at all frustrated)
Q10 Did you find this task difficult? (1 = very difficult, 5 =
very easy)
The final questionnaire after completion of the 3 tasks con-
tained 10 questions (from questions 6 to 11, the questions
were inspired by the USE questionnaire12:
Q11 Do you think this system is useful? (1 = useless and 5
= very useful)
12 http://hcibib.org/perlman/question.cgi?form=USE.
Q12 I think the indexing of these documents is not suffi-
ciently precise for my information needs. (1 = totally
disagree, 5 = totally agree)
Q13 Do you think this system is better for finding the
information you need than your usual system (Google
scholar, etc.)? (1 = disagree, 5 = strongly agree)
Q14 I would use this system instead of the search engines
that I use every day. (1 = disagree, 5 = totally agree)
Q15 I found the system unnecessarily complex. (1 = dis-
agree, 5 = totally agree)
Q16 I think this system is easy to use. (1 = disagree, 5 =
totally agree)
Q17 I think I need support/technical assistance to use this
system. (1 = disagree, 5 = totally agree)
Q18 I think that users (scientists) could easily learn to use
this system. (1 = disagree, 5 = totally agree)
Q19 I need to learn many new things before I feel comfort-
able and can use this system easily. (1 = disagree, 5 =
totally agree)
Q20 I felt comfortable using this system. (1 = disagree, 5 =
totally agree)
A program was written to capture the logs of the two systems.
The logs recorded the time stamps indicating when the partic-
ipants clicked “search”, the SPARQL query, which elements
were checked (only in FSAD), the different search criteria,
and the time stamp indicating when a query was returned by
the system. We calculated the length of time during which
a participant looked at a set of results based on the interval
between the time stamp of a query’s end and the next click
on the “search” button. Thus, the time spent looking at a set
of results was approximate.
5.2.1 Results of the user study
We computed the average responses for the three tasks, and
we tested the difference between the participants who had to
evaluate the FSAD versus the keyword search, using an anal-
ysis of the variance (Anova) tests. As shown in Table 8, the
users’ answers regarding the FSAD interface was generally
more positive than that of the keyword search interface. We
can observe that in the questions about the relevance of the
set of results and the usefulness of the set of results, partici-
pants using the FSAD found the set of results more relevant
(Q1) and more usable (Q3) than those using the keywords
search, with a significant difference when they were asked
if they found the set too large to be useful (Q2), and if the
number of elements were completely irrelevant (Q4). Both
groups appeared to have mixed feelings about the speed of
the systems (Q5). It should be noted that the systems per-
formed poorly at times, resulting in a long time required
to obtain a set of results. Thus, the participants may have
been confused between the performance in terms of the time
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Table 8 Average response for the three tasks
Question FSAD µ Keywords search µ Sig
Q1 4 3.75 .780
Q2 4.5 2.75 .045
Q3 5 4.25 .494
Q4 1.5 3.75 .031
Q5 3.5 3.6 .824
Q6 2.16 2.83 .223
Q7 3.83 3.41 .484
Q8 4.16 3.41 .273
Q9 3.16 4.25 .220
Q10 3.5 3.66 .780
Average response for the three tasks (significant P values (<0.05) are
in bold)
Table 9 Average for the questions asked after completion of the three
tasks
Question FSAD µ Keywords search µ
Q11 4.25 4.25
Q12 2.0 3.5
Q13 4.0 3.67
Q14 3.7 3.25
Q15 2.25 2.00
Q16 3.75 3.75
Q17 2.25 2.25
Q18 4.75 4.50
Q19 1.0 2.25
Q20 3.75 3.75
required to obtain the set of results and the time required
to achieve the task. More FSAD participants than keyword
search interface participants seemed to find that the number
of queries was adequate, but the difference was not signif-
icant (Q6). The FSAD participants found more results to
be satisfactory (by query: Q7 and the overall: Q8) than did
the keyword search interface participants, but the difference
was not significant. The level of frustration (Q9) seems to
be higher for the keywords search interface participants than
for the FSAD. Both groups seemed to find the task to be of
average difficulty (Q10), and no significant difference was
observed.
For the second part of the questionnaire after the comple-
tion of the three tasks (see Table 9), no significant differences
were found in the 11 questions. However, we observed that
answers are generally more positive for the FSAD than for
the keywords search interface. Moreover, we observed in Q12
that FSAD participants seems to find the system more precise
than the keyword search interface group, but the difference
was not significant.
5.2.2 Analysis of the logs
The analysis of the logs (see Table 10) showed for task 1
(the definition of feminism) that FSAD participants queried
the system more often than the keyword search participants
did. A Student’s t test was used to calculate the probability
of significance. They received fewer answers by query on
average, but spent more time on the set of answers and on
one answer. The difference in time spent by answer between
both groups is significant.
For task 2, we observed that FSAD participants query the
system more often than the keyword search participants. In
contrast with task 1, the set of results was larger than for
keywords search interface. They spent the same amount of
time for the full set; however, it was observed that they still
spent a little bit more time on average per answer in the
FSAD.
In task 3, FSAD participants query the system more
often and receive on average fewer answers by query than
the keywords search interface participants. In contrast with
tasks 1 and 2, they spent less time on average for the
set of answers and for an answer; however, one of the
participants (it was her first task) spent a considerable
amount of time evaluating the set of results that contained
850 answers. As she did not perform any other query
and was the only one to spend this amount of time, she
could be considered an outlier, even if the samples were
larger.
5.2.3 Precision/recall on task 1
We also performed a precision and recall evaluation for the
first task. For the FSAD system, when the user chose the
facet definition and typed the keyword feminism, the sys-
tem sent a set of 148 answers. Ninety results were relevant,
and the precision was 0.61. For the keywords search sys-
tem, the set of results was the union of the results obtained
with the queries “define AND feminism” and “definition
AND feminism” (this combination of terms was the one the
most used by participants), and the system sent a set of 29
answers of which 24 were relevant, and thus, the precision
was 0.82.
To evaluate the recall, as we did not know the number
of definitions contained in the corpus, we simply observed
that the ratio between FSAD and the keyword search is
3.77. In other words, the FSAD system was able to find
3.77 times more definitions of the term “gender” than the
keywords search. Hence, at the cost of a lower, but still
acceptable precision, the FSAD system has a considerably
higher recall than the keyword search system. We also
observed that the overlap between both systems was 12 sen-
tences.
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Table 10 Logs for the three tasks
Task 1 Task 2 Task 3
FSAD Keywords Sig FSAD Keywords Sig FSAD Keywords Sig
Av. no. queries 5.7 4.75 0.266 14.25 11.25 0.531 12 8 0.291
Av. no. answer 30.28 731 0.012 10.06 16.27 0.131 41.97 224.27 0.223
Av. time spend for the full set 2.26 1.39 0.329 0.7975 0.7575 0.462 1.325 6.512 0.2
Av. time spend for an answer 0.064 0.019 0.05 0.008 0.0033 0.164 0.085 0.361 0.0085
Average number of queries by task; average number of answers by query; average time spent for the full set of answers; average time spent per
answer (Significant P values (< 0.05) are in bold)
6 Discussion
Keyword search interface participants seemed to find the
set of results less useful than the FSAD participants did
(significant difference). This difference appears to hold true
even independently of the number of results in a set. In task
2, FSAD participants received more answers than the key-
word search participants did, but they found the number of
irrelevant answers less important than the keyword search
participants did. This finding may support the fact that the
keyword search interface participants found the set of results
less useful than the FSAD participants did.
A small difference was observed between the two groups
with respect to the relevance of the set of results, with the
FSAD participants finding the results slightly more relevant.
However, the difference was not significant. There may be
several reasons for this lack of significance. First, participants
might have built search strategies for searching for scientific
documents using a search engine, and those strategies might
have yielded “strange” results when applied to the FSAD
interface. This finding would correspond to an effect of the
novelty of the FSAD interface.
Second, it might be easier for participants to declare that
a set of results is not relevant than to find them relevant,
especially for non-expert participants. Because the number of
participants was small, we did not test the difference between
experts and non-experts.
The logs showed that FSAD participants introduced, on
average, more queries than the keyword search participants
did. In the questionnaire, the FSAD participants, neverthe-
less, indicated that the number of queries was more adequate
(Q6) than the keywords search participants (see Fig. 10).
An interpretation of this result could be that when partici-
pants have less appropriate answers in the set of results of
one query, such “bad” answers could affect the perception
of the adequate number of queries. It would be interesting
to test this hypothesis with a larger number of queries, and
control the quality of the answers to “non appropriate” ver-
sus “appropriate”, and examine whether the quality alters the
perception of the number of queries introduced.
Fig. 10 Average number of queries (a) and average feeling of adequacy
on the 3 tasks (1 = very adequate, 5 = not at all suitable) (b)
Some measure of self-efficacy should be added to the
questionnaire for the participants. However, the question-
naire was already long enough. In the future, some of the
intervening variables (proposed by Wilson [36]) should be
tested, particularly when subjective measures are used. The
psychological features of the participants may have an effect
on the results as well [14].
Even though the number of the sample is small, we
observed a preference among the participants for the FSAD
interface and for a search engine that focuses on a sentence
rather than an entire document. These findings are encourag-
ing for further refinements to the system.
The user evaluation we conducted shows that despite these
inaccuracies and a small sample size, we were able to build
a query system that already outperforms keyword searches
in many cases, especially in the case where the recall is
very important. Google allows users to query a term for the
definition with “define” + term. In Google, the first set of
answers seems to be extracted from glossaries, dictionar-
ies and Wikipedia for the first ranked answers, and for the
next answers the system seems to work by looking at the
phase “define”+ term in the document. For scientists, this
is not enough, first because the source of the information
is not accurate enough and second because of the lack of
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answers. For Google Scholar, scientists make the assump-
tion that the sources are more accurate because the IRs are
indexing scientific documents. The system queries the index
with the pattern “define” AND “feminism”, ignoring all the
other definitions that use some other sentence construction
than “.... define feminism...”. And as we have shown above,
the number of definitions of the term found with this pattern
is insufficient, especially for scientists. Consequently, when
the task is to find a definition and the user needs a very high
recall, Google or Google Scholar does not perform so well.
One of the difficulties we had to deal with in the evaluation
was the lack of a good evaluation corpus, preventing us from
calculating the precision and the recall of the system. This
problem is very often mentioned in the literature, conferences
and workshops. We hope than in future, with the different
evaluation campaigns that were created in recent years, this
recurrent problem should diminish.
In the case of very precise queries such as tasks 2 or 3, we
still have to analyse the precision and recall of our system.
We also want to compare the results with some of today’s
IRs, but we can hypothesise that contrary to the first task, it
will be the precision that will be reduced because it is not
searching at the sentence level. The reason is that traditional
search engines are indexing the text by the terms they find
in the metadata (title, abstract, keywords) and sometimes by
the terms contained in the entire document, but they do not
take into account the context of the term, or even the dis-
tance between the terms, or if they take this parameter into
their algorithm they do not allow user to add that as a feature
in their queries. For example, in task 2, participants typed
keywords such as “academic” or “university” and “gender
inequality”, but the problem is that those terms could appear
anywhere in the text, even in the references, and the docu-
ment that was published in the Oxford University Press, and
contains “gender inequality” somewhere in the text, could
appear in the top ranked answers.
7 Conclusion and future work
With the growth of publications in scientific domains, sci-
entists need more precise information retrieval systems that
are able to search by metadata (as is the case today), but
which also allow users to create complex queries such as
“retrieve all the findings that women have a tendency to
drop their academic career after their first child more than
men, using qualitative and quantitative methodologies”. This
kind of system needs a robust annotation model that takes
into account the scientist’s needs, and the semantics of
the scientific document. In this case, knowing or index-
ing only the metadata is insufficient, and annotations in the
content of the full text such as the discourse element, the
references to other documents and the concept are crucial.
The SciAnnotDoc model proposed in this paper is built on
empirical research that analysed the real needs of scientists
and takes into account the semantics and the specificity of the
documents. We have also proposed an approach to automati-
cally annotate PDF documents with the SciAnnotDoc model.
The evaluation of the annotations shows not only that the
model is realistic because it is amenable to automatic pro-
duction (many previously proposed annotation models have
never been used in practice because they require a manual
annotation), but also that the precision is good.
To improve the recall index, more JAPE rules could
be created. However, introducing a larger number of rules
might also increase the risk of adding noise to the annota-
tion. Another solution could be to test whether some hybrid
approaches mixing a rule-based approach and a machine-
learning-based approach may improve precision and recall.
Another solution is to ask scientists not to classify sen-
tences into categories, but to confirm the type of categories
a sentence is already classified into. By using this kind of
methodology, we can improve and enlarge a training corpus
that we could use to improve the precision and recall of the
actual annotation process.
The user evaluation also shows that the user seems to be
less frustrated by the FSAD system than the keywords search
and seems to find that the level of usefulness in the sets of
results is more important in FSAD than in keywords search.
Some of the results could be non-significant because of the
small sample size.
In the future, we will conduct additional usability test-
ing and collect data to scientifically assess the quality of the
system and to determine the influence of the precision and
recall of the automated annotation process on the system
performance. To improve the design of indexing and ranking
models, we will examine whether precision or recall is the
most important factor in determining the quality of the results
according to the type of task. We will also apply the auto-
matic annotation in different fields of research to estimate
the domain specificity of the annotation process.
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