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Abstract
Let B = J2n or B = Rn for the matrices given by
J2n =
[
In
−In
]
∈ M2n(C) or Rn =
[
1
. .
.
1
]
∈ Mn(C).
A matrix A is called B-normal if AA⋆ = A⋆A holds for A and its
adjoint matrix A⋆ := B−1AHB. In addition, a matrix Q is called B-
unitary, if QHBQ = B. We develop sparse canonical forms for nonde-
fective (i.e. diagonalizable) J2n/Rn-normal matrices under J2n/Rn-
unitary similarity transformations. For both cases we show that these
forms exist for an open and dense subset of J2n/Rn-normal matrices.
This implies that these forms can be seen as topologically ’generic’ for
J2n/Rn-normal matrices since they exist for all such matrices except
a nowhere dense subset.
1. Introduction
For any arbitrary, nonsingular matrix B ∈ Gln(C) the function
[·, ·] : Cn × Cn → C, (x, y) 7→ xHBy (xH := xT )
defines a sesquilinear form on Cn × Cn. If B is Hermitian and positive
definite, [·, ·] is a scalar product; otherwise [·, ·] is often called an indefinite
inner/scalar product [2, 14]. Four well-known classes of matrices are related
to indefinite scalar products, see also [14]:
1
(a) A matrix A ∈ Mn(C) is called B-selfadjoint if [Ax, y] = [x,Ay] holds
for all x, y ∈ Cn. In other words,
xHAHBy = xHBAy
is true for A and all x, y ∈ Cn. This is possible if and only if AHB = BA
holds, that is A = B−1AHB.
(b) A matrix A ∈ Mn(C) is called B-skewadjoint if [Ax, y] = [x,−Ay]
holds for all x, y ∈ Cn. It follows analogously to (a) that A ∈ Mn(C) is
skewadjoint if and only if −A = B−1AHB holds.
(c) A matrix A ∈ Mn(C) is called B-unitary if [Ax,Ay] = [x, y] holds for
all x, y ∈ Cn. That is, xHAHBy = xHBy has to hold for A and all
vectors x, y ∈ Cn. This is possible if and only if AHBA = B.
(d) A matrix A ∈Mn(C) is called B-normal if it holds that
AB−1AHB = B−1AHBA.
Indefinite scalar products arise in many mathematical contexts, see for
instance [5] for a comprehensive treatment of the Hermitian case B = BH
with a selection of examples and applications. Two particular choices for B
that are very frequently considered are
Rn =


1
. .
.
1

 ∈ Gln(C) and J2m =
[
Im
−Im
]
∈Gl2m(C).
Both define indefinite scalar products on Cn × Cn and C2m × C2m, respec-
tively. We call [·, ·]Rn : (x, y) 7→ [x, y]Rn = xHRny the perplectic and
[·, ·]J2m : (x, y) 7→ [x, y]J2m = xHJ2my the symplectic scalar product. The
classes of matrices introduced in (a), (b), (c) and (d) above for the sym-
plectic scalar product are of great importance in control systems theory,
algebraic Riccati equations, gyroscopic systems, model reduction, quadratic
eigenvalue problems and many more areas, see e.g. [4, 9, 17, 22] and the
references therein. For the perplectic scalar product, such matrices arise for
instance in control of mechanical and electrical vibrations, see e.g. [12, 20].
In this work, our investigations focus entirely on B = Rn and B = J2m.
Notice that the set of B-normal matrices includes the sets of B-selfad-
joint, B-skewadjoint and B-unitary matrices. Now assume for a moment
that B = In is the n×n identity matrix. Then the sets of B-selfadjoint, B-
skewadjoint, B-unitary and B-normal matrices A ∈ Mn(C) coincide with
the sets of Hermitian (A = AH), skew-Hermitian (A = −AH), unitary
(AHA = In) and normal (AA
H = AHA) matrices. It is well-known that a
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matrix belonging to any of these sets is unitarily (i.e. In-unitarily) diago-
nalizable [6]. Thus, their natural canonical form under unitary similarity is
the diagonal form. If B 6= In, a B-normal matrix is in general not diagonal-
izable by a B-unitary similarity (see [21, Sec. 9] and the specific conditions
developed therein for B-unitary diagonalization). With this in mind, the
question of a canonical form for B-normal matrices (B = Rn, J2m) under B-
unitary similarity naturally arises. The following quote is taken from [16]1
and highlights the difficulties in finding such a canonical form:
“On the other hand, the problem of finding a canonical form for
H-normal matrices has been proven to be as difficult as classify-
ing pairs of commuting matrices under simultaneous similarity
[...]. So far, a classification of H-normal matrices has only been
obtained for some special cases [...]. From this point of view, the
set of all H-normal matrices is ’too large’ and it makes sense to
look for proper subsets for which a complete classification can be
obtained.”
In this work we focus on the two popular cases B = Rn and B = J2m and
introduce a canonical form for a proper subset (as suggested in the quote
above) of B-normal matrices under B-unitary similarity. In particular, we
only consider B-normal matrices which are nondefective (i.e. diagonaliz-
able). Structured canonical (i.e. Schur, Jordan) forms of matrices belong-
ing to the matrix-classes defined in (a), (b), (c) and (d) above were studied
before, see e.g. [5, 10, 11, 18, 19] or [12, Sec. 7]. In full generality, they
can be very complicated or their existence depends on specific properties
(e.g. related to the eigenvalues) of the matrix at hand. The existence of the
form we develop only depends on whether the matrix at hand is defective
or not. Once a B-normal matrix does possess a full set of linearly indepen-
dent eigenvectors (forming a basis of the whole vector space), it is possible
to transform it into a sparse and nicely structured form via a B-unitary
similarity.
Certainly, establishing a canonical form for a subset of B-normal ma-
trices is only worth half its value as long as it is unknown how large this
subset (for which the form exists) actually is. The reason why we consider
only diagonalizable matrices is, on the one hand, that these form a dense
subset in the class of all B-normal matrices (and, in addition, they consti-
tute dense subsets among all B-selfadjoint, B-skewadjoint and B-unitary
matrices), see [3]. Therefore, any B-normal matrix is, if it is not diagonal-
izable, arbitrarily close to a diagonalizable B-normal matrix (for which the
canonical form does exist). On the other hand, once we have established
the existence of the canonical form for diagonalizable matrices, we will use
it to strengthen the results obtained in [3]. In fact we are able to show that
1In our case, a ’H-normal matrix’ is a ’B-normal matrix’.
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the set of matrices with pairwise distinct eigenvalues is a topologically open
and dense subset of all B-normal matrices. This means that its comple-
ment is “nowhere dense” and therefore, from a topological point of view, is
rather “small”. For this reason, we call these canonical forms “generic” for
B-normal matrices.
In Section 3 we show that, assuming diagonalizability, Rn-normal ma-
trices can always be transformed into ’X-form’ by a Rn-unitary similarity
(see Theorem 5). We say that a matrix A ∈ Mn(C) has X-form, if it has
entries only along its diagonal and anti-diagonal:
A =



 .
We prove in Section 3.1 that the subset of Rn-normal matrices, for which
such a canonical form exists, is open and dense.
The canonical form under J2m-unitary similarity we develop for nonde-
fective J2m-normal matrices in Section 4 is the ’four-diagonal-form’. We say
that A ∈ M2m(C) has four-diagonal-form if, considered as a 2 × 2 matrix
with four m×m blocks, each of these blocks is diagonal:
A =



 .
Here, we also prove that this form can be seen as generic for the set of
J2m-normal matrices. Our proofs in this section will make essential use of
the results obtained in Section 3. Some general basics on indefinite scalar
products and those matrices related to them are presented in Section 2.
Section 5 presents some conclusions.
2. Basic definitions and notation
In this section, let B = ±BH ∈ Gln(C) be some nonsingular matrix and
[·, ·]B the indefinite scalar product induced by B on Cn × Cn. Recall that
the classes of B-selfadjoint, B-skewadjoint, B-unitary and B-normal matri-
ces have been defined in Section 1. In this section we collect some basic
results on those matrices and relations for their eigenvalues and eigenvec-
tors. The following Lemma 1 states a central property of eigenvectors of
B-self/skewadjoint matrices related to the scalar product [·, ·]B .
Lemma 1. Let B = ±BH ∈ Gln(C) and A ∈ Mn(C).
(a) Suppose A is B-selfadjoint and x, y ∈ Cn are eigenvectors of A for λ ∈ C
and µ ∈ C, respectively. Then xHBy 6= 0 implies µ = λ.
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(b) Suppose A is B-skewadjoint and x, y ∈ Cn are eigenvectors of A for
λ ∈ C and µ ∈ C, respectively. Then xHBy 6= 0 implies µ = −λ.
Proof. (a) Under the given assumptions we have
λ[x, y]B = [λx, y]B = [Ax, y]B = [x,Ay]B = [x, µy]B = µ · [x, y]B
thus λ = µ has to hold whenever [x, y]B 6= 0. The proof for (b) proceeds
analogously.
For any A ∈ Mn(C) let A⋆ := B−1AHB. The matrix A⋆ is usually
referred to as the adjoint for A [14, Sec. 2]. The sets of all B-selfadjoint,
B-skewadjoint, B-unitary and B-normal matrices can now equivalently be
characterized by the equations A = A⋆, A = −A⋆, A⋆ = A−1 and AA⋆ =
A⋆A, respectively. In particular, notice that a B-unitary matrix is always
nonsingular. For a B-selfadjoint matrix A = A⋆ we have
σ(A) = σ(A⋆) = σ(B−1AHB) = σ(AH) = σ(A) (1)
so σ(A) consists of tuples (λ, λ) with λ and λ having the same algebraic
multiplicities. Analogously we obtain the eigenvalue pairings (λ,−λ) and
(λ, 1/λ) for B-skewadjoint and B-unitary matrices, respectively [13, 14].
Notice that, given two eigenvectors x, y ∈ C2n of some B-selfadjoint matrix
A for the eigenvalue λ, Lemma 1 guarantees that [x, y] 6= 0 can only hold if
λ = λ. Therefore [x, y] 6= 0 implies λ ∈ R.
The proof of Theorem 1 can be found in [8, Sec. 4.5]. The proof for (b)
follows the the same way by noting that iA is skew-Hermitian whenever A
is Hermitian and vice versa.
Theorem 1. 1. Let A = AH ∈Gln(C). Let m+ ≥ 0 and m− ≥ 0 be the
numbers of positive and negative eigenvalues of A, respectively. Then
there exists some Q ∈Gln(C) such that
QHAQ =
[
+Im+
−Im−
]
.
2. Let A = −AH ∈ Gln(C). Let m+ ≥ 0 and m− ≥ 0 be the numbers of
positive and negative imaginary eigenvalues of A, respectively. Then
there exists some Q ∈Gln(C) such that
QHAQ =
[
+iIm+
−iIm−
]
.
The following two well-known results will also be used frequently in the
next section. We call two matrices A1, A2 ∈ Mn(C) simultaneously diago-
nalizable, if there exists a single matrix S ∈Gln(C) such that S−1AjS is a
diagonal matrix for j = 1, 2. The following Lemma 2, see [8, Thm. 1.3.21],
relates simultaneous diagonalization to commutativity of matrices.
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Lemma 2. Assume A1, A2 ∈ Mn(C) are both diagonalizable. Then A1 and
A2 commute if and only if they are simultaneously diagonalizable.
Lemma 3 ([8, Thm. 1.3.10]). Let A1 ∈ Mm1(C), . . . , Ak ∈ Mmk (C) be
some matrices and set m := m1 + · · ·+mk. Define
A =


A1
. . .
Ak

 = A1 ⊕ · · · ⊕Ak ∈ Mm(C).
Then A is diagonalizable if and only if all Aj are diagonalizable.
The following result can easily be verified by a straight forward calcu-
lation (see also [16, Sec. 1] or [3, Lem. 2]). In particular it shows that the
four classes of matrices related to an indefinite scalar product introduced in
Section 1 are preserved under B-unitary similarity. The proof is omitted.
Lemma 4. Let B ∈ Gln(C) and A ∈Mn(C). Furthermore, let T ∈ Gln(C)
and consider
A′ := T−1AT and B′ := THBT.
Then A is B-selfadjoint/B-skewadjoint/B-unitary/B-normal if and only if
A′ = T−1AT is B′-selfadjoint/B′-skew-adjoint/B′-unitary/B′-normal.
2.1 Basic properties of matrices related to [·, ·]Rn
For any n ∈ N let the Hermitian matrix Rn be defined as
Rn =


1
. .
.
1

 ∈ Gln(R).
The eigenvalues of Rk are +1 and −1 with multiplicities m(Rn,+1) = ⌈n/2⌉
and m(Rn,−1) = ⌊n/2⌋. It is common to refer to Rn-self/skewadjoint ma-
trices as per/perskew-Hermitian, respectively. Matrices that are Rn-unitary
are in general called perplectic. Whenever we are considering per/perskew-
Hermitian and perplectic matrices, the value of n will always be clear from
the context, i.e. from the size of the matrix at hand. In this section we in-
troduce some notational simplifications to keep the terminology in Section
3 as compact as possible
For two matrices P ∈ M2ℓ(C) and Q ∈Mk(C) with P block-partitioned
as a 2× 2 matrix with ℓ× ℓ blocks, i.e.
P =
[
P11 P12
P21 P22
]
∈M2ℓ(C), Pij ∈ Mℓ(C), (2)
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we define the perplectic sum P Q of P and Q as
P Q =

P11 P12Q
P21 P22

 ∈Mn(C), (2ℓ+ k = n). (3)
Note that P  Q is only defined if the size of P is even2. There are some
properties that follow immediately from the definition (3) of the perplectic
sum. We use the notation ⊕ to denote the direct sum of two matrices, i.e.
P ⊕Q = diag(P,Q). The proof of Remark 1 is omitted.
Remark 1. Let k, ℓ ∈ N0 and n ∈ N such that 2ℓ+ k = n.
(a) For P ∈ M2ℓ(C) as in (2) and Q ∈ Mk(C) it holds that (P  Q)H =
PH QH and (P Q)−1 = P−1 Q−1 if P−1 and Q−1 exist.
(b) If P, S ∈M2ℓ(C) (both interpreted as 2× 2 matrices with ℓ× ℓ blocks)
and Q,W ∈ Mk(C) then(
P Q
)(
S W
)
= PS QW. (4)
In particular, P Q and S W commute if and only if PS = SP and
QW =WQ hold.
(c) For P ∈ M2ℓ(C) as in (2) and Q ∈ Mk(C), the perplectic sum P 
Q ∈ Mn(C) is per(skew)-Hermitian if and only if P and Q are both
per(skew)-Hermitian (with respect to R2ℓ and Rk, respectively).
(d) For P ∈ M2ℓ(C), Q ∈Mk(C) and their perplectic sum P Q ∈ Mn(C),
there exists a permutation matrix R ∈ Gln(C) so that R−1(P Q)R =
P ⊕Q.
As the Kronecker product, the perplectic sum  is not commutative.
For abbreviation, we sometimes use the notation

k
i=1 Pi = P1  P2  · · · Pk := (P1  P2)  P3)  · · · )  Pk (5)
The following Lemma 5 summarizes some properties of perplectic matrices
with respect to the operations ⊕ and .
Lemma 5. Let k, ℓ ∈ N0 and n ∈ N such that 2ℓ+ k = n.
(a) For any matrix S ∈ Glℓ(C) and any perplectic matrix Q ∈ Glk(C),
the matrix P := (S ⊕ S−⋆)  Q ∈ Gln(C) is perplectic. In particular,
P = (Iℓ ⊕ Iℓ) Q and, if n = 2ℓ, P = S ⊕ S−⋆ are perplectic.
(b) For any two perplectic matrices S ∈ Gl2ℓ(C) and Q ∈ Glk(C), the
matrix P := S Q ∈Gln(C) is perplectic.
2Whenever we use the perplectic sum P  Q without further notice, the size of P
will always be clear from the context.
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(c) For any number j ∈ N of perplectic matrices P1, P2, . . . , Pj ∈ Gln(C)
their product P := P1P2 · · ·Pj is perplectic.
Proof. All statements follow from straight forward calculations using Re-
mark 1 (a) and (b):
(a) Noting that S−⋆ = RℓS
−HRℓ we obtain
PHRnP =
((
SH ⊕ (S−⋆)H)QH
)(
R2ℓ Rk
)((
S ⊕ S−⋆)Q
)
=
[
SH
(S−⋆)H
] [
Rℓ
Rℓ
] [
S
S−⋆
]
QHRkQ
=
[
SHRℓS
−⋆
(S−⋆)HRℓS
]
Rk = R2ℓ Rk = Rn.
where we used that SHRℓS
−⋆ = SHRℓRℓS
−HRℓ = S
HS−HRℓ = Rℓ.
(b) If S ∈Gl2ℓ(C) and Q ∈ Glk(C) are both perplectic, we obtain
PHRnP =
(
SH QH
)(
R2ℓ Rk
)(
S Q
)
= SHR2ℓS Q
HRkQ
= R2ℓ Rk = Rn.
(c) Whenever P1, P2 ∈ Gln(C) are both perplectic, then for P˜ := P1P2
it holds that
P˜HRnP˜ = (P1P2)
HRn(P1P2) = P
H
2
(
PH1 RnP1
)
P2 = P
H
2 RnP2 = Rn,
so P˜ is perplectic. Analogously, the product of more than two perplectic
matrices is perplectic.
3. A canonical form for Rn-normal matrices
In this section we develop a canonical form for nondefective (that is, diago-
nalizable) Rn-normal matrices under perplectic similarity. Our main result
is Theorem 5 prior to which we present several auxiliary results in order
to keep the proof as compact as possible. We will use these results also in
Section 4 where we consider the symplectic scalar product.
Our first observation is stated in Theorem 2. It shows that any diago-
nalizable per-Hermitian matrix A ∈Mn(C) is always perplectic similar to a
perplectic sum of a diagonal matrix and a per-Hermitian matrix with only
real eigenvalues.
Theorem 2. Let A ∈Mn(C) be per-Hermitian and diagonalizable. Assume
λ1, . . . , λp ∈ σ(A) with multiplicities m(A, λj) = ℓj, j = 1, . . . , p, are the
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distinct eigenvalues of A with positive imaginary parts and set m := m1 +
· · ·+mp. Then there exists a perplectic matrix P ∈Gln(C) such that
P−1AP =
[
D
D⋆
]
 Aˆ =

D Aˆ
D⋆

 (6)
where D = λ1Im1 ⊕ · · · ⊕ λkImk ∈ Mm(C) and Aˆ ∈ Mn−2m(C) is per-
Hermitian with only real eigenvalues.
Proof. We prove the theorem by induction on the number p of distinct
eigenvalues with positive imaginary parts. To this end, recall (1) and notice
that all eigenvalues of a per-Hermitian matrix beside the real axis appear in
tuples (λ, λ) with both having the same algebraic multiplicity. If A ∈ Mn(C)
is per-Hermitian with only real eigenvalues (i.e. p = 0) we are done (choose
P = In). So, assume the theorem holds for all per-Hermitian matrices with
p− 1 distinct eigenvalues with positive imaginary parts.
Let the distinct nonreal eigenvalues of A ∈ Mn(C) with positive imagi-
nary parts be given by λ1, . . . , λp. Moreover, let
U−10 AU0 =
(
λ1Im1 ⊕ λ1Im1
)
D1
be a diagonalization of A with m(A, λ1) = m1 being the multiplicity of λ1
(implying m(A, λ1) = m1) and some diagonal matrix D1 ∈Mn−2m1 (C). Ac-
cording to Lemma 1 (a) we know the form of the Hermitian matrix UH0 RnU0
(because the columns of U0 are eigenvectors of A). In fact, we have
UH0 RnU0 =
[
0 S
SH 0
]
Q =

 SQ
SH


for some S ∈ Mm1(C) and some Q = QH ∈ Mn−2m1 (C). Since U0 and Rn
are nonsingular, so are S and Q (since UH0 RnU0 is nonsingular, too).
Now we define the matrix U1 := Rm1 ⊕ In−2m1 ⊕ S−1 ∈ Gln(C) and
observe that
UH1
(
UH0 RnU0
)
U1 =
[
Rm1
Rm1
]
Q = R2m1 Q. (7)
As the matrix in (7) is congruent to Rn, Q must be congruent to Rn−2m1 .
Therefore, there exists some U ′2 ∈ Gln−2m1 (C) such that (U ′2)HQU ′2 =
Rn−2m1 . Defining U2 := Im1 ⊕U ′2⊕ Im1 we obtain UH2 (R2m1 Q)U2 = Rn,
so the matrix U3 := U0U1U2 is perplectic. Now notice that
U−13 AU3 =
[
λ1Im1
λ1Im1
]
 A′
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where A′ = (U1U2)
−1D1(U1U2)
′ ∈ Mn−2m1(C) is now, in general, a full ma-
trix. Since U3 is perplectic, the matrix U
−1
3 AU3 is per-Hermitian according
to Lemma 4. Moreover, Remark 1 (c) reveals that A′ is a per-Hermitian
matrix. Now, the induction hypothesis applies to A′ ∈ Mn−2m1 (C) since A′
has only the p − 1 nonreal eigenvalues λ2, . . . , λp. Thus, there exists some
perplectic P ′ ∈Gln−2m1 (C) such that(
P ′
)−1
A′P ′ =
(
D′1 ⊕
(
D′1
)⋆)
 Aˆ
where D′1 = λ2Im2 ⊕ · · · ⊕ λpImp , (D′1)⋆ = λpImp ⊕ · · · ⊕ λ2Im2 and
Aˆ ∈ Mn−2m(C) is per-Hermitian with only real eigenvalues. According
to Lemma 5 (a) the matrix Q := I2m1  P
′ ∈ Gln(C) is perplectic. From
Lemma 5 (c) we know that P := U3Q is perplectic and we obtain
P−1AP =
[
D
D⋆
]
 Aˆ =

D Aˆ
D⋆


with D := λ1Im1 ⊕ · · · ⊕ λpImp and the matrix Aˆ ∈ Mn−2m(C) is per-
Hermitian having only real eigenvalues.
The next Theorem 3 states that the transformation carried out on A in
the proof of Theorem 2 can - with some minor modifications - be extended
to two commuting per-Hermitian matrices A,B ∈ Mn(C). From this point
of view, it is possible to simultaneously extract per-Hermitian matrices Aˆ, Bˆ
(of smaller size) from A and B with only real eigenvalues via a perplectic
similarity and the perplectic sum. We prove Theorem 3 as stated below
although the result and its proof easily extend to any finite family of com-
muting per-Hermitian matrices.
Theorem 3. Let A,B ∈ Mn(C) be per-Hermitian and diagonalizable and
assume that AB = BA holds. Then there exists some s ∈ N, 0 ≤ s ≤ ⌊n/2⌋
and some perplectic P ∈ Gln(C) such that
P−1AP =
[
DA
D⋆A
]
 Aˆ P−1BP =
[
DB
D⋆B
]
 Bˆ
where DA, DB ∈Ms(C) are diagonal3 and Aˆ, Bˆ ∈Mn−2s(C) are commuting
per-Hermitian matrices with only real eigenvalues.
Proof. Assume that λ1, . . . , λp ∈ σ(A) are the nonreal eigenvalues of A with
positive imaginary parts. Let m(A,λj) = mj ≥ 1 be the multiplicity of
λj and set m := m1 + · · · + mj . According to Theorem 2, there is some
perplectic P1 ∈ Gln(C) such that
P−11 AP1 =
[
D11
D⋆11
]
 A′
3Consequently, D⋆A, D
⋆
B are also diagonal.
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where D11 = λ1Im1 ⊕ · · · ⊕ λpImk ∈ Mm(C) and A′ ∈ Mn−2m(C) is per-
Hermitian with only real eigenvalues. As A and B commute so do P−11 AP1
and P−11 BP1. Moreover, P
−1
1 AP and P
−1
1 BP1 are still per-Hermitian (cf.
Lemma 4). The commutativity and the structure imply that the form of
P−11 BP is determined as
P−11 BP1 =
[
B˜
B˜⋆
]
B′ (8)
where B˜ = B˜1 ⊕ · · · ⊕ B˜p ∈ Mm(C) is block-diagonal with B˜j ∈ Mmj (C)
for j = 1, . . . , p, and B′ ∈Mn−2m(C) is a per-Hermitian matrix commuting
with A′. In view of Remark 1 (d) and Lemma 3 we know that B′ and all
matrices B˜j , j = 1, . . . , p, are diagonalizable (since B was diagonalizable).
Now let Q˜−1j B˜jQ˜j = D˜j be a diagonalization of B˜j . We define
Q˜ := Q˜1 ⊕ · · · ⊕ Q˜p and Q := (Q˜⊕ Q˜−⋆)  In−2m ∈Gln(C).
According to Lemma 5, Q and P2 := P1Q are perplectic. In addition,
we obtain P−12 AP2 = P
−1
1 AP1 (so P
−1
1 AP1 does not change under the
similarity transformation with Q) and P−12 BP2 = (D21 ⊕D⋆21)  B′ where
D21 := D˜1 ⊕ · · · ⊕ D˜p and B′ is per-Hermitian according to Remark 1 (c).
Now we consider A′, B′ ∈Mn−2m(C) and set m′ := n− 2m. Recall that A′
has only real eigenvalues which need not be the case for B′. Thus we may
apply the same procedure to those matrices to get rid of the eigenvalues of
B′ beside the real axis.
Assume µ1, . . . , µq are the distinct eigenvalues of B
′ with positive imag-
inary parts having multiplicities m(B′, µj) = rj and set r := r1 + · · · + rq.
According to Theorem 2 there exists some perplectic matrix P ′1 ∈ Glm′(C)
such that (
P ′1
)−1
B′P ′1 =
(
D22 ⊕D⋆22
)
 Bˆ
where D22 = µ1Ir1 ⊕ · · · ⊕ µqIrq ∈ Mr(C) and Bˆ ∈ Mm′−2r(C) is per-
Hermitian with only real eigenvalues. Since A′ and B′ commute and are
both per-Hermitian, we conclude as in (8) that
(
P ′1
)−1
A′P ′1 =
(
A˜⊕ A˜⋆
)
 Aˆ
holds for some block-diagonal matrix A˜ = A˜1 ⊕ · · · ⊕ A˜q ∈ Mr(C) and
some per-Hermitian Aˆ ∈ Mm′−2r(C). Using once more Lemma 3 assume
that W˜−1j A˜jW˜j = D˘j is a diagonalization of A˜j for j = 1, . . . , q. We define
W := (W ⊕W−⋆)Im′−2r ∈ Gln(C). Then, according to Lemma 5, W and
P ′2 := P
′
1W are perplectic. Moreover, we obtain (P
′
2)
−1B′P ′2 = (P
′
1)
−1B′P ′1
(so the similarity transformation of (P ′1)
−1B′P ′1 with W does not change
this matrix) and (P ′2)
−1A′P ′2 = (D12 ⊕D⋆12) Aˆ where we have set D12 :=
11
D˘1⊕· · ·⊕D˘q . According to Lemma 5 the matrices P3 := I2mP ′2 ∈ Gln(C)
and P := P1P2P3 are both perplectic. So, finally we obtain
P−1AP =
[
DA
D⋆A
]
 Aˆ P−1BP =
[
DB
D⋆B
]
 Bˆ
with diagonal matrices DA = D11 ⊕D12 ∈ Ms(C) and DB = D21 ⊕D22 ∈
Ms(C) (s := m + r) and two commuting per-Hermitian matrices A
′, B′ ∈
Mn−2(m+r)(C) with only real eigenvalues.
We refer to an even-sized matrix A ∈ Mn(C) (n = 2m) as being in
X-form, if
A =
[
D11 RmD12
RmD21 D22
]
=



 (9)
where D11, D12, D21, D22 ∈ Mm(C) are diagonal. If n is odd, we say that
A ∈ Mn(C) is in X-form if A = A′  [α] for some matrix A ∈ Mn−1(C) in
X-form as in (9) and some scalar α ∈ C.
We call a real matrix A ∈Mn(R) persymmetric, if RnATRn = A holds.
A persymmetric matrix A with is additionally symmetric (i.e. A = AT ) is
called bisymmetric. The next Lemma 6 shows how a diagonal matrix with
only real eigenvalues can be transformed to bisymmetric X-form. It will be
used in the proof of Theorem 4.
Lemma 6. Let D ∈ Mn(R) be diagonal. If n = 2m is even we define the
unitary (i.e. orthogonal) matrix
Z :=
1√
2
[
Im Rm
−Rm Im
]
∈ Gln(R). (10)
Then ZHDZ = Z−1DZ is a real bisymmetric matrix in X-form. The same
statement holds for the matrix Z  [1] ∈Gln(C) if n = 2m+ 1 is odd.
Proof. Assume n = 2m and write D = D1 ⊕ D2 with two real, diagonal
matrices D1, D2 ∈ Mm(C). Then, a direct calculation shows that
ZHDZ =
1
2
[
D1 +RD2R D1R−RD2
RD1 −D2R RD1R +D2
]
∈Mn(R). (11)
Since (D1R−RD2)T = RD1−D2R, and both D1+RD2R and RD1R+D2
are real and diagonal, it follows that ZHDZ is symmetric. Moreover, as
(D1+RD2R)
⋆ = RD1R+D2 is diagonal and both D1R−RD2, RD1−D2R
are real and do only have nonzero entries along their anti-diagonals, ZHDZ
is persymmetric. Therefore, ZHDZ is real and bisymmetric. The statement
follows analogously for Z  [1] in case n = 2m+ 1 is odd.
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For n = 2m it follows directly from Lemma 6 and (11) (choosing D1 =
+Im and D2 = −Im) that
ZH
[
+Im
−Im
]
Z =
[
Rm
Rm
]
= Rn (12)
for the matrix Z ∈ Gln(R) defined in (10). Considering Z  [1] in the case
where n is odd yields the similar result. With Lemma 6 we may now prove
the simultaneous transformation of two per-Hermitian matrices with only
real eigenvalues to X-form as stated in Theorem 4.
Theorem 4. Let A,B ∈ Mn(C) be per-Hermitian and diagonalizable and
assume that AB = BA holds. Moreover, suppose that A,B have exclusively
real eigenvalues. Then, there is a perplectic matrix P ∈ Gln(C) such that
P−1AP =: XA =



 , P−1BP =: XB =




where XA, XB ∈Mn(R) are real bisymmetric matrices in X-form.
Proof. Assume λ1, . . . , λp ∈ R are the distinct eigenvalues of A with mul-
tiplicities m(A, λj) = mj ≥ 1 for j = 1, . . . , p, and µ1, . . . , µq ∈ R are
the distinct eigenvalues of B. Assume that T ∈ Gln(C) simultaneously
diagonalizes A and B, i.e. A1 := T
−1AT and B1 := T
−1BT are both di-
agonal (cf. Lemma 2). In particular, suppose A1 = λ1Im1 ⊕ · · · ⊕ λpImp
and B1 := T
−1BT = D1 ⊕ · · · ⊕ Dp where the matrices Dj ∈ Mmj (R),
j = 1, . . . , p, are diagonal. Notice that each eigenvalue µj of B appears
m(B,µj) times on the diagonal of B1 (in some of the matrices D1, . . . , Dp).
Now we assume that rj ≥ 1 distinct eigenvalues of B appear in Dj for
each j = 1, . . . , p. We denote these by µj,1, . . . , µj,rj . Do not overlook
that each µj,k is equal to some eigenvalue among µ1, . . . , µp. Let their
multiplicities be m(Dj , µj,k) = mj,k for k = 1, . . . , rj . Thus, w. l. o. g. we
assume that Dj can be expressed as
4
Dj = µj,1Imj,1 ⊕ · · · ⊕ µj,rj Imj,rj , j = 1, . . . , p,
with mj,1+ · · ·+mj,rj = mj . Recall that the columns of T are eigenvectors
of both A and B. Thus, we may determine the form of the Hermitian matrix
THRnT according to Lemma 1 (a). In fact, we have T
HRnT = S1⊕· · ·⊕Sp
for Hermitian matrices Sj ∈ Mmj (C) following from the structure of A1.
As THRnT is nonsingular, so is each Sj . In addition, the structure of B1
implies that each Sj is block-diagonal, i.e.
Sj =


Sj,1
. . .
Sj,rj

 , j = 1, . . . , p,
4Otherwise, we may reorder the columns of T to produce this form.
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where Sj,k ∈ Mmj,k(C), j = 1, . . . , p and k = 1, . . . , rj , are nonsingular
and Hermitian. It follows from Theorem 1 that there exist matrices Qj,k ∈
Glmj,k (C) so that Q
H
j,kSj,kQj,k = diag(+1, . . . ,−1, . . .) is the inertia matrix
corresponding to Sj,k. Thus we define Q := Q1 ⊕ · · · ⊕ Qp ∈ Gln(C) with
Qj := Qj,1 ⊕ · · · ⊕ Qj,rj ∈ Glmj (C). Now we consider the transformations
Q−1A1Q, Q
−1B1Q and Q
H(THRnT )Q and make the following important
observations:
(a) It follows from the form of A1 and B1 and the form of Q that the
transformations Q−1A1Q and Q
−1B1Q do not change A1 and B1, re-
spectively. Therefore we have Q−1A1Q = A1 and Q
−1B1Q = B1.
(b) The matrix QH(THRnT )Q is diagonal with only +1 and −1 entries
along its diagonal. As it is congruent to Rn, there are exactly ⌈n/2⌉
entries equal to +1 and ⌊n/2⌋ entries equal to −1 appearing.
First assume that n is even.
Then there is a permutation matrix W ∈ Gln(R) such that
WH
(
QHTHRnTQ
)
W =
[
+In/2
−In/2
]
. (13)
Note that WH = W T = W−1. As W is a permutation, A2 := W
TA1W
and B2 := W
TB1W remain to be real and diagonal matrices. Now Lemma
6 applies to A2, B2. Recall that, for Z ∈ Gln(R) as in (10), we have shown
in (12) that ZH(+In/2 ⊕ −In/2)Z = Rn holds. Therefore, according to
(13), P := TQWZ is perplectic. Moreover, by Lemma 6, Z−1A2Z =: XA
and Z−1B2Z =: XB are bisymmetric and in X-form since A2, B2 ∈ Mn(R)
are real and diagonal. In consequence, P−1AP = XA and P
−1BP = XB
are perplectic transformations of A and B to bisymmetric X-form and the
statement is proven for even n. In case n is odd, the permutation W can be
chosen such that the matrix in (13) has the form (+I⌊n/2⌋ ⊕−I⌊n/2⌋) [1].
The matrix Z from (10) can be replaced by Z  [1] (see the discussion
subsequent to (12)) and the statement follows analogously.
We are now ready to prove the main theorem of this section. To this
end, we introduce for any A ∈ Mn(C) the matrices
SA :=
1
2
(A+A⋆) and KA :=
i
2
(A−A⋆) . (14)
As (A⋆)⋆ = A and (A + A′)⋆ = A⋆ + (A′)⋆ always holds for any A, it is
easily seen that SA and KA are both per-Hermitian and that A = SA− iKA
holds. Moreover, SA and KA commute whenever A is Rn-normal.
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Theorem 5. Let A ∈ Mn(C) be diagonalizable and Rn-normal. Then there
exists a perplectic matrix P ∈Gln(C) such that
P ⋆AP = XA =



 (15)
is a matrix in X-form.
Proof. Let A ∈ Mn(C) be Rn-normal and diagonalizable. We express A
as S − iK for S := SA, K := KA ∈ Mn(C) as defined in (14) and apply
Theorem 3 to S and K. Thus there exists some s ∈ N, 0 ≤ s ≤ ⌊n/2⌋ and a
perplectic matrix P1 ∈ Gln(C) such that S1 := P−11 SP1 andK1 := P−11 KP1
have the form
S1 =
[
DS
D⋆S
]
 S′1 and K1 =
[
DK
D⋆K
]
⊞K′1
where DS , DK , D
⋆
S , D
⋆
K ∈ Ms(C) are diagonal and S′1,K′1 ∈ Mn−2s(C) are
both per-Hermitian with only real eigenvalues. As S and K commute, we
have S1K1 = K1S1 and S
′
1K
′
1 = K
′
1S
′
1.
According to Theorem 4 there is some perplectic P ′2 ∈ Gln−2s(C) such
that (P ′2)
−1S′1P
′
2 =: XS and (P
′
2)
−1K′1P
′
2 =: XK are matrices in X-form.
Since the matrix P2 := I2s  P
′
2 ∈ Gln(C) is perplectic by Lemma 5 (a),
P := P1P2 is perplectic according to Lemma 5 (c). Now the matrices
P−1SP =

DS XS
D⋆S

 and P−1KP =

DK XK
D⋆K

 (16)
are both in X-form. Moreover, P−1AP = P−1SP − i(P−1KP ) =: XA is a
matrix in X-form and the statement is proven.
Remark 2. Notice that, in the proof of Theorem 5, the matrices P−1SP
and P−1KP in (16) both have an X-form where the anti-diagonal is not
completely equipped with nonzero entries.
3.1 Genericity of the X-form for Rn-normal matrices
From now on, we denote the set of all Rn-normal matrices by N (Rn). Ac-
cording to [3, Thm. 8] the set of diagonalizable Rn-normal matrices is dense
in N (Rn). This means that for any A ∈ N (Rn) and any given ε > 0 there
is some diagonalizable A′ ∈ N (Rn) with ‖A− A′‖2 < ε. In this section we
will prove that the set of Rn-normal matrices with n distinct eigenvalues is
dense in N (Rn). For this purpose we use the perplectic transformation to
X-form established in Theorem 5. As a consequence, we will show in The-
orem 7 that this fact justifies us to refer to the X-form as being “generic”
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for Rn-normal matrices. To prove these results, the following Proposition 1
will be helpful.
Proposition 1. Let A ∈ Mn(C) be Rn-normal and diagonalizable. Then
there exists some Rn-normal matrixM ∈Mn(C) with n distinct eigenvalues
such that M commutes with A and A⋆.
Proof. Let A ∈ Mn(C) be Rn-normal and diagonalizable. According to
Theorem 5 there is some perplectic matrix P ∈ Gln(C) such that P−1AP =
XA is in X-form, see (15). If n = 2ℓ is even, we may express XA as
XA = N1  · · ·Nℓ =
(
N1 N2
)
N3)  · · ·
)
Nℓ
with 2 × 2 matrices Ni, i = 1, . . . , ℓ (recall also (5)). In case n = 2ℓ + 1 is
odd we may express XA in the same form where now ℓ = ⌈n/2⌉ and Nℓ ∈ C
is just a scalar. As P is perplectic, XA is again Rn-normal according to
Lemma 4. For the rest of the proof we confine ourselves to the case n = 2ℓ.
When n is odd, an analogous reasoning gives the same results.
At first, we consider the explicit form of X⋆AXA and XAX
⋆
A. With Rn =
R2  · · ·R2 (ℓ factors) we find
X⋆AXA = 
ℓ
i=1R2N
H
i R2Ni and XAX
⋆
A = 
ℓ
i=1NiR2N
H
i R2 (17)
using (4) and noting that R−12 = R2. As both matrices are equal, we may
compare the terms in (17) and see that each Nj is R2-normal for all j =
1, . . . , ℓ. Now recall additionally thatXA is similar to N1⊕· · ·⊕Nℓ according
to Remark 1 (d), so each Nj is diagonalizable (since A and consequently XA
are diagonalizable). For scalars αk ∈ C, k = 1, . . . , ℓ, whose desired property
will be clear in a moment, we define matrices M ′k ∈ M2(C) according to the
following rules:
(a) If Nk has two identical eigenvalues we define M
′
k := diag(αk, 1 + αk)
which has two distinct eigenvalues αk and 1 + αk. (Note that, in this
case, Nk = βI2 for some β ∈ C since Nk is diagonalizable.)
(b) If Nk has two distinct eigenvalues, we define M
′
k := αkNk for αk 6= 0
which also has two distinct eigenvalues.
Now we define
M ′ := (M ′1 M
′
2) M
′
3)  · · · ) M ′ℓ ∈ Mn(C).
As M ′ is similar to M ′1 ⊕ · · · ⊕M ′ℓ according to Remark 1 (d), the eigen-
values of M ′ are those of M ′1,M
′
2, . . . ,M
′
ℓ. Certainly, we are able to choose
α1, . . . , αn in such a way that M
′ has n distinct eigenvalues.
Now each M ′k ∈ M2(C) is R2-normal. To accept this, note that any
diagonal matrix M ′k (as in (a) above) is always normal and any scalar mul-
tiple M ′k := αkNk of an R2-normal matrix (as in (b) above) remains to
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be R2-normal. With the same calculations as in (17) it is easy to see that
M ′ is Rn-normal. Moreover, by construction, each M
′
k commutes with each
Nk and with N
⋆
k = R2N
H
k R2. Therefore, M
′ commutes with XA and with
X⋆A = N
⋆
1  · · ·N⋆ℓ . This implies thatM := PM ′P−1, which is Rn-normal
according to Lemma 4 and whose n eigenvalues are distinct, commutes with
A = PXAP
−1 and A⋆ = PX⋆AP
−1. This proves the statement.
The following Lemma 7 is crucial for the proof of Theorem 6. It can be
found in [3, Ex. 2 (ii)] or [15, Sec. 7] and is stated here without proof.
Lemma 7. There exists a polynomial
p(x11, x12, . . . , xn,n) ∈ C[x11, . . . , xnn] (18)
in n2 variables xjk such that, for any A = [aij ]i,j ∈Mn(C),
p(A) := p(a11, a12, . . . , ann) = 0
if and only if A has at least one multiple eigenvalue.
In other words, Lemma 7 states that one can tell if a given matrix
A ∈ Mn(C) has a multiple eigenvalue by evaluating p in (18) at A. For
the proof of the following Theorem 6 notice that, if N,M ∈ Mn(C) are two
Rn-normal matrices and M commutes with N and N
⋆, then zN +M is also
Rn-normal for any z ∈ C. This is easily seen since
(zN +M)⋆(zN +M) = zzN⋆N + zN⋆M + zM⋆N +M⋆M
(zN +M)(zN +M)⋆ = zzNN⋆ + zNM⋆ + zMN⋆ +MM⋆
(19)
using the Rn-normality of M and N and the commutativity of M and N
⋆
(moreover, note that M⋆N = (N⋆M)⋆ and that NM⋆ = (MN⋆)⋆).
We are now able to prove our first main result of this section. Theorem
6 states that the set of Rn-normal matrices with n distinct eigenvalues is
dense in N (Rn).
Theorem 6. Let A ∈ Mn(C) be Rn-normal and let ε > 0 be given. Then
there exists some Rn-normal matrix Aˆ ∈ Mn(C) with n distinct eigenvalues
such that ‖A− Aˆ‖2 < ε.
Proof. Let A ∈ Mn(C) be Rn-normal and let ε > 0 be given. According to
[3, Thm. 7], there exists some diagonalizable, Rn-normal A
′ ∈M2n(C) such
that ‖A − A′‖2 < ε/2. Moreover, according to Proposition 1, there exists
some Rn-normal N ∈ Mn(C) with n distinct eigenvalues that commutes
with A′ and (A′)⋆. Then, for any z ∈ C, the matrix M(z) := zA′ + N is
Rn-normal (see (19) and the discussion above). Let p(x11, . . . , xnn) be the
polynomial from Lemma 7. Using the notation from (18), we now consider
p˜(z) := p(M(z)) as a polynomial in the single variable z. Observe that
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p˜(0) = p(M(0)) = p(N) 6= 0 since N has n distinct eigenvalues. Therefore,
p˜ 6= 0 is not the zero-polynomial.
Recall from Lemma 7 that p˜(z0) 6= 0 is a sufficient and necessary condi-
tion for M(z0) to have n distinct eigenvalues. Now, since p˜(z) has only a fi-
nite number of roots, we conclude that almost every matrixM(z) = zA′+N
has n distinct eigenvalues. Therefore, A′ + cN = c(c−1A′ + N) also has n
distinct eigenvalues for almost every c ∈ C, c 6= 0. As A′ + cN = cM(c−1)
is a scalar multiple of a Rn-normal matrix, it is Rn-normal, too.
Now choose some c0 ∈ C with |c0| < ε/(2‖N‖2) such that p˜(c−10 ) 6= 0 and
define Aˆ := A′+ c0N . Then Aˆ is Rn-normal and has n distinct eigenvalues.
Moreover,
‖A′ − Aˆ‖2 = ‖A′ −
(
A′ + c0N
)‖2 = |c0| · ‖N‖2 < ε
2
and it follows that
‖A− Aˆ‖2 ≤ ‖A−A′‖2 + ‖A′ − Aˆ‖2 < ε
2
+
ε
2
= ε.
Thus we have shown that there exists some Rn-normal matrix with n distinct
eigenvalues with distance less than ε from A and the proof is complete.
Recall that Mn(C) can be considered as a topological space with basis
BR(A) = {A′ ∈ Mn(C) : ‖A − A′‖2 < R} for A ∈ Mn(C) and R ∈ R,
R > 0 (see, e.g. [7, Sec. 11.2]). The set N (Rn) of Rn-normal matrices can
thus be interpreted as a topological space on its own equipped with its sub-
space topology [1, Sec. 1.5]. Thus, per definition, a subset S of N (Rn) is
open if S is the intersection of N (Rn) with some open subset of Mn(C). It
is well-known that the set E ′ ⊂ Mn(C) of matrices with n distinct eigen-
values is open in the topological space Mn(C), cf. [7, Thm. 11.5]. Thus,
E := E ′ ∩N (Rn) is an open subset of N (Rn) whose closure is all of N (Rn)
by the density established in Theorem 6. Consequently, the complement
of E in N (Rn) is a nowhere dense subset in N (Rn) [1, Sec. 1.11]. Since all
matrices in E have pairwise distinct eigenvalues, they are diagonalizable and
thus Theorem 5 applies. It is shown in [3, Thms. 5,6] that the set of diag-
onalizable matrices is dense in the subsets of N (Rn) of all per-Hermitian,
perskew-Hermitian and perplectic matrices, too. Thus, with exactly the
same reasoning as above the topological analysis carried out for N (Rn) ap-
plies to these sets of matrices. This leads us to the second main result of
this section stated in Theorem 7.
Theorem 7. With S ⊆ Mn(C) being one of the sets of all per-Hermitian,
perskew-Hermitian, perplectic or Rn-normal matrices, the following is true:
the set of all matrices A ∈ S for which a perplectic matrix P ∈ Gln(C)
exists such that P−1AP = XA is in X-form is open and dense. Conse-
quently, the set of all matrices A ∈ S for which such a perplectic similarity
transformation does not exist is nowhere dense in S.
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According to [1] an open set of a topological space whose interior is
dense can reasonably considered to be “large”. In turn, its complement is
“small” from a topological point of view. This justifies calling the X-form
established in Theorem 5 “generic” for the sets of per-Hermitian, perskew-
Hermitian, perplectic and Rn-normal matrices.
4. A generic canonical form for J2n-normal matrices
From here on we consider the indefinite scalar product (x, y) 7→ [x, y]J2m :=
xHJ2my defined on C
2m × C2m for the skew-Hermitian matrix
J2m =
[
Im
−Im
]
∈ Gl2m(R).
The eigenvalues of J2m are +i and −i with multiplicities m(J2n,+i) =
m(J2n,−i) = m. It is common to refer to J2m-self/skewadjoint matrices
as skew-Hamiltonian and Hamiltonian, respectively. Matrices that are J2m-
unitary are in general called symplectic. For the set of all J2m-normal
matrices we will use the notation N (J2m). In this section we use the results
obtained in Section 3 to derive a generic canonical form for J2m-normal ma-
trices. To this end, we set n := 2m for the whole section whenever n is not
further specified.
First consider the 2m× 2m unitary matrix
U :=
[
Im
−iRm
]
∈Gl2m(C). (20)
A straight forward calculation shows that UH(iRn)U = J2m. Over C
n×Cn,
the classes of per-Hermitian, perskew-Hermitian, perplectic and Rn-normal
matrices can now be related in a natural way to skew-Hamiltonian, Hamilto-
nian, symplectic and J2m-normal matrices. These relations are summarized
in Lemma 8.
Lemma 8. Let A ∈M2m(C) and n = 2m. The following relations hold for
the classes of matrices introduced in Section 1 with respect to the indefinite
scalar products [·, ·]J2m and [·, ·]Rn .
(a) If A is skew-Hamiltonian, then A′ := UAUH is per-Hermitian. In turn,
UHAU is skew-Hamiltonian whenever A is per-Hermitian.
(b) If A is Hamiltonian, then A′ := UAUH is perskew-Hermitian. On the
other hand, UHAU is Hamiltonian whenever A is perskew-Hermitian.
(c) If A is symplectic, then A′ := UAUH is perplectic. In turn, UHAU is
symplectic whenever A is perplectic.
(d) If A is J2m-normal, then A
′ := UAUH is Rn-normal. On the other
hand UHAU is J2m-normal whenever A is Rn-normal.
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Proof. All four cases can be proved by direct calculations using UJ2mU
H =
iRn, i.e. UJ2m = (iRn)U and the equations specifying the structures in (a),
(b), (c) and (d).
(a) Assume A ∈ Mn(C) is per-Hermitian, that is RnAHRn = A holds.
Then UHAU is skew-Hamiltonian since
J−12m
(
UHAU
)H
J2m = J
−1
2m
(
UHAHU
)
J2m = J
−1
2m
(
UH
(
RnARn
)
U
)
J2m
=
(
UJ2m
)H
RnARn
(
XJ2m
)
= −i2UH(RnRn)A(RnRn)U = UHAU.
where we used that J−12m = J
H
2m = J
T
2m and RnRn = In. On the other hand,
if A ∈ M2m(C) is skew-Hamiltonian, i.e. JH2mAHJ2m = A, then UAUH is
per-Hermitian because
Rn
(
UAUH
)H
Rn = RnUA
HUHRn = RnUJ2mAJ
H
2mU
HRn
= Rn
(
iRnU
)
A
(
iRnU
)H
Rn
= −i2(RnRn)UAUH(RnRn) = UAUH .
The proofs for (b), (c) and (d) proceed in a similar manner.
In other words, Lemma 8 states that there exists a one-to-one correspon-
dence (i.e. a bijection) between the sets of B-selfadjoint, B-skewadjoint,
B-unitary and B-normal matrices for B = J2m and B = Rn. For the proofs
of this section we will be switching to and fro between these sets via the
similarity with U in (20).
We say a matrix A ∈M2m(C) is in four-diagonal-form, if
A =
[
D11 D12
D21 D22
]
=



 (21)
where D11, D21, D12, D22 ∈ Mm(C) are diagonal matrices.
Based on the results from Section 3 we may now establish a canoni-
cal form of J2m-normal diagonalizable matrices under symplectic similarity
transformations.
Theorem 8. Let A ∈ M2m(C) be J2m-normal and diagonalizable. Then
there exists some symplectic matrix S ∈ Gl2m(C) such that
S−1AS = DA =



 (22)
is a matrix in four-diagonal-form.
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Proof. Let A ∈ M2m(C) be J2m-normal and diagonalizable and set n = 2m.
According to Lemma 8 the matrix A′ := UAUH = UAU−1 for U as defined
in (20) is Rn-normal. As A
′ is still diagonalizable, Theorem 5 applies and
there exists a perplectic matrix P ∈Gln(C) such that
P−1A′P = XA′ =
[
D11 RnD12
RnD21 D22
]
=




is in X-form (where D11, D12, D21, D22 ∈ Mm(C) are diagonal). As XA′
is Rn-normal (cf. Lemma 4), the matrix A
′′ := UHXA′U is J2m-normal
by Lemma 8 (c). In conclusion, we have S−1AS = A′′ for the matrix
S := UHPU .
In accordance with Lemma 8 (d) the matrix S ∈ Gl2m(C) is symplectic.
Finally,
S−1AS = UHXA′U =
[
Im
iRm
] [
D11 RmD12
RmD21 D22
] [
Im
−iRm
]
=
[
D11 −iRmD12Rm
iD21 RmD22Rm
]
=



 =: DA
is a matrix in four-diagonal-form and the statement is proven.
As U in (20) is unitary, the density result on Rn-normal matrices with
n distinct eigenvalues directly carries over to N (J2m).
Theorem 9. Let A ∈ M2m(C) be J2m-normal and let ε > 0 be given.
Then there exists some J2m-normal matrix Aˆ ∈ M2m(C) with 2m distinct
eigenvalues such that ‖A− Aˆ‖2 < ε.
Proof. Let A ∈ M2m(C) be J2m-normal (n = 2m) and let ε > 0 be given.
Consider A′ := UAUH for U ∈ Gl2m(C) as in (20). Then A′ is Rn normal
and, according to Theorem 6, there exists some Rn-normal matrix A˜ ∈
Mn(C) with n distinct eigenvalues such that ‖A′ − A˜‖2 < ε. Now define
Aˆ := UHA˜U which is J2m-normal according to Lemma 8 (d). Then
‖A− Aˆ‖2 = ‖UHA′U − UHA˜U‖2 = ‖A′ − A˜‖2 < ǫ
since U is unitary and ‖ · ‖2 is a unitarily invariant matrix norm. This
completes the proof as the n distinct eigenvalues of A˜ are exactly those of
Aˆ.
Theorem 9 shows that the set of J2m-normal matrices with 2m distinct
eigenvalues is dense in N (J2m). For the same reasoning as outlined sub-
sequently to Theorem 6 these matrices form an open and dense subset of
N (J2m) with respect to the subspace topology on N (J2m). As all matrices
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in N (J2m) with 2m distinct eigenvalues are diagonalizable, we obtain the
analogous result to Theorem 7 for J2m-normal matrices and the classes of
skew-Hamiltonian, Hamitonian and symplectic matrices.
Theorem 10. With S ⊆M2m(C) being one of the sets of all Hamiltonian,
skew-Hamiltonian, symplectic or J2m-normal matrices, the following is true:
the set of all matrices A ∈ S for which a symplectic matrix S ∈ Gl2m(C)
exists such that S−1AS = DA is in four-diagonal-form is open and dense.
Consequently, the set of all matrices A ∈ S for which such a symplectic
similarity transformation does not exist is nowhere dense in S.
As outline in Section 3.1, the set of J2m-normal matrices for which a
symplectic similarity transformation to four-diagonal-form does not exist
can be considered as “small” from a topological point of view. For this
reason, we call the four-diagonal form (21) generic for J2m-normal matrices.
5. Conclusion
We introduced a canonical form for matrices that are nondefective and nor-
mal with respect to the perplectic scalar product [x, y] = xHRny and the
symplectic scalar product [x, y] = xHJ2my. Such matrices need not be
perplectically/symplectically diagonalizable in contrast to euclidean normal
matrices (i.e. those matrices A satisfying AHA = AAH) which are always
unitarily diagonalizable. We showed that nondefective Rn-normal matrices
can always be transformed into ’X-form’ via a perplectic similarity whereas
diagonalizable J2m-normal matrices are always symplectically similar to a
’four-diagonal-form’. According to [3] the diagonalizable matrices form a
dense subset among all Rn/J2m-normal matrices. We used the established
canonical forms to prove that the set of all Rn/J2m-normal matrices with
pairwise distinct eigenvalues constitute an open and dense subset among all
Rn/J2m-normal matrices. From this it followed that the canonical forms
can be seen as “generic” for these type of matrices since the set for which it
does not exist is nowhere dense and thus, from a topological point of view,
“small”.
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