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ABSTRACT
Image hashing is one of the fundamental problems that demand
both efficient and effective solutions for various practical scenarios.
Adversarial autoencoders are shown to be able to implicitly learn a
robust, locality-preserving hash function that generates balanced
and high-quality hash codes. However, the existing adversarial
hashing methods are inefficient to be employed for large-scale im-
age retrieval applications. Specifically, they require an exponential
number of samples to be able to generate optimal hash codes and
a significantly high computational cost to train. In this paper, we
show that the high sample-complexity requirement often results
in sub-optimal retrieval performance of the adversarial hashing
methods. To address this challenge, we propose a new adversarial-
autoencoder hashing approach that has a much lower sample re-
quirement and computational cost. Specifically, by exploiting the
desired properties of the hash function in the low-dimensional,
discrete space, our method efficiently estimates a better variant of
Wasserstein distance by averaging a set of easy-to-compute one-
dimensional Wasserstein distances. The resulting hashing approach
has an order-of-magnitude better sample complexity, thus better
generalization property, compared to the other adversarial hashing
methods. In addition, the computational cost is significantly re-
duced using our approach. We conduct experiments on several real-
world datasets and show that the proposed method outperforms
the competing hashing methods, achieving up to 10% improvement
over the current state-of-the-art image hashing methods. The code
accompanying this paper is available on Github1.
CCS CONCEPTS
• Information systems→ Image search; Information retrieval;
Content analysis and feature selection; • Theory of computation
→Adversarial learning; •Computingmethodologies→Neu-
ral networks; Unsupervised learning.
KEYWORDS
Hashing, neural networks, adversarial autoencoders, optimal trans-
port, wasserstein distance
1https://github.com/khoadoan/adversarial-hashing
1 INTRODUCTION
The rapid growth of visual data, especially images, brings many
challenges to the problem of finding similar items. Exact similar-
ity search, which aims to exhaustively find all relevant images, is
often impractical due to its computational complexity. This is due
to the fact that a complete linear scan of all the images in such
massive databases is not feasible, especially when the database
contains millions (or billions) of items. Hashing is an approximate
similarity search method which provides a principled approach for
web-scale databases. In hashing, high-dimensional data points are
projected onto a much smaller locality-preserving binary space
via a hash function f : x → {0, 1}m , where m is the dimension
of the binary space. Approximate search for similar images can be
efficiently performed in this binary space using Hamming distance
[25]. Furthermore, the compact binary codes are storage-efficient.
The existing hashing methods can be broadly grouped into su-
pervised and unsupervised hashing. Although supervised hashing
offers a superior performance, unsupervised hashing is more suit-
able for large databases because it learns the hash function without
any labeled data. One of the widely used unsupervised hashing
techniques is Locality Sensitive Hashing (LSH) [25]. Image hash-
ing can also be sub-categorized as shallow hashing methods, such
as Spectral Hashing (SpecHash) [33] and Iterative Quantization
(ITQ) [16], and deep hashing methods, such as SSDH and Distill-
Hash [14, 35, 36].
Even though existing methods have shown some reasonable
performance improvements in several image-hashing applications,
they have two main drawbacks: (1) their objective functions are
heuristically constructed without a principled characterization of
the goodness of the hash codes, and (2) the gap between the desired,
discrete solution and the relaxed, continuous solution is minimized
heuristically with explicit constraints. The latter increases the time
to tune the additional hyperparameters of the models. The au-
thors of [11, 12] show that employing adversarial autoencoders
for hashing avoids these explicitly constructed constraints. Their
hashing model implicitly learns the hash functions by adversarially
match the hash functions’ output with a target, supposedly optimal
discrete prior. This removes the need for time-consuming hyperpa-
rameter tuning. Training adversarial autoencoders by minimizing
the Jensen-Shannon or Wasserstein distance is, however, difficult,
especially when the dimension of the latent space increases. The
scaling difficulty of the adversarial autoencoders may be related
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to one fundamental issue: the generalization property of match-
ing distributions. The authors of [2] show that Jensen-Shannon
divergence and Wasserstein distance do not generalize, in a sense
that the generated distribution cannot converge to the target distri-
bution without an exponential number of samples.Without good
generalization, the retrieval performance can be sub-optimal.
To address these aforementioned challenges, we propose a novel
unsupervised Discrete Component-wise Wasserstein Autoencoder
(DCW-AE) model for the image hashing problem. The proposed
model implicitly learns the optimal hash function using a novel and
efficient divergence minimization framework. The main contribu-
tions of the paper are as follows:
• Demonstrate that the ability to match the distribution of the
output of the learned hash function to the target discrete distri-
bution matching is closely related to the retrieval performance.
Specifically, employing a distance with an easier convergence to
the target distribution (called generalization) results in better re-
trieval performance. To this end, the existing Wasserstein-based
Adversarial Autoencoders have poor generalization; thus they
have a sub-optimal retrieval performance.
• Propose a novel, efficient approach to learn the hash functions
by employing a more generalizable variant of the Wasserstein
distance, that leverages the discrete properties of hashing. It has
an order-of-magnitude better generalization property and an
order-of-magnitude more efficient computation than the existing
Wasserstein-based hashing methods.
• Demonstrate the superiority of the proposedmodel over the state-
of-the-art hashing techniques on various widely used real-world
datasets using both quantitative and qualitative performance
analysis.
The rest of the paper is organized as follows. We discuss the
related work in Section 2. In Section 3, we describe the details of the
proposed method. Finally, we present quantitative and qualitative
experimental results in Section 4 and conclude our discussion in
Section 5.
2 RELATEDWORK
In this section, we begin by discussing the related work in the
image hashing domain, with main focus towards the motivation
behind adversarial autoencoders. Then, we continue our discussion
on adversarial learning and their limitations, especially on their
generalization property when matching to the target distribution
(or sample complexity requirement).
2.1 Image Hashing
Various supervised and unsupervised methods have been devel-
oped for hashing. Examples of supervised hashing methods in-
clude [5, 13, 30, 34, 37] and examples of unsupervised hashing
methods include [9, 10, 16, 18–21, 26, 29, 33, 36]. While super-
vised methods demonstrate a superior performance over unsuper-
vised ones, they require human-annotated datasets. Annotating
massive-scale datasets, which are common in the image hashing
domain, is an expensive and tedious task. Furthermore, besides
the train/test distribution-mismatch problem, supervised methods
easily get stuck in bad local optima when labeled data are limited.
Thus, exploring the unsupervised hashing techniques is of great
interest, especially in the image-hashing domain.
Hashing methods can also be categorized as either data indepen-
dent or dependent. One of the most popular data-independent hash-
ing technique is LSH [25]. Data-dependent hashing includes popu-
lar methods such as SpecHash [33] and ITQ [16]. Data-dependent
hashing demonstrates a significant increase in retrieval perfor-
mance because it considers the data distribution. Hashing meth-
ods can also be categorized as shallow [15, 19, 33] and deep hash-
ing [9, 10, 21, 26, 36]. The deep hashing methods can learn non-
linear hash functions and have shown superiority over the shallow
approaches.
In general, the existing hashing methods learn the hash functions
by minimizing the following training objective:
min
f
Ex∼Dx L(x , f (x)) + Ex∼Dx
∑
k
λk × Hk (f (x)) (1)
whereDx is the data distribution,L(x , f (x)) is the locality-preserving
loss of the hash function f (x) and Hk (f (x)) is a hashing constraint
with λk as its corresponding weight (thus a hyperparameter to
tune).
The authors of [11, 12] show that by matching the latent space
of the autoencoder with an optimal discrete prior, we can implic-
itly learn a good hash function f while simultaneously satisfying
the constraints Hk . However, their adversarial methods are unsta-
ble in practice and do not show a good generalization property.
In Section 4, we will show that poor generalization results in a
sub-optimal retrieval performance when the model is trained with
stochastic optimization techniques such as Stochastic Gradient De-
scent (SGD).
2.2 Adversarial Learning
Generative Adversarial Network (GAN) has recently gained pop-
ularity due to its ability to generate realistic samples from the
data distribution [17]. A prominent feature of GAN is its ability to
“implicitly” match output of a deep network to a pre-defined distri-
bution using the adversarial training procedure. Furthermore, ad-
versarial learning has been leveraged to regularize the latent space,
as it helps in learning the intrinsic manifold of the data [12, 28]. For
example, the adversarially trained autoencoders can learn a smooth
manifold of the data in the low-dimensional latent space [28]. How-
ever, training the adversarial autoencoders remains challenging
and inefficient because of the alternating-optimization procedure
(minimax game) between the generator and the discriminator. For
instance, the work presented in [12] employs the original minimax
game [17], which suffers from mode-collapse and vanishing gra-
dient [1]. Moreover, in the minimax optimization, the generator’s
loss fluctuates during training instead of “descending”, making it
extremely challenging to know when to stop training the model.
Wasserstein-based adversarial methods overcomes a few of these
limitations (specifically, mode-collapse and vanishing gradient) [1,
32]. However, because they employ the Kantorovich-Rubinstein
dual, the minimax game still exists between the generator and the
critic. On the other hand, the work in [11, 22] directly estimates
the Wasserstein distance by solving the Optimal Transport (OT)
problem. Solving the OT has two main challenges. Firstly, its com-
putation cost is O(N 2.5loд(Nd)) where N is the number of data
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Figure 1: The network architecture of the proposed DCW-AE model. During the training phase, the parameters of f and д are
trained, while the parameters of h are either fixed or trained. During the hashing phase, the vector b is thresholded to obtain
the hash code c.
points and d is the dimension of the data points. This is expensive.
Secondly, the OT-estimate of the Wasserstein distance requires
an exponential number of samples to generalize (or to achieve
a good estimate of the distance) [2]. In practice, both the high-
computational cost and exponential-sample requirement make the
OT-based adversarial methods very inefficient.
Sliced Wasserstein Distance (SWD), on the other hand, approxi-
mates the Wasserstein distance by averaging the one-dimensional
Wasserstein distances of the data points when they are projected
onto many random, one-dimensional directions [8]. SWD is more
generalizable than the OT, with polynomial sample complex-
ity [7]. Furthermore, the SWD estimate has a computational cost
of O(NωN log(Nd)), hence its computational complexity is better
than that of the OT only whenNω is smaller thanN 1.5. Nevertheless,
in the high dimensional space, it becomes very likely that many ran-
dom, one-dimensional directions do not lie on the manifold of the
data. In other words, along several of these directions, the projected
distances are close to zero. Consequently, in practice, the number of
random directions Nω is often larger than N 1.5. For example, in [8],
for a mini-batch size of 64, SWD needs Nω = 10, 000 projections,
which is significantly larger than 641.5, to generate good visual
images. To address this problem, Max-SWD finds the best direction
and estimates the Wasserstein distance along this direction [7].
In this paper, we address the limitations of these GAN-based
approaches by robustly and efficiently minimizing a novel variant
of the Wasserstein distance. By carefully studying the properties of
the target distribution in hashing, the proposed adversarial hashing
method significantly more efficient than both the existing OT-based
and SWD-based approaches.
3 PROPOSED METHOD
3.1 Problem statement
Given a data set X = {x (1),x (2), ...,x (N )} of N images where x (i) ∈
Rd , the goal of unsupervised hashing is to learn a hash function
f : x → b that can generate binary hash code b ∈ {0, 1}m of the
image x .m denotes the length of the hash code b and it is typically
much smaller than d .
3.2 Network architecture
We propose the DCW-AE network. Figure 1 shows the architecture
of DCW-AE. Similar to the existing image hashing approaches [35,
36], we choose to employ a feature extractor, such as the VGG
network [31], and represent an image by its extracted feature vector
x . In particular, the feature extractor is defined as the function h :
xpixel → x , where xpixel is the pixel-representation of the image.
Note that, h can be trained in an end-to-end framework similar to
that of [12]. However, in our paper, we choose to use the pretrained
VGG-feature extractor h and do not retrain its parameters.
The encoder, represented by the function f : x → b, computes
the low-dimensional representation b. Given the feature vector x of
an image, the output b = f (x) is represented by them independent
probabilities bi = p(ci = 1|x ,Wf ), where Wf is the parameter
of the encoder. To generate the hash codes, we simply compute
ci = 1[bi>0.5]. Note that the encoder f is also the hash function
,
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Table 1: Notations used in this paper.
Notation Description
xpixel ,x the pixel vector and the extracted feature vector
of the image, respectively
h, f ,д feature extractor, encoder, and decoder, respec-
tively.
Wh ,Wf ,Wд parameters of the feature extractor, encoder, and
decoder, respectively.
d dimension of the data
m dimension of the discrete space
c,b discrete code and its continuous representation.
W ,Wˆ Wasserstein distance and its empirical estimate,
respectively
z sample from the discrete prior Pz
Pz , Pb distributions of z and b, respectively
D,F empirical samples of Pz and Pb , respectively.
N number of samples.
ωk vector that defines the projection onto a random
one-dimensional direction.
Nω number of random projections
LA autoencoder’s reconstruction loss
LG adversarial matching loss (also called the distribu-
tional distance).
for our purpose. We then regularize the posterior distribution of
b, called Pb with a predefined, discrete prior Pz by minimizing
their distributional distance LG . The decoder, represented by the
function д : b → x , reconstructs the input, denoted as xˆ . We train
our model by minimizing the reconstruction loss LA.
In the following sections, we will discuss the details of the pro-
posed method, especially the novel, alternative formulation of the
Wasserstein distance calculation which significantly improves the
retrieval results of the existing adversarial autoencoders.
3.3 Locality preservation of the hash codes
The autoencoder is trained to minimize the mean-squared error
between the input and the reconstructed output, as below:
LA =
1
N
N∑
j
| |xˆ (j) − x (j) | |22 =
1
N
N∑
j
| |д(f (x (j))) − x (j) | |22 (2)
It is easy to show that minimizing the reconstruction loss LA
is equivalent to preserving locality information of the data in the
original input space [6]. In other words, the proposed autoencoder
model learns the hash function f that preserves the original input
locality. Our approach to preserve the locality of the input in the dis-
crete space using an autoencoder is different from the approaches
taken by SSDH [35] and DistillHash [36]. These methods heuristi-
cally constructs the semantic, pairwise similarity matrix from the
representation x . Consequently, the retrieval performance closely
depends on the quality of the representation x and the constructed
similarity matrix. As we shall see in Section 4, when a good feature
extractor h is not available, our approach significantly outperforms
these methods.
3.4 Implicit optimal hash function learning
We regularize the the encoder’s output b to match a pre-defined
binary prior. Specifically, we sample a vector z as the real data. Each
component of z is independently and identically sampled from a
one-dimensional Bernoulli distribution with a parameter p. The
sampling procedure defines a distribution Pz over z while the en-
coder defines a distribution Pb over the latent space b. The encoder,
which is the generator in the GAN game, learns its parametersWf
by minimizing the Wasserstein distance as follows:
W (Pb , Pz ) = inf
γ ∈Π(Pb ,Pz )
∫
(b,z)∼γ
p(b, z)d(b, z)dbdz (3)
where Π(Pb , Pz ) is the set of all possible joint distributions of b
and z whose marginals are Pb and Pz , respectively, and d(b, z) is
the cost of transporting one unit of mass from b to z.
Given a finite, N -sample F = {b(1),b(2), ...,b(N )} from Pb and a
finite, N -sample D = {z(1), z(2), ..., z(N )} from Pz , one approach is
to minimize the empirical Optimal Transport (OT) cost as follows:
Wˆ (D,F ) = min
Wf
N∑
i
N∑
j
Mi jd(b(i), z(j)) = min
Wf
M ⊙ D, (4)
where M is the assignment matrix, D is the cost matrix where
Di j = d(b(i), z(j)) and ⊙ is the Hadamard product. This Linear
Programming (LP) program has the following constraints:
N∑
i
Mi j = 1,∀j = 1, ...,N (5)
N∑
j
Mi j = 1,∀i = 1, ...,N (6)
Mi j ∈ {0, 1},∀i = 1, ...,N ,∀j = 1, ...,N (7)
The best method of solving the OT’s LP program has a cost
of approximately O(N 2.5 log(Nd)) [4], where N is the number of
examples.While it is entirely possible to implement this LP program
in a Stochastic Gradient Descent (SGD) training for small mini-batch
sizes 2, it is computationally expensive for larger N . As discussed
in Section 2, the OT has an exponential sample complexity. This
requirement makes the OT less suitable in practice, where large
mini-batches are necessary for the models to perform well.
3.5 Discrete Component-wise Wasserstein
Distance
In our experiments, we observe that it is difficult to match Pb
to Pz by solving the OT. We conjecture that the reason is because
the OT is a poor estimate of the Wasserstein distance. It has high
variance when the number of samples N in the mini-batches is
small [22]. On the other hand, SWD is a more “generalizable” dis-
tance estimate than the OT [7]. Generalization refers to the number
of samples the algorithm needs to converge to the target distribu-
tion.
2https://github.com/gatagat/lap
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(a) Pb is far from Pz . (b) 1-D Wˆ along different projection
angles (in degrees) when Pb is far
from Pz .
(c) Pb is close to Pz . (d) 1-D Wˆ along different projection
angles (in degrees) when Pb is close to
Pz .
Figure 2: The hash output b (fake, scattered points) versus
the prior, target hash codes z (real, part of the corner clus-
ters) in the 2-D discrete space. In Figures 2a and 2c , we want
to push the data points closer to the corners. Clearly, pro-
jections onto the axes (black vertical and horizontal lines)
result in the most correction. In Figures 2b and 2d, we can
clearly see this effect.
The empirical SWD of two samples D and F is estimated as
follows:
Wˆ (D,F ) = 1|Nω |
Nω∑
k=1
W (Dωk ,Fωk ) (8)
where ωk ∈ Rd is a vector which defines the projection onto a
random, one-dimensional direction and Nω is the number of such
random projections. While SWD has a better sample complexity
than the OT, it needs a high number of random directions.
In hashing, and especially in matching the latent space of b to
the target, discrete prior Pz , each sample z of Pz lies at the ver-
tices of the hypercube. Without loss of generality, assume that z is
two dimensional, therefore in {−1, 1}2 (this is similar to sampling
z ∈ {0, 1}2 where the only difference is the activation function
tanh instead of sigmoid after the logit output of the encoder f ). A
discrete sample z falls into one of the four possible corners, as seen
in Figures 2a and 2c. Figures 2b and 2d show the one-dimensional
Wasserstein distances for different directions at different angles
from the vector (1, 0). In Figure 2b, when the generated data points
b are further away from the corners, the projections onto the direc-
tions along the axes (those with angles 45r◦ for different integer
values r ) have the most distances, thus best describe the separa-
tion between the samples of b and z. The projections onto other
directions will underestimate this separation between the samples
of z and b. In Figure 2d, when more data points are closer to the
corners, the projections onto 0◦ or 180◦-degree direction still well
describe the most distances. In other words, if we project the data
points onto these axes and average the one-dimensional Wasser-
stein distances along these axes, the resulting Wasserstein distance
is a better distance estimate compared to the random projections.
Therefore, this motivates us to estimate the Wasserstein distance
by averaging the distances along each dimension or b and z, as
follows:
LG = Wˆ (D,F ) = 1
m
m∑
i
Wˆ (Di ,Fi ) (9)
where Di = {z(1)i , z
(2)
i , ..., z
(N )
i } and Fi = {b
(1)
i ,b
(2)
i , ...,b
(N )
i }.
Solving the OT in the one-dimensional space has a significantly
small computational cost [8]. The cost of such operation is equiva-
lent to the one-dimensional array sort plus the distance calculation.
Therefore, the Wasserstein-p distance LG can be calculated as fol-
lows:
LG =
1
m
m∑
i
N∑
j
| |z(σi (j)) − b(σi (j)) | |p (10)
where σi is the sorting operation applied to dimension i , and z(σi (j))
and b(σi (j)) are the ranked jth values of the sets Di and Fi , re-
spectively. The cost of solving the proposed Wasserstein distance
estimate is O(Nmloд(Nm)). Sincem is fixed and smaller than N ,
this is an order of magnitude faster than the high-dimensional OT’s
computational cost ofO(N 2.5 log(Nm)). We can also show that the
proposed LG calculation is a valid distance measure and its sample
complexity is polynomial.
Theorem 3.1. The proposed Wasserstein-p calculation is a valid
distance and it has a polynomial sample complexity.
Proof. Let ωk ∈ Rm be the one-hot vector whose component
k is 1. We can see that Dωk and Fωk are projections of the data
matrices onto each dimension k . By setting Nω =m, this is exactly
the formulation of SWD. Thus, by a similar proof in [7], it is trivial
to show that the proposed Wasserstein estimate is a valid distance
and has a polynomial complexity. □
Unlike SWDwhich employs a large number of random directions,
the proposed estimate uses the directions that best separate the
generated b and the real data z. Similar to SWD, estimating the
Wasserstein distance from them one-dimensional projections has a
polynomial sample complexity. This is an important advantage over
the OT estimation, which has an exponential sample complexity.
The proposed estimate is also related to Max-SWD [7]. Max-
SWD finds the single best projected dimension that best describes
the separation of the two samples, by employing the discriminator
that classifies real and fake data points. This results in the prob-
lematic minimax game. Our proposed calculation can estimate the
similar averaged distance without the discriminator. For example,
in Figure 2b, we can show that, given the optimal discriminator,
Max-SWD finds the single direction whose distance would be the
average of the distances along the 0◦-direction and 90◦-direction.
Our approach will also estimate the same average, but without
using the discriminator.
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ALGORITHM 1: DCW-AEModel Training
Input: Training data X ,
Discrete, latent code size m,
Number of training iterations K .
Number of reconstruction steps per one adversarial
matching step l .
Learning rate η.
Output: {Wf } parameters of the encoder
for number of training iterations K do
for number of reconstruction steps l do
Sample a minibatch of N examples
{x (1)pixel , ...,x
(N )
pixel }.
Compute the feature vectors x (j) = h(x (j)pixel ) for
j = {1, ...,N }.
Compute LA = | |д(f (x)) − x | |22 .
UpdateWf ←Wf − η∇Wf LA.
UpdateWд ←Wд − η∇WдLA.
end
Sample a minibatch of N examples {x (1)pixel , ...,x
(N )
pixel }.
Compute the feature vectors x (j) = h(x (j)pixel ) for
j = {1, ...,N }.
Sample N vectors {z(1), ..., z(N )} where z(i) ∼ Pz .
Compute LG
for each dimension i do
LG (i) =
Wˆ ({z(1)i , z
(2)
i , ..., z
(N )
i }, {b
(1)
i ,b
(2)
i , ...,b
(N )
i })
end
Set LG = 1m
∑m
i LG (i)
UpdateWf ←Wf − η∇WдLG .
end
We call the adversarial autoencoder with the proposed loss calcu-
lation Discrete Component-wiseWasserstein AutoEncoder (DCW-
AE). The objective function of the DCW-AE can be written as fol-
lows:
L = LA + LG (11)
We summarize the training algorithm of DCW-AE in Algorithm 1.
While we can have a single minimization step on L, we find that al-
ternatively minimizing LA and LG works better in practice. (similar
to Alternating Least Squares approach traditionally used in matrix
factorization). Specifically, we minimize LA for a few steps l on
every minimization step of LG . In all of our experiments, we set
l = 5. Note that this is not a minimax game because LA and LG are
different losses and are not related through a divergence or a value
function, as in WGAN [1] and Jensen-Shannon GAN [17].
4 EXPERIMENTS
In this section, we present the experimental results to demonstrate
the effectiveness of the proposed hashing method over the existing
adversarial autoencoders and other hashing methods.
4.1 Datasets Used
We utilize the following datasets in our performance evaluation
experiments:
• MNIST 3: This dataset consists of of 70,000 digit images. We
randomly select 10,000 images as the query set and the remaining
images for the training and retrieval sets.
• CIFAR10 [24]: This dataset consists of 60,000 natural images
categorized uniformly into 10 labels. We randomly select 1,000
images from each label for the query set and use the remaining
images for the training and retrieval sets. Hence, the query set
contains 10,000 images and the training/retrieval set contains the
same 50,000 images.
• FLICKR25K [3]: This dataset consists of 25,000 social photo-
graphic images downloaded from Flickr 4. There are a total of
250 different class labels. We randomly select 20 images from
each label for the query set and similarly use the remaining im-
ages for the training and retrieval sets. The final query dataset
contains 5,000 images and the training/retrieval set contains the
same 20,000 images.
• PLACE365 5: This dataset consists of 1.8 millions of scenery
images organized into 365 categories (labels). We randomly select
10 images from each label for the query set and 500 images from
each label for the trainin and retrieval sets. The final query dataset
contains 3,650 images and the training/retrieval set contains
182,500 images.
4.2 Evaluation Metrics
For evaluating the performance of the proposed model, we follow
the standard evaluation mechanism that is widely accepted for the
problem of image hashing - the precision@R (P@R) andmean
average precision (MAP). Given the query images, P@R andMAP
are calculated as follows:
Precision(R,q) =
∑R
r=1 δ (r ,q)
R
(12)
P@R = 1
Q
Q∑
q=1
Precision(R,q) (13)
AP(q) = 1
Nq
N∑
r=1
Precision(r ,q) × δ (r ,q) (14)
MAP = 1
Q
Q∑
q=1
AP(q), (15)
where N is the size of the retrieval set, R is the number of retrieved
images, Nq is the number of all relevant images in this set, Q is the
size of the query set and δ (r ,q) = 1 only when the r -th retrieved
image is relevant to the query image q; otherwise δ (r ,q) = 0. A
retrieved image is relevant if its ground-truth label is the same as
the label of the query image.
3http://yann.lecun.com/exdb/mnist/
4https://www.flickr.com/
5http://places2.csail.mit.edu/
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Table 2: Performance comparison of different methods using P@1000. The best P@1000 value for each experiment is in bold.
Method MNIST CIFAR10 FLICKR25K PLACE365
m = 32 m = 64 m = 32 m = 64 m = 32 m = 64 m = 32 m = 64
LSH 0.3141 0.4306 0.1721 0.1731 0.0131 0.0188 0.0058 0.0101
SpecHash 0.4416 0.5042 0.1995 0.1982 0.0213 0.0233 0.0075 0.0076
ITQ 0.5988 0.6081 0.2424 0.2585 0.0264 0.0302 0.0088 0.0096
SGH 0.4713 0.5224 0.1672 0.1803 0.0130 0.0137 0.0061 0.0061
SSDH 0.4417 0.4698 0.2218 0.1766 0.0260 0.0271 0.0149 0.0160
DistillHash 0.4817 0.4917 0.2319 0.2331 0.0261 0.0283 0.0150 0.0165
WGAN-AE 0.5961 0.5972 0.1948 0.2170 0.0219 0.0269 0.0158 0.0174
OT-AE 0.6082 0.6117 0.2370 0.2406 0.0222 0.0273 0.0147 0.0189
DCW-AE 0.6451 0.6545 0.2692 0.2747 0.0282 0.0336 0.0205 0.0259
4.3 Comparison Methods
We compare the performance of the proposed method with various
representative unsupervised image hashing methods.
• Locality Sensitive Hashing (LSH) [25]: a widely-used data-
independent, shallow hashing method using random projection.
• Spectral Hashing (SpecHash) [33]: an unsupervised shallow
hashing method whose goal is to preserve locality while find-
ing balanced, uncorrelated hashes by solving the Eigenvector
problem.
• Iterative Quantization (ITQ) [16]: the state-of-the-art shallow
hashing method that alternately minimizes the quantization error
to achieve better hash codes.
• Stochastic Generative Hashing (SGH) [6]: a representative hashing
method that, similar to the proposed method, also minimizes the
reconstruct loss in an autoencoder model.
• Semantic Structure-based Deep Hashing (SSDH) [35]: an unsu-
pervised deep hashing method that learns the hash function by
preserving heuristically-defined semantic structure of the data.
The semantic structure is extracted from a pre-trained neural
network (such as VGGNet).
• Deep Hashing by Distilling Data Pairs (DistillHash) [35]: the
state-of-the-art unsupervised deep hashing method that is, in
principle, similar to SSDH. However, the semantic structure is
constructed by distilling data pairs that are consistent with the
Bayes optimal classifier.
• Wasserstein Adversarial Autoencoder (WGAN-AE): adversarial
autoencoder model for hashing which employs the critic that esti-
mates the Wasserstein from the dual domain. This is an improved
version of the adversarial autoencoder defined in [12].
• OT-Wasserstain Adversarial Autoencoder (OT-AE): the adversarial
autoencoder model for hashing which directly minimizes the
Wasserstein distance using the OT formulation in the primal
domain, (discussed in Section 3.4).
• The proposed method (DCW-AE)
Implementation Details: For the existing shallow hashing tech-
niques, we employ a pre-trained VGG network and extract the
pooling-fc7 feature vectors of the images [31]. For our model, we
employ VGG for the feature extractor h on CIFAR10, FLICKR25K
and PLACE365. For MNIST, we do not use the feature extractor h
and directly learn to reconstruct the pixel image, i.e. x = xpixel .
Table 3: Performance comparison of different methods us-
ing MAP form = 64. The best MAP values are shown in bold.
Method MNIST CIFAR10 FLICKR25K PLACE365
LSH 0.2228 0.1477 0.0348 0.0101
SpecHash 0.2856 0.1265 0.0535 0.0121
ITQ 0.3121 0.1824 0.0535 0.0163
SGH 0.2912 0.1372 0.0196 0.0052
SSDH 0.2834 0.1664 0.0504 0.0107
DistillHash 0.3071 0.1831 0.0579 0.0171
WGAN-AE 0.3033 0.1775 0.0642 0.0161
OT-AE 0.3431 0.1777 0.0658 0.0165
DCW-AE 0.3901 0.2084 0.0790 0.0184
The encoder/decoder are multi-layer perceptrons (MLP) with hid-
den layers as 1000 → 1000 → 500 and 500 → 1000 → 1000,
respectively. We implement our method in pyTorch 6 and train
our model using Stochastic Gradient Descent (SGD) along with
Adam optimizer [23]. We use a mini-batch size of 128 examples for
DCW-AE and WGAN-AE. For OT-AE, we try different mini-batch
sizes ranging from 128 to 512. For a fair and strict evaluation, we
perform a grid search to find the best hyper-parameters for each
of the methods; and report averaged results over five runs (three
runs for PLACE365 dataset). The source code and the datasets used
in our experiments will be made publicly available on a Github
repository upon the acceptance of this paper.
4.4 Performance Results
In this experiment, we measure the performance of various meth-
ods for the image retrieval task. Table 2 shows the P@1000 results
across different lengths of the hash codes. DCW-AE consistently
outperforms all the baseline methods at different lengths of the
hash codes. Specifically, DCW-AE has a relative performance im-
provement of more than 10% in CIFAR10 and FLICKR25K. Similarly,
in Table 3, we report the MAP results for all the methods at different
lengths of the hash codes. Again, DCW-AE consistently achieves
the best MAP results. The improvements of our method over the
baselines are statistically significant according to the corresponding
paired t-tests (p-value < 0.01).
6http://pytorch.org/
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(a) MNIST: 32 bits (b) CIFAR10: 32 bits (c) FLICKR25K: 32 bits
(d) MNIST: 64 bits (e) CIFAR10: 64 bits (f) FLICKR25K: 64 bits
Figure 3: Performance comparison of various methods using Precision-Recall curves of code lengths of 32 and 64 bits.
m Query Image Top 10 Retrieved Images
32
16
32
16
Table 4: An illustration of the top-10 retrieved MNIST digits for a given query image using code length (m) of 32 and 16 bits.
The P@1000 and MAP results demonstrate the superiority of our
method compared to various state-of-the-art approaches for the
image hashing problem. One important result is the improvement
in performance of DCW-AE compared to OT-AE. This supports
our claim that the existing adversarial autoencoders cannot learn
the optimal hash function compared to our DCW-AE model. This
demonstrates the significance of a generalizable Wasserstein esti-
mate. A lower sample-complexity estimate makes it easier for the
algorithm to converge to the target distribution using mini-batch
training algorithms.
4.5 Ablation Study
We further evaluate the effectiveness of the proposed adversarial
learning procedure using an ablation study. Figure 3 shows the
Precision-Recall curves of the different Autoencoder-based hashing
models. AE denotes the vanilla Autoencoder without any adversar-
ial regularization. SWD-AE is the Adversarial Autoencoder whose
adversarial matching cost is SWD. We observe that all adversarial-
based Autoencoder models outperform AE. This demonstrates the
importance of the adversarial learning for Autoencoders in image
hashing. Furthermore, replacing the dual Wasserstein estimate (in
WGAN-AE) and the OT estimate (in OT-AE) with our proposed
Image Hashing by Minimizing Discrete Component-wise Wasserstein Distance
,
,
(a) ITQ (b) DistillHash (c) OT-AE (d) DCW-AE
Figure 4: T-SNE embedding of the generated discrete hash codes on the MNIST dataset. The digit identities are color-coded.
estimate further improves the retrieval performance. DCW-AE’s
performance is significantly better than that of OT-AE and SWD-
AE. We hypothesize that this improvement is primarily due to the
following reasons:
• The proposed distance estimate of DCW-AE has a better sample
complexity (i.e., more generalizable) than OT. Better sample com-
plexity allows mini-batch optimization techniques such as SGD
to converge better to the target distribution.
• The proposed distance estimate of DCW-AE is a better distance
compared to SWD. Our distance estimate induces a weaker topol-
ogy than SWD [1]. In other words, our estimate makes it easier
to converge to the target distribution.
4.6 Qualitative Evaluation
In Table 4, we show the top-10 retrieved digit images of two query
images corresponding to digits 3 and 9. DCW-AE method has suc-
cessfully retrieved relevant digits; when the retrieved images are
false positives, we can still see that they contains similar appear-
ances (e.g. some handwritten digit 4’s are similar to the digit 9).
As expected, when increasing the size of the binary code) (m), the
model makes fewer mistakes.
Qualitatively, we can visually compare the quality of the hash
codes generated by DCW-AE, OT-AE and two best non-adversarial
hashing baselines, ITQ and DistillHash. Figure 4 shows the two-
dimensional t-SNE embeddings [27] of the generated hash codes
on the query set. In this example, the similarity matrix of SSDH is
constructed directly from the image-pixel space. Notice that SSDH
generates unreliable hash codes. This shows that, without a reliable
construction of the similarity matrix, the retrieval performance of
both SSDH and DistillHash is significantly deteriorated. On the
other hand, DCW-AE learns a very efficient discrete embedding
of the original data; for example, DCW-AE can even separate the
most similar digits 9 and 4.
4.7 DCW-AE’s Wasserstein Estimation
In this Section, we show the efficiency of the proposed Wassertein
estimate and compare it with SWD. Figure 5 shows the distance
estimates and the gradient norm of the parameters (| |Wf | |2) during
training of the proposed calculation in DCW-AE and of the original
SWD on the CIFAR-10 dataset. The SWD is estimated with different
(a) Distance Estimates (b) Gradient Norm
Figure 5: Wasserstein distance estimates (left) and the gradi-
ent normof the encoder’s parameters (right) during training
of DCW-AE and SWD (with varying Nω values).
number of random projections Nω . On the extreme case, when
Nω = 1, both the distance and the gradient fluctuates siginificantly
during training. This makes adversarial training become very unsta-
ble. When Nω is higher, we can observe that the distance estimates
of SWD are lower. This is because the one-dimensional Wasserstein
distances across several random directions are very small and do
not contain useful signal for training (see the corresponding gra-
dient). Even when increasing Nω from 10 to 10K, the estimate is
not generally better. On the other hand, the estimates of DCW-AE
are higher and its gradient is also more stable. This is due to the
fact that the proposed distance estimate averages the distances of
directions along which the Pz and Pb are most dissimilar.
4.8 Computational efficiency of DCW-AE
In this experiment, we compare the training time of the proposed
method and the existing adversarial hashing methods. The training
time of WGAN-AE, OT-AE and DCW-AE are shown in Figure 6
for three datasets, CIFAR10, FLICKR25K and PLACE365. We report
the average training time per epoch. In Figure 6, the training time
of DCW-AE is significantly reduced compared to the training of
OT-AE.
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Figure 6: Comparison of training times (in minutes) per one
epoch on various datasets (using a mini-batch size of 128 ex-
amples).
5 CONCLUSION
We proposed a novel adversarial autoencoder model for the image
hashing problem. Our model learns hash codes that preserves the lo-
cality information in the original data. Our model has a much better
generalization property than the existing adversarial approaches,
thus is able to achieve significant performance gains. Furthermore,
the proposed model trains significantly faster than the existing
Wasserstein-based adversarial autoencoders. Our experiments vali-
date that the proposed hashing method outperforms all the existing
state-of-the-art image hashing methods. Our work makes one leap
towards leveraging an efficient, robust adversarial autoencoder for
the image hashing problem and we envision that our model will
serve as a motivation for improving other adversarially-trained
hashing models. The code accompanying this paper is available on
Github7.
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