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Abstract
Background: A new, promising solvent exposure measure, called half-sphere-exposure (HSE), has
recently been proposed. Here, we study the reconstruction of a protein's Cα trace solely from
structure-derived HSE information. This problem is of relevance for de novo structure prediction
using predicted HSE measure. For comparison, we also consider the well-established contact
number (CN) measure. We define energy functions based on the HSE- or CN-vectors and
minimize them using two conformational search heuristics: Monte Carlo simulation (MCS) and tabu
search (TS). While MCS has been the dominant conformational search heuristic in literature, TS has
been applied only a few times. To discretize the conformational space, we use lattice models with
various complexity.
Results: The proposed TS heuristic with a novel tabu definition generally performs better than
MCS for this problem. Our experiments show that, at least for small proteins (up to 35 amino
acids), it is possible to reconstruct the protein backbone solely from the HSE or CN information.
In general, the HSE measure leads to better models than the CN measure, as judged by the RMSD
and the angle correlation with the native structure. The angle correlation, a measure of structural
similarity, evaluates whether equivalent residues in two structures have the same general
orientation. Our results indicate that the HSE measure is potentially very useful to represent
solvent exposure in protein structure prediction, design and simulation.
Background
The extent to which an amino acid in a protein is accessi-
ble to the surrounding solvent is highly dependent on the
type of amino acid. In general, hydrophilic amino acids
tend to be near the solvent accessible surface, while hydro-
phobic amino acids tend to be buried in the core of the
protein. To measure this effect, several solvent exposure
measures have been proposed [1-7], and one of these is
the contact number measure (CN) [7]. The CN of a residue
is the number of Cα atoms in a sphere centered at the Cα
atom of the residue in question (Figure 1). The CN of all
residues of a protein is called the CN vector. The CN vector
is well conserved and can be predicted with high accuracy
[8].
Recently, a new promising solvent exposure measure,
called half-sphere-exposure (HSE), has been proposed [9].
While the CN measure uses a single sphere centered at the
Cα atom, the HSE measure considers two hemispheres.
Two values, an up and a down value, are associated with
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each residue, corresponding to the upper and lower hem-
isphere. The geometry of the HSE construction is shown
schematically in Figure 2. The up and down HSE values
measure two fundamentally different environments of an
amino acid, one of them corresponding to the neighbour-
hood of the side chain [9]. The HSE measure compares
favorably with other solvent exposure measures in terms
of computational complexity, sensitivity, correlation with
the stability of mutants and conservation. An important
advantage of the HSE measure is that it can be calculated
from Cα -only or other simplified protein models. There-
fore, it forms an attractive alternative to the use of the CN
measure in protein structure prediction methods [10].
Here, we study if it is possible to reconstruct a protein's Cα
trace solely from a CN vector or an HSE vector. These vec-
tors are obtained from the protein's known native state
and our goal is therefore to evaluate the information con-
tents of these measures. This problem could become
important for de novo structure prediction, for example if
predicted HSE values are used as restraints. Preliminary
results show that the HSE measure can be predicted with
reasonably high accuracy[11]. Reconstruction of a protein
structure from a predicted HSE vector might thus be an
attractive way of approaching the sequence-to-structure
problem. Predicted CN-/HSE vectors are expected to have
errors compared to the exact vectors. The results presented
in this paper are based on exact vectors and therefore pro-
vide an upper bound on the information contents of pre-
dicted CN-/HSE vectors. If protein structure prediction
was carried out on a predicted HSE vector only, it is
expected that the results would not be better than the
results presented in this paper. It would therefore be nat-
ural to add other predictable information such as second-
ary structure, radius of gyration etc. to a structure
prediction system using predicted HSE vectors. The prob-
lem of reconstructing protein structure from vectors of
one-dimensional structural information has been studied
before. Kinjo et al.[12] used exact vectors of secondary
structure (SS), CN and residue-wise contact order (RWCO)
together with refinement using the AMBER force field to
reconstruct native like structures. Their results show that
SS and CN information without the use of RWCO is not
enough to reconstruct native like structures. Unfortu-
nately, prediction methods for the RWCO measure only
have moderate performance as compared to SS and
CN[12].
Porto et al.[13] described an algorithm for reconstructing
the contact map (CM) from its principal (one-dimen-
sional) eigenvector. However, methods for predicting a
high quality eigenvector are not likely to exist. Here, we
only consider measures that potentially can be predicted
with high accuracy. Furthermore we only use one type of
measure (either CN or HSE), which is important for eval-
uating the information content of a measure. To this end,
we compare structure reconstruction using an energy
function based on the HSE measure with an energy func-
tion that uses the well-established CN measure.
If an approximate CN-/HSE vector is obtained from a pre-
diction method, there might be no structure that exactly
realizes the vector. In that case, we are interested in find-
ing a structure with a CN- or HSE-vector similar to the pre-
dicted vector. Therefore we define energy functions based
on the HSE- or CN-vectors and minimize them using two
conformational search heuristics: Monte Carlo simulation
(MCS) and tabu search (TS). MCS has been widely used for
protein structure prediction, and TS has been applied with
great success to many optimization problems, but has
rarely been used for protein structure prediction [14-16].
HSEFigure 2
HSE. Given the positions of 3 consecutive Cα atoms (A, B, C), 
the approximate side-chain direction b can be computed as 
the sum of  and . The plane perpendicular to b cuts 
the sphere centered at B in an upper and a lower hemi-
sphere.
?
V
AB
? ??
CB
? ?? ?
V
CNFigure 1
CN. The contact number (CN) of a residue.
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In this article, the radius of the HSE sphere is chosen to be
12 Å for all experiments. The optimal radius has yet to be
determined, both in terms of predictability and recon-
structability. If the radius is too small, important residue
pairs might be overlooked. On the other hand, if the
radius is too large, many irrelevant residues are consid-
ered. In this respect, 12 Å seems to be a good compromise
[9].
The rest of the article is organized as follows. In the next
section we describe the energy function based on the HSE
measure. Then the protein abstraction and lattice model
are discussed. In section Heuristics, we present the two
conformational search heuristics, MCS and TS. In section
Lattice experiments, MCS and TS are evaluated in lattices of
different complexity. Finally, we evaluate the information
content (that is, to what extent they can be used to recon-
struct a protein structure) of the HSE and CN measures
using TS and a high complexity lattice.
HSE energy function
The similarity of two HSE vectors A and B of length N can
be measured using the following RMS deviation:
where  and  are the up and down values
of the i'th index. RMSD (A, B) can be used to describe the
energy of structure SA where A is the HSE vector of SA and
B is the HSE vector of the native structure. These defini-
tions are easily extended to the CN measure. The energy
functions are the only optimization criteria used by the
MCS and TS algorithms.
The protein model
The HSE and CN energy functions only depend on the
positions of the Cα atoms in the protein backbone. This
allows us to simplify the problem by considering a protein
as a chain of connected points representing the positions
of the Cα atoms. Furthermore, to reduce and discretize the
conformational space of the protein, we require the Cα
atoms of the chain to be positioned on a 3D lattice. A lat-
tice can be defined as a set of basis vectors corresponding
to the directions to the neighbouring nodes. The basis vec-
tors of the simple cubic lattice (SCC) are the cyclic permu-
tations of [± 1,0,0] ([1,0,0], [-1,0,0], [0,1,0], [0,-1,0],
[0,0,1], [0,0,-1]) and the basis vectors of the face centered
cubic lattice (FCC) are the cyclic permutations of [± 1, ±
1,0] ([1,1,0], [1,0,1], [1,-1,0], [1,0,-1], [-1,1,0], [-1,0,1], [-
1,-1,0], [-1,0,-1], [0,1,1], [0,1,-1], [0,-1,1], [0,-1,-1]). This
gives 6 basis vectors for SCC and 12 for FCC as illustrated
in Figure 3. The length of an edge between two neighbour-
ing nodes is taken to be 3.8 Å which is the average distance
between two consecutive Cα atoms in proteins.
Lattice models are widely used for studying the funda-
mental properties of protein structure[17]. Such models
have for example provided invaluable insights on topics
such as the validity of pairwise energy functions[18], the
evolution of protein superfamilies[19] and the impor-
tance of local structural bias in the determination of a pro-
tein's fold[20]. Many lattice models have been proposed
and evaluated in the literature. Not surprisingly, experi-
RMSD( , )
(( ) ( ) )
,A B
A B A B
N
u u d di
N
i i i i
=
− + −
=
∑ 2 21
2
{ , }A B ui { , }A B di
LatticesFigure 3
Lattices. Interior nodes of the SCC and FCC lattices are connected to respectively 6 and 12 neighbouring nodes. Nodes of 
high coordination lattices have many neighbours because of variable edge size.
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ments show a high correlation between the number of
basis vectors of a lattice and its ability to represent a pro-
tein backbone[21,22]. When deciding on a lattice model,
one must always consider the trade-off between the reduc-
tion of the conformational space and the quality of the
structure representation. Therefore, in section Lattice
experiments we evaluate four different lattices of various
complexity: The SCC lattice, the FCC lattice and two high
coordination (HC) lattices with 54 and 390 basis vectors,
respectively.
A high coordination lattice has an underlying cubic lattice
with unit length less than 3.8/N Å for some integer N > 1.
Cubic lattice points are connected in the high coordina-
tion lattice if their Euclidean distance is between 3.8 ± ε
for some ε > 0. The high coordination lattices used here
are named HC4 and HC8 corresponding to their N value
(4 and 8). The ε value is 0.2 for all HC lattices. Figure 3
shows an illustration of a 2D high coordination lattice
with N = 3 and ε = 0.4. High coordination lattices have
previously been used for protein structure predic-
tion[23,24]. Note that the SCC and FCC lattices both have
the excluded volume property, meaning that atoms at two
different lattice points will never collide. This property
does not necessarily hold for high coordination lattices,
and collisions must therefore be detected explicitly.
Heuristics
We apply two iterative search heuristics for minimization
of the HSE energy. One of them is the tabu search meta-
heuristic proposed by F. Glover in 1989[25,26]. A meta-
heuristic is a general framework that can be specialized to
solve various optimization problems. For many problems
in Operations Research (OR), tabu search is the metaheu-
ristic of choice. However, for protein structure prediction,
tabu search has only been given a modest amount of
attention[14-16].
In Algorithm 1 and 2 (Figures 5 and 6) the pseudo code
for tabu search is shown. TS is basically a local improve-
ment heuristic where the best structure in a neighbour-
hood is repeatedly selected. However, memory is used to
prevent cycling in local minima. A previous TS implemen-
tation [16] inserts visited structures into a tabu list and
only consider new structures if they are not in the tabu list.
We have found that extending the tabu definition
improves the performance considerably. Here, we still
keep a list of previously visited structures in a so-called
explicit tabu list. Each structure in the explicit tabu list
defines a set of implicit tabu structures. Given a structure E
in the explicit tabu list, a structure I is said to be implicit
tabu if the distance-RMSD (dRMSD) between E and I is
less than ε and the energy of I is greater than or equal to
the energy of E. The adjustable parameter ε is called the
tabu difference. Figure 4 illustrates a sequence of visited
structures (black points) in a solution space. Only the vis-
ited structures are inserted in the explicit tabu list. The
additional green and red points correspond to structures
within ε dRMSD of the explicit tabu structures. Green
points are structures with lower energy and red points are
structures with higher energy than the explicit tabu struc-
ture. When choosing a new solution in the neighbour-
hood three things can happen, a) A solution is more than
ε dRMSD away from all explicit tabu structure. b) the solu-
tion is within ε dRMSD, and the energy is lower than the
explicit tabu structure, c) the solution is within ε dRMSD,
and the energy is higher than the explicit tabu structure.
Structures that comply with case c are said to be implicit
tabu and cannot be visited. Note that when ε = 0 the search
heuristic works as a regular TS heuristic since only visited
structures become tabu. The use of implicit tabu structures
is new in the context of protein structure prediction. How-
ever, in TS implementations for OR problems it is a com-
mon technique to make features of a solution tabu, such
that regions of the search space become tabu.
We have also applied standard Monte Carlo simulation
(MCS) for minimizing the HSE energy. MCS heuristics are
stochastic and therefore differ from TS by being nondeter-
mistic. An MCS iteration consists of randomly choosing a
protein conformation in the neighbourhood of a current
conformation. For a fixed temperature T, the new protein
conformation is accepted with the probability
p = e-ΔE/T,
where ΔE is the difference between the energy of the cur-
rent conformation and the new conformation. A protein
conformation is modelled as a list of N vectors, where N
is the number of Cα atoms of the protein. The neighbour-
hood of both MCS and TS consists of conformations
resulting from changes of one, two or three consecutive
indices. A single index change results in a new structure
where one part of the structure is fixed and the other part
is translated. Two or three indices are changed locally such
that the parts of the structure before and after the chang-
ing indices are fixed. All local index changes between two
lattice points can be stored in a table to speed up the com-
putation time significantly.
Lattice experiments
Here, we evaluate TS and MCS on lattices of different com-
plexity. The purpose of the experiments in this section is
to tune the parameters (lattice type, tabu difference, tem-
perature). In the next section we fix the parameters to their
optimal values found here and compare the HSE and CN
measures on different proteins. For each lattice, the heu-
ristics are initialized with 20 random conformations using
different parameter values. The variable parameter of MCS
is the temperature and the variable parameter of TS is the
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tabu difference. Each run is stopped after 15 minutes and
the structure with the lowest observed HSE energy is
reported. To get reasonable running times for these exper-
iments, the HSE energy is based on the native structure of
the small protein Protegrin 1 (1PG1, 18 residues). Tables 1
and 2 show the results of the lattice experiments for the TS
and MCS heuristics. There is a row for each lattice type and
data columns show the average HSE energy found over
the 20 runs for the various parameters. In the SCC lattice,
structures with the same HSE energy are found in all 20
runs (tabu difference 0.4 and 0.5), but the best observed
HSE energy is rather high. The reason is that the SCC lat-
tice is very coarse grained and low energy structures there-
fore do not exist in this lattice. For lattices of increasing
complexity, the ability to find structures with lower energy
increases. TS and MCS seem to perform equally well in
low complexity lattices. However, in high coordination
lattices, the TS heuristic performs slightly better than MCS
on average. For the lattice with highest complexity (HC8)
TS found zero energy structures for all 20 runs, this robust-
ness was not observed for the MCS heuristic. These results
indicate that conformational search heuristics using the
HSE measure require high complexity lattices or off-lattice
models with a high degree of freedom. Furthermore, TS is
slightly more robust that MCS in high coordination lat-
tices. The results of experiments with variable tabu list size
Explicit- and implicit tabu structuresFigure 4
Explicit- and implicit tabu structures. Black points represent explicit tabu structures and red points represent implicit 
tabu structures.
Algorithm 1Fi u e 5
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and variable tabu difference in the HC8 lattice are shown
in Figure 7. The figure shows that the tabu list size should
generally be more than 50 elements, and there is no gain
of having a very long list.
Comparison of HSE and CN measures
In the previous section, experiments on a small protein
show that minimization of the HSE energy in high coor-
dination lattices leads to structures with HSE vectors that
are very similar (or equal) to the native structure. In this
section, experiments on proteins of varying size are done
using the TS heuristic with tabu difference 0.4 and the
HC8 lattice. The energy functions are based on the HSE
vectors of native structures as described in section HSE
energy function. In addition to the HSE energy, the CN
energy is considered for comparison. The main purpose of
the experiments is to examine the reconstructability of a
protein's backbone solely from the information stored in
the HSE-/CN vectors.
Each TS run is started from a random structure which is
iteratively improved as described in section Heuristics. For
these experiments we want to start TS on 100 random
structures that are as different from each other as possible.
Therefore, to effectively sample the search space, 10000
random conformations are initially generated. Ideally,
from this set of 10000 conformations, we would like to
choose the set of 100 conformations such that the mini-
mum RMSD between any two conformations is maxi-
mized. This problem is generally known as the p-
dispersion problem and is NP hard[27]. Solving this prob-
lem to optimality is therefore not feasible, so we use a
greedy heuristic to find a good set of 100 different random
conformations. The greedy heuristic works by first picking
a random conformation. The following 99 conformations
are then picked one at a time, such the minimimum
RMSD to any of the already picked conformations is max-
imized.
For each protein, the energy function based on its native
structure is minimized for each of the 100 random start-
Table 1: Average HSE energy for Protegrin 1 using TS on various lattices and tabu differences.
Tabu difference
Lattice 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
SCC 1.76 1.65 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64 1.64
FCC 1.52 1.12 1.12 1.11 1.07 1.07 1.04 1.05 1.03 1.03 1.03
HC4 1.13 0.41 0.36 0.30 0.28 0.27 0.29 0.32 0.32 0.36 0.38
HC8 1.21 0.46 0.08 0.01 0.00 0.00 0.01 0.07 0.15 0.22 0.30
The best averages for each lattice type are boldfaced. The column with 0.0 tabu difference corresponds to the results of a regular TS 
implementation with no implicit tabu structures.
Algorithm 2Fi u e 6
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ing conformations and the structures with lowest energy
are reported. The search is stopped after 12 hours or if the
energy reaches zero. Zero energy means that a structure
with exactly the same HSE- or CN vector as the native
structure is found (but not necessarily identical struc-
tures).
To evaluate the quality of the structures with low energy,
the RMSD with the native structure and angle correlation
[28,29] is used. Angle correlation is a measure with the
following definition. For each Cα, let α be the vector
pointing in the side chain direction (see Figure 2). Let
 be the vector pointing in the direction of the mass
center, and let θα be the angle between α and . The
angle correlation measure is the average of the differences
in θα between the optimized structure and the native
structure. Zero angle correlation is perfect correlation, 90°
is random correlation and 180° is perfect 'anti'-correla-
tion. Note that the CN- and HSE vectors of a structure are
identical to the vectors of the mirror of the structure.
Therefore, in the following results, if the RMSD between a
structure and its native mirror image is smaller we report
this value instead. All computations were performed on a
236 nodes Dell Optiplex GX260 cluster (2,4 GHz P4, 512
Mb RAM).
?
V
V mcα
→
?
V V mcα
→
Table 2: Average HSE energy for Protegrin 1 using MCS on various lattices and temperatures.
Temperature
Lattice 0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.020 0.022
SCC 1.88 1.80 1.74 1.68 1.68 1.65 1.64 1.64 1.64 1.64 1.64 1.64
FCC 1.57 1.39 1.25 1.15 1.08 1.05 1.03 1.03 1.03 1.03 1.03 1.03
HC4 1.48 1.09 0.85 0.63 0.54 0.48 0.37 0.32 0.31 0.29 0.27 0.34
HC8 1.29 0.46 0.37 0.25 0.17 0.06 0.07 0.07 0.04 0.08 0.15 0.28
The best averages for each lattice type are boldfaced.
Lattice experimentsFigure 7
Lattice experiments. The two first plots show the values in table 1 and 2. The right figure shows the average HSE energy on 
HC8 with variable tabu list size and variable tabu difference.
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Results and discussion
The results of the HSE and CN comparisons are shown in
Table 3. The table shows how many of the 100 HSE/CN
minimized conformations are below a certain RMSD
threshold. The associated RMSDs and energy values of the
100 conformations are also shown. In Figures 8 to 12, his-
tograms show the RMSD and energy distribution of the
CN- or HSE-optimized structures. The histograms reveal
that most of the lowest energy structures are similar to the
native structure. This trend is much more prevalent for the
HSE-optimized structures. Based on the histograms, we
conclude that the CN-/HSE-energy functions have a large
smooth minimum around the structure of the native state
and few smaller local minima scattered around the con-
formational space.
Scatter plots show the angle correlation vs. RMSD. The
Figures also show the best HSE- and CN-optimized struc-
tures superimposed on the native structure. The yellow
backbone is the native structure, the red backbone is the
best HSE optimized structure and the green backbone is
the best CN optimized structure.
The CN and HSE comparisons show that low HSE-energy
structures are generally closer to the native structure than
low CN-energy structures, this both in terms of RMSD and
angle correlation. A backbone structure with a good angle
correlation implies that the general orientation of the res-
idues is accurate. The plots show that this property is
much more prevalent in HSE-optimized structures. Exist-
ing protein structure prediction methods that use the CN
measure could therefore benefit from using the HSE meas-
ure instead of the CN measure.
Here we have developed a lattice model for protein struc-
ture prediction using the CN-/HSE energy functions. The
search heuristic is based on TS with a novel tabu defini-
tion and the results indicate that TS performs better than
MCS for this problem. TS with this new tabu definition
might also be applied with success for other protein struc-
ture optimization problems.
Lattice experiments suggest that near zero energy struc-
tures only exists in high coordination lattices. Therefore,
when using the HSE measure the model should have a
high degree of freedom. All results are found using small
proteins (the largest protein has 35 amino acids). When
using larger proteins, it becomes very time consuming to
find low energy structures and they are often not native
like.
We have shown that it is possible to reconstruct the back-
bone of small proteins using the HSE vector of the native
structure. Obviously, a predicted HSE vector would have
some errors or noise as compared to the exact HSE vector.
A future research project could therefore be to analyze the
reconstructability of a protein backbone using HSE vec-
tors with various degree of noise. Other directions could
be to consider a more detailed energy function using other
predictable information such as secondary structure.
Another option could be to enforce protein-like geometry,
using for example angular constraints.
Table 3: Comparison of the HSE- and CN measures for various proteins.
Residues Measure < 7 Å
RMSD
< 6 Å
RMSD
< 5 Å
RMSD
< 4 Å
RMSD
< 3 Å
RMSD
< 2 Å
RMSD
lowest
RMSD
lowest
energy
Human Endothelin (1EDN)
21 CN 100 100 98 60 18 0 2.09 0.00
HSE 100 100 100 93 65 37 0.88 0.00
Tryptophan Zipper 1(1LE0)
13 CN 100 100 100 100 100 22 1.38 0.00
HSE 100 100 100 100 100 67 0.95 0.00
Third Zinc Finger (1SRK)
35 CN 60 42 17 (1SRK) 1 0 0 3.52 0.00
HSE 56 33 13 5 0 0 3.02 0.33
Mu-Conotoxin GIIA (1TCH)
23 CN 100 100 97 63 23 5 1.58 0.00
HSE 100 100 100 97 61 38 0.91 0.00
Pandinus Toxin (2PTA)
35 CN 59 32 14 3 0 0 3.17 0.00
HSE 58 44 17 11 2 0 2.66 0.33
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Human Endothelin (1EDN), 21 residuesFigure 8
Human Endothelin (1EDN), 21 residues. In the energy versus RMSD plot, the CN values have an offset of 0.01 for better 
illustration.
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Third Zinc Finger (1SRK). 35 residuesFigure 9
Third Zinc Finger (1SRK). 35 residues.
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Mu-Conotoxin GIIA (1TCH). 23 residuesFigure 10
Mu-Conotoxin GIIA (1TCH). 23 residues. In the energy versus RMSD plot, the CN values have an offset of 0.01 for bet-
ter illustration.
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Pandinus Toxin (2PTA). 35 residuesFigure 11
Pandinus Toxin (2PTA). 35 residues.
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In this article, we only considered lattice models. How-
ever, off-lattice models and other conformational search
heuristics such as replica exchange MCMC[30] could be
considered as well.
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Bound with Eﬃcient Bounding
Martin Paluszewski and Pawel Winter
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Universitetsparken 1, 2100 Copenhagen, Denmark
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Abstract. We propose a new discrete protein structure model (using
a modiﬁed face-centered cubic lattice). A novel branch and bound algo-
rithm for ﬁnding global minimum structures in this model is suggested.
The objective energy function is very simple as it depends on the pre-
dicted half-sphere exposure numbers of Cα-atoms. Bounding and branch-
ing also exploit predicted secondary structures and expected radius of
gyration. The algorithm is fast and is able to generate the decoy set in
less than 48 hours on all proteins tested.
Despite the simplicity of the model and the energy function, many of
the lowest energy structures, using exact measures, are near the native
structures (in terms of RMSD). As expected, when using predicted mea-
sures, the fraction of good decoys decreases, but in all cases tested, we
obtained structures within 6 A˚ RMSD in a set of low-energy decoys. To
the best of our knowledge, this is the ﬁrst de novo branch and bound
algorithm for protein decoy generation that only depends on such one-
dimensional predictable measures. Another important advantage of the
branch and bound approach is that the algorithm searches through the
entire conformational space. Contrary to search heuristics, like Monte
Carlo simulation or tabu search, the problem of escaping local minima
is indirectly solved by the branch and bound algorithm when good lower
bounds can be obtained.
1 Background
The contact number (CN) is a very simple solvent exposure measure that only
depends on the positions of Cα-atoms. Given a ﬁxed backbone structure, the
CN of a residue Ai is the number of other Cα-atoms in a sphere of radius r
centered at the Cα-atom of Ai. The CN of all residues of a given structure is
called the CN-vector. A more information rich measure is called the half-sphere-
exposure (HSE) measure [5]. Here, the sphere is divided into an upper and a
lower hemisphere as illustrated in Figure 1. The up and down numbers of a
residue therefore refer to the number of other Cα-atoms in the upper and lower
hemispheres respectively. For a given ﬁxed structure, the up and down numbers
for all residues is called the HSE-vector. CN- and HSE-vectors therefore only
depend on the radius of the spheres and the coordinates of Cα-atoms, which is
very convenient when working with simpliﬁed models.
K.A. Crandall and J. Lagergren (Eds.): WABI 2008, LNBI 5251, pp. 382–393, 2008.
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Fig. 1. Given the positions of 3 consecutive Cα-atoms (A, B, C), the approximate side-
chain direction V¯b can be computed as the sum of A¯B and C¯B. The plane perpendicular
to V¯b cuts the sphere centered at B in an upper and a lower hemisphere.
Recently it was shown that it is possible to approximately reconstruct small
protein structures from CN-vectors or HSE-vectors only [12]. These results
showed that HSE-optimized structures tend to have better coordinateRMSDwith
the native structure and more accurate orientations of the side-chains compared
to CN-optimized structures. This is very interesting in regards to de novo protein
decoy generation, because CN- and HSE-vectors can be predicted with reason-
able accuracy [19,14]. To use these results for de novo decoy generation, one could
therefore ﬁrst predict the HSE-vector from the amino acid sequence and then re-
construct the protein backbone from this vector. However, the results in [12] were
only based on small proteins with up to 35 amino acids and it was conjectured that
the reconstruction of larger proteins would require more information than what
is contained in an HSE-vector [12]. Another diﬃculty is that HSE-based energy
functions appear to have many local minima in the conformational space. This is
often a problem for search heuristics like Monte Carlo simulation or tabu search,
since they get trapped in these minima and must spend much time escaping them.
The problem of reconstructing protein structure from vectors of one-dimension-
al structural information has also been studied by Kinjo et al. [7]. They used ex-
act vectors of secondary structure, CN and residuewise contact order (RWCO)
together with reﬁnement using the AMBER force ﬁeld to reconstruct native-like
structures. Their results indicated that secondary structure information and CN
without the use of RWCO is not enough to reconstruct native-like structures. Un-
fortunately, RWCO is diﬃcult to predict compared to CN, HSE and secondary
structure [7] and it would therefore be diﬃcult to use their method directly for de
novo decoy generation.
Here we attack these problems by adding more predicted information to our
model and use a thorough branch and bound algorithm for ﬁnding minimum en-
ergy structures. By adding more predicted information we expect to increase the
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probability of the energy function to have global minimum near the native struc-
ture. Furthermore, using a branch and bound approach we are able to implicitly
search the whole conformational space and therefore avoid getting trapped in lo-
cal minima. Besides using HSE-vectors, we also use secondary structure (SS) and
radius of gyration (Rg). These three measures, (HSE, SS and Rg), can all be pre-
dicted from the amino acid sequence only [19,10,16], and can therefore be used
for de novo protein decoy generation. The energy function is simple, and we show
how a good lower bound of the energy for a subset of the conformational space
can be computed in polynomial time. This lower bound enables the branch and
bound algorithm to eﬃciently bound large conformational subspaces and to ﬁnd
global minimum energy structures in a reasonable amount of time. Throughout
the text our branch and bound algorithm is referred to as EBBA (Eﬃcient Branch
and Bound Algorithm).
The idea of using secondary structure elements in a discrete model has been
suggested by others, i.e., Fain et al. [4] and Levitt et al. [8]. However, their mod-
els have a relatively small conformational space and it is therefore possible to
completely enumerate all structures allowed by the model. Branch and bound al-
gorithms and other algorithms for determining global minimum structures have
been used for protein structure prediction earlier. Some of these algorithms work
on very simpliﬁed models like the HP-lattice model [1]. Even though these algo-
rithms can solve most problems to optimality, the global minimum structures are
often very far from the native structure. Another branch and bound algorithms,
called αBB[9] uses more detailed potential energy functions which depend on sev-
eral physical terms. In [9], the αBB is shown to be successful on small molecules. In
[17], the αBB was improved and was used for prediction of real protein structures.
Dal Palu et al.[11] use a constraint logic programming approach for protein struc-
ture prediction. They also use secondary structure segments in a simpliﬁed model.
However, in their model, all Cα-atoms must be placed in a lattice (FCC). This dif-
fers from our approach, where we only demand lattice directions of the secondary
structure segments. Dal Palu et al. use a standard solver (SICStus Prolog) which
makes use of standard bounding techniques, while we have developed amuchmore
eﬃcient bounding algorithm specialized for this particular problem. Furthermore,
the results published in [11,17] are not true de novo - the secondary structures are
all derived from the native structure of the proteins. On the contrary, the results
presented here are true de novo. All parts of the energy function are predicted from
amino acid sequences only. EBBA is, to our knowledge, the ﬁrst de novo branch
and bound algorithm that only use one-dimensional predictable measures.
We use 6 benchmark proteins for evaluating EBBA. These benchmark proteins
are chosen because they are used in similar studies before [15,6] and we are there-
fore able to compare our method with the state-of-the-art protein conformational
sampler FB5-HMM [6]. Our results show that EBBA is able to ﬁnd global mini-
mum energy structures for most of these proteins in less than 48 hours. We have
evaluated EBBA using both exact values and predicted values to estimate the im-
portance of prediction quality. The results show that predicted structures having
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global minimum energy are not always native-like, however among the 10.000 low-
est energy structures we typically ﬁnd many good decoys (less than 6 A˚ RMSD).
2 Methods
A sequence of residues of the same secondary structure class is called a segment.
Segments can be considered as rigid rods that describe the overall path of Cα-
atoms belonging to the segment. Segments have a start coordinate and a direction,
and for helices and sheets their end coordinate can also be determined because of
their constrained geometry. A segment is therefore an abstract representation of a
sequence of residues and it does not explicitly contain the coordinates of internal
Cα-atoms. We deﬁne a segment structure to be the coordinates of all Cα-atoms
of a segment. Note that a segment in principle allows for inﬁnitely many diﬀerent
segment structures even though they are restricted to be of a speciﬁc secondary
structure class. However, this model is discrete and therefore only a ﬁnite repre-
sentative set of segment structures are generated. This is described in more detail
in Section 2.1.
Any tertiary structure of a protein can be described in these terms; a list of
segments and a segment structure for each segment.We call such a list of segments
a super structure and a super structure with a ﬁxed segment structure for each
segment is called a complete structure.
To discretize and reduce the conformational space of this model, we reduce the
degree of freedom for segments. Segments are therefore only allowed to have a
discrete set of predeﬁned directions between the ﬁrst and last Cα-atoms. Ad-hoc
experiments show that the 12 uniformly distributed directions acquired from the
face-centered cubic (FCC) lattice is a good tradeoﬀ between discretization and
ﬂexibility. The direction of a segment therefore has one of the following 12 direc-
tion vectors
[1,1,0], [1,0,1], [1,-1,0], [1,0,-1], [-1,1,0], [-1,0,1],
[-1,-1,0], [-1,0,-1], [0,1,1], [0,1,-1], [0,-1,1], [0,-1,-1]
To further discretize the model, we set an upper limit (u) on the number of
possible segment structures allowed by a segment. Given an amino acid sequence
with m segments and u possible segment structures for each segment, the total
number of complete structures, N (disregarding symmetric structures), allowed
by this model is
N = 4× 11m−2 × um (1)
2.1 Segment Structures
Here we brieﬂy describe how the allowed segment structures of a given segment
are computed. This computation depends on the secondary structure class of the
segment.
127
386 M. Paluszewski and P. Winter
Given a helix or sheet segment, we generate one segment structure having the
angle properties of a right-handed helix or a beta strand. Then the other u − 1
segment structures are generated by rotating the ﬁrst structure uniformly around
the axis going through the ﬁrst Cα-atom and ending at the beginning of the next
segment.
There are no simple geometric constraints that describe coil structures. Ex-
periments show that short sequences with similar amino acid sequences, so-called
homologous sequences, often have similar tertiary structures [3]. Given a coil seg-
ment, we therefore query PDB Select (25) with protein sequences and their known
structures and ﬁnd the
√
u best fragment matches in terms of amino acid similar-
ity. Each of these structures is also rotated uniformly
√
u times as for helices and
sheets such that a total of u structures are obtained. The fragment database does
of course not contain the proteins used in the experiments. Even though we are
querying PDB Select (25) for coil fragments, we still consider our algorithm to be
de novo, because we do not explicitly make use of templates. One of the most suc-
cessful structure prediction algorithms (Rosetta[15]) also makes use of fragments
from proteins in PDB and is also considered to be de novo.
2.2 Energy
The structures allowed by the model always have the desired secondary structure
(from a prediction), however the HSE-vector and radius of gyration of the struc-
tures varies. Therefore, we want to identify those structures having correct radius
of gyration and HSE-vectors similar to the predicted HSE-vectors. The radius of
gyration can be predicted from the number of residues n of the protein [16]:
Rg = 2.2n0.38 (2)
This prediction is often accurate for globular proteins. We therefore assign inﬁnite
energy to structures having radius of gyration more than 5% away from the pre-
dicted Rg. We assign inﬁnite energy to structures if their subchain of amino acids
from the ﬁrst amino acid to the l’th (l < n) amino acid is more than 5% away from
the predicted Rg. A structure is said to be clashing if the distance between two
Cα-atoms is less than 3.5 A˚. We also assign inﬁnite energy to clashing structures
and conformations where two succeeding segment structures have unlikely angle
properties.
Let P denote the conformational space of a protein with n residues A1, A2, ...,
An. Let P ∈ P . The total energy Q(P ) of P is deﬁned as the sum of the residue
energy contributions QP (Ai), i.e.,
Q(P ) =
n∑
i=1
QP (Ai) (3)
with
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QP (Ai) =
{
ΔCN(Ai)2 if Ai is the ﬁrst residue of a segment
ΔHD(Ai)2 + ΔHU(Ai)2 otherwise
(4)
where
– ΔCN(Ai) is the diﬀerence between the contact number of the i-th residue Ai
in P and the desired (i.e., predicted) contact number of Ai.
– ΔHD(Ai) is the diﬀerence between the down half sphere exposure number of
Ai in P and the desired down half sphere exposure number of Ai.
– ΔHU(Ai) is the similar diﬀerence for the up half sphere exposure.
The reason why CN instead of HSE is used for the ﬁrst residue of a segment is that
the HSE value depends on the position of the two neighbour residues as illustrated
in Figure 1. On the other hand, HSE can be used for the last residue of a segment,
because one of the neighbours are an interior residue and the other neighbour is
the end position of the segment whose coordinates are always known. The radius
of the contact sphere is set to 15 A˚.
2.3 Branch and Bound
An explicit evaluation of all allowed structures is only feasible for proteins with
very few segments and segment structures. A standard approach for overcoming
such combinatorial explosion is to use the branch and bound technique [20].
Branching. The root of the branch and bound tree represents all complete struc-
tures allowed by the model. This is done by only ﬁxing the direction of the ﬁrst
segment. Every other node s represents a smaller subset of complete structures
Ps than its parent. This is done by either ﬁxing a segment direction or by ﬁxing a
segment structure. Therefore, when branching on a node, either 11 children with
ﬁxed segment directions are created or u children with ﬁxed segment structures
are created. A node at level 2 ×m has all segment directions and segment struc-
tures ﬁxed and therefore represents a complete structure. Nodes at level 2 × m
cannot be branched on further and are called leaves.
Bounding. A lower bound is a value that is less than, or equal to the lowest
energy of any leaf in the subtree of the node. Such a value can be used to disregard,
or bound, the subtree of a node if the lower bound is larger than some observed
energy (an upper bound). An upper bound of the energy can be found using some
advanced heuristic or a simple depth ﬁrst search as described in section 2.4. Here
we present a reasonable tight lower bound that can be computed fast. The use of
this lower bound makes it possible to solve large problems to optimality as shown
in the results section.
Let PS denote the subset of the conformational space P at any node of the
branch and bound tree where some segments might have ﬁxed directions while
othersmight have ﬁxed segment structures (i.e., ﬁxed coordinates of allCα-atoms)
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as explained in the description of the branching strategy above.We are looking for
a lower bound for minP∈PS{Q(P )}.
Consider the j-th segment Sj , 1 ≤ j ≤ m, where m is the number of segments.
Let
QP (Sj) =
∑
Ai∈Sj
QP (Ai)
where QP (Ai) is deﬁned in Equation 4. Then the energy of a structure can be
written as the sum of segment energies
Q(P ) =
∑
1≤j≤m
QP (Sj)
Suppose that a lower bound for minP∈PS{QP (Sj)} can be determined. Summing
up these lower bounds for all m segments will therefore yield a lower bound for the
energy of all conformations in PS. To compute such a lower bound for a segment
Sj , the following problem is solved for all segment structures of Sj . For simplicity
we only describe how a lower bound using CN-vectors can be computed, however
it is straightforward to use a similar approach for HSE-vectors.
Given a segment structure for Sj , we determine for each of itsCα-atoms all pos-
sible values of CN when the super structure is ﬁxed. This problem can clearly be
solved in exponential time by complete enumeration of all possible segment struc-
tures. However, using the following dynamic programming approach, the problem
can be solved much faster in polynomial time.
Let ca,b(i, r) where (1 ≤ i ≤ m) and (1 ≤ r ≤ u) be the number of con-
tacts of residue a in segment b contributed by residues in segment i having seg-
ment structure r. Let (i, j) be an entry in the dynamic programming table and let
qa,b(i, j) ∈ {0, 1} represent whether or not residue a in segment b can have a total
of j, (0 ≤ j < n), contacts contributed by residues in segments Sl, (l < i). Then
the recursive equation of the dynamic programming algorithm is:
qa,b(i, j) =
⎧⎨
⎩
1 if i = 1 and ca,b(1, r) = j for some r
1 if i > 1 and q(i− 1, k) = 1 and ca,b(i, r) = j − k for some r
0 otherwise
(5)
Each row can be computed in O(n × u) time using the values from the previous
row, so the total running time of the algorithm is O(m × n × u). The last row
in the table represents all possible contact numbers for residue a in segment b.
The last row can therefore easily be used to ﬁnd the minimum diﬀerence between
the desired CN and one of the possible CNs. The dynamic programming problem
is solved for all residues of the segment and the sum of the minimum diﬀerences
for each residue is the lower bound of the segment energy. For more details and
examples of computing lower bounds, refer to [13].
In the above discussion, it was assumed that all Cα-atoms in Sj have their co-
ordinates ﬁxed in PS . Lower bounds can also be computed if the segment struc-
ture has not been ﬁxed yet. The above lower bound computation is then merely
repeated for each of the u possible segment structures, and the smallest one is
selected as the overall lower bound of the segment.
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Lower bounds can also be computed for nodes where a number of the last seg-
ment directions have not yet been ﬁxed. Here, the input to the dynamic program-
ming algorithm is only the ﬁrst ﬁxed segments. Then, the CN row for the last ﬁxed
segment is augmented by checking whether eachCα-atom on the free segments can
possibly be in contact with the Cα-atom in question.
2.4 Searching
We search the branch and bound tree by keeping a set of nodes for which the lower
bound has been computed but not bounded. Initially, the set contains only the
root of the branch and bound tree. Iteratively the algorithm chooses the lowest
cost node and replaces it with the children obtained by branching. When using
this strategy, an optimal solution is found when the lowest cost node in the set
is a leaf node. In practice the set of unbranched nodes might become very large
and diﬃcult to store in memory. We therefore combine it with a depth ﬁrst search,
such that when the node set contains more than 50.000 nodes we shift to depth
ﬁrst search until the set is less than 50.000 again.
3 Experiments
Here we predict the tertiary structures of 6 proteins. The tertiary structures of
these proteins are known and we can therefore evaluate the quality of our results.
These proteins have previously been used for benchmarks in the literature [15,6]
and our results can therefore be directly compared with the state-of-the-art con-
formational sampler FB5-HMM[6].
The input to EBBA is a secondary structure assignment, HSE-vector and the
radius of gyration. For each protein we obtain these values using prediction tools.
Based on the amino acid sequence, we predict the secondary structure using
PSIPRED [10] and we predict HSE-vectors using LAKI [19]. Note that PSIPRED
and LAKI are neural networks trained on a selection of proteins from PDB. The
6 benchmark proteins used here also exist in PDB, so there is a slight chance that
the training sets for PSIPRED and LAKI contain some of these proteins. How-
ever, the prediction quality of the 6 benchmark proteins is close to what should
be expected from PSIPRED and LAKI. Here, the average Q3 score of secondary
structure prediction is 80.7% (compared to an average score of 80.6% on CASP
targets). The average correlation of the HSE up and down values are respectively
0.74 and 0.66 (compared to the reported up and down correlations of 0.713 and
0.696 respectively).We do therefore not consider it to be a problem that the bench-
mark proteins exist in PDB. We predict the radius of gyration using Equation 2.
Branch and bound algorithms are typically used to ﬁnd the global minimum
solutions. However, we use EBBA for protein decoy generation and we therefore
want to obtain a large number of structures. The 10.000 global best structures in
terms of energy are therefore found and not just the global minimum. This can be
done by maintaining a queue of 10.000 structures during the search. This number
is still very small compared to the exponential size of the conformational space. For
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Table 1. Column 2 shows the number of segments m and column 3 shows the number
of segment structures u. Column 4 shows the order of helix, sheet and coil segments.
Column 5 shows the size of the conformational space given by Equation 1 and column 6
shows the number of hours spent by the algorithm. Column 7 and 8 show the percentage
of the 10.000 structures that fall below the given threshold. Column 9 shows the lowest
RMSD of the 10.000 structures. Column 10 shows the energy of P ∗ which is the lowest
energy structure. For each protein, there is an exact and a predicted row. Exact refers to
HSE-vectors, radius of gyration and secondary structure obtained from the native struc-
ture. In the predicted rows, all input values are predicted from the amino acid sequence
and the results can therefore be considered as de novo.
Type m u SS N T < 6 A˚ < 5 A˚ lowest Q(P ∗)
Protein A (1FC2), 43 residues
Exact 5 8 CHCHC 1.7× 108 0.1 18.1 7.0 2.8 4.34
Predicted 7 8 CHCHCHC 1.4× 1012 6.9 33.0 13.8 4.5 5.26
Homeodomain (1ENH), 54 residues
Exact 6 8 CHCHCH 1.5× 1010 0.6 21.6 13.2 3.1 4.36
Predicted 7 8 CHCHCHC 1.4× 1012 6.1 4.1 0.8 4.1 5.70
Protein G (2GB1), 56 residues
Exact 9 8 SCSCHCSCS 1.0× 1016 18.2 60.8 36.6 3.4 4.22
Predicted 10 8 SCSCHCSCSC 9.2× 1017 4.7 73.1 0.0 5.3 6.22
Cro repressor (2CRO), 65 residues
Exact 11 4 CHCHCHCHCHC 4.0× 1016 24.1 5.7 1.4 4.3 6.49
Predicted 10 3 HCHCHCHCHC 5.1× 1013 7.4 1.5 0.0 5.3 5.89
Protein L7/L12 (1CTF), 68 residues
Exact 8 8 SCHCHCHC 1.2× 1014 5.6 5.1 1.9 4.6 7.19
Predicted 11 3 SCHSHCHCHCS 1.7× 1015 19.2 0.1 0.0 5.4 5.84
Calbindin (4ICB), 76 residues
Exact 11 2 CHCSHCHCHCH 1.9× 1013 3.56 4.5 0.7 4.4 6.18
Predicted 8 7 CHCHCHCH 4.1× 1013 31.4 0.5 0.0 5.1 6.79
comparison and evaluation of the model and prediction quality, all experiments
are also done using the exact secondary structure and exact HSE-vectors obtained
from the native structure of the proteins. All experiments were initially run with
u = 8 (the number of segment structures). Some did not ﬁnish in 48 hours, and
they were run with the highest value of u that could be solved in less than 48 hours.
All computations were performed on a 2.4 GHz P4 with 512 RAM.
4 Results and Discussion
Table 1 shows the complexity of the models for diﬀerent proteins and the run-
ning time of EBBA. The table also shows the results of running EBBA on the 6
benchmark proteins.
The maximum number of segment structures (u) that could be solved in less
than 48 hours depends much on the number of segments of the protein. For the
smallest proteins (1FC2 and 1ENH) the algorithm terminated in less than 48 hours
using u = 8. Even though 2GB1 has relatively many segments the algorithm also
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Table 2. Comparison between FB5-HMM and EBBA. Column 2 and column 4 show the
percentage of good decoys for FB5-HMM and EBBA respectively. Column 3 and column
5 show the lowest RMSD of a structure found by FB5-HMM and EBBA respectively.
Both algorithms uses predicted secondary structure information and predicted radius
of gyration.
Protein FB5-HMM EBBA
< 6 A˚ Min. RMSD < 6 A˚ Min. RMSD
Protein A (1FC2) 17.1 2.6 33.0 4.5
Homeodomain (1ENH) 12.2 3.8 4.1 4.1
Protein G (2GB1) 0.001 5.9 73.1 5.3
Cro repressor (2CRO) 1.0 4.1 1.5 5.3
Protein L7/L12 (1CTF) 0.3 4.1 0.1 5.4
Calbindin (4ICB) 0.4 4.5 0.5 5.1
terminated in less than 48 hours using u = 8. This is mainly because bounding
occured early in the branch and bound tree.
The most diﬃcult protein in terms of bounding eﬃciency is 4ICB (using pre-
dicted measures), where it turns out that signiﬁcant bounding ﬁrst occurs in level
5 of the branch and bound tree. In all instances, the conformational space is huge,
and it is clear that ﬁnding global minimum structures could not have been done
in reasonable time without eﬃcient bounding.
Table 1 shows that the set of 10.000 low energy structures for all 6 proteins con-
tains good decoys (RMSD less than 6 A˚). Also, for all proteins the lowest RMSD
is smallest when using exact values compared to the predicted values. This is ex-
pected since the energy landscape should have a global minimum closer to the
native structure when using exact values. However, it is surprising that for two
of the proteins (1FC2 and 2GB1) the fraction of good decoys (< 6 A˚ RMSD) is
better when using predicted values compared to exact values.
The results have been compared directly with FB5-HMM [6] in Table 2. FB5-
HMM is the state-of-the-art method for conformational sampling. The method
is based on a Hidden Markov Model and generates a large set of structures which
usually contains many good decoys when enforcing compactness. The major
diﬀerence between FB5-HMM and EBBA is that FB5-HMM does not use an en-
ergy function. FB5-HMMcan also beneﬁt from the secondary structure prediction
and radius of gyration prediction. The results we have shown for FB5-HMM are
therefore obtained using predicted secondary structure and using a greedy col-
lapse scheme. The results for FB5-HMM are from [6] where 100.000 structures
are generated. The results show that EBBA ﬁnds a better percentage of good de-
coys for most of the proteins (1FC2, 2GB1, 2CRO and 4ICB). The high amount
of good decoys for protein G is very interesting since protein G is known to be one
of the more diﬃcult structures in this benchmark set [15,6]. For all proteins, ex-
cept 2GB1, FB5-HMM ﬁnds at least one structure with lower RMSD than EBBA.
This is not surprising since FB5-HMM here generates 10 times as many decoys
than EBBA and therefore has a much higher probability of hitting a low RMSD
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structure. Another advantage of structures generatedby EBBA, is that the geome-
try of the secondary structure segments is perfect because they are constructed us-
ing the correct secondary structure geometry. The running time of FB5-HMM for
producing the set of 100.000 decoys is comparable to the running time of EBBA.
5 Conclusions
We have presented a branch and bound algorithm for ﬁnding the lowest energy
structures in a large conformational search space. The results show that the set
of low-energy structures is a very good decoy set. The energy function is based
on HSE which is a simple predictable measure. This algorithm is the ﬁrst de novo
branch and bound algorithm for protein decoy generation using only one-
dimensional predictable information. We have shown experimentally that good
decoys always exist among the 10.000 lowest energy structures for the proteins
used here. We have also shown that the algorithm is comparable in performance
with the state-of-the-art conformational sampler FB5-HMM. The energy function
is not accurate enough to pinpoint the lowest RMSD structure in this set. An im-
portant future research direction is therefore to examine this set of low energy
structures with a more detailed energy function and to identify the native-like
structures. The largest protein considered have 76 residues. There is a problem
using the branch and bound algorithm on larger proteins since then only a small
fraction of the conformational space can be searched in reasonable time. However,
we believe that exploiting how super secondary structures [18,2] arrange in nature,
might be a way to solve this problem. Better search heuristics for ﬁnding upper
bounds on the energy can also be relevant since a good upper bound on the energy
also improves the performance of the branch and bound algorithm. Using a more
probabilistic approach might also improve the quality of the results. It might also
be possible to train a Bayesian network to predict the probability of a given HSE-
vector given the amino acid sequence. This would be a more detailed usage of the
HSE-vector compared to the simple energy function used here.
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Abstract. We are faced with three major challenges when dealing with
the problem of de novo protein structure prediction. One is to determine
a suitable energy function having a global minimum near the native
structure of the protein. The second challenge is to sample the confor-
mational space such that some of the sampled decoys are near the native
structure. The third challenge is to identify the native-like structures
among the sampled decoys. Here we present a novel method for decoy
generation and therefore attack the second of these challenges.
We propose a new discrete protein structure model (using a modified
face-centered cubic lattice). A novel branch and bound algorithm for
finding global minimum structures in this model is suggested. The ob-
jective energy function is very simple as it depends on the predicted
half-sphere exposure numbers of Cα-atoms. Bounding and branching also
exploit predicted secondary structures and expected radius of gyration.
The algorithm is fast and is able to generate the decoy set in less than
48 hours on all proteins tested.
Despite the simplicity of the model and the energy function, many of
the lowest energy structures, using exact measures, are near the native
structures (in terms of RMSD). As expected, when using predicted mea-
sures, the fraction of good decoys decreases, but in all cases tested, we
obtained structures within 6 A˚ RMSD in a set of low-energy decoys. To
the best of our knowledge, this is the first de novo branch and bound
algorithm for protein decoy generation that only depends on such one-
dimensional predictable measures. Another important advantage of the
branch and bound approach is that the algorithm searches through the
entire conformational space. Contrary to search heuristics, like Monte
Carlo simulation or tabu search, the problem of escaping local minima
is indirectly solved by the branch and bound algorithm when good lower
bounds can be obtained.
1 Background
Here we present our approach for protein decoy generation using the branch and
bound paradigm. A shorter version of this paper appeared in [1]. The contact
number (CN) is a very simple solvent exposure measure that only depends on the
positions of Cα-atoms. Given a fixed backbone structure, the CN of a residue Ai
is the number of other Cα-atoms in a sphere of radius r centered at the Cα-atom
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2of Ai. The CN of all residues of a given structure is called the CN-vector. A more
information rich measure is called the half-sphere-exposure (HSE) measure [2].
Here, the sphere is divided into an upper and a lower hemisphere as illustrated
in Figure 1. The up and down numbers of a residue therefore refer to the number
of other Cα-atoms in the upper and lower hemispheres respectively. For a given
fixed structure, the up and down numbers for all residues is called the HSE-
vector. CN- and HSE-vectors therefore only depend on the radius of the spheres
and the coordinates of Cα-atoms, which is very convenient when using simplified
models.
HSE−vector−up
5 5
HSE−vector−down
b
down
upCB
B
C
A
AB
V
Fig. 1. Given the positions of 3 consecutive Cα-atoms (A, B, C), the approximate side-
chain direction V¯b can be computed as the sum of A¯B and C¯B. The plane perpendicular
to V¯b cuts the sphere centered at B in an upper and a lower hemisphere.
Recently it was shown that it is possible to approximately reconstruct small
protein structures from CN-vectors or HSE-vectors only [3]. These results showed
that HSE-optimized structures in general have better coordinate RMSD with the
native structure and more accurate orientations of the side-chains compared to
CN-optimized structures. This is very interesting in regards to de novo protein
structure prediction, because CN- and HSE-vectors can be predicted with rea-
sonable accuracy [4, 5]. To use these results for de novo structure prediction,
one could therefore first predict the HSE-vector from the amino acid sequence
and then reconstruct the protein backbone from this vector. However, the re-
sults in [3] were only based on small proteins with up to 35 amino acids and it
was conjectured that the reconstruction of larger proteins would require more
information than what is contained in an HSE-vector [3]. Another difficulty is
that HSE-based energy functions appear to have many local minima in the con-
formational space. This is often a problem for search heuristics like Monte Carlo
simulation or tabu search, since they get trapped in these minima and must
spend much time escaping them.
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3The problem of reconstructing protein structure from vectors of one-dimen-
sional structural information has also been studied by Kinjo et al. [6]. They used
exact vectors of secondary structure, CN and residuewise contact order (RWCO)
together with refinement using the AMBER force field to reconstruct native-like
structures. Their results indicated that secondary structure information and CN
without the use of RWCO is not enough to reconstruct native-like structures.
Unfortunately, RWCO is difficult to predict compared to CN, HSE and secondary
structure [6] and it would therefore be difficult to use their method directly for
de novo structure prediction.
Here we attack these problems by adding more predicted information to our
model and use a thorough branch and bound algorithm for finding minimum en-
ergy structures. By adding more predicted information we expect to increase the
probability of the energy function to have global minimum near the native struc-
ture. Furthermore, using a branch and bound approach we are able to implicitly
search the whole conformational space and therefore avoid getting trapped in
local minima. Besides using HSE vectors, we also use secondary structure (SS)
and radius of gyration (Rg). These three measures, (HSE, SS and Rg), can all be
predicted from the amino acid sequence only [4, 7, 8], and can therefore be used
for de novo protein structure prediction. The energy function is simple, and we
show how a good lower bound of the energy for a subset of the conformational
space can be computed in polynomial time. This lower bound enables the branch
and bound algorithm to bound large conformational subspaces and to find global
minimum energy structures in a reasonable amount of time. Throughout the text
our branch and bound algorithm is referred to as EBBA (Efficient Branch and
Bound Algorithm).
The idea of using secondary structure elements in a discrete model has been
suggested by others, i.e., Fain et al. [9] and Levitt et al. [10]. However, their mod-
els have a relatively small conformational space and it is therefore possible to
completely enumerate all structures allowed by the model. Branch and bound al-
gorithms and other algorithms for determining global minimum structures have
been used for protein structure prediction earlier. Some of these algorithms work
on very simplified models like the HP-lattice model [11, 12]. Even though these
algorithms can solve most problems to optimality, the global minimum struc-
tures are often very far from the native structure. Another branch and bound
algorithms, called αBB[13] uses more detailed potential energy functions which
depend on several physical terms. In [13], the αBB is shown to be successful on
small molecules. In [14], the αBB was improved and was used for prediction of
real protein structures. Dal Palu et al.[15] use a constraint logic programming
approach for protein structure prediction. They also use secondary structure
segments in a simplified model. However, in their model, all Cα-atoms must be
placed in a lattice (FCC). This differs from our approach, where we only demand
lattice directions of the secondary structure segments. Dal Palu et al. use a stan-
dard solver (SICStus Prolog) which makes use of standard bounding techniques,
while we have developed a much more efficient bounding algorithm specialized
for this particular problem. Furthermore, the results published in [15, 14] are not
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4true de novo - the secondary structures are all derived from the native structure
of the proteins. On the contrary, the results presented here are true de novo.
All parts of the energy function are predicted from amino acid sequences only.
EBBA is, to our knowledge, the first de novo branch and bound algorithm that
only use one-dimensional predictable measures.
We use 6 benchmark proteins for evaluating EBBA. Our results show that
EBBA is able to find global minimum energy structures for most of these proteins
in less than 48 hours. We have evalutated EBBA using both exact values and
predicted values to estimate the importance of prediction quality. The results
show that predicted structures having global minimum energy are not always
native-like, however among the 10.000 lowest energy structures we typically find
many good decoys (less than 6 A˚ RMSD). Our algorithm therefore reduces the
protein structure prediction problem to the problem of identifying a near-native
structure in a relatively small set of decoys.
2 Methods
Each amino acid of a protein can be classified as belonging to a unique secondary
structure. Here we consider three classes of secondary structures; helix, sheet
and coil. Helices and sheets are distinguished by the unique geometric shape of
the Cα atoms in their tertiary structure. Coil is the class of all other shapes
that are neither helices nor sheets. Cα-atoms of a coil therefore have a large
degree of freedom, compared to helices and sheets, since there are few geometric
constraints on the tertiary structure of a coil.
A sequence of residues of the same secondary structure class is called a seg-
ment. Segments can be considered as rigid rods that describe the overall path
of Cα-atoms belonging to the segment. Segments always have a start coordinate
and a direction, and for helices and sheets their end coordinate can also be deter-
mined because of their constrained geometry. A segment is therefore an abstract
representation of a sequence of residues and it does not explicitly contain the
coordinates of internal Cα-atoms. We therefore define a segment structure to be
the coordinates of all Cα-atoms of a segment. Note that a segment in princi-
ple allows for infinitely many different segment structures even though they are
restricted to be of a specific secondary structure class. However, this model is
discrete and therefore only a finite representative set of segment structures are
generated. This is described in detail in Section Segment structures.
Any tertiary structure of a protein can be described in these terms; a list
of segments and a segment structure for each segment. We call such a list of
segments a super structure and a super structure with a segment structure for
each segment is called a complete structure.
The tertiary structure of any protein can always be described by a complete
structure. However, to discretize and reduce the conformational space of this
model, we reduce the degree of freedom for segments. Segments are therefore only
allowed to have a discrete set of predefined directions between the first and last
Cα-atoms. Obviously, the more directions allowed, the more super structures can
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5be described by the model. This of course also increases the chance of describing
a super structure similar to the native structure. Therefore, there is a trade-off
between the number of directions allowed and the computational feasibility of
the model. Ad-hoc experiments show that the 12 uniformly distributed directions
acquired from the face-centered cubic (FCC) lattice is a good tradeoff (see the
results section for further discussion). The direction of a segment therefore has
one of the following 12 direction vectors: [1,1,0], [1,0,1], [1,-1,0], [1,0,-1], [-1,1,0],
[-1,0,1], [-1,-1,0], [-1,0,-1], [0,1,1], [0,1,-1], [0,-1,1], [0,-1,-1]. Figure 2 shows an
example of a super structure and a corresponding complete structure.
To further discretize the model, we set an upper limit (u) on the number of
possible segment structures allowed by a segment. Given an amino acid sequence
with m segments and u possible segment structures for each segment, the total
number of complete structures, N, allowed by this model is
N = 4× 11m−2 × um (1)
One might think that this should be N = 12m × um (a segment has 12
possible directions and u possible segment structures), but because of rotational
symmetry of the energy function, many complete structures can be disregarded
and therefore the first segment direction can be fixed. Also, the angle between
two FCC vectors is 0◦, 60◦, 90◦ or 120◦. Therefore, only 4 directions of the second
segment need to be considered. The factors (4 × 11m−2) therefore describe the
possible directions of segments in the super structure. Note that a segment only
has 11 (not 12) possible directions, since a segment is not allowed to clash with
the previous segment.
2.1 Segment Structures
Here we describe how the allowed segment structures of a given segment are
computed. This computation depends on the secondary structure class of the
segment.
Helix and Sheet Structures The right-handed helix is the most commonly
observed secondary structure in proteins. In helices, the most observed angle
between three consecutive Cα-atoms is φ ' 91◦ and the most observed dihe-
dral angle of four consecutive Cα-atoms is τ ' 49◦. Given a helix segment, we
generate one segment structure having these angle properties. Then the other
u− 1 segment structures are generated by rotating the first structure uniformly
around the axis going through the first and last Cα-atoms (Figure 3).
Sheet structures are constructed in the same way as helices, but with other
angle values. For sheets, the most observed angle between three consecutive Cα-
atoms is φ ' 120◦ and the dihedral angle τ ' 163◦. The angle values were found
by using P-SEA [16] to compute secondary structure of 3080 proteins from PDB
Select (25) [17].
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6CCCHHHHHHHCCCCHHHHHCCCHHHHHHHHCCCCCC
MLSDEDFKAVFGMTRSAFANLPLWKQQNLKKEKGLF
Amino acid sequence
Secondary structure assignment
Segments
Complete structure
Fig. 2. The Figure shows an example of how an amino acid sequence (from Villin
headpiece) can be described as a list of segments based on the secondary structure
(H: helix, C: coil). The Figure also shows an example of a super structure and a
corresponding complete structure (coordinates of internal Cα-atoms).
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Fig. 3. (a) The first helix with angles φ ' 91◦ and τ ' 49◦. (b) and (c) Two other
helices are generated (when u = 3) by uniformly rotating the first helix around the
axis of the segment.
Coil Structures There are no simple geometric constraints that describe coil
structures. However, experiments show that short sequences with similar amino
acid sequences, so-called homologous sequences, often have similar tertiary struc-
tures [18]. Given a coil segment, we therefore query PDB Select (25) with protein
sequences and their known structures and find the
√
u best fragment matches
in terms of amino acid similarity. Each of these structures is also rotated uni-
formly
√
u times as for helices and sheets such that a total of u structures are
obtained. The fragment database does of course not contain the proteins used
in the experiments.
2.2 Energy
The structures allowed by the model always have the desired secondary struc-
ture (from a prediction), however the HSE-vector and radius of gyration of the
structures varies. Therefore, we want to identify those structures having cor-
rect radius of gyration and HSE-vectors similar to the predicted HSE-vectors.
The radius of gyration can be predicted from the number of residues n of the
protein [8]:
Rg = 2.2n0.38 (2)
This prediction is often accurate for globular proteins. We therefore assign
infinite energy to structures having radius of gyration more than 5% away from
the predicted Rg. We assign infinite energy to structures if their subchain of
amino acids from the first amino acid to the l’th (l < n) amino acid is more than
5% away from the predicted Rg.
A structure is said to be clashing if the distance between two Cα-atoms is
less than 3.5 A˚. We also assign infinite energy to clashing structures.
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8Let P denote the conformational space of a protein with n residuesA1, A2, ..., An.
Let P ∈ P. The total energy Q(P ) of P is defined as the sum of the residue
energy contributions QP (Ai), i.e.,
Q(P ) =
n∑
i=1
QP (Ai) (3)
with
QP (Ai) =
∆CN(Ai)
2 if Ai is the first resi-
due of a segment.
∆HD(Ai)2 +∆HU(Ai)2 otherwise.
(4)
where
– ∆CN(Ai) is the difference between the contact number of the i-th residue
Ai in P and the desired (i.e., predicted) contact number of Ai.
– ∆HD(Ai) is the difference between the down half sphere exposure number
of Ai in P and the desired down half sphere exposure number of Ai.
– ∆HU(Ai) is the similar difference for the up half sphere exposure.
The reason why CN instead of HSE is used for the first residue of a segment
is that the HSE value depends on the position of the two neighbour residues
as illustrated in Figure 1. For all residues of a segment structure except the
first residue, the neighbour positions are always fixed and the upper and lower
hemispheres can be computed. In the branch and bound algorithm we want
to evaluate the energy of structures where not all segment structures are fixed
which is described in detail in the next section. Instead of using HSE for these
residues, we use CN which ultimately gives tighter bounds.
The radius of the contact sphere is set to 15 A˚. This is known to give a good
prediction quality [4] and it seems to capture both local and non-local contacts.
The optimal radius has yet to be determined, both in terms of predictability and
information content.
2.3 Branch and Bound
Searching for a structure with minimum global energy can be done by evaluating
all structures allowed by the model. However, the number of allowed complete
structures grows exponentially in terms of the number of segments m and the
number of segment structures u (Equation 1). An explicit evaluation of all al-
lowed structures is therefore only feasible for proteins with very few segments
and segment structures. A standard approach for overcoming such combinatorial
explosion is to use the branch and bound technique [19].
Branching The root of the branch and bound tree represents all complete
structures allowed by the model. This is done by only fixing the direction of
the first segment. Every other node s represents a smaller subset of complete
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9structures Ps than its parent. This is done by either fixing a segment direction
or by fixing a segment structure. Therefore, when branching on a node, either
11 children with fixed segment directions are created or u children with fixed
segment structures are created. A node at level 2×m has all segment directions
and segment structures fixed and therefore represents a complete super structure.
Nodes at level 2×m cannot be branched on further and are called leaves.
We branch the directions of segments in the order they occur in the protein.
Experiments show that the total running time of the algorithm depends much on
the order of how the segment directions and segment structures are fixed. The
best performance is when the segment directions are fixed as early as possible
and the segment structures are fixed as late as possible. The ideal case would
therefore be to fix the directions in the first m levels and the segment structures
in the next m levels. However, if a protein contains coil segments, it is not
possible to fix all segment directions in the first m levels. This is because the
end point of a coil segment depends on which coil structure is eventually chosen
from the fragment database. Note that this is only a problem for coils, since all
helix and sheet structures of a segment share the same end point once the start
point and direction are fixed. An example of a branch and bound tree is shown
in Figure 4. In the first two levels, the helix and coil segment directions are
fixed. In the third level, the structure of the coil segment is fixed. This decision
cannot be postponed, because the positions of the following segments depend on
the chosen coil structure. At level 4 the direction of the last helix is fixed and
at levels 5 and 6 the segment structures of the helices are fixed. In level 6 all
directions and segment structures are fixed and the leaves therefore represent
complete structures.
4 5 632Level: 1
Fig. 4. The super structure consists of three segments: helix, coil, helix. For simplicity,
in each level, only two nodes are shown and only one node is branched on.
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Bounding In theory, one could simply construct the full tree, evaluate the en-
ergy function on all leaves and return the lowest energy structure. Unfortunately,
because of the exponential number of leaves, this approach is computationally
infeasible. Instead, we describe here a method for computing a lower bound of
a non-leaf node. A lower bound is a value that is less than, or equal to the
lowest energy of any leaf in the subtree of the node. Such a value can be used
to disregard, or bound, the subtree of a node if the lower bound is larger than
some observed energy (an upper bound). An upper bound of the energy can be
found using some advanced heuristic or a simple depth first search as described
in section Searching. Here we present a reasonable tight lower bound that can
be computed fast. The use of this lower bound makes it possible to solve large
problems as described in the results section.
Let PS denote the subset of the conformational space P at any node of the
branch and bound tree where some segments have fixed directions while others
might have fixed segment structures (i.e., fixed coordinates of all Cα-atoms) as
explained in the description of the branching strategy above. We are looking for
a lower bound for minP∈PS{Q(P )}.
Consider the j-th segment Sj , 1 ≤ j ≤ m, wherem is the number of segments.
Let
QP (Sj) =
∑
Ai∈Sj
QP (Ai)
where QP (Ai) is defined in Equation 4. Then the energy of a structure can be
written as
Q(P ) =
∑
1≤j≤m
QP (Sj)
Suppose that a lower bound for minP∈PS{QP (Sj)} can be determined. Sum-
ming up these lower bounds for allm segments will therefore yield a lower bound
for the energy of all conformations in PS . To compute such a lower bound for a
segment Sj , the following problem is solved for all segment structures of Sj . For
simplicity we only describe how a lower bound using CN vectors can be com-
puted, however it is straightforward to use a similar approach for HSE vectors.
Given a segment structure for Sj , we determine for each of it’s Cα-atom
all possible values of CN when the super structure is fixed. This problem can
clearly be solved in exponential time by complete enumeration (see Figure 5).
However, using the following dynamic programming approach, this problem can
be solved in polynomial time. The input to the dynamic programming algorithm
is the table constructed as described in Figure 5(c). This table is in the following
called ca,b.
Let ca,b(i, r) where (1 ≤ i ≤ m) and (1 ≤ r ≤ u) be the number of contacts
of residue a in segment b contributed by residues in segment i having segment
structure r. Let (i, j) be an entry in the dynamic programming table and let
qa,b(i, j) ∈ {0, 1} represent whether or not residue a in segment b can have a
total of j contacts contributed by residues in segments Sl, (l < i). Then the
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recursive equation of the dynamic programming algorithm is:
qa,b(i, j) =
1 if i = 1 and ca,b(1, r) = j for some r1 if i > 1 and q(i− 1, k) = 1 and ca,b(i, r) = j − k for some r0 otherwise
(5)
Each row can be computed inO(n×u) time using the values from the previous
row, so the total running time of the algorithm is O(m×n×u). The last row in
the table represents all possible contact numbers for residue a in segment b. The
last row can therefore easily be used to find the minimum difference between the
desired CN and one of the possible CNs. The dynamic programming problem is
solved for all residues of the segment and the sum of the minimum differences
for each residue is the lower bound of the segment energy.
In the above discussion, it was assumed that all Cα-atoms in Sj have their
coordinates fixed in PS . Lower bounds can also be computed if only the segment
structure has not been fixed. The above lower bound computation is then merely
repeated for each of the u possible segment structures, and the smallest one is
selected as the overall lower bound of the segment.
Lower bounds can also be computed for nodes where a number of the last
segment directions have not yet been fixed. Here, the input to the dynamic
programming algorithm is only the first fixed segments. Then, the CN row for
the last fixed segment is augmented by checking whether each Cα-atom on the
free segments can possibly be in contact with the Cα-atom in question.
We also bound structures where two succeding segment structures have un-
likely angle properties. Figure 7 shows a plot of (θ, τ) pairs from proteins in
PDB. The regular angle between 3 consecutive Cα positions is θ and τ is the
dihedral angle between 4 consecute Cα positions as illustrated in Figure 8. The
plot shows that some regions in the (θ, τ)-plane are much more likely than oth-
ers. We have marked what we think is a reasonable seperation between likely
and unlikely points. Therefore structures with one ore more (θ, τ) points in the
unlikely region are bounded.
2.4 Searching
Searching the branch and bound tree is done using a combination of cost first
and depth first search. The cost of a non-leaf node is the lower bound of the
energy and the cost of a leaf node is the energy of the corresponding structure.
We search the branch and bound tree by keeping a set of nodes for which the
lower bound has been computed but not bounded. Initially the set contains only
the root of the branch and bound tree. Iteratively the algorithm chooses the
lowest cost node and replaces it with the children obtained by branching. When
using this strategy, an optimal solution is found when the lowest cost node in
the set is a leaf node. In practice the set of unbranched nodes becomes very
large and difficult to store in memory. We therefore combine it with a depth first
search, such that when the node set contains more than 50.000 nodes we shift
to depth first search until the set is less than 50.000 again. This approach gives
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 0        0
2
S1 S3
A4
A5
A4
S1
S2
S3
A1
A2
A3 A3
6A
A7 A7
A8 A8
A9
A2
(a) (b)
(d)(c)
RedBlack
 1        2
 1        −
S
Fig. 5. (a) shows the directions of three segments (a super structure). In this example
we want to compute all possible CN values for residue A4 which is the first residue of
segment S2. The contact radius of residue A4 is illustrated by the circle in (b). S1 and
S3 both have two choices of segment structures (red and black), so u = 2. The table
in Figure (c) shows the contribution of contacts to residue A4 if either red or black
segment structure is chosen. If the black structure of S1 is chosen, S1 only contributes
with 1 contact to A4 and if the red structure is chosen, S1 contributes with 2 contacts.
Computing all possible CN values for A4 can be done by considering all combinations
of segment structures for the other segments which is exponential. (d) shows one of
these combinations which gives a CN value of 2 for A4.
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Fig. 6. (a) shows the input to the dynamic programming algorithm as constructed in
Figure 5. (b) shows Table qa,b where empty entries correspond to 0 and x correspond to
1. In the first row, only 1 or 2 contacts can be contributed to residue A4 if either black
or red structure of segment S1 is chosen. Segment S2 has a fixed segment structure
and therefore always contributes with one contact as shown in row 2 and finally row
3 shows that segment S3 does not contribute with any contacts to A4. The last row
is also the solution to the problem. It shows that from all combinations of segment
structures, the CN value of residue A4 can only be 2 or 3.
Fig. 7. A plot of (θ, τ) pairs from PDB
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θ
τ
Fig. 8. θ is the normal angle between 3 consecutive Cα positions and τ is the dihedral
angle between 4 consecute Cα positions.
a more memory efficient algorithm, but we might end up computing more lower
bounds than in a pure cost first search.
3 Experiments
Here we predict the tertiary structures of 6 proteins. The tertiary structures of
the proteins are known and we can therefore evaluate the quality of our results.
These proteins have previously been used for benchmarks in the literature [20,
21].
The input to EBBA is a secondary structure assignment, HSE-vector and
the radius of gyration. For each protein we obtain these values using prediction
tools. Based on the amino acid sequence, we predict the secondary structure
using PSIPRED [7] and we predict HSE-vectors using LAKI [4]. Note that
PSIPRED and LAKI are neural networks trained on a selection of proteins from
PDB. The 6 benchmark proteins used here also exist in PDB, so there is a slight
chance that the training sets for PSIPRED and LAKI contain some of these
proteins. However, the prediction quality of the 6 benchmark proteins is close
to what should be expected from PSIPRED and LAKI. Here, the average Q3
score of secondary structure prediction is 80.7% (compared to an average score
of 80.6% on CASP targets). The average correlation of the HSE up and down
values are respectively 0.74 and 0.66 (compared to the reported up and down
correlations of 0.713 and 0.696 respectively). We do therefore not consider it to
be a problem that the benchmark proteins exist in PDB. We predict the radius
of gyration using Equation 2.
Branch and bound algorithms are typically used to find the global minimum
solutions. However, our experiments show that the global minimum solutions in
our models are not always native-like. Therefore, EBBA is modified such that
the 10.000 best structures in terms of energy are found and not just the global
minimum. This can be done by maintaining a queue fo 10.000 structures during
the search. This number is still very small compared to the exponential size of
the conformational space. For comparison and evaluation of the model and pre-
diction quality, all experiments are also done using the exact secondary structure
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and exact HSE-vectors obtained from the native structure of the proteins. All
experiments were initially run with u = 8 (the number of segment structures).
Some did not finish in 48 hours, and they were run with the highest value of u
that could be solved in less than 48 hours. All computations were performed on
a 2.4 GHz P4 with 512 RAM.
4 Results and Discussion
Table 1 shows the complexity of the model for different proteins and the running
time of EBBA. Table 1 also shows the results of running EBBA on the 6 bench-
mark proteins. Figures 9 and 10 show 2D histograms of the energy vs. RMSD
distribution for the 10.000 structures. For better comparison of the energies for
the different proteins, the root-mean of the energies are reported in this section.
The maximum number of segment structures (u) that could be solved in less
than 48 hours depend much on the number of segments of the protein. For the
smallest proteins (1FC2 and 1ENH) the algorithm terminated in less than 48
hours using u = 8. Even though 2GB1 has relatively many segments the algo-
rithm also terminated in less than 48 hours using u = 8. This is because of the
efficiency of the bounding algorithm. In Figure 11 it is shown that for 2GB1 a
large fraction of the search space can be bounded early. The most difficult pro-
tein in terms of bounding efficiency is 4ICB (predict), where it turns out that
significant bounding first occurs in level 5 of the branch and bound tree. In all
instances the conformational space is huge, and it clear that finding global min-
imum structures could not have been done in reasonable time without efficient
bounding.
Figures 9 and 10 show that the exact energy vs. RMSD is well correlated
for the three smallest proteins while this is not the case for the larger proteins.
The larger proteins have a higher degree of freedom, and it therefore seems
that secondary structure, radius of gyration and HSE do not contain enough
information to identify the native structure of proteins with more than ∼ 60
residues. However, among the 10.000 best structures, structures close to the
native structure exists for the longer proteins also.
Table 4 shows that the set of 10.000 low energy structures for all 6 proteins
contains good decoys (RMSD less than 6 A˚). Also, for all proteins the lowest
RMSD is smallest when using exact values compared to the predicted values.
This is expected since the energy landscape should have a global minimum closer
to the native structure when using exact values. However, it is surprising that
for two of the proteins (1FC2 and 2GB1) the fraction of good decoys (< 6
A˚ RMSD) is better when using predicted values compared to exact values. The
plots in Figures 10 show that for these two proteins, the structures are much
more clustered when using the predicted values. This indicates that the energy
landscapes described using the predicted values have fewer local minima and for
1FC2 and 2GB1 they are clustered closer to the native structure.
In Table 2 the energy span of the 10.000 structures is shown. The table also
shows the energy of the native structure of the protein using the predicted energy
152
16
Type m u SS N T < 6 A˚ < 5 A˚ < 4 A˚ lowest Q(P ∗) P ∗
segments hours RMSD RMSD RMSD RMSD RMSD
Protein A (1FC2), 43 residues
Exact 5 8 CHCHC 1.7× 108 0.1 18.1 7.0 0.7 2.8 4.34 6.6
Predicted 7 8 CHCHCHC 1.4× 1012 6.9 33.0 13.8 0.0 4.5 5.26 8.4
Homeodomain (1ENH), 54 residues
Exact 6 8 CHCHCH 1.5× 1010 0.6 21.6 13.2 1.8 3.1 4.36 3.5
Predicted 7 8 CHCHCHC 1.4× 1012 6.1 4.1 0.8 0.0 4.1 5.70 10.2
Protein G (2GB1), 56 residues
Exact 9 8 SCSCHCSCS 1.0× 1016 18.2 60.8 36.6 13.7 3.4 4.22 4.3
Predicted 10 8 SCSCHCSCSC 9.2× 1017 4.7 73.1 0.0 0.0 5.3 6.22 7.8
Cro repressor (2CRO), 65 residues
Exact 11 4 CHCHCHCHCHC 4.0× 1016 24.1 5.7 1.4 0.0 4.3 6.49 9.2
Predicted 10 3 HCHCHCHCHC 5.1× 1013 7.4 1.5 0.0 0.0 5.3 5.89 9.4
Protein L7/L12 (1CTF), 68 residues
Exact 8 8 SCHCHCHC 1.2× 1014 5.6 5.1 1.9 0.0 4.6 7.19 11.0
Predicted 11 3 SCHSHCHCHCS 1.7× 1015 19.2 0.1 0.0 0.0 5.4 5.84 11.3
Calbindin (4ICB), 76 residues
Exact 11 2 CHCSHCHCHCH 1.9× 1013 3.56 4.5 0.7 0.0 4.4 6.18 7.4
Predicted 8 7 CHCHCHCH 4.1× 1013 31.4 0.5 0.0 0.0 5.1 6.79 6.4
Table 1. Column 2 shows the number of segments m and column 3 shows the number
of segment structures u. Column 4 shows the order of helix, sheet and coil segments.
Column 5 shows the size of the conformational space given by Equation 1 and column 6
shows the number of hours spent by the algorithm. Column 7 to 9 show the percentage
of the 10.000 structures that fall below the given threshold. Column 10 shows the
lowest RMSD of the 10.000 structures. Column 11 shows the energy of P ∗ which is
the lowest energy structure. The last column shows the coordinate RMSD between the
native structure and P ∗. For each protein, there is an exact and a predicted row. Exact
refers to HSE-vectors, radius of gyration and secondary structure obtained from the
native structure. In the predicted rows, all input values are predicted from the amino
acid sequence and the results can therefore be considered as de novo.
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Fig. 9. Energy vs. RMSD histograms of 1FC2, 1ENH and 2GB1.
154
18
Fig. 10. Energy vs. RMSD histograms of 2CRO, 1CTF and 4ICB.
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4ICB, predicted
1FC2, exact
1ENH, exact
2GB1, exact
2CRO, exact
1CTF, exact
4ICB, exact
1FC2, predicted
1ENH, predicted
2GB1, predicted
2CRO, predicted
1CTF, predicted
Fig. 11. The histograms show the bounding efficiency for each of the 12 runs of EBBA.
The bars show the percentage of nodes in each level that was bounded. Level 1 is
omitted, since the node in level 1 is never bounded (this would cause the whole search
space to be bounded)
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function. The values indicate that for most of the proteins (except 4ICB), the
model is able to represent structures with lower energy than the native structure.
Adding more degree of freedom in terms of segment directions and using more
segment structures could consequently lower the energy of the 10.000 structures.
However, since the energies of these structures are already comparable to the
energy of the native structure, it should not be expected that more degree of
freedom would improve the RMSD of the structures. Instead, improvements
should come from adding more predictable information to the model or energy
function or using more accurate predictions of HSE and secondary structure.
PDB Q(P ∗) Q(P 10.000) Qnative
1FC2 5.26 6.28 6.46
1ENH 5.70 7.06 6.63
2GB1 6.22 7.34 7.53
2CRO 5.89 7.71 8.40
1CTF 5.84 7.96 7.58
4ICB 6.79 9.05 6.67
Table 2. For each protein the lowest energy of the 10.000 structures is Q(P ∗). The
highest energy of the 10.000 structures is Q(P 10.000) and the energy of the native
structure is Qnative.
The results have been compared directly with FB5-HMM [21] in Table 3.
FB5-HMM is a successful method for conformational sampling. The method is
based on a Hidden Markov Model and generates a large set of structures which
usually contains many good decoys (< 6 A˚ RMSD) when enforcing compactness.
The major difference between FB5-HMM and EBBA is that FB5-HMM does not
use an energy function. FB5-HMM can also benefit from the secondary structure
prediction and radius of gyration prediction. The results we have shown for FB5-
HMM are therefore obtained using predicted secondary structure and using a
greedy collapse scheme. The results for FB5-HMM are from [21] where 100.000
structures are generated. For all proteins, except 2GB1, FB5-HMM finds at least
one structure with lower RMSD than EBBA. However, EBBA finds a better per-
centage of good decoys for most of the proteins (1FC2, 2GB1, 2CRO and 4ICB).
Another advantage of the EBBA generated structures, is that the geometry of
the secondary structure segments is perfect because they are constructed using
the correct secondary structure geometry.
5 Conclusions
We have presented a branch and bound algorithm for finding the lowest energy
structures in a large conformational search space. The energy function is based
on HSE which is a simple predictable measure. This algorithm is the first ab initio
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Protein FB5-HMM EBBA
< 6 A˚ Min. RMSD < 6 A˚ Min. RMSD
Protein A (1FC2) 17.1 2.6 33.0 4.5
Homeodomain (1ENH) 12.2 3.8 4.1 4.1
Protein G (2GB1) 0.001 5.9 73.1 5.3
Cro repressor (2CRO) 1.0 4.1 1.5 5.3
Protein L7/L12 (1CTF) 0.3 4.1 0.1 5.4
Calbindin (4ICB) 0.4 4.5 0.5 5.1
Table 3. Comparison between FB5-HMM and EBBA. Column 2 and column 4 show
the percentage of good decoys for FB5-HMM and EBBA respectively. Column 3 and
column 5 show the lowest RMSD of a structure found by FB5-HMM and EBBA respec-
tively. Both algorithms uses predicted secondary structure information and predicted
radius of gyration.
branch and bound algorithm for prediction of protein structure using only one-
dimensional predictable information. We have shown experimentally that good
decoys always exist among the 10.000 lowest energy structures for the proteins
used here. However, the energy function is not accurate enough to pinpoint
the lowest RSMD structure in this set. An important future research direction is
therefore to examine this set of low energy structures with a more detailed energy
function and to identify the native-like structures. The largest protein considered
have 76 residues. There is a problem using the branch and bound algorithm on
larger proteins since then only a small fraction of the conformational space can
be searched in reasonable time. However, we believe that exploiting how super
secondary structures [22, 23] arrange in nature, might be a way to solve this
problem. Better search heuristics for finding upper bounds on the energy can
also be relevant since a good upper bound on the energy also improves the
performance of the branch and bound algorithm. Using a more probabilistic
approach might also improve the quality of the results. One idea is to compute
probabilities from the (φ, ψ)-plot in Figure 7 instead of a simple threshold bound
used here. It might also be possible to train a Bayesian network to predict the
probability of a given HSE-vector given the amino acid sequence. This would be
a more detailed usage of the HSE-vector compared to the simple energy function
used here.
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1 Introduction
Proteins are the primary building blocks in all living organisms. They are made of amino acid
chains bound together by peptide bonds. Depending on the sequence of amino acids, the proteins
fold in three dimensions so that the Gibbs free energy is minimized. The shape determines the
function of the protein. Protein structure prediction (PSP) is the problem of predicting this three-
dimensional structure from the amino acid sequence and is considered one of the most important
open problems of theoretical molecular biology. The PSP has applications in medicine within areas
like drug- and enzyme design.
The PSP proves to be a very difficult optimization problem. Solving it exactly is still far from
realistic. Use of heuristics and less complex models proves to be an absolute necessity. However,
even in simplified scenarios, many computational problems arise. One of these problems is the
belief that free energy landscapes tend to have many local minima [1]
The Bee Colony Optimization (BCO) metaheuristic is a relatively new approach based on
swarm-intelligence for solving complex optimization problems. It mimics the foraging behavior of
honey-bees searching for nectar in a flower field. The algorithm, like real honey-bees, performs
a wide search for good solutions and has a flexible method for allocating resources to intensify
the local searches. This seems like a good strategy in the PSP to avoid getting stuck in the local
minima of the energy landscape.
Hesham et al. [2] previously used the Bees Algorithm [3] to find the native state of the 5-residue
peptide ’met-enkalphin’ (PDB-ID: 1PLW) using a full resolution torsion angle-based representation.
In our work, we apply the BCO metaheuristic to the PSP problem using a simplified representation
and generate good quality solutions in terms of the RMSD similarity measure. These decoy solu-
tions can be used as starting solutions for more advanced methods (protein structure refinement
algorithms). Since we use a coarser representation, real-sized protein structures can be attacked
by our BCO metaheuristic. To our knowledge this is the first time a bee heuristic has been used
to predict the structure of proteins. We do not claim to solve the PSP or even compete with state-
of-the-art PSP algorithms like Rosetta[4] or I-Tasser [5], however the BCO metaheuristic has nice
properties that we believe makes it suitable for the PSP.
2 Model
Proteins usually consist of thousands of atoms, and their full description must contain the co-
ordinates of all atoms. By considering the geometry of the backbone, this representation can be
simplified to an average of 5 degrees of freedom per amino acid. However, even for small proteins,
this conformational space is still very large and difficult to search. Here, we therefore apply predic-
tions of secondary structure to reduce the degrees of freedom even further by regarding a protein
as a sequence of connected segments.
3 Algorithm
In nature, a foraging bee can be said to be in one of three states: A scout bee, a worker bee or an
onlooker. Scout bees fly around a flowerfield at random and when a flowerbed is found they return
1 Partially supported by a grant from the Danish Research Counsil (51-00-0336)
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to the hive and perform a waggle dance. The dance indicates the estimated amount of nectar,
direction and distance to the flowerbed. Onlooker-bees present in the hive watch different waggle
dances, choose one and fly to the selected flowerbeds to collect nectar. Worker bees act like scout
bees except that when they have performed the waggle dance they return to their old flowerbed
to retrieve more nectar.
In our adaptation of the BCO metaheuristic, each bee corresponds to a solution, and the
nectar amount corresponds to an objective value in the energy landscape. Sending out scout bees
corresponds to finding a random feasible solution and sending out onlookers corresponds to finding a
neighborhood solution. The onlookers choose sites for neighborhood search based on the objective
value of scouts and workers in previous iterations. This method is largely the Bees Algorithm
proposed in [3]. In a non-changing solution space a solution does not deplete in the same way
a real life flowerbed depletes of nectar. Exhaustion is therefore forced when a solution cannot
be improved. This idea is somewhat similar to the idea of pruning parts of the searchspace as
described in [6]. The process of exhausting a local search is proposed as part of the Artificial Bee
Colony algorithm described in [7]. Our adaptation of the BCO metaheuristic is a synthesis of these
approaches.
4 Dataset
To test our BCO metaheuristic, we try both simple and complex proteins with respect to both
residue-length and the number of secondary structure segments. Six proteins are from [9] and all
have less than 12 segments and from 54 to 76 residues. Six different proteins are chosen from
CASP7 [10] which all have more than 76 residues and more than 12 segments.
5 Results and perspective
Simulated Annealing (SA) and Monte Carlo are often used in the PSP [8], so for comparison both
BCO and SA were used to minimize the energy of the 12 selected proteins. Despite the fact that
SA is so frequently used for the PSP, BCO outperforms SA by finding lower energy structures for
the 6 smaller proteins. Partial results show promising predictions for the 6 larger ones as well.
BCO seems to differ from SA in its wide search and good prioritizing of local searches. Fur-
thermore, the algorithm seems extremely flexible. The local search performed by onlookers and
the random solutions found by scouts can be implemented using any of the well-known algorithms.
SA, Monte Carlo or hill-climbing can for instance be used for local search and genetic algorithms
for generating random solutions. Different strategies can even be combined.
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Abstract
Predicting the native structure of proteins is one of the most challenging problems in
computational biology. The goal is to determine the three-dimensional structure from the one-
dimensional amino acid sequence. De novo prediction algorithms seek to do this by developing
a representation of the proteins structure, an energy potential and some optimization algorithm
that finds the structure with minimal energy.
Bee Colony Optimization is a new metaheuristic approach to optimization based on the
foraging behaviour of bees. The method is a very simple swarm-algorithm that can easily be
expanded or be used to prioritize parallel runs of local search methods. We have implemented
the Bee Colony Optimization metaheuristic using hill-climbing as local search to solve the pro-
tein structure prediction problem. The results show that Bee Colony Optimization generally
finds better solutions than simulated annealing in the same amount of time. The quality of
the predicted structures are compared with other algorithms using a standard benchmark and
two template-free proteins from CASP7.
1 Introduction
Proteins are the primary building blocks in all living organisms. They are made of amino acids
bound together by peptide bonds. Depending on the sequence of amino acids, the proteins fold in
three dimensions so that the Gibbs free energy is minimized. The shape determines the function of
the protein. Protein structure prediction (PSP) is the problem of predicting this three-dimensional
structure from the amino acid sequence and is considered one of the most important open problems
of theoretical molecular biology. The PSP has applications in medicine within areas like drug- and
enzyme design [1].
The PSP proves to be a very difficult optimization problem. Solving it exactly is only possible
when using very simplified models. Use of heuristics is therefore necessary when using more
detailed models and energy functions. However, even in simplified scenarios, many computational
problems arise. One of these problems is the belief that free energy landscapes tend to have many
local minima [2].
Lately, several optimization heuristics inspired by bee colonies has been proposed. The two
main approaches are the evolutionary algorithms and the foraging algorithms. The evolutionary
approach was initially proposed by [3] and was based on the mating of bee drones with a queen
bee. The foraging approach was proposed simultaneously in [4] and [5] and mimics the foraging
behaviour of honey bees searching for and collecting nectar in a flower field. This heuristic, like
real honey-bees, performs a wide search for good solutions and has a flexible method for allocating
resources to intensify the local searches. This seems like a good strategy in the PSP to avoid
getting stuck in the local minima of the energy landscape. Several names have been given to the
foraging algorithm but here Bee Colony Optimization (BCO) is chosen.
Bahamish et al. [6] previously used the Bees Algorithm [4] to find the native state of the
5-residue peptide ’met-enkalphin’ (PDB-ID: 1PLW) using a full resolution torsion angle-based rep-
resentation. In our work, we apply the BCO metaheuristic to the PSP problem using a simplified
representation. Good quality solutions, in terms of the RMSD similarity measure, are generated.
These decoy solutions can be used as starting solutions for more advanced methods. Since a coarser
representation is used, real-sized protein structures can be attacked by the BCO metaheuristic. To
our knowledge this is the first time a bee heuristic has been used to predict the structure of actual
1
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proteins. We do not claim to solve the PSP or even compete with state-of-the-art PSP algorithms
like Rosetta[7] or I-Tasser [8], however the BCO metaheuristic has appealing properties that we
believe makes it suitable for the PSP.
In section 2 the model of PSP and the energy function is defined. Next our adaptation of BCO
is described in section 3. Finally experiments are described in section 4 and discussed in section 5.
2 Protein Structure Prediction
The representation of proteins is important since it determines the size and structure of the search-
space. In the following section three representations of decreasing complexity are described. The
first and most complex is the one used in [6] and the last is the one used in this paper.
2.1 Full resolution representation of proteins
Proteins consist of a chain of amino acids. There are 20 different kinds of amino acids, each
represented by a letter. The sequence of amino acids is called the primary structure of the protein.
Frequent occuring local structures of amino acids, such as helices and strands, are called secondary
structure and the full description of the protein (i.e. 3D coordinates of all atoms) is called the
tertiary structure. The protein representation described here is able to represent the tertiary
structure of proteins.
All amino acids consist of identical ’backbones’ (nitrogen, carbon and carbon) and a side chain
denoted R. Bonded to the backbone atoms are two hydrogen atoms and an oxygen atom.
One amino acid (glycine) only contains a single hydrogen atom in the side chain and therefore
requires no parameters to represent R. Others have up to 18 atoms in the side chain and can
require up to 5 rotamer angles (χ1−5) to be fully represented.
The chemical bonds within the backbone fixate the six atoms from (including) Cα in one amino
acid to (including) Cα in the next on a planar rhombus (see Figure 1). The backbone for each
amino acid can therefore be represented using two angles – Φ and Ψ.
Figure 1: The atoms and side chains of an amino acid (within the dotted line). The backbone is
specified by the torsion angles Φ and Ψ, and the side chains by rotamer angles χ1 to χ5.
2.2 Simplified Cα -trace representation
When trying to determine the overall structure of a protein sometimes the side chains and the
atoms of the backbone are disregarded, and only the central carbon atom – Cα – of a protein is
represented. This leads to the Cα -trace representation of proteins illustrated in Figure 2. An
amino acid can be represented by two angles, θ and τ .
2.3 Simplified segment representation
The simplified segment representation described here, is the one used in the BCO algorithm. It
was first introduced in [10].
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Figure 2: Cα trace of backbone. Each amino acid is here specified by two angles θ and τ . The
graphics are generated by Rasmol [9].
Each amino acid of a protein can be classified as belonging to exactly one secondary structure.
Here three classes of secondary structures are considered; helix, strand and coil. Helices and strands
are distinguished by the unique geometrical layout of the Cα atoms in the tertiary structure (see
Figure 3). Strands additionally are characterized by pairing up with strands different places in the
protein. Coil is the class of all other shapes that are neither helices nor strands. Cα -atoms of a
coil therefore have a large degree of freedom, compared to helices and strand, since there are few
geometric constraints on the tertiary structure of a coil.
Figure 3: Typical backbone structure for a strand (left) and a helix (right)
A sequence of residues of the same secondary structure class is here called a segment. Segments
can be considered as rigid rods that define the overall path of Cα -atoms belonging to the segment.
Segments always have a start coordinate and a direction, and for helices and strands their end
coordinate can also be determined because of their constrained geometry. A segment is therefore an
abstract representation of a sequence of residues and it does not explicitly contain the coordinates
of internal Cα -atoms. A segment structure is therefore defined to be the coordinates of all Cα
-atoms of a segment. The list of all segment structures is called the complete structure. Figure 4
is an illustration of a complete structure in the simplified segment representation.
The tertiary structure of any protein can be described by a complete structure. However, to
discretize and reduce the conformational space of this model, the degree of freedom for segments are
reduced. Segments are therefore only allowed to have a discrete amount of predefined directions (d)
between the first and last Cα -atoms. Obviously the chance of being able to represent a complete
structure similar to the native structure of the protein increases the more directions are allowed.
To further discretize the model, the number of possible segment structures allowed by a segment is
limited to s. The method used to determine the structures for helix, strand and coils are described
in section 2.4.
Ad-hoc experiments show that d = 73 uniformly distributed directions acquired by combining
the face centered cubic (FCC) lattice, the simple cubic (SC) lattice and the body centered cubic
(BCC) lattice is suitable for representing realistic proteins. Experiments also show that allowing
s = 16 structures seems suitable for BCO.
Given an amino acid sequence with m segments, d possible segment directions and s possible
segment structures for each segment, the total number of complete structures, N , allowed by this
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Figure 4: Segment representation of proteins. Each segment can point in 73 directions and the
amino acids can assume 16 distinct rotations around the segment-line
model is limited by
N < dm · sm
One might think that this should be N = dm · sm, but because of rotational and mirror symmetry
many complete structures can be disregarded. For instance the first segments direction can be
fixed, and more than half the directions of the second segment results in symmetrical structures
that can be ignored.
2.4 Segment Structures
In this section it is described how the s allowed segment structures of a given segment are computed.
This computation depends on the secondary structure class of the segment.
2.4.1 Helix and Strand Structures
The right-handed helix is the most commonly observed secondary structure in proteins. In helices,
the most observed angle pair for an amino acid is (θ, τ) = (91◦, 49◦). Given a helix segment,
one segment structure having these angle properties are generated. Then the other s− 1 segment
structures are generated by rotating the first structure uniformly around the axis going through
the first and last Cα -atoms.
Strand structures are constructed in the same way as helices, but with other angle values. For
strands, the most observed angle pair is (θ, τ) = (120◦, 163). The angle values were found after
using P-SEA [11] to compute secondary structure of 3080 proteins from PDB Select (25) [12].
2.4.2 Coil Structures
There are no simple geometric constraints that describe coil structures. However, experiments
show that short sequences with similar amino acid sequences, so-called homologous sequences,
often have similar tertiary structures [13]. Given a coil segment, PDB Select (25) is queried with
protein sequences and their known structures and find the
√
s best fragment matches in terms of
amino acid similarity. Each of these structures are rotated uniformly
√
s times, as for helices and
strands, such that a total of s structures are obtained. The fragment database does of course not
contain the proteins used in the experiments.
2.5 Energy
Determining an energy function for protein structures that is computationally fast and correlates
well to the real native structure of proteins is still an open problem within bioinformatics. Some
energy functions are based on quantum mechanical interactions between atoms of the protein, and
although the quality of the minimum energy structures is good the computation of the energy usu-
ally takes a long time. Other energy functions – pseudo-energy-functions – are based on statistical
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analysis of large sets of proteins. These are usually very fast but the quality of the minimal energy
structure varies greatly.
A promising pseudo-energy-function described in [10] is based on Half-Sphere Exposure (HSE)
[14] and Contact Numbers (CN). This energy requires very little computation and represents many
of the important properties of protein native structures.
Figure 5: Half-sphere exposure for an amino acid. The up/down pair is (3, 5). The contact number
is 8.
For some amino acid the HSE is a pair of integers describing how many amino acids are
contained in a half-sphere above the amino acid and how many are contained in the half-sphere
below (See Figure 5). The up vector relative to some amino acid Ai is defined as
−→up = −−−−→Ai−1Ai + −−−−→Ai+1Ai
HSE is undefined for the terminals of the protein. CN for an amino acid is the number of amino
acids contained in the entire exposure sphere.
Let P denote the conformational space of a protein with n residues A1, A2, ..., An . Let p ∈ P .
The total energy Q(p) is defined as the sum of the residue energy contributions Qp(Ai), i.e.,
Q(p) =
n∑
i=1
Qp(Ai)
Qp(Ai) =
{
∆CN(Ai)
2 if Ai is the first residue of a segment.
∆HD(Ai)
2 +∆HU(Ai)
2 otherwise
where
• ∆CN(Ai) is the difference between the contact number of the i-th residue Ai in p and the
desired (i.e., predicted) contact number of Ai .
• ∆HD(Ai) is the difference between the down half sphere exposure number of Ai in P and
the desired down half sphere exposure number of Ai .
• ∆HU(Ai) is the similar difference for the up half sphere exposure.
The reason why CN instead of HSE is used for the first residue of a segment is that it was
necessary for the Branch and Bound algorithm described in [10, 15]. In order to compare solutions
found here with those in [10] the same energy function is preserved.
A radius of the contact sphere around 13A˚ is known to give a good prediction quality [16] and it
seems to capture both local and non-local contacts. The optimal radius has yet to be determined,
both in terms of predictability and information content.
Since many amino acids are hydrophobic, globular proteins fold into a very tight spheric con-
formation. An HSE based energy function is not enough to ensure this behaviour, so the radius
of the surrounding sphere – the radius of gyration (Rg)– is introduced. Rg can be predicted from
the number of residues n of the protein [17]:
Rg = 2.2n0.38 (1)
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This prediction is often accurate for globular proteins. Infinite energy is therefore assigned to
structures having radius of gyration more than 20% away from the predicted Rg.
A structure is said to be clashing if the distance between two Cα atoms is less than 3.5. A
clashing structure is also assigned infinite energy.
3 Bee Colony Optimization
In nature, a foraging bee can be said to be in one of three states: A scout bee, a worker bee or
an onlooker. Scout bees fly around a flower field at random and when a flowerbed is found they
return to the hive and perform a waggle dance. The dance indicates the estimated amount of
nectar, direction and distance to the flowerbed. Onlooker-bees present in the hive watch different
waggle dances, choose one and fly to the selected flowerbeds to collect nectar. Worker bees act
like scout bees except that when they have performed the waggle dance they return to their old
flowerbed to retrieve more nectar. A bee usually chooses to become a worker bee when the chosen
flowerbed has a very high concentration of nectar.
In our adaptation of the BCO metaheuristic, each bee corresponds to a specific solution, and
the nectar amount corresponds to an objective value in the energy landscape. Sending out scout
bees corresponds to finding a random feasible solution and sending out onlookers corresponds to
finding a neighbourhood solution. The onlookers choose sites for neighbourhood search based on
the objective value of scouts and workers in previous iterations. This method is largely the Bees
Algorithm proposed in [4]. In a non-changing solution space a solution does not deplete in the
same way a real life flowerbed depletes of nectar. Exhaustion is therefore forced when a solution
cannot be improved. This idea is somewhat similar to the idea of pruning parts of the search space
as described in [18]. The process of exhausting a local search is proposed as part of the Artificial
Bee Colony algorithm described in [5]. Our adaptation of the BCO metaheuristic is a synthesis of
these approaches.
Algorithm 1: Bee-Colony-Optimization
input : S, W , O, Exhaust, OS, NS, SS
output: The best solution
Initialize population with S +W random solutions using SS1
Evaluate cost of the population2
while Stopping criterion is not met do3
Recruit O onlooker-bees and assign each to a member of the population according to OS4
for Each onlooker assigned to some member n of the population do5
Perform an iteration of the local search algorithm NS on n6
end7
Evaluate cost of the O neighbourhood solutions8
If a member of the population has not improved for Exhaust iterations, save the9
solution and replace it with a random solution
Find S random solutions using SS and replace the S members of the population that10
has the worst costs
end11
return The best solution – either from the population or from the saved solutions12
Here S, W and O is the amount of scout, worker and onlooker bees respectively. OS is the
strategy for assigning onlookers, NS is the neighbourhood strategy for performing a local search
and SS is the method for generating a random solution.
3.1 Bee Colony Optimization applied to PSP
The above pseudocode can be used for any optimization problem where OS, NS and SS can be
defined. So to utilize BCO for PSP these three methods have to be defined.
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3.1.1 Scout Search Strategy (SS)
To find a random feasible solution a depth first search is used to determine the direction di and
structure si of each segment i. At each level in the depth first search a random ordering of direction
and structure is tried so the same solution is not generated every time.
3.1.2 Onlooker Choosing Strategy (OS)
The onlookers choose a member n of the population based on the members energy function. If the
member has a low energy then it is more likely to be chosen. This is implemented by letting each
onlooker choose the member with highest estimated fitness:
fitnessn = RandomNumberBetween(0, 1) ·
1
Energy(n)
3.1.3 Onlookers Local Search (NS)
Any local search could be utilized as neighbourhood strategy so a simple hill-climbing strategy is
chosen. Each iteration finds a random neighbour to the existing solution and replaces the existing
solution if the energy is improved.
4 Experiments and results
The tertiary structures of 8 proteins is predicted. 5 proteins have previously been used for bench-
marks in the literature [19, 10, 20]. The remaining 2 are somewhat bigger and were chosen from
the targets of CASP7. We have intentionally chosen a pair that proved to be hard to predict by
CASP7 participants. Most succesful CASP7 methods where homology-based. Since our algorithm
is not using homology modelling, it should be compared with other methods by applying it to
proteins with no good templates in PDB. The tertiary structures of the proteins are known and
the quality of the results can therefore be evaluated using GDT [21].
The input to BCO is a secondary structure assignment, HSE-vector and the radius of gyration.
For each protein these values are obtained using prediction tools. Based on the amino acid se-
quence, the secondary structure is predicted using PSIPRED [22] and HSE-vectors using LAKI [16]
and HSEpred [23]. For better comparison of energy levels the HSE predictions from in [10], which
were done using LAKI [16], were used. For the CASP proteins the newer and more accurate HSE
prediction server HSEpred [23] were used. Note that PSIPRED, LAKI and HSEpred are neural
networks trained on a selection of proteins from PDB. The 8 benchmark proteins used here also
exist in PDB, so there is a slight chance that the training sets for PSIPRED, LAKI and HSEpred
contain some of these proteins. However, the prediction quality of the 8 benchmark proteins is close
to what should be expected. We therefore do not consider it to be a problem that the benchmark
proteins exist in PDB. The radius of gyration is predicted using Equation 1.
For comparison and evaluation of the model and prediction quality, all experiments are also
done using the exact secondary structures and exact HSE-vectors obtained from the native struc-
tures of the proteins. These structures cannot be considered solved de novo. All computations
were performed on a 3.4GHz Intel Xeon with 2GB RAM.
By ad-hoc experiments an appropriate configuration for BCO was determined. S = 10 scouts,
W = 10 workers and O = 100 onlookers were used, Exhaust was set to 5 and the algorithm was
set to stop when it had run for 48 hours. Since the purpose of the BCO algorithm is to find many
good decoys the best 1000 unique solutions are registered.
To evaluate BCO as an optimization metaheuristic it is compared to simulated annealing (SA)
by running 10 parallel instances of SA in 48 hours in total on every protein. The SA algorithm also
stores 1000 unique registered decoy solutions with minimal energy. A solution is registered if it is
encountered at some point in one of the 10 searches. The results from EBBA [10] are also presented
here for comparison. Even though the representation in [10] is the same as here, some parameters
diverge, namely the amount of segment directions d (12 in [10], 73 for BCO) and rotations r (2 to
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8 in [10], 16 for BCO). Also the tolerated divergence from the predicted radius of gyration differs
(5% in [10], 20% here).
Table 1 summarizes the results of the runs from BCO, SA, EBBA and CASP7. p∗ is the protein
structure encountered during a search for which the energy function Q(p) is lowest. For BCO, SA
and EBBA this energy function is identical. p† is the protein structure – among the 1000 saved
decoys – for which GDT(p) is highest.
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PDB Size SS & BCO SA EBBA CASP7
id energy Q(p∗) RMSD(p∗) GDT(p∗) GDT(p†) Q(p∗) GDT(p∗) GDT(p†) Q(p∗) RMSD(p∗) GDT(p∗)
1FC2 43 pred. % % 3.76 47.67% 58.14% 5.26 8.4 -
exact 1.94 1.65 83.72% 84.30% 2.62 66.28% 79.07% 4.34 6.6 -
1ENH 54 pred. 4.67 6.99 40.28% 50.93% 4.91 40.28% 50.46% 5.70 10.2 -
exact 2.91 2.28 71.30% 73.61% 3.56 54.63% 67.13% 4.36 3.5 -
2GB1 56 pred. 5.41 8.86 30.80% 41.96% 5.50 29.46% 42.41% 6.22 7.8 -
exact 5.52 9.18 31.70% 47.32% 5.03 27.68% 49.11% 4.22 4.3 -
2CRO 65 pred. % % 4.44 35.38% 39.62% 5.89 9.4 -
exact 6.10 7.61 35.38% 47.69% 6.13 41.54% 51.54% 6.49 9.2 -
1CTF 68 pred. 5.43 9.01 36.03% 38.97% 5.74 33.46% 37.87% 5.84 11.3 -
exact 5.67 7.50 38.60% 44.12% 5.83 25.74% 49.63% 7.19 11.0 -
4ICB 76 pred. 4.77 9.02 32.57% 38.49% 5.32 29.28% 44.08% 6.79 6.4 -
exact 5.38 10.38 28.29% 44.41% 5.45 28.95% 42.11% 6.18 7.4 -
2HG6 106 pred. 6.14 16.26 14.89% 22.17% 6.61 17.69% 27.59% - - 30.34%
exact 4.70 14.49 20.05% 24.29% 5.19 19.81% 30.19% - - -
2J6A 136 pred. 6.79 14.34 14.34% 19.30% 6.79 17.10% 20.59% - - 27.78%
exact 6.20 16.31 18.38% 22.98% 7.25 17.46% 21.88% - - -
Table 1: Results from Bee Colony Optimization (BCO), Simulated Annealing (SA), Efficient Branch and Bound Algorithm (EBBA) and CASP7. At
CASP7 the proteins 2HG6 and 2J6A had target numbers T0314 and T0319 respectively. The GDT similarity measure is calculated as the largest set of
Cα positions within a defined distance cutoff of their position in the target structure. Large values of GDT are therefore preferrable whereas low values of
RMSD are preferred. Since structure prediction seeks to minimize the energy, Q(p) should be as low as possible. p∗ is the structure, encountered during
search, with lowest energy and p† is the one with highest GDT. The same combinatorial protein representation is used for BCO and SA. An identical
representation is used for EBBA but some parameters diverge. Note that not all runs were completed when printing this paper draft.
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5 Discussion and conclusion
The results of BCO, SA compared to those achieved at CASP7 is shown for the proteins 2HG6 and
2J6A in Table 1. It can be seen that the HSE energy function does not identify the best structure
since GDT(p∗) is relatively low for BCO and SA. Assuming, however, that a more advanced energy
function can identify p†, this would rank the structures obtained by BCO as 17th of 132 for 2J6A
and 30th out of 132 for 2HG6 at CASP7.
When comparing BCO to SA, the focus should be on the values of Q(p) since both algorithms
optimize the energy. For all the problems, except 2GB1 exact, BCO achieves a lower value of Q(p)
which indicates that BCO is superior to SA on this type of problems. It is worth noting that SA
usually is the algorithm of choice when choosing a metaheuristic for PSP.
EBBA is an exact algorithm that guarantees to find the structure with minimal energy, yetQ(p)
is higher than the energy BCO finds because more segment directions and rotations are allowed in
BCO.
When looking at the results for 1FC2 (exact) and 1ENH (exact) it is clear that they differ from
the other rows. The lowest energy observed is less than 3 for both runs wich is considerably lower
than for the other runs. It is remarkable that the corresponding very low energy structures are
native-like. This supports the hypothesis that HSE, secondary structure and Rg contains enough
information to identify the native structure of the protein. There are two possible reasons for
why we do not find these very low energy structures for the other proteins. One reason is that
native-like structures cannot be represented accurately enough in our model. The other possibility
is that our search algorithms require much more time. This is a subject for further investigation.
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1 Abstract
Given a set of alternative models for a specific pro-
tein sequence, the model quality assessment (MQA)
problem asks for an assignment of scores to each
model in the set. A good MQA program assigns
these scores such that they correlate well with real
quality of the models, ideally scoring best that
model which is closest to the true structure.
In this paper, we present a new approach for ad-
dressing the MQA problem. It is based on distance
constraints extracted from alignments to templates
of known structure, and is implemented in the Un-
dertaker [9] program for protein structure predic-
tion. One novel feature is that we extract non-
contact constraints as well as contact constraints.
We describe how the distance constraint extrac-
tion is done and we show how they can be used
to address the MQA problem. We have compared
our method on CASP7 targets and the results show
that our method is at least comparable with the best
MQA methods that were assessed at CASP7 [7].
We also propose a new evaluation measure,
Kendall’s τ , that is more interpretable than conven-
tional measures used for evaluating MQA methods
(Pearson’s r and Spearman’s ρ).
We show clear examples where Kendall’s τ agrees
much more with our intuition of a correct MQA and
we therefore propose that Kendall’s τ be used for
future CASP MQA assessments.
2 Introduction
Most search algorithms for protein structure pre-
diction are guided by cost functions that assess
how “protein-like” particular conformations of the
polypeptide chain are. In theory, a perfect cost func-
tion would guide a good search algorithm to the na-
∗University of Copenhagen; Computer Science
†University of California, Santa Cruz; Biomolecular Engi-
neering
tive state of the protein, but such a cost function
has yet to be discovered.
One of the obstacles is that many low-cost struc-
tures usually exist in the conformational search
space and even good cost functions have trouble
identifying the most native-like structure among
them. For a given set of alternative models for some
specific protein target, the model quality assessment
(MQA) problem asks for an assignment of a score to
each model in the set, such that the scores correlate
well with the real quality of the model (that is, the
similarity with the native structure). This assign-
ment of scores is, of course, done without knowing
the native structure of the protein.
A good MQA is crucial when one has to choose
the best model among several different models—for
example, in a metaserver for protein structure pre-
diction. Metaservers use structure models generated
by other methods and either choose one of the mod-
els using an MQA or construct a consensus model
to make a predicted structure. The most successful
MQA methods in the past have been either consen-
sus methods (looking for features shared by many
models in the set) or similarity to a single predicted
model [7, 18].
The Lee group has been fairly successful at pre-
dicting the tertiary structure of CASP targets.
Their method for MQA therefore first predicts the
structure of the target and then measures the simi-
larity between their prediction and the models to be
assessed [7], a method which always predicts that
their model will be the best. Our method differs
from the Lee method in that we use a cost function
with features derived from either multiple templates
or multiple predictions. One of the strengths of our
method is therefore that we do not have to come up
with a consistent model from the inconsistent con-
straints. In fact, our method predicts one of our own
server models to be best on only 16 of 91 CASP7
targets.
1
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The Pcons method [18] uses a consensus ap-
proach, where consensus features are extracted from
other predictions and used to score the models. The
Pcons method therefore need the predictions from
other methods and can not be used to assess the
quality of a single model. Our method differs from
Pcons since it does not depend on other predictions
when the distance constraints are derived from tem-
plates.
Qiu et al. [15] recently proposed an MQA algo-
rithm based on support vector regression (SVR).
The method is trained on a large number of mod-
els (CASP5 and CASP6) to learn the weights in a
complex score function. This score function is a lin-
ear combination of both consensus-based features
and individual features, but relies mainly on the
consensus-based features. Our method is simpler,
does not rely on consensus, and does not depend
much on machine-learned parameters. In a com-
panion paper, Archie and Karplus use a different
machine learning approach to extend our method to
include consensus terms similar to those used by Qiu
et al., improving further on our method. [3]
The most accurate methods for protein structure
prediction are based on copying backbone confor-
mations from templates, proteins of known structure
with sequences similar to the target sequence. Pro-
teins with similar sequences are usually the result
of evolution from a common ancestral sequence and
most often have very similar structures [6]. In this
paper, we use techniques borrowed from template-
based modeling and use them to address the MQA
problem.
Different template search methods exist in liter-
ature. Among the simplest and fastest methods
are BLAST [1] and FASTA [14], which are powerful
when the sequence similarity between the target and
templates is high. For more difficult cases, methods
like SAM T04 [10] and PSI-BLAST [2] do a better
job of detecting remote homologs. In addition to
identifying the actual template(s) for a target, most
methods also compute one or more alignments of the
target sequence to the templates. These alignments
are used in many ways by different protein structure
prediction algorithms: the most common is to copy
the backbone from the aligned residues, also com-
mon is to use the alignment to get rigid fragments
for a fragment assembly algorithm [10, 21, 20, 4],
and yet another approach is to extract spatial con-
straints and construct a protein model that best sat-
isfies these constraints as in MODELLER [17].
Our method is also based on alignments from
templates. We use the SAM T06 hidden Markov
model protocol (a slightly improved version of the
SAM T04 protocol) to search for templates and
compute alignments. Then we identify pairs of
aligned residues that are in contact in some tem-
plate and compute a consensus distance between
these residues.
Our method then uses a combination of predicted
contact probability distributions and E-values from
the template search to choose a subset of high qual-
ity consensus distances. These selected distances are
then used for scoring the models in the MQA prob-
lem. The steps of extracting alignments, computing
consensus distances, and selecting high quality dis-
tances are described in more detail in the Methods
section.
We show that the consensus distances from align-
ments can be treated as weighted distance con-
straints, where the weights are heavily correlated
with their real quality. The cost functions obtained
from the distance constraints are evaluated on the
MQA problem from CASP7 where the participating
groups were asked to evaluate the quality of server
models of different targets.
At CASP7 the MQA methods were initially evalu-
ated using Pearson’s r between the predicted quality
and GDT TS and the ranking of the methods was
done from the z-scores of Pearson’s r [7]. Later,
McGuffin noticed that “the data are not always
found to be linear and normally distributed,” and
he therefore used Spearman’s ρ for his analysis [13].
Here we propose an alternative measure,
Kendall’s τ , which measures the degree of corre-
spondence between two rankings. See Section 3.2
for an explanation of why we believe it is more
interpretable than Pearson’s r and Spearman’s
ρ and for examples of quality assessments where
Kendall’s τ agrees more with the intuition of a
good MQA than Pearson’s r does.
The results show that our method is comparable
to the best ranked methods at CASP7 (Pcons and
Lee) without using consensus-based methods. When
2
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the distance constraints are combined with the other
Undertaker cost functions our MQA method can be
improved even further as described in Archie and
Karplus [3].
3 Materials and Methods
3.1 Benchmarks
At CASP7 there were a total of 95 targets as-
sessed. The benchmarks used here consist of the
86 targets from CASP7 that had a native struc-
ture released in PDB by July 2007. For each tar-
get, we include all complete models (no missing
atoms) from the tertiary structure prediction cat-
egory and all models (including those with miss-
ing atoms) from server predictions. For each model
we also compute a SCWRL’ed model, by running
SCWRL 3.0 [5] to re-optimize the position of the
sidechains. For the backbone-only models, we in-
clude only the SCWRL’ed models in the benchmark,
since our distance constraints are on Cβ atoms. This
benchmark set is called benchmark A and is primar-
ily used for testing different versions of our MQA
method.
Benchmark B consists of 91 targets (it was gener-
ated later than benchmark A and consequently PDB
had more targets released) but contains only com-
plete models from server predictions, not SCRWL’ed
models or models from human predictions. The
server models were assessed at CASP7, so our MQA
method on Benchmark B can therefore be compared
directly with other methods.
When we construct the benchmarks in this way,
benchmark A will eventually include benchmark B.
The reason for this is, that we want to evaluate our
MQA methods using as many models as possible
(benchmark A) to make our results more reliable.
Benchmark A generally also contains better mod-
els than benchmark B. However, only benchmark B
results for the other MQA methods have are avail-
able and we therefore use benchmark B for compar-
isons of the different methods, even though a larger
benchmark would have been more appropriate. A
problem with this approach could be that training a
method to give good results on benchmark A would
eventually also give good results on benchmark B.
Our MQA method, however, does not contain pa-
rameters that need to be trained on a specific set.
The few parameters that determine the shape of the
cost function have been given ad-hoc values and we
therefore do not believe that the inclusion of bench-
mark B in benchmark A is a problem for evaluating
our method.
3.2 Evaluation of MQA
There are several ways of evaluating a model-
quality-assessment method depending on the ap-
plication. For some applications, it suffices to de-
termine the true quality of the best-scoring model.
In other applications, it is important for the MQA
function to do a proper ranking of the models. Cor-
relation measures that evaluate the ranking of mod-
els are more robust than measures that examine only
the quality of the best-scoring model.
In CASP7, the participating methods were ranked
using Pearson’s r, which measures the linear corre-
spondence between the predicted quality from the
MQA and a measure of true quality. The particular
measure of true quality used in CASP7 was GDT
(global distance test) [19] which is roughly the frac-
tion of Cα atoms that are correctly placed. This
measure ignores errors in sidechain and peptide-
plane placement, but is well accepted as a measure
of the quality of a Cα trace.
We favor the use of a correlation measure, but we
think that it is more important to predict a good
ranking of the models than predicting a linear re-
lation between quality and GDT. We therefore pro-
pose Kendall’s τ for evaluating MQA methods and
suggest that it be used for ranking methods at future
CASPs. Kendall’s τ measures the degree of corre-
spondence between two rankings and is defined as
τ =
4P
N(N − 1) − 1
where N is the number of points, and P is the num-
ber of concordant pairs. A pair of points is said to
be concordant if
sign(XA −XB) = sign(YA − YB) .
In the case of ties, if either XA = XB or YA = yB,
we add 0.5 to P rather than 1.
In other words, if two random points (A and B)
are chosen and XA > XB, then Kendall’s τ is the
probability that YA > YB. We think that Kendall’s
3
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Figure 1: Each point corresponds to a target in
benchmark B. The Pearson’s r and Kendall’s τ are
computed from the Pcons MQA. The green points
(x) are the 20 assessments with most ties, which in-
flates the values of Pearson’s r.
τ is much more interpretable than either Pearson’s r
or Spearman’s ρ, and it does a better job of ranking
MQA methods than Pearson’s r.
In Figure 1 a plot shows Kendall’s τ vs. Pear-
son’s r for benchmark B using the assessments from
Pcons. In many cases, MQA algorithms like Pcons
give equal scores to different models. This, of course,
makes sense if the method can not establish a proper
ranking of the different model. However, the plot
in Figure 1 clearly shows that Pearson’s r highly re-
wards the tied assessments. The plot also shows that
this is not the case when using Kendall’s τ . A similar
problem exists with Spearman’s ρ. Even though it
measures ranking explicitly, it slightly favors highly
tied assessments (Figure 2). Figure 3 shows two
of the highly tied assessments compared with our
assessments. The facts that Pearson’s r measures
linear correlation and highly favors tied ranks make
it inappropriate for evaluating MQAs. Spearman’s
ρ is a better measure than Pearson’s r because it
measures the correlation of the ranks, however it
still slightly favors tied ranking. Kendall’s τ is much
more interpretable than Pearson’s r and Spearman’s
ρ and does not have the problems mentioned above,
we therefore recommend Kendall’s τ for evaluation
of MQA methods.
Other measures, like the ability to select the best
model, could also be considered when comparing
MQA algorithms, though this approach, relying as
Figure 2: Each point corresponds to a target in
benchmark B. The Spearman’s ρ and Kendall’s τ are
computed from the Pcons MQA. The green points
(x) are the 20 assessments with most ties, which in-
flates the value of Spearman’s ρ.
it does on a single data points, is very sensitive
to noise. In all cases, the individual scatter plots
should be examined as the examples in Figure 3 to
avoid misleading correlation coefficients.
The naive implementation of Kendall’s τ , which
simply considers all pairs of points, runs in O(n2).
However, the more efficient algorithm by Knight [12]
runs in O(n logn), which is not much more expen-
sive than the O(n) algorithms for other correla-
tions. Statistical tools like R [16] include routines
for Kendall’s τ computations.
3.3 Model Quality Assessment method
Our MQA consists of the following steps which are
described in details in the following sections.
1. Templates and alignments are found using
SAM T06.
2. The distances between pairs of residues in con-
tact are extracted for each alignment.
3. For each pair of residues that are in contact in
at least one alignment, a consensus distance is
computed (the desired distance).
4. Weighted constraints are constructed from the
desired distances.
5. (Optional) An optimization algorithm selects
a subset of constraints using predicted contact
distributions.
4
181
Figure 3: Different MQAs for complete server mod-
els of targets T0370 (upper) and T0334 (lower). The
set of red points (+) is the MQA from the top-
ranked group (634, Pcons) at CASP7 and the set of
green points (X) is our MQA. The correlation values
for the assessments in the Figure are: T0370 (+):
r=0.94, τ=0.25, ρ=0.60. T0370 (X): r=0.89,
τ=0.61, ρ=0.79. T0334 (+): r=0.59, τ=0.14,
ρ=0.45. T0334 (X): r=0.54, τ=0.72, ρ=0.90. Eval-
uations using Pearson’s r would slightly prefer the
Pcons MQA even though it clearly is not what we
expect of a good MQA. However, Kendall’s τ and
Spearman’s ρ are much higher for our assessments,
because they do much better rankings of the models.
6. Each model is scored according to the (selected)
distance constraints.
3.4 Templates and Alignments
We use the fully automated SAM T06 protocol to
find templates and compute alignments. SAM T06
is a profile HMM that excels in detecting remote ho-
mologs. The alignments used are local alignments
to a three-track HMM [9, 8] using the amino-acid
alphabet, the str2 backbone alphabet [10], and the
near-backbone-11 burial alphabet [10], with weights
0.8, 0.6, and 0.8 respectively. This is the alignment
setting that has worked best in our tests of vari-
ous alignment methods for maximizing the similar-
ity to a structural alignment—we did not optimize
these settings for the MQA application. For each
template, there were three such alignments, using
the SAM T2K, SAM T04, and SAM T06 multiple-
sequence alignments as the base for the local struc-
ture predictions and the HMMs.
3.5 Distance Extraction
The next step is to extract the conserved distances
of the residue pairs from the alignments. Distance is
measured between the Cβ-atoms of the residues (Cα-
atoms for glycines). For each alignment, the dis-
tances between all Cβ pairs that have a separation of
more than 8 residues and a Euclidean distance≤ 8 A˚
are stored. We use a chain separation of 8 residues
to avoid trivial chain neighbor contacts—we have
not yet experimented with different separation cut-
offs. We have experimented with various values of
the cutoff radius. Small cutoff radii increase the ac-
curacy of the constraints, but fewer constraints are
detected. On the other hand, larger cutoff radii gen-
erate more constraints, but their quality decreases
rapidly because the larger distances are less con-
served. Our ad-hoc experiments therefore suggest
that a cutoff radius between 7 and 9 A˚ gives a good
trade-off between sensitivity and accuracy.
This distance extraction therefore results in a tri-
angular protein length × protein length table, where
a table entry holds the set of all alignment distances
between the corresponding pair of residues. To-
gether with each distance, we also store a weight
corresponding to the quality of the template from
which the distance was extracted. The quality of a
template is calculated directly from the E-values of
the template. However, we normalize it such that
the weight w(E) of an E-value is in the range [0.1:1]
w(E) = 1− 0.9
(
E − Emin
(Emax − Emin) + ǫ
)
.
w(E) = 1 therefore corresponds to the highest-
quality template (lowest E-value) and w(E) = 0.1
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corresponds to the lowest-quality template (highest
E-value). The parameter ǫ is an arbitrary very small
number for avoiding division by zero.
The Emax value was generally around 36 for the
CASP7 targets. Easy targets with many good hits
(E <≪ 1) therefore have many hits with weights
close to 1. This might be problematic, since this
weighting scheme can not distinguish between ex-
cellent hits and only fairly good hits, as they are
almost equally close to Emin. We have not yet ex-
perimented with other weighting schemes, but this
problem might be avoided by limiting the number
of templates examined, so that targets with several
good hits would have much lower Emax values.
3.6 Desired Distances
From the table of distances and weights, a consen-
sus distance for each pair of residues is computed
by calculating a weighted average of the observed
distances. After this step, the templates and align-
ments are therefore reduced to a table of so-called
desired distances between residues. Each desired
distance also has an associated weight (the sum of
the weights of the templates where the distances
were observed). If two residues have been in con-
tact in many alignments that scored well, the weight
is therefore high. Correspondingly, if two residues
have only been in contact in few alignments coming
from poorly scoring templates, the desired distance
will have a low weight. The weights of the desired
distances can therefore be interpreted as the con-
fidence of the distance prediction. If two residues
have not been observed to be in contact, the desired
distance is undefined and the associated weight is 0.
3.7 Weighted Distance Constraints
For each desired distance Dij between residues i
and j, we generate a weighted distance constraint.
A distance constraint has a minimum distance Aij ,
desired distance Dij , maximum distance Bij and a
weight Wij . For the constraints in our MQA, the
minimum and maximum distances are set somewhat
arbitrarily to Aij = 0.8Dij and Bij = 1.3Dij . A
distance constraint defines a cost function that is
a rational function with minimum C(Dij) = −Wij ,
C ′(Dij) = 0, and C(Aij) = C(Bij) = 0:
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Figure 4: The cost function with parameters Dij =
7, α = 200, β = 50, Wij = 1.
C(δij) = Wij
αS2
ij
+ (1− α)Sij − 1
βS2
ij
+ (α− 1)Sij + 1
(1)
Sij =
(δij −Dij)
(Lij −Dij)
(2)
Lij =
{
Bij if δij ≥ Dij
Aij otherwise
(3)
The α and β parameters define the shape of the
function (Equations 4 and 5) and are most easily
interpreted in terms of the asymptote at ∞ and the
slope at the maximum distance:
C(∞) = α/β (4)
C ′(Bij) =
α+ 1
(α+ β)(Bij −Dij)
(5)
Figure 4 shows a plot of the function with typical
settings. The final cost function is the weighted av-
erage of the individual costs for all constraints used.
3.8 Selection of Constraints
For the basic MQA method, the model cost function
is the sum of all of the cost functions for the pairs of
residues, but the method can be improved by using
only a good subset of the constraints. We have eval-
uated several selection strategies and describe two of
them here. The selection by fraction strategy is very
simple, but improves the performance of the MQA
method only marginally. The selection using con-
tact predictions strategy is more complicated, but is
the best selection we have tried.
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Figure 5: Each point corresponds to a constraint.
The weight of the constraint is shown on the x-axis
and the magnitude of the difference between the ac-
tual distance in the experimental structure and the
desired distance of the constraint is shown on the
y-axis. From the scatter diagram, it is easy to see
that high-weight constraints tend to have low errors
in distance. This property is true for almost all tar-
gets considered.
3.8.1 Selection by Fraction
A plot of the error of the constraints vs. their weight
is shown in Figure 5 for Target T0370. It clearly
shows that high-weight constraints are generally
more correct than low-weight constraints. Although
we show this property only for one arbitrarily cho-
sen target, a similar relationship holds for most of
the targets, though it is strongest for targets for
which good templates are available. A simple selec-
tion strategy is therefore to sort the constraints by
weight and to select a fraction of the highest weight
constraints for the final model cost function.
Figure 6 shows the average Kendall’s τ for select-
ing different fractions of the high-weight constraints.
The plot shows that the average Kendall’s τ for
Benchmark A increases from 0.570 using all con-
straints (100%) to 0.575 when selecting only 40% of
the highest weight constraints, but that the qual-
ity of our MQA method decreases rapidly when se-
lecting less than 30%. This decline is because we
are beginning to discard many good constraints at
this point. Even though the increase in average
Kendall’s τ is small, the result is important because
it shows that a proper selection of constraints can
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Figure 6: The average Kendall’s τ is maximized
when selecting approximately 30%–40% of the high-
est weight constraints.
improve the performance of our method.
3.8.2 Selection using Contact Predictions
We can predict how many contacts each residue
should have using neural nets, then select con-
straints so that residues predicted to have more con-
tacts have more constraints also.
We trained neural nets to predict probability Pi,c
of residue i having c contacts with separation greater
than 8 residues. Residues are said to be in contact
if the distance between their Cβ-atoms (Cα-atoms
for glycines) is less than 8 A˚; the same definition we
used for extracting constraints. The contact number
predictions are done using the same neural network
program (predict-2nd) that we use for all our local
structure prediction [11].
Our main selection strategy is to select a subset
of constraints that maximizes the contact number
probability for each residue, but we also want to
have many high-weight constraints. Two objectives
must therefore be maximized: the contact number
probability and the average weight of the chosen
constraints. We used a simple greedy algorithm to
do this optimization: Figure 7.
The asymptotic running time of the algorithm
is O(In2) where I is the number of improvements
and n is the number of constraints. In practice the
algorithm runs in reasonable time < 5s for prob-
lems with fewer than 10 000 constraints. For larger
problems, the quadratic-time optimization step is
7
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C ← list of constraints sorted from highest weight to lowest weight
improved←true
while improved do
improved←false
for i ← 1 to size(C) do
if insertion of Ci improves total probability then
insert Ci, improved←true
end if
end for
{Here, no insertions can improve the total probability}
for i ← size(C) to 1 do
if removal of Ci improves total probability then
remove Ci, improved←true
end if
end for
{Here, no removals can improve total probability}
for i ← 1 to size(C) do
for j ← i+1 to size(C) do
if changing insertion state for Ci and Cj improves total probability
and average weights of constraints then
change state of Ci and Cj , improved←true
end if
end for
end for
end while
Figure 7: The optimization algorithm for selecting
high-weight constraints based on neural-net predic-
tions of the contact number for each residue. Note
that each constraint Ci affects the probability for
the contact number of two residues. When there are
more than 10 000 constraints in set C, we skip the
final quadratic-time step, since it offers only small
improvements.
skipped, since it only contributes small improve-
ments compared to the initial linear-time optimiza-
tion. Using the optimized set of constraints the av-
erage Kendall’s τ improved from 0.570 using all con-
straints to 0.582. This selection strategy gives the
best improvement in terms of average Kendall’s τ
of any we have tried, and we do not have to tune a
parameter that might be benchmark-dependent like
the fraction parameter.
3.8.3 Prediction of non-contacts
The above selection strategies show how a reduc-
tion of the constraint set can improve the quality of
the method. We have also found that the addition
of so-called non-contact constraints also improves
the method substantially. The idea is simply that
if a pair of residues is not observed to be in contact
in any alignment, then a non-contact constraint is
added to the constraint set. This is a special con-
straint that only penalizes residues being in contact.
This behavior can also be modeled with our stan-
dard cost function (Equation 1) by setting Dij = 8,
Aij = 7.5, Bij = ∞ (in practice, we use 10 000 to
be effectively ∞). The non-contact cost function is
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  5  10  15  20  25  30
Co
st
Distance
Figure 8: The non-contact cost function with pa-
rameters Dij = 8, Aij = 7.5, Bij = ∞, α = 200,
β = 50.
illustrated in Figure 8.
Using the optimized set of constraints together
with the non-contact constraints improves the aver-
age Kendall’s τ from 0.582 using just the optimized
contact constraints to 0.589.
3.8.4 Constraints from Predicted Models
The top-ranked method (Pcons) at CASP7 builds
its scoring function from consensus features of the
models to be assessed. This approach works very
well for CASP MQA since many of the models are of
high quality and the consensus features are therefore
more likely to be good. Our method for constraint
extraction and optimization can easily be general-
ized to consider the predicted models as well. How-
ever, we stress that this approach can only be suc-
cessful when the model set is large enough to express
correct consensus features. In the case of assess-
ing the quality of few models (or one model in the
extreme case), the constraints should be extracted
from alignments.
When extracting distance constraints from the
alignments, we have a clear indication of the align-
ment quality from the template E-value. This is
usually not the case when extracting constraints
from predicted models. We therefore performed
one experiment where all of the models are equally
weighted and another experiment where the models
are weighted according to the model cost given by
alignment constraints. The results of these experi-
ments are summarized in Table 1. In both exper-
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Experiment All Optimized
Equal Model Weights 0.591 (0.830) 0.621 (0.863)
Weighted Models 0.598 (0.839) 0.622 (0.866)
Table 1: The all and optimized columns show the
average Kendall’s tau (Pearson’s r in parenthesis)
for the two consensus experiments that used con-
straints extracted from the set of models to be
evaluated. All corresponds to selecting all con-
straints. The optimized column corresponds to the
constraints selected by the optimization algorithm
described in Figure 7.
Constraint Set τ¯ r¯
All 0.570 0.825
Best fraction 0.575 0.833
Optimized 0.582 0.838
Opt+noncontacts 0.589 0.827
Opt+models 0.622 0.866
Table 2: Average Kendall’s τ and Pearson’s r for
different versions of the MQA method using Bench-
mark A. Note that while Kendall’s τ is improved
by using non-contact constraints, Pearson’s r is de-
creased. The inclusion of non-contacts decreases
the linearity of the correlation, but improves the
ranking of models. We have argued that we prefer
Kendall’s τ over Pearson’s r, and so we consider the
non-contacts to be beneficial to our MQA method.
iments there are significant gains when optimizing
the constraint sets. However, the qualities of two
optimized constraint sets are very similar, which in-
dicates that the optimization algorithm is able to
the choose good constraints also in the unweighted
experiment.
The performances of the different alignment ex-
traction algorithms and the weighted model extrac-
tion algorithm are summarized in Table 2.
4 Results
Here we evaluate our alignment constraints for
MQA. This is done by splitting the constraints into
three disjoint sets.
alignment constraints These are the constraints
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Figure 9: The bonus cost function with parameters
Dij = 7, α = 200, β = 50. This type of cost function
is 0 when Dij < Aij or Dij > Bij , otherwise it
behaves as described in Equation 1. The bonus cost
functions are useful for low quality constraints. As
the name indicates, a bonus constraint only rewards
models when the constraint is satisfied.
that are selected by the optimization algorithm
described in Figure 7.
rejected alignment constraints These are the
constraints that were not selected by the op-
timization algorithm in Figure 7.
non-contact constraints Constraints between
pairs of residues that were not observed to be
in contact in any alignment.
We also consider three additional sets, which are
constructed by using a bonus cost functions on the
above constraint sets (Figure 9), which provides neg-
ative costs, but no positive costs (truncating the
standard cost function for a constraint at 0). The
total cost function is a weighted sum of costs from
the 6 constraint sets. A five-fold cross-validation
was done to test the weighted cost function, us-
ing the cross-validation and optimization techniques
described in the companion paper by Archie and
Karplus [3]. We do not report the weights for the
various cost functions here, as they came out very
slightly different for each train/test split.
We compare our MQA with various MQA meth-
ods including the best ranked group at CASP7. This
is done using Benchmark B consisting of complete
(no missing atoms) server models from CASP7. The
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results are summarized in Table 3. The table is ex-
tracted from the companion paper by Archie and
Karplus [3], which describes the statistics and the
data used in Table 3. Optimal weights trained on
all CASP7 targets are shown in Table 4. Pooled
standard deviation is defined by
σpooled =
√∑
t∈T(nt − 1)σ2t∑
t∈T(nt − 1)
(6)
where T is the set of targets, nt is the number of
structures for target t, and σt is the standard devi-
ation of the cost function among models of target
t. The pooled standard deviation of the weighted
cost function component is a useful way of gauging
how much the component contributes to the final
cost function. It is more informative than the raw
weight of the component, because it does not de-
pend on the rather arbitrary scaling of the individ-
ual components.
Figure 10 shows a comparison between our MQA
method and the two best MQA methods at CASP7.
When comparing our method with Pcons (upper
Figure), the plot clearly shows that our algorithm
is generally performing better on the easy targets
(template-based targets). When comparing our al-
gorithm with the Lee algorithm we, surprisingly, see
the opposite behavior: our method does better on
the harder targets.
4.1 Quality of Templates is Important
Since our MQA method is based on homology mod-
eling, the existence of good templates is crucial. It
is not possible to know the real quality of a template
without knowing the native structure of the target,
but the E-value of the template from the search is
a good indication of its quality. Figure 11 shows
the relationship of the lowest E-value for the tar-
get compared to the Kendall’s τ for that target. If
we find a template with E-value less than 0.9, then
the performance of the MQA is generally good, but
if the best template E-value is more than 0.9, we
can’t predict the performance of the MQA based on
the E-value only.
5 Discussion and Conclusion
We have presented a simple and powerful method
for extracting distance constraints from alignments.
Figure 10: Each point corresponds to a target in
benchmark B. Here we show average Kendall’s τ us-
ing our algorithm (constraints extracted from mod-
els) vs. Pcons and the Lee algorithm. Easy targets
(marked with red +) correspond to template-based
targets and hard targets (marked with green x) cor-
respond to template-free models using the CASP7
classification.
We have shown how these constraints can be used
as a score function for model quality assessment.
Our results in Table 3 indicate that MQA using the
alignment constraints is comparable in quality to the
best methods at CASP7. The distance constraints
from alignments are based on evolutionary informa-
tion only, but are often useful even when sensitive
fold-recognition methods do not reliably detect tem-
plates.
Even though we here focus on extracting distance
constraints from alignments, our algorithm also per-
forms very well when extracting the constraints from
the models to be assessed. The models from the
CASP7 MQA are generally of high quality and we
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Group τ¯ r¯
Meta-weighted 0.624 0.862
Meta-unweighted 0.624 0.861
Lee 0.585 0.805
Qiu 0.581 0.853
Align-all 0.574 0.832
Align-only 0.570 0.832
Pcons 0.560 0.847
TASSER 0.538 0.633
Table 3: The table shows the average Kendall’s τ
and average Pearson’s r using benchmark B. Corre-
lation is computed separately for each target, then
averaged. The Align-all row is the results of MQA
with distance constraints from alignments using the
6 constraint sets described here. The Align-only
row is the results of MQA with no noncontacts.
The Meta-weighted and meta-unweighted rows are
the results of extracting constraints from the mod-
els to be assessed (with weighted models and un-
weighted models respectively). TASSER, Lee, and
Pcons are top-ranked MQA methods presented at
CASP7 (groups 125, 556, and 634 respectively). Qiu
is a newer MQA method described in Qiu et al. [15].
The companion paper by Archie and Karplus [3],
evaluates our MQA algorithm on more measures.
Cost Function Weight Pooled SD
align constraint 9.95242 6.16873
noncontacts 59.6361 0.854129
noncontacts bonus 30.4114 0.300117
Table 4: Optimized weights for alignment-based
cost functions. Weights were optimized to maximize
a weighted measure of correlation (τ3, described else-
where [3]) with GDT TS on complete models.
therefore get a better performance when extracting
constraints from the models compared to the align-
ments. However, in general we can not always ex-
pect to have such a large fraction of good models
and extracting from alignments seems safer when
the method is applied to an unknown collection of
models.
When comparing our method with the two best
ranked methods at CASP7, we notice that our
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1e-60  1e-50  1e-40  1e-30  1e-20  1e-10  1  1e+10
Av
er
ag
e 
Ke
nd
al
l’s
 τ
E-value
Figure 11: Each point corresponds to a target. The
lowest E-value of any template for the target is
shown on the x-axis and the Kendall’s τ of the mod-
els is shown on the y-axis.
The two outliers are T0379 (4E-21,0.244) and T0375
(1.4E-37,0.312). Both targets had many templates
and good models from many servers, so that get-
ting a high correlation with quality requires detect-
ing fairly small differences between models. There
appear to be two sets of models for both targets (one
using a good template and one using a poorer tem-
plate), with high correlation between the MQAmea-
sure and GDT within each set, but without clean
separation of the sets.
method is generally better than Pcons on the
template-based targets.
On the other hand it is quite surprising that our
method performs better than the Lee method on
most of the hard targets. The reason for this is that
the Lee method only use one predicted base model
for comparison. This, of course, works well when the
predicted model is good. For the hard targets where
our method is doing particularly better than the Lee
method, (T0321 and T0350), the base models pre-
dicted by the Lee group were poor. Our algorithm
therefore seems to be robust on both easy and hard
targets.
We have also presented an alternative measure for
evaluating an MQA method, the Kendall’s τ , and
provided several arguments why this measure should
be used for future CASP MQA assessments.
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Introduction
The extent to which an amino acid is accessible to the surrounding solvent is highly de-
termined by the type of amino acid. In general, hydrophilic amino acids tend to be near
the solvent accessible surface and hydrophobic amino acids tend to be packed in the core
of the protein. To measure this effect, several solvent exposure measures have been pro-
posed,1–3,6, 9–11 and one of these is the contact number measure (CN).11 The CN of a
residue is the number of other Cα atoms in a sphere centered at the Cα atom of the residue.
The CN of all residues is called the CN vector.
01
CN−vector
Figure 1: The contact number (CN) of a residue.
Recently, a new promising solvent exposure measure, called half-sphere-exposure (HSE),
has been proposed.4 While the CN measure uses a single sphere centered at Cα atoms,
the HSE measure considers two hemispheres. Two values, an up and a down value, are
therefore associated with each residue corresponding to the upper and lower hemisphere.
Hamelryck4 showed that the up and down values are almost uncorrelated and well conserved
and could therefore be considered independently.
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Figure 2: Given the positions of 3 consecutive Cα atoms (A, B, C), the approxi-
mate side-chain direction ~Vb can be computed as the sum of ~AB and ~CB. The plane
perpendicular to ~Vb cuts the sphere centered at B in an upper and a lower hemisphere.
Here, we study the reconstruction of a protein’s Cα trace solely from a CN vector or a
pair of up/down vectors (HSE vector). This problem could become important for de novo
structure prediction when the vectors are predicted.
It is straightforward to compute the CN-/HSE vector of a given structure. However, it is
difficult to compute a structure realizing a given CN-/HSE vector. If the CN-/HSE vector is
determined by a prediction method, there might not be a structure that exactly realizes the
vector. In that case, we are interested in finding a structure with a CN-/HSE vector similar
to the predicted vector. We define potential functions based on the HSE- or CN-vectors and
minimize them using two metaheuristics: Monte Carlo simulation (MCS) and tabu search
(TS). MCS has been widely used for protein structure prediction, and TS has been applied
with great success to many optimization problems, but has rarely been used for protein
structure prediction.5,7, 8
HSE Potential Function
Given two HSE vectors, A and B of length N, their similarity can be described using the
RMS deviation. If B is the reference HSE vector, then the HSE potential of a structure S
with HSE vector A is defined as:
HSE(SA) =
√∑N
i=1 ((Aui −Bui)2 + (Adi −Bdi)2)
2N
,
where Xui and Xdi are the up and down values of the i’th residue. These definitions are
easily specialized to the CN measure.
Protein Model
To reduce and discretize the protein conformation space, we require the Cα atoms of the
chain to be positioned in a 3D lattice. A lattice can be defined by a set of basis vectors
corresponding to the directions to the neighbouring nodes. The basis vectors of the simple
cubic lattice (SCC) are the cyclic permutations of [±1, 0, 0] and the basis vectors of the
face centered cubic lattice (FCC) are the cyclic permutations of [±1,±1, 0]. The length of
an edge between two neighbouring nodes is 3.8 A˚ which is also the average distance between
two consecutive Cα atoms in proteins.
A high coordination lattice has an underlying cubic lattice with unit length less than
3.8/N A˚ for some integer N > 1. Cubic lattice points are connected in the high coordina-
tion lattice if their Euclidean distance is between 3.8± ǫ for some ǫ. The high coordination
lattice used in the experiments has parameters N = 8, ǫ = 0.2, which gives 390 basis
vectors.
SCC FCC HC
Figure 3: Interior nodes of the SCC and FCC lattices are connected to respec-
tively 6 and 12 neighbouring nodes. Nodes of high coordination lattices have many
neighbours because of variable edge size.
Conformational Search Heuristics
TS is basically a local improvement heuristic where the best structure in a neighbourhood
is repeatedly selected. Previous TS implementations7 inserted visited structures in a tabu
list and only considered new structures that were not in the tabu list. We have found that
extending the tabu definition improves the performance considerably.
Here, we still keep a list of previously visited structures called an explicit tabu list. Each
structure in the explicit tabu list defines a set of implicit tabu structures. Given a structure
E in the explicit tabu list, a structure I is said to be implicit tabu if the distance-RMSD
(dRMSD) between E and I is less than α and the potential of I is greater than or equal to
the potential of E. The adjustable parameter α is called the tabu difference.
Figure 4: The figure illustrates a sequence of visited structures (black points) in a
solution space. The visited structures are inserted in the explicit tabu list. The addi-
tional green and red points correspond to structures within α dRMSD of the explicit
tabu structure. Green points are structures with lower potential and red points are
structures with higher potential than the explicit tabu structure. When choosing a
new solution in the neighbourhood three things can happen. a) A solution is more
than α dRMSD away from any explicit tabu structure. b) the solution is within α
dRMSD, and the potential is lower than the explicit tabu structure. c) the solution
is within α dRMSD, and the potential is higher than the explicit tabu structure.
Structures that comply with case c are said to be tabu and cannot be visited.
MCS heuristics are stochastic and therefore differ from TS heuristics by being nondeter-
mistic. An MCS iteration consists of randomly choosing a protein conformation in the
neighbourhood of a current conformation. For a fixed temperature T, the new protein
conformation is accepted with the probability
p = e−∆E/T ,
where ∆E is the difference between the potential of the current conformation and the new
conformation.
Experimental Results:
Comparison of Heuristics
For both TS and MCS, 20 searches starting at random conformations are optimized in 20
minutes using the HSE potential for Protegrin 1 (1PG1, length 18 amino acids).
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Figure 5: TS has two adjustable parameters - tabu difference and tabu list length.
The figure shows the average potential of the 20 runs with different combinations of
parameters.
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Figure 6: MCS has one adjustable parameter which is the temperature. The figure
shows the average potential of the 20 runs with different temperatures. For compari-
son the results for TS with a fixed tabu list size of 200 is also shown.
The analysis shows that on average TS performs better than MCS for this problem. TS also
seems to be less sensitive to the value of the parameter (temperature or tabu difference)
and therefore easier to control.
Experimental Results:
Comparison of CN and HSE
In the following experiments, TS with tabu difference of 0.3 and tabu list length of 200 are
applied to compare the CN-/HSE measures. We use two measures to determine the quality
of an optimized structure; the coordinate RMSD and angle correlation. Angle correlation
is a new measure with the following definition.
For each Cα, let ~Vα be the vector pointing in the side chain direction (see Figure 2). Let
~Vαmc be the vector pointing in the direction of the mass center, and let θα be the angle
between ~Vα and ~Vαmc. The angle correlation measure is the average of the differences in θα
between the optimized structure and the native structure. Zero angle correlation is perfect
correlation, 90 is random correlation and 180 is ’anti’-correlation.
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Figure 7: 100 random structures are optimized using TS. Each structure is opti-
mized using the CN-potential and the HSE-potential. The RMSD between the opti-
mized (low potential) structure and the native structure is computed. The histogram
shows the distribution of structures in terms of RMSD with the native structure
(human endothelin 1EDN, length 21 amino acids). More results are included in the
handouts.
Conclusion
We have developed a framework for minimizing the CN-/HSE potential. The search heuris-
tic is based on TS with a novel tabu definition and it performs significantly better than
MCS for this problem. The results of CN and HSE comparisons show that structures found
using the HSE potential are generally much closer to the native structure than structures
found using the CN potential. These results are found using short proteins (the largest
protein has 36 amino acids). When using larger proteins, it becomes very difficult to find
near optimal solutions. Future research could therefore consider a more detailed potential
function using secondary structure information.
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Introduction
We are faced with two major challenges when dealing with the problem of de novo protein structure prediction. One
is to determine a suitable energy function having a global minimum near the native structure of the protein. The other
challenge is to identify the global minimum structures in a huge conformational space. Here we attack the latter of
these challenges.
We propose a new discrete model which makes use of secondary structure information and propose a novel branch and
bound algorithm for finding global minimum structures. The energy function is very simple while structures obtained
are of very high quality compared to the native structure of the protein. The model only depends on the position of
Cα-atoms and is based on predictable contact and half-sphere-exposure numbers [2, 4, 1]. The success of the branch and
bound algorithm comes from the simplicity of the energy function which allows for efficient lower bound calculations
of the energy. Despite the simplicity of the model, we show experimentally, that many of the lowest energy structures
in the model are near the native structure.
Half−sphere exposure
Neural networks
Branch and bound algorithm
Amino Acid Sequence
Secondary structure
Ensemble of structures
Contact number
Figure 1: From amino acid sequence, three 1-dimensional vectors are predicted using neural networks [3, 1].
These predictions are used as input for the branch and bound algorithm to generate an ensemble of good structures.
Branch and Bound Algorithm
CCCHHHHHHHCCCCHHHHHCCCHHHHHHHHCCCCCC
MLSDEDFKAVFGMTRSAFANLPLWKQQNLKKEKGLF
Amino acid sequence
Secondary structure assignment
Segments
Complete structure
Figure 2: An example of how an amino acid sequence (from Villin headpiece) can be described as a chain of
segments based on the secondary structure (H: helix, C: coil). It also shows a super structure and a corresponding
complete structure (coordinates of internal Cα-atoms). For illustrationary purposes the super structure in this
example is 2-dimensional, in general the super structure is of course 3-dimensional.
4 5 632Level: 1
Figure 3: An example of a branch and bound tree. The super structure consists of three segments: helix, coil,
helix. For simplicity, in each level, only two nodes are shown and only one node is branched on.
Energy and Bounding
All structures found by the branch and bound algorithm have their secondary structure fixed according to the neural
network prediction. However, we want to identify structures having contact and half-sphere exposure numbers close
to the predicted values. This is done using an energy function having E = 0 when half-sphere exposure and contact
numbers are similar to the predicted values. The energy becomes larger the more the predicted measures differ.
It is possible to efficiently compute lower bounds of the energy for internal nodes of the branch and bound tree. This
enables the algorithm to bound subspaces and solve large problems to optimality. A much more detailed description
of energy and bounding is given in [5].
Results
Figure 4: The branch and bound algorithm identifies 10.000 lowest energy structures. A 2D histogram of en-
ergy vs. RMSD of these structures is plotted. For most proteins, the algorithm finds candidate structures having
RMSD less than 6 A˚ from the native structure. See [5] for more results.
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