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Abstract
This thesis concerns the automated reverse engineering of agent behaviors. It proposes a
metric-free coevolutionary approach—Turing Learning, which allows a machine to infer
the behaviors of agents (simulated or physical ones), in a fully automated way.
Turing Learning consists of two populations. A population of models competitively
coevolves with a population of classifiers. The classifiers observe the models and agents.
The fitness of the classifiers depends solely on their ability to distinguish between them.
The models, on the other hand, are evolved to mimic the behavior of the agents and
mislead the judgment of the classifiers. The fitness of the models depends solely on their
ability to ‘trick’ the classifiers into categorizing them as agents. Unlike other methods
for system identification, Turing Learning does not require any predefined metrics to
quantitatively measure the difference between the models and agents.
The merits of Turing Learning are demonstrated using three case studies. In the first case
study, a machine automatically infers the behavioral rules of a group of homogeneous
agents through observation. A replica, which resembles the agents under investigation in
terms of behavioral capabilities, is mixed into the group. The models are executed on the
replica. This case study is conducted with swarms of both simulated and physical robots.
In the second and third case studies, Turing Learning is applied to infer deterministic
and stochastic behaviors of a single agent through controlled interaction, respectively.
In particular, the machine is able to modify the environmental stimuli that the agent
responds to. In the case study of inferring deterministic behavior, the machine can
construct static patterns of stimuli that facilitate the learning process. In the case study
of inferring stochastic behavior, the machine needs to interact with the agent on the fly
through dynamically changing patterns of stimuli. This allows the machine to explore
the agent’s hidden information and thus reveal its entire behavioral repertoire. This
interactive approach proves superior to learning only through observation.
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1 Introduction
1.1 Motivation and Objectives
Over the last 50 years, robotic and automation systems have transformed our world and
greatly enhanced the quality of our daily life. With the development of science and
technology, many intelligent systems that integrate machines, electronics, control and
information technologies have emerged. Such systems can accomplish numerous tasks
originally performed by humans and often prove superior in terms of precision, speed
and cost. They can replace humans in the tasks that require repetitive and monotonous
operations. For example, in the automotive industry, robotic and automation systems
have been widely used for machining, welding, painting and assembling. From an in-
dustrial perspective, these systems have lowered the cost and improved the efficiency of
production, thus greatly increasing the speed of industrialization.
Robotic and automation systems also contribute to scientific research. In outdoor envi-
ronments such as those that may be beyond humans’ capabilities of reach, robots can
be sent to collect samples or conduct experiments. For example, two robots—Spirit
and Opportunity were sent to Mars in 2004 by NASA in a mission to explore the geology
of this planet [1]. The primary goal of this mission was to analyze the rocks and soils
on Mars and explore the activity of water in the past. In indoor laboratories, robotic
and automation systems have also played an important role. With the help of these
systems, researchers can collect data much faster than ever before. For instance, high-
throughput screening (HTS) systems [2], which are widely used in drug discovery, allow
the researchers to conduct millions of experiments in a very short time. Such systems
consist of several components, including sensing units, robotic manipulators, control sys-
tems, etc. Besides data collection, robotic and automation systems can also help analyze
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the data using intelligent software, which provides an effective tool for data analysis in
scientific research and frees researchers from the tedious and monotonous process of data
analysis if done manually. This accelerates the development of scientific research to a
great extent.
A particular scientific area in which robotic and automation systems play a significant
role is ethology—the study of animal behavior [3]. From the biological point of view,
“behavior is the internally coordinated responses of whole living organisms (individuals
or groups) to internal and/or external stimuli” [4]. The execution of behavior is based on
specific rules that correspond to the relationship between the stimuli and response. In
other words, behaviors can be measured by the observers; behavioral rules are the “con-
trollers” of living organisms and need to be inferred. There are four types of questions
to be investigated in ethology: questions concerning causes, functions, development and
evolution [3]. Causes refer to the questions about why animals behave in a particular
way, that is, the external/internal stimuli that affect their behavior. Functions concern
what is the purpose of this behavior such as mating, aggregation or foraging. The de-
velopment of animal behavior concerns how animals learn such behavior during their
life and how such behavior is affected by experience, while evolution relates to how the
behavior changes over generations in the course of natural evolution. Over centuries,
these four questions have been investigated by ethologists primarily in well-controlled
(indoor) laboratories or outdoor environments. Ethology is pursued not only because it
is a subject of interest in itself, but also because the knowledge gained from it has several
practical applications. For instance, models of animal decision-making can be used to
predict their behavior in novel environments, which can help in making ecological con-
servation policy [5]. Knowledge about animal behavior has also been applied for solving
computational problems [6], and for constructing biologically-inspired robotic agents [7].
Before the emergence of computers, ethologists needed to observe the animals and an-
alyze the data manually. They also needed to learn how to control the environmental
conditions in a meaningful way to extract most of the information from the animals
under investigation. Such process of analysis sometimes is time-consuming and tedious.
With the help of intelligent and automation systems, nowadays researchers can conduct
experiments much more efficiently. However, these systems are often secondary, and in
most of the cases they are merely accomplishing mechanical and repetitive work. The
question is whether we can build a machine/system that can accomplish the whole pro-
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cess of scientific investigation and automatically analyze experimental data, search for
correlations between different elements, generate new hypotheses and devise new ex-
perimental conditions to be investigated. In other words, can we build a system that
is able to automatically conduct scientific research without (or with minimal) human
intervention? Recently, the development of “robot scientists” shows that such systems
may be within reach [8, 9, 10]. Following this motivation, this thesis aims to pave the
way for further development in science automation [9], especially in the area of ethology.
The ultimate goal of this thesis is to contribute to the study of animal behavior through
developing an automated system identification method.
System identification is a process of modeling natural or artificial systems with observed
data. It has drawn a large interest among researchers for decades [11, 12]. One appli-
cation of system identification is the reverse engineering of agent behavior (biological
organisms or artificial agents). Many studies have investigated how to deduce rules of
agent behavior using system identification techniques based on various models [13], one
of which is an agent-based model [14], which simulates the complex behavior of a group
of agents with relatively simple behavioral rules. The global behavior emerging from
interaction within agents and between agents and environments is used for refining the
model. Evolutionary computation which draws inspiration from biological evolution has
proven to be a powerful method to automate the generation of models, especially for
behaviors that are hard to formulate [15, 16, 17]. Evolutionary computation also pro-
vides a potential realization for automation science, as models evolve in an autonomous
manner. It is the main technique that is investigated in this thesis for performing system
identification.
A limitation of existing system identification methods is that they rely on predefined
metrics, such as the sum of squared error, to measure the difference between the output of
the models and that of the system under investigation. Model optimization then proceeds
by minimizing the measured differences. However, for complex systems, defining a metric
can be non-trivial and case-dependent. It may require significant prior information about
the systems. Moreover, an unsuitable metric may not well distinguish between good
and bad models, or even bias the identification process. This thesis aims to overcome
the limitation by introducing a metric-free system identification method that allows a
machine to infer agent behavior automatically.
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1.2 Problem Statement
The investigated (agent) behaviors in this thesis are simulated by a computer or physical
robots. The agent to be studied is put in an environment. Its behavior depends on
interaction with the environment and with other agents in a group (if any). The machine
will observe the agent’s motion. It is assumed that it is possible to track the position and
orientation of the agent at discrete steps in time. In general, one could monitor a range
of variables including the agent’s motion, heart rate, morphology, body temperature,
etc. Furthermore, the machine can control environmental stimuli that the agent may
respond to. The system identification task is to infer the observed behavior, in other
words, the agent’s behavioral rules.
Three case studies are presented in this thesis. The first case study is about infer-
ring swarm behaviors, which are emergent behaviors that arise from the interactions
of numerous simple individuals [18]. Learning about behaviors that are exhibited in a
collective manner is particularly challenging, as the individuals not only interact with
the environment but also with each other. Typically their motion appears stochastic
and is difficult to predict [19]. For instance, given a swarm of simulated fish, one would
have to evaluate how close its behavior is to that of a real fish swarm, or how close the
individual behavior of a simulated fish is to that of a real fish. Comparing behaviors
at the level of the swarm (i.e., emergent behaviors) is challenging [20]. It may require
domain-specific knowledge and not discriminate among alternative individual rules that
exhibit similar collective dynamics [21]. Comparing behaviors at the level of individuals
is also difficult, as even the same individual fish in the swarm is likely to exhibit a fun-
damentally different trajectory every time it is being looked at. In this case study, the
machine observes the motion of each individual in the swarm and needs to automatically
infer the behavioral rules of the swarming agents.
The second case study is about inferring the deterministic behaviors of a single agent, and
investigating how the agent responds to the environmental stimuli. The machine has full
control over the environmental stimuli that the agent may respond to, and at the same
time observes the agent’s motion. We investigate a particular type of agent behavior;
from the perspective of system identification, the agent behavior has low observability.
That is, randomly generated sequences of inputs (stimuli) may not be sufficient to extract
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all the hidden information of the agent and thus infer its behavior. Instead, in order
to reveal all the agent’s behavioral repertoire, the machine needs to construct complex
patterns of stimuli in particular ways that facilitate the learning process.
In the third case study, we investigate how to infer the stochastic behaviors of a single
agent. The agent still responds to the environmental stimuli; however, its behavior is not
only determined by the environmental stimuli but also by probability. In other words,
constructing a fixed sequence of stimuli may not trigger all the agent’s behavioral reper-
toire as mentioned in the second case study. To reveal the agent’s hidden behavior, the
machine needs to interact with the agent during the experimental process and dynam-
ically change/control the environmental stimuli based on the agent’s observed motion.
Inferring such stochastic behaviors is challenging, as given the same sequence of stimuli,
the agent is likely to exhibit different behaviors.
1.3 Contributions
The main contribution of this thesis is a novel system identification approach—Turing
Learning—which allows a machine to infer agent behavior in an autonomous manner.
Turing Learning uses a coevolutionary algorithm comprising two populations. A popu-
lation of models competitively coevolves with a population of classifiers. The classifiers
observe the models and agents. The fitness of the classifiers depends solely on their abil-
ity to discriminate between them. Conversely, the fitness of the models depends solely
on their ability to ‘trick’ the classifiers into categorizing them as agents. Unlike other
system identification methods, Turing Learning does not rely on predefined metrics to
gauge the difference between the behaviors of agents and models.
The specific contributions are as follows:
1) A metric-free approach to automatically infer the behavioral rules of a group of ho-
mogeneous agents. The approach was first validated in simulation; both the inferred
model parameters and emergent global behaviors closely matched those of the original
system.
5
1 Introduction
2) A metric-free approach to automatically produce a classifier (system) that can be
used for detecting abnormal behaviors (e.g., faulty agents in a swarm). This was
validated by both simulated and physical robot swarms.
3) A physical system for performing metric-free system identification in an autonomous
manner. The system was validated through successfully inferring the behavioral rules
of a physical robot swarm. Both the inferred model parameters and emergent global
behaviors closely matched those of the original system.
4) A metric-free approach to automatically infer deterministic behavior of a single agent.
The machine actively constructs complex patterns of inputs (stimuli) to extract the
agent’s entire behavioral repertoire.
5) A metric-free approach to automatically infer stochastic behavior of a single agent
through controlled interaction. The machine changes on the fly an environmental
stimulus depending on the output of the agent under observation.
1.4 Publications
This thesis presents the author’s own work. Some parts of the thesis have been published.
A preliminary version of Chapter 3 was orally presented in a conference by the author
of the thesis:
• W. Li, M. Gauci and R. Groß, “Coevolutionary learning of swarm behaviors with-
out metrics,” Proceedings of 2014 Genetic and Evolutionary Computation Confer-
ence (GECCO 2014). ACM Press, Vancouver, Canada, 2014, pp. 201–208.
A preliminary version of Chapter 5 was orally presented in a conference by the author
of this thesis:
• W. Li, M. Gauci and R. Groß, “A coevolutionary approach to learn animal behav-
ior through controlled interaction,” Proceedings of 2013 Genetic and Evolutionary
Computation Conference (GECCO 2013). ACM Press, Amsterdam, The Nether-
lands, 2013, pp. 223–230.
Preliminary versions of Chapters 3 and 4 have been included in a journal paper:
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• W. Li, M. Gauci, J. Chen and R. Groß, “Turing Learning: a metric-free ap-
proach to inferring behavior and its application to swarms,” Swarm Intelligence,
in preparation.
Apart from the work presented in this thesis, the author has also contributed to other
projects. This led to the following publications:
• M. Gauci, J. Chen, W. Li, T. J. Dodd, and R. Groß, “Self-organized aggregation
without computation,” The International Journal of Robotics Research (IJRR),
vol. 33, no. 8, pp. 1145–1161, 2014.
• M. Gauci, J. Chen, W. Li, T. J. Dodd, and R. Groß, “Clustering objects with
robots that do not compute,” in Proceedings of the 13th International Conference
on Autonomous Agents and Multiagent Systems (AAMAS 2014). IFAAMAS Press,
Paris, France, 2014, pp. 421–428.
In the paper published in IJRR, the author contributed to the mathematical analysis of
the aggregation controller, proving two moving robots would eventually aggregate. In
the paper published in AAMAS 2014, the author contributed to the setups of the sim-
ulation scenarios and conducted half of the physical experiments. The agent behaviors
investigated in these two papers are chosen to be the case studies in Chapters 3 and 4.
During his PhD studies, the author has also been a Marie Curie Research Fellow with the
Department of Mechanical Engineering, University of Western Ontario, Canada, where
he contributed to a project on Mechanical Cognitivization. This led to the following
publication:
• G. Avigad, W. Li, A. Weiss, “Mechanical Cognitivization: A kinematic system
proof of concept” Adaptive Behavior, vol. 23, no. 3, pp. 155–170, 2015.
In the Adaptive Behavior paper, the author contributed to the design and implemen-
tation of the simulation scenarios, where the robot was trained to reach a target from
different locations. The controller of the robot was synthesized using an evolutionary
algorithm adapted from the one presented in Section 3.1.1.3 of the thesis.
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1.5 Thesis Outline
This thesis is structured as follows:
• Chapter 2 describes the background of the thesis as well as the related work pre-
sented in the literature.
• Chapter 3 introduces a metric-free system identification method—Turing Learn-
ing. It is applied to learn two swarm behaviors (self-organized aggregation [22] and
self-organized object clustering [23]) through observation. Section 3.1 describes
the implementation of Turing Learning and the two swarm behaviors. Section 3.2
introduces the simulation platform and setups for performing coevolution runs.
Section 3.3 presents the results obtained from the two case studies. In particular,
Section 3.3.1 analyzes the evolution of models, objectively measuring their quality
in terms of local and global behaviors. Section 3.3.2 investigates the coevolution-
ary dynamics. Section 3.3.3 investigates the evolution of classifiers, showing how
to construct a robust classifier system to potentially detect abnormal behaviors in
the swarm. Section 3.3.4 studies the effect of observing only a subset of agents
in the swarm. Section 3.3.5 presents a study where an aspect of the agents’ mor-
phology (their field of view) and brain (controller) are inferred simultaneously.
Section 3.3.6 shows the results of using Turing Learning to learn other swarm be-
haviors. Section 3.3.7 presents a study showing the method’s sensitivity to noise.
Section 3.4 summaries the findings in this chapter.
• Chapter 4 presents a real-world validation of Turing Learning to infer the behav-
ior of a swarm of physical robots. Section 4.1 introduces the physical platform,
which includes the robot arena, the robot platform and the sensors implementa-
tion. Section 4.2 details the tracking system, including motion capture and video
processing. Section 4.3 describes the programs executed by each component (ma-
chine, agent and replica) during the coevolutionary learning process. Section 4.4
describes the experimental setup. Section 4.5 discusses the results obtained. This
includes the analysis of the evolved models and the analysis of the evolved classi-
fiers. Section 4.6 analyzes the sensitivity of Turing Learning for individual failure
during the experimental trial. Section 4.7 summaries the results obtained and
discusses the findings in this chapter.
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1.5 Thesis Outline
• Chapter 5 investigates how to infer the deterministic and stochastic behaviors of
an agent through interactive Turing Learning. The machine not only observes the
behavior of the agent but also interacts with it through changing the stimulus
that influences the agent’s behavior. This chapter is organized as follows. Sec-
tion 5.2 describes the methodology, illustrating how Turing Learning is extended
to have interactive capability. The deterministic and stochastic behaviors under
investigation are presented as two case studies (Sections 5.3 and 5.4). Section 5.3.1
describes the deterministic behavior. Section 5.3.2 presents the simulation setup.
Section 5.3.3 presents the results of inferring the deterministic behavior. Sec-
tion 5.4.1 describes the stochastic behavior (using a state machine) for the general
case. Section 5.4.2 presents the simulation setup for inferring the stochastic be-
havior. Sections 5.4.3 and 5.4.4 present the obtained results for the case of 2 states
and 3 states, respectively. Section 5.5 summaries the chapter.
• Chapter 6 concludes the thesis and discusses the future work.
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2 Background and Related Work
This chapter comprises three parts. Section 2.1 briefly introduces the background, in-
cluding the development of artificial intelligence (AI) and robotics, and some related
work in automation science. Section 2.2 reviews the development of evolutionary com-
putation, which is the main technique used in this thesis. It introduces biological evo-
lution, the principles, strengths and weaknesses of evolutionary computation, and its
applications. Section 2.3 reviews how AI/robotics and animal behavior study benefit
from each other. It gives examples of how animal behavior inspires AI/robotics and of
how to investigate animal behavior using AI/robotics techniques.
2.1 Background
2.1.1 Development of AI and Robotics
Intelligence is a natural part of life. Humans and other biological creatures exhibit many
behaviors (e.g., decision making and foraging) that require intelligence. However, intel-
ligence is not a property that is limited to biological creatures. It should be equally
applicable to machines. The term artificial intelligence emerged in a conference in 1956
at Dartmouth College, where several researchers (e.g., Marvin Minsky and John Mc-
Carthy) who were later considered pioneers of this field, discussed the development of
digital computers and the future of AI. The definition of AI is still a disputed topic.
Some researchers argue that AI is to simulate the intelligent behaviors that are observed
in humans and other biological creatures using computers or machines. That is, an
intelligent machine should be able to exhibit behaviors similar to that of living crea-
tures when encountering the same problems [24]. Others give the following definition:
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“Artificial Intelligence is the study of mental faculties through the use of computational
models” [25]. According to Fogel [26], an intelligent system should know how to make
decisions in order to fulfill a goal (e.g., solving a problem). In other words, instead of
pre-programming the machine using human’s knowledge, it should be able to learn and
adapt. In [27], Minsky argued, “Why can’t we build, once and for all, machines that
grow and improve themselves by learning from experience? Why can’t we simply explain
what we want, and then let our machines do experiments or read some books or go to
school, the sorts of things that people do?” In 1950, Turing [28] proposed an imitation
game, which is nowadays known as the Turing test, to discuss a question: “Can machine
think?”. Although whether a machine could pass the Turing test or not was beyond the
consideration at that time, it was accepted as a notion that a machine could learn and
adapt to mimic human behavior.
In the 1970s, the emergence of expert systems—computer programs that mimic human
experts’ decision-making capability [29], significantly promoted the development of AI.
An expert system can solve complicated problems through reasoning about the knowl-
edge (which is mainly represented as if-then rules) it has. In an expert system, there are
two elements— a knowledge base and an inference engine. The knowledge base includes
facts and rules that are known to the system. The inference engine utilizes the facts
and rules to make decisions and derive new rules, which are then stored in the sys-
tem to update the knowledge base. Expert systems have many real-world applications
such as medical diagnosis [30], scientific hypothesis formation [31], and structural safety
monitoring [32].
The rules in an expect system can be expressed using Boolean logic or Fuzzy logic.
In Boolean logic, every condition in the rules is either true or false. Fuzzy logic was
introduced by Zadeh [33] to describe a degree of truth. For example, a cup with water is
described as “full (1)” or “empty (0)” using Boolean logic; however, in Fuzzy logic, it can
also be described using some fuzzy expressions such as “almost full”, “half full”, “near
empty”. Fuzzy logic is commonly used in our daily life. An example rule in an expert
system using Fuzzy logic is: IF the temperature is cold, THEN turn the heater on. In
stock markets an old saying is: “buy low, sell high”. However, whether the stock value
can be considered as low or high depends on the stock curves in a particular situation.
Fuzzy systems have many commercial applications, such as in air conditioners, digital
cameras and hand writing recognition.
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Another representation of AI is the neural network, which mimics the processing ability
of nervous systems of biological organisms (especially the human brain). Through a
combination of weights and excitation functions (e.g., sigmoid functions), neural net-
works can accomplish many tasks observed in humans, such as pattern recognition and
image processing.
Robotics is a field in which machines interact with their environment to accomplish
certain tasks. While AI and robotics are not essentially connected, they are often used
together to make robots appear intelligent. For example, a robot with AI can move
autonomously and make decisions while interacting with the environment it is operating
in. Through combining AI and robotics, machines can be created in such a way that
they can learn and adapt to a changing environment. In [34], a robot was built to be
capable of automatically finding compensatory behaviors after going through damage in
a locomotion task.
There are two common paradigms adapted for the control of a robot: deliberative
paradigm and reactive paradigm. In deliberative paradigm, the robot operates on
a top-down fashion and its action mainly depends on planning. A typical cycle is:
sense → plan → act. In the sensing stage, the robot gets the information from the
world based on sensors such as cameras, infrared sensors, etc. After pre-processing, this
information would then be passed to the central control architecture that integrates all
the sensing information and reasons about it. Based on the knowledge the robot has,
it can decide which action to take to fulfill a goal (e.g., to maximize its reward). This
paradigm has led to many successful applications. The pioneering work is Shakey the
robot, which is capable of reasoning about its own actions [35]. In this work the robot is
operating under simplified conditions (e.g., uniform color and flat floor). Further work
has been done since then to enable robots to tackle complex and changing environments
[36]. In the reactive paradigm the robot makes decisions based on sense→ act without
deliberate reasoning or planing. Instead of building a central reasoning system to inte-
grate all the sensory information, the robot could process it in parallel. Some famous
robots using the reactive paradigm are Allen [37], Herbert [38] and Genghis [39].
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2.1.2 Introduction of Automation Science
With the development of AI and robotics, intelligent and automation systems were
commonly used to assist scientific research. Since the first clinical automated laboratory
management system [40] was created in 1993, such systems are increasingly used in drug
discovery, agriculture, energy labs, etc. In order to accelerate the experimental process,
researchers take advantage of intelligent and automation systems to help, for example,
collect and analyze data, as this can be time-consuming and tedious if carried out man-
ually. The ideal situation is to make a machine conduct scientific research automatically
without or with little human intervention. It could then conduct experiments day and
night in a constant manner without any tiredness.
The field of automation science has been developed to a great extent because of the in-
creasing demands of the drug industry and the relevant fields of biology and chemistry.
High-throughput screening (HTS) systems [41] are one of the early efforts. HTS systems
can, for instance, prepare, observe and analyze data automatically, thus greatly enhanc-
ing the speed of experimental process. Recently, King, et al. [42, 8] have built a “Robot
Scientist”—Adam. It can automatically generate functional genomics hypotheses about
the yeast Saccharomyces cerevisiae and carry out experiments to test and refine the
hypotheses based on techniques developed in AI and robotics. Adam could automati-
cally conduct the cycles of scientific experiments: forming a hypothesis, initializing the
experiments, explaining the results and verifying the hypothesis, and then repeating the
cycle. The functional genomics hypotheses are autonomously generated by intelligent
software and the experiments are conducted by coordinating different components in
the automated system [42]. This “Robot Scientist” is able to conduct numerous exper-
iments and observations in a day. In [43], Gauld et al. developed a digital automated
identification system (DAISY) to identify biological species automatically with high ac-
curacy using an advanced image processing technique. This technology has gone though
great improvement in recent years, enhancing the possibility of automation, or at least
semi-automation, in the process of routine taxonomic identification. In [44], MacLeod et
al. reported that an imaging system that was originally designed for identifying marine
zooplankton was used by the US government for automatically monitoring the Deepwa-
ter Horizon oil spill. They argue that taxonomists and researchers in machine learning,
pattern recognition as well as AI should collaborate with each other in order to better
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identify and name biological species.
Drawing on approaches from various research areas, especially AI and robotics, intel-
ligent and automation systems are playing a vital role in scientific research, allowing
researchers to conduct experiments more efficiently. It is argued that the revolution of
automation science may emerge in a few decades [8].
2.2 Evolutionary Computation
Evolutionary computation is a field studying techniques that are inspired by biological
evolution. We use an evolutionary computation technique to automate the generation
of models during the system identification process.
This section is organized as follows. Section 2.2.1 introduces biological evolution. Sec-
tion 2.2.2 details the principles, strengths and weaknesses of evolutionary computation.
Section 2.2.3 presents three main applications of evolutionary computation and related
work.
2.2.1 Biological Evolution
Biological evolution is about how living organisms evolve to adapt to environmental
changes. According to Darwin’s Theory of Evolution [45], individuals compete for sur-
vival, and the individuals that are better adapted to the environment tend to reproduce
more. This phenomenon is regarded as natural selection. From another point of view,
the genes that help the species survive better would have a higher chance of being pre-
served and passed on to the next generation, while the genes that are harmful would be
abandoned.
Natural selection tends to accumulate beneficial genetic organs [46]. Suppose that some
members in a species have evolved a functional organism that is very useful (e.g., a wing
that can fly). This makes it easier for these members to find food or avoid predators. The
offsprings that inherited such an advantageous function are more likely to live longer and
reproduce more; the other members without the advantageous function are less likely
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Table 2.1: The relationship between different species that coevolve. Symbols ‘+’, ‘-’ and
‘0’ represent beneficial, harmful and neutral in a relationship, respectively.
For example, “+, -” indicates A benefits and B get harmed.
the influence of species A
+,+ (reciprocity) +,0 (symbiosis) +,- (predation)
the influence of species B 0,+ (symbiosis) 0,0 (neutral) 0,- (amensalism)
-,+ (predation) -,0 (amensalism) -,-(antibiosis)
to reproduce. Natural selection helps the species to adapt better to their environment.
At the same time, it also accelerates the extinction of the species that can not adapt
well to environmental changes. For instance, the dinosaur used to be a dominant species
in the past. Their size was a big advantage when the climate was mild. However, as
the climate changed dramatically (e.g., extremely cold or hot), the big body was no
longer an advantage as it needed too much energy. This may accelerate the extinction
of dinosaurs [47].
Coevolution is a special form of evolution, which involves the simultaneous evolution of
two or more dependent species. A typical example of coevolution is fox and rabbit or
parasite and host. In nature, survival abilities of species are coupled. That means, the
survival ability of one particular species depends not only on its DNA (genes) grouped
as chromosomes, but also on other species. For a specific species, there can be three
relationships with other species: beneficial, harmful and neutral [48]. Therefore, through
permutation and combination, the relationship between two species can be summarized
in Table 2.1. It includes six concrete relationship: reciprocity, neutral, symbiosis, amen-
salism, predation and antibiosis [48].
2.2.2 Introduction of Evolutionary Computation
2.2.2.1 Principles
Based on the principle of biological evolution, the genetic algorithm (GA) was proposed
by Holland in the 1960s [49]. There is a population of solutions in a GA. The solution for
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a given problem is represented as a chromosome, which contains several genes. Each gene
could be a bit, integer, or floating-point number. The GA is driven by a fitness function,
which defines the quality of the candidate solutions in the population. The evolutionary
process is to optimize (e.g., maximize) the fitness of the individuals. There are three
genetic operators: selection, crossover and mutation. In each generation, the individuals
with high fitness have a higher chance of being selected to the next generation and
producing offsprings (e.g., through crossover). Mutation can be, for example, realized
by randomly changing a particular gene. Mutation in GA serves the same function as
it is in biological evolution. It creates diversity in the population.
There are other types of evolutionary algorithms. Fogel, Owens and Walsh invented
evolutionary programming (EP) [50]. Rechenberg and Schwefel introduced evolution
strategies (ES) [51, 52], which are mainly dealing with real-value continuous optimization
problems. In the early 1990s, another type of evolutionary algorithm called genetic
programming (GP) was presented by Koza [53]. Fig. 2.1 shows a brief classification of
evolutionary algorithms.
Evolutionary 
Algorithms
Genetic
Algorithm
Evolutionary
Programming
Evolution
Strategies
Genetic
Programming
Figure 2.1: Classification of evolutionary algorithms
Nowadays, evolutionary algorithms have adopted a unified approach [54, 55, 56]. This
comprises five steps: initialization, evaluation, mutation, selection and termination. At
the beginning, a random population of individuals is initialized. Each individual is
represented as a string (chromosome), which contains several genes (e.g., floating point
numbers). These strings encode the candidate solutions. Different chromosomes are
then evaluated using a predefined fitness function. The fitness of individuals in the
population only depends on their own chromosomes. Selection happens after evaluation
of each individual, and the ones with higher fitness are more likely to be selected to the
next generation and have offsprings. The offsprings would go through mutation, which
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helps to maintain the diversity of the whole population. Fig. 2.2 show a diagram of how
the evolutionary algorithms proceed.
Initialization
evaluation variation
meet termination 
criteria?
termination
No
Yes
selection
Figure 2.2: This diagram shows the flow of evolutionary algorithms. Adapted from [57].
As it is mentioned before, the species in nature are not independent, and they coevolve.
The different kinds of relationship in Table 2.1 show that the evolution of individuals
among species are coupled. Coevolutionary algorithms, which coevolve simultaneously
two or more populations, are widely adapted to solve real-world problems [58, 59, 60, 61].
In principle, coevolutionary algorithms can be considered of comprising several sub-
algorithms, each of which could be an evolutionary algorithm. These sub-algorithms
interact with each other in the fitness calculation process. In other words, the fitness
of individuals in one population not only depends on its own chromosome, but also on
the performance of other individuals from another population during the coevolutionary
process.
The essential difference between evolutionary algorithms and coevolutionary algorithms
is the way of fitness evaluation. In coevolutionary algorithms, the individual’s fitness de-
pends on its performance and that of the individuals from the other populations. Coevo-
lutionary algorithms are generally divided into two categories—competitive coevolution-
ary algorithms (Comp-CEA) and cooperative coevolutionary algorithms (Coop-CEA).
A Comp-CEA assesses each individual by its competitive performance with respect to
its opponents, while Coop-CEA assesses each individual by its cooperative performance
with respect to its co-operators. As discussed by Dawkins and Krebs [62], competitive
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Table 2.2: A summary of different concepts of fitness in evolutionary computation.
Fitness Concept
Objective fitness
Defined using an objectively-given and typically unchanging
fitness function; commonly used in single-population evolution-
ary algorithms.
Subjective fitness
Defined using a relative evaluation that is subjective, as de-
pending on the changing population(s).
coevolution can produce the phenomena of “arm races” where the complexity of each
population increases. The evolution of one population may drive another population to
evolve new strategies, which makes the individuals of both populations evolve a higher
level of complex behavior. Generally, Coop-CEA is applied to the situation in which the
problem can be divided into several sub-problems. Several cooperative populations are
evolving simultaneously, and each individual of a sub-population represents a part of
the solution. The fitness of an individual could be the quality of the solution formed by
the combination of the individual with those from other sub-populations. In the rest of
the thesis, we only discuss Comp-CEAs, which will also be referred to as coevolutionary
algorithms in general.
In coevolutionary algorithms, the fitness of individuals is called subjective fitness [63].
An individual’s subjective fitness is based on the performance of its temporary opponents
from the current generation or a combination of current and past generations. The fitness
of individuals with the same chromosome may vary in different generations because of
changing opponents. Conversely, the fitness in evolutionary algorithms is called absolute
or objective fitness. Table 2.2 summaries the concepts of subjective and objective fitness
in evolutionary computation.
Suppose there are two populations in a coevolutionary algorithm. One is called “learner”,
and the other is called “evaluator”. Let L represent a set of learners and E represent a set
of evaluators. For a learner, a simple way of calculating its subjective fitness is to count
the number of evaluators (in the current population) that this learner defeated [64]. It
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is described in equation (2.1) as follows (reproduced from [48]):
∀i ∈ L⇒ CFi =
∑
j∈E,idefeatsj
1. (2.1)
CFi is the fitness of learner i.
Another fitness calculation approach is called competitive fitness sharing [58] as de-
scribed in the following (reproduced from [48]):
∀j ∈ E ⇒ Nj =
∑
k∈L,kdefeatsj
1. (2.2)
∀i ∈ L⇒ CFi =
∑
j∈E,idefeatsj
1
Nj
. (2.3)
Nj represents the number of learners that could defeat evaluator j.
In competitive fitness sharing [58], the learner that could defeat the more competitive
evaluator gets a higher reward. For example, if learner i, in a population is the only
individual to defeat evaluator j, this learner’s accumulative fitness is increased by 1, as
Nj is equal to 1 in Equation (2.3). The aim of using competitive fitness sharing is to
preserve/award the learner that possesses genetic material that is worth passing to the
next generation.
There are many ways to choose the evaluators (temporary opponents). Random Pair-
ing [65] means finding a random temporary opponent for each learner. In a single
elimination tournament [66], all the individuals are randomly matched, and the losers
are taken out and the winners are selected into next the round of random matches. Al-
ternatively, Round Robin [65] pairs all evaluators temporarily with each learner. There
are also other ways such as K-random opponent [66] and shared sampling [58]. The
evaluation time for random pairing is the shortest, but the performance is the worst;
the calculation time for round robin is the longest, but the performance is the best [48].
In the coevolutionary method (Turing Learning) proposed in this dissertation, a fitness
calculation similar to Round Robin is chosen.
20
2.2 Evolutionary Computation
2.2.2.2 Strengths
The advantages of evolutionary computation can be summarized in the following [67]:
• Conceptually Simple: Evolutionary computation techniques can be implemented
using simple genetic operators (e.g., selection, crossover, mutation) as mentioned
in Section 2.2.2.1.
• Task-independent: Evolutionary computation techniques can be used for optimiza-
tion. Many tasks in reality can be treated as function optimization or black-box
optimization problems (which will be detailed in Section 2.2.3.1).
• Parallel Computing: Evolutionary algorithms can run in parallel to accelerate the
evolutionary process. The individual can be evaluated independently according to
the fitness function. However, the selection and recombination process is normally
done in series.
• Robust to Changes: Evolutionary computation is robust to changes in circum-
stances. Once the circumstances have changed, the evolved solutions can be used
as a start for further development without the need to restart the whole process
[68].
Apart from the general advantages of evolutionary computation, coevolutionary algo-
rithms have the following two advantages:
• Open-Ended Evolution: Coevolutionary algorithms can create an open-ended evo-
lution for each population due to the complex interaction between the competing
populations during the coevolutionary process. Such open-ended evolution could
encourage the appearance of new building blocks, thus maintaining the diversity
of populations. In Darwin’s natural selection, this phenomenon is referred to as
“arms race” [62], which leads each species to continuously improve.
• No Absolute Fitness Needed: Coevolutionary algorithms can be applied to solve
problems in which absolute fitness can not be effectively defined. For example,
when evolving a chess program, it is challenging to define a fitness to qualify it,
although playing against fixed programs would be an option [69]. An alternative
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way of evaluating a chess program is making it play with competing programs and
then calculating its subjective fitness [64, 70].
2.2.2.3 Weaknesses
The main weakness of evolutionary computation is that it usually requires significant
(computational) efforts to obtain good solutions. In simulation, this would not necessar-
ily be a problem; however, if the evaluation needs to be conducted on a physical system,
it would take a long time and may also be expensive.
There is no guarantee that using evolutionary computation techniques can always find
the optimal or right solution. This may limit its use on some tasks that have a high
demand of safety, as an occasional error may cause a system failure.
Apart from the general disadvantages of evolutionary computation techniques, in par-
ticular, there are three main pathologies of coevolutionary algorithms:
• Red Queen Effect: When the Red Queen effect happens, two populations compete
with each other and their subjective fitness keeps increasing during the coevolu-
tionary process, however their objective fitness does not constantly improve. On
the other hand, their objective fitness increases, but the subjective fitness does not
reflect such situation [59].
• Cycling: In coevolutionary algorithms, the criteria (temporary opponents) used for
evaluating an individual (solution) is changing over generations. As a consequence
of this, some solutions in the previous generations may be lost and rediscovered
later. This phenomenon is referred to as cycling [63]. A method of overcoming
the problem of “cycling” is “hall of fame”[58]. “Hall of fame” retains the good
individuals from the previous generations, and these obtained individuals may be
selected to be temporary components to evaluate the individuals from the com-
peting population in the current generation.
• Disengagement: During the coevolutionary process, when one population is en-
tirely better than the other, disengagement will occur. In this case, the selection
criteria will not make sense, since the subjective fitness of individuals in each pop-
ulation is constant. The lack of selective pressure would cause each population to
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diverge. Common methods for addressing the disengagement problem is “resource
sharing” [71] and “reducing virulence” [63].
2.2.3 Applications of Evolutionary Computation
Evolutionary computation techniques are widely used for solving various engineering
tasks such as image processing, pattern recognition, robot control and system identi-
fication. Many real-world applications of evolutionary computation can be found. In
the area of nanophotonic light trapping, a need is the development of low cost thin film
solar photovoltaic technologies. A traditional way is fixing the structure according to
an expert’s experience and trying to find good parameters. In [72], a highly efficient
light-trapping structure was designed using a genetic algorithm. It was shown that this
structure can increase the trapping efficiency three times compared with the classic de-
sign. Another successful example is using evolutionary algorithms to design antennas
for NASA’s Space Technology spacecraft [68], and one of the antennas was used in the
mission. The antenna is a critical device for a spacecraft to communicate with the
ground, as faulty communication may cause data loss or even a failure of the spacecraft.
The antennas designed using evolutionary algorithms are significantly better than those
designed by human experts.
In the following sections, we will focus on three main fields in which evolutionary com-
putation plays a role.
2.2.3.1 Black Box Optimization
A prominent application of evolutionary computation is black box optimization. Black
box optimization refers to optimizing an objective function without assuming the hidden
structure (e.g., linear or differentiable) [73]. In particular, the aim is to find a set of
inputs that can maximize or minimize the output of the objective function. Fig. 2.3
shows a diagram of the black box optimization. In the following, we list a few cases that
evolutionary computation could be applied to solve hard optimization problems [74].
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objective function
outputinput
optimizer
Figure 2.3: This diagram shows the process of black box optimization. The task is to find
a candidate solution (input) that can optimize (e.g., maximize or minimize)
the objective function.
• High-dimensional: As the dimension, n, of the objective function increases, the
search space increases exponentially. This is called “curve of dimension” by Bell-
man [75]. If we have to optimize a function that has 30 dimensions, and each
dimension only has 20 parameter values to be selected, for a grid search in which
all the possible solutions are evaluated, it will take 2030 evaluations. Suppose that
each evaluation takes 1µs, the grid search would take more than 3 · 1031 years.
Using evolutionary computation techniques can shorten the time to find a good
solution.
• Multi-Model: Multi-model means a system (function) has more than one optima
(e.g., Rastrigin Function). The one(s) with the best fitness value is (are) considered
as global optima, and the others are considered as local optima. These local
optima can be misleading for gradient-based search algorithms (e.g., hill climbing
algorithm), as the solutions may get trapped. Evolutionary algorithms are shown
to be effective to find global optima [76].
• Non-separable and non-differential: A function, g(x1, x2, · · · , xn) is non-separable,
if it can not be expressed as: g(x1, x2, · · · , xn) = g(x1)g(x2) · · · g(xn). For a separa-
ble function, it would be much easier to optimize each variable separately. However,
for a non-separable system, the variables can be coupled. Also, the function may
not be differentiable, which makes many mathematical optimization algorithms
(e.g., quasi-Newton BFGS algorithm [77] or conjugate gradient algorithm [78])
infeasible.
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• Multi-objective: When encountering real-world problems, we usually need to deal
with multiple objectives, which need to be optimized simultaneously. For example,
when designing a car, the engineers need to consider the shape, performance of
the engine and cost. As some of the objectives are conflicting, the designer should
find a Pareto optimal solution [79] in which none of the values of the objective
functions can be increased without decreasing the value of other objective func-
tions. Evolutionary multi-objective optimization is a technique to generate Pareto
optimal solutions. For a review, see [79].
2.2.3.2 Evolutionary Robotics
Another application of evolutionary computation is evolutionary robotics, in which the
controller and/or morphology of a robot are automatically generated [80, 81]. The user
considers the robot as a whole and only needs to specify the optimization criteria which
are represented by a fitness function. The fitness function could be single-objective or
multi-objective. The aim is to optimize the fitness using evolutionary algorithms.
To optimize controllers of a robot, the normal procedure is as follows. First, an initial
population of random controllers is generated. Each controller is represented by a chro-
mosome. If the controller is a neural network, the chromosome could be a vector of real
numbers. Each controller is tested on the robot (in simulation or reality), and the robot’s
performance for some specific task is measured and evaluated using a pre-defined fitness
function. The ‘fitter’ controller (i.e., with higher performance) has a higher chance of
being selected and generating offspring in the next generation. This process iterates
until a good solution is found.
A common control structure that is adapted in evolutionary robotics is the artificial
neural network due to its simple representation [82, 83]. According to the types of
control strategies, different neural networks can be chosen (forward neural networks and
recurrent neural networks, etc.). After selecting the structure of the robot controller,
evolutionary algorithms are used for optimizing the weights of the neural networks. Note
that one can even evolve the structure (topology) and weights of the neural networks [84].
There are two main research aims in evolutionary robotics [80]: 1) engineering—developing
the control strategy for robots; 2) biology—to understand biological systems using sim-
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ulated (or physical) evolution. In engineering contexts, a range of work has been pre-
sented, ranging from simple behaviors, such as phototaxis behavior [85] to complex
behaviors such as navigation [86] and locomotion [87] of robots with multiple degrees
of freedom. In biology contexts, evolutionary robotics is used as a tool to understand
the general principles of evolution. It provides an efficient way to validate or even cre-
ate hypothesis based on evolution in simulation or real robots, compared with the slow
evolutionary process in nature. AVIDA [88] and AEvol [89] are two computer software
systems that are used for studying the evolution of bacterias. In hypothesis validation,
evolutionary robotics was used as a tool to investigate some key issues in biology. For
example, whether altruism plays an important role in cooperation among species [90, 91],
the conditions of emergence of communication during the evolution [92], how morphology
and control are coupled [93], and the coevolution of predator and prey [94, 95].
Two methodologies are adapted in evolutionary robotics. The first one is evolving the
robot’s solutions in simulation and then transferring the best solution to a physical robot.
The other is evolving the solutions directly on the physical robot. A drawback of the first
method is the reality gap [96]. That is, the simulation used for generating the solutions
may not match the robot’s real operating environment, causing a reduction in perfor-
mance when testing the solution in reality. Many studies aimed at reducing the reality
gap [97, 98, 99]. In [97, 98], the authors presented the transferability approach to improve
the control quality of a robot. The controllers were generated in simulation, and the
best controller (selected according to multiple criteria) was transferred to the real robot,
and the data collected was used for refining the simulator. This increased the quality of
controllers generated in simulation, and also reduced the number of experiments to be
conducted on the real robot. Some researchers also investigated implementation of evo-
lution directly on the physical robot [86, 100, 101]. In [86], the evolution was performed
entirely on the real (Khepera) robot to evolve the controller to perform a navigation
task. An advantage of this is that the reality gap has been avoided; however, it may take
a significant amount of time to evolve a desirable solution. In [86], it took two weeks
to evaluate only 100 generations. The power supply is a problem when the robot uses a
battery, as it can only last a limited time. Although the authors in [86] used a wire to
connect the robot with a charging station, this is not desirable for outdoor experiments
and when using multiple robots. Recently, a distributed online onboard evolutionary
method (artificial embodied evolution) has received much attention [102, 103, 104, 105].
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In artificial embodied evolution, the population is distributed among different robots,
and the gene exchange is done through mating. Each robot only exchanges its genes
with its nearby neighbors. There is no central control over the group of robots. This ap-
proach is suitable for the situation where the environment that the robots are operating
in is not predictable or changing after deploying the robots. The robots need to adapt
to the changing environment, while satisfying certain basic requirements inserted by the
designers. A more challenging research area could be evolving both the morphology and
controller of the robots in a distributed manner—evolution of things [106, 57]. This
forms an open-end evolution among different artifacts, which is similar to the process
of how living creatures evolve in the real world. The fast development of 3D printing
makes this method appealing [107].
2.2.3.3 System Identification
System identification concerns the synthesis of models of a hidden system through con-
ducting a set of experiments. It is widely used in both academia and industry [108, 12].
The experiments are conducted by feeding a series of inputs into the system and collect-
ing the outputs corresponding to these inputs. The objective is to find a model that fits
the inputs and outputs.
There are two system identification approaches: the oﬄine approach and the online
approach [108]. In the oﬄine approach, the observed data is collected first, and the aim
of modeling is to generate a model that fits the observed data. This method is often
used when the data is simple to collect or the parameters and operating environment
of the system do not change much in a short time. However, in some cases, parameters
of the target system may be time varying. That means the obtained model based on
the previous observations can not be applied to subsequent situations. Through the
online system identification method, the model can be updated using new observed
experimental data. The two approaches of system identification are shown in Fig. 2.4.
Note that for some systems, there are only outputs.
System identification can be divided into two main procedures: modeling and estimation.
Modeling defines the order or general structure of the hidden system [110]. Estimation
identifies the parameters associated with the given structure. There are many algorithms
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(a) oﬄine
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Model update
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Figure 2.4: Diagrams showing two approaches for system identification. (Ii, Oi), where
i ∈ {1, 2, · · · , n}, represent pairs of input and output data. Redrawn from
[109].
to determine the parameters for a given structure. Typical estimation algorithms are
recursive prediction error methods [111], which are based on gradient search. Gradient
search methods, such as greedy algorithms, may easily get trapped in local optima, es-
pecially when there are numerous local optima near the global optimum. An alternative
search method is using evolutionary algorithms. There are some system identification
methods that combine the modeling and estimation process, for example, the NAR-
MAX method [12]. Neural networks can be also used, as their structure and weights
(parameters) can be optimized simultaneously. The disadvantage of neural networks for
modeling is they are difficult to interpret especially when consisting of multiple layers.
Genetic programming provides an alternative way for finding the structure and param-
eters of the system. The models represented by genetic programming can be described
in a tree-based structure. As the structure in genetic programming is evolving, the ob-
tained model may be of a different structure in different runs [112]. Bloating [56] is a
problem in genetic programming, where the growth of the tree increases the complexity
of the model structure.
28
2.2 Evolutionary Computation
Coevolutionary algorithms provide an effective way for system identification [59], [113,
114, 115, 16, 116, 117]. A range of work has been performed on simulated agents. In [113],
Bongard and Lipson proposed the estimation-exploration algorithm, a nonlinear system
identification method to coevolve inputs and models in a way that minimizes the number
of inputs to be tested on the system. In each generation, the input that leads to the
highest disagreement between the models’ predicted output in simulation was carried
out on the real system. The quality of the models was evaluated by quantitatively
comparing the output of the real system and the models’ prediction. The method was
applied to evolve morphological parameters of a simulated quadrupedal robot after it
undergoes ‘physical’ damage. In a later work [114], they reported that “in many cases
the simulated robot would exhibit wildly different behaviors even when it very closely
approximated the damaged ‘physical’ robot. This result is not surprising due to the fact
that the robot is a highly coupled, non-linear system; thus similar initial conditions [...]
are expected to rapidly diverge in behavior over time”. They addressed this problem by
using a more refined comparison metric reported in [114]. In [115], an algorithm that is
also based on coevolution of models and inputs was presented to model the simulated
quadrotor helicopter and improve the control quality. The inputs were selected based on
multiobjective performances (e.g., disagreement ability of models as in [113] and control
quality of a given task). Models were then refined through comparing their prediction
to each selected test trajectory. In [118], the damage detection process is conducted by
a coevolutionary algorithm to extract the maximum information from the system. In
[119], a coevolutionary algorithm was applied to estimate chaotic time series, in which
the test data that can extract hidden information from the chaotic system co-evolves
with the models. As in other system identification methods, predefined metrics play a
critical role for evaluating the performance of models.
Many studies also investigated the implementation of evolution directly in physical en-
vironments, on either a single robot [120, 121, 34] or multiple robots [122]. In [120],
a four-legged robot was built to study how it can infer its own morphology through
a process of continuous self-modeling. The robot ran a coevolutionary algorithm on-
board. One population evolved models for the robot’s morphology, while the other
evolved actions (inputs) to be conducted on the robot for gauging the quality of these
models through comparing sensor data collected. In [122], a distributed coevolutionary
approach was presented to coevolve on-board simulators and controllers of a group of
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ten robots to perform foraging behavior. Each robot has its own simulator which mod-
els the environment. The evolution of each robot’s simulator was driven by comparing
the real-world foraging efficiency (a pre-defined fitness metric) of its nearby neighbors
each executing the best controller generated by their own simulators. Each robot has
a population of controllers, which evolved according to the robot’s on-board simulator.
The best controller was chosen for performing real-world foraging. In all of the above
approaches, the model optimization is based on pre-defined metrics (explicit or implicit),
which are task dependent.
2.3 Combining AI/Robotics and Animal Behavior
The variety of animal behaviors in nature is immense, ranging from simple perception
of light to complicated behaviors such as navigation and communication. The scientific
study of animal behavior is pursued not only because it is a subject of interest in itself,
but also because the knowledge gained from it has several practical applications. In
AI/Robotics, there is a large interest in studying animal behavior, as the model/knowl-
edge learned can be used to build more intelligent machines. At the same time, building
a machine that mimics an animal helps researchers to better understand its behavior. In
this section, we review how AI/robotics and animal behavior study benefit each other.
This section is organized as follows. Section 2.3.1 introduces a variety of animal behaviors
observed in nature. Section 2.3.2 details how animal behavior can be used as inspiration
to solve engineering tasks, especially in the area of AI/robotics. Section 2.3.3 shows how
AI/Robotics can contribute to ethology, which is the (ultimate) aim of this thesis.
2.3.1 Animal Behavior in Nature
Compared with the behaviors exhibited by complex animals such as mammals, insect
behavior has been also widely studied by researchers. The simple neural system of insects
makes it more feasible to replicate the intelligence.
A basic insect behavior is taxis, which is its intrinsic behavioral response to a specific
stimulus. Taxis is divided into different types according to the stimulus. These behaviors
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include phototaxis (light), chemotaxis (chemicals), thermotaxis (temperature), etc. An
interesting taxis behavior of crickets is that the female crickets perform complex auditory
orientation behavior towards the male crickets. Researchers have found this complex
sound localization behavior emerges from simple reactive steering responses to specific
sound pulses generated by male crickets [123]. Apart from taxis behaviors, some insects
use the stimuli as cues for navigation or migration. For instance, the bee uses its vision
system to navigate in the air and avoid obstacles. Another interesting behavior found
in insects is the ball movement of dung beetles [124]. Once the dung beetles form the
pieces of dung into a ball, they always roll the dung-ball in a straight line using various
stimuli (e.g., the moon, sun and polarised light [125, 126]) as visual cues to transport
the food source. This behavior ensures that they keep away from the competitors as
far as possible. The stimulus-response behaviors in insects mentioned above have been
investigated by biologists for centuries. Although the behavior exhibited by insects may
be simple and easy to mimic, it is not trivial to be modeled and well understood [127].
When investigating such behaviors, biologists need to learn how to interact with the
animal in a meaningful way to extract all of its behavioral repertoire.
Apart from the behavior of a single animal, swarm behaviors, which are emergent (collec-
tive) behaviors that arise from the interactions of a number of animals (especially social
insects) in a group, have also been widely observed in nature. The individual behaviors
in a swarm tend to be relatively simple [18]. The global behavior that is exhibited in
a swarm is a result of a self-organized process. Researchers found that individuals do
not need the representation or complex knowledge to build a map of what the global
behavior should be [128]. From the point of control, swarm behavior is a distributed
control system which does not rely on central coordination.
Many swarm behaviors are observed in nature. For example, the birds’ flocking behavior
is of particular interest to humans. This is not only because of their aesthetic shape
formed in a group, but also because of the way the birds coordinate each other to
maintain that shape. A simple mathematical model was proposed by [129] to describe
the individual behavior of each bird in a flock. The three rules are: attraction, repulsion
and alignment. In the attraction rule, the birds will be attracted by their neighbors,
and this would result in each bird moving towards to the ‘center’ of their neighbors.
Repulsion means the bird needs to avoid colliding with each other. Alignment assumes
that each bird moves in the same direction with its neighbors. Although there is no proof
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that flocking birds follow exactly these three rules, it is attractive that boids in simulation
following such simple rules can mimic the real flocking behavior closely. There are many
other swarm behaviors which are also studied extensively such as the aggregation of
cockroaches [130], foraging in ants [131], flashing synchronization in fireflies [132], and
mound building in termites [133].
2.3.2 Swarm Optimization and Swarm Robotics
In this section, we review some techniques that are inspired by observation of animal
behaviors. Section 2.3.2.1 reviews two bio-inspired algorithms— the ant colony opti-
mization algorithm [134] and the particle swarm optimization algorithm [135]. Section
2.3.2.2 introduces how the intelligence observed in animals can be applied in the field of
robotics, in particular, swarm robotics.
2.3.2.1 Swarm Optimization
Ant Colony Optimization
Ant Colony Optimization (ACO) was inspired by the foraging behavior of ants [136].
When an ant finds an item of food, it will leave pheromone on its path back to the nest.
Other ants will be attracted by the pheromone, the strength of which may represent the
quantity/quality of the food. Researchers have found that this indirect communication,
which is know as stigmergy [137], leads them to find the shortest path between their nest
and the location of a food source. The initial application of ACO is to find the optimal
path in a combinational (discrete) problem. Note that nowadays the application of ACO
algorithms ranges from discrete optimization (e.g., routing and load balancing [138]) to
continuous optimization [139].
The principle of ACO algorithms can be summarized by the two steps as follows:
• Use the pheromone model (and heuristic model) to generate candidate solutions.
The pheromone model is a parameterized probability distribution in the search
space. The heuristic model could be the length of the segment chosen.
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• The candidate solutions are used as a bias for sampling high-quality solutions in
the next iteration.
For a complete implementation of ACO algorithms, see [136].
Particle Swarm Optimization
Particle Swarm Optimization (PSO) is another optimization algorithm that is inspired
by the flocking of birds and schooling of fish. It was first proposed by Kennedy and
Eberhart [135]. The initial application is to optimize the weights of neural networks—a
continuous optimization problem. It is also widely used in discrete optimization.
The basic component in PSO is called a particle. A PSO algorithm consists of a finite
set of particles. The movement of each particle is updated using velocity. The velocity
of each particle in each time step is updated based on its current velocity, the deviation
between the best position (the particle has found so far) and its current position, and
the deviation between the best position by its neighbors and its current position. This
usually results in the particles moving towards the high-quality solutions after certain it-
erations. The update of each particle can be written using two equations as follows [135]:
−→v i+1 = −→vi + c1−→R1 ⊗ (−→pi −−→xi ) + c2−→R2 ⊗ (−→pg −−→xi ). (2.4)
−→x i+1 = −→xi +−→vi . (2.5)
−→
R1 and
−→
R2 are independent random number generators that return a vector of random
values in range [0, 1]. c1 and c2 are referred to as acceleration coefficients. (
−→pi −−→xi ) and
(−→pg −−→xi ) represent respectively the deviation between the best position (it has found so
far) and its current position, and deviation between the best position by its neighbors
and its current position. The first item in Eq. (2.4) keeps the particle moving in the
previous direction; the second item makes the particle move towards the best position
of its own; the third position forces the particle move towards to the best position that
its neighbors have found. Eq. (2.5) updates the particle’s position.
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2.3.2.2 Swarm Robotics
In the previous section, we described how swarm behaviors have inspired the design
of novel optimization algorithms. In this section, we introduce how to apply swarm
intelligence techniques to multi-robot research, which is referred to as swarm robotics.
The behaviors of many social insects (e.g, ants, termites, wraps and bees) have been
used as inspirations in swarm robotics.
Swarm robotics investigates how multiple robots each with limited ability communicate,
coordinate, and self-organize to accomplish certain tasks. The advantages of swarm
robotics are as follows:
• Robustness: The robustness of a swarm robotic system can be explained in the fol-
lowing: 1) A failure of a single robot does not influence other robots in the group;
2) the control is distributed; 3) as the individual is simple, it has fewer compo-
nents that could fail. Note that swarm robotic systems can also be affected by
errors. That is, some individuals’ failure would influence the whole self-organized
process [140].
• Scalability: In swarm robotics, a small change of the number of robots does not
have significant impact on the global performance/behavior of the system (unless
the number is sufficiently small). When investigating the performance of a swarm
robotic system, a scalability study is usually considered [141, 142].
• Flexibility: The swarm could adapt to changing tasks and generate relevant solu-
tions, by changing the role of each robot [143].
In order to coordinate, robots need to interact with each other and their environment.
There are three kinds of interaction in swarm robotic systems [144].
• Interaction via environment: Robots communicate by changing the environment.
There is no explicit communication between each robot. In nature, the pheromone
ants leave when foraging is an environmental stimulus for locating a food source.
• Interaction via perception: Robots can perceive each other in a limited range. This
perception is local and there is no explicit communication between the robots. The
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robots can distinguish different items (e.g., other robots, objects) in the environ-
ment. In nature, when ants need to collectively pull food to the nest, they need
to perceive each other (to avoid collision) and the food (object).
• Interaction via explicit communication: This type of communication could be re-
alized by broadcast (e.g., WiFi [145]) or a distributed sensing network [146]. How
to build a reliable network when the number of robots is significantly large is still a
topic widely discussed. When the number of robots increases, the load of commu-
nication increases exponentially. A possible solution is combining the advantage
of network communication and local communication using the robots’ perception.
A range of tasks have been demonstrated in swarm robotics. The tasks range from
aggregation [147, 22, 148, 130], dispersion [149, 150], pattern formation [151, 152], col-
lective movement [153] to cooperative transport [154, 155, 156, 141]. Aggregation can be
considered as the fundamental behavior of other more complex tasks. In [130], a group
of robots mimic the cockroaches’ aggregation behavior, in which the robots join or leave
a nest (place) in the environment with a probability proportional to the size of the nest.
In [22], the robots each with a binary sensor were reported to aggregate into a single
cluster, validated using 40 e-puck robots. The robots do not perform algorithmic compu-
tation. The aggregation performance scales well with 1000 robots in simulation. In [157],
Werfel et al. designed a group of termite-inspired robots that work collectively to build
several structures. The robots communicate with each other using stigmergy. In [153],
a group of nine Kobot robots were reported to mimic the flocking behavior of birds.
These robots followed some simple rules similar to those proposed by Reynolds [129]. In
cooperative transport, Chen et al. [141] presented a strategy for a group of miniature
robots to transport a tall object to the goal. In the task, the robots only push the object
when the robots’ vision of the goal is occluded by the object. This strategy was proved
to be able to push any convex object to the goal in a 2D environment.
2.3.3 Contribution of AI/Robotics to Ethology
In the previous sections, it was reviewed how the study of animal behavior can be
used as inspiration for designing optimization algorithms and robotic systems. However,
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AI/robotics can also benefit the study of animal behavior. This section reviews two
approaches: learning from synthesis and robot-animal interaction.
2.3.3.1 Learning from Synthesis
Ethologists have studied animal behavior for over a century. There are some basic steps
that ethologists follow in the study of animal behavior [158]. The first step is observation,
and after that they formulate some scientific questions on the observed behavior, and
generate hypotheses to answer these questions. They then conduct related experiments
on the animals and collect data. After analyzing the data, the conclusion will be made
to support or reject their hypothesis.
Robotics or artificial life can be used as an alternative methodology to investigate and
understand animal behavior. Robots can be used as physical models of animal behaviors
for testing hypotheses [159, 7]. For example, taxis behavior has often been implemented
on mobile robotic systems for investigating steering and navigation [127]. In [160],
Webb used a robot to model the phonotaxis behavior of crickets [161]. The robot can
locate the position of a sound source and moves towards it under different conditions.
There was good agreement between data collected from experiments with the robot
and animals. Another taxis behavior—chemotaxis, in which animals follow a specific
chemical trail, has been used as a model for robots to find odor sources based on artificial
neural networks [162] and even Braitenberg vehicles [163]. Robots can be used as a
validation for the models obtained from biologists and allow them to better understand
the animal behavior from a synthetic point of view. Besides, roboticists can generate
new hypotheses and test them using (simulated or physical) robots. In a social behavior
study, Balch et al. [164] built executable models of the behaviors of ants and monkeys,
which can be directly executed by multi-robot systems. The aim is to show how research
into multi-robot systems can contribute to the study of collective animal behaviors. In
[165], Chappell et al. argue that there are many ways in which biologists interested in
natural intelligence can learn from AI and robotics, and they outline specific kinds of
contributions that AI can make to biological studies. They also give some suggestions on
how AI and robotics researchers could collaborate with biologists to solve some cutting-
edge problems in animal behavior.
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As opposed to the works mentioned above, the method proposed in this thesis aims to
synthesize models of agent (animal) behaviors automatically, rather than manually. This
could help to spare scientists from having to perform numerous laborious experiments,
allowing them instead to focus on using the generated models to produce new hypotheses.
2.3.3.2 Robot–Animal Interaction
Besides pure robot-based or AI research, researchers also use robots to interact with
real animals. They build and program robots (i.e., replicas) that can be inserted into
the group of social animals [166, 167, 168, 169, 170]. Robots can be created and sys-
tematically controlled in such a way that they are accepted as con- or hetero-specifics
by the animals in the group [171]. In this case, one “animal” in a group is completely
controlled and they can observe the behaviors of the mixed society [172]. The behavior
of the inserted robot can be controlled and the model can also be embedded into the
robot for verification [173]. The behavior of robots can be programmed in such a way
that its behavior is not influenced by other animals in the group, and they can be used
as demonstrators or leaders in the experiments. Further more, it is simpler to test a
hypothesis through controlled interaction in social behaviors.
In [166], a replica fish which resembled the appearance (i.e., visual morphology) of stick-
lebacks was created to investigate two types of interaction: recruitment and leadership.
In [174], a robot-fish that can interact intelligently with live zebrafish to study their
preference and locomotion behavior was designed. In [168], autonomous robots which
executed a derived model were mixed into a group of cockroaches to modulate their
decision-making of selecting shelter in the aggregation behavior. The robots behaved in
a similar way to the cockroaches. Although the robots’ appearance was different to that
of the cockroaches, the robots released a specific odor that the cockroaches could detect
and regard the robots as conspecifics. In [175, 170], Vaughan et al. have built a mobile
robot that can interact with ducks in a circular arena and drive them to the safe place.
In [176], Gribovskiy et al. designed a robot capable of interacting with chicks to study
how the behavior of chicks is influenced by the others in a group.
Although robots which are well designed can be mixed with social animals, building such
kinds of robots is a time-consuming process. It is also expensive to some extent and
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requires the collaboration of researchers from different disciplines. In the aforementioned
works, the models were manually derived and the robots were only used for model
validation. This robot-animal interaction framework could be enhanced through the
system identification method proposed in this thesis, which autonomously infers the
collective behavior.
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As mentioned in Chapter 1, swarm behaviors are emergent behaviors that arise from the
interactions of a number of simple individuals in a group [18]. Researchers in artificial
intelligence and swarm robotics use simulated agents or physical robots to mimic and
understand the swarm behaviors observed in nature, such as foraging, aggregation, and
flocking. This approach is what we refer to as understanding from synthesis. It has
been used to validate models of swarm behaviors, provide insights, or even generate new
hypotheses [168]. The design of controllers for the simulated agents or physical robots
usually adheres to similar conditions to those found in biological swarm systems. For
example, the controllers are distributed, that is, there is no central control for the swarm;
the structure of the controllers is relatively simple.
In this chapter, we demonstrate how the proposed system identification (coevolutionary)
method allows a machine to infer the behavioral rules of a group of homogeneous agents
in an autonomous manner. A replica, which resembles the agents under investigation in
terms of behavioral capabilities, is mixed into the group. The coevolutionary algorithm
consists of two competitive populations: one of models, to be executed on the replica,
and the other of classifiers. The classifiers observe the motion of an individual1 in the
swarm for a fixed time interval. They are not, however, provided with the individ-
ual’s sensory information. Based on the individual’s motion data, a classifier outputs a
Boolean value indicating whether the individual is believed to be an agent or replica.
The classifier gets a reward if and only if it makes the correct judgment. The fitness
of the classifiers thus depends solely on their ability to discriminate between the agents
1Note that ‘individual/robot’ in the context of swarm behaviors refers to a single unit. It could refer to
an agent under investigation or a replica executing a model. However, in the context of evolutionary
algorithms (see Section 3.1.1.3), ‘individual’ refers to a chromosome.
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and the replica. Conversely, the fitness of the models depends solely on their ability to
‘trick’ the classifiers into categorizing them as an agent. Consequently, our method does
not rely on predefined metrics for measuring the similarity of behavior between models
and agents; rather, the metrics (classifiers) are produced automatically in the learning
process. Our method is inspired by the Turing test [177, 178], which machines can pass
if behaving indistinguishably from humans. Similarly, the models, which evolve, can
pass the tests by the coevolving classifiers if behaving indistinguishably from the agents.
We hence call our method Turing Learning.
To validate the Turing Learning method, we present two case studies on canonical
problems in swarm robotics: self-organized aggregation [22] and object clustering [23].
We show that observing individual motion is sufficient to guide the learning of these
collective behaviors. In this chapter, we only present the simulation results. A real-
world validation using physical robots based on one of the case studies will be presented
in Chapter 4.
This chapter is organized as follows. Section 3.1 describes the implementation of Turing
Learning and the two swarm behaviors under investigation. Section 3.2 introduces the
simulation platform and setups for performing coevolution runs. Section 3.3 presents
the results obtained from the two case studies. In particular, Section 3.3.1 analyzes
the evolution of models, objectively measuring their quality in terms of behavioral rules
(accuracy of model parameters) and emergent behavior (compactness of the agents or
objects). Section 3.3.2 investigates the coevolutionary dynamics, which is the subjective
fitness of the evolved models and classifiers over generations. It shows how the models
and classifiers interact with each other during the coevolutionary process. Section 3.3.3
investigates the evolution of classifiers, showing how to construct a robust classifier sys-
tem to potentially detect abnormal behaviors in the swarm. In other words, the evolved
classifiers could be considered as a useful byproduct in Turing Learning. Section 3.3.4
studies the effect of observing only a subset of agents in the swarm instead of observing
all agents. This is critical when the motion data of agents in the swarm is limited.
Section 3.3.5 presents a study where an aspect of the agents’ morphology (their field
of view) and brain (controller) are inferred simultaneously. In order to investigate the
scalability of Turing Learning, Section 3.3.6 shows the results of using this method to
learn other swarm behaviors, where the controllers of the agents are randomly generated.
In Section 3.3.7, a noise study is performed and the obtained results show that Turing
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Learning is robust to noise in the tracking system. Section 3.4 summaries the findings
in this chapter.
3.1 Methodology
In this section, we present the Turing Learning method and two case studies: self-
organized aggregation [22] and object clustering [23]. In both case studies, individuals
execute simple behavioral rules that lead to meaningful emergent behaviors on a global
level.
3.1.1 Turing Learning
Turing Learning uses a coevolutionary algorithm that comprises two populations: one
of models, and one of classifiers. These populations coevolve competitively. In the
following, we describe the models, classifiers, optimization algorithm, fitness calculation
method and termination criterion.
3.1.1.1 Models
We assume to have a replica that has actuation and sensing abilities that are equivalent
to those of the agents under investigation. In other words, the replica must be able
to produce behavior that—to an external observer (classifier)—is indistinguishable to
that of the agent. For example, if the observer tracks the position of a bird in three
dimensions (3D), the replica (which could be artificial or real) must be able to produce
3D motion data. There can be one or more replicas. In Chapters 3 and 4, the replica(s)
will be mixed into a group of homogeneous agents. They should therefore be perceived
by the agents as con-specifics [168]. In Chapter 5, a single replica is studied in isolation.
Models are executed on replicas. The models can be represented explicitly (e.g., param-
eters) or implicitly (e.g., artificial neural networks).
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Figure 3.1: The plot shows the structure of a classifier, which is a recurrent Elman neural
network, with i inputs, h hidden neurons, and one output neuron (O). O
is used for making a judgment. Two bias neurons (which are not shown)
with a constant input of 1.0 are connected to each neuron of the hidden and
output layers. See text for details.
3.1.1.2 Classifiers
The classifier can be any algorithm that takes a sequence of data about the observed
individual as input, and outputs a decision (i.e., whether the observed individual is
believed to be an agent or replica).
We represent the classifier as a recurrent Elman neural network [179], which is shown
in Figure 3.1. As the recurrent neural network has hidden neurons that are feedback
into the input, the network can use its internal memory to process arbitrary sequences
of input. This ability is important for the classifier, which needs to observe the motion
of the individual over a certain time period in order to make a good judgment. The
network has i inputs, h hidden neurons and one output neuron. Each neuron of the
hidden and output layers has a bias. The network has a total of (i+ 1)h+ h2 + (h+ 1)
parameters, which all assume values in R. The activation function used in the hidden
and the output neurons is the logistic sigmoid function, which has the range (0, 1) and
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is defined as:
sigx =
1
1 + e−x
∀x ∈ R. (3.1)
The classifier makes judgments about all individuals—both agents and replica. It ob-
serves each individual over a set period of time (i.e., a trial). The final value of its output
neuron, O, is used to make the judgment: the classifier judges the individual to be a
replica if O < 0.5, and an agent otherwise. The classifier’s memory (value of hidden
neurons) is reset after each judgment.
3.1.1.3 Optimization Algorithm
The optimization of models and classifiers is realized using evolutionary algorithms. In
this thesis, we use a (µ+λ) evolution strategy with self-adaptive mutation strengths [180,
56] to optimize either population. An advantage of using (µ + λ) instead of (µ, λ) is
elitism, which allows the best individual(s) in the current generation to be passed to the
next generation.
The optimization algorithm can be thought of consisting of two sub-algorithms: one
for the model population, and another for the classifier population. The sub-algorithms
do not interact with each other except for the fitness calculation step (described in
Section 3.1.1.4). In each sub-algorithm, the value of µ and λ is equal, which is half of
the population size. The implementation of the evolutionary algorithm is detailed as
follows.
In this algorithm, an individual is a 2-tuple, a = (x,σ), where x ∈ Rn represents ob-
jective parameters, and σ ∈ (0,∞)n represents mutation strengths. The i-th mutation
strength in σ corresponds to the i-th element in x.
Each generation g comprises a population of µ individuals:
P(g) =
{
a
(g)
1 , a
(g)
2 , . . . , a
(g)
µ
}
.
In the population of the first generation, P(0), all the objective parameters are initial-
ized to 0.0 and all the mutation strengths are initialized to 1.02. Thereafter, in every
2Note that initializing the population as all zeros makes it easy to visualize their fitness as all the
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generation g, the µ parent individuals are first used to create λ offspring individuals by
recombination. For the generation of each recombined individual a
′(g)
k , k ∈ {1, 2, . . . , λ},
two individuals are chosen randomly, with replacement, from the parent population: a
(g)
χ
and a
(g)
ψ , where χ, ψ ∈ {1, 2, . . . , µ}. The intermediate population, P ′(g), is produced us-
ing discrete and intermediate recombination, which generates the objective parameters
and the mutation strengths of the recombined individual, respectively:
x
′(g)
k,i = x
(g)
χ,i OR x
(g)
ψ,i, (3.2)
σ
′(g)
k,i =
(
σ
(g)
χ,i + σ
(g)
ψ,i
)
/2, (3.3)
where i ∈ {1, 2, . . . , n} is indexing the elements within the vectors and, in Equation 3.2,
the selection is performed randomly and with equal probability.
Each of the λ recombined individuals is then mutated in order to obtain the final offspring
population, P ′′(g). This is done according to:
σ
′′(g)
k,i = σ
′(g)
k,i exp (τ
′Nk (0, 1) + τNk,i (0, 1)) , (3.4)
x
′′(g)
k,i = x
′(g)
k,i + σ
′′(g)
k,i Nk,i (0, 1) , (3.5)
for all {k, i}, where k ∈ {1, 2, . . . , λ} is indexing the individuals within the population
and i ∈ {1, 2, . . . , n} is indexing the elements within the vectors. Equation 3.4 generates
the perturbed mutation strength from the original one according to a log-normal distri-
bution. Equation 3.5 mutates the objective parameter according to a normal distribution
having the perturbed mutation strength as its deviation. In Equation 3.4, Nk (0, 1) and
Nk,i (0, 1) are both random numbers generated from a standard normal distribution;
however, the former is generated once for each individual (i.e. for each value of k), while
the latter is generated separately for each element within each individual (i.e. for each
combination of k and i). The parameters τ ′ and τ determine the learning rates of the
mutation strengths, and are set as τ ′ = 1/2
√
2n, τ = 1/2
√
2
√
n (similar to [181]), where
n corresponds to the population size.
Once the offspring population has been generated, the µ individuals with the highest
models and classifiers have the same fitness in the first generation (see Section 3.3.2). We have
verified that the optimization algorithm is not affected by the initial population, that is, whether
the model and classifier populations are initialized uniformly or randomly does not affect the results
obtained.
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fitness from the combined population, P(g)∪P ′′(g) (which contains µ+λ individuals), are
selected as the parents to form the population of the next generation, P(g+1). Individuals
with an equal fitness have an equal chance of being selected.
3.1.1.4 Fitness Calculation
Let the population sizes for the models and classifiers in the coevolution be M and C,
respectively. Let the number of replicas and agents in a trial be nr and na, respectively.
nt trials are conducted for a model in each generation; throughout this thesis, we assume
nt = 1.
In our thesis, whenever multiple replicas are used, each of them executes a different
model. The fitness of each model in a trial is determined by each of the C classifiers
in the competing population. For every classifier that wrongly judges the model as an
agent, the model’s fitness increases by 1. After all evaluations, the model’s fitness takes
a value in {0, 1, 2, . . . , C}. This value is then normalized to [0, 1]. Formally, the fitness
of models is defined as follows:
fm =
1
C
C∑
i=1
fi. (3.6)
In Equation (3.6), if classifier i wrongly judges the model as an agent, fi is equal to 1;
otherwise 0. That is, the model’s fitness, fm, increases by 1.
The fitness of each classifier in a trial is determined by its judgments for the nr replicas
(each executing a different model) and na agents. For each correct judgment of the
replica, the classifier’s fitness increases by 1
2nr
; for each correct judgment of the agent,
the classifier’s fitness increases by 1
2na
. Therefore, the fitness of each classifier in a trial
is in range [0, 1].
⌈
M
nr
⌉
trials3 are conducted in each generation, and the fitness value
of each classifier is then normalized to [0, 1]. Formally, the fitness of the classifier (in a
trial) is defined as follows:
fc =
1
2
{
1
nr
nr∑
i=1
fni +
1
na
na∑
i=1
fai
}
. (3.7)
3We suggest choosing nr to be a factor of M .
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If the classifier makes correct judgment about the replica (agent) i, fni (fai) is equal to
1; otherwise 0.
3.1.1.5 Termination Criterion
The coevolutionary algorithm stops after running for a fixed number of generations.
3.1.2 Case Studies
3.1.2.1 Problem Formulation
The agents used in the case studies of Chapters 3 and 4 are embodied and move in a two-
dimensional, continuous space. The agents’ embodiment is based on the e-puck [182],
which is a miniature, differential-wheeled robot. Figure 3.2 shows an e-puck robot used
in the physical experiments in Chapter 4.
Each agent is equipped with a line-of-sight sensor that it can use to detect the item (e.g.,
the background, other agents or objects [22], [23]) in front of it.
The swarm behaviors investigated in this thesis use a reactive control architecture, as
found in many biological systems4. The motion of each agent solely depends on the
state of its line-of-sight sensor (I). Each possible sensor state, I ∈ {0, 1, · · · , n − 1},
is mapped onto a pair of predefined velocities for the left and right wheels, (v`I , vrI).
v`I , vrI ∈ [−1, 1] represent the normalized left and right wheel velocities, respectively,
where 1 (−1) corresponds to the wheel rotating forwards (backwards) with maximum
velocity. Given n sensor states, any reactive behavior can thus be represented using
2n system parameters. In the remainder of this thesis, we describe the corresponding
controllers by writing the 2n parameters as a tuple in the following order:
p = (v`0, vr0, v`1, vr1, · · · , v`(n−1), vr(n−1)). (3.8)
4For example, researchers have found that the complex auditory orientation behavior of female crickets
is derived from simple reactive motor responses to specific sound pulses [123].
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Figure 3.2: An e-puck robot fitted with a black ‘skirt’ and a top marker for motion
tracking.
We assume that the replica has the same differential drive and line-of-sight sensor5
as the agents. The system identification task is thus to infer the control parameters
in Equation (3.8). This explicit representation makes it possible for us to objectively
measure the quality of the obtained models in the post-evaluation analysis (as discussed
in the results section). To make the evolution more challenging, the search space for the
algorithm in simulation is unbounded. That is, the model parameters are unconstrained,
and the replica can move with arbitrary speed.
The classifier does not have any prior knowledge about the individual under investiga-
tion. It is fed with the sequence of motion data of the individual. It has two input
neurons (i = 2), five hidden neurons (h = 5) and one output neuron. The input neu-
rons represent the linear speed (v) and angular speed (ω) of the individual. They are
obtained by tracking the positions and orientations of individuals. In simulation, the
tracking is noise-free (situations with noise being present are considered in Section 3.3.7
and the physical experiments in Chapter 4 where noise is inherently present). We define
the linear speed to be positive when the angle between the individual’s orientation and
its direction of motion is smaller than pi/2 rad, and negative otherwise.
In the following, we detail the behavioral rules of the two swarm behaviors.
5In Section 3.3.5, we show that this assumption can be relaxed by also evolving some aspect of the
47
3 Reverse Engineering Swarm Behaviors Through Turing Learning
initial configuration after 60 s
after 180 s after 300 s
Figure 3.3: Snapshots of the aggregation behavior of 50 agents in simulation.
3.1.2.2 Aggregation
In this behavior, the sensor is binary, that is, n = 2. It gives a reading of I = 1 if
there is an agent in the line of sight, and I = 0 otherwise. The environment is free of
obstacles. The objective for the agents is to aggregate into a single (compact) cluster6 as
fast as possible. Further details, including a validation with 40 physical e-puck robots,
are reported in [22].
The ‘optimal’ controller for aggregation was found by performing a grid search over the
entire space of possible controllers (with finite resolution) [22]. The ‘optimal’ controller’s
parameters are:
p = (−0.7,−1.0, 1.0,−1.0) . (3.9)
agent’s morphology.
6“A cluster of agents/objects is defined as a maximal connected subgraph of the graph defined by
the robots’/objects’ positions, where two agents/objects are considered to be adjacent if another
agent/object cannot fit between them” [22].
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initial configuration after 20 s
after 40 s after 60 s
Figure 3.4: Snapshots of the object clustering behavior in simulation. There are 5 agents
(blue) and 10 objects (green).
When I = 0, an agent moves backwards along a clockwise circular trajectory (v`0 = −0.7
and vr0 = −1.0). When I = 1, an agent rotates clockwise on the spot with maximum
angular velocity (v`1 = 1.0 and vr1 = −1.0). Note that rather counter-intuitively, an
agent never moves forward, regardless of I. With this controller, an agent provably
aggregates with another agent or a quasi-static cluster of agents [22]. Figure 3.3 shows
snapshots from a simulation trial with 50 agents.
3.1.2.3 Object Clustering
This behavior uses n = 3 sensor states: I = 0 if the sensor is pointing at the background
(e.g., the wall of the environment, if the latter is bounded), I = 1 if the sensor is pointing
at an object, and I = 2 if it is pointing at another agent. The objective of the agents
is to arrange the objects into a single (compact) cluster as fast as possible. Details of
this behavior, including a validation using 5 physical e-puck robots and 20 cylindrical
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objects, are presented in [23].
The controller’s parameters, found using an evolutionary algorithm [23], are:
p = (0.5, 1.0, 1.0, 0.5, 0.1, 0.5) . (3.10)
When I = 0 and I = 2, the agent moves forward along an anti-clockwise circular
trajectory, but with different linear and angular speeds. When I = 1, it moves forward
along a clockwise circular trajectory. Figure 3.4 shows snapshots from a simulation trial
with 5 agents and 10 objects.
3.2 Simulation Platform and Setups
In this section, we present the agent platform for simulating the two swarm behaviors
under investigation and the simulation setups for performing coevolution runs.
3.2.1 Simulation Platform
We use the open-source Enki library [183], which models the kinematics and dynamics
of rigid objects, and handles collisions. Enki has a built-in 2-D model of the e-puck. The
robot is represented as a disk of diameter 7.0 cm and mass 150 g. The inter-wheel distance
is 5.1 cm. The speed of each wheel can be set independently. Enki induces noise on each
wheel speed by multiplying the set value by a number in the range (0.95, 1.05) chosen
randomly with uniform distribution. The maximum speed of the e-puck is 12.8 cm/s,
forward or backward. The line-of-sight sensor is simulated by casting a ray from the
e-puck’s front and checking the first item with which it intersects (if any). The range of
this sensor is unlimited in simulation.
In the object clustering case study, we model objects as disks of diameter 10 cm with
mass 35 g and a coefficient of static friction with the ground of 0.58, which makes it
movable by a single e-puck.
The robot’s control cycle is updated every 0.1 s, and the physics is updated every 0.01 s.
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3.2.2 Simulation Setups
In all simulations, we used an unbounded environment. For the aggregation case study,
we used groups of 11 individuals—10 agents and 1 replica that executes a model. The
initial positions of individuals were generated randomly in a square region of sides
331.66 cm, following a uniform distribution (average area per individual = 10000 cm2).
For the object clustering case study, we used groups of 5 individuals—4 agents and
1 replica that executes a model—and 10 cylindrical objects. The initial positions of
individuals and objects were generated randomly in a square region of sides 100 cm,
following a uniform distribution (average area per object = 1000 cm2). In both case
studies, individual starting orientations were chosen randomly in [−pi, pi] with uniform
distribution.
We performed 30 coevolution runs for each case study. Each run lasted 1000 generations.
The model and classifier populations each consisted of 100 solutions (µ = 50, λ = 50).
In each trial, classifiers observed individuals for 10 s at 0.1 s intervals (100 data points).
3.3 Simulation Results
3.3.1 Analysis of Evolved Models
In order to objectively measure the quality of the models obtained through Turing Learn-
ing, we define two metrics. Given an evolved controller (model) x and the original agent
controller p, where x,p ∈ [−1, 1]2n, we define the absolute error (AE) in a particular
parameter i ∈ {1, 2, . . . , 2n} as:
AEi = |xi − pi|. (3.11)
We define the mean absolute error (MAE) over all parameters as:
MAE =
1
2n
2n∑
i=1
AEi. (3.12)
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Figure 3.5: Parameters of the evolved models with the highest subjective fitness in the
1000th generation in the coevolutions for (a) the aggregation behavior and
(b) the object clustering behavior. Each box corresponds to 30 coevolution
runs in simulation. The dotted black lines correspond to the values of the
parameters that the system is expected to learn (i.e., those of the agent).
Fig. 3.5 shows a box plot7 with the parameters of the evolved models with the highest
subjective fitness in the final generation. It can be seen that Turing Learning identified
7The box plots presented here are all as follows. The line inside the box represents the median of the
data. The edges of the box represent the lower and the upper quartiles of the data, whereas the
whiskers represent the lowest and the highest data points that are within 1.5 times the range from
the lower and the upper quartiles, respectively. Circles represent outliers.
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the parameters for both behaviors with good accuracy (dotted black lines represent the
ground truth, that is, the parameters of the observed swarming agents). In the case of
aggregation, the means (standard deviations) of the AEs in the parameters were (from
left to right in Fig. 3.5(a)): 0.01 (0.01), 0.01 (0.01), 0.07 (0.07) and 0.06 (0.04). In the
case of object clustering, these values were: 0.03 (0.03), 0.04 (0.03), 0.02 (0.02), 0.03
(0.03), 0.08 (0.13) and 0.08 (0.09).
We also investigated the evolutionary dynamics. Fig. 3.6 shows how the model pa-
rameters converged over generations. In the aggregation case study, the parameters
corresponding to I = 0 were learned first. After around 50 generations, both v`0 and vr0
closely approximated their true values (−0.7 and −1.0), shown in Fig. 3.6(a). For I = 1,
it took about 200 generations for both v`1 and vr1 to converge. A likely reason for this
effect is that an agent spends a larger proportion of its time seeing nothing (I = 0) than
other agents (I = 1)—simulations revealed these percentages to be 91.2% and 8.8%,
respectively (mean values across 100 trials).
In the object clustering case study, the parameters corresponding to I = 0 and I = 1
were learned faster than the parameters corresponding to I = 2, as shown in Fig. 3.6(b).
After about 200 generations, v`0, vr0, v`1 and vr1 started to converge; however it took
about 400 generations for v`2 and vr2 to approximate their true values. Note that an
agent spends the highest proportion of its time seeing nothing (I = 0), followed by
objects (I = 1) and other agents (I = 2)—simulations revealed these proportions to be
53.2%, 34.2% and 12.6%, respectively (mean values across 100 trials).
Although the evolved models approximate the agents well in terms of parameters, it
has often been observed in swarm systems that small changes in individual agent be-
haviors can lead to vastly different emergent behaviors, especially with large numbers of
agents [185]. For this reason, we evaluated the quality of the emergent behaviors that
the models give rise to. In the case of aggregation, a good measure of the emergent
behavior is the dispersion of the swarm after some elapsed time as defined in [22]. The
measure of dispersion is based on the agents’/objects’ distances from their centroid. The
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Figure 3.6: Evolutionary process of the evolved model parameters for (a) the aggregation
behavior and (b) the object clustering behavior. Curves represent median
values across 30 coevolution runs. Dotted black lines indicate true values.
formal definition of dispersion (u(t)) is as follows (reprinted from [22]):
u(t) =
1
4r2
n∑
i=1
||p(t)i − p¯(t)||2. (3.13)
r represents the radius of the agent (object). The 4r2 in the denominator serves to
normalize u(t) such that it becomes independent of r. p
(t)
i is a vector representing the
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Figure 3.7: (a) Dispersion (after 400 s) of 50 agents executing the original aggregation
controller (red box) or one of the 30 evolved models (blue boxes) of the 1000th
generation. (b) Dispersion (after 400 s) of 50 objects in a swarm of 25 agents
executing the original object clustering controller (red box) or one of the 30
evolved models (blue boxes). In both (a) and (b), boxes show distributions
over 30 trials. The dotted black lines indicate the minimum dispersion that
50 agents/objects can possible achieve [184]. See Section 3.3.1 for details.
position of the agent (object) i at time t. p¯(t) is the centroid of all the agents (objects).
For each of the 30 models with the highest subjective fitness in the final generation,
we performed 30 trials with 50 agents each executing the model. For comparison, we
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also performed 30 trials using the original controller (see Equation (3.9)). The set of
initial configurations was the same for all models and the original controller. Fig 3.7(a)
shows the dispersion for the original controller and models after 400 s. All models led
to aggregation. We performed a statistical test8 on the final dispersion of the agents
between the original controller and each model. There was no statistically significant
difference in 26 out of 30 cases (30 out of 30 cases with Bonferroni correction).
In the case of object clustering, we use the dispersion of the objects after some elapsed
time as a measure of the emergent behavior. With the original controller (see Equa-
tion (3.10)) and each of the models, we performed 30 trials with 25 agents and 50
objects. The results are shown in Fig. 3.7(b). In a statistical test on the final dispersion
of the objects between the original controller and each model, there was no statistically
significant difference in 24 out of 30 cases (26 out of 30 cases with Bonferroni correction).
3.3.2 Coevolutionary Dynamics
In order to analyze how the classifiers and the models interact with each other during
the course of the coevolution, we investigate the dynamics of the subjective fitness of
the classifiers and the models as shown in Figure 3.8.
In the aggregation behavior, at the beginning, the fitness of the classifiers is 0.5 as they
output 1 for all the agents and models, which means the classifiers make uninformed
decisions9. Therefore, the fitness of the models starts from 1.0, as all the classifiers
judge them the agent. Then, the average fitness10 of the classifiers quickly increases,
corresponding to the decline of the average fitness of the models. As the models learn
to adapt, the average fitness of the classifiers only increases slightly until about the 50th
generation. After that, the average fitness of the models starts to increase. However,
8Throughout this thesis, the statistical test used is a two-sided Mann-Whitney test with a 5% signif-
icance level. The Mann-Whitney test is a nonparametric test, which can be applied to unknown
distributions. This is an advantage over the t-test which assumes the data to be tested to follow
normal distributions.
9Note that in the implementation of the coevolutionary algorithm, the parameters of the models and
classifiers are initialized to 0.0, which means all the classifiers are identical at the 1st generation.
10The average fitness of the models and classifiers in each generation is calculated as the mean value over
30 coevolution runs. Each model or classifier is selected as the one that has the highest subjective
fitness over generations.
56
3.3 Simulation Results
1 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
generation
fi
tn
es
s
va
lu
e
average fitness of models
best fitness of models
average fitness of classifier
best fitness of classifier
(a) Aggregation
1 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
generation
fi
tn
es
s
va
lu
e
average fitness of models
best fitness of models
average fitness of classifier
best fitness of classifier
(b) Object Clustering
Figure 3.8: This plot shows the subjective fitness of the classifiers and the models for (a)
the aggregation behavior and (b) the object clustering behavior. The curves
show the median value across 30 coevolution runs.
the best fitness of the classifiers is still higher than that of the models. The best fitness
of the models surpasses that of the classifiers after about the 120th generation; at this
point, the fitness of the ‘best’ model (selected by the classifiers) is around 0.7. This
means that the ‘best’ model is able to mislead 70% of the classifiers into judging it as
the agent. From the 200th generation onwards, the fitness of the classifiers and models
remains “balanced” until the last generation.
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Figure 3.9: The average decision accuracy of the best classifiers and classifier systems
over generations (nonlinear scale) in 30 coevolution runs. The error bars
show standard deviations. See text for details.
The coevolutionary dynamics of the object clustering behavior is similar. Compared
with the dynamics of the aggregation behavior, it takes more generations for the fitness
of the models to surpass that of the classifiers. This could be explained by the higher
number of parameters and the higher complexity of the behavior to be evolved in the
object clustering behavior.
3.3.3 Analysis of Evolved Classifiers
The primary outcome of the Turing Learning method (and of any system identifica-
tion method) is the model, which has been discussed in the previous section. However,
the evolved classifiers can also be considered as a useful byproduct. For instance they
could be used to detect abnormal agents in a swarm. We will now analyze the perfor-
mance of the evolved classifiers. For the remainder of this chapter, we consider only the
aggregation case study.
To assess the performance of the classifiers, we measure the percentage of correct judg-
ments over agents and a wide range of models. The models are uniformly distributed
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Figure 3.10: This plot shows the average fitness of the classifiers over generations (non-
linear scale) in 30 coevolution runs. The fitness is calculated based on 14641
testing models. See text for details.
Table 3.1: A summary of different definitions in the classifier analysis.
Category Definition
best classifier (subjective)
The classifier that has the highest subjective fitness in
a given generation.
best classifier (archive)
The classifier that has the highest fitness when evaluated
on the whole historical tracking data.
best classifier (decision)
The classifier that has the highest decision accuracy
when evaluated on a range of models.
best classifier (objective)
The classifier that has the highest fitness when evaluated
on a range of models.
classifier system (subjective)
A classifier system that consists of n classifiers with the
highest subjective fitness in a given generation.
classifier system (archive)
A classifier system that consists of n classifiers with the
highest fitness when evaluated on the whole historical
tracking data.
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across the entire parameter space of the agents: [−1, 1]4. To keep the analysis of clas-
sifiers within a reasonable computation time, we discretize this space using 11 settings
per parameter, to obtain: X = {−1.0,−0.8, ..., 0.8, 1.0}4. This discretized space is a grid
consisting of |X | = 114 = 14641 points (i.e., models). The classifier’s performance is
computed as follows. The model is executed by a replica mixed into a group of 10 agents
(as in the coevolution runs). 10 trials are performed using a set of initial configurations
common to all classifiers. The motion data is fed to each classifier, which makes 10
judgments per individual. If the classifier consistently judges the individual as a model
(i.e. not an agent) in 10 out of 10 trials, it outputs a “model” decision. Otherwise,
it outputs “agent”. This conservative approach was used to minimize the risk of false
positive detection of abnormal behavior.
3.3.3.1 Using a Single Classifier
The average decision accuracy of the classifier with the highest subjective fitness in 30
coevolution runs is shown in Fig. 3.9 (best classifier (subjective)). The accuracy combines
the percentage of correct judgments about models (50% weight) with the percentage of
correct judgments about agents (50% weight). The accuracy of the classifier increases
in the first 5 generations, then drops and fluctuates within range 62%–80%.
An alternative strategy is to select the classifier that achieves the highest fitness when
evaluated on the whole historical tracking data (not just those of the current generation).
The decision accuracy of this classifier is also shown in Fig. 3.9 (best classifier (archive)).
The trend is similar to that of best classifier (subjective). The accuracy increases in the
first 10 generations, and then starts decaying, dropping to around 65% by the 1000th gen-
eration. However, in the earlier generations, the accuracy of the best classifier (archive)
is higher than that of the best classifier (subjective). For a comparison, we also plot
the highest decision accuracy that a single classifier achieves for each generation (best
classifier (decision)). Interestingly, the accuracy of the best classifier (decision), which
is shown in Fig. 3.9 (black curve), increases almost monotonically, reaching a level above
95%. Note that to select the best classifier (decision), one needs to perform additional
trials (146410 in this case).
At first sight, it is counter-intuitive that selecting the best classifier according to the
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Figure 3.11: This plot shows the (a) decision-making process and (b) the corresponding
activation value of the 5 hidden neurons of a classifier for three random-
chosen agents and the replica that executes a very good model in a trial.
Hidden neurons are labeled as h1, h2, h3, h4, and h5.
historical data still leads to low decision accuracy. This phenomenon, however, can
be explained when considering the model population. We have shown in the previous
section (see especially Fig. 3.6(a)) that the models converge rapidly at the beginning
of the coevolutions. As a result, when classifiers are evaluated in later generations, the
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trials are likely to include models very similar to each other. Classifiers that become
overspecialized to this small set of models (the ones dominating the later generations)
have a higher chance of being selected in the post-evaluation. These classifiers may
however have a low performance when evaluated across the entire model space.
To investigate whether the decision accuracy is a good measurement of the quality of
the classifiers, we plot a figure showing the fitness of the best classifiers corresponding
to Figure 3.9. The fitness is calculated based on the 14641 models. In addition, we
also plot the classifier with the highest fitness for comparison, which is termed as best
classifier (objective). The results are shown in Figure 3.10. As we can see, the trend of
fitness curves show good correspondence to that of the decision accuracy in Figure 3.9,
although there is still a small gap between the best classifier (decision) and best clas-
sifier (objective). This means measuring the quality of classifiers according to decision
accuracy is a reasonable choice. Table 3.1 shows the different definitions in the classifier
analysis.
In order to understand how the classifiers make judgment, we analyze the internal pro-
cessing through monitoring the activation of hidden neurons. Figure 3.11 shows the
decision-making process and the corresponding activation value of the 5 hidden neurons
of the classifier with the highest decision accuracy in the last generation of a coevolution
run for 3 randomly-chosen agents and the replica in a trial. The model executed on the
replica has a parameter set of (−0.7,−1.0, 1.0,−0.9), which is very near to that of the
agent in Equation (3.9). As we can see in Figure 3.11(a), for the agents, the classifier
outputs 0 at the beginning, and after a certain time period outputs 1. This means the
classifier needs some time to make the correct judgment. Note that for some time steps
after it started to output 1, it still outputs 0, but this happens only occasionally. For the
model, it always outputs 0. This phenomenon can be explained by the activation value
of the hidden neurons of the classifier. The classifier’s activation value of the hidden
neurons (labeled as h1, h2, h3, h4, and h5 in Figure 3.11(b)) reveals how it processes the
motion of different individuals11. It seems that the decision-making (“sudden jump” in
Figure 3.11(a)) of the classifier is related with the variation of h3 and h4. Consider the
classification of the agents for example, at the beginning, h3 has a very low value (which
is almost 0) and then after some time it starts to increase. The variation tendency of h4
11Note that the activation of hidden neurons may not be the same for all the classifiers due to the
symmetry of neural networks, but the dynamics is similar.
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is opposite. Every time the classifier’s judgment starts to jump from 0 to 1, the value
of h3 starts to surpass that of h4. h1, h2 and h5 are almost not activated during the
whole period, although sometimes the activation of h2 influences the judgment of the
classifier. For instance, there are two peaks at about 50th and 80th time step in h2 for
agent two and three, which correspond to a wrong judgment of the classifier (that is,
it outputs 0) at the same point. For the model, all the hidden neurons are almost not
activated.
3.3.3.2 Using a Classifier System
The results of the previous section have shown that using a single classifier is not a
good solution; although there may be a good classifier in each generation, it may take
significant effort (trials with agents) to find it.
To address this problem, we propose the use of a classifier system, that is, a number
of classifiers working in tandem to judge a given candidate. We choose the best 10
classifiers12. This is either the set of 10 classifiers with the highest subjective fitness
in the current generation or the set of classifiers that achieve the highest fitness when
evaluated on the whole historical data. If one or more classifiers make a decision about
the candidate as a model (i.e. not an agent), the system outputs a “model” decision.
Otherwise, it outputs “agent”.
The results of using a classifier system are shown in Fig. 3.9 (green and magenta, re-
spectively). The two systems exhibit significantly improved decision accuracy across all
generations. After 1000 generations, each system has a high accuracy of above 95%, on
average.
When post-evaluating the performance of classifier systems, we kept the setup the same
as the one used in the coevolution runs (i.e., 10 agents and 1 replica in each trial). In
12Note that the number of classifiers chosen to form the system here is not necessarily optimal. There
is no guarantee that the individually best few classifiers will form the best system when working in
tandem. In principle, one could exhaustively search every possible combination of a given number
of classifiers from the population. However, this is often infeasible—with our settings of choosing 10
classifiers out of 100, 1.73 × 1013 possibilities exist. We therefore propose the heuristic of choosing
the individually best classifiers to form the system, and empirically show that this nevertheless yields
good results.
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Figure 3.12: This plot shows the decision accuracy of the classifier system (archive) in
the 1000th generation of 30 coevolution runs for different numbers of agents
in the group. A single replica was present in each trial. In each case, 14641
different models were tested.
practice, the ratio of agents and replicas in a trial could be different. Therefore, we
analyzed the scalability of the classifier systems selected in the last generation over 30
coevolution runs with different number of agents in the group. Note that there is always
one replica in the group. We tested 14641 different models. Figure 3.12 shows the
decision accuracy of the classifier system (archive) when changing the number of agents
in the group. As we can see, the decision accuracy of the classifier system is not affected
by the variation of the number of agents, which shows the robustness of the classifier
system.
As we mentioned before, we chose 10 classifiers to form a classifier system to have a
reasonable decision accuracy. Here we investigate how the classifier systems perform
with various number of classifiers chosen to form a system. The decision accuracy of
the classifier system (archive) is shown in Figure 3.1313. It seems that as long as the
number of classifiers chosen to form a system is within a certain range, the system could
perform well. For example, when the number of selected classifiers is between 10 and 25,
13The result of classifier system (subjective) is similar.
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Figure 3.13: This plot shows the decision accuracy of the classifier system (archive)
in the 1000th generation of 30 coevolution runs with various number of
classifiers chosen to form a classifier system.
the classifier system can obtain a high decision accuracy. However, when the number is
high (e.g., 75), the decision accuracy declines dramatically.
3.3.4 Observing Only a Subset of Agents
So far, we have used motion data about all agents in the swarm when evaluating classi-
fiers. However, this may not always be feasible in practice. For instance, given a video
recording of a large and/or dense swarm, extracting motion data about all agents may
be infeasible or lead to highly inaccurate results. A more practical solution might be to
only track a subset of agents (e.g., by equipping them with markers).
We now compare the case where all agents are observed with the other extreme, where
only one agent is observed. We study how these two cases compare as the swarm
size increases. We conducted 30 coevolution runs with each number of agents n ∈
{1, 5, 10, 50, 100}. There was always one replica in the group. When observing only one
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Figure 3.14: MAE (defined in Equation (3.12)) of the evolved models with the highest
subjective fitness after 1000 generations, when using Turing Learning with
varying numbers of agents (excluding the replica). Red and blue boxes
show, respectively, the cases where all agents are observed, and one agent
is observed. Boxes show distributions over 30 coevolution runs.
agent, this was chosen randomly in each trial. Note that the total number of trials in
each coevolution run for the case of observing all agents and one agent is identical. We
measured the total square error of the model with the highest subjective fitness in the
last (1000th) generation of each run. The results are shown in Fig. 3.14.
There is no statistically significant difference for any n. On the other hand, as the swarm
size increases, performance improves. For example, there is a statistically significant
difference between n = 10 and n = 100, both when observing all agents and one. These
results suggest that the key factor in the coevolutionary process is not the number of
observed agents, so much as the richness of information that comes from increasing inter-
agent interactions, and is reflected in each agent’s motion. This means that in practice,
observing a single agent is sufficient to infer accurate models, as long as the swarm size
is sufficiently large.
A similar phenomenon was observed in a different scenario, where the goal was to dis-
tinguish between different ‘modes’ of a swarm (i.e., global behaviors) through observing
only a few individuals [186].
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Figure 3.15: A diagram showing the angle of view of the agent’s sensor investigated in
Section 3.3.5.
3.3.5 Evolving Control and Morphology
In the previous sections, we assumed that we fully knew the agents’ morphology (i.e.,
structure), and only their behavior (controller) was to be identified. We now present a
variation where one aspect of the morphology is also unknown. The replica, in addition
to the four controller parameters, takes a parameter θ ∈ [0, 2pi] rad, which determines
the horizontal field of view of its sensor, as shown in Fig. 3.15 (however, the sensor is
still binary). Note that in the previous sections the agents’ line-of-sight sensor can be
considered as a sensor with angle of view of 0 rad.
The models now have five parameters. As before, we let the coevolution run in an
unbounded search space (i.e., now, R5). However, as θ is necessarily bounded, before
a model was executed on a replica, the parameter corresponding to θ was mapped
to the range [0, 2pi] using a logistic sigmoid function (Equation (3.1)). The controller
parameters were directly passed to the replica. In this setup, the classifiers observed the
individuals for 100 s in each trial (preliminary results indicated that this setup requires
a longer observation time).
Fig. 3.16(a) shows the parameters of the subjectively best models in the last (1000th)
generations of 30 coevolution runs. The means (standard deviations) of the AEs in each
model parameter were: 0.02 (0.01), 0.02 (0.02), 0.05 (0.07), 0.06 (0.06) and 0.01 (0.01).
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Figure 3.16: Parameters (controller parameters and angle of view in rad) of the evolved
models with the highest subjective fitness in the 1000th generation corre-
sponding to the case of the agents’ angle of view equal to (a) 0 rad and (b)
pi/3 rad. Boxes show distributions over 30 coevolution runs. Dotted black
lines indicate true values.
All parameters including θ were still learned with high accuracy.
The case where the true value of θ is 0 rad is an edge case, because given an arbitrarily
small  > 0, the logistic sigmoid function maps an infinite domain of values onto (0, ].
This makes it easier for the coevolution to learn this parameter. For this reason, we also
considered another scenario where the agents’ angle of view is pi/3 rad rather than 0 rad.
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Figure 3.17: Evolutionary process of the evolved models (controller parameters and an-
gle of view in rad) in the 1000th generation corresponding to the case of the
agents’ angle of view equal to (a) 0 rad and (b) pi/3 rad. Boxes show distri-
butions over 30 coevolution runs. Dotted black lines indicate true values..
The controller parameters for achieving aggregation in this case are different from those
in Equation (3.9). They were found by re-running a grid search with the modified sensor.
Fig. 3.16(b) shows the results from 30 coevolutions with this setup. The means (standard
deviations) of the AEs in each parameter were: 0.04 (0.04), 0.03 (0.03), 0.05 (0.06), 0.05
(0.05) and 0.20 (0.19). The controller parameters were still learned with good accuracy.
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Figure 3.18: This plot shows (a) a histogram of the MAE (defined in Equation (3.12))
of the evolved models and (b) the AEs (defined in Equation (3.11)) of each
model parameter in the 1000th generation over 1000 random behaviors. For
each behavior, we performed one coevolution run. In (a), 43 points that
have MAE larger than 0.1 are not shown.
The accuracy in the angle of view is noticeably lower, but still reasonable.
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3.3.6 Evolving Other Behaviors
The aggregation controller that agents used in our case study was originally synthesized
by searching over the space [−1, 1]4, using a metric to assess the swarm’s global per-
formance [22]. Other points in this space lead to different global behaviors that can be
‘meaningful’ to a human observer (e.g. circle formation [142]).
We now investigate whether our coevolutionary method can learn arbitrary controllers
in this space, irrespective of the global behaviors they lead to. We generated 1000
controllers randomly in [−1, 1]4, with uniform distribution. For each controller we per-
formed one coevolution run, and selected the subjectively best model in the last (1000th)
generation.
Fig. 3.18(a) shows a histogram of the MAE of the evolved models. The distribution
has a single mode close to zero, and decays rapidly for increasing values. Over 89% of
the 1000 cases have an error below 0.0514. This suggests that the accuracy of Turing
Learning is not highly sensitive to the particular behavior under investigation (i.e., most
behaviors are learned equally well). Fig. 3.18(b) shows the AEs of each model parameter.
The means (standard deviations) of the AEs in each parameter were: 0.01 (0.05), 0.02
(0.07), 0.07 (0.6) and 0.05 (0.20). We performed a statistical test on the AEs between
the model parameters corresponding to I = 0 (v`0 and vr0) and I = 1 (v`1 and vr1). The
AEs of the evolved v`0 and vr0 were significantly lower than those of the evolved v`1 and
vr1. This was likely due to the reason reported in Section 3.3.1; that is, an agent spends
more time seeing nothing (I = 0) than other agents (I = 1) in each trial.
3.3.7 Noise Study
We conducted a study to investigate how the performance of Turing Learning is affected
by noise on the measurements of the individuals’ position and orientation. As the e-
puck robot has a maximum linear speed of 12.8 cm/s, the maximum distance that it can
14Note that over 95% of the 1000 cases have an error below 0.1. We have verified from the data that
the main reason of causing a relatively large error (which is over 0.1) for some cases is as follows:
the speed of the agent is too small, which makes it hard to get accurate tracking data due to noise
in the agent’s actuators.
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Figure 3.19: This plot shows the MAE (defined in Equation (3.12)) of the evolved pa-
rameters when increasing the percentage of noise on the measurements of
the individuals’ position and orientation in the aggregation behavior. Each
box corresponds to 30 coevolution runs. See text for details.
travel in one control cycle (0.1 s) is 1.28 cm. For this reason, we define a disturbance of
1.28 cm to an individual’s position as a measurement error of 100%. Similarly, we define
a 100% measurement error on the individual’s orientation as the maximum change in
orientation that an e-puck can undergo in one control cycle. This corresponds to 0.5 rad.
We conducted 5 sets of 30 coevolutions for the noise values M = {0, 25, 50, 75, 100}%.
In a coevolution with a noise value M , every measurement of an individual’s posi-
tion is perturbed in a random direction and by a random distance chosen uniformly
in
[
0, 1.28 M
100
]
cm. Similarly, every orientation measurement is perturbed by a random
angle chosen uniformly in
[−0.5 M
100
, 0.5 M
100
]
.
Figure 3.19 shows MAE (defined in Equation (3.12)) of the evolved parameters in the
final generations of the coevolutions. This plot reveals that the system still performs rel-
atively well when a considerable amount of noise affects the individuals’ motion tracking
system.
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Figure 3.20: Parameters of the evolved models with the highest subjective fitness in the
1000th generation in the coevolutions for the aggregation behavior. Each
box corresponds to 30 coevolution runs in simulation. Note that in this
setup the replicas and models are separated.
3.3.8 Separating Replicas and Agents
In the studies reported in this chapter so far, the replica was mixed into a group of agents.
However, in some collective behaviors, abnormal agent(s) may have an undesired impact
on the swarm [140]. For the same reason, the insertion of a replica that exhibits different
behavior or is not recognized as con-specific may disrupt the global behavior and hence
the models obtained may be biased. One approach to minimize such bias is to use only
a single replica, and in fact no negative influence by the replica could be found in our
two case studies. An alternative approach is to isolate the influence of the replica(s). In
order to show its feasibility, we performed an additional simulation study. In this setup,
we performed two trials: one with only replicas each executing the model, and the other
with only agents (i.e. no replicas). The number of replicas and agents in the group were
kept the same. The tracking data of the models and agents from each sample were then
fed into the classifiers for making judgments.
The distribution of the evolved model parameters is shown in Figure 3.20. The results
show that Turing Learning can still identify the model parameters well. There is no sig-
nificant difference between either approach in the case studies considered in this chapter.
In Chapter 5, we use Turing Learning to infer the behavior of a single agent. In all cases
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that are considered, either the agent or the replica is present.
3.4 Summary
This chapter has presented the simulation results of using the Turing Learning method
to autonomously learn swarm behaviors through observation. To our knowledge, Turing
Learning is the first system identification method that does not rely on any predefined
metric to quantitatively gauge the difference between agents and learned models. This
eliminates the need to choose a suitable metric and the bias that such metric may have
on the obtained solutions.
Through competitive coevolution of models and classifiers, the system successfully learned
two swarm behaviors (self-organized aggregation and object clustering). Both the model
parameters, which were automatically inferred, and emergent global behaviors closely
matched those of the original swarm system. We also constructed a robust classifier sys-
tem that, given an individual’s motion data, can tell whether the individual is an original
agent or not. Such classifier system could be effective in detecting abnormal behavior,
for example, when faults occur in some members of the swarm. Note that Turing Learn-
ing produces these classifiers automatically without the need to define a priori what
constitutes abnormal behavior.
A scalability study showed that the interactions in a swarm can be characterized by the
effects on a subset of agents. In other words, when learning swarm behaviors especially
with large number of agents, instead of considering the motion of all the agents in the
group, we could focus on a subset of agents. This becomes critical when the available
data about agents in the swarm is limited. Our approach was proven to work even if
using only the motion data of a single agent and replica, as the data from this agent
implicitly contained enough information about the interactions in the swarm.
In this chapter, the model was explicitly represented by a set of parameters. The evolved
parameters could thus be compared against the ground truth, enabling us to objectively
gauge the quality of evolved models in two case studies as well as for 1000 randomly
sampled behaviors. In principle, we could also evolve the structure of the agent’s control
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system. The results of learning the agent’s angle of view showed that our method may
even learn the morphology of the swarming agents.
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4 A Real-World Validation of Turing
Learning
In this chapter, we present a real-world validation of Turing Learning. In particular, we
have built an autonomous system for performing system identification with little human
intervention. We demonstrate how the system can be used to identify the behavior of a
swarm of real agents. The agents and replica are represented by physical robots. We use
the same type of robot (e-puck) as in simulation. The agents execute the aggregation
behavior described in Section 3.1.2.2. The replicas execute the evolved models. We use
two replicas to speed up the coevolutionary process, as will be explained in Section 4.4.
Compared with simulations, which usually do not model very accurately the dynamics
(such as collision), evolutions that are embodied on physical systems break the gap
between simulation and reality and may bring us new insight on how to implement
evolution in real world.
This chapter is organized as follows. Section 4.1 introduces the physical platform, which
includes the robot arena, the robot platform and the sensors implementation. Section 4.2
details the tracking system, including motion capture and video processing. Section 4.3
describes the programs executed by each component (machine, agent and replica) during
the coevolutionary learning process. Section 4.4 describes the experimental setup. Sec-
tion 4.5 discusses the results obtained. This includes the analysis of the evolved models
and the analysis of the evolved classifiers. Section 4.6 analyzes the sensitivity of Turing
Learning for individual failure during the experimental process. Section 4.7 summaries
the results obtained and discusses the findings in this chapter.
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Figure 4.1: Illustration of the general setup for inferring the behavior of physical agents—
e-puck robots (not to scale). The computer runs the coevolutionary algo-
rithm, which produces models and classifiers. The models are uploaded and
executed on the replica. The classifiers run on the computer. They are pro-
vided with the agents’ and replica’s motion data, extracted from the video
stream of the overhead camera.
4.1 Physical Platform
The physical setup, shown in Figure 4.1, consists of an arena with robots (representing
agents or replicas), a personal computer (PC) and an overhead camera. The PC runs the
coevolutionary algorithm1. It communicates with the replicas, providing them models to
be executed, but does not exert any control over the other agents. The overhead camera
supplies the PC with a video stream of the swarm. The PC performs video processing to
obtain motion data about individual robots. We will now describe the physical platform
in more detail.
4.1.1 Robot Arena
The robot arena was rectangular with sides 200 cm × 225 cm, and bounded by walls
50 cm high. The floor had a light gray color, and the walls were painted white.
1The evolution of the model population could in principle be conducted on the on-board micro-
controller of the e-puck, but running it on the PC reduces experimental time [86] and eases post-
evaluation analysis.
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Figure 4.2: Schematic top-view of an e-puck, indicating the locations of its motors,
wheels, camera and infrared sensors. Note that the marker is pointing to-
wards the robot’s back.
4.1.2 Robot Platform and Sensor Implementations
4.1.2.1 Robot Platform
In Section 3.2.1, we presented the e-puck’s shape and dimensions as a basis for the
agents’ embodiment in simulation. We now present further details about the e-puck
relevant to our physical implementation. A schematic top view of the e-puck, showing
the sensors and actuators, is shown in Figure 4.2.
The e-puck has a on-board micro-controller, which is the Microchip dsPIC30F6014A
with 8KB of RAM and 144 KB of flash memory. The two wheels are driven by the
stepper motors. The e-puck has a directional (color) camera located in its front. The
resolution of the camera is up to 640× 480, corresponding to the horizontal and vertical
angle view of 56◦ and 48◦. There are eight infrared proximity sensors around the body
of the robot. The proximity sensors are only used for collision/wall avoidance in the
physical coevolutions where the environment is bounded.
4.1.2.2 Sensor Implementations
We implemented the line-of-sight sensor using the e-puck’s directional camera. For this
purpose, we wrapped the robots in black ‘skirts’ (see Figure 3.2) to make them distin-
79
4 A Real-World Validation of Turing Learning
guishable against the light-colored arena. However, we use the camera in monochrome
mode, and sub-sample the image to 40× 15 pixels, due to the e-puck’s limited memory
(which cannot even store a single full-resolution image). While in principle the sensor
could be implemented using one pixel, we used a column of pixels from a sub-sampled im-
age to compensate for misalignment in the camera’s vertical orientation. The gray values
from these pixels were used to distinguish robots (I = 1) against the arena (I = 0). If
any pixel of that column exceeds a certain threshold in its gray scale, the sensor outputs
1; otherwise, it outputs 0. For more details about this sensor realization, see [22].
We also used the e-puck’s infrared sensors, in two cases. Firstly, before each trial,
the robots dispersed themselves within the arena (behavior R2 in Section 4.3.2). In
this case, they used the infrared sensors to avoid both robots and walls, making the
dispersion process more efficient. Secondly, we observed that using only the line-of-sight
sensor can lead to robots becoming stuck against the walls of the arena, hindering the
coevolutionary process. We therefore used the infrared sensors for wall avoidance, but
in such a way as to not affect inter-robot interactions2. In the following, we details the
implementation of these two programs (disperse program and wall avoidance program).
1) The implementation of disperse program after a trial:
After finishing a trial, we disperse the robots for a while (which is equivalent to initial
configuration for a new trial) in order to automate the coevolutionary learning process.
This program consists of two behaviors obstacle avoidance and disperse. The obstacle
avoidance behavior is to prevent the robots colliding with other robots and the walls.
In particular, before executing the disperse behavior, each robot detects whether some
other objects (robots/walls) exist around it using its infrared proximity sensors. If it
detects something, it moves away from the objects through adjusting the linear and
angular speed accordingly using a single-layer neural network controller. The obstacle
avoidance behavior lasts for 3 seconds. In the disperse behavior, each robot is moving
forward with a fixed linear speed while avoiding collisions with other robots and the
walls. This behavior lasts for 5 seconds.
2) The implementation of wall avoidance program during a trial:
During a trial, in order to reduce the chances of robots getting stuck against the walls
2To do so, the e-pucks determine whether a perceived object is a wall or another robot.
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(note that the aggregation behavior was designed in an unbounded environment), we
imposed a wall avoidance effect to the original behavior, but in such a way as to not
affect inter-robot interactions. In particular, when the robot detected the white walls
using the infrared sensors or saw another robot (I = 1) using the camera, it executed
the same behavior. For example, for the agent, it would also turn on the spot when
detecting the walls, which makes it easier to avoid the walls. However, the behavior of
the replica depends on the model it is executing. Different from the Disperse program,
the program of wall avoidance was only triggered when the value of any of the robot’s
infrared sensor was above a pre-set high threshold. This ensures that the value of the
robot’s infrared sensors when other robots (covered with a black ’skirt’) were nearby
was always below the threshold. Therefore, the wall avoidance program did not affect
the aggregation of robots.
4.2 Motion Capture and Video Processing
4.2.1 Motion Capture
To facilitate motion data extraction, we fitted robots with markers on their tops, con-
sisting of a colored isosceles triangle on a circular white background. The triangle’s color
allowed for distinction between robots; we used blue triangles for all agents, and orange
and purple triangles for the two replicas. The triangle’s shape eased extraction of robots’
orientations. Note that the orientation of the triangle is pointing to the backward of the
e-puck robot so that it can be easily attached.
The robots’ motion was captured using a GigE color camera (Basler Technologies),
mounted around 300 cm above the arena floor. The camera’s frame rate was set to
10 fps. The video stream was fed to the PC, which performed video processing to extract
motion data about individual robots (position and orientation). The size of the arena in
the image is 700 pixels× 800 pixels. An image of the arena captured using the overhead
camera is shown in Figure 4.3.
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Figure 4.3: An image of the robot arena captured by the overhead camera. The robots
inside the arena are covered with a colored triangle for facilitating the motion
tracking.
4.2.2 Video Processing
The video processing software was written using OpenCV—an open-source computer
vision library [187]. The details of the video processing algorithm are described as
follows.
The image captured using the overhead camera was encoded using RGB. We changed
the encoding into HSV in order to make the tracking algorithm less sensitive to lighting
variation. This was realized using a built-in function inside the OpenCV library. After
that, the image was converted into grayscale and thresholded. As the background of the
arena was light-colored, there was no need to do background subtraction. After that,
the color images was converted into binary images. A morphological operation (erosion
followed by dilation) is applied on the binary images to filter some noise. Blobs in the
binary image with a size above certain threshold (36 pixels) are used for robot detection.
These selected blobs indicate the robots in the arena. Figure 4.4 shows the selected blobs
in an image.
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Agents Replica one Replica two
Figure 4.4: The binary images showing the blobs of the robots (agents or replicas) in
the arena after video processing. The blobs are selected according to certain
compactness and size.
The robots were tracked using the nearest neighbor algorithm. For each blob in the
image, we found a minimum triangle that encloses the marker, and obtained the coor-
dinates of the three vertices of this triangle. The vertex that has the longest distance to
the other two vertices indicates the direction of the robot. Therefore the orientation of
the robot was estimated using the vector pointing from the midpoint of the other two
vertices to this vertex. We use moments [188] to calculate the position of the center of the
robot. The x and y coordinate of the position is the 1th order spatial moments around
x-axis and y-axis divided by the 0th order central moments of the blob, respectively.
Figure 4.5 shows a diagram of the video processing algorithm.
4.3 Coevolution with Physical Robots
To automate the coevolutionary process, the robots (agents and replicas) were implicitly
synchronized. This was realized by making each robot execute a fixed behavioral loop
of constant duration. The PC also executed a fixed behavioral loop, but the timing was
determined by the signals received from the replicas. Therefore, the PC was synchronized
with the swarm. The PC communicated with the replicas via Bluetooth. At the start of
a coevolution run, or after a human intervention (see Section 4.4), robots were initially
synchronized using an infrared signal from a remote control.
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Figure 4.5: A diagram showing the flow of image processing algorithm used in the track-
ing system.
Figure 4.6 shows a flow diagram of the programs run by the PC and the replicas, respec-
tively. Dotted arrows indicate communication between the units. The agents executed
a similar behavioral loop to the replicas. In the following, we detail the states of the
programs executed by the PC, replicas, and agents.
4.3.1 PC Program
• P1: Wait for “Stop” Signal. The program is paused until “Stop” signals are
received from both replicas. These signals indicate that a trial has finished.
• P2: Send Model Parameters. The PC sends new model parameters to the buffer
of each replica.
• P3: Wait for “Start” Signal. The program is paused until “Start” signals are
received from both replicas, indicating that a trial is starting.
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ReplicaPC
R1: Send "Stop" 
Signal (1s)  
R3: Receive Model 
Parameters (1s)
R5: Execute Model (7s)
R4: Send "Start" 
Signal (1s) 
P1: Wait for "Stop" 
Signal 
P2: Send Model 
Parameters 
P3: Wait for "Start" 
Signal 
      P5:  Update 
Coevolutionary Algorithm
    P4: Track Robots
R2: Disperse (8s) 
Figure 4.6: Schematic of the programs run by the PC and a replica in the physical
experiments. Dotted arrows represent communication between the two units.
See Section 4.3 for details.
• P4: Track Robots. The PC waits 1 s and then tracks the robots using the overhead
camera for 5 s. The tracking data contains the positions and orientations of the
agents and replicas.
• P5: Update Coevolutionary Algorithm. The PC uses the motion data from the
trial observed in P4 to update the fitness of the corresponding two models and all
classifiers. Once all models in the current generation have been evaluated, the PC
also generates new model and classifier populations. The fitness calculation and
optimization algorithm are described in Section 3.1.1.4. The PC then goes back
to P1.
4.3.2 Replica Program
• R1 : Send “Stop” Signal. After a trial stops, the replica informs the PC by sending
a “Stop” signal. The replica waits 1 s before proceeding with R2, so that all robots
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remain synchronized. Waiting 1 s in other states serves the same purpose.
• R2 : Disperse. The replica disperses in the environment, while avoiding collisions
with other robots and the walls. This behavior lasts 8 s.
• R3 : Receive Model Parameters. The replica reads new model parameters from its
buffer (sent earlier by the PC). It waits 1 s before proceeding with R4.
• R4 : Send “Start” Signal. The replica sends a start signal to the PC to inform it
that a trial is about to start. The replica waits 1 s before proceeding with R5.
• R5 : Execute Model. The replica moves within the swarm according to its model.
This behavior lasts 7 s (the tracking data corresponds to the middle 5 s, see P4 ).
The replica then goes back to R1.
4.3.3 Agent Program
• The agents follow the same behavioral loops as the replicas. However, in the states
analogous to R1, R3, and R4, they simply wait 1 s rather than communicate with
the PC. In the state corresponding to R2, they also execute the Disperse behavior.
In the state corresponding to R5, they execute the original aggregation controller,
rather than a model.
4.4 Experimental Setup
As in simulation, we used a population size of 100 for classifiers (µ = 50, λ = 50).
However, the model population size was reduced from 100 to 20 (µ = 10, λ = 10), to
shorten the experimental time3. We used 10 robots: 8 representing agents executing
the original aggregation controller (Equation (3.9)), and 2 representing replicas that
executed models. This meant that in each trial, 2 models from the population could be
evaluated simultaneously; consequently, each generation consisted of 20/2 = 10 trials.
3Preliminary results showed that choosing (10+10) results in a good compromise between convergence
speed and accuracy of the evolved model parameters.
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We have verified (both in simulation and physical experiment) that inserting two replicas
into the group did not disturb the emergent behavior of the agents, that is, the agents
can still aggregate. It is worth mentioning again that in the case studies considered the
individual behavior of each agent is not influenced much.
The coevolutionary algorithm was implemented without any modification to the code
used in simulation (except for model population size and observation time in each trial).
We still let the model parameters evolve unboundedly (i.e., in R4). However, as the
speed of the physical robots is naturally bounded, we applied the hyperbolic tangent
function (tanhx) on each model parameter, before sending a model to a replica. This
bounded the parameters to (−1, 1)4, with −1 and 1 representing the maximum backward
and forward wheel speeds, respectively.
The coevolution runs proceeded autonomously. In the following cases, however, human
intervention was made:
• The robots had been running continuously for 25 generations. All batteries were
replaced.
• Hardware failure occurred on a robot, for example because of a lost battery con-
nection or because the robot became stuck on the floor. Appropriate action was
taken for the affected robot to restore its functionality.
• A replica lost its Bluetooth connection with the PC. The connection with both
replicas was restarted.
• A robot indicated a low battery status through its LED after running for only a
short time. That robot’s battery was changed.
After an intervention, the ongoing generation was restarted, to limit the impact on the
coevolutionary process.
4.5 Results
We conducted 10 coevolution runs using the physical system. Each run lasted 100 gener-
ations, corresponding to 5 hours (excluding human intervention time). Video recordings
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Figure 4.7: Parameters of the evolved models in the 100th generation of 10 physical
coevolution runs. Dotted black lines indicate true values.
of the coevolution runs can be found in the online supplementary materials [189].
4.5.1 Analysis of Evolved Models
We will first investigate the quality of the models obtained. To select the ‘best’ model
from each coevolution run, we post-evaluated all models of the final generation 5 times
using all classifiers of that generation. The parameters of these models are shown in
Figure 4.7. The means (standard deviations) of the AEs in each parameter were: 0.08
(0.06), 0.01 (0.01), 0.05 (0.08), and 0.02 (0.04).
To investigate the effects of real-world conditions on the coevolutionary process, we
performed 10 simulated coevolution runs with the same setup as in the physical runs.
Figure 4.8 shows the evolutionary dynamics of the parameters of the evolved models
(with the highest subjective fitness) in the physical and simulated coevolution runs.
The dynamics show good correspondence. However, the convergence in the physical
coevolutions is somewhat less smooth than that in the simulated ones (e.g., see spikes
in v`0 and v`1). In each generation of every coevolution run (physical and simulated),
we computed the MAE of each model. We compared the error of the model with the
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Figure 4.8: Evolutionary progress of each model parameter in 10 (a) physical and (b)
simulated coevolution runs. Curves represent median values across 10 runs.
Dotted black lines indicate true values.
highest subjective fitness with the average and lowest errors. The results are shown in
Figure 4.9. For both the physical and simulated coevolution runs, the subjectively best
model (green) has an error in between the lowest error (blue) and the average error (red)
in the majority of generations.
As we argued before (Section 3.3.1), in swarm systems, good agreement between local
behaviors (e.g., controller parameters) may not guarantee similar global behaviors. For
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Figure 4.9: Evolutionary progress of the MAE (defined in Equation (3.12)) of models
in 10 (a) physical and (b) simulated coevolution runs. Curves represent
median values across 10 runs. The red curve represents the average error of
all models in a generation. The green and blue curves show, respectively, the
errors of the models with the highest subjective and the highest objective
fitness in a generation.
this reason, we performed 20 trials using 40 physical e-pucks, lasting 10 minutes each:
10 trials with the original controller (Equation (3.9)), and 10 trials with a controller
obtained from the physical coevolution runs. This latter controller was constructed by
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taking the median values of the parameters over the 10 runs, which are:
p = (−0.65,−0.99, 0.99,−0.99) .
The set of initial configurations of the robots was common to both controllers. As it was
not necessary to extract the orientation of the robots, a red circular marker was attached
to each robot so that its position can be extracted with higher accuracy in the oﬄine
analysis [22]. Figure 4.10(a) shows the proportion of robots in the largest cluster over
time with the original and inferred controllers. For the definition of a cluster, refer to
Section 3.1.2.2. Figure 4.10(b) shows the dispersion (as defined in Section 3.3.1) of the
robots over time with the two controllers. The aggregation dynamics of the original and
inferred behaviors show good correspondence. Figure 4.12 shows a sequence of snapshots
from a trial with 40 e-pucks executing the evolved controller.
We also performed a scalability study in simulation to compare the real and evolved
controllers. We calculated the time taken to form a single cluster with different numbers
of robots: n ∈ {10, 20, . . . , 100}. For each number of robots, we performed 30 trials with
each controller. The results are shown in Figure 4.11. In all cases, the real controller
slightly outperforms the evolved one. However, with either controller, the robots aggre-
gate in a relatively short time (< 600 s). There is a statically significant difference in
aggregation times with the two controllers for n = 10, 30, 50, 70, 80, 90—but this suggests
no particular pattern with respect to n. We also performed a linear least squares regres-
sion on the aggregation times with the two controllers. The fits were: T = 53.2+2.2n for
the real controller, and T = 64 + 2.4n for the evolved controller (n > 1). This indicates
that the evolved controller does not scale much worse than the real one.
A video accompanying this thesis shows the evolutionary process of the models (in a
particular coevolution run) both in simulation and on the physical system. Additionally,
videos of all 20 post-evaluation trials with 40 e-pucks, are available in [189].
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Figure 4.10: Average aggregation dynamics in 10 physical trials with 40 e-puck robots
executing the original controller (red) and the inferred controller (blue). In
(a), the vertical axis shows the proportion of robots in the largest cluster;
in (b), it shows the robots’ dispersion (see Section 3.3.1). Dotted lines in
(a) and (b), respectively, represent the maximum proportion and minimum
dispersion that 40 robots can achieve.
4.5.2 Analysis of Evolved Classifiers
When post-evaluating the classifiers evolved in the physical coevolution runs, we lim-
ited the number of candidate models to 100, in order to reduce the experimental time.
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Figure 4.11: Time taken for different numbers of robots to aggregate into a single cluster.
Each box corresponds to 30 simulation trials with the real controller (red),
and the controller obtained from the physical coevolution runs (blue).
Each candidate model was randomly chosen with uniform distribution from [−1, 1]4.
Figure 4.13 shows the average decision accuracy of the best classifiers and classifier sys-
tems over the 10 coevolution runs. Similar to the results in simulation, the classifier
systems obtained in the physical coevolution runs still have a high decision accuracy.
The classifier system (archive) has a higher accuracy than that of the classifier system
(subjective) and best classifier (objective). However, in contrast to simulation, the de-
cision accuracy of the best classifier (subjective) and best classifier (archive) does not
drop within 100 generations. This could be due to noise in the tracking system, which
may have prevented the classifiers from getting over-specialized in a short time.
To investigate whether the decision accuracy is still a good measurement of the quality
of the classifiers in the physical coevolution runs, we plot a figure showing the fitness
of the best classifiers corresponding to Figure 4.13. The fitness is calculated based on
the 100 randomly generated models. The results are shown in Figure 4.14. Similar to
the results obtained in simulation, the trend of fitness curves show good correspondence
to that of the decision accuracy in Figure 4.13. The gap between the best classifier
(decision) and best classifier (objective) in the physical experiments is bigger than that
in simulation. One reason for this may be the limitations in motion data capture and
extraction. Note that given the relatively small diameter of the e-puck in our arena,
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initial configuration after 20 s
after 40 s after 180 s
after 360 s after 420 s
after 480 s after 600 s
Figure 4.12: Example of a collective behavior obtained by Turing Learning. A group of
40 e-puck robots, each executing the inferred model, aggregates in a single
spot.
inferring its orientation is particularly challenging.
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Figure 4.13: The average decision accuracy of the best classifiers and classifier systems
over generations (nonlinear scale) in 10 physical coevolution runs. The error
bars show standard deviations. See text for details.
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Figure 4.14: This plot shows the average fitness of the classifiers over generations (non-
linear scale) in 10 physical coevolution runs. The fitness is calculated based
on 100 randomly generated models. See text for details.
4.6 Analysis of Sensitivity for Individual Failure
In the physical experiments, we observed that some robots may get stuck or stop working
because of the reasons mentioned in Section 4.4. This could also happen in a real
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See text for details.
swarm system, for example, some individuals may stop moving or display other abnormal
behaviors due to various factors such as collision. These abnormal behaviors (which are
considered as a failure here) may not be recognized during the process of experiments.
Therefore, we have analyzed whether abnormal behaviors (failure) of some individuals
may bias the evolution and hence affect performance of our proposed coevolutionary
approach. Let us assume the failure is equally likely to be present in the replica and
agent in a trial.
Theorem 4.6.1. The optimization of Turing Learning is not biased by failure of indi-
viduals in the swarm.
Proof. Let n be the total size of the group, consisting of n− 1 agents and 1 replica. m
represents the number of individuals that fail (m < n) in a trial. p and q are the prob-
abilities of a classifier to make the correct judgment for models and agents respectively.
Therefore, the expected fitness of the classifier without failure of any individuals in one
generation, fc, is equal to
p+q
2
. fm denotes the fitness of a model in that generation.
There are two failure cases: 1) failure with the replica; 2) failure without the replica. We
assume that if an individual fails during a trial, the classifier makes random judgment,
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that is, it has equal probability, which is 50%, of judging the individual as an agent or
a model. If failure exists in a trial, the probability that the replica is included, p1, is as
follows:
p1 =
(
n− 1
m− 1
)
/
(
n
m
)
=
m
n
. (4.1)
The probability that failure without the replica occurs in a trial, p2, is: 1 − p1 = n−mn .
The proof is divided into two parts: one for the classifiers and the other for the models.
For the classifier, the new fitness in the first failure case, fc1, can be calculated as follows:
fc1 = p1 · (1
2
+
1
2
· m− 1
n− 1 +
q · (n−m)
n− 1 )/2. (4.2)
In the second failure case, the new fitness of the classifier, fc2, is given by:
fc2 = p2 · (p+ 1
2
· m
n− 1 +
q · (n−m− 1)
n− 1 )/2. (4.3)
Combining Eqs. (4.2) and (4.3) and simplifying the resulting expression, the new fitness,
Fc, of the classifier when m individuals fail in a trial is:
Fc = fc1 + fc2 = fc · (1− m
n
) +
m
2n
. (4.4)
In Equation(4.4), Fc is monotonic increasing in terms of fc. When fc, is equal to 0.5, Fc
maintains the same value. When fc is greater than (or smaller than) 0.5, Fc is decreased
(or increased) but still greater (or smaller) than 0.5. Therefore, the fitness order of all
the classifiers after failure of m individuals in a trial is not changed. This means it does
not affect the selection of the classifiers in the evolutionary process.
The model gets a new fitness of fm1 =
m
n
· 1
2
and fm2 =
(n−m)·fm
n
in the first and
second failure case, respectively. Therefore, the new fitness of the model, Fm, when m
individuals fail in a trial is:
Fm = fm1 + fm2 = fm · (1− m
n
) +
m
2n
. (4.5)
Comparing Eqs. (4.4) and (4.5), we can see that the fitness order of all the models is
also unchanged when failure occurs in a trial.
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Figure 4.15 shows how the fitness of the classifiers and models change when failure occurs
in the swarm according to Equations (4.4) and (4.5).
4.7 Summary
In this chapter, the Turing Learning method was validated using a physical autonomous
coevolutionary system. We applied it to identify the aggregation behavior in swarms of
e-puck robots. The behavior was learned successfully, and the results obtained in the
physical experiments showed good correspondence to those obtained in simulation. This
shows the robustness of our method with respect to noise and uncertainties in real world.
Turing Learning could be beneficial in the context of science automation [190, 191], in
particular to reveal the mechanisms underpinning collective animal behavior.
The model obtained in the physical coevolution runs was validated using 40 e-puck
robots. The global behavior of the obtained model is similar to that of the original
controller. The selected classifier system over the coevolution runs still obtained a high
performance, which means our classifier system could be potentially applied to detect
abnormal behaviors (e.g., faulty agents in a swarm).
In order to speed up the coevolutionary process, different from simulation, we used
two replicas instead of one. Therefore, two models can be executed simultaneously. In
principle, we could further speed up the process through using more replicas in parallel.
However, considering the reliability of communication between the replicas and PC as
well as the influence of replicas on the whole swarm behaviors, a limited number of
replicas is recommended.
We have also proved that Turing Learning is robust to failure of individuals in the
mixed group. That is, even if some individuals fail during the trials, this will not bias
the models obtained.
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5.1 Introduction
In the previous chapters, we demonstrated how Turing Learning can be used for inferring
swarm behaviors through observation. This is based on the implicit assumption that
the behavioral repertoire of agents in the swarm can be fully revealed through obser-
vation. From the perspective of system identification, the target system then has high
observability. However, when a target system has low observability [192], the agent’s
behavioral repertoire may not be fully revealed through observation. Moreover, only
randomly generating the sequences of inputs to the system may be insufficient too. The
machine would then need to interact with the agent to explore its hidden information.
Based on this idea, in this chapter we aim to infer agent behaviors that have low ob-
servability. In particular, we extend Turing Learning (as defined in Chapter 3) with
interactive capability.
Observation and interaction are widely adapted by ethologists when investigating the be-
havior of animals [193, 194, 195]. When investigating animals in their natural habitats,
passive observation is preferable as it is difficult to change the environmental stimuli. In
this case, inferring the causal relations between the animal’s behavior and its environ-
mental stimuli may become challenging, since the stimuli are not under the observer’s
control. However, when the experiments are carried out in indoor laboratories, it is
possible to change/control the stimuli to interact with the animals under investigation
in a meaningful way. In [195], in order to investigate the cause of the dung beetle dance,
biologists designed various experiments to interact with it and learn how it adapts to
the environmental changes (e.g., appearance of disturbance or obstacles).
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In this chapter, we investigate whether a machine could automatically infer agent behav-
iors (with low observability) through controlled interactions using the extended Turing
Learning method. To validate this, two case studies are presented: deterministic agent
behavior (Section 5.3.1) and stochastic agent behavior (Section 5.4.1). In these two case
studies, the machine is able to control the agent’s environmental conditions, which in
this work corresponds to the intensity of the ambient light. At the same time, it is
capable of simulating the actions of the agent. The learning result is a model of the
agent that captures its behavior in relation to the environmental stimulus.
This chapter is organized as follows. Section 5.2 describes the methodology, illustrating
how Turing Learning is extended to have interactive capability. The deterministic and
stochastic behaviors under investigation are presented as two case studies (Sections 5.3
and 5.4). Section 5.3.1 describes the deterministic behavior. Section 5.3.2 presents the
simulation setup. Section 5.3.3 presents the results of inferring deterministic behaviors.
Section 5.3.3.1 analyses the evolved models, including model parameter accuracy and
how the model parameters converge into their true values. In order to reveal potential
advantages of interactive Turing Learning, two setups without interaction are tested as
well. Section 5.3.3.2 shows how the evolved models and classifiers interact with each
during the coevolutionary process. The evolved classifiers are post-evaluated in Sec-
tion 5.3.3.3 to investigate how well they can distinguish between the agents and a range
of candidate models. In Section 5.3.3.4, a noise study was performed to examine the
robustness of the Turing Learning method. A comparison of interactive Turing Learn-
ing with two metric-based methods—a single-population evolutionary approach and an
approach based on coevolution of inputs and models was performed in Sections 5.3.3.5
and 5.3.3.6. In order to further investigate potential advantages of Turing Learning,
stochastic behaviors are considered. Section 5.4.1 describes the stochastic behavior (us-
ing a state machine) for the general case. Section 5.4.2 presents the simulation setup for
inferring stochastic behaviors. In the stochastic behavior, only interactive Turing Learn-
ing and the two metric-based methods above are compared. Sections 5.4.3 and 5.4.4
present the obtained results for the case of 2 states and 3 states, respectively. The
results highlight the advantage of Turing Learning in inferring stochastic behaviors.
Section 5.5 summaries the chapter.
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5.2 Methodology
We extend Turing Learning (as described in Chapter 3) with interactive capability. In
the following, we will describe the implementation that is related to the work in this
chapter.
5.2.1 Models
The models are represented by a set of parameters that govern the rules of the agents.
The details of these parameters will be described in Sections 5.3.1 and 5.4.1. As we
have argued in the previous chapters, explicit representation (i.e., evolving only the
parameters) and knowing the ground truth (i.e., real parameters) makes it feasible for
us to objectively gauge the quality of the models obtained.
5.2.2 Classifiers
Figure 5.1 shows the structure of the classifiers. The structure is similar to the one used
in Chapter 3 (see Figure 3.1). However, the classifier (neural network) has an additional
output that is used to control an environmental stimulus. Moreover, the environmental
stimulus is also fed into the classifier as an additional input. In the following, we will
explain how the classifier works.
Suppose the agent responds to the level of light intensity in the environment. We
assume that the classifier can observe the agent’s speed1. The classifier (network) has
two inputs. One is the light intensity in the environment at time step t, I(t) ∈ [0, 1], and
the other is the speed v(t) of the agent. The speed of the individual for the classifier’s
input is calculated by subtracting the previous estimated position from the current
estimated position, and dividing the resulting number by the time interval between two
measurements.
1The “speed” in the agent behavior investigated in this chapter has no spatio-temporal meaning.
In principle, the classifier could observe any system output that may or may not correspond to
environmental stimuli.
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Figure 5.1: This diagram shows the structure of the classifiers used in this chapter. It is a
recurrent Elman neural network [179] with i input neurons, h hidden neurons,
and two output neurons (O1 and O2). O1, which controls the stimulus, is
fed back into the input; O2 is used for making a judgment. A bias neuron
with a constant input of 1.0 is connected to each neuron of the hidden and
output layers. See text for details.
In order to make a judgment between a model and the agent, the classifier observes the
behavior (speed) over a period of time. In addition, the classifier is also in control of
the light intensity in the individual’s environment. At time t = 0, the value of the light
intensity is chosen randomly with a uniform distribution in the range [0, 1]. The neural
network is then updated, using I(0) and v(0). The value of the light intensity for the next
time step is obtained from the classifier’s output neuron O1, and the process repeats.
After having iterated through all the time steps (a single trial), the final value of output
neuron O2 is used to make a judgment: the network decides on a model if O2 < 0.5,
and on the agent if O2 ≥ 0.5. The memory (value of hidden neurons) of the classifiers
is reset at the end of every trial.
5.2.3 Optimization Algorithm
The algorithm used here is based on a (µ + λ) evolution strategy with self-adaptive
mutation strengths [180, 56]. It is the same as the one used in Chapter 3. For the
details of the implementation, see Section 3.1.1.3.
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5.2.4 Fitness Calculation
Suppose the population sizes for the model and classifier are M and C, respectively.
The fitness of each model is obtained by evaluating it with each of the classifiers in the
competing population (C in total). For every classifier that wrongly judges the model
as being the agent, the model’s fitness increases by 1
C
. The final fitness is in [0, 1].
The fitness of each classifier is obtained by using it to evaluate (i) each model in the
competing population (nr in total) once, and (ii) the agent na times with different initial
light intensities. For each correct judgment of the model and the agent, the classifier’s
fitness increases by 1
2·nr and
1
2·na , respectively. The final fitness is in [0, 1].
The formal definition for the fitness of the models and classifiers can be found in Equa-
tions (3.6) and (3.7).
5.3 Case Study One
To validate our method, we present two case studies: one with deterministic behaviors
and one with stochastic behaviors. The behaviors to be identified in this chapter were
chosen to serve as a proof of concept study. While it may loosely correspond to how
some animals react to the stimuli in their environment, it is not intended to mimic any
specific animal. In these behaviors, non-trivial interaction with the agent is critical for
leading the agent to reveal all of its behavioral repertoire.
5.3.1 Deterministic Behavior
We simulate a one-dimensional environment in continuous space. The simulation ad-
vances in discrete time steps t ∈ {0, 1, 2, . . . }. The (ambient) light intensity in the
environment, I, can be varied continuously between 0 and 1. The agent distinguishes
between three levels of light intensity, low (0 ≤ I < IL), medium (IL ≤ I ≤ IH), and
high (IH < I ≤ 1). The two constants, IL and IH , represent the threshold of low and
high levels of the light intensity, respectively. Hereafter, the three levels will be referred
to as L, M , and H.
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Figure 5.2: The deterministic behavior under investigation. It shows how the agent
responses to the level of light intensity (L, M and H) in its environment.
Each state represents the agent’s speed. See text for details.
If the light intensity is at level M at time t, the speed of the agent, s(t) ∈ R, varies
linearly with I(t) as:
s(t) = k
(
I(t) − 0.5) , (5.1)
where k is a constant.
We define two constants: c1 = k (IH − 0.5) and c2 = k (IL − 0.5). The deterministic
behavior under investigation is shown in Figure 5.2. The agent’s behaviors for levels L
and H depend on the previous levels of light intensity (i.e. the agent has memory). The
two behaviors are symmetrical to each other. Here, we will describe the behavior for
level L; the behavior for level H is obtained by exchanging L with H and IL with IH in
the following description.
When the light intensity is at level L, the agent’s default speed is k (IL − 0.5) and re-
mains at that value as long as the light intensity remains at level L. If the light intensity
is at level H (for any number of time steps), and then immediately changes to level
L, and remains at that level for at least one more time step, then the agent’s speed
decays exponentially with a rate of α1: that is, in the first time step that the light inten-
sity is at level L, the agent’s speed is α01k (IL − 0.5); it then changes to α11k (IL − 0.5),
α21k (IL − 0.5), and so on as long as the light intensity remains at level L. The agent
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Table 5.1: This table shows the change of the agent’s speed (shown in Figure 5.2), for
an example sequence of light levels.
level M H L H L L L H H L L
speed k(I − 0.5) c1 c2 c1 c2 α11c2 α21c2 c1 α11c1 c2 α12c2
L H H L L H H H M H L L
α22c2 c1 α
1
2c1 c2 α
1
3c2 c1 α
1
3c1 α
2
3c1 k(I − 0.5) c1 c2 α11c2
now registers that α1 has been activated. If another H → L→ L sequence is observed,
the agent’s speed now decays exponentially with a rate of α2. If further H → L→ L se-
quences are observed, the exponential decay rate becomes and remains at α3. Note that
at any time, if the agent observes a light intensity at level M , its speed is proportional
to the light intensity, as shown in Equation 5.1, and it forgets all its past observations
of the light intensity (i.e., the memory of the agent is reset).
The behavior of the agent can thus be represented by five cases; one where the agent’s
response to the light intensity is proportional (which occurs whenever the light intensity
is at level M); one where the agent’s response is constant (i.e. the agent’s speed reaches
the lower and upper saturation values (c1 or c2) as shown in Figure 5.2); and three
where the agent’s response decays exponentially with the decay rates α1, α2 and α3,
respectively.
Table 5.1 shows an example sequence of light levels, along with the corresponding speed
of the agent (i.e., the speed shown in Figure 5.2).
Here, IL and IH are set to 0.1 and 0.9 respectively. k is set to 1.25; hence, the lower and
the upper saturation values of the speed are k (IL − 0.5) = −0.5 and k (IH − 0.5) = 0.5.
The exponential decay rates are set to: α1 = 0.8, α2 = 0.4, α3 = 0.2. Thus, in each
case, the agent’s speed decays exponentially towards zero. Note that these values (k,
α1, α2 and α3) are chosen arbitrarily and the coevolutionary algorithm is not sensitive
to them.
The system identification task is to learn these four parameters (k, α1, α2 and α3) of
the agent. It is worth while to mention again that to learn α3, the machine needs to
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at least output the sequence: H → L → L → H → L → L → H → L → L or
L → H → H → L → H → H → L → H → H. Since IL and IH are set to a relatively
small and large value in [0, 1] respectively, it is very unlikely to randomly generate such
sequences.
5.3.2 Simulation Setup
We use three setups for the Turing Learning method. The setup, in which the classifier
is in control of the light intensity in the agent’s environment, is hereafter referred to as
the “Interactive” setup. In order to validate the advantages of the interactive approach,
we compared it against the situation where the classifier only observes the agent in a
passive manner; that is, it does not control the light intensity in the environment. We
considered two such setups: in the first setup (hereafter, “Passive 1”) the light intensity
is randomly chosen from the uniform distribution in [0, 1], in every time step. In the
second setup (hereafter, “Passive 2”), the light intensity is randomly chosen only at
specific time intervals after a certain number of time steps elapsed (in this setup the
number is chosen to be 10). All other aspects of these two setups are identical to the
“Interactive” setup.
The population sizes of the models and classifiers are chosen to be 100, respectively.
We performed 100 coevolution runs for each setup. Each coevolution run lasts 1000
generation. In one generation, each classifier conducts 100 trials on the agent. In each
trial, the classifier observes the agent for 10 s at 0.1 s intervals, that is, a total of 100
data points.
5.3.3 Results
5.3.3.1 Analysis of Evolved Models
Figure 5.3 shows a box plot with the distributions of the evolved models with the highest
subjective fitness in the 1000th generation over 100 coevolution runs of the three setups.
The passive coevolutions are able to evolve the parameters k and α1 with a reasonable
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Figure 5.3: This plot shows the distributions of the evolved models with the highest
subjective fitness in the 1000th generation in the coevolutions. Each box
corresponds to 100 coevolution runs. The dotted lines correspond to the
values of the four parameters that the system is expected to learn (i.e. those
of the agent). From top to bottom, these are 1.25, 0.8, 0.4, 0.2, respectively.
Note that in order to zoom in on the relevant range, some boxes and outliers
are omitted from the plot.
accuracy; however, they are not able to evolve α2 and α3. In the Passive 1 coevolution,
the relative errors of the medians of the four evolved parameters (k, α1, α2, α3) with
respect to those of the agent are 1.2%, 14.3%, 7.8× 104%, and 2.3× 105%, respectively.
The Passive 2 coevolution leads to similarly large relative errors in the evolved values
of α2 and α3. This phenomenon can be explained as follows. If the light intensity
changes randomly (either every time step, or every ten time steps), it is unlikely that
the H → L → L and/or L → H → H sequences will occur enough times, without a
level of M in between, such that the classifiers can observe the effects of α2 and α3.
Therefore, the classifiers do not evolve the ability to distinguish the behavior of models
from the behavior of the agent with respect to these two parameters, and in turn, these
parameters do not converge to their true value in the model population.
In contrast to the passive coevolutions, the Interactive coevolution is able to evolve all
the four parameters with a good accuracy. The relative median errors are 0.024%, 0%,
0.025% and 0.15% for k, α1, α2 and α3 respectively. This implies that by the 1000
th
generation, the classifiers have learned how to control the pattern of the light intensity
in such a way that they can distinguish models from the agent based on the effect of
any of the four parameters. Therefore, in order to compete for being selected in the
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Figure 5.4: This plot shows the total square errors of the evolved model parameters
compared to those of the agent over generations. The models with the highest
subjective fitness in each generation are selected. Each box corresponds to
100 coevolution runs, and the solid lines correspond to the median error.
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Figure 5.5: This plot shows how the square error in the individual model parameters
changes over the generations in the Interactive coevolution. The curves cor-
respond to median values from 100 coevolution runs.
population, the models are evolved to behave like the agent in every aspect.
5.3.3.2 Coevolutionary Dynamics
Figure 5.4 shows the dynamics of the coevolutionary algorithms. The horizontal axis
shows the generation, whereas the vertical axis shows the total square error of the model
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Figure 5.6: This plot shows the subjective fitness (normalized) of the classifiers and the
models in (a) the Interactive coevolution, and (b) the Passive 1 coevolution.
The curves show the average fitness across 100 coevolution runs.
parameters, that is, the sum of the square errors in the four parameters (of the model
with the highest subjective fitness in each generation) with respect to their true values.
In the case of the Interactive coevolution, the median error starts to reduce after around
the 100th generation, and keeps decreasing until the last generation where it reaches a
value of 10−4. In contrast, in the case of the passive coevolutions, not only does the
median error not decrease, but it increases to a value of 108 by the 1000th generation.
We now analyze how the four individual parameters evolve during the course of the
Interactive coevolution, which is the only fully-successful setup. The plot shown in Fig-
ure 5.5 reveals how the learning proceeds in the coevolution. Parameter k is the first to
be learnt, followed by α1, while parameters α2 and α3 take a longer time to approximate
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the true values. This means that the classifiers first learn to distinguish models from the
agent on the basis of k and α1. This ability of the classifiers drives the model population
to evolve k and α1, in order to mislead the classifiers. Eventually, the classifiers also
learn to exploit the effects of α2 and α3 in order to make the right judgment; thereby
driving the model population to evolve these two parameters accurately. After about
the 600th generation, the learning of the four parameters proceeds with approximately
identical rates.
In order to analyze why the Interactive coevolution is successful while the passive ones
are not, we can look at the dynamics of the subjective fitnesses of the classifiers and the
models (as defined in Section 5.2.4) during the course of the coevolution. As both of the
passive coevolutions fail to converge, we present the analysis of fitness dynamics only for
Passive 1 coevolution (the other case was found to have similar dynamics). Figure 5.6
shows the fitness dynamics of the Interactive and the Passive 1 coevolutions. In the case
of the Interactive coevolution (see Figure 5.6(a)), the average fitness of the classifiers
starts off at 0.5, which means that the classifiers make judgments that are no better
than random judgments. However, the classifiers quickly improve in fitness, which in
turn causes the fitness of the models to decrease. This increases the selective pressure
on the models. After about 600 generations both the fitness of classifiers and models
reach a steady state, which according to Figure 5.5 corresponds to the region where
the four parameters evolve with virtually identical rates. In the case of the Passive 1
coevolution (see Figure 5.6(b)), the average fitness of the classifiers also starts off at 0.5.
In the first few generations, this increases slightly, because the classifiers learn how to
distinguish models from the agent on the basis of parameters k and α1. However, the
models quickly adapt to this new ability of the classifiers. Now, as the classifiers are
unlikely to have the opportunity to observe the effects of α2 and α3, their average fitness
returns to 0.5. This leads to a disengagement phenomenon, in which there is no more
meaningful selection in the model population, therefore leading the parameters α2 and
α3 to drift, the effect of which can be seen in Figure 5.4.
5.3.3.3 Analysis of Evolved Classifiers
In this section, we analyze the evolved classifiers in the Interactive coevolution. The
model described in Section 5.2.1 is defined by four parameters: {k, α1, α2, α3}. In order
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Figure 5.7: This figure shows the landscape of U∗ (log scale) for the overall best classi-
fier over the six sub-spaces with two parameters as degrees of freedom (from
100 coevolution runs). Each axis in each plot ranges between 0 and 1, cor-
responding to the minimum and maximum magnitude of noise added into
each parameter respectively. See text for details.
to evaluate the quality of the evolved classifiers we performed a grid search over the
space of the amount of disturbance (i.e. noise) injected into each of the four parameters.
We used 11 noise magnitude settings per parameter, M ∈ {0, 0.1, . . . , 1}, with the noise
being added to the parameters as follows:
p′ = p(1 + U(−M,M)), (5.2)
where p ∈ {k, α1, α2, α3} represents any of the four parameters, and U(−M,M) de-
notes a uniform distribution on the interval (−M,M). Note that choosing uniformly
distributed noise serves to bound the amount of noise in a certain range in each noise
magnitude setting. This makes it simpler to visualize the performance of classifiers.
M = 0 corresponds to no noise, whereas M = 1 means that the noisy value of the
parameter can be between 0 and twice its actual value.
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Figure 5.8: This plot shows the average judgment [U , see Equation 5.3] of the best
evolved classifier over 100 trials when the magnitude of noise added into
each parameter of the agent is within 0.1.
For the sake of simplicity, we only analyzed the classifiers with the highest subjective
fitness in the last generation of the 100 coevolutions. For each of the 100 classifiers, and
for each combination of noise magnitudes, we conducted 100 trials. In other words, we
conducted 100 · 114 · 100 = 146, 410, 000 trials in total. In each trial, we modulated the
agent’s parameters according to Equation 5.2. Each trial was run for T = 100 time steps
(the same setting used within the coevolutions). For each combination of magnitudes
employed, the overall performance U was computed as the sum of the final judgments
of the classifier in each trial, divided by the total number of trials, N :
U =
N∑
i=1
Ji/N, (5.3)
where, Ji ∈ {0, 1} is the final judgment of the classifier in trial i, and N is the total
number of trials conducted. Note that Ji = 0 and Ji = 1 imply that the classifier has
judged the behavior as being that of a model and the agent, respectively.
In order to find the overall best classifier from the 100 classifiers analyzed, we defined
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Figure 5.9: This plot shows the light intensity sequences as output by the overall best
classifier (circular points), along with the corresponding speeds of the agents
(diamond-shaped points) in four trials conducted on different agents: (a)
the agent; (b) a model similar to the agent, generated randomly according
to Equation 5.2 with M = 0.5; (c) a model whose speed is linear to the light
intensity; and (d) a static model, whose speed is always 0 (i.e. k = 0). The
colors of the circular points (red, green, blue) correspond to light intensities
at levels L, M and H, respectively.
the following metric:
W = [1− U (0, 0, 0, 0)]
+
1
Ω
∑∑∑∑
i,j,k,`∈{0,0.1,...,1}
i2+j2+k2+`2 6=0
(i+ j + k + `)U (i, j, k, `) , (5.4)
where Ω = 29282 is the maximum value that the quadruple sum can achieve (i.e. if all
the U ’s are equal to 1). The first term in Equation 5.4 penalizes the classifier if U < 1
when there is no noise on the parameters; they are thus undisturbed and identical to the
ones of the agent. The second term penalizes the classifier if U > 0 for any non-zero noise
combination, with increasing penalties being applied to higher noise magnitudes. The
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normalization of the second term by Ω serves to make the two terms contribute equally
to W , which can take values in [0, 2]. Note that the minimum value of W = 0 can only
be achieved by the perfect classifier, that is, one that outputs 1 if i = j = k = ` = 0 and
0 otherwise. In our case, the best classifier achieved a value of W = 3.7 · 10−3.
The performance landscape of the models is 5-dimensional (4 model parameters plus
performance measure), and cannot be visualized directly. Therefore, we considered each
combination of two model parameters (
(
4
2
)
= 6 combinations) as a sub-space, and for
each point in this sub-space, we calculated the performance measure as the maximum
value over the sub-space spanned by the remaining two parameters. For instance, on
the sub-space (k, α1), the performance measure U
∗ (k, α1) was calculated as:
U∗ (k, α1) = max
α2,α3
U (k, α1, α2, α3) . (5.5)
Note that for all the points except (0, 0, 0, 0), Equation 5.5 corresponds to the worst-case
scenario for the classifiers, because the value of U for the ideal classifier at these points
is 0. For the point (0, 0, 0, 0), the value of U for the ideal classifier is 1.
Figure 5.7 shows the landscape of U∗ (log scale) for the overall best classifier over the
six sub-spaces. When interacting with the agent (i.e. i = j = k = ` = 0), the output
of the classifier is always 1. This corresponds to the point U∗(0, 0) in the six sub-spaces
of Figure 5.7 (here only the maximum is shown). When interacting with the models
(i.e. when the parameters of the agent are perturbed), for any combination of noise
magnitudes, the average output of the classifier is below 0.05 for the six sub-spaces.
In order to further analyze how sensitive the overall best classifier is when the parameters
of the agent are only slightly perturbed, we set the maximum magnitude of noise added
to each parameter to 0.1, and used a resolution of 0.01. In this evaluation, we only
injected noise into one parameter at a time. For each noise magnitude, the classifier was
evaluated in 100 trials (with different initial light intensities, and randomly-generated
noise), and the average performance measure was computed according to Equation 5.3.
Figure 5.8 shows the average judgment [U , see Equation 5.3] of the best classifier, which
was evaluated in 100 trials. With increasing noise magnitudes, the average judgment of
the classifier approaches zero, which means that the classifier can identify the agents as
models more consistently. The classifier has different sensitivities to the four parameters;
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the effects of noise on α2 and α3 on its judgment are higher than those of k and α1.
For instance, in the case of α2, even with M = 0.01, the classifier correctly judges the
behavior as being that of a model in 98% of the trials. As we have seen, k and α1 are
the first two parameters to be identified in the coevolution. α2 and α3 are addressed
in the later generations of the coevolutionary process, and it seems that the classifier is
more sensitive to these two parameters.
We now investigate how the overall best classifier interacts with the agents. We con-
ducted four trials with four different agents: (a) the agent; (b) a model similar to
the agent, generated randomly according to Equation 5.2 with M = 0.5; (c) a model
whose speed is linear to the light intensity without exponential decay (i.e. k = 1.25,
α1 = α2 = α3 = 1); and (d) a static model, whose speed is always 0 (i.e. k = 0). In each
trial, the initial light intensity was set to 0.25. The trials lasted for 100 time steps.
Figure 5.9 shows the sequences of light intensity output by the classifier, along with the
speed of the agents in the four trials, for the first 50 time steps (we observed that the last
50 time steps constitute a repetition of the first 50). As we can see, the classifier outputs
different sequences of light intensity in order to interact with the different agents. The
greater the difference between a model and the agent, the more varied is the sequence of
light intensities that the classifier outputs when interacting with it as compared to the
one it outputs when interacting with the agent. For the agent, the classifier repeatedly
outputs a H → L → L sequence, in order to fully reveal the behavior (this is analyzed
in detail in the following paragraph). For the model that is similar to the agent (see
Figure 5.9(b)), the sequence of light intensities is similar to the one produced for the
agent, but it is not identical. Interestingly, for the model without exponential decay (see
Figure 5.9(c)), the classifier produces the H → L → L sequence even more often than
it does for the agent, but it does not set the light intensity to level M. For the static
model (see Figure 5.9(d)), the classifier never outputs a H → L→ L sequence; instead,
it outputs a sequence that alternates between M and L.
We now focus on analyzing the behavior of the agent in Figure 5.9(a). Initially, the
classifier outputs the sequence L→ H → L→ L→ H → L→ L→ H → L→ L→M ,
which means that by the 12th time step, it has already observed the effects of all four
parameters. Interestingly, the classifier then (essentially) repeats this sequence and thus
observes the effect of all the parameters for another seven times (four repetitions occur
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Figure 5.10: This plot shows the distributions of the evolved models with the highest
subjective fitness in the 1000th generation of the Interactive coevolution
with noise (for a comparison to the case without noise, see Figure 5.3). The
dotted lines correspond to the values of the four parameters that the system
is expected to learn (i.e. those of the agent). From top to bottom, these
are 1.25, 0.8, 0.4, 0.2, respectively.
in the last 50 time steps, which are not shown in Figure 5.9(a)). We conjecture that the
repetitions make the classifier more robust in determining whether the behavior under
observation is that of a model or the agent. These results suggest that the classifier
succeeds in controlling the level of ambient light in a way that helps distinguish between
the agent and the models, revealing all aspects of the underlying behavior. Note that
the classifiers are not provided with any prior information about the agent, including its
structure. Thus, all knowledge is gained through an evolutionary process that is driven
by the accuracy of their judgments.
5.3.3.4 Noise Study
We now consider the situation where, during the coevolutionary process, noise is injected
into the agent’s behavior, and the agent’s positions as measured by the system. This
makes the overall setup more realistic as the locomotion of agents and any tracking
system will be affected by noise and measurement error. Since the passive coevolutions
fail even in the noiseless case, we consider only the Interactive coevolution for the sake
of simplicity. We performed 100 coevolutionary runs with the following settings. The
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Figure 5.11: This plots shows the distributions of the evolved models with the highest
fitness in the 100000th generation in the simple evolutions with a single
population. Each box corresponds to 100 evolution runs. The dotted lines
correspond to the values of the four parameters that the system is expected
to learn (i.e. those of the agent). From top to bottom, these are 1.25, 0.8,
0.4, 0.2, respectively. Note that in order to zoom in on the relevant range,
some boxes and outliers are omitted from the plot.
light intensity perceived by the agent at time t is obtained by multiplying the actual
intensity by a random number generated uniformly in (0.95, 1.05), and capping the
perceived intensity to 1 if it exceeds this value. Noise is also applied to the speed of the
agent by multiplying the original speed with a random number generated uniformly in
(0.95, 1.05). Noise on the estimated position on the agent is applied by adding a random
number generated from a normal distribution: N (0, 0.005).
Figure 5.10 shows a box plot with the distributions of the evolved models with the highest
subjective fitness in the 1000th generation of the Interactive coevolution with noise. The
effect of the noise is to widen the distribution of the evolved parameters across the 100
coevolutionary runs; however, the median values of the evolved parameters are still very
close to the true values. Interestingly, the Interactive coevolution does not seem to learn
α2 and α3 significantly worse than it does learn k and α1.
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Table 5.2: This table shows a comparison of all approaches. The numbers show the
relative errors of the evolved parameters (median values over 100 runs) with
respect to the parameters of the agent (in absolute percentage). TL: Turing
Learning.
k α1 α2 α3
Interactive (TL) 0.024 0 0.025 0.15
Passive 1 (TL) 1.2 14.3 7.8× 104 2.3× 105
Passive 2 (TL) 0.7 5.74 1.3× 104 3.3× 105
Passive 1 (SP-EA) 0 0 1.2 48.7
Passive 2 (SP-EA) 0 0 9.8 48.5
CEA-IM 4.0× 10−5 4.9× 10−5 1.1× 10−3 2.5× 10−4
5.3.3.5 Using a Single-Population Evolutionary Algorithm
In order to compare Turing Learning against a more traditional approach, we used a
simple evolution where a single population of models evolves. We call this method SP-
EA. As there are now no classifiers, an interactive approach is not possible, and thus we
conducted 100 evolutionary runs for the Passive 1 and Passive 2 methods of changing the
light intensity in the agent’s environment. The structure of the evolution is identical to
the sub-algorithms used in the coevolution, except for the fitness evaluation step. Now,
in each generation, 100 experiments are performed on the agent using 100 randomly
generated intensity patterns. The 100 intensity patterns are used to evaluate a model
100 times. The average square error between the model’s and the agent’s speed sequences
is used as the model’s fitness. Each evolutionary run lasts 100, 000 generations. In other
words, the number and duration of experiments on the agent is kept the same as that
in the coevolutionary approach, as outlined in Section 5.3.2.
Figure 5.11 reveals that the evolution is able to identify parameters k, α1, α2, but not
α3. Note that, apart from the single-population evolution not being able to consistently
identify the parameter α3, they also rely on a pre-defined metric for their operation;
in this case, computed as the square error between the model’s and the agent’s speed
sequences.
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Figure 5.12: This plots shows the distributions of the evolved models with the highest
fitness in the 1000th generation in CEA-IM (see Section 5.3.3.6). Each box
corresponds to 100 coevolution runs. The dotted lines correspond to the
values of the four parameters that the system is expected to learn (i.e. those
of the agent). From top to bottom, these are 1.25, 0.8, 0.4, 0.2, respectively.
5.3.3.6 Coevolution of Inputs and Models
In this section, we compare Turing Learning with another coevolutionary system iden-
tification method, in which inputs and models competitively coevolve. In particular,
we use the classifiers to generate sequences of inputs (in this case, light intensity). The
models are optimized through minimizing the square error of speed between the agent
and models, given the same sequence of inputs generated by the classifiers. The clas-
sifiers compete with the models through generating inputs that cause the maximum
disagreement between the model’s prediction and the agent’s output, which is similar
to the concept in [15]. Note that in this case the classifiers are only used for generating
the inputs and they do not make judgments. We call this method CEA-IM. Figure 5.12
shows the results of CEA-IM. As we can see, the model parameters are also identified
with a high accuracy. In other words, there is no ‘true’ interaction between the agent
and classifiers during the experiments in Turing Learning when investigating the deter-
ministic behavior. The classifiers only need to learn how to generate a fixed sequence of
inputs to extract all the information from the agent. For a comparison of all approaches,
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1 2  3 4
Figure 5.13: A state machine which represents the stochastic behavior of the agent under
investigation. The initial state is 1. p1, p2 are probabilities. The ambient
light intensity that the agent responds to has two levels: H and L. For
example, H(p1) means that when the light intensity is at H level, the agent
has a probability of p1 to move from one state to another state. See text
for details.
see Table 5.2.
In order to further validate and highlight the benefit of Turing Learning, we investigate
the stochastic behaviors in the following section.
5.4 Case Study Two
5.4.1 Stochastic Behavior
Stochastic behaviors are widely observed in the animal kingdom. Given the same stimuli,
the animal may behave differently. In order to make the animal under investigation reveal
all its behavioral repertoire, ethologists sometimes need to interact with the animals in
real time and change the stimuli dynamically according to the animal’s response. Based
on this motivation, in this section we apply Turing Learning to infer stochastic behaviors
and investigate whether a machine could interact with the agent through dynamically
changing the stimulus rather than applying a fixed sequence.
We will describe the stochastic behavior for the general case. It is represented by a state
machine, shown in Figure 5.13. Suppose the agent has n states. The agent’s behavior
depends on the level of the light intensity in the environment and its current state (i.e.,
the agent has memory). For the initial state 1, if the light intensity is low (L), the agent
stays in state 1; if the light intensity is high (H), the agent moves forward to state 2
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1 2
(a) 2 states
2 31
(b) 3 states
Figure 5.14: The stochastic behaviors with (a) 2 states and (b) 3 states under invesitga-
tion. p1 and p2 are probabilities. See text for details
with probability p1. For states i = 2, 4, 6, · · · , 2
⌊
n−1
2
⌋
, if light intensity is L, the agent
moves to state (i + 1) with probability p1; if the light intensity is H, the agent moves
to state (i − 1) with probability p2. The behavior for states i = 3, 5, 7, · · · , 2⌊n
2
⌋ − 1
is obtained by exchanging L with H in the above description. When the agent is in
state n, its behavior is similar to that in states i = 2, 3, 4, n − 1. The only difference
is that the agent can not move to a higher state. Figures 5.14(a) and 5.14(b) show the
agent behavior with 2 and 3 states, respectively. These are the two behaviors to be
investigated in the thesis.
For the agent’s behavior, p1 is set to a low value and p2 is set to a high value. As a
consequence of this choice, the agent has a low chance of moving forward to a state with
a higher number and thus the higher state has lower observability. The classifiers need
to learn how to interact with the agent to infer all its behavioral repertoire.
For a proof of concept study, we assume that the agent moves in one-dimensional space
and moves at a constant but different speed in each state. Suppose the agent is initially
static (zero speed) and its initial state is known. The system identification task is then
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to identify the parameters of the other states (i.e., speed values v1 and v2 shown in
Figure 5.14) and the two probabilities, p1 and p2. The speed of the agent in each state
is chosen arbitrarily. p1 and p2 are chosen to have a value of 0.1 and 1.0. As explained,
this makes the higher states harder to be observed.
In order to make the agent stay in a higher state, the classifiers need to capture the mo-
ment when the agent reaches that state, and toggles/switches the level of light intensity
immediately. This makes it easier for Turing Learning to learn the behavior as the state
can be observed for a sufficient time. If the classifiers fail to do that, the agent would
move immediately back to the previous state.
For the 2-state machine shown in Figure 5.14(a), v1 is selected to be 0.5; for the 3-state
machine shown in Figure 5.14(b), v1 and v2 are selected to be 0.5 and 1.0, respectively.
Therefore, the parameters to be identified for the 2-state and 3-state agent behavior are:
q1 = (v, p1, p2) = (0.5, 0.1, 1.0). (5.6)
q2 = (v1, v2, p1, p2) = (0.5, 1.0, 0.1, 1.0). (5.7)
5.4.2 Simulation Setup
To evaluate Turing Learning, we still used three setups: “Interactive”, “Passive 1”
and “Passive 2”, as discussed in Section 5.3.2. We also compared Turing Learning
with the two metric-based methods (SP-EA and CEA-IM) described in Sections 5.3.3.5
and 5.3.3.6, respectively. For each setup, we added a certain amount of noise into the
measurement of speed. This is realized by multiplying the agent’s real speed with a
random value in [0.95, 1.05] in each time step.
5.4.3 Results: Two States
In this section, we present the results of inferring the 2-state agent behavior shown in
Figure 5.14(a), using the setups in Section 5.4.2.
122
5.4 Case Study Two
v1 p1 p2
-2
-1
0
1
2
model parameters
va
lu
e
of
m
o
d
el
p
ar
am
et
er
s
Interactive
Passive 1
Passive 2
(a) Turing Learning
-2
-1
0
1
2
v1 p1 p2
model parameters
va
lu
e
of
m
o
d
el
p
ar
am
et
er
s
(b) SP-EA
v1 p1 p2
-2
-1
0
1
2
model parameters
va
lu
e
o
f
m
o
d
el
p
ar
am
et
er
s
Passive 1
Passive 2
(c) CEA-IM
Figure 5.15: This plot shows the distributions of the evolved models with the highest
subjective fitness in the 1000th generation in the coevolutions. Each box
corresponds to 30 coevolution runs. The dotted lines correspond to the
values of the three parameters that the system is expected to learn (i.e.,
those of the agent). See text for details.
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5.4.3.1 Analysis of Evolved Models
Figure 5.15 shows a box plot with the parameters of the evolved models with the highest
subjective fitness in the 1000th generation for (a) Turing Learning, (b) SP-EA, and (c)
CEA-IM. Using Turing Learning, the system identified all parameters of the agent with
good accuracy. For the other two metric-based methods, all the three parameters are
not learned well. Instead, the three evolved parameters converge into three different
values: v1 → 0.0, p1 → 1.0, p2 → 0.0. The failure of SP-EA and CEA-IM can be
explained as follows. As the behavior is stochastic, given the same sequence of inputs the
agent would probably exhibit different behaviors. Therefore, quantitatively measuring
the difference between the models and agent (e.g., using square error) would not lead
the model parameters to converge into their true values. For all methods, the means
(standard deviations) of the AEs of each parameter of the evolved model with the highest
fitness in the final generation over 30 coevolution runs are shown in Table 5.3. Clearly,
Turing Learning infers the stochastic behavior significantly better than the two metric-
based methods. There is no significant difference among “Interactive”, “passive 1” and
“passive 2” setups of Turing Learning in terms of AEs of the evolved parameters.
In order to show the advantage of “Interactive” setup of Turing Learning, we investigate
the convergence of model parameters during the evolutionary process. Figure 5.16 shows
the convergence of the model parameters over generations for the three setups of Turing
Learning. As we can see, the evolved model parameters in the “Interactive” setup
converge much faster than those in the two passive setups. For the “Interactive” setup,
after about 100 generations, all the three parameters converge into their true values. For
the “Passive 1”, all the parameters converge after about 200 generations, while for the
“Passive 2” it takes longer time. In terms of v1, there is a much smaller disturbance in
the “Interactive” setup than that in the other two setups.
5.4.3.2 Analysis of Evolved Classifiers
In order to investigate why the “Interactive” setup of Turing Learning learns the agent
behavior faster than the two passive setups, we post-evaluated how the classifiers interact
with the agent during a trial.
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Figure 5.16: Evolutionary process of the evolved model parameters for (a) “Interactive”,
(b) “Passive 1” and (c) “Passive 2” setups of the Turing Learning method
when learning the 2-state agent behavior. Curves represent mean values
across 30 coevolution runs. Dotted black lines indicate true values.
Figure 5.17 shows how the classifier with the highest subjective fitness in different gen-
erations (of a particular coevolution run) interact with the agent in a trial. A similar
phenomenon could be observed in other coevolution runs. As shown in the top left of
Figure 5.17, the classifier outputs H level. It waits until the agent ‘jumps’ from state 1
to state 2 (a stochastic process), and then immediately switches the light intensity from
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Table 5.3: This table shows a comparison of all approaches for learning the 2-state
stochastic behavior shown in Figure 5.14(a). The values show means of AEs
(defined in Equation 3.11) of each evolved model parameter with respect to
that of the agent. TL: Turing Learning.
v1 p1 p2
Interactive (TL) 0.003 0.03 1.6× 10−5
Passive 1 (TL) 0.01 0.03 1.0× 10−5
Passive 2 (TL) 0.02 0.02 1.0× 10−5
Passive 1 (SP-EA) 0.47 0.9 1.0
Passive 2 (SP-EA) 0.47 0.9 1.0
CEA-IM 0.47 0.9 1.0
H to L level in order to make the agent stay in state 2 as long as possible. Therefore,
the agent’s behavior in state 2 (hidden information) can be observed longer and inferred
efficiently through the process of evolution. Note that the classifier has learned a good
strategy and exhibited such ‘intelligent’ behavior at the very beginning of the coevolu-
tion run (before 50 generations in this case). After 500 generations, the classifier slightly
changed the strategy. Instead of always outputting H level, it keeps switching between
H and L level until it observes the agent ‘jumps’ from state 1 to state 2, and after that
it immediately switches the light intensity from H to L level. This is unlikely to happen
when generating random sequences of inputs.
5.4.4 Results: Three States
In order to further demonstrate the advantage of “Interactive” setup of Turing Learning,
this section discusses the results of inferring the 3-state stochastic agent behavior shown
in Figure 5.14(b).
5.4.4.1 Analysis of Evolved Models
Figure 5.18 shows the distribution of the evolved models in the 1000th generation for all
setups. The “Interactive” setup of Turing Learning is the only one that infers all the
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Figure 5.17: This plot shows an example of how the classifier with the highest subjective
fitness in different generations (of a particular coevolution run) dynamically
change the light intensity to interact with the 2-state agent during a trial.
parameters of the agent with good accuracy. For the two setups using pre-defined metrics
(SP-EA and CEA-IM), all the parameters are not well learned. Table 5.4 compares the
accuracy of each parameter of the evolved model with the highest fitness in the final
generation over 30 coevolution runs using all approaches.
Figure 5.19 shows the evolutionary process of the models for the three setups of Turing
Learning. As we can see, all the model parameters in the “Interactive” setup converged
to their true value smoothly within about 200 generations. For the two passive setups,
v1, p1 and p2 are well learned, but they still take longer time to converge to their true
values than those of the “Interactive” setup. There is a dramatic disturbance during the
evolutionary process of v2 for the passive setups, and this parameter is not well learned.
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Figure 5.18: This plot shows the distributions of the evolved models with the highest
subjective fitness in the 1000th generation in the coevolutions. Each box
corresponds to 30 coevolution runs. The dotted lines correspond to the
values of the four parameters that the system is expected to learn (i.e.,
those of the agent). See text for details.
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Figure 5.19: Evolutionary process of the evolved model parameters for (a) “Interactive”,
(b) “Passive 1” and (c) “Passive 2” setups of the metric-free method when
learning the 3-state agent behavior. Curves represent mean values across
30 coevolution runs. Dotted black lines indicate true values.
5.4.4.2 Analysis of Evolved Classifiers
Figure 5.20 shows an example of how the classifier with the highest subjective fitness in
different generations (of a particular coevolution run) evolved to interact with the agent.
In other coevolution runs, we observed a similar phenomenon. As shown in Figure 5.20,
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Table 5.4: This table shows a comparison of all approaches for inferring the 3-state agent
behavior shown in Figure 5.14(b). The values show means of AEs (defined in
Equation 3.11) of each evolved model parameter with respect to that of the
agent. TL: Turing Learning.
v1 v2 p1 p2
Interactive (TL) 0.005 0.03 0.02 2.0× 10−6
Passive 1 (TL) 0.02 0.23 0.05 0.03
Passive 2 (TL) 0.02 0.47 0.08 0.13
Passive 1 (SP-EA) 0.47 0.97 0.9 1.0
Passive 2 (SP-EA) 0.47 0.98 0.9 1.0
CEA-IM 0.46 0.96 0.67 0.89
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Figure 5.20: This plot shows an example of how the classifier with the highest subjective
fitness in different generations (of a particular coevolution run) dynamically
change the light intensity to interact with the 3-state agent during a trial.
the strategy learned by the classifiers shown in 3 of the 4 sub-figures (corresponding to
the 100th, 200th and 1000th generations) is as follows. The classifier outputs H first, and
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once the agent moves forward from state 1 to state 2, the classifier switches the light
intensity into level L and keeps it in that level. As long as the agent moves forward from
state 2 to state 3, the classifier switches the light intensity from L to H and keeps the
light intensity in that level. Note that the ‘best’ classifier sometimes lost its ability to
interact with the agent in the 500th generation as shown in bottom left of Figure 5.20.
However, this does not influence the learning process, as long as there are still some
other classifiers in the population obtain this interactive ability.
5.5 Summary
In this chapter, we extend Turing Learning with interactive ability to autonomously
learn the behavior of an agent. We have shown that, by allowing classifiers to control
the stimulus in the agent’s environment, the system is able to correctly identify the
parameters of relatively complex behaviors. The advantage of Turing Learning with
interaction is validated using two case studies: stochastic and deterministic behaviors of
an agent. In both case studies, the results show that learning through interaction can
infer the agent behaviors better or faster than only through passive observation.
When inferring the deterministic behavior, the classifiers have learned to generate a
complex but static sequence of inputs to extract all the hidden information from the
agent, which facilitates the learning process. However, generating such sequences at
random is unlikely. This makes the SP-EA (in which the inputs are generated ran-
domly) fail to infer all the parameters of the agent. However, by coevolving inputs and
models (CEA-IM), the system still obtained very good model accuracy in terms of all
parameters.
When inferring the stochastic behavior, the advantage of Turing Learning with inter-
action becomes obvious. It performs significantly better than the two metric-based
methods (SP-EA and CEA-IM) in inferring the behaviors. The classifiers learned to
dynamically interact with the agent, which made it possible to infer all the agent’s
parameters in an efficient way.
In a sense, the machine, using Turing Learing, exhibits an ‘intelligent’ behavior known
from humans: it adapts to interact with a system in order to learn faster what the system
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does. This property of Turing Learning could pave the way to further development of
machine intelligence. Note that CEA-IM uses the same idea as the estimation-exploration
algorithm [113, 114, 115], in which inputs and models are competitively coevolved. When
the target system is deterministic and the metric used to optimize the models can be
easily defined (see Section 5.3.3.6), coevolving inputs and models with metrics can also
obtain good results in terms of model accuracy. However, when the target system
is stochastic (see Section 5.4) or metrics are difficult to define (see Chapter 3), Turing
Learning outperforms the metrics-based methods such as CEA-IM. Turing Learning can
infer the models of the stochastic behaviors and swarm behaviors with good accuracy,
which shows the advantage of the method for system identification and machine learning.
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6.1 Summary of Findings
This thesis presented a novel system identification method—Turing Learning—for infer-
ring agent behavior. Turing Learning does not rely on predefined metrics for measuring
the difference between the agents and models. Instead, it uses coevolution to simulta-
neously generate models and classifiers, which substitute the metrics. The classifiers are
rewarded for distinguishing between agents and models. The models are rewarded for
making classifiers judge them as agents. In order to ‘trick’ the classifiers to judge them
as agents, the models need to mimic their behaviors.
The merits of Turing Learning were demonstrated through successfully inferring various
agent behaviors ranging from swarm behaviors to deterministic/stochastic behaviors of
single agents. When inferring an unknown swarm behavior, it is challenging to define
meaningful metrics that quantitatively measure the difference (e.g., in motion) between
the models and agents. Due to the numerous interactions among agents and between
agents and the environment, the motion of each agent in the swarm is stochastic. We
conducted a case study (with both simulated and physical robots) showing that observing
the swarm is sufficient to infer the behavioral rules of the agents. The evolved models
showed good correspondence to the original agents in terms of individual behaviors
(parameters) and global behaviors. The evolved classifiers performed collectively well
and could potentially be used for detecting abnormal behaviors (e.g., faulty agents) in
the swarm. It was also shown that swarm behaviors can be directly inferred from the
motion of a single agent in the group, as long as the group size is sufficiently large. This
may have significant implications for the study of animal collectives, as in practice it
may be difficult to track a large number of animals in a group.
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We extended the ability of the classifiers in Turing Learning, so that they can interact
with the agent through controlling the environmental stimulus that the agent responds
to. The interactive learning approach proved to be superior to passive learning (i.e.,
learning where the agents are only observed) in terms of model convergence rate and
model accuracy, especially when the agent behavior under investigation had low observ-
ability. We presented two further case studies where Turing Learning needs to infer,
respectively, deterministic and stochastic behaviors of single agents. In the case study
about inferring deterministic behaviors, the results showed that it is possible to infer
the behaviors through coevolving a fixed sequence of inputs (in lieu of classifiers) and
models. In this case, the interaction between the classifiers and agent was of limited
‘intelligence’ as they only needed to output a fixed sequence no matter what the agent’s
observed behavior was. In the case study about inferring stochastic behaviors, it was
shown that through actively interacting with the agent during the experimental trial, the
classifiers could ‘intelligently’ change the stimulus in response to the agent’s observed
behavior, and thereby extract the hidden information from the agent. This intelligent
behavior was also observed in humans when scientists tried to investigate an animal’s
behavior in response to stimuli [124]. As the agent’s behavior under investigation is
stochastic, it is not feasible to evolve a fixed sequence of inputs to extract all the agent’s
behavioral repertoire. Given the same input, the agent would probably behave differ-
ently each time and this makes it hard to optimize the models using predefined metrics.
We compared the results obtained by Turing Learning and two metric-based system
identification methods, and showed that Turing Learning learned the agent behavior
significantly better than the other two methods. This highlights the benefits of Turing
Learning in inferring complex agent behaviors.
6.2 Future work
In spite of the encouraging results obtained when applying Turing Learning to infer agent
behaviors, we do not claim that this method can be directly used for modeling animal
behaviors. There are still questions to be discussed before conducting experiments on
animals. Some future work is provided as follows.
• In the thesis, the models were represented by a set of parameters that govern
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behavioral rules of the agents. As was argued before, this makes it feasible to ob-
jectively gauge the quality of the models through comparing them with the ground
truth. Although the search space for the models is small, identifying the param-
eters is not trivial as the inputs are unknown. Note that parameter estimation is
also widely adapted for modeling biological swarm systems, when the model struc-
ture is often assumed to be known [196]. The results of learning the agent’s angle
of view showed that our method may even learn the morphology of the swarming
agents. In the future, we will try to evolve the structure of the models as well
(e.g., using genetic programming or artificial neural networks).
• The swarm behaviors investigated in this thesis were deterministic in terms of
the individual’s behavioral rules (yet, the motion of the agents was stochastic, for
example, due to the noise on their actuators). In the future, we could apply Turing
Learning to learn swarm behaviors produced by stochastic rules.
• Turing Learning could be applied to learn more complex behaviors (for example,
when the agents have more states or rules). One of the possible extension is using
Turing Learning to infer flocking or schooling behavior, in which the agents use
more sensors. When the behaviors become more complex, instead of analyzing
only the motion of individual agents, more information (such as number of the
agent’s neighbors or its internal states) may need to be provided to the classifiers.
The potential application of Turing Learning in inferring real swarm behaviors was
demonstrated in a work reported in [197], where humans were asked to discriminate
between the collective motion of real and simulated fish. The authors report that
the humans could do so even though the data from the model was consistent with
the real data according to pre-defined metrics. Their results “highlight a limitation
of fitting detailed models to real-world data”. They argue that “observational tests
[...] could be used to cross-validate model”. This is in line with Turing Learning.
• In principle, Turing Learning is applicable to infer human behavior. It could
evolve models that aim to pass the Turing Test [177], at least with regards to
some specific subset of human behavior. In this case, the classifiers could act as
Reverse Turing Tests, which could be applied in situations where a machine needs
to distinguish human agents from artificial ones. This is done, for example, by the
“Completely Automated Public Turing test to tell Computers and Humans Apart”
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system (CAPTCHA) [198], which is widely used for internet security purposes.
For example, an exciting application of Turing Learning is reverse engineering the
hand writing of human beings. Given a collection of signatures from a human
being, we could coevolve models which are computer programs that automatically
generate signatures and classifiers (e.g., neural networks) that distinguish between
signatures from the human and those generated by models.
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