




Author(s)齋藤, 靖洋; 土肥, 正








海上保安大学校海上安全学講座 齋藤靖洋 (Yasuhiro Saito)
Department of Maritime Safety Technology, Japan Coast Guard Academy
広島大学大学院工学研究科 土肥正 (Tadashi Dohi)

























ソフトウェア信頼性モデルを提案する.Lindqvist ら [4] はNHPP と再生過程 (RP) の要素を併せ持つ確率
点過程であるトレンド再生過程 (TRP) を提案した.トレンド再生過程は,NHPPの強度関数に対応するト
レンド関数と呼ばれる時間変調関数と,RP の要素である再生分布によって特徴付けられる.トレンド再生
過程のノンパラメ トリックモデルに関する従来研究として,Heggíand and Lindqvist[3] やLindqvist[5] は
再生分布の関数形は既知であるが,トレンド関数が未知である場合のノンパラメ トリック推定量を提案し










時刻 t = 0 から開始されたソフトウェアテスト工程において, n 個のソフトウェアフォールト検出時刻
データ t_{i} (i = 1,2, \ldots)n) が観測されたとし,時刻 t までに検出される累積ソフトウェアフォールト数を
\mathrm{N}(t) とおく.この時,確率過程 \{N(t);t\geq が以下の式で表される条件付強度関数を持つ場合,これをト
レンド再生過程 (TRP) と呼ぶ.
 $\zeta$(t|H_{t-})=z( $\Lambda$(t)- $\Lambda$(t_{N(t-)})) $\lambda$(t) . (1)
ここで, H_{t-} は時刻 t より前のフオールト検出履歴を表し, t_{N(t-)} は時刻 \mathrm{t} より前の最後のフォールト検
出時刻を意味する.また,  $\lambda$(t) 及び z(x) はそれぞれ非同次ボアソン過程 (NHPP) の強度関数及び再生過程
(RP) の故障率関数に相当し,これらをTRP のトレンド関数及び故障率関数と呼ぶこととする.本稿では,
式(1) の条件付強度関数により定義されるトレンド再生過程に基づくソフトウェア信頼性モデル (TRP モデ
ル ) について議論する.
NHPPモデルの場合よく知られている様に,時間スケール変換後の確率変数  $\Lambda$(T_{i}) (i=0,1, \ldots)n ) は,
あらゆる時刻 t\geq 0 に対して単位故障強度  $\lambda$(t)=1 を持つ同次ボアソン過程 (HPP) に従う.ここで,雪は
ソフトウェアフォールト検出時刻を表す確率変数であり,  $\Lambda$(t)(=\displaystyle \int_{0}^{t} $\lambda$(t)dt) はNHPPの平均値関数と呼ばれ
る.これは言い換えれば,時間スケール変換後の時間間隔  $\Lambda$(T_{i+1})- $\Lambda$(T_{i}) が単位尺度パラメータの指数分
布を持つ i.i. \mathrm{d} . の確率変数であることを意味する.これに対して,TRP モデルにおいては,  $\Lambda$(T_{i+1})- $\Lambda$(T_{i})
は任意の確率分布に従う i.i. \mathrm{d} . の確率変数となる.つまり  $\Lambda$(T_{i+1})-\mathrm{A}(T_{i}) は任意の再生分布 F(x) を持つ
再生過程に従う.混乱を避けるため,TRP モデルにおける  $\Lambda$(t)(=\displaystyle \int_{0}^{t} $\lambda$(x)dx) は累積トレンド関数と呼ぶ.
NHPPモデルと異なり,TRP モデルの平均値関数 \mathrm{E}[N(t)] は  $\Lambda$(t) とは一致しないことが知られている [4].
TRP ( $\lambda$(t), F(x)) をトレンド関数  $\lambda$(t) 及び再生分布 F(x) を持つトレンド再生過程とする.この場合,TRP
モデルの表記は唯一ではなく,任意の実数 c に対して,TRP ( $\lambda$(t), F(x)) と TRP (c $\lambda$(t), F(x/\mathrm{c})) は同じ条
件付強度関数を持つことが容易に確認出来る.
ソフトウエアテストの終了時刻を T=t_{n+1} とし, $\theta$_{ $\lambda$} 及び $\theta$_{F} をそれぞれトレンド関数及び再生分布が持
つモデルパラメータ (ベク トル) と仮定すると,TRP モデルの尤度関数は
LF($\theta$_{ $\lambda$}, $\theta$_{F})= \displaystyle \{\prod_{i=1}^{n}z( $\Lambda$(t_{i})- $\Lambda$(t_{i-1})) $\lambda$(t_{i})\} cxp \displaystyle \{-\sum_{i=1}^{n+1}.\int_{t_{i-1}}^{t_{\mathrm{i}}}z( $\Lambda$(u)- $\Lambda$(t_{i-1})) $\lambda$(u)du\} (2)
によって与えられる.ここで, t_{0} =  $\Lambda$(t_{0}) = 0 であり,再生分布 F(x) に対応する故障率関数 z(x) は
z(x)= (dF(x)/dx)/(1-F(x)) によって定義される.式(2) の対数を取ると,TRP モデルの対数尤度関数は
LLF($\theta$_{ $\lambda$}, $\theta$_{F})=\displaystyle \sum_{i=1}^{n}\{\log(z( $\Lambda$(t_{i})- $\Lambda$(t_{i-1})) $\lambda$(t_{i}))-\int_{0}^{ $\Lambda$(t_{i})- $\Lambda$(t_{\mathrm{i}-1})}z(v)dv\}-\int_{0}^{ $\Lambda$(T)- $\Lambda$(t_{n})}z(v)dv (3)
となる.トレンド関数  $\lambda$(t) 及び再生分布 F(x) の関数形が決まれば,式(3) の対数尤度関数を最大化するこ
とによってそれぞれの関数が持つモデルパラメータ $\theta$_{ $\lambda$} 及び $\theta$_{F} を推定することが出来る.このことから,
トレンド関数  $\lambda$(t) や再生分布 F(x) を任意に定めることによって無数の TRP モデルを提案することが可能
となる.本稿では,トレンド関数に関しては,NHPPモデルでもよく用いられる  $\lambda$(t)= $\alpha$\times g(t) で表現さ
れるモデルを考察する.ここで, g(t) =dG(t)/dt は任意の確率分布 G(t) の密度関数を表すが,本稿では
NHPPモデルに代表される指数分布 (EXP) , ガンマ分布 (GMA) , 第二種パレート分布 (PAR) , 切断正規
分布 (TRN) , 対数正規分布 (LGN) , 切断ロジステイック分布 (TLG) , 対数ロジステイック分布 (LLG) , 切
断Gumbel 分布 (TXA) , Frechet 型極値分布 (LXA) , Gompertz 分布 (TXI) , Weibull 分布 (LXI) の11種
類の分布関数を用いる.同様に,再生分布 F(x) についても同じ11種類の確率分布を仮定する.また,パ




ここで,故障率関数 z(x)=1 の場合,式(3) はNHPP モデルの対数尤度関数と一致する.従って,TRP
モデルは特別なケースとしてNHPPモデルを包括していることが分かる.一方,トレンド関数  $\lambda$(t)=1 の




Hegglarid and Lindqvist [3] やSaito and Dohi [7] は,Bartoszynski ら [1] が提案した NHPP の制約付ノ
ンパラメトリック最尤推定量 (CNPMLE)の考え方を応用し,一部の TRP に対するCNPMLEを導出した.
本節では,この推定量を適用したソフトウェア信頼性モデルを考察する.具体的には,トレンド関数が未
知かつ再生分布が既知である場合において,トレンド関数のCNPMLEに基づくノンパラメ トリック TRP
モデルを提案する.  $\lambda$(t) が (0, T] において非負で非増加な関数であるという条件の下で,式(3) で与えられ
る対数尤度関数を最大化する推定値を求める.この場合,尤度を最大化する  $\lambda$(t) はフォールト検出時刻 t_{i}
でのみ減少する可能性のある左連続の関数で構成される.
今, $\lambda$_{i} =  $\lambda$(t_{i}) 及び x_{i} = t_{i}-t_{i-1} (i = 1,2, \cdots , n+1_{j}\cdot t_{n+1} = T) とおく.時亥 |\mathrm{j}t > ちにおける  $\lambda$(t)
の推定値に関しては,  $\Lambda$(T)- $\Lambda$(t_{n}) > 0 の場合,式(3) の最終項の分だけ対数尤度関数は減少するため,
$\lambda$_{n+1} =0 である必要がある.また,  $\Lambda$(t_{i})- $\Lambda$(t_{i-1}) は $\lambda$_{i}x_{i} と表すことが出来るため,非増加関数の仮定の
下で式 (3) を最大化する問題は $\lambda$_{1} \geq$\lambda$_{2} \geq\cdots\geq$\lambda$_{n} \geq 0(=$\lambda$_{n+1}) の条件の下で
LLF($\lambda$_{1}, $\lambda$_{2}, \displaystyle \cdots, $\lambda$_{n}, $\theta$_{F})=\sum_{i=1}^{n} { \displaystyle \log(z($\lambda$_{i}x_{i}))+\log($\lambda$_{i})-\int_{0}ろ x_{i}z(v)dv }. (4)
を最大化する問題となる.原理的にはあらゆる再生分布に対してこの問題を解くことにより,様々な分布に
対してトレンド再生過程のCNPMLEを導出することが可能であるが,それらを解析的に導出することは容
易ではない.Bartoszynski ら [1] が提案した解法は,パラメ トリックモデルで仮定した11種類のトレンド
関数の中でも,指数分布(NHPPモデル) の拡張と言えるガンマ分布 [7] , ワイブル分布 [3] に対してのみ有
効となる.ガンマ分布及びワイブル分布を仮定した場合,非増加の単調性を持つ $\lambda$_{i} に対して式 (4) を最大
化する問題は, $\omega$_{1} \geq$\omega$_{2} \geq. . . \geq$\omega$_{7l} \geq 0(=$\omega$_{n+1}) の条件の下で以下の問題を最大化する問題と等価となる.
\displaystyle \max_{$\omega$_{1},$\omega$_{2},\cdots$\omega$_{n}},\sum_{i=1}^{n}\{z_{i}\log$\omega$_{i}-$\omega$_{i}y_{i}\} . (5)
ここで,あらゆる i に対して,ガンマ分布については z_{i}= $\theta$, $\omega$_{i}=$\lambda$_{i_{j}}y_{i}=x_{i} であり,ワイブル分布につい
ては z_{i}=1, $\omega$_{i}=$\lambda$_{i}^{ $\theta$}, y_{i}=x_{i}^{ $\theta$} である.また,  $\theta$ はそれぞれの分布が持つ形状パラメータを意味し,トレン
ド関数のCNPMLEを考える場合,TRP の非唯一性から尺度パラメータは常に1とみなせる.この問題の
解は,
 $\omega$_{i}=\displaystyle \min_{1\leq h\leq ii}\max_{\leq k\leq n\sum_{j=h+1}^{k}y_{j}}\sum_{j=h+1}^{k}z_{j} (6)
で与えられ, $\omega$_{i} と $\lambda$_{i} の関係式から トレンド関数の CNPMLE を求めることが出来る.同様に,非減少の単




となる問題を解くことによって導出できる.ここで,ガンマ分布及びワイブル分布について z_{0}= $\theta$-1, z_{i}=
 $\theta$ (i=1,2, \cdot , n-1) , z_{n}=1 である.また,ガンマ分布に対しては $\omega$_{i}=$\lambda$_{i} (i=0,1, \cdot , n) , y_{i}=x_{i+1} (i=
0_{i}1 , , n-1) , y_{n}=0であり,ワイブ)レ分布に対しては $\omega$_{i}=$\lambda$_{i}^{ $\theta$}(i=0_{:}1_{i} , n) , y_{i}=x_{i}^{ $\theta$}(i=0, 1_{i} , n-1
) , y_{n}=0 である.この問題の解は,
$\omega$_{i}= \left\{\begin{array}{ll}
\max_{0\leq h\leq i}\min_{i\leq k\leq n-1}\frac{$\Sigma$_{J^{=h+1}}^{k}z_{j}}{$\Sigma$_{=\prime $\iota$+1}^{k}y_{j}}, & i=0, 1, \cdot \cdot \cdot , n-1,\\
\infty, & i=n
\end{array}\right. (8)
で与えられる.非減少の CNPMLE においては  w_{n}=\infty とすることにより,原理上,尤度関数を無限に大
きくすることが出来る特徴を持つ.
このように単調性を仮定することによって式 (6) 又は式 (8) から トレンド関数の CNPMLE を導出出来る
が,同時に再生分布が持つ未知の形状パラメータ  $\theta$ を推定する必要がある.ここでは,次のような繰り返し
手法を用いる.まず,形状パラメータ  $\theta$ の初期値を決め , 式 (6) 又は式 (8) より CNPMLE を導出する.続
いて,得られた  $\lambda$(t) の推定値を用いて,TRP モデルの対数尤度関数を最大化するパラメータ  $\theta$ を推定し,
同様の繰り返し手法を  $\theta$ の値が収束するまで続ける.こうすることで,再生分布の形状パラメータ  $\theta$ の最
尤推定値と トレンド関数の CNPMLE を同時に導出することが可能となる.
3.2 故障率関数の制約付きノンパラメ トリック最尤推定量
本節では,3.1節とは逆にトレンド関数が既知かつ再生分布が未知である場合において,故障率関数の
CNPMLEに基づくノンパラメ トリックTRP モデ)レを考察する.Marshall and Proschan [6] は,独立で同
一な確率分布 (\mathrm{i}.\mathrm{i}.\mathrm{d}.) からのデータが得られた下で単調な \mathrm{z}(x) を仮定した場合,故障率関数の CNPMLE を
導出出来ることを示した.この手法も直接的に TRP モデルに応用することが可能である [8].
TRP モデルの場合,累積トレンド関数  $\Lambda$(t;$\theta$_{ $\lambda$}) での時間スケール変換後の時間間隔 x_{i} =  $\Lambda$(t_{i};$\theta$_{ $\lambda$}) -
 $\Lambda$(t_{i-1;}$\theta$_{ $\lambda$}) (i=1,2, \cdots , n) がiid. となる性質がある.ここで, t_{0}= $\Lambda$(t_{0};$\theta$_{ $\lambda$})=0 である.この場合, x_{i}
は未知のパラメータ (ベクトル)  $\theta \lambda$ を持つ累積トレンド関数  $\Lambda$(t:-$\theta$_{ $\lambda$}) に依存する.したがって,TRP の故
障率関数のCNPMLEを計算する際には,累積トレンド関数の変化に伴って時間スケール変換後の時間間
隔 x_{i} もまた変化するという性質を考慮する必要がある.本節ではパラメ トリックモデルと同様に11種類
の確率分布関数 G(t) を用いて  $\Lambda$(t)= $\alpha$\times G(t) で表される累積トレンド関数を仮定する.ここでもパラメ
トリックモデルと同様に,TRP の非唯一性により計算を簡単化するため冗長なパラメータを  $\alpha$ = 1 と設
定することが出来る.  $\alpha$ を除く トレンド関数のパラメータを  $\theta$_{ $\lambda$}^{- $\alpha$} とおけば,ここでの問題は,TRP の対
数尤度関数を最大化するトレンド関数のパラメータ $\theta$_{ $\lambda$}^{- $\alpha$} 及びCNPMLE を同時に推定することである.故
障率関数のCNPMLEの場合,3.1節で示したトレンド関数のCNPMLEの推定手法のような,モデルパ
ラメータを更新していくようなアルゴリズムでは収束が保障されない.これは,モデルパラメータ  $\theta$姶の
変化に応じて,時間間隔  x_{i} だけでなく CNPMLE 白体も同時に変化するためである.そこで,以下のよう
な推定手法を考える.モデルパラメータ $\theta$_{ $\lambda$}^{- $\alpha$} を任意に仮定した場合,あらゆる i (=1,2, \cdots , n) に対して
x_{i} = $\Lambda$(t_{i;}$\theta$_{ $\lambda$}^{-(X})- $\Lambda$(t_{i-1;}$\theta$_{ $\lambda$}^{- $\alpha$}) の大小関係が確定する.これを x_{(i)} (0=x_{(0)} \leq x_{(1)} \leq \leq x_{(n)}) とおく
と,TRP モデルの対数尤度関数は




\max_{i\leq k\leq n}\min_{0\leq k\leq i-1\frac{k-h}{$\Sigma$_{=h}^{k-1}\{(n-i)(x_{(i+1)()}-x)\}}}, & x_{(i-1)}<x\leq x_{(i)}, (i=1,2, \cdots n)_{i}\\
 $\delta$, & x>x_{(n)},
\end{array}\right. (10)
11
ここで  $\delta$ は  $\delta$<z(x_{(n)}) を満たす任意の実数である.ここから分かるように尤度関数の大きさが x\leq x_{(n)} の
\mathrm{z}(x) のみに依存することから,非増加の場合にはTRP モデルの故障率関数の CNPMLE は唯一ではない.





\min_{i+1\leq k\leq n 1\leq u\leq i\frac{k-h}{$\Sigma$_{x=h}^{k-1}\{(n-i)(x_{(i+1)(i)}-x)\}}}\mathrm{m}, & x_{(i)}\leq x<x_{(i+1)}, (i=1,2, \cdots, n-1) , (11)\\
\infty, & x\geq x_{(n)}
\end{array}\right.
で与えられる.非減少のトレンド関数の CNPMLE と同様に, z(x)=\infty(x\geq x_{(n)}) とすることにより,原
理上,尤度関数を無限に大きくすることが出来る特徴を持つ.これらの結果から,一度モデルパラメータ
$\theta$_{ $\lambda$}^{- $\alpha$} が固定されれば x_{(i)} (x_{(1)}\leq x_{(2)}\leq \leq x_{(n)}) が決まるため,単調性に応じて式 (10) 若しくは式 (11)
より故障率関数 z(x) の CNPMLE を計算出来ることが分かる.この性質を利用して,モデルパラメータ
$\theta$_{ $\lambda$}^{- $\alpha$} の可能解を列挙することによって式 (9) の対数尤度関数を最大化する最適なモデルパラメータを求める
ことが出来る.
トレンド関数の CNPMLE に基づくノンパラメ トリ ックモデルと故障率関数の CNPMLE に基づくノン
パラメ トリックモデルを比較した場合,後者の持つメ リッ トとして現時点以降の予測を行うことが出来る
点が挙げられる.トレンド関数の CNPMLE の場合,最終フォールト検出時刻 t_{n} 以降のトレンド関数の推
定値が 0 若しくは無限大となることに対して,故障率関数の CNPMLE の場合,パラメ トリックな関数形
で表現される トレンド関数は最終フォールト検出時刻 t_{n} 以降も連続的に変化していく.これらの性質から,
モンテカルロシミュレーションを行った場合,前者が最終フォールト検出時刻以降のフォールト検出予測時
刻を適切に生成出来ないのに対し,後者では問題なくシミュレーションが機能する.この点を踏まえれば,
ソフトウェア信頼性モデルとしては故障率関数の CNPMLE に基づくノンパラメ トリック TRP モデルの方
が大きなアドバンテージを持つと言える.
4 実データ解析
ここでは,上述した TRP モデルのデータ適合性を定量的に測ることを目的とし,パラメ トリックモデル
及びノンパラメ トリックモデルの結果を比較した.実際のソフトウェアテスト工程で観測された n=54 個





数及び故障率関数の CNPMLE に対して,それぞれ w_{n}=w_{n-1} 及び z(x_{(n)}) =z(x_{(n-1)}) として計算を行
なった.また,予測精度を測るための指標として
PMSE =\displaystyle \frac{\sqrt{\sum_{i=m+1}^{r $\iota$}\{\mathrm{E}[N(t_{i})]-i\}^{2}}}{n-m} (12)
で表される予測二乗誤差を用いる.ここで, n 及び m はそれぞれ全データ数及び観測時点までのデータ数
を表す.TRP モデルでは, \mathrm{E}[N(t)] を直接求めることは出来ないため,モンテカルロシミュレーションを
適用し, m=1000 組のサンプルパスから各時刻ちにおける平均値 \mathrm{E}[N(t_{i})] を算出した.
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