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Abstract. In two previous papers [J. Diﬀerential Equations, 228 (2006), pp. 530–579; Discrete Contin. Dyn.
Syst. Ser. B, 6 (2006), pp. 1261–1300] we have developed fast algorithms for the computations
of invariant tori in quasi-periodic systems and developed theorems that assess their accuracy. In
this paper, we study the results of implementing these algorithms and study their performance
in actual implementations. More importantly, we note that, due to the speed of the algorithms
and the theoretical developments about their reliability, we can compute with conﬁdence invariant
objects close to the breakdown of their hyperbolicity properties. This allows us to identify a mech-
anism of loss of hyperbolicity and measure some of its quantitative regularities. We ﬁnd that some
systems lose hyperbolicity because the stable and unstable bundles approach each other but the
Lyapunov multipliers remain away from 1. We ﬁnd empirically that, close to the breakdown, the
distances between the invariant bundles and the Lyapunov multipliers—which are natural measures
of hyperbolicity—depend on the parameters, with power laws with universal exponents. We also
observe that, even if the rigorous justiﬁcations in [J. Diﬀerential Equations, 228 (2006), pp. 530–
579] are developed only for hyperbolic tori, the algorithms work also for elliptic tori in Hamiltonian
systems. We can continue these tori and also compute some bifurcations at resonance which may
lead to the existence of hyperbolic tori with nonorientable bundles. We compute manifolds tangent
to nonorientable bundles.
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1. Introduction. In this paper we implement the numerical algorithms for the compu-
tation of invariant tori and their whiskers in quasi-periodically forced systems presented in
[HdlL05a]. The whiskers include in particular the stable and unstable manifolds, but also the
nonresonant and slow invariant manifolds attached to the whiskers.
The algorithms are based on the parameterization method introduced in [HdlL06b] for
quasi-periodic systems (see also [CFdlL03a, CFdlL03b, CFdlL05] for the parameterization
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COMPUTATION OF INVARIANT TORI AND THEIR WHISKERS 143
method in other contexts).
Using the numerical procedures developed, we analyze several examples that have been
considered in the literature in regimes where the results of [HdlL06b] apply.
Since the results in [HdlL06b] give “a posteriori estimates,” we know that, in some regimes,
the numerical computations correspond to true solutions of the problem close by. We will also
use the term “validating” as a synonym for “a posteriori.”
It is important to realize that once we have validating results, to guarantee the validity of
the calculations, we do not need to study the algorithms. We just need to check—after the
calculation is done—that the calculation leads to objects that solve the desired equation with
a small error and that they satisfy the nondegeneracy assumptions required for the theorem.
Of course, an analysis of the algorithms may be useful for obtaining an idea of how many
steps or what number of modes will be needed.
Once the algorithms have been benchmarked in regions where they are backed up by a
rigorous analysis, we explore situations which are not yet covered by a rigorous analysis. This
allows us to formulate conjectures, which we hope will stimulate new analytical results. The
main empirical ﬁndings of this exploration are as follows.
• We have identiﬁed an apparently robust scenario for the breakdown of exponential
dichotomies and, in particular for the breakdown of hyperbolicity.
In this “bundle merging” scenario, the invariant bundles approach each other and their
distance tends to zero as the parameters approach a critical value. Nevertheless, before the
critical value, the spectrum remains uniformly separated.
We have identiﬁed several scaling properties in this scenario and we have found that, in
the examples considered, the exponents of these scaling laws are universal.
In sections 3.2 and 6 we report in detail these phenomena. See also [HdlL06a].
• Even if the mathematical justiﬁcations in [HdlL06b] are stated only for normally hyper-
bolic tori, we note that some of the algorithms in [HdlL05a] work for tori whose linearizations
are elliptic in the normal directions.
Hence, we can continue these tori with respect to parameters of the map. This has already
been done in [CJ00], using the Newton method. In this paper we also use algorithms based on
reducibility. The reﬁned numerical study here allows us to explore bifurcations that happen
when there are resonances between the normal modes and the internal modes. This leads to a
bifurcation in which the torus becomes hyperbolic. We note that, in this case, the stable and
unstable bundles of the tori may be nonorientable. The appearance of nonorientable bundles
in applications is the main reason why the algorithms developed in the ﬁrst part took special
pains to include nonorientable bundles.
There are justiﬁcations of persistence of elliptic tori in the literature [Eli88, JS96, JV97,
Po¨s89], in rather general contexts, but they are not designed to validate numerics. An a pos-
teriori result that can be found in a slightly more restrictive context is in [JdlLZ99]. We hope
that an a posteriori result will be available in the near future. Some results on the bifurcations
of elliptic tori at resonance are available in [BHJ+03], but they do not include the study of
the hyperbolic manifolds generated. We hope that an a posteriori result tailored toward our
numerics will be available soon.
1.1. Quasi-periodic maps. The examples we study in this paper are quasi-periodic per-
turbations of two-dimensional (2D) maps. We will take the external perturbation to be quasi-
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144 A. HARO AND R. DE LA LLAVE
periodic with one frequency. That is, we will consider maps of the form⎛
⎝ xy
θ
⎞
⎠ −→
⎛
⎝ fε(x, y, θ)gε(x, y, θ)
θ + ω
⎞
⎠ ,(1)
where x, y ∈ R or T are the state variables, θ ∈ T is the external angle, and ε is a parameter
(for ε = 0, the functions f0, g0 do not depend on θ). The frequency ω ∈ R is supposed to be
irrational (in fact, we assume that ω is Diophantine, although for some of the algorithms and
results this extra assumption is not necessary). By introducing the 2D variable z = (x, y), we
write (1) in a more compact way as(
z
θ
)
−→
(
Fε(z, θ)
θ + ω
)
.(2)
This is the simplest nontrivial case, and it is a natural ﬁrst step to test the methods.
It seems that adding more variables to the phase space will not be too complicated, but we
thought it would be better to study in detail some new phenomena that appear already. Of
course, we plan to come back to these issues.
Maps of the form (2) appear also as the surface of section maps of ﬂows which are quasi-
periodically perturbed. In this case, ω is the ratio of the two external frequencies. We will not
present any speciﬁc examples of ﬂows (see [CJ00]). The papers [HdlL06b, HdlL05a] present
some algorithms that are speciﬁcally designed for ﬂows.
The examples we consider are quasi-periodic perturbations of two very well-known maps:
the He´non map and the standard map. We have included examples in which the perturbations
are analytic and another one in which the perturbation is just Lipschitz. As we will see in the
examples, the algorithms yield high precision results (in some cases, the errors are a few times
the order of magnitude of the machine epsilon). We will see that the algorithms can handle
105 Fourier coeﬃcients in hours of work of a by now outdated desktop computer. (High order
expansions are required in the study of the Lipschitz example here, but a large number of
Fourier coeﬃcients are needed in the computation of higher dimensional invariant tori.)
1.2. Some similar calculations in the literature. Let us end this introductory section
recalling some of the areas in which the computation of invariant manifolds has proved fruitful.
Since invariant manifolds organize the global behavior of a dynamical system, their importance
is both theoretical and practical. We will focus on the practice in this paper. For instance,
codimension 1 invariant manifolds are barriers in the phase space and are useful in describing
transport and formation of resonances. For 2D systems, stable and unstable manifolds of
hyperbolic periodic orbits have been used to study the geometrical structure of the attractors
in the He´non map [Sim79], the mechanisms of destruction of invariant tori for the standard
map [OS87], transport phenomena in area preserving maps [Mei92], etc. In four dimensions,
the stable and unstable manifolds of a center manifold of a hyperbolic-elliptic ﬁxed point of
the Froeschle´ map have been used to bound a stability region around the totally elliptic ﬁxed
point [Har99].
In celestial mechanics, stable and unstable manifolds of quasi-periodic solutions in the
Solar System can be used also to perform transfer orbits in space missions [Sim99, GJMS91b,
GJMS91a, ESA, NAS]. The list of applications is far from complete.
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COMPUTATION OF INVARIANT TORI AND THEIR WHISKERS 145
We mention some papers dealing with a quasi-periodically forced system. In [BLW91],
the whiskers of invariant tori are the tool used to explain transport in the homoclinic and
heteroclinic tangle regions in the quasi-periodic 2D case. In [OF00] these manifolds explain
the structure of the attractors in a quasi-periodically forced He´non map (what we call the
rotating He´non map), and the computational method is based on a general algorithm [BOV97].
In these papers, the manifolds are approximated using simplicial complexes. The papers
[LM00, LM03] compute invariant manifolds for volume preserving maps. In [Har05], these
manifolds are related to the breakdown of KAM tori in a quasi-periodically forced standard
map (what we call the rotating standard map).
Since the objects we compute are invariant tori (and their whiskers), we will use coordi-
nates that are more adapted to them. It is natural to parameterize invariant tori using angular
coordinates, so the functions are periodic in the angular coordinates and we use truncated
Fourier series in their approximations. It is also natural to parameterize invariant mani-
folds attached to invariant tori using angular Cartesian coordinates, and then use truncated
Fourier–Taylor series in their approximations.
The use of truncated Fourier series to compute invariant tori using Newton’s method
for the invariance equation appears, for instance, in [WR87, Har02] (KAM tori), [dlLT94,
CJ00] (invariant tori in quasi-periodic systems), [GJ04] (lower dimensional tori in autonomous
conservative systems), and [MKM97] (PDE approach in continuous systems). Other diﬀerent
approaches to compute invariant tori can be found, for instance, in [DLR91, DL95, Sim98,
ERS00, Tru00].
We also note that the use of high order expansions (Taylor, Fourier, Fourier–Taylor, Lind-
stedt, etc.) to compute invariant manifolds has been standard in the work of C. Simo´ since
the 1970’s and it has been used in many of his papers, often without mention.
2. Some implementation details. In this section, we provide some details about the
implementation we have carried out.
At the moment, we have a rather complete toolkit to manipulate periodic functions of one
angle variable. This allows us to consider, rather comfortably, one-dimensional (1D) invariant
tori and their whiskers. The numerical results reported in this paper are only for the case
that the ambient space is three-dimensional (3D) (2D maps are subject to a quasi-periodic
perturbation of one frequency).
The restriction to two dimensions allows some mathematical simpliﬁcations, and allows
more complete visualization. It is a natural ﬁrst step. Increasing the dimension of the maps
seems rather straightforward but increasing the dimension of the tori requires more eﬀort.
Both of these improvements are actively pursued.
2.1. The parameterization equations for tori and their whiskers. In this section, we
recall concisely the main algorithms developed in [HdlL05a].
2.1.1. Equations for invariant tori and algorithms to solve them. Following the param-
eterization method, to ﬁnd a 1D torus invariant for (1) we seek a mapping K : T → R2
satisfying
F (K(θ), θ) = K(θ + ω).(3)
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146 A. HARO AND R. DE LA LLAVE
In [HdlL05a] we consider several algorithms to solve (3). For the purposes of this paper,
the only one we will consider is the following:
• Newton method. Given a K that approximately solves (3), we obtain Kˆ, an improved
approximate solution of (3), by solving the linearization of (3).
More explicitly, if K satisﬁes
r(θ) ≡ F (K(θ − ω), θ − ω)−K(θ)
(we should think of r as the error), an improved solution is K˜ = K + h, where h is
obtained by solving
DF (K(θ − ω), θ − ω)h(θ − ω)− h(θ) = −r(θ).(4)
The equations (4), which deﬁne the Newton method, can be treated in diﬀerent ways.
• Large matrix method. The most straightforward method is simply to discretize (4) in
a basis of discretization and then apply a linear equation solver.
This method is relatively easy to implement and is quite robust. Even if the justiﬁ-
cations of this method in [HdlL05a] are for normally hyperbolic tori, we have found
empirically that the Newton method also works well for normally elliptic tori in Hamil-
tonian systems. See section 4.3 and [CJ00].
Even if this procedure is adequate for many problems, it has the disadvantage that
it scales badly with the number of discretization parameters. If we discretize the
equation using N coeﬃcients, the storage required for a full matrix is N2 and the
number of operations in the inversion of a matrix to accomplish one step of Newton
method O(N3). We refer to this shortcoming as the large matrix problem.
In slightly out of date desktop computers, the method works very well for N being a
few hundreds, even about one thousand, but it quickly becomes impractical.
The following algorithms overcome this large matrix problem, are faster, and use less
storage. In section 5 we present an example of a problem which is very impractical for
the large matrix method.
• Projection method. This method works for normally hyperbolic tori. The ﬁrst step is
to seek parameterizations of the stable and unstable bundles. In the case that they
are 1D, this can be accomplished just by the linearized equation.
Notice that to store the DF ◦K(θ) by storing the matrix elements, we need only O(N)
storage. One step of application of DF requires just the multiplication of several func-
tions. As we will see later, much of the work reported here is done with algorithms of
multiplications which require O(N2) operations (after considering several issues we de-
cided not to use multiplication algorithms in [Knu97] which are theoretically O(N1+δ)
or even O(N logN)). In any case, irrespective of which multiplication algorithm is
used, the application of DF is signiﬁcantly faster than the inversion of a matrix.
Once we have the stable and unstable bundles, we can take the projection of the error
into them and solve the resulting equations by iterations. The rate of convergence of
the method depends on the size of the gap between the stable and unstable modes.
• Reducibility method. This method tries not only to solve (3) but also to ﬁnd a constant
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COMPUTATION OF INVARIANT TORI AND THEIR WHISKERS 147
matrix Λ and a periodic matrix P (θ) such that
P (θ + ω)−1M(θ)P (θ)− Λ = 0,(5)
where M(θ) = DF (K(θ), θ). In this case, we say that the torus is reducible.
Note that having a solution of (5) makes it very easy to solve (4). If we substitute (5)
into (4), it becomes
ΛP−1(θ)h(θ)− P−1(θ + ω)h(θ + ω) = −P−1(θ + ω)r(θ).(6)
Equation (6) is an equation for H(θ) = P−1(θ)h(θ), which, as we will see, is block-
diagonal in a Fourier series; hence it can be solved very quickly if we discretize
in Fourier series. The desired function h can be obtained by multiplying h(θ) =
P (θ)H(θ). The storage of P , P−1, DF , etc. is only O(N) and operations required are
only linear in N and multiplications of Fourier series so that they are much faster than
inverting full matrices.
For the sake of simplicity, assume that Λ = diag(λ1, λ2) is diagonal. Then, denoting
R(θ) = −P−1(θ+ω)r(θ) and denoting the Fourier coeﬃcients by subindices separated
by ; from the indices denoting the vector components, (6) becomes in Fourier terms
(λj − exp(2πi kω))Hj;k = Rj;k.(7)
In summary, if we know P solving (5), we can reduce the solution of (4) to several
multiplication of Fourier series and to a solution of (7), which is linear in the number
of terms used in the discretization.
Equation (5) can be treated also via a Newton method, which as we will see can be
given a fast implementation in terms of Fourier discretizations. We give some details.
Given a P,Λ for which
P (θ + ω)−1M(θ)P (θ)− Λ = S(θ),
with S small, we seek improved solutions of the form Pˆ = P (Id+Q), Λˆ = Λ+Δ, with
Δ = diag(δ1, δ2).
Expanding (5) up to ﬁrst order in the corrections we obtain
ΛQ(θ)−Q(θ + ω)Λ−Δ = −S(θ).(8)
Equation (8) is diagonal in Fourier coeﬃcients so that it can be solved in a time
proportional to the number of coeﬃcients used in the discretization. Equation (8) in
Fourier coeﬃcients amounts to
(λi − exp(2πi kω)λj)Qi,j;k = −Si,j;k when k = 0 or i = j;
Qi,i;0 = 0, δi = Si,i;0.
(9)
In practice, since inverting a Fourier matrix from scratch is time consuming, we keep
an extra matrix P¯ (θ) which is supposed to be the inverse of the matrix P (θ), that is,
P¯ (θ)P (θ)− Id = 0.(10)
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148 A. HARO AND R. DE LA LLAVE
When P changes, it is very easy to obtain the new P¯ as a perturbation of the other
one. Hence, we write a Newton method for K,P, P¯ ,Λ [HdlL05a].
In [HdlL06b] it is shown that if one uses a Newton step for both (3) and (5), one obtains
a method which solves both equations with quadratic convergence. This requires
O(N) storage and the cost of one step of the method is comparable to the cost of one
multiplication.
Remark 2.1. The theory has to consider several normalizations that take care of the
fact that the solution of (5) is not unique. For example, multiplying P by a constant—
or by any matrix that commutes with Λ—is also a solution.
Nevertheless, the algorithm described above converges to a solution of (5), which is
all that is needed.
We note that the reducibility method also gives us very detailed information on the
invariant subspaces.
We also note that we have found empirically that this method works well when λ1, λ2
are complex imaginary numbers of modulus 1 for which the small divisors in (9) and
in (7) do not vanish except for k moderately large. This situation happens for elliptic
tori in Hamiltonian systems. The empirical results are presented in section 4.3.
On the other hand, we note that it can happen that (5) may fail to have solutions even
if the system is hyperbolic (and, therefore, the projection method works), so that the
reducibility method, even if more eﬀective, has a more reduced range of applicability.
The phenomena that happen when (5) fails are quite interesting. We will study these
failures in sections 3.2 and 6.
Our most eﬃcient method to continue tori along a parameter is to use the reducibility
method whenever possible but keep an eye on when (5) runs into trouble. Near these places,
the method switches to the projection method or the large matrix method. Since the later
methods require more eﬀort, they may have to be run with fewer Fourier coeﬃcients.
Remark 2.2. The condition that the coeﬃcients of the unknowns that appear in (7) do not
vanish is usually called the ﬁrst Melnikov condition. The condition that the coeﬃcients of the
unknowns that appear in (9) do not vanish is usually called the second Melnikov condition.
Remark 2.3. We will see that, in this 2D context, reducibility is closely related to spectral
properties of the transfer operator. In particular, it is closely related to the fact that the
spectrum of the transfer operator consists of two circles. See section 2.2.5.
We will see that, in the dissipative context, there are quasi-periodic 2D mappings for which
reducibility fails because of topological reasons. Similar examples happen in four-dimensional
(4D) symplectic mappings. There are also intervals in which reducibility seems to be very
hard to compute numerically. In these intervals, there seem to be hierarchies of subintervals
in which the reducibility is harder and harder to compute. Moreover several topological and
geometric properties seem to change in each level of the hierarchy. See section 6.3.4.
On the other hand, one can expect that reducibility is quite abundant among elliptic
situations. In [dlLGJV05] it is shown that Lagrangian KAM tori are reducible, so that the
algorithms derived here work also in this case with slight modiﬁcations.
2.1.2. Equations for invariant whiskers. In this paper we will be interested only in the
study of whiskers which have one dimension more than the tori. We will also restrict ourselves
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COMPUTATION OF INVARIANT TORI AND THEIR WHISKERS 149
to the nonresonant case discussed in [HdlL06b]. This includes as particular cases the stable
and unstable manifolds in a saddle-type torus and the fast stable manifolds. We also include
the slow stable manifolds in case there is no resonance.
We will look for a parameterization for the torus given by an angle variable that measures
the position with respect to the torus and another variable that moves in a direction roughly
along the bundle. We will require that, in the chosen parameterization, we have that the angle
variable moves by a rigid rotation and the normal variable contracts linearly. The fact that
these normalizations can be done without loss of generality is discussed in [HdlL06b].
Hence, we will be looking for functions W : T1 × R1 → R2 in such a way that
F (W (s, θ), θ) = W (λs, θ + ω),(11)
where the unknowns are both W and λ, with |λ| = 1.
This equation can be adapted also to deal with nonorientable whiskers. As we will see,
this generality is natural since in section 4.3 we will see that nonorientable bundles appear
naturally in the bifurcations of elliptic tori. To deal with nonorientable bundles we just
consider
F
(
W
(
s,
1
2
θ
)
, θ
)
= W
(
λs,
1
2
(θ + ω)
)
.
Equation (11) will be discretized in Fourier–Taylor series. We will write
W (s, θ) =
∑
i=0
Wi(θ)s
i
and match similar coeﬃcients in si on both sides of (11).
We obtain
F (W0(θ), θ) = W0(θ + ω),
DF (W0(θ), θ)W1(θ) = λW1(θ + ω)
. . .
DF (W0(θ), θ)Wk(θ) + Sk[W0,W1, . . . ,Wk−1](θ) = λkW1(θ + ω),
(12)
where Sk is an explicit polynomial in W0,W1, . . . ,Wk−1 whose coeﬃcients are derivatives of F
evaluated atW0. The polynomials Sk can be readily computed using the methods of automatic
diﬀerentiation or series manipulation.
The ﬁrst equation admits the solution W0 = K, where K is the parameterization of an
invariant circle. (That is, we are choosing an invariant circle to study.)
The second equation tells us that λ is an eigenvalue of the transfer operator deﬁned by
MωV (θ) = M(θ − ω)V (θ − ω)(13)
and that W1 is an eigenvector. This equation determines the space that we are choosing.
This determines λ and determines W1 up to a multiple. Even if all the choices of W1 are
mathematically equivalent (see [HdlL06b, HdlL05a]) and correspond to the nonuniqueness of
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150 A. HARO AND R. DE LA LLAVE
the solutions of (11), the choice aﬀects the numerical properties of the algorithm. This will
be discussed in more detail in section 2.1.5.
The other equations are quite straightforward. Note that, proceeding by induction, we can
assume that W0, . . . ,Wk−1 are known. The resulting equations for Wk can be solved provided
that λk is not an eigenvalue of the transfer operator, which is the main assumption in the
theorems about existence of nonresonant whiskers in [HdlL06b]. See also [CFdlL03a, dlL97].
We note that the nonresonance assumption above is automatically satisﬁed for the strong
stable manifolds (resp., the strong unstable manifolds) of an attractive (resp., repelling) torus
or by the stable and unstable manifolds of a saddle-type torus. In [HdlL06b] it is shown that all
the classical manifolds just mentioned can be obtained through a parameterization as above.
The only thing to check is that given a classical manifold, there are some coordinates in which
the motion can be made to be a multiplication by a number. In [HdlL06b] we also consider
cases in which reduction to a multiplication is not possible, but reduction to a polynomial
dynamics is possible.
2.1.3. Fourier–Taylor series. Since the components of the parameterization of a 1D torus
are periodic functions of one angle variable θ, it is natural to consider Fourier series [dlLT94,
CJ00]. We store the periodic functions of one variable as cosine and sine Fourier series. If
f(θ) is a 1-periodic function, we will write
f(θ) = a0 +
∑
k>0
(ak cos(2πkθ) + bk sin(2πkθ)) .
The ﬁnite computer memory forces us to cut oﬀ these expansions. The objects that we
compute are smooth, or even analytic; hence, the coeﬃcients in these expansions decrease
eventually faster than powers or even faster than exponentially. Of course, when we move
parameters so that the torus is close to breakdown, this eventually fast convergence will only
be apparent for the coeﬃcients of very high order. In this paper we also present an example
of a Lipschitz map whose invariant torus is only Lipschitz, so the Fourier coeﬃcients of its
parameterization decrease very slowly.
The norm we have used in order to estimate the errors in the computations is
||f || = |a0|+
∑
k>0
√
a2k + b
2
k ≥ ||f ||∞.
The numbers ck =
√
a2k + b
2
k are called the amplitudes of the Fourier modes. For a periodic
matrix M(θ) = (Mi,j(θ)), we denote ||M || = maxi,j ||Mi,j ||.
For the computation of whiskers of invariant tori, we use Fourier–Taylor expansions of the
form
f(s, θ) =
∞∑
m=0
fm(θ)s
m,
with
fm(θ) = am,0 +
∑
k>0
(am,k cos(2πkθ) + bm,k sin(2πkθ)) .
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We have used a package of routines that perform operations on series as above. Certainly,
it is elementary to implement the elementary algebraic functions (sum, product, and product
by scalar), since there are ready formulas for the coeﬃcients of the result in terms of the
coeﬃcients of each of the terms. It is not too hard to implement the division of series and
elementary transcendental functions (exp, sin, cos, log, power, etc.). Some hints on how to
implement the elementary transcendental functions are given in [Knu97]. These techniques
are known under the name of automatic diﬀerentiation algorithms. Similar packages have
been implemented many times in the literature [GC91, RJB83, MS91, Koc99, Har02].
Remark 2.4. The most straightforward algorithm for multiplication of Fourier series is the
use of the Cauchy formula. If we implement it in the most straightforward way, evaluating
the product of two series of N coeﬃcients requires O(N2) operations to complete.
In [Knu97], one can ﬁnd a discussion of algorithms that can be asymptotically faster.
The asymptotically fastest is to compute the FFT, multiply, and then take the FFT back.
This would give an asymptotic cost of O(N log(N)). Preliminary testing suggests that these
diﬀerent methods have diﬀerent numerical properties.
In this package we have used always the straightforward Cauchy formula.
It would be quite natural to implement the Fourier manipulation routines using the BLAS
library. We have not done so, but rather have used explicit loops. This has the advantage
that the precision of the programs can be changed from float to double to long double
very easily.
Using these routines, one can implement the operators involved in (3), (11), and their
derivatives provided that the function F can be written using algebraic operations and the
elementary transcendental functions.
If the map is not given explicitly (for instance, if it is given by the ﬂow of a vector ﬁeld) or
its computation is hard, we could follow the following strategy [CJ00]: take a mesh of points
on the torus, apply the map to the mesh of points, and compute the torus corresponding
to the image of the new mesh by applying FFT methods. To compute ﬁrst derivatives (the
ﬁrst order terms in the Taylor expansions), one has to integrate the ﬁrst order variational
equations of the ﬂow [CJ00]. For higher order derivatives, one has to integrate higher order
variational equations.
For ﬂows, one can also use functional equations to determine the invariant manifolds. The
invariance equation of a torus is a ﬁrst order linear PDE [DLR91, DL95, MKM97, ERS00,
Tru00]. See also [HdlL06b] for the invariance equations for invariant tori and their whiskers
in quasi-periodic diﬀerential equations.
As the examples that we have studied here are maps that involve only a few operations in
this paper we have used only the Fourier–Taylor methods. We think that a detailed comparison
between the FFT method and the Fourier–Taylor method would be quite interesting, and we
plan to come back to this issue. Preliminary studies indicate that the numerical properties of
both methods are quite diﬀerent, especially if one looks at properties which involve derivatives.
We have not undertaken a comparison of the Fourier–Taylor method with other methods
of discretization (e.g., splines). On the other hand, we note the following.
• As will be seen in the section on numerical results, we will routinely obtain residuals
which are of the order 10−15–10−20 using only 100 terms or so (and the error is possibly
an overestimate). Achieving a similar accuracy would seem to require a method of
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interpolation of rather high degree whose stability properties would be problematic.
• Many of the equations we have to solve in a Newton step are diagonal—or quasi-
diagonal—when discretized in Fourier series. In particular, the reducibility method,
when discretized in Fourier series, makes the computational eﬀort of a Newton step
essentially linear in the number of terms.
• Fourier methods have the disadvantage that they are not adaptive and it is hard to
increase the accuracy in the places where the manifold becomes more oscillatory.
In the present examples, the fact that the dynamics on the torus is a rigid rotation
makes the torus very homogeneous, so that there is little need for adaptivity. Our
implementation can increase or decrease the number of Fourier terms used dynamically.
The above reasons, especially the last two, are very closely tied to the models that we
are considering in this paper. It is quite possible that, when applying the parameterization
method to other problems, other methods could prove to be more convenient.
2.1.4. Assessment of the error of the calculation of invariant tori. We have introduced
several measurements that give an idea of what accuracy is achieved by our calculations of
invariant tori and their invariant bundles.
Given K,P, P¯ ,Λ approximate solutions of the equations of the invariance equation (3),
the reducibility equation (5), and the inverse equation (10), we give names to the remainders
as follows:
R(θ) = P¯ (θ + ω)(F (K(θ), θ)−K(θ + ω)),
S(θ) = P¯ (θ + ω)DF (K(θ), θ)P (θ)− Λ(θ),
T (θ) = P¯ (θ)P (θ)− Id.
The quality of the approximate solutions is given by the norms of these Fourier matrices, as
deﬁned in section 2.1.3.
Remark 2.5. If we apply the Newton method, then we take P = P¯ = Id and Λ(θ) =
DF (K(θ), θ), so S = 0 and T = 0.
2.1.5. Domains of the parameterization of the whiskers. We have explained in [HdlL06b,
HdlL05a] how to compute the Fourier–Taylor expansions of the parameterizations of the
whiskers. Given such an expansion, we have to obtain a domain in which such approximations
are good enough to allow reliable evaluations.
In principle, the parameterization gives a complete description of the manifold and the
parameterization can follow the twists and turns of the manifold.
In practice, however, the numerical evaluation could become numerically unstable at larger
values of s. Hence, it is sometimes more advantageous to evaluate W only for values of s
smaller than a certain s0 and then use the functional equation (11).
We refer to this last step as globalizing the manifold. This has been always an ingredient
of algorithms to compute invariant manifolds since all the algorithms give only some local
piece. See, for example, [KO98]. We note that, in our case, since the parameterization covers,
in principle, the whole manifold, the globalization is to a large extent a matter of numerical
convenience and that even without performing any extension, the parameterization can follow
a large number of turns in the manifold.
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Remark 2.6. We note that if W (s, θ) is a solution of (11), so is W˜ (s, θ) = W (r · s, θ)
for any r ∈ R. The choice of r is closely related to the choice of the ﬁrst coeﬃcient in the
expansion. Hence, the choice of the multiple in the ﬁrst step is related to the domain. From
the mathematical point of view, it is equivalent to choosing a larger W1 and then evaluating in
a proportionally small domain. Nevertheless, from the numerical point of view, both methods
are inequivalent. If we have coeﬃcients of diﬀerent sizes, they are much more prone to round-
oﬀ error. Hence, a rule of thumb is to choose W1 so that the coeﬃcients computed have
comparable sizes. In practice, one can do a preliminary run that gives some idea of how the
coeﬃcients grow. Since choosing ρW1 instead of W1 makes Wk become ρ
kWk, it is easy to
choose ρ so that the coeﬃcients Wk have a comparable size. Similar adjustments are common
also in Lindstedt series [FdlL92].
Remark 2.7. The computation of slow manifolds [CFdlL03a, CFdlL03b, CFdlL05] deserves
a few words. Notice that the dynamics around an attracting invariant circle is dominated by
the normal directions associated to the “eigenvalue” with largest modulus. The situation
is analogous to the situation in linear maps. The components along the most contractive
eigenvalues disappear faster than those along the slow eigenvalue and the component along
the slow eigenvalue is the dominant one for long term behavior. Hence, from the point of view
of asymptotic behavior, the manifold associated to the spectral values closest to the unit circle
is the most observable. In [HdlL06b] it is shown that under some appropriate nonresonance
conditions, the nonresonant manifold exists and is unique among the tangent manifolds of
a degree of regularity that depends only on the spectrum. Then, this unique manifold is as
smooth as the map. Hence, as soon as we know that there is one invariant manifold with
a moderate regularity, we can bootstrap the regularity to the regularity of the map. These
results are sharp because examples in [HdlL06b] show that there are examples with resonances
with no smooth invariant manifolds. Moreover, there may be many invariant manifolds with
low regularity.
In the 2D set-up of this paper, assume the transfer operator associated to the invariant
circle has a spectrum that is two circles of radii ρ− < ρ+ < 1 (see section 2.2). The slow
manifold is tangent to the spectral subbundle associated to the circle of radius ρ+. The
nonresonance conditions in [HdlL06b] in our simpler case just amount to ρi+ = ρ− for all
i = 2, . . . , L, with L such that ρL+1+ ρ− < 1.
If we use only a ﬁrst order approximation of the whisker, the domain where it is a good
approximation can be very small and the globalization is harder. If we are computing the fast
manifold, the iteration backward aligns the point with the fast manifold and reduces the error,
so that it is not so crucial. On the other hand, iterating backward makes the slow manifold
unstable. Hence, to obtain global slow manifolds, it is important to obtain high accuracy
which can be best obtained by computing the expansion to a rather high order.
2.2. Analysis of the dynamics of linearization. In the analysis of an invariant torus,
it is quite natural to study the dynamics of the linearization. As was discussed in great
generality in [HdlL06b], the study of the linearization is very closely related to the properties
of the linearization of the invariance equations. It is important to realize that the invariance
equations (3) are functional equations and that therefore one should think of them as equations
in a Banach space. One of the features of normal hyperbolicity theory is that there is a close
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connection between the geometric properties of the variational equations and the functional
analysis properties of (3). This connection was realized in [Mat68, Sac78]. A treatment
tailored for the examples appearing in this paper is in [HdlL03b].
At the geometric level, we observe that the linearized dynamics is given by
v¯ = M(θ)v,
θ¯ = θ + ω,
(14)
where v = (vx, vy) ∈ R2, and M(θ) a 2 × 2 periodic matrix. In our applications, M(θ) =
DF (K(θ), θ).
We use the notation
M(θ,m) = M(θ + (m− 1)ω) . . .M(θ),
M(θ,−m) = M(θ −mω)−1 . . .M(θ − ω)−1
for m > 0 and M(θ, 0) = Id.
On the functional analysis side, the cocycle (14) induces a transfer operator Mω deﬁned
in (13). We see that inverting Mω − Id is precisely solving the Newton step in (4). Hence, it
is quite important for the algorithms to decide whether 1 is in the spectrum or not.
In the subsequent sections, we will develop certain numerical observables that are relevant
for the analysis of the invariant torus and which are readily computable and which have an
inﬂuence on the behavior of the linearized dynamics and on the solvability of the functional
equations for the parameterizations we are interested in.
Other issues, such as reducibility of the cocycle, have been discussed above (see also
[Jor01, HdlL05a]).
In section 2.2.5, we will discuss the relation between the geometric properties and the
spectrum of the linearization of the functional equations we are interested in.
2.2.1. Projectivization of the cocycle. To describe the 1D linear subspaces we are con-
sidering, it is natural to give a set of directions at every point. That is, to parameterize an
invariant bundle, we give a mapping from the torus to the 1D projective space P1 which we
represent as an angle in [0, π) with 0, π identiﬁed.
Corresponding to the linear transformation (14), we can consider its action on directions
given by the “projective cocycle”
α¯ = m(α, θ),
θ¯ = θ + ω,
(15)
where α¯ = m(α, θ) is computed as follows:
• Given α ∈ [0, π[, we consider
v =
(
cosα
sinα
)
.
• We apply the cocycle, to obtain
v¯ = M(θ)v = |M(θ)v|
(
cos α˜
sin α˜
)
,
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where α˜ ∈ [0, 2π[ is an angle in the unit circle (0 = 2π).
• Finally, if α˜ ∈ [0, π[, we deﬁne α¯ = α˜, and if α˜ ∈ [π, 2π[, we deﬁne α¯ = α˜− π.
Notice that a subbundle in R2 × T is projectivized into a graph of a function θ → α(θ)
in P1 × T. It is also very easy from this graph to know if the subbundle is orientable or not,
and what is its index. The index of a subbundle E is a semi-integer number k2 that gives the
number of turns that gives the ﬁber Eθ when θ goes from 0 to 1. If k is even, the subbundle
is orientable, and if k is odd, it is nonorientable. Doubling the period of θ is equivalent to
taking a double cover so that we can orientate any 1D bundle.
In the case that the linear cocycle (14) has an exponential dichotomy, the projective
cocycle (15) will have an attractor and a repellor. The attractor will be a representation of
the unstable bundle (in the case of a hyperbolic torus) or the slow bundle (in the case of an
attractive torus). We denote this bundle E+. The repellor (i.e., the attractor under inverse
iteration) will correspond to the stable bundle (in the case of a hyperbolic torus) or the fast
bundle (in the case of an attractive torus). We denote this bundle E−.
Remark 2.8. Note that the only bundles we are considering are continuous bundles. Ac-
cording to Oseledec’s theorem [Ose68, Pes77], it could be natural to consider also measurable
subbundles, especially in situations where there is bundle collapse (see section 6).
Nevertheless, we note that the motion on the circle admits only one invariant measure (the
usual Lebesgue measure). Therefore, Oseledec’s theorem produces only one set of Lyapunov
multipliers and the Oseledec bundles can only be discontinuous in a set of measure zero (if
this set is not empty, it is dense). It could happen that this is what is observed in section 6.
The theory of reduction in the measurable category for 2D cocycles is studied in [Thi97].
2.2.2. Lyapunov multipliers. The maximal and minimal Lyapunov multipliers λ+ and
λ− are computed by taking a random vector v ∈ R2 and a random angle θ ∈ T and applying
the formula
λ+ = lim
m→∞ |M(θ,m)v|
1
m , λ− = lim
m→∞ |M(θ,−m)v|
1
−m .
To avoid the growth of the vectors, we do, as usual, scalings at each step. To compute
the accuracy, we just compute the Lyapunov multipliers at the convergents of the continued
fraction of ω and check that there is no appreciable change. An estimate of the error is the
diﬀerence of two consecutive estimates.
We note that when the bundles are 1D, we have that γ(θ,m) =
∏m−1
i=0 γ(θ+iω), where γ(θ)
is the—scalar—block of the matrixM in the invariant bundle. We have that the corresponding
Lyapunov multiplier is given by
λ = lim
m→∞ exp
[
1
m
m−1∑
i=0
log |γ(θ + iω)|
]
= exp
[∫ 1
0
log(|γ(θ)|) dθ
]
.
(16)
Furthermore, since in many cases the system is analytic, then the 1D bundles are also
analytic, and the exponents for ﬁnite m converge to their limit (16) faster than any power in
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m. (Of course, as the analyticity properties become weaker, the exponential convergence may
take longer to manifest itself.)
The exponential convergence of the Lyapunov multipliers to their limiting value in the
uniformly hyperbolic case can be used to speed the calculation or increase the accuracy.
One could consider also the use of quadrature algorithms to evaluate (16) (this is useful
to make checks).
2.2.3. Separation of the bundles. An observable that will play an important role in
our considerations (see, in particular, section 6) is the distance between two bundles in a
exponential dichotomy. We will consider
Δ = min
θ
dist(E+θ , E
−
θ );(17)
this is the minimum angle between the bundles E±.
As is well known, the distance between the stable and unstable bundles plays a very impor-
tant role in hyperbolicity theory. See [Fen72, HPS77]. The fact that to measure hyperbolicity
one cannot just use the Lyapunov multipliers but has to use also the distance of the splittings
is emphasized in [CL00].
2.2.4. Rotation numbers. When considering normally elliptic tori in Hamiltonian sys-
tems, it will be useful to develop fast diagnostics that detect empirically the lack of reducibility.
Besides the Lyapunov multipliers and the distance between invariant bundles, the observables
that we will use are roughly patterned on the rotation number which measures the averaged
amount of rotation per turn.
We note that, when the cocycle is reducible, the cocycle is a rotation modulo a change
of coordinates. Therefore, there are many ways to compute the rotation number. There are
several deﬁnitions of rotations numbers in the mathematical literature. See [Rue85, NNO98,
FJN03a, FJN03b] for a review.
Unfortunately, the average amount of rotation requires us to consider the angles not
modulo 2π but rather on a lift of the circle. When iterating maps, the information needed to
lift the angles seems to involve global considerations (e.g., choosing an origin for the angles
and propagating this choice along the circle, e.g., by interpolating the map by a globally
deﬁned family). We have not succeeded in implementing any of these rigorous deﬁnitions in a
numerically eﬃcient manner because the global considerations required by the deﬁnitions are
hard to implement eﬃciently.
Since our purpose is just to get some rough understanding of reducibility, we have used
several diagnostics that work well in the reducible case. When they start to show changes or
erratic behavior, this is a sign that reducibility has broken down. The thresholds computed
in this way can subsequently be reﬁned.
The ﬁrst method is to compute the rotation number γ by the formula
γa = lim
m→∞
1
m
m−1∑
i=0
ang(M(θ, i)v,M(θ, i+ 1)v),(18)
where ang(v, w) denotes the oriented angle from v to w, from −π to π.
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An easy way to compute the Sturmian rotation number inspired by [DS83b] (see also
[FJN03a]) is deﬁned as follows. If vi = (vix, v
i
y) denotes M(θ, i)v, for m > 0 we deﬁne N(m)
as the number of times in which viy changes sign for i = 0 ÷m. Then we deﬁne the rotation
number as
γs = ±π lim
m→∞
N(m)
m
.(19)
In order to specify a sign for the rotation number, we can see if, “on average,” the vector spins
counterclockwise (sign +1) or clockwise (sign −1).
We note that both deﬁnitions, even if they make sense for diﬀerential equations or small
steps, may run into trouble in some cases. For example, if we were taking long steps in a
diﬀerential equation, the angle could rotate by more than a turn. Similarly, the Sturmian
values could miss several changes of sign. In the reducible case, these mistakes happen in
a very systematic way. On the other hand, in the nonreducible case, it is not possible to
say that they will occur with a ﬁxed frequency. For us, the above observables are just quick
diagnostics for resonances and lack of reducibility.
2.2.5. Spectral properties of the transfer operator. The transfer operators that appear
in our case are very special for several reasons: The motion in the base is a rotation and the
nontrivial bundles are 1D; hence the restriction of the derivative is commutative.
One of the consequences of the theory developed in [HdlL03b] is that the spectrum is
largely independent of the spaces considered so that we will not specify the space we are
considering the transfer operator acting on.
Putting together results from [HdlL03b], we obtain that there are only a few possibilities
for the spectrum of the transfer operator Mω introduced in (13):
(a) Two circles of radii ρ− < ρ+. In this case, we have a decomposition into continuous
invariant bundles R2 = E+θ ⊕ E−θ for all θ ∈ T, characterized by the uniform rates of
growth
v ∈ E−θ ⇔ |M(θ,m)v| ≤ C(ρ− + δ)+m|v|, m ≥ 0,
v ∈ E+θ ⇔ |M(θ,−m)v| ≤ C(ρ+ − δ)−m|v|, m ≥ 0,
(20)
where δ is small enough, and the constant C is uniform (it does not depend on θ or
v). The vectors in E±θ have a Lyapunov multiplier equal to λ± = ρ±. We say that
the cocycle M has an exponential dichotomy. In particular, if ρ− < 1 < ρ+, the
cocycle is uniformly hyperbolic and of saddle type, and E− and E+ are the stable
and the unstable subbundles; if ρ− < ρ+ < 1, the cocycle is uniformly hyperbolic
and of attracting node type, and E+ and E− are the fast stable and the slow stable
subbundles.
The subbundles E±θ are as smooth asM . Moreover, if the external rotation is Diophan-
tine, the dynamics on each bundle can be reduced to a multiplication by a constant
[JS81].
(b) One circle of radius ρ. All the vectors have Lyapunov multipliers equal to ρ. This
case appears naturally in the elliptic case in Hamiltonian systems, with ρ = 1.
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(c) One annulus of radii ρ− < ρ+. In this case, there is no continuous invariant splitting
but, according to [Ose68, Pes77], there is a measurable splitting characterized by the
fact that the corresponding Lyapunov multipliers are λ± = ρ± (see [CL99] and the
references therein). If ρ− < 1 < ρ+, the cocycle is nonuniformly hyperbolic.
The forward and backward Lyapunov multipliers of vectors lie between ρ− and ρ+
[Sac78, HdlL03a], but we emphasize that the maximal and minimal Lyapunov multi-
pliers λ± = ρ± are attained in a set of full Lebesgue measure.
Moreover, for all ρ ∈ [ρ1, ρ2] there is a vector v ∈ R2 and an angle θ ∈ T whose scaled
orbit { 1ρmM(θ,m)v}m∈Z is bounded [Mn78, CL99, HdlL03a].
Remark 2.9. If a cocycle is reducible (or almost reducible), then the spectrum of the
transfer operator is one of the alternatives (a) and (b) above [HdlL03b]; that is, the spectrum
is either two circles or one circle.
Almost conversely, in our case, when we are in case (a), the cocycle will be reducible.
2.2.6. Rotating transformations. Assume the cocycle (14) is reducible to a matrix Λ =
ρRγ , with Rγ being a rotation matrix of angle γ. This is that there exists a periodic matrix
P (θ), of period 1 (or 2), such that
M(θ)P (θ) = ρP (θ + ω)Rγ .(21)
For k ∈ Z, consider the rotating matrix Rk(θ) = Rπkθ. For k even, this is of period 1,
but for k odd, this is of period 2. Then, it is easy to see that the matrix Pk(θ) = P (θ)Rk(θ)
satisﬁes
M(θ)Pk(θ) = ρPk(θ + ω)Rγ−πkω.(22)
So, the cocycle is also reducible to Λk = ρRγ−πkω.
This freedom in choosing the reduced matrix is very useful in numerical computations.
For instance, assume that the torus has a cocycle that is reduced to a matrix ρRγ . When
perturbing the system, the rotation number γ crosses resonances. Assume we are near a
resonance k1 : k2, that is, ∣∣∣∣ γ2π − k1 + k2ω2
∣∣∣∣  0.(23)
Then, the rotating transformation Rk2 lets us reduce the system to the matrix
Λk2 = ρRγ−πk2ω  ρRk1π.
So, the matrix Λk2 is close to a diagonal matrix with the same entries in the diagonal.
It is obvious that k1 gives the sign of the elements of the diagonal. The number k2 is
related to the topology (the index) of the dynamics around the torus. The transformation
Rk2 straightens the dynamics of the cocycle but keeps the topological information. The index
of Rk2 is
k2
2 . We will clarify these ideas with some examples later.
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2.3. Computer programs. The algorithms have been implemented in the C language and
have been run under the Linux environment. We have applied them to compute invariant
manifolds for 2D quasi-periodic maps, with one external frequency.
The algorithms have been applied to quasi-periodic perturbations of the He´non map and
the standard map (although with slight modiﬁcations they can be applied to other exam-
ples). In the examples the system is coupled with a quasi-periodic external perturbation via
a parameter ε.
With this set of programs we can do the following:
1. Compute invariant and periodic circles, with continuation with respect to the param-
eter ε. The input is the set of parameters of the autonomous system (a and b in the
case of the He´non map, and K in the case of the standard map), the period with
some speciﬁcation of the initial periodic point (in the case of the standard map, for
instance, that is its rotation number and some symmetry), and a list of ε’s; the output
is a set of ﬁles containing the Fourier expansions of the circles for these ε’s. Other
programs let us obtain meshes of the circles to make plots. In the implementation
of the projection method and the reducibility method, the programs include in the
output ﬁles the reducing transformations and the reduced matrices.
2. Compute whiskers of invariant and periodic circles: The input is one of the outputs
of the previous programs, that is, a ﬁle containing the parameters and the Fourier
expansions giving the circle; the output is, in the case that the circle is hyperbolic,
the ﬁles containing the Fourier–Taylor expansions of the whiskers. If in the input
ﬁle there are the reducing frames (because we have used the projection method or
the reducibility method), these programs use them to do the computations. If not,
the programs implement the power method to compute the bundles, and we reﬁne the
computation using reducibility [HdlL05a] (we have also done tests and computations by
discretizing the transfer operator and computing the eigenvalues of the discretization
[Jor01]). These bundles are the frames where the whiskers are constructed.
3. Globalize the whiskers: A ﬁrst program computes the intersection of a whisker with a
given plane θ = θ0. A second program computes a 2D grid of points of the surface,
by doing several sections of the object with equidistant time planes. In both cases we
have to specify the total arc-length of the sections, the maximum distance between
consecutive points in the curves, and the local error to compute the fundamental
domain. This is very standard (see, for instance, [KO98]).
4. Once we have computed the meshes and grids of the objects, we can plot them using
standard packages. To produce the ﬁgures of this paper we have used xmgr, gnuplot,
and MATLAB.
We have also written many other test programs—for example, computation of Lyapunov
multipliers and rotation numbers of a cocycle, computation of attractor and repellor of a
projective cocycle, and power method.
We have also written the versions of the programs to work in the double cover. This is
just substituting the system (2) by(
z
θ
)
−→
(
Fε(z, 2θ)
θ + ω2
)
.(24)
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This trick lets us work with 1-periodic functions and avoid 2-periodic functions.
The timings reported correspond to work in diﬀerent machines that we will specify. For
instance, some results have been produced with a desktop computer with a 700MHz processor.
From this, the reader can guess timings in other machines.
In the following we will discuss some eﬃciency properties of the implementation in some
representative examples and, much more importantly, we will present some conjectures that
we have obtained by observing phenomena that are not yet justiﬁed by a full mathematical
theory. We hope that reporting these conjectures will stimulate mathematical work.
3. Example 1: The rotating He´non map. The ﬁrst example we consider is a quasi-
periodic perturbation of the He´non map. The rotating He´non map is the quasi-periodic
dissipative map on the plane given by
x¯ = 1 + y − a x2 + ε cos(2πθ),
y¯ = bx,
θ¯ = θ + ω (mod 1),
(25)
where a, b are the parameters of the He´non map and ε leads to a quasi-periodic forcing. The
motion of the angle variable θ is a rotation by the irrational number ω. We have taken the
golden mean ω = 12(
√
5− 1).
For ε = 0, and we suppress the angle variable, we have the classical He´non map
x¯ = 1 + y − a x2,
y¯ = bx.
(26)
This map has two ﬁxed points
p± =
(
x± =
b− 1±√(b− 1)2 + 4a
2a
, y± = bx±
)
,
provided that (b − 1)2 + 4a > 0 (for instance, if a > 0). There exists also a 2-periodic orbit,
provided that 4a − 3(1 − b)2 > 0 (at a = 34(1 − b)2 there is a period doubling bifurcation of
p+). Both points of the 2-periodic orbit correspond to the solutions of the quadratic equation
a2x2 − a(1− b)x− a+ (1− b)2 = 0.
These ﬁxed points and periodic orbits turn into invariant curves and periodic curves under
the quasi-periodic perturbation. (See Figure 1.)
The map (25) was studied in [SFKA96] as an example of system with a strange non-
chaotic attractor (SNA). In [OF00] the structure of this attractor was studied by means of
computation of stable and unstable manifolds of invariant curves of saddle type, based on the
algorithms appearing in [KO98]. The computation of slow manifolds considered here does not
seem to have been considered in the literature before.
In the following, we ﬁx the parameters of the He´non map to be a = 0.68 and b = 0.1. We
have used several computer programs to continue invariant and periodic tori with respect to
ε and to compute their whiskers.
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Figure 1. A saddle-type ﬁxed point (blue) and an attracting 2 periodic point (red) of the He´non map with
a = 0.68 and b = 0.1 become closed curves when we add the external perturbation. The lower pictures are 3D
views in the extended phase space.
Starting from the ﬁxed point p+, the continuation of the invariant curve for ε = 0., 0.1,
0.2, 0.3, 0.4, 0.5 is done in less than one second using 50 harmonics in the Fourier expansions
and running on a Pentium III at 700 MHz. The errors in the functional equations are of the
order 10−19. (See Figure 1 for some examples.)
For ε = 0.1, the invariant curve is of saddle type. We can also compute the whiskers of
this invariant curve up to order 30 (the degree of the Fourier–Taylor polynomials), in less than
8 seconds. If the linear approximations of the manifolds are not provided as an input, the
program uses the power method to ﬁnd them. We use these local expansions to globalize the
manifolds. For instance, to compute points of the curve of intersection with the plane θ = 0
of one of the branches of the unstable manifold (length = 10, distance between points = 0.01,
local error = 10−10) takes about 4 seconds. With this technology we can also produce 3D
grids (taking essentially diﬀerent sections).
Figure 2 shows the section with the plane {θ = 0} of some invariant curves and their
whiskers for ε = 0.1.
3.1. Continuation of an invariant torus: A brief description. In the following sections we
will explain the bifurcations and transitions we have encountered in continuing the invariant
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Figure 2. Sections with the plane θ = 0 of invariant 2D manifolds associated to invariant curves. The
parameters of the rotating Heno´n map are a = 0.68, b = 0.1, and ε = 0.1.
circle corresponding to the ﬁxed point p+ of the He´non map. In particular, in section 6, we
will report on a mechanism of loss of exponential dichotomy and breakdown.
In the following exploration, which is representative of many others, we have ﬁxed a = 0.68
and b = 0.1 and have increased ε from 0. Figure 3 shows the continuation of the invariant
torus, whose analysis is detailed below.
To measure the hyperbolicity around the torus, we have used two observables: the maximal
Lyapunov multiplier Λ = λ+ (the minimal Lyapunov multiplier is λ− = |b|/Λ) and the distance
Δ between the attractor and repellor of the projective cocycle. The results are displayed in
Figure 4, where we observe several transitions, labeled with the letters a,b,c,d,e.
The ﬁxed point p+ of the He´non map is of saddle type. When we take the Cartesian
product with the external rotation, the ﬁxed point becomes a “straight” invariant circle (see
the ﬁrst picture of Figure 3, where we also draw the 2-periodic attracting circle).
A bird’s eye analysis of the bifurcations detected easily in Figure 4 is as follows.
(a) At εa  0.2549, the spectrum of the linearization crosses 1 and −1 is an eigenvalue.
The torus goes from being unstable to being stable, and there is a period doubling bifurcation
[BHTB90]. The leading spectral bundle goes from being unstable to being slowly stable.
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Figure 3. θx projection of an attractor (red).
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Figure 4. Distance (Δ) between the invariant bundles and Lyapunov multiplier (Λ) of an invariant torus
for the rotating He´non map, continued with respect to ε.
(b) This is the ﬁrst instance of a global bifurcation, which we call the bundle merging
scenario. This bifurcation will be described in more detail in section 6. In particular, we will
identify quantitative regularities.
The spectrum remains two separate circles for ε < εb  0.4633. Nevertheless, the separa-
tion between the bundles becomes smaller and seems to tend to zero as ε approaches εb from
below.
For ε slightly bigger than εb, it seems that there are no separate continuous invariant fast
and slow bundles.
(c, d) The transition c, which happens at εc  0.5256, seems to be a reverse of the
bundle merging scenario found in b. The bifurcation in d, which happens at εd  0.5475, is a
direct bundle merging bifurcation.
(e) At εe  0.8337, the spectrum of the linearization touches 1, and the torus seems to
disappear completely. In contrast with the quasi-periodic saddle-node bifurcation, there does
not seem to be any companion unstable circle nearby. For ε slightly smaller than εe it seems
that there are no continuous invariant bundles.
This transition seems hard to understand. We have not found any quantitative reg-
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ularity. We just make here the simple remark that this transition seems visually simi-
lar to the fractalization mechanism that has been described several times in the literature
[Kan84, NK96, SFKA96] (see also the review [PNR01]). In [SFKA96] there is a study of this
transition in the rotating He´non map.
Moreover, it seems that the torus is continuous (even analytic [HdlL06b]) until the outer
radius of the spectrum (the maximal Lyapunov multiplier) touches 1 [HdlL06a, HdlL05c].
Notice that a normally hyperbolic torus persists under a suﬃciently small perturbation, so
the torus could survive until the maximal Lyapunov multiplier crosses 1 and the torus loses
its normal hyperbolicity.
We would also like to refer to [HS05], which shows that some of the conclusions before
may have been based on numerics which are not accurate.
Remark 3.1. We emphasize that the above list of the bifurcations is not exhaustive. As
we will see in section 6, if we look very carefully in the interval [εb, εc], there are other
bundle merging bifurcations. Indeed, it seems that bundle merging bifurcations generate
other “daughter” bundle merging bifurcations close by. See section 6.3.4.
The beginning of Figure 4 is computed using the reducibility method. This method can
continue over the period doubling bifurcation. Nevertheless, it gets stuck on the bifurcations b,
which correspond to lack of reducibility. To get an idea of the accuracy we display some typical
results in Table 1.
We note that in this case, the fact that the reducibility fails does not imply that the torus
cannot be continued. Since the torus is attractive, either the full matrix Newton method or
even direct iteration can be used to compute the torus accurately.
Note that in the intervals εb ≤ ε ≤ εc and εd ≤ ε ≤ εe it seems that there are no
continuous invariant subbundles and that the spectrum is not reducible (it is a full annulus).
Indeed, it seems empirically that this lack of reducibility is abundant; that is, nonreducibility
holds in a set of parameters of positive measure. Moreover, if we change slightly the other
two parameters (a and b), the same phenomena is observed.
There are mathematical results showing that reducibility is dense for cocycles taking values
in SU(2) or in other compact groups [Kri99c, Kri99b, Kri99a, Kri01]. Some recent results for
noncompact groups are in [AK03].
These mathematical results suggest that the regions where reducibility fails have a compli-
cated structure. If we perform a numerical experiment with a prescribed accuracy, we obtain
a partition of parameter space in intervals where the ﬁnite precision criterion for reducibility
applies or not. In the cases where the criterion applies, the validating results in [HdlL06b]
show that reducibility is indeed true. In the cases where the ﬁnite precision criterion fails,
however, it means only that we need more delicate exploration. A higher precision computa-
tion may reveal other intervals where the criterion for reducibility holds. In the intervals not
covered by this reﬁned criterion, we can, of course, try more reﬁned observations, and so on.
Some of these explorations motivated by the mathematical insights are reported in section
6.3.4.
3.2. Breakdown of exponential dichotomies. To study the mechanism of loss of re-
ducibility, we study the projective cocycle associated to the torus (see (15) in section 2.2)
around the critical value. We will see that the breakdown of reducibility is associated to the
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breakdown of the existence of exponential dichotomies. That is, the fast and slow bundles
merge. See the discussion in section 2.2.5.
By direct iteration of (15), the orbits will converge to an attractor. Similarly, the iteration
of the projectivization of the inverse cocycle will converge to a repellor. If there are slow and
fast invariant bundles, the attractor corresponds to the slow bundle and the repellor to the
fast bundle. The results of this experiment are depicted in Figure 5. Compare the results
with those in Figure 4.
For ε = 0.400 the attractor and repellor of the projective cocycle are smooth curves.
These correspond to the invariant subbundles of the cocycle corresponding to the least and
most attractive eigenvalues, respectively.
We note that, as ε approaches a critical value εb, the attractor and the repellor in the
projective space approach each other. We note that the theory in [JS81, HdlL03b] ensures
that, provided that the distance remains positive, the invariant bundles will be analytic.
In fact, the distance between both curves for ε = 0.463 is of the order of 10−3. For
ε = 0.463254 the distance is of the order of 10−6. One can presume that the distance converges
to zero as ε converges to the critical value εb. We have detected that the critical parameter is
εb  0.4632544711720
and that the corresponding maximal Lyapunov multiplier (the spectral radius of the transfer
operator) is Λb  0.542306556. Figure 6 depicts more accurately the attractors and repellors
for the projective cocycle at the presumed critical value.
In section 6 we will present some quantitative regularities of the phenomenon, which we
have found empirically, as well as other phenomena.
3.3. Topological evidence of bundle collapse (I). An indirect proof that there is a bundle
collapse is the following.
Notice that when the cocycle has two continuous invariant bundles, it is reducible to a
constant diagonal matrix, since the external rotation is Diophantine [JS81].
In the continuation of the attracting torus, we observe that before the transition b, the
leading eigenvalue is negative and the other is positive. In particular, we have the following.
• For ε = 0.463, the torus is attracting and the cocycle is reducible to a constant diagonal
matrix
diag(−0.603430499529439903989, 0.165719167456701022933).
After the transition c reducibility is recovered, but the leading eigenvalue is positive. In
particular, we have the following.
• For ε = 0.530, the torus is attracting and the cocycle is reducible to a constant diagonal
matrix
diag(0.694546750046480781363,−0.143978789035162504966).
We emphasize that the calculations mentioned above are very reliable since reducibility
methods apply and the results can be validated using the methods in [HdlL06b]. Hence, we
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Figure 5. Attractor (red) and repellor (blue) of the projective cocycle of the attracting invariant curve for
the He´non map.
are quite sure that from b to c in Figure 4 there is a change of topology/dynamics of the
invariant bundles.
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Figure 6. Slow (red) and fast (blue) directions before and after the transition of the lack of reducibility, and
the magniﬁcation of a very small region. The distance between the attractor and the repellor for ε = 0.463254
is Δ  1.86 · 10−6.
We also observe that the maximal and minimal Lyapunov multipliers are diﬀerent during
the continuation. If they were equal, they would be equal to
√|b|  0.3162, which is not the
case (see Figure 1).
As a result, the torus cannot remain reducible during the whole continuation, but the
Lyapunov exponents cannot become close. The only possibility is that at some parameter
value the torus becomes nonreducible (hence there are no 1D invariant bundles) even if the
Lyapunov multipliers remain diﬀerent.
Remark 3.2. Note that the argument above can only hope to show that there is a point in
the interval where reducibility fails but nevertheless the spectrum is not trivial. Topological
methods cannot hope to show that the transition is sharp—indeed, we do not expect it is
based on our numerics—and much less the quantitative regularities discussed in section 6.2.
We think that the argument above can be made rigorous. The only ingredients that we
need are that the index changes at the end of the interval and that the Lyapunov exponents
do not degenerate.
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Note that, given the validation results in [HdlL06b], to validate the results on the index,
all that we need to do is show that the invariance equations for the torus and for the bundles
are satisﬁed with enough accuracy that we can assess the sign of the averaged multipliers.
The calculations we have performed can routinely be transformed into interval calculations
[KSW96] and we certainly expect that the precision will be enough.
Since the Jacobian of the transformation is constant, the fact that the Lyapunov expo-
nents do not coincide can be established if we prove lower bounds for one of the Lyapunov
exponents. These lower bounds can be achieved by applying the method of [Her83] to the
ﬁnite approximation computed.
We certainly hope that the present detailed numerics inspire computer assisted proofs
and, of course, more rigorous studies.
Remark 3.3. The arguments above to show that there is a value of the parameter without
reducibility can be modiﬁed slightly to show that they do not rely on the fact that the rotation
is Diophantine.
Just notice that a normalization of an orientable bundle in S1 × T, instead of P1 × T,
produces two curves (S1 is a double covering of P1). (If the bundle were nonorientable, we
would also double the base torus T.)
In the representation of the bundles in S1 × T, for ε = 0.463 the slow bundle corresponds
to a 2-periodic curve, and the fast bundle corresponds to two ﬁxed curves. Moreover, for ε =
0.530, the slow bundle corresponds to two ﬁxed curves, and the fast bundle corresponds to a 2-
periodic curve. These two cases are homotopically nonequivalent. Hence, it is impossible that
the torus remains reducible throughout the continuation. We also note that this breakdown
in reducibility has to happen while the Lyapunov multipliers remain diﬀerent.
Hence, the mechanism of bundle collapse is independent of the Diophantine properties of
the rotation. The above version of the argument applies to Liouville numbers.
We have observed the same mechanism with the external frequency ω = e/4 (with a rela-
tive distance less than 10% of the golden mean). This number has very diﬀerent Diophantine
properties from those of the golden mean; in particular, it does not have a periodic continuous
fraction expansion. (The continued fraction expansion of e/4 is known explicitly and has
unbounded entries.)
4. Example 2: The rotating standard map. Our second example is the rotating standard
map. This is a quasi-periodic perturbation of the standard map [Chi79, Gre79], that is, a
symplectic (area preserving) map of the annulus T× R.
We will study the continuation of hyperbolic invariant tori, whose theory has been devel-
oped. Moreover, we will also study continuation of elliptic tori and the bifurcation of elliptic
tori. We think that it would be quite desirable to develop rigorous a posteriori estimates for
these cases. We will also describe another version of the bundle merging bifurcation, which
has some quantitative diﬀerences from the one studied in section 3.2.
4.1. Preliminaries and notation. The rotating standard map is given by
x¯ = x+ y − s(x)(K + εc(θ)) (mod 1),
y¯ = y − s(x)(K + εc(θ)),
θ¯ = θ + ω (mod 1),
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where
s(x) =
1
2π
sin(2πx)(28)
is a 1-periodic odd function,
c(θ) = cos(2πθ)(29)
is a 1-periodic even function, and K and ε are positive parameters. We will refer to y, x as
the action-angle variables and ω as the external frequency.
So, the extended phase space is T × R × T. We have taken ω = τ − 1, where τ is the
largest root of the polynomial p(t) = t3 − t2 − t− 1. That is,
ω =
3
√
19
27
+
√
11
27
+
3
√
19
27
−
√
11
27
− 2
3
.
This choice of an irrational number is motivated by this number’s usefulness in the study of
2D KAM tori. See [Har98]. For our purposes, it is useful to check the properties when the
frequency is diﬀerent from the golden mean. Note that the number above does not have a
periodic continued fraction expansion.
The rotating standard map is reversible (as is the standard map), since it is the composi-
tion F = I1◦I0 of two involutions I0, given by
x¯ = −x (mod 1),
y¯ = y − s(x)(K + εc(θ)),
θ¯ = −θ (mod 1),
and I1, given by
x¯ = −x+ y (mod 1),
y¯ = y,
θ¯ = −θ + ω (mod 1).
As far as we know, the rotating standard map was introduced in [ACS91, ACS92], where
some properties of the map and existence of KAM tori were investigated. This example
was also studied in [Tom96], which used a higher dimensional extension of Greene’s criterion
[Gre79] to study the breakdown of a 2D invariant KAM torus. The thesis [Har98] contains a
study of the breakdown of the 2D KAM tori using variational principles.
The standard map, corresponding to ε = 0, is an area preserving map that has periodic
orbits of all rotation numbers. We say that the rotation number of an n-periodic orbit through
(x0, y0) is p/n if xn = x0 + p, yn = y0, where (xn, yn) = F
n(x0, y0) and F is the lift of the
standard map to R× R (that is, we think of x as a real variable instead of as an angle).
Analogously, we can deﬁne the rotation number of a n-periodic curveK0(θ) = (x0(θ), y0(θ))
of the rotating standard map as the rational number p/n such that
xn(θ) = x0(θ + nω) + p, yn(θ) = y0(θ + nω),
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where Kn(θ) = F (θ, n)(K0(θ)) = (xn(θ), yn(θ)) is the n-iterate of the torus K0.
Notice that the tori {x = 0, y = 0} and {x = 12 , y = 0} are invariant under the rotating
standard map. Their rotation numbers are both 0/1. If ε = 0, the torus {x = 0, y = 0}
corresponds to an elliptic ﬁxed point if 0 < K < 4 and to a hyperbolic ﬁxed point (with
reﬂection) if K > 4. It is parabolic if K = 4. The torus {x = 12 , y = 0} for ε = 0 corresponds
to a hyperbolic ﬁxed point if K > 0.
Notice also that the torus {x = 0, y = 12} is a 2-periodic curve under the rotating standard
map, whose rotation number is 1/2. If ε = 0, it corresponds to an elliptic 2-periodic orbit if
K <
√
2 and to a hyperbolic 2-periodic orbit if K >
√
2.
In our numerical experiments that are described below, we have ﬁxedK = 0.2 and changed
the forcing constant ε.
4.2. A 2-periodic normally hyperbolic torus. The simplest nontrivial periodic torus for
the rotating standard map withK > 0 is generated from ε = 0 by the hyperbolic periodic orbit
of rotation number 1/2. We also compute this 2-periodic saddle curve using the reducibility
method, and the results are displayed in Table 2 and Figure 7.
Once we have computed a 2-periodic saddle curve, we compute its stable and unstable
invariant manifolds. We have expanded them to order 30 and then we have globalized them.
Our programs produce 2D grids of those objects, which we display in Figure 8, for K = 0.2,
ε = 0.5. We have also made some slices of those objects, producing the familiar homoclinic
web. This is displayed in Figure 9. Keep in mind that these are slices of 2D objects in a 3D
space. Notice that the objects we produce are symmetric. This is due to the reversibility of
the rotating standard map.
4.3. Continuation of reducibility. In this section we will analyze the applicability of the
reducibility method to normally elliptic tori. Later, we will discuss some bifurcations that can
arise when the reducibility fails.
As a ﬁrst example, we will consider the torus {x = 0, y = 0} of the rotating standard
map, which is invariant for all the values K, ε. The normal behavior is given by the cocycle
M(θ) =
(
1− (K + ε cos(2πθ)) 1
− (K + ε cos(2πθ)) 1
)
,(30)
with rotation ω. So then, the reducibility method provides approximations of the reduced
matrices and the corresponding Floquet transformations.
This example has the advantage that the torus is ﬁxed for all the values of the parameters,
and so then the only thing we have to do is study the cocycle (30). We will refer to it as the
standard cocycle. This example serves as a test and gives some insight about the general case,
and the eﬀects that happen at breakdown of reducibility are easier to study. A continuation
of elliptic tori that are not ﬁxed by the symmetry will be undertaken later in this section.
Remark 4.1. The standard cocycle (30) is equivalent to the almost Mathieu cocycle
A(θ) =
(
a− b cos(2πθ) −1
1 0
)
,(31)
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Figure 7. xy projection of a 2-periodic saddle curve for the rotating standard map (K = 0.20).
with rotation ω, where a = 2−K, b = ε. In fact, M(θ)P = PA(θ), where P is the constant
antisymplectic matrix (
1 0
1 −1
)
.
The almost Mathieu cocycle has called the attention of many authors, among them [CEY90,
BS82, Las94, AS82, AS83, DS83a, Eli01, Jit99, AK03, Pui04].
We have analyzed numerically the standard cocycle for K = 0.2, moving the parameter
ε. We have applied the reducibility method to reduce the linear cocycle. The problem of
reducibility has been considered in [Eli88, Po¨s89, JS92, Pui05]. There is a Cantor family
of parameters for which the cocycle is reducible and elliptic. There is also an open set of
parameters for which the cocycle is normally hyperbolic (and reducible). The results are
displayed in Table 3.
4.3.1. Detection of resonances in elliptic tori. We have observed that the program
implementing the reducibility method cannot continue beyond the critical value
εcrit  0.0963488851723619376131.
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Figure 8. 3D view of the stable (blue) and unstable (red) manifolds of a hyperbolic 2-periodic circle for the
rotating standard map. The parameters are K = 0.2 and ε = 0.5, and the frequency of the forcing is ω = τ − 1
(see text for details).
The reason is that for such a value the rotation number γ of the cocycle (the argument of the
eigenvalue) and the external frequency ω, which are
γ  −0.504895542331356775420, ω  0.83928675521416126683,
are very close to −1 : 1 resonance:∣∣∣∣ γ2π − k1 + k2ω2
∣∣∣∣  1.085821 10−9(32)
for k1 = −1, k2 = 1. It is not hard to show that, when there is a resonance, if there is a
nonlinear term, this provides an obstruction to reducibility. So, it is quite possible that there
is a dense set of parameter values for which reducibility—in the mathematical sense—fails.
On the other hand, we note that, when the order of the resonance is high, the interval shows
only on high order perturbation theory. Hence, it seems that the measure of the gaps except
those of resonances whose numerator k2 is small will be visible.
4.3.2. Analysis of the cocycle. We have computed the dominant Lyapunov multiplier
and the rotation number of the standard cocycle [BS98]. To do so, we have considered orbits
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Figure 9. Heteroclinic web associated with the hyperbolic 2-periodic circle. The section of the stable and
unstable manifolds is with θ = 0. Both of the lower ﬁgures are magniﬁcations of the ﬁrst one.
of length 108 of the cocycle (applied to a random vector). The results are displayed in the two
last columns of Table 3 (and agree with the computed eigenvalues in about 7 digits) and in
Figure 10. We note that just after the critical value εcrit, the maximal Lyapunov multiplier
is appreciably bigger than 1, and the rotation number is phase locked in the angle γ, so the
torus bifurcates into a normally hyperbolic torus.
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Remark 4.2. From [Her83], the maximal Lyapunov multiplier of the almost Mathieu co-
cycle (31) (and so of the standard cocycle (30)) is bounded from below by ε2 . In fact, if the
almost Mathieu cocycle is not uniformly hyperbolic, then the maximal Lyapunov multiplier
is l(ε) = max(1, ε2) [BJ02]. See Figure 10, where we also display the lower bound l(ε).
We distinguish several regions in Figure 10. Notice that after the critical value, the
dominant Lyapunov multiplier is bigger than 1, so the torus is not going to be elliptic anymore.
In such a case, the spectrum of the transfer operator associated to the cocycle is going to be
either two circles or a fat annulus (notice that the radii are inverses of each other).
When the rotation number is phase locked then the spectrum is two circles and the cocycle
has stable and unstable invariant subbundles, so the torus is normally hyperbolic. (And the
type of resonance has to do with the index of the stable and unstable subbundles.)
In the regions where the rotation number is not phase locked (and the Lyapunov multiplier
is bigger than 1), the torus is nonuniformly hyperbolic. Notice that a nonuniformly hyperbolic
torus is destroyed by generic perturbations [Mn78], but in the present example the torus
survives because the perturbation vanishes on the torus.
We can conﬁrm our expectations using the trick of projectivization described in section
2.2.1. The examples we display in Figure 11 correspond to the regions detected in Figure 10.
The following is an analysis of both Figure 10 and Figure 11.
• From ε = 0 to ε  0.096 the torus is “almost” elliptic (there are small gaps in which
the torus loses its ellipticity). See Figure 11 for ε = 0.050 and ε = 0.095, where the
dynamics of the projective cocycle is “almost” ergodic and a strong resonance is born.
• From ε  0.096 to ε  2.345 the torus is normally hyperbolic. This happens for a
whole open interval that in this case is a big gap corresponding to a −1 : 1 resonance.
Moreover, the indices of the stable and unstable subbundles are 12 =
k2
2 , where k2 = 1
in (32), and as a result those subbundles are nonorientable. See Figure 11 for ε = 0.100,
ε = 0.500, and ε = 1.000.
• From ε  2.345 to ε  2.697 there are two diﬀerent behaviors that coexist: the torus
is normally hyperbolic in the small bumps in Figure 10, which are open intervals
(moreover, the unstable and stable bundles probably have a large index), and the
torus is nonuniformly hyperbolic in the complementary intervals. See Figure 11 for
ε = 0.250, where the attractor and repellor of the projective cocycle collapse.
• From ε  2.697 to ε  4.332 the torus is again normally hyperbolic for a large open
interval. The resonance is −2 : 2, and the invariant subbundles have index 1 = 22 , so
they are orientable. See Figure 11 for ε = 4.000.
• From ε  4.332 to ε = 5.000, where we stop our analysis, we are again in a normally/
nonuniformly hyperbolic region. See Figure 11 for ε = 5.000.
To ﬁnish the analysis of the standard cocycle we come back to our starting point in this
section: the detection of a −1 : 1 resonance between the internal and normal frequencies that
prevent the continuation of the reducibility (notice that we enter in a region that, in a sense,
is “more reducible” than in the ﬁrst elliptic region). We emphasize that we have detected this
phenomenon numerically because the resonance is very strong, producing a big gap. But it
occurs also in very small gaps. Numerical and rigorous results on these kinds of gaps and the
corresponding bifurcations appear in [BHJ+03] for Hamiltonian systems.
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Figure 10. Lyapunov multiplier and rotation number as functions of ε of the standard cocycle (30) with
ω = τ − 1, K = 0.2. The green function is a lower bound of the Lyapunov multiplier: l(ε) = max(1, ε
2
). The
rotation number has been computed with the Sturmian deﬁnition (19). We also display the average rotation
number (grey color) that produces incorrect estimates beyond ε  3.829  4−K.
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Figure 11. Attractor (red) and repellor (blue) of the projective standard cocycle with K = 0.2. This is
associated to the torus {x = 0, y = 0} that is invariant for the rotating standard map.
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Table 4
Continuation of reducibility and Floquet transformation of the torus {x = 0, y = 0} of the rotating standard
map for K = 0.2. We improve reducibility using rotating transformations, so we can cross the resonance −1 : 1
that appears in ε = εcrit  0.0963488851723619376131.
Rotating standard map: K = 0.200. Torus {x = 0, y = 0}.
ε Eigenvalues S T NF
0.000 1.00000000000000000000 exp(±0.45102681179626244527i) 0.0e+00 0.0e+00 100
0.010 0.99999999999999999995 exp(±0.45132099187449060824i) 7.7e-20 6.9e-20 100
0.020 0.99999999999999999984 exp(±0.45221294897013966028i) 1.4e-19 1.0e-20 100
0.030 1.00000000000000000011 exp(±0.45373258632458500232i) 1.6e-19 9.3e-20 100
0.040 1.00000000000000000000 exp(±0.45593597154364472120i) 2.1e-19 1.5e-19 100
0.050 1.00000000000000000000 exp(±3.09561493159350098947i) 5.1e-10 3.2e-19 100
0.060 1.00000000000000000000 exp(±3.09953567303981773143i) 3.4e-19 2.3e-19 100
0.070 0.99999999999999999995 exp(±3.10468666836061660871i) 5.2e-19 2.5e-19 100
0.080 1.00000000000000000000 exp(±3.11168752182935715836i) 2.6e-19 3.0e-19 100
0.090 1.00000000000000000000 exp(±3.12245509887229756346i) 3.8e-19 5.1e-19 100
0.100 -0.985229910849008448355, -1.01499151516650933645 3.0e-19 2.7e-19 100
0.200 -0.908704733983905314765, -1.10046747045747389895 3.3e-19 3.6e-19 100
0.300 -0.859755912104609600457, -1.16312081827048418811 4.6e-19 3.2e-19 100
0.400 -0.819034502317305008415, -1.22094978559595102128 5.7e-19 2.2e-19 100
0.500 -0.784499412393390937147, -1.27469821417602958654 3.7e-19 2.5e-19 100
0.600 -0.755089133897168369623, -1.32434696131673477028 5.4e-19 4.7e-19 100
0.700 -0.729998333578531503093, -1.36986614078677530737 4.6e-19 3.4e-19 100
0.800 -0.708575796553274791698, -1.41128162274847651484 7.5e-19 3.1e-19 100
0.900 -0.690298554554738629245, -1.44864854982207986664 4.8e-19 3.7e-19 100
1.000 -0.674754590255442611413, -1.48202029958985364482 8.0e-19 2.9e-19 100
1.500 -0.629645514281034828278, -1.58819522623274312267 1.1e-16 7.8e-17 100
2.000 -0.638941822211735963705, -1.56508772041003652573 1.8e-09 1.1e-09 100
2.300 -0.721367120200611090905, -1.38625669509575938734 5.4e-08 2.4e-08 300
4.3.3. Bifurcations at resonance in elliptic tori. The reducibility method stops at the
resonance because the Floquet transformation is not well adapted to the topology of the stable
and unstable subbundles produced after the critical value εcrit. Nevertheless, we will see that
it is possible to continue the torus and its reducibility if we take into account that invariant
bundles can appear, and therefore the torus can become normally hyperbolic.
We have to take into account the somewhat unexpected phenomenon that the invariant
bundles generated by the resonance have an index which is related to the resonance. In
particular, they may be nonorientable.
The key idea is to use the rotating transformations of section 2.2.6. To apply such a
transformation it is not necessary to wait until the resonance is more evident (say, to values
very close to εcrit). In fact, our experiments suggest that it is better numerically to do this
transformation before the transition happens. In Table 4 we display the results when doing
the transformation for ε = 0.050, quite far from εcrit  0.0963489.
We see that the method continues the reducibility of the normally hyperbolic torus, whose
cocycle has a spectrum composed by two circles, until there is a new transition near ε  2.345.
Again, reducibility is lost and the method stops. Notice, however, that in this case, the torus
is nonuniformly normally hyperbolic. The spectrum grows and it is a full annulus enclosed by
two circles, and the Oseledec bundles are not continuous.
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Figure 12. Attractor (red) and repellor (blue) of the projective cocycle of the invariant torus {x = 0, y = 0}
of the rotating standard map with K = 0.2 and ε = 2.400.
Notice, moreover, that reducibility holds in the small bumps between 2.345 and 2.697, and
we can do a direct analysis by using projectivization. We can compute the invariant bundles
using the power method [HdlL05a] or by discretizing the transfer operator [Jor99].
4.3.4. Topological evidence of bundle collapse (II). The invariance of the index of the
bundles under homotopies has some consequences. By observing at some ends, we may con-
clude that something has happened in the middle.
For example, we observe that the torus is normally hyperbolic for ε = 2.400, with resonance
4 : −5, so its invariant manifolds have index −52 and are nonorientable (see Figure 12). Since
for ε = 2.340 the torus is normally hyperbolic and the invariant manifolds have index 12 , the
torus cannot be normally hyperbolic for all the values between ε = 2.340 and ε = 2.400. Since
the Lyapunov multiplier is bounded away from 1 (see Remark 4.2), the only possibility is that
the stable and unstable bundles merge at some values of the parameter ε between 2.340 and
2.400.
Notice also that the torus is again normally hyperbolic for ε = 0.4, and the index of the
invariant bundle in this case is 1, so that there are further transitions.
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4.4. Nonorientable whiskers generated at resonances. We note that the rotating trans-
formations introduced in section 2.2.6 lead to the existence of nontrivial invariant bundles in
the linearization of the invariant circle {x = 0, y = 0} in the standard map. In particular, we
have found cases in which those bundles are nonorientable.
As remarked before, the methods of this paper can compute invariant manifolds modeled
in these invariant bundles for the linearization.
Figure 13 shows the stable and unstable manifolds of the invariant torus {x = 0, y = 0}
for the rotating standard map, with K = 0.2, ε = 0.5.
4.5. Continuation of an invariant torus until breakdown. In this section we consider the
continuation of the elliptic 3-periodic orbit of the standard map with K = 0.2.
Using the reducibility method, we detect a strong resonance for the value
εcrit  0.06078370936559205612,
for which the rotation number is
γ  −0.112219351279490344844.
In fact, ∣∣∣∣ γ2π − k1 + k23ω2
∣∣∣∣  1.175787 10−9
for k1 = 5, k2 = −2, so the resonance is of the type 5 : −2. This suggests the transition to
a normally hyperbolic torus whose subbundles have index −22 = −1, so they are orientable.
We can cross the resonance and compute the unstable and stable subbundles of the normally
hyperbolic torus using the rotating transformation R2 (see section 2.2.6).
The results of the full continuation are displayed in Figure 14 (Lyapunov multipliers and
rotation number), Figure 15 (θx projection of the 3-periodic torus), and Figure 16 (dynamics
of the projective cocycle).
• From ε = 0 to ε  0.061 the torus is elliptic (outside of small resonance intervals that
are not detected numerically with the continuation step 0.001), and the dynamics of
the projective cocycle is ergodic. See Figure 16 for ε = 0.050.
• From ε  0.061 to ε  0.117 the torus is normally hyperbolic and the invariant
subbundles have index −1. See Figure 16 for ε = 0.100. Moreover, the eigenvalues are
negative. For instance, for ε = 0.100, the eigenvalues are
−0.990944333, −1.0091384215.
• From ε  0.117 to ε  0.173 the torus is again elliptic. See Figure 16 for ε = 0.150.
• From ε  0.173 to ε  0.350 the torus is normally hyperbolic and the invariant
subbundles again have index −1. See Figure 16 for ε = 0.200, 0.250, 0.300, 0.350. The
eigenvalues are again negative. For instance, for ε = 0.200, the eigenvalues are
−0.963855575, −1.0374998344.
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Figure 13. 3D views of the stable (blue) and unstable (red) manifolds of the curve {x = 0, y = 0} for the
rotating standard map with κ = 0.2 and ε = 0.5. Both manifolds are nonorientable.
We observe also a similar phenomena to that in section 3.2. After the second strong
resonance (that we can continue with reducibility because we adapted the coordinates to the
topology already in the ﬁrst resonance, and both of them are 5 : −2), the torus is a saddle-type
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Figure 14. Lyapunov multiplier and rotation number of the cocycle associated to a 3-periodic torus for the
rotating standard map, with K = 0.2.
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Figure 15. θx projection of a 3-periodic curve of the rotating standard map, K = 0.2.
D
ow
nl
oa
de
d 
02
/0
5/
13
 to
 1
61
.1
16
.1
68
.8
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
COMPUTATION OF INVARIANT TORI AND THEIR WHISKERS 187
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.050
π
π/2
3π/4
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.100
π
π/2
3π/4
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.150
π
π/2
3π/4
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.200
π
π/2
3π/4
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.250
π
π/2
3π/4
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.300
π
π/2
3π/4
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.350
π
π/2
3π/4
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.372
π
π/2
3π/4
0
Figure 16. Attractor (red) and repellor (blue) of the projective cocycle associated to a 3-periodic torus of
the rotating standard map, K = 0.2.
D
ow
nl
oa
de
d 
02
/0
5/
13
 to
 1
61
.1
16
.1
68
.8
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
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circle. But the unstable and the stable subbundles get closer and closer when increasing the
parameter ε.
We have been able to continue the torus and its reducibility until ε = 0.339. Since the
bundles start to fold a lot, they have to be approximated by Fourier expansions with about
10000 harmonics. Notice, however, that it suﬃces to use 250 harmonics to approximate the
invariant torus.
So, in this regime we have changed to use the full-matrix Newton method. We have
continued the torus until ε = 0.370, and the distance between the attractor and repellor of
the projective cocycle is of the order of thousandths (see Figure 16). However, the Lyapunov
multipliers remain far away from 1.
We can again presume that the stable and unstable bundles touch at a critical value near
ε = 0.370, implying loss of reducibility. See Figure 15 for ε = 0.370.
The diﬀerence from the example in section 3.2 is that in this case, the spectrum at the
collapse of the bundles is a fat annulus that contains the unit circle. So, certainly, the torus is
not normally hyperbolic. The theory of [Mn78] suggests that we should expect that the torus
breaks down. Certainly, we have found it impossible to continue the Newton method.
So, the continuation reaches ε = 0.377950, where the discretization of the torus has 1200
Fourier harmonics, and the invariance equation is solved up to an error  10−9 (notice that
the large matrix in the Newton step is about 264 Mbytes). The torus looks rather irregular
and like it is about to break. See Figure 23. Moreover, the stable and unstable bundles are
extremely close. A more detailed study of the phenomenon pointed out here will be undertaken
in section 6.
In this example, since the torus seems to be smooth and reducible all the way to breakdown,
it is possible to make reliable computations reasonably close to breakdown. Recall that a
saddle torus is as smooth as the system [HdlL06b], and in this case it is analytic.
Notice, however, that the reducibility method fails because the bundles become so folded
that their approximations require very high order Fourier expansions. In a sense, reducibility
is much more sensitive to breakdown than the torus itself.
5. Example 3: A Lipschitz rotating standard map. In this section we present an example
in which the use of the reducibility method or the projection method is mandatory to compute
invariant tori with a high precision.
The example is a quasi-periodic perturbation of the standard map which is Lipschitz
but not C1. From the numerical point of view, the interest of this map is that the Fourier
coeﬃcients of the parameterization of the torus decrease rather slowly with the index, and
it is, therefore, a good stress test for the eﬃciency of the methods. It can be considered as
a stand-in for the computation of higher dimensional invariant tori (these computations are
actively pursued).
The model we consider is similar to the rotating standard map (27), but the perturbation
is given by the 1-periodic and even function deﬁned by
c(θ) =
{
1 + 4θ if −12 ≤ θ ≤ 0,
1− 4θ if 0 ≤ θ ≤ 12
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in the interval [−12 , 12 ]. The Fourier series of this Lipschitz function is
c(θ) =
8
π2
∑
m≥0
1
(2m+ 1)2
cos(2π(2m+ 1)θ).
Notice that the harmonic k = 2m+1 decreases as 1
k2
. Henceforth, to approximate c = c(θ)
by its Fourier series with an error smaller than, say, 10−8, we need an expansion of at least
104 harmonics. This means that to compute the invariant tori with this error, we need, at
least, to compute 4 · 104 coeﬃcients.
The Newton method involves then solving linear systems of such a size at each step. Using
quadruple precision, the size of the real variables is 12 bytes, and a matrix of such a size is
about 18 Gbytes. So, the direct application of the Newton method is not feasible with a
personal computer from 2004.
The reducibility method involves small divisor equations, whose justiﬁcation needs some
regularity to be solved at each step. Nevertheless, we can empirically use the numerical algo-
rithm of reducibility even in regions where the mathematical justiﬁcation is not yet available.
We will obtain approximations of the stable and unstable subbundles that can be validated
by the rigorous results in [HdlL06b]. This is one example of a situation where these validation
results can be used to justify a posteriori numerical results obtained by algorithms that, by
themselves, do not have proofs of convergence.
We have again continued the saddle-type 2-periodic point of the standard map with K =
0.2 into a saddle-type invariant torus, when coupling with θ. The results are displayed in
Table 5 and Figure 17. In the computations we have used Fourier expansions with 5000
harmonics.
In order to check how the Fourier coeﬃcients of the curve decrease, we have reﬁned the
torus corresponding to ε = 0.2, computing the ﬁrst 100000 harmonics. The harmonics decrease
of course very slowly, as can be checked in Figure 18. In fact, they decrease like 1
k2
, as should
be expected. Notice also the ﬁne structure of the Fourier spectrum and its organization in
curved stripes. We have no explanation for this curious phenomenon, nor any guess on its
relevance.
6. The bundle merging scenario for breakdown of hyperbolicity and exponential di-
chotomies.
6.1. The bundle merging scenario and its consequences. In our previous studies of
the rotating He´non map (see section 3.2) and the rotating standard map (see section 4.5)
we have encountered a possible scenario for the disappearance of exponential dichotomies
and, in particular, for the disappearance of normal hyperbolicity. In this section, we will
investigate the bundle merging in more detail and report some numerical regularities observed.
In particular, we will report that there are scaling laws with universal exponents. These
scaling relations were already reported in [HdlL06a]. We also mention the paper [JO05] which
qualitatively observes situations where the invariant bundles approach each other.
In the bundle merging scenario, the Lyapunov multipliers of the cocycle of the torus remain
diﬀerent, but the bundles corresponding to them approach each other. One can conjecture
that, at a critical value, the separation between the invariant bundles disappears and the
collision is produced in a dense set of points.
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Figure 17. Continuation of the 2-periodic saddle curve for the C0 rotating standard map, K = 0.20.
Projection on the xy plane.
Note that the bundle merging scenario implies several consequences.
• Up to the critical value we have the following:
– The maximal and minimal Lyapunov multipliers are diﬀerent from each other and
from 1.
– The spectrum consists of two circles, whose radii are the Lyapunov multipliers.
– The bundles associated to these circles are 1D because we are working with 2D
maps.
– The bundles are as smooth as the cocycle; in this case they are analytic.
– As a consequence, for the examples considered (in which the external rotation ω
is Diophantine), linearization is reducible to constants.
• As the parameter approaches the critical value, the following occur:
– The Lyapunov multipliers remain bounded away from each other and from 1.
– The two bundles get closer, and their minimum distance approaches zero.
– As a consequence, the bundles become more and more oscillatory. Even if they
remain analytic, the ﬁrst derivatives become unbounded.
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Figure 18. log-log table of the 100000 Fourier modes of the x-component of the saddle-type 2-periodic
curve for the C0 rotating standard map, with K = 0.2, ε = 0.2. The errors are R = 3.9e-14, S = 1.5e-11,
T = 1.3e-11.
– Even if the spectrum of the transfer operator remains being circles that are far
apart, the spectral projections over the corresponding spectral subspaces have
norms that become unbounded. (Note that the norm of the spectral projections
is closely related to the minimum distance between the bundles.)
• At the breakdown and afterward, it is impossible to discern any continuous invariant
bundle.
– As a consequence, the spectrum of the transfer operator at the critical value (and
afterward) consists of a ﬁlled annulus. The inner and outer boundaries are circles
whose radii are the Lyapunov multipliers.
– The invariant bundles are not continuous. The Oseledec theorem [Ose68] asserts
that the bundles are deﬁned in a set of full measure, and they are measurable.
Remark 6.1. At ﬁrst sight it may seem paradoxical that the bundles approach each other
at some points but the Lyapunov multipliers remain diﬀerent.
It is certainly true that, when the bundles are very close at some point, the Lyapunov
multipliers at a ﬁxed time become very close. Nevertheless, remember that the Lyapunov
multipliers are obtained by taking the limit of the number of iterations tending to ∞ so that
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the proximity for ﬁnite time does not imply the proximity of the limits. (In other words, we
cannot exchange the limits of the parameters or the n → ∞ in the expresion of the time n
Lyapunov exponents.)
Note that the formula (16) is aﬀected little by intervals of small length in which the
integrand takes the “wrong” value.
It is true that the computation of the Lyapunov exponent requires longer and longer times
to achieve a certain accuracy as we approach the critical value.
Remark 6.2. At the critical value of the parameter, the spectrum of the transfer operator
experiences a sudden growth and it is discontinuous as a set. It is well known that the spectrum
cannot suddenly decrease [Kat76], but in the same reference, we can ﬁnd other examples with
sudden growth. This phenomenon of sudden growth of the spectrum is closely related to the
fact that the spectral projections become unbounded.
Remark 6.3. Notice also that, even if Oseledec bundles are not continuous at a critical
value, some kind of regularity could be expected (e.g., Whitney diﬀerentiability). This is
perhaps what is observed in Figures 5 and 6 (see also Figures 20 and 21). For studies on the
regularity of Oseledec bundles, see [Pes77], and for regularity of invariant graphs on forced
systems (that here correspond to the projectivization of invariant bundles), see [Sta99].
6.2. Quantitative regularities of bundle collapse. The observables we consider to mea-
sure the bundle collapse are the minimum distance between the bundles (Δ), which goes to
zero at the collapse for ε = εc, and the upper and lower Lyapunov multipliers (Λ
±), which go
to critical values Λ± when ε goes to εc.
The most remarkable fact about this transition is that there seem to be some scaling
relations of these observables with exponents that are not aﬀected by changes in the map.
More precisely, we formulate the following assertion.
Assertion 6.4. For an open set of families fε, we have the following.
The observables Δ and Λ± satisfy the asymptotics
Δε ∼ α(εc − ε)β, Λ±ε ∼ Λ±c +A±(εc − ε)B, ε  εc,(33)
where α, β,A±, B (and Λ±c ) are ﬁtting parameters.
We distinguish two cases:
(a) The Lyapunov multipliers do not straddle 1: β = 1, B = 0.5.
(b) The Lyapunov multipliers straddle 1: β = 1, B = 1.
We emphasize that in case (b) above the torus is (generically) destroyed, because the
stable and unstable bundles collapse. In case (a), if the torus is attracting, it survives after
the collapse of the fast and slow stable bundles in the critical value εc. Then, we can also make
estimates of the observables after this critical value. Our numerical computations suggest the
following.
Assertion 6.5. For an open set of families fε in case (a) above, we also have the approxi-
mations
Δε ≈ 0, Λ±ε ≈ Λ±c + A¯±(ε− εc)B¯, ε  εc,(34)
where B¯ = 1.
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Remark 6.6. For comparison, we recall that known bifurcations—which have analogues
for quasi-periodic tori—have scaling relations. See [BHTB90]. The saddle node has β = 0.5,
B = 0.5, Λ±c = 1, and the transcritical has β = 1, B = 1, Λ±c = 1.
Notice, however, that, in the bifurcations considered in [BHTB90], the bundles remain
smooth. This is very diﬀerent from what happens in the problems considered here.
Remark 6.7. We already noted that if the Lyapunov multipliers, whose associated bundles
collapse, do not straddle 1, then the torus continues being normally hyperbolic and survives
after the collapse. (In the example presented here, the torus is attracting. See section 3.)
If the Lyapunov multipliers do straddle 1, the torus is not normally hyperbolic at collapse,
and a generic perturbation destroys the torus [Mn78]. (See section 4.5.)
Hence, there is an important diﬀerence between both cases, which explains the diﬀerent
scalings found.
Notice, however, that one can create an example in which a saddle torus survives after
the bundle collapse because the perturbation vanishes on the torus. (See section 4.3.) In this
case we found the scalings to be those in (a) of Assertion 6.4.
Remark 6.8. While Assertion 6.4 conjectures asymptotic formulas for the observables,
Assertion 6.5 gives only approximations. We also note that the numerics of Assertion 6.4 can
be validated using the well-developed theory of normally hyperbolic systems.
Notice, however, that it is not easy to assess the reliability of the calculations of Asser-
tion 6.5, since the exponential dichotomies have been broken. It seems quite possible that there
are gaps of parameter values where Δ, even smaller than the precision of the present compu-
tation, is nevertheless positive. A “big” gap [εc, εd] has been already observed in section 3.1.
See section 6.3.4 for other “small” gaps. One can conjecture that the fact that increasing the
precision reveals more structure will continue. This is consistent with the mathematical work
in [AK03].
6.2.1. Results for the rotating He´non map. As evidence for Assertions 6.4 and 6.5, we
present some more detailed computations done in the quasi-periodic He´non map (25), with
a = 0.68, b = 0.1, and ω = (
√
5 − 1)/2. Similar computations have been carried out for
some modiﬁcations of the map (changing parameters, adding terms, and even taking other
rotations—for example, ω = e/4).
Below is a description of the results of detailed calculations at the bifurcation (b) described
in section 3.1. Similar calculations have been performed for the bifurcations (c) and (d) in
section 3.1.
We have computed the observables Δ—minimum distance between the bundles—and Λ—
maximum Lyapunov multiplier—of the attracting circle for values of ε in [0.463240, 0.463270],
and ﬁt parameters in (33), (34). We note that, in this case, since the circle is an attractor,
the computation can be done without using Fourier methods. It suﬃces to iterate the map to
compute the attractor up to round-oﬀ error precision. Once we have the attractor, we iterate
the projectivized version of the linearization (15) both forward and backward as indicated in
section 2.2.1.
We note that, in this case, the torus, being a uniform attractor, remains very smooth
(in fact, as smooth as the system, which in our case implies that the torus is analytic). The
calculation is done always in the situation where the torus is smooth and the calculation is
quite reliable. Then, the values are extrapolated.
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0.46324 0.463245 0.46325 0.463255 0.46326 0.463265 0.46327
ε
0
1e-05
2e-05
3e-05
4e-05
5e-05
6e-05
Δ
Δ(ε)
0.46324 0.463245 0.46325 0.463255 0.46326 0.463265 0.46327
ε
0.542
0.543
0.544
0.545
0.546
0.547
Λ
Λ(ε)
εc= 0.46325447112±1· 10−11
α= 3.94933±7· 10−5
β= 0.999979±2· 10−6
Λc= 0.5423122±5· 10−7
A= 1.015±1· 10−3
B= 0.5020±1· 10−4
A¯= −0.7409±6· 10−4
B¯= 1.00035±8· 10−5
Figure 19. Fits of Δ and Λ to (33), (34) for the transition b that is produced between ε = 0.463254 and
ε = 0.463255.
Table 6
Maximal Lyapunov multiplier of the attractor of the rotating He´non map, and estimate of the error, for
diﬀerent values of ε close to the critical value εc = εb. The computations have been done by direct iteration of
the cocycle on a vector 701408733 times, after a transient time of 100000 steps.
ε Λ Error
0.4632544710 0.5423194946536124 1.0e-13
0.4632544711 0.5423149288182757 1.0e-13
0.4632544712 0.5423065545078773 5.2e-10
0.4632544713 0.5423065555707195 5.8e-10
0.4632544714 0.5423065550474250 1.0e-09
The results of the ﬁts are depicted in Figure 19. Notice that we can extrapolate the value
of the transition: εb  0.4632544711. See Table 6 for further numerical evidence, that is, the
change of the accuracy in the computation of the Lyapunov multipliers. The attractors and
their bundles are represented in Figure 20. A magniﬁcation of the invariant bundles right
before collapse is depicted in Figure 21. Note that in Figure 21 we ﬁnd a signiﬁcant diﬀerence
by changing the parameter value of ε by just 10−6.
Among many other veriﬁcations of universality we have carried out, we present in Figure
22 an analogue of Figure 19 when ω = e/4. Note that even if e/4 is numerically close to
(
√
5− 1)/2, its number theoretical properties are very diﬀerent.
6.2.2. Results for the rotating standard map. We now discuss the phenomena that are
observed for the rotating standard map (27). The situation is somewhat diﬀerent from the
situation discussed previously. One obvious diﬀerence is that the map is area preserving. Also,
since at collapse the spectrum of the linearization is a fat annulus that includes 1, we expect
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ε = 0.463254
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
α
π/4
ε = 0.463254
π
π/2
3π/4
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
θ
-2
-1.5
-1
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0
0.5
1
1.5
2
x
ε = 0.463255
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π/4
ε = 0.463255
π
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0
Figure 20. x-curve of an attracting torus and α-curves of its slow and fast directions, before and after
their collapse.
that the invariant circle disappears at collapse.
In section 4.5 we have continued with respect to ε a 3-periodic torus. The torus becomes
hyperbolic at ε  0.173 and remains hyperbolic for larger values of ε.
The continuation reaches ε = 0.377950, where the torus looks rather irregular and about
to break, and the stable and unstable directions are extremely close. See Figure 23. Hence,
we conjecture that this is another case of bundle collapse. Of course, the irregularity of the
torus is in marked contrast with the situation for the rotating He´non map discussed before.
We can explore the torus for values of ε close to this value. The results of ﬁtting the
scaling laws in Assertion 6.4 are depicted in Figure 24. Notice that we produce an estimate
of the critical value in which the torus is destroyed: εc  0.379696.
Compared with the phenomena studied in the rotating He´non map, we ﬁnd several diﬀer-
ences. The most notable one is that the torus does not seem to persist (at least as a smooth
curve). Hence, there is no scaling relation after the bundle merging. Also we note that the
torus becomes more irregular.
From the computational point of view, since the projection and reducibility methods
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0.11 0.12 0.13 0.14 0.15 0.16
θ
3.01
3.02
3.03
3.04
3.05
α
ε = 0.463254
0.11 0.12 0.13 0.14 0.15 0.16
θ
3.01
3.02
3.03
3.04
3.05
α
ε = 0.463255
Figure 21. Zooms of the α-curves of Figure 20.
0.628945 0.62895 0.628955 0.62896 0.628965 0.62897 0.628975
ε
0
1e-05
2e-05
3e-05
4e-05
5e-05
6e-05
Δ
Δ(ε)
0.628945 0.62895 0.628955 0.62896 0.628965 0.62897 0.628975
ε
0.604
0.605
0.606
0.607
0.608
Λ
Λ(ε)
εc= 0.62896004195±5· 10−11
α= 3.0546±3· 10−4
β= 1.000098±9· 10−6
Λc= 0.60484735±1· 10−8
A= 0.7428±3· 10−4
B= 0.4993±4· 10−5
A¯= 0.93±9· 10−2
B¯= 0.983±8· 10−3
Figure 22. Fits of Δ and Λ to (33), (34) for a bundle merging bifurcation in an attracting torus of the
rotating He´non map with frequency ω = e/4, and a = 0.68, b = 0.1. The transition is produced between
ε = 0.628960 and ε = 0.628961.
become more problematic as we approach the critical value, we have to use the full-matrix
Newton method. Simple iteration is not possible because the torus is not attracting. As a
consequence, we can only explore values of ε which are farther apart from the critical value
than those allowed in the rotating He´non map.
6.3. Some open questions. We conclude this article by mentioning several open questions
that arise from the computations here.
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0
Figure 23. x-curves of a 3-torus close to breakdown, and the α-curves of its unstable and stable directions.
0.377 0.3775 0.378 0.3785 0.379 0.3795 0.38
ε
0
0.0005
0.001
0.0015
0.002
Δ
Δ(ε)
0.377 0.3775 0.378 0.3785 0.379 0.3795 0.38
ε
1.19
1.192
1.194
1.196
1.198
Λ
Λ(ε)
εc= 0.3796965±8· 10−7
α= 0.4063±7· 10−4
β= 0.9693±4· 10−4
Λc= 1.19533±9· 10−5
A= −1.6±2· 10−1
B= 1.00±3· 10−2
Figure 24. Fits of Δ and Λ to (33) near breakdown.
6.3.1. A renormalization group description. The existence of the scaling properties above
suggests that there could be a renormalization group explanation for the phenomena happen-
ing. Unfortunately, we have not been able to ﬁnd a renormalization group transformation
which has a ﬁxed point which explains the behavior observed. Nevertheless we point out
that renormalization of quasi-periodic cocycles has been considered in the literature in some-
what diﬀerent contexts. For example, renormalization of Scho¨dinger quasi-periodic cocyles
appears already in [Hof76]. Renormalization of quasi-periodic maps has been considered in
[OM03, MO00, MO04]. Renormalization of general cocycles of matrices and its relation with
reducibility was considered in [Ryc92]. Renormalization procedures for 2D cocycles play an
important role in [Kri99c, Kri01]. Nevertheless, the conclusions of later renormalizations are
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not formulated in terms of ﬁxed points of an operator and they seem to be in regimes diﬀerent
from the ones considered in this paper.
We think that developing a renormalization group explanation of the phenomena reported
here is a very interesting problem. We note, however, that in contrast with other renormal-
ization groups studied, the phenomenon seems to be independent of the rotation number.
6.3.2. Scaling exponents of the observables. The fact that the exponents found numer-
ically are close to being simple numbers makes us hopeful that perhaps there is a relatively
simple explanation. Nevertheless, since one has to deal with bundles that are becoming not
very smooth it is not clear that a simple normal form explanation works.
We think that exploring whether there is a simple explanation of the scaling behavior
reported here is a very interesting problem.
Remark 6.9. The square root behavior of the Lyapunov multiplier has also been observed
in a growth of spectrum phenomena similar to that described above for a rotating logistic map
that is a quasi-periodically forced noninvertible 1D map. In this case, the mechanism involves
the loss of invertibility of the cocycle of the attractor, and it is possible to do a normal form
analysis [JT05].
Besides the scaling properties reported in Assertions 6.4 and 6.5, it seems that there is a
host of other scaling properties to be observed in this scenario.
We are actively pursuing these numerical explorations, but it is clear that much more
needs to be done.
Of course, besides ﬁnding more observables that scale, an interesting problem is to ﬁnd
the domain of universality of these relations.
6.3.3. Explicit models of cocycles exhibiting the bundle merging scenarios. The bun-
dle merging scenario is a property of the projective cocycle. Since the projective cocycle is
independent of multiplication of the linear cocycle by a constant, it superﬁcially seems that
the distinction between the cocycle straddling 1 or not is meaningless.
On the other hand, we note that when the cocycle straddles 1, we expect that the torus
disappears and that, therefore, as we approach the critical value, the torus becomes more
oscillatory. Hence, the diﬀerence between the bundles straddling 1 or not is really a diﬀerence
between the projective cocycles becoming more oscillatory or not.
We think that it would be very interesting to develop explicit models of linear cocycles that
exhibit bundle merging without any reference to the underlying invariant torus. Given the
above observations, one can expect that the bundle merging with the spectrum straddling 1
will require cocycles with rather irregular matrices.
6.3.4. Abundance of gaps with exponential dichotomy. In the study of the rotating
He´non map, we have encountered regions of the parameter space in which there are slow and
fast stable smooth invariant bundles (Δ > 0, reducible case) and others in which they are not
smooth (Δ = 0, nonreducible case). We have also found scaling relations in the transition
from one to the other case (see Assertions 6.4 and 6.5).
Notice that Δ > 0 holds in open sets of the parameter space. Even if we present numerical
evidence for Δ ≈ 0 in an open set of the parameter space (see Assertion 6.5), the theory in
[AK03] suggests that in fact Δ > 0 in small gaps of the parameter space that are missed by
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0.5336
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Λ
0.49604 0.49606 0.49608 0.4961 0.49612 0.49614
ε
0.0e+00
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Δ
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Λ
Figure 25. Some small gaps of reducibility. The observables Δ (left) and Λ (right) in two intervals of the
parameter ε for the He´non map.
the numerical computation. Some of these gaps for the example in section 6.2.1 are shown in
Figure 25.
So, it would be very interesting to quantify the abundance of reducibility and nonreducibil-
ity in this context. It is quite plausible that reducibility holds in an open and dense subset of
parameter space, but its structure can be very complicated. On the other side, nonreducibility
could happen in a closed set of positive measure. (See [HP05] for a model in which this picture
holds.)
6.3.5. Existence of strange nonchaotic attractors. The global phenomena that happen
at e in section 3.1 are not well understood and they deserve a more detailed study. After
the transition e the attractor looks like a strange chaotic attractor (SCA). It seems that
this is related to the very poorly understood phenomena of SNAs, and in particular to the
so-called fractalization mechanism or route “torus→SNA→SCA.” (See [PNR01] for a review
of experiments in this ﬁeld. See also [GFPS00, OWGF01].) There are some precise deﬁnitions
of SNA in the literature. See, for example, [Kan94, Kel96, WY01, WY02, BDV04].
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The theory in [HdlL06b] and the numerical experiments described here suggest that the
fractalization mechanism is in fact a route “torus→SCA” and that in this transition SNAs
are not created. Further detailed numerical experiments of this transition conﬁrm this de-
scription. (See [BSV05, JT05] for similar studies on the rotating logistic map that is 1D and
noninvertible, [HdlL05b] for the rotating He´non map, and [HS05] for a comprehensive study of
both cases.) But, so far, there are not rigorous explanations of the fractalization mechanism.
We also note that, at the critical value of bundle merging, the attractors and repellors for
the projectivization look like SNAs, as in the collision mechanism described in the literature
[PNR01]. We have obtained evidence in several examples that the collapses are really produced
based on topological arguments. Our interpretation is that the SNAs are the projectivization
of the Oseledec bundles that are measurable but not continuous after the collapse. It would
be quite interesting to decide whether the objects formed at the critical value of the bundle-
merging bifurcation ﬁt the rigorous deﬁnitions of SNAs. (See [HP05] for the implication of
this mechanism in the existence of SNAs in Harper maps.)
Notice also that, in the experiments performed here, both mechanisms seem to be related.
That is, the collision mechanisms that happen at the level of the linearization of the dynamics
around the torus have a strong inﬂuence on the geometric behavior of the torus itself.
6.3.6. Extensions to other dynamical systems. We emphasize that the bundle merging
scenario is a dynamical/geometrical/functional mechanism that can be generalized to higher
dimensions, to other base dynamics, etc., that is, to general bundle maps (and their invariant
sections).
The linearization around an invariant section is a vector bundle map in a suitable vector
bundle (the normal bundle to the invariant section).
From the dynamical point of view, the mechanism is the progressive deterioration of the
exponential dichotomies in the linearization (the uniform constant C in (20) tends to inﬁnity
in the collapse).
From the geometric point of view, it consists in the collapse of the invariant bundles in a
nonsmooth way.
From the functional analysis point of view, it consists in a sudden growth of the spectrum
of the transfer operator. This functional analysis behavior has diﬀerent geometric implications
depending on whether the rates involved in the collapse straddle 1 or not.
It would be interesting to obtain scaling laws in these transitions for cases other than
rotations.
Extensions to fully coupled systems will be also very interesting.
After this paper was submitted, we became aware of [CLR06, CLR]. These papers con-
tain a study of some regions where the He´non family loses hyperbolicity. They show that
the hyperbolicity may be lost even if the Lyapunov exponents of all invariant measures are
bounded away from zero. The reason is there are points where the invariant bundles become
close to each other. This is reminiscent of the bundle merging scenario discussed here. It
would be quite interesting to study whether the rigorous analysis of the above papers ap-
plies to the examples here. Conversely, it would be quite interesting to ﬁnd out whether the
quantitative scaling laws found here apply to the internal tangencies. We also became aware
of [Bjerklov05, Bjerklov06], which study linear cocycles, ﬁnd phenomena reminiscent of the
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bundle merging scenario, and are related to [HP05].
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