A ny economy strongly depends on energy trends, which, as practice shows, are non-linear. This paper proposes an efficient method for predicting these trends. It is based upon a geo-referenced approach and combines a biosphere-energy model with a Global Change Data Base (GCDB). The advantage of the considered method over "pure modelling" lies in its heuristics, dealing with the real historical dynamics of techno-socio-economic systems. Newly emerging qualities and saturation effects will be better portrayed by the proposed method, which includes first and second derivatives. The novelty of the GCDB method is in that it uses correlations of data series rather than data points. This allows for insights when contemplating swarms of data series and a heuristic examination of whether or not the widely-used hypothesis of path dependency in energy economics -and, more generally, in economic developmentis applicable.
Introduction: mapping energy trends from the system dynamics perspective
Any economy puts a strong emphasis on the production of energy, and Kazakhstan (picked out as only one representative of an ex-Soviet country) might be a striking illustration of this (albeit transitory) state of development that all-too-often still includes nuclear energy with its unresolved safety issues [WNA, 2018] , including polluting radioactive fallout [Ahamer, 2012] . Presently, mostly fossil fuels are produced on Kazakh territory, but limitations of availability and global climate protection treaties might well change the traditionally high increase in fossil fuel demand and hence could profoundly affect Kazakhstan's economic structure, which underlines its political influence in the Central Asian region [Gürgen et al., 1999 , IMF, 2009 . In order to early identify and respond to such changes, attempts to "map" energy trends are undertaken (e.g., [IPCC, 2002; IIASA, WEC, 1998; Foster, Rosenzweig, 2003; Barro, 1991] ). Traditional trend extrapolation follows the structure shown in Figure 1a at the left -be it linear, exponential or through other mathematical methods. For shorter periods, such an algorithm might be appropriate. However, if we want to extend projection periods to several decades, saturation effects and new qualities should be detectable, as shown in Figure 1b . From the systems dynamics perspective of this article [Sterman, 2000] , both these types of development are understood as principally foreseeable, because they may be predicted by increasingly stronger change rates, even if these are of initially minimal level ("weak signals" [Steinmüller, 2012; Hiltunen, 2006] . Hence, they often remain unperceived when principally understanding that reality is describable as a huge system of interconnected differential equations. In future research terminology, other types of unexpected and more unlikely events are called "wildcards" [Nikolova, 2017; Walsh et al., 2015; Mehrabanfar, 2014] , while a "tipping point" [Steinmüller, 2012] can principally be foreseen and explained from a systems dynamics viewpoint.
Diverse understanding of foresight in literature
While the term foresight is often used by companies for their immediate individual business prospects and for guidance on optimal investment strategies [Foresight Group, 2018] or for specific technological developments such as molecular nanotechnology [Foresight Institute, 2018; Drexler, 1986] or transport [Foresight Automotive, 2018] , some scientists place more emphasis on the political consultation aspect of assessing multiple expert assessments on possible futures [Futurezone, 2013] or states' own procedures for planning their technology policies through technology foresight [BMBF, 2012; Austrian Parliament, 2018] . Numerous foresight companies [Horx, 2018; Z_Punkt, 2018 ] populate a dynamic market that suggests, discusses and assesses several diverse futures, rather than merely "judging correctly what is going to happen in the future and planning actions based on this knowledge", as suggested by mainstream dictionaries [Cambridge, 2018] . While for "pure" trend extrapolation we need values (let us call them x), we will compute and contemplate the first and second derivatives (∂x and ∂²x) for facilitating the detection of saturation effects and new qualities. We consider all the cases (x, ∂x and ∂²x) in details. Until now, the basic foresight approaches for energy and land-use change (i.e. the "mapping" and "tracing" of energy issues into the future) have taken many forms. On the forthcoming pages, two such approaches are proposed: (1) classical maps of energy demand and potential energy supply and (2) plots of energyrelated structural variables against GNP/cap. We map the spatial and temporal patterns of supply and demand (and their driving forces). The combination of both approaches facilitates the "mapping" and "tracing" of dynamic structures [Ahamer, 2019] -in other words, foresight on a per-country level. Geography as a spatial discipline (as distinct from e.g. physics, history or economics which rely more on temporal paradigms) proposes different views on reality from an idealised standpoint that no human being ever takes in practice (generalised bird's-eye view [Ahamer, 2019] ). But this "borderline case" Ahamer G., Master Class 1 In analogy to the well-known basic law in mechanics, attributed inter alia to Sir Isaac Newton: if no acceleration occurs, the velocity of a material body remains constant -this could thus be called the "Newtonian foresight paradigm". 2 The CEBM methodology was developed by the author during the year of his affiliation to IIASA [Ahamer, 1994] .
of a bird's-eye view permits the existing differences in perception among individuals to be overcome. Principally speaking, such a bridging of standpoints is needed in any civil society [Schmitz, 2009, p. 9; Schmitz, 2003, p. 21] in order to find -rather create -consensus solutions [Knizhnikov, 2018] . Using spatial and temporal maps, this article investigates the following issue: how much energy do we need globally and how can we cover that demand globally?
Mapping spatial patterns of energy demand
In the following, a simple formula shall be applied that has often been called "Kaya identity" [Kaya, 1990; Kaya et al., 1997; Rosa, Dietz, 2012] , has largely been used in energy economics, climate protection and projections of CO 2 emissions [IPCC, 2002; IIASA, 1998; WEC 2003 ]:
CO 2 = (CO 2 / E) × (E / GNP) × (GNP/capita) × P , (1) where: СО 2 -level of CO 2 emissions E -demand for energy (for a specific energy carrier) GNP -gross national product (for a specific economic sector) P -population. Generally speaking and using terms of system analysis [Sterman, 2000; Bentley et al., 2004; Vester, von Hesler, 1980; Meadows et al., 1972] any complex (economic or other living) system tends to grow as a result of its inner structure [Heylighen, 1996; Chan, 2001] . Consequently, the growth rate of any (economic or other) system is closely determined by its inner (political, technological, social etc.) structure. We may hypothesise: if the system's structure remains the same, the growth rates are likely to be constant 1 . But in reality, each system changes during growth and alters its structure. This is the reason why each of the formula's quotients changes: it "walks along a path of development", and hence characterises the "emission scenarios". This section shows gridded maps for each of the four magnitudes of which quotients appear in the formula (1) for the years 1990, 2025 and 2100: Population (Figure 2 ), Gross National Product GNP (Figure 3) , demand of primary energy (Figure 4) , shares of the fuels indexed by f ( Figure 5 ). Additionally, the formula includes at the left end the respective emission factor to compute resulting CO 2 emissions ( Figure 6 and Figure 7 ). This 2.5° × 2.5° grid for driving factors was designed for the "Combined Energy and Biosphere Model" CEBM, which projects IEA data 2 . The maps in this section show the extensive magnitudes Pop, GNP, E, CO 2 . Quite visibly, these magnitudes are very suitable for classical geographic maps which focus on spatial structures. Among others, a shift in emphasis may be observed away from former centres such as Western Europe, Northern America, and Eastern Europe including CIS countries towards countries such as China and India, also partly Africa. This shift in components of CO 2 emissions is in line with political and strategic shift, and generally in line with plausible evolutionary processes. As already mentioned, the above maps in Figure 2 to Figure 7 show quantities that are measurable in numbers, monetary units, physical energy units -hence quantities pertaining to the material, physical world, often called extensive magnitudes because of their physical extension.
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Master Class
The modelling experience of the author [Ahamer, 2013 [Ahamer, , 2019 shows that extensive magnitudes are not likely to follow smooth paths (as has been suggested by the hypothesis of path dependency advocated by some branches of economics). Smooth paths and sizeable trends are more likely to be observed in systemic variables that are considered to describe a system's (here an energy system's) internal structure, inner interdependences and hence temporal dynamics. Based on this experience, the decision was made to shift the act of trend analysis from the realm of extensive magnitudes to the realm of intensive magnitudes. This decision is motivated both by pragmatic evidence (trends in intensive variables were visibly more stable) and by systemic deliberations (the software, culture, and organisational structure of a system is more stable than its imminent behaviour under annually changing outside pressures). Therefore, the above formula and the methodology of projection does focus on the quotients of adjacent extensive factors, namely GNP/cap, E/GNP and CO 2 /E, the so-called "drivers of CO 2 emissions". Such quotients are called intensive magnitudes and describe systems and structures: the economic system, the energy system, the fuel structure -which are mostly characteristic of an entire country. Below we will display these maps that consequently have a per-country structure in the model used. In addition to the absolute magnitudes (CO 2 , E, GNP, Pop), the following figures show the relative magnitudes made up of the quotients of the neighbouring (and the subsequent) variables for the years 1990 and 2100: E/cap (Figure 8 ), CO 2 /cap ( Figure 9 ), E/GNP (Figure 10 ), GNP/cap ( Figure 11 ). It becomes visible from the uniform distribution of data within a country that the assumption of a homogenous energy system and economic system within a country was held to be reasonable. Therefore, the "granularity" of mapping changes from 2433 grid elements to 200 countries. An additional "degree of freedom" for mapping emerges from this systemic structure -this will be made use of in next sections. All components of the formula have been mapped in the above figures. The reader might have noticed that each of these parameters develops with a different dynamic and geographic pattern, might run into saturation or even reverse the direction of change from + to -or vice versa. Geographic patterns of growth may show parallel growth in all countries or widening gaps between countries -this is a highly disputed question among economists [Basu, Weil, 1998 ] -regarding "growth theory"; regarding this question, a person may prefer to take a Neo-classical or Keynesian view [Barro, 1999] . Findings offered by literature include: political stability and democracy also promote economic growth [Barro, 1991, p. 432] , not only technology [De Long, Summers, 1991] , research & development [Jones, Williams, 1998 ] and stable economic integration [Rivera, Romer, 1991 , 1994 Devereux, Lapham, 1994] . Regression methods were widely used to analyse growth patterns in China and the USSR throughout the previous century [Ofer, 1987; Chow, 1993] . "Evolutionary economics" views developing economic structures [Bergh, Stagl, 2003, p. 290] and links them to institution building. In a sense, this recent scientific discipline can be seen as an application of Schumpeter's ideas [Hanusch, 1988] . In some studies [Grossman, Krueger, 1995, p. 370] , environmental damage is reported to increase with GNP growth until a level of 9000$/cap and then it decreases: this behaviour is referred to as the Environmental Kuznets Curve (EKC) [Foster, Rosenzweig, 2003] . Master Class
From the above deliberations, we can deduce that growth rates play a central role in describing the dynamics of a system, and thus in its future development. Consequently, we should concentrate on how to "map" them in a suitable manner.
As two examples, the growth rates for population (at left in Figure 12 ) and for GNP/cap (at right in Figure 12 ) are displayed as a traditional map, again serving to discern typical geographical patterns. However, interpretation will largely follow the lines of complex historic, economic and political "world wisdom" and does not easily open itself to simple dependencies on latitude, longitude or climate 3 . At this point, our perspective opens from "patterns" to "the dynamics of patterns" -such as will be dealt with in later chapters.
Mapping Spatial Patterns of Potential Energy Supply by Biomass
One of the targets of the CEBM was to try to match global energy demand (series of figures after Figure 4 above) with the potential from biomass energy, because biomass energy is seen as a ready-to-use energy source that causes no net CO 2 emissions. The following Figure 13 shows such spatial patterns of the maximum theoretical biomass potential, namely the annual growth of woody or herbaceous biomass on the natural or agricultural area of a grid cell [Ahamer, 1994; Ahamer, 2019] . By using only annual biomass growth (and not the entire biomass stocks), one basic criterion for sustainability appeared to be fulfilled. The global megatrend of agricultural efficiency improvement is likely to release pressure on arable land and to free up a certain amount of arable land for other targets such as energy production 4 . Therefore, an increased availability of land for biomass growth might be hypothesised in industrialised countries under favourable conditions. The computation of the global potential of biomass for energy in Figure 13 uses five different principal strategies for land-use and plant growth (from above):
• as = energy use of agricultural biomass • av = energy plantations on former natural areas • nv = energy use of natural biomass at a plant age of 5 years (~ short rotation plants)
• nvn = energy use of natural biomass (= forestry)
• ap = energy plantation on former agricultural areas. As Figure 13 shows, the global potential of biomass energy is unevenly distributed across the world and -more strikingly -the centres of biomass production do not coincide with the centres of energy demand. The result when comparing the geographic patterns of Figure 13 with Figure 4 is the huge need for transportation arising from such an extensive biomass-based energy strategy! Figure 14 compares the global totals of energy supply (above three bars) with energy demand (below two bars): the main message is that the theoretical biomass potential equals the magnitude of the actual demand. In practice and after all necessary reductions from a theoretical potential, biomass alone as a fuel could never satisfy the needs of a global energy system -this is the second message of the CEBM results. 3 Even if several authors have tried to deliver explanations that may seem overly simplistic to many readers [Landes, 2000] . 4 Similarly, a rise in forests with GDP/cap is reported by Foster & Rosenzweig [Foster, Rosenzweig, 2003, p. 601] . 0-0.5 0.5-1 1-1.5 1.5-2 2-2.5 2.5-3 3-3.5 >3.5
Source: simplified after [Ahamer, 2019] based on CEBM calculations (no conversion losses considered)..
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Growth of energy demand: mapping temporal dynamics
As mentioned, the aim of this article and the entire endeavour of creating the GCDB (Global Change Data Base) is to portray future development, i.e. develop a concrete quantitative foresight method. Further we will focus on explaining this "GCDB method". Regarding a suitable strategy for visualising data and their dynamic development, one well-known option is to use the horizontal axis of a trend visualisation to illustrate the trend over time. Another, possibly less known option (e.g. also used for [Gapminder, 2018] or [IPCC, 2002, p. 125] ) is to replace time with "economic level" (GNP/cap) because such a transformation of coordinates creates easily visible graphic structures -and because the economic path (even from some theoretical viewpoints) depends on the economic structure, which in turn depends on economic levels. Figure 15 gives an example of such a "mapping strategy". What seems useful as a quantitative diagnostic tool is a sufficiently large, harmonised and geo-referenced database together with the means for producing a sufficient number of correlations between these data sets (not simply within the individual data). Then, the most stable and meaningful correlations shall be used as landmarks in a sufficiently plausible "map of techno-socio-economic evolution" (see the following figures with swarms of red lines). A subset of such "robust paths of development" will be interpreted based upon its potential to lead towards targets of sustainability vs. lead away from targets of sustainability. The most common example is engendered CO 2 emissions, and therefore this will be focused on in this approach. In order to give an example of the graphical appearance of the global data used by the GCDB method, trends for the driving forces of global change demonstrate the relative importance of effects on the climate caused by different aspects of the human impact on CO 2 concentration (compare Figure 16 and [Altmann et al., 2013; Öttl et al., 2014] ).
The GCDB method: architecture and analytical tools
The Global Change Data Base GCDB comprises over 2000 country-oriented variable sets (primary variables) for 100-200 countries ranging over several decades (mostly 1960-1991 , depending on data availability) taken from the internationally accepted data stocks from international institutions such as the International Energy Agency IEA, the United Nations UN and its Statistical Office, the Food and Agriculture Organisation FAO, The World Bank WB, Human Development Indicators HDI, and World Development Indicators WDI (at left in Figure 17 ). From these primary variables (mostly "extensive variables" according to the above definition), the GCDB is able to derive several thousand secondary variables such as indicators, intensities or rates (as examples of the above-defined "intensive variables"). The analytical tool of the GCDB (AT) is able to produce both quantitatively and graphically several thousand correlations between the abovementioned variable types (compare Figure 18) , as explained in [Ahamer, 2013] . Diagrams are provided on a per-country basis, per continent, and for eleven world regions common to most global modelling, as used in energy economics [IPCC, 2002; GEA, 2012] . With the specific GCDB analytical tool, computations of country data and regional aggregates of sums, differences, products, quotients and derivatives of any GCDB variables are calculated along with correlation coefficients and plotted correlations of time series for several decades. For primarily graphical analysis, it combines the perspectives of time series analysis [Jones, 1995, p. 502; Islam et al., 2003, p. 151] and cross-correlation analysis (e.g. [Barro, 1991 [Barro, , 2001 ) for explaining the levels, rates of change, and saturation effects in the field of economy, energy use and land use. A considerable advantage of the proposed methodology -if combined with the concept of "path of development" (e.g. along rising GDP/cap.) -consists of the ability of the methodology to overcome the principal restriction of the reliability of projections to (following a rule of thumb) half of the period for which data exist. If ever the arrays of data for all countries were positioned near to a common path (which is the very criterion to be checked), then the basis of expansion into a likely future path stretches over "states from very poor to very rich" which is a substantially larger information basis than "states during some decades". Another advantage is that the 1 st and 2 nd derivatives of data series can be expected to exclude a number of flaws negatively affecting statistical analysability. Until a recent literature check, no such methodology had been found until recently in scientific journals with the 15 highest impact factors 5 in the fields of economy and energy. Furthermore, stable trends representing "paths of development" are identified and used to build a more complete picture of evolutionary patterns.
Note: Each black graph represents one country for duration of some three decades. For reducing the volatility of information visualized, a trend line is computed (in red). One red line thus means the trend of one single state (at left), of one continent (centre) and of one region (at right). Master Class
Note: For the details on abbreviation see text. At left -internationally compatible data sources. These data are topographically harmonised by the analytical tool (AT). By their mathematical combination, the AT computes a greater multitude of secondary data that are able to be correlated and then displayed graphically in order to detect so-called "paths of development" as hypothesised by some growth theories. Source: [Ahamer, 2013] .
АT АT АT primary data secondary data Notе: Energy demand per capita is still rising worldwide (above left), but its already decreasing growth rate is starting to touch zero (above right) when plotted for all single countries as a function of economic level (Gross Domestic Product per capita = GDP/cap). This trend suggests a transition in the global energy system. Similarly, energy demand per GDP (= energy intensity) is strongly declining worldwide (below left) and additionally its growth rate is starting to decrease strongly (below right). .
Legend: WEU = Western Europe; EEU = Central & Eastern Europe without Russia.
Source: [Ahamer, 2015] .
Growth by a factor of thousand but... soon negative growth rates? Figure 16 . Dynamics of energy demand per capita Global Climate Change is mainly driven by CO 2 emissions [IPCC, 2001 [IPCC, , 2014 which in turn are driven by economic, industrial and energy supply structures. The underlying evolutionary changes in these structures act as decisive driving forces for Global Change -and these driving forces are quantified. Until now, the method of projecting the present condition of the socio-economic state has been widely used [Ang, Liu, 2000, p. 538] . However, the parameter "changes in rates of change"
has not yet been sufficiently studied in order to yield well-founded information on likely deviations from a "business-asusual" path of development. Such deviations are likely to occur as crucial results from the internal system structure of the global techno-socio-economic system. In this approach, the primary source of knowledge is the (intersubjectively re-examinable) "reality" (in the form of data describing reality) and not "model results" (or even prescriptions derived from preconceived models of reality as it is supposed to be, from whatever scientific school they might stem) 6 . Therefore, information on correlations or changes in directions of development are based on data (from past decades), not on pre-conceived convictions laid down in world models. Interpretation (after having analysed using the GCDB tools) is up to the reader. The methodology itself consists of analysing the "path locus" of all countries' time series and the texture, slope and twist of this array of curves including state-of-the-art statistical analysis. The "main formula" of the GCDB approach for energy-related CO 2 emissions is based on the abovementioned IPAT or Kaya identity [Kaya, 1990; Kaya et al., 1997; Rosa, Dietz, 2012] , which in here enlarged by one quotient distinguishing primary and final energy 7 . It reads: CO 2 = (CO 2 / E p ) x (E p / E f ) x (E f / GDP) x (GDP / capita) x Population where: CO 2 -level of CO 2 emissions (for a specific fuel and sector) E p -demand for primary energy (for a specific fuel and sector) E f -demand for final energy (for a specific fuel and sector) GDP -gross national product (in a specific economic sector) P -population. Please note: for land use change-related CO 2 emissions, a similar system structure is developed where the area takes the place of energy and the crop type takes the place of the fuel. Types of variables describing the dynamics of the global evolutionary system (mostly as a function of GDP/cap), are depicted in Table 1 , while hierarchy of indicators for the considered methodology presented in Table 2 . The IT methodology consists of (i) computing, (ii) statistically analysing and (iii) graphically depicting all forms of all types of variables of the GCDB, mostly following the "main formula". When implementing the abovementioned main formula, harmonisation of different sectoral catalogues (e.g. between IEA and SNA statistics) must be performed; all remaining amounts must be interpreted with sufficient caution based on earlier experiences in national environmental accounting, especially Note: Relative growth of GDP per capita is plotted against GDP/cap for an average of three decades for all countries (at left), and aggregated into 11 regions [Ahamer, 2019] . Grey sprayed-on colour hypothesises elevated growth rates of middle-income countries as compared to countries with high or low income; readily compatible with saturation growth curves (compatible in principle with [Korotayev, Zinkina, 2014] ). Figure 18 . First attempts for spatio-temporal maps 6 Just as in the tradition of Galileo Galilei; who, for instance, urged contemporary cardinals to look through his telescope onto the astronomic reality supporting his worldview [Galilei, 2002] . 7 For yet more detailed notation see [Ahamer, 2013, p. 373] . Master Class regarding transportation and household [Schipper et al., 2000] . For this endeavour, the meaning of "sectoral intensity" will sometimes need to be handled cautiously as a proxy variable for relative shifts in "attention" or "attribution of values". The proposed method takes into account the "decomposition method" approaches [Schipper et al., 2000, p. 22] as having high merit in attributing percentages of driving forces to the "decarbonisation effect", "intensity effect", "rebound effect" and other partial movements of the interconnected socio-economic meta-structures.
Conclusion
Applying the GCDB method for forecasting presumes a number of implications for science and society. Further strengthening of understanding and corroborating the various, often contradictory developmental theories will contribute to multicultural understanding among economic ideologies, including related university curricula such as "Global Studies" [Bader et al., 2013 [Bader et al., , 2014 . It will provide further background information for studies that are designing, assessing and monitoring national and global climate protection measures. Economic "growth literature" will be widened by the approach of Legend: see Figure 18 ; vertical axis ranges from -20%/a to +20%/a. Values above the green (zero) line mean growth; below mean decline. Figure 19 ), including saturation levels (cases where first derivatives tend towards zero) Changes in the rates of change Second derivative of a state vector: ∂²x, aimed at better detecting saturation and other non-linear behaviour, including variability of all the above types (inter-country, interregion, inter-temporal.
Source: соmpiled by the author. Figure 19 Source: аuthor.
Таble 2. Hierarchy of indicators
phase-dependent relative impact of "growth factors" on GDP growth. The GCDB toolkit will contribute to the to-date tool boxes in scenario writing, as well as concrete interdisciplinary application of concepts of systems science and game theory. Awareness of background picture of global trends, when comparing to the trajectory of the respective nation. Systems analysis approach becomes more concrete towards "Global Change". This underpins a clearer link between the practicability of declared climate protection targets and the realistic room for action, thus allowing a more profound assessment of the directions of action for national climate policy. This leads to increasing public awareness of the necessity to steer technological development for ecology and CO 2 abatement. From the above calculations, at first glance, we see that growth rates of global energy demand will decline. This result is stable with regard to all fuels: the peak of coal, oil and gas seems to be over soon -in this sequence of fuels. A suitable counterstrategy against this megatrend which threatens the economic basis of any countries, but especially of post-Soviet states such as Kazakhstan (also Russia and others), is to diversify -into biomass, solar and wind (compare [Ermolenko et al., 2017; Proskuryakova, Kovalev, 2015] ) -and to explore such potentials by global information systems. Summing up, the Global Change Data Base (GCDB) method is a suitable tool for detecting trends and changes in trends in the global energy system, thus for better understanding its global dynamic behaviour.
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