Fractal interpolation surfaces with function vertical scaling factors  by Feng, Zhigang et al.
Applied Mathematics Letters 25 (2012) 1896–1900
Contents lists available at SciVerse ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Fractal interpolation surfaces with function vertical scaling factors
Zhigang Feng a,b,∗, Yizhuo Feng a, Zhenyou Yuan a
a Faculty of Science, Jiangsu University, Zhenjiang, Jiangsu 212013, PR China
b State Key Laboratory of Coal Resources and Safe Mining, China University of Mining & Technology, Beijing 100086, PR China
a r t i c l e i n f o
Article history:
Received 30 January 2011
Received in revised form 24 February 2012
Accepted 25 February 2012
Keywords:
Function vertical scaling factors
Rectangular domain
Arbitrary interpolation nodes
Fractal interpolation surface
a b s t r a c t
By using function vertical scaling factors, a method of construction for the fractal
interpolation surfaces on a rectangular domain with arbitrary interpolation nodes is
proposed. With the function vertical scaling factors, one class of iterated function systems
are constructed. The existence of the unique invariant set of the iterated function system
in R3 is proved. And it is also proved that, for special vertical scaling factors, the
invariant set is the graph of a continuous bivariate function passing through the given
interpolation nodes.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The method of the fractal interpolation was proposed by Barnsley [1,2] in the eighties of last century. Because it is a new
and more advantageous interpolation method for simulating rough and irregular curves, it has received wide attention
from scientists and technologists, and has been applied in many research areas, such as computer graphics, materials,
seismology and so on. For a more objective characterization of rough surfaces, people began to research into the fractal
interpolation surface. In accordance with the idea of fractal interpolation functions, Xie et al. [3,4] proposed a mathematical
model of the fractal interpolation surfaces on a rectangular domain G = [a, b] × [c, d], where their interpolation points
set {(xi, yj, zi,j) : i = 0, 1, . . . ,m; j = 0, 1, . . . , n} are on the grids (xi, yj), and a = x0 < x1 < · · · < xm = b,
c = y0 < y1 < · · · < yn = d. Dalla [5] also gave a method of construction of bivariate fractal interpolation functions. The
results inDalla’s paper improved and corrected a construction quoted in the paper [3]. In order to ensure the continuity of the
surface, they all assumed that the interpolation nodes on the boundary are collinear. For arbitrary interpolation nodes on the
grids, using some reflections, Malysz [6] constructed an iterated function system, and proved that it has a unique invariant
set which is the graph of a continuous bivariate function interpolating the given data. But the vertical scaling factors used
in the iterated function system must all be equal in this case. Neither the collinear boundary interpolation nodes nor the
equal vertical scaling factors are consistentwith reality. Feng [7] proposed a continuity condition for the fractal interpolation
surface on a rectangular domain. But the requirements are too harsh and they are difficult to verify. In the papers [8,9], the
authors discussed hidden variable bivariate fractal interpolation surfaces. On the basis of the given nodes, they constructed
an iterated function system in R4 with an extra free variable, which has a unique attractor. The projection of the attractor
on R3 is an interpolation surface called a coalescence hidden variable fractal interpolation surface.
In this workwe discuss amethod of construction for the fractal interpolation surface. The function vertical scaling factors
are used to construct the iterated function system in R3. When the function vertical scaling factors satisfy certain conditions,
the iterated function system has a unique invariant set. And if the vertical scaling factors are a special class of bivariate
continuous functions, its corresponding invariant set is the graph of a bivariate continuous function interpolating the given
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interpolation data. This construction method can get rid of the constraints that the interpolation nodes on the boundary
are collinear and the vertical scaling factors are equal. This method is more flexible, and thus more conducive to practical
application.
2. Iterated function system and its invariant set
Let I = [a, b], J = [c, d] and G = I × J . Let a = x0 < x1 < · · · < xm = b and c = y0 < y1 < · · · < yn = d, which
are partitions of intervals I and J respectively. Define Ii = [xi−1, xi], Jj = [yj−1, yj] and Gij = Ii × Jj. For i = 1, 2, . . . ,m and
j = 1, 2, . . . , n, define mappingswij : G× R → Gij × R,
wij
x
y
z

=
 ui(x)
vj(y)
Fij(x, y, z)

=
 aix+ bi
cjy+ dj
sij(x, y)z + ϕij(x, y)

, (1)
where
ai = xi − xi−1xm − x0 ,
bi = xi−1 − xi − xi−1xm − x0 x0,
cj = yj − yj−1yn − x0 ,
dj = yj−1 − yj − yj−1yn − y0 y0,
(2)
sij(x, y) and ϕij(x, y) are all bivariate continuous functions defined on Gmeeting the Lipschitz condition for x and y. sij(x, y)
are called function vertical scaling factors.
Let M = maxi,j supG |ϕij(x, y)| and d = maxi,j supG |sij(x, y)| < 1. For any h ≥ M/(1 − d) and (x, y, z) ∈ G × [−h, h],|F(x, y, z)| ≤ dh+M ≤ h. Then an iterated function system,
{G× [−h, h];wij : i = 1, 2, . . . ,m; j = 1, 2, . . . , n}, (3)
has been constructed.
Theorem 2.1. If d < 1 and h ≥ M/(1 − d), then there exists a distance ρ on the space R3 such that the iterated
function system (3) is hyperbolic. Therefore, in this case, there exists a unique non-empty compact set S ⊂ G × R such thatm
i=1
n
j=1wij(S) = S. S is called the invariant set of the iterated function system (3).
Proof. Let A = max{ai : i = 1, 2, . . . ,m} and C = max{cj : j = 1, 2, . . . , n}. Because sij(x, y) and ϕij(x, y) all
meet the Lipschitz condition for x and y, there are positive numbers Lk, k = 1, 2, 3, 4, such that, for any (x, y) ∈ G,
|sij(x1, y) − sij(x2, y)| ≤ L1|x1 − x2|, |sij(x, y1) − sij(x, y2)| ≤ L2|y1 − y2|, |ϕij(x1, y) − ϕij(x2, y)| ≤ L3|x1 − x2| and
|ϕij(x, y1) − ϕij(x, y2)| ≤ L4|y1 − y2|. Let ρ((x1, y1, z1), (x2, y2, z2)) = |x1 − x2| + |y1 − y2| + θ |z1 − z2|, where
θ = min{(1− A)/[2(hL1 + L3)], (1− C)/[2(hL2 + L4)]}. It is obvious that ρ is a distance on the space R3.
For any (x1, y1, z1), (x2, y2, z2) ∈ G × [−h, h], |sij(x1, y1)z1 − sij(x2, y2)z2| ≤ |sij(x1, y1)| |z1 − z2| + |z2| |sij(x1, y1) −
sij(x2, y2)| ≤ d|z1 − z2| + h(|sij(x1, y1)− sij(x2, y1)| + |sij(x2, y1)− sij(x2, y2)|) ≤ d|z1 − z2| + hL1|x1 − x2| + hL2|y1 − y2|,
and |ϕ(x1, y1)− ϕ(x2, y2)| ≤ L3|x1 − x2| + L4|y1 − y2|. Then ρ(wij(x1, y1, z1), wij(x2, y2, z2)) ≤ ai|x1 − x2| + cj|y1 − y2| +
θ |sij(x1, y1)z1−sij(x2, y2)z2|+θ |ϕ(x1, y1)−ϕ(x2, y2)| ≤ [ai+(hL1+L3)θ ]|x1−x2|+[cj+(hL2+L4)θ ]|y1−y2|+dθ |z1−z2|.
Because θ ≤ (1−ai)/[2(hL1+L3)] and θ ≤ (1−cj)[2(hL2+L4)], we haveρ(wij(x1, y1, z1), wij(x2, y2, z2)) ≤ [(1+ai)/2]|x1−
x2| + [(1+ cj)/2]|y1 − y2| + dθ |z1 − z2| ≤ αijρ((x1, y1, z1), (x2, y2, z2)), where αij = max{(1+ ai)/2, (1+ cj)/2, d}.
For any i = 1, 2, . . . ,m and j = 1, 2, . . . , n, it is obvious that 0 ≤ αij < 1; then the wij are all contraction mappings on
G × [−h, h]. It is said that the iterated function system (3) is hyperbolic for any h ≥ M/(1 − d). Therefore there exists a
unique non-empty compact set as the invariant set of the iterated function system (3). 
3. The fractal interpolation surface
Now let sˆij(x, y) = λij(x− a)(b− x)(y− c)(d− y) and ϕˆij = tijxy+ eijx+ rijy+ kij for i = 1, 2, . . . ,m and j = 1, 2, . . . , n,
where λij, tij, eij, rij and kij are all constants. Of course, sˆij and ϕˆij are all bivariate continuous functions defined on G and they
meet the Lipschitz condition for x and y. Then we get special mappings wˆij : G× R → Gij × R,
wˆij
x
y
z

=
 ui(x)vj(y)
Fˆij(x, y, z)
 =  aix+ bicjy+ dj
sˆij(x, y)z + ϕˆij(x, y)

, (4)
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and a corresponding iterated function system:
{G× [−h, h]; wˆij : i = 1, 2, . . . ,m; j = 1, 2, . . . , n}. (5)
Let ∆ = {(xi, yj, zij) : i = 0, 1, . . . ,m; j = 0, 1, . . . , n}. They are the interpolation knots on the grids of G. Now let wˆij
satisfy the following conditions:
wˆij(x0, y0, z00)T = (xi−1, yj−1, zi−1,j−1)T
wˆij(xm, y0, zm0)T = (xi, yj−1, zi,j−1)T
wˆij(x0, yn, z0n)T = (xi−1, yj, zi−1,j)T
wˆij(xm, yn, zmn)T = (xi, yj, zij)T .
(6)
With Eq. (6) we can obtain that tij = [(zij − zi−1,j)− (zi,j−1 − zi−1,j−1)]/[(b− a)(d− c)], eij = [−c(zij − zi−1,j)+ d(zi,j−1 −
zi−1,j−1)]/[(b − a)(d − c)], rij = [b(zi−1,j − zi−1,j−1) − a(zi,j − zi,j−1)]/[(b − a)(d − c)], kij = [aczij − adzi,j−1 − bczi−1,j +
bdzi−1,j−1]/[(b− a)(d− c)].
Theorem 3.1. If |λij| < 16/[(b − a)2(d − c)2], for i = 1, 2, . . . ,m and j = 1, 2, . . . , n, and if h ≥ Mˆ/(1 − dˆ), where
Mˆ = maxij supG |ϕˆij(x, y)| and dˆ = (b − a)2(d − c)2/16 · maxij |λij|, then the iterated function system (5) satisfying the
condition (6) has a unique invariant set S. The invariant set S is the graph of a bivariate continuous function f , which interpolates
the data set ∆, i.e. f (xi, yj) = zij for i = 1, 2, . . . ,m and j = 1, 2, . . . , n. And the graph of a function f is the invariant set of the
iterated function system (5) if and only if f satisfies the equations
f (ui(x), vj(y)) = Fˆij(x, y, f (x, y)), for (x, y) ∈ G, (7)
where i = 1, 2, . . . ,m and j = 1, 2, . . . , n.
Proof. With the condition |λij| < 16/[(b− a)2(d− c)2], the inequality maxij supG |sˆij(x, y)| < 1 can be derived. According
to the theorem above, the iterated function system (5) has a unique invariant set.
Let C(G) = {f : f is continuous on G}, and ∥f ∥∞ = max{|f (x, y)| : (x, y) ∈ G}; then (C(G); ∥·∥∞) constitutes a complete
normed space. Let C0(G) = {f ∈ C(G) : f (x0, y0) = z0,0, f (xm, y0) = zm,0, f (x0, yn) = z0,n, f (xm, yn) = zm,n}. It is obviously
a closed subspace of the space C(G); then the space (C0(G); ∥ · ∥∞) is also a complete normed space.
Now define a mapping T on the space C0(G):
(Tf )(x, y) = Fˆij(u−1i (x), v−1j (y), f (u−1i (x), v−1j (y))), (x, y) ∈ Gij = Ii × Jj, (8)
for i = 1, 2, . . . ,m and j = 1, 2, . . . , n. Because u−1i , v−1j , f , sˆij and ϕij are all continuous, it is easy to verify
that Fˆij(u−1i (x), v
−1
j (y), f (u
−1
i (x), v
−1
j (y))) is a continuous function on Gij. Obviously Gij

Gi+1,j = {(xi, y) : yj−1 ≤
y ≤ yj} for i = 1, 2, . . . ,m − 1 and j = 1, 2, . . . , n. Note that u−1i (xi) = xm = b and u−1i+1(xi) = x0 = a.
For any (x, y) ∈ GijGi+1,j, with (6) we have Fˆij(u−1i (x), v−1j (y), f (u−1i (x), v−1j (y))) = Fˆij(b, v−1j (y), f (b, v−1j (y))) =
tijby + eijb + rijy + kij = [(zij − zi,j−1)/(d − c)]y + (dzi,j−1 − czij)/(d − c) = ti+1,jay + ei+1,ja + ri+1,jy +
ki+1,j = Fˆi+1,j(a, v−1j (y), f (a, v−1j (y))) = Fˆi+1,j(u−1i+1(x), v−1j (y), f (u−1i+1(x), v−1j (y))). It can equally be proved that
Fˆij(u−1i (x), v
−1
j (y), f (u
−1
i (x), v
−1
j (y))) = Fˆi,j+1(u−1i (x), v−1j+1(y), f (u−1i (x), v−1j+1(y))), for any (x, y) ∈ Gij

Gi,j+1, where
i = 1, 2, . . . ,m and j = 1, 2, . . . , n − 1. Then Tf is a continuous function on G too. Because (x0, y0) ∈ G1,1, with (6)
we have (Tf )(x0, y0) = Fˆ1,1(x0, y0, z0,0) = z0,0. Similarly, we can prove (Tf )(xm, y0) = zm,0, (Tf )(x0, yn) = z0,n and
(Tf )(xm, yn) = zm,n. Then Tf ∈ C0(G). T is a mapping from C0(G) into C0(G).
For any f1, f2 ∈ C0(G), ∥Tf1 − Tf2∥∞ = maxij{maxGij |sˆij(u−1i (x), v−1j (y))[f1(u−1i (x), v−1j (y)) − f2(u−1i (x), v−1j (y))]|} ≤
q∥f1 − f2∥∞, where q = maxij supG |sˆij(x, y)| < 1. Therefore, T is a contractive mapping from C0(G) into C0(G). According to
the Banach fixed point theorem, there exists a function f ∈ C0(G) such that Tf = f , i.e.
Fˆij(u−1i (x), v
−1
j (y), f (u
−1
i (x), v
−1
j (y))) = f (x, y), (x, y) ∈ Gij = Ii × Jj, (9)
for i = 1, 2, . . . ,m and j = 1, 2, . . . , n.
Let Γ (f ) = {(x, y, f (x, y)) : (x, y) ∈ G} be the graph of the function f on the domain G. Then, with Eqs. (4) and (9), we
have
m
i=1
n
j=1
wˆij(Γ (f )) =
m
i=1
n
j=1
{(ui(x), vj(y), Fˆij(x, y, f (x, y))) : (x, y) ∈ G}
=
m
i=1
n
j=1
{(x, y, Fˆij(u−1i (x), v−1j (y), f (u−1i (x), v−1j (y)))) : (x, y) ∈ Gij}
=
m
i=1
n
j=1
{(x, y, f (x, y)) : (x, y) ∈ Gij} = Γ (f ).
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Fig. 1. The interpolation knot points.
Fig. 2. The graph of the function z = f1(x, y).
It is said that Γ (f ) is the unique invariant set of the iterated function system (5) satisfying the condition (6).
Because f ∈ C0(G), it can be derived, with the condition (6), that f (xi, yj) = Fˆij(u−1i (xi), v−1j (yj), f (u−1i (xi), v−1j (yj))) =
Fˆij(xm, yn, f (xm, yn)) = Fˆij(xm, yn, zm,n) = zij, f (x0, yj) = Fˆ1,j(u−11 (x0), v−1j (yj), f (u−11 (x0), v−1j (yj))) = Fˆ1,j(x0, yn,
f (x0, yn)) = Fˆ1,j(x0, yn, z0,n) = z0,j and f (xi, y0) = Fˆi,1(u−1i (xi), v−11 (y0), f (u−1i (xi), v−11 (y0))) = Fˆi,1(xm, y0, f (xm, y0)) =
Fˆi,1(xm, y0, zm,0) = zi,0, for any i = 1, 2, . . . ,m and j = 1, 2, . . . , n, i.e. the function f interpolates the data set∆. 
4. Examples
Let the interpolation knots on D = [0, 1] × [0, 1] (see Fig. 1) be
(0, 0, 0.3), (1/4, 0, 1.1), (1/2, 0, 2), (3/4, 0, 1.5), (1, 0, 2);
(0, 1/3, 0.3), (1/4, 1/3, 2), (1/2, 1/3, 1.8), (3/4, 1/3, 1.5), (1, 1/3, 2);
(0, 2/3, 3), (1/4, 2/3, 2), (1/2, 2/3, 3), (3/4, 2/3, 3.3), (1, 2/3, 3);
(0, 1, 2), (1/4, 1, 3), (1/2, 1, 2.5), (3/4, 1, 4), (1, 1, 4.5).
With Eq. (6) we can get the all coefficients of the polynomials ϕˆij; then we can obtain ϕ11(x, y) = 0.9xy + 0.8x + 0.3,
ϕ21(x, y) = −1.1xy + 0.9x + 0.9y + 0.7 + 1.1, ϕ31(x, y) = 0.2xy − 0.5x − 0.2y + 2, ϕ41(x, y) = 0.5x + 1.5,
ϕ12(x, y) = −2.7xy + 1.7x + 2.7y + 0.3, ϕ22(x, y) = 1.2xy − 0.2x + 2, ϕ32(x, y) = 0.6xy − 0.3x + 1.2y + 1.8,
ϕ42(x, y) = −0.8xy + 0.5x + 1.8y + 1.5, ϕ13(x, y) = 2xy − x − y + 3, ϕ23(x, y) = −1.5xy + x + y + 2, ϕ33(x, y) =
1.2xy + 0.3x − 0.5y + 3, ϕ43(x, y) = 0.8xy − 0.3x + 0.7y + 3.3. Because the interpolation knots are equidistant,
a1 = a2 = a3 = a4 = 1/4 and c1 = c2 = c3 = 1/3. Then the iterated function system with function vertical scaling
factors can be constructed if the λij, i = 1, 2, . . . ,m and j = 1, 2, . . . , n, are all given. Now let the coefficients in the
function vertical scaling factors be λ1 = [2, 3, 1, 3; 3,−2, 3,−2; 4, 2,−3, 5], λ2 = [4, 6, 2, 6; 6,−4, 6,−4; 8, 4,−6, 10]
and λ3 = [6, 8, 4, 9; 8,−6, 10,−7; 12, 8,−9, 14] respectively; then the iterated function systems have three invariant
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Fig. 3. The graph of the function z = f2(x, y).
Fig. 4. The graph of the function z = f3(x, y).
sets, which are the graphs of three continuous functions denoted by z = f1(x, y), z = f2(x, y) and z = f3(x, y) on
D = [0, 1] × [0, 1] respectively (see Figs. 2–4).
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