The Kuhn-Tucker Sufficiency Theorem states that a feasible point that satisfies the Kuhn-Tucker conditions is a global minimizer for a convex programming problem for which a local minimizer is global. In this paper, we present new Kuhn-Tucker sufficiency conditions for possibly multi-extremal nonconvex mathematical programming problems which may have many local minimizers that are not global. We derive the sufficiency conditions by first constructing weighted sum of square underestimators of the objective function and then by characterizing the global optimality of the underestimators. As a consequence, we derive easily verifiable Kuhn-Tucker sufficient conditions for general quadratic programming problems with equality and inequality constraints. Numerical examples are given to illustrate the significance of our criteria for multi-extremal problems.
Introduction
Locating a global minimizer of a multi-extremal nonconvex function with several local minimizers that are not global is inherently difficult [5, 10, 17, 20] . A complete characterization of ✩ The work was partially supported by the Australian Research Council Discovery Project Grant. * Corresponding author.
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global minimizers of even a quadratic function over multi-quadratic constraints is not fully understood (see [15] and other references therein). A Kuhn-Tucker sufficiency criterion, which has the capacity to identifying a local minimizer as global, stands out. It provides conditions under which a feasible point that satisfies the Kuhn-Tucker necessary conditions is a global minimizer [1, 16] . Yet it is explored more for what it gives for classes of nonconvex problems where local minimizer is global [1, 3, 8] than for what it does for difficult multi-extremal nonconvex problems [19] , which may have many local minimizers that are not global.
In this paper, we develop conditions under which a Kuhn-Tucker point is a global minimizer of a multi-extremal smooth mathematical programming model problem:
g j (x) 0, j ∈ J = {1, . . . , m},
where f , g j and h k are twice continuously differentiable functions on an open subset of R n containing
We present the sufficient conditions in terms of the first and second-order derivatives of the Lagrangian function over D.
Model problems of the form (NLP) cover large classes of nonconvex continuous optimization problems [6, 7] . Various generalized convexity conditions such as pseudo-convexity and quasiconvexity, just to name a few, have been given in the literature for a Kuhn-Tucker point to be a global minimizer of a nonlinear programming problem [1, 3, 9, 13] and they often apply to problems where a local minimum is global. These Kuhn-Tucker sufficiency criteria have limited value for multi-extremal optimization problems.
Recently, various forms of sufficient conditions involving the first and second-order derivatives have been given for a feasible point to be a global minimizer of smooth (possibly multiextremal) nonconvex optimization problems with bounds on the variables, including problems with discrete constraints (see [2, 11, 12, 14, 21] ). These conditions are not directly related to the necessary conditions for local minimizers, and so are not of the form of Kuhn-Tucker conditions. The classical forms of sufficient optimality conditions involving Lagrange multipliers often require the Lagrangian to be convex (see, e.g. [3, 15] ), which restrict their applications to multi-extremal problems. However, less restrictive Kuhn-Tucker sufficient conditions that are applicable to multi-extremal optimization problems with equality constraints have been given by Neumaier [19] in terms of convexity of a generalized augmented Lagrangian function. Related results for quadratic programming problems with box constraints were given in [4, 18] .
Motivated by a very recent complete characterization of global optimality of weighted sum of square minimization problems over box constraints [14, 15] , we establish simple Kuhn-Tucker sufficiency criteria for global optimality solely in terms of the Lagrangian of (NLP). We derive the optimality conditions by first constructing weighted sum of square underestimators of the objective function of (NLP) and then by characterizing the global optimality of the underestimators. The global optimality characterization of the underestimators is then expressed in terms of the Lagrangian of (NLP), providing a Kuhn-Tucker sufficiency criterion for global optimality of the problem. As a consequence, we derive easily verifiable Kuhn-Tucker sufficient conditions for general quadratic programming problems with equality and inequality constraints.
Kuhn-Tucker sufficiency for global optimality
We begin this section by presenting basic definitions and notations that will be used throughout the paper. The real line is denoted by R and the n-dimensional Euclidean space is denoted by R n . For vectors x, y ∈ R n , x y means that x i y i , for i = 1, . . . , n. A symmetric matrix A 0 means that A is a positive semi-definite. A diagonal matrix with diagonal elements a 1 , a 2 , . . . , a n is denoted by diag(a 1 , . . . , a n ). For f : R n → R, the gradient and the Hessian of f atx are denoted by ∇f (x) and ∇ 2 f (x), respectively. Clearly, for each x ∈ R n , ∇ 2 f (x) ∈ S n , the space of all (n × n) symmetric matrices.
Consider the mathematical programming problems with bounds on the variables, discussed above:
. . ,x n ) T ∈ is a local minimizer of (NLP) and if a certain constraint qualification holds then the following Kuhn-Tucker conditions hold:
The condition (1) can equivalently be written as
where, for each i = 1, 2, . . . , n,
where λ ∈ R m + and μ ∈ R l . Letq i = max{0, −q i }, i ∈ I .
Theorem 2.1. Letx ∈ . Suppose that there exist λ ∈ R m + , μ ∈ R l and Q = diag(q 1 , . . . , q n ) ∈ S n such that j ∈J λ j g j (x) = 0 and, for each i = 1, 2, . . . , n,
Then it is easy to see that
Since λ ∈ R m + and g j (x) 0 for all x ∈ Γ , we have
where
We claim that h(x) − h(x) 0, ∀x ∈ D, if and only if for each
Indeed, if there exist i 0 and x i 0 such that (7) does not hold, then by takingx = (x 1 , . . . ,
which is impossible. We now show that (7) is equivalent to (4), by considering the following three cases. Case 1.x i = u i . Then (7) holds if and only if
If q i 0 then (8) 
If q i 0 then (9) (∇L(x, λ, μ) ) i = 0 and q i 0. To see this, we assume, without loss of generality, that (∇L(x, λ, μ) ) i > 0. Then, by taking x i sufficiently close tox i and x i <x i , we have
Case 3.x i ∈ (u i , v i ). Then (7) holds if and only if
which contradicts (7).
On the other hand if (∇L(x, λ, μ)) i = 0 and q i 0 then obviously (7) (5) and (6) the strict inequality holds. Hence the uniqueness follows. 2 Now, suitably choosing the diagonal matrix Q, we express the conditions of Theorem 2.1 in terms of Kuhn-Tucker conditions of (NLP) atx. (∇L(x, λ, μ) ) i = 0. Then the conclusion follows from Theorem 2.1. 2 (∇L(x, λ, μ) ) i 0, ∀i ∈ I , then (10) holds as
Theorem 2.2. For (NLP), letx ∈ . Suppose that there exist
λ ∈ R m + , μ ∈ R l such that j ∈J λ j g j (x) = 0 andχ i (∇L(x, λ, μ)) i 0, ∀i ∈ I . If for each x ∈ D, ∇ 2L (x, λ, μ) := ∇ 2 L(x, λ, μ) + diag −2χ 1 (∇L(x, λ, μ)) 1 (v 1 − u 1 ) , . . . , −2χ n (∇L(x, λ, μ)) n (v n − u n ) 0 (10)
thenx is a global minimizer of (NLP). Moreover, if, for each
x ∈ D, ∇ 2L (x, λ, μ) 0 thenx is unique. Proof. Let q i = 2χ i (∇L(x,λ,μ)) i (v i −u i ) , i = 1, 2, . . . , n. Sinceχ i (∇L(x, λ, μ)) i 0, ∀i ∈ I , 1 2q i (v i − u i ) +χ i
Note that if the Lagrangian L(x, λ, μ) is convex over D and ifχ i
Example 2.1. Consider the following nonconvex minimization problem:
Direct calculation shows that (11) holds with λ 1 = 0, μ 1 = −1 at both local minimizersx = (1, 0) andx = (−1, 0) which can also be seen in Fig. 1 below. We now see thatx = (1, 0) satisfies our sufficient global optimality condition. At the global minimizerx = (1, 0),
and so (10) holds for each x ∈ D, whereas at the local minimizerx = (−1, 0) that is not global,
which is not positive semi-definite for each x ∈ D and hence (10) fails to hold. 
thenx is a global minimizer of f over D.
Proof. For (NLP), let g i = 0, i = 1, 2, . . . , n, and
and Γ = R n . Now, the conclusion follows from Theorem 2.1. 2
Sufficiency for quadratic programming problems
Consider the quadratic programming problem:
where A, B j and C k are symmetric n × n matrices, a, b j , c k ∈ R n and s j , t k ∈ R, for each j ∈ J and k ∈ K. Forx ∈ R n and λ ∈ R m + , μ ∈ R l , let
thenx is a global minimizer of (QP).
and so (10) collapses to (13) . Hence the conclusion follows from Theorem 2.1. 
Proof. The conclusion follows from Theorem 3.1 by noting that (13) holds if and only if a ii +
Example 3.1. Consider the quadratic programming problem: It is easy to check that the above condition holds with λ 1 = 0 at the local minimizersx = (1, −1),x = (1, 1) andx = (1/3, 1). Our sufficient global optimality condition holds atx = (1, −1) which is the global minimizer (see Fig. 2 
