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Presently, there is an insufficient availability of human experts to assist students in reading 
competency and comprehension. Our team’s goal was to create an improved socially assistive 
robot for use by therapists, teachers, and parents to help children and adults develop reading 
skills while they do not have access to specialists. HAPI is a socially assistive robot that we 
created with the goal of helping students practice their reading comprehension skills. HAPI 
enables a student to improve their reading skills without an educator present, while enabling 
educators to review the student's performance remotely. Design constraints included: physical 
size, weight, duration of user engagement, chamber temperature, device memory size, and 
durability. 
 
From three different initial concepts, we chose HAPI the Librarian (Hand Articulating Phone 
Interface), named after the idea of securing the phone in the robot’s hands, much like a librarian 
reading during story-time. By creating an initial prototype, we were able to verify the functionality 
of several key design features, including the phone tilt mechanism and the antenna tilt 
mechanism. In our analysis, we used calculation to find the ideal DC motor speed and 
maximum current draw. After exploring possibilities of using a third-party vendor to print the 
robot, we concluded it was not the most economical option. We were able to print the robot in 
one of the team member’s homes using an Ultimaker 2+ printer. Our printed circuit board (PCB) 
design was manufactured via a third-party vendor, Sunstone circuits. Components were ordered 
online, and the robot was assembled by team members.  
 
In our final design, main components include the phone tilt mechanism, antenna wiggle 
mechanism, LED screen, and android phone. The phone user interface guides the user through 
reading a passage, then answering reading comprehension questions. The robot gives positive 
or constructive feedback based on the correctness of response through audio, antenna 
movement, LED screen changes, and changes in the phone screen. Major electrical 
components include the Raspberry Pi 4, which controls the motors and power; the Power 
Distribution Board (PDB), which provides power isolation; and the LED Array, which displays the 
robot facial expressions. The entire assembly was designed for ease of assembly and 
disassembly.  
 
To verify the functionality of the device, we tested the electrical wiring integrity, durability, and 
steady state chamber temperature. We also completed user testing on 5 participants, ages 6 
through 9. Robot usability was accessed over video call during the session and through a 
participant survey. Based on the performance, we made changes to the final design. The team 
plans on passing off the robot to the project sponsors so development of the robot can continue. 
Next steps will likely include more user testing, as well as testing focused specifically on 
students with speech impairments. To improve the current system, we recommend improving 
the software for reading analysis and making changes to increase the compatibility and 
accessibility of the device.  
 




Literacy and verbal communication are fundamental life skills that determine success in our 
childhood and adult life. Although it is assumed that most speech and language development 
happen in our early years, a large portion of the population has long-term literacy and 
communication developmental needs. Presently, there is an insufficient availability of human 
experts to assist people in a social and therapeutic capacity, specifically for people learning to 
read or with hearing or communication impairments. Dr. Eric Espinosa-Wade (Dr. Wade), a 
professor at Cal Poly, and Dr. Jillian McCarthy, a professor at the University of Tennessee, 
began exploring this need in 2014, and have since developed a prototype of a socially assistive 
robot. Socially assistive robotics aims to aid human users but specifies that assistance to social 
interactions (Feil-Seifer and Mataric). The prototype developed by Wade and McCarthy utilizes 
an off the shelf robot, called Rapiro, several microcontrollers, and an android phone. The 
prototype completes basic necessary functions, including receiving audio input, giving simple 
feedback, and engaging the user through small arm movements. However, the prototypes 
components were chosen primarily for ease of assembly, and the device can be improved by 
increasing its ability to give audio and visual feedback, ease of use by parents and caretakers, 
therapists, and researchers, and its engagement of users. Our team is actively developing an 
improved socially assistive robot for use by therapists, teachers, and parents to help children 
and adults develop reading skills while they do not have access to specialists.  
 
Stakeholders, as identified by the team and sponsors, include the users and facilitators of said 
device, the project sponsors, and the project team. Users references both children and adults 
with reading difficulties. Facilitators include parents and caretakers, therapists, and researchers, 
whose primary purpose in interacting with the robot is assisting the user and tracking user 
progress. The primary goal of the project is to deliver a hardware system capable of recognizing 
voice input and providing audio and visual instruction and feedback. Additionally, the team is 
making sure that the new design is capable of use by non-technical personnel, such as parents 
and therapists, which will be aided by documentation for use of the device. The system will also 
be tested by adult and child human users to ensure that the device is effective in its intended 
purpose.  
To accomplish the problem outlined above, our team has designed a new iteration of the robotic 
system for development of reading skills which engages users with audio and visual stimuli. 
Three primary goals were initially outlined by our sponsors as “[autonomously] capable of 
providing visual and auditory stimuli to a child, recognizing user verbalizations, and providing 
contingent feedback.” Through further dialogue with project sponsors, the goals were refined 
into the following: 
● Therapy interface designed for use by both children and adults, considering typical 
personality/needs of each age-group 
● System capable of being operated in both a technical and non-technical environment 




● New robotic system will be capable of improved and more engaging movement than the 
current iteration at a lower manufacturing/assembly cost 
● Software system will collect user input and package it for further analysis by professional 
with special considerations for confidentiality concerns 
● Provide use documentation for facilitators   
For specific customer needs relating to above stated goals, see Appendix A. The customer 
needs were translated to engineering specifications which are catalogued in Table 1, below.  





Target [Units] Tolerance Risk Compliance 
1 
Gives audio/visual 
feedback Pass/Fail N/A M  D 
2 
Duration of user 
engagement 
(reading) 30 min. Min. H  T 
3 Quality of experience Good/Neutral/Bad N/A H A 
4 
Noise pollution from 
movement 50 dB +/- 10 dB L  T 
5 Speaker volume 70 dB +/- 10 dB L  T 
6 
Time delay for 
responses 50ms Max M  A 
7 
Performance statistic 
recorded Pass/Fail N/A L  D 
8 
Microphone 
sensitivity  -30 dB +/- 5 dB  L  T,D 






D155mm +/- 20mm L  I 
11 
Controlled access to 
information Pass/Fail N/A M  D 
12 Device memory size 8 GB Min. L  T 
13 
Ability to upload/edit 
content Pass/Fail N/A L  D 
14 Manufacturing cost 500$ Max L  A 
15 
Ability to change 
external appearance Pass/Fail N/A L  I 
16 Processing power  1.2 GHz Min.  L  T 
17 
Ability to read out 
data Pass/Fail N/A L  D 
18 Battery Life 10 hours Min. L T 
19 Electrical Durability 
Cycle motors 1000 
times Min. L T 
20 Mechanical Durability Drop test  Min. L T 
 
 
As utilized in this table, the compliance methods are determined to mean the following, per 
NASA’s space systems engineering verification module: 
 
1. I - Inspections determine conformance to requirements by the visual examination of 
drawings, data, or the item itself using standard quality control methods, without the use 
of special laboratory procedures or equipment 
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2. T - Test is a verification method in which technical means, such as the use of special 
equipment, instrumentation, simulation techniques, or the application of established 
principles and procedures, are used for the evaluation of the system or system 
components to determine compliance with requirements. 
3. A - Analysis is the evaluation of data by generally accepted analytical techniques to 
determine that the item will meet specified requirements. 
4. D - Demonstration determines conformance to system/item requirements through the 
operation, adjustment, or reconfiguration of a test article. 
 
It is also important to distinguish the analysis compliance method listed above as distinct from 
test analysis. While both involve data “analysis”, only the test method generally involves direct 
collection of the data and must have a target quantitative value. The analysis method is 
generally used when test or demonstration methods are not adequate to ensure compliance 
with engineering specifications. 
 
Many of the specifications listed were determined to be low risk as meeting these criteria will be 
determined primarily on component choice. Target values for these specifications were primarily 
drawn from documentation on current system in use by sponsors and the Rapiro robot system. 
For the microphone and speaker specifications auditory level averages were used for human 
voice and environmental noise pollution in a household setting.  
 
Since therapeutic device success is highly correlated with user experience, many specifications 
were unquantifiable and instead given a binary pass/fail specification. However, two 
specifications relating to user feedback will be closely examined, “duration of user engagement” 
and “quality of experience”. It is our belief that these two specifications are the most 
representative of the effectiveness of our robotic system for developing reading/vocalization 
skills in device users. The duration of user engagement will be tested with target audience and 
compared to engagement with other AAC devices. Regarding the quality of experience, upon a 
completed use session, users will be given surveys to catalog their experience as positive, 
negative, or neutral.  
 
Both specifications “battery life” and “electrical durability” were added after receiving feedback 
on our conceptual design review presentation.  The battery should last for over a week with the 
user under normal use without needing to be recharged.  The mechanical and electrical 
components of the robot should also be durable enough to withstand long-term use.  Electrical 
durability will be measured by fatigue tests and systems stress tests.  Mechanical durability will 
be measured by performing a drop test from table height (3 feet). 
Background 
Starting in 2014, Dr. Wade began to explore the possibility of developing a socially assistive 
robot to help teach children with hearing and communication impairments to read and 
communicate verbally. Currently, the typical process of reading/speech therapy consists of a 
specialist meeting with a child at some point during the school day, which means pulling the 
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child out of class. A one-on-one session usually lasts for approximately thirty minutes and may 
occur several times a week. With a typically low volume of speech pathologists available in 
schools, particularly elementary schools, there has been an increase in demand of professional 
speech therapists. This technology offers potential to give current therapists a tool to provide 
guidance and instruction to children outside of an office, in settings such as homes or schools. 
With the assistance of former students, Dr. Wade has created a prototype device using a 
Raspberry Pi Robot (RAPIRO) as its foundation. Several papers have been published outlining 
the research that has been conducted with the RAPIRO prototype, and this literature and 
prototype was our main point of reference when developing the new iteration of the socially 
assistive robot.   
  
A limitation of the RAPIRO is its mechanical design. The only motion the robot has is lifting its 
arm up and down. We made sure to develop more movement to make the robot more engaging 
for the user. There have also been issues with the robot uploading conversations with children 
on a cloud drive, which can serve as a serious breach of confidentiality. Improvements were 
made on this feature, but still is not ideal. Future generations of our design will have extra 
security, only enabling language specialists and researchers to examine the data and 
conversations.    
  
Several codes and standards were discussed with Dr. Wade. A significant standard that was 
addressed by our team is the security of information received and collected by the device. Past 
iterations of the robot have stored records on a cloud drive, creating privacy and confidentiality 
concerns between families and their respective therapists. Legal codes that our group will follow 
include ASTM F963-17 (Standard Consumer Safety Specification on Toy Safety) and ANSI 696 
(Ninth Edition Standard Electric Toys). No additional codes were determined as we finished our 
iteration of the socially assistive robot.  
  
Several additional requirements that were discussed between Dr. Wade and our team for this 
project include ensuring the robot demonstrates adaptability to child and adult users, easy 
parental setup, and a visually and aesthetically pleasing mechanical design.   
  
In our initial meeting with Dr. Wade, we discussed existing similar technologies. One socially 
assistive robot that was discussed was used as a tool for individuals trying to manage weight 
loss, serving as a statistical and accountability tool for users. Another study that is quite 
analogous to the socially assistive robot Dr. Wade has developed is a robot named “Parle,” a 
robot programmed with word games to help develop a child’s reading skills. The robot is an 
android based DragonBot that consists of a tablet and an interactive social robot. Unlike 
RAPIRO, this socially assistive robot and child work together to learn different vocabulary and 
reading skills. The tablet interface is separate, acting as an informant, while the child and robot 
are the students. An example of this interaction between robot and child would be the robot 
stumbling across a word in a short passage and asking the child, “Can you show me the word 
X?” or “That is a new word, X. Can you tap on it?” The child proceeds to tap the correct word on 
the tablet resulting in a happy or frustrated expression from the robot. A unique addition to 
“Parle” is the randomness it provides when speaking to a child. To avoid repetition of the same 
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phrases and increase believability and engagement, different expressions resulting in the same 
response from the child have been incorporated into the robot. This characteristic is something 
our group integrated into the new iteration of the socially assistive robot (Gordon et al).   
  
Equipped with an Arduino and Raspberry Pi, the existing prototype robot is programmable for 
various applications, although these components were chosen due to its ease of construction. 
To further improve the devices user friendliness, an android phone was integrated with the 
RAPIRO using MIT AppInventor. The extent to which experimentation was conducted before 
building a robust prototype is unknown, however engineering specifications like microphone 
sensitivity, degree of robotic arm movement, and response time of the robot (software 




Figure 1: Current RAPIRO model and associated faces for engaging with user 
Design Development  
After examining and creating summaries from all the background literature and interviewing 
individuals who work in the field of speech pathology, we generated decision areas. For each 
decision area, we brainstormed ideas – anything and everything that came to mind was a 
plausible solution for each area. Consequently, we reviewed these decision areas with our 
project sponsors, Dr. Wade and Dr. McCarthy before continuing with further conceptual design. 
The final decision areas for our concept generation/selection included: Mechanical Motion, 
Physical Appearance, Communication, Visual/Audio Peripherals, Memory, and Coding 
Environments. For each decision area, a Pugh Matrix was created.  
 
Our Pugh Matrices found in Appendix A gave us conclusive design results for four out of six 
decision areas.  
 
Movement (Appendix A, Matrix 1) appears to conclude that the bobble head had the most 
positives compared to the original microphone arm of the previous RAPIRO system; however, 
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we decided that it would not be the best to implement. This type of movement would likely 
involve some type of spring system, and it would be difficult to control the amount of time the 
head would bobble. Additionally, we concluded that it would be more distracting to the child 
rather than direct their attention to the reading or questions at hand.  
 
The physical appearance (Appendix A, Matrix 2) of our concepts came to be universal 
throughout all our concept designs. We concluded that if we can couple Disney character 
Walle’s cuboidal type structure and Eve’s roundedness, we can generate an aesthetically 
pleasing design. The Walle and Eve concepts also had no negatives, which stood out among 
the other concepts of teacher’s pet, fur, and Mike Wazowski. 
 
Our audio and visual peripheral matrix (Appendix A, Matrix 3) was inconclusive. There 
appeared to be no obvious winner between the five concepts we discussed. We were able to 
eliminate the idea of including a tablet, as that was the sole idea that had no positives.  
 
The memory Pugh matrix (Appendix A, Matrix 4) was also inconclusive. The USB drive and 
external device came up with almost identical outcomes, and so we decided to use the same 
type of memory as the RAPIRO, which would be the Raspberry Pi’s 1 GB RAM.  
 
Similarly, as seen in the coding environment matrix (Appendix A, Matrix 5), Python and 
MATLAB concluded similar results. Thus, we decided to use the same coding environments as 
the RAPIRO, Python/ MIT AppInventor (or Kodular), so that some code could possibly be 
salvaged. 
 
Lastly, the communication (Appendix A, Matrix 6) was also inconclusive, with similar results 
across the board. Upon further research, however, it was found that the Raspberry Pi has 
Bluetooth and Wi-Fi capabilities, and we decided to continue with Bluetooth communication as 
this way, no internet connection would be required in order to use the robot. 
 
Taking the results from our Pugh Matrices, we started generating concepts. We came up with 








Figure 2: Sketches of conceptual models. From left to right: Phone Phace, HAPI the Librarian, HAPI 
Helper 
 
There are several fundamental differences between the three concepts. “Phone Phace” 
resembles the current RAPIRO in the sense that the phone serves as the face of the robot, and 
the robot holds a microphone in one hand. The arm raises to prompt the user to read. There are 
antennae that help encourage positive reinforcement in addition to the face also being able to 
change expressions. Phone Phace requires one servo motor for the arm to move up and down, 
one solenoid for the antennae movement, and a phone for the face of the robot.  
 
The most significant difference with HAPI the Librarian is that the robot holds the phone and the 
arms move to tilt phone up and down. In place of the phone, there is an LED array that serves 
as the face, which displays various faces, including the eyes looking in a downward motion to 
prompt the user to read. There are also antennae present on HAPI the Librarian. This concept 
requires one servo motor for the arm movement, one DC motor for the antennae, and an LED 
array for the face. 
 
Lastly, HAPI Helper is a combination of our previous two concepts. HAPI Helper holds a 
microphone, which again, prompts the user to read by raising its arm, and it also has an LED 
array face. Like the other concepts, antennae are present. HAPI Helper, however, is completely 
separated from the phone or tablet and serves as a reading assistant rather than a teacher. The 
user can hold or move the phone away from the robot. This robot requires one servo for the 




The final step of determining our project concept included using a decision matrix seen below. 
The decision matrix aided us in making a final decision for our chosen concept. After the 
customer requirements were weighed by our group, we evaluated each concept and tallied the 
totals. “HAPI the Librarian” scored the highest out of the three chosen concepts and is the 
design we moved forward with.  
 
Table 2: Decision Matrix of Concept Generations 
 
Once we decided upon the concept of HAPI the Librarian, we began building our initial 
prototype. 
 
The robot was 3D printed, and the coding began. The components were all tested individually in 
this initial prototype to ensure that the movements were as expected, or to see if they needed 
some adjustments.  
 
  




From the initial prototype, we discovered the DC motor was moving the antenna in a way that 
was not expected. It was moving too much up and down vertically and was not the “wiggle” that 
was anticipated. Thus, the motion was deemed undesirable and the mechanical design was 
altered such that the antenna moved closer to our expectations.  
 
Additionally, the phone tilt mechanism and servo motor functionality were tested. With the initial 
prototype, the movement was acceptable, and we just needed to ensure that the phone holder 
was secure. This way, the phone could not slide or fall out during tilting. 
 
Lastly, the first build allowed us to explore and decide which faces would be appropriate for the 
robot during any given session. We created a 16x16 blank matrix and created faces that could 
be used. Each were programmed to show on the LED array, and it was decided which faces 
would be used when, such as while reading, when asking a question, etc.  
 
Overall printing and testing each component individually gave us the opportunity for an 
improved redesign. By being able to test each movement individually, it made it much easier to 
adjust as needed. This continued as we kept building and testing until we approached our final 
design. By this time, the phone tilt and antenna mechanisms were working as we expected, and 
the LED array was displaying appropriate faces. All that was left was system integration and 
multitasking. 
Final Design  
Our final chosen concept “HAPI the Librarian” uses an LED screen as a face and holds an 
android phone in its hands. The robot will have two forms of motion: phone tilt and antenna 
movement. As shown in our decision matrix in Appendix A, HAPI best met customer 
requirements overall. Its motion engages the user and the separate face and phone screen 
allow for greater feedback and learning. The phone screen is used to display and emphasize 
text, while the face is used to respond to the user with facial expressions. F 
Mechanical Design 
Figure 4, below, shows the final design of the robot. Main components include the phone tilt 





Figure 4: Solid Model of HAPI the Librarian 
The antenna wiggle mechanism, shown in Figure 5, uses a DC motor to rotate an oval shaped 
crank. The turning of this crank moves the antenna fixture up and down, causing the antenna to 
wiggle.  
  
Figure 5: Antenna mechanism 
A solid model of the antenna mechanism is shown on the left. The 3-D printed and assembled 
mechanism is shown on the right. This motion is used as positive feedback when the user has 
completed the reading, answered a question correctly, or finished the session. Figure 6, below, 




Figure 6: Phone tilt mechanism 
The phone tilt mechanism uses a servo motor, housed in the shoulder of the robot, to drive a 
belt and pully system. This tilts the phone screen up towards the robot’s face, so the robot looks 
like it is ‘reading’ the screen, then tilts the screen back to the user, to prompt them to begin 
speaking. 
 
The entire assembly was designed for ease of assembly and disassembly, as this device is still 
being developed and will likely have changes made to it over time. As shown in Figure 7, the 
front and the back of the head disconnect to assemble the antenna mechanism and LED 
screen.  
 




Figure 8: Body assembly 
Figure 8 shows the body assembly. The electrical components, including the PDB and 
Raspberry Pi, can be constructed on the base of the body before putting the entire body 
assembly together. Heat set inserts and magnets were used to enable easy disassembly and 
re-assembly. Additionally, the wiring uses polarized connectors so that entire assembly does not 
need to be taken apart to replace a specific component. Detailed 3-D print part drawings can be 
found in Appendix B and assembly drawings can be found in Appendix C.  
Hardware Design  
The electronic components of “HAPI the Librarian” were determined via considerations of the 
current system, desired additional functionality, and cost. The components shown in Figure 9 
are symbolic representations of the desired components and the connections are color coded to 





Figure 9: Electronic Components  
 
 
The functionality of HAPI is fulfilled via six major components. A servo motor controls the tilt 
mechanism; utilizing a servo motor here allows us to precisely control the angle of the phone 
viewed by the user. The DC motor controls the antenna mechanism; in its current state, the 
motor only spins in one direction as the rotational direction of the crank does not create a 
visually different antenna movement. If a higher degree of DC motor control were desired, 
another pin of the RPi4 could be connected to the motor driver. The motor driver (Adafruit 
TB6612 motor driver) serves two purposes, to isolate the RPi4 from the motors while still 
allowing I/O control, and to deliver power to the motors. This is necessary because the max 
current draw limitation of the RPi4 is 3A, which can easily be exceeded by the total current draw 
of all components. Further information about the current draw of the components, as well as the 
torque calculations for the servo motor can be found in Appendix I. The power switch utilizes 
the built-in wakeup function of the RPi4 to turn the system on and off. The LED face of HAPI 
utilizes a Pimoroni Unicorn HAT which is a 16 x 16 RGB LED array. We selected the Pimoroni 
Unicorn HAT HD LED array based upon LED density required to achieve the desired facial 
designs. This LED array offered a high LED density in a small package and as a further benefit 
is designed to work with an RPi4. To develop the python code for the different LED faces, a 
Microsoft Paint tool was used to both design and characterize the different faces. Contained 
below in Figure 10 is both the tool used for face design, some example faces, and an example 





a) Face template b) Example of face smiling 
  
c) Example of face d) Python Matrix for LED array 
Figure 10: LED Array Design Process 
 
We also designed a printed circuit board, which we called a Power Distribution Board (PDB), to 
limit the number of wires and breadboard housed in the robot. The PDB connects the motors to 
the motor driver, the RPi to the LED, and USB-C power to the motors. We added an additional 
40-pin header to have access to the RPi4 pins not utilized by other components. The PDB is 
designed as a “hat” and mounts directly onto the RPi4 pin headers. Additionally, by utilizing 
DuPont connectors and other polarized connectors, we were able to make the entire electrical 
assembly modular. Any single component can be removed from the system and replaced 
without having to modify the other components.  This already came in handy when we burnt 
through one of the DC motors right before testing. A detailed schematic can be found in Figure 
11, which represents how the components are wired together via the PDB. The Eagle schematic 





Figure 11: HAPI the Librarian Electronic Components Wired 
 
The final component, a Raspberry Pi 4, operates as the controller for the motors (via the 
motor driver) and the LED array. By eliminating the Arduino of the Rapiro system, the code 
architecture has been simplified at the cost of increased complexity to motor operation. The 
Raspberry Pi 4 (RPi4) comes with built-in Bluetooth which eliminates the need for an additional 
IC board for communication to the phone. The primary difference between the RPi4 and the RPi 
3B+, which affects our project is the power architecture. The RPi 3B+ utilizes micro-USB, but 
the RPi4 utilizes USB-C. While this does give the RPi4 the benefit of a higher current source 
limit, the USB-C architecture is more complicated, and the board designers made a crucial 
error. Due to this error, if the cables are e-marked or Power Delivery (PD) cables (which means 
the cable includes a small chip for devices recognition), the RPi4 will be recognized as an audio 
device and receive no power. Thus, it is crucial that our system utilizes non-PD cables. Our 
design utilizes a dual-output power brick, with one USB-C cable attached to the PDB (powering 
the motors) and one USB-C cable attached to the RPi4 (powering the RPi4 and LED array). 
These power cables are passed into the robot body via panel-mounted female connectors, 
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allowing easy access to the power slots housed on the RPi4 and PCB. It is important to note 
that the exact pins used on the Rpi4 have changed in this final version due to their startup state. 
On the RPi4, GPIO pins 0-8 are high on startup, which is undesirable as this turns on our 
motors immediately. Table 3 shows the proper pins connected to the RPi4, but all code 
currently on the robot and the PDB currently in the robot reflects the older pin assignments. 
 
Table 3: Pinout for PDB showing corrected pins 
Pin Usage Pin Number - Updated Pin Number- Old 
LED Array Physical 19, BCM 10 Physical 19, BCM 10 
LED Array Physical 21, BCM 9 Physical 21, BCM 9 
LED Array Physical 23, BCM 11 Physical 23, BCM 11 
LED Array Physical 24, BCM 8 Physical 24, BCM 8 
ON/OFF Switch Physical 5, BCM 3 Physical 5, BCM 3 
Servo PWM Physical 13, BCM 27 Physical 13, BCM 27 
DC Motor A PWR Physical 36, BCM 16 Physical 3, BCM 2  
STBY Pin Physical 37, BCM 26 Physical 5, BCM 3 
Servo Motor B PWR Physical 38, BCM 20 Physical 27, BCM 0 
 
Software Design  
The system state machine, depicted in Appendix E2, is implemented via both the RPi4 and the 
phone. This state machine is like the ones we used for code development. Each state operates 
independently of the other states. Transitions between states are dictated by conditional 
statements. The arrows are labelled with names (often called flags), and if the statement is 
TRUE, the state transitions. In some cases, a “|” is used to depict an or statement in which 
multiple conditions could cause a state transition. This system machine is meant to encompass 
the general usage pathway and is used to determine necessary tasks.  
 
While a task diagram for system not implementing RTOS does not make much sense, the older 
version of the task diagram has been retained in Appendix E1 to illustrate several key points of 
the code design. Firstly, all control of physical systems of the robot is done via python code 
written on the RPi4. This includes control of the LED face, DC antenna motor, and servo motor 
for arm tilt. In the current design any higher-order logic pertaining which question to ask or the 
varied response to present is implemented via Kodular code on the phone.  
 
To implement the planned robotic system, a software architecture must be developed to 
integrate usage of the RPi4 single chip computer, the phone, and the communications between 
both. Previously, the software design had implemented a Real Time Operating System (RTOS). 
This system was originally selected instead of a purely cooperative multitasking model because 
we believed there was potential for too much of the audio to be lost for the speech-to-text 
Google API to correctly translate speech. However, as further progress was made on the code, 
it became evident that the speech-to-text API being used in Kodular, is independent of the tasks 
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running via python in the RPi4. Hence, the decision was made to implement a cooperative 
multitasking model for the python side of the code. 
 
The individual tasks for the cooperative multitasking system on the RPi4 are further broken 
down into finite state machines. These state machines follow a very similar format to the system 
state machine. In the case of coded state machine, the flags refer to actual variables (usually 
Booleans) used in the code. Additionally, a “!” is used to symbolize a transition which occurs 
when the variable is “FALSE”. What follows is a short summary of each state machine and its 
intended operation. Each state machine starts in an initialization state in which variables are 
created and code is set up upon the completion of which the next state is immediately 
transitioned to. 
 
Raspberry Pi 4 State Machine [see Appendix E3] This state machine controls the tasks 
completed via the RPi and the inter-task communications variables. This task is the controller 
for the cooperative multitasking system.  In State 1: WAIT FOR MSG, the code idles waiting for 
the BT task to receive a message. State 2: DETERMINE OUTCOME is transitioned to upon 
receiving a message from the phone because of some reading process occurrence (For 
example, a correct low-level answer from user, completion of reading text, or receiving incorrect. 
This state would then instruct motors to move and face to change corresponding to a feedback). 
For the rainbow and star animations, it is necessary to reset the face back to the most recent 
face which is accomplished upon the end of animation via State 3: RESET LED. 
 
Servo Motor SM [see Appendix E4]: The servo motor task only has two important states. In 
State 2: WAIT FOR SERVO_FLAG, the current position of the motor tilt remains the same and 
the servo task awaits a tilt angle change from Phone Mastermind task. In State 1: MOTOR 
MOVING, the servo motor is in the process of moving to a different position and new position 
values will not be acted upon until the motor has stopped moving within the allotted delay. 
Currently, the phone has three positions: up, mid, and down, which Mastermind can set. 
 
DC Motor SM [see Appendix E5]: The dc motor task only has two important states which 
correspond directly to the wiggling of antenna via the motor as ON or OFF. The DC motor 
transitions to State 2: DC MOTOR ON when Mastermind task sets the DC_FLAG. During the 
transition, the task makes not of the current system time. In State 2, the state checks the current 
time against the desired time set by the Mastermind task. Once the time has reached its 
setpoint, the task transitions back to State 1: DC MOTOR OFF. 
 
LED Array SM [see Appendix E6]: After initialization, the LED array state machine begins in 
State 1: WAIT FOR LED in which the LED is awaiting a desired facial expression. In State 2: 
LED CHANGING, the task loads the next LED array image from the Mastermind task. If the next 
display is a face (either NEUTRAL, SMILE, or HAPPY) the LED array changes and returns to 
State 1. If the next display is an animation, the task must wait in either State 3:LED Rainbow or 
Sate 4: LED STARS for the desired length of time (currently 3 seconds).The current design can 




Bluetooth/Comms SM [see Appendix E7]: The Bluetooth state machine transitions between two 
states depending on whether there is a message from the phone in the RPi4 received data 
buffer (recvdata) and whether Mastermind has recognized and recorded the message. 
 
These state machines serve as a tool for code design and should be changed in accordance 
with code changes. For testing purposes, the code loaded onto the RPi4 was a simplified 
mastermind which would run scripts in response to BT messages, rather than setting inter-task 
communication variables. All python code is attached as Appendix F. 
  
 
Kodular is the primary tool used to create the Android smartphone application.  The main 
function of the application is to provide a user interface for the robot.  Before use, the application 
is used by a parent or researcher to set up the robot.  During use, the application provides 
reading instructions (Figure 12) and verbal feedback. After reading, it asks the child 
preprogrammed story-specific questions.  All questions and answers are preprogrammed and 
can be changed on Kodular.  Throughout use, the application will record the audio of the child’s 
reading and save a text file of the child’s responses to questions. These audio files will 
automatically be saved on the phone and text files will be automatically send to the 
ReadingRobotStudy@gmail.com Google Drive.  The application uses Google API Speech-to-
Text Speech Recognition to analyze the child’s answers to questions. The code is adapted from 
Dr. Wade’s Kodular code for previous RAPIRO iterations (Figure 13).   
 
 






Figure 13: Kodular block code. 
 
The secondary function of the application is to communicate via Bluetooth with the Raspberry Pi 
to control robot movement and LED face changes. “Prompting” flags will be sent to the 
Raspberry Pi to initiate any sort of mechanical motion or facial expression. For example, a 
“Congratulations” flag is sent when a child answers questions correctly and when the child 
completes the reading session. This flag will initiate a specific robot response. A variety of 
responses that include phone tilt movement, antenna wiggles, and face changes can be 
designed in Raspberry Pi’s version of python, Thonny. After a serial port is registered via a 
python script within the Raspberry Pi on startup, another python script is actively running 
seeking for a Bluetooth connection. Since our android phone has been previously paired with 
the Raspberry Pi, the connection between the two devices is almost seamless. A “Connected” 
notification will be presented on the android application’s opening screen when connection has 
been established between the two systems. The Raspberry Pi at that point is looking for 
keywords, or flags, as stated above. Once the app closes, the communication between the two 
breaks, and the shutdown procedure of the robot safely begins.  
 
Safety 
Safety concerns identified by the team include hazard in construction and operation. Special 
consideration will be made to safety as children are a primary user. Safety concerns during 
construction will be mitigated through use of Cal Poly facilities for building and following correct 
safety procedures in those spaces. We will ensure that the product is safe for children by 
meeting standard that are used for children’s toys. We will also ensure that all potentially 
dangerous components, such as electronics, are properly housed in the robot’s body.  
Cost Breakdown 
Based on our final design concept, we have generated a list of major components, services, and 
materials needed for the entire system.  This list and the estimated cost of each item, without 
shipping, is detailed in Table 4. For a total component price list, along with the URLs for the 
websites where we found the lowest prices, see Appendix G. The price without shipping comes 
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out to be $362 if the user already owns the phone (which is the cost assessment used in the 
500$ Rapiro system). Our system costs less than the previous system by about 28% which is a 
decent improvement. Further costs could be cut by increasing the standardization of mechanical 
fasteners. 
 
Table 4: Cost of System for all Components 
Component Cost 
Raspberry Pi 4 $40 
Pimoroni Unicorn Hat HD LED array $45 
Android phone $110 
PLA Material (not printing service) $40 
MG995 Tower Pro Servo $9 
DC Motor 100 rpm $10 
Wiring/Cabling $40 
PCB Components $20 
Mechanical/Fasteners $90 
BT Headphones $42 
Power Supply  $26 
Total $472 
Product Realization  
The first iteration of HAPI the Librarian was 3D printed during the 2020 Winter Quarter using Cal 
Poly’s on campus resources such as Innovation Sandbox and Quality of Life+. Pictures of the 
first iteration of the robot can be seen in Figure 3. The first iteration enabled us to test all 
mechanical functionality, as well as experiment with what type of faces we wanted our robot to 
have. Major takeaways from the first iteration were that the phone-tilt mechanism provided a 
desirable movement and the antenna wiggle mechanism needed a redesign.  
 
Unfortunately, due to the circumstances we were faced with going to the 2020 Spring Quarter, 
we lost all campus resources. After exploring possibilities of using a third-party vendor to print 
the robot, we concluded it was not economical. We were fortunate enough to print the robot at 




The total print time of the robot took 75 hours. A total of 16 parts were printed to fully assemble 
the robot. No changes to the planned design was necessary and the printing process was 
overall deemed as successful, barring delay. The material that was used to print HAPI the 
Librarian was Polylactic acid (PLA.). This material was chosen due to its ability to print at higher 
speeds, overall function, and environmentally safe. Our robot does not go under high 
mechanical loads nor experiences a high volume of usage, making PLA an effective material to 




Figure 14: Second 3D print iteration of HAPI the Librarian. Prints done by Ultimaker 2+ Extended in-home 
setting. 
Once the parts were printed and the 3D support material removed, the robot body was 
assembled. Our design accounted for heat set inserts at all screw locations (for the 2-56 and 4-
40 screw sizes). These were inserted with a soldering iron. The magnets in the arm covers were 
glued in with super glue and allowed to dry. Since the robot has been designed for easy and 
modular disassembly/assembly, the order of assembly does not matter too much, although 
there is an easier sequence to follow. Furthermore, we have done our best to follow poka-yoke 
principles and most components have a clear fit and orientation. For the body portion, we found 
it easiest to assemble the phone tilt mechanism first. The servo should be screwed in with the 
proper screws, and then the arms attached. Next the pulley and belt are attached to the servo 
shaft, but in order for the arm cover to fit, it is necessary to remove the extruding portion of the 
Lynxmotion servo pulley, which we did with a small file and soldering iron. On the hand portion 
of the arm, the plastic bearing should be secured with a light adhesive. The shaft of the phone 
holder needs to also be glued into the internal hole of the plastic bearing. You may need to 
secure the phone holder shaft onto the timing belt pulley as well, but we found ours was a 
strong interference press fit. On the side of the robot without the servo, the plastic bearing 
should also be secured into the arm with glue. With the phone tilt assembly complete, the only 
component of the body which needs to be assembled is mounting the RPi4 and PDB hat onto 
26 
 
the base cover. The base cover is easily removable to permit quick access to internal 
electronics. The ON/OFF switch and the two panel-mount USB-C cables will also need to be 
mounted inside the body cavity.  
 
The head can also be assembled separately, and the best portion to start on is the antenna 
mechanism. After securing the DC motor with a set screw so that it’s front face is flush with its 
receptacle, the crank can be mounted to the DC motor shaft with a light adhesive (due to the D-
shape of the shaft, there is no need for glue, but we found a little bit of hot glue reduced a lot of 
the slop from 3D print tolerances). The antennae are then put through their slots in the head and 
the antenna sphere glued on. The holes at the end of the antennae can then be threaded onto 
the barrel connector along with the antenna slider. With the rear half of the head assembled, the 
LED array along with the included plastic diffuser should be screwed onto the front half of the 
head. The front half of the head can then be secured to the body and the back half joined with 
its counterpart. With these steps complete, the mechanical portion of the robot is assembled. 
 
For electrical manufacturing, we outsourced the PDB manufacturing to Sunstone Circuits, a 
third-party vendor recommended by Instructor Charlie Refvem. Upon receipt of the PDB, the 
traces were checked for continuity and then the components soldered on to assemble the RPi4 
hat shown in Figure 15. 
 
  
Figure 15: PDB before and after soldering assembly 
A few modifications were necessary to correct prototyping errors (see Table 3 in Hardware 
Section). To correct the power trace from the motor to MB2 and the STBY pin, the traces on the 
PCB were cut with a razor blade, and a small jumper wire was soldered across the board. 
Utilizing the updated schematic and Eagle files in Appendix D, will eliminate the need for these 
modifications. 
Design Verification  
We tested mechanical and electrical components of the robot with two tests, detailed in the 
DVPR.  The first test was to evaluate electrical wiring integrity.  We cycled motors approximately 
1000 times and measured electrical connections with a multimeter.  We also did a drop test to 
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test for durability of the robot.  The robot passed both tests according to the acceptance criteria 
determined in the DVPR. A temperature test was conducted using a DHT11 temperature 
sensor. The sensor was placed inside of the robot. The purpose of the test was to obtain the 
steady state temperature of the robot to ensure it does not exceed the softening point of PLA. 
The test was run for approximately 60 minutes, although we intend our reading sessions to be 
no greater than 30 minutes. Figure 16 shows the results of the test. It is important to note the 
steady state temperature inside the robot was approximately 87 degrees Fahrenheit. This 
temperature is well within the acceptance criteria as the softening point of PLA is approximately 
158 degrees Fahrenheit.  
 
 








Table 5: DVPR 
 
To test duration of user engagement and quality of experience, we designed a test to be done 
by participants in the target audience (i.e. children between the ages of 5 and 10 years old).  
The test plan included first recruiting approximately five participants in the desired age range.  
Then, each individual child would use the robot for one reading session with a preselected 
reading passage.  Researchers would be present during the session to observe the session and 
to assist in any potential issues.  Then, the child would be given a survey regarding their time 
with the robot.  The survey is in Appendix L.  Because our target audience is considered a 
vulnerable population, our project required approval by the Cal Poly Institutional Review Board 
(IRB).  With concerns regarding COVID-19, the project was approved by the IRB on the 
condition that the test plan be adjusted to allow for social distancing.  The test plan was 
therefore changed so that (1) the robot would be sanitized and delivered to the participant’s 
home and (2) researchers observed the reading session with a scheduled Zoom meeting. 
 
Our testing population included five participants between the ages of 6 and 9 years old.  Each 
participant was successfully able to complete the reading session with the robot.  Each reading 
session took approximately 20 minutes, thus meeting the requirement that user’s engagement 
should last at least 15 minutes.  Surveys were collected and analyzed qualitatively.  All five 
participants reported that the robot was fun to use, the directions were easy to understand and 
follow, they liked the way the robot moved, and they liked the way the robot sounded.  Despite 
this, all the participants also responded that the robot was to some extent awkward or 
uncomfortable to use.  Four out of the five children said that they would be very excited to use 
the robot in school.  Based on these survey responses, it is reasonable to conclude that the 
robot delivers a good quality experience to users.  The results from these tests (i.e. video 
recordings and survey responses) can be further used to compare and evaluate future reading 
robot iterations to HAPI the Librarian.  Due to privacy constraints, video recordings of the 
reading sessions and all surveys will remain only accessible by researchers (present and future) 
working on the reading robot project. 
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Conclusions and Recommendations  
The 9-month process of building a socially assistive robot presented challenges and setbacks, 
but ultimately was rewarding. Our revamped model of the socially assistive robot, otherwise 
known as HAPI the Librarian, is a robot that operates through closed loop feedback, provides 
mechanical and visual stimulation, and performs general forms of reading comprehension. 
When a user is reading to the robot, the sound is recorded and saved as an audio recording to 
the android phone. An accompanying text file is also generated after the session is over, 
outlining the questions and answers asked and received between the user and robot.  
 
Future software recommendations include implementing extra security when accessing audio 
and text files from reading sessions. A personalized setup that includes the audio and text file 
being directly sent to an educator’s email could be a safe and effective alternative to accessing 
sessions. Additionally, a future feature of the socially assistive robot can be analysis. Instead of 
just recording one’s speech, the reading robot has the potential to interpret speech and grade 
the reader’s performance. For example, a future version of the robot will determine how many 
words from a 300-word passage they said correctly, couple it with the amount of discussion 
questions they got right, and generate a grade for the user. This can be helpful for educators 
and parents in that detailed revisiting of the session will not be necessary. The performance 
would be easily seen via a grade or percentage, and further determination on reviewing audio 
and text files would be assessed from there. Additional software recommendations include 
having an administrative mode. The “admin” mode will let educators be able modify questions 
and potential passages being read by the robot. Making the application available across all cell 
phone platforms like Windows and IOS will greatly improve the ease-of-use of the robot.  
 
The next generation socially assistive robot will have the opportunity for mechanical and 
electrical advancements as well.  Additional faces can be programmed into the robot for better 
engagement between the robot and user. From user testing, it was noticed by our team that the 
motion of the phone-tilt mechanism could be smoothed out. Smoothing out the phone-tilt will 
lead to increased synchronizations of the movements and robot’s facial expressions.  It will 
make the interactions clearer and perhaps decrease any confusion that may occur between the 
user and robot during a session.  
 
The unusual and difficult circumstances of the 2020 Spring Quarter presented its challenges; 
however, it did not take away from our robot’s final design. Our team showed a great amount of 
adaptability in this adverse time and finished the project most probably as well as we could have 
if we were not faced with multiple dilemmas. We are confident that HAPI the Librarian will be 
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ITEM NO. Part Number DESCRIPTION QTY.
1 03-02-01 Arm_Base_Left 1
2 6455K130 Plastic Ball Bearing 1
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ITEM NO. Part Number DESCRIPTION QTY.
1 5862K103 Neodymium Magnet 2
2 6455K130 Plastic Ball Bearing 1
3 03-03-01 Arm_Base_Right 1
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ITEM NO. Part Number DESCRIPTION QTY.
1 03-04-01 Arm_Cover_Left 1




DO NOT SCALE DRAWING
03-04-00













TOLERANCING PER: ASME Y14.5
DIMENSIONS ARE IN INCHES
TOLERANCES:
ANGULAR: MACH 3   BEND 3
TWO PLACE DECIMAL    .01
THREE PLACE DECIMAL  .005
















ITEM NO. Part Number DESCRIPTION QTY.
1 03-05-01 Arm_Cover_Right 1
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ITEM NO. PART NUMBER DESCRIPTION QTY.
1 02-01-01 Body_Bottom 1
2 93365A120 Tapered Heat-Set Insert for Plastic 4
3 Raspberry pi Raspberry Pi 1
4 PDB PDB 1
5 90176A114 Unthreaded Spacer 4
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ITEM NO. Part Number DESCRIPTION QTY.
1 03-01-00 Body_Top_with_Inserts 1
2 Servo Motor Servo Motor 1
3 03-03-00 Arm_Base_Right_Assembly 1
4 03-02-00 Arm_Base_Left_Assembly 1
5 03-06 Phone Holder 1
6 Servo Timing Belt Pulley Servo Timing Belt Pulley 1
7 104MXL012 MXL Series Timing Belt 1
8 03-05-00 Arm_Cover_Right_Assembly 1
9 03-04-00 Arm_Cover_Left_Assembly 1
10 1254N220 MXL Series Timing Belt Pulley 1
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ITEM NO. Part Number DESCRIPTION QTY.
1 93365A120 Tapered Heat-Set Insert for Plastic 13
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ITEM NO. Part Number DESCRIPTION QTY.
1 03-00-00 Body_Top_Assembly 1
2 04-00 Body_Bottom_Assembly 1
3 01-00 Head_Front_Assembly 1
4 02-00 Head_Back_Assembly 1
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ITEM NO. Part Number DESCRIPTION QTY.
1 02-01 Head_Back 1
2 02-04 Antenna_Bottom 2
3 DC Motor DC Motor 1
4 02-03 Crank 1
5 98002A709 Steel Screw for Binding Barrel 1
6 99637A212 Barrel for Binding Post 1
7 02-02 Antenna Fixture 1
8 02-05 Antenna_Top 2
9 98381A325 3/16" Dowel Pin 2
10 98381A539 Alloy Steel Dowel Pin 2
11 93365A120 Tapered Heat-Set Insert for Plastic 1
12 91772A110 Pan Head Phillips Machine Screw 1
Head_Back_Assembly
A
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COMMENTS: Heat set inserts are 
soldered into plastic.  Other 
components can be secured with hot 
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ITEM NO. Part Number DESCRIPTION QTY.
1 01-01 Head_Front 1
2 91772A506 18-8 Stainless Steel Pan Head Phillips Screw 4
3 93365A110 Tapered Heat-Set Insert for Plastic 4
4 LED Screen LED Screen 1
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Motor Driver Breakout board:
Connections for output to motor
Motor Driver Breakout board:
Connections for RPI Input
2 Pin JST connection 
for DC motor
3 Pin JST connection
for servo motor
Cable plug-in coming from RPi
ON/OFF Switch operated via RPi
Extra Pins on RPi
8 Pin connector to LED
USB-C Breakout 
Appendix D: Eagle Schematic and Board
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Appendix E: Task Diagram and State Machines 
1: Task Diagram 
 
  




3: Raspberry Pi 4 State Machine 
 
 
4: Servo Motor State Machine 
 
5: DC Motor State Machine 
 
 
6: LED Array State Machine 
  
7: Bluetooth/Comms State Machine 
 
 




''' Appendix: Pyton Code'''
'''This code will need to be able to take in a couple values, specifically,
time for antenna move, and position for servo, may need to saturate duty cycle.
'''































'''Pins for Motor Driver Inputs''' 
DC_Pin = 0  #Physical pin 27
STBYPin = 3 #Physical pin 5
Servo_PWR =2 #Physical pin 3
Servo_PWM = 27 #Physical pin 13
servo_ctr = GPIO.PWM(Servo_PWM, 50) #channel = ServoMotor, frequency=50Hz
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Appendix F: Python Code
def __init__():
    global LED_f_array
    global LED_f_stars
    global LED_f_rainbow
    global client_sock
    
    server_sock = bluetooth.BluetoothSocket(bluetooth.RFCOMM)
    port = 1
    server_sock.bind(("",port))
    server_sock.listen(1)
    client_sock,address = server_sock.accept()
    print ("Accepted connection from "), address
    
    
    
    GPIO.setmode(GPIO.BCM) # GPIO Numbering
    GPIO.setup(DC_Pin,GPIO.OUT)  # Setup pins as Outputs
    GPIO.setup(STBYPin,GPIO.OUT) 
    
    GPIO.setup(Servo_PWR,GPIO.OUT) 
    GPIO.setup(Servo_PWM,GPIO.OUT) 
    
    GPIO.output(STBYPin,GPIO.HIGH)
    
    
    LED_f_array = led_array.led_array_class()
    LED_f_stars = led_stars.led_stars_class()
    LED_f_rainbow = led_rainbow.led_rainbow_class()
'''Task 1: Runs DC Motor, input is desired time to run antenna motor'''
def Task1_DC ():
    global t1state
    global dc_flag
    global dc_t0
    global des_time
    
    #State 0: Init
    if t1state == 0:
        t1state = 1
        return(0)
    # State 1: Waiting for DC_Flag     
    elif t1state ==1 :
        if dc_flag == 0:
            pass
        elif dc_flag == 1:
            dc_t0 = time.time()
            GPIO.output(DC_Pin,GPIO.HIGH)
            t1state = 2
        return(0)
        
    # State 2: DC Motor Moving
    elif t1state ==2 :
        curr_time = time.time() - dc_t0
        if curr_time < des_time:
            pass
        elif curr_time >= des_time:
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            GPIO.output(DC_Pin,GPIO.LOW)
            dc_flag = 0
            dc_t0 = 0
            t1state = 1
        return(0)
    else:
        return(0)
    
'''Task 2: runs servo motor, input is desired phone tilt'''
def Task2_Servo():
    global t2state
    global servo_PWR
    global servo_t0
    global servo_flag
    global phone_pos
    
    #State 0: Init
    if t2state == 0:
        GPIO.output(Servo_PWR,GPIO.HIGH)
        servo_ctr.start(6.65)
        servo_t0= time.time()
        t2state = 1
        return(0)
        
 # State 1: Servo Motor Moving
    elif t2state ==1 : 
        curr_time = time.time() - servo_t0
        if curr_time < 1:
            pass
        elif curr_time >= 1:
            servo_ctr.stop()
            servo_flag = 0
            t2state = 2
        return(0)     
    
    # State 2: Waiting for Servo_Flag     
    elif t2state == 2 :
        if servo_flag == 0:
            pass
        elif servo_flag == 1:
            if phone_pos== "up":
                servo_ctr.start(13.4)                
            elif phone_pos == "down":
                servo_ctr.start(2.5)
            elif phone_pos == "mid":
                servo_ctr.start(6.65)    
            servo_t0= time.time()
            t2state = 1
        return(0)
        
    else:
        return(0)
'''Task 3: Runs LED face'''
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def Task3_LED():
    global t3state
    global LED_flag
    global LED
    global LED_t0
    global curr_step
    
    #State 0: Init
    if t3state == 0:
        t3state = 1
        return(0)
        
    # State 1: Waiting for LED change
    elif t3state ==1 : 
        if not LED_flag:
            pass
        elif LED_flag:
            t3state = 2
        return(0)     
        
     # State 2: LED changing
    elif t3state ==2 : 
        if LED == "happy":
            LED_f_array.set_pixels("green",LED)
            t3state = 1
            LED_flag =0
        elif LED == "neutral":
            LED_f_array.set_pixels("orange",LED)
            t3state = 1
            LED_flag =0
        elif LED == "smile":
            LED_f_array.set_pixels("blue",LED)
            t3state = 1
            LED_flag =0
            
            
        elif LED == "stars":
            LED_f_stars.shoot_stars(curr_step)
            LED_t0 = time.time()
            t3state = 4
            
        elif LED == "rainbow":
            LED_f_rainbow.rainbow(curr_step)
            LED_t0 = time.time()
            t3state = 3
        return(0)
        
    # State 3: LED Rainbow Animation
    elif t3state ==3 : 
        curr_time = time.time() - LED_t0
        if curr_time < 1/60:
            pass
        elif curr_time >= 1/60:
            curr_step += 1
            LED_f_rainbow.rainbow(curr_step)
            if curr_step == 180:
                t3state = 1
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                LED_flag =0
                curr_step = 0
            
          
      # State 4: LED Stars Animation    
    elif t3state ==4 : 
            curr_time = time.time() - LED_t0
            if curr_time < 3:
                curr_step += 1
                LED_f_stars.shoot_stars(curr_step)
                
                
            elif curr_time >= 3 :
                t3state = 1
                LED_flag =0
                curr_step = 0
    else:
        return(0)
    
'''Task 4: Handles bluetooth messages'''
def Task4_BT ():
    
    global t4state
    global BT_flag
    global recvdata
    global client_sock
    
    #State 0: Init
    if t4state == 0:
        t4state = 1
        return(0)
        
    # State 1: Waiting for message
    elif t4state ==1 : 
        recvdata = client_sock.recv(1024)
        if not recvdata:
            pass
        elif recvdata:
            BT_flag =1
            t4state = 2
        return(0)     
        
     # State 2: Waiting for read
    elif t4state ==2 : 
        if BT_flag ==1:
            pass
        elif BT_flag == 0:
            recvdata = []
            t4state = 1
        return(0)
             
    else:
        return(0)
    
def Task5_MM():
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    global t5state
    global recvdata
    global BT_flag
    global dc_flag
    global servo_flag
    global LED_flag
    global des_time
    global phone_pos
    global LED
    global prev_face
    global message
    
    #State 0: Init
    if t5state == 0:
        t5state = 1
        return(0)
        
    # State 1: Waiting for message
    elif t5state ==1 : 
        if not BT_flag:
            pass
        elif BT_flag and not servo_flag and not dc_flag and not LED_flag:
            message= recvdata
            BT_flag =0
            t5state = 2
        return(0)     
        
     # State 2: Determine outcome
    elif t5state ==2 : 
        if message == "antenna5":
            dc_flag =1
            des_time =5
        elif message == "antenna3":
            dc_flag =1
            des_time =3
           
            
        elif message == "look_up":
            servo_flag =1
            phone_pos = "up"
        elif message == "look_down":
            servo_flag =1
            phone_pos = "down"
        elif message == "look_mid":
            servo_flag =1
            phone_pos = "mid"
            
            
        elif message == "face_happy":
            LED_flag =1
            LED = "happy"
            prev_face = LED
        elif message == "face_neutral":
            LED_flag =1
            LED = "neutral"
            prev_face = LED
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        elif message == "face_smile":
            LED_flag =1
            LED = "smile"
            prev_face = LED
        elif message == "rainbow":
            LED_flag =1
            LED = "rainbow"
            t5state =3
            return(0)
        elif message == "stars":
            LED_flag =1
            t5state =3
            return(0)
            LED = "stars"
        t5state =1
        return(0)
        
        
        
     # State 3: Reset LED
    elif t5state ==3 :  
        if LED_flag == 1:
            pass
        elif LED_flag  == 0:
            LED_flag =1
            t5state = 1
            LED = prev_face
    else:
        return(0)
    
def destroy():
GPIO.cleanup() #set all ports back to input to protect
if __name__ == '__main__':     # Program start from here
    while True:
        try:
            Task1_DC()
            Task2_Servo()
            Task3_LED()
            Task4_BT()
            Task5_MM()
        
        except KeyboardInterrupt:
            destroy()
7
# -*- coding: utf-8 -*-
'''This code will change the LED face'''
import unicornhathd as unicorn
class led_array_class:
    def __init__(self):
        self.h = 0.0
        self.led_select = []
        
        self.happy1 =       [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0],
                              [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                              [0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
    
        self.happy =        [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0],
                              [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                              [0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
    
        self.smile =         [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
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                              [0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0],
                              [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                              [0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
            
        self.c_straight =   [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                              [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                              [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
    
        self.d_smile =     [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0],
                             [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                             [0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
    
        self.neutral =     [ [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,1,1,0,0,0,0,1,1,1,0,0,0],
                             [0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                             [0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]]
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        self.error =       [ [1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1],
                             [0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0],
                             [0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0],
                             [0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,0],
                             [0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0],
                             [0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0],
                             [0,0,0,0,0,0,1,0,0,1,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0],
                             [0,0,0,0,0,0,1,0,0,1,0,0,0,0,0,0],
                             [0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0],
                             [0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0],
                             [0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0],
                             [0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0],
                             [1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1]]
        
    # set color function------------------
    def set_color(self,color):   
        if color == "red":
            self.h = 0.0
        elif color == "orange":
            self.h = 0.08
        elif color == "yellow":
            self.h = 0.16
        elif color == "green":
            self.h = 0.33
        elif color == "blue":
            self.h = 0.67
        elif color == "purple":
            self.h = 0.75
        else:
            self.h = 0.0
    # set color function------------------
    def set_face(self,face):   
        if face == "smile":
            self.led_select = self.smile
        elif face == "neutral":
            self.led_select = self.neutral
        elif face == "happy":
            self.led_select = self.happy
        else:
            self.led_select = self.error
    
    # set/display pixels----------------------
    def set_pixels(self,color, face):
        unicorn.brightness(1.0)
        unicorn.off()
        
        led_array_class.set_color(color)
        led_array_class.set_face(face)
        
        for x in range(16):
            for y in range(16):
                s = 1.0
                v = self.led_select[x,y] 
3
                unicorn.set_pixel(x, y, self.h, s, v)
        unicorn.show()
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# -*- coding: utf-8 -*-





    stars = []
    
    def __init__(self,star_count, star_speed):
        self.star_count =  star_count
        self.star_speed
        self.stars = []
        
    def shoot_stars (self,curr_step):
        
        
        if curr_step == 0:
            for i in range(0, self.star_count):
                self.stars.append((random.uniform(4, 11), random.uniform(4, 11), 0))
        
       
        else:
            unicornhathd.off() # was previously clear
    
            for i in range(0, self.star_count):
                self.stars[i] = (
                    self.stars[i][0] + ((self.stars[i][0] - 8.1) * self.star_speed),
                    self.stars[i][1] + ((self.stars[i][1] - 8.1) * self.star_speed),
                    self.stars[i][2] + self.star_speed * 50)
    
                if self.stars[i][0] < 0 or self.stars[i][1] < 0 or self.stars[i][0] > 16 or self.stars[i][
                    self.stars[i] = (random.uniform(4, 11), random.uniform(4, 11), 0)
    
                v = self.stars[i][2]
    
                unicornhathd.set_pixel(self.stars[i][0], self.stars[i][1], v, v, v)
    
            unicornhathd.show()
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# -*- coding: utf-8 -*-





    
    def __init__(self):
        pass        
        
    def rainbow(self,curr_step):
        unicornhathd.rotation(0)
        unicornhathd.brightness(0.6)
        
        if curr_step == 0:
            unicornhathd.off()
            return(0)
        else:
            for x in range(0, 16):
                for y in range(0, 16):
                    dx = 7
                    dy = 7
        
                    dx = (math.sin(curr_step / 20.0) * 15.0) + 7.0
                    dy = (math.cos(curr_step / 15.0) * 15.0) + 7.0
                    sc = (math.cos(curr_step / 10.0) * 10.0) + 16.0
        
                    h = math.sqrt(math.pow(x - dx, 2) + math.pow(y - dy, 2)) / sc
        
                    r, g, b = colorsys.hsv_to_rgb(h, 1, 1)
        
                    r *= 255.0
                    g *= 255.0
                    b *= 255.0
        
                    unicornhathd.set_pixel(x, y, r, g, b)
        
            unicornhathd.show()
        #        time.sleep(1.0 / 60)
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Appendix G: List of Vendors, Contact information, and Pricing 
 
Component Vendor Contact Information Price Quantity* Estimated 
Delivery 
Adafruit motor driver 
board [TB6612] 
Amazon www.amazon.com $7.00 1 2 - 3 days 
TowerPro servo 
[MG995] 
Amazon www.amazon.com $8.99 1 2 - 3 days 
Uxcell 6V DC motor Amazon www.amazon.com $9.43 1 2 - 3 days 
Pimoroni Unicorn HAT 
LED screen 
Amazon www.amazon.com $38.95 1 2 - 3 days 
Rpi 4 [SC15184] Amazon www.amazon.com $43.89 1 2 - 4 days 
BT Headphones  Amazon www.amazon.com $42.98 1 2 - 4 days 
AUKEY USB-C 2 Port 
Charger 
Amazon www.amazon.com $25.99 1 2 - 4 days 
Assorted Dupont 
Connector Kit 
Amazon www.amazon.com $11.99 1 2 - 4 days 
USB-C Panel Mount 
Cable 
Amazon www.amazon.com $8.99 2 2 - 4 days 
USB-C non-PD Cable Amazon www.amazon.com $9.99 1 2 - 4 days 
Lynxmotion servo 
timing belt pulley [RB-
Tib-11] 
RobotShop www.robotshop.com $2.77 1 5 - 7 days 




www.mcmaster.com $6.48 2 2 - 4 days 




www.mcmaster.com $7.67 1 2 - 4 days 




www.mcmaster.com $7.67 1 2 - 4 days 




www.mcmaster.com $10.51 1 2 - 4 days 




www.mcmaster.com $11.19 1 2 - 4 days 




www.mcmaster.com $4.00 2 2 - 4 days 




www.mcmaster.com $4.45 1 2 - 4 days 




www.mcmaster.com $5.74 1 2 - 4 days 









www.mcmaster.com $0.76 8 2 - 4 days 




www.mcmaster.com $2.03 1 2 - 4 days 









www.mcmaster.com $2.82 1 2 - 4 days 









www.sunstone.com $60.00 1 6 days 
40 Pin Connector 
[S9200-ND] 
Digikey www.digikey.com $1.94 2 2-4 days 
USB-C Breakout 
Board [ 1568-1958-ND] 
Digikey www.digikey.com $4.50 1 2-4 days 
JST Jumper 2-Wire 
[PRT-09914] 
SparkFun www.sparkfun.com $0.95 1  2-4 days 
JST Jumper 3 Wire 
[PRT-09915] 
SparkFun www.sparkfun.com $1.50 1  2-4 days 
JST RCY Connector 2 
Pin [PRT-10501] 
SparkFun www.sparkfun.com $0.50 1  2-4 days 
*All quantities are listed as amount needed to build a single prototype, not the amount ordered 
Appendix H: Vendor Supplied 
Component Specifications and 
Data Sheets 





Working Voltage: DC 6V
Output Speed: 100RPM
Gearbox Size: 17 x 11.9 x 10mm/0.67 x 0.47 x 0.39 inch(L*W*H)
Motor Size: 11.9 x 9.8 x 8.8mm/0.47 x 0.39 x 0.35 inch(L*W*H)
Shaft Diameter: 3mm/ 0.12 inch
Adafruit TB6612 1.2A DC/Stepper Motor Driver Breakout
Board
Created by lady ada
Last updated on 2020-01-08 12:38:57 AM UTC
Overview
Fire four solenoids, spin two DC motors or step one bi-polar or uni-polar stepper with 1.2A per channel using the
TB6612. These are perhaps better known as "the drivers in our assembled Adafruit Motorshield (http://adafru.it/1438) or
Motor HAT (https://adafru.it/eRq)" We really like these dual H-bridges, so if you want to control motors without a shield
or HAT these are easy to include on any solderless breadboard or perma-proto.
We solder on TB6612 onto a breakout board for you here, with a polarity protection FET on the motor voltage input
and a pullup on the "standby" enable pin. Each breakout chip contains two full H-bridges (four half H-bridges). That
means you can drive four solenoids, two DC motors bi-directionally, or one stepper motor. Just make sure they're
good for 1.2 Amp or less of current, since that's the limit of this chip. They do handle a peak of 3A but that's just for a
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short amount of time, about 20 milliseconds. What we like most about this particular driver is that it comes with built in
kick-back diodes internally so you dont have to worry about the inductive kick damaging your project or driver!
There's two digital inputs per H-bridge (one for each half of the bridge) as well as a PWM input per driver so you can
control motor speed. Runs at 2.7V-5V logic. The motor voltage is separate from the logic voltage. Good for motor
voltages from 4.5V up to 13.5V! This wont work well for 3V motors.
Comes as one assembled and tested breakout plus a small strip of header. You'll need to do some light soldering to
attach the header onto the breakout PCB. Arduino, motors, and power supply not included.
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Pinouts
This motor driver is a fairly simple breakout of the TB6612 motor chip, so do check out the datasheet for the TB6612
for any details you need about pin voltage limits, capacitance, etc! (https://adafru.it/emK)
Power Pins
Vmotor - This is the voltage for the motors, not for the logic level. Keep this voltage between 4.5V and 13.5V.
This power supply will get noisy so if you have a system with analog readings or RF other noise-sensitive parts,
you may need to keep the power supplies seperate (or filtered!)
Vcc - this is the voltage for the logic levels. Set to the voltage logic you'll be using on your microcontroller. E.g.
for Arduinos, 5V is probably what you want. Can be 2.7V to 5.5V so good for 3V or 5V logic
GND - This is the shared logic and motor ground. All grounds are connected
Signal in Pins
These are all 'Vcc logic level' inputs
INA1, INA2 - these are the two inputs to the Motor A H-bridges
PWMA - this is the PWM input for the Motor A H-bridges, if you dont need PWM control, connect this to logic
high.
INB1, INB2 - these are the two inputs to the Motor B H-bridges
PWMB - this is the PWM input for the Motor B H-bridges, if you dont need PWM control, connect this to logic
high.
STBY - this is the standby pin for quickly disabling both motors, pulled up to Vcc thru a 10K resistor. Connect to
ground to disable.
Motor Out Pins
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These are 'Vmotor level' power outputs
Motor A - these are the two outputs for motor A, controlled by INA1, INA2 and PWMA
Motor B - these are the two outputs for motor B, controlled by INB1, INB2 and PWMB
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Assembly
Prepare the header strip:
Cut the strip to length if necessary. It will be easier to
solder if you insert it into a breadboard - long pins down
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Add the breakout board:
Place the breakout board over the pins so that the short
pins poke through the breakout pads
And Solder!
Be sure to solder all pins for reliable electrical contact.
(For tips on soldering, be sure to check out our Guide to
Excellent Soldering (https://adafru.it/aTk)).
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Arduino Use: Stepper Motors
In this example we'll wire up and use a bi-polar stepper motor with recommended 12V motor voltage, and 200 steps
per rotation.
Wiring
We'll wire it to a Metro, but you can use any microcontroller you like!
Connect:
Vmotor to 12V (red wire)
Vcc to 5V (orange wire)
GND to ground
AIN2 to Digital 4
AIN1 to Digital 5
BIN1 to Digital 6
BIN2 to Digital 7
PWMA and PWMB to Vcc (orange wire)
Then hook one stepper motor coil to Motor A (red and yellow) and the second coil to Motor B (green and gray/brown).
If you have another motor, you'll need to experiment a little to figure out which wires are which coil. Check any
documentation you have! You can use a multimeter to measure between wires, the ones with a small resistance
between them are a pair to a coil, for example. If the motor is vibrating but not spinning, check all wires are connected
and try flipping around a pair or rechecking the wire pairs.
If you have a unipolar motor, there will be a 5th or 6th wire that is the 'common' wire. Connect these wires to the GND
pins in between the Motor A and B outputs on the breakout.
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Software
We'll use the built-in Arduino Stepper library (https://adafru.it/eRw), but you can manually toggle the
AIN1/AIN2/BIN1/BIN2 pins with your own favorite microcontroller setup
#include <Stepper.h>
// change this to the number of steps on your motor
#define STEPS 200
// create an instance of the stepper class, specifying
// the number of steps of the motor and the pins it's
// attached to




  Serial.println("Stepper test!");
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Basically after you make the Stepper object with the 4 control pins, you can set the rotational speed (in RPM) with
setSpeed(rpm) and then step forward or backwards with .step(steps) where steps is positive for 'forward' and negative
for 'backward'
For more details, check out the Stepper library (https://adafru.it/eRw)
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Downloads
Files
This motor driver is a fairly simple breakout of the TB6612 motor chip, so do check out the datasheet for the
TB6612 for any details you need about pin voltage limits, capacitance, etc! (https://adafru.it/emK)
Fritzing object in the Adafruit Fritzing Library (https://adafru.it/aP3)
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1 Introduction
The Raspberry Pi 4 Model B (Pi4B) is the first of a new generation of Raspberry Pi computers supporting
more RAM and with siginficantly enhanced CPU, GPU and I/O performance; all within a similar form
factor, power envelope and cost as the previous generation Raspberry Pi 3B+.
The Pi4B is avaiable with either 1, 2 and 4 Gigabytes of LPDDR4 SDRAM.
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2 Features
2.1 Hardware
• Quad core 64-bit ARM-Cortex A72 running at 1.5GHz
• 1, 2 and 4 Gigabyte LPDDR4 RAM options
• H.265 (HEVC) hardware decode (up to 4Kp60)
• H.264 hardware decode (up to 1080p60)
• VideoCore VI 3D Graphics
• Supports dual HDMI display output up to 4Kp60
2.2 Interfaces
• 802.11 b/g/n/ac Wireless LAN
• Bluetooth 5.0 with BLE
• 1x SD Card
• 2x micro-HDMI ports supporting dual displays up to 4Kp60 resolution
• 2x USB2 ports
• 2x USB3 ports
• 1x Gigabit Ethernet port (supports PoE with add-on PoE HAT)
• 1x Raspberry Pi camera port (2-lane MIPI CSI)
• 1x Raspberry Pi display port (2-lane MIPI DSI)
• 28x user GPIO supporting various interface options:
– Up to 6x UART
– Up to 6x I2C
– Up to 5x SPI
– 1x SDIO interface
– 1x DPI (Parallel RGB Display)
– 1x PCM
– Up to 2x PWM channels
– Up to 3x GPCLK outputs
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2.3 Software
• ARMv8 Instruction Set
• Mature Linux software stack
• Actively developed and maintained
– Recent Linux kernel support
– Many drivers upstreamed
– Stable and well supported userland
– Availability of GPU functions using standard APIs
3 Mechanical Specification
Figure 1: Mechanical Dimensions
4 Electrical Specification
Caution! Stresses above those listed in Table 2 may cause permanent damage to the device. This is
a stress rating only; functional operation of the device under these or any other conditions above those
listed in the operational sections of this specification is not implied. Exposure to absolute maximum
rating conditions for extended periods may affect device reliability.
7 Release 1
Raspberry Pi 4 Model B Datasheet
Copyright Raspberry Pi (Trading) Ltd. 2019
Symbol Parameter Minimum Maximum Unit
VIN 5V Input Voltage -0.5 6.0 V
Table 2: Absolute Maximum Ratings
Please note that VDD IO is the GPIO bank voltage which is tied to the on-board 3.3V supply rail.
Symbol Parameter Conditions Minimum Typical Maximum Unit
VIL Input low voltagea VDD IO = 3.3V - - TBD V
VIH Input high voltagea VDD IO = 3.3V TBD - - V
IIL Input leakage current TA = +85◦C - - TBD µA
CIN Input capacitance - - TBD - pF
VOL Output low voltageb VDD IO = 3.3V, IOL = -2mA - - TBD V
VOH Output high voltageb VDD IO = 3.3V, IOH = 2mA TBD - - V
IOL Output low currentc VDD IO = 3.3V, VO = 0.4V TBD - - mA
IOH Output high currentc VDD IO = 3.3V, VO = 2.3V TBD - - mA
RPU Pullup resistor - TBD - TBD kΩ
RPD Pulldown resistor - TBD - TBD kΩ
a Hysteresis enabled
b Default drive strength (8mA)
c Maximum drive strength (16mA)
Table 3: DC Characteristics
Pin Name Symbol Parameter Minimum Typical Maximum Unit
Digital outputs trise 10-90% rise timea - TBD - ns
Digital outputs tfall 90-10% fall timea - TBD - ns
a Default drive strength, CL = 5pF, VDD IO = 3.3V




Figure 2: Digital IO Characteristics
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4.1 Power Requirements
The Pi4B requires a good quality USB-C power supply capable of delivering 5V at 3A. If attached
downstream USB devices consume less than 500mA, a 5V, 2.5A supply may be used.
5 Peripherals
5.1 GPIO Interface
The Pi4B makes 28 BCM2711 GPIOs available via a standard Raspberry Pi 40-pin header. This header
is backwards compatible with all previous Raspberry Pi boards with a 40-way header.
5.1.1 GPIO Pin Assignments
Figure 3: GPIO Connector Pinout
As well as being able to be used as straightforward software controlled input and output (with pro-
grammable pulls), GPIO pins can be switched (multiplexed) into various other modes backed by dedi-
cated peripheral blocks such as I2C, UART and SPI.
In addition to the standard peripheral options found on legacy Pis, extra I2C, UART and SPI peripherals
have been added to the BCM2711 chip and are available as further mux options on the Pi4. This gives
users much more flexibility when attaching add-on hardware as compared to older models.
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5.1.2 GPIO Alternate Functions
Default
GPIO Pull ALT0 ALT1 ALT2 ALT3 ALT4 ALT5
0 High SDA0 SA5 PCLK SPI3 CE0 N TXD2 SDA6
1 High SCL0 SA4 DE SPI3 MISO RXD2 SCL6
2 High SDA1 SA3 LCD VSYNC SPI3 MOSI CTS2 SDA3
3 High SCL1 SA2 LCD HSYNC SPI3 SCLK RTS2 SCL3
4 High GPCLK0 SA1 DPI D0 SPI4 CE0 N TXD3 SDA3
5 High GPCLK1 SA0 DPI D1 SPI4 MISO RXD3 SCL3
6 High GPCLK2 SOE N DPI D2 SPI4 MOSI CTS3 SDA4
7 High SPI0 CE1 N SWE N DPI D3 SPI4 SCLK RTS3 SCL4
8 High SPI0 CE0 N SD0 DPI D4 - TXD4 SDA4
9 Low SPI0 MISO SD1 DPI D5 - RXD4 SCL4
10 Low SPI0 MOSI SD2 DPI D6 - CTS4 SDA5
11 Low SPI0 SCLK SD3 DPI D7 - RTS4 SCL5
12 Low PWM0 SD4 DPI D8 SPI5 CE0 N TXD5 SDA5
13 Low PWM1 SD5 DPI D9 SPI5 MISO RXD5 SCL5
14 Low TXD0 SD6 DPI D10 SPI5 MOSI CTS5 TXD1
15 Low RXD0 SD7 DPI D11 SPI5 SCLK RTS5 RXD1
16 Low FL0 SD8 DPI D12 CTS0 SPI1 CE2 N CTS1
17 Low FL1 SD9 DPI D13 RTS0 SPI1 CE1 N RTS1
18 Low PCM CLK SD10 DPI D14 SPI6 CE0 N SPI1 CE0 N PWM0
19 Low PCM FS SD11 DPI D15 SPI6 MISO SPI1 MISO PWM1
20 Low PCM DIN SD12 DPI D16 SPI6 MOSI SPI1 MOSI GPCLK0
21 Low PCM DOUT SD13 DPI D17 SPI6 SCLK SPI1 SCLK GPCLK1
22 Low SD0 CLK SD14 DPI D18 SD1 CLK ARM TRST SDA6
23 Low SD0 CMD SD15 DPI D19 SD1 CMD ARM RTCK SCL6
24 Low SD0 DAT0 SD16 DPI D20 SD1 DAT0 ARM TDO SPI3 CE1 N
25 Low SD0 DAT1 SD17 DPI D21 SD1 DAT1 ARM TCK SPI4 CE1 N
26 Low SD0 DAT2 TE0 DPI D22 SD1 DAT2 ARM TDI SPI5 CE1 N
27 Low SD0 DAT3 TE1 DPI D23 SD1 DAT3 ARM TMS SPI6 CE1 N
Table 5: Raspberry Pi 4 GPIO Alternate Functions
Table 5 details the default pin pull state and available alternate GPIO functions. Most of these alternate
peripheral functions are described in detail in the BCM2711 Peripherals Specification document which
can be downloaded from the hardware documentation section of the website.
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5.1.3 Display Parallel Interface (DPI)
A standard parallel RGB (DPI) interface is available the GPIOs. This up-to-24-bit parallel interface can
support a secondary display.
5.1.4 SD/SDIO Interface
The Pi4B has a dedicated SD card socket which suports 1.8V, DDR50 mode (at a peak bandwidth of 50
Megabytes / sec). In addition, a legacy SDIO interface is available on the GPIO pins.
5.2 Camera and Display Interfaces
The Pi4B has 1x Raspberry Pi 2-lane MIPI CSI Camera and 1x Raspberry Pi 2-lane MIPI DSI Display
connector. These connectors are backwards compatible with legacy Raspberry Pi boards, and support
all of the available Raspberry Pi camera and display peripherals.
5.3 USB
The Pi4B has 2x USB2 and 2x USB3 type-A sockets. Downstream USB current is limited to approxi-
mately 1.1A in aggregate over the four sockets.
5.4 HDMI
The Pi4B has 2x micro-HDMI ports, both of which support CEC and HDMI 2.0 with resolutions up to
4Kp60.
5.5 Audio and Composite (TV Out)
The Pi4B supports near-CD-quality analogue audio output and composite TV-output via a 4-ring TRS
’A/V’ jack.
The analog audio output can drive 32 Ohm headphones directly.
5.6 Temperature Range and Thermals
The recommended ambient operating temperature range is 0 to 50 degrees Celcius.
To reduce thermal output when idling or under light load, the Pi4B reduces the CPU clock speed and
voltage. During heavier load the speed and voltage (and hence thermal output) are increased. The
internal governor will throttle back both the CPU speed and voltage to make sure the CPU temperature
never exceeds 85 degrees C.
The Pi4B will operate perfectly well without any extra cooling and is designed for sprint performance -
expecting a light use case on average and ramping up the CPU speed when needed (e.g. when loading
a webpage). If a user wishes to load the system continually or operate it at a high termperature at full
performance, further cooling may be needed.
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6 Availability
Raspberry Pi guarantee availability Pi4B until at least January 2026.
7 Support
For support please see the hardware documentation section of the Raspberry Pi website and post ques-
tions to the Raspberry Pi forum.
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MG995  High Speed 




The unit comes complete with 30cm wire and 3 pin 'S' type female header connector that fits 
most receivers, including Futaba, JR, GWS, Cirrus, Blue Bird, Blue Arrow, Corona, Berg, 
Spektrum and Hitec. 
 
This high-speed standard servo can rotate approximately 120 degrees (60 in each direction). 
You can use any servo code, hardware or library to control these servos, so it's great for 
beginners who want to make stuff move without building a motor controller with feedback & 
gear box, especially since it will fit in small places. The MG995 Metal Gear Servo also 




• Weight: 55 g 
• Dimension: 40.7 x 19.7 x 42.9 mm approx. 
• Stall torque: 8.5 kgf·cm (4.8 V ), 10 kgf·cm (6 V) 
• Operating speed: 0.2 s/60º (4.8 V), 0.16 s/60º (6 V)  
• Operating voltage: 4.8 V a 7.2 V 
• Dead band width: 5 µs 
• Stable and shock proof  double ball bearing design 









Appendix I: Detailed Support Analysis 
1: Current Draw Data 
 
Component Voltage Current 
Draw  




UNITS [V] [A] [W] [min] [mAh] 
Servo Motor 5.0 1.20 (stall) 6.00 5.0 100 
DC Motor 1 3.0 0.20 (stall) 0.60 4.0 ~13 
DC Motor 2 6.0 0.55 (stall) 3.30 4.0 ~37 
LED Screen 5.0 2.00 10.00 30.0 1000 
Raspberry Pi 3.3 1.00 5.00 30.0 500 
Motor Driver ------ ------ 0.78(diss) 9.0 ~30 
 





16 21 28 4 11 18 25 2 9 16 23 30 6 13 20 27 3 10 17 24 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8
10/19 11/19 12/19 1/20 2/20 3/20 4/20 5/20 6/20
Reading Robot 100%
  Design 100%
     Background Research 100%
        Conduct background interviews 100%
            Set up meetings with reading/lan... 100%
            Write interview questions 100%
            Perform interviews 100%
            Summarize conclusions 100%
        Review relevant literature 100%
            Assign team members literature ... 100%
            Read and summarize literature 100%
            Summarize conclusions 100%
        Explore competitors 100%
            Explore existing products & featu... 100%
            Summarize conclusions 100%
        Explore current prototype 100%
            Use current robot 100%
            Summarize conclusions 100%
     Decision Making 100%
         Explore decision  areas 100%
         Explore design choices within areas 100%
         Make decision matrix 100%
         Make initial design choices 100%
         Create build plan 100%
     Human testing preparation 100%
         Research IRB approval process 100%
         Get CITI certifications 100%
  Build 100%
     Hardware prototype 100%
         Model hardware 100%
         Make components list 100%
         Source components 100%
         Component decision 100%
         Order materials 100%
         Construct hardware 100%
         Make hardware testing plan 100%
         Test hardware 100%
         Make hardware modifications 100%
         Design PCB 100%
         Verification 100%
         Make PCB Modifications 100%
         Print 100%
     Software prototype 100%
         Review software from previous rob... 100%
         Tutorials for Kodular/App Inventor 100%
         Raspberry Pi & functionality 100%
         Review python 100%
         Make materials list 100%
         Get materials required for RPi 100%
         Model software - phone 100%
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         Model software - raspberry pi (pyt... 100%
         Servo code 100%
         DC motor code 100%
         LED array code 100%
         Multitasking 100%
         Make software testing plan 100%
         Test software 100%
         Make software modifications 100%
     Mechanical prototype 100%
         Model mechanical (CAD) 100%
         Calculations 100%
         Make materials list 100%
         Source materials/get quotes 100%
         Order materials 100%
         3D print 100%
         Construct mechanical 100%
         Make mechanical testing plan 100%
         Test mechanical 100%
         Make mechanical modifications 100%
     Systems prototype 100%
         Build 100%
  Test 100%
     V&V Testing 100%
         Make testing plan 100%
         Temperature Test 100%
         Drop Test 100%
         Durability Test 100%
     Human testing 100%
        Child user testing 100%
            Design child user test and surveys 100%
            Find test participants 100%
            Conduct tests & gather data 100%
            Analyze data & make conclusions 100%
            Project Expo 100%
     Testing Certifications 100%
         Research IRB approval process 100%
         Prepare user test plans 100%
         CITI training 100%
         Submit test plans for IRB approval 100%
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Appendix K: Product User Guide 
 
User Guide for Hapi the Librarian v1.0.0 
 
1. Locate female USB-C ports on the back of the robot. The bottom port is dedicated to the raspberry pi 
and the one above is connected to the power distribution board.  
 
2. Turn 1:  RPi (Raspberry Pi) chord power switch to ON. To verify this, you can see a red glow inside 
the robot. Additionally, see step 3. 
 
3. Wait for Blue happy face to appear on LED Array (This is SUPER important as it’s an indicator 
that the serial port service has been registered AND GPIO’s are reset). 
 
4. Turn 2: Motors (PCB/Motor) chord power switch to ON 
 
5. During any of these first three steps, you can connect the wireless headset to the Android: 
 a. Swipe into Android 
 b. Go to Settings 
 c. Bluetooth 
 d. Since the headset is already paired, users can turn the headset on and it should connect to 
Android seamlessly. Headset will say “Your headset is connected” if connected to Android. 
 
6. Once this has all been completed, Hapi should be ready to go. Open the App on the home screen that 
says “CDRPresentation” (changed it to Reading Robot Beta 2020 not sure what happened). 
 
6. When the app opens, a “Connected” notifier will show up pretty quickly to let the user know they are 
connected to Bluetooth. If this doesn’t happen, you can ask them to press Hapi’s picture once Hapi 
finishes the introduction. If a face change doesn’t occur, Bluetooth is not connected and an error will 
pop up on the App. If this happens, refer to the bottom of this document under TROUBLESHOOTING.  
 
7. If a connected  notifier appears, the app is ready to go. User will read (press begin reading, press stop 
reading), answer questions (question button), and perhaps check out see what I can do button? (It could be 
more illustrious). 
 
8. After the session is over:  
1. Close the app and make sure to end it completely. Square button on android phone ---> swipe 
or CLEAR ALL.  
2. Turn off the PCB FIRST. Hapi does not like it when you power down RPI first (see 2f in 
troubleshooting for explanation).  
3. Turn off RPi.  
 
* Optional step for users/parents/educators 
9.  If one desires to playback the audio file that was generated from the app stored in the phone:  
 Settings → Storage --> Other (click “EXPLORE”) ---> Reading Robot Study 2020 Folder --
-- > mysound.3gp (look at the times associated with the files to see which one corresponds to user) 
10. If one desires to view  the text file that was generated from the app stored in the phone: 
 Settings → Storage → Other (click “EXPLORE”) → scroll down to “.txt” and click → scroll to 




This section will encompass all of the possible problems that our group has seen with handling the 
robot.  
 
1. Bluetooth connection  
If the Bluetooth connection doesn’t happen, it could be for a multitude of reasons. The first possible error 
is that the Raspberry Pi is no longer paired with the Android phone. To check for this, go to [Settings, 
Bluetooth, Paired Devices]. Under the “Paired devices” section, there should a paired device that reads, 
“raspberrypi-readingrobotA.” If this device is not there or no longer paired, you must direct your attention 
to the Raspberry Pi. If the Pi is still paired see section 1a of the user guide.  
 
Unscrew the bottom of the robot and connect the RPi to a monitor, keyboard, and mouse. Then turn on 
the RPi. After the pi has turned on, the RPi should show up in the “Available devices” section of the 
Android’s Bluetooth settings. Click on “raspberrypi-readingrobotA” on the phone. A notification should 
appear on the RPi’s home screen AND Android screen for a pairing request. Press confirm. The device 
should now be paired, and the Bluetooth connection should work between the Pi and the app. 
 
You can hardcode the process in the above paragraph as well in terminal.  
 
1. Open terminal. 
2. bluetoothctl 
3. agent on  
4. discoverable yes 
5. scan on 
6. The Moto G Play should appear here, go ahead and try to pair with the Pi from the Android and it 
should work. 
 
1a. Bluetooth connection if devices are paired. 
 
If the devices are paired  there are two things that may be resulting in no bluetooth connection between 
the devices.  
 
First, the bluetooth address might be incorrect from the Kodular side of things. Double check and make 
sure the address is correct. You can find the address of your Raspberry Pi in terminal by typing in 
“hciconfig” in the command line. Look for the address followed by “BD Address.” The address for the 
current Reading Robot is DC:A6:32:2D:B5:09.  
 
If the address is correct, then there is a possibility that the person troubleshooting isn’t waiting long 
enough to connect the devices. After the blue happy face screen appears, wait at least an additional 15-30 
or so seconds.  
 
If none of this works, there could be an issue with the serial port service registering. This is a python 
script that runs on startup and basically gives one access to the RPi’s serial ports. The name of the script 
is “register.py” and can be found with all the other scripts the robot utilizes to function.  
 
You can check to see if it ran on startup as well as anything else that happens between the Android and 
RPi. Look up this directory: /home/pi/logs. The file called “cronlog” will give you a log of what happens 
during the interaction between the phone and raspberry pi. This will be pretty important when 
troubleshooting the robot/changing things.  
 
2. Other Important Features to Know 
 
2a. It may get frustrating to deal with startup scripts running everytime you turn on the Raspberry Pi. If 
you want to disable them, do the following:  
 
Open terminal. 
Type “sudo crontab -e” 
At the bottom you will see the command(s) that run on startup. Simply comment them out. Ctrl + X. “Y” 
for yes to saving modified changes. This should disable the robot’s startup and let you run scripts and 
experiment with the Pi without having to worry about anything in the background. Additionally, to 
change the startup scripts, edit the shell file called launcher.sh in /home/pi/Documents.  
 
2b. If mechanical components aren’t acting and the face isn’t appearing on startup, there is a high chance 
it could be related to loose wires in the robot. One should carefully open the head and bottom base of the 
robot to double check all wiring connections. Having a multimeter or voltmeter may prove to be very 
helpful when troubleshooting the mechanical components of the robot.  
 
2c. Kodular.io is the main source of Android code. The “Beta 4” version of the app is the one currently 
installed on the android and was our primary app for testing. The plain “Beta” app is effective as well.  
 
2d. All python scripts that operate the robot can be found in the /home/pi/Documents directory.  
 
2e. The current PCB has been modified for it to function. A new PCB would be recommended upon the 
consideration of making improvements to the robot. 
 
2f. Turn off the PCB FIRST. Hapi does not like it when you power down RPi first. This is currently an 
issue because the PCB has it’s I/O’s for the motors routed to the pins on the RPi that give a voltage on 
startup (3.3 V). This is also the same reason why the PCB is turned on after the RPi’s startup sequence. 
The next generation PCB would fix this issue.  
 
2e. Useful YouTube videos: 
 




2. How to have scripts run on startup: https://www.youtube.com/watch?v=Tvnrx-2QaUU 
Participant ID: __________       Date: ___/___/_____ 
 
 
Reading Robot Survey 
 
Instructions: For each of the questions, please circle one face that describes how you feel. 
 
 
 No!  Kind of..  Yes! 
 
Was the Reading Robot fun to use? 
 
😡 ☹ 😐 🙂 😃 
 
Was the Reading Robot easy to use? 
 
😡 ☹ 😐 🙂 😃 
 
Would you be excited to use the 
Reading Robot for school? 
 
😡 ☹ 😐 🙂 😃 
 
Was the Reading Robot awkward or 
uncomfortable to use? 
 
😡 ☹ 😐 🙂 😃 
 
Were the directions easy to 
understand and follow? 
 
😡 ☹ 😐 🙂 😃 
 
Do you like the way the Reading 
Robot looks? 
 
😡 ☹ 😐 🙂 😃 
 
Did you like the way the robot 
moved? 
 
😡 ☹ 😐 🙂 😃 
 
Did you like the way the robot 
sounded? 
 




Appendix L: User Test Survey



















Do you have any other questions or comments about the Reading Robot? 
 
 
 
 
 
