Abstract In this article, we apply the generalized finite volume method SUSHI to the discretization of Richards equation, an elliptic-parabolic equation modeling groundwater flow, where the diffusion term can be anisotropic and heterogeneous. This class of locally conservative methods can be applied to a wide range of unstructured possibly non-matching polyhedral meshes in arbitrary space dimension. As is needed for Richards equation, the time discretization is fully implicit. We obtain a convergence result based upon a priori estimates and the application of the Fréchet-Kolmogorov compactness theorem. We implement the scheme and present numerical tests.
permeability tensor and the scalar function k r is the relative permeability.
Next we perform Kirchhoff's transformation. We define F(s) := s 0 k r (θ (τ)) dτ, and suppose that the function F is invertible. Then we set u = F(p) in Q T and c(u) = c(F(p)) = θ (p); it turns out that the function c is either qualitatively similar to the function θ or has a support which is bounded from the left as in Figure 1 -(b). We remark that Kirchhoff's transformation leads to ∇u = k r (θ (p))∇p. The equation (1.1) becomes ∂ t c(u) − div K(x)∇u − div k r (c(u))K(x)∇z = 0.
(1.2)
We suppose thatû ∈ W 1,∞ (Ω ) is a given function and consider the equation (1.2) together with the inhomogeneous Dirichlet boundary u(x,t) =û(x) a.e. on ∂ Ω × (0, T ), (1.3) and the initial condition u(x, 0) = u 0 (x) a.e. in Ω . (H 4 ) u 0 ∈ L ∞ (Ω ) andû ∈ W 1,∞ (Ω ). for all ψ ∈ L 2 (0, T ; H 1 0 (Ω )) such that ψ(·, T ) = 0 and ∂ t ψ ∈ L ∞ (Q T ).
The discretization of the Richards equation was performed by means of the finite difference method by Hornung [17] and by means of the finite element method by Knabner [19] ; Kelanemer [18] and Chounet et. al. [4] implemented a mixed finite element method and Frolkovic et. al. [15] applied a finite volume scheme on the dual mesh of a finite element mesh. We refer to Eymard, Gutnic and Hilhorst [13] and to Eymard, Gallouët, Gutnic, Herbin and Hilhorst [8] for the study of the convergence of two slightly different numerical schemes based upon the standard finite volume method.
In section 2.2, we introduce the SUSHI scheme, a finite volume scheme using stabilization and hybrid interfaces which has been proposed by Eymard et. al. [9] and define the approximate Problem (P D,δt ). We also present some relevant results which will be useful in the sequel. In section 2.3, we prove an a priori estimate on the approximate solution in a discrete norm corresponding to a norm in L 2 (0, T ; H 1 0 (Ω )). Using these estimates and arguments based on the topological degree, we prove the existence of a solution of Problem (P D,δt ) in section 2.4. In section 2.5, we prove estimates on differences of time and space translates. These estimates imply the relative compactness of sequences of approximate solutions by the Fréchet-Kolmogorov theorem. We deduce the convergence in L 2 of a sequence of approximate solutions to a solution of the continuous problem (P) in section 2.6. For the proofs, we apply methods inspired upon those of [9] and [10] . In the last section we describe effective computations in the case of some well-known numerical tests which are often used in literature. We also perform simulations for a realistic model at the end of section 2.7.
The discretization of Richards equation by means of gradient schemes, which include the SUSHI method, has already been proposed by Eymard, Guichard, Herbin and Masson [12] , where they consider Richards equation as a special case of two phase flow; however, they make the extra hypothesis that the relative permeability k r is bounded away from zero, which is not satisfied in most geological contexts. Here we avoid this extra hypothesis by performing Kirchhoff's transformation.
The hybrid finite volume scheme SUSHI
In this section, we construct an approximate solution of Problem (P) corresponding to a time implicit discretization and a hybrid finite volume scheme. We follow the idea of Eymard et. al. [9] to construct the fluxes using a stabilised discrete gradient.
Space and Time Discretization
Let us first define the notion of admissible finite volume mesh of Ω and some notations associated with it.
Definition 2 (Space discretization) Let Ω be a polyhedral open bounded connected subset of IR d and ∂ Ω = Ω \Ω its boundary. A discretization of Ω , denoted by D, is defined as the triplet D = (M , E , P), where:
1. M is a finite family of non empty convex open disjoint subsets of Ω (the "control volumes") such that Ω = K∈M K. For any K ∈ M , let ∂ K = K\K be the boundary of K; we denote by |K| the measure of K and d(K) the diameter of K.
2. E is a finite family of disjoint subsets ofΩ (the "interfaces"), such that, for all σ ∈ E , σ is a nonempty open subset of a hyperplane of IR d and denote by |σ | its measure. We assume that, for all K ∈ M , there exists a subset E K of E such that ∂ K = ∪ σ ∈E Kσ .
3. P is a family of points of Ω indexed by M , denoted by P = (x K ) K∈M , such that for all K ∈ M , x K ∈ K and K is assumed to be x K -star-shaped, which means that for all
For all σ ∈ E , we denote by x σ the barycenter of σ . For all K ∈ M and σ ∈ E K , we denote by D K,σ the cone with vertex x K and basis σ , by n K,σ the unit vector normal to σ outward to K and by d K,σ the Euclidean distance between x K and the hyperplane including σ . For any σ ∈ E , we define M σ = {K ∈ M : σ ∈ E K }. The set of boundary interfaces is denoted by E ext and the set of interior interfaces is denoted by E int .
We express the finite volume scheme in a weak form. For that purpose, let us first associate with the mesh the following spaces of discrete unknowns
Definition 3 (Time discretization) We divide the time interval (0, T ) into N uniform time steps of length δt = T /N, and we define by t n = nδt where n ∈ {0, ..., N}.
Taking into account the time discretization leads us to define the following discrete spaces
For the sake of simplicity, we restrict our study to the case of constant time steps. Nevertheless all results presented below can be easily extended to the case of a non uniform time discretization.
Discrete weak formulation
We propose here a discrete scheme which is based upon the hybrid finite volume scheme SUSHI. It has been initially proposed for uniformly elliptic problems [9] . Schemes of this type in the case of a parabolic degenerate equation have been recently analyzed in [1] . Remark that this method can also be viewed as a mimetic finite difference or a mixed finite volume method (see [1] , [2] , [7] ).
After formally integrating the equation (1.2) on the cell K × (t n−1 ,t n ) for each K ∈ M and for each n ∈ {1, ..., N}, we obtain
For all K ∈ M and σ ∈ E K , the diffusive flux − σ K∇u · n K,σ dγ and the convective flux − σ k r (c(u))K∇z · n K,σ dγ are approximated by F K,σ (u) and Q K,σ (u), which are defined below by (2.7) and by (2.16), respectively.
Before introducing the numerical scheme, we define the following projection operator: let φ ∈ C(Q T ). We denote by P D φ the element of X D defined by {φ (x K , ·)}, {φ (x σ , ·)} for all K ∈ M and σ ∈ E .
Let P Dû and P D u 0 be the projections of boundary and initial functions in (1.3) and (1.4), respectively; we present below a discrete weak problem (P D,δt ):
The initial condition is discretized by
For each n ∈ {1, ..., N} and for all K ∈ M , find u n such that u n − P Dû ∈ X D,0 satisfying where
The discrete Problem (P D,δt ) is given by initial condition (2.2) and either the discrete equation (2.3) or the discrete equation (2.6).
The approximate flux
The discrete flux F K,σ is expressed in terms of the discrete unknowns. For this purpose we apply the SUSHI scheme proposed in [9] . The idea is based upon the identification of the numerical fluxes through the mesh dependent bilinear form, using the expression of the discrete gradient
To this purpose, we first define
The consistency of formula (2.8) stems from the following geometrical relation:
where (x σ − x K ) T is the transpose of x σ − x K ∈ IR d and Id is the d × d identity matrix.
Remark 1
The approximation formula (2.8) is exact for linear functions. Indeed, for any linear function defined on Ω by ϕ(x) = G · x with G ∈ IR d , assuming that w σ = ϕ(x σ ) and
We also remark that
which means that the coefficient of w K in (2.8) is equal to zero. Thus, a reconstruction of the discrete gradient solely based on (2.8) cannot lead to a definite discrete bilinear form in the general case. Therefore we introduce the stabilized gradient
where
We may then define ∇ D w as the piecewise constant function equal to ∇ Kσ w a.e. in the cone
Note that, from the definition (2.11), in view of (2.9) and (2.8), we deduce that
In order to identify the numerical fluxes F K,σ (w) through relation (2.7), we put the discrete gradient in the form
with
The local matrices A σ σ K are symmetric and positive, and the identification of the numerical fluxes using relation (2.7) leads to the expression:
Next we consider the convective flux. To this purpose we first define g K,σ = σ K∇z · n K,σ dγ. Then the convective flux is defined as 16) where w K,σ satisfies the upwind-sort formula
Moreover, in view of the definition of g Kσ , we remark that
2.4 The properties of the scheme
Next, we introduce some extra notations related to the mesh. Let D be a discretization of Ω in the sense of Definition 2. The size of the discretization D is defined by
and the regularity of the mesh by:
We will suppose in the sequel that l D ≤ 1.
Definition 4 Let D be a discretization of Ω in the sense of Definition 2, and let δt be the time step defined in Definition 3. For v ∈ X D , we define the semi-norm
For all h = {h n } n∈{1,...,N} ∈ X δt D , we define the semi-norm
be the set of piecewise constant functions on the control volumes of the mesh M . For all v ∈ X D we denote by
be the set of piecewise constant functions on the space-time control volumes. We denote by Π δt
Next, following [9] , for all v ∈ X D we define the following related norm
A result stated in [9] gives the relation
Then there exists C 1 only depending on d, Ω and η such that
where ||Π M v|| 1,2,M is defined by (2.21).
Proof: In view of Lemma 5.4 in [9] , for each p ≥ 1 there exists q > p only depending on p and there exists a positive constant C only depending on d and
We set p = 2 and C 1 = |Ω | (q−2)/2q C to conclude the proof.
Definition 5 Let D be a discretization of Ω in the sense of Definition 2, and let δt be the time step defined in Definition 3. We define the L 2 -norm of the discrete gradient by
and
Lemma 2 Let D be a discretization of Ω in the sense of Definition 2 and suppose that there exists a positive constant µ such that µ D ≤ µ for all D; let δt be the time step defined in Definition 3.
(i) Then there exist positive constants C 2 and C 3 only depending on µ and d such that
(ii) Moreover, we have
Proof: We refer to Lemma 4.2 in [9] for the proof of (i). In view of the definition of the semi-norm in the space X δt D and the L 2 -norm of the discrete gradient, we deduce (ii).
Lemma 3 Let D be a discretization of Ω in the sense of Definition 2 and suppose that there exists a positive constant µ such that µ D ≤ µ for all D; there exists a positive constant
Proof: In view of Hypothesis (H 3 ) and Lemma 2, we also obtain
Setting α = KC 2 permits to complete the proof.
Definition 6 Let D be a discretization of Ω in the sense of Definition 2 and let δt be the time step defined in Definition 3. Let u δt
is an approximate solution of Problem (P).
We now state a weak compactness result for the discrete gradient.
Lemma 4 Let F be a family of discretizations of Ω in the sense of Definition 2 and suppose that there exists a positive constant µ such that
≤ C for all D ∈ F and for all δt ∈ (0, 1);
we consider the term defined by
In view of the definition of
which by (2.13) yields
Applying Cauchy-Schwarz inequality, we deduce that
(2.25)
We deduce from formulas (4.11) and (4.12) in [9] the inequality
which in turn implies that
We remark that ∑
By the regularity properties of the function ϕ, there exists C ϕ only depending on ϕ such that
(2.27) From (2.25),(2.26) and (2.27), we deduce that lim
We have that
which leads to lim
On the other hand, since
, and the uniqueness of the limit implies that the whole family
A priori estimates
Lemma 5 Let D be a discretization of Ω in the sense of Definition 2, and let δt be a time step in the interval (0, T ) in the sense of Definition 3. Let u δt
and |u
Proof: Setting v =ũ n in the scheme (2.6) and summing over n ∈ {1, ..., N} implies
which can be rewritten asĀ
Next we define
Since c is nondecreasing, it follows that Θ n K ≥ 0 for all n ∈ {1, ..., N} and K ∈ M . Moreover, we have that
where the last term is negative. Thus
Note that Θ N K is positive and Θ 0 K can be written
It implies that
In view of the hypotheses (H 1 ) and (H 4 ), we obtain
We deduce from the coercivity property in Lemma 3 that
Applying first Hölder's inequality and then Young's inequality, we deduce that there exists a positive constant Cû such that for all ε 1 > 0
As for the termC, we deduce from |g Kσ | ≤ |σ |K and Young's inequality that for all
We deduce from (3.4) thatB
We gather the inequalities (3.6)-(3.11). Then in view of Definition 4 of the space-time norm
, we deduce that
Choosing ε 1 = α/(2C 3 K) and ε 2 = α/(2K) permits to complete the proof of Lemma 5.
Existence of a discrete solution
Let µ ∈ [0, 1] and u n−1 ∈ X D ; we consider the following extended problem.
It can be shown by a similar proof as that of Lemma 5 that the solution of the extended problem (4.1) satisfies
2)
Theorem 1 (Existence of a discrete solution) The discrete problem (P D,δt ) possesses at least one solution.
Proof The extended problem (4.1) can be written as the abstract system of nonlinear equations
where H is a continuous mapping from
, for all L = K, v σ = 0 for all σ ∈ E , we obtain the equation
and setting v K = 0 for all K ∈ M , v σ = 1 and v σ = 0 for all σ = σ , we deduce the equation
Setting r = 2 C 6 δt , we deduce from (4.2) that the system (4.3) has no solution on the boundary of the ball B r of radius r for µ ∈ [0, 1].
Before pursuing the proof, we recall results due to [5, Theorem 3.1].
with Ω an open bounded set of IR n , f ∈ C(Ω ) and y / ∈ f (∂ Ω )} and let d : M → Z be the topological degree. Then d has the following properties.
( (h(t, ·) , Ω , y(t)) is independent of t whenever h : [0, 1] × Ω → IR n and y : [0, 1] → IR n are continuous and y(t) / ∈ f (t, ∂ Ω ) for every t ∈ [0, 1].
Next we denote by d(H(·, u n−1 , µ), B r , 0) the topological degree of the application H(·, u n−1 , µ) with respect to the ball B r and the right-hand side 0. For µ = 0 the system H(·, u n−1 , 0) = 0 reduces to a linear system with a positive definite matrix. Applying property (d1) in Proposition 1, we obtain d(H(·, u n−1 , 0), B r , 0) = 1.
Then, in view of the homotopy invariance of the topological degree (property (d3) in Proposition 1) we have that
As a result, in the case where µ = 1 we have that
Thus, by the property (d4) in Proposition 1, the system H(·, u n−1 , 1) is invertible. Then there exists u n such that H(·, u n−1 , 1) = 0 so that u δt D = (u n ) n∈{1,...,N} is a solution of the discrete problem (P D,δt ).
Estimates on space and time translates
In this section, we perform estimates on time and space translates of the discrete saturation.
Estimates on time translates
Let s denote the smallest integer larger or equal to s. We state without proof two technical lemmas deduced from [13] , which will be useful for proving the estimate on time translates. Lemma 6 Let T > 0, τ > 0, δt > 0 and N be a positive integer such that τ ∈ (0, T ) as well as δt = T /N. Let (γ n ) n∈N be a family of non-negative real values. Then
Lemma 7 Let T > 0, τ > 0, ζ > 0, δt > 0 and N be a positive integer such that ζ ∈ [0, τ], τ ∈ (0, T ) as well as δt = T /N. Let (γ n ) n∈N be a family of non-negative real values. Then
Lemma 8 Let u δt D be a solution of Problem (P D,δt ). There exists a positive constant C 7 only depending on µ such that for all τ ∈ (0, T ), there holds
Proof: Let p t = t + τ δt and q t = t δt , we obtain
(5.1) Since c is monotone and Lipschitz continuous, we deduce that
At first, we consider the first term on the right-hand side of (5.3). Applying Hölder's inequality yields
and in view of Lemma 2, one has
Next, we consider the second term in the right-hand side of (5.3); in view of (3.10) with
Taking the sum of (5.3) with respect to n from q t + 1 to p t and substituting (5.4) -(5.5) yields
In view of estimates (5.2)-(5.6) and lemmas 6, 7 and 5, (5.2) becomes
We obtain
We remark that there also holds that
Estimates on space translates
In this section we prove an estimate in the L 2 norm of differences of space translates of the discrete saturation. At first we state without proof the following result from [1] .
Lemma 9 Let D be a discretization of Ω in the sense of Definition 2 and let η > 0 be such that
There exist q > 2 and C 8 > 0 only depending on d, Ω and η such that
where ρ = 1 2 q − 2 q − 1 , w ∈ X 0 D , w = 0 outside Q T and · 1,2,M is defined by (2.21).
We will apply the result of Lemma 9 to Π δt Mũ δt
D . We first extend Π δt
Mũ δt D by 0 outside Q T and extend Π M P Dû by the boundary value outside Q T . Figure 3 shows how we proceed.
Lemma 10 Let D be a discretization of Ω in the sense of Definition 2 and let η > 0 be such that η ≤ d K,σ /d L,σ ≤ 1/η for all σ ∈ E int , where M σ = {K, L}. There exist q > 2 and C 9 only depending on d, Ω and η such that
Proof: From the Lipschitz continuity of c we have
. Applying Lemma 9, we deduce that there exists ρ > 0 such that
The inequality (5.8) follows from (5.9) by setting C 9 = C 8 L c . Fig. 3 Extention of functionû.
Theorem 2 Let F be a family of discretizations of Ω in the sense of Definition 2 such that there exists µ ≥ µ D for all D ∈ F and let δt ∈ (0, 1). The family (c(Π δt M u δt D )) D∈F of approximate saturations is relatively compact in L 2 (Q T ). In particular, there exists a subsequence of {c(Π δt M u δt D )}, which we denote again by {c(
as l D and δt tend to zero.
Proof: In view of Lemma 10, integrating in time we obtain
which by the inequality (2.22) and Lemma 5 yields
We combine this result with Lemma 8 to obtain
. Applying the Fréchet-Kolmogorov compactness theorem we deduce that the sequence {c(Π δt M u δt D )} is relatively compact in L 2 (Q T ). Thus, there exists a ϑ ∈ L 2 (Q T ) and a subsequence of {c(Π δt M u δt D )} which converges to ϑ strongly in L 2 (Q T ) as l D and δt tend to zero.
Lemma 11 Let F be a family of discretizations of Ω in the sense of Definition 2 and let δt ∈ (0, 1).
} be a sequence of approximate saturations which converges to a limit ϑ strongly in L 2 (Q T ) and a.e. in Q T as l D and δt tend to zero. Then ϑ = c(ū).
Proof: We deduce from the monotonicity of c that for all φ ∈ L 2 (Q T )
Because of the weak convergence of Π δt M u δt D and the strong convergence of c(Π δt M u δt D ) respectively, the expression above tends to
We divide the inequality above by δ and let δ → 0. This implies that
so that c(ū) = ϑ a.e. in Q T .
Convergence
Theorem 3 Let F be a family of discretizations of Ω in the sense of Definition 2 such that there exists µ ≥ µ D for all D ∈ F . Let δt ∈ (0, 1) and let (u δt D ) D∈F be a family of solution of Problem (P D,δt ). Then (i) There exists a functionū ∈ L 2 (Ω ) and a subsequence of
Moreoverū is a weak solution of Problem
Proof: Estimate (3.1) together with the discrete Poincaré inequality (2.23) imply that the sequences{Π δt Lemma 4.4 ]. Thus we deduce that
and thatū −û ∈ L 2 (0, T ; H 1 0 (Ω )).
By Theorem 2, there exists a function ϑ ∈ L 2 (Q T ) and a subsequence of {c(
as l D and δt tend to zero. Also applying Lemma 11 we deduce that ϑ = c(ū).
Next we prove thatū is a weak solution of Problem (P). We first introduce the function space
Let ψ ∈ Ψ and set v = P D ψ(x,t n−1 ) in (2.3). Taking the sum on n = {1, ..., N}, we obtain T T + T F + T Q = 0, with
Time evolution term Let p n = c(u n K ) and q n = ψ(x K ,t n ). Adding and subtracting ∑ K∈M |K|p N q N in the expression of T T , we deduce that
As a result, we deduce that T T = A 1 − A 2 − A 3 where
Since ψ(x,t N ) = ψ(x, T ) = 0, the first term A 1 vanishes.
Next we add and subtract ∑ K∈M K c(u 0 K )ψ(x, 0) dx to the term A 2 and compare A 2 with Ω c(u 0 (x))ψ(x, 0) dx. This yields
Applying hypothesis (H 1 ), we deduce that
, there exists a positive constant C ψ 1 , which only depends on ψ, T and Ω , such that
We conclude that the first term on the right-hand side of (6.7) converges to zero as l D tends to zero. By the definition of u 0 K in (2.2), the second term on the right-hand side of (6.7) tends to zero as l D tends to zero. Finally A 2 → Ω c(u 0 (x))ψ(x, 0) dx as l D , δt tend to zero.
Next, we add and subtract
to deduce that
For all x ∈ K and for all K ∈ M , we have
is a positive constant. Since c is bounded, the first term on the right-hand side of (6.8) tends to zero as l D , δt tend to zero. Since c(Π δt M u δt D ) strongly converges to c(ū) in L 2 (Q T ), the second term tends to zero as l D , δt tend to zero. Thus
as l D , δt tend to zero. We conclude that
Diffusion term
Next, we consider the diffusion term T F in (6.5). Adding and subtracting
, the second term on the right-hand side of (6.10) tends to zero as l D , δt tend to zero.
We denote byT F the first term on the right-hand side of (6.10). We have that
together with
In view of the regularity of ψ there holds
where C ψ 4 is a positive constant. As a result, the term ∇ D P D ψ(x,t n−1 ) − ∇ψ(x,t) L ∞ (Ω ) d tends to 0 as l D , δt tend to zero. In view of Lemma 2 and estimate (3.2), the first term on the right-hand side of (6.10) tends to zero as l D , δt tend to zero. We conclude that
Convection term
Finally we prove that the convection term T Q tends to
For this purpose, we introduce the following two terms
(6.14)
We show below that lim
We denote byT Q the term on the right-hand side of (6.15). Since |g K,σ | ≤ K|σ |, using the Cauchy-Schwarz inequality, we deduce from the Lipschitz continuity of the functions k r and c that
It follows from the definition (2.17) that (u n Kσ − u n K ) 2 ≤ (u n σ − u n K ) 2 , which together with Definition 4 and estimate (3.2) implies that the second term on the right-hand side of (6.16) is bounded. In view of the regularity properties of ψ we deduce that
As a result, we have lim
Next we consider term T 1 Q . Because of the regularity of ψ, it is easy to see that (
, we have that
Next we consider term T 2 Q .
We remark that div(K(x)∇zψ) = div(K(x)∇z)ψ + K(x)∇z∇ψ. It follows from (6.17) -(6.19) that
From (6.5), (6.9), (6.13) (6.20), we deduce thatū satisfies the weak form (1.5) for test functions ψ ∈ Ψ . Finally, we deduce from the density of the set Ψ in the set
thatū is a weak solution of the continuous problem (P) in the sense of Definition 1.
7 Numerical tests
The Hornung-Messing problem
The Hornung-Messing problem is a standard test (cf. for instance [13] ). We consider a horizontal flow in a homogeneous ground Ω = [0, 1] 2 and set T = 1. Its characteristics are given by
An analytical solution is given by We apply the SUSHI scheme using an adaptive mesh driven by the variations of the saturation. We prescribe the Neumann boundary condition deduced from (7.2) on the line x = 0 and an inhomogeneous Dirichlet boundary condition elsewhere. We use an initially square mesh, which is such that each square can be decomposed again into four smaller square elements. Whereas the standard finite volume scheme is not suited to handle such a nonconforming adaptive mesh, the SUSHI scheme is compatible with these non-conforming volume elements.
We introduce the relative error in L 2 (Q T ) between the exact and the numerical solution
3) Table 1 Number of time steps N, mesh size l D , number of unknowns N unk , the error on the solution err(u), the error on the saturation err(c(u)) and the experimental order of convergence eoc(u).
as well as the experimental order of convergence eoc i+1 (u) = log(err(u i )/err(u i+1 ))
where u i is the solution corresponding to the space discretization D i . Table 1 shows the error using a uniform square mesh with various mesh sizes and time steps in the four first lines. Note that the scheme is only first order accurate with respect to time; therefore in order to obtain second order convergence we choose δt proportional to h 2 D . We also compare the error for the approximate saturation using a uniform mesh and an adaptive mesh with a similar number of unknowns. In both cases: about 300 unknowns (line 2 -line 5) and 1200 unknowns (line 3 -line 6), the adaptive mesh compared to the fixed one provides slightly better results for the saturation c(u). The observed computational gain in relative error is rather small (about 10 − 20%), which is due to the fact that the area of high gradients of c is comparatively large.
The Haverkamp problem
We consider the case of a sand ground represented by the space domain Ω = (0, 2) × (0, 40) on the time interval [0, 600]. The parameters are given by [16] Profiles of saturation θ (p) and permeability k r (p) in the Haverkamp problem.
The functions u(p) and k r (u) in the Haverkamp problem. We use an adaptive mesh and the time step δt = 1 to perform the test. Figure 6 -(a) represents the pressure profile at various times. In this test, no analytical solution is known. Therefore we compare our numerical solution with that of Pierre Sochala [22, Fig. 2 .6, p. 35] which is obtained by means of a finite element method. Our results are quite similar to his. Figure 6-(b) shows the time evolution of the mesh at different times corresponding to the pressure profiles in Figure 6 -(a). 
