Abstract-The standard Gaussian approximation (SGA) for error analysis of direct-sequence code-division multiple-access (DS-CDMA) systems is very optimistic in many cases. Improved Gaussian approximation (IGA) is a technique that produces accurate error probabilities, but is still computationally intensive. Simplified IGA (SIGA) has complexity similar to that of SGA and, at the same time, provides sufficient accuracy. In this paper, we consider SIGA for DS-CDMA systems employing random sequences in a band-limited scenario. The validity of IGA for band-limited systems is established in a rigorous mathematical sense. Then a key parameter in SIGA is derived via a frequency-domain approach. Applications to a number of typical chip waveforms, including the popular sinc and raised-cosine pulses, are investigated. Performance comparison with IGA-based lower and upper bounds shows that SIGA yields very accurate probability of error.
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I. INTRODUCTION
T HE evaluation of bit-error probabilities for direct-sequence code-division multiple-access (DS-CDMA) systems is a problem of long interest. Over the past few decades, substantial research has been devoted to approximations [1] , bounds [2] , [3] or exact calculations [4] , [5] for the performance of DS-CDMA. Early work [1] treated the multiple-access interference (MAI) as a Gaussian random variable, and used the signal-to-noise ratio (SNR) as a single figure of merit in performance evaluation. The Gaussian approximation (GA) of this method was based on intuitive application of the central limit theorem. However, it is generally not accurate enough, since the density of MAI decays at a much slower rate than a Gaussian density for large arguments [3] . It is well known that the standard Gaussian approximation (SGA) substantially underestimates the error probability when the number of users is small and when the spreading factor is large. Accurate analysis was developed by Geraniotis et al. [4] , [5] Paper approved by M. Chiani (see also [3] ), which relied on numerical integration of the characteristic function of MAI. Unfortunately, the characteristic-function approach is computationally intensive, especially as the sequence length gets large.
To reduce the computational complexity, Morrow and Lehnert [6] proposed an improved Gaussian approximation (IGA) technique, which was derived from the fact that MAI is conditionally Gaussian as the sequence period tends to infinity. Based on this observation, Holtzman [7] introduced a simple, yet sufficiently accurate approximation to calculate the error probabilities by using an expansion of a function of random variables in differences. Holtzman's simplified IGA (SIGA) has received much attention since its publication. It was extended to unequal-power interfering users [8] , to arbitrary time-limited chip waveforms [9] , to generalized quadriphase DS-CDMA [10] , to multistage interference cancellation [11] , and to multicode CDMA [12] .
All these papers on SIGA assumed that the chip waveform is time limited to , where is the chip duration, and that the system occupies an infinite bandwidth so that the chip waveform experiences no distortion during transmission. A practical DS-CDMA system, in contrast, always involves bandlimitation filtering to restrict out-of-band radiation. For example, both the IS-95 [13] and IS-2000 [14] standards limit the bandwidth of radio frequency (RF) signals within about Hz, while wideband CDMA (WCDMA) employs square-root raised cosine (sqrt-RC) pulse shaping with a rolloff factor of 0.22. Bandlimitation filtering causes the chip waveforms to disperse over the time axis and overlap one another, which would violate the assumption of the above-referenced papers. Nearly no paper addressed SIGA in an infinite chip duration scenario before this paper was submitted. The difficulty lies in calculation of the second-order moment of the conditional variance of MAI [7] , which would contain an infinite number of terms. In this paper, this problem is solved via a frequency-domain approach. We obtain a simple formula of the second-order moment for use in SIGA. We notice that SGA for band-limited CDMA has been investigated by many authors (see, e.g., [15] - [18] ). The derivation of Viterbi [15] , [16] is, by far, the most straightforward. Nonetheless, we need to follow the method in [13] and [18] to derive SIGA in a band-limited scenario.
Interestingly, a sudden surge of analysis for band-limited DS-CDMA [26] - [30] occurred after the submission of this paper. In particular, we learned of the work by Yoon [26] which considered a similar problem by applying the Poisson sum formula. The final error-probability expressions obtained by Yoon are essentially the same as ours. However, the heuristic approach to derive the results and the associated performance comparison are unique to this paper. In addition, we provide a rigorous proof for the validity of IGA for strictly band-limited systems that was previously unavailable, thereby putting the analysis of this paper, as well as [25] - [30] , on a solid theoretic basis. Cho et al. [25] , [30] applied the Taylor series expansion to the function inherent in IGA, thereby yielding another error-rate expression different from SIGA. Besides, Yoon presented the exact performance evaluation for band-limited systems whose complexity is exponential in the spreading factor, as well as the reduced-complexity IGA, both via the characteristic-function method [28] . This paper is organized as follows. In Section II, we introduce the system model of filtered DS-CDMA with random sequences. Section III is devoted to SIGA for filtered DS-CDMA. Applications to several typical chip waveforms are described in Section IV. Section V presents numerical results and comparison with performance bounds derived from IGA.
II. SYSTEM MODEL
The asynchronous binary DS-CDMA system model is represented by Fig. 1 . There are users accessing the channel simultaneously, each of which employs a transmitter and receiver of the form illustrated in the figure. The th user generates a data signal (1) where is the data bit, and for and 0, elsewhere. The spreading sequence , generated at rate , is of infinite period. This is an appropriate model for systems employing very long sequences, such as IS-95. The spreading factor is given by . Let both and be modeled as sequences of independent and identically distributed (i.i.d.) random variables taking values on with equal probability. The impulse modulator generates an impulse each seconds. The impulses are shaped by a baseband filter of the transfer function , multiplied by an amplitude constant , and RF-modulated at carrier frequency . At the receiver end, the signal contributed by the th user is given by (2) where indicates the integer portion of , is the real chip waveform given by the inverse Fourier transform of , and and are random variables representing time delays and carrier phases that are independent and uniformly distributed on and , respectively. User 1 is considered to be the signal of interest. We set and to zero, respectively, to model perfect code and carrier tracking. The received signal is defined as (3) where is the desired signal, is the MAI due to the -additional users, given by , and is the additive white Gaussian noise (AWGN) of double-sided power spectrum density . After down converting, the received signal is passed through a matched filter , whose output is sampled at rate , despread with , and summed to yield the final decision statistic , where (4) where is the signal power, is the sampled noise at the output of the matched filter, and is the continuous-time auto-correlation function of the chip waveform, defined as (5) for a real chip pulse. To normalize the chip waveform, we assume the energy constraint . In addition, is assumed to satisfy . In the signal term , the components for will generally produce interchip interference (ICI). For sake of simplicity, we select a square-root Nyquist pulse for so that is free of ICI. Thus, we can write the signal term as (6) If does not satisfy the Nyquist criterion, the approach of [29] should be followed to take the effect of ICI into account, but nonetheless, the analytic results obtained in this paper might serve as a lower bound to the actual performance. The noise is independent from one sample to another, with the same variance . Because of the aperiodic random sequence model, the data bit in (4) can be absorbed into for the purpose of performance evaluation. Hence, the interference due to the th user can be rewritten as (7) Note that the receiver has an infinite observation interval , due to the infinite duration of . This is quite different from previous papers that considered only two partial auto-correlation functions of the chip waveform [1] - [9] .
III. ERROR PROBABILITIES
A. Justification of IGA
Before employing SIGA or IGA, we should show that the MAI is asymptotically Gaussian when certain operating conditions are given. For full-response chip waveforms that are time limited to , it was shown [6] that this is true when MAI is conditioned on chip delays, random phases, and another parameter , the number of chip boundaries within a data-bit duration where transitions occur. Holtzman's SIGA [7] was based on those conditions. Later, Torrieri [19] relaxed the conditions to eliminate the necessity of . He proved the central limit theorem is applicable as long as chip delays and carrier phases are fixed. This conclusion was also drawn in [10] by analyzing the characteristic function of MAI as tends to infinity.
Unlike the case of full-response chip waveforms, the interference in (7) of a filtered system consists of an infinite number of terms. Therefore, it is necessary to reexamine the validity of IGA for . Since the terms contain the same random sequence , , the terms are not statistically independent, even if and are given. Moreover, [19, Lemma] , crucial to proving the independence for in the full-response case, breaks down for the current problem. At this point, we have to invoke the central limit theorem for dependent random variables.
The independence assumption of the standard central limit theorem can be relaxed in many ways. In particular, IGA can be easily justified if the chip waveform is time limited to . This is a good approximation for band-limited chip waveforms as long as is sufficiently large. In fact, chip waveforms are necessarily time limited in digital hardware realization, e.g., the IS-95 pulse is time limited to [13] . A central limit theorem for -dependent sequences [23] ensures the validity of IGA for such chip waveforms. More precisely, a sequence is said to be -dependent if and are independent whenever . Because is time limited to for chip waveforms time limited to , it is seen from (7) that and do not have the same elements of if . Hence, they are statistically independent for fixed and . In the terminology of -dependency, is -dependent. Nevertheless, the theory of -dependent sequences is insufficient to justify IGA for strictly band-limited systems. We have to resort to other mathematical tools. An excellent overview of central limit theorems for various dependent random variables is available in [24] . The conventional method to check the validity of central limit theorems involves the use of mixing conditions, but the authors were unable to verify the decay-rate condition in [23] . Fortunately, by resorting to a theorem from [24] based on the Martingale theory, we managed to prove the following result in Appendix I.
Proposition 1: For DS-CDMA systems employing square-root Nyquist pulses and random sequences, if and are given, then as , the normalized MAI due to the th user converges in distribution to a Gaussian random variable with zero mean and variance (8) The necessary conditions of Proposition 1 are that and is piecewise smooth. The series in (8) converges for many non-Nyquist pulses, as well. However, the condition of convergence is unclear.
The proposition is valid for band-limited or nonband-limited systems. For band-limited systems, the rate of convergence to the Gaussian law is probably slower than that for full-response chip waveforms. As demonstrated in [24] , the rate of convergence for many types of dependent sequences is on the order of , rather than , in the i.i.d. case.
B. Moments of
To calculate the moments of , we adopt a frequency-domain representation of (8) given in [13] ( 9) where we exploit the even symmetry of for real chip waveforms.
The expectation is well known. By making use of the fact that , the second-order moment can be written as
The derivation of this paper depends heavily on the following property:
.
From (11), we have for , and zero, otherwise. Thus, we find (12) Owing to the even symmetry of , (12) can be rewritten as (13) This series converges to a finite value if the necessary conditions of Proposition 1 are satisfied. To see this, bearing in mind that the infinite sum in (13) is nothing but , and recalling from (8) that for a Nyquist pulse, we immediately have .
C. Improved Gaussian Approximation
All the Gaussian approximation techniques can be derived from the distribution of the MAI variance , where [6] . may be expressed as and is a function of the random variables and . Let and denote the mean and standard deviation of .
Observing that the MAI tends to be Gaussian when and are given, IGA improves the accuracy significantly [6] by taking advantage of the distribution of (14) SGA ignores the specific distribution of and replaces it by its mean. Finding the distribution of is not easy, as it involves convolutions of the conditional density function of the interference.
By applying a theory from perturbation analysis, Holtzman [7] approximated the above average by an expansion in differences of as a function of (15) Generally, this expression is accurate if does not deviate too much from its mean. We now return to our problem. The mean of is given by (16) while the variance is given by (17) where we have assumed the interference arising from distinct users to be mutually independent. An alternative to SIGA was proposed by Cho et al. [25] , [30] which is based on the Taylor series expansion of (14) and requires the calculation of high-order moments of . Without making any approximation, Yoon was able to evaluate IGA (14) exactly and more efficiently than [6] by the characteristic-function method [28] , but a very long time is still needed to compute the low bit-error rate.
IV. APPLICATIONS
Expressions derived in Section III are applicable to partial response as well as full-response chip waveforms. We apply the SIGA to a number of typical chip waveforms in this section. For convenience, we assume a perfectly power-controlled system, so that , , unless otherwise stated.
A. Rectangular Pulse
The first example is the conventional rectangular chip waveform. It helps to validate the correctness of the frequency-domain approach, though SIGA for this kind of chip waveform has been derived in literature.
The transfer function of a rectangular chip waveform over the interval is given by (18) where . The mean of the MAI variance is well known [16] ( 19) while the second moment is given by (20) This series converges fairly rapidly because This means that the terms in the sum of (20) decays as , so that considerable accuracy can be obtained by truncating at . Using a numerical integration, we obtain . Substituting it into (17) we arrive at (21) Though this is less than Holtzman's original result [7] ( 22) where proper normalization of and was used to render them disappear, Morrow [20] showed there is little loss in accuracy by retaining only the second-order term , which is exactly the same as ours. 
B. Band-limited Pulses:
If the bandwidth of the chip waveform is limited to , , extremely compact representation is obtained. Since and its shifted versions in frequency by a multiple of do not overlap, those terms for in (13) vanish. Therefore, (16) and (17) reduce to (23) This class has practical applications, such as the IS-95 system, as well as IS-2000. Fig. 2 illustrates the IS-95 chip waveform, truncated to duration of (delayed by for causality in realization) [13] . The IS-95 pulse is approximately a sinc function, and consequently, has a flat in-band spectrum for . There exist other techniques to generate band-limited chip waveforms. The transfer functions of two such waveforms are plotted in Fig. 3 . The main lobe square wave (MLSQ) pulse is the main lobe of a sinc function in frequency; "1/2 MLSQ" is half the main lobe of a square wave [21] . For visual ease, Fig. 3 is normalized to , but energy constraint is retained in all calculations.
The mean and variance of for these three kinds of chip waveforms are summarized in Table I . Note that the later two do not conform to the bound , for they are not Nyquist pulses. One can see that the sinc pulse has the least mean and variance of , while the MLSQ pulse has the greatest. The performance of "1/2 MLSQ" is close to that of the sinc waveform. Generally, the less flat the spectrum is, the higher the mean and variance of are. The optimality of the flat-spectrum pulse with respect to the mean of MAI variance is well known [16] , given the band-limited constraint . It can be seen from (23) that it is optimal with respect to the variance of , as well. This is expected to yield low error probabilities, because (15) grows with in regions of interest. On the other hand, the sinc pulse attains the bound with equality, thereby being the worst among the class of Nyquist pulses in terms of this quantity.
There is a little more that is worthy to be discussed about this class of band-limited pulses. It is seen from (10) that will be zero if the term is absent. It corresponds to a system with perfectly synchronized carrier phases, or a system employing BPSK modulation but quadrature phase-shift keying (QPSK) spreading, such as the IS-95 system. QPSK spreading renders the variance of MAI to be unaffected by carrier phases [13] , [16] . In this case, rather surprisingly, has no influence on (24) It implies that from an IGA perspective, the error probabilities for such a CDMA system with perfect delay tracking for interfering users are equal to that without delay tracking for interfering users. It also implies that IGA and SIGA for such a strictly band-limited CDMA system are exactly the same as SGA. That is, SGA is already accurate for IS-95-type systems, as long as the MAI is modeled as a conditionally Gaussian random variable.
C. Generalized Band-limited Pulses
The calculation of error probabilities for generalized bandlimited chip waveforms is illustrated by the sqrt-RC pulse. The RF bandwidth of the sqrt-RC pulses is , where is the rolloff factor, making overlap with two of its shifted versions. The mean and variance of for this waveform is included in Table I . When , we have and . Comparing to the sinc waveform, we find produces lower values of and , and as a result, low probability of error. The price, of course, is a wider bandwidth.
V. NUMERICAL EXAMPLES
In this section, we report the performance curves and compare SIGA to the lower and upper bounds derived from IGA [19] . The error probability (14) may be alternatively expressed by (25) where (26) is the conditional error probability for given and .
Define as the conditional error probability for given . Lower and upper bounds on can be developed for bandlimited systems in a fashion similar to [19] . First, it is evident from (9) that (27) Thus, an upper bound on is given by , where (28) Second, by using Jensen's inequality [19] , a lower bound may be obtained, 1 where
If the Jensen inequality is further used for , then we discover the interesting fact that SGA is a lower bound to , thereby also a lower bound to IGA. For chip waveforms band-limited to , , the lower bound coincides with the upper bound, again because does not overlap , . In Fig. 4 , the error probabilities of SIGA, IGA, and SGA are plotted against for the sinc waveform for , . Fig. 5 compares the error probabilities for the MLSQ waveform for , . It is apparent that SIGA produces error probabilities that are very close to IGA, but SGA is optimistic by many orders in the probability of error at high SNRs. Fig. 6 demonstrates the lower and upper bounds versus SIGA for the sqrt-RC waveform with , , . It is seen that SIGA lies between the lower and upper bounds, but SGA is much lower.
It was observed in numerical evaluation that SIGA is quite accurate with respect to the IGA-based bounds, except when . The probability of error predicted by SIGA is a little pessimistic in this case. The scenario of is of limited interest, however, because SIGA can be computed only at low SNRs. Since our analysis is accurate for small user numbers such as and , it will become more accurate as gets larger. Therefore, SIGA derived in this paper may be used with confidence in most circumstances.
The performance of a coded CDMA system with a rate-1/2, 16-state (23, 35) convolutional code is illustrated in Fig. 7 , which is subject to near-far effect with 6 dB power imbalance, i.e., , . It is assumed that and remain constant in the duration of a codeword. The error probabilities are evaluated by means of the union bound where is the free distance, is the information weight spectrum of the code, and is the pairwise error probability for two codewords at distance . may be calculated in accordance with (15) or other methods. The sum of the union bound is truncated to the first ten terms in evaluation. It is seen from Fig. 7 that with coding, SIGA still is much better than SGA.
Finally, our analysis can be extended to CDMA systems with distinct spreading and despreading chip waveforms [21] , [22] straightforwardly. For interested readers, we describe SIGA under such circumstance, using an example of the noise-whitening receiver [21] in Appendix II. Fig. 8 illustrates error probabilities of SGA and SIGA for the sinc, MLSQ, and "1/2 MLSQ" waveforms.
VI. CONCLUSIONS
This paper dealt with performance evaluation for practical DS-CDMA systems employing band-limitation filtering. We gave a strong justification for IGA of the individual MAI, based on the central limit theorems for dependent random variables. The variance of was derived via a frequency-domain approach. Applications to a number of typical chip waveforms, including sinc and sqrt-RC pulses that are popular in existing and upcoming cellular CDMA systems, were considered. Performance comparison with lower and upper bounds derived from IGA showed that SIGA yields very accurate error performance. Although the IS-95 waveform is not exactly a sinc pulse [13] , the actual performance is expected to be very close to that obtained using a sinc model. We also demonstrated that SIGA and IGA are the same for IS-95-type systems employing BPSK modulation and QPSK spreading. Another interesting result discovered in the paper is that SGA is practically a lower bound to IGA.
APPENDIX I
A. Proof of Proposition 1
Proof: To validate the convergence to Gaussian distribution for fixed and , we purposely extend the range of in (7) to so that an infinite sequence may be defined. It is not difficult to show that is stationary and ergodic.
Everything starts from a probability space with ergodic measure-preserving transformation , where is the sample space, is a field, and is the probability measure. Let denote the space of mean-square summable random sequences. The proof is achieved via an application of [24, Th. 5.3]. where the third equality follows from the property of a square-root Nyquist pulse. Hence, the series is bounded.
Since we assume a random sequence model, and are statistically independent for . Then, it can be observed from (7) that and are uncorrelated, given and . Hence, the variance of is , while the variance of is given by which is clearly independent of . Therefore, the condition that as is satisfied trivially. In accordance with Theorem 1, converges to the Gaussian distribution unless . The case only happens when or , but this leads . Combining the two cases, we arrive at the conclusion that, conditioned on and , converges to the Gaussian distribution with variance shown in (8) .
It is easily checked that the above proof process will no longer hold if contains either or . In other words, it is indeed necessary to condition on and for the validity of IGA.
APPENDIX II
A. Noise-Whitening Receiver
For chip waveforms whose spectra are not flat across the given bandwidth, it is possible to maximize SNR of the decision variable by inserting a noise-whitening filter ahead of the matched filter. Combining the two filters results in a receive filter having the dispreading waveform distinct from the spreading waveform [21] SIGA is obtained by substituting these parameters into (15)- (17) .
