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LOK¶ALIS ENERGIAM¶ODSZER KICSI RENDBEN
GERJESZTETT LI¶ENARD-EGYENLETEKRE1
K¶ANNAI ZOLT¶AN
Budapesti Corvinus Egyetem
Az x00 +f(x) ¢x0+g(x) = 0 alak¶u Li¶enard-t¶³pus¶u di®erenci¶alegyenlet kÄozponti
szerepet j¶atszik az Äuzleti ciklusok K¶aldor-Kalecki-f¶ele [3,4] ¶es Goodwin-f¶ele [2]
modelljeiben, s}ot egy a munkan¶elkÄulis¶eg ¶es v¶allalkoz¶as-ÄosztÄonz¶esek ciklikus
v¶altoz¶asait le¶³r¶o ¶ujabb modellben [1] is. De ugyanez a nemline¶aris egyen-
lett¶³pus a gerjesztett ing¶ak ¶es elektromos rezg}okÄorÄok elm¶elet¶et is felÄoleli [5].
Az ezzel kapcsolatos irodalom nagyr¶eszt a hat¶arciklusok l¶etez¶es¶et vizsg¶alja
(pl. [5]), pedig az alapvet}o stabilit¶asi k¶erd¶esek j¶oval ¶attekinthet}obb m¶odon
kezelhet}ok, s a kapott eredm¶enyek kÄozvetve a hat¶arciklusok l¶etez¶es¶enek felt¶e-
teleit is sokkal jobban be tudj¶ak hat¶arolni. Jelen dolgozatban az egyv¶altoz¶os
anal¶³zis hat¶ekony nyelvezet¶evel olyan egyszer}uen megfogalmazhat¶o eredm¶e-
nyekhez jutunk, amelyek k¶epesek kit¶ag¶³tani az Äuzleti ¶es m¶as kÄozgazdas¶agi cik-
lusok modelljeinek kereteit, illetve pl. az [1]-beli modellhez ¶ujabb szeml¶eltet}o
speci¶alis eseteket is nyerÄunk.
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1 Bevezet¶es: Stabil ¶es instabil pendulum
Az al¶abbiakban vizsg¶aland¶o Li¶enard-egyenletek relevanci¶aja nem korl¶atoz¶o-
dik hat¶arciklusok vizsg¶alat¶ara, hanem ezek az egyenletek hat¶ekonyan alkal-
mazhat¶ok olyan egyens¶ulyi vizsg¶alatok sor¶an is, amelyeket hagyom¶anyosan
line¶aris modellekkel szoktak le¶³rni, ¶am az els}orend}u kÄozel¶³t¶es jogoss¶aga t¶avol-
r¶ol sem tiszt¶azott. Erre m¶ar a legegyszer}ubb matematikai pendulum (inga)
is j¶o p¶elda, hiszen a r¶a vonatkoz¶o irodalom egy r¶esz¶eben nem is ¶erintik ezt
a k¶erd¶est. Bonyolultabb rendszerek eset¶en pedig ak¶ar m¶eg hamis k¶epet is
adhat a line¶aris kÄozel¶³t¶es. K¶es}obb m¶eg arra is l¶atunk p¶eld¶at (15. P¶elda),
hogy az
x00 + x2 ¢ x0 + x3 = 0
egyenlet orig¶obeli line¶aris kÄozel¶³t¶ese instabil, j¶ollehet az eredeti egyenlet null-
¶allapota aszimptotikusan is stabil.
ÄOsszetett t¶arsadalmi ¶es gazdas¶agi jelens¶egeket tapasztalva gyakran ¶elÄunk
,,az inga kileng" ¶es ,,az inga t¶ullendÄul" fr¶azisokkal, att¶ol a gondolatt¶ol vez¶e-
relve, hogy ugyanannak a tÄorv¶enyszer}us¶egnek a bonyolultabb arc¶at az egy-
szer}ubbel vil¶ag¶³tsuk meg. Val¶oj¶aban azonban nagyon hamar t¶ull¶epÄunk a tÄor-
v¶enyszer}us¶egek meg¶allap¶³t¶as¶an, s nem gondolunk arra, hogy mindenekel}ott
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olyan egyszer}u dologgal is tiszt¶aba kellene jÄonnÄunk, mint a matematikai pen-
dulum.
Fizikai tanulm¶anyokb¶ol ismert, hogy a matematikai pendulum mozg¶as¶at
az
x00 + sinx = 0
m¶asodrend}u di®erenci¶alegyenlet ¶³rja le. Mivel az egyenlet kÄozvetlen megol-
d¶asa viszonylag neh¶ez, ez¶ert kis kileng¶esek eset¶ere sinx ¼ x azonos¶³t¶assal ¶at
szoktak t¶erni az
x00 + x = 0
egyenletre, amit m¶ar kÄonny}u megoldani, s}ot a megold¶as¶ab¶ol kapott leng¶esid}o
nagy pontoss¶aggal esik egybe a pendulum k¶³s¶erleti ¶ert¶ekeivel. Viszont nagyon
sok olyan m¶asodrend}u egyenlettel is tal¶alkozunk, amelyeket nem hogy nem
tudunk megoldani, de m¶eg egy leegyszer}us¶³tett egyenlet sor¶an sem tudjuk k¶³-
s¶erletileg leellen}orizni, hogy az egyszer}us¶³tett egyenlet megold¶asai mennyire
pontosan kÄozel¶³tik az eredeti egyenlet megold¶asait. (Egy atomer}om}u ter-
vez¶esekor p¶eld¶aul t¶uls¶agosan k¶es}o lenne k¶³s¶erletileg veri¯k¶alni, hogy az eredeti
rendszer nem kÄovette a lineariz¶alt rendszer stabilit¶as¶at.)
K¶ezenfekv}o h¶at a k¶erd¶es: egy m¶asodrend}u egyenlet sor¶an jogos-e a line-
ariz¶al¶as, a fenti t¶³pus¶u els}orend}u kÄozel¶³t¶es? M¶ask¶eppen: az eredeti egyenlet
(rendszerre ¶at¶³rt alakja) null¶allapot¶anak stabilit¶asa leolvashat¶o-e a lineariz¶alt
rendszer null¶allapot¶anak stabilit¶as¶ab¶ol? (Ha tudniillik a v¶alasz nemleges,
akkor az eredend}oen nemline¶aris folyamat line¶aris kÄozel¶³t¶ese | abszurdum.)
A v¶alasz kett}os: egyr¶eszt l¶atni fogjuk (3 .T¶etel), hogy egy az ¶allapot els}o
deriv¶altj¶at¶ol kÄozvetlenÄul nem fÄugg}o
x00 + g(x) = 0
alak¶u egyenlet (amilyen a matematikai pendulum is) sosem lehet ¶ugy in-
stabil, hogy a lineariz¶alt rendszere stabil lenne. (g0(0) = 0 eset¶en viszont
el}ofordulhat, hogy a lineariz¶alt rendszer instabil, m¶³g az eredeti rendszer sta-
bil.) M¶asr¶eszt egy az els}o deriv¶altt¶ol is fÄugg}o egyenlet eset¶eben m¶ar el}ofor-
dulhat, hogy a lineariz¶alt rendszer ugyan stabil, de az eredeti egyenlet insta-
bil. S}ot olyan instabil null¶allapot¶u m¶asodrend}u egyenlet is l¶etezik, amely-
nek a lineariz¶al¶asa azonos a matematikai pendulum¶eval. A k¶es}obbiek sor¶an
m¶eg olyan m¶asodrend}u di®erenci¶alegyenletre is mutatunk p¶eld¶at, amelynek
null¶allapota aszimptotikusan stabil, j¶ollehet az els}orend}u kÄozel¶³t¶es instabil.
Ez mind arra mutat, hogy a pendulum eset¶eben is az els}orend}u kÄozel¶³t¶essel
val¶o helyettes¶³t¶es { minden tov¶abbi indokl¶as n¶elkÄul { jogtalan.
1. P¶elda. Vizsg¶aljuk meg az
x00 ¡ 3x2 ¢ x0 + x = 0
m¶asodrend}u egyenletet. VegyÄuk ennek az x = 0; x0 = 0 ¶allapota kÄorÄuli line¶aris
kÄozel¶³t¶es¶et, ¶es jellemezzÄuk a lineariz¶aci¶o stabilit¶as¶at! JellemezzÄuk az eredeti
egyenlet x = 0; x0 = 0 ¶allapot¶anak stabilit¶as¶at is!
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Megold¶as. Rendszerre ¶at¶³rva½
x0 = y
y0 = ¡x + 3x2y ;
ennek egyedÄuli egyens¶ulya az orig¶o. A jobb oldal deriv¶altja
h
0
¡1+6xy
1
3x2
i
,
ami a
£
0
0
¤
helyen ·
0 1
¡1 0
¸
;
teh¶at az egyenletÄunkb}ol ad¶od¶o lineariz¶alt rendszer azonos a matematikai pen-
dulum¶eval, ami stabil (persze nem vonz¶o). A Ljapunov-f¶ele direkt m¶odszerrel
megmutatjuk, hogy ennek ellen¶ere egyenletÄunk null¶allapota instabil. A
V (x; y) := ¡x2 ¡ y2 + x3y ¡ xy3
egyenl}os¶eg Ljapunov-fÄuggv¶enyt de¯ni¶al a
£
0
0
¤
pontban. Ekkor
V 0(x; y) =
£¡2x + 3x2y ¡ y3; ¡2y + x3 ¡ 3xy2¤
¶es
V 00(x; y) =
· ¡2 + 6xy 3x2 ¡ 3y2
3x2 ¡ 3y2 ¡2 ¡ 6xy
¸
;
teh¶at
V 00(0; 0) =
· ¡2 0
0 ¡2
¸
;
ami negat¶³v de¯nit m¶atrix, teh¶at V -nek az orig¶oban szigor¶u lok¶alis maxi-
muma van. Ez V (0; 0) = 0 miatt azt jelenti, hogy V negat¶³v de¯nit Ljapunov-
fÄuggv¶eny az orig¶oban. Ugyanakkor V -nek a fenti rendszer szerinti deriv¶altja
@fV (x; y) = ¡2xy + 3x2y2 ¡ y4 + 2xy ¡ x4 + 3x2y2 ¡ 6x2y2 + 3x5y ¡ 9x3y3 =
= ¡y4 ¡ x4 + 3x5y ¡ 9x3y3 :
Gondoljuk meg, hogy ez negat¶³v de¯nit az orig¶oban. Legyen
£
x
y
¤
=
£
r¢cos®
r¢sin ®
¤
(r ¸ 0), ezzel
@fV (x; y) = ¡r4 sin4 ® ¡ r4 cos4 ® + 3r6 cos5 ® sin® ¡ 9r6 cos3 ® sin3 ® =
= ¡r4 ¢ (sin4 ® + cos4 ® ¡ 3r2 cos5 ® sin® + 9r2 cos3 ® sin3 ®) :
Mivel sin4 ® + cos4 ® ¸ 12 ; ¶³gy a z¶ar¶ojelben lev}o r¶esz legal¶abb 12 ¡ 12r2; ami
r < 1
2
p
6
eset¶en pozit¶³v. Azaz 0 <
p
x2 + y2 < 1
2
p
6
eset¶en @fV (x; y) negat¶³v.
Teh¶at @fV t¶enyleg negat¶³v de¯nit az orig¶oban.
Mivel V is, @fV is negat¶³v de¯nit az orig¶oban, ez¶ert a megfelel}o Ljapunov-
t¶etel miatt a fenti rendszer, kÄovetkez¶esk¶epp m¶asodrend}u egyenletÄunk null-
¶allapota is instabil, j¶ollehet a pendulum els}orend}u kÄozel¶³t¶es¶enek megfelel}o
szok¶asos logik¶aval itt is ugyanahhoz a stabilan rezg}o rendszerhez jutn¶ank.
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2. Megjegyz¶es. A V (x; y) := x2 + y2 + x3y ¡ xy3 Ljapunov-fÄuggv¶eny
seg¶³ts¶eg¶evel a fentiekhez hasonl¶oan igazolhat¶o, hogy az
x00 + 3x2 ¢ x0 + x = 0
m¶asodrend}u egyenlet x = 0; x0 = 0 ¶allapota aszimptotikusan stabil.
3. T¶etel. Legyen G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett folytonosan
deriv¶alhat¶o fÄuggv¶eny, tov¶abb¶a G(0) = G0(0) = 0: Ekkor az
x00 + G0(x) = 0
m¶asodrend}u egyenletnek az orig¶o soha nem lehet vonz¶o egyens¶ulya, tov¶abb¶a
² ha G-nek 0-ban szigor¶u lok¶alis minimuma van (speci¶alisan ha G0 a 0-
ban (¡;+)-el}ojelet v¶alt), akkor az orig¶o stabil;
² ha G0 a 0-ban (+;¡)-el}ojelet v¶alt akkor az orig¶o instabil.
KÄovetkez¶esk¶epp, ha G k¶etszer folytonosan deriv¶alhat¶o ¶es G00(0) 6= 0; akkor az
egyenlet stabilit¶asa ekvivalens a megfelel}o
x0 = y
y0 = ¡G00(0) ¢ x
lineariz¶alt rendszer stabilit¶as¶aval.
Bizony¶³t¶as. Az egyenletet ¶³rjuk ¶at rendszerr¶e:
x0 = y
y0 = ¡G0(x)
¶es tekintsÄuk ehhez a
V (x; y) := G(x) +
1
2
y2
Ljapunov-fÄuggv¶enyt. Ennek a jobb oldal szerinti deriv¶altja
G0(x) ¢ y + y ¢ (¡G0(x)) = 0
(teh¶at V a rendszernek egy ¶un. els}o integr¶alja). Ez azt jelenti, hogy az
egyenletnek a 0 egy alkalmas kÄornyezet¶eben halad¶o tetsz}oleges x megold¶as¶ara
G(x(t)) +
1
2
(x0(t))2 = konstans ;
¶³gy x0(0) 6= 0; x(0) = 0 eset¶en x(t) ¶es x0(t) nem tarthat egyidej}uleg 0-hoz.
Ez¶ert a rendszer (¶es ¶³gy az egyenlet) null¶allapota nem lehet vonz¶o.
TekintsÄuk most az 1. esetet, azaz amikor G-nek 0-ban szigor¶u lok¶alis mi-
nimuma van. Ekkor V nyilv¶an pozit¶³v de¯nit az orig¶oban, ¶³gy a jobb oldal
szerinti deriv¶alt nulla volta miatt a rendszer (¶es ¶³gy az egyenlet) null¶allapota
stabil.
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V¶egÄul tekintsÄuk a 2. esetet. Ekkor
W (x; y) := ¡xy
az orig¶oban inde¯nit Ljapunov-fÄuggv¶eny, amelynek a rendszer szerinti de-
riv¶altja
¡y2 + x ¢ G0(x) ;
ami az orig¶oban negat¶³v de¯nit, hiszen x ¢ G0(x)-nek 0-ban szigor¶u lok¶alis
maximuma van. ¶Igy Ljapunov megfelel}o instabilit¶asi t¶etele miatt a rendszer
(¶es ¶³gy az egyenlet) null¶allapota instabil. 2
4. KÄovetkezm¶eny. A matematikai pendulumra vonatkoz¶o x00 + sinx = 0
egyenlet null¶allapota stabil, de nem vonz¶o.
5. P¶elda.A fenti t¶etel alapj¶an az
x00 + x3 = 0
egyenlet null¶allapota stabil (nem vonz¶o); az
x00 ¡ x3 = 0
egyenlet null¶allapota pedig instabil. MegjegyezzÄuk, hogy mindk¶et egyenlet rend-
szerre val¶o ¶at¶³r¶as¶anak orig¶obeli line¶aris kÄozel¶³t¶ese
£
0
0
1
0
¤
, ami instabil.
A fenti t¶etelb}ol az is kÄovetkezik, hogy ha G-nek 0-ban szigor¶u lok¶alis mi-
nimuma van, akkor az x00 + G0(x) = 0 egyenlet x(0) = x0(0) = 0 megold¶asa
egy¶ertelm}u. Ez az¶ert ¶erdekes, mert ha G0 csak folytonos, akkor az egyen-
letre nem alkalmazhat¶o a Picard-LindelÄof-f¶ele egzisztenciat¶etel, amelyb}ol az
egy¶ertelm}us¶eg szok¶asosan tudhat¶o.
6. KÄovetkezm¶eny. Legyen G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett
folytonosan deriv¶alhat¶o fÄuggv¶eny, tov¶abb¶a G(0) = G0(0) = 0: Ha G-nek 0-ban
szigor¶u lok¶alis minimuma van, akkor az
x00 + G(x) = 0
x(0) = x0(0) = 0
Cauchy-feladat megold¶asa a pozit¶³v f¶elegyenesen egy¶ertelm}u.
7. P¶elda. Ha G-re nem tesszÄuk fÄol a fenti kÄovetkezm¶enyben szerepl}o mini-
malit¶asi felt¶etelt, m¶ar nem csak a stabilit¶as, de a sz¶obanforg¶o Cauchy-feladat
egy¶ertelm}us¶ege is s¶erÄulhet. P¶eld¶aul az
x00 ¡ 4
3
¢ 3px = 0
x(0) = x0(0) = 0
feladatnak tetsz}oleges ® < 0 < ¯ eset¶en megold¶asa az
x(t) =
8<:
2
p
2
27
(t ¡ ®)3 ha t · ®
0 ha ® < t · ¯
2
p
2
27 (t ¡ ¯)3 ha ¯ < t
fÄuggv¶eny.
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2 Li¶enard-egyenletek stabilit¶asa
Legyenek F; G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett folytonosan
deriv¶alhat¶o fÄuggv¶enyek, tov¶abb¶a F (0) = G(0) = 0: A
(1) x00 + F 0(x) ¢ x0 + G0(x) = 0
m¶asodrend}u di®erenci¶alegyenletet Li¶enard-t¶³pus¶u egyenletnek nevezzÄuk.
P¶eld¶aul az el}oz}o szakaszban t¶argyalt x00 §3x2 ¢x0+x = 0 ¶es x00+G0(x) = 0
egyenlet is Li¶enard-t¶³pus¶u (teh¶at a matematikai pendulum egyenlete is az).
Ezekkel Li¶enard-egyenlet x = x0 = 0 egyens¶uly¶anak instabilit¶as¶ara, aszimp-
totikus stabilit¶as¶ara, s}ot vonz¶as n¶elkÄuli stabilit¶as¶ara is van m¶ar p¶eld¶ank. S}ot
F ´ 0 eset¶en az egyens¶uly soha nem lehet vonz¶o.
Az (1) egyenlet az y := x0 + F ± x de¯n¶³ci¶oval ekvivalens a
(2)
½
x0 = y ¡ F (x)
y0 = ¡G0(x)
rendszerrel, amelyet Li¶enard-f¶ele rendszernek mondunk. (1) az y := x0
de¯n¶³ci¶oval ekvivalens a
(3)
½
x0 = y
y0 = ¡F 0(x)y ¡ G0(x)
rendszerrel is. F (0) = 0 miatt az orig¶o pontosan akkor egyens¶ulyi helye ak¶ar
(2)-nek, ak¶ar (3)-nak, ha G0(0) = 0: Ekkor az orig¶ot a (1) egyenlet egyens¶ulyi
hely¶enek vagy null¶allapot¶anak is mondjuk.
2.1 Egy elemi el¶egs¶eges felt¶etel
8. ¶All¶³t¶as. TegyÄuk fÄol, hogy G0(0) = 0: Ha
1. 0-ban G-nek szigor¶u lok¶alis minimuma van, F ¢ G0-nek pedig lok¶alis
minimuma, akkor (1)-nek az orig¶o stabil egyens¶ulya;
2. F 0(0) > 0; tov¶abb¶a 0-ban G0 negat¶³vr¶ol pozit¶³vra el}ojelet v¶alt, akkor
(1)-nek az orig¶o aszimptotikusan stabil egyens¶ulya;
3. G k¶etszer is folytonosan deriv¶alhat¶o, tov¶abb¶a G00(0) < 0 vagy F 0(0) < 0;
akkor (1)-nek az orig¶o instabil egyens¶ulya.
Bizony¶³t¶as. Az orig¶o egyens¶ulya (1)-nek. Az 1. esetben (2)-hÄoz
V (x; y) := G(x) +
1
2
y2
az orig¶oban pozit¶³v de¯nit Ljapunov-fÄuggv¶eny. Ennek (2) szerinti deriv¶altja
@(2)V (x; y) = G
0(x) ¢ y ¡ G0(x) ¢ F (x) + y ¢ (¡G0(x)) = ¡F (x) ¢ G0(x) · 0 ;
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teh¶at @(2)V az orig¶oban negat¶³v szemide¯nit, ¶³gy Ljapunov megfelel}o sta-
bilit¶asi t¶etele miatt az orig¶o stabil.
2. eset¶en (3)-hoz
W (x; y) := 4G(x) + y2 + (y + F (x))2
pozit¶³v de¯nit Ljapunov-fÄuggv¶eny az orig¶oban, amelynek gradiense
W 0(x; y) = [ 4G0(x) + 2(y + F (x)) ¢ F 0(x) ; 4y + 2F (x) ] ;
tov¶abb¶a (3) szerinti deriv¶altja
@(3)W (x; y) = ¡2G0(x) ¢ F (x) ¡ 2F 0(x) ¢ y2 ;
ami F 0(0) > 0 ¶es G0 sz¶obanforg¶o el}ojelv¶alt¶asa miatt negat¶³v de¯nit. ¶Igy
Ljapunov megfelel}o t¶etele miatt az orig¶o aszimptotikusan stabil.
3. eset¶en (2) jobboldal¶anak Jacobi-m¶atrixa az orig¶oban· ¡F 0(0) 1
¡G00(0) 0
¸
;
amelynek saj¶at¶ert¶ek-egyenlete ¸2 + F 0(0) ¢ ¸ + G00(0) = 0; teh¶at a (komplex)
saj¶at¶ert¶ekek
¸1;2 =
¡F 0(0) § p(F 0(0))2 ¡ 4G00(0)
2
:
Mivel G00(0) < 0 vagy F 0(0) < 0; ez¶ert legal¶abb az egyik saj¶at¶ert¶ek pozit¶³v
val¶os r¶esz}u. ¶Igy Ljapunov megfelel}o line¶aris kÄozel¶³t¶esi t¶etele miatt az orig¶o
instabil. 2
9. KÄovetkezm¶eny. Ha
² vagy G0(0) = 0 ¶es 0-ban G-nek szigor¶u lok¶alis minimuma van, F ¢G0-nek
pedig lok¶alis minimuma;
² vagy G k¶etszer is folytonosan deriv¶alhat¶o,
akkor az
x00 + F 0(x) ¢ x0 + G0(x) = 0
x(0) = x0(0) = 0
Cauchy-feladat megold¶asa a pozit¶³v f¶elegyenesen egy¶ertelm}u.
Bizony¶³t¶as. Az els}o esetben az orig¶o stabil, teh¶at egy¶ertelm}u megold¶asa is
(2)-nek a
£
0
0
¤
kezdeti felt¶etel mellett. A m¶asodik esetben (2) jobb oldala foly-
tonosan deriv¶alhat¶o, ¶³gy a Picard-LindelÄof-f¶ele egzisztenciat¶etel ¶ertelm¶eben
ugyanez az egy¶ertelm}us¶eg igaz. Innen a Cauchy-feladat egy¶ertelm}us¶ege m¶ar
trivi¶alis. 2
10. P¶elda. (van der Pol-oszcill¶ator) Vizsg¶aljuk meg adott ¹ 2 IR mellett az
x00 + ¹ ¢ (x2 ¡ 1) ¢ x0 + x = 0
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¶un. van der Pol-egyenlet x = 0; x0 = 0 egyens¶ulyi ¶allapot¶anak stabilit¶as¶at!
Megold¶as. Jelen esetben F (x) = ¹ ¢ (x33 ¡ x) ¶es G(x) = x
2
2 ; ¶³gy F
0(0) = ¡¹
¶es G00(0) = 1:
1. eset: ¹ < 0 eset¶en F 0(0) > 0 ¶es G0 negat¶³vr¶ol pozit¶³vra el}ojelet v¶alt,
teh¶at a null¶allapot a fenti ¶all¶³t¶as alapj¶an aszimptotikusan stabil.
2. eset: ¹ > 0 eset¶en F 0(0) < 0; teh¶at a null¶allapot a fenti ¶all¶³t¶as alapj¶an
instabil.
3. eset: ¹ = 0 eset¶en az egyenlet harmonikus rezg}o mozg¶asba megy ¶at
(line¶aris), aminek a null¶allapota kÄozismerten stabil, de nem vonz¶o.
2.2 Egy ¶elesebb elegend}o felt¶etel
Az al¶abbi ¶all¶³t¶asban az !-hat¶arhalmazok invarianci¶aj¶at is haszn¶aljuk.
11. ¶All¶³t¶as. Legyen F folytonosan deriv¶alhat¶o, G pedig k¶etszer folytonosan
deriv¶alhat¶o. Ha 0-ban mind G-nek, mind pedig F ¢ G0-nek szigor¶u lok¶alis
minimuma van, akkor (1)-nek az orig¶o aszimptotikusan stabil egyens¶ulya. Ha
ezenfelÄul 0-ban F ¢ G0-nek szigor¶u glob¶alis minimuma is van, akkor az orig¶o
glob¶alisan is vonz¶o.
Bizony¶³t¶as. Az el}oz}o ¶all¶³t¶asban az orig¶oban pozit¶³v de¯nit
V (x; y) := G(x) +
1
2
y2
Ljapunov-fÄuggv¶ennyel m¶ar igazoltuk, hogy a (2) rendszernek az orig¶o stabil
egyens¶ulya. M¶ar csak azt kell igazolnunk, hogy (2)-nek az orig¶o egy alkalmas
kÄornyezet¶eb}ol indul¶o megold¶asai a +1-ben tartanak az orig¶ohoz. Legyen
"0 > 0 olyan sz¶am, hogy 0 < jxj < "0 eset¶en 0 < F (x) ¢ G0(x): A m¶ar igazolt
stabilit¶as miatt van olyan ±0 > 0 sz¶am, hogy b¶armely x
2(0) + y2(0) · ±20
tulajdons¶ag¶u
h
x
y
i
megold¶asra minden t ¸ 0 mellett x2(t)+y2(t) < "20: Namost
olyan ±1 > 0 sz¶am is l¶etezik, hogy b¶armely x
2(0) + y2(0) · ±21 tulajdons¶ag¶uh
x
y
i
megold¶asra minden t ¸ 0 mellett x2(t)+y2(t) · ±20: Egy ilyen megold¶asra
d
dt
V (x(t); y(t)) = @(2)V (x(t); y(t)) = ¡F (x(t)) ¢ G0(x(t)) · 0 ;
teh¶at V (x(¢); y(¢)) monoton fogy¶o. Ekkor
® := lim
t!+1 V (x(t); y(t)) ¸ 0
v¶alaszt¶assal minden
h
»
´
i
2 - eset¶en hat¶ar¶atmenettel azonnal ad¶odik, hogy
V (»; ´) = ® (ahol - az
h
x
y
i
megold¶as !-hat¶arhalmaza). Mivel ez invari¶ans
halmaza a (2) rendszernek, ez¶ert egy ilyen
h
»
´
i
pontb¶ol indul¶o
h
x1
y1
i
megold¶asra
minden t ¸ 0 mellett
h
x1(t)
y1(t)
i
2 - miatt
V (x1(t); y1(t)) = ® ;
 
 
 
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teh¶at V (x1(t); y1(t)) konstans. Ez¶ert minden t ¸ 0-ra
0 =
d
dt
V (x1(t); y1(t)) = @(¤¤)V (x1(t); y1(t)) = ¡F (x1(t)) ¢ G0(x1(t)) :
Ugyanakkor ±1 v¶alaszt¶asa miatt hat¶ar¶atmenettel »2 + ´2 · ±20; ¶³gy minden
t ¸ 0-ra x21(t) + y21(t) < "20; ez¶ert "0 v¶alaszt¶asa miatt F (x1(t)) ¢ G0(x1(t)) = 0
alapj¶an x1(t) = 0: Innen persze y1(t) = x01(t) = 0 is fenn¶all minden t > 0
mellett. Teh¶at
h
x1
y1
i
a (2) rendszer null¶allapota, speci¶alisan
h
»
´
i
=
£
0
0
¤
. Ezzel
¶eppen azt mutattuk meg, hogy
- =
½·
0
0
¸¾
:
Innen pedig
h
x
y
i
korl¶atos volta miatt azonnal ad¶odik, hogy
h
x
y
i
a +1-ben
tart az orig¶ohoz. Ezzel igazoltuk a (2) rendszer null¶allapot¶anak vonz¶o volt¶at
is.
H¶atra van m¶eg a glob¶alis vonz¶asra vonatkoz¶o ¶all¶³t¶as igazol¶asa. Ez viszont
a m¶ar bizony¶³tottakb¶ol "0 = ±0 = ±1 = +1 mellett kÄovetkezik. 2
12. KÄovetkezm¶eny. Legyen F folytonosan deriv¶alhat¶o, G pedig k¶etszer
folytonosan deriv¶alhat¶o. Ha 0-ban mind G-nek, mind pedig F ¢G0-nek szigor¶u
lok¶alis minimuma van, akkor (1)-nek az orig¶o alkalmas kÄornyezet¶en belÄul nem
alakulhat ki sem ciklusa, sem hat¶arciklusa. Ha ezenfelÄul 0-ban F ¢ G0-nek
szigor¶u glob¶alis minimuma is van, akkor (1)-nek nem l¶etezhet semmilyen cik-
lusa, sem hat¶arciklusa.
13. Megjegyz¶es. Egy kor¶abbi megjegyz¶esben szerepl}o x00 + 3x2 ¢ x0 + x = 0
egyenlet null¶allapot¶anak aszimptotikus stabilit¶asa a fenti ¶all¶³t¶asb¶ol is kÄovet-
kezik. (De a szint¶en t¶argyalt x00 ¡ 3x2 ¢ x0 + x = 0 egyenlet null¶allapot¶anak
instabilit¶asa a legut¶obbi k¶et ¶all¶³t¶as egyik¶eb}ol sem kÄovetkezik.)
14. P¶elda. Vizsg¶aljuk meg tetsz}oleges n 2 IN mellett az
x00 + x2n ¢ x0 + x = 0
Li¶enard-egyenlet null¶allapot¶anak stabilit¶as¶at!
Megold¶as. Jelen esetben F (x) = 12n+1x
2n+1 ¶es G(x) = 12x
2: Teh¶at G-nek
¶es F (x) ¢ G0(x) = 12n+1x2n+2-nek is 0-ban szigor¶u lok¶alis minimuma van, ¶³gy
a fenti ¶all¶³t¶as ¶ertelm¶eben az egyenlet null¶allapota aszimptotikusan stabil.
A kÄovetkez}o p¶elda azt mutatja, hogy m¶ar Li¶enard-egyenletek kÄor¶eben is
vannak olyanok, amelyek null¶allapota annak ellen¶ere aszimptotikusan stabil,
hogy az orig¶obeli line¶aris kÄozel¶³t¶es instabil.
15. P¶elda. Hat¶arozzuk meg az
x00 + x2 ¢ x0 + x3 = 0
 
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Li¶enard-egyenlet null¶allapot¶anak stabilit¶as¶at! Pr¶ob¶alkozzunk el}oszÄor lineari-
z¶al¶assal!
Megold¶as. Az egyenlet (3) alakja½
x0 = y
y0 = ¡x2y ¡ x3 :
A jobb oldal orig¶obeli Jacobi-m¶atrixa·
0 1
0 0
¸
;
amelyhez instabil line¶aris rendszer tartozik. Ugyanakkor most F (x) = 1
3
x3 ¶es
G(x) = 1
4
x4; ¶³gy F (x) ¢G0(x) = 1
3
x6; teh¶at mind G-nek, mind pedig F ¢G0-nek
0-ban szigor¶u lok¶alis minimuma van, ez¶ert a fenti ¶all¶³t¶as miatt az egyenlet
null¶allapota aszimptotikusan stabil.
3 Kv¶azipendulumok
A fenti k¶et ¶all¶³t¶as t¶avolr¶ol sem fedi le az Äosszes Li¶enard-egyenlet stabilit¶asi
vizsg¶alat¶at; nemcsak a m¶ar eml¶³tett x00 ¡ 3x2 ¢ x0 + x = 0 egyenletre nem
alkalmazhat¶ok, de az x00 + x ¢ x0 + x = 0 vagy x00 + (2x ¡ 3x2) ¢ x0 +
x = 0 Li¶enard-egyenletekre sem. Az al¶abbiakban ezekhez n¶emileg hasonl¶o
Li¶enard-egyenleteket vizsg¶alunk. Ezekkel ¯zikai relevanci¶ajukon t¶ul f}o c¶elunk,
hogy ¶³zel¶³t}ot adjunk a legtrivi¶alisabb esetekn¶el egy fokkal m¶ar Äosszetettebb
Ljapunov-fÄuggv¶enyek keres¶es¶enek |bizonyos ¶ertelemben| nagyon is term¶e-
szetes logik¶aj¶ab¶ol. El}obb azonban k¶et technikai meg¶allap¶³t¶ast teszÄunk.
16. Megjegyz¶es. Legyen p pozit¶³v eg¶esz, k; j pedig olyan nemnegat¶³v eg¶eszek,
amelyekre k + j > 2p: Ekkor
lim
x2+y2!0
xkyj
(x2 + y2)p
= 0 :
Bizony¶³t¶as. jxj ; jyj · px2 + y2 alapj¶an trivi¶alis.
17. Megjegyz¶es. Legyen r : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett
n-edrendben kicsi fÄuggv¶eny, azaz
lim
x!0
r(x)
xn
= 0
(n 2 IN): Ekkor tetsz}oleges k¶etv¶altoz¶os, konstans tag n¶elkÄuli val¶os p polinom-
ra
lim
x2+y2!0
r(x) ¢ p(x; y)
(x2 + y2)
n+1
2
= 0 :
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Bizony¶³t¶as. jxj ·
p
x2 + y2 alapj¶an lim
x!0
r(x)p
x2+y2
n = 0: Ugyanakkor a
k + j ¸ 1 tulajdons¶ag¶u k; j ¸ 0 eg¶eszekre x2 + y2 6= 0 eset¶en
0 ·
¯¯¯¯
¯ xkyjpx2 + y2
¯¯¯¯
¯ = jxjk jyjjpx2 + y2 ·
p
x2 + y2
k+jp
x2 + y2
;
ami a hi¶anyos egys¶eggÄombÄon korl¶atos. Emiatt persze
p(x; y)p
x2 + y2
is korl¶atos a hi¶anyos egys¶eggÄombÄon. Innen lim
x!0
r(x)p
x2+y2
n = 0 alapj¶an azonnal
ad¶odik az ¶all¶³t¶as. 2
18. P¶elda. KeressÄunk Ljapunov-fÄuggv¶enyt az
(4)
½
x0 = y ¡ Ax2 ¡ Bx3
y0 = ¡x
rendszer stabilit¶as¶anak vizsg¶alat¶ahoz (A;B 2 IR; B 6= 0 adott sz¶amok)!
Megold¶as. A Ljapunov-fÄuggv¶enyt tÄobb l¶ep¶esben tal¶aljuk meg. Els}o kÄoze-
l¶³t¶esben a legegyszer}ubb Ljapunov-fÄuggv¶eny (az egyedÄul nulladrendben kicsi
y $ ¡x tagok kiejt¶es¶ere) a norman¶egyzet:
V0(x; y) := x
2 + y2 :
Ennek (4) szerinti deriv¶altja
2x ¢ (y ¡ Ax2 ¡ Bx3) ¡ 2yx = ¡2Ax3 ¡ 2Bx4 ;
ami m¶ar csak m¶asodrendben kicsi tagokat tartalmaz, persze ez m¶eg nem
j¶o nekÄunk. Viszont V0-hoz vehetÄunk ¶ujabb tagokat ¶ugy, hogy (4) szerinti
deriv¶altjaik kiejts¶ek a legalacsonyabbfok¶u x3-Äos tagot. (Itt k¶et lehet}os¶eg kÄozt
kell v¶alasztanunk; ÄugyeljÄunk r¶a, hogy ne az eredeti tagokb¶ol ,,faragjunk le".)
A
¡2Ax2y
¶uj taggal ez teljesÄul is. Persze ehhez m¶eg ¶ujabb tagot kell hozz¶avennÄunk,
hiszen ezzel a (4) szerinti deriv¶altba bejÄott az ¶ujabb harmadfok¶u ¡4Axy2
tag. Ennek elimin¶al¶as¶ara viszont megfelel a ¡43Ay3 tag, ami a (4) szerinti
deriv¶al¶askor m¶ar nem hoz be ¶ujabb ,,kellemetlen" tagot. Legyen h¶at
V1(x; y) := V0(x; y) ¡ 2Ax2y ¡ 4
3
Ay3 ;
ennek (4) szerinti deriv¶altja teh¶at
4A2x3y ¡ 2Bx4 + 4ABx4y ;
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ami m¶ar csak harmadrendben kicsi tagokat tartalmaz. Viszont ez sem pozit¶³v,
sem negat¶³v de¯nit (amelyre alkalmazhat¶o volna valamelyik Ljapunov-t¶etel).
V1-hez teh¶at veszÄunk m¶eg ¶ujabb tagokat: egyet, ami a (4) szerinti deriv¶al¶as
sor¶an kiejti a ¡2Bx4 tag fel¶et, ¡Bx4-t (az¶ert nem az eg¶eszet, mert az-
zal deriv¶al¶askor semmik¶eppen nem jutn¶ank de¯nit Ljapunov-fÄuggv¶enyhez);
¶es egy m¶asikat, amelyik kiejti a 4A2x3y tagot. Erre megfelel 2A2x2y2 ¡
Bx3y: Viszont a (4) szerinti deriv¶al¶askor ezek az ¶ujabb negyedfok¶u 4A2xy3 ¡
3Bx2y2 r¶eszt hozza be, ami vegyes tagokb¶ol ¶all. Ezeket ¶ujabb tagokkal fogjuk
elimin¶alni, nevezetesen A2y4 ¡ Bxy3 hozz¶aad¶as¶aval, amely a deriv¶al¶askor |
a negyedrendben kicsi ¶es az elimin¶al¶o tagokon k¶³vÄul| m¶ar csak a ¡Bx4 ¶uj
tagot hozza be. Teh¶at legyen
V2(x; y) := V1(x; y) + 2A
2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3 =
= x2 + y2 ¡ 2Ax2y ¡ 4
3
Ay3 + 2A2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3 :
Mivel az els}o k¶et tag kiv¶etel¶evel V2 legal¶abb harmadfok¶u tagokb¶ol ¶all, ¶³gy a
16. Megjegyz¶es ¶ertelm¶eben
lim
x2+y2!0
V2(x; y)
x2 + y2
= lim
x2+y2!0
x2 + y2
x2 + y2
+ 0 = 1 :
Ez¶ert az orig¶o egy alkalmas hi¶anyos kÄornyezet¶eben V2 pozit¶³v, teh¶at V2 pozit¶³v
de¯nit. Tov¶abb¶a
V 02(x; y) =
·
2x ¡ 4Axy + 4A2xy2 ¡ 3Bx2y ¡ By3 ;
2y ¡ 2Ax2 ¡ 4Ay2 + 4A2x2y ¡ Bx3 + 4A2y3 ¡ 3Bxy2
¸T
:
¶Igy V2-nek (4) szerinti deriv¶altja
@(4)V2(x; y) = 2xy ¡ 4Axy2 + 4A2xy3 ¡ 3Bx2y2 ¡ By4¡
¡2Ax3 + 4A2x3y ¡ 4A3x3y2 + 3ABx4y + ABx2y3¡
¡2Bx4 + 4ABx4y ¡ 4A2Bx4y2 + 3B2x5y + B2x3y3¡
¡2xy + 2Ax3 + 4Axy2 ¡ 4A2x3y + Bx4 ¡ 4A2xy3 + 3Bx2y2 =
= ¡By4 ¡ Bx4 ¡ 4A3x3y2 + 3ABx4y + ABx2y3+
+4ABx4y ¡ 4A2Bx4y2 + 3B2x5y + B2x3y3 :
Teh¶at
@(4)V2(x; y) = ¡B(x4 + y4) + R(x; y) ;
ahol az R(x; y) k¶etv¶altoz¶os polinom ÄotÄod- ¶es hatodfok¶u tagokb¶ol ¶all. ¶Igy a
16. Megjegyz¶es alapj¶an
lim
x2+y2!0
R(x; y)
(x2 + y2)2
= 0 :
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Eszerint van olyan ± > 0 sz¶am, hogy 0 < x2 + y2 < ±2 eset¶en
jR(x; y)j · jBj
4
(x2 + y2)2 ;
ez esetben x4 + y4 ¸ 1
2
(x2 + y2)2 miatt @(4)V2(x; y) = ¡B(x4 + y4) + R(x; y)
el}ojele megegyezik ¡B(x4 + y4) el}ojel¶evel. Nevezetesen, a 0 < x2 + y2 < ±2
hi¶anyos gÄombben
² B > 0 eset¶en @(4)V2(x; y) negat¶³v, teh¶at ekkor @(4)V2 negat¶³v de¯nit
Ljapunov-fÄuggv¶eny;
² B < 0 eset¶en @(4)V2(x; y) pozit¶³v, teh¶at ekkor @(4)V2 pozit¶³v de¯nit
Ljapunov-fÄuggv¶eny.
Ez V2 pozit¶³v de¯nit volta miatt azt jelenti, hogy
² B > 0 eset¶en a (4) rendszernek az orig¶o aszimptotikusan stabil egyens¶ulya;
² B < 0 eset¶en pedig (4)-nek az orig¶o instabil egyens¶ulya.
Mostant¶ol legyen F : IR ! IR a 0-ban h¶aromszor deriv¶alhat¶o fÄuggv¶eny ¶es
F (0) = 0.
19. De¯n¶³ci¶o. Az
(5) x00 + F 0(x) ¢ x0 + x = 0
Li¶enard-t¶³pus¶u di®erenci¶alegyenletet kv¶azipendulumnak nevezzÄuk. (Ennek
line¶aris kÄozel¶³t¶ese ugyanaz, mint a pendulum¶e.)
Az (5) egyenlet az y := x0 + F ± x de¯n¶³ci¶oval ekvivalens a
(6)
½
x0 = y ¡ F (x)
y0 = ¡x
rendszerrel. Ennek az orig¶o az egyetlen egyens¶ulyi pontja, tov¶abb¶a adott
kezdeti felt¶etelhez tartoz¶o megold¶asa egy¶ertelm}u.
20. T¶etel.
² Ha vagy F 0(0) > 0; vagy F 0(0) = 0 ¶es F 000(0) > 0; akkor (5) null¶allapota
aszimptotikusan stabil.
² Ha vagy F 0(0) < 0; vagy F 0(0) = 0 ¶es F 000(0) < 0; akkor (5) null¶allapota
instabil.
Bizony¶³t¶as. A jobb oldal deriv¶altja
h
¡F 0(x)
¡1
1
0
i
; ami az orig¶oban· ¡F 0(0) 1
¡1 0
¸
:
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Innen azonnal F 0(0) > 0 eset¶en a null¶allapot aszimptotikusan stabil, F 0(0) <
0 eset¶en pedig instabil.
H¶atra van m¶eg az F 0(0) = 0 eset. Mivel F (0) is 0; ¶³gy a L'H}opital-
szab¶aly alapj¶an kÄozismerten van olyan r : DF ! IR a 0-ban harmadrendben
kicsi fÄuggv¶eny, hogy minden x 2 DF -re
F (x) = Ax2 + Bx3 + r(x) ;
ahol A = 1
2
F 00(0) ¶es B = 1
6
F 000(0) 6= 0: Ezzel (6) a
(7)
½
x0 = y ¡ Ax2 ¡ Bx3 ¡ r(x)
y0 = ¡x
alakot Äolti. Mivel a jobboldal csak az els}o komponensben egy harmadrendben
kicsi tagban t¶er el a m¶ar t¶argyalt (4) rendszert}ol, ez¶ert k¶ezenfekv}o az ahhoz
megfelel}onek bizonyult
V (x; y) := x2 + y2 ¡ 2Ax2y ¡ 4
3
Ay3 + 2A2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3
pozit¶³v de¯nit Ljapunov-fÄuggv¶enyt tekinteni. V -nek a legut¶obbi p¶eld¶aban
m¶ar kisz¶amolt (4) szerinti deriv¶altja
@(4)V (x; y) = ¡B(x4 + y4) + R(x; y) ;
ahol
lim
x2+y2!0
R(x; y)
(x2 + y2)2
= 0 :
Ugyanakkor nyilv¶anval¶o, hogy
@(6)V (x; y) ¡ @(4)V (x; y) = @1V (x; y) ¢ r(x) ;
s mivel @1V (x; y) konstans tagot nem tartalmaz¶o k¶etv¶altoz¶os polinom, to-
v¶abb¶a r az orig¶oban harmadrendben kicsi, ez¶ert a 17. Megjegyz¶esb}ol
lim
x2+y2!0
@1V (x; y) ¢ r(x)
(x2 + y2)2
= 0 :
Eszerint van olyan k¶etv¶altoz¶os q fÄuggv¶eny, amelyre
@(6)V (x; y) = ¡B(x4 + y4) + q(x; y)
¶es
lim
x2+y2!0
q(x; y)
(x2 + y2)2
= 0 :
Eszerint van olyan ± > 0 sz¶am, hogy 0 < x2 + y2 < ±2 eset¶en
jq(x; y)j · jBj
4
(x2 + y2)2 ;
ez esetben x4 + y4 ¸ 12 (x2 + y2)2 miatt @(6)V (x; y) = ¡B(x4 + y4) + q(x; y)
el}ojele megegyezik ¡B(x4 + y4) el}ojel¶evel. Nevezetesen, a 0 < x2 + y2 < ±2
hi¶anyos gÄombben
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² F 000(0) = 6B > 0 eset¶en @(6)V (x; y) negat¶³v, teh¶at ekkor @(6)V negat¶³v
de¯nit Ljapunov-fÄuggv¶eny;
² F 000(0) = 6B < 0 eset¶en @(6)V (x; y) pozit¶³v, teh¶at ekkor @(6)V pozit¶³v
de¯nit Ljapunov-fÄuggv¶eny.
Ez V pozit¶³v de¯nit volta miatt azt jelenti, hogy
² F 000(0) > 0 eset¶en a (6) rendszer (¶es ¶³gy az (5) egyenlet) null¶allapota
aszimptotikusan stabil;
² F 000(0) < 0 eset¶en a (6) rendszer (¶es ¶³gy az (5) egyenlet) null¶allapota
instabil.
2
21. KÄovetkezm¶eny. A fenti t¶etel ¶ertelm¶eben a matematikai pendulumb¶ol
egy az orig¶oban h¶aromszor deriv¶alhat¶o F fÄuggv¶eny gerjeszt¶es¶evel sz¶armaztatott
x00 + F 0(x) ¢ x0 + x = 0
kv¶azipendulum null¶allapota F 000(0) 6= 0 eset¶en vagy instabil, vagy aszimp-
totikusan stabil. Teh¶at az egyens¶uly egy alkalmas kÄornyezet¶en belÄul soha
nem alakulhat ki sem ciklus, sem hat¶arciklus. Ha ezenfelÄul az x 7! x ¢ F (x)
fÄuggv¶enynek 0-ban glob¶alis szigor¶u minimuma van, akkor a 12. KÄovetkezm¶eny
miatt sehol nem alakulhat ki sem ciklus, sem hat¶arciklus.
22. P¶elda. A fenti t¶etel alapj¶an az x00 + (2x ¡ 3x2) ¢ x0 + x = 0 egyenlet
(F (x) = x2 ¡x3) null¶allapota instabil. Hasonl¶oan ad¶odik, hogy az x00 +(2x+
3x2) ¢ x0 + x = 0 egyenlet null¶allapota aszimptotikusan stabil. A kor¶abban
m¶ar t¶argyalt x00 ¡ 3x2 ¢ x0 + x = 0 egyenlet null¶allapot¶anak instabilit¶asa is
kÄovetkezik a fenti t¶etelb}ol; szint¶ugy, mint az x00 + 3x2 ¢ x0 + x = 0 egyenlet
null¶allapot¶anak aszimptotikus stabilit¶asa.
23. P¶elda. Az
x00 + x ¢ x0 + x = 0
kv¶azipendulumra nem alkalmazhat¶o sem a 20. T¶etel, sem a 8. vagy a 11.
¶All¶³t¶as. A stabilit¶ast a
V (x; y) := 2 + (x2 ¡ 2y ¡ 2) ¢ e¡y
Ljapunov-fÄuggv¶ennyel vizsg¶aljuk. (Az al¶abbi megjegyz¶esben vil¶ag¶³tjuk meg,
hogyan tal¶altunk r¶a erre a fÄuggv¶enyre.) V gradiense
V 0(x; y) =
£
2xe¡y; (2y ¡ x2)e¡y¤ ;
valamint Hesse-m¶atrixa
V 00(x; y) =
·
2e¡y ¡2xe¡y
¡2xe¡y (x2 ¡ 2y + 2)e¡y
¸
;
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teh¶at
V 00(0; 0) =
·
2 0
0 2
¸
;
ami pozit¶³v de¯nit, teh¶at V pozit¶³v de¯nit Ljapunov-fÄuggv¶eny az orig¶oban.
Ugyanakkor V -nek a
(8)
½
x0 = y ¡ x2
2
y0 = ¡x
rendszer szerinti deriv¶altja
@(8)V (x; y) = 2xe
¡y ¢ (y ¡ x
2
2
) ¡ (2y ¡ x2)e¡y ¢ x = 0 ;
teh¶at V els}o integr¶alja (8)-nak. Innen azonnal kÄovetkezik, hogy az x00 + x ¢
x0 + x = 0 egyenlet null¶allapota stabil. Ugyanakkor ebb}ol az is kÄovetkezik,
hogy az egyenlet tetsz}oleges x megold¶as¶ara
V (x(t);
x2(t)
2
+ x0(t)) = konstans ;
teh¶at pl. az orig¶ohoz kell}oen kÄozelr}ol indul¶o, x(0) = 0; x0(0) 6= 0 kezdeti
felt¶etel}u megold¶asra x(t) ¶es x0(t) soha nem tarthat egyidej}uleg az orig¶ohoz.
Teh¶at az egyenlet null¶allapota nem vonz¶o.
24. Megjegyz¶es. A fenti p¶eldabeli Ljapunov-fÄuggv¶enyt a 18. P¶elda logik¶aj¶a-
val tal¶altuk meg. Legel}oszÄor vettÄuk az y $ ¡x tagok kiejt¶es¶ere legegyszer}ubb
V0(x; y) := x
2 + y2
Ljapunov-fÄuggv¶enyt. Ennek (1) szerinti deriv¶altja ¡x3; amit kiejthetÄunk a
¡x2y
¶uj taggal. Ennek hozz¶av¶etel¶evel az (1) szerinti deriv¶alt ¡2xy2+x3y-ra m¶odosul.
Ezek elimin¶al¶as¶ara behozhatjuk az
¡2
3
y3 +
1
2
x2y2
tagokat. Ha ezt az elj¶ar¶ast folytatjuk, hamar r¶ajÄovÄunk, hogy a m¶odosult de-
riv¶alt soha nem t}unik el, ¶es de¯nit sem lesz soha. Viszont az elj¶ar¶as foly-
tat¶as¶aval egyre kisebb rend}u marad¶ekokat kapunk, r¶aad¶asul az egyre ¶ujabb
tagokban szab¶alyoss¶agot ¯gyelhetÄunk meg. Minden l¶ep¶esben k¶etf¶ele tag jÄon
be: egy ,,x2-tel szorzott" ¶es egy ,,tiszta y-os". Ezek rendre a kÄovetkez}ok (az
eredeti x2 + y2-et is hozz¶ajuk sz¶am¶³tva):
x2 ¡ x2y + x
2y2
2
¡ x
2y3
6
+
x2y4
24
¡ x
2y5
120
+ ¢ ¢ ¢
y2 ¡ 2
3
y3 +
y4
4
¡ y
5
15
+
y6
72
¡ y
7
420
+ ¢ ¢ ¢
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Mivel az egyre ¶ujabb marad¶ekok az orig¶o kÄorÄul 0-hoz tartanak, ez¶ert v¶egtelen
Äosszegz¶essel a marad¶ek v¶arhat¶olag teljesen el fog t}unni (teh¶at els}o integr¶alt ka-
punk). Az els}o sor Äosszegz¶ese trivi¶alisan x2 ¢e¡y: A m¶asodik sor¶e nehezebbnek
t}unik, de az ¶altal¶anos tag kÄonny}u:
(¡1)k(2k ¡ 2)
k!
¢ yk
ezek sora az egys¶egkÄor belsej¶eben konvergens ¶es a
1P
k=2
(¡1)k(2k¡2)
k! y
k Äosszeg
tagonk¶ent deriv¶alhat¶o. A tagonk¶enti deriv¶alt (erre a jobb oldal szerinti de-
riv¶al¶ashoz egy¶ebk¶ent is szÄuks¶egÄunk van) egyszer}us¶³t¶es ut¶an
1X
k=0
2y
(¡y)k
k!
= 2y ¢ e¡y ;
amib}ol integr¶al¶assal z¶art alakban kapjuk meg az eredeti sorÄosszeget. Teh¶at
1X
k=2
(¡1)k(2k ¡ 2)
k!
yk =
yZ
0
2u ¢ e¡u du = 2 ¡ (2y + 2) ¢ e¡y :
¶Igy jutottunk a
V (x; y) = x2 ¢ e¡y + 2 ¡ (2y + 2) ¢ e¡y = 2 + (x2 ¡ 2y ¡ 2) ¢ e¡y
Ljapunov-fÄuggv¶enyhez, amely leellen}orizve t¶enyleg els}o integr¶alnak bizonyult.
25. P¶elda. A Li¶enard-egyenletek fontos speci¶alis eset¶et jelentik a Lotka-
Volterra-t¶³pus¶u ½
x0 = x ¢ (® ¡ ¸1y)
y0 = y ¢ (¸2x ¡ ¯)
di®erenci¶alegyenlet-rendszerek abban az ¶ertelemben, hogy az u = lnx ¡ ln ¯
¸2
fÄuggv¶eny trivi¶alisan az
u00 + ¯(1 ¡ eu) ¢ u0 ¡ ®¯(1 ¡ eu) = 0
Li¶enard-egyenletet el¶eg¶³ti ki (amelynek a 0 egyens¶ulyi helye ¶eppen az eredeti
rendszer pozit¶³v egyens¶uly¶anak felel meg). Erre a fenti eredm¶enyeink nem
alkalmazhat¶ok, ami Äosszhangban ¶all azzal az elemi m¶odon is kisz¶am¶³that¶o
t¶ennyel, hogy a Lotka-Volterra-f¶ele rendszer nem egyens¶ulyi pozit¶³v megold¶asai
eleve ciklikusak; viszont a fenti ¶all¶³t¶asok a ciklusok ¶es hat¶arciklusok vonatko-
z¶as¶aban csak azok esetleges kiz¶ar¶as¶ara haszn¶alhat¶ok. ¶Igy a fenti eredm¶enyek
alkalmaz¶asa csak bonyolultabb modellek eset¶en jÄohet sz¶oba. Megeml¶³tjÄuk, hogy
az Äuzleti ciklusok modellez¶es¶eben a Lotka-Volterra-f¶ele speci¶alis eset a Good-
win-f¶ele modellnek felel meg [2].
26. P¶elda. A 2008-as [1] dolgozatban Faria, Cuestas ¶es Gil-Alana az
e00 + g0(e) ¢ e0 + f(e) = 0
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Li¶enard-egyenletet vizsg¶alt¶ak, ahol e a v¶allalkoz¶asok id}ot}ol fÄugg}o mennyis¶ege.
Erre Li¶enard 1928-as eredm¶eny¶et direktben alkalmazva jutottak a hat¶arciklus
l¶etez¶es¶ehez. Ezen k¶³vÄul az e00 + e0 + e = a line¶aris esetet vizsg¶alt¶ak, amelynek
megold¶asai term¶eszetesen kileng¶esekkel, de exponenci¶alis gyorsas¶aggal tar-
tanak az egyens¶ulyhoz. Mindehhez m¶eg a kÄovetkez}o speci¶alis illetve elfajult
esetet tudjuk megeml¶³teni:
1. ha g000(0) 6= 0 ¶es f(e) = e; akkor az egyens¶uly alkalmas kÄornyezet¶en
belÄul a 21. KÄovetkezm¶eny alapj¶an nem alakulhat ki hat¶arciklus.
2. ha g(e) = 12e
2 ¶es f(e) = e; akkor a 23. P¶elda miatt az egyens¶uly egy al-
kalmas kÄornyezet¶en belÄul a munkan¶elkÄulis¶eg ¶es a v¶allalkoz¶asok alakul¶asa
eleve ciklikus.
4 ÄOsszefoglal¶as
Jelen dolgozat meg¶³r¶as¶at az motiv¶alta, hogy viszonylag sok olyan dinamikai
probl¶ema l¶etezik, amelyek stabilit¶as¶at ugyan nem lehet a lineariz¶al¶as sz¶eles
kÄorben ismert m¶odszer¶evel jellemezni, de a nemline¶aris rendszerekre vonat-
koz¶o teljes appar¶atusra sincs hozz¶ajuk szÄuks¶eg, hanem az egyv¶altoz¶os anal¶³zis
hagyom¶anyosan oktatott t¶etelein alapul¶o felt¶etelekkel kezelhet}ok. Ezek kÄoz¶e
tartoznak az elektromos rezg}okÄorÄok ¶es Äuzleti ciklusok modellez¶es¶eben is ha-
t¶ekonyan szerepeltetett Li¶enard-f¶ele m¶asodrend}u di®erenci¶alegyenletek. Mi
els}osorban nem hat¶arciklusokra, hanem az egyens¶uly klasszikus ¶ertelemben
vett stabilit¶as¶ara ¶es vonz¶as¶ara vontakoz¶o eredm¶enyeket igazoltunk, abb¶ol ki-
indulva, hogy ehhez a sz¶eles terÄuletet felÄolel}o egyenlett¶³pushoz k¶epest t¶ul
sz}uk vizsg¶alati terÄulet az, amely csak hat¶arciklusokat vizsg¶al, az egyens¶ulyhoz
val¶o tart¶ast pedig nem (kÄulÄonÄos tekintettel arra, hogy m¶eg a gerjesztett in-
g¶ak is ugyanezzel az egyenlett¶³pussal modellezhet}ok). Az Äuzleti ciklusokkal
fogalkoz¶o dolgozatok (pl. [3,4,2,1] rendszerint nagyon mechanikusan hivat-
kozz¶ak Li¶enard |val¶oban fajs¶ulyos| [5] dolgozat¶at, az egyenlett¶³pus elemibb
tulajdons¶againak vizsg¶alata n¶elkÄul, m¶arpedig az egyszer}ubb vizsg¶alatok el-
mulaszt¶asa mindig mag¶aban hordozza annak vesz¶ely¶et, hogy a modell speku-
lat¶³vv¶a v¶alik. A 8. ¶es a 11. ¶All¶³t¶as, valamint a 20. T¶etel bizony¶³t¶as¶aval ezt a
hi¶anyt szerettÄuk volna valamennyire betÄolteni, rem¶enyeink szerint kÄozelebb
hozva az alkalmaz¶okat e di®erenci¶alegyenletek bels}o, m¶egis elemi tulajdon-
s¶againak vizsg¶alat¶ahoz. A klasszikus vizsg¶alatokkal egyÄutt ugyanakkor a ha-
t¶arciklusok kiz¶ar¶as¶ara is adtunk felt¶eteleket (12. ¶es 21. KÄovetkezm¶eny).
Irodalom
1. Faria, J. R., Cuestas, J. C., And Gil-alana, L. A.: Unemployment and entre-
preneurship: a cyclical relation? Discussion papers, Nottingham Trent Uni-
versity, Nottingham Business School, Economics Division No. 2008/2.
2. Goodwin, R. M.: A Growth Cycle, Feinstein, C. H. (editor): Socialism, Cap-
italism and Economic Growth. Cambridge University Press, Cambridge, pp.
54{58.
Lok¶alis energiam¶odszer kicsi rendben gerjesztett Li¶enard-egyenletekre 37
3. K¶aldor Mikl¶os: A model of trade cycle, Econ. J. 50, 1940, pp. 78{92.
4. Kalecki, M.: A theory of business cycle, Rev. Stud. 4, 1937, pp. 77{97.
5. Li¶enard, A.: Etude des oscillations entretenues,Revue G¶en¶erale de l' ¶Electricit¶e
23, 1928, pp. 901{912 and 946{954.
LOCAL ENERGY METHOD FOR LITTLE ORDER FORCED
LI¶ENARD EQUATIONS
The Li¶enard type di®erential equation of the form x00 + f(x) ¢ x0 + g(x) = 0 has
a central role in business cycle models by K¶aldor [3], Kalecki [4] and Goodwin [2],
moreover in a new model describing the cyclical behavior of unemployment and
entrepreneurship [1]. The same type of nonlinear equation explains the features of
forced pendulums and electric circuits [5]. The related literature discusses mainly
the existence of limit cycles, although the fundamental stability questions of this
topic can be managed much more easily. The achieved results also outline the
conditions for the existence of limit cycles. In this work, by the e®ective language
of real valued analysis, we obtain easy-formulated results which may broaden the
frames of economic and business cycle models, moreover we may gain new illustra-
tive particular cases for e.g., [1].
