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Abstract
There are two broad approaches to deep neural network (DNN) pruning: 1) apply-
ing a deterministic constraint on the weight matrices, which takes advantage of their
ease of implementation and the learned structures of the weight matrix, and 2) using
a probabilistic framework aimed at maintaining the flow of information between
layers, which leverages the connections between filters and their downstream im-
pact. Each approach’s advantage supplements the missing portions of the alternate
approach yet no one has combined and fully capitalized on both of them. Further,
there are some common practical issues that affect both, e.g., intense manual effort
to analyze sensitivity and set the upper pruning limits of layers. In this work,
we propose Slimming Neural networks using Adaptive Connectivity Measures
(SNACS), as an algorithm that uses a probabilistic framework for compression
while incorporating weight-based constraints at multiple levels to capitalize on both
their strengths and overcome previous issues. We propose a hash-based estimator
of Adaptive Conditional Mutual Information (ACMI) to evaluate the connectivity
between filters of different layers, which includes a magnitude-based scaling crite-
ria that leverages weight matrices. To reduce the amount of unnecessary manual
effort required to set the upper pruning limit of different layers in a DNN we
propose a set of operating constraints to help automatically set them. Further, we
take extended advantage of weight matrices by defining a sensitivity criteria for
filters that measures the strength of their contributions to the following layer and
highlights critical filters that need to be protected from pruning. We show that our
proposed approach is faster by over 17x the nearest comparable method and outper-
forms all existing pruning approaches on three standard Dataset-DNN benchmarks:
CIFAR10-VGG16, CIFAR10-ResNet56 and ILSVRC2012-ResNet50.
1 Introduction
The challenge of obtaining near real-time performance, in domains like autonomous vehicle naviga-
tion [Bechtel et al., 2018, Fridman et al., 2017, Nurvitadhi et al., 2017] and simultaneous machine
translation [Gu et al., 2017, Jia et al., 2019], constrained by the restricted availability of memory
on hardware has brought increased attention to the field of deep neural network (DNN) pruning in
recent years [Gale et al., 2019, Liu et al., 2018]. The main objective of pruning is to maintain an
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Figure 1: Illustation of the steps involved in pruning connections between layer l and l + 1. First,
we compute the sensitivity of filters in l + 1 as the sum of normalized weights between filters in
layer l + 1 and l + 2. We create a subset of relatively insensitive filters whose connections can be
pruned. Then we use our set of operating constraints, based on the degradation of activation quality
at various compression levels, to decide on the upper pruning limit for layer l+ 1. Finally, we use the
hash-based ACMI estimator to compute the connectivity scores between filters in layer l and l + 1
and threshold these scores to obtain our final pruned layer.
adequate level of performance, often within a few percent of the uncompressed DNN, while only
using a fraction of the memory and FLOPs consumed by the uncompressed DNN.
While each of the two main approaches to pruning, deterministic constraints on weights matrices [Wen
et al., 2016, Luo et al., 2017, Han et al., 2015] and probabilistic frameworks [Ganesh et al., 2020, Dai
et al., 2018, Luo and Wu, 2017], have their individual benefits, deterministic constraints on weight
matrices are simple to implement and use the learned underlying structure of weight matrices while
probabilistic approaches focus on the connectivity between filters and their downstream impact, they
individually contain weaknesses which can be solved by the alternate method. Yet, there has not
been a recent work that combines both approaches and improves upon prior work. Also, there are
some practical issues prevalent among both, e.g., the labor intensive cyclical process of analyzing the
sensitivity of different layers in a DNN and imposing an upper limit on pruning for each layer.
To leverage the strengths of both the probabilistic framework for pruning and constraints on weight
matrices as proxies for the importance of filters, we propose Slimming Neural networks using
Adaptive Connectivity Scores (SNACS), Fig. 1. In SNACS, we introduce the Adaptive Conditional
Mutual Information (ACMI) measure that uses the magnitude of weights as a scaling function within
the probabilistic framework of conditional mutual information. The ACMI measure provides the
connectivity scores between pairs of filters across adjacent layers in the entire DNN, which are then
thresholded and used to prune weight matrices. In this work, we explore a multitude of scaling
functions and highlight the improvement offered by weight matrix-based functions.
To remove the manual effort involved in setting the upper pruning limit of layers, we define a set of
operating constraints to automatically set them. The rules are based on the degradation in quality of
activations, measured using an SVM model, from different layers at various levels of compression.
Additionally, we encapsulate the importance of a filter using our proposed Sensitivity criteria, defined
as the sum of its contributions (normalized weights) to filters in the following layer. Using this
measure, we curate a subset of relatively less sensitive filters that can be pruned based on their
connectivity scores while we retain all the connections to highly sensitive filters. By using Sensitivity
in conjunction with our set of constraints to define the upper pruning limit of layers, we can boost the
overall compression (%) while maintaining accuracy.
2 Related Works
2.1 Deterministic Constraint Weight Matrix
Modification of Objective Function Inducing sparsity in weight matrices by modifying the ob-
jective function involves imposing a strong constraint on how weights develop during training.
Constraints can range from single or multiple ln norm constraints [Liu et al., 2017] on channel out-
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puts, simple patterned masks to regulate group sparsity [Lebedev and Lempitsky, 2016], optimizing
over group-lasso objective function [Wen et al., 2016], to more complicated balancing of individual vs.
group sparsity constraints [Yoon and Hwang, 2017]. We do not compare against works that modify
the objective function because they optimize over a fundamentally different constraint. Further, they
contain multiple iterations of pruning, built-in to training while in our work we limit the number
pruning and retraining steps to exactly one, after training is concluded.
Constraint on Weight Matrices One of the earliest works in pruning used the hessian between the
objective function and weights of the network to compress the network [LeCun et al., 1990]. Since
then, a number of advancements in the form of direct thresholds on weights [Han et al., 2015], l1
constraint on the filters [Li et al., 2017], posing the removal of filters as an optimization objective [Luo
et al., 2017] and using the reconstruction loss of features to derive the importance of weights [Yu et al.,
2018] have been proposed. By virtue of how these methods are framed, they often do not account for
downstream impact of pruning or are strongly dependent on the deterministic relationships between
weights. Using a combination of magnitude-based scaling functions within a probabilistic framework
for pruning, we overcome these issues.
2.2 Probabilistic Frameworks
More recently, information theory-based approaches measure the importance of a filter through the
entropy of its activations [Luo and Wu, 2017], using the information bottleneck principle to minimize
the redundancy between adjacent layers [Dai et al., 2018] and using a geometric conditional mutual
information measure to determine the dependencies between filters pairs in adjacent layers [Ganesh
et al., 2020]. Their core philosophy is to reduce redundancy while maintaining the flow of infor-
mation between layers. In SNACS, we use a probabilistic framework for pruning which contains
embedded constraints on the weight matrix, thus leveraging the value of both pruning approaches. By
highlighting sensitive filters that need to remain un-pruned and automatically deciding on the upper
pruning limit of layers we overcome some of the practical issues of previous methods.
3 SNACS: Design Details
3.1 Algorithm
Setup and Notations We assume that a DNN contains L layers where, we compute the connec-
tivity (η) between filters in every adjacent pair of layers. The total number of filters in layer (l + 1)
is denoted by N (l+1). A lower value of l indicates that it is closer to input than the output layer.
Activations from a filter are denoted by F (l)i ∈ Rm×1, where i is the index of a filter and m is the
number of samples. The final dimension of activations are averaged into a scalar value. The set of
activations from filters in layer l, excluding F (l)i , are given by F
(l)
i . There are two typical constraints
applied for pruning in SNACS, δ over the connectivity scores, η(), between filters (Section 3.2),
and γ(l+1) which defines the upper pruning percentage for layer l + 1 (Section 3.3). Based on our
pruning criteria, the set of filter connections for F (l+1)i that are retained are stored in set SF (l+1)i
.
Algorithm 1: SNACS pruning between filters of layers (l, l + 1)
for Every pair of layers (l, l + 1), l ∈ 1, 2, . . . , L− 1 do
Initialize S
F
(l+1)
i
= INSENSITIVE_FILTERS
({
1, 2, . . . N (l+1)
})
;
for F (l+1)i , i ∈ INSENSITIVE_FILTERS
({
1, 2, . . . N (l+1)
})
do
for F (l)j , j ∈ 1, 2, . . . N (l) do
Compute η(F (l+1)i , F
(l)
j |F (l)j );
if η(F (l+1)i , F
(l)
j |F (l)j ) ≤ δ and |SF (l+1)i |/N
(l+1) ≤ (γ(l+1)) then
S
F
(l+1)
i
= S
F
(l+1)
i
\ F (l)j
end
end
end
end
Description The overall goal of the algorithm is to find the set of filters that contribute a majority
of information between layers and retain their values in the weight matrix. We apply SNACS
between adjacent layers of a DNN where, first, we identify a subset of relatively insensitive filters
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in l + 1 that can be pruned. S
F
(l+1)
i
is initialized as these subset of filters. Then, we compute the
connectivity, η, between activations from every filter in layer l and the subset of filters in l + 1
using our proposed hash-based ACMI estimator. The connectivity score evaluates the strength of
the relationship between two filters in the context of contributions from all the filters from layer l.
Finally, if the connectivity score is lower than a threshold level δ, and the number of pruned filters
do not exceed the pre-determined upper limit, denoted by γ(l+1), we remove the index of the filter
from S
F
(l+1)
i
. The weights for retained filters/neurons are untouched while the weights for the entire
kernel/elements are zeroed out for pruned filters/neurons. While Algorithm 1 can be applied to each
filter individually, we apply it to groups of filters to improve run-time performance. We define G(l+1)
as the total number of groups in layer l + 1, where a group of filters is selected sequentially.
3.2 Adaptive Conditional Mutual Information
Let X and Y be Euclidean spaces and let PXY be a probability measure on the space X×Y. Here, PX
and PY define the marginal probability measures. Similar to Suhov et al. [2016], for given function
(x, y) ∈ X× Y 7→ ϕ(x, y) ≥ 0, the Adaptive Mutual Information (AMI), denoted by Iϕ(X;Y ), is
defined as
Iϕ(X;Y ) = E
PXPY
[
ϕ(X,Y )g
(
dPXY
dPXPY
)]
, (1)
where dPXYdPXPY is the Radon-Nikodym derivative, and g : (0,∞) 7→ R is a convex function and
g(1) = 0. Note that when dPXYdPXPY → 1 then Iϕ → 0. Let X, Y and Z be Euclidean spaces and let
PXY Z be a probability measure on the space X × Y × Z. We presume PXY |Z , PX|Z , and PY |Z
are the joint and marginal conditional probability measures, respectively. PZ defines the marginal
probability measure on the space Z. Following Suhov et al. [2016], the Adaptive Conditional Mutual
Information (ACMI), denoted by Iϕ(X;Y |Z), is defined as
Iϕ(X;Y |Z) = E
PZPX|ZPY |Z
[
ϕ(X,Y, Z)g
(
dPXY |Z
dPX|ZPY |Z
)]
. (2)
In this paper we focus on the particular case of g(t) = (t−1)
2
2(t+1) . Note that when ϕ = 1, the ACMI in
(2) becomes the conditional geometric mutual information measure proposed in Yasaei Sekeh and
Hero [2018]. Now we propose a hash-based estimator of the ACMI measure described below:
Hash-based Estimator of ACMI Consider N i.i.d samples
{
(Xi, Yi, Zi)
}N
i=1
drawn from PXY Z .
The dependence graph G(X,Y, Z) is a directed multi-partite graph, consisting of three sets of nodes
V , U , andW , with cardinalities denoted as |V |, |U |, and |W |, respectively and with the set of all edges
EG. The variable W here is different from the DNN weight matrix. Following similar arguments
in Noshad et al. [2019], we map each point in the sets X = {X1, . . . , XN}, Y = {Y1, . . . , YN},
and Z = {Z1, . . . , ZN} to the nodes in the sets U , V , and W , respectively, using the hash function
H . Then let H(x) = H2(H1(x)), where the vector valued hash function H1 : Rd 7→ Zd is defined
H1(x) = [h1(x), . . . , h1(xd)], for x = [x1, . . . , xd] and h1(xi) = bxi+b c, for a fixed  > 0, and
random variable b ∈ [0, ]. The random hash function H2 : Zd 7→ F is uniformly distributed on the
output F = {1, 2, . . . , F} where for a fixed tunable integer cH , F = cHN . We define the following
cardinality,
Nijk = #{(Xt, Yt, Zt) s.t. H(Xt) = i,H(Yt) = j,H(Zt) = k}, (3)
which is the number of joint collisions of the nodes (Xt, Yt, Zt) at the triple (vi, uj , ωk). Let Nik,
Njk, and Nk be the number of collisions at the vertices (vi, ωk), (uj , ωk), and ωk, respectively. By
using Nijk, Nik, Njk, and Nk, we define the following ratios,
rijk :=
Nijk
N
, rik :=
Nik
N
, rjk :=
Njk
N
, rk :=
Nk
N
. (4)
Finally, substituting the above values into (2) we propose the following hash-based estimator of the
ACMI measure, summed over all edges eijk of G(X,Y, Z) having non-zero ratios:
Îϕ(X;Y |Z) =
∑
eijk∈EG
ϕ(i, j, k)
rik rjk
rk
g
(
rijk rk
rik rjk
)
, (5)
4
Theorem 1. For given g(t) = (t−1)
2
2(t+1) and under the assumptions: (A1) The support sets X, Y, and Z
are bounded. (A2) The function ϕ is bounded. (A3) The continuous marginal, joint, and conditional
density functions are belong to Hölder continuous class, Härdle [1990]. For fixed dX , dY , and dY ,
as n→∞ we have
Îϕ(X;Y |Z) −→ Iϕ(X;Y |Z), a.s. (6)
The proof of Theorem 1 is given in the Supplementary Materials. Overall, X,Y, Z denote different
sets of activations derived from groups of neurons in the algorithm and we obtain a scalar value as the
outcome of the ACMI measure in (5). The flexibility in defining function ϕ offers a way to connect
the probabilistic framework of mutual information to existing weight-based pruning approaches. In
Section 4, we explore a variety of options for ϕ and empirically determine that a function defined on
the weight matrix is the best possible formulation to achieve high pruning performance.
3.3 Procedure to Define Upper Pruning Limit of Layers
To help reduce the amount of manual effort required to gauge the upper pruning limit of each layer in
a DNN, we propose a set of operating constraints to automate the process. Our approach is based on
thresholds defined over the degradation in the quality of activations when a layer is pruned to various
extents. First, we pose the desired overall compression percentage of the DNN, τ , as the sum of
upper pruning limits of every layer, denoted by γ(l), in the DNN, τ =
∑L
l=1 γ
(l). To find γ(l), first,
we collect the performance of an SVM model that is trained on activations from a layer, before it was
pruned, and tested on activations collected after the layer was pruned to a desired percentage c. Here,
the performance of the SVM model for a given layer l is denoted by α(l)c . We collect the performance
of the layer at different values of c. Once all the performances are collected, we create a subset of
layers in the DNN that can be maximally compressed, denoted by M . The subset of layers in M are
identified as those layers which contain performances in the top 80%, regardless of the compression
percentage at which this performance is achieved. For all layers in M , we set γ(l) to be the largest
pruning percentage that maintains the performance of the layer above random for a given dataset.
The upper pruning limits for the remaining set of layers are computed based on a threshold over all
the evaluated performances in the DNN, α, subject to the constraint on τ . We provide all the γ values
used in the experiments in the supplementary materials.
3.4 Sensitivity of Filters
A common assumption made during pruning is that all filters in a layer have the same downstream
impact and hence can be characterized solely on the magnitude of their weights. However, taking into
account each filter’s impact on succeeding layers is an effective tool to assess their importance and
protect information flow to important filters from being reduced by pruning. We define a sensitivity
criteria, λ(F l+1i ), that can be used to sort filters in their order of importance. Using this, we curate a
subset of filters that are critical and hence need to be protected from pruning while the remaining
filters are pruned using the steps in Alg. 1. To evaluate the sensitivity of filters in layer l + 1, we look
at the weight matrix of it’s downstream layer l + 2, W (l+2), and assess the contributions from filters
in l + 1 to those in l + 2. Here, W (l+2) ∈ RN(l+2)×N(l+1)×H×W , where H,W are the height and
width of the filters in layer l+ 2. For a given filter, the sum of normalized contributions across all the
filters in l + 2 is the overall sensitivity, λ(F (l+1)i ). It is defined as,
λ(F l+1i ) =
N(l+2)∑
fc=1
W˜ (l+2)(fc, i)
/
C(l+2)(fc), where C(l+2)(fc) =
N(l+1)∑
fp=1
W˜ (l+2)(fc, fp). (7)
Here, C(l+2) is the normalization constant used to relate the weights of filters from l + 1 contributing
to the same filter in l + 2 and W˜ (l+2) is the weight matrix of l + 2 averaged over the height and
width. Once we obtain the order of sensitivity values for filters in a given layer, we define a threshold
of highly sensitive filters that remain un-pruned. This is critical to ensure that sensitive filters
which contribute a majority of the information downstream remain untouched. This in turn can help
improve the overall compression performance since less sensitive filters can be pruned more without
compromising the quality of information flowing between layers. Then, we apply the procedure
of defining upper pruning limits for layers in a DNN and observe the degradation in performance
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Figure 2: (2a) When comparing run-times between the MST-based estimator used in Ganesh et al.
[2020] and our hash-based ACMI estimator, our estimator provides over 17× speedup in run-time.
(2b) Across different versions of our estimator, the run-times scale similarly as G increases.
relative to the case when all filters are pruned. Using this comparison, we fix the percentage of highly
sensitive filters to remain un-pruned and only provide the set of relatively insensitive filters to Alg. 1.
4 Experimental Results
Dataset-DNN setup We use three standard Dataset-DNN architecture combinations to evaluate and
compare our approach to standard baselines. They are, CIFAR10 [Krizhevsky et al., 2009]-VGG16 [Si-
monyan and Zisserman, 2015], CIFAR10-ResNet56 [He et al., 2016] and ILSVRC2012 [Russakovsky
et al., 2015]-ResNet50. A detailed breakdown of each dataset and the experimental setup used in
each experiment is included in the Supplementary Materials.
Metric Throughout the experiments, we use run-time to compare speed of estimators, Compres-
sion (%) as the primary metric to indicate the quality of a method while Test Accuracy (%) indicates
the final testing set accuracy after compression and Memory (Mb) highlights the amount of memory
consumed to store the weight matrices in “CSR” format. A high quality method must have high
compression performance while maintaining a test accuracy higher than the nearest baseline.
4.1 Evaluation of Estimator
Run-time Comparison In SNACS, we use our ACMI estimator to compute the connectivity scores.
MINT [Ganesh et al., 2020] is the closest existing method which uses a Mininum Spanning Tree
(MST)-based conditional mutual information (CMI) estimator [Yasaei Sekeh and Hero, 2018]. To
highlight the key practical differences between the MST-based and hash-based CMI estimators first
we provide a comparison of run-time vs. group size across convolution layer 9 in VGG16. For
this experiment, we use three distinct estimators, the MST-based estimator from MINT, our ACMI
estimator with ϕ = 1 and ϕ = weight. Here, weight values are re-scaled between [0, 1]. From Fig. 2
we make two important observations, 1) run-time increases with an increase in group-size across
both estimators, and 2) relative to the run-time from the MST-based estimator, our estimator
is faster by upwards of 17×. Thus, we show that our estimator significantly reduces the overall
run-time required to compute CMIs across a DNN.
Selection of ϕ There are number of potential functions we can associate with ϕ. In Table 1, we
illustrate the top-4 functions, w.r.t. the compression ratio, across the VGG16-CIFAR10 experimental
setup. We provide the entire list of functions explored in the Supplementary Materials. We observe
that all the performances listed in Table 1 outperform MINT. Further, the combination of weight-
based ϕ and our ACMI enhances the overall performance consistently. Since we find that ϕ =
exp(−weights
2
2 ) performs the best we set this as the default ϕ throughout the remaining experiments.
4.2 Large-scale Comparison
When compared to existing pruning methods that follow the train-prune-retrain pipeline, from Table 2
we observe that SNACS outperforms the current best baselines by a significant margin. We improve
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Table 1: We compare the performance of a variety of ϕ functions (only top-4 shown here) and find
that ϕ = exp(−weights
2
2 ) performs the best. We use this in all the remaining experiments
ϕ function Compression (%) Test Accuracy (%)
constant = 1 84.02 93.53
weights 84.12 93.44
weights2 84.17 93.58
exp(−weights
2
2 ) 84.46 93.51
Table 2: Using a single train-prune-retrain cycle, SNACS easily outperforms prior baselines across
all the Dataset-DNN architecture combinations. The order of baselines is based on Compression (%)
Method Compression(%) Test Accuracy(%) Memory(Mb)
VGG16
CIFAR-10
Baseline N.A. 93.98 53.904
Li et al. [2017] 64.00 93.40 N.A
Huang and Wang [2018] 73.80 93.02 N.A
Lin et al. [2019] 82.20 93.42 N.A.
Ganesh et al. [2020] 83.46 93.43 9.020
SNACS (ours) 84.45 93.51 8.622
ResNet56
CIFAR-10
Baseline N.A. 92.55 3.110
Lin et al. [2019] 11.80 93.38 N.A.
Li et al. [2017] 13.70 93.06 N.A.
Yu et al. [2018] 42.40 93.01 N.A.
Wen et al. [2016] 43.50 93.29 N.A.
Ganesh et al. [2020] 55.39 93.02 1.462
SNACS (ours) 62.96 93.13 1.234
ResNet50
ILSVRC2012
Baseline N.A. 76.13 91.163
Lin et al. [2019] 16.86 71.95 N.A.
Wen et al. [2016] 25.68 73.55 N.A.
Huang and Wang [2018] 27.05 74.18 N.A.
Luo et al. [2017] 51.45 71.01 N.A.
Ganesh et al. [2020] 49.62 71.05 46.931
SNACS (ours) 51.95 72.56 45.002
over not only Compression (%) but observe a boost in Test Accuracy that isn’t common at such
high sparsity levels. Apart from the boost in performance offered by the estimator itself, we look
into the patterns of γ(l) obtained from our setup and compare it to MINT to gain further insight into
how SNACS functions. From Fig. 3a and its extensions in the Supplementary Material, we observe
that our approach yields a distinct and consistent pattern of pruning that is applicable over all
Dataset-DNN combinations while there are no explicit patterns in pruning for MINT. We find that
DNNs are more forgiving of pruning layers closer to the output than input since the retraining phase
allows them to overcome the loss of abstract concepts learned in later layers but not fundamental
structures when compressing the earlier layers of the network. Thus, in general we can automatically
set γ values for all layers of a DNN, regardless of the dataset, while maintaining Test Accuracy.
4.3 Sensitivity-based Pruning
To highlight the impact of using sensitivity, we apply our sensitivity criterion to the CIFAR10-VGG16
experimental setup. Figs. 3b and 3c illustrate the impact of protecting a few sensitive filters from
pruning in convolutional layers 4 and 9 in VGG16. This encourages an overall improvement in the
compression (%) of layers that use sensitivity. Further, this approach is applicable to layers that are
closer to the input and the output. In VGG16, by protecting sensitive filters in convolutional layers
4, 5, 8, 9 and 12 we are able to improve the overall compression (%) while maintaining performance.
Results are provided in Table 3. With the use of a normalization constant across the contributions
of each filter, the scale of all the λ values is maintained the same, however, the distribution of λ
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Figure 3: (Top) On observing the compression performance per layer in the ILSVRC2012-ResNet50
experiment, our method develops a consistent pattern of maximally pruning the later layers while
minimally pruning the early layers. There is no such generic pattern in Ganesh et al. [2020]. (Bottom)
Illustrations of filters retained (white) and pruned (black) pre- and post-sensitivity based pruning.
Sparsely pruned early layers and densely pruned later layers can be pruned further when a sensitive
subset of filters are protected (red highlight).
Table 3: By saving a small percentage of sensitive filters, we can further improve the overall
Compression % while maintaining the Test Accuracy
Method Compression(%) Test Accuracy(%) Memory(Mb)
VGG16
CIFAR-10
Baseline N.A. 93.98 53.904
SNACS (ours) 84.45 93.51 8.622
SNACS + sensitivity (ours) 85.03 93.49 8.317
values vary depending on the position of the layer. Early layers contain λ values that mimic a normal
distribution while the latter layers do not conform to any specific pattern. Empirical details of the
experiment as well as the graphs for λ values are provided in the Supplementary Materials.
5 Conclusion
Overall, we propose a novel DNN pruning algorithm called SNACS which uses ACMI to measure
the connectivity between filters, a simple set of operating constraints to automate the definition of
upper pruning limits of layers in a DNN and a sensitivity criterion that helps protect a subset of
critical filters from pruning. SNACS provides a faster overall run-time and improves accuracy in the
estimation process, offers state-of-the-art levels of compression using a single train-prune-retrain
cycle while the sensitivity criterion can be used to further boost the compression performance. An
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important direction of future work is to extend this algorithm to an iterative approach and implement
it during training time. Doing so would help reduce the overall training time while maintaining the
strong test time impact of our approach.
6 Broader Impact
There are three main issues that affect the direct application of DNNs to real-world problems, large
run-times during inference, and extensive memory usage. These constraints are critical in modern
real-world applications like autonomous driving [Bechtel et al., 2018, Fridman et al., 2017, Nurvitadhi
et al., 2017] and medical diagnosis [Lee et al., 2017, Abdel-Zaher and Eldeib, 2016, Anirudh et al.,
2016], to name a few. Our pruning method solves these issues by offering a high compression rate
which in turn reduces the overall number of computations as well as the memory required to store
the DNN. While every key component in our experimental pipeline, sensitivity, constraints used to
set the upper pruning limit of layers and measurement of connectivity between filters, is extendable
to a DNN with alternative downstream tasks there is one possible issue that we do not account for,
robustness to adversarial attacks [Kurakin et al., 2016, Goodfellow et al., 2015]. This is an extremely
desirable property when DNNs are deployed in the real-world, especially in security applications.
In our setup, the protection of sensitive filters and reduction in redundant information should help
reduce its susceptibility to adversarial attacks since they often target the noisy and weak features.
However, more work is required to adequately tackle and solve this problem.
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Appendix A Bounds on AMI
Recall the definition of AMI (Eqn. 1 in main paper). For the particular case of g, g(t) = (t−1)
2
2(t+1) , we
have
Iϕ(X;Y ) =
1
2
E
PXPY
[
ϕ(X,Y )
(
dPXY
dPXPY
+ 1
)]
− 2 E
PXPY
[
ϕ(X,Y )h
(
dPXY
dPXPY
)]
, (8)
where h(t) =
t
t+ 1
. When dPXYdPXPY = 1, then the minimum value of Iϕ is zero. Further, when PXY
and PXPY have no overlapping space then the second term in (8) becomes zero. Therefore, bounds
on Iϕ is given as,
0 ≤ Iϕ(X,Y ) ≤ 1
2
E
PXPY
[
ϕ(X,Y )
(
dPXY
dPXPY
+ 1
)]
. (9)
Appendix B Proof of Theorem 1
Recall our estimator (5) in Section 3.2,
Îϕ(X;Y |Z) =
∑
eijk∈EG
ϕ(i, j, k) αijk g
(
rijk
αijk
)
, (10)
where αijk =
rik rjk
rk
. The expectation of Îϕ is derived as
E
[
Îϕ(X;Y |Z)
]
= E
 ∑
eijk∈EG
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣EG

=
∑
eijk∈EG
E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣Eijk] , (11)
where Eijk is the event that there is an edge between the vertices vi, uj , and ωk. Let hash function
H1 maps the N i.i.d points Xk, Yk, and Zk to X˜k, Y˜k, and Z˜k. Following notations in Noshad et al.
[2019], denote E=1i be the event that there is exactly one vector from X˜i that maps to vi using H2.
Define E=1j and E
=1
k similarly. Denote E
=1
ijk := E
=1
i ∩ E=1j ∩ E=1k and let E=1ijk be complement set
of E=1ijk.
We split the second line in equation (11) into two biases: without collision and due to collision,
therefore based on the law of total expectation we have∑
eijk∈EG
P (E=1ijk|Eijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E=1ijk, Eijk]
+
∑
eijk∈EG
P (E=1ijk|Eijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E=1ijk, Eijk] . (12)
First Step - Bias on w/o collision:
Similar to Lemma 7.3 in Noshad et al. [2019], we derive that
P (E=1ijk|Eijk) = 1−O
(
1
dN
)
, d = dX + dY + dZ . (13)
This is because all three |V |, |U , and |W | are upper bounded by O(−d). Note that  is a function of
N . Additionally from Noshad et al. [2019] we infer the following results:
E[αijk] =
E[rik] E[rjk]
E[rk]
+O
(√
1
N
)
, (14)
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Note that (14) is implied based on the fact that V(αijk) ≤ O(1/N) which is proved by applying
Efron-Stein inequality under assumptions (A1) and (A3), similar to arguments in Lemma 7.10 from
Noshad et al. [2019]. In addition, we have
E
[
rijk
αijk
]
=
E[rijk]
E[αijk]
+O
(√
1
N
)
, (15)
E
[
rijk
αijk
]
= P (E≤1ijk) E
[
rijk
αijk
|E≤1ijk
]
+ P (E>1ijk) E
[
rijk
αijk
|E>1ijk
]
, (16)
where by using similar arguments in (56) from Noshad et al. [2019], we have P (E≤1ijk) = 1 −
O(
√
1/(dN)), therefore P (E>1ijk) = O(
√
1/(dN)). Further the second term in (16) is the bias
because of collision of H which will be proved in Second step in sequel that is upper bounded by
O(
√
1/(dN)).
Let xD and xC respectively denote the discrete and continuous components of the vector x, with
dimensions dD and dC . Also let fXC (xC) and pXD (xD) respectively denote density and pmf
functions of these components associated with the probability measure PX . Let X has dC and dD,
Y has d′C ,d
′
D, and Z has d
′′
C , d
′′
D continuous and discrete components, respectively. Then it can be
shown that
E[rijk|E≤1ijk]
= P (XD = xD, YD = yD, ZD = zD) 
dC+d
′
C+d
′′
C (f(xC , yC , zC |xD, yD, ZD) + ∆(, q, γ)) ,
(17)
where densities have bounded derivatives up to the order q ≥ 0 and belong to the Hölder continuous
class with smoothness parameter γ. Note that ∆(, q, γ)→ 0 as N →∞. Now from (50), (51), and
(53) in Noshad et al. [2019] and from (14) and (15) above, under assumptions (A1) and (A3), we
derive that
E
[
rijk
αijk
|E≤1ijk
]
=
dPXY Z PZ
dPXZ PY Z
+ ∆˜(, q, γ) +O
(√
1
N
)
, (18)
where H(x) = i, H(y) = j, H(z) = k, and as N →∞, ∆˜(, q, γ) −→ 0.
Second Step - Bias because of collision:
Let X˜ =
{
X˜i
}LX
i=1
, Y˜ =
{
Y˜i
}LY
i=1
, Z˜ =
{
Z˜i
}LZ
i=1
respectively denote distinct outputs of
H1 with the N i.i.d points Xk, Yk, Zk as inputs. Denote LXY Z := |X˜ ∪ Y˜ ∪ Z˜|, LXZ := |X˜ ∪ Z˜|,
and LY Z := |Y˜ ∪ Z˜|. In this step of the proof, we discuss the bias caused by the collision of H1 that
is the second line in (12):
Bϕ :=
∑
eijk∈EG
P (E=1ijk|Eijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E=1ijk, Eijk]
≤
∑
i,j,k∈F
P (E>1ijk)E
[
1Eijkϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E>1ijk] (19)
where
E>1ijk = E
>1
i ∩ E>1j ∩ E>1k ,
and E>1i is the event that there are at least two vectors from X˜i that map to vi using H2. One again
use the law of total expectation, then the RHS of (19) equals to∑
i,j,k∈F
P (E>1ijk)
(
P (Eijk|E>1ijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E>1ijk, Eijk]
+P (Eijk|E>1ijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E>1ijk, Eijk])
=
∑
i,j,k∈F
P (Eijk)P (E
>1
ijk|Eijk)E
[
ϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E>1ijk, Eijk]
(20)
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The equality in (20) is obtained based on Bayes error and g = 0 on the event Eijk. Now recall (13),
so from (9), we bound the last line in (20) by
O
(
1
dN
) ∑
i,j,k∈F
P (Eijk)E
[
ϕ(i, j, k) (rijk + αijk)
∣∣E>1ijk, Eijk] . (21)
This implies that
Bϕ ≤ O
(
1
dN
) ∑
i,j,k∈F
P (Eijk)
(
E
[
ϕ(i, j, k) rijk
∣∣E>1ijk, Eijk]+ E [ϕ(i, j, k)αijk∣∣E>1ijk, Eijk])
= O
(
1
dN2
) ∑
i,j,k∈F
P (Eijk)
(
E
[
ϕ(i, j, k) Nijk
∣∣E>1ijk, Eijk]+ E [ϕ(i, j, k)NikNjkNk ∣∣E>1ijk, Eijk
])
= O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
∑
i,j,k∈F
P (Eijk)(
E
[
ϕ(i, j, k) Nijk
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜]
+E
[
ϕ(i, j, k)
NikNjk
Nk
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜])
(22)
Define
Aijk :=
{
r : H2(X˜r) = i,H2(Y˜r) = j,H2(Z˜r) = k
}
, Ak :=
{
r : H2(Z˜r) = k
}
Aik :=
{
r : H2(X˜r) = i,H2(Z˜r) = k
}
, Ajk :=
{
r : H2(Y˜r) = j,H2(Z˜r) = k
}
.
(23)
Let Mr, be the number of the input points (X,Y,Z) mapped to (X˜r, Y˜r, Z˜r). Therefore for i, j, k
we can rewrite Nijk as
Nijk =
LXYZ∑
r=1
1Aijk(r)Mr. (24)
Similarly M ′r, M˜s, and M t are defined the number of the input points mapped to (X˜r, Z˜r), (Y˜s, Z˜s),
and Z˜t, respectively and we can write
Nik =
LXZ∑
r=1
1Aik(r)M
′
r, Njk =
LY Z∑
s=1
1Ajk(s)M˜s, Nk =
LZ∑
t=1
1Ak(t)M t. (25)
Under the assumption that ϕ is bounded, we have
Bϕ ≤ O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
∑
i,j,k∈F
P (Eijk)( LXYZ∑
r=1
P
(
r ∈ Aijk
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜)E [Mr∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜]
+
LXZ∑
r=1
LY Z∑
s=1
LZ∑
t=1
P
(
r ∈ Aik, s ∈ Ajk, t ∈ Ak
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜)
E
[
M ′rM˜s
M t
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜
])
,
(26)
Next we find the probability terms:
P
(
r ∈ Aijk
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜) = P
(
r ∈ Aijk, E>1ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
P
(
E>1ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
) .
(27)
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Let us find the denominator of (27) first. Define a = 1 when i = j = k and a = 3 for the case
i 6= j 6= k:
P
(
E>1ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
= 1− P
(
E=0ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
− P
(
E=1ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
= 1−
(
F − a
F
)LXYZ
−
(
LXY Z
F a
(
F − a
F
)LXYZ−a)
= O
(
L2XY Z
F a+1
) (28)
Further
P
(
r ∈ Aijk, E>1ijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
= P
(
r ∈ Aijk|E>1ijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
P
(
r ∈ Aijk|X˜ = x˜, Y˜ = y˜, Z˜ = z˜
)
=
(
1−
(
F − a
F
)LXYZ−a)( 1
F
)a
= O
(
LXY Z
F a+1
) (29)
Combining (28) and (29) yields
P
(
r ∈ Aijk
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜) = O( 1LXY Z
)
. (30)
Now we simplify the following term:
P
(
r ∈ Aik, s ∈ Ajk, t ∈ Ak
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜) . (31)
First assume that X˜v 6= Y˜v 6= Z˜v for v = r, s, t. Then
P
(
r ∈ Aik, s ∈ Ajk, t ∈ Ak
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜)
≤ P
(
r ∈ Aik
∣∣E>1ik , X˜ = x˜, Y˜ = y˜, Z˜ = z˜)P (s ∈ Ajk∣∣E>1jk , X˜ = x˜, Y˜ = y˜, Z˜ = z˜)
P
(
t ∈ Ak
∣∣E>1k , X˜ = x˜, Y˜ = y˜, Z˜ = z˜) = O( 1LXZLY ZLZ
)
.
(32)
Next assume that X˜v = Y˜v = Z˜v for v = r, s, t, therefore H2(X˜v) = H2(Y˜v) = H2(Z˜v), for
v = r, s, t. Then
P
(
r ∈ Aik, s ∈ Ajk, t ∈ Ak
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜) = δijkO( 1LXY Z
)
, (33)
By using equations (33), (32), and (30) in (26) we obtain an upper bound on bias with collision:
Bϕ ≤ O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
∑
i,j,k∈F
P (Eijk)(
O
(
1
LXY Z
) LXYZ∑
r=1
E
[
Mr
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜]
+
(
O
(
1
LXZLY ZLZ
)
+ δijkO
(
1
LXY Z
)) LXZ∑
r=1
LY Z∑
s=1
LZ∑
t=1
E
[
M ′rM˜s
M t
∣∣E>1ijk, Eijk, X˜ = x˜, Y˜ = y˜, Z˜ = z˜
])
= O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
∑
i,j,k∈F
P (Eijk)
(
O
(
N
LXY Z
)
+
(
O
(
N
LXZLY ZLZ
)
+ δijkO
(
N
LXY Z
)))
= O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
(
O
(
N
LXY Z
)
+
(
O
(
N
LXZLY ZLZ
)
+O
(
1
LXY Z
)))
E
 ∑
i,j,k∈F
1Eijk

≤ O
(
1
dN2
) ∑
x˜,y˜,z˜
pX˜,Y˜,Z˜(x˜, y˜, z˜)
(
O
(
N
LXY Z
)
+
(
O
(
N
LXZLY ZLZ
)
+O
(
1
LXY Z
)))
LXY Z
≤ O
(
1
dN
)
.
(34)
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Hence as N −→∞, the bias estimator due to collision tends to zero i.e. Bϕ −→ 0.
Third Step - DenoteN ′ijk,N
′
ik,N
′
jk, andN
′
k respectively are the number of the input points (X,Y,Z),
(X,Z), (Y,Z), and Z mapped to the buckets (X˜i, Y˜j , Z˜k), (X˜i, Z˜k), (Y˜j , Z˜k), and Z˜k using H1.
Define the notations r(i) = H−12 (i) for i ∈ F and s(x) := H1(x) for x ∈ X ∪ Y ∪ Z. Then from
(18), we have
E
[
N ′s(X)s(Y )s(Z)N
′
s(Z)
N ′s(X)s(Z)N
′
s(Y )s(Z)
]
=
dPXY Z PZ
dPXZ PY Z
+ ∆˜(, q, γ) +O
(√
1
N
)
. (35)
We simplify the first term in (12) as∑
i,j,k∈F
P (E≤1ijk)E
[
1Eijkϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E≤1ijk]
=
(
1−O
(
1
dN
)) ∑
i,j,k∈F
E
[
1Eijkϕ(i, j, k) αijk g
(
rijk
αijk
) ∣∣E≤1ijk]
=
∑
i,j,k∈F
E
[
1Eijkϕ(i, j, k)
NikNjk
NkN
g
(
NijkNk
NikNjk
) ∣∣E≤1ijk]+O( 1dN
)
=
∑
i,j,k∈F
E
[
1Eijkϕ(r(i), r(j), r(k))
N ′r(i)r(k)N
′
r(j)r(k)
N ′r(k)N
g
(
N ′r(i)r(j)r(k)N
′
r(k)
N ′r(i)r(k)N
′
r(j)r(k)
)]
+O
(
1
dN
)
.
(36)
Denote
β(r(i), r(j), r(k)) =
N ′r(i)r(j)r(k)N
′
r(k)
N ′r(i)r(k)N
′
r(j)r(k)
.
Therefore the last line in (36) is equal to
=
1
N
∑
i,j,k∈F
E
[
ϕ(r(i), r(j), r(k))
N ′r(i)r(j)r(k)
β(r(i), r(j), r(k))
g
(
β(r(i), r(j), r(k))
)]
+O
(
1
dN
)
=
1
N
E
[
N∑
i=1
ϕ(s(X), s(Y ), s(Z))
β(s(X), s(Y ), s(Z))
g
(
β(s(X), s(Y ), s(Z))
)]
+O
(
1
dN
)
,
(37)
where
β(s(X), s(Y ), s(Z)) =
N ′s(X)s(Y )s(Z)N
′
s(Z)
N ′s(X)s(Z)N
′
s(Y )s(Z)
.
The expression (37) equals:
= EPXYZ
[
E
[
ϕ(s(X), s(Y ), s(Z))
β(s(X), s(Y ), s(Z))
g
(
β(s(X), s(Y ), s(Z))
)∣∣∣X = x,Y = y,Z = z]]+O( 1
dN
)
= EPXYZ
[
ϕ(X,Y, Z)h
(dPXY Z PZ
dPXZ PY Z
)]
+ ∆˜(, q, γ) +O
(√
1
N
)
+O
(
1
dN
)
,
(38)
where h(t) = g(t)/t and (38) is derived by borrowing Lemma 7.9 from Noshad et al. [2019]. Hence
from (38) and (12), and the fact that ∆˜(, q, γ) −→ 0 as N →∞, we conclude
E
[
Îϕ(X;Y |Z)
]
−→ EPXYZ
[
ϕ(X,Y, Z)h
(dPXY Z PZ
dPXZ PY Z
)]
, as N →∞. (39)
This completes the proof.
Appendix C Validating the Estimator
In this section we validate the MSE performance of the estimator proposed in SNACS across varying
size of dimensionality and the number of total samples.
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Setup In order to observe the performance of the estimator when the number of samples are
varied, we set the dimensionality of X,Y to one and Z to two. This setup is used to mimic the
dimensionality difference, at a small scale, in our experiments. We vary the number of samples in
the range ∈ {500, 1000, 5000, 10000, 15000, 20000, 25000}. To observe the impact of a change in
dimensionality on the estimator’s performance, we restrict the total number of samples to 5000 and
varying the dimensions of X,Y, Z across {3, 10, 20, 30, 50}. In both the setups, we sample data from
a multivariate normal distribution where the covariance matrix is set as the identity function and µ is
zero.
Results Fig. 4 shows the results of our experiments where in Fig. 4a, we observe the steady decrease
in MSE as the number of samples are increased. This matches our expectation of a good estimator
where an increase in the number of samples improves the overall estimation accuracy and thus,
reduces the MSE. Fig. 4b illustrates the steady increase in MSE when the number of samples are held
constant but the dimensionality of the input variables grows larger. Further, the secondary curves
where ϕ = exp(−‖act‖222 ) shows that the inclusion of this term improves the overall performance and
matches the expected trends from a good estimator.
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Figure 4: (Fig. 4a) An increase in the number of samples while dimensionality of input variables
are held constant shows steadily decreasing MSE. (Fig. 4b) Increasing the dimensionality of input
variables while the total number of samples are held constant shows a steady worsening of the MSE.
Overall, the trends observed in both experiments match the expectations from a valid estimator.
Appendix D Dataset and Preprocessing
CIFAR10 This dataset is a 10 class subset of the original 80 million tiny images dataset. The
dataset split contains 50000 images for training, split as 5000 images/class, and 10000 images for
testing where there are 1000 images/class. Each image in the dataset is originally 32× 32× 3. For
preprocessing, we randomly crop the image after padding 4 pixels, then we randomly flip the image
horizontally before normalizing its values using mean (0.4914, 0.4822, 0.4465) and std. (0.2470,
0.2435, 0.2616) for each channel respectively. During testing, the images are only normalized and
provided to the DNN.
ILSVRC2012 This dataset contains 1000 different classes of images totalling to about 1.2 million
images overall for training and 50000 images for validation. The number of images per class varies
between 732 to 1300. For preprocessing, we randomly crop the image in to 224× 224× 3, then we
randomly flip the image horizontally before normalizing its values using mean (0.485, 0.456, 0.406)
and std. (0.229, 0.224, 0.225) for each channel respectively. During testing, we resize the original
image to 256× 256× 3, take a center crop of size 224× 224× 3 before normalizing them.
Appendix E Experimental Setup
Throughout the entire experimental results section, we use three major Dataset-DNN combinations,
CIFAR10-VGG16, CIFAR10-ResNet56 and ILSVRC2012-ResNet50. Table 4 lists the main hyper-
17
parameters used to train the VGG16 and ResNet56 networks and obtain their baseline performances.
Table 5 list the basic hyper-parameters used to retrain the VGG16, ResNet56 and ResNet50 networks
and obtain their final performance.
Table 4: Training setups used to obtain pre-trained network weights
VGG16 ResNet56
Epochs 300 300
Batch Size 128 128
Learning Rate 0.1 0.01
Schedule 90, 180, 260 150, 225
Optimizer SGD SGD
Weight Decay 0.0005 0.0002
Multiplier 0.2 0.1
Table 5: Base retraining setup used to obtain final performance listed in Table 1 of main paper
VGG16 ResNet56 ResNet50
Epochs 300 300 130
Batch Size 128 128 64
Learning Rate 0.1 0.1 0.1
Schedule [90, 180, 260] [90, 180, 260] [30, 60, 90, 100]
Optimizer SGD SGD SGD
Weight Decay 0.0005 0.0002 0.0001
Multiplier 0.2 0.1 0.1
E.1 Procedure to Set Upper Pruning Limit of Layers
Across all the experiments, when using our set of operating constraints to define γ, we collect the
performance of an SVM model across c ∈ {1, 6, 11, . . . , 96}.
E.2 Evaluation of Estimator
Run-Time To compare the improvement offered by our hash-based ACMI estimator, we choose
the Minimum Spanning Tree-based (MST) CMI estimator from MINT [Ganesh et al., 2020] as
the nearest competitive baseline. To ensure fair comparison, we use ACMI with ϕ = 1 as well as
ϕ = weight where weights are scaled to be between [0, 1]. We apply all the estimators over the 9th
convolution layer of VGG16 since it is the most dense layer available in the DNN. Here, we vary
G values for both the layer l and l + 1 (8 and 9) over 16, 32, 64, 128 and 256. We use an average
run-time from 10 trials, except for groups 128 and 256 for the MST-based estimator for which we use
2 trials. Most importantly, we set 200 samples per class which results in a total of 2000 samples of
activations.
Selection of ϕ We implement a number of possible functions and evaluate them over the CIFAR10-
VGG16 experimental setup. The exact hyper-parameters used to obtain ACMI values and obtain
the final test accuracy are provided in Tables 5, 6 and 7. We maintain G = 64 throughout these
experiments. The retraining parameters are based on the the compression (%) at which the model has
a test accuracy that matches or exceeds 93.43% (from MINT).
E.3 Large Scale Comparison
The setup to obtain the final results presented in Table 2 of the main paper are presented under
Tables 6 and 5. For VGG16 and ResNet50, G = 64 for all the layers in the network. For ResNet56,
convolution layers up to 20 have G = 16 for l while convolution layers up to 19 have G = 16 for
l + 1. Similarly, convolution layers between 21 and 38 have G = 32 for l while convolution layers
between 20 and 37 have G = 32 for l + 1. The remaining layers have G = 64 for both l and l + 1
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Table 6: Hyper-parameters specific to the ϕ function used final performance the best possible final
performance ≥ 93.43%. Here, act refers to the activations
1 weights weights2 exp(−weights
2
2 ) ‖act‖2
δ 0.9865 0.9925 0.9925 0.988 0.995
γ(1) 00.00 00.00 00.00 00.00 00.00
γ(2) 00.00 00.00 00.00 00.00 00.00
γ(3) 21.02 21.02 21.02 21.02 00.00
γ(4) 51.02 51.02 51.02 51.02 96.02
γ(5) 61.03 51.02 51.02 71.02 51.02
γ(6) 86.03 91.01 91.01 86.03 96.02
γ(7) 91.01 91.01 91.01 91.01 86.03
γ(8) 91.01 91.01 91.01 91.01 91.01
γ(9) 96.02 96.02 96.02 96.02 96.02
γ(10) 91.01 91.01 91.01 91.01 91.01
γ(11) 91.01 91.01 91.01 91.01 91.01
γ(12) 66.01 66.01 66.01 66.01 61.03
γ(13) 91.01 91.01 91.01 91.01 91.01
γ(14) 00.00 00.00 00.00 00.00 00.00
Compression(%) 84.02 84.12 84.17 84.46 76.13
Table 7: Hyper-parameters specific to the ϕ function used setup used to obtain final performance
listed in Table 1 of main paper. Here, act refers to the activations
weights ‖act‖2 exp(−weights
2‖act‖22
2 )
δ 0.880 0.919
γ(1) 00.00 00.00
γ(2) 00.00 00.00
γ(3) 41.01 36.03
γ(4) 56.03 61.03
γ(5) 61.03 56.03
γ(6) 81.03 86.03
γ(7) 86.03 96.02
γ(8) 91.01 86.03
γ(9) 96.02 91.01
γ(10) 96.02 96.02
γ(11) 91.01 81.03
γ(12) 61.03 71.02
γ(13) 91.01 86.03
γ(14) 00.00 00.00
Compression(%) 82.59 76.99
layers. We use the final compression per layer plots in subsequent sections as proxies for the γ values
set in our experiments.
E.4 Sensitivity-based Pruning
When using sensitivity-based pruning for VGG16, we highlight convolution layers 4, 5, 8, 9 and 12
are the main layers where we can save sensitive filters and observe a gain in compression. In Table 8
we present the updated γ values for these layers when sensitivity is added. These γ values were
obtained after applying our operating constraints on c ∈ {2, 4, . . . , 98}.
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Table 8: Comparison of γ values for convolution layers 4,5,8,9 and 12 in VGG16 when sensitive
filters are protected
w/o Sensitivity Sensitivity-based
δ 0.988 0.9879
γ(3) 21.02 49.95
γ(4) 51.02 55.39
γ(7) 91.01 92.72
γ(8) 91.01 93.77
γ(11) 91.01 92.55
Compression(%) 84.45 85.03
Appendix F Additional Figures for Results
We provide the extended set of figures for compression per layer comparisons for the VGG16 and
ResNet56 experiments. Further, we add the histogram plots for λ values.
Appendix G Discussion: Operating Constraints to Set Upper Pruning
Limits
The operating constraints to help automatically set the upper pruning limits of layers in a DNN were
formulated based on empirical observations on the degradation of activation quality when a layer is
pruned. We observed that the activations from later layers in a DNN, which are known to learn more
abstract concepts of the data, performed extremely well even when a simple SVM model is used to
classify them. Secondarily, the drop in their performance is slow with increasing compression. To
easily highlight layers whose activations posses such characteristics, we use the top-80% threshold
and prune them up to the maximum possible extent which maintains the performance above random.
We observed through our own experiments and the precedents set in previous works that such layers
can be pruned to large degrees yet the final test accuracy can be maintained after retraining.
The mid-layers posses activations that fall in quality quickly while the early layers often have
activations with very weak performance. Hence, we use a simple threshold over all the performances
collected since this simple statistic matches the amount of desired pruning that these layers can
handle without an extreme drop in performance. We vary this simple threshold based on the overall
constraint set for τ since they represent how pruning scales between layers yet they do NOT represent
the absolute maximum that the layer can be pruned, individually.
Appendix H Complexity of SNACS
We breakdown the discussion on the computational complexity of SNACS into two distinct parts, 1)
the complexity of the hash-based estimator, and 2) the complexity of Algorithm 1 in the main paper.
H.1 Complexity of hash-based estimator
Extending the discussion provided in Noshad et al. [2019], we find that the estimation process is
dependent on two main factors, the total number of samples, m, and the dimensionality of each
sample. From the original paper, we find that the computational complexity is linearly dependent on
the number of samples. Also, in our setup the dimensionality of a sample is capped by F (l)j which
includes activations from all the filters in a layer excluding j. However, the estimator is still scales
linearly with dimensionality.
H.2 Complexity of Algorithm 1
There are 2 primary factors which affect the time complexity of Algorithm 1 in the main paper, 1)
the number of groups associated with layers l and l + 1, and 2) the total number of layers in the
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Figure 5: Across both VGG16 and ResNet56, we observe that our approach to setting γ works
well. The later layers are pruned significantly more when compared to the early layers across all
Dataset-DNN combinations.
DNN. The double FOR loop has an upper bound of O(N (l)N (l+1)) if the number of groups defined
matches the number of filters in each layer. Practically, we have an upper bound of O(G(l)G(l+1)).
Overall, the algorithm itself is executed L− 1 times.
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Figure 6: Comparison of the histogram of λ values between early layers (Conv. 4 and 5) and the later
layers (Conv. 8, 9, 12) The early layers resemble normal distributions while the latter layers do not
conform to a specific pattern.
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