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Abstract
Gyarmati, Mauduit and Sa´rko¨zy introduced the cross-correlation measure Φk(G) of order
k to measure the level of pseudorandom properties of families of finite binary sequences. In
an earlier paper we estimated the cross-correlation measure of a random family of binary
sequences. In this paper, we sharpen these earlier results by showing that for random
families, the cross-correlation measure converges strongly, and so has limiting distribution.
We also give sharp bounds to the minimum values of the cross-correlation measure, which
settles a problem of Gyarmati, Mauduit and Sa´rko¨zy nearly completely.
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1 Introduction
Recently, in a series of papers the pseudorandomness of finite binary sequences EN = (e1, . . . ,
eN ) ∈ {−1, 1}N has been studied. In particular, measures of pseudorandomness have been
defined and investigated; see [3, 5, 9, 11] and the references therein.
For example, Mauduit and Sa´rko¨zy [11] introduced the correlation measure Ck(EN ) of order
k of the binary sequence EN . Namely, for a k-tuple D = (d1, . . . , dk) with non-negative integers
0 ≤ d1 < · · · < dk < N and M ∈ N with M + dk ≤ N write
Vk(EN ,M,D) =
M∑
n=1
en+d1 . . . en+dk .
Then Ck(EN ) is defined as
Ck(EN ) = max
M,D
|V (EN ,M,D)| = max
M,D
∣∣∣∣∣
M∑
n=1
en+d1 . . . en+dk
∣∣∣∣∣ .
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This measure has been widely studied, see, for example [1, 2, 3, 5, 8, 12, 17]. In particular,
Alon, Kohayakawa, Mauduit, Moreira and Ro¨dl [3] obtained the typical order of magnitude of
Ck(EN ). They proved that, if EN is chosen uniformly from {−1,+1}N , then for all 0 < ε < 1/16
the probability that
2
5
√
N log
(
N
k
)
< Ck(EN ) <
7
4
√
N log
(
N
k
)
holds for every integer 2 ≤ k ≤ N/4 is at least 1 − ε if N is large enough. (Here, and in what
follows, we write log for the natural logarithm, and loga for the logarithm to base a.)
They also showed in [3], that the correlation measure Ck(EN ) is concentrated around its
mean E[Ck]. Namely, for all ε > 0 and integer function k = k(N) with 2 ≤ k ≤ logN− log logN
the probability that
1− ε < Ck(EN )
E[Ck]
< 1 + ε
holds is at least 1− ε if N is large enough.
Recently, K.-U. Schmidt studied the limiting distribution of Ck(EN ) [17]. He showed that
if e1, e2, . . . ∈ {−1,+1} are chosen independently and uniformly, then for fixed k
Ck(EN )√
2N log
(
N
k−1
) → 1 almost surely,
as N →∞, where EN = (e1, . . . , eN ).
Let us now turn to the minimal value of Ck(EN ). Clearly,
min{Ck(EN ) : EN ∈ {−1,+1}} = 1 for odd k,
where the minimum is reached by the alternating sequence (1,−1, 1,−1, . . . ). However, for even
order, Alon, Kohayakawa, Mauduit, Moreira and Ro¨dl [2] showed that
min{C2k(EN ) : EN ∈ {−1,+1}} >
√
1
2
⌊
N
2k + 1
⌋
, (1)
see also [17].
In order to study the pseudorandomness of families of finite binary sequences instead of
single sequences, Gyarmati, Mauduit and Sa´rko¨zy [10] introduced the notion of the cross-
correlation measure (see also the survey paper [15]).
Definition 1. For positive integers N and S, consider a map
GN,S : {1, 2, . . . , S} → {−1,+1}N ,
and write GN,S(s) = (e1(s), . . . , eN (s)) ∈ {−1, 1}N (1 ≤ s ≤ S).
The cross-correlation measure Φk (GN,S) of order k of GN,S is defined as
Φk (GN,S) = max
∣∣∣∣∣
M∑
n=1
en+d1(s1) · · · en+dk(sk)
∣∣∣∣∣ ,
where the maximum is taken over all integers M,d1, . . . , dk and 1 ≤ s1, . . . , sk ≤ S such that
0 ≤ d1 ≤ d2 ≤ · · · ≤ dk < M + dk ≤ N and di 6= dj if si = sj.
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We remark that in [10] only injective maps GN,S were considered, and the cross-correlation
measure is defined for the families F = {GN,S(s) : s = 1, 2, . . . , S} of size S.
The typical order of magnitude of Φk (GN,S) was established in [14] for large range of k and
for random maps GN,S , i.e. when all en(s) ∈ {−1,+1} (1 ≤ n ≤ N , 1 ≤ s ≤ S) are chosen
independently and uniformly.
Theorem 1. For a given ε > 0, there exists N0, such that if N > N0 and 1 ≤ log2 S < N/12,
then we have with probability at least 1− ε, that
2
5
√
N
(
log
(
N
k
)
+ k log S
)
< Φk (GN,S) <
5
2
√
N
(
log
(
N
k
)
+ k log S
)
for every integer k with 2 ≤ k ≤ N/(6 log2 S).
Our first result tells that analogously to the correlation measure of binary sequences, the
cross-correlation measure of families Φk (GN,S) is concentrated around its mean E [Φk (GN,S)]
if k is small enough.
Theorem 2. For any fixed constant ε > 0 and any integer function k = k(N) with 2 ≤ k ≤
(logN + logS)/ log logN , there is a constant N0 ≥ 12 log2 S for which the following holds. If
N ≥ N0, then the probability that
1− ε < Φk(GN,S)
E [Φk(GN,S)]
< 1 + ε
holds is at least 1− ε.
Next, we improve the upper bound in Theorem 1.
Theorem 3. For positive integers N,S and for 1 ≤ s ≤ S write GN,S(s) = (e1(s), e2(s), . . . ,
eN (s)) (1 ≤ s ≤ S). Let en(s) (1 ≤ n ≤ N , 1 ≤ s ≤ S) be drawn independently and uniformly
at random from {−1, 1}. For all ε > 0 we have
P
[
Φk (GN,S) ≤ (1 + ε)
√
2N log
((
SN
k
)
−
(
S(N − 1)
k
))
for all k satisfying 2 ≤ k < SN
]
→ 1,
as N →∞.
In order to obtain the asymptotic distribution of the cross-correlation measure Φk (GN,S),
consider the set Ω of all maps GS : N → {−1,+1}N×S and write GS(s) = (e1(s), e2(s), . . . ) for
1 ≤ s ≤ S. Let us endow Ω the probability measure
P[GS ∈ Ω : e1(i) = c1,i, e2(i) = c2,i, . . . , eN (i) = cN,i, i = 1, . . . , S] = 2−NS (2)
for all N ∈ N and all (c1,i, c2,i, . . . , cN,i)Si=1 ∈ {−1, 1}N×S .
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Theorem 4. Let S be a positive integer and let GS be drawn from Ω equipped with the prob-
ability measure defined by (2) with GS(s) = (e1(s), e2(s), . . . ) for 1 ≤ s ≤ S. Let GN,S(s) =
(e1(s), . . . , eN (s)) for 1 ≤ s ≤ S. For a fixed k ≥ 2 we have
Φk (GN,S)√
2N log
( N
k−1
) → 1 almost surely
as N →∞.
Finally, we study the minimum values of the cross-correlation measure Φk (GN,S). If GN,S
is non-injective, say GN,S(S − 1) = GN,S(S), then
Φk (GN,S) = max {Φk−2 (GN,S−1) ,Φk (GN,S−1)} ,
thus it is enough to control the minimum values of Φk (GN,S) when GN,S is injective.
In [10], Gyarmati, Mauduit and Sa´rko¨zy showed, that if the order of the measure is odd and
S is small, then Φ2k+1 (GN,S) can be small.
Proposition 1. Let N ∈ N, k, S ∈ N, such that 2k+1 < N , S < N . Then there is an injective
map GN,S such that
Φ2k+1 (GN,S) ≤ 2S.
Based on this observation they posed the following problem.
Problem 1. Estimate min {Φ2k+1 (GN,S)} for any fixed N, k and S, where the minimum is
taken over all injective maps GN,S : {1, 2, . . . , S} → {−1, 1}N .
We shall prove
Theorem 5. If k and N are positive integers, then
⌊log2 S − log2(2k + 1)⌋ ≤ min {Φ2k+1 (GN,S)} ≤ ⌈log2 S⌉,
where the minimum is taken over all injective maps GN,S : {1, 2, . . . , S} → {−1, 1}N .
Similarly to the correlation measure, the cross-correlation measure cannot be small if its
order is even. From (1) and a trivial estimate we get
Φ2k (GN,S) ≥ max {C2k (GN,S(s)) : 1 ≤ s ≤ S} ≥
√
1
2
⌊
N
2k + 1
⌋
.
This lower bound can be improved, for example, by essentially a log⌊S/k⌋ term if S is large.
Theorem 6. If k and N are positive integers, then for all injective maps GN,S : {1, 2, . . . , S} →
{−1, 1}N we have
Φ2k (GN,S) ≥
√
1
50
N log⌊S/k⌋
/
log
50N
log⌊S/k⌋ (3)
if 2kN ≤ S, and
Φ2k (GN,S) ≥
√
N
2⌈k/S⌉ + 1 (4)
if 2kN > S.
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2 Estimates for Φk (GN,S) for random GN,S
It this section we shall prove Theorems 2 and 3. The proof of Theorem 2 is based on the
following result (see e.g. [13, Lemma 1.2]).
Lemma 2. Let X1, . . . ,Xn be independent random variables, with Xj taking values in a set Aj
for each j. Suppose that the (measurable) function f :
∏n
j=1Aj → R satisfies
|f(x)− f(x′)| ≤ cj
whenever the vectors x and x′ differ only in the jth co-ordinate. Let Y be the random variable
f(X1, . . . ,Xn). Then for any θ > 0,
P [|Y − E(Y )| ≥ θ] ≤ 2 exp
{
− 2θ
2∑n
j=1 c
2
j
}
.
Lemma 3. For θ ≥ 0 we have
P [|Φk (GN,S)− E [Φk (GN,S)]| ≥ θ] ≤ 2 exp
{
− θ
2
2k2N
}
. (5)
Proof. For a fixed 1 ≤ j ≤ N consider two maps GN,S , G′N,S : {1, . . . , S} → {−1, 1}N with
GN,S(s) = (e1(s), . . . , eN (s)) and G
′
N,S(s) = (e
′
1(s), . . . , e
′
N (s)) for 1 ≤ s ≤ S, such that for all
s the sequences (e1(s), . . . , eN (s)) and (e
′
1(s), . . . , e
′
N (s)) can only differ at the jth position:
en(s) = e
′
n(s) for 1 ≤ s ≤ S and n 6= j.
Then ∣∣∣∣∣
∣∣∣∣∣
M∑
n=1
en+d1(s1) . . . en+dk(sk)
∣∣∣∣∣−
∣∣∣∣∣
M∑
n=1
e′n+d1(s1) . . . e
′
n+dk
(sk)
∣∣∣∣∣
∣∣∣∣∣ ≤ 2k,
therefore ∣∣Φk (GN,S)− Φk (G′N,S)∣∣ ≤ 2k
which proves (5) by Lemma 2.
Theorem 2. By Lemma 3 it is enough to show that if 2 ≤ k ≤ (logN + log S)/ log logN , then
taking θ = εE[Φk(GN,S)] the right hand side of (5) is o(1). If N is large enough, then by
Theorem 1 we have
E[Φk(GN,S)] >
1
5
√
kN (logN + logS).
Then
θ2
2k2N
=
ε2(E[Φk(GN,S)])
2
2k2N
≥ ε
2
50
logN + log S
k
→∞,
as N →∞.
Let X1, . . . ,XN be independent random variables, each taking the values -1 or 1, each with
probability 1/2. Define the random variable
RN = max
1≤m1≤m2≤N
∣∣∣∣∣∣
m2∑
j=m1
Xj
∣∣∣∣∣∣ .
The following lemma states an estimate for large deviation of RN [17, Lemma 2.2].
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Lemma 4. For all δ > 0, there exists N0 = N0(δ) such that for all N ≥ N0 and all λ > 2
√
N
we have
P [RN > (1 + δ)λ] ≤ logN exp
(
− λ
2
2N
)
.
One can obtain in the same way as [3, Claim 18] that the summands in the definition of the
cross-correlation measure are pairwise independent.
Lemma 5. Let 1 ≤ n, n′ ≤ N be integers, (s1, . . . , sk), (s′1, . . . , s′k), (d1, . . . , dk) and (d′1, . . . , d′k)
be k-tuples such that 1 ≤ s1, . . . , sk ≤ S, 1 ≤ s′1, . . . , s′k ≤ S, 0 ≤ d1 ≤ · · · ≤ dk, 0 ≤ d′1 ≤ · · · ≤
d′k with di 6= dj if si = sj and d′i 6= d′j if s′i = s′j. If
(n, s1, . . . , sk, d1, . . . , dk) 6= (n′, s′1, . . . , s′k, d′1, . . . , d′k),
then
en+d1(s1) · · · en+dk(sk) and en′+d′1(s′1) · · · en′+d′k(s
′
k)
are independent.
Throughout the proofs of Theorems 3 and 4 we will frequently use the following well-known
bounds to the binomial coefficients( n
m
)m
≤
(
n
m
)
≤
(en
m
)m
, for n,m ∈ N, 0 < m ≤ n. (6)
Theorem 3. Write GN,S(s) = (e1(s), . . . , eN (s)) for 1 ≤ s ≤ S. Then writing d1 = 0 we have
Φk (GN,S) = max
0≤d2≤···≤dk
max∗
s1,...,sk
max
1≤m1≤m2≤N−dk
∣∣∣∣∣
m2∑
n=m1
en+d1(s1) . . . en+dk(sk)
∣∣∣∣∣ , (7)
where the asterisk indicates that the second maximum is taken over all 1 ≤ s1, . . . , sk ≤ S such
that si 6= sj if di = dj .
Let
λ =
√
2N log
((
SN
k
)
−
(
S(N − 1)
k
))
and write 1 + ε =
√
1 + γ(1 + δ) for some γ, δ > 0. By Lemmas 4 and 5 we have
P
[
max
1≤m1≤m2≤N−dk
∣∣∣∣∣
m2∑
n=m1
en+d1(s1) . . . en+dk(sk)
∣∣∣∣∣ > (1 + ε)λ
]
is at most
logN exp
{
−λ
2(1 + γ)
2N
}
=
logN((SN
k
)− (S(N−1)k ))(1+γ)
if N is large enough.
Summing over all tuples (d2, . . . , dk) and (s1, . . . , sk) considered in (7) we get
P [Φk(GN ) > (1 + ε)λ] ≤
∑
0≤d2≤···≤dk
∑∗
s1,...,sk
logN((SN
k
)− (S(N−1)k ))(1+γ)
(8)
6
if N is large enough.
Denoting the number of zero di’s by ℓ, we get that the number of possible tuples is
S∑
ℓ=1
(
S
ℓ
)(
S(N − 1)
k − ℓ
)
=
(
SN
k
)
−
(
S(N − 1)
k
)
, (9)
where the equation follows from the Chu–Vandermonde identity
l∑
j=0
(
m
j
)(
n−m
l − j
)
=
(
n
l
)
which can be obtained from the coefficient of xl in the polynomial equation (1+x)m(1+x)m−n =
(1 + x)n.
From (8) and (9) we get
P [Φk(GN ) > (1 + ε)λ] ≤ logN((SN
k
)− (S(N−1)k ))γ ≤
logN((SN
k
)− (SN−1k ))γ
=
logN(SN−1
k−1
)γ .
In order to prove the theorem it is enough to show that
SN−1∑
k=2
P [Φk(GN ) > (1 + ε)λ]→ 0, as N →∞.
Let M be an integer such that Mγ > 1. Then, for N > M/S we have that
SN−1∑
k=2
P [Φk(GN ) > (1 + ε)λ] ≤ 2
M−1∑
k=1
logN(SN−1
k
)γ + 2
⌊(SN−1)/2⌋∑
k=M
logN(SN−1
k
)γ
≤ 2M logN
(SN − 1)γ +
SN logN(SN−1
M
)γ
≤ 2M logN
(SN − 1)γ +
MMγ logN
(SN − 1)Mγ−1 ,
using (6). Since γ > 0 and Mγ > 1, the right hand side tends to zero as N →∞ which proves
the theorem.
3 Limiting distribution
The main ingredient of the proof of Theorem 4 is the following asymptotic result for the mean
E [Φk (GN,S)].
Lemma 6. Let GN,S(s) be drawn independently and uniformly at random from {−1, 1}N for
all 1 ≤ s ≤ S. Then, as N →∞,
E [Φk (GN,S)]√
2N(k − 1) logN → 1.
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Let ℓ and k1, . . . , kℓ be positive integers with k1 + · · ·+ kℓ = k. Let D = (di1, . . . , diki)ℓi=1 be
a k-tuple such that
0 ≤ di1 < · · · < diki ≤
N
logN
for i = 1, . . . , ℓ, and min
i=1,...,ℓ
di1 = 0. (10)
For distinct 1 ≤ s1, . . . , sℓ ≤ S write
Vk1,...,kℓ(GN , s1, . . . , sℓ,D)
=
N−⌊ N
logN
⌋∑
n=1
en+d11(s1) . . . en+d1k1
(s1) . . . en+dℓ1
(sℓ) . . . en+dℓkℓ
(sℓ).
For functions f(x), g(x), we use the standard notation f(x) ∼ g(x) to mean f(x) = g(x)(1+
o(1)) as x→∞.
Lemma 7. Let GN,S(s) be drawn independently and uniformly at random from {−1, 1}N for
all 1 ≤ s ≤ S. Then
P
[
|Vk1,...,kℓ (GN,S , s1, . . . , sℓ,D)| ≥
√
2N(k − 1) logN
]
∼ 1
ek−1Nk−1
√
π(k − 1) logN
as N →∞.
We need the following form of the de Moivre-Laplace theorem (see, e.g., [6, Chapter I,
Theorem 6]).
Lemma 8. Let X1, . . . ,Xn be independent random variables, each taking the values -1 or 1,
both with probability 1/2. For any cn > 0 with cn = o(n
1/6) and cn →∞, we have
P
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ cn√n
]
∼
√
2
π
1
cn
exp
{
−c
2
n
2
}
.
Lemma 7. Write
cN =
√
2N
N − ⌊N/ logN⌋(k − 1) logN.
Then, by Lemmas 5 and 8 we have
P


∣∣∣∣∣∣
N−⌊N/ logN⌋∑
n=1
en+d1(s1) · · · en+dk(sk)
∣∣∣∣∣∣ ≥ cN
√
N − ⌊N/ logN⌋


∼ 1√
π(k − 1) logN exp
{
− N
N − NlogN +O(1)
(k − 1) logN
}
=
1
ek−1Nk−1
√
π(k − 1) logN e
− k−1
logN−1
−O(k logNN )
if N is large enough.
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Lemma 9. Let GS be drawn from Ω with the probability measure defined by (2) and define
GN,S as in Theorem 4.
Let ℓ and k1, . . . , kℓ, k
′
1, . . . , k
′
ℓ be positive integers with k1 + · · ·+ kℓ = k′1 + · · ·+ k′ℓ = k, let
1 ≤ s1 < · · · < sℓ ≤ S and D 6= D′ k-tuples having the form (10). Then writing
λ =
√
2N(k − 1) logN
we have
P[|Vk1,...,kℓ(GN , s1, . . . , sℓ,D)| ≥ λ ∩ |Vk′1,...,k′ℓ(GN , s1, . . . , sℓ,D
′)| ≥ λ]
≤ 23
N2(k−1)
.
In order to prove Lemma 9 we use the following notation. A tuple (x1, . . . , x2m) is t-even if
there exists a permutation σ of {1, 2, . . . , 2m} such that xσ(2i−1) = xσ(2i) for each i ∈ {1, . . . , t}
and t is the largest integer with this property. An m-even tuple is just called even.
The following lemma gives an upper bound to the number of even tuples [16, Lemma 2.4].
Lemma 10. Let m and q be positive integers. Then the number of even tuples in {1, . . . ,m}2q
is at most (2q − 1)!!mq, where the (2q − 1)!! semi-factorial is defined as
(2q − 1)!! = (2q)!
q!2q
= (2q − 1) · (2q − 3) · · · 3 · 1.
The following result is an extension of [17, Lemma 3.7].
Lemma 11. Let N , q and t be positive integers satisfying 0 ≤ t < q. Let D and D′ be two
k-tuples satisfying D 6= D′ and (10).
If (x1, . . . , x2q) is d-even for some d < q − t, then the number of 4q-tuples (x1, . . . , x2q,
y1, . . . , y2q) in {1, . . . , N}4q such that for each 1 ≤ s ≤ S the tuple
(xi + d
s
1, . . . , xi + d
s
ks , yi + d
′s
1 , . . . , yi + d
′s
k′s
)2qi=1
is even, is at most
(4kq − 1)!!N2q−(t+1)/3.
Proof. Since the proof is similar to the proof of [17, Lemma 3.7], we leave some details to the
reader.
We construct a set of tuples that contains the required 4q-tuples as a subset. For each
1 ≤ s ≤ S, arrange the 4(ks + k′s)q variables
xi + d
s
j , yi + d
′s
l for 1 ≤ i ≤ 2q, 1 ≤ j ≤ ks, 1 ≤ l ≤ k′s (11)
into 2(ks + k
′
s)q unordered pairs {as1, bs1}, . . . , {as2(ks+k′s)q, b
s
2(ks+k′s)q
} such that there are at most
k(q − t− 1) pairs of form {xi + dsj , xi′ + dsj}. This can be done in at most (4kq − 1)!! ways. We
formally set asi = b
s
i for all 1 ≤ i ≤ 2q and all 1 ≤ s ≤ S. If this assignment does not yield a
contradiction, then we call the arrangement (11) consistent.
If there is a pair of form {xi + dsj , xi′ + dsl } with j 6= l in a consistent arrangement, then
i 6= i′ and xi determines xi′ . Likewise, if there is a pair of form {yi+ d′sj , yi′ + d′sl } with j 6= l in
a consistent arrangement, then i 6= i′ and yi determines yi′ . On the other hand, if a consistent
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arrangement consists a pair of form {xi + dsj , yi′ + d′sl }, then xi determines yi′ and at least one
other variable in the list
x1, . . . , x2q, y1, . . . , y2q. (12)
Indeed, a consistent arrangement cannot contain pairs involving only the variables
xi + d
s
1, . . . , xi + d
s
ks , yi′ + d
′s
1 , . . . , yi′ + d
′s
k′s
for each 1 ≤ s ≤ S.
Since for all 1 ≤ s ≤ S, 0 ≤ ds1 < · · · < dsks , and 0 ≤ d′s1 < · · · < d′sk′s , the only possibility for
such pairs would be
{xi + ds1, yi′ + d′s1 }, . . . , {xi + dsks , yi′ + d′sk′s}, 1 ≤ s ≤ S. (13)
Let u, v be two indices such that du1 = 0 and d
′v
1 = 0. Then xi = yi′+d
′u
1 and xi+d
v
1 = yi′ so we
have du1 = d
′v
1 = 0, thus xi = yi′ and d
u
j = d
′u
j (j = 1, . . . , ku), d
v
j = d
′v
j (j = 1, . . . , kv). Moreover
it also follows from (13) that dsj = d
′s
j (j = 1, . . . , ks) for s 6= u, v, so D = D′, a contradiction.
Now, by assumption, each consistent arrangement contains at most k(q− t−1) pairs of form
{xi + dsj , xi′ + dsj} and at most kq pairs of the form {yi + d′sj , yi′ + d′sj }, and so at most
q − t− 1 + q + 1
3
(2t+ 2) = 2q − 1
3
(t+ 1)
of the variables in (12) can be chosen independently. We assign to each of these a value of
{1, . . . , N}. In this way, we construct a set of at most (4kq−1)!!N2q−(t+1)/3 tuples that contains
the required 4q-tuples.
Lemma 12. Let S and k be integers. Let GN,S(s) be drawn independently and uniformly at
random from {−1, 1}N for all 1 ≤ s ≤ S. Let ℓ and k1, . . . , kℓ, k′1, . . . , k′ℓ be positive integers
with k1+ · · ·+kℓ = k′1+ · · ·+k′ℓ = k, let s1, . . . , sℓ ∈ S distinct elements and let D 6= D′ k-tuples
having the form (10).
For 0 ≤ h < p we have
E
[(
Vk1,...,kℓ(GN , s1, . . . , sℓ,D)Vk′1,...,k′ℓ(GN , s1, . . . , sℓ,D
′)
)2p]
≤ N2p((2p − 1)!!)2
(
1 +
(4kp)4kh
N1/3
+
(4kp)2kp
N (h+1)/3
)
. (14)
Lemma 12. Since the proof is similar to the proof of [17, Lemma 3.8], we leave some details to
the reader.
Expanding the left hand side of (14), we get that the expected value in (14) is
N−⌊ N
logN
⌋∑
n1,...,n2p=1
N−⌊ N
logN
⌋∑
m1,...,m2p=1
E
[
2p∏
z=1
ℓ∏
u=1
enz+du1 (su) . . . enz+duku
(su)
·
ℓ∏
v=1
emz+d′v1 (sv) . . . emz+d′vk′v
(sv)
]
. (15)
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Since en(s) are mutually independent for 1 ≤ n ≤ N and 1 ≤ s ≤ S with en(s) ∈ {−1, 1}
and E[sn(s)] = 0, then (15) is the number of 4p-tuples (n1, . . . , n2p,m1, . . . ,m2p) such that for
each u the tuples (nz + d
u
1 , . . . , nz + d
u
ku
,mz + d
′u
1 , . . . ,mz + d
′u
k′u
)2pz=1 are even.
Then in the same way as in [17, Lemma 3.8] one may get that the number of such 4p-tuples
is at most
((2p − 1)!!Np)2
(
1 +
2p(ki + k
′
i)
2h(ki+k′i)
N1/3
+
2p(ki + k
′
i)
p(ki+k′i)
N (h+1)/3
)
.
using Lemma 11.
Lemma 9. If X1 and X2 are random variables, then for all positive integers p and for θ1, θ2 > 0
Markov’s inequality yields
P[|X1| ≥ θ1 ∩ |X2| ≥ θ2] ≤ E[(X1X2)
2p]
(θ1θ2)p
.
Let p = ⌊(k − 1) logN⌋ and h = ⌊α log logN⌋ for some large α > 0 to be fixed later.
By (14) and Markov’s inequality we have
P[|Vk1,...,kℓ(GN , s1, . . . , sℓ,D)| ≥ λ ∩ |Vk′1,...,k′ℓ(GN , s1, . . . , sℓ,D
′)| ≥ λ]
≤
E
[(
Vk1,...,kℓ(GN , s1, . . . , sℓ,D)Vk′1,...,k′ℓ(GN , s1, . . . , sℓ,D
′)
)2p]
λ4p
≤ ((2p − 1)!!)
2N2p
(2N(k − 1) logN)2p
(
1 +
(4kp)4kh
N1/3
+
(4kp)2kp
N (h+1)/3
)
=
((2p − 1)!!)2
(2(k − 1) logN)2p (1 +K1(p, h) +K2(p, h)) ,
where
K1(p, h) =
(4kp)4kh
N1/3
, K2(p, h) =
(4kp)2kp
N (h+1)/3
.
By Stirling’s approximation (see e.g. [7]) it follows that
√
2πnnne−n ≤ n! ≤
√
3πnnne−n
so we have
((2p − 1)!!)2
(2(k − 1) logN)2p ≤
3e2
N2(k−1)
.
Moreover
logK1(p, h) = −1
3
logN + 4kh log(4kp) ≤ −1
3
logN + 6αk log k(log logN)2
≤ −1
4
logN
11
if N is large enough and
logK2(p, h) = −h+ 1
3
logN + 2kp log(4kp)
≤ −α
3
logN log logN + 6k2 log k logN log logN
=
(
−α
3
+ 6k2 log k
)
logN log logN
≤ − logN log logN.
if we choose α = 10k2 log k. Then the result follows.
Lemma 6. From Theorem 3 and Lemma 3 it follows that
lim sup
N→∞
E [Φk (GN,S)]√
2N log
((
S·N
k
)− (S·(N−1)k ))
≤ 1. (16)
Now (
S ·N
k
)
−
(
S · (N − 1)
k
)
=
(
S ·N
k
)(
1−
(
1− k
S ·N
)
· · ·
(
1− k
S ·N − S + 1
))
. (17)
Since(
1− k
S ·N
)
· · ·
(
1− k
S ·N − S + 1
)
≤
(
1− k
S ·N
)S
= 1− k
N
+O
(
k2
N2
)
and (
1− k
S ·N
)
· · ·
(
1− k
S ·N − S + 1
)
≥
(
1− k
S(N − 1)
)S
= 1− k
N − 1 +O
(
k2
N2
)
= 1− k
N
+O
(
k
N2
)
,
we have that (17) is(
S ·N
k
)
−
(
S · (N − 1)
k
)
=
(
S ·N
k
)(
k
N
+O
(
k
N2
))
(18)
and by (6) its logarithm is
log
(
S ·N
k
)
+ log
k
N
+ log
(
1 +O
(
1
N
))
∼ (k − 1) logN
as S and k are fixed.
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It follows from (16) that
lim sup
N→∞
E [Φk (GN,S)]√
2N(k − 1) logN ≤ 1
so it is enough to show that
lim inf
N→∞
E [Φk (GN,S)]√
2N(k − 1) logN ≥ 1.
Let δ > 0 and put
N(δ) =
{
N ≥ k : E [Φk (GN,S)]√
2N(k − 1) logN < 1− δ
}
.
We shall show, that N(δ) is a finite set for all δ > 0 which proves the lemma according to (16).
Clearly,
Φk (GN,S) ≥ max
ℓ,k1,...,kℓ
max
s1,...,sℓ
max
D
|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)|,
so
P [Φk (GN,S) ≥ λ] ≥
∑
P[|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)| ≥ λ]
− 1
2
∑
P
[|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)| ≥ λ
∩ |Vk′1,...,k′ℓ′ (GN,S , s
′
1, . . . , s
′
ℓ′ ,D
′)| ≥ λ], (19)
where the first sum is taken over all positive integers ℓ and k1, . . . , kℓ with k1 + · · · + kℓ = k,
all distinct 1 ≤ s1, . . . , sℓ ≤ S and all D having the form (10), while the second sum is taken
over all positive integers ℓ, ℓ′ and k1, . . . , kℓ, k
′
1, . . . , k
′
ℓ′ with k1+ · · ·+ kℓ = k′1+ · · ·+ k′ℓ′ = k, all
distinct 1 ≤ s1, . . . , sℓ ≤ S and distinct 1 ≤ s′1, . . . , s′ℓ′ ≤ S and all D,D′ having the form (10)
with the additional restriction that D 6= D′ if {s1, . . . , sℓ} = {s′1, . . . , s′ℓ′}.
First we give a lower bound to the first term of (19) by Lemma 7. Namely,
k∑
ℓ=1
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
1≤s1,...,sℓ≤S
∑
D
P[|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)| ≥ λ]
≥ 1
2ek−1Nk−1
√
π(k − 1) logN
k∑
ℓ=1
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
1≤s1,...,sℓ≤S
∑
D
1
=
((
S · (⌊N/ logN⌋+ 1)
k
)
−
(
S · ⌊N/ logN⌋
k
))
1
2ek−1Nk−1
√
π(k − 1) logN
≥
(
S · (⌊N/ logN⌋+ 1)
k
)
· k
N
1
4ek−1Nk−1
√
π(k − 1) logN
≥ S
k
4(ek)k−1(logN)k
√
π(k − 1) logN (20)
using (6) and (18) with N replaced by ⌊N/ logN⌋+ 1.
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We give a lower bound to the second term of (19) by Lemmas 7 and 9. If {s1, . . . , sℓ} 6=
{s′1, . . . , s′ℓ′}, then Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D) and Vk′1,...,k′ℓ′ (GN,S , s
′
1, . . . , s
′
ℓ′ ,D
′) are indepen-
dent by Lemma 5, thus by Lemma 7 we have in the same way that
k∑
ℓ,ℓ′=1
∑
1≤s1,...,sℓ≤S
∑
1≤s′1,...,s
′
ℓ≤S
{s1,...,sℓ}6={s
′
1,...,s
′
ℓ′
}
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
k′1,...,k
′
ℓ≥1
k′1+···+k
′
ℓ=k
∑
D,D′
P[|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)| ≥ λ ∩ |Vk′1,...,k′ℓ′ (GN,S , s
′
1, . . . , s
′
ℓ′ ,D
′)| ≥ λ]
≤
k∑
ℓ,ℓ′=1
∑
1≤s1,...,sℓ≤S
∑
1≤s′1,...,s
′
ℓ≤S
{s1,...,sℓ}6={s
′
1,...,s
′
ℓ′
}
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
k′1,...,k
′
ℓ≥1
k′1+···+k
′
ℓ=k
∑
D,D′
· 2
e2(k−1)N2(k−1)π(k − 1) logN
=
((
S · (⌊N/ logN⌋+ 1)
k
)
−
(
S · ⌊N/ logN⌋
k
))2
· 2
e2(k−1)N2(k−1)π(k − 1) logN
≤
((
S · (⌊N/ logN⌋+ 1)
k
)
· k
N
)2 4
e2(k−1)N2(k−1)π(k − 1) logN
≤ 4S
2k
k2(k−1)(logN)2kπ(k − 1) logN (21)
by (6).
For {s1, . . . , sℓ} = {s′1, . . . , s′ℓ′} we have by Lemma 9, that
k∑
ℓ=1
∑
1≤s1,...,sℓ≤S
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
k′1,...,k
′
ℓ≥1
k′1+···+k
′
ℓ=k
∑
D,D′
P[|Vk1,...,kℓ(GN,S , s1, . . . , sℓ,D)| ≥ λ ∩ |Vk′1,...,k′ℓ′ (GN,S , s
′
1, . . . , s
′
ℓ′ ,D
′)| ≥ λ]
≤
k∑
ℓ=1
∑
1≤s1,...,sℓ≤S
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
k′1,...,k
′
ℓ≥1
k′1+···+k
′
ℓ=k
∑
D,D′
23
N2(k−1)
(22)
Since one of the d′si1 in D
′ takes the value 0, for fixed ℓ and s1, . . . , sℓ, the number of possible
ℓ-tuples (k′1, . . . , k
′
ℓ) and D
′ is at most
ℓ ·
(
ℓ · (⌊N/ logN⌋+ 1)
k − 1
)
≤ k
(
k · (⌊N/ logN⌋+ 1)
k − 1
)
≤ k
k2k−1Nk−1
(k − 1)k−1(logN)k−1
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by (6). Thus (22) is at most
kk2k−1Nk−1
(k − 1)k−1(logN)k−1
k∑
ℓ=1
∑
1≤s1,...,sℓ≤S
∑
k1,...,kℓ≥1
k1+···+kℓ=k
∑
D
23
N2(k−1)
≤ k
k2k−1Nk−1
(k − 1)k−1(logN)k−1
23
N2(k−1)
·
((
S · (⌊N/ logN⌋+ 1)
k
)
−
(
S · ⌊N/ logN⌋
k
))2
≤ 23ke
k22k−1Sk
(k − 1)k−1(logN)2k−1 (23)
by (6).
As N →∞, (20) dominates (21) and (23) thus we have from (19) that
P (Φk (GN,S) ≥ λ) ≥ S
k
5(ek)k−1(logN)k
√
π(k − 1) logN (24)
By the definition of N(δ), we have λ > E(Φk(GN,S)) for N ∈ N(δ), thus by Lemma 3 we
have for θ = λ− E(Φk(GN,S)) that
P[Φk(GN,S) ≥ λ] ≤ 2 exp
{
−(λ− E(Φk(GN,S)))
2
2k2N
}
for N ∈ N(δ). Comparing it with (24) we get
Sk
5(ek)k−1(logN)k
√
π((k − 1) logN + k logS) ≤ 2 exp
{
−(λ− E(Φk(GN,S)))
2
2k2N
}
i.e.
E(Φk(GN,S))√
2N(k − 1) logN
≥ 1−
√
k2
log
(
10(ek)k−1π1/2
)
+ k log logN + 12 log(k − 1) logN − k log S
(k − 1) logN
Since the right hand side goes to 1 as N →∞, we see that the size of N(δ) is finite.
Let
S±(n) =
∑
1≤i≤n
Xi,
where Xi (1 ≤ i ≤ n) are independent random variables with mean 0, that is,
P(Xi = −1) = P(Xi = +1) = 1/2.
The following lemma states a well-known estimate for large deviation of S±(n) (see, e.g. [4,
Appendix 2]):
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Lemma 13. Let Xi (1 ≤ i ≤ n) be independent ±1 random variables with mean 0. Let
S±(n) =
∑
1≤i≤nXi. For any real number a > 0, we have
P(S±(n) > a) < e−a
2/2n.
Lemma 14. Let GS be drawn from Ω equipped with the probability measure defined by (2) with
GS(s) = (e1(s), e2(s), . . . ) for 1 ≤ s ≤ S. Let GN (s) = (e1(s), . . . , eN (s)) for 1 ≤ s ≤ S. Let
N1, N2, . . . be a strictly increasing sequence of integers. Then, almost surely
Φk(GNr+1,S)−Φk(GNr ,S) ≤
√
6(Nr+1 −Nr)(k − 1) logNr+1
for all sufficiently large r.
Proof. Write
λ =
√
6(Nr+1 −Nr)(k − 1) logNr+1.
If
Φk(GNr+1,S)− Φk(GNr ,S) > λ, (25)
then there is a tuple (d1, . . . , dk) with
0 ≤ d1 ≤ · · · ≤ dk < Nr+1, (26)
an integer m with
Nr − dk + 1 ≤ m ≤ Nr+1 − dk, (27)
and 1 ≤ s1, . . . , sk ≤ S such that∣∣∣∣∣∣
m∑
n=max{1,Nr−dk+1}
en+d1(s1) . . . en+dk(sk)
∣∣∣∣∣∣ > λ. (28)
By Lemmas 5 and 13 we have that the probability, that (28) holds is at most
exp
{
− λ
2
2(Nr+1 −Nr)
}
≤ N−3k+3r+1 .
Summing up all possible tuples (d1, . . . , dk), all possible integers m and all possible 1 ≤
s1, . . . , sk ≤ S, the probability that (28) happens for some (d1, . . . , dk) satisfying (26), some
m satisfying (27) and some 1 ≤ s1, . . . , sk ≤ S is at most
(Nr+1 −Nr)(Nr+1S)kN−3k+3r+1 leqN−2k+4r+1 Sk.
This is also an upper bound for the probability of (25), and so
P[Φk(GNr+1)− Φk(GNr ) > λ] ≤ N−2k+4r+1 Sk.
Summing it over all r we get
∞∑
r=1
1
2k − 1N
−2k+4
r+1 S
k <∞
and the result follows from the Borel-Cantelli Lemma.
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Theorem 4. Write
λ(N) =
√
2kN logN.
Let Nr = ⌈er1/2⌉ (r = 1, 2, . . . ) be a sequence of integers. We remark, that
lim
k→∞
Nr+1
Nr
= lim
k→∞
e(r+1)
1/2−r1/2 = 1.
First we prove, that
max
Nr−1≤N≤Nr
∣∣∣∣Φk (GNr ,S)λ(Nr) − 1
∣∣∣∣→ 0 almost surely. (29)
For any ε > 0 we have
P
[∣∣∣∣Φk (GNr ,S)λ(Nr) − 1
∣∣∣∣ > ε
]
≤ P
[∣∣∣∣E[Φk (GNr ,S)]λ(Nr) − 1
∣∣∣∣ > ε2
]
+ P
[∣∣∣∣Φk (GNr ,S)λ(Nr) −
E[Φk (GNr ,S)]
λ(Nr)
∣∣∣∣ > ε2
]
.
The first term equals zero for sufficiently large r by Lemma 6. By Lemma 3 the second term is
at most
2 exp
{
−ε
2λ(Nr)
2
8k2Nr
}
≤ exp
{
−ε
2 logNr
4k
}
≤ exp
{
−ε
2 logNr
4k
}
.
Applying a crude estimate we get that for sufficiently large r
exp
{
−ε
2 logNr
4k
}
≤ 1
4k logN3r
≤ r−3/2.
Thus for a sufficiently large r0 we have
∞∑
r=r0
P
[∣∣∣∣Φk(GNr ,S)λ(Nr) − 1
∣∣∣∣ > ε
]
≤
∞∑
r=r0
r−3/2 <∞
and (29) follows from the Borel-Cantelli Lemma.
Next we show
max
Nr≤N≤Nr+1
∣∣∣∣Φk (GN,S)λ(N) − 1
∣∣∣∣→ 0 almost surely.
By the triangle inequality we have
max
Nr≤N≤Nr+1
∣∣∣∣Φk (GN,S)λ(N) − 1
∣∣∣∣
≤ max
Nr≤N≤Nr+1
∣∣∣∣∣Φk
(
GNr+1,S
)
λ(Nr+1)
− 1
∣∣∣∣∣+ maxNr≤N≤Nr+1
∣∣∣∣∣Φk
(
GNr+1,S
)
λ(Nr+1)
− Φk (GN,S)
λ(Nr+1)
∣∣∣∣∣
+ max
Nr≤N≤Nr+1
∣∣∣∣Φk (GN,S)λ(N) − Φk (GN,S)λ(Nr+1)
∣∣∣∣ . (30)
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The first term goes to zero almost surely by (29). Since Φk(GN,S) is non-decreasing in N ,
we have by Lemma 14 that for sufficiently large r
max
Nr≤N≤Nr+1
∣∣∣∣∣Φk
(
GNr+1,S
)
λ(Nr+1)
− Φk (GN,S)
λ(Nr+1)
∣∣∣∣∣ ≤
√
3
Nr+1 −Nr
Nr+1
→ 0. (31)
On the other hand
max
Nr≤N≤Nr+1
∣∣∣∣Φk (GN,S)λ(N) − Φk (GN,S)λ(Nr+1)
∣∣∣∣
≤ Φk
(
GNr+1
)
λ(Nr+1)
max
Nr≤N≤Nr+1
∣∣∣∣λ(Nr+1)λ(Nr) − 1
∣∣∣∣→ 0, almost surely (32)
by (29).
Finally, the result follows from (29), (30), (31) and (32).
4 Minimal values of Φk(G)
First we prove Theorem 5.
Theorem 5. For the lower bound we can assume, that 4k+1 < S otherwise the bound is trivial.
Consider the maximal integer L such that
2k · 2L + 1 ≤ S.
By the pigeon hole principle, there are different numbers 1 ≤ s1 < s2 < · · · < s2k+1 ≤ S such
that their first L elements are coincide:
en(s1) = en(s2) = · · · = en(s2k+1), n = 1, 2, . . . , L.
Thus
Φ2k+1 (GN,S) ≥
∣∣∣∣∣
L∑
n=1
en(s1)en(s2) . . . en(s2k+1)
∣∣∣∣∣ = L =
⌊
log2
S − 1
2k
⌋
.
For the upper bound, given S we construct a map GN,S with small cross-correlation measure
Φ2k+1 (GN,S).
Let K = ⌈log2 S⌉ and define the sequences by
en(i) =
{
(−1)in , 1 ≤ n < K,
(−1)iK+n K ≤ n ≤ N, i = 1, 2, . . . , S
where i1, i2, . . . , iK ∈ {0, 1} are the binary digits of i− 1
i− 1 =
K∑
n=1
in2
n−1.
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Then for M ≤ N , all 0 ≤ d1 ≤ · · · ≤ d2k+1 ≤ N −M and all 1 ≤ s1, s2, . . . , s2k+1 ≤ S with
di 6= dj if si = sj we have∣∣∣∣∣
M∑
n=1
en+d1(s1)en+d2(s2) . . . en+d2k+1(s2k+1)
∣∣∣∣∣
≤
∣∣∣∣∣
K−1∑
n=1
en+d1(s1)en+d2(s2) . . . en+d2k+1(s2k+1)
∣∣∣∣∣
+
∣∣∣∣∣
M∑
n=K
en+d1(s1)en+d2(s2) . . . en+d2k+1(s2k+1)
∣∣∣∣∣
≤ K − 1 +
∣∣∣∣∣
M∑
n=K
(−1)n
∣∣∣∣∣ ≤ K
which proves the upper bound.
The proof of Theorem 6 is similar to the proof of (1), it is based on the following lemmas
(Lemmas 5 and 6 in [2]).
Lemma 15. For a symmetric matrix A = (Ai,j)1≤1,j≤n with Ai,i = 1 for all i and |Ai,j | ≤ ε
for all i 6= j we have
rk(A) ≥ n
1 + ε2(n− 1) .
Lemma 16. Let A = (Ai,j)1≤1,j≤n be a real matrix with Ai,i = 1 for all i and |Ai,j | ≤ ε for all
i 6= j, where
√
1/n ≤ ε ≤ 1/2. Then
rk(A) ≥ 1
100ε2 log(1/ε)
log n. (33)
If A is symmetric, then (33) holds with the constant 1/100 replaced by 1/50.
Theorem 6. First consider the case when S is large 2kN ≤ S. Let t = ⌊S/k⌋ and let L1, L2, . . . ,
Lt ⊂ {1, 2, . . . , S} be distinct subsets with k elements. For each Li (i = 1, 2, . . . , t) we assign
the vector vi ∈ RN with
vi,j =
∏
s∈Li
ej(s).
Define the matrix A = (Ai,j)1≤i,j≤t by
Ai,j =
1
N
〈vi,vj〉 = 1
N
N∑
n=1
∏
s∈Li∪Lj
en(s),
where 〈·, ·〉 is the standard inner-product. Then we have
Ai,i = 1, i = 1, 2, . . . , t,
and
Φ2k (GN,S) ≥ N max{|Ai,j | : 1 ≤ i, j ≤ t, i 6= j}. (34)
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Let B = (vTi )1≤i≤t be the t×N matrix with rows vTi (1 ≤ i ≤ t). Clearly A = N−1BBT ,
thus rk(A) ≤ N . On the other hand, by Lemma 15 we have
N ≥ rk(A) ≥ t
1 + ε2(t− 1) , (35)
where ε = max{|Ai,j | : 1 ≤ i, j ≤ t, i 6= j}. (35) gives
ε2 ≥ 1
N
− 1
t
≥ 1
t
. (36)
Now we are ready to complete the proof of the result. If ε > 1/2, then the theorem trivially
holds. Otherwise, by (36) we have
√
1/t ≤ ε ≤ 1/2, thus by Lemma 16 we have
N ≥ rk(A) ≥ 1
50ε2 log(1/ε)
log
⌊
S
k
⌋
,
whence
ε2 log(1/ε) ≥ 1
50N
log
⌊
S
k
⌋
. (37)
Using that 1/ε ≥ log 1/ε, we have from (37), that
ε ≥ ε2 log(1/ε) ≥ 1
50N
log
⌊
S
k
⌋
. (38)
Thus from (37) and (38) we get
ε2 log
50N
log⌊S/k⌋ ≥
1
50N
log
⌊
S
k
⌋
,
and hence
ε ≥
√
log⌊S/k⌋
50N
/
log
50N
log⌊S/k⌋ . (39)
Then (3) follows from (34) and (39).
Next, consider the case when S is small 2kN > S. Put ℓ = ⌈k/S⌉ and writeM = ⌊N/(2ℓ+1)⌋
and N ′ = N − M + 1. Let L1, . . . , Lt pairwise disjoint k-element subsets of {1, . . . , S} ×
{1, . . . , N ′} with
t ≥ S ·
⌊
N ′
ℓ
⌋
.
Then
t ≥ S ·
⌊
N − ⌊N/(2ℓ + 1)⌋+ 1
ℓ
⌋
≥ 2M.
In the same way as before, we get from Lemma 15 that
Φ2k ≥M
√
1
M
− 1
t
≥
√
M − M
2
t
≥
√
M − M
2
≥
√
N
2⌈k/S⌉ + 1
and (4) follows.
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