Abstract. The symmetric derivative of a real valued function f at the real number x is de…ned to be lim h&0
f (x + h) f (x h) 2h when that limit exists, and if additionally x 6 = 0; the quantum symmetric derivative is de…ned to be lim q&1 f (qx) f q 1 x qx q 1 x when that limit exists. An increasing function ' : R + ! R satisfying
de…nes by f : jf (x + h) f (x)j C f ' (h) a class of continuous functions which we call a Lipschitz class of functions smoother than Lip 1=2:
The symmetric derivative and the quantum symmetric derivative are equivalent poinwise everywhere for functions that are in any Lipschitz class smoother than Lip 1=2; but not necessarily for functions that are Lipschitz of order 1=2:
The symmetric derivative of a real valued function f at the real number x is de…ned to be
2h when that limit exists, and if additionally x 6 = 0; the quantum symmetric derivative is de…ned to be
qx q 1 x when that limit exists.
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An increasing function
o is a Lipschitz class of functions smoother than Lip 1=2:
The two generalized derivatives de…ned above are equivalent almost everywhere, since each is almost everywhere equivalent to ordinary di¤erentiation. [ACR] We show here that this equivalence is true pointwise everywhere for functions that are in any Lipschitz class smoother than Lip 1=2; but not necessarily for functions that are Lipschitz of order 1=2:
Before proving this, we will give a quick overview of the larger context. Marcinkiewicz and Zygmund founded the subject by establishing the almost everywhere equivalence of symmetric (Riemann) nth order di¤erentiation and unsymmetric (Peano) nth order di¤erentiation. [MZ] An L p version, 1 p < 1, of this result took some years and e¤ort. [W, A] Next came a quantum version of the original result. [ACR] The …nal result should be an L p quantum version, 1 p < 1. But this has not been done and appears to be very di¢ cult. The present work is part of an attack on the L p quantum version based on trying to establish the almost everywhere equivalence of L p quantum symmetric di¤erentiation and L p symmetric di¤erentiation.
Theorem 1. Suppose that f is in a Lipschitz class of functions smoother than Lip 1=2: Then for any …xed x 6 = 0; the two conditions
Proof. The idea is that the points qx and q 1 x which are symmetrically placed about x in the multiplicative sense, are also "almost" placed symmetrically about x in the additive sense as well so long as q is close to 1. Another way to put this is to say that if we de…ne h by
then of course x is at the (additive) center of [x h; x + h] ; q 1 x; qx = j[x h; x + h]j ; and the distances between x + h and qx and between x h and q 1 x are both so small as to be of the order of1 2 ; which is the same as being of order h 2 : Suppose equation 0.1 holds. Then de…ning h as above, we have
This proves that condition 0.1 implies condition 0.2. Conversely, if condition 0.2 holds, now use equation 0.3 to de…ne q and write
II III:
Now I 0 is assumed to be o1 = o (h) and the estimates for II and III above show these also to be o (h) :
The theorem is sharp in the sense that the condition that f be in a Lipschitz class of functions smoother than Lip 1=2 cannot be relaxed to f 2 Lip1=2: To see this, we will give an example of a function that is Lip1=2 in a neighborhood of x = 1; has symmetric derivative 0 at x = 1; and does not have a symmetric quantum derivative at x = 1: It is equally easy to turn things around so that the symmetric quantum derivative exists while the symmetric derivative does not.
2n + 2 4n = 1=2 2n ; n = 1; 2; 3; : : : ; f (1 + 2 n ) = 0; n = 0; 1; 2; 3; : : : ; f is linear on the intervals between adjacent above-mentioned points and f (1) = 0: Extend f 's domain to [0; 2] by re ‡ecting f additively symmetrically about x = 1 :
The condition 0.4 immediately guarantees that f has symmetric derivative 0 at x = 1:
To see that f does not have a symmetric quantum derivative at x = 1, suppose that q = 1=(1 2 2n ). Then f q 1 = 0; while 1 + 2 2n + 2 4n < q = 1 + 2 2n + 2
((1 + 2 2n + 2 4n ) (1 + 2 2n+1 )) has negative slope. Also
On the other hand, if q = 1 1 2 2n+1 ; again q 1 = 1 2 2n+1 so f q 1 = 0: Now, however, q = 1 + 2 2n+1 1 1 2 2n+1 is in the interval 1 + 2 2n+1 ; 1 + 2 2n+2 so f (q) = 0 also. Thus
and f does not have a symmetric quantum derivative at x = 1: It remains to show that f 2 Lip 1=2, with Lip 1=2 constant 1: De…ne an interval function
where a and b are the endpoints of the interval. The graph of f is made up of two sequences of triangles that converge toward x = 1: We must show that for all x < y in [0; 2] ; S (x; y) 1: The symmetry of the situation allows us to assume that y is on the base of a triangle that lies to the right of 1 and also that if x lies to the left of that triangle, then f (x) < f (y) : To follow this proof draw one of these triangles by connecting the points (a; 0); (b; f (b)) and (c; 0); where a < b < c: Let L = (a; 0)(b; f (b)) and R = (b; f (b)) (c; 0): Since the triangle lies to the right of x = 1; then for some integer n 1; a = 1 + 2 2n ; b = 1 + 2 2n + 2 4n ; and c = 1 + 2 2n+1 : Case 1 (x; y) = (a; b). We have S (a; b) = 1 since
Case 2 
Case 4. a x < b < y c: Visualize the segment = (y; f (y)) (x; f (x)) as a solid rod. If f (y) > f (x) ; slide the rod to the left, keeping the left end on L and the right end on M and stop when either (i) the right end reaches (b; f (b)) or (ii) the right end reaches (a; 0) :Throughout this process S (x; y) increases. If (i) happens, we are back to Case 3. If (ii) happens, it is now clear that S (x; y) < S (a; b) : If f (x) > f (y) ; slide the rod to the right and reason similarly.
Case 5. x < a < y c: By hypothesis, has positive slope. Then S (x; y) < S (a; y) : Now one of the earlier cases must apply.
