One of the landmarks in approximation algorithms is the O( log n)-approximation algorithm for the Uniform Sparsest Cut problem by Arora, Rao and Vazirani from 2004. The algorithm is based on a semidefinite program that finds an embedding of the nodes respecting the triangle inequality. Their core argument shows that a random hyperplane approach will find two large sets of Θ(n) many nodes each that have a distance of Θ(1/ log n) to each other if measured in terms of · 2 2 . Here we give a detailed set of lecture notes describing the algorithm. For the proof of the Structure Theorem we use a cleaner argument based on expected maxima over k-neighborhoods that significantly simplifies the analysis.
Introduction
Let G = (V, E ) be a complete, undirected graph on |V | = n nodes and let c : E → R ≥0 be a cost function on the edges. For a subset S ⊆ V of nodes, let δ(S) := {{i , j } ∈ E | |{i , j } ∩ S| = 1} be the induced cut. We abbreviate c(δ(S)) := e∈δ(S) c(e) as the cost of the cut. The (Uniform) Sparsest Cut problem is then to find the cut that minimizes the cost-over-separated-pairs ratio:
There is also a non-uniform version of the problem where each pair i , j ∈ V has an associated demand d (i , j ) ≥ 0 and one aims for the cut minimizing the ratio c(δ(S))/d (δ(S)). We will now see the celebrated algorithm by Arora, Rao and Vazirani [ARV04] that finds a O( log n)-approximation in polynomial time.
For the algorithm we will not try to optimize any constant. To fix some notation, we will denote any vector in bold font, like v i ∈ R m . If we write i ∼ V , then we mean that i is a uniform random node from V .
We denote N (0, 1) as the 1-dimensional Gaussian distribution with mean 0 and variance 1. In particular, a random variable g ∼ N (0, 1) has density
2 /2 . If we write g ∼ N m (0, 1), then we mean that g is an m-dimensional Gaussian. Recall that the vector g = (g 1 , . . . , g m ) can be generated by sampling each coordinate independently with g i ∼ N (0, 1). In reverse, for any pair of orthonormal vectors u, v ∈ R m , the inner products 〈g , u〉 , 〈g , v 〉 are independently distributed from N (0, 1).
A semidefinite program
Sparsest Cut is an unusual problem in the sense that it minimizes the ratio of two functions. Let us assume for the sake of simplicity that we guessed the cost C * and the size S * of an optimum cut, say with S * ≤ n 2 . Then we define a semidefinite programming relaxation
where we use an artificial index 0 with v 0 := 0, so that the triangle inequality also holds for the origin.
Lemma 1.
If there is cut U * ⊆ V of cost C * and size S * , then the above SDP has a solution.
Proof. One could choose 1-dimensional vectors by defining
Then the only non-trivial case is verifying the triangle inequalities in (I V ). These are satisfied by our choice of v i ∈ {0, 1} since if v i − v j 2 2 = 1, then i and j have to be on different sides of the cut U * and any node k has to be either not on the side of i or not on the side of j .
We can solve the semi-definite program (SDP) in polynomial time [GLS93] ; let {v i } i ∈V ⊆ R m be the solution. Due to the triangle inequalities (IV) we can define a metric d :
. Note that while · 2 is always a metric, · 2 2 is not a metric on all points sets. For sets of nodes
A ball rounding scheme
Given that family {v i } i ∈V of SDP vectors, there are several natural rounding procedures that would come to mind. For example one could try the hyperplane rounding that Goemans and Williamson [GW94] have used for MaxCut. The natural algorithm for Sparsest Cut would be to take a random Gaussian g ∼ N m (0, 1) and set U := {i ∈ V | 〈g , v i 〉 ≥ 0}. Assume for the sake of simplicity that we are in the balanced case of Sparsest Cut with S * = Θ(n). Then an edge (i , j ) ∈ E has a contribution to the objective function
. On the other hand, the probability that (i , j ) is separated is roughly proportional to the Euclidean distance v i − v j 2 and even if the hyperplane generates perfectly balanced cuts, the expected contribution of an edge (i , j ) to the hyperplane cut would be Θ( d (i , j )/n 2 ). In other words, short edges would be separated far too likely. The second best idea that one might have, would be to select a node i ∈ V and take a random cut
. Now every edge is cut with a probability not exceeding d (i , j ). On the other hand, this argument seems to not give any guarantee on the size of U and V \U , hence the objective function can be arbitrarily bad again. But a slight fix of this rounding argument can work. We only need a large "core" of nodes so that the remaining nodes still have a decently large distance to it.
Lemma 2. Suppose we have a set of nodes
Proof. Recall that the optimum value of the objective function is
. Suppose we sample r ∼ [0, 1] and take U := U (r ) :
Hence the expected cost of the cut U is
Note that in any case |U | ≥ |A| ≥ αn. We know that
In other words, the random cut seems to have the right expected nominator and denominator to satisfy the claim. But this is not enough to argue that their ratio satisfies
The following insight comes to rescue:
≥0 be non-negative numbers and D be a distribution over indices in [m] .
Now, this fact implies that best choice of U (over all r ∈ [0, 1]) will indeed satisfy the claim and the lemma is proven.
We should also remark that if A is given, we can find the cut U in polynomial time as we only need to try out at most n 2 many values of r .
The case of heavy clusters
Let B (i , r ) := { j ∈ V | d (i , j ) ≤ r } be the "ball" of radius r around node i . A slight annoyance of the ARV algorithm is that it requires a case split. If we can find a cluster center i * ∈ V , then we can use Lemma 2 to get a constant factor approximation by just taking a ball around the center i * .
Lemma 3. Suppose there is a node
. Then in polynomial time one can find a cut that gives a O(1)-approximation.
Then by assumption |A| ≥ n 4 . Moreover, bounding the average distance of pairs of nodes from above and from below gives
This can be rearranged to
We obtain a 64-approximation by applying Lemma 2.
An algorithm for the main case
From now on we make the assumption that no cluster exists:
We will prove that in this case, there are sets n for all i ∈ V that satisfy the triangle inequalities
Then there is a polynomial time algorithm that with constant probability finds sets L, R ⊆ V of size 
Observe that any pair i ∈ L ′ and j ∈ R ′ that remains will have d (i , j ) > ∆ as otherwise the matching M (g )
would not have been maximal. Also, if the algorithm reaches (6), then min{|L
The first step is to argue that with constant probability both L and R have size at least Ω(n).
Lemma 5.
There is an absolute constant c
Proof. We will prove that E[|L| · |R|] ≥ Ω(n 2 ) which then implies the claim. Fix any i ∈ V and select one of the at least . Since v i ⊥ w , the inner products 〈g , v i 〉 and 〈g , w 〉 are independent random variables and we can estimate
which is some tiny, yet absolute constant. Note that in case the latter event happens, then indeed
This implies that with a constant probability, the algorithm does not fail in ( 
The proof of the Structure Theorem
The following geometric theorem by Arora, Rao and Vazirani is the heart of their O( log n)-approximation for Sparsest Cut. To be precise, the original ARV result [ARV04] only showed this theorem for ∆ = Θ((log n)
and needed a lot of extra work to get the O( log n)-approximation. The claim as it is stated here was first proven by Lee [Lee05] . For an edge set E ′ , let β(E ′ ) be the size of the maximum matching.
Theorem 6 ([ARV04, Lee05])
. For any constant c > 0 there is a choice of ∆ := Θ c (1/ log n) so that the following holds: Let {v i } i ∈V ⊆ R m be a set of |V | = n vectors satisfying the triangle inequality
For a vector g ∈ R m define
Here we think of E (g ) as directed edges. Let M (g ) be a maximum matching attaining β(E (g )). We will assume the existence of such a matching M (g ) and lead this to a contradiction. By inducing on a subgraph and reducing the constant c one can even assume that for every node the probability of having an outgoing edge is at least c and the same is true for ingoing edges. First, there is no harm in assuming that M (g ) has the reverse edges of M (−g ), which implies that each node has an outgoing edge with the same probability as it has an incoming edge. , then we imagine to delete the node from the graph and remove from M (g ) any edge containing node i . Note that this decreases the expected size of the matching by at most 2· c 8 . We continue this procedure until no such node exists anymore. Let V ′ be the remaining set of nodes with
Then there must be at least |V ′ | ≥ cn many nodes left.
After changing the constants and adapting the value of n, we assume to have n nodes and for every node i ∈ V , the matching M (g ) has an outgoing and an incoming edge with probability at least c.
We call an edge (i ,
≤ ∆} be the neighborhood of i with respect to the graph of ∆-short edges. Moreover, let Γ k (i ) := Γ k−1 (Γ(i )) be the nodes that can be reached from i via at most k many ∆-short edges. At the heart of the arguments lies the fact that the value of Lipschitz functions is well concentrated. Recall that a function F :
Lemma 8. For any
We define a function
In other words, F i ,k (g ) gives the maximum inner product 〈g , v i − v j 〉 over all nodes j ∈ V that are within k many ∆-short edges of node i . Note that
Lemma 10. The function
Proof. Fix g , g ′ ∈ R m and assume for the sake of symmetry that F (g ) ≥ F (g ′ ). Let j , j ′ ∈ Γ k (i ) be the nodes attaining F (g ) and F (g ′ ), resp. Then
Here we used in the first inequality that j
be the expected maximum inner product over k-neighbors of node i ∈ V . One useful argument will be a nice relation between expectations of neighbors:
Lemma 11. For any node i ∈ V and i ′ ∈ Γ(i ) and k ∈ Z ≥0 one has µ i ′ ,k+1 ≥ µ i ,k .
Proof. We have
On the other hand, we can get the following upper bound:
Lemma 12. For any k ∈ Z ≥0 and any i ∈ V one has µ i ,k ≤ 10 log n · k∆.
Proof. For any j ∈ Γ k (i ) we have v i − v j 2 ≤ k∆ and generously and 2 ≤ 2 log(n) for n ≥ 2.
Extend or expand
The core argument to get to a contradiction is the following:
Lemma 13. Let ∆ > 0, δ ∈ R and k ∈ {0, . . . , 
This implies that each node in U will have an outgoing edge inM (g ) with probability at least
