In order to maintain brain function, neural activity needs to be tightly coordinated within the brain network. How this coordination is achieved and related to behavior is largely unknown. It has been previously argued that the study of the link between brain and behavior is impossible without a guiding vision. Here we propose behavioral-level concepts and mechanisms embodied as structured flows on manifold (SFM) that provide a formal description of behavior as a low-dimensional process emerging from a network's dynamics dependent on the symmetry and invariance properties of the network connectivity. Specifically, we demonstrate that the symmetry breaking of network connectivity constitutes a timescale hierarchy resulting in the emergence of an attractive functional subspace. We show that behavior emerges when appropriate conditions imposed upon the couplings are satisfied, justifying the conductance-based nature of synaptic couplings. Our concepts propose design principles for networks predicting how behavior and task rules are represented in real neural circuits and open new avenues for the analyses of neural data.
Introduction
How does the brain work? The question ultimately translates into the study of the principles underlying the relation between behavior and brain dynamics. Its rigorous treatment requires systematic definitions of these terms. In this Perspective we will address these issues formally with the aim to provide the readers with a well-constrained framework that can systematically relate brain dynamics to behavior. As with any complex endeavor of this magnitude, we cannot claim to provide the ultimate answer, but hope to elaborate at least one novel avenue toward understanding of brain and behavior. We start with a vignette from the Renaissance era.
Willibald Pirckheimer (1470-1530) was a close friend of the Renaissance painter Albrecht D€ urer (1471 Albrecht D€ urer ( -1528 . Legend has it that when Pirckheimer returned from travels in Italy, he told a circle of friends that the pope was searching for the most talented painter of his time and requesting to see the best drawings of artists. D€ urer stood up, took a paper and pencil, drew a circle, and placed a point in its center, saying ''Go and pass this to the pope.'' The friends were initially baffled by the simplicity of the drawing, but when they realized and confirmed the perfection of the circle with a pair of compasses, they acknowledged the superiority of D€ urer.
This tale has been told in many variations, but always emphasized an undoubtedly important aspect of behavior-that is, precision. It also intuitively illustrates the need for a broader definition of behavior-that is, beyond precision. The great Dutch ethologist Nikolaas Tinbergen (1907 Tinbergen ( -1988 defined behavior as ''the total movements made by the intact animal,'' emphasizing the need to include the plurality of movements as opposed to a single trajectory (Tinbergen, 1951) . This task is harder than one may think initially, and even behavioral biologists do not agree on what constitutes behavior (Levitis et al., 2009 ). Levitis, Lidicker, and Freund offer a definition, based on a systematic analysis of survey responses, in which behavior constitutes the set of internally coordinated actions (or inactions) of an organism in the presence of internal and/or external stimuli. The mention of coordination is noteworthy, as it emphasizes the manifestation of low-dimensional patterns from numerous processes and constraints (internal and external to the actor; Huys et al., 2014) . Examples include whole-body motion involving characteristic dynamic patterns such as walking (Lamoth et al., 2009) , executing a tennis shot (Huys et al., 2008a) , or piano playing (Fautrelle et al., 2010) . Scott Kelso formalized coordination as the functional ordering of interacting components in space and time (Kelso, 1995 (Kelso, , 2012 . When further deconstructing this definition, we can identify ''function'' with the process that refers (temporally) forward from an object, along some chain of causation (rule), toward a specific goal or a success (Dusenbery, 1992) . Returning to our initial challenge, that is the definition of behavior, we can now state that behavior constitutes the set of actions following from rules, which are task specific, expressed in terms of action variables, and predictive in terms of time evolution. Such hermeneutic de-and reconstruction may be performed in different ways, but will generally lead to the conclusion that behavior needs to be understood by a set of actions, rather than a single action on its own. Krakauer et al. (2017) emphasized, for instance, that the neural basis of behavior cannot be understood without allowing for independent detailed study of the behavior itself. They point out that contemporary neuroscience has lately focused on neural circuits, but such an approach will not yield the kind of insight and explanation that we ultimately demand for the understanding of the link between brain and behavior.
Concepts need to be developed that address the nature of a mechanism, which can be defined as ''a structure performing a function in virtue of its component parts, component operations, and their organization'' (Bechtel, 2008) . According to Krakauer and colleagues, '' Crucially, the components of a mechanism do different things than the mechanism organized as a whole (i.e., emergence)'' (Bechtel, 2008; Krakauer et al., 2017) , which we fully echo here. This insight demands a formal framework for behavioral-level understanding that can be linked to neurophysiology, and the identification of the proper theoretical tools to represent behavior and their link to brain network dynamics. In this Perspective, we propose such a set of tools and concepts, structured flows on manifolds (SFMs), and elaborate its potential basis in neuronal networks. In particular, we illustrate the SFM-based network mechanisms along an intuitive toy model, apply them to a classic task in motor behavior, the Fitts' paradigm, and elaborate upon the network's redundancy and resilience properties. We discuss its limitations and demonstrate its integration in the current knowledge in neurobiology.
A Formal Description of Behavior
First of all, it is noteworthy to remark that the above definition of behavior resembles the definition of a dynamic system as proposed by the mathematician Vladimir Igorevitch Arnold (Arnold, 1978) . A mathematical representation of this definition of behavior is a low-dimensional set of ordinary differential equations _ xðtÞ = NðxðtÞÞ expressed by its M-dimensional timedependent behavioral state vector (or action variables) xðtÞ. The left hand side of these equations is the time derivative of x; the right-hand side equates to the so-called flow NðxðtÞÞ of the system, typically a nonlinear function, of which an example is demonstrated in Figure 1 . Flows essentially capture the rules of behavior through its ensemble of all possible lawful actions for a given task-specific configuration of a system, which satisfies the previously stated demands to include the total movements of the intact animal in the formalization of behavior (Tinbergen, 1951) and their coordination (Levitis et al., 2009) .
Referring back to the tale of Albrecht D€ urer, the high-precision action of a perfect free-hand drawing of a circle represents only one single trajectory in the state space spanned by its behavioral state variables. An isolated trajectory though contains no information on the functional ordering of the task. By ignoring the capacity of the system to generate all the other possible trajectories, we miss the lawfulness and rule-based aspect of behavior, and in particular all notions of stability of trajectories, multistability of action patterns, and their coordination. The stability of a trajectory is characterized by the degree of convergence/divergence of its neighboring trajectories. In the case of rhythmic movements, Erich von Holst already referred (von Holst, 1973) to the cooperation among components as relative (A-C) Top: behavior evolves in a context determined by internal and external variables, receiving sensory information from the outside world and acting upon it with its effectors. It emerges from high-dimensional brain networks with complex connectivity. These brain networks interact among themselves and also with the environment in a dynamic fashion with characteristic timescales. Bottom: behavior evolves over time.
(A) For different initial conditions, but all other constraints being identical, behavioral state variables may still evolve differentially in time. Models of behavior are typically captured by a set of ordinary differential equations, which are of lower dimension than the state space of network space. (B) A geometric representation of a generative model represented by its flow in state space. The trajectories are plotted corresponding to the time series shown in (A). The oscillating variables from (A) form a limit cycle, and the variables that go downward are part of the fixed-point dynamics. Depending on where you start in the state space you can end in either state. A line that separates these states (separatrix) is shown. (C) The same flow is illustrated graphically in a higher-dimensional state space. Here the trajectories collapse onto a lower dimensional manifold (here a hemispherical surface, which is 2D manifold in a 3D space) and remain on this manifold during the functionally relevant dynamics. Movies S1 and S2 show simulations corresponding to (B) and (C). Movie S1 shows a limit cycle oscillator on a planar manifold. Movie S2 shows a spherical manifold with bistable noisy dynamics where a stimulus causes a transition of the system dynamics from one state to another. coordination in the 1950s and called its attraction the magnet effect. Later, Hermann Haken and Scott Kelso (Haken et al., 1985) used changes in the stability of trajectories through the mechanism of transitions between movement patterns as a paradigm to interrogate human behavior and its dynamics.
Haken and Kelso have convincingly demonstrated that behavior (once again: the functional ordering of its action variables) may be multistable and express multiple coexistent attractors (Haken, 1996; Kelso, 2012) . They have referred to individual attractors as behavioral patterns, for instance in their seminal work on transitions from syncopation to synchronization pattern in rhythmic movements of index fingers (Haken et al., 1985) . In our definition, the complete set of actions comprising all behavioral patterns establishes one behavior; in other words, one behavior comprises the full range of the dynamic repertoire including syncopation and synchronization (for the given context). We would not insist on this point to this degree of detail if the definition of behavior and behavioral patterns were not of conceptual relevance for the subsequent discussion. The attractors of the dynamic system, as well as the entire flow of the attractors, establish the behavioral patterns, which as an ensemble define the behavior and to which we refer to as structured flow on manifold. The expression ''structured'' emphasizes the fact that the task-specific organization of convergence, divergence, and topology of the flow is meaningful; the expression ''manifold'' emphasizes that the behavior is low-dimensional and constrained to a task-specific subspace. As tasks change, both the manifold and the structured flow may change.
Low-dimensional flows have been commonly applied to explaining the rule-based actions in human and animal locomotion (Aoi et al., 2011 (Aoi et al., , 2013 Lamoth et al., 2009; Troje, 2002) , motor coordination (d 'Avella et al., 2003; Fink et al., 2000a Fink et al., , 2000b Huys et al., 2008b; Jirsa and Kelso, 2005) , decision making (Gold and Shadlen, 2007; Heekeren et al., 2008; Wang, 2008; Wilimzig et al., 2006) , and percept formation (Almonte et al., 2005; Kiebel et al., 2009) . They have also been used in technical applications involving robotic control (Shevchenko et al., 2009) . The link of flows, however, to the spatiotemporal organization of the brain network activity has been so far either absent or metaphorical. Computational approaches to the understanding of the principles linking behavioral trajectories and neural network dynamics have focused on relating an input f in (t) into the network to the generation of an output f out (t) (Abbott et al., 2016; Maass et al., 2002) . Here, the challenges were the complexity of the networks residing in the connectivity between the neurons. These questions are undoubtedly important and are capable of reproducing D€ urer's free-hand circle drawing task, but do not satisfactorily address the bigger challenge of linking behavior (as a coordinated set of actions in our here-defined sense) to network dynamics. For concrete applications, some notable exceptions do exist and include, for instance, decision making (Deco et al., 2009a) and insect locomotion (Holmes et al., 2006) . None of these examples, however, allow the generalization to a deeper principle providing rules of how network dynamics generate desired (or avoid pathological) behavioral flows. This latter question is critical in modern and translational neuroscience as more information on structural and functional brain connectivity becomes available (Deco and Kringelbach, 2014; Deco et al., 2011; Sporns, 2010) , providing evidence of the relevance of connectivity changes for all areas of system neuroscience including cognition, disease, and aging (Fornito et al., 2015; Sporns et al., 2005; Uhlhaas and Singer, 2006; Uhlhaas et al., 2009 ). The question on linking brain and behavioral dynamics is also closely tied to, but not to be confused with, the search for the principles guiding the changes of the network parameters leading to network connectivity and its subsequent dynamics. There are indeed a variety of theoretical approaches that have been formulated proposing ideas about brain function, plasticity, and their neurobiological implementation (see Friston, 2010 for a nice review). By construction, the notion of value remains central to these theories of brain function that are usually based on reinforcement learning and some type of optimum control, essentially emphasizing value as reward or utility to construct value functions of states, which subsequently guide the establishment of the conditions allowing the emergence of behavior from network dynamics. Cell assembly theory is one of the earliest theories of this type and proposed by Hebb (1949) , positing that groups of interconnected neurons are formed by strengthening synaptic connections dependent on pre-and post-synaptic activity. In the theory of neuronal group selection (Edelman, 1987) , plasticity rests on pre-and post-synaptic activity but is modulated by value signaled by ascending neurotransmitter systems and controlling the selection of individual neuronal groups through reentrant signaling. The free energy principle proposes that the brain optimizes a free energy bound upon value, or equivalently its complement, uncertainty, or surprise (Friston, 2010) . Free energy is an information theoretic measure that bounds the uncertainty on sampling some data, given an internal (or generative probabilistic) model. Elementary here is the Bayesian brain hypothesis, under which perception is viewed as a constructive process based on the internal model in the Bayesian sense, such that it generates predictions, against which sensory samples are tested to update beliefs about their causes in the outside world. This process is essentially equivalent to explaining away prediction errors and is known as predictive coding, which technically reduces to an optimization problem. As free energy is minimized, the network undergoes changes resulting in changing the stability of subspaces, forming manifolds and the task-dependent flows. The free energy principle and other value-or reward-based brain theories are essentially concerned with the mechanisms establishing the link between behavior and brain dynamics, but do not explain the nature of the linking itself, which is what we focus upon in the following.
Brain Network Dynamics and Connectivity
In the following, we address at least one aspect of linking brain and behavior by demonstrating how structured flows and their manifolds are mapped upon network connectivity and exploring constraints ensuring their stability. To demystify this abstract relation, we will discuss a low-dimensional toy model illustrating some of the dynamic properties of SFMs, apply the approach to the neurobiological example of movement under varying indices of difficulty, and provide two more examples from neuroscience applications. As we enter into more detail into the mapping between connectivity and behavioral flow, the distinction between ''what is the mapping?'' and ''how is the mapping created?'' will become more evident.
In a recent review, Yuste (2015) nicely illustrated how the trend in neurosciences is changing from the perspective of the individual neuron as the functional unit of the nervous system to neuronal ensembles. We embrace this level of organization and choose as our starting point a generic network differential equation, or better, one version of it (Jirsa, 2009; Jirsa and Kelso, 2000; Spiegler et al., 2013) , used commonly in large-scale brain network modeling (Sanz Leon et al., 2013; Sanz-Leon et al., 2015) .
Here q i is the scalar state variable describing neural ensemble activity (typically the neuronal firing rate), Nðq i Þ the local neural mass dynamics, and w ij the connection weights of the connectivity matrix; fð:Þ is a local excitability function capturing neuromodulatory effects (Robinson, 2006) and scales in an activity-dependent manner the integrated inputs from other network nodes; Sð:Þ is a sigmoid function representing the signal transfer function between populations of neurons. Based on the Taylor expansion of fð:Þ; Sð:Þ, linear or nonlinear coupling can be achieved in the network. When limiting fð:Þ to constant terms only, we recover the well-known Wilson-Cowan equation (Wilson and Cowan, 1972 ). An expansion of the sigmoid up to secondorder terms gives the following network model mixing local and non-local terms.
The coupling among subsystems, here the network nodes, comprises the coupling functions fð:Þ; Sð:Þ and the connectivity w ij . The modulation via fð:Þ is often ignored in most applications of large-scale brain network modeling (Deco et al., 2011 , but will play an important role here. The entire field of brain connectivity is concerned with the relation of structural and functional connectivity (Jirsa and McIntosh, 2007) , where the latter is defined in terms of statistical dependencies or mutual information between different (subsets of) state variables (Friston, 1994) . Even at rest, the structure-function relation of brain connectivity remains non-trivial and the brain network displays a rich dynamic repertoire (Hutchison et al., 2013; Hansen et al., 2015; Golos et al., 2015) , which will be constrained by the structural connectivity.
We now make the following conceptual leap: structural connectivity w ij establishes a frame imposing symmetry constraints upon the range of possible solutions, which, as an ensemble, will provide the system's dynamic repertoire. The symmetry of a system is an observed or intrinsic feature of physical or mathematical nature that remains unchanged (invariant) under some transformation (Golubitsky and Stewart, 2002) . In neurosciences continuous symmetries and invariance under transformations have previously been discussed in the context of the minimization of free energy as a ubiquitous aspect of biological systems (Sengupta et al., 2016) . Continuous symmetries can be described by so-called Lie groups, whereas discrete symmetries are described by finite groups. For instance, a system with all-to-all connectivity comprises a network, in which each node is equally connected to all other nodes and thus invariant under the transformation of exchange of node indices. The two concepts, Lie and finite groups, are the foundation for the fundamental theories of modern physics such as the standard model. The symmetry properties of every system are intimately related to conservation laws characterizing that system, which is formally stated by the Noether theorem (Goldstein et al., 2001) . It is this property of symmetry and invariance that we exploit here. When the symmetry of a system is slightly broken (i.e., the system is not anymore invariant under the previous transformation), then the system properties can still be approximated by the fully symmetric system and some small deviations. Expressed formally, small deviations Z ij away from the symmetric connectivity will cause small deviations from the invariant dynamics and introduce a timescale hierarchy. For instance, a simple scenario constitutes the identity matrix w ij = I ij , in which only the diagonal elements are equal to 1; all other elements are zero. This scenario has the consequence that the resulting network dynamics is identical to the isolated dynamics of each network node. Any small deviations from this connectivity, w ij = I ij + mZ ij ; m ( 1, will result in slow dynamic changes of the brain network behavior, which can be expressed in terms of modulations of the original unperturbed dynamic repertoire. Kuramoto's famous theorems on coupled phase oscillators can be derived this way from weakly coupled limit cycle oscillators (Kuramoto, 2003) . Rubin et al. (2013) presented results showing that weak coupling of oscillators is effectively equivalent to the influence of a slow dynamics of a coupling medium, underwriting the consequence of an emergent timescale separation. Increasing complexity, network models with fairly simple connectivity may still support a surprisingly wide range of dynamics (Dhamala et al., 2004; Hoppensteadt and Izhikevich, 1997; Nowotny and Rabinovich, 2007; Rabinovich et al., 2006) . We here illustrate an intermediate scenario with a simple non-zero connectivity and demonstrate how SFMs systematically emerge under small perturbations of a basic connectivity exploiting symmetry breaking. For concreteness, we split the connectivity matrix w ij = w 0 + mZ ij into a fully connected constant matrix w 0 , which is invariant under the exchange of node indices. The symmetry breaking deviations Z ij of the network are quantified by the smallness parameter m. Under certain conditions, which we discuss in the next section, the first (symmetric) component of the connectivity (as m goes to zero) will generate a spatially uniform (invariant) zero-flow on the manifold due to the symmetry under index permutation; the second (symmetry-breaking) component will create a structured flow on the manifold and will create a timescale hierarchy if m remains small ( Figure 2 ). We will demonstrate these concepts explicitly in the next section and illustrate how the emergent flow on the manifold can be systematically controlled, thus establishing a formal design principle for the emergence of behavioral dynamics.
We assume a priori the emergence of a functional network dynamics in a subspace of dimension M. Then we can split the network into M modes that are involved and N-M modes that are not involved in a given functional network dynamics as, q
Such decomposition into linear vector spaces is fairly standard and has been commonly applied in theoretical physics such as quantum field theory (QFT) or the theory of laser or superconductivity (Haken, 1983) . Although each vector can be interpreted as a network, this particular interpretation should not be overemphasized (unless there is only one functional mode, that is M = 1), because the primary role of the decomposition is to span the subspace, in which the network dynamics evolves. In neurosciences, recent applications of linear decompositions into network modes can be found in brain connectivity (Banerjee et al., 2008; Friston et al., 2014; Ghosh et al., 2008) . The choice of vectors (or modes) is usually made based upon some peripheral or structural constraints such as physical boundaries (Haken, 1983) , structural connectivity (Friston et al., 2014) , or task-dependent statistics (Banerjee et al., 2008) . Here we deliberately leave the choice of the decomposition open (as if it were a functional and task-dependent control parameter) and will return to this issue below and in the discussion on motor equivalence.
The M modes of the functional network can be expanded in x coordinates as:
The N-M modes that are not part of the functional network then become
Figure 2. Emergence of Functional Dynamics from Network Interactions
The interactions are constrained by connectivity composed of symmetric and symmetry-breaking components. In the context of SFM theory, the symmetric connectivity will give rise to the low-dimensional space or manifold (i.e., constrain the space). Mathematically, the symmetric connectivity corresponds to the scaling parameter m being zero. Since the adjoint system satisfies biorthogonality, v
many of the coefficients in Equation 3
can be simplified in specific cases. All the modes indexed by l need to satisfy the strong condition that these modes go to zero as time evolves, leaving activity limited to only the residual space spanned by the remaining M modes. For those, now consider the terms with w 0 and the linear term that will give rise to the manifold.
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(Equation 5)
We rewrite for clarity the part of the equation that represents the flow from Equation 3:
Similar to the manipulation of the manifold terms (Equation 5), we can now simplify and rearrange the terms representing the flow by constraining the connectivity matrix Z ij . We absorb the various expressions in the parameters such as G kk0 ; G kk1k2 , which are a function of the connectivity and the subspace spanned by suitable embedding vectors and determine how (i.e., which flow) and where (which subspace and thus which end effectors) a structured flow on a manifold emerges. The constraints as expressed by Z ij , f, and the parameters G kk0 ; G kk1k2 determine the choice of the linear vector decomposition and the split into the two subspaces. For compactness and better clarity, we split the set of variables x into the components u and s:
where the variables in u define the M task-specific variables linked to emergent behavior in a low-dimensional subspace (the functional network) and the N-M variables in s define the remaining recruited degrees of freedom. Naturally, N is much greater than M, and not all low-dimensional dynamic systems, subspaces, and network connectivities can be expressed in the form of Equation 7. The mathematical form in Equation 7 and the associated constraints upon network properties (connectivity, neural network node parameters, and functional subspaces) thus offer guidelines to design functionally specific network dynamics, which we will illustrate in subsequent examples. In particular, the stability of the manifold must be guaranteed in order to justify the split into two subspaces. If the manifold in the subspace of the variables u is stable, then all the dynamics is attracted thereto. To prove stability of the manifold, we write _ x = fð:Þx where fðx i0 Þ = 0 is a fixed point of the system and x i = x i0 + ε i the perturbation around it and i reaches from 1 to N. This provides us:
)
The manifold is attractive if the eigenvalue problem of Equation 8 has only negative roots. This is also valid if ms0. If further m( 1, we have timescale separation. Using g ij = a i b j and standard linear algebra manipulations, we can write the generalized characteristic equation detðG À lIÞ = 0 for this system as:
It follows from Equation 9 that if the values of G given by:
) are smaller than zero, then the system given in Equation 8 will be stable.
A Toy Problem in Three Variables
We illustrate a first application of the emergent SFMs, where we manipulate the connectivity of a network to create arbitrary flows. We illustrate this case along a 2D model often used in behavioral sciences, the Excitator, to model the end effector positions of movement dynamics (Jirsa and Kelso, 2005) . Consider
where q represents the network activity, x the embedded dynamics, and each column vector v ! i represents a mode of activity of the network
where w ! i is a row vector of the i th component of all the patterns and w ! i x i = q i . The distributed dynamics can be written as:
Let us start with embedding the Excitator model dynamics as a structured flow on a spherical manifold as
where F 1 , F 2 are the Excitator flows given by
Now we choose the modes of activity of the network as
Using the values of x from Equation 16 and using Equation 13, we can rewrite Equations 14 and 15 as follows (we ignore the normalization factor for simplicity):
and q system becomes:
Here we have created a three-node network that in its collective network dynamics encodes an Excitator flow on a spherical manifold. By varying the flows F 1 and F 2 , the same three-node network can embed different functional dynamics. The manifold remains invariant under these changes as long as w is preserved and only the structured flows on the manifold change. Thus, the networks are able to flexibly encode distributed dynamics just as a function of its coupling. In the next application, we use a biologically relevant example in human movement sciences, the Fitts' task, for which we design a neuronal network capable of showing all behavioral characteristics.
Application to Motor Control: The Fitts' Paradigm It takes longer to accomplish difficult tasks than easy ones. In the context of motor behavior, Fitts' famous law (Fitts, 1954; Fitts and Peterson, 1964) states that time needed to successfully execute an aiming movement increases linearly with task difficulty and its robustness suggests that it captures a fundamental property of human motor performance. Following up on the seminal work of Woodworth (1899); Fitts (1954) asked participants to perform reciprocal (i.e., back and forth) movements between two targets whose width (W) and distance (D) were systematically varied across trials. He discovered that the time required to perform an aiming movement-movement time (MT)-relates to D and W according to MT = a + b 3 log 2 (2D/W), where a and b are constants. The index of difficulty (ID = log 2 (2D/W) quantifies task difficulty via the amount of information (in bits) that is required to specify target width W relative to distance D (Fitts, 1954; Fitts and Peterson, 1964; Shannon and Weaver, 1949) . Fitts' aiming paradigm may be considered to capture the essence of goal-directedness in its simplest and most elegant form. Huys et al. (2010) showed that when task difficulty is high (ID > $5.5) reciprocal aiming is accomplished via (slower) discrete movements while (faster) rhythmic movements are utilized for low levels of task difficulty (ID < $5.5). This switch from rhythmic to discrete movements has been interpreted as a change of control mechanisms (Huys et al., 2010 ) and corresponds to a topological change of the system's structured flow, and thus a bifurcation, which is best seen in a Hooke's portrait spanned by the action variables via position and velocity (see Figure 3A) . Mottet and Bootsma (1999) captured many of the properties through the modeling of a 2D nonlinear dynamic system, which has been confirmed since then in several subsequent studies (Bootsma et al., 2002; Mottet et al., 2001) . Along the well-established example of the Fitts' task, we demonstrate here how the Mottet-Bootsma model can be implemented as a structured flow on a manifold and then illustrate how to design a high-dimensional neuronal network capable of creating the Mottet-Bootsma flow. This link between behavior and network dynamics directly demonstrates the emergence of the speed-accuracy trade-off and its dependence on the index of task difficulty (ID) by controlling the SFM through changes in network connectivity.
The Mottet-Bootsma model comprises a nonlinear second-order system of the following form:
in particular C 30 , enabling a bifurcation through the symmetric collision of the limit cycle with two saddle points (heteroclinic bifurcation). The change of control expresses itself as the change from a straight line to a nonlinear (third-order) curve in the Hooke's portrait (acceleration versus position plot; see Figure 3A ) as the task ID increases. In the functional subspace of x variables, we embed the Mottet-Bootsma structured flow as follows
where we design the manifold as a 2D spherical surface defined in 3D. To equip the high-dimensional neuronal networks (N = 100 in the q system) with the Mottet-Bootsma flow, we use Equation 2 (up to second-order terms)
and apply the linear vector decomposition into two subspaces leading to
where the manifold fðx i ; x j Þ (in Equation 12) becomes
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vectors v ! 1 ; v ! 2 to be orthogonal (satisfying Equations 25, 26, 27, and 28). To establish the Mottet-Bootsma flow on the manifold, the parameters G kk0 ; G kk1k2 in Equation 6 need to match their equivalents in Equation 20. These constraints are satisfied by appropriately selecting the connectivity matrix Z ij and the functional modes (embedding vectors), which is here accomplished by selecting each mode randomly from a uniform distribution in the open interval (0,1), and then imposing orthogonality on the modes and sparseness on the connectivity matrix Z ij , such that the numerical values of the coefficients C ij match those in the original publication of Mottet and Bootsma (1999) . For the computational implementation, we embed the Mottet-Bootsma flow in a 100-dimensional neuronal network with additive noise. After satisfying the above parameter constraints and rearranging the terms in Equations 6 and 23, we express the full network Equation 1 as follows
where N = 100 and h i is a Gaussian white noise process. The spatiotemporal network dynamics in Equation 29 now expresses the functional dynamics of Fitts' paradigm and fully mimics the changes of task difficulty (task ID) through continuous changes in the network connectivity. Figure 3 shows the simulations of a single (spatiotemporal) trajectory of the 100-dimensional network in Equation 29, where the subspace projections (functional variables x) are plotted in Figure 3B as time series and the actual neuronal network variables q as a surface plot in Figure 3A . The dynamics in the reduced functional space spanned by the variables x shows the rhythmic movement in the two first action variables x and the attraction toward the functional subspace, whereas the same dynamics is not evident in the network (q) space, as it is distributed across the network. Our next application concerns redundancy and degeneracy in networks, which is often considered a basic property of neural systems (Edelman, 1987 (Edelman, , 1993 and supposes that networks with different connectivities are capable of executing the same dynamics. This characteristic is different from the flexibility shown in the previous examples where the same network could embed different flows. Here we show how the same functional dynamics in the x space can be obtained from multiple (deterministic) realizations of the network in the q space. This corresponds to multiple networks producing the same dynamics. The network realizations will be different as a result of the couplings, but these networks will exhibit the same or similar functional dynamics.
In the context of the coordinate transformation performed in Equations 11, 12, and 13 degeneracy can be achieved using the non-uniqueness of the w matrix. To demonstrate this, we write q ! ðtÞ in Equation 11 as follows:
We can write an adjoint system v ! y i for a non-unique system as 
As a consequence, multiple adjoint systems satisfy:
This means that the difference between the networks based on the non-unique w matrix will be in the transition to the stable dynamics. Once the network's transient dynamics is finished, the dynamics collapses onto a stable manifold and for all the network realizations based on this w the different adjoint systems will have the same dynamics. As an example, consider a circular (essentially spherical with an attractive equator) manifold with Excitator dynamics as the flow. 
Using these two mappings and Equations 13 and 34, we create two distinct networks that produce same dynamics within the manifold. The first 3D network is given by 
where F 1 ðqÞ = ððq 1 + q 3 Þ + ðq 2 + q 3 Þ À ðq 1 + q 3 Þ 3 =3Þt and F 2 ðqÞ = ððq 1 + q 3 Þ À a À I + bðq 2 + q 3 ÞÞ=t. Figures 4C and 4D give the trajectories of the original system and of the two mappings and demonstrate the concept. Our final application concerns the effect of lesions and the network's resilience against such perturbations. In the normal brain, nerve cells die on a regular basis (Bennet et al., 2002; Hutchins and Barger, 1998) , and our brains are still able to perform higher-order functions, suggesting robustness of the emergent dynamics to loss of neurons in the network. To illustrate and quantify the effects of lesions, we generate networks of different sizes ranging from small 50 nodes to large 10,000 nodes and equip them with a spherical manifold and a flow with limit-cycle dynamics by choosing the network parameters appropriately. To mimic the effects of lesions, network nodes are then systematically removed. To measure the similarity of the structured flows of the lesioned and the full system, we use the angle between their vector fields. To this end the dynamics of the lesioned system is projected back onto the space of the full system and the deviation angle (DA) between the two vector fields is computed. The network becomes less robust as the value of DA increases (ranging from 0-1, DA = 0 identical dynamics). Figure 5 shows the results of the lesion study. We systematically remove a percentage of the nodes of the network ranging from 5% to 25% in steps of 5%. For each fixed percentage of lesioned nodes, we create 100 different instantiations (sets of nodes) of the lesioning and plot the mean angle difference with the full system. For each curve the standard deviations are plotted as the error bars. Since the lesioned systems are all compared with the full system in the full system's space, the comparison of angles across networks of different sizes is valid. For a 50 node network, deleting about 2% of the nodes (1 node) has significantly more effect than deleting 25% of the nodes (2,500 nodes) in the 10,000 node network. This robustness illustrates that the distributed representation of SFMs can be used as a framework to develop distributed networks withstanding structural perturbations and study lesion effects in real biological neural systems. Equivalently, functionally disruptive types of lesions or lesion patterns can be identified, which may find applications in surgical interventions of brain disorders such as drug-resistant epilepsy. Being able to answer such questions might help in addressing issues related to brain network recovery and repair.
Structured Flows in Behavior
We hypothesized that the organization of behavior favors a representation in terms of structured flows rather than individual trajectories. In other words, control is geared not toward the execution of a single trajectory, but rather toward instantiation of a dynamics that favors goal achievement via flow and trajectory formation, its stability and robustness, as well as redundancy and compensation. This claim is supported by a large literature on the representation of behavioral variables in brain signals (Freeman, 1988; Friston, 1997; Fuchs et al., 2000; Horwitz et al., 1999; Jerbi et al., 2007; Jirsa et al., 1998; Kelso et al., 1998; Makeig et al., 2002; Meyer-Lindenberg et al., 2002) . For instance, Kelso et al. (1998) showed that MEG patterns significantly mirror the movement velocity across a broad range of initial conditions, peak velocities, and movement rates, which is consistent with single-cell studies in monkeys suggesting that speed (in addition to direction) is represented in the discharge rate of motor cortical cells (Moran and Schwartz, 1999) . These variables span a space in which trajectories trace out a task-specific flow. Changes of tasks are then realized via For conceptual clarity, we distinguish between the dynamics in the function space (spanned by the state variables x i ) and dynamics in the network space (spanned by the state variables q). (A) Dynamics in the function coordinate space x i . Specifically, it shows a single trajectory's evolution in a 5D space where the manifold is 3D-spherical (inset). As shown, the trajectory quickly collapses onto the spherical manifold and then oscillates around the equator of the sphere ðx 1;2 Þ. The other dimensions ðx 35 Þ converge to zero. (B) The same dynamics in the distributed network coordinates q i . As can be seen from the time series in the q space, all 5 dimensions are oscillating. (C) Dynamics of the system used to create redundant networks, i.e., different networks with different connectivities exhibiting the same dynamics. For clarity, only the first two dimensions from the 5D system are shown. (D) Two different mappings, P a in blue and P b in red (see main text), result in the same dynamics and provide two networks that exhibit the same behavior. The trajectories show the evolution of the dynamics of the two networks (q a in blue, and q b in red). As highlighted by the dashed oval, the difference of the two systems is in the initial transients to the manifold. Once on the manifold, the dynamics of the two networks are the same.
reorganization of the structured flows on the same manifold, which are executed by using the same end effectors. The notion of motor equivalence, under established views, points to the observation that a given (motor) task can be performed with different end effectors (Hebb, 1949; Lashley, 1930) . In the present framework, motor equivalence can be accomplished by the preservation of the same (topologically equivalent) structured flow, but stabilization of a different functional subspace or a differently shaped manifold, thus maintaining the invariance of the control mechanism. This view is on a par with the notion that the nervous system ''encodes'' for action in abstract terms rather than in terms of specific commands to a given set of muscles (Beek et al., 1995; Kelso and Tuller, 1984; Kugler et al., 1980; Turvey, 1990 ). Here we concretize these abstract dynamical objects via their identification as functional modes and structured flows. Indeed, as the examples in Huys et al. (2014) demonstrate, the same structured flows may arise on manifolds with a different geometry (plane, sphere, etc.), or equivalently, the same functional dynamics may emerge in different (work)spaces via distinct architectural schemes that are set apart through timescale separation. That is, behavioral patterns can be accomplished not only through the implication of a different set of neuro-muscular linkages, but also through the use of distinct architectures utilizing (at least partly) different functional modes (engaging the same or different neuro-muscular linkages) as illustrated by Perdikis et al. (2011) . Because the different control structures are likely to draw on distinct neural network components, this prediction speaks to the concept of degeneracy (cf. Edelman and Gally, 2001; Tononi et al., 1999) .
The dynamic representation of behavior via low-dimensional dynamic systems has a long tradition and offers a phenomenological perspective to behavioral patterns founded on concepts of physical theories of self-organized pattern formation (Haken, 1983 (Haken, , 1996 Nicolis and Prigogine, 1977) and dynamical systems theory (Perko, 2006; Strogatz, 1994) . While it is mostly known for rhythmic coordination paradigms, insights into the nature of perceptual-motor behavior as dynamical systems have been gained through various lines of research, including ball interception, multisensory integration, multi-agent coordination (see Kelso, 1995 for review) , and various other tasks that allow the representation of trajectories. Upon defining controlled variables as those that are stable against (phasic) perturbations, Schö ner (1995) conjectured that not all variables are controlled, and that many joint configurations may support task success. The variance pertaining to task performance can be partitioned into two orthogonal components, of which one, the uncontrolled manifold (UCM), does not affect task achievement. The UCM approach has been applied to a multitude of tasks such as sitto-stand (Scholz and Schö ner, 1999) , reaching for objects (Kr€ uger et al., 2012; Mattos et al., 2011) and reaching with objects (van der Steen and Bongers, 2011), and multiple finger force production (Park et al., 2010 (Park et al., , 2012 . The insight from these studies is that the abundant degrees of freedom are a bliss for the motor system-it allows for flexibility, rather than the redundancy being a curse (Latash, 2012) . The UCM beautifully echoes two forms of abundancies already encountered in SFMs, that is, first the performance of a task is constrained to the behavior as described by the structured flow within the manifold (and not orthogonal to the manifold); and second, the parameter configurations for the creation of an SFM are many, in particular every configuration satisfying the constraints imposed upon the network enables its emergence. Similar ideas have been evoked previously in the context of firing behaviors of individual neurons (Marder and Goaillard, 2006) . SFM-based control thus presents a natural formal framework to describe variability and invariance of functional dynamics.
An interesting and unexpected observation that is consistent with SFM-based control and variance of trajectories comes from the work of Graziano and colleagues (Graziano et al., 2005) . In that regard, while the primate motor cortices are held to contain a ''body map'' that is used for movement control, many questions about the somatotopic organization remain unanswered. In order to investigate this map, researchers usually use brief (<50 ms) electrical stimulation evoking muscle twitch. Graziano and colleagues, however, administered long (500 ms) stimulation trains to monkey motor cortices, effectively stimulating relatively large networks. These stimulations evoked a repertoire of trajectories including hand-to-mouth (feeding) movements and protective movements. Surprisingly, for a given stimulation location, the same final position was reached regardless of the initial hand position. This finding is not easily reconciled with single trajectory control but fits well with SFM-based control. SFM-based control not only guarantees robustness in the face of perturbations but also reduces the computational burden because the initial state hardly matters. A resulting trajectory, then, is (merely) a singular expression of the underlying control.
Other control structures in the literature include equilibriumpoint (EP) control models that are motivated by the biomechanics of the neuromuscular system (Feldman, 1986; Feldman and Levin, 2009; McIntyre and Bizzi, 1993) . In particular, the viscoelastic (spring-like) properties of muscles guarantee that a joint spanned by agonists and antagonists will be at equilibrium given specific length-force relations of the muscles. The nervous system can alter the equilibrium point and generate movements through changing these relations, which is where these models link to SFMs, since they require a ''virtual'' trajectory prescribing the time-variant change of the equilibrium point. In this sense, the question on the mechanisms underlying movement control has been translated to another level, i.e., the creation of the virtual trajectory, but not directly answered.
Bayesian inference models are more explicit in addressing the creation and representation of trajectories and suppose the existence of an internal (or generative) model in the brain, which links sensory consequences to the dynamics of action variables (Hwang and Shadmehr, 2005; Wolpert, 1997; Wolpert and Ghahramani, 2000) . The brain represents a dynamic processing system that converts inputs to outputs, and vice versa for the inverse model. Forward models predict sensory consequences using efference copies of motor commands. If these predictions deviate from the actual percepts, the motor commands are adjusted. A particularly influential proposal that aims for generality across motor behavior, perception, and learning is the aforementioned free energy principle (cf. Friston, 2011; Friston et al., 2011 Friston et al., , 2010 , essentially the mathematical formulation of how adaptive, self-organized systems resist the natural (thermodynamical) tendency to disorder. Accordingly, action is enacted by reflex mechanisms (as in equilibrium point control) in response to top-down predictions of the proprioceptive consequences of anticipated (or desired) behavior. Bayesian inference models are consistent with neuronal message passing across different levels of cortical hierarchies, where forward connections (conveying prediction errors) feed forward activity and backward connections (imposing the internal model on the generation of the sensory input) feedback and modulate. This asymmetry in the cortical connectivity guides the messaging flow in a hierarchical manner but is different from the sort of asymmetry via symmetry breaking that creates the timescale hierarchies in SFMs. Thus, in this Perspective, we leave it as a hypothesis that the same concepts of symmetry and invariance in networks, as well as symmetry breaking leading to the creation of SFMs, apply also to hierarchical architectures with biologically realistic connectivity. Stated explicitly, we hypothesize that brain function is the structured flow that arises from the symmetry breaking in the connectivity of the large-scale brain network, thereby creating a timescale hierarchy, which causes slow deviations and modulations of the otherwise (unperturbed) invariant flow of the network. This assertion naturally opens up the question of what is the original (unperturbed) symmetry of the brain connectome (defined as the complete set of structural connections within the network; Sporns, 2012) . We cannot answer this question here, but by reducing it to the question of symmetry, we put a conceptual structure in place and identify approaches toward addressing it, e.g., through group theoretical methods.
Behavior Represented in Computational Network Architectures
Life and the world around us evolve spatiotemporally, which we describe through changes of time-continuous variables with a wide range of scales, in both space and time. This wide divergence of scales requires mechanisms for integration and mapping between the behavioral and brain-related variables. In the theory on the emergence of SFMs the behavioral dynamics, expressed by its behavioral (or action) variables, finds a representation in the brain activation dynamics. As a behavior is performed (see Figure 4B ), the precise behavioral trajectory is distributed as a spatiotemporal brain activation trajectory in the network dynamics. The temporal scales are linked, such that the slow execution of a movement (hundreds of milliseconds) is represented in the transient modulation of firing rates (tens of milliseconds) spread across many neurons within a task-specific network. SFM theory predicts that there are remnants of the behavioral flow in the brain pattern dynamics, even though they may be invisible to the uninformed investigator (as is the case in Figure 3C ). Jonas and Kording (2017) demonstrated this nicely, in which they applied numerous neuroscience techniques to the analysis of video gaming software (the behavior) running on a microprocessor (the brain). Their finding was that none of these techniques provided any insight whatsoever on the stored-program computer architecture. Krakauer et al. (2017) made the point that if their analysis had been first guided by a high-level analysis of the functional behavior of the software, then this could have guided the analysis of the role of specific portions of the microprocessor. Similarly, if there are remnants of the behavioral flow in brain network dynamics, then recent methods to reconstruct flows, usually applied in the function space of action variables (Friedrich et al., 1998; Huys et al., 2008b; van Mourik et al., 2006a van Mourik et al., , 2006b , should be adapted to become applicable in the network space of brain activity variables. From that starting point, more productive work on the analysis of the distributed role of network patterns would become possible.
Other computational architectures may appear superficially to be closely related to the SFM theory, but upon closer inspection turn out to be qualitatively different. In Synergetics, Hermann Haken has used principles of enslaving and adiabatic approximation to build functional architectures with mostly applications in pattern recognition and formation, the so-called synergetic computer. As the latter is based on a local polynomial expansion around a working point, the subsequent adiabatic elimination establishes a dimension reduction enabling the description of the emergent dynamics through the state variables (the so-called order parameters) that evolve on a slowest timescale. Technically speaking, the adiabatic elimination is based on the local center manifold theorem (Haken, 1983; Perko, 2006; Faye and Scheel, 2016) . It differentiates itself from the SFM approach by being mathematically generic (as in so far that it is not constrained to a particular mathematical formulation, because it can assume whatever polynomial formulation around the working point) and by its local nature, because by construction (via the polynomial expansion) it is local in state space. SFMs are non-local (they can assume various forms such as lines, surfaces, spheres, ellipsoids, etc.) but are non-generic and are restrained to the mathematical form in Equation 7. Other formulations may (or may not) exist, based on network dynamics and leading to the emergence of an attractive subspace and welldefined low-dimensional dynamic system. SFMs are not unique in this sense, but are remarkable, since they can be (nontrivially) derived from mathematical structures (Equation 1) known to support neuronal network dynamics. Critical in this derivation is the multiplicative form of the coupling, more precisely the neuromodulatory factor fð:Þ in front of the summation in Equation 1, which is crucial for obtaining the manifold and thus responsible for the non-local nature of SFMs. This form of multiplicative coupling is inherent to all conductance-based modeling approaches and synaptic couplings in particular, but for instance not to electric (gap junction) coupling, and thus imposes a critical design constraint upon networks capable of forming SFMs.
In (microscopic) neuron network modeling approaches, Abbott et al. (2016) link input into spiking neuron networks to nonlinear functions of outputs. Tasks are typically defined by the relationships between inputs and outputs. If the network is made large enough, then the spiking network through its timecontinuous firing rate may perform a variety of tasks conventionally defined in terms of the input-output maps (Jaeger and Haas, 2004; Luko sevi cius et al., 2012; Sussillo, 2014; Sussillo and Abbott, 2009, 2012) . Through this repertoire of input-output relations, logical gates can be constructed allowing the creation of more complex tasks within the framework of highly variable spiking networks. Liquid state machines follow a similar form of computational architecture based on input-output maps, but comprise on the inside time-continuous recurrent networks rather than spiking networks. A large body of theoretical research has demonstrated that such computational architectures are capable of universal analog computing in the sense that it can carry out any computation with persistent memory that could be possibly carried out (Maass et al., 2007) .
A different approach, referred to as ''Spaun,'' was taken by Eliasmith and colleagues who integrated existing knowledge of anatomical circuitry into computational architectures (Eliasmith et al., 2012) . They imposed structural connectivity known from real circuits upon a large-scale network of spiking neurons. These constraints naturally break the flow of signal transmission and consequently also of information processing. Then the authors designed a set of eight tasks, all of which could be expressed in terms of representations in the space of digits from 0 to 9. The network model was built to generate outputs in response to inputs (visual image sequences) such that the input-output maps could be interpreted as tasks known from cognitive psychology including image recognition, copy drawing, serial working memory, and reinforcement learning. As dimension reduction occurs in a self-organized fashion in SFM theory, in Spaun it is imposed through the natural hierarchy given by neuroanatomical and neurophysiological constraints. This compression, as the authors refer to it, directs the flow of information allowing the creation of ensemble of input-output relationships.
In the above computational architectures the link between behavioral expressions and brain activations is made through input-output maps that are representative of tasks. They thus represent interesting examples of biologically inspired computation and novel computational architectures, but do not capture behavior (in the larger sense defined here) as SFM theory explicitly does. In absence of any behavior (no task and external input) though, the network will express its resting state dynamics, which has received much attention lately. Under these conditions, typically when driven by omnipresent biological and environmental noise, the computational architectures generate activations and outputs reflecting features of their own internal functional organization. A large body of experimental work (see Raichle, 2011 for review) has demonstrated that in the absence of any task the brain's resting state dynamics exhibits spontaneous coherent intermittent network activations, organized into various robust resting state networks (RSNs). The resting network patterns display a rich and nonstationary dynamics characterized by multistability, multiple timescales, intermittency, switching between attractor states, and noise-induced resonances (Deco et al., 2009b (Deco et al., , 2009a and establish together the dynamic repertoire of the brain network (Deco et al., 2011; Ghosh et al., 2008) . The RSNs show a strong overlap with the activation of network patterns known from task conditions and can be identified in functional terms including visual, auditory, sensorimotor, saliency, attentional, and default mode network. The latter is a well-known network that is activated in the absence of any task and deactivated during task conditions. The RSN dynamics is non-stationary and shows intermittently epochs of invariant functional connectivity, then rapidly reorganizes and evolves to another epoch of invariant functional connectivity (Hansen et al., 2015) . These reorganizations (called functional connectivity dynamics, FCD) show repetitions and characteristic features that have large promise to act as biomarkers in brain disease (Deco and Kringelbach, 2014) . The RSN dynamics is consistent with SFMs composed of a resting state manifold, comprising a multistable structured flow driven by fluctuations. In computational studies, the resting-state networks have been conceptualized as attractors defined in terms of networks of local oscillatory activity (Deco et al., 2009b; Ghosh et al., 2008) or, more recently, of the firing rates of clusters of neurons . The latter authors demonstrated quantitatively that the best correspondence between experimental and brain network modeled data is obtained when the network is subcritical (just below the instability threshold). To understand the purpose of this proximity to criticality, Ghosh et al. (2008) suggested, ''the combination of anatomical structure and time delays creates a space-time structure, in which the neural noise enables the brain to explore various functional configurations representing its dynamic repertoire.'' Although we do not know the explicit form of the resting state manifold, the majority of modeling approaches used 8-to 12-dimensional subspaces spanned by the resting state networks (Deco et al., 2011 (Deco et al., , 2013 Spiegler et al., 2013 Spiegler et al., , 2016 and, recently, with local lower-dimensional attractors to capture FCD-related phenomena (Hansen et al., 2015) . Similarly, brain networks involved in the generative model of Bayesian networks and dynamical causal modeling (DCM) for resting state fMRI (Friston et al., 2014; Razi et al., 2015) show equivalent mechanisms, using stochastic differential equations perturbed by fluctuations in a thermal environment. There are two substantial differences to the SFM-based approach, though. First, Friston et al. (2014) linearize the network equations around the system's fixed point and perform a local decomposition into the eigenmodes. These modes span the local linear subspace around the system's fixed point, which is similar but not identical to the modes in SFM. If the brain network model were formulated as an SFM-based network, then this subspace in DCM would locally represent the tangent space to the SFM's manifold, but not necessarily coincide with the subspace of the non-local SFM manifold itself. DCM spans a local subspace to capture the linear fluctuations around a fixed point, and SFM-based approaches span a subspace unfolding the nonlinear manifold carrying the system's structured flow. Second, DCM-based approaches provide an elegant mechanism explaining why the brain network operates close to instability, while SFM-based approaches do not address this issue. Friston and colleagues demonstrated that the dynamic flow of the system minimizes the curvature of the Gibbs energy, thereby driving the system's Lyapunov exponents toward zero and to the critical point. The Gibbs energy reflects the improbability of some causes and (sensory) consequences occurring together, and the Lyapunov exponents are directly linked to the system's stability. Whenever the Gibbs energy has a high curvarture, the free energy is also high. As a consequence, minimization of the free energy drives the brain network to operating regimes of flat Gibbs energy (low curvature) and thus near to the critical point, at which the network's equilibrium becomes unstable. Hence, the free energy principle demonstrates how the network changes (as expressed in terms of connectivity and parameters) are implemented via optimization of free energy eliminating redundant model parameters. SFMs on the other hand do not offer this mechanism of ''how,'' but address the ''what''-that is, what are the constraints upon the network that need to be satisfied to enable the emergence of a particular flow and manifold. Finally, another key factor in shaping the network's dynamic repertoire is time delays via signal transmission, which express themselves mostly in the presence of oscillations. Petkoski et al. (2016) demonstrated that the spatial distribution of time delays plays a major role for oscillatory networks, equivalent to connectivity in non-oscillatory networks. As the time delays change, the collective timing of the network oscillations reorganizes spatiotemporally and previously synchronized subnetworks change into syncopation or multifrequency network solutions occur. We do not know to what degree the brain makes explicit use of this property and how it changes SFMs (if at all), although recent evidence is presented that myelination is modifiable by experience and learning and affects information processing by regulating velocity and synchrony of transmission between distant cortical regions. Demyelinating diseases include not only multiple sclerosis, but also psychiatric disorders such as depression and schizophrenia (Fields, 2008) .
Conclusions
As initially motivated from a behavioral biology perspective, we made the case that an instance of a behavioral pattern is more complex than task execution: the essence of behavior cannot be captured by a single time series or trajectory, although often the essence of a task objective can be illustrated by a single trajectory representing an exemplar of successful completion of task demands. Behavior needs to be represented by a more complex mathematical object such as a flow constrained to a functionally relevant subspace. We have further demonstrated how SFMs may be encoded in networks composed of neural populations and simple connectivity. This leads us to a specific mathematical formulation linking the SFM to large-scale network models through a set of network constraints, which further condition the possible range of invariant network dynamics. We have shown for the case of homogeneous (translationally invariant) connectivity that small deviations from this ''fully symmetric'' connectivity create a timescale hierarchy, which can be exploited for the creation of the behaviorally relevant SFMs. We propose that similar symmetry principles apply in networks with realistic hierarchical connectivity, in which small deviations from an effective connectivity establish a timescale hierarchy exploitable for functional coding. Notably, we further showed that multiplicative network coupling is a necessary condition for the emergence of SFMs, which suggests a functional explanation as to why nature made such prominent use of synaptic coupling. These design principles for networks make predictions upon how behavior and task rules are represented in real neural circuits. Finding such representations in experimental data would provide striking confirmation of the principles of network construction we have discussed in this Perspective.
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