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a b s t r a c t
Memetic (evolutionary) algorithms integrate local search into the search process of
evolutionary algorithms. As computational resources have to be spread adequately among
local and evolutionary search, one has to care about when to apply local search and how
much computational effort to devote to local search. Often local search is called with a
fixed frequency and run for a fixed number of iterations, the local search depth. There is
empirical evidence that these parameters have a significant impact on performance, but a
theoretical understanding as well as concrete design guidelines are missing.
We initiate the rigorous theoretical analysis of memetic algorithms. To this end, we
consider a simple memetic algorithm for pseudo-Boolean optimization that captures basic
working principles ofmemetic algorithms—the interplay of genetic operators likemutation
and selection with local search. We present function classes where even small changes of
the parametrization have a strong impact on performance. For almost every reasonable
parameter setting we construct a function that, with high probability, can be optimized in
polynomial time. However, changing the local search depth by a small additive term in any
direction yields a superpolynomial optimization time, with high probability. For another
class of functions altering the local search frequency by a factor of 2 even yields exponential
optimization times.
Our results show exemplarily that parametrizing memetic evolutionary algorithms
can be extremely hard. Moreover, this work yields insights into the dynamic behavior of
memetic algorithms and contributes to a theoretical foundation of hybrid metaheuristics.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Solving optimization problems is a fundamental task in computer science. Theoretical computer science has developed
powerful techniques to design problem-specific algorithms and to provide guarantees on the worst-case runtime and the
quality of solutions. On real world optimization problems, however, these algorithms are often outperformed by heuristic
methods without performance guarantees. Moreover, many of these problems are not well enough understood to allow the
development of problem-specific algorithms.
Therefore, practitioners often rely on randomized search heuristics like, e. g., randomized local search, tabu search,
simulated annealing, and evolutionary algorithms. Evolutionary algorithms (EAs) maintain a population of candidate
solutions for the problem. These solutions are synonymously called individuals or search points. EAs repeatedly create new
individuals (offspring) out of individuals (parents) in the current population. Then a selection mechanism creates a new
population out of the offspring and the former population according to the function to be optimized, the so-called fitness
function, which assigns a real fitness value to an individual. Over the past years, it has become increasingly popular to include
local search techniques into the random search process of evolutionary algorithms. These hybrid algorithms are known by
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various names such as memetic (evolutionary) algorithms (MAs), evolutionary local search, genetic local search, global–
local search hybrids, large-step Markov chains, and others. The termmemetic algorithms has been coined by Pablo Moscato
who relates local search to a process of cultural evolution; the word ‘‘memetic’’ is derived from biologist Richard Dawkins’s
notion of ‘‘memes’’ as the cultural and social equivalent of ‘‘genes.’’ For a gentle introduction into metaheuristics we refer
to Chapter 7 in Michiels, Aarts, and Korst [1].
Memetic algorithms apply local search to newly created offspring to quickly find high-fitness individuals and to discover
promising regions of the search space. Researchers consistently report very good results formemetic algorithms on practical
problems and there ismuch experimental evidencewhere this approach outperforms common evolutionary algorithms, see
Moscato [2] for a survey or the book by Hart, Krasnogor, and Smith [3]. The benefit of local search is manifold. Firstly, we can
expect high-fitness solutions to be found more quickly. Moreover, there may be low-fitness offspring located in the basin
of attraction of a high-fitness local optimum. In a standard evolutionary algorithm, such individuals are likely to get lost
immediately in the selection process. In a memetic approach local search may improve upon these solutions and reach a
local optimumwith high fitness. This effect is particularly visible in constraint optimization problemswhere often infeasible
solutions are penalized with respect to their fitness and the penalty decreases towards feasible regions. If mutation and/or
crossover create an infeasible offspring, local search can work as repair mechanism and find a feasible solution. Lastly, there
is an additional option to include problem-specific knowledge into the search as local searchmay be adopted to the problem
at hand. Such an approach is often possible since local search strategies are typically easy to design, even in cases where no
global problem-specific strategy is known.
In recent years many different kinds and variants of memetic algorithms have emerged. Krasnogor and Smith [4]
present a taxonomy of memetic algorithms and discuss several design issues. One trend is to employ multiple local search
operators—an idea very similar to variable-neighborhood search [5]. These algorithms are sometimes called multimeme
algorithms [6]; each local search operator is called a ‘‘meme.’’ The choice of memes is often made adaptively or even self-
adaptively, see the survey by Ong, Lim, Zhu, and Wong [7]. Coevolutionary systems have been developed that coevolve a
local searcher alongside the evolution of solutions [8,9]. Finally, memetic approaches have been proposed for optimization
in continuous spaces [10] and for other algorithmic paradigms such as estimation of distribution algorithms [11] and ant
colony optimization [12–14].
Hybridization of search heuristics poses new challenges to both theory and practice. For theory it is hard to keep
track with the state-of-the-art as the algorithms become more and more elaborate. It is widely acknowledged that a solid
theoretical foundation of these algorithms is needed. Many operators commonly used in such a hybrid are fairly simple
and easy to implement; this holds for standard genetic operators such as mutation, crossover, and selection as well as
for many local search strategies. However, the dynamics of an algorithm and the interplay of these components is very
hard to tackle analytically. Therefore, studies on memetic algorithms are mostly empirical (e. g. [15–17]) or rely on non-
rigorous arguments (e. g. [18]). Concerning evolutionary algorithms, the rigorous runtime analysis of EAs started with a
simple algorithm called (1+ 1) EA with population size 1 and no crossover on artificial example functions (see, e. g., [19]).
The methods and insights gained from this and similar studies then allowed to tackle more complex algorithms on more
realistic problems. This approach can be called successful as nowadays analyses of evolutionary algorithms are possible for
many problems from combinatorial optimization [20,21], including NP-hard problems [22–24]. The first rigorous runtime
analyses of a memetic algorithm appeared only recently [25,26] and contain preliminary versions of the results presented
here. A further study for combinatorial optimization [27] considered amemetic algorithmwith a Kernighan–Lin type of local
search, variable-depth search, for single instances of different combinatorial problems – Mincut, Knapsack, and Maxsat –
and showed exemplarily that memetic algorithms can be successful where many other popular heuristics fail.
From a practical perspective computational resources are limited and one has to think carefully about how to spread the
available resources adequately among evolutionary (global) search and local search. If the effect of local search is too weak,
we fall back to standard evolutionary algorithms. If the effect of local search is too strong, the algorithm may quickly get
stuck in local optima of bad quality. Moreover, the algorithm is likely to rediscover the same local optimum over and over
again, wasting computational effort. Lastly, too much local search quickly leads to a loss of diversity within the population.
A commondesign strategy is to perform local searchwith a fixed frequency for selected individuals and to run it for a fixed
number of iterations, referred to as the local search depth. The importance of these parameters has already been recognized
byHart in 1994 [28]who investigated empirically the impact of the local search frequency and the local searchdepth on three
artificial test functions. Later on, this studywas extended to combinatorial optimization by Land [29], referring to the balance
between global search and local search as the local/global ratio. Ishibuchi, Yoshida, and Murata [30] considered a hybrid
algorithm where local search is called with a fixed probability and investigated the impact of this parameter on a flowshop
scheduling problem. Another line of research was to adapt the parametrization of a memetic algorithm to the problem
at hand according to an analysis of the problem structure [31,32]. Sinha, Chen, and Goldberg [18] presented theoretical
investigations of simplified models of memetic algorithms explaining how to balance global and local search. However, as
their arguments were non-rigorous, their work could not lead to formal proofs.
At present, still no guidelines are available for the parametrization of memetic algorithms and the empirical and
theoretical knowledge in this respect is limited. Quoting Hart, Krasnogor, and Smith [33]: ‘‘The question of when to apply
local improvement heuristics, towhich individuals in EAs population and how much computational effort to devote to them
remains unanswered, andmore research effort is required to gain the understanding and insights thatmay lead to guidelines
for the design of efficient and effective algorithms.’’
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In this work, we address the first and the third question, that is, the choice of the local search frequency and the local
search depth. Our purpose is to stress the importance of these parameters from a rigorous theoretical perspective and to
show that finding simple guidelines to design efficient memetic algorithms is a difficult task. To this end, we consider
a simple memetic algorithm that reflects basic working principles of memetic algorithms: the interplay of evolutionary
operators like mutation and selection with local search. Note that we do not consider crossover; we will, however, discuss
possible effects of introducing crossover at the endof Section 4.Wepresent exampleswhere the algorithm is very sensitive to
even small changes of the local search depth and the local search frequency in a sense that the optimization time can change
from polynomial to superpolynomial and vice versa, with high probability. Concerning the local search depth, we present
a class of functions allowing us to specify an ideal value for the local search depth that leads to a polynomial optimization
time, with high probability. If the local search depth differs from this ideal value by only a polylogarithmic additive term
in either direction, this is likely to imply superpolynomial optimization times. A second hierarchy result implies that
doubling or halving the local search frequency can decide between polynomial versus exponential optimization times with
overwhelming probability. These hierarchy results imply that for every parametrization, apart frommild restrictions, there
is a function on which the algorithm is inefficient, although the runtime can be polynomial with a better parametrization.
These results rule out the existence of simple and effective design guidelines for the consideredmemetic algorithms that do
not depend on the function at hand.
The reader might object that such a conclusion was already implied by the well-known no free lunch theorem
(NFL) [34]. The NFL theorem states that all parameter settings for an algorithm lead to equal average performance when
the performance is averaged over all functions (with respect to a finite domain such as {0, 1}n and a finite codomain). This
means that if there is a function where parametrization A beats parametrization B with respect to the number of different
search points evaluated (the NFL theorem does not consider resampling), then functions exist where B beats A. However,
considering the class of all functions is not a realistic scenario. As argued by Droste, Jansen, and Wegener [35], the vast
majority of functions can neither be stated effectively nor be evaluated in reasonable time. These functions therefore are of
no significance and no relevance for optimization.Whenmaking restrictions towards functions with reasonable complexity
(with respect to size and time for evaluation), a no free lunch result probably cannot exist [35]. A second fundamental
limitation of theNFL theorem is that it does notmake any statements regarding themagnitude of the performance difference
between two parameter settings. An optimistic algorithm designer might conjecture that the choice of the parametrization
affects the typical runtime at most by factors of polynomial order. This conjecture cannot be disproven by the NFL theorem,
but we will disprove it in the following and thereby show that the parametrization can indeed have a tremendous impact
on performance.
Apart from the main conclusions an important contribution is that our analyses yield insights into the dynamic behavior
of memetic algorithms. We contribute new mathematical methods for the analysis of hybrid algorithms that may be used
for further studies. Our results therefore deepen the theoretical understanding of memetic algorithms from a rigorous
theoretical perspective.
The remainder of this paper is structured as follows. In Section 2 we introduce the considered memetic algorithm, the
(µ+λ) Memetic Algorithm, shortly (µ+ λ)MA.We prepare ourselves for the analysis of the (µ+ λ)MAwith some useful
tools for the analysis of population-based algorithms in Section 3. Section 4 dealswith the impact of the local search depth on
the (µ+ λ)MAwhile in Section 5 we focus on the impact of the local search frequency. Finally, we finish with conclusions
and remarks on future work in Section 6.
2. The (µ+ λ) memetic algorithm
We consider the optimization of pseudo-Boolean functions f : {0, 1}n → R which comprises many problems from
combinatorial optimization. Search points are represented by bit strings of n bits. The most natural metric between two
search points x = x1 . . . xn ∈ {0, 1}n and y = y1 . . . yn ∈ {0, 1}n is the Hamming distance H(x, y) := ∑ni=1(xi ⊕ yi), where
xi ⊕ yi denotes the exclusive or of xi and yi. Given a set Y ⊆ {0, 1}n, we denote H(x, Y ) := miny∈Y H(x, y). If H(x, y) = 1,
x and y are called Hamming neighbors. The (open) Hamming neighborhood of x is denoted by N(x) := {y | H(y, x) = 1}
and, analogously, for a set X ⊆ {0, 1}n we denote N(X) := {y | H(y, X) = 1}. Lastly, N∗(x) := {y | H(y, x) ≤ 1} and
N∗(X) := {y | H(y, X) ≤ 1} denote the corresponding closed neighborhoods.
The (µ + λ) Memetic Algorithm, shortly (µ+ λ)MA, is defined for maximization, although it can be easily adapted to
minimization. We first describe two operators used by the (µ+ λ)MA. The mutation operator flips each bit in the search
point independently from the other bits with probability 1/n. Such a mutation is known as standard mutation.
Operator 1 (mutation(x)).
y := x. Flip each bit in y independently with probability 1/n.
Return y.
The value 1/n is a common choice in evolutionary computation; it is chosen such that one bit flips in expectation. If
y = mutation(x), we call x the parent of y and y the offspring or mutant of x. The distribution of offspring is concentrated
around the parent. More precisely, for fixed x and ywe have
Prob (y = mutation(x)) =
(
1
n
)H(x,y)
·
(
1− 1
n
)n−H(x,y)
≈ 1
enH(x,y)
,
2514 D. Sudholt / Theoretical Computer Science 410 (2009) 2511–2528
e = exp(1), if H(x, y) is not too large. That is, the probability of generating y decreases rapidly with increasing Hamming
distance. The local search operator employed in the (µ+ λ)MA aims at a rapid exploitation. It iteratively searches for
neighbors with strictly larger fitness and stops if no such point exists or the maximum local search depth of δ iterations has
been hit.
Operator 2 (Local Search(y)).
For δ iterations do
if ∃z ∈ N(y)with f (z) > f (y) then y := z
else stop with output y.
Return y.
This local search strategy is generic in that no pivot rule is specified how to choose z from the set of all better Hamming
neighbors. It generalizes several concrete local search strategies such as first ascent or steepest ascent. The choice of the
pivot rule will turn out to be immaterial to the results obtained hereinafter. Hence any pivot rule is suitable as long as each
z ∈ N(y) is evaluated at most once.
The (µ+ λ)MA operates with a multiset called population of size µ and creates λ offspring in each generation. This is
done by choosing randomly a parent, then mutating it, and, every τ generations, additionally applying local search to the
result of the mutation. The population for the next generation is selected among the parents and the offspring, i. e., among
µ + λ individuals, which explains the name (µ+ λ)MA. Formally, the (µ+ λ)MA represents a class of algorithms as
different pivot rules may be used in the local search; it is parametrized by µ, λ, δ, and τ .
Algorithm 1 ((µ+ λ) Memetic Algorithm).
t := 1.
Choose an initial population P1 with µ individuals from {0, 1}n.
Repeat
P ′t := ∅.
Do λ times:
Parent Selection: Choose x ∈ Pt uniformly at random.
Mutation: y := mutation(x).
Local Search: If t mod τ = 0 then y := local search(y).
P ′t := P ′t ∪ {y}.
Selection: Let Pt+1 contain µ individuals from the multiset Pt ∪ P ′t with maximal f -value. (Break ties in favor of P ′t .)
t := t + 1.
Note that the (µ+ λ)MA does not accept worsenings at the end of a generation as only individuals with maximal fitness
in Pt ∪ P ′t are chosen for the next generation. Such a selection strategy is called elitist selection.
We are interested in the random time until a global optimum is found. Hence, we do not define a stopping criterion but
consider the algorithm as an infinite stochastic process. The time until a global optimum is found – the optimization time –
is defined by the number of f -evaluations until a global optimum is evaluated. Considering only f -evaluations is motivated
by the fact that in practice these evaluations dominate the runtime.
Local search constitutes an inner loop within the main loop, hence the number of f -evaluations within local search must
be accounted for, too. Whatever pivot rule is used, the number of f -evaluations in one local search call is trivially bounded
by δn. During t generations the number of f -evaluations is bounded by tλ(1+δn/τ). This implies that if λ and δ are bounded
by polynomials in n, then the optimization time is polynomial iff the number of generations until an optimum is found is
polynomial.
Several well-known randomized search heuristics can be identified as special cases of the (µ+ λ)MA. The (µ+ λ)MA
without local search, i. e., δ = 0 or τ = ∞, is known as (µ+ λ) EA (see, e. g., Witt [36] for an analysis of the (µ+ 1) EA and
Jansen, De Jong, andWegener [37] for an analysis of the (1+ λ) EA). The (1+ 1) MA with τ = 1 represents an iterated local
search algorithm (see, e. g., Lourenço, Martin, and Stützle [15]).
3. Analyzing population-based evolutionary algorithms
We prepare ourselves for the analysis of the (µ+ λ)MA by first considering the (µ+ λ) EA without local search. We
analyze the dynamics within its population by means of the so-called family trees as this will help us in Section 4 to analyze
and understand the behavior of the (µ+ λ)MA. Moreover, the results on the (µ+ λ) EA are of independent interest.
The following results need to be put in an appropriate perspective. The analysis of evolutionary algorithms with family
trees as well as the following results have been introduced by Witt [36] for the analysis of the (µ + 1) EA. Here, we show
that Witt’s approach can be generalized to the (µ+ λ) EA with moderate technical effort. We think that the generalized
results are important enough to be presented in this separate section, although the improvements to [36] are minor from a
technical point of view.
According toWitt, a family tree is a directed acyclic graph whose nodes represent individuals and edges represent direct
parent–child relations created by a mutation-based evolutionary algorithm. After initialization, for every initial individual
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x∗ there is a family tree containing only x∗. We say that x∗ is the root of the family tree T (x∗). Afterwards, whenever the
algorithm chooses an individual x ∈ T (x∗) as parent and creates an offspring y out of x, a new node representing y is added
to T (x∗) along with an edge from x to y. That way, T (x∗) contains all descendants from x∗ obtained by direct and indirect
mutations.
As the (µ+ λ) EA creates an infinite number of individuals, the growth of the family trees is infinite as well. Note,
however, that there may be family trees containing only individuals that have been deleted from the current population. As
µ individuals survive in every selection, at least one tree is guaranteed to grow. A subtree of a family tree is, again, a family
tree. A (directed) path within a family tree from x to y represents a sequence of mutations creating y out of x. The number
of edges on a longest path from the root x∗ to a leaf determines the depth of T (x∗).
Family trees can be used to derive lower bounds on the optimization time of mutation-based evolutionary algorithms as
follows. Suppose that after some time t the depth of a family tree T (x∗) is still small. Then typically the leaves are still quite
similar to the root, which implies that the individuals in T (x∗) are still concentrated around x∗. If the distance from x∗ to all
global optima is not too small, then it is unlikely that an optimum has been found after t steps.
The intuitive reasoning that T (x∗) is concentrated around x∗ ismade rigorous in the following lemma. The proof is adapted
from [36, Lemma 2 and proof of Theorem 4].
Lemma 1. Let x∗ be an individual entering the population in some generation t∗. The probability that within the following t/λ
generations some z∗ ∈ T (x∗) emerges with H(x∗, z∗) ≥ 8t/µ is 2−Ω(t/µ).
Proof. Consider the family tree T (x∗) rooted with x∗. After generation t∗, T (x∗) contains only x∗. In the following t/λ
generations, t offspring are created. Let these offspring be x1, . . . , xt , given in the order of creation. When the (µ+ λ) EA
is about to create a new individual, each individual in T (x∗) is chosen for reproduction either with probability 1/µ (if it is
contained in the current population) or with probability 0 (if it has been deleted or if it is contained in the current offspring
population). Hence, the probability that, given a fixed index sequence 1 ≤ s1 < · · · < s` ≤ t , a path is created in T (x∗)
containing the individuals x∗ = xs0 , xs1 , . . . , xs` is at most
`−1∏
i=0
mut(xsi , xsi+1)
µ
=
(
1
µ
)`
·
`−1∏
i=0
mut(xsi , xsi+1)
where mut(x, y) := Prob (y = mutation(x)). Observe that the latter product describes a process of ` consecutive
independentmutations. Let F` describe the randomnumber of bit flips during ` consecutive independentmutations. Clearly,
this number is an upper bound for the Hamming distance H(x∗, s`). Hence, the probability that a fixed path x∗, xs1 , . . . , xs`
emerges with a fixed index sequence 1 ≤ s1 < · · · < s` ≤ t such that H(x∗, x`) ≥ 8t/µ is bounded above by(
1
µ
)`
· Prob (F` ≥ 8t/µ) .
The number of possible paths of length exactly ` that may be created during t/λ generations is bounded by
(t
`
)
, the number
of ways to choose an index sequence 1 ≤ s1 < · · · < s` ≤ t . Summing over all values of `, the probability that during t/λ
generations some z∗ ∈ T (x∗) emerges with Hamming distance at least 8t/µ to x∗ is bounded by
∞∑
`=1
(
t
`
)
·
(
1
µ
)`
· Prob (F` ≥ 8t/µ) .
Using
(n
k
) ≤ ( nek )k by Stirling’s formula, we obtain the bound
∞∑
`=1
(
et
`µ
)`
· Prob (F` ≥ 8t/µ) .
Due to random parent selection, the average length of a path is bounded by t/λ ·1/µ 3t/µ. We can bound the summands
with ` > 3t/µ if we exploit that such long paths are very unlikely (cf. Lemma 2 in [36]).
∞∑
`=3t/µ+1
(
et
`µ
)`
· Prob (F` ≥ 8t/µ) ≤
∞∑
`=3t/µ+1
( e
3
)`
=
( e
3
)3t/µ · ∞∑
`=1
( e
3
)`
=
( e
3
)3t/µ · e
3− e = 2
−Ω(t/µ).
Considering shorter paths of length ` ≤ 3t/µ, it is very unlikely that more than 8t/µ bits flip during ` mutations. The
expected number of flipping bits equals E (F`) = ` < 4t/µ and applying Chernoff bounds (see, e. g., Mitzenmacher and
Upfal [38]) with respect to the upper bound 4t/µ, we obtain
Prob (F` ≥ 8t/µ) ≤ (e/4)4t/µ ≤ e−4t/(3µ).
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Now,
3t/µ∑
`=1
(
et
`µ
)`
· Prob (F` ≥ 8t/µ) ≤ e−4t/(3µ) ·
3t/µ∑
`=1
(
et
`µ
)`
≤ e−4t/(3µ) · 3t/µ · 3t/µmax
`=1
(
et
`µ
)`
.
Since the maximum of the term (et/(`µ))` is attained for ` = t/µ, we arrive at the bound
e−4t/(3µ) · 3t/µ · et/µ = 3t/µ · e−t/(3µ) = 2−Ω(t/µ). 
Another property of populations inmutation-based evolutionary algorithms is that with elitist selection at the end of the
generation, high-fitness solutions tend to spread in the population very quickly. The following result was known before for
λ = 1 [36], but the case λ > 1 requires different proof ideas.
Lemma 2. Let x be an individual in the (µ+ λ)MA’s current population at some point of time and n, µ ≥ 2. The expected
number of following generations until the population contains only individuals with fitness at least f (x) is O(µ/λ · logµ+ logµ).
Proof. Let x be a current elitist and call an individual fit if it has fitness at least f (x).We nowestimate the expected number of
generations until the population is taken over by fit individuals, which we call the expected takeover time. As fit individuals
are always preferred to non-fit individuals in the selection, the expected takeover time equals the expected number of
generations until µ fit individuals have been created (starting with one fit individual).
Let Ti describe the randomnumber of generations needed to increase the number of fit individuals from5i to 5i+1. Starting
with a new generation with 5i < µ fit individuals in the parent population, we now consider a phase of 32µ offspring
creations, disregarding generation boundaries. In one offspring creation process the (µ+ λ)MA selects a fit individual as
parent with probability at least 5i/µ. Then with probability at least (1− 1/n)n ≥ 1/4 for n ≥ 2 mutation creates a clone.
As local search can only improve the fitness, the resulting offspring is a fit individual, regardless whether local search has
been called after the mutation or not. Let Ni denote the random number of new fit offspring created in the phase, then
E (Ni) ≥ 32µ · 5i/(4µ) = 8 · 5i and by Chernoff bounds
Prob
(
Ni < 4 · 5i
) ≤ exp(−E (Ni) /8) ≤ exp(−5i) ≤ exp(−1).
If Ni < 4 · 5i the phase is called unsuccessful and we consider another phase of 32µ offspring creations. The expected
waiting time for a successful phase is 1/(1 − exp(−1)) and the expected number of offspring creations until Ni ≥ 4 · 5i is
32µ/(1− exp(−1)). Taking into account waiting times for the next generation boundary, this implies E (Ti) < 32µ/(λ(1−
exp(−1)))+ 1 and the expected takeover time is at most
dlog5 µe−1∑
i=0
E (Ti) ≤ dlog5 µe ·
(
32µ
λ(1− exp(−1)) + 1
)
= O(µ/λ · logµ+ logµ). 
4. The impact of the local search depth
We now want to investigate the impact of the local search depth on the performance of the (µ+ λ)MA. Our goal is to
define a class of functions where there is only a small critical window for values of the local search depth δ in which an
efficient optimization is possible. More precisely, there is an ideal value D = D(n) for the local search depth in a sense that
the choice δ = D guarantees an efficient optimization with high probability, while even small deviations of δ from D lead to
superpolynomial runtimes. The value of D can be chosen almost arbitrarily given a fixed value of n. A preliminary version of
the results in this section has been published at a conference [25], however the results were restricted to the (µ+ λ)MA
withµ = λ = τ = 1. In the followingwe presentmuch simplified functions and extend the results to almost all polynomial
values for µ, λ, and τ .
It makes sense to restrict µ, λ, and the local search depth δ to polynomial values since, of course, a memetic algorithm
cannot run in polynomial time if the initialization or a single generation with local search takes superpolynomial time. For
important combinatorial problems, e. g. the traveling salesman problem (TSP), we do not expect that local search always
finds a local optimum in polynomial time due to PLS-completeness results [1]. Moreover, artificial instances are known on
which local search takes even exponential time, see [1] for the metric TSP and [39] for the Euclidean TSP.
Similar results also hold for pseudo-Boolean optimization. A general PLS-completeness for pseudo-Boolean optimization
is found in [1, Theorem 6.4]. Specialized PLS-completeness results for memetic algorithms were presented by Krasnogor
and Smith [40]. Rudolph [41] presented the so-called long k-paths, paths of Hamming neighbors with increasing fitness
whose length can be exponential (depending on k). An exponential length implies that the path has to be "folded" in {0, 1}n
in a sense that there are i < j such that the ith and the jth point on the path have Hamming distance smaller than j − i.
Standard mutations have a positive probability of jumping from the ith to the jth point, hence there is a chance to skip large
parts of the path by taking a shortcut. However, long k-paths are constructed in such a way that at least k bits have to flip
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simultaneously in order to take a shortcut. The probability of such an event is exponentially small if k = Θ(√n), in which
case the path still has exponential length. A rigorous analysis for the (1 + 1) EA on long k-paths was presented by Droste,
Jansen, and Wegener [19].
Long k-paths turn out to be very useful for our purposes. If we consider the first points of a long k-path and assign
increasing fitness values to them, we obtain a fitness-increasing path of any desired length. We repeat the definition of long
k-paths from Rudolph [41].
Definition 1. Let k ∈ N be a divisor of n. The long k-path of dimension n, denoted by P kn, is a sequence of bit strings
from {0, 1}n defined recursively as follows. The long k-path of dimension 0 is the empty bit string.1 Assume that the
long k-path of dimension n − k is given by P kn−k = (p1, . . . , p`) with bit strings p1, . . . , p` ∈ {0, 1}n−k and ` ∈ N.
Then the long k-path of dimension n is defined by prepending k bits to these bit strings: let S0 := (0kp1, 0kp2, . . . , 0kp`),
S1 := (1kp`, 1kp`−1, . . . , 1kp1), and B := (0k−11p`, 0k−212p`, . . . , 01k−1p`). The bit strings in S0 and S1 differ in the k leading
bits and the bit strings in B represent a bridge between them. The long k-path of dimension n is the concatenation of S0, B,
and S1.
We only remark that, given some search point x, it is possible to check if x belongs to the long k-path and to compute its
index on the path in linear time. Given two points Ps, Ps+i for i > 0 and some index s, Ps+i is called the ith successor of Ps and
Ps is called a predecessor of Ps+i. Long k-paths have the following important properties. The proof is adapted from Droste,
Jansen, and Wegener [19].
Lemma 3.
1. The length of the long k-path of dimension n is defined as the number of bit strings in P kn and denoted by
∣∣P kn∣∣. We have∣∣P kn∣∣ = k · 2n/k − k+ 1. All points on the path are different.
2. Let Ps ∈ P kn and Ps+i ∈ P kn for some i ∈ N0.
If i < k then H(Ps, Ps+i) = i, otherwise H(Ps, Ps+i) ≥ k.
Proof. For n = 0 the length of the long k-path is k · 20 − k+ 1 = 1, the other statements are trivial.
Let the lemma hold for all dimensions smaller than n. The length of the long k-path of dimension n is 2 · ∣∣P kn−k∣∣+k−1 =
2 · (k · 2(n−k)/k − k+ 1)+ k− 1 = k · 2k/n − k+ 1. By definition, all points on the path are different.
If Ps = 0kpa for pa ∈ S0, then the statement for Ps+i ∈ S0 follows from the induction hypothesis as the first k bits are fixed
to zeros in all points of S0. For bridge points, we observe H(0kpa, 0k−j1jp`) = H(0kpa, 0kp`) + j as 0kpa and 0kp` only differ
in the trailing n− k bits and 0kp` and 0k−j1jp` differ only in the k leading bits. Applying the induction hypothesis to pa and
p` proves the claim for Ps+i ∈ B. Finally, all points S1 differ from all points in S0 by k leading bits, hence the claim follows for
Ps+i ∈ S1.
If Ps is a point on the bridge, then the Hamming distance to the ith successor on the bridge is i. For the other successors,
observe H(0j1k−jp`, 1kpb) = H(1kp`, 1kpb)+ j and applying the induction hypothesis to p` and pb yields the result.
Lastly, if Ps ∈ S1 the claim follows directly from the induction hypothesis. 
Throughout this paper, kwill be chosen as
√
n or
√
n/2, both values yielding an exponential (that is, 2Ω(n
ε) for some ε > 0)
length for the long k-path. The long k-path will be simply referred to as long path if the value of k is obvious. In this section
we stick to k := √n.
When estimating probabilities, we say that an event E occurs with high probability (w. h. p.) if Prob (E) ≥ 1 − n−ε for
some constant ε > 0. E occurs with overwhelming probability (w. o. p.) if Prob (E) = 1− 2−Ω(nε). Throughout this paper, we
assume that n is not too small as our results are asymptotic and notions like polynomial times vs. exponential times collapse
if n is bounded above by a fixed constant. For every term o(1) (i. e., a term converging to 0 as n grows) and two constants
c1, c2, the condition c1 < c2 implies c1 ≤ c2 − o(1) if n is large enough. In the following, we therefore allow ourselves to
write inequalities like the latter and assume that n is large enough to make all these inequalities hold.
Nowwe are ready to define functions where the local search depth has a large impact on the (µ+ λ)MA. The basic idea
is to enforce the (µ+ λ)MA to climb several paths with increasing fitness, each one ending in a local optimum. The paths
are connected, such that mutation and local searchmay reach the next path from a local optimum. However, the first points
on the new path have a very low fitness, meaning that local search has to run for a long time until it finds a solution that
is competitive to the individuals in the current population. If the local search depth is too small, local search stops with an
individual of worse fitness which is rejected immediately in the selection step. Hence, for an efficient runtime behavior the
local search depth must not be too small.
On the other hand, we want to design our functions in such a way that a large local search depth also yields an inefficient
behavior. If the local search depth is large, the next local optimum on the path is found deterministically. This behavior is
bad if promising regions in the search space are found on the way to (but not too close to) the local optimum. We define
1 This definition differs slightly from Rudolph’s definition as he bases his construction on a long k-path (0, 1) of dimension 1. This implies that the
rightmost bit of a long k-path is treated differently from the other bits as the latter bits form blocks of size k. In particular, this enforces k to be a divisor of
n− 1. We think that the definition presented here is a more consistent way to define long k-paths and adapt the following results to this small change.
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Fig. 1. Sketch of the function fD . On the x-axis the index on the long k-path is displayed. The y-axis shows the fitness. The thick solid line shows the fitness
of the points on the long k-path. Encircled path points are close to a target region with respect to Hamming distance. The long k-path can be separated into
n disjoint paths with increasing fitness, each one ending with a local optimum. For the sake of clarity, only the first out of n paths are shown.
regions of target points representing global optima somewhere on the way to the next local optimum. We thereby exploit
that mutation and local search employ different neighborhoods: the target is placed with Hamming distance 2 to the path.
All other search points, in particular those in between the path and the target, are assigned a very low fitness. This barrier
prevents local search from traversing between the path and the target. For standard mutations flipping 2 bits is still very
likely, hence the target can be reached by mutation if the parent is a path point close to the target. By these ideas, we obtain
a function where the local search depth must not be too large if we want to find the target. However, when climbing the
path the target can be missed easily. To ensure that the target is reached with high probability, we repeat the construction
several timeswith separate target regions such that one target region is likely to be hit during a run. A sketch of this function
is shown in Fig. 1.
We now formalize this intuitive construction. Let Pi be the ith point of the long k-path P kn. For path points Pi, Pj ∈ P kn
we define the path distance between Pi and Pj as |i − j|, i. e., the absolute index difference. Note that according to Lemma 3
the path distance equals the Hamming distance if |i − j| < k. Let m = log3 n and choose some value D = D(n) such that
D ≥ m. We now identify n paths as disjoint parts of the long k-path. On each path the fitness increases with growing index
and the path ends with a local optimum. Each local optimum has a path distance of D+m to the local optimum on the next
path. The union of all such points is defined as
Paths :=
n(D+m)⋃
i=0
{Pi}.
The fitness of a point on the long k-path is given by the following height function. Let qi := di/(D+m)e and
height(i) :=
(
1+ 2m
D
)qi
·
(
i− qi · (D+m)+ D2 +m
)
.
This function is piecewise linear on intervals i ∈ [j(D+m)+ 1, (j+ 1)(D+m)] on which qi = j+ 1 and the height function
simplifies to(
1+ 2m
D
)j+1
·
(
i− D
2
)
.
As such a linear function is strictly increasing and height(i(D + m) + D/2) = 0, the points Pi·(D+m) are local optima. These
points are also called peaks. The first points whose fitness is competitive to the fitness of the previous peak are called
competitive points. They have a path distance of D from the previous peak as
height(i(D+m)+ D) =
(
1+ 2m
D
)i+1
· D
2
=
(
1+ 2m
D
)i
·
(
D
2
+m
)
= height(i(D+m)).
It is therefore correct to define
Peaks :=
n⋃
i=0
{Pi(D+m)} and Comp :=
n⋃
i=0
{Pi(D+m)+D}.
The path distance from a competitive point to the next peak equals m and due to the properties of the long k-path, along
with m ≤ k, we also have that the Hamming distance to the next peak equals m. The target regions are defined such that
they have Hamming distance 2 to the set of path points and Hamming distance at most m/2 to all competitive points. The
latter condition immediately implies that the Hamming distance from every peak to every target point is at leastm/2.
Target := {x | H(x, Paths) = 2 ∧ H(x, Comp) ≤ m/2} .
Finally, the fitness function fD is defined as follows.
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Definition 2. LetM ≥ maxn(D+m)i=0 {| height(i)|} + 1 and
fD(x) :=

height(i) if x = Pi ∈ Paths,
+M if x ∈ Target,
−M otherwise.
Obviously, all points in Target with fitness M are global optima. Observe that M can be chosen arbitrarily large, while the
second best fitness value is bounded by some polynomial in n and D. Hence finding an approximate solution on fD can be
made as hard as finding a global optimum. All points with fitness −M form a plateau of equal fitness. Hence, if mutation
creates an offspring y with H(y, Paths ∪ Target) > 1, then y is surrounded by equally bad neighbors and local search stops
with y. If the (µ+ λ)MA starts with an initial population of larger fitness, such an offspring is rejected immediately.
Randomized search heuristics are usually initialized with a population chosen uniformly at random. The following
theorem, however, considers a deterministic initialization where all individuals in the population occupy the first point on
the path, P0. This modification is not essential as the results can be adapted to hold for random initialization. One way to do
this is described in detail in Section 3 of Sudholt [25]; this involves an additional construction step, a slightly larger number
of bits (without affecting polynomial runtime bounds), and a more complex fitness function. As this additional construction
step does not give new insights, we allow ourselves to deal with a deterministic initialization for the sake of clarity and
simplicity. The interested reader may consult Sudholt [25,26] for preliminary results that hold for random initialization.
Theorem 1. Let D ≥ 2 log3 n, λ = O(µ), andµ, δ, τ ∈ poly(n). Initialize the (µ+ λ)MAwithµ copies of P0, then the following
hold:
– if δ = D, the (µ+ λ)MA optimizes fD in polynomial time, w. h. p.
– if |δ − D| ≥ log3 n, the (µ+ λ)MA needs superpolynomial time on fD, w. h. p.
Theorem 1 describes a small critical window of size only m = log3 n where an efficient optimization is possible;
outside this window the runtime is superpolynomial, w. h. p. We remark that relaxing the size of the critical window
allows for stronger results. When replacing m = log3 n by m = nε for some 0 < ε ≤ 1/2 in the construction of fD and
Theorem 1, we obtain the following statement with slight adaptations of the proofs. If δ = D, the (µ+ λ)MA optimizes fD
in polynomial time, but if |δ − D| ≥ nε , the runtime is exponential. These claims then hold with overwhelming probability
(cf. Sudholt [26]).
Proof of Theorem 1. Recallm = log3 n. We have already argued that all peaks have a Hamming distance of at leastm/2 to
all global optima. The probability of flipping at leastm/2 bits in a single mutation is bounded by(
n
m/2
)
·
(
1
n
)m/2
≤ 1
(m/2)! = 2
−Ω(m logm).
By the union bound, w. h. p. even within 2cm logm mutations the probability thatm/2 bits flip simultaneously in at least one
mutation is still superpolynomially small if the constant c > 0 is small enough. In the following, we assume that less than
m/2 bits flip in the first 2cm logm mutations and keep in mind the superpolynomially small error probability.
We first consider the case δ ≤ D − m and observe that PD is the first successor of P0 such that fD(PD) ≥ fD(P0). Since
all initial search points have fitness fD(P0), along with elitist selection, the only way to alter the current population is to
create an offspring Pi with i ≥ D by mutation and/or local search. As δ ≤ D−m, it is necessary for mutation to create some
y ∈ N∗({Pm+1, . . . , PD+m}). However, H(P0,N∗({Pm+1, . . . , PD+m})) ≥ m. Hence, apart froma superpolynomially small error
probability the (µ+ λ)MA cannot find an optimum within a polynomial number of steps.
For the case δ = D we estimate the expected number of generations until the path to the next peak is climbed, as long
as neither the target nor the very last peak has been hit. Let x be a current elitist, i. e., an individual of maximal fitness. If
x ∈ Paths\(Peaks∪Target), there is a Hamming neighborwith larger fitness and the probability of choosing x and producing
an offspring with larger fitness is at least 1/(enµ). The probability that this event happens at least once among λ offspring
creations can be estimated using 1− x ≤ e−x for x ∈ R, e−x ≤ 1− x/2 for 0 ≤ x ≤ 1, and λ/(enµ) ≤ 1 (recall λ = O(µ)) if
n large enough.
1−
(
1− 1
enµ
)λ
≥ 1− e− λenµ ≥ 1−
(
1− λ
2enµ
)
= λ
2enµ
. (1)
Hence, the expected number of generations until the next peak or a better individual is reached is atmost 2enµ/λ·(D+m) =
O(nµδ/λ). Contrarily, if x is a peak, then every τ generations there is a chance to create an individual on the next path by
mutation and then to climb the path by local search. If mutation creates the first successor of x, local search may run back
into x, depending on the pivot rule. However, if the second successor of x is created, then the path is climbed and the resulting
offspring has larger fitness. As this holds regardless of the pivot rule, we rely on the latter event in the following. Similar
to (1), the expected number of generations until the best fitness increases is bounded by τ ·2en2µ/λ. Together, the expected
number of generations until the path to the next peak is climbed is O(n2µτ/λ).
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We see that there are ways to climb the next path efficiently. In order to show that the target is likely to be hit, we have
to consider all possible ways to climb the path, which requires a more careful argumentation. We divide a run into phases.
Phase 0 starts with the initialization. Phase i, 1 ≤ i ≤ n − 1, starts when the (i− 1)th phase has ended. For 0 ≤ i ≤ n− 1
Phase i ends when an individual in the set Si := {Pi(D+m)+D, . . . , Pi(D+m)+D+m/2−2} is mutated for the first time. Assume that
at mostm/2− 2 bits flip in one mutation during all phases, which happens w. h. p. We claim that then we have a constant
probability that the target is hit at the end of each phase.
Consider some Phase i. We already argued that a path cannot be climbed by mutation, only, hence we consider
a generation with local search. In such a generation, the path can only be climbed if mutation creates a point y ∈
{Pi(D+m)+1, . . . , Pi(D+m)+m/2−2} or a Hamming neighbor thereof that does not belong to the path. In both cases local search
ends with a point z ∈ Si. All points in Si are selected for the next generation, hence there is a chance that a search point in Si
will be chosen as parent in a future generation resulting in the end of Phase i. Note that such an event is necessary in order
to advance to the next path.
Consider the mutation of Pj ∈ Si ending Phase i. Due to the definition of Target, all search points with Hamming
distance 2 from Pj either belong to Target or to the set N({Pj−3, Pj−1, Pj+1, Pj+3}). The number of search points where the
latter condition holds is bounded by 4n. Thus, among all search points with Hamming distance 2 from Pj, a (1 − O(1/n))-
fraction belongs to Target, i. e., almost any 2-bit-mutation will hit the target. The probability of an arbitrary 2-bit-mutation
is
(n
2
)
1/n2(1 − 1/n)n−2 ≥ 1/(2e). Hence the probability of hitting the target at the end of Phase i is Ω(1). We conclude
that the probability of not hitting the target in all n phases is exponentially small. Moreover, the expected number of phases
before hitting the target or the very last peak is O(1), hence apart from a superpolynomially small error probability the
expected number of generations is O(n2µτ/λ). Recall that the computational effort within one generation is polynomial,
then Markov’s inequality implies that the optimization time is polynomial w. h. p.
Now consider the case δ ≥ D+m. Since the longest fitness-increasing sequence of Hamming neighbors in {0, 1}n contains
D + m ≤ δ transitions, generations with local search are guaranteed to create peaks, global optima, or local optima with
fitness−M that are immediately rejected in the following selection. Wewill show that a sequence of mutations cannot lead
us far away from all peaks in a typical run. In case µ = 1 the population always contains a peak, hence we assume µ ≥ 2.
Once a new peak x is created, it may happen that mutation of x creates some predecessor y on the long path. Despite the
use of elitist selection, as long as the population still contains older individuals with lower fitness, selection prefers y over
these worse individuals and y remains in the population. That way, if the population size is not too small, the path leading
to xmay be climbed down and the Hamming distance to the target can decrease.
Let x be such a new peak, then by Lemma 2 the expected number of generations until the population consists of
individuals with fitness at least fD(x) only, called the takeover time, is O(µ/λ · logµ + logµ) = O(µ/λ · logµ) since
λ = O(µ). By Markov’s inequality, the probability that the takeover time is larger than cµ/λ · logµ is at most 1/2 for a
sufficiently large constant c > 0. Considering independent phases of length dcµ/λ · logµe each, the probability that the
takeover time is larger than bµm/(24λ)c is 2−Ω(m/(logµ)) = 2−Ω(log2 n) and hence superpolynomially small.
It is unlikely that the (µ+ λ)MA reaches the target by climbing down the path before the population is taken over by
good individuals. We first consider the behavior of the (µ+ λ)MA in generations without local search, i. e., the behavior
of the (µ+ λ) EA, and then take into account generations with local search. Fix a search point x ∈ Peaks, then applying
Lemma 1 with t/λ := bµm/(24λ)c yields that the probability of moving away from the peak by Hamming distance at least
m/2 is 2−Ω(m). If, in a generation with local search, a peak is created, we simply apply Lemma 1 anew for all those offspring.
By the union bound, the error probability for all applications of Lemma 1 in polynomial time is still superpolynomially small.
W. h. p. at some point of time the population contains µ copies of the last peak Pn(D+m). In that case at least m/2 bits
have to flip in one generation in order to find the target. Recall that the time until such an event occurs is superpolynomial
w. h. p. 
An interesting question is whether the results will change if the (µ+ λ)MA is enhanced by a crossover operator that
is applied prior to mutation, with some constant probability pc , 0 < pc < 1. Uniform crossover copies the bit value for
each bit either from the first or from the second parent; this choice is made independently and uniformly for each bit. This
means that bits where both parent differ are assigned randomly. When a uniform crossover of two parents with Hamming
distance h is performed, the offspring is uniform in the space of 2h possible offspring. If both parents are very similar (i. e., if
h is small), an offspring created by crossover also has a good chance to be created by mutation of the closer parent. If both
parents are path points and h is not too small, it is very unlikely that the offspring is again a path point (or a global optimum)
as, intuitively, the ‘‘density’’ of these points in the search space is quite low. It is therefore very likely that crossover creates
a search point with fitness−M , local search cannot find an improvement, and the offspring is finally rejected by selection.
Other operators like `-point crossover (this crossover randomly cuts both parents into ` pieces and concatenates pieces
for the offspring from alternating parents) may exploit the block structure underlying long k-paths, so that shortcuts on the
path cannot be excluded any more. However, we can simply change the binary encoding of our function by shuffling all
bits to destroy the linkage between these bits. In this case `-point crossover probably will not have a significant advantage
over mutation either. We therefore conjecture that Theorem 1 can be adapted for a (µ+ λ)MA with uniform or `-point
crossover while preserving a critical window of polylogarithmic size. A proof for this conjecture, however, remains open.
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5. The impact of the local search frequency
The local search frequency is another essential parameter in the design ofmemetic algorithms as it can be used to control
the influence of the hybrid’s two components. As local search is a very greedy strategy, the local search frequency can also
be regarded to control the amount of greediness. From the perspective of evolutionary computation, one often speaks of
balancing exploration and exploitation.
We will show that the choice of the local search frequency can also have a tremendous impact on the performance of
the (µ+ λ)MA, similar to the results on the local search depth in the previous section. The analysis of the constructed
functions is more involved than the one made for the local search depth. Therefore, in the following we will only deal
with the (1+ 1)MA. We define two functions called Racecon and Raceuncon according to given values for n, δ, and τ . The
(1+ 1)MA is efficient on Racecon, but inefficient on Raceuncon. Now, if the local search frequency is halved, the (1+ 1)MA
suddenly becomes inefficient on Racecon, but efficient on Raceuncon.
The functions Racecon and Raceuncon, which we call race functions, are constructed in similar ways, so we describe them
both at once. First of all, we partition all bit strings into their left and right halves, which form two subspaces {0, 1}n/2
within the original space {0, 1}n for even n. Each subspace contains a part of a long path. Except for special cases, the fitness
is the (weighted) sum of the positions on the two paths. This way, climbing either path is rewarded and the (1+ 1)MA is
encouraged to climb both paths in parallel.
The difference between the two paths in the left and right halves of the bit string is that they are adapted to the two
neighborhoods used by mutation and local search, respectively. In the left half, we have a connected path consisting of the
firstΘ(n4 · δ/τ) points of a long k-path, k = √n/2. The right half contains a similar path with path distance (i. e., absolute
index difference) onlyΘ(n) to the end of the path, but only every third point of the path is present. Instead of a connected
path, we have a sequence of isolated peaks where the closest peaks have Hamming distance 3. As the peaks form a path of
peaks, we speak of an unconnected path. While the unconnected path cannot be climbed by local search, mutation can jump
from peak to peak as a mutation of 3 specific bits has probability at least 1/(en3). Concluding, local search is well suited to
climb the connected path while mutation is well suited to climb the unconnected path.
Now, themain idea is as follows: if the local search frequency is high,we expect the (1+ 1)MA to optimize the connected
path prior to the unconnected path. Contrarily, if the local search frequency is low, the (1+ 1)MA is likely to optimize the
unconnected path prior to the connected one. Which path is optimized first can make a large performance difference. In the
special cases where the end of any path is reached, we define separate fitness values for Racecon and Raceuncon. For Racecon,
if the connected path is optimized first (i. e., wins the race), a global optimum is found. However, if the unconnected path
wins the race, Racecon turns into a so-called deceptive function that gives hints to move away from all global optima and to
get stuck in a local optimum. In this situation, the expected time to reach a global optimum is exponential, i. e., 2Ω(n
ε) for
some constant ε > 0. For Raceuncon, the (1+ 1)MA gets trapped in the same way if the connected path wins and a global
optimum is found in case the unconnected path wins.
We formalize the above-mentioned race functions. The connected path has length ` = Θ(n4 · δ/τ). The precise value
of ` including constant factors and terms of smaller order will become obvious during the analysis of the (1+ 1)MA. The
unconnected path has length r = n5 +Θ(n), but the (1+ 1)MA starts with the n5th point on the path.
Definition 3. Let n = 2k2 for some k ∈ N, k a multiple of 3, and let P kn/2 = (P0, P1, . . . ) be the long k-path of dimension
n/2. Forw ∈ P kn/2 let p(w) = i ifw = Pi.
For a search point x ∈ {0, 1}n we denote x = x′x′′ with x′, x′′ ∈ {0, 1}n/2 and call x well-formed iff x′, x′′ ∈ P kn/2 and
p(x′′)/3 ∈ N0.
Given appropriate lengths ` = Θ(n4 · δ/τ) and r = n5 +Θ(n), we define
Racecon(x) :=

n · p(x′)+ p(x′′) if xwell-formed, p(x′) < `, p(x′′) < r,
2n − p(x′) if xwell-formed, p(x′) < `, p(x′′) ≥ r,
3n if xwell-formed, p(x′) ≥ `,
−1 otherwise.
Raceuncon(x) :=

n · p(x′)+ p(x′′) if xwell-formed, p(x′) < `, p(x′′) < r,
2n − p(x′′) if xwell-formed, p(x′) ≥ `, p(x′′) < r,
3n if xwell-formed, p(x′′) ≥ r,
−1 otherwise.
Nowwe state themain result of this section. The preconditions δ ≥ 36, δ/τ ≥ 2/n, and τ = O(n3) require that ‘‘enough’’
iterations of local search are performed during a polynomial number of generations. The reason is that local search must
be a visible component in the algorithm for the different local search frequencies to take effect. The condition τ = nΩ(1) is
required for technical reasons.
Theorem 2. Let δ = poly(n), δ ≥ 36, δ/τ ≥ 2/n, τ = nΩ(1), and τ = O(n3). If the (1+ 1)MA starts with P0 Pn5 , then w. o. p.
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– the (1+ 1)MA with local search frequency 1/τ optimizes Racecon in polynomial time while the (1+ 1)MA with local search
frequency 1/(2τ) needs exponential time on Racecon and
– the (1+ 1)MA with local search frequency 1/τ needs exponential time on Raceuncon while the (1+ 1)MA with local search
frequency 1/(2τ) optimizes Raceuncon in polynomial time.
To prove this theorem, we will show that in one parameter setting one specific path is optimized in a fixed amount of
time and the other one is not. Therefore, we investigate the progress of the algorithm on the two paths, i. e., the distance
traveled on the path. If xt = x′tx′′t is the current search point in generation t , the progress in generation t on the connected
(unconnected) path is defined as p(x′t+1) − p(x′t) (p(x′′t+1) − p(x′′t )). The progress in a set of generations is the sum of the
progress values for all considered generations.
In the following, we derive upper and lower bounds on the progress in generations with and without local search, both
for the connected and the unconnected path, respectively. In progress estimates we disregard situations where the end of a
path is reached and assume that the fitness of a search point x is always n ·p(x′)+p(x′) if x is well-formed and−1 otherwise.
Applying the results to Racecon and Raceuncon will be straightforward.
The task of estimating the progress on a single long path in the whole search space is not too difficult. However, with
two long paths, the random progress variables for both paths are not independent as selection is based on both paths.
One requirement for non-zero progress is to create a well-formed offspring. Then the fitness of the current search point is
increased if the offspring advances on both paths at the same time or if the offspring advances on one path and stands still
on the other one. Moreover, the fitness is increased if the offspring advances on the connected path and steps back on the
unconnected one (assuming no shortcut is taken) as the position on the connected path is weighted with the factor n. In all
other cases the (1+ 1)MA does not change the current solution.
Comparing the probability of reaching the dth successor with the probability of reaching a further successor on a long
path for d < k, we observe that the latter probability is by a factor of O(1/n) smaller than the former one since at least
one additional bit is required to flip. Based on this simple fact, we can derive a simple and useful bound on the progress
applicable to both the connected and the unconnected path.
Lemma 4. Let X1, . . . , Xm be a sequence of i. i. d. random variables over Z with Xi ≤ k = n1/2/2 for 1 ≤ i ≤ m and let
X =∑mi=1 Xi. Given a constant d ∈ N, let p := Prob (0 < Xi ≤ d). If Prob (Xi > d) = O(p/n), then for every constant ε > 0
Prob
(
X ≥ max{(1+ ε)dmp, εn3/4}) = e−Ω(n1/4).
Proof. We can assume ε < 1, otherwise we prove a stronger bound by replacing ε with 0 < ε′ < 1. A random variable Xi
is called a small step if 0 < Xi ≤ d and a large step if Xi > d. The expected number of small steps is mp and the expected
number of large steps is O(mp/n). Consider the case mp ≥ εn1/4. By Chernoff bounds, the number of small steps is at
least (1 + ε(1 − n−1/4)) · mp with probability exp(−Ω(mp)) = exp(−Ω(n1/4)). Moreover, the number of large steps is
at least εn1/4 · mp/n with probability (n−1/4)Ω(n1/4) = exp(−Ω(n1/4)). Together, using the bounds Xi ≤ d for small steps,
Xi ≤ k ≤ n1/2 for large steps, and Xi ≤ 0 for all other steps, with probability 1− exp(−Ω(n1/4))
X ≤ (1+ ε(1− n−1/4)) · dmp+ εn3/4 ·mp/n ≤ (1+ ε) · dmp.
Now let mp ≤ εn1/4 and observe Prob (Xi > 0) = p(1 + O(1/n)), i. e., the expected number of random variables with
value greater than 0 is at most εn1/4(1+O(1/n)). The probability that at least 2εn1/4 random variables are greater than 0 is
exp(−Ω(n1/4)) by Chernoff bounds. Applying the trivial upper bound k to these variables, we have X ≤ 2εn1/4 · k = εn3/4
with probability 1− exp(−Ω(n1/4)). 
For our progress estimates, we first consider the progress by mutations in T generations without local search. The
expected progress on the connected path is about T/(en) as the probability of hitting the next path point in one step is
about 1/(en). Similarly, the expected progress on the unconnected path is about 3T/(en3) since the next peak is hit with
probability about 1/(en3) and such a step yields a progress of 3. Hence the following lemma should not come as a surprise.
Lemma 5. Let ∆conmut (∆
uncon
mut ) be the progress on the connected (unconnected) path in T = Θ(n4) generations without local
search. For any constant 0 < ε < 1 w. o. p.
(1− ε) · T
en
< ∆conmut < (1+ ε) ·
T
en
and
(1− ε) · 3T
en3
< ∆unconmut < (1+ ε) ·
3T
en3
.
Proof. The probability that at least k bits flip simultaneously in one of T generations is exponentially small, hence it suffices
to consider mutations of less than k bits if we keep in mind an exponentially small error probability.
Consider either one of the two subspaces and amutation of a well-formed parent. Then reaching the dth successor on the
path in the considered subspace has probability n−d · (1− 1/n)n/2−d. In order to obtain a well-formed offspring, in the other
subspace an appropriate path point has to be created, which happens with probability (1− 1/n)n/2 · (1+ o(1)), dominated
by the probability (1−1/n)n/2 to clone the current path point. Together, the probability of reaching a well-formed offspring
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and advancing by 1 ≤ d ≤ k on a fixed long path (provided d/3 ∈ N in the case of the unconnected path) has probability
(1+ o(1)) · (1− 1/n)n−d · n−d = (1+ o(1)) · n−d/e.
Let xt be the current search point in generation t . We see that, if Lemma 4 is applied to random variables p(x′t+1)− p(x′t)
describing the progress on the connected path, all necessary conditions are fulfilled and we obtain the progress bound
(1+ ε) · T/(en) if Lemma 4 is applied w. r. t. an appropriate ε′ = ε − o(1) and d = 1. Similarly, Lemma 4 with d = 3 yields
the progress bound (1+ ε) · 3T/(en3) on the unconnected path.
For a lower bound on the connected path, observe that the probability of having progress 1 in one generation is at least
1/(en). By a direct application of Chernoff bounds, the progress in T steps is boundedbelowby (1−ε)·T/(en)withprobability
exp(−Ω(T/n)) = exp(−Ω(n3)). We hereby exploit that, as long as no shortcuts are taken, the progress on the connected
path cannot be negative since a step from Ps to Ps+i, i 6= 0, is accepted if and only if i > 0.
The progress on the unconnected path, however, depends on the progress on the connected path since the position
on the connected path dominates the fitness. This implies that a mutation may step back on the unconnected path and
advance on the connected one and the offspring will nevertheless be accepted. Such a regressing mutation has probability
O(1/n4). Applying Lemma 4 to random variables max{0, p(x′′t )− p(x′′t+1)}, the progress by these steps is at least −n3/4.
On the other hand, we have progress 3 with probability at least 1/(en3) and Chernoff bounds imply that we have at least
(1− ε + cn−1/4) · T/(en3) ≥ (1− ε) · T/(en3)+ c ·Ω(n3/4) such steps with probability exp(−Ω(T/n)) = exp(−Ω(n)), c
a positive constant. If c is large enough, the progress is at least (1− ε) · 3T/(en3)w.o. p. 
In each iteration, local search flips a single bit in one of the two subspaces. As we did not specify a pivot rule, we cannot
tell a priori which subspace will be concerned by which iteration of local search. But a closer look at the fitness function
reveals that we can indeed make exact predictions on the behavior of local search.
In the subspace containing the unconnected path, local search can have at most one fitness-improving iteration, namely
moving from a Hamming neighbor of a peak to the peak itself. On the other hand, local search can spend many iterations
climbing the connected path in the other subspace. Consider a generation with local search where the resulting offspring
is accepted. We claim that either δ or δ − 1 iterations of local search concern x′ and in the latter case the first iteration
alters x′′.
Consider a well-formed parent x, a mutation y of x and the outcome z of local search applied to y. It is obvious that, if y
has Hamming distance larger than 1 to all well-formed search points, local search stops with z = y, resulting in an offspring
with fitness −1 that is rejected by selection. If y has Hamming distance 1 to the set of all well-formed search points, y has
exactly one well-formed Hamming neighbor due to the structure of long paths and the fact that the Hamming distance
between two peaks is larger than 2. Hence, there is a unique ‘‘wrong’’ bit in x′ or x′′ that is flipped by the first iteration of
local search. The remaining δ − 1 iterations then climb the connected path. Lastly, if y is well-formed, then all δ iterations
climb the connected path.
The difference between δ − 1 and δ iterations of local search climbing the connected path is not large. In both cases it is
very likely that p(z ′) > p(x′) (unless mutation created some predecessor far behind x′) and selection typically accepts z
regardless of the progress on the unconnected path. Contrarily, for the unconnected path one iteration of local search
can make a large difference. The probability of reaching the next peak on the unconnected path by a direct mutation is
approximately 1/(en3). However, in a generation with local search, the same peak is also reached if mutation hits one of its
Hamming neighbors as then the first iteration of local search will climb the peak. Three of these Hamming neighbors have
only Hamming distance 2 to x, yielding a probability of approximately 3/(en2) to reach the next peak. If x′′ 6= P0, we also
have a probability of around 3/(en2) to reach the previous peak. We conclude that on the one hand, one iteration of local
search significantly increases the probability of reaching the next or the previous peak. On the other hand, selection typically
does not distinguish between these two cases, hence the expected progress in these steps on the unconnected path is close
to 0. In other words, the random progress on the unconnected path in these steps is almost a martingale. In the following
lemma, we use a concentration result from martingale theory to show that the total progress in these steps is close to 0.
Lemma 6. Let ∆unconls be the progress on the unconnected path in T = O(n4) generations with local search, provided that the
parents are well-formed and their position on the unconnected path is greater than 0. Let δ ≥ 6, then for any 0 < ε ≤ 1/4w. o. p.
−6(T/n2)1/2+ε − n3/4 < ∆unconls < 6(T/n2)1/2+ε + n3/4.
Proof. Like in the proof of Lemma 5, we only consider mutations flipping less than k bits at once.
Let x = x′ Ps be the current well-formed search point. We first derive a fairly tight bound on the probability of having
progress 3i on the unconnected path for some 1 ≤ i < k/3 in a generation with local search. We have progress 3i if and
only if local search traverses y′ Ps+3i for some y′ on the connected path and the outcome of local search is accepted. The
argumentation preceding this lemma showed that such a search point has to be traversed either before or after the first
iteration of local search. This is equivalent to the event that mutation creates a point in N∗(y′ Ps+3i).
First consider the case y′ = x′. With probability (1/n)3i · (1−1/n)n−3i, x′ Ps+3i is reached directly by mutation. Moreover,
there are 3iHamming neighbors of x′ Ps+3i with Hamming distance 3i−1 to x and n−3iHamming neighbors with Hamming
distance 3i+ 1. Thus, the probability of creating a mutant in N∗(x′ Ps+3i) is
n−3i
(
1− 1
n
)n−3i
+ 3i · n−(3i−1)
(
1− 1
n
)n−3i+1
+ (n− 3i) · n−(3i+1)
(
1− 1
n
)n−3i−1
.
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Note that for 1 ≤ j ≤ k, we have 1/e ≤ (1−1/n)n−j ≤ 1/e · (1−1/n)n−n1/2 = (1+ o(1))/e and the above bound is of order
1+ o(1)
e
· n−3i+1
[
1
n
+ 3i+ n− 3i
n2
]
= 1+ o(1)
e
· 3i · n−3i+1.
The probability of creating a point in N∗(y′ Ps+3i) for a different path point y′ 6= x′ such that the outcome of local
search is accepted is by a factor of O(1/n) smaller. We conclude that progress 3i on the unconnected path has probability
(1+ o(1)) · 3i/e · n−3i+1.
Observe that y′ Ps−3i has the same probability of being traversed as y′ Ps+3i in case s − 3i ≥ 0 (otherwise, the former
probability is 0). Regarding the effect of selection, y′ Ps+3i is more or equally likely to yield an accepted search point at the
end of the generation than y′ Ps−3i. Thus, if α is w. o. p. an upper bound for the progress in T generations with local search,
−α is a lower bound on the progress w. o. p. It suffices to prove the claimed upper bound.
To this end,we focus on generationswith progress±3 since these steps have the largest impact on the total progress. In all
other generations, the probability of having non-zero progress is O(n−5) and by Lemma 4, the progress in these generations
is bounded by n3/4/2.
Let S be the number of ±3-steps in T generations, then E (S) = (1 + o(1)) · 3/e · T/n2. If T = O(n5/2) then Chernoff
bounds imply S < n3/4/6 w. o. p. and the bound n3/4/2 for the progress by ±3-steps is immediate, proving the claim. On
the other hand, if T = Ω(n5/2) then Prob (S ≥ 2T/n2) = exp(−Ω(T/n2)) = exp(−Ω(n1/2)). Assume in the following that
S < 2T/n2.
Let X1, . . . , XS ∈ {−1, 0,+1} be random variables such that 3Xj indicates the progress by the jth±3-step. Then∣∣E (∆unconls | X1, . . . , Xj)− E (∆unconls | X1, . . . , Xj−1)∣∣ ≤ 1
and we can apply the method of bounded martingale differences (Theorem 3.67 in Scheideler [42]). Let X := X1 + · · · + XS
and α = S1/2+ε + n1/2+ε/6, then
Prob (X ≥ E (X)+ α) ≤ exp(−α2/(2S))
≤ exp(−Ω(S2ε + n1+2ε/S))
≤ exp(−Ω(n2ε))
as S2ε + n1+2ε/S ≥ n2ε both if S ≥ n and if S < n. It remains to bound E (X). Let x = x′ Ps be the current well-formed
search point, y′ Ps+3i be the first well-formed search point reached during local search and z = z ′ Ps+3i be the outcome of
local search. The assumption s > 0 implies that y′ Ps+3 and y′ Ps−3 have the same probability of being reached. Selection
only treats z ′ Ps+3 and z ′ Ps−3 differently if p(z ′) = p(x′). Since at least δ − 1 iterations of local search climb the connected
path, a necessary condition for p(z ′) = p(x′) is that mutation creates the (δ− 1)th or δth predecessor of x′ on the connected
path. By assumption δ ≥ 6 the probability for such a mutation is O(n−5). It follows that Prob (Xi = 1) = 1/2+ O(n−5) and
Prob (Xi = −1) = 1/2− O(n−5), yielding E (X) = S · O(n−5) = o(1).
Adding up the bound 3X ≤ 3α + o(1) for the progress by ±3-steps and n3/4/2 for all other steps, recalling ε ≤ 1/4,
w. o. p.
∆unconls ≤ n3/4/2+ 3α + o(1)
≤ n3/4/2+ 3S1/2+ε + n1/2+ε/2+ o(1)
≤ n3/4 + 3(2T/n2)1/2+ε + o(1)
≤ n3/4 + 6(T/n2)1/2+ε. 
Recall that in a generation with local search, if the offspring is well-formed, then the connected path is climbed for δ− 1
or δ iterations. On the unconnected path, it is essential whether mutation jumps up or down the path. For the connected
path, this issue is not that much important as local search clearly dominates the progress on the connected path if δ is not
very small.
Lemma 7. Let∆conls be the progress on the connected path in T = nΘ(1) generations with local search and δ ≥ 1, then w. o. p.
(1− ε) · 2T/e · (δ − 2)− n3/4 < ∆conls < (1+ ε) · 2T/e · (δ + 2)+ n3/4.
Proof. A generation only yields non-zero progress if the outcome of local search is accepted. We call such a generation
an accepting generation. A sufficient condition for an accepting generation is to clone the parent or to flip a single bit, in
which case local search creates a well-formed search point with larger or equal fitness. The probability for such an event is
(1− 1/n)n + (1− 1/n)n−1 = 2/e− o(1). On the other hand, a generation is accepting only if mutation creates a point with
Hamming distance at most 1 to a well-formed search point. As there are only O(n) points with a fixed Hamming distance
i ≥ 2 from the parent that may lead to acceptance, the probability of an accepting generation is bounded from above by
2/e+ o(1).
Let A be the random number of accepting generations among the first T ones, then by Chernoff bounds
Prob (A ≤ (1− ε) · 2T/e) = exp(−Ω(T ))
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and
Prob (A ≥ (1+ ε) · 2T/e) = exp(−Ω(T )).
In an accepting generation, a mutation creating an offspring y out of xwith H(x′, y′) ≥ 2 is called a large step. In a large step,
assuming that less than k bits flip, the progress on the connected path is at least−(k− 1)+ (δ − 1) ≥ −k+ δ and at most
k + δ. The probability of a large step is O(1/n) as it is dominated by the probability of creating one out of O(n) points with
Hamming distance 2 to x′ that lead to acceptance. Let L denote the number of large steps, then by Chernoff bounds
Prob
(
L ≥ n1/4 + A/n1/2) = (n−1/2)−Ω(n1/4),
which implies Lk ≤ n3/4 + Aw.o. p.
In all other accepting generations, if Ps is the parent, local search creates one of the search points {Ps, Ps+1, Ps+2} in the
first iteration. Thus, the progress in such a step is bounded below by δ − 1 and above by δ + 1. Together, w. o. p. the total
progress is bounded above by
L · (k+ δ)+ (A− L) · (δ + 1) ≤ A(δ + 1)+ Lk ≤ A(δ + 2)+ n3/4
and below by
L · (−k+ δ)+ (A− L) · (δ − 1) ≥ A(δ − 1)− Lk ≥ A(δ − 2)− n3/4.
Along with the bounds on A, this proves the claim. 
Using the progress bounds, we are now able to prove Theorem 2.
Proof of Theorem 2. We first give precise values for the lengths `, r ∈ R of the two paths. Note that ` and r need not be
integral as race functions allow well-formed search points x with p(x′) > ` or p(x′′) > r . Let ε > 0 be a constant small
enough w. r. t. constraints that will arise in the following. Let
` = 1− ε
e
·
(
n3 + 2n
4
τ
· (δ − 3)
)
− n3/4
and
r = n5 + 3(1+
√
2)
2e
· n.
First, we investigate a period of n4 generations of the (1+ 1)MA with local search frequency 1/τ and show that typically
the end of the connected path is reached within the period, while the end of the unconnected path is not. The number of
generations with local search is about n4/τ . To improve readability, we ignore rounding issues and assume that n4/τ is the
exact value. As
⌈
n4/τ
⌉− ⌊n4/τ⌋ = O(1/n) · n4/τ (following from τ = O(n3)), the error is negligible.
The end of the connected path is reachedwithin n4 generations if the progress in n4 generations is at least `. On the other
hand, the end of the unconnected path is not reached within the period if for any T ≤ n4 the progress in T steps is less than
r − n5. The probability of reaching the end of the unconnected path is maximized (apart from rounding issues with T/τ ) if
T attains the maximal value n4. Multiplying the probability in case T = n4 with a factor of n4 yields an upper bound for the
probability of reaching the end at any point of time in the period.
Now, all that remains is to bound the progress in n4 generations. The following statements hold w. o. p. Let ∆con be the
total progress on the left path and ∆uncon be the total progress on the right path in n4 generations. Applying Lemma 5 for
n4 − n4/τ generations without local search and Lemma 7 for n4/τ generations with local search yields
∆con ≥ (1− ε) · n
4 − n4/τ
en
+ (1− ε) · 2n
4
eτ
· (δ − 2)− n3/4
= 1− ε
e
·
(
n3 − n
3
τ
+ 2n
4
τ
· (δ − 2)
)
− n3/4
≥ 1− ε
e
·
(
n3 + 2n
4
τ
· (δ − 3)
)
− n3/4
≥ `.
For the unconnected path we show that after n4 generations we are still by a distance of at least k away from the end, that
is, n5 +∆uncon ≤ r − k. The fact that the (1+ 1)MA starts with Pn5 on the unconnected path enables us to apply Lemma 6
as n4 steps can only decrease the position by n4 · k implying that all considered parents differ from P0 on the unconnected
path. By Lemmas 5 and 6
∆uncon ≤ (1+ ε) · 3(n
4 − n4/τ)
en3
+ 6(n2/τ)1/2+ε + n3/4
≤ 3(1+ ε)
e
· n+ 6n1+2ε · τ−1/2−ε + n3/4.
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Recall τ = nΩ(1) and choose ε small enough to make τ ≥ n4ε . Then n1+2ε · τ−1/2−2ε ≤ n1−8ε2 = o(n) implying
n5 +∆uncon ≤ n5 + 3(1+ ε)
e
· n+ o(n) ≤ n5 + 3(1+
√
2)
2e
· n− k = r − k
if ε is small and n large enough.
Together, the (1+ 1)MA with local search frequency 1/τ reaches the end of the connected path within n4 generations.
This implies that on Racecon, a global optimum is found in n4 generations, w. o. p. On Raceuncon, however, the objective is
now turned to minimizing the position on the unconnected path. Since n5 +∆uncon ≤ r − k the Hamming distance to each
point x′ Pr+i for i ≥ 0 is at least k and all points with smaller Hamming distance have worse fitness. The only way to reach a
global optimum is a direct jump flipping at least k bits. The probability for such an event is at most 1/(k!) = 2−Ω(n1/2 log n).
Moreover, the probability of finding the optimumwithin 2−cn1/2 log n generations is still exponentially small if c > 0 is small
enough, meaning that the (1+ 1)MA needs exponential time w. o. p.
The argumentation for the (1+ 1)MAwith local search frequency 1/(2τ) is similar. We now consider a period of√2n4
generations of the (1+ 1)MAwith local search frequency 1/(2τ) and redefine∆con and∆uncon according to this newperiod.
The number of generations with local search is about
√
2/(2τ) = 1/(√2τ). Again, we ignore rounding issues to improve
readability. Compared to the previous setting, the number of generations with local search decreases by a factor of
√
2. On
the other hand, the number of generations without local search increases by approximately a factor of
√
2. This is a clear
disadvantage for the connected path and an advantage for the unconnected path. We claim that here the unconnected path
wins the race, i. e., n5 + ∆uncon ≥ r and ∆con ≤ ` − k. Repeating the line of thought from above, the (1+ 1)MA needs
polynomial time on Raceuncon and exponential time on Racecon w.o. p.
First, we prove n5 +∆uncon ≥ r using Lemmas 5 and 6. We have
∆uncon ≥ (1− ε) · 3(
√
2n4 −√2n4/(2τ))
en3
− 6(n2/(√2τ))1/2+ε − n3/4
= 3(1− ε)
e
· (√2n−√2n/(2τ))− 6(n2/(√2τ))1/2+ε − n3/4
= 3(1− ε)
e
· √2n− o(n),
the last equality following from the same arguments as above, along with n/τ = o(n). If ε is small enough such that
3(1− ε)√2 > 3(1+√2)/2 and n is large enough then n5 +∆uncon ≥ r follows.
Finally, we show∆con ≤ `− k using Lemmas 5 and 7.
∆con ≤ (1+ ε) ·
√
2n4 −√2n4/(2τ)
en
+ (1+ ε) · 2
√
2n4
2eτ
· (δ + 2)+ n3/4
=
√
2(1+ ε)
e
·
(
n3 − n3/(2τ)+ n
4
τ
· (δ + 2)
)
+ n3/4
≤
√
2(1+ ε)
e
·
(
n3 + n
4
τ
· (δ + 2)
)
+ n3/4.
If ε is small enough such that (1+ ε) · √2 < (1− ε) · 3/2 and n is large enough to dominate small order terms,
∆con ≤ 1− ε
e
·
(
3
2
· n3 + 3
2
· (δ + 2)n
4
τ
)
− n3/4 − k
= 1− ε
e
·
(
n3 + τ
2n
· n
4
τ
+ 3
2
· (δ + 2)n
4
τ
)
− n3/4 − k.
By hypothesis, δ/τ ≥ 2/n and δ ≥ 36 implying τ ≤ δ/2 · n = (δ− δ/2)n ≤ (δ− 18)n. Plugging this into the above equality
yields
∆con ≤ 1− ε
e
·
(
n3 + δ − 18
2
· n
4
τ
+ 3
2
· (δ + 2)n
4
τ
)
− n3/4 − k
= 1− ε
e
·
(
n3 + 2n
4
τ
· (δ − 3)
)
− n3/4 − k = `− k. 
Finally, let us discuss some possible extensions. Theorem 2 can be extended to a memetic algorithm calling local search
probabilistically with probability 1/τ as the number of local search calls in cn4 generations is concentrated around cn4/τ .
Applying Chernoff bounds to estimate the number of local search calls introduces additional factors (1− ε) and (1+ ε) into
the preceding proof and these factors can easily be dealt with.
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On the other hand, extending the result to offspring populations of size λ > 1 is not that easy. Recall that for λ = 1 the
progress in generations with local search on the unconnected path is almost a martingale as typically jumps to the next and
the previous peak are treated equally by selection. Now, if λ > 1 there is at least a constant probability that the current
peak is cloned and then (assuming equal positions on the connected path) the clone is preferred over the previous peak. As
a consequence, the martingale property is lost and the influence of local search on the unconnected path grows, changing
the behavior of the algorithm significantly. If τ = o(n), the progress on the unconnected path might even be dominated by
this effect. We conjecture that if the local search frequency is fixed to 1/τ and τ = o(n), then the connected path wins the
race if λ = 1, but the unconnected path wins in case λ = 2, say. Such a behavior would yield another example where the
choice of the offspring population size is essential, as presented by Jansen, De Jong, and Wegener [37].
6. Conclusions and future work
Wepresented a rigorous theoretical analysis of a simplememetic evolutionary algorithm, the (µ+ λ)MA.Much research
effort has been spent in recent years to parametrize memetic algorithms and to find a proper balance between local search
and evolutionary search. We have stressed the importance of this subject by presenting function classes where both the
choice of the local search depth and the choice of the local search frequency have a tremendous impact on the optimization
time of the (µ+ λ)MA. For almost every reasonable parameter setting, we have constructed a function for which these
parameters lead to an efficient optimization while most other parameter settings are very inefficient. More precisely, for
the local search depth even a tiny additive termof log3 n can turn a polynomial optimization time into a superpolynomial one
and vice versa. Regarding the local search frequency, variations by a small factor of 2 can even decide between polynomial
and exponential optimization times.
The analyses presented here are the first rigorous runtime analyses of memetic evolutionary algorithms. Such analyses
are challenging since these metaheuristics are typically not designed to support an analysis. The present paper shows that
a rigorous analysis is possible and worthwhile as we have gained valuable insights into the dynamic behavior of memetic
algorithms and into the interplay of genetic operators with local search. In addition, we have extended Witt’s analysis of
population dynamics for the (µ+1) EA to the (µ+ λ) EAwith larger offspring populations, which is of independent interest.
There are several directions for future work, towards more complex memetic algorithms and towards more realistic
problems. An obvious step for futurework is to take into account the effect of crossover and to perform analyses formemetic
algorithms with crossover, mutation, selection, and local search. Due to the large diversity of memetic algorithms, several
other common design issues of memetic algorithms are not reflected in the simple (µ+ λ)MA. In the (µ+ λ)MA the
mutation operator and one iteration of local search behave similarly. Many memetic algorithms used in practice, however,
use operators with very different search characteristics. Iterated local search typically performs a large perturbation step,
which corresponds to a mutation probability much larger than the default value 1/n for evolutionary algorithms. A first
analysis in this direction has been presented recently in [27]. There, larger mutation probabilities are considered as well as
a more advanced local search operator (variable-depth search, also known as Kernighan–Lin), which is very dissimilar to
the mutation operator. Many other memetic approaches may be analyzed as well. This includes non-binary search spaces,
multimeme algorithms, or memetic hybridizations in the context of other optimization paradigms. A first rigorous study
of ant colony optimization with local search has been presented by Neumann, Sudholt, and Witt [14]. Another challenging
goal is to analyze adaptive or even self-adaptive memetic algorithms.
The theoretical analysis of memetic algorithms should not be limited to artificial problems. The work [27] represents a
first study for combinatorial problems. More thorough investigations on various combinatorial optimization problems like,
e. g., graph coloring, Maxsat, TSP, and scheduling problems are needed in order to explain the broad empirical success of
these metaheuristics from a theoretical perspective.
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