We generalize the classical Frobenius Theorem to distributions that are spanned by locally Lipschitz vector fields. The various versions of the involutivity conditions are extended by means of set-valued Lie derivatives-in particular, set-valued Lie brackets-and set-valued exterior derivatives. A PDEs counterpart of these Frobenius-type results is investigated as well.
Introduction

The problem and an outline of the paper
The main problem
A distribution Δ on a differentiable manifold M is a set-valued function q Δ q which maps a point q ∈ M into a subspace Δ q of the tangent space T q M. If n is the dimension of M, a distribution Δ with constant dimension k n is called (completely) integrable if in a neighborhood of any point q ∈ M one can find local coordinates (x, y) = (x 1 , . . . , x k , y 1 , . . . , y n−k ) such that (i) each level set Lq . = {q | y(q) = y(q)} is a k-dimensional submanifold of M, and (ii) the tan-gent space to Lq at a point q ∈ Lq coincides with Δ q . The sets L q are called (local) integral submanifolds of the distribution Δ. Clearly, the question whether integral manifolds do exist is trivial when k = 1, for the problem reduces to a question of solutions' existence for an ODE. On the contrary, if k > 1, local integral submanifolds do not exist unless a geometrical condition, namely involutivity, is verified. As is well known, the Frobenius Theorem characterizes local integrability by means of involutivity. We recall that a distribution Δ is called involutive if for every pair of fields (f, g) belonging to Δ, 1 the Lie bracket
belongs to Δ as well. The minimal assumptions under which the Frobenius Theorem is usually stated include the fact that Δ is of class C 1 . 2 In this paper we are going to investigate the (local) existence of integral manifolds in the case when the distribution Δ is only Lipschitz. Let us justify our interest in this topic by means of a few basic considerations:
(A) Local Lipschitz continuity is enough in the case when the distribution Δ is one-dimensional:
indeed, there is no bracket condition when k = 1, so one is allowed to ignore the problem of the differentiability of the involved vector fields. So it seems natural to investigate the Lipschitz case also for k > 1. (B) Among the areas that could benefit from an extension of the Frobenius Theorem to nonsmooth distributions, let us mention Foliation Theory, Geometric Control Theory, and Classical Mechanics. In particular, in Classical Mechanics the Frobenius Theorem can be rephrased as a characterization of those (linear) non-holonomic constraints which can be represented, in fact, as holonomic constraints. Clearly the question of the regularity of the integral submanifolds-i.e., of the state-constraints-is crucial in the determination of the dynamical equations. (C) From a purely theoretical viewpoint, the extension of the Frobenius Theorem poses some intriguing questions.
For instance: what should the usual Lie bracket be replaced by when the vector fields are not differentiable? What about involutivity in this case? (D)
The usual results of the "smooth" theory do not indicate an obvious way for well-posing the problem in the case when Δ is merely Lipschitz. Indeed, in the case when the f i 's are of class C 1 , the Frobenius Theorem states that, provided involutivity is verified, the local integral manifolds-namely the level sets y =ȳ-are submanifolds of class C 1 . In fact, this is nothing but a consequence of the Implicit Function Theorem, since the maps y are of class C 1 . Based on that, one could expect that in the case of a Lipschitz distribution, the integral submanifolds should be at most locally Lipschitz. Then a problem arises: what does it mean that a submanifold is an integral submanifold of a distribution Δ?
The questions in (C) will be dealt with by making use of the set-valued bracket introduced in [12] . In particular, this bracket allows us to extend the involutivity condition into an 1 We say that a vector field f belongs to Δ if f (q) ∈ Δ q for every q ∈ M. 2 We recall that a distribution is said to be Lipschitz (respectively of class C 1 ) if in a neighborhood U of any point q ∈ M there are vector fields f 1 , . . . , f k which are locally Lipschitz (respectively of class C 1 ) and such that Δ q is the linear span of the vectors f 1 (q), . . . , f k (q).
everywhere-defined inclusion relation, the set-involutivity-see Definition 4.6 below. In a similar way, we extend the classical conditions that, in the smooth case, are equivalent to involutivity and involve exterior derivatives and Lie derivatives. Actually, the need of generalizing Lie derivatives and exterior derivatives motivates the contents of Sections 2 and 3 (see 1.1.2 below).
As for the questions raised in (D)-namely the problem of giving a notion of integrability for a Lipschitz distribution-let us observe that, in principle, (i) something like the tangent bundle does not exist for a Lipschitz submanifold, even though there exist several nonsmooth analogues of the notion of tangent space at a point; and (ii) the problem is made subtler by the fact that one is looking for the existence of a foliation rather than a single integral manifold. Yet, the answer our main result-namely, Theorem 4.11-gives to these problems is, at a first glance, surprisingly simple: if set-involutivity is verified, then local foliations exist and are made of submanifolds that are of class C 1,1 ! 3 Let us point out that, on one hand, the character of our results is local. On the other hand, even in the smooth case the passage from the local version of the Frobenius Theorem to the global one is a mainly topological issue.
In Section 5, the classical PDEs parallel of the Frobenius Theorem is generalized as well to the Lipschitz case. In particular, we prove the local existence of vector-valued, locally Lipschitz, solutions of the corresponding Cauchy problems. Obviously, the regularity result included in Theorem 4.11 is interpreted as a regularity property of the level sets of the Cauchy's problem solution.
Partial versions of the (so-called) Frobenius Theorem in the smooth case were originally proved in [6, 7] , and [8] . In [4] the result was established in the form we know it today. Obviously, one can also refer to several textbooks and lecture notes-see e.g. [11, 14] . As for Lipschitz distributions, an integrability theorem is contained in the first part of [15] . Next, this theorem is utilized to prove an interesting result on the existence of global cross sections to Anosov flows. In our view, some points in the integrability result need some elaboration. Yet, we wish to thank the author of [15] for stimulating (e-mail) conversations occurred while the present article was being prepared. An interesting extension of the Frobenius Theorem on metric spaces can be found in [3] , where vector fields are replaced with arc fields. An involutivity condition in [3] is also expressed in terms of brackets of arc fields. Yet, the result in [3] is hardly comparable with the one presented here. Indeed, the mentioned involutivity condition can be reasonably rephrased in terms of vector fields only if the latter are twice differentiable.
Derivatives of Lipschitz tensors
In the standard case of a smooth distribution Δ, there are essentially three kinds of conditions that characterize complete integrability. The first type of condition deals with vector fields belonging to Δ and their Lie brackets. The second variant involves the 1-forms that span the codistribution annihilating Δ and their exterior derivatives. The third kind of characterization deals, in fact, with both vector fields and 1-forms and includes the notion of Lie derivative of a 1-form. Aiming to extend all of these conditions to the case of a Lipschitz distribution, we needfully have to face the question on how Lie brackets, exterior derivatives, and Lie derivatives can be generalized to the case when the tensors to be differentiated are just locally Lipschitz. Actually, Sections 2 and 3 are devoted to such issues. In particular, in Section 2 we introduce the notion of set-valued, convex, envelope of a section of a fiber bundle, which turns out to be a chart-invariant concept. In Section 3 we apply this notion to Lie derivatives and exterior derivatives, with the aim of extending these derivations to the Lipschitz case. Let us point out that the enveloping of Lie and exterior derivatives works well because these tensors are robust-see Definition 2.11-that is, their envelopes can be reconstructed starting from any full subset of their domain. Incidentally, it turns out that both Clarke's generalized gradient (2.9) and the set-valued Lie bracket introduced in [12] 4 are nothing but instances of envelopes of the corresponding classical objects. If M is a n-dimensional manifold and q ∈ M, by saying that a pair (U, x) is a coordinate chart near q we shall mean that U is an open subset of M containing q and x : U → R n is an element of the maximal atlas of M.
Preliminaries
Convention.
By manifold (with no further specification) we shall mean a manifold of class C 2 . If M is a manifold, we say that a subset F ⊂ M is a full subset-equivalently: F has full measure-if its complement has (Lebesgue) measure equal to zero. 5 If M ⊆ M is any subset, we say that a property P (q) holds for almost every q ∈ M -or, equivalently, that P (q) holds 4 We remind that the Lie bracket is a special case of Lie derivative. 5 A subset N ⊂ M has zero Lebesgue measure if x(U ∩ S) is a subset of R n of zero Lebesgue measure whenever
almost everywhere in M -if there exists a full subset F ⊆ M such that P (q) holds for every q ∈ M ∩ F .
Let N, M be manifolds of class C 1 and let f : M → N be any map. We shall use DIFF(f ) to denote the subset of differentiability points of f . The well-known Rademacher theorem states that if f is locally Lipschitz, then it is almost everywhere differentiable on M, that is, DIFF(f ) is a full subset of M.
Submanifolds
Definition 1.1. Let n be a non-negative integer, and let M be an n-dimensional manifold. Let e = 0, 1, 2 [respectively e = 0, 1] and let k be an integer such that 0 k n. 
where 
Notice that the statement of Proposition 1.3 refers also to a regularity property which will be crucial for our purposes in the case of Lipschitz distributions. We omit the proof of this elementary result, since it relies on the same standard argument as in the C 2 case, see e.g. [10] .
Set-valued envelopes
Vector bundles' sections and their envelopes
Let us begin by recalling some basic notions from the theory of set-valued functions. Definition 2.1. Let M, N be topological spaces, and let F : M N be a set-valued map. 6 Let q be a point of M. F is said to be upper semi-continuous-shortly: u.s. continuous-at q if for any e ∈ F (q) and any neighborhood V of e there is a neighborhood U of q such that
F is said to be lower semi-continuous at q if for every e ∈ F (q) and every neighborhood V of e there is a neighborhood U of q such that
F is said to be continuous at q if it is both upper and lower semi-continuous at q.
F Let M a manifold, and let E be a M-based vector bundle of class C 1 . Let π : E → M be the bundle projection of E into M. (We shall use the expression set-valued section of E to mean a set-valued section of E on M.) Definition 2.4. The set-valued section s set : M E that maps any q ∈ M into the subset
is called the convex upper semi-continuous envelope of s. 7 If X is a real vector space and A ⊂ X, we use co[A] to denote the the convex hull of A, that is, the intersection of all convex sets containing A. 8 In the language of [2] , s + set is the upper limit of s.
As for the regularity of set-valued envelopes, we have 
Since M is dense in M and s is locally bounded, this implies that s + set (q) is nonempty and compact. Moreover, the graph of s + set is clearly a closed subset of E, so the map s + set is upper semi-continuous-see e.g. [1] . Since for every q ∈ M s set (q) is the convex hull of s + set (q), the map s set turns out to be upper semi-continuous as well, with non-empty, compact, values. 2
The next, elementary, result concerns an inclusion property which, in its version for robust sections-see Proposition 2.13 below-will play an important role in the proofs of Frobeniustype theorems of Section 4. 
We omit the trivial proof of this result. 
In particular,
Proof. Observe that an upper semi-continuous set-valued map whose images are singletons is continuous. The equivalence of (i) and (ii) is trivial. Moreover, ifs denotes the unique continuous extension of s to the whole M, then (i) follows from (iii) by Proposition 2.6, as soon as we set G(q) . = {g(q)} for all q ∈ M. Finally, let us assume condition (i), and let us notice that, for every q ∈ M , one has {s(q)} = s
Since s set is continuous on M, its restriction to M is continuous as well, so s is continuous. 2
Example 2.9 (The Clarke generalized gradient).
Let m, n be positive integers, let M ⊆ R m be an open subset, and let f : M → M × R n be a locally Lipschitz section (of the trivial vector bundle M × R n ). By Rademacher's theorem the set of differentiability DIFF(f ) is a full subset of M. So the derivative Df is a bounded measurable section of the trivial fiber bundle M × R n+m defined on the dense set DIFF(f ). The set-valued section (Df ) set is nothing but the Clarke generalized gradient of f -see [5] .
Example 2.10 (A Lie bracket for Lipschitz vector fields).
Let M be a manifold of class C 2 and let f , g be locally Lipschitz vector fields. Then, in view of Rademacher's theorem, the Lie bracket [f, g] is a locally bounded, measurable section of the tangent bundle TM defined on the full subset DIFF(f ) ∩ DIFF(g). Hence we can consider the convex u.s. envelope
This set-valued section coincides with the set-valued Lie bracket that was introduced in [12] with the purpose of giving an extension of the Chow's Theorem in the case of locally Lipschitz vector fields. This bracket has been also used in the commutativity results in [13] , and is here used in the Frobenius-type result below-see Theorem 4.11.
Robust envelopes
Definition 2.11. Let M be a full subset of M, and let s : M → E be a section of E on M . We say that s is robust if, for every full subset F ⊂ M , one has
Remark 2.12. Let us notice that, in general, a section needs not to be robust. Consider, for instance, the trivial, R-based, fiber bundle E = R × R. Let s : M → E be defined by
Of course, continuous sections are robust. Moreover, it is well known-see e.g. [5] -that the section Df in Example 2.9 is robust. Namely, for every full subset F ⊂ DIFF(f ) one has
In other words, differentials of locally Lipschitz maps are robust-and their convex, upper semicontinuous, envelopes coincide with their Clarke's generalized gradient.
The Lie bracket [f, g] of two Lipschitz vector fields f and g-i.e., the section considered in Example 2.10-is further instance of robust section. That is, for every full subset
This was already proved in [13] . Moreover it is a consequence of a more general result which is stated in Proposition 2.14 below.
By Proposition 2.6 we obtain 
In particular,
for almost every q ∈ M if and only if
Proof. In view of Proposition 2.6, condition (i) follows from (ii). Conversely, let us assume that there exists a full subset M # ⊂ M such that s(q) ∈ G(q) holds true for all q ∈ M ∩ M # . Since s is robust, (ii) follows from (i) by replacing M with M ∩ M # in Proposition 2.6. The last statement is a consequence of Corollary 2.8. 2
In Proposition 2.14 below we give a sufficient condition for a section to be robust. Next we will exploit this result in order to define Lie derivatives and exterior derivatives for Lipschitz tensors and Lipschitz k-forms, respectively.
Let M be a n-dimensional manifold, and let E, E 1 , and E 2 be M-based vector bundles of class C 1 , having dimension m, m 1 , and m 2 , respectively. Proposition 2.14. Let s 1 , s 2 be locally Lipschitz sections of E 1 and E 2 , respectively, and let s : M → E be a locally bounded, measurable section of E such that: 
such that
where we have used Λ(v) · w to denote the image of w through the map Λ(v).
Then the section s is robust.
Remark 2.15. It is straightforward to check that in fact conditions (i) and (ii) in Proposition 2.14 are chart-independent.
Proof of Proposition 2.14. The statement is of local character, so we can assume M to be an open subset of R n and identify s, s 1 , and s 2 with the arrays S, S 1 , and S 2 , respectively. Let us fix x ∈ M. We have to show that, for every full subset F ⊂ M , one has
Let us consider the section
As it has been recalled in Example 2.9, (DS 1 , DS 2 ) is robust (and its convex u.s. envelope is nothing but the Clarke gradient of the map (S 1 , S 2 )). Hence, in particular,
Therefore, by the continuity of Ψ and Λ (and the linearity of each map w → Λ(v) · w), for every v ∈ R m 1 +m 2 we have 
Lie and exterior derivatives in the Lipschitz case
Lie and exterior derivatives in the smooth case
Let us begin by recalling the classical notions of Lie derivative and exterior derivative. Next, we will extend these notions to the case when the involved functions are just locally Lipschitz.
Lie derivatives
Let M be a manifold, let r, s be non-negative integers and let E be the (r, s)-type tensor bundle on M 11 . If T : M → E is a section of E (i.e. a (r, s)-type tensor field) of class C 1 and f is a vector field on M of class C 1 , then the Lie derivative L f T of T along f is the (continuous) section of E defined as follows.
Let (U, x) be a coordinate chart, and let are of class C 1 ; and (iii) the summation convention is adopted. Then the Lie derivative L f T is expressed on U by
where, for every value of the multi- As is well known, this definition is in fact chart-independent. Finally, let us point out that if g is a vector field, then
Exterior derivatives
Let n be a positive integer, let M be a n-dimensional manifold, and let U ⊂ M be open. For every integer h such that 0 h n and every q ∈ U , let Λ h q denote the space of skew-symmetric, h-linear forms, on (T q M) h . Let Λ h (U ) be the (U -based) corresponding vector bundle, and, for every r = 0, 1 let us use
to denote the set of sections of Λ h (U ) that are of class C r . Namely, Ω h r (U ) is the set of h-forms on U that are of class C r . In addition, we use 11 This means that, for each q ∈ M,
to denote the set of h-forms defined on U that are of class C 0,1 , also called locally Lipschitz h-forms. In particular, Ω 0 1 (U ) and Ω 0 0,1 (U ) denote the set of real functions defined on U that are, respectively, continuously differentiable and locally Lipschitz.
Let us recall the definition of exterior derivative for a h-form of class C 1 .
Definition 3.1. Let h be an integer such 0 h n − 1, and let ω ∈ Ω h 1 (U ). The exterior derivative dω of ω is a (h + 1)-form of class C 0 defined as follows: if
is the local expression of ω on a coordinate chart (U , x), then
for all q ∈ U . 13 
Lie and exterior derivatives in the Lipschitz case
Lie derivatives
Let M be a manifold and let E be a tensor bundle based on M. If T is a locally Lipschitz section of E and f is a locally Lipschitz vector field on M, then for all q ∈ DIFF(T ) ∩ DIFF(f ), L f T (q) can be defined as in (3) . In other words, L f T is a section of E on the full subset DIFF(T ) ∩ DIFF(f ). Lemma 3.2 below establishes that, as in the case of Clarke's generalized gradient, the convex u.s. envelope of L f T coincides with the convex u.s. envelope of any restriction of L f T to a full subset of DIFF(T ) ∩ DIFF(f ).
Proof. This result follows directly from Proposition 2.14, because of the local form (3) of (σ 1 , . . . , σ h ) with values in {1, . . . , n}. 13 As is well known, this definition is in fact independent of the system of coordinates x, so that the exterior derivative 
Hence, we obtain
so recovering, as a particular case, the set-valued Lie bracket introduced in [12] -see Remark 2.10.
Exterior derivatives
Let M be a manifold of dimension n and let h an integer such that 0 h n − 1. Let ω be a locally Lipschitz h-form. Then, by Rademacher's theorem, dω is a measurable, locally bounded, section of Γ h+1 (DIFF(ω))-namely dω is a measurable, locally bounded, (h + 1)-form on DIFF(ω). Therefore, we can consider its convex u.s. envelope. This envelope turns out to be robust, as stated in Lemma 3.6 below. 
Proof. This result follows directly from Proposition 2.14, because of the local form (4) of dω. 2
In view of Lemma 3.6, it is meaningful to give the following definition: will be called the (set-valued) exterior derivative of ω.
As in the case of the Lie derivative, by Proposition 2.5 we obtain
Proposition 3.8. The exterior derivative dω set is an upper semi-continuous, set-valued, section of Γ h+1 (M) with non-empty, convex, compact values.
A Frobenius-type theorem
Distributions and codistributions
For any finite subset {v 1 , . . . , v r } of a real vector space V , let us use span{v 1 , . . . , v r } to denote the linear subspace generated by {v 1 , . . . , v r }. Definition 4.1. Let n, k be non-negative integers such that k n, and let M be a n-dimensional manifold. By a k-dimensional distribution of class C 1 [respectively C 0,1 ] we mean a subset Δ ⊆ T M such that, for everyq ∈ M, 
for all q ∈ U . Any such set of vector fields is called a local frame of class C 1 [respectively C 0,1 ] for Δ. 
Definition 4.2. Let n, h be non-negative integers such that h n, and let M be a n-dimensional manifold. By a h-dimensional codistribution of class
is called the annihilating codistribution of Δ. 
Involutivity, commutativity, and integrability
Let us extend the notion of involutivity to Lipschitz distributions. Actually, two kinds of extensions of this concept will be given. Indeed, one can either assume involutivity in a classical sense on a full measure subset-so adopting a "weak derivative" approach, as in [15] -or consider an everywhere defined notion of involutivity by relying on the afore introduced set-valued Lie bracket. The two notions are in fact equivalent, as proved in Theorem 4.11 below. Let us remark that in the case of vector fields of class C 1 , the extended involutivity notion turn out coincide with the classical one.
Definition 4.6 (Involutivity of distributions).
Let n, k be non-negative integers such that k n, let M be a n-dimensional manifold, and let Δ be a Lipschitz, k-dimensional distribution on M. We say that Δ is set-involutive if, for every pair of locally Lipschitz vector fields f and g (on M) belonging to Δ, one has
In addition, we say that Δ is involutive almost everywhere if, for every pair of locally Lipschitz vector fields f and g (on M) belonging to Δ and for almost every q ∈ M, one has
Definition 4.7 (Involutivity of families of vector fields).
Let n be a non-negative integer, and let M be a n-dimensional manifold. Let U ⊆ M be an open subset and let V be a family of Lipschitz vector fields on U . We say that V is set-involutive if, for every pair f, g ∈ V and every q ∈ M, one has
In addition, we say that V is involutive almost everywhere if, for every pair f, g ∈ V and for almost every q ∈ DIFF(f ) ∩ DIFF(g), one has
Let us give a notion of commutativity for locally Lipschitz vector fields.
Definition 4.8 (Commutativity of vector fields).
Let n be a non-negative integer let M be a ndimensional manifold. Let U ⊆ M be an open subset and let f and g be locally Lipschitz vector fields on U . We say that f and g set-commute if
In addition, we say that f and g commute almost everywhere if, for almost every q ∈ DIFF(f ) ∩ DIFF(g), one has
Finally, let us give a notion of integrability for a Lipschitz distributions.
Definition 4.9 (C 1,1 -integrability).
Let n, k be non-negative integers such that k n. Let Δ be a k-dimensional Lipschitz distribution on a n-dimensional manifold M. We say that Δ is completely
and a Lipschitz coordinate chart (U, (x, y)) verifying (x, y)(U ) = X × Y , such that the following condition is satisfied:
Ifq ∈ U and (x,ȳ) . = (x, y)(q) then:
Remark 4.10. As we pointed out in the Introduction, in the case when Δ is of class C 1 one does not require the submanifold (x, y) −1 (X × {ȳ}) to be of class C 2 : actually, this would be the natural analogue of the regularity property we are assuming in (i). In fact, when Δ is of class C 1 , the coordinates (x, y) turn out to be of class C 1 , so the C 1 -regularity of (x, y) −1 (X × {ȳ}) is guaranteed by the Implicit Function Theorem. And this is enough to make (ii) meaningful. One the contrary, our definition of C 1,1 -integrability includes a non-trivial regularity requirement, namely condition (i), without which (ii) would be meaningless. The noticeable fact-see Theorem 4.11 below-is that Lipschitz distributions that are almost everywhere involutive are, in fact, C 1,1 -integrable. That is, in the integration process one gains regularity-see also Remark 4.12.
A Frobenius-type theorem
We are going to present a Frobenius-type result for locally Lipschitz distributions. Let us point out that in the case when the involved distributions are of class C 1 , there are three types of conditions that are equivalent to complete integrability. In fact, some of them involve only vector fields and their Lie brackets. These are the commutativity and the involutivity conditions. Other versions of the Frobenius Theorem deal only with the forms spanning the annihilating distribution and their exterior derivatives. Finally, Frobenius Theorem can be formulated by means of a condition involving both forms and vector fields (and the Lie derivative of the former along the latter). A similar classification can be applied, respectively, to the subsets (2)- (7), (8)- (11), and (12)-(13) of the set of twelve conditions of Theorem 4.11 below, which turn out to be equivalent to complete integrability. Furthermore, within each group, the same condition is given in a a.e. version and in a set-valued version.
Theorem 4.11. Let n, k be non-negative integers such that k n, and let Δ be a k-dimensional
Lipschitz distribution on a n-dimensional manifold M. Then the following conditions are equivalent: 
(XIII) If f and ω are as in (XII), then, for almost every q ∈ M, one has
. 15 The right-hand side denotes the subset of elements of Λ 2 q (M) having the form
where θ α ∈ Λ 1 q (M) for all α = 1, . . . , n − k. 16 The left-hand side denotes the subset of all elements of Λ n−k+2 q (M) having the form
where β ∈ (dω α ) set (q). Moreover, both conditions (X) and (XI) are meaningful only if k 2.
Remark 4.12. Let us point out that passing through commutativity-which is assumed in conditions (VI) and (VII)-is essential in order to establish C 1,1 regularity. Indeed the flow of a locally Lipschitz vector field is of class C 1,1 in the time-variable but it is only locally Lipschitz in the initial state. The main point is that commutativity allows us to avoid the uncomfortable dependence on the initial state when one differentiates compositions of several flows. 17 Notice that this is not possible when commutativity is replaced with the involutivity assumption. The remarkable fact, however, is that involutivity is still sufficient for establishing C 1,1 regularity. Similarly, a simplified version of the here exploited arguments would show that, when r 1, the local integral manifolds of a distribution of class C r are, in fact, of class C r+1 . Perhaps, the fact that this is not usually noticed derives from the misleading circumstance that integral manifolds are level sets of functions of class C r (and not C r+1 ). However, this does not prevent these level sets from being of class C s , with s > r. This is, in fact what happens in our case: the level sets of the maps y j are submanifold of class C 1,1 , though the y j are just Lipschitz.
A PDEs counterpart
Let n, k be integers such that 0 < k n, let M be a n-dimensional manifold, and let f 1 , . . . , f k be locally Lipschitz vector fields on M. Let us assume that, for every q ∈ M, the vectors f (q), . . . , f k (q) are linearly independent, and let us consider the system of k
where we mean that u = (u 1 , . . . , u n−k ) is a map from M into R n−k .
Definition 5.1. Let U ⊆ M be an open subset. We shall say that a map u : U → R n−k is a solution of (11) if:
(i) u is locally Lipschitz; (ii) (11) is verified at almost every q ∈ U .
Almost everywhere complete systems
Definition 5.2. System (11) is said to be almost everywhere complete if, for everyq ∈ M, there is a neighborhood U ofq and a solution
of (11) such that, for almost every
This definition is a natural extension of the classical concept of complete system-see e.g. [9] -where the functions u 1 , . . . , u n−k are required to be of class C 1 and to solve (11) at every q ∈ U . Actually, in the case when the vector fields are of class C 1 , the Frobenius theorem can be rephrased by saying that system (11) is complete if and only if, for all q ∈ M and i, j = 1, . . . , k, one has
The next theorem extends this result to the case of locally Lipschitz solutions. Ifq is a point of U and we let (x,ȳ) .
Hence condition (I) follows from (II) as soon as one lets u i (·) .
Therefore, for every j = 1, . . . , k,
This means that (11) is verified atq. Since DIFF(u) is a full subset of U , (11) is almost everywhere complete. In order to prove that (I) implies (III) we will rely on the following elementary result. Proof. The proof is standard and based on mollifications. Yet, we do not omit it for the sake of completeness. Obviously, it is sufficient to prove the result in the case when M is an open subset of R n and t ∈ [− , ], for a suitably small . Let r be a real number such thatq + 2rB ⊂ U . By standard arguments we can construct a Lipschitz mapũ : R n → R n−k such that u =ũ on q + rB ⊂ U andũ(q) = 0 for all q ∈ R n \(q + 2rB ⊂ U). Let us fix a non-negative, real-valued, function ϕ on R n , such that ϕ ∈ C ∞ , R n ϕ(q) dq = 1 and ϕ(x) = 0 whenever q > 1. For every j = 1, . . . , n − k and any ρ > 0, let us consider the ρ-regularization ofũ j as the functioñ u ρ : R n → R n−k obtained by setting, for every q ∈ R n ,
It is well known thatũ ρ is function of class C ∞ and that, for all q ∈ R n ,
Letq ∈ R n and let > 0 be such that t → φ f i t (q) turns out to be defined on [− , ]. Then, as soon as ρ ∈ [0, 1] there exists a compact subset K ⊂ R n such that, for every t ∈ [ , ] one has
Since the spatial integral inside the last integral is a convex combination of the values of the map
which is essentially bounded on K, uniformly for t ∈ [− , ], it follows that the last integral is infinitesimal when ρ tends to zero. By hypothesis the map Du j , f i is equal to zero almost everywhere. Hence
for every sufficiently small ρ. Therefore the right-hand side of (13) 
, and let u be a almost everywhere solution of (11). In particular there exists an open neighborhood U ofq such that span{du 1 (q), . . . , du n−k (q)} has dimension n − k at almost every q ∈ U . Let us define the map ξ : R → R by letting
Furthermore, for sufficiently small t, let us set
Finally, let us consider the function
Clearly there is a positive number such that the map F (t) is well defined for every t ∈ [ , ] and takes values in U . Moreover, by the previous lemma, the function u • F is constant on [ , ] .
In addition, in [13] it has been proved-as a special case of an asymptotic formula valid for semi-differentiable vector fields-that F is differentiable at t = 0 and
Therefore, for every i = 1, . . . , n − k,
Since the set DIFF(u) ∩ DIFF(f 1 ) ∩ · · · ∩ DIFF(f k ) has full measure, this concludes the proof. 2
Cauchy problems
In order to formulate a "Cauchy problem" for system (11) , let us consider a (n − k)-dimensional submanifold N ⊂ M of class C 1 . Let us assume that N is non-characteristic for (11) . This means that for any q ∈ N and any i = 1, . . . , k, the vector f i (q) ∈ T q M is not tangent to N .
An initial value on N is a locally Lipschitz map u 0 : N → R n−k .
Definition 5.5. A pair (U, u)
is called a local solution of (11) with initial value u 0 provided U ⊂ M is an open subset containing N and u is a map from U into R n−k which solves (11) (almost everywhere on U ) and verifies the initial value condition
Theorem 5.6. There exists a local solution (U, u) of (11) 
Finally, if (U, u) is a local solution with initial condition
is the union of sub-manifolds of U of class C 1,1 . In particular, if u 0 is injective then every such level set is a submanifold of class C 1,1 . 
Proof. Let us consider the map
The map u is locally Lipschitz and verifies the initial condition (14) . Moreover, for every q ∈ N , i = 1, . . . , k, and any s such that φ
, u is constant along the trajectories of the vector fields f 1 , . . . , f k . In particular, for every q ∈ DIFF(u)
has full measure, it follows that (U, u) is a local solution of (11) where
On the other hand, by Proposition 1.3, each S q is a submanifold of class C 1,1 . Hence the final statement is proved both in the general case and in the case when u 0 is injective. Actually, in this event, one has
Remark 5.7. Even in the case when u 0 is injective and, say, of class C 2 , there is no hope of improving the general result about the regularity of the a solution to the Cauchy problem (11)- (14) . In fact, though the level sets are sub-manifolds of class C 1,1 , this solution is just locally Lipschitz, as shown in the following example. Let us set
Clearly f is locally Lipschitz, but it is not differentiable. Moreover u 0 is of class C ∞ . The unique solution to the Cauchy problem
is the function u defined by 
Proof of Theorem 4.11
The proof of Theorem 4.11 will be based on a combination of the properties of set-valued Lie brackets, Lie derivatives, and exterior derivatives, and the fact-established in [13] -that the orbits 18 of commutative vector fields are C 1,1 submanifolds.
Some preliminaries
Let n, k be integers such that 1 k n, and let (U, z) be a chart on M. Let us consider k locally Lipschitz vector fields f 1 , . . . , f k on U such that, for every q ∈ U , the vectors f 1 (q), . . . , f k (q) are linearly independent.
For j = 1, . . . , k and l = 1, . . . , n, let f l j : U → R denote the lth component of f j with respect to the coordinates z. That is, f l j is (the locally Lipschitz map) defined by
is a (n × k)-matrix valued function on U of class C 0,1 . Moreover, for every q ∈ U the rank of F (q) is equal to k. Hence, up to reordering the coordinates {z r }-and, if necessary, taking a smaller domain Uwe can assume that the (k × k)-submatrix
is non-singular, for every q ∈ U . Let GL(k) denote the space of k × k, non-singular, real matrixes. If, for every q ∈ U , we use (β l j (q)) j,l=1,...,k to denote the inverse of the matrix A(q), we obtain 18 The orbit through a pointq of a family F of vector fields is the subset which can be reached fromq by means of finite concatenations of trajectories of the fields belonging to F .
By (20)-(22), we get
Since U is a full subset of U , (VII) is proved. In order to prove that (VII) implies (V) it is sufficient to write the elements of a given local frame {f 1 , . . . , f k } as linear combinations of the elements of a frame {g 1 , . . . , g k } whose elements commute pairwise. Indeed, by Lemma 6.2, the corresponding coefficients are locally Lipschitz function, so (V) follows by direct computation.
The equivalence of (IV) and (V) is a consequence of Proposition 2.13. The latter also implies that (VI) is equivalent to (VII).
In order to prove the equivalence of conditions (VIII), (IX), (X), and (XI), let us begin by recalling a basic result on the exterior algebra of a finite-dimensional vector space. 
The equivalence of conditions (IX) and (XI) is a straightforward consequence of Lemma 6.3. Indeed, for α = 1, . . . , n − k and q ∈ n−k β=1 (DIFF(ω β ) ∩ U), it is sufficient to set θ . = dω α (q) to obtain that (9) holds true if and only if (10) is verified.
The equivalence of conditions (IX) and (VIII) is a consequence of Proposition 2.13. 22 In order to establish that (XI) is equivalent to (X), let us observe that obvious arguments including compactness and linearity imply that
Then the thesis follows from Proposition 2.13. Let us prove that condition (IX) is equivalent to condition (V). For this purpose, it is clearly enough to prove the following fact: 22 Notice that the set-valued section
is continuous and convex. 
is equivalent to
In order to prove Claim A let us recall a basic result connecting Lie bracketing with exterior differentiation:
Lemma 6.4. Let n, h be non-negative integers such that 1 h n. Let M be a n-dimensional manifold and let ω be a locally Lipschitz h-form on M. Moreover, let f 1 In particular, for h = 1 one has
Remark 6.5. This result is usually formulated when all objects are of class C 1 . However, a direct computation in a system of local coordinates shows that the above version-which concerns points of common differentiability-holds true as well.
In view of Lemma 6.4, for every q ∈ U , α = 1, . . . , n − k, and i, j = 1, . . . , k, one has 
23 Here, the hat over an argument means that that argument is omitted. 
Similarly to what is usually done in the smooth case, we will exploit Lemma 6.7 below, which establishes a relation between Lie derivatives of forms and exterior derivatives. In order to state this result, let us recall the notion of interior product of a vector field and a differential form. Definition 6.6. Let n, h be integers such that h n, and let M be a n-dimensional manifold. Let M ⊂ M be any subset, and let θ and g be a h-form and a vector field, respectively, defined on M . The interior product of g and θ is defined as the 24 Like in the case of Lemma 6.4, the result stated in Lemma 6.7 is non-standard, for it concerns nonsmooth objects.
However no extra proof is required to establish it, as it can be checked by direct computation in a system of coordinates.
In order to prove Claim B, it is now sufficient to identify θ and g with ω α and f j , respectively. Since f j belongs to Δ and ω α belongs to Δ † , this yields 
