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DECOMPOSING THE TUBE CATEGORY
LEONARD HARDIMAN AND ALASTAIR KING
Abstract. The tube category of a modular tensor category is a variant of the tube
algebra, first introduced by Ocneanu. As a category, it can be decomposed in two differ-
ent, but related, senses. Firstly, via the Yoneda embedding, the Hom spaces decompose
into summands factoring though irreducible functors, in a manner analogous to decom-
posing an algebra as a sum of matrix algebras. We explicitly describe these summands.
Secondly, under the Yoneda embedding, each object decomposes into irreducibles, which
correspond to primitive idempotents in the category itself. We explicitly identify these
idempotents. We make extensive use of diagram calculus in the description and proof of
these decompositions.
1. Introduction
The tube algebra, of a monoidal category C, was first introduced by Ocneanu [Ocn94]
in the realm of operator algebra theory. Connections between the tube algebra and the
Drinfeld double construction have been the subject of much research, culminating in a
result of Popa, Shlyakhtenko and Vaes [PSV15] that the representation category of the
tube algebra is equivalent to the Drinfeld center, Z(C). In the case when C is a modular
tensor category, Etingof et al. [EGNO15] have also shown that the Drinfeld center is
equivalent to the category C ⊠ C¯ where ⊠ denotes the Deligne tensor product and C¯ is
obtained by equipping C with the opposite braiding.
We take a more categorical perspective and consider the tube category of C, denoted
T C, which is Morita equivalent to the tube algebra. Therefore, for C an MTC and by the
results mentioned above
RT C ∼= Z(C) ∼= C ⊠ C¯
where RT C := Fun(T C
op
,Vect) denotes the category of representations of T C. As {I ⊠
J}I,J∈Irr(C) forms a complete set of simple objects in C ⊠ C¯, this equivalence gives us a
complete set {FIJ}I,J∈Irr(C) of irreducible functors in RT C. We then map an object X in
T C onto X♯ in RT C via the Yoneda embedding and compute
HomT C(X, Y ) = HomRT C(X
♯, Y ♯)
=
⊕
I,J
HomRT C(X
♯, FIJ)⊗HomRT C(FIJ , Y
♯) (1.1)
For fixed I, J ∈ Irr(C), HomRT C(X
♯, FIJ) can be identified with FIJ(X) via the canonical
Yoneda map and HomRT C(FIJ , Y
♯) can first be identified with HomRT C(Y
♯, FIJ)
∗, via the
perfect pairing given by composition into End(FIJ) = K, then identified with FIJ(Y )
∗ via
the canonical Yoneda map. Putting all of this together the (I, J) summand of (1.1) can
be identified with FIJ(Y )
∗ ⊗ FIJ(X), giving rise to a natural injection
λIJY X : FIJ(Y )
∗ ⊗ FIJ(X)→ HomT C(X, Y ).
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The main goal of this paper is to give an explicit description of λIJY X . Composition is easily
described with respect to this map (see Proposition 2.4) and this allows us to identify
the primitive idempotents in EndT C(X) (see Corollary 5.8). These idempotents may be
though of as categorical analogues of Ocneanu projections [EK98].
The structure of this paper is as follows. Section 2 starts by developing some abstract
nonsense, in particular Lemma 2.3 implies that λY X is characterised by being the unique
opposite (see Definition 2.1) of the canonical map
µIJY : FIJ(Y )
∼=
−→ HomRT C(Y
♯, F ).
In Section 3 we build on the graphical calculus of MTC’s, culminating in two main results:
Lemma 3.10 and Proposition 3.13. Section 4 then provides an introduction to the tube
category and finally Section 5 gives an explicit candidate for λY X and proves that it is
opposite to µY , using the results of Section 3.
Acknowledgement. This work grew out of multiple stimulating discussions that took
place during the authors’ participation in the workshop “Structure of operator algebras:
subfactors and fusion categories” held at the Isaac Newton Institute for Mathematical
Sciences. We would like to thank the organisers for their hospitality and the participants
for their helpful engagement. We would also like to extend particular thanks to C. Jones
for enlightening conversation.
2. Preliminaries on Yoneda in a K-linear Category
Let K be a field of characteristic zero, let B be any K-linear category and let RB =
RepB = Fun(Bop,Vect). We consider the Yoneda embedding
U : B → RB
X 7→ X♯
(2.1)
where X♯ = HomB(–, X). For any F ∈ RB and any X ∈ B, the Yoneda Lemma gives a
natural isomorphism
µX : F (X)
∼=
−→ HomRB(X
♯, F ), (2.2)
where, for α ∈ F (X) and any η ∈ X♯(Z), i.e. η : Z → X , we have
µXZ(α, η) := µX(α)Z(η) = F (η)(α).
In other words, for any Z ∈ B, we have a (bi)linear map
µXZ : F (X)⊗HomB(Z,X)→ F (Z)
α⊗ η 7→ F (η)(α).
(2.3)
The inverse µ−1X : HomRB(X
♯, F ) → F (X) is given by Φ 7→ ΦX(id). To see this, observe
that
µX(α)X(id) = F (id)(α) = α, (2.4)
while the naturality of Φ implies that, for any η : Z → X ,
µX(ΦX(id))Z(η) = F (η)(ΦX(id)) = ΦZ(η
∗(id)) = ΦZ(η),
that is, µX(ΦX(id)) = Φ.
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Definition 2.1. A map
λX : F (X)
∗ −→ HomRB(F,X
♯) (2.5)
is said to be an opposite of µ if it is formally dual to µ−1X in the sense that
µX(α) ◦ λX(β) = 〈β, α〉 idF , (2.6)
where 〈β, α〉 = β(α) is the natural duality pairing and idF ∈ EndRB(F ) is the identity
natural transformation.
Remark 2.2. If F is simple and Schurian, i.e. EndRB(F ) = K, and RB is semi-simple,
then HomRB(F,X
♯) and HomRB(X
♯, F ) are dual and the pairing is given by composition
into EndRB(F ) (c.f. Proposition 3.1). In that case, (2.6) uniquely characterises λX(β): it
is precisely the dual of µ−1X .
We now suppose we have such a map λX . As for µ, we can write a bilinear version of
λ as
λXZ : F (X)
∗ ⊗ F (Z)→ HomB(Z,X)
β ⊗ γ 7→ λX(β)Z(γ).
(2.7)
We will also denote the result of this map by λXZ(β, γ). We consider the following chain
of maps
F (Y )∗⊗F (X)
λY ⊗µX−→ HomRB(F, Y
♯)⊗ HomRB(X
♯, F )
◦
−→ HomRB(X
♯, Y ♯) −→ HomB(X, Y )
(2.8)
where the last map is the inverse of the isomorphism (2.2) with F = Y ♯, that is, the
inverse of U : HomB(X, Y )→ HomRB(X
♯, Y ♯) : φ 7→ φ♯, whose existence certifies that the
Yoneda embedding is fully faithful.
Lemma 2.3. The composition of this chain is λY X . In other words, in RB we have, for
any β ∈ F (Y )∗ and α ∈ F (X),
λY X(β, α)
♯ = λY (β) ◦ µX(α), (2.9)
as a composition of maps X♯ → F → Y ♯.
Proof. In the case Φ = λY (β) ◦ µX(α), we compute
ΦX(id) = λY (β)X
(
µX(α)X(id)
)
= λY (β)X(α)
by (2.4), as required. 
Proposition 2.4. As a composition of maps X → Y → Z in B, we have
λZY (δ, γ) ◦ λY X(β, α) = 〈β, γ〉λZX(δ, α)
Proof. Under the Yoneda embedding and using Lemma 2.3, the equation is the same, as
a composite of maps X♯ → Y ♯ → Z♯ in RB, as
λZ(δ) ◦ µY (γ) ◦ λY (β) ◦ µX(α) = 〈β, γ〉λZ(δ) ◦ µX(α),
which follows immediately by applying the duality (2.6). 
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For any idempotent ε ∈ EndB(X), there is, in RB, a subfunctor (X, ε)
♯ ≤ X♯, which is
the image of the idempotent ε♯ ∈ EndRB(X
♯). Indeed, (X, ε)♯ is a summand of X♯. This
image exists because RB is an abelian category, so idempotent complete, even if B may
not be. Concretely, (X, ε)♯(Y ) is the image of ε♯Y = ε∗, which is an idempotent endomor-
phism of X♯(Y ) = HomB(Y,X). The naturality of ε
♯, i.e. the fact that ε∗ commutes with
φ∗ for any φ : Z → Y , makes (X, ε)♯ a functor.
For any object X ∈ B, choose β ∈ F (X)∗ and α ∈ F (X) so that 〈β, α〉 = 1. Then
Corollary 2.4 implies that ψ = λXX(β, α) is an idempotent in EndB(X).
Corollary 2.5. We have (X,ψ)♯ ∼= F .
Proof. By (2.9), we have that ψ♯ = λX(β) ◦ µX(α) and, by (2.6), that µX(α) ◦ λX(β) =
〈β, α〉 idF = idF , by assumption. Hence, (X,ψ)
♯ ∼= F in a way that identifies µX(α) : X
♯ →
F and λX(β) : F → X
♯ with projection and inclusion of the summand. 
3. Graphical Calculus in Modular Tensor Categories
From now on C is always assumed to be a modular tensor category over K. We recall
this implies that C is semisimple of finite type and we use Irr(C) to denote a complete
set of simple objects in C. We also suppose that EndC(S) = K for all S ∈ Irr(C) (this
is automatically true if K is algebraically closed). Unless otherwise specified a sum over
a variable object in C ranges over Irr(C). We also make extensive use of the graphical
calculus described in [BK01].
Proposition 3.1. Let R be in Irr(C) and let X be in C. The pairing
HomC(R,X)⊗ HomC(X,R)→ K
f ⊗ g 7→ g ◦ f
is perfect.
Proof. By semisimplicity we have X =
⊕
i∈I
Xi where the Xi are simple objects and I is an
indexing set. We consider the subset J := {i ∈ I | Xi ∼= R} ⊂ I. Then we have
HomC(R,X) ∼= K
J ,
HomC(X,R) ∼= K
J
and composition is given by the standard pairing, which is perfect. 
Definition 3.2. Let R be in Irr(C) and let X be in C. For every basis {b} ⊂ HomC(R,X)
we use {b∗} to denote the dual basis of HomC(X,R) with respect to the perfect pairing
given by Proposition 3.1.
Lemma 3.3. Let X be in C. We have
X
=
∑
R,b
b∗
b
X
X
R (3.1)
where b ranges over a basis of HomC(R,X).
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Proof. By semisimplicity, we have a natural identification
⊕
R
HomC(R,X) ⊗ R = X .
Using the bases {b}, for each HomC(R,X), we get an isomorphism f :
⊕
R,b
R→ X , written
diagrammatically as
f =
∐
R,b
b
X
R
.
On the other hand, the map from X to
⊕
R,b
R given by
g =
∏
R,b
b∗
R
X
satisfies g ◦f = id and so g is the inverse to f . The right hand side of (3.1) is simply f ◦ g
and hence equal to the identity, as required. 
Remark 3.4. We will most often use the following instance of Lemma 3.3. For S, T ∈
Irr(C) we have
S T
=
∑
R,b
b∗
b
S T
S T
R
where b ranges over a basis of HomC(R, ST ).
We recall that modular tensor categories are rigid i.e. any object X in C admits a
left dual and a right dual. We do not distingish between these two objects as they are
identified by the pivotal structure of C, we denote them both by X∨. The corresponding
structural maps are diagrammatically represented as X X∨ and
X X∨ .
Definition 3.5. Let f be in End(X) for some object X in C. The trace of f is defined
by
tr :
X
X
f 7−→ X∨f ∈ End(1) = K .
We recall that modular tensor categories are spherical i.e.
X∨ f = X∨f
and that taking the trace of a composition is commutative i.e.
g
f
X∨ Y =
f
g
Y X∨
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for all f ∈ HomC(X, Y ) and g ∈ HomC(Y,X).
Proposition 3.6. The pairing
HomC(X, Y )⊗ HomC(Y,X)→ K
f ⊗ g 7→ tr(g ◦ f)
is perfect.
Proof. We have
tr(g ◦ f) =
g
f
X∨ Y
Lem. 3.3
=
∑
S,b
g
f
b
b∗
XX∨
S
Y
=
∑
S,b
b∗
g
f
b
YS∨
X
X
=
∑
S,b
〈f ◦ b, b∗ ◦ g〉d(S)
where 〈–, –〉 denotes the perfect pairing defined in Proposition 3.1. Let f ∈ HomC(X, Y )
be non zero. Then there exists S ∈ Irr(C) and b ∈ HomC(S,X) such that f ◦ b 6= 0. As
〈–, –〉 is perfect there exists gS ∈ HomC(Y, S) such that 〈f ◦ b, gS〉 6= 0. Then we have
tr(f, b ◦ gS) = 〈f ◦ b, b ◦ b
∗ ◦ gS〉d(S) = 〈f ◦ b, gS〉d(S) 6= 0.

Definition 3.7. Let X be an object in C. The dimension of X is defined by
d(X) = tr(idX).
Definition 3.8. The dimension of C is defined by
d(C) =
∑
S
d(S)2.
Lemma 3.9. For any X, Y ∈ C, any S, S ′ ∈ Irr(C), any i ∈ HomC(Y,XS) and any
j ∈ HomC(XS
′, Y ) we have
i
j
X∨
S
S ′
Y = δS,S′
tr(j ◦ i)
d(S)
S
.
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We also have, for any k ∈ HomC(Y, SX) and l ∈ HomC(S
′X, Y ),
k
l
X∨
S
S ′
Y = δS,S′
tr(l ◦ k)
d(S)
S
Proof. As S and S ′ are simple objects we have
i
j
X∨
S
S ′
Y = δS,S′λ
S
.
for some λ ∈ K. To compute λ we suppose δS,S′ = 1 and take the trace to obtain
λd(S) =
i
j
X∨
S
S
YS∨ =
j
i
Y ∨ SX = tr(j ◦ i)
Therefore λ = tr(j◦i)
d(S)
. This proves the first part of the lemma, the second part is proved
analogously. 
Lemma 3.10. Let S and R be in Irr(C). We have
d(R)
S∨ R
=
∑
T,b
d(T )
b
b∗
RS∨
R
T
S∨
where b ranges over a basis of HomC(R, ST ). We also have
d(S∨)
S∨ R
=
∑
T,b
d(T )
b
b∗
S∨ R
S∨
T
R
where b ranges over a basis of HomC(S
∨, TR∨).
Proof. The map α(b) = b
S∨
T
R
is the image of b under the adjunction
α : HomC(R, ST )→ HomC(S
∨R, T )
and similarly the map β(b∗) : = b∗
S∨ R
T
is the image of b∗ under the adjunction
β : HomC(ST,R)→ HomC(T, S
∨R).
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Therefore as b ranges over a basis of HomC(R, ST ), α(b) ranges over a basis G of HomC(S
∨R, T )
and β(b∗) ranges over a basis H of HomC(T, S
∨T ). However G and H are not dual to one
another. Indeed evaluating α(b1) ∈ G on β(b
∗
2) ∈ H gives
b1
b∗2
S∨
T
T
R Lem. 3.9=
tr(b∗2 ◦ b1)
d(T )
T
= δb1,b2
tr(idR)
d(T )
T
= δb1,b2
d(R)
d(T )
T
.
This implies that G and H are pseudo-dual, to make them truly dual we would have to
rescale one of them by d(T )
d(R)
. This, together with Lemma 3.3, proves the first part of the
lemma, the second part is proved analogously. 
Proposition 3.11 (Killing Ring). Let R be in Irr(C). Then
∑
S
d(S)
S
S∨
R
= δR,1d(C)
where 1 is the tensor identity.
Proof. See Corollary 3.1.11. in [BK01]. 
Corollary 3.12. Let R and S be in Irr(C). Then
∑
S
d(S)
S
S∨
R T
= δR∨,T
d(C)
d(R)
R∨R
R R∨
.
Proof. This follows immediately from Lemma 3.3, Proposition 3.11 and the fact that
HomC(RT, 1) = HomC(T,R
∨) = δR∨,T idR∨ .
We note that the d(R)−1 term appears as the creation and annihilation morphisms are
not dual to one another, indeed they compose to the dimension. To make them dual we
therefore weight by the inverse of the dimension. 
Proposition 3.13. We consider I, J, I ′, J ′ ∈ Irr(C), L ∈ C, j ∈ HomC(IJ, L) and k ∈
HomC(L, I
′J ′). Then
∑
S
d(S)
S
S∨
I
I ′
J
J ′
L
j
k
= δI,I′δJ,J ′ tr(k ◦ j)
d(C)
d(I)d(J)
I J
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Proof. We have
∑
S
d(S)
S
S∨
I
I ′
J
J ′
L
j
k
=
∑
S
d(S)
S
S∨
I
I ′
J
J ′
L
j
k
=
∑
S
d(S)
S∨
I
I ′
J
J ′
L
j
k Cor. 3.12
= δJ,J ′
d(C)
d(J)
k
j
J∨ J
I ′
I
L
Lem. 3.9
= δI,I′δJ,J ′ tr(k ◦ j)
d(C)
d(I)d(J)
I J
4. Introduction to T C
We now introduce a new category, denoted T C, which shares the same objects as C
but admits more morphisms (i.e. HomC(X, Y ) ≤ HomT C(X, Y )). The intuition is that
whereas morphisms in C can be represented graphically as diagrams drawn on a bounded
region of the plane, morphisms in T C are given by diagrams drawn on a cylinder. For
example, for any f ∈ HomC(X, Y ) diagrammatically represented by
X
Y
f
there will be a morphism in T C diagrammatically represented by
X
Y
f
(4.1)
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We capture such morphisms by drawing diagrams in a diamond and glueing the upper
left and lower right edges. For example morphism (4.1) is represented by
f
Y
X
Y ∨
Y ∨
We note that this diagram can be read vertically as an element in HomC(Y
∨X, Y Y ∨). We
also note that due to Lemma 3.3 we may restrict ourselves to only gluing simple stands.
In this way morphism (4.1) would be represented as
∑
R,b
b
b
∗
R
R
f
Y
X
Y ∨
Y ∨
where b ranges over a basis of HomC(R, Y
∨). We note that each diagram may now be
read vertically as an element in HomC(RX, Y R). With this motivation in mind we may
proceed with the definition of T C.
Definition 4.1. Let C be a MTC. The associated tube category, denoted T C, is defined
as the following category,
(1) Obj(T C) : = Obj(C)
(2) HomT C(X, Y ) : =
⊕
R
HomC(RX, Y R)
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(3) Let f be in HomT C(X, Y ) and let g be in HomT C(Y, Z). We define g ◦ f as follows
(using the diagrams explained above)
g ◦ f : =
⊕
T
∑
S,R,b g
S
fRb
b
∗
R
S
X
Z
Y
T
T
∈
⊕
T
HomC(TX,ZT ) = HomT C(X,Z)
where fR and gS are the HomC(RX, Y R) and HomC(SY, ZS) components of f and
g respectively and b ranges over a basis of HomC(T, SR).
From Lemma 3.3 we see that this definition agrees with the intuition that composition
corresponds to vertically stacking the cylinders upon which the diagrams are drawn.
Remark 4.2. If we consider the algebra
T A := EndT C
(⊕
S
S
)
we recover Oceanu’s tube algebra [Ocn94]. As
⊕
S
S is a projective generator in T C the
functor
RT C → RT A
F 7→ HomRT C
(
F,
⊕
S
S
)
gives an equivalence, i.e. T C is Morita equivalent to T A.
5. T C and RT C
We start by recalling that the centre of C, denoted Z(C), is a category with objects
(X, τ) whereX is in C and τ is a half braiding onX (see [EGNO15] for a precise definition).
Let C¯ be the modular tensor category obtained by equipping C with the opposite braiding.
We consider the functor
Ψ1 : C ⊠ C¯ → Z(C)
X ⊠ Y 7→ (X ⊗ Y, σX ⊗ σ¯Y )
where ⊠ denotes the Deligne tensor product, and the functor
Ψ2 : Z(C)→ Rep(T C)
(X, τ) 7→ FX,τ
12 LEONARD HARDIMAN AND ALASTAIR KING
where FX,τ is given by
FX,τ (Y ) = HomC(Y,X)
and, for f =
⊕
S
ZS
Y S
fS ∈ HomT C(Z, Y ),
FX,τ (f) : HomC(Y,X)→ HomC(Z,X)
Y
X
g 7→
∑
S
Z
S∨
X
X
Y
S
fS
g
τS∨
.
Remark 5.1. A curious reader could check that FX,τ is a functor using Lemma 3.3.
We have the following result from [EGNO15] and [PSV15].
Theorem 5.2. Ψ2 ◦Ψ1 is a equivalence of categories from C ⊠ C¯ to RT C.
Proof. Proposition 8.20.12. in [EGNO15] proves that Ψ1 is an equivalence and Proposition
3.14 in [PSV15] then proves that Ψ2 is an equivalence. 
Remark 5.3. Theorem 5.2 implies that RT C is a semisimple category of finite type.
Corollary 5.4. For I, J ∈ Irr(C) we consider the functor FIJ , given by FIJ(X) =
HomC(X, IJ) for X in C and
FIJ(f) : HomC(Y, IJ)→ HomC(Z, IJ)
Y
I J
g 7→
Z
S∨
JI
Y
S
fS
g
for f =
⊕
S
ZS
Y S
fS ∈ HomT C(Z, Y ). Then the set
{FIJ}I,J∈Irr(C)
forms a complete set of irreducible objects in RT C.
Proof. This follows directly from the fact that {I ⊠ J}I,J∈Irr(C) forms a complete set of
simples in C ⊠ C¯ and Ψ2 ◦Ψ1(I ⊠ J) = FIJ . 
The following definition is inspired by the diagrammatic description of Ocneanu pro-
jections given in [EK98].
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Definition 5.5. For X, Y in C and I, J ∈ Irr(C) we consider the (bi)linear map
λIJY X : HomC(IJ, Y )⊗ HomC(X, IJ)→ HomT C(X, Y )
given by
λIJY X(j ⊗ i) :=
d(I)d(J)
d(C)
⊕
S
d(S)
i
j
X
I J
Y
S
S
.
Proposition 5.6. For j ∈ HomC(IJ, Y ) the map
λIJY (j) : FIJ(X)→ HomT C(X, Y )
i 7→ λIJY X(j ⊗ i)
is natural in X, i.e. we have a map
λIJY : HomC(IJ, Y )→ HomRT C(FIJ , Y
♯).
for all Y in C.
Proof. We consider f =
⊕
S
ZS
X S
fS ∈ HomT C(Z,X) and i ∈ HomC(X, IJ). We then
compute
Y ♯(f) ◦ (λIJY (j))(i) = λ
IJ
Y X(j ⊗ i) ◦ f
=
d(I)d(J)
d(C)
⊕
R
∑
S,T,b
d(T )
fS
b
∗
b
i
j
I
J
Z
T
R
R
S
S
Y
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=
d(I)d(J)
d(C)
⊕
R
∑
S,T,b
d(T )
fS
b
∗
b
i
j
I
J
Z
T
R
R
S
S
Y
Lem. 3.10
=
d(I)d(J)
d(C)
⊕
R
d(R)
∑
S
fS
i
j
I
J
Z
R
S
Y
= λIJZX(j ⊗ FIJ(f)(i)) = λ
IJ
Z (j) ◦ (FIJ(f))(i),
as required. 
We now consider µIJY : FIJ(Y )
∼=
−→ HomRT C(Y
♯, FIJ) as defined in Section 2 with
F = FIJ .
Theorem 5.7. Under the trace pairing (c.f. Proposition 3.6), λIJY is an opposite of µ
IJ
Y
(c.f. Definition 2.1).
Proof. We consider X in C, j ∈ HomC(IJ, Y ), k ∈ HomC(Y, IJ) and compute
(µY (k) ◦ λY (j))X(i) = µY (k)X
(
λIJY X(j ⊗ i)
)
= FIJ(λ
IJ
Y X(j ⊗ i))(k)
=
d(I)d(J)
d(C)
⊕
S
d(S)
i
j
X
I
I
J
J
Y S
k
= tr(j ◦ k)i
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where the last equality is due to Proposition 3.13. Therefore λIJY is an opposite of µ
IJ
Y . 
Note that, by Corollary 5.4, FIJ is simple and Schurian, so Remark 2.2 applies, i.e. λ
IJ
Y
is the dual of
(
µIJY
)−1
. It now follows from Lemma 2.3, that the (bi)linear version λIJY X ,
as in Definition 5.5, is also the map of the same name described in the Introduction.
We can use this result to identify the primitive idempotents in EndT C(X), i.e. those
that cannot be written as a non trivial direct sum.
Corollary 5.8. Let i ∈ HomC(X, IJ) and j ∈ HomC(IJ,X) be such that tr(i ◦ j) = 1.
Then ε = λIJXX(j ⊗ i) is a primitive idempotent in EndT C(X).
Proof. By Corollary 2.5 we have (X, ε)♯ ∼= FIJ . By Corollary 5.4 FIJ is simple, and
therefore, ε is primitive. 
Finally, we can also enhance the composition formula in Proposition 2.4 to reflect the
fact that different FIJ are orthogonal.
Proposition 5.9. We have the following composition rule,
λI
′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i) = δI,I′δJ,J ′ tr(k ◦ j)λ
IJ
ZX(l ⊗ i).
Proof. The case when I = I ′ and J = J ′ is given by Proposition 2.4. In the other
case we consider ε = λIJXX(i
∗ ⊗ i) and ε′ = λI
′J ′
ZZ (k
∗ ⊗ k) where i∗ ∈ HomC(IJ,X) and
j∗ ∈ HomC(Z, IJ) are such that tr(i◦i
∗) = tr(j◦j∗) = 1. As, once again by Proposition 2.4,
λI
′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i) ◦ ε = λ
I′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i)
and
ε′ ◦ λI
′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i) = λ
I′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i)
we have
λI
′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i) ◦ – ∈ HomRT C((X, ε)
♯, (Z, ε′)♯) = HomRT C(FIJ , FI′J ′) = 0,
where the last equality is due to Corollary 5.4.
Remark 5.10. The following graphical computation provides an alternative proof of
Proposition 5.9 that does not use Corollary 5.4.
λI
′J ′
ZY (l ⊗ k) ◦ λ
IJ
Y X(j ⊗ i)
=
d(I)d(J)d(I ′)d(J ′)
d(C)2
⊕
R
∑
S,T,b
d(S)d(T )
b
b
∗
T
S
X
Z R
R
i
j
k
l
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=
d(I)d(J)d(I ′)d(J ′)
d(C)2
⊕
R
∑
S,T,b
d(S)d(T )
b
b
∗
i
j
k
l
J
I
T
S
S∨
X
Z
R
R
Lem. 3.10
=
d(I)d(J)d(I ′)d(J ′)
d(C)2
⊕
R
∑
S
d(S)d(R)
i
j
k
l
J
I
S
S∨
X
Z
R
R
Prop. 3.13
= δI,I′δJ,J ′ tr(k ◦ jr)
d(I)d(J)
d(C)
⊕
R
d(R)
i
l
X
I J
L
R
R
.
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