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EFFECTIVE EQUIDISTRIBUTION OF HOROSPHERICAL
FLOWS IN INFINITE VOLUME RANK ONE
HOMOGENEOUS SPACES
NATTALIE TAMAM AND JACQUELINE M. WARREN
Abstract. We prove effective equidistribution of horospherical flows
in SO(n, 1)◦/Γ when Γ is either convex cocompact, or is geometrically
finite with Hn/Γ having all cusps of maximal rank, and the frame flow is
exponentially mixing for the Bowen-Margulis-Sullivan measure. We also
discuss settings in which such an exponential mixing result is known to
hold.
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1. Introduction
Throughout this paper, let G = SO(n, 1)◦ with n ≥ 2, which can be
considered as the group of orientation preserving isometries of the hyperbolic
space Hn. Let Γ ⊆ G be a geometrically finite and Zariski dense subgroup of
G with infinite covolume. We will further assume that every cusp of Hn/Γ
has maximal rank. Note that in the presence of cusps, this assumption
implies that the critical exponent δΓ satisfies
δΓ > (n− 1)/2.
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For the definition of the rank of a cusp see, §2.2. In this paper, we establish
an effective rate of equidistribution of orbits under the action of a horo-
spherical subgroup U ⊆ G under a certain exponential mixing assumption
(Assumption 1.1).
An early result on the equidistribution of horocyclic flows in G/Γ for
G = SL2(R) and Γ a lattice was obtained by Dani and Smillie in [4]. They
proved that if U =
{(
1 t
0 1
)
: t ∈ R
}
and if x does not have a closed U -orbit
in G/Γ, then for every f ∈ Cc(X),
(1) lim
T→∞
1
T
∫ T
0
f(utx)dt = m(f),
wherem denotes the normalized Haar probability measure onX. The lattice
case is well-understood in general, thanks to Ratner’s celebrated theorems
on unipotent flows, [30].
Results such as these are not considered to be effective, because they
do not address the rate of convergence, and this is important in many ap-
plications. Burger proved effective equidistribution of horocyclic flows for
SL2(R)/Γ when Γ is a uniform lattice or convex cocompact with critical
exponent at least 1/2 in [3]. Sarnak proved effective equidistribution of
translates of closed horocycles when Γ is a non-uniform lattice in [32]. More
general results were obtained for non-uniform lattices using representation
theoretic methods by Flaminio and Forni in [9], and also by Stro¨mbergsson
in [39]. The case where Γ = SL2(Z) was also obtained independently by
Sarnak and Ubis in [33]. The higher dimensional setting has recently been
considered by Katz [15] and McAdam [22]. McAdam proved equidistribution
of abelian horospherical flows in SLn(R)/Γ for n ≥ 3 when Γ is a cocompact
lattice or SLn(Z), and Katz proved equidistribution in greater generality
when Γ is a lattice in a semi-simple linear group without compact factors.
In infinite volume, we cannot hope for a result such as equation (1) for the
Haar measure: by the Hopf ratio ergodic theorem, for almost every point,
lim
T→∞
1
T
∫ T
0
f(utx)dt = 0.
This tells us that this is not the correct measure to consider. A key char-
acteristic of the Haar probability measure in the lattice case is that it is
the unique U -invariant Radon measure that is not supported on a closed U
orbit, [4, 10]. By [3, 31, 42], the measure with this property in the infinite
volume setting is the Burger-Roblin (BR) measure, which is defined fully in
§2. The correct normalization will be given by the Patterson-Sullivan (PS)
measure, which is a geometrically defined measure on U orbits. This is also
defined in §2.
Maucourant and Schapira proved equidistribution of horocycle flows on
geometrically finite quotients of SL2(R) in [21], and in [25], Mohammadi and
Oh generalize these results to geometrically finite quotients of SO(n, 1)◦
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for n ≥ 2, but these results are not effective. Oh and Shah also proved
equidistribution on the unit tangent bundle of geometrically finite hyperbolic
manifolds in [27]. In [7], Edwards proves effective results for geometrically
finite quotients of SL2(R).
In this paper, we extend these results to quotients of SO(n, 1)◦, under the
assumption of exponential mixing of the frame flow for the Bowen-Margulis-
Sullivan (BMS) measure, which is defined in §2. More explicitly, throughout
the paper, we will assume the following holds, where {as : s ∈ R} denotes
the frame flow on G/Γ:
Assumption 1.1 (Exponential Mixing). There exist c, κ > 0 and ℓ ∈ N
which depend only on Γ, such that for ψ,ϕ ∈ C∞c (G/Γ) and s > 0,∣∣∣∣
∫
X
ψ (asx)ϕ (x) dm
BMS (x)−mBMS (ψ)mBMS (ϕ)
∣∣∣∣ < cSℓ(ψ)Sℓ(ϕ)e−κs.
Assumption 1.1 is known to hold when Γ is convex cocompact by [34]. In
[24], Mohammadi and Oh prove such a result for geometrically finite Γ under
a spectral gap assumption, using decay of matrix coefficients. Edwards
and Oh recently proved effective mixing for the geodesic flow on the unit
tangent bundle of a geometrically finite hyperbolic manifold when the critical
exponent is bigger than (n− 1)/2 in [8]. Further details on this subject are
discussed in §8.
We will need to restrict consideration to points satisfying the following
geometric property, which means that the point does not travel into a cusp
“too fast”:
Definition 1.2. For 0 < ε < 1 and s0 ≥ 1, we say that x ∈ G/Γ with
x− ∈ Λ(Γ) is (ε, s0)-Diophantine if for all s > s0,
d(C0, a−sx) < (1− ε)s,
where C0 is a compact set arising from the thick-thin decomposition, and is
fully defined in §2.2. We say that x ∈ G/Γ with x− ∈ Λ(Γ) is Diophantine
if x is (ε, s0)-Diophantine for some ε and s0.
Here, Λ(Γ) denotes the set of limit points of Γ, and is defined fully in §2,
as is the notation x±. In the case that Γ is a lattice, the condition x− ∈ Λ(Γ)
is always satisfied. Also, if Γ is convex cocompact, every point x ∈ G/Γ with
x− ∈ Λ(Γ) will be Diophantine.
Note that x is (ε, s0)-Diophantine if (1−ε)s is a bound on the asymptotic
excursion rate of the geodesic {a−sx}, i.e.
(2) lim sup
s→∞
d(C0, a−sx)
s
≤ 1− ε.
Sullivan’s logarithm law for geodesics when Γ is geometrically finite with
δΓ > (n−1)/2 was shown in [16, 38] (and is a strengthening of Sullivan’s log-
arithm law for non-compact lattices ([41, §9])), and implies that for almost
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all x ∈ G/Γ,
(3) lim sup
s→∞
d(C0, a−sx)
log s
=
1
2δΓ − k
,
where k is the maximal cusp rank. Recall that in our case, all cusps have
maximal rank, i.e. k = n−1. In [16], Kelmer and Oh showed a strengthening
of the above, considering excursion to individual cusps and obtaining a limit
for the shrinking target problem of the geodesic flow. Note also that the
result stated in [16] is for x ∈ T1(G/Γ), but since the distance function
there is assumed to be K-invariant, where Hn = K\G, and the set C0 is
K-invariant as well (see §2.2), we can deduce the form above.
It follows from (3) that the limit on the left hand side of (2) is zero for
almost every point x ∈ G/Γ (with respect to the invariant volume measure)
in this case. Moreover, for any ε, the Hausdorff dimension of the set of
directions in T1(Hn/Γ) around a fixed point in Hn/Γ that do not satisfy (2)
is computed in [23, Theorem 1]. For geometrically finite Γ, the Hausdorff
dimension of the set of directions around a fixed point that do not satisfy
(2) can be found in [11, 38].
The main goal of this paper is to establish the following two theorems.
Here, mBR denotes the BR measure, mBMS denotes the Bowen-Margulis-
Sullivan (BMS) measure, and µPS denotes the PS measure. These measures
are defined in §2. Throughout the paper, the notation
x≪ y
means there exists a constant c such that
x ≤ cy.
If a subscript is denoted, e.g. ≪Γ, this explicitly indicates that this constant
depends on Γ.
Let U = {ut : t ∈ R
n−1} denote the expanding horospherical flow. Let
BU (r) denote the ball in U of radius r with the max norm on R
n−1. See §2
for more details on notation.
Theorem 1.3. For any 0 < ε < 1 and s0 ≥ 1, there exist constants ℓ =
ℓ(Γ) ∈ N and κ = κ(Γ, ε) > 0 satisfying: for every ψ ∈ C∞c (G/Γ), there
exists c = c(Γ, suppψ) such that every x ∈ G/Γ that is (ε, s0)-Diophantine,
and for every r ≫Γ,ε s0,∣∣∣∣∣ 1µPSx (BU (r))
∫
BU (r)
ψ(utx)dµ
PS
x (t)−m
BMS(ψ)
∣∣∣∣∣ ≤ cSℓ(ψ)r−κ,
where Sℓ(ψ) is the ℓ-Sobolev norm.
For the Haar measure, we will prove the following equidistribution result:
Theorem 1.4. For any 0 < ε < 1 and s0 ≥ 1, there exist ℓ = ℓ(Γ) ∈ N
and κ = κ(Γ, ε) > 0 satisfying: for every ψ ∈ C∞c (G/Γ), there exists c =
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c(Γ, suppψ) such that for every x ∈ G/Γ that is (ε, s0)-Diophantine, and
for all r ≫Γ,suppψ,ε s0,∣∣∣∣∣ 1µPSx (BU (r))
∫
BU (r)
ψ(utx)dt−m
BR(ψ)
∣∣∣∣∣ ≤ cSℓ(ψ)r−κ,
where Sℓ(ψ) is the ℓ-Sobolev norm.
Note that the assumption that x is Diophantine is required to obtain
quantitative nondivergence results in §4, which is key in proving the above
theorems. The dependence on a Diophantine condition is necessary, and is
analogous to known effective equidistribution results for when Γ is a non-
cocompact lattice (see [22, 39]).
In a forthcoming paper, we will apply the above result to the setting of
[21] to obtain an effective distribution of non-discrete Γ orbits.
A key step towards proving Theorem 1.3 is the following, which is proved
in §6.
Theorem 1.5. There exist κ = κ(Γ) and ℓ = ℓ(Γ) which satisfy the follow-
ing: for any ψ ∈ C∞c (X), there exists c = c(Γ, suppψ) > 0 such that for
any f ∈ C∞c (BU (r)), 0 < r < 1, x ∈ suppm
BMS, and s≫Γ d(C0, x) + 1, we
have ∣∣∣∣
∫
U
ψ(asutx)f(t)dµ
PS
x (t)− µ
PS
x (f)m
BMS(ψ)
∣∣∣∣ < cSℓ(ψ)Sℓ(f)e−κs.
In §5, we also prove an analogous statement for the Haar measure. Such a
result is proven in [24] under a spectral gap assumption on Γ, but we show in
this paper how to prove it whenever the frame flow is exponentially mixing.
The proof will use similar techniques as in [25, 27]; in particular, we will
rely on Margulis’ “thickening trick” from his thesis, [20].
In the proofs of our main theorems (Theorems 1.3 and 1.4), we use par-
tition of unity arguments. In particular, the bounds we get are on slightly
bigger sets. As a result, we need an effective bound on the PS measure of
a small neighborhood of a boundary of a ball relative to the PS measure of
that ball. A key tool to obtain this will be the following theorem, which is
shown using [37, Theorem 2] and [6, Theorem 1.12]:
Theorem 1.6. Assume that Γ is convex cocompact, or is geometrically finite
and all cusps of Hn/Γ have maximal rank. Let x ∈ G/Γ with x+ ∈ Λ(Γ).
Then the PS measure µPSx is globally friendly, that is, it satisfies:
(1) (doubling) for every k > 1, there exists c1 = c1(Γ, k) > 0 such that
for all η > 0,
µPSx (BU (kη)) ≤ c1µ
PS
x (BU (η)).
(2) (globally absolutely decaying) there exist constants α, c2 > 0 that
depend only on Γ such that for all 0 < ξ < η and for every affine
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hyperplane L in Rn−1,
µPSx (N (L, ξ) ∩BU (η)) ≤ c2
(
ξ
η
)α
µPSx (BU (η)),
where N (L, ξ), defined in §3, is the ξ-neighborhood of L with the
Euclidean metric.
As a result, we have that there exists α = α(Γ) > 0 such that for any
0 < ξ < η,
µPSx (BU (ξ + η))
µPSx (BU (η))
− 1≪Γ
(
ξ
η
)α
.
The assumption that every cusp of Hn/Γ has maximal rank is essential,
since otherwise one can construct a sequence of balls that have the same PS
measure as their boundaries (see the discussion in [6, §3.6]).
This paper is organized as follows. In §2, we set out notation used in
the article, and define the measures we will be using, along with proving
some important facts about them. In §3, we control the PS measure of
the boundary of a set, by proving global friendiness, Theorem 1.6. In §4,
we prove quantitative nondivergence of horospherical orbits of Diophantine
points, which is needed in the following sections. In §5, we use Margulis’
“thickening trick” to prove Theorem 1.5 and an analogous result for the
Haar measure, which are key in the proofs of Theorems 1.3 and 1.4. In §6,
we use quantitative nondivergence and Theorem 1.5 to prove Theorem 1.3.
In §7, we use the global friendliness of the PS measure and the Haar measure
analogue of Theorem 1.5 to prove Theorem 7.2. Finally, in §8, we discuss
under what conditions Assumption 1.1 is known to hold.
Acknowledgements: We would like to thank Amir Mohammadi for suggest-
ing this problem, as well as for his support and guidance. We would also
like to thank Wenyu Pan for bringing [6] to our attention. The first author
was partially supported by the Eric and Wendy Schmidt Fund for Strate-
gic Innovation. The second author was supported in part by the National
Science and Engineering Research Council of Canada (NSERC) PGSD3-
502346-2017.
2. Notation and Preliminiaries
Recall from §1 that G = SO(n, 1)◦ and Γ ⊆ G is a geometrically finite
Kleinian subgroup of G. Denote
X := G/Γ.
Let Λ(Γ) ⊆ ∂(Hn) denote the limit set of X, i.e., the set of all accumu-
lation points of Γz for some z ∈ Hn ∪ ∂(Hn). We denote the Hausdorff
dimension of Λ(Γ) by δΓ. It is equal to the critical exponent of Γ (see [28]).
The convex core of X is the image in X of the minimal convex subset of
H
n which contains all geodesics connecting any two points in Λ(Γ).
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We say that Γ is geometrically finite if a unit neighborhood of the convex
core of Γ has finite volume.
Fix a reference point o ∈ Hn.
We say that a limit point ξ ∈ Λ(Γ) is radial if there exists a compact subset
of X so that some (and hence every) geodesic ray toward ξ has accumulation
points in that set.
An element g ∈ G is called parabolic if the set of fixed points of g in
∂(Hn) is a singleton. We say that a limit point is parabolic if it is fixed by a
parabolic element of Γ. A parabolic limit point ξ ∈ Λ(Γ) is called bounded
if the stabilizer Γξ acts cocompactly on Λ(Γ)− ξ.
We denote by Λr(Γ) and Λbp(Γ) the set of all radial limit points and the set
of all bounded parabolic limit points, respectively. Since Γ is geometrically
finite (see [2]),
Λ(Γ) = Λr(Γ) ∪ Λbp(Γ).
Let K = StabG(o) and let d denote the left G-invariant metric on G
which induces the hyperbolic metric on K\G = Hn. Fix wo ∈ T
1(Hn)
and let M = StabG(wo) so that T
1(Hn) may be identified with M\G. For
w ∈ T1(Hn),
w± ∈ ∂Hn
denotes the forward and backward endpoints of the geodesic w determines.
For g ∈ G, we define
g± := w±o g.
Let A = {as : s ∈ R} be a one parameter diagonalizable subgroup such
thatM and A commute, and such that the right at action onM\G = T1(Hn)
corresponds to unit speed geodesic flow. We parametrize A by A = {as :
s ∈ R}, where
as =

es I
e−s


and I denotes the (n− 1)× (n− 1) identity matrix.
Let U denote the expanding horospherical subgroup
U = {g ∈ G : a−sgas → e as s→ +∞} ,
let U˜ be the contracting horospherical subgroup
U˜ = {g ∈ G : asga−s → e as s→ +∞} ,
and let P =MAU˜ be the parabolic subgroup.
The group U is a connected abelian group, isomorphic to Rn−1. We may
use the parametrization t 7→ ut so that for any s ∈ R,
(4) asuta−s = uest.
Similarly, we parametrize U˜ by t 7→ vt ∈ U˜ so that for s ∈ R,
(5) asvta−s = ve−st.
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More explicitly, if t ∈ Rn−1 is viewed as a row vector,
ut =

1 t 12 ‖t‖2I tT
1


and
vt =

 1tT I
1
2 |t|
2 t 1

 .
For a subset H of G and η > 0, Hη denotes the closed η-neighborhood of
e in H, i.e.
Hη = {h ∈ H : d(h, e) ≤ η} .
For any r > 0 let
BU (r) = {ut : ‖t‖ ≤ r} and BU˜(r) = {vt : ‖t‖ ≤ r} ,
where ‖t‖ is the sup-norm of t ∈ Rn−1.
Lemma 2.1. For 0 < η < 1/4 and p ∈ Pη, there exists ρp : BU (1) →
BU (1 + O(η)) that is a diffeomorphism onto its image and a constant D =
D(η) < 3η such that
utp
−1 ∈ PDuρp(t).
Explicitly, if p = asvr, then ρp(t) =
t+ 12‖t‖
2r
es(1 − (t · r) + 14‖r‖
2‖t‖2)
.
Proof. For s ∈ R and r ∈ Rn−1, let p = asvr. Then p
−1 =

 e−s−e−srT I
1
2e
−s‖r‖2 −r es

 ,
so
utp
−1 =

e−s(1− (t · r) + 14‖r‖2‖t‖2) t− 12‖t‖2r 12es‖t‖2−e−srT + 12e−s‖r‖2tT I − tT r estT
1
2e
−s‖r‖2 −r es

 .
Now, if p′ = as′vr′ , we obtain that
p′ut′ =

 es
′
es
′
t′ 12e
s′‖t′‖2
r′T r′T t′ + I 12‖t
′‖2r′T + t′T
1
2e
−s′‖r′‖2 12e
−s′‖r′‖2t′ + e−s
′
r′ e−s
′
(14‖r
′‖2‖t′‖2 + (r′ · t′) + 1)

 .
We wish to solve for t′.
Setting entries equal yields
t+
1
2
‖t‖2r = es
′
t′
and
(6) es
′
= e−s
(
1− (t · r) +
1
4
‖r‖2‖t‖2
)
.
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Combining these implies that
t′ =
t+ 12‖t‖
2r
es(1− (t · r) + 14‖r‖
2 ‖t‖2)
.
We define ρp(t) to be this quantity. One can directly check that it satisfies
the claim.

2.1. Patterson-Sullivan and Lebesgue Measures. A family of finite
measures {µx : x ∈ H
n} on ∂(Hn) is called a Γ-invariant conformal density
of dimension δµ > 0 if for every x, y ∈ H
n, ξ ∈ ∂(Hn) and γ ∈ Γ,
γ∗µx = µxγ and
dµy
dµx
(ξ) = e−δµβξ(y,x),
where γ∗µx(F ) = µx(Fγ) for any Borel subset F of ∂(H
n).
We let {νx}x∈Hn denote the Patterson-Sullivan density on ∂H
n, that is,
the unique (up to scalar multiplication) conformal density of dimension δΓ.
For each x ∈ Hn, we denote by mx the unique probability measure on
∂(Hn) which is invariant under the compact subgroup StabG(x). Then
{mx : x ∈ H
n} forms a G-invariant conformal density of dimension n − 1,
called the Lebesgue density. Fix o ∈ Hn.
For x, y ∈ Hn and ξ ∈ ∂(Hn), the Busemann function is given by
βξ(x, y) := lim
t→∞
d(x, ξt)− d(y, ξt)
where ξt is a geodesic ray towards ξ.
For g ∈ G, we can define measures on Ug using the conformal densities
defined previously. The Patterson-Sullivan measure (abbreviated as the PS-
measure):
(7) dµPSUg(utg) := e
δΓβ(utg)+
(o,utg(o))dνo((utg)
+),
and the Lebesgue measure
µLebUg (utg) := e
(n−1)β(utg)+
(o,utg(o))dmo((utg)
+).
We similarly define the opposite PS measure on U˜g:
(8) dµPS−
U˜g
(vtg) := e
δΓβ(vtg)−
(o,vtg(o))dνo((vtg)
−).
The conformal properties of mx and νx imply that these definitions are
independent of the choice of o ∈ Hn.
We often view µPSUg as a measure on U via
dµPSg (t) := dµ
PS
Ug(utg),
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and similarly for µPS−
U˜g
on U˜ . For g ∈ G, s ∈ R, and E ⊆ U a Borel subset
(or E ⊆ U˜ for µPS−), these measures satisfy:
µLebg (E) = e
(n−1)sµLeba−sg(a−sEas),(9)
µPSg (E) = e
δΓsµPSa−sg(a−sEas),(10)
µPS−g (E) = e
δΓsµPS−asg (asEa−s).(11)
In particular,
µPSg (BU (e
s)) = eδΓsµPSa−sg(BU (1)) and µ
PS−
g (BU−(e
s)) = eδΓsµPS−asg (BU (1)).
The measure
dµLebUg (utg) = dµ
Leb
U (ut) = dt
is independent of the orbit Ug and is simply the Lebesgue measure on U ≡
R
n−1 up to a scalar multiple.
We will need the following fundamental results, which are stated for µPS
and U , but also hold if we replace them with µPS− and U˜ .
Lemma 2.2. The map g 7→ µPSg is continuous, where the topology on the
space of regular Borel measures on U is given by µn → µ ⇐⇒ µn(f)→ µ(f)
for all f ∈ Cc(U).
Proof. This is clear from the definition of the PS measure, since it is defined
using the Busemann function and stereographic projection. 
Corollary 2.3. For any compact set Ω ⊆ G and any r > 0,
0 < inf
g∈Ω,g+∈Λ(Γ)
µPSg (BU (r)g) ≤ sup
g∈Ω,g+∈Λ(Γ)
µPSg (BU (r)g) <∞.
If x ∈ X is such that x− ∈ Λr(Γ), then
u 7→ ux
is injective, and we can define the PS measure on Ux ⊆ X, denoted µPSx ,
simply by pushforward of µPSg , where x = gΓ. In general, defining µ
PS
x
requires more care, see e.g. [25, §2.3] for more details. As before, we can
view µPSx as a measure on U via
dµPSx (t) = dµ
PS
x (utx).
2.2. Thick-thin Decomposition and the Height Function. There ex-
ists a finite set of Γ-representatives ξ1, . . . , ξq ∈ Λbp(Γ). For i = 1, . . . , q, fix
gi ∈ G such that g
−
i = ξi, and for any R > 0, set
(12) Hi(R) :=
⋃
s>R
Ka−sUgi, and Xi(R) := Hi(R)Γ
(recall, K = StabG(o)). Each Hi(R) is a horoball of depth R.
The rank of Hi(R) is the rank of the finitely generated abelian subgroup
Γξi = StabΓ(ξi). We say that the cusp has maximal rank if rankΓξ = n− 1.
It is known that each rank is strictly smaller than 2δΓ.
EFFECTIVE EQUIDISTRIBUTION 11
Let Core(X) denote the convex core of X, that is,
Core(X) :=
{
gΓ ∈ X : g± ∈ Λ(Γ)
}
.
Note that the condition g± ∈ Λ(Γ) is independent of the choice of represen-
tative of x = gΓ in the above definition, because Λ(Γ) is Γ-invariant. Thus,
the notation x± ∈ Λ(Γ) is well-defined.
According to [2], there exists R0 ≥ 1 such that X1(R0), . . . ,Xq(R0) are
disjoint, and for some compact set C0 ⊂ X,
Core(X) ⊆ C0 ⊔ X1(R0) ⊔ · · · ⊔ Xq(R0).
For 1 ≤ i ≤ ℓ and R ≥ R0, denote
X (R) := X1(R) ⊔ · · · ⊔ Xq(R), C(R) := Core(X)− X (R).
We will need a version of Sullivan’s shadow lemma, obtained by Schapira-
Maucourant (see Proposition 5.1 and Remark 5.2 in [21]).
Proposition 2.4. There exists a constant λ = λ(Γ) ≥ 1 such that for all
x ∈ Core(X) and all T > 0, we have
λ−1T δΓe(k1(x,T )−δΓ)d(C0,a− logT x) ≤ µPSx (BU (T ))(13)
≤ λT δΓe(k1(x,T )−δΓ)d(C0 ,a− log T x)
and
λ−1T δΓe(k2(x,T )−δΓ)d(C0,alog Tx) ≤ µPS−x (BU˜ (T ))(14)
≤ λT δΓe(k2(x,T )−δΓ)d(C0,alog T x),
where k1(x, T ) is the rank of Xi(R0) if a− log Tx ∈ Xi(R0) for some 1 ≤ i ≤ ℓ
and equals 0 if a− log Tx ∈ C0, and k2(x, T ) is defined analogously for alog Tx.
Remark 2.5. In [21], the shadow lemma is proven using the distance mea-
sured in Hn/Γ. However, because C0 is K-invariant and H
n = K\G, we
obtain the form above.
For gΓ ∈ Core(X), we define the height of g by
(15) height(g) := min{R ≥ R0 : gΓ ∈ C(R)}.
Since the above definition is invariant under the action of Γ, for x = gΓ ∈
Core(X) we may denote height(x) = height(g).
Lemma 2.6. For any x ∈ Core(X),
height(x)−R0 = d(C0, x).
Proof. One can check that the claim is satisfied if height(x) = R0. Assume
otherwise; height(x) = R > R0.
Then, by (12) there exist g ∈ G such that x = gΓ, 1 ≤ i ≤ q, k ∈ K, and
u ∈ U , such that
(16) g = ka−Rugi.
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Since X1(R0), . . . ,Xq(R0) are disjoint and open, using (12), we obtain
(17) ∂Xi(R0) ∩ Core(X) ⊂ C0.
It follows from (12), (16), and the uniqueness of g, that
d(x, ∂Xi(R0)) = d(g, ka−R0ugi) = R−R0.
Since gΓ ∈ Core(X), we may deduce ka−R0ugiΓ ∈ Core(X). Since C0 is
disjoint from Xi(R0), using (17) we arrive at
height(x)−R0 = d(x, C0).

The injectivity radius at x ∈ X is defined to be the supremum over all
ε > 0 such that the map
h 7→ hx is injective on Gε.
We denote the injectivity radius at x by
inj(x).
The injectivity radius of a set Ω is defined to be
inf
x∈Ω
inj(x).
By the proof of [26, Proposition 6.7], there exists a constant σ = σ(Γ) > 0
such that for all x ∈ Core(X),
(18) σ−1 inj(x) ≤ e− height(x) ≤ σ inj(x).
2.3. Bowen-Margulis-Sullivan and Burger-Roblin Measures. Let π :
T 1(Hn)→ Hn be the natural projection. Recalling the fixed reference point
o ∈ Hn as before, the map
w 7→ (w+, w−, s := βw−(o, π(w)))
is a homeomorphism between T1(Hn) and
(∂(Hn)× ∂(Hn)− {(ξ, ξ) : ξ ∈ ∂(Hn)}) ×R.
This homeomorphism allows us to define the Bowen-Margulis-Sullivan
(BMS) and Burger-Roblin (BR) measures on T1(Hn), denoted by m˜BMS
and m˜BR respectively:
dm˜BMS(w) := eδΓβw+ (o,π(w))eδΓβw− (o,π(w))dνo(w
+)dνo(w
−)ds,
dm˜BR(w) := e(n−1)βw+ (o,π(w))eδΓβw− (o,π(w))dmo(w
+)dνo(w
−)ds.
The conformal properties of {νx} and {mx} imply that these definitions
are independent of the choice of o ∈ Hn. Using the identification of T1(Hn)
with M\G, we lift the above measures to G so that they are all invariant
under M from the left. By abuse of notation, we use the same notation
(m˜BMS and m˜BR). These measures are left Γ-invariant, and hence induce
locally finite Borel measures on X, which are the Bowen-Margulis-Sullivan
measure mBMS and the Burger-Roblin measure mBR, respectively.
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Note that
supp
(
mBMS
)
= Core(X) :=
{
x ∈ X : x± ∈ Λ(Γ)
}
and
supp
(
mBR
)
=
{
x ∈ X : x− ∈ Λ(Γ)
}
.
Recall P = MAU˜ , which is exactly the stabilizer of w+o in G. We can
define another measure ν on Pg for g ∈ G, which will give us a product
structure for m˜BMS and m˜BR that will be useful in our approach. For any
g ∈ G define
(19) dν(pg) := e
δΓβ(pg)−(o,pg(o))dνo(w
−
o pg)dmds,
on Pg, where s = β(pg)−(o, pg(o)), p = mav ∈ MAU˜ and dm is the proba-
bility Haar measure on M .
Then for any ψ ∈ Cc(G) and g ∈ G, we have
(20) m˜BMS(ψ) =
∫
Pg
∫
U
ψ(utpg)dµ
PS
pg (t)dν(pg),
and
(21) m˜BR(ψ) =
∫
Pg
∫
U
ψ(utpg)dtdν(pg).
Lemma 2.7. There exists a constant λ = λ(Γ) > 1 such that for all g ∈
supp m˜BMS and all 0 < ε < inj(g), we have
λ−1εδΓ+
1
2
(n−1)(n−2)+1e(k2(x,ε)−δΓ)d(C0 ,alog εx)
≤ ν(Pεg)
≤ λεδΓ+
1
2
(n−1)(n−2)+1e(k2(x,ε)−δΓ)d(C0,alog εx),
where x = gΓ, and k2(x, ε) is as defined in Proposition 2.4.
Proof. Let x = gΓ. By Proposition 2.4, there exists λ˜ > 1 such that for all
such ε,
(22)
λ˜−1εδΓe(k2(x,ε)−δΓ)d(C0,alog εx) ≤ µPS−g (BU˜ (ε)) ≤ λ˜ε
δΓe(k2(x,ε)−δΓ)d(C0,alog εx)
From (19), if m denotes the probability Haar measure onM we then have
ν(Pεg) ≤
∫
Aε
∫
Mε
µPS−g (BU˜ (ε))dmds
≤ Cλ˜εδΓ+
1
2
(n−1)(n−2)+1e(k2(x,ε)−δΓ)d(C0,alog εx),
where C is determined by the scaling of the probability Haar measures on A
and M . The lower bound follows similarly. Then, λ = max{Cλ˜, λ˜} satisfies
the conclusion of the lemma. 
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2.4. Admissible Boxes and Smooth Partitions of Unity. Recall that
for η > 0 we denoted by Gη the closed η-neighborhood of e in G.
ε > 0 such that the map
g 7→ gx is injective on Gε for all x ∈ Ω.
For x ∈ X and η1 > 0, η2 ≥ 0 less than inj(x), we call
B = BU(η1)Pη2x
an admissible box (with respect to the PS measure) if B is the injective
image of BU (η1)Pη2 in X under the map h 7→ hx and
µPSpx (BU (η1)px) 6= 0
for all p ∈ Pη2 . For g ∈ G, we say that B = BU (η1)Pη2g is an admissible
box if B = BU (η1)Pη2x is one.
Note that if BU (η1)Pη2g is an admissible box, then there exists ε > 0 such
that BU (η1+ ε)Pη2+εg is also an admissible box. Moreover, every point has
an admissible box around it by [27, Lemma 2.17].
The error terms in our main theorems are in terms of Sobolev norms,
which we define here. For ℓ ∈ N, 1 ≤ p ≤ ∞, and ψ ∈ C∞(X) ∩ Lp(X) we
consider the following Sobolev norm
Sp,ℓ(ψ) =
∑
‖Uψ‖p
where the sum is taken over all monomials U in a fixed basis of g = Lie(G)
of order at most ℓ, and ‖·‖p denotes the L
p(X)-norm. Since we will be using
S2,ℓ most often, we set
Sℓ = S2,ℓ.
Our proofs will require constructing smooth indicator functions and parti-
tions of unity with controlled Sobolev norms. We prove such lemmas below.
Lemma 2.8. Let H be a horospherical subgroup of G (that is, U or U˜).
For every ξ1, ξ2 > 0 and g ∈ G, there exists a non-negative smooth func-
tion χξ1,ξ2 defined on Hξ1+ξ2g such that 0 ≤ χξ1,ξ2 ≤ 1, Sℓ(χξ1,ξ2) ≪n,Γ
ξn−11 ξ
−ℓ−(n−1)/2
2 , and
χξ1,ξ2(h) =
{
0 if h 6∈ Hξ1+ξ2g
1 if h ∈ Hξ1−ξ2g
.
Proof. According to [17, Lemma 2.4.7(b)] there exists c1 = c1(n) > 0 such
that for every ξ > 0, there exists a non-negative smooth function σξ defined
on Hξ such that
(23)
∫
H
σξ(h)dm
Haar(h) = 1, Sℓ(σξ) < c1ξ
−ℓ−(n−1)/2.
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For g ∈ Ω, let χξ1,ξ2 = 1Hξ1g ∗ σξ2 . Then for any h ∈ H, we have
0 ≤ χξ1,ξ2(h) ≤ 1 and
χξ1,ξ2(h) =
{
0 if h /∈ Hξ1+ξ2g
1 if h ∈ Hξ1−ξ2g
Since for some c2 = c2(Γ) > 0
S1,0(1Hξ1g0) = m
Haar(Hξ1) < c2ξ1
n−1,
by the properties of the Sobolev norm and (23) we arrive at
Sℓ(χξ1,ξ2) ≤ S1,0(1Hξ1g0)Sℓ(σξ2) < c1c2ξ1
n−1ξ2
−ℓ−(n−1)/2.

Lemma 2.9. Let H be a horospherical subgroup of G, r > 0, ℓ ∈ N, and let
E ⊂ H be bounded. Then, there exists a partition of unity σ1, . . . , σk of E
in HrE, i.e.
k∑
i=1
σi(x) =
{
0 if x /∈ HrE
1 if x ∈ E,
such that for some u1, . . . , uk ∈ E and all 1 ≤ i ≤ k
σi ∈ C
∞
c (Hrui), Sℓ(σi)≪n r
−ℓ+n−1.
Moreover, if there exists R > r such that E = HR, then k ≪n
(
R
r
)n−1
.
Proof. Let {u1, . . . , uk} be a maximal
r
4 -separated set in E. Then
(24) E ⊆
k⋃
i=1
Hr/2ui.
Let 1 ≤ i ≤ k. According to [13, Theorem 1.4.2] there exists χi ∈
C∞c (Hrui) such that 0 ≤ χi ≤ 1, χi(u) = 1 for any u ∈ Hr/2ui, and for
1 ≤ m ≤ ℓ
(25) |χ
(m)
i | ≪ r
−m
(where the implied constant depends only on n). Let σi be defined by
σi = χi(1− χi−1) · · · (1− χ1).
Then, each σi ∈ C
∞
c (Hrui) and
1−
k∑
i=1
σi =
k∏
i=1
(1− χi) = 0 on
k⋃
i=1
Hrui
implies that
∑k
i=1 σi = 1 on
⋃k
i=1Hr/2ui.
By the rules for differentiating a product and (25) for 1 ≤ m ≤ ℓ we have
|σ
(m)
i | ≤ Cr
−m,
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where C is the multiplicity of the cover in (24). By Besicovitch covering
theorem, C is bounded by a constant which depends only on n. Using the
definition of the Sobolev norm we arrive at
Sℓ(σi)≪n r
−ℓ+n−1.
Now, assume there exists R > r such that E = HR. Since the geometry
of H is of an Euclidean space of dimension dimH, we then have
k ≪n
(
R
r
)n−1
.

Lemma 2.10. For every ℓ′ ∈ N, there exists ℓ ∈ N which satisfies the
following: let Ω be a compact subset of G and let r > 0. Then, for every
f ∈ C∞(Ω), g ∈ G, w ∈ Gr, and 0 ≤ k ≤ ℓ
′, we have∣∣∣f (k)(wg) − f (k)(g)∣∣∣≪Ω rSℓ(f).
Proof. By the mean value theorem, for any f ∈ C∞c (Ω), g ∈ G, and k ∈ N,
we have ∣∣∣f (k)(wg) − f (k)(g)∣∣∣≪ rS∞,k+1(f),
where the implied constant is absolute. According to [1], there exists ℓ > ℓ′
(which depends only on ℓ′) such that S∞,k(f)≪Ω Sℓ(f) for 0 ≤ k ≤ ℓ
′. 
3. Friendly Measures
For simplicity, in this section we work in the Poincare´ ball models of
hyperbolic geometry Dn, instead of Hn. Recall that Dn and Hn are isometric
via the Cayley transform.
Denote by dE the Euclidean metric on R
m. For a subset S ⊆ Rm and
ξ > 0, let
N (S, ξ) = {x ∈ Rm : dE(x, S) < ξ}.
For v ∈ Rm and r > 0, let
B(v, r) = {u ∈ Rm : dE(u, v) < r}
be the Euclidean ball of radius r around v.
Definition 3.1. Let µ be a measure defined on Rm.
(1) µ is called Federer (respectively, doubling) if for any k > 1, there
exists c1 > 0 such that for all v ∈ supp(µ) and 0 < η ≤ 1 (respec-
tively, η > 0),
µ(B(v, kη)) ≤ c1µ(B(v, η)).
(2) µ is called absolutely decaying (respectively, globally absolutely
decaying) if there exist α, c2 > 0 such that for all v ∈ suppµ, all
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0 < ξ < η < 1 (respectively, 0 < ξ < η), and every affine hyperplane
L ⊆ Rn,
µ(N (L, ξ) ∩B(v, η)) ≤ c2
(
ξ
η
)α
µ(B(v, η)).
(3) µ is called absolutely friendly (respectively, globally friendly) if
it is Federer (respectively, doubling) and absolutely decaying (respec-
tively, globally absolutely decaying).
It is easy to see that if a measure µ is globally friendly, then it is also
absolutely friendly.
In this section we prove the following property of the PS-measure.
Theorem 3.2. Assume that Γ is Zariski dense and either convex cocom-
pact or geometrically finite with every cusp of Dn/Γ having maximal rank.
Then the PS-measures
{
µPSx
}
x∈X
are globally friendly, and the constants in
Definition 3.1 only depend on Γ (in particular, they do not depend on x).
A main ingredient in the proof of Theorem 3.2 is the following property
of the PS-density.
Theorem 3.3. [6, Theorem 1.9] Assume Γ is geometrically finite and Zariski
dense. Then the PS-densities {νx}x∈Dn are absolutely friendly if and only if
every cusp of Dn/Γ has maximal rank. Moreover, in this case, the constants
in Definition 3.1 only depend on Γ.
Remark 3.4. If Γ is convex cocompact, then Dn/Γ has no cusps. In that
case the additional assumption in Theorem 3.3 is vacuously true, and so in
that case, we may always deduce that the PS-densities {νx}x∈Dn are abso-
lutely friendly. The case Γ is convex cocompact was proved in [37, Theorem
2].
We now want use Theorem 3.3 to estimate the PS-measure of neighbor-
hoods of boundaries of boxes.
As in §2.1, we fix o ∈ Dn. For any x ∈ Dn define the Gromov distance
at x of ξ, η ∈ ∂Dn by
dx(ξ, η) = exp
(
−
1
2
βξ(x, y)−
1
2
βη(x, y)
)
,
where y is on the ray joining ξ and η. For any x ∈ Dn, ξ ∈ ∂Dn, and r > 0
let
Bx(ξ, r) := {η ∈ ∂D
n : dx(ξ, η) < r} .
For v ∈ T1(Dn), denote by Prv− : Uv → ∂D
n \ {v−} the projection
w 7→ w+.
The next lemma follows from §1.6 in [14], and [35, Lemma 2.5, Theorem
3.4].
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Lemma 3.5. There exist constants α > 0, c > 1 such that for all v ∈ T1(Dn)
and 0 < t ≤ α, we have
Bπ(v)
(
v+, c−1t
)
⊆ Prv− (BU (t) v) ⊆ Bπ(v)
(
v+, ct
)
.
According to [5, Lemma 3.5.1] for any ξ ∈ ∂Dn
(26) do(ξ, η) =
1
2
dE(ξ, η).
Using the triangle inequality on the hyperbolic distance and the definition
of the Busemann function, one can show that for any x ∈ Dn and ξ, η ∈ ∂Dn
(27) e−d(o,x) ≤
dx(ξ, η)
do(ξ, η)
≤ ed(o,x).
The following is a direct corollary of (26), (27), and Lemma 3.5.
Corollary 3.6. There exist constants α > 0, c > 1 such that for all v ∈
T1(Dn) and t ≤ α, we have
B
(
v+, c−1e−d(o,π(v))t
)
⊆ Prv− (BU (t) v) ⊆ B
(
v+, ced(o,π(v))t
)
.
For a subset S ⊆ Rn−1 and ξ > 0, let
NU (S, ξ) = {ut ∈ U : ∃s ∈ S such that ‖t− s‖ < ξ}.
Proof of Theorem 3.2. First, let c′, α′ satisfy the conclusion of Corollary 3.6.
Observe that for any compact set Ω ⊂ G and for any r > 0, there exists a
constant q(r,Ω) such that for all g ∈ Ω and t ∈ BU (r),
|β(utg)+(o, utg(o))| ≤ d(o, utg(o)) ≤ q(r,Ω).(28)
Thus, by (7) and Corollary 3.6, for any 0 < r < α′ smaller than the injec-
tivity radius at gΓ, we have
µPSg (BU (r)) =
∫
t∈BU (r)
e
δΓβ(utg)+
(o,utg(o))dνo((utg)
+)
≤ eδΓq(r,Ω)νo
(
Prg−(BU (r)g)
)
≤ eδΓq(r,Ω)νo
(
B
(
g+, c′ed(o,g)r
))
Finding a lower bound in a similar way, one may deduce that for every
compact set Ω ⊂ G, there exists c = c(Γ,Ω) > 1 such that for every g ∈ Ω
and r < 1,
c−1νo
(
B
(
g+, c−1r
))
≤ µPSg (BU (r)) ≤ cνo
(
B
(
g+, cr
))
.(29)
On a geometrically finite surface, there exists a compact set Ω0 ⊂ X such
that for every x ∈ X with x− ∈ Λr(Γ), there exists a sequence sn →∞ such
that a−snx ∈ Ω0. Let rΩ0 be the injectivity radius of Ω0, and let
r0 = min{1, α
′, rΩ0}.
Let k > 1. We first show part (1) of Definition 3.1 under the assumptions
x ∈ Ω0 and 0 < η ≤
r0
k .
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By Theorem 3.3, there exists c1 = c1(k,Γ,Ω0) > 0 which satisfies the
conclusion of Definition 3.1(1) for ν0 and c
2k. Then, by (29), for any 0 <
η < r0k , we have
µPSx (BU (kη)) ≤ cνo
(
B
(
g+, ced(o,∂Ω0)kη
))
≤ cc1νo
(
B
(
g+, c−1e−d(o,∂Ω0)η
))
≤ c2c1µ
PS
x (BU (η)).
Proving part (1) for this case.
Let c1 = c1(k,Γ,Ω) be as above, k > 1, x ∈ X, and η > 0. We may assume
without loss of generality that x− ∈ Λr(Γ), since x 7→ µ
PS
x is continuous (see
Lemma 2.2) and the set of x with x− ∈ Λr(Γ) is dense in the set of points
y ∈ X which satisfy y− ∈ Λ(Γ). Then, by definition of Ω0, there exists a
positive s > − log( r0ηk ) such that a−sx ∈ Ω0. Then, by (4) and (10), we
have
µPSx (BU (kη)) = e
δsµPSa−sx(BU (e
−skη))
≤ c1e
δsµPSa−sx(BU (e
−sη))
= c1µ
PS
x (BU (η)).
Proving part (1) in general.
We again start by showing part (2) for µPSx assuming x ∈ Ω0.
Since a neighborhood of a hyperplane is a union of open balls, Corollary
3.6 implies that for some c˜ > 1 and any affine hyperplane L ⊆ Rn−1, we
have
N (L′, c˜−1ξ) ∩B
(
g+, c˜−1η
)
⊆ Prg−(NU (L, ξ) ∩BU (η)g)
⊆ N (L′, c˜ξ) ∩B
(
g+, c˜η
)
,
where L′ is some affine hyperplane in Rn. Let 0 < ξ ≤ η ≤ c˜−1r0 and c1 > 0
satisfy the conclusion of part (1) for µx and k = c˜. Therefore, we may use
Theorem 3.3 to deduce that for some α, c1 > 0, c¯ > 1
µPSx (NU (L, ξ) ∩BU (η))
≤ c˜µPSx
(
Pr−1
g−
(
N (L′, c˜ξ) ∩B
(
g+, c˜η
)))
≤ c¯νo
(
N (L′, c˜ξ) ∩B
(
g+, c˜η
))
by (7) and (28)
≤ c1c¯
(
ξ
η
)α
νo
(
B
(
g+, c˜η
))
by Theorem 3.3
≤ c1c2c¯
(
ξ
η
)α
µPSg (BU (η)) by part (1).
Proving (2) under the above assumption.
Let c2 satisfy Definition 3.1(1) for
{
µPSx
}
x∈Ω
, and k, x ∈ G/Γ, and η > 0.
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As before, for a radial x ∈ G/Γ and 0 < ξ < η, we can choose s >
− log(c˜−1r0η) such that a−sx ∈ Ω, and then
µPSx (NU (L, ξ) ∩BU (η)) = e
δsµPSa−sx(NU (L, e
−sξ) ∩BU (e
−sη))
≤ c2e
δsµPSa−sx(BU (e
−sη))
= c2µ
PS
x (BU (η)).

Corollary 3.7. Under the assumptions of Theorem 3.2, ν is globally friendly,
and the constants in Definition 3.1 only depend on Γ.
Proof. Let g ∈ G such that g− ∈ Λ(Γ). Under the assumption, it follows
from Theorem 3.3, (7), and (8) that the measure µPS−g is globally friendly.
It follows from the proof of [19, Theorem 2.4] (see §9 in [19]), that a
product of globally friendly measures is a globally friendly measure. Since a
Haar measure is globally friendly, it follows from (19) that ν is also globally
friendly. Since the constants in Definition 3.1 for the Haar measure and
for µPS−g only depend on Γ, the same is true of the constants for ν. Since
part (2) of Theorem 3.2 is satisfied for both the PS-measure and the Haar
measure, the conclusion follows. 
Lemma 3.8. There exists α = α(Γ) > 0 such that for any x ∈ X with
x+ ∈ Λ, and any 0 < ξ < η,
µPSx (BU (ξ + η))
µPSx (BU (η))
− 1≪Γ
(
ξ
η
)α
.
Proof. Let c1 = c1(Γ), c2 = c2(Γ) > 0 and α = α(Γ) > 0 satisfy the conclu-
sion of Definition 3.1 for µPSx and k = 2.
It follows from the geometry of BU (ξ + η)x − BU (η)x that there exist
L1, . . . , Lm, where m only depends on n, such that
BU (ξ + η)x−BU (η)x ⊆
m⋃
i=1
NU(Li, 2ξ).
Then, by Definition 3.1, we have
µPSx (BU (ξ + η))
µPSx (BU (η))
− 1 =
µPSx (BU (ξ + η)−BU (η))
µPSx (BU (η))
≤ mc2
(
ξ
η
)α µPSx (BU (ξ + η))
µPSx (BU (η))
≤ mc1c2
(
ξ
η
)α
.
Remark 3.9. Using a similar proof, one can deduce that there exists α =
α(Γ) > 0, such that for any x ∈ X with x− ∈ Λ, and any 0 < ξ < η,
ν(Pξ+η)
ν(Pη)
− 1≪Γ
(
ξ
η
)α
.
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
4. Quantitative Nondivergence
In this section, we prove a quantitative nondivergence result that is crucial
in the following sections. We use the notation established in §2.2.
Recall from §1 that for 0 < ε < 1 and s0 ≥ 1, we say that x ∈ X is
(ε, s0)-Diophantine if for all τ > s0,
(30) d(C0, a−τx) < (1− ε)τ,
where C0 is the compact set defined in §2.2. Let R0 also be as defined in
§2.2.
This section is dedicated to the proof of the following theorem:
Theorem 4.1. There exists β > 0 satisfying the following: for every 0 <
ε < 1 and s0 ≥ 1, and for every (ε, s0)-Diophantine element x ∈ X, every
R ≥ R0, every T ≫Γ,ε s0, and every s ≤ T
ε, we have
µPSa− log sx (BU(T/s)a− log sx ∩ X (R))≪n,Γ µ
PS
a− log sx
(BU (T/s)a− log sx)e
−βR.
We now follow the notation of Mohammadi and Oh in [26, §6]. Equip
R
n+1 with the Euclidean norm. For i = 1, . . . , ℓ, assume gi satisfies
∥∥g−1i e1∥∥ =
1. Let
vi = g
−1
i e1.
Lemma 4.2. For i = 1, . . . , ℓ, if the rank of Γvi is full (i.e., equal to n−1),
then viΓ is a discrete subset of R
n+1.
Proof. The same statement was proved in [26, Lemma 6.2] under the addi-
tional assumption that n = 3. In their proof the dimension assumption is
only used to deduce that Γvi ∩ giUg
−1
i is not trivial. Thus, it is enough to
show that in our setting.
Note that
Gvi = giMUg
−1
i and Γvi = Γ ∩Gvi .
Since Γvi is of full rank, it is a lattice in Gvi . No element of M centralizes
U . Then, by [29, Corollary 8.25], Γ ∩ giUg
−1
i is a lattice in giUg
−1
i . Thus,
there exists a nontrivial element in the intersection Γvi ∩ giUg
−1
i . 
For any g ∈ G, we have that if gΓ ∈ Xi(R), then there exists γ ∈ Γ such
that
(31) ‖gγvi‖ ≤ e
−R.
Indeed, by (12), if gΓ ∈ Xi(R), then there exist γ ∈ Γ, k ∈ K, s > R, and
u ∈ U , such that
‖gγvi‖ = ‖ka−sugivi‖ = ‖a−sei‖ = e
−s.
Moreover, it follows from [26, Lemma 6.4, Lemma 6.5] that the γ in (31) is
unique. Note that both lemmas are proved under the additional assumption
that n = 3, but the proofs also hold without it.
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On the other hand, by [26, Lemma 6.5] and Lemma 4.2, there exists a
constant η0 = η0(Γ) > 0 such that if gΓ /∈ Xi(R0), then for any γ ∈ Γ,
(32) ‖gγvi‖ > η0.
Lemma 4.3. Let ε, s0 > 0 and let g ∈ G. If x = gΓ is (ε, s0)-Diophantine,
then for any T ≫Γ,ε s0,
(33) sup
‖t‖≤T
inf
γ∈Γ
inf
i=1,...,ℓ
‖utgγvi‖ > T
ε.
Proof. Fix T > T0 = max
{
s0, η
1
ε−1
0
}
. We will first show that
(34) inf
γ∈Γ
inf
i=1,...,ℓ
‖a− log T gγvi‖ > T
ε−1.
There are two cases to consider. If a− logTx ∈ C0, then by (32), for any
γ ∈ Γ and i = 1, . . . , q, we have
‖a− log T gγvi‖ > η0,
which implies (34) by choice of T .
Otherwise, a− log Tx ∈ Xi(R0) for some i = 1, . . . , q. Then, by (12), there
exist k ∈ K, s > R0, u ∈ U , and γ ∈ Γ such that
a− log T gγ = ka−sugi.
Then, it follows from (30) and choice of T > s0 that s < (1−ε) log T . Hence,
a− log Tx 6∈ Xi((1 − ε) log T ), so (31) implies (34).
Now, fix γ ∈ Γ and 1 ≤ i ≤ q, and let

x1
...
xn

 = a− log T gγvi.
According to (34), there exists 1 ≤ k ≤ n such that |xk| > T
ε−1. If |x1| >
T ε−1, then it follows from the action of a− log T on R
n+1 that
‖gγvi‖ ≥ |Tx1| > T
ε.
Otherwise, there exists 2 ≤ k ≤ n such that |xk| > T
ε−1. Then, for any
t ∈ Rn−1, the first coordinate of uta− log T gγvi is
x1 + t · x
′ +
1
2
‖t‖2 xn+1, where x
′ =


x2
...
xn

 .
In particular, by taking tk = ±T (the k-th entry in t) one can ensure that
‖alog Tuta− log T gγvi‖ > T
ε. 
For f : Rd → R and B ⊂ R, let
‖f‖B := sup
x∈B
|f(x)|.
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The following statement is a direct conclusion of [19, Lemma 7.6, Lemma
7.7].
Lemma 4.4. There exists β > 0 which satisfies the following: let f : Rm →
R be a polynomial, let B ⊂ Rm be a ball of radius r, and let µ be globally
absolutely decaying (see Definition 3.1). Then for all ε > 0, we have
(35) µ ({t ∈ B : |f(t)| < ε})≪
(
ε
‖f‖B
)β
µ(B),
where the implied constants depend on m and the degree of f .
A function f which satisfies (35) with the implied constant C for any
ε > 0 and any ball B ⊂ U ⊂ Rm, is called (C, β)-good on U with respect to
µ.
Recall the definition of a Federer measure from §3. A measure µ is called
D-Federer if for all v ∈ supp(µ) and 0 < η ≤ 1,
µ(B(v, 3η)) ≤ Dµ(B(v, η)).
In the proof of the following theorem we use similar ideas to the ones
which appear in the proof of [19, Lemma 5.2]. Note that the proof in this
case is simplified by the third assumption.
Proposition 4.5. Given positive constants C, β,D, and 0 < η < 1, there
exists C ′ = C ′(C, β,D) > 0 with the following property. Suppose µ is a D-
Federer measure on Rm, f : Rm → SLk(R) is a continuous map, 0 ≤ ̺ ≤ η,
z ∈ suppµ, Λ ⊂ Rk, B = B(z, r0) ⊂ R
m, and B˜ = B(z, 3r0) satisfy:
(1) For any v ∈ Λ, the function t 7→ ‖f(t)v‖ is (C, β)-good on B˜ with
respect to µ.
(2) For any v ∈ Λ, there exists t ∈ B such that ‖f(t)v‖ ≥ ̺.
(3) For any t ∈ B, there is at most one v ∈ Λ which satisfies ‖f(t)v‖ <
η.
Then, for any 0 < ε < ̺,
µ ({t ∈ B : ∃v ∈ Λ such that ‖f(t)v‖ < ε}) ≤ C ′
(
ε
̺
)β
µ(B).
Proof. For any t ∈ B, denote
fΛ(t) = min {‖f(t)v‖ : v ∈ Λ} .
Let
E = {t ∈ B : fΛ(t) < ̺} ,
and for each v ∈ Λ, define
Ev = {t ∈ B : ‖f(t)v‖ < ̺}.
Observe that by assumption (3), the Ev’s are a disjoint cover of E. For each
t ∈ Ev, define
rt,v = sup{r : ‖f(s)v‖ < ̺ for all s ∈ B(t, rt,v)}.
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By assumption (2), we know that for every t ∈ E, the set B(t, rt,v) does
not contain B. Thus, since t ∈ B, we deduce that rt,v < 2r0. For any fixed
rt,v < r
′
t,v < 2r0, we have that
(36) B(t, r′
t,v) ⊂ B(z, 3r0) = B˜,
and by the definition of rt,v, there exists s ∈ B(t, r
′
t,v) such that
‖f(s)v‖ ≥ ̺.
Note that {B(t, rt,v) : t ∈ E, v ∈ Λ} is a cover of E. According to the
Besicovitch covering theorem, there exists a countable subset I ⊂ E × Λ
such that {B(t, rt,v) : (t, v) ∈ I} is a cover of E with a covering number
bounded by a constant which only depends on m. Thus,
(37)
∑
(t,v)∈I
µ (B(t, rt,v))≪m µ

 ⋃
(t,v)∈I
B(t, rt,v)

 .
By assumption (3) and the continuity of f , for any (t, v) ∈ I and s ∈
E ∩B(t, rt,v),
fΛ(s) = ‖f(s)v‖ .
Thus,
µ ({s ∈ B(t, rt,v) : fΛ(s) < ε}) = µ ({s ∈ B(t, rt,v) : ‖f(s)v‖ < ε})
≤ µ
({
s ∈ B(t, r′
t,v) : ‖f(s)v‖ < ε
})
.
Thus, assumption (1) and the assumption that µ isD-Federer together imply
that
µ ({s ∈ B(t, rt,v) : fΛ(s) < ε}) ≤ µ
({
s ∈ B(t, r′
t,v) : ‖f(s)v‖ < ε
})
≤ C
(
ε
̺
)β
µ(B(t, r′
t,v))
≤ CD
(
ε
̺
)β
µ(B(t, rt,v)).(38)
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Since E covers the set of points for which fΛ is less than ε, we may now
conclude
µ ({t ∈ B : fΛ(t) < ε})
≤
∑
(t,v)∈I
µ ({s ∈ B(t, rt,v) : fΛ(t) < ε})
≤ CD
∑
(t,v)∈I
(
ε
̺
)β
µ(B(t, rt,v)) by (38)
≪m CD
(
ε
̺
)β
µ

 ⋃
(t,v)∈I
B(t, rt,v)

 by (37)
≪m CD
(
ε
̺
)β
µ
(
B˜
)
by (36)
≪m CD
2
(
ε
̺
)β
µ (B) µ is D-Federer.

Proof of Theorem 4.1. Let x0 = a− log sx, and fix g ∈ G such that x = gΓ.
By Lemma 4.3, for all T ≫Γ,ε s0, we have (33), that is, that
sup
‖t‖≤T
inf
γ∈Γ
inf
i=1,...,ℓ
‖utgγvi‖ > T
ε.
Let f : Rn−1 → SLn+1(R) be defined by
f(t) = uta− log sg.
We first show that parts (1), (2), and (3) of Proposition 4.5 for µ = µPSx0 , f ,
̺ = 1, z = x0, r = T/s, η = e
−R0 , and
Λ = Γ {v1, . . . , vq} .
It follows from the action of ut on R
n that for any v ∈ Rn−1, ‖f(t)v‖ is
a polynomial in t. Therefore, by Lemma 4.4, for any v ∈ Rn−1
(39)
µPSx0
({
‖t‖ < T/s : ‖f(t)v‖ < e−R
})
≪
(
e−R
sup
t∈B ‖f(t)v‖
)β
µPSx0 (BU (T/s)x0).
That is, for any v ∈ Λ the function t 7→ ‖f(t)v‖ is (C, β)-good on B˜ with
respect to µPSx0 , for some C = (n), β = β(n), which proves (1) of Proposition
4.5.
By (4), we have
uta− log s = a− log sust.
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Since multiplication by a− log s only changes the matrix entries by scaling,
using (33), for i = 1, . . . , q we get
sup
‖t‖≤T/s
‖a− log sustgγvi‖ > s
−1 sup
‖t‖≤T
‖utgγvi‖ > s
−1T ε.
Thus, for any s ≤ T ε, t < T/s, and v ∈ Λ,
‖f(t)v‖ ≥ 1,
which establishes (2) of Proposition 4.5.
Since η = e−R0 , part (3) of Proposition 4.5 follows from the uniqueness
of γ in (31) and (32), and that the Hi(R0)’s are pairwise disjoint.
According to Theorem 3.2, the measure µPSx0 is D-Federer for some D =
D(Γ) > 0. Thus, we may now use (31) and Proposition 4.5 to deduce
µPSx0 (BU (T/s) ∩Hi(R))
= µPSx0
({
t ∈ BU (T/s) : ∃γ ∈ Γ, 1 ≤ i ≤ ℓ such that ‖f(t)γvi‖ < e
−R
})
≪ e−RβµPSx0 (BU (T/s)x0),
where the implied constant depends on n and Γ. 
5. Proof of Theorem 1.5
In this section, we keep the notation of §2.2. In particular, d denotes the
hyperbolic distance, height is the height of a point in the convex core into
the cusps, and C0 is the fixed compact set in G/Γ which is defined in §2.2.
We will first prove the following proposition, which is a form of Theorem
1.5 for G. Theorem 1.5 will follow by a partition of unity argument.
Proposition 5.1. There exist κ = κ(Γ) and ℓ = ℓ(Γ) which satisfy the
following: let 0 < r < 1, ψ ∈ C∞c (G) supported on an admissible box, and
f ∈ C∞c (BU (r)). Then, there exists c = c(Γ, suppψ) > 0 such that for any
g ∈ supp m˜BMS, and s≫Γ height(g), we have∣∣∣∣∣∣
∑
γ∈Γ
∫
U
ψ(asutgγ)f(t)dµ
PS
g (t)− µ
PS
g (f)m˜
BMS(ψ)
∣∣∣∣∣∣
< cSℓ(ψ)Sℓ(f)e
−κsµPSg (BU (1)).
Proof. Without loss of generality assume that f and ψ are non-negative
functions.
Step 1: Setup and approximations.
By Corollary 3.7, ν is globally friendly. Let α > 0 be the constant in
the definition of globally friendly (Definition 3.1) for ν. Let κ′, ℓ′ satisfy the
conclusion of Assumption 1.1, ℓ satisfy the conclusion of Lemma 2.10 for ℓ′.
Because ψ is supported on an admissible box, there exists 0 < η0 < 1/2
(depending on suppψ) such that G3η0 suppψ is still an admissible box. For
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0 < η < η0, let ψη,± be functions on G which are defined by
ψη,+(h) := sup
w∈G3η
ψ(wh) and ψη,−(h) := inf
w∈G3η
ψ(wh)
for any h ∈ G. By Lemma 2.10, for any h ∈ G, 0 ≤ k ≤ ℓ′
(40)
∣∣∣ψ(k)η,±(h) − ψ(k)(h)∣∣∣≪suppψ ηSℓ(ψ).
Since ψ is uniformly continuous and the BMS-measure is finite, we may
deduce
(41)
∣∣m˜BMS(ψη,±)− m˜BMS(ψ)∣∣≪suppψ,Γ ηSℓ(ψ).
In addition, since ψ is compactly supported and ψη,± is supported on the
3η-neighborhood of suppψ, (40) implies that for all small η > 0
(42) Sℓ′(ψη,±)≪suppψ Sℓ(ψ).
According to Lemma 2.1, for any p ∈ Pη, there exists ρp : BU (1) →
BU (1 + O(η)) that is a diffeomorphism onto its image and a constant D =
D(η) < 3η such that
(43) utp
−1 ∈ PDuρp(t).
Step 2: Assuming that f is supported on a small ball.
We start by proving that there exists κ > 0 such that if f ∈ C∞c (BU (r1)),
where r1 ≤ inj(g), then for s > 0,∑
γ∈Γ
∫
U
ψ(asutgγ)f(t)dµ
PS
g (t)− m˜
BMS(ψ)µPSg (f)(44)
≪Γ,suppψ Sℓ (ψ)Sℓ (f) e
−2κsµPSg (BU (1)).
For any s > 0 and γ ∈ Γ, from (43) we have that∫
BU (r1)
ψ(asutgγ)f(t)dµ
PS
g (t)
=
1
ν(Pηg)
∫
Pηg
∫
BU (r1)
ψ(asutp
−1pgγ)f(t)dµPSg (t)dν(pg)
≤
1
ν(Pηg)
∫
Pηg
∫
BU (r1)
ψη,+(asuρp(t)pgγ)f(t)dµ
PS
g (t)dν(pg),
where the last inequality follows since asP3ηa−s ⊂ P3η for any positive s.
Step 2.1: Use the product structure of the BMS measure.
For any p ∈ Pη, (utg)
+ = (uρp(t)pg)
+, the measures dµPSg (t) and d(ρp∗µ
PS
pg (t)) =
dµPSpg (ρp(t)) are absolutely continuous with each other, and the Radon-
Nikodym derivative at t is given by
(45)
dµPSg (t)
dµPSpg (ρp(t))
= e
δΓβ(utg)+
(utg(o),uρp(t)pg(o)).
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Let 0 < ξ < η. Let χη,ξ satisfy the conclusion of Lemma 2.8 for H = P ,
ξ1 = η − ξ, ξ2 = ξ, and g. Let ϕη,g be the function defined on BU (1)Pηg
given by
ϕη,g(uρp(t)pg) :=
f(t)χη,ξ(pg)
ν(Pηg)e
δΓβ(utg)+
(utg(o),uρp(t)pg(o))
.
We will need a bound on Sℓ(ϕη,g). To that end, note that∣∣β(utg)+(utg(o), uρp(t)pg(o))∣∣ ≤ d(utg(o), uρp(t)pg(o))
= d(g(o), u−tuρp(t)pg(o)).
Since u−tuρp(t)p ∈ G5η , the above is bounded by some absolute constant
(depending only on Γ) for all η < 12 .
Thus, because the Busemann function is Lipschitz, we have that for all
p ∈ Pη ,
Sℓ(β(utg0)+(utg(o), uρp(t)pg(o)))≪Γ 1.(46)
By [17, Lemma 2.4.7(a)], Lemma 2.8, (46), and Lemma 2.7, we have
Sℓ(ϕη,g)≪Γ,ℓ ν(Pηg)
−1Sℓ(f)Sℓ(χη,ξ)
≪Γ,ℓ ν(Pηg)
−1ηn−1ξ−ℓ−(n−1)/2Sℓ(f)
≪Γ,ℓ η
4n− 1
2
n2−3−δΓξ−ℓ−(n−1)/2Sℓ(f)(47)
Note that the dependence on ℓ arises from the exponential of the Busemann
function in the denominator.
Hence, using the product structure of m˜BMS in (20), we get
1
ν(Pηg)
∫
Pηg
∫
BU (r1)
ψη,+(asuρp(t)pgγ)f(t)dµ
PS
g (t)dν(pg)
=
1
ν(Pηg)
∫
Pηg
∫
BU (r1)
ψη,+(asuρp(t)pgγ)f(t)
dµPSg (t)
dµPSpg (ρp(t))
dµPSpg (ρp(t))dν(pg)
≤
∫
G
ψη,+(ashγ)ϕη,g(h)dm˜
BMS(h).
Step 2.2: Use the exponential mixing assumption.
By defining Ψη,+(hΓ) =
∑
γ∈Γ
ψη,+(hγ) and Φη,g(hΓ) :=
∑
γ∈Γ
ϕη,g(hγ), we
obtain∑
γ∈Γ
∫
G
ψη,+(ashγ)ϕη,g(h)dm˜
BMS(h) ≤
∫
X
Ψη,+(asx)Φη,g(x)dm
BMS(x)
for any positive s. Note that
(48) Sℓ′(Ψη,+) = Sℓ′(ψη,+) and Sℓ′(Φη,g) = Sℓ′(ϕη,g).
In particular, (42) and (47) imply
(49) Sℓ′(Ψη,+)≪suppψ Sℓ(ψ) and Sℓ′(Φη,g)≪Γ η
n−1ξ−ℓ−(n−1)/2Sℓ(f).
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By Assumption 1.1,∫
Ψη,+ (asx) Φη,g (x) dm
BMS (x)−mBMS (Ψη,+)m
BMS (Φη,g)
≪Γ Sℓ′ (Ψη,+)Sℓ′ (Φη,g) e
−κ′s.
Then, by (49), there exists c1 = c1(Γ, suppψ) such that∑
γ∈Γ
∫
BU (r1)
ψ(asutgγ)f(t)dµ
PS
g (t)
< mBMS (Ψη,+)m
BMS (Φη,g) + c1η
4n− 1
2
n2−3−δΓξ−ℓ−(n−1)/2Sℓ (ψ)Sℓ (f) e
−κ′s.
Step 2.3: Rewrite in terms of ψ and f .
Using Lemma 2.8 and (45), one can calculate
mBMS(Φη,g) =
∫
G
ϕη,g(h)dm˜
BMS(h)
=
1
ν(Pηg)
∫
Pg
∫
U
f(t)χη,ξ(p)
e
δΓβ(utg)+
(utg(o),uρp(t)pg(o))
dµPSpg (ρp(t))dν(pg)
=
1
ν(Pηg)
∫
Pg
∫
U
f(t)χη,ξ(p)dµ
PS
g (t)dν(pg)
≤
ν(Pη+ξg)
ν(Pηg)
∫
BU (r1)
f(t)dµPSg (t).
Thus, by Lemma 3.8, there exists c2 = c2(Γ) such that
mBMS(Φη,g) ≤
(
1 + c2
(
ξ
η
)α)∫
BU (r1)
f(t)dµPSg (t)
=
(
1 + c2
(
ξ
η
)α)∫
BU (r1)
f(t)dµPSg (t)
=
(
1 + c2
(
ξ
η
)α)
µPSg (f).
Using (41), we get that there exists c3 = c3(Γ, suppψ) such that
mBMS(Ψη,+) ≤
∫
G
ψη,+(g)dm˜
BMS(g)
< m˜BMS(ψ) + c3ηSℓ(ψ).
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To summarize, we have∑
γ∈Γ
∫
BU (r1)
ψ(asutgγ)f(t)dµ
PS
g (t)
≤
1
ν(Pηg)
∑
γ∈Γ
∫
Pηg
∫
BU (r1)
ψη,+(asuρp(t)pgγ)f(t)dµ
PS
g (t)dν(pg)
≤
∑
γ∈Γ
∫
G
ψη,+(ashγ)ϕη,g(h)dm˜
BMS(h)
≤
∫
X
Ψη,+(asx)Φη,g(x)dm
BMS(x)
< mBMS (Ψη,+)m
BMS (Φη,g) + c1η
4n− 1
2
n2−3−δΓξ−ℓ−(n−1)/2Sℓ (ψ)Sℓ (f) e
−κ′s
<
(
m˜BMS(ψ) + c3ηSℓ(ψ)
) ((
1 + c2
(
ξ
η
)α)
µPSg (f)
)
+ c1η
4n− 1
2
n2−3−δΓξ−ℓ−(n−1)/2Sℓ (ψ)Sℓ (f) e
−κ′s.
It follows from the proof of Lemma 2.10 that m˜BMS(ψ) ≪suppψ Sℓ(ψ) and
µPSg (f)≪ Sℓ(f)µ
PS
g (BU (1)). Then, using Proposition 2.4 we arrive at∑
γ∈Γ
∫
BU (r1)
ψ(asutgγ)f(t)dµ
PS
g (t)− µ
PS
g (f)m˜
BMS(ψ)
≪Γ
((
ξ
η
)α
+ η4n−
1
2
n2−3−δΓξ−ℓ−(n−1)/2e−κ
′s
)
Sℓ (ψ)Sℓ (f)µ
PS
g (BU (1))
Define
κ =
2αℓκ′
4αℓ− 8αn+ αn2 + 6α+ 2αδΓ + (2ℓ+ α)(2ℓ + n− 1)
.
Recall from (18) that
e− height(g) ≪Γ inj(g).
For s ≥ height(g)ℓ/κ, choose
(50) η = e−κs/ℓ, ξ = e−
2ℓ+α
ℓα
κs.
Note that η < inj(g) by choice of s.
With these choices, we obtain
(51)
(
ξ
η
)α
+ η4n−
1
2
n2−3−δΓξ−ℓ−(n−1)/2e−κ
′s ≤ 2e−2κs.
In a similar way, using ψη,−, one can show a lower bound, proving (44).
Step 3: Covering argument for general f .
We now deduce the claim by decomposing f into a sum of functions, each
defined on a ball of radius r1 in U .
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Let u1, . . . , uk and σ1, . . . , σk ∈ C
∞
c (BU (r)) satisfy the conclusion of
Lemma 2.9 for E = BU (r) and r1. For 1 ≤ i ≤ k, let
fi := fσi.
Then, f ≤
∑k
i−1 fi, and by Lemma 2.9 and [17, Lemma 2.4.7(a)]
(52) Sℓ(fi)≪Γ Sℓ(f)Sℓ(σi)≪Γ r
−ℓ+n−1
1 Sℓ(f).
Since each fi is supported on BU (r1)ui for some ui ∈ BU (1), by (44) we
have ∑
γ∈Γ
∫
BU (r1)
ψ(asutgγ)fi(t)dµ
PS
g (t)− m˜
BMS(ψ)µPSg (fi)
≪Γ,suppψ µ
PS
g (BU (1))Sℓ (ψ)Sℓ (fi) e
−2κs.
Summing the above expressions for i = 1, . . . , k, we get∑
γ∈Γ
∫
BU (r)
ψ(asutgγ)f(t)dµ
PS
g (t)− m˜
BMS(ψ)µPSg (f)
≪ kr−ℓ+n−11 Sℓ (ψ)Sℓ (f) e
−2κsµPSg (BU (1))
≪
(
r
r1
)n−1
r−ℓ+n−11 Sℓ (ψ)Sℓ (f) e
−2κsµPSg (BU (1))
≪ r−ℓ1 Sℓ (ψ)Sℓ (f) e
−2κsµPSg (BU (1))
≪ Sℓ (ψ)Sℓ (f) e
−κsµPSg (BU (1)),
where the first inequality is by Lemma 2.9, the second inequality follows
from r1 = inj(g) > e
−κs/ℓ, the third is by (50) and because r < 1, and the
implied constants depend on Γ and suppψ.
As before, using similar arguments, one can show a lower bound, proving
the claim.

We will now use a partition of unity argument to prove Theorem 1.5. For
the reader’s convenience, we restate Theorem 1.5 below. Note that we obtain
the version stated in Theorem 1.5 using Lemma 2.6 to rewrite height(x).
Theorem 5.2. There exist κ = κ(Γ) and ℓ = ℓ(Γ) which satisfy the follow-
ing: for any ψ ∈ C∞c (X), there exists c = c(Γ, suppψ) > 0 such that for any
f ∈ C∞c (BU (r)), 0 < r < 1, x ∈ suppm
BMS, and s≫Γ height(x), we have∣∣∣∣
∫
U
ψ(asutx)f(t)dµ
PS
x (t)− µ
PS
x (f)m
BMS(ψ)
∣∣∣∣ < cSℓ(ψ)Sℓ(f)e−κs.
Proof. According to [27, Lemma 2.17], there exists an admissible box By
around y, for any y ∈ X. Then, {By : y ∈ suppψ} is an open cover of the
compact set suppψ. Hence, there exists a minimal sub-cover By1 , . . . , Byk .
Using a similar construction to one in Lemma 2.9, there exist σ1, . . . , σk, a
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partition of unity for suppψ, such that for i = 1, . . . , k we have σi ∈ C
∞
c (Byi)
and for i = 1, . . . , k and m = 1, . . . , ℓ
(53) |σ
(m)
i | ≪suppψ,Γ 1
(the implied constant depends on the chosen sub-cover).
Define ψi = ψσi. Then
(54) ψ =
k∑
i=1
ψi,
and by (53) and the product rule, we have
(55) Sℓ(ψi)≪suppψ,Γ Sℓ(ψ).
According to Proposition 5.1 and Proposition 2.4, there exist c = c(Γ, suppψ) >
0, λ = λ(Γ) > 1 such that for s≫Γ height(x),∫
BU (r)
ψ(asutx)f(t)dt
=
k∑
i=1
∫
BU (r)
ψi(asutx)f(t)dt
≤
k∑
i=1
mBMS(ψi)µ
PS
x (f) + cSℓ(ψi)Sℓ(f)e
−κsµPSx (BU (1))
≤
k∑
i=1
mBMS(ψi)µ
PS
g (f) + cλSℓ(ψi)Sℓ(f)e
−κs+(n−1−δΓ)d(C0,x)
≪Γ,suppψ m
BMS(ψ)µPSg (f) + cλSℓ(ψ)Sℓ(f)e
−κs+(n−1−δΓ) height(x).
where the last line follows by Lemma 2.6 and equations (54) and (55). More-
over, we may assume that s ≥ 2(n−1−δΓ)κ height(x) without changing the
assumption s≫Γ height(x). Then
e−κs+(n−1−δΓ) height(x) ≪Γ e
−κs/2,
as desired. 
We will now use Theorem 1.5 to prove a similar result for the Haar mea-
sure. This will be necessary for the proof of Theorem 1.4. Note that such a
result is proven in [24] under a spectral gap assumption on Γ, but we show
here how to prove it whenever the frame flow is exponentially mixing.
Theorem 5.3. There exists κ = κ(Γ) < 1 and ℓ = ℓ(Γ) that satisfy the
following: let 0 < r < 1, let f ∈ C∞c (BU (r)), and let ψ ∈ C
∞
c (X) be
supported on an admissible box. Then there exists c = c(Γ, suppψ) > 0 such
that for every x ∈ suppmBMS and s≫Γ,suppψ height(x),∣∣∣∣∣e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt− µ
PS
x (f)m
BR(ψ)
∣∣∣∣∣ < cSℓ(ψ)Sℓ(f)e−κs.
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Proof. Step 1: Setup and approximations.
Assume s ≫Γ height(x), and let κ, ℓ
′ satisfy the conclusion of Theorem
1.5, and ℓ satisfy the conclusion of Lemma 2.10 for ℓ′.
Since ψ is assumed to be supported on an admissible box, there exist
r0, η, ε0, ε1 > 0 (depending only on suppψ) and z ∈ X such that
suppψ = BU (r0)Pηz,
and
Gε0 suppψ ⊂ BU (r0 + ε1)Pη+ε1z,
where BU (r + ε1)Pη+ε1z is also an admissible box. Denote η
′ = η + ε1 and
r′0 = r0 + ε1.
Without loss of generality, assume that f is a non-negative function. Con-
tinuously extend ψ to Pη′ by defining ψ = 0 on Pη′ \ Pη .
For 0 < ε < ε0, define ψε,± and fε,± by
ψε,+(h) := sup
w∈Gε
ψ(wh), ψε,−(h) := inf
w∈Gε
ψ(wh)
and
fε,+(h) := sup
w∈BU (ε)
f(wh), fε,−(h) := inf
w∈BU (ε)
f(wh).
By Lemma 2.10, for any h ∈ G and 0 ≤ k ≤ ℓ′,
(56)∣∣∣ψ(k)ε,±(h) − ψ(k)(h)∣∣∣≪suppψ εSℓ(ψ) and ∣∣∣f (k)ε,±(h)− f (k)(h)∣∣∣≪ εSℓ(ψ),
where in the second inequality the implied constant depends on supp f =
BU (r), and since r < 1, we may assume it to be an absolute constant. In a
similar way, (56) implies
(57) Sℓ′(ψε,±)≪Γ,supp(ψ) Sℓ(ψ) and Sℓ′(fε,±)≪Γ Sℓ(f).
For p ∈ Pη′ , define
(58) ϕ(p) := µPSpz (BU (r
′
0)pz).
Step 1.1: Construct a smooth approximation to 1/ϕ.
Since the Busemann function is smooth and ϕ is bounded below by a
positive quantity on Pη′ by Corollary 2.3, the mean value theorem implies
that for any 0 < ε < ε0 and all p, p
′ ∈ Pε, there exists a constant d =
d(Γ, suppψ) such that
(59)
∣∣∣∣ 1ϕ(p) − 1ϕ(p′)
∣∣∣∣ ≤ dεϕ(p) .
By Lemma 2.8, for any ξ > 0, there exists a non-negative smooth function
χξ with
(60) 1Pε−ξ ≤ χξ ≤ 1Pε
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and Sℓ′(χξ)≪Γ,n (ε− ξ/2)
n−1(ξ/2)−ℓ
′−(n−1)/2. Define
(61) σ(p) :=
1
ϕ
∗
χξ
m(Pε−ξ)
where m denotes the probability Haar measure on P . Then, assuming ε0 <
1/2 and ξ ≤ ε2, by (59), (60), and (61), we have that
1− dε
ϕ(p)
≤
1
m(Pε−ξ)
∫
pPε−ξ
1
ϕ(p′)
dp′(62)
≤ σ(p)
≤
1
m(Pε−ξ)
∫
pPε
1 + dε
ϕ(p′)
dp′
≤
(
ε
ε− ξ
)n 1 + dε
ϕ(p)
≤
1 + d′ε
ϕ(p)
,(63)
for some absolute constant d′ > 0.
For upz ∈ BU(r
′
0)Pη′z and 0 < ε < ε0, let
Ψε,±(upz) = σ(p)
∫
Upz
ψc1ε,±(utpz)dt.
Then, by (59),
sup
w∈Gε
Ψε,±(wupz) = sup
w∈Pε
σ(wp)
∫
Uwpz
ψc1ε,+(utwpz)dt
≤ (1 + d′ε)Ψ2ε,±.(64)
Step 2: Bounding with PS measure.
Let
P (f, ψ, x; s) = {p ∈ Pη : as supp(f)x ∩BU (r0)pz 6= ∅}.
By [24, Lemma 6.2], there exists an absolute constant c1 > 0 such that
e(n−1)s
∫
BU (r)
ψ(asutx)f(t)dt(65)
≤ (1 + c1ε)
∑
p∈P (f,ψ,x;s)
fc1e−sη(a−spz)
∫
Upz
ψc1ε,+(utpz)dt.
It now follows from [24, Lemma 6.5], (62), and (64) that there exists an
absolute constant c2 > 0 such that
e−δΓs
∑
p∈P (f,ψ,x;s)
fc1e−sη(a−spz)
∫
Upz
ψc1ε,+(utpz)dt
≤
(1 + c2ε)(1 + d
′ε)
1− dε
∫
U
Ψ2c2ε,+(asutx)f(c1+c2)e−sε0,+(t)dµ
PS
x (t).
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Note that (62) is needed because our definition of Ψε,+ is not identical to Ψ
as defined in [24, Lemma 6.5]. The latter is bounded above by 11−dεΨε,+ by
(62).
Combining the above with (65), we get that there exist constants c3, c4 =
c4(Γ, suppψ) > 0 such that
e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt
≤ (1 + c4ε)
∫
U
Ψc3ε,+(asutx)fc3e−sε0,+(t)dµ
PS
x (t).
It follows from Theorem 1.5 that for some constant c5 = c5(Γ, suppψ) > 0
e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt
≤ (1 + c4ε)
(
µPSx (fc3e−sε0,+)m
BMS(Ψc3ε,+) + c5Sℓ′(Ψc3ε,+)Sℓ′(fc3e−sε0,+)e
−κs
)
.
(66)
Step 3: Bounding the error terms.
We now show how to bound the various error terms to obtain the desired
conclusion.
To computemBMS(Ψ), we use (20), (56), and (63) to deduce that for some
c6 = c6(Γ, suppψ), if ξ = ε
2,
mBMS(Ψc3ε,+)
≤ (1 + d′ε)
∫
Pη′z
∫
BU (r′0)
1
µPSpz (BU (r
′
0)pz)
∫
BU (r′0)pz
ψc1ε,±(utpz)dtdµ
PS
pz (t)dν(pz)
≤ (1 + d′ε)
∫
Pη′z
∫
BU (r
′
0)pz
ψc1ε,±(utpz)dtdν(pz)
≤ (1 + d′ε)
(
mBR(ψ) + c6εSℓ(ψ)
)
.
(67)
By Proposition 2.4, if s is sufficiently large so that r + c3e
−sε0 ≤ 1 (note
that this requirement on s depends only on Γ and suppψ), we have that
(68) µPSx (BU (r + c3e
−sε0)) ≤ µ
PS
x (BU (1))≪Γ e
(n−1−δΓ)d(C0,x).
Hence, by (56) and (68), we have
µPSx (fc3e−sε0,+)− µ
PS
x (f)≪Γ e
−sε0Sℓ(f)µ
PS
x (BU (r + c3e
−sε0))
≪Γ e
−sε0Sℓ(f)e
(n−1−δΓ)d(C0,x).(69)
According to [17, Lemma 2.4.7(a)] and (57), if ξ = ε2 and
(70) ε = e
− κs
4ℓ′+2n ,
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then
Sℓ′(Ψc3ε,+)≪Γ Sℓ′(ψc3ε,+)Sℓ′(σ)
≪Γ (m(Pε−ξ))
−1(ε− ξ/2)n−1ξ−ℓ
′−(n−1)/2Sℓ(ψ)
≪ ε−1ξ−ℓ
′−(n−1)/2Sℓ(ψ)
≤ eκs/2Sℓ(ψ).(71)
Using (57), (66), (67), (69), and (71), we obtain
e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt− µ
PS
x (f)m
BR(ψ)
≤ (1 + c4ε)
[
d′εµPSx (f)m
BR(ψ) + (1 + d′ε)
{
c6εµ
PS
x (f)Sℓ(ψ)
+ (e−sε0m
BR(ψ)Sℓ(f) + c6e
−sε0εSℓ(f)Sℓ(ψ))e
(n−1−δΓ)d(C0,x)
}
+ c8Sℓ(ψ)Sℓ(f)e
−κs/2
]
(72)
These remaining error terms can be controlled as follows. Using (68), we
can deduce
(73) µPSx (f) ≤ ‖f‖∞ µ
PS
x (BU (r))≪Γ Sℓ(f)e
(n−1−δΓ)d(C0,x).
We also have that
(74) mBR(ψ)≪Γ,suppψ Sℓ(ψ).
Combining (72), (73), and (74) implies
e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt− µ
PS
x (f)m
BR(ψ)
≪Γ,suppψ Sℓ(ψ)Sℓ(f)
[
d′ε+ (1 + d′ε)(c6ε(1 + e
−sε0) + e
−sε0)e
(n−1−δΓ)d(C0,x) + c8e
−κs/2
](75)
Finally, by the choice of ε in (70) and because we may assume without
loss of generality that κ < 1, we obtain from (75) that there exists κ′ < 1
such that
e(n−1−δΓ)s
∫
BU (r)
ψ(asutx)f(t)dt − µ
PS
x (f)m
BR(ψ)
≪Γ,suppψ Sℓ(ψ)Sℓ(f)e
−κ′s+(n−1−δΓ)d(C0,x).
By Lemma 2.6, d(C0, x) = height(x) − R0. Thus, if we assume that s ≥
2(n−1−δΓ)
κ height(x) (which means s≫Γ height(x)), then
e−κs+(n−1−δΓ) height(x) ≪Γ e
−κ/2s,
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which completes the proof. 
6. Proof of Theorem 1.3
In this section, we prove Theorem 1.3, which is restated below for the
reader’s convenience. The proof relies on the quantitative nondivergence
result in Theorem 4.1 and Theorem 1.5.
Theorem 6.1. For any 0 < ε < 1 and s0 ≥ 1, there exist constants ℓ =
ℓ(Γ) ∈ N and κ = κ(Γ, ε) > 0 satisfying: for every ψ ∈ C∞c (G/Γ), there
exists c = c(Γ, suppψ) such that every x ∈ G/Γ that is (ε, s0)-Diophantine,
and for every T ≫Γ,ε s0,∣∣∣∣∣ 1µPSx (BU (T ))
∫
BU (T )
ψ(utx)dµ
PS
x (t)−m
BMS(ψ)
∣∣∣∣∣ ≤ cSℓ(ψ)r−κ,
where Sℓ(ψ) is the ℓ-Sobolev norm.
Proof. Let β > 0 satisfy the conclusion of Theorem 4.1 for ε and s0. Let
κ′ > 0, ℓ ∈ N satisfy the conclusion of Theorem 1.5.
Since x is (ε, s0)-Diophantine, by Theorem 4.1, for T ≫Γ,ε s0 and R ≥ R0,
(76) µPSx0 (BU (T0)x0 ∩ X (R))≪ µ
PS
x0 (BU (T0)x0)e
−βR,
where
(77) sε :=
ε
2
log T, T0 := Te
−sε = T 1−ε/2, x0 := a−sεx.
By (4) and (10), we have
1
µPSx (BU (T ))
∫
BU (T )
ψ(utx)dµ
PS
x (t) =
1
µPSx0 (BU (T0))
∫
BU (T0)
ψ(asεutx0)dµ
PS
x0 (t).
Fix R > R0, and define
Q0 = BU (T0)x0 ∩ C(R).
Since C(R) is in the convex core of Hn/Γ,
Q0 ⊆ suppm
BMS.
Let ρ > 0 be smaller than half of the injectivity radius of Q0.
First, by Lemma 2.9, there exist {y : y ∈ I0} ⊆ Q0 and fy ∈ C
∞
c (BU (2ρ)y)
satisfying
(78) Sℓ(fy)≪ ρ
−ℓ+n−1
and ∑
y
fy = 1 on E1 :=
⋃
y∈I0
BU (ρ)y ⊇ Q0
and 0 outside of
E2 =
⋃
y∈I0
BU (2ρ)y.
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Observe that
(79) Q0 ⊆ E1 ⊆ E2 ⊆ BU (T0 + 2ρ)x0.
Thus,∫
utx0∈E1
ψ(asεutx0)dµ
PS
x0 (t) ≤
∑
y∈I0
∫
utx0∈BU (2ρ)y
ψ(asεutx0)fy(utx0)dµ
PS
x0 (t)
Because Q0 ⊆ suppm
BMS, we may use Proposition 2.4 to deduce that
there exists λ = λ(Γ) ≥ 1 such that for any y ∈ IT0 we have
µPSy (BU (ρ)) ≥ λ
−1(ρ)δΓe(k(y,ρ)−δΓ)d(C0,a− log ρy)
≥ λ−1ρδΓ .
Since esε = T ε/2, it follows from (78) and the above, that if we choose
(80) ρ ≤ T
κ′ε
4(−ℓ+n−1−δΓ) ,
then, by the choise of fy, we have
(81) Sℓ(fy)≪ µ
PS
y (BU (ρ))e
κ′sε/2,≪ µPSy (fy)e
κ′sε/2
where the implied constant is absolute.
Since Q0 ⊆ C(R), height(y) ≤ R for all y ∈ I0. Thus, if we further assume
that
(82) T ≫Γ e
2R/ε
(with the implied constant coming from Theorem 1.5), then sε ≫Γ R, and
by (81), Theorem 1.5, and Lemma 2.6, there exist c1, c2 > 0 which depend
only on Γ and suppψ such that∑
y∈I0
∫
utx0∈BU (2ρ)y
ψ(asεutx0)fy(utx0)dµ
PS
x0 (t)
≤
∑
y∈I0
(
mBMS(ψ)µPSy (fy) + c1Sℓ(ψ)Sℓ(fy)e
−κ′sε
)
≤
∑
y∈I0
µPSy (fy)
(
mBMS(ψ) + c2Sℓ(ψ)e
−κ′sε/2
)
≤ µPSx0 (BU (T0 + 2ρ))
(
mBMS(ψ) + c2Sℓ(ψ)e
−κ′sε/2
)
.
Therefore, by Lemma 3.8, there exist α = α(Γ) > 0, c3 = c3(Γ) > 0 such
that ∑
y∈I0
∫
utx0∈BU (2ρ)y
ψ(asεutx0)fy(utx0)dµ
PS
x0 (t)
≤ µPSx0 (BU (T0)) (1 + c3 (2ρ)
α)
(
mBMS(ψ) + c2Sℓ(ψ)e
−κ′sε/2
)
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Fix
(83) κ =
βε
2
, ρ ≤ T−κ/α, R =
κ log T
β
.
The choice of R in (83) means (82) will be satisfied provided that T ≫Γ 1.
Moreover, we may assume without loss of generality that κ′ ≤ 2β, so that
(using the definition of sε in (77)),
e−κ
′sε/2 = T−κ
′ε/4 ≤ T−κ.
Thus, using (77) and (83) we may conclude
1
µPSx0 (BU (T0)x0)
∫
utx0∈E1
ψ(asεutx0)dµ
PS
x0 (t)−m
BMS(ψ)
≪ Sℓ(ψ)T
−κ(84)
where the implied constant depends on Γ and suppψ.
By (76),∫
BU (T0)x0\E1
ψ(asεutx0)dµ
PS
x0 (t) ≤ ‖ψ‖∞µ
PS
x0 (BU (T0) \ E1)
≪suppψ Sℓ(ψ)µ
PS
x0 (BU (T0)x0)e
−βR
≪suppψ Sℓ(ψ)µ
PS
x0 (BU (T0)x0)T
−κ,
where we have used that by [1], ‖ψ‖∞ ≪suppψ Sℓ(ψ). Combining the above
with (84) implies that
1
µPSx0 (BU (T0))
∫
BU (T0)
ψ(asεutx0)dµ
PS
x0 (t)−m
BMS(ψ)≪ Sℓ(ψ)T
−κ,
with the implied constant depending on suppψ and Γ. The lower bound is
obtained similarly, as in the proof of Theorem 1.4. 
7. Proof of Theorem 1.4
In this chapter we will prove Theorem 1.4 using Theorem 5.3. We will
use a partition of unity argument for a cover of the intersection of BU (r)x
with a fixed compact set by small balls centered at PS-points.
We will need the following lemma.
Lemma 7.1. For x ∈ X, y ∈ Ux, ψ ∈ C∞c (X) supported on an admissible
box of diameter smaller than 1, 0 < ρ < inj(y), f ∈ C∞c (BU (ρ)y) such that
0 ≤ f ≤ 1, and s > 0 which satisfies ε < esρ, we have
e(n−1−δΓ)s
∫
Ux
ψ(asuty)f(uty)dt≪Γ,suppψ Sℓ(ψ)µ
PS
y (BU (ρ)y),
where ℓ ∈ N satisfies the conclusion of Lemma 2.10 for ℓ′ = 1.
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Proof. Assume that for 0 < ε0, ε1 < 1, ψ is supported on the admissible box
BU (ε0)Pε1z for z ∈ X. Without loss of generality, we may assume that ψ is
non-negative. Fix y ∈ Ux.
For small η > 0, h ∈ Gη supp(ψ), and p ∈ P , let
ψη,+(h) := sup
w∈Gη
ψ(wh), Ψη,+(ph) :=
∫
Uph
ψη,+(utph)dt
and for upz ∈ BU (ε0)Pε1z let
Ψ˜η,+(upz) :=
1
µPSpz (BU (ε0)pz)
Ψη,+(pz).
By choice of ℓ, for any η > 0 and h ∈ Gη supp(ψ),
|ψη,+(h) − ψ(h)| ≪ ηSℓ(ψ),
and
|ψ(z)| ≤ S∞,0(ψ)≪ Sℓ(ψ),
where the implied constants depend on suppψ. Since the diameter of suppψ
is smaller than 1, we may assume that the implied constant in the above is
absolute. Then, for any u ∈ U such that asuy = u
′pz ∈ BU (ε0)Pε1z and
0 < η < 1, we have∣∣∣Ψ˜η,+(asuy)∣∣∣ =
∣∣∣∣ 1µPSpz (BU (ε0)pz)
∫
Upz
ψη,+(utpz)dt
∣∣∣∣
=
µLebpz (BU (ε0)pz)
µPSpz (BU (ε0)pz)
Sℓ(ψ)
≪ Sℓ(ψ),(85)
where the implied constant depends only on suppψ.
For small η > 0 and uy ∈ BU (η + ε0)y, let
fη,+(uy) := sup
w∈BU (η)
f(wuy)
Using Lemma 6.2 and Lemma 6.5 in [24], we get that for some absolute
constant c > 0,
e(n−1−δΓ)s
∫
BU (ρ)y
ψ(asuty)f(uty)dt≪
∫
U
Ψ˜cε,+(asuty)fce−sε,+(uty)dµ
PS
y (t)
≤
∫
BU (ρ+ce−sε)y
Ψ˜cε,+(asuty)dµ
PS
y (t),
where the implied constant is absolute. Then, by (85) we get
e(n−1−δΓ)s
∫
BU (ρ)y
ψ(asuty)f(uty)dt≪suppψ µ
PS
y (BU (ρ+ ce
−sε)y)Sℓ(ψ)
The claim now follows from Lemma 3.8. 
We are now ready to prove Theorem 1.4. For the reader’s convenience,
we restate that theorem below:
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Theorem 7.2. For any 0 < ε < 1 and s0 ≥ 1, there exist ℓ = ℓ(Γ) ∈ N
and κ = κ(Γ, ε) > 0 satisfying: for every ψ ∈ C∞c (G/Γ), there exists c =
c(Γ, suppψ) such that for every x ∈ G/Γ that is (ε, s0)-Diophantine, and
for all T ≫Γ,suppψ,ε s0,∣∣∣∣∣ 1µPSx (BU (T ))
∫
BU (T )
ψ(utx)dt−m
BR(ψ)
∣∣∣∣∣ ≤ cSℓ(ψ)r−κ,
where Sℓ(ψ) is the ℓ-Sobolev norm.
Proof. We keep the notation of §4. By an argument similar to the proof
of Theorem 1.5, we may assume that ψ is supported on an admissible box.
Because ψ is compactly supported, we may also assume ψ ≥ 0.
Let β > 0 satisfy the conclusion of Theorem 4.1 for ε and s0. Let κ
′ > 0,
ℓ ∈ N satisfy the conclusion of Theorem 5.3.
Since x is (ε, s0)-diophantine, by Theorem 4.1, for T ≫Γ,ε s0 and R ≥ R0,
we have
(86) µPSx0 (BU (T0)x0 ∩ X (R))≪ µ
PS
x0 (BU (T0)x0)e
−βR,
where
(87) sε :=
ε
2
log T, x0 := a−sεx, and T0 = T
1− ε
2 .
Observe that by (4), (9), and (10),
1
µPSx (BU (T ))
∫
BU (T )
ψ(utx)dt =
e(n−1−δ)sε
µPSx0 (BU (T0))
∫
BU (T0)
ψ(asεutx0)dt.
Fix R > R0 and define
Q0 := BU (T0)x0 ∩ C(R).
Since for any R ≥ R0 the set C(R) is in the convex core of H
n/Γ,
(88) Q0 ⊆ suppm
BMS.
Let ρ > 0 be smaller than half of the injectivity radius of Q0.
First, by Lemma 2.9, there exist {y : y ∈ I0} ⊆ Q0 and fy ∈ C
∞
c (BU (2ρ)y)
satisfying
(89) Sℓ(fy)≪ ρ
−ℓ+n−1
and ∑
y
fy = 1 on E1 :=
⋃
y∈I0
BU (ρ)y ⊇ Q0
and 0 outside of
E2 =
⋃
y∈I0
BU (2ρ)y.
42 N. TAMAM AND J. M. WARREN
By replacing references to Theorem 1.5 with references to Theorem 5.3,
the exact same argument as in the proof of Theorem 1.3 will establish that
for T ≫Γ e
2R/ε and
(90) κ =
βε
4
, ρ ≤ T−κ/α, R =
κ log T
β
,
we get that if we assume without loss of generality that κ′ < 2β and also
that T ≫Γ 1,
(91)
e(n−1−δΓ)sε
µPSx0 (BU (T0)x0)
∫
utx0∈E1
ψ(asεutx0)dt−m
BR(ψ)≪ Sℓ(ψ)T
−κ,
where the implied constants depend on Γ and suppψ.
We now want to bound the integral over BU (T0)x0 \ E1. Using Lemma
2.9 again, we may deduce that there exist {y : y ∈ I1} ⊆ BU (T0)x0 \E1 and
fy ∈ C
∞
c (BU (ρ/2)y) satisfying
∑
y∈I1
fy = 1 on
⋃
y∈I1
BU (ρ/4)y and 0 outside
of
E3 :=
⋃
y∈I1
BU (ρ/2)y.
In particular, by the definition of E1, we have
E3 ⊆ (BU (T0)x0 \Q0) ∪ (BU (T0 + ρ/2)x0 \BU (T0))x0.
Using Lemma 7.1 we arrive at
e(n−1−δΓ)sε
∫
BU (T0)\E1
ψ(asεutx0)dt
≤ e(n−1−δΓ)sε
∑
y∈I1
∫
BU (ρ/2)y
ψ(asεuty)fy(uty)dt
≪
∑
y∈I1
Sℓ(ψ)µ
PS
y (BU (ρ/2)y)
≤ Sℓ(ψ)(µ
PS
x0 (BU (T0)x0 \Q0) + µ
PS
x0 ((BU (T0 + ρ/2) \BU (T0))x0)).
Thus, by Lemma 3.8 and equations (86), (90), we have
e(n−1−δΓ)sε
∫
BU (T0)\E1
ψ(asεutx0)dt≪ Sℓ(ψ)µ
PS
x0 (BU (T0)x0)
(
e−βR + ρα
)
≪ Sℓ(ψ)µ
PS
x0 (BU (T0)x0)T
−κ.
Using (91), we may now deduce
e(n−1−δΓ)sε
µPSx0 (BU (T0)x0)
∫
BU (T0)
ψ(asεutx0)dt−m
BR(ψ)≪ Sℓ(ψ)T
−κ.
On the other hand, define
Q1 := BU (T0 − 2ρ)x0 ∩ C(R).
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As before, according to Lemma 2.9, there exist {y : y ∈ I1} ⊆ Q1 and
fy ∈ C
∞
c (BU (2ρ)y) satisfying
Sℓ(fy)≪ ρ
−ℓ+n−1
and ∑
y∈I1
fy = 1 on E4 :=
⋃
y∈I1
BU (ρ)y
and 0 outside of
(92)
⋃
y∈I1
BU (2ρ)y ⊆ BU (T0)x0.
Hence,∫
utx0∈BU (T0)x0
ψ(asεutx0)dt ≥
∑
y∈I1
∫
utx0∈BU (2ρ)y
ψ(asεutx0)fy(utx0)dt.
By Theorem 5.3 we have∫
utx0∈BU (T0)x0
ψ(asεutx0)dt ≥ µ
PS
x0 (BU (T0−2ρ))(m
BR(ψ)−c2Sℓ(ψ)e
−κ′sε/2),
and by Lemma 3.8 we arrive at
≥ µPSx0 (BU (T0)) (1− c3 (2ρ)
α)
(
mBR(ψ)− c2Sℓ(ψ)e
−κ′sε/2
)
.
Hence, (90) implies
e(n−1−δΓ)sε
µPSx0 (BU (T0)x0)
∫
utx0∈E1
ψ(asεutx0)dt−m
BR(ψ)≫ Sℓ(ψ)T
−κ.

8. Known Exponential Mixing Results
Throughout the paper we assume the existence of an exponential mixing
result (see Assumption 1.1). In this section we elaborate on the conditions
under which such a result is known. Here we assume that Γ is a Zariski
dense discrete subgroup of G.
Γ is called convex cocompact if the convex core of Hn/Γ is compact (see §2
for the definition of the convex core). For Γ convex-cocompact, Assumption
1.1 was proved by Sarkar and Winter in [34, Theorem 1.1].
Recall that in §2 we fixed a point wo ∈ T
1(Hn) and denoted M =
StabG(wo). Denote by Gˆ and Mˆ the unitary dual of G and M , respec-
tively. A representation (π,H) ∈ Gˆ is called tempered if for any K-finite
v ∈ H, the associated matrix coefficient function g 7→ 〈π(g)v, v〉 belongs to
L2+ε(G) for any ε > 0, and non-tempered otherwise. The non-tempered
part of Gˆ consists of the trivial representation, and complementary series
representations U(v, s − n + 1) parameterized by v ∈ Mˆ and s ∈ Iv, where
Iv ⊆ (
n−1
2 , n− 1) is an interval depending on v (see Hirai [12]).
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Definition 8.1. The space L2(X) has a spectral gap if there exist n−12 <
s0 = s0(Γ) < δ and n0 = n0(Γ) ∈ N such that
(1) the multiplicity of U(v, δΓ − n + 1) contained in L
2(X) is at most
dim(v)n0 for any v ∈ Mˆ ;
(2) L2(X) does not weakly contain any U(v, s − n + 1) with s ∈ (s0, δ)
and v ∈ Mˆ .
According to [24, Theorem 3.27], if δΓ >
n−1
2 for n = 2, 3, or if δΓ >
n − 2 for n ≥ 4, then L2(X) has a spectral gap. If δΓ ≤
n−1
2 , then there
is no spectral gap, and it was conjectured that if δΓ >
n−1
2 , then L
2(X)
has a spectral gap (see [24]). Note that if there are cusps, it follows from
the assumption that each cusp is of rank n − 1 that we are also assuming
δΓ >
n−1
2 .
For Γ geometrically finite such that L2(X) has a spectral gap and δΓ >
n−1
2 , Mohammadi and Oh stated in [24, Theorem 1.6] an exponential mixing
result similar to Assumption 1.1. In their statement the constant c depends
on Γ and the support of the functions. The dependence on the support of
the functions arises in the last part of the proof (see [24, §6.3]), and can be
omitted using the following lemma.
Lemma 8.2. If δ > (n− 1)/2, then there exists c = c(Γ) > 0 such that any
B ⊂ X of diameter smaller than 1 satisfies
mBR(B) ≤ c.
Proof. For any g ∈ G denote
Φ0(g) = |νg(o)|,
where o is the projection of wo onto H
n and for any x ∈ Hn, νx is the
Patterson-Sullivan density defined in §2.1. Since Φ0 is Γ-invariant, it can be
considered as a smooth function on X. Moreover, by assuming B contains
K = StabG(o) and using the Cauchy Schwartz inequality, we get
mBR(B) =
∫
B
Φ0(g)dm
Haar(g)
≤
√
dmHaar(B) ‖Φ0‖2
≪ ‖Φ0‖2 .
According to [40, §7] and by the assumption δ > (n − 1)/2, we have that
φ0 ∈ L
2(X). 
References
[1] T. Aubin, Nonlinear analysis on manifolds, GM 252 Springer, 1982.
[2] B. H. Bowditch, Geometrical finiteness for hyperbolic groups, J. Funct. Anal.,
113(2):245317, 1993.
[3] M. Burger, Horocycle flow on geometrically finite surfaces, Duke Math. J., 61 (1990),
779–803.
EFFECTIVE EQUIDISTRIBUTION 45
[4] S. G. Dani, J. Smillie, Uniform distribution of horocycle orbits for Fuchsian groups,
Duke Math. J.,51(1):185194, 1984.
[5] T. Das, D. S. Simmons, and M. Urban´ski, Geometry and dynamics in
Gromov hyperbolic metric spaces: with an emphasis on non-proper settings,
http://arxiv.org/abs/1409.2155, preprint 2014.
[6] T. Das, L. Fishman, D. Simmons, M. Urban´ski, Extremality and dynamically
defined measures, part II: Measures from conformal dynamical systems, 1-38.
doi:10.1017/etds.2020.46
[7] S. C. Edwards, Effective Equidistribution of the Horocycle Flow on Geometrically
Finite Hyperbolic Surfaces, International Mathematics Research Notices, rnz263,
[8] S. Edwards, H. Oh, Spectral gap and exponential mixing on geometrically finite hy-
perbolic manifolds, arXiv:2001.03377v1.
[9] L. Flaminio, G. Forni, Invariant distributions and time averages for horocycle flows,
Duke Math. J. 119 (2003), No. 3, pp. 465-526.
[10] H. Furstenberg, The unique ergodicity of the horocycle flow, Recent advances in topo-
logical dynamics (Proc. Conf., Yale Univ., New Haven, Conn.,1972; in honor of Gus-
tav Arnold Hedlund), pp. 95115. Lecture Notes in Math.,318, Springer, Berlin, 1973.
[11] R. Hill, S. Velani, The Jarn´ik-Besicovitch theorem for geometrically finite Kleinian
groups, Proceedings of the LMS, 77 (1998), pp. 524-550.
[12] T. Hirai, On irreducible representations of the Lorentz group of n-th order. Proc.
Japan. Acad., Vol 38., 258-262, 1962.
[13] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators, vol. I, Distri-
bution Theory and Fourier Analysis, Grundlehren Math. Wiss. vol. 256, 2nd edn.
Springer, Berlin (1990).
[14] V. A. Kaimanovich, Invariant measures for the geodesic flow and measures at infinity
on negatively curved manifolds, Ann. I.H.P., Physique The´orique 53, n. 4 (1990) 361-
393.
[15] Asaf Katz, Quantitative disjointness of nilflows from horospherical flows, preprint.
[16] D. Kelmer, H.Oh, Exponential mixing and shrinking targets for geodesic flow on ge-
ometrically finite hyperbolic manifolds, Preprint.
[17] D. Kleinbock, G. A. Margulis. Bounded orbits of nonquasiunipotent flows on homo-
geneous spaces, Sinais Moscow Seminar on Dynamical Systems, Amer. Math. Soc.
Transl. Ser. 2, 171, Amer. Math. Soc., Providence, RI (1996), pp. 141-172.
[18] D. Kleinbock, G. A. Margulis. Flows on homogeneous spaces and Diophantine ap-
proximation on manifolds, Ann. of Math. (2) 148 (1998), no. 1, 339360.
[19] D. Y. Kleinbock, E. Lindenstrauss, B. Weiss, On fractal measures and Diophantine
approximation, Selecta Math 10 (2004), 479523.
[20] G. Margulis, On some aspects of the theory of Anosov systems, On Some Aspects of
the Theory of Anosov Systems, p. 171. Springer, 2004.
[21] F. Maucourant, B. Schapira, Distribution of orbits in the plane of a finitely generated
subgroup of SL(2,R), Amer. J. of Math., 136 (2014), 14971542.
[22] T. McAdam, Almost-primes in horospherical flows on the space of lattices, arXiv
1802.08764, 2018.
[23] M. V. Melia´n and D. Pestana, Geodesic excursions into cusps in finite volume hyper-
bolic manifolds, Michigan Math. J. 40 (1993) 7793.
[24] A. Mohammadi, H. Oh, Matrix coefficients, Counting and Primes for orbits of geo-
metrically finite groups, J. European Math. Soc. 17, (2015), 837897.
[25] A. Mohammadi, H. Oh, Classification of joinings for Kleinian groups, Duke Math.
J., 165 (2016), no. 11, 2155–2223.
[26] A. Mohammadi, H. Oh, Isolations of geodesic planes in the frame bundle of a hyper-
bolic 3-manifold. arXiv: 2002.06579.
[27] H. Oh, N. Shah, Equidistribution and counting for orbits of geometrically finite hy-
perbolic groups, J. Amer. Math. Soc. 26 (2013), 511–562.
46 N. TAMAM AND J. M. WARREN
[28] S. J. Patterson, On a lattice-point problem in hyperbolic space and related questions
in spectral theory, Ark. Mat., Vol 26 (1988), p. 167–172.
[29] M. Raghunathan,Discrete subgroups of Lie groups. Math. Student 2007, Special Cen-
tenary Volume, 5970 (2008).
[30] M. Ratner, Distribution rigidity for unipotent actions on homogeneous spaces, Bull.
Amer. Math. Soc. (N.S.), 24(2) (1991), p.321325.
[31] T. Roblin, Ergodicite´ et e´quidistribution en courbure ne´gative. Me´m. Soc. Math. Fr.
(N.S.), 95:vi+96 (2003).
[32] P. Sarnak, Asymptotic Behavior of Periodic Orbits of the Horocycle Flow and Eisen-
stein Series. Comm. Pure Appl. Math., 34 (1981) p. 714-739.
[33] P. Sarnak, A. Ubis, The horocycle flow at prime times, J. Math. Pure Appl. Vol. 103
(2015), p. 575-618.
[34] P. Sarkar, D. Winter, Exponential mixing of frame flows for convex cocompact hyper-
bolic manifolds, arXiv:2004.14551.
[35] B. Schapira, Lemme de lOmbre et non divergence des horosphe`res dune varie´te´
ge´ome´triquement finie, Annales de lInstitut Fourier, 54 (2004), no. 4, 939-987.
[36] H. Shimizu, On discontinuous groups acting on the product of the upper half planes,
Ann. Math., II. Ser. 77 (1963) 3371.
[37] B. Stratmann and M. Urban´ski, Diophantine extremality of the Patterson measure,
Math. Proc. Cambridge Philos. Soc. 140 (2006), 297304.
[38] B. Stratmann, S. Velani, The Patterson measure for geometrically finite groups with
parabolic elements, new and old, Proc. of the London Math. Soc., Vol. s3-71, Issue 1
(1995), pp. 197-220.
[39] A. Stro¨mbergsson, On the Deviation of Ergodic Averages for Horocycle Flows, J. Mod.
Dyn., Vol. 7 (2013), pp. 291-328.
[40] D. Sullivan, The density at infinity of a discrete group of hyperbolic motions, Inst.
Hautes Etudes Sci. Publ. Math., (50):171202, 1979.
[41] D. Sullivan, Disjoint spheres, approximation by imaginary quadratic numbers and the
logarthm law for geodesics. Acta Math., 149: 251237, 1982 1, 4, 12.
[42] D. Winter,Mixing of frame flow for rank one locally symmetric manifolds and measure
classification, Israel J. Math., 210 (2015), 465–507.
(N. Tamam and J. M. Warren) Department of Mathematics, University of Cal-
ifornia, San Diego
