We prove that any implementation of pivotal sampling is more efficient than multinomial sampling. This yields the weak consistency of the Horvitz-Thompson estimator and the existence of a conservative variance estimator. A small simulation study supports our findings.
Introduction
Many procedures exist for without-replacement unequal probability sampling. Pivotal sampling (Deville and Tillé, 1998; Tillé, 2011; Chauvet, 2012) is a very simple sequential procedure. It satisfies strong properties of negative dependence, as proved in Dubhashi et al. (2007) ; Brown Cramer et al.
(2011); Brändén and Jonasson (2011); Jonasson (2012) . In particular, pivotal sampling avoids the selection of neighbouring units. This makes it particularly useful for spatial sampling, where it enables selecting samples well spread over space. A vast literature has recently focused on such applications for pivotal sampling, see for example Grafström et al. (2012) ; Grafström and Ringvall (2013) ; ; Grafström and Tillé (2013) ; Dickson et al. (2014) ; Benedetti et al. (2015) ; Dickson and Tillé (2015) ; Fattorini et al. (2015) ; Vallée et al. (2009) . Pivotal sampling has also found uses for longitudinal surveys (Nedyalkova et al., 2009 ).
For a sampling design, basic properties for estimation are that: a) the Horvitz-Thompson (HT) estimator is weakly consistent for the true total; b) the HT-estimator satisfies a central-limit theorem; c) a weakly consistent variance estimator is available for the HT-estimator. Two of these properties are tackled in this paper. We prove that any implementation of pivotal sampling is more efficient than multinomial sampling, which gives a) under a simple moment condition; see Tillé (2011, Section 5.4 ) for a detailed description of multinomial sampling. It is not possible to prove c), since some second-order inclusion probabilities are zero for pivotal sampling leading to biased variance estimators. However, we prove that the Hansen-Hurvitz (HH) variance estimator (Tillé, 2011, equation 5.5) provides an upper bound for the true variance, which enables to give conservative confidence intervals.
Using sufficient conditions listed in Gabler (1990) , it has been proved that the Sampford design and the conditional Poisson sampling design (Gabler, 1981 (Gabler, , 1984 Qualité, 2008) are more efficient than multinomial sampling. Some simple counterexamples prove that none of these sufficient conditions hold for pivotal sampling. Different tools are thus used in the present paper to obtain this property for pivotal sampling. Some basic notations are given in Section 2. Ordered pivotal sampling and multinomial sampling are briefly presented in Section 3. Our main results are given in Section 4. A small simulation study supporting our theoretical results is presented in Section 5.
Notations
Consider a finite population U consisting of N sampling units represented by integers k = 1, . . . , N. Denote by π = (π 1 , . . . , π N ) ⊤ a vector of probabilities, with 0 < π k ≤ 1 for any unit k in U, and n = k∈U π k the expected sample size. Let p(·) denote a sampling algorithm with parameter π, that is, such that the expected number of draws for unit k in the sample equals π k . We note E(·) and V (·) for the expectation and variance. For any variable of interest y, the total t y = k∈U y k is unbiasedly estimated byt p y = k∈S pyk wherey k = π −1 k y k , with S p a sample selected by means of the sampling algorithm p(·). In case of with-replacement sampling, a unit k may appear several times in S p andt p y is the Hansen and Hurvitz (1943) estimator. In case of without-replacement sampling, a unit k may appear only once in S p andt p y is the Horvitz and Thompson (1952) estimator. We define the cumulated inclusion probabilities for unit k as C k = k l=1 π l , with C 0 = 0. The unit k is cross-border if C k−1 < i and C k ≥ i for some integer i = 1, . . . , n − 1. These cross-border units are denoted as k i , and we
. . , n − 1. We now describe a clustering of the units in U which leads to a population denoted as U c , so as to simplify demonstrating that pivotal sampling is more efficient than multinomial sampling. Indeed, it will follow from Proposition 1 in Section 3 that it is sufficient to prove the result when sampling in U c .
The population U c = {u 1 , . . . , u 2n−1 } is obtained by clustering the units in U as follows: each cross-border unit k i forms a separate cluster u 2i of size 1 with associated probability φ 2i = a i + b i , for i = 1, . . . , n − 1; the non cross-border units k such that k i−1 < k < k i are grouped to form the cluster u 2i−1 with associated probability φ 2i−1 = 1 − b i−1 − a i for i = 1, . . . , n, where k 0 = 0 and k n = N +1. We note φ = (φ 1 , . . . , φ 2n−1 ). In the example presented in Figure   1 , the population U contains two cross-border units k 1 = 3 and k 2 = 5. In the associated clustered population U c = {u 1 , . . . , u 5 }, the clusters of non cross-border units are u 1 , which gathers units k = 1, 2; u 3 , which contains the sole unit k = 4; u 5 , which gathers units k = 6, 7, 8. The clusters of cross-border units are u 2 which contains the sole unit k 1 = 3, and u 4 which contains the sole unit k 2 = 5. We take (F 1 , L 1 ) = (u 1 , u 2 ) with probability 1 − (1 − b 1 ) −1 a 1 = 2/7 and (F 1 , L 1 ) = (u 2 , u 1 ) with probability 5/7. In the first case, H 2 is selected among {u 2 , u 3 } with probabilities proportional to (0.3, 0.4). If H 2 = u 3 , say, we take (F 2 , L 2 ) = (u 3 , u 4 ) with probability 1 − (1 − b 2 ) −1 a 2 = 1/2 and (F 2 , L 2 ) = (u 4 , u 3 ) with probability 1/2. In the second case, H 3 is selected among {u 3 , u 5 } with probabilities proportional to (0.4, 0.6). This is also the last selected unit F 3 . If H 3 = u 3 , say, the sample is (F 1 , F 2 , F 3 ) = (u 1 , u 4 , u 3 ).
The complete probability tree is given in the Supplementary Material.
Multinomial sampling (ms) with parameter π is a with replacement sampling Algorithm 1 Ordered pivotal sampling with parameter π in U • One unit denoted as H 1 is selected among {1, . . . , k 1 − 1} with probabilities proportional to (π 1 , . . . , π k 1 −1 ).
• The unit H 1 faces the cross-border unit k 1 . One unit, denoted as F 1 , is selected in the sample while the other unit, denoted as L 1 , goes on with the residual probability b 1 . We have:
• The n−1 remaining sampled units {F 2 , . . . , F n } are drawn according to ordered pivotal sampling in the population U (2) = {L 1 , k 1 + 1, . . . , N} with inclusion probabilities π
• The final sample is {F 1 , . . . , F n }.
algorithm, which consists of n independent draws from the population U. At each draw, some unit k in U is selected with probability n −1 π k . The variance of the Hansen-Hurvitz estimator under multinomial sampling is
Proposition 1 is a characterization of both sampling designs as two-stage procedures. The result for ordered pivotal sampling is given in Chauvet (2012). The proof for multinomial sampling is omitted. selected with a probability φ
From Proposition 1, we havet ops y
k∈S iy k , which leads to 
Comparison of the Sampling Algorithms
In equations (3) and (4), the first term on the right-hand side represents the variance due to the first stage of sampling, while the second term represents the variance due to the second stage of sampling. Clearly, ordered pivotal sampling and multinomial sampling may only differ with respect to the first term of variance. It is thus sufficient to prove that ordered pivotal sampling is more efficient when sampling in the clustered population U c . The proof of Proposition 2 is available from the authors.
Proposition 2 We have:
Theorem 1 Ordered pivotal sampling with parameter π is more accurate than Multinomial sampling with parameter π.
Theorem 1 follows from Proposition 2 with a proof by induction. It implies the weak consistency of the HT-estimator, as summarized in Theorem 2.
Theorem 2 Assume that: −1 t ops y − t y 2 , we have
It follows from (7) and Theorem 1 that the HH-variance estimator can always be used as a conservative variance estimator for pivotal sampling. This result is particularly of interest in a spatial sampling context (Grafström et al., 2012) when the joint selection of neighbouring units is avoided so as to build an efficient sampling design.
Theorem 1 can be easily extended to any randomized version of ordered pivotal sampling. Denote by σ a random permutation of the units in U. Randomized pivotal sampling is obtained by applying Algorithm 1 to the random-
Then it is easily shown that randomized pivotal sampling with parameter π is more accurate than multinomial sampling with parameter π. This implies that under randomized pivotal sampling, the HT-estimator is weakly consistent for t y under the assumption H1 and the HH-variance estimator is always conservative for the true variance.
Simulation study
We conducted a simulation study to confirm our theoretical results. We used the clustered population U c associated to the sample size n = 3, presented in Figure 1 . We considered all the possible sets of inclusion probabilities with a skip of 0.05; that is, all the possible sets of inclusion probabilities φ = (φ 1 , φ 2 , φ 3 , φ 4 , φ 5 ) such that for any i = 1, . . . , 5, φ i = 0.05m i for some integer m i , with 0 < φ i < 1 and 5 i=1 φ i = 3. This led to 24, 396 cases. As proved in Gabler (1984) , a sampling design is more efficient than multinomial sampling iff the matrix B = (φ ij /φ j ) i,j∈Uc has its second largest eigenvalue λ 2 ≤ 1, with φ ij the second-order inclusion probability for clusters u i and u j . In fact, λ 2 corresponds to the largest possible value for the ratio of the variances under ordered pivotal sampling and under multinomial sampling, see Gabler (1990, page 69, equation (3)).
For each of the 24, 396 cases, we computed B using the formulas for secondorder inclusion probabilities given in Theorem 5.2 in Chauvet (2012) , and the second largest eigenvalue of B. The values of λ 2 ranged from 0.625 to 0.991, confirming the result. We conducted a similar simulation study on the clustered population U c for a sample size n = 5, with a skip of 0.10. For each of the 31, 998 cases, the values of λ 2 ranged from 0.666 to 0.975.
