Gaussian random fields are popular models for spatially varying uncertainties, arising for instance in geotechnical engineering, hydrology or image processing. A Gaussian random field is fully characterised by its mean function and covariance operator. In more complex models these can also be partially unknown. In this case we need to handle a family of Gaussian random fields indexed with hyperparameters. Sampling for a fixed configuration of hyperparameters is already very expensive due to the nonlocal nature of many classical covariance operators. Sampling from multiple configurations increases the total computational cost severely. In this report we employ parameterised Karhunen-Loève expansions for sampling. To reduce the cost we construct a reduced basis surrogate built from snapshots of Karhunen-Loève eigenvectors. In particular, we consider Matérn-type covariance operators with unknown correlation length and standard deviation. We suggest a linearisation of the covariance function and describe the associated online-offline decomposition. In numerical experiments we investigate the approximation error of the reduced eigenpairs. As an application we consider forward uncertainty propagation and Bayesian inversion with an elliptic partial differential equation where the logarithm of the diffusion coefficient is a parameterised Gaussian random field. In the Bayesian inverse problem we employ Markov chain Monte Carlo on the reduced space to generate samples from the posterior measure. All numerical experiments are conducted in 2D physical space, with non-separable covariance operators, and finite element grids with ∼ 10 4 degrees of freedom.
Introduction
Many mathematical models in science and engineering require input parameters which are often not fully known or are perturbed by observational noise. In recent years it has become standard to incorporate the noise or lack of knowledge in a model by using uncertain inputs. In this work we are interested in models based on partial differential equations (PDEs) where the inputs are spatially varying random functions. These so called random fields are characterised by a probability measure on certain function spaces.
We consider two typical tasks in uncertainty quantification (UQ): (i) the forward propagation of uncertainty (forward problem) [28, 62] , and (ii) the (Bayesian) inverse problem [17, 65] . In (i) we study the impact of uncertain model inputs on the model outputs and quantities of interest. The mathematical task is to derive the pushforward measure of the model input under the PDE solution operator. In (ii) we update a prior distribution of the random inputs using observations; this gives the posterior measure. Mathematically, this amounts to deriving the conditional measure of the inputs given the observations using a suitable version of Bayes' formula. Unfortunately, in most practical cases there are no analytical expressions for either the pushforward or the posterior measure. We focus on sampling based measure approximations, specifically Monte Carlo (MC) for the forward problem, and Markov chain Monte Carlo (MCMC) for the Bayesian inverse problem. Importantly, MC and MCMC require efficient sampling procedures for the random inputs.
In this work we consider Gaussian random fields which are popular models e.g. in hydrology. We recall the following sampling approaches for Gaussian random fields. Factorisation methods construct either a spectral or Cholesky decomposition of the covariance matrix. The major computational bottleneck is the fact that the covariance operator is often nonlocal, and a discretisation will almost always result in a dense covariance matrix which is expensive to handle. Circulant embedding [9, 19, 29] relies on structured spatial grids and stationary covariance operators. In this case, the covariance matrix can be factorised using the Fast Fourier Transform. Alternatively, we can approximate the covariance matrix by hierarchical matrices and low rank techniques, see e.g. [3, 11, 18, 26, 39] . A pivoted Cholesky decomposition is studied in [32] . More recently, the so called SPDE-based sampling has been developed in the works [6, 7, 48, 49, 57] . The major idea is to generate samples of Gaussian fields with Matérn covariance operators by solving a certain discretised fractional PDE with white noise forcing. The Karhunen-Loève (KL) expansion [38, 42] is another popular approach for sampling Gaussian random fields, however, it also suffers from the nonlocal nature of many covariance operators. See e.g. the works [5, 14, 39, 52, 59, 60, 71] for the efficient computation of the KL expansion.
Gaussian random fields are completely characterised by the mean function and covariance operator, and are thus simple models of spatially varying functions. They are also flexible; depending on the regularity of the covariance operator it is possible to generate realisations with different degrees of smoothness. However, in some practical situations the full information on the covariance operator might not be available, e.g. the correlation length, smoothness, and point-wise variance of the random field are not known. Of course, these model parameters can be fixed a priori. However, the posterior measure of a Bayesian inverse problem is often very sensitive to prior information. We illustrate this in the following simple example. Example 1.1 We consider a Gaussian random field with exponential covariance operator on the unit square D = (0, 1) 2 and correlation length = 0.5. The goal is to estimate the statistics of this field given 9 noisy point observations within the framework of Bayesian inversion (cf. § A.2). The noise is centered Gaussian with a noise level about 1%. In Figure 1 .1 we plot a realisation of the true field together with the posterior mean and variance associated with four prior fields with a different (fixed) correlation length each. The posterior mean and variance have been computed analytically. Note that this is possible since is fixed, the prior and noise are Gaussian, and the forward response operator is linear.
We make two observations in Figure 1 .1. First, we see that it is not possible to identify the true random field perfectly in this experiment. This is due to the sparsity of the data; it is not a defect of the Bayesian inversion. The posterior measure is well-defined, and has been computed analytically without a sample error in this experiment.
The second observation is the main motivation for our work. We clearly see in Figure 1 .1 that the posterior measure depends crucially on the underlying prior measure and associated correlation length. If the assumed correlation length is too small compared to the truth, then the posterior mean estimate is only accurate close to the observation locations. If, on the other hand, the assumed correlation length is too large, we obtain an overconfident posterior mean estimate. Inaccurate, fixed prior random field parameters can substantially deteriorate the estimation result in Bayesian inverse problems. We treat this problem by modelling unknown hyperparameters as random variables.
In statistics, a model with multiple levels of randomness is called a hierarchical model. In Bayesian statistics, this means that we work with parameterised prior measures (hyperpriors). Hierarchical models in forward and inverse UQ are discussed in [70] . We also refer to [54, Ch.10] for general hierarchical Bayesian analyses. Hierarchical Bayesian inverse problems with spatially varying random fields are discussed in [6, 22, 37, 56, 63, 66] . Hierachical models are also considered in the frequentist approach to inference, see e.g. [33, 46] for random field models and spatial statistics.
In our work we consider parameterised Gaussian random fields where the covariance operator depends on random variables. Notably, the resulting random field is not necessarily Gaussian, and we can thus model a larger class of spatial variations. However, the greater flexibility of parameterised Gaussian fields brings new computational challenges as we explain next.
Assume that we discretise a Gaussian random field by a KL expansion. The basis functions in this expansion are the eigenfunctions of the covariance operator. For fixed, deterministic hyperparameters it is sufficient to compute the KL eigenpairs only once since the covariance operator is fixed. However, changing the hyperparameters changes the covariance and often requires to re-compute the KL eigenpairs. The associated computational cost and memory requirement scales at least quadratically in the number of spatial unknowns. Hence it is often practically impossible to use uncertain hyperparameters in a (Gaussian) random field model in 2D or 3D physical space. To overcome this limitation we suggest and study a reduced basis (RB) surrogate for the efficient computation of parameter dependent KL expansions. In [63] the authors use a polynomial chaos surrogate for this task. In contrast, our reduced basis surrogate approximates the KL eigenpairs by a linear combination of snapshot eigenpairs associated with certain fixed values of the hyperparameters. Since this requires the solution of eigenproblems in a small number of unknowns (which is equal to the number of reduced basis functions) the computational cost can be reduced significantly.
Reduced basis methods were introduced in [47] , and are typically used to solve PDEs for a large number of parameter configurations, see e.g. [34, 53] . In contrast, parameterised eigenproblems have not been treated extensively with reduced basis ideas. We refer to [27, 35, 36, 43, 61, 67] for applications and reviews of reduced basis surrogates for parameterised eigenproblems with PDEs. For non-parametric KL eigenproblems we mention that reduced basis methods have been combined with domain decomposition ideas [14] . In this situation we need to solve several low-dimensional eigenproblems on the subdomains in the physical space. It is then possible to construct an efficient reduced basis by combining the subdomain solutions, see [14] for details.
The forward and inverse uncertainty quantification with PDE-based models typically requires many expensive model evaluations. These evaluations are the basis but also the bottleneck in virtually any UQ method. While we construct a surrogate to replace the expensive computation of KL eigenpairs, it is much more common in the UQ literature to construct surrogates for the underlying computational model. See e.g. [25, 50, 51] for the forward problem and [12, 21, 40, 44, 45, 58, 64] for the Bayesian inverse problem.
We point out that many differential operators are local, and hence the associated discretised operator is often sparse. Linear equations or eigenvalue problems with sparse coefficient matrices can often be solved with a cost that scales linearly in the number of unknowns. In contrast, the reduced linear system matrix is often dense and the solution cost is at least quadratic in the number of unknowns. Hence, for reduced basis methods to be cheaper compared to solves with the full discretised PDE operator it is necessary that the size of the reduced basis is not too large compared to the number of unknowns of the full system. Notably, in most cases the discretised KL eigenproblem results in a dense matrix since the covariance integral operator is nonlocal. Hence we expect a significant reduction of the total computational cost even if the size of the reduced basis is only slightly smaller than the number of unknowns in the unreduced eigenspace.
The remainder of this report is organised as follows. In §2 we establish briefly the mathematical theory and computational framework for working with parameterised Gaussian random fields. In §3 we propose and study a reduced basis surrogate for the parametric KL eigenpairs. Specifically, we consider Matérn-type covariance operators, and suggest a linearisation to enable an efficient offline-online decomposition within the reduced basis solver. In §4 we introduce reduced basis sampling, and analyse its computational cost and memory requirements. Finally, we present results of numerical experiments in §5. We study the approximation accuracy and speed-up of the reduced basis surrogate, and illustrate the use of the reduced basis sampling for hierarchical forward and Bayesian inverse problems.
Mathematical and computational framework
To begin, we introduce the notation and some key elements, in particular, Gaussian and parameterised Gaussian measures. Moreover, we discuss sampling strategies and their associated costs for Gaussian and parameterised Gaussian measures. We focus on samplers which make use of truncated KL expansions.
Gaussian measures
Let (Ω, A, P) denote a probability space. We recall the notion of a real-valued Gaussian random variable which induces a Gaussian measure on R.
Definition 2.1
The random variable ξ : Ω → R follows a non-degenerate Gaussian measure, if
for some a ∈ R and b > 0. The Gaussian measure is degenerate, if b = 0. In this case, we define N(a, 0) := δ a , the Dirac measure concentrated in a.
Let X denote a separable R-Hilbert space with Borel-σ-algebra BX. We now introduce Gaussian measures on X.
Definition 2.2
The X-valued random variable θ : Ω → X has a Gaussian measure, if T θ follows a Gaussian measure for any T ∈ X * in the dual space of X. We write θ ∼ N(m, C), where
In Definition 2.2 we distinguish two cases. If X is finite-dimensional, then we call θ a (multivariate) Gaussian random variable with mean vector m and covariance matrix C. If X is infinite-dimensional, then θ is called Gaussian random field with mean function m and covariance operator C. We now discuss two options to construct a Gaussian measure with given mean function m ∈ X and covariance operator C : X → X. While any m ∈ X can be used as a mean function, we assume that C is a linear, continuous, trace-class, positive semidefinite and self-adjoint operator. This ensures that C is a valid covariance operator, see [2, 41] . We denote the set of valid covariance operators on X by CO(X).
If dim X < ∞, we can identify a Gaussian measure on X in terms of a probability density function w.r.t. the Lebesgue measure. Proposition 2.3 Let X := R N , m ∈ X and C ∈ CO(X) with full rank. Then, the Gaussian measure can be written as
is the associated probability density function.
If dim X = ∞, we can construct a Gaussian measure on X using the so-called Karhunen-Loève (KL) expansion. N(0, 1) . Then, the expansion
One can easily verify the following proposition, see [38, 42] .
In the remainder of this paper we assume that all eigenpairs are ordered descendantly with respect to the absolute value of the associated eigenvalues. For illustration purposes we give a example for a Gaussian measure on an infinite-dimensional, separable Hilbert space.
is open, bounded and connected. We define the exponential covariance operator with correlation length > 0 and standard deviation σ > 0 as follows,
where dist is the metric induced by the 2-norm.
We now briefly discuss the implications of and σ on a (mean-zero) Gaussian measure with exponential covariance operator N(0, C ( ,σ) exp ) as in (2.3). The correlation length models the strength of the correlation between the random variables θ(x) and θ(x ) in two points x, x ∈ D in the random field θ ∼ N(0, C ( ,σ) exp ). If is small, the marginals θ(x) and θ(x ) are only strongly correlated if dist(x, x ) is small. Otherwise, if is large, then θ(x) and θ(x ) are also strongly correlated, if dist(x, x ) is large. In Figure 2 .1, we plot samples of mean-zero Gaussian measures with exponential covariance and different correlation lengths. The pointwise standard deviation σ is constant for all x ∈ D. One can show that the realisations of θ are a.s. continuous, independently of and σ.
Parameterised Gaussian measures
We now construct parameterised measures. We denote the space of parameters by R ⊆ R N R and assume that R is non-empty and finite-dimensional. Moreover, we assume that (R, R) is a measurable space. The associated σ-algebra R is the trace-σ-algebra R := R ∩ BR N R := {R ∩ B : B ∈ BR N R }. In the following we denote an element of R by τ 0 and a random variable taking values in R by τ : Ω → R. We recall the notion of a Markov kernel; this is a measure-theoretically consistent object for the representation a parameterised probability measure.
is a probability measure for all τ 0 ∈ R.
We consider Markov kernels where K(·|τ 0 ) is a Gaussian measure for all τ 0 ∈ R. Hence, we define a parameterised Gaussian measure in terms of a Markov kernel from (R, R) to (X, BX). Particularly, we define
where
are measurable functions. The family of Gaussian measures in (2.4) does not define a valid parameterised measure yet, it remains to identify a measure on the parameter space R. To this end let τ : Ω → R be an R-valued random variable. We assume that τ is distributed according to some probability measure µ . Now, let θ : Ω → X be an X-valued random variable. We assume that θ ∼ K(·|τ). Then, the joint measure of (τ, θ) : Ω → R × X is given by
The measure µ in (2.5) models a two-step sampling mechanism. Indeed, to generate a sample (τ, θ) ∈ R × X with distribution µ we proceed as follows:
Finally, let µ be the marginal of µ w.r.t. to θ, i.e.,
Alternatively, µ can be defined in terms of the composition of µ and K, µ := µ K. Note that µ is a measure on X, and that the Markov kernel K is the parameterised Gaussian measure which we wanted to construct.
Remark 2.8
We point out that even if K(·|τ 0 ) is a Gaussian measure for any τ 0 ∈ R, the marginal µ is not necessarily a Gaussian measure. We give two examples.
(a) Let R := X := R, let µ be a Gaussian measure and K(·|τ 0 ) := N(τ 0 , σ 2 ). Then µ is a Gaussian measure. Indeed, this construction models a family of Gaussian random variables where the mean value is Gaussian.
(b) Let R be a finite set. Then µ is called Gaussian mixture and is typically not Gaussian. See §1.1 and §2.1 in [24] . Now, we return to Example 2.6 and construct an associated Markov kernel.
Example 2.9 We consider again the exponential covariance operator in (2.3). Let > 0 and σ > σ > 0.
exp ∈ CO(X) is a valid covariance operator. The parameters τ = ( , σ) are random variables on a non-empty set R :
The associated probability measure µ is given by
Here, µ is given such that 2. Sample the random field θ ∼ K(·| , σ) with exponential covariance operator, standard deviation σ and correlation length .
Hence, we modelled a Gaussian random field with exponential covariance, where the correlation length and standard deviation are unknown.
In the following sections we study parameterised Gaussian measures in the setting of forward uncertainty propagation and Bayesian inversion.
Sampling of Gaussian random fields
Consider a Gaussian random field N(m, C) on (X, BX). For practical computations the infinite-dimensional parameter space X must be discretised. Here, we use finite elements. Let B h := (ϕ i : i = 1, . . . , N) ∈ X N denote an N-dimensional basis of a finite element space. We approximate X by X h := span(B h ). Note that we can identify 
are the eigenpairs of C. Recall that the eigenvectors form an orthonormal basis of X and that ξ ∼ N(0, Id N ). Computing the spectral decomposition of a symmetric matrix is typically more expensive compared to the Cholesky decomposition. However, for some special cases the spectral decomposition can be computed cheaply. One example is circulant embedding [19] which requires a structured mesh, and a stationary covariance function. Another example can be found in [22] where the eigenpairs of the covariance operator are known analytically.
The KL expansion offers a natural way to reduce the stochastic dimension of an X-valued Gaussian random variable by simply truncating the expansion. This can be interpreted as dimension reduction from a high-dimensional to a low-dimensional stochastic space. A reduction from an infinite-dimensional to a finite-dimensional stochastic space is also possible. Let N sto ∈ N, N sto < N and consider the truncated KL expansion
The sum of the remaining eigenvalues in the truncated KL expansion give the following L 2 error bound:
Furthermore, the truncated KL expansion solves the minimisation problem min θ∈L 2 (R N sto ;X)
for any given N sto ∈ N. Hence, the truncated KL expansion θ N sto KL is the optimal N sto -dimensional function which approximates θ KL . In the statistics literature this method is called principal component analysis. 7
Observe that θ N sto KL is a Gaussian random field on X with covariance operator
This covariance operator has the rank ≤ N sto < N. Sampling with the truncated KL expansion requires only the leading N sto eigenpairs. We assume that this reduces the computational cost asymptotically to O(N 2 N sto ; N → ∞). We discuss this in more detail in §2.4. In the remainder of this report, we generate samples with the truncated KL expansion.
Sampling of parameterised Gaussian random fields
We use sample-based techniques to approximate the pushforward and posterior measure in forward propagation of uncertainty problems and Bayesian inverse problem, respectively. To this end we require samples (τ 1 , θ 1 ), . . . , (τ N smp , θ N smp ) ∼ µ. We assume that sampling from µ is accessible and inexpensive. However, for each sample τ n ∼ µ we also need to sample θ n ∼ µ 0 (·|τ n ) using the truncated KL expansion. This requires the assembly of the (dense) covariance matrix C(τ n ), and the computation of its leading N sto eigenpairs. We abbreviate this process by the function eigs(C(τ n ), N sto ) which returns
. The complete sampling procedure is given in Algorithm 1. The cost for the assembly of the covariance matrix is of order O(N 2 ; N → ∞). We assume that the cost of a single function call eigs(·, N sto ) is of order O(N 2 · N sto ; N → ∞). This corresponds to an Implictly Restarted Lanczos Method, where p = O(N sto ). See [8, 30] for details. Also note that this method is implemented in ARPACK (and thus for instance in Matlab) as eigs. Thus, the total computational cost of
The largest contribution to the computational cost is the repeated computation of the leading eigenpairs of C(τ n ). As mentioned before, we can avoid this cost in certain special cases, e.g. when considering a covariance operator that allows for circulant embedding or that has known eigenpairs. However, in this paper we focus on parameterised covariance operators where the full eigenproblems have to be solved numerically for all parameter values.
Algorithm 1:
Sampling from parameterised Gaussian measure µ
We conclude this section by discussing the choice of N sto for parameterised Gaussian random fields. In §2.3 we study the truncation error of the Karhunen-Loève expansion of a Gaussian random field. We now extend this study to parameterised Gaussian random fields. Let
where τ ∼ µ and ξ ∼ N(0, Id N sto ). Note that θ N sto KL is an approximation to the parameterised Gaussian random field θ ∼ µ . The mean square error of θ and θ N sto KL can be computed as follows:
For Gaussian random fields N sto is typically chosen such that the root mean square error fulfills a certain threshold. For example,
where A is a fixed factor. Looking at the error bound in (2.7) we see that A determines which amount of the total variance of the exact (Gaussian) random field is captured by the truncated KL expansion. The same strategy can be applied for parameterised Gaussian random fields. Let
be the number of terms that fulfils the threshold A for all parameters τ 0 ∈ R. Then, the mean square error is bounded by
Alternatively, it is possible to choose N sto individually for each τ 0 ∈ R,
This gives the truncated representation
Clearly, the mean square error of this expansion fulfils the exact same error bound as in (2.9). However, the total number of terms in the expansion for a fixed parameter value τ might be smaller. Recall that the cost of the sampling depends (linearly) on the number of KL terms. Observe that N all sto is a sharp upper bound for N τ 0 sto , τ 0 ∈ R. Hence, using N τ 0 sto is overall not more expensive than using N all sto , and the truncated expansion satisfies the same error bound. Moreover, the numbers (N τ 0 sto ) τ 0 ∈R are a priori unknown and have to be computed. To avoid this additional cost and to simplify the following discussion, we use N sto := N all sto independently of τ 0 ∈ R.
Reduced basis approach to parameterised eigenproblems
In §2.4 we discuss the sampling of parameterised Gaussian random fields. The largest contribution to the computational cost is the repeated computation of eigenpairs of the associated parameterised covariance matrix C(τ 0 ) for multiple parameter values τ 0 ∈ R. Reduced basis (RB) methods construct a low-dimensional trial space for a family of parameterised eigenproblems. This is the cornerstone in our fast sampling algorithm. To begin we explain the basic idea behind reduced basis (RB) approaches for eigenproblems. There are many options to construct a reduced basis, such as the proper orthogonal decomposition (POD), as well as single-and multi-choice greedy approaches. POD and greedy approaches for parameterised eigenproblems are discussed and compared in [35] . In this paper we focus on the POD.
RB algorithms have two parts, an offline or preprocessing phase and an online phase. The offline phase consists of the construction of the reduced basis. In the online phase the reduced basis is used to solve a large number of low-dimensional eigenproblems. Finally, in §3.3, we discuss the offline-online decomposition for Matérn-type covariance operators. To be able to implement the RB approach efficiently we approximate the full covariance operators by linearly separable operators. We explain how this can be done, and analyse the proposed class of approximate covariance operators.
Basic idea
Let C : R → CO(X) be a measurable map, where (X, ·, · X ) := (R N , ·, · M ) is a finite-dimensional space arising from the discretisation of an infinite-dimensional function space (see §2.3). Recall that in Algorithm 1 we need to solve the generalised eigenproblem associated with C(τ 0 ) for multiple parameter values τ 0 ∈ R. That is, we want to find (λ i (τ 0 ),
X is in general high-dimensional, which results in a large computational cost for solving the eigenproblems. However, it is often not necessary to consider the full space X. If we assume that the eigenpairs corresponding to different parameter values are closely related, then the space
can be approximated by a low dimensional subspace X RB , where N RB := dim X RB N. We point out that the truncated KL expansion requires N sto eigenpairs by assumption. However, the reduced operators are N RB × N RB matrices with N RB eigenpairs. Hence, N RB ≥ N sto is required. Now, let W ∈ X N RB RB be an orthonormal basis of X RB with respect to the inner product ·, · X RB := ·, · X := ·, · M . W is called reduced basis and X RB is called reduced space. We can represent any function ψ(τ 0 ) ∈ X RB by a coefficient vector
The reduced eigenproblem is obtained by a Galerkin projection of the full eigenproblem in (3.1), and is again a generalised eigenproblem. The task is to find (λ
In (3.2) we have the reduced operator C RB (τ 0 ) := W * C(τ 0 )W, and the reduced Gramian matrix M RB := W * MW, that are both N RB × N RB matrices. The eigenvector approximation in X RB can then be obtained by
Offline-online decomposition
A reduced basis method typically has two phases. In the offline phase the reduced basis W is constructed. In the online phase the reduced operator C RB (τ 0 ) is assembled, and the reduced eigenproblem (3.2) is solved for selected parameter values τ 0 ∈ R. To be able to shift a large part of the computational cost from the online to the offline phase we assume that the following offline-online decomposition is available for the family of parameterised covariance operators. Assumption 3.1 Let N lin ∈ N. We assume that there are functions F k : R → R and linear operators C k , k = 1, . . . , N lin , such that
In this case, C(τ 0 ) is called a linearly separable operator.
Offline phase
We use snapshots of the full eigenvectors to construct the reduced basis. Meaning that we choose a vector τ snap ∈ R N snap and solve the full eigenproblem (3.1) for all elements of τ snap . We then have
where all of the computed eigenfunctions are included and here represented as column vectors. Hence, we obtain a matrix W snap ∈ R N×N sto N snap . Moreover, we define the reduced space X RB := span(W snap ). Next, we construct an orthonormal basis for this vector space. One option to do this is the proper orthogonal decomposition. As result of the POD we obtain a spectral decomposition of W snap and each column of Q contains the associated orthonormal eigenvectors. We use the eigenvectors with non-zero eigenvalues as basis vectors of X RB , that is,
The magnitude of the eigenvalues of W (2) snap is an indicator for the error when the corresponding eigenvectors are not included in W. See the discussion in §2.3. Neglecting reduced basis vectors however is beneficial due to the smaller dimension of the reduced basis. Depending on the pay-off of the dimension reduction compared to the approximation accuracy of the reduced basis one can choose a threshold λ > 0 and work with the basis
In this case, we redefine X RB := span(W).
Remark 3.2 In this paper we compute the singular value decomposition (SVD) of W snap instead of the spectral decomposition of W
snap . This is possible since the squares of the singular values of W snap are identical to the eigenvalues of W (2) snap .
There are many options to choose the snapshot parameter values τ snap . In our applications τ is a random variable with probability measure µ . Hence, a straightforward method is to sample independently τ snap s ∼ µ (s = 1, . . . , N snap ). Alternatively, one can select deterministic points in R, e.g. quadrature nodes. We will come back to this question in §5 where we discuss the numerical experiments. Furthermore, note that it is generally possible to use different reduced bases W 1 , W 2 , . . . for different subsets R 1 , R 2 , · · · ⊆ R of hyperparameters and/or index sets I 1 , I 2 , · · · ⊆ {1, . . . , N sto } of eigenpairs.
Online phase
In the online phase we iterate over various hyperparameter values τ 0 ∈ R. In every step, we assemble the operator C RB (τ 0 ), and then we solve the associated eigenproblem (3.2). By Assumption 3.1 it holds
Hence, the reduced operator can be assembled efficiently as follows,
The reduced operators C RB k (k = 1, . . . , N lin ) can be computed in the offline phase and stored in the memory. In the online phase, we then only need to compute a certain linear combination of (C RB k ) N lin k=1 . This reduces the computational cost of the assembly of the reduced operator significantly. After the assembly step we solve the reduced eigenproblem (3.2) to obtain the eigenfunctions ψ
Matérn-type covariance operators
Matérn-type covariance operators are widely used in spatial statistics and uncertainty quantification. They are particularly popular for modelling spatially variable uncertainties in porous media. We are interested in solving the KL eigenproblem with Matérn covariance operators with hyperparameters e.g. the correlation length. Unfortunately, the Matérn-type covariance operators are not linearly separable with respect to the hyperparameters of interest (see Assumption 3.1). For this reason we introduce and analyse a class of linearly separable covariance operators which can approximate Matérn-type covariance operators with arbitrary accuracy.
be an open, bounded and connected domain, and let X := L 2 (D; R).
where K ν is the modified Bessel function of the second kind. Then, the Matérn-type covariance operator with smoothness ν, standard deviation σ and correlation length is given by
Remark 3.4 The exponential covariance operator in Examples 2.6 and 2.9 is a Matérn-type covariance operator. Indeed,
In Example 2.9 we discussed the possibility of using the standard deviation σ and the correlation length as hyperparameters in a Matérn-type covariance operator. What are the computational implications for the KL expansion? Changing σ only rescales the KL eigenvalues, and does not require a re-computation of the KL. However, changing the correlation length clearly changes the KL eigenfunctions. We can see this in Figure 3 .1. However, the good news is that the KL eigenfunctions for different correlation lengths are very similar, for example, the number and location of extrema is preserved. This suggests that we might be able to construct a useful reduced basis from selected snapshots of KL eigenpairs corresponding to different correlation lengths. To be able to construct and use the reduced basis efficiently requires the linear separability of the covariance operator, see Assumption 3.1. The Matérn operator is linearly separable with respect to σ. Unfortunately, it is not linearly separable with respect to , since the covariance function c(ν, , σ) is not linearly separable. However, it is possible to approximate C(ν, , σ) with any precision by a linearly separable operator. Using the approximate, linearly separable operator allows us to construct an offline-online decomposition for the exact Matérn covariance operator without the need to use advanced linearisation techniques, such as the discrete empirical interpolation method ((D)EIM). We show this in the remainder of this section for ν ∈ (0, ∞)\N. Similar approximations for ν ∈ N ∪ {∞} follow from the analyticity of K ν .
Assumption 3.5 The correlation length satisfies 0 < ≤ with fixed . Definition 3.6 Let ν ∈ (0, ∞)\N and N lin ∈ 2N. Moreover, let Assumption 3.5 hold. We define the N lin -term approximate of c(ν, , σ) by
The associated covariance operator is then defined as
Note that the operator C(ν, , σ, N lin ) is linearly separable w.r.t. . In particular, we have
for any ϕ ∈ X. The operator C(ν, , σ, N lin ) arises from a truncation of a series expansion of K ν . This is detailed in the proof of the following lemma, where we derive an error bound between the exact Matérn covariance operator C(ν, , σ, N lin ) and the linearly separable approximation C(ν, , σ).
Lemma 3.7 Let ν ∈ (0, ∞)\N, let N lin ∈ 2N and let Assumption 3.5 hold. Then,
Proof. See Appendix B. 2
The covariance operator approximation brings new issues. The Matérn-type covariance operators C(ν, , σ) are valid covariance operators in CO(X). However, this is not necessarily the case for C(ν, , σ, N lin ). One can easily verify the following.
Lemma 3.8 The operator C(ν, , σ, N lin ) is self-adjoint, trace-class and continuous.
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However, C(ν, , σ, N lin ) is not necessarily positive definite. Under weak assumptions we can cure this by replacing C(ν, , σ, N lin ) by an operator C 0 (ν, , σ, N lin ) which has the exact same eigenfunctions and positive eigenvalues as C(ν, , σ, N lin ), however, all negative eigenvalues are set to zero. Formally, we define C 0 (ν, , σ, N lin ) by
are eigenpairs of C(ν, , σ, N lin ) and the eigenfunctions are orthonormal. Note that the same technique has been applied in [13] to remove the degeneracy of multilevel sample covariance estimators. Fortunately, we can show that the approximation error of C 0 (ν, , σ, N lin ) is of the same order as the error of C(ν, , σ, N lin ).
Lemma 3.9 The Matérn-type covariance operator C(ν, , σ) and the approximate operator C 0 (ν, , σ,
We summarise the results in Lemma 3.7-3.9 as follows.
Proposition 3.10 Let ν ∈ (0, ∞)\N. Under Assumption 3.5 there is a linearly separable, valid covariance operator C 0 (ν, , σ, N lin ) ∈ CO(X) consisting of N lin ∈ 2N terms, such that The expansion in (3.3) has infinitely many terms. We truncate this expansion and retain only the leading N sto terms, denoting the resulting covariance operator by C 0 (ν, , σ, N lin , N sto ). Finally, we discuss the sample path continuity. Samples of Gaussian random fields with Matérn-type covariance operators are almost surely continuous functions. In the following proposition we show that this also holds for the realisations of the Gaussian random fields with measure N(0, C 0 (ν, , σ, N lin , N sto )).
Proof. We consider the random field in terms of its (finite) KL expansion,
are the eigenpairs of C 0 (ν, , σ, N lin , N sto ) with positive eigenvalues. Then, θ is a continuous function, if
is a family of continuous functions. This is clear by the definition of ( ψ i )
By definition, c (ν, ,σ,N lin ) (dist(·, ·)) is a continuous function. Hence, one can easily verify that the right-hand side is a continuous function in x .
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We now comment on the error bound given in Lemma 3.7 and Proposition 3.10. As N lin increases, the error bound goes to zero, asymptotically like O(1/(N lin !); N lin → ∞). However, when the lower bound of the correlation length is small, the prefactor of the error bound explodes like O(exp( −2 ); ↓ 0). Hence, for small , a very large number of terms N lin is required to obtain a small error. In addition, for large 14 N lin , numerical cancellations occur and reduce the accuracy of the approximation. We show this for the exponential covariance in Figure 3 .2 where we plot the truncation error sup z∈[0,
where ν = 1/2 refers to the exponential covariance and σ = 1, for different choices of N lin and . We clearly see that the linearisation technique in Definition 3.6 is not suitable for very small correlation lengths. In such a case, one could use alternative linearisation techniques, e.g. a polynomial chaos expansions in , a Taylor expansion of the Fourier representation of the Matérn kernel, or (D)EIM. Until now we considered the estimation of and σ, but not the estimation of ν. We comment on this in the following remark. Note further that the estimation of the smoothness ν of a Gaussian random field is studied for instance in the PhD thesis [33, Chp. 4 ] where a maximum-likelihood type estimation of the smoothness is performed.
Remark 3.12 For the Matérn kernel the map ν → ζ ν K ν (ζ) is analytic for fixed ζ 0. Hence a linearisation as discussed in this section is generally possible. However, we expect that a reduced basis approach is not an efficient way to estimate the smoothness of a random field. Note that the smoothness parameter determines the smoothness of the random field realisations and shape of the eigenfunctions. To accurately represent functions with variable smoothnesses one would need separate reduced bases for each value of the smoothness parameter since otherwise we cannot guarantee mathematically that the random field sample is a.s. in the correct function space. We expect that over a small range of smoothness parameters a reduced basis could be constructed, however, the potential computational savings are limited.
Reduced basis sampling
In §2.4 we discuss sampling from a Markov kernel, or, equivalently, a parameterised Gaussian measure
where τ ∼ µ . Now, to reduce the computational cost, we combine Algorithm 1 and reduced bases in §4.1. We discuss the computational cost of the offline and the online phase of the suggested reduced basis sampling in §4.2. Finally, in §4.3 we explain how the reduced basis induces an alternative expansion for the parameterised Gaussian random field.
Algorithm
First we describe the offline phase of the reduced basis sampling. We use a POD approach to compute a reduced basis W for C(·). Here, it is important that the dimension of X RB = span(W) is larger than N sto . Furthermore, we assume that C(·) fulfils Assumption 3.1, i.e., it has the linearly separable form
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Algorithm 2: Reduced basis sampling from the parameterised Gaussian measure
Having constructed the reduced basis W, we compute C
Then, we proceed with the online phase (see Algorithm 2). We iterate over n = 1, . . . , N smp . In each step we first sample τ n ∼ µ . Then, we evaluate the reduced covariance operator C RB (τ n ), compute the eigenpairs
Finally, we proceed as in Algorithm 1: We sample a multivariate standard Gaussian random variable with N sto components and return m(τ n ) + Ψ n (τ n )ξ ∼ N(m(τ n ), C RB,N sto (τ n )). The covariance operator is given by
Computational cost
We assume again that X = R N . The number of solves of the full eigenproblem in the offline phase is N snap . We consider the following assumptions throughout the rest of the article. We will see that these crucial to obtain a speed-up with reduced basis sampling.
Moreover, assume that C(τ 0 ) and C RB (τ 0 ) are dense matrices for τ 0 ∈ R.
The computational cost of the tasks in the offline phase is given in Table 1 . The total offline cost is
Since N snap N smp the offline cost is asymptotically much cheaper than the cost of Algorithm 1 where we solve the full eigenproblem for each sample.
Task
Computational Cost
Construct the full operator The computational cost of the tasks in the online phase is given in Table 2 eigenproblems in the reduced space. The high-dimensional full space X is only required when we map the reduced sample to X. The cost of these steps is linear in the dimension N of X, and quadratic in the dimension of the reduced basis N RB for every sample. In constrast, the cost of Algorithm 1 is at leastquadratic in N, for every sample. Hence, for every sample, we need to solve an O(N; N → ∞) problem using RB, but an O(N 2 ; N → ∞) problem in the full space. This clearly demonstrates the advantages of RB sampling.
Reduced basis random field expansion
In Algorithm 2 we describe sampling from the full random field θ. However, this can be inefficient for two reasons:
1. In some applications, e.g. the Bayesian inverse problem, the random field samples need to be stored and kept in memory. This is often impossible due to memory limitations. 2. In some methods, e.g. the MCMC method in Algorithm 4, we need to assess random fields with respect to some covariance operators. Hence, not only the random fields have to be kept in memory but also at least one covariance operator. This requires one order of magnitude more memory than a single random field, that is, O(N 2 ; N → ∞) compared to O(N; N → ∞).
Observe that the reduced basis enables a natural compression of the full random field θ. Let θ ∼ K(·|τ 0 ) for some τ 0 ∈ R. The reduced basis implies the representation
for some ξ ∼ N(0, Id N sto ). We can represent θ in terms of θ RB := (Ψ RB 0 (τ 0 )ξ) ∈ R N RB which gives
the reduced basis expansion of the random field θ. Note that θ RB ∼ N(0, C RB,N sto (τ 0 )) is a Gaussian random field on the reduced space. In contrast to a KL expansion, the random field expansion in (4.1) is not necessarily optimal when we compare the number of terms N RB required to achieve a certain approximation accuracy in the mean-square error. There are many alternative random field expansions depending on the choice of the basis, such as the KL expansion of the non-Gaussian random field with covariance operator
or the eigenvectors (ψ i (τ 0 )) ∞ i=1 for a fixed τ 0 ∈ R. Various approaches for random field expansions have been proposed and compared in [63] . We advocate the reduced basis random field expansion, since the offline-online decomposition has been computed for the basis W. A basis change requires the computation of new reduced operators C RB,N sto (τ 0 ) and (C RB k )
N lin k=1 , respectively. Observe that the covariance of θ for a fixed τ 0 can be fully described by C RB,N sto (τ 0 ) ∈ R N RB ×N RB . Hence, we can sample θ cheaply, and we can also represent the covariance of θ by a small matrix. This is particularly useful in Bayesian inverse problems as we explain next.
Consider a Bayesian inverse problem with parameterised prior random field and assume that m(τ 0 ) ∈ X RB , τ 0 ∈ R. If this is not the case, one can either add m(τ 0 ) for the required τ 0 ∈ R to X RB or project m(τ 0 ) orthogonally onto X RB . In Algorithm 4 we need the full random field θ as input for the potential Φ to compute the acceptance probability of the pCN-MCMC proposal. Moreover, to compute the acceptance probability of the τ-proposal, again we need to construct the full precision operator of the proposed τ * ∈ R. The computational cost of this construction is of order O(N; N → ∞). However, since θ RB already contains the full covariance information, we can replace C(τ * ) −1 by C RB,N sto (τ * ) −1 . Then, the computational cost of the Gibbs step in τ-direction is independent of N. We summarise the associated Reduced Basis MCMC method in Algorithm 3.
Numerical experiments
In this section we illustrate and verify the reduced basis sampling for use with forward and Bayesian inverse problems. We start by measuring runtime and accuracy of the reduced basis approximation to the parametric KL eigenproblems. In Example 5.1, we consider a forward and a Bayesian inverse problem in a low-dimensional test setting. This allows us to compare the reduced basis sampling with the samples obtained by using the full, unreduced KL eigenproblems. We then move on to high-dimensional estimation 17
Algorithm 3: Reduced Basis Markov Chain Monte Carlo
Let (τ 0 , θ RB,0 ) ∈ R N RB +1 be the initial state of the Markov chain. for n ∈ {1, ..., N smp } do Sample τ * ∼ q R (·|τ n−1 )
else θ RB,n ← θ RB,n−1 end end problems in Examples 5.2-5.4. Note that we are not able to compute reference solutions in the highdimensional test cases within a reasonable amount of time since these are computationally very expensive. Nevertheless, these examples are a proof-of-concept and showcase potential applications.
In Examples 5.2-5.3 we consider the elliptic PDE
on the unit square domain D = (0, 1) 2 together with suitable boundary conditions. The PDE (5.1) is discretised with linear, continuous finite elements on a uniform, triangular mesh. The coefficient function θ is a parameterised Gaussian random field with exponential covariance operator, and random correlation length and standard deviation, respectively (see Example 2.9). The spatial discretisation of θ is done with piecewise constant finite elements on a uniform, rectangular mesh. The evaluation of the covariance operator on this finite element space requires to evaluate an integral. We approximate this integral using a composite midpoint rule, with one quadrature node in each finite element.
We further discretise θ by a truncated KL expansion where we retain the leading N sto terms. The parameter N sto is selected such that the truncated KL captures at least 90% of the total variance. We list the random field parameters for Examples 5.1-5.4 in Table 3 . We introduce the estimation problems in more detail in the following subsections. Note that we solve the test problems in Examples 5.1-5.4 using the reduced basis samplers presented in §4. 
Accuracy and speed up
First we assess the accuracy and time consumption of the reduced basis approximation. We measure the quality of the reduced basis surrogate by comparing reduced basis eigenvalues with full eigenvalues in a simplified setting. The full matrix is the finite element approximation of C ( ,1) exp with 100 × 100 piecewise constant finite elements. The goal is to compute the leading 100 eigenpairs of C ( ,1)
. We compute reference solutions for = 0.1, 0.5, 1.4 using the full matrix. The reduced basis is constructed using 10 snapshots
We compute the leading 100 eigenpairs for all correlation lengths in snap , and assemble the associated eigenvectors in a single matrix. Then we apply the POD and retain N RB = 2 1 , . . . , 2 13 orthonormal basis vectors. Recall that the offline-online decomposition requires a linearisation of the covariance operator (see §3.3). Throughout this section ( §5) we retain N lin = 39 linearisation terms. In this case the truncation error defined in (3.4) is 9.09 · 10 −5 for the linearisation. We plot the relative error of the reduced eigenvalue compared to the exact eigenvalue in Figure 5 .1 for various reduced basis dimensions N RB . Note that it is not possible to compute eigenvalues with an index larger than N RB . For = 0.1 the relative RB error stagnates at a level that is not smaller than 10 −6 . In further experiments not reported here we observed that this stagnation is caused by the linearisation error of the covariance kernel (recall that we use N lin = 39 terms with an error of order 10 −5 ). We remark that the root mean square error of the MC and MCMC estimation results in this section is of order O(10 −2 ). Hence, an eigenvalue error of magnitude 10 −6 is acceptable. We point out, however, that a full error analysis of the reduced basis samplers (including the linearisation and RB error) is beyond the scope of this study. For = 0.5 and = 1.4 we achieve an accuracy of order O(10 −6 ) for N RB ≈ 128. For N RB > 128 the relative errors are of the size of the machine epsilon. This error is unnecessarily much smaller than the sampling error mentioned above and introduces a higher computational cost in the online phase. Hence, in our test problems N RB = 128 would be a sufficient choice.
To explore the speed-ups that are possible with reduced basis sampling we repeat the experiment. This time we vary the dimension of the finite element space and use N = 4 4 , . . . , 4 7 . The dimension of the reduced basis is fixed with N RB = 256. We plot the test results in Figure 5 .2. The time measurements correspond to serial simulations in Matlab with an Intel i7 (2.6 Ghz) CPU and 16 GB RAM memory. The dashed lines show the theoretical asymptotic behaviour, that is, O(N; N → ∞) for the reduced basis sampling and O(N 2 ; N → ∞) for the full sampling. We see that the theoretical and observed timings for the full sampling are almost identical. In contrast, the observed timings for RB sampling are smaller than predicted by the theory. This is caused by the fact that the dimension N of the finite element space is quite small. As N increases we observe a massive speed-up of the reduced basis sampling compared to the full sampling. For example, for N = 4 7 the reduced basis sampling requires less than 10 −1 seconds, while the full sampling requires several minutes. In this case the speed-up in the online phase is of order O(10 up to a couple of years to terminate. In contrast, the (serial) run-time of the reduced basis sampling is ∼ 15 minutes in Example 5.2 and ∼ 18 hours in Example 5.4. Of course, standard Monte Carlo simulations are trivially parallelisable. MCMC is a serial algorithm by design, and parallelisation is not trivial, see e.g. [68] for suitable strategies. Our experiments show that RB sampling can reduce the computational cost without the need for parallelisation.
Verification of reduced basis sampling
Next, we test the accuracy of RB sampling using coarse spatial discretisations. This allows us to obtain reference solutions in a reasonable amount of time.
Example 5.1 Let µ be the joint probability measure in Example 2.9 together with the parameter values given in Table 3 . We discretise the random field θ ∼ µ using 32 2 finite elements. The test problems are as follows. In each of the points we observe the value 0.1, which we assume to be noisy. We want to reconstruct the random field. The prior measure is µ as specified above. The likelihood is given by
We want to estimate the posterior mean and variance of the correlation length given the data y. In addition, we compute the model evidence. Note that this test problem is similar to Example 1.1 in the Introduction, see also the corresponding Figure 1. 
1.
We solve the test problems in Example 5.1(a)-(b) with Monte Carlo. In part (b) we use importance sampling with samples from the prior as proposal. We solve (a) and (b) with reduced basis sampling as well as standard sampling based on the full (discretised) eigenvectors of the parameterised covariance operator. The standard sampling serves as reference solution for the reduced basis sampling. The reduced basis is constructed using the snapshot correlation lengths snap = (0.322, 0.433, 0.664, 1.414); these are simply the inverses of four equidistant points in the interval [1/ √ 2, 3.11] including the boundary points. This choice clusters snapshots near zero which is desirable due to the singularity of the exponential covariance at = 0. We apply the POD to construct three reduced bases with different accuracies λ := 10 −1 , 10 −5 , 10 −9 .
For each of the settings we run 61 Monte Carlo simulations with 10 4 samples each to estimate the mean and the variance of the pushforward measure µ (Q ∈ ·) in part (a), as well as the posterior mean, posterior variance and model evidence in the Bayesian inverse setting in part (b). We compute a reference solution for all those quantities using 6.15 × 10 5 samples. With respect to the reference solutions we compute the relative error of the 61 estimates in each setting. In Table 4 we give the means and the associated standard deviations (StD) of the relative errors. We observe that the (mean of the) relative error is of order O(10 −2 ) up to O(10 −3 ). Moreover, in Table 4 we list the sample mean of the error between the full covariance operators and their representations on the reduced basis, measured in the Frobenius norm. That is, we list the Monte Carlo estimate using 6.15 × 10 5 samples of the expression
We observe that the error decreases as we include more vectors in the reduced basis, as expected. In the last line of the table we list the mean error between the full covariance operator and the operator represented in the reduced basis, measured in the Frobenius norm.
Forward uncertainty propagation
Next we study the forward uncertainty propagation of a hierarchical random field by an elliptic PDE operator. 
There are no sources within the flow cell ( f ≡ 0). The random field θ is as in Example 2.9 with the parameters given in Table 3 . The PDE is discretised with 2 × 128 2 finite elements, and the random field with 256 2 finite elements. The quantity of interest is the outflow over the (western) boundary Γ out := {0} × [0, 1]. It can be approximated by
where ψ| D\Γ out ≈ 0 and ψ| Γ out ≈ 1 (see e.g. [20] ). We discretise the outflow using a piecewise linear, continuous finite element function ψ on the same mesh that we used for the PDE discretisation.
The log-permeability is modelled as a parameterised Gaussian random field. We employ the reduced basis sampling with N RB = 191. We construct the reduced basis analogously to the simple test setting in §5.2. However, now we let N sto = 100, and remove vectors from the POD where the corresponding eigenvalue is smaller than λ = 10 −10 (see also §3.2.1). We estimate the mean and variance of the output quantity of interest. We compare 24 estimations by computing the associated coefficient of variation (CoV) for the mean and variance estimator, respectively. The CoV is defined as the ratio of the standard deviation of the estimator and the absolute value of its mean. We present the estimation results in Table 5 to estimate the pushforward measure of the quantity of interest, as well as its mean and variance. Note that with the reduced basis sampling a single Monte Carlo simulation run took about 18 minutes.
Hierarchical Bayesian inverse problem
We consider two hierarchical Bayesian inverse problems based on random fields. Note that we use again 256 2 finite elements to discretise the random fields in both problems and 2 × 128 2 finite elements to discretise the elliptic PDE in Example 5.3.
Example 5.3
Consider the Bayesian estimation of a random field and its correlation length. The true underlying random field is propagated through the elliptic PDE (2.4) together with Dirichlet boundary conditions p(x) = 0 (x ∈ ∂D), and 9 Gaussian-type source terms
n (x 1 ; 0.25n, 0.001) · n (x 2 ; 0.25m, 0.001) .
We observe the solution p at 49 locations. In particular, the observation operator is given by
The (synthetic) observations are generated with log-permeability fields that are samples of a Gaussian random field with exponential covariance operator with ∈ {0.5, 1.1} and σ = √ 1/2. We show the corresponding PDE outputs and the measurement locations in Figure 5 .3. The Gaussian random fields have been sampled with the full (unreduced) N sto = 100 leading KL terms. Every observation is perturbed with i.i.d. Gaussian noise η 1 ∼ N(0, 10 −6 ). We use the measure µ in Example 2.9 with parameter values given in Table 3 as prior measure.
Example 5.4 Consider the Bayesian estimation of a Gaussian random field together with its standard deviation and correlation length. We observe the field directly, however, the observations are again noisy. The estimations are performed with two data sets that have been generated with fixed hyperparameters ∈ {0.2, 1.1} and σ = 1/( √ 2 · 256). We set σ = 1/ √ 2 and rescale the KL eigenfunctions by 1/256. The random field discretisation uses an N sto = 800 dimensional full (unreduced) KL basis. We observe the random field at 2500 positions. Each observation is perturbed by i.i.d. Gaussian noise η 1 ∼ N(0, 10 −6 ). The prior measure is the measure µ in Example 2.9 with parameter values given Table 3.
Note that in Examples 5.3-5.4 we use the same PDE and random field discretisation for the generation of the data and the estimation problem. The reason is that we are mainly interested in the reduced basis error, and not in the reconstruction error of the inverse problem. Note further that in Examples 5.3-5.4 the standard deviation σ = √ 1/2 is fixed a priori, and is not estimated. The hierarchical Bayesian inverse problems in Example 5.3-5.4 are well-posed since the associated Bayesian inverse problem with fixed, deterministic hyperparameters is well-posed (see [16] ), and since the hyperparameter set R is compact. 22 
Observations from PDE output
We consider Example 5.3 and the settings in Table 3 . The Reduced Basis MCMC method presented in Algorithm 3 is used to sample from the posterior measure. The correlation length ∈ [0.3,
Since this is the same range as in Example 5.2 we reuse the reduced basis computed in Example 5.2. Recall that the standard deviation σ = 1/ √ 2 of the random field θ is fixed and not estimated. Moreover, we assume that the observational noise is given by η ∼ N(0, 10 −3 Id). This corresponds to a noise level of √ 10 −3 / y Y ≈ 0.6%. We perform experiments for two synthetic data sets with = 0.5 and = 1.1, respectively. For both data sets we compute a Markov chain of length N smp = 10 5 . To avoid burn-in effects the initial states are chosen close to the true parameter values for the Markov chains. In a setting with real world data it is often possible to obtain suitable initial states with Sequential Monte Carlo (see [4] ).
The estimation results are depicted in Figure 5 .4 and Figure 5 .5. We observe in both figures that the Markov chain for mixes very fast, however, it takes some time for the Markov chains of the reduced basis modes to explore the whole space. To investigate this further we conduct a heuristic convergence analysis. To this end we consider multiple Markov chains (see §12.1.2 in [55] for a review of MCMC convergence analysis with multiple Markov chains). For each of the two test data sets we compute 4 additional Markov chains starting at different initial states. In results not reported here we observed a similar mixing and coverage of the parameter space of the additional chains. Given these mixing properties, it can reasonably be assumed that the Markov chains have reached the stationary regime.
Moreover, we have computed posterior mean and posterior variance of the correlation length parameter for each of the 5 Markov chains. The accuracy of these estimates is assessed by computing the coefficient of variation (CoV) within these five estimates. We tabulate the posterior mean and variance estimates for of a single Markov chain as well as the associated CoVs in Table 6 Discussion of the estimation results. The correlation length is underestimated in both cases. In the first case, where the true parameter is given by = 0.5, the posterior mean is close to the true parameter. The 23 relative distance between truth and posterior mean is about 18%. In the second setting, where in truth = 1.1, the posterior mean is far away from the true parameter. Here, the relative distance between truth and posterior mean is about 60%. In both cases, we conclude that the data likelihood was not sufficiently informative to estimate the correlation length more accurately. However, we note that the succession of the estimates is correct: The posterior mean estimate in the problem with the larger true correlation is larger than the posterior mean estimate in the other case. Hence we observe a certain consistency with the data in the estimation.
Observations from a random field
Finally, we consider Example 5.4. Here, we allow for much smaller correlation lengths ∈ [0.1,
. Moreover, we consider an uncertain standard deviation σ. This requires more KL terms for an accurate approximation, in particular, we use the leading 800 KL terms. This also means that we cannot reuse the reduced basis computed in Example 5.2. Instead, we construct a reduced basis as follows. We solve the KL eigenproblem for 5 snapshots snap = (0.1148, 0.1491, 0.2124, 0.3694, 1.4142) of the correlation length. The rationale behind this choice is explained in §5.3. Given the collection of snapshot KL eigenvectors we apply a POD and retain only the basis vectors with λ snap i ≥ λ = 10 −10 . Note that we can compute the dependency of σ on the eigenpairs analytically and that we do not need to consider them when constructing the reduced basis.
Recall that in this example the observational noise is given by η ∼ N(0, 10 −4 Id). This corresponds to a noise level of In addition we present in Table 7 Discussion of the estimation results. While the likelihood was rather uninformative in the PDE-based Bayesian inverse problem, we see overall more consistent estimates in Example 5.4. For the short correlation length = 0.2 the relative distance between posterior mean and truth is 42%. The long correlation length = 1.1 is again underestimated. The relative distance between truth and posterior mean is 34% in this case. This result could be explained by the uncorrelated noise that has an influence on the observation of the correlation structure. In particular, we actually observe a random field θ := θ+η , where θ ∼ N(0, C ( ,σ) exp ) and η ∼ N(0, σ 2 * · Id X ), for some σ 2 * > 0. In this situation, the random field η can be understood as a random field with correlation length 0. This might explain the underestimation of the correlation lengths. The standard deviations are slightly underestimated and some of the reduced basis modes are overestimated - this is a consistent result. The posterior mean random fields appear to be smoother than the true random fields. This might be due to the high noise level. 
Conclusions
We developed a mathematical and computational framework for working with parameterised Gaussian random fields arising from hierarchical forward and inverse problems in uncertainty quantification. Under weak assumptions we proved the well-posedness of the associated hierarchical problems. We discretised the family of parameterised Gaussian random fields by (parametric) KL expansions. We showed how the overall discretisation cost can be reduced substantially by a reduced basis surrogate for the parametric KL eigenpairs. Moreover, we developed a reduced basis sampler for use with Monte Carlo and Markov chain 26
Monte Carlo. For Matérn-type covariance operators with uncertain correlation length we suggested and analysed a linearisation technique to enable an efficient offline-online decomposition for the reduced basis solver. We illustrated the accuracy and speed-up of the reduced basis surrogate and RB sampling in simple low-dimensional test problems. Finally, we applied the reduced basis sampling to more realistic, highdimensional, forward and Bayesian inverse test problems in 2D physical space. The test results illustrate that the parametric KL eigenproblem can be approximated with acceptable accuracy by a reduced basis surrogate. Moreover, the RB sampling gives acceptable accuracies compared to the full, unreduced sampling. This enables an efficient hierarchical uncertainty quantification with parameterised random fields. Of course, the size of the acceptable error level is heavily problem dependent, and our numerical experiments are a proof-of-concept. A rigorous error analysis of the reduced basis samplers including the RB error and the linearisation error is beyond the scope of this study.
A. Parameterised Gaussian measures in forward and inverse uncertainty quantification
In this appendix, we describe a general setting for forward uncertainty propagation and an associated Bayesian inverse problem. Importantly, we investigate the well-posedness of these problems if the uncertain elements are modeled by parameterised Gaussian random fields. This is a necessary extension of the by now well-established solution theory for Gaussian random inputs. We conclude this section by revisiting the forward and inverse problem, respectively, and describe sampling based methods to approximate their solutions. Both these methods require repeated sampling from a family of Gaussian random fields with different means and covariance operators each.
A.1. Forward uncertainty propagation
We consider a classical model problem given by the elliptic partial differential equation (PDE)
together with suitable boundary conditions. The PDE in (A.1) models the stationary, single-phase, incompressible flow of fluid in a permeable domain D ⊂ R d , combining Darcy's law and a mass balance equation. p is the fluid pressure, f is a source term, and θ is the spatially varying log-permeability of the fluid reservoir. We assume that D is connected, open and bounded, and that θ is an element of a separable Hilbert space X. We define the PDE solution operator
where X ⊆ X. If X = L 2 (D; R), a typical choice for X is the separable Banach space of continuous functions C 0 (D) := { f | f : D → R continuous}. We now consider θ to be uncertain. We model the spatially varying uncertainty in θ by assuming that θ is a (parameterised) Gaussian random field with continuous realisations almost surely (a.s.). Forward propagation of uncertainty means in our setting that we want to solve the elliptic PDE (A.1) with a random coefficient function θ. For a well-posed problem, the solution of (A.1) is a probability measure on H 1 0 (D). We often consider a scalar-valued quantity of interest Q :
For convenience we define Q = Q • S which maps the uncertain parameter directly to the quantity of interest. The forward propagation of uncertainty is modeled by the push-forward measure
where θ ∼ µ . If µ is a Gaussian measure, the well-posedness and properties of Q # µ have been studied in e.g. in [10, 23] . In the following, we extend this theory and discuss the existence of Q # µ with respect to the possibly non-Gaussian measure µ . Moreover, we also study the existence of moments of Q # µ . To this end we make the following assumptions.
Theorem A.2 Let Assumption A.1 hold. Then, the measure Q # µ is well-defined. Moreover, Q(θ) k µ (dθ) < ∞ where k ∈ N is as in Assumption A.1(b).
Proof. By Assumption A.1(b), Q # K(·|τ 0 ) is well-defined and a probability measure for µ -almost every τ 0 ∈ R. Hence,
is well-defined and a probability measure. The finiteness of the moments can be shown analogously. 2
Typically, Q # µ cannot be computed analytically. We discuss the approximation of this measure by standard Monte Carlo in § A.3.
A.2. Bayesian inverse problem
Again, we consider the PDE (A.1) with a random coefficient θ ∼ µ 0 . First, we discuss the standard ("Gaussian") setting of a Bayesian inverse problem by assuming that µ 0 is a Gaussian measure.
The starting point are noisy observations that we want to use to learn the uncertain parameter θ. We proceed by the Bayesian approach to inverse problems and compute the conditional probability measure of θ given the observations. This measure is called posterior measure -it reflects the knowledge about θ after observing the data. In contrast, the knowledge about θ without observations is modelled by µ 0 , the prior measure.
Let O : H 1 0 → R N obs be a linear operator. It is called observation operator and maps the PDE solution to the observations. G := O • S is called forward response operator and maps the uncertain parameter θ to the observations. Let y ∈ R N obs denote the observations. We assume that the observations y are perturbed by additive Gaussian noise η ∼ N(0, Γ), where Γ ∈ R N obs ×N obs is a symmetric and positive definite matrix. η and θ are statistically independent. The event that occurs while we observe y is {G(θ) + η = y} ∈ BX. The posterior measure is given by P(θ ∈ ·|G(θ) + η = y). It can be derived using Bayes' formula which we introduce below.
If Assumption 2.6 in [65] hold, and if the prior measure µ 0 is Gaussian, then one can show that the posterior measure exists, that it is uniquely defined and that it is locally Lipschitz-continuous w.r.t. the data y ∈ R N obs . These statements refer to the space of probability measures on (X, BX) that are absolutely continuous w.r.t. µ 0 . This space, equipped with the Hellinger distance, is a metric space. We denote it by (P(X, BX, µ 0 ), d Hel Hence, the problem of finding a posterior measure on P(X, BX, µ 0 ) is well-posed in the sense of Hadamard [31] . We refer to [65] for details. The choice of the prior measure µ 0 has a considerable impact on the posterior. We discussed this in §1, see also Figure 1 .1. However, it is often not possible to determine the prior sufficiently. Hence it is sensible to assume that the prior measure is (partially) unknown. µ 0 is then called hyperprior and can be modelled by a Markov kernel (see §2.2). Here, we consider µ 0 (·|τ) := K(·|τ) where τ is a random variable and µ is the prior measure of τ. The posterior measure in this so-called hierarchical Bayesian inverse problem is then µ y := P((τ, θ) ∈ ·|G(θ) + η = y). The function Φ is called potential, exp(−Φ) is called likelihood, and Z y is called normalising constant or model evidence. We will now show that the posterior measure based on a hyperprior is well-defined and that the Bayesian inverse problem in this setting is well-posed. We assume that the computation of µ y,τ 0 is well-posed for µ -almost every τ 0 ∈ R and that a constant L(r, τ 0 ) ∈ (0, ∞) exists for µ -almost all τ 0 ∈ R, such that for any two datasets y 1 , y 2 , where max{ y 1 2 , y 2 2 } < r. Moreover, we assume that L(r, ·) ∈ L 2 (R, R; R) for all r > 0, and that Z y,(·) ∈ L 1 (R, R; R). Then, the computation of µ y is a well-posed problem.
Proof. By Bayes' Theorem, the posterior measure µ y = (·) µ y,τ (dθ)µ (dτ) is well-defined and unique if the normalising constant Z y is positive and finite. By assumption it holds Z y,(·) ∈ (0, ∞). Hence,
Furthermore, also by assumption we have Z y = Z y,τ µ (dτ) = Z y,(·) 1 < ∞.
Let y 1 , y 2 ∈ R N obs be a two datasets and let τ 0 ∈ R. By assumption, a constant L(τ) ∈ (0, ∞) exists, such that This density is constant in τ 0 . Let y ∈ {y 1 , y 2 }. The density dµ y dµ (θ, τ 0 ) is identical to the density in the Bayesian inverse problem using µ 0 (·|τ 0 ) as a prior with a fixed τ 0 ∈ R. The latter is given by The right-hand side is finite, since L is square-integrable. This implies that the computation of µ y is a well-posed problem. 2
A.3. Monte Carlo for forward uncertainty propagation
We return to the forward uncertainty propagation problem (see § A.1). Classically, the pushforward measure Q # µ can be approximated by a Monte Carlo method. In particular, we draw N smp ∈ N independent samples from the parameterised Gaussian measure µ, (τ 1 , θ 1 ), . . . , (τ N smp , θ N smp ) ∼ µ.
Then, we evaluate the quantity of interest Q(θ 1 ), . . . , Q(θ N smp ). Finally, we construct the discrete measure
The Glivenko-Cantelli Theorem (see [69, §5] ) implies that Q # µ → Q # µ weakly, as N smp → ∞.
A.4. Markov Chain Monte Carlo for Bayesian inverse problems
In contrast to Monte Carlo sampling from the pushforward measure, it is in general not possible to sample independently from the posterior measure. For this reason we use Markov Chain Monte Carlo (MCMC). Meaning that we construct an ergodic Markov chain where the stationary measure is the posterior measure. The samples (τ 1 , θ 1 ), . . . , (τ N smp , θ N smp ) ∼ µ y can then be used to approximate integrals with respect to the posterior measure. In our setting the prior measure is a parameterised Gaussian measure on a (discretised) function space. Following [22] we suggest to use a Metropolis-within-Gibbs sampler. This allows us to sample τ and θ in an alternating way using two different proposal kernels, one for θ and one for τ.
In many cases, the hyperparameter space R will be low dimensional. Hence, various MetropolisHastings proposals can be used to efficiently propose samples of τ. We denote the conditional density of this Metropolis-Hastings proposal by q R : R × R → R. On the other hand, θ is a X-valued random variable where X is high-dimensional or possibly infinite-dimensional. Therefore, we suggest a preconditioned Crank-Nicholson (pCN) proposal, see [15] for details. Combining the Metropolis-Hastings and the pCN proposal we arrive at the MCMC method in Algorithm 4. Note that β ∈ (0, 1] is a tuning parameter in the pCN-MCMC method.
Note that in Algorithm 4 we require dim X < ∞. This can be achieved by a discretisation of the space X (see §2.3). In this case, the Gaussian measure N(m(τ 0 ), C(τ 0 )) has a probability density function (see Proposition 2.3), and we use this probability density function to compute the acceptance probability α R for the Gibbs move of τ. It is however possible to compute α R without access to the probability density function. In this case one can also define an algorithm for an infinite dimensional space X. We refer to [22] for details on the infinite-dimensional version.
It can be proved that Algorithm 4 generates samples from µ y . We summarise this in the following Proposition and refer to [22, §3] for a similar statement and proof. 
