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ABSTRACT 
This paper describes those matrices which preserve or magnify the length 
of vectors whose entries sum to zero. Links to the coefficient of ergodiciti are 
established. 
INTRODUCTION 
Stochastic matrix research often involves the cypher space which is 
defined as 
C= c:cER”and 5 ci=O 
i= I 
This space arises naturally when considering change in vectors; e.g., see [2], 
[3], [5], and [7]. S UC h h g 1 c an e a so occurs in the description of the coefficient 
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of ergodicity defined by 
= max IcAl, 
CCC 
IcI= 1 
where 1. I denotes the I,-norm. Properties involving Scan be found in [6, 81; 
its major use is in establishing that products of stochastic matrices converge 
(e.g. see [6, 81). 
In this paper we are concerned with those matrices Q such that 
Q:C+C 
and which preserve, or magnify by LX, length in the I,-norm. This is, 
IcQl = a ICI for all c E c. 
Such matrices are called a-similitudes on C. See [l] for related work. Of 
course, when (Y = 1, and so length is preserved, we are looking at isometries. 
In this paper we will show, or describe, those matrices, defined on C, 
which are o-similitudes. We will then link this work to 7 by showing that 
these are precisely the matrices Q that preserve or magnify the coefficient of 
ergodicity of a stochastic matrix, say A, i.e. 
flQA) =flAQ) = aflA). 
RESULTS 
For this work we let e, denote the (0,l) vector which has a 1 only in its 
ith position. We let e denote the vector all of whose entries are 1. 
We are interested in matrices which map C to C. The description of such 
matrices uses the following notion. An n X n matrix Q is generalized 
stochastic if Qe = pe for some scalar /3. This means, of course, that all row 
sums of Q are p. 
SIMILITUDES AND THE I,-NORM 307 
LEMMA 1. Let Q be an n x n matrix. Then Q : C -+ C ifi Q is general- 
ized stochastic. 
Proof. Suppose Q is generalized stochastic. Let c E C. Then (cQ)e = 
cpe for some scalar /3. Since c E C, we have ce = 0, so (cQ)e = 0. Thus 
cQ E C, and it follows that Q : C -+ C. 
Now suppose that Q : C + C. Since CQ E C for all c E C, it follows that 
cQe = 0 for all c E C. Choosing 
(l,-1,o )..., O,O),(l,O,- l,o )...) 0,O) )..., (l,O,O ,..., 0,-l) 
for c, it follows that the entries in Qe are all identical, say equal to the scalar 
/3. Thus Qe = /3e, and so Q is generalized stochastic. 4 
The major purpose of this paper is to describe a-similitudes on C. This 
result will require a sequence of six lemmas. The first of these lemmas uses 
the following notion. Let c, C E C. We say that c and C have compatible sign 
patterns iff ciC, > 0 for all i. 
LEMMA 2. lf Q is an wsimilitude on C and c, C E C have compatible 
sign patterns, then cQ, ZQ have compatible sign patterns. 
Proof. We note that by hypothesis c, E, and c + C all have the compat- 
ible sign patterns. 
Now, since Q is an a-similitude on C, 
I(c + E)QI = CY )c + Cl 
= cy(lcl + Iq 
= IcQl + IEQI. 
Thus, 
IcQ + CQI = IcQl + IEQI, 
and so cQ and EQ have compatible sign patterns. ??
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We call a (-1,1) vector which has at least one 1 and one -1 a (-I, 1) 
pattern. Let f be a (-1,1) pattern, and define 
C(f) = {c E C : c has the same sign pattern as f} . 
Of course, c(f) is a closed cone and 
c = UC(f)> 
where the union is over all (-1, 1) patterns f. 
To describe C(f) f or a (-1,1) pattern f, we need the following notion. 
Any (-1, 0, 1) vector having precisely one 1 and one -1 is called a genera- 
tor. If (Y is a positive scalar and g a generator, then erg is called an 
a-generator. 
LEMMA 3. Let f be a (-l, l> pattern. Then C(f > is a cone having edges 
determined by the generators in C(f >. 
Proof. We first show that any vector in C<f > can be written as a 
nonnegative combination of generators. To do this, for any vector Z, let #(z> 
be the number of nonzero entries in z. The proof is done by induction on 
#(z> where z E C(f). 
Let x E C(f). If #(r) = 0 th en x = 0 and there is nothing to show. 
Thus, suppose #(n-j > 0. Of course, since x E C, this means that #(r) > 1. 
Let xi be a nonzero entry in x such that 1 xi1 < I xkj for all nonzero entries xk 
in x. Assume without loss of generality that xi = P > 0. Let xj be any 
negative entry in x. 
Let g be the (-1, 0,l) vector which has a 1 in the ith position, a - 1 in 
the jth position, and O’s elsewhere. Then g E C(f) and x - /?g E C(f >. By 
construction it follows that #(x - pg> < #(x) and thus, by the induction 
hypothesis, 
x-pg= c’yig+ where (Yi 2 0 
and gi E C(f) a generator for all i. Hence, 
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and since g is a generator in C(f), it f 11 o ows that x can be written as a 
nonnegative combination of generators in C(f). 
This then concludes the induction. 
Finally, we need to show that if .g is a generator in C(f) and 
g= C aif4L, 
where (Y, > O and g, E C(f) is a generator for all i, then some g, = g, thus 
showing that all generators in C(f) are on edges of C(f). But this follows 
because in that case g and all gi have, compatible sign patterns. ??
The next lemma is needed for Lemma 5. 
LEMMA 4. lf Q is an cwimiliturle on C, then Q i.7 u bijectinn and Q-’ ix 
nn cl-’ -.similitude. 
Proof. To show that Q is an injection, suppose that X, y E C and that 
XQ = I/Q. Then .Y - y E C and (x .- y>Q = 0. Since Q is an a-similitude, 
we have that x = Y. 
Using that Q is a linear injection and that C is a vector space. it follo\vs 
that Q is a surjection and thus a bijection. 
Finally, since Q is an a-similitude. 
Thus 
~Q-‘QI = (Y Ic~-‘l for all (‘ E C 
a-’ ICI = IcQ-'1 
and so Q-’ is an (Y- ’ similitude. 
for all c E C ) 
??
Using this lemma, we have thcl following. 
LEMMA 5. lf Q IS nu a-similitude on C, then for any .sign pattern f there 
i.v (I sign pc&trrrl g .swh tluzt C(f>Q = C(g). 
Proof. Note that b!. Lemma 2, for any sign pattern f there is a sign 
pattern g such that C(f>Q c C(g). By Lemma 4, Q-’ is an 6 ‘-similitude 
and so. again by Lemma 2, there is a sign pattern h such C(g)Q-’ c C(h). 
But no\\‘, C(f) c C(g)Q-’ c C(h). Hence .f = h and so C(f)Q = C(g). 
W 
More detail about this map is shown below. 
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LEMMA 6. Zf Q is an a-similitude on C, then Q maps generators to 
a-generators. 
Proof. Let w be a generator in C. Then there is a sign pattern f such 
that w E C<f ). By Lemma 4 and Lemma 5, there is a sign pattern g such 
that C(f)Q-’ = C(g) or C(g)Q = C<f 1. Let g,, . . . , g, be the generators 
in C(g), and g^ E C(g) such that g^Q = w. Using Lemma 3, write g = C oi g, 
where cq > 0 for all i. Then 
w = C ai(giQ)* 
Note that for any q > 0, giQ must have 0 entries where w has 0 entries. 
Thus, giQ must have exactly one positive and exactly one negative entry, and 
since giQ E C, these entries must, in absolute value, be the same. Thus, if 
q > 0 and aj > 0, then giQ = Pg,Q for some scalar P. Now, since Q is 
invertible, gi = pg; and since both gi and gj are generators of C(g), we 
have gi = gj. Hence, from this we can conclude, without loss of generality, 
that w = a1 g,Q. Finally, since Q is an o-similitude, Iw 1 = (Y 1 a1 g,l, so 
ffr = (Y -l, and thus we have that Qg, = (YW‘, showing that a generator 
mapped to an a-generator. Hence, since w was chosen arbitrarily and Q is a 
bijection, the result follows. ??
The next lemma follows. 
LEMMA 7. Let D be an cY-similitude on C that has at most one nonzero 
entry in each column. Then 
(i) if n = 2, then D is 
(ii) if n > 2, then D is + (YP where P is a permutation matrix. 
Proof. Without loss of generality we can assume that the initial rows of 
D, say k in number, are nonzero, and that the remaining rows are rows of 0’s. 
We look at cases. 
Case (i). Suppose k = n. Then D has a nonzero entry in each row and 
in each column. Since D is a map on C, CD E C for all c E C. Thus, 
cDe = 0 for all c E c. 
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Set De = d. Then 
cd = 0 for all c E c. 
Since C is a subspace of R” and has dimension n - 1, we have d = pe for 
some scalar p. Finally, since D is an a-similitude, 
IcDl = a ICI or ( ficl = CY ICI for all c E c. 
Hence P = f (Y and D = + aP for some permutation matrix P. 
Case (ii). Suppose k < n, i.e., D has a row of 0’s. For this case note that 
(I,&. ..,O,-1)D ,..., (0,O ,..., l,-1)D 
are all in C so all rows of D are in C. If n = 2, using that D magnifies 
lengths, we have that D is 
*ff 
1 -1 
[ I 0 0’ 
If n > 2, then since each nonzero row of D has at least two nonzero entries, 
it follows that 2k =G n or k < n/2. Since [n/2] Q n - 2 for n 2 3, where [ ] 
is the greatest integer function, D has at least two rows of 0’s. But now 
(0, 0, . . . , 0, 1, - 1) D = 0, which contradicts that D is a bijection on C. 
Putting together the results of case (i) and case (ii) yields the lemma. ??
We can now describe the a-similitudes Q on C. The description requires 
the following notion. A flat matrix is a matrix whose rows are all identical. 
Thus, each of its columns is composed of identical entries. 
THEOREM 1. A map Q is an wsimilitude on C if Q = + aP + F where 
F is a flat matrix and P a permutation matrix. 
P~x$. The direct implication is a matter of calculation, so we will only 
argue the converse implication. 
Suppose Q is an a-similitude on C. Then by Lemma 6, Q maps 
generators to a-generators. We consider generators whose first nonzero entry 
is 1. Counting, (i) there are n - 1 generators whose first entry is 1, and (ii) 
using the product rule, there are (n - I)(n - 2)/2 generators whose first 
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entry is 0 and first nonzero entry 1. Let Y be a matrix formed by using, as 
initial rows, those generators described in (i) and, following these rows, those 
generators described in (ii). Since, by Lemma 6, Q maps generators to 
a-generators, let X be the matrix whose rows are generators and such that 
XQ = aY. 
Let q and y be the first columns of Q and Y respectively. Partition X and y 
as 
Xl [I [ x q=a ;I 2 2 
where X, and y1 have n - 1 rows. Note that y1 is a vector consisting of l’s, 
and yZ a vector consisting of 0’s. We consider 
x,q = y2. 
We intend to show that n - 1 entries in q are identical. For this, we 
assume, without loss of generality, that the first k entries in q are all equal 
and different from the last n - k entries in q. Since X,q = 0, we can 
assume that k >, 2. Partition 
x2 = [xi 1 Xl], 
where Xk has k columns. Since 
x,q = 0, 
a row of X, must have both nonzero entries in XL or both in Xi. Thus, by 
row permutations we can assume, without loss of generality, that 
x= AlO 
2 
[ . ‘O’X ’ I 
where A has k columns. 
The argument now proceeds by counting. Note that, by the product 
rule, the maximum numbers of rows in A and B are k(k - 1)/2 and 
(n - kxn - k - I)/2 respectively. Thus, the sum of these is at least the 
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number of rows in X,. This observation yields that 
(n - I)(n - 2) k(k - I) (n - k)(n -k - 1) 
< + 
2 2 2 
Simplifying yields 
k(n -k) < n - 1. 
It is easily shown that this inequality holds iff 
(I) k = n, in which case all entries in y are equal, or 
(2) k = n - 1, in which case n - 1 entries of 4 are equal. 
Applying this same technique to each column of Q shows that if yi is the 
ith column of Q, then qi has at least n - 1 entries identical to some scalar, 
say pi, for all i. Let F denote the n X 12 matrix all of whose entries in the ith 
column are pi for all i. Write 
or 
Q=D+F. 
Note that D has at most one nonzero entry in each cohunn. Since cF = 0 for 
all c E C, it follows that 
Now, since 
cQ = CD forall c E C. 
Q is an a-similitude on C, so is D. Thus, by Lemma 7, 
D=Q-F, 
D = or aP, where P is a permutation matrix or, in the case that n = 2, 
Dis ,u[i -b] or ,a[: _!I. 
Suppose D = a :j 
[ 1 -: . Write 
314 
so we have that 
Q=D+F 
=a[:, :] + ([:: I:] +F)* 
Note that 
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is flat, and so 
Q = a[; ;] + F, 
satisfying the theorem. 
The other three cases are argued similarly, and thus the theorem follows. 
W 
EXAMPLE. Let 
Then 
So Q is a i-similitude on C. 
A corollary is immediate. 
COROLLARY 1. Let Q be a stochastic matrix. rf Q is an isomet y on C, 
then Q is a permutation matrix. 
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Proof. Since Q is an isometry on C, by Theorem 1, A = +P + F, 
where P is a permutation matrix and F a flat matrix. For n > 2, if Pi is the 
entry in the ith column of F, then Pi appears in the ith column of Q, for all 
i. Thus, 0 < pi < 1. Now, if A = -P + F, then pi = 1 for all i. If n = 2, 
this means that Q is a permutation matrix. If n > 2, Q has row sums at least 
2, a contradiction to Q being stochastic. 
On the other hand, if A = P + F, then since A is stochastic, F = 0. 
Thus, in all cases, A = P, a permutation matrix. ??
We are now going to link our results to x the coefficient of ergodicity. 
We intend to show that if Q is stochastic and Y( AQ) = Y(QA) = aY( A) 
for any stochastic matrix A, then Q is an a-similitude on C. 
We need an initial lemma. 
LEMMA 8. Let A be a stochastic matrix. Then max c E c. ic,= 1 IcAl OCCUKS 
at c = +g for some generator g. 
Proof. Let c E C be such that (cl = 1. Suppose c E C(f > for a (- 1,l) 
pattern f. Then by Lemma 3, 
c = 2 cxgi, where gi E C(f), 
i=l 
are generators and q 2 0 for all i. Write 
c = k (2cq)(ig& 
i-1 
Then since 
= 2 (2ai)l 
i=l 
it follows that XI= 1 2 oi = 1 and so c is a convex combination of kgi, . . . , kg,. 
316 
Now, 
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IcAl = i (24&+4 
i=l 
Of course, if maxi +I gi Al occurs at i = s, then for c = ig,s, 
Thus, 
IcAl = max $ IgAl. 
i 
max IcAl 
CEC 
ICI= 1 
occurs at c = $gi A for some gi which yields the lemma. ??
LEMMA 9. lf Q: C + C is a bijection and maps generators to CY- 
generutors, then Q is an cu-similitude. 
Proof. We first show that Q maps sign compatible generators to sign 
compatible a-generators. For this, let g and g be sign compatible genera- 
tors. Now, suppose that gQ and gQ are not sign compatible. Then gQ and 
gQ have precisely one component where both have a nonzero entry and these 
entries are opposite in sign. Thus, gQ + gQ is an a-generator. But, since g 
and g are sign compatible, g + S is not a generator. Yet (g + g)Q = gQ + 
gQ. And, since Q is a bijection, this yields a contradiction. 
Now, let c E C. Then c E C(f) f or some sign pattern f. By Lemma 3 we 
can write c = C qgi, where gi are generators in C(f) and q > 0 for all i. 
Since cQ = C ai(giQ>, and from the above remarks, giQ are all sign 
compatible. Thus, 
1~01 = 1 C Qi( giQ) ) 
= c q lg,Ql 
= C ai(a Igil) 
= u( C ai Igil) 
= a ICI. 
Thus, Q is an a-similitude. 
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THEOREM 2. Suppose Q is a stochastic matrix and (Y a nonzero scdar 
SILC~ that 
Y( AQ) =9-(QA) = NY(A) 
,for all stochastic rmtrkes A. Then Q i$ an mu-.rirnilitdr on C. 
Proof. \Ve first show that Q is a bijection on C. We argue by contra&~- 
tion. For this, suppose c, E C where c, f 0 and c,Q = 0. I,et cL, . . , c,, , 
he SllCll that c,, CL, . . . , c,,_ , is il basis for C. Note that IV+ = 
spn{c2 Q. . . . , c,, _ , Q} 1 MS dimension less than II - 2. Thus there are two 
linearly independent vectors that are orthogonal to IV. And, since Q is 
stochastic, with each ci E C, one of these vectors can be taken as P. \Ve let z 
1~ the second orthogonal vector. Note that y = e + EX > 0 for E sufficientI\, 
small and that y is orthogonal to \V. Now, using scalar multiples df 
!J’ = r + EX. 1/” = e - E.T, and C: as columns, construct a stochastic matrix 
A such that rank A = 2. Note that c,QA = 0 for all i. Thus, rQA = 0 for all 
(’ E c. Uut llO\V. 
implies CY = 0, a contradiction. Thus. Q must be a bijection on C. 
To pro\‘e Q magnifies lengths by N, we show that Q maps generators to 
a-generators. Without loss of generalih; let E = +(v, - e2>. Dcxfinr a 
stochastic matrix A such that its first two rows are o, and o. respectid\, illl( I 
nil other rows are l/ne. Then Y_( A) = 1 and 
may IcAl 
(.E(‘ 
lC.l= 1 
occurs only at +g. 
Now. ly Lemma 8, 
max IcQAl 
r,E(’ 
/,,I= I 
occurs at ig for some generator g. Note that since 
max IcQZI = N miui IcZI, 
r.EC (‘E (‘ 
lH= 1 If.]= I 
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it follows that 
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Suppose now that IigQI = p < (Y. Then 
+gQ I+gQAl = P - I I p A <P~E$cAl=PF(A), IcI= 1 
a contradiction. Thus, we must have l+gQl = LY. 
Now, suppose (ig)Q f f ai(el - ea>. Then 
since max.,, ICI=1 IcA( occurs only when c = g. Thus, we have a contradic- 
tion, and so +gQ = +cY~. Finally, since Q is a bijection, f $g are paired to 
+cx~, and Q maps generators to o-generators. Thus, by Lemma 8, Q is an 
o-similitude. 
The proof that Y( AQ) = CXY(A) for all stochastic matrices A implies 
that Q is an a-similitude is done in a similar way. Thus, the theorem follows. 
W 
COROLLARY 2. Let Q be a stochastic matrix. Then Y(QA) = Y( AQ) = 
S( A) $ and only if Q is a permutation matrix. 
Proof. By Theorem 2, we know that Q is an isometry, and thus by 
Theorem 1, 
Q= kP+F, 
where P is a permutation matrix and F a flat matrix. Since Q is stochastic, 
the entries of F are scalars between 0 and 1. Thus, since Q is stochastic, if 
n = 2, then 
F= ’ ’ 
[ 1 1 1 
with Q= -P+F 
is acceptable, but, in this case, Q is a permutation matrix. If n > 3, Q = P. 
Thus, in either case, Q is a permutation matrix. ??
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