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Vorwort
This is a W3-version of the original thesis. It has been adapted for the internet with pdf-
latex, hyperref and thumbpdf to obtain a clickable structure, cites, backreferences in the
literature, links, thumbnails and more. Apart from this and from omitting personal matters
such as the c.v., which I would not like to be on the web, there were no modifications with
respect to contents.
Diese Arbeit entstand zum gro¨ßten Teil am Lehrstuhl fu¨r Theoretische Chemie der Uni-
versita¨t Bonn, der seine Tradition eher auf der Seite hoch genauer Rechnungen in der
molekularen Quantenchemie denn in der Festko¨rpertheorie hat. Mit Gru¨ndung des Son-
derforschungsbereiches (SFB) 408 ”Anorganische Festko¨rper ohne Translationssymmetrie”
wurden hier verschiedene Arbeiten begonnen, deren Inhalte in die Bereiche der Theoreti-
schen Festko¨rperphysik reichen. Diese Schrift ist die erste Dissertation am Lehrstuhl fu¨r
Theoretische Chemie im Rahmen des SFB, die sich mit amorphen Festko¨rpern bescha¨f-
tigt. Wegen dieser Tatsache und auf Grund der Vielzahl verschiedener Disziplinen im SFB
erschien es angebracht, manche (wenn auch grundlegende und in einer Vielzahl von Lehrbu¨-
chern nachzulesende) Sachverhalte zusammenfassend darzustellen, so dass neue Mitglieder
zu¨gig einen ersten — zugegebenermaßen groben — U¨berblick u¨ber einige der Methoden
erlangen ko¨nnen. Ein Index am Ende soll dabei Orientierung erleichtern. Einleitung und
Zusammenfassung liegen zusa¨tzlich auf Englisch vor.
Neben dieser Arbeit habe ich einige Erfahrungen beim Anpassen empirischer Potenziale
mit Gulp in einer kleinen ”Fibel” niedergeschrieben, deren Inhalte aber zu praktischer
Natur sind, als dass sie hier oder in Publikationen ihren Platz finden sollten. Auf Wunsch
stelle ich diese Schrift gerne zur Verfu¨gung.
Bonn, im September 2001 M. G.
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1The Amorphous State:
A Challenge for Theory
This thesis deals with developing theoretical tools for modelling the solid state of amor-phous ceramics. High demand ceramics are of growing importance due to their out-
standing properties: most of them are light, extremely hard, corrosion and heat resistant
and usually relatively cheap to produce. It is for these reasons that they are frequently
employed in the making of turbines, combustion chambers, in the airline- and space indu-
stry, but also in fire proof clothing, for example. The macroscopic properties are — from a
chemist’s point of view — manifestations of effects the source of which lies on an atomistic
level. Such relationships are termed structure-property relationships. Models to understand
both sides (atomistic and macroscopic) should be as complex as necessary, yet as simple as
possible. Understanding of the structure-property relationships in its generalisation entails
the possibility of altering the syntheses and thus improving the material.
As far as the solid state is concerned, the nature of crystals allows for a measurement of
their structure by means of various relatively reliable techniques. Access to making a model
is made easier because experiments do already tell us a lot. In the case of borosilazanes (or
silicon boron nitrides) though, great demands are put on the model, as the materials are
not crystalline but amorphous; they lack translational periodicity.1 This poses problems:
experiments on amorphous materials usually are much less effective, because many different
surroundings in the material yield an overlay of many more or less different signals. Hence,
they can — if at all — only provide collective information about the first coordination
sphere of one or more atom types in resonance. This is especially true for diffraction
experiments but also applies to nuclear magnetic resonance (NMR) experiments. From
this it follows directly that theoretical investigations are an indispensable means towards
more and deeper knowledge about and improvement of amorphous materials. It should
be stressed in any case that for a validation of a model to be established, experimental
outcomes are of crucial importance. Theory and experiment go hand in hand — a fact
that is often underestimated.
This work is one of many approaches to elucidate the structure and properties of
amorphous materials, the entity of which are embedded in the Sonderforschungsbereich
408 at Bonn University. To date, the approaches comprise:
1. The mimesis of initial reactions during the building of ceramics with molecular and
periodic ab initio methods
1In fact, this is wanted by design: Inorganic, functionalised precursor molecules are ammonolysed or
aminolysed to form a more or less viscous polymer which is subsequently“burnt”at several hundred degrees
centigrade to form the final ceramic.
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2. A static (i.e., a non-dynamical) modelling of Continuous Random Networks (CRN)
aided by classical potential energy functions
3. A non-quantal, dynamical modelling on the grounds of classical molecular dynamics
(MD)
4. A stochastic modelling with (Reverse-)Monte-Carlo methods (RMC/MC) which em-
ploys non-quantal potentials
5. A dynamical modelling of nuclear positions according to ab initio potentials by
Car-Parrinello Molecular Dynamics (CPMD)
6. Understanding trends of structure-property relationships by nuclear magnetic reso-
nance — both theoretical and experimental
Some of these require (classical) potential energy functions that are fast to evaluate. In
contrast to ab initio procedures, these are fitted to data and take simple analytic forms. The
source of data is generally spoken of as“unascertained”(be they determined experimentally
or theoretically) — albeit, they are considered as “observables”. It is thus possible to
treat a much larger number of atoms compared to molecular orbital (MO) methods, as
the evaluation of the energy and its derivatives etc. only takes a fraction of the time.
The quality of results most certainly is strongly dependent on the fitting procedures —
including the “observables” to which one has fitted.
This work in detail describes the fitting of empirical potential energy functions for
Si/B/N/(H) materials and hence enables access to three of the previously mentioned ap-
proaches: CRN, MD, (R)MC. Secondly, it deals with the NMR chemical shifts of (Si,B)/N
materials and their origin with respect to atomic and electronic structure.2
The organisation is as follows:
• Part I: Introduction; Borosilazane ceramics; Precursors, starting at page 15
• Part II: Theory — Basics of modelling the solid state as needed in this context (p. 25),
demands, classification and methods of parameterisation of interatomic forces; quan-
tum mechanical methods (p. 79); nuclear magnetic shielding (p. 97)
• Part III: Application — Details of fitted potentials (p. 109); new insight into structure-
property relationships by NMR considerations (p. 173)
The reader will find an English version of “Summary and Perspectives” at the end (p. 205).
2 The biggest part of this work is covered in the publications listed on page 269
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1Das Amorphe als Herausforderung
Diese Arbeit behandelt die Entwicklung von theoretischen Werkzeugen zur Modellie-rung von Keramiken. Hochleistungskeramiken erschließen immer effektiver Arbeits-
gebiete durch ihre in der Regel herausragende Stabilita¨t bei hohen Temperaturen und
gleich bleibender Ha¨rte des Materials. Im Vergleich zu den meisten Metallen erweisen sie
sich auch besonders im Hinblick auf ihre Dichte u¨berlegen. Es verwundert daher nicht,
dass typische Anwendungen in Bereichen wie Turbinenbau, Flugzeug- und Weltraum-
forschung, aber auch in der Textiltechnik (feuerfeste Kleidung etc.) angetroffen werden
ko¨nnen. Diese makroskopischen Pha¨nomene sind in der Vorstellung von Chemikern Ma-
nifestation von Wirkungen, deren Ursachen im atomaren Bereich zu suchen sind. Man
spricht von (quantitativen) Struktur-Eigenschaftsbeziehungen (engl.: quantitative structure
property relationships, QSPR) und entwickelt Modelle zum Versta¨ndnis dieser Beziehun-
gen, die im Idealfalle so einfach wie mo¨glich und komplex wie no¨tig sind. Das Verstehen
der Struktur-Eigenschaftsbeziehungen zieht fu¨r den allgemeinen Fall die Mo¨glichkeit von
Vera¨nderung der Synthese und letztlich die Verbesserung von Materialeigenschaften nach
sich und motiviert und legitimiert so den Aufwand der Modellbildung.
Kristalline Substanzen ermo¨glichen durch ihre Translationssymmetrie (periodisches
Aneinanderha¨ngen einer Einheitszelle in alle drei Raumrichtungen) in der Regel ein recht
genaues ”Vermessen” ihrer Struktur bzw. der Elementarzelle — eine Modellbildung wird
hier durch die hohe Verla¨sslichkeit und Aussagekraft des Experimentes erleichtert. Im Falle
der Siliciumbornitridkeramiken (Kapitel 2) jedoch zeigt sich, dass an das zu entwickelnde
Modell besonders komplexe Anforderungen gestellt werden, da die vorliegenden Substan-
zen als amorphe, also nicht-kristalline Pulver anfallen — und dies ist durchaus beabsich-
tigt, um z.B. die Spro¨digkeit der Keramiken herabzusetzen, wie die weiteren Ausfu¨hrungen
im Kapitel 2 zeigen werden. Allerdings: Experimentelle Verfahren zur Strukturaufkla¨rung,
insbesondere typische Beugungsmethoden wie die Ro¨ntgen- und Elektronenbeugung oder
aber auch die magnetische Kernresonanz (NMR) liefern in solchen Fa¨llen auf Grund der
vielfa¨ltigen verschiedenen lokalen Umgebungen im Material und der entsprechenden U¨ber-
lagerung der Signale aller im Spektrum unzureichende Information. Nicht selten muss man
sich dabei mit Aussagen nicht u¨ber die erste Koordinationsschale eines Aufatoms hinaus
zufrieden geben. Fu¨r eine Modellbildung von amorphen Festko¨rpern wie den hier zu Behan-
delnden ist daher eine intensive theoretische Betrachtung unerla¨sslich. Besonders ist darauf
hinzuweisen, dass zur Besta¨tigung eines theoretischen Konstruktes idealerweise neben der
inneren Konsistenz auch die experimentelle Reproduktion der Daten geho¨rt. Theorie und
Experiment sind komplementa¨r (was oft unterbewertet wird)! Es steht zu hoffen, dass
besonders dieser Punkt im Rahmen dieser Arbeit deutlich wird. Die vorliegende Schrift
fu¨gt sich auf der Seite der Theorie in ein System von sich erga¨nzenden Ansa¨tzen ein, die
maßgeblich im Bonner SFB 408 angegangen werden, wo auch die Synthese der in diesem
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Zusammenhang vornehmlich interessierenden Siliciumbor(carbo)nitride erstmals gelang.
Die sich erga¨nzenden Methoden umfassen dabei heute:
1. die Mimese der Initialreaktionen der Bildung von Keramiken mit ab initio-Methoden
2. eine statische, d.h. die Zeit nicht in Betracht ziehende, potenzialgestu¨tzte Modellie-
rung durch Aufbau von Continuous Random Networks (CRN)
3. die dynamische, potenzialgestu¨tzte Modellierung durch Molekulardynamikverfahren
(MD)
4. eine potenzialgestu¨tzte und stochastische Modellierung mit (Reverse) Monte-Carlo-
Verfahren (MC, RMC)
5. die dynamische Modellierung der Kernpositionen durch ihre Behandlung in ab ini-
tio-Potenzialen (Car-Parrinello-Molekulardynamik, CPMD)
6. ein Trendversta¨ndnis von Struktur-Eigenschaftsbeziehungen anhand von theoreti-
scher und experimenteller kernmagnetischer Resonanz (NMR)
”Potenzialgestu¨tzt” in diesem Zusammenhang bedeutet, dass die (interatomare) potenziel-
le Energie eines Systems nicht mit quantenchemischen Methoden berechnet wird, sondern
durch Anpassen (”Fitten”) von einfacheren Funktionen an Daten gena¨hert wird. Der Ur-
sprung der Daten ist zuna¨chst nicht bestimmt, er kann sich sowohl auf experimentelle
Untersuchungen als auch auf Berechnungen beziehen. Ungeachtet dessen werden sie als
”Observablen” betrachtet (vgl. Kapitel 3). Auf diese Weise wird ermo¨glicht, mit weitaus
weniger Aufwand als bei allen ga¨ngigen vergleichbaren Methoden, eine große Anzahl von
Atomen zu betrachten, da die Berechnung von Energien und Kra¨ften bzw. Zweitordnungs-
observablen (Phononen etc.) lediglich Bruchteile der Zeit in Anspruch nimmt. Die Qualita¨t
der Ergebnisse ha¨ngt dabei wesentlich (in seinem Wortsinne) von der Art der Anpassung
ab. Das schließt die Datenauswahl, an die angepasst wird, ausdru¨cklich mit ein.
Zum Aufbau: Diese Arbeit schafft durch die Parameterisierung von empirischen Po-
tenzialen (Kapitel 7) eine Basis fu¨r drei der genannten Zugangswege (CRN, MD, (R)MC,
die anderen kommen ohne sie aus) und gibt ein erstes Trendversta¨ndnis von Eigenschaf-
ten durch Untersuchungen der (rechentechnisch nur recht aufwa¨ndig zuga¨nglichen) chemi-
schen Verschiebung δ (Kapitel 8). Der erste Teil hat einleitenden Charakter, auch werden
Borosilazane und die Precursorroute besprochen. Im zweiten, rein theoretischen Teil ab
Seite 25 werden die Grundlagen der Festko¨rpermodellierung erla¨utert und die zu u¨berpru¨-
fenden Observablen beleuchtet; des Weiteren werden Anspruch, Klassifikation und Wege
zur Parameterisierung der interatomaren Kra¨fte besprochen (ab Seite 25), die verwendeten
quantenchemischen Methoden abgerissen (S. 79) und auf Pha¨nomenologie und Quanten-
theorie der chemischen Verschiebung eingegangen (S. 97). Ein praktischer Teil III (S. 109)
konkretisiert das Obige durch die Details der angepassten Potenziale (S. 109) und ihrer
Leistungsfa¨higkeit auf der einen Seite und durch eine ausfu¨hrliche Schilderung der neuen
Erkenntnisse auf Basis der NMR-Rechnungen (S. 173). Die beiden letzten Teile erweisen
sich als eingeschra¨nkt verschmelzbar, was eine effiziente Modellierung der Verbindungen
ermo¨glichen sollte.1
1 Ein Großteil des hier Geschilderten ist in den Publikationen der Liste auf Seite 269 zu finden.
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2Keramiken aus Precursoren
Werkstoffe mu¨ssen heutzutage mehr denn je einer bestimmten Kombination von An-forderungen genu¨gen, die eine ”Maßschneiderung” der Materialien sehr wu¨nschens-
wert macht. Die Anspru¨che sind klassifizierbar, beru¨cksichtigt man einerseits Synthese,
andererseits Materialeigenschaften. Zudem etablieren sich neben Metallen und Kunststof-
fen mehr und mehr Keramiken als Werkstoffe, an die sich meist eine Kombination der
folgenden Punkte richtet:
• Zugangsweg optimiert: kostengu¨nstig, schnell gangbar, Energie sparend und indu-
striell unproblematisch durchfu¨hrbar
• Materialeigenschaften optimiert: oxidationsstabil, korrosionsbesta¨ndig, hart, thermo-
schockbesta¨ndig bzw. hitzestabil/ka¨ltefest, bruchfest und wenig spro¨de, leicht form-
bar und schließlich leicht einzufa¨rben
U¨blicherweise finden auf dem Weg zum finalen keramischen Formko¨rper Sinterprozesse
statt, die zum einen der Ha¨rtung und Verdichtung des Materials dienen, zum anderen aber
auch ermo¨glichen sollen, dem Material eine gewu¨nschte Form zu geben. Wa¨hrend dessen
sind hohe Temperaturen no¨tig, die Zeit und zusa¨tzliche Kosten nach sich ziehen. So sind
Sinterverfahren zwar technisch routinema¨ßig durchfu¨hrbar, sie werden jedoch erst rentabel,
wenn große Serien produziert werden. Was den Punkt der Materialeigenschaften anlangt,
so zeigten sich sowohl oxidische als auch nichtoxidische Substanzen in manchen Punkten
als nachteilig: Zwar la¨sst sich fu¨r Oxidkeramiken bisweilen eine gu¨nstige Kombination von
Eigenschaften durch Einsatz von multina¨ren Verbindungen an Stelle der bina¨ren erzie-
len (prominente Vertreter dieser Gruppe sind beispielsweise das Bariumtitanat (BaTiO3)
oder auch Cobalt-Eisen-Oxid (CoFe2O4)), doch fu¨hrt das Vorhandensein von Translati-
onssymmetrie in diesen Materialien versta¨ndlicherweise zur Fo¨rderung von Rissbildung.
Auch amorphe oxidische Keramiken ließen die Vorteile vermissen, die Nichtoxide wie z.B.
das Siliciumnitrid (Hochtemperaturstabilita¨t, hohe Thermoschockbesta¨ndigkeit bei hoher
Oxidationsresistenz) aufweisen. Amorphe Substanzen neigen strukturbedingt weit weni-
ger zur Rissbildung als kristalline Komponenten; sie sind per definitionem metastabil, d.h.
bezu¨glich des U¨bergangs zu einer (thermodynamisch) stabileren Konfiguration kinetisch
gehemmt. Etwas anders formuliert: Es besteht in diesem Falle eine Barriere zwischen einem
Punkt im Konfigurationsraum, der der Struktur des amorphen Festko¨rpers entspricht, und
dem eines korrespondierenden Kristalls. Bildung letzterer gilt es durch Verfolgen eines syn-
thetischen Leitgedankens zu verhindern: Erho¨hung der Barriere zwischen amorphem und
kristallinem Zustand. So stabilisierte, amorphe Substanzen sollten durch das charakteristi-
sche Fehlen von Vorzugsrichtungen (bzw. Netzebenen) und nicht vollsta¨ndig abgesa¨ttigte
Atome (dangling bonds) inha¨rente Rissabsorption zeigen.
Ein mo¨glicher Weg, der unter diesen Rahmenbedingungen vorgegeben ist, liegt also im
Aufbau amorpher, anorganischer und nichtoxidischer Netzwerke, deren Charakteristikum
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darin besteht, dass der maßgebliche Anteil der Gesamtbindungsenergie des Festko¨rpers in
mo¨glichst kovalenten Bindungen liegt und Madelungterme eine untergeordnete Rolle spie-
len. Synthetisch attraktive und nahe liegende ”Netzwerkbildner” sind offenbar Elemente,
die in ausreichender Menge und kostengu¨nstig zur Verfu¨gung stehen und auf der Seite ihrer
Strukturchemie zumeist drei- oder vierfach koordiniert bekannt sind und zu verbru¨cken-
den und/oder Netz bildenden Einheiten neigen: Silicium, Bor, Stickstoff, Kohlenstoff. Ein
Weg, dies zuna¨chst zumindest teilweise zu bewerkstelligen, fand sich im Beschreiten der so
genannten ”Polymerroute”: Die Elemente (vorzugsweise Elemente, die untereinander stark
binden) sollten bereits in einer Vorstufe enthalten sein, idealerweise in einem molekularen
Einkomponentenvorla¨ufer, dem (single source) Precursor . 1 Insbesondere bot sich so die
Mo¨glichkeit zu (zumindest teilweiser) Formgebung von Materialien ohne zu Sintern. Die
Nichtoxide, die zuna¨chst eingesetzt wurden, waren bis zum Beginn der 90er Jahre fast
ausschließlich bina¨rer Natur. Die entsprechenden prominenten Vertreter in den Systemen
Si/C, Si/N [Yajima u. a., 1975; Seyferth u. a., 1983] ließen hinsichtlich ihrer Homogenita¨t
aber noch Wu¨nsche offen. Auch relativ fru¨h bekannte, terna¨re Phasen des Systems Si/C/N
[Winter u. a., 1973] zeigten Neigung zur Phasenseparation und waren daher noch unzu-
reichend, so dass die molekularen Vorstufen optimiert werden mussten. Angestrebt war
und ist, dass die Verknu¨pfung der Elemente und ihr Verha¨ltnis zueinander in der finalen
Keramik mo¨glichst weit vorgebildet ist. Dies umfasst neben der entsprechenden Konnek-
tivita¨t der Netzbildner im Precursor also insbesondere auch seine Funktionalisierung an
den ”Enden”.
Mittlerweile sind einige Precursoren bekannt, die zu hervorragenden Keramiken fu¨hren,
und man diskutiert die ”zweite Generation” [Wideman u. a., 1998] der Polymerroute, bei
der die (ja zur spa¨teren Vernetzung notwendigerweise verha¨ltnisma¨ßig reaktiven) Polyme-
re2 bereits relativ stabil sind und z.B. zu Fasern gesponnen werden ko¨nnen. Fu¨r diese Ar-
beit sind im Wesentlichen jedoch die Si/B/N-haltigen Siliciumbornitridmaterialien (auch:
Borosilazane3) von Interesse, daher sollen die Synthesen aus den entsprechenden Precur-
soren kurz skizziert werden. Abbildung 2.1 gibt die grundsa¨tzlichen Zugangswege zu den
Siliciumbor(carbo)nitriden wieder, die hier von Relevanz sind: Die Precursoren [(Trichlor-
silyl)dichlor]aminoboran (TADB, IUPAC: 1,1-Dichlor-N-(trichlorsilyl)-boranamin) bzw.
[(Trichlorsilyl)dichlorboryl]ethan (TSDE) werden mit Ammoniak oder Methylamin umge-
setzt und das erhaltene (polymere) Gemisch (Polyborosilazan) in einer zweiten Stufe zum
Festko¨rper bei Temperaturen um 1400◦C vernetzt. Die entstehenden Keramiken weisen
nach Elementaranalysen die Zusammensetzungen Si3B3N7, SiBN2.3C0.8 bzw. SiBN2.5C2
auf [Mu¨ller, 2000]. Letztere ist in der Literatur oftmals auch (ungenauer) mit SiBN3C an-
gegeben. Bei allen Synthesen bildet sich in einer ersten Stufe ein nicht-kristallines Polymer,
das nach Pyrolyse die eigentliche Keramik bildet. Diese Keramiken fallen als Pulver oder
großporige Bruchstu¨cke an, was zur Folge hat, dass Dichtemessungen extrem schwierig
sind und die diesbezu¨glichen Ergebnisse mit Vorsicht bewertet werden mu¨ssen.4
1 Die Urspru¨nge dieser Idee sind alt: Bereits Mitte der sechziger Jahre entwickelten Chantrell und
Popper [1964] eine
”
chemische” Route zu Festko¨rpern.
2Andererseits sollte ein Precursor wa¨hrend der Polymerisation nicht zu stark vernetzen, um noch Form-
barkeit zu gewa¨hrleisten.
3Die Nomenklatur ist nicht einheitlich; eine detaillierte Diskussion vor dem Hintergrund der IUPAC
Empfehlungen gibt Kroschel [2001] in seiner Dissertation.
4 Als
”
Faustregel” setzt man fu¨r amorphe Substanzen erfahrungsgema¨ß Dichten an, die um 10 bis
20% unter denen korrespondierender Kristalle liegen. Die Werte, die von Herrn Dr. Enke, Martin-Luther-
Universita¨t Halle, fu¨r (homogen postuliertes) Si3B3N7 ermittelt wurden, erscheinen bei Ansetzen dieser
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Abbildung 2.1: Zugangswege zu Si/B/N/(C)-Keramiken
Der Vollsta¨ndigkeit halber seien die Synthesen der Precursoren hier ebenfalls mit an-
gefu¨hrt (Abb. 2.2), im Rahmen der Methodenvalidierung ist ihnen zudem noch ein eigener
Abschnitt (7.1.2.1) zugedacht. TADB ist durch eine Zweistufenreaktion aus Bis(trime-
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N
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1.  SiCl4
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2.  BCl3
Cl2B
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SiCl3
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TADB
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Cl3Si +   (CH3CH2)3SiH
BCl3
Abbildung 2.2: Darstellung von TADB und TSDE
thylsilyl)amin mit Siliciumtetrachlorid und nachfolgender Umsetzung des entstandenen
Trichlor-silyl(trimethylsilyl)amins mit Trichlorboran zuga¨nglich (Darstellung in [Wagner,
1991], Details zur quantenchemischen Charakterisierung in [Mu¨hlha¨user u. a., 1996]). TS-
DE ist ebenfalls leicht aus BCl3 und einem Gemisch aus Trichlorvinylsilan und Triethylsilan
darstellbar (Darstellung: [Ju¨ngermann, 1997], Charakterisierung: [Gastreich u. a., 1999].
Mittlerweile wurden die weiteren Precursoren MADB und DADB (Fig. 2.3) gefunden,
groben Regel und Vergleich mit hypothetischen Polymorphen [Kroll und Hoffmann, 1998] dabei etwas
zu gering: Si3B3N7 (bei Vernetzung von TADB mit Ammoniak): 1.8990 g/cm
3 (Standardabweichung:
0,0016 g/cm3), Si3B3N7 (bei Vernetzung von TADB mit Methylamin im Ammoniakstrom): 1.8539 g/cm
3
(Standardabweichung: 0,0012 g/cm3).
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die es zum einen ermo¨glichen, ein gewisses ”Viskosita¨tstuning” des Polymers zu erreichen
und zum anderen demonstrieren, dass entstandene Keramiken gleicher Sto¨chiometrie eine
unterschiedliche Temperaturstabilita¨t in Abha¨ngigkeit vom Precursor aufweisen [Mu¨ller,
2000]. Nicht nur diese Tatsache stu¨tzt die Arbeitshypothese, dass die ”Anamnese” der
genannten Keramiken Struktur beeinflussend ist. Das terna¨re System Si/B/N steht aus
Abbildung 2.3: Einkomponentenvorla¨ufer DADB und MADB
einem Grund klar im Vordergrund der hier zu schildernden Entwicklungsarbeiten. Letzte-
re sind die ersten ihrer Art zu diesen Materialien, der methodologische Erfahrungsschatz
ist dementsprechend gering, und das weniger komplexe terna¨re System dient als Test-
und Lernfall fu¨r die spa¨tere Stufe einer analogen, wesentlich schwierigeren Modellierung
quaterna¨rer Verbindungen.
Neben den Bonner Si/B/N/(C)-Projekten wird in einigen anderen Gruppen an a¨hn-
lichen Materialien gearbeitet: Von der chemischen Zusammensetzung her stehen die von
Riedel in Darmstadt bzw. die in Stuttgart um Aldinger entwickelten Materialien am ehe-
sten in der Na¨he der Keramiken des SFB [Riedel u. a., 1996a,b]. Aber auch andere Arbeits-
gruppen wie die Gruppe um Srivastava in Albuquerque [Srivastava u. a., 1998] entwickel-
ten beispielsweise cyclische Borazinprecursoren, die z.B. exocyklisch Silyl- oder Methyl-
funktionalisiert sind und sich ebenfalls zu Si/B/N/(C)-Keramiken vernetzen lassen. U¨ber
Precursoren, deren Funktionalisierung u¨ber Mehrfachbindungen erfolgt und die zur Dar-
stellung von Si/N Nanokomposit-Keramiken dienen, wurde unla¨ngst in Review-Form von
Schmidt u. a. [1999] oder von Seyferth und Plenio [1990] (etwas weniger aktuell, so doch
u.a. von einem der Protagonisten auf dem Feld) berichtet. Einen guten U¨berblick u¨ber das
aktuelle (synthetische und analytische) Forschungsvorgehen kann man neben einem etwas
a¨lteren Review-Artikel [Birot u. a., 1995] auch durch die U¨bersichten in Buchform, z.B.
die von Bill u. a. [1999] oder Petzow u. a. [1996] erlangen. Neuere empfehlenswerte Artikel
sind von Corriu` [2000] oder Kroke u. a. [2000] erschienen – letzterer wartet mit u¨ber 400
Referenzen und einiger Statistik auf.
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3Festko¨rpermodellierung
Dieses Kapitel geht auf einige Grundlagen der Festko¨rpermodellierung ein; die rele-vanten thermodynamischen Gro¨ßen werden kurz besprochen, und ein Abschnitt wid-
met sich insbesondere der Theorie der Phononen — letztere dienen spa¨ter als wichtige
Eigenschaften von Festko¨rpern zur Qualita¨tspru¨fung von statischen Eigenschaften para-
meterisierter Potenziale: Fu¨r fast alle Phasen einer (klassischen) Modellierung werden
Kostenfunktionen beno¨tigt, die bewerten, wie gut oder schlecht ein Modell ist. Diese Ko-
stenfunktionen sind in aller Regel Energiefunktionen der Kernkoordinaten (Potenziale),
die einen der beiden zentralen Bausteine dieser Schrift bilden.
Eigenschaften, bei denen die Zeit eine Rolle spielt, werden oft anhand von Moleku-
lardynamikverfahren (MD) bewertet bzw. berechnet. Auch auf sie soll am Ende dieses
Kapitels kurz eingegangen werden.
3.1 Allgemeine Ansa¨tze: Cluster vs. periodisches Modell
Ein Gramm eines Festko¨rpers entha¨lt in sehr grober Na¨herung 1 Mol Atome. Das be-
deutet: Ein ”exaktes” Modell fu¨r einen solchen Festko¨rper erforderte Teilchenzahlen in
der Dimension 1023, deren Koordinaten vorzugsweise gleichzeitig im Hauptspeicher einer
Maschine zu halten wa¨ren. Doch damit nicht genug, daru¨ber hinaus sind die entsprechen-
den interatomaren Kra¨fte oder gar zweite Ableitungen der Energie nach Kernkoordinaten
vorzuhalten. Auch mit exponentiellem Wachstum von Rechnerressourcen ist mittelfristig
nicht damit zu rechnen, dass sich dies bewerkstelligen ließe. Es gibt daher zwei Ansa¨t-
ze, die Modellbildung so zu vereinfachen, dass sie rechnerisch ”verdaulicher” wird: Den
Clusteransatz und periodische Modelle.
3.1.1 Clustermodelle
Clustermodelle gehen davon aus, dass bestimmte Festko¨rpereigenschaften bereits mit weit
geringerer Zahl von Atomen als der der makroskopischen konvergieren. So ist z.B. bekannt,
dass einige Festko¨rper Nahordnung [Elliott, 1990] zeigen, d.h. dass sich die Absta¨nde und
Winkel zu den ersten Nachbarn eines Aufatoms nur wenig a¨ndern. In der Regel unterliegen
Bindungsla¨ngen ohnehin nicht sehr großen Schwankungen, so dass es plausibel erscheint,
Modelle nach einigen Hundert Atomen zur Untersuchung von nah- oder mittelreichweitiger
Ordnung als konvergiert zu betrachten. In der Tat werden durch diesen Ansatz auch im
Vergleich mit dem Experiment bisweilen sehr gute U¨bereinstimmungen gefunden. Beispiele
dafu¨r sind die bekannten Silicatmodelle von Gladden und Elliott [1989]. Hier wurde von
einem belibigen ”Keim” (random seed) ausgehend ein kugelartiger Cluster aufgebaut, der
zur Berechnung von Paarverteilungsfunktionen diente. A¨hnliche Ansa¨tze wurden unla¨ngst
auf GeO2 u¨bertragen [Wefing, 1999a,b], und auch bei den hier relevanten Borosilazanen
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kommen entsprechende Cluster bei Tests von Resultaten zum Einsatz (Kapitel 7, ab Sei-
te 109).
Doch nicht nur strukturelle Eigenschaften sind oft mit Clustermodellen angehbar.
Auch andere Eigenschaften wie elektronische oder magnetische ko¨nnen bei bestimmten
Voraussetzungen durchaus modellierbar sein. In einem spa¨teren Kapitel wird anhand der
kernmagnetischen Resonanz gezeigt werden, wie z.B. fu¨r N-chemische Verschiebungen ein
Clusteransatz zu hervorragenden Ergebnissen fu¨hren kann.
Einige Vorteile des Clusteransatzes sind:
• Amorpher Charakter von Substanzen (re-)produzierbar: Durch die ra¨umlich begrenz-
te Geometrie von Clustern wird keine Translationsperiodizita¨t induziert wie im Falle
der periodischen Modelle (s.u.). Dies ist zwar von der Herangehensweise her attrak-
tiv, muss aber nicht notwendigerweise bedeuten, dass die Physik besser erfasst wird.
• Wegfall von langreichweitiger Handhabung der Elektrostatik (Ewald-Summation):
Die Elektrostatik kann im Regelfall explizit berechnet werden; aufwa¨ndigere, itera-
tive Verfahren werden unno¨tig.
• Oftmals kontrollierbare Konvergenz der Eigenschaften mit wachsender Clustergro¨-
ße. Dies bezieht sich insbesondere auf ”lokale” Eigenschaften, z.B. NMR-chemische
Verschiebungen.
• Wegen der geringeren Anzahl von Atomen i.d.R. bessere Eignung fu¨r ab initio-Me-
thoden
Die starke Begrenzung der Teilchenzahl zieht selbstversta¨ndlich auch Nachteile fu¨r das
Clustermodell nach sich. Einige Mankos sind:
• Eigenschaften, die von langreichweitigem Verhalten herru¨hren, sind schwierig oder
nicht modellierbar. So z.B. Phononendispersionen, Schallwellen etc. Insbesondere
trifft dies auch zumindest auf die Intensita¨t des viel diskutierten [Elliott, 1991] first
sharp diffraction peak, FSDP, zu.
• Cluster haben eine relativ große Oberfla¨che. Es muss stets darauf geachtet werden,
dass Oberfla¨chen keine Artefakte verursachen, bzw. dass Oberfla¨cheneffekte nicht
dominieren, wenn es um die Berechnung von bulk-Eigenschaften (d.h. Nicht-Oberfla¨-
chen-Eigenschaften) geht. Dies ist eng verknu¨pft mit dem Konvergieren von Eigen-
schaften mit der Clustergro¨ße. Zwei- und Dreiko¨rperpotenziale fu¨r Festko¨rper werden
in aller Regel — wenn sie auf Festko¨rperdaten basieren — an Daten fu¨r Bulkmaterial
angepasst. Dies kann dazu fu¨hren, dass beim Clusteransatz die Oberfla¨chenbereiche
fehlerhaft oder unzureichend beschrieben werden und das Gesamtergebnis verfa¨l-
schen.
3.1.2 Periodische Modelle
Periodische Modelle erniedrigen die explizit zu behandelnde Teilchenzahl dadurch, dass
sie eine Zelle periodisieren: Die Atome (von wenigen Hunderten bis zu mittlerweile einigen
Mio.) werden in einer ”Box” behandelt, und letztere wird in alle drei Raumrichtungen
fortgesetzt. Interatomare Kra¨fte auf ein Atom A in der Box mit der La¨nge L werden
unter Beru¨cksichtigung von Atomen in der Nachbarzelle berechnet. Diese Nachbarzelle
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entha¨lt durch die Periodizita¨t ein gespiegeltes Atom A′, dessen Koordinaten sich (fu¨r den
eindimensionalen Fall) zu x(A′) = x(A) + L ergeben. Vorteile dieser Behandlung sind:
• Modelle ko¨nnen relativ klein gehalten werden, ermo¨glichen dennoch oftmals hoch-
wertige Aussagen u¨ber Festko¨rpereigenschaften.
• Langreichweitige Eigenschaften sind gut beschreibbar und weitestgehend verstanden,
so z.B. Gitterschwingungen (mit Quantum Phonon), Schallgeschwindigkeiten und
elastische Eigenschaften.
• eine gute Kontrollierbarkeit der Methodik mit direktem Vergleich kristalliner Daten
Die Nachteile hingegen umfassen Punkte wie diese:
• Periodische Modelle sind per constructionem nicht-amorph. Sie zeigen gerade die
Translationssymmetrie, die amorphe Substanzen nicht zeigen. Um zu vernu¨nftigen
(periodischen) Modellen fu¨r amorphe Substanzen zu gelangen, sind daher wesentlich
gro¨ßere ”Elementarzellen”no¨tig als dies bei den meisten Modellierungen fu¨r Kristalle
notwendig ist.
• Zur Auswertung von elektrostatischen, also langreichweitigen Wechselwirkungen ist
wegen der ”Unendlichkeit” des Modelles eine einfache Addition von elektrostatischen
Termen nicht ohne weiteres mo¨glich; vielmehr mu¨ssen zusa¨tzliche, mehr oder weniger
zeitaufwa¨ndige Algorithmen (Ewald-Summation, fast multipole method, FMM etc.)
durchlaufen werden.
Ein tieferes Versta¨ndnis eines Materials durch ein theoretisches Modell kann also durchaus
Cluster und Periodisches Modell umfassen. In diesem Kontext werden die beiden Ansa¨t-
ze explizit als komplementa¨r betrachtet: Strukturelle Eigenschaften werden an Kristallen
trainiert, kurzreichweitige Eigenschaften (chemische Verschiebung, Inputdaten fu¨r Kraft-
felder bzw. Potenziale) werden mit Hilfe von Clustern (im weiteren Sinne auch: Moleku¨len)
berechnet.
3.2 Kostenfunktionen: Potenziale
Zur Modellierung der Struktur von chemisch-physikalischen Systemen werden oft Kosten-
funktionen beno¨tigt, die eine Modellvalidierung ermo¨glichen bzw. unterstu¨tzen sollen. Die
na¨chstliegende Mo¨glichkeit liegt in der Bewertung einer Struktur u¨ber dessen Energie. Ihre
Bestimmung mit ho¨chstmo¨glicher Qualita¨t ist daher sehr wu¨nschenswert. Als problema-
tisch erweisen sich allerdings die Systemgro¨ßen, mit denen man sich in der Festko¨rpermo-
dellierung bescha¨ftigt, und so ist man bemu¨ht, schnell auszuwertende (analytische) Aus-
dru¨cke fu¨r die potenzielle Energie von Systemen bei gegebenen Kernanordnungen zur Ver-
fu¨gung zu haben. Um dies zu erreichen, werden verschiedene Hierarchien von Na¨herungen
erreicht: Zuna¨chst trennt man wegen der stark unterschiedlichen Massen die Kern- von der
Elektronenbewegung, was Aussage der Born-Oppenheimer-Na¨herung ist. Als Konsequenz
erha¨lt man eine elektronische Energiefunktion, die parametrisch von den Koordinaten der
Kerne abha¨ngt (vgl. dazu die Ausfu¨hrungen auf S. 80). Oder etwas anders formuliert: Die
Kerne bewegen sich im ”Feld” der Elektronen, die elektronische Energie stellt ein quan-
tenmechanisches Potenzial fu¨r die Bewegung der Kerne dar. Eine na¨chste Vergro¨berung
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eines Modells kann darin bestehen, Elektronen lediglich implizit zu behandeln, indem man
die Wirkung ihres Feldes auf die Kerne parameterisiert. So erha¨lt man weitaus schneller
auszuwertende Energiefunktionen, die zwar den Quantencharakter verloren haben, aber
dennoch eine gegebene Kernanordnung bewerten ko¨nnen. Im Folgenden werden solche
Funktionen U ≡ U(X) Potenziale genannt. Potenziale beider Typen, quantenmechanisch
und klassisch, ero¨ffnen den Zugang zu einer Fu¨lle von interessierenden Gro¨ßen wie Gleich-
gewichtslagen und den verschiedensten Observablen: In Analogie zur klassischen Mechanik
reflektiert die negative erste Ableitung von Potenzialen nach den Kernkoordinaten, d.h.
der Gradientenvektor, die Kra¨fte auf Atome. Eine nahe liegende Annahme fu¨r den Gleich-
gewichtszustand ist Kraftfreiheit, was bedeutet, dass Gleichgewichtsstrukturen Minima
bzgl. eines Potenzials darstellen. Hat man es mit mehreren Atomen zu tun, so bildet das
Potenzial vieler Atome eine u.U. hoch dimensionale Multiminima-Hyperfla¨che. Das ”tief-
ste” aller Minima wird globales Minimum genannt. Fu¨r Festko¨rper postuliert man, dass
das globale Minimum stets einer kristallinen Form entspricht. Amorphe Stoffe hingegen
stellen so genannte lokale Minima auf Hyperfla¨chen dar. Einen eindimensionalen Schnitt
durch eine Hyperfla¨che gibt die Zeichnung 3.1 wieder, die eng an eine Nature-Publikation
von Debenedetti und Stillinger [2001] angelehnt ist. Je nach Kernposition resultiert eine
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Abbildung 3.1: Schematischer Schnitt durch eine Hyperfla¨che (nach Debenedetti und Stillinger
[2001]). Die kristalline Form entspricht dem globalen Minimum, amorphe Stoffe stellen lokale Mi-
nima dar.
potenzielle Energie, die bei (kraftfreien) Materialien minimal ist. An dieser Stelle ist zu
bemerken, dass die Modellbildung fu¨r amorphe Stoffe nicht ausschließlich nach den tiefsten
Minima streben sollte: Amorph bedeutet: gegenu¨ber Kristallisation metastabil und meist
zudem: kinetisch gehemmt. Damit entspra¨chen die besonders tiefen Minima auf (para-
meterisierten) Hyperfla¨chen in aller Regel Kristallformen. Obwohl ”erfolgreich” optimiert
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worden wa¨re, wa¨re das Erreichen eines solchen Punktes auf der Hyperfla¨che dennoch ein
Ergebnis naiver Modellierungsideen fu¨r nicht-kristalline Festko¨rper.
Potenziale lassen sich also mit verschiedenen Anspru¨chen an Genauigkeit und Schnel-
ligkeit ihrer Berechnung bestimmen. In diesem Kapitel werden verschiedene Grundlagen
und Details der Anpassung von Potenzialen besprochen. Da dies fu¨r die Festko¨rpermodel-
lierung sehr ha¨ufig mit einer Vernachla¨ssigung von Quanteneffekten einhergeht, beschra¨nkt
sich die Diskussion an dieser Stelle auf klassische Potenziale — quantenmechanische Po-
tenziale werden in einem spa¨teren Kapitel besprochen (Kapitel 5, Seite 79.)
3.2.1 Klassifikation
Im Rahmen dieser Arbeiten sind zwei grundsa¨tzliche Ansa¨tze erwa¨hnenswert: Moleku¨l-
mechanik-(MM)-Kraftfelder und Mehrko¨rperpotenziale. Beide sind als Inkrementsysteme
zu betrachten (d.h. die Gesamtenergie eines Systems setzt sich als Summe von Teilbetra¨-
gen zusammen), und beide werden durch Anpassung von Parametern an experimentelle
und/oder theoretische Daten gewonnen.
MM-Potenziale MM-Potenziale1 setzen u¨blicherweise den Begriff der chemischen Bin-
dung voraus und definieren sich daher u¨ber bindungsgekoppelte Inkremente. Das heißt, die
Gesamtenergie wird als Summe von Bindungs-, Winkel- und ggf. Diederinkrementen an-
gesetzt — unter Zufu¨gung etwaiger Kopplungsterme bzw. so genannter nicht gebundener
Wechselwirkungen.2 Letztere ko¨nnen z.B. nicht direkt benachbarte, doch aber chemisch
”gebundene” Partner sein wie insbesondere H-Bru¨cken, Dispersionswechselwirkungen oder
elektrostatische Kra¨fte zwischen Atomen in unterschiedlichen Moleku¨len.
UMM =
∑
Bind
vb(b) +
∑
Winkel
vθ(θ) +
∑
Dieder
vτ (τ) +
∑
Nichtgeb
vnb(r) +
∑
Bind/Bind
vbb′(bb′) + . . . (3.1)
Hier sind: b Bindungsabsta¨nde, θ Bindungswinkel, τ Torsionswinkel r, nicht-gebundene
Absta¨nde und bb′ Korrelationen zwischen verschiedenen Bindungen; die Abbildung 3.2 ver-
leiht den Termen mehr Anschaulichkeit. Ausdru¨cke fu¨r vb(b) sind in aller Regel harmonisch
und daher rechentechnisch extrem unkompliziert und schnell, verbieten aber andererseits
somit ein Dissoziieren von Bindungen. Es wundert nicht, diese Art von ”Kraftfeldern”
ha¨ufig auf dem Feld der Organischen Chemie und Biochemie anzutreffen: Hier kommt es
weniger auf Schmelzen bzw. den Bruch von kovalenten Bindungen an als vielmehr auf die
Bewertung von verschiedenen Konformeren und verwandten Fragestellung nach Torsions-
winkeln, H-Bru¨cken etc., wie sie z.B. bei der Proteinfaltung eine Rolle spielen.
Mehrko¨rperpotenziale Ganz anderer Natur sind Mehrko¨rperpotenziale (many body
potentials). Zwar wird hier auch inkrementell gena¨hert, doch ist diesem Ansatz ein inha¨ren-
ter Bindungsgraf (wie in Abb. 3.2 in den Strichen angedeutet) fremd. Mehrko¨rperpotenzia-
le na¨hern die Gesamtenergie durch Ansetzen einer Summe u¨ber alle auftauchenden bzw.
1Oft spricht man in diesem Zusammenhang von Kraftfeldern, womit in der Regel mindestens zweimal
stetig differenzierbare Potenzialfla¨chen gemeint sind. Bei den meisten Potenzialen, die in chemo-informa-
tischen Verfahren eingesetzt werden, ist dies nicht gewa¨hrleistet.
2Vernachla¨ssigt man die dreidimensionale Struktur eines Materials, so spricht man bei dieser Betrach-
tungsweise oftmals von einem Bindungsgrafen. Letzter beinhaltet im Wesentlichen die Konnektivita¨t der
Atome. Weiteres Wissen u¨ber Grafen in der Chemie wird z.B. in [Balaban, 1976] vermittelt.
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Abbildung 3.2: Inkremente beim Moleku¨lmechanikansatz: Durch die Vera¨nderung einer Bindungs-
la¨nge, z.B. b, a¨ndert sich eine andere (b′), was durch die gebrochene Linie in der linken Ha¨lfte
angedeutet wird. Die gestrichelte Linie rechts zeigt eine H-Bru¨cke an.
nach Relevanz ausgewa¨hlten Zweiko¨rperwechselwirkungen, Dreiko¨rperwechselwirkungen
und selten auch Wechselwirkungen noch ho¨herer Ordnung. Zur Verdeutlichung diene die
Abbildung 3.3 Die Gesamtenergie unter Ansetzen von Zwei- und Dreiko¨rpertermen ergibt
r23
r12
r13
γ213γ123
γ312
3
1 2
Abbildung 3.3:
Paarpotenzialwechselwirkungen: Wechselwirkungen existieren zwischen allen beteiligten Teilchen.
Hier sind lediglich die Zweiko¨rperanteile gezeichnet.
sich dann als Summe aller Wechselwirkungen V2 und V3
UMB =
∑
V2 +
∑
V3, (3.2)
wobei ein ha¨ufig angetroffener Ansatz fu¨r eine Zweiko¨rperwechselwirkung beispielsweise
das Buckingham-Potenzial [Buckingham, 1967] ist (rij ist der interatomare Abstand):
V2 = A · exp
(−rij
ρ
)
− C
r6ij
. (3.3)
Es ist besonders darauf hinzuweisen, dass hier A, ρ und C6 Parameter sind, deren Finden
nicht trivial ist; diesem Punkt ist jedoch weiter unten ein eigener Absatz (3.2.4) gewidmet.
U¨blicherweise, d.h. bei einem elektrostatischen Modell mit explizitem Einbeziehen von
Ladungen, sind Zwei- und Dreiko¨rperterme im Rahmen eines bestimmten Abschneidera-
dius um ein Aufatom hinreichend gute Modelle. Fu¨r monoatomare Systeme in dichtesten
Packungen kommt man oftmals ohne Dreiko¨rperanteile aus [Vashishta u. a., 1997]. Re-
pulsive Anteile korreliert man — einmal abgesehen von den noch zu diskutierenden Cou-
lombkra¨ften — meist mit den (Ionen-)Radien bzw. der Pauli-Repulsion, die attraktiven
Anteile entsprechen dann van der Waals- oder anderen attraktiven Kra¨ften im Material.
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Vorrangig vor diesen Kra¨ften dominieren u¨blicherweise jedoch Coulombwechselwirkungen.
Die entsprechende Kraft, die ein Aufatom ”verspu¨rt”, setzt sich anschaulich aus der Sum-
me der Inkremente durch Ladungen der Umgebung zusammen. Man wu¨rde erwarten, dass
diese eine konvergierende Reihe liefern. Doch hat sich gezeigt, dass die Summe nur lang-
sam und eingeschra¨nkt konvergiert, d.h. die Konvergenz ha¨ngt von der Reihenfolge der
Summation der einzelnen Terme ab. Die Grundlage der meisten modernen Behandlungen
und noch ha¨ufig angetroffene Weg zur Lo¨sung des Problems die sog. Ewald-Summation,
die noch Gegenstand der Betrachtungen sein wird (Abschnitt 3.2.3, S. 35). Man lo¨st da-
bei das Problem im inversen und Realraum separat, wodurch eine zu¨gige Konvergenz der
elektrostatischen Energie erreicht wird. Denkbar ist allerdings auch, dass den Partikeln
des zu modellierenden Systems keine expliziten Ladungen zugeordnet werden, obwohl sie
”existent” sind. In einem solchen Fall muss man Coulombrepulsion und -attraktion explizit
mit parameterisieren. Ein solches Modell hat prinzipiell den Vorteil, unabha¨ngig von der
elektrischen Neutralita¨t einer Elementarzelle zu sein — es hat sie ohnehin — und (eher
kovalent gebundene) Moleku¨l- und (eher ionisch gebundene) Festko¨rpermodelle mit einem
Satz von Parametern beschreiben zu ko¨nnen. Hier ist zu erwarten, dass die Abschneidera-
dien wesentlich gro¨ßer gewa¨hlt werden mu¨ssen und evtl. auch Terme ho¨herer Ordnung
eingefu¨hrt werden mu¨ssen. Auf der anderen Seite aber sind Verfahren wie die Ewald-Sum-
mation einzusparen. Die Entscheidung pro oder contra sollte pragmatischen Charakter
tragen.
3.2.2 Anspru¨che an Potenziale
Im Rahmen einer klassischen Beschreibung von Energien von Festko¨rpern ist es nicht
mo¨glich, alle beliebigen Eigenschaften mit einem Potenzial zu beschreiben. Es ist daher
ratsam, sich vor dem Anpassen u¨ber bestimmte Anspru¨che, die an die Leistungsfa¨higkeit
eines Parametersatzes gestellt werden, klar zu werden. Die Definition der Anspru¨che be-
stimmt das Trainingsset , d.h. die Auswahl von Observablen, an die angepasst wird. Auf
der atomistischen, strukturbezogenen Seite ist dabei in diesem Rahmen anzustreben:
• eine mo¨glichst gute Wiedergabe von Strukturcharakteristika — das bedeutet insbe-
sondere, dass Strukturen, die im Experiment als existenzfa¨hig vermessen und/oder
in ab initio-Rechnungen als Gleichgewichtsstrukturen berechnet werden, auch auf
den Modellfla¨chen Minima darstellen.
• die vernu¨nftige Reproduktion elastischer Eigenschaften/Schwingungen
• eine zufrieden stellende Reproduktion der Reihenfolge von Gesamtenergien a¨hnlicher
Verbindungen
Diese Anspru¨che sollten dazu fu¨hren, dass in Monte-Carlo- oder Molekulardynamiksimula-
tionen nicht trainierte Minima mit einiger Sicherheit gefunden werden. Auf der physikalisch-
mathematischen Seite stellen sich zwei Probleme, denen man gerecht werden muss und die
das ”Design” der analytischen Ausdru¨cke u.U. maßgeblich mitbestimmen: ein physikalisch
korrektes Verhalten bei großem interatomaren Abstand r und das Vermeiden eines Atom
Kollapses. Diese beiden Anspru¨che verdienen eine separate Diskussion.
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3.2.2.1 Korrektes Verhalten im Langreichweitigen
Stetige Differenzierbarkeit der Energiehyperfla¨che U(X) kann je nach Simulationsanforde-
rungen unabdingbar sein. Unstetigkeiten fu¨hren in MD-Simulationen u.U. zu unphysika-
lischen Geschwindigkeiten von Atomen und einer Verletzung der Energieerhaltung, auch
ko¨nnen z.B. (statische) Geometrieoptimierungen divergent sein, und bereits im Stadium
der Anpassung treten Schwierigkeiten auf: Man wertet gemeinhin Nicht-Coulomb-Poten-
ziale u¨blicherweise nicht mehr bei gro¨ßeren Absta¨nden aus, da die Beitra¨ge nicht mehr
signifikant sind. Ein hartes ”Abschneiden” ha¨tte aber zur Folge, dass Diskontinuita¨ten
erzeugt wurden. Das Vermeiden von Singularita¨ten erfolgt fu¨r Zweiko¨rperterme i.d.R. da-
durch, dass ab einem gewissen inneren Abschneideradius ri eine Da¨mpfungsfunktion Ud
auf das betrachtete Potenzial Uab wirkt, wie es in der Abbildung 3.4 verdeutlicht ist. Der
Abbildung 3.4:
Zweiko¨rperda¨mpfungsfunktion schematisch: ri und ro
stellen die innere bzw. a¨ußere Grenze fu¨r ein Polynom
fu¨nfter Ordnung (rot) dar.
E
r
ri ro
Gesamtausdruck Udab, also Potenzial und die Da¨mpfungsfunktion, die ab einem ”inneren”
ri mit dem Potenzial multipliziert wird, verschwindet so mit anwachsendem interatoma-
ren Abstand r u¨ber eine Distanz von wenigen A˚ bis hin zu einem festgelegten, a¨ußeren
ro (o fu¨r outer). Diese Lo¨sung ist fu¨r die hier anstehenden Probleme unkritisch, und die
Forderungen an den Gesamtausdruck Udab lauten:
Udab
∣∣∣
r=ri
!= Uab|r=ri (3.4a)
∂Udab
∂r
∣∣∣∣
r=ri
!=
∂Uab
∂r
∣∣∣∣
r=ri
(3.4b)
∂2Udab
∂r2
∣∣∣∣
r=ri
!=
∂2Uab
∂r2
∣∣∣∣
r=ri
(3.4c)
Udab
∣∣∣
r=ro
!= 0 (3.4d)
∂Udab
∂r
∣∣∣∣
r=ro
!= 0. (3.4e)
Energien, erste und zweite Ableitungen sind bei Erfu¨llen dieser Kriterien an ri also iden-
tisch, und fu¨r r = ro verschwinden Energie und erste Ableitung des Gesamtausdruckes. Die
Da¨mpfungsfunktion wird bei dem verwendeten Programm Gulp [Gale, 1997] (dort: cutp)
u¨blicherweise als multiplikatives Polynom fu¨nfter Ordnung angesetzt, so dass sie zu¨gig
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auszuwerten ist. Sie lautet fu¨r alle hier geschilderten Potenziale mit Zweiko¨rpercharakter
(also auch z.B. Morsepotenziale):
Udab = (ro − ri)−5 ·
{−6 · r5 + 15 (ri + ro) · r4
−10 (r2i + 4riro + r2o) · r3 + 30 (r2i ro + rir2o) · r2
−30r2i r2o · r + 10r2i r3o + r5o − 5rir4o
}
. (3.5)
Parameter ri und ro werden im Zusammenhang mit den jeweiligen Potenzialen besprochen.
Dreiko¨rperterme ko¨nnen in Gulp aus programmtechnischen Gru¨nden bisher nicht mit
einer analogen, zusa¨tzlichen Da¨mpfungsfunktion versehen werden. Aus diesem Grund wird
einerseits ein Ansatz mit geringen Unstetigkeiten diesbezu¨glich besprochen werden, ande-
rerseits aber kann bereits durch den analytischen Ausdruck eines Dreiko¨rperpotenzials
vermieden werden, dass Singularita¨ten entstehen. Prominentestes Beispiel fu¨r einen sol-
chen Ansatz sind die Potenziale vom Stillinger-Weber Typ [Stillinger u. a., 1986; Stillinger
und Weber, 1987], die urspru¨nglich zur Simulation der verschiedenen Modifikationen von
Schwefel parameterisiert wurden. Sie weisen eine inha¨rente Da¨mpfung durch den Term im
Nenner des Exponentialausdrucks auf:
USW = A · exp
(
ρ
r12 − rmax 12 +
ρ
r13 − rmax 13
)
· (cos θ − cos θ0)2. (3.6)
A, rmax 12, rmax 13 und θ0 sind dabei Parameter (vgl. auch Zeichnung 3.3).3 θ0 entspricht
dem (optimalen) Winkel ∠213. Der Verlauf eines Stillinger-Weber Potenzials fu¨r einen fest-
gehaltenen Abstand rmax 23 ist auf der Seite 128 fu¨r einen Parametersatz dargestellt. Man
erkennt dort, dass bei θ0 und 360◦−θ0 Minima erzeugt werden, was insofern wu¨nschenswert
ist, als eine Anordnung von drei Atomen mit einem gu¨nstigsten Winkel θ0 einem Winkel
von 360◦ − θ0 energetisch a¨quivalente Minima liefern sollte — zwischen denen allerdings
eine gewisse Barriere liegt. Im Radialteil erkennt man die exponentielle Da¨mpfung.
3.2.2.2 Vermeiden von Atom-Kollapsen
Ein weiteres Problem, das im Auge zu behalten ist, kann bei kleinen r auftreten, wenn
attraktive Wechselwirkungen nicht genu¨gend geda¨mpft sind. Besonders anfa¨llig fu¨r ein
so entstehendes Kollapsszenario sind Parameterisierungen, die mit effektiven Ladungen
arbeiten. Eine ha¨ufig angetroffene Parameterisierung (z.B. in der vielfach eingesetzten
BKS-Formulierung von van Beest u. a. [1990]) basiert auf effektiven Ladungen, die im re-
pulsiven Bereich exponentiellen Charakter haben. Bei zu kurzen r jedoch, d.h. unterhalb
eines kritischen Wertes, dominieren die Coulombkra¨fte, und im Extremfall eines zweia-
tomigen Moleku¨ls kommt es zum unphysikalischen Atomkollaps. Dieses Verhalten ist am
Beispiel der Kombination aus Coulombenergie und einer exponentiellen Da¨mpfung in der
Abbildung 3.5 aufgetragen.
Im Falle von Festko¨rpersimulationen herko¨mmlicher Natur wird es zwar wegen der restli-
chen repulsiven Kra¨fte in der Praxis nicht zum vollsta¨ndigen Einbruch des Systems kom-
men (in aller Regel bewegt man sich im Bereich der Minima ± ca. 10%), doch besteht die
3Die Implementierung von Dreiko¨rperpotenzialen in Gulp ist der Gestalt, dass es noch einen weiteren
cutoff rmax 23 gibt, der die Abha¨ngigkeit der Energie vom Abstand der (ungebundenen) Atome 2 und 3
begrenzt. Dieser cutoff ist so gewa¨hlt, dass rmax 23 = rmax 12 + rmax 13 gilt. Auf die Energie nimmt er
keinen Einfluss
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Abbildung 3.5: Atomkollaps: Ungeda¨mpfte Coulombkraft in Kombination mit exponentieller
Da¨mpfung (schematisch)
Mo¨glichkeit der Dominanz viel zu kurzer Bindungen und so einer massiven Verzerrung der
Ergebnisse, insbesondere der Bildung artifizieller Ringstrukturen. Eine Da¨mpfung kann
nur durch Einfu¨hren eines Termes, der den Verlauf der Coulombkraft u¨berkompensiert,
erreicht werden. Wie im Falle der Da¨mpfung bei gro¨ßeren r wurde hier eine Coulomb-
da¨mpfung(QTaper) definiert und in Gulp implementiert (qtaper), die ebenfalls auf ei-
nem Polynom fu¨nfter Ordnung basiert und deren Gesamtausdruck fu¨r alle r mit r < r0
die folgende analytische Form hat (qi und qj sind die Ladungen der beteiligten Species):
UQTaperab =
qiqj
r
· f(r) + C · (1− f(r)) (3.7)
mit
f(r) =
6r5
r50
− 15r
4
r40
+
10r3
r30
. (3.8)
Wie sich zeigte, kann eine Coulombda¨mpfung in der Form des QTapers nicht nur zur
Pra¨vention von Kollapsen bei kurzen r genutzt werden. Der Ausdruck erwies sich auch als
hilfreich, wenn die Da¨mpfung bei bereits relativ großen Absta¨nden eingesetzt wird, um bei
r = 0 auf einem finiten Wert zu enden. So werden ohne nennenswerten Aufwand und je
nach Partner kleinere Korrekturen sowohl attraktiver als auch repulsiver Natur mo¨glich.
Insbesondere im Hinblick auf Gitterenergien ergaben sich Verbesserungen. Man muss sich
allerdings daru¨ber im Klaren sein, dass unter Umsta¨nden so dennoch (auch bei an sich
repulsiven Wechselwirkungen) ein Atomkollaps herbeigefu¨hrt werden kann: Setzt man das
Da¨mpfen bei zu großen r0 an, dann kann u.U. der finite Wert C, auf den die Da¨mpfung bei
r = 0 zuru¨ckfa¨llt, kleiner sein als der Wert bei rmax. In diesem Falle entsteht bei kleinen
r ein Maximum, unterhalb dessen die Kra¨fte zu kleineren Absta¨nden fu¨hren.
Nicht nur die Coulombkra¨fte ko¨nnen bei kleinen r dominant werden, auch ko¨nnen an-
dere Terme — je nach funktionaler Form — schneller als der Rest des Potenzials nach −∞
abfallen. Terme, die in diesem Kontext relevant werden, sind sog. C6-Terme, d.h. solche,
die mit −1/r6 abfallen. Ein solcher Verlauf entspricht dispersiven Wechselwirkungen und
wird recht ha¨ufig angetroffen (so z.B. auch in dem gerade erwa¨hnten BKS-Potenzial). Die
Da¨mpfung dispersiver Wechselwirkungen wurde bereits zu Beginn der achtziger Jahre von
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Tang und Toennies [1984] fu¨r Edelgase untersucht. Die Autoren schlagen in der Publikation
vor, einen Ausdruck wie
UDDab = −
(
C6/r
6
) · f6(r) (3.9)
mit
f6(r) = 1−
(
6∑
k=0
(b6 · r)k
k!
)
· exp (−b6 · r) (3.10)
zu verwenden (C6 und b6 sind wiederum Parameter).4 Entwickelt man (3.9) in eine Po-
tenzreihe, wird deutlich, dass die Da¨mpfung von Ordnung n + 1, d.h. sieben in diesem
Falle ist.
3.2.3 Ewald-Summation
Die Ewald-Summation [Allen und Tildesley, 1987; Leach, 2001] ist eine Methode zur schnel-
len Berechnung der langreichweitigen Coulombenergie bzw. des entsprechenden Potenzials
in periodischen Systemen. Letztere konvergiert nur bedingt (d.h. abha¨ngig von der Rei-
henfolge der Summanden), da die Anzahl der wechselwirkenden Partner mit dem Abstand
schneller anwa¨chst als das elektrostatische Potenzial abfa¨llt.5 Das Verfahren zur Beschleu-
nigung der Konvergenz ist bereits vor rund 80 Jahren vorgestellt worden [Ewald, 1921],
und entsprechend existieren heutzutage vielfach Verbesserungen und Erweiterungen wie
z.B. gitterbasierte Verfahren wie die particle mesh-Methode oder auch ein sehr effizientes
Verfahren, das 1991 von Caillol und Levesque [1991] vorgestellt wurde. Als weitere Alter-
nativen sollen an dieser Stelle die Schnellen Multipolentwicklungen (fast multipole method,
FMM ) nicht unerwa¨hnt bleiben, deren Aufwand mit O(N) skaliert. Der Ansatz, der 1987
von Greengard und Rokhlin [1987] vorgeschlagen wurde, hat als Grundidee die Annahme,
dass ein geladenes Aufatom, weit entfernte Atome nicht mehr als ”individuelle” Ladungen
”spu¨rt”, sondern eine Ladungsverteilung eines Clusters, die sich als Multipolentwicklung
schreiben la¨sst. Um einen entsprechenden Computercode effizient laufen zu lassen, be-
dient man sich dabei Baumstrukturen: Ein ”Blatt” eines Baumes entspricht einem Wu¨rfel
mit Kanten der normierten La¨nge 1; ein ”Blatt” der na¨chsttieferen Hierarchie entspricht
dann einem Achtelwu¨rfel der Elternzelle und so fort.6 Die Teilchen eines Systems werden
auf alle Zellen (die bis zu einer bestimmten Tiefe R erzeugt werden) aufgeteilt und die
jeweiligen Ladungsverteilungen u¨ber Multipolentwicklungen beschrieben. Parentalzellen-
verteilungen lassen sich Zeit sparend u¨ber die Multipolentwicklungen der Tochterzellen
ausdru¨cken. Wechselwirkungen mit Teilchen in genu¨gend entfernten Zellen ko¨nnen nun
u¨ber die Multipolausdru¨cke ausgewertet werden. Wechselwirkungen innerhalb einer Zel-
le hingegen werden direkt berechnet. Fu¨r weitere Details sei auf die Literatur verwiesen
[Frenkel und Smit [1996] und Verweise darin].
4U¨brigens ist neulich von den gleichen Autoren eine Da¨mpfungsfunktion auch fu¨r Dreiko¨rperwechsel-
wirkungen vorgeschlagen worden [Sachse u. a., 2000].
5Ein weiteres Problem ist, dass die Coulombenergie bei kleinen Absta¨nden u¨blicherweise stark schwankt.
6Das Halbieren jeder Kante eines Wu¨rfels fu¨hrt zu acht Wu¨rfeln, weshalb man auch von octal trees
spricht.
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Zuru¨ck zur Ewaldschen Methode:
Der Beitrag zur potenziellen Energie durch Paare von Ladungen in einer (hier der Ein-
fachheit halber kubischen) zentralen Simulationsbox ist
U =
1
2
N∑
i=1
N∑
j=1
qiqj
4piε0rij
. (3.11)
rij ist dabei der Abstand zwischen den Teilchen i und j mit entsprechenden Ladungen
q (wegen der Na¨he zum implementierten Code sei hier die Dielektrizita¨tskonstante im
Vakuum (ε0) mitgefu¨hrt). Fu¨r periodische Randbedingungen ergibt sich
U =
1
2
∑
|n|=0
′ N∑
i=1
N∑
j=1
qiqj
4piε0 |rij + n| . (3.12)
Vermittels n = (nxL, nyL, nzL) werden Abbildboxen in die Summation einbezogen (L ist
die Kantenla¨nge des Wu¨rfels, nx etc. ganze Zahlen. Das gestrichene Summenzeichen gibt
an, dass der Term i = j bei n = 0 nicht zur Summe geho¨rt — dies wa¨re eine Interaktion
eines Teilchens der zentralen Zelle mit sich selbst. Es ist diese Summe, die Schwierigkeiten
mit der Konvergenz bereitet. Durch ein Aufspalten der Summe gema¨ß
1
r
=
f(r)
r
+
1− f(r)
r
(3.13)
in zwei Terme kann man das Problem beheben (der langreichweitige Anteil wird so im
Impulsraum auswertbar). Der Sachverhalt, dass Coulombterme bei kleinen r sich stark
a¨ndern, aber mit großem r nur langsam abfallen, bestimmt die Anforderungen an die
Funktion f(r). In der Ewald-Summation wird jeder Ladung eine entgegengesetzt geladene
Ladungsverteilung zugeordnet. In aller Regel sind dies Gaußfunktionen wie
ρi(r) =
qiα
3
pi3/2
e−α
2r2 . (3.14)
In einem na¨chsten Schritt werden die Wechselwirkungen der Punktladung und die Kom-
pensationsverteilung addiert, wie es im oberen rechten Teil der Abb. 3.6 veranschaulicht
ist. Der Ausdruck fu¨r diese zweifache Summation lautet:
U real =
1
2
N∑
i=1
N∑
j=1
∑
|n|=0
′ qiqj
4piε0
erfc(α|rij + n|)
|rij + n| . (3.15)
Die komplementa¨re Fehlerfunktion erfc ist definiert als
erfc(x) =
2√
pi
∫ ∞
x
e−t
2
dt. (3.16)
Durch das Verwenden der komplementa¨ren Fehlerfunktion konvergiert die Summe sehr
schnell und wird ab einem gewissen Abstand vernachla¨ssigbar. Man kann u¨berdies sehen,
dass erfc dem f(r) im ersten Term der Gleichung 3.13 entspricht. Die Geschwindigkeit der
Konvergenz ha¨ngt von der Breite der Gaußverteilungen ab: Fu¨r diese Summe gilt, dass
die Reihe umso schneller konvergiert, je breiter die Gaußfunktion gewa¨hlt wurde.7
7Idealerweise sollte α so gewa¨hlt werden, dass die Summe 3.16 sich auf die Zentralbox beschra¨nkt.
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Abbildung 3.6: Ewald-Summation: Addition von Punktladungen (senkrechte Striche) und zwei
kontinuierlich-periodischen Ladungsverteilungen entgegengesetzter Ladung (Gauß-Kurven), Zeich-
nung mit Genehmigung nach Frenkel und Smit [1996] (Copyright c© 1996 by Academic Press).
Die soeben addierte, entgegengesetzte Ladungsverteilung fu¨hrt selbstversta¨ndlich zu
einer unkorrekten Energie; es bedarf einer Korrektur durch eine zweite Ladungsverteilung,
die wiederum der ersten entgegengesetzt ist. Dieser Sachverhalt ist im unteren rechten Teil
der Abb. 3.6 gezeigt. Der Anteil dieser Verteilung ist:
U invers =
1
2
∑
k 6=0
N∑
i=1
N∑
j=1
1
piL3
qiqj
4piε0
4pi2
k2
exp
(
− k
2
4α2
)
cos(k · rij). (3.17)
Diese Summation wird, wie am reziproken Gittervektor k = 2pin/L zu erkennen, im in-
versen Raum durchgefu¨hrt.8 Auch sie konvergiert wesentlich rascher als die Summe u¨ber
die Punktladungen, allerdings verha¨lt es sich hier mit der Rechenzeit gerade umgekehrt als
im Falle der Summe des Realraumes. Das α wird in Rechnungen daher letztlich ein Para-
meter, der das Verha¨ltnis von Arbeit im Real- zu Arbeit im reziproken Raum bestimmt.9
Die zweite Summe korrespondiert mit dem zweiten Term in Gleichung 3.13, es ist ihre
Fourier-Transformation. Sie kommt in der Regel mit wenigen reziproken Gittervektoren
zur Konvergenz.
Durch die Addition der Kompensationsladungsverteilung im Realraum wird ein Arte-
fakt induziert, und zwar die Wechselwirkung jeder Gaußverteilung mit sich selbst. Dieser
Artefakt bedarf der Korrektur durch Subtraktion:
U selbst = − α√
pi
N∑
i=1
q2i
4piε0
. (3.18)
Bisweilen wird ein vierter Term addiert, der das Medium reflektiert, in dem sich die
Simulationsboxen befinden. Im Regelfall fa¨llt dieser Term bei Festko¨rperrechnungen fort,
er wird ha¨ufiger relevant, wenn man Simulationen von Flu¨ssigkeiten durchfu¨hrt; Details
dazu in Frenkel und Smit [1996].
8Der Term k = 0 ist wg. seines Auftretens im Nenner aus der Summe ausgeschlossen.
9Bei den spa¨ter zu schildernden Rechnungen wurden in aller Regel die Voreinstellungen von Gulp
unvera¨ndert u¨bernommen. Details dazu finden sich (neben dem Manual) auch in einem Artikel von Gale
[1998b].
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Fu¨r Festko¨rperenergiebestimmungen ergibt sich also das Gitterpotenzial durch die La-
dungen der Teilchen als:
U =
1
2
N∑
i=1
N∑
j=1

∑
|n|=0
′ qiqj
4piε0
erfc(α|rij + n|)
|rij + n| +∑
k 6=0
1
piL3
qiqj
4piε0
4pi2
k2
exp
(
− k
2
4α2
)
cos(k · rij)
− α√
pi
N∑
i=1
q2i
4piε0
.
(3.19)
3.2.4 Anpassung/Potenzialextraktion
Empirische Potenziale U emp(X) beschreiben die potenzielle Energie einer Konfiguration
von Kernkoordinaten X als Funktion von Parametern c in (vorgegebenen) analytischen
Ausdru¨cken. Die Anpassung (oder Parameterisierung) besteht in dem Finden der Parame-
ter eines Potenzials. Etwas anders formuliert: Die exakte innere/potenzielle Energie eines
Systems U exakt(X) ist im Idealfall identisch mit der des empirischen Potenzials:
U exakt(X) ≈ U emp(X, c). (3.20)
Wie die noch zu erla¨uternden Geometrieoptimierungen entspricht eine Parameterisierung
also dem Lo¨sen eines Minimierungsproblems. Das gesuchte Minimum ist allgemein die
Differenz der beiden Funktionen:
|U(X)− U emp(X, c)| != min. (3.21)
Um eine Anpassung (einen ”Fit”) zu ermo¨glichen, werden Observablen eines Satzes von
Verbindungen (ein Trainingsset) herangezogen. ”Exakt” bedeutet daher in diesem Zusam-
menhang: ”aus ab initio-Daten berechnet” oder ”experimentell bestimmt”. Insbesondere
sind dies die Kernkoordinaten, Kra¨fte auf Atome, aber auch Observable, die Informatio-
nen u¨ber die Kru¨mmung einer Energiehyperfla¨che liefern, also besonders Schwingungs-
frequenzen/Phononen. Praktisch wird allerdings in der Regel nicht nur die Energie von
Trainingsverbindungen eingesetzt, sondern als Kostenfunktion fungiert die Differenz der
Quadratsumme aller Observablen (Methode der kleinsten Quadrate, least squares),
F =
Observablen∑
i
ωi
(
fi
emp − fiRef
)2
, (3.22)
wobei f
emp
i der Wert ist, den man bei Ansetzen des jeweils gu¨ltigen Potenzials fu¨r die
Observable i erha¨lt, und f
Ref
i der Referenzwert ist. ωi ist ein Wichtungsfaktor fu¨r die Ob-
servable i.10 Die Summe der Fehlerquadrate (sum of squares) soll also letztlich minimiert
werden:
∂F
∂c
!= min. (3.23)
10Man kann sich vorstellen, dass beispielsweise Schwingungsfrequenzen, die im Bereich von 103 cm-1
liegen, ein anderes Gewicht beno¨tigen als eine Gitterkonstante, die sich in der Dimension von wenigen A˚
bewegt.
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Die Anzahl von Parametern bestimmt die Dimension dieses (globalen) Minimierungspro-
blems. Eine schematische U¨bersicht u¨ber dieses Prozedere findet sich in der Abbildung 3.7.
In der Praxis beginnt man das iterative Verfahren der Anpassung zweckma¨ßigerweise da-
  Energiefunktion
(analyt. Ausdruck)
FIT
Parameter
Test/Validierung
       SET 2:
Validierungsset
Raten
QC
EXP
MOL
XTAL
SET 1: Trainingsset
QC
EXP
MOL
XTAL
Anwendung
ja
nein
zufrieden?
Abbildung 3.7: Die Anpassung von Potenzialen schematisch. Der Kreis mit Pfeil deutet einen
iterativen Prozess an.
mit, zuna¨chst vor allem Strukturen zu reproduzieren, d.h. einen Parametersatz zu finden,
der es erlaubt, mit einer Relaxation die Geometrie des Trainingssets einigermaßen genau
zuru¨ckzugeben. Im weiteren Verlauf einsetzbare Observablen (etwa Schwingungseigenwer-
te von Molekeln und Materialien) sind nur fu¨r die Gleichgewichtsstruktur, i.e. im Minimum
der entsprechenden Energiehyperfla¨che mit dem Experiment vergleichbar. Es macht also
keinen Sinn, an Observablen zu fitten, die ungu¨ltig sind (da fernab vom Gleichgewicht).11
Konkret werden wa¨hrend der ersten Iterationen daher in der Regel die Kra¨fte auf Atome
und/oder Zellen minimiert, d.h. die (negativen) Gradienten der Energie nach den entspre-
chenden Koordinaten. Man postuliert dafu¨r, dass Gleichgewichtsstrukturen kraftfrei sind;
die Gradienten eines gerade gu¨ltigen Parametersatzes lassen sich sehr schnell auswerten,
und ihre Differenz zu Null geht in die least squares Auswertung ein. Alle diese Schritte
wurden mit dem Paket Gulp durchgefu¨hrt.
11An dieser Stelle sollte erwa¨hnt werden, dass es nicht selbstversta¨ndlich ist, dass mit molekularen Daten
Festko¨rperwechselwirkungspotenziale parameterisierbar sind. Es war vor allem die viel beachtete Arbeit
zur Modellierung von Siliciumdioxid von Tsuneyuki u. a. [1988], die demonstrierte, dass ab initio-Daten
von Moleku¨len (
”
Clustern”) ein legitimes Trainingsset sein ko¨nnen. Den analogen Weg schlugen Takada
u. a. [1995] mit der Parameterisierung von Boroxiden ein.
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Die Auswahl der analytischen Ausdru¨cke ist von wesentlicher Bedeutung und ha¨ngt
stark von der Chemie und Physik der zu modellierenden Materialien oder Verbindun-
gen, aber auch besonders von den Anforderungen und Zielen der geplanten Simulationen
ab. Weitere Details finden sich in Abschnitten u¨ber die jeweiligen Parameterisierungen
(S. 122, 142 und 158) sowie in den allgemeinen Absa¨tzen u¨ber Geometrieoptimierung
(Abschnitt 4.2, S. 70) bzw. der Relaxation von Kristallen (Abschnitt 4.3, S. 76).
3.2.4.1 Relax Fitting
Nach dem gerade Geschilderten liegt es nahe, schon wa¨hrend der Anpassungsiterationen
Geometrieoptimierungen durchzufu¨hren. Das ist die Idee des relax fittings: Potenziale sind
im Anfangsstadium der Anpassung mangels hinreichender Qualita¨t der Parameter sel-
ten in der Lage, die Minima von trainierten Strukturen wiederzugeben. Das zieht nach
sich, dass Observablen keinen Sinn machen, schließlich beziehen sich alle Berechnungen
auf eine grundsa¨tzlich falsche Kru¨mmung. Anders verha¨lt es sich, wenn man mit dem
jeweils gu¨ltigen Potenzial eine Geometrie”optimierung” der Strukturen aller Systeme des
Trainingssets durchfu¨hrt und resultierende Strukturen mitsamt der dazugeho¨rigen Obser-
vablen in die least squares Prozedur einsetzt. Dann na¨mlich beziehen sich Observablen
auf die Minimumsstruktur mit dem jeweils gu¨ltigen Potenzial. Voraussetzung dabei ist,
dass die Optimierung Sinn macht, d.h. insbesondere zu wirklichen Minima und nicht Sat-
telpunkten fu¨hrt und die Strukturen nicht vollsta¨ndig anderen Konnektivita¨tscharakter
haben als die Referenz. Das Verfahren der Anpassung mit interims-Optimierungen wa¨h-
rend jeder Fit-Iteration hat Gale [1996] in der Implementierung von Gulp relax fitting
genannt. Dadurch, dass auch Zellparameter optimiert werden (ko¨nnen), erha¨lt man wei-
tere Observablen, was die Anpassung stabiler werden la¨sst. Relax fitting fu¨hrt zu einer
wesentlich schnelleren Konvergenz der Kostenfunktion, ist aber wegen der interims-Opti-
mierungen selbstversta¨ndlich ungefa¨hr eine Gro¨ßenordnung aufwa¨ndiger.
Andere Verfahren nutzen genetische Algorithmen oder neuronale Netze [Sumpter und
Noid, 1992; Duch und Diercksen, 1994; Hunger und Huttner, 1999]. Erstere sind ebenfalls in
Gulp implementiert. Es erwies sich jedoch nicht als effizienter, einen solchen Weg zu gehen
— vermutlich weil man nicht unbedarft anpasst, sondern vielmehr von der Chemie bzw.
Physik der Systeme bereits Einiges bekannt ist und man es somit mit einem eingeschra¨nkt
globalen Optimierungsproblem zu tun hat. (Anders stellt sich die Situation dar, wenn es
um die Optimierung oder das Finden von Strukturen geht, wie sich gezeigt hat [Woodley
u. a., 1999; Hobday und Smith, 1997].)
3.2.4.2 Auswahl relevanter Wechselwirkungen
Je ionischer der Charakter von Verbindungen, desto wichtiger ist es, Wechselwirkungen
entgegen gesetzt ”geladener” Partner und Wechselwirkungen der ”großen” Ionen unter-
einander zu parameterisieren. Eine Richtlinie zum Aufbau einer Hierarchie (im Sinne von
Wichtigkeit, nicht energetischer Reihenfolge) der zu parameterisierenden Wechselwirkun-
gen unter Annahme kleiner Kationen K⊕ und großer Anionen A	 ist:
K⊕ ↔ A	 > A	 ↔ A	 > K⊕ ↔ K⊕. (3.24)
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Fast stets werden Wechselwirkungen von Kationen untereinander daher lediglich durch
(unkorrigierte) Coulombwechselwirkungen beschrieben.12 Dies hat zur Folge, dass intera-
tomare Potenziale von solchen Partnerbeziehungen fu¨r alle rij repulsiv sind — was eigent-
lich nicht der Realita¨t entspricht. Man vernachla¨ssigt dies wegen der geringen Ha¨ufigkeit
der entsprechenden Szenarien. Die kationischen Elemente sind bei den Siliciumbornitri-
den sicherlich B und Si, der anionische Partner der Stickstoff. Es ist daher auch hier
davon auszugehen (und dafu¨r sprechen sowohl die verwendeten Precursoren als auch die
experimentelle Datenlage) dass direkte Si–Si-, B–B- und Si–B-Bindungen nicht struktur-
charakteristisch auftreten. Zwar existieren Precursoren mit direkten Si–B-Bindungen [Hsu
u. a., 1991; Srivastava u. a., 1998; Paine u. a., 1994], doch u¨bersteht eine solche Bindung
jedoch sicherlich nicht die Pyrolysebedingungen der Polymerroute, was den repulsiven
Charakter zur Strukturmodellierung der finalen Keramiken legitimiert.13 Im hier vorlie-
genden Fall wurde bei allen noch zu diskutierenden Potenzialen der Kompromiss gewa¨hlt
wurde, die Kation-Kation-Beziehungen entweder explizit (z.B. mit Potenzialen vom Typ
General, Abschnitt 7.3) zu beschreiben oder sie zusa¨tzlich zu ihrer Ladung mit Nicht-
Coulombtermen zu korrigieren. In allen Fa¨llen jedoch bleiben (mit Ausnahme von H–H,
siehe Abschnitt 7.4, S. 152) die Wechselwirkungen in der Summe rein repulsiv.
3.3 Thermodynamik
Fu¨r die spa¨ter zu schildernden Validierungen von extrahierten Potenzialen und deren An-
wendungen scheint es sinnvoll, nachfolgend einen Abriss der wichtigsten thermodynami-
schen Gro¨ßen und daraus ableitbaren Eigenschaften von Festko¨rpern anzugeben.
3.3.1 Innere Energie, Enthalpie
Die innere Energie U eines Systems ist eine Zustandsfunktion, und ihre A¨nderung ent-
spricht den Energiebeitra¨gen, die ein System durch zugefu¨hrte Wa¨rme dq und an ihm
verrichtete Arbeit dw erhalten hat:
dU = dq + dw. (3.25)
Wird bei konstantem Volumen V keine andere Energie als Wa¨rme u¨bertragen, ergibt sich:
U = qV . (3.26)
Die Enthalpie H ist definiert als Summe aus innerer Energie U und der Volumenarbeit (p
ist der Druck):
H = U + pV. (3.27)
Fu¨r Festko¨rper und Flu¨ssigkeiten ist die Volumenarbeit oftmals vernachla¨ssigbar. Fu¨r
diesen Fall la¨sst sich na¨hern:
H ≈ U. (3.28)
12Einen schnellen U¨berblick u¨ber einige Potenziale erlangt man beispielsweise bei http://www.ri.ac.
uk/Potentials.
13Fu¨r Verbindungen mit direkten Si–B-Bindungen gibt es wegen ihrer Instabilita¨t u¨brigens vergleichs-
weise wenig Belege. Grundlagen-orientierte U¨bersichten existieren z.B. von No¨th und Ho¨llerer [1966] und
Timms [1968]; weitere beachtenswerte Verbindungen mit B-Si-Bindungen werden in [Palafox, 1997; Wese-
mann und Englert, 1996; Wesemann u. a., 1997; Pillot u. a., 1997] diskutiert.
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3.3.2 Gitterenergie, Koha¨sionsenergie
Die Gitterenergie (engl.: lattice energy) wird als die Energie angesetzt, die beno¨tigt wird,
um einen Ionenkristall in Anionen und Kationen unendlichen Abstands gleicher Elektro-
nenkonfiguration zu zerlegen [Kittel, 1999; Ashcroft und Mermin, 1976]. Im Falle von her-
ko¨mmlichen Paarpotenzialen, bei denen die Teilchen ebenfalls formal als Ionen betrachtet
werden, wird sie angesetzt als:
Elattice ≈ U static + ZPVE (3.29)
mit U static als innerer Energie und ZPVE als der Nullpunktschwingungsenergie (zero point
vibrational energy).14
Die Koha¨sionsenergie (engl.: cohesive energy) entspricht der Gitterenergie bei Mole-
ku¨lkristallen, d.h. der Separation eines Kristalls in seine neutralen Fragmente. Der Wort-
gebrauch ist hier nicht besonders stringent. Besonders in der angelsa¨chsischen Literatur
ist ha¨ufig auch bei Ionenkristallen der Ausdruck cohesive energy zu finden.
Bestandteil beider Energien ist die Nullpunktschwingungsenergie, die bei empirischen
Potenzialen u¨blicherweise vernachla¨ssigt wird, da sie bereits bei den Parameterisierungen
eingeht.15 Bei Anpassung an ab initio-Gleichgewichtsdaten ist allerdings Aufmerksamkeit
und u.U. eine entsprechende Korrektur geboten, wenn Geometrien auf statischen Born-
Oppenheimer Fla¨chen optimiert wurden und entsprechende Energien verwendet werden.
Anders verha¨lt es sich bei den Resultaten der Minimierung der freien Energie, den free
energy minimisations, die durch das Wesen ihrer Behandlung die Schwingungsbeitra¨ge
mit beru¨cksichtigen; mehr u¨ber diese Optimierungsmo¨glichkeit ab Seite 56 im Rahmen
der Behandlung von Temperatureffekten.
3.3.3 Freie Gibbs/Helmholtz Energie, Entropie
Freie Gibbs Energie Die Gibbs Energie G bezieht die Entropie S ein und ist definiert
als
G = H − TS, (3.31)
bzw. unter Einbeziehen von 3.27:
G = U + pV − TS. (3.32)
14Im Falle von LSDA-(local spin density approximation-)Pseudopotenzialrechnungen wird angesetzt:
Ecoh ≈ (EPP + ESP)− (Etot + ZPVE). (3.30)
Dabei sind: EPP die mit dem gleichen Pseudopotenzial bestimmte Referenzenergie eines Pseudoatoms,
d.h. eines isolierten Atoms, das im Core wechselwirkungsfrei ist [Denteneer, 1987], ESP die (atomare)
Spinpolarisationsenergie, die bei Atomen mit gepaarten Elektronen gleich Null ist [Gunnarsson u. a., 1974],
und Etot die Gesamtenergie. Im Trend la¨sst sich sagen, dass bei Dichtefunktionalrechnungen, insbesondere
bei Verwenden lokaler Dichtefunktionale, Gitterenergien u¨berscha¨tzt werden, d.h. die Materialien zu fest
gebunden sind (siehe auch Abschnitt 5.4). Dies ist nicht synonym mit steigender Ha¨rte: Die Erfahrung
zeigt, dass fu¨r ab initio-Ha¨rten von Halbleitern eine lokale Dichtefunktionalapproximation oft geeigneter
erscheint als gradientenkorrigierte Behandlungen [Mattesini u. a., 1999; Kroll, 2000a]. Dass dies nicht fu¨r
andere Materialien gelten muss, kann man beispielsweise [Lichanot, 2000] entnehmen.
15Kristallstrukturen werden bereits bei finiten Temperaturen vermessen.
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Freie Helmholtz Energie Das Pendant der inneren Energie zur Gibbs Energie wird
Helmholtz Energie F (bisweilen auch A) genannt:
F = U − TS. (3.33)
Entropie Fu¨r die Entropie S wird bei Festko¨rpern u¨blicherweise der Ansatz gemacht,
sie in statische und Vibrationsbeitra¨ge aufzuteilen, Rotationsbeitra¨ge, die sonst wichtig
sind, fallen hier weg. Die statischen Beitra¨ge werden meist vernachla¨ssigt (oder anderweitig
berechnet), die Vibrationsbeitra¨ge u¨ber eine Zustandssumme erfasst. Weitere Details dazu
finden sich im Abschnitt u¨ber free energy minimisations (3.6).
3.3.4 Wa¨rmekapazita¨ten, Cp, Cv
Isobare und isochore Wa¨rmekapazita¨ten Cp und Cv stellen die ersten (partiellen) Ablei-
tungen der Enthalpie bzw. inneren Energie nach der Temperatur T bei konstantem Druck
oder Volumen dar:
Cp =
(
∂H
∂T
)
p
, (3.34)
Cv =
(
∂U
∂T
)
v
. (3.35)
In Computerexperimenten hingegen erfasst man die Cv meist u¨ber die Schwingungszu-
standssumme Zvib:
Zvib =
∑
k
wk
∑
m
[
1− exp
(
− hν
kT
)]−1
. (3.36)
Die wk sind hier Wichtungen fu¨r einen gegebenen k-Punkt (eine Koordinate im inversen
Raum, siehe Abschnitt 3.5.1), mit m sind die Moden der Frequenz ν, und mit k ist die
Boltzmannkonstante bezeichnet. Mit 3.36 la¨sst sich die Wa¨rmekapazita¨t formulieren (R
ist die Gaskonstante):
Cv = RT
[
2 ·
(
∂lnZvib
∂T
)
+ T
(
∂2lnZvib
∂T 2
)]
. (3.37)
Fu¨r Cp ist der Sachverhalt komplexer und soll hier nicht diskutiert werden. Ohnehin wird
fu¨r Festko¨rper oft die Na¨herung 3.28 gemacht, und Energiea¨nderungen mit der Temperatur
bei konstantem Druck sind in erster Na¨herung denen bei konstantem Volumen gleich, so
dass Cv≈ Cp gesetzt werden kann.
3.3.5 Druck
Das Einbeziehen von Druck in ein Modell ist unkompliziert: Bei den meisten nicht-quan-
tentheoretischen Berechnungen von Festko¨rpern entspricht die innere Energie U static ≡ U
der Energie der Energie des empirischen, klassischen Potenzials. Die Addition des Terms
pV uberfu¨hrt die innere Energie in die Enthalpie als Observablen und fu¨hrt damit die
Druckabha¨ngigkeit der Kostenfunktionen ein. Alle Optimierungsalgorithmen arbeiten wie
bisher — Weiterfu¨hrendes dazu im Kapitel u¨ber Optimierungen (4).
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3.3.6 Temperatur
Temperatureffekte werden am ha¨ufigsten mit zwei verschiedenen Mo¨glichkeiten, der free
energy minimisation oder der Molekulardynamik (MD), simuliert. Fu¨r die freie Energie
verwendet man in der Regel Schwingungsbeitra¨ge, die man wie oben u¨ber Zustandssummen
erha¨lt. Eine etwas detailliertere Schilderung der free energy minimisation-Techniken findet
sich in einem gesonderten Abschnitt dieses Kapitels (3.6). Auch der MD ist ein eigener
Absatz gewidmet (3.7).
Der Vorteil der free energy minimisations gegenu¨ber der MD ist, dass die Rechnungen
wesentlich weniger Ressourcen (Zeit und Partikelzahl) beno¨tigen. Andererseits jedoch fu-
ßen die gemachten Na¨herungen auf der Annahme der Quasiharmonizita¨t des Potenzials,
d.h. im Wesentlichen der Annahme, dass die Eigenschwingungen (nicht das gesamte Po-
tenzial!) harmonisch gena¨hert werden. Sie ist bei hohen Temperaturen in der Regel nicht
mehr haltbar. In diesem Falle werden meist MD-Verfahren angewendet.
3.4 Kristalleigenschaften, a¨ußere Kra¨fte, Elastizita¨t
Neben der Struktur und der Energie einer Verbindung sind Eigenschaften, die von Ab-
leitungen der Energie abha¨ngen, von wesentlicher Bedeutung fu¨r Parameterisierung und
Leistungsfa¨higkeit eines empirischen Potenzials. Aus diesem Grund sollen etwas detail-
lierter die Grundlagen zur Berechnung Einiger der eingesetzten Observablen beleuchtet
werden.
3.4.1 Spannung und Dehnung
Spannung Auf einen Ko¨rper ko¨nnen externe Kra¨fte wirken. Hier soll eine Beschra¨nkung
auf Kra¨fte durch Materialien gelten, die das Volumenelement des Ko¨rpers umschließen.
(Gravitation o.a¨. sind ausgeschlossen.) Solche Kra¨fte sind der Fla¨che, auf die sie wirken,
proportional, und Kraft pro Einheitsfla¨che nennt man Spannung. Fu¨r die Spannung wird
u¨blicherweise das Symbol σ verwendet. Eine Kraft auf eine Fla¨che eines Wu¨rfels kann fu¨r
jeweils eine Fla¨che in drei Komponenten zerlegt werden. Entsprechend ergeben sich Indices
fu¨r die Komponenten der Spannung (Fig. 3.8).
Dehnung Dehnt man einen elastischen Faden entlang einer Achse x, so erfa¨hrt eine
Strecke PQ = ∆x nahe beieinander liegender Punkte P und Q eine Verla¨ngerung um ∆u
(Abb. 3.9). Der Anfangspunkt P wird um die Versetzung u verschoben. Die Dehnung
auf dem Stu¨ck PQ ist definiert als das Verha¨ltnis von La¨ngenzunahme zu urspru¨nglicher
La¨nge:
P ′Q′ − PQ
PQ
. (3.38)
Die Dehnung e im Punkt P entspricht dem Grenzwert fu¨r ∆x = 0:
e = lim
∆x→0
∆u
∆x
=
du
dx
. (3.39)
Fu¨r den zwei- bzw. dreidimensionalen Fall verallgemeinert sich das e entsprechend zu:
e11 =
∂u1
∂x1
, e12 =
∂u1
∂x2
, e13 =
∂u1
∂x3
etc., (3.40)
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σ11
σ12
σ13
σ21
σ22
σ33
σ31
σ32
σ23
x3
x2
x1
Abbildung 3.8: Kra¨fte auf Fla¨-
chen eines kubischen Volumen-
elements, Nomenklatur der Span-
nungskomponenten
b
a
QP
x+ u
x
0
0
Q′P ′
∆x+ ∆u
∆x
Abbildung 3.9: Deformation eines
elastischen Stranges unter Dehnung,
a: kraftfreier Zustand, b: gezogener
Zustand, nach Nye [1985].
also
eij =
∂ui
∂xj
(3.41)
mit (i, j = 1, 2) im 2D- und (i, j = 1, 2, 3) im 3D-Fall. Wie sich zeigen la¨sst, ist [eij ]
ein Tensor zweiter Stufe. Man nennt ihn den Verzerrungstensor (engl.: strain tensor, vgl.
Abschnitt 4.3, S. 76). Jeder Tensor zweiter Stufe la¨sst sich in einen symmetrischen und
einen antisymmetrischen Teil zerlegen:
eij = εij +$ij (3.42)
mit
εij =
1
2
(eji + eij) und $ij =
1
2
(eji − eij) . (3.43)
Der antisymmetrische Teil beschreibt Rotationen, daher definiert man fu¨r dreidimensionale
Ko¨rper die Dehnung ε als den symmetrischen Teil des Verzerrungstensors: ε11 ε12 ε13ε21 ε22 ε23
ε31 ε32 ε33
 =
 e11
1
2(e12 + e21)
1
2(e13 + e31)
1
2(e12 + e21) e22
1
2(e23 + e32)
1
2(e13 + e31)
1
2(e23 + e32) e33
 . (3.44)
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3.4.2 Elastische Konstanten
Das elastische Verhalten von fester Materie ist oft durch das Hookesche Gesetz zu na¨hern.
Diesem zu Folge ist die Spannung zur Dehnung proportional. Das verknu¨pfende Element
sind die Elastizita¨tskonstanten (bzw. elastischen Konstanten). In der Notation von Tenso-
relementen (mit Einsteinscher Summenkonvention):
σij = cijklεkl. (3.45)
Dabei verhalten sich Symbole und Nomenklatur wie folgt: σij : Spannungstensor (engl.:
stress tensor), cijkl: Elastizita¨tstensor (engl.: tensor of elasticity) und εkl: Verzerrungsten-
sor (engl.: strain tensor). Weiter werden die Indexpaare ij bzw. kl nach der sog. Voigt
Nomenklatur [1910] folgendermaßen abgeku¨rzt.
ij → i fu¨r i = j (3.46a)
ij → 9− i− j fu¨r i 6= j. (3.46b)
So resultiert:
1 ⇒ xx
2 ⇒ yy
3 ⇒ zz
4 ⇒ yz
5 ⇒ xz
6 ⇒ xy.
Im triklinen System erha¨lt man 21 unabha¨ngige elastische Konstanten, was sich je nach
Kristallsymmetrie bis auf drei in kubischen Systemen reduzieren la¨sst — z.B. ist c23 = c44
bzw. cyyzz = cyzyz.16 Man gelangt zu etwas mehr Anschaulichkeit, wenn man sie in vier
Gruppen klassifiziert:
c11, c22, c33 longitudinale Steifigkeit
c12, c13, c23 transversale Wechselwirkungskoeffizienten
c44, c55, c66 Schubsteifigkeit (engl.: shear stiffness)
c14, c15, c16, c24, c25, c26 . . . Kopplungskoeffizienten
Insgesamt ist die Handhabung der Begrifflichkeiten in diesem Themenkomplex relativ un-
einheitlich. Auch innerhalb des angelsa¨chsischen Sprachraums gibt es eine Vielzahl von
Bezeichnungen, und Lehrbu¨cher sind zu allem U¨berfluss auch noch zum Teil widerspru¨ch-
lich, so dass die Tabelle 3.1 etwas Klarheit und eine gewisse U¨bersicht schaffen soll. Zur
Eindeutigkeit werden beim Bulkmodul und Youngschen Modul im Folgenden allerdings
Anglizismen verwendet.
Fu¨r die experimentelle Bestimmung von elastischen Konstanten werden Verfahren wie
Ultraschall-Resonanzen, Photonen- oder Neutronenbeugung durch induzierte oder natu¨r-
liche Phononen etc. verwendet. Aus diesen Daten erha¨lt man im Wesentlichen Schallge-
schwindigkeiten, aus denen der Elastizita¨tstensor berechnet werden kann [Mason, 1950].
16Die Symmetrie der Indices elastischer Konstanten ist in den so genannten Cauchy-Beziehungen [Born
und Huang, 1954] zusammengefasst: c23 = c44, c31 = c55
c12 = c66, c14 = c56
c25 = c64, c36 = c45.
Man beachte, dass sie nur fu¨r den Fall eines harmonischen Potenzials gu¨ltig sind.
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Elastische Konstanten aus empirischen Potenzialen Nachfolgend soll kurz erla¨u-
tert werden, wie man mit empirischen Potenzialen zu gena¨herten Werten fu¨r die elasti-
schen Konstanten c, bzw. die Matrix der elastischen Konstanten C gelangen kann. Der
Grundgedanke dabei ist, dass elastische Konstanten als die zweiten Ableitungen der Git-
terenergie nach den Dehnungen (strain) definiert sind [Nye, 1985]. Im Falle eines Kristalls
im Gleichgewicht verschwindet der Gradient g in der Born-Huangschen Reihenentwicklung
der Energie U eines Kristalls (vgl. Abschnitt 4.3). So ergibt sich aus der dort angegebenen
Gleichung 4.21:
U(R′) = U(R) +
1
2
δ† ·W · δ. (3.47)
Wie weiter im Abschnitt 4.3 angegeben wird, ist δ ein Vektor mit Elementen der Deh-
nung externer (Zell-) δε und interner (Atom-)Koordinaten δr (siehe Gleichung 4.22). Die
ausfu¨hrlich formulierte Entwicklung von 3.47 wird so zu:
U(R′) = U(R) +
1
2
δr† ·Wrr · δr + δε† ·Wεr · δr + 12δε
† ·Wεε · δε,
(3.48)
wobei Wrr = ∂2U/(∂r∂r) etc. Bei Verzerren eines Kristalls sind die externen Variablen
nicht im Gleichgewicht, bezu¨glich der internen Koordinaten wird der Kristall aber als
verzerrungsfrei angenommen. Die Stationarita¨tsbedingung lautet daher:
∂U
∂(δr)
= 0. (3.49)
Aus ihr erha¨lt man einen Ausdruck fu¨r δrα, mit α = {x, y, z}:
δrα = − (W−1rr ·Wrε · δε)α . (3.50)
Einsetzen der Gleichung 3.50 in 3.48 fu¨hrt zu einem entsprechenden Ausdruck fu¨r die
Entwicklung der Energie:
U(R′) = U(R) +
1
2
δε† · [Wεε −Wεr ·W−1rr ·Wrε] · δε. (3.51)
Im Sinne einer Matrix mit Elementen als Funktionswerten in Abha¨ngigkeit von einem
Potenzial la¨sst sich die Matrix der elastischen Konstanten C, die auf das Zellvolumen Vcell
normiert ist, mit dem Ausdruck in 3.51 schreiben als:
C =
1
Vcell
[
Wεε −WεrW−1rr Wrε
]
. (3.52)
Die Matrix entha¨lt zusammengefasst die Ableitungen der Energiedichte nach Koordinaten
r und der Dehnung ε. Offenbar ha¨ngt C also von der Orientierung der Einheitszelle im
Koordinatensystem ab. Gulp orientiert die x-Achse entlang der a-Achse und die b-Achse
in der xy-Ebene [Gale, 1998b].
3.4.3 Bulk Modul, Elastizita¨tsmodul
Bulk Modul Der Bulk Modul B (auch: Kompressionsmodul) ist der Kehrwert der Kom-
pressibilita¨t bei konstanter Temperatur [Kittel, 1967]:
B = −V
(
∂p
∂V
)
T
. (3.53)
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Am absoluten Nullpunkt, fu¨r den die hier diskutierten Potenziale U parameterisiert wur-
den, herrscht konstante Entropie, und mit dem Volumen a¨ndert sich die innere Energie
wie
dU = −pdV. (3.54)
Damit wird dp/dV = −d2U/dV 2 und
B = V
d2U
dV 2
, (3.55)
bzw. am Gleichgewicht
B =
(
V
d2U
dV 2
)
V0
. (3.56)
Der Bulkmodul ist also eine Zweitordnungseigenschaft von Kristallen bezu¨glich der inneren
Energie. Bei Nulldruck und im Gleichgewicht ist die innere Energie stationa¨r, und man er-
ha¨lt die Nebenbedingung dU/dV = 0, mit der das Gleichgewichtsvolumen V0 berechenbar
wird. Bulkmoduln lassen sich nach einigen Umformungen aber auch in Abha¨ngigkeit von
elastischen Konstanten angeben [Kittel, 1999]. So ergibt sich fu¨r einen kubischen Kristall
beispielsweise
B =
1
3
(c11 + 2c12) . (3.57)
Fu¨r den Fall, dass keine analytischen Ableitungen verfu¨gbar oder ihre Berechnung zu auf-
wa¨ndig ist, werden oftmals die Parameter der (Birch-)Murnaghan Zustandsgleichung(en)
[Murnaghan, 1944, 1951; Birch, 1978] angepasst:
E(V ) = B0V0
[
1
B′(B′ − 1)
(
V0
V
)B′−1
+
V
B′V0
− 1
B′ − 1
]
+ E0. (3.58)
Dabei gehen vier Parameter ein: V0 (Volumen der Minimumskonfiguration), E0 (Energie
des Minimums), B0 der Bulkmodul und B′, die Ableitung des Bulkmoduls nach dem
Druck. Mit
p = −dE
dV
(3.59)
ist es mo¨glich, die p(V )-Zustandsgleichung und ihr Inverses zu erhalten, wodurch alle
V -abha¨ngigen Eigenschaften der Gleichung 3.58 in druckabha¨ngige umgeformt werden
ko¨nnen.
Youngscher Modul Bisweilen trifft man Werte fu¨r den Youngschen Modul E0 an.
Pha¨nomenologisch erha¨lt man ihn als Verha¨ltnis aus Spannung und Dehnung einer longi-
tudinalen Zugspannung bei freien Seiten der Probe. Zur Verdeutlichung diene das Schema
in Abb. 3.10. Mehr dazu in der einschla¨gigen Lehrbuchliteratur [Born und Huang, 1954;
Kittel, 1967]. Hier wird auch deutlich gemacht, dass der Youngsche Modul ebenfalls eine
Zweitordnungseigenschaft bzgl. eines Potenzials ist. Fu¨r das Weitere spielt er keine Rolle.
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Abbildung 3.10:
Zum Youngschen Modul (Spannung:Deh-
nung); das Poisson-Verha¨ltnis ergibt sich zu
(δω/ω) : (δl/l). Zeichnung nach Kittel [1999]
mit freundlicher Genehmigung durch den
Verlag.
3.5 Phononen
Fu¨r viele Eigenschaften von Festko¨rpern ist die Kru¨mmung der Potenzialhyperfla¨che von
entscheidender Bedeutung. Insbesondere z.B. die Ha¨rte und alles, was auf den Schwin-
gungseigenschaften von Festko¨rpern beruht, werden durch sie (mit)bestimmt. Aus diesem
Grunde (und da einige dieser Eigenschaften als Observable wa¨hrend Anpassung und Va-
lidierung dienten) ist es hilfreich, kurz die Grundlagen der Theorie der Gitterschwingun-
gen/Phononen zu beleuchten.17
3.5.1 Wellengleichungen, Dispersionsrelationen
Fu¨r einige der nachfolgenden Bemerkungen ist es von Bedeutung, die Begrifflichkeiten des
reziproken Gitters zu kennen: Eine reelle periodische Funktion im Realraum n(r) (bei-
spielsweise die Elektronendichte in einem Kristall) wird durch geeignete Translationsope-
rationen auf sich selbst abgebildet [n(r + T ) = n(r)]. n(r) la¨sst sich Fourier-analysieren.
Fu¨r den eindimensionalen Fall gilt dann:
n(x) = no +
∑
p>0
{
Cpcos
(
2pipx
a
)
+ Spsin
(
2pipx
a
)}
. (3.60)
Dabei ist a die Periode, mit der sich n wiederholt, d.h.
n(x) = n(x+ a), (3.61)
Cp und Sp sind reelle Konstanten, die Fourierkoeffizienten, und p ist eine positive, ganze
Zahl [Kittel, 1999]. Etwas u¨bersichtlicher la¨sst sich die Reihe 3.60 schreiben als
n(x) =
∑
p
npei2pipx/a. (3.62)
Nunmehr sind die Koeffizienten np komplexe Zahlen. Da n(x) reell bleiben muss, ist die
Geltung von
n∗−p = np (3.63)
17Eine umfassende Behandlung der Theorie der Phononen liefert Sinha [1973] in einer Monografie, des
Weiteren gibt es eine Vielzahl von Lehrbu¨chern, die ebenfalls die Grundlagen auf mehr oder weniger
hohem Niveau erla¨utern; eine Auswahl sind das popula¨re Lehrbuch von Kittel [1999] oder das Original
von Brillouin [1946], etwas detaillierter und spezieller die Bu¨cher von Bru¨esch [1982] und Born und Huang
[1954]. Fu¨r viele Fa¨lle ist ein systematischer Atlas mit einigen Beispielen fu¨r Phononendispersionen von
Bilz und Kress [1979] zusammengestellt worden.
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Abbildung 3.11: Zur Brillouin-Zone: Ein-
dimensionaler Fall. Realraum oben, rezipro-
kes Gitter unten. Zeichnung ist nicht maß-
stabsgetreu (nach Kittel [1999], mit freundli-
cher Genehmigung des Oldenbourg Verlages).
zu fordern. Fu¨r den dreidimensionalen Fall ergibt sich
n(r) =
∑
G
nG · eiGr. (3.64)
Nunmehr sind die nG die Fourierkoeffizienten der Entwicklung.G nennt man die reziproken
Gittervektoren. Sie sind zuga¨nglich als:
G = v1b1 + v2b2 + v3b3, (3.65)
mit v1, v2 und v3, als ganzen Zahlen und
b1 = 2pi
a2 × a3
a1 · a2 × a3 b2 = 2pi
a3 × a1
a1 · a2 × a3 b3 = 2pi
a1 × a2
a1 · a2 × a3 (3.66)
den Einheitsvektoren im reziproken Raum (primitive Vektoren des primitiven Gitters) und
a den Translationsvektoren des Realraumes.18 Man erkennt in der Exponentialschreibwei-
se der Gleichung 3.64 bereits die Analogie zu Wellen. Die kleinstmo¨glichen, (Real-)raum
fu¨llenden Zellen eines Kristalles sind die so genannten Wigner-Seitz Zellen. Ihr Pendant im
reziproken Raum, der durch k aufgespannt wird, sind die Brillouin-Zonen. Zur Verdeutli-
chung ist auch hier der eindimensionale Fall skizziert (Abb. 3.11). Bei einer Periode a ist
die Brillouin-Zone die kleinste periodisierte Zelle im reziproken Gitter: −pi/a ≤ k ≤ pi/a.
Fu¨r Schwingungseigenschaften in diesem Zusammenhang genu¨gt wegen der Periodizi-
ta¨t die Beschra¨nkung auf die erste Brillouin-Zone. Man setzt an, dass die Auslenkung u
von Atomen aus der Gleichgewichtslage harmonisch zu na¨hern ist, d.h. dass das Hookesche
Gesetz Gu¨ltigkeit besitzt oder die Kraft linear mit u la¨uft. Wie sich zeigen wird, ist dieser
Ansatz weitgehend gerechtfertigt. Wie sind nun die Zusammenha¨nge zwischen der Auslen-
kung der Atome (insbesondere der Frequenz ω, mit der sie periodisch ausgelenkt werden)
und einem Wellenvektor k, der die Welle charakterisiert? Der einfachste Fall: Eine lineare
Kette mit einem Atom in der primitiven Basis (vgl. auch Abb. 3.13). Der Einfachheit
halber soll eine Wechselwirkung nur zwischen benachbarten Atomen angesetzt werden. s
sei ein Za¨hler fu¨r ”Nachbarschaftsentfernung” vom Aufatom (das selber mit s bezeichnet
ist), die Masse der Atome sei M , ihr Abstand betrage a. Die Kraft Fs auf das Aufatom
durch ”linke” und ”rechte” Nachbarn ist dann:
Fs = C (us+1 − us) + C (us−1 − us) . (3.67)
18N.B.: Im Nenner der Ausdru¨cke 3.66 steht (falls die Komponenten von a primitiven Translationsvek-
toren des Kristalls, d.h. den Zellkonstanten entsprechen) also nichts anderes als das Volumen der Zelle.
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C sind hier Kraftkonstanten. Gesucht ist eine Lo¨sung mit einer Zeitabha¨ngigkeit wie
us(t) ∝ e−iωt. Fu¨r diesen Fall ist d2us/dt2 = −ω2us, und Einsetzen in die Newtonsche
Bewegungsgleichung fu¨hrt auf dem a¨quidistanten Gitter zu
−Mω2us = C (us+1 + us−1 − 2us) . (3.68)
Die Lo¨sung dieser Differenzengleichung in den Auslenkungen u sind laufende Wellen
us±1 = u · eiska · e±ika, (3.69)
mit a als Abstand der Netzebenen und k dem Wellenvektor.19 Einsetzen in 3.68 fu¨hrt zu:
ω2 =
2C
M
(1− coska). (3.70)
Diese Gleichung beschreibt die Dispersion von Phononen mit dem Wellenvektor k. Aus
diesem Grunde nennt man solche Gleichungen (Phononen-)Dispersionsrelationen. Die
Randbedingung (ω ≥ 0) fu¨hrt im eindimensionalen Beispiel zu
ω =
√
4C
M
∣∣∣∣sin12ka
∣∣∣∣ . (3.71)
Fu¨r C,M = 1 ist sie in Abb. 3.12 aufgetragen. Am Zonenrand k = ±pi/a verschwindet die
0
0.2
0.4
0.6
0.8
1
-3 -2 -1 0 1 2 3
ω
k
Abbildung 3.12: Zur Dispersionsrelation des eindimensionalen Falles: Die Funktion ω = | sin 12k|,
d.h. die Frequenz eines Phonons auf der Ordinate (in normierten Einheiten) gegen den Wellenvek-
tor innerhalb der ersten Brillouin-Zone bei M = a = 1 und normiertem Vorfaktor
√
4C/M = 1.
Man beachte das Verschwinden der Steigung am Zonenrand (hier: k = ±pi).
Ableitung der Frequenz nach k, und die Lo¨sungen der Bewegungsgleichung sind stehende
Wellen. Man erkennt an der Abbildung erneut, dass es genu¨gt, die Lo¨sungen fu¨r die erste
Brillouin-Zone aufzutragen, denn die Dispersionsrelation ist eine periodische Funktion mit
Periode 2pi/a.
19Man beachte, dass der Wert von a von der Richtung des Wellenvektors abha¨ngt.
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3.5.2 Transversale und longitudinale Phononen, akustische und optische Zwei-
ge
Im dreidimensionalen Fall klassifiziert man die Wellen je nach dem Verha¨ltnis zwischen
der Richtung der Auslenkung (Polarisation) und der Richtung des Wellenvektors (Pro-
pagation). Bewegen sich die Netzebenen orthogonal zum Wellenvektor, so nennt man die
entsprechenden Moden transversal (T), sind die Vektoren der Auslenkung parallel zum
Wellenvektor, nennt man sie longitudinal (L). Ein Zeichnung zu diesem Sachverhalt findet
sich in Abb. 3.13. Fu¨r jedes k gibt es eine longitudinale und zwei (aufeinander orthogonale)
s-1u u s s+1u s+2u s+3u s+4u
u s+2u s+1u su s-1u s-2
s+4
a
k
k
s-1 s s+1 s+2 s+3
Abbildung 3.13: Phononen: Auslenkungen von Atomen bei Longitudinalwellen (oben) und Trans-
versalwellen (unten). Gestrichelt sind die Gleichgewichtslagen von Netzebenen, nicht ausgefu¨llte
Kreise fu¨r Gleichgewichtspositionen von Atomen (nach Kittel [1999], mit freundlicher Genehmi-
gung des Verlages).
transversale Moden.
Fu¨r ein Gitter mit zwei Atomen in der primitiven Basis verkompliziert sich der Sach-
verhalt: Nun klassifiziert man die Moden weiter in optische (O) und akustische (A). Zu-
sammen mit den L- und O-Moden spricht man nun von LO, LA, TO und TA-Moden.
Ganz in Analogie zum obigen Vorgehen lassen sich mit den Auslenkungen (u und v) der
unterschiedlichen Atome die Newtonschen Gleichungen lo¨sen, und man gelangt (mit den
Massen M1 und M2) zu einer Dispersionsrelation fu¨r den eindimensionalen Fall:
M1M2ω
4 − 2C(M1 +M2)ω2 + 2C2(1− coska) = 0. (3.72)
Eine Fallunterscheidung ist hier instruktiv:
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• ka 1
Lo¨sung I: ω2 ≈ 2C
(
1
M1
+ 1M2
)
(optisch)
Lo¨sung II: ω2 ≈ C2(M1+M2)k2a2 (akustisch)
• ka = ±pi (Zonenrand)
Lo¨sung I: ω2 = 2CM1 (akustisch, wenn M1 > M2)
Lo¨sung II: ω2 = 2CM2 (optisch, wenn M1 > M2)
Tra¨gt man diese Ergebnisse als Dispersionsrelation ω gegen k auf, so erkennt man den
optischen und den akustischen Zweig; man beachte, dass fu¨r letzteren bei k = 0 der Wert
fu¨r ω Null ist (Abb. 3.14).
Abbildung 3.14: Phononen in einer Di-
mension: Akustischer (unten) und optischer
Zweig (oben). In Bezug auf die Herleitung
oben ist zu sagen, dass hier M1 > M2 an-
gesetzt wurde. K
optischer Zweig
akustischer Zweig
pi/a
ω
Im dreidimensionalen Fall erha¨lt man bei p Atomen in der primitiven Zelle 3p Zweige:
drei akustische und 3p − 3 optische. Die Bezeichnungen akustisch und optisch werden
anschaulich, wenn man k = 0 in die optische Lo¨sung fu¨r die Auslenkungen u und v
einsetzt:
u
v
= −M1
M2
. (3.73)
Die Atome schwingen gegeneinander, ihr Schwerpunkt ist in Ruhe, fu¨r k = 0 ergibt sich
im akustischen Zweig u = v, die Auslenkungen sind gleich gerichtet. Anschaulich ist dieser
Sachverhalt in Zeichnung 3.15 skizziert. Ganz wie in der Moleku¨lchemie entsprechen
Abbildung 3.15: Phononen: transversal-op-
tische (TO) Mode (oben) und transversal-
akustische (TA) Mode (unten). Zeichnung
nach Kittel [1999] mit freundlicher Geneh-
migung des Verlages. Die unterschiedlichen
Kreise (voll und hohl) stehen fu¨r unterschied-
liche Atomsorten, der Wellenvektor k gibt die
Propagationsrichtung an.
k
k
niedrigfrequente Phononen ”weichen” Moden, die bei der Umwandlung in stabilere Phasen
oftmals eine Rolle spielen. Imagina¨re Frequenzen deuten auf eine instabile Phase hin.
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Ganz allgemein sind Phononendispersionen fu¨r dreidimensionale Kristalle mit beliebi-
ger Anzahl p von Atomen in der primitiven Basis rechnerisch zuga¨nglich durch Matrixdia-
gonalisierung der dynamischen Matrix bei vorgegebenen k-Vektoren. U¨blicherweise wa¨hlt
man dabei besonders aussagekra¨ftige ”Wege” durch die erste Brillouin-Zone, z.B. vom
Zonenzentrum k = Γ = (000) ausgehend u¨ber (ζ00), (ζζ0) und (ζζζ) zuru¨ck nach Γ (ζ
nennt man den reduzierten Wellenvektor, wobei gilt: −pi/a < ζ < +pi/a), a ist erneut
eine periodische Gro¨ße, die Gitterkonstante.20 Die Integration u¨ber den Impulsraum, oder
genauer: u¨ber alle k fu¨hrt zur Phononenzustandsdichte, P-DOS, (ganz in Analogie zu elek-
tronischen Zustandsdichten) bei der die Anzahl der Phononenzusta¨nde als Funktion der
Energie aufgetragen wird. Im praktischen Teil wird k natu¨rlich diskretisiert.
3.5.3 Langwellige Grenzfa¨lle, LO/TO Splitting
Eine Diskussion des Grenzfalles kleiner k, d.h. des langwelligen Limits von Phononenspek-
tren fu¨hrt zu zwei grundlegenden Erkenntnissen, die nach dem Charakter der Phononen
klassifiziert werden ko¨nnen (akustisch/optisch).
Zum einen ist dies die Verknu¨pfung der (quantisierten) Phononen mit der Theorie der
Elastizita¨t. Sie folgt aus der Na¨herung, dass beim akustischen Zweig des Phononenspek-
trums die genaue Anordnung der Atome innerhalb einer Elementarzelle unwesentlich ist,
da alle Atome in der Basis in die gleiche Richtung ausgelenkt werden. Eine Analyse von
akustischen Schwingungen der Atome pro Zelle kann daher auf den Masseschwerpunkt der
Zelle reduziert werden. Details sind hier weniger relevant und ko¨nnen z.B. dem Lehrbuch
von Madelung [1981] entnommen werden.
Im optischen Zweig hingegen kann es durch die Art der Bewegung der Atome bei
k ≈ 0 zu einem Splitting oder einer Aufhebung von Entartung in der Phononendispersion
im Vergleich zum nicht-schwingenden System kommen (LO/TO-Splitting) [Schober und
Strauch, 1993]. In diesem Fall entsteht eine Frequenzlu¨cke zwischen der Frequenz ωL des
longitudinalen Phonons und der des transversalen mit ωT, in der der Wellenvektor rein
imagina¨r und die Welle geda¨mpft ist. Ursache dieses Splittings ist die Kopplung zwischen
elektromagnetischem Feld und den schwingenden Atomen/Ionen, die eine Ladung tragen
und durch die Auslenkungen ihrerseits als Dipole beschrieben werden ko¨nnen. Durch das
Feld der schwingenden ”Dipole”werden die Frequenzen der Eigenschwingungen beeinflusst.
Die Kopplung betrifft lediglich die transversal-optischen Phononen.
In der Modellierung der Phononen kann man die formalen LO/TO Splittings bei Γ
mit Hilfe einer Korrektur u¨ber effektive Ladungen beschreiben [Born und Huang, 1954].
In Gulp ist diese Mo¨glichkeit bisher nicht implementiert, so dass bei Anpassung und
Validierung in den entsprechenden Fa¨llen das Zonenzentrum Γ als (0.0001, 0.0001, 0.0001)
gena¨hert wurde.21
20Zur Bestimmung von globalen Eigenschaften kann entlang eines gewa¨hlten Pfades in der Brillouin-
Zone integriert werden. Oft herangezogen (so auch in Gulp) wird eine Gittermethode, die von Monkhorst
und Pack [1976] eingefu¨hrt wurde. Alternativ trifft man ha¨ufig ein Verfahren von Chadi und Cohen [1973]
an. Schließlich lassen sich neben einer Integration aber auch besonders
”
repra¨sentative” (einzelne) Punkte
heranziehen. Eine Mo¨glichkeit zum Auffinden solcher Punkte fu¨r die Bravais Gitter wurde von Baldereschi
[1973] mit Erfolg angewendet.
21Streng genommen kommt es auf die Richtung der Anna¨herung an Γ an, wie genau das LO/TO Splitting
aussieht. Dies wurde allerdings vernachla¨ssigt; die Unterschiede liegen im Bereich weniger Wellenzahlen
z.B. bei den hochfrequenten Schwingungen des hexagonalen Bornitrids.
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U¨ber empirische Potenziale berechnete Phononendispersionen und insbesondere die
LO/TO-Splittings sind im Vergleich mit dem Experiment (oder natu¨rlich auch geeigneten
ab initio-Rechnungen) ein harter Pru¨fstein fu¨r das Potenzial. Es mag einleuchten, dass
nur ein Potenzial, das den Atomen Ladungen zuordnet, in der Lage ist, die Splittings zu
reproduzieren. Andererseits lassen sich selbstversta¨ndlich auch Phononen und die LO/TO-
Splittings mit parameterisieren. In einem Fall ist dies auch hier geschehen, im praktischen
Teil werden die Einzelheiten dazu erla¨utert (Abschnitt 7.2).
3.5.4 Experimentelle Bestimmung von Phononenspektren
Gitterschwingungen sind quantisiert. Mit der Kreisfrequenz ω ist die Energie eines Phon-
ons ~ω. Neutronen wechselwirken u¨blicherweise am sta¨rksten mit den Kernen eines Atoms,
daher wird meist die inelastische Neutronenstreuung zur Messung von Phononendispersio-
nen herangezogen. Die Auswahlregel fu¨r einen Streuprozess, bei dem ein Phonon erzeugt
(+) bzw. vernichtet (−) wird, lautet:
k = k′ +G±K. (3.74)
k bzw. k′ sind die Wellenvektoren von immitiertem bzw. emittiertem Neutron (oder
Photon) und K der Wellenvektor des entsprechenden Phonons. Mit dem Impuls p = ~k
eines Neutrons ergibt sich fu¨r die Energiebilanz eines inelastischen Streuprozesses an einem
Phonon:22
~2k2
2Mn
=
~2k′
2Mn
± ~ω, (3.75)
je nachdem, ob ein Phonon erzeugt (+) oder absorbiert (−) wurde, Mn ist die Masse des
Neutrons. Aufgezeichnet wird der Energiegewinn oder -verlust als Funktion der Streurich-
tung k − k′.
Der Vergleich von Experiment und Theorie im Hinblick auf Phononendispersionen und
Phononenzustandsdichten stellt daher (wie schon oben im Zusammenhang der LO/TO-
Splittings kurz diskutiert) eine gangbare und recht aussagefa¨hige Mo¨glichkeit zur Eva-
luierung eines Modells dar. In einem spa¨teren Kapitel soll genau dies am Beispiel von
Bornitriden und Siliciumnitriden beschrieben werden. Fu¨r Borosilazane wurden inelasti-
sche Neutronenstreuungsexperimente bedauerlicherweise bisher nicht mit Erfolg gekro¨nt,
was zum einen an mangelnder Messzeit liegt, zum anderen aber auch am experimentellen
Setup und der Rigidita¨t des Netzwerkes.
3.6 Temperatureffekte und Free Energy Minimisation
Werden Systeme bei T > 0 betrachtet, ist es oft no¨tig, nicht nur die entsprechenden
Grundzusta¨nde einzubeziehen, sondern den Regeln der statistischen Thermodynamik zu
folgen, indem man u¨ber die Verteilung der Zusta¨nde summiert. Dies kann bedeuten, dass
die potenzielle Energie alleine keine gute Na¨herung fu¨r die Gesamtenergie mehr darstellt
und andere Energiefunktionen gesucht werden mu¨ssen, die auch entropische Beitra¨ge in
Betracht ziehen.
22Wegen der Proportionalita¨t zwischen k und p wird der reziproke Raum oft auch als Impulsraum
bezeichnet.
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Der Vorteil einer free energy minimisation [Jacucci und Quirke, 1982; Kantorovich,
1995a,b; Gale, 1998a; Taylor u. a., 1997] liegt in der relativ schnellen Auswertung von
Temperatureffekten auf den Festko¨rper und der teilweisen Erfassung von Schwingungs-
quanteneffekten bei vergleichsweise sehr geringem numerischen Rauschen. Alternativen
sind Monte-Carlo- und Molekulardynamikverfahren.
Nachteilig kann sich allerdings auswirken, dass die free energy minimisation von der
Quasiharmonizita¨t der Hyperfla¨che um das Minimum ausgeht. Diese Tatsache beschra¨nkt
die Anwendbarkeit der free energy minimisation auf ein gewisses Gebiet um das Minimum,
i.e. auf Temperaturen um (erfahrungsgema¨ß [Gale, 1998b]) ca. die halbe Schmelztempe-
ratur des entsprechenden (theoretischen) Systems.23
Zur Technik: Neben dem Abbruch der Taylorentwicklung der Energie nach dem Glied
zweiter Ordnung werden in der quasi-harmonischen Na¨herung Schwingungen des Festko¨r-
pers als Normalschwingungen betrachtet. Schließlich setzt man an, dass thermische Ef-
fekte, die durch Terme ho¨herer Ordnung/Anharmonizita¨t erkla¨rt werden, indirekt durch
eine vera¨nderte Phononenzustandsdichte beschrieben werden ko¨nnen. Offenbar ist diese
Annahme weithin gu¨ltig. Eine u¨bersichtliche Einfu¨hrung in Theorie und Techniken wurde
unla¨ngst von Taylor u. a. [1997] gegeben; etwas angewandter ist ein Artikel von Jacucci
und Quirke [1982]. Zuna¨chst wird die freie Energie F angesetzt als:24
F = U − TS. (3.76)
An dieser Stelle wird die Na¨herung gemacht, dass Konfigurations-Unordnung vernachla¨s-
sigbar ist und lediglich die vibratorischen Beitra¨ge zur Entropie eine Rolle spielen. Spielt
die Konfigurations-Unordnung eine wesentliche Rolle, so mu¨ssen andere Verfahren gefun-
den werden (beispielsweise eine vorangegangene MD-Simulation). Fu¨r diesen Fall ist die
Separation gu¨ltig:
F = U static + Uvib − TSvib. (3.77)
Mit U static ist die statische innere Energie notiert, d.h. die Energie, die z.B. ein empirisches
Potenzial fu¨r eine gegebene Konfiguration erzielt. Die Vibrationsterme lassen sich mit
einer Zustandssumme ausdru¨cken, wobei u¨ber eine finite Anzahl von (u.U. gewichteten)
k-Punkten summiert wird, um das Integral u¨ber die Brillouin-Zone zu approximieren (k
ist die Boltzmannkonstante):
Uvib − TSvib =
∑
k
∑
z
{
1
2
~ωz(k) + kT ln
[
1− exp
(
−~ωz(k)
kT
)]}
.
(3.78)
Die z-te Schwingungsfrequenz am jeweiligen k-Punkt entspricht der Quadratwurzel des
entsprechenden Eigenwertes der dynamischen Matrix D:
ω2(k) = e−1(k)D(k)e(k). (3.79)
23Die tatsa¨chliche Schmelztemperatur kann je nach Fragestellung einer Simulation durchaus mehrere
Tausend Grad von der Realita¨t abweichen, siehe z.B. Vollmayr und Kob [1996].
24Hier ist mit
”
freier Energie” bzw. free energy hauptsa¨chlich der Helmholtz Ausdruck gemeint. In Ab-
wesenheit eines externen Druckes sind die beiden ohnehin a¨quivalent — vorausgesetzt, die Gibbs Energie
bezieht sich auf die Gleichgewichtsstruktur der Helmholtz Energie. Herrscht ein externer Druck, ist die
freie Energie die Gibbs Energie — vorausgesetzt die Struktur wurde optimiert [Gale, 1998a].
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Die Elemente der dynamischen Matrix sind Zweitordnungseintra¨ge bezu¨glich der stati-
schen potenziellen Energie U static (des ”Potenzials”); α bzw. β notieren die kartesischen
Koordinaten der N Kerne (i bzw. j), m sind die entsprechenden Massen:
Dijαβ(k) =
1√
mimj
·
N∑
1
(
∂U static
∂α∂β
)
exp (ikrij) . (3.80)
Die Summe la¨uft u¨ber alle Abbilder von j relativ zu i, das in der nullten Zelle fixiert
bleibt (die Wahl der Fixierung von i ist willku¨rlich, man ko¨nnte es ebenso gut umgekehrt
berechnen) [Ashcroft und Mermin, 1976]. Durch die ku¨rzlich erfolgte Implementierung
der entsprechenden Gradienten in Gulp [Gale, 1998a] konnten auch im Rahmen des hier
Geschilderten free energy minimisations durchgefu¨hrt werden, um die Leistungsfa¨higkeit
der Potenziale bei ho¨heren Temperaturen einzuscha¨tzen. Bisweilen wurde dabei in der
ZSISA-Na¨herung von Taylor u. a. [1997] gearbeitet. In diesem Falle werden die internen
Variablen (siehe dazu auch Abschnitt 4.3, S. 76) in Bezug auf die innere Energie optimiert
und lediglich die externen Variablen dem Minimum der Helmholtz Energie entsprechend
eingestellt. Fu¨r die Gibbs freie Energie sind Korrekturen bzgl. des Druckes no¨tig, die u¨ber
den sog. Phononendruck Einzug in die Optimierungen halten. Hinweise dazu finden sich
in [Gale, 1998b].
3.7 Molekulardynamik, MD
Die (klassische) MD dient dazu, mo¨glichst effizient Informationen u¨ber Energiehyperfla¨-
chen und Assoziiertes (Kra¨fte, Schwingungseigenschaften, Materialeigenschaften etc.) zu
sammeln. Konkret simuliert man dabei ein System als sich bewegende Teilchen (Ato-
me, Kerne). Bewegungsgleichungen werden im Rahmen der klassischen Mechanik (”new-
tonsch”) gelo¨st, was sich oft als gute Na¨herung herausgestellt hat. So werden die ver-
schiedensten Eigenschaften des Systems ”bio”-mimetisch zuga¨nglich.
25 Nach Newton sind
die Beschleunigungen von Teilchen den Kra¨ften auf sie proportional. Um die Beschleuni-
gungen zu kennen, mu¨ssen Kra¨fte bekannt sein, d.h. Potenziale/Kraftfelder mu¨ssen min-
destens einmal (fu¨r die Diagonalisierung der Hesse-Matrix zweimal) stetig differenzierbar
sein. Analytische Ausdru¨cke fu¨r Energie, damit fu¨r Kra¨fte und Geschwindigkeiten bzw. Be-
schleunigungen der Teilchen etc., sind prinzipiell u¨ber die oben diskutierten (u¨blicherweise
parameterisierten) Potenziale zuga¨nglich. Die u¨ber einen gewissen Zeitraum t betrachte-
ten Bewegungen der N Teilchen werden Trajektorien genannt. Die Trajektorien werden
”verfolgt”, indem man die Newtonschen Bewegungsgleichungen numerisch u¨ber die Zeit in-
tegriert. Die Diskretisierung erfolgt bzgl. der Zeit: Man definiert einen Zeitschritt ∆t, nach
dem die Kra¨fte neu berechnet werden.26 Eine popula¨re Diskretisierung wird von Allen und
Tildesley [1987] angegeben:
mk
rk(tn+1)− 2rk(tn) + rk(tn−1)
(∆t)2
= F k
(
rN (tn)
)
. (3.81)
25Im Gegensatz dazu arbeiten Monte-Carlo Methoden stochastisch; sie tasten Punkte auf Hyperfla¨chen
nach gewissen Kriterien ab. Schritte ko¨nnen abgelehnt oder akzeptiert werden. Auch dafu¨r existieren Ko-
stenfunktionen.
26Einige Algorithmen berechnen die Kra¨fte nicht nach jedem Schritt neu.
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Dabei ist F k = −∂U
(
rN
)
/∂rk die Kraft, die auf das k-te Atom wirkt (U ist wie zuvor
die interatomare, potenzielle Energie, das Potenzial), mk die Masse des k-ten Atoms und
rN = (r1, . . . , rN ) ein 3N -dimensionaler Positionsvektor fu¨r die N Atome. Der vermutlich
meistimplementierte Algorithmus zur Lo¨sung der Gleichungen in jedem Schritt ist der sog.
Velocity-Verlet Algorithmus. Die Schritte dabei sind:
1. Kraftberechnung gema¨ß
F k = −
∂U
(
rN
)
∂rk
.
Dabei ist F k = F k
(
rN (tn)
)
2. Geschwindigkeitsaktualisierung gema¨ß
vk ← vk(tn) + F k(tn)∆t/2mk
3. Positionsaktualisierung gema¨ß
r(tn+1)← rk (tn) + vk∆t
4. Kraftaktualisierung wie in 1. Jetzt ist F k = F k
(
rN (tn+1)
)
5. Geschwindigkeitsaktualisierung gema¨ß
vk (tn+1)← vk (tn+1) + F k(tn+1)∆t/2mk
6. Zeitschritt durchfu¨hren n← n+ 1
Der Zyklus wird bis zu einem gesetzten Maximalwert fu¨r die Schrittzahl iteriert. Die
Ergodizita¨tshypothese [Frenkel und Smit, 1996] besagt, dass im Grenzwert t → ∞ die
Eigenschaften dem statistischen Limes entsprechen. (Das ”Ensemble-Mittel” liefert die
gleichen Resultate wie das ”Zeit-Mittel”.) Gewisse Mo¨glichkeiten zur Konvergenzkontrolle
bei endlicher Anzahl von Schritten n bestehen.
Zu Beginn einer MD-Simulation wird ein System normalerweise a¨quilibriert. Das be-
deutet: Die durch die mehr oder minder zufa¨llig gewa¨hlte Startkonfiguration enthaltene
Energie wird abgefu¨hrt, bzw. es wird dem System ein gewu¨nschtes Maß an Energie zuge-
fu¨hrt, bis die interessierenden Observablen (meist die Temperatur) eingestellt sind. Man
kann verschiedene Ensembles definieren, bei denen bestimmte Observablen Erhaltungs-
gro¨ßen sind. Sie werden mit den Begriffen kanonisch (NVT), mikrokanonisch (NVE) und
isobar-isotherm (NpT) bezeichnet.
Im Abschnitt 3.6 wurde erwa¨hnt, dass Molekulardynamik und Monte-Carlo (MC) Ver-
fahren alternative Wege zur free energy minimisation bei der Simulation von Tempera-
tureffekten darstellen. Dazu einige Bemerkungen an dieser Stelle. Bricht die quasi-harmo-
nische Na¨herung zusammen, so sind meist dennoch die Gesetze der klassischen Mechanik
haltbar. Auch die Annahme von paarweise additiven Potenzialen hat sich als meist sinnvoll
erwiesen [Jacucci und Quirke, 1982], und so ko¨nnen Temperatureffekte durch stochasti-
sche oder dynamische Verfahren (z.B. MC oder MD) Bestandteile des Modells werden. Die
Temperatureffekte werden bei diesem Ansatz wie angedeutet durch die Simulation selbst
einbezogen. So erzielt eine Simulation nach hinreichender Laufzeit thermische Durchschnit-
te von Funktionen der Teilchenkordinaten. Eigenschaften wie die innere Energie oder der
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Druck ko¨nnen einerseits als Funktionen der Koordinaten formuliert werden, andererseits
aber auch durch Zustandssummationen erhalten werden. Problematisch erweist sich fu¨r
den ersten Weg allerdings die Entropie. Der Entropieunterschied zwischen zwei Zusta¨nden
la¨sst sich als Integral der Differenzialgleichung
dS =
1
T
dE +
p
T
dV (3.82)
entlang eines (thermodynamisch reversiblen) Pfades auswerten, der die beiden Zusta¨nde
verbindet. Heutzutage gela¨ufiger sind aber die direkten Verfahren, die auf Verteilungs-
funktionen der freien Energie aufsetzen: Fu¨r den Fall des kanonischen (NVT) Ensembles
(Teilchenzahl N , Volumen V und Temperatur T konstant) entspricht das thermodyna-
mische Potenzial dann der Helmholtz Energie F , im Falle des isotherm-isobaren (NpT)
Ensembles (N , T wie oben, p ist Druck) ist das Pendant die Gibbs Energie G.
Die Beziehungen fu¨r das kanonische (NVT) Ensemble gehen davon aus, dass die Helm-
holtz Energie F mit dem Konfigurationsintegral Q in folgender Beziehung steht [Jacucci
und Quirke, 1982]:
1
kT
F = −lnQ (3.83)
mit
Q =
∫
e−U(X)/(kT )dX. (3.84)
U(X) ist die innere Energie als Funktion der Teilchenkoordinaten X, k die Boltzmann-
konstante. Fu¨r das NpT Ensemble, bei dem fu¨r U die Enthalpie H einzusetzen ist, ergibt
sich analog fu¨r zwei Zusta¨nde 0 und 1:
1
kT
∆G = −lnΦ1
Φ0
(3.85)
mit Φ1 und Φ0 als isotherm-isobare Konfigurationsintegrale (analog zum Q von oben).
Letztere wiederum lassen sich aus der Verteilung der Enthalpiedifferenzen ∆H = β(H0 −
H1) ≡ β(U0 − U1) fu¨r die Konfiguration bei gleichem Volumen erhalten (β = 1/(kT )).
Weitere Einzelheiten zu Theorie und Implementierung und insbesondere die Referenzen
zur Prima¨rliteratur finden sich bei Jacucci und Quirke [1982].
3.8 Beugungsmethoden, Paarverteilungen
Ergebnisse von Beugungsexperimenten lassen sich (unter Einschra¨nkungen) theoretisch
modellieren. Als vorrangig zu bezeichnende experimentelle Methoden zur Strukturerhel-
lung von (amorphen) Festko¨rpern sind Neutronen- und Ro¨ntgenexperimente zu nennen.
(Spa¨ter (S. 168) wird auch ein Ergebnis der Transmissionselektronenmikroskopie (TEM)
herangezogen werden.) Beugungsmethoden fu¨hren zu radialen Verteilungsfunktionen, auf
die weiter unten eingegangen werden wird. Die Daten, die aus Experimenten erhalten wer-
den, stellen eindimensionale Projektionen von Strukturen des dreidimensionalen Raumes
dar.27 Dieses Defizit an direkter 3D-Information motiviert Modellierungen maßgeblich;
27Das gilt selbstversta¨ndlich ebenso fu¨r Funktionen, die aus Modellen erhalten wurden; allerdings liegt
hier in aller Regel ein 3D-Modell vor, aus dem die Daten erhalten wurden.
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andererseits aber stellt der Vergleich zwischen Theorie und Experiment auch hier erneut
einen Pru¨fstein fu¨r theoretische Modelle der Struktur von Festko¨rpern dar.
Zuna¨chst zur Literatur: Fu¨r eher chemisch denn physikalisch Orientierte wird die Ein-
fu¨hrung in die Ro¨ntgenbeugung von Buerger [1977] empfohlen. Ein weiteres Standardwerk
zur Ro¨ntgenbeugung, das zudem auch die Behandlung von nicht-kristallinen Substanzen
erla¨utert, ist das Buch von Warren [1990]. Im Zusammenhang mit amorphen Festko¨rpern
und der Aufkla¨rung ihrer Struktur sollte daneben auch das Lehrbuch von Elliott [1990]
genannt werden.
Die Berechnung der Radialverteilungen aus theoretischen (3D-)Strukturmodellen ist
prinzipiell auf zwei verschiedene Weisen mo¨glich: Erstens u¨ber die Bestimmung und an-
schließendes Za¨hlen von interatomaren Absta¨nden eines Modells im Realraum. Dieses Vor-
gehen umfasst programmtechnisch im Wesentlichen Schleifen (do loops) u¨ber Atomkoor-
dinaten des Modells. Die Abstandsza¨hlung erfordert ein Zusammenfassen von Abstands-
daten u¨ber a¨quidistante Intervalle (binning), womit Willku¨rlichkeiten in die Resultate
eingebracht werden. Wa¨hrend der zweiten Mo¨glichkeit werden zwar auch interatomare
Absta¨nde beru¨cksichtigt, indem man sie gewichtet summiert: Die Beugungsintensita¨ten
werden z.B. u¨ber die Debye-Beziehung (s.u., Gleichung 3.94) im reziproken Raum direkt
berechnet und anschließend mit einer Fouriertransformation (FT) in den Realraum u¨ber-
tragen. Dieses Vorgehen eru¨brigt aber so ein binning von Absta¨nden. In beiden Ansa¨tzen
behandelt man die Daten so, dass sie dem jeweiligen Experiment vergleichbar werden.
Beispielsweise treten dabei Produkte der so genannten Streula¨ngen (Neutronenexperimen-
te) bzw. Atomformfaktoren (Ro¨ntgenexperimente) auf. Auf diese Dinge wird in Ku¨rze
detaillierter eingegangen werden.
Eine viel genutzte und fu¨r das Folgende wichtige Funktion ist die so genannte radiale
Verteilungsfunktion (engl.: radial distribution function, RDF):
J(r) = 4pir2ρ(r). (3.86)
Wesentliches Argument dieser Funktion ist die Dichtefunktion ρ(r), die eine Teilchenkor-
relationsfunktion darstellt. Mit ihr wird die Wahrscheinlichkeit beschrieben, ein Atom im
Abstand r + dr von einem Aufatom im Ursprung anzutreffen. Demnach nimmt sie fu¨r
alle Absta¨nde r, die unterhalb eines kleinsten Nachbarabstandes r1 liegen, den Wert 0
an, fu¨r große Absta¨nde la¨uft sie gegen die mittlere Teilchendichte ρ0.28 Struktur und ρ(r)
ha¨ngen in einer Form zusammen, wie sie durch die Zeichnung 3.16 illustriert ist. Das Auf-
atom liegt dabei im Ursprung. Durch Multiplikation von ρ(r) mit 4pir2dr erha¨lt man
aus der Wahrscheinlichkeit die mittlere Anzahl der Atome im Intervall r+ dr. Der Verlauf
von J a¨hnelt damit dem von ρ(r), wobei hier Oszillationen um die Parabel auftreten (die
durch die Funktion 4pir2ρ0 vorgegeben wird, Abb. 3.17), die mit zunehmendem r schwa¨-
cher werden. Durch die Definition der RDF sind neben den Abstandskorrelationen auch
Koordinationszahlen zuga¨nglich, denn das Integral u¨ber ein bestimmtes Abstandsintervall
entspricht der Anzahl von Atomen innerhalb der Kugelschale mit Dicke dr und Abstand
r vom Aufatom.29 Kennt man die Erstnachbarabsta¨nde, sind aus den Signalen bei etwas
gro¨ßeren r u.U. auch Ru¨ckschlu¨sse auf Winkel(verteilungen) mo¨glich.
28Fu¨r einen (finiten) Cluster ist ρ0 nicht direkt bestimmbar. Grabinski [2000] verwendete fu¨r die spa¨ter
zu schildernden Ergebnisse eine Fitfunktion, die die Geometrie der Cluster beru¨cksichtigt. Details werden
in seiner Dissertation dokumentiert werden.
29Hierzu beno¨tigt man partielle Verteilungsfunktionen, die fu¨r Modelle u¨blicherweise vorliegen oder be-
rechnet werden ko¨nnen.
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Abbildung 3.16: Die Dichtefunk-
tion ρ(r); sie stellt eine ato-
mare Abstandskorrelationsfunktion
dar: Exemplarisch korrespondieren
die Atome im kleineren schraffier-
ten Ring den ku¨rzeren Absta¨nden
im Grafen; entsprechend beim gro¨-
ßeren den la¨ngeren usw. Im Li-
mes großer interatomarer Absta¨nde
la¨uft sie gegen die mittlere Dichte
ρ0. Zeichnung nach Elliott [1990].
r( )r
r
0
0
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Neutronenbeugung Wird bei Beugungsexperimenten nur wenig Energie u¨bertragen
bzw. vernachla¨ssigbar Impuls mit dem Streuobjekt ausgetauscht, spricht man von elas-
tischer/koha¨renter Streuung (~ω = E − E0 = 0, |Q| = |Q0|). (Q bzw. Q0 sind da-
bei die Wellenvektoren der ein- und ausfallenden Welle.) Im Gegensatz dazu steht die
inelastische/inkoha¨rente Streuung, bei der Transfers stattfinden (~ω 6= 0). Fu¨r Neutro-
nenexperimente ist die Wechselwirkung mit Kernen der Probe das maßgebliche Ereignis,
und ihre Energie (λ ≈ 0.1 bis 1 A˚ bzw. 8eV bis 80 meV) u¨berstreicht den Bereich typischer
Gitterschwingungsenergien. Aus diesem Grund ko¨nnen Neutronenexperimente in grund-
sa¨tzlich verschiedener Form (elastisch, verbunden mit Information u¨ber die atomistische
Struktur der Probe oder inelastisch, verbunden mit Information u¨ber die Dynamik des
Systems) durchgefu¨hrt werden. An dieser Stelle interessieren im Wesentlichen (statische)
Strukturinformationen, weshalb das Augenmerk auf elastischen Streuprozessen liegen soll.
Ro¨ntgenbeugung Ro¨ntgenstrahlen sind relativ hoch energetisch, so dass inelastische
Pha¨nomene fu¨r kleine Streuvektoren nur einen geringen Teil der Energie des Gesamter-
eignisses ausmachen, vielmehr werden sie an den Elektronen im Festko¨rper gebeugt. In-
elastische Ereignisse, wie z.B. Compton-Streuung und elektronische Anregungen treten
hingegen insbesondere bei ho¨heren Q auf. Die inkoha¨rente Streuung muss wa¨hrend der
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Abbildung 3.17: Die radiale Verteilungsfunktion J(r) und die Funktion 4piρ0r2 (gepunktet) sche-
matisch
Rohdatenaufbereitung beru¨cksichtigt werden. Details dazu sind hier nicht relevant, und
fu¨r die weitere theoretische Behandlung sei von rein elastischen Prozessen ausgegangen.
Elektronenbeugung Eine weitere Beugungsmethode ist die Elektronenbeugung. Hier
werden Proben im Elektronenmikroskop der Beugung mit Elektronen ausgesetzt. Wegen
der Energien der Elektronen, die um 50 bis 100 keV rangieren, wechselwirken sowohl
die Kerne als auch die Elektronenhu¨llen mit der einfallenden Strahlung. Auf Grund der
Coulombwechselwirkungen bei diesem Experiment fallen die Beugungsereignisse sta¨rker
aus. Unerwu¨nschte Mehrfachstreuungen ko¨nnen zwar durch vergleichsweise du¨nne Proben-
schichten unterdru¨ckt werden, was aber im Hinblick auf Fragestellungen, die die Struktur
von Bulkmaterial betreffen, problematisch sein kann.
Wegen der Analogien zwischen den Theorien fu¨r Ro¨ntgen- und Neutronenbeugung im
Hinblick auf Strukturkla¨rung soll hier die Ro¨ntgenbeugung als Beispiel dienen. Zu diesem
Zwecke werden Elliott [1990] und Anderen folgend die Beugungen an den folgenden Sy-
stemen besprochen: Elektron als Punktladung, Elektron als Ladungsverteilung, mehrere
Atome gleicher Sorte und beliebige Atomanordnungen.
Eine mit Intensita¨t I0 eingestrahlte und an O im Winkel von 2θ gebeugte Ro¨ntgenwelle
weist nach der Beugung im Abstand R von O (Abbildung 3.18) eine Intensita¨t I auf, die
gegeben ist durch
I =
I0
R2
(
e2
4piε0mec2
)2 1 + cos2 θ
2
. (3.87)
Die Einheiten der beiden Seiten der Gleichung werden Elektroneneinheiten (engl.: elec-
tron units, e.u.) genannt. ε0 und me sind Elementarladung und Masse des Elektrons, c
die Lichtgeschwindigkeit im Vakuum. Die weiteren Gleichungen sind ebenfalls in e.u. no-
tiert. Beim U¨bergang von Punktladung zu einer in einem Volumen V ”verschmierten”
Ladungsverteilung mit einer Dichte ρe mu¨ssen Pfaddifferenzen der gebeugten Wellen aus
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verschiedenen Teilen des Volumens beru¨cksichtigt werden. Es la¨sst sich zeigen, dass fu¨r die
Intensita¨t I dann gilt:
I = fef
∗
e . (3.88)
Dabei sind die fe die so genannten Formfaktoren:
fe =
∫
exp
(
2pii
λ
(s− s0) · r
)
ρe(r)dV (3.89)
=
∫
exp
(
2pii
λ
2r sin θ cosφ
)
ρe(r)dV.
Das Verha¨ltnis der Streuvektoren s bzw. s0 zu r, φ und θ ergibt sich aus Zeichnung 3.18.
Neben diesen wird der Streuvektor k besonders hervorgehoben bezeichnet.30 Er ist definiert
als 31
k =
4pi sin θ
λ
. (3.90)
I0 O
I
R
P
2θ
s0
O
P
2θ
r s
s-s0
φ
Abbildung 3.18: Streugeometrien fu¨r Punktladungen (links) und Verha¨ltnisse von Streuvektoren
zueinander (rechts); nach Elliott [1990].
Fu¨r kugelsymmetrische Ladungsverteilungen, wie sie bei closed-shell -Systemen vorliegen
oder bei Schweratomen wegen des u¨berwiegenden Charakters der inneren Schalen meist
angenommen werden ko¨nnen, gilt ρe(r) = ρe(r), und die Streufaktoren fu¨r ein ”separiertes”
Beugungsereignis ko¨nnen formuliert werden als:
fe =
∫ ∞
0
4pir2ρe(r)
sin(kr)
kr
dr. (3.91)
Bei mehreren Elektronen in Atomen summiert man formal u¨ber alle Beugungen:
f =
∑
n
fe,n =
∑
n
∫ ∞
0
4pir2ρe,n(r)
sin(kr)
kr
dr. (3.92)
Ein f fu¨r ein Atom wird Atomformfaktor (oder Streufaktor) genannt, und die Intensita¨t
der an einem Atom gebeugten Strahlung ergibt sich wie vor als I = ff∗. Atomformfaktoren
sind Funktionen von k und Tabellen zu entnehmen; bei k = 0 ist f gleich der Zahl der
Elektronen im Atom. Geht man nun zu mehreren Atomen u¨ber, an denen gebeugt wird,
so ist einerseits u¨ber alle Amplituden gebeugter Strahlung zu summieren. Andererseits
30Die Nomenklatur ist an dieser Stelle unsauber und auch nicht einheitlich. Obwohl kein Vektor, sondern
ein Skalar, wird das k doch meistens als Streuvektor bezeichnet.
31Fu¨r Neutronendaten wird der dem k analoge Betrag des Wellenvektors ha¨ufig mit Q bezeichnet [Elliott,
1990].
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sind die Interferenzen durch Atompaare {mn} zu beru¨cksichtigen. Mit den Ortsvektoren
rm, rn fu¨r die Atome und dem Differenzenvektor rmn = rm − rn gilt dann:
I =
∑
m
∑
n
fmfn exp
(
2pii
λ
(s− s0) · rmn
)
. (3.93)
Bis hierher entsprechen die Ausdru¨cke denen, die auch in der konventionellen Kristall-
strukturanalyse bemu¨ht werden. Im Falle einer spha¨rischen Mittelung la¨sst sich der Ex-
ponentialterm durch
sin(krmn)
krmn
ersetzen. Damit gelangt man zur Debye-Formel fu¨r die Intensita¨t koha¨rent gebeugter
Strahlung:
Icoh =
∑
m
∑
n
fm(k)fn(k)
sin(krmn)
krmn
. (3.94)
Der Debyesche Ausdruck la¨sst sich so umformulieren, dass man die anschaulichere Dichte-
funktion ρ(r) von oben als Argument erha¨lt. Fu¨r ein N -atomiges System einer Atomsorte
erha¨lt man unter Vernachla¨ssigung der so genannten Kleinwinkelstreuung fu¨r die Intensita¨t
I = Nf2 +Nf2 ·
∫ ∞
0
4pir2 [ρ(r)− ρ0] sin(kr)
kr
dr. (3.95)
Weiter definiert man die reduzierte Streuintensita¨t, F (k)
F (k) = k ·
(
I/N − f2
f2
)
. (3.96)
Durch die Differenzbildung mit f2 wird eine Unabha¨ngigkeit von der Art der Streustrah-
lung (Ro¨ntgen-/Neutronenstrahlung oder Elektronen) erreicht. F (k) steht mit G(r), der
reduzierten Radialverteilungsfunktion (RDF), u¨ber eine Fouriertransformation (FT) in
Beziehung:
F (k) =
∫ ∞
0
G(r) sin(kr) dr (3.97)
und die entsprechende Ru¨cktransformation
G(r) =
2
pi
∫ ∞
0
F (k) sin(kr) dk. (3.98)
G(r) schafft eine Verbindung zur oben erla¨uterten, radialen Verteilungsfunktion und damit
zur Realraumstruktur des Festko¨rpers:
G(r) = 4pir[ρ(r)− ρ0] = J(r)
r
− 4pirρ0. (3.99)
Der Verlauf der reduzierten Funktionen ist in der Zeichnung 3.19 fu¨r ein SiO2-Modell
dargestellt; beide Funktionen oszillieren um Null. F (k) ist nach der Rohdatenaufbereitung
(”Datenreduktion”)
32 direkt aus dem Experiment erha¨ltlich. Zur exakten Berechnung von
32Ein Beispiel fu¨r ein Beugungsexperiment, fu¨r das besonders im Hinblick auf die Datenreduktion die
durchgefu¨hrten Schritte ausfu¨hrlich dokumentiert wurden, ist z.B. in [Poulsen u. a., 1995] vero¨ffentlicht.
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Abbildung 3.19: Die reduzierte Streuintensita¨t F (k) und eine reduzierte Radialverteilungsfunkti-
on G(r) schematisch. In der Praxis zeigen sich Oszillationen unterhalb des ersten interatomaren
Abstandes, die auf Grund von Abbrucheffekten der Fouriertransformation (endliches kmax) entste-
hen. Die gepunktete Linie hat die Steigung −4pirρ0.
G (sowohl aus experimentellen Daten als auch aus theoretischen Modellen) beno¨tigte man
eigentlich Werte u¨ber einen großen Bereich von k: Die Summation in der FT beginnt bei
0 und endet bei ∞. Das Experiment liefert in aller Regel allerdings keinen Wert fu¨r k
um Null, da die entsprechenden Beugungen vom Prima¨rstrahl u¨berlagert werden. Auch
existiert auf experimenteller Seite ein gro¨ßtmo¨gliches kmax , so dass eine Summation u¨ber
k nicht bis k =∞ durchgefu¨hrt werden kann. Workarounds aus dieser Situation bestehen
— bezu¨glich der Abbru¨che bei kmax z.B. durch Ansetzen von Da¨mpfungsfunktionen (siehe
z.B. Lorch [1969]). Schließlich ist zu bemerken, dass die reduzierte Streuintensita¨t F (k)
die Werte gewichtet, die hohen k-Werten zugeho¨ren. Um dies zu vermeiden, wird ha¨ufig
der so genannte statische Strukturfaktor S(k) (oder oft S(Q)) herangezogen:
S(k) =
I(k)
Nf2
bzw. F (k) = k(S(k)− 1). (3.100)
S(k) oszilliert um Eins, wie die Abbildung 3.20 zeigt.
Der U¨bergang der hier am Beispiel der Ro¨ntgenbeugung geschilderten Theorie zum
Neutronenbeugungsexperiment ist relativ unproblematisch: An die Stelle der Atomform-
faktoren, die Q- bzw. k-abha¨ngig sind, treten die Streula¨ngen b, die in guter Na¨herung
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Abbildung 3.20: Der statische Strukturfakor S(k) bzw. S(Q) schematisch. Man beachte, wie die
Oszillationen um Eins bei großen k zunehmend unterdru¨ckt werden.
unabha¨ngig von Q und lediglich isotopenabha¨ngig sind. Fu¨r isotrope Medien werden dabei
meist die den entsprechenden Verteilungen gewichteten, gemittelten Streula¨ngen b¯ heran-
gezogen.
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68
4Lokale Minimierung
Dieses Kapitel widmet sich der lokalen Optimierung bzw. Minimierung von Kosten-funktionen. In chemisch-physikalischen Fragestellungen sind dies meist Energiefunk-
tionale.1 Hier geht es um drei zentrale Bausteine, bei denen Optimierungsalgorithmen
angewendet werden:
• Geometrieoptimierung von Moleku¨len und Clustern zur Methodenvalidierung und
Bestimmung der NMR-chemischen Verschiebung δ
• Optimierung der Geometrie von Kristallen beim Anpassen und Anwenden der Po-
tenziale
• Minimierung der Fehlerquadrate in den Fitroutinen
Im Folgenden werden die Verfahren am Beispiel der Geometrieoptimierungen fu¨r Moleku¨le
dargestellt, ein Unterabschnitt widmet sich den Details der Unterschiede fu¨r Kristallop-
timierungen. Die Verfahren sind bei Ersetzen der Energie gegen den Ausdruck fu¨r die
Fehlerquadrate direkt auf die Fitprozeduren anwendbar. Entsprechende Hinweise finden
sich im Text.
4.1 Generelles
Optimierungsprobleme sind sehr ha¨ufig hoch dimensional. Beispielsweise existieren fu¨r N -
atomige, nicht lineare Moleku¨le 3N − 6 geometrische Freiheitsgrade — und damit ebenso
viele Dimensionen eines Optimierungsproblems, wenn der Algorithmus keine Symmetrie
nutzt. Zum Versta¨ndnis kann man sich jedoch zuna¨chst einen einfachen, eindimensionalen
Fall vorstellen und sich diesen als Schnitt durch eine Potenzialenergiehyperfla¨che visuali-
sieren (Fig. 4.1), wie es in a¨hnlicher Form bereits im Abschnitt u¨ber die Modellierung von
Festko¨rpern auf S. 28 erfolgte. Spa¨ter la¨sst sich dies auf einen Matrix/Vektor-Formalismus
verallgemeinern. Ziel von lokalen Optimierungen ist das Erreichen von lokalen Minima
(d.h. na¨chstgelegenen Minima von einem Aufpunkt aus) auf solchen Hyperfla¨chen. Auch
Mg stellt also unter Umsta¨nden ein lokales Minimum dar. Dem gegenu¨ber sucht man bei
globalen Optimierungen [Kan und Timmer, 1989] von allen Konfigurationen die gu¨nstigste.
Zu diesem Zweck bedient man sich in der Regel Verfahren wie der Moleku¨ldynamik (MD,
siehe Abschnitt 3.7) oder auch beispielsweise stochastischer Verfahren wie der Monte-Carlo
Techniken (MC) (vgl. z.B. Kap. 3 in Frenkel und Smit [1996]). Eine recht aktuelle U¨bersicht
zum Thema ”Globale Optimierung” ist von Wales und Scheraga [1999] zusammengestellt
worden.
1Minimierungen — oder in allgemeiner Form Optimierungen — finden vielfach Anwendung, so z.B.
interessanterweise auch bei Finanzanalysen und Portfoliooptimierungen, wobei es versta¨ndlicherweise nicht
um Minimierung, sondern um (Gewinn-)maximierung geht [Gastreich, 1997].
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Abbildung 4.1: Schnitt durch eine fiktive Potenzialenergyhyperfla¨che. Mg ist das globale Mini-
mum, Ml1 und Ml2 lokale Minima, S1 und S2 Sattelpunkte.
4.2 Geometrieoptimierung
Eigenschaften, die von chemischem Interesse sind, sind in der Regel dann sinnvoll, wenn sie
von Gleichgewichtsstrukturen ausgehen. Diese Gleichgewichtsgeometrien von Moleku¨len
zu finden, ist das Ziel von Geometrieoptimierungen (auch: Relaxationen). In der Sprache
des Modells sucht man dabei wie oben angedeutet energetisch gu¨nstige Konformationen,
d.h. hier ganz allgemein optimale Kernkoordinaten Xopt. Eine Geometrieoptimierung ent-
spricht also einem ”Energieoptimieren”.
Es existiert eine große Zahl von U¨bersichtsartikeln zu diesem Thema in der Literatur,
nicht zuletzt deshalb, weil in der Vergangenheit die dazugeho¨rigen Methoden verbessert
werden konnten. Insbesondere sind hier die verschiedenen Arbeiten zu effizienten Koordi-
natensystemen zu nennen, die einfache Verfahren bei den meisten (molekularen) Verbin-
dungen um ein Vielfaches beschleunigen ko¨nnen. Maßgebliche Grundlagenentwicklung fu¨r
Rechnungen in diesem Kontext wurde z.B. von Fogarasi und Pulay [1992], Schlegel [1995],
Peng u. a. [1996] und Baker [1986b; 1986a] geleistet. Eine fu¨r Viele interessante Lektu¨re
kann auch das Heftchen der CCP6-Gruppe aus Daresbury sein [Ernesti u. a., 1998].
Die methodischen Verbesserungen gehen einher mit Fortschritten der Rechnertechno-
logie. Mittlerweile ko¨nnen Geometrieoptimierungen Hilfe bei Beantwortung von Fragestel-
lungen auch fu¨r relativ große Systeme (in der Dimension Hunderter Atome bei quanten-
chemischen Verfahren) leisten. Im Folgenden soll kurz geschildert werden, auf welchen
Annahmen Geometrieoptimierungen fußen und wie die hier relevanten Rechnungen durch-
gefu¨hrt wurden.
4.2.1 Entwicklung der Energie, Hesse-Matrix
Grundidee der meisten (iterativen) Geometrieoptimierungen ist die Entwicklung der wie
auch immer bestimmten Kostenfunktion des Systems in eine Reihe. U¨blicherweise werden
hier wie schon angedeutet die Kra¨fte auf Atome/Einheitszellen etc. oder die Gesamtenergie
eines Systems herangezogen. Im Falle einer Taylorreihe der Energie ergibt sich an einer
Stu¨tzstelle ri, die zu einer neuen Geometrie ri+1 fu¨hren soll
E(r) = E(ri) + g
†
ix+
1
2
x†Hix+ · · · (4.1)
mit
x = r − ri (4.2)
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Die Differenziation ist hier nach den Kernkoordinaten r mit k Kernen
r =

q1
...
qk
 (4.3)
durchzufu¨hren, fu¨r die mehrere Optionen bestehen:
• kartesische Koordinaten (die oft untereinander gekoppelt sind und redundante Trans-
lationen und/oder Rotationen beinhalten)
• interne Koordinaten (die vom chemischen Standpunkt attraktiv sind, weil sie eine
Verbindung u¨ber Bindungsla¨ngen, Winkel und Diederwinkel beschreiben, anderer-
seits aber schwierig zu konstruieren sind)
• (lokalisierte) Normalkoordinaten (fu¨r die allerdings zuna¨chst eine Hesse-Matrix (s.u.)
verfu¨gbar sein muss, da die entsprechenden Eigenvektoren die Basis darstellen)
• kurvilineare Koordinaten (die fast nie benutzt werden, da ihre Generierung zu auf-
wa¨ndig ist)
• redundante interne Koordinaten (die heutzutage meist genutzt werden). Sie wer-
den aus Bindungsla¨ngen und Linearkombinationen von Winkeln und Diederwinkeln
aufgebaut und weisen geringe Kopplungen untereinander auf.
• nicht-redundante delokalisierte interne Koordinaten; sie weisen keine bzw. nur sehr
geringe Kopplungen untereinander auf und erlauben eine massive Effizienzsteigerung
bei Optimierungen. Sie wurden erst ku¨rzlich vorgestellt [Billeter u. a., 2000].
Wesentlich fu¨r die Wahl des Koordinatensystems ist seine Gu¨ltigkeit wa¨hrend der gesamten
Optimierungsprozedur.2
Die Minimumsbedingung erfordert das Verschwinden des Gradienten g der Energie
E(r):
g =

∂E(r)
∂q1
...
∂E(r)
∂qk

= 0. (4.4)
Manche Verfahren brechen die Reihenentwicklung bereits nach dem ersten Glied ab und
nutzen die Zweitordnungsinformation nicht. Daraus ergibt sich zwar u¨blicherweise ein er-
heblicher Geschwindigkeitsgewinn bei der Berechnung eines Schrittes, i.d.R. aber sind bis
zur Konvergenz des Verfahrens weit mehr Iterationen notwendig. Ein Algorithmus erster
2Ein Diederwinkel z.B., der u¨ber vier Atome i, j, k, l definiert wird, ist nicht eindeutig, wenn alle Atome
auf einer Linie liegen: Er mit ko¨nnte 180◦ bzw. 0◦ beziffert werden.
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Ordnung ist beispielsweise das Verfahren konjugierter Gradienten (conjugate gradients),
auf den unten eingegangen werden wird.
Fu¨r Zweitordnungsalgorithmen, also solche, die auch Informationen des zweiten Gliedes
der Entwicklung (was der Kru¨mmung der Funktion bzw. ”Fla¨che” entspricht) nutzen, ist
fu¨r ein Minimum gefordert, dass die Eigenwerte der Matrix H der zweiten Ableitungen
nach den Kernkoordinaten positiv sind (positiv definite Hesse-Matrix) .
H =

∂2E(r)
∂q1∂q1
· · · ∂
2E(r)
∂q1∂qk
...
. . .
...
∂2E(r)
∂qk∂q1
· · · ∂
2E(r)
∂qk∂qk

. (4.5)
Die so nach dem zweiten Entwicklungsglied beschriebene Energie entspricht im Eindimen-
sionalen bildlich einer Parabel, die so an eine Stu¨tzstelle ri gelegt wird, dass die Steigung
von Parabel und Funktion in ri gleich sind. Bei tatsa¨chlich vorhandener harmonischer
Form der Energie wird daher jetzt in einem Schritt das Minimum erreicht. Zur Berech-
nung der Schrittweite x dieses mit Newton-Raphson (NR) benannten Algorithmus gelangt
man, indem die Energieentwicklung abgeleitet und das Resultat von Null gefordert wird.
Das Ergebnis lautet:
x = −g ·H−1. (4.6)
4.2.2 Spezielle Algorithmen
Entspricht die tatsa¨chliche Fla¨che nicht der Entwicklung (was in der Regel der Fall ist),
oder hat man es beispielsweise mit sehr großen Systemen zu tun, so kommen weitere
Entwicklungen/Verbesserungen oder andere Algorithmen zum Einsatz. Die ha¨ufigsten sind
• Hesse-Matrix Aktualisierung (mit BFGS Schema nach Broyden [1970], Fletcher
[1970], Goldfarb [1970] und Shanno [1970], DFP Schema nach Davidon [1959], Flet-
cher und Powell [1963]) wa¨hrend der Optimierung
• Schrittweitenskalierung, Einfu¨hren eines (u.U. adaptiven) Vertrauensradius fu¨r ma-
ximale Schrittweiten; line searches
• Entwicklung der Energie in nicht-harmonische Funktionen, rational function optimi-
ser , RFO
• Sicherstellen positiver Definitheit der Hesse-Matrix durch ihre Manipulation und/oder
Ablehnen bestimmter Schritte
Sowohl fu¨r die Relaxationen von Festko¨rpern und Clustern, deren Energie u¨ber (empiri-
sche) Potenziale beschrieben wird, als auch zur Minimierung der Fehlerquadrate stehen in
der vorliegenden Implementation von Gulp die Verfahren conjugate gradients, NR und
RFO zur Verfu¨gung. Da alle benutzt wurden, sollen sie und das einfache Steepest Descent-
Verfahren kurz angesprochen werden.
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Steepest Descent, SD Das SD-Verfahren [Fletcher und Reeves, 1964; Greig, 1980;
Press u. a., 1992] nutzt keine Zweitordnungsinformationen und ist aus diesem Grund er-
heblich Ressourcen schonender als das NR-Verfahren. Es wird, falls es u¨berhaupt verwen-
det wird, u¨blicherweise bei großen Systemen eingesetzt, da hier nicht invertiert und die
Hesse-Matrix-Elemente gespeichert werden mu¨ssen. Die einfache Vorschrift zur Minimie-
rung nach dem SD-Algorithmus lautet:
Beginne am Punkt P 0 und laufe so oft wie no¨tig von P i zu P i+1, indem Du
jeweils das line minimum entlang der negativen Gradientenrichtung findest!3
Durch diese Vorschrift sind die aufeinander folgenden Suchrichtungen stets orthogonal zu-
einander, wie der Abbildung 4.2 zu entnehmen ist. Offenbar beno¨tigt man hier relativ viele
Start
line minimum
Start
Abbildung 4.2: Steepest Descent: Mehrere Schritte (links) in einem schmalen, breiten Tal und
ein Schritt vergro¨ßert (rechts; man beachte, dass das Tal offenbar nicht ”glatt” umgeben ist, wie es
die Konturlinien vereinfacht suggerieren!): Man folgt dem Gradienten bis zum line minimum, an
dem die Suchrichtung parallel zu den Konturlinien la¨uft. Die Richtung des nachfolgenden Schrittes
muss daher orthogonal zum vorangegangenen sein; nach [Press u. a., 1992].
Schritte zum Erreichen eines Minimums. Problematisch ist weiterhin, dass man gezwun-
gen ist, nach einem Schritt, orthogonal zu ihm weiter zu laufen, was in aller Regel eine
Richtung ist, die nicht zum Minimum fu¨hrt. Dieses Problem geht eine Verbesserung ein,
das Verfahren der konjugierten Gradienten, auch in deutschsprachiger Literatur meist als
Anglizismus ”conjugate gradients” benannt.
Conjugate Gradients, CG Wesentliches Manko beim SD ist die Notwendigkeit, jeden
Schritt jeweils orthogonal zum vorangegangenen zu gehen. Beim CG nutzt man die Infor-
mation u¨ber die Richtung des letzten Schrittes und konstruiert ”konjugierte” Schritte, die
vermeiden, dass man sich mehrmals in eine bereits einmal gelaufene Richtung bewegt:4
Eine (im Beispiel reelle) Funktion f(x) sei na¨herungsweise zu schreiben als
f(x) ≈ 1
2
x ·H · x− b · x+ c. (4.7)
H sei dabei die Hesse-Matrix. Der Gradient von f ergibt sich allgemein als:
∇f = g = H · x− b. (4.8)
3Ein line minimum ist der Punkt entlang einer Richtung, der den tiefsten Funktionswert zeigt.
4Literatur zu diesem Verfahren entnimmt man z.B. den beim Steepest Descent angegebenen Stellen.
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Fu¨r die A¨nderung des Gradienten entlang einer willku¨rlichen Suchrichtung gilt:
δ (∇f) = H · (δx). (4.9)
Mo¨chte man nach Erreichen eines line minimums entlang einer speziellen Suchrichtung xi
eine neue Richtung xx+1 einschlagen, die die Information der Suche entlang von xi nicht
ignoriert, dann ist die Voraussetzung dabei, dass man stets entlang Gradienten la¨uft, die
orthogonal zu xi sind. Die Randbedingung dafu¨r ist, dass das Skalarprodukt der beiden
Vektoren verschwindet:
0 = x · δ(∇f)
= xi ·H · xi+1. (4.10)
Man erha¨lt so N linear unabha¨ngige Suchrichtungen, die zueinander orthogonal sind. x
und xi+1 nennt man konjugierte Richtungen (conjugate directions). Der erste Schritt ei-
nes CG-Schrittes entspricht damit dem eines SD-Schrittes (Abb. 4.2), danach greift eine
Rekursionsbeziehung:
xi+1 = −gi+1 + βixi. (4.11)
Die βi sind u¨ber verschiedene Beziehungen berechenbar; als erfolgreich hat sich ein Vor-
schlag von Polak [1971] erwiesen:
βi =
gi+1 ·
(
gi+1 − gi
)
xi ·
(
gi+1 − gi
) . (4.12)
Rational Function Optimising, RFO Banerjee u. a. [1985] haben diese Methode vor
einigen Jahren auf die Probleme von Geometrieoptimierungen angepasst: In diesem mit
RFO bezeichneten Modell wird an Stelle der Taylorentwicklung der Energie wie in Glei-
chung 4.1 eine Entwicklung in eine rationale Funktion vorgenommen. Der Ansatz lautet:
ERFO = Ei +
g†ix+
1
2x
†Hix
1 + x†Sx
= Ei +
1
2
[
x† 1
] [ Hi gi
g†i 0
] [
x
1
]
[x† 1]
[
S 0
0 1
] [
x
1
] . (4.13)
Entscheidend ist hier zum einen, dass mit dem Nenner das Modell nach oben und unten
beschra¨nkt wird, d.h. dass lim
x→±∞ERFO(x) = const, zum anderen wird eine Matrix S ein-
gefu¨hrt, um eine gewisse Anharmonizita¨t der zu minimierenden Funktion zu beschreiben.
In der Regel ist dies eine Einheitsmatrix. Die Funktionalableitung von ERFO muss am
Minimum verschwinden, was zu
[
H˜
]
[x˜] = µ
[
S˜
]
[x˜] , µ =
[x˜]†
[
H˜
]
[x˜]
[x˜]†
[
S˜
]
[x˜]
(4.14)
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fu¨hrt, wobei die folgende Kurzschreibweise eingesetzt wurde:
[x˜] =
[
x
1
]
, [g˜] =
[
gi
1
]
,
[
H˜
]
=
[
Hi gi
g†i 0
]
,
[
S˜
]
=
[
S 0
0 1
]
. (4.15)
(Man beachte, dass die Gleichung 4.14 ein Eigenwertproblem darstellt.) Wegen der ”Er-
weiterung” von H um die Gradienten wird die Matrix [H˜] auch augmentierte Hesse-Matrix
(augmented Hessian) genannt. Der Schrittvektor ergibt sich schließlich nach einigen Um-
formungen zu:
x = − (Hi − µS)−1 gi. (4.16)
Das µ tra¨gt den Namen level shift parameter und ist eindeutig durch Verknu¨pfung mit der
Matrix S˜ und die Eigenwertgleichung 4.14 gegeben. Durch die Aufhebung der angenom-
menen harmonischen Form und das level shifting ist man im Gegensatz zum NR Schema
nicht mehr auf den lokalen Bereich beschra¨nkt. Letzteres sorgt fu¨r ein sta¨ndiges abwa¨rts
Gehen (bzw. aufwa¨rts Gehen, falls Sattelpunkte gesucht werden). Andererseits aber muss
bei jedem Schritt diagonalisiert werden. Nichts spricht gegen ein ”Umschalten” von schnel-
leren, ”ungenaueren” Optimierern zu ”genaueren” Optimieren, wenn man sich in der Na¨he
des gesuchten Minimums wa¨hnt. Des Weiteren ist es in der Regel von Wichtigkeit, eine
Schrittweitenbegrenzung zu beachten, denn ansonsten besteht die Gefahr, sich mit einem
Schritt in eine Region ganz unterschiedlicher Kru¨mmung zu begeben.
Davidon/Fletcher/Powell Aktualisierung, DFP Fu¨r die Aktualisierung der Hes-
se-Matrizen wa¨hrend der Minimierung der Fehlerquadrate (d.h. ihrer Optimierung) im
Anpassungsschritt wurde bisweilen ein Verfahren verwendet, das von Davidon [1959] ein-
gefu¨hrt und von Fletcher und Powell [1963] weiterentwickelt wurde. Es wird weitla¨ufig mit
der Abku¨rzung DFP verwendet. Die Gleichung 4.6 wird hier gena¨hert als
δ = −λH−1 · g. (4.17)
H ist hierbei die gena¨herte Hesse-Matrix und λ ein Parameter. Zu Beginn wird ein exaktes
H berechnet (mit λ = 1), die danach verwendete Aktualisierungsvorschrift lautet:
H−1i+1 = H
−1
i −
(H−1i · ci) · (c†i ·H−1i )
c† ·H−1i · c
− δi · δ
†
i
δ†i · ci
. (4.18)
ci ist dabei der Vektor der Gradientendifferenzen: ci = gi+1 − gi.
Broyden-Fletcher-Goldfarb-Shanno-Aktualisierung (BFGS)Bessere Ergebnisse er-
ha¨lt man in der Regel mit dem BFGS Verfahren. Es basiert ebenfalls auf einer Aktualisie-
rungsvorschrift fu¨r den na¨chsten Schritt (i+ 1) aus aktuellen Positionen und Gradienten.
Bezeichnet man den Schritt zum na¨chsten Aufpunkt mit
xi = ri+1 − ri. (4.19)
und die Differenz von aktuellem und na¨chstem Gradienten wie oben mit ci, so lautet die
Rekursionsbeziehung im BFGS Modell:
H−1i+1 = H
−1
i +
(
1 +
c†iH
−1
i ci
x†ici
)
· xix
†
i
x†ici
− xic
†
iH
−1
i + H
−1
i cix
†
i
x†ici
. (4.20)
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Wenn die Startmatrix H−10 positiv definit war, la¨sst sich zeigen, dass H
−1
i fu¨r große i
gegen die exakte inverse Hesse-Matrix konvergiert.5 Diese Aktualisierung ist die Stan-
dardeinstellung in Gulp fu¨r die Optimierung von Strukturen und Fehlerquadraten. Die
Startmatrix wird exakt berechnet. Eine Nebeneinanderstellung der ha¨ufigsten Verfahren
und Aktualisierungsvorschriften, die in diesem Kontext relevant sind, findet sich in einem
U¨bersichtsartikel von Catlow und Mackrodt [1982].
4.3 Optimierung von Freiheitsgraden in Kristallen
Im Gegensatz zu molekularen Verbindungen, bei denen (natu¨rlich ggf. neben den elek-
tronischen Freiheitsgraden) eine Funktion der Kernpositionen zu minimieren ist, werden
Energien von Kristallen wegen der Gittercharakteristik leicht abweichend minimiert: Bei
Verwenden empirischer Potenziale variiert man i.d.R. fraktionelle Koordinaten (fu¨r die
Atompositionen) und postuliert im Gleichgewicht einen Kristall, dessen Energie bezu¨g-
lich infinitesimaler Verzerrungen stationa¨r ist. Um dies zu nutzen, expandieren Born und
Huang [1954] die Energie eines Kristalls mit s Atomen in der Einheitszelle in der Na¨he
des Gleichgewichts als Taylorreihe — entwickelt in die Verzerrung δ. Mit Abbruch nach
dem Glied zweiter Ordnung (man beachte die Analogien zu den Gleichungen 4.1 bis 4.6)
ergibt sich so:
U(R′) = U(R) + g† · δ + δ† ·W · δ. (4.21)
Der Vektor δ enthalte die Verzerrungen von 3s internen Komponenten δr (Bezug auf die
kartesischen Komponenten der fraktionellen Koordinaten) und maximal 6, bei Symmetrie-
anwendung u.U. weniger (externen) Bulkkomponenten δε (Bezug auf die Zellparameter).
Man behandelt ihn als verallgemeinerten Verzerrungsvektor (engl.: strain vector):6
δ = (δr, δε) =

δr1x
δr1y
δr1z
δr2x
...
δrsz
δε1
...
δε6

. (4.22)
g ist — wie oben — der entsprechende Gradient der Energie:
g = [∂U/∂r, ∂U/∂ε] ; (4.23)
W schließlich ist die Matrix der zweiten Ableitungen (entsprechend der Hesse-Matrix)
W =
(
∂2U/∂r∂r ∂2U/∂r∂ε
∂2U/∂ε∂r ∂2U/∂ε∂ε
)
. (4.24)
5In der Tat sind DFP und BFGS verwandt und lassen sich auf eine verallgemeinerte rekursive Darstel-
lung mit zwei Parametern zuru¨ckfu¨hren, wie es Oren und Luenberg [1974] zeigten.
6In ju¨ngster Vergangenheit sind Optimierungen von Kristallen auch in nicht-kartesischen Koordinaten-
systemen vorgestellt worden, z.B. in einer Publikation von Andzelm u. a. [2001], die delokalisierte interne
Koordinaten verwenden.
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Eine Konfiguration R′ ≡ {r′s} steht nun mit der Gleichgewichtskonfiguration R u¨ber eine
Transformation im Verha¨ltnis, die ein (symmetrischer) Verzerrungstensor (engl.: strain
tensor) ∆ε beschreibt:
r′s = ∆ε · (rs + δrs) . (4.25)
r′s, rs und δrs sind dreikomponentige Vektoren mit den kartesischen Komponenten fu¨r die s
Atome in der Zelle. ∆ε ist aus den Komponenten δεl, l = {1 . . . 6} der δε zusammengesetzt:
∆ε =
 δε1 12δε6 12δε51
2δε6 δε2
1
2δε4
1
2δε5
1
2δε4 δε3
 . (4.26)
Wie bei den elastischen Konstanten folgt die Notation der Indices hier der Voigt-Konvention
(vgl. Abschnitt 3.4 und sein entsprechendes Lehrbuch [1910]).
Bei Abwesenheit externer Felder ist U in der Na¨he des Gleichgewichtes na¨herungsweise
eine harmonische Funktion von δ, und die Bedingung
δ = −W−1 · g (4.27)
ist notwendiges und hinreichendes Stationarita¨tskriterium — vorausgesetzt, W ist positiv
definit. Dies entspricht offenbar dem Newton-Raphson Schrittvektor aus der Gleichung 4.6.
An dieser Stelle tritt ein entscheidendes Problem auf: Die Position des Gitters ist bis
auf eine Translation der Gitteratome unbestimmt. Rotationen sind wegen der Tatsache,
dass die Verzerrungsmatrix ∆ε symmetrisch ist, davon unberu¨hrt. Auswege aus dieser
Situation bestehen z.B. darin, ein Atom zu fixieren, d.h. die entsprechenden Spalten und
Zeilen aus W zu streichen oder große Diagonalterme an den Positionen des fixierten Atoms
zu addieren [Catlow und Mackrodt, 1982].
Um einen Newton-Raphson-(NR)-analogen Schritt durchzufu¨hren, beno¨tigt man Ab-
leitungen der potenziellen Energie der Kristalle. Sie sind bezu¨glich der Differenziation nach
r relativ unkompliziert: Setzt man ein Paarpotenzial
U =
∑
i<j
Φij(|ri − rj |) (4.28)
zwischen Atomen i und j an, so ist die erste Ableitung mit
α = {x, y, z}
∂U
∂rαi
=
∑
j
[
(ri − rj)α
|ri − rj |
]
· Φ′ij(|ri − rj |). (4.29)
Fu¨r die zweiten Ableitungen nach r nimmt man eine Fallunterscheidung vor:
Fu¨r i 6= j :
∂2U
∂rαi r
β
j
= −δαβ
Φ′ij(|ri − rj |)
|ri − rj |
−(ri − rj)
α(ri − rj)β
|ri − rj |2
[
Φ′′ij(|ri − rj |)−
Φ′ij(|ri − rj |)
|ri − rj |
]
(4.30)
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und fu¨r i = j :
∂2U
∂rαi r
β
i
=
∑
j 6=i
{
−δαβ
Φ′ij(|ri − rj |)
|ri − rj |
+
(ri − rj)α(ri − rj)β
|ri − rj |2
[
Φ′′ij(|ri − rj |)−
Φ′ij(|ri − rj |)
|ri − rj |
]}
. (4.31)
δαβ ist in diesen Gleichung das Kroneckerdelta, die gestrichenen Φ entsprechen der ersten
bzw. zweiten Ableitungen des Potenzials Φij . Wesentlich komplizierter gestalten sich die
Ableitungen nach den externen Verzerrungen ε und die gemischten Ableitungen (r, ε).
Die entsprechenden Matrizen zweiter Ordnung sind in dieser Notation Wεε und Wrr.
Hierzu sei auf die Literatur verwiesen [Catlow und Mackrodt, 1982]. Mit einem gegebe-
nen Potenzial, den Ausdru¨cken fu¨r die Ableitungen und den Algorithmen, insbesondere
Newton-Raphson-analogen Schritten wie in Gleichung 4.27, lassen sich die internen und
externen Freiheitsgrade von Kristallen optimieren.
An Stelle der jetzt hier exemplarisch mit U notierten potenziellen Energie lassen sich
prinzipiell auch andere Energien einsetzen. Zunehmend spielt hier die freie Energie eine
Rolle, da u¨ber sie mit wenig Rechenaufwand Temperatureffekte erfasst werden ko¨nnen.
Mehr dazu findet sich im Kapitel u¨ber Festko¨rpermodellierungen (Abschnitt 3.6, ab S. 56).
Hier wurden Verfahren behandelt, mit denen man unter Zuhilfenahme von Zweitablei-
tungsinformationen zu stationa¨ren Punkten auf Energiehyperfla¨chen fu¨r Kristalle gelangen
kann. Oft wird mit reinen Gradientenverfahren gearbeitet, und man ist a priori nicht si-
cher, ob der stationa¨re Punkt auch einem Minimum entspricht. Dazu wird u¨blicherweise
nach einer Optimierung die Matrix der zweiten Ableitungen bestimmt (dynamische Ma-
trix) und sicher gestellt, dass sie positiv definit ist. Ein solcher Test ist allerdings unvoll-
sta¨ndig, da er nur die k-Punkte referenziert, die die Elementarzelle selber aufspannt. Aus-
wege bestehen darin, die Elementarzelle zu vergro¨ßern (Supercell-Approach) bzw. ein sog.
k-point sampling vorzunehmen, d.h. an verschiedenen k-Punkten die dynamische Matrix
erneut zu berechnen und zu diagonalisieren. Tritt an keinem der entsprechenden Punkte
eine imagina¨re Frequenz auf, ist es hochwahrscheinlich, tatsa¨chlich im Minimum zu sein.
Auch ein ”Bewegen”einzelner Atome in der Zelle mit anschließender Neuoptimierung stellt
einen ha¨rteren Test dar [Stewart, 2000]. Bei den nachfolgenden Rechnungen wurde meist
der Superzellenansatz gewa¨hlt bzw. die Phononendispersion berechnet.
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5Energien in der Quantenchemie —
ein Abriss
Zur Bestimmung von Gleichgewichtsstrukturen interessieren Form und relative Lagevon Minima auf Energiehyperfla¨chen. In sehr vielen Fa¨llen genu¨gt zur Beschreibung
der Dynamik von Kernen die klassische Na¨herung, d.h. Kernbewegungen werden ”new-
tonsch” verfolgt. Es ist aber andererseits von entscheidender Bedeutung, wie Elektronen
behandelt werden. Fu¨r quantenchemische Berechnungen werden Elektronen in mehr oder
weniger einschneidenden Na¨herungen explizit mit einbezogen. Anders ist dies im Falle klas-
sisch parameterisierter, effektiver Wechselwirkungspotenziale: Hier wird auf eine explizite
Elektronenbehandlung vollkommen verzichtet. Je nach Charakter der interessierenden Ei-
genschaften sind die Na¨herungen der klassischen Mechanik nicht haltbar, und Energien,
Strukturen, Eigenschaften etc. mu¨ssen unter Einbeziehen der Quantennatur der Elektro-
nen berechnet werden. Nach dem Abschnitt 3.2 (von Seite 27 an) u¨ber klassisch-mecha-
nische Potenziale steht daher nun eine knappe Schilderung quantenchemischer Verfahren
zur Bestimmung der Energien von Atomen/Moleku¨len im Fokus dieses Kapitels. Literatur
zu diesem Thema existiert in allen denkbaren Schwierigkeitsstufen; ein Standardwerk, auf
das hier oft Bezug genommen wird, ist von Szabo und Ostlund [1996] verfasst worden,
Alternativen bzw. Erga¨nzungen sind sicherlich ”die Kutzelniggs” [1975a; 1975b] oder z.B.
auch das Lehrbuch von Levine [1999]. Fu¨r relativ aktuelle U¨bersichten kann seit kurzem
auch die Enzyklopa¨die fu¨r Computerchemie [Schleyer u. a., 1998] herangezogen werden.
5.1 Erwartungswerte, Observablen
Quantenchemische Energien werden u¨blicherweise variationstheoretisch oder sto¨rungstheo-
retisch ermittelt. In Variationsverfahren wird die Energie
〈E〉Ψ =
〈Ψ|H tot|Ψ〉
〈Ψ|Ψ〉 (5.1)
betrachtet, die in diesem Kontext nichtrelativistisch und zeitunabha¨ngig angesetzt wird.
(H tot ist ein noch na¨her zu bestimmender Hamiltonoperator, Ψ ist eine noch na¨her zu
bestimmende Wellenfunktion). Nichtrelativistische Ansa¨tze genu¨gen, weil die Erfahrung
[Desclaux, 1973] theoretische U¨berlegungen besta¨tigt hat, dass fu¨r relative Energien der
beno¨tigten Genauigkeit (in der Dimension eines mHa bei Optimierungen, ca. 0.001 mHa
bei SCF-Iterationen (s.u.)) fu¨r die hier interessierenden, vergleichsweise leichten Elemente
Silicium, Stickstoff, Bor, Kohlenstoff, Chlor und Wasserstoff nichtrelativistische Modelle
eine hinreichende Na¨herung sind — und zeitunabha¨ngig schließlich, weil weitere Erfahrung
besta¨tigt hat, dass fu¨r das gesuchte Modell, eine Trennung der Zeitskalen zu vernu¨nftigen
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Ergebnissen fu¨hrt; etwas konkreter: die adiabatische Beschreibung der Elektronenbewe-
gung folgt der zeitlichen Propagation der Kerne im elektronischen Feld.
Der vollsta¨ndige Hamiltonoperator H tot kann unter der Born-Oppenheimer Approxi-
mation in ein Kern- und ein Elektronenproblem partitioniert werden. Der elektronische
Hamiltonoperator H beschreibt die auftretenden Energien bzw. Wechselwirkungen der
Elektronen. Dies sind: ihre kinetische Energie (T ) und ihre potenzielle Energie (V ). Bei-
tra¨ge zu letzterer stammen von Kern–Elektron-Wechselwirkungen und ggf. aus Elektron-
Elektron-Wechselwirkungen. Vor diesem Hintergrund partitioniert man den elektronischen
Hamiltonoperator weiter in:
H = Tˆ elec + Vˆne + Vˆee. (5.2)
Die Operatoren (kalligrafisch notierte Operatoren tragen keinen Circumflex) sind in ato-
maren Einheiten gegeben durch:
Tˆ elec =
N∑
i
(
−1
2
∇2i
)
(5.3a)
Vˆne =
N∑
i
v(ri) (5.3b)
Vˆee =
N∑
i
N∑
j<i
1
rˆij
(5.3c)
mit dem externen Potenzial der Kerne A, die als Punktladungen angenommen werden:
v(ri) = −
M∑
A
ZA
riA
. (5.4)
Die elektronische Gesamtenergie E ist demnach eine Funktion der Elektronenzahl N bzw.
ein Funktional des externen Potenzials v(r); Letzteres wird u¨blicherweise in der Notation
mit eckiger Klammerung angedeutet: E [N, v(r)]. Durch die Born-Oppenheimer Na¨herung
ha¨ngt die elektronische Wellenfunktion Φelec explizit von den Elektronenkoordinaten, aber
parametrisch von den Kernkoordinaten ab:
Φelec = Φelec(ri; {RA}). (5.5)
Ebenso ha¨ngt die elektronische Gesamtenergie parametrisch von den Kernkoordinaten ab:
E elec = E elec({RA}). (5.6)
(Parametrische Abha¨ngigkeiten deutet man u¨blicherweise mit geschwungener Klammerung
an.) Einen solchen Zusammenhang nennt man (wie schon bei der Diskussion klassischer
Potenziale auf Seite 28 erla¨utert) Potenzialhyperfla¨che, Energiehyperfla¨che oder einfach
Hyperfla¨che. Der Hamiltonoperator fu¨r das Kernproblem besteht damit aus (a) der Energie
der Elektronen, in dessen ”Feld”sich die Kerne befinden, (b) der Kern-Kern-Repulsion und
(c) der kinetischen Energie der Kerne:
H nucl = E elec({RA}) +
M∑
A
M∑
B 6=A
ZAZB
RAB︸ ︷︷ ︸
E tot
−
M∑
A
1
2MA
∇2A. (5.7)
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Der unterklammerte Ausdruck E tot als Funktion der Kernkoordinaten RA ist bis auf einen
(bei gegebenem Kernabstand, was ja hier gelten soll, vgl. Gl. 5.5) konstanten Term gleich
der Hyperfla¨che (Gl. 5.6), weshalb auch er eine Hyperfla¨che darstellt.
5.2 Hartree-Fock und das Selbstkonsistente Feld
Die Berechnung der wie oben angesetzten elektronischen Energie von Molekeln (= Ato-
men und Moleku¨len) ist alles andere als trivial, und erst durch die grundlegenden Arbeiten
von Hartree, Fock, Roothaan, Hall und Slater1 wurde das Problem fu¨r Moleku¨le chemi-
schen Interesses lo¨sbar. Wesentliche Schritte bestanden in der Darstellung des Systems
von gekoppelten Integro-Differenzial-Gleichungen (HF-Gleichungen) als ein System von
Matrixgleichungen (Roothaan-Hall-Gleichungen) durch die Entwicklung der Wellenfunk-
tion in Basisfunktionen. Das Prozedere zur Lo¨sung der Hartree-Fock-Gleichungen nennt
man das Verfahren des ”Selbstkonsistenten Feldes” (Self Consistent Field, kurz: SCF). Die
davor stehende Hartree-Fock-Theorie soll wegen ihrer zentralen Bedeutung — auch fu¨r die
sto¨rungstheoretischen Ansa¨tze (Abschnitt 5.3, S. 84) und die Dichtefunktionalbehandlung
(Abschnitt 5.4, S. 90) — kurz erla¨utert werden.
Fu¨r das Weitere ist die Kenntnis der Handhabe von elektronischen Wellenfunktionen
von Bedeutung: Molekel sind meist Mehrelektronensysteme. Diesem Verhalten wird man
gerecht, setzt man die Mehrteilchenwellenfunktion, die sie beschreiben soll, als Produkt
von Einteilchenwellenfunktionen an. Letztere werden ihrerseits u¨blicherweise als Linear-
kombination von Atomfunktionen χ (Atomorbitale, AOs) angesetzt. Fu¨r diesen Fall spricht
man von LCAOs, linear combination of atomic orbitals, also einer Linearkombination von
AOs zu Moleku¨lorbitalen (MOs).
Wegen des Fermionencharakters von Elektronen mu¨ssen elektronische Wellenfunktio-
nen aber zusa¨tzlich gegenu¨ber der Vertauschung von Koordinaten x(=: Ort und Spin)
antisymmetrisch sein. Eine Funktion mit obigen Anspru¨chen la¨sst sich elegant als Slater-
determinante schreiben, die — der entsprechende Normierungsfaktor eingeschlossen — alle
genannten Eigenschaften zeigt:
ψel(x1, x2, x3 . . . xn) =
1√
n!
∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) . . . χz(x1)
χi(x2) χj(x2) . . . χz(x2)
...
...
...
χi(xn) χj(xn) . . . χz(xn)
∣∣∣∣∣∣∣∣∣ . (5.8)
Slaterdeterminanten (oder auch Linearkombinationen von ihnen) sind Mehrelektronen-
funktionen und beschreiben als solche die Elektronenstruktur von Moleku¨len.
Das Ziel des HF-Verfahrens fu¨r geschlossenschalige Systeme (eines Ein-Determinan-
ten-Verfahrens, d.h. nur eine Slaterdeterminante wird benutzt) besteht im Finden optima-
ler (Moleku¨l)orbitale im Rahmen der Na¨herungen — was synonym mit dem Finden der
niedrigstmo¨glichen Energie E0 ist. Das Problem entspricht daher einer Minimierung mit
Randbedingungen, das bekanntermaßen u¨ber das Verfahren der Lagrangeschen Multipli-
katoren zu lo¨sen ist. Die Stationarita¨tsbedingung ist das Verschwinden der Variation des
Erwartungswertes der Energie (Gl. 5.1):
δE = 0. (5.9)
1Gerade ist eine bemerkenswerte Zusammenstellung einiger
”
klassischen”, großen Publikationen der
Quantenchemie in englischer Sprache herausgegeben worden [Hettema, 2000].
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Als Nebenbedingung geht die Orthonormalita¨t der Atomorbitale χ ein:
〈χa|χb〉 = 〈a|b〉 = δab. (5.10)
(Im Gegensatz zum Ausdurck 5.9 ist im letzten Ausdruck das δab selbstversta¨ndlich das
Kroneckerdelta.) Der zu minimierende Energieausdruck la¨sst sich finden, wenn man den
Hamiltonoperator genauer betrachtet: Wie in Gleichung 5.2 bereits notiert, wird der elek-
tronische Hamiltonoperator (und damit die resultierende Gesamtenergie) in drei Beitra¨ge
partitioniert: kinetische Energie der Elektronen Tˆ elec, Kern–Elektron-Wechselwirkung Vˆne
(beides Einelektronenoperatoren, die nur von den Koordinaten eines Elektrons abha¨ngen)
und der Elektron–Elektron-Wechselwirkung Vˆee (demnach ein so genannter Zweielektro-
nenoperator O2). Mit diesen Operatoren gelangt man zu einem Ausdruck fu¨r die Hartree-
Fock-Energie der folgenden Gestalt:
E0 = 〈Ψ0 |H |Ψ0〉 (5.11a)
=
∑
a
〈
a|hˆ|a
〉
+
1
2
∑
ab
{〈ab|ab〉 − 〈ab|ba〉} (5.11b)
=
∑
a
〈
a|hˆ|a
〉
+
1
2
∑
ab
〈ab||ab〉 . (5.11c)
Man beachte die Schreibweise der antisymmetrisierten Integrale 〈ab||ab〉 und dass gilt:
〈ab|ab〉 =
〈
a(1)b(2)
∣∣∣∣ 1rˆ12
∣∣∣∣ a(1)b(2)〉 . (5.12)
hˆ ist der Einelektronenteil des Hamiltonoperators, also der Teil, der die kinetische Energie
und die Kern-Elektronwechselwirkung beschreibt (s.u.).
Das Lagrangesche Verfahren fu¨hrt mit Ansatz von Einteilchenwellenfunktionen χ, dem
obigen Energieausdruck und der Randbedingung (5.10) zu den Hartree-Fock-Integro-Dif-
ferenzialgleichungen:2
hˆ(1)χa(1) +
∑
b6=a
[∫
|χb(2)|2 1
rˆ12
dx2
]
χa(1) −
∑
b6=a
[∫
χ∗b(2)
1
rˆ12
χa(2)dx2
]
χb(1)
= εaχa(1). (5.13)
Wie oben ist hˆ(1) der Einelektronenteil des Hamiltonoperators, hier fu¨r Elektron 1. Die
Orbitalenergie des Orbitals χa wird mit εa bezeichnet. Die erste Summation (Coulomb-
term) kann man anschaulich folgendermaßen verstehen: Das Elektron 1 im Orbital χa
”verspu¨rt” durch das Elektron 2 ein Coulombpotenzial. Dieses ist zusammengesetzt aus
der (hier u¨ber Spin- und Raumkoordinaten x) gemittelten Wechselwirkung der beiden
Elektronen — gewichtet mit der Wahrscheinlichkeit |χb(2)|2 dx2, das Elektron 2 bei x2 im
Volumenelement dx2 anzutreffen. Der zweite Term ist komplizierter und tritt wegen der
Antisymmetrie in den Slaterdeterminanten auf. Man nennt ihn Austauschterm. Fu¨r beide
2Wegen der Ununterscheidbarkeit der Elektronen kann man sich hier auf Notation mit lediglich zwei
Elektronen 1 und 2 beschra¨nken.
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Summanden werden Operatoren eingefu¨hrt, die den Sachverhalt u¨bersichtlicher werden
lassen: den Coulomboperator J ,
Jb(1)χa(1) =
[∫
χ∗b(2)
1
rˆ12
χb(2)
]
χa(1), (5.14)
und den Austauschoperator K ,
Kb(1)χa(1) =
[∫
χ∗b(2)
1
rˆ12
χa(2)
]
χb(1). (5.15)
Durch die Summation u¨ber b in 5.13 und mit der Definition der beiden Operatoren J
und K lassen sich die HF-Gleichungen als effektive Einteilchengleichungen formulieren:hˆ(1) +∑
b6=a
Jb(1)−
∑
b6=a
Kb(1)
χa(1) = εaχa(1). (5.16)
Der Ausdruck in den Klammern wird Fockoperator fˆ(1) fu¨r das Elektron 1 genannt, der
Zweielektronenteil firmiert unter dem Begriff Hartree-Fock-Potenzial vˆHF. Damit werden
die HF-Gleichungen zu [
hˆ(1) + vˆHF
]
|χa〉 = εa |χa〉 . (5.17)
Fu¨r die allermeisten, spa¨ter relevanten Fa¨lle genu¨gt die Diskussion von geschlossen-
schaligen (engl.: closed shell) Systemen. Man kann daher den U¨bergang von Spinorbitalen
der Form χi(x) = ψiα(ω) (bzw. entsprechend fu¨r β-Spin) zu doppelt besetzten Raumor-
bitalen ψ durchfu¨hren, indem man u¨ber den Spin ω integriert. Der Fockoperator fu¨r den
geschlossenschaligen Fall wird dann zu:
fˆ(1) = hˆ(1) +
N/2∑
a
2Ja(1)−Ka(1). (5.18)
Die Integro-Differenzial-Form der HF-Gleichungen ist allerdings nur fu¨r sehr kleine Syste-
me geschlossen zu lo¨sen, und es bedarf der Entwicklung der elektronischen Wellenfunktion
ψ in Basisfunktionen φµ, wie Roothaan bereits Anfang der fu¨nfziger Jahre [1951] zeigte:
ψi =
K∑
µ=1
Cµiφµ. (5.19)
Dieser Ansatz hat sich mit großem Erfolg etabliert, was nicht zuletzt darin begru¨n-
det liegt, dass so ein rechentechnisch gut handhabbares System von Matrixgleichungen,
die Roothaan-Hall-Gleichungen erzeugt wird. Obwohl sie ein zentraler Bestandteil quan-
tenchemischer Rechenroutine geworden sind, soll dennoch wegen ihres eher technischen
Charakters nicht gesondert auf sie eingegangen werden. Wesentlich ist, dass sie wegen der
Abha¨ngigkeit des Zweielektronenteils von der Form der MOs, d.h. der Zweielektronenterme
selber, iterativ bis zur Selbstkonsistenz gelo¨st werden mu¨ssen. Die Prozedur wird daher,
wie oben bereits angerissen, SCF genannt.
Die meistverwendeten Basen sind wegen ihrer technisch leichten Integrier- (und Ab-
leit)barkeit Summen von Gauß-Funktionen mit Koeffizienten und Exponenten, die in der
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Regel an atomaren Rechnungen optimiert werden. Man greift dabei zur Darstellung in
spha¨rischen Polar- oder kartesischen Koordinaten:
gnlm(r, ϑ, ϕ) = Rnl(r)Ylm(ϑ, ϕ) (5.20)
mit Ylm(ϑ, ϕ) als Kugelfla¨chenfunktionen und Rnl(r) dem Radialteil
Rnl(r) = N(n, α)rn−1 exp(−αr2)
N(n, α) = 2(n+1) [(2n− 1)!!]− 12 (2pi)− 14
√(
α(2n+1)/2
)
(5.21)
bzw. fu¨r den kartesischen Fall:
gabc(x, y, z) = N(a, b, c, α)xaybzc exp(−αr2) (5.22)
mit
N(a, b, c) =
(
2
pi
)3/4
[(2a− 1)!!(2b− 1)!!(2c− 1)!!]− 12 α(a+b+c 32 )/2. (5.23)
Die Summe a + b + c entspricht im letzten Fall der Nebenquantenzahl. Die Literatur zu
diesem Bereich ist schwer zu u¨berschauen,3 und je nach Problem stehen umfangreiche
Basissatzbibliotheken zur Verfu¨gung, fu¨r die oft auch bereits ein breiter Erfahrungsschatz
besteht.
HF-SCF-Ergebnisse haben in der Regel die folgenden Qualita¨ten: Geometrien von
Nichtmetallverbindungen sind — mit Ausnahme von Wasserstoff-Element-Verbindungen
— recht verla¨sslich. Anregungsenergien sind im Wesentlichen unbrauchbar, und insbeson-
dere bei der Berechnung der Energie von U¨bergangszusta¨nden ist Vorsicht geboten.
Der wesentliche Nachteil der HF-Behandlung liegt im Hartree-Fock-Potenzial vˆHF, das
die Elektron-Elektron-Wechselwirkung wie oben erla¨utert nur gemittelt erfasst. Bessere
Ergebnisse sind daher zu erwarten, wenn man die Beschreibung der Elektron-Elektron-
Wechselwirkung des HF-Formalismus verbessert.
5.3 Sto¨rungstheorie, PT
Obwohl die Theorie zu sto¨rungstheoretisch ermittelten Energien in diesem Rahmen nicht
intensiv bemu¨ht wird, soll dennoch wegen der Analogien zum Abschnitt 6.2.1 etwas um-
fassender auf die Grundlagen eingegangen werden.
Eine ausfu¨hrliche U¨bersicht zum Thema findet sich in einem Review von Hirschfelder
u. a. [1964] und in Katos Standardwerk; fu¨r die Grundlagen im Rahmen quantenchemi-
scher Energie- und Strukturbestimmungen sei das Lehrbuch von Szabo und Ostlund [1996]
genannt. Ergebnisbewertung, Oszillationsverhalten der MP(n)-Serien werden in einem Ar-
tikel von Cremer [1998] und den darin enthaltenen Literaturverweisen diskutiert. Schließ-
lich sei auf eine kompakte elektronische Form hingewiesen: http://zopyros.ccqc.uga.
edu/lec_top/pt/ptlec.html.
3Fu¨r eine Auswahl siehe beispielsweise neben Szabo und Ostlunds Lehrbuch [1996] die Schriften
von Feller und Davidson [1994], Huzinaga [1991] und Poirier u. a. [1985]. Basissa¨tze fu¨r die ga¨ngige-
ren Programmpakete lassen sich seit einiger Zeit auch elektronisch abrufen: http://www.emsl.pnl.gov:
2080/forms/basisform.html.
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Die bei gegebener Basis zum exakten Ergebnis (Full CI, FCI) fehlende Differenz in der
Gesamtenergie eines Systems im Vergleich zum HF-Wert wurde von Lo¨wdin [1959] Kor-
relationsenergie genannt. Sie ist stets stabilisierend, d.h. sie tra¨gt negatives Vorzeichen.
Jenseits der HF-Na¨herungen wird einiger Aufwand betrieben, um die Korrelationsenergie
mo¨glichst weitgehend zu erfassen. Paradigma der Sto¨rungstheorie fu¨r das Elektronenkor-
relationsproblem liegt darin, sie u¨ber einen Hamiltonoperator zu berechnen, der auf einer
Sto¨rentwicklung der Korrelationsenergie aufsetzt. Die prominenteste Version dieses Vor-
gehens benutzt dazu die Lo¨sungen von HF-SCF-Rechnungen als Wellenfunktion nullter
Ordnung.
5.3.1 Formalismus
Nimmt man an, dass das ”volle” Eigenwertproblem durch
H |Φi〉 = Ei |Φi〉 (5.24)
beschrieben ist, so besteht der Sto¨ransatz darin, den vollen Hamiltonoperator H durch
den Referenzoperator H0 und einen Sto¨roperator V auszudru¨cken:
H = H0 + V . (5.25)
Die Eigenwerte zu H0 seien bekannt.4 Die lo¨sbare (HF-)Eigenwertgleichung laute:
H0
∣∣∣Ψ(0)i 〉 = E(0)i ∣∣∣Ψ(0)i 〉
= E(0)i |i〉 . (5.26)∣∣∣Ψ(0)i 〉 ≡ |i〉 wird u¨blicherweise Referenzwellenfunktion genannt. Um na¨her und na¨her
an die angestrebten Eigenwerte und Eigenfunktionen von H heranzukommen, soll die
Sto¨rung mit einem Ordnungs- oder Sto¨rparameter λ multipliziert werden. λ wird spa¨ter
gleich Eins gesetzt werden und schafft die Voraussetzung fu¨r einen weiter unten erfolgenden
Koeffizientenvergleich. Damit wird
H = H0 + λV (5.27)
und 5.24 geht in
(H0 + λV ) |Φi〉 = Ei |Φi〉 (5.28)
u¨ber. Gesto¨rte und ungesto¨rte Eigenfunktionen und Eigenwerte werden nun in Potenzen
von λ entwickelt:
Ei = E
(0)
i + λE
(1)
i + λ
2E
(2)
i + . . . (5.29a)
Φi = |i〉+ λΨ(1)i + λ2Ψ(2)i + . . . (5.29b)
4Verwendet man als
”
ungesto¨rten” Operator den Fockoperator H0 =
∑
i fˆi, so sind dies die HF-Orbi-
talenergien. Nicht immer jedoch dient als Wellenfunktion nullter Ordnung die HF-Lo¨sung. Ein popula¨res
anderes Verfahren, die Korrelationsenergie sto¨rungstheoretisch zu erfassen, ist z.B. das CASPT2, ein Ver-
fahren mit Mehrkonfigurations-Referenz-Wellenfunktionen, das maßgeblich in Lund um Bjo¨rn Roos ent-
wickelt wurde/wird [Andersson und Roos, 1995]. In dieser Arbeit spielen solche Verfahren keine Rolle, da so
gut wie alle hier interessierenden molekularen Systeme closed shell-Systeme sind, deren Wellenfunktionen
mit einem Ein-Determinanten-Ansatz gut erfasst werden.
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Die hoch gestellten Indices deuten die Ordnung der Sto¨rentwicklung an, d.h. z.B. die
Energie zweiter Ordnung ist E(2)i . Nach Rayleigh und Schro¨dinger besteht ein Weg, das
Korrelationsproblem zu lo¨sen, darin, die gesuchten Energien n-ter Ordnung mit Hilfe der
Energien nullter Ordnung E(0)i und Matrixelementen aus ungesto¨rten Wellenfunktionen
vom Typ 〈i|V |j〉 zu berechnen. Die Eigenfunktionen zur HF-Lo¨sung seien normiert, d.h.
〈i|i〉 = 1. Des Weiteren seien die vollen und Referenz-Eigenfunktionen normiert (interme-
diate normalisation):
〈i|Φi〉 = 1. (5.30)
Multipliziert man die Gleichung 5.29b mit 〈i|,
〈i|Φi〉 = 〈i|i〉+ λ
〈
i
∣∣∣Ψ(1)i 〉 + λ2 〈i ∣∣∣Ψ(2)i 〉 + . . . (5.31)
= 1, (5.32)
so erha¨lt man nach Koeffizientenvergleich〈
i
∣∣∣Ψ(n)i 〉 = 0 n = 1, 2, 3, . . . (5.33)
Man beachte, dass n 6= 0. Diese Orthogonalita¨tsrelation (5.33) wird spa¨ter gebraucht
werden. Einsetzen der Entwicklungen aus den Beziehungen 5.29 in die urspru¨nglich zu
lo¨sende Eigenwertgleichung (5.28) fu¨hrt zu:
(H0 + λV )
(
|i〉+ λ
∣∣∣Ψ(1)i 〉+ λ2 ∣∣∣Ψ(2)i 〉+ . . .)
=
(
E
(0)
i + λE
(1)
i + λ
2E
(2)
i + . . .
) (
|i〉+ λ
∣∣∣Ψ(1)i 〉+ λ2 ∣∣∣Ψ(2)i 〉+ . . .) .
(5.34)
Nun kann der Koeffizientenvergleich fu¨r jede Ordnung in λ separat ausgefu¨hrt werden,
denn die Gleichung muss fu¨r jeden Wert von λ Gu¨ltigkeit besitzen:
n = 0 : H0 |i〉 = E(0)i |i〉 (5.35a)
n = 1 : H0
∣∣∣Ψ(1)i 〉+ V |i〉 = E(0)i ∣∣∣Ψ(1)i 〉+ E(1)i |i〉 (5.35b)
n = 2 : H0
∣∣∣Ψ(2)i 〉+ V ∣∣∣Ψ(1)i 〉 = E(0)i ∣∣∣Ψ(2)i 〉+ E(1)i ∣∣∣Ψ(1)i 〉+ E(2)i |i〉 (5.35c)
n = 3 : H0
∣∣∣Ψ(3)i 〉+ V ∣∣∣Ψ(2)i 〉 = E(0)i ∣∣∣Ψ(3)i 〉+ E(1)i ∣∣∣Ψ(2)i 〉+ E(2)i ∣∣∣Ψ(1)i 〉
+ E(3)i |i〉 .
(5.35d)
Mit der gerade hergeleiteten Orthogonalita¨tsrelation 5.33 erha¨lt man fu¨r die Energieeigen-
werte n-ter Ordnung in Form der angestrebten Matrixelemente mit H0 und dem Sto¨rope-
rator V :
E
(0)
i = 〈i|H0|i〉 (5.36a)
E
(1)
i = 〈i|V |i〉 (5.36b)
E
(2)
i =
〈
i
∣∣∣V ∣∣∣Ψ(1)i 〉 (5.36c)
E
(3)
i =
〈
i
∣∣∣V ∣∣∣Ψ(2)i 〉 . (5.36d)
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Mit diesen Beziehungen ko¨nnen die Eigenwertgleichungen des Blocks 5.35 im Prinzip be-
rechnet werden. Die Ausdru¨cke fu¨r Ψ(0)i , E
(0)
i , Ψ
(1)
i und E
(1)
i sind bei Ansetzen von H0 als
Hartree-Fock-Operator direkt berechenbar. (Die Form von V wird weiter unten konkreti-
siert.) Schwieriger wird die Situation bzgl. E(n)i mit n ≥ 2, da hier inhomogene Differenzial-
bzw. Integro-Differenzialgleichung auftreten: Als Beispiel diene die Herleitung der Ener-
gie zweiter Ordnung E(2)i : Wie aus 5.36c ersichtlich, ist dazu die Wellenfunktion erster
Ordnung erforderlich. Letztere ist in 5.35b bestimmt. Formuliert man diese um und setzt
in einem zweiten Schritt den (bereits bekannten) Ausdruck fu¨r E(1)i aus 5.36b ein, erha¨lt
man: (
E
(0)
i −H0
) ∣∣∣Ψ(1)i 〉 = (V − E(1)i ) |i〉
= (V − 〈i|V |i〉) |i〉 . (5.37)
Offenbar ist diese Gleichung keine Eigenwertgleichung mehr. Die Rayleigh-Schro¨dinger-
Sto¨rungstheorie nutzt zur Lo¨sung des Problems eine Basissatzentwicklung. Eine nahe lie-
gende Lo¨sung (s.o.) ist es, in Eigenfunktionen von H0 zu entwickeln, denn diese sind
ja bekannt bzw. berechenbar. Fu¨r das Beispiel der Wellenfunktion erster Ordnung Ψ(1)i
schreibt man: ∣∣∣Ψ(1)i 〉 = ∑
n
c(1)n |n〉 . (5.38)
Multiplikation von links mit 〈n| und Nutzen der Orthonormalita¨t der |n〉 untereinander
ergibt: 〈
n
∣∣∣Ψ(1)i 〉 = c(1)n . (5.39)
Fu¨r den Fall, dass n = i, gilt c(1)i = 0; also kann man die eingeschra¨nkte Summation
(n 6= i, gestrichenes Summenzeichen) formulieren:∣∣∣Ψ(1)i 〉 = ∑
n
′ ∣∣∣n〉〈n ∣∣∣Ψ(1)i 〉 . (5.40)
Nun kann die Differenzialgleichung 5.37 mit 〈n| multipliziert und integriert werden. Unter
Ausnutzen der Orthogonalita¨t der Funktionen nullter Ordnung erha¨lt man:(
E
(0)
i − E(0)n
)〈
n
∣∣∣Ψ(1)i 〉 = 〈n |V | i〉 (5.41)
Mit dem zuvor gewonnenen Ausdruck fu¨r die Energie zweiter Ordnung (5.36c) und der
Basissatzentwicklung aus Gleichung 5.40 ergibt sich:
E
(2)
i =
〈
i
∣∣∣V ∣∣∣Ψ(1)i 〉
=
∑
n
′ 〈i |V |n〉
〈
n
∣∣∣Ψ(1)i 〉 (5.42)
Mit 5.41 kann die unerwu¨nschte Wellenfunktion
∣∣∣Ψ(1)i 〉 eliminiert werden, so dass schließ-
lich ein Ausdruck fu¨r die Energie zweiter Ordnung erhalten wird, der die gewu¨nschten
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Eigenschaften zeigt: Er ist vollsta¨ndig durch Energien nullter Ordnung bzw. Matrixele-
mente von Zusta¨nden nullter Ordnung und V aufgebaut:
E
(2)
i =
∑
n
′ 〈i |V |n〉 〈n |V | i〉
E
(0)
i − E(0)n
. (5.43)
Dieser Ausdruck wird oft als Sum-Over-States-Ausdruck bezeichnet.5 Fu¨r Energien ho¨-
herer Ordnung la¨sst sich analog verfahren. Wie man im Falle der ersten Ordnung sieht,
la¨sst sich ihre Energiekorrektur aus der Wellenfunktion nullter Ordnung berechnen (5.36b).
Dieser Sachverhalt la¨sst sich auf die ho¨heren Ordnungen verallgemeinern, was Inhalt des
Wigner-Theorems ist:
Ψ(0) → E(0), E(1)
Ψ(1) → E(2), E(3)
...
Ψ(p) → E(2p), E(2p+1). (5.44)
Es stellt sich nun die Frage nach dem Aussehen des Sto¨roperators V . Der nahe liegen-
de Ansatz, als ungesto¨rten Operator den Hartree-Fock-Operator H0 einzusetzen, ist der
meistgebra¨uchliche und wurde von Møller und Plesset [1934] eingefu¨hrt.6 Die resultie-
renden Methoden der jeweiligen Ordnung n werden heute mit den Abku¨rzungen MPn be-
zeichnet. Die Sto¨rung sei die Differenz zwischen der ”vollen”, ”exakten” Elektron-Elektron-
Wechselwirkung und der Summe von HF-Coulomb- und Austauschpotenzialen:
V = H −H0
=
∑
i<j
1
rˆij
− V HF
=
∑
i<j
1
rˆij
−
∑
i
vˆHF(i). (5.45)
Das Verha¨ltnis zwischen den Ergebnissen der Sto¨rungstheorie und denen der Hartree-Fock-
Theorie wird deutlich, wenn man die Zweielektronenmatrixelemente betrachtet. Bezu¨glich
der Energie nullter Ordnung wird kein Sto¨rmatrixelement beno¨tigt. Die Lo¨sung ist, wie
man aus Gleichung 5.36a erkennt, gerade die Summe der Orbitalenergien:
E
(0)
0 =
∑
a
εa. (5.46)
Die Korrektur erster Ordnung ist leicht ausgewertet, denn auf Grundlage der Gleichung
5.36b ist die Korrektur erster Ordnung mit Matrixelementen des Hartree-Fock-Potenzials
zu bilden: 〈
i
∣∣vˆHF∣∣ j〉 = vHFij = ∑
b
〈ib||jb〉 , (5.47)
5Man beachte die Analogie zur Berechnung des isotropen Anteils der chemischen Verschiebung in Glei-
chung 6.23 des Kapitels 6 (S. 102).
6Offensichtlich variiert die Nomenklatur verschiedener Autoren. Was hier mit Hartree-Fock-Operator
bezeichnet wird, ist die Summe der Einelektron-Fockoperatoren f(i). Die Summe der entsprechenden Ei-
genwerte fu¨hrt nicht zur HF-Energie, sondern zur Summe der Orbitalenergien. Nichtsdestotrotz ist |Ψ0〉
Eigenfunktion zu H0.
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so dass:
E
(1)
i = 〈Ψ0|V |Ψ0〉
=
〈
Ψ0
∣∣∣∣∣∣
∑
i<j
1
rˆij
∣∣∣∣∣∣Ψ0
〉
−
〈
Ψ0
∣∣∣∣∣∑
i
vˆHF(i)
∣∣∣∣∣Ψ0
〉
=
1
2
∑
ab
〈ab||ab〉 −
∑
a
〈
a
∣∣vˆHF∣∣ a〉
= −1
2
∑
ab
〈ab||ab〉 . (5.48)
Dies entspricht den J und K-Termen in der Hartree-Fock-Energie; mit anderen Worten:
Die Hartree-Fock-Energie entspricht der Summe aus Sto¨renergien nullter und erster Ord-
nung. Unterschiede zur HF-Energie treten erst ab der zweiten Ordnung auf. Hier la¨sst sich
zeigen, dass nur Zweifachanregungen zum Energieausdruck beitragen; Einfachanregungen
spielen wegen der Inhalte des Brillouin-Theorems keine Rolle, und ho¨here Anregungen
fallen wegen der Zweiteilchennatur der beteiligten Operatoren heraus. Die entsprechenden
Integrale in Dirac-Schreibweise [Szabo und Ostlund, 1996] sind wie folgt zu formulieren:〈
Ψ0
∣∣∣∣∣∣
∑
i<j
1
rˆij
∣∣∣∣∣∣Ψrsab
〉
= 〈ab||rs〉 , (5.49)
wobei a und b besetzte und r und s unbesetzte Hartree-Fock-Spinorbitale bezeichnen; |Ψrsab〉
bezeichnet eine Determinante, die durch Anregung von Elektronen aus a und b in r und
s zustande kommt. Die Korrektur zweiter Ordnung, bei der u¨ber alle |n〉 summiert wird,
die nicht dem Grundzustand entsprechen, kann wie folgt umformuliert werden:
E
(2)
0 =
∑
n
′ |〈0 |V |n〉|2
E
(0)
0 − E(0)n
=
∑
a<b
r<s
|〈ab ||rs〉| 2
εa + εb − εr − εs . (5.50)
Die Energie zweiter Ordnung, E(2)0 , ha¨ngt damit im Nenner lediglich von Differenzen von
Orbitalenergien ab.
5.3.2 Nachbemerkungen/Technisches
Einige Bemerkungen zu Sto¨rungsrechnungen. Basen fu¨r MPn-Rechnungen mu¨ssen relativ
groß gewa¨hlt werden, um Korrelationseffekte erfassen zu ko¨nnen. Anschaulich ist bei-
spielsweise versta¨ndlich, dass zur Beschreibung von Polarisationseffekten einer s-Schale
zumindest p-Funktionen beno¨tigt werden. Entsprechendes gilt fu¨r ho¨here Drehimpulse.
MP-Methoden sind nicht variationell, d.h. die Energien, die u¨ber MP-Ansa¨tze gewon-
nen werden, ko¨nnen unter denen einer Full CI (FCI)-Rechnung bei gleicher Basis liegen.
Je nach System ko¨nnen MP-Energien oszillieren. Dieses Pha¨nomen tritt meist erst bei
hohen Ordnungen auf, und bei niedrigen Ordnungen profitiert man oft von Fehlerkompen-
sation (zu kleine Basis/zu geringe Ordnung). Zu diesem Punkt existieren umfangreiche
Untersuchungen [Cremer und He, 1996].
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Zweielektronenintegrale, die fu¨r eine MP2-Rechnung beno¨tigt werden, mu¨ssen, wie
oben verdeutlicht werden sollte, in MO-Darstellung vorliegen. Aus einer HF-Rechnung
stehen allerdings lediglich Integrale des Typs 〈µν|λσ〉 u¨ber Basisfunktionen µ = χµ etc.
zur Verfu¨gung. Fu¨r die daraus resultierenden, sehr aufwa¨ndigen Integraltransformationen
stehen Verfahren zur Verfu¨gung, die die Skalierung mit O8 auf O5 reduzieren [Nesbet,
1963; Yoshimine, 1969; Bender, 1972].7
5.4 Dichtefunktionaltheorie
Seit ca. fu¨nfzehn Jahren kann sich als schnelle Korrelationsbehandlung in der molekula-
ren Quantenchemie eine weitere Theorie großer Beliebtheit erfreuen, die ”Dichtefunktio-
naltheorie” (DFT). In der theoretischen Festko¨rperphysik ist sie seit la¨ngerer Zeit etabliert
und wird zur Bestimmung von Gleichgewichtsstrukturen, Energien und weiteren Eigen-
schaften eingesetzt. Eine umfassende Einfu¨hrung geben Parr und Yang [1994] in ihrem
Buch. Neben dem Beitrag von Peter Gill [1998] in der Encyclopedia of Computational
Chemistry samt der dort genannten Referenzen ko¨nnen auch weitere erschienene U¨ber-
sichtsartikel tiefer gehendes Wissen vermitteln. Als eine Auswahl mo¨gen Arbeiten der
Autoren Handy [1988], Pople u. a. [1992] und Teter [1993] gelten. Wegen der Tatsache,
dass DFT-Ergebnisse im Laufe dieser Untersuchungen fast ausschließlich auf molekulare
Verbindungen angewendet wurden, wird im Folgenden nicht gesondert auf Festko¨rper-
DFT-Techniken eingegangen.8
5.4.1 Grundlagen
Dem Versta¨ndnis ist es dienlich, die elektronische Gesamtenergie (a¨hnlich wie bereits oben
im Rahmen der HF-Na¨herung) in fu¨nf Terme zu partitionieren:
E = ET + EV + EJ + EX + EC. (5.51)
Im Einzelnen sind dies: ET die kinetische Energie der Elektronen, EV die potenzielle Ener-
gie, die durch das Kernfeld auf die Elektronen ausgeu¨bt wird, EJ die Coulombenergie, EX
die Austauschenergie und EC die Korrelationsenergie. Die ersten drei Terme dominieren,
und u¨blicherweise gilt, dass EX  EC. Es fa¨llt auf, dass im Vergleich zur HF-Theorie der
Term fu¨r die Korrelationsenergie EC zusa¨tzlich auftritt. Auf diesen wichtigen Sachverhalt
soll weiter unten eingegangen werden. Die Coulombenergie ist als Energie der Elektronen
im eigenen Feld unter der Annahme angesetzt, dass sie sich (a) von sich selbst abstoßen
und (b) unabha¨ngig voneinander bewegen (was beides nicht der Fall ist!). Die Austausch-
und Korrelationsterme korrigieren im Idealfall diese beiden falschen Annahmen.
In den Sechzigern gelang Hohenberg und Kohn [1964] der Beweis, dass jeder dieser fu¨nf
Terme als Funktional der Gesamtelektronendichte ρ(r) ausgedru¨ckt werden kann. Fu¨r EV
7Streng genommen gilt dieses Skalierungsverhalten nur fu¨r MPn-Rechnungen mit ho¨heren n. Fu¨r MP2
werden weniger Integrale beno¨tigt (M2m2 mit M der Zahl besetzter und m der Zahl virtueller Orbitale).
8Im Wesentlichen werden fu¨r Festko¨rper auch die Kohn-Sham-Gleichungen gelo¨st. Im Vergleich zur
molekularen Behandlung wird unter anderem eine weitere, dreidimensionale
”
Quantenzahl” im inversen
Raum (der Wellenvektor k) eingefu¨hrt, von dem die Wellenfunktion abha¨ngt, so dass Ψ ≡ Ψ(X,k) (mit
X den Kernpositionen). Fu¨r die Dichte der n KS-Orbitale gilt dann: ρ(X) =
∑
k
∑
n |Ψn(X,k)|2 [Catti,
1998]. Ausnahmen von diesem Vorgehen sind insbesondere die Car-Parrinello-Verfahren (CPMD, Car und
Parrinello [1985].
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und EJ ist dieser Beweis relativ unkompliziert. Ersteres ist mit klassischer Elekrostatik zu
finden:
EV = −
M∑
A
ZA
∫
ρ(r)
|r −RA|dr; (5.52)
RA ist der Kernort des A-ten Kernes, M ist die Gesamtzahl der Kerne. Wenn man die
Dichte ρ(r) als Summe von Gauß- oder anderen Exponentialfunktionen schreiben kann,
lassen sich geschlossene Integrale fu¨r Gleichung 5.52 finden. Wird angenommen, dass die
Bewegung der Elekronen unkorreliert ist und jedes Elektron nur ein mittleres Gesamt-
feld aller Elektronen ”spu¨rt”, ist auch die Coulombenergie EJ als Dichtefunktional exakt
auszudru¨cken:
EJ =
1
2
∫ ∫
ρ(r1)ρ(r2)
|r1 − r2| dr1dr2. (5.53)
Wie schon fu¨r Gleichung 5.52 galt, lassen sich auch hier geschlossene Integralformen fin-
den, sofern die Dichte z.B. als Summe von Gauß-Funktionen zu schreiben ist. Die den
Annahmen inha¨renten Defizite mu¨ssen durch EX und EC korrigiert werden. Fast alle
SCF-Verfahren nutzen diesen Ausdruck [Gill, 1998].
Fu¨r die anderen Terme ist die Lage schwieriger, und auf Grund der Tatsache, dass
der von Hohenberg und Kohn gegebene Beweis nicht vorschreibt, wie die entsprechenden
Funktionale fu¨r EX und EC zu konstruieren sind, wird bis heute ein erheblicher Aufwand
zu ihrer Konstruktion betrieben.
Als hilfreich zur Bestimmung einiger Terme als Funktional der Dichte hat sich ein rela-
tiv einfaches System erwiesen: das so genannte homogene Elektronengas (auch: Jellium):
Ein N -Elektronensystem in einer kubischen Box des Volumens V mit einer homogen ver-
teilten Elektronendichte ρ(r) im Limes von N,V →∞. Obwohl dieses (virtuelle) System
ein Mehrko¨rpersystem ist, ist es doch durch eine einzige Variable, seine Dichte, vollsta¨ndig
definiert. Fu¨r das homogene Elektronengas lassen sich die problematischeren Gro¨ßen ET,
EJ, EX und EC, in der Gleichung 5.51 finden: Die Energie nach Thomas [1927] und Fermi
[1927],
E
TF27
T =
3
10
(
6pi2
)2/3 ∫
ρ(r)5/3dr, (5.54)
ist vergleichsweise ungenau; sie erzielt Werte, die um rund 10% unter denen liegen, die
u¨ber den Hartreeschen Ansatz [1928] von n sich unkorreliert bewegenden Elektronen
E
H28
T = = −
1
2
N∑
i
∫
ψi(r)∇2ψi(r)dr (5.55)
erzielt werden.9 Die Austauschenergie des homogenen Elektronengases wurde von Dirac
[1930] angegeben als:
E
D30
X = −
3
2
(
3
4pi
)1/3 ∫
ρ(r)4/3dr. (5.56)
9Die weiter unten besprochenen Austauschkorrelationsfunktionale S-VWN, B-LYP und B3-LYP nutzen
alle das Hartreesche Funktional fu¨r das Inkrement der kinetischen Energie und kein Dichtefunktional.
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Zur Bestimmung der Korrelationsenergie EC schließlich verwendeten Ceperley und Alder
[1980] Quanten-Monte-Carlo-Verfahren (also numerische Algorithmen). Deren Ergebnisse
wurden von Vosko u. a. [1980] genutzt, um ein Korrelationsfunktional an das Jellium anzu-
passen, das unter dem Akronym VWN in Literatur und Programmpakete Einzug gehalten
hat. Der entsprechende Ausdruck ist kompliziert und soll hier nicht angegeben werden.10
Es ist erstaunlich, dass aus Erkenntnissen, die auf Betrachtungen u¨ber das homogene
Elektronengas fußen, so gute Ergebnisse erzielt werden ko¨nnen. Fu¨r Atome und Moleku¨-
le sollten dennoch anspruchsvollere Systeme bessere Ergebnisse liefern. Es zeigte sich in
der Tat schnell, dass Funktionale, die von der Dichte und dem mittleren Dichtegradienten
|∇ρ(r)| abha¨ngen, signifikante Verbesserungen der Ergebnisse mit sich bringen. Modellsy-
stem war hier unter anderem das durch von Weizsa¨cker [1935] untersuchte ”fast homogene
Elektronengas”. Funktionale, die sowohl von ρ(r) als auch von der reduzierten Dichte
x(r) =
|∇ρ(r)|
ρ4/3(r)
(5.57)
abha¨ngen, nennt man gradientenkorrigierte Dichtefunktionale, die Na¨herung ist als gene-
ralised gradient approximation mit Abku¨rzung ”GGA” in der Literatur bekannt. Ende der
Achtziger fanden Lee u. a. [1988] mit Helium als Referenzsystem ein (gradientenkorrigier-
tes) Korrelationsfunktional, das dem VWN-Funktional u¨berlegen ist. U¨blicherweise wird
es mit ”LYP” abgeku¨rzt.
Becke [1988] stellte heraus, dass ein weiterer wichtiger Punkt im korrekten asymp-
totischen Verhalten der Austauschenergie liegt. Er parameterisierte sein Funktional B88
so, dass die so genannte Austauschenergiedichte korrektes asymptotisches Verhalten (d.h.
Abfall mit 1/r) zeigt.
Schließlich konnten weitere Verbesserungen erzielt werden, nachdem erneut Becke [1993]
und andere vorschlugen, einen Teil der ”exakten”Austauschenergie (d.h. der Hartree-Fock-
Austauschenergie) mit einem weiteren Teil eines parameterisierten Austauschenergiefunk-
tionals EX[ρ] zu kombinieren. Solche Funktionale werden gemeinhin Hybridfunktionale ge-
nannt. Resultat dieser Arbeiten wurde das popula¨re B3-LYP Funktional. Die fortgeschrit-
tenen Austauschkorrelationsfunktionale beinhalten de facto meist auch Korrekturterme
fu¨r die kinetische Energie, die ja unzutreffender Weise u¨ber das Hartreesche Funktional
(Beziehung 5.55) als die kinetische Energie nicht wechselwirkender Elektronen erfasst wird.
Nichts spricht prinzipiell gegen weitere Kombinationen verschiedener Funktionale un-
tereinander, und so tauchen in der Literatur verschiedene Akronyme wie S-VWN (Slater-
Austausch [1951], Vosko-Wilk-Nusair-Austausch, s.o.), B3-LYP, B-P86 etc. auf. In aller
Regel bezeichnet der erste Teil dabei das Austausch- und der zweite das Korrelationsfunk-
tional. Wegen der Vielzahl der Funktionale, die heutzutage benutzt werden, ko¨nnen an
dieser Stelle nicht alle besprochen werden. Aktuelle U¨bersichten bzw. Referenzen zu den
ga¨ngigsten Austauschkorrelationsfunktionalen finden sich in [Wright u. a., 2000; Cohen
und Handy, 2000].
5.4.2 Technisches
Die Berechnung von DFT-Energien verla¨uft ebenfalls nach einem selbstkonsistenten (SCF)-
Schema. Es ist dem oben erla¨uterten HF-SCF sehr a¨hnlich. Der wesentliche Vorteil der
10Er findet sich im Anhang E des Buches von Parr und Yang [1994]. Bedauerlicherweise fehlt im ersten
Term dort eine Quadrierung im Vergleich mit der Originalarbeit.
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DFT liegt offenbar darin, dass bei weniger Aufwand als bei einer SCF-Rechnung (je nach
Funktional und Implementation) ein mehr oder minder großer Anteil der Korrelations-
energie erhalten wird. Der Fockoperator in der Hartree-Fock-Theorie laute (in leicht ver-
a¨nderter Nomenklatur zu der auf Seite 83):
FˆHF = −12∇
2 + Vˆ (r) +
∫
ρ(r)′
|r − r′|dr
′ + vHF-X(r). (5.58)
Der Term vHF-X(r) stellt den Austauschteil des bereits erla¨uterten (S. 83) Hartree-Fock-
Potenzials [Szabo und Ostlund, 1996] dar, also des ”mittleren” Feldes, das ein Elektron
verspu¨rt. Das Pendant in der Kohn-Sham-Theorie lautet:
FˆKS = −12∇
2 + Vˆ (r) +
∫
ρ(r)′
|r − r′|dr
′ + vXC(r). (5.59)
vXC(r) ist die Funktionalableitung der jeweiligen Austauschkorrelationsenergie:
vXC(r) =
δEXC(r)
δρ(r)
. (5.60)
Mit diesem Operator werden analog zur SCF-Prozedur MO-Koeffizienten bestimmt und
bis zur Konvergenz iteriert. Die den HF-Gleichungen (5.16) analogen Kohn-Sham-(KS)-
Gleichungen lauten damit:[
−1
2
∇2 + Vˆ (r) +
∫
ρ(r)′
|r − r′|dr
′ +
δEXC(r)
δρ(r)
]
ψi = εiψi. (5.61)
Die meisten Integrale, die dabei anfallen, sind von der Form
E =
∫
f(ρ(r), x(r))dr, (5.62)
wobei mit x(r) hier die reduzierte Dichte aus Gleichung 5.57 gemeint ist. Bis auf weni-
ge Ausnahmen (s.o.) lassen sich fu¨r solche Integrale keine geschlossenen Formen finden,
und man ist auf eine numerische Integration auf einem Gitter (grid) angewiesen. Fu¨r alle
Berechnungen wurden hier die Standards unvera¨ndert u¨bernommen, fu¨r Turbomole wur-
de ein (erfahrungsgema¨ß hinreichendes) Gitter des Typs m3 (Turbomole-Nomenklatur)
gewa¨hlt.
Die Funktionale sind wegen der Gu¨ltigkeit der Partitionierung in Gleichung 5.51 kom-
binierbar, und Ergebnisse mit Austauschkorrelationsfunktionalen wie S-VWN oder B-LYP
liefern alle mehr oder weniger gute Ergebnisse. Als Faustregel ist zu sagen, dass Geometri-
en weniger sensitiv bzgl. der Unterschiede in den Parameterisierungen sind als beispiels-
weise Energien. Fu¨r die VWN-Korrelation ist allgemein bekannt [Johnson u. a., 1993],
dass Element–H-Bindungen zu lang resultieren, und auch in Bezug auf vergleichsweise
neue (Hybrid)funktionale wie z.B. die B3-LYP Parameterisierung gibt es (bei marginalen
Unterschieden in den Implementierungen [Hertwig und Koch, 1997]) natu¨rlich kritische
Untersuchungen (siehe z.B. die von Cohen und Handy [2000]). Wegen der Vielzahl der
mo¨glichen Kombinationen von Austausch- und Korrelationsfunktionalen und ihres empi-
rischen Charakters sind Validierungen an den zu untersuchenden Verbindungen absolut
unerla¨sslich. Dies ist auch hier der Fall gewesen; Vorgehen und Ergebnisse finden sich im
Abschnitt 7.1.2.1, der auf Seite 112 beginnt, im Detail wieder.
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Auch fu¨r elektronisch angeregte Zusta¨nde gibt es mittlerweile verschiedene Ansa¨tze,
insbesondere die, die auf Ausnutzen der Pole der frequenzabha¨ngigen Polarisierbarkeit ba-
sieren. Letztere treten bekanntermaßen gerade bei Anregungsenergien auf [Bauernschmitt
und Ahlrichs, 1996; Colwell u. a., 1996; Handy und Tozer, 1999]. Fu¨r Multikonfigurations-
fa¨lle haben Grimme [1996] bzw. Grimme und Waletzke [1999] ku¨rzlich eine CI-Methode
auf Basis von Kohn-Sham-Orbitalen vorgestellt.
5.4.3 RI: Resolution of the Identity
Zweielektronenintegrale der Gestalt 〈pq|rs〉 = (pr|qs) sind sehr speicherintensiv, und es
hat sich in bestimmten Bereichen als gangbar erwiesen, eine Na¨herung fu¨r solche Vier-
zentrenintegrale durch Dreizentrenintegrale anzusetzen. Das Problem la¨sst sich reduzieren
auf die Frage nach der bestmo¨glichen Darstellung des Produktes von Basisfunktionen |pq〉
in einer Hilfsbasis (Auxiliarbasis) {αu}:
χp(r)χq(r) ≡ |pq〉
≈ |θ〉
≡
∑
u
Cpqu αu
= αCpq. (5.63)
Problematisch ist dabei die Bestimmung der Expansionskoeffizienten Cpqu . Offensichtlich
soll die Hilfsbasis das Produkt mo¨glichst gut darstellen; es bietet sich an, eine Residuums-
funktion ∆pq zu definieren, die minimal werden soll:
∆pq(r) = |pq〉 − θpq. (5.64)
Von mehreren Kriterien, vermittels derer das ∆pq minimiert werden ko¨nnte, konnten
Vahtras u. a. [1993] eines als besonders geeignet zeigen: die Minimierung der Selbstre-
pulsion
‖ ∆pq ‖2 = 〈∆pq|∆pq〉
=
∫
∆pq
1
r12
∆pqdτ6
!= min. (5.65)
Die Expansionskoeffizienten, die man mit dieser Randbedingung erha¨lt, sind:
Cpqu =
∑
t
〈pt|q〉V −1tu , (5.66)
wobei 〈pt|q〉 ein Dreizentren-Zweielektronen-Repulsionsintegral und Vtu an dieser Stelle
kein U¨berlappungsintegral, sondern ein Zweizentren-Einelektronen-Repulsions-Integral
Vtu = 〈t|u〉 =
〈
t
∣∣∣∣ 1r12
∣∣∣∣u〉 (5.67)
darstellt. Nach einigen Umformungen gelangt man damit zu folgendem Ausdruck fu¨r ein
Vierzentrenintegral:
〈pq|rs〉 ≈
∑
αβ
〈pq|u〉 〈u|v〉−1 〈v|rs〉 . (5.68)
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Die rechte Seite der Gleichung 5.68 weist also lediglich Zwei- und Dreizentrenterme auf,
deren Auswertung wesentlich gu¨nstiger skaliert (O2) als die vollsta¨ndige Auswertung der
Vierzentrenanaloga (O4).
U¨blicherweise wa¨hlt man die Qualita¨t der Hilfsbasen so, dass die ho¨chste Drehimpuls-
quantenzahl n + 2 entspricht (mit n als ho¨chstem Drehimpuls der Basisfunktionen bei
fehlender RI-Behandlung). Bei allen zu schildernden Rechnungen wurden entsprechende
Hilfsbasen der Turbomole Basissatzbibliothek entnommen.
Die Zeitersparnis ist besonders effizient fu¨r den Coulombausdruck, der allgemein bzw.
in der sog. RI-J Na¨herung folgende Gestalt hat:
J =
1
2
∫
ρ(1)ρ(2)
r12
≈
∑
αβ
〈ρ|α〉 〈α|β〉−1 〈β|ρ〉
=
∑
abcdαβ
Dab 〈ab|α〉 〈α|β〉−1 〈β|cd〉Dcd. (5.69)
Dab entspricht der Koeffizientenmatrix (Einteilchendichtematrix ) der LCAO-Entwicklung.
Diese Na¨herung kann besonders effizient in DFT-Implementierungen eingesetzt werden, bei
denen das Austauschkorrelationsfunktional keine HF-Austauschanteile hat und getrennt
vom Coulombteil behandelt wird, wozu das popula¨re B3-LYP Funktional bedauerlicher-
weise nicht za¨hlt. Auch fu¨r Møller-Plesset Sto¨rungsrechnungen kann die RI-Na¨herungen
als RI-MP2 sehr effizient eingesetzt werden. Entsprechende Module stehen beispielswei-
se in der Turbomole-Suite zur Verfu¨gung. Fehler in den absoluten Energien liegen bei
0.1 kJ/mol pro Atom, bezu¨glich Energiedifferenzen findet man eine ungefa¨hre Fehlerkom-
pensation [Ahlrichs u. a., 1998].
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6Chemische Verschiebung
Das Kernmagnetresonanzexperiment (nuclear magnetic resonance, NMR) untersuchtProben in einem statischen, a¨ußeren Magnetfeld. Nach Anlegen und Entfernen ei-
nes Pulses im Radiofrequenzbereich wird das Abklingen der Magnetisierung der Probe
in Form eines free induction decays gemessen und fouriertransformiert. Das Resultat ist
das NMR-Spektrum, aus dem sich in aller Regel Einiges u¨ber die (chemisch-strukturelle)
Nachbarschaft eines Aufatoms (bisweilen auch mehr, insbesondere durch mehrdimensiona-
le NMR) lernen la¨sst [Ja¨ger u. a., 1994; Spiess, 1997]. Pha¨nomenologisch la¨sst sich sagen,
dass ein Kern, dessen“Elektronenhu¨lle” im Verha¨ltnis zu einem beliebigen Referenzzustand
elektronenarm, also entschirmt ist, zu ”tieferem Feld” verschoben ist und umgekehrt. Die-
se Tatsache la¨sst sich nutzen, um Informationen u¨ber Typen/Absta¨nde/Koordination etc.
von Nachbaratomen eines Aufatoms zu erhalten. Dieses Kapitel erla¨utert insbesondere die
Grundlagen zur Berechnung der chemischen Verschiebung δ.
6.1 Festko¨rper-NMR, Magic Angle Spinning
Bei Flu¨ssigkeiten finden durch die schnellen Bewegungen der Teilchen Anisotropieausmit-
telungen statt. (Dies betrifft nicht nur die Anisotropien etwaiger dipolarer Wechselwir-
kungen, sondern auch die der chemischen Verschiebung und der quadrupolaren Wechsel-
wirkungen.) Daher werden in Flu¨ssigkeits-NMR-Experimenten ohne weiteres nur isotrope
Werte registriert. Bei Festko¨rpern ist die Situation anders:1 Hier ist eine solche Ausmit-
telung wegen der Starrheit der Bausteine nicht inha¨rent und resultiert i.d.R. in einer
massiven Verbreiterung des Resonanzsignals. Es wird daher mittels spezieller Techniken
versucht, den Einfluss dipolarer Wechselwirkungen der Probe auf das Spektrum zu mini-
mieren. Eine dieser Techniken ist die magic angle spinning (MAS) Technik [Andrew u. a.,
1958; Lowe, 1959; Lee und Goldburg, 1965]. Die (meist pulverisierte2) Probe wird dazu
mit hoher Geschwindigkeit im magic angle von 54.7◦ zum Magnetfeld rotiert. Durch die
hohe Rotationsgeschwindigkeit erreicht man eine weitgehende Ausmittelung der Anisotro-
pie der chemischen Verschiebung, und daru¨ber hinaus verschwindet fu¨r den Winkel ΘM
der Ausdruck
3cos2ΘM − 1, (6.1)
der die Winkelabha¨ngigkeit der NMR-Resonanzfrequenz von dipolaren Kopplungen be-
schreibt. Es la¨sst sich so letztlich ein Verlust der ungewu¨nschten Sichtbarkeit von Aniso-
tropien im NMR-Spektrum erzielen.
1Ein lesenswerter U¨bersichtsartikel zur Festko¨rper-NMR stammt von Grimmer und Blu¨mich [1994].
2Vor nicht all zu langer Zeit ist auch MAS an Einkristallen beschrieben worden [Kunath-Fandrei u. a.,
1998].
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Im Falle von amorphen Festko¨rpern fu¨hrt die MAS Technik allerdings auch oft nicht zu
einer nennenswerten Linienverschma¨lerung, da die breiten Signale nicht nur von dipolarer
Wechselwirkung herru¨hren (ko¨nnen), sondern insbesondere Manifestation von mehr oder
weniger starken, unterschiedlichen Koordinationen eines Aufatoms repra¨sentieren. D.h.
Ausschlag gebend fu¨r die Signalverbreiterung ist eine mehr oder minder breite Verteilung
von Bindungsla¨ngen und Bindungswinkeln. Dies fu¨hrt zu einer U¨berlagerung zahlreicher,
einzelner Signale.
6.2 Theoretische Behandlung und Quantenmechanik
Eine allgemein versta¨ndliche Einfu¨hrung in die theoretische Behandlung kernmagnetischer
Verschiebungen geben Ando und Webb [1983]. Ein tiefer gehendes Versta¨ndnis wird in
der umfangreichen Ausgabe der ”Principles of Magnetic Resonance” von Slichter [1989]
oder im Standardwerk von Abragam [1983] vermittelt. Aktuelle Methoden, semiempirische
Zuga¨nge, relativistische Korrekturen und eine exemplarische biochemische Anwendung
lassen sich in einer Sonderausgabe des Journal of Computational Chemistry (”Quantum
Chemical Calculations of NMR and EPR Parameters”) vom September 1999 finden. Dort
findet sich auch ein U¨bersichtsartikel u¨ber DFT-basierte Verschiebungen [Bu¨hl u. a., 1999].
Behandelt man Systeme, die aus magnetischen Untersystemen mit Drehimpulsen (also
z.B. Elektronen oder Atomkernen) zusammengesetzt sind, so la¨sst sich dem Gesamtsystem
ein (Gesamt-)magnetisches Moment µ und ein (Gesamt-)Drehimpuls J zuordnen. Die
Proportionalita¨tskonstante zwischen diesen Vektoren wird die gyromagnetische Konstante
γ genannt:
µ = γJ (6.2)
Zu Jˆ2 erha¨lt man Eigenwerte ~J(J + 1) mit J als halb- oder ganzzahligen Werten. Insge-
samt ergeben sich bei gegebenem J 2J + 1 Eigenwerte ~mJ .
Beschra¨nken wir nun diese Betrachtung: I sei ein beliebiger Kernspin. Wird nun ein
Atom mit einem von Null verschiedenen Kernspin I in ein statisches, homogenes Magnet-
feld der Sta¨rke B0 und Orientierung in z-Richtung gebracht, so werden die mo¨glichen
Projektionen der Kernspineigenwerte auf die z-Achse in 2I + 1 Zusta¨nde gequantelt. Der
Hamiltonoperator zu diesem Problem ist gerade
H = −γB0Iz, (6.3)
und die entsprechenden Energien der Niveaux lauten daher
EmI = −γB0~mI (6.4)
mit mI als der magnetischen Quantenzahl. Die Differenz zwischen zwei Niveaux ist dem-
nach gegeben als
∆E = −γ~B0. (6.5)
Aus dieser Beziehung und der Auswahlregel ∆mI = ±1 folgt die Resonanzbedingung fu¨r
das NMR-Experiment, bei dem eine Radiofrequenz mit Frequenz ω0 eingestrahlt (bzw. ein
oszillierendes zweites Magnetfeld angelegt ) wird:3
~ω0 = ∆E = −γ~B0. (6.6)
3Umgeformt gilt ω0 = −γB0, wobei auffa¨llt, dass das ~ weggefallen ist und es plausibel erscheint,
ein klassisches Bild fu¨r den Sachverhalt finden zu ko¨nnen. Grobe Einscha¨tzungen der Resonanzbedingun-
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Diese Gleichung ha¨tte chemisch keine wesentliche Bedeutung, wa¨re da nicht die Tatsa-
che, dass gleiche Elemente in Verbindungen dennoch verschiedene Resonanzsignale liefern.
Diese Entdeckung wurde bereits 1950 von Proctor und Yu [1950] an den beiden Stick-
stoffkernen im Ammoniumnitrat NH4NO3 gemacht.4 Die Erkla¨rung liefert das Modell der
Abschirmung: Man geht davon aus, dass die ”chemische Umgebung”, d.h. die einen Kern
A umgebenden Elektronen und Atome, die Resonanzbedingung vera¨ndert, den Kern ab-
schirmt:
ωA = γAB0(1− σA), (6.7)
bzw. mit dem magnetischen Kernmoment µ = γ~mI
∆E = −µA(1− σA)B0. (6.8)
σA ist dabei eine kernspezifische (nicht elementspezifische!) Abschirmung, die dann gemes-
sen werden kann, wenn ωA und B0 sehr genau bestimmt werden ko¨nnen. Experimentell
geht man allerdings wegen technischer Ungenauigkeiten so vor, dass man Referenzsubstan-
zen vermisst und die Ergebnissse als Differenzen der Abschirmung zwischen der Referenz
(Standard) angibt; wegen ihrer numerischen Werte wird sie als chemische Verschiebung
δA fu¨r einen Kern A in parts per million, ppm, angegeben:
δA[ppm] =
νProbe[Hz]− νReferenz[Hz]
Messfrequenz [MHz]
.
Eine gro¨ßere Resonanzfrequenz bedeutet also eine kleinere chemische Verschiebung. Das
am Kern herrschende effektive Feld B′ und das urspru¨ngliche Feld B0 sind nicht notwen-
digerweise parallel angeordnet und daher in einer Tensorbeziehung zu erfassen:
B′ = −σB. (6.9)
Das σ wird als Abschirmungstensor bezeichnet, und seine Komponenten sind prinzipiell
dem Experiment zuga¨nglich. Die Anisotropie der kernmagnetischen Abschirmung wird
definiert als:
∆σA = σAαα − 12 (σAββ + σAγγ) (6.10)
mit der Konvention σαα ≥ σββ ≥ σγγ . Weiter sind α, β, γ die kartesischen Komponenten.
Der isotrope Anteil der Abschirmung entspricht dem Drittel der Spur des Tensors:
σA iso =
1
3
(σAαα + σAββ + σAγγ). (6.11)
Im Vergleich entspricht der im Festko¨rper gemessene isotrope Anteil des Verschiebungs-
tensors (Gleichung 6.11) der in Flu¨ssigkeiten messbaren chemischen Verschiebung.
Da die Nomenklatur bisweilen verwirrend erscheinen mag und auch die Auftragung oft
Konventionen folgt, sei sie in der Abbildung 6.1 angegeben. Ist man in der Lage, diese
gen werden in der Tat mo¨glich, setzt man fu¨r das System einen klassischen Drehimpuls mit J = mvr
und ein magnetisches Moment durch eine auf einer Kreisbahn befindlichen Ladung an (µ = iA). A ist
hierbei die vom Kreis umschlossene Fla¨che, i = ec/T der Strom, e Elementarladung, T Kreisfrequenz, c
Lichtgeschwindigkeit im Vakuum. Es ergibt sich γ = e/(2mc), kleine Massen haben also große γ’s.
4Das NMR-Pha¨nomen als solches wurde 1946 von Felix Bloch und Edward Purcell entdeckt, die sechs
Jahre spa¨ter dafu¨r mit dem Nobelpreis geehrt wurden. 1991 wurde fu¨r die Kernspinresonanz erneut ein
Nobelpreis vergeben, und zwar an den Schweizer Richard Ernst fu¨r die hochauflo¨sende Fourier-Transform-
NMR [Ernst, 1992].
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Abbildung 6.1: Abschirmung σ, Verschiebung δ und entsprechende Trends anschaulich, nach
Grimmer und Blu¨mich [1994].
Abschirmung zu berechnen, wird die Berechnung der Resonanz eines NMR-Signals ermo¨g-
licht. In der Tat ist dies mit Moleku¨lorbitalmodellen mo¨glich, und die Herangehensweise
zur Lo¨sung dieses Problems ist Gegenstand der folgenden Ausfu¨hrungen. 5
6.2.1 Sto¨rungstheorien
Bei den zu behandelnden Verbindungen spielen relativistische Korrekturen zur chemischen
Verschiebung eine vergleichsweise geringe Rolle, auch wurden alle zu besprechenden Kern-
verschiebungen auf Grundlage von Eindeterminanten-SCF-Wellenfunktionen bestimmt.
Die sich durch die Qualita¨t der Resultate legitimierende Arbeitshypothese ist, dass die
elektronische Gesamtenergie durch den Aufbau des NMR-Experiments nur schwach ge-
sto¨rt wird. Diese Sto¨rungen sind in zwei grundlegenden Zuga¨ngen theoretisch erfassbar,
auf die die Diskussion beschra¨nkt werden soll: Zum einen die Rayleigh-Schro¨dinger Sto¨-
rungstheorie (RSPT) und zum anderen die Finite Sto¨rungstheorie (FPT). Als schwache
Sto¨rungen werden die Wirkung des angelegten Magnetfeldes B und das Kernmoment µA
angesetzt, die auf die Lo¨sungsvektoren Ψ0 der Schro¨dingergleichung im feldfreien Fall wir-
ken.
6.2.1.1 Rayleigh-Schro¨dinger-Doppelsto¨rungstheorie, RSPT
In der RS-Doppelsto¨rungstheorie wird die Sto¨rwellenfunktion als Potenzreihenentwicklung
in B und µ um B = 0 und µ = 0 angesetzt (um die U¨bersichtlichkeit zu erho¨hen und
Verwechslungsgefahr mit Matrices/Tensoren zu verringern, wird nachfolgend auf Pfeile
oder Fettschrift fu¨r diese Vektoren verzichtet):
Ψ(B,µKerne) = Ψ0 + Ψ(1,0)B +
Kerne∑
A
Ψ(0,1)A µA + · · · . (6.12)
5Zum vollsta¨ndigen Vergleich mit gemessenen Spektren kann es wesentlich werden, auch Spin-Spin-
Kopplungseffekte und Relaxationszeiten zu berechnen. Dies ist hier nicht relevant, daher wird auf die
einschla¨gige Literatur verwiesen.
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Die Ψ(0,1) etc. entsprechen dabei den Entwicklungskoeffizienten, deren Ordnung bzgl. jener
der Klammernotation entspricht: links fu¨r B, rechts fu¨r µ; mit A werden Kerne bezeichnet.
Der dazugeho¨rige Hamiltonoperator lautet demnach
H (B,µKerne) = H 0 +H (1,0) ·B +
∑
A
µAH
(0,1)
A
+
∑
A
B ·H (1,1) · µA + 12B ·H
(2,0) ·B + · · · (6.13)
Die Eigenwerte der Schro¨dingergleichung mit diesem Hamiltonoperator zerfallen bei Ver-
nachla¨ssigung der Hyperfeinkopplung (3. Term) in vier wesentliche Terme:
E(B,µKerne) = E0 +
∑
α
E(1,0)α Bα +
∑
A
∑
α
∑
β
BαE
(1,1)
Aαβ µAβ
+
1
2
∑
α
∑
β
BαE
(2,0)
αβ Bβ + · · · (6.14)
Dabei sind α und β wie oben die kartesischen Komponenten x, y, z. Bedenkt man die
Definition von σ in 6.8, so ist plausibel, dass zur Berechnung der Abschirmungskonstanten
fu¨r einen Kern A (bzw. des Abschirmungstensors σA) der Ausdruck E
(1,1)
Aαβ ausgewertet
werden muss:
σA = E
(1,1)
A + I3. (6.15)
E
(1,0)
α entspricht (bis auf das Vorzeichen) der α-Komponente des magnetischen Dipolmo-
mentes der Elektronen M elecα — was fu¨r geschlossenschalige Systeme gleich Null ist:∑
α
E(1,0)α Bα = −
∑
α
M elecα Bα
= 0 (fu¨r geschlossenschalige Systeme). (6.16)
Es gelten daher die Beziehungen∑
α
(
−M elecα −
∑
A
µAαBα
)
= −
∑
α
Mmolα Bα
= −MmolB. (6.17)
Der letzte Term der Gleichung 6.14 beschreibt die diamagnetische Polarisierung, der dritte
Term aber beinhaltet sowohl die gesuchte Abschirmung als auch das magnetische Dipol-
moment der ”nackten” Kerne.∑
A
∑
α
∑
β
BαE
(1,1)
Aαβ µAβ =
∑
A
∑
α
∑
β
(BασαβµAβ)−
∑
A
∑
α
∑
β
BαµAβ · δαβ . (6.18)
Mit diesen Korrespondenzen la¨sst sich (6.14) ausdru¨cken als:
E(B,µKerne) = E0 −
∑
α
Mmolα Bα +
∑
A
∑
α
∑
β
BασAαβµAβ
−1
2
∑
α
∑
β
BαχαβBβ + · · · (6.19)
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Auflo¨sen nach E(1,1)Aαβ fu¨hrt schließlich zu:
E
(1,1)
Aαβ =
〈
Ψ0
∣∣∣H (1,1)A ∣∣∣Ψ0〉+ 〈Ψ0 ∣∣∣H (0,1)Aα ∣∣∣Ψ(1,0)β 〉+ 〈Ψ0 ∣∣∣H (1,0)α ∣∣∣Ψ(0,1)Aβ 〉 . (6.20)
Die gesto¨rten Wellenfunktionen in den kets der zweiten und dritten Terme, Ψ(1,0)β und
Ψ(0,1)Aβ , lassen sich ebenfalls in der Basis der ungesto¨rten Wellenfunktionen Ψ
k ausdru¨cken:
Ψ(1,0)β =
∞∑
k 6=0
C
(1,0)
kβ Ψ
k (6.21)
mit
C
(1,0)
kβ = −
〈
Ψk
∣∣∣H (1,0)β ∣∣∣Ψ0〉
Ek − E0 . (6.22)
Vollsta¨ndig ausgedru¨ckt werden die Komponenten des Abschirmungstensors σAαβ dem-
nach
σAαβ = δαβ +
〈
Ψ0
∣∣∣H (1,1)Aαβ ∣∣∣Ψ0〉
−
∞∑
k 6=0
〈
Ψ0
∣∣∣H (0,1)Aα ∣∣∣Ψk〉〈Ψk ∣∣∣H (1,0)β ∣∣∣Ψ0〉+ 〈Ψ0 ∣∣∣H (1,0)α ∣∣∣Ψk〉〈Ψk ∣∣∣H (0,1)Aβ ∣∣∣Ψ0〉
Ek − E0 .
(6.23)
Explizit lauten die Sto¨roperatoren:
H
(1,1)
Aαβ =
e2
2mc2
∑
i
ri · riAδαβ − riαriAβ
r3iA
(6.24)
H (1,0)α =
e
2mc
∑
i
Liα (6.25)
H
(0,1)
Aα =
e
mc
∑
i
LiAα
r3
. (6.26)
riA ist dabei der Kern-Elektron-Abstand, δαβ das Kroneckerdelta, c die Lichtgeschwindig-
keit im Vakuum, m die Masse des Elektrons und Li der elektronische Drehimpulsoperator
bzw. die entsprechende kartesische Komponente.
Dia- und Paramagnetische Anteile Oft ist es lehrreich, die Abschirmung in dia- und
paramagnetische Anteile aufzuspalten:
σAαβ = σAαβd + σAαβp. (6.27)
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Folgende Terme entsprechen nicht mehr exakt denen der o.g. Summen, eher erfolgt eine
Separation in solche Terme, die den Drehimpulsoperator enthalten und solche, die ihn
nicht enthalten. Die Definitionen lauten in expliziter Schreibweise:
σAαβ
d =
µ0e
2
8pim
〈
Ψ0
∣∣∣∣∣∣
∑
i
ri · riAδαβ − riαriAβ
r3iA
∣∣∣∣∣∣Ψ0
〉
+ δαβ . (6.28a)
σAαβ
p = −µ0e
2
8pim
·
∑
k 6=0

〈
Ψ0
∣∣∣∣∑
i
Liα
∣∣∣∣Ψk〉〈Ψk ∣∣∣∣∑
i
LiAβ
r3
∣∣∣∣Ψ0〉
Ek − E0
+
〈
Ψ0
∣∣∣∣∑
i
LiAα
r3
∣∣∣∣Ψk〉〈Ψk ∣∣∣∣∑
i
Liβ
∣∣∣∣Ψ0〉
Ek − E0
 . (6.28b)
µ0 ist die Permeabilita¨t (engl.: permittivity) im Vakuum. Diamagnetische und paramagne-
tische Anteile wirken also gegensa¨tzlich (Vorzeichen!). Paramagnetische Beitra¨ge erha¨lt
man offenbar weiterhin nur fu¨r Valenzelektronen, fu¨r die das Bahnmoment von Null ver-
schieden ist, also keine s Valenzelektronen.6 Im diamagnetischen Term findet sich die
Grundzustandswellenfunktion sowohl im bra als auch im ket. Es la¨sst sich daher sagen,
dass diese Beitra¨ge ausschließlich vom elektronischen Grundzustand herru¨hren. Im Gegen-
satz dazu ha¨ngt der paramagnetische Anteil sowohl von der Grundzustandswellenfunktion
als auch von angeregten- und Kontinuumsfunktionen ab (Summe u¨ber k, Nenner), u¨ber
die im Allgemeinen weniger bekannt ist, bzw. die rechnerisch (und theoretisch) wesentlich
schwieriger zuga¨nglich sind.
Die Summe u¨ber alle Zusta¨nde in den obigen Gleichungen fu¨hrte zu dem gebra¨uchlichen
Namen SOS (sum over states)-Theorie fu¨r diese Theorie zur Berechnung der Kernresonanz.
Protagonisten der Entwicklung dieser Methodik waren neben Ramsey [1950] Vladimir
Malkin und Olga Malkina [1995].
6.2.1.2 Finite Sto¨rungstheorie, FPT
Wie bereits gesehen, resultiert bei Anwendung der RSPT zur Berechnung von NMR-Ver-
schiebungen ein SOS-Ausdruck, der wegen der Schwierigkeit der Auswertung der entspre-
chenden Summation (sehr langsame Konvergenz) unter Umsta¨nden Probleme bereitet. Ein
alternativer Zugang ist in der Finiten Sto¨rungstheorie gegeben, bei der die Entwicklung
von H in der folgenden Form geschrieben sei (die Indices notieren Ableitungen nach den
λn):
H (λ) = H 0 + λ1H1 + λ2H2 + · · · (6.29)
6Nota bene: Das bedeutet offenbar nicht, dass formal diamagnetische Verbindungen nicht auch para-
magnetische Beitra¨ge haben ko¨nnen!
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Die Komponenten des Tensors der chemischen Verschiebung werden bestimmt, indem man
eine Sto¨rentwicklung um die Stelle µAβ = Bα = 0 vornimmt. Es ergibt sich so:
σAαβ =
[
∂2E(µA, B)
∂µAβ∂Bα
]
µAβ=Bα=0
+ δαβ . (6.30)
Gesucht ist also eine zweite Ableitung der Energie, die u¨ber die erste Ableitung eines gesto¨r-
ten Hamiltonoperators berechenbar sein sollte. Nach dem Hellmann-Feynman-Theorem
gilt:
∂E(λ)
∂λ1
=
〈
Ψ(λ)
∣∣∣∣∂H (λ)∂λ1
∣∣∣∣Ψ(λ)〉 = 〈Ψ(λ) |H1|Ψ(λ)〉 . (6.31)
Fu¨r die zweite Ableitung folgt ganz analog:[
∂2E(λ1, λ2, λ3, . . . )
∂λ1∂λ2
]
λ1=λ2=0
=
[
∂
∂λ2
〈Ψ(λ2) |H1|Ψ(λ2)〉
]
λ2=0
. (6.32)
Identifiziert man nun λ1 mit µA und λ2 mit B, so wird deutlich, dass man zur Berechnung
einer doppelt gesto¨rten Energie lediglich den Hamiltonoperator linear in beiden Sto¨rpara-
metern beno¨tigt, nicht aber die Wellenfunktion. Letztere geht lediglich als einfach gesto¨rt
(in B, dem zweiten Parameter) ein, was einer Aussage des Dalgarnoschen Austauschtheo-
rems entspricht [Dalgarno und Stewart, 1958].
H (B) = H 0 +BH2. (6.33)
Diese Tatsache erleichtert die Berechnung von NMR-Verschiebungen gro¨ßerer Verbindun-
gen, da eine Abha¨ngigkeit von der Kernzahl herausfa¨llt — natu¨rlich besteht sie indirekt
u¨ber die Abha¨ngigkeit von der Gro¨ße der Basis. Einsetzen von Gl. 6.32 in den Ausdruck
fu¨r die Komponenten des Abschirmungstensors (6.30) fu¨hrt schließlich zu
σAαβ =
[
∂
∂Bα
〈
Ψ(Bα)
∣∣∣H (0,1)Aβ +H (1,1)Aαβ ∣∣∣Ψ(Bα)〉]
Bα=0
+ δαβ . (6.34)
Auch hier la¨sst sich nach Drehimpulsen ordnen, um paramagnetische und diamagneti-
sche Anteile getrennt berechnen zu ko¨nnen; sie sollen ohne weitere Herleitung angegeben
werden:
σAαβ
d =
〈
Ψ0
∣∣∣H (1,1)Aαβ ∣∣∣Ψ0〉+ δαβ (6.35)
σAαβ
p =
[
∂
∂Bα
〈
Ψ(Bα)
∣∣∣H (0,1)Aβ ∣∣∣Ψ(Bα)〉]
Bα=0
. (6.36)
Wie man sieht, taucht hier fu¨r den paramagnetischen Anteil nur die gesto¨rte Wellenfunk-
tion Ψ(Bα) auf; ein SOS Term ist nicht vorhanden. Es ist besonders darauf aufmerksam
zu machen, dass wegen dieser elementaren Unterschiede die Vergleichbarkeit der jeweiligen
Ausdru¨cke fu¨r paramagnetische Anteile in FPT und RSPT wegen der endlichen Summa-
tion in Gl. 6.28b eingeschra¨nkt ist.
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6.2.2 Eichvarianz
Eichvarianz (oder Ursprungsabha¨ngigkeit) ist ein Problem bei der Berechnung kernma-
gnetischer Abschirmungen. Zu ihrem Versta¨ndnis mu¨ssen zuna¨chst ein paar grundlegende
Definitionen der Elektrodynamik gegeben werden. Anschließend wird geschildert werden,
wie man vorgeht, um die auftauchenden Probleme zu beheben. Formuliert man den elek-
tronischen Hamiltonoperator als
H elec = − ~
2
2m
∑
i
∇2i −
∑
i
∑
k
Zke
2
rik
+
∑
i
∑
j<i
e2
rij
, (6.37)
so muss bei Anwesenheit eines Magnetfeldes der Impulsteil im Hamiltonoperator pˆ = −i~∇
um eA vergro¨ßert werden. A ist dabei das durch das Magnetfeld verursachte Vektorpo-
tenzial, das (bei der u¨blichen Wahl der Eichung) durch drei Beziehungen charakterisiert
ist:7
A =
1
2
B × r (6.38)
∇×A = B (6.39)
∇A = 0 (Coulombeichung). (6.40)
Selbst bei Na¨herung eines homogenen Magnetfeldes beinhaltet die erste der drei Glei-
chungen mit r eine explizite Ortsabha¨ngigkeit und fu¨r den Fall unvollsta¨ndiger Basen
(wie es i.d.R. der Praxis entspricht) damit eine Ursprungsabha¨ngigkeit (engl.: gauge de-
pendence), die allerdings aufgelo¨st werden kann. Es gibt verschiedene Mo¨glichkeiten, eine
solche Eichvarianz zu minimieren [Gauss, 2000]. U¨blicherweise benutzt man heutzutage
sog. London-Orbitale oder auch gauge independent atomic orbitals, GIAOs (θµ(B)), de-
ren Namensgebung etwas unsauber ist, denn sie enthalten sehr wohl einen Ursprung im
Exponenten als eingefu¨gten Phasenfaktor:8
θµ(B) = χµ exp
[
− ie
~
Aµ · r
]
(6.41)
mit
Aµ =
1
2
B × rµ. (6.42)
Die u¨blichen Atomorbitale χµ werden also mit einem Phasenfaktor versehen, der vom
Eichursprung des Vektorpotenzials abha¨ngt. Der Wert von A am Kernort rµ eines Atoms
zum AO χµ ist Aµ [Helgaker, 1997]. Hier ist r der Ortsvektor eines Elektrons in χµ.
Im CPHF (coupled perturbed Hartree-Fock), also dem HF-SCF doppelter Sto¨rungstheorie)
optimiert man diesen Phasenfaktor mit, wodurch die erste Ableitung nachB verschwindet.
Die Wahl des Ursprungs ist im Prinzip beliebig, meist geht man so vor, dass man die
entsprechenden Kernkoordinaten als Ursprung fu¨r das entsprechende GIAO ansetzt. Die
Eichabha¨ngigkeit wird also offenbar nicht aufgehoben, sondern auf mehrere Urspru¨nge
”verteilt”und eindeutig referenziert. Als weiterer Vorteil ist die massive Beschleunigung der
Basissatzkonvergenz zu nennen. In allen zu berichtenden Berechnungen der Kernresonanz
wurden solche GIAOs verwendet.
7Zur Notation: Divergenz: div a =∇ · a, Rotation: rot a =∇× a, Gradient: grad u =∇u.
8Manche Autoren bevorzugen aus diesem Grunde bei gleicher Abku¨rzung eher den Begriff gauge inclu-
ding atomic orbitals.
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7Potenziale fu¨r Siliciumbornitride
Hier wird u¨ber die Menge der Eingabedaten berichtet, an die Potenziale angepasst wur-den, und die damit das Trainingsset bilden. In weiteren Abschnitten stehen detaillierte
Schilderungen der verschiedenen Parameterisierungen und der jeweiligen Leistungsfa¨hig-
keit der erzielten Potenziale an. Eine Gegenu¨berstellung der verschiedenen Parametersa¨tze
bildet den Abschluss dieses Kapitels.
7.1 Eingabedaten
Wie bereits im Abschnitt 3.2.4 (S. 38) angedeutet, dienten zur Parameterisierung von
Wechselwirkungspotenzialen sowohl experimentelle als auch berechnete Zahlen als Input-
daten. Es ist eine nicht besonders alte Erkenntnis, dass es ratsam sei, beide Quellen zur
Parameterisierung heran zu ziehen [Tsuneyuki u. a., 1988; van Beest u. a., 1990]. In den
folgenden Absa¨tzen soll sich etwas ausfu¨hrlicher der Validierung der Methoden zur Er-
langung der Eingabedaten gewidmet werden. Das schließt insbesondere die Qualita¨t der
quantenchemischen Verfahren ein. Die Validierung erfolgt anhand der Ergebnisse zweier
Precursoren. Da nicht an jeder Stelle explizit erwa¨hnt wird, mit welchen Programmen
gearbeitet wurde, soll hier eine kurze Auflistung der Pakete erfolgen: Energien wurden u¨b-
licherweise mit Turbomole [Ahlrichs u. a., 1989; Ha¨ser und Ahlrichs, 1989] oder Gaus-
sian98 [Frisch u. a., 1998] bestimmt; die Potenziale wurden mit Gulp [Gale, 1997, 1996]
parameterisiert. Radialverteilungsfunktionen ließen sich komfortabel mit dem von Gra-
binski [2001] geschriebenen CluScat2000 berechnen, u¨ber das er ausfu¨hrlich in seiner
Dissertation berichten wird.
7.1.1 Experimentelle Eingabedaten
Experimentelle Ergebnisse, die als Inputdaten fungierten, wurden fu¨r zweiatomige Mole-
ku¨le aus der Standardliteratur [Huber und Herzberg, 1979] bezogen; experimentelle Fest-
ko¨rperstrukturen hingegen wurden im Wesentlichen der International Crystal Structure
Database (ICSD) entnommen [Bergerhoff u. a., 1983; Gmelin-Institut und FIZ, Karlsruhe,
1998]. Ausnahmen von diesem Vorgehen sind entsprechend gekennzeichnet.1
Hexagonales Bornitrid wird teilweise unterschiedlich in der Literatur diskutiert; die
Unterschiede beschra¨nken sich aber im Wesentlichen auf den Interschichtabstand. Wegen
des sehr schwachen Charakters der entsprechenden ”Bindungen” erscheint das plausibel.
Hier wurde die bekannte Ro¨ntgenstruktur von Pease [1952] eingesetzt. Zweitordnungsei-
1Vielleicht in diesem Kontext am bemerkenswertesten mag die Inkonsistenz zwischen der Originallite-
ratur und der ICSD fu¨r einen Eintrag bezu¨glich des β-Si3N4 sein: Die ICSD gibt die Zellkonstanten a und
b um 0.1 A˚ gro¨ßer an.
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Abbildung 7.1: Bornitride (von links nach rechts und oben nach unten): hexagonales (α-BN) mit
Schichtfolge A–B–A, rhomboedrisches BN mit Schichtfolge A–B–C, Wurtzit-BN (w-BN) mit vier-
facher Koordination von Bor und Stickstoff in hexagonaler Einheitszelle und schließlich kubisches
(β-BN), ebenfalls vierfach koordiniert.
genschaften von Bornitriden existieren vergleichsweise vielfa¨ltig in der Literatur. Als Kon-
sequenz aus den Ungenauigkeiten bei der experimentellen Bestimmung des Interschichtab-
stands sind auch damit korrespondierenden Eigenschaften nicht unproblematisch zu erhal-
ten: Die Frequenzen bzw. insbesondere das LO/TO-Splitting am Brillouin-Zonenzentrum
sind fu¨r einige Zeit experimentell nur durch Untersuchungen an Schichten auf Nickel be-
kannt gewesen [Rokuta u. a., 1997] bzw. fu¨r Monolagen berechnet worden [Miyamoto u. a.,
1995]. Erst unla¨ngst haben Kern u. a. [1999] mit (lokalen) Dichtefunktionalen die vollsta¨n-
dige Phononendispersion fu¨r kubisches und hexagonales BN berechnet. In den ju¨ngeren
Fitruns konnte dies mit einbezogen werden. Zu den elastischen Konstanten des hexagona-
len Bornitrids ist zu sagen, dass die Werte fu¨r c11, c12 und c44 gut untersucht wurden [Kim
u. a., 1996; Wittkowski u. a., 1999], der entsprechende Wert fu¨r c33 allerdings jedoch nur
selten angegangen wurde: Green u. a. [1976] scha¨tzen anhand von Messungen, die Lynch
und Drickamer [1966] durchfu¨hrten, den Wert auf 31.2 GPa ab, das in zufrieden stellender
U¨bereinstimmung mit einem recht alten Experiment von Ramani u. a. [1978] steht. Fu¨r
die Anpassungen selber wurde ein Dichtefunktionalwert berechnet (Abschnitt 7.1.2.2, ab
S. 120).
Die Struktur des α-Si3N4 wurde sowohl der Arbeit von Kato u. a. [1975] als auch dem
Experiment von Yang u. a. [1995] entnommen (Abb. 7.2); die Daten unterscheiden sich
numerisch, sind aber bzgl. der Raumgruppe eindeutig.
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Abbildung 7.2: Siliciumnitride (von oben nach unten und links nach rechts): α-Si3N4 (ecken-
verknu¨pfte Tetraeder SiN4, vier nicht symmetrie-a¨quivalente Stickstoffe in der Einheitszelle, von
denen drei mehr oder weniger pyramidal (Torsionswinkel von ca. 2–5◦), das andere so gut wie
planar umgeben ist [Kato u. a., 1975]), β-Si3N4 (alle N in planarer Umgebung, die Dreiecke in
Aufsicht deuten die Umgebung des C3-symmetrischen Stickstoffatoms an [Yang u. a., 1995]) und
kubisches (”Spinell”-)Si3N4 [Zerr u. a., 1999]. Im letzten Fall ist die ungewo¨hnliche, oktaedrische
Koordination des Siliciums durch rote Oktaeder hervorgehoben.
Im Falle des β-Si3N4 muss gesagt werden, dass sich insbesondere zwei unterschiedliche
Strukturtypen standhaft in der Literatur halten, wobei es sich zum einen um eine P63-
symmetrische [Gru¨n, 1979], zum anderen um eine P63/m-symmetrische [Hardie und Jack,
1957] Verbindung handelt. Eine mo¨gliche Ursache fu¨r die Schwierigkeit der Eindeutig-
keit mag in den geringen Energieunterschieden der beiden Phasen, α-Si3N4 und β-Si3N4,
und den damit verbundenen Problemen liegen, Si3N4-Einkristalle herzustellen [Liang u. a.,
2000]. Zu Beginn der Arbeiten dienten die Gru¨nschen Strukturparameter als Inputdaten.
(Auf diese bezieht sich u¨brigens auch eine ju¨ngere ab initio-Arbeit zu Struktur und Energie
der Siliciumnitride von Ching u. a. [2000].) Im Verlauf der Anpassungen erschien es jedoch
immer wahrscheinlicher, dass die Struktur mit der Spiegelebene die Wahrheit wiedergibt,
so dass die spa¨teren Potenziale auf Basis der Hardie- bzw. Yang-Struktur [1995] paramete-
risiert sind. Weiter zeigte sich im Laufe der Anpassungen eine gewisse ”innere Konsistenz”:
Die P63/m-symmetrische Struktur lieferte meist die kleineren Fehlerquadrate. Ein weiteres
Argument fu¨r die P63/m-Struktur ist schließlich in der Tatsache zu sehen, dass die vor kur-
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zem publizierten elastischen Konstanten des β-Si3N4 von Vogelgesang u. a. [2000] (an die
teilweise auch angepasst wurde) ebenfalls von der Raumgruppe mit Spiegelebene ausgehen,
so dass Eigenschaften und Struktur von ein und denselben Autoren verwendet wurden.
Strukturdaten zum unla¨ngst gefundenen (und theoretisch berechneten) kubischen (Spi-
nell)-Siliciumnitrid entstammten zuna¨chst der entsprechenden Erstpublikation [Zerr u. a.,
1999]. In den nachfolgenden Monaten erschienen allerdings weitere Publikationen [Sekine
u. a., 2000; Jiang u. a., 2000], die eher auf eine etwas kleinere Zelle (a = b = c = 7.734 statt
7.8 A˚) hindeuteten, woraufhin entsprechend korrigiert wurde. Elastische Konstanten ba-
sieren auf Messungen von Soignard u. a. [2001]. (In diesem Zusammenhang mo¨glicherweise
relevante weitere Daten wurden in [He u. a., 2000] publiziert.) Um einen besseren Eindruck
der (teilweise recht komplexen) Strukturen zu bekommen, sind auch die wichtigsten Silici-
umnitrid-Kristalle in der nachfolgenden Abbildung (7.2) dargestellt. Im Appendix A finden
sich die Strukturdaten auch quantitativ. Die Ramanspektren fu¨r α-Si3N4 und β-Si3N4 sind
ebenfalls bekannt [Wada u. a., 1981], allerdings in der Publikation nicht zugeordnet.2 We-
gen der geringen Unterschiede zwischen α-Si3N4 und β-Si3N4 wurde fu¨r das β-Si3N4 in
diesem Falle die ho¨chste Mode der Frequenz 1047 cm-1 zugeordnet und an diese angepasst.
7.1.2 Theoretisch bestimmte Eingabedaten
7.1.2.1 Validierung der quantenchemischen Methoden
Zur Validierung der quantenchemischen Methodik und um nachfolgend eine zuverla¨ssige
Bestimmung von Eigenschaften Si/B/N/(C)-haltiger Moleku¨le zu erzielen, wurden (mo-
lekulare) Berechnungen am [(Trichlorsilyl)dichlor]aminoboran (TADB) und [(Trichlorsi-
lyl)dichlorboryl]ethan (TSDE) durchgefu¨hrt und die erhaltenen Daten insbesondere mit
Infrarot(IR)-Spektren verglichen. Es zeigte sich hier eine erstaunliche U¨bereinstimmung
von Experiment und Theorie, die im Laufe der Zeit durch besseres Anpassen der Verfah-
ren noch gesteigert wurde (TADB wurde knapp zwei Jahre vor TSDE berechnet). Erste
methodische Absicherungen fu¨r die berechneten Systeme erfolgten daru¨ber hinaus bereits
im Jahre 1996 [Gastreich].
Da die nun zu besprechenden Verbindungen vergleichsweise klein sind, konnte ein Me-
thodenvergleich mit anspruchsvolleren Methoden hier zeigen, welche Na¨herungen fu¨r Ver-
bindungen dieser Klasse (Si,B,N,C-haltig) noch tragbar sind; so wurden neben SCF/HF-
und MP2-Rechnungen auch Sto¨rungsrechnungen ho¨herer Ordnung durchgefu¨hrt (MP3,
MP4SDQ). Hier stand ebenfalls das Paradigma im Vordergrund, Referenzrechnungen mo¨g-
lichst Ressourcen schonend durchzufu¨hren, um aus Gru¨nden der methodischen Konsistenz
mit gleichen Verfahren auch die Energie weit gro¨ßerer Verbindungen erhalten zu ko¨nnen.
(In Bezug auf diesen Punkt sind insbesondere auch die Geometrieoptimierungen der Clu-
stermodelle fu¨r die Festko¨rper-NMR-Vorhersagen zu nennen (Kapitel 8, ab Seite 173)).
Im Wesentlichen wurden daher Dichtefunktionalrechnungen mit moderaten Basissa¨t-
zen bzw. MP2-Rechnungen unter Anwendung der RI-Na¨herung fu¨r Coulombintegrale her-
angezogen, fu¨r die parallel implementierte Programmpakete zur Verfu¨gung standen (z.B.
DGauss [Oxford Molecular Group Ltd., 1997] und Turbomole [Ahlrichs u. a., 1989; Ha¨-
ser und Ahlrichs, 1989]). Fu¨r die numerische Berechnung von Normalschwingungen auf
RI-MP2-Niveau wurde eine Routine implementiert, die die Gradientendaten des entspre-
2Gruppentheoretische U¨berlegungen fu¨hren zu acht u¨berza¨hligen Resonanzen im vero¨ffentlichten Spek-
trum des α-Si3N4.
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chenden Turbomole-Moduls im Rahmen der Methode der Finiten Differenzen auswertet
[Grimme u. a., 1996].
TADB Die Geometrie von TADB, [(Trichlorsilyl)dichlor]aminoboran — es ist in den
nachfolgenden Grafiken dargestellt — wurde mit Dichtefunktionalverfahren bestimmt; fu¨r
Energiebestimmungen kamen folgende Ansa¨tze (Methode//Basis) zum Einsatz:
• SCF//6-31G*
• Dichtefunktional mit Slater-Austausch- und Vosko-Wilk-Nusair-Korrelationsfunktio-
nal (S-VWN)//6-31G*
• Dichtefunktional mit Becke3-Austausch- und Lee-Yang-Parr-Korrelation
(B3-LYP)//6-31G*
• MP2//6-31G*
• MP3//6-31G*
• MP4SDQ//6-31G*
Das experimentelle IR-Spektrum wurde am Institut fu¨r Anorganische Chemie der Univer-
sita¨t Bonn vermessen. Weitere technische Details finden sich in der entsprechenden Publi-
kation [Mu¨hlha¨user u. a., 1996]. Die Startgeometrien zur Suche von stationa¨ren Punkten
der Hyperfla¨che des Moleku¨ls hatten die in Abb. 7.3 wiedergegebenen Geometrien. Wie
N1
H2
Cl8
Cl9Cl5 Cl7
Cl6 N1
H2
Cl8
Cl9
Cl5Cl7
Cl6
(I) (II)
N1
H2
Cl8 Cl9
Cl5 Cl7
Cl6 N1
H2
Cl8 Cl9
Cl5Cl7
Cl6
(III) (IV)
Abbildung 7.3: TADB: Startkonfigurationen vor Optimierungen
sich bei allen angewandten Methoden zeigte, erwies sich lediglich die Struktur (I) als ein
Minimum auf der Grundzustandshyperfla¨che von TADB, (II) ist ein Sattelpunkt erster
Ordnung. Wird mit Newton-Raphson Techniken in der Moleku¨lpunktgruppe C1 gerechnet,
so gelangt man von der Struktur (III, Cs-Symmetrie), zur Struktur (IV), einem weiteren
Sattelpunkt. Fu¨r die jeweiligen stationa¨ren Punkte (I: Minimum, II, IV: Sattel) wurden
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Geometrieparameter erhalten, die in Tabelle 7.1 wiedergegeben sind. Die Dichtefunktio-
nalergebnisse unterscheiden sich bezu¨glich der Geometrie offenbar nur marginal. Im Trend
neigt das S-VWN Funktional zu ku¨rzeren Bindungsla¨ngen als das B3-LYP Funktional, was
wegen fehlender Korrelationsenergie im lokalen Fall einsichtig ist.
Stationa¨rer Punkt
(I) (II) (IV)
B3-LYP: R S-VWN: R (SEN)
Partner
N–H 1.02 1.03 (1.24) 1.03 (1.24) 1.03 (1.24)
N–Si 1.74 1.73 (1.24) 1.73 (1.24) 1.70 (1.32)
N–B 1.42 1.41 (1.71) 1.41 (1.70) 1.44 (1.54)
Si–Cl(5) 2.06 2.04 (1.11) 2.02 (1.10) 2.04 (1.11)
Si–Cl(6,7) 2.05 2.03 (1.10) 2.04 (1.14) 2.04 (1.11)
B–Cl(8,9) 1.77 1.75 (1.34) 1.75 (1.36) 1.75 (1.38)
∠[◦]
Si–N–B 131.6 128.0 136.4 123.9
Si–N–H 113.6 115.4 111.2 117.7
H–N–B 114.8 116.5 112.4 118.4
N–B–Cl(8) 119.2 119.7 117.6 121.0
N–B–Cl(9) 121.4 120.1 123.4 121.0
Cl(8)–B–Cl(9) 119.5 120.2 119.0 117.9
Cl(5)–Si–N 105.1 105.0 108.2 112.0
Cl(6)–Si–N 112.0 111.8 112.7 105.5
Cl(6)–Si–Cl(7) 109.0 109.3 107.7 110.1
Cl(5)–Si–Cl(6) 109.3 109.4 109.9 107.6
Tabelle 7.1: TADB: Geometrieparameter (B3-LYP und S-VWN) und shared electron numbers
(SEN, in Klammern, S-VWN) fu¨r die Gleichgewichtsstruktur (I) und die zwei Sattelpunkte (II)
und (IV); Absta¨nde in A˚, Winkel in Grad
Ein empfindlicherer Methodentest als der Vergleich der Geometrien von stationa¨ren
Punkten liegt in der Begutachtung ihrer relativen Energien bezu¨glich ein und derselben
Struktur. Auch hier erweisen sich die gewa¨hlten Methoden als relativ gut vergleichbar und
homogen. Tab. 7.2 verdeutlicht dies anhand der S-VWN-optimierten, stationa¨ren Punkte
(II) und (IV). Zur Charakterisierung bzw. Unterscheidung konkurrierender Kandidaten
Struktur
E[kJ/mol] (II) (IV)
S-VWN +10.9 +67.8
SCF +11.3 +67.8
MP2 +12.6 +68.6
MP3 +12.1 +68.6
MP4SDQ +12.1 +68.2
Tabelle 7.2: TADB: Methodenspezifische potenzielle Energien der Punkte (II) und (IV) in kJ/Mol
fu¨r ausgewa¨hlte Punkte der Hyperfla¨che des Moleku¨ls, relativ zu Anordnung (I)
fu¨r Gleichgewichtsstrukturen stellt die lokale Dichteapproximation zuna¨chst eine pragma-
tische und gut gangbare Lo¨sung dar. Als Nebenbemerkung sei hier darauf hingewiesen,
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dass die Berechnungen gezeigt haben, dass zwischen dem Bor- und dem Stickstoffatom die
SEN (shared electron number, [Heinzmann und Ahlrichs, 1976]) von ≈ 1.7 auf modera-
ten Doppelbindungscharakter hindeutet. Anschaulich wird dieser Sachverhalt besonders,
betrachtet man das highest occupied molecular orbital, HOMO, des TADB. Es ist in der
Abbildung 7.4 wiedergegeben. Die pi-Anteile orthogonal zur B–N-Bindung sind — neben
den Atomorbitalen der einsamen Elektronen an vier der fu¨nf Chloratome — in der Ab-
bildung deutlich sichtbar (insbesondere der Anteil des pz-Atomorbitals des Stickstoffs).
Abbildung 7.4: TADB: HOMO der Verbindung in ih-
rer Gleichgewichtskonformation; die Trichlorsilylgruppe ist
links, die Dichlorborylgruppe rechts. Der partielle Doppelbin-
dungscharakter wird durch die pi-Anteile ober- und unterhalb
der B–N-Si-Verbindungsachse anschaulich.
Wichtig ist weiter eine Bewertung berechneter Eigenschaften, die in zweiter Ordnung von
der Energie abha¨ngen, denn solche geben Hinweise auf die Genauigkeit der Berechnung der
Kru¨mmung von Hyperfla¨chen. Hier bietet sich auf der Seite der experimentellen Referenzen
die Infrarotspektroskopie an; ihre Ergebnisse lassen sich gut mit Rechnungen vertretbaren
Aufwands vergleichen. Das experimentelle Spektrum fu¨r TADB, wie es in Abb. 7.5 wieder-
gegeben ist, weist im Fingerprintbereich zudem relativ scharfe Banden auf. Die Tabelle 7.3
fasst die theoretischen und experimentellen Ergebnisse zusammen.
Abbildung 7.5: TADB: Experimentelles IR-Spektrum wie von C. Leben am Inst. fu¨r Anorg. Che-
mie der Uni Bonn vermessen; es ist in [Mu¨hlha¨user u. a., 1996] bzw. der Dissertation von Ju¨nger-
mann [1997] vero¨ffentlicht. Banden bei 2874, 2933 und 2962 cm-1 geho¨ren zum Lo¨semittel (Hexan).
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Insgesamt sind die Unterschiede relativ gering, die U¨bereinstimmung mit dem Ex-
periment durchaus zufrieden stellend. Die Resonanzen der schnellen Wasserstoff-Element
Streckschwingungen werden von der lokalen Behandlung nicht schlechter behandelt als vom
B3-LYP Funktional; im Gegenteil: die Frequenzen weisen hier gar weniger Differenzen zum
Experiment auf (was an den etwas zu langen H-X Bindungen im S-VWN Resultat liegen
ko¨nnte). Eine weitere Verbesserung ist in diesem Punkt zu erzielen, wenn man neuere
Dichtefunktionale einsetzt (z.B. in [Wright u. a., 2000] beschrieben) oder Sto¨rungsansa¨tze
verfolgt. Dazu mehr weiter unten.
Tabelle 7.3: TADB: Experimentelles Infrarotspektrum (nur intensivste Schwingungen) und zuge-
ordnete, theoretisch ermittelte Eigenschwingungen samt ihrer relativen Intensita¨t und Symmetrie,
i steht fu¨r imagina¨re Frequenz.
Experiment Theorie
B3-LYP S-VWN
Struktur (I) Struktur (II)
Mode ν[cm-1] I ν Ia ν Ib ν Ic Symm.
1 36 0 42 0 26i 0 A′′
2 59 0 63 0 48 0 A′′
3 78 0 79 0 109 0 A′
4 146 0 143 0 133 0 A′
5 163 0 161 0 151 0 A′′
6 176 1 175 1 174 1 A′
7 205 1 198 1 204 0 A′
8 273 1 267 1 256 0 A′′
9 274 1 269 1 268 2 A′
10 353 1 349 1 355 0 A′
11 485 11 478 10 485 8 480 6 A′
12 492 0 478 0 469 0 A′′
13 565 15 561 12 572 8 558 9 A′
14 590 2 574 3 593 2 A′′
15 613 15 624 17 643 16 A′
16 626 60 640 41 645 36 643 36 A′′
17 856 14 850 8 861 10 854 6 A′
18 926/956 53 941 56 950 40 944 43 A′
19 1222 22 1242 21 1187 11 1220 9 A′
20 1346/1369 100 1385 100 1369 100 1381 100 A′
21 3375 19 3538 9 3466 9 3413 7 A′
a100%=705km/Mol b100%=729km/Mol c100%=788km/Mol
TSDE [(Trichlorsilyl)dichlorboryl]ethan, die zweite Vorla¨ufersubstanz, wurde 1998 im
Anorganischen Institut der Universita¨t Bonn gefunden [Ju¨ngermann, 1997] und 1999 im
Rahmen dieser Arbeiten theoretisch charakterisiert [Gastreich u. a., 1999]. Durch die Er-
fahrungen, die bereits am TADB gesammelt werden konnten, wurde hier auf die Behand-
lung mit lokalen Dichtefunktionalen verzichtet und statt dessen mit gradientenkorrigier-
ten Funktionalen bzw. Sto¨rungsrechnungen in der RI-Na¨herung gearbeitet. Auch wurden
Basissa¨tze von triple zeta-Qualita¨t aus der Turbomole Basissatzbibliothek verwendet.
Weitere technische Details finden sich ebenfalls in der Publikation. Alle Optimierungen
fu¨hrten zu derselben Konformation des Moleku¨ls, wie sie in Abb. 7.6 wiedergegeben ist.
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Abbildung 7.6: TSDE:
Gleichgewichtskonformation
Offenbar liegt dem Moleku¨l eine planare BCl2- und eine verzerrt tetraedrische SiCl3-Grup-
pe zu Grunde. Die Methylfunktion ist so gedreht, dass sterische Wechselwirkungen der
Wasserstoffatome mit den Chloratomen minimiert werden. Die zentrale Baueinheit ent-
spricht mit reinem σ-Charakter den chemischen Erwartungen. Dies steht allerdings im
Kontrast zu den Ergebnissen am TADB, bei dem die zentrale B–N-Bindung Doppelbin-
dungscharakter zeigte. Quantitativ finden sich diese Aussagen in Tabelle 7.4 wieder. DFT-
und und sto¨rungstheoretische Verfahren erweisen sich auch hier als vergleichbar, die Abwei-
chungen bei Bindungsla¨ngen liegen selbst bei Element–Wasserstoffbindungen bei maximal
2 pm und sind damit vernachla¨ssigbar. Bei den Winkeln ergibt sich ein ganz a¨hnliches
Bild: Abweichungen im Bereich von maximal einem Grad.
Bindungsla¨ngen Bindungswinkel
Partner RI-MP2 B3-LYP Partner RI-MP2 B3-LYP
Cl1–Si 2.046 2.068 Cl1–Si–Cl 108.4 107.8
Cl2–Si 2.053 2.075 Cl1–Si–Cl3 109.1 108.4
Cl3–Si 2.048 2.069 Cl2–Si–Cl3 108.5 108.0
Si–C1 1.869 1.893 Cl1–Si–C1 111.7 111.9
C1–H1 1.096 1.096 Cl2–Si–C1 108.7 108.9
C1–C2 1.560 1.551 Cl3–Si–C1 110.3 111.7
C2–H2 1.089 1.089 Si–C1-H1 103.0 102.0
C2–H4 1.089 1.090 Si–C1–C2 109.8 110.3
C2–H3 1.090 1.091 Si–C1–B 111.2 112.6
C1–B 1.560 1.567 H1–C1–C2 110.5 109.5
B–Cl4 1.748 1.763 C1–B–Cl4 120.5 121.5
B–Cl5 1.748 1.764 C1–B–Cl5 120.6 120.8
C1–C2–H2 111.3 111.6
C1–C2–H3 110.2 110.1
C1–C2–H4 111.2 111.2
H2–C2–H3 107.5 107.2
H2–C2–H4 108.4 108.4
H4–C2–H3 108.0 107.7
Cl4–B–Cl5 118.9 117.8
Tabelle 7.4: TSDE: Geometrieparameter der Gleichgewichtsstruktur bei Berechnung mit verschie-
denen Methoden im Vergleich. Stets wurde die TZVP-Basis der Turbomole-Bibliothek verwendet.
Der Vergleich von theoretischen und experimentellen Infrarotdaten ist erstaunlich gut, wie
Abbildung 7.7 und die dazugeho¨rige Tabelle 7.5 verdeutlichen mo¨gen. Beide Korrelations-
behandlungen erweisen sich als anna¨hernd ebenbu¨rtig. Die DFT Behandlung vertauscht
allerdings die Zuordnung der Moden 30 und 31, die sich ihrerseits aber lediglich um 31
Wellenzahlen unterscheiden. Methodenspezifische Skalierungsfaktoren fu¨r ein uniformes
Skalieren (alle Frequenzen werden mit dem gleichen Faktor gewichtet, Hehre u. a. [1986])
ergeben sich zu 0.9676 (DFT) und 0.9582 (RI-MP2).
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Abbildung 7.7: TSDE: IR-Absorptionsspektrum wie in [Ju¨ngermann, 1997], a.u. steht hier fu¨r
arbitrary units, willku¨rliche Einheiten.
Abbildung 7.8: TSDE: Fingerprintbereich der IR-Absorptionen, (rotes) Strichspektrum entspricht
den theoretischen Werten.
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Tabelle 7.5: TSDE: Infrarot-Schwingungsdaten (experimentelle und skalierte bzw. unskalierte
theoretische) im Vergleich.
Theorie Experiment
B3-LYP RI-MP2
Mode ν ν·0.9676 Ia ν ν·0.9582 Ib ν I
1 18 17 0 23 22 0
2 44 42 0 56 53 0
3 80 77 0 86 82 0
4 114 111 0 125 120 0
5 131 127 0 138 132 0
6 169 164 1 181 173 1
7 186 180 1 197 189 1
8 194 188 0 207 198 1
9 205 198 0 232 222 3
10 223 215 4 239 229 3
11 240 232 1 258 247 1
12 307 297 0 320 307 1
13 377 365 1 400 383 1
14 453 439 9 474 454 8 467 w
15 523 506 14 544 521 12 517 m
16 549 531 42 583 558 36 559 s
17 584 565 54 623 597 61 596 vs
18 610 590 21 636 610 38 617 vs
19 712 689 29 755 723 33 725 s
20 892 863 100 941 902/923 100 893/921 vs/m c
21 937 906 24 970 930 19 934 s
22 1016 983 27 1028 985 33 987 s
23 1054 1020 39 1093 1047 35 1049 s
24 1106 1070 23 1116 1069 35 1083 s
25 1175 1137 41 1192 1143 64 1139 vs
26 1304 1262 12 1321 1265 19 1262 s
27 1427 1380 1 1444 1384 1 1386 m
28 1506 1457 5 1520 1456 6 1457 m
29 1513 1464 4 1528 1464 4 1464 m
30 3030 2932 1 3091 2962 7 2884 w
31 3047 2949 7 3098 2969 1 2915 vw
32 3108 3007 4 3176 3043 4 2945 w
33 3129 3028 3 3195 3062 2 2981 w
a100%=266km/Mol
b100%=244km/Mol
cDie Schwingung ho¨herer Frequenz entspricht einer Vibration mit 11B.
Ein Vergleich insbesondere des vollsta¨ndig zugeordneten Fingerprintbereiches des IR-Spek-
trums (wie er vergro¨ßert in Fig. 7.8 dargestellt ist) zeigt Abweichungen von keiner bis zu
wenigen Wellenzahlen.
Zusammenfassend ist an dieser Stelle festzustellen, dass die angewandten quantenche-
mischen Methoden zur Gewinnung von Geometrie-, Kraft- und Schwingungsparametern
fu¨r die vorliegenden molekularen Systeme als durchaus geeignet angesehen werden mu¨s-
sen. Das B3-LYP Funktional ist der lokalen Behandlung von Moleku¨len u¨berlegen, was
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sich weniger in den Geometrien als in den Zweitordnungseigenschaften bemerkbar macht.
Konsequenterweise wurden bei der Anpassung an theoretische Eigenfrequenzen dann B3-
LYP-Daten verwendet. Festko¨rperdaten wurden (mit einer Ausnahme) nicht theoretisch
oder lediglich von anderen Autoren bestimmt, weshalb auch nur dort, wo es relevant ist
(Abschnitt 7.1.2.2), entsprechende methodische Bemerkungen gemacht werden.
7.1.2.2 Das quantenchemische Trainingsset: Moleku¨le und Kristalle
Wie bereits angerissen, setzen sich die jeweiligen Trainingssets fu¨r die verschiedenen Poten-
ziale aus theoretischen und experimentellen Daten zusammen. Molekulare Verbindungen,
deren theoretisch ermittelte Geometrien (und ggf. Energien) als Eingabeparameter dienten,
sind in der U¨bersicht 7.9 skizziert. Es handelt sich dabei um bina¨re (H unberu¨cksichtigt)
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Abbildung 7.9: Molekulare Verbindungen, deren Geometrien/Energien und Eigenfrequenzen als
Eingabedaten zur Anpassung von Potenzialen genutzt wurden.
und terna¨re Verbindungen: Ammoniak, (Mono-)Boran, Silan, Triborylamin, Trisilylamin,
Boryldisilylamin, Diborylsilylamin, Triaminoboran, Tetraminosilan und Borazin. Alle Ver-
bindungen wurden mit Dichtefunktionalalgorithmen (B3-LYP) und i.d.R. NR-Schritten
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Abbildung 7.10: Borosilazane: Der stabilste, von Kroll und Hoffmann [1998] vorgeschlagene Po-
lymorph (β2) der Sto¨chiometrie Si3B3N7. Seine ”Anamnese” ist deutlich an der A¨hnlichkeit zum
β-Si3N4 (vgl. Abb. 7.2, S. 111) zu erkennen.
geometrieoptimiert; bei Vorliegen positiver Definitheit der Hesse-Matrix (keine negativen
Eigenwerte) wurden nachfolgend Schwingungsfrequenzen berechnet, die ebenfalls als Ein-
gabedaten verwendet wurden. Nicht bei jedem noch vorzustellenden Potenzial wurden alle
Daten verwendet, Details folgen weiter unten.
Im Laufe der Arbeiten zur Anpassung wurden von Kroll und Hoffmann [1998] eini-
ge hypothetische kristalline Strukturen der Zusammensetzung Si3B3N7 bekannt gemacht.
Die Vorschla¨ge basieren auf einer Konstruktion ausgehend von Si3N4 und anschließender
Optimierung mit Car-Parrinello-Berechnungen. Gitterenergie und elastische Konstanten
des stabilsten Polymorphs (β2-Si3B3N7 in der Nomenklatur der Autoren) konnten somit
in die Anpassungen einfließen. Die Struktur von β2-Si3B3N7 ist in Abb. 7.10 gezeigt.
Neben diesen Verbindungen und ggf. den entsprechenden Koha¨sionsenergien wurde
lediglich ein weiteres, theoretisch bestimmtes Datum, die c33 elastische Konstante des
hexagonalen Bornitrids, zur Anpassung eingesetzt. Dies erschien aus mehreren Gru¨nden
angesagt: Erstens sind die entsprechenden Vero¨ffentlichungen experimenteller Arbeiten re-
lativ fru¨hen Datums [Green u. a., 1976; Ramani u. a., 1978]. Daru¨ber hinaus repra¨sentiert
zweitens die erste Arbeit einen theoretischen Fit an experimentelle Ergebnisse von Lynch
und Drickamer [1966] und liefert letztlich drittens einen leicht unterschiedlichen Wert (32.4
GPa) als Ramanis Experiment (31.2 GPa). Der entsprechende Wert von 30.3 GPa, der im
Rahmen dieser Arbeiten erhalten wurde, resultierte durch periodische Dichtefunktional-
rechnungen unter Variation des Interschichtabstandes der hex. BN Einheitszelle orthogonal
zur c-Achse des Kristalls. Dazu wurden ebene Wellen als Basisfunktionen eingesetzt, de-
ren cutoff der kinetischen Energie bei 1000 eV lag. Core-Elektronen und Kerne wurden
durch nicht lokale, Norm erhaltende Pseudopotenziale beschrieben, und sieben k-Punkte
(mit einem Gitterabstand von 0.08 A˚) im asymmetrischen Teil der Brillouin-Zone dienten
als Stu¨tzpunkte zur groben Bestimmung der Phononenzustandsdichte in diesen Rech-
nungen. Alle diese Ergebnisse und die Minimumsstruktur wurden mit CASTEP Modulen
[MSI Inc., 1997; Payne u. a., 1992] unter Verwendung von generalised gradient approxima-
tion, GGA-Funktionalen [Perdew und Wang, 1992; Parr und Yang, 1994], erhalten.
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7.2 Ein elektrostatisches Modell: Q
7.2.1 Datengrundlage, Anpassung
Dieses Potenzial unterscheidet sich in vielerlei Hinsicht von den anderen Potenzialen. Ins-
besondere ist es ju¨nger, d.h. neuere Daten konnten herangezogen werden. So ergab sich im
Laufe der Arbeiten glu¨cklicherweise z.B. die Verfu¨gbarkeit von β-Si3N4-Einkristallen genu¨-
gender Gro¨ße, so dass die elastischen Konstanten experimentell vermessen werden konnten
[Vogelgesang u. a., 2000]. Diese Informationen konnten mit in die Anpassung dieses Po-
tenzials eingehen und waren von gro¨ßtem Nutzen. (Die soeben zitierte Arbeit ist offenbar
bisher die erste Arbeit, bei der zur Bestimmung der elastischen Konstanten tatsa¨chlich mit
Einkristallen gearbeitet wurde.)3 Im Gegensatz zu einem publizierten, nicht zugeordneten
IR-Schwingungsspektrum des β-Si3N4 [Wada u. a., 1981], das neben den Zuordnungen auch
bei Banden, Schultern etc. Einiges an Interpretationsspielraum la¨sst, sind die Zuordnun-
gen der elastischen Konstanten nach Festlegen der Gitterorientierung eindeutig. Die nach
dem Fit erhaltene, ho¨chste Schwingungsfrequenz des β-Si3N4 liegt demnach auch bei rund
100 Wellenzahlen u¨ber dem berichteten Wert. Diese Verschiebung findet auch Unterstu¨t-
zung durch die Ergebnisse von Nakano u. a. [1995] am α-Si3N4: Die dort vermessene und
mit guter U¨bereinstimmung modellierte Phononenzustandsdichte (V-DOS) des α-Si3N4
endet im Hochfrequenten bei ca. 1400 cm-1 — um rund 200 Wellenzahlen u¨ber dem Wert,
der resultiert, wenn ohne die elastischen Konstanten des β-Si3N4 gefittet wird. Schließ-
lich ist zum β-Si3N4 zu sagen, dass Kroll [2001] Schwingungseigenwerte berechnet hat,
die u¨ber Diagonalisierung der dynamischen Matrix (die ihrerseits mit LDA-Dichtefunktio-
nal-Wellenfunktionen bestimmt worden war) zuga¨nglich ist. Die Informationen lagen nach
Anpassung der Parameter vor, so dass sie nicht zum Trainingsset herangezogen wurden.
Nach seinen Angaben ist die Qualita¨t dieser Werte im Falle des kubischen Si3N4 in guter
U¨bereinstimmung mit dem Experiment.
Neben den Daten zum β-Si3N4 wurde daru¨ber hinaus die α-Struktur von Yang u. a.
[1995] verwendet. (Die Struktur fu¨r β-Si3N4 aus dieser Publikation weist die Raumgruppe
P63/m auf.) Alles in Allem dienten als Eingabedaten:
• hexagonales BN: Struktur [Pease, 1952], Koha¨sionsenergie (Bereich zwischen -25 eV
[Albe u. a., 1997] und -32.6 eV [Kroll, 2000a], elastische Konstanten c33 (Ramani u. a.
[1978] und ab initio, diese Arbeit), Eigenfrequenzen (exp.: [Nemanich u. a., 1981]) —
und (z.T., s.u.) Punkte der Phononendispersion und LO/TO-Aufspaltung (ab initio:
[Kern u. a., 1999])
• kubisches BN: Struktur [Solozhenko u. a., 1990], Koha¨sionsenergie [Albe u. a., 1997],
elastische Konstanten c11, c12 und c44 [Grimsditch und Zouboulis, 1994], Eigenfre-
quenzen/Punkte der Phononendispersion und LO/TO-Aufspaltung (ab initio, s.o.)
• α-Si3N4: Struktur [Yang u. a., 1995] ho¨chste Eigenfrequenz (exp., Wada u. a. [1981]),
Bulkmodul [Kruger u. a., 1997]
3Sowohl bei Tanaka u. a. [2000] — der den Einkristall sogar im Titel fu¨hrt — als auch bei Hay u. a. [1998]
wurde nicht mit Einkristallen, sondern mit
”
einkristallinen” Pulvern bzw. Whiskern gearbeitet und auf
Einkristalleigenschaften zuru¨ckgerechnet. Die Daten weichen untereinander zum Teil erheblich voneinander
ab.
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• β-Si3N4: Struktur [Yang u. a., 1995] Koha¨sionsenergie (ab initio, Liu und Cohen
[1990]; Kroll [2000a]), Bulkmodul und elastische Konstanten c11, c33, c13, c44, c66
[Vogelgesang u. a., 2000] (auch abha¨ngige, im Sinne von: redundante Werte wur-
den mitgefittet, um die Anpassung zu stabilisieren), Translationseigenwerte (Null),
ho¨chste Eigenfrequenz (exp., Wada u. a. [1981])
• kubisches Si3N4: Struktur [Jiang u. a., 2000], Translationseigenwerte (Null), niedrig-
ste und ho¨chste Schwingungsfrequenzen [Kroll, 2000a], elastische Konstanten c11 ,
c12 und c44
• β2-Si3B3N7: Struktur [Kroll und Hoffmann, 1998], Koha¨sionsenergie, Translations-
eigenwerte (Null), Bulkmodul und elastische Konstanten (alle) [Kroll, 2000a]
Insbesondere beim hexagonalen Bornitrid zeigte sich immer wieder, dass man mit fast
beliebigen Linearkombinationen von Stillinger-Weber-(SW3-)Termen fu¨r ∠N–B–N und
∠B–N–B zu ebenbu¨rtigen Parametersa¨tzen gelangt. Offensichtlich ist dies unphysikalisch.
Ein mo¨glicher Ausweg aus dieser Situation liegt zum einen in der Parameterisierung an
ab initio-Daten von Moleku¨len, die eine entsprechende Sto¨chiometrie aufweisen: Eine Pa-
rameterisierung von SW3(∠N–B–N) mit zentralem Bor an B(NH2)3 und entsprechend
SW3(∠B–N–B) an N(BH2)3 sollte diese Ambiguita¨t beheben helfen. In der Tat wurde
bei den noch zu schildernden, ladungsfreien Potenzialen gerade so vorgegangen. Auch die
Leistungsfa¨higkeit ist in den entsprechenden Absa¨tzen (7.3, S. 141 bzw. 7.5, S. 158) doku-
mentiert.
Eine andere Mo¨glichkeit wird mit der anschaulichen U¨berlegung plausibel, dass z.B.
eine (Normal-)Schwingung (bzw. ein Phonon) um ein Aufatom N, bei der sich die N–B-
Bindungen um das Aufatom bewegen, eine andere Dispersion liefern sollte als der reziproke
Fall (N und B vertauscht). Fu¨r einen Ausschnitt aus einem (imagina¨r) unendlich ausge-
dehnten Festko¨rper also beispielsweise zwei solche Situationen:
zeigt andere Dispersion als
Abbildung 7.11: Anpassung: Zur Aufhebung der Ambiguita¨t der Wirkung der Dreiko¨rperterme
im Falle des hexagonalen Bornitrids.
In der Tat ließ sich durch Anpassen an verschiedene Punkte der Phononendispersion von
hexagonalem und kubischem Bornitrid ein vernu¨nftiges Potenzial anpassen. Um den Re-
chenaufwand in Maßen zu halten, wurde nach hinreichender Konvergenz auf diese Mo¨g-
lichkeit verzichtet und ohne die Dispersionsdaten weiter iteriert.
7.2.2 Analytische Formate, Besonderheiten
Um einen Kollaps von Atomen zu verhindern, wurde bei diesem Potenzial die Ladungs-
da¨mpfung bei kurzen r eingefu¨hrt, wie sie im theoretischen Teil (3.2.2.2, S. 33) erla¨utert
wurde. Die analytischen Formate zum Potenzial Q sind in der Tabelle 7.6 aufgetragen.
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Tabelle 7.6: Analytische Ausdru¨cke zu Potenzialen Q. Zu den Dreiko¨rpertermen vom Typ SW3
existiert ein zusa¨tzlicher Abschneidewert, der in den Tabellen mit rmax, XY angegeben ist.
Name Analytischer Ausdruck Parameter Einheiten
Zweiko¨rperterme
Buckingham E = A · exp(−r/ρ) A, ρ eV, A˚
Damped Dispersion E = −C6/r6
·
(
1− e−b6r ·∑6k=0 (b6r)kk! ) C6, b6 eV·A˚
6, A˚−1
Zweiko¨rpertaper
(CutP)
P5 = (xo − xi)−5
·{−6 · r5
+15(xi + xo) · r4
−10(x2i + 4xixo + x2o) · r3
+30(x2ixo + xix
2
o) · r2
−30x2ix2o · r
+10x2ix
3
o + x
5
o − 5xix4o
}
xi, xo A˚, A˚
Coulombda¨mpfung
(QTaper)
E = (qiqj/r)·f(r)+C ·[1−f(r)]
mit
C, r0 eV, A˚
f(r) = 6r
5
r50
− 15r4
r40
+ 10r
3
r30
Dreiko¨rperterme
Stillinger-Webera
(SW3)
E = A · exp
(
ρ
r12−rmax12
+ ρr13−rmax13
)
·(cos θ − cos θ0)2
A, ρ, rmax12,
rmax13, θ0
eV·rad−2, A˚, A˚,
A˚, deg
aHier existiert ein weiterer Cutoff rmax23 fu¨r Absta¨nde der (ungebundenen) Atome 2 and 3. Dieser
wurde so eingestellt, dass rmax23 = rmax12 + rmax13. In die Energieausdru¨cke ha¨lt dieser nicht Einzug.
Fu¨r alle Dreiko¨rperterme vom Typ A-X-A gilt weiterhin rmax12 = rmax13.
Bei diesem Potenzial tragen Siliciumatome 1.007 Elementarladungen, woraus sich die
Ladungen fu¨r Bor und Stickstoff mit 0.8025 bzw. −0.8025 ergeben. Die Parameter zu den
analytischen Ausdru¨cken von oben finden sich in Tabelle 7.7 wieder.
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Tabelle 7.7: Parameterset zum Potenzial Q. Dreiko¨rperterme verstehen sich mit dem zweiten
Atom als Atom, an dem ein Winkel gemessen wird.
Wechselwirkungspartner Potenzialtyp Parameter Wert
Zweiko¨rperterme
N–B Buckingham A 294.51
ρ 0.277314
QTaper r0 2.35
C −16.692
N–Si Buckingham A 1720.457
ρ 0.258404
QTaper r0 2.6
C −20.936
B—B Buckingham A 74.33
ρ 0.507536
Si—Si Buckingham A 20.89
ρ 0.712728
Si—B Buckingham A 1.134
ρ 1.684486
N–N Buckingham A 112.87
ρ 0.318973
Damped Dispersion C6 208.98
b6 2.88792
Zweiko¨rperda¨mpfung (CutP)
xi 6.0
xo 8.0
Dreiko¨rperterme
B–N–B Stillinger Weber A 9.40
ρ 1.0
rmax 12/13 2.4
θ0 120.0
N–B–N Stillinger Weber A 35.2
ρ 1.0
rmax 12/13 2.4
θ0 120.0
Si–N–Si Stillinger Weber A 6.04
ρ 1.0
rmax 12/13 3.0
θ0 120.0
N–Si–N Stillinger Weber A 13.04
ρ 1.0
rmax 12/13 3.0
θ0 109.47
B–N–Si Stillinger Weber A 9.40
ρ 1.0
rmax NB 2.4
rmax NSi 3.0
θ0 120.0
Zu den Termen: Den gro¨ßten Anteil an der (hier: enthalpischen) Gesamtenergie eines
Systems stellt die Coulombenergie dar. Sie wird auf der repulsiven Seite durch Bucking-
ham-Potenziale ohne den sonst u¨blichen attraktiven 1/r6-Teil ”ausbalanciert”, um negative
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Singularita¨ten zu vermeiden. Die Korrekturen der Coulombterme umfassen alle Wechsel-
wirkungen, d.h.: B/N, Si/N, N/N, B/B, Si/Si und B/Si. An den entsprechenden Werten
fu¨r ρ ist bereits zu erkennen, dass die Buckinghamkorrekturen fu¨r die (u¨blicherweise nicht-
bindenden) Partnerwechselwirkungen Si-{B/Si} noch bei gro¨ßeren r wirksam sind. Diese
Terme sind fu¨r korrekte Koordination nicht zwingend notwendig, fu¨hren jedoch zu ei-
ner erheblichen Verbesserung der elastischen Eigenschaften in Silicium(bor)nitriden. Ein
Nebeneffekt ist die Korrektur der bekannten Gesamtenergiebilanz: E(3 BN + Si3N4)
!
<
E(Si3B3N7).
Wegen ihrer Wichtigkeit fu¨r den Aufbau eines Modells fu¨r Si3B3N7 wurde Wert auf eine
korrekte Beschreibung der hexagonalen Bornitridstruktur gelegt. Diese konnte nur durch
eine realistische Verteilung von Kra¨ften in der entsprechenden Inkrementierung realisiert
werden: Es scheint legitim anzusetzen, dass die Schichten des Bornitrids untereinander
nicht nur sehr schwach, sondern vermutlich sogar nur dispersiv/van-der-Waals gebunden
sind [Gru¨neich und Hess, 1998]. Weiterhin ist davon auszugehen, dass Stickstoff das leichter
polarisierbare Element im Vergleich zu Bor ist. Es wurde daher versucht, die Intraschicht-
kra¨fte durch die entsprechenden Coulomb-Terme und das B–N-Buckingham-Potenzial, die
Interschichtkra¨fte hingegen durch eine N–N-Dispersionswechselwirkung (1/r6) zu erfassen.
Zu diesem Zweck wurde das Tang und Toennies [1984]-Modell verwendet, das Singulari-
ta¨ten bei r = 0 durch Da¨mpfung vermeidet. Dieser Ansatz erwies sich als tragfa¨hig, wie
noch gezeigt werden wird.
Der Verlauf aller Zweiko¨rperterme ist in der Abbildung 7.12 grafisch dargestellt. Die
Topftiefen der attraktiven Wechselwirkungen B–N bzw. Si–N liegen zwischen −5 und
−10 eV, wobei ein Si–N etwas schwa¨cher gebunden ist. Repulsive Wechselwirkungen, bei
denen das relativ große Sim⊕ beteiligt ist, sind bei gro¨ßeren r repulsiver als Wechselwir-
kungen mit dem wesentlich kleineren Bl⊕. (Man ko¨nnte den entsprechenden Verlauf beim
Stickstoff mit einer gewissen ”Weichheit” in Kombination mit effektivem Volumen inter-
pretieren: Am a¨ußeren Rand des Potenzials ist die Wechselwirkung relativ schwach, bei
abnehmendem Abstand dann aber sta¨rker repulsiv, d.h. hier macht sich die Gro¨ße eines
anionischen Stickstoffs bemerkbar.)
Dreiko¨rperterme existieren ebenfalls fu¨r alle denkbaren Kombinationen (”gebundener”
Zentren, d.h. u¨ber N–B- und N–Si-Bindungen verknu¨pfte Atome). Auch die Dreiko¨rperter-
me sind fu¨r die korrekte Beschreibung von Koordinationspolyedern nicht zwingend no¨tig,
verbessern aber massiv die elastischen Eigenschaften.
Das Potenzial u¨ber Partner 2–1–3 (1 ist das Zentralatom, umgekehrt zur Gulp-No-
tation) ist gema¨ß der Form von Stillinger und Weber (Gulp-Versionen bis zum 29. Juli
2001 arbeiten hier auf Grund falscher U¨bergaben an die Routine threebody.f fehlerhaft!).
Mit zunehmender Bindungsla¨nge 1–2 bzw. 1–3 wird es durch den Nenner im Argument
des Exponentialausdrucks stark geda¨mpft; eine Verku¨rzung zieht starke Repulsion durch
die Exponentialfunktion nach sich. Die Winkelabha¨ngigkeit und ihre Periodizita¨t kommt
in den Cosinusausdru¨cken zu tragen. Die Minimumswinkel θ0 im SW3-Ausdruck wurden
nicht angepasst, ebenso wenig die Da¨mpfung ρ. Erstere wurden bei perfekten trigonal-pla-
naren bzw. tetraedrischen Koordination fixiert. Die rmax wurden iterativ und manuell in
0.1 A˚-Schritten vergro¨ßert bzw. verkleinert und restliche Parameter nachrelaxiert. Mit den
besten Sa¨tzen wurde weiter gearbeitet.
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Abbildung 7.12: Potenzial Q: Verlauf der Zweiko¨rperterme
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Die chemische Intuition, die zur Annahme eines ”koordinationsharten” Bors fu¨hrt, fin-
det Besta¨tigung im relativ großen Vorfaktor fu¨r die Dreiko¨rperwechselwirkung N–B–N.
Fu¨r diese Wechselwirkung ist das SW3-Potenzial exemplarisch in Abb. 7.13 gezeichnet. Es
sollte an dieser Stelle erwa¨hnt werden, dass bzgl. der Si–N–B-Wechselwirkung eine Unsi-
cherheit besteht: Die Kraftkonstante nimmt nicht unerheblich Einfluss auf die elastischen
Eigenschaften von Siliciumbornitriden. Gerade hier ist bedauerlich, dass die experimentel-
le Lage kaum Hinweise gibt. Wa¨hrend der letzten Anpassungsiterationen wurde sie daher
mit einem Faktor von Eins an den Wert fu¨r die B–N–B-Wechselwirkung (also die Wech-
selwirkung, die am N zentriert ist) gekoppelt.
Abbildung 7.13: Verlauf des Dreiko¨rperanteils N–B–N im Potenzial Q. Die Legende deutet an,
bei welchen Koordinaten welche Energiewerte erreicht werden.
Dennoch werden die Ergebnisse fu¨r betroffene elastische Konstanten des hypotheti-
schen β2-Si3B3N7 von Kroll & Hoffmann, an die hier angepasst wurde, hinreichend repro-
duziert. Aus chemischer Erfahrung und eigenen Arbeiten ist bekannt, dass mit Silicium
und Bor dreifach koordinierter Stickstoff zur Planarita¨t neigt, vorausgesetzt, es gibt keine
wesentlichen anderen sto¨renden Faktoren wie z.B. volumino¨se Substituenten [Marian und
Gastreich, 2000]. Aus diesem Grund sollte die Festlegung des Winkels θ0 auf 120◦ auch
hier gerechtfertigt sein.
7.2.3 Leistungsfa¨higkeit
Zur Organisation dieses Abschnittes: Zuna¨chst soll die Reproduktion statischer Eigen-
schaften im Vordergrund stehen. Dies sind: Strukturen, Energien und elastische Eigen-
schaften. Anschließend werden dynamische Eigenschaften angegegangen, deren Analyse
sich auf Pha¨nomenologie bzw. Auswertung von Radialverteilungsfunktionen von Moleku-
lardynamiksimulationen beschra¨nkt. Weiteres wu¨rde den Rahmen sprengen und ist fu¨r
eine erste Validierung auch nicht notwendig. Die Resultate werden nachfolgend meist in
der Reihenfolge bina¨re Subsysteme → terna¨res System (und spa¨ter auch) → quaterna¨res
System (Si/B/N/H) besprochen.
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7.2.3.1 Strukturen
Kristalle Alle bekannten Kristalle der Zusammensetzung Si/N, B/N, Si/B/N werden
sehr genau reproduziert. Aus Gru¨nden der Chronologie der Anpassung wurde hier fu¨r
die Struktur der Siliciumnitride eine Referenz herangezogen, die sowohl α- als auch β-
Si3N4 beleuchtet. Qualitative Abstriche gilt es, bei der einen oder anderen hypothetischen
Si3B3N7-Struktur von Kroll und Hoffmann [1998] zu machen, die aber mit (ab initio-)Bin-
dungsla¨ngen von teilweise 1.40 (BN) und 1.68 (SiN) offensichtlich u¨berbunden sind, bzw.
so nur als Hochdruckmodifikation existieren sollten. Das Potenzial Q weitet die Absta¨n-
de auf Werte auf, die auch von radialen Verteilungsfunktionen her vertrauenswu¨rdiger
erscheinen. Um eine U¨bersicht zu erlangen, sind die (bei Symmetrieerhaltung 279) fraktio-
nellen Koordinaten der Si/B/N-Polymorphe in der Grafik 7.14 vor und nach Optimierung
gegenu¨bergestellt. Der RMSD-Wert bela¨uft sich auf 0.011879 A˚. Gibt man die Randbe-
dingung der Symmetrieerhaltung auf, so erha¨lt man 663 fraktionelle Koordinaten, und der
RMSD-Wert nimmt nur geringfu¨gig auf 0.01269 A˚ zu. Entgegen der Aussage von Bolding
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Abbildung 7.14: Fraktionelle Koordinaten aller SiBN-Polymorphe vor und nach Optimierung
unter Symmetrieerhaltung mit Potenzial Q im Vergleich; die Einsgerade ist eingetragen. Gleiche
Farben symbolisieren denselben Kristall. Nur die Daten mit schwarzem Symbol geho¨ren zum Trai-
ningsset, alle anderen zum Testset.
und Andersen [1990], die ein Potenzial fu¨r Siliciumcluster angepasst hatten, und a¨ußer-
ten, dass SW-Terme schlecht fu¨r Unter- und U¨berkoordination geeignet seien, werden alle
bekannten Koordinationen von Bor- und Siliciumnitriden gut beschrieben — und zwar
nicht nur qualitativ, sondern auch in ihren Schwingungseigenschaften. Eine umfassende
U¨bersicht geben die Tabellen 7.8 bis 7.10.
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Tabelle 7.8: Mit dem Potenzial Q modellierte und Referenzwerte fu¨r kristalline BN-Modifikatio-
nen. Zellkonstanten a, b, c und Absta¨nde in A˚, Winkel α, β, γ und andere Winkel in Grad, Volumen
der primitiven Zelle in A˚3, Phononenfrequenzen νi an Γ in cm-1, Gitterenergien E pro Formelein-
heit in eV, elastische Konstanten cij und Bulkmoduln in GPa. Ein ”+” deutet Zugeho¨rigkeit zum
Trainingsset an.
Kristall Gefittet Eigenschaft Modell Referenz Literatur
hex. BN + a, b 2·508 2·504 [Pease, 1952]
+ c 6·656 6·6516b [Pease, 1952]
+ α, β 90·0 90·0 [Pease, 1952]
+ γ 120·0 120·0 [Pease, 1952]
V 36·29 36·17
a RNB 1·448 1·446
a ∠(BNB) 120·0 120·0
+ E −12·85 −13·25c Mittelwert, s.u.
+ c33 31·6 30 [Ramani u. a., 1978]
− B0 29·9 37 [Solozhenko u. a., 1995]
+ ν1 35·4 53 [Kuzuba u. a., 1978]
− ν2 122 86 [Geick u. a., 1966]
+ ν3 593 783 [Geick u. a., 1966]
+ ν4 817 828 [Geick u. a., 1966]
+ ν5 1418 1367 [Geick u. a., 1966]
+ ν6 1419 1370 [Geick u. a., 1966]
rhomb. BN − a, b, c 3·6460 3·6456 [Ueno u. a., 1992]
− α, β, γ 40·239 40·235d [Ueno u. a., 1992]
V 18·23 18·18e
a RBN 1·448 1·446
a ∠(NBN) 120·0 120·0
− E −12·87 −
− B0 28·20 33·4 [Huepen u. a., 1995]
− ν1 594 794 [Liu u. a., 1995]
− ν2 1419 1375 [Liu u. a., 1995]
kub. BN + a, b, c 3·607 3·615 [Solozhenko u. a., 1990]
+ α, β 90·0 90·0 [Solozhenko u. a., 1990]
+ γ 120·0 120·0 [Solozhenko u. a., 1990]
V 46·92 47·24
a RNB 1·5618 1·5653
a ∠(BNB) 120·0 120·0
− E −11·86 −12·94f [Albe u. a., 1997]
+ c11 838 820 [Grimsditch und Zouboulis, 1994]
+ c12 181 190 [Grimsditch und Zouboulis, 1994]
+ c44 374 480 [Grimsditch und Zouboulis, 1994]
− B0 400 400 [Grimsditch und Zouboulis, 1994]
+ ν1 1048 1055 [Werninghaus u. a., 1997]
aFraktionelle Koordinaten an Stelle von internen wurden verwendet.
bDatum in der ICSD differiert.
cUngefa¨hrer Mittelwert aus verschiedenen ab initio-Quellen in [Albe u. a., 1997], an diese wurde
angepasst.
dNicht-primitive Einheitszelle.
ePrimitive Einheitszelle.
fBei Albe stabilster Polymorph; Daten von Liu und Cohen [1990] stehen dem entgegen:
”
The lo-
west-energy structure for both C and BN is a hexagonal layered structure”. Causa` und Zupan [1994]
hingegen erhalten mit -13.55 eV einen etwas stabileren Kristall, wobei hier DFT-Algorithmen ange-
wendet wurden, die vermutlich u¨berbinden.
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Tabelle 7.9: Mit dem Potenzial Q modellierte und Referenzwerte fu¨r kristalline Si3N4-Modifika-
tionen. Alle Einheiten etc. wie oben.
Kristall Gefittet Eigenschaft Modell Referenz Literatur
α-Si3N4 + a 7·7517 7·818 [Yang u. a., 1995]
+ c 5·6072 5·591 [Yang u. a., 1995]
+ α, β 90·0 90·0 [Yang u. a., 1995]
+ γ 120·0 120·0 [Yang u. a., 1995]
V 291·78 295·95
− E −95·44 >β-Si3N4a
b RNSi 1·724 1·715
1·726 1·740
1·736 1·746
b RN′Si 1·732 1·736
1·740 1·744
1·749 1·760
b RN′′Si 1·741 1·746
b RN′′′Si 1·728 1·759
− B0 244·0 228·5 [Kruger u. a., 1997]
+ νmax 1116·4 1040c [Wada u. a., 1981]
β-Si3N4 + a, b 7·609 7·595 [Yang u. a., 1995]
+ c 2·910 2·902 [Yang u. a., 1995]
+ α, β 90·0 90·0 [Yang u. a., 1995]
+ γ 120·0 120·0 [Yang u. a., 1995]
V 145·92 144·97 [Yang u. a., 1995]
− E −95·86 <α-Si3N4a
b RNSi 1·730 1·704
1·7354 1·728
1·7354 1·766
b RN′Si 1·7339 1·730
− B0 266·5 258·0 [Cartz und Jorgensen, 1981]
+ νmax 1132·3 1047 [Wada u. a., 1981]
wil-Si3N4 − a, b, c 6·4273 6·4030 [Kroll, 2001]
− α, β, γ 90·0 90·0 [Kroll, 2001]
− V 132·76 131·25
− E −95·53d −
− RNSi 1·7388 1·7334
− B0 294·27 −
− νmax 1091 −
kub-Si3N4 e + a, b, c 5·455 5·501 [Zerr u. a., 1999]
+ α, β, γ 90·0 90·0 [Zerr u. a., 1999]
− V 115·36 117·68 [Zerr u. a., 1999]
(siehe Fortsetzung)
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Tabelle 7.9: (fortgesetzt)
Kristall Gefittet Eigenschaft Modell Referenz Literatur
− E −34·4 −
− RNSi 1·7694 1·784
− RNSi′ 1·8779 1·889
− B0 290·4 310± 5 [Kroll und Hoffmann, 1999]
− νmax 1045·0 −
aMadelung-Rechnungen von Gru¨n: ∆Gα→β ≈ −0.31eV; die Ref. [Ching u. a., 1998]: Etot von β-
Si3N4 liegt≈ 1.63eV unter der von α-Si3N4, siehe auch Text. Kroll [2001] gibt einen Wert von -98 eV±1
an.
bEs wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
cDie zwei ho¨chsten (sehr schwachen) Ramanlinien wurden hier beachtet, aber kaum gewichtet —
das Experiment [Kruger u. a., 1997] weist acht u¨berza¨hlige Signale auf, siehe Text.
dPrimitive Einheitszelle.
eZuna¨chst wurde mit der Struktur aus der Originalarbeit gearbeitet. Spa¨ter wurde eine Verfeinerung
[Jiang u. a., 2000] entnommen, auch die Summe der Fehlerquadrate nahm mit diesen Daten ab.
Tabelle 7.10: Mit dem Potenzial Q modellierte und Referenzwerte fu¨r ausgewa¨hlte kristalline
Si3B3N7-Modifikationen. Alle Einheiten etc. wie oben. Die erste Struktur wurde mit angepasst,
wohingegen die untere dem Testset zugeschlagen wurde. Auch alle anderen Polymorphe werden
reproduziert.
Kristall Gefittet Eigenschaft Modell Referenz Literatur
β2-Si3B3N7 + a, b 7·523 7·488 [Kroll und Hoffmann, 1999]
+ c 5·277 5·292 [Kroll und Hoffmann, 1999]
+ α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
+ γ 120·0 120·0 [Kroll und Hoffmann, 1998]
V 258·6 255·6 [Kroll und Hoffmann, 1998]
ρ 2·76 2·79 [Kroll und Hoffmann, 1998]
(+)a E −85·54 x
b RNB 1·4473 1·432
1·4499 1·472
b RNSi 1·7466 1·725
b RN′B 1·4047 1·437
b RN′Si 1·7248 1·704
1·7288 1·720
b RN′′Si 1·7316 1·716
− B0 186·9 200·0 [Kroll und Hoffmann, 1998]
α1-Si3B3N7 − a, b 7·4096 7·395 [Kroll und Hoffmann, 1999]
− c 5·28554 5·239 [Kroll und Hoffmann, 1999]
− α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
− γ 120·0 120·0 [Kroll und Hoffmann, 1998]
V 251·31 248·10 [Kroll und Hoffmann, 1998]
ρ 2·83 2·88 [Kroll und Hoffmann, 1998]
− E −84·75 x+0.2 [Kroll und Hoffmann, 1998]
− RNSi 1·729 1·727
(siehe Fortsetzung)
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Tabelle 7.10: (fortgesetzt)
Kristall Gefittet Eigenschaft Modell Referenz Literatur
− RNB 1·4976 1·486
1·4976 1·492
− RN′Si 1·7034 1·684
1·7034 1·689
− RN′B 1·3975 1·427
− RN′′Si 1·7473 1·713
− B0 228·6 240·0 [Kroll und Hoffmann, 1998]
aGrober Richtwert; Kroll gibt −96 eV an, was mit den verwendeten Energien fu¨r BN/Si3N4 zu
unzutreffender Bilanz fu¨hrt. Dieser Wert wurde daher als
”
weicher” Parameter betrachtet.
bEs wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
Cluster Im Wesentlichen wurde ein 949-atomiger Cluster, der auf Arbeiten von S. We-
fing beruht und mit seiner Suite Tumbleweed generiert wurde, als Test eingesetzt [We-
fing, 1999a,b]. Zur Genese des Clusters: Unter Randbedingungen, die sich insbesondere
auf die korrekte Konnektivita¨t beziehen, wird ein kugelfo¨rmiger Atomverbund erzeugt;
per Design liegen die Bindungsla¨ngen dabei in vorgegebenen (aber relativ weit gefassten)
Grenzen. Eine ”korrekte” Anzahl von Nachbarn eines Aufatoms wurde dort nicht erreicht,
dem standen sowohl unrealistisch verteilte Bindungsla¨ngen und -winkel als auch insbe-
sondere unzutreffende Diederwinkel am Bor entgegen (fehlende Planarita¨t).4 Wird der so
erhaltene Cluster von 979 Atomen einer statischen oder dynamischen (MD) Optimierung
unterzogen, so bilden sich Poren, und der Cluster ”franst aus”. Offenbar ist dies auf die
gut 30-fach positive Ladung im Verha¨ltnis zur Sto¨chiometrie Si3B3N7 zuru¨ckzufu¨hren.5 Es
wurde daher eine MD bei 10K und wenigen Schritten vorgenommen und anschließend so
lange die vom Zentrum des Clusters entferntesten Si und B entfernt, bis sto¨chiometrische
Verha¨ltnisse gewa¨hrleistet waren. Bis auf das Entfernen der randsta¨ndigen Atome wurde
dann mit dem Anfangszustand gearbeitet. Der so erhaltene Cluster za¨hlt, wie oben gesagt,
949 Atome. Das Potenzial Q behebt die geometrischen Defekte des molecular mechanics-
Aufbaus (Bindungsla¨ngen und -winkel) bei einer Optimierung mit 20 Zyklen conjugate
gradients und nachfolgend wenigen Zyklen mit dem RFO-Optimierer. Die Koordination
des Clusters ist danach anna¨hernd perfekt, und auch die RDF ist (dort bereits nach einer
MD) in guter U¨bereinstimmung mit dem kurzreichweitigen Teil des Experiments (Q-Li-
nie in Abb. 7.29, S. 168. Den dortigen Resultaten ging eine MD voran, mehr dazu in
Ku¨rze). Dangling bonds am a¨ußeren Rand des Clusters werden zum Teil zu Vierringen
(re-)kombiniert (Abb. 7.15).
Im Inneren des Clusters treten ebenfalls Vera¨nderungen auf, doch sind diese weit weniger
ausgepra¨gt. (Ha¨tten sich die Atome gar nicht ”bewegt”, wa¨ren sie in blauer Farbe darge-
stellt.) Im ”Bulk” treten Randeffekte (insbesondere Rekombinationen von dangling bonds)
zunehmend in den Hintergrund: Je mehr man ins Innere des Clusters vordringt, desto
weniger Rekombinationen, d.h. Atombewegungen waren no¨tg, d.h. desto gru¨n-blauer ist
der Kernbereich des Clusters dargestellt. Die Gesamtenergie fa¨llt wa¨hrend der Optimie-
4Natu¨rlich standen Wefing diese Fakten klar vor Augen: Es existierte zum damaligen Zeitpunkt keine
Energiefunktion, die dies ha¨tte beheben ko¨nnen, und der Cluster wurde, gerade um als Testfall dienen zu
ko¨nnen, nicht in irgendeiner anderen Form voroptimiert.
5Die Sto¨chiometrie des Clusters ist S231B237N511. Damit und mit den Ladungen des effektiven Potenzials
ergibt sich der Wert von ca. 30.
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Abbildung 7.15: Optimierung eines 949-atomigen Si/B/N-Clusters, dessen urspru¨ngliche Kon-
nektivita¨t von Stephan Wefing mit seinem Tumbleweed-Programm erstellt wurde [Wefing,
1999a,b] (Stereoprojektion mit Farbkodierung): Von blaugru¨n nach rot sind die Atome danach co-
diert, wie weit sie sich vom Anfangszustand entfernt haben, Einzelheiten siehe Text.
rung um ca. 600 eV von rund −4900 auf −5690 eV, was zeigt, wie ”heiss” der Cluster
unmittelbar nach der Konstruktion ist. Es sollte an dieser Stelle angemerkt werden, dass
im Bild translatorische und rotatorische Beitra¨ge vermittels einer Routine von Hoffmann
[1998] aus der Grafik entfernt wurden, so dass die Farben tatsa¨chlich lediglich die be-
reinigten Gesamtwege (RMSD) der Atome kodieren.6 Die Ergebnisse einer solchen, recht
komplexen statischen Minimierung dokumentieren die Robustheit bzgl. der hier beno¨tigten
Funktionalita¨ten des Potenzials.
7.2.3.2 Energien
Was das Potenzial Q von den allermeisten anderen ladungsorientierten Parametersa¨tzen
— auch fu¨r andere Substanzen — unterscheidet, ist, dass Koha¨sionsenergien angepasst
wurden. Insbesondere wenn Formalladungen bemu¨ht werden, werden solche Energien in
aller Regel in astronomischer Ho¨he berechnet. Doch auch wenn die Ladungen weit klei-
ner angesetzt werden, sind die Fehler enorm: So resultieren z.B. mit dem β-Si3N4-Satz
der Parameter von Ching u. a. [1998] (qN = −1.8750 e0, qSi = +2.5 e0) fu¨r das α-Si3N4
und β-Si3N4 Koha¨sionsenergien von rund −212 eV pro Formeleinheit. Die ab initio-Werte
schwanken zwischen -74.31 [Liu und Cohen, 1990] und −98.0 eV [Kroll, 2000a]. Es ist an-
zumerken, dass Strukturen oft hervorragend reproduziert werden. Dies trifft insbesondere
auch auf das (dort nicht trainierte) kubische Si3N4 zu. Niedrigere Ladungen erfordern auf
der anderen Seite ein feineres Abstimmen und daher u.U. zusa¨tzliche Terme. Als Konse-
quenz aus dem Einbeziehen der Koha¨sionsenergien lassen sich z.B. formale Energiebilanzen
aufstellen, wie es weiter unten geschieht. In diesem Zusammenhang ist weiter zu sagen,
dass man bei der Modellierung von Festko¨rpern die Kation-Kation-Wechselwirkungen oft-
mals (unkorrigiert) der Beschreibung durch die Coulombwechselwirkung u¨berla¨sst (vgl.
Seite 40). Es hat sich gezeigt, dass dies fu¨r strukturelle Gegebenheiten auch meist zula¨ssig
6Die Rotationsanteile werden dabei nach den Referenzen [Kabsch, 1976] bzw. [Kabsch, 1978] behandelt.
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ist. Da mit dem hier vorliegenden Potenzialsatz aber prinzipiell ein Phasenu¨bergang von
Si3B3N7 zu BN und Si3N4 beschreibbar sein sollte, wurde auf vernu¨nftige Energiebalancen
Wert gelegt. So mag es auf den ersten Blick erstaunen, Wechselwirkungen vom Typ B–Si
bzw. Si–Si zu finden, doch sind es gerade diese Terme, die Letzteres bewerkstelligen. Es ist
bekannt, dass die Si/B/N-Keramiken zu BN und Siliciumnitriden kristallisieren, setzt man
sie fu¨r wenige Tage Temperaturen um 1700 Grad aus. Die korrekte Bilanz wird nur von
diesem Potenzial geliefert. Alle anderen Parametersa¨tze in dieser Arbeit werden allein auf
thermodynamischer Seite diesen Zerfall nicht ohne weiteres beschreiben ko¨nnen: Optimiert
man also den stabilsten der vorgeschlagenen Si3B3N7-Polymorphe und vergleicht mit den
entsprechenden Formeleinheiten fu¨r hexagonales BN und α- bzw. β-Si3N4, so ergibt sich
das folgende Bild:
Tabelle 7.11: Koha¨sionsenergien und -bilanzen [eV] im Vergleich mit Resultaten des Potenzials Q:
β2-Si3B3N7 und 3 × BN + (α-Si3N4 bzw. β-Si3N4). EZ: Einheitszelle, FE: Formeleinheit.
Material Energie/EZ Energie/FE Referenzwert Literatur
Hex. BN −25.73286 −12.86643 −13.25 bis −16.3 [Albe u. a., 1997]a
α-Si3N4 −191.6061 −47.90153 −48.98, 48.94 [Kroll, 2000a]b
β-Si3N4 −96.22424 −48.11212 −49.00 [Kroll, 2000a]
−37.15 [Liu und Cohen, 1990]
β2-Si3B3N7 −171.0879 −85.54394 −96.00 [Kroll, 2000a]
3×BN+α-Si3N4 — −86.50080 −96.86 [Kroll, 2000a]
3×BN+β-Si3N4 — −86.71141 −97.90 [Kroll, 2000a]
∆ ESi3B3N7
c +1.17 +1.9
aReferenz verweist auf verschiedene Werte der Literatur.
bUnterschiede durch verschiedene Programmpakete/Behandlung
cMit β-Si3N4
Da Gesamtenergien bei Dichtefunktionalbehandlungen in aller Regel u¨berscha¨tzt werden,
erscheinen die ho¨heren Werte der klassischen Behandlung nicht unvernu¨nftig. Wesentlich
ist an dieser Stelle, dass — konsistent mit der Beobachtung und den ab initio-Rechnungen
von Kroll — das β2-Si3B3N7 vom thermodynamischen Standpunkt her in die kristallinen
Subsysteme zerfallen muss.
Das Bild ko¨nnte sich hinsichtlich zweier Punkte a¨ndern. Zum einen durch die Hinzu-
nahme der Nullpunktschwingungsenergie (ZPVE), zum anderen durch Betrachtung der
Freien Energie an Stelle der Enthalpie. Die Ergebnisse a¨ndern sich zwar numerisch, nicht
aber prinzipiell, und der Abstand der Summe der bina¨ren Phasen zur terna¨ren Phase liegt
in realistischen Bereichen. Die Hinzunahme der Nullpunktschwingungsenergie fu¨hrt zu den
Daten der Tabelle 7.12.
Phase(n) Energie/FE ∆ ESi3B3N7
E(β2-Si3B3N7) −83.71567 0.00
3×BN+α-Si3N4 −84.92862 −1.21
3×BN+β-Si3N4 −85.17295 −1.46
Tabelle 7.12: Energiebilanzen von Si3B3N7 und Si3N4-Kristallen: Vergleich unter Einrechnen der
Nullpunktschwingungsenergien
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Eine Optimierung auf Grundlage der freien Energie bedarf zu Vergleichszwecken ver-
schiedener Temperaturen; der k-Raum wurde bei den Rechnungen mit jeweils 125 Werten
pro Elementarzelle abgerastert, was sich als hinreichend fu¨r diese Zwecke erwies. Die Er-
gebnisse sind in Tabelle 7.13 dargelegt. Mit zunehmender Temperatur werden zwar die
Temperatur [K] Freie Energiebilanz/FE [eV] Bemerkungen
297 −1.25
497 −1.24
600 −1.31 geringfu¨gige Schwankungen der
Anzahl der Symmetrieelemente
bzw. nicht entarteten Schwin-
gungsmoden wa¨hrend der Op-
timierung, Fehler dadurch im
0.01 eV Bereich
1200 ≈ −0.7 ZSISA-Na¨herung (s. S. 58),
Schichten im hex. BN ”driften”
bereits auseinander, Bilanz ist
daher verfa¨lscht und formal eher
zu Gunsten der bina¨ren Phasen
Tabelle 7.13: Freie Energiebilanzen ∆ E = E {3×BN + β-Si3N4} − E(β2-Si3B3N7) pro For-
meleinheit. Die Summe der Energie der bina¨ren Phasen zeigt stets ihre Stabilita¨t gegenu¨ber der
terna¨ren Phase an. Mit zunehmender Temperatur wird die Na¨herung schlechter (vgl. Kap. 3.6,
S. 56).
Na¨herungen schlechter, die zur Berechnung der freien Energie dienen (vgl. Abschnitt 3.6,
S. 56), aber der energetische Abstand ist bei den tieferen Temperaturen dennoch deutlich.
Mit diesen Daten und der Reproduktion der Energien der bina¨ren Vertreter wurde hin-
reichend dokumentiert, dass eine Sta¨rke des Potenzials Q in der Reproduktion plausibler
und experimentell gefundener Energiebilanzen liegt.
Abgesehen von Gesamtenergiebilanzen wird auch die Reihenfolge der relativen Ener-
gien von nicht trainierten Si3B3N7-Kristallen recht zuverla¨ssig berechnet. Um dies zu
demonstrieren, diene die Tabelle 7.14. Unter Beru¨cksichtigung, dass der gesamte Ener-
giebereich, um den es hier geht, gute 3 eV umfasst, wird die ab initio-Reihenfolge im
Wesentlichen beibehalten. Man sei sich bewusst, dass der Evaluation eine Optimierung
vorangeht; letztere ”nivelliert” die Energiedifferenzen, die ohne Optimierung einen Bereich
bis 5.8 eV umfasste, dadurch, dass Bindungsla¨ngen, die subjektiv zu kurz erscheinen (z.B.
Si–N mit 1.68 A˚ bei Vierfachkoordination am Si) auf Bereiche um 1.72 A˚ geweitet wer-
den. Die Daten ko¨nnen als grobe Richtwerte gesehen werden, mit welcher Genauigkeit hier
gerechnet werden kann: Die Gro¨ßenordnung liegt bei 0.1 eV/Atom.
7.2.3.3 Elastische, statische Eigenschaften
Die elastischen Eigenschaften der bina¨ren Vertreter werden gut bis sehr gut reproduziert.
Recht anschaulich wird dies am Beispiel der Phononendispersion des hexagonalen BN de-
monstriert, wie sie in Abbildung 7.16 dargestellt ist. Als Weg durch die Brillouin-Zone
wurde der Weg u¨ber M und K gewa¨hlt, wie er z.B. auch von Kern u. a. [1999] beschrieben
ist. Selbstversta¨ndlich kann die Genauigkeit, mit der die ab initio-Daten das Experiment
am Γ-Punkt reproduzieren, mit einem klassischen Potenzial nicht erreicht werden. Die
Trends aber sind mit einer Ausnahme gut wiedergegeben: Der Abstand der Niveaux um
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Kristall DFT Potenzial Q
∆E Rang ∆E Rang
β2 0.00 1 0.00 1
α1 0.19 2 0.79 2
α4 0.40 3 0.83 3
β1 0.96 4 1.52 6
α3 1.14 5 0.84 4
sj 1.28 6 3.02 11
cub1 2.10 7 1.38 5
crb1 2.66 8 2.23 8
γ1 2.68 9 2.05 7
α2 3.00 10 2.39 10
dzb 3.76 11 2.35 9
Tabelle 7.14: Potenzial Q: Klassisch und quantenmechanisch bestimmte relative potenzielle Ener-
gien hypothetischer Si3B3N7-Kristalle pro Formeleinheit in eV. Die Nomenklatur der Kristalle geht
mit der von Kroll und Hoffmann [1998] konform.
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Abbildung 7.16: Phononendispersion ab initio (Kern/Kresse, DFT, rot) und mit Potenzial Q
modelliert (blau)
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Abbildung 7.17: β-Si3N4: Eigenwerte der dynamischen Matrices (bei Behandlung mit Potenzial
Q bzw. quantenmechanisch) umgerechnet auf Schwingungseigenwerte in Wellenzahlen (Einsgerade
gepunktet)
gut 750 Wellenzahlen, wie sie die ab initio-Arbeit liefert, wird stark u¨berscha¨tzt. Dies
ist allerdings nur auf Kosten des LO/TO-Splittings zu reduzieren, das seinerseits mit der
Gro¨ße der effektiven Born-Ladungen zusammenha¨ngt. Der Kompromiss wurde schwach
zu Gunsten des LO/TO-Splittings entschieden, was nach sich zieht, dass die out-of-plane
Schwingungsfrequenzen innerhalb einer Schicht (buckling modes) zu tief berechnet werden
und an k = K einer vermiedenen Kreuzung entsprechen. Dieser Charakter wird von der
ab initio-Rechnung stark gemindert berechnet, weil die beiden relevanten A¨ste ca. 200cm-1
voneinander entfernt sind. Es ist davon auszugehen, dass hier Polarisationsbehandlungen
wie das Born Shellmodell [Dick und Overhauser, 1958] signifikante Verbesserungen ga¨ben.
Aber um Simulationen in vernu¨nftigen Zeitskalen ablaufen zu lassen, wurde davon abge-
sehen. Von der Dispersion wurden (und das auch nur zu Beginn der Anpassungen, s.o.)
nur das LO/TO-Splitting der beiden oberen Frequenzen und die Eigenwerte an M und K
mit schwachen Wichtungsfaktoren mitgefittet.
Unsicherheiten bzgl. der Reproduktion elastischer Eigenschaften bestehen bei den Sili-
ciumnitriden, weil die experimentellen Schwingungsspektren (a) nicht an Reinsubstanzen
vermessen wurden, (b) gar nicht oder unsauber zugeordnet wurden, bzw. (c) weil unklar ist,
welche Schwingung im aufgenommenen Spektrum einer (na¨herungsweisen) Eigenschwin-
gung entspricht und welche nicht. Die quantitative Analyse mag die Grafik 7.17 erleichtern.
Dort wurden die Eigenwerte der dynamischen Matrix verglichen, die mit dem Potenzial-
satz Q resultieren, bzw. wie sie aus einer LDA-Rechnung von Kroll [2001] stammen. Diese
Daten sind nicht Bestandteil des Trainingsset gewesen. Man erkennt erkennt eine relativ
gute U¨bereinstimmung mit der Einsgeraden bei schwacher systematischer U¨berscha¨tzung
ho¨herer Frequenzen durch die klassische Behandlung.
Bedauerlicherweise ist nach heutigem Kenntnisstand eine Messung der Phononendi-
spersion von Si3B3N7 nicht erfolgt, so dass die Lage der hochfrequenten ”Kante” des
Schwingungsspektrums von Siliciumbornitriden unsicher bleibt. Dies erschwert enorm ei-
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ne saubere Anpassung der elastischen Eigenschaften der Si/B/N-Materialien. Ein Ausweg
aus dieser Situation besteht in der Zuhilfenahme von ab initio-Daten der hypothetischen
Kristalle. Letztere standen fu¨r die Krollschen Strukturen zur Verfu¨gung. Andererseits ist
eine Validierung ebendieser Daten bisher nicht ermo¨glicht worden, so dass man sich auch
hier auf unsicherem Boden bewegt.
7.2.3.4 Dynamische Eigenschaften
Als ”dynamische Eigenschaften”eines Potenzials sollen hier diejenigen Eigenschaften ange-
sehen werden, die durch zeitabha¨ngige Simulationen erhalten wurden. (Im Gegensatz dazu
stehen die statischen Eigenschaften, u¨ber die gerade berichtet wurde. Bei ihnen spielte die
Zeit keine Rolle.) Dynamische Eigenschaften zu bewerten ist mo¨glich, aber nicht unpro-
blematisch, da ein Phasenraum von wenigen Atomen nur wenig Information entha¨lt, ein
Phasenraum vieler Atome hingegen zu komplex ist, um vollsta¨ndig abgetastet zu wer-
den. Eine in der Literatur ha¨ufig angetroffe ”Objektivierung” liegt im Vergleich radialer
Verteilungsfunktionen (die meist aus MD-Simulationen erhalten wurden) mit experimen-
tellen Beugungsdaten bzw. den daraus berechneten Radialverteilungsdaten. Hier erweist
sich dieser Weg als sehr kritisch: Phasen mit hoher Dichte zeigen von poro¨sen oder nano-
bzw. mesoporo¨sen Phasen oft nicht unterscheidbare Lagen der Maxima der entsprechen-
den RDFs (ein strukturell extremes Beispiel findet sich in Abb. 7.31, S. 169). An dieser
Stelle sei deshalb auf den beschra¨nkten Charakter solcher Aussagen hingewiesen. Es wer-
den nachfolgend Trends angegeben, die bei einigen Simulationen festgestellt wurden und
in anderen Teilbereichen des SFB einer weiteren Absicherung bedu¨rfen.
Kristalle/Nicht-amorphe Substanzen Bezu¨glich der Koordinationsstabilita¨t von Kri-
stallen wurden mit Gulp kleinere MD-Simulationen bei verschiedenen Temperaturen fu¨r
Bornitride, β-Si3N4 und den β2-Polymorphen von Si3B3N7 durchgefu¨hrt. Da gro¨ßere Si-
mulationen anderen Teilbereichen des SFB obliegen, werden hier nur erste Ergebnisse ge-
nannt: Fu¨r das B/N-Subsystem wurde eine Startkonfiguration von C. Marian dergestalt
erzeugt, dass Schichten von hexagonalem BN zu eckigen Ro¨hren aneinander gelegt wurden.
Eine nachfolgende MD mit dem Potenzial Q ”heilt” bereits in der A¨quilibrierungsphase
nicht nur die Kanten erwartungsgema¨ß, sondern sorgt fu¨r eine Ausbildung von Nanotu-
bes, wie sie bekannt sind (Abbildung 7.18) [Ma u. a., 2001]. Eine (lokale) Optimierung mit
Gradientenverfahren optimiert hauptsa¨chlich die kantennahen Bereiche, konvergiert aber
vor Ausbildung eines Nanotubes lokal. Bei beiden Resultaten, die in der Abbildung 7.18
gezeigt sind, resultieren vernu¨nftige Bindungsla¨ngen. Dies dokumentiert die Robustheit
des Potenzials bezu¨glich Dynamiksimulationen fu¨r das B/N-Subsystem auf struktureller
Seite.
Im U¨brigen zeigen die partiellen reduzierten Radialverteilungsfunktionen G(r) an, dass
keine unphysikalischen Verzerrungen der Bindungsla¨ngen oder gro¨ßere Sto¨rungen der Re-
gelma¨ßigkeit des Bauprinzips auftreten (Abb. 7.19): Die RDF weist in ihrer hohen Zahl
von relativ scharfen Signalen A¨hnlichkeiten zu kristallinen Materialien auf — ein Hinweis
auf die Regelma¨ßigkeit des Sechsring-Bauprinzips der Tubes. Das erste Maximum in der
B-N-Verteilung bei 1.45 A˚ sollte mit zunehmender La¨nge der Tubes scha¨rfer werden, da
der Prozentsatz von Randatomen abnimmt, an denen naturgema¨ß ku¨rzere Bindungsla¨ngen
vorherrschen (hier fehlt die Repulsion eines Dritten Nachbars pro Aufatom).
139
KAPITEL 7. POTENZIALE FU¨R SILICIUMBORNITRIDE
Abbildung 7.18: Ein BN-Nanotube relaxiert mit dem Parametersatz Q und CG- und MD-Verfah-
ren: Resultate der lokalen (unten links) bzw. globalen Optimierung (MD, unten rechts) bei chemisch
unsinniger Startkonfiguration (oben). Nur die MD ist in der Lage, eine zylindrische Konfiguration
zu erzeugen, die lokale Optimierung rundet vor allem die Ecken ab.
Abbildung 7.19: Partielle reduzierte RDFs des BN-Nanotubes (modelliert fu¨r ein Ro¨ntgenbeu-
gungsexperiment): Deutlich ist die Fernordnung noch in der Scha¨rfe der Signale — auch bei großen
r zu erkennen.
Im Hinblick auf Topftiefen in MD-Simulationen ist expemplarisch eine andere Strategie
verfolgt worden: Nach einer MD bei 1000 und 2000◦C mit hexagonalem Bornitrid (4-4-
2-Superzelle, NVE-Ensemble, 0.001 ps Zeitschritt, A¨quilibrierung 5 ps, Produktion 2 ps)
zeigt sich ein Verlust der Stapelfolge, der darin besteht, dass sich die Schichten gegenein-
ander verschoben haben, Sechsringe werden leicht deformiert, bleiben aber im Einklang
mit der Zersetzungstemperatur von rund 2700◦C weitgehend erhalten. Bei 3000◦C ist in
der Tat zusa¨tzlich zur starken Verschiebung der Schichten gegeneinander ein Aufbrechen
der Ringe zu beobachten. Auch dies ist ein Hinweis darauf, dass sich Topftiefen und Kru¨m-
mungen in vernu¨nftigen Regionen bewegen und dynamikstabil sind.
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Fu¨r das β-Si3N4 ist die Situation auf Grund der mageren experimentellen Datenlage
(Einkristallzu¨chtung) schwieriger zu bewerten. Auch stehen verla¨ssliche, gro¨ßer angeleg-
te MD-Simulationen von Siliciumnitriden aus. Erste La¨ufe deuten auf eine hohe Tem-
peratur (>2500◦C) hin, bei der das Gitter des Si3N4 zersto¨rt wird. Es ist auf Grund
der statischen Daten aber nicht davon auszugehen, dass hier stark unzutreffende Eigen-
schaften berechnet werden. Die experimentelle Zersetzungstemperatur liegt bei 1650◦C
[http://www.accuratus.com/Silicon_Nitride.htm], wobei hier anzumerken ist, dass
diese Temperatur sich auf kommerzielles Si3N4 bezieht, und bei Sauerstoffanwesenheit
gemessen wurde. In diesem Falle liegt (bei der angegebenen Temperatur) das thermo-
dynamische Gleichgewicht offenbar auf Seiten von SiO2 und N2. Mit anderen Worten:
Die reine Zersetzungstemperatur sollte wesentlich ho¨her liegen, was im Einklang mit den
vorla¨ufigen Ergebnissen der MD ist.
Das β2-Si3B3N7 scheint bis rund 1500◦C in einer NVE-MD koordinationsstabil zu sein,
Si–N-Bindungen brechen im Trend eher als B–N-Bindungen, und die getesteten ”amorphen
Zellen”(die z.T. von A. Hannemann am MPI fu¨r Festko¨rperforschung in Stuttgart zur Ver-
fu¨gung gestellt wurden, nicht gezeigt) neigen zur Ausbildung von ”Poren” der Dimension
5-15 A˚— evtl. eine erste Mo¨glichkeit, die die geringe experimentelle Dichte (1.8 g/cm3)
mit den ho¨heren Dichten der fru¨hen Simulationen im SFB in Einklang bringen ko¨nnte.
Cluster Zum Testen der Robustheit des Potenzials in Dynamiksimulationen von Clu-
stern wurde der o.g., kugelfo¨rmige Cluster von 949 Atomen verwendet, der vor jeglicher
Optimierung insbesondere zu breite fru¨he Maxima der Paarabstandsverteilungen aufwies
und an einigen Boratomen mehr oder minder ausgepra¨gte pyramidale Koordination zeig-
te. Nach der oben geschilderten, statischen Optimierung (S. 134) wurde auch der Cluster
einer MD-Simulation unterzogen.
Es zeigt sich, dass der Charakter der statischen Optimierung hier versta¨rkt auftritt:
Am Rand des Clusters wird rekombiniert, Bindungsla¨ngen und -winkel etc. werden zu ver-
nu¨nftigen Bereichen korrigiert — zum Teil auf Kosten der Koordination. Es zeigen sich bei
ho¨heren Temperaturen auch hier kleinere ”Poren” im Cluster, an deren Grenzen naturge-
ma¨ß Unterkoordination und Vierringe (sowohl B-N-B-N als auch Si-N-Si-N und Si-N-B-N)
zu finden sind. Zum heutigen Zeitpunkt deuten auch NMR-Experimente darauf hin, dass
dieser Sachverhalt nicht physikalisch korrekt ist, sondern Bor seine Koordinationspra¨fe-
renz auf Kosten von Silicium durchsetzt [Jansen und Kroschel, 2000]; weitere deutliche
Hinweise auf Poren (”free volume”) werden von Christ u. a. [2000] bzw. Baufeld u. a. [1999]
erhalten.
7.3 Ein Modell ohne Ladungen: WAT
Geschwindigkeitsbestimmender Schritt bei der Auswertung der Energie von periodisch
approximierten Festko¨rpern ist fu¨r beide oben geschilderten Fa¨lle das Berechnen der elek-
trostatischen Energie. Man kann das Skalierungsverhalten fu¨r die Gesamtenergieberech-
nung (abgesehen von implementatorischen Verbesserungen) z.B. dadurch verku¨rzen, dass
man einen truncated Coulombansatz wa¨hlt, d.h. die Coulombenergie nicht vollsta¨ndig im
Real- und Impulsraum bestimmt, sondern statt dessen das Potenzial nach einem tragba-
ren Abschneideradius zu Null verlaufen la¨sst. Eine weitere, auf den ersten Blick radikalere
Mo¨glichkeit besteht darin, vollsta¨ndig auf effektive Ladungen zu verzichten. Direkt abseh-
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bare Vorteile wa¨ren neben dem Geschwindigkeitsgewinn z.B. ein Zugang zur Beschreibung
vollsta¨ndiger Dissoziation von Festko¨rpern und ein Wegfall von (bisweilen auch programm-
technisch bedingten) Ladungsneutralita¨tskriterien bei der Auswahl von Materialien. Als
offensichtliche Nachteile fallen an: die Notwendigkeit einer expliziten Parameterisierung al-
ler wesentlichen interatomaren Kra¨fte und der Verlust des Zugangs zu Dipolmomenten und
anderen, ladungsgebundenen Pha¨nomenen, z.B. Infrarotintensita¨ten. Wie gezeigt werden
soll, ist eine solche Parameterisierung mo¨glich und fu¨hrt zu sinnvollen Resultaten.
7.3.1 Datengrundlage, Anpassung
Fu¨r das Beispiel des hexagonalen Bornitrids kann gezeigt werden, dass eine gleichwerti-
ge Parameterisierung dadurch erzielt werden kann, wenn entweder Dreiko¨rperterme vom
Typ ∠BNB oder aber solche vom Typ ∠NBN verwendet werden. Dieser Punkt wurde be-
reits in Abschnitt 7.2.1 angesprochen (siehe dazu auch die Zeichnung 7.11). Ein Ausweg
aus dieser offenbar unphysikalischen Situation kann gefunden werden, verwendet man ab
initio-Ergebnisse von kleineren Verbindungen die jeweils nur einen Typ der Wechselwir-
kung beinhalten: B(NH2)3 beispielsweise weist die Konnektivita¨t N–B–N auf, nicht jedoch
die Konnektivita¨t B–N–B (Abb. 7.20). Struktur und Frequenzen eines solchen Moleku¨ls
Abbildung 7.20:
N(BH2)3 und B(NH2)3: Nur jeweils eine
Wechselwirkung X–Y ist vorhanden.
ko¨nnen daher prinzipiell genutzt werden, die ∠BNB Dreiko¨rperwechselwirkung zu para-
meterisieren. Ganz analog kann mit der Verbindung N(BH2)3 verfahren werden, um zu
Parametern fu¨r eine ∠NBN Wechselwirkung zu gelangen. Durch die Anwesenheit von
Wasserstoff in diesen Verbindungen resultierten fu¨r ein Modell mit effektiven Ladungen
Verha¨ltnisse von B:N=3:1 (N(BH2)3), bzw. B:N=1:3 (B(NH2)3), was jedoch unvereinbar
mit dem Ausgleich der Ladungen in den bekannten Bornitriden (1:1) wa¨re. Dieser Schwie-
rigkeit la¨sst sich wiederum begegnen, wenn man die interatomaren Kra¨fte ohne effektive
Ladungen parameterisiert.
Als ab initio-Datengrundlage, wie bereits im theoretischen Teil bereits ausfu¨hrlicher
diskutiert, dienten Frequenzen und Strukturen auf B3-LYP-Energiehyperfla¨chen der in
Abbildung 7.9 skizzierten Verbindungen.7 Des Weiteren wurden die experimentell verfu¨g-
baren Bindungsla¨ngen, Schwingungsfrequenzen und Dissoziationsenergien der zweiatomi-
gen BN und SiN genutzt. SiN hat einen 2Σ+ Grundzustand, dessen Daten aus [Huber und
Herzberg, 1979] entnommen wurden. Zum experimentellen D0 [Naulin u. a., 1993] wur-
de 12ωe addiert, um eine Dissoziationsenergie zu erhalten, an die angepasst wurde. Fu¨r
den Fall von molekularem BN ist die Sachlage schwieriger: BN liegt im Grundzustand
mit Symmetrie X3Π vor. Nach Bauschlicher Jr. und Partridge [1996] zeigt dieses Mole-
ku¨l eine Bindungsordnung von ca. 2.5. Im Laufe der Anpassungen erwies es sich jedoch
7Auf die bekannten Ungenauigkeiten der eingesetzten Dichtefunktionale bezu¨glich der Beschreibung
von Wasserstoff-Elementbindungen bzw. der entsprechenden Schwingungen wurde an dieser Stelle kaum
Augenmerk gelegt. Anders sieht dies fu¨r das Potenzial WAT +H (Abschnitt 7.4, S. 152) aus, das eine
Erweiterung des Parametersatzes um H-Wechselwirkungen aufweist.
142
7.3. EIN MODELL OHNE LADUNGEN: WAT
als vorteilhafter (im Sinne der Fehlerquadrate), an den ersten angeregten Zustand mit
einer Bindungsordnung von 3 und Symmetrie a1Σ+ anzupassen. Die Werte fu¨r ωe von
1705.4 cm-1 und re von 1.2745 A˚ entstammen dem Experiment [Ram und Bernath, 1996].
In der Tat sind die beiden Zusta¨nde fast isoenergetisch: Die adiabatische Anregungsenergie
Te(a1Σ+) liegt zwischen 15 und 182 cm-1 [Lorenz u. a., 1996]. Der erste angeregte Zustand
dissoziiert allerdings im Gegensatz zur Grundzustandsverbindung nicht in die atomaren
Grundzusta¨nde N(4Su) + B(2P u), sondern in den ersten angeregten Dissoziationskanal,
N(2Du) + B(2P u). Der Wert von ≈ 6.66 eV fu¨r De wurde daher auf Basis des Grundzu-
standswertes von 4.3 eV [Bauschlicher Jr. und Partridge, 1996] und einem experimentellen
Wert [Moore, 1958] fu¨r die atomare Anregungsenergie von 4Su → 2Du erhalten.
Um Festko¨rpereigenschaften zu trainieren, wurden schließlich auch Strukturen bzw.
elastische Daten, Frequenzen etc. von kristallinen Verbindungen herangezogen: Die Struk-
tur des hexagonalen Bornitrids entstammt dabei der Arbeit von Pease [1952], die des
rhomboedrischen Wentorf Jr. [1957]. Kubisches BN wurde nicht mitparameterisiert, weil
einigermaßen klar ist, dass Vierfachkoordination an B und N in den Keramiken (Si3B3N7,
SiBN3C) keine strukturcharakteristische Rolle spielen. Vier Phononenfrequenzen des he-
xagonalen BN wurden relativ fru¨hen Arbeiten [Kuzuba u. a., 1978] bzw. [Geick u. a., 1966]
entnommen. Nur an eine elastische Konstante des Kristalls (c33) wurde angepasst, um ein
Maß fu¨r die Interschichtwechselwirkung mit zu parameterisieren. Auf der Seite der Silici-
umnitride wurden α-Si3N4 [Kato u. a., 1975] und β-Si3N4 [Gru¨n, 1979] mit parameterisiert.
Der Einsatz der Gru¨nschen Struktur fu¨r β-Si3N4 legitimiert sich aus Zeitgru¨nden: Dieses
Potenzial wurde relativ fru¨h parameterisiert; spa¨teren Versionen liegt die (vermutlich eher
zutreffende) P63/m-Struktur zu Grunde (siehe Diskussion im Abschnitt 7.1.1). Aus dem
gleichen Grunde wurden hier auch keine elastischen Konstanten des β-Si3N4 mit paramete-
risiert. An die zweiatomigen Verbindungen wurden zuna¨chst Morse-Potenziale angepasst,
bevor weitere, komplexere Verbindungen und korrigierende Zwei- und Dreiko¨rperterme
eingefu¨hrt wurden.
7.3.2 Analytische Formen, Parameter
Da bei Abwesenheit effektiver Ladungen alle wichtigen Wechselwirkungen explizit para-
meterisiert werden mu¨ssen, bieten sich die Morse-Ausdru¨cke an; sie vereinen bei hoher
Genauigkeit die attraktiven und repulsiven Kra¨fte von zweiatomigen Verbindungen. Als
Korrekturterme fu¨r die Festko¨rpereigenschaften, denen selbstversta¨ndlich im Laufe der
Anpassung immer mehr Wichtung zukam, wurden verschiedene Ansa¨tze gewa¨hlt, von de-
nen sich die General-m–n-Ausdru¨cke als am geeignetsten erwiesen. Attraktive Terme fu¨r
N–N-Wechselwirkungen wurden als Dispersionswechselwirkung mit 1/r6 angesetzt. Die
Da¨mpfung erfolgte analog zum Tang-Toennies Modell [1984] (siehe dazu auch den allge-
meinen Abschnitt u¨ber Atomkollaps, Seite 33).
Dreiko¨rperterme sind fu¨r die Wechselwirkungen N–Si–N, N–B–N und Si–N–B para-
meterisiert. Ein Term Si–N–Si war nicht no¨tig. Gulp bietet bisher keine Da¨mpfung fu¨r
solche Dreiko¨rperterme an, die nicht bereits durch ihre eigenen Formen geda¨mpft sind. Ei-
ne Implementation/Erweiterung sollte aber keine allzu großen Schwierigkeiten aufwerfen.
Es stellt sich dann allerdings die Frage, ob der Aufwand im Verha¨ltnis zum Nutzen steht,
denn gegen ein Ausweichen auf z.B. Stillinger-Weber Terme spricht auch zum heutigen
Zeitpunkt prinzipiell nichts. Dies ist auch der Gedanke, der bei dem oben besprochenen
Potenzial Q (S. 122) verfolgt wurde.
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Der Verlauf der Zweiko¨rperanteile ist in der Grafik 7.21 dargestellt, analytische Formen
finden sich in der Tabelle 7.15, die Parameter in Tab. 7.16.
Tabelle 7.15: Analytische Ausdru¨cke zu Potenzialen WAT und WAT +H (s.u.). Zu den Drei-
ko¨rpertermen vom Typ 3-Vessal existiert ein Abschneidewert, der in den Tabellen mit rmax, XY
angegeben ist.
Name Analytischer Ausdruck Parameter Einheiten
Zweiko¨rperterme
Morse E = De ·
{
(1− e−a(r−r0))2 − 1} De, a, r0 eV, A˚−1, A˚
General-1 E = (A/r) · e−r/ρ A, ρ eV·A˚, A˚
General-2–1 E = (A/r2) · e−r/ρ − Cr A, ρ, C eV·A˚2, A˚,
eV·A˚
Damped Disp. E = −C6/r6 ·
(
1− e−b6r ·
6∑
k=0
(b6r)k
k!
)
C6, b6 eV·A˚6, A˚−1
Zweiko¨rperda¨mpfg. P5 = (xo − xi)−5 ·
{−6 · r5
+15(xi + xo) · r4
−10(x2i + 4xixo + x2o) · r3
+30(x2ixo + xix
2
o) · r2
−30x2ix2o · r
+10x2ix
3
o + x
5
o − 5xix4o
}
xi, xo A˚, A˚
Dreiko¨rperterme
3-Vessal E = k · {[(θ0 − pi)2 − (θ − pi)2]2/[
8(θ0 − pi)2]
}
· exp(−r12/ρ1) · exp(−r13/ρ2)
k, θ0,ρ1, ρ2 eV·rad−2,
rad·A˚−1,
A˚−1, A˚−1
Tabelle 7.16: Parametersatz WAT : die Parameter. Analytische Ausdru¨cke finden sich in der
Tabelle 7.15. Die Da¨mpfung der Dreiko¨rperterme bezieht sich auf die Argumente des Exponential-
ausdrucks im 3-Vessal Term dort.
Partner Potenzialausdruck Parameter Wert
Zweiko¨rperterme
N–B Morse De 3·70594
a 2·95940
r0 1·27256
N–Si Morse De 3·18209
a 2·60440
r0 1·64324
N–N Damped Dispersion A 22927·6
ρ 0·45770
N–N General-1 A 2258·68
ρ 0·335907
B–B General-1 A 2071·62
ρ 0·332705
Si–Si General-1 A 1910·76
ρ 0·393986
(siehe Fortsetzung)
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Tabelle 7.16: (fortgesetzt)
Partner Potenzialausdruck Parameter Wert
B–Si General-1 A 121·465
ρ 0·537813
Zweiko¨rperda¨mpfung xi 2·80000
xo 4·40000
Dreiko¨rperterme
N–B–N 3-Vessal k 100969·0
θ0 123·457
B–N–B 3-Vessal k 27058·0
θ0 118·864
N–Si–N 3-Vessal k 13303·2
θ0 130·948
B–N–Si 3-Vessal k 23252·9
θ0 114·665
Dreiko¨rperda¨mpfung ρBN 0·317617
ρSiN 0·332031
rmax, BN 2·70000
rmax, NSi 2·90000
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Abbildung 7.21: Verlauf der Zweiko¨rperterme im Potenzial WAT .
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7.3.3 Leistungsfa¨higkeit
Statische Rechnungen Richard Catlow nennt als ein Hauptziel eines empirischen Po-
tenzials, dass es in der Lage sein muss, alle experimentell bekannten Kristalle der para-
meterisierten Stoffklasse in statischen Optimierungen zu reproduzieren [Catlow und Price,
1994]. Der Parametersatz WAT erfu¨llt diese Bedingung mit einer Ausnahme: Die Struk-
tur des kubischen Bornitrids geht in die der rhomboedrischen Modifikation u¨ber, was im
Zusammenhang mit den diskutierten Materialien nicht als inakzeptabel gelten muss; das
Potenzial wurde mit Tendenz zur Dreifachkoordination parameterisiert. Hingegen werden
die hypothetischen Si/B/N-Strukturen von Kroll und Hoffmann [1998] sa¨mtlich als Minima
auf der parameterisierten Hyperfla¨che gefunden. Die hexagonalen Strukturen von BN (α-
BN und r-BN) werden sehr sauber auch quantitativ reproduziert. Dies betrifft neben der
Struktur auch die bekannten Schwingungen und elastischen Konstanten bzw. Bulkmoduln
(Tabelle 7.17).
Tabelle 7.17: Mit dem Potenzial WAT modellierte und Referenzwerte fu¨r kristalline BN-Modi-
fikationen. Zellkonstanten a, b, c und Absta¨nde in A˚, Winkel α, β, γ und andere Winkel in Grad,
Volumen der primitiven Zelle in A˚3, Phononenfrequenzen νi an Γ in cm-1, Gitterenergien E pro
Formeleinheit in eV, elastische Konstanten cij und Bulkmoduln in GPa
Kristall Gefittet Eigenschaft Modell Referenz Literatur
hex. BN +a a, b 2·511 2·504 [Pease, 1952]
+ c 6·653 6·661 [Pease, 1952]
+ α, β 90·0 90·0 [Pease, 1952]
+ γ 120·0 120·0 [Pease, 1952]
V 36·32 36·17
b RNB 1·450 1·446
b ∠(BNB) 120·0 120·0
− E −6·622 −
+ c33 31·6 30·3
− B0 30·44 36·7 [Solozhenko u. a., 1995]
+ ν1 51·2 52·5 [Kuzuba u. a., 1978]
− ν2 119·2 −
+ ν3 783·3 783·0 [Geick u. a., 1966]
− ν4 814·6 −
+ ν5 1366·4 1367·0 [Geick u. a., 1966]
+ ν6 1366·6 1370·0 [Geick u. a., 1966]
rhomb. BN + a, b, c 3·655 3·643 b
+ α, β, γ 40·175 40·235 b
V 18·31 18·18
b RBN 1·449 1·446
b ∠(NBN) 120·0 120·0
− E −6·618 −
− B0 26·93 33·4 [Huepen u. a., 1995]
− ν1 784·6 794·1 [Liu u. a., 1995]
− ν2 1368·0 1374·5 [Liu u. a., 1995]
kub. BN − → r-BN
aEin Plus deutet Zugeho¨rigkeit zum Trainingsset an, ein Minus Zugeho¨rigkeit zum Testset.
bEs wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
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Naturgema¨ß kann das LO/TO-Splitting des hexagonalen BN nicht reproduziert wer-
den, da dieses Potenzial ladungsfrei parameterisiert wurde. Die ho¨chste Phononenfrequenz
bei Γ ist daher bei rund 1360 Wellenzahlen an Stelle von rund 1610. Es ist erstaunlich,
mit welcher Qualita¨t auch die niederfrequenten Moden reproduziert werden. Hier finden
sich maximale Abweichungen von wenigen Wellenzahlen, was deutlich die Gu¨ltigkeit ei-
ner vermeintlich einschneidenden Na¨herung wie die der harmonischen um das Minimum
demonstriert. A¨hnlich wie bereits bei den Bornitriden verha¨lt es sich mit den bekannten
Siliciumnitriden. Der Parametersatz reproduziert α-Si3N4 und β-Si3N4 hervorragend; auch
das Volumen des kubischen Si3N4 das nicht Bestandteil der gefitteten Observablen war,
wird um gerade einmal gute 2.5% im Verha¨ltnis zu den Daten der Originalpublikation ver-
kleinert. Kleinere Abstriche sind bei der Elastizita¨t dieser nicht trainierten Konfiguration
zu machen: Der Bulkmodul wird um gute 30% u¨berscha¨tzt. Andererseits sind Phononen-
frequenzen dieses neuen Materials bisher nicht bekannt, und die ho¨chste, hier berechnete,
liegt mit guten tausend Wellenzahlen in einer vernu¨nftigen Region (Tabelle 7.18).
Tabelle 7.18: Mit den Potenzial WAT modellierte und Referenzwerte fu¨r kristalline Si3N4-Mo-
difikationen. Alle Einheiten etc. wie oben.
Kristall Gefittet Eigenschaft Modell Referenz Literatur
α-Si3N4 + a 7·809 7·818 [Kato u. a., 1975]
+ c 5·594 5·591 [Kato u. a., 1975]
+ α, β 90·0 90·0 [Kato u. a., 1975]
+ γ 120·0 120·0 [Kato u. a., 1975]
V 295·40 295·95
− E −30·193 >β-Si3N4a
b RNSi 1·719 1·715
1·741 1·740
1·746 1·746
b RN′Si 1·734 1·736
1·743 1·744
1·755 1·760
b RN′′Si 1·744 1·746
b RN′′′Si 1·750 1·759
− B0 239·7 228·5 [Kruger u. a., 1997]
+ νmax 1030·6 1040c [Wada u. a., 1981]
β-Si3N4 + a, b 7·588 7·595 [Gru¨n, 1979]
+ c 2·920 2·902 [Gru¨n, 1979]
+ α, β 90·0 90·0 [Gru¨n, 1979]
+ γ 120·0 120·0 [Gru¨n, 1979]
V 145·60 144·97 [Gru¨n, 1979]
− E −30·294 <α-Si3N4a
b RNSi 1·735 1·704
1·742 1·728
1·735 1·766
b RN′Si 1·732 1·730
− B0 267·8 258·0 [Cartz und Jorgensen, 1981]
+ νmax 998·0 1047 [Wada u. a., 1981]
(siehe Fortsetzung)
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Tabelle 7.18: (fortgesetzt)
Kristall Gefittet Eigenschaft Modell Referenz Literatur
kub-Si3N4 − a, b, c 5·455 5·501 [Zerr u. a., 1999]
− α, β, γ 90·0 90·0 [Zerr u. a., 1999]
− V 114·76 117·68 [Zerr u. a., 1999]
− E −29·744 −
− RNSi 1·757 1·784
− RNSi′ 1·880 1·889
− B0 413·2 310± 5 [Kroll und Hoffmann, 1999]
− νmax 1027·0 −
aKoha¨sionsenergien von Siliciumnitriden wurden nicht angepasst; dennoch: Madelung Rechnungen
von Gru¨n: ∆Gα→β ≈ −0.31eV; die Ref. [Ching u. a., 1998]: Etot von β-Si3N4 liegt ≈ 1.63eV unter der
von α-Si3N4; vgl. auch den Abschnitt u¨ber das Potenzial Q.
bEs wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
cDie zwei ho¨chsten (sehr schwachen) Ramanlinien wurden nicht beachtet, das Experiment [Kruger
u. a., 1997] weist acht u¨berza¨hlige Signale auf, siehe Text.
Lediglich die Struktur des stabilsten der Si/B/N-Kristalle, die von Kroll und Hoffmann
[1998] vorgeschlagen wurden, war Bestandteil des Trainingssets. Da die Strukturen auf
Dichtefunktionalwerten fußen, bei denen davon ausgegangen werden kann, dass sie ten-
denziell eher auf der kurzen Seite liegen, wurde beim β2-Si3B3N7 eine geringfu¨gig gro¨-
ßere Zelle als die Referenz als korrekt angesehen. Alle resultierenden Parameter fu¨r die
Kroll/Hoffmannschen Si/B/N-Verbindungen aufzulisten, wa¨re nicht hilfreich zum Ver-
sta¨ndnis und zur Bewertung; lediglich die Daten beiden stabilsten Polymorphe sollen daher
hier als Beispiel dienen (Tabelle 7.19).
Wie sich weiter in statischen Rechnungen zeigt, wird auch die energetische Reihenfolge
der Si/B/N-Kristalle im Großen und Ganzen u¨bereinstimmend mit den quantenmecha-
nischen Rechnungen reproduziert. Dies ist besonders wichtig, da eine Kostenfunktion ja
gerade zwischen solchen Konstellationen zu unterscheiden hat. Die Daten lassen sich eben-
falls einfacher Weise tabellarisch darstellen (Tabelle 7.20).
Kru¨mmungsbezogene Eigenschaften diese Parametersatzes werden nicht nur hier und
im nachfolgenden Abschnitt u¨ber die Erweiterung des Satzes um Wasserstoffparameter,
sondern auch beim Vergleich aller parameterisierten Potenziale ab Seite 164 besprochen.
Fu¨r hexagonales Bornitrid existieren Experimente zur Kompressibilita¨t [Solozhenko u. a.,
1995], an denen sich die Kru¨mmung des Potenzial im BN-Subsystem messen lassen kann.
Zum Vorgehen: Hexagonales Bornitrid wurde unter den entsprechenden Dru¨cken bei Null
Grad RFO-Optimierungen unterzogen. Die jeweils zu minimierende Energie war die po-
tenzielle Energie und wegen der Nullpunktsbedingung nicht die Freie Energie (siehe dazu
auch den Abschnitt 3.6 u¨ber free energy minimisations.)
Auch hier wird wieder deutlich, dass die Schwierigkeit der Modellierung einer Kru¨mmung
eher auf Seiten der ganz schwachen Interschichtwechselwirkungen liegt (c/c0) als auf der
der Schichtebene. Allerdings: Die Gesamtleistung des Potenzials ist bis zu 5.0 GPa Druck
sehr gut, insbesondere wenn man bedenkt, dass wa¨hrend der Parameterisierung alle Daten
als bei Nulldruck gu¨ltig angesehen wurden.
Auch im Zweitordnungsbereich des Siliciumnitrid -Systems ist die Leistung des Poten-
zials recht zufrieden stellend. Bulkmoduln und ho¨chste Frequenzen werden im Bereich von
unter 10 GPa bzw. 20–50 Wellenzahlen reproduziert, solange man nicht starke U¨berkoor-
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Tabelle 7.19: Mit den Potenzial WAT modellierte und Referenzwerte fu¨r kristalline Si3B3N7-
Modifikationen. Alle Einheiten etc. wie oben.
Kristall Gefittet Eigenschaft Modell Referenz Literatur
β-2-Si3B3N7 + a, b 7·474 7·488 [Kroll und Hoffmann, 1999]
+ c 5·262 5·292 [Kroll und Hoffmann, 1999]
+ α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
+ γ 120·0 120·0 [Kroll und Hoffmann, 1998]
V 254·5 255·6 [Kroll und Hoffmann, 1998]
ρ 2·80 2·79 [Kroll und Hoffmann, 1998]
− E −51·235 x
a RNSi 1·727 1·725
a RNB 1·433 1·432
1·455 1·472
a RN′Si 1·714 1·704
1·727 1·720
a RN′B 1·405 1·437
a RN′′Si 1·726 1·716
− B0 176·6 200·0 [Kroll und Hoffmann, 1998]
α-1-Si3B3N7 − a, b 7·405 7·395 [Kroll und Hoffmann, 1999]
− c 5·192 5·239 [Kroll und Hoffmann, 1999]
− α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
− γ 120·0 120·0 [Kroll und Hoffmann, 1998]
V 252·60 248·10 [Kroll und Hoffmann, 1998]
ρ 2·89 2·88 [Kroll und Hoffmann, 1998]
− E −50·869 x+ 0·2 [Kroll und Hoffmann, 1998]
− RNSi 1·709 1·727
− RNB 1·487 1·486
1·487 1·492
− RN′Si 1·711 1·684
1·711 1·689
− RN′B 1·375 1·427
− RN′′Si 1·744 1·713
− B0 241·4 240·0 [Kroll und Hoffmann, 1998]
a Es wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
Kristall DFT Potenzial WAT
∆E Rang ∆E Rang
β2 0.00 1 0.00 1
α1 0.19 2 0.37 2
α4 0.40 3 0.46 3
β1 0.96 4 1.40 6
α3 1.14 5 0.59 4
sj 1.28 6 1.98 9
cub1 2.10 7 1.60 8
crb1 2.66 8 0.92 5
γ1 2.68 9 1.42 7
α2 3.00 10 2.25 11
dzb 3.76 11 2.12 10
Tabelle 7.20: Potenzial WAT : Klassisch und quantenmechanisch bestimmte relative potenzielle
Energien hypothetischer Si3B3N7-Kristalle pro Formeleinheit in eV. Die Nomenklatur der Kristalle
geht mit der von Kroll und Hoffmann [1998] konform.
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Abbildung 7.22: Kom-
pressibilita¨t von hexagonalem
Bornitrid modelliert mit
Potenzial WAT (◦) und
experimentell vermessen
(durchgezogene Linie [Solo-
zhenko u. a., 1995]).
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dination festellt wie im Falle des kubischen Si3N4. Hier wird um runde 30% u¨berscha¨tzt
(vgl. Tab. 7.18).
Fu¨r Si/B/N-Polymorphe existieren bisher nur wenige Daten, die zur Kru¨mmung eines
Potenzials in Beziehung stehen. Die Kroll/Hoffmannschen Werte werden sehr gut bis gut
reproduziert, obwohl an sie hier nicht gefittet wurde. Eine Bewertung des PotenzialsWAT
in Bezug auf diese Eigenschaft ist schwierig, da die Autoren unla¨ngst mitteilten, dass es bei
einem Versuch der Reproduktion der experimentellen elastischen Konstanten des β-Si3N4
auch mehr oder minder starke Abweichungen zum Experiment gibt [Kroll, 2000a].
Dynamische Rechnungen Der Parametersatz WAT ist, was die Dreiko¨rperterme an-
langt, nicht stetig differenzierbar. Zwar belaufen sich die Energiedifferenzen der Stufen-
funktionen nur auf Werte in der Gro¨ßenordnung von 10−3 eV an den Abschneideradien,
andererseits aber sollte man bei Verwenden von MD-Verfahren sehr vorsichtig sein und
darauf achten, dass insbesondere die Energieerhaltung noch na¨herungsweise gilt. Ist dies
nicht der Fall, sollte explizit geda¨mpft und nachgefittet werden. An dieser Stelle wurden
mit dem Potenzial bisher nur wenige dynamische Rechnungen durchgefu¨hrt, da andere
Potenziale mit sta¨rkerem Fokus auf Eignung in MD-Rechnungen parameterisiert wurden.
Einen fru¨hen Testfall stellt dennoch ein knapp 1000-atomiger Cluster dar, dessen Kon-
nektivita¨t im Teilprojekt C1 des SFB 408 erstellt wurde. Eine nachfolgende Minimierung
(1000 Schritte conjugate gradients) und MD in kleinem Maßstab (NVE Ensemble, 20 ps
Equilibrierung bei 300 K, nachfolgend 8 ps Produktionszeit, Zeitschritt 0.001 ps) fu¨hrte
zu einer Geometrie, die frei von imagina¨ren Moden und in den Abbildungen 7.23 und 7.24
dargestellt ist. In der oberen Zeichnung, deren Polyeder die N-Umgebungen hervorhebt,
sieht man die anna¨hernd perfekte trigonal-planare Umgebung mit ausschließlich Bor bzw.
Siliciumatomen. An der rechten Seite und am oberen Rand erkennt man auch Tetraeder
— ein Hinweis auf ku¨rzere Bindungen am Rand des Clusters.
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Abbildung 7.23: Si3B3N7-Cluster (979 Atome) nach lokaler Optimierung und MD mit Potenzial
WAT . Bor gru¨n, Stickstoff blau, Silicium rot. Hier sind alle N-Umgebungen, d.h. alle Partner-
schaften innerhalb einer Kugel mit 2 A˚ Radius, mit einem ”Polyeder” versehen, siehe dazu Text.
Abbildung 7.24: Si3B3N7-Cluster (979 Atome) nach lokaler Optimierung und MD mit Potenzial
WAT . Farben wie oben; hier werden Si- und B-Umgebungen (rij ≤ 2 A˚) mit einem ”Polyeder”
versehen. Im Gegensatz zur Borumgebung zeigen die Siliciumpolyeder starke Verzerrungen.
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In der unteren Zeichnung, in der mit roten Polyedern die Siliciumumgebung und mit
gru¨nen die Borumgebung eingezeichnet ist, findet man a¨hnliche Pha¨nomene, allerdings
erweist sich die Borumgebung als wesentlich stabiler als die Si-Umgebung bzgl. solcher
”Fehler”: Insbesondere in der linken oberen Ha¨lfte erkennt man z.B. zwei kantenverknu¨pfte
SiN4-Tetraeder, was einer Ringkonstellation N–Si–N–Si mit vier Atomen entspricht. Im
Zentrum des Clusters sind solche nicht augenscheinlich.
Eine genauere Analyse des Clusters zeigt, dass er im Kern (Kugel von 14 A˚ Durch-
messer) vier zweifach- und ein vierfach koordiniertes Boratom bei 29 trigonal umgebenen
beinhaltet. Fu¨r Stickstoff beobachtet man fu¨nf unterkoordinierte und zwei tetraedrisch
koordinierte von insgesamt 76 N-Atomen. Von 30 Siliciumatomen ist nur eines trigonal
umgeben, alle anderen vierfach. Damit ist eine chemisch sinnvolle Konnektivita¨t erhalten
worden, die demonstriert, dass die Untstetigkeiten beim la¨ngerreichweitigen Teil der Drei-
ko¨rperterme so gering sind, dass sich das Potenzial dennoch als recht robust gegenu¨ber
Dynamiksimulationen erweist.
7.4 Ein Modell fu¨r H-haltige Si/B/N-Verbindungen —
WAT+H
Die Erweiterung um H-gebundene Wechselwirkungen auf Grundlage des PotenzialsWAT
ist bei Fehlen von Ladungen im Prinzip kein Problem. So wird der Parametersatz, der
urspru¨nglich fu¨r Festko¨rper geplant ist, auch fu¨r Moleku¨le anwendbar. Ein solches Poten-
zial, das gleichermaßen Strukturen und Eigenschaften von sowohl Festko¨rpern als auch
Moleku¨len zu beschreiben in der Lage ist, ist relativ selten.
7.4.1 Inputdatenbasis, Analytische Formate, Parameter
Als Eingabedaten dienten die gleichen Festko¨rper- und Moleku¨ldaten wie zuvor im Falle
des Potenzials WAT . Auch hier wurde die D2d-Struktur des Tetraminosilans eingesetzt
(siehe Abb. 7.9). Es ist bekannt [Mu¨hlha¨user u. a., 1996; Gastreich u. a., 1999], dass nicht
nur fu¨r diese Stoffklasse die Schwingungsfrequenzen von H-Element-Bindungen in S-VWN
Berechnungen um runde 10% u¨berscha¨tzt werden. Etwas weniger gravierend, dennoch im
Trend genau so verha¨lt es sich beim B3-LYP Funktional. Da die Modellierung der (zumin-
dest formal zum gro¨ßten Teil) H-freien Keramiken im Vordergrund der Untersuchungen
stand, konnte diese Ungenauigkeit zum Vorteil der Geschwindigkeit der Rechnungen in
Kauf genommen werden. Naturgema¨ß wurde das Potenzial WAT um die Ausdru¨cke er-
weitert, die die hauptsa¨chlich auftretenden X–H-Bindungen betreffen. Dies sind zum einen
die Zweiko¨rperterme mit X = {N, B, Si} und zum anderen die Dreiko¨rperterme H–X–H
mit X wie oben und H–X–Y, wobei Y auch N, B oder Si entspricht und weiter X6=Y gilt.
Wechselwirkungen X–X sind also auch hier nicht bindend parameterisiert (mit Ausnahme
der N–N-Dispersionskra¨fte und einer zu vernachla¨ssigenden Attraktion fu¨r H–H im Be-
reich um 2 A˚), Dreiko¨rperkonstellationen H–X–X gar nicht. Die analytischen Ausdru¨cke
fu¨r Zwei- und Dreiko¨rperterme sind identisch mit denen, die bereits oben (Tabelle: 7.15)
angegeben wurden. Die Parameter finden sich in Tabelle 7.21, der Verlauf der Wasserstoff–
X-Terme ist in Abbildung 7.25 wiedergegeben.
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Partner Potenzialausdruck Parameter Wert
Zweiko¨rperterme
N–H Morse De 3·23693
a 2·72300
r0 0·98937
B–H Morse De 3·16429
a 2·46750
r0 1·10772
Si–H Morse De 1·69248
a 2·34130
r0 1·45436
H–H General 2-1 A 23042·2
ρ 0·135868
C 0·01970
Zweiko¨rperda¨mpfung xi 2·80000
xo 4·40000
Dreiko¨rperterme
H–B–H 3-Vessal k 1959·23
θ0 145·662
H–N–H 3-Vessal k 2260·17
θ0 101·343
H–Si–H 3-Vessal k 21692·5
θ0 123·190
H–B–N 3-Vessal k 1147·74
θ0 148·314
H–N–B 3-Vessal k 7279·31
θ0 124·618
H–Si–N 3-Vessal k 94074·4
θ0 122·803
H–N–Si 3-Vessal k 16861·5
θ0 116·097
Dreiko¨rperda¨mpfung ρBH 0·312420
ρNH 0·304307
ρSiH 0·312997
rmax, BH 2·15000
rmax, NH 2·26000
rmax, SiH 2·40000
Tabelle 7.21: Parametersatz WAT +H: Erweiterung des Potenzials WAT um die Wasserstoff-
wechselwirkungen; Analytische Ausdru¨cke finden sich in der Tabelle 7.15. Die Da¨mpfung der Drei-
ko¨rperterme bezieht sich auf die Argumente des Exponentialausdrucks im 3-Vessal Term dort.
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Abbildung 7.25: Verlauf der zusa¨tzlichen Wasserstoff-Zweiko¨rperterme im Potenzial WAT +H.
Molekularer Wasserstoff wa¨re mit diesem Potenzial nicht sonderlich stabil.
7.4.2 Leistungsfa¨higkeit
Statische Untersuchungen wurden an den Verbindungen durchgefu¨hrt, die bereits oben im
Zusammenhang mit dem Potenzial WAT erla¨utert wurden. Hier soll sich die Diskussion
daher auf die H-haltigen, molekularen Verbindungen konzentrieren. Strukturen bezu¨glich
der H-Parameter resultieren im Großen und Ganzen recht gut. Besondere Feinheiten in
dieser Stoffklasse sind beispielsweise die Torsionswinkel von NH2-Resten oder die Frage
nach pyramidaler oder planarer Koordination von H am Stickstoff. Eine Auswahl von Da-
ten, die vollsta¨ndig in [Marian und Gastreich, 2000] publiziert sind, ist in der Tabelle 7.22
zusammengestellt.8
Tabelle 7.22: Geometrieparameter optimierter molekularer Si/B/N/(H)-Verbindungen: Ab initio:
B3-LYP Dichtefunktional, TZVP-Basis, Molekulare Verbindungen optimiert
Koordinatea Exp. ab initio Klassisch: Pot. WAT +H
Ammoniakb
N–H 1.1012 1.013 1.009
∠ N–H-N 106.7 107.8 107.4
(Mono)-Boranc
B–H 1.188 1.191 1.154
∠ H-B-H 120.0 120.0 120.0
(siehe Fortsetzung)
8Zusa¨tzliche Daten insbesondere u¨ber Schwingungen und optimierte Strukturen finden sich in elektro-
nischer Form unter http://www.thch.uni-bonn.de/tc/download/addmat.marian.theochem2000.zip
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Koordinatea Exp. ab initio Klassisch: Pot. WAT +H
(Mono-)Siland
Si–H 1.480 1.487 1.488
∠ H–Si–H 109.5 109.5 109.5
Triborylamine
N–B 1.4548 1.449 1.440
B–H – 1.190 1.182
∠ B–N–B 124.53 120.0 120.0
∠ N–B–H – 119.3 118.8
∠ H–B–H – 121.5 122.4
N(BH2)(SiH3)2
N–B 1.414 1.413
N–Si 1.778, 1.772 1.781
B–H 1.198 1.195
Si–H 1.482–1.488 1.482-1.490
∠ Si–N–Si 120.6 119.0
∠ Si–N–B 117.6, 121.8 120.4, 120.6
∠ N–Si–H 108.6–110.4 108.6–110.3
∠ N–B–H 119.3, 120.7 119.9
N(BH2)2(SiH3)
N–B 1.432, 1.434 1.430, 1.431
N–Si 1.797 1.794
B–H 1.191–1.196 1.189-1.195
Si–H 1.483–1.486 1.483-1.486
∠ B–N–B 120.7 120.7
∠ Si–N–B 117.2, 122.0 117.2, 122.0
∠ N–Si–H 108.6–109.7 108.8–109.4
∠ N–B–H 119.0–120.0 118.9-119.9
Trisilylaminf
N–Si 1.734 1.761 1.691
Si–H 1.485 1.489-1.490 1.495
∠ N–Si–H 108.1 107.4–111.6 112.0–113.1
∠ Si–N–Si 119.7 119.9–120.1 120.0
∠ H–Si–H 110.8 108.0–109.1 105.3–106.9
Triaminoborang
B–N 1.432 1.433 1.430-1.431
N–H 1.022 1.004 1.004
∠ N-B-N 120.0 120.0 120.0
∠ B-N-H 122.0 123.2 123.2
∠ H-N-H – 113.5 113.6
θ B-N-H-H – 175.6, 179.1, 178.4 175.6, 178.4, 180.0
Tetraminosilan, D2d
Si–N 1.740 1.741
N–H 1.008 1.008
∠ N-Si-N (4×) 102.6 102.5-102.7
(2×) 124.4 124.3
(siehe Fortsetzung)
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Koordinatea Exp. ab initio Klassisch: Pot. WAT +H
∠ Si-N-H 119.5 119.3-119.6
∠ H-N-H 111.5 111.4-111.5
Tetraminosilan, S4h
Si–N 1.701 1.739-1.740 1.738
N–H 0.911 1.008-1.009 1.007-1.009
∠ N–Si–N (4×) 121.0 113.0-113.4 113.0-113.5
(2×) 103.8, 103.9 102.3, 102.7 102.1, 102.3
∠ Si-N-H 121.4 119.6-120.1 119.5-120.2
∠ H-N-H – 111.4-111.8 111.5-111.8
Borazini
B–N 1.429(∅) 1.432 1.408-1.419
B–H – 1.193 1.185
N–H – 1.008 1.016
∠ N-B-N 117.1(∅) 117.0 117.9-118.4
∠ B-N-B 122.9(∅) 123.0 121.7-122.0
∠ N-B-H – 121.5 120.7-120.9
∠ B-N-H – 118.5 118.9-119.3
aDie Fußnoten am Verbindungsnamen zeigen an, aus welchen Arbeiten die experimentellen
Daten stammen.
bChase u. a. [1982]
cWickham-Jones u. a. [1989]
dChase u. a. [1982]
eMeller u. a. [1997], Experiment bezieht sich auf 1,3-Bis-[bis(dimethylamin)]-N -methyl-
diborylamin, N(Me)(BNMe2)2
fBeagley und Conrad [1970]
gAlmenningen u. a. [1981]; die Autoren untersuchten das Methylanalogon, B(NHMe)3, auf
das sich diese Daten auch beziehen.
hAndersch und Jansen [1990]; Werte beziehen sich auf Tetrakis(methylamin)silan.
iR. Boese [1994]
Zufrieden stellend ist die Situation auch bezu¨glich des Bors: Bei Dreifachkoordination
unter Wasserstoffbeteiligung setzt dieses Element seine Pra¨ferenz fu¨r Planarita¨t in der
Regel durch, was vom Potenzial gut wiedergegeben wird.
Als weitaus schwieriger gilt gemeinhin die Reproduktion von Zweitordnungseigenschaf-
ten, hier in Form der Eigenschwingungen von Moleku¨len. Der Test dieser 255 Frequenzen
beruht auf dem Vergleich mit B3-LYP Daten aus verschiedenen Verbindungen, wie z.B.
dem S4-Minimum von Tetrakis(borylamin)silan, (B, B′, B′′)-Tris(silylamino)borazin und
der Struktur zweier ringfo¨rmiger Verbindungen, die bereits fru¨her in LDA-Na¨herung opti-
miert [Gastreich, 1996] und in diesem Rahmen in Gradientenkorrektur verfeinert wurden.
Weiter wurden die Verbindungen der Abbildung 8.20 (S. 196) und die C-freien BN-Ver-
bindungen der Abbildungen 8.2 (S. 176) und 8.3 (S. 179) mit beru¨cksichtigt.
Die Schwingungen, an denen Wasserstoff beteiligt ist, liegen natu¨rlicherweise durch das
U¨berscha¨tzen der Dichtefunktionalergebnisse, an die angepasst wurde, bei etwas zu hohen
Frequenzen. Insgesamt sieht es so aus, als ob der Parametersatz WAT +H zu noch etwas
ho¨heren Frequenzen unter H-Beteiligung neigt, wie aus der Abbildung 7.26 hervorgeht. Da-
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zu kommt, dass die Anharmonizita¨tseffekte der Schwingungen bei Wasserstoffbeteiligung
u¨blicherweise ho¨her ausfallen als bei schwereren Kernen.
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Abbildung 7.26: Potenziale WAT bzw. WAT +H: Korrelation der quantenchemisch ermittelten
(B3-LYP) Eigenschwingungen von molekularen Verbindungen. Verbindungen außerhalb des Trai-
ningsset sind mit einem × gekennzeichnet.
Die vom Kraftfeld in der Grafik gut sichtbar und sta¨rker u¨berscha¨tzten Frequen-
zen von Verbindungen außerhalb des Trainingssets z.B. bei 1250/1700, 2500/3000 und
2600/3000 cm-1 betreffen alle die vieratomigen NH3- und BH3-Moleku¨le, die auch nach
der Kraftfeldoptimierung pyramidal bzw. planar bleiben;9 aber ihre Bindungsla¨ngen sind
verku¨rzt, und die Verbindungen schwingen deshalb mit ho¨herer Frequenz als die Refe-
renz. Vor dem Hintergrund, dass das Potenzial insbesondere fu¨r Keramiken parameteri-
siert wurde, ist dies nicht verwunderlich: Im Festko¨rper bzw. bei gro¨ßeren Verbindungen
treten durch die zusa¨tzlichen Atome repulsive Kra¨fte auf, die die Teilchen einer ”gesehe-
nen”Bindung sta¨rker auseinander dru¨cken. NH2-, BH2- und SiH3-Gruppen in den gro¨ßeren
Verbindungen werden zudem gut reproduziert. Weitere, insbesondere numerische Details
zu den molekularen Verbindungen und ihrer Reproduktion durch das Kraftfeld sind der
entsprechenden Publikation und der auf S. 154 angegebenen URL zu entnehmen [Marian
und Gastreich, 2000].
Fu¨r kleinere bis mittelgroße molekulare Verbindungen sind dynamische Untersuchun-
gen in der Regel nicht angesagt, da mit chemischer Intuition die Gleichgewichtsstrukturen
9Manche Strukturen liefern bei den Voreinstellungen mit Gulp imagina¨re Frequenzen, sind also kei-
ne Minima. Dies mag mit den kleinen Diskontinuita¨ten in den Dreiko¨rpertermen zusammenha¨ngen. Die
Gradientennorm bleibt allerdings u¨ber einige Zyklen unvera¨ndert, was Gulp zum Abbruch der Optimie-
rungen veranlasst und auf die Stationarita¨t der Hyperfla¨chen hinweist. Mit verschiedenen Einstellungen
fu¨r Differenzintervalle, Umschalten von Optimierern etc. lassen sich hier Verbesserungen erzielen.
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(i.e. die Minima der Energie) ohnehin meist korrekt gefunden werden; die Stufe in der pa-
rameterisierten Energie du¨rfte anna¨hernd irrelevant sein. Zu bemerken ist noch einmal die
Tatsache, dass aus pragmatischen Gru¨nden in dieser Parameterisierung keine signifikante
(bindende) Wechselwirkung fu¨r die Bildung von H–H existiert. In diesem Zusammenhang
war dies andererseits nicht erforderlich, und nichts spricht gegen eine entsprechende Er-
weiterung der Parameterisierung.
7.5 Ein reines Zweiko¨rpermodell: T B
Unter Inkaufnahme geringerer Genauigkeit von insbesondere elastischen Eigenschaften ließ
sich ein reines Zweiko¨rperpotenzial fu¨r Borosilazane parameterisieren. Auch dieser Parame-
tersatz kommt ohne Ladungen aus und ist daher besonders zur schnellen Relaxierung und
MD etc. von Si/B/N Bedingungen geeignet. Hinweise darauf, dass der Si/N-Teil des Poten-
zials ohne Dreiko¨rperterme auskommt, gab es immer wieder; so publizierten beispielsweise
Ching u. a. [1998] vor drei Jahren ein klassisches Potenzial mit Coulombtermen, das bezu¨g-
lich struktureller und vibratorischer Eigenschaften von α-Si3N4 und β-Si3N4 vernu¨nftige
Werte liefert.
7.5.1 Anpassung
Die Parameter wurden wie bei den vorangegangenen Schilderungen mit Gulp durch An-
passen der Minimalstrukturen von kristallinen und zweiatomigen Verbindungen und nach-
folgendes Relax-Fitting erhalten. Im Trainingsset befanden sich hexagonales und rhomboe-
drisches Bornitrid, α-Si3N4 und β-Si3N4, sowie zwei Kroll/Hoffmann-Polymorphe (β2 und
α1).10 Im Laufe der Anpassungen zeigten sich allerdings immer wieder starke (unphysikali-
sche) Schwankungen der Vorfaktoren der Dreiko¨rperterme, woraufhin beschlossen wurde,
zuna¨chst ein reines Zweiko¨rperpotenzial zu parameterisieren. Letzteres erwies sich auch
ohne die Dreiko¨rperanteile als recht leistungsfa¨hig; da durch den reinen Zweiko¨rpercha-
rakter assoziierter Rechenaufwand erheblich reduziert ist, soll es hier im Detail besprochen
werden.
7.5.2 Analytische Ausdru¨cke, Parameter
Die analytischen Ausdru¨cke des Zweiko¨rperpotenzials T B bedienen sich des Satzes, der
bereits im PotenzialWAT verwendet wurde. Fu¨r die bindenden Wechselwirkungen wurde
zu Morse-Potenzialen gegriffen, die rein repulsiven Terme (N–N, B–B, Si–Si und B–Si)
werden u¨ber General-1-Ausdru¨cke, wie sie schon in der U¨bersicht 7.15 auf Seite 144
angegeben wurden, beschrieben. Die Zahlen sind in Tabelle 7.23 aufgelistet.
7.5.3 Leistungsfa¨higkeit
Statische Rechnungen Wie bereits fu¨r Modell WAT werden alle trainierten Struktu-
ren als Minima auf der Hyperfla¨che mit solchen Differenzen zur Referenz reproduziert, die
die Vertrauensbereiche der meisten Experimente unterschreitet. In diesem Fall betrifft dies
auch das kubische Bornitrid, dessen Struktur hier nahezu perfekt resultiert (Tabelle 7.24).
10Weitere Details ko¨nnen der entsprechenden Publikation entnommen werden [Marian u. a., 2000].
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Partner Potenzialausdruck Parameter Wert
N–B Morse De 5·50007
a 2·84990
r0 1·32521
N–Si Morse De 3·88461
a 2·32660
r0 1·62136
N–N Damped Dispersion C6 16691·4
b6 0·50328
N–N General-1 A 2499·01
ρ 0·36029
B–B General-1 A 1231·52
ρ 0·36119
Si–Si General-1 A 177·510
ρ 0·63685
B–Si General-1 A 643·332
ρ 0·43302
Zweiko¨rperda¨mpfung xi 4·30000
xo 5·80000
Tabelle 7.23: Parametersatz zum Potenzial T B
Tabelle 7.24: Modellierte und gemessene Eigenschaften kristalliner Bornitrid-Modifikationen.
Zellkonstanten a, b, c und interatomare Absta¨nde in A˚, Zellwinkel α, β, γ in Grad, Phononenfre-
quenzen νi an Γ in cm-1, Gitterenergien E und Nullpunktschwingungsenergien ZPVE pro Formel-
einheit in eV, Bulkmoduln B0 in GPa. Ein + deutet an, dass an die entsprechende Observable
angepasst wurde, ein Minus das Gegenteil.
Material Gefittet? Eigenschaft Modell Referenz Literatur
h-BN + a, b 2·517 2·504 [Pease, 1952]
+ c 6·647 6·661 [Pease, 1952]
+ α, β 90·0 90·0 [Pease, 1952]
+ γ 120·0 120·0 [Pease, 1952]
a RNB 1·453 1·446
a ∠NBN 120·0 120·0
− E −11·491 −12·813 [Albe, 1997]
− ZPVE 0·225 −
+ c33 31·6 32·4 [Ramani u. a., 1978]
− B0 30·9 36·7 [Solozhenko u. a., 1995]
+ ν1 53·3 52·5 [Kuzuba u. a., 1978]
− ν2 117·9 −
+ ν3 770·8 783·0 [Geick u. a., 1966]
− ν4 821·9 828·0 [Geick u. a., 1966]
+ ν5 1361·6 1367·0 [Geick u. a., 1966]
+ ν6 1361·8 1370·0 [Geick u. a., 1966]
(siehe Fortsetzung)
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Tabelle 7.24: (fortgesetzt)
Material Gefittet? Eigenschaft Modell Referenz Literatur
r-BN + a, b, c 3·665 3·643 b
+ α, β, γ 40·159 40·235 b
a RBN 1·453 1·446
a ∠NBN 120·0 120·0
− E −11·487 −12·813 [Albe, 1997]
− ZPVE 0·217 −
− B0 32·7 33·4 [Huepen u. a., 1995]
− ν1 774·4 794·1 [Liu u. a., 1995]
− ν2 1362·6 1374·5 [Liu u. a., 1995]
c-BN − a, b, c 2·560 2·557 c
− α, β, γ 60·0 60·0 c
− RBN 1·567 1·566
− ∠NBN 109·47 109·47
− E −10·76 −13·2 [Lam u. a., 1990]
−12·94 [Albe, 1997]
−16·30 [Furthmu¨ller u. a., 1994]
− ZPVE 0·13 −
− B0 620 369-400 [Grimsditch und Zouboulis,
1994; Soma u. a., 1974]
− c11 922 820 [Grimsditch und Zouboulis,
1994]
− c12 469 190 [Grimsditch und Zouboulis,
1994]
− c44 452 480 [Grimsditch und Zouboulis,
1994]
− ν1 701 1055 [Liu u. a., 1995; Sanjurjo u. a.,
1983; Werninghaus u. a., 1997]
w-BN − a, b 2·567 2·553 [Bundy und Wentorf, 1963]
− c 4·141 4·200 [Bundy und Wentorf, 1963]
− α, β 90·0 90·0 [Bundy und Wentorf, 1963]
− γ 120·0 120·0 [Bundy und Wentorf, 1963]
− RBN(3) 1·564 1·566
− RBN′ 1·573 1·571
− ∠NBN 110·45 109·75
− ∠NBN 108·58 109·19
− E −10·83 −
− ZPVE 0·21 −
− B0 637 394 [Albe u. a., 1997]
− νmax 1299 −
aEs wurden fraktionelle an Stelle interner Koordinaten eingesetzt.
bZellparameter beziehen sich auf eine hexagonale Einheitszelle mit Dimensionen a = b = 2.506 und
c =10.030 A˚ wie sie von Ueno u. a. [1992] bestimmt wurden.
cZellparameter beziehen sich auf eine kubische Einheitszelle mit a = b = c = 3.6715 A˚ nach
Solozhenko u. a. [1990].
Die Situation pra¨sentiert sich ebenso fu¨r die Siliciumnitride. Die reproduzierten Struk-
turen differieren in den Bindungsla¨ngen von den Referenzen um max. 3 pm. Dies ist
durchaus akzeptabel, wenn man beispielsweise den asymmetrischen Stickstoff im β-Si3N4
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betrachtet: Ein Experiment liefert Bindungsla¨ngen von 1.70, 1.73 und 1.77 [Gru¨n, 1979],
ein neueres [Yang u. a., 1995] dokumentiert Bindungsla¨ngen zwischen 1.70 und 1.79 (Ta-
belle 7.25).
Tabelle 7.25: Mit dem Potenzial T B modellierte und gemessene Eigenschaften kristalliner Si3N4-
Modifikationen. Alle Einheiten wie oben.
Material Gefittet? Eigenschaft Modell Referenz Literatur
α-Si3N4 + a 7·754 7·818 [Kato u. a., 1975]
+ c 5·630 5·591 [Kato u. a., 1975]
+ α, β 90·0 90·0 [Kato u. a., 1975]
+ γ 120·0 120·0 [Kato u. a., 1975]
− E −35·08 >β-Si3N4a
− ZPVE 0·76 −
b RNSi 1·727 1·715
1·739 1·740
1·743 1·746
b RN′Si 1·732 1·736
1·741 1·744
1·745 1·760
b RN′′Si(3) 1·737 1·746
b RN′′′Si(3) 1·729 1·759
− B0 242·5 228·5 [Kruger u. a., 1997]
+ νmax 1017 1040c [Wada u. a., 1981]
β-Si3N4 + a, b 7·593 7·595 [Gru¨n, 1979]
+ c 2·921 2·902 [Gru¨n, 1979]
+ α, β 90·0 90·0 [Gru¨n, 1979]
+ γ 120·0 120·0 [Gru¨n, 1979]
− E −35·14 −37·15 [Liu und Cohen, 1990]
− ZPVE 0·72 −
b RNSi 1·734 1·704
1·735 1·728
1·738 1·766
b RN′Si(3) 1·734 1·730
− B0 262·1 258·0 [Cartz und Jorgensen, 1981]
+ νmax 1010 1047 [Wada u. a., 1981]
kub-Si3N4 − a, b, c 5·425 5·501 [Zerr u. a., 1999]
− α, β, γ 90·0 90·0 [Zerr u. a., 1999]
− E −35·69
− ZPVE 0·76 −
− RSiN(4) 1·752 1·784
− RSi′N(6) 1·867 1·889
− B0 411·9 310± 5 [Kroll und Hoffmann, 1999]
− νmax 1119 −
aMadelung Rechnungen von Gru¨n: ∆Gα→β ≈ −0.31eV; Ref.: [Ching u. a., 1998]: Etot von β-Si3N4
liegt ≈ 1.63eV unter der von β-Si3N4.
aEs wurde an fraktionelle Koordinaten, nicht an interne Koordinaten angepasst.
aDie zwei ho¨chsten (sehr schwachen) Ramanlinien wurden außer Acht gelassen, das Experiment
[Kruger u. a., 1997] weist acht u¨berza¨hlige Signale auf, siehe Text.
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Auch fu¨r das terna¨re System Si/B/N wurden lokale (statische) Optimierungen durchge-
fu¨hrt und Analysen bezu¨glich Struktur und Zweitordnungseigenschaften durchgefu¨hrt. Die
Ergebnisse listet Tabelle 7.26 auf.
Tabelle 7.26: Mit dem Potenzial T B modellierte und gemessene Eigenschaften Si/B/N-Kristalle.
Fu¨r weitere Erkla¨rungen siehe obige Tabellen.
Material Gefittet? Eigenschaft Modell Referenz Literatur
β-2-Si3B3N7 + a, b 7·495 7·488 [Kroll und Hoffmann, 1999]
+ c 5·372 5·292 [Kroll und Hoffmann, 1999]
+ α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
+ γ 120·0 120·0 [Kroll und Hoffmann, 1998]
− E −70·57 x
− ZPVE 1·75 −
a RNSi 1·753 1·725
a RNB 1·445 1·432
1·458 1·472
a RN′Si 1·729 1·704
1·760 1·720
a RN′B 1·429 1·437
a RN′′Si(3) 1·726 1·716
− B0 170·1 200·0 [Kroll und Hoffmann, 1998]
α-1-Si3B3N7 + a, b 7·455 7·395 [Kroll und Hoffmann, 1999]
+ c 5·241 5·239 [Kroll und Hoffmann, 1999]
+ α, β 90·0 90·0 [Kroll und Hoffmann, 1998]
+ γ 120·0 120·0 [Kroll und Hoffmann, 1998]
− E −70·03 x+ 0·2 [Kroll und Hoffmann, 1998]
− ZPVE 1·72 −
− RNSi 1·747 1·727
− RNB 1·473 1·486
1·473 1·492
− RN′Si 1·716 1·684
1·716 1·689
− RN′B 1·436 1·427
− RN′′Si(3) 1·732 1·713
− B0 290·9 240·0 [Kroll und Hoffmann, 1998]
aEs wurden fraktionelle an Stelle interner Koordinaten eingesetzt.
Die Struktur der hypothetischen Polymorphe [Kroll und Hoffmann, 1998] werden sa¨mtlich
reproduziert: Gradienten und Hesse-Matrices sind Null bzw. positiv definit. Generell zeigt
sich ein Trend zu gro¨ßeren Volumina. Bedenkt man, dass die Si/B/N-Referenzen sich auf
Dichtefunktionalergebnisse beziehen, die zur U¨berbindung neigen, ist auch dieses Ergebnis
nicht nur akzeptabel, sondern vor allem konsistent mit den anderen Werten (Tabelle 7.26).
Legt man die Krollschen Daten als Referenz an, wird die energetische Reihenfolge der
Polymorphe nur ma¨ßig wiedergegeben (Tabelle 7.27). Dabei ist zu sagen, dass es dabei
um eine Schwankung u¨ber einen Bereich von gut knapp 4 eV bei 13 Atomen geht. Auch
die Differenzen werden unterscha¨tzt. Da beide Energiefunktionen das dzb-Modell als den
deutlich instabilsten Polymorph anzeigen, kann man davon ausgehen, dass man mit einer
Genauigkeit von rund 0.3 eV/Atom bei diesem Potenzial fu¨r a¨hnliche Konstellationen
rechnen kann.
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Kristall DFT Potenzial T B
∆E Rang ∆E Rang
β2 0.00 1 0.05 2
α1 0.19 2 0.60 4
α4 0.40 3 0.00 1
β1 0.96 4 1.28 8
α3 1.14 5 0.52 3
sj 1.28 6 1.36 9
cub1 2.10 7 1.55 10
crb1 2.66 8 0.66 5
γ1 2.68 9 0.88 6
α2 3.00 10 0.95 7
dzb 3.76 11 2.45 11
Tabelle 7.27: Potenzial T B: Klassisch und quantenmechanisch bestimmte relative potenzielle
Energien hypothetischer Si3B3N7-Kristalle pro Formeleinheit in eV. Die Nomenklatur der Kri-
stalle geht mit der von Kroll und Hoffmann [1998] konform.
Zwar ist auch bezu¨glich der Zweitordnungseigenschaften das Potenzial weniger verla¨ss-
lich als die aufwa¨ndigeren Parameterisierungen (im Falle des β2-Si3B3N7 ist der Bulkmodul
um 30 GPa zu gering, im Falle des zweitstabilsten α1-Si3B3N7 um 50 GPa zu hoch),
insgesamt werden jedoch die Gro¨ßenordnungen korrekt wiedergegeben.
Dynamische Rechnungen Dynamische Rechnungen wurden nur am terna¨ren System
durchgefu¨hrt. Diese Rechnungen dienten in erster Regel einer groben U¨berpru¨fung des dy-
namischen Verhaltens des Potenzials, weniger der Produktion in gro¨ßerem Maßstab. Ein
bereits oben erwa¨hnter, im Teilprojekt C1 des SFB 408 erzeugter (979-atomiger) Cluster
mit ”korrekter”Sto¨chiometrie (Si3B3N7) und Koordination (Si vierfach, N dreifach, B drei-
fach) wurde dazu einer MD-Simulation im kanonischen Ensemble (NVE) bei 300 K und
nachfolgender RFO-Optimierung bis zum Erreichen der Konvergenzkriterien und Freiheit
von imagina¨ren Moden unterzogen. Die erhaltenen Koordinationen sind in der Abbildung
7.27 bzw. 7.28 gezeichnet. Gut zu erkennen auch hier die Koordinationszahl von drei bei
Stickstoff und Bor, ebenso die Koordination von vier an Silicium. Die Koordination von
Stickstoff ist offenbar zum allergro¨ßten Teil trigonal planar, wie es auch NMR-Experimente
am amorphen Si3B3N7 zeigen. In der unteren linken Ha¨lfte des Clusters, der in der ersten
Zeichnung abgebildet ist, ist ein Tetraeder zu sehen; hier kommt man erneut in die Na¨he
des Randes, an dem sich auf Grund fehlender (repulsiver) Wechselwirkungen die Bindun-
gen verku¨rzen und sich so U¨berkoordinationen ausbilden. Fu¨r die Siliciumkoordination
(Abb. 7.28), ist zuna¨chst festzuhalten, dass es in einem Radius von 2 A˚ ausschließlich von
N umgeben ist. Die Koordination ist (zum Teil stark verzerrt) tetraedrisch, was vernu¨nftig
erscheint und vom NMR-Experiment besta¨tigt ist. Eine Kantenverknu¨pfung wie sie beim
Fall des Potenzials WAT aufgetreten ist (Abb. 7.23 bzw. 7.24) ist nicht offensichtlich,
tritt jedoch (vereinzelt) auf, z.B. oben in der zweiten Abbildung. Wenn Partner, d.h. in
diesem Falle Stickstoffatome, vollkommen fehlen, ko¨nnen ”Polyeder”auch Dreiecke darstel-
len, wie z.B. am a¨ußersten linken Rand gezeigt, wo ein Silicium fast planar koordiniert ist.
Dies ist ganz offensichtlich ein Randartefakt. Die Borkoordination erweist sich als stabil
trigonal-planar bis zu den Ra¨ndern.
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Abbildung 7.27: Si3B3N7-Cluster (979 Atome) nach MD und nachfolgender RFO-Optimierung
mit Potenzial T B. Polyeder deuten die N-Umgebungen an, Si rot, B gru¨n, N blau.
Fu¨r diesen Cluster wurden von Robert Grabinski [2000] freundlicherweise ro¨ntgenge-
wichtete Paarverteilungen berechnet. Die Ergebnisse sind — vergleichend mit Experimen-
ten aus den anderen Teilprojekten des SFB und daher etwas weiter unten, im vergleichen-
den Abschnitt — in der Abbildung 7.29 auf S. 168) dargestellt.
Die Signale bis zu. ca. 1.3 A˚ stammen aus der Fouriertransformation der experimentellen
Daten. Es steht zu vermuten, dass auch die Intensita¨ten bei ca. 1.45 A˚ (BN) und 1.75 A˚
(SiN) noch Artefakt-Beitra¨ge aus der FT enthalten.11 Offenbar wird nicht nur die erste
Nachbarschaft, sondern auch die Struktur der radialen Verteilung zweiter Nachbarn zwi-
schen ca. 2.5 und 3.5 A˚ recht gut wiedergegeben. Je gro¨ßer der Clusterausschnitt, d.h. je
mehr Randatome mitgenommen werden, desto schlechter die Statistik fu¨r Bulkcharakte-
ristika — hier werden erneut die Randartefakte des Clusteransatzes offensichtlich.
Obwohl das Potenzial T B zu etwas zu schwachen Bindungsenergien und auf Grund fehlen-
der Dreiko¨rperterme zu etwas zu weichen Materialien neigt, stellt es mit seiner schnellen
Auswertbarkeit einen idealen Kandidaten fu¨r large scale-MD dar.
7.6 Kritischer Vergleich
Zum Vergleich stehen drei Sa¨tze von Potenzialen: eine Kombination aus Coulombwechsel-
wirkungen mit zusa¨tzlichen Zwei- und Dreiko¨rperwechselwirkungen (Q), eine Beschra¨n-
kung auf Zweiko¨rperterme ohne effektive Ladungen (T B) und ein ladungsfreier Parame-
tersatz mit Korrektur durch sowohl Zwei- als auch Dreiko¨rperterme (WAT /WAT +H).
11Die Experimentatoren gehen davon aus, dass auch das starke Signal im Experiment bei 2.1 A˚ noch im
Wesentlichen als FT-Artefakte anzusehen sind. Dies wird von der Clustersimulation z.T. gestu¨tzt.
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Abbildung 7.28: Si3B3N7-Cluster (979 Atome) nach MD und nachfolgender RFO-Optimierung
mit Potenzial T B. Polyeder wie oben, hier B- bzw. Si-Umgebungen (gru¨n bzw. rot).
Die Anzahl der Parameter verha¨lt sich zur Anzahl der Wechselwirkungen von Elemen-
ten mit- und untereinander (bzw. in der Sprache von Kraftfeldern) ”Atomtypen” wie folgt:
Potenzial Anzahl Parameter Atomtypen
T B 18 Si, B, N
WAT 30 Si, B, N
WAT +H 34 Si, B, N, H
Q 39 + 1 wg. Ladung Si, B, N
Mit einem Atomtyp wa¨chst allerdings die Mo¨glichkeit der Wechselwirkung nicht um Eins,
sondern exponentiell:
Anzahl Atomtypen denkbare Wechselwirkungen
1 1 (mit sich selbst)
2 3
3 6
4 10
Daher wird mit mehr als zwei Atomtypen eine Parameterisierung immer komplexer. Alle
bekannten Strukturen werden hier mit maximal 40 Parametern reproduziert. Zum Ver-
gleich: Nakano u. a. [1995] beno¨tigen zur Beschreibung von Si3N4 19 Parameter, das Hes-
sian Biased Force Field von Wendel und Goddard III [1992] derer 14, um allein die beiden
bina¨ren kristallinen Phasen α-Si3N4 und β-Si3N4 zu modellieren, und Ching u. a. [1998]
verwenden gar 10 fu¨r jeweils einen Polymorphen (α- oder β-Si3N4) — in letzterem Falle
werden dabei Koha¨sionsenergien massiv u¨berscha¨tzt (an sie wurde allerdings auch nicht
angepasst).
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Paradigmatisch la¨sst sich fu¨r die hier gefundenen Modelle festhalten, dass Art und
Anspru¨che einer Anwendung bestimmen sollte, zu welchem Potenzial man greift; wie so
oft u¨blich, ist zwischen Geschwindigkeit und Genauigkeit abzuwa¨gen.
7.6.1 Geschwindigkeit
Je nach Implementation wird die Evaluation der Energie mehr oder weniger aufwa¨ndig
sein. Als Faustregel gilt: Die Bestimmung der Coulombkraft und die Auswertung der Drei-
ko¨rperterme sind die geschwindigkeitsbestimmenden Schritte. Kommt es also vorrangig
auf Geschwindigkeit der Evaluation an, so ist das Potenzial T B konkurrenzlos. Na¨chst-
schnellster Satz wird in aller Regel der Satz WAT sein, gefolgt von Q. Die Rechenzeiten
des Satzes Q ha¨ngen massiv davon ab, wie die Coulombkra¨fte behandelt werden. Gulp
macht eine Standard-Ewald-Summation, die z.B. durch Gitterverfahren stark beschleunigt
werden kann. Fu¨r den Fall von Clustern wird die Coulombenergie im Realraum explizit
ausgewertet. Zwei Beispiele dokumentieren die Sachverhalte (Tab. 7.28), weitergehende
Analysen sind zu abha¨ngig von der jeweiligen Implementierung, so dass ein systematischer
Vergleich ohne besondere Aussagekraft wa¨re.
Modell Potenzial Rechenzeit [s]
β2-Si3B3N7 T B 0.66
WAT 2.83
Q 5.33
979/949-atomiger Cluster T B 0.41
WAT 0.69
Q 0.83
Tabelle 7.28: Richtwerte von Rechenzeiten bei einer Energieevaluation anhand zweier Beispiele.
Oben: Kristalline Verbindung, Coulombenergie bei Potenzial Q mittels Ewald-Summation ausge-
wertet; unten: Cluster, Coulombenergie bei Potenzial Q explizit berechnet.
7.6.2 Energien
Die Genauigkeit der Energiebestimmung fu¨r Festko¨rper nimmt in der Reihenfolge Q >
WAT > T B ab. Der Satz Q ist in dieser Hinsicht vor allem das vorne liegende Potenzial,
weil Koha¨sionsenergien von Festko¨rpern mit angepasst wurden – im Gegensatz zu den
beiden anderen, bei denen nur fu¨r die zweiatomigen Verbindungen BN und SiN Daten
eingingen und diese Daten fu¨r Festko¨rper zu flache To¨pfe liefern. Fu¨r molekulare Verbin-
dungen du¨rften die Ergebnisse realistischer sein.
7.6.3 Erstordnungseigenschaften/Strukturen
Strukturen sind fu¨r alle Potenziale ein kaum nennenswertes Problem. Bis auf das kubi-
sche BN, das von den Sa¨tzen WAT /WAT +H in die (trigonal koordinierte) rhomboedri-
sche Form u¨berfu¨hrt wird, fu¨hren Optimierungen mit allen Potenzialen an allen Fa¨llen
zu den bekannten Kristallstrukturen. Dies gilt fu¨r B/N, Si/N und Si/B/N-Verbindungen.
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Da die strukturelle Reproduktion von bekannten Festko¨rpern erstes Ziel ist (perfekte Re-
produktion von Schwingungen bei unzutreffender Gleichgewichtsstruktur ist ein sinnloses
Unternehmen), liegt es nahe, auch alle bekannten Strukturen mit anzupassen. Dem entge-
gen steht, das mit der maximalen Gro¨ße des Trainingsset das Testset minimiert wird. So
wurden beim Anpassen aus dem System Si/N die bisher postulierte Willemit-Struktur,12
aus dem B/N-System die rhomboedrische und aus dem Si/B/N-System alle Nicht-β2-
Si3B3N7-Stukturen entfernt, um sie dem Testset zuschlagen zu ko¨nnen. Die resultierenden
Strukturen weisen bei den Zellparametern der trainierten Vertreter Fehler von maximal
rund 1% auf. Beim Willemit-Si3N4 werden die Zellkonstanten mit weit weniger als 1%
Fehler (Q, T B: 0.4%, WAT : 0.09%) reproduziert. (Die ”Nicht-Coulomb-Potenziale” be-
rechnen die Schwingung, die der ho¨chsten ab initio-Schwingung entspricht, leicht niedriger
mit rund 980 statt 1050 cm-1, wobei die ho¨here Dichte und ho¨here Ha¨rte des Materials im
Verha¨ltnis zu α- und β-Si3N4 eher fu¨r ho¨here Frequenzkanten sprechen; nicht gezeigt.)
Bei statischen und dynamischen Simulationen mit allen Potenzialen fiel auf, dass bis-
weilen Vierringe vom Typ Si-N-Si-N (und seltener N-B-N-B) gebildet werden. Dies mag
auf den ersten Blick beunruhigend erscheinen, erweist sich aber z.B. im Hinblick auf Un-
tersuchungen, die bereits am Si/N-System durchgefu¨hrt wurden, als nicht unplausibel [de
Brito Mota u. a., 1998; Kroll, 2000b].
Wie bereits im Abschnitt 7.5.3 angerissen, wurden mit allen drei Potenzialen Cluster re-
laxiert, die auf dem Wefingschen ”Rohmodell”beruhen (Details in den jeweiligen Abschnit-
ten).13 In der Abbildung 7.29 finden sich die reduzierten Radialverteilungsfunktionen G(r)
im Vergleich. Die erste Nachbarschaft wird von den Clustern anna¨hernd perfekt wiederge-
geben. Alle Potenziale ”schieben” die Bindungen um ca. 2% zu gro¨ßeren Bindungsla¨ngen,
was nicht weiter verwunderlich ist, da wir hier mit einem Ro¨ntgenbeugungsexperiment
vergleichen, bei dem Wechselwirkungen mit den Elektronen u¨berwiegen. Hin zu gro¨ßeren
Werten von r (bis ca. 4 A˚) wird die Form ebenfalls noch hinreichend reproduziert, hier
machen sich aber bereits Unterschiede der Cluster bzw. der Behandlung mit unterschied-
lichen Potenzialen bemerkbar: Wa¨hrend die Parameter WAT und Q das experimentelle
Maximum um 3 A˚ in den Za¨hlraten etwas u¨berscha¨tzen, liefert das Zweiko¨rperpotenzial
zu wenige Absta¨nde in diesem Bereich und u¨berscha¨tzt bei 2.6 A˚. Bei 4.5 A˚ erweist sich
nur noch das Potenzial Q als in der Lage, den Verlauf von G zu spiegeln; andererseits ist
unklar, in wie weit das Experiment hier reproduzierbar ist. Die Aufschlu¨sselung nach Ko-
ordinationsspha¨ren ist prinzipiell mo¨glich, erfordert aber fu¨r vernu¨nftige Aussagen gro¨ßere
Modelle.
Vergleicht man also mit Daten aus Neutronenexperimenten, so konvergieren die ersten
Absta¨nde besser. Dieser Sachverhalt ist in Abb. 7.30 verdeutlicht, der auf dem Cluster
basiert, der mit dem Potenzial Q relaxiert wurde.
Das deutliche Signal im Ro¨ntgenexperiment bei 2.1 A˚ wird von den Experimentato-
ren (wie bereits gesagt) als Artefakt der Fouriertransformation angesehen — allerdings
tritt ein A¨hnliches auch in der Neutronenstreuung auf [Hagenmayer u. a., 1999]). Bei einer
solchen Intensita¨t ist dennoch nicht auszuschließen, dass ein Artefakt noch realistische Si-
gnale u¨berlagert. In der Tat findet man bei 2.1 A˚ bei allen Clustern ein mehr oder minder
signifikantes Signal, das sich durch seine Lage eindeutig Vierringen vom Typ B-N-B-N und
12Diese ist analog zu der fu¨r C3N4 als superharte Modifikation vorhergesagten Struktur [Teter und
Hemley, 1996].
13Hier sollte angemerkt werden, dass nicht der Anspruch besteht, ein Modell fu¨r Si3B3N7 entwickelt zu
haben, vielmehr geht es um die (Re-)produktion vernu¨nftiger Daten durch die Potenziale!
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Abbildung 7.29: Radialverteilungen von Si3B3N7-Clustern bei Verwenden der drei diskutierten
Potenziale (T B, WAT und Q) im Vergleich mit dem Experiment an der Keramik. TEM steht fu¨r
ein unvero¨ffentlichtes Transmissionselektronenmikroskop-Experiment im SFB 408 von Schulmei-
ster [2000], das (mit minderer Auflo¨sung) zuvor bereits von Heinemann u. a. [1999] vermessen und
publiziert wurde.
B-N-Si-N zuorden la¨sst. Im Falle der Cluster sind dies zum allergro¨ßten Teil Randatome.
Ha¨tten die Keramiken allerdings einen erheblichen Anteil an freiem Volumen, so ist zu er-
warten, dass die Anzahl solcher Konstellationen zunimmt. Zum heutigen Zeitpunkt jedoch
ist nicht klar, wie hoch der Anteil von Vierringen in Si3B3N7 ist.
Aus der Steigung einer Ausgleichsgerade durch die fru¨hen Werte der reduzierten Radi-
alverteilung lassen sich prinzipiell Dichten bestimmen. Man erkennt, dass diese von allen
Potenzialen im Cluster recht gut mit dem Abfall der Oszillationen in Einklang zu brin-
gen ist. Doch auch hier ist Vorsicht geboten: Die experimentellen Werte fu¨r die Dichte
der Si3B3N7-Materialien bewegen sich um 1.8 bis 1.9 g/cm3, die Cluster weisen in ih-
rem Inneren eine Dichte von ca. 2.5 g/cm3 oder mehr auf. Allein aus dem Vergleich von
Radialverteilungsfunktionen mit Modellierungsdaten daher auf die Dichte zu schließen,
erscheint an dieser Stelle nicht unproblematisch, insbesondere auch deshalb, weil Modelle
unterschiedlicher Dichte nicht hinreichend unterschiedliche RDFs liefern, wie in Abb. 7.31
dokumentiert. Dort wurden hypothetische Kristalle (crb1-Si3B3N7) einer MD und nach-
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Abbildung 7.30: Radialverteilungen im Vergleich: Neutronenbeugung an Si3B315N7 experimentell
(schwarz, [Hagenmayer u. a., 1999]) und berechnet (rot, Cluster, Potenzial Q); im Vergleich die
Ro¨ntgenbeugung am nicht-dotierten Material. Die senkrechten Striche sollen zu sehen erleichtern,
dass die Ro¨ntgenbeugung ku¨rzere Absta¨nde suggeriert; dies ist insbesonderere beim B–N-Abstand
um 1.4 A˚ gut zu erkennen. Dem Stickstoff liegt eine Streula¨nge von 15N zu Grunde, die dem
Tabellenwerk von Sears [1992] entnommen wurde; die anderen Streula¨ngen entstammen http:
// www. isis. rl. ac. uk/ largescale/ loq/ documents/ sans. htm .
folgender Optimierung unterzogen. Durch Skalieren der Gitterkonstanten wurden stark
unterschiedliche Dichten von rund 2.0 bzw. 2.8 g/cm3 eingestellt.
Abbildung 7.31: G(r) fu¨r Materialien verschiedener Dichte aber gleicher Sto¨chiometrie
169
KAPITEL 7. POTENZIALE FU¨R SILICIUMBORNITRIDE
Eine U¨berlagerung der Cluster zeigt deutlich die unterschiedlichen Charaktere der Modelle
(Abb. 7.32).
Abbildung 7.32:
U¨berlagerung zweier Modelle ver-
schiedener Dichte; die Radialvertei-
lungen zu den Modellen sind nicht si-
gnifikant genug, um auf ihrer Basis
zu diskriminieren. (Atome sind dann
mit du¨nnen Bindungsstrichen verbun-
den, wenn sie dem blauen Fragment
angeho¨ren und ho¨chstens einen Ab-
stand von 2.0 A˚ zu einem Atom des
grauen Modells aufweisen. Dies min-
dert den Eindruck noch ho¨herer Dich-
ten im entsprechenden Bereich.)
Die Berechnung der RDFs erfolgte hier (wie auch bei allen anderen gezeigten RDFs)
als Cluster von 1625 Atomen mit dem Paket CluScat2000, das im Rahmen des SFB von
Grabinski [2001] geschrieben wurde und die Debye-Formel anwendet. Zwar gibt es Unter-
schiede in G(r), doch sind diese (und das die Erfahrung mehrfach gezeigt) nicht signifikant
genug, um zwischen zwei Mo¨glichkeiten hinreichend differenzieren zu ko¨nnen; obwohl die
Steigung der ”Geraden” im vorderen Bereich einen Hinweis auf die mittlere Dichte gibt,
sind auch hier die Differenzen nicht besonders ausgepra¨gt. Dies ist offensichtlich nicht den
Potenzialen anzulasten, sondern erfordert ein sorgfa¨ltiges ”Design” der jeweiligen Modelle,
die konsistent mit bisher existierenden Rahmenbedinungen sind. Hier bieten sich Dichte-
und NMR-Randbedingungen an, auf die spa¨ter eingegangen wird.
7.6.4 Zweitordnungseigenschaften, Schwingungen
Hier gibt es Unterschiede prinzipieller Art. Kein Potenzial, das Ladungen nicht als solche
behandelt oder besonders im Hinblick darauf korrigiert wird, kann ein LO/TO-Splitting
reproduzieren, da dies gerade dadurch entsteht, dass ein schwingendes Coulombfeld an
die Schwingungen der Atome koppelt. Das Gleiche trifft auf andere, ladungsgebundene
Pha¨nomene zu, z.B. Intensita¨ten von Schwingungsspektren. Naturgema¨ß ko¨nnen assozi-
ierte Eigenschaften nur vom Potenzial Q geliefert werden. Da bei den ladungsfreien Po-
tenzialen mit Dreiko¨rpertermen die Randbedingung des LO/TO-Splittings nicht bestand,
ko¨nnen diese andererseits die Aufspaltung der Interschichtschwingungen im hexagonalen
(und rhomboedrischen) BN weit genauer reproduzieren. Insgesamt liefern die ladungsfreien
Modelle mit Dreiko¨rpertermen ansonsten recht gute schwingungs- bzw. kru¨mmungsrelierte
Eigenschaften, die Pendants ohne Dreiko¨rperkorrektur hingegen im Trend etwas zu ”wei-
che” Materialien, sofern keine ho¨here Koordination vorherrscht: In solchen Fa¨llen (B/N:
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4, Si: 6) liefern die Potenziale ohne Coulombenergien stark u¨berho¨hte Bulkmoduln: kubi-
sches BN: Experiment 360-400, T B: 620, WAT : 614 GPa (ohne Optimierung), kubisches
Siliciumnitrid: ab initio-Rechnung und Experiment: ca. 300, T B: 412, WAT : 413 GPa.
Offenbar sind die repulsiven A¨ste im Festko¨rper mit Morse-Potentialen bei ho¨herer Koor-
dination zu steil bzw. in dieser Hinsicht nicht recht ”festko¨rperrepra¨sentativ”. Die gerade
angesprochenen Koordinationsszenarien werden allerdings vom Satz Q recht gut reprodu-
ziert: kubisches Si3N4: 290 GPa (Exp.: 300 GPa), kubisches BN: 400 GPa, was exakt dem
Experiment entspricht. Man hat damit eine sichere Behandlungsmo¨glichkeit bei entspre-
chenden Fragestellungen.
Zusammenfassend bietet sich ein Algorithmus mit zunehmender Genauigkeit an, um
mo¨glichst effektiv zu arbeiten. Ein Beispiel wa¨re: MD/MC mit T B, ggf. zwischenzeitliche
Relaxationen mitWAT , Schwingungsanalyse insbesondere im Hinblick auf ladungsgebun-
dene Eigenschaften mit Q.
Ganz abgesehen davon steht mit dem Parametersatz WAT +H ein neues Werkzeug
zur Verfu¨gung, mit dem sehr große Si/B/N/H-Moleku¨le relaxiert und analysiert werden
ko¨nnen und vermittels dessen eine Basis geschaffen wurde, offene Fragen, wie das Verhalten
von Restwasserstoff oder Diffusion von H in Siliciumbornitriden anzugehen.
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8Chemische Verschiebung
in Si/B/N-Verbindungen
Ein fru¨hes Experiment zur Bestimmung lokaler Strukturelemente in Festko¨rpern istdas NMR-Experiment. Mo¨chte man ein konsistentes Modell fu¨r amorphe Materialien
entwickeln, so ist neben der Reproduktion von Beugungsdaten ein denkbarer Pru¨fstein
auch die Reproduktion des NMR-Signals. In diesem Abschnitt wird erla¨utert, ob, und
wenn ja, wie sich ein solches Modell prinzipiell aufbauen la¨sst. Die Validierung nimmt
dabei, wie schon im vorangegangenen Kapitel, einen großen Stellenwert ein.
8.1 Experimente am Si3B3N7
Verschiedene Proben der Borosilazankeramiken wurden mit NMR-Experimenten unter-
sucht [Mu¨ller u. a., 2000; Jeschke u. a., 1999; van Wu¨llen u. a., 2000; Jansen und Kroschel,
2000], wobei sich die Silicium- und Borkerne als relativ aussagekra¨ftig herausstellten und
vergleichsweise wenig technische Probleme bereiteten. Bezu¨glich des Stickstoffs in den Fest-
ko¨rpern allerdings sind Aussagen zur Koordination schwieriger zu treffen, wie man aus der
Breite des in Abbildung 8.1 gezeigten Spektrums ersieht: Sie gibt das von Hoffbauer gemes-
sene und in [Mu¨ller u. a., 2000] vero¨ffentlichte 15N-MAS-NMR Spektrum wieder.1 Wie man
erkennt, erstreckt sich der Bereich der Resonanz u¨ber gute 100 ppm. Ein solches Signal
la¨sst a priori keine Aussagen zu. Durch Analogiebetrachtungen zwischen diesem und den
Stickstoffsignalen von kristallinen Proben von Si3N4 und kubischem wie hexagonalem Bor-
nitrid la¨sst sich jedoch mit ziemlicher Sicherheit sagen, dass Stickstoff zumeist in dreifacher
Koordination in der Keramik Si3B3N7 vorliegt [Mu¨ller u. a., 2000]. Nichtsdestotrotz ist bis-
her ungekla¨rt, zu welchen Anteilen das Signal Stickstoffresonanzen der Koordination NSi3,
NSi2B, NSiB2 und NB3 repra¨sentiert. Nach einer Strukturmodellbildung fu¨r Si3B3N7 und
einer Berechnung von NMR-Verschiebungen geeigneter Strukturmodelle mag es in nicht
allzu ferner Zukunft mo¨glich sein, auch das NMR Signal der Probe zu reproduzieren und so
einen entscheidenden Beitrag zur Konsolidierung von Modellen zu liefern.2 Voraussetzung
1Die Referenz ist in diesem Fall festes Ammoniumchlorid gewesen. Es handelt sich im U¨brigen bei der
Probe um ein 15N-angereichertes Produkt; 15N mit I = 1/2 ist mit einer natu¨rlichen Ha¨ufigkeit von lediglich
rund 0.37% vertreten, und erschwerend kommt hinzu, dass wegen der langen Spin-Gitter-Relaxationszeit
die Wartezeit zwischen der Pulsanregung verla¨ngert und damit eine schlechte Za¨hlstatistik (schlechtes Sig-
nal/Rausch-Verha¨ltnis) erzeugt wird. 14N-Kerne schließlich zeigen mit I = 1 ein Quadrupolmoment, was
in aller Regel eine starke Linienverbreiterung nach sich zieht — es sei denn, man setzt MAS-Technik ein
und hat es mit hochsymmetrischen Umgebungen zu tun [Jeschke und Jansen, 1998].
2Ein erster ermutigender Schritt auf Grundlage dieser Arbeiten wurde in der Tat bereits von der Gruppe
um Florence Babonneau in Paris getan, die eine Entfaltung des komplexen NMR-Signals eines BN-Polymers
vornahm [Gervais u. a., 2001].
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Abbildung 8.1: 15N-NMR Spektrum von Si3B3N7 nach Mu¨ller u. a. [2000]. Chemische Verschie-
bung in ppm.
dafu¨r ist das Finden einer (quantitativen) Struktur-Eigenschaftsbeziehung (engl.: quanti-
tative structure property relationship, QSPR) bezu¨glich der chemischen Verschiebung.
In den na¨chsten Abschnitten werden die bina¨ren Systeme B/N und Si/N untersucht,
und es wird versucht festzustellen, ob, und wenn ja, wie sich Stickstoffverschiebungen von
großen Clustern so schnell berechnen lassen ko¨nnten, dass sie Bestandteil von Modellie-
rungen im großen Maßstab sein ko¨nnen.
8.2 Berechnungen an B/N-Verbindungen
Fu¨r das B/N-System ist zuna¨chst zu differenzieren zwischen den existierenden hexago-
nalen Formen (hexagonales, rhomboedrisches, turbostratisches BN) und der kubischen,
diamanta¨hnlichen oder Wurtzit-Form. Die wesentlichen Strukturtypen sind in den Zeich-
nungen 7.1 auf Seite 110 bereits dargestellt worden. Auf Grund der Tatsache, dass sowohl
der Vorla¨ufer [(Trichlorsilyl)dichlor]aminoboran als auch das NMR-Signal starke Hinweise
auf trigonale Umgebung von Stickstoff mit Nachbarn geben, stand die hexagonale Mo-
difikation, bzw. die trigonal-planare Koordination von Bor mit Stickstoff zu Beginn der
Untersuchungen. Zudem ist diese etwas unkomplizierter als die vierfache, so dass das Auf-
treten von Trends vermutlich leichter zu klassifizieren ist. Es zeigte sich, dass auch das
kubische BN analogen Betrachtungen zuga¨nglich ist; die entsprechenden Ergebnisse wer-
den weiter unten geschildert werden (ab S. 187). Die B/N Untersuchungen gliedern sich
in mehrere Phasen: Erstens eine Konvergenz der Simulation von N-Verschiebungen fu¨r
das System α-BN und die Untersuchung des Effektes von Bindungsla¨ngenvariationen auf
die chemische Verschiebung der Stickstoffkerne. Dies soll anhand von Clusterrechnungen
demonstriert werden;3 folgt die U¨bertragung des Gelernten auf β-BN-analoge molekulare
Verbindungen bzw. den Festko¨rper.
3Dieses Vorgehen ist relativ neu und daher bisher nur von wenigen anderen Substanzen bekannt; neulich
wurde z.B. von einer Anwendung in hydroxiliertem Siliciumdioxid (Sylanole) berichtet [Casanovas u. a.,
1999], eine andere Publikation bescha¨ftigt sich mit Clustern fu¨r Silicate [Xue und Kanzaki, 2000].
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8.2.1 Simulation der Verschiebungen in α-BN-analogen Systemen
Es mag zuna¨chst u¨berraschen, dass bis vor kurzem die 15N-chemische Verschiebung eines
der traditionellen Protagonisten der Hochleistungskeramiken, des Bornitrids, sowohl ex-
perimentell als auch theoretisch unbekannt war. Dies wird andererseits versta¨ndlich, denn
technische Probleme sind z.B. in der geringen Ha¨ufigkeit des I = 1/2-Kernes 15N, der
langen Spin-Gitter-Relaxationszeit (T1) des 15N Kernes und im kleinen gyromagnetischen
Verha¨ltnis begru¨ndet (vgl. auch Fußnote auf S. 173). Auch der Modellierung der chemi-
schen Verschiebung durch quantenchemische Rechenverfahren standen vor allem technische
Hindernisse entgegen, z.B. die Mo¨glichkeit zu Optimierung und δ-Berechnung hinreichend
großer Cluster. Aber auch methodisch offen war die Frage nach einer Kontrollmo¨glichkeit
der Konvergenz der Verschiebung bei zunehmender Clustergro¨ße. Auch eine Abscha¨tzung
daru¨ber, wie repra¨sentativ Berechnungen mit H-abgesa¨ttigten Clustern fu¨r den Festko¨rper
in diesem Kontext ist, war nicht vorgezeichnet. Um eine theoretische Vorhersage fu¨r die
Stickstoffverschiebung in Bornitriden zu erreichen, wurden vier Stufen der Simulation der
15N-chemischen Verschiebung durchlaufen:
1. Test der theoretischen Verfahren an kleineren molekularen Systemen im Vergleich
mit dem Experiment
2. Produktionsphase:
(a) Wahl geeigneter Strukturausschnitte des Bornitrids
(b) Absa¨ttigung mit Wasserstoff
(c) geometrische Relaxation
(d) Berechnung der Stickstoffverschiebungen
3. Klassifikation der N-Verschiebungen aller untersuchter Verbindungen anhand von
Bindungsmustern
4. Konvergenzkontrolle mit wachsender Moleku¨l-/”Cluster-”gro¨ße im Hinblick auf den
Festko¨rper
Zu 1.: Validierung
Molekulare Testverbindungen wurden nach dem Kriterium der Verfu¨gbarkeit verla¨sslicher,
experimenteller Daten ausgewa¨hlt: Eine U¨bersicht dieser Strukturen ist in Zeichnung 8.2
zu finden, Ergebnisse sind in Tabelle 8.1 dokumentiert. In allen Fa¨llen wurden Geometrien
mit DFT-Verfahren bestimmt (S-VWN-Optimierungen, 6-31G*-Basen) und die Abschir-
mungstensoren mit HF-SCF-Wellenfunktionen und der gro¨ßeren 6-311G*-Basis berechnet.
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Abbildung 8.2: Berechnete Testverbindungen, TMS ku¨rzt den Trimethylsilylrest –Si(CH3)3 ab,
Me steht fu¨r Methyl-
Tabelle 8.1: N-NMR-chemische Verschiebungen (in ppm) von Testverbindungen im Vergleich zwi-
schen Theorie und Experiment; Nitromethan diente als Standard
N-chemische Verschiebung in ppm
Verbindung Theorie Experiment Referenz
B1 NH3 −382 −380 [Berger u. a., 1992]
B2 B(NH(Me))3 −349 −352 [Wrackmeyer, 1986]
B3 (BHNH)3 −269 −266 (14N) [Wrackmeyer u. a., 1995]
B4 (BC2HNH)3 −269 −269 [Bonhomme u. a., 1995]a
B5 B3H3N3(TMS)2H −264 (N−H) −255 (14N−H) [Wrackmeyer u. a., 1995]b
−265 −261 (14N)
B6 (BHN(TMS))3 −252 −256 (14N) [Wrackmeyer u. a., 1995]
B7 (BHN(Me))3 −273 −267 (14N) [Wrackmeyer u. a., 1995]
aDer Wert von −266 ppm, wie er von Bonhomme u. a. [1995] angegeben wird, bezieht sich auf
NH4(
15NO3) als Standard.
b 14N und 15N-chemische Verschiebungen sind nach Witanowski u. a. [1993] im Rahmen der Messgrenzen
identisch.
Um eine Vergleichbarkeit zwischen experimentellen Verschiebungen und absoluten theo-
retischen Werten zu erzielen, dienten zuna¨chst Resultate am Ammoniumion. Der Abso-
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lutwert von +237.1 ppm fu¨r NH4+ wurde dem experimentellen Wert von –353 ppm fu¨r
eine wa¨ssrige Ammoniumchlorid-Lo¨sung zugeordnet [Berger u. a., 1992], wodurch sich von
der Theorie zum experimentellen Vergleichswert eine Addition von 115.9 ppm und ein
Vorzeichenwechsel ergibt. Weiter wurden Verschiebungen dann mit Hilfe der Beziehung
δsample, th = δref, exp + σref, th − σsample, th (8.1)
wenn no¨tig auf andere Referenzen konvertiert. Dabei stehen die Indices (th) fu¨r theore-
tische oder (exp) experimentelle Bestimmung, (sample) fu¨r die Probe und (ref) fu¨r die
Referenzsubstanz [Schneider und Ahlrichs, 1994].
Zu 2.: Produktion
B(NH2)3 und N(BH2)3 erwiesen sich — wie zu erwarten — mit Verschiebungen von –353
und –171 ppm als wenig geeignet, den Festko¨rper zu simulieren, da diese Verschiebungen
neben ihrer geringen Gro¨ße fernab der breiten Signale im Si3B3N7 und dem des Borazins
(B3) [Wrackmeyer, 1986] liegen. Geeigneter erschienen daher Modelle, die aus planaren
Sechsringen bestehen und an den Enden (dangling bonds) mit Wasserstoff abgesa¨ttigt
wurden: Die U¨bersicht u¨ber Verbindungen, deren Daten letztlich genutzt wurden, findet
sich in Zeichnung 8.3. Alle Verbindungen wurden wegen der Absicht, weit gro¨ßere Syste-
me noch berechnen zu ko¨nnen, mit lokalen Dichtefunktionalen (S-VWN) und moderaten
Basen (6-31G*) optimiert. Die Verschiebungen wurden nachfolgend mit etwas flexibleren
Basen (6-311G*) und SCF Wellenfunktionen berechnet. Ergebnisse fu¨r alle Verschiebun-
gen finden sich in der Tabelle 8.2. Zur in der fu¨nften Spalte angegebenen Typisierung in
Form von Symbolen soll in Ku¨rze mehr gesagt werden.
Zu 3.: Klassifikation von Verschiebungen
Fu¨r die N-Atome der Verbindungen 1 bis 11 wurde ein Grund fu¨r die Unterschiede in den
Verschiebungen gesucht. Eine Analyse der Gesamt-pi-Population am jeweiligen Stickstoff
zeigte sich dafu¨r am geeignetsten. Tra¨gt man die Gesamt-pi-Population am Stickstoff gegen
die chemische Verschiebung auf (Fig. 8.4), so werden zwei relativ leicht unterscheidbare
Bereiche deutlich: Im oberen Teil finden sich Daten fu¨r Stickstoffatome, die in direkter
Nachbarschaft zu einem Wasserstoff liegen. In der unteren Ha¨lfte hingegen ist mindestens
ein Boratom zwischen Wasserstoff und Stickstoff zu finden. Der gro¨ßte Unterschied wird
offenbar durch Unterschiede in der direkten Nachbarschaft des Aufatoms erzeugt. Inner-
halb der einzelnen Bereiche findet sich eine weitere Unterscheidbarkeit der Signale parallel
zu weiterer Differenzierung der Verknu¨pfungssituation. Je geringer die Zahl der Wasser-
stoffatome in den Koordinationsspha¨ren, zu desto ho¨herem Feld ist das Signal verschoben.
In der Abbildung sind die entsprechenden Signalgruppen mit Symbolen notiert, die durch
die Zeichnung 8.5 erla¨utert werden. In der Tabelle 8.2 ist neben den bereits erwa¨hnten Er-
gebnissen fu¨r die chemische Verschiebung der zweidimensionalen Modelle auch der Typus
der Konnektivita¨t angegeben. Schließlich findet sich in Abbildung 8.6 eine U¨bersicht u¨ber
alle α-BN-analogen 2D-Modelle mitsamt der Symbolik fu¨r die Konnektivita¨ten.
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Verbindung Summenformel Stickstoff Nr. Verschiebung in ppm Typ
1 B3N3H6 3, 4, 9 −269 •
2 B7N7H10 2 −269 •
7 −254 N
6 −284 H
6 −284 H
6 −284 H
12 −284 H
14 −275 
19 −285 H
20 −270 •
3 B7N7H10 6, 21 −270 •
3, 14 −287 H
8, 15 −252 N
9 −304 
4 B7N6H9 1, 3, 4 −253 N
11, 15, 20 −264 •
5 B9N9H12 2, 22, 30 −270 •
5, 14, 17 −283 H
6, 13, 18 −274 
6 B6N7H9 2 −287 ?
6, 5, 7, 8, 9, 10 −290 H
7 B8N8H10 1 −285 ?
7 −265 •
5, 9 −255 N
3, 11 −283 H
13, 15 −290 H
8 B12N10H12 7, 17, 21 −264 •
1 −280 ?
3, 5, 9, 11, 13, 15 −251 N
9 B10N12H12 3, 5, 13, 15, 20, 22 −290 H
7, 11, 17 −305 
1, 9, 19 −289 ?
10 B12N12H12 1, 9, 24 −284 ?
5, 12, 20 −257 N
3, 7, 14, 16, 18, 22 −284 H
11 B21N21H18 3, 9, 15 −284 ?
5, 11, 17 −285 ?
1, 7, 13, 20, 22, 28 −273 
21, 25, 30, 33, 38, 41 −287 H
32, 36, 40 −266 •
Tabelle 8.2: Ergebnisse der zweidimensionalen BN-Modelle, zur Nummerierung der Atome sei
auf die Grafik 8.3 verwiesen.
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Abbildung 8.3: ab initio-Gleichgewichtsgeometrien (S-VWN//6-31G*) fu¨r α-BN-Modelle. Bin-
dungsla¨ngen in A˚. pi-Elektronen, Boratome und Wasserstoff sind aus Gru¨nden der U¨bersichtlichkeit
nicht eingezeichnet.
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Abbildung 8.4:
Modelle fu¨r hexagonales Bornitrid: pi-Population am Stickstoff vs. chemische Verschiebung δ fu¨r
alle berechneten, 2D-Modelle. Die Symbole sind im Text erla¨utert und konform zu der in Fig. 8.5
(s.u.).
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Abbildung 8.5:
Konnektivita¨tsmuster der untersuchten BN-Verbindungen. Die Symbole beziehen sich auf das Ver-
knu¨pfungsmuster und entsprechen denen in Fig. 8.2 und 8.4.
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Abbildung 8.6: Kennzeichnung der Modelle zur 15N-Verschiebung des hexagonalen BNs. Die
Symbole sind die Gleichen wie in Abb. 8.5.
Zu 4.: Konvergenz hin zum Festko¨rper
Um eine Abscha¨tzung zu erlangen, wie repra¨sentativ die 2D-Modelle fu¨r den Festko¨r-
per sind, wurde zuna¨chst zusa¨tzlich zu den zweidimensionalen Modellen der Einfluss von
Schichten ober- und unterhalb der ”scheibenartigen” Modelle untersucht, wie dies dem
Strukturtyp des hexagonalen Bornitrids entspricht. Dazu wurden entsprechende Systeme
ober- und unterhalb der Verbindung 6 angeordnet und die Verschiebung neu berechnet.
Um weitere Effekte einer unzureichenden Beschreibung durch den Basissatz auszuschlie-
ßen, wurden in einem weiteren Schritt 104 kartesische Gaußfunktionen auf halber Distanz
zwischen den Schichten platziert, was allerdings zu keiner signifikanten A¨nderung der Ver-
schiebung beitrug.
Die Verschiebungen der mit einem Stern gekennzeichneten (d.h. in der zweiten Koordi-
nationsspha¨re noch wasserstofffreien) Stickstoffatome bewegen sich um −285 ppm. Dieser
Wertebereich wird bereits durch das Zentralatom der Verbindung 6 erreicht, was eine
Konvergenz der chemischen Verschiebung mit der Clustergro¨ße andeutet. Die Qualita¨t der
Konvergenz wird durch die die absoluten Werte der Differenz |σ11 − σ22| der Komponen-
ten des Abschirmungstensors dokumentiert (z senkrecht zur Moleku¨lebene): Ein unendlich
ausgedehntes, einschichtiges Modell fu¨r hexagonales Bornitrid sollte einen axialsymmetri-
schen Abschirmungstensor aufweisen, die Komponenten σ11 und σ22 sollten gleich groß
sein. Fu¨r Stickstoffatome, fu¨r die sich der Wert nicht aus Symmetriegru¨nden bereits zu
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Null bela¨uft, nimmt sie in den Modellen kontinuierlich von rund 6 ppm (6) auf Null ppm
(11) ab und dokumentiert damit die hinreichende Gro¨ße insbesondere des Modells 11,
wobei die chemischen Verschiebungen bereits bei Verbindung 6 konvergiert scheinen.
Wegen der Tatsache, dass Schichten ober- und unterhalb der Verbindung 6 nur mar-
ginalen Einfluss auf die Verschiebung ausu¨ben und auch weitere Basisfunktionen fast un-
merklich bleiben (s.o.), konnte geschlossen werden, dass auch fu¨r den Festko¨rper, das
hexagonale Bornitrid, eine 15N-Verschiebung von ca. −285± 5 ppm realistisch sein sollte.
Dieser Wert wurde bereits publiziert [Gastreich und Marian, 1998] und rund ein halbes
Jahr spa¨ter im SFB 408 mit −280± 3 ppm experimentell besta¨tigt [Jeschke u. a., 1998].4
Um die Borverschiebung im hexagonalen BN zu simulieren, wurde das Elementinverse
des Modells 6 (nachfolgend mit HEX-I bezeichnet, s.u.) eingesetzt (nicht gezeigt). Die
Borverschiebung erweist sich als weit insensitiver gegenu¨ber Verzerrung des Geru¨stes als
das Stickstoffpendant. Der ab initio-Wert von 30.2 ppm wird mit hoher Genauigkeit vom
Experiment reproduziert (30.4 ppm, Jeschke u. a. [1998]).
8.2.1.1 Korrelation von Struktur und chemischer Verschiebung, Zweitnachbareffekte
am α-BN
Da das α-BN von seiner Konnektivita¨t her relativ unkompliziert aufgebaut ist, liegt eine
Untersuchung des Einflusses besonders der Bindungsla¨nge(n) auf die chemische Verschie-
bung nahe. Mit der bereits gezeigten Eignung der gro¨ßeren Cluster zur Vorhersage von
chemischen Verschiebungen von Festko¨rpern sollte es mo¨glich sein, etwaige Korrelationen
auch mit Hilfe von Clusterrechnungen zu finden. Aus diesem Grunde wurde das Modell
6 (in der vorangegangenen Nomenklatur der Abbildung 8.3, S. 179) herangezogen und
einige Verzerrungen vorgenommen. Der besseren U¨bersichtlichkeit wegen seien die Atome
mit folgender Notation versehen: Nc fu¨r den zentralen Stickstoff (das Aufatom), Bn fu¨r
an Nc direkt gebundene Boratome, Nsn fu¨r zweitna¨chste Nachbarn und Btn fu¨r Boratome
der drittna¨chsten Koordinationsspha¨re bezu¨glich des Aufatoms. Das Modell soll fortan
mit HEX-I bezeichnet werden, um die Tatsache hervorzuheben, dass es als Modell fu¨r
hexagonales BN dient.
Bindungsla¨ngenverzerrungen wurden sowohl symmetrisch (alle drei Nc–Bn gleicherma-
ßen verku¨rzt bzw. verla¨ngert) als auch asymmetrisch (zwei kurz, eine lang und umgekehrt)
vorgenommen. (Letztere sind zwar in der Grafik 8.7 eingetragen, nicht aber numerisch an-
gegeben.)
Neben den Bindungsla¨ngenvariationen erscheinen in amorphen Substanzen auch Ab-
weichungen von optimalen Bindungswinkeln bzw. Pyramidalisierungen am N wahrschein-
lich. Intuitiv ewartete A¨nderungen erweisen sich als vernachla¨ssigbar. So zeigen die Er-
gebnisse fu¨r Winkela¨nderungen um 30 Grad z.B. Schwankungen im Bereich von 2 ppm,
die unabha¨ngig davon sind, ob der Teil des Moleku¨ls, der nicht verzerrt wurde, auf die
Sto¨rung reagieren kann (sprich: nachrelaxiert wird) oder nicht (Tabelle 8.3). Auch selbst
sta¨rkere Pyramidalisierungen der Umgebung des Nc bleiben ohne nennenswerten Einfluss
4Je nach Quelle und Referenzsubstanz (fest/flu¨ssiges NH4Cl, bzw. H3C−NO2) erzielt man recht unter-
schiedliche Werte: In [Jeschke u. a., 1999] wird ein Datum von −292 ppm erzielt, in [Jeschke und Jansen,
1998] liegt die Verschiebung bei −277.9 ppm. Umrechnung erfolgt hier von NH4Cl u¨ber eine Differenzbil-
dung mit 341.2 ppm. Nach perso¨nlicher Mitteilung durch Hoffbauer [1998] erscheint der oben angegebene
Wert als kanonische Referenz.
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Winkel δ(Rest unoptimiert) δ(Rest optimiert)
100 −288.6 −288.2
120 −286.9 −287.0
130 −287.4 −287.3
Tabelle 8.3: Hex. BN: Effekte von Bindungswinkelvariation auf die chemische Verschiebung am
Stickstoff. Die Verteilung der Winkel am N entspricht der Pendelbewegung einer Bindung N–B um
den Gleichgewichtswert von 120◦: 100: 100, 120, 140; 120: 120, 120, 120; 130: 130, 120, 110.
(Tabelle 8.4). Das Aufatom wurde bei diesen Rechnungen entlang der z-Achse aus der
Moleku¨lebene der Verbindung 6 bewegt.
Auslenkung vom
GGW-Wert [A˚]
δ(15N) Differenz
0.05 −286.9 0.1
0.15 −286.4 −0.4
0.20 −286.1 −0.7
Tabelle 8.4: Modelle fu¨r hexagonales Borni-
trid: Effekte der Pyramidalisierung des zen-
tralen Stickstoffatoms auf die chemische Ver-
schiebung [ppm] bzgl. H3C−NO2. Die Spal-
te Differenz bezieht sich auf die Abweichung
vom Gleichgewicht.
Die Ergebnisse fu¨r die Bindungsla¨ngenvariationen (Abb. 8.7) dokumentieren allerdings,
dass es eine quadratische (und anna¨hernd lineare) Korrelation zwischen dem mittleren
Nc–Bn-Abstand und der chemischen Verschiebung gibt. Asymmetrische und symmetrische
Verzerrungen liefern dabei anna¨hernd gleiche Werte.5 Eine quadratische Regression fu¨r
die Daten der Grafik fu¨hrt zu mit r¯ als dem mittleren Bindungsabstand N–B zu einer
Beziehung wie
δ(15Nhex) = ar¯2 + br¯ + c, mit a = 295.2, b = −656.7 und c = 46.3. (8.2)
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Abbildung 8.7: Modell HEX-I: Korre-
lation der 15N chemischen Verschie-
bung mit mittlerer Nc–Bn-Bindungsla¨n-
ge; Kreuze stehen fu¨r Daten aus asym-
metrischen, Kreise fu¨r Daten aus sym-
metrischen Verzerrungen. Zu den asym-
metrischen Fa¨llen: Der Durchschnitt
von 1.4426 A˚ entstammt zweier Bindun-
gen mit 1.414 und einer anderen mit
1.5 A˚ La¨nge; der Wert von 1.4443 A˚
zwei Bindungen mit 1.5 und einer mit
1.333 A˚. Die Linie gibt das Resultat ei-
ner linearen Regression wieder.
5Man beachte, dass eine Abweichung der lokalen Umgebung von Nc von D3h-Symmetrie sich demnach
nicht notwendigerweise in der (isotropen) Verschiebung widerspiegeln muss.
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Zum damaligen Zeitpunkt der Diskussion konnten Artefakte durch Variationen der
Struktur von HEX-I wa¨hrend der Geometrieoptimierung im Muster I nicht ausgeschlossen
werden. Um zu untersuchen, welche der Koordinaten die Unterschiede in den Abschir-
mungen verursachen, wurden daher weitere Verzerrungsalgorithmen durchlaufen, bei de-
nen gezielt bestimmte Koordinaten festgehalten und andere vorgegeben variiert wurden
(Muster II-IV in Abb. 8.8).
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Abbildung 8.8: Das Modell HEX-I fu¨r α-BN: Verzerrungsmuster. Gestrichelte Linien stehen fu¨r
geometrieoptimierte Bindungen, gebrochene Linien fu¨r an die jeweilige Verzerrung gekoppelte Ko-
ordinaten, Kreise und dicke Linien fu¨r festgehaltene Koordinaten; Wasserstoffe sind nicht einge-
zeichnet.
Im Verzerrungsfall II wurden lediglich die na¨chsten Nachbarn Bn bewegt und alle
anderen Koordinaten fixiert. Der dritte Fall stellt Bewegungen von drittna¨chsten Nachbarn
(Btn) nach; die an an die Btn gebundenen Wasserstoffatome bewegen sich entsprechend.
Im vierten Verzerrungsmuster wurden die Nsn–Btn–Nsn-Bru¨cken bewegt, so dass durch
Vergleich mit Muster III Zweitnachbareffekte zuga¨nglich werden, wie noch gezeigt werden
wird. Die relativ große Menge an erhaltenen Daten fu¨r Strukturen, Abschirmung und
Verschiebungen ist in Tabelle 8.5 zusammengefasst.
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Verzerrung r(Nc–Bn) r(Nc–Nsn) r(Nc–Btn) δ(15Nc) σabs σdia σpara ∆LDA
Muster I 1.33 2.42 2.87 −304.9 189.0 313.5 −124.5 87
1.38 2.44 2.88 −297.7 181.8 314.5 −132.7 26
1.40 2.45 2.88 −294.4 178.5 315.0 −136.5 12
1.42 2.46 2.89 −290.9 175.0 315.6 −140.6 3
1.44 2.47 2.89 −287.0 171.1 316.2 −145.2 0
1.46 2.48 2.89 −283.2 167.3 316.8 −149.5 2
1.48 2.49 2.89 −278.9 163.0 317.3 −154.3 8
1.50 2.50 2.89 −274.5 158.6 317.9 −159.3 18
Muster II 1.33 2.47 2.89 −305.4 189.5 313.4 −123.9
1.38
...
... −298.2 182.3 314.5 −132.3
1.40 −294.8 178.9 315.1 −136.2
1.42 −291.1 175.2 315.6 −140.4
1.44 −287.0 171.1 316.2 −145.2
1.46 −283.0 167.1 316.8 −149.7
1.48 −278.5 162.6 317.3 −154.7
1.50 −273.6 157.7 317.8 −160.1
Muster III 1.44 2.47 2.79 −287.0 171.1 317.0 −145.9... ... 2.89 −287.0 171.1 316.2 −145.2
2.99 −287.2 171.3 315.5 −147.2
Muster IV 1.44 2.39 2.79 −300.4 184.5 316.9 −132.4... 2.43 2.84 −293.5 177.6 316.3 −138.6
2.47 2.89 −287.0 171.1 316.2 −145.2
2.51 2.94 −280.4 164.5 315.8 −151.4
2.56 2.99 −273.7 157.8 315.4 −157.6
Tabelle 8.5: Modellrechnungen fu¨r α-BN: Strukturdaten, chemische Verschiebungen δ(15Nc)
[ppm], absolute isotrope Abschirmungen (σabs) und diamagnetische und paramagnetische Beitra¨ge
fu¨r die vier verschiedenen Verzerrungen der Abbildung 8.8. Reihenfolge folgt dem inneren Nc–
Bn Abstand. Fu¨r die Nomenklatur sei auf den Text verwiesen. Die letzte Spalte gibt die relativen
Energien (DFT/LDA) beim Muster I in kJ/Mol wieder, um eine Abscha¨tzung fu¨r den energeti-
schen Aufwand von Verzerrungen zu erhalten. Muster I: Feste r(Nc–Bn), alle anderen Koordinaten
(DFT-) optimiert. Muster II: Festes Moleku¨lgeru¨st, nur die Bsn wurden bewegt. Muster III: Festes
Moleku¨lgeru¨st, nur die Btn wurden bewegt. Muster IV: Feste Nc(Bn)3-Einheit, die u¨berbru¨ckenden
Nsn–Btn–Nsn wurden bewegt.
Offenbar vera¨ndert sich der Nc–Btn-Abstand durch die Optimierung nicht wesentlich;
auch der Bn–Nsn-Abstand bleibt anna¨hernd gleich, was impliziert, dass sich der Win-
kel Bn–Nsn–Btn a¨ndern muss. Auch der Nc–Nsn-Abstand bleibt im Großen und Ganzen
unvera¨ndert. Durch Vorgabe von Muster II, also insbesondere der Variation der Na¨chst-
nachbarabsta¨nde, a¨ndern sich die chemischen Verschiebungen im Vergleich zu Muster I
nur im Bereich von einem ppm. Dadurch aber, dass hier Zweit- und Drittnachbareffekte
ausgeschlossen werden, bildet diese Verzerrung eine Grundlage fu¨r weitere Untersuchun-
gen. Die Daten aus Rechnungen des Musters III zeigen deutlich, dass Drittnachbareffekte
fu¨r die chemische Verschiebung an Nc vernachla¨ssigt werden ko¨nnen. Diese Aussage gilt
trotz der relativ starken Verzerrungen der Koordinaten (±0.1 A˚). Im Muster IV schließ-
lich wurden zweite und dritte Nachbarn bewegt. Durch Vergleich mit den Ergebnissen aus
Muster III lassen sich diese Effekte eindeutig den zweiten Nachbarn zuordnen. Nimmt man
eine Additivita¨t der Effekte an, so lassen sie sich linear na¨hern (Abb. 8.9). Bei genauerem
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Abbildung 8.9: Modell HEX-I: Ein-
fluss auf Abschirmung am 15Nc Atom
durch Abweichungen vom Nc–Nsn-
Gleichgewichtsabstand. Differenzielle
Abschirmungen wurden auf die An-
zahl der zweitna¨chsten Nachbarn (6)
normiert. Die Linie entstammt einer
linearen Regression.
Betrachten der Beitra¨ge zur Abschirmung in Tabelle 8.5 fa¨llt auf, dass es die paramagne-
tischen Anteile sind, die die Abschirmung bzw. Verschiebung bestimmen; die diamagne-
tischen Anteile bleiben bei allen Verzerrungsmustern relativ unvera¨ndert. Wie zuvor im
Abschnitt 6.2.1.1 mit der dortigen Gleichung 6.28b auf Seite 103 erla¨utert wurde, verknu¨pft
die SOS-Theorie den paramagnetischen Anteil der Abschirmung mit Energieunterschieden
zwischen elektronischen Grundzusta¨nden und angeregten Zusta¨nden. Anregungsenergien
treten im Nenner der entsprechenden Ausdru¨cke auf, so dass kleinere Differenzen gro¨ßere
paramagnetische Anteile nach sich ziehen. Die Annahme liegt nahe, dass die HOMO-
LUMO-Differenz (Gap-Energie) dabei die entscheidende Rolle spielt. Allerdings ist dies
nicht der Fall: Nimmt man das Muster II als Beispiel, so zeigt sich bei Variation von
r(Nc–Bn)=1.33 A˚ bis 1.5 A˚, dass sich die HOMO-LUMO-Anregungsenergie nur um ca.
0.005 Ha bzw. runde 0.13 eV a¨ndert. Eine eingehende Untersuchung der tiefer liegenden
Orbitalenergien fu¨hrt jedoch weiter. Betrachtet man die Orbitale unterhalb des HOMO
und beschra¨nkt sich dabei auf die Na¨he des HOMO-LUMO-Gaps,6 findet man insbeson-
dere die Energie des 2a′′2, die sich stark a¨ndert (Abb. 8.10). (A¨hnliche Trends lassen sich
fu¨r die tiefer liegenden Orbitale 5a′1, 6a′1, 7e′ und 1a′′2 ausmachen.) Das 2a′′2 MO zeigt in
seiner Visualisierung (Abb. 8.11) sehr plakativ, dass seine Linearkombination große Zweit-
nachbarbeitra¨ge hat: Es handelt sich dabei um ein pi-System, das im Zentrum, an Nc und
den direkten Nachbarn, einen p-artigen Beitrag zeigt. Die Vorzeichen der Wellenfunktion
im Zentrum sind gerade umgekehrt zu den Beitra¨gen p-artiger Orbitale an den außen ge-
legenen Zweitnachbarn, die untereinander positiv linearkombiniert sind. Die Energie des
korrespondierenden pi∗-Orbitals (2a′′1) sinkt bei zunehmendem Abstand Nc–Bn, was nied-
rigere Anregungsenergien und gro¨ßere paramagnetische Beitra¨ge zur Verschiebung nach
sich zieht.
6Dies erscheint plausibel, da Sto¨rungstheorie fu¨r schwa¨cher gebundene Elektronen die Sto¨rsumme gro¨ßer
werden la¨sst als fu¨r sta¨rker gebundene.
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Abbildung 8.10: HEX-I: Energie der MOs in der Na¨he des HOMO-LUMO-Gaps. Die Energie
des 2a′′2 MO a¨ndert sich am sta¨rksten bei Variation des Nc–BnAbstandes.
Abbildung 8.11: Das HOMO-2 Moleku¨lorbital im Modell HEX-I fu¨r hexagonales Bornitrid aus
zwei verschiedenen Richtungen. Deutlich zu erkennen die p-Beitra¨ge der zweitna¨chsten Nachbarn
Nsn und die Knotenebene zwischen diesen und der zentralen NB3 Einheit.
8.2.2 Simulation der N-Verschiebung in β-BN-analogen Systemen
Wegen der sta¨rkeren (3D) Vernetzung der Bor- bzw. Stickstoffatome im kubischen Bor-
nitrid ist ein wesentlich gro¨ßerer Ausschnitt (im Sinne von: mehr Atome) vonno¨ten, um
Wasserstoff-Freiheit in der dritten Koordinationsschale zu gewa¨hrleisten als im Falle des
hexagonalen BNs (2D Struktur). Der in Abbildung 8.12 wiedergegebene Cluster (KUB-I)
entha¨lt 86 Atome. Er wurde mit den o.g. Methoden und Basen geometrieoptimiert; die
15N-chemische Verschiebung fu¨r den zentralen Stickstoff dieses Clusters bela¨uft sich auf
−14 ppm bzgl. festem NH4Cl (bzw. −353 ppm bzgl. H3C−14NO2). Auch dieser steht zum
erst ku¨rzlich gemessenen, experimentellen Wert von −17.6±5 ppm [Jeschke u. a., 1998] in
hervorragender U¨bereinstimmung. Betrachtet man die Geometrie um das Aufatom jedoch
genauer, so stellt man fest, dass der Cluster die (zu Beginn der Optimierung vorhandene)
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Abbildung 8.12: β-BN-analoger, wasserstoff-abgesa¨ttigter Ausschnitt KUB-I, Stickstoff gru¨n, Bor
dunkelgrau.
Td-Symmetrie verloren hat — ein erster Hinweis auf die potenzielle Bedeutung mittlerer
Bindungsla¨ngen um eine Aufatom. Da interessierende Struktur-Eigenschafts-Beziehungen
unter Beibehalten der Td-Symmetrie untersucht werden sollten, wurde ein weiteres Modell
der Zusammensetzung [B16N19H36] konstruiert; es ist in Abb. 8.13 wiedergegeben. Dieses
Modell wurde in Td-Symmetrie und mit RI-DFT (LDA) in der stets dazu verwendeten
Popleschen Basis relaxiert. Die (programm-)technische Notwendigkeit der Behandlung ei-
nes geschlossenschaligen Systems und die dreifache Entartung des (SCF-)HOMO fu¨r den
neutralen Fall der gezeigten Verbindung fu¨hrte letztlich zu einem dreifach positiv gelade-
nen Geru¨st (KUB-II) als Modell.7
Wie sich zeigte, ließ sich neben dem Stickstoffwert auch die 11B-chemische Verschiebung
mit diesem Modell wiedergeben, obwohl bzgl. des Bor-Aufatoms die zweite Koordinations-
schale nicht wasserstofffrei ist. Weitere Details finden sich neben dem Absatz auf Seite 194
in einer Vero¨ffentlichung [Gastreich und Marian, 2001]. Der U¨bersicht halber seien die
erhaltenen Daten tabellarisch dargestellt (Tabelle 8.6).
Eine der den Modellen fu¨r das hexagonale Bornitrid vergleichbare Bindungsmusterana-
lyse la¨sst sich auch fu¨r die Modelle KUB-I und KUB-II aufstellen. Bezeichnet man die
Aufatome u¨ber zunehmenden Wasserstoffcharakter, so ergibt sich z.B. ein Schema wie es
in Abbildung 8.14 wiedergegeben ist. Die Bereiche, in denen sich die Verschiebungen (mit
Schwankungen um rund ±5 ppm bei den beiden Clustern) bewegen, sind den Tabellen 8.10
und 8.11 (S. 201) zu entnehmen. Wegen der Bindungsmuster der Modelle tauchen nicht
alle denkbaren Koordinationstypen in der Grafik auf. Wasserstoffan- oder -abwesenheit in
direkter Nachbarschaft zum Aufatom sorgt fu¨r Differenzen in den Verschiebungen um rund
30 bis 40 ppm. Von jA zu jE nimmt der Wasserstoffgehalt in der Na¨he des Aufatoms zu,
7In der Tat erweist sich bzgl. der chemischen Verschiebung das dreifach negativ geladene Modell als
gleichwertig (−358.5 ppm (M3+) vs. −358 ppm (M3−)); in einer open shell Rechnung kann man zeigen,
dass das Nc-Atom nur wenig zur Linearkombination des HOMO (t) beitra¨gt. Die lokale Ladungsdichte
wird also durch Hinzufu¨gen oder Hinwegnahme von drei Elektronen nicht wesentlich beeinflusst, wodurch
die Na¨he der Verschiebungen plausibel wird. Der negative Cluster konvergiert erheblich langsamer, so dass
der positive als Modell gewa¨hlt wurde.
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Abbildung 8.13: Kubisches Bornitrid: Das 71-atomige Modell KUB-II. In der Mitte das Stick-
stoff-Aufatom.
Kern
System 11B 15N
Theorie Modell KUB-I 2.2 −353.0
Modell KUB-II 0.3 −358.5
Experiment [Jeschke u. a., 1998] Festko¨rper 1.6± 0.2 −358.6
Tabelle 8.6: Kubisches Bornitrid: Theoretische und exp. Werte fu¨r die 11B und 15N-chemische
Verschiebung (ppm). Bor-Verschiebungen beziehen sich auf BF3·OEt2; Stickstoff-Verschiebungen
auf H3C−NO2. Nomenklatur der Modelle siehe Text.
die Na¨herung der entsprechenden Atome als Teilchen eines (wasserstofffreien) Festko¨rpers
ab, wie auch aus den Zahlen der Tab. 8.11 auf Seite 202 hervorgeht.
8.2.2.1 Struktur-Eigenschaftsbeziehungen, Verzerrungen, Zweitnachbareffekte
Gibt es geometrische Effekte auf die Verschiebung des zentralen Stickstoffatoms auch im
kubischen Bornitrid? Zur Beantwortung dieser Frage mit einer gewissen Systematik ist das
Modell KUB-II wegen seiner Td-Symmetrie geeignet. Auch in dieser Diskussion werden ver-
schiedene Verzerrungsszenarien verwendet werden, die im kubischen Fall in kalligrafischer
Notation (A, B und C) unterschieden werden. Eine stark schematisierte U¨bersicht findet
sich in Skizze 8.15.8
Zuna¨chst zur Erfassung von Korrelationen, wie man sie intuitiv auffassen wu¨rde: Einer
erzwungenen Sto¨rung im Inneren des Modellclusters folgt die Relaxation weiter außen
liegender Atome. Dies ist der Leitgedanke des Szenarios A: Sto¨rung der direkten Nachbar-
schaft um das Aufatom, nachfolgende (partielle und Symmetrie erhaltende) Geometrieop-
timierung. Eine weitere Information, die u¨ber dieses Muster einen sinnvollen Charakter
8Man beachte, dass die Nomenklatur sich an dieser Stelle geringfu¨gig von der in der entsprechenden
Publikation [Gastreich und Marian, 2001] unterscheidet.
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Abbildung 8.14: Koordinationstypen bei Modellen KUB-I und KUB-II; das Stickstoffaufatom sei
im Zentrum der Tetraeder; ein Stickstoff vom Typ iA beispielsweise ist von vier Bor koordiniert,
die jeweils drei weitere Stickstoffe tragen. Von iA nach iE nimmt der Wasserstoffcharakter in der
”koordinativen Na¨he” des Aufatoms zu.
A B C
Abbildung 8.15: Kubisches BN: Verzerrungsszenarien fu¨r den Modellcluster. Durchgezogene Pfei-
le deuten induzierte Verzerrungen an, gebrochene Relaxationen, Kreise ein Festhalten kartesischer
Koordinaten; das Aufatom ist in der Mitte und nicht gezeichnet. Die Fa¨lle im Einzelnen: A: Sto¨-
rung im Inneren, d.h. Variation der Bindungsla¨nge zum direkten Nachbarn, gefolgt von Relaxation
der nicht betroffenen Atome; B: wie A, ohne Relaxation; C: Alle Absta¨nde N–B werden jeweils auf
gleicher La¨nge gehalten, keine Relaxation.
erha¨lt, ist die u¨ber die Energie. Nur wenn nachoptimiert wird, erha¨lt man eine realistische
Abscha¨tzung fu¨r den energetischen Aufwand bei Verzerrungen von Strukturinkrementen.
Anderenfalls werden Sto¨rungen durch die umliegenden, gestauchten oder verla¨ngerten Bin-
dungen etc. mit beru¨cksichtigt und das Ergebnis verfa¨lscht. Das Prinzip, dass Szenarien
niedriger Energie ha¨ufiger vorkommen als solche hoher Energie (analog zur Boltzmann-
Statistik), la¨sst durch die energetischen Abscha¨tzungen auch auf Ha¨ufigkeiten bestimmter
Verzerrungssta¨rken im Amorphen schließen. Kennt man Korrelationen zwischen Struk-
tur (im Sinne von: mehr oder minder gesto¨rten Fragmenten, deren Umgebungen relaxiert
wurden) und isotroper Verschiebung, lassen sich Form und Lage eines NMR-Signals mo-
dellieren. Die Zahlen sind in der Tabelle 8.7 zusammengefasst.9
9Es wurde schon fru¨her gefunden, dass die Energien bei a¨hnlichen Verzerrungen sich weitgehend additiv
verhalten [Gastreich, 1996].
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r(Nc–Bn) δ(15N) ∆E
1.40 −383.7 212
1.45 −378.4 101
1.50 −372.0 33
1.55 −364.3 3
1.60 −355.3 4
1.65 −345.3 31
1.70 −334.2 77
1.75 −321.8 136
1.80 −308.2 207
Tabelle 8.7: Chemische Verschiebungen [ppm] und damit asoziierte Energien in kJ/mol fu¨r das
Td-symmetrische Modell und Szenario A
Eine quadratische Regression fu¨r die Verzerrungsdaten liefert hier die folgenden Parameter:
δ(15Nkub) = ar¯2 + br¯ + c mit a = 232.0, b = −553.7 und c = −63.29, (8.3)
mit r¯ wie zuvor als mittlerem Bindungsabstand (N–B). An den Unterschieden zwischen
den Parametern der Gleichungen 8.2 (S. 183) und 8.3 ist bereits zu ersehen, dass ein
Programmcode, der ein isotropes NMR-Signal eines bezu¨glich der Koordination vorur-
teilsfreien BN-Modelles simulieren soll, nicht mit einem Satz von Parametern auskommen
wird.
Es stellt sich die Frage nach Effekten ho¨herer Ordnung, d.h. als Nachbareffekte von
Atomen der Koordinationsschalen ≥ 2. Um ein der Dreifachkoordinierungssituation analo-
ges Subtraktionsschema verwenden zu ko¨nnen, werden Relaxationen bei dieser Diskussion
vernachla¨ssigt und entsprechend verzerrt (Szenario B): Sto¨rt man nur die Na¨chstnach-
barabsta¨nde und fixiert den Rest des molekularen Modells, so ist die Korrelation zwar
numerisch unterschiedlich zum Fall A, prinzipiell aber unvera¨ndert (Abb. 8.16).
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Abbildung 8.16: Kubisches BN: Korrelation
von δ(15N) mit mittlerem B–N-Abstand im
Modell KUB-II, Gerade entstammt einer li-
nearen Regression.
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r¯(Nc–Bn) δ(15N) σabs σdia σpara
1.40 −376.0 260.1 323.6 −63.4
1.45 −371.9 256.0 322.2 −66.2
1.50 −366.4 250.5 321.3 −70.9
1.55 −359.7 243.8 320.8 −77.1
1.60 −351.6 235.7 320.6 −84.8
1.65 −342.5 226.6 320.5 −93.9
1.70 −332.0 216.1 320.4 −104.3
1.75 −320.5 204.6 320.4 −115.8
1.80 −307.4 191.5 320.4 −128.8
Tabelle 8.8: Kubisches BN: Chemische Verschiebungen [ppm], absolute Abschirmungen, diama-
gnetische und paramagnetische Anteile mit sich a¨nderndem Abstand Nc–Bn wie im Szenario B
durchlaufen (Verzerrungen innen, fixierte Atome außen). Der Gleichgewichtsabstand liegt bei rund
1.58 A˚.
Man beachte dabei, dass die Verku¨rzung der inneren B–N-Absta¨nde mit einer entsprechen-
den Verla¨ngerung a¨ußerer Absta¨nde einhergeht (und umgekehrt), da alle (kartesischen)
Koordinaten der Atome, die nicht direkt an den zentralen Stickstoff gebunden sind, un-
vera¨ndert bleiben.10 Eine Zusammenstellung der Daten fu¨r diese Verzerrungen ist in der
Tabelle 8.8 zu finden.
Ganz analog zum hexagonalen Fall stammen wie schon beim α-BN die Unterschiede
in der Verschiebung maßgeblich vom paramagnetischen Anteil. Diese Beobachtung trifft
sowohl auf die 15N- als auch auf die 11B-Kerne zu. Die Diskussion fu¨r die (elektronischen)
Ursachen dieser Beobachtung la¨sst sich wie oben im hexagonalen System angehen: Ge-
sucht sind stark variierende Orbitalenergien in der Na¨he des HOMO-LUMO-Gaps.11 Das
Stickstoff-Aufatom in KUB-II sei erneut mit Nc und sein u¨berna¨chster Nachbar mit Nsn
bezeichnet. Von kurzen zu langen Nc–B-Absta¨nden steigt insbesondere die Energie des 15t2
MO stark an. Bei 1.4 A˚ ist es maßgeblich durch eine Linearkombination aus Beitra¨gen eines
p-Orbitals an Nc und Nsn (weniger) zusammengesetzt (Abb. 8.17). Sein Charakter findet
sich in den MOs 19t2 und (bei gro¨ßeren Absta¨nden) 20t2 wieder. Beachtenswerterweise
erscheinen im MO 20t2 bei 1.8 A˚ allerdings die Anteile des Nsn nicht mehr. Anregungen
aus diesem Orbital sind also mit zunehmendem Abstand mit weniger Energie verbunden,
die Differenz nimmt ab, und folglich wa¨chst der paramagnetische Anteil an der chemischen
Verschiebung, was quantitativ auch aus der Abbildung 8.18 hervorgeht.
10Da der mittlere B–N Abstand im Prinzip unvera¨ndert bleibt, vera¨ndert sich u¨brigens auch die 11B-
Verschiebung nur unwesentlich.
11Um die Mo¨glichkeit der Anwendung des Subtraktionsschemas zu erhalten, beschra¨nkt sich die Diskus-
sion hier auf die Verzerrungen vom Typ B und C, d.h. Effekte durch Nachrelaxieren werden vernachla¨ssigt;
fu¨r das Teilergebnis dieses Abschnittes spielen sie ohnehin keine Rolle.
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Abbildung 8.17: Kubisches Bornitrid: Das MO 15t2 bei 1.40 A˚ im Modellcluster [B16N19H36]3+,
klar zu erkennen ist der p-Charakter am zentralen Stickstoff.
1.35 1.45 1.55 1.65 1.75 1.85
r(NB) [A]
-1
-0.95
-0.9
-0.85
-0.8
-0.75
M
O
 E
ne
rg
ie
 [H
a]
20t2
19t2
18t2
12a1
1a2
17t2
16t2
11a1
15t2
Abbildung 8.18: Oberer Bereich der MO-Energien im Modell KUB-II. Der Charakter des MOs
15t2 bei kurzen Absta¨nden findet sich bei gro¨ßeren Absta¨nden in den MOs 19t2 und 20t2 wieder.
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Offenbar gibt es wie im Falle des hexagonalen BN einen Effekt auf die Verschiebung, der
durch Orbitalbeitra¨ge an den zweitna¨chsten Nachbarn erkla¨rbar ist. Dieser Zweitnachbar-
effekt (second nearest neighbour effect) wurde erst ku¨rzlich von Tossell [1999] konstatiert,
konnte von ihm allerdings weder erkla¨rt noch quantifiziert werden.
Den Zugang zur quantitativen Analyse dieser Effekte mag schließlich das dritte Verzer-
rungsszenario C ero¨ffnen: Eine Verzerrung aller B–N-Absta¨nde im Modell KUB-II nimmt
Einfluss auf den interessierenden Abstand Nc–Nsn. Auf den ersten Blick allerdings hat
dieser Algorithmus einen Nachteil: Man variiert nicht nur den Abstand zum zweitna¨ch-
sten, sondern auch zum direkten, na¨chsten Nachbarn (d.h. die Nc–B-Bindungsla¨nge). Die
so erzeugten, unerwu¨nschten ”Direktnachbareffekte” aber ko¨nnen durch Subtraktion der
Daten aus beiden Verzerrungsszenarien weitgehend minimiert werden. So gerechnet fin-
det man in der Tat Beitra¨ge der Zweitnachbaratome auf δ(15N) fu¨r KUB-II, wie sie in
Abb. 8.19 dargestellt sind. U¨ber den untersuchten Bereich von (∆rmax(N–N)=0.35 A˚)
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Abbildung 8.19: Kubisches Bornitrid: Effekte der zweitna¨chsten Nachbarn auf den isotropen An-
teil des Abschirmungstensors σ von 15N; Absta¨nde sind auf den Referenzabstand in kubischem
Bornitrid normiert.
tritt eine (praktisch lineare) Variation der Verschiebung um rund 30 ppm auf.
Noch ein Wort bezu¨glich der chemischen Verschiebung am 11B-Atom. Obwohl bezu¨glich
dieses Aufatoms der Cluster KUB-II nicht dem Anspruch genu¨gt, in der zweiten Koordina-
tionsschale wasserstofffrei zu sein, erzielt man doch mit dem Modell einen hervorragenden
Wert von 17.7 ppm (Exp.: 17.6 ppm, Jeschke u. a. [1998]), was schließen la¨sst, dass Zweit-
nachbareffekte auf die chemische Verschiebung des Boratoms wenn u¨berhaupt, dann nur
eine untergeordnete Rolle spielen.
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8.3 Berechnungen an Si/N-Verbindungen
8.3.1 Validierung: Reproduktion experimentell bekannter Kristalldaten
Alle vorzustellenden Untersuchungen fußen auf den Bauprinzipien von β-Si3N4, dessen
Struktur in der Mitte der Abbildung 7.2 auf Seite 111 dargestellt ist.12 Dieser Fall ist mit
zwei kristallografisch unterschiedlichen Stickstoffatomen in der Einheitszelle der weniger
komplizierte und daher fu¨r diese fru¨hen Untersuchungen der geeignetere. Zum einen findet
man dort einen C3-symmetrisch umgebenen Stickstoff N[C3], zu dem alle Siliciumatome
im Abstand von rund 1.72 A˚ entfernt sind. Die N[C3] befinden sich in den Mitten der dort
eingezeichneten Dreiecke. Zum anderen gibt es einen zweiten Stickstoff, N[asymm], der drei
unterschiedliche N–Si-Bindungsla¨ngen von ca. 1.70, 1.73 und 1.76 aufweist. Naturgema¨ß
zeigt das MAS-NMR-Experiment am β-Si3N4 also zwei Signale im Abstand von rund
17 ppm [Harris u. a., 1990].
Zur Modellierung der chemischen Verschiebung wurden auch hier zuna¨chst Aussage-
kraft und methodische Konsistenz untersucht, indem verschiedene Strukturausschnitte des
Si3N4 mit Wasserstoff abgesa¨ttigt und bis zur Konvergenz der Daten vergro¨ßert wurden.13
Die Cluster wurden aus Konsistenzgru¨nden erneut S-VWN//6-31G*-geometrieoptimiert,
wobei sich zeigte, dass — neben dem Paradigma der H-Freiheit in zweiter Koordinations-
spha¨re — dreidimensionale Cluster auch eine gewisse ”Mindestvernetzung” haben sollten,
um rigide genug zu sein. Anderenfalls wa¨chst die Gefahr, dass der Cluster eine andere
Geometrie als die festko¨rperanaloge annimmt und so unrepra¨sentativ wird. Fu¨r das Bei-
spiel des KS2 (s.u.) allerdings hat man es offenbar mit Fehlerkompensation zu tun, denn
obwohl das Moleku¨l vor und nach der Optimierung durchaus anders aussieht, zeigt es fast
identische Shifts (–316.9 und –316 ppm, Tabelle 8.9). Die konstruierten Cluster (SiNC3-
NoCover, McSiNC3, KS2 und KS3) sind in den nachfolgenden Abbildungen 8.20 und 8.21
gezeigt.
Wie schon im Fall des Bornitrids lassen sich auch im Falle des β-Si3N4 die beiden unter-
schiedlichen Stickstoffsignale des Experiments erstmals eindeutig durch Rechnungen besta¨-
tigen (Tab. 8.9): Mit zunehmender ”Gro¨ße”der Cluster zeigt sich eine deutliche Konvergenz
hin zum experimentellen Wert. Dabei schla¨gt die Qualita¨t der Wellenfunktion wa¨hrend der
Optimierungen der Wasserstoffatome praktisch nicht zu Buche; semiempirische Verfahren
wie die AM1-Parameterisierung [Dewar u. a., 1978, 1985] beispielsweise fu¨hren zu einer
Differenz von lediglich 2 ppm im Vergleich zu einer entsprechenden DFT-Rechnung (nicht
gezeigt, Becke-Austausch [Becke, 1988], Perdew-Korrelation, B-P86 [Perdew, 1986]). Von
mehr Bedeutung scheint der Erhalt des Charakters der Koordination zu sein, wie sie im
Festko¨rper vorliegt: Obwohl die Optimierung von McSiNC3 in C1-Symmetrie erfolgte, lie-
fert sie einen schlechteren Wert als eine entsprechende Optimierung in ho¨herer Symmetrie
(C3): Hier werden wegen der Randbedingungen ”Verdrillungen” der zentralen NSi3-Einheit
gegen die oben und unten platzierten, deckelartigen NSi3-Baugruppen verhindert,
12Fu¨r das α-Si3N4 konnte durch Wolff u. a. [1997] eine Zuordnung von theoretisch ermittelten chemischen
Verschiebungen gefunden werden.
13Clusterrechnungen an molekularen Si3N4(H)-Verbindungen mit dem Ziel der Verschiebungs-Modellie-
rung insbesondere des β-Si3N4 wurden vor kurzem von Tossell [1997] durchgefu¨hrt. Die dortigen Modelle
erwiesen sich jedoch als zu klein (und die verwendeten Algorithmen zur Behandlung der Quantenchemie
als zu ineffizient), um eine sichere Unterscheidung der beiden Stickstoffatome im asymmetrischen Teil der
Zelle treffen zu ko¨nnen.
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Abbildung 8.20: Modelle SiNC3-NoCover (links) und McSiNC3 (rechts) fu¨r die Stickstoffverschie-
bung am C3-symmetrischen N-Zentrum in β-Si3N4. Stickstoff blau, Silicium rot. Das Aufatom der
linken Struktur steht ober- und unterhalb der Papierebene frei; die rechte entha¨lt hingegen jeweils
ein N-Atom und erinnert daher an einen ”Hamburger”. (Wasserstoff-)Geometrieparameter wurden
mit verschiedenen Methoden optimiert, siehe Text.
Abbildung 8.21: Modelle KS2 (links) und KS3 (rechts) fu¨r die Stickstoffverschiebung am asym-
metrisch umgebenen N-Zentrum in β-Si3N4. Stickstoff blau, Silicium rot. Das linke Modell ist bis
einschließlich der zweiten Koordinationsspha¨re um das (zentrale) Aufatom mit Nicht-Wasserstoffen
versehen. Rechts das Pendant, das auch in der dritten Koordinationsschale noch wasserstofffrei ist.
Das Aufatom ist hier in der Mitte der U-fo¨rmigen, ka¨figartigen Struktur in der oberen Ha¨lfte des
Clusters und gelb markiert.
so dass die Gleichgewichtsstruktur des in C3 gerechneten Clusters dem Festko¨rper a¨hnlicher
ist als der Cluster niedrigerer Energie. Evtl. sollte mittelfristig die gesamte Geometrie mit
anspruchsvolleren Wellenfunktionen Symmetrie erhaltend relaxiert werden.
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Tabelle 8.9: β-Si3N4: U¨bersicht der chemischen Verschiebungen δ(15N) im Kristall und Modell-
systemen, Werte in ppm
System N[C3] N[asymm] Bemerkungen
SiNC3-NoCover -306.2
McSiNC3 -293.6 DFT-Optimierung der H
McSiNC3 -297.6 anna¨hernd volle Opt. in C3 a
McSiNC3 -297.7 anna¨hernd volle Opt. in C1 b
KS2 -316.9
KS2 -316.0 volle Opt. in C1
KS3 -313.5
Exp. [Harris u. a., 1990] -289.5 -306.6
aDie Struktur wurde im Sinne eines Erreichens des Energiekonvergenzkriteriums anna¨hernd vollsta¨ndig
optimiert, die Rechnung dann jedoch aus Zeitgru¨nden abgebrochen — weitere Iterationen ha¨tten lediglich
zu marginalen A¨nderungen der Wasserstoffkoordinaten bei minimaler Energiea¨nderung gefu¨hrt.
bRI-DFT-Optimierung, die wie oben aus Zeitgru¨nden abgebrochen wurde, die Energie ist in diesem
Falle geringfu¨gig niedriger.
8.3.2 Korrelationen von Struktur und chem. Verschiebung beim β-Si3N4
Um zu ersten Struktur-Eigenschafts-Relationen im System Si/N zu gelangen, wurden im
Wesentlichen Trends der Stickstoffverschiebung untersucht, die mit den drei folgenden
Strukturvariationen simuliert wurden: (a) Bindungsla¨ngenvariation an planarem Stick-
stoff, der ausschließlich mit Silicium umgeben ist, (b) Pyramidalisierung am Aufatom und
(c) Variation von N–N Absta¨nden u¨bereinander liegender N(Si3)-Baueinheiten. Die gute
Konvergenz zum Experiment im Modell McSiNC3 legt nahe, dieses Modell fu¨r weitere Stu-
dien zu Struktur-Eigenschaftsbeziehungen heranzuziehen. Wie sich zeigt, fu¨hren alle diese
Verzerrungen der ”Gleichgewichtsgeometrie”
14 jedoch nur zu Variationen von wenigen ppm
— bei typischen Verzerrungssta¨rken von unter 10 ppm. Wie im Falle des Bornitrids zeigt
die chemische Verschiebung am C3-symmetisch umgebenen Stickstoff eine anna¨hernd li-
neare Korrelation mit der mittleren Bindungsla¨nge am Aufatom (Abbildung 8.22). Die
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Abbildung 8.22:
McSiNC3: Einfluss durch
Bindungsla¨ngenvariation
auf die chemische Ver-
schiebung am zentralen
Stickstoffatom. Die Linie
zeigt einen quadratischen
Fit.
14Die Referenzgeometrie entsprach dem Cluster, bei dem lediglich die Wasserstoffatome relaxiert wurden.
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quadratische Regression sei der Vollsta¨ndigkeit halber angegeben als:
δ(15NMcSiNC3,N-C3) = ar¯
2 + br¯ + c mit a = 422.7, b = −1232 und c = 573.
Diese Beziehung ist allerdings im Hinblick auf eine Parameterisierung der chemischen
Verschiebung in Si/N-Verbindungen nicht besonders hilfreich, da z.B. die beiden kristal-
lografisch unterschiedlichen N-Atome im β-Si3N4 so gut wie identische mittlere Absta¨nde,
aber knapp 20 ppm unterschiedliche Verschiebungen zeigen. Normiert man diese Daten auf
eine Bindung, so la¨sst sich der Bereich, in dem sich die Bindungen im β-Si3N4 bewegen,
auf gerade einmal gute 4 ppm eingrenzen; ein Bereich, der nicht ausreicht, um die große
Differenz der beiden N im Experiment zu erkla¨ren.
Auch eine Pyramidalisierung um gut 10◦ (∠ [N–Si–Si–Si]) ist fast ohne Effekt auf den
isotropen Teil des 15N-Signals, wie die Grafik 8.23 zeigt. Das zentrale Aufatom wurde
dabei auf der C3-Achse hin- und herbewegt und die Verschiebung neu berechnet, ohne
zu relaxieren. Eine Korrektur der (geringen) Bindungsla¨ngenverzerrung u¨ber die obige
Beziehung wa¨re mo¨glich, macht aber bei der Schwankung von ca. 3 ppm kaum Sinn.
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Abbildung 8.23: Modell McSiNC3: Einfluss auf die chemische Verschiebung durch Pyramidalisie-
rung (Auf- und Abbewegen) des zentralen Aufatoms. Die fehlende Symmetrie der Daten um Null
kommt durch numerische Fehler und Na¨herungen (a) bei der (iterativen) Inputerstellung und (b)
durch geringfu¨gige Unterschiede bei Turbomole- und Gaussian 98-Rechnungen mit Pople Basen
zustande. Kurve entspricht einem quadratischen Fit.
Um zu quantifizieren, wie sich die Verschiebung am Aufatom a¨ndert, wenn man den Ab-
stand der ”Bedeckung” des Aufatoms mit weiteren Stickstoffen a¨ndert, wurden entspre-
chende Rechnungen durchgefu¨hrt: Wird ein zentrales N-Atom der Schicht oberhalb des Auf-
atoms auf der C3-Achse hin- und herbewegt, resultiert dies in Variationen der Verschiebung
von nur gut 4 ppm (Abb. 8.24). Zur elektronenstrukturellen Kla¨rung der vergleichsweise
großen Differenz von 17 ppm zwischen den beiden Stickstoffsignalen im NMR-Experiment
bedarf es demnach Modellen, die andere Faktoren mit in Betracht ziehen. Als nicht un-
wahrscheinlich erscheint es dabei, die (gerichteten) Beitra¨ge der einsamen Elektronenpaare
an den N in zweiter Nachbarschaft in na¨here Erwa¨gung zu ziehen: Ein Unterschied der
elektronischen Struktur zwischen den beiden symmetrieina¨quivalenten Stickstoffatomen
im β-Si3N4 liegt in ihrer Anordnung zueinander bzw. der (lokalen) Symmetrie begru¨ndet:
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Abbildung 8.24: Modell
McSiNC3: Einfluss auf die
chemische Verschiebung
durch Variation der
”Bedeckung” (Auf- und
Abbewegen des oben lie-
genden Stickstoffatoms).
Kurve entspricht einem
quadratischen Fit.
Wa¨hrend die eine Klasse von Stickstoffen allesamt auf einer (eben der C3-)Achse liegen,
sind die asymmetrischen Stickstoffatome ”auf Lu¨cke” koordiniert (Abb. 8.25). Einsame
Elektronenpaare am N[asymm] sollten in die Richtung von Ringzentren weisen. Fu¨r den
anderen Fall, die C3-symmetrischen Stickstoffatome, fu¨hrt die gleiche U¨berlegung dazu,
dass p-artige Beitra¨ge in MOs, sta¨rker u¨berlappen bzw. sich sta¨rker abstoßen, da sie auf-
einander weisen. Fa¨nden sich die entsprechenden Orbitale in der Na¨he des HOMO-LU-
MO-Gaps, so wa¨re das Zutreffen der Annahme nicht unwahrscheinlich. An dieser Stelle
ko¨nnen solche Aussagen zwar nur spekulativen Charakter haben, aber als einen ersten
Anhaltspunkt finden sich in der Tat einige MOs in der Na¨he des HOMO/LUMO-Gaps,
die gerade positive und negative Linearkombination solcher p-AOs darstellen. Sie sind in
den Zeichnungen (8.25) gut zu erkennen.
Abbildung 8.25: MOs im Modell McSiNC3: HF/SCF-HOMO (links) und HOMO-4 (rechts).Die
p-Orbitale der N[asymm] (nur links mit ∗ gekennzeichnet, nicht alle sind sichtbar) weisen mit ihren
(lokalen) z-Achsen in Richtung von Ringzentren, was die Pfeile andeuten sollen. Im MO des rechten
Beipiels (HOMO-4) verha¨lt es sich anders: Die z-Achsen der p-Anteile aller zentralen N[C3] zeigen
aufeinander, ihre Verschiebung gegeneinander sollte einen relativ großen Einfluss haben.
Als weiterer Faktor kommt eventuell auch die fehlende Behandlung von (elektroni-
schen) Korrelationseffekten in Betracht [Xue und Kanzaki, 2000]. Hier bedarf es aber
noch genauerer Untersuchungen; entsprechende Rechnungen sind anvisiert.
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8.4 Parameterisierte chemische Verschiebungen auf parameteri-
sierten Potenzialfla¨chen
Dieser kurze Abschnitt dokumentiert exemplarisch die Mo¨glichkeit der Synthese der beiden
Baueinheiten dieser Arbeit: Modellpotenzialgenerierung und Simulation chemischer Ver-
schiebung. Wenn beide Teile konsistent entwickelt wurden, sollte es mo¨glich sein, Struk-
turen durch Anwenden eines klassischen Potenzials zu relaxieren und nachfolgend eine
nicht-explizite, d.h. nicht-quantenchemische Berechnung der entsprechenden NMR-Daten
durchzufu¨hren. So erhaltene Ergebnisse ko¨nnen durch Experimente (oder ab initio-Rech-
nungen) u¨berpru¨ft werden; dieser Schritt stellt so eine zusa¨tzliche Validierung des gesam-
ten, hier entwickelten theoretischen Konstruktes dar. Eine Implementation beispielsweise
in Reverse-MC-Routinen wu¨rde den Rahmen dieser Arbeiten u¨bersteigen, aber eine Mach-
barkeitsstudie an kleineren Verbindungen scheint lohnenswert. (Fu¨r amorphes Bornitrid,
die na¨chst komplexere Stufe, sind weitere Anwendungen in Arbeit.)15
Der nachfolgende Vergleich basiert auf zweie Ansa¨tzen: Test von Korrelation der che-
mischen Verschiebung mit (a) der gefundenen Abstandskorrelation (r¯ → δ) und (b) der
Analyse des Bindungsgrafen (C → δ), wobei hier eine Diskretisierung mit einem 5 ppm-
Gitter vorgeschlagen wird. Letztere erfordert offensichtlich keine Geometrieoptimierung
und schließt daher a priori eine Applikation bei verzerrten Strukturelementen aus. Fu¨r
(a) hingegen wurde eine Auswahl von Verbindungen verschiedener Gro¨ße mit dem Po-
tenzial, das Wasserstoffparameter zur Verfu¨gung stellt, geometrieoptimiert (WAT +H).
Um die Reproduzierbarkeit der Daten an diesem Schritt zu erho¨hen und Artefakte durch
die weiter oben (S. 150) geschilderten, kleinen Diskontinuita¨ten in den Potenzialfla¨chen
zu vermeiden, wurde in allen Fa¨llen von der ab initio-Geometrie gestartet und ein conju-
gate gradients-Optimierer eingesetzt. Im Folgenden wird wegen der Relaxation auf einer
parameterisierten Fla¨che und der Shiftberechnung auf Grundlage von parameterisierten
Korrelationen von einer Doppelparameterisierung gesprochen werden, die mit FF→ r¯ → δ
abgeku¨rzt werden soll. Die U¨bertragbarkeit der Doppelparameterisierung ist offenbar nur
fu¨r Verbindungen mit einer gewissen Gro¨ße gewa¨hrleistet, denn dann liegt der Großteil
der N-Atome im Innern der Verbindung. Der Wasserstoff ist — wie abzusehen war —
ein Hindernis fu¨r eine generelle Anwendung. Andererseits aber ist die Doppelparameteri-
sierung bei H-freien Koordinationen (1. und 2. Schale) absolut zufrieden stellend (mit ?
gekennzeichnete Atome). Ist Wasserstoff in der Na¨he eines Aufatoms, la¨sst sich die Ver-
schiebung durch den Bindungsgrafen approximieren. Die Tatsache, dass hier eine recht
grobe Approximation vorliegt, sollte besonders hervorgehoben werden: Der Bindungsgraf
ignoriert Abweichungen von struktur-inkrementellen Optima — d.h. Stauchungen, Bin-
dungswinkelverzerrungen usw. sind nicht Bestandteil der Information. Daraus folgt, dass
Szenarien abseits des Gleichgewichts (off-equilibrium situations) mit diesem Modell nicht
allein u¨ber den Bindungsgrafen behandelbar sind.
15Publikationen, die in diesem Kontext nicht unerwa¨hnt bleiben sollten, stellen z.B. eine Kostenfunktion
auf, die NMR-Daten u¨ber Interprotonabsta¨nde bzw. damit assoziierte Nuclear Overhauser Effekte (NOE)
als Randbedingungen bei der Strukturaufkla¨rung von Peptiden mit einbezieht [Nilsson u. a., 1986; Klepeis
u. a., 1999]. Fu¨r den NOE werden jedoch keine Parameterisierungen bemu¨ht, weshalb sich die Schilderungen
hier wesentlich von denen von Klepeis et al. unterscheiden. A¨hnlich werden NMR-Randbedingungen in einer
Studie von Nanzer u. a. [1994] einbezogen. Weiter ist gerade eine sorgfa¨ltige QSPR-Studie aus Spanien
erschienen [Bosque und Sales, 2001], die sich mit der Parameterisierung von Phosphorshifts bescha¨ftigt
und dort fu¨r molekulare Verbindungen zu recht vernu¨nftigen Werten kommt.
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Verbindung Atom/Typ Doppelparam. nur Konnektivita¨t ab initio-Werte
FF→ r¯ → δ C → δ
Dreifachkoordination
B3 N2 • −310.4 −265.0 −269.0
5 N2 • −310.1 −265.0 −270.0
N5 H −310.5 −285.0 −283.0
N6  −286.4 −275.0 −274.0
6 N2 ? −286.5 −285.0 −287.0
N5 H −310.0 −285.0 −290.0
8 N1 ? −287.9 −285.0 −280.0
N3 N −287.8 −252.0 −251.0
N7 • −310.4 −265.0 −264.0
11 N1  −287.2 −275.0 −273.0
N3 ? −286.6 −285.0 −284.0
N5 ? −286.6 −285.0 −285.0
N21 H −310.4 −285.0 −287.0
N32 • −310.2 −265.0 −266.0
Tabelle 8.10: Chemische Verschiebungen [ppm] bzgl. H3C−NO2 auf parameterisierten Hyper-
fla¨chen von einigen dreifach koordinierten BN-Verbindungen im Vergleich mit Referenzen. Die
Verbindungen wurden mit dem Potenzial WAT +H ohne Anwendung von Symmetrie optimiert.
Nomenklatur der Verbindungen und Atome siehe S. 180; ab initio-Referenzen wie zuvor berechnet.
Der Wasserstoffgehalt in koordinativer Na¨he zum Aufatom wa¨chst in der Reihenfolge ? >  > H
> • (s. Abb. 8.5 auf S. 180).
Ein a¨hnliches Bild ergibt sich bei der Vierfachkoordination, wobei gesagt werden muss,
dass hier aus Mangel an hinreichenden Daten eine Aussage u¨ber die reine Konnektivi-
ta¨t (C → δ) noch keinen Sinn macht; aus diesem Grund sind entsprechende Daten auch
nicht in der Tabelle 8.11 erfasst. Hier mu¨ssten zuna¨chst weitere Modellsysteme unter-
sucht werden. Vermutlich erha¨lt man auch hier durch die Konnektivita¨t eine verwertbare
Information fu¨r Simulationen im großen Maßstab.
In der gewa¨hlten Nomenklatur entsprechen die jA -Atome den bzgl. der ersten und zwei-
ten Spha¨re wasserstofffreien Aufatomen, wie sie bereits in der Abbildung 8.14 auf Seite 190
klassifiziert wurden. Entsprechend gut sind die U¨bereinstimmungen. Abweichungen vom
Wert des Experiments (−358.6) treten hier auf, weil das Potenzial WAT +H im Vergleich
zum S-VWN-Dichtefunktional la¨ngere und damit realistischere B–N-Bindungen vor allem
fu¨r H-freie Umgebungen von Clustern liefert. Dieser Effekt ist im kubischen Fall sta¨rker
ausgepra¨gt als im hexagonalen. Der entsprechende Wert geht in die Korrelationsgleichun-
gen ein (die ja fu¨r andere, und zwar die S-VWN-optimierten Geometrien aufgestellt wurde)
und liefert dadurch Werte bei ho¨herem Feld. Es ergibt sich so die (zuna¨chst vielleicht nicht
plausible) Situation, dass eine Kraftfeldrechnung bessere Werte liefert als das ab initio-Pen-
dant.16 Hier ging es lediglich um eine Machbarkeitsstudie, der sauberste Weg aus diesem
Problem sollte in einer Reparameterisierung mit realistischeren Dichtefunktionalen liegen
darstellen, was mit heutiger Hard- und Software kein Problem mehr darstellt. Zu Beginn
16Weiter ist anzumerken, dass (im Gegensatz zum periodisch behandelten kubischen Bornitrid) die beiden
Clusterausschnitte KUB-I und KUB-II unter Optimierung mit dem Potenzial WAT +H nicht in trigonal
koordinierte Verbindungen umgewandelt werden, so dass die Analyse berechtigt bleibt.
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Verbindung Typ Doppelparam.
(FF→ r¯ → δ)
ab initio-Werte
Vierfachkoordination
KUB-I iA −360.2 −355.0iB −363.4 −358.5iC −380.1 −321.1-331.7iD −381.0-381.1 −338.0-341.0iE −390.7 −323.6
KUB-II iA −359.8 −360.4iC −380.9 −341.0iE −391.1 −335.7
Tabelle 8.11: Chemische Verschiebungen [ppm] bzgl. H3C−NO2 auf parameterisierten Hyperfla¨-
chen fu¨r kubische Koordination von BN im Vergleich mit Referenzen. Der Wasserstoffgehalt in
koordinativer Na¨he zum Aufatom nimmt hier von iE zu iA ab.
der Arbeiten wurde (wie weiter oben schon geschildert) aus pragmatischen Gru¨nden das
schneller auszuwertende lokale Funktional gewa¨hlt.
Zusammenfassend la¨sst sich fu¨r diesen Abschnitt und die vorgestellten ersten Machbar-
keitsuntersuchungen sagen, dass eine Kostenfunktion fu¨r Modellierungen aufstellbar sein
sollte, die nicht nur die Energie und Abweichung der Paarverteilungen eines Modelles vom
Experiment, sondern auch Differenzen von 15N-chemischen Verschiebungen mit einbezieht.
Je weniger Wasserstoff im System, desto bessere Ergebnisse ko¨nnen vom NMR-Teil erwar-
tet werden. (Auch Bor- oder Siliciumverschiebungen ko¨nnten im Prinzip mit einbezogen
werden, da ihre Werte weit weniger von geometrischen Variationen abzuha¨ngen scheinen
als die der Stickstoffe). Die Minimierung einer Gesamtkostenfunktion mit Termen wie z.B.
in
Etotal(X) = a · EEnergie(X) + b ·G∆RDF(X) + c ·N∆δ(X) (8.4)
(a, b, c sind Wichtungsfaktoren, X Atomkoordinaten) wa¨re durch Strafterme bezu¨glich
verschiedener Experimente sehr leistungsfa¨hig.
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Diese Schrift schilderte die Entwicklung von Zuga¨ngen zur Modellierung amorpherHochleistungskeramiken im System Silicium/Stickstoff/Bor(/Wasserstoff). Es ging da-
bei um zwei komplementa¨re Herangehensweisen: (a) der Parameterisierung von klassischen
(d.h. die Elektronenstruktur nicht explizit behandelnden) Wechselwirkungspotenzialen
und (b) dem Finden, Quantifizieren und Validieren von Struktur-Eigenschaftsbeziehungen
bezu¨glich der chemischen Verschiebung. Erstere beno¨tigt man als effiziente Kostenfunktio-
nen zur Bewertung eines Modelles, und sie stellen fu¨r Si/B/N-Systeme eine Novita¨t dar.
Das Aufstellen Zweiterer ermo¨glicht es, experimentell gut u¨berpru¨fbare, nahordnungs-re-
levante Information in Modelle einzubringen. Fu¨r das Versta¨ndnis der Struktur amorpher
Stoffe ist Letzteres eine prinzipiell neuartige Herangehensweise. Die Struktur-Eigenschafts-
Korrelationen sind daru¨ber hinaus von Interesse fu¨r die Grundlagenforschung.
Erstmals wurden fu¨r das System Si/B/N/(H) leistungsfa¨hige interatomare Modellpo-
tenziale zur Bestimmung von Energie, Kra¨ften etc. parameterisiert. Es handelt sich dabei
um drei unterschiedliche Parametersa¨tze: Ein sehr zu¨gig auszuwertendes Zweiko¨rperpoten-
zial, ein Dreiko¨rperpotenzial mit Erweiterung um Wasserstoffparameter und ein ladungs-
orientiertes Zwei- und Dreiko¨rperpotenzial, das von seiner Konstruktion fu¨r Simulationen
der Dynamik von Atomen geeignet ist, aber Sta¨rken vor allem auf Seiten der Kru¨mmung
der Hyperfla¨chen zeigt. Alle Potenziale wurden hinsichtlich ihrer analytischen Form, der
Anpassung und Leistungsfa¨higkeit detailliert dargestellt; neuartige analytische Ausdru¨cke
wurden besprochen. Ein ha¨ufig angetroffenes Problem tritt als U¨berbestimmtheit zu para-
meterisierender Systeme auf: Mit mehreren Parametersa¨tzen lassen sich Referenzobserva-
blen gleichwertig reproduzieren, was offenbar unphysikalisch ist. Dieser Schwierigkeit, die
beim hexagonalen Bornitrid besonders stark zu Tage trat, wurde vermittels zweier neu-
artiger Ansa¨tze begegnet: (i) einer Parameterisierung an ausgewa¨hlte Konnektivita¨ten auf
Basis quantenchemischer Rechnungen und (ii) der Parameterisierung an Punkte der Pho-
nonendispersion. Im ersten Fall wurden ab initio-Daten molekularer Verbindungen heran-
gezogen, deren Elemente so verknu¨pft sind, dass Ambiguita¨ten bei der Parameterisierung
ausgeschlossen sind, im anderen hingegen wurden durch Einbeziehen von Informationen
u¨ber das Schwingungsverhalten an unterschiedlichen Punkten im Impulsraum zusa¨tzliche
Randbedingungen eingefu¨hrt. Beides erwies sich als beschleunigend fu¨r die Anpassungs-
stadien und stabilisierend fu¨r die U¨bertragbarkeit der Potenziale.
Auf Seiten der Beziehungen NMR↔ Struktur konnte zu Beginn vermittels einer Kon-
nektivita¨tsanalyse und Untersuchungen an (bis zur Konvergenz der Eigenschaften) wach-
senden Clustern die 15N-chemische Verschiebung im hexagonalen Bornitrid vorhergesagt
werden. Der Wert wurde ein halbes Jahr spa¨ter experimentell besta¨tigt. Auf diesen Er-
gebnissen aufbauend wurde eine systematische Untersuchung der Abha¨ngigkeit 15N- und
11B-chemischer Verschiebungen in Bor- und Siliciumnitriden durch Strukturvariationen er-
mo¨glicht. Die Konstruktion der entsprechenden Cluster folgte dem Paradigma der Zentrie-
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rung des Aufatoms. Die 11B-Verschiebung erwies sich als recht unsensibel auf strukturelle
Verzerrungen der Umgebung, die Stickstoffverschiebung hingegen als (anna¨hernd additiv
und harmonisch) abha¨ngig von N–X-Bindungsla¨ngen. In Bornitriden wurden vergleichs-
weise starke Einflu¨sse der zweiten Nachbarn auf δ(15N) festgestellt. Alle Effekte konnten
quantifiziert werden. Fu¨r die Siliciumnitride ist die Situation auf Grund der komplexeren
Struktur schwieriger. Hier konnten zwar erstmals die kristallografisch unterschiedlichen
Stickstoffatome im β-Si3N4 quantentheoretisch ermittelten chemischen Verschiebungen
eindeutig zugeordnet werden, die Kla¨rung etwaig vorhandener Struktur-Eigenschaftsbe-
ziehungen wie bei den BN-Verbindungen muss jedoch der nahen Zukunft vorbehalten
bleiben.
Ausblickend erscheint es wahrscheinlich, dass sich der Erkenntnisgewinn aus beiden
Teilen in Modellierungen komplementa¨r zueinander verhalten wird: Wenn auch fu¨r Si-
liciumnitride und die gemischten N(B/Si)-Koordinationen die Beziehungen Struktur ↔
chemische Verschiebung gekla¨rt sein werden, bietet ein solcher Zusammenschluss eine Mo¨g-
lichkeit zur in situ-U¨berpru¨fung wa¨hrend des Aufbaus eines Modells oder des Ablaufens
einer Simulation von Borsiliciumnitriden und deren Untersysteme unter Beru¨cksichtigung
der chemischen Verschiebung in der Kostenfunktion. Eine Machbarkeitsstudie dieses Ge-
dankens fu¨r das System B/N in Reverse-MC-Simulationen wird zurzeit angegangen. Heute
offene Fragen betreffen insbesondere die Leistungsfa¨higkeit der Potenziale in Simulationen
großen Maßstabs bei hohen Temperaturen und die Erweiterbarkeit der Parameterisierun-
gen um das Element Kohlenstoff. Einige der getroffenen Aussagen (beispielsweise u¨ber
die Ha¨rten von kristallinen Si/B/N-Materialien, Phononendispersionen etc.) haben bisher
den Charakter von Prognosen und verlangen nach einer baldigen U¨berpru¨fung seitens des
Experiments.
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This thesis described the development and capabilities of tools for modelling amorphoushigh-demand ceramics in the system Si/B/N. Of crucial importance were two comple-
mentary approaches: (a) a parameterisation of classical interatomic interaction potentials
(i.e. electrons are not treated explicitly) and (b) the establishment, quantification and
validation of structure-property relationships for the chemical shift δ.
Potentials (a) act as cost functions in almost all non-quantal modelling approaches.
Access to chemical shifts (b) delivers an additional (very sensitive) control of short-range
properties during the modelling itself and a precise check of the consistency of a model in
the end. In contrast to (a) — potentials need to be parameterised — this is a principal
novelty. Apart from this, it certainly is of basic research interest to investigate influences
of structure on properties.
For the first time in the ternary boron/silicon/nitrogen system, powerful interaction
potentials have been parameterised. They enable a determination of energies, forces on
atoms and all other potential-related properties such as hardness, vibrational behaviour
etc. Three different sets of parameters have been obtained: A short-ranged (i.e. charge-
free) two-body expression which may be evaluated quickly, a three-body form with an
optional extension to hydrogen-containing Si/B/N compounds (both solid and molecular)
and a Coulomb potential of two- and threebody terms which is suited for simulations of
dynamics and exhibits a particular power in the description of the slope of hypersurfaces.
All potentials have been thoroughly discussed, their derivation, range and limits of validity
assessed, and remarks to new analytical forms have been made. A problem often encoun-
tered is the fact that, with two different sets of parameters, one particular training set
may be reproduced equivalently well. The probability of one potential being less physical
than the other is very high. The risk of going with the wrong potential has been minimised
through two novel approaches: (i) the fitting to ab initio data of connectivities excluding
contributions to certain terms in the potential and (ii) the parameterisation to vibratio-
nal-related behaviour (phonon dispersion curves) in inverse space. Both these proved to
speed up the convergence of the fit and they enhanced its transferability.
As to (b) (the relationship between structure and δ) the long-searched 15N-chemical
shift for hexagonal boron nitride (BN) could be predicted — and was confirmed by a cross-
polarisation experiment half a year later. The prediction itself is based on an analysis of
connectivities in growing clusters until convergence of δ. Having established this motif
and the reliability of the results as a basis, pre-defined distortions on boron nitrides (both
cubic and hexagonal) have been performed to yield chemical shifts for both 11B and 15N
in disturbed environments. In all cases, the guideline was to locate the atom-in-focus in
the centre of growing clusters. Nitrogen shifts may be parameterised almost linearly (and
additively) with bond distances. In addition, relatively strong influences of second nearest
neighbours could be found and quantified. Quite in contrast to 15N, values for δ(11B)
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appeared to be almost insensitive to the bonding situations tested. In terms of systematic
distortion patterns, silicon nitrides represent much more complicated systems due to their
more complex structure. Yet, for the first time, quantum chemical data could be attributed
unambiguously to the two crystallographically different nitrogen atoms in β-Si3N4. The
nitrogen shift of one modification of silicon nitride showed only slight dependencies on
the distortion patterns executed so far. An even deeper insight into these structure-shift
relationships though, must remain future work.
Judged from today, it appears to be a promising pathway to unify the two approaches
(a) and (b) in modelling borosilazane-like solids: Once the structural influences onto the
chemical shifts in silicon nitrides and mixed coordinations N(Si/B) are pinned down, the
combination of potential energy and NMR data as cost functions should represent a strong
means of constructing and evaluating the quality of a structural model on the fly. A feasi-
bility study for the subgroup B/N, that is amorphous boron nitride, has just been begun.
More open questions today concern the power and abilities of the potentials parameterised
in large scale dynamical simulations and at elevated temperatures. Further, it is of inte-
rest how good an extension of the existing potentials for Si/B/N/(H) to carbon-containing
materials might be. Finally, some of the statements made in this work bear the character
of a prediction. Obviously, it is wishful to see these confirmed by experiment in the near
future.
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AReferenz-Strukturparameter von
Festko¨rperstrukturen
Als Eingabe- und Testdaten wurden fu¨r alle angepassten Parametersa¨tze insbesondere
Strukturdaten verwendet. Diese Strukturdaten sind sowohl experimenteller als auch theo-
retischer Herkunft. In dieser U¨bersicht sind alle Strukturen zusammengefasst, die in ir-
gendeiner Weise verwendet wurden. Es handelt hierbei sich um Bornitride, Siliciumnitride
und Siliciumbornitride. Letztere sind sa¨mtlich bisher experimentell unbeobachtet.
Tabelle A.1: Referenzdaten betrachteter terna¨rer Si/B/N-Strukturen. Absta¨nde in A˚, Winkel in
Grad, alle anderen fraktionell. Nur die Atome im asymmetrischen Teil einer Einheitszelle sind
angegeben.
Kristall Raumgr. a b c α β γ Referenz
hex. BN P -6 m2 2.5040 2.5040 6.6562 90 90 120 [Pease, 1952]
B 0 0 1/2
B 1/3 2/3 0
N 0 0 0
N 1/3 2/3 1/2
rhomb. BN R 3 m 2.504 2.504 10.04 90 90 120 [Dedkov u. a., 1996]
B 0 0 0
N 0 0 1/3
cubic BN F -4 3 m 3.615 3.615 3.615 90 90 90 [Wentorf Jr., 1957]
B 0 0 0
N 1/4 1/4 1/4
w-BN P 1 2.5530 2.5530 4.2000 90 90 120 [Bundy und Wentorf, 1963]
B 1/3 2/3 0.0005
B 2/3 1/3 0.5005
N 1/3 2/3 0.3745
N 2/3 1/3 0.8745
α-Si3N4 (Ka-
to)
P 3 1 c 7.8180 7.8180 5.5912 90 90 120 [Kato u. a., 1975]
N 0.0038 0.3192 0.2459
Si 0.0829 0.5694 0.2055
Si 0.2555 0.0873 0.0006
N 0.3442 0.3925 0.4817
N 1/3 2/3 0.1423
N 0 0 0
α-Si3N4
(Yang)
P 3 1 c 7.7650 7.7650 5.6275 90 90 120 [Yang u. a., 1995]
N 0.3488 -0.0383 -0.0220
Si 0.1658 0.2520 -0.0168
Si 0.5106 0.0815 0.1904
N 0.3159 0.3165 0.2410
N 1/3 2/3 0.6340
(siehe Fortsetzung)
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Tabelle A.1: (fortgesetzt)
Kristall Raumgr. a b c α β γ Referenz
N 0 0 -0.029
β-Si3N4 (no-
mirror)
P 63 7.5950 7.5950 2.9022 90 90 120 [Gru¨n, 1979]
Si 0.2314 0.4058 0.0108
N 0.3294 0.0298 0.0236
N 1/3 2/3 0
β-Si3N4 (mir-
ror)
P 63/m 7.6093 7.6093 2.9079 90 90 120 [Yang u. a., 1995]
Si 0.1742 -0.2322 1/4
N 1/3 2/3 1/4
N 0.3290 0.0390 1/4
cubic Si3N4 F d 3 n 7.9000 7.9000 7.9000 90 90 90 [Zerr u. a., 1999]
N 0.3842 0.3842 0.3842
Si 0 0 0
Si 0.6250 0.6250 0.6250
cubic
Si3N4(Jiang)
F d 3 n 7.7339 7.7339 7.7339 90 90 90 [Jiang u. a., 2000]
N 0.3833 0.3833 0.3833
Si 0 0 0
Si 5/8 5/8 5/8
willemite-
Si3N4
I -43 d 6.4030 6.4030 6.4030 90 90 90 [Kroll, 2001]
Si 7/8 0 1/4
N 0.2805 0.2805 0.2805
α1-Si3B3N7 P 3 1 c 7.3952 7.3952 5.2387 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.1696 0.2639 0.9808
B 0.0009 0.4725 0.2301
N 0.3976 0.0336 0.4793
N 0.3335 0.3364 0.2318
N 0 0 0.4854
α2-Si3B3N7 P 3 1 c 7.4878 7.4878 5.1330 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.4813 0.0895 0.1820
B 0.2421 0.3302 0.0066
N 0.3461 0.3462 0.2489
N 0.3679 0.0692 0.4731
N 1/3 2/3 .5940
α3-Si3B3N7 P 3 7.4878 7.487 5.2124 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.0807 0.5030 0.7017
Si 0.2580 0.1825 0.4775
B 0.0025 0.4564 0.2235
B 0.2255 1/3 0.9982
N 0.0672 0.3881 0.9963
N 0.3471 0.3566 0.2263
N 0.3872 0.0477 0.4590
N 0.3160 0.3222 0.7536
N 0 0 0.4529
N 1/3 2/3 0.6260
α4-Si3B3N7 P 3 7.4085 7.4085 5.1859 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.0823 0.5013 0.1532
Si 0.1997 0.2511 0.4567
B 0.4482 0.0020 0.6765
B 0.3525 0.2244 0.9365
N 0.3646 0.0412 0.9137
N 0.3800 0.3449 0.6995
N 0.0713 0.3943 0.4487
N 0.3401 0.3146 0.1767
(siehe Fortsetzung)
210
Tabelle A.1: (fortgesetzt)
Kristall Raumgr. a b c α β γ Referenz
N 1/3 2/3 0.0661
N 0 0 0.4855
β1-Si3B3N7 P 1 7.4084 7.4084 2.6724 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.9131 0.1753 0
Si 0.8247 0.7378 0.0001
Si 0.2622 0.0871 0.0001
N 0.6663 0.6610 0.5001
N 0.3392 0.0056 0.5001
N 0.9947 0.3338 0.5000
N 0.6419 0.0452 0
N 0.9550 0.5968 0
N 0.4031 0.3583 0.0001
N 0 0 0.0001
B 0.4836 0.4583 0.5001
B 0.5419 0.0255 0.5000
B 0.9747 0.5165 0.5000
β2-Si3B3N7 P -3 7.4878 7.4878 5.2918 90 90 120 [Kroll und Hoffmann, 1998]
Si 0.7714 0.1756 0.3671
B 0.1908 0.8772 0.1259
N 0.9867 0.7027 0.1115
N 0.0353 0.3297 0.3606
N 2/3 1/3 0.3499
sj-Si3B3N7 P 1 7.3030 7.7260 2.6462 115.1 75.5 105.4 [Kroll und Hoffmann, 1998]
Si 0.0872 0.5553 0.0158
Si 0.1653 0.9508 0.9776
Si 0.8602 0.1292 0.8276
B 0.5160 0.0101 0.3847
B 0.7054 0.4371 0.3593
B 0.4068 0.4710 0.1306
N 0.7219 0.0457 0.3114
N 0.3107 0.4788 0.7130
N 0.4153 0.9956 0.9271
N 0.0852 0.7057 0.7037
N 0.6102 0.4545 0.9536
N 0.8967 0.3793 0.1163
N 0.0746 0.0514 0.6586
cub1-Si3B3N7 R 3 5.4104 5.4104 5.4104 110.48 110.48 110.48 [Kroll und Hoffmann, 1998]
Si 0.1433 0.2467 0.8690
B 0.6505 0.3060 0.8015
N 0.5344 0.4382 0.9806
N 0.4720 0.9189 0.9806
N 0.0931 0.0931 0.0931
γ1-Si3B3N7 R 3 5.0272 5.0272 5.0272 97 97 97 [Kroll und Hoffmann, 1998]
Si 0.1931 0.3281 0.6357
B 0.2638 0.8451 0.6885
N 0.1144 0.7795 0.4034
N 0.2587 0.6293 0.8473
N 0.3409 0.3409 0.3409
crb1-Si3B3N7 P 1 4.8155 4.8155 5.3447 90 90 90 [Kroll und Hoffmann, 1998]
Si 0.1813 0.1813 0.4639
Si 0.3230 0.6748 0.7643
Si 0.6748 0.3230 0.7643
B 0.8558 0.8558 0.9706
B 0.2567 0.6561 0.2506
B 0.6561 0.2567 0.2506
N 0.3744 0.3744 0.2531
N 0.1383 0.7671 0.0217
N 0.7671 0.1383 0.0217
(siehe Fortsetzung)
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Tabelle A.1: (fortgesetzt)
Kristall Raumgr. a b c α β γ Referenz
N 0.6757 0.6757 0.8343
N 0.2501 0.8286 0.4735
N 0.8286 0.2501 0.4735
N 0.3200 0.3200 0.7271
dzb7-Si3B3N7 Pmc21 5.7150 5.3446 7.3937 90 90 90 [Kroll und Hoffmann, 1998]
Si 1/2 0.5230 0.0122
Si 0.2502 0.2166 0.2403
B 0 0.1087 0.9523
B 0.3096 0.2810 0.7914
N 1/2 0.2611 0.6657
N 0.2140 0.0584 0.8549
N 0 0.2173 0.1153
N 0.2609 0.4744 0.3749
N 1/2 0.2402 0.1219
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BAb initio-Gleichgewichtsgeometrien
molekularer Verbindungen
Angegeben sind kartesische Koordinaten der molekularen Verbindungen, die entweder zur
Validierung dienten oder deren Strukturdaten als Observablen zur Anpassung von Poten-
zialen eingesetzt wurden.
Tabelle B.1: Kartesische Gleichgewichtskoordinaten molekularer Verbindungen in A˚ngstrøm. Die
Notation entspricht Verbindung//Methode//Basis
Verbindung Element x y z
TADB//B3-LYP//6-31G* Cl 2·344 1·732 0
Si 1·065 0·121 0
N −0·532 0·809 0
Cl 1·411 −1·016 1·668
Cl 1·410 −1·018 −1·667
H −0·537 1·827 0
B −1·813 0·210 0
Cl −3·251 1·246 0
Cl −2·007 −1·545 0
TADB//S-VWN//6-31G* Cl −2·353 1·688 −0·003
Si −1·039 0·131 0
N 0·523 0·865 0·002
Cl −1·336 −1·007 −1·652
Cl −1·341 −1·004 1·653
H 0·526 1·892 0·003
B 1·779 0·231 0·001
Cl 3·240 1·194 0·001
Cl 1·876 −1·515 0
TSDE//B3-LYP//TZVP Cl 2·804 0·119 1·125
Si 1·089 0·093 −0·042
Cl 0·946 1·921 −0·998
C −0·406 −0·241 1·072
Cl 1·316 −1·380 −1·477
H −0·308 0·547 1·827
C −0·271 −1·628 1·753
B −1·770 −0·012 0·335
Cl −2·596 1·543 0·429
Cl −2·545 −1·300 −0·588
H 0·667 −1·708 2·303
H −0·314 −2·438 1·026
H −1·085 −1·777 2·464
TSDE//RI-MP2//TZVP Cl 2·795 −0·070 1·065
Si 1·072 0·077 −0·043
Cl 1·000 1·942 −0·881
C −0·390 −0·235 1·078
Cl 1·136 −1·327 −1·532
H −0·304 0·564 1·824
C −0·252 −1·617 1·748
B −1·738 −0·031 0·319
Cl −2·508 1·538 0·279
Cl −2·513 −1·373 −0·489
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
H 0·643 −1·666 2·367
H −0·200 −2·412 1·006
H −1·114 −1·816 2·383
(Mono-)Boran, BH3//B3-LYP//TZVP B 0 0 0
H −0·598 −1·029 0
H −0·593 1·032 0
H 1·190 −0·003 0
Diaminosilylboran,
B(NH2)2(SiH3)//B3-LYP//TZVP
Si 1·471 −0·012 0
B −0·568 0·005 −0·007
N −1·255 1·243 0·076
N −1·275 −1·223 −0·073
H −0·782 2·130 0·103
H −2·260 1·329 0·099
H −2·281 −1·294 −0·059
H −0·817 −2·113 −0·153
H 2·023 −0·103 1·387
H 2·044 1·228 −0·607
H 2·024 −1·177 −0·757
Aminodisilylboran,
B(SiH3)2(NH2)//B3-LYP//TZVP
Si 0·535 0 −1·786
B −0·437 0 0
Si 0·536 0 1·786
N −1·832 0 0
H 1·412 −1·200 1·929
H −0·422 0 2·937
H −2·392 0 0·842
H −2·392 0 −0·841
H 1·411 −1·201 −1·930
H 1·411 1·200 −1·930
H −0·423 0 −2·937
H 1·412 1·200 1·929
Diborylsilylamin, N(BH2)2(SiH3)//B3-LYP//TZVP N 0·550 −0·004 0
B 1·194 1·276 0
Si −1·246 −0·029 0
B 1·324 −1·209 0
H −1·700 −1·440 −0·001
H −1·746 0·671 −1·210
H 0·775 −2·269 0
H 0·527 2·268 0
H 2·512 −1·135 0
H 2·383 1·341 0
H −1·747 0·669 1·211
Ammoniak//B3-LYP//TZVP N −0·066 −0·080 −0·034
H 0·092 −0·135 0·965
H 0·834 −0·135 −0·494
H −0·463 0·831 −0·235
Trisilylamin, N(SiH3)3//B3-LYP//TZVP N 0 0 −0·001
Si 1·760 0·005 −0·003
Si −0·885 1·522 −0·001
Si −0·876 −1·527 0·004
H −2·337 1·194 0·010
H −0·561 2·342 1·199
H 0·134 −2·621 0·002
H 2·309 −0·669 −1·212
H −1·744 −1·663 −1·198
H 2·203 1·426 0·004
H −1·735 −1·660 1·213
H 2·310 −0·683 1·198
H −0·578 2·332 −1·212
Silan//B3-LYP//TZVP Si 0 0 0
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
H 0·215 0 1·471
H 1·315 0 −0·693
H −0·765 1·214 −0·389
H −0·765 −1·214 −0·389
Triaminoboran, B(NH2)3//B3-LYP//TZVP N 0 0 0
B 2·708 0 0
N 4·058 2·347 0
N 4·065 −2·343 0·004
H 3·232 −4·030 −0·249
H 3·221 4·026 0·287
H 5·935 −2·459 0·307
H 5·934 2·469 −0·259
H −1·039 −1·575 0·207
H −1·037 1·554 −0·338
Borazin//B3-LYP//TZVP N 0 0 0
B 2·706 0 0
N 3·935 2·410 0
B 2·582 4·754 0
N −0·120 4·613 0
B −1·473 2·270 0
H −3·726 2·211 0
H −1·115 6·237 0
H −0·910 −1·674 0
H 3·658 6·735 0
H 3·883 −1·923 0
H 5·840 2·460 0
Triborylamin, N(BH2)3//B3-LYP//TZVP N 0 0 0
B 2·738 0 0
B −1·368 2·371 0
B −1·368 −2·371 0
H −3·617 −2·344 0
H 3·837 1·962 0
H −0·218 −4·304 0
H 3·837 −1·962 0
H −3·617 2·344 0
H −0·218 4·304 0
Tetraminosilan (D2d), Si(NH2)4//B3-LYP//TZVP N −0·013 −0·015 −0·031
Si 1·727 −0·004 0
N 2·097 1·696 0·031
N 2·735 −0·587 −1·293
N 2·093 −1·110 1·293
H −0·501 0·627 −0·636
H 2·802 −0·060 −2·149
H −0·506 −0·890 0·052
H 2·801 −1·579 −1·462
H 1·570 2·307 0·636
H 3·058 1·994 −0·047
H 1·562 −1·069 2·149
H 3·053 −1·368 1·466
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
(Eichverbindungen zur Berechnung der chemischen Verschiebung:)
Ammoniak, NH3 (B1)//S-VWN//6-31G* N −0·062 −0·089 −0·044
H −0·012 −0·116 0·978
H 0·907 −0·076 −0·378
H −0·459 0·823 −0·287
Tris(methylamino)boran (B2)//S-VWN//6-31G* N 1·345 0·470 −0·087
B 0 −0·001 −0·107
N −0·262 −1·401 −0·060
N −1·080 0·928 −0·095
C 2·488 −0·362 0·111
H 1·541 1·410 −0·429
H 0·457 −2·045 −0·383
C −1·559 −1·971 0·125
H −1·997 0·618 −0·412
C −0·931 2·337 0·075
H 2·186 −1·236 0·717
H 3·289 0·154 0·673
H 2·946 −0·751 −0·825
H −1·521 −2·916 0·699
H −2·110 −2·184 −0·818
H −2·174 −1·266 0·713
H −0·010 2·527 0·657
H −1·767 2·780 0·649
H −0·848 2·912 −0·874
Borazin (B3)//S-VWN//6-31G* N 0·364 −1·352 0
B −1·019 −1·021 0
H −1·871 −1·875 0
N −1·354 0·361 0
H 0·629 −2·336 0
B 1·394 −0·372 0
B −0·375 1·393 0
H 2·560 −0·684 0
N 0·989 0·991 0
H −0·687 2·558 0
H 1·707 1·715 0
H −2·339 0·623 0
Triethinylborazin (B4) //S-VWN//6-31G* N 1·388 0 −0·204
B 0·532 0 −1·343
N −0·870 0 −1·100
C 1·093 0 −2·756
B 0·897 0 1·133
H 2·398 0 −0·352
B −1·430 0 0·210
H −1·504 0 −1·900
N −0·517 0 1·304
C 1·840 0 2·325
C −2·934 0 0·431
H −0·893 0 2·253
C 2·598 0 3·281
C −4·140 0 0·609
C 1·542 0 −3·890
H 1·939 0 −4·892
H −5·206 0 0·766
H 3·267 0 4·125
N,N ′-(Bis-trimethylsilyl)-borazin
(B5) //S-VWN//6-31G*
N 1·579 1·818 −0·984
B 1·884 1·153 0·201
H 2·907 1·433 0·780
N 1·053 0·166 0·758
H 2·178 2·500 −1·345
B 0·393 1·486 −1·643
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
H −4·342 0·062 −1·290
B −0·114 −0·109 0·039
H 0·126 2·061 −2·670
H −2·256 2·126 −3·290
N −0·493 0·514 −1·159
H −0·863 −0·952 0·479
H −3·154 0·738 −3·989
C −2·205 1·030 −3·482
C −1·949 −1·704 −2·357
C −3·384 0·398 −0·832
Si −1·968 0·075 −1·943
Si 1·496 −0·616 2·232
H −1·143 −1·950 −3·086
H −2·915 −2·025 −2·810
H −1·780 −2·335 −1·454
H −3·490 1·483 −0·601
H −3·275 −0·136 0·139
C 3·112 −1·447 2·033
C 0·253 −1·862 2·719
C 1·641 0·619 3·572
H 0·130 −2·654 1·945
H −0·749 −1·408 2·887
H 0·550 −2·370 3·667
H 2·359 1·429 3·309
H 2·001 0·151 4·517
H 0·663 1·104 3·794
H 3·907 −0·732 1·719
H 3·070 −2·253 1·265
H 3·446 −1·917 2·987
H −1·377 0·862 −4·209
N,N ′, N ′′-(Tris-trimethylsilyl)borazin (B6)//
S-VWN//6-31G* a
B 1·245 0·714 −0·045
N 0 1·449 −0·060
B −1·245 0·714 −0·045
H −2·290 1·316 −0·008
Si 0 3·252 −0·004
C 0 3·812 1·823
H 0 2·936 2·495
H −0·891 4·416 2·070
H 0·890 4·417 2·070
C −1·549 3·887 −0·899
H −2·471 3·643 −0·347
H −1·641 3·446 −1·907
H −1·503 4·985 −1·013
C 1·549 3·887 −0·899
H 2·472 3·643 −0·347
H 1·503 4·985 −1·013
H 1·641 3·446 −1·907
H 2·290 1·316 −0·009
N 1·259 −0·731 −0·054
Si 2·820 −1·633 −0·003
C 3·314 −1·907 1·823
H 2·565 −1·456 2·497
H 4·288 −1·443 2·054
H 3·385 −2·979 2·076
C 4·142 −0·599 −0·892
H 4·413 0·302 −0·316
H 3·796 −0·267 −1·886
H 5·061 −1·195 −1·031
C 2·595 −3·286 −0·912
H 1·948 −3·986 −0·358
H 3·573 −3·776 −1·062
H 2·141 −3·133 −1·907
B 0 −1·442 −0·033
H 0 −2·648 0·021
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
N −1·259 −0·731 −0·054
Si −2·820 −1·633 −0·003
C −3·314 −1·907 1·823
H −2·565 −1·456 2·497
H −3·385 −2·979 2·076
H −4·288 −1·443 2·054
C −2·595 −3·286 −0·912
H −1·948 −3·986 −0·358
H −2·141 −3·133 −1·907
H −3·573 −3·776 −1·062
C −4·142 −0·599 −0·892
H −4·413 0·302 −0·317
H −5·061 −1·195 −1·031
H −3·796 −0·267 −1·886
N,N ′, N ′′-(Tris-methyl)borazin
(B7)//S-VWN//6-31G*
C −2·478 −1·436 0·023
N −1·222 −0·719 0·009
B 1·231 0·719 −0·003
B −1·238 0·706 0·031
B 0·007 −1·426 −0·019
N 1·233 −0·699 −0·027
N −0·011 1·417 0·019
H −2·292 1·302 0·064
H 0·018 −2·636 −0·032
C 2·483 −1·428 −0·057
C −0·004 2·864 0·025
H 2·273 1·334 0·004
H 0·641 3·258 0·829
H −1·027 3·246 0·179
H 0·372 3·271 −0·931
H 2·548 −2·147 0·778
H 3·330 −0·727 0·022
H 2·595 −1·999 −0·996
H −2·292 −2·522 0·011
H −3·098 −1·182 −0·855
H −3·068 −1·197 0·925
Ammonium NH+4 //S-VWN//6-31G* H 0·599 0·599 0·599
N 0 0 0
H −0·599 −0·599 0·599
H −0·599 0·599 −0·599
H 0·599 −0·599 −0·599
Festko¨rpermodelle
KUB-Ib//S-VWN//6-31G* N 0 0 −0·817
B −0·733 1·269 −1·310
N −2·184 1·235 −0·797
B −2·220 1·261 0·828
N −1·449 2·510 1·302
B −1·486 2·574 2·893
N −0·739 1·280 3·350
B 0·750 1·298 2·894
N 1·478 0 3·350
B 0·750 −1·298 2·894
N −0·739 −1·280 3·350
B −1·499 0 2·894
N −1·476 0 1·306
B −2·220 −1·261 0·828
N −1·449 −2·510 1·302
B −1·486 −2·574 2·893
B −0·733 −1·269 −1·310
N 0·023 −2·509 −0·797
B 1·485 −2·571 −1·285
N 1·458 −2·525 −2·881
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
B 0·732 −1·268 −3·473
N 1·434 0 −2·906
B 0·732 1·268 −3·473
N 1·458 2·525 −2·881
B 1·485 2·571 −1·285
N 0·023 2·509 −0·797
B 0·018 2·553 0·828
N 0·738 1·279 1·306
B 2·202 1·292 0·828
H 2·811 2·298 1·154
B 1·466 0 −1·310
N 2·162 −1·274 −0·797
B 2·202 −1·292 0·828
N 2·898 0 1·302
B 2·972 0 2·893
B 0 0 0·835
N 0·738 −1·279 1·306
B 0·018 −2·553 0·828
N −2·184 −1·235 −0·797
B −2·969 0 −1·285
N −2·916 0 −2·881
B −1·464 0 −3·473
N −0·717 1·242 −2·906
N −0·717 −1·242 −2·906
N 2·162 1·274 −0·797
H −4·136 0 −0·933
H 2·068 3·582 −0·933
H −2·657 −2·552 3·257
H −0·452 3·387 −1·061
H −3·446 0·811 −3·237
H −1·200 2·078 −3·273
H 3·538 −1·025 3·257
H 0·585 3·584 1·154
H −1·947 3·372 1·039
H 1·326 2·297 3·301
H −2·708 2·085 −1·061
H −3·396 1·286 1·154
H 1·020 3·390 −3·237
H −3·396 −1·286 1·154
H 1·326 −2·297 3·301
H 3·538 1·025 3·257
H −2·652 0 3·301
H −0·881 −3·577 3·257
H 3·894 0 1·039
H 2·425 2·578 −3·237
H −1·493 0 −4·696
H −3·446 −0·811 −3·237
H 0·585 −3·584 1·154
H −1·947 −3·372 1·039
H 0·746 1·293 −4·696
H 2·811 −2·298 1·154
H 3·159 1·302 −1·061
H −1·200 −2·078 −3·273
H 1·020 −3·390 −3·237
H 2·400 0 −3·273
H 0·746 −1·293 −4·696
H 2·068 −3·582 −0·933
H −0·452 −3·387 −1·061
H 3·159 −1·302 −1·061
H 2·425 −2·578 −3·237
H −2·708 −2·085 −1·061
H −0·764 1·323 4·379
H 1·528 0 4·379
H −0·764 −1·323 4·379
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
H −2·657 2·552 3·257
H −0·881 3·577 3·257
KUB-II//S-VWN//6-31G* N 0 0 0
B −0·911 −0·911 −0·911
N 0·023 −1·792 −1·792
B 0·935 −2·737 −0·935
N 0 −3·588 0
H 0·568 −4·242 0·568
H −0·519 −2·415 −2·415
H 1·630 −3·444 −1·630
B 0·911 0·911 −0·911
B 0·911 −0·911 0·911
B −0·911 0·911 0·911
N 1·792 1·792 0·023
N −0·023 −1·792 1·792
N −1·792 1·792 −0·023
N −1·792 −0·023 1·792
N 1·792 −1·792 −0·023
N −1·792 0·023 −1·792
N 0·023 1·792 1·792
N 1·792 −0·023 −1·792
N −1·792 −1·792 0·023
N 1·792 0·023 1·792
N −0·023 1·792 −1·792
B 0·935 2·737 0·935
B −0·935 −2·737 0·935
B −0·935 2·737 −0·935
B 2·737 0·935 0·935
B −2·737 −0·935 0·935
B 2·737 −0·935 −0·935
B −2·737 0·935 −0·935
B −0·935 −0·935 2·737
B −0·935 0·935 −2·737
B 0·935 0·935 2·737
B 0·935 −0·935 −2·737
N 0 3·588 0
N 3·588 0 0
N −3·588 0 0
N 0 0 3·588
N 0 0 −3·588
H −0·568 4·242 0·568
H −0·568 −4·242 −0·568
H 0·568 4·242 −0·568
H 4·242 −0·568 0·568
H −4·242 −0·568 −0·568
H 4·242 0·568 −0·568
H −4·242 0·568 0·568
H −0·568 0·568 4·242
H 0·568 0·568 −4·242
H 0·568 −0·568 4·242
H −0·568 −0·568 −4·242
H 2·415 2·415 −0·519
H 0·519 −2·415 2·415
H −2·415 2·415 0·519
H −2·415 0·519 2·415
H 2·415 −2·415 0·519
H −2·415 −0·519 −2·415
H −0·519 2·415 2·415
H 2·415 0·519 −2·415
H −2·415 −2·415 −0·519
H 2·415 −0·519 2·415
H 0·519 2·415 −2·415
H 1·630 3·444 1·630
H −1·630 −3·444 1·630
(siehe Fortsetzung)
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Tabelle B.1: (fortgesetzt)
Verbindung Element x y z
H −1·630 3·444 −1·630
H 3·444 1·630 1·630
H −3·444 −1·630 1·630
H 3·444 −1·630 −1·630
H −3·444 1·630 −1·630
H −1·630 −1·630 3·444
H −1·630 1·630 −3·444
H 1·630 1·630 3·444
H 1·630 −1·630 −3·444
aSattelpunkt dritter Ordnung bzgl. Torsionen um Methyl–Silicium Bindungen, wegen technischer Begren-
zungen wurde auf volle Optimierung verzichtet.
bFu¨r Abku¨rzungen siehe Index und entsprechende Verweise darin.
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Nachfolgend die Daten der Verbindungen, die zur Berechnung von der chemischen Ver-
schiebung von B/N-Verbindungen dienten. Verbindungsku¨rzel/Nummerierung wie im Ab-
schnitt 8.2
Tabelle B.2: Kartesische Gleichgewichtskoordinaten molekularer B/N-Verbindungen zur Berech-
nung der chemischen Verschiebung in A˚ngstrøm.
Verbindung Element x y z
B
N
B
N
B
N
Borazin siehe oben
B
N
B N
B
N
B N
B
N
B N
B
N
2 H 2·430 −3·868 0
N 1·978 −3·002 0
H −0·066 −3·937 0
B 0·587 −2·924 0
N 2·115 −0·562 0
N −0·083 −1·686 0
B 2·719 −1·816 0
B 0·691 −0·459 0
B −1·485 −1·623 0
H 3·923 −1·873 0
H 1·863 2·103 0
H 2·677 0·240 0
N −2·173 −0·419 0
H −2·116 −2·650 0
H −3·151 −0·423 0
B −1·454 0·816 0
N −2·145 2·071 0
N 0 0·811 0
B −1·424 3·259 0
H −3·122 2·100 0
H −2·025 4·304 0
N −0·027 3·267 0
H 0·463 4·112 0
B 0·659 2·053 0
B
N
B
N
B
N N
B
N
B B
N
B
N
3 H −4·797 1·287 0
B −3·747 0·693 0
H −2·535 2·405 0
N −2·511 1·385 0
B −2·483 −1·463 0
B −1·249 0·709 0
N −3·698 −0·731 0
N −1·243 −0·740 0
N 0 1·396 0
H −4·575 −1·251 0
H 0 −2·658 0
H −2·485 −2·669 0
B 1·249 0·709 0
H 0 2·418 0
N 2·511 1·385 0
N 1·243 −0·740 0
H 2·485 −2·669 0
B 0 −1·452 0
B 3·747 0·693 0
H 2·535 2·405 0
H 4·797 1·287 0
N 3·698 −0·731 0
H 4·575 −1·251 0
B 2·483 −1·463 0
(siehe Fortsetzung)
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Tabelle B.2: (fortgesetzt)
Verbindung Element x y z
N
B
N
B
N
NB
N
B
N
B
N
B 4 N 0·026 1·443 0
B 0 0 0
N −1·263 −0·699 0
N 1·237 −0·744 0
B −1·203 2·182 0
B 1·282 2·137 0
B −2·491 0·042 0
B −1·288 −2·133 0
B 1·209 −2·179 0
B 2·491 −0·049 0
N −2·425 1·460 0
H −1·194 3·388 0
H 1·317 3·342 0
H −3·299 1·986 0
N 2·476 1·370 0
H 3·530 −0·660 0
H −0·070 −3·850 0
H 2·236 −2·811 0
H −2·337 −2·727 0
N −0·052 −2·830 0
H −3·552 −0·531 0
H 3·369 1·864 0
N
B N
B
NB
N
B N
B
NB
N
B N
B
NB
5 H −4·588 −1·257 0
N −3·569 −1·265 0
H −3·535 0·993 0
B −2·883 −0·028 0
N −1·474 −2·465 0
N −1·451 −0·001 0
B −2·886 −2·516 0
B −0·725 −1·251 0
B −0·721 1·254 0
H −3·486 −3·562 0
H 0·907 −3·558 0
H −0·944 −3·339 0
N 0·725 1·257 0
N −1·398 2·509 0
B 1·417 2·511 0
B 1·446 −0·002 0
N 2·872 −0·044 0
N 0·726 −1·256 0
B 3·622 −1·242 0
H 3·364 0·852 0
H 4·828 −1·239 0
N 2·880 −2·459 0
H 3·382 −3·345 0
B 1·466 −2·483 0
H −2·420 2·487 0
H 2·627 2·566 0
B −0·736 3·758 0
H 1·205 4·602 0
H −1·343 4·800 0
N 0·689 3·723 0
N
B
N
B
N
B B
N
B
N
N
B
N
6 B −1·441 0 0·038
N 0 0 0
B 0·688 0 −1·267
(siehe Fortsetzung)
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Tabelle B.2: (fortgesetzt)
Verbindung Element x y z
B 0·753 0 1·229
N −2·159 0 −1·201
N −2·094 0 1·312
N −0·089 0 −2·469
N 2·120 0 −1·270
N 2·183 0 1·157
N 0·040 0 2·470
B −1·508 0 −2·462
H −3·180 0 −1·189
H −3·113 0 1·354
H −2·139 0 −3·492
B −1·378 0 2·537
H 0·560 0 3·348
H 4·094 0 −0·107
H 2·729 0 2·019
H 2·620 0 −2·159
B 2·886 0 −0·076
H 0·384 0 −3·373
H −1·954 0 3·599
B
N
B N
B
N
B N
B
N
B N
B
N
NB
7 N 0 0 −0·721
B −1·250 0 −1·448
N −2·473 0 −0·698
B −2·500 0 0·720
N −1·257 0 1·449
B −1·249 0 2·886
N 0 0 3·567
B 1·249 0 2·886
N 1·257 0 1·449
B 2·500 0 0·720
N 2·473 0 −0·698
B 1·250 0 −1·448
N 1·219 0 −2·882
B 0 0 −3·617
N −1·219 0 −2·882
B 0 0 0·721
H 2·076 0 −3·389
H 3·344 0 −1·181
H 0 0 −4·810
H −3·541 0 1·298
H −3·344 0 −1·181
H −2·076 0 −3·389
H 3·541 0 1·298
H 0 0 4·563
H 2·269 0 3·501
H −2·269 0 3·501
B
N
B
N
B
NN
B
N
B
N
B
N
B
N
B
B
N
BB
N
B
8 N 0 0 0
B −1·142 −0·872 0
N −2·473 −0·313 0
B −2·656 1·108 0
N −1·517 1·977 0
B −1·699 3·402 0
N −0·545 4·228 0
B 0·781 3·722 0
N 0·966 2·298 0
B 2·288 1·746 0
N 2·471 0·325 0
B 1·326 −0·553 0
N 1·506 −1·985 0
B 0·368 −2·854 0
(siehe Fortsetzung)
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Tabelle B.2: (fortgesetzt)
Verbindung Element x y z
N −0·954 −2·302 0
B −2·097 −3·173 0
N −3·389 −2·587 0
B −3·614 −1·185 0
B −0·183 1·425 0
B 3·796 −0·229 0
N 3·934 −1·642 0
B 2·833 −2·537 0
H 3·246 2·477 0
H −3·767 1·573 0
H 0·523 −4·049 0
H −1·953 −4·369 0
H 2·998 −3·730 0
H 4·761 0·492 0
H 1·732 4·462 0
H −2·806 3·877 0
H −4·729 −0·731 0
H 4·875 −2·036 0
H −4·201 −3·205 0
H −0·676 5·240 0
N
B
N
B
N
B
B
N
B
N
B
N
B
N
B
N N
B
N
N
B
N
9 N −1·018 −1·019 0
B −2·411 −0·649 0
N −3·400 −1·686 0
B −3·062 −3·063 0
N −1·685 −3·401 0
B −0·649 −2·412 0
N 0·737 −2·752 0
B 1·767 −1·764 0
N 1·392 −0·373 0
B 2·412 0·645 0
N 2·014 2·015 0
B 0·643 2·413 0
N 0·241 3·789 0
B −1·121 4·185 0
N −2·102 3·160 0
B −1·764 1·768 0
N −2·751 0·737 0
B 0 0 0
N −0·373 1·392 0
N 3·159 −2·103 0
B 4·183 −1·121 0
N 3·787 0·241 0
H 2·736 2·736 0
H 1·002 −3·738 0
H −3·737 1·001 0
H −4·388 −1·434 0
H −3·084 3·436 0
H 0·954 4·517 0
H 4·518 0·952 0
H 3·437 −3·084 0
H −1·431 −4·389 0
H −1·435 5·351 0
H −3·917 −3·917 0
H 5·350 −1·434 0
B
N
B
N
B
NN
B
N
B
N
B
N
B
N
BB
N
B
N
B
N N
B
10 N 0·003 −1·437 0
B 0·005 −2·877 0
N −1·251 −3·561 0
B −2·493 −2·882 0
(siehe Fortsetzung)
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Tabelle B.2: (fortgesetzt)
Verbindung Element x y z
N −2·496 −1·448 0
B −3·740 −0·732 0
N −3·712 0·683 0
B −2·494 1·434 0
N −1·246 0·716 0
B −1·246 −0·722 0
B 1·248 −0·718 0
N 2·501 −1·438 0
B 2·503 −2·873 0
N 1·264 −3·556 0
B 3·742 −0·718 0
N 3·709 0·697 0
B 2·489 1·443 0
N 2·448 2·873 0
B 1·237 3·604 0
N −0·005 2·886 0
B −1·250 3·600 0
N −2·458 2·864 0
B −0·003 1·440 0
N 1·243 0·721 0
H 3·320 3·402 0
H 1·245 4·811 0
H −1·263 4·806 0
H −3·333 3·390 0
H −4·606 1·175 0
H −4·788 −1·328 0
H −3·531 −3·497 0
H −1·268 −4·581 0
H 1·285 −4·576 0
H 3·543 −3·484 0
H 4·793 −1·310 0
H 4·602 1·192 0
N
B
N
B
N
BB
N
B
N
B
N
B
N
B
NN
B
N
B
N
B B
N
N
B
N
N
B
NN
B
N
B
N
B
B
N
B B
N
B
11 N −2·049 0·621 −3·302
B −2·023 −0·868 −3·260
N −1·328 −1·563 −2·140
B −0·665 −0·782 −1·071
N 0·025 −1·484 0·040
B 0·050 −2·964 0·080
N 0·741 −3·676 1·194
B 1·408 −2·889 2·269
N 1·378 −1·400 2·220
B 0·690 −0·701 1·111
N 0·665 0·783 1·072
B 1·328 1·563 2·141
N 1·308 3·055 2·108
B 0·615 3·757 0·991
N −0·050 2·963 −0·080
B −0·025 1·483 −0·040
N −0·690 0·701 −1·112
B −1·378 1·400 −2·221
B −2·717 1·340 −4·378
N −1·408 2·891 −2·268
N −2·669 −1·676 −4·300
N −0·617 −3·758 −0·994
B −1·308 −3·053 −2·108
B 2·048 −0·623 3·301
N 2·100 −3·545 3·383
B 0·747 −5·132 1·203
B −0·740 3·675 −1·192
N 2·024 0·866 3·262
(siehe Fortsetzung)
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Tabelle B.2: (fortgesetzt)
Verbindung Element x y z
B 1·970 3·793 3·175
N 0·569 5·221 0·917
B −0·573 −5·212 −0·924
N 0·099 −5·875 0·159
N 2·720 −1·351 4·382
B 2·741 −2·784 4·416
B 2·667 1·665 4·297
N 2·634 3·100 4·244
B −0·099 5·893 −0·159
N −0·743 5·142 −1·197
B −2·093 3·547 −3·373
N −2·732 2·776 −4·403
N −1·977 −3·791 −3·185
B −2·642 −3·109 −4·257
H 0·115 −6·859 0·185
H −1·084 −5·885 −1·747
H −1·975 −4·775 −3·183
H −3·170 −3·731 −5·108
H −3·133 −1·236 −5·048
H −3·190 3·240 −5·140
H −2·145 4·723 −3·456
H −1·193 5·632 −1·922
H −0·119 7·072 −0·191
H 1·002 5·764 1·614
H 1·982 4·972 3·194
H 3·075 3·618 4·954
H 3·229 1·161 5·204
H 3·168 −0·857 5·105
H 3·289 −3·341 5·299
H 2·131 −4·527 3·434
H −3·262 0·770 −5·256
H 1·279 −5·742 2·062
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CKoordinaten der Symmetriezentren
in den 14 Brillouin-Zonen
Wegen der Mo¨glichkeit des Nachvollziehens der Rechnungen im vorderen Teil dieser Schrift
und des raren Charakters dieser Tabellen gibt die folgende U¨bersicht die Koordinaten von
Symmetriezentren in Brillouin-Zonen der 14 Bravais Gitter an. U¨blicherweise verwendet
man griechische Buchstaben fu¨r Punkte innerhalb, ro¨mische fu¨r Punkte auf den Grenzen
bzw. außerhalb der ersten Brillouin-Zone. Die Notation folgt einer Publikation von Bouck-
aert u. a. [1936] bzw. bis auf wenige Ausnahmen der von Miller und Love [1967]. Fu¨r alle
Bravais Gitter ist Γ das Zonenzentrum mit k = (0, 0, 0). Ausnahmen in der unten stehen-
den U¨bersicht sind das trikline und die monoklinen Systeme: Hier wurden die primitiven
Einheitszellen des inversen Raumes und nicht die Wigner-Seitz Zellen zur Definition der
ersten Brillouin-Zone herangezogen, vgl. dazu die Quelle, an die die U¨bersicht angelehnt
ist [Bradley und Cracknell, 1972]. Fu¨r (hier weniger relevante) orthorhombisch basis-,
raum- und fla¨chenzentrierte, sowie fu¨r tetragonal raumzentrierte und trigonale Gitter ma-
chen Bradley & Cracknell Fallunterscheidungen nach Verha¨ltnissen von Gitterkonstanten.
Hier wird stets nur der Fall (a) angegeben. Neben ihrem Buch ist auch die U¨bersicht von
Lax [1974] zu empfehlen; beide Bu¨cher sind allerdings nicht mehr im Druck und variieren
bisweilen in Nomenklatur und Konventionen.
Tabelle C.1: Symmetriezentren in Einheiten des reduzierten Wellenvektors in ersten Brillouin-
Zonen (2pi/a, s.o.) Die Namen der Bravais-Gitter beziehen sich auf den Realraum; p: primitiv, iz:
innenzentriert, bz: basiszentriert. fz: fla¨chenzentriert; 0 < α < 12 .
Name triklin p monoklin p monoklin bz orthorh. p orthorh. bz orthorh. iz orthorh. fz
∆ α¯0 0 α¯α0 αα¯α¯ 0 α¯α¯
Λ 0 0 α 0 α¯α 0 0 α 0 0 α ααα¯ αα0
Σ 0 α0 αα0 αα¯α α0 α
A 1
2
1
2
0 1¯
2
0 0 0 α 1
2
αα 1
2
1
2
+α, 1
2
,α
B 1
2
0 0 1¯
2
0 0 α¯0 1
2
α¯α 1
2
1
2
, 1
2
-α,-α
C 0 1
2
1
2
1¯
2
α0 α,- 1
2
,- 1
2
+α
D 1¯
2
0 1
2
α¯ 1
2
0 0 1
2
α 1
2
+α,-α, - 1
2
+α 1
2
,-α, 1
2
-α
E 1
2
1
2
1
2
1¯
2
α 1
2
F 0 1
2
0 1
2
-α, 1
2
+α, 0
G 0 0 1
2
0 1
2
α 1
2
-α, 1
2
+α, 1
2
1
2
+α, - 1
2
+α, 1
2
-α 1
2
+α,α, 1
2
H 1¯
2
0 α 1
2
1
2
α α,- 1
2
+α,- 1
2
K
L 1¯
2
0 1
2
1
2
0 0
M 1¯
2
1¯
2
1
2
N
O
P α¯ 1
2
1
2
1
2
+α, - 1
2
+α, -α
Q 1¯
2
1
2
α
(siehe Fortsetzung)
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Tabelle C.1: (fortgesetzt)
Name triklin p monoklin p monoklin bz orthorh. p orthorh. bz orthorh. iz orthorh. fz
R 1¯
2
1
2
1
2
0 1
2
1
2
1
2
0 0
S 1¯
2
1
2
1
2
0 1
2
0 1
2
0 1¯
2
T 1¯
2
0 1
2
1
2
1
2
1
2
1
2
1¯
2
0
U 1
2
1
2
α 1¯
2
α¯α 0 1
2
1
2
1
2
+α, - 1
2
-α, 1
2
-α
V 1¯
2
0 α 0 0 1
2
W 0 1
2
α 3
4
1¯
4
1¯
4
X 0 1
2
0 1
2
1¯
2
1
2
1
2
0 1
2
Y 0 1
2
0 1¯
2
0 0 1
2
1
2
0 0 1¯
2
1¯
2
Z 0 0 1
2
0 1¯
2
1
2
0 0 1
2
0 0 1
2
1
2
1
2
0
Weitere Kristallsysteme:
Name tetrag. p tetragonal iz trigonal p hexagonal p kubisch p kubisch fz kubisch iz
∆ 0 α0 0 0 α 0 0 α 0 α0 α0 α αα¯α
Λ 0 0 α ααα¯ ααα ααα ααα ααα
Σ αα0 α¯αα 0 αα¯ 0 α0 αα0 αα 2α 0 0 α
A 1
2
1
2
1
2
0 0 1
2
B
C
D α,α, 1
2
-α
E
F 0 1
2
1¯
2
1
4
+α, 1
4
-3α, 1
4
+α
G αα¯ 1
2
H 1¯
3
2
3
1
2
1
2
1¯
2
1
2
K 1¯
3
2
3
0 ( 3
4
3
8
3
8
)a
L 0 1
2
0 0 1
2
1
2
1
2
1
2
1
2
M 1
2
1
2
0 0 1
2
0 1
2
1
2
0
N 0 1
2
0 0 0 1
2
O
P 1
4
1
4
1
4
1
2
-α, 1
2
-α,- 1
2
-α 1¯
3
2
3
α 1
4
1
4
1
4
Q α, 1
2
-α,α 1
2
, 1
2
-α, 1
2
+α
R 0 1
2
1
2
0 α 1
2
1
2
1
2
1
2
S αα 1
2
α 1
2
α 1
2
+α,2α, 1
2
+α
T α 1
2
1
2
α¯ 2α0 1
2
1
2
α
U 0 α 1
2
0 1
2
α
V 1
2
1
2
α - 1
2
+α, 1
2
+α, 1
2
-α
W 0 1
2
α α, α, 1
2
-α 1
2
1
4
3
4
X 0 1
2
0 0 0 1
2
0 1
2
0 1
2
0 1
2
Y α 1
2
0 α¯α 1
2
α 1
2
α¯
Z 0 0 1
2
1¯
2
1
2
1
2
1
2
1
2
1¯
2
α 1
2
0 1
2
,α, 1
2
+α
aDer Punkt K (ebenso U , siehe Abbildung C.1) ist nach der Definition [Bradley und Cracknell,
1972] zwar kein Symmetriepunkt, wegen seiner allgemeinen Bedeutung fu¨r Phonendispersionen im
kubischen Bornitrid sei er dennoch in der Form angegeben, in der er im Cerius2-Paket verwendet
wird [Milman, 1999].
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Abbildung C.1: Zur Verdeutlichung der Tabelle C.1: Erste Brillouin-Zone zum kubisch fla¨chen-
zentrierten (Bravais) Gitter des Realraums; Angabe von Punkten/Linien besonderen Interesses,
insbesondere der Symmetriepunkte (gefu¨llte Kreise).
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DPotenzialparameter im Gulp-Format
Die folgenden Listen enthalten alle diskutierten Potenziale in u¨bersichtlicher Form in dem
Format, in dem sie direkt in Gulp eingelesen werden ko¨nnen. Die Gulp-Version 1.3 hat
— je nach Datum — eine unterschiedliche Syntax fu¨r die geda¨mpfte Dispersion (damped
dispersion). In neueren Versionen muss nach den ersten beiden und nach dem dritten
Parameter eine 0 eingefu¨gt werden. Auch fu¨r SW3-Terme existiert bei neueren Gulp-Ver-
sionen die Mo¨glichkeit, verschiedene ρ zu wa¨hlen, weshalb beim Satz Q die Eins zweimal
auftaucht.
D.1 Potenzial
”
Q”
########################################################################
#
# q.lib
#
# Empirical Potential for Boron Nitride, Silicon Nitrides and
# Borosilazane Ceramics: Derivation of Parameters and Probing of
# Capabilities
#
# Marcus Gastreich and Julian Gale and Christel M. Marian
# in preparation
#
########################################################################
#
# this potential requires Gulp versions later than July 28 2001
#
# MIND: syntax in damped_dispersion and sw3 may differ
# from older gulp versions
#
#
cutp 8.0 2.0
#
species 3
N -0.8025
B 0.8025
Si 1.0700
qtaper
B N -16.692731 2.35000
N Si -20.936870 2.60000
buck
B N 294.51769 0.277314 .00000e+00 0.000 8.000
N Si 1720.4590 0.258404 .00000e+00 0.000 8.000
N N 1112.8735 0.318973 .00000e+00 0.000 8.000
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B B 74.339713 0.507536 .00000e+00 0.000 8.000
Si Si 20.891824 0.712728 .00000e+00 0.000 8.000
B Si 1.1349744 1.684486 .00000e+00 0.000 8.000
damped_dispersion
N N 208.984229 0. 0. 2.88792 0.0 0.0 0.0 8.0
sw3
N B B 9.40448 120.0000 1. 1. 2.400 2.400 4.800
B N N 35.1977 120.0000 1. 1. 2.400 2.400 4.800
N Si Si 6.04307 120.0000 1. 1. 3.000 3.000 6.000
Si N N 13.0403 109.4700 1. 1. 3.000 3.000 6.000
N B Si 9.40448 120.0000 1. 1. 2.400 3.000 5.400
#
# end of q.lib
#
D.2 Potenzial
”
WAT ”
########################################################################
#
# watoc.lib
#
# Christel M. Marian and Marcus Gastreich
#
# A systematic theoretical study of molecular{Si/N}, {B/N},
# and Si/N/B compounds and parameterisation of a force-field for molecules
# and solids
# J. Mol. Struc. THEOCHEM 506 (1-3) 2000, 107-129.
#
#
########################################################################
cutp 4.4000 1.6000
species 3
B core 0.000000
N core 0.000000
Si core 0.000000
morse
N core Si core 3.1820920 2.6044 1.64324 1.0000 6.000
B core N core 3.7059429 2.9594 1.27256 1.0000 6.000
general 1 0
N core N core 2258.6781 0.335907 0.0000 0.000 6.000
Si core Si core 1910.7586 0.393986 0.0000 0.000 6.000
B core B core 2071.6191 0.332705 0.0000 0.000 6.000
B core Si core 121.46546 0.537813 0.0000 0.000 6.000
damped_dispersion
N core N core 22927.575606 0.000000 0.45770 0.00000 0.000 6.000
#
# THREE BODIES
#
three vessal
Si c N c N c 13303.2 130.9483 0.332031 0.332031 2.9 2.9 5.8
N c B c B c 27058.0 118.8636 0.317617 0.317617 2.7 2.7 5.4
B c N c N c 100969. 123.4568 0.317617 0.317617 2.7 2.7 5.4
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N c B c Si c 23252.9 114.6654 0.317617 0.332031 2.7 2.9 5.6
#
# end of watoc.lib for non-hydrogen containing compounds
#
########################################################################
#
# watoc + hydrogen (these hydrogens cannot properly produce H2!)
#
####
#
# hydrogen 2 bodies
#
morse
H core N core 3.2369255 2.7230 0.98937 1.0000 6.000
H core B core 3.1642917 2.4675 1.10772 1.0000 6.000
H core Si core 1.6924804 2.3413 1.45436 1.0000 6.000
general 2 1
H core H core 23042.170 0.135868 0.0197 0.000 6.000
####
#
# hydrogen threebodies
#
three vessal
B c H c H c 1959.23 145.6616 0.312420 0.312420 2.150 2.150 4.300
N c H c H c 2260.17 101.3425 0.304307 0.304307 2.260 2.260 4.520
Si c H c H c 21692.5 123.1904 0.312997 0.312997 2.400 2.400 4.600
B c H c N c 1147.74 148.3138 0.312420 0.317716 2.150 2.700 4.950
N c H c B c 7279.31 124.6181 0.304307 0.317617 2.260 2.700 5.060
Si c H c N c 94074.4 122.8028 0.312997 0.332031 2.400 2.900 5.200
N c H c Si c 16861.5 116.0971 0.304307 0.332031 2.260 2.900 5.160
D.3 Potenzial
”
T B”
########################################################################
#
# twobody.lib
#
# Empirical Two-Body Potential for Solid Silicon Nitride, Boron Nitride,
# and Borosilazane Modifications
#
# Christel Marian and Marcus Gastreich and Julian D. Gale
# Phys. Rev. B 62, 5, 2000 3117-3124
#
########################################################################
cutp 5.8 1.5
species 3
B core 0.000000
N core 0.000000
Si core 0.000000
morse
N core Si core 3.8846091 2.3266 1.62136 1.0000 6.000
B core N core 5.5000718 2.8499 1.32521 1.0000 6.000
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general 1 0
B core Si core 643.33209 0.433018 0.0000 0.000 6.000
N core N core 2499.0072 0.360294 0.0000 0.000 6.000
Si core Si core 177.51005 0.636850 0.0000 0.000 6.000
B core B core 1231.5217 0.361190 0.0000 0.000 6.000
damped_dispersion
N core N core 16691.3625 0.0000 0.50328 0.00000 0.000 6.0
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