By analyzing the bottleneck facing the current power transformer fault diagnosis model, this paper puts forward a power transformer fault diagnosis model. The SOM model is introduced to optimize the training samples collected and to eliminate interference sample data existing in training samples of various types. At last, various excellent samples are extracted as the input information of the BP network to build the power transformer fault diagnosis model. The model analysis results suggest that various training samples extracted and optimized by the SOM network can efficiently improve the recognition and diagnosis performance of the BP network. Besides, its diagnosis accuracy is higher than that of traditional algorithms by more than 10%.
INTRODUCTION
Currently, researchers both at home and abroad focus on the power grid structure as to accidents happening to the power grid. In fact, safety performance of electric devices is the first line of defense for power grid safety (Li, 2014) and a key part of the electric system in particular. The health level and the operation situation directly decide the safety and stability of power grid operation (Li, Hou & Zhao, 2015) . Therefore, how to improve the operation maintenance and the status evaluation level of the power transformer, and how to prevent and reduce the occurrence rate of faults have become a critical issue calling for urgent handling in the electric industry.
However, the power transformer fault is an extremely complex system in itself (Zhang, 2011) . There are many characteristic quantities to represent its status, and there is huge uncertainty and fuzziness between the status messages. Therefore, it is a great challenge to achieve efficient and correct evaluation of the operation status of the power transformer. Currently, the characteristic gas, the IEC four-ratio and three-ratio method based on the dissolved gas analysis (DGA) are all typical power transformer fault diagnosis methods (Zhao, Shen and Xu, 2013; Wang, Zhang and Shen, 2014) . However, they have defects of wrong judgment and low diagnosis accuracy during the application process, thus cannot meet the practical diagnosis demands. Besides, with the development of intelligent algorithms, neural network, fuzzy control and expert system have found extensive applications in the fault diagnosis field (Bian & Bian, 2014; Liu, 2014) , but algorithms of the kind are relatively sensitive to training samples collected. In other words, when there are huge mistakes or interference samples in sample data collected, the detection accuracy rate of the model is still relatively low. Thus, how to increase the power transformer fault diagnosis level is still an important research issue in the field.
Concerning the above problems, this paper analyzes defects existing in the current power transformer fault diagnosis model, and puts forward an electric power diagnosis model based on the SOM network combined with the BP neural network. With the SOM network at the core, the sample data collected are screened to find out the interference sample data to increase the diagnosis accuracy rate of the whole recognition model. All in all, this research can provide theoretical guidance to improving the electric power status evaluation and maintenance strategies.
POWER TRANSFORMER FAULT DIAGNOSIS BASED ON THE SOM NETWORK COMBINED WITH THE BP NETWORK

SOM neural network model algorithm
The competitive neural network is also called the SOM neural network (Hu, Wang, Zhang, 2015; , which is one kind of self-organizing competitive neural networks. The network not only has the cluster ability of general recognition models, but can also recognize the other new sample types according to the existing data sample system. In this way, the eigen value of the index property within the macro-scope can be quickly calculated and matched. The SOM network structure is shown in Fig. 1 In the internal competition layer of the above SOM network, nerve cells compete with each other. Among samples with a similar property, a nerve cell will finally win. In other words, the winning nerve cell stand for the center of some input sample categories. The network model algorithm steps are shown below:
Step 1: Assume ij w to be a random value within the section of [0, 1] according to the constraint condition;
Step 2: Randomly choose a model, X, from T learning models, for the output layer of the network, work out the input value, One learning model is provided for the output layer of the network. Calculate the input value of various nerve cells in the competition layer according to Eq. 1:
Where, 1, 2, , iN   ; Xi stands for the i element of the input sample vector.
Step 3: Choose the nerve cell from j S （ 1, 2, , jM   ）to which the maximum value is corresponding as the winning nerve cell, and set its output status to be "1" and that of the other nerve cells as "0." According to the competition mechanism, the nerve network, k , with the maximum weight value in the competition layer wins. The output ak is shown in Eq. 2 below: 1, , ,
0, Other
Step 4: Different connection weight value connected with the winning nerve cell is modified according to the following equation; the weight value connected with the other nerve cells remains the same. The weight value is shown in Eq. 3:
Where, 1, 2, , iN   ; a stands for the learning parameter (0<a<1), which is generally within 0.01~0.03; m stands for the number of nerve cells in the output layer whose output is "1."
Step 5: Choose another learning model and return to
Step 3 until there are T learning models fully provided for the network. Then, return to Step 2 until the adjustment amount of various connection weights is extremely small.
The BP neural network model algorithm
BP neural network (He, 2013; Pratimsarangi, 2013 ) is a feed forward network in the neural network which adopts the error back propagation algorithm as its learning algorithm. The network is made up of the input layer, the output layer and the hidden layer. Neural cells between layers feature the fully-interlinked connection through the corresponding network weight coefficient, w. When the signal enters the BP neural network through forward-propagation, the input samples are introduced through the input layer, which after step-by-step handling by hidden layers are transmitted to the output layer. If the practical output in the output layer is not in line with the expected output, it enters the error back propagation algorithm. Besides, after every error back propagation, the network weight value will be adjusted through one iteration. The process goes on until the network output error can be reduced to the level below the set error value or it reaches the preset iterations. The specific structure of the BP neural network is shown in Figure 2 Through the above BP network structure, it can be seen that, in a simple three-layer BP network, if it is assumed that the input vector is Step 1: Initialize the network weight matrix, W and V, randomly; set the corresponding learning ratio to be  and the target error value to be min E ; and set the counter of sample models, p, and the counter of the training times to be "1."
Step 2: Input the training sample, X and D, in turn, calculate the output vector, Y, in the hidden layer, and the target output vector, O. The algorithm expression is shown in Eq. 4:
Where, j net and k net stand for the transfer function of the hidden layer and the output layer, respectively. Step 3: If there are P pairs of training samples in total, the network of every different training sample, p, is corresponding to different errors, p E , and its mean square root is adopted as the overall network error. The algorithm expression is shown in Fig. 5 :
Step 4: Calculate the error signal of various layers, and the algorithm expression is shown in Eq. 6 below:
Step 5: Adjust the weight value of various network layers, and the algorithm expression is shown in Eq. 7:
Step 6: When all samples undergo one training, check whether the network training meets the termination condition. If min RME EE  or when the training times reach the maximum, the algorithm ends; otherwise, return to Step 2.
Through the information input iteration of the BP neural network above, it can be seen that the network has highly nonlinear characteristics. At the same time, each iteration of the network will be sent back through error back propagation. According to learning rules specified by the algorithm, the weight of every layer is modified for reverse adjustment of the weight coefficient to make the output of the network to gradually get close to the actual value. Therefore, the BP network can be fully applied to the diagnosis and recognition of highly nonlinear faults.
Power transformer fault diagnosis algorithm based on the SOM network combined with the BP neural network
Through the above BP network model iteration process, it can be seen that, in the highly nonlinear system, there is lots of instability or the data have some defected sample objects. When these data are directly put into the BP network from training, the model iteration process will be directly influenced by the interference samples. Besides, if there are too many interference samples in training samples, the BP model will be easily sunken into the partial minimum value. Meanwhile, during the model iteration process, when there are many interference samples, the model will be compelled to constrain so as to reach the error requirement of training, thus resulting in certain over-fitting in results. Therefore, in order to prevent interference samples from influencing the BP model, the SOM network can be used to filter samples to extract samples with less interference or high discrimination. In this way, quality samples can be obtained as the output information of the BP network to train a high precision BP network recognition system.
Through the above integral analysis of the model algorithm, this paper builds an power transformer diagnosis model based on the SOM network combined with the BP neural network through the following steps:
Step 1: Collect the practical sample data related to power transformer faults, which include the trained and test sample data, conduct normalization processing of them, and set the normalization range to be [-1, 1].
Step 2: Adopt samples of various types of the training sample data as the input information of the SOM network respectively, and set the cluster number of the SOM network to be "2" (in other words, samples of the same type are divided internally and are returned to the corresponding category serial number through the SOM network);
Step 3: Adopt the serial number of various samples returned by the SOM network for sample screening, and choose samples with fewer categories as candidates for elimination. When the number of candidates for elimination is smaller than a% (the value is decided by the number of training samples), they can be eliminated;
Step 4: Adopt the remaining superior samples after elimination of interference samples through Step 3 as the input information of the BP neural network for BP network training, and build a complete financial prewarning model system.
MODEL SIMULATION AND RESULT ANALYSIS
Relationship between internal faults of transformers and the gas dissolved in oil
The oil immersible power transformer has a complex internal structure. Compared with the other power transformers, it has a relatively high fault rate.
However, research results suggested that the dissolved gases analysis (DGA) can help immediately find out the latent faults and seriousness degree of these faults. According to relevant literatures and judgment standards, the fault gases decomposed by the internal insulating materials of power transformers form bubbles are dissolved in oil through convection and diffusion. The composition and content of these fault gases has a close bearing on fault types and seriousness degree. Thus, it is one of the most efficient and widely-used methods for power transformer fault diagnosis.
The content of the major characteristic gases and the secondary characteristic gases generated by different power transformer fault types is different, which is shown in Table 1 , C2H4  CH4, C2H4, CO, CO2  H2, CH4, CO  H2, C2H2  H2, C2H2  H2, C2H2, CO, CO2   H2, C2H6  H2, C2H6  C2H2, C2H6, CO2  /  CH4, C2H4, C2H6 CH4, C2H4, C2H6
Screening of sample index data
Based on the above relationship between the power transformer faults and the gases dissoluble in oil, it can be seen that the gas volume content are adopted as an index for fault diagnosis (Li B X., 2015) .
It is of vital importance to choose the valid data about gasses dissolved in oil for the power transformer. According to relevant research results, this paper adopts the volume content of five gases, namely H2, CH4, C2H6, C2H4 and C2H2, as the input sample. There are five fault categories for samples, including high-energy discharge, low-energy discharge, high-temperature overheating, medium-and low-temperature overheating. In this paper, 80 pairs of sample data are collected. During the fault diagnosis, the sample data are divided into training samples and test samples. The category distribution of the test samples and the training samples, and the partial sample data are shown in Table 2 and Table 3 High-energy discharge High-energy discharge High-energy discharge Low-energy discharge Low-energy discharge Low-energy discharge High-temperature heating High-temperature heating High-temperature heating Medium-and high-temperature heating Medium-and high-temperature heating Medium-and high-temperature heating
Elimination of interference sample data
After normalization of the above power transformer sample index data, various types of sample data are put into the SOM network for iteration respectively, and screen samples according to the corresponding elimination rules. The screening threshold value thus set might be different in different categories of samples. In order to facilitate model analysis, it is unified that a=30%. Besides, in order to guarantee that all types of training samples have unified screening rules, the SOM network built up for the screening process of sample data of various types adopts parameters in Table 4 below: In the network simulation built up through the above SOM network parameters, the screening results of various categories of samples are shown in Fig. 3 
Power transformer fault diagnosis simulation
Through screening of training samples based on the above SOM network, this paper also provides the simulation results when all training samples are directly put into the BP network during the BP network training process so as to show that the BP network has a high accuracy after being combined with SOM. To prevent differences caused by result differences of the BP network, the BP network built during the simulation process adopts parameters in Table 5 below: The coding form shown in Table 6 is adopted for the output target of various samples. Through the BP neural network training, the error dynamic changes of the network during the training process are shown in Fig.  4 below: Table 6 . Output target coding of faults of various types From the above dynamic network error changes, it can be seen that the BP network overall training speed after screening through the SOM network. Around the 20th training, the network shows an obvious declining trend. However, the error changing speed of indirectly inputting all training samples into the BP network for training declines relatively slow. Based on the total training times of the above two simulation results, it can be seen that, when the network converges to the set target error, the former model calls for 114 trainings; while the latter model calls for 336 trainings. Therefore, samples after the screening through the SOM network can achieve favorable model training effects.
In order to more directly reflect the effectiveness of the model, this paper also provides the sample diagnosis accuracy of the traditional IEC model, the model directly based on the BP network, and the SVM model. Results are shown in Table 7 below: From the above comparison results of various models shown in Table 7 , it can be seen that more training samples might not mean higher recognition accuracy. Based on the above analysis results, it can be summarized, when there are interference samples or wrong samples, even if the final convergence error of the model is consistent, the error might be increased during the model iteration process due to the influence of interference samples. Besides, the diagnosis accuracy of the model will decrease due to the existence of these interference samples. The sample diagnosis accuracy results in Table 7 suggest that the model algorithm puts forward in this paper is higher than that of other algorithms by more than 10%.
CONCLUSIONS
This paper analyzes the significance of power transformer fault diagnosis, summarizes the defects of the current power transformer fault diagnosis models and puts forward a power transformer fault diagnosis model based on the SOM network combined with the BP neural network. First, by analyzing the relationship between the power transformer fault types and the gases dissolved in oil, the indexes for power transformer fault diagnosis are confirmed. Then, adopt fault samples of various categories as the input information of the SOM network. Through the calculation based on the SOM network, interference samples in training samples of various types are eliminated. Following that, excellent samples thus obtained are adopted as the input information of the BP network and to build the power transformer fault diagnosis model. At last, the simulation analysis results suggest that the algorithm puts forward in this paper can efficiently eliminate interference sample data in samples and extract excellent sample data. By comparing with other algorithms, it is found that its diagnosis accuracy is higher than that of others by more than 10%. 
