Abstract-This paper discusses the Hammerstein model identification using a blind approach. By fast sampling at the output, it is shown that identification of the linear part can be achieved based only on the output measurements that makes the Hammerstein model identification possible without knowing the structure of the nonlinearity and the internal variables.
. Sampled Hammerstein system. the overparameterized system is linear in the unknown parameters, and then, any linear estimation algorithm applies. The difficulty with this approach is that the dimension of the resulting linear system can be very large, and therefore, convergence or robustness becomes an issue. In general, this approach is limited to the Hammerstein system where the unknown nonlinear block is parameterized linearly by unknown parameters. The stochastic method [5] , [8] , [13] uses white noise properties to separate the nonlinear part from the linear part and works only if the input is white. The idea of the separable least squares [1] , [16] is to write one set of variables as a function of the other set based on the first-order necessary and sufficient conditions. Thus, the dimension of the optimization space is reduced. This method is found particularly useful for hard or nonsmooth nonlinearities [1] .
In this paper, we consider identification of a discrete-time Hammerstein system. We will mainly focus our study on sampled Hammerstein systems, as shown in Fig. 1 , but we will also extend our results to nonsampled discrete-time Hammerstein systems.
A discrete-time Hammerstein system is shown in Fig. 1 . The goal of the Hammerstein system identification is to estimate the transfer function of the equivalent sampled linear system for the given sampling interval and to estimate the unknown nonlinear function based only on the measurement of and . The internal signal is not available. The order of the linear system is known a priori.
Our approach in this paper is different from all four methods discussed above and is based on the idea of our previous work on blind system identification [3] . We identify the linear part using the output measurements only, i.e., no information on the input and the interval variable are needed. In general, blind system identification is not possible only based on the output measurements because different systems coupled with appropriate inputs can produce identical outputs at the sampling instants . However, by fast sampling at the output, blind identification based on the output measurements is possible. Once the linear part is obtained, identification of the nonlinear part can be carried out in a number of ways.
We remark that the blind system identification techniques for IIR system were first developed in our early work [3] for linear systems. The use of fast sampling in identification of sampled Hammerstein models was studied in a recent paper [18] . For a given sampling interval , the transfer function at the sampling interval , where is the order of the system, was derived. However, it is not clear in [18] whether the information of the transfer function at is enough to derive the transfer function at . In the current paper, this problem is completely solved. We show that the transfer function at the given sampling interval can be identified based only on the output observations. The current paper also contains two additional minor contributions. The first one is that our proposed algorithm applies to a wide range of inputs, and moreover, the persistent excitation condition that guarantees convergence and robustness is obtained, whereas in [18] , the input is restricted to white noises. The second minor extension is that [18] deals with control systems where the input is piecewise constant, and the current paper is in the digital signal processing setting where the input is a discrete pulse sequence.
The outline of the paper is as follows. Section II establishes some preliminary results. Some assumptions on the system are also given in this section. Section III studies blind identification of the linear part and convergence issues. Section IV devotes to identification of the nonlinear block and several methods are proposed. A numerical simulation is provided in Section V. Extension to nonsampled discrete Hammerstein systems is provided in Section VI. Section VII gives some final remarks.
II. PROBLEM STATEMENT AND PRELIMINARIES
As mentioned in the previous section, we will focus on the sampled Hammerstein system first. Extension to nonsampled Hammerstein systems will be made in Section VI. Consider a sampled Hammerstein model in Fig. 1 , which consists of a nonlinear block and a continuous linear time-invariant system. For a given sampling interval , the input is a discrete pulse sequence. The output of the nonlinear block , which is the input to the linear system, is also a discrete sequence (1) where is a nonlinear function with known or unknown structure parameterized by an unknown parameter vector . The model of (1) covers a large class of nonlinear functions. The most common static nonlinear model in the Hammerstein representation is obviously a special case of (1). Some nonlinearities with memory, e.g., hysteresis, also belong to (1) . In such a case, the memory length is assumed to be known.
Let the continuous linear time-invariant system be represented by a state-space equation (2) It is a routine exercise to derive its equivalent discrete time equation for a given sampling interval when the input is a discrete pulse sequence [3] (3)
The discrete transfer function from to is, accordingly, given by (4) form some s and s. The goal of the Hammerstein system identification is to estimate in terms of its parameters s and s, as well as the unknown nonlinear function based only on the measurement of and .
We now make an assumption on the sampled system (3) throughout the paper.
Assumption 1: It is assumed that the sampled system (3) at the sampling interval is minimal (reachable and observable).
The following lemma can be easily verified [3] . Lemma II.1: Consider the continuous system (2) and the sampled system (3). Then, we have the following.
• The sampled system is minimal at the sampling interval for some positive integer , whenever , where s are the eigenvalues of the continuous system.
• The sampled system is minimal at any sampling interval , if it is minimal at the sampling interval . Our approach in this paper is based on blind system identification, i.e., to estimate using only the output measurements. The idea is fast sampling at the output that results in a sampled system at a higher sampling rate or a smaller sampling interval. Let the output sampling interval be for some positive integer , which is referred to as the oversampling ratio. For given and , consider the following sequences:
Although the input sampling interval is fixed at and (6) we can write in terms of the output sampling interval :
Denote by the discrete transfer function from to and by , the discrete transfer functions from to , i.e.,
The transfer functions of can be easily derived [3] :
where , and . Thus, the transfer function is given by (8) It is interesting to note the following.
• All s share the same denominator, i.e.,
• as in (4), and this implies
• is strictly proper and s, are proper but not strictly proper. Moreover, , and . It will be shown later that by fast sampling at the output, can be identified based only on the output measurements. The difficulty is that is the transfer function at the sampling interval , which is not the desired transfer function at the sampling interval . Thus, we have an identifiability problem, i.e., how to find from . We have the following result.
Lemma II.2:
Let for some integer . Suppose the transfer function at the sampling interval is in the form of Write Then, the transfer function at the sampling interval is given by (9) Proof: Under the minimality assumption, it is clear that is a pole of the continuous time system, is a pole of , and is a pole of . This implies that the denominator of is
To determine the numerator , note (10) and recall
In addition, we have the equation shown at the bottom of the page. The last equality is from (7). On the other hand, , and this implies Now, from (10) and the fact that all and are the same, we have This completes the proof.
Before closing this section, we observe that the parameterization of the Hammerstein model is actually not unique. Suppose the nonlinear block and the linear block are represented by some function and the transfer function , respectively. Then, any pair of and for some nonzero constant would produce the identical input-output measurements. In other words, any identification setting cannot distinguish between (
) and ( ). To obtain a unique parameterization, needs to be normalized, e.g., set . The problem with this approach is that it indirectly presumes , which may not be the case. To avoid this problem, we assume the following assumption throughout the paper.
Assumption 2: Consider of (4). Assume that and that the sign of the first nonzero element of is positive.
III. IDENTIFICATION OF THE LINEAR BLOCK
In this section, we will provide an algorithm for estimating based only on the output measurements. The idea of our approach is to estimate first and then to compute using the result of Lemma II.2. To avoid unnecessary complications, we assume in Sections III-A and B that noise . The convergence of the algorithm in the presence of noise will be discussed in Section III-D.
A. Estimation of the Denominator
Given the input sampling interval , let the output sampling interval be . Write as for some unknown s and s. Its time domain expression is given by
The input sequence is nonzero only if . In other words, is nonzero only if , and moreover Now, at the sampling instants , we have
Define
We have (12) This equation is linear in the unknown . All other variables and consist of output measurements only, and therefore, the denominator coefficients can be estimated by many standard algorithms, e.g., the recursive LMS or recursive least squares method.
B. Estimation of the Numerator
To estimate the numerator of at the sampling interval , consider two sequences where . As discussed in (4) and (8) 
5) Set
, and go to Step 2. Only output measurements are needed to implement the algorithm. The algorithm is recursive and produces the estimate at each .
D. Convergence Analysis
Whether converges to depends on whether converges to . Therefore, it boils down to the parameter convergence of and . It is well known that both parameter estimates converge asymptotically if and are persistently excited (PE) at least in the absence of noise. Therefore, it is important to establish the PE condition on and . In fact, the PE condition on has been developed in our early work on the subject of blind system identification [3] . However, the PE condition on is new.
Lemma III.1: Consider the parameter estimation algorithms (14) and (15) . Then, we have the following.
• Suppose the spectral measure of is not concentrated on points. Then, is PE.
• Suppose the numerators of and do not share any common factor and that the spectral measure of is not concentrated on points. Then, is PE. Proof: The second part has been shown in [3] . We only provide the proof for the first part. Finally, we discuss the parameter convergence. In the presence of noise, (12) and (13) become, respectively where If the noise is bounded, i.e., , then both and are bounded for some constant , and this leads to the following wellknown result in the system identification literature [11] .
Theorem III.1: Consider the parameter update algorithms (14) and (15) with bounded noise . Suppose that and are PE. Then, the parameter estimation errors ( ) and ( ) converge exponentially to a ball centered at the origin with radius for some constant , where relies on the level of the PE.
Clearly, if noise is absent, the parameter estimates converge to the true values exponentially.
E. Sufficient Richness of
From the convergence analysis, we see that parameter convergence depends on the PE conditions on and , which rely on the spectral contents of . This is often referred to as the sufficient richness condition in the system identification literature [3] , [11] , has all the frequencies unless it is in a pathological case, where either the coefficients are zeros or the frequencies are the same module 2 .
IV. IDENTIFICATION OF THE NONLINEAR BLOCK

A. Direct Approach
Once the linear part is identified, we have the estimates s and s of s and s. The unknown parameter vector that parameterizes the nonlinear block can be estimated directly by minimizing (16) The convergence and computational complexity of the minimization depends, of course, on the nonlinearity . Here, we are particularly interested in the linear parameterization structure (17) with known s and unknown s. Then, by defining (16) can be rewritten as (18) All variables and are available, and can be estimated by many standard algorithms. For example, using the recursive LMS algorithm, we get
We remark that the most common polynomial nonlinearity representation in the Hammerstein model literature is a special case of (17) with .
B. Indirect Approach
In this approach, our goal is to recover the unknown internal signal first and then to estimate the nonlinear block using the information of and . This approach is particularly useful when the nonlinear block is static but lacks structure. Because of unknown structure, it is not possible to estimate the nonlinear function in terms of parameter estimation. However, if the data and become available, the complete picture of can be easily graphed. This graphical picture provides us accurate information on the unknown as long as there is enough pair ( ) in the range of interest. The first step of this indirect approach is to recover the unknown . is obtained, the nonlinear block can be estimated by using the information of and . We consider two cases.
1) The nonlinear function is static and nonparametric. In this case, the function can be graphed using pairs of s and the estimated s. From the graph, the nonlinear function can be estimated, provided that enough pairs of ( ) are availabe in the range of interest. Clearly, the pseudo-random binary noise sequence (PRBS), which can generate only two pairs of ( ), is certainly not a good choice. This is a well-known fact in the literature.
2) The nonlinear function is in the general form of (1), and then, can be estimated by minimizing With the sampling interval , the corresponding discrete transfer function is given by Note that the norm of numerator coefficient vector of is normalized to 1. The unknown nonlinearity is assumed to be a static second-order polynomial parameterized by the unknown The purpose of the identification is to estimate the unknown coefficient vectors of the numerator, denominator, and the polynomial For the simulation, 100 Monte Carlo runs were calculated. For each Monte Carlo run, the input , is uniformly distributed in [ 5, 5] , and the noise is uniformly distributed with magnitude 0.1. The estimate of at each Monte Carlo run is obtained by the blind identification algorithm proposed in the previous section. For the nonlinear part vector , we apply the indirect identification approach as discussed before, i.e., we first obtain the estimate of and then find by minimizing
The normalized root mean square error (NRMSE) is used to show the performance of the proposed method. Let , , and represent the estimates of , , and at the th Monte Carlo run, respectively. The NRMSE error is defined as Table I shows the mean values of the 100 Monte Carlo runs as well as the corresponding NRMSE errors. Fig. 2 shows the true nonlinearity and 100 estimated nonlinearities by using the input and the estimated for each Monte Carlo run. Finally, we compare the proposed blind approach to other existing methods for the Hammerstein model identification, especially the popular iterative and stochastic methods. The advantage of the iterative method lies in its simplicity. Usually, the convergence rate of the iterative method is fast, provided that it converges. However, there is no guarantee for the convergence, and in fact, it can be divergent [17] . Moreover, it is impossible to check whether the method converges or not a priori. The stochastic method works in a similar way as the proposed blind approach, i.e., it identifies the linear part first. However, to achieve this, a white input assumption was imposed and used explicitly in the stochastic approach. Our approach does not require white inputs, and any input can apply. With the PE condition, e.g., a sinusoidal input with enough frequency content, convergence is guaranteed by using the proposed blind approach.
VI. NONSAMPLED HAMMERSTEIN SYSTEMS
In the previous sections, we have proposed identification algorithms for the sampled Hammerstein systems using blind techniques. Because we cannot do fast sampling for nonsampled systems, these algorithms are not directly applicable here. In this section, we show how to extend these results to nonsampled discrete-time Hammerstein systems. We will focus on the key ideas for brevity.
Consider a nonsampled discrete-time Hammerstein system with static polynomial nonlinearity Hold the input constant over the window of so that for where is the sign of the first nonzero entry of . This guarantees that and that the first nonzero entry is positive.
VII. CONCLUDING REMARKS
In this paper, we have proposed blind approaches for Hammerstein model identification. The main interest of the paper is on sampled discrete-time systems where the linear part is originated from a continuous-time system. Using fast sampling at the output, the linear part can be obtained using only the output measurements. Convergence results in terms of PE conditions that apply to a large class of signals are also derived. We have also shown how to extend our results to nonsampled discrete-time models where fast sampling is not permitted.
Our focus in this paper has been on presenting the idea, and therefore, not much effort has been devoted to study the performance of the proposed algorithms under various type of model uncertainties and noises. This issue is certainly an interesting one for further study, and we expect that results will be quite different from the traditional linear system identification because of noise structure in the error equation. It will also be interesting to characterize conditions for sufficient richness for specific types of nonlinearities and inputs.
