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Let Q be a bounded domain in IFP with a Cm boundary, and let H,(Q) 
be the Sobolev space of functions possessing one L2 derivative. In this 
paper we consider the following variational problem: Given F E Coo{@ 
find the function U in the closed convex set 
which minimizes the Dirichlet integral 
s ((VlJ)2 + 2FU) dx. s-2 (1) 
It is known [l] that this problem has a unique solution U which belongs 
to C2-c(n) for any E > 0. (In general the second derivatives of U suffer 
jump discontinuities.) The principal open questions here concern the 
nature of the region of contact of the solution with the constraint U > 0, 
namely the set 
I(F) = (x E Q: U(x) = 01. 
The following stability theorem for I(F) is the main result of this paper. 
This result provides partial confirmation of our conjecture [4] that 
generically H(F) is a C* manifold. 
THEOREM. Suppose that for some F, E C”(i?) the following two con- 
ditions are satisfied: 
(i) F,, > 0 on I(F,), 
(ii) Z(F,,) is a Cm surface. 
* Research supported under NSF contract GP22927. 
34 
Copyright 0 1975 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
STABILITY THEOREM 35 
Then for F sq’jiciently close to F,, in C’“(Q), X(F) is a P surface &Teo- 
morphic to aI( 
It is perhaps worthwhile to remark that one always has F > 0 on 
I(F). If one regards U as specifying the equilibrium configuration of an 
elastic membrane stretched over Q, subject to an external force per unit 
area F and constrained to lie above the plane U = 0, then F 1 I(F) 
represents the force per unit area exerted by the constraint on the 
membrane. This viewpoint suggests that F / I(F) can only have one sign. 
It also indicates that (i) is a natural condition for stability-if there is no 
force holding the membrane in contact with the constraint, a very small 
change in the data can alter radically the nature of the contact set. 
There are a number of simple generalizations of our result possible, 
either in the direction of allowing a more general (smooth coercive) 
quadratic form, more general boundary conditions, or a nonhomogeneous 
constraint, say U > #. We refrain from formulating any of these here. 
There are also interesting questions associated with constraints of a 
different nature, for example, 1 VU I2 < 1, which we hope to discuss in 
a future paper. 
In Section 1 of this paper we reformulate the obstacle problem as a 
certain nonlinear functional equation. This equation may be solved with 
the Nash-Moser [2, 31 implicit function theorem, using many of the same 
techniques that were introduced in [5]. The version of the implicit 
function theorem that we will use is stated in Section 2; we have included 
the ideas of Sergeraert [6] in stating P results. In Section 3 we recall 
some of the results of [5] needed for the verification of the hypotheses of 
the implicit function theorem, and in Section 4 we carry out the verifi- 
cation. Most of the effort here is expended in verifying the hypothesis on 
the differentiability of the operator. Finally in an appendix we discuss the 
proof of an improved version of one of the results of [S]. 
1. FORMULATION OF THE OBSTACLE PROBLEM AS A 
FUNCTIONAL EQUATION 
The obstacle problem is related to the following free boundary problem 
for the Laplace operator: Find a function U and a region I C Q such that 
AU==FinQ-I, 
U = 0, alJ/aN = 0 on aI, (1.1) 
U = 1 on XJ. 
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Provided U > 0 on D N I and F > 0 on I, the function 0, equal to U 
on Q N I and identically zero on I, is the minimizing function for (1). 
In this section we use this fact to reformulate the obstacle problem as a 
functional equation. 
Let U,, , I,, be a solution of (1. l), with data F,, , such that the hypotheses 
of our main theorem are satisfied. For brevity we define r,, = 81, . We 
begin by parametrizing a certain class of regions close to I, by functions 
on r,, . If u E CO(I’,), let +U : .Z-‘, -+ [w” be the map 
h&J) = w  + u(w) N&l, 
where N, is the unit normal to To directed outward from I, . Let r, 
be the image of To under 4, , let I, be the region bounded by r, , and let 
QU = J2 -I, . Finally let D be the differential operator a/aN, where N 
is the normal to To , a smooth vector field defined in some neighborhood 
ofro. 
If q > 0 is sufficiently small, then for 11 u Ilo < 7 the map & is a 
homeomorphism of r. onto r,, a diffeomorphism of class Ck if u possesses 
the additional derivatives. Let 0 < s < 1 and let 
0 = {(u, F) E C2+Vo) x C@>: II u llz+s < 7, II F - Fo 11s < d. (1.2) 
We define a nonlinear map T: 8 -+ Ci+s(ro) as follows: Given (u, F) E 0, 
let U be the solution of the boundary problem 
AU =FinQ,, 
U = 0,l on r, , am, 
U-3) 
and let 
T[u,F] = DUO&, 
where the circle indicates composition. That is, T[u, F] represents the 
Neumann data on r, of the solution of (1.3), pulled back to a function on 
I’, via the map & . (Note, however, that D differentiates in the direction 
normal to r, , not I’, .) It follows from the Schauder estimates that 
T[u, F] E C1+s(I’o). 
Let F E P(i2) b e g iven. Suppose we are able to find a function u 
such that 
T[u,F-J = 0. (1.4) 
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Then 1% is the region of contact of the minimizing function for (l), 
providing 
F>OonI,andlJ>OonSZ,; (1.5) 
this is precisely the characterization of I given above. In order to satisfy 
(1.5) we further restrict the size of the constant q in (1.2). Since F,, > 0 
on I, , there is a positive constant 6 such that F,(x) >, 6 if dist (x, I,) < 6. 
The first condition in (1.5) will be satisfied if 7 < 6/3, and we show in 
Corollary 4.3 below that the second condition is also satisfied for 7 
sufficiently small. 
Thus the solution of the obstacle problem hinges on the functional 
equation (1.4). We will solve (1.4) with an implicit function theorem, 
which we now proceed to discuss. 
2. THE IMPLICIT FUNCTION THEOREM 
Let Q be a neighborhood of zero in P(r,,) x P(Q), and suppose 
T: 0 -+ CO-m(r,,) is a nonlinear operator of order m such that TIO, 0] = 0. 
Our hypotheses below on T will consist of several a priori estimates, in 
which we use the notation 
II@, F>h = II u Iln + II F I/A .
It turns out, for the problem at hand, that these estimates are uniformly 
valid only in a restricted neighborhood of zero, a set of the form 
0’ = {b, F): II@, F)Ilo+k < 4, 
where K is a nonnegative integer, and we formulate our hypotheses 
accordingly. 
First we suppose that for any h > u there is a constant C such that 
(2-l) 
where C does not depend on (u, F) E 8’. Concerning the continuity of 
T[u, F] with respect to its second argument we shall only assume that 
II W, Fl - Th’u, GILm G C IIF - GIL , (2.2) 
38 DAVID G. SCHAEFFER 
if u, F, G come from 0’. However for the u variable we shall require that 
for each (u, F) E 0’ there is a bounded linear operator 
whose norm is uniformly bounded for (u, F) E 0, such that 
11 T[~ + w,~~ - T[~,FI - k.pw km Q C{II wm II w 11~ + II w II.% (2.3) 
where again C does not depend on U, w, F. (It follows from (2.3) that 
Lu,F equals the partial differential of T[u, F] with respect to the u coor- 
dinate if T[u, F] = 0.) We shall also require that LU,F has a right inverse 
in the following sense: There exists a bounded linear operator 
such that LU,#lUSpw = w  which, for any h > (T, satisfies the estimate 
II 44,FW IIA d co w IlA+m + Ilw)llh+m II f!u II& (2.4) 
Of course C depends on A, but not on u, w, F. 
THEOREM 2.1. If T verifies the above hypotheses, then there exists a 
number E > 0 and a number p such that for any F with 11 F IIU < E the 
equation T[u, F] = 0 is soluble. Moreover if F is C*, then a Cw solution 
exists. 
In our application of Theorem 2.1 we shall have m = 1, u = 2 + s, 
k = 2. The smoothness estimates (2.1) and (2.4) will hold only for non- 
integral A, but this in no way affects the validity of the result. 
The extra generality of allowing a linear approximation of T different 
from dT turns out to be essential for the problem we consider. Indeed 
T[u, F] is an operator of order 1, but at a solution of (1.4) the order of dT 
drops by one unit-dT is a multiplication operator. (It is also interesting 
to note that dT is a local operator at a solution of (1.4), although T itself 
is highly nonlocal.) The following heuristic discussion of dT may be 
helpful; the rigorous verification of (2.3) in Section 4 is based on these 
ideas. 
Let U be the solution of (1.3) with data (u, F), and suppose 
T[u, F] = 0; that is, DU = 0 on I’, . We use coordinates (w, t) near 
STABILITY THEOREM 39 
I’, , where (w, t) I+ w + [U(W) + t]N, so that t = 0 is the equation 
for I’, . By Taylor’s theorem we have 
U(aJ, t) M &2DW(W, 0) (2.5) 
for small t. Now consider the Dirichlet problem (1.3) with data 
corresponding to (U + EV, F). We look for a solution of the form U + EV; 
thus V solves the boundary problem 
AV=OinQn,+,,, 
U + EV = 0 on r,,,, , V = 0 on asz. 
However, by (2.5), U 1 rU+EV = O(E~), so V vanishes to lowest order in E. 
Thus we have 
T[u + ~v,Fj w DU 1 rufsv M EvDW(*, 0). 
Therefore dT is a multiplication operator, the multiplying function 
being D2U ( .F, . It is readily computed from the main equation in 
(1.3) that 
D2U = cos2 9,F on I’, , 
provided DU = 0 on I’, . Here BU is the angle between the normals 
to r,, and to I’, . 
3. SUMMARY OF CERTAIN ESTIMATES FROM [5] 
In Section 1 of [5] we applied a standard interpolation theorem to derive 
certain inequalities for the Holder norms. The following two will 
suffice for the present paper: 
II 24% Ilh & co u 110 II v II1 + II v II0 II ZJ IIn>> (3-l) 
II G 0 = I/A d CC1 + II ZJ 113~ (3.2) 
Here G 0 u denotes the composition of u with a smooth function G of one 
variable, defined on the range of u. The constant in this estimate depends 
on G and on an a priori estimate for I\ u 11, . In our application of (3.2), 
the estimate for [I u II0 will be an automatic consequence of (1.2). 
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In Section 2 of [5] we studied certain properties of the map 
4, : TO -+ R”. In particular, it follows from Lemma 2.1 that 
II F 0 A //A < CO F 11~ + IIF IL II u IIJ, (3.3) 
where F is some function on R”. The constant here depends on an a priori 
bound for ]I u II1 but is otherwise independent of u and F. 
Let g, be the metric on TO induced by the map 4, : r,-, + IP; namely, 
the metric whose components with respect to a given coordinate system 
{q> on F, are 
Let ( g,)‘k be the contravarient components of this metric and let yU be 
the function 
Yu = 1 + 1 ku)‘“~.$-&. 
j.k 
It follows from Lemma 2.2 of [5] that 
II Yu IIA d cu + II u lh+J* (3.5) 
We claim that yU = (cos 6Je2, where 19% is the angle between the normals 
to F,, and to r, ; in Euclidean space the normal to the graph of a function 
u makes an angle with the vertical whose cosine is (1 + (VU)~}-~/~, and 
(3.4) represents the generalization of this formula to the non-Euclidean 
case. 
The main result of Section 3 was a quantitative refinement of the 
Schauder estimates for the boundary value problem 
AU =FinQ,, 
U=YonaQ,. 
(34 
If h is a noninteger with X > 2, then there is a constant CC’ such that 
II UII, < C{IlFIL, + II ~IIA + II ~ll~(IIFlls + I! yllz+JI, (3.7) 
providing II u l12+s < rl. Actually (3.7) is a slight improvement over the 
corresponding result in [5], and we discuss the necessary modifications 
to the proof in an appendix. 
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4. VERIFICATION OF THE HYPOTHESES OF THE 
IMPLICIT FUNCTION THEOREM 
In verifying the hypotheses of the implicit function theorem we will 
restrict (u, F) to the set 
@’ = {(U? F): II u Ila+s G ‘I? IIF - Fo Ilz+s < d, (4-l) 
although this is more restrictive than necessary for part of the derivation. 
In particular it follows from (3.7) that the solution U of (1.3) satisfies 
/j U ljrl+s < Constant (4.2) 
for (u, F) E 0’. For convenience we define ~0’ = {u : [I u jla+s < r]} 
and a = 2 + s. 
First we verify (2.1). By definition, T[q F] = D U o I$, , where U is 
the solution of (1.3). We have from (3.3) that 
II Du oh IL G Gill u IL+1 + II u IIJ, 
where (4.2) was used to discard the factor 11 U II2 from the second term. 
It follows from (3.7) that 
II Du 0 ~4‘ IIA G C{ll F IL-1 + II u ll~+l + 0, 
so (2.1) is indeed satisfied. Hypothesis (2.2) also follows by the same 
argument. 
The linear operator that we will use as an approximation of dT is 
multiplication by the function Lu,F = y;‘F o & , where yu is defined 
by (3.4). We now verify (2.4) for the inverse operator. In our choice of 
7 in Section 1 we arranged that for any (u, F) E 0’ 
inf F 0 #,(oJ) 3 6, UJsr, 
where S is a positive constant. Thus we may deduce from (3.2), taking 
G(t) = t-l, that 
On the other hand, we have the estimate (3.4) for yu . Using (3.1) to 
handle products and (4.1) to discard low order derivatives of u and F, 
we conclude that 
II Y@ 0 VW’w 11~ < CIll w IL + (II u Ilr\+l + II F IW II w IloI. 
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This completes the verification of (2.4), and the remainder of Section 4 
is devoted to the verification of (2.3). 
LEMMA 4.1. If U is the solution of (1.3), then 
II D2u 0 Cu - LF Ilo- d C II TF,Flllo 9 (4.3) 
prooiding (u, F) E 0’. 
Proof. The proof of this lemma is based on the observation that U 
is the solution of the Cauchy problem 
AU =FinQ,,, 
U = 0 on P, , 
au/am = r:12T[tl, F] on r, . 
(4.4) 
Here N denotes the normal to r, , not to r,, which is the 
explanation for the factor yu . ‘I2 Thus D2 U may be computed directly from 
the data of (4.4). If T[u, F] were equal to zero, then PU would equal 
L u,F. Of course in general T[u, F] is not identically zero, and (4.3) 
estimates the change in D2U resulting from that fact. The details of this 
estimation are routine and are not carried out here. This completes the 
proof. 
LEMMA 4.2. Let W be a function on iRn de$ned on an q-neighborhood 
of r,, and let 1 < h < 4 + s. There is a constant C such that for any 
UEd’,U-/-WEdY 
II wo4u+w - Wo+, - wDWohII, < Cl/ W~+zll 41: - (4.5) 
Proof. For 0 < t < 1 let +(s, t) = I$~+~~. An integration by parts 
shows that the function on the left in (4.5) equals 
w2 
I 
’ (1 - t) D”?Vo+(-, t) dt. 
0 
Using (3.3) to handle the composition, we see that the h-norm of this 
function is bounded by a constant times 
{II D2Wlh + (II ~4 IIA + II w 113 II ~2~11,) II w II; . 
But X > 1, so the first term in brackets involves the larger norm of IV. 
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Moreover, since A < 4 + s, (4.1) supplies a bound for 11 u IIA + 11 w  [iA . 
The proof is complete. 
Now we carry out the verification of (2.3). That is, we show for any 
(u,F)E@ and (U + w,F)~0’ 
II DW0Aa.w - DU 0 4u - -L,Fw IL < W W,Flllo II w  IL + II w  II% (4.6) 
where U and IV are the solutions of (1.3) associated to (u, F) and 
(U + w, F) respectively. In order to apply Lemma 4.2 to the above 
expression we extend U to a function 0 defined in an q-neighborhood 
of r,, . This will increase the various norms of U by at most a constant 
factor; in particular (4.2) will continue to hold for 0. The function on 
the left in (4.6) is equal to 
PWo h+w - D 0 0 ~,+d + P 0 0 A,,, - D 0 0 A - LP). (4.7) 
It follows from Lemma 4.2 that the (u - I)-norm of the second term 
here is bounded by a constant times 
ll(D”o 0 41 - L.F)w 110-1 + II 01~7 llo+~ II w  II:-, . 
Lemma 4.1 and Eq. (4.2) p rovide the estimates which show that this 
expression is bounded by the right-hand side of (4.6), so we proceed to 
consider the first term in (4.7). By (3.3) it suffices to obtain an estimate 
for the (~7 - 1)-norm of D( W - o), or for the u-norm of W - 0. We 
will obtain this estimate from (3.7), so we must compute the data for the 
boundary value problem (3.6) on !&+,,, with W - 0 as solution. 
The inhomogeneous term in the main equation of (3.6) will be F - F, 
wherep = A 0. Observe, however, thatp = F on Q, n A&+, . Since the 
distance between r, and I’,,,,, is everywhere less than or equal to 
II w  II,, we have the estimate 
II F - p IL-2 < c II w  II: II F -p II‘7 G c II w  Iii 9 
where (4.1) h as b een used for the second inequality. The Dirichlet data 
of W - 0 on the outer boundary aJ2 vanishes, and on rU+zo it is equal to 
-~l~u+,. However ff vanishes on the nearby surface I’, , and by 
Lemma 4.2 we have that 
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Of course Off 0 c$~ = T[u, F] and (4.2) applies to 11 0 j].+s . Thus it 
follows from (3.7) that the u-norm of the first term in (4.3) is also bounded 
by the right-hand side of (4.6). This completes the verification of (2.3). 
Finally we prove the claim made at the end of Section 1. 
COROLLARY 4.3. Let (u, F) satisfy T[u,F] = 0, and let U be the 
sozution of (1.3). If 7j is chosen small enough, then U > 0 on Sz N I,, . 
Proof. According to Lemma 4.1, we have U = 0, DU = 0, and 
D2U = Lu,F on r, . By choosing 7 small we can arrange that 
for some 6 > 0 not depending on (u, F) E 0’. In view of (4.2), D2U is 
positive in some neighborhood .N of r, , the size of which can be taken 
independent of (u, F). It follows from Taylor’s theorem with remainder 
that U is positive throughout JV. On the other hand, we are considering 
(1.3) near a given solution U, on Q which is positive on Sz N I,, ; thus, 
for some 6 > 0. By continuity we can retain the positivity of U on 
Qo w.N, if we choose 7 small. This completes the proof. 
APPENDIX 
The goal of this appendix is to derive the a priori estimate (3.7) from 
the results of Section 3 of [SJ. First we consider a boundary problem on 
the fixed domain Q0 , 
AW =FinSZ,, 
W=O0nX?,, 
(A4 
where A = Zata)(x) Dar is a second order elliptic differential operator. 
We assume that A has real coefficients and that ato) < 0, so that the 
maximum principle is applicable. Let 
II a IL = m= II a(“) IIA , law 
and let 0 < s -C 1. Although we only consider homogeneous Dirichlet 
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data in (A.l), the results below may be extended trivially to the non- 
homogeneous case. 
The next lemma follows easily from the results of Section 3 of [SJ. 
We have used the maximum principle to discard terms in 11 WII, on the 
right-hand side of the estimate. 
LEMMA A. 1. Let h be a noninteger with h > 2. For any positive constant 
M there is a C with the following property: if 
(ii) inf inf C UJX) 5* 3 M-l, 
= IEl=l ,a,s2 
then 
II WA e W~IIA-2 + II a IL IIF llsh 
where p = A/(X - 2). 
This result estimates the growth of the constant in the Schauder 
estimates as 11 a llA--2 tends to 00. It was a slightly troubling aspect of [5] 
that the constant did not seem to grow linearly with in 11 a jj1--2 , as one 
might have conjectured. We now show that in fact linear growth does 
prevail. 
LEMMA A.2. Under the above hypotheses we have 
II WII, < C~II~IIM + II a II&-e IIFIIJ. 
Proof. We recall the smoothing operators S, introduced by Nash [3]. 
Let x E 9’(P) b e a smooth function whose Fourier transform has com- 
pact support and is identically one near the origin. If N > 1 let x~(x) = 
Nnx(Nx) and let SNf = xN *f. Then 
II %LfllA+u G c~“llfllA and IV - &)flh < CN-” llflln+u . (-4.2) 
We may apply these operators to a function f E C(Q,) by first extending 
f to a function on BP and then convolving. 
We decompose A as a sum A = A, + B, where 
A, = c c+,=‘(x) D” and B = c W)(x) Da, 
by applying these smoothing operators to each of the coefficients of A; 
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that is, aF’ = SNata) and b (a) = (I - SN) a(“), where N is a large 
parameter chosen below. We rewrite the main equation in (A.l) as 
A,W=F-BW. 
Neither of the constants in hypotheses (i) and (ii) of Lemma A.1 will be 
increased by convolution with XN . Thus it follows from that lemma that 
II WIIA < C{IIFIL + II BWIL, + (C~“-2~)“(IIFII, + II BWlls>>, (A.31 
where (A.2) and hypothesis (ii) have been used to estimate ]I a,, 1j1-2 . 
The product BW may be estimated with (3.1) to give 
II BWIIA-2 < ‘3 b Ilo II WII, + II b L-2 II Wllnh 
But we have from (A.2) that 
(A-4) 
11 b Ijo < CNss II a II8 < CMN-“. 
Therefore we may choose N so large that the first term in (A.4) does not 
exceed 4 11 WI], ; this term may be brought to the left hand side of (A.3) 
and the additional factor of 2 absorbed into the constant. For the second 
term in (A.4) we observe that 
II b IL2 II JJ’ll2 < C II a IL-2 II Wl12+s G C II a IL-2 IIFI18 , 
the second inequality following from the (customary) Schauder estimates. 
This estimates the middle term in (A.3), and the remaining terms present 
no problem. The proof is complete. 
In (A.1) we consider a boundary value problem on a fixed domain Qs 
with a general operator A, but in (3.6) the operator was fixed and the 
domain general. To make the transition between these two points of view, 
we recall the mapping OU : Sz, + QU that was introduced in Section 2 
of [S] as an extension of the map 4% : TO + r, . Now QU induces a metric 
on Q,, ; let d, be the associated Laplace-Beltrami operator. With this 
notation the solution of (3.6) is equal to W o @;l, where W is the solution 
of 
A,W=Fo@,inQo, 
W=?Po+aOnHo, W=YonaQ. 
Lemmas 2.1 and 2.3 of [5] provide the estimates needed for the applica- 
tion of Lemma A.2 to deduce (3.7). This completes the proof. 
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