This paper presented trend analysis of droughts in Kerala, Telangana, and Orissa meteorological subdivisions in India and proposed a framework for drought prediction by employing the Empirical Mode Decomposition (EMD)-based prediction models.
| INTRODUCTION
Drought is one of the less attended but damaging natural calamities that occurs in many parts of the world annually. Indian economy is highly reliant on agricultural production, which in turn heavily relies on monsoon rainfall. The delayed onset of southwest monsoon and decline in rainfall could lead to droughts and severely impact the agricultural production and economy of India. Meteorological drought is defined as the deficiency of precipitation from expected or normal precipitation over a specific period of time (Institute of Food and Agricultural Sciences [IFAS] , 1998). Rajeevan, Pai, Dikshit, and Kelkar (2004) categorized the seasonal rainfall amount into five categories.
Based on these categories, a seasonal rainfall amount, which is characterized by less than 90% of long period mean of seasonal rainfall data, is considered as drought. The reduction in rainfall may lead to crop failure, soil degradation, and even to subsequent desertification. Therefore, analysis of spatial extent of droughts and drought prediction are important for agricultural planning and management. In recent past, few studies focused on analysing the variability and risks of droughts in different parts of India (Ganguli & Janga Reddy, 2013 Janga Reddy & Ganguli, 2012; Joshi, Gupta, Suryavanshi, Adamowski, & Madramootoo, 2016; Thomas, Nayak, & Ghosh, 2015; Thomas & Prasannakumar, 2016) . Over the years, many univariate and multivariate indices were proposed for modelling and risk assessment of droughts (Kao & Govindaraju, 2010; Mishra & Singh, 2011; Zargar, Sadiq, Naser, & Khan, 2011) . In several studies, the characterization of drought is made based on precipitation data, and the Standardized Precipitation Index (SPI) is the most widely used drought indicator owing to the flexibility of timescale, the stability of the spatial structure, the requirement of fewer input variables, and the simplicity in its computation (Bazrafshan, Hejabi, & Rahimi, 2014) .
SPI of different aggregated timescales (say 3, 6, 12, and 24 months) can indicate short-term as well as long-term droughts, and the results have significant implications on different components of hydrologic cycle. The 3-month SPI can be used as a seasonal drought index to represent short-term drought, and soil moisture may be more sensitive to a 3-month SPI representing the water stress and crop failures. The medium-term drought like SPI-6 influences the streamflow variability, and the long-term drought like SPI-12 influences the groundwater component (Janga Reddy & Ganguli, 2012; NDMC, 2006) . In the past, several studies have performed SPI-based drought prediction considering a pure time series approach or cause effect approach (in which other climate variables or indices are considered along with lagged time step values of SPI as inputs) using simple regression, data-driven techniques, or their hybrid variants involving wavelets (Belayneh, Adamowski, Khalil, & Ozga-Zielinski, 2014; Belayneh, Adamowski, Khalil, & Quilty, 2016; Ganguli & Janga Reddy, 2014; Morid, Smakhtin, & Bagherzadeh, 2007) . Even though many SPI-based drought prediction models were developed in different parts of the world, only very few studies have focused on Indian region. Mishra, Desai, and Singh (2007) developed a hybrid drought forecast model combining autoregressive integrated moving average model and feed forward recursive multistep artificial neural network model in the Kangsabati River basin, India. Ganguli and Janga Reddy (2014) developed ensemble drought prediction models for Western Rajasthan region in India using a coupled support vector machine-copula framework. The study investigated the teleconnections of large-scale climate oscillations such as El Niño Southern Oscillation (ENSO), Indian Ocean Dipole Mode, and Atlantic Multidecadal Oscillation on regional droughts (represented by SPI-6), and separate prediction models were developed for annual and seasonal periods.
For modelling and prediction of droughts, few studies have used the wavelet transform for developing decomposition-based hybrid models (Belayneh et al., 2014 (Belayneh et al., , 2016 , but for applying the wavelet transforms as a data preprocessing technique, the type of mother wavelet and decomposition level are to be specified "a priori," which is somewhat a challenge for the modeller. Even though, few researchers have suggested guidelines for the selection of most appropriate wavelet type and level of decomposition, but many of them lack proper scientific reasoning, are qualitative and empirical in nature, and cannot be easily implemented in practice (Sang et al., 2016) . In this context, decomposition techniques were proposed for time series decomposition and the Empirical Mode Decomposition (EMD) proposed by Huang et al. (1998) is a purely data adaptive decomposition method, which is gaining popularity for practical time series prediction problems. The method being data adaptive and evolves from the characteristics of the time series, it does not demand for the a priori selection of functional form and decomposition level. Hence, in recent times, hybrid models involving EMD are gaining popularity for hydrological prediction (Huang, Chang, Huang, & Chen, 2014; Karthikeyan & Nagesh Kumar, 2013; Napolitano, Serinaldi, & See, 2011; Wang, Xu, Chau, & Chen, 2013 ), but they were not applied for the prediction of droughts.
In most of the hybrid modelling procedures involving EMD, it first decomposes the time series of concern into different timescales, and then appropriate number of lagged series of individual components is considered as predictors to model the component of the target variable.
The final aggregation of the predicted components provides the information on predictant. However, many of the studies did not account the use of multiple causal inputs for prediction of hydrologic variables. It was also noticed that EMD being data adaptive in nature, the decomposition of time series of different predictor variables may result in different number of orthogonal components and cause in "mode misalignment" (Huang, Su, Kareem, & Liao, 2016) . This may impose difficulties for developing the predictive models in practice.
The multivariate extension of EMD (MEMD) proposed by Rehman and Mandic (2010) has the ability to align "common scales" present within a given multivariate dataset, and hence, it can solve the problem of mode misalignment, and its use for practical problems in hydrology becomes easier. Few studies used the orthogonal components obtained from decomposition directly as inputs in a cause-effect modelling framework for hydrological predictions (Wang et al., 2013; Zhu et al., 2016) , which does not really capture the significant information from the different process scales. By accounting these shortcomings (use of multiple input variables and ability to capture the "significant" information from different process scales), this paper proposed an alternative framework for prediction of SPI, by coupling the MEMD with genetic programming (GP)/stepwise linear regression (SLR) methods. The objectives of the present study are (a) to evaluate the long-term trends in SPI3 series of three meteorological subdivisions of India using Mann-Kendall (MK) test and EMD methods and (b) to propose an alternate framework for prediction of short-term droughts by coupling MEMD with GP/SLR methods and test its applicability for the drought prediction in three meteorological subdivisions in India.
The rest of the paper is organized as follows: In Section 2, the theoretical background of SPI, EMD and its multivariate extension, and the details of proposed methodology are presented. In Section 3, description of case study and datasets used in the study are presented. In Section 4, the details of model application and results obtained by proposed method are discussed. The main conclusions drawn from the study are presented in Section 5.
| MATERIALS AND METHODS
This section presents the details of SPI, EMD, MEMD, and the proposed methodology for prediction of SPI.
| Standardized Precipitation Index
Over the years, different types of drought indices have been proposed to quantify the impact of droughts (Zargar et al., 2011) . These indices differ in the key meteorological or agricultural parameters considered to define the drought. For example, SPI considers only precipitation as the variable, Normalized Difference Vegetation Index considers the vegetation characteristics, Palmer Drought Severity Index considers temperature and precipitation, and Standardized Precipitation and Evaporation Index uses precipitation and evaporation as the key parameters in estimation of drought. Out of the different indices, SPI, proposed by McKee, Doesken, and Kleist (1993) , is the most popular one, as it uses the easily available precipitation as only input for its estimation. SPI is commonly used to identify meteorological droughts, and its computation from the monthly precipitation series can be performed using the following steps (Janga Reddy & Ganguli, 2012) . a. Prepare the aggregated precipitation series for specified aggregation timescale (say 3 months, 6 months, 12 months, etc.) b. Fit the cumulative distribution function (CDF) of aggregated precipitation series using the appropriate probability distribution such as Gamma distribution.
c. Modify the fitted CDF as F X (x) = q + (1 − q)G X (x) to account the zero values, as the two parameter Gamma distribution is not defined for zero precipitation values (McKee et al., 1993) , where q is the probability of zero precipitation obtained from historical records, G X (x) is the CDF of nonzero precipitation records, and F X (x) is the CDF of actual precipitation series.
d. Perform an equiprobability transformation between CDF of mixed distribution F X (x) and standard normal distribution. This transformed probability gives the SPI for given aggregation timescale, that is, Z = Ψ −1 ( F X (x)), where Ψ −1 (.) is the inverse of the CDF.
| EMD and its multivariate extension
EMD is a data-adaptive decomposition algorithm that separates a time series into a set of high and low frequency oscillatory modes of specific periodicity. The process of extracting the Intrinsic Mode Functions (IMFs) from a time series X(t) (which is called as "sifting" process) consists the following steps:
1. Identify all extrema (maxima and minima) of the signal X(t).
2. Connect these maxima points to construct an upper envelope (E max (t)) and minima points to construct a lower envelope (E min (t)) using suitable interpolation function (say, cubic spline).
3. Compute the mean of the upper and lower envelope, m(t).
4. Calculate the difference time series d(t) = X(t)-m(t).
Let d(t) be the new signal and repeat Steps 1 to 4 until d(t)
becomes a zero-mean series with no riding waves (i.e., there are no negative local maxima and positive local minima) with smoothened amplitudes.
To satisfy
Step 5, an appropriate criterion is to be applied to stop the sifting iterations in order to guarantee that the IMF retains enough physical sense of both amplitude and frequency modulations (Huang & Wu, 2008) . A number of stopping criteria have been reported in the literature (Huang et al., 1998; Huang & Wu, 2008) . One popular criteria is the modified Cauchy-type stopping criterion (Huang & Wu, 2008) computed from two consecutive sifting results as
where "k" is the index for IMF, "i" is the index for iteration of the sifting operation (to get kth IMF), T is the data length, 7. Compute the residue R 1 (t) by subtracting IMF1 from original signal (i.e., R 1 (t) = X(t)−IMF 1 (t)) and is used as new signal. The sifting process is repeated upon R 1 (t) to get IMF2. Similarly, the higher oscillatory modes can be obtained by treating the residue (R k (t))
as the signal (X(t)), iteratively, where kth residue is defined as
The process will be continued till the resulting residue is a monotonic function or a function having only one extrema.
Then the original signal can be reconstructed as
where K is the number of decomposed IMFs.
EMD being empirical in characteristics, the number of modes obtained by this procedure will be not only decided based on the data length alone but also on the characteristics of the dataset (Huang, Schmitt, Lu, & Liu, 2009) . Like other decomposition algorithm, EMD also acts as a filter bank, but unlike the popular discrete wavelets, it need not be truly "dyadic." The maximum number of modes can be expected to be log 2 (N), where N is the data length (Flandrin, Rilling, & Gonçalvés, 2004) . EMD is basically a univariate process, when multiple time series are involved, the process is to be separately applied upon the individual series. But such application does not guarantee equal number of modes for all series (referred as "mode misalignment" problem), as the decomposition is dependent on characteristics of the dataset, which may induce difficulties in developing regression models connecting the oscillatory modes of predictors and predictant in hybrid decomposition models.
Rehman and Mandic (2010) presented multivariate EMD as an extension to the conventional EMD, which decomposes multiple time series simultaneously after identifying the common scales inherent in different time series of concern. In this method, multiple envelops are produced by taking projections of multiple inputs along different directions in an m-dimensional space.
Let V(t) = {v 1 (t), v 2 (t), …, v m (t)} be the m vectors as a function of time t, and
Different schemes are available for generating the direction vectors and Hammersley-Halton sampling sequence, which uses prime numbers is the most popular among them (Huang et al., 2016; Rehman & Mandic, 2010) .
The IMFs of m temporal datasets can be obtained by the following steps:
1. Generate a suitable set of direction vectors by sampling on a (m-1) unit hypersphere.
Calculate the projection p
3. Find temporal instants t i φ k corresponding to the maxima of projection for all k.
ð Þ] to obtain multivariate envelop curves e φ k t ð Þ for all k.
The mean of envelope curves (M(t)) is calculated by
M t ð Þ ¼ 1 K ∑ K k¼1 e φ k t ð Þ.
Extract the "detail" D(t) using D(t) = V(t)−M(t).
If D(t) fulfils the stoppage criterion for a multivariate IMF, apply the above procedure from Step 1 onwards upon the residue series (i.e., V(t)−D(t)).
Otherwise, repeat the Steps 2-6 upon the series D(t).
It can be noted that the rotational modes appear as the counterparts of the oscillatory modes in EMD, and the stoppage criteria proposed for EMD can be used in the implementation of MEMD (Huang & Wu, 2008) .
| MEMD-based hybrid models for prediction of SPI3
The present study used MEMD for the decomposition of the datasets and the SLR/GP for building the regression models for each of the components. The proposed methodology involves the following steps:
1. Decompose the multivariate dataset comprising the output (predictant) variable and different inputs (predictor variable) using MEMD to get different orthogonal subseries, each one is associated with specific timescale of variability.
2. Build SLR/GP models to predict subseries mode as a function of the corresponding subseries of different input variables, after identifying the insignificant components (based on P-value statistic) and discarding such components.
3. Predict the modes of output variable at different timescales by the refined models.
4. Combine the predicted modes to get the output at observation scale.
In the developed MEMD-SLR/GP hybrid model, the ith orthogonal mode of SPI is a function of ith orthogonal mode of different predictor
and finally, the output at the measurement scale (SPI) can be obtained as
where OM denotes an orthogonal mode (an IMF or residue), M is the total number of decomposed modes, and O is the output variable.
| Stepwise linear regression
The SLR scheme of linear regression adds or removes the terms from multiple linear regression based on their statistical significance in a regression process. The method begins with an initial model and then compares the explanatory power of incrementally larger and smaller models. At each step, the P value of an F statistic is computed to test models with and without a potential term. If a term is not currently in the model, the null hypothesis is that the term would have a zero coefficient if added to the model. If there is sufficient evidence to reject the null hypothesis, the term is added to the model. In this study, an IMF of an input was added to the regression equation when the value of P is less than 0.05 and was taken out from the regression equation when the value of P is greater than 0.10.
| GP and model tree
GP proposed by Koza (1992) belongs to the family of data driven techniques, which provide a non-linear regression connecting the input variables and output variable of a prediction problem without specifying the functional form a priori. It follows a "tree"-based modelling strategy based on the principle of genetics and theory of evolution.
In GP modelling, a function set comprising basic arithmetic operators (+, −, and *) and conditional statement ("if-else") are used. Further, to assess the efficacy of the method, M5 model tree based models are also developed to predict SPI3 by considering the same input parame- 
| Drought prediction using MEMD-GP/SLR framework
For the prediction of SPI3 series using MEMD-GP/SLR framework, first, the multivariate dataset is prepared considering the lagged SPI3 coefficients can be found elsewhere (Huang et al., 2014) . The PACF plots of SPI3 series from the three subdivisions are presented in Figure 5 .
From the PACF plots ( Figure 5 ), it is clear that the first four lags of SPI3 series have significant correlation for all the three regions. Thus, the models take a general functional form of
The study developed prediction models using MEMD-based hybrid modelling framework by keeping the first 70% of the data for calibration of the models and the remaining 30% of the data for validation of the models. The SPI3 of a generic time t along with four lagged values of SPI forms the multivariate dataset for the drought prediction modelling in all the three subdivisions. The decomposition process should be performed in such a way that it should not lead to over iteration and over decomposition, for which suitable threshold parameters can be used to control the magnitude of fluctuations of the series and the number of sifting iterations (Rilling, Flandrin, & Goncalves, 2003) . The lower and upper threshold parameters θ 1 and θ 2 evaluate the relative magnitude of amplitude of the mean in comparison with the amplitude of the corresponding modes. The thresholds should be selected carefully, because imposing a too low or very high threshold may lead to overiteration and hence overdecomposition. Hence, in this selection process, the parameters are supposed to control the fluctuations in such a way that it simultaneously ensures overall small fluctuations in mean even while accounting the locally large fluctuations. In this process, the evaluation function ε(t) = |m(t)/A(t)|, (where A(t) is mode amplitude A(t) = (E max (t) − E min (t))/2 and m(t) is local mean of envelope curves)
is executed until ε(t) < θ 1 for a specified fraction (1 − α) of total duration and ε(t) < θ 2 for remaining fraction. The fraction α that controls the number of "sifting" iterations is chosen as 0.075, lower and upper threshold parameters are fixed as 0.075 and 0.75, based on the guidelines available in literature (Hu & Si, 2013) to avoid the chances of any over decomposition. On applying MEMD, it decomposed the multivariate datasets into 11 modes for Kerala and Telangana subdivisions, whereas it resulted in 12 modes for the data from Orissa subdivision.
As the expected number of modes is nearly log 2(data length) (Flandrin et al., 2004) , the decomposition is appropriate for monthly time series of SPI for 142 years. A sample plot of decomposition of dataset (SPI3 series) for Orissa subdivision is provided in Figure 6 .
In the first case, SLR models are prepared for prediction of different rotatory mode of SPI3 of a generic time t, considering modes of predictor variable at the same scale as inputs. The resulting regression coefficient matrix obtained by SLR methods for prediction of different modes of SPI3 of the three subdivisions Kerala, Telangana, and Orissa are presented in Table 1 .
From the regression coefficients of SPI3 prediction for the three subdivisions (Table 1) , it is noticed that the components of first lag of SPI3 series have a positive influence on the respective modes of SPI3, except for IMF1. For Kerala subdivision, the coefficients of second and fourth lag components are having a negative influence in the respective modes of SPI(t). Here, except for IMF1, third lag component has a positive influence on the respective components of SPI(t). In the other two subdivisions, such uniform pattern and SPI3 (t-3) are not influential.
The study investigated different methods for prediction of droughts. In the SLR, purely linear models are used for prediction of components of SPI at different process scales. Next, instead of SLR, the GP is used for developing the non-linear regression models for each of the components. Also to comment on the efficacy of both of the hybrid models, a purely non-linear method (GP) and a semilinear method (M5 model tree) are adopted for prediction of SPI. The performance evaluation of different methods is carried out using the popular evaluation measures such as correlation coefficient (R), Nash-Sutcliffe efficiency (Nash & Sutcliffe, 1970) , root mean square error, and mean absolute error. The results of performance evaluation of different methods are presented in Table 2 . Also, the density scatter plots of SPI3 predictions by different methods are presented in Figures 7-9, respectively, for Kerala, Telangana, and Orissa subdivisions. From the visual examination of density scatter plots (Figures 7-9) , it is clear that the clustering of points are along the ideal fit line for both of the MEMD-based hybrid models, and more deviation is noticed for the GP-and model tree-based model predictions.
From Table 2 , it is noticed that the correlation statistics are much higher (>0.95) in all cases for predictions using both of the hybrid MEMD-SLR and MEMD-GP methods when compared with that by other methods, and also, the error statistics are considerably low. Also, it is noticed that the MEMD-GP hybrid model performs marginally better than MEMD-SLR hybrid model. For example, the resulting R, (Table 1) , which infers all of the input parameters are influential at different timescales in the prediction of SPI3, which is reflected in the improved performance of MEMD-GP model.
Further, to examine this, the R 2 statistics of prediction of different
IMFs of SPI3 series of the subdivisions by using the two hybrid models are presented in Table 3 .
From Table 3 , it can be noticed that both of the models perform well in prediction of higher order modes (from Mode 3 onwards) with high R 2 statistics (>0.96) for the validation data in all cases. This high
FIGURE 6
The components obtained by the decomposition of SPI3 of Orissa subdivision R 2 values also infer that the process are more deterministic at higher timescales, and both of the models are equally capable in capturing the variability of the higher order modes. But in the prediction of the two lower order modes, relatively lesser R 2 statistics is noticed, and for the prediction of these modes, the MEMD-GP method is relatively better when compared with the MEMD-SLR method, which may be the reason for marginal improvement in performance of overall prediction for SPI3 using the former method when compared with the latter one. Thus, it is evident that MEMD-based hybrid models are effective in modelling short-term droughts when compared with the conventional models (semilinear model tree approach and non-linear GP approach).
It is to be noted that the presented modelling strategy is general one and applicable for prediction of any hydrologic variable Note. The bold numbers show that these coefficients are not significant at 5% significance level. considering any input combinations. Thus, the presented approach is robust, accounts multiple inputs, and able to capture the information from specific timescales. In the present study, the methodology The better performance of MEMD hybrid models in prediction of drought may be attributed to its capability to identify the less significant predictors in different timescales and subsequent exclusion, which cannot be executed by conventional models. However, more experiments on the partitioning of the datasets calibration and validation, the treatment of issues such as "end effect" through extension methods, and so on are to be solicited to apply the method for real time forecasting of droughts.
| CONCLUSIONS
In this study, first nonparametric modified MK test and EMD methods are applied for extracting the long term trends 
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