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2D-ZERNIKE POLYNOMIALS AND COHERENT STATE
QUANTIZATION OF THE UNIT DISC
K. THIRULOGASANTHAR1, NASSER SAAD2 AND G. HONNOUVO3
Abstract. Using the orthonormality of the 2D-Zernike polynomials, reproducing ker-
nels, reproducing kernel Hilbert spaces, and ensuring coherent states attained. With
the aid of the so-obtained coherent states, the complex unit disc is quantized. Asso-
ciated upper symbols, lower symbols and related generalized Berezin transforms also
obtained. A number of necessary summation formulas for the 2D-Zernike polynomials
proved.
1. Introduction
Quantization is commonly understood as a transition from classical to quantum for-
malisms. To a certain extent, quantization relates to a larger discipline than just re-
stricting to a specific domain of applications. In physics [15], quantization is a procedure
that associates with an algebra Acl of classical observables an algebra Aq of quantum
observables. The algebra Acl is usually realized as a commutative Poisson algebra of
derivable functions on a symplectic (or phase) space X. The algebra Aq is, however,
noncommutative in general and the quantization procedure must provide a correspon-
dence Acl 7→ Aq : f 7→ Af . Most quantum theories may be obtained as the result of a
canonical quantization procedure. However, among the various quantization procedures
available in the literature, the coherent state quantization (CS quantization) appear quite
arbitrary because the only structure that a space X must possess is a measure. Once a
family of CS or frame, labelled by a measure space X, is given, one can quantize the mea-
sure space X. Various quantization schemes, advantages and drawbacks are discussed in
detail in [5, 15, 21, 2].
In CS quantization, a correspondence between classical and quantum observables, usu-
ally, provided through a suitable generalization of the standard CS. The CS quantization
is judged as equivalent to canonical quantization on a physical level. Recently however,
a family of CS were obtained [10] using the complex Hermite polynomials Hm,n(z, z)
wherein it was used to quantize the complex plane. These results were further investi-
gated and refined in [3]. The results so obtained were departed from the results of the
standard canonical quantization. Further, in [16], the CS, obtained using the complex
Hermite polynomials Hn(z), were used to quantize the so-called noncommutative plane.
A similar approach was also used in [6] to quantize the cylindrical phase spaces.
Following these recent developments, we briefly review, in Section 2, the general scheme
of CS quantization. Section 3 describes the physical relevance of the unit disc and the
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standard CS on the unit disc. In Section 4, we present the 2D-Zernike polynomials,
wherein we prove several summation formulas and an integral formula that are essential
in obtaining reproducing kernels, CS, lower symbols and associated Berezin transforms.
In Section 5, we derive a class of reproducing kernels from the 2D-Zernike polynomials
and related reproducing kernel Hilbert spaces and also acquire their direct sum as an L2
space. Alongside, we also consider some projection operators and their integral Schwartz
kernels. In Section 6, we implement the CS quantization of the unit disc (also known
as Lobachevsky plane) using the general scheme described in Section 2 and obtain the
associated upper symbols, lower symbols and a generalized Berezin transform. The unit
disc is the natural phase space for quantum systems with su(1, 1) symmetry [15]. How-
ever, we show that the operators arising from the 2D-Zerkine polynomial quantization
described in this note do not obey the su(1, 1) symmetry (see Remark (6.2)). We end
this manuscript with a conclusion in section 7.
2. Coherent state quantization: General scheme
Let (X,µ) be a measure space and
L2(X,µ) =
{
f : X −→ C |
∫
X
|f(x)|2dµ(x) <∞
}
,
the Klauder-Berezin or anti-Wick or Toeplitz or coherent state quantization [10, 17], as
used by various authors, associates a classical observable that is a function f(x) on X
to an operator valued integral. We continue with the general procedure described in [15]
and used, for example, in the published work [6, 10, 16].
Choose a countable orthonormal family O = {φn | n ∈ N} in L2(X,µ),
(2.1) 〈φn|φm〉 =
∫
X
φm(x)φn(x) dµ(x) = δmn
and assume that
(2.2) 0 <
∞∑
n=0
|φn(x)|2 := N (x) <∞ a.e.
holds. Let H be a separable complex Hilbert space with orthonormal basis {|en〉 | n ∈ N}
in 1-1 correspondence with O. In particular, H can be taken as K0 = span O in L2(X,µ).
Then the family FH = {|x〉 | x ∈ X} with
(2.3) |x〉 = [N (x)]− 12
∞∑
n=0
φn(x)|en〉 ∈ H
forms a set of coherent states (CS). Among the numerous properties of these states [15],
we recall the following two features, namely normalization and resolution of identity
relations
〈x|x〉H = 1,(2.4) ∫
X
N (x)|x〉〈x|dµ(x) = IH.(2.5)
Equation (2.5) allows us to implement CS or frame quantization of the set of parameters
X by associating a function
X ∋ x 7→ f(x),
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that satisfies appropriate conditions, the following operator in H
(2.6) f(x) 7→ Af =
∫
X
N (x) f(x) |x〉〈x| dµ(x).
The matrix elements of Af with respect to the basis {|en〉} are give by
(2.7) (Af )mn = 〈em|Af |en〉 =
∫
X
f(x)φm(x)φn(x) dµ(x).
The operator Af is
(a) symmetric, if f(x) is real valued.
(b) bounded, if f(x) is bounded.
(c) self-adjoint, if f(x) is real semi-bounded (through Friedrich’s extension).
In order to view the upper symbol f of Af as a quantizable object (with respect to the
family FH) a reasonable requirement is that the so-called lower symbol of Af defined as
(2.8) fˇ(x) = 〈x|Af |x〉 =
∫
X
N (x′)f(x′)|〈x|x′〉|2dµ(x′)
be a smooth function on X with respect to some topology assigned to the set X. As-
sociating to the classical observable f(x) the mean value 〈x|Af |x〉, one can also get the
so-called Berezin transform B[f ] with B[f ](x) = 〈x|Af |x〉, see for example [20] for further
details.
3. Unit disc as a phase space
We briefly review the necessary information associated with CS on the unit disc needed
for the present work, for further detail we refer the reader to the standard monographs
[5, 15, 21]. There exist many problems in theoretical physics wherein the unit disc,
D = {z ∈ C | |z| < 1}, play an important role. For instance, it is a model of phase
space for the motion of a material particle on a one sheeted two-dimensional hyperboloid
viewed as a (1+1)-dimensional space-time with negative constant curvature, namely, the
two dimensional anti de Sitter space-time. The unit disc equipped with a Ka¨hlerian
potential,
(3.1) KD(z, z) = pi−1(1− |z|2)2,
has also the structure of a two-dimensional Ka¨hlerian manifold. Any Ka¨hlerian manifold
is symplectic and so can be regard as a phase space for several mechanical systems.
3.1. Standard CS on unit disc. Let η > 1/2 be a real parameter and let us equip the
unit disc, D = {z ∈ C | |z| < 1}, with a positive measure
(3.2) dµη(z) =
2η − 1
pi
d2z
(1− |z|2)2 .
Consider now the Hilbert space L2η(D, µη) of all functions f(z, z) on D that are square
integrable with respect to µη. Let
(3.3) B =
{
φn(z, z) =
√
(2η)n
n!
(1− |z|2)η zn | n ∈ N
}
,
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where (2η)n is the Pochhammer symbol defined in terms of Gamma function as (2η)n =
Γ(2η + n)/Γ(2η). Then, B is an orthonormal system of K+ = span(B) satisfying
(3.4)
∞∑
n=0
|φn(z, z)|2 = 1.
Thereby we can readily write a set of CS
(3.5) |z, η〉 =
∞∑
n=0
φn(z, z)|en〉 = (1− |z|2)η
∞∑
n=0
√
(2η)n
n!
zn|en〉,
where {|en〉|n ∈ N} is an orthonormal basis of a separable Hilbert space H. Note that,
the coherent states (3.5) are the same as those built by Perelomov for SU(1, 1) when the
fiducial vector is chosen as |p0〉 or |e0〉. By construction
(3.6) 〈z, η|z, η〉H = 1;
∫
D
dµη(z)|z, η〉〈z, η| = IH.
The Fock-Bargmann spaceK+ is also a reproducing kernel Hilbert space with reproducing
kernel
(3.7) K(z, w) = (1− zz)η(1− ww)η/(1− zw)2η .
For a given η > 1, we introduce the Fock-Bargmann Hilbert space FBη of all analytic
functions fk(z) on D that are square integrable with respect to the scalar product
(3.8) 〈f1|f2〉 = 2η − 1
2pi
∫
D
f1(z)f2(z)(1 − |z|2)2η−2d2z.
Then
(3.9) Bη =
{
pn(ξ) = 〈ξ|pn〉 =
√
(2η)n
n!
ξn | n ∈ N
}
is an orthonormal basis of FBη. Now, viewing the CS in (3.5) as vectors in FBη, we
have
(3.10) |z, η〉 = (1− |z|2)η
∞∑
j=0
√
(2η)j
j!
zj |pj〉.
4. 2D-Zernike polynomials on the unit disc
The family of 2D-Zernike polynomials is well studied, for example see [25], and some
interesting applications, in quantum optics, recently investigated in [24]. Follows the
notations of A. Wu¨nsche [25], let z = reiθ, z = re−iθ, and D = {z ∈ C | |z|2 = zz < 1}
be the complex unit disc. The 2D-Zernike polynomials are defined by [25]
Pαm,n(z, z) =
n!
(α+ 1)n
zm−nP(α,m−n)n (2zz − 1) =
m!
(α+ 1)m
zn−mP(α,n−m)m (2zz − 1)
= zm zn 2F1(−m,−n;α+ 1; 1 − 1
zz
); α > −1,m, n = 0, 1, 2, ...,(4.1)
where 2F1(a, b; c; z) is the hypergeometric function and P(n,m)l (z) represents the Jacobi
polynomials. Clearly, Pαm,n(z, z) are polynomials of (z, z) of (m + n)-degree satisfying
the following properties,
(4.2) Pαm,n(−z,−z) = (−1)m+nPαm,n(z, z); Pαm,n(z, z) = Pαm,n(z, z) = Pαn,m(z, z).
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Using the area element of the plane as
i
2
dz ∧ dz = rdr ∧ dφ = dx ∧ dy,
we have the orthogonality relation [25]
(4.3)
∫
zz≤1
i
2
dz ∧ dz (1− zz)α Pαk,l (z, z)Pαm,n(z, z) = Aα(m,n)δkmδln,
where
(4.4) Aα(m,n) =
pim!n!
(m+ n+ α+ 1) (α + 1)m (α+ 1)n
, α > −1.
Introduce
(4.5) pαm,n(z, z) = [Aα(m,n)]
− 1
2 (1− zz)α2 Pαm,n(z, z),
then
(4.6) 〈pαk,l|pαm,n〉 =
∫
zz≤1
i
2
dz ∧ dz pαk,l(z, z)pαm,n(z, z) = δkmδln
defines an inner product and the set Bα = {pαm,n(z, z) | m,n = 0, 1, 2...;α fixed} is
complete in L2α(D, i2dz ∧ dz). In which case, the completeness relation [25] reads
(4.7)
∞∑
m=0
∞∑
n=0
pαm,n(z, z) p
α
m,n(z
′, z′) = δ(z − z′, z − z′); |z|, |z′| < 1,
where δ(x, y) is the two-dimensional Dirac delta function. Among the recurrence relations
of Pαm,n(z, z) provided in [25], we also mention
(4.8) (m+ n+ α+ 1)zPαm,n(z, z) = (m+ 1 + α)P
α
m+1,n(z, z) + nP
α
m,n−1(z, z).
Our main results are summarized in the following lemmas that are essential in obtaining
a reproducing kernel Hilbert space and, thereby, CS and to the computations of lower
symbols and in so establishing Berezin transforms. To the best of our knowledge, the
following summation formulas and the integral formula for the 2D-Zernike polynomials
have not yet been worked out.
Lemma 4.1. For α > −1, z z < 1 and ww < 1,
∞∑
m=0
Pαm,n(z, z)P
α
m,n(w,w)
Aα(m,n)
=
n(α+ 1)n(w − z)n(z − w)n
pi n! (1− zw)2n+α+1 2F1
(
−n,−n; 1 + α; (zz − 1)(ww − 1)
(z − w)(w − z)
)
+
(α+ 1)n
(w
z
)n
pi n! (1− zw)α+2
[
(α+ n+ 1)F2
(
α+ 2;−n,−n;α+ 2, α+ 1; zz − 1
zw − 1 ,
z(ww − 1)
w(zw − 1)
)
− nzzF2
(
α+ 2; 1− n,−n;α+ 2, α+ 1; zz − 1
zw − 1 ,
z(ww − 1)
w(zw − 1)
)]
= Eαn (z, w) (say),
(4.9)
where F2 is the second Appell function of two variables [13]. Particularly, we have
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(a)
∞∑
m=0
Pαm,0(z, z)P
α
m,0(w,w)
Aα(m, 0)
=
(α+ 1)
pi(1− wz)α+2 ,
(b)
∞∑
m=0
|Pαm,n(z, z)|2
Aα(m,n)
=
(2n+ α+ 1)
pi(1− zz)α+2 ; n = 0, 1, 2 · · · .
Proof. See the appendix. 
Similarly, it is straightforward to prove that
∞∑
n=0
Pαm,n(z, z)P
α
m,n(w,w)
Aα(m,n)
=
m(α+ 1)m
pim!
(z − w)m (w − z)m
(1− wz)2m+1+α 2F1
(
−m,−m; 1 + α; (zz − 1) (ww − 1)
(z −w) (w − z)
)
+
(α+ 1)m
pim!(1− wz)α+2
(
w
z
)m
×
(
(1 + α+m)F2(2 + α;−m,−m,a+ 2, a+ 1; zz − 1
zw − 1 ,
z(ww − 1)
w(wz − 1))
−mzzF2(2 + α; 1 −m,−m,a+ 2, a+ 1; zz − 1
zw − 1 ,
z(ww − 1)
w(wz − 1))
)
≡ Eαm(z, w),
(4.10)
particularly,
∞∑
n=0
Pα0,n(z, z)P
α
0,n(w,w)
Aα(0, n)
=
(α+ 1)
pi(1− wz)α+2 ;
∞∑
n=0
|Pαm,n(z, z)|2
Aα(m,n)
=
(2m+ α+ 1)
pi(1− zz)α+2 .
Lemma 4.2. For each n ∈ N and α > −1, zz < 1, η > (α+ 2)/2, the series
(4.11)
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm, n = 0, 1, 2, . . . ,
is absolutely convergent. For the special case n = 0 and η = (2 + α)/2,
(4.12)
∞∑
m=0
Pαm,0(z, z)√
Aα(m, 0)
√
(2 + α)m
m!
ξm =
√
α+ 1
pi
(1− ξz)−α−2.
Proof. See the appendix. 
Lemma 4.3. Let z = reiθ. For α > −1, zz < 1 and θ ∈ [0, 2pi), we have∫
zz≤1
f(θ)Pαl,n (z, z)P
α
m,n(z, z)dµα(z, z) =
Cm!n!
2(m+ n+ α+ 1)(1 + α)m(1 + α)n
δl,m,
where C =
∫ 2pi
0 f(θ)dθ.
Proof. See the appendix. 
Lemma 4.4. For α > −1, zz < 1 we have∫
D
|z|2Pαm,n(z, z)Pαm,n(z, z)dµα(z, z) =
pi(m(m+ 1) + n(n+ 1) + α(n +m+ 1))m!n!
(α+m+ n)3(α+ 1)m(α+ 1)n
.
Proof. See the appendix. 
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Remark 4.5. In Equation (4.9), if we set n = 0 and α = 0, we get the usual Bergman
kernel for the open unit disc D, see for example [19],
B(z, w) =
1
pi(1− zw)2 ; z, w ∈ D
and if we only set n = 0 we get the weighted Bergman kernel [14]
Bα(z, w) =
α+ 1
pi(1− zw)α+2 ; z, w ∈ D
of the weighted Bergman space A2α(D).
5. Reproducing kernel Hilbert spaces
In this section, we study the reproducing kernel Hilbert space associated with the 2D-
Zernike polynomials Pαm,n(z, z) for fixed m and for fixed n with α > −1. We shall also
consider the Schwartz kernel of some projection operators. In particular, we focus on
the cases n = 0 and m = 0.
Let (X, ν) be a measure space. Whenever we have an orthonormal family {Φm(x)}∞m=0
with respect to the measure dν, satisfying
(5.1)
∞∑
n=0
|Φn(x)|2 <∞; x ∈ X,
we can readily form a reproducing kernel
K(x, y) =
∞∑
n=0
Φn(x)Φn(y)
with the reproducing kernel Hilbert space HK = span{Φn(x) | n = 0, 1, 2, · · · }, where the
bar stands for the closure [2]. By construction, it can be easily seen that the reproducing
kernel K(x, y) satifies the following properties.
(a) Hermiticity, K(x, y) = K(y, x) for all x, y ∈ X.
(b) Positivity, K(x, x) ≥ 0 for all x ∈ X.
(c) Idempotence,
∫
X
K(x, y)K(y, z)dν(y) = K(x, y) for all x, y, z ∈ X.
In view of equations (2.1) and (2.2), the orthonormality of the family {Φm(x)}∞m=0 and
the condition (5.1) are the essential ingredients to obtain CS and thereby quantization.
Further, if we take the CS as vectors in the space HK then the quantized operators will
be operators from HK to HK (as if we replace |en〉 in (2.3) by φn then the vectors in
(2.3) will be vectors in K0). Also note that the normalization factor N (x) of the CS in
(2.3) is in fact the kernal K(x, x).
In this regard, we consider the following family
Bα,nm (z, z) =
Pαm,n(z, z)√
Aα(m,n)
where Pαm,n(z, z) is the 2D-Zernike polynomials (4.1) and Aα(m,n) defined by (4.4). For
each α > −1, let
dµα(z, z) =
i
2
(1− zz)αdz ∧ dz.
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• According to (4.5), the family Bα =
{
Bα,nm (z, z) | m,n ∈ N
}
is orthonormal with
respect to the measure dµα. However, because of (4.7), the necessary condition
of existence (5.1) is not satisfied by the orthonormal family Bα. Therefore, it
cannot be possible to construct a reproducing kernel in this case.
• For fixed m, according to (4.3), the family Bαm =
{
Bα,nm (z, z) | n ∈ N
}
is or-
thonormal with respect to the measure dµα. Therefore, from lemma 4.2, the
corresponding reproducing kernel reads
Kmα (z, w) =
∞∑
n=0
Bα,nm (z, z)B
α,n
m (w,w) = E
α
m(z, w)
and the reproducing kernel Hilbert is
H
α,m
K = span
{
Bα,nm | n = 0, 1, · · ·
}
.
The case m = 0, that is the space Hα,0K = span
{
zn/
√
Aα(0, n) | n = 0, 1, · · ·
}
,
corresponds to the holomorphic sector of L2α(D, dµα(z, z)) with the reproducing
kernel (see lemma 4.2)
K0α(z, w) =
∞∑
n=0
Bα,n0 (z, z)B
α,n
0 (w,w) =
(α+ 1)
pi
(1− wz)−α−2.
• For fixed n, let
(5.2) Bαn =
{
Pαm,n(z, z)√
Aα(m,n)
| m = 0, 1, 2, ...
}
.
According to Lemma 4.1 the condition (5.1) is satisfied by the orthonormal family
Bαn . Let Λ
α
n(D) = span Bαn . Then Bαn is a basis of Λαn(D) and it is a reproducing
kernel Hilbert space with the kernel Eαn (z, w) (see lemma 4.1), we also need the
following in the sequel
(5.3) Nn(z, z) = Eαn (z, z) =
(2n + α+ 1)
pi
(1− zz)−α−2; n = 0, 1, 2, · · · .
Further, one can write
(5.4) L2α(D, dµ(z, z)) =
∞⊕
n=0
Λαn(D).
Thus
Bα0 =
{
zm√
Aα(m, 0)
| m = 0, 1, 2, ...
}
,
is the basis of the space Λα0 (D) and it is the classical Bargmann space of anti-
holomorphic functions on the unit disc with reproducing kernel
Eα0 (z, w) =
α+ 1
pi
(1− wz)−α−2.
Now for a given integral linear operator of the form
(Af)(x) =
∫
KA(x, y)f(y)dy
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the function KA(x, y) is called its Schwartz kernel [12]. As it was done in [18],
here by constructions Bαn is an orthonormal basis for Λ
α
n(D) and are pairwise
orthogonal in the Hilbert space L2α(D, dµα(z, z)), for the projection operator
Pαn : L
2
α(D, dµα(z, z)) −→ Λαn(D)
the integral Schwartz kernel Kαn (z, w) can be obtained as
[Pαn f ] (z) =
∞∑
m=0
〈
f
∣∣∣∣ Pαm,n√Aα(m,n)
〉
Pαm,n(z, z)√
Aα(m,n)
=
∫
D
f(w)
∞∑
m=0
Pαm,n(z, z)P
α
m,n(w,w)
Aα(m,n)
dµα(w,w).
Thereby the integral Schwartz kernel of the projection operator, Pαn , is given by
(5.5) Kαn (z, w) =
∞∑
m=0
Pαm,n(w,w)P
α
m,n(z, z)
Aα(m,n)
= Eαn (z, w).
Remark 5.1. It is worth mentioning that, in [7, 9], the spaces Aβ,n(D) and A2,mn (D); n =
0, 1, 2... are realized as the eigenspaces of the hyperbolic Landau levels with orthogonal
basis expressed in terms of the Gauss hypergeometric functions, 2F1. In particular, in
[7, 9], the authors have studied the CS and photon counting probabilities associated with
the spaces Aβ,n(D). For the space Aβ,n(D), the orthogonal basis is the set of functions
(see [7], equations (3.7) and (3.8)),
Φβ,mn (z) = |z||m−n|e−i(m−n) arg(z)(1− |z|2)−m
× 2F1(−m+ |m− n| −m+ n
2
, 2β −m+ |m− n| −m+ n
2
; 1 + |m− n|; |z|2)
(5.6)
while for the space A2,mn (D), the family of functions given explicitly in terms of the Jacobi
polynomials as (see [9], equations (2.2) and (2.3))
Φβ,mn (z) = (−1)min(m,n)|z||m−n|e−i(m−n) arg(z)(1− |z|2)−mP (|m−n|,2(β−m)−1)min(m,n) (1− 2|z|2)
(5.7)
Both of these equivalent spaces are similar to the space Λαn(D), where
Bαn = (1− |z|2)mΦβ,mn (z), α = 2β − n−m− 1, for fixed m,
up to a constant. Indeed, by means of Pfaff transformation of hypergeometric functions,
it is not difficult to show, for α = 2β − n−m− 1 and m < n, that
P 2β−n−m−1m,n (z, z) = z
n−m (−n)m
(2β − n−m)m 2F1(−m, 2β −m; 1 + n−m; zz)
= |z|n−me−i(n−m) arg(z) (−n)m
(2β − n−m)m 2F1(−m, 2β −m; 1 + n−m; |z|
2)
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while for n < m
P 2β−n−m−1m,n (z, z) = z
m−n (−m)n
(2β − n−m)n 2F1(−n, 2β − n; 1 +m− n; zz)
= |z|m−ne−i(m−n) arg(z) (−m)n
(2β − n−m)n 2F1(−n, 2β − n; 1 +m− n; |z|
2)
These last two expressions can be written as
P 2β−n−m−1m,n (z, z) = |z||m−n|e−i(m−n) arg(z)
(−m)n
(2β − n−m)n
× 2F1(−m+ |m− n| −m+ n
2
, 2β −m+ |m− n| −m+ n
2
; 1 + |m− n|; |z|2).
For further details we refer the reader to [7, 9].
6. Quantization of the complex unit disc
In order to adapt to the general construction, let us assume, for the disc D, the follows:
(a) Let dαµ(z, z) =
i
2
(1− zz)αdz ∧ dz.
(b) (D, dµα(z, z)) is a measure space.
(c) L2α(D, dµα(z, z)) is the corresponding Hilbert space of complex valued square
integrable functions.
(d)
{
Pαm,n(z, z)/
√
Aα(m,n) | m = 0, 1, 2, ...;α, n fixed
}
is an orthonormal set in
L2α(D, dµα(z, z)).
(e) {|em〉 | m = 0, 1, 2, ...} be an orthonormal basis of an abstract Hilbert space H.
With the above assumptions, consider the vectors
(6.1) |z, α, n〉 = Nn(z, z)−
1
2
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
|em〉.
From (4.6) and lemma (4.1)-(b), the vectors in (6.1) forms a set of CS in the sense
• they are normalized, 〈z, α, n|z, α, n〉 = 1, and
• satisfy a resolution of the identity
(6.2)
∫
D
Nn(z, z)|z, α, n〉〈z, α, n|dµα(z, z) = IH.
Equation (6.2) allows us to implement CS quantization of the disc D by associating a
function
D ∋ z 7→ f(z, z).
For this define the operator on H
(6.3) f(z, z) 7→ Af =
∫
D
Nn(z, z)f(z, z)|z, α, n〉〈z, α, n|dµα(z, z).
That is
(6.4) Af =
∞∑
m=0
∞∑
l=0
|em〉〈el|√
Aα(m,n)Aα(l, n)
∫
D
f(z, z)Pαm,n(z, z)P
α
l,n(z, z)dµα(z, z).
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From the orthogonality relation (4.3), for f(z) = 1, we immediately get A1 = IH. Further,
using the recursion relation (4.8) and the orthogonality relation (4.3), it can easily be
seen that
Az =
∞∑
m=0
C(m,n, α)|em〉〈em+1|(6.5)
Az =
∞∑
m=0
C(m,n, α)|em+1〉〈em|(6.6)
where
C(m,n, α) =
√
(m+ 1)(m + α+ 1)
(m+ n+ α+ 2)(m+ n+ α+ 1)
.
Thereby, we have
Az|e0〉 = 0,
Az|ej〉 = C(j − 1, n, α)|ej−1〉; j = 1, 2, · · · ,
Az|ej〉 = C(j, n, α)|ej+1〉; j = 0, 1, 2, · · · .
That is Az, Az are annihilation and creation operators, respectively. Their commutators
takes the form
(6.7) [Az, Az ] = C
2(0, n, α)|e0〉〈e0|+
∞∑
m=1
[
C2(m,n, α) − C2(m− 1, n, α)] |em〉〈em|.
It may be interesting to note that for n = 0 and α = 0 it becomes
[Az, Az ] =
∞∑
m=0
|em〉〈em|
(m+ 1)(m+ 2)
.
In the basis {|em〉 | m = 0, 1, 2, · · · }, the matrix elements read
(Az)k,l = 〈ek|Az|el〉 =
{
0 if l 6= k + 1
C(k + 1, n, α) if l = k + 1
and
(Az)k,l = 〈ek|Az|el〉 =
{
0 if k 6= l + 1
C(k − 1, n, α) if k = l + 1
Since we are in the unit disc, another interesting pair is the quatization of |z|2 and
Arg(z) = θ; 0 ≤ θ < 2pi. Using lemma 4.4 we obtain
A|z|2 =
∞∑
m=0
|em〉〈em|
Aα(m,n)
∫
D
|z|2Pαm,n(z, z)Pαl,n(z, z)dµα(z, z)
=
∞∑
m=0
|em〉〈em|(m+ n+ α+ 1) (α + 1)m (α+ 1)n
pim!n!
pi(m(m+ 1) + n(n+ 1) + α(n+m+ 1))m!n!
(α+m+ n)3(α+ 1)m(α+ 1)n
=
∞∑
m=0
|em〉〈em|(m(m+ 1) + n(n+ 1) + α(n +m+ 1))
(α+m+ n)(α+m+ n+ 2)
=
∞∑
m=0
|em〉〈em|
(
(m+ 1)(n + 1)
m+ n+ α+ 2
− mn
m+ n+ α
.
)
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For the quantization of θ, using the integral formula in lemma 4.3, we have
Aθ =
∞∑
m=0
∞∑
l=0
|em〉〈el|√
Aα(m,n)Aα(l, n)
∫
D
θPαm,n(z, z)P
α
l,n(z, z)dµα(z, z)
=
∞∑
m=0
∞∑
l=0
|em〉〈el|√
Aα(m,n)Aα(l, n)
pi2m!n!
(m+ n+ α+ 1)(1 + α)m(1 + α)n
δl,m.
=
∞∑
m=0
|em〉〈em|
Aα(m,n)
pi2m!n!
(m+ n+ α+ 1)(1 + α)m(1 + α)n
= pi
∞∑
m=0
|em〉〈em| = piIH,
Remark 6.1. An interesting feature appears from lemma 4.3. For any function f(θ),
similar to the calculation of Aθ, it follows that (we place the proof of this assertion in
the appendix:
Af(θ) =
C
2pi
IH, where C =
∫ 2pi
0 f(θ)dθ,
This means that the quantization map Af of equation (6.4) is insensitive to the variable
θ. It is only sensitive to the average of functions of θ.
Remark 6.2. In [10], the authors have quantized the complex plane using the CS built
from the 2D- complex Hermite polynomials Hn+s,s(z, z). In their construction z ∈ C
and the operators Az and Az depend on the parameter s. By setting s = 0 in the
commutation relation of Az and Az the authors have recovered the usual canonical
commutation relation, namely [Az, Az] = IH. In the same spirit, since we have quantized
the unit disc, a natural phase space for quantum systems with su(1, 1) symmetry, one
may expect to recover the su(1, 1) commutation relation for some particular values of α
and n (note that in our case, z ∈ D and the operators Az and Az depend on α and n).
However, there is no particular values for n and α for which the commutator of Az and
Az becomes the exact su(1, 1) commutation relation. This is due to the fact that the
basis B in (3.3) or Bη in (3.9) cannot be obtained from the basis B
α
n of (5.2) by adjusting
the parameters n and α. However, between the spaces FBη of Section 2 and Λαn(D), we
can draw an isometry as follows.
6.1. An isometry between FBη and Λαn(D). Since Bη in (3.9) is an orthonormal
basis of FBη, in the CS (6.1) we replace the orthonormal basis {|em〉 | m ∈ N} by
{|pm〉 | m ∈ N} of FBη. The set Bαn of (5.2) is an orthonormal basis of Λαn(D). Write
the CS as
|z, n, α〉 = N (z, z)− 12
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
|pm〉 ∈ FBη.
Now, through the resolution of the identity Fαn (z) = 〈ξ|z, n, α〉, for all |ξ〉 ∈ FBη are
square integrable with respect to the resolution of the identity measure, and thereby,
defines elements in Λαn(D). Again through the resolution of the identity
W : FBη −→ Λαn(D) |ξ〉 7→ Fαn by W (|ξ〉)(z) = 〈ξ|z, n, α〉
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is a linear isometry, in particular W (pm) = B
α
n,m, where
(6.8) 〈ξ|z, n, α〉 = N (z, z)− 12
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)n
n!
ξn,
which is an absolutely convergent series (see lemma 4.3). A note is in order about the
closed form of (6.8). Due to the square root in the term
√
Aα(m,n), we faced difficulty
in using the known formulas to get a closed form for (6.8). However, for a very specific
choice of n and η we were able to find a closed form (see again lemma 4.2 and the
appendix).
6.2. Overlap of the CS, lower symbols and Berezin transform. Using lemma
(4.1) we can compute the overlap of two CS as
〈z, α, n|w,α, n〉 = [Nn(z, z)Nn(w,w)]−1/2
∞∑
m=0
Pαm,n(z, z)P
α
m,n(w,w)
Aα(m,n)
(6.9)
=
pi [(1− zz)(1− ww)](α+2)/2
(2n + α+ 1)
Eαn (z, w).
Now, from (2.8) and (6.9), the lower symbol of Af can be computed as
fˇ = 〈z, n, α|Af |z, n, α〉 =
∫
D
Nn(w,w)f(w)|〈z, n, α|w,n, α〉|2dµ(w)
=
pi (1− zz)α+2
(2n + α+ 1)
∫
D
[Eαn (z, w)]
2 f(w) dµ(w).
Thereby the Berezin transform can be written as
(6.10) Bαn [f ](z) = 〈z, n, α|Af |z, n, α〉 =
pi(1− zz)α+2
(2n + α+ 1)
∫
D
[Eαn (z, w)]
2 f(w) dµ(w).
Equation (6.10) can be considered as a more generalized Berezin transform for the unit
disc in a sense that n = 0, that is
Eα0 (z, w) =
(α+ 1)
pi(1− wz)α+2 ,
leads to the Berezin transform of the weighted Bergman space, A2α(D), [23]
(6.11) Bα0 [f ](z) = 〈z, 0, α|Af |z, 0, α〉 =
(α+ 1)
pi
∫
D
(1− zz)α+2
(1− wz)4+2α f(w)dµ(w)
and the values n = 0 and α = 0, leads to the standard Berezin transform of the unit disc
(see [1], pp-68), namely
(6.12) B[f ](z) =
1
pi
(1− |z|2)2
∫
D
f(w)
|1− zw|4 dµ(w).
7. conclusion
Along the lines of the general scheme of CS quantization, using CS, built with 2D-Zernike
polynomials, we have quantized the complex unit disc. In assisting the computations
of lower symbols, upper symbols, and the Berezin transform we have provided some
interesting summation and integral formulas for 2D-Zernike polynomials. The unit disc
is a natural phase space for quantum systems with su(1, 1) symmetry, and thereby,
while quantizing the unit disc it is natural to expect similar symmetry. However, as a
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remarkable feature we have shown that, for z ∈ D, the operators Az and Az arising from
the 2D-Zernike polynomial quantization do not obey such symmetry.
Using the CS, constructed in the present work, one may consider studying modular
structures onD as it was done with the complex Hermite polynomials [4]. Further, similar
to [18], one can study the spectral properties of Cauchy transform on L2α(D, i2dz ∧ dz)
because its comparable analysis to the one developed in section 5. For Pαm,n(z, z), by
setting n ≥ m, namely n = m+ s, we can obtain a family of reproducing kernel Hilbert
subspaces of L2α(D, i2(1− zz)αdz ∧ dz) similar to the earlier work of [3] for the complex
plane C and thus a similar study to the work of [3] can be focused on the disc D. Some
of these issues will be tackle in a future work.
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9. Appendix
9.1. Proof of Lemma 4.1. For the case n = 0 we have, using (4.2),
∞∑
m=0
Pαm,0(z, z)P
α
m,0(w,w)
Aα(m, 0)
=
(α+ 1)
pi
∞∑
m=0
(α+ 2)m
m!
(wz)m =
(α+ 1)
pi(1− wz)α+2 .(9.1)
by means of the Pochhammer identity
(1 + α+m)(1 + α)m = (1 + α)(2 + α)m,
and the summation
∞∑
m=0
(α+ 2)m
m!
(wz)m = (1− wz)−2−α.(9.2)
In general,
∞∑
m=0
Pαm,n(z, z)P
α
m,n(w,w)
Aα(m,n)
=
(α+ 1)n
pi n!
(z w)n
∞∑
m=0
(m+ n+ α+ 1) (α + 1)m
m!
(z · w)m
× 2F1(−m,−n;α+ 1; 1 − 1
zz
) 2F1(−m,−n;α+ 1; 1 − 1
ww
)
= n
(α+ 1)n
pi n!
(z w)n
∞∑
m=0
(α+ 1)m
m!
(z w)m
× 2F1(−m,−n;α+ 1; 1 − 1
zz
) 2F1(−m,−n;α+ 1; 1 − 1
ww
)
+
(α+ 1) (α + 1)n
pi n!
(z w)n
∞∑
m=0
(α+ 2)m
Γ(m+ 1)
(z w)m
× 2F1(−m,−n;α+ 1; 1 − 1
zz
) 2F1(−m,−n;α+ 1; 1 − 1
ww
)
=
n (α+ 1)n
pi n!
(z w)n S1 +
(α+ 1) (α + 1)n
pi n!
(z w)n S2.(9.3)
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For the first sum S1, we use the following identity (note we corrected here the typo of
the formula as given in Reference [11], formula (3)),
∞∑
m=0
(1 + α)m z
m
m!
2F1(−m,β; 1 + α; ν) 2F1(−m, b; 1 + α;u)
=
(1− z)β+b−α−1
(1− z + νz)β(1− z + uz)b 2F1
(
β, b; 1 + α;
zνu
(1− z + νz)(1− z + uz)
)
(9.4)
where |u| < 1, |ν| < 1 and |z| < 1, thus
S1 =
(z − w)n (w − z)n
znwn (1− zw)2n+1+α 2F1
(
−n,−n; 1 + α; (zz − 1) (ww − 1)
(z − w) (w − z)
)
(9.5)
Using the terminated series representation of the Gauss hypergeometric function 2F1(−n, β; γ; z)
and collecting the terms, we obtain
lim
(w,w)→(z,z)
[
n (α+ 1)n
pi n!
(z w)n × S1
]
=
n
pi
(1− zz)−1−α.(9.6)
For the second sum S2, we use the following identity ([22], formula 2.6)
∞∑
m=0
(λ)m
m!
2F1(−m,µ;α+ 1;x) 2F1(−m, ν;β + 1; y)zm
=
(1− z)µ−λ
(1− z + xz)µ
∞∑
m=0
(λ)m (ν)m
m! (β + 1)m
(
yz
z − 1
)m
F1
(
µ,−m,α− λ+ 1;α + 1; x
1− z + xz ,
xz
1− z + xz
)
(9.7)
where F1 is the first Appell series of two variables [13]. Thus, we have
S2 = (1− zw)−n−α−2
(
1− w
z
)n n∑
k=0
(−n)k(α+ 2)k
k!(α+ 1)k
(
z(ww − 1)
w(zw − 1
)k
× F1
(
−n,−k,−1; 1 + α; zz − 1
z(z − w) ,
w(zz − 1w
z − w
)
(9.8)
where we used the fact that (−n)k = 0 for k > n. Now, by means of the double series
representation of the first Appell function, we have
lim
(w,w)→(z,z)
[
(α+ 1)(α + 1)n
pi n!
(z w)n × S2
]
=
(n + 1 + α+ nzz)
pi
(1− zz)−2−α.(9.9)
Consequently, from (9.6) and (9.9), we have for (9.3) in the case of z = w that
∞∑
m=0
Pαm,n(z, z)P
α
m,n(z, z)
Aα(m,n)
=
1
pi
(2n + 1 + α)
(1 − z z)α+2 .(9.10)
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In general, for z 6= w, we have using
F1
(
− n,−k,−1;1 + α; zz − 1
z(z − w) ,
w(zz − 1w
z − w
)
=
((α+ n− 1)w − (1 + α+ n z w)z)
(1 + α)(w − z) 2F1
(
−n,−k; 2 + α; zz − 1
z(z − w)
)
− k nz (zz − 1) (zw − 1)
(1 + α)(2 + α)z(w − z)2 2F1
(
1− n, 1− k; 3 + α; zz − 1
z(z − w)
)
,(9.11)
and the identity
2F1(1 + a, 1 + b; 1 + c; z) =
c
bz
[2F1(1 + a, b; c; z) − 2F1(a, b; c, z)] ,(9.12)
that
F1
(
− n,−k,−1; 1 + α; zz − 1
z(z − w) ,
w(zz − 1w
z − w
)
=
n z (z w − 1)
(1 + α) (z − w)2F1
(
1− n,−k; 2 + α; zz − 1
z(z − w)
)
+
(1 + α+ n)
1 + α
2F1
(
−n,−k; 2 + α; zz − 1
z(z − w)
)
.(9.13)
Consequently,
S2 =
(1 + α+ n)(z − w)n
(1 + α)zn(1− zw)n+α+2
n∑
k=0
(2 + α)k (−n)k
k! (1 + α)k
(
z(ww − 1)
w(zw − 1
)k
2F1
(
−n,−k; 2 + α; zz − 1
z(z − w)
)
− n(z − w)
n−1
(1 + α)zn−1(1− zw)n+α+1
n∑
k=0
(2 + α)k (−n)k
k! (1 + α)k
(
z(ww − 1)
w(zw − 1
)k
2F1
(
1− n,−k; 2 + α; zz − 1
z(z − w)
)
(9.14)
Finally, by means of the identity
∞∑
k=0
(a)k (b
′)k
k! (c′)k
tk 2F1
(
−k, b; a; x
x− 1
)
= (1− x)bF2(a; b, b′; a, c′;x, t),(9.15)
the proof of the lemma follows.
9.2. Proof of Lemma 4.2. For n = 0,
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm =
1√
pi
∞∑
m=0
√
(m+ α+ 1) (1 + α)m(2η)m
m!
(ξ z)m
=
√
a+ 1
pi
∞∑
m=0
(2 + α)m
m!
(ξ z)m =
√
a+ 1
pi
1
(1− ξ z)α+2 ,
thus if η = (2 + α)/2
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm =
√
a+ 1
pi
(1− ξ z)−α−2.
In general,
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm =
√
(1 + α)n
pi n!
∞∑
m=0
√
(2η)m (1 + α)m
ξm
m!
√
m+ n+ α+ 1Pαm,n(z, z),
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using the definition of Pαm,n(z, z), equation (2.7) in [25],
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm =
√
(1 + α)n
pi n!
(−1)n
(α+ 1)n(1− zz)α
× ∂
n
∂zn
(1− zz)n+α
∞∑
m=0
√
(2η)m (1 + α)m
(zξ)m
m!
√
m+ n+ α+ 1.
However, √
m+ n+ α+ 1 <
√
m+ α+ 1 +
√
n, for α > −1
Thus, for η > (α+ 2)/2, α > −1,
∞∑
m=0
√
(2η)m (1 + α)m
(zξ)m
m!
√
m+ n+ α+ 1
< (α+ 1)
∞∑
m=0
√
(2η)m (2 + α)m
(zξ)m
m!
+
√
n
∞∑
m=0
√
(2η)m (1 + α)m
(zξ)m
m!
.
and consequently
∞∑
m=0
√
(2η)m (1 + α)m
(zξ)m
m!
√
m+ n+ α+ 1 <
1
α+ 1
∞∑
m=0
(2η)m
(zξ)m
m!
+
√
n
∞∑
m=0
(2η)m
(zξ)m
m!
=
(
α+ 1 +
√
n
) ∞∑
m=0
(2η)m(zξ)
m
m!
=
(
α+ 1 +
√
n
)
(1− zξ)−2η
Finally,
∞∑
m=0
∣∣∣∣ Pαm,n(z, z)√Aα(m,n)
√
(2η)m
m!
ξm
∣∣∣∣ =
√
(1 + α)n
pi n!
1
(α+ 1)n(1− zz)α
× ∂
n
∂zn
(1− zz)n+α
∞∑
m=0
√
(2η)m (1 + α)m
(zξ)m
m!
√
m+ n+ α+ 1
<
√
(1 + α)n
pi n!
(α+ 1 +
√
n)
(α+ 1)n(1− zz)α
∂n
∂zn
(
(1− zz)n+α
(1− zξ)2η
)
.
where η ≥ (α+ 2)/2. Thus, the series
∞∑
m=0
Pαm,n(z, z)√
Aα(m,n)
√
(2η)m
m!
ξm,
absolutely convergent.
9.3. Proof of Lemma 4.3. Note first∫
zz≤1
f(θ)Pαl,n (z, z)P
α
m,n(z, z)dµα(z, z) =
∫ 2pi
0
f(θ)ei(m−l)θdθ
×
∫ 1
0
r(1− r2)αrl+2n+m2F1(−l,−n;α+ 1; 1− 1
r2
)2F1(−m,−n;α+ 1; 1 − 1
r2
)dr.
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However∫ 1
0
r(1− r2)αrl+2n+m2F1(−l,−n;α+ 1; 1 − 1
r2
)2F1(−m,−n;α+ 1; 1− 1
r2
)dr
=
m!n!
2(m+ n+ α+ 1)(1 + α)m(1 + α)n
δl,m.
and ∫ 2pi
0
f(θ)ei(m−l)θdθ =
∫ 2pi
0
f(θ)dθ = C (independent of m and l where m = l),
Then∫
zz≤1
f(θ)Pαl,n (z, z)P
α
m,n(z, z)dµα(z, z) =
Cm!n!
2(m+ n+ α+ 1)(1 + α)m(1 + α)n
δl,m,
Furthermore,
Af(θ) =
∞∑
m=0
∞∑
l=0
|em〉〈el|√
Aα(m,n)Aα(l, n)
∫
zz≤1
f(θ)Pαl,n (z, z)P
α
m,n(z, z)dµα(z, z)
=
C
2
∞∑
m=0
∞∑
l=0
|em〉〈el|√
Aα(m,n)Aα(l, n)
m!n!
(m+ n+ α+ 1)(1 + α)m(1 + α)n
δl,m.
=
C
2pi
∞∑
m=0
|em〉〈em| = C
2pi
IH, where C =
∫ 2pi
0 f(θ)dθ.
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