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Abstract
Numerical stability of the Levinson algorithm generalized for Toeplitz-
like systems, is studied. Arguments based on the analytic results of an
error analysis for floating point arithmetic produce an exponential upper
bound on the norm of the residual vector. The base of such exponen-
tial function can be small for a class of matrices containing point row
diagonally dominant matrices. Numerical experiments show that, for this
class, Gaussian elimination by row and Levinson algorithm have residuals
of the same order of magnitude. As expected, the empirical results point
out that the theoretical bound is too pessimistic.
1 Introduction
Toeplitz systems arise frequently in linear algebra and special fast and super-
fast algorithms have been devised to solve them. Starting from the original
Durbin algorithm to solve Yule-Walker equations, Levinson algorithm has been
proposed for symmetric positive definite Toeplitz matrices and extended to the
case of general Toeplitz matrices [6], Sect. 4.7. Levinson algorithm is a fast
method, i.e. it has a cost of O(N2) operations, N being the size of the sys-
tem. Unfortunately, when a simple operation like multiplication or inversion or
low rank modification is applied to a Toeplitz matrix, the Toeplitz structure is
lost and more general structures must be considered. The class of Toeplitz-like
matrices, which is closed for the most common operations applied in numerical
algorithms, seems ideal from this point of view. It is based on the concept of
displacement rank [7]. For this class of matrices fast and superfast algorithms
have been devised as well (see the extensive bibliography in [10]), but the ques-
tion of their stability is still matter of discussion. Levinson algorithm too has
been generalized for this class of matrices, maintaining its cost [4, 9].
The numerical stability of the original Levinson algorithm for symmetric
positive definite matrices is proved in [3] and look-ahead modifications are pro-
posed in [1] and [2] to obviate instability in the general Toeplitz case. We are
interested into studying the stability of the Levinson algorithm generalized for
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Toeplitz-like systems. This algorithm can be introduced in different ways (see
for example [5, 11]). The version given here points out its relation with block
Gaussian elimination, allowing the use of standard techniques to deal with sta-
bility issues. In fact Levinson algorithm can be seen as composed of two parts:
an outer part which recursively uses a block factorization of the matrix and
an inner part which computes such a factorization according to the recursive
formulas characteristic of the method.
In Section 2 the problem is introduced and the outer part of the algorithm is
described. The properties of Toeplitz-like matrices, recalled in Sections 3, allow
the formulation of the inner part of the algorithm, presented in Section 4. A
theoretical analysis of the stability of the algorithm is given in Section 5. To
this aim, some stability parameters are defined and for comparison purpose the
well known error bound of Gaussian elimination is recalled. Finally, in Section
6 numerical experiments are performed to investigate practically the various
sources of instability detected by the theoretical results.
2 The problem
Let N ≥ 2 be an integer, AN = [aij ] an N × N matrix and bN = [bi] an
N -vector. We assume that A is strongly nonsingular, i.e. that all its leading
principal minors An of size n are nonsingular. Then the solution of the system
AN xN = bN (1)
can be found by computing recursively the solutions of the increasing size sys-
tems
Anxn = bn, for n = 1, . . . , N, (2)
where bn is the upper subvector of size n of bN . The starting point of the
recursion is obviously
x1 =
b1
a1,1
.
We partition minor An as follows
An =
[
An−1 rn−1
sTn−1 an,n
]
, (3)
and consider the block factorization
An = Pn Qn, Pn =
[
An−1 0n−1
sTn−1 En
]
, Qn =
[
In−1 A
−1
n−1rn−1
0
T
n−1 1
]
, (4)
where 0k is the null vector of size k, Ik is the identity matrix of size k and
En = an,n − s
T
n−1A
−1
n−1rn−1 (5)
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is the Schur complement of An−1 in An. The hypothesis of strong nonsingularity
of AN guarantees that En 6= 0 at any step. In fact from (4) we have
detAn = detPn = En detAn−1,
and En 6= 0 if both An−1 and An are nonsingular. It is known that too small
values of En greatly endanger the stability of the methods which compute the
solution of (1) using recursively the solutions of (2).
The solution of (2) is computed by solving first the system with the lower
triangular matrix Pn and right-hand side bn and then the system with the upper
triangular matrix Qn. In this way we get
xn =
[
xn−1
0
]
+
wn
En
[
yn−1
1
]
, (6)
where
wn = bn − s
T
n−1xn−1, (7)
and
yn−1 = −A
−1
n−1rn−1. (8)
To transform the procedure outlined above in a really effective algorithm, re-
cursive relations for computing yn and En are needed. They are particularly
simple in the case of Toeplitz or Toeplitz-like matrices, as we see in Section 4.
3 Toeplitz-like matrices
Toeplitz-like matrices are defined by means of a displacement operator. Among
the many possible forms of displacement operators we prefer the following one,
which suits well to the algorithm we are considering. Given a N × N matrix
AN , we consider the down-shift matrix of order N
ZN =

0
1 0
. . .
. . .
1 0
 .
and the displacement operator ∇
∇(AN ) = AN − ZNANZ
T
N = AN −
[
0 0TN−1
0N−1 AN−1
]
. (9)
The matrix AN is said to have displacement rank α if ∇(AN ) has rank α, i.e. if
∇(AN ) can be expressed in the form
∇(AN ) =
α∑
i=1
c
(i)
N d
(i)T
N , (10)
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for suitable vectors c
(i)
N and d
(i)
N (called d-vectors) of length N . The matrix
AN is said to be Toeplitz-like if α is small relative to the size N . Toeplitz
matrices satisfy relation (10) with α = 2 and both c
(1)
N and d
(2)
N equal to the
first canonical vector.
When only the d-vectors are known, a Toeplitz-like matrix can be con-
structed recursively. To this aim, let CN and DN be the N ×α matrices formed
by the columns c
(i)
N and d
(i)
N
CN =

c
(1)
1
...
c
(1)
N
...
c
(α)
1
...
c
(α)
N
 , DN =

d
(1)
1
...
d
(1)
N
...
d
(α)
1
...
d
(α)
N
 .
Then
AN = ZNANZ
T
N + CN D
T
N . (11)
It is easy to see that the principal minor An of size n satisfies (11) with N
replaced by n, where Cn and Dn are obtained by taking the first n rows of CN
and DN . Hence from (9) it follows that
An =
[
0 0Tn−1
0n−1 An−1
]
+ CnD
T
n . (12)
Calling cTk and d
T
k the kth row of CN and of DN respectively, and comparing
(12) with (3) we obtain the following recursions
an,n = an−1,n−1 + c
T
n dn,
rn−1 =
[
0
rn−2
]
+ Cn−1dn,
sTn−1 =
[
0 sTn−2
]
+ cTn D
T
n−1.
(13)
These relations allow us to represent a Toeplitz-like matrix as the sum of prod-
ucts of lower times upper triangular Toeplitz factors
AN =
α∑
i=1
L(c
(i)
N )U(d
(i)T
N ),
where L(s) denotes the lower triangular Toeplitz matrix whose first column is s
and U(sT ) denotes the upper triangular Toeplitz matrix whose first row is sT .
For an assigned matrix AN the matrices CN and DN satisfying (11) are not
unique. This means that even if the vectors c
(i)
N and d
(i)
N are given as data of
the problem, they can be replaced if it is necessary to gain stability. In fact, it
is possible that the effectively computed sum of the outer products in ∇(AN )
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does not have rank α or does not verify (9). In particular, we will see in Section
5 that d-vectors, associated to a matrix AN with entries uniformly bounded but
having components with large absolute values, may be source of instability.
Suppose we want to replace r ≤ α d-vectors and assume, without loss of
generality, that they are the first ones. Let U and V be the N × r matrices
whose columns are c
(i)
N and d
(i)
N (resp.) for i = 1, . . . , r. Let V be the leading
principal minor of size r of V , which we assume to be nonsingular (if it was
singular or nearly singular a permutation of the rows of U and V would be
required). The new d-vectors c
(i)
N are the columns of U V
T
and the new d-
vectors d
(i)
N are the columns of V V
−1
.
The following heuristics helps in finding the d-vectors, containing large en-
tries, to be replaced.
1. Look for indices k′ and i′ such that
|c
(i′)
k′ | = max
k,i
|c
(i)
k |.
If |c
(i′)
k′ | does not appear to be too large with respect to the most part of
|c
(i)
k |, stop.
2. Otherwise, look for the indices j such that
α∑
i=1
c
(i)
k′ d
(i)
j ≪
α∑
i=1
|c
(i)
k′ d
(i)
j |.
3. If such indices j exist, let j′ be the one corresponding to the largest gap
and consider the set I of the indices i for which the quantities |c
(i)
k′ d
(i)
j′ |
are of the same magnitude as |c
(i′)
k′ |. The set I detects the d-vectors to be
replaced. The index i′ should belong to the minor V .
4. Repeat, if it is necessary, on the d-vectors which have not been replaced.
The application of this heuristics in the experiments has shown its effective-
ness in reducing the largest components of the d-vectors. Its cost is of order
O(αN).
4 Levinson algorithm for Toeplitz-like matrices
Let AN be a Toeplitz-like matrix of size N and displacement rank α. We assume
that AN is known through a set of d-vectors c
(i)
N and d
(i)
N , i = 1, . . . , α. As seen
in Section 2, we have to find recursive relations for computing yn and En. They
form the basis of the generalized Levinson algorithm.
As seen in (8), yn solves the system
Anyn = −rn, (14)
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known as Yule-Walker problem. We consider α auxiliary vectors f (i)n forming a
matrix Fn
Fn =

f
(1)
1
...
f
(1)
n
...
f
(α)
1
...
f
(α)
n
 , such that AnFn = Cn. (15)
Matrix Fn satisfies a recursive relation similar to the one satisfied by xn, i.e.
Fn =
[
Fn−1
0α
]
+
1
En
[
yn−1
1
]
tTn , where t
T
n = c
T
n − s
T
n−1Fn−1. (16)
From (14) and (13) we get[
0 0Tn−1
0n−1 An−1
] [
0
yn−1
]
= −
[
0
rn−1
]
= −rn + Cn dn+1.
Using (12) and (14) we have
(
An − CnD
T
n
) [ 0
yn−1
]
= An yn + Cn dn+1,
hence
An yn = An
[
0
yn−1
]
− Cn
(
DTn
[
0
yn−1
]
+ dn+1
)
.
Using (15) we get the recursive relation for yn
yn =
[
0
yn−1
]
− Fn vn, where vn = D
T
n+1
 0yn−1
1
 . (17)
It remains to find a recursive relation for En. From (5), (14) and (13) we get
En − En−1 = an,n + s
T
n−1yn−1 − an−1,n−1 − s
T
n−2yn−2
= cTn dn + s
T
n−1yn−1 −
[
0 sTn−2
] [ 0
yn−2
]
= sTn−1
(
yn−1 −
[
0
yn−2
] )
+ cTn
(
dn +D
T
n−1
[
0
yn−2
] )
.
Using (17) we get the recursive relation for En
En = En−1 + t
T
n vn−1, (18)
where tTn is defined in (16).
A sketchy implementation of Levinson algorithm could be the following.
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Initial positions: s0 is the void vector and
E1 = c
T
1 d1, x1 =
1
E1
[
b1
]
, F1 =
1
E1
cT1 , v1 = d2, y1 = −F1 v1.
For n = 2, . . . , N − 1 compute
sTn−1 by (13),
tn and En by (16) and (18),
wn and xn by (7) and (6),
Fn by (16),
vn and yn by (17).
Finally compute tN , EN , wN and xN .
The cost of the nth step of the algorithm can be expressed in terms of the
number of multiplicative operations (M):
xn, sn−1, vn and Fn require (3α+ 1)(n− 1) M,
yn, wn/En and tn/En require (2α+ 1)n M,
En requires α M.
Summing for n = 1, . . . , N we get the multiplicative cost (5α/2+1)N2+O(N).
5 Error analysis
As it is customary, the error analysis implies that An (which in our case is
not known) is not affected by errors. But vector sn−1, which belongs to the
lower triangle of An, is effectively computed at the beginning of each step of the
algorithm. The remaining part of the algorithm relies heavily on its correctness.
In Section 5.3 a stability parameter will be introduced to take into account this
source of error.
Levinson algorithm can be seen as composed of two parts: an outer part,
which forms the framework of the algorithm and implements recursion (6) given
yn−1 and En, and an inner part, which computes yn−1 and En by using recur-
sions (17) and (18). Following this approach, the error analysis will deal first
with the computation of (6), assuming that the errors of the computed yn−1 and
En are sufficiently bounded from above. Then the conditions upon which the
computation of (17) and (18) meets these stability requirements are analyzed.
Notations:
◦ v˜ is the computed approximation of the real variable v and ∆v = v˜−v is its
absolute error. The notation is extended to vectors by setting ∆v = v˜−v
and to scalar products by setting ∆(uTv) = u˜T v˜ − uTv.
◦ ǫ is the unit roundoff of the machine.
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◦ For computed quantities the notation “fl” is used as well. According to the
standard model of floating point arithmetic, we assume that for any pair
x and y of floating point numbers and for any arithmetic operation “op”
it holds
fl(x op y) = (x op y)(1 + δop), with |δop| ≤ ǫ.
◦ Given two n × n matrices A and B and a scalar c, writing |A| ≤ |B|
means |ai,j | ≤ |bi,j | for i, j = 1, . . . , n, and |A| ≤ c means |ai,j | ≤ c for
i, j = 1, . . . , n, and analogously for vectors.
◦ The ∞ norm is used for both matrices and vectors. For short, we drop the
∞ subscript, i.e. ‖A‖ = ‖A‖∞ and ‖v‖ = ‖v‖∞. The 1-norm ‖v‖1 is also
used (always with subscript).
◦ For simplicity the term ”+O(ǫ2)” is omitted in the proofs. Consequently,
any expression of the form x y˜, where x = O(ǫ) and ∆y = O(ǫ), is replaced
by x y.
We use the following bounds, which are standard in the error analysis (the
proofs are straightforward, see for example [8], cap. 3). Two floating point
vectors u and w of size n, a floating point matrix M and two floating point
scalars p and q are given.
◦ Let z = (p− uTw)/q. The computed expression satisfies
(q + η) z˜ + (u+ θ)Tw = p, (19)
where
|η| ≤ (n+ 1) ǫ |q|+O(ǫ2
)
, |θ| ≤ (n+ 1) ǫ |u|+O(ǫ2).
If q = 1, then
z˜ = z + θ, where |θ| ≤ n ǫ
(
|z|+ |u|T |w|
)
+O(ǫ2). (20)
◦ Let z = u+ pw. The computed vector satisfies
(In+∆In)z˜ = u+p (w+θ), where |∆In| ≤ ǫ In+O(ǫ
2), |θ| ≤ ǫ |w|+O(ǫ2).
(21)
◦ Let z = u+M w. The computed vector satisfies
z˜ = z + θ, where |θ| ≤ n ǫ
(
|u|+ |M | |w|
)
+O(ǫ2). (22)
5.1 Stability of the outer part
The recursive relation (6) which forms the framework of the algorithm is based
on the block factorization (4) of the matrix An. In our case the computed
approximations of the two block triangular matrices of (4) are
P˜n =
[
An−1 0n−1
sTn−1 E˜n
]
and Q˜n =
[
In−1 −y˜n−1
0
T
n−1 1
]
, (23)
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where y˜n−1 and E˜n are the approximations of yn−1 and En obtained by Levin-
son algorithm.
The error analysis of the outer part closely mimics the one given for point
and block LU factorizations. The error of factorization (4) into the computed
factors (23) depends on the errors of E˜n and y˜n−1, in fact
P˜nQ˜n = An +Gn, where Gn =
[
On−1 −An−1∆yn−1
0
T
n−1 ∆En − s
T
n−1∆yn−1
]
. (24)
The product
Yn−1 =
n−1∏
k=1
(
1 + ‖yk‖
)
(25)
plays an important role in the stability analysis.
Theorem 1 If for any n a constant γn exists such that
‖Gn‖ ≤ γn ǫ Yn−1 ‖An‖+O(ǫ
2), (26)
the computed solution x˜n of system (2) satisfies
(An +∆An) x˜n = bn, where ‖∆An‖ ≤ νn ǫ Yn−1 ‖An‖+O(ǫ
2) (27)
and νn depends on n and γn.
Proof. The proof is by induction on n. The thesis is obviously true for n = 1
with c1 = 1. For n > 1 we proceed by analyzing the two systems solved at
each step of the algorithm. The first system to be solved is the one with the
computed matrix P˜n and right-hand side bn
P˜n zn = bn, with zn =
[
z′n
z′′n
]
, bn =
[
bn−1
bn
]
, (28)
where z′n and bn−1 are subvectors of size n− 1. Hence
An−1 z
′
n = bn−1 (29)
and
sTn−1z
′
n + E˜n z
′′
n = bn. (30)
By the inductive hypothesis the computed solution z˜′n of system (29) satisfies
(An−1 +∆An−1) z˜
′
n = bn−1, with ‖∆An−1‖ ≤ νn−1 ǫ Yn−2 ‖An−1‖,
and by (19) the computed solution z˜′′n of (30) satisfies
(sn−1 + σn−1)
T z˜
′
n + (E˜n + ζn) z˜
′′
n = bn,
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with
|σn−1| ≤ n ǫ |sn−1| and |ζn| ≤ n ǫ |En|.
Hence the computed solution z˜n of system (28) satisfies
(P˜n +∆Pn) z˜n = bn, where ∆Pn =
[
∆An−1 0n−1
σTn−1 ζn
]
. (31)
The second system to be solved is the one with the computed matrix Q˜n and
right-hand side zn
Q˜n xn = z˜n.
By (21) the computed solution x˜n satisfies
(Q˜n +∆Qn) x˜n = z˜n, where ∆Qn =
[
∆In−1 θn−1
0
T
n−1 0
]
, (32)
with
|∆In−1| ≤ ǫ In−1 and |θn−1| ≤ ǫ |yn−1|.
Substituting (32) into (31) we get
(P˜n +∆Pn) (Q˜n +∆Qn) x˜n = bn,
and from (24)
(An +∆An) x˜n = bn, where ∆An = Gn +∆PnQn + Pn∆Qn.
Since
|En| ≤ |an,n|+ ‖sn−1‖1 ‖yn−1‖,
using the previous bounds we have from (31)
‖∆PnQn‖ ≤ max
{
‖∆An−1‖ (1 + ‖yn−1‖), n ǫ
(
‖sn−1‖1 (1 + ‖yn−1‖) + |En|
)}
≤ max
{
‖∆An−1‖, 2n ǫ
(
‖sn−1‖1 + |an,n|
)}
(1 + ‖yn−1‖)
≤ νn−1 ǫ Yn−1 max
{
‖An−1‖,
(
‖sn−1‖1 + |an,n|
)}
≤ νn−1 ǫ Yn−1 ‖An‖
(we have assumed that νn−1 ≥ 2n, which is certainly true already for small
values of n). Analogously, we have from (32)
‖Pn∆Qn‖ ≤ ǫ max
{
‖An−1‖, ‖sn−1‖1
}
(1 + ‖yn−1‖) ≤ ǫ ‖An‖ (1 + ‖yn−1‖).
Finally using bound (26) we have
‖∆An‖ ≤ ‖Gn‖+ ‖∆PnQn‖+ ‖Pn∆Qn‖ ≤ ǫ (γn + νn−1 + 1)Yn−1 ‖An‖.
The thesis follows with νn = γn + νn−1 + 1. 2
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It is worth noting that, in the Toeplitz case, the quantity YN−1 on which
bound (27) depends, is strictly related to the quantity
N∏
i=1
(1 + |Ki|) arising in
the bound of Theorem 4.1 of [3].
Bound (27) suggests that large perturbations can be expected in correspon-
dence with large vectors yk. Recalling that yk = −A
−1
k rk and assuming that
‖Ak‖ ∼ ‖Ak+1‖, we have ‖yk‖ ≤ κ(Ak), where κ(Ak) is the condition number
of Ak. Hence large conditioning of intermediate leading principal minors of AN
might produce a large YN−1.
5.2 Comparison with the Gaussian Elimination
As we have seen, the outer part of the algorithm is based on the factorization
of An into a block lower triangular factor by a point upper triangular factor,
but it is interesting to find how this factorization is related to the standard
factorization of An into the product of two point triangular factors.
Lemma 2 Consider the sequences of growing size matrices defined by
Q1 =
[
1
]
, Qk+1 =
[
Qk 0k
0
T
k 1
]
Qk+1, for k = 1, . . . , n− 1,
Pk = AkQ
−1
k , for k = 1, . . . , n. (33)
Then Qn is a unit upper triangular matrix and Pn is a lower triangular matrix
with E1, . . . , En on the diagonal.
Proof. The proof is by induction on n. The thesis is obviously true for n = 1.
For n > 1 from (4) we have
Pn = AnQ
−1
n = Pn
[
Q−1n−1 0n−1
0
T
n−1 1
]
=
[
An−1 0n−1
sTn−1 En
] [
Q−1n−1 0n−1
0
T
n−1 1
]
=
[
Pn−1 0n−1
sTn−1Q
−1
n−1 En
]
which is lower triangular because of the inductive hypothesis. 2
From (33) we have the relation
An = PnQn, (34)
which shows that PnQn is the point LU factorization of An into the product of
a lower triangular factor by a unit upper triangular factor. The corresponding
method is Gaussian elimination by rows (in the following denoted by GEr)
applied without pivoting, i.e. with E1, . . . , En acting as pivots. It is well
known that the solution Gx˜n of system (2) computed by this method satisfies
(An +∆An)Gx˜n = bn, where |∆An| ≤ µn ǫ |P˜n| |Q˜n|+O(ǫ
2), (35)
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where µn is a linear function of n and the tilde indicates the computed Pn
and Qn. Hence the stability of GEr depends on how much the elements grow
during the computation of factorization (34). Since the method is applied with
no pivoting, |Q˜n| and |P˜n| can become arbitrarily large.
The pointwise bound in (35) becomes in norm
‖∆An‖ ≤ µn ǫ ‖Pn‖ ‖Qn‖+O(ǫ
2),
where ‖Pn‖ is bounded by ‖An‖ multiplied by the growth factor. Moreover in
the worst case we have
‖Qn‖ ≤ ‖Qn−1‖ ‖Qn‖ ≤ ‖Qn−1‖ (1 + ‖yn−1‖) ≤ Yn−1.
These (pessimistic!) considerations suggest that the stability of GEr, controlled
by (35), and of the outer part of Levinson method, controlled by (27), may in
certain cases be comparable. We will investigate this aspect in the numerical
experiments.
Not much more can be said about stability if AN does not enjoy special
properties that can be exploited to simplify the bounds we have found. An
important class of matrices, for which GEr without pivoting is stable, is the
class of row diagonally dominant matrices [8], Sec. 9.4.
Theorem 3 If AN has row diagonal dominance, then
(a) ‖yn‖ ≤ 1, (b) ‖Qn‖ ≤ 2, (c) ‖Q
−1
n ‖ ≤ n, (d) ‖Pn‖ ≤ n ‖An‖.
for any n.
Proof. ATn has column diagonal dominance for any n. For bound (a) see Probl.
12.5 of [8], applied to ATn partitioned as in (3). For bound (b) see Sec. 12.3.1
of [8], since from (34) we have
ATn = Q
T
n P
T
n ,
i. e. QTn is the unit lower triangular factor of the LU factorization of A
T
n . Bound
(c) follows from
Q−1n =

1 y1,1 . . . yn−1,1
1
...
. . . yn−1,n−1
1
 ,
and bound (d) follows from ‖Pn‖ ≤ ‖An‖ ‖Q
−1
n ‖. 2
In our case the verification a-priori of the diagonal dominance of AN would
be too expensive, since it would require the effective computation of the elements
by relations (13). So it is natural to turn our attention to quantities which can
be monitored simply during the computation, that is the sequence of the vectors
y˜n−1.
12
5.3 Stability parameters
The stability analysis of the outer part refers, as it is customary, to an exact
matrix AN . But we must not forget that in our case the elements of An are
not immediately available and part of a row of An, namely vector sn−1, must
be computed at each step of the algorithm. Large errors in this computation
threaten the stability of the whole method. In fact, if ∇(An) computed accord-
ing (9) changes its rank, relation (10) does not hold any more. We could even
say that if this happens, the use of Levinson algorithm is inappropriate.
The propagation of the error from vector sn−2 to the next one depends
mainly on the computation of the product Dn−1 cn. From (13) we have
sn−1 =
[
0
sn−2
]
+Dn−1 cn =
[
0
s˜n−2
]
−
[
0
∆sn−2
]
+Dn−1 cn,
and from (22) it follows that
|∆sn−1| ≤
[
0
|∆sn−2|
]
+ ǫ
(
|sn−1|+ α |Dn−1| |cn|
)
+O(ǫ2).
The larger |Dn−1| |cn| with respect to |Dn−1 cn|, the larger the propagation of
the error, which can be disastrous when a cancellation happens. This situation
can be monitored by simply comparing each computed component s˜n−1,j with
the largest |c
(i)
n | and |d
(i)
j | for i = 1, . . . , α.
Since the presence in the d-vectors of components with large absolute values
with respect to the average magnitude of the other components can be a possible
source of instability of Levinson algorithm, we introduce the parameter
βn =
‖ |Cn| |Dn|
T ‖
‖Cn DTn ‖
,
which measures the conditioning of the problem of representing matrix An in
the standard form when only the d-vectors are known. From (12) we get
‖ |Cn| |Dn|
T ‖ ≤ 2βn ‖An‖. (36)
On the other hand, we have seen in Section 3 that it is possible to replace
some or all the d-vectors. An appropriate replacement of the d-vectors, seen as
a preliminary step of the problem, can lower βn.
Also the computation of yn, performed recursively by means of (17) instead
of its definition (8), might introduce cancellation errors induced by a large error
in the computation of Fnvn. To control this form of instability we consider the
parameter
ϕn =
‖ |Fn| |vn| ‖
‖Fn vn‖
.
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From (17) we get
‖ |Fn| |vn| ‖ ≤ ϕn (‖yn−1‖+ ‖yn‖). (37)
Finally the parameter
ρn =
1
1 + ‖yn‖
∥∥∥ [ 0
yn−1
]
− yn
∥∥∥ (38)
controls the relative growth of ‖yn‖. Since
ϕn ‖Fn vn‖ = ‖ |Fn| |vn| ‖ ≤ ‖A
−1
n ‖ ‖ |Cn| |Dn+1|
T ‖ (1 + ‖yn−1‖)
≤ 2βn+1‖A
−1
n ‖ ‖An+1‖ (1 + ‖yn−1‖),
the three parameters we have introduced are tied by the following relation
ϕn ρn ≤ 2βn+1‖A
−1
n ‖ ‖An+1‖
1 + ‖yn−1‖
1 + ‖yn‖
.
5.4 Stability of the inner part
We proceed now with the analysis of the error of the inner part of the algorithm,
which concerns the computation of Fn, yn and En. This analysis has the aim
to show that bound (26), assumed in Theorem 1, can be met by Levinson
algorithm.
According to (16) the columns of Fn are computed from the columns of Cn in
the same way as the vector xn is computed from bn. Hence we can use the result
of Theorem 1, taking into account that in the present case the computations of
Fn, yn and En are intermingled. The second part of next theorem states that
the assumption made in Theorem 1 holds when Levinson algorithm is applied.
Theorem 4 Let F˜n, y˜n and E˜n be computed according (17) and (18), and let
gn be the last column of the matrix Gn defined in (24). Then
(An +∆An)F˜n = Cn, where ‖∆An‖ ≤ νn ǫ Yn−1 ‖An‖+O(ǫ
2) (39)
and
‖gn‖ ≤ γn ǫ Yn−1 ‖An‖+O(ǫ
2), (40)
where γn depends on α, n and the stability parameters.
Proof. The proof is by induction on n. The thesis is obviously true for n = 1.
For n > 1 we assume that relations (39) and (40) hold for index n and proceed
with index n+ 1.
From (40) it follows that the hypothesis of Theorem 1 holds, then for each
column f (i)n of Fn we have
(An +∆A
(i)
n ) f˜
(i)
n = c
(i)
n , where ‖∆A
(i)
n ‖ ≤ νn ǫ Yn−1 ‖An‖+O(ǫ
2),
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from which (39) follows, since the bound of ‖∆A
(i)
n ‖ does not depend on i.
To show that (40) holds we have to find a relation between the two vectors
gn =
[
−An−1∆yn−1
∆En − sn−1∆yn−1
]
and gn+1 =
[
−An∆yn
∆En+1 − sn∆yn
]
.
Using (22) from (17) we have
v˜n = fl
(
DTn+1
 0y˜n−1
1
) = DTn+1
 0y˜n−1
1
+ θn,
where
|θn| ≤ n ǫ |Dn+1|
T
 0|yn−1|
1
 , (41)
hence
∆vn = D
T
n
[
0
∆yn−1
]
+ θn. (42)
From (17) and (22) we have also
y˜n = fl
([
0
y˜n−1
]
− F˜nv˜n
)
=
[
0
y˜n−1
]
− F˜n v˜n + ηn,
with
|ηn| ≤ α ǫ
([
0
|yn−1|
]
+ |Fn| |vn|
)
. (43)
Hence
∆yn =
[
0
∆yn−1
]
−∆
(
Fn vn
)
+ ηn, (44)
and using (12) we have
An∆yn = An
[
0
∆yn−1
]
−An∆
(
Fn vn
)
+An ηn
=
[
0
An−1∆yn−1
]
+ CnD
T
n
[
0
∆yn−1
]
− An∆
(
Fnvn
)
+Anηn.
Now from (39) and (42) we have
An∆
(
Fn vn
)
= An
(
F˜n v˜n − Fn vn
)
=
(
An F˜n − Cn
)
vn +An Fn∆vn
= −∆An Fn vn + Cn
(
DTn
[
0
∆yn−1
]
+ θn
)
,
then
An∆yn =
[
0
An−1∆yn−1
]
+∆An Fn vn − Cn θn +An ηn. (45)
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From (16) and (22) we have
t˜
T
n+1 = fl
(
cTn+1 − s
T
n F˜n
)
= cTn+1 − s
T
n F˜n + τ
T
n+1,
where
|τn+1|
T ≤ n ǫ
(
|cn+1|
T + |sn|
T |Fn|
)
. (46)
Hence
∆
(
tTn+1 vn
)
= t˜
T
n+1 v˜n − t
T
n+1 vn = c
T
n+1 ∆vn − s
T
n ∆
(
Fn vn) + τ
T
n+1 vn. (47)
From (18) using (20) we have
E˜n+1 = fl
(
E˜n + t˜
T
n+1 v˜n
)
= E˜n + t˜
T
n+1 v˜n + ξn,
where
|ξn| ≤ α ǫ
(
|En+1|+ |tn+1|
T |vn|
)
, (48)
then
∆En+1 = ∆En +∆
(
tTn+1 vn
)
+ ξn.
From (44) and (47) we get
∆En+1− s
T
n ∆yn = ∆En+ c
T
n+1 ∆vn− s
T
n
( [ 0
∆yn−1
]
+ηn
)
+ τTn+1 vn+ ξn.
Using (42) and (13) we get
∆En+1−s
T
n ∆yn = ∆En−s
T
n−1 ∆yn−1+τ
T
n+1 vn+c
T
n+1 θn−s
T
n ηn+ξn. (49)
Combining (45) and (49) we get
gn+1 =
[
0
gn
]
+ ωn, (50)
where
ωn = −
[
An
sTn
]
ηn +
[
−∆An Fn vn
τTn+1vn + ξn
]
+ Cn+1 θn.
From (43) and (37) we get
‖ηn‖ ≤ α (ϕn + 1) ǫ
(
‖yn−1‖+ yn‖
)
,
from (39), (17) and (38) we get
‖∆An Fn vn‖ ≤ νn ǫ Yn−1 ‖An‖ ‖Fn vn‖ ≤ νn ǫ Yn−1 ‖An‖ ρn
(
1 + ‖yn‖
)
≤ ρnνn ǫ Yn ‖An‖,
from(46) and (48) we get
|τTn+1 vn|+ |ξn| ≤ α ǫ |En+1|+ (α + n) ǫ
(
|cn+1|
T + |sn|
T |Fn|
)
|vn|,
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and from (36) and (41) we get
‖Cn+1θn‖ ≤ 2n ǫ βn+1 ‖An+1‖
(
1 + ‖yn−1‖
)
.
Since
|En+1| ≤ ‖An+1‖
(
1 + ‖yn‖
)
,
∥∥∥∥
[
An
sTn
]∥∥∥∥ ≤ ‖An+1‖,
and
ǫ
(
|cn+1|
T + |sn|
T |Fn|
)
|vn| ≤ ǫ ‖Cn+1‖ ‖Dn+1‖
(
1 + ‖yn−1‖
)
+ǫ ϕn ‖An+1‖
(
‖yn−1‖+ ‖yn‖
)
≤ ǫ
(
2βn+1 + ϕn
)
‖An+1‖
(
‖yn−1‖+ ‖yn‖
)
,
it follows
‖ωn‖ ≤ (ρn νn + δn) ǫ Yn ‖An+1‖, where δn = 2(α+ n)(ϕn + 2βn+1). (51)
From (50) we finally get γn+1 = γn + ρnνn + δn. 2
We have thus obtained two recursive relations for the coefficient of the per-
turbation bound: from Theorem 1 we have
νn = γn + νn−1 + 1,
and from Theorem 4 we have
γn+1 = γn + ρnνn + δn.
Combining these two relations and setting δ0 = 1 we see that νn can be upper
bounded by an expression of the form
∑n−1
k=1 ckδk, where the coefficients ck are
sums of products of 1+ρh, with h > k. Hence νn can be seen as an exponential
function of all the quantities 1 + ρk with 1 ≤ k ≤ n− 1. If these quantities are
small, i.e. if the magnitudes of the vectors yk or of the differences yk−
[
0
yk−1
]
are uniformly small, we expect the base of the exponential function to be slightly
larger than 1. Actually, the experiments show that this happen.
Different representations of the same matrix An, through different Cn and
Dn, influence only the coefficient νn in bound (27) of the perturbation ‖∆An‖
and do not influence Yn−1 and ‖An‖ which do not vary. Since also ρn does
not vary, νn varies only because of the variation of βn+1 and ϕn. In Section 6
experiments will be presented to show the effects on the stability of different
representations of the same matrix An.
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6 Numerical experiments
The experiments have been conducted on a Intel Core Duo @ 3 GHz, 2GB
RAM, using double precision arithmetic. Two sets of numerical experiments
are performed in order to investigate two different sources of instability: (i) the
magnitude of yn, related to the smallness of En and to the ill-conditioning of
An, and (ii) the magnitude of CN and DN .
The matrices are generated through the d-vectors CN and DN , for different
values of the size N . In the first set the entries of CN and DN belong to the
interval [−1, 1], while in the second set a few entries of large magnitude are
allowed. The left-hand side vector bN is computed from an exact solution,
randomly generated.
We must note that the stability analysis of the outer part assumes that y˜n−1
and E˜n are computed with an error suitably bounded. Comparing the errors
produced by GEr and Levinson does not allow to separate the errors due to the
inner part from the errors due to the outer part. For this reason, in addition to
GEr, we consider an ideal hybrid method, called PQr, which employs the outer
scheme of Levinson but uses exact values of yn−1 and En (i.e. computed with
high precision).
(i) The matrices for the first set of experiments have been generated for dif-
ferent values of the displacement rank. The first α − 1 columns of both CN
and DN are randomly generated with uniform distribution between −1 and
1. The column d
(α)
N is the first canonical vector and the column c
(α)
N is the
first canonical vector multiplied by a value λ ≥ 1 which influences the diag-
onal dominance of AN . Finally CN is multiplied by 1/λ. In this way matri-
ces AN with different dominance properties and different conditioning histories
H = {κ(An), n = 1, . . . , N} are obtained. Consequently problems with differ-
ent values of ‖yn‖, for n = 1, . . . , N − 1, are dealt with. For each problem the
geometrical mean Y = N−1
√
YN−1 is considered, where YN−1 is defined in (25).
In the experiments Y varies from 1 to 10. As already noted, if matrix AN is
row diagonally dominant, then Y ≤ 2. The theoretical results of the previous
sections suggests that Y is a relevant tool to analyze the stability behaviour
of Levinson algorithm. Hence Y is taken as the independent variable in the
following graphics.
Denoting by
Rn =
‖bn −Anx˜n‖
‖x˜n‖
the relative residual at size n, each problem is solved by applying the three
methods and for each method, the last relative residual R = RN is found.
Varying bN the largest R can be taken as an experimental estimate of the
perturbation ‖∆AN‖ such that (AN +∆AN )x˜N = bN . Of course R is expected
to have a better behaviour than the bound appearing in Theorem 1. Figure 1,
which refers to a set of 400 test problems with α = 4 and N = 210, shows for
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each method the log-log plot of R as a function of Y (no substantial difference
appears in the plots for other values of α and N). The gray level of the points
characterizes the method.
We see that for small values of Y the three methods share the same good
behaviour. The performance of the methods worsens for increasing Y . The
loss of precision for Levinson is greater than for GEr and PQr. The fact that
the residuals of GEr and PQr are almost indistinguishable suggests that the
reduction of Levinson performance is mainly due to the inner part. In any case
we can say that, on average, Levinson algorithm appears less stable than GEr,
especially when Y is large, i.e. when matrix A has no diagonal dominance.
Limiting our analysis to Levinson residuals, we see that the points gather in
a cone in the log-log scale, suggesting a polynomial growth of the residuals with
respect to Y .
2 4 6 8
Y
1.´10-14
1.´10-12
1.´10-10
1.´10-8
R
Figure 1: Relative residuals R as functions of Y : the black points refer to
Levinson’s results, the middle gray points to GEr’s results, the lighter gray
points to PQr’s results.
In order to investigate how Levinson relative residuals Rn depend on ‖yn‖
varying n, let us examine in details one of the previously considered problems.
Figure 2 shows the tight relation between the behaviour of Rn (black points),
the behaviour of ‖yn‖ (light gray points) and the conditioning historyH (middle
gray points) for a typical test problem, with n increasing from 1 to 210. To put
the graphs in the same figure, the norms ‖yn‖ have been divided by 10
9 and
the condition numbers κ(An) have been divided by 10
10. Comparing the three
graphs, we see that after an initial phase where Rn, ‖yn‖ and κ(An) increase
in a regular slow way, at the 291th step there is a sudden increase of Rn, due
to an equally sudden increase of ‖yn‖ from 2.7 to 64.4 and of κ(An) from 3896
to 87014. The same phenomenon occurs again on-and-off in subsequent steps.
(ii) For the second set of experiments we generate matrices CN and DN as in
the previous case, except for the fact that different couples of d-vectors corre-
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100 200 400 600 800 1000
n
1.´10-14
1.´10-12
1.´10-10
1.´10-8
1.´10-6
Figure 2: Log plot of the relative residuals Rn(black points), ‖yn‖/10
9 (light
gray points) and κ(An)/10
10 (middle gray points) as functions of n.
sponding to the same matrix AN are obtained by allowing the columns of CN
and DN to depend on a new parameter. In this way very different values of the
stability parameters βn and ϕn occur. Figure 3 refers to a set of 400 test prob-
lems with α = 5 and N = 210, each one represented by three different couples
of CN and DN , for which the quantities 2βn+1 + ϕn of (51) can have values
of order 102, 105 or 108. The corresponding relative residuals are indicated by
lighter gray points in the first case, by middle gray points in the second case
and black points in the third case. It is evident that the relative residuals grow
with the quantity 2βn+1 + ϕn, in accord with the bound obtained in Section
5.4.
2 4 6 8
Y
1.´10-14
1.´10-12
1.´10-10
1.´10-8
1.´10-6
0.0001
R
Figure 3: Relative residuals R as functions of Y : the lighter gray points refer
to 2βn+1 +ϕn of order 10
2, the middle gray points refer to 2βn+1 +ϕn of order
105, the black points refer to 2βn+1 + ϕn of order 10
8.
To test the effectiveness of the heuristics proposed at the end of Section
3, the couples of CN and DN , related to the quantities 2βn+1 + ϕn of order
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105 and 108 in the previous experiment, have been modified by applying the
heuristics, with the aim of replacing large d-vectors with smaller ones. Then
Levinson algorithm has been applied to solve the corresponding test problems
and the relative residuals (black points in Figure 4) have been compared with
those obtained in the case with 2βn+1+ϕn ∼ 10
2 (lighter gray points in Figures
3 and 4). It is evident that the heuristics is effective in reducing the residuals.
Note that the quantities 2βn+1 + ϕn, initially of order 10
5 and 108, have been
reduced to order 101 by the application of the heuristics.
2 4 6 8
Y
1.´10-14
1.´10-12
1.´10-10
1.´10-8
R
Figure 4: Relative residuals R as functions of Y : the lighter gray points refer to
2βn+1+ϕn of order 10
2, the black points refer to the cases with 2βn+1+ϕn ≫ 10
2
whose large d-vectors have been replaced with smaller ones by the heuristics
described in Section 3.
7 Conclusions
The error analysis of the Levinson algorithm has produced an upper bound on
‖∆An‖, hence on the norm of the relative residuals. Numerical experiments
have confirmed that Rn and ‖yn‖, seen as function of n, are strictly related.
They have also shown that bound (27) is too pessimistic, especially for large
values of ‖yn‖. In fact, the residuals in actually computed problems are sig-
nificantly smaller than the quantity indicated by the bound. The empirical
comparison with GEr has shown that the residuals are of the same order of
magnitude when the norms ‖yn‖ are “sufficiently” small for any n. Point row
diagonally dominant matrices satisfy this condition. Moreover, independently
of the magnitude of ‖yn‖, the major source of numerical instability for Levinson
algorithm appears to lie in the inner part, which is highly conditioned by the
magnitude of the entries of CN and DN . A heuristics to overcome this kind of
problems has been suggested and successfully tested.
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