The notion of mean derivatives was introduced by E. Nelson in 60-th years of XX century and at the moment there are a lot of mathematical models of physical processes constructed in terms of those derivatives. The paper is devoted to investigation of stochastic dierential equations with current velocities, i.e., with Nelson's symmetric mean derivatives. Since the current velocities of stochastic processes are natural analogues of ordinary physical velocities of deterministic processes, such a research is important for investigation of models of physical processes that take into account stochastic properties. An existence of solution theorem for those equations is obtained.
needs of the so-called Nelson's stochastic mechanics (a version of quantum mechanics). Later a lot of applications of mean derivatives to some other branches of science were found. It should be pointed out that among Nelson's mean derivatives (forward, backward, symmetric and antisymmetric, etc.) the symmetric derivatives called current velocities, play the role of natural analogue of physical velocity of deterministic processes. That is why inestigation of equations with with current velocities is very important for stochastic models for many physical processes.
In this paper we investigate those equations and obtain an existence and uniqueness theorem for their solutions.
Some remarks on notations. In this paper we deal with equations and inclusions in the linear space R n , for which we always use coordinate presentation of vectors and linear operators. Vectors in R n are considered as columns. If X is such a vector, the transposed row vector is denoted by X * . Linear operators from R n to R n are represented as n × n matrices, the symbol * means transposition of a matrix (pass to the matrix of conjugate operator). The space of n × n matrices is denoted by L(R n , R n ). By S(n) we denote the linear space of symmetric n × n matrices that is a subspace in L(R n , R n ). The symbol S + (n) denotes the set of positive denite symmetric n × n matrices that is a convex open set in S(n). Its closure, i.e., the set of positive semi-denite symmetric n × n matrices, is denoted byS + (n).
Everywhere below for a set B in R n or in L(R n , R n ) the notation ∥B∥ means sup y∈B ∥y∥.
For the sake of simplicity we consider equations, their solutions and other objects on a nite time interval t ∈ [0, T ].
We use Einstein's summation convention with respect to shared upper and lower indices.
1. Preliminaries on the Mean Derivatives. Consider a stochastic process ξ(t) in R n , t ∈ [0, l], given on a certain probability space (Ω, F, P) and such that ξ(t) is L 1 -random variable for all t.
Every stochastic process ξ(t) in R n , t ∈ [0, l], determines three families of σ-subalgebras of σ-algebra F:
(i) the "past" P ξ t generated by pre-images of Borel sets in R n by all mappings ξ(s) : Ω → R n for 0 ≤ s ≤ t; (ii) the "future" F ξ t generated by pre-images of Borel sets in R n by all mappings ξ(s) : Ω → R n for t ≤ s ≤ l; (iii) the "present" ("now") N ξ t generated by pre-images of Borel sets in R n by the mapping ξ(t).
All families are supposed to be complete, i.e., containing all sets of probability 0. 
where the limit is supposed to exists in L 1 (Ω, F, P) and ∆t → +0 means that ∆t tends to 0 and ∆t > 0.
where the conditions and the notation are the same as in (i).
Note that mainly Dξ(t) ̸ = D * ξ(t), but if, say, ξ(t) a.s. has smooth sample paths, these derivatives evidently coinside.
From the properties of conditional expectation (see [5] ) it follows that Dξ(t) and D * ξ(t) can be represented as compositions of ξ(t) and Borel measurable vector elds (regressions)
Consider the vector elds
v ξ (t, x) = 1 2 (Y 0 (t, x) + Y 0 * (t, x)) and u ξ (t, x) = 1 2 (Y 0 (t, x) − Y 0 * (t, x)). Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 4. Ñ. 100106 Denition 3. v ξ (t) = v ξ (t, ξ(t)) = D S ξ(t) is called current velocity of ξ(t); u ξ (t) = u ξ (t, ξ(t)) = D A ξ(t
) is called osmotic velocity of ξ(t).
For stochastic processes the current velocity is a direct analogue of ordinary physical velocity of deterministic processes (see, e.g., [13, 8] ). The osmotic velocity measures how fast the "randomness" grows up.
Recall that Ito process is a process ξ(t) of the form
where a(t) is a process in R n whose sample paths a.s. have bounded variation;
is a Wiener process in R n ; the rst integral is the Lebesgue integral, the second one is It o integral and all integrals are well-posed.
Denition 4. An It o process ξ(t) is called a process of diusion type if a(t) and A(t)
are not anticipating with respect to P ξ t and the Wiener process w(t) is adapted to P ξ t .
If a(t) = a(t, ξ(t)) and A(t) = A(t, ξ(t)), where a(t, x) and A(t, x) are Borel measurable mappings from
, respectively, the It o process is called a diusion process.
In the latter case with Borel measurable a(t, x) and A(t, x) process ξ(t) is supposed to be a weak solution of the above equation.
Below we are dealing with smooth elds of non-degenerate linear operators A(x) :
Let ξ(t) be a diusion process in which the integrand under It o integral is of the form A(ξ(t)). Then its diusion coecient A(x)A
* (x) is a smooth eld of symmetric positive denite matrices α(x) = (α ij (x)) ((2, 0)-tensor eld on R n ). Since all these matrices are non-degenerate and smooth, there exist the smooth eld of converse symmetric and positive denite matrices (α ij ). Hence this eld can be used as a new Riemannian α(·,
Denote by ρ ξ (t, x) the probability density of random element ξ(t) with respect to the volume form dt
Lemma 1. [9, 10] Let ξ(t) satisfy the Ito equation 
(known as the equation of continuity) takes place where Div denotes the divergence with respect to Riemannian metric α(·, ·).
Following [7, 8] we introduce the dierential operator D 2 that dierentiates an L 1 random process ξ(t), t ∈ [0, T ] according to the rule
where (ξ(t + △t) − ξ(t)) is considered as a column vector (vector in R n ), (ξ(t + △t) − ξ(t)) *
is a row vector (transposed, or conjugate vector) and the limit is supposed to exists in L 1 (Ω, F, P). We emphasize that the matrix product of a column on the left and a row on the right is a matrix so that D 2 ξ(t) is a symmetric positive semi-denite matrix function on [0, T ] × R n . We call D 2 the quadratic mean derivative. Theorem 1. [7, 8] 
a(t)). In particular, if ξ(t) a diusion process, Dξ(t) = a(t, ξ(t)).
Theorem 2. [7, 8] Lemma 3. [7, 8] Let α(t, x) be a jointly continuous (measurable, smooth) mapping
Then there exists a jointly continuous (measurable, smooth, respectively) mapping
2. Main Results. As it is mentioned in Section 1, the meaning of current velocities is analogous to that of ordinary velocity for a non-random process. Thus the case of equations with current velocities is probably the most natural from the physical point of view. The system of the form
is called a rst order dierential equation with current velocities. 
Theorem 3. Let v : [0, T ] × R
n → R n be smooth and α : R n → S + (n) be smooth and autonomous (so, it determines the Riemannian metric α(·, ·) on R n , introduced in Section 1). Let them also satisfy the estimates
and for all indices ij let the elements of matrix α(x) satisfy the inequality
for some K > 0. Let ξ 0 be a random element with values in R n whose probability density ρ 0 with respect to the volume form Λ α of α(·, ·) on R n (see Section 1), is smooth and nowhere equal to zero. Then for the initial condition ξ(0) = ξ 0 equation (7) has a solution that is well posed on the entire interval t ∈ [0, T ] and unique as a diusion process. (8) is fullled, its ow g t is well posed on the entire interval t ∈ [0, T ]. By g t (x) we denote the orbit of the ow (i.e., the solution of equation x) ) with the initial condition g 0 (x) = x. Since v(t, x) is smooth, its ow is also smooth.
Proof. Since v(t, x) is smooth and estimate
Continuity equation (5) obviously can be transformed into the form
Suppose that ρ(t, x) nowhere in [0, T ] × R n equals zero. Then we can divide (11) by ρ so that it is transformed into the equation
where p = log ρ. Introduce p 0 = log ρ 0 . Show that the solution of (12) with initial condition
n and consider the function p 0 as given on the level
The orbits of its owĝ t , starting at the points of (0, R n ), have the formĝ t (0, x) = (t, g t (x)) and the ow is smooth as well as g t . Also introduce on
Notice that for any (t, x) the pointĝ −t (t, x) belongs to (0, R n ) where the function p 0 is given. Thus on the one hand (1, v)p(t, x) , the derivative of p(t, x) in the direction of (1, v) , by construction equals −Div v(t, x) . And on the other hand one can easily calculate that (1, v) p(t, x) ). Thus (12) is satised.
Notice that ρ = e p is indeed nowhere zero and so our arguments are well-posed. From the construction it follows that for a given eld α and initial density ρ 0 satisfying the hypothesis, the densities of constructed type and the smooth vector elds having compete ows, are in one-to-one correspondence. Thus after nding the density ρ (t, x) for the solution of (7), we can nd also the osmotic velocity u ξ (t, x) by formula (4), i.e., u = 1 2
Ξ. Note that u is uniquely determined by ρ and α and so the forward mean derivative of the solution is also uniquely determined by the formula a(t, x) = v(t, x) + 1 2
Ξ. From Lemma 3 and from the hypothesis of Theorem it follows that there exists smooth A(x) such that A(x)A * (x) = α(x) and the relation ∥A(t, x)∥ < K(1 + ∥x∥) holds. Then from the general theory of equations with forward mean derivatives it follows that ξ(t) having the density ρ(t, x) as above must satisfy the stochastic dierential equation
From the hypothesis and from results of [4] it follows that (13) has has a unique strong solution ξ(t) with initial density ρ Grad ρ) )dt∧Λ α . Since neither the form Λ α nor the vector led v(x) depend on t, L (1,v) 
as the Lie derivative along v of the volume form Λ α equals (Div v)Λ α (see, e.g., [6] ). Taking into account (11), we obtain L (1,v) 
