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Abstract
In this paper, we investigate the ratio of any two components of a maximal eigenvector of
a non-regular graph corresponding to its spectral radius. These results are used to present a
new upper bound for the spectral radius of a non-regular graph, which improves Stevanovic’s
bound.
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1. Introduction
Let G = (V ,E) be a simple connected graph on vertex set V = {v1, . . . , vn} and
edge set E. Let di be the degree of a vertex vi . Denote by (G) = max{di | i =
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1, 2, . . . , n} and δ(G) = min{di | i = 1, 2, . . . , n}. Let A(G) be the (0, 1) adjacency
matrix of G whose (i, j) entry is 1 if (vi, vj ) ∈ E, and 0 otherwise. The largest
eigenvalue of A(G) is called the spectral radius of G and denoted by ρ. If x =
(x1, x2, . . . , xn)T is a positive eigenvector of A(G) corresponding to ρ, x is called
a maximal eigenvector of G. In the fields of numerical analysis (for example, see
[3]) and social networks (see [8]), it is important to obtain estimates of the ratio of
components of a maximal eigenvector of G. The problem of estimating the ratio
γ = max
1i, jn
xi
xj
for a maximal eigenvector of a positive matrix has been examined theoretically in
[2,4,6]. The maximal entry of the normalized eigenvector of a graph has been inves-
tigated by Papendieck and Recht [6] and Zhao and Hong [9]. For other notations and
terminology, the reader is referred to [1].
It is well known that if G is regular and connected, then ρ =  = δ and the ratio
γ = 1, since the all one vector is a maximal eigenvector of G. It is natural to ask what
could be said for non-regular graphs. Recently, Stevanovic´ gave an upper bound for
the spectral radius of non-regular graphs. His main result is the following:
Theorem 1.1. Let G be a connected and non-regular graph of order n. Then
ρ < − 1
2n(n− 1)2 . (1)
In his last conclusion, he stated that “we do not know whether the bound in The-
orem 1.1 can be improved with respect to the power of  appearing in the fraction”.
The paper is organized as follows. In Section 2, we present a sharp lower bound
for the ration γ for non-regular graphs and characterized all extreme graphs which
attain the bound. Moreover, we compare our results with some known ones. In Sec-
tion 3, we obtain an upper bound for the spectral radius of non-regular graphs, which
improves Stevanovic’s bound.
2. Maximal eigenvectors
Throughout this paper, we always assume that G is a non-regular graph. In order
to obtain a lower bound for the ratio γ of a maximal eigenvector, we need the fol-
lowing lemma.
Lemma 2.1. Let G be a simple connected graph of order n with degree sequence
(d1, d2, . . . , dn). If x = (x1, x2, . . . , xn)T is a maximal eigenvector of G, then
ρ
n∑
i=1
xi =
n∑
i=1
dixi .
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Proof. Clearly, ρxi =∑nj=1 aij xj for i = 1, 2, . . . , n. Hence
ρ
n∑
i=1
xi =
n∑
i=1
n∑
j=1
aij xj =
n∑
j=1
djxj ,
which yields the desired result. 
Now we present a lower bound for γ .
Theorem 2.2. Let G be a simple connected and non-regular graph of order n with
degree sequence (d1, d2, . . . , dn). Denote by d¯ the average degree of G, i.e., d¯ =
1
n
∑n
i=1 di. If x = (x1, x2, . . . , xn)T is a maximal eigenvector of G, then
γ = max
1i, jn
xi
xj
 (− d¯)(ρ − δ)
(− ρ)(d¯ − δ) , (2)
with equality if and only if there exists a partition of vertex set V = V1 ∪ V2 and
positive integers 0  k <  and 0  l < δ such that each vertex in V1 is adjacent to
k and − k vertices in V1 and V2 respectively; and each vertex in V2 is adjacent to
l and δ − l vertices in V2 and V1, respectively.
Proof. Without loss of generality, we assume that x1  x2  · · ·  xn. By Lemma
2.1, we have
(− ρ)
n∑
i=1
xi = 
n∑
i=1
xi −
n∑
i=1
dixi 
n∑
i=1
(− di)xn = (− d¯)nxn. (3)
Similarly, we have
(ρ − δ)
n∑
i=1
xi =
n∑
i=1
(di − δ)xi 
n∑
i=1
(di − δ)x1 = (d¯ − δ)nx1. (4)
By (3) and (4), we have
(d¯ − δ)(− ρ)n
(
n∑
i=1
xi
)
x1  (− d¯)(ρ − δ)n
(
n∑
i=1
xi
)
xn. (5)
Hence
γ = x1
xn
 (− d¯)(ρ − δ)
(− ρ)(d¯ − δ) .
If equality in (2) holds, then equalities in (3) and (4) hold. Hence when di /=
, xi = xn and when di /= δ, xi = x1. Let V1 = {vi ∈ V | di = } and V2 = {vi ∈
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V | di = δ}. We claim that V = V1 ∪ V2. In fact, if there exists a vertex vi ∈ V \
(V1 ∪ V2), then di /=  and di /= δ. Therefore xi = xn and xi = x1, which implies
that x1 = x2 · · · = xn. So G is regular, a contradiction.
Moreover, xi = x1 for vi ∈ V1 and xi = xn for vi ∈ V2. Then x = (x1eT, xneT)T
and A(G) =
(
A11 A12
A21 A22
)
correspond to the partition of V = V1 ∪ V2, where e is
the all ones vector of appropriate size. From A(G)x = ρx, we have
x1A11e + xnA12e = ρx1e
and
x1A21e + xnA22e = ρxne.
On the other hand, A11e + A12e = e and A21e + A22e = δe. Hence
A11e = ρx1 − xn
x1 − xn e =
ργ − 
γ − 1 e ≡ ke
and
A22e = δx1 − ρxn
x1 − xn =
δγ − ρ
γ − 1 e ≡ le.
Then each vertex inV1 is adjacent to k and− k vertices inV1 andV2, respectively;
and each vertex in V2 is adjacent to l and δ − l vertices in V2 and V1, respectively.
Conversely, let ρ be the largest root of the following equation
Z2 − (k + l)Z + kl − (− k)(δ − l) = 0.
By a simple calculation, we have
(− k)(δ − l) = (ρ − k)(ρ − l). (6)
Let y = (y1eT, yneT)T and A(G) =
(
A11 A12
A21 A22
)
correspond to the partition
of V , where y1 = − k and yn = ρ − k. By some calculations and (6), we have
A(G)y = ρy. Hence y is a maximal eigenvector of G corresponding to the spectral
radius ρ. So
γ = y1
yn
= − k
ρ − k .
On the other hand, it is easy to see that |V1|(− k) = |V2|(δ − l) and
d¯ = |V1|+ |V2|δ|V1| + |V2| =
(δ − l) + δ(− k)
(δ − l) + (− k) .
From the definition of ρ, we have (ρ − δ)(ρ − k) = (− ρ)(δ − l). Hence
(− d¯)(ρ − δ)
(− ρ)(d¯ − δ) =
− k
δ − l ·
ρ − δ
− ρ =
(− k)(ρ − δ)
(ρ − δ)(ρ − k) = γ.
Hence equality in (2) holds. 
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From the Ostrowski’s result (see [5]), we can directly get the following:
Theorem 2.3. Let G be a simple connected and non-regular graph. Then
γ 
√

δ
. (7)
Proof. For the sake of completeness, we present a proof here. Without loss of gener-
ality, let x = (x1, . . . , xn)T be a maximal eigenvector of G corresponding to ρ with
x1  x2  · · ·  xn. Let dp =  and dq = δ for 1  p, q  n. By A(G)x = ρx,
we have
ρxp =
n∑
j=1
apjxj  xn (8)
and
ρxq =
n∑
j=1
aqj xj  δx1. (9)
Hence by (8) and (9),
x21
x2n
 xp
xn
· x1
xq
 
ρ
· ρ
δ
. (10)
Therefore (7) holds. 
Remark. It is interesting to characterize all extremal graphs which attain the lower
bound. But it seems to be difficult. We here consider a special case. If each vertex
of a non-regular graph has degree either  or δ ( /= δ), G is called a quasi-regular
graph.
Corollary 2.4. Let G be a simple connected and non-regular graph. If equality in
(7) holds, then ρ = √δ.
Proof. Since equality in (7) holds, three equalities in (8), (9) and (10) hold. It is easy
to see that 
ρ
= γ =
√

δ
, which yields the desired result. 
Corollary 2.5. Let G be a quasi-regular graph. Then equality in (7) holds if and
only if G is a semi-regular graph, i.e., there exists a bipartite partition of G such
that the degrees of all vertices in each partition are all the same.
Proof. Without loss of generality, we assume that x = (x1, . . . , xn)T is a maximal
eigenvector of G corresponding to the spectral radius ρ with x1  x2  · · ·  xn.
If equality in (7) holds, let V1 = {vi ∈ V |di = } and V2 = {vi ∈ V |di = δ}. Then
V1 and V2 are a partition of vertex set V , since G is quasi-regular. Further, equalities
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in (8)–(10) hold. Then xi = x1 for vi ∈ V1 and xi = xn for vi ∈ V2. Moreover, if
(vi, vj ) ∈ E and vi ∈ V1, then xj = xn. Hence G is a bipartite graph. So G is a semi-
regular graph. Conversely, Since y = (, . . . ,, δ, . . . , δ)T is a maximal eigenvec-
tor of a semi-regular graph corresponding to ρ = √δ, γ =
√

δ
. 
Remark. Now we present a graph which is not quasi-regular, but equality in (7)
still holds. Let G = (V ,E) be a graph with V = V1 ∪ V2 ∪ V3 ∪ V4 ∪ V5 ∪ V6 and
|V1| = |V2| = |V4| = 4, |V3| = 12, |V5| = 34 and |V6| = 30 whose construction is
as follows: the induced graph G[V1 ∪ V4] is a cycle of order 8, G[V1 ∪ V5] is the
complete bipartite graph with the partition V1 and V5, G[V2 ∪ V3] is the union of
four stars K1,3 with the pendent vertices belonging to V3, G[V2 ∪ V6] is the complete
bipartite graph with the partition V2 and V6, G[V3 ∪ V4] is the union of four stars
K1,3 with the pendent vertices belonging to V3, G[V3] is a 10 regular graph, G[Vi]
is a empty graph for i = 1, 2, 4, 5, 6. By a simple calculation, x = (3eT, 2eT, eT)T
conforming to the partition V1 ∪ V2, V3 and V4 ∪ V5 ∪ V6 is a maximal eigenvector
of G corresponding to the spectral radius ρ = 12. Moreover,  = 36, δ = 4. Hence
γ = 3 =
√
36
4 and ρ =
√
δ.
If G is a semi-regular graph, equalities in (2) and (7) holds by Theorem 2.2 and
Corollary 2.5. But the two lower bounds are not comparable for general graphs.
However, we have following:
Corollary 2.6. Let G be a simple connected and non-regular graph. Then (2) is
better than (7) if and only if
ρ > −
√
δ(− δ)(− d¯)√
δ(− d¯) + √(d¯ − δ) .
Proof. By a simple calculation, it is easy to get the desired result. 
We conclude this section with two graphs to illustrate that one is better than the
other.
Example. Let G1and G2 be the following two graphs (Fig. 1).
Fig. 1.
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By some simple calculations, we can see that for G1, our lower bound for the
ratio is 1.953 while Ostrowski’s bound is 2; for G2, our lower bound for ratio is 2,
while Ostrowski’s bound is 1.732.
3. Spectral radius
In this section, we use the results in the above section to give an upper bound for
the spectral radius of non-regular graphs, which improves Stevanovic’s bound with
respect to the power of  appearing in the fraction.
Theorem 3.1. Let G be a simple connected non-regular graph of order n and D be
the diameter of G. Then
ρ < − + δ − 2
√
δ
Dn
. (11)
Proof. Let x = (x1, . . . , xn) be a maximal normalized (i.e.,∑ni=1 x2i = 1) eigenvec-
tor of G corresponding to ρ. Hence
− ρ = 
n∑
i=1
x2i − xTA(G)x >
n∑
i=1
dix
2
i − 2
∑
(vi ,vj )∈E
xixj
=
∑
(vi ,vj )∈E
(xi − xj )2.
Let vp and vq be two vertices of G such that xp = max{xi |1  i  n} and xq =
min{xi |  i  n}. Then there exists a path P , vp = vt0 , vt1 , . . ., vtl = vq from vertex
vp to vq with length l  D. Then
l−1∑
i=0
|xti − xti+1 | 
l−1∑
i=0
(xti − xti+1) = (xp − xq).
From Cauchy–Schwarz inequality, we have
− ρ >
∑
(vi ,vj )∈E(P )
(xi − xj )2 
(∑l−1
i=0 |xti − xti+1 |
)2
l
 (xp − xq)
2
l
.
On the other hand, by (7), we have
γ = xp
xq

√

δ
and
xp − xq  xp − xp
√
δ

=
√
− √δ√

xp.
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Moreover,
∑n
i=1 x2i = 1 implies that xp >
√
1
n
. Therefore
− ρ > (xp − xq)
2
l
 + δ − 2
√
δ
Dn
,
which yields the desired result. 
Corollary 3.2. Let G be a simple connected and non-regular graph of order n. Then
ρ < − 2− 1 − 2
√
(− 1)
n(n − 1) . (12)
Proof. It follows from Theorem 3.1, D  n − 1 and δ  − 1, since G is non-
regular. 
Remark. By a simple calculation, it is easy to see that (12) is better than (1).
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