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Abstract
For integer valued random variables, the translated Poisson distri-
butions form a flexible family for approximation in total variation, in
much the same way that the normal family is used for approximation
in Kolmogorov distance. Using the Stein–Chen method, approxima-
tion can often be achieved with error bounds of the same order as
those for the CLT. In this paper, an analogous theory, again based on
Stein’s method, is developed in the multivariate context. The approx-
imating family consists of the equilibrium distributions of a collection
of Markov jump processes, whose analogues in one dimension are the
immigration–death processes with Poisson distributions as equilibria.
The method is illustrated by providing total variation error bounds
for the approximation of the equilibrium distribution of one Markov
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jump process by that of another. In a companion paper, it is shown
how to use the method for discrete normal approximation in Zd.
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1 Introduction
The Stein–Chen method (Chen, 1975) enables the distribution of a sum W
of indicator random variables to be approximated by a Poisson distribution
in a wide variety of circumstances. In addition, it provides an estimate of
the accuracy of the approximation, expressed in terms of the total varia-
tion distance. Such an approximation is very valuable, since it allows the
approximation of the probability P[W ∈ A] of an arbitrary subset A of Z+
by a Poisson probability, and not just of sets A with ‘nice’ properties. By
contrast, the distance classically used for quantifying normal approximation
is the Kolmogorov distance, as in the Berry–Esseen theorem, and this mea-
sures the largest difference between the probabilities of half lines. Of course,
this can easily be extended to (the unions of small numbers of) intervals,
but gives no information at all, for instance, about the probability that W
is even.
The Poisson family of distributions is, however, too restrictive to be
used as widely as the normal distribution for approximation, because mean
and variance have to be equal. Starting from the seminal paper of Pres-
man (1983), more general approximations in total variation have been de-
rived, using more flexible families. In particular, for the translated Poisson
family, the Stein–Chen method can be adapted in a natural way (Ro¨llin
2005, 2007), allowing for the possibility of treating sums of dependent in-
dicator random variables. What is more, the order of the error in total
variation approximation obtained in this way, using the translated Poisson
family (Barbour & Xia, 1999) or the discretized normal family (Fang, 2014),
need be no worse than that of the error in the normal approximation, mea-
sured using Kolmogorov distance. This represents a substantial gain in the
scope of the approximation, at relatively small cost.
In this paper, we aim for analogous results in higher dimensions, an under-
taking of considerably greater difficulty. The first step is to choose a suitable
family of reference distributions. For the Poisson distribution Po (λ), there is
a Markov jump process, the immigration–death process with constant immi-
gration rate λ and unit per capita death rate, whose equilibrium distribution
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is exactly Po (λ), and whose generator can be used as the corresponding
Stein operator (Barbour, 1988). Proceeding by analogy, we consider the
equilibrium distributions of more general Markov jump processes as possible
reference distributions. As in the Poisson case, their generators automatically
yield corresponding Stein equations (Barbour, Holst & Janson, Section 10.1).
In addition, they come with a probabilistic representation of the solutions to
the Stein equation that makes it possible to estimate the quantities needed in
exploiting the method. Although there is often no readily available exact rep-
resentation of the equilibrium distributions of Markov jump processes, they
are shown in Theorem 2.3 of Part II, under a weak irreducibility condition,
to be close in total variation to discrete multivariate normal distributions,
provided that their spread is large. In practice, this allows the discrete nor-
mal family to be used instead for approximation, without any material loss
of accuracy.
We begin with a sequence (Xn, n ≥ 1) of density dependent Markov jump
processes on Zd, where Xn has transition rates
X → X + J at rate ngJ(n−1X), X ∈ Zd, J ∈ J , (1.1)
J is a finite subset of Zd, and the functions gJ are twice continuously dif-
ferentiable on Rd. For Poisson approximation in one dimension, we take
J := {−1, 1} with g−1(x) = x and g1(x) = µ for x ∈ R, giving a family of
immigration–death processes Xn with equilibrium distributions Po (nµ); n
plays the part of the number of summands in the CLT. In higher dimensions,
the family is chosen to allow greater flexibility. We initially suppose only
that the equations
dξ
dt
= F (ξ) :=
∑
J∈J
JgJ(ξ) (1.2)
have an equilibrium point c, so that F (c) = 0; that the matrix
A := DF (c) (1.3)
has eigenvalues whose real parts are all negative, making c a strongly stable
equilibrium of (1.2); and that the symmetric matrix
σ2 := σ2(c), where σ2(x) :=
∑
J∈J
JJTgJ(x), (1.4)
is positive definite.
The process Xn has generator given by
(Anh)(X) :=
∑
J∈J
ngJ(n−1X)(h(X + J)− h(X)) (1.5)
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for bounded h : Zd → R. To approximate the distribution of a random vec-
tor W ∈ Zd in total variation by the equilibrium distribution Πn of Xn,
should it exist, a key step in using Stein’s method is to show that the expec-
tation E{Anh(W )} is small for a large class of bounded functions h. In our
theorems, we use the functions h = hf that are determined by solving the
Stein equation
(Anh)(X) = f(X) (1.6)
for h, given any bounded f : Zd → R. However, for ease of use, we replace
the operator An as Stein operator by the simpler operator
A˜nh(w) := n
2
Tr (σ2∆2h(w)) + ∆hT (w)A(w − nc), w ∈ Zd, (1.7)
where c ∈ Rd, A and σ2 are as in (1.3) and (1.4), respectively; here,
∆jh(w) := h(w + e
(j))− h(w); ∆2jkh(w) := ∆j(∆kh)(w), (1.8)
for 1 ≤ j, k ≤ d, where e(j) denotes the j-th coordinate vector. It is shown
in Theorem 4.6 that A˜n is close enough to the original operator An for our
purposes.
We also define Σ to be the positive definite symmetric solution of the
continuous Lyapounov equation
AΣ+ ΣAT + σ2 = 0; (1.9)
see, for example, Khalil (2002, Theorem 4.6, p.136). Now nΣ turns out to
be asymptotically equivalent to the covariance matrix of our approximating
distribution. For a given random vector W whose distribution we wish to
approximate, it is thus clearly a good idea to choose n, A and σ2 in such a
way that, solving (1.9), nΣ ≈ CovW . There are typically many choices of
A and σ2 that yield the same Σ as solution of (1.9), and which one is best
to use in (1.7) is usually dictated by the specific context. Having chosen
A and σ2, it is shown in Theorem 3.2 that there indeed exists a Markov
jump process Xn as in (1.1) that yields the corresponding matrices in (1.3)
and (1.4).
Even under the condition that all the eigenvalues of A in (1.3) have neg-
ative real parts, the process Xn may not have an equilibrium. However, it is
shown in Barbour & Pollett (2012, Section 4) that it has a quasi-equilibrium
close to nc, and that this is asymptotically extremely close to the equilibrium
distribution Πδn of its restriction to a nδ-ball around nc, whatever the value
of δ > 0. For technical reasons, we use balls in Rd derived from the norm
| · |Σ defined by
|Y |2Σ := Y TΣ−1Y, (1.10)
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where Σ is as defined above; we let Bδ,Σ(c) := {ξ ∈ Rd : |ξ − c|Σ ≤ δ}.
Defining
X δn(J) :=
{
X ∈ Zd : {X,X + J} ⊂ Bnδ,Σ(nc)
}
, (1.11)
we replace Xn with the process X
δ
n having transition rates
X → X + J at rate ngJδ (n−1X) :=
{
ngJ(n−1X), if X ∈ X δn(J);
0, otherwise,
(1.12)
for X ∈ Zd and J ∈ J , with δ to be chosen suitably small and positive;
broadly speaking, we choose δ so that c is a strongly attractive equilibrium
of the equations (1.2) throughout Bδ,Σ(c). Then, if
Xδn(0) ∈ B˜n,δ(c) := Zd ∩ Bnδ,Σ(nc), (1.13)
it follows that Xδn is a Markov process on the finite state space B˜n,δ(c),
and so has an equilibrium distribution; furthermore, if all states in B˜n,δ(c)
communicate, this equilibrium distribution Πδn is unique. Assumptions G3
and G4 below guarantee that this is the case: see Lemma 2.1.
Now, if Xδn ∼ Πδn, it follows by Dynkin’s formula and because each
set X δn(J) is bounded that E{Aδnh(Xδn)} = 0 for all functions h : Zd → R,
where
Aδnh(X) := n
∑
J∈J
gJδ (n
−1X){h(X + J)− h(X)}, X ∈ Zd. (1.14)
The essence of Stein’s method for total variation approximation is to find a
function hB = h
δ
B,n that solves the equation
AδnhB(X) = 1lB(X)− Πδn{B}, X ∈ B˜n,δ(c), (1.15)
for each B ⊂ B˜n,δ(c). Then, if W is any random element of Zd and B ⊂
B˜n,δ(c), it follows that
P[W ∈ B]− Πδn{B} = E{(1lB(W )− Πδn{B})I[W ∈ B˜n,δ′(c)]}
−Πδn{B}P[W /∈ B˜n,δ′(c)],
for any δ′ ≤ δ, so that
dTV(L(W ),Πδn) ≤ sup
B⊂B˜n,δ(c)
|E{AδnhB(W )I[W ∈ B˜n,δ′(c)]}|+P[W /∈ B˜n,δ′(c)].
(1.16)
Showing that L(W ) is close to Πδn in total variation thus reduces to showing
that the right hand side of (1.16) is small. Bounding the probability P[W /∈
5
B˜n,δ′(c)] typically involves direct estimates, such as Chebyshev’s inequality.
Thus the main effort goes into bounding |E{AδnhB(W )}|.
In order to extract the essential parts of E{AδnhB(W )}, we expand the ex-
pression for AδnhB(X), using Newton’s expansion. To control the remainders
in the expansion, we need to be able to control the magnitudes of the first
and second differences ∆jhB(X) and ∆
2
jkhB(X) for 1 ≤ j, k ≤ d. We obtain
bounds for these, given in Theorem 4.1, within a ball |X−nc|Σ ≤ nδ/4, for δ
small enough. They are derived using the explicit representation
hB(X) := h
δ
B,n(X) = −
∫ ∞
0
(P[Xδn(t) ∈ B |Xδn(0) = X ]− Πδn{B}) dt,
(1.17)
(see Kemeny & Snell (1960, Theorem 5.13(d); 1961, Equation (9))), and
depend on careful analysis of the Markov process Xδn. This is carried out in
Sections 2 and 3. For the remainders in the expansion of E{AδnhB(W )} to be
small, we also need to know that dTV(L(W ),L(W + e(j))) is small for each
1 ≤ j ≤ d, and that E|W − nc|2Σ ≤ vn for some constant v. This is true if
W ∼ Πδn, as is shown in Proposition 5.2, but needs to be proved separately
for any W that is to be approximated by Πδn.
As a result of these considerations, provided that dTV(L(W ),L(W+e(j)))
is small for each 1 ≤ j ≤ d and that E|W − nc|2Σ ≤ vn, we shall have shown,
for suitable δ > 0, that E{AδnhB(W )Iδn(W )} is close to E{A˜nhB(W )Iδn(W )},
where Iδn(X) := I[|X − nc|Σ ≤ nδ/3] and A˜n is as in (1.7). Hence, for any
integer valued random vector W such that E{A˜nhB(W )Iδn(W )} is uniformly
small for all B ⊂ B˜n,δ(c), dTV(L(W ),L(W+e(j))) is small for each 1 ≤ j ≤ d,
P[W /∈ B˜n,δ′(c)] is small, and E|W − nc|2Σ ≤ vn, it follows from (1.16) that
dTV(L(W ),Πδn) is small. The precise statement of this conclusion, giving a
set of quantities that bound dTV(L(W ),Πδn) for an arbitrary integer valued
random d-vector W , is presented in Theorem 4.8. An application is given in
Section 5.
2 The analysis of Xδn: general processes
2.1 Main assumptions
The main arguments of the paper are based on the analysis of a sequence
of Markov jump processes Xn, whose transition rates are given in (1.1). For
some δ0 > 0, we make the following assumptions.
Assumption G0. The equations (1.2) have an equilibrium c; thus F (c) = 0.
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Assumption G1. All eigenvalues of the matrix A := DF (c) have negative
real parts.
Assumption G2. For each J ∈ J , the function gJ is of class C2 in the
Euclidean ball Bδ0(c) := {x : |x− c| ≤ δ0}.
Assumption G3. There exists ε0 > 0 such that
inf
x∈Bδ0 (c)
gJ(x) ≥ ε0gJ(c) =: µJ0 > 0, J ∈ J .
Assumption G4. For each unit vector e(j) ∈ Rd, 1 ≤ j ≤ d, there exists a
finite sequence of elements J
(j)
1 , . . . , J
(j)
r(j) of J such that
e(j) =
r(j)∑
l=1
J
(j)
l .
For d-vectors, we use | · | to denote the Euclidean norm, | · |1 to denote
the ℓ1-norm, and |X|Σ to denote |Σ−1/2X|. For a d× d matrix B, we define
the spectral norm
‖B‖ := sup
y∈Rd : |y|=1
|By|,
and use ‖B‖1 to denote
∑d
i=1
∑d
j=1 |Bij|. Note that, for any d-vector b and
d× d matrix B, the inequalities
d−1|b|1 ≤
√
d−1bT b and d−2‖B‖1 ≤
√
d−2Tr (BTB) ≤
√
d−1‖B‖2
yield
|b|1 ≤ d1/2|b| and ‖B‖1 ≤ d3/2‖B‖. (2.1)
For a d×d positive definite symmetric matrixM , we write λ¯(M) for d−1Tr (M),
λmin(M) and λmax(M) for its smallest and largest eigenvalues, respectively,
and ρ(M) := λmax(M)/λmin(M) for its condition number; we use Sp
′(M) to
denote the triple (λ¯(M), λmin(M), λmax(M)).
For a real function h : Zd → R, we define
‖∆h(X)‖∞ := max
1≤i≤d
|∆ih(X)|; ‖∆2h(X)‖∞ := max
1≤i,j≤d
|∆ijh(X)|.
For any a > 0, we then set
‖h‖a,∞ := max{|h(X)| : X ∈ Zd, |X − nc| ≤ a};
‖∆h‖a,∞ := max{‖∆h(X)‖∞ : X ∈ Zd, |X − nc| ≤ a}; (2.2)
‖∆2h‖a,∞ := max{‖∆2h(X)‖∞ : X ∈ Zd, |X − nc| ≤ a},
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for c as above. For g : Rd → R twice differentiable, we set
‖D2g(x)‖ := lim sup
t→0
sup
y : |y|=1
t−1|Dg(x+ ty)−Dg(x)|,
where D denotes the differential operator. We then define the quantities
L0 := max
J∈J
|gJ |δ0
gJ(c)
; L1 := max
J∈J
|DgJ |δ0
gJ(c)
; L2 := max
J∈J
‖D2gJ‖δ0
gJ(c)
, (2.3)
finite in view of Assumptions G2 and G3, where ‖H‖δ := supx∈Bδ(c) ‖H(x)‖,
for any vector- or matrix-valued function H and for any choice of norm ‖ · ‖.
We also define
Λ :=
∑
J∈J g
J(c)|J |2 = Tr (σ2); γ := ∑J∈J gJ(c)|J |3;
Jmax := maxJ∈J |J |; JΣmax := maxJ∈J |Σ−1/2J |;
σ2Σ := Σ
−1/2σ2Σ−1/2; α1 := 12λmin(σ
2
Σ);
Λ := λ¯(σ2) = d−1Λ; γ¯ := d−3/2γ; µ∗ := minJ∈J µJ0 ,
(2.4)
where σ2 is defined in (1.4), and Σ in (1.9). In the sections that follow, we
establish many bounds that depend on these basic parameters. They are
mainly expressed as continuous functions of the elements of the set
K := {L0, L1, L2, ε0, Sp′(σ2/Λ), Sp′(Σ), d−1Jmax, ‖A‖/Λ, Λ/µ∗, δ0},
(2.5)
and, with slight abuse of notation, are said to belong to the set K. If they are
also continuous functions of another parameter, such as δ, they are said to
belong to K(δ). The Λ-factors ensure that the quantities remain invariant if
all the transition rates gJ are multiplied by the same constant. In particular,
constants of the form κi and Ki belong to K, and the implied constants in
any order expressions also belong to K.
The d-dependence in λ¯(σ2) and d−1Jmax is put in to ensure that the
quantities do not automatically have to grow with the dimension d. It is
chosen in this way for the latter in view of Lemma 3.1, and for the former
by comparison with σ2 = I. In order to avoid many provisos in the bounds,
we shall assume throughout that d ≤ n1/4, which is ultimately no restriction,
since our bounds are typically of no use unless d is rather smaller than n1/7.
We note two immediate consequences of Assumptions G3 and G4.
Lemma 2.1. Assumptions G3 and G4 imply that σ2 is positive definite, and
that, for any δ > 0, there exists n2.1(δ) < ∞ such that the process Xδn is
irreducible on B˜n,δ(c), defined in (1.13), as long as n ≥ n2.1(δ).
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Proof. For the first statement, if xTσ2x = 0, then xTJ = 0 for all J ∈ J ,
because of Assumption G3. This, from Assumption G4, implies that xT e(j) =
0 for all 1 ≤ j ≤ d, so that x = 0.
For the second statement, setting rmax := max1≤j≤d r(j), it is immediate
that, under the transitions for the Markov process Xδn, the states X and X±
e(j) communicate, for all 1 ≤ j ≤ d, as long as |X − nc|Σ < nδ − rmaxJΣmax.
Hence, starting from an X with |X − nc|Σ ≤ max1≤j≤d |e(j)|Σ, it follows that
all states X with |X − nc|Σ < nδ − rmaxJΣmax intercommunicate.
For the remainder, we note that, because the set J is finite, the infimum
infu∈Rd : |u|Σ=1minJ∈J u
TΣ−1J is attained at some u∗. Then minJ∈J uT∗Σ
−1J ≥
0 together with F (c) = 0 would imply that uT∗Σ
−1J = 0 for all J ∈ J ; and
this is impossible, as argued above. Hence there exists k∗ > 0 such that, for
all u with |u|Σ = 1, minJ∈J uTΣ−1J < −k∗; without loss of generality, we
can also take k∗ ≤ 1.
Taking any X with |X − nc|Σ ≤ nδ, write X − nc = xu, for u ∈ Rd with
|u|Σ = 1 and x ≥ 0. Then, noting that
√
1− y ≤ 1 − y/2 in 0 ≤ y ≤ 1, we
have
min
J∈J
|X + J − nc|Σ = min
J∈J
{
|X − nc|2Σ + 2(X − nc)TΣ−1J + |J |2Σ
}1/2
≤ x
{
1− 2x−1k∗ + x−2{JΣmax}2
}1/2
≤ x− k∗/2,
provided that x ≥ max{k∗, {JΣmax}2/k∗}. Thus each state with |X−nc|Σ ≤ nδ
communicates with some state X ′ for which |X ′ − nc|Σ ≤ |X − nc|Σ − k∗/2,
and hence, repeating this step, with one such that |X−nc|Σ < nδ−rmaxJΣmax.
Combining these results, we see that Xδn is irreducible, provided that
n ≥ n2.1(δ) := δ−1
{
(rmax+1)J
Σ
max+max{k∗,{JΣmax}2/k∗}
}
.
If Assumption G4 is not satisfied, then the lattice generated by the jumps
in J is a proper sub-lattice of Zd.
2.2 Xδn stays close to nc
In this section, we show that, whatever its initial value Xδn(0), the process X
δ
n
rapidly gets close to nc. Thereafter, it remains close to nc with high prob-
ability for a very long time. To formulate our results, we define the hitting
times
τ δn(η) := inf{u ≥ 0: |Xδn(u)− nc|Σ ≥ nη};
τ˜ δn(η) := inf{u ≥ 0: |Xδn(u)− nc|Σ ≤ nη}, (2.6)
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for any 0 < η ≤ δ ≤ δ0.
We begin by establishing some Lyapunov–Foster–Tweedie drift condi-
tions, showing that Xδn has a strong tendency to drift towards nc in the | · |Σ
norm.
Lemma 2.2. Let Xn be a sequence of Markov jump processes, whose transi-
tion rates are given in (1.1), and such that Assumptions G0–G4 are satisfied.
Define
h0(X) := (X − nc)TΣ−1(X − nc) = |X − nc|2Σ;
hθ(X) := exp{n−1θh0(X)}, θ > 0.
Then there exist positive constants K2.2, δ2.2 and θ1 in K and δ′2.2(d) ∈
K(d) such that, for any δ ≤ min{δ2.2, δ′2.2(d)} and any X ∈ B˜n,δ(c) with
|X − nc|Σ ≥ K2.2
√
nd, we have
Aδnh0(X) ≤ −α1h0(X); Aδnhθ(X) ≤ −12n−1α1θh0(X)hθ(X), 0 < θ ≤ θ1;
for the latter inequality, we also require that n ≥ n2.2 ∈ K. The quantities
K2.2, δ2.2, δ
′
2.2(d) and θ1 are given in (2.12), (2.14) and (2.19).
Proof. It is immediate that, for the above choice of h0,
h0(X + J)− h0(X) = JTΣ−1(X − nc) + (X − nc)TΣ−1J + JTΣ−1J.
Multiplying by ngJδ (x), where x := n
−1X , and adding over J , we have
Aδnh0(X) = n{F (x)TΣ−1(X − nc) + (X − nc)TΣ−1F (x) + Tr (Σ−1σ2(x))},
(2.7)
as long as |X − nc|Σ < nδ − JΣmax, where F is as defined in (1.2), and σ2 as
in (1.4). For |X − nc|Σ ≥ nδ − JΣmax, the truncation (1.12) may change this
expression: see below. Now, using (2.3), for x, y ∈ Bδ0(c), we have
|F (x)− F (y)− A(x− y)| ≤ 1
2
∑
J∈J
|J |gJ(c)L2|x− y|{|x− y|+ 2|y − c|}
≤ ΛL2|x− y|{|x− y|+ |y − c|}. (2.8)
Substituting (2.8), with y = c, into (2.7), and using (1.9), we have
Aδnh0(X) ≤ −(X − nc)TΣ−1σ2Σ−1(X − nc) + nTr (Σ−1σ2(x))
+ 2ΛL2n
−1‖Σ−1/2‖ |X − nc|2 |X − nc|Σ. (2.9)
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Using the inequalities
(X − nc)TΣ−1σ2Σ−1(X − nc) ≥ λmin(σ2Σ) |X − nc|Σ;
λmin(Σ) |X − nc|2Σ ≤ |X − nc|2 ≤ λmax(Σ) |X − nc|2Σ, (2.10)
it first follows that (X − nc)TΣ−1σ2Σ−1(X − nc) ≥ 2α1|X − nc|2Σ. Then
nTr (Σ−1σ2(x)) ≤ nL0Tr (σ2Σ) ≤ 12α1|X − nc|2Σ (2.11)
if |X − nc|Σ ≥ K2.2
√
nd, where
K22.2 :=
2L0
dα1
Tr (σ2Σ) ≤ 4L0ρ(σ2)ρ(Σ), (2.12)
since (1/2dα1)Tr (σ
2
Σ) ≤ ρ(σ2Σ) ≤ ρ(σ2)ρ(Σ). Finally,
2ΛL2n
−1‖Σ−1/2‖ |X − nc|2 |X − nc|Σ ≤ 12α1|X − nc|2Σ (2.13)
if |X − nc|Σ ≤ n min{δ2.2, δ′2.2(d)}, where
δ2.2 :=
δ0√
λmax(Σ)
; δ′2.2(d) :=
1
d
α1
√
λmin(Σ)
4ΛL2λmax(Σ)
. (2.14)
This proves the first part of the lemma for all X such that |X − nc|Σ <
nδ − JΣmax.
If nδ − JΣmax ≤ |X − nc|Σ ≤ nδ, we may have gJ(n−1X) > gJδ (n−1X) = 0
for some J . However, from the definition of h0, these J represent transitions
for which h0(X+J)−h0(X) > 0, and replacing gJ(n−1X) by zero makes the
value of Aδnh0(X) even smaller than that given in (2.7), and hence preserves
the inequality (2.9).
For the second part, taking δ ≤ δ2.2, we note that ex − 1 ≤ x + x2 in
x ≤ 1. Now, for JΣmax ≤ nδ2.2 and |X − nc|Σ ≤ nδ2.2, we have
θ
n
|h0(X + J)− h0(X)| ≤ θ
n
{2JΣmax |X − nc|Σ + (JΣmax)2} ≤ 3θJΣmaxδ2.2,
and JΣmax ≤ nδ2.2 if n ≥ (d−1JΣmax/δ2.2)4/3 =: n2.2, because n ≥ d4. Hence
it follows that n−1θ|h0(X + J) − h0(X)| ≤ 1 for all X ∈ B˜n,δ(c), if θ ≤ θ1,
n ≥ n2.2 and
θ1J
Σ
maxδ2.2 ≤ 1/3; (2.15)
note that then dθ1 ∈ K. Then, for X such that |X − nc|Σ < nδ − JΣmax, and
with x := n−1X ,
Aδnhθ(X) = nhθ(X)
∑
J∈J
gJ(x)
{
en
−1θ(h0(X+J)−h0(X)) − 1}.
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Hence, if |X − nc|Σ < nδ − JΣmax, we have
n
∑
J∈J
gJ(x)
{
en
−1θ(h0(X+J)−h0(X)) − 1}
≤ n−1θAδnh0(X) + n
∑
J∈J
gJ(x)n−2θ2|h0(X + J)− h0(X)|2.
Since
|h0(X + J)− h0(X)|2 ≤ {2|X − nc|Σ|J |Σ + |J |2Σ}2
≤ |J |2Σ(8|X − nc|2Σ + 2(JΣmax)2),
it follows in turn that, if δ ≤ min{δ2.2, δ′2.2(d)}, then
n
∑
J∈J
gJ(x)
{
en
−1θ(h0(X+J)−h0(X)) − 1}
≤ −n−1θα1h0(X) + 2n−1θ2L0Tr (σ2Σ){4h0(X) + (JΣmax)2},
if θ ≤ θ1. But now, if θ1 is also chosen so that
8dθ1L0λmax(σ
2
Σ) ≤ 14α1 = 18λmin(σ2Σ), (2.16)
we have 8θ2L0Tr (σ
2
Σ)h0(X) ≤ 14θα1h0(X), and if
2dθ1L0λmax(σ
2
Σ) (J
Σ
max)
2 ≤ 1
4
α1 dK
2
2.2, (2.17)
and |X − nc|Σ ≥ K2.2
√
nd, we have 2θ2L0Tr (σ
2
Σ)(J
Σ
max)
2 ≤ 1
4
θα1h0(X) also,
so that then
n
∑
J∈J
gJ(x)
{
en
−1θ(h0(X+J)−h0(X)) − 1} ≤ −1
2
n−1α1θh0(X). (2.18)
Note that (2.15), (2.16) and (2.17) are satisfied by choosing
dθ1 = min{1/(3d−1JΣmaxδ2.2), 1/(64L0ρ(σ2)ρ(Σ)), 1/4(d−1JΣmax)2} ∈ K,
(2.19)
since we assume that n ≥ d4. As for the first part, if nδ−JΣmax ≤ |X−nc|Σ ≤
nδ, the inequality (2.18) is still true, completing the proof of the second
statement of the lemma.
Remark 2.3. If the functions gJ are linear within Bδ0,Σ, then L2 = 0, and
we can take min{δ2.2, δ′2.2(d)} = δ2.2 = δ0/
√
λmax(Σ).
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The first of the drift inequalities in Lemma 2.2 is now used to show
that Xδn quickly reaches even small balls around nc, if δ ≤ min{δ2.2, δ′2.2(d)}.
Lemma 2.4. Let Xn be a sequence of Markov jump processes, whose transi-
tion rates are given in (1.1), and such that Assumptions G0–G4 are satisfied.
Let α1 be as in (2.4) and K2.2, δ2.2 and δ
′
2.2(d) as in Lemma 2.2. Then, if
δ ≤ min{δ2.2, δ′2.2(d)} and η > max{K2.2
√
d/n, 2n−1JΣmax}, we have
P[τ˜ δn(η) > t |Xδn(0) = X0] ≤ 4(nη)−2|X0 − nc|2Σ e−α1t.
Proof. As before, let h0(X) := |X−nc|2Σ, and define M0(t) := h0(Xδn(t))eα1t.
Then it follows from the first part of Lemma 2.2, by a standard argument,
that M0(t ∧ τ˜ δn(K2.2
√
d/n)), t ≥ 0, is a non-negative supermartingale with
respect to the filtration FXδn :=(FXδnt , t ≥ 0) generated by Xδn. This implies
that
(nη − JΣmax)2E
{
eα1τ˜
δ
n(η)1l{τ˜ δn(η) ≤ t} |Xδn(0) = X0
}
≤ E{M0(t ∧ τ˜ δn(η)) |Xδn(0) = X0} ≤ h0(X0),
since h0(X
δ
n(τ˜
δ
n(η))) ≥ (nη − JΣmax)2, because the jumps of Xδn are bounded
in Σ-norm by JΣmax. Letting t→∞, we have
E
{
eα1 τ˜
δ
n(η) |Xδn(0) = X0
} ≤ { |X0 − nc|Σ
nη − JΣmax
}2
.
The lemma now follows immediately.
The second drift inequality in Lemma 2.2 implies that the process Xδn
takes a long time to get far away from neighbourhoods of nc. For use in
what follows, we define
ψ(n) := 4
√
logn
(dθ1)n3/4
and ψ−1(η) := min{n ≥ 4: ψ(n) ≤ η}. (2.20)
Lemma 2.5. Let Xn be a sequence of Markov jump processes, whose transi-
tion rates are given in (1.1), and such that Assumptions G0–G4 are satisfied.
Then there exists K2.5 ∈ K such that, for all η ≤ δ ≤ min{δ2.2, δ′2.2(d)}
and for θ1 as in Lemma 2.2, we have
P[τ δn(η) ≤ t |Xδn(0) = X0] ≤ (nK2.5Λt+ exp{n−1θ1|X0 − nc|2Σ})e−nθ1η
2
,
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if n ≥ n2.2. In particular, for any δ ≤ min{δ2.2, δ′2.2(d)}, for any η ≤ δ, and
for any T > 0, there exists n2.5(T ) ∈ K(ΛT ) such that, for all |X0 − nc|Σ ≤
nη/2 and t ≤ T , we have
P[τ δn(3η/4) ≤ t |Xδn(0) = X0] ≤ 2n−4,
as long as n ≥ max{n2.5(T ), ψ−1(η)}. The quantities K2.5 and n2.5(T ) are
defined in (2.22) and (2.23), respectively.
Proof. It follows from the second part of Lemma 2.2 that, for 0 ≤ θ ≤ θ1,
Mθ(t) := hθ(X
δ
n(t))−Hθ
∫ t
0
1l{|Xδn(s)− nc|Σ ≤ K2.2
√
nd} ds
is an FXδn-supermartingale, where
Hθ := max
X∈Zd : |X−nc|Σ≤K2.2
√
nd
Aδnhθ(X).
Clearly, recalling n ≥ d4, Hθ is bounded by
n
∑
J∈J
‖gJ‖δ0 exp{n−1θ[K2.2
√
nd+ JΣmax]
2} ≤ nΛK2.5, (2.21)
for
K2.5 := L0 exp{θ1[K2.2 + d−1JΣmax]2} ∈ K. (2.22)
By the optional stopping theorem, applied to Mθ(min{t, τ δn(η)}), it thus fol-
lows that
enθη
2
P[τ δn(η) ≤ t |Xδn(0) = X0]− nΛK2.5t ≤ exp{n−1θ|X0 − nc|2Σ},
proving the first claim. The second follows for n ≥ max{n2.5(T ), ψ−1(η)},
where
n2.5(T ) := max{K2.5ΛT, n2.2}, (2.23)
since, for such choices of n,
nK2.5ΛT ≤ n9/4 ≤ n4 ≤ enθ1η
2/4, and thus e−5nθ1η
2/16 ≤ n−4.
3 The analysis of Xδn: elementary processes
In this section, we conduct a more detailed analysis of the Markov jump pro-
cesses Xδn. The results that follow are used to bound the solution to the Stein
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equation (1.15) and its differences, using the representation given in (1.17);
this is an essential step in proving our approximation theorem. In order to
find Markov jump processes that yield a given pair A, σ2, we only need to
consider ones whose transition rates satisfy more restrictive conditions than
Assumptions G0–G4; we refer to them as elementary (sequences of) pro-
cesses. Since this simplifies some of the coming arguments, we conduct them
within the context of elementary processes, though analogous results hold
under the previous assumptions: see Remark 6.4. We retain Assumptions
G0 and G1, replacing the remainder with the Assumptions S2–S4 below.
Assumption S2. The set J contains the vectors {±e(j), 1 ≤ j ≤ d}.
Assumption S3. The transition rates gJ(x) are constant in Bδ0(c), for all
J ∈ J \ {e(j), 1 ≤ j ≤ d}.
Assumption S4. For 1 ≤ j ≤ d, ge(j)(x) is linear and satisfies ge(j)(x) ≥
1
2
ge
(j)
(c) in x ∈ Bδ0(c).
Defining I(j) := {i : 1 ≤ i ≤ d, Aij 6= 0}, 1 ≤ j ≤ d, we write
g(j) := g−e
(j)
(c), G(j) :=
∑
i∈I(j)
ge
(i)
(c), g∗ := min
1≤j≤d
(g(j) ∧G(j)), (3.1)
observing that G(j) ≤ Λ, 1 ≤ j ≤ d. We retain the definitions (2.3), noting
that, for elementary processes, L2 = 0 and that L0 ≤ 3/2, and that ε0 as
defined in Assumption G3 can be taken to be 1/2. As observed in Remark 2.3,
since L2 = 0, we have
min{δ2.2, δ′2.2(d)} = δ2.2 = δ0/
√
λmax(Σ)
for the upper bound on δ in Lemma 2.2. We also define
n(3.2) := max
{
(5(d−1JΣmax)max{1,
√
dθ1})8/3, n2.5(1/g∗)
}
∈ K. (3.2)
After some work, it follows from the definitions of ψ and n(3.2), and because
d4 ≤ n, that n ≥ max{n(3.2), ψ−1(δ)} implies that
δ ≥ 20n−3/4(d−1JΣmax) ≥ 20JΣmax/n; (3.3)
these inequalities are used later.
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3.1 Any c, A and σ2 can be associated with an elemen-
tary process
In this section, we relate the generator A˜n, defined using an arbitrary choice
of c, A and σ2, to the generator Aδn of an elementary process. The main
difficulty is to match σ2, overcome by using Tropp (2015, Theorem 1.1).
Lemma 3.1. Let σ2 be any d×d covariance matrix with positive eigenvalues
λ1 ≥ λ2 ≥ . . . ≥ λd > 0. Then σ2 can be represented in the form
σ2 =
∑
J∈J
g˜(J)JJT ,
for a finite set J ∈ Zd such that e(i) ∈ J , 1 ≤ i ≤ d, such that J ∈ J implies
that −J ∈ J , with g˜(−J) = g˜(J), and such that
max
J∈J
max
1≤i≤d
|Ji| ≤ 1 + 12
√
2(d− 1)ρ(σ2).
Furthermore, g˜(e(i)) ≥ 1
4
λd for each 1 ≤ i ≤ d.
Proof. Write λ0 :=
1
2
λd =
1
2
λmin(σ
2), so that σ2−λ0I is positive definite, and
has condition number ρ(σ2−λ0I) ≤ 2ρ(σ2). By Theorem 1.1 of Tropp (2015),
we can write
σ2 − λ0I =
∑
J∈J1
γ(J)JJT ,
where the set J1 is finite, γ(J) > 0 for each J ∈ J1, and the vectors J have
integer coordinates with |Ji| ≤ 1 + 12
√
(d− 1)ρ(σ2 − λ0I). Note that the
same covariance matrix is obtained if γ(J)JJT is replaced by 1
2
γ(J){JJT +
(−J)(−J)T }, which we do, expanding the set J1 if necessary. Writing λ0I =∑d
i=1
1
2
λ0{e(i)(e(i))T + (−e(i))(−e(i))T}, and taking J = J1 ∪ {±e(i), 1 ≤ i ≤
d}, the lemma follows.
Fitting A and c as well, in such a way that Assumptions G0–G1 and
S2–S4 are all satisfied, is now easy.
Theorem 3.2. For any c ∈ Rd, A whose eigenvalues all have negative real
parts, and positive definite σ2, there exists a sequence of elementary processes
having F (c) = 0, DF (c) = A and σ2 given by (1.4). For these processes,
defining δ0 := λmin(σ
2)/(8‖A‖) and Λ := λ¯(σ2), we have ε0 ≥ 1/2 in As-
sumption S4, and the quantities in K are all bounded by continuous functions
of ‖A‖/Λ and the elements of Sp′(σ2/Λ) and Sp′(Σ).
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Proof. Represent σ2 as in Lemma 3.1. For J ∈ J , define
gJ(x) :=
{
g˜(J), if J ∈ J \ {e(i), 1 ≤ i ≤ d};
g˜(J) + (A(x− c))i, for J = e(i), 1 ≤ i ≤ d.
With these functions gJ , we have σ2 =
∑
J∈J g
J(c)JJT and, writing F (x) :=∑
J∈J Jg
J(x), we also have F (c) = 0 and DF (c) = A; define γ¯(σ2) :=
d−3/2
∑
J∈J g
J(c)|J |3.
Now all the transition rates gJ(x) are constant in x, except for J = e(i),
1 ≤ i ≤ d, when they are linear. For ge(i), we have
ge
(i)
(x)
ge(i)(c)
=
g˜(e(i)) + (A(x− c))i
g˜(e(i))
,
and this is at least 1/2 if
|x− c| ‖A‖ ≤ 1
8
λmin(σ
2) ≤ 1
2
g˜(e(i)),
which is in turn true if |x− c| ≤ δ0, so that we can take ε0 = 1/2. The same
calculation shows that L0 ≤ 3/2, and it is also immediate, from Lemma 3.1,
that
L1 ≤ 2‖A‖/ min
1≤i≤d
g˜(e(i)) ≤ 4‖A‖/λmin(σ2);
Λ/g∗ ≤ λ¯(σ2)/ min
1≤i≤d
g˜(e(i)) ≤ 4ρ(σ2/λ¯(σ2)); (3.4)
d−1/2γ¯(σ2)/Λ ≤
√
1 + ρ(σ2/λ¯(σ2)). (3.5)
Finally, again from Lemma 3.1,
d−1Jmax ≤ d−1
{
d
(
1 + 1
2
√
2(d− 1)ρ(σ2))2}1/2 ≤ 1 +√1
2
ρ(σ2/λ¯(σ2)).
(3.6)
Hence, for this choice of δ0, the quantities in K are all bounded by continuous
functions of ‖A‖/Λ and the elements of Sp′(σ2/Λ) and Sp′(Σ).
3.2 The dependence of L(Xδn(U)) on Xδn(0)
We first show that the distribution L(Xδn(U) |Xδn(0) = X) does not change
too much if the initial condition is slightly altered. The argument is based
on that for one-dimensional processes given in Socoll & Barbour (2010). We
begin by bounding differences of the form
E{f(Xδn(U)) |Xδn(0) = X − e(j)} − E{f(Xδn(U)) |Xδn(0) = X},
and then prove a sharper bound on second differences.
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Theorem 3.3. Let Xn be a sequence of elementary processes. Fix any δ <
δ2.2. Then there are constants K
j
3.3, 1 ≤ j ≤ d, in K, such that, for all
n ≥ max{n(3.2), ψ−1(δ)} as in (3.2),
sup
f : ‖f‖∞=1
|E{f(Xδn(U)) |Xδn(0) = X − e(j)} − E{f(Xδn(U)) |Xδn(0) = X}|
≤ Kj3.3n
−1/2
(
G(j)
g(j)
)1/4
max
{
1,
1
(g(j)G(j))1/4
√
U
}
, (3.7)
uniformly for all U > 0 and |X − nc|Σ ≤ nδ/2.
Proof. For any x ∈ ℓ1 and any stochastic matrix P , we have |xTP |1 ≤ |x|1.
Hence the quantity being bounded in (3.7) is non-increasing in U . We can
thus take U ≤ U (j) := 1/
√
G(j)g(j) in what follows, and use the bound
obtained for U = U (j) as a bound for all larger values of U . Note that
U (j) ≤ 1/g∗.
We begin by realizing the chainXδn withX
δ
n(0) = X0 in the formX
δ
n(u) :=
X0−e(j)N δn(u)+W δn(u), where the bivariate chain (N δn,W δn) with state space
Z+×Zd starts at (0, 0), and, at times u such that |Xδn(u)−nc|Σ ≤ nδ−JΣmax,
has transition rates given by
(l,W )→ (l + 1,W ) at rate ng(j);
(l,W )→ (l,W + J) at rate ngJ((X0 − le(j) +W )/n), J 6= −e(j) ∈ J ;
(3.8)
note that the first of these transitions reduces the j-coordinate ofXδn by 1. At
other values of X , it may be that gJδ (n
−1X) does not agree with gJ(n−1X),
and so the transition rates of (N δn,W
δ
n) may be different from those given
in (3.8). For this reason, if the time interval [0, U ] is of interest, we treat any
paths of Xδn for which sup0≤u≤U |Xδn(u)− nc|Σ > nδ − 3JΣmax separately; the
factor 3 ensures that shifting a path by a vector J ′ + J ′′, for any J ′, J ′′ ∈ J ,
still leaves it entirely within {X : |X − nc|Σ ≤ nδ − Jmax} over [0, U ].
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Using the bivariate process, we deduce that
dTV {LX0(Xδn(U)),LX0−e(j)(Xδn(U))}
=
1
2
∑
X∈Zd
|PX0[Xδn(U) = X +X0]− PX0−e(j) [Xδn(U) = X +X0]|
=
1
2
∑
X∈Zd
∣∣∣∑
l≥0
PX0[N
δ
n(U) = l]PX0 [W
δ
n(U) = X + le
(j) |N δn(U) = l]
−
∑
l≥1
PX0[N
δ
n(U) = l − 1]PX0−e(j)[W δn(U) = X + le(j) |N δn(U) = l − 1]
∣∣∣
≤ 1
2
∑
X∈Zd
∑
l≥0
|PX0[N δn(U) = l]− PX0[N δn(U) = l − 1]|qUl−1,X0−e(j)(X + le(j))
+
1
2
∑
X∈Zd
∑
l≥1
PX0[N
δ
n(U) = l]|qUl,X0(X + le(j))− qUl−1,X0−e(j)(X + le(j))|,
(3.9)
where
qUl,X(W ) := P[W
δ
n(U) =W |N δn(U) = l, Xδn(0) = X ]. (3.10)
Now, from Barbour, Holst & Janson (1992, Proposition A.2.7),∑
l≥0
|Po (λ){l} − Po (λ){l − 1}| = 2max
l≥0
Po (λ){l} ≤ 1√
λ
. (3.11)
Hence, since N δn is a Poisson process of rate ng
(j) until the time
τˆ δn := τ
δ
n(δ − 3n−1JΣmax), (3.12)
where τ δn(η) is as defined in (2.6), it follows that the first term in (3.9) is
bounded by
PX0 [τˆ
δ
n ≤ U ] + 12{ng(j)U}−1/2. (3.13)
Recall that n ≥ max{n(3.2), ψ−1(δ)}, so that, from (3.3), δ− 3n−1JΣmax >
3δ/4. Hence, for any U ≤ U (j) ≤ 1/g∗, we can use Lemma 2.5 and the
definition of τˆ δn to give
PX [τˆ
δ
n ≤ U ] ≤ PX [τ δn(3δ/4) ≤ U (j)] ≤ 2n−4, (3.14)
uniformly in |X − nc|Σ ≤ nδ/2. Putting this into (3.13), for U ≤ U (j),
gives a contribution to dTV {LX0(Xδn(U)),LX0−e(j)(Xδn(U))} from the first part
of (3.9) of at most
2n−4 + 1
2
{ng(j)U}−1/2. (3.15)
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It thus remains only to control the differences between the conditional prob-
abilities qUl,X(W ) and q
U
l−1,X−e(j)(W ).
To make the comparison between qUl,X(W ) and q
U
l−1,X−e(j)(W ) for l ≥ 1, we
first condition on the whole paths of N δn leading to the events {N δn(U) = l}
and {N δn(U) = l − 1}, respectively, chosen to be suitably matched; we write
qUl,X(W ) =
1
U l
∫
[0,U ]l
ds1 . . . dsl−1 ds∗
PX [W
δ
n(U) =W | (N δn)U = νl(· ; s1, . . . , sl−1, s∗)];
qUl−1,X−e(j)(W ) =
1
U l
∫
[0,U ]l
ds1...dsl−1ds∗ (3.16)
PX−e(j)[W
δ
n(U) =W | (N δn)U = νl−1(· ; s1, . . . , sl−1)],
where
νr(u; t1, . . . , tr) :=
r∑
i=1
1l[0,u](ti), (3.17)
and, for a function Y on R+, Y
u is used to denote (Y (s), 0 ≤ s ≤ u). Fix-
ing sl−1 := (s1, s2, . . . , sl−1), let PU(sl−1,s∗),X denote the distribution of (W
δ
n)
U ,
conditional on (N δn)
U = νl(· ; sl−1, s∗) and Xδn(0) = X , and let PUsl−1,X denote
the distribution conditional on (N δn)
U = νl−1(· ; sl−1) and Xδn(0) = X . Write
RˆU(sl−1,s∗),j,X(u, w
u) to denote the Radon–Nikodym derivative dPU
sl−1,X−e(j)/dP
U
(sl−1,s∗),X
evaluated at the path wu, for any 0 ≤ u ≤ U . Then
P
U
(sl−1,s∗),X
[W δn(U) =W ] =
∫
{wU : w(U)=W}
RˆU(sl−1,s∗),j,X(U,w
U) dPU(sl−1,s∗),X(w
U),
and hence
P
U
(sl−1,s∗),X
[W δn(U) = W ]− PUsl−1,X−e(j)[W δn(U) =W ]
=
∫
1l{W}(w(U)){1− RˆU(sl−1,s∗),j,X(U,wU)} dPU(sl−1,s∗),X(wU). (3.18)
Thus∑
W∈Zd
|qUl,X(W )− qUl−1,X−e(j)(W )|
≤ 1
U l
∫
[0,U ]l
ds1 . . . dsl−1 ds∗∑
W∈Zd
E
U
(sl−1,s∗),X
{
|RˆU(sl−1,s∗),j,X(U, (W δn)U)− 1|1l{W}(W δn(U))
}
(3.19)
≤ 2
U l
∫
[0,U ]l
ds1 . . . dsl−1 ds∗EU(sl−1,s∗),X
{
[1− RˆU(sl−1,s∗),j,X(U, (W δn)U)]+
}
.
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To evaluate the expectation, note that RˆU(sl−1,s∗),j,X(u, (W
δ
n)
u), u ≥ 0, is a
P
U
(sl−1,s∗),X
-martingale with respect to the filtration FXδn , with expectation 1.
Now, if the path wU has r jumps of vectors J1, . . . , Jr at times t1 < · · · < tr,
write
xY (v) := n
−1(w(v)− e(j)νl−1(v ; s1, . . . , sl−1) + Y ), (3.20)
and define
gˆJ
′
(·) := gJ ′(·), J ′ 6= −e(j); gˆ−e(j)(·) := 0; gˆ(·) :=
∑
J ′∈J
gˆJ
′
(·).
(3.21)
Then, for u ≤ τˆ δn, we have
RˆU(sl−1,s∗),j,X(u, w
u) (3.22)
=

exp
(
n
∫ u
0
{gˆ(xX−e(j)(v))− gˆ(xX−e(j)(v)− e(j)n−1)} dv
)∏
{k : 0≤tk≤u}
{
gˆJk(xX−e(j)(tk−)− e(j)n−1)/gˆJk(xX−e(j)(tk−))
}
if u < s∗;
exp
(
n
∫ s∗
0
{gˆ(xX−e(j)(v))− gˆ(xX−e(j)(v)− e(j)n−1)} dv
)
∏
{k : 0≤tk≤s∗}
{
gˆJk(xX−e(j)(tk−)− e(j)n−1)/gˆJk(xX−e(j)(tk−))
}
if u ≥ s∗;
after the ‘extra jump’ at s∗, the chains have come together. Note that
RˆU(sl−1,s∗),j,X(u, w
u) is absolutely continuous except for jumps at the times tk.
Then also, from Assumptions S3 and S4,
gˆJ
′
(x− e(j)n−1)
gˆJ ′(x)
= 1, J ′ /∈ {e(i), i ∈ I(j)},
and ∣∣∣∣∣ gˆe
(i)
(x− e(j)n−1)
gˆe(i)(x)
− 1
∣∣∣∣∣ ≤ 2‖Dge
(i)‖δ0
nge(i)(c)
≤ 2L1/n, i ∈ I(j), (3.23)
uniformly in |x− c| ≤ δ0. Hence, if we define the stopping time
ϕˆn := inf{u ≥ 0: RˆU(sl−1,s∗),j,X0(u, (W δn)u) ≥ 2}, (3.24)
the jumps of the martingale RˆU(sl−1,s∗),j,X0(u, (W
δ
n)
u), stopped at the time
min(U, τˆ δn, ϕˆn), are of size at most 4L1/n. Hence, recalling that L0 ≤ 3/2,
the stopped martingale has expected quadratic variation up to time u of at
most ∫ u
0
(
4L1
n
)2
n
∑
i∈I(j)
‖gJ ′‖δ0 dv ≤ n−1K(3.25)G(j)u, (3.25)
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where K(3.25) := 24L
2
1 ∈ K. This in turn also implies that, for 0 < u ≤ U ,
E
U
(sl−1,s∗),X0
{(RˆU(sl−1,s∗),j,X0(u∧τˆ δn∧ϕˆn, (W δn)u∧τˆ
δ
n∧ϕˆn)−1)2} ≤ n−1K(3.25)G(j)u.
(3.26)
Clearly, from (3.26) and from Kolmogorov’s inequality, once again taking
U = U (j),
P
U
(sl−1,s∗),X0
[ϕˆn < min{U, τˆ δn}] ≤ n−1K(3.25)G(j)U (j) = n−1K(3.25)(G(j)/g(j))1/2.
(3.27)
Hence, for this choice of U , from (3.26) and (3.27),
E
U
(sl−1,s∗),X0
{
[1− RˆU(sl−1,s∗),j,X0(U, (W δn)U)]+
}
≤ min{1, 2n−1/2K(3.25)(G(j)/g(j))1/4 + PU(sl−1,s∗),X0 [τˆ δn < U ]}. (3.28)
In view of Lemma 2.5, the expectation of the term PU(sl−1,s∗),X0 [τˆ
δ
n < U ] is
bounded by 2n−4, uniformly in |X0−nc|Σ ≤ nδ/2, because n ≥ max{n(3.2), ψ−1(δ)}.
Substituting this into (3.9), and using (3.19), it follows that∑
l≥1
P[N δn(U) = l − 1]
∑
W∈Zd
|qUl,X0(W + le(j))− qUl−1,X0−e(j)(W + le(j))|
≤ 2{2n−1/2K(3.25)(G(j)/g(j))1/4 + 2PX0 [τˆ δn < U ]}
≤ 2{2n−1/2K(3.25)(G(j)/g(j))1/4 + 4n−4}, (3.29)
uniformly forX0 such that |X0−nc|Σ ≤ nδ/2, and for n ≥ max{n(3.2), ψ−1(δ)}.
Thus the contribution to dTV {LX0(Xδn(U)),LX0−e(j)(Xδn(U))} from the sec-
ond part of (3.9) is at most
2K(3.25)(G
(j)/g(j))1/4n−1/2 + 4n−4, (3.30)
and this, with (3.15), proves the theorem.
Remark 3.4. As observed after (3.1), we always have G(j) ≤ dΛ; however, if
A = −λI and (Xn) is as in Theorem 3.2, G(j)/g(j) = 1 does not grow with d.
Theorem 3.3 bounds differences of the form
E{f(Xδn(U) |Xδn(0) = X0 − e(j)} − E{f(Xδn(U) |Xδn(0) = X0},
showing that they are of order O(n−1/2) uniformly in U ≥ 0, for f such that
‖f‖∞ ≤ 1. We now show that the corresponding second differences are of
order O(n−1).
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Theorem 3.5. Let Xn be a sequence of elementary processes. Fix any δ <
δ2.2. Then there are constants (K
ji
3.5, 1 ≤ j, i ≤ d) in K such that, for any
function f with ‖f‖∞ ≤ 1,∣∣E{f(Xδn(U)) |Xδn(0) = X0 − e(j) − e(i)} − E{f(Xδn(U)) |Xδn(0) = X0 − e(j)}
− E{f(Xδn(U)) |Xδn(0) = X0 − e(i)}+ E{f(Xδn(U)) |Xδn(0) = X0}
∣∣
≤ Kji3.5 n
−1
(
G+ij
g−ij
)1/2
max
1, 1U√G+ijg+ij
 , (3.31)
uniformly for all U > 0, for |X0−nc|Σ ≤ nδ/4, and for n ≥ max{n(3.2), ψ−1(δ)},
where
g+ij := max{g(i), g(j)}; g−ij := min{g(i), g(j)}; G+ij := max{g+ij , (G(i) +G(j))}.
Proof. As in the previous theorem, the supremum over f of the quantity
being bounded in (3.31) is non-increasing in U , so that we can argue for
U ≤ U (i,j) := (G+ijg+ij)−1/2 ≤ 1/g+ij , and then use the bound for U = U (i,j) for
all larger values of U . We give the detailed argument for j and i distinct; it
is almost identical if they are the same.
Much as for (3.9), we split off Poisson processes of −e(j) and −e(i) jumps.
We writeXδn(u) := X0−e(j)N δn(u)−e(i)(N ′)δn(u)+W δn(u), where the trivariate
chain (N δn, (N
′)δn,W
δ
n) with state space Z
2
+ × Zd has transition rates
(l, l′,W )→ (l + 1, l′,W ) at rate ng(j);
(l, l′,W )→ (l, l′ + 1,W ) at rate ng(i);
(l, l′,W )→ (l, l′,W + J) at rate ngJ((X0 − le(j) − l′e(i) +W )/n),
J /∈ {−e(j),−e(i)},
(3.32)
up to the time τˆ δn, and starts at (0, 0, 0). Defining
qul,l′,X(W ) := PX [W
δ
n(u) =W |N δn(u) = l, (N ′)δn(u) = l′];
pX(l, l
′, u) := PX [N δn(u) = l, (N
′)δn(u) = l
′],
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this allows us to deduce that
E{f(Xδn(U)) |Xδn(0) = X0 − e(j) − e(i)} − E{f(Xδn(U)) |Xδn(0) = X0 − e(j)}
− E{f(Xδn(U)) |Xδn(0) = X0 − e(i)}+ E{f(Xδn(U)) |Xδn(0) = X0}
=
∑
X∈Zd
f(X)
∑
l≥0
∑
l′≥0
{
pX0(l − 1, l′ − 1, U)qUl−1,l′−1,X0−e(j)−e(i)(X + le(j) + l′e(i))
− pX0(l − 1, l′, U)qUl−1,l′,X0−e(j)(X + le(j) + l′e(i))
− pX0(l, l′ − 1, U)qUl,l′−1,X0−e(i)(X + le(j) + l′e(i))
+ pX0(l, l
′, U)qUl,l′,X0(X + le
(j) + l′e(i))
}
. (3.33)
Write rjk,X(l, l
′, u) := pX(l − j, l′ − k, u)/pX(l, l′, u) for j, k ∈ {0, 1}, and
Ruj,k,Y ;l,l′,X(W ) := q
u
l−j,l′−k,X+Y (W )/q
u
l,l′,X(W ).
Then the right hand side of (3.33) can be expressed as∑
l≥0
∑
l′≥0
pX0(l, l
′, U)
∑
w∈Zd
f(w − le(j) − l′e(i))qUl,l′,X0(w){
r11,X0(l, l
′, U)RU1,1,−e(j)−e(i);l,l′,X0(w)− r10,X0(l, l′, U)RU1,0,−e(j);l,l′,X0(w)
− r01,X0(l, l′, U)RU0,1,−e(i);l,l′,X0(w) + 1
}
. (3.34)
We now use the decomposition
rR = (r − 1)(R− 1) + (r − 1) + (R− 1) + 1
in each term of (3.34). The sum corresponding to taking 1 yields nothing.
Then, for the sum corresponding to taking (r − 1) alone, summing over w
first and using ‖f‖∞ ≤ 1, we have∑
l,l′≥0
pX0(l, l
′, U)
∑
w∈Zd
|f(w − le(j) − l′e(i))| qUl,l′,X0(w)
|r11,X0(l, l′, U)− r10,X0(l, l′, U)− r01,X0(l, l′, U) + 1| (3.35)
≤
∑
l≥0
∑
l′≥0
pX0(l, l
′, U)|r11,X0(l, l′, U))− r10,X0(l, l′, U)− r01,X0(l, l′, U) + 1|.
As for (3.9) and (3.15), the processes (N δn, (N
′)δn) can be coupled to indepen-
dent Poisson processes with rates ng(j) and ng(i) respectively on the interval
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[0, U ], with failure probability at most PX0[τˆ
δ
n < U ]. Hence, using π
(j) to
denote Po (nUg(j)), (3.35) gives a contribution to (3.34) of at most∑
l≥0
∑
l′≥0
|π(j){l} − π(j){l − 1}| |π(i){l′} − π(i){l′ − 1}|+ 4PX0[τˆ δn < U ]
= 4dTV
(
π(j), π(j) ∗ ε1
)
dTV
(
π(i), π(i) ∗ ε1
)
+ 4PX0[τˆ
δ
n < U ]
≤ 4√
g(j)g(i)
1
nU
+ 8n−4, (3.36)
for n ≥ max{n(3.2), ψ−1(δ)}, uniformly in |X0 − nc|Σ ≤ nδ/4.
We separate the sum corresponding to (r − 1)(R − 1) in (3.34) into
three pieces, corresponding to the subscripts (1, 1), (1, 0) and (0, 1), and
use ‖f‖∞ ≤ 1. We then use an argument similar to that leading to (3.29);
we sketch it for the (1, 1) case. First, by conditioning on the paths of N δn
and (N ′)δn and using (3.46) below, it follows, much as for (3.29) and for (3.28),
that, for each l, l′ ≥ 0,∑
w∈Zd
qUl,l′,X0(w)|1− RU1,1,−e(j)−e(i);l,l′,X0(w)|
≤ min{2, 2n−1/2
√
K(3.25)(G
(i) +G(j))U + 4n−1K(3.25)(G
(i) +G(j))U
+ 2PX0[τˆ
δ
n < U |N δn(u) = l, (N ′)δn(u) = l′]} (3.37)
≤ 4n−1/2
√
K(3.25)(G
(i) +G(j))U + 2PX0 [τˆ
δ
n < U |N δn(u) = l, (N ′)δn(u) = l′].
Then, as in treating (3.35), and using Lemma 2.5, we have∑
l,l′≥0
pX0(l, l
′, U)|r11,X0(l, l′, U)− 1|
≤ 2{dTV(π(j), π(j) ∗ ε1)+ dTV(π(i), π(i) ∗ ε1)}+ 4PX0[τˆ δn < U ]
≤ 2√
nUg(j)
+
2√
nUg(i)
+ 8n−4 ≤ 4√
nUg−ij
+ 8n−4, (3.38)
for n ≥ max{n(3.2), ψ−1(δ)}, uniformly in |X0 − nc|Σ ≤ nδ/4.
Combining the first part of (3.37) with (3.38) gives a contribution to (3.34)
bounded by
Kn−1d1/2
(
(G(i) +G(j))/g−ij
)1/2
+ 12n−2, (3.39)
uniformly for U ≤ U (i,j) and |X0 − nc|Σ ≤ nδ/4, for K := 4
√
K(3.25) ∈ K.
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Taking the second part of (3.37) with (3.38), it is immediate that
2
∑
l,l′≥0
pX0(l, l
′, U)|r11,X0(l, l′, U)− 1|PX0[τˆ δn < U |N δn(u) = l, (N ′)δn(u) = l′]
1l{r11,X0(l, l′, U) ≤ n2}
≤ 2n2PX0 [τˆ δn < U ] ≤ 4n−2,
by Lemma 2.5, since n ≥ max{n(3.2), ψ−1(δ)}. For the remainder, we have
at most
2
∑
l,l′≥0
pX0(l, l
′, U)1l{r11,X0(l + 1, l′ + 1, U) > n2} (3.40)
≤ 2PX0[τˆ δn < U ] + 2
∑
l,l′≥0
π(j){l}π(i){l′}1l{r11,X0(l + 1, l′ + 1, U) > n2}.
Now
|pX0(l, l′, U)− π(j){l}π(i){l′}| ≤ PX0 [τˆ δn < U ] ≤ 2n−4.
This implies that, if
min(π(j){l}, π(i){l′}, π(j){l + 1}, π(i){l′ + 1}) ≥ 2n−2, (3.41)
then r11,X0(l+1, l
′+1, U) ≤ n2, giving no contribution to the sum in (3.40).
This is because
r11,X0(l + 1, l
′ + 1, U) ≤ 3 π
(j){l}π(i){l′}
π(j){l + 1}π(i){l′ + 1} ≤ 3
(l + 1)(l′ + 1)
n2U2g−ijg
+
ij
;
by Proposition A.2.3 (i) of Barbour, Holst & Janson (1992), if (3.41) holds,
3
(l + 1)(l′ + 1)
n2U2g−ijg
+
ij
≤ 100(logn)2 < n2,
for all n ≥ 40. In proving the first inequality, we assume that nUg−ij ≥ 1, since
the inequality in the statement of the theorem is immediate for smaller nU .
This leaves only a contribution to the sum in (3.40) from l, l′ for which (3.41)
does not hold, and this is at most
2
∑
l≥0
{
π(j){l}1l{π(j){l} ≤ 2n−2}+ π(i){l}1l{π(i){l} ≤ 2n−2}} ≤ 8n−3/2,
by Proposition A.2.3 (ii), (iii) and (iv) of Barbour, Holst & Janson (1992),
if n ≥ 10, because we also have nUg+ij ≤ n in U ≤ U (i,j).
The trickiest sum is that corresponding to (R−1) alone. Using ‖f‖∞ ≤ 1,
we need first to examine the quantity∑
w∈Zd
qUl,l′,X0(w)
∣∣∣RU1,1,−e(j)−e(i);l,l′,X0(w)−RU1,0,−e(j);l,l′,X0(w)−RU0,1,−e(i);l,l′,X0(w)+1∣∣∣.
(3.42)
We treat it, after conditioning on realizations of the underlying Poisson pro-
cesses N δn and (N
′)δn, as the expectation of the absolute value at time U of an
FXδn-martingale M (2)(W δn), defined in (3.43) below. Let W u := (W (t), 0 ≤
t ≤ u) denote the restriction of a function W on R+ to [0, u]. Write
sl := (s1, . . . , sl), s
′
l′ := (s
′
1, . . . , s
′
l′). If realizations of N
δ
n and (N
′)δn, hav-
ing l and l′ points respectively in [0, U ], are denoted by νl(·; sl) and ν ′l′(·; s′l′),
as in (3.17), we then denote conditional probability and expectation, given
(N δn)
U = νl(·; sl), ((N ′)δn)U = ν ′l′(·; s′l′) and Xδn(0) = X , by PUsl,s′l′ ,X and
E
U
sl,s
′
l′
,X , and we denote the corresponding conditional density of (W
δ
n)
u at
the path segment W u, with respect to some suitable reference measure, by
qU(u,W u; sl, s
′
l′ , X).
We then define the Radon–Nikodym derivatives
RU11(u,W
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0) :=
qU(u,W u; sl−1, s′l′−1, X0 − e(j) − e(i))
qU(u,W u; (sl−1, s∗), (s′l′−1, s
′∗), X0)
;
RU10(u,W
u; (sl−1, s∗), (s
′
l′−1, s
′
∗), X0) :=
qU(u,W u; sl−1, (s′l′−1, s
′
∗), X0 − e(j))
qU(u,W u; (sl−1, s∗), (s′l′−1, s
′∗), X0)
;
RU01(u,W
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0) :=
qU(u,W u; (sl−1, s∗), s′l′−1, X0 − e(i))
qU(u,W u; (sl−1, s∗), (s′l′−1, s
′∗), X0)
;
these have explicit formulae analogous to (3.22). We use them to formulate
the analogue of the argument used in the proof of Theorem 3.3. For example,
we can write∑
w∈Zd
qUl,l′,X0(w)R
U
1,1,−e(j)−e(i);l,l′,X0(w)
=
1
U l+l′
∫
[0,U ]l+l′
ds1 . . . dsl−1ds∗ ds′1 . . . ds
′
l′−1ds
′
∗∑
w∈Zd
P
U
sl−1,s
′
l′−1
,X0−e(j)−e(i)[W (U) = w]
=
1
U l+l′
∫
[0,U ]l+l′
ds1 . . . dsl−1ds∗ ds
′
1 . . . ds
′
l′−1ds
′
∗∑
w∈Zd
E
U
(sl−1,s∗),(s
′
l′−1
,s′
∗
),X0
{RU11(U,WU ; (sl−1, s∗), (s′l′−1, s′∗), X0)I[W (U) = w]}.
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The mean zero martingale M (2)(W δn) of main interest to us can then be
expressed as
M (2)(W δn)(u) := R
U
11(u, (W
δ
n)
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0)
− RU10(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0) (3.43)
− RU01(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0) + 1,
with (W δn)
U a random element with distribution PU(sl−1,s∗),(s′l′−1,s
′
∗
),X0
. We also
define the FXδn-martingale
M (1)(W δn)(u) := R
U
11(u, (W
δ
n)
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0)− 1,
for use in the proof below, as well as for the proof of the estimate of the (1, 1)
term in (3.37) above.
We now set xδn(u) := n
−1(W δn(u)+X0−e(j)νl−1(u; sl−1)−e(i)ν ′l′−1(u; s′l′−1))
for u < min{s∗, s′∗}. If, for u < min{s∗, s′∗} and |xδn(u)− c|Σ ≤ δ− 3n−1JΣmax,
there is a jump of e(r) in W δn at time u, for some 1 ≤ r ≤ d, this gives rise to
a jump in the martingale M (2)(W δn) at u of
RU11(u−, (W δn)u−; (sl−1, s∗), (s′l′−1, s′∗), X0)
( gˆe(r)(xδn(u−)− n−1(e(j) + e(i)))
gˆe(r)(xδn(u−))
− 1
)
− RU10(u−, (W δn)u−; (sl−1, s∗), (s′l′−1, s′∗), X0)
( gˆe(r)(xδn(u−)− n−1e(j))
gˆe(r)(xδn(u−))
− 1
)
− RU01(u−, (W δn)u−; (sl−1, s∗), (s′l′−1, s′∗), X0)
( gˆe(r)(xδn(u−)− n−1e(i))
gˆe(r)(xδn(u−))
− 1
)
.
If s∗ < u < s′∗, the elements −n−1e(j) are removed from the arguments of gˆe(r),
simplifying the considerations, but then xδn(u) is replaced by x
δ
n(u)−n−1e(j);
the elements −n−1e(i) are removed if s′∗ < u < s∗, and then xδn(u) is replaced
by xδn(u)− n−1e(i); if u > max{s∗, s′∗}, both elements −n−1e(j) and −n−1e(i)
are removed, and so there is no jump. Now, because the transition rate
ge
(r)
(x) is linear in x,( gˆe(r)(xδn(u)− n−1(e(j) + e(i)))
gˆe(r)(xδn(u))
− 1
)
−
( gˆe(r)(xδn(u)− n−1e(j))
gˆe(r)(xδn(u))
− 1
)
−
( gˆe(r)(xδn(u)− n−1e(i))
gˆe(r)(xδn(u))
− 1
)
= 0,
and so RU can be replaced by |RU−1| when bounding the sizes of the jumps,
irrespective of the relative positions of s∗, s′∗ and u. Since also, from (2.3)
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and Assumption S4,∣∣∣∣∣ gˆe
(r)
(xδn(u) + n
−1Y )
gˆe(r)(xδn(u))
− 1
∣∣∣∣∣ ≤ 2n−1|Y |L1, (3.44)
the remaining contributions to the jump in M (2)(W δn) are at most
4L1
n
{|RU11(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0)− 1|
+ |RU10(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0)− 1|
+ |RU01(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0)− 1|}. (3.45)
We can now bound the quadratic variation arising from each of the three
terms individually, by the argument leading to (3.26). Defining
ϕ˜n := inf
{
u ≥ 0: m˜(u) ≥ 2},
where
m˜(u) := max
{
RU11(u, (W
δ
n)
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0),
RU10(u, (W
δ
n)
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0),
RU01(u, (W
δ
n)
u; (sl−1, s∗), (s′l′−1, s
′
∗), X0)
}
,
we use the martingaleM (1)(W δn) and (3.44) with the argument leading to (3.25)
to give
E
U
(sl−1,s∗),(s
′
l′−1
,s′
∗
),X0
{[RU11(u ∧ τˆ δn ∧ ϕ˜n, (W δn)u∧τˆ
δ
n∧ϕ˜n ; (sl−1, s∗), (s′l′−1, s
′
∗), X0)− 1]2}
≤ n−14K(3.25)(G(i) +G(j))u; (3.46)
the same bound holds for RU10 and R
U
01 also, but with 4(G
(i) +G(j)) replaced
by G(j) and G(i) respectively. Hence the expected quadratic variation of the
martingale M (2)(W δn) stopped at u ∧ τˆ δn ∧ ϕ˜n is at most
n(G(i) +G(j))
∫ u
0
(
12L1
n
)2(4K(3.25)(G(i) +G(j))v
n
)
dv
≤ 2n−2((G(i) +G(j))u)2(12L1)2K(3.25) ≤ n−2K8((G(i) +G(j))u)2,
uniformly in |X0 − nc|Σ ≤ nδ, and in l, l′, sl−1, s′l′−1, s∗ and s′∗, for K8 :=
2(12L1)
2K(3.25) ∈ K. This gives a contribution of at most n−1
√
K8 (G
(i) +
G(j))U to (3.42), and hence to (3.34), from the expectation of |M (2) − 1|,
stopped at U ∧ τˆ δn ∧ ϕ˜n.
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Because the martingale M (2)(W δn) is not uniformly bounded from below,
we can no longer use an argument as for (3.28) to bound the contributions
to (3.34) from the events τˆ δn < U and ϕ˜n < U . Instead, we consider their
contributions for each element of M (2)(W δn) separately. For example, writing
R˜U∗ := R
U
11((W
δ
n)
U ; (sl−1, s∗), (s′l′−1, s
′
∗), X0);
E
U
∗ := E
U
(sl−1,s∗),(s
′
l′−1
,s′
∗
),X0
; PU∗ := P
U
(sl−1,s∗),(s
′
l′−1
,s′
∗
),X0
,
we have∑
w∈Zd
f(w − le(j) − l′e(i))EU∗ {R˜U∗ I[W δn(U) = w, τˆ δn < U ]}
≤ EU∗
{
R˜U∗ I
[
sup
0≤u≤U
|X0 +W δn(u)− e(j)ν(u; sl−1, s∗)
− e(i)ν ′(u; s′l′−1, s′∗)− nc| ≥ nδ − 3JΣmax
]}
= EU
sl−1,s
′
l′−1
,X0−e(j)−e(i)
{
I
[
sup
0≤u≤U
|X0 +W δn(u)− e(j)ν(u; sl−1)
− e(i)ν ′(u; s′l′−1)− e(j)1l[s∗,U ](u)− e(i)1l[s′∗,U ](u)− nc| ≥ nδ − 3JΣmax
]}
≤ PU
sl−1,s
′
l′−1
,X0−e(j)−e(i)[τ
δ
n(δ − 3n−1JΣmax − 2n−1/
√
λmin(Σ)) < U ].
Now both the inequalities
|X0 − e(j) − e(i) − nc|Σ ≤ nδ/2
and
τ δn
(
δ − 3n−1JΣmax − 2n−1/
√
λmin(Σ)
) ≥ τ δn(3δ/4)
are satisfied if n3/4δ > 20d−1JΣmax and |X0−nc|Σ ≤ nδ/4. Taking expectations
over the realizations of (N δn)
U and ((N ′)δn)
U
and invoking Lemma 2.5 thus
gives a contribution to (3.34) of at most 2n−4, uniformly in |X0 − nc|Σ ≤
nδ/4, for n ≥ max{n2.5(1/g∗), (20d−1JΣmax/δ)4/3, ψ−1(δ)}; this inequality is
satisfied if n ≥ max{n(3.2), ψ−1(δ)}. Then∑
w∈Zd
f(w − le(j) − l′e(i))EU∗
{
R˜U∗ I[W
δ
n(U) = w, ϕ˜n < min{U, τˆ δn}]
}
≤ EU∗ {R˜U∗ I[ϕ˜n < min{U, τˆ δn}]}
≤ 2PU∗ [ϕ˜n < min{U, τˆ δn}] + EU∗ {R˜U∗ I[ϕ˜11n < min{U, τˆ δn}]},
where
ϕ˜11n := inf
{
u ≥ 0: RU11(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0) ≥ 2}.
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The first of these terms is at most 5n−1K(3.25)(G
(i)+G(j))U , using (3.46) and
its analogues for the quantities RU11, R
U
10 and R
U
01 appearing in the definition
of m˜(U), and then applying Kolmogorov’s inequality; the argument is much
as for (3.27). The second is no larger than
2PU
sl−1,s
′
l′−1
,X0−e(j)−e(i)[ϕ˜
11
n < min{U, τˆ δn}]. (3.47)
However, under PU
sl−1,s
′
l′−1
,X0−e(j)−e(i), the process
M ′ := {1/RU11(u, (W δn)u; (sl−1, s∗), (s′l′−1, s′∗), X0), u ≥ 0}
is an FXδn-martingale with mean 1. Arguing much as for (3.25), its expected
quadratic variation up to the time min{U, τˆ δn, (ϕ˜′n)11} can be shown to be
at most 4n−1K(3.25)(G
(i) +G(j))U ; here, (ϕ˜′n)
11 := inf{u ≥ 0: M ′(u) ≥ 2}.
Using an argument much as that for (3.27), Kolmogorov’s inequality now
shows that the quantity in (3.47) is itself at most 8n−1K(3.25)(G
(i) +G(j))U ,
giving a contribution to (3.34) of order O(n−1(G(i) +G(j))U). Combining
these considerations with (3.36) and (3.39), the inequality of the theorem
follows for n ≥ max{n(3.2), ψ−1(δ)}.
3.3 Coupling copies of Xδn
In this section, we show that copies of Xδn with different initial states can be
defined on the same probability space, in such a way that they coincide rather
quickly. As a consequence, the total variation distance between their distri-
butions becomes small as time increases. Our arguments are reminiscient of
those in Roberts & Rosenthal (1996).
The basic coupling that we use relies mainly on the drift towards nc to
achieve this. We define the process (Xδn,1(t), X
δ
n,2(t)) on B˜n,δ(c)× B˜n,δ(c) to
have the transition rates
(X1, X2) → (X1 + J,X2 + J) at rate n{gJδ (n−1X1) ∧ gJδ (n−1X2)};
(X1, X2) → (X1, X2 + J) at rate n{gJδ (n−1X2)− gJδ (n−1X1)}+;
(X1, X2) → (X1 + J,X2) at rate n{gJδ (n−1X1)− gJδ (n−1X2)}+,
for each J ∈ J . Let its generator be denoted by A˜δn. Our coupling argument
begins with a drift inequality.
Lemma 3.6. Let Xn be a sequence of elementary processes. Define h1(X1, X2) :=
|X1−X2|2Σ; let α1 be as in (2.4) and δ1 := δ0/
√
λmax(Σ). Then, for δ ≤ δ1/3,
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there exists K3.6 ∈ K, defined in (3.48), such that, for all (X1, X2) with
max{|X1− nc|Σ, |X2− nc|Σ} ≤ nδ− JΣmax and |X1−X2|Σ ≥ dK3.6, we have
A˜δnh2(X1, X2) ≤ −12α1h2(X1, X2),
where h2(X1, X2) := h1(X1, X2) + d
2K23.6.
Proof. For any ξ > 0, write h(ξ)(X1, X2) := h1(X1, X2)+ ξ. By the definition
of h1, the transitions where both components of (X1, X2) make the same
jump make no contribution to A˜δnh(ξ)(X1, X2). Hence, for (X1, X2) with
max{|X1− nc|Σ, |X2− nc|Σ} ≤ nδ− JΣmax, and writing xi := n−1Xi, i = 1, 2,
we have
A˜δnh(ξ)(X1, X2) = n
∑
J∈J
{
(gJ(x1)− gJ(x2))+{2JTΣ−1(X1 −X2) + JTΣ−1J}
+ (gJ(x2)− gJ(x1))+{−2JTΣ−1(X1 −X2) + JTΣ−1J}
}
= 2n(F (x1)− F (x2))TΣ−1(X1 −X2) + n
∑
J∈J
|gJ(x1)− gJ(x2)| |J |2Σ,
since, for such (X1, X2), g
J
δ (x1) = g
J(x1) and g
J
δ (x2) = g
J(x2). Now, since
the transition rates gJ(x) are all linear in x, we have
2n(F (x1)− F (x2))TΣ−1(X1 −X2) = −(X1 −X2)TΣ−1σ2Σ−1(X1 −X2)
≤ −λmin(σ2Σ)|X1 −X2|2Σ = −2α1h1(X1, X2).
Then
n
∑
J∈J
|gJ(x1)− gJ(x2)| |J |2Σ ≤ L1(Λ/λmin(Σ))|X1 −X2|Σ
√
λmax(Σ)
≤ α1|X1 −X2|2Σ = α1h1(X1, X2),
if |X1 −X2|Σ ≥ dK3.6, where
K3.6 := max{1, L1(Λ/α1)
√
ρ(Σ)/λmin(Σ)} ∈ K. (3.48)
From this, it follows that
A˜δnh(ξ)(X1, X2) ≤ −α1h1(X1, X2) ≤ −12α1(h1(X1, X2) + d2K23.6),
for δ ≤ δ1/3 and for |X1 − X2|Σ ≥ dK3.6. Taking ξ = d2K23.6 proves the
lemma.
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We now convert the drift inequality into a bound on the distribution of
the coupling time
τC := inf{t ≥ 0: Xδn,1(t) = Xδn,2(t)},
for arbitrary values of (Xδn,1(0), X
δ
n,2(0)). Our broad strategy is as follows.
If max{|Xδn,1(0) − nc|Σ, |Xδn,2(0) − nc|Σ} > 3nδ/8, we run both processes
independently for a fixed time interval t1, chosen in such a way that we have
max{|Xδn,1(t1) − nc|Σ, |Xδn,2(t1) − nc|Σ} ≤ 3nδ/8, with probability at least
1/16. If not, we continue to repeat the procedure, over intervals of length t1,
until both Xδn,1 and X
δ
n,2 are within 3nδ/8 of nc in the | · |Σ-norm. We then
couple the processes Xδn,1 and X
δ
n,2 as for Lemma 3.6, and run them until the
minimum (τ3∧τ0) of the time τ3, at which |Xδn,1(t)−Xδn,2(t)|Σ first falls below
the value dK3.6, and the time τ0, at which first max{|Xδn,1(t)−nc|Σ, |Xδn,2(t)−
nc|Σ} > nδ/2. We call these two stages together a ‘drift phase’.
If τ0 is the first to occur, we begin another drift phase. If not, we enter
a ‘trial phase’, of length t3 = 1/α1. By Theorem 3.3 and Assumption S2,
and because |Xδn,1(t)−Xδn,2(t)|Σ ≤ dK3.6 implies that |Xδn,1(t)−Xδn,2(t)|1 ≤
d3/2K3.6
√
λmax(Σ), we have
dTV
(L(Xδn,1(τ3 + t3)),L(Xδn,2(τ3 + t3))) ≤ d3/2C∗n−1/2(dΛg∗
)1/4
, (3.49)
for n ≥ n(3.2), where we use G(j) ≤ dΛ, and where
C∗ := K3.6
√
λmax(Σ) max
1≤j≤d
{
Kj3.3 max
(
1,
√
α1
(dg(j)Λ)1/4
)}
∈ K. (3.50)
Hence the two processes can be coupled in such a way that Xδn,1(τ3 + t3) =
Xδn,2(τ3+ t3), except on an event of probability at most d
3/2C∗n−1/2(Λ/g∗)1/4,
and this is the coupling that we use. On the event that the values of the two
processes are equal at time τ3+t3, the coupling is said to have been successful.
If not, a new drift phase begins, (or another trial phase, if |Xδn,1(τ3 + t3) −
Xδn,2(τ3+t3)|Σ ≤ dK3.6 and max{|Xδn,1(τ3+t3)−nc|Σ, |Xδn,2(τ3+t3)−nc|Σ} ≤
nδ/2). This sequence of steps is repeated until coupling is achieved.
Theorem 3.7. Let Xn be a sequence of elementary processes. Let α1 be as
in (2.4), and let δ1 := min{3, δ0/
√
λmax(Σ)}. Then, for any δ ≤ δ1/3, there
is a constant n3.7 in K such that, whatever the values of X1, X2 ∈ B˜n,δ(c) :=
{X ∈ Zd : |X − nc|Σ ≤ nδ} and t ≥ 0,
dTV
(L(Xδn(t) |Xδn(0) = X1),L(Xδn(t) |Xδn(0) = X2)) ≤ 9 (2n)1/16e−α2t,
for all n ≥ max{d4, n3.7, ψ−1(δ/2)}, where α2 := α1/128. The quantity n3.7
is defined in (3.63).
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Proof. Recalling the definition (1.13) of B˜n,δ(c), we begin by writing
B0 := B˜n,δ(c)× B˜n,δ(c);
B1 := {(X1, X2) ∈ B0 : max
i=1,2
|Xi − nc|Σ ≤ nδ/2};
B2 := {(X1, X2) ∈ B0 : max
i=1,2
|Xi − nc|Σ ≤ 3nδ/8};
B3 := {(X1, X2) ∈ B1 : |X1 −X2|Σ ≤ dK3.6}.
Clearly, B3 ⊂ B1 ⊂ B0 and B2 ⊂ B1. Let
τ0 := inf{t ≥ 0: (Xδn,1(t), Xδn,2(t)) /∈ B1};
τ2 := inf{t ≥ 0: (Xδn,1(t), Xδn,2(t)) ∈ B2};
τ3 := inf{t ≥ 0: (Xδn,1(t), Xδn,2(t)) ∈ B3}.
Then, for any s, β > 0, and for 0 ≤ i ≤ 4, we define
ϕi(β, s) := max
(X1,X2)∈Bi
EX1,X2{eβ(τC∧s)}, (3.51)
where the coupling time τC is defined for copies of the processes X
δ
n,1 andX
δ
n,2
specified using drift and trial phases as above, and where EX1,X2 and PX1,X2
refer to the distribution conditional on (Xδn,1(0), X
δ
n,2(0)) = (X1, X2). We
shall establish that, for n large enough,
PX1,X2 [τC > t] ≤ 9(2n)1/16e−α1t/128.
Fix t′1 such that e
t′1 = 128, and write t1 := α
−1
1 t
′
1. Then, for any (X1, X2) ∈
B0, it follows from Lemma 2.4 that
PX1,X2[inf{t > 0: |Xδn,1(t)|Σ ≤ nδ/4} > t1] ≤ 1/2,
if also nδ ≥ 8JΣmax; this is true, from (3.3), for n ≥ max{n(3.2), ψ−1(δ/2)}.
But now, taking η = 3δ/8 and |X0 − nc|Σ ≤ δ/4 in Lemma 2.5, it follows
that
PX1,X2 [|Xδn,1(t1)|Σ ≤ 3δ/8] ≥ 1/4,
provided that n ≥ max{n2.2, (t′1K2.5(Λ/α1))1/2}, and that 2n−4 ≤ 1/2.
Hence, for any choice of (X1, X2) /∈ B2 and for n ≥ max{n1, ψ−1(δ/2)},
where
n1 := max{d4, n(3.2)} ∈ K,
it follows that PX1,X2 [(X
δ
n,1(t1), X
δ
n,2(t1)) ∈ B2] ≥ 1/16, if Xδn,1 and Xδn,2 are
run independently over the interval [0, t1]. Thus, defining
ϕ(β, s) := max
(X1,X2)∈B0
EX1,X2
{
eβ(τ2∧s)
}
,
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the Markov property yields
ϕ(β, s) ≤ eβt1{1 + 15ϕ(β, s)}/16.
Choosing u0 = 1/32, so that, in particular, 15e
u0t′1/16 = 15(128)u0/16 <
31/32, and then β = u0α1, it follows for any s > 0 that
ϕ(β, s) ≤ 2(128)u0 ≤ 31/15.
Considering the possibilities if τC ≤ τ2 or if τC > τ2, it now follows by the
strong Markov property that
ϕ0(u0α1, s) ≤ 31ϕ2(u0α1, s)/15. (3.52)
We next consider what happens if the process starts in B2. If dK3.6 ≥
3nδ/4, then B2 ⊂ B3, and so ϕ2(u0α1, s) ≤ ϕ3(u0α1, s). If not, note that
EX1,X2{eβ(τC∧s)}
≤ EX1,X2
{
eβ(τC∧s)1l{τ3 ≤ (τ0 ∧ s)}
}
+ EX1,X2
{
eβ(τC∧s)1l{τ0 ≤ (τ3 ∧ s)}
}
+ EX1,X2
{
eβ(τC∧s)1l{(τ0 ∧ τ3) > s}
}
≤ EX1,X2
{
eβτ31l{τ3 ≤ (τ0 ∧ s)}
}
ϕ3(β, s)
+ eβs{PX1,X2[τ0 ≤ (τ3 ∧ s)] + PX1,X2[(τ0 ∧ τ3) > s]}ϕ0(β, s), (3.53)
with the last inequality following from the strong Markov property. Now, in
view of Lemma 3.6, if we define
M1(t) := e
α1t/2h2(X
δ
n,1(t), X
δ
n,2(t)), (3.54)
then M1(t ∧ τ3 ∧ τ0) is an FXδn,1,Xδn,2-supermartingale. This implies that
d2K23.6 EX1,X2
{
eα1τ3/21l{τ3 ≤ (τ0 ∧ s)}
} ≤ h2(X1, X2), (3.55)
and also that
d2K23.6 e
α1s/2PX1,X2 [(τ3 ∧ τ0) > s] ≤ h2(X1, X2). (3.56)
Thence, by Jensen’s inequality and (3.55), for any 0 ≤ u ≤ 1, we also have
EX1,X2
{
euα1τ3/21l{τ3 ≤ (τ0 ∧ s)}
} ≤ {h2(X1, X2)/d2K23.6}u. (3.57)
Finally, from Lemma 2.5 with η = δ/2, for (X1, X2) ∈ B2 and for θ1 as in
Lemma 2.2,
PX1,X2[τ0 ≤ (τ3 ∧ s)] ≤ PX1,X2[τ0 ≤ s] ≤ 2 exp{−7nθ1δ2/64}, (3.58)
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if s ≤ n/α1 and n ≥ max{n2, ψ−1(δ/2)}, where
n2 := max
{
n(3.2),
K2.5Λ
α1
}
∈ K;
this follows because n2.2 ≤ n(3.2), and because, for n and s chosen in this
way, exp{n−1θ1(3nδ/8)2} ≥ n9 ≥ nK2.5Λs, because δ ≥ 2ψ(n) and n ≥ d4.
Hence, taking β = u0α1/2, with u0 = 1/32 as above, substituting (3.56),
(3.57) and (3.58) into (3.53), and then using (3.52), we have
ϕ2(u0α1/2, s) ≤ (2nδ/dK3.6)2u0ϕ3(u0α1/2, s) + P (u0, s, n)ϕ0(u0α1/2, s)
≤ (2nδ/dK3.6)2u0ϕ3(u0α1/2, s) + 31P (u0, s, n)ϕ2(u0α1/2, s)/15,
where
P (u, s, n) := euα1s/2{PX1,X2[τ0 ≤ (τ3 ∧ s)] + PX1,X2 [(τ3 ∧ τ0) > s]}
≤ euα1s/2{2 exp{−7n3/4dθ1δ2/64}+ (2nδ/dK3.6)2u0e−α1s/2},
recalling n ≥ d4 for the final inequality. It thus follows that P (u0, sn, n) ≤
15/62 for all n ≥ max{n2, d4, ψ−1(δ/2)} such that(
2nδ
dK3.6
)2u0
e−α1(1−u0)sn/2 ≤ 7
62
and e−(7n
3/4dθ1δ2/64−u0α1sn/2) ≤ 2
31
.
(3.59)
Picking s = sn := 64 logn/α1, and recalling that u0 = 1/32 and 2ψ(n) ≤ δ ≤
δ1/3≤ 1 ≤ K3.6, it is enough that n ≥ n3, where
n3 := max
{[
21/16
(
62
7
)]1/30
,
(
31
2
)1/6}
∈ K.
Hence, for n ≥ max{n2, n3, ψ−1(δ/2)},
ϕ2(u0α1/2, sn) ≤ 2(2nδ/dK3.6)2u0ϕ3(u0α1/2, sn). (3.60)
For (X1, X2) ∈ B3, we take t3 = 1/α1, and use (3.49) to conclude that
ϕ3(uα1/2, sn) ≤ eu/2{1 + d3/2C∗n−1/2(Λ/g∗)1/4 ϕ0(uα1/2, sn)}, (3.61)
for C∗ as defined in (3.50), if n ≥ n(3.2). From (3.52) and (3.60), we have
ϕ0(u0α1/2, sn) ≤ 62(2nδ/dK3.6)2u0ϕ3(u0α1/2, sn)/15, (3.62)
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for all n ≥ max{d4, n2, n3, ψ−1(δ/2)}. Taking u = u0 = 1/32 in (3.61) and
using (3.62), the coefficient of ϕ3(u0α1/2, sn) on the right hand side of (3.61)
is at most
e1/64d3/2C∗n−1/2(Λ/g∗)1/462(2nδ/dK3.6)
1/16/15 ≤ 1/2
if, using n ≥ d4 and δ ≤ δ1/3≤ 1 ≤ K3.6,
n ≥ n4 := e 24
(
124C∗
15
)64(
Λ
g∗
)16
∈ K.
Hence, from (3.61) and (3.62), for n ≥ max{max2≤l≤4 nl, ψ−1(δ/2)}, we have
ϕ3(u0α1/2, sn) ≤ 2e1/64.
Combining this with (3.62) and the definition (3.51) of ϕ0, it follows that,
for all (X1, X2) ∈ B0, we have
PX1,X2 [τC > t] ≤ 9(2n)2u0e−u0α1t/2, 0 ≤ t ≤ sn,
for n ≥ max{n(3.2),max1≤l≤4 nl, ψ−1(δ/2)}. In particular,
PX1,X2[τC > sn] ≤ 9(2n)2u0e−u0α1sn/2.
However, by the strong Markov property, for t > sn,
PX1,X2 [τC > t] ≤ PX1,X2[τC > sn] max
(X1,X2)∈B0
PX1,X2[τC > t− sn].
Arguing inductively, it follows that, for r ∈ Z+ and 0 ≤ v < sn,
PX1,X2 [τC > rsn + v] ≤
(
9(2n)2u0e−u0α1sn/2
)r
9(2n)2u0e−u0α1v/2.
Take n so large that 9(2n)2u0e−u0α1sn/4 ≤ 1; this is true, for u0 = 1/32 and
sn = 64 logn/α1, if n ≥ n5 := 9421/4. Then, for all (X1, X2) ∈ B0, we have
PX1,X2[τC > rsn + v] ≤ 9(2n)2u0e−u0α1(rsn+v)/4.
Since u0 = 1/32, the inequality in the theorem is thus proved for n ≥
max{n3.7, ψ−1(δ/2)}, where
n3.7 := max1≤l≤5
nl ∈ K, (3.63)
with α1/128 for α2.
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4 Stein’s method based on Xδn
4.1 Bounding the solutions of the Stein equation
We now use the results of the previous section to bound the first and second
differences of the solutions hB := h
δ
B,n of the Stein equation corresponding
to the generator Aδn defined in (1.14), for the elementary processes satisfy-
ing Assumptions G0, G1 and S2–S4. We recall from the introduction the
definitions
‖∆f(X)‖∞ := max
1≤j≤d
|∆jf(X)|; ‖∆2f(X)‖∞ := max
1≤j,k≤d
|∆jkf(X)|,
(4.1)
where ∆j and ∆jk, as defined in (1.8), denote the components of the first
and second difference operators ∆ and ∆2, respectively.
Theorem 4.1. Let Xn be an elementary process, satisfying Assumptions G0,
G1 and S2–S4 for some δ0 > 0. Let δ1 := min{3, δ0/
√
λmax(Σ)}. Then there
are constants κ0, κ1, κ2 ∈ K such that, for any B ⊂ Zd and any δ ≤ δ1/3, the
solution hB := h
δ
B,n of the Stein equation
AδnhB(X) = 1lB(X)− Πδn{B}
satisfies
|hB(X)| ≤ α−11 κ0 log n; ‖∆hB(X)‖∞ ≤ α−11 κ1d1/4n−1/2 logn;
‖∆2hB(X)‖∞ ≤ α−11 κ2d1/2n−1 logn,
for all |X − nc|Σ ≤ nδ/4 and n ≥ max{n3.7, ψ−1(δ/2)}. The constants
κ0, κ1, κ2 are given in (4.3), (4.5) and (4.6), respectively, and α1 is as in (2.4)
.
Proof. The argument starts from the explicit representation of hB given
in (1.17), which immediately yields
hB(X) = −
∫ ∞
0
(P[Xδn(t) ∈ B |Xδn(0) = X ]− Πδn{B}) dt
= −
∑
Y ∈B˜n,δ(c)
∫ ∞
0
(P[Xδn(t) ∈ B |Xδn(0) = X ]
− P[Xδn(t) ∈ B |Xδn(0) = Y ])Πδn(Y ) dt. (4.2)
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Because δ ≤ δ1/3 and 9 · 21/16 ≤ 10, we can use Theorem 3.7 for n ≥
max{n3.7, ψ−1(δ/2)} to give
|hB(X)| ≤ 2α−12 log n+
∫ ∞
2α−12 logn
10n1/16e−α2t dt
≤ 2α−12 log n+ 10α−12 n−1,
with α2 = α1/128, proving the bound on |hB(X)|, with
κ0 := 1536. (4.3)
Next, from (4.2), we have
hB(X − e(j))− hB(X) (4.4)
=
∫ ∞
0
(P[Xδn(t) ∈ B |Xδn(0) = X ]− P[Xδn(t) ∈ B |Xδn(0) = X − e(j)]) dt.
Taking f(X) := 1lB(X), Theorem 3.3, with G
(j) bounded by Λ, implies that∫ 2α−12 logn
0
|P[Xδn(t) ∈ B |Xδn(0) = X ]− P[Xδn(t) ∈ B |Xδn(0) = X − e(j)]| dt
≤ Kj3.3α
−1
2 n
−1/2{2 logn+ 2α2(Λg(j))−1/2}
(
Λ
g(j)
)1/4
,
if |X − nc|Σ ≤ nδ/4 and n ≥ max{n(3.2), ψ−1(δ/2)}; in performing the
integration, the range is split at t = (Λg(j))−1/2. The remainder of the
integral is bounded by 10α−12 n
−1, as above, if also n ≥ max{n3.7, ψ−1(δ/2)},
since n3.7 ≥ n(3.2), completing the bound on |h(X−e(j))−h(X)|, and thence
on ‖∆h(X)‖∞, with
κ1 := 128
{
10 +K(1)∗
(
2 +
2α2√
Λg∗
)}(
Λ
g∗
)1/4
∈ K, (4.5)
where K
(1)
∗ := max1≤j≤dK
j
3.3.
For the second differences, the argument is entirely similar, using Theo-
rem 3.5 for the bulk of the estimate, and bounding the integrand by 2 for
0 ≤ t ≤ n−1(Λg+ij)−1/2. This gives the bound on ‖∆2h(X)‖∞, with
κ2 := 128
{
10 +
2α2√
Λg∗
+K(2)∗
(
Λ
g∗
)1/2(
2 +
α2√
Λg∗
)}
∈ K, (4.6)
where K
(2)
∗ := max1≤i,j≤dK
ji
3.5.
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Remark 4.2. As in Remark 3.4, the dependence on d, appearing through
the factors d1/4 and d1/2 in the bounds on ‖∆hB(X)‖∞ and ‖∆2hB(X)‖∞,
respectively, is not needed if g−1∗ max1≤j≤d{G(j) + g(j)} remains bounded as
n → ∞. This is the case if A = −λI, for some λ > 0, and if (Xn) is as in
Theorem 3.2.
4.2 Reducing the generator
In this section, we show that we can work with the simpler operator A˜n,
defined in (1.7), in place of the generator Aδn. As a first step in the reduc-
tion, we use two technical lemmas to bound the expectation of the Newton
remainder
e2(W,J, h) := h(W + J)− h(W )−∆h(W )TJ − 12JT∆2h(W )J, (4.7)
for W a random vector. For η > 0 and f : Zd → R, we use the notation
‖f‖Σnη,∞ := max|X−nc|Σ≤nη |f(X)|, (4.8)
analogous to that of (2.2), but using |·|Σ-balls, with nc implicit. Similarly, we
write ‖∆h‖Σnη,∞ and ‖∆2h‖Σnη,∞ for ‖f‖Σnη,∞, when f(X) = ‖∆h(X)‖∞ and
f(X) = ‖∆2h(X)‖∞, respectively, so that the conclusion of Theorem 4.1 can
be expressed as
‖hB‖Σnδ/4,∞ ≤ α−11 κ0 log n; ‖∆hB‖Σnδ/4,∞ ≤ α−11 κ1d1/4n−1/2 logn;
‖∆2hB‖Σnδ/4,∞ ≤ α−11 κ2d1/2n−1 log n, (4.9)
for n ≥ max{n3.7, ψ−1(δ/2)} and δ ≤ δ1.
Our control over the differences of the functions hB is only such that we
can bound their ‖ · ‖Σnη,∞ norms for suitable η, so these are the quantities
that we need in our estimates. For instance, if W is a random vector in Zd
such that dTV(L(W ),L(W + e(j))) ≤ ε, we immediately have the bound
|E{f(W + e(j))− f(W )}| ≤ 2ε‖f‖∞.
Because we often only have control within certain (large) balls, we are led
instead to bounding a truncated quantity
|E{(f(W + e(j))− f(W ))I[|W − nc|Σ ≤ nη1]}|
in terms of ‖f‖Σnη2,∞, for suitable choices of η1 and η2. The following lemma,
proved in Section 6.1, provides what we need.
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Lemma 4.3. Suppose that W is a random vector in Zd such that
dTV(L(W ),L(W + e(j))) ≤ ε1, 1 ≤ j ≤ d; P[|W − nc|Σ > nδ/4] ≤ ε2.
Then, for f : Zd → R and 1 ≤ j ≤ d, and for any U,X ∈ Zd such that
max{|X|Σ, |X + U |Σ} ≤ nδ/6 and nδ ≥ 12|U |Σ,
|E{(f(W +X + U)− f(W +X))I[|W − nc|Σ ≤ nδ/3]}|
≤ (ε1|U |1 + ε2)‖f‖Σnδ/2,∞.
We use Lemma 4.3 to bound the Newton remainder defined in (4.7).
Instead of bounding e2(W,J, h) directly, we bound a perturbation of it,
E2(W,J, h) := e2(W,J, h) +
1
2
d∑
j=1
Jj∆jjh(W ), (4.10)
which can be represented as a sum of third differences of h. The result,
proved in Section 6.2, is as follows.
Lemma 4.4. If W is a random vector in Zd such that
dTV(L(W ),L(W + e(j))) ≤ ε1, 1 ≤ j ≤ d; P[|W − nc|Σ ≥ nδ/4] ≤ ε2,
then, for any J ∈ Zd such that |J |Σ ≤ nδ/12,
(i)
∣∣∣E{E2(W,J, h)I[|W − nc|Σ ≤ nδ/3]}∣∣∣
≤ ‖∆2h‖Σnδ/2,∞(C(1)4.4(J)ε1 + C
(2)
4.4(J)ε2),
where
C
(1)
4.4(J) :=
1
6
|J |1(|J |1 + 1)(|J |1 + 2); C(2)4.4(J) := 12 |J |1(|J |1 + 1). (4.11)
If the conditions are replaced by P[|W −nc| ≥ nδ/4] ≤ εE2 and |J | ≤ nδ/12,
then
(ii)
∣∣∣E{E2(W,J, h)I[|W − nc| ≤ nδ/3]}∣∣∣
≤ ‖∆2h‖nδ/2,∞(C(1)4.4(J)ε1 + C
(2)
4.4(J)ε
E
2 ),
where ‖∆2h‖nδ/2,∞ is as defined in (2.2).
Remark 4.5. Note that, because 0 6= J ∈ Zd, we have
C
(1)
4.4(J) ≤ |J |
3
1 ≤ d3/2|J |3; C(2)4.4(J) ≤ 2d|J |
2.
41
Lemma 4.4 allows us to prove the following reduction theorem, useful
for approximating the generator of any Markov jump process satisfying our
general assumptions.
Theorem 4.6. Suppose that (gJ , J ∈ J ), c, A, σ2, γ, δ0, Aδn and A˜n are as
in Sections 1 and 2.1, and that Assumptions G0–G4 are satisfied. Suppose
that W is a random vector in Zd, such that, for some ε, v > 0,
(i) E|W − nc|2Σ ≤ dvn;
(ii) dTV(L(W ),L(W + e(j))) ≤ ε, for each 1 ≤ j ≤ d.
(4.12)
Then, for any δ ≤ δ0/
√
λmax(Σ) and for any 0 < δ
′ ≤ δ/2, and for n ≥
max{n(3.2), ψ−1(δ/2)},
|E{(Aδnh(W )− A˜nh(W ))I[|W − nc|Σ ≤ nδ′/3]}|
≤ d5/2Λ
(
1
2
L2λmax(Σ)v‖∆h‖Σnδ/4,∞ (4.13)
+ n‖∆2h‖Σnδ/4,∞
{
L1
√
vλmax(Σ)n
−1/2 + d1/2(γ¯/Λ)ε+ 32d1/2v/{n(δ′)2}}),
where ‖∆h‖Σnη,∞ and ‖∆2h‖Σnη,∞ are bounded in (4.9).
Proof. Consider
Aδnh(X) := n
∑
J∈J
gJδ (X/n){h(X + J)− h(X)} (4.14)
= n
∑
J∈J
{gJ(c) +DgJ(c)Tn−1(X − nc) + e1(X, J, gJδ )}
×{∆h(X)TJ + 1
2
JT∆2h(X)J + e2(X, J, h)},
where
e1(X, J, g
J
δ ) := g
J
δ (X/n)− gJ(c)− n−1DgJ(c)T (X − nc),
and e2 is as in (4.7). Observing that
∑
J∈J g
J(c)∆h(X)TJ = ∆h(X)TF (c) =
0, because F (c) = 0, and that∑
J∈J
gJ(c)JT∆2h(X)J = Tr {σ2∆2h(X)};∑
J∈J
DgJ(c)Tn−1(X − nc)∆h(X)TJ = n−1Tr {A(X − nc)∆h(X)T},
42
it follows, once again writing Iηn(W ) := I[|W − nc|Σ ≤ nη/3], that
|E{(Aδnh(W )− A˜nh(W ))Iδ
′
n (W )}|
≤ nE
{∑
J∈J
|e1(W,J, gJδ )| |h(W + J)− h(W )|Iδ
′
n (W )
}
+ E
{∑
J∈J
|DgJ(c)T (W − nc)| |h(W + J)− h(W )−∆h(W )TJ |Iδ′n (W )
}
+ n
∣∣∣E{∑
J∈J
gJ(c)e2(W,J, h)I
δ′
n (W )
}∣∣∣. (4.15)
Now, from (2.3), and recalling (1.11), it follows that, for X ∈ X δn(J),
|e1(X, J, gJδ )| = |gJδ (X/n)− gJ(c)−DgJ(c)Tn−1(X − nc)|
≤ 1
2
n−2|X − nc|2L2gJ(c), (4.16)
provided that δ
√
λmax(Σ) ≤ δ0. Since, for |X − nc|Σ ≤ nδ′/3 ≤ nδ/6 and
nδ/12 > JΣmax, we have
|X + J − nc|Σ ≤ JΣmax + |X − nc|Σ ≤ nδ/4,
it follows, for such X and n, that |h(X + J)− h(X)| ≤ |J |1 ‖∆h‖Σnδ/4,∞ and
that (4.16) is satisfied. Hence, since E|W − nc|2Σ ≤ dvn, we have
nE
{∑
J∈J
|e1(W,J, gJδ )| |h(W + J)− h(W )| Iδ
′
n (W )
}
≤ 1
2
L2
∑
J∈J
gJ(c)|J |1 ‖∆h‖Σnδ/4,∞n−1E|W − nc|2
≤ 1
2
L2
∑
J∈J
gJ(c)|J |1 ‖∆h‖Σnδ/4,∞dvλmax(Σ)
≤ 1
2
L2vd
5/2Λλmax(Σ) ‖∆h‖Σnδ/4,∞,
if nδ/12 > JΣmax, and this condition is satisfied for n ≥ max{n(3.2), ψ−1(δ/2)}.
Then, from (6.20) and (2.3), if n ≥ n(3.2) and |X − nc|Σ ≤ nδ′/3,∑
J∈J
|DgJ(c)T (X − nc)| |h(X + J)− h(X)−∆h(X)TJ | Iδ′n (X)
≤ 1
2
L1|X − nc| ‖∆2h‖Σnδ/4,∞
∑
J∈J
gJ(c)|J |1(|J |1 + 1)
≤ d2ΛL1|X − nc| ‖∆2h‖Σnδ/4,∞;
43
hence, since E|W − nc|Σ ≤
√
dvn,
E
{∑
J∈J
|DgJ(c)T (W − nc)| |h(W + J)− h(W )−∆h(W )TJ | Iδ′n (W )
}
≤ d5/2ΛL1
√
vλmax(Σ)n ‖∆2h‖Σnδ/4,∞.
Finally, from Lemma 4.4 and Chebyshev’s inequality,
n
∣∣∣∣∣E
{∑
J∈J
gJ(c)
(
e2(W,J, h) +
1
2
d∑
j=1
Jj∆jjh(W )
)
Iδ
′
n (W )
}∣∣∣∣∣
≤
∑
J∈J
gJ(c)n‖∆2h‖Σnδ/4,∞(C(1)4.4(J)ε+ 16C
(2)
4.4(J)dv/{n(δ
′)2})
≤ n‖∆2h‖Σnδ/4,∞(d3γ¯ε+ 32d3Λv/{n(δ′)2}),
and, for each j,
∑
J∈J Jjg
J(c) = 0, because F (c) = 0. This completes the
proof of the theorem.
Remark 4.7. Suppose that processes (Xn, n ≥ 0) are almost density de-
pendent, in that they have rates as in (1.1), but with gJ(x) being replaced
by gJ(x, n), where limn→∞ n1/2εδn = 0 for all δ > 0 small enough, where
εδn := sup|x−c|≤δ
∑
J∈J |gJ(x, n) − gJ(x)|. Then it is immediate from (4.14)
that, if Assumptions G0–G4 hold for the transition rates gJ(x), then the
conclusion of Theorem 4.6 continues to hold, with the limiting definitions of
c, A and σ2, provided only that an asymptotically small term
dΛ{n1/2εδn}n1/2‖∆h‖Σnδ/4,∞
is added to the bound given in (4.13). In particular, if nεδn is bounded as
n→∞, the asymptotic order of the error bound is not increased.
4.3 Total variation approximation
We are now in a position to prove Theorem 4.8, which gives a measure of the
error in the approximation of the distribution of a random vector W in Zd
by the distribution Πδn, if the process X
δ
n satisfies the special assumptions of
Section 3. The statement of Theorem 4.8 is to some extent complicated by
the presence of the indicator truncating the range of W in the main condi-
tion (iii). The truncation is necessary, because Theorem 4.1 only enables one
to bound the differences of the functions hB solving the Stein equation (1.15)
in balls of radius nδ/4, for any δ ≤ δ0/3
√
λmax(Σ).
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Theorem 4.8. Given any c ∈ Rd and d×d matrices A and σ2, with A having
eigenvalues all with negative real parts, and σ2 being positive definite, there
exists a sequence of elementary processes (Xn, n ≥ 1), given in Theorem 3.2,
satisfying Assumptions G0, G1 and S2–S4 for δ0 = λmin(σ
2)/(8‖A‖) > 0,
having F (c) = 0, DF (c) = A and σ2 given by (1.4). Let Σ be as in (1.9).
Define δ˜0 := min{1, δ0/3
√
λmax(Σ)} and Λ := λ¯(σ2), and suppose that δ′ ≤
δ˜0/2. Then, for any v > 0, there exists a constant C4.8(v, δ
′), which is a
function of v, δ′, ‖A‖/Λ and the elements of Sp′(σ2/Λ) and Sp′(Σ), with
the following property: if W is any random vector in Zd such that, for some
n ≥ max{n3.7, ψ−1(δ′)} and for some ε1, ε20, ε21, ε22 > 0,
(i) E|W − nc|2Σ ≤ dvn;
(ii) dTV(L(W ),L(W + e(j))) ≤ ε1, for each 1 ≤ j ≤ d;
(iii) |E{A˜nh(W )I[|W − nc|Σ ≤ nδ′/3]}|
≤ λ¯(σ2)(ε20‖h‖Σnδ˜0/4,∞ + ε21n
1/2‖∆h‖Σ
nδ˜0/4,∞ + ε22n‖∆
2h‖Σ
nδ˜0/4,∞),
where A˜n is as defined in (1.7), then, for any δ such that 2δ′ ≤ δ ≤ δ˜0,
dTV(L(W ),Πδn) ≤ C4.8(v, δ′)(d3n−1/2 + d4ε1 + ε20 + d1/4ε21 + d1/2ε22) logn.
Proof. From (1.16), we have
dTV(L(W ),Πδn)
≤ sup
B⊂B˜n,δ(c)
|E{AδnhB(W )I[W ∈ B˜n,δ′/3(c)]}|+ P[W /∈ B˜n,δ′/3(c)],
where B˜n,η(c) := Z
d ∩ Bnη,Σ(nc) and hB := hδB,n is as for (1.15). The prob-
ability in the second term is at most 9dv/{n(δ′)2}, by (i) and Chebyshev’s
inequality. Then, for 2δ′ ≤ δ ≤ δ˜0 and for n ≥ max{n3.7, ψ−1(δ′)}, we can
use (4.9) in (iii), giving
|E{A˜nhB(W )}I[|W − nc|Σ ≤ nδ′/3]|
≤ λ¯(σ2)(ε20‖hB‖Σnδ˜0/4,∞ + ε21n
1/2‖∆hB‖Σnδ˜0/4,∞ + ε22n‖∆
2hB‖Σnδ˜0/4,∞)
≤ (λ¯(σ2)/α1)(ε20κ0 + ε21κ1d1/4 + ε22κ2d1/2) log n.
Finally, from Theorem 4.6 and (4.9) and recalling that L2 = 0 for elementary
processes, for n ≥ max{n3.7, ψ−1(δ′)} and 2δ′ ≤ δ ≤ δ˜0, we have
|E{(AδnhB(W )− A˜nhB(W ))I[W ∈ B˜n,δ′/3(c)]}|
≤ d3 log n λ¯(σ
2)
α1
{
κ2L1
√
vλmax(Σ)√
n
+
32κ2d
1/2v
n(δ′)2
+ κ2d
1/2(γ¯/Λ) ε1
}
,
and noting that γ¯ ≤ d−1/2ΛJmax completes the proof of the theorem.
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5 Application: approximating a Markov jump
process
Suppose that (Xn, n ≥ 1) is a fixed sequence of Markov jump processes with
Xn(·) ∈ n−1Zd for some fixed d, and with transition rates determined by the
fixed collection of functions (gJ : Rd → R+, J ∈ J ), satisfying Assumptions
G0–G4 for some c and δ0. Then, for large n, Xn has a quasi-equilibrium
behaviour near nc, in the sense that the process, if started near nc, remains
within any ball B˜n,δ(c) for a length of time whose expectation, for fixed δ > 0,
grows exponentially with n. During this time, its behaviour is asymptotically
extremely close to that of Xδn, the choice of δ < δ0 having almost no effect:
see Barbour & Pollett (2012, Section 4). Thus it has a quasi-equilibrium
distribution that, as n → ∞, is asymptotically extremely close to Πδn, for
any 0 < δ < δ0. Theorem 5.3 below shows that Π
δ
n, in turn, can be closely
approximated by the equilibrium distribution Π̂δn of an elementary process.
We begin by noting that the variance of Πδn is of the correct order, satis-
fying Condition (i) of Theorem 4.8, and that Condition (ii) is also satisfied,
with ε1 = O(n
−1/2). The proofs of these two results are in Section 6.3. Since,
for this application, all the data of the problem, apart from n, are fixed, we
can simplify many statements to order expressions as n→∞.
Lemma 5.1. Let Xn be a Markov jump process whose transition rates are
given in (1.1), satisfying Assumptions G0–G4 for some δ0 > 0, and let δ2.2
and δ′2.2(d) be as in Lemma 2.2. Then, for any 0 < δ ≤ min{δ2.2, δ′2.2(d)},
if Xδn ∼ Πδn, we have
E|Xδn − nc|2Σ = O(n).
Proposition 5.2. Under Assumptions G0–G4, if Xδn ∼ Πδn for some fixed
δ ≤ min{δ2.2, δ′2.2(d)}, then, for each 1 ≤ j ≤ d,
dTV(Π
δ
n,Π
δ
n ∗ εe(j)) = O(n−1/2),
where εJ denotes the point mass at J and ∗ denotes convolution.
We now give the approximation theorem.
Theorem 5.3. Under the above assumptions on Xn, there is a sequence of el-
ementary processes X̂n such that, for any fixed 0 < δ < min{δ0/
√
λmax(Σ), δ˜0},
X̂δn has equilibrium distribution Π̂
δ
n satisfying
dTV(Π
δ
n, Π̂
δ
n) = O(n
−1/2 log n),
as n → ∞, where δ0 is as in Assumptions G0–G4 for Xn, and δ˜0 is as in
Theorem 4.8 for X̂n.
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Proof. We apply Theorem 4.8, using the elementary process X̂n, given in
Theorem 3.2, that shares the same c, A and σ2, and hence the same A˜n,
as Xn. We show that, for W ∼ Πδn, Conditions (i)–(iii) of Theorem 4.8 are
satisfied, with suitable choices of v, ε1 and ε2l, 0 ≤ l ≤ 2.
Condition (i) follows immediately for some v > 0 from Lemma 5.1, and
Condition (ii) is implied by Proposition 5.2, with ε1 = O(n
−1/2). It then
follows from Theorem 4.6 with δ′ = δ/2 that, for any function h, we have
|E{(Aδnh(W )− A˜nh(W ))I[|W − nc|Σ ≤ nδ/6]}|
= O
(
n−1/2(n1/2‖∆h‖Σnδ/4,∞ + n‖∆2h‖Σnδ/4,∞)
)
. (5.17)
However, since Πδn is the equilibrium distribution of X
δ
n, it follows that
E{Aδnh(W )} = 0. Then, since |W − nc|Σ ≤ nδ implies that |W − nc| ≤ δ0,
because δ < δ0/
√
λmax(Σ), it follows that
|E{Aδnh(W )I[|W − nc|Σ > nδ/6]}|
≤ n
∑
J∈J
|gJ |δ0E{|h(W + J)− h(W )|I[|W − nc|Σ > nδ/6]}
≤ 2nL0Λ‖h‖nδ0,∞P[|W − nc|Σ > nδ/6], (5.18)
where L0, Λ and | · |δ are as in Section 2.1. From Lemma 6.1, with r = 2,
P[|W − nc|Σ > nδ/6] = O(n−2) as n → ∞. Then, since the left hand side
of (5.17) is unchanged if we set h(X) = 0 for |X − nc|Σ > nδ/4, provided
that JΣmax ≤ nδ/12, we can replace ‖h‖nδ0,∞ by ‖h‖Σnδ/4,∞ in (5.18) for all n
sufficiently large. These two observations imply, with (5.18), that
|E{Aδnh(W )I[|W − nc|Σ ≤ nδ/6]}| = O(n−1‖h‖Σnδ/4,∞).
Combining this with (5.17), it follows that
|E{A˜nh(W )I[|W − nc|Σ ≤ nδ/6]}|
= O
(
n−1/2(‖h‖Σnδ/4,∞ + n1/2‖∆h‖Σnδ/4,∞ + n‖∆2h‖Σnδ/4,∞)
)
,
which in turn implies that Condition (iii) of Theorem 4.8 is satisfied, with
ε20, ε21 and ε22 all of order O(n
−1/2), proving the result.
It is shown in Part II, Theorem 2.3, that the equilibrium distributions of
elementary processes are at distance O(n−1/2 log n) in total variation from
discrete normal distributions. The theorem above thus extends this to the
quasi-equilibrium distributions of very general Markov jump processes. How-
ever, other equally explicit approximations may be available. For example,
consider the bivariate immigration–death process Xn with immigration rates
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nα1 for a single type 1 individual, nα2 for a single type 2 individual, and nα12
for a pair with one of each type. Assume that individuals have independent
exponentially distributed lifetimes, with mean 1/µi for type i. This process
has equilibrium distribution Πn := L(N1+N3, N2+N3), where N1, N2 and N3
are independent Poisson random variables with means
EN1 =
n
µ1
(
α1 +
α12µ2
µ1 + µ2
)
; EN2 =
n
µ2
(
α2 +
α12µ1
µ1 + µ2
)
; EN3 =
nα12
µ1 + µ2
.
It is then easy to show that, for any δ > 0, dTV(Πn,Πn(δ)) = O(n
−1),
where Πn(δ) denotes the equilibrium distribution of the restriction of Xn to
an nδ-ball around its mean ncˆ, given by cˆ :=
(
µ−11 (α1+α12), µ
−1
2 (α2+α12)
)T
.
Taking any a := (a1, a2)
T > −cˆ, and then translating Xn by (⌊na1⌋, ⌊na2⌋)T
(the integer parts are needed, to stay in Z2), we obtain an almost density
dependent Markov jump process X˜n satisfying Assumptions G0–G4, with
J := {(1, 0), (0, 1), (1, 1), (−1, 0), (0,−1)} and
g(1,0)(x, n) = α1; g
(0,1)(x, n) = α2; g
(1,1)(x, n) = α12;
g(−1,0)(x, n) = µ1(x1 − n−1⌊na1⌋); g(0,−1)(x, n) = µ2(x2 − n−1⌊na2⌋),
having equilibrium distribution Π˜n := Πn ∗ ε(⌊na1⌋,⌊na2⌋).
By Remark 4.7 and Theorem 4.8, dTV(Π˜
δ
n, Π̂
δ
n) = O(n
−1/2 logn), where X̂n
is the elementary process from Theorem 3.2, having
c := a+cˆ, A :=
(−µ1 0
0 −µ2
)
and σ2 :=
(
2(α1 + α12) α12
α12 2(α2 + α12)
)
.
Using Theorem 4.8 again, it follows that any other Markov jump process X ′n
satisfying Assumptions G0–G4 with the same c, A and σ2, restricted to
any nδ-ball around nc, has an equilibrium distribution at distance of order
O(n−1/2 log n) from Π˜δn, and hence also from Π˜n. This covers a wide range
of processes, but by no means all. For instance, it is easy to check that
0 ≤ Corr (X1n, X2n) ≤ 1/2 for all positive choices of the birth and death
rates.
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6 Technicalities
6.1 Proof of Lemma 4.3
In order to bound |E{(f(W +X + U) − f(W +X))I[|W − nc|Σ ≤ nδ/3]}|,
we write
(f(W +X + U)− f(W +X))I[|W − nc|Σ ≤ nδ/3]
= f˜X(W + U)− f˜X(W )
+ f(W +X + U){I[|W − nc|Σ ≤ nδ/3]− I[|W + U − nc|Σ ≤ nδ/3]},
where f˜X(Y ) := f(Y +X)I[|Y − nc|Σ ≤ nδ/3]. Since |f˜X(Y )| ≤ ‖f‖Σnδ/2,∞ if
|X|Σ ≤ nδ/6, it is immediate that
|E{f˜X(W + U)− f˜X(W )}| ≤ ε1|U |1‖f‖Σnδ/2,∞.
Then, on the set
{|Y − nc|Σ ≤ nδ/3 < |Y +U − nc|Σ}∪ {|Y +U − nc|Σ ≤ nδ/3 < |Y −nc|Σ},
it follows that |Y − nc|Σ > nδ/3− |U |Σ ≥ nδ/4 if nδ ≥ 12|U |Σ, and that
|Y +X + U − nc|Σ ≤ nδ/3 + max{|X|Σ, |X + U |Σ} ≤ nδ/2,
this last by assumption. Hence
|E{f(W +X + U)(I[|W − nc|Σ ≤ nδ/3]− I[|W + U − nc|Σ ≤ nδ/3])}|
≤ ε2‖f‖Σnδ/2,∞,
and Lemma 4.3 is proved.
6.2 Proof of Lemma 4.4
We prove only part (i), showing that, if E2(W,J, h) is as in (4.10), then∣∣∣E{E2(W,J, h)I[|W − nc|Σ ≤ nδ/3]}∣∣∣
≤ ‖∆2h‖Σnδ/2,∞(C(1)4.4(J)ε1 + C
(2)
4.4(J)ε2),
for constants C
(1)
4.4(J), C
(2)
4.4(J) given in (4.11), whenever
dTV(L(W ),L(W + e(j))) ≤ ε1, 1 ≤ j ≤ d; P[|W − nc|Σ ≥ nδ/4] ≤ ε2;
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the proof of part (ii) is entirely similar. We begin by taking any func-
tion f : Zd → R and any k ∈ Z and 1 ≤ j ≤ d. First, we note that, for
X ∈ Zd,
f(X+ke(j))−f(X) =
{ ∑k
l=1∆jf(X + (l − 1)e(j)) if k ≥ 1;
−∑|k|l=1∆jf(X − le(j)) if k ≤ −1. (6.19)
Hence, by considering positive and negative k separately, we find that
|f(X + ke(j))− f(X)− k∆jf(X)| ≤ 12 |k|(|k|+ 1)‖∆2f‖∞.
For more general increments J ∈ Zd, we define
J (s) := (J1, J2, . . . , Js, 0, 0, . . . , 0), s ≥ 1; J (0) := (0, . . . , 0).
Then, from the inequalities above, we have
|f(X+J (s))−f(X+J (s−1))−Js∆sf(X+J (s−1))| ≤ 12 |Js|(|Js|+1)‖∆2f‖∞,
and
|∆sf(X + J (s−1))−∆sf(X)| ≤ |J (s−1)|1‖∆2f‖∞.
Hence it follows that
|f(X + J (s))− f(X + J (s−1))− Js∆sf(X)|
≤ {1
2
|Js|(|Js|+ 1) + |Js||J (s−1)|1
} ‖∆2f‖∞.
Adding over 1 ≤ s ≤ d, this gives
|f(X + J)− f(X)−Df(X)TJ | ≤ 1
2
|J |1(|J |1 + 1)‖∆2f‖∞.
The same argument also shows that
|f(X + J)− f(X)−Df(X)TJ | ≤ 1
2
|J |1(|J |1 + 1)‖∆2f‖Σnδ/2,∞, (6.20)
if |X − nc|Σ ≤ nδ/3 and |J |Σ ≤ nδ/6.
We now prove Part (i) of the lemma by induction on the number r of non-
zero components of J . We write Iηn(X) as shorthand for I[|X−nc|Σ ≤ nη/3],
for any η > 0. Starting with r = 1, we consider three cases. For J = ke(j)
and k ≥ 1, we have
h(X + ke(j))− h(X)− k∆jh(X)− 12k(k − 1)∆jjh(X)
=
k−1∑
l=1
{∆jh(X + le(j))−∆jh(X)} − 12k(k − 1)∆jjh(X)
=
k−1∑
l=1
l−1∑
r=1
{∆jjh(X + re(j))−∆jjh(X)}. (6.21)
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From Lemma 4.3, with X = 0 and U = re(j), it follows that
|E{(∆jjh(W + re(j))−∆jjh(W )) Iδn(W )}| ≤ (rε1 + ε2)‖∆2h‖Σnδ/2,∞ (6.22)
for r ≤ k − 2, if |ke(j)|Σ = |J |1|e(j)|Σ ≤ nδ/12. Multiplying (6.21) by Iδn(X),
replacingX byW , then taking expectations, invoking (6.22), and adding, this
yields the claim for J = ke(j) and k ≥ 1, with the upper bounds C(1)4.4(ke(j)) =
1
6
(k − 2)(k − 1)k and C(2)4.4(ke(j)) = 12(k − 1)k. If J = ke(j) and k = 0, there
is nothing to prove. For J = −ke(j) and k ≥ 1, we have
h(X − ke(j))− h(X)− (−k)∆jh(X)− 12(−k)(−k − 1)∆jjh(X)
=
k∑
l=1
{∆jh(X)−∆jh(X − le(j))} − 12k(k + 1)∆jjh(X)
=
k∑
l=1
l∑
r=1
{∆jjh(X − re(j))−∆jjh(X)}. (6.23)
Arguing as before yields the claim for J = −ke(j) and k ≥ 1, with
C
(1)
4.4(−ke
(j)) = 1
6
k(k + 1)(k + 2); C
(2)
4.4(−ke
(j)) = 1
2
k(k + 1),
again if |ke(j)|Σ = |J |1|e(j)|Σ ≤ nδ/12. This establishes that the inequality (i)
is true for r = 1, when J has just one non-zero component.
Now, for any 2 ≤ r ≤ d, we assume that (i) is true for all J with at most
r − 1 non-zero components, and show that this implies that (i) is also true
for all J with at most r non-zero components. Without loss of generality, we
consider any J with Jj = 0 for r < j ≤ d. First, we write
h(X + J)−h(X) = {h(X + J)−h(X + J (r−1))}+ {h(X + J (r−1))−h(X)}.
The induction hypothesis gives∣∣∣E{(e2(W,J (r−1), h) + 12 r−1∑
j=1
Jj∆jjh(W )
)
Iδn(W )
}∣∣∣
≤ ‖∆2h‖Σnδ/2,∞(C(1)4.4(J
(r−1))ε1 + C
(2)
4.4(J
(r−1))ε2).
Thus it remains only to consider the expectation of the quantity(
h(W + J)− h(W + J (r−1))− Jr∆rh(W )
− 1
2
J2r∆rrh(W )− Jr
r−1∑
j=1
Jj∆rjh(W ) +
1
2
Jr∆rrh(W )
)
Iδn(W ).
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The one dimensional result gives∣∣E{(h(W + J)− h(W + J (r−1))− Jr∆rh(W + J (r−1))
− 1
2
Jr(Jr − 1)∆rrh(W + J (r−1))
)
Iδn(W )
}∣∣
≤ 1
6
|Jr|(|Jr|+ 1)‖∆2h‖Σnδ/2,∞((|Jr|+ 2)ε1 + 3ε2),
leaving an expectation involving the expression
Jr
{
∆rh(X + J
(r−1))−∆rh(X)−
r−1∑
j=1
Jj∆rjh(X)
}
+ 1
2
Jr(Jr − 1){∆rrh(X + J (r−1))−∆rrh(X)}. (6.24)
The first line in (6.24) can be expressed as
Jr
r−1∑
s=1
{∆rh(X + J (s))−∆r(X + J (s−1))− Js∆rsh(X)}. (6.25)
From (6.19) with f := ∆dh, we have
∆rh(X + J
(s))−∆rh(X + J (s−1))− Js∆rsh(X)
=

∑Js
l=1{∆rsh(X + J (s−1) + (l − 1)e(s))−∆rsh(X)}, if Js ≥ 1;
0, if Js = 0;
−∑|Js|l=1{∆rsh(X + J (s−1) − le(s))−∆rsh(X)}, if Js ≤ −1.
Hence, multiplying by Iδn(X), taking expectations with W in place of X and
using Lemma 4.3, it follows for the first line in (6.24) that
|Jr|
∣∣∣∣∣E
{
r−1∑
s=1
{∆rh(W + J (s))−∆r(W + J (s−1))− Js∆rsh(W )} Iδn(W )
}∣∣∣∣∣
≤ |Jr|
r−1∑
s=1
|Js|‖∆2h‖Σnδ/2,∞{(|J (s−1)|1 + 12 |Js|)ε1 + ε2}
≤ |Jr||J (r−1)|1‖∆2h‖Σnδ/2,∞(12 |J (r−1)|1ε1 + ε2).
The second line in (6.24) is directly bounded using Lemma 4.3, giving
1
2
|Jr|(|Jr|+ 1)
∣∣E{(∆rrh(W + J (r−1))−∆rrh(W )) Iδn(W )}∣∣
≤ 1
2
|Jr|(|Jr|+ 1)‖∆2h‖Σnδ/2,∞(|J (r−1)|1ε1 + ε2).
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This establishes the inequality (i) for J with Jj = 0 for r < j ≤ d, since it is
easily checked that
C
(1)
4.4(J) ≥ C
(1)
4.4(J
(r−1)) + 1
2
|Jr| |J (r−1)|21 + 12 |Jr|(|Jr|+ 1) |J (r−1)|1,
and that
C
(2)
4.4(J) ≥ C
(2)
4.4(J
(r−1)) + |Jr| |J (r−1)|1 + 12 |Jr|(|Jr|+ 1).
The lemma now follows by induction.
6.3 Proofs of Lemma 5.1 and Proposition 5.2
To prove Lemma 5.1, we need to show that, if Xδn ∼ Πδn for some δ ≤
δ0/
√
λmax(Σ), then E{|Xδn − nc|2Σ} = O(n). Now, by Dynkin’s formula, we
have E{Aδnh(Xδn)} = 0 for any choice of h. Take h(X) = h0(X) = |X − nc|2Σ
as in Lemma 2.2, for which Aδnh0(X) ≤ −α1h0(X) in |X−nc|Σ ≥ K2.2
√
nd.
Then, from (2.9), for all |X−nc|Σ ≤ n min{δ2.2, δ′2.2(d)}, Aδnh0(X) ≤ ndK ′1,
where, from (2.11), and (2.13),
K ′1 := L0d
−1Tr (σ2Σ) ≤ L0λmax(σ2Σ) ≤ L0α1ρ(σ2)ρ(Σ).
This implies that
0 = E{Aδnh0(Xδn)} ≤ −α1E{|Xδn−nc|2ΣI[|X −nc|Σ ≥ K2.2
√
nd]}+ndK ′1.
Since also, using (2.12),
E{|Xδn − nc|2ΣI[|X − nc|Σ < K2.2
√
nd]} ≤ ndK22.2 ≤ 4ndL0ρ(σ2)ρ(Σ),
the claim is proved.
To prove Proposition 5.2, we start with a concentration bound, used to
handle the truncation.
Lemma 6.1. Define KΣ := 2ΛK2.5/(dθ1α1) ∈ K. Under Assumptions G0–
G4, for any 0 < δ ≤ min{δ2.2, δ′2.2(d)}, n ≥ n2.2 and η > K2.2
√
d/n,
Πδn{|X − nc|Σ > nη} ≤ η−2d2KΣe−nθ1η
2
.
In particular, for any fixed η > 0, Πδn{|X−nc|Σ > nη} = O(n−r) as n→∞,
for any r ≥ 1.
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Proof. Again, for δ ≤ δ0/
√
λmax(Σ) and X
δ
n ∼ Πδn, we have E{Aδnh(Xδn)} =
0 for any choice of h, by Dynkin’s formula. Take h(X) = hθ1(X) as in
Lemma 2.2, for which, from (2.18) and for n ≥ n2.2,
Aδnhθ1(X) ≤ −12n−1α1θ1h0(X)hθ1(X) for |X − nc|Σ ≥ K2.2
√
nd.
This, with (2.21), implies that
1
2
n−1α1θ1E
{
h0(X)hθ1(X)I
[|X − nc|Σ ≥ K2.2√nd]} ≤ nΛK2.5.
Hence, for η > K2.2
√
d/n, it follows that
1
2
n−1α1θ1 (nη)2en
−1θ1(nη)2Πδn{|X − nc|Σ > nη} ≤ nΛK2.5,
proving the first part. The second is then immediate.
The proof of the next lemma is rather close to that of Theorem 3.3, so
we only give a quick sketch.
Lemma 6.2. Under Assumptions G0–G3, for any fixed δ ≤ min{δ2.2, δ′2.2(d)},
and for any J ∈ J ,
dTV {Πδn,Πδn ∗ εJ} = O(n−1/2)
as n→∞, where εJ denotes the point mass at J and ∗ denotes convolution.
Remark 6.3. Note that we cannot directly replace J by e(j) here, to obtain
Proposition 5.2, because e(j) may not belong to J . Under Assumption G4,
we can do so: see (6.30) below.
Proof. Fix any U > 0, and use the stationarity of Πδn to give the inequality
dTV {Πδn,Πδn ∗ εJ} ≤
∑
X∈Zd
Πδn(X) dTV {LX(Xδn(U)),LX(Xδn(U) + J)}, (6.26)
where LX denotes distribution conditional on {Xδn(0) = X}. By Lemma 5.1,
it then follows that, for any δ ≤ min{δ2.2, δ′2.2(d)},
dTV {Πδn,Πδn ∗ εJ} = DJn(δ/2) +O(n−1), (6.27)
where
DJn(δ
′) :=
∑
X : |X−nc|Σ≤nδ′
Πδn(X) dTV {LX(Xδn(U)),LX(Xδn(U) + J)}.
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This alters our problem to one of finding a bound of similar form, but now
involving the transition probabilities of the process Xδn over a finite time U ,
started in any state X which is reasonably close to nc.
By Assumption G3, J-jumps occur inXδn with rate at least nµ
J
0 , whenever
it is in the set X δn(J). Thus, by analogy with (3.8), we can realize the
chain Xδn with X
δ
n(0) = X0 in the form X
δ
n(u) := X0 + JN
δ
n(u) + W
δ
n(u),
where the transition (l,W )→ (l+ 1,W ) occurs at rate nµJ0 . This leads to a
decomposition
dTV {LX(Xδn(U)),LX(Xδn(U) + J)}
≤ 1
2
∑
l≥0
|PX0[N δn(U) = l]− PX0 [N δn(U) = l − 1]| (6.28)
+
1
2
∑
X∈Zd
∑
l≥1
PX0[N
δ
n(U) = l − 1]|qUl,X0(X − lJ)− qUl−1,X0(X − lJ)|,
where qUl,X(W ) is as defined in (3.10).
Much as for (3.13), and using Lemma 2.5, the first sum in (6.28) is
bounded by
PX0[τˆ
δ
n ≤ U ] + {nµJ0U}−1/2 = O(n−1/2), (6.29)
if we choose U = 1/
√
ΛµJ0 , where τˆ
δ
n is as defined in (3.12). For the second
part of (6.28), we argue as in the proof of Theorem 3.3, using the Radon–
Nikodym derivative RU(sl−1,s∗),X(u, w
u) := dPU(sl−1,s∗),X/dP
U
sl−1,X
(wu). As long
as RU(sl−1,s∗),X(u, w
u) ≤ 2 and u ≤ τˆδ, the PUsl−1,X-martingale RU(sl−1,s∗),X(u, wu)
makes jumps of size at most 2|J |L1/(nε0), and this enables the quadratic vari-
ation of the stopped martingale to be controlled by n−1|J |24L0(L1/ε0)2Λu,
as in (3.25). Choosing U = 1/
√
ΛµJ0 once more, and arguing as for (3.27)
and (3.29), the second part in (6.28) is also shown to be of order O(n−1/2).
Combining these observations with (6.27), the lemma follows.
To deduce Proposition 5.2 from Lemma 6.2, take any 1 ≤ j ≤ d. Then it
is immediate from the triangle inequality that, because
∑r(j)
l=1 J
(j)
l = e
(j) for
J
(j)
1 , . . . , J
(j)
r(j) as given in Assumption G4, we also have
dTV(Π
δ
n,Π
δ
n ∗ εe(j)) ≤
r(j)∑
l=1
dTV
(
Πδn,Π
δ
n ∗ εJ(j)l
)
= O(n−1/2). (6.30)
Remark 6.4. Replacing e(j) by any J ∈ J in the statement of Theorem 3.3,
the corresponding conclusion can be established, by adapting the proof much
as for Lemma 6.2 above, for sequences of Markov jump processes satisfying
Assumptions G0–G4. In the bounds, KJ3.3 depends on J through a factor
of |J |, and G(j) is replaced by Λ.
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