A statistical test to show negligible trend by Dixon, Philip M. & Pechmann, Joseph H. K.
Statistics Publications Statistics
2005
A statistical test to show negligible trend
Philip M. Dixon
Iowa State University, pdixon@iastate.edu
Joseph H. K. Pechmann
University of New Orleans
Follow this and additional works at: http://lib.dr.iastate.edu/stat_las_pubs
Part of the Statistics and Probability Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
stat_las_pubs/44. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Statistics at Iowa State University Digital Repository. It has been accepted for inclusion in
Statistics Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
A statistical test to show negligible trend
Abstract
The usual statistical tests of trend are inappropriate for demonstrating the absence of trend. This is because
failure to reject the null hypothesis of no trend does not prove that null hypothesis. The appropriate statistical
method is based on an equivalence test. The null hypothesis is that the trend is not zero, i.e., outside an a priori
specified equivalence region defining trends that are considered to be negligible. This null hypothesis can be
tested with two one-sided tests. A proposed equivalence region for trends in population size is a log-linear
regression slope of (−0.0346, 0.0346). This corresponds to a half-life or doubling time of 20 years for
population size. A less conservative region is (−0.0693, 0.0693), which corresponds to a halving or doubling
time of 10 years. The approach is illustrated with data on four amphibian populations; one provides significant
evidence of no trend.
Keywords
Ambystoma, amphibian decline, Desmognathus, equivalence tests, population trends, statistical power, testing
for no effect
Disciplines
Statistics and Probability
Comments
This is an article from Ecology 86 (2005): 1751, doi:10.1890/04-1343. Posted with permission.
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/stat_las_pubs/44
1751
STATISTICAL REPORTS
Ecology, 86(7), 2005, pp. 1751–1756
q 2005 by the Ecological Society of America
A STATISTICAL TEST TO SHOW NEGLIGIBLE TREND
PHILIP M. DIXON1,3 AND JOSEPH H. K. PECHMANN2
1Department of Statistics, Iowa State University, 120 Snedecor Hall, Ames, Iowa 50011-1210 USA
2Department of Biological Sciences, University of New Orleans, New Orleans, Louisiana 70148 USA
Abstract. The usual statistical tests of trend are inappropriate for demonstrating the
absence of trend. This is because failure to reject the null hypothesis of no trend does not
prove that null hypothesis. The appropriate statistical method is based on an equivalence
test. The null hypothesis is that the trend is not zero, i.e., outside an a priori specified
equivalence region defining trends that are considered to be negligible. This null hypothesis
can be tested with two one-sided tests. A proposed equivalence region for trends in pop-
ulation size is a log-linear regression slope of (20.0346, 0.0346). This corresponds to a
half-life or doubling time of 20 years for population size. A less conservative region is
(20.0693, 0.0693), which corresponds to a halving or doubling time of 10 years. The
approach is illustrated with data on four amphibian populations; one provides significant
evidence of no trend.
Key words: Ambystoma; amphibian decline; Desmognathus; equivalence tests; population trends;
statistical power; testing for no effect.
INTRODUCTION
Many discussions of ecological and environmental
issues involve evaluating the evidence for or against a
temporal trend. For example, is the abundance of a
particular population increasing, remaining approxi-
mately constant, or declining over time? The data to
answer this question are often a sequence of annual
counts of individuals (e.g., Houlahan et al. 2000). Do
the observed counts represent random fluctuations
around no trend or do they provide evidence of some
trend? If it is reasonable to assume a linear trend, the
usual statistical analysis is to fit a linear regression and
test the null hypothesis that the slope is zero. This
analysis is appropriate to identify a non-zero trend be-
cause a statistically significant result provides good
evidence that the trend is not zero. It is not appropriate
for identifying the absence of an important trend. Fail-
ure to reject the null hypothesis of no trend does not
imply that the null hypothesis is true (Anderson and
Hauck 1983, Millard 1987, Dixon 1998, Johnson 1999,
Parkhurst 2001, Cole and McBride 2004). A nonsig-
nificant result may be due to a small sample size, large
random fluctuations in abundance, a poor choice of test,
a trend that is close to zero in a practical sense, or the
true absence of trend.
Manuscript received 30 August 2004; accepted 27 October
2004; final version received 3 February 2005. Corresponding Ed-
itor: K. L. Cottingham.
3 E-mail: pdixon@iastate.edu
Previous approaches to the interpretation of nonsig-
nificant results have focused on statistical power
(Thomas 1997), the probability that a statistical-hy-
pothesis test will reject the null hypothesis of no trend
when that hypothesis is false (i.e., the true trend is not
zero). A typical use of power calculations is to find a
sample size (e.g., number of survey years), given a
specified trend and random variation, for which a trend
test is likely (e.g., power . 0.8) to give a statistically
significant result. While power calculations are invalu-
able for designing a study (Cohen 1988), they are less
useful for interpreting nonsignificant results once ob-
tained (Mead 1988, Gerard et al. 1998, Hoenig and
Heisey 2001). One problem is that power calculations
should be based on a priori specification of the trend
and error variance, derived from the literature, prelim-
inary data, or biological principles (Thomas 1997). If
power is calculated after data are collected and the
observed estimates of trend and variance used in the
power calculation (post hoc power), the estimated pow-
er is simply a function of the P value (Mead 1988).
For example, if the estimated trend and its variance are
such that the P value is exactly 5%, the post hoc power
of an a 5 5% test is approximately 50% (Mead 1988).
If the P value is smaller (P , 5%), the post hoc power
is larger; if the P value is larger than 5%, the post hoc
power is less than 50%. Such post hoc power calcu-
lations provide no additional insight into the nature of
nonsignificant results (Thomas 1997, Hoenig and Heis-
ey 2001).
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The usual test of no trend can also be too powerful,
although this rarely happens with ecological data. If
the sample size is large or the residual variation small,
then a biologically insignificant trend (e.g., numerically
close to zero) can be statistically significant. A statis-
tical test of no trend is not a test of whether the trend
is biologically important.
A better approach for testing the absence of trend is
motivated by the idea that the true trend is unlikely to
be exactly zero. The important question is whether the
true trend is negligible. This requires defining an equiv-
alence region (bl, bu) that includes all values of the
trend parameter that are considered negligible. The
lower bound of the equivalence region, bl, separates
larger declines (i.e., more-negative trends) that are bi-
ologically important from smaller declines that are con-
sidered negligible. The upper bound, bu, separates larg-
er biologically important increases from smaller pos-
itive trends. An equivalence test assumes that the trend
is large, i.e., outside the equivalence region, unless the
data suggest otherwise. If b is the true, but unknown,
trend, the null hypothesis of non-equivalence is that
H : b # b or b $ b .0 l u (1)
The alternative hypothesis is that the true trend is
within the equivalence region: Ha: bl , b , bu. The
usual null and alternative hypotheses are reversed, so
that a trend is considered negligible only if there is
sufficient evidence that it is close to zero.
TESTING THE NULL HYPOTHESIS OF
NON-EQUIVALENCE
Most statistical research on equivalence testing has
focused on equivalence tests for two means. One pri-
mary motivation was to compare properties of generic
and name-brand drugs (Wellek 2003:6). Equivalence
tests are relatively unknown in ecological and envi-
ronmental applications, although they have been ap-
plied to assess remediation success (McDonald and Er-
ickson 1994), the assumption of equal detectability
(MacKenzie and Kendall 2002), and the lack of envi-
ronmental impact (Erickson and McDonald 1995, Cole
and McBride 2004).
Many different equivalence tests have been sug-
gested (e.g., Westlake 1979, Anderson and Hauck 1983,
Schuirmann 1987, Dannenberg et al. 1994, Hsu et al.
1994). There is no optimal test. Instead there is a trade-
off between three characteristics of the equivalence
test: the Type I error rate, the power, and the shape of
the rejection region (Chow and Liu 1992, Berger and
Hsu 1996, Perlman and Wu 1999). The rejection region
of a statistical test is the set of sample statistics that
lead to rejecting the null hypothesis. For t tests of trend,
the relevant sample statistics are the estimated slope
and standard error of the slope. All equivalence tests
reject the non-equivalence hypothesis when the ob-
served trend is close to zero and precisely known (small
SE). Some equivalence-test procedures also conclude
that the trend is negligible when the slope is poorly
known (large SE), although this is counterintuitive. The
two one-sided tests method (Schuirmann 1987) is wide-
ly used because it has a bounded type I error rate, good
power, and a well-behaved rejection region (Hsu et al.
1994).
The two one-sided tests method separately tests each
part of the non-equivalence hypothesis given by Eq. 1
(Schuirmann 1987, Parkhurst 2001). Two one-sided
null hypotheses are tested: H0a: b # bl and H0b: b $
bu. Non-equivalence (Eq. 1) is rejected only if both
subhypotheses, H0a and H0b, are rejected. The details
of each one-sided test depend on the properties of the
data. This flexibility permits generalization to many
approaches, including tests for data with unequal var-
iances (Dannenberg et al. 1994), nonparametric tests
(Hauschke et al. 1990), and complex experimental de-
signs (Chow and Liu 1992). A single one-sided test
can be applied when the original hypothesis is one
sided, i.e., only positive or negative trend is important
(Parkhurst 2001). Here we extend equivalence testing
to the question of whether a linear trend is close to
zero.
Using an equivalence test requires an a priori spec-
ification of bl and bu, the bounds of the equivalence
region. These values should represent biological
knowledge and informed judgment about trends that
are considered small for a specific population over a
specific time frame. One approach is based on the dou-
bling time for the population. Here we operationally
define a trend as small if the associated population
doubling time is longer than 20 years, i.e., the log-
linear slope is smaller than 0.0346. The comparable
criterion for declining populations is a half-life longer
than 20 years, i.e., a log-linear slope larger than
20.0346. A related approach is to consider the time to
reach 1% of the starting size (pseudo-extinction). A
consistent annual decline of 20.0346 translates into a
pseudo-extinction time of 133 years. The bounds of the
equivalence region may vary with species character-
istics, e.g., life history and current population size.
Looser bounds on the equivalence region, e.g.,
(20.0693, 0.0693) that correspond to a doubling or
halving time of 10 years, might be appropriate for pop-
ulations of shorter lived species with larger annual fluc-
tuations in abundance.
EQUIVALENCE TESTS FOR TREND
Many different models could be used to estimate
trends. We will use a log-linear model in which the
slope, b, describes the linear trend in the log-trans-
formed abundance, Nt:
ln(N 1 1) 5 a 1 bt 1 « .t t (2)
We chose to log transform abundances to linearize
an exponential growth model and to stabilize the error
variances. A constant of 1 is added to all values of Nt
to avoid ln(0). When Nt is large, Eq. 2 describes a
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population with exponential growth or exponential de-
cline at a rate given by b. When Nt is small, the growth
or decline is approximately linear, because of the added
constant.
The choice of method to estimate the trend, , andbö
its standard error, s , depends on the characteristics ofbö
the errors, i.e., the deviations from the specified model.
If the errors are additive, independent, normally dis-
tributed, with equal variances, then least-squares re-
gression (Draper and Smith 1981) is appropriate and
inference about the slope can be based on a Student’s
t distribution. If errors are correlated, either because of
autocorrelation between observations in consecutive
years or because of subsampling (e.g., more than one
count in the same year), the annual trend and its SE
can be estimated using a linear mixed model (Scha-
benberger and Pierce 2002: chapter 7). Inference about
the slope is based on an approximate t distribution with
estimated degrees of freedom (Kenward and Roger
1997).
In either case, the subhypothesis H0a: b # bl is re-
jected if the t statistic Tl 5 ( 2 bl)/s is larger thanbö bö
the one-sided critical value for a t distribution with the
appropriate degrees of freedom. The second sub-hy-
pothesis H0b: b $ bu is rejected if the t statistic Tu 5
(bu 2 )/s is larger than the same t critical value. Ifbö bö
the P values for both sub-hypotheses are less than a
(e.g., 5%), then the data provide evidence that the trend
is negligible. Although this decision requires two hy-
pothesis tests, a multiple testing adjustment is not nec-
essary because rejecting the non-equivalence hypoth-
esis requires that both tests are significant.
Equivalence can also be based on a confidence in-
terval. The hypothesis of non-equivalence (Eq. 1) is
rejected at a 5 5% if and only if a 90% confidence
interval for the trend lies entirely within the equiva-
lence region (Schuirmann 1987). If the usual least-
squares assumptions are appropriate, a 90% confidence
interval for the trend is 6 ts , where t is the 0.95bö bö
quantile of a t distribution with the appropriate degrees
of freedom. The size of the confidence interval is 100%
2 2a not the usual 100% 2 a because each tail of the
confidence interval is based on a one-sided a-level test.
AMPHIBIAN EXAMPLES
Equivalence tests for trend will be illustrated with
four long-term data sets on amphibian (salamander)
population sizes. Complete counts of all breeding fe-
males of two Ambystoma species, A. talpoideum and
A. tigrinum, have been made at Rainbow Bay, South
Carolina, USA since 1979 (Semlitsch et al. 1996). Es-
timates of abundance of Desmognathus monticola and
D. ochrophaeus at Coweeta Hydrological Laboratory
North Carolina, USA have been made by constant-ef-
fort searches since 1976 (Hairston 1996). The data used
here include the population counts until 2002. The
number of searches for Desmognathus varied between
one and three per year; for this paper, we consider the
average count for each year. Two populations (Ambys-
toma spp.) have large annual variation; two (Desmo-
gnathus spp.) have small annual variation (Fig. 1). The
four were selected from the larger number of amphibian
species monitored in these community surveys.
AIC statistics were used to choose an appropriate
model for the variability of observations around the
log-linear regression line (Verbeke 1997:113–115). For
all four species a first-order autoregressive error model
was more appropriate than the independence model.
For the two Desmognathus species, an equal-variance
model was more appropriate than a weighted model
that assumed the variance was a function of the number
of counts made each year. Diagnostic plots indicate
little to no evidence of unequal variances or non-nor-
mality in the residuals from the log-linear model. The
degrees of freedom were estimated using the Kenward-
Roger’s (1997) approximation. The degrees of freedom
differ between species, partly because of the larger
sample size for Desmognathus and partly because of
different autocorrelation coefficients. SAS version 8.2
(SAS Institute 1999) was used for all computations.
The Ambystoma data and the code used to estimate the
slopes and their standard errors and then calculate P
values for equivalence tests is given in the Supplement.
Estimated trends are superimposed on the data in
Fig. 1. The t tests of the null hypothesis that the trend
equals 0 indicate strong evidence of a decline in A.
tigrinum ( 5 20.16, P 5 0.0044), weak evidence ofbö
a decline in A. talpoideum ( 5 20.076, P 5 0.051),bö
and no evidence of a trend in the two Desmognathus
species (Table 1). The nonsignificant (defined as P val-
ue . 0.05) results for A. talpoideum, D. ochrophaeus,
and D. monticola are not convincing evidence of no
trend. An equivalence test is needed to support the
claim of no trend.
We report the equivalence test for D. monticola in
detail. The estimated slope is 20.0074, with a standard
error of 0.0096. There are 27 years of data but a rel-
atively large lag-1 autocorrelation ( l 5 0.43). The ap-rˆ
proximate t distribution has 3.34 degrees of freedom.
The t values for each subhypothesis are: Tl 5 (20.0074
2 20.0346)/0.0096 5 2.83 and Tu 5 (0.0346 2
20.0074)/0.0096 5 4.37. Both subhypotheses are re-
jected with P , 0.05, and we reject the null hypothesis
of ‘‘non-equivalence.’’ The P value for the overall
equivalence test is the larger of P values for Tl and Tu,
i.e., 0.029 (Table 1). There is evidence that the trend
in D. monticola is negligible, according to our choice
of equivalence region. For each of the other three spe-
cies, at least one of the two subhypothesis is not re-
jected, so one cannot conclude that the trend is within
the equivalence region (Table 1).
Examining the 90% confidence intervals for the
trends provides exactly the same conclusions. The 90%
CI for D. monticola is contained in the equivalence
region of (20.0346, 0.0346), so the trend for that spe-
cies is negligible (Table 1). The 90% confidence in-
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FIG. 1. Trends in number of breeding females for (a) Ambystoma talpoideum and (b) Ambystoma tigrinum over 24 years
at Rainbow Bay, Aiken County, South Carolina USA, and in number of amphibians seen in constant-effort searches for
(c) Desmognathus monticola and (d) Desmognathus ochropheaus over 27 years at Coweeta Hydrological Laboratory, Macon
County, North Carolina, USA. Lines indicate predicted values from log-linear regressions.
TABLE 1. Log-linear trends, , for each of the four amphibian data sets.bö
Species
No.
years bˆ s †bˆ df
P value‡
H0: b 5 0 H0: b , bl H0: b . bu
90% confidence
limit
Ambystoma talpoideum 24 20.076 0.031 5.78 0.051 0.88 0.0062 (20.14, 20.016)
A. tigrinum 24 20.162 0.034 5.43 0.0044 0.99 0.00089 (20.23, 20.09)
Desmognathus monticola 27 20.0074 0.0096 3.34 0.49 0.029 0.0089 (20.029, 0.014)
D. ocrophaeus 27 0.017 0.010 1.98 0.23 0.018 0.11 (20.012, 0.046)
† Standard error of the trend, .bˆ
‡ P values are given for the usual test of no trend (H0: b 5 0) and the two parts of the equivalence test. The equivalence
region is (lower bound bl 5 20.0346, upper bound bu 5 0.0346), which corresponds to a doubling or halving time of 20
years.
tervals for the other three species fall at least partly
outside the equivalence region (Table 1).
DISCUSSION
For Ambystoma tigrinum and Desmognathus mon-
ticola, the conclusions from the equivalence test agree
with those from the t test of slope equal to 0. The trend
in A. tigrinum is not 0 using the t test; the null hy-
pothesis of non-negligible trend is accepted using the
equivalence test (Table 1). The trend in D. monticola
is not significantly different from 0; the equivalence
test indicates a negligible trend. The two tests provide
complementary rather than redundant insights, how-
ever, because they address different questions. This is
illustrated by D. ochrophaeus. The trend is not signif-
icantly different from 0, but the equivalence test fails
to support the opposite conclusion that the trend is near
0. Together, the two tests suggest that there is insuf-
ficient evidence to decide whether the D. ochrophaeus
population is increasing slowly or remaining the same.
The evidence is also inconclusive for A. talpoideum
although there is borderline support for a decline.
The two tests do not always agree because the re-
jection regions for the two tests are quite different. The
rejection region for a test is the set of observed sum-
mary statistics for which that test rejects the null hy-
pothesis at a specified a level. For tests of trend, the
two summary statistics are the estimated trend, , andbö
the standard error of that estimate. The orientations of
the boundaries of the rejection region depend on the t
quantile, i.e., they are related to the error degrees of
freedom. The rejection region for the usual test of no
July 2005 1755STATISTICAL TEST FOR NEGLIGIBLE TREND
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FIG. 2. Rejection regions for the usual test of no trend and the equivalence test. The rejection region is the set of estimated
slopes and their standard errors for which the null hypothesis is rejected. These are shown for error df 5 3.34, the estimated
error df for Desmognathus monticola. (a) The cross-hatched area is the rejection region for the usual test of H0: b 5 0.
(b) The cross-hatched area is the rejection region for the equivalence test, using an equivalence region with lower bound bl
5 20.0346 and upper bound bu 5 0.0346. (c) Overlay of the two rejection regions. The areas labeled A, B, C, and D are
described in the Discussion. In all panels, the dot indicates the estimated slope and standard error for D. monticola.
difference (H0: b 5 0) for D. monticola is the cross-
hatched area in Fig. 2a. The rejection region for the
equivalence test for this species is the region inside the
crosshatched triangle in Fig. 2b.
If results of the two tests are considered together,
there are four possible outcomes (Fig. 2c). If the trend
is significantly different from zero and not significantly
inside the equivalence region, both tests provide evi-
dence of an ecologically significant trend (areas labeled
B, Fig. 2c). The trend in A. tigrinum illustrates this
case. The other consistent pair of results is when the
trend is not significantly different from 0 and signifi-
cantly inside the equivalence region (Fig. 2c: area A).
This provides strong evidence of no ecologically sig-
nificant trend. The trend in D. monticola illustrates this
case. A third case occurs when the trend is not signif-
icantly different from zero and also not significantly
inside the equivalence region (Fig. 2c: area C; e.g., D.
ocrophaeus). This indicates that the trend is not esti-
mated well enough to make strong conclusions. The
sample size is insufficient relative to the residual var-
iation (and perhaps also autocorrelation). A fourth case,
trend both significantly different from 0 and signifi-
cantly negligible, is possible (Fig. 2c: areas labeled D).
This case is most likely when the standard error of the
trend is small. One interpretation of this fourth case is
that the trend is not 0, but is so small that it is bio-
logically unimportant. None of the species considered
here illustrate this case.
An alternative to the three hypothesis tests is to cal-
culate confidence intervals around estimated trends.
Two intervals must be calculated. A 1 2 a confidence
interval is appropriate to evaluate whether the trend
differs from 0. A 1 2 2a confidence interval is appro-
priate to evaluate whether the trend is negligible. Both
the hypothesis test and confidence-interval methods of
evaluating equivalence require the definition of an
equivalence region.
The proposed equivalence regions can be related to
IUCN—The World Conservation Union categories of
threatened species (IUCN 2001). Simplifying the def-
initions slightly, a decline in numbers of .50% in 10
years defines an ‘‘endangered’’ species. So, the equiv-
alence region of (20.0693, 0.0693) corresponds to
‘‘not endangered.’’ A decline of 30% in 10 years de-
fines a ‘‘vulnerable’’ species, so the equivalence region
of (20.0346, 0.0346) corresponds to ‘‘not vulnerable.’’
Results from equivalence tests depend critically on the
choice of equivalence region. The 90% CI of the trend
in D. ochrophaeus (20.012, 0.046) falls entirely within
the larger equivalence region of (20.0693, 0.0693),
indicating that we have sufficient evidence to conclude
that the species is ‘‘not endangered,’’ even though there
was insufficient evidence to conclude that it is ‘‘not
vulnerable,’’ i.e., that the trend lies within (20.0346,
0.0346).
Equivalence methods provide a way to evaluate the
absence of trends after data are collected. They com-
plement power analyses, which are most useful for de-
signing a study. As always, summarizing a trend and
understanding its cause(s) are separate issues.
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SUPPLEMENT
SAS program code to estimate regression slopes and then test equivalence is available (along with Ambystoma data) in
ESA’s Electronic Data Archive: Ecological Archives E086-094-S1.
