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Abstract
This thesis discusses time series analysis of weather data in South Carolina for the
last fifteen years (January 2003 to December 2017) for Columbia, Greenville and
North Myrtle Beach. The first part presents a brief overview of different variables
that are used in the analysis. That is, temperature, dew point, humidity and sea
level pressure. A short discussion of time series data is also introduced. The second
part is about modeling the variables. The models of choice are presented, fitted
and model diagnostics is carried out. In the third part, we discuss background on
climates of the cities and model comparisions across the three cities. Finally, we do
predictions/forecasting to determine model(s) accuracy and also discuss any further
improvements.
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Chapter 1
Introduction
1.1

Overview Of The Variables

Most of our daily life decisions are affected by weather conditions and weather patterns. When we wake up in the morning, the first thing we do is to check the weather
conditions from different sources such as cell phones, radio, television, just to mention
a few. Knowing the weather conditions of the day makes us prepare appropriately to
face the challenges lying ahead of us for the rest of the day. In general, day-to-day
changes in weather influence our feelings and perception of the the world. Severe
weather, such as tornadoes, hurricanes, and blizzards, can disrupt many people’s lives because of the destruction they cause (National Geographic 2019).
The term “weather ” refers to the temporary conditions of the atmosphere, the
layer of air that surrounds the Earth (National Geographic 2019). The six main
components, or parts, of weather are temperature, atmospheric pressure, wind,
humidity, precipitation, and cloudiness. These components describe the weather
at any given time. Thus, a change in these components, along with the knowledge
of atmospheric processes, help meteorologists to determine weather conditions and
forecast the weather pattern in the near future (National Geographic 2019).
Temperature refers to how hot or cold the atmosphere is. It is measured using
an instrument known as a thermometer. The instrument is calibrated in one or more
temperature scales (in Celsius (◦ C) and Fahrenheit (◦ F)). Here in the United States
we use the Fahrenheit system; in Kenya and other parts of the world, Celsius (◦ C) is
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commonly used (National Geographic 2019).
Dew point temperature (also known as “dew point ” or “dewpoint ”) is the temperature at which water vapor in any gas at constant pressure begins to change into
liquid water at the same rate as it evaporates. If the air temperature is equal to or below the dewpoint, water condensation will take place and water vapor will change or
transform from the vapor state into the liquid state. The condensed water will appear
as dew on a surface or as a cloud or fog suspended in the air (National Geographic
2019).
Humidity, also known as atmospheric moisture, refers to the amount of water
vapor in the air. It is usually expressed as relative humidity, or the percentage of
the maximum amount of water air can hold at a given temperature. Cool air holds
less water than warm air. Air is said to be saturated when the relative humidity
is 100 percent; that is, the air cannot hold any more water vapor. Excess water
vapor will fall as precipitation. When air cools below its saturation point clouds and
precipitation occur (National Geographic 2019).
Atmospheric pressure, also referred to as barometric pressure (after the sensor), is the pressure within the atmosphere of Earth (or that of another planet). An
atmosphere (atm) is a unit of measurement equal to the average air pressure at sea
level at a temperature of 15 degrees Celsius (59 degrees Fahrenheit). One atmosphere is 1,013 millibars, or 760 millimeters (29.92 inches) of mercury. Atmospheric
pressure/barometric pressure is an indicator of weather. Cloudiness, wind, and precipitation occurs when a low-pressure system moves into an area, while fair, calm
weather is a result of high-pressure. Atmospheric pressure is commonly measured
with a barometer. In a barometer, a column of mercury in a glass tube rises or falls
as the weight of the atmosphere changes. Meteorologists describe the atmospheric
pressure by how high the mercury rises (National Geographic 2019).
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1.2

Objective

The objective of this thesis is to study the daily weather data patterns of variables such
variables as temperature, dew point, humidity and sea level pressure in Columbia,
Greenville, and North Myrtle Beach in South Carolina for the years 2003 - 2017.
We shall determine an appropriate time series model and examine the seasonality,
stationarity and trends. We also compare the models across different cities and use
the model to forecast two years of the daily average weather data.

1.3

Time Series Data

The term “time series data ” refers to a set of observations of a variable collected
sequentially over time. There are several types of data for which we can consider the
observations to be time series data. For example, we observe weekly interest rates,
daily or weekly stock market prices, monthly price indices, annual crop yields, daily
air temperature, monthly rainfall, and annual export sales or annual import earnings.
In other words, time series data arises from diverse areas of application. In time
series analysis, we seek to get information from the data by determining the best
model to represent the data. The model parameters are estimated, model diagnostics
are carried, and the fit of the model may be formally tested. The model may then
be used to forecast the future values of the time series based on the current and the
past observations/data values (Cryer and Chan 2008).
For a successful time series analysis of a set of observations, there is need to
specify (identify) models that are appropriate for a given set of observations, explore
the data’s behavior and be able to understand and interpret the different components
such as the trend T (t), seasonality S(t) and randomness R(t) of the time series. One
unique feature of time series and their models is that we cannot assume that the
observations arise independently from a common population. Thus, a key concept
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of time series analysis is that the models incorporate dependence (Cryer and Chan
2008).

1.3.1

Sample Autocorrelation and Partial Autocorrelation Function

One of the important features of time series data is autocorrelation. Autocorrelation of a random process refers to the correlation between values of the process at
different points in time, as a function of the two times or of the time difference. To
detect dependencies between the current and previous observation values, we use the
sample autocorrelation function, rk at lag k given by
n
P

rk =

(Yt − Ȳ )(Yt−k − Ȳ )

t=k+1
n
P

, for k = 1, 2 . . .
(Yt − Ȳ

(1.1)

)2

t=1

The sample partial autocorrelation is the correlation between random variables
after removing from each of them the linear effect of the intermediate variables in the
time series, and is given by
ρk −

k−1
P

φkk =
1−

φk−1,j ρk−j

j=1
k−1
P

(1.2)
φk−1,j ρj

j=1

where
φk,j = φk−1,j − φkk φk−1,k−j for j = 1, 2 . . . , k − 1
The sample autocorrelation (sample ACF) and sample partial autocorrelation
(sample PACF) functions and their plots help in identifying the nature of dependencies in time series data and also to identify the best model to fit the time series data
(Cryer and Chan 2008).
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Chapter 2
Modeling Weather Time Series Data
2.1

Modeling Temperature Data

Our data set consists of historical weather data of fifteen years (from January 2003
until December 2017) time series of daily average temperatures, in ◦ F, (available at
the Weather Underground - https://espanol.wunderground.com/history/). In
this section, we identify the best model(s) to represent the daily average temperature
data for each of the three cities (Columbia, Greenville and North Myrtle Beach).

2.1.1

Pattern of the average daily temperature data

In this section we explore the average daily temperature time series data using plots.
We will also determine the various time series components (trend, seasonality and
randomness). The trend is a general systematic linear or non-linear component, which
may change over time. A seasonal component is a periodically repeating component.
Figures 2.1, 2.2 and 2.3 (top panel) show the daily average temperature for
Columbia, Greenville, and North Myrtle Beach, respectively, from January 2003
through December 2017. It can be seen that daily average temperature is higher
during summer months and much lower in the winter. The bottom panel displays
each day’s average temperature and the previous day average temperature (the oneday lag). We see an upward trend in this plot. Low values tend to be followed in the
next batch by low values, middle-sized values tend to be followed by mid-sized values,
and high values tend to be followed by high values. The trend seems to be strong.
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Figure 2.1 Top panel: daily average temperature for Columbia from
January 2003 through December 2017. Bottom panel: daily average
temperature and the previous day average temperature

Figure 2.2 Top panel: daily average temperature for Greenville from
January 2003 through December 2017. Bottom panel: daily average
temperature and the previous day average temperature
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Figure 2.3 Top panel: daily average temperature for North Myrtle Beach
from January 2003 through December 2017. Bottom panel: daily average
temperature and the previous day average temperature

We decompose the average daily temperature time series data into a trend component, a seasonal component, and random noise component. This will help to accurately understand the time series data. From Figures 2.1, 2.2 and 2.3 we see that the
amplitude of the seasonal changes remains constant with time and thus an additive
model is applicable in this case and can be expressed as
Yt = Tt + St + Rt

(2.1)

where Yt is the observation at time t, Tt is the contribution of the trend at time t,
St is the seasonal effect at time t and Rt is the random noise component at time t.
Using R statistical software, we use the function stl() to decompose the time series
data (Kabacoff 2015).
Figure 2.4 (a) shows the average daily temperature is seasonal with a peak every
summer and a trough every winter. Figure 2.4 (b) displays the trend component.
After removing the seasonal and noise components, the trend of the daily average
7

temperature series appears high around 2008, higher around 2012 and highest around
2016 with a lower underlying daily average temperature trend in early 2003, late 2009
and early 2014.

Figure 2.4 Columbia Average Daily Temperature Plots: (a) time-series plot
of seasonal component; (b) time-series plot of trend component; (c)
time-series plot of random component.

Figure 2.5 (a) shows the average daily temperature is seasonal with a peak every
summer and a trough every winter. Figure 2.5 (b) displays the trend component.
After removing the seasonal and noise components, the trend of the daily average
temperature series appears high in late 2011 and early 2016 with a lower underlying
daily average temperature trend is observed in 2003-2005, late 2009 and early 2013.
Figure 2.6 (a) shows the average daily temperature is seasonal with a peak every
summer and a trough every winter. Figure 2.6 (b) displays the trend component.
After removing the seasonal and noise components, the trend of the daily average
temperature series appears high around late 2012 and early 2017 with a lower underlying daily average temperature trend is observed in 2003-2004, and early 2014.
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Figure 2.5 Greenville Average Daily Temperature Plots: (a) time-series plot
of seasonal component; (b) time-series plot of trend component; (c)
time-series plot of random component.

Figure 2.6 North Myrtle Beach Average Daily Temperature Plots: (a)
time-series plot of seasonal component; (b) time-series plot of trend
component; (c) time-series plot of random component.
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2.1.2

Autocorrelation and Partial Autocorrelation for Temperature
Data

In order to determine the degree of dependence in the time series data, we use the
sample autocorrelation function (sample ACF) of the data. An estimate of ACF of
{Yt } and a plot of Partial Autocorrelation may suggest which of the many possible
stationary time series models is a suitable candidate for representing the dependence
in the time series data. The sample autocorrelation measures the internal correlation
within a time series(Brockwell and Davis 2002).

Figure 2.7 ACF and PACF Plots for Columbia Average Daily Temperature
Time Series Data.

Figures 2.7, 2.8 and 2.9 shows the ACF and PACF plots for the daily average
temperature time series data for Columbia, Greenville and North Myrtle Beach respectively. The ACF plot is “decaying ” or decreasing very slowly, and remains well
above the significance range (dotted lines) while the PACF plots cuts off after some
lags. This indicates that the time series data is not stationary. We need to fit an
ARIMA model with some seasonality.
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Figure 2.8 ACF and PACF Plots for Greenville Average Daily Temperature
Time Series Data.

Figure 2.9 ACF and PACF Plots for North Myrtle Beach Average Daily
Temperature Time Series Data.
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2.1.3

Model Specification

In order to identify the best model to fit the temperature time series data, we need
to look at the different plots for original time series data, autocorrelation function
(ACF), partial autocorrelation function (PACF) and to some extent use a formal
test to determine if the time series data is stationary. Figures 2.1, 2.2 and 2.3 for
the original time series data for all the three cities and Figures 2.7, 2.8 and 2.9
for ACF and PACF plots for the daily average temperature time series data of all
the three cities shows some evidence of nonstationarity and the presence of seasonal
components. This temperature time series data follows a seasonal cycle and hence
there is need to use a seasonal ARIMA(p, d, q)×(P, D, Q) model. The acronym ARIMA
stands for “autoregressive integrated moving average ”, where (p, d, q) are the trend
components with p, trend autoregressive order, d, trend difference order, and q, trend
moving average order. The seasonal component is represented by (P, D, Q), with P ,
seasonal autoregressive order, D, seasonal difference order, and Q, seasonal moving
average order(Cryer and Chan 2008).
Using the auto.arima function in R resulted in the choice of the following models
for average daily temperature for the three cities.

Table 2.1 ARIMA models for average daily temperatures
Variable

City

ARIMA Model

AIC

Avg. Daily Temp.

Columbia

(5, 0, 0) × (0, 1, 0)365

33,988.02

Avg. Daily Temp.

Greenville

(5, 0, 1) × (0, 1, 0)365

31,476.20

Avg. Daily Temp.

N. Myrtle Beach

(5, 0, 2) × (0, 1, 0)365

34,437.77
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2.1.4

Model Estimation and Evaluation

From Table 2.1 (summarized results) of average daily temperature models suggested
a seasonal model for all the three cities. We therefore, use seasonal autoregressive
integrated moving average (SARIMA) model. If d and D are nonnegative integers, then
{Xt } is a seasonal ARIMA(p,d,q) × (P,D,Q)s process with period s is an ARMA
process defined by
φp (B)Φp (B s )(1 − B s )D (1 − B)d Yt = θq (B)ΘQ (B s )Zt ,

{Zt } ∼ WN(0, σ 2 )

(2.2)

where φp (B) = 1−φ1 B −· · ·−φp B p , Φp (B s ) = 1−Φ1 B −· · ·−Φp B p , and ΘQ (B s ) =
1+Θ1 B s +Θ2 B 2s +· · ·−Θp B Qs and θq (B) = 1+θ1 B+. . . θq B q . Note that, the ordinary
autoregressive and moving average components are represented by polynomials φ(B)
and θ(B) of orders p and q, respectively, and the seasonal autoregressive and moving
average components by Φ(B s ) and Θ(B s ) and of orders P and Q (Shumway and
Stoffer 2011).

Table 2.2 Columbia: [ARIMA (5, 0, 0) × (0, 1, 0)365 ]
parameter
ar1
ar2
ar3
ar4
ar5

estimate
0.8654
-0.2684
0.0535
-0.0097
0.0255

standard error
0.0140
0.0185
0.0189
0.0185
0.0140

From Table 2.1, Columbia average daily temperature time series data, the preferred model is ARIMA(5, 0, 0) × (0, 1, 0)365 , and the fitted model as shown by results
in Table 2.2 is
Os Yt = 0.865Os Yt−1 −0.268Os Yt−2 +0.054Yt−3 −0.010Os Yt−4 +0.026Os Yt−5 +et (2.3)
where s = 365 and Os Yt = Yt − Yt−365
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From Table 2.1, Greenville average daily temperature time series data, the preferred model is ARIMA(5, 0, 1) × (0, 1, 0)365 , and the fitted model as shown by results
in Table 2.3 is

Os Yt = 1.539Os Yt−1 − 0.804Os Yt−2 + 0.161Os Yt−3 + 0.004Os Yt−4

(2.4)

+ 0.009Os Yt−5 + et + 0.689et−1
where s = 365 and Os Yt = Yt − Yt−365

Table 2.3 Greenville: [ARIMA (5, 0, 1) × (0, 1, 0)365 ]
parameter

estimate

standard error

ar1

1.5390

0.3107

ar2

-0.8040

0.2655

ar3

0.1608

0.0708

ar4

0.0038

0.0285

ar5

0.0088

0.0278

ma1

-0.6893

0.3106

From Table 2.1, North Myrtle Beach average daily temperature time series data,
the preferred model is ARIMA(5, 0, 2) × (0, 1, 0)365 , and the fitted model as shown by
results in Table 2.4 is
Os Yt = 0.624Os Yt−1 + 0.680Os Yt−2 − 0.594Os Yt−3 + 0.189Os Yt−4
− 0.014Os Yt−5 + et − 0.143et−1 + 0.795et−2
where s = 365 and Os Yt = Yt − Yt−365
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(2.5)

Table 2.4 North Myrtle Beach: [ARIMA (5, 0, 2) × (0, 1, 0)365 ]
parameter
ar1
ar2
ar3
ar4
ar5
ma1
ma2

2.1.5

estimate
0.6235
0.6797
-0.5936
0.1892
-0.0140
0.1431
-0.7950

standard error
0.0145
0.0182
0.0185
0.0182
0.0145
0.0145
0.0145

Model Diagnostics

After identifying the model of choice using auto.arima function in R software, we
shall carry out model diagnostics, or model criticism to test the goodness of fit of the
model. We analyze the residuals from the fitted model.

Figure 2.10 Residual plot for SARIMA (5, 0, 0) × (0, 1, 0)365 model: (a) ACF
plot of residuals, (b) normal probability plot of the residuals.

Figure 2.10 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The normal quantile
15

plot of the points not exactly on the straight line but relatively balanced. The normal
error assumption is reasonably met. The Ljung-Box test for this model gives a chisquared value of 0.004 leading to a p-value of 0.9524, an indication that the model
has captured the dependence in the time series. We conclude that the model fits well.
The diagnostics for the fit for Columbia average daily temperature time series
data are displayed in Figure 2.11. We note that there are few outliers in the series as
seen in the standardized residual plots, and slightly small but not significant amount
of autocorrelation.

Figure 2.11 Diagnostics for the SARIMA (5, 0, 0) × (0, 1, 0)365 fit on the
Columbia average daily temperature time series data.

Figure 2.12 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The normal quantile
plot of the points not exactly on the straight line but relatively balanced. The normal
error assumption is reasonably met. The Ljung-Box test for this model gives a chisquared value of 0.0012 leading to a p-value of 0.9719, an indication that the model
has captured the dependence in the time series. We conclude that the model fits well.
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Figure 2.12 Residual plot for SARIMA (5, 0, 1) × (0, 1, 0)365 model: (a) ACF
plot of residuals, (b) normal probability plot of the residuals.

The diagnostics for the fit for the Greenville average daily temperature time
series data are displayed in Figure 2.13. We note that there are few outliers in the
series as seen in the standardized residual plots, and slightly small but not significant
amount of autocorrelation.

Figure 2.13 Diagnostics for the SARIMA (5, 0, 1) × (0, 1, 0)365 fit on the
Greenville average daily temperature time series data.
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Figure 2.14 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The normal quantile plot of the points not exactly on the straight line but relatively balanced. The
Ljung-Box test for this model gives a chi-squared value of 0.0026 leading to a p-value
of 0.9593, an indication that the model has captured the dependence in the time
series. We conclude that the model fits well.

Figure 2.14 Residual plot for SARIMA (5, 0, 2) × (0, 1, 0)365 model:
(a) ACF plot of residuals, (b) normal probability plot of the residuals.

Figure 2.15 Diagnostics for the SARIMA (5, 0, 2) × (0, 1, 0)365 fit on
the North Myrtle Beach average daily temperature time series data.
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The diagnostics for the fit for North Myrtle Beach average daily temperature
time series data are displayed in Figure 2.15. We note that there are few outliers
in the series as seen in the standardized residual plots, and slightly small but not
significant amount of autocorrelation.

2.2

Modeling Dew Point Data

Our data consists of historical weather data of fifteen years (from January 2003 until
December 2017) time series of daily average dewpoint, in ◦ F, (available at the Weather
Underground - https://espanol.wunderground.com/history/). In this section, we
identify the best model(s) to represent the daily average dew point data for each of
the three cities (Columbia, Greenville and North Myrtle Beach).

2.2.1

Pattern of the average daily dew point data

In this section we explore the average daily dew point time series data using plots.
We will also determine the various time series components (trend, seasonality and
randomness). The trend is a general systematic linear or non-linear component, which
may change over time. A seasonal component is a periodically repeating component.
Figures 2.16, 2.17 and 2.18 (top panel) show the daily average dew point for
Columbia, Greenville and North Myrtle Beach, respectively, from January 2003 through
December 2017.
It can be seen that daily average dew point is higher during summer months and
much lower in the winter. The bottom panel displays the average daily dew point
and the previous day average dew point. We see an upward trend in this plot. Low
values tend to be followed in the next batch by low values, middle-sized values tend
to be followed by mid-sized values, and high values tend to be followed by high values
and the trend seems to be strong. We see existence of apparent patterns.
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Figure 2.16 Top panel: daily average dew point for Columbia from January
2003 through December 2017. Bottom panel: daily average dew point and
the previous day average dew point.

Figure 2.17 Top panel: daily average dew point for Greenville from January
2003 through December 2017. Bottom panel: daily average dew point and
the previous day average dew point.
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Figure 2.18 Top panel: daily average dew point for North Myrtle Beach from
January 2003 through December 2017. Bottom panel: daily average dew point
and the previous day average dew point.

We decompose the average daily dew point time series data into a trend component, a seasonal component, and random noise component. This will help to accurately understand the time series data. From Figures 2.16, 2.17 and 2.18 we see
that the amplitude of the seasonal changes remains constant with time and thus an
additive model is applicable in this case and can be expressed as
Yt = Tt + St + Rt

(2.6)

where Yt is the observation at time t, (Tt ) is the contributions of the trend at time t,
St is the seasonal effect at time t and Rt is the random noise component at time t.
Using R statistical software, we use the function stl() to decompose the time series
data (Kabacoff 2015).
Figure 2.19 (a) shows the average daily dew point is seasonal with a peak every
summer and a trough every winter. Figure 2.19 (b) displays the trend component.
After removing the seasonal and noise components, the trend of the daily average
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dew point time series appears highest around 2005, 2012 and late 2017, with a lower
underlying daily average dew point trend in 2007, early 2010 and and early 2017.

Figure 2.19 Columbia Average Daily Dew Point Plots: (a) time-series plot
of seasonal component; (b) time-series plot of trend component; (c)
time-series plot of random component.

Figure 2.20 (a) shows the average daily dew point is seasonal with a peak every
summer and a trough every winter. Figure 2.20 (b) displays the trend component.
After removing the seasonal and noise components, the trend of the daily average
dew point time series appears highest around early 2003 and late 2012, with a lower
underlying daily average dew point trend in 2007 and late 2014.
Figure 2.21 (a) shows the average dew point is seasonal with a peak every summer
and a trough every winter. Figure 2.21 (b) displays the trend component. After
removing the seasonal and noise components, the trend of the daily average dew
point time series appears highest around 2012 and 2013, with a lower underlying
daily average dew point trend in 2008 and early 2010.
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Figure 2.20 Greenville Average Daily Dew Point Plots: (a) time-series plot
of seasonal component; (b) time-series plot of trend component; (c)
time-series plot of random component.

2.2.2

Autocorrelation and Partial Autocorrelation for Dew Point Data

In order to determine the degree of dependence in the time series data, we use the
sample autocorrelation function (sample ACF) of the data. An estimate of ACF of
{Yt } and a plot of Partial Autocorrelation may suggest which of the many possible
stationary time series models is a suitable candidate for representing the dependence
in the time series data.
Figures 2.22, 2.23 and 2.24 shows the ACF and PACF plots for the daily average
daily dew point time series data for Columbia, Greenville and North Myrtle Beach
respectively. The ACF plot is “decaying ” or decreasing very slowly, and remains well
above the significance range (dotted lines) while the PACF plots cuts off after some
lags. This indicates that the time series data is not stationary, we need to fit an
ARIMA model with some seasonality.
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Figure 2.21 North Myrtle Beach Average Daily Dew Point Plots: (a)
time-series plot of seasonal component; (b) time-series plot of trend
component; (c) time-series plot of random component.

Figure 2.22 ACF and PACF Plots for Columbia Average Daily Dew
Point Time Series Data.
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Figure 2.23 ACF and PACF Plots for Greenville Average Daily Dew
Point Time Series Data.

Figure 2.24 ACF and PACF Plots for North Myrtle Beach Average
Daily Dew Point Time Series Data.
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2.2.3

Model Specification for Dew Point Data

In order to identify the best model to fit the daily average dew point time series data,
we need to look at the different plots for the original average dew point time series
data, autocorrelation function (ACF), partial autocorrelation function (PACF) and
maybe use some formal test to determine if the time series data is stationary. Figures
2.16, 2.17 and 2.18 show the original time series data for all the three cities and
Figures 2.22, 2.23 and 2.24 for ACF and PACF plots for the daily average daily dew
point time series data of all the three cities show some evidence of nonstationarity
and the presence of seasonal components. This dew point time series data follows a
seasonal cycle and hence there is need to use a seasonal ARIMA(p, d, q) × (P, D, Q)
model (Cryer and Chan 2008).
Using the auto.arima function in R resulted in the choice of the following models
for average daily dew point for the three cities.

Table 2.5 ARIMA models for average daily dew points
Variable

City

ARIMA Model

AIC

Avg. Daily Dew Point

Columbia

(5, 0, 1) × (0, 1, 0)365

37,983.99

Avg. Daily Dew Point

Greenville

(4, 0, 0) × (0, 1, 0)365

38,176.69

Avg. Daily Dew Point

N. Myrtle Beach

(5, 0, 1) × (0, 1, 0)365

38,134.13

2.2.4

Model Estimation and Evaluation

From Table 2.5 (summarized results) of average daily dew point models suggested
a seasonal model for all the three cities. We therefore, use seasonal autoregressive
integrated moving average (SARIMA) model.
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Table 2.6 Columbia: [ARIMA (5, 0, 1) × (0, 1, 0)365 ]
parameter
ar1
ar2
ar3
ar4
ar5
ma1

estimate
-0.0541
0.4145
-0.2304
0.0879
-0.0201
0.9369

standard error
0.0354
0.0321
0.0207
0.0159
0.0147
0.0324

From Table 2.5, Columbia average daily dew point time series data, the preferred
model is ARIMA(5, 0, 1) × (0, 1, 0)365 , and the fitted model as shown by results in Table
2.6 is
Os Yt = −0.054Os Yt−1 + 0.415Os Yt−2 − 0.320OYt−3 + 0.088Os Yt−4 − 0.020Os Yt−5
+ et − 0.937et−1
(2.7)
where s = 365 and Os Yt = Yt − Yt−365

Table 2.7 Greenville: [ARIMA (4, 0, 0) × (0, 1, 0)365 ]
parameter
ar1
ar2
ar3
ar4

estimate
0.9012
-0.4365
0.1275
-0.0330

standard error
0.0140
0.0188
0.0188
0.0140

From Table 2.5, Greenville average daily dew point time series data, the preferred
model is ARIMA(4, 0, 0) × (0, 1, 0)365 , and the fitted model as shown by results in Table
2.7 is
Os Yt = 0.901Os Yt−1 − 0.437Os Yt−2 + 0.128OYt−3 − 0.033Os Yt−4 + et
where s = 365 and Os Yt = Yt − Yt−365 .
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(2.8)

From Table 2.5, North Myrtle Beach average daily dew point time series data,
the preferred model is ARIMA(5, 0, 1) × (0, 1, 0)365 , and the fitted model as shown by
results in Table 2.8 is
Os Yt = 1.471Os Yt−1 − 0.913Os Yt−2 + 0.397Os Yt−3 − 0.148Os Yt−4

(2.9)

+ 0.048Os Yt−5 + et + 0.646et−1
where s = 365 and Os Yt = Yt − Yt−365 .

Table 2.8 N. Myrtle Beach: [ARIMA (5, 0, 1) × (0, 1, 0)365 ]

2.2.5

parameter

estimate

standard error

ar1

1.4714

0.3986

ar2

-0.9126

0.3286

ar3

0.3973

0.1487

ar4

-0.1478

0.0551

ar5

0.0475

0.0143

ma1

-0.6458

0.3994

Model Diagnostics Dew Point Data

After identifying the model of choice using auto.arima function in R software, we
shall carry out model diagnostics, or model criticism to test the goodness of fit of the
model. We analyze the residuals from the fitted model.
Figure 2.25 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The normal quantile plot of the points not exactly on the straight line but relatively balanced. The
Ljung-Box test for this model gives chi-squared value of 0.0032 leading to a p-value
of 0.9621 , an indication that the model has captured the dependence in the time series. We conclude that the model fits well.
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Figure 2.25 Residual plot for SARIMA (5, 0, 1) × (0, 1, 0)365 model: (a) ACF
plot of residuals, (b) normal probability plot of the residuals.

The diagnostics for the fit for Columbia average daily dew point time series data
are displayed in Figure 2.26. We note that there are few outliers in the series as seen
in the standardized residual plots, and slightly small but not significant amount of
autocorrelation.

Figure 2.26 Diagnostics for the SARIMA (5, 0, 1) × (0, 1, 0)365 fit on the
Columbia average daily dew point time series data.
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Figure 2.27 shows that most of the the plotted ACF of the residuals versus
lag lies within the confidence interval (only less than 5% lies outside). The normal
quantile plot of the points not exactly on the straight line but relatively balanced.
The Ljung-Box test for this model gives chi-squared value of 0.0006 leading to a
p-value of 0.9798 , an indication that the model has captured the dependence in the
time series. We conclude that the model fits well.

Figure 2.27 Residual plot for SARIMA (4, 0, 0) × (0, 1, 0)365 model: (a) ACF plot of
residuals, (b) normal probability plot of the residuals.

The diagnostics for the fit for Greenville average daily dew point time series data
are displayed in Figure 2.28. We note that there are few outliers in the series as seen
in the standardized residual plots, and slightly small but not significant amount of
autocorrelation.
Figure 2.29 shows that most of the the plotted ACF of the residuals versus
lag lies within the confidence interval (only less than 5% lies outside). The normal
quantile plot of the points not exactly on the straight line but relatively balanced.
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The Ljung-Box test for this model gives chi-squared value of 0.0004 leading to a
p-value of 0.9849 , an indication that the model has captured the dependence in the
time series.

Figure 2.28 Diagnostics for the SARIMA (4, 0, 0) × (0, 1, 0)365 fit on
the Greenville average daily dew point time series data.

Figure 2.29 Residual plot for SARIMA (5, 0, 1) × (0, 1, 0)365 model: (a) ACF
plot of residuals, (b) normal probability plot of the residuals.
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The diagnostics for the fit for North Myrtle Beach average daily dew point time
series data are displayed in Figure 2.30. It is evident that there are few outliers in
the series as seen in the standardized residual plots. In the plot we can also see a
slightly small but not significant amount of autocorrelation.

Figure 2.30 Diagnostics for the SARIMA (5, 0, 1) × (0, 1, 0)365 fit on the
North Myrtle Beach average daily dew point time series data.

2.3

Modeling Humidity Data

Our data set consists of historical weather data of fifteen years (from January 2003
until December 2017) time series of daily average humidity, expressed in units of grams
of water vapor per cubic meter of air (g/m3 ), (available at the Weather Underground
- https://espanol.wunderground.com/history/). In this section, we identify the
best model(s) to represent the daily average humidity data for each of the three cities
(Columbia, Greenville and North Myrtle Beach).
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2.3.1

Pattern of the average daily humidity data

In this section we explore the daily average humidity time series data using plots.
We will also determine the various time series components (trend, seasonality and
randomness). Figures 2.31, 2.32 and 2.33 (top panel) show the daily average humidity
for Columbia, Greenville, and North Myrtle Beach, respectively, from January 2003
through December 2017. It can be seen that daily average humidity is varies relatively
across different months throughout the fifteen years. The bottom panel displays
average daily humidity and the previous day average daily humidity. We see an
upward trend in this plot. Low values tend to be followed in the next batch by low
values, middle-sized values tend to be followed by mid-sized values, and high values
tend to be followed by high values. The trend seems to be strong.

Figure 2.31 Top panel: daily average humidity for Columbia from January
2003 through December 2017. Bottom panel: daily average humidity and the
previous day average daily humidity.
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Figure 2.32 Top panel: daily average humidity for Greenville from January
2003 through December 2017. Bottom panel: daily average humidity and the
previous day average humidity.

Figure 2.33 Top panel: daily average humidity for North Myrtle Beach from
January 2003 through December 2017. Bottom panel: daily average humidity
and the previous day average humidity.

We decompose the average daily humidity time series data into a trend component, a seasonal component, and random noise component. This will help to accurately understand the time series data. From Figures 2.31, 2.32 and 2.33 we see
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that the amplitude of the seasonal changes remains constant with time and thus an
additive model is applicable in this case and can be expressed as
Yt = Tt + St + Rt

(2.10)

where Yt is the observation at time t, (Tt ) is the contributions of the trend at time t,
St is the seasonal effect at time t and Rt is the random noise component at time t.
Using R statistical software, we use the function stl() to decompose the time series
data (Kabacoff 2015).
Figure 2.34 (a) shows the average daily humidity seasonality component. Figure
2.34 (b) displays the trend component. After removing the seasonal and noise components, the trend of the daily average humidity time series appears highest around
2003, with a lower underlying daily average humidity trend around early 2007 and
early 2015.

Figure 2.34 Columbia Average Daily Humidity Plots: (a) time-series plot of
seasonal component; (b) time-series plot of trend component; (c) time-series
plot of random component.
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Figure 2.35 Greenville Average Daily Humidity Plots: (a) time-series plot of
seasonal component; (b) time-series plot of trend component; (c) time-series
plot of random component.

Figure 2.35 (a) shows the average daily humidity decomposed seasonal component does not show any evidence of seasonality. Figure 2.35 (b) displays the trend
component. After removing the seasonal and noise components, the trend of the daily
average humidity time series appears highest around 2003, with a lower underlying
daily average humidity trend around early 2007 and early 2017.
Figure 2.36 (a) shows the average daily humidity decomposed seasonal component does not show any evidence of seasonality. Figure 2.36 (b) displays the trend
component. After removing the seasonal and noise components, the trend of the daily
average humidity time series appears highest around 2003, with a lower underlying
daily average humidity trend around 2007 and 2010. The underlying daily average
humidity tends to be similar for the years 2011, 2012 and 2013.
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Figure 2.36 North Myrtle Beach Average Daily Humidity Plots: (a)
time-series plot of seasonal component; (b) time-series plot of trend
component; (c) time-series plot of random component.

2.3.2

Autocorrelation and Partial Autocorrelation for Humidity Data

In order to determine the degree of dependence in the time series data, we use the
sample autocorrelation function (sample ACF) of the data. An estimate of ACF of
{Yt } and a plot of Partial Autocorrelation may suggest which of the many possible
stationary time series models is a suitable candidate for representing the dependence
in the time series data (Brockwell and Davis 2002).
Figures 2.37, 2.38 and 2.39 show the ACF and PACF plots for the daily average
daily humidity time series data for Columbia, Greenville and North Myrtle Beach
respectively. The ACF plot is “decaying ” or decreasing very slowly, and remains well
above the significance range (dotted lines) while the PACF plots cuts off after some
lags. This indicates that the time series data is not stationary and we need to fit an
ARIMA model with appropriate components.

37

Figure 2.37 ACF and PACF Plots for Columbia Average Daily Humidity
Time Series Data.

Figure 2.38 ACF and PACF Plots for Greenville Average Daily Humidity
Time Series Data.
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Figure 2.39 ACF and PACF Plots for North Myrtle Beach Average
Daily Humidity Time Series Data.

2.3.3

Model Specification for Humidity Data

In order to identify the best model to fit the daily average humidity time series data,
we need to look at the different plots for original average daily humidity time series
data, autocorrelation function (ACF), partial autocorrelation function (PACF) and
to some extent use a formal test to determine if the time series data is stationary.
Figures 2.31, 2.32 and 2.33 for the original time series data for all the three cities and
Figures 2.37, 2.38 and 2.39 for ACF and PACF plots for the daily average humidity
data of all the three cities show some evidence of nonstationarity. We shall use the
auto.arima to determine the best model.
Using the auto.arima function in R resulted in the choice of the following models
for average daily humidity for the three cities. The AIC values for each of the models
is also shown in Table 2.9.
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Table 2.9 ARIMA models for average daily humidity

2.3.4

Variable

City

ARIMA Model

AIC

Avg. Daily Humidity
Avg. Daily Humidity
Avg. Daily Humidity

Columbia
Greenville
N. Myrtle Beach

(5, 1, 2)
(5, 1, 1)
(3, 1, 1)

41,723.69
43,327.76
40,451.89

Model Estimation and Evaluation

From Table 2.9 (summarized results) of average daily humidity models suggested a
non-seasonal model for all the three cities. We therefore, use the Auto Regressive
Integrated Moving Average , ARIMA (p, d, q) model, where p is the number of
autoregressive terms, d the number of non-seasonal differences, and q the number of
moving average terms. The equation is given by
Od yt = (1 − B)d Yt

(2.11)

which is equivalent to ARMA(p, q) on the d-th differences. In general, the model equation can be expressed as
φ(B)(1 − B)d Yt = θ(B)et , {et } ∼ WN(0, σ 2 )

(2.12)

From Table 2.9, for the Columbia average daily humidity time series data, the
preferred model is ARIMA(5, 1, 2), and the fitted model as shown by results in Table
2.10 is

OYt = 0.019OYt−1 + 0.173OYt−2 − 0.056OYt−3 +
0.008OYt−4 − 0005OYt−5 + et + 0.354et−1 + 0.592et−2
where OYt = Yt − Yt−1
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(2.13)

Table 2.10 Columbia: [ARIMA (5, 1, 2)]
parameter
ar1
ar2
ar3
ar4
ar5
ma1
ma2

estimate
0.0194
0.1733
-0.0556
0.0082
-0.0045
-0.3535
-0.5915

standard error
0.4184
0.2638
0.0911
0.0354
0.0219
0.4182
0.4031

From Table 2.9, for the Greenville average daily humidity time series data, the
preferred model is ARIMA(5, 1, 1), and the fitted model as shown by results in Table
2.11 is
OYt = 0.684OYt−1 −0.292OYt−2 +0.084OYt−3 −0.036OYt−4 −0.004OYt−5 +et +0.968et−1
(2.14)

Table 2.11 Greenville: [ARIMA (5, 1, 1)]
parameter
ar1
ar2
ar3
ar4
ar5
ma1

estimate
0.6842
-0.2916
0.0844
-0.0361
-0.0041
-0.9684

standard error
0.0143
0.0164
0.0171
0.0164
0.0141
0.0046

From Table 2.9, for the North Myrtle Beach average daily humidity time series
data, the preferred model is ARIMA(3, 1, 1), and the fitted model as shown by results
in Table 2.12 is
OYt = 0.571OYt−1 − 0.182OYt−2 + 0.045OYt−3 + et + 0.972et−1
where OYt = Yt − Yt−1
41

(2.15)

Table 2.12 North Myrtle Beach: [ARIMA (3, 1, 1)]

2.3.5

parameter

estimate

standard error

ar1
ar2
ar3
ma1

0.5708
-0.1817
0.0446
-0.9716

0.0141
0.0154
0.0141
0.0041

Model Diagnostics For Humidity Data

After identifying the model of choice using the auto.arima function in R software,
we shall carry out model diagnostics, or model criticism to test the goodness of fit of
the model. We analyze the residuals from the fitted model.

Figure 2.40 Residual plot for ARIMA (5, 1, 2) model: (a) ACF plot of residuals,
(b) normal probability plot of the residuals.

Figure 2.40 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The Ljung-Box test
for this model gives chi-squared value of 9.5067 × 10−6 leading to a p-value of
0.9975 , an indication that the model has captured the dependence in the time series.
We conclude that the model fits well.
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The diagnostics for the fit for Columbia average daily humidity time series data
are displayed in Figure 2.41. We note that there are few outliers in the series as seen
in the standardized residual plots, and slightly small but not significant amount of
autocorrelation.

Figure 2.41 Diagnostics for the ARIMA (5, 1, 2) fit on the Columbia
average daily humidity time series data.

Figure 2.42 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside). The Ljung-Box test
for this model gives chi-squared value of 0.0001 leading to a p-value of 0.9915 , an
indication that the model has captured the dependence in the time series.
The diagnostics for the fit for Greenville average daily humidity time series data
are displayed in Figure 2.43. We note that there are few outliers in the series as seen
in the standardized residual plots, and slightly small but not significant amount of
autocorrelation.
Figure 2.44 shows that most of the plotted ACF of the residuals versus lag lies
within the confidence interval (only less than 5% lies outside).
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Figure 2.42 Residual plot for ARIMA (5, 1, 1) model: (a) ACF plot of residuals,
(b) normal probability plot of the residuals.

Figure 2.43 Diagnostics for the ARIMA (5, 1, 1) fit on the Greenville average daily
humidity time series data.

The Ljung-Box test for this model gives chi-squared value of 0.0001 leading to
a p-value of 0.9749 , an indication that the model has captured the dependence in
the time series. We conclude that the model fits well.
The diagnostics for the fit for North Myrtle Beach average daily humidity time
series data are displayed in Figure 2.45.
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Figure 2.44 Residual plot for ARIMA (3, 1, 1) model: (a) ACF plot of
residuals, (b) normal probability plot of the residuals.

Figure 2.45 Diagnostics for the ARIMA (3, 1, 1) fit on the North Myrtle
Beach average daily humidity time series data.

2.4

Modeling Sea Level Pressure Data

Our data set consists of historical weather data of fifteen years (from January 2003
until December 2017) time series of daily average sea level pressure, expressed in
units of millimeters of mercury, (available at the Weather Underground - https:
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//espanol.wunderground.com/history/).

In this section, we identify the best

model(s) to represent the daily average sea level pressure data for each of the three
cities (Columbia, Greenville and North Myrtle Beach).

2.4.1

Pattern of the average daily sea level pressure data

In this section we explore the daily average sea level presssure time series data using
plots. We will also determine the various time series components (trend, seasonality
and randomness).
Figures 2.46, 2.47 and 2.48 (top panel) show the daily average sea level pressure
for Columbia, Greenville, and North Myrtle Beach, respectively, from January 2003
through December 2017. It can be seen that daily average sea level pressure varies
across different months throughout the fifteen years and a seasonal pattern is midly
apparent. The bottom panel displays each day’s average sea level pressure and the
previous day average daily sea level pressure (the one-day lag). There is evidence of
a strong upward trend.

Figure 2.46 Top panel: daily average sea level pressure for Columbia from
January 2003 through December 2017. Bottom panel: daily average sea level
pressure and the previous day average daily sea level pressure.
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Figure 2.47 Top panel: daily average sea level pressure for Greenville
from January 2003 through December 2017. Bottom panel: daily
average sea level pressure and the previous day average sea level
pressure.

Figure 2.48 Top panel: daily average sea level pressure for North
Myrtle Beach from January 2003 through December 2017. Bottom
panel: daily average sea level pressure and the previous day average sea
level pressure.
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We decompose the average daily sea level pressure time series data into a trend
component, a seasonal component, and random noise component. This will help to
accurately understand the time series data. From Figures 2.46, 2.47 and 2.47 we see
that the plot does not show a clear seasonal seasonal pattern. A possible model is
additive model expressed as
Yt = Tt + St + Rt

(2.16)

where Yt is the observation at time t, (Tt ) is the contributions of the trend at time t,
St is the seasonal effect at time t and Rt is the random noise component at time t.
Using R statistical software, we use the function stl() to decompose the time series
data (Kabacoff 2015).
Figure 2.49 (a) shows the average daily sea level pressure seasonal component.
Figure 2.49 (b) displays the trend component. After removing the seasonal and noise
components, the trend of the daily average sea level pressure time series appears
highest around 2004 and 2014, with a lower underlying daily average sea level pressure
trend is observed around 2006, 2010 and 2011.

Figure 2.49 Columbia Average Daily Sea Level Pressure Plots: (a) time-series
plot of seasonal component; (b) time-series plot of trend component; (c)
time-series plot of random component.
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Figure 2.50 (a) shows the average daily sea level pressure, however, the decomposed seasonal component. Figure 2.50 (b) displays the trend component. After
removing the seasonal and noise components, the trend of the daily average sea level
pressure time series appears highest around 2004, 2008, 2014 and 2015, with a lower
underlying daily average sea level pressure trend around 2006 and 2012.
Figure 2.51 (a) shows the average daily sea level pressure seasonal component.
Figure 2.51 (b) displays the trend component. After removing the seasonal and noise
components, the trend of the daily average sea level pressure time series appears
highest around 2004, 2007-2008 and 2014-2015, with a lower underlying daily average
sea level pressure trend around 2006 and 2010.

Figure 2.50 Greenville Average Daily Sea Level Pressure Plots: (a)
time-series plot of seasonal component; (b) time-series plot of trend
component; (c) time-series plot of random component.
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Figure 2.51 North Myrtle Beach Average Daily Sea Level Pressure Plots:
(a) time-series plot of seasonal component; (b) time-series plot of trend
component; (c) time-series plot of random component.

2.4.2

Autocorrelation and Partial Autocorrelation for Sea Level
Pressure Data

In order to determine the degree of dependence in the average daily sea level pressure
time series data, we use the sample autocorrelation function (sample ACF) of the
data. An estimate of ACF of {Yt } and a plot of Partial Autocorrelation may suggest
which of the many possible stationary time series models is a suitable candidate for
representing the dependence in the time series data.
Figures 2.52, 2.53 and 2.54 shows the ACF and PACF plots for the daily average
daily sea level pressure time series data for Columbia, Greenville and North Myrtle
Beach respectively. The ACF plot is “decaying ” or decreasing very slowly, and remains well above the significance range (dotted lines) while the PACF plots cuts off
after some lags. This indicates that the time series data is not stationary. We shall
fit ARIMA model with appropriate components.
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Figure 2.52 ACF and PACF Plots for Columbia Average Daily Sea Level
Pressure Time Series Data.

Figure 2.53 ACF and PACF Plots for Greenville Average Daily Sea Level
Pressure Time Series Data.
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Figure 2.54 ACF and PACF Plots for North Myrtle Beach Average Daily
Sea Level Pressure Time Series Data.

2.4.3

Model Specification for Average Sea Level Pressure Data

In order to identify the best model to fit the daily average sea level pressure time series
data, we need to look at the different plots for original average sea level pressure
time series data, autocorrelation function (ACF), partial autocorrelation function
(PACF) and to some extent use a formal test to determine if the time series data is
stationary. Figures 2.46, 2.47 and 2.48 for the original time series data for all the three
cities and Figures 2.52, 2.53 and 2.54 for ACF and PACF plots for the daily average
daily sea level pressure time series data of all the three cities show some evidence
of nonstationarity. A model of choice for the daily average sea level pressure time
series data is ARIMA (p, d, q) model (Cryer and Chan 2008). Using the auto.arima
function in R resulted in the choice of the following models for average daily sea level
pressure for the three cities.
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Table 2.13 ARIMA models for average daily sea level pressure
Variable

2.4.4

City

ARIMA Model AIC

Avg. Daily Sea Level Pressure Columbia

(4, 0, 2)

-7995.43

Avg. Daily Sea Level Pressure Greenville

(5, 0, 0)

-7847.65

Avg. Daily Sea Level Pressure N. Myrtle Beach (4, 0, 2)

-7440.85

Model Estimation and Evaluation

From Table 2.13 (summarized results) of average daily sea level pressure time series
data models (auto.arima suggested a non-seasonal model for all the three cities).
We therefore, use an Auto Regressive Integrated Moving Average , ARIMA
(p, d, q) model.

Table 2.14 Columbia: [ARIMA (4, 0, 2)]
parameter
ar1
ar2
ar3
ar4
ma1
ma2
mean

estimate
1.3878
-0.4642
0.0792
-0.0153
-0.4398
-0.4838
30.0662

standard error
0.0547
0.0989
0.0709
0.0263
0.0532
0.0477
1.0095

From Table 2.13, for the Columbia average daily sea level pressure time series
data, the preferred model is ARIMA(4, 0, 2), and the fitted model as shown by results
in Table 2.14 is
OYt = 1.388OYt−1 − 0.464OYt−2 + 0.07OYt−3 − 0.015OYt−4 + et + 0.440et−1 + 0.484et−2
(2.17)
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From Table 2.13, for the Greenville average daily sea level pressure time series data,
the preferred model is ARIMA(5, 0, 0), and the fitted model as shown by results in
Table 2.15 is
OYt = 30.066 + 0.955OYt−1 − 0.528OYt−2 + 0.293OYt−3 − 0.126OYt−4 + 0.085OYt−5 + et
(2.18)

Table 2.15 Greenville: [ARIMA (5, 0, 0)]
parameter
ar1
ar2
ar3
ar4
ar5
mean

estimate
0.9547
-0.5281
0.2932
-0.1255
0.0849
30.0659

standard error
0.0135
0.0186
0.0195
0.0186
0.0135
0.0050

From Table 2.9, for the North Myrtle Beach average daily sea level pressure time
series data, the preferred model is ARIMA(4, 0, 2), and the fitted model as shown by
results in Table 2.16 is
OYt = 1.330OYt−1 − 0.377OYt−2 + 0.040OYt−3 − 0.008OYt−4 + et + 0.434et−1 + 0.485et−2
(2.19)

Table 2.16 North Myrtle Beach: [ARIMA (4, 0, 2)]
parameter
ar1
ar2
ar3
ar4
ma1
ma2
mean

estimate
1.3296
-0.3774
0.0403
-0.0083
-0.4342
-0.4845
30.0563
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standard error
0.0565
0.0979
0.0678
0.0253
0.0549
0.0482
0.0085

2.4.5

Model Diagnostics For Sea Level Pressure Data

After identifying the model of choice using auto.arima function in R software, we
shall carry out model diagnostics, or model criticism to test the goodness of fit of the
model. We analyze the residuals from the fitted model.

Figure 2.55 Residual plot for ARIMA (4, 0, 2) model: (a) ACF plot of
residuals, (b) normal probability plot of the residuals.

Figure 2.55 shows that the plotted ACF of the residuals versus lag lies within
the confidence interval (only less than 5% lies outside). The normal quantile plot of
the points not exactly on the straight line but relatively balanced. The normal error
assumption is reasonably met. We conclude that the model fits well.
The diagnostics for the fit for Columbia average daily sea level pressure time
series data are displayed in Figure 2.56. We note that there are few outliers in the
series as seen in the standardized residual plots, and slightly small but not significant
amount of autocorrelation. The ACF and PACF suggest that there is no significant
correlation to be captured ARIMA(4, 0, 2) model.

55

Figure 2.56 Diagnostics for the ARIMA (4, 0, 2) fit on the Columbia average
daily sea level pressure time series data.

Figure 2.57 shows that the plotted ACF of the residuals versus lag lies within
the confidence interval (only less than 5% lies outside). The normal quantile plot of
the points not exactly on the straight line but relatively balanced. The normal error
assumption is reasonably met. We conclude that the model fits well.

Figure 2.57 Residual plot for ARIMA (5, 0, 0) model: (a) ACF plot of
residuals, (b) normal probability plot of the residuals.
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The diagnostics for the fit for Greenville average daily sea level pressure time
series data are displayed in Figure 2.58. We note that there are few outliers in the
series as seen in the standardized residual plots, and slightly small but not significant
amount of autocorrelation.

Figure 2.58 Diagnostics for the ARIMA (5, 0, 0) fit on the Greenville
average daily sea level pressure time series data.

Figure 2.59 shows that the plotted ACF of the residuals versus lag lies within
the confidence interval (only less than 5% lies outside). The normal quantile plot of
the points not exactly on the straight line but relatively balanced. The normal error
assumption is reasonably met. We conclude that the model fits well.
The diagnostics for the fit for North Myrtle Beach average daily sea level pressure
time series data are displayed in Figure 2.60. We note that there are few outliers in the
series as seen in the standardized residual plots, and slightly small but not significant
amount of autocorrelation. The Ljung-Box test for this model gives a chi-squared
value of 0.0014 leading to a p-value of 0.9436, an indication that the model has
captured the dependence in the time series. We conclude that the model fits well.
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Figure 2.59 Residual plot for ARIMA (4, 0, 2) model: (a) ACF plot of
residuals, (b) normal probability plot of the residuals.

Figure 2.60 Diagnostics for the ARIMA (4, 0, 2) fit on the North Myrtle
Beach average daily sea level pressure time series data.
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Chapter 3
Comparisions of Models Across Cities
3.1

Background on Climate of Cities

The State of South Carolina, in general has a humid subtropical climate with hot
summers and mild winters. Data available from 1981-2010 (data source: www.dnr.
sc.gov/climate/sco/Climate/sco?ClimateData/Images/TavANN.png) shows that
about 90% of the cities experienced an annual average temperature of 60◦ F- 65◦ F with
some coastal regions experiencing average annual temperature of between 65◦ F- 70◦ F.
The city of Columbia had a recorded maximum temperature of 113◦ F in June 2012,
Greenville had a maximum recorded temperature of 105◦ F, and North Myrtle Beach
(Horry County) had a maximum recorded temperature of 107◦ F. From the years
1981-2010, Greenville experienced an average daily temperature of 60.5◦ F, and in
general, the average temperature varies between 34◦ F and 89◦ F. However, Greenville
experiences high levels of humidity between the months of May to September. Dew
point changes more slowly compared to temperature.
For the average daily temperature, the types of models chosen were relatively
similar in all the three cities. The model of choice was ARIMA(p, d, q) × (P, D, Q)365 ,
with a nonseasonal autoregressive order term of p = 5, a nonseasonal differencing
differing only by d = 1, and a seasonal difference order of D = 1 in all the the models.
Columbia had a maximum average daily temperature of 94◦ F, while Greenville and
North Myrtle Beach had a maximum average daily temperature of 90◦ F. A similar
trend in average daily temperature is observed for all the three cities.
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For the average daily dew point, Columbia and North Myrtle Beach had a similar
model of choice with Greenville having a lower order of nonseasonal AR terms and a
lower order of nonseasonal MA terms compared to the model of choice for Columbia
and North Myrtle Beach. Columbia had a maximum average daily dew point of 76◦ F,
while Greenville and North Myrtle Beach had a maximum average daily dew point of
73◦ F and 80◦ F respectively. A similar trend in average daily dew point is observed in
all the three cities, with the highest average daily average dew point observed around
2013 in all the three cities.
For the average daily humidity, all the three cities had a nonseasonal ARIMA as the
model of choice. Columbia , Greenville and North Myrtle Beach had ARIMA(5, 1, 2),
ARIMA(5, 1, 1), and ARIMA(3, 1, 1). respectively. North Myrtle Beach had the lowest order AR terms compared to the model of choice for Columbia and Greenville.
Columbia and North Myrtle Beach had a maximum average daily humidity of 100%,
while Greenville had a maximum average daily humidity of 99%. A similar trend in
average daily humidity is observed in all the three cities, with the highest and lowest
average daily average humidity observed around same years in all the three cities.
For the average daily sea level pressure, Columbia and North Myrtle Beach had
the same model, a nonseasonal ARIMA(4, 0, 2) as the model of choice, while Greenville
had ARIMA(5, 0, 0), as the model of choice. Columbia, Greenville and North Myrtle
Beach had a maximum average daily sea level pressure of 30.74 Hg, 30.69 Hg and 30.69
Hg respectively.
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Chapter 4
Predictions/Forecasting
We have already identified the best models for each of the four variables, estimated the
model parameters and carried out diagnostic checks for the models. In forecasting, the
main goal is to predict/forecast the value of Yt+l that will occur in l time units into the
future based on the history of the time series, Y1 , Y2 , . . . , Yt−1 , Yt . The performance of
the selected models (models of choice) for each of the variables from the three cities
can now be evaluated by forecasting.
We shall also use some accuracy measures to evaluate the performance of forecasting methods.

4.1

Predictions/Forecasting Daily Average Temperature

In this section we shall forecast one year into the future the average daily temperature
time series data for the three cities. For the Columbia average daily temperature data
SARIMA(5, 0, 0) × (0, 1, 0)365 model, we predicted the average daily temperature data
in January 2018 through December 2018.
Based on Figure 4.1, it is evident that the model is good for predicting the
future average daily temperature for Columbia time series data. The differences
between the actual average daily temperature observations and the forecast average
daily temperature are very small.
Overall, the forecasts align with the true values very well, showing an upward
trend starting toward the end every year.
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Figure 4.1 The forecast average daily temperature values (◦ F):
ARIMA(5, 0, 0) × (0, 1, 0)365 for January 2018 to December 2018.

Figure 4.2 The Columbia average daily temperature values (◦ F):
ARIMA(5, 0, 0) × (0, 1, 0)365 for January 2018 to December 2018.

Figure 4.2 shows the forecast average daily temperature for Columbia. The
average daily temperature predicted (January 2018 to December 2018) has the same
pattern as the previous 15 years of actual average daily temperatures. About 91.41%
of actual average daily temperature values fall within the 95% prediction intervals.

62

Figure 4.3 The Columbia average daily temperature forecast error
distribution: ARIMA(5, 0, 0) × (0, 1, 0)365 for January 2018 to December
2018.

Based on Figure 4.3, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid.

Table 4.1 Forecast Accuracy: [ARIMA (5, 0, 0) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.103
6.478
4.716
-0.547
8.252
0.644
-0.001

From Table 4.1, the mean absolute percentage error (MAPE) is 8.252, showing
that on average, the forecast is off by 8.252%. This is a good performance taking
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into account that we have both lower and higher average daily temperature values
depending on the season of the year.
Based on Figure 4.4, it is evident that the model is good for predicting the
future average daily temperature for the Greenville time series data. The differences
between the actual average daily temperature observations and the forecast average
daily temperature are very small.

Figure 4.4 The forecast average daily temperature values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.

For the Greenville average daily temperature data SARIMA(5, 0, 1) × (0, 1, 0)365
model, based on Figure 4.5, the average daily temperature (January 2018 to December
2018) has the same pattern as the past 15 years of actual daily average temperature
observations.

Figure 4.5 The Greenville average daily temperature values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.

64

Based on Figure 4.6, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 89.83% of actual average daily temperature
values fall within the 95% prediction intervals.

Figure 4.6 The Greenville average daily temperature forecast error
distribution: ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December
2018.

From Table 4.2, the mean absolute percentage error (MAPE) is 8.825, showing
that on average, the forecast is off by 8.825%. This is a good performance taking
into account that we have both lower and higher average daily temperature values
depending on the season of the year.

Table 4.2 Forecast Accuracy: [ARIMA (5, 0, 1) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.076
6.457
4.723
-0.701
8.825
0.647
-0.0004
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Based on Figure 4.7, it is evident that the model is good for predicting the
future average daily temperature for the North Myrtle Beach time series data. The
differences between the actual average daily temperature observations and the forecast
average daily temperature are very small.

Figure 4.7 The forecast average daily temperature values (◦ F):
ARIMA(5, 0, 2) × (0, 1, 0)365 for January 2018 to December 2018.

For the North Myrtle Beach average daily temperature data SARIMA(5, 0, 2) ×
(0, 1, 0)365 model, based on Figure 4.8, the average daily temperature (January 2018
to December 2018) has the same pattern as the past 15 years of actual daily average
temperature observations.

Figure 4.8 The N. Myrtle Beach average daily temperature values
(◦ F): ARIMA(5, 0, 2) × (0, 1, 0)365 for January 2018 to December 2018.

Based on Figure 4.9, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
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the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 93.06% of actual average daily temperature
values fall within the 95% prediction intervals.

Figure 4.9 The N. Myrtle beach average daily temperature forecast error
distribution: ARIMA(5, 0, 2) × (0, 1, 0)365 for January 2018 to December 2018.

From Table 4.3, the mean absolute percentage error (MAPE) is 8.721, showing
that on average, the forecast is off by 8.721%. This is a good performance taking
into account that we have both lower and higher average daily temperature values
depending on the season of the year.

Table 4.3 Forecast Accuracy: [ARIMA (5, 0, 2) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.069
6.767
4.875
-0.715
8.721
0.693
-0.0006
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4.2

Predictions/Forecasting Daily Average Dew Point

For the Columbia average daily dew point data SARIMA(5, 0, 1) × (0, 1, 0)365 model, we
predicted the average daily dew point data in January 2018 through December 2018.
Based on Figure 4.10, it is evident that the model is relatively good for predicting
the future average daily dew point for Columbia time series data. However, the model
seem to overpredict dew point for the middle part of 2018.

Figure 4.10 The forecast average daily dew point values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.

For the Columbia average daily dew point data SARIMA(5, 0, 1)×(0, 1, 0)365 model,
based on Figure 4.11, the average daily dew point (January 2018 to December 2018)
has the same pattern as the past 15 years of actual daily average dew point observations.

Figure 4.11 The Columbia average daily dew point values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.
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Based on Figure 4.12, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 95.04% of actual average daily dew point values
fall within the 95% prediction intervals.

Figure 4.12 The Columbia average daily dew point forecast error distribution:
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.

From Table 4.4, the mean absolute percentage error (MAPE) is 8.251, showing
that on average, the forecast is off by 8.251%. This is a good performance taking into
account that we have both lower and higher average daily dew point values depending
on the season of the year.

Table 4.4 Forecast Accuracy: [ARIMA (5, 0, 1) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.099
6.476
4.715
-0.553
8.251
0.644
-0.0002

For the Greenville average daily dew point data SARIMA(4, 0, 0) × (0, 1, 0)365
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model, we predicted the average daily dew point data in January 2018 through December 2018.

Figure 4.13 The forecast average daily dew point values (◦ F):
ARIMA(4, 0, 0) × (0, 1, 0)365 for January 2018 to December 2018.

For the Greenville average daily dew point data SARIMA(4, 0, 0) × (0, 1, 0)365
model, based on Figure 4.14, the average daily temperature (January 2018 to December 2018) has the same pattern as the past 15 years of actual daily average dew
point observations.

Figure 4.14 The Greenville average daily dew point values (◦ F):
ARIMA(4, 0, 0) × (0, 1, 0)365 for January 2018 to December 2018.
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Based on Figure 4.15, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 93.22% of actual average daily dew point values
fall within the 95% prediction intervals.

Figure 4.15 The Greenville average daily dew point forecast error
distribution: ARIMA(4, 0, 0) × (0, 1, 0)365 for January 2018 to December
2018.

From Table 4.5, the mean absolute percentage error (MAPE) is 8.627, showing
that on average, the forecast is off by 8.627% This is a good performance taking into
account that we have both lower and higher average daily dew point values depending
on the season of the year.

Table 4.5 Forecast Accuracy: [ARIMA (4, 0, 0) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.008
9.865
6.916
-0.625
8.627
0.649
0.0003
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Figure 4.16 The forecast average daily dew point values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.
Based on Figure 4.16, it is evident that the model is good for predicting the future
average daily dew point for North Myrtle Beach time series data. The differences
between the actual average daily observations for dew point and the forecast values
are very small.

Figure 4.17 The N. Myrtle Beach average daily dew point values (◦ F):
ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to December 2018.

For the North Myrtle Beach average daily dew point data SARIMA(5, 0, 1) ×
(0, 1, 0)365 model, based on Figure 4.17, the average daily temperature (January 2018
to December 2018) has the same pattern as the past 15 years of actual daily average
dew point observations.
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Based on Figure 4.18, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 93.61% of actual average daily dew point values
fall within the 95% prediction intervals.

Figure 4.18 The N. Myrtle Beach average daily dew point forecast
error distribution: ARIMA(5, 0, 1) × (0, 1, 0)365 for January 2018 to
December 2018.

From Table 4.6, the mean absolute percentage error (MAPE) is 18.801, showing
that on average, the forecast is off by 18.801%. This is not a good performance even
though this is the best model of choice.

Table 4.6 Forecast Accuracy: [ARIMA (5, 0, 1) × (0, 1, 0)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
0.054
9.714
6.628
-5.610
18.806
0.675
-0.0003
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4.3

Predictions/Forecasting Daily Average Humidity

In this section we shall forecast one year into the future the average daily humidity
time series data. We shall compare the predicted values to the actual values. Here,
the actual values are the midrange (average of minimum and maximum) time series
data for each of the three cities. We are using midrange because the available data
does not have daily average humidity readings for 2018. For the Columbia average
daily humidity data ARIMA(5, 1, 2) model, we predicted the daily average humidity
from January 2018 through December 2018.

Figure 4.19 The Columbia average daily humidity forecast values (%):
ARIMA(5, 1, 2) for January 2018 to December 2018.

Based on Figure 4.19, it is evident that the model is good for predicting the
future average daily humidity for Columbia time series data. The point estimates are
given by the lines across the confidence bands. The 80% and 95% confidence bands
are represented by the dark and light bands respectively. The prediction interval is
also limited by the assumptions made by the model, such as the distribution of errors
made by the model fit a Gaussian distribution with a zero mean value (e.g. white
noise).
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Table 4.7 Forecast Accuracy: [ARIMA (5, 1, 2)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
-0.004
10.888
8.280
-2.979
13.313
0.556
-0.00004

Figure 4.20 The Columbia average daily humidity forecast error
distribution: ARIMA(5, 1, 2) for January 2018 to December 2018.

From Table 4.7, the mean absolute percentage error (MAPE) is 13.31, showing
that on average, the forecast is off by 13.31%. This is not a bad performance taking
into account that we have both lower and higher average daily humidity values depending on the season of the year and also this is the best model among the available
models.
Based on Figure 4.20, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 99.18% of actual average daily humidity values
fall within the 95% prediction intervals.
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For the Greenville average daily humidity data ARIMA(5, 1, 1) model, we predicted
the average daily humidity from January 2018 through December 2018. Based on
Figure 4.21, it is evident that the model is good for predicting the future average
daily humidity for the Greenville time series data. The point estimates are given
by the lines across the confidence bands. The 80% and 95% confidence bands are
represented by the dark and light bands respectively.

Figure 4.21 The Greenville average daily humidity forecast values (%):
ARIMA(5, 1, 1) for January 2018 to December 2018.

From Table 4.8, the mean absolute percentage error (MAPE) is 16.995, showing
that on average, the forecast is off by 16.995%. This is not a very bad performance
taking into account that we have both lower and higher average daily humidity values
depending on the season of the year and also this is the best model among the available
models.
Based on figure 4.22, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 98.59% of actual average daily humidity values
fall within the 95% prediction intervals.
For the North Myrtle Beach average daily humidity data ARIMA(3, 1, 1) model,
we predicted the average daily humidity from January 2018 through December 2018.
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Table 4.8 Forecast Accuracy: [ARIMA (5, 1, 1)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
-0.022
12.744
9.792
-4.625
16.995
0.546
-0.0001

Figure 4.22 The Greenville average daily humidity forecast error
distribution: ARIMA(5, 1, 1) for January 2018 to December 2018.

Based on Figure 4.23, it is evident that the model is good for predicting the future
average daily humidity for the North Myrtle Beach time series data. The point
estimates are given by the lines across the confidence bands. The 80% and 95%
confidence bands are represented by the dark and light bands respectively.
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Figure 4.23 The N. Myrtle Beach average daily humidity forecast
values (◦ F): ARIMA(3, 1, 1) for January 2018 to December 2018.

Table 4.9 Forecast Accuracy: [ARIMA (3, 1, 1)]
quantity

value

ME

0.016

RMSE

9.700

MAE

7.317

MPE

-inf

MAPE

inf

MASE

0.600

ACF1

0.0004

From Table 4.9, the Mean Prediction Error (MPE) and the Mean Absolute Percentage Error (MAPE) blow up because there are zero values in the N. Myrtle Beach
time series data. Since MAPE divides the absolute error by the actual data, values
close to 0 can greatly inflate the MAPE.
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Figure 4.24 The N. Myrtle Beach average daily humidity forecast
error distribution: ARIMA(3, 1, 1) for January 2018 to December 2018.

Based on figure 4.24, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid. About 96.67% of actual average daily humidity values
fall within the 95% prediction intervals.

4.4

Predictions/Forecasting Daily Average Sea Level Pressure

In this section we shall forecast one year into the future the average daily sea level
pressure time series data. We shall compare the predicted values to the actual values.
Here, the actual values are the midrange (average of minimum and maximum) time
series data for each of the three cities. We are using midrange because the available
data does not have daily average sea level pressure readings for 2018.
For the Columbia average daily sea level pressure data ARIMA(4, 0, 2) model, we
predicted the daily average sea level pressure from January 2018 through December
2018.
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Figure 4.25 The Columbia average daily sea level pressure forecast
values (Hg): ARIMA(4, 0, 2) for January 2018 to December 2018.

About 94.73% of actual average daily sea level pressure values fall within the
95% prediction intervals. This is evidence that the model ARIMA(4, 0, 2) is a good
model and can be used for forecasting future values.

Table 4.10 Forecast Accuracy: [ARIMA (4, 0, 2)]
quantity
ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

value
8.72 × 10−5
0.116
0.086
-0.001
0.285
0.475
-0.0005

From Table 4.10, the mean absolute percentage error (MAPE) is 0.285, showing
that on average, the forecast is off by 0.285% . This is a very good performance by
this model.
Based on figure 4.26, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid.
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Figure 4.26 The Columbia average daily sea level pressure forecast
error distribution: ARIMA(4, 0, 2) for January 2018 to December 2018.

For the Greenville average daily sea level pressure data ARIMA(5, 0, 0) model, we
predicted the average daily sea level pressure from January 2018 through December
2018. Based on Figure 4.27, it is evident that the model is good for predicting the
future average daily sea level pressure for the Greenville time series data. The point
estimates are given by the lines across the confidence bands. The 80% and 95%
confidence bands are represented by the dark and light bands respectively. About
93.78% of actual average daily sea level pressure values fall within the 95% prediction
intervals.

Figure 4.27 The Greenville average daily sea level pressure forecast
values (Hg): ARIMA(5, 0, 0) for January 2018 to December 2018.
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Table 4.11 Forecast Accuracy: [ARIMA (5, 0, 0)]
quantity

value

ME

4.30 × 10−5

RMSE

0.118

MAE

0.087

MPE

-0.001

MAPE

0.291

MASE

0.482

ACF1

-0.001

From Table 4.11, the mean absolute percentage error (MAPE) is 0.291, showing
that on average, the forecast is off by 0.291% . This is a very good performance by
this model.
Based on figure 4.28, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid.
For the North Myrtle Beach average daily sea level pressure data ARIMA(4, 0, 2)
model, we predicted the average daily sea level pressure from January 2018 through
December 2018.
Based on Figure 4.29, it is evident that the model is good for predicting the
future average daily sea level pressure for the North Myrtle Beach time series data.
The point estimates are given by the lines across the confidence bands. The 80%
and 95% confidence bands are represented by the dark and light bands respectively.
About 93.05% of actual average daily sea level pressure values fall within the 95%
prediction intervals.
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Figure 4.28 The Greenville average daily sea level pressure forecast
error distribution: ARIMA(5, 0, 0) for January 2018 to December 2018.

Figure 4.29 The North Myrtle Beach average daily sea level pressure
forecast values (Hg): ARIMA(4, 0, 2) for January 2018 to December
2018.

From Table 4.11, the mean absolute percentage error (MAPE) is 0.298, showing
that on average, the forecast is off by 0.298% . This is a very good performance by
this model.
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Table 4.12 Forecast Accuracy: [ARIMA (4, 0, 2)]
quantity

value

ME
RMSE
MAE
MPE
MAPE
MASE
ACF1

7.85 × 10−5
0.122
0.090
-0.001
0.298
0.485
-0.0003

Based on figure 4.30, the distribution of forecast errors is roughly centered on
zero. The assumption of normality of forecast errors is therefore reasonable. Thus,
the 80% and 95% prediction intervals (based on the assumption of no autocorrelation
in the forecast errors) is valid.

Figure 4.30 The North Myrtle Beach average daily sea level pressure
forecast error distribution: ARIMA(4, 0, 2) for January 2018 to
December 2018.
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Chapter 5
Conclusion
In this thesis we have discussed the time series modeling of weather data in South
Carolina. We considered three cities, Columbia, Greenville and North Myrtle Beach,
used three variables (temperature, dew point and humidity). The results of this
thesis have shown that an integral part of any data analysis involves a thorough
preparation into the correct format/form before the actual analysis can be carried
out. Determination of the best model(s) of choice for each of the three cities was
done resulting into good models that are considered valid for forecasting/prediction.
In selection of the best model(s), it must be noted that sometimes the ACF and PACF
plots may not give a clear indication of the best model of choice; thus, the auto.arima
in R can be applied.
Another important result in this thesis is comparisons of models across cities.
In all the three cities, it was found that the models are relatively similar with small
differences in seasonality. The fitted SARIMA models we analyzed, are about the same
in all characteristics and provided good forecasts with a resonable prediction interval
coverages (all greater than 90%). In terms of trends in the variables, there were
slight differences in the highest daily average temperature, dew point, humidity and
sea level pressure.
From the time series forecasting, we learned from this thesis that statistical models can be used to mimic patterns observed in real data sets. Also based on the results
obtained and diagnostics carried out, the model(s) of choice can be considered good
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for predicting future average daily observations for each of the variables discussed.
Finally, we noted the presence of volatility clustering in some of the residual plots,
in that the residuals have higher variability at certain time periods and lower variability at other time periods. An ARCH (autoregressive conditionally heteroscedastic)
or GARCH (generalized autoregressive conditional heteroskedasticity) modeling approach can formally account for such behavior and can be implemented in the future.
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