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C. Verra Macroeconomic Forecasting Using Model Averaging
Abstract
Recently, there has been a broadening concern on forecasting techniques that are
applied on large data sets, since economists in business and management want to
deal with the great magnitude of information. In this analysis, the issue of fore-
casting a large data set by using different model averaging approaches is addressed.
In particular, Bayesian and frequentist model averaging methods are considered,
including Bayesian model averaging (BMA), information theoretic model averaging
(ITMA) and predictive likelihood model averaging (PLMA). The predictive perfor-
mance of each scheme is compared with the most promising existing alternatives,
namely benchmark AR model and the equal weighted model averaging (AV) scheme.
An empirical application on Inflation forecasting for five countries using large
data sets within the model averaging framework is applied. The average ARX model
with weights constructed differently according to each model averaging scheme is
compared with both the benchmark AR and the AV model. For the comparison
of the accuracy of forecasts several performance indicators have been provided such
as the Root Mean Square Error (RMSE), the Mean Absolute Error (MAE), the
U-Theil’s Inequality Coefficient (U), Mean Square Forecast Error (MSFE) and the
Relative Mean Square Forecast Error (RMSFE). Next, within the Granger causality
framework through the Diebold & Mariano (DM) test and the Clark & McCracken
(CM) test, whether the data-rich models represented by the three different model
averaging schemes have made a statistically significant improvement relative to the
benchmark forecasts has been tested. Critical values at 5% and at 10% have been
calculated based on bootstrap approximation of the finite sample distribution of the
DM and CM test statistics.
The main outcome is that although the information theoretic model averaging
scheme is a more powerful approach, the other two model averaging techniques can
be regarded as useful alternatives.
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1 Introduction
1.1 Forecasting Using Large Data Sets
Economists are today faced with a growing need to focus on techniques to deal with
large data sets. There is an awareness that there is a great amount of information
in the economy that could be significant for forecasting, but the usual econometric
methods are not appropriate to elicit this information because of the large number
of variables. Thus, instead of using standard regression techniques, researchers
have focused on other methods such as forecast combination or averaging, where
information in forecasting models is combined in some manner. The need to improve
monetary policy performance and the needs of policymakers to come to significant
decisions are based on the analysis of large amounts of data and on the effort needed
to forecast using them (Svensson (2005)). It is therefore necessary either to develop
existing techniques or to create new methods in order to deal with forecasting using
large macroeconomic data sets.
Central bankers deal with the large existing amount of information when ad-
justing their future expectations. Central banks are willing to spend a great deal
of money to examine large amounts of data because this provides policymakers
with information that is relevant to the decisions they must make. In fact, recent
econometric studies have verified the opinion of prominent forecasters that forecasts
of major macroeconomic variables may be improved considerably by using a large
number of data series (Stock and Watson (1999, 2002); Watson (2000)). This has
resulted in much greater interest in the development of econometric methods for the
analysis of large data sets. Researchers including Bernanke and Boivin (2003) and
Gavin and Kliesen (2006) introduced the term ‘data-rich environment’. They focus
on the idea that dynamic factor models can be used to improve empirical macroeco-
nomic analysis, by using a large data set to extract a few common factors. Bernanke
and Boivin (2003) explore the feasibility of incorporating richer information sets into
the analysis and they show that methods for data-dimension reduction permit the
11
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incorporation of large data sets into the study of monetary policy.
In addition, Eklund and Kapetanios (2008) provide a review that focuses on
forecasting using statistical and econometric methods for dealing with large data
sets. They analyze four different methodologies depending on whether data sets
are used wholly or partly, whether a single model or multiple models are used and
whether a small subset or the whole data set is being forecast. Their aim is to pro-
vide a brief and relatively non-technical overview of forecasting with large data sets.
In another recent paper Kapetanios and Goen (2008) present a number of data-rich
prediction methods that are widely used in macroeconomic forecasting, and they
compare these approaches with other less widely recognized methods. Carriero,
Kapetanios and Marcellino (2007) proposed reduced rank multivariate models for
large data set forecasts as an alternative to well-accepted approaches. They found
that combining shrinkage and rank reduction instead of using them separately im-
proves the accuracy of forecasts.
1.2 Combination of Forecasts vs. Combination of
Information
The intention of the following analysis is to consider different estimation methods
for dealing with large data sets. In general, time series observations for a large data
set are used to create the forecasts. At time t all these series are expressed by an N-
dimensional vector xt, and there is no way to summarize the size of the data set xt in
a single forecasting model and estimate it by using standard econometric techniques.
As a result, other techniques must be applied. When there are many explanatory
variables available and the aim is to forecast a variable of interest using a large
data set, the forecast can probably be improved by carefully incorporating them. In
general, there are two different ways to do this: use a combination of forecasts, or
use a combination of information. The first method combines forecasts constructed
from simple models that each utilize a component of the entire information set,
12
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while combination of information conveys the whole information into a single, truly
comprehensive model to create a fundamental forecast.
Engle, Granger and Kraft (1984) show that combining forecasts may not provide
the best result, but that this is not the case if information is combined instead. It is
obvious that with a large number of models, typical forecast combining techniques
for the computation of the forecast weights are quite difficult and the only solution
is to combine information. Granger (1989) demonstrates that a combination of
information will induce the optimal forecast, in the sense that the consistent model
coincides with the data generating process (DGP), but that the result of combining
forecasts is not the same. In other words, combining forecasts will not in general
deliver the optimal forecast, while combining information will. This concept has
become quite important in recent years, when large data sets must be combined.
However, Diebold and Pauly (1990) remark that ‘while pooling of forecasts is
suboptimal relative to pooling of information sets, it must be recognized that in
many forecasting situations, particularly in real time, pooling of information sets
is either impossible or prohibitively costly’. In another paper, Timmerman (2006)
points out the fact that in a data rich environment the information combination
model suffers from ‘the well-known problem of curse of dimensionality’. Recently,
Huang and Lee (2008) compare these two methods and through analysis and simula-
tions show the relative merits of each. In their empirical application they are trying
to answer the question ‘To Combine Forecasts or to Combine Information?’. They
compare the two different methods and conclude that the combination of forecasts
outperforms the combination of information scheme in some situations. A growing
amount of literature empirically supports this finding. For recent work, see Newbold
and Harvey (2001), Stock and Watson (2004a) and Clements and Galvao (2005).
Thus, there are two key techniques that can be used: factor modelling, where
factor summaries of the data set are applied for forecasting, and forecast combination
or averaging, where information in the form of forecasts from different forecasting
models, typically simple and incomplete, are combined in some manner. The main
idea behind the construction of factor models is that there are one or few variables
13
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of concern and a large set of potentially useful variables, in the sense that they have
explanatory power. The information in these other variables is derived by using
factor analysis. This method includes all the variables that have available data
and that could be relevant (see Stock & Watson (2002)). In factor models, every
variable is expressed as the sum of the common component and the idiosyncratic
component, both of which are unobservable. The common component is guided
by a small number of factors common to all the variables in the model, and the
idiosyncratic component is guided by variable-specific shocks.
The main drawback of factor analysis is that most of the variables are irrelevant,
do not help the forecast and are perhaps highly correlated with other variables. Since
the researcher doesn’t know beforehand which variables are relevant and which are
not, they cannot remove the unimportant variables from their analysis. A method
has therefore been developed to extract information from a very large data set into
comparatively few variables called factors. Forni et al. (2000, 2004) and Stock and
Watson (1998) analyze the properties of generalized dynamic factor models, based
on the dynamic factor models of Sargent and Sims (1977) and Geweke (1977). In a
series of papers, Stock and Watson (1998, 1999, 2002) use factor models to combine
information from large panels of macroeconomic data in the US. They then use the
estimated factors to predict future movements of several macroeconomic series. In
factor models many series are used to recognize the factors that are common to all of
the series. Then a forecast is made using these factors. By taking into account the
mean squared forecast errors (MSFEs) they conclude that this two-step procedure
creates forecasts that are better than other univariate, bivariate and multivariate
benchmarks. In addition, Stock and Watson (1998) propose a factor model with an
infinite cross-sectional dimension, where the factor loading coefficients may be time-
varying. The focus of the work is on forecast combining instead of factor analysis.
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1.3 Forecast Combination: A Model Averaging
Approach
A regularly used alternative forecasting device when one is faced with several differ-
ent forecasts of the same variable is forecast combination. Although the theoretical
reasons for their success are not entirely clear, forecast combinations have been used
very successfully for a wide variety of applications in macroeconomics and finance
as well as many non-economic applications. Timmermann (2006) presents a broad
and up-to-date review of the forecast combination literature. He analyzes the factors
that make combining forecasts advantageous and explains how forecast combinations
have been found in empirical studies to produce better forecasts than methods based
on the best individual forecasting model. Another good review of the combination
of forecasts is presented by Armstrong (2001), where he expresses key principles
for combining forecasts. He concludes that combining is most useful when there is
‘uncertainty as to the selection of the most accurate forecasting method, uncertainty
associated with the forecasting situation, and a high cost for large forecast errors’.
If the DGP were unchanged and the models were correctly specified, then there
would be no point in combining forecasts; a single model would be correct. However,
this is often not the case. Thus, a combination of forecasts may outperform indi-
vidual forecasts. The combination of different forecasts may outperform individual
forecasts, but it is unclear whether or not it will give the best forecast. Clements
and Hendry (2002) try to explain why a combination of forecasts provides a good
result. In particular, the combination of two different forecasts that are biased (one
upwards and the other downwards) provide a better forecast. Further, when the bias
is constant over time, there is no need to average across various forecasts because
including a constant in the combination equation will accumulate any unwanted
bias.
In general, departures from optimality due to misspecification are important in
determining how much is gained from combination. By combining forecasts from
different models you recognize that more than one model could give good predic-
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tions, and you act against misspecification by not giving all the weight to one single
model. Thus, combining misspecified models will improve the forecast. Historically
the theory of optimal linear combination forecasts in terms of weighted averages was
discussed by Bates and Granger (1969), Newbold and Granger (1974) and Granger
and Ramanathan (1984), who suggest that combinations of forecasts often outper-
form individual forecasts. In particular, they suggest that the pooling forecast should
be the weighted average of the individual forecasts, where the optimal weights cor-
respond to the population regression coefficients in a regression of the true future
value on the most important forecasts. They conclude that forecast combination is
a highly efficient forecasting strategy.
Forecast combination has a long history in econometrics. There is a vast em-
pirical literature on forecast combining, where it has been established that simple
combinations, such as the average or mean of a panel of forecasts, frequently out-
perform individual forecasts. These studies are surveyed by Clemen (1989) and
Diebold and Lopez (1996), and there are introductions to combination forecasts by
Newbold and Harvey (2001), Makridakis and Hibon (2000), Timmermann (2006)
and Giacomini and Komunjer (2005). Most of this literature focuses on cases where
the number of forecasts to be combined is small. It is obvious that the literature of
forecast combination is wide (see also Elliott & Timmermann (2004)), but almost
no attention is given to the use of forecast measures of fit as the base of pooling fore-
casts. In another paper, Faust and Wright (2007) explain that forecast combination
approaches give better out-of-sample output than factor approaches when imple-
mented for high-dimensional real-time panels of US macroeconomic and financial
data.
Within a data-rich setting, models are combined to forecast the target variable
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where the âi’s results from estimates of
yt = aixit + eit (1.2)
for i = 1, . . . , N and wi is the weight of the i
th forecast model. Different cases
have been recommended for finding the weights of the individual models in the
forecast combination, and it has been found that this weighting determination plays
an important role in the success of a forecast combination.
The simplest weighting scheme is the simple model averaging scheme (AV),
which is used as a benchmark in the analysis. This uses a simple average of individual
forecasts where the weight w1 = . . . = wN = 1/N , and it has been shown to perform
well empirically (Stock & Watson (2003, 2004a)). This scheme tends to suffer,
however, unless each of the models being combined performs reasonably well in
isolation. One poor model will generally result in a poor combination forecast.
Although this can be avoided to some extent by using carefully chosen models for
the combined forecast, this only places a greater burden on the process of model
selection, which in turn makes what is intended to be a simple combination method
more complex.
Because the simple model averaging scheme (AV) is perhaps too simple, a va-
riety of alternative weighting schemes have been proposed in the literature. Wright
(2003a, 2003b) proposes that the weights be determined by (Bayesian) shrinkage
toward the simple average. Granger and Ramanathan (1984) recommend regressing
the individual forecasts on the variable of interest over a historical sample, under the
restriction that
∑N
i=1wi = 1. Elliott and Timmermann (2004) show that by speci-
fying a loss function, weights wi may be derived that are optimal under that specific
loss function. All of these alternative schemes tend to suffer from bias introduced
at least in part because the forecast combination inputs are recursively generated
forecasts from the individual models. The lack of this bias is one of the reasons that
the simple model averaging scheme (AV) tends to perform well in practice.
Historically several researchers have tried to accommodate model uncertainty.
There are two main methods for dealing with model uncertainty: model selection
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and model averaging. Both Bayesian and non-Bayesian methods have been analyzed.
Model selection is the most common method for dealing with model uncertainty. It
has a long history in statistics and econometrics, and several methods have been
considered that rely on different estimation criteria. Having picked an estimation
criterion such as Akaike information criterion (AIC; Akaike (1973)), Bayesian infor-
mation criterion (BIC; Schwarz (1978)), Hannan Quinn information criterion (HQ;
Hannan & Quinn (1979)) etc., one then chooses among a set of candidate models
that are scaled according to this criterion. Several criteria have been proposed by
different econometricians, and, depending on the criteria, which particular model is
favored among a set of candidate models varies. Researchers have found that some
criteria favor more parsimonious models (e.g., the Schwarz-Bayes information crite-
rion (BIC); Schwarz (1978)) while others favor more heavily parameterized models
(e.g., AIC).
Within the model selection framework the debate is largely related to the use
of either AIC or BIC. Some researchers favor BIC because it is a Bayesian approach,
believing AIC to be non-Bayesian. However, AIC model selection is just as much
a Bayesian method as is BIC analysis (Burnham & Anderson (2004)). In the end
it is not possible to recommend one particular approach over the other because
each method performs better in different contexts. Thus, both the AIC and BIC
model selection can be constructed as either frequentist or Bayesian approaches,
and neither can be favored on the basis of whether it is Bayesian or not. The
main difference between these two approaches is in their philosophies, together with
the exact nature of their objective models and the circumstances under which one
does better than the other according to predictive measures such as predictive mean
square error.
Model selection is a significant component of any statistical analysis and, in-
deed, is central to the pursuit of science in general. Kadane and Lazar (2004) have
examined the question of model selection from both frequentist and Bayesian per-
spectives, and they recommend several techniques for choosing the ‘best model’.
They present important approaches from a Bayesian decision-theoretic perspective.
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In another paper, Leeb and Potscher (2005), analyze some of the problems that
come up if one tries to carry out statistical inference based upon data-driven model
selection.
Model averaging is another method for dealing with model uncertainty. In
model averaging, instead of selecting one model among a set of candidate models
according to a criterion such as AIC or BIC, you average over the set of candidate
models in some chosen manner. There is a wide literature related to the most
common model averaging approach, the Bayesian model averaging (BMA). There are
also frequentist approaches for model averaging. For example, Buckland, Burnham
and Augustin (1997) recommend a method based on exponential AIC weights, and
Hansen (2007) recommends the Mallows Model Averaging (MMA) approach based
on a Mallows criterion. Shrinkage and parameter penalization are other alternatives
to model selection and averaging. Whereas model selection in effect ignores the
uncertainty of the selected model, model averaging accounts for model uncertainty
by allowing all the models to contribute to the inference by averaging. A model
average estimator is a weighted average of estimates derived from a set of models.
By seriously taking model uncertainty into account, this escapes conditioning on the
‘true’ model, instead computing quantities of interest by averaging across different
models.
Combining forecasts by model averaging is a recent and growing field in em-
pirical economics. It is a general method that can be used for inference, prediction
and policy analysis, and it is proposed as a method for accommodating model un-
certainty. Model averaging is based on the idea that the models and the associated
parameters are unobserved and that the estimation of their distributions relies on the
observable data. Thus, the main concern in model averaging is to find the best com-
bination of the different forecasts that are created by several separate models. The
aim is to decrease estimation variance and at the same time to measure the omitted
variable bias. The sample information that is included in the likelihood function for
a specific model is associated with corresponding model weights in order to estimate
the distribution of unknown parameters across different models. The outcome is
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the unconditional distribution that embodies model uncertainty and which can be
applied to prediction as well as to guide inference and policy evaluation.
Superior computational techniques in model averaging have been analyzed by
Chib (2001) and Geweke and Keane (2001). There has been recent progress in the
use of model averaging in policy evaluation (Brock, Durlauf & West (2003)), mone-
tary policy (Levin & Williams (2003)), macroeconomic forecasting (Garratt,Lee, Pe-
saran & Shin (2003)), finance (Avramov (2002)) and economic growth (Doppelhofer,
Miller & Sala-i-Martin (2004)). In another paper written by Doppelhofer (2005), a
review of model averaging is reported. In this paper three different approaches to
model averaging—Bayesian, Empirical Bayes and Frequentist—are examined and
compared using the example of linear regression models. In addition, simulation
techniques and the choice of prior distributions over the set of models are discussed.
A good forecast means a forecast with precise results, a forecast that explains
the data correctly. As has already been mentioned, one way to achieve this is through
model averaging. While there is a wide agreement that forecast combination im-
proves forecast accuracy, there is little concensus about how best to structure the
forecast weights. In recent years several model averaging approaches have been of
primary interest to researchers, such as simple averaging, Bayesian averaging and
the frequentist approach. The first method selects a set of models and then provides
them all equal weight for all forecasts. The Bayesian averaging technique calculates
the forecast weights as the posterior probabilities of the models. These two ap-
proaches are quite flexible and have impressive outcomes and applications. Further,
the analysis discusses the frequentist model averaging scheme, where the weights are
calculated in-sample in the information theoretic model averaging scheme (ITMA)
case and out-of-sample in the predictive likelihood model averaging (PLMA) case.
Each model averaging scheme (BMA, ITMA and PLMA) is compared with the
simple averaging AV approach and the benchmark autoregressive AR model.
BMA can be considered as a Bayesian approach to combination forecasting.
Model averaging incorporates several potential relationships between the predicted
variable and the predictor variables. Different weights for each forecast are selected
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in order to give a more accurate extraction of information. In the Bayesian scheme
the weights are the posterior probabilities of the models. The posterior probability
related to the correct model is used as the weight allocated to every model in the
forecast combination. The averaging over several competing models includes not
only model but also parameter uncertainty in inferences about parameters and pre-
dictions (Eklund & Kapetanios (2008)). The Bayesian model averaging scheme is
based on the Bayesian information criterion that was first used by Schwarz (1978)
as an approach for model selection. There is a large literature on Bayesian model
averaging, and it will be discussed in a relevant chapter that follows. The most
outstanding reviews are written by Hoeting, Madigan, Raftery and Volinsky (1999)
and Raftery and Zheng (2003). Some other interesting contributions to Bayesian
model averaging with well noted econometric applications are from Fernandez, Ley
and Steel (2001a, 2001b) and Wright (2003a, 2003b).
There is a growing frequentist literature. This new model averaging scheme rec-
ommends an approach, where a set of models is considered and according to these
models, relative model likelihood is identified. The frequentist information theoretic
approach was developed by Akaike (1979), who recommended using the exponen-
tiated AIC as model weights. This suggestion was then evaluated and expanded
by Buckland, Burnham and Augustin (1997) and Burnham and Anderson (2004).
Later Hjort and Claeskens (2003) analyzed a general class of frequentist model aver-
age estimators. They presented an asymptotic study of model average estimators in
likelihood-based models. In the empirical application that follows this approach is
applied in a wider sense than in the relevant literature of Hansen, Lunde and Nason
(2005) and Kapetanios, Labhard and Schleicher (2006) based on the construction
of model confidence sets. The aim is to think of the information theoretic model
averaging scheme as another form of Bayesian model averaging.
Within the frequentist framework, the predictive likelihood model averaging
method is also developed. For this approach an associated work by Kapetanios,
Labhard and Price (2005b) is used and information theoretic weights created with
predictive likelihood are followed, which is also a good indicator. The application
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of predictive measures provides some further practical thoughts of the contrast with
model averaging based on in-sample measures of fit. The predictive likelihood model
averaging weights are computed by constructing a hold-out sample of t0 observa-
tions. As a result, the number of observations available for forecast comparison is
reduced from P to P − t0, and there is undoubtedly a trade off implicated in the
choice of t0. The predictive approach turns out to be less unreliable as t0 raises,
which should improve the performance of the method. This analysis recommends
the implementation of the out-of-sample predictive likelihood within the frequentist
framework.
1.4 An Application to Inflation Forecasting
The empirical application focuses on the Inflation forecast. The practice of fore-
casting inflation has generally been considered an important input in monetary
policymaking. While monetary policymakers concentrate on economic forecasts of a
few fundamental variables such as inflation, GDP and unemployment rate, they also
examine several other variables when generating these forecasts. Information about
other economic indicators can be valuable in forecasting economic variables, but
an essential problem is determining which, if any, other series the analysis should
contain. The use of predicting inflation has usually been considered a key input in
monetary policy. Several researchers over the past decades have focused on inflation
forecasting. Recently, Bernanke (2007) gave a comprehensive speech on inflation
expectations and inflation forecasting. In addition, Stock and Watson (1999) in-
vestigate forecasts of US inflation at the 12-month horizon. They consider the
conventional unemployment rate Phillips curve, which is examined in a simulated
out-of-sample forecasting framework.
Concerns about high, persistent and volatile inflation are universal among
central bankers and policy institutions. In the recent past and mainly after the
1970s, characterized by low and more stable inflation performance in the developed
economies, researchers in academia have had difficulty to find a reliable predictor
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for inflation. As Atkeson and Ohanian (2001) reveal, the likelihood of precisely fore-
casting a change in inflation using modern inflation forecasting models is no better
than a coin flip. They point out that the forecasting models they considered cannot
be regarded to be a valuable guide to monetary policy. In another paper Fisher, Liu
and Zhou (2002), following on from the previous study, provide similar results and
conclude that it may in fact be possible to forecast inflation over some horizons and
in some periods. Further, Stock and Watson (2005) attempt to answer the question
‘Why has US inflation become harder to Forecast?’ and they point out the difficulty
of the forecast improvement upon the na¨ıve random walk model. They propose a
parsimonious model that explains some inflation forecasting puzzles. They report
that quarterly US inflation became less persistent and volatile after 1984, which
reveals that it is probable to better forecast inflation. Nevertheless, lower inflation
volatility also makes it more hard to decide which is the best inflation forecast among
a set of candidate models. Stock and Watson (1999, 2005) confirm the effect of lower
persistence and volatility on post-1984 inflation forecasts. In addition, Nason (2006)
examines the instability in US inflation from 1967 to 2005 and he reveals whether
the persistence and volatility of inflation has changed during the past forty years.
The research reported here focuses on econometric methods that deal with
large data sets. The forecast combination approaches that are applied are a sim-
ple average of all forecasts, where all individual forecasts have an equal weight,
a Bayesian method based on a benchmark prior (BMA), an information theoretic
model averaging (ITMA) method based on the Akaike information criteria, adjust-
ing the likelihood constructed either with in-sample estimation in the ITMA case
or with out-of-sample measures of fit in the predictive likelihood model averaging
(PLMA) case. Different forecast combination methods are thus proposed, including
the use of Bayesian model averaging (BMA), information theoretic model averaging
(ITMA) and predictive likelihood model averaging (PLMA). How to compute the
weights of the different model averaging methods is presented, and the performance
of each technique under real environments is investigated. Further, the performance
of each model averaging scheme is compared to both the benchmark autoregressive
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AR model and the equal weighted model averaging scheme AV. Methodologically,
the work is motivated by Kapetanios, Labhard and Price (2005a, 2005b). Follow-
ing earlier work on the combination of forecasts, Kapetanios et al. have developed
both Bayesian and frequentist approaches. In simulated forecasting exercises they
show that their methods offer potentially large improvements in the forecasts of
macroeconomic time series such as inflation.
The rest of the research is structured as follows. At the beginning a general
description of the data, the models and the different evaluation tools is presented.
Then, three model averaging schemes are analyzed: BMA, ITMA and PLMA. In
particular, by following a recent paper written by Kapetanios et al. (2005a, 2005b),
an application to forecasting CPI inflation for Austria, Belgium, France, Germany
and Italy under the three model averaging schemes is reported. For this purpose,
a data set of 120 quarterly observations covering the period 1975:Q1 to 2004:Q4 is
used, which emulates the data set used in Stock and Watson (2002). Forecasts are
constructed recursively beginning after the 80th quarter of observations and pro-
ceeding through the remainder of the sample period. For each forecast at least 40
models are estimated by least-squares and are used to create the forecasts. In pre-
dictive likelihood, from the remaining sample of the 40 observations sample the first
t0 = 10 observations are used to take the out-of-sample forecast errors that are in
total 40− t0. For the other two model averaging approaches (BMA and ITMA) the
t0 value makes no sense and is considered to be equal to 0. The forecast evaluation
period of the last 40 − t0 observations for each sample is examined with forecast
horizons h = 1, . . . , 12. To sum up, the first period of the R = 80 observations,
which is assigned to in-sample estimation, is used to determine the specifications of
the models and parameters for the forecasting techniques. The second period of the
P = 40− t0 observations is reserved for out-of-sample evaluation and comparison of
performances between various forecasting models. This is followed by the analytical
description of an autoregressive process augmented with a single predictor variable
model ARX(k) and its forecast performance related to both the simple autoregres-
sive AR model and the AV model of the equal weighted model averaging scheme.
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In most cases the lag order selection is achieved by using information criteria like
Akaike’s (AIC) (Akaike (1973)), Schwarz’s (SIC) (Schwarz (1978)) or Hannan and
Quinn’s (HQ) (Hannan & Quinn (1979)) criteria.
As has already been mentioned, the model of interest average ARX or ‘model ’
is compared with the benchmark autoregressive AR model and the model AV that
represents the equal weighted model averaging scheme. For the comparison of the
accuracy of forecasts several performance indicators are provided such as the Root
Mean Square Error (RMSE), the Mean Absolute Error (MAE) and the U-Theil’s
Inequality Coefficient (U). The first two performance indicators are measures of
the deviation of the simulated variable from its time path. The smaller the error,
the better the forecasting ability of that model according to that criterion. The U
statistic falls between 0 (perfect fit) and 1 (bad predictive performance). Further,
the mean square forecast error (MSFE) is considered, where the optimal combination
selects the weights that minimize the MSFE of the combined forecast. Another very
important performance indicator, the relative mean square forecast error (RMSFE)
is evaluated. The calculation of the RMSFE is very important, since it is expressed
in relative terms and has the benefit of being comparable across forecasts. The
ARX average model or ‘model ’ is compared with both the AV and the benchmark
AR models. If the RMSFE is less than 1 then the performance of the ARX model
is better than the comparing models AV and AR respectively.
Next, the analysis uses a Granger causality framework to test whether the data-
rich models make a statistically significant improvement relative to the benchmark
forecasts. In other words, different methods for the comparison of forecasts are
described, methods such as the Diebold & Mariano (DM) test and the Clark &
McCracken (CM) test. The DM test is well applied for the comparison of two non-
nested models such as the ARX average model with the benchmark AR model and
the AV model with the benchmark AR model. On the other hand, for the compari-
son of two nested models the Clark & McCracken (CM) test is applied by considering
three different tests—ENC-T, ENC-REG and ENC-NEW—of whether the forecast
is significantly different from the benchmark AR model at the 5% or the 10% sig-
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nificance level. For this purpose the ARX model is compared with the benchmark
AR model. Critical values at 5% and at 10% are calculated based on bootstrap
approximation of the finite sample of the DM and CM test statistics according to
Killian (1999). Then, the comparison results constructed by the three model aver-
aging schemes are presented. Finally, in the last two sections the conclusions and
the tables are provided. The results are in line with Wright (2003a), who argues
that Bayesian model averaging can give better forecasts for US inflation, but it is
also found that the frequentist approaches work well and in some cases better than
the cases examined for the five countries’ data. In the appendix the five countries
data set (Austria, Belgium, France, Germany and Italy) is reported.
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2 Data, Models and Evaluation Tools
In this chapter, the data, the main model to be forecasted, the benchmark models
and the main tools for the evaluation of forecasts are reported in detail. In particular,
a five countries data set of at least 40 judgementally selected series with 120 quarterly
observations in each series is considered. Further, an autoregressive process with k
lags augmented with a k lags predictor variable ARX(k) is used. The average
ARX model is compared with the benchmark autoregressive AR model and the
AV model that represents the equal weighted model averaging scheme. Finally,
the evaluation and the comparison of the accuracy of competing forecasts by using
different comparison criteria and test statistics is analyzed.
2.1 Data
The five-country data set was retrieved from the financial server DATASTREAM
and follows the data used by Stock and Watson (2002). The data consists of up
to 91 judgementally selected time series for each of the five developed European
economies Austria, Belgium, France, Germany and Italy. However, some series are
only available for a shorter period, but at least 40 series are provided. In particular,
for Austria 63 series are considered, for Belgium 40 series, for France 80 series, for
Germany 91 series and for Italy 52 series.
Notice that a different data sample is evaluated for the series with missing
values, and as a result the series are different in nature. Due to missing values,
heteroskedasticity appears in the residuals and large volatility is followed by periods
of relative tranquility, since the sum of square residuals (SSR) is not the same for
the series with a different data sample. In other words, the variance is not constant
across time but varies when comparing series with different data samples. Thus, the
series with missing values are not included so as to compare series with the same
data sample and as a result the same SSR.
All the analysis is done at quarterly frequency covering the period 1975:Q1
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to 2004:Q4, so in total 120 quarterly observations are considered. In particular,
series of various asset prices, series of real economic activity, series of selected wages,
goods and commodity prices and money stock series are included. All data series are
transformed to stationary series according to standard augmented Dickey-Fuller unit
root tests. Series that showed significant seasonal variation were seasonal adjusted
using a linear approximation to Census X12.1 In addition, in some cases the data
were transformed by taking the first or the second difference, logarithms or the first
or the second difference of logarithms. The list of the series is given analytically in
the Appendix.
2.2 The Model
Emulating Kapetanios, Labhard and Price (2005a, 2005b), an autoregressive process
with k lags augmented with a k lags predictor variable ARX(k) is used. Each model i







γjxit−j+1 + ut+h (2.1)
where pit is the CPI inflation of the five different countries, ut is the disturbance
term with variance σ2 and xit is the ith predictor variable at time t. At least 40
predictor variables and the AR forecast are evaluated, making a total of at least
41 forecasts that are to be combined. The number of lags in the pair (k1, k2) is
at most 3. Each pair is chosen optimally for each model and each forecast horizon
according to standard information criteria. In other words, the appropriate length
of the distributed lags for each model and forecast horizon is determined according
to the Akaike (AIC), the Schwartz (SIC) and the Hannan-Quinn (HQ) information
criterion.
1The Census X12 is available only for quarterly and monthly series. The procedure requires at
least 3 full years of data and can adjust up to 600 observations (50 years of monthly data or 150
years of quarterly data).
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In general, in out-of-sample model evaluation the sample of T observations is
divided into two parts. In the regression period, R observations are used for es-
timation, and in the prediction period, P observations are used for testing and
selection. These two parts are related with the relationship T = R+ P , where only
the last P observations are used for predictive evaluation, particularly if all models
are assumed to be (possibly) misspecified. In the out-of-sample case, parameters
are estimated by using the recursive estimation scheme. Forecasts are constructed
recursively beginning after the 80th quarter observation (R = 80) and proceeding
through the remainder of the sample period. For each forecast at least 40 mod-
els (i.e., 40 models for Belgium, more models for each of the other countries) are
estimated by least-squares (one model for each series) and are used to create the
forecasts. The forecast evaluation period of the last P = 40 observations for each
sample is examined with forecast horizons h = 1, . . . , 12.
By specifying a sample outside the sample used in estimating the equation,
an out-of-sample forecast is produced by leaving out the last 40 observations. The
first period R, which is assigned to in-sample estimation, is used to determine the
specifications of the models and parameters for the forecasting techniques. The
second period P = 40 is reserved for out-of-sample evaluation and comparison of
performances between various forecasting models. In other words, R observations
are used to construct a first parameter estimator, a first prediction (say a 1-step-
ahead prediction), and a first prediction error (estimate the model from 1 to R = 80
and then forecast from 1 to 12). Then, R + 1 observations are used to construct
the second parameter estimator, yielding a second ex ante prediction and prediction
error (estimate the model from 1 to R+1 = 81 and then forecast from 1 to 12). This
procedure is continued until a final estimator is constructed using T−1 observations,
resulting in a sequence of P = T −R predictions, and prediction errors.
In particular, the data set is divided into two periods, the first period runs from
1975:Q1 to 1994:Q4 (80 quarters of observations), while the second period runs from
1995:Q1 to 2004:Q4 (40 quarters of observations). For the first evaluation period,
under h = 1, the data between 1975:Q1 to 1994:Q4 are used for the estimation of
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the models, and 1 forecast is constructed for period 1995:Q1. Then, under h = 2 the
models are re-estimated over the period 1975:Q1 to 1994:Q3 and forecast 1995:Q1.
This is repeated for all possible forecasts within the evaluation period. From each re-
estimation, the estimated log-likelihood is used to construct the relevant information
criterion which is in turn used to sequentially construct the relevant weights.
Benchmark Forecasts
Autoregression (AR)
The na¨ıve time series forecast is considered to be the simple autoregressive




βjpit−j+1 + εt+h (2.2)
where the terms including x are excluded. The lag order k1 is chosen optimally
according to the standard information criteria AIC, SIC and HQ.
Simple Combination Forecasts
This is a simple model average scheme known as equal weighted or simple model
averaging (AV) scheme. The forecast is a weighted average of all individual forecasts
and is computed without taking into account the historical progress of the individual
forecasts. The weights on the ith forecast in period t are given by wit = 1/N , where
N is the number of forecasts in the panel. The equal-weighted model averaging
scheme (AV) is motivated by Stock and Watson (2003, 2004a) and is proven to
perform well in practice.
2.3 Comparing the Accuracy of Forecasts
This subsection analyzes the evaluation and the comparison of the accuracy of com-
peting forecasts. There are some concepts that must be considered in calculating
the forecast accuracy. Firstly, we have to determine the shape of the loss function
L(pit+h, pit+h,t) or else L(ε̂t+h,t), which is quadratic. In forecast accuracy comparison,
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the best forecast can always be selected with respect to the particular loss function.
Secondly, we have to specify the forecast horizon (h). The accuracy measures are
determined by the forecast errors
ε̂t+h,t = pit+h − pit+h,t (2.3)
Three different statistics are calculated: (i) Root Mean Squared Error (RMSE);
(ii) Mean Absolute Error (MAE) and; (iii) U Theil’s Inequality Coefficient (U). The
forecast performance is based on RMSE, MAE and Theil’s Inequality Coefficient.
Suppose the forecast sample is j = R + t0 + 1, R + t0 + 2, . . . , T and denote
the actual and forecasted value in period t as pit and pit respectively. A number of
different statistics can be used to quantitatively measure how closely the forecasted
variable tracks the actual data. Notice that t0 varies according to the different model
averaging schemes that are going to be analyzed in the following chapters. For ex-
ample, t0 makes sense only under the predictive likelihood model averaging (PLMA)
scheme that is presented in the 5th chapter, where t0 is set equal to 10. However,
different t0 values are examined, t0 = 5, 10, 15, but the best results are given under
t0 = 10. Notice that for the other two schemes, Bayesian model averaging (BMA)
and information theoretic model averaging (ITMA), which are analyzed in the 3rd
and 4th chapters respectively, t0 makes no sense and is equal to 0.




(pit − pit)2/(P − t0 + 1) (2.4)




|pit − pit|/(P − t0 + 1) (2.5)
The RMSE and MAE are both measures of the deviation of the simulated variable
from its time path. The magnitude of these errors can be evaluated only by com-
paring it with the average size of the variable. The smaller the error, the better the
forecast ability of that model according to that criterion.
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(pit − pit)2/(P − t0 + 1)√∑R+40
t=R+t0+1
pi2t /(P − t0 + 1) +
√∑R+40
t=R+t0+1
pi2t /(P − t0 + 1)
(2.6)
U will always fall between 0 and 1. If U = 0, pit = pit and there is a perfect fit; if
U = 1, the predictive performance of the model is as bad as possible.
For each country, for each criterion and for each forecast horizon h, the RMSE,
the MAE and the U-Theil statistic of the average ARX model are compared with the
equal weighted model averaging (AV) and the autoregressive model (AR). The best
model is the one that has the minimum value in each of the first two statistics or a
value close to zero for the U-Theil statistic according to the horizon, the Information
criterion and the country.
2.4 Further Out-of-Sample Evaluation Tools
The research is based on out-of-sample measures that simulate actual-time forecast-
ing, where all models are estimated with data prior to the forecast period. Several
possible combination forecasts are estimated by comparing their out-of-sample per-
formance to the benchmark autoregressive (AR) model and the equal weighted model
averaging (AV) model.
The recursive mean square forecast error (MSFE) and the relative out-of-sample
mean square forecast error (RMSFE) are computed. The MSFE is calculated as the




(pit − pit)2/(P − t0 + 1) (2.7)
Notice that the optimal combination, as defined by Bates and Granger (1969), selects
the weights that minimize the MSFE of the combined forecast with respect to the
assumption that the weights on the individual forecasts sum to unity. For each
country, for each criterion and for each forecast horizon h, the MSFE of model
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ARX is compared with the benchmark model AR and the AV approach. The best
model is the one that has the minimum MSFE value.
Another very important statistic is considered, the relative mean square fore-
cast error (RMSFE) statistic, which is computed as the sum of squared forecast
errors relative to the same expression for the benchmark forecasts. Several possible
combination forecasts are estimated by comparing their out-of-sample performance
to the benchmark model AR and the AV model. In particular, suppose that the
out-of-sample forecast of pit+h, calculated with data through time t, relying on the
ith combination forecast is given by pii,t. Suppose that pi0,t depicts the respective
benchmark forecast made using data through time t. Afterwards, the h-step-ahead
relative out-of-sample mean square forecast error (RMSFE) of the expectant com-




(pit − pii,t)2/(P − t0 + 1)∑R+40
t=R+t0+1
(pit − pi0,t)2/(P − t0 + 1)
(2.8)
In practice, the performance of the RMSFE under the null hypothesis that
the RMSFE is equal to one is quite essential. If the RMSFE is less than one,
then the performance of the benchmark model is quite bad in comparison with the
candidate model. In other words, under the null the relative MSFE = 1 and under
the alternative relative MSFE < 1. The calculation of the RMSFE is very important,
since it is expressed in relative terms and has the benefit of being comparable across
forecasts. In the empirical application the performance of the model of interest
ARX constructed differently according to the model averaging schemes in terms of
the relative MSFE, compared to the benchmark AR model and the AV scheme is
reported.
2.5 Test Statistics for Model Comparison
West (1996) proposed the null asymptotic distribution of the RMSFE when the
benchmark model is not nested within the candidate forecast i and at least one
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model has estimated parameters. In addition, Diebold and Mariano (1995) proposed
a test for the null hypothesis of equal predictive ability, against the alternative of
non-equal predictive ability, applied to non-nested models in the sense that the
benchmark model is not a special case of model i and when no model has estimated
parameters; in the inverse case when the benchmark model is nested within the
model of interest other tests are proposed, such as Clark and McCracken (2001,
2003).
2.5.1 Comparison of Two Non-nested Models
Note that the standard DM test can be used in cases where either the loss function
is quadratic or the length of the prediction period P grows at a slower rate than the
length of the regression period R. In our case, the estimation period R = 80 is much
longer than the period used for the out-of-sample forecast P = 40− t0, where t0 =
10 if the predictive likelihood model averaging (PLMA) scheme is considered and
zero under the Bayesian (BMA) and information theoretic (ITMA) model averaging
schemes. In other words, as T → ∞ , pi = P/R → 0. In addition, the same
quadratic loss function for estimation and out-of-sample prediction is used.
Diebold and Mariano Test2
Under the context of non-nested models, Diebold and Mariano (1995) propose
a test for equal predictive ability between two competing forecasting models. Under
the null hypothesis there is equal predictive ability and under the alternative there
is no equal predictive ability. Let ûit and ε̂jt be the forecast errors from model i
and the benchmark model j. Under the assumption that uit and εjt are strictly
stationary, the null hypothesis of equal predictive accuracy is specified as:
H0 : E[g(uit)− g(εjt)] = 0
and
HA : E[g(uit)− g(εjt)] 6= 0
2Diebold F.X. and Mariano R.S. (1995), “Comparing Predictive Accuracy”, Journal of Business
and Ecomonic Statistics, Vol.13, pp.253-63
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In this section the relative predictive accuracy of two forecasting models is consid-
ered. It is important that the two models are non-nested in the sense that neither
is a special case of the other.
Suppose that dt is our loss-differential series, that is covariance stationary and
short memory. Thus, the asymptotic distribution of the sample mean loss differential
would be √















is the spectral density of the loss differential at frequency 0,
γd(τ) = E[(dt − µ)(dt−τ − µ)] (2.12)
is the autocovariance of the loss differential at displacement τ and µ is the pop-
ulation mean loss differential. In the Diebold & Mariano test the sample mean
loss differential d is normally distributed only for large samples with mean µ and
variance 2pifd(0).
Under the null hypothesis of equal forecast accuracy, the large sample N(0, 1)






with f̂d(0) being a consistent estimate of fd(0).
• Typical variance3
3The discussion follows Diebold, F.X., & Mariano, R.S. (1995), “Comparing Predictive Accu-
racy”, Journal of Business and Ecomonic Statistics, Vol.13, pp.253-63.
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In order to obtain a consistent estimate of 2pifd(0), a general technique of















(dt − d)(dt−|τ | − d) (2.15)
is the estimated autocovariance of dt at lag τ .
For the choice of the truncation lag S(P ) and the lag window l( τ
S(P )
) we take
(h − 1)-dependence as a benchmark for an h-step-ahead forecast error. This
result is found to be useful in practice. In our case the uniform or rectangular




) = 1, for | τ
S(P )
| ≤ 1 or 0, otherwise (2.16)
Unfortunately, by following the above procedure for the calculation of the
variance, we did not have the proper results. Thus, the asymptotic covariance
matrix 2pifd(0) by using the Newey-West estimator is estimated.
• HAC Newey-West estimator
Misspecification is allowed under both hypotheses and as a result uit, εjt may
not be a martingale difference sequence. In addition, they may be autocor-
related, so it is essential to use a HAC (heteroskedastic and autocorrelation)
robust estimator for the long run variance. I apply the Newey-West type













(dt − d)(dt−τ − d) (2.17)
where dt = g(uit) − g(εjt). Newey and West (1987) suggest using linearly
decaying weights ωτ = 1 − τ/(λP + 1), where λP = int(4(P/100)2/9) is a lag
selection parameter.
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Under the null, as P →∞, λP →∞, λP/P 1/4 → 0 and DMP →d N(0, 1).
As already mentioned, the asymptotic distribution of the Diebold & Mariano
(DM) test statistic under the null hypothesis of equal predictive ability for two
forecasts is not normal when the models used to produce the forecasts are nested
or the sample is quite small. A number of solutions have been proposed for this
problem (Corradi and Swanson (2005)). In the empirical application the parametric
bootstrap is used to obtain the necessary critical values, since the sample is quite
small (120 observations) and the AR model is nested in the ARX model. The
analytical construction of the bootstrapped critical values is given in a separate
section that follows. An earlier example of the use of the bootstrap for the Diebold
Mariano test statistic is given by Killian (1999).
The Diebold & Mariano test is applied between (i) the ARX model and the
benchmark AR model and (ii) the AV and the benchmark AR models. For the first
case, if the null hypothesis of equal forecast accuracy between the competing models
is rejected, then the ARX model does not have the same forecast accuracy as the
AR model. Since the DM values are negative the ARX model is better (bigger error
of the AR model) than the benchmark AR model. On the other hand, positive DM
values denote the good performance of the benchmark AR model compared to the
ARX model. The AR process is estimated by OLS using the full sample (the lag
length is determined by using the information criteria AIC, SIC and HQ). For the
second case, if the null hypothesis of equal forecast accuracy is rejected, then the
two competing models (AV and AR) do not have the same forecast accuracy. In
particular, for the cases where the values are negative, the AV model is better than
the AR model. On the other hand, for cases where the DM values are positive the
benchmark AR model is better than the AV model.
2.5.2 Comparison of Two Nested Models
Having compared non-nested forecasting models, we now turn to comparing nested
models. In order to determine whether or not one variable has predictive power
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over another it is often desirable to compare out-of-sample forecasts, so in this
section the properties of out-of-sample tests for equal forecast accuracy as applied to
nested competing models are examined. A problem that comes up in the Diebold &
Mariano statistic when comparing nested models is that the statistic vanishes in
probability under the null of equal predictive ability. In general, if we are interested
in constructing forecasting models it is natural to compare out-of-sample predictive
ability and thus to construct out-of-sample test statistics.
Clark and McCracken Tests4
Clark and McCracken (CMa: 2001) propose a test that is easily implemented
for nested linear models. The test disallows dynamic misspecification under the
null model and assumes martingale difference prediction errors and is thus designed
for one-step-ahead prediction. For h-step-ahead prediction errors another test is
proposed (CMb: 2003), since the errors follow an MA(h − 1) process. In other
words, for h = 1, CMa tests through equations (2.20) (2.21) (2.22) are applied, and
for h > 1, CMb tests through equations (2.23) (2.24) are applied, in order to allow
MA(h−1) errors. For simplicity reasons the results in the tables for the CMb tests
(for h > 1) are written as ENC-T and ENC-REG instead of ENC-T′ and MSE-T.





βjpit−j+1 + εt+h (2.18)







γjxit−j+1 + ut+h (2.19)
The relevant hypotheses are
H0 : E(ε
2
t )− E(u2t ) = 0 (same ability)
H1 : E(ε
2
t )− E(u2t ) > 0 (the 2nd model is better than the 1st model)
4The discussion closely follows Corradi V. and Swanson N. (2005), “Predictive Density Evalu-
ation”, Departmental Working Papers, pp.40.
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Implicit in this pair of hypotheses is the assumption that the larger model performs
at least as well as the smaller, which happens to hold for the case considered by
CMa, where the loss function is quadratic and the parameters are estimated by LS.
Note that since the null hypothesis entails that ut = εt, DM tests are not applicable.
Two assumptions will be used in the discussion that follows.
CM1: (pit, xt) are strictly stationary, strong mixing processes.
CM2: the larger model is dynamically correctly specified and requires ut to be
conditionally homoskedastic.
Three different tests are then proposed by CMa:






where ct+1 = ε̂t+1(ε̂t+1 − ût+1), c = P−1
∑P
t=R+t0
ct+1 and where ε̂t+1 and ût+1 are
the residuals from the LS estimation. In addition,



















Note that if CM1 and CM2 hold, then under the null,
• If as T → ∞, P/R → pi > 0 then ENC-T and ENC-REG converge in dis-
tribution to Γ1/Γ2, where Γ1 =
∫ 1
(1+pi)−1 s
−1W ′(s)dW (s) and where Γ2 =∫ 1
(1+pi)−1 s
−2W ′(s)W (s)ds. Here W (s) is a standard k-dimensional Brownian
motion (note that k is the number of restrictions or the number of extra re-
gressors in the larger model). Also, ENC-NEW converges in distribution to
Γ1, and
• If as T →∞, P/R → pi = 0 then ENC-T and ENC-REG converge in distrib-
ution to N(0, 1) and ENC-NEW converges to 0 in probability.
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Thus, in our case out-of-sample forecast comparison is used, since it is widely viewed
as a more rigorous test of the relationship between the variables. For pi = P/R = 0,
under the null hypothesis ENC-T and ENC-REG converge in distribution to N(0, 1)
and ENC-NEW converges to 0 in probability. However, the sample is quite small
and again the critical values are going to be computed through bootstrap.
When there are multiple step-ahead prediction errors, the assumption in CM2
does not hold. Clark and McCracken (CMb: 2003) therefore propose different tests
for this case to allow MA(h− 1) errors.














)(ĉt+h − c)(ĉt+h−j − c))1/2
(2.23)
where ĉt+h = ε̂t+h(ε̂t+h − ût+h), c = 1P−h+1
∑P−h
t=R+t0
ĉt+h, K(.) is a kernel (such as
the Bartlett kernel), and 0 ≤ K( j
M
) ≤ 1, with K(0) = 1 and M = o(P 1/2).
Since j does not grow with sample size, the denominator in ENC-T′ is a consistent
estimator of the long run variance only when E(ctct+|k|) = 0 for all |k| > h. This
thus takes into account the moving average structure of the prediction errors, while
still not allowing dynamic misspecification under the null.
Another statistic CMb with nonstandard critical values is proposed:














)(d̂t+h − d)(d̂t+h−j − d))1/2
(2.24)
where d̂t+h = ε̂
2




The critical values that are used in the last two tests ENC-T′ and MSE-T are
constructed by applying a modified version of the bootstrap in Kilian (1999). Notice
that in general the values where the null hypothesis of equal forecast accuracy is
rejected at 5% or at 10% significance level are indicated in bold. When this is the
case, the ARX average model has better predictive ability than the benchmark AR
model.
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2.6 Bootstrap Critical Values
This section describes the asymptotic properties of tests of equal forecast accuracy
conducted to forecast from nested and non-nested long-horizon regression models.
The distributions of tests of equal forecast accuracy, such as Diebold & Mariano
(DM) test and Clark & McCracken (CM) test are obtained. The first test is applied
for non-nested models and the other test for nested models. These tests have non-
standard distributions that rely on the parameters of the data-generating process,
thus simulation methods provide a natural way of conducting inference. The analy-
sis follows the papers of Mark (1995), Killian (1999) and a study by Clark and
McCracken (2003), and a bootstrap procedure for inference is applied, in order to
check the finite-sample size of the tests.
The tests have non-standard distributions and the asymptotic critical values
are not correct because the sample is quite small, having only 120 observations. In
addition, for the Diebold & Mariano test, models may not only be non-nested, but
also nested. Thus, the asymptotic distribution of the sample mean loss differential
is not normal and the standard critical values of the normal distribution cannot
be used. In other words, to account for small sample bias and size distortion in
asymptotic tests, inference is drawn from bootstrap distributions generated under
the null hypothesis of equal forecast accuracy. Thus, critical values are calculated
based on the bootstrap approximation of the finite sample of the DM and CM test
statistics.
Asymptotic tests have the wrong size even when small-sample bias has been
accounted for. This problem arises because the observations are sampled quarterly
but the h-quarter induces (h− 1)th-order serial correlation into the regression error
under the null. When the overlap is large relative to the sample size, the asymp-
totic distribution provides a poor approximation to the exact distribution. In the
generated bootstrapped data the error term is taken with replacement. The sample
is created by randomly drawing (with replacement) values from the residuals.
Bootstrapping is a general approach to statistical inference based on building
41
C. Verra Macroeconomic Forecasting Using Model Averaging
a sampling distribution for a statistic by resampling from the data at hand. This
approach involves the following steps:





2. estimate the AR model and calculate the residuals
3. resample the residuals and then construct the bootstrap series {pi∗t }. Given the










4. forecast using the benchmark AR, and the ARX(k) model in which the x are
treated as fixed regressors6
5. repeat the above two steps many times; B times, where B = 500. So the
number of bootstrap draws is 500
6. from each one of these bootstrap samples (from each new AR pi∗t ) the 500
bootstrap DM or CM values are created
7. at the end we have 500 experimental DM or CM values, corresponding to the
500 bootstrap samples, from which the critical value is taken
8. for each statistic, critical values are calculated as percentiles of the boot-
strapped test statistics. For the DM or CM test we sort out the first and
the last 5% and 10% DM or CM values. In particular, for the DM test the
5Notice that in the Diebold & Mariano test, under the null hypothesis of equal forecast accuracy
we are testing if γ = 0 in equation (2.1).
6The same bootstrapped {pi∗t } is used to create the bootstrapped forecast errors for both AR
and the ARX model.
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ARX model is better than the benchmark model at 5% or 10% when nega-
tive critical values are considered.7 The benchmark model is better than the
model of interest, if we consider positive critical values. On the other hand,
in the Clark & McCracken test the ARX model is better than the bench-
mark model at 5% or 10% when we consider positive critical values.8 In other
words, in the Clark & McCracken test we use the estimates of the 90th and the
95th percentiles of the asymptotic distribution of ENC-T, ENC-REG, ENC-T′,
MSE-T′ and ENC-NEW statistics with the recursive scheme.
Notice that the initial observations (observations foregoing the sample of data
used to estimate the models) demanded by the lag structures of the estimated mod-
els are selected by sampling from the residuals. In particular, the initial observations
are selected by picking the last 120 observations from the generated series of 180
observations in order to get rid of the influence of the initial observations. In each
bootstrap iteration, the bootstrapped data are used to recursively estimate the dif-
ferent horizon forecasting models. These models are then used to forecast. Results
for a variety of forecast horizons h = 1, 2, . . . , 12 with quarterly data are considered.
7Actually we are interested only in the negative part. The critical value would be the 25th or
the 50th smallest DM value (500× 0.05) or (500× 0.10).
8Thus the critical values at 5% and 10% would be (500× 0.95) and (500× 0.90) respectively.
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3 Forecasting Using Bayesian Model Averaging
3.1 Introduction
In the existing literature there are a variety of methods to deal with the problem of
selection of proper weights in model averaging. Several papers focus on model aver-
aging methods that are based on different estimation criteria such as the exponential
AIC and BIC weights. The Akaike Information Criterion (AIC) was first introduced
by Akaike (1973) as the estimated Kullback-Leibler distance. On the other hand, the
Schwarz information criterion (SIC) was proposed by Schwarz (1978) as an approach
to the Bayesian posterior odds and it is also known as Bayesian Information Crite-
rion (BIC), since it is derived using Bayesian arguments. This chapter is focused on
the second of these schemes, Bayesian Model Averaging (BMA).
The main idea is that the weighted average of individual forecasts is equivalent
to the combination of forecasts where their weights rely on the historical accuracy
of the individual forecasts. Inside the combination of forecast framework lies the
Bayesian approach, an attractive solution to the problem of model uncertainty. The
main point is to consider prediction when the researcher does not know the true
model but has several candidate models. The Bayesian model averaging method
starts out with the construction of all possible models and prior beliefs about the
probability that each model is the correct one. Then it includes the calculation of the
posterior probability that each model is the correct one and averages the forecasts
from the different models, weighting them by these posterior probabilities. BMA
was initially introduced to deal with model uncertainty and it takes into account
not only model selection uncertainty, but also parameter uncertainty.
There is a large Bayesian literature. Jeffreys (1961) with his book ‘Theory of
Probability’ laid the foundation for BMA. This was further developed by Leamer
(1978), who reported the need to take into account the uncertainty of the selected
model. The drawback of ignoring model uncertainty was discussed by Draper (1995),
who has also presented a review of the BMA. Seminal contributions to BMA include
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Raftery, Madigan and Hoeting (1997), and Min and Zellner (1993) present how
model averaging is optimal for forecasting in decision theory problems. The state
of research in the particular area was also summarized by Clyde (2003) and Clyde
and George (2004). In addition, in a literature review by Hoeting et al. (1999),
the Bayesian approach is proved to provide better average predictive performance
than any single model, not only in theory but also in practice, through several
applications. They provide methods for implementing the new scheme, and they
conclude that the problem of model uncertainty should be taken into account.
Moreover, Wassenman (2000) provides a truly comprehensive overview of the
Bayesian framework. He concludes that Bayesian methods provide a set of tools for
problems such as the selection of one model or the average over a set of models when
there are several candidate models. Koop (2003) develops the econometric frame-
work of the Bayesian approach through model averaging, and Poirier (1995) further
analyzes the Bayesian and the frequentist techniques in depth. More recently, Mont-
gomery and Nyhan (2008) provide a summary of the BMA method, review theoret-
ical developments and practical applications, and Ghosal, Lember and Vaart (2008)
propose a nonparametric approach in Bayesian model selection and averaging. In
another paper Sala-i-Martin, Doppelhofer and Miller (2004) propose the Bayesian
Averaging of Classical Estimates (BACE) approach, to determine the ‘importance’
of variables in cross-country growth regressions. They penalize complex models
by providing relatively lower prior weights to them. However, the Bayesian model
averaging approach has not only been applied to economics and finance (Bird &
Gerlach (2006)), but also to biology (Yeung, Bumgarner & Raftery (2005)), toxicol-
ogy (Koop & Tole (2004)), public health (Morales et al. (2006)) and ecology (Wintle
et al. (2003)).
BMA has also been used in a number of econometric applications, including
exchange rate forecasting, where the new approach compares favorably to a drift-
less random walk forecast (see Wright (2003a)). In another application in output
growth forecasting, Koop and Potter (2003) implement Bayesian model averaging
with models containing factors in large macroeconomic panels. Their findings sug-
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gest that factor models outperform autoregressive models in forecasting GDP and
inflation, but only at short horizons. Other applications that report improved pre-
dictive performance from BMA are on stock returns (Avramov (2002) and Cremers
(2002)) and cross-country growth regressions (Fernandez, Ley and Steel (2001b)).
In addition, in another paper, Wright (2003b) examines the prediction of inflation
by BMA when the true model is unknown but there are plenty of candidate models.
He concludes that the BMA outperforms the equal weighted averaging forecast a
result is contrary to that of Stock and Watson (2003, 2004a), who argue that the
equal weighted forecast averaging method is a good indicator.
On the other hand, the main disadvantage of BMA is the fact that it requires
assumptions about priors over the class of models and over the distribution of un-
known parameters in the models. In general, a prediction can be made by inserting
weights on the forecasts of each model. If these weights are equal this is the simple
forecast averaging scheme. If the weights are not equal we could start from the
prior that all models are equally good and then estimate the posterior probabilities
of the models for use as their weights. This fact reveals that the Bayesian approach
experiences a randomness that is intrinsic in prior specification. Moreover, this
method is essentially misspecified since it is extended under the hypothesis that it
is a finite-dimensional parametric model out of a set of models under considera-
tion. The aim is to discover the ‘true’ model out of this set of models. This aim
is intrinsically misspecified and misguided, as it is more suitable to consider models
as approximations, and that the ‘true’ model is more complicated than any of the
models in the specific set. The weighting scale between specification error (bias)
against overparameterization (variance) provides suitable models. The proper tar-
get is to identify the entity of interest (such as forecast mean-squared-error) and
then appraise models relying on this criterion, without assuming that we have the
right model.
A pure Bayesian approach involves specification of the prior distributions of
all of the related parameters conditional on each possible model, where the prior
distribution is a summary of the researcher’s beliefs about the parameters prior to
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considering the data. Under perfect circumstances, extraction of prior parameters
is difficult, explaining the fact that Bayesian approaches are not readily accepted.
However, when the amount of potential regressors isK, the number of possible linear
models is 2K , so with large K totally specifying priors is not feasible. Therefore,
by applying the Bayesian approach, researchers have used priors that are basically
arbitrary. This makes the key estimates dependent on arbitrarily selected prior
parameters in a way which is very difficult to explain. In response, Fernandez, Ley
and Steel (2001a), in a notable econometric application, propose benchmark priors
for BMA that limit the subjective prior information to the minimum while preserving
the Bayesian natural conjugate context. They introduce a prior framework that
can be applied in cases where there is little prior information, partly based on
improper parameter priors and partly on a g-prior structure as in Zellner (1986).
Their empirical investigation through simulation has compared favorably to those
reported in Raftery et al. (1997).
3.2 Theory
This section gives a typical approach to forecast combination through BMA, where a
set of models have been distinguished as useful representations of the data. Consider
a set of N forecasting models Ω =M1, . . . ,MN . The Mi model is denoted as the i
th
model of the N models in the set. The main attention is centered in the quantity
of interest that is indicated by ∆. Thus, if the quantity of interest is denoted by
∆, say the inflation h quarters ahead then the outcome of a Bayesian analysis is
a probability distribution for ∆ given the set of models and the observed data at
time t. The relevant information set at time t is denoted by Dt and the probability





where pr(∆|Mi, Dt) indicates the conditional probability distribution of the quan-
tity ∆ given a model Mi and the data Dt. The weights are the posterior model
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probabilities wi = pr(Mi|Dt) that indicate the conditional probability that model
Mi is the true model given the data Dt.
The researcher knows that one of the models that he is considering is the true
one, but he doesn’t know which particular model this is. Actually, the assumption
that one of the models is true is quite unrealistic, but it is useful for the construction
of the forecast results. The researcher has a prior belief pr(Mi) that the i
th model
is the true one, examines the data and updates his beliefs to calculate the posterior








In other words, the posterior model weights are proportional to the product
of the prior model probability pr(Mi) and the marginal likelihood of the i
th model
pr(Dt|Mi). The ith model Mi is indexed by a parameter vector θ that is different
for each model i. The prior density of the parameter vector θi under model Mi is
given by pr(θi|Mi), where θi is the vector of parameters of model Mi. In addition,
the likelihood pr(Dt|θi,Mi) summarizes all information about θ contained in the
observed data Dt. Notice that the weight for model Mi relative to the set of models
Ω is given by equation (3.2), where the normalizing factor
∑N
i=1 pr(Dt|Mi)pr(Mi)
provides consistency of model weights.
Consider that we might be interested in particular aspects of the unconditional
distribution in equation (3.1), such as the posterior mean, that is the model-weighted
sum of conditional means. Thus, the unconditional mean (Leamer 1978) of the





where ∆̂i = E(∆|Dt,Mi) (Raftery (1993), Draper (1995)). Madigan and Raftery
(1994) show that this form of averaging over all the models allows a better average
predictive ability than single model forecasts.
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In the presence of model uncertainty, the point forecast weights each of these
forecasts by the posterior for the model. In words, a point estimate of ∆ in every
model is calculated and then we take the posterior mean E(∆/Dt,Mi) as the point
estimate. As a result, the overall point estimate of ∆ is the weighted average of
the point estimates in every model. The weights in the weighted average are the
posterior model probabilities pr(Mi/Dt) for i = 1, .., N .
The implementation of Bayesian model averaging develops two quite important
points. Firstly, the value of pr(Mi|Dt) has a mean if the prior for the parameters
is a valid probability density function. Thus, the noninformative priors that are
unsuitable are excluded. For an example see the paper written by Fernandez, Ley
and Steel (2001a), where they analyze priors that do not require a great number of
prior inferences. Secondly, when the number of models is quite large it is impossible
to compute the pr(Mi|Dt) for each model.
The main difficulty is to determine the set of models, the model priors pr(Mi)
and the parameter priors pr(θi|Mi). Thus for the computation of the Bayesian
weights the analysis given by Wright (2003a) is followed. In particular, suppose
that we have linear regression models with the form
y = Xβ + ε (3.5)
where y is the vector of N observations of the dependent variable that the researcher
is trying to forecast, X is a T × p regressor matrix of predictors with p the number
of regressors or explanatory variables and T the sample size. The disturbance vector
is given by ε = (ε1, . . . , εT )
′ and β is the associated coefficient vector p× 1. Model
uncertainty arises because we do not know which explanatory variables should be
included in the regression.
The next step is the specification of the models and the model priors within
the context of the empirical application. For the model priors, it is assumed that
all models are equally likely P (Mi) = 1/N , where N is the number of models.
For the parameter priors, the natural conjugate g-prior specification for β is used
(Zellner (1986)), so that the prior for β conditional on σ2 is N(0, φσ2(X ′X)−1). For
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the calculation of σ2, the improper prior that is proportional to 1/σ2 is taken, such
that p(σ2) ∝ 1/σ2. This benchmark prior is proposed by Fernandez, Ley and Steel
(2001a) and is a typical choice for the error variance. They suggest benchmark priors
that minimize the subjective prior information, while preserving the Bayesian nat-
ural conjugate framework. For the likelihood of the model, under routine integration
(Zellner (1971)) we have
pr(Dt|Mi) = Γ(T/2)
piT/2
(1 + φ)−p/2S−(T+1) (3.6)
where
S2 = Y ′Y − Y ′X(X ′X)−1X ′Y φ
1 + φ
(3.7)
where Y is the T ×1 regressand vector. For the forecast weights we need to consider
the posterior probability of each model, so we need to evaluate equation (3.2). In
other words, we need to combine the model priors and the parameter priors if we
need the weights.
The specification for the prior of the regression coefficients β implies a degree
of shrinkage around zero, which implies no predictability. Thus, within each model
the parameter is shrunken towards zero. The degree of shrinkage is controlled by φ.
If φ is small there is more shrinkage and the prior is more informative (the higher
the forecasting power of the prior). In the inverse case, where the value of φ is high
the prior is uninformative. We can think of φ as a parameter that measures the
corresponding weight of the data and the prior beliefs in calculating the posterior
probabilities of several models. For example, suppose that the value of φ is zero,
then pr(Dt|Mi) is equal for all models and thus the posterior probability that each
model is the correct one equals the prior probability. Notice that there is no a priori
guidance for the selection of φ. In the application of forecasting inflation using BMA
the value of the parameter φ is set equal to 0.5, 2 and 20 in accordance with Wright
(2003b).
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3.3 Results
In the empirical application, we forecast the CPI inflation of a five countries data
set—Austria, Belgium, France, Germany and Italy—by using an autoregressive
process augmented with a single predictor variable (ARX(k)). Each model i is
determined according to the forecast horizon (h) and with respect to equation (2.1),







γjxit−j+1 + ut+h (3.8)
where pit is the CPI inflation of the five different countries, ut is the disturbance term
with variance σ2 and xit is the ith predictor variable at time t. The number of lags in
the pair (k1, k2) is at most 3. Each pair is chosen optimally for each model and each
forecast horizon according to standard information criteria; the Akaike (AIC), the
Schwartz (SIC) and the Hannan-Quinn (HQ) information criterion. The empirical
application is based on Bayesian weights as given by equation (3.2). All the analysis
is done at quarterly frequency covering the period 1975:Q1 to 2004:Q4 (120 quarters
of observations). Forecasts are constructed recursively beginning after the 80th
quarter of observation and proceeding through the remainder of the sample period.
For each forecast at least 40 models are estimated by least-squares and are used to
create the forecasts. The forecast evaluation period of the last 40 observations is
examined with forecast horizons h = 1, 2, . . . , 12.
The ARX average model or ‘model ’ is compared with the benchmark autore-
gressive AR model and the AV model that represents the equal weighted model
averaging scheme. For the comparison of the accuracy of forecasts, several perfor-
mance indicators are provided such as the Root Mean Square Error (RMSE), the
Mean Absolute Error (MAE) and the U-Theil’s Inequality Coefficient (U). The first
two performance indicators are measures of the deviation of the simulated variable
from its time path. The smaller the error, the better the forecasting ability of that
model according to that criterion. The U statistic falls between 0 (perfect fit) and
1 (bad predictive performance). Further, the mean square forecast error (MSFE)
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is considered, where the optimal combination selects the weights that minimize the
MSFE of the combined forecast. Another very important performance indicator, the
relative mean square forecast error (RMSFE), is evaluated. The calculation of the
RMSFE is very important because it is expressed in relative terms and has the ben-
efit of being comparable across forecasts. The ARX model or ‘model ’ is compared
with both the AV and the benchmark AR models. If the RMSFE is less than 1 then
the performance of the ARX model is better than the comparing models AV and
AR respectively.
Moreover, two approaches to testing for statistical significance of two comparing
models are considered. For the comparison of two non-nested models the Diebold &
Mariano (DM) test is applied to the ARX model with the benchmark AR model
and the AV model with the benchmark AR model. On the other hand, for the
comparison of two nested models the Clark & McCracken (CM) test is applied
by considering three different tests: ENC-T, ENC-REG and ENC-NEW. For this
purpose the ARX model is compared with the benchmark AR model. These two
tests have non-standard distributions and the asymptotic critical values are not
correct, so bootstrapped critical values are calculated. Thus, critical values at 5%
and at 10% are computed based on bootstrap approximation of the finite sample of
the DM and CM test statistics according to Killian (1999).
In particular, this section starts with the analysis of the performance of the
Bayesian model averaging scheme that is presented by the ARX model in terms of
three statistics: the Root Mean Square Error (RMSE), the Mean Absolute Error
(MAE) and the U-Theil Inequality Coefficient (U). These performance indicators are
calculated differently for each of the three criteria AIC, SIC, HQ and their results are
given in Tables 1.1.1 to 1.1.15. For each country three different tables are reported
according to the φ value. In particular, Tables 1.1.1 to 1.1.3 report the results of
these three statistics for Austria under φ = 0.5, φ = 2 and φ = 20 respectively. Next
in sequence are Tables 1.1.4 to 1.1.6, Tables 1.1.7 to 1.1.9, Tables 1.1.10 to 1.1.12
and Tables 1.1.13 to 1.1.15, which are allocated to Belgium, France, Germany and
Italy respectively under φ = 0.5, φ = 2 and φ = 20. Further, for each country,
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each criterion and each forecast horizon h, the RMSE, the MAE and the U statistic
of model ARX or ‘model ’ constructed by using Bayesian model averaging weights
is compared with the equal weighted model averaging (AV) scheme and with the
autoregressive AR model under different values of φ. The best model is the one that
has the minimum value in each of the first two statistics and a value closer to zero
for the U Theil’s statistic, according to the horizon (h), the Information criterion
(AIC, SIC, HQ), the φ value (0.5, 2, 20) and the country (Austria, Belgium, France,
Germany, Italy). The best forecast in each horizon is indicated in bold.
Following the analysis of the performance of the BMA method according to
the three evaluation criteria, the results of the MSFE statistic are also given in Ta-
bles 1.1.1 to 1.1.15. These are in line with previous results. The MSFE performance
indicator is calculated differently for each of the three criteria AIC, SIC, HQ. For
each country three different tables are reported according to the φ value. In par-
ticular, Tables 1.1.1 to 1.1.3 report the results for Austria under φ = 0.5, φ = 2
and φ = 20 respectively. Next in sequence are Tables 1.1.4 to 1.1.6, Tables 1.1.7 to
1.1.9, Tables 1.1.10 to 1.1.12 and Tables 1.1.13 to 1.1.15, which show the results for
Belgium, France, Germany and Italy respectively under φ = 0.5, φ = 2 and φ = 20.
In particular, for each country, each information criterion and each forecast horizon
h, the MSFE of the model of interest ARX is compared with the benchmark model
AR and the AV model. The best model is the one that has the minimum MSFE
value.
Moreover, the performance of the model of interest ARX in terms of the relative
MSFE (RMSFE) is reported. It has already been mentioned that the model ARX is
based on the Bayesian model averaging scheme, where the weights are constructed
with respect to equation (3.2). This model is compared first with the equal weighted
model averaging scheme represented by the AV model and then with the benchmark
AR model under each information criterion and under each φ value. Thus, according
to the relative MSFE (RMSFE) statistic, the performance of the model of interest
ARX is compared with the benchmark AR model as well as another well-accepted
indicator, the AV model. If the RMSFE is less than 1 then the performance of the
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model of interest ARX is better than the comparing models AV and AR respectively.
The best forecasts in each horizon are indicated in bold. The results of the RMSFE
are indicated in Tables 1.2.1 to 1.2.5, one table for each country.
So far five different statistics for the evaluation of forecasts are reported. We
continue with the analysis of two different tests of testing for the statistical sig-
nificance of two comparing models, the Diebold & Mariano test and the Clark &
McCracken test. For the comparison of two non-nested models, two different cases
are considered. In the first case the ARX model is compared with the benchmark
AR model, and in the second case the AV model is compared with the AR model.
The results of the Diebold & Mariano test (DM) of whether the forecast is signifi-
cantly different from the benchmark AR model at the 5% or 10% level of significance
are reported in detail. The usual asymptotic critical values are not correct, because
the sample is small (120 observations) and the benchmark AR model may be nested
with the ARX model. Thus, bootstrap critical values are considered. The results
are reported in Tables 1.3.1 to 1.3.15. When the ARX model has better predictive
ability than the benchmark AR model at 10% or 5%, the values are indicated in
bold. In the second case, if the null hypothesis of equal forecast accuracy is re-
jected, then the two competing models (AV and AR) do not have the same forecast
accuracy. In particular, for the cases where the values are negative, the AV model
is better than the AR model. On the other hand, for cases where the DM values
are positive the benchmark AR model is better than the AV model. When the AV
model is better than the AR model at 10% or at 5%, the values are indicated in
bold.
Further, the analysis continues with the comparison of nested models, a method
that follows Clark and McCracken (2001, 2003). The sample is quite small and again
the critical values are computed through bootstrap. The results are in line with the
previous DM conclusions. In particular, the values where the null hypothesis of
equal forecast accuracy is rejected at 5% or at 10% are indicated in bold. If this is
the case, the ARX model is better than the benchmark AR model at 5% or at 10%
level of significance. Tables 1.4.1 to 1.4.15 indicate the CM values according to the
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country and the φ value. For h = 1 (CMa) tests ENC-T, ENC-REG and ENC-NEW
through equations (2.20) (2.21) (2.22) are applied, and for h > 1 (CMb) ENC-T′
and MSE-T′ tests through equations (2.23) (2.24) are applied. These formulas are
given analytically in a previous chapter. For simplicity reasons (for h > 1) instead
of ENC-T′ and MSE-T the results in the tables are written as ENC-T and ENC-
REG. Different information criteria are considered: the Akaike (AIC), the Schwarz
(SIC) and the Hannan-Quinn (HQ) information criterion. Notice that when the
ENC-NEW is a positive value the ARX model is better than the benchmark AR
model.
3.3.1 Austria
In Austria with φ = 0.5 (Table 1.1.1 ) under AIC in the RMSE the ARX model has
a better forecast performance than the benchmark AR model for all the horizons,
but this is not the case if the ‘model ’ is compared with the equal weighted model
averaging scheme apart from h = 1, 3, 11, 12. The conclusions are the same if it
is considered the HQ information criterion, where the model of interest beats the
benchmark AR for all the horizons and the AV model for h = 1, 4, 10, 12. In the
SIC criterion the results are slightly different, since the AR model beats the ARX
model only for h = 4, 12 and the AV model outperforms the ARX model for h =
2, 3, 6, 7, 8, 11. In the MAE statistic and under the AIC criterion the ARX model
outperforms the AR model for all the horizons and the AV model for only h = 1, 3, 7.
Under the SIC criterion the results are slightly improved with the ARX model
having better predictive ability than the AV model for h = 1, 2, 5, 8, 9, 10, 12 and
better predictive ability than the benchmark AR model for almost all the horizons
apart from h = 4. Under the HQ information criterion the results are almost the
same as the SIC, as the model of interest ARX is better than the AR for all the
horizons and better than the AV model for h = 1, 2, 4, 7, 8, 10, 12. In the U Theil’s
statistic the best value is the one that is closer to zero. Therefore the model of
interest is compared with the benchmark AR model and the AV model. For each
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horizon and for each information criterion the following results are found. Under
the AIC the ARX(k) model is better than the AR model for all the horizons,
but this is not the case if it is compared with the AV model where the model of
interest is superior only for h = 1, 3, 12. The results are almost the same for the
HQ information criterion, where the ARX model is better than the simple model
averaging scheme (AV) only for h = 1, 4, 12 and better than the AR model for all
the horizons. Further, under the SIC information criterion the results are slightly
improved, with the ARX model being better than the AV and the AR models for
h = 1, 2, 5, 8, 9, 12.
As has already been mentioned, the ARX model represents the BMA scheme
under different φ values. The analysis is continued by comparing the ARX model
or ‘model ’ under φ = 2 (Table 1.1.2 ) with the benchmark AR model and the AV
model that represents the equal weighted model averaging scheme. The results are
almost the same as those for φ = 0.5. In particular, for the RMSE under the AIC
information criterion the model of interest ARX is better than the benchmark AR
model for all the horizons, but better than the AV model only for h = 1, 3, 11, 12.
Under the SIC information criterion the ARX model outperforms the AR model
for all the horizons apart from h = 4, 12 and is superior than both benchmarks
for h = 1, 2, 5, 6, 9, 10. On the other hand, under the HQ information criterion the
model of interest ARX beats the benchmark AR model for all the horizons and
the AV model for h = 1, 2, 4, 10, 12. Using the same logic the MAE statistic of the
ARX model is compared with the AV and the AR model and it is concluded that
the best results are under the SIC and HQ information criterion, where the model
of interest ARX outperforms the other two models for h = 1, 2, 5, 8, 9, 10, 12 and
h = 1, 2, 4, 7, 8, 10, 12 respectively. Under the AIC the ARX is better than the AR
model for all the horizons and better than the AV model for only h = 1, 3, 7, 11, 12.
Further, the U Theil’s statistic is considered, where the model of interest ARX
outperforms the benchmark AR model for all the horizons under both information
criteria AIC and HQ. However, the ARX model beats the AV model for only h = 1, 3
under AIC and h = 1, 2, 4, 8, 12 under HQ. In the SIC case the results are slightly
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improved, with the ARX model or ‘model ’ being better than both the AV and the
benchmark AR models for h = 1, 2, 5, 8, 9, 12.
In Table 1.1.3 the RMSE, MAE and U Theil’s statistics under φ = 20 are pre-
sented. In particular, in the RMSE statistic under the AIC and the HQ information
criteria, the ARX model is better than the AR model for all the horizons and better
than the AV model for h = 1, 7, 11, 12 and h = 1, 4, 7, 10, 12 respectively. Under the
SIC information criterion the model of interest ARX is superior to AV and AR
models only for h = 1, 5, 9, 10. In the MAE statistic, the ARX model outperforms
the benchmark AR model for all the horizons under the AIC and HQ information
criteria. Further, the model of interest ARX outperforms the AV model only for
h = 1, 2, 3, 7, 11, 12 and h = 1, 2, 4, 7, 10, 12 under the AIC and HQ information
criteria respectively. In addition, under the SIC the ARX model or ‘model ’ beats
the two benchmarks for h = 1, 2, 5, 8, 9, 10, 12. In the third statistic, the U Theil’s
statistic, the ARX model is quite bad in comparison with the AV model under the
AIC information criterion. The results are improved under the SIC and HQ, where
the model of interest ARX is superior to the benchmark AR and better than the
AV for h = 1, 2, 5, 8, 9, 12 and h = 1, 2, 4, 8, 12 under SIC and HQ respectively.
To sum up, for the RMSE statistic the best results are given under the SIC
information criterion with φ = 2. In the MAE statistic the best results are given for
the SIC and HQ information criteria for all the φ values. Finally, in the U Theil’s
statistic the ARX model gives the best results under the SIC information criterion
for all the φ values and under the HQ information criterion for φ = 2, 20.
Further, for Austria with φ = 0.5 and with respect to the MSFE statistic
the ARX model has better predictive ability than the benchmark AR model for
all information criteria and almost all horizons. However, the model of interest
ARX outperforms the AV model only for h = 1, 3, 11, 12, h = 1, 5, 8, 9, 10 and h =
1, 4, 10, 12 under the different information criteria AIC, SIC and HQ respectively. If
the φ value is equal to 2 the results found for the MSFE are almost the same. The
ARX model that represents the BMA scheme is better than the benchmark AR
model for almost all horizons and all information criteria. On the other hand, the
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AV model that represents the equal weighted model averaging scheme has better
predictive ability than the model of interest ARX in many short term horizons.
Only for h = 1, 3, 11, 12 under the AIC, h = 1, 2, 5, 6, 9, 10 under the SIC and
h = 1, 2, 4, 10, 12 under the HQ does the ARX model outperform the AV model.
For φ = 20 the results from the MSFE are slightly worse, since the ARX model beats
the AV model only for h = 1, 7, 11, 12, h = 1, 5, 9, 10 and h = 1, 4, 7, 10, 12 under the
AIC, SIC and HQ respectively. At the same time the ARX model outperforms the
benchmark AR model for almost all horizons and all information criteria. To sum
up, within the MSFE context, the best predictive ability of model ARX is under
the SIC information criterion with φ = 2 where the model of interest outperforms
the two competing models for six different forecast horizons.
In Austria the RMSFE results are reported in Table 1.2.1. With φ = 0.5 under
the AIC and HQ information criteria, the ARX model is better than the AR model
for all forecasting horizons. However, the model of interest ARX beats the AV
model only for h = 1, 3, 11, 12. The results are similar under the SIC information
criterion, where the ARX model has better predictive ability than the benchmark
AR model for all horizons apart from h = 4, 12. On the other hand, if the model
of interest ARX is compared with the AV model, the potential results are obtained
only for h = 1, 5, 9, 10, 12. Further, under the HQ information criterion the ARX
model beats the benchmark AR model for all horizons and the AV model only for
h = 1, 4, 10, 12. With a different φ value equal to 2 for almost all horizons and
all information criteria the model of interest ARX outperforms the benchmark AR
model. However, the ARX model has better predictive ability than the AV model
only for h = 1, 3, 11, 12 under the AIC, h = 1, 2, 5, 6, 9, 10, 12 under the SIC and
h = 1, 2, 4, 10, 12 under the HQ information criterion. The findings based on a φ
value equal to 20 are slightly worse. For almost all horizons and all information
criteria the ARX model has better predictive ability than the AR model. Only
for h = 4 under the AIC and h = 4, 7, 12 under SIC is the benchmark AR model
superior. On the other hand, the AV model outperforms the model of interest ARX
in at least seven different forecasting horizons. In particular, only for h = 1, 7, 11, 12
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under the AIC, h = 1, 5, 9, 10, 12 under the SIC and h = 1, 3, 6, 10, 12 under the HQ
does the ARX model have a better predictive performance than the AV model.
In Austria, Tables 1.3.1 to 1.3.3 report the Diebold & Mariano values of the
ARX model with the benchmark AR model and the AV model with the AR model
under different information criteria and under different φ values. In particular, with
φ = 0.5 the model of interest ARX or ‘model ’ beats the AR model in various horizons
at 5% or 10% level of significance. Only for h = 2, 4 under AIC and h = 3, 4, 6, 11
under HQ the values are not statistically significant at 5% or 10%. On the other
hand, under the SIC information criterion, the model of interest ARX has better
predictive performance than the AR model at 5% or 10% level of significance only
for h = 1, 5, 8, 9, 10. Further, the AV model beats the AR model in various horizons
at 5% or at 10% level of significance apart from h = 4 under AIC, h = 3, 4, 6, 7, 11, 12
under SIC and h = 3, 4, 11 under HQ. Further, Table 1.3.2 reports the Diebold &
Mariano values with φ = 2. The ARX model beats the benchmark AR model
at 5% or 10% level of significance mainly for longer horizons. In particular, the
model of interest ARX outperforms the AR model for h = 5, 8, 9, 10 under the SIC,
h = 5, 7, 8, 9, 10, 12 under the HQ and only for h = 1, 2, 4, 6 does the ARX model
have bad predictive ability at 5% or at 10% level of significance, with respect to the
benchmark AR model. In addition, the AV model is superior when it is compared
to the AR model for almost all horizons under the AIC information criterion. The
performance of the AV model in comparison with the AR model is bad at 5% or at
10% level of significance for six and four different forecast horizons under SIC and
HQ respectively. Finally, for φ = 20 the DM results are slightly worse regarding the
statistical significance of the ARX model. The model of interest is better than the
benchmark AR model at 5% or 10% level of significance only for h = 5, 7, 9, 10, 11
under AIC, h = 5, 9, 10 under SIC and h = 5, 7, 8, 9, 10, 12 under HQ. In addition, the
AV model beats the AR model at 5% or at 10% significance level for all the horizons
under AIC, for five different horizons under SIC and for nine longer horizons under
HQ, as shown in Table 1.3.3
In Austria, with φ = 0.5 under AIC the ARX model has better predictive ability
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than the benchmark AR model at 5% or at 10% level of significance for almost all
horizons apart from h = 4 according to ENC-T and ENC-REG tests. Further, the
model of interest ARX beats the benchmark AR model for six and seven different
forecast horizons according to the SIC and HQ information criteria respectively and
with respect to the ENC-T and ENC-REG results. Further, with φ = 2 the ARX
model has better predictive ability than the benchmark AR model at 5% or at 10%
level of significance for nine different longer forecast horizons according to ENC-T
and ENC-REG tests. The model of interest ARX beats the AR model at 5% or at
10% level of significance for four and five different forecast horizons under the SIC
information criterion and with respect to ENC-T and ENC-REG tests respectively.
Similarly, with the HQ information criterion and for six and seven forecast horizons
under the ENC-T and ENC-REG tests the ARX model beats the AR model at 5%
or at 10% level of significance. Finally, with φ = 20 the Clark & McCracken values
are slightly worse. The model of interest ARX outperforms the benchmark AR
model at 5% or at 10% level of significance only for six and four different forecast
horizons under the AIC and SIC information criteria respectively. In addition, under
the HQ information criterion, the ARX model has better predictive ability than the
AR model for seven and five different forecast horizons according to the ENC-T
and ENC-REG tests at 5% or at 10% level of significance. Notice that for all the
φ values and information criteria ENC-NEW is a positive number, which means
that with h = 1 the null hypothesis is not true and model ARX is better than
the benchmark AR model, a result that reinforces earlier conclusions. The relevant
Clark & McCracken results are given in Tables 1.4.1 to 1.4.3.
3.3.2 Belgium
In Belgium the RMSE, MAE and U Theil’s statistic results are given by Tables 1.1.4
to 1.1.6. Under φ = 0.5 the results are truly impressive for almost all information
criteria, since the ARX model beats both the AV and the benchmark AR models,
especially for longer horizons. In particular, with φ = 0.5 in the RMSE statistic, the
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ARX model outperforms the AV scheme under all information criteria for almost all
horizons. The benchmark AR model is better than the model of interest ARX for
only h = 1, 4, 6, 7, h = 1, 6, 7, h = 1, 6, 7 under AIC, SIC, HQ information criteria
respectively. In the MAE statistic, the benchmark AR model outperforms the ARX
model for h = 1, 6, 7 under all information criteria. Further, the AV model beats
the model of interest only for h = 1, 4, 9, h = 10, h = 2, 4 under AIC, SIC and
HQ respectively. The results constructed by the U Theil’s statistic are similar to
previous conclusions. For example, the benchmark AR model is better than the
ARX model only for h = 6, 7, h = 1, 6, 7, h = 1, 6, 7 under AIC, SIC and HQ
information criteria respectively. In addition, the AV model beats the model of
interest ARX for h = 1, 4, 9, 11, h = 9, h = 4, 9 under the relevant information
criteria.
The results under φ = 2 are not as impressive as the relevant results with
φ = 0.5. The ARX model has bad predictive ability with respect to both the AV and
the benchmark AR models. For the RMSE statistic the ARX model outperforms the
two models only for two, three and four horizons under AIC, SIC, HQ respectively
according to Table 1.1.5. Next in line are the conclusions for the MAE statistic,
where the ‘model ’ is better than the model that represents the equal weighted model
averaging scheme and the benchmark AR model only for h = 3, 5, 8 under AIC,
h = 2, 3, 4, 5 under SIC and h = 2, 3, 4, 8, 9 under HQ. Finally, for the U Theil’s
statistic under the AIC information criterion the AV model outperforms both the
ARX and the AR model mainly for longer horizons. Further the ARX model
beats the other two models for h = 2, 4, 5, 8 and h = 2, 3, 5, 8 under SIC and HQ
respectively.
The results are extremely bad under φ = 20, since for all the horizons and all
information criteria theARX model is worse than the AV scheme and the benchmark
AR model. In detail, in the RMSE statistic for all the horizons and information
criteria the best predictive ability is given by the AR model mainly for shorter
horizons and by the AV model mainly for longer horizons. The conclusions for
MAE statistic are in line with previous results, since the ARX model is inefficient
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at outperforming the AR and the AV models for all the horizons and all information
criteria. The equal weighted model averaging scheme (AV) seems to provide better
predictive ability mainly for seven different horizons under the three information
criteria. Finally, in the U Theil’s statistic the ARX model has better predictive
ability only for h = 2, h = 2, 9 and h = 2, 9 under AIC, SIC and HQ information
criteria. The best results are given again by the model that represents the equal
weighted model averaging scheme (AV), as seen in Table 1.1.6.
To sum up, in the RMSE statistic the best results are given with φ = 0.5 under
the SIC and HQ information criteria, where the ARX model has better predictive
ability than the AV and the benchmark AR for nine different horizons. In the MAE
statistic the results are almost the same, with the model of interest ARX being
better than the AV and the AR models for seven different horizons under the SIC
and HQ information criteria with φ = 0.5. Further, in the U Theil’s statistic the
results are in line with the previous conclusions, since the ARX model outperforms
the other two compared models for eight different horizons under SIC information
criterion with φ = 0.5.
In Belgium, the results from the MSFE under the AIC information criterion and
with φ = 0.5 are impressive mainly for longer horizons. The benchmark AR model
has better predictive performance than both the ARX model and the AV model
for h = 1, 6, 7 and the AV model has better predictive performance than both the
ARX model and the benchmark AR model only for h = 2, 4. For all other horizons
the ARX model has the best predictive ability. In the other two SIC and HQ
information criteria, the AV model has rather poor predictive ability in comparison
with both the ARX model and the AR model for all horizons. The benchmark AR
model outperforms the ARX model only for h = 1, 6, 7 and h = 1, 6, 7, 11 under SIC
and HQ respectively. In the MSFE statistic with φ = 2 the ARX model has very
bad predictive ability in comparison with both AR and AV models. In particular,
the ARX model is superior to the other two models compared, AV and AR, only
for h = 2, 5, h = 2, 4, 8 and h = 2, 4, 8, 9 under AIC, SIC and HQ respectively.
The equal weighted model averaging scheme represented by the AV model seems to
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have very good predictive results for longer horizons under the different information
criteria. Only for h = 1, 4, 6, 7 under the AIC, h = 1, 6, 7 under the SIC and
h = 1, 5, 6, 7 under the HQ does the benchmark AR model beat not only the AV
model but also the model of interest ARX. Finally, with φ = 20 the ARX model is
very bad in comparison to the other two models, since for almost all horizons and all
information criteria the ARX model is worse than both the benchmark AR and AV
models. Further, the AV model seems to have better predictive results for longer
horizons than the AR model. To sum up, a φ value of 0.5 shows a better predictive
performance of the ARX model in comparison with the other models. The best
results are given under the SIC information criterion, where the performance of the
ARX model is relatively superior for nine different horizons.
In Belgium, with φ = 0.5 and under the AIC information criterion the model
of interest ARX outperforms both the benchmark AR and the AV model mainly
for longer horizons. The RMSFE results are given analytically in Table 1.2.2, where
under the AIC information criterion the AR model and the AV model outperform
the ARX model only for h = 1, 4, 6, 7 and h = 1, 2, 4, 6, 7 respectively. Further, the
results are similar under the SIC and HQ information criteria. The ARX model is
superior and provides bad predictive results only for h = 1 and h = 1, 6, 7 when it
is compared with the AR and the AV models respectively. With a higher φ value
the results are slightly worse. A φ value equal to 2 provides a superior ARX model
when compared with the AR model only for seven different forecasting horizons
under the AIC and HQ information criteria. In addition, the RMSFE results are
worst when the model of interest ARX is compared with the AV model. Only for
h = 2, 5 and under AIC and for six different forecasting horizons does the ARX
model provide better forecasting results. The model of interest ARX has better
predictive ability than the AV model for h = 2, 4, 6, 7, 8 under the SIC, and only
for h = 1, 6, 7 the AR model outperforms the model of interest. At a higher φ
value, for example equal to 20, the RMSFE provides very bad predictive results. In
particular, both the benchmark AR and AV models outperform the ARX model for
all horizons under the AIC information criterion. Further, the AV model has better
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predictive ability than the model of interest ARX for all horizons under the SIC
and for almost all horizons the AR model provides better results than the ARX
model. In the case where the HQ information criterion is considered, the model of
interest ARX outperforms both the AR and AV models only for h = 9. For all the
other horizons the ARX model provides very bad predictive results.
In Belgium, according to the Diebold & Mariano results the performance of the
ARX model in comparison with the benchmark AR model is very bad at 5% or at
10% level of significance under different information criteria, φ values and horizons.
The performance of the AV model with respect to the AR model is similar, as shown
in Tables 1.3.4 to 1.3.6. In other words, the AV model is not better than the AR
model at 5% or at 10% level of significance for almost all horizons and all φ values
under all information criteria.
In Belgium, the Clark & McCracken results are very bad and similar to the
Diebold & Mariano results. In particular with φ = 0.5 the ARX model has better
predictive ability than the benchmark AR model at 5% or at 10% level of significance
only for h = 3, 10, 12 under the AIC information criterion and with respect to the
ENC-T and ENC-REG tests. Further, under the HQ information criterion the
performance of the model of interest ARX is really bad in comparison with the AR
model apart from h = 10, 12 at 5% or at 10% level of significance. For φ = 0.5 under
the SIC information criterion there is no evidence that the ARX model outperforms
the benchmark AR model at 5% or at 10% level of significance. In addition, for φ = 2
under the AIC information criterion the model of interest ARX has better predictive
ability than the AR model at 5% or at 10% level of significance for both Clark &
McCracken tests ENC-T, ENC-REG only for h = 3, 10, 12. For the remaining
information criteria SIC and HQ and for φ = 20 the Clark & McCracken results
are quite bad. For none of the horizons does the performance of the ARX model
seem to be superior at 5% or at 10% level of significance. Notice that for all the
φ values and information criteria the ENC-NEW test is a negative number, which
means that with h = 1 the null hypothesis is true and model ARX is not better
than the benchmark AR model and the two models have the same forecast ability,
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a result that reinforces my earlier conclusions. The relevant Clark & McCracken
results are given in Tables 1.4.4 to 1.4.6.
3.3.3 France
In France the predictive performance of the ARX model constructed under the
BMA scheme with φ = 0.5 is quite bad according to RMSE, MAE and U Theil’s
statistics. The AV model beats not only the model of interest ARX but also the
benchmark AR model for almost all horizons and all information criteria, according
to the RMSE, MAE and U Theil’s statistics. The results are almost the same for
all the horizons and all information criteria for φ = 2 and φ = 20, where in at least
nine horizons the AV model outperforms the ARX and the benchmark AR model.
For France it is clear that the predictive performance of the AV scheme is very good.
The results are given in detail in Tables 1.1.7 to 1.1.9, where the best predictive
performance is indicated in bold.
In France we do not have the potential MSFE results, since for almost all
horizons, all information criteria and all φ values the ARX model has very bad
predictive ability in comparison to both the benchmark AR and the AV model. In
particular, with φ = 0.5 and φ = 2 the AV model has the best predictive ability.
Only for h = 1 under the AIC and HQ information criteria is the ARX model
superior. Finally, with φ = 20 the AV model has the best predictive ability if we
compare the MSFE outcomes with the results conducted on the ARX model and
the benchmark AR model. To sum up, in the MSFE statistic, for all φ values,
all information criteria and almost all horizons the performance of the AV model
is superior in comparison with both the benchmark AR model and the model of
interest ARX. The relevant results are given in detail in Tables 1.1.7 to 1.1.9.
In France, the conclusions from the RMSFE statistic with φ = 0.5, 2, 20 under
the three information criteria are almost the same. For all φ values and under all
information criteria, the ARX model is quite bad in comparison with the AV model
apart from h = 1. However, the model of interest ARX beats the benchmark AR
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model in at least eight different forecasting horizons according to Table 1.2.3. In
particular, under the AIC information criterion the AR model has better predictive
ability than the ARX model for h = 2, 3, 4 with φ = 0.5 and h = 2, 3 with φ = 2, 20.
In addition, for φ = 0.5, 2, 20 the benchmark AR model is better than the ARX
model only for h = 1, 2, 3 under the SIC information criterion. Further, under the
HQ with φ = 0.5, 2 and φ = 20 the AR model outperforms the ARX model for
h = 2, 3, 11 and h = 1, 2, 3, 11 respectively.
In France, the Diebold & Mariano results regarding the comparison of the ARX
model with the AR model are similar to Belgium. The performance of the model
of interest is really bad in comparison with the AR model at 5% or at 10% level of
significance with φ = 0.5, 2 under AIC and HQ. Further, the model of interest ARX
beats the AR model for only two or three longer horizons with φ = 0.5, 2 under SIC
and φ = 20 under the three different information criteria according to Tables 1.3.7
to 1.3.9. On the other hand, under the AIC information criterion the AV model
beats the AR model at 5% or at 10% level of significance for three different horizons
with φ = 2 and for four different longer horizons for φ = 0.5, 20. Similarly, under
the SIC information criterion the AV model has better predictive performance at
5% or at 10% level of significance for seven and five different forecast horizons with
phi = 0.5 and φ = 2, 20 respectively. Finally, under the HQ information criterion the
AV model beats the benchmark AR model at 5% or at 10% level of significance for
seven and six different forecast horizons with phi = 2 and φ = 0.5, 20 respectively.
In France, with φ = 0.5 the ARX model has better predictive ability than the
benchmark AR model at 5% or at 10% level of significance for six different forecast
horizons under AIC and five longer horizons under SIC and HQ information criteria
according to the ENC-T test. Further, the model of interest ARX outperforms the
AR model at 5% or at 10% level of significance for only one forecast horizon under
AIC, HQ and three longer horizons under the SIC information criterion according
to the ENC-REG test. These Clark & McCracken results are given in Table 1.4.7.
The results are exactly the same with φ = 2 apart from the case under the AIC
information criterion with the ENC-T test, where the ARX model has better pre-
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dictive ability than the benchmark AR model at 5% or at 10% level of significance
for seven different forecast horizons. Finally, according to the ENC-T test with
φ = 20 the model of interest ARX outperforms the benchmark AR model at 5%
or at 10% level of significance for h = 6, 8, 10, 11, 12 under AIC, h = 8, 10, 11, 12
under SIC and h = 6, 7, 8, 10, 12 under HQ information criterion. Further, the ARX
model beats the AR model at 5% or at 10% level of significance only for two longer
forecast horizons under the AIC, HQ information criteria and for three different
forecast horizons under SIC according to Table 1.4.9.
3.3.4 Germany
In Germany, the benchmark AR model is quite bad in comparison to both the ARX
model of the BMA scheme and the AV model of the equal weighted model averaging
scheme. This is true for all horizons, all information criteria and all φ values under
RMSE, MAE and U Theil’s statistics. On the other hand, for φ = 0.5 in the
RMSE statistic the AV model outperforms the ARX model only for h = 2, 6, 10,
h = 1, 2, 6, 10, h = 2, 6, 10 under AIC, SIC and HQ information criteria respectively.
In the MAE statistic the model of interest ARX is better than the AV model and
only for h = 2, 6, 10, h = 6, 10, h = 6, 10 under AIC, SIC and HQ respectively, the
AV model has better predictive ability than the ARX model. Further, according to
the U Theil’s statistic the ARX model beats the AV model for at least nine different
horizons according to Table 1.1.10.
For φ = 2 the results are slightly worse in comparison to the conclusions based
on φ = 0.5. However, similar to previous results, the model of interest ARX is
better than the benchmark AR model for all the horizons, all information criteria
and RMSE, MAE and U Theil’s statistics. In detail, in the RMSE statistic the
ARX model beats the AV model for at least seven different horizons according to
Table 1.1.11. In addition, in the MAE statistic the AV model has better predictive
ability mainly for longer horizons, such as h = 6, 7, 9, 10, 11, 12, h = 6, 10, 11, 12,
h = 6, 7, 10, 11, 12 under AIC, SIC and HQ respectively. Further, according to the
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U Theil’s statistic the ARX model has better predictive performance than the AV
model for at least six different horizons with respect to the information criteria. In
other words, the AV model beats the ARX model for h = 2, 3, 6, 9, 10, 11 under the
AIC, for h = 6, 10, 11, 12 under the SIC and for h = 6, 9, 10, 11, 12 under the HQ
information criterion.
The results are even worse for φ = 20. In particular, for RMSE statistic under
the AIC information criterion the ARX model outperforms the AV model for only
h = 1, 4, 5. The results are slightly improved for the SIC and the HQ informa-
tion criteria, where the ARX model beats the AV model for h = 1, 4, 5, 6, 7, 9 and
h = 1, 4, 5, 7 respectively. In MAE and U Theil’s statistics the results are almost the
same, with the ARX model being better than the AV model for at least three differ-
ent horizons under all information criteria, as seen in Table 1.1.12. In particular, for
the MAE statistic, the ARX model has better predictive ability than the AV model
for h = 1, 4, 5, h = 1, 4, 5, 6, 9, h = 1, 4, 5 under AIC, SIC and HQ respectively. In
addition, according to the U Theil’s statistic the ARX model outperforms the AV
model only for h = 1, 4, 5, 12 under AIC, h = 1, 4, 5, 9 under SIC and h = 1, 4, 5
under HQ information criterion. Notice that for all information criteria, all horizons
and RMSE, MAE, U Theil’s statistics the benchmark AR model has really bad pre-
dictive ability in comparison with both the ARX and the AV models. To sum up,
the best results are given if φ = 0.5 under SIC and HQ for the RMSE and MAE
statistics and under the HQ information criterion for the U Theil’s statistic.
In Germany the MSFE results are better than the respective results given for
France. In particular, for all horizons, all φ values and all information criteria the
AR model has a poor predictive performance related to both the ARX and the AV
models. Further, if the φ value is equal to 0.5 the model of interest ARX is better
than the AV model in many different horizons. For example, only for h = 2, 6, 10
under AIC, h = 1, 2, 6, 10 under SIC and h = 2, 6, 10 under HQ does the AV model
outperform the ARX model. The results based on the MSFE statistic are slightly
worse under a φ value equal to 2, since the ARX model beats the AV model in
seven different horizons under the three information criteria AIC, SIC and HQ. The
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AV model seems to have better predictive ability under longer horizons. Finally, a
φ value of 20 in the BMA scheme represented by the ARX model provides MSFE
results worse than the respective outcomes constructed with φ = 0.5 or φ = 2. In
particular, the ARX model beats the AV model only for h = 1, 4, 5, h = 1, 4, 5, 6, 7, 9
and h = 1, 4, 5, 7 under the AIC, SIC and HQ respectively. To sum up, the best
MSFE results in terms of the best predictive ability of the ARX model are given
under the AIC and HQ information criteria with φ = 0.5.
In Germany, with φ = 0.5 the ARX model has better predictive ability than
the benchmark AR model for all horizons and all information criteria. In addition,
the model of interest ARX outperforms the AV model in various horizons. Only
for h = 2, 6, 10 under the AIC, h = 1, 2, 6, 10 under the SIC and h = 2, 4, 6, 10
under the HQ does the AV model provide better RMSFE results than the ARX
model. Further, with a higher φ value equal to 2 the model of interest ARX has
better predictive ability than the benchmark AR model for all the horizons and all
information criteria and outperforms the AV model in at least six different forecast
horizons according to Table 1.2.4. The results are slightly worse if the φ value is
increased to 20. The ARX model beats the AR model for all the horizons and all
information criteria apart from h = 2. On the other hand, the RMSFE does not
provide the potential results when the model of interest ARX is compared with the
AV model. Only for h = 1, 4, 5 under the AIC, for six different forecast horizons
under the SIC and for h = 1, 4, 5, 7 under the HQ is the ARX model superior.
In Germany, the Diebold & Mariano results are really impressive since for al-
most all horizons, φ values and information criteria the ARX model has better
predictive ability than the benchmark AR model in the first case and the AV model
beats the AR model in the second case at 5% or at 10% level of significance. In both
cases, with φ = 0.5, 2 the ARX model and the AV model have bad predictive ability
at 5% or at 10% significance level only for h = 2, 12 under AIC and h = 2 under
SIC and HQ information criteria. Further, with φ = 20 the DM results are slightly
worse. The model of interest ARX has bad predictive performance with respect to
the AR model at 5% or at 10% level of significance for h = 1, 2, 8, 11, 12 under AIC
69
C. Verra Macroeconomic Forecasting Using Model Averaging
and h = 1, 2 under SIC and HQ information criteria. In addition, the AV model
has bad predictive ability in comparison with the AR model at 5% or at 10% level
of significance for h = 2, 12 under AIC and h = 2 under SIC and HQ information
criteria.
In Germany, the Clark & McCracken results are rather impressive since in at
least nine different forecast horizons the ARX model has better predictive ability
than the benchmark AR model at 5% or at 10% level of significance, according to
Tables 1.4.10 to 1.4.12. In particular, for φ = 0.5, 2, 20 and under both the ENC-T
and ENC-REG tests the model of interest ARX beats the AR model at 5% or at
10% level of significance in almost all horizons apart from h = 2 under SIC and HQ
information criteria. Further, under the AIC and both the ENC-T and ENC-REG
tests the ARX model beats the AR model at 5% or at 10% level of significance for
ten different forecast horizons with φ = 0.5, 2 and nine different forecast horizons
with φ = 20. Notice that for all the φ values and information criteria ENC-NEW
is a positive number, which means that with h = 1 the null hypothesis is not true
and ARX model is better than the benchmark AR model, a result that reinforces
the earlier conclusions.
3.3.5 Italy
In Italy the results are in line with Germany results in terms of the predictive
ability of the benchmark AR model. In other words, in RMSE, MAE and U Theil’s
statistics for almost all the horizons, all information criteria and all φ values, both
the ARX and the AV models are better than the benchmark AR model. However,
in the RMSE statistic with φ = 0.5 under the AIC information criterion the model
of interest ARX has better predictive ability than the AV model for h = 3, 4, 7, 8, 11.
Further, for φ = 0.5 the AV model outperforms the ARX model if h = 1, 2, 6, 9, 10
and h = 1, 2, 5, 6, 9, 10 under SIC and HQ respectively. In the MAE statistic under
φ = 0.5, the BMA scheme represented by the ARX model has better predictive
ability than the equal weighted model averaging scheme represented by the AVmodel
70
C. Verra Macroeconomic Forecasting Using Model Averaging
for h = 4, 7, 8, 11 under AIC, h = 4, 5, 7, 8, 11, 12 under SIC and h = 4, 7, 8, 11, 12
under HQ information criterion. The results of the U Theil’s statistic are almost in
line with the MAE statistic. In particular for φ = 0.5 the ARX model outperforms
the AV model in at least five different horizons for all information criteria, as shown
in Table 1.1.13.
In addition, with φ = 2 in the RMSE statistic the ARX model has better
predictive ability than the AV model for h = 1, 3, 4 under AIC and h = 3, 4, 8, 9, 10
under HQ. On the other hand, under the SIC information criterion according to
the RMSE statistic the AV model beats the ARX model only for h = 1, 2, 6, 12.
Further, in the MAE statistic under AIC and HQ information criteria the ARX
model has worse predictive ability than the AV model, since only for h = 4, 6 under
AIC and h = 4, 8, 9 under HQ the model of interest ARX seems to provide good
results. However, under SIC information criterion the ARX model beats the AV
model for almost all horizons apart from h = 1, 2. Finally, according to the U Theil’s
statistic results the ARX model outperforms the AV model for only h = 1, 4 under
AIC. For the other information criteria SIC and HQ the model seems to have better
predictive ability than the AV model for at least seven different horizons, as shown
in Table 1.1.14.
Moreover, the results are very good under φ = 20. For all information criteria,
all horizons and the RMSE, MAE, U Theil’s statistics the benchmark AR model
has fairly bad predictive performance in comparison with the ARX and the AV
models. On the other hand, for the RMSE statistic the AV model beats the ARX
model only for longer horizons under AIC and for h = 7, 11 under HQ. For all
the horizons under SIC the ARX model beats not only the benchmark AR model,
but also the AV model. Similar are the results from the MAE and the U Theil’s
statistics. In particular, under the AIC information criterion in the MAE and the
U Theil’s statistics, the ARX model is better than the AV model for at least six
different horizons. Again the results from these two statistics are very good under
SIC since the model of interest ARX outperforms both of the compared models,
AR and AV. In addition, under the HQ information criterion the ARX model has
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better predictive performance than the AV model for six different horizons under
the results of the MAE statistic and for ten different horizons under the results of
the U Theil’s statistic, as shown in Table 1.1.15.
To sum up, in Italy in the RMSE statistic the best results are given under the
SIC information criterion with φ = 20. In this case the ARX model has better
predictive ability than both the benchmark AR and AV models for all horizons.
Further, in the MAE statistic the BMA scheme represented by the ARX model
beats both the AR and AV models for almost all horizons under the SIC information
criterion with φ = 20. The same results are found when the U statistic is considered.
In other words, under the SIC information criterion with a φ value equal to 20 the
model of interest ARX outperforms both the benchmark AR and the AV model for
all horizons.
In Italy under the MSFE statistic the predictive ability of the AR model is quite
bad with respect to the other two candidate models for all information criteria,
all φ values and all forecast horizons. In addition, with φ = 0.5 the predictive
performance of the ARX model is better than both the AV and the AR model for
h = 3, 4, 7, 8, 9, 11 under the AIC information criterion, for seven different horizons
under the SIC and for h = 3, 4, 7, 8, 11, 12 under the HQ information criterion. If
we consider a φ value equal to 0.5 under the AIC information criterion the ARX
performs very bad in longer horizons and has better predictive ability than the
AV model only for h = 1, 3, 4. On the other hand, under the SIC information
criterion the model of interest ARX outperforms both the AR and AV models for
eight different longer forecasting horizons. The results are slightly worse under the
HQ information criterion, where the MSFE results indicate that the ARX model
is superior only for h = 3, 4, 8, 9, 10. Finally, with φ = 20 the performance of the
ARX model is improved. In particular, for seven different forecast horizons under
the AIC information criterion the ARX model has better predictive ability than
both the AV and the benchmark AR model. The results of the ARX model under
SIC for all forecast horizons are very good. Also very impressive are the results
under the HQ information criterion, where the model of interest ARX outperforms
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the other comparing models for ten different forecasting horizons. To sum up, the
ARX model provides the best predictive ability under the SIC information criterion
with φ = 20. In this case, the model of interest ARX is extremely good for all
forecast horizons.
In Italy, the ARX model that represents the BMA scheme under different φ val-
ues has better predictive ability than the benchmark AR model for all horizons and
under all information criteria. However, if the model of interest ARX is compared
with the AV model that represents the equal weighted model averaging scheme, it
does not provide the potential results for all horizons, especially with φ = 0.5 and
φ = 2. Table 1.2.5 provides analytically the RMSFE results under different φ values
and different information criteria. With φ = 20 the results are very impressive under
the SIC information criterion where the ARX model outperforms the AV model for
all forecast horizons. Further, the forecast ability of the AV model is better than the
model of interest ARX only for h = 6, 7, 8, 10, 11 under AIC and h = 7, 11 under
the HQ information criterion.
In Italy, the Diebold & Mariano results are really bad and similar to the DM
outcomes in France. The ARX model has better predictive ability than the AR
model for two longer forecasting horizons at 5% or at 10% level of significance for
φ = 0.5, 2 under the three different information criteria and φ = 20 under HQ,
according to Tables 1.3.13 to 1.3.15. The AV model beats the AR model at 5% or
at 10% level of significance for one forecast horizon for φ = 20 under AIC, for two
different forecasting horizons for φ = 0.5 under AIC, SIC, for φ = 2 under AIC, HQ
and for φ = 20 under SIC, HQ. In addition, the AV model beats the AR model at
5% or at 10% level of significance for three longer forecast horizon for φ = 2 under
the SIC information criterion.
In Italy, with φ = 0.5, 2 under both the SIC and HQ information criteria the
ARX model has better predictive ability than the benchmark AR model at 5% or
at 10% level of significance for three different longer forecast horizons. With φ = 0.5
under the AIC information criterion the model of interest ARX outperforms the
AR model at 5% or at 10% level of significance for h = 4, 10, 11, 12 under ENC-T
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and h = 10, 11, 12 under the ENC-REG test, as seen in Table 1.4.13. In addition,
with φ = 2 under the AIC information criterion the model of interest ARX beats
the AR model at 5% or at 10% level of significance for h = 4, 8, 9, 10, 11, 12 under
ENC-T and h = 8, 10, 11, 12 under the ENC-REG test, as shown in Table 1.4.14.
Finally, with φ = 20 according to the ENC-T test, the ARX model is superior to
the AR model at 5% or at 10% level of significance for h = 10, 11, 12 under the three
information criteria. Further, according to the ENC-REG test the model of interest
ARX has better predictive performance than the AR model at 5% or at 10% level
of significance for h = 10, 11, 12 under AIC and h = 1, 10, 11, 12 under both SIC and
HQ information criteria.
3.4 Conclusion
In recent years there has been a widening concern about forecasting techniques that
are applicable to large data sets because economists in business and management
want to deal with great amounts of information. Forecasts are of great importance
because good forecasts lead to good decisions. Since the typical econometric tech-
niques are not appropriate for large data sets, other techniques such as model aver-
aging and in particular Bayesian Model Averaging must be applied. BMA provides
researchers a broad means to appreciate how model uncertainty may influence sta-
tistical results and a valuable way to present this information to readers. Bayesian
methods are part of the traditional econometrician toolbox and offer a natural so-
lution to overcome the dimensionality problem by shrinking the parameters via the
enforcement of priors.
In this chapter a particular process of pooling forecasts from different models
that provides promising results for out-of-sample inflation forecasting is analysed,
Bayesian Model Averaging. By following a paper written by Kapetanios, Labhard
and Price (2005a), the analytical results are supported by an application to fore-
casting inflation rate. Out-of-sample forecasts of CPI inflation at multiple horizons
for some of the Euro-area countries (Austria, Belgium, France, Germany and Italy)
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are generated and the performance of the new averaging scheme represented by the
average ARX model, compared to the benchmark model AR and the AV model
based on the equal weighted model averaging scheme is investigated. The main con-
cern of this application is to prove that the new model averaging scheme is a way
to improve forecast accuracy.
According to the results, depending on the forecast horizon, the Bayesian Model
Averaging forecasts are usually better than the benchmark AR model and sometimes
do quite a bit better than the AV model in terms of the RMSFE. The results are
impressive for most of the countries. For all countries the model of interest ARX
has better predictive performance than the benchmark AR model for almost all in-
formation criteria, φ values and most of the forecast horizons. Only for Austria and
mainly for France the AV scheme seems to outperform the average ARX model in
almost all horizons, all information criteria and under different φ values. However,
the conclusions from the Diebold & Mariano (DM) tests and from the Clark & Mc-
Cracken (CM) tests are less plausible in the case of Belgium, France and Italy, where
the ARX average model has better predictive performance than the benchmark AR
model at 5% or at 10% significance level mainly at longer horizons. However, the
DM and CM results are really impressive for Germany, where the ARX average
model has better predictive ability than the AR model in almost all horizons, all
information criteria and all φ values at 5% or at 10% significance level.
In particular, in Austria the best DM results are given with φ = 0.5 under AIC.
The ARX model is better than the benchmark AR model for almost all horizons
at 5% or at 10 % level of significance apart from h = 2, 4. In Belgium the DM
results are really bad. The ARX model outperforms the AR model at 5% or 10%
level of significance only for h = 3, 10, 12 with φ = 0.5, 2 under the AIC information
criterion. Further, in France the DM results are more or less the same as in Belgium.
The best DM results are given with φ = 0.5, 2, 20 under SIC for longer horizons
h = 10, 11, 12, where the ARX model beats the AR model at 5% or at 10% level
of significance. In Germany the DM results are really impressive. The best results
are given under the AIC, SIC information criteria with φ = 0.5, 2, where the model
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of interest ARX has better predictive performance than the benchmark AR model
in eleven different forecast horizons at 5% or at 10% level of significance. Finally,
in Italy the performance of the ARX model is really bad in comparison with the
benchmark AR model at 5% or at 10% level of significance. According to the best
DM results the average model ARX outperforms the AR model only for two different
forecasting horizons with φ = 0.5, 2 under AIC, SIC and with φ = 0.5, 2, 20 under
HQ information criterion at 5% or at 10% level of significance.
Further, according to the CM results in Austria and mainly under the AIC
and HQ for φ = 0.5, 2, the ARX model has better predictive performance than
the benchmark AR model at 5% or at 10% level of significance. In the France and
Italy case the ARX average model is better than the AR model mainly for longer
horizons, but this is not the case for Belgium, where the performance of the model
of interest related to the benchmark model is really bad. Similar to the Diebold &
Mariano conclusions, the results for Germany are quite impressive and indicate
that the ARX average model is better than the AR model for almost all horizons,
all information criteria and all φ values. Notice, that for all countries apart from
Belgium, ENC-NEW is a positive number, which means that the null hypothesis is
not true and that model ARX is better than the benchmark AR model, a result
that reinforces the conclusions thus far.
The contribution of this approach is to argue that Bayesian Model Averaging
generally gives promising outcomes relative to the benchmark autoregressive model
(AR) for prediction of inflation. However, this is not the case if the equal weighted
model averaging scheme is considered. When the average ARX model is compared
with the AV model, there are only a few cases where the new approach does better
than the equal weighted model averaging scheme. This conclusion is opposed to
Wright (2003b), where it is pointed out that the Bayesian approach for out-of-
sample prediction of US inflation gives more accurate forecasts than simple equal
weighted averaging scheme. Further, the results are sometimes in line with Stock
and Watson (2003, 2004a), where it is found that the latter approach gives good
predictive results and is thought to work well in practice. Nevertheless, Bayesian
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model averaging is a very useful scheme in macroeconomic forecasting and should
be seriously considered as a tool of inflation prediction.
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4 Forecasting Using Information Theoretic Mo-
del Averaging
4.1 Introduction
Averaging may also be justified by the information theoretic model averaging (ITMA)
method, a technique that can be considered as an alternative to forecast combina-
tions. A way to solve the problem of model uncertainty is considered, in the sense
that the correct model is unknown. The alternative to BMA is relied on the ana-
logue of pr(Mi/Dt) for the frequentist approach. The forecasting weights of the new
scheme are constructed by using the typical information criteria (i.e., AIC) that were
introduced by Akaike and later developed by Burnham and Anderson (1998) on a
frequentist information theoretic approach. Several papers focus on model averaging
methods that are based on different estimation criteria such as the exponential AIC,
the Schwartz Information Criterion (SIC), the Mallows weights and many others.
The Mallows criterion for model selection was introduced by Mallows (1973) and
is similar to the information criteria of Akaike (1973) and Shibata (1980). On the
other hand, the Akaike Information Criterion (AIC) was first introduced by Akaike
(1973) as the estimated Kullback-Leibler distance.
The Bayesian approach seems generally to assume that one of the models in
the set of models is true. However, information theorists do not support the idea of
true models. For data analysis the main issue cannot be which model structure is
truth, because none of the models considered is true. The main issue is, which model
when fit to the data is the best model for purposes of representing the information
in the data. Models, by definition, are only approximations to unknown reality or
truth; there are no true models that completely reflect the whole reality. George Box
(1987) made the well-known declaration, ‘All models are wrong but some are useful’.
The problem is to detect models that given the data best approach reality, in the
sense that the loss of information is minimum. Such a problem was first addressed
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by Kullback and Leibler in 1951. They qualified the concept of information as
correlated to Fisher’s concept of sufficient statistics and they proposed the Kullback-
Leibler information, to reflect the information loss that is the minimum for a good
model when we approximate reality. Some years later Akaike (1978, 1979, 1981,
1983) found a relationship between the Kullback-Leibler information and the Fisher’s
maximized log-likelihood function. This relationship introduces a new methodology
for the selection of a parsimonious model, through an information criterion able to
estimate the Kullback-Leibler information, the Akaike’s information criterion (AIC).
Only over the last decade has there been an increase in the frequentist liter-
ature compared to the well-analyzed Bayesian framework. The use of information
theoretic approaches to model selection and data analysis was suggested in 1998 by
Burnham and Anderson. There are several researchers that have tried to analyze
model uncertainty in the frequentist way by considering distributions and confidence
intervals. Potscher (1991) considered the asymptotic properties of parameter esti-
mators and the effects of model selection on inference. Further, Leeb and Potscher
(2005) pointed out distributions of post-model selection estimators under the condi-
tion that an incorrect model is probably chosen. In addition, Kabaila (1995, 1998),
by working in the linear regression framework, investigated the effect of model se-
lection on the construction of confidence intervals as well as on prediction intervals,
concluding that the comparison of confidence intervals can be shown to be math-
ematically equivalent to the corresponding comparison of prediction intervals. In
another paper, Hurvich and Tsai (1990) underlined the impact of model selection
on inference in linear regression, and they showed that the conditional coverage rates
of confidence regions for the regression parameters can be substantially smaller than
the nominal rates.
However, Kapetanios, Labhard and Price (2005a) looked at forecasting within
the frequentist model averaging framework that contrasts the previous frequentist
approaches that are focused instead on the construction of model confidence sets.
They used model averaging as a means to improve forecast accuracy, and they
showed that the information theoretic approach might be useful for forecasting.
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By using Monte Carlo experiments and an application to UK inflation, they found
that this approach is quite good and sometimes outperforms other model aver-
aging schemes such as BMA. Another seminal contribution on frequentist model
averaging is from Hjort and Claeskens (2003). They derived the statistical prop-
erties of frequentist model averaging estimators relying on a general large sample
likelihood framework, and they provided an overview of model selection under the
non-Bayesian structure.
Another non-Bayesian method for model averaging was proposed by Foster and
George (1994). They recommended the risk inflation criterion for the evaluation of
variable selection procedures in multiple regression and they use as a penalty term
the number of available predictors. In addition, Rao and Tibshirani (1997) proposed
a bootstrap-based method both for model averaging and selection that focuses on
training points that are left out of individual bootstrap samples. This method
creates bootstrap model weights based on how well the remaining bootstrap data
predict the values left out. Also, Yang (2001) developed another model averaging
approach, the adaptive regression by mixing, where weights are assigned to candidate
models via proper assessment of performance of the estimators. The data set is split
into two parts, where one is used for the estimation and the other for measuring
performance in prediction. He concludes that this new method provides better
results than model selection using AIC or BIC when the error variance is not very
small.
Further, Buckland, Burnham and Augustin (1997) provided model averaging
weights relying on the values of the AIC or BIC scores, further analyzed by Burnham
and Anderson (2004). Burnham and Anderson (2004) do multimodel inference—
inference based on a full set of models—and they try to explain the role of the
AIC and BIC in both model selection and model averaging by contrasting them.
They considered two different approaches, the information theoretic selection based
on Kullback-Leibler information loss and Bayesian model selection based on Bayes
factors. Similar to this context, Lahiri (2001) provides an excellent overview of
model selection, a valuable resource for researchers; and he analyzes information
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theoretic criteria.
4.2 Theory
The Akaike’s information criterion (AIC) is a measure of the goodness of fit of minus
twice the log-likelihood of a given model and includes a factor that can be seen as a
penalty factor for over-parameterisation. In other words, there is a trade-off between
bias and variance or else a tradeoff between underfitting and overfitting. Notice that
models with quite good performance are parsimonious, in the sense that both model
bias and variance of parameter estimators are compromised. When more parameters
in finite samples are used, there is a benefit from the reduction of the bias. Bias
reflects the difference between the estimated value and the true unknown value of
a parameter. On the other hand, the variance that is measured by the Standard
Error (SE) of the estimate corresponds to the accuracy of these estimates. As a
result, too few variables provide a biased model, while too many variables increase
the variance and provide poor accuracy, resulting in a loss of information.
The Akaike’s information criterion (AIC), is defined as
AIC = −2log(L) + 2K (4.1)
where K is the number of estimable parameters contained in the approximating
model and the log − likelihood represents the total fit of the model. In particular,
models with small values reflect quite bad fit. The AIC weight for a given data set
has no sense when it is taken solely. It has a meaning when there is a parallel with
the AIC of the other series of models specified a priori. The best model is the one
that delivers the smallest AIC, because given the data, this model is estimated to be
closest to the unknown reality among all the specified models. Thus, AIC chooses
the best approximating model among the candidate set of models. Notice that the
AIC is not a hypothesis test, but gives a measure of uncertainty for each model,
ranking the candidate models from best to worst.
Under the information theoretic framework, the AIC is an unbiased estimator
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where f denotes full reality or truth as the unknown true model generating the
data and g denotes an approximating model being compared with f . The modelled
data are denoted by x, θ are the parameters of the approximating model g, and
log represents the natural logarithm. Thus, the notation g(x|θ̂) can be regarded
as the approximation model g (a probability distribution) for the data x given the
parameters θ and having taken into account that the parameters of the model g
have been estimated by using LS methods. By having θ̂ we have to minimize the
expected and not the known K-L distance over the considered set of a priori models.
Note that the notation I(f, g) is taken from the information theory of Kullback
and Leibler (1951) and denotes the directed distance between two models f and g,
the distance between full reality and a model. Full reality f is regarded to be fixed
and only g changes over a set of models indexed by θ. It is the information lost
when g is used to approximate f , and it is considered as an objective criterion to
minimize. Notice that the measure from f to g is not the same as the measure from
g to f ; it is a directed distance between the probability models f and g. The K-L
distance is always positive, except when the two distributions f and g are identical
(i.e., when f(x) = g(x)).
The general idea of equation (4.2) is that the analyst indicates several a priori
candidate models g(x|θ) and wants to select the best approximating model among
these as a basis for data analysis and inference. The parameters in the various
candidate models are not known and must be estimated from the empirical data.
Now the models have estimated parameters denoted by g(x|θ̂). Thus, one requires
estimates of the relative directed distances between the unknown f that generated
the data and the various candidate models g(x|θ̂). The knowledge of the estimated
relative distance from each g(x) to f(x) helps the selection of the candidate model
that is estimated to be closest to truth for inference. That is, either the model with
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the smallest estimated relative distance or an approximating model that loses the
least information about truth can be selected. In practice, only an estimator of the
relative K-L distance from each approximating model can be obtained.
As already mentioned, Akaike (1973) found a relationship between Kullback
and Leibler (1951) (K-L) information, regarded as a way for model selection. This
leads to Akaike’s information criterion (AIC). Akaike’s procedures are now called
information theoretic because they are based on K-L information. Let us say that
there is a set of a priori competing models and for each model the AIC is calculated
and the one that minimizes the AIC is chosen. The difference of the AIC for two
models is an estimate of the difference between the K-L distance for these two
models. Burnham and Anderson (1998), recommended the computation of the AIC
differences,
∆i = AICi −minjAICj (4.3)
over all candidate models in the set. Note that the most important are the AIC
differences. An individual AIC value is not comparable to the other AIC values in the
model set. Such differences estimate the relative expected K-L differences between
f and gi(x|θ). These ∆i values are easy to interpret and permit a quick comparison
and ranking of candidate models and are also helpful in calculating Akaike weights.
The model estimated to be the best has ∆min ≡ 0, since minjAICj denotes the
smallest of the AICi values in the set. The larger ∆i is, the less plausible is the
fitted model g(x|θ̂) as being the K-L best model. Notice that under independent
observations models with ∆i > 10 should be omitted from further consideration,
while models with ∆i ≤ 2 should be regarded in making inferences.
Moreover, exp(−1/2∆i) is the relative likelihood of model i where ∆i = AICi−
minjAICj and AICi denotes the AIC of the i
th model in a set of models Ω : g1, . . . , gN .
Note that for the estimated K-L best model ∆min = 0 and hence for that model
exp(−1/2∆i) ≡ 1. Thus, exp(−1/2∆i) can be viewed as the odds for the ith model to
be the best K-L distance model in Ω. In other words, this quantity can be regarded
as the weight of evidence for model i to be the K-L best model given that there is
some model in Ω that is K-L best as a representation of the available data. Note
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that there is no assumption made for the true model belonging to Ω. The main
difference from the Bayesian approach is that here only the ranking of models in
terms of K-L distance is considered, whereas in BMA it is assumed that a model in
Ω or a weighted average of the models in Ω is the true model.
It is convenient to normalize the model likelihoods such that they sum to one
and treat them as probabilities. The AIC weights supply information on the strength





where the exp(−1/2∆i) is normalized to be a set of positive Akaike weights adding
to one
∑
iwi = 1. The fraction −1/2 cancels the AIC multiple −2. The bigger a
∆i is, the smaller the weight wi and the less plausible is model i as being the actual
K-L best model for f based on the design and sample size used.
The forecasting weights are constructed by using the typical information criteria
(i.e., AIC) that are produced by associating an in-sample measure of fit with a
penalty factor for model complexity. The Akaike weights denote the probability
that the model is the best in comparison with the set of the candidate models. For
example, consider the case where the weight for a particular model is wi = 0.83.
This means that given the data this model has a probability of 83% of being the
best model among the whole set of models. Further, through evidence ratios, the
Akaike weights of the candidate models and the best model can be compared so as
to specify the magnitude to which one model is better than another. The evidence





Thus, if the evidence ratio is 1.83, then given the set of competing models Ω and
the data set, the probability of model j being the best model is only 1.83 more than
model i.
These weights are not the corresponding weights according to which given mod-
els would be selected according to AIC as the best model given Ω. A better measure
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of weight is the likelihood, which provides evidence about the best model given Ω.
Another interpretation of the weight wi that is relied on in the Bayesian framework
is the idea of model probabilities under noninformative priors. Actually, this com-
parison with the Bayesian framework is not so strict, since these weights are relied
on by frequentist ideas and do not express a clear relevance to prior probability dis-
tributions about parameters and models. So, wi can be considered as the probability
that model i is the actual K-L best model in the set.
4.3 Results
In the empirical application the CPI inflation of a five counties data set—Austria,
Belgium, France, Germany and Italy— is analyzed by using an autoregressive process
augmented with a single predictor variable (ARX(k)). Each model i is determined








γjxit−j+1 + ut+h (4.6)
where pit is the CPI inflation of the five different countries, ut is the disturbance
term with variance σ2 and xit is the ith predictor variable at time t. The number of
lags in the pair (k1, k2) is at most 3. Each pair is chosen optimally for each model
and each forecast horizon according to standard information criteria; the Akaike
(AIC), the Schwartz (SIC) and the Hannan-Quinn (HQ) information criterion. The
empirical application is based on information theoretic weights that are given by
equation (4.4). All the analysis is done at quarterly frequency covering the period
1975:Q1 to 2004:Q4 (120 quarters of observations). Forecasts are constructed recur-
sively beginning after the 80th quarter of observation and proceeding through the
remainder of the sample period. For each forecast at least 40 models are estimated
by least-squares and are used to create the forecasts. The forecast evaluation period
of the last 40 observations is examined with forecast horizons h = 1, 2, . . . , 12.
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The average ARX model or ‘model ’ is compared with the benchmark autore-
gressive AR model and the model AV that represents the equal weighted model
averaging scheme. For the comparison of the accuracy of forecasts several perfor-
mance indicators are provided such as the Root Mean Square Error (RMSE), the
Mean Absolute Error (MAE) and the U-Theil’s Inequality Coefficient (U). The first
two performance indicators are measures of the deviation of the simulated variable
from its time path. The smaller the error, the better the forecasting ability of that
model according to that criterion. The U statistic falls between 0 (perfect fit) and
1 (bad predictive performance). Further, the mean square forecast error (MSFE)
is considered, where the optimal combination selects the weights that minimize the
MSFE of the combined forecast. Another very important performance indicator,
the relative mean square forecast error (RMSFE), is evaluated. The calculation of
the RMSFE is very important because it is expressed in relative terms and has the
benefit of being comparable across forecasts. The ARX model is compared with
both the AV and the benchmark AR models. If the RMSFE is less than 1 then the
performance of the model of interest ARX is better than the comparing models AV
and AR respectively.
Moreover, two approaches of testing for statistical significance of two comparing
models are considered. For the comparison of two non-nested models the Diebold &
Mariano (DM) test is applied to the ARX model with the benchmark AR model
and the AV model with the benchmark AR model. On the other hand, for the
comparison of two nested models the Clark & McCracken (CM) test is applied by
considering three different tests—ENC-T, ENC-REG and ENC-NEW—of whether
the forecast is significantly different from the benchmark AR model at the 5% or
the 10% significance level. For this purpose the ARX model is compared with the
benchmark AR model. These two tests have non-standard distributions and the
asymptotic critical values are not correct, so bootstrapped critical values are calcu-
lated. Thus, critical values at 5% and at 10% are computed based on a bootstrap
approximation of the finite sample of the DM and CM test statistics according to
Killian (1999).
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This section starts with the analysis of the performance of the information theo-
retic model averaging scheme (ITMA) that is presented by the ARX model in terms
of three statistics: the Root Mean Square Error (RMSE), the Mean Absolute Error
(MAE) and the U-Theil’s Inequality Coefficient (U). These performance indicators
are calculated differently for each of the three information criteria AIC, SIC, HQ,
and their results are given in Tables 2.1.1 to 2.1.5, one table for each country. Fur-
ther, for each country, each criterion and each forecast horizon h, the RMSE, the
MAE and the U statistic of ARX model or ‘model ’ constructed by using informa-
tion theoretic model averaging weights are compared with the equal weighted model
averaging (AV) scheme and with the autoregressive AR model. The best model is
the one that has the minimum value in each of the first two statistics and a value
closer to zero for the U Theil’s statistic, according to the horizon h, the Informa-
tion criterion (AIC, SIC, HQ) and the country (Austria, Belgium, France, Germany,
Italy). The best forecast in each horizon is indicated in bold.
Following the analysis of the performance of the ITMA method according to
the three evaluation criteria, the results of the MSFE statistic are also given in
Tables 2.1.1 to 2.1.5. These are in line with previous results. The MSFE perfor-
mance indicator is calculated differently for each of the three criteria AIC, SIC,
HQ. For each country one different table is reported. In particular, in Table 2.1.1,
Table 2.1.2, Table 2.1.3, Table 2.1.4 and Table 2.1.5 are reported the results for
Austria, Belgium, France, Germany and Italy respectively. For each country, each
information criterion and each forecast horizon h, the MSFE of the model of in-
terest ARX is compared with the benchmark AR model and the AV model. The
best model is the one that has minimum MSFE value. Moreover, the performance
of the model of interest ARX in terms of the relative MSFE (RMSFE) is reported.
It has already been mentioned that the ARX model is based on the information
theoretic model averaging scheme, where the weights are constructed with respect
to equation (4.4). This model is compared first with the equal weighted model aver-
aging scheme represented by the AV model and then with the benchmark AR model
under each information criterion. Thus, according to the relative MSFE (RMSFE)
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statistic, the performance of the model of interest is compared with the benchmark
AR model as well as another well-accepted indicator, the AV model. If the RMSFE
is less than 1 then the performance of the model of interest ARX is better than the
comparing models AV and AR respectively. The best forecasts in each horizon are
indicated in bold. The RMSFE results are given in Table 2.2.
So far five different statistics for the evaluation of forecasts are reported. Several
tests for comparing the relative out-of-sample accuracy of misspecified models are
outlined. We distinguish between two different groups of tests: tests for comparing
two non-nested models, the Diebold & Mariano test and tests for comparing two
nested models, the Clark & McCracken test. For the comparison of two non-nested
models two different cases are considered. In the first case the ARX model is
compared with the benchmark AR model, and in the second case the AV model is
compared with the AR model. The results of the Diebold & Mariano test (DM)
of whether the forecast is significantly different from the benchmark AR model at
the 5% or 10% level of significance are reported. The usual asymptotic critical
values are not correct, because the sample is rather small (120 observations) and
the benchmark AR model may be nested with the ARX model. Thus, bootstrap
critical values are considered. The results are reported in Tables 2.3.1 to 2.3.5.
When the ARX model has better predictive ability than the benchmark AR model
at 10% or 5% significance level, the values are indicated in bold. In the second case,
if the null hypothesis of equal forecast accuracy is rejected, then the two competing
models (AV and AR) do not have the same forecast accuracy. In particular, for the
cases where the values are negative, the AV model is better than the AR model.
On the other hand, for cases where the DM values are positive the benchmark AR
model is better than the AV model. When the AV model is better than the AR
model at 10% or at 5% significance level, the values are indicated in bold.
Having compared non-nested models we now turn to the comparison of nested
models, a method that follows Clark and McCracken (2001, 2003). The sample
is quite small and again the critical values are computed through bootstrap. The
results are similar to previous DM conclusions. In particular, the values where the
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null hypothesis of equal forecast accuracy is rejected at 5% or at 10% significance
level are indicated in bold. If this is the case, the ARX model is better than the
benchmark AR model at 5% or at 10% level of significance. Tables 2.4.1 to 2.4.5
indicate the CM values according to the country. For h = 1 the (CMa) tests ENC-T,
ENC-REG and ENC-NEW through equations (2.20) (2.21) (2.22) are applied, and
for h > 1 the (CMb) ENC-T′ and MSE-T′ tests through equations (2.23) (2.24) are
applied. For simplicity reasons (for h > 1) instead of ENC-T′ and MSE-T the results
in the tables are written as ENC-T and ENC-REG. Different information criteria
are considered: the Akaike (AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ)
information criterion. Notice, that when ENC-NEW is a positive value the ARX
model is better than the benchmark AR model.
4.3.1 Austria
In Austria, according to the RMSE statistic under AIC and HQ information criteria
the ARX model has a better forecast performance than the benchmark AR model
for all the forecast horizons, but this is not the case under the SIC. In particular
the model of interest ARX has better predictive ability than the AR model for all
horizons apart from h = 4, 12. Further, the ARX model provides superior RMSE
results if it is compared with the AV model that represents the equal weighted model
averaging scheme apart from h = 4 under AIC, h = 3 under SIC and h = 2, 3, 4
under HQ. In other words, the ARX model has better predictive ability than both
the AV and benchmark AR models for eleven and nine different forecasting horizons
under AIC and SIC, HQ respectively according to Table 2.1.1. In the same table the
MAE statistic results are presented and are similar to previous outcomes. The ARX
model beats both the benchmark AR and AV model for all the forecast horizons
under the AIC information criterion and for ten different forecast horizons under the
SIC. Further, under the HQ information criterion the model of interest outperforms
both the benchmark AR and the AV model for all horizons apart from h = 3 in the
AV case. To sum up, the ARX model is superior for all the horizons under the AIC,
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for ten and eleven different horizons under the SIC and HQ information criteria
respectively. Finally, in the U Theil’s statistic the best value is the one that is closer
to zero. Thus the model of interest ARX is compared with both the benchmark
AR model and the AV model. For each horizon and for each information criterion
we find the following results. Under the AIC the ARX model is better than the
AR and the AV model for all the horizons, apart from h = 4 if it is compared with
the AV model. The results are almost the same for the SIC information criterion,
where the ARX model is better than the simple model averaging scheme (AV) for all
horizons apart from h = 3 and better than the AR model for all the horizons apart
from h = 4. Further, under the HQ information criterion the results are slightly
worse, with the ARX model being better than the AR model for all the horizons
and better than the AV in nine different forecasting horizons.
In Austria, the MSFE results indicate that the ARX model beats both the AV
model and the benchmark AR model for eleven and nine different forecast horizons
under the AIC and SIC, HQ respectively. The AV model has better predictive
ability than the model of interest ARX for h = 4 under AIC, h = 3 under SIC
and h = 2, 3, 4 under HQ. On the other hand, the benchmark AR model beats the
ARX model only for h = 4, 12 under the SIC information criterion. Further, the
RMSFE results point out that the ARX model beats the benchmark AR model for
all horizons under AIC, HQ information criteria and for all horizons apart from h =
4, 12 under SIC. The RMSFE results are also impressive when the model of interest
ARX is compared with the AV model. Only for h = 4 under AIC, h = 3, 4, 12 under
SIC and h = 3, 4 under HQ is the ARX model inferior to the AV model, as shown
in Table 2.2.
In Austria, the Diebold & Mariano test constructed between the model of inter-
est and the AR model indicates that the ARX model has better predictive ability
than the benchmark AR model at 5% or at 10% level of significance for all the
forecast horizons apart from h = 4 under AIC. Further, the ARX performance is
superior for five and nine different forecast horizons under SIC and HQ respectively,
as seen in Table 2.3.1. In addition, the AV model beats the benchmark AR model
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for eleven, four and nine different forecast horizons under the respective information
criteria AIC, SIC and HQ. Further, under AIC the ARX model has better predictive
ability than the benchmark AR model at 5% and at 10% level of significance for
almost all horizons apart from h = 4 according to the ENC-T and ENC-REG tests.
Further, the model of interest ARX beats the benchmark AR model for six and ten
different forecast horizons according to the SIC and HQ information criteria and
with respect to ENC-T and ENC-REG results. Notice that for all the information
criteria ENC-NEW is a positive number, which means that with h = 1 the null
hypothesis of equal forecast accuracy is not true and model ARX is better than the
benchmark AR model, a result that reinforces the conclusions so far. The relevant
Clark & McCracken results are given in Table 2.4.1.
4.3.2 Belgium
In Belgium, the ARX model beats both the AV and the benchmark AR model,
especially for longer horizons. In particular, according to the RMSE statistic, the
ARX model outperforms the AV model for almost all horizons apart from h = 3
under AIC and HQ, h = 3, 5 under SIC. The benchmark AR model is better than
the model of interest ARX for five different shorter forecast horizons according to
Table 2.1.2. In the MAE statistic, the benchmark AR model outperforms both the
ARX and AV models for h = 1, 5, 6, 7 under AIC, h = 2, 6, 7, 8 under SIC and
h = 1, 5, 6, 7, 8 under HQ. Further, the AV model beats the model of interest ARX
only for h = 3, 4, h = 1, 3, 4, 5, h = 4 under AIC, SIC and HQ respectively. To
sum up, the ARX model provides superior results for six and four different forecast
horizons under AIC, HQ and SIC respectively. The results constructed by the U
Theil’s statistic are similar to previous conclusions. For example, the benchmark
AR model is better than the ARX model only for h = 6, 7, h = 1, 6, 7, 10, h = 1, 6, 7
under AIC, SIC and HQ information criteria respectively. In addition, the AV model
beats the model of interest ARX for h = 1, 2, 3, 4 under AIC and h = 3, 4 under SIC,
HQ information criteria. Thus, according to U Theil’s statistic results the model
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of interest ARX has a superior predictive ability for at least six different forecast
horizons under the different information criteria, as seen in Table 2.1.2.
In Belgium, the MSFE results are similar to the RMSE results. The ARX
model has better predictive ability than both the AR model and the AV model
in six and five longer forecast horizons under the AIC, HQ and SIC respectively.
The benchmark AR model beats the model of interest in five different forecast hori-
zons and the AV model outperforms the ARX model for h = 3 under AIC, HQ
and h = 3, 5 under SIC. Further, Table 2.2 reports the RMSFE values, where the
ARX model seems to outperform the AR model in seven different forecast hori-
zons and the AV model in at least six longer forecast horizons. In particular, the
model of interest ARX that represents the information theoretic model averaging
(ITMA) scheme beats the benchmark AR model for h = 2, 3, 8, 9, 10, 11, 12 under
AIC, h = 3, 5, 8, 9, 10, 11, 12 under SIC and h = 2, 3, 8, 9, 10, 11, 12 under HQ infor-
mation criterion. Further, the performance of the AV model is poor with respect to
the ARX model for h = 1, 3, 4, 5, 6 under AIC, SIC and for 1, 3, 4, 5, 6, 7 under HQ
information criterion.
In Belgium, the Diebold & Mariano results for both the ARX model and the
AV model are poor. The model of interest beats the benchmark AR model at 5%
or at 10% level of significance only under h = 10, 12 under AIC, h = 12 under
HQ. Further, the AV model outperforms the AR model at 5% or at 10% level of
significance only for h = 3, 10, 12 under AIC and h = 12 under HQ, as shown in
Table 2.3.2. Further, the Clark & McCracken results are really bad and similar to
the Diebold & Mariano results. In particular, the ARX model has better predictive
ability than the benchmark AR model at 5% or at 10% level of significance only
for h = 6 under the AIC information criterion and with respect to the ENC-T
test. Further, under the HQ information criterion the performance of the model of
interest ARX is really bad in comparison with the AR model apart from h = 12 at
5% or at 10% level of significance for both the ENC-T and ENC-REG tests. Notice
that for all the ENC-NEW test is a negative number, which means that with h = 1
the null hypothesis is true and model ARX is not better than the benchmark AR
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model and the two models have the same forecast ability, a result that reinforces the
conclusions so far. The relevant Clark & McCracken results are given in Table 2.4.2.
4.3.3 France
In France, according to RMSE under the AIC information criterion the ARX model
outperforms the AV model for six different forecast horizons and the benchmark AR
model for all forecast horizons. The RMSE results are improved under the SIC and
HQ information criteria, since the model of interest ARX is superior to both the AV
and ARmodels for eight different forecast horizons according to Table 2.1.3. Further,
by considering the MAE statistic, the ARX model beats both the AV and ARmodels
for six different forecast horizons under the three information criteria AIC, SIC and
HQ. The model of interest ARX is superior to the AR model for all forecast horizons
under AIC, but inferior for h = 1, 3 under SIC and h = 11 under HQ. In addition
the AV model has better predictive ability for h = 1, 2, 3, 9, 11, 12, h = 2, 9, 11, 12
and h = 1, 2, 3, 9, 12 under the AIC, SIC and HQ respectively. Finally, the U Theil’s
statistic provides slightly improved results in the sense that the ARX model has
better predictive ability than both the AV and the benchmark AR models for eight
different forecast horizons. Only for h = 1, 2, 11, 12, h = 2, 9, 12 and h = 1, 2, 11, 12
under AIC, SIC and HQ respectively the AV model has a superior performance. On
the other hand, the predictive ability of the AR model is really bad except for h = 1
under SIC.
In France, the MSFE results of the ARX model compared to the benchmark
AR model are impressive, since for almost all horizons and all information criteria
apart from h = 1 under SIC and HQ, the ARX performance is superior. On the
other hand, when the model of interest ARX is compared to the AV model, it
provides bad results for six, three and two different forecast horizons under AIC,
SIC and HQ information criteria respectively. As a result, the ARX model has
better predictive ability than both the AR and AV models for six and eight different
forecast horizons under the AIC and SIC, HQ information criteria, according to
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Table 2.1.3. Further, the RMSFE statistic is considered, where the performance of
the ARX model is presented in relative terms. The model of interest ARX beats the
benchmark AR model for almost all horizons and all information criteria, apart from
the first horizon. However, the predictive ability of the ARX model with respect
to the AV model is superior only for six, nine and eight different forecast horizons
according to the respective information criteria.
In France, the Diebold & Mariano results indicate that the ARX model has
better predictive ability than the benchmark AR model at 5% or at 10% significance
level for h = 6, 7, 11 under AIC, h = 6, 7, 10, 11, 12 under SIC and h = 5, 6, 7, 9, 10
under HQ. In addition, the performance of the AV model in comparison with the
AR model is superior for four, six and seven different forecast horizons, according
to Table 2.3.3. Further, the ARX model has better predictive ability than the
benchmark AR model at 5% or at 10% level of significance for seven different forecast
horizons under AIC and nine longer horizons under SIC and HQ information criteria
according to the ENC-T test. Further, the model of interest ARX outperforms the
AR model at 5% or at 10% level of significance for only four forecast horizons under
AIC and seven longer horizons under the SIC and HQ information criteria according
to the ENC-REG test. These Clark & McCracken results are given in Table 2.4.3.
4.3.4 Germany
In Germany, the benchmark AR model is quite bad in comparison to both the model
of interest ARX that represents the ITMA scheme and the AV model of the equal
weighted model averaging scheme. This is true for all horizons and all information
criteria under RMSE, MAE and U Theil’s statistics. Further, the RMSE results
indicate that the AV model outperforms the ARX model only for h = 2 under AIC,
SIC and has very bad performance under HQ information criterion. In the MAE
statistic the model of interest ARX is better than the AV model for all the horizons
and all information criteria according to Table 2.1.4. Further, under the U Theil’s
statistic the AV model has better predictive ability than the ARX model only for
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h = 3 under the three different information criteria.
In Germany, the results of the MSFE statistic show that the ARX model is
better than the AR model for all the horizons and information criteria. The results
are nearly similar when the model of interest ARX is compared to the AV model
apart from h = 2 under the AIC and SIC information criteria. The RMSFE results
are similar to previous ones. The ARX model has better predictive ability than
the benchmark AR model for all the forecast horizons and information criteria. In
addition, the model of interest ARX beats the AV model for all forecast horizons
and information criteria, apart from h = 2 under AIC and SIC.
In Germany, the Diebold & Mariano results are very impressive. The ARX
model and the AV model beat the benchmark AR model at 5% or at 10% level
of significance for almost all the horizons and all information criteria apart from
h = 2, 12 under AIC and h = 2 under SIC and HQ information criteria. Further, the
Clark &McCracken results are really impressive since in at least ten different forecast
horizons the ARX model has better predictive ability than the benchmark AR model
at 5% or at 10% level of significance, according to Table 2.4.4. In particular, under
both the ENC-T and ENC-REG tests the model of interest ARX beats the AR
model at 5% or at 10% level of significance in almost all horizons apart from h = 2
under SIC and HQ information criteria. Further, under the AIC and both the ENC-
T and ENC-REG tests the ARX model beats the AR model at 5% or at 10% level
of significance for ten different forecast horizons. Notice that for all information
criteria ENC-NEW is a positive number, which means that with h = 1 the null
hypothesis is not true and model ARX is better than the benchmark AR model, a
result that reinforces the conclusions thus far.
4.3.5 Italy
In Italy the performance of the ARX model is very impressive for all the three
different statistics RMSE, MAE, U Theil’s inequality coefficient. For all horizons
and all information criteria the model of interest ARX has the best predictive ability
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in comparison to both the AV model and the benchmark AR model, as shown in
Table 2.1.5. The best forecast results of the information model averaging scheme
are provided in Italy. According to the MSFE and the RMSFE the model of interest
ARX, which represents the ITMA scheme, has better predictive ability than both
the benchmark AR model and the AV model of the equal weighted model averaging
scheme for all forecast horizons and all information criteria.
In Italy the potential results are constructed only for longer horizons, shown in
Table 2.3.5. In particular, the ARX model has better predictive ability than the
benchmark AR model at 5% or at 10% level of significance only for two different
forecast horizons under the three information criteria. In addition, the AV model
outperforms the benchmark AR model at 5% or at 10% significance level for h = 10
under AIC and h = 10, 12 under SIC, HQ. Notice that the level of significance is
constructed by considering bootstrapped critical values because there is the possi-
bility of abolishment of non-nestedness. Further, under the different information
criteria AIC, SIC and HQ the ARX model has better predictive ability than the
benchmark AR model at 5% or at 10% level of significance for three different longer
forecast horizons. In particular, under the three different information criteria the
ARX model outperforms the AR model at 5% or at 10% level of significance for
h = 10, 11, 12 under both ENC-T and ENC-REG tests, as seen in Table 2.4.5.
4.4 Conclusion
The analysis of increasingly large data sets may well be one of the main issues of
econometric research in coming years. Thus, there has recently been a widening
concern about forecasting techniques that are applicable to large data sets as econo-
mists in business and management want to deal with great amounts of information.
Since the typical econometric techniques are not appropriate for large data sets,
other techniques must be applied, techniques such as model averaging. Forecasts
are of great importance, since good forecasts lead to good decisions. As a result,
forecast evaluation and combination techniques are considered to be very important.
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At a fundamental level, rational data and a proper model permit the distinction
to be drawn between information and noise. In my analysis information refers to the
structure of relationships and the estimates of model parameters. On the other hand,
noise is related to the residuals. Thus, there is a need of a model that minimizes
information loss, I(f, g), which suitably distinguishes noise that is noninformative
from structural information. In the case presented here, the aim is to model the
information in the data and not to model the data. Information theoretic approaches
are easy to consider and practical to apply across a range of practical situations.
Thus, by following the paper written by Kapetanios, Labhard and Price (2005a),
we focus on a methodology that is applicable to large data sets, the forecast combi-
nation and in particular the information theoretic model averaging (ITMA) scheme.
The main concern is to generate simulated out-of-sample forecasts of CPI inflation
at multiple horizons for some of the Euro-area countries (Austria, Belgium, France,
Germany and Italy) and to investigate the performance of the new averaging scheme
compared to the benchmark AR model and the AV model that represents the equal
weighted model averaging scheme. The main concern of this application is to prove
that the new model averaging scheme is a way to improve forecast accuracy.
Some of the results, such as the RMSFE, are very impressive and indicate that
the model of interest outperforms the benchmark AR model in almost all horizons
and all information criteria. In other words, information theoretic model averaging
is a very useful scheme in macroeconomic forecasting. Further, by comparing the
forecasts based on the ITMA weights and the forecasts based on the AV weights, my
conclusions differ mainly for Belgium and France. However, the conclusions from the
Diebold & Mariano tests are in line with the Clark & McCracken tests and are less
plausible mainly for Belgium, France and Italy. For these countries the benchmark
AR model seems to have a better predictive performance than the model based on
ITMA weights.
The contribution of this chapter is the conclusion that the frequentist approach
works very well in practice and that it could be used as a powerful alternative to
other model averaging schemes. The results are similar to Kapetanios etc (2005a),
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where it is pointed out that the information theoretic method is a powerful addition
to the forecasting toolbox of macroeconomics and is considered to be the most robust
approach of those they examined.
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5 Forecasting Using Predictive Likelihood Model
Averaging
5.1 Introduction
The Bayesian and information theoretic model averaging schemes are based on an
in-sample measure of fit, but another frequentist approach based on an out-of-sample
predictive measure of fit will be suggested here. In the analysis, the use of predic-
tive measures of fit such as the predictive likelihood in the forecast combination
framework is proposed. While the literature on forecast combination is quite large,
relatively minor attention has been given to the implementation of predictive like-
lihood as the basis for forecast combination. A way to solve the problem of model
uncertainty is considered, in the sense that the correct model is unknown. This
new model averaging scheme has not yet been used for sufficient practical applica-
tions when compared to more well-known averaging techniques based on in-sample
measures of fit.
It has already been shown that from the Bayesian perspective, the problem
of the forecast value of an unobserved or future random variable can be solved by
discovering the posterior predictive density of the unobserved random variable given
the data. In other words, one must specify a prior, and diffuse priors can lead to
quite unexpected consequences. Recently, many researchers have focused on other
model averaging techniques to prediction, techniques such as predictive likelihood.
The use of predictive likelihood relaxes the necessity to determine proper priors for
the parameters of each model. The main idea of this section is the utilization of the
forecasts received during some forecast evaluation period to specify optimal weights
through a regression approach from which a forecast can be composed. The pre-
dictive likelihood uses the out-of-sample forecasting performance of the competing
models to specify the weights used in model averaging.
Through the predictive likelihood technique, one is in a position to forecast with
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model averaging by using the out-of-sample performance of the selected models. This
method efficiently represents the idea of model uncertainty, since it is supposed that
there is a ranking of models in terms of the KL distance. In an analogous concept
lay the information theoretic approach that was analyzed in the previous chapter.
Further, it is known that the weights allocated to the forecasts should have some
of the characteristics of consistent model selection techniques. In other words, the
better the forecast the more weight it gets. At the same time, it is desirable to
have weights that act against the overconfidence in a single model that can appear
from overfitting the data. It is clear from the following analysis that the predictive
likelihood leads to consistent model selection. This approach is a way to solve the
problem of model uncertainty, in the sense that the correct model is unknown.
In particular, for the computation of the weights in the combined forecasts of
the predictive likelihood scheme a hold-out sample of t0 observations is required.
Thus, the number of observations available for estimation is R and this estimation
period R is used for the recursive forecasts. Then we use the forecast errors ε̂t from
R + 1 to R + t0 to calculate the predictive likelihood, which is used to obtain the
weights from R+t0+1 to T . In other words, instead of residuals that are constructed
from the regression sample R, we use t0 to take the out-of-sample forecast errors to
construct the predictive likelihood. Thus, the out-of-sample forecast errors, which
are used for the comparison of the models, are decreased from P to P −t0, and there
is a trade-off for the selection of t0.
The history of the predictive likelihood starts in 1979 with Hinkley, who ex-
pressed the necessity for another prediction approach. The specific forecasting situ-
ation was considered by Butler (1986) through several applications. The concept of
predictive likelihood was also reviewed and studied by Bjornstad (1990), where dif-
ferent predictive likelihoods were discussed. Other researchers who have approached
the predictive likelihood method are Butler (1986), Davison (1986), Meng (1994),
Komaki (1996), Hall, Peng and Tajvidi (1999) and Vidoni (1995).
Recently, Eklund and Karlsson (2004) looked at Bayesian forecast combination
and model averaging by using an out-of-sample measure, the predictive likelihood
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and not the standard marginal likelihood, a method that improves in-sample over-
fitting. They conclude that forecast combination with weights based on the predic-
tive performance of the models do better than forecast combination with in-sample
weights. Thus, for the computation of the weights they use the predictive likeli-
hood inside the concept of forecast combination, an idea that was also developed
by Kapetanios, Labhard and Price (2005b). In their paper, Kapetanios etc (2005b)
proposed a model averaging scheme, that is based on the predictive likelihood frame-
work. They apply an out-of-sample measure of fit in standard information criteria
when constructing weights for forecast combination in an information theoretic ap-
proach. They focused on forecast combining since it provides a forecast better than
any element in the combined set, and through an empirical application they conclude
that the new averaging method is of significant potential interest.
Notice that the usual information criteria are composed by associating a mea-
sure of fit, which is usually an in-sample measure, with a penalty term for model
complexity. This measure of fit, having considered the utility of these criteria for
obtaining forecasting weights, is replaced by some measure of predictive ability, the
predictive likelihood. Leading examples of such penalized likelihood criteria are
the Akaike information Criterion (AIC)(1973), the Schwarz Information Criterion
(SIC)(1978) and the Hannan-Quinn criterion (HQ)(1979). Sin and White (1996)
focused on penalized likelihood criteria for the selection of the models. To the likeli-
hood function is added a term that penalizes model complexity, and the model that
optimizes this likelihood is then selected.
5.2 Theory
An extension to the information theoretic method is to use forecast errors from re-
gression models that are used in the construction of Li, rather than in-sample resid-
uals. Following the analysis of the information theoretic model averaging scheme,
the AIC weights supply information on the strength of evidence for each model and
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Notice that any information criterion can be used as a basis for creating weights,
such as the AIC weights that are given by equation (4.1). The general form of the
information criteria is
ICi = Li − CT,i (5.2)
where Li is the estimated log-likelihood that is usually computed in-sample from
observed data and CT,i is a penalty term for model complexity. The aim of this
section is to construct weights that can be used for forecasting. Thus, it is logical
to take into account predictive measures that are connected with forecasting, such
as predictive likelihood, where the weights are constructed after considering out-of-
sample forecast errors. In their papers Butler (1986), Davison (1986) and Bjornstad
(1990) analyze the predictive likelihood technique by considering the forecasting
framework.
Let y be the data and z is a set of random variables. It is assumed that θ is a
vector of unknown parameters and fθ(y, z) is the joint probability density function.
The fundamental problem is to forecast the set of random variables z and the un-
known quantity θ. Berger and Wolpert (1984) proposed a likelihood principal based
on the idea that all knowledge about (z, θ) is included in the predictive likelihood
function
ly(z, θ) = fθ(y, z) (5.3)
By having ly as a basis, the aim is to form a likelihood for z, the L(z|y), by
eliminating θ from ly. A likelihood with this form is known as predictive likeli-
hood, and the problem of nuisance parameters must be managed. Kalbfleisch and
Sprott (1970, 1973) tried to find ways to eliminate the nuisance parameters so as
to make inference about the structural parameters. In particular, they worked on
the elimination of all parameters in order to make the inference of the unobserved
data feasible. They concluded that under the predictive framework, all parameters
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are nuisance parameters and the unobserved data have the same performance as the
structural parameters.
There are several ways of minimizing θ from z, a fact that generates several
predictive likelihoods. The above equation has many extensions, such as the profile
predictive likelihood that was first examined by Mathiasen (1979), who proposed
several prediction functions, and is defined as Lp(z|y) = supθfθ(y, z). Actually, this
chapter proposes an idea that is differentiated from the principals of constructing
the information criteria, such as the AIC, and other likelihood ideas for Li are
considered, since the predictive likelihood measures preserve some good asymptotic
properties of the criteria, such as model selection consistency (see Sin & White
(1996)).
In their paper, Kapetanios, Labhard and Price (2005b) noted that for the con-
struction of Li it is better to use the forecast errors from the regression models and
not in-sample residuals. This is an interesting extension of the information theoretic
approach. The following model is considered
yt = α
′xt + εt (5.4)
The log-likelihood of this model is given by −P/2ln(σ̂2) where σ̂2 = 1/PΣPt=1ε̂2t , ε̂t =
yt−α̂(1,R)xt and α̂(1,R) denotes the estimate of α using data from t = 1 to t = R. The
forecast errors from R+1 to R+ t0 are used for the predictive likelihood, where R is
the regression period. Thus, the predictive likelihood measure that is recommended
substitutes ε̂t with ε˜t for t = R + t0 + 1, . . . , T − 1 , where ε˜t = yt − α̂1,R+t0+1xt.
In other words, out-of-sample forecast errors rather than residuals are used, which
means that the predictive likelihood measure varies according to the forecast horizon.
It is obvious that the out-of-sample errors are fewer than the residuals because of
the recursive nature of the scheme, since there is a need to have the original sample
for the first estimate of α, α̂1,R+t0+1, where t0 has to be chosen a priori. Different
t0 values are considered, but the best results are constructed by setting t0 = 10.
This method is found to have the same or better performance than the in-sample
Akaike-based method that is analyzed in the previous chapter.
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5.3 Results
In the empirical application, we forecast the CPI inflation of a five counties data
set—Austria, Belgium, France, Germany and Italy—by using an autoregressive
process augmented with a single predictor variable (ARX(k)). Each model i is
determined according to the forecast horizon (h) and with respect to equation (2.1),







γjxit−j+1 + ut+h (5.5)
where pit is the CPI inflation of the five different countries, ut is the disturbance
term with variance σ2 and xit is the ith predictor variable at time t. The number of
lags in the pair (k1, k2) is at most 3. Each pair is chosen optimally for each model
and each forecast horizon according to standard information criteria: the Akaike
(AIC), the Schwartz (SIC) and the Hannan-Quinn (HQ) information criterion. The
empirical application is based on information theoretic weights that are given by
equation (5.1). All the analysis is done at quarterly frequency covering the period
1975:Q1 to 2004:Q4 (120 quarters of observations). Forecasts are constructed re-
cursively beginning after the 80th quarter of observation and proceeding through
the remainder of the sample period. For each forecast at least 40 models (i.e., 40
models for Belgium, more models for each of the other countries) are estimated by
least-squares (one model for each series) and are used to create the forecasts. The
forecast evaluation period of the last P = 40− t0 = 30 observations for each sample
is examined with forecast horizons h = 1, . . . , 12. To sum up, the first period of
the 80 observations, which is assigned to in-sample estimation, is used to determine
the specifications of the models and parameters for the forecasting techniques. The
second period of the 30 observations is reserved for out-of-sample evaluation and
comparison of performances between various forecasting models.
Notice that t0 makes sense only under the PLMA scheme, where t0 is set equal
to 10. However, different t0 values are examined, t0 = 5, 10, 15, but the best results
are given under t0 = 10. Notice that for the other two schemes, ITMA and BMA, t0
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makes no sense and is equal to 0. By specifying a sample outside the sample used
in estimating the equation, we produce an out-of-sample forecast by leaving out the
last 40 observations. In predictive likelihood from that sample, the first t0 = 10
out-of-sample errors are used to take the out-of-sample AIC and the weights that
are in total P − t0. The first period R, which is assigned to in-sample estimation, is
used to determine the specifications of the models and parameters for the forecasting
techniques. The second period P − t0 is reserved for out-of-sample evaluation and
comparison of performances between various forecasting models.
In other words, R observations are used to construct a first parameter estima-
tor, a first prediction (say a 1-step-ahead prediction), and a first prediction error
(estimate the model from 1 to R = 80 and then forecast from 1 to 12). Then,
R + 1 observations are used to construct the second parameter estimator, yielding
a second ex ante prediction and prediction error (estimate the model from 1 to
R+1 = 81 and then forecast from 1 to 12). This procedure is continued until a final
estimator is constructed (R+ t0) using T −1 observations, resulting in a sequence of
P = T − (R+ t0) prediction errors. Notice that only in the PLMA scheme forecast
errors from R + 1 to R + t0 are used to construct the predictive likelihood and the
weights from R + t0 + 1 to T that are used for the comparison of the models.
The model of interest average ARX or ‘model ’ is compared with the benchmark
autoregressive AR model and the model AV that represents the equal weighted
model averaging scheme. For the comparison of the accuracy of forecasts several
performance indicators are provided such as the Root Mean Square Error (RMSE),
the Mean Absolute Error (MAE) and the U-Theil’s Inequality Coefficient (U). The
first two performance indicators are measures of the deviation of the simulated
variable from its time path. The smaller the error, the better the forecasting ability
of that model according to that criterion. The U statistic falls between 0 (perfect fit)
and 1 (bad predictive performance). Further, the mean square forecast error (MSFE)
is considered, where the optimal combination selects the weights that minimize the
MSFE of the combined forecast. Another very important performance indicator,
the relative mean square forecast error (RMSFE), is evaluated. The calculation of
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the RMSFE is very important because it is expressed in relative terms and has the
benefit of being comparable across forecasts. The ARX model is compared with
both the AV and the benchmark AR models. If the RMSFE is less than 1 then the
performance of the model of interest ARX is better than the comparing models AV
and AR respectively.
Moreover, two approaches of testing for statistical significance of two comparing
models are considered. For the comparison of two non-nested models the Diebold &
Mariano (DM) test is applied to the ARX model with the benchmark AR model
and the AV model with the benchmark AR model. On the other hand, for the
comparison of two nested models the Clark & McCracken (CM) test is applied by
considering three different tests—ENC-T, ENC-REG and ENC-NEW—of whether
the forecast is significantly different from the benchmark AR model at the 5% or
the 10% significance level. For this purpose the ARX model is compared with
the benchmark AR model. These two tests have non-standard distributions and
the asymptotic critical values are not correct, so bootstrapped critical values are
calculated. Thus, critical values at 5% and at 10% are computed based on bootstrap
approximation of the finite sample of the DM and CM test statistics according to
Killian (1999).
To sum up, this chapter investigates the predictive accuracy of various econo-
metric models based on the predictive likelihood model averaging scheme using quar-
terly data under a recursive estimation scheme. As has already been mentioned, the
predictive likelihood method uses the out-of-sample forecasting performance of the
competing models to specify the weights used in model averaging. These weights are
constructed with respect to equation (5.1), and the respective out-of-sample forecast
errors are calculated recursively under t0 = 10. A number of out-of-sample model
selection criteria are employed to evaluate the predictive performance of the model
based on the PLMA scheme. Five different criteria are considered using forecast
errors: the root mean square error (RMSE), the mean absolute error (MAE), the
U-Theil statistic, the mean square forecast error (MSFE) and the relative MSFE
(RMSFE). Furthermore, statistical tests based on two different categories are con-
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structed, according to the nestedness or non-nestedness of the comparing models.
One test is the asymptotic loss differential test of Diebold and Mariano (1995), which
examines whether two non-nested models are equally accurate based on predictive
ability. The other test is proposed by Clark and McCracken (2001, 2003) and is
based on the comparison of two nested models.
This section starts with the analysis of the performance of the predictive like-
lihood model averaging scheme (PLMA) that is presented by the ARX model in
terms of three statistics: the Root Mean Square Error (RMSE), the Mean Absolute
Error (MAE) and the U-Theil’s Inequality Coefficient (U). These performance indi-
cators are calculated differently for each of the three information criteria AIC, SIC,
HQ, and their results are given in Tables 3.1.1 to 3.1.5, one table for each country.
Further, for each country, each criterion and each forecast horizon h, the RMSE, the
MAE and the U statistic of model ARX or ‘model ’ constructed by using predictive
likelihood model averaging weights is compared with the equal weighted model av-
eraging (AV) scheme and with the autoregressive AR model. The best model is the
one that has the minimum value in each of the first two statistics and a value closer
to zero for the U Theil’s statistic, according to the horizon h, the information crite-
rion (AIC, SIC, HQ) and the country (Austria, Belgium, France, Germany, Italy).
The best forecast in each horizon is indicated in bold.
Following the analysis of the performance of the PLMA method according to
the three evaluation criteria, the results of the MSFE statistic are also given in
Tables 3.1.1 to 3.1.5. These are in line with previous results. The MSFE perfor-
mance indicator is calculated differently for each of the three criteria AIC, SIC,
HQ. For each country one different table is reported. In particular, in Table 3.1.1,
Table 3.1.2, Table 3.1.3, Table 3.1.4 and Table 3.1.5 are reported the results for
Austria, Belgium, France, Germany and Italy respectively. For each country, each
information criterion and each forecast horizon h, the MSFE of the model of inter-
est ARX is compared with the benchmark AR model and the AV model. The best
model is the one that has minimum MSFE value. Moreover, the performance of the
model of interest ARX in terms of the relative MSFE (RMSFE) is reported. It has
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already been mentioned that the ARX model is based on the predictive likelihood
model averaging scheme, where the weights are constructed with respect to equa-
tion (5.1). This model is compared first with the equal weighted model averaging
scheme represented by the AV model and then with the benchmark AR model under
each information criterion. Thus, according to the relative MSFE (RMSFE) statis-
tic, the performance of the model of interest ARX is compared with the benchmark
AR model as well as another well-accepted indicator, the AV model. If the RMSFE
is less than 1 then the performance of the model of interest ARX is better than the
comparing models AV and AR respectively. The best forecasts in each horizon are
indicated in bold. The RMSFE results are given in Table 3.2.
So far five different statistics for the evaluation of forecasts have been reported.
Several tests for comparing the relative out-of-sample accuracy of misspecified mod-
els are outlined. We distinguish between two different groups of tests statistics:
tests for comparing two non-nested models, the Diebold & Mariano test and tests
for comparing two nested models, the Clark & McCracken test. For the comparison
of two non-nested models two different cases are considered. In the first case the
ARX model is compared with the benchmark AR model, and in the second case the
AV model is compared with the AR model. The Diebold & Mariano test (DM) re-
sults of whether the forecast is significantly different from the benchmark AR model
at the 5% or 10% level of significance are reported. The usual asymptotic critical
values are not correct, because the sample is rather small (120 observations) and
the benchmark AR model may be nested with the ARX model. Thus, bootstrap
critical values are considered. The results are given in Tables 3.3.1 to 3.3.5. When
the ARX model has better predictive ability than the benchmark AR model at 10%
or 5%, the values are indicated in bold. In the second case, if the null hypothesis of
equal forecast accuracy is rejected, then the two competing models (AV and AR) do
not have the same forecast accuracy. In particular, for the cases where the values
are negative, the AV model is better than the AR model. On the other hand, for
cases where the DM values are positive the benchmark AR model is better than
the AV model. When the AV model is better than the AR model at 10% or at 5%
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significance level, the values are indicated in bold.
Having compared non-nested models we now turn to the comparison of nested
models, a method that follows Clark and McCracken (2001, 2003). The sample is
quite small and again the critical values are computed through bootstrap. The re-
sults are in line with previous DM conclusions. In particular, the values where the
null hypothesis of equal forecast accuracy is rejected at 5% or at 10% significance
level are indicated in bold. If this is the case, the ARX model is better than the
benchmark AR model at 5% or at 10% level of significance. Tables 3.4.1 to 3.4.5
indicate the CM values according to the country. For h = 1 the (CMa) tests ENC-
T, ENC-REG and ENC-NEW are applied through equations (2.20) (2.21) (2.22),
and for h > 1 the (CMb) ENC-T′ and MSE-T′ tests are applied through equa-
tions (2.23) (2.24). For simplicity reasons (for h > 1) instead of ENC-T′ and MSE-T
the results in the tables are written as ENC-T and ENC-REG. Different information
criteria are considered: the Akaike (AIC), the Schwarz (SIC) and the Hannan-Quinn
(HQ) information criterion. Notice, that when the ENC-NEW is a positive value
the ARX model is better than the benchmark AR model.
5.3.1 Austria
In Austria, according to the RMSE statistic under the AIC and HQ information
criteria the average ARX model has a better forecast performance than the bench-
mark AR model for all the forecast horizons, but this is not the case under the
SIC. In particular the model of interest ARX has better predictive ability than
the AR model for all horizons apart from h = 12. However, the ARX model pro-
vides superior RMSE results if it is compared with the AV model that represents
the equal weighted model averaging scheme only for three, five and seven different
forecast horizons under the respective information criteria AIC, SIC and HQ. In
other words, the ARX model has better predictive ability than both the AV and
benchmark AR models for h = 1, 9, 12 under AIC, h = 1, 5, 8, 9, 10 under SIC and
seven different forecast horizons under HQ, according to Table 3.1.1. In the same
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table the MAE statistic results are presented and are similar to previous outcomes.
The ARX model beats the benchmark AR model for almost all the horizons and all
information criteria apart from h = 4, 12 under SIC. Further, the model of interest
ARX has better predictive performance than both the AV and the AR models only
for h = 1, 9 under AIC, h = 1, 5, 8, 9, 10 under SIC and h = 1, 4, 8, 9, 10, 12 under
HQ. Finally, the U Theil’s results point out that the performance of the AV is really
good in comparison to both the model of interest and the AR model. In particular,
the ARX model outperforms the two other models only for h = 1, 9, 12 under AIC,
HQ and h = 1, 5, 9, 12 under SIC information criterion.
In Austria, according to the MSFE statistic under the AIC and HQ information
criteria the ARX model has a better forecast performance than the benchmark
AR model for all the forecast horizons, but this is not the case under the SIC. In
particular under the SIC information criterion the model of interest ARX has better
predictive ability than the AR model for all horizons apart from h = 12. However,
the ARX model provides superior MSFE results if it is compared with the AV model
that represents the equal weighted model averaging scheme only for two, six and
seven different forecast horizons under the respective information criteria AIC, SIC
and HQ. In other words, the ARX model has better predictive ability than both the
AV and benchmark AR models for h = 1, 9 under AIC, h = 1, 4, 5, 8, 9, 10 under SIC
and seven different forecast horizons under HQ, according to Table 3.1.1. Further,
the RMSFE results point out that the ARX model beats the benchmark AR model
for all horizons under AIC, HQ information criteria and for all horizons apart from
h = 4, 12 under SIC. The RMSFE results are less impressive when the model of
interest ARX is compared with the AV model. Only for h = 1, 7, 9 under AIC,
h = 1, 5, 8, 9, 10, 12 under SIC and h = 1, 4, 7, 8, 9, 10, 12 under HQ is the ARX
model superior to the AV model, as seen in Table 3.2.
In Austria, the DM test constructed between the model of interest ARX and
the AR model indicates that the ARX model has better predictive ability than
the benchmark AR model at 5% or at 10% level of significance for all the forecast
horizons apart from h = 3, 4, 10, 12 under AIC. Further, the ARX performance is
110
C. Verra Macroeconomic Forecasting Using Model Averaging
superior for only five and six different forecast horizons under SIC and HQ respec-
tively and according to Table 3.3.1. In addition, the AV model beats the benchmark
AR model for nine, five and six different forecast horizons under the respective infor-
mation criteria AIC, SIC and HQ. Further, under AIC the ARX model has better
predictive ability than the benchmark AR model at 5% and at 10% level of signifi-
cance for almost all horizons apart from h = 4, 5, 10, 11, 12 according to the ENC-T
and ENC-REG tests. Further, the model of interest ARX beats the benchmark AR
model for four and six different forecast horizons according to the SIC and HQ infor-
mation criteria and with respect to the ENC-T and ENC-REG results. Notice that
for all the information criteria ENC-NEW is a positive number, which means that
with h = 1 the null hypothesis of equal forecast accuracy is not true and model ARX
is better than the benchmark AR model, a result that reinforces the conclusions thus
far. The relevant Clark & McCracken results are given in Table 3.4.1.
5.3.2 Belgium
In Belgium, the three different statistics indicate that the performance of the ARX
model that represents the predictive likelihood model averaging scheme is poor,
as seen in Table 3.1.2. The RMSE results point out that the performance of the
benchmark AR model is superior for h = 6, 7 under AIC, h = 2, 4, 6, 7 under SIC and
h = 4, 6, 7 under HQ. Further, the AV model has the best predictive performance
for six and five different forecast horizons under AIC, HQ and SIC respectively. As
a result the ARX model outperforms both the AV and the benchmark AR models
for h = 4, 5, 8, 9 under AIC, h = 8, 9, 11 under SIC and h = 5, 8, 9 under HQ
information criterion. Similar are the MAE results, since the ARX model beats the
other two comparing models only for h = 1, 4, 5 under AIC, h = 9 under SIC and
h = 1, 4, 5, 9 under HQ. In the U Theil’s statistic the best results are provided by the
AV model, where its performance is the best for seven and eight different forecast
horizons according to AIC, SIC and HQ respectively. As a result the ARX model
provides the best results only for h = 4, 8 under AIC, h = 11 under SIC and h = 8
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under HQ.
In Belgium, the MSFE results are similar to the RMSE results. In particular,
the ARX model that represents the predictive likelihood model averaging scheme is
quite bad, according to Table 3.1.2. The RMSE results point out that the perfor-
mance of the benchmark AR model is superior for h = 6, 7 under AIC, h = 2, 4, 6, 7
under SIC and h = 4, 6, 7 under HQ. Further, the AV model has the best predictive
performance for six and five different forecast horizons under AIC, HQ and SIC
respectively. As a result the ARX model outperforms both the AV and the bench-
mark AR models for h = 4, 5, 8, 9 under AIC, h = 8, 9, 11 under SIC and h = 5, 8, 9
under HQ information criterion. Further, Table 3.2 reports the RMSFE values,
where the ARX model seems to outperform the AR model in ten, eight and nine
different forecast horizons under the respective information criteria AIC, SIC and
HQ. In addition, the performance of the ARX model when it is compared to the AV
model is very good only for six and four forecast horizons under AIC, HQ and SIC
respectively. In particular, the model of interest ARX that represents the predictive
likelihood model averaging (PLMA) scheme beats the AV model for h = 4, 5, 6, 7, 8, 9
under AIC, HQ and h = 6, 7, 8, 11 under the SIC information criterion.
In Belgium, the DM results for both the ARX model and the AV model are
rather bad. The model of interest ARX beats the benchmark AR model at 5% or
at 10% level of significance only for h = 10 under the AIC information criterion.
Further, the AV model outperforms the AR model at 5% or at 10% level of signif-
icance only for h = 10 under AIC, according to Table 3.3.2. Further, the Clark &
McCracken results are rather bad and similar to the Diebold & Mariano results.
In particular, the ARX model has better predictive ability than the benchmark
AR model at 5% or at 10% level of significance only for h = 10 under the AIC
information criterion and with respect to the ENC-REG test. Further, under the
SIC and HQ information criterion the performance of the model of interest ARX is
really bad in comparison with the AR model at 5% or at 10% level of significance
for all horizons and for both ENC-T and ENC-REG tests. The relevant Clark &
McCracken results are given in Table 2.4.2.
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5.3.3 France
In France, the RMSE results of the ARX model are rather bad. The model of
interest ARX has the best predictive ability only for h = 1 under AIC. The perfor-
mance of the AV model is superior for almost all the horizons and all information
criteria. Similarly, the AV model beats both the ARX model and the benchmark
AR model for eleven different forecast horizons, according to the MAE statistic and
Table 3.1.3. In particular, the predictive ability of the model of interest ARX is
good only for h = 1 under AIC, HQ and h = 2 under SIC. On the other hand, for
none of the horizons does the benchmark AR model provide good predictive results.
In addition, the U Theil’s statistic results indicate the superior performance of the
AV model with respect to the benchmark AR model and the ARX model that rep-
resents the predictive likelihood model averaging scheme. For almost all horizons
apart from h = 1 under AIC, HQ and all information criteria the predictive ability
of the AV model is the best.
In France, the RMSE results of the ARX model are rather poor. The model
of interest ARX has the best predictive ability only for h = 1 under AIC and SIC
information criteria. The performance of the AV model is superior for almost all the
horizons and all information criteria. In other words, the AV model beats both the
ARX model and the benchmark AR model for eleven different forecast horizons un-
der the information criteria, according to Table 3.1.3. Further, the RMSFE statistic
is considered, where the performance of the ARX model is presented in relative
terms. The model of interest ARX beats the benchmark AR model for almost all
horizons and all information criteria, apart from the first horizon of the SIC and HQ
information criteria. However, the predictive ability of the ARX model with respect
to the AV model is superior only for the first forecast horizon and with respect to
the information criteria.
In France, the Diebold & Mariano results indicate that the ARX model has
better predictive ability than the benchmark AR model at 5% or at 10% significance
level for longer horizons. For example, for h = 7, 8, 9, 10, 11, 12 under AIC and SIC
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and for h = 7, 8, 9, 10, 12 under HQ the ARX model provides good predictive results.
In addition, the performance of the AV model in comparison with the AR model
is superior for seven and six different forecast horizons under AIC and SIC, HQ
respectively according to Table 3.3.3. Further, the ARX model has better predictive
ability than the benchmark AR model at 5% or at 10% level of significance for seven
different forecast horizons under AIC, SIC and HQ information criteria according
to the ENC-T test. Further, the model of interest ARX outperforms the AR model
at 5% or at 10% level of significance for seven forecast horizons under AIC, HQ and
six longer horizons under the SIC information criterion according to the ENC-REG
test. These Clark & McCracken results are given in Table 3.4.3.
5.3.4 Germany
In Germany, the RMSE, MAE and U Theil’s results indicate that the performance
of the benchmark AR model is fairly bad in comparison to both the AV model and
the average ARX model. The best predictive ability is given by the AV model.
Thus, the ARX model beats both the AV and AR models for h = 1, 5, 7, 10, 12
under AIC, h = 1, 5, 7, 8, 9, 10 under SIC and h = 1, 5, 7, 10 under HQ information
criterion. Further, the MAE statistic indicate that the performance of the model of
interest ARX beats the other two comparing models for h = 1, 10, 12 under AIC,
h = 1, 5, 8, 9, 10, 11 under SIC and h = 1, 5, 10 under HQ information criterion.
Finally, the results from the U Theil’s statistic indicate that the ARX model has
better predictive ability than both the AV and the benchmark AR models for h =
1, 5, 10, 12 under AIC, h = 1, 5, 9, 10 under SIC and h = 1, 10 under HQ, as shown
in Table 3.1.4.
In Germany, the MSFE results indicate that the performance of the bench-
mark AR model is poor in comparison to both the AV model and the model of
interest ARX. The best predictive ability is given by the AV model. Thus, the
ARX model beats both the AV and AR models for h = 1, 5, 7, 10, 12 under AIC,
h = 1, 5, 7, 8, 9, 10 under SIC and h = 1, 5, 6, 7, 10 under HQ information criterion.
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Similar to previous conclusions are the RMSFE results. The ARX model has bet-
ter predictive ability than the benchmark AR model for all the forecast horizons
and information criteria. On the other hand, the model of interest ARX beats the
AV model only for h = 1, 5, 7, 10, 12 under AIC, h = 1, 5, 7, 8, 9, 10 under SIC and
h = 1, 5, 7, 10 under HQ.
In Germany, the DM results are really impressive. The ARX model and the
AV model beat the benchmark AR model at 5% or at 10% level of significance for
almost all the horizons and all information criteria apart from h = 2, 12 under AIC
and h = 2 under SIC and HQ information criteria. Further, the Clark & McCracken
results are truly impressive since in at least ten different forecast horizons the ARX
model has better predictive ability than the benchmark AR model at 5% or at 10%
level of significance, according to Table 3.4.4. In particular, under both ENC-T and
ENC-REG tests the model of interest ARX beats the AR model at 5% or at 10%
level of significance in almost all horizons apart from h = 2 under SIC and HQ
information criteria. Further, under the AIC and both the ENC-T and ENC-REG
tests the ARX model beats the AR model at 5% or at 10% level of significance for
ten different forecast horizons. Notice that for all information criteria ENC-NEW
is a positive number, which means that with h = 1 the null hypothesis is not true
and ARX model is better than the benchmark AR model, a result that reinforces
the conclusions so far.
5.3.5 Italy
In Italy, the ARX model has better predictive ability than both the AV model and
AR model mainly for shorter horizons according to the RMSE statistic. In partic-
ular, similar to Germany, the benchmark AR model provides very poor predictive
ability when it is compared to the ARX model and the AV model. The model of
interest ARX has the best predictive ability for six, nine and seven different forecast
horizons under AIC, SIC and HQ respectively. Thus, only for h = 2, 8, 9, 10, 11, 12
under AIC, h = 10, 11, 12 under SIC and h = 2, 9, 10, 11, 12 under HQ the perfor-
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mance of the AV model is superb. Further, the MAE statistic indicates that the
ARX model beats the two compared models for seven and eight shorter forecast
horizons under AIC and SIC, HQ respectively, according to Table 3.1.5. Finally, the
AV model beats both the ARX model and the AR model for h = 2, 8, 9, 10, 11, 12
under AIC, h = 9, 10, 11, 12 under SIC and h = 2, 9, 10, 11, 12 under HQ, according
to the U Theil’s statistic. As a result, the ARX model has the best predictive abil-
ity for six, eight and seven different forecast horizons, according to the respective
information criteria AIC, SIC and HQ.
In Italy, the ARX model has better predictive ability than both the AV model
and AR model mainly for shorter horizons according to the MSFE statistic. In
particular, similar to Germany, the benchmark AR model provides worse predictive
ability when it is compared to the ARX model and the AV model. The model of
interest ARX has the best predictive ability for six, nine and seven different forecast
horizons under AIC, SIC and HQ respectively. Thus, only for h = 2, 8, 9, 10, 11, 12
under AIC, h = 10, 11, 12 under SIC and h = 2, 9, 10, 11, 12 under HQ is the per-
formance of the AV model very good. Similar are the RMSFE results where the
model of interest ARX outperforms the benchmark AR model for all horizons and
all information criteria. In addition, the ARX model beats the AV model mainly in
shorter horizons. Thus, only for h = 8, 9, 10, 11, 12 under AIC, h = 10, 11, 12 under
SIC and h = 2, 9, 10, 11, 12 under HQ does the AV model have better predictive
ability than the model of interest ARX.
In Italy the results are similar to Belgium. We have the potential results only
for h = 8 under SIC, shown in Table 3.3.5. In particular, the ARX model has better
predictive ability than the benchmark AR model at 5% or at 10% level of significance
only for h = 8 under SIC. Further, the AV model outperforms the benchmark AR
model at 5% or at 10% significance level for h = 8 under SIC. Notice that the level of
significance is constructed by considering bootstrapped critical values because there
is the possibility of abolishment of non-nestedness. Further, the Clark & McCracken
results are really bad, similar to the Diebold & Mariano results, but contrary to the
outcomes of the five statistics (RMSE, MAE, U, MSFE, RMSFE). In particular,
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the ARX model has better predictive ability than the benchmark AR model at 5%
or at 10% level of significance only for h = 8 under the SIC information criterion
and with respect to both the ENC-T and ENC-REG tests. Further, under the
AIC information criterion the performance of the model of interest ARX is really
bad in comparison with the AR model at 5% or at 10% level of significance for all
horizons and for both ENC-T and ENC-REG tests. Finally, the ARX model beats
the benchmark AR model at 5% or at 10% level of significance only for h = 4 under
the HQ information criterion and with respect to the ENC-T test. The relevant
Clark & McCracken results are given in Table 3.4.5.
5.4 Conclusion
The analysis in this chapter recommends a new non-Bayesian model averaging me-
thod that develops the out-of-sample forecasting performance of the candidate mod-
els to find the weights used in model averaging. In this chapter the previous fre-
quentist forecast combination approach is extended by forming the weights for the
forecast combinations from the predictive likelihood. In other words, this chapter
recommends the use of the out-of-sample predictive measure of fit, the predictive
likelihood within the frequentist forecast combination framework. Although, this
new method has received little attention, the evidence from an empirical applica-
tion in inflation forecasting suggests that it has at least some prospective to produce
more accurate forecasts and therefore might be a valuable enhancement to other
forecasting approaches.
This practical application suggests that the new model averaging scheme is of
major importance. Some of the results, such as the relative MSFE, that is expressed
in relative terms and has the benefit of being comparable across forecasts, are really
impressive. According to these results the model of interest ARX that represents
the predictive likelihood model averaging scheme outperforms the benchmark AR
model and the AV model of the equal weighted model averaging scheme in various
horizons. The simple averaging scheme (AV) outperforms the new approach espe-
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cially in Austria and France in different forecast horizons. On the other hand, for
almost all countries, all information criteria and almost all forecast horizons the new
approach seems to have better predictive ability than the benchmark AR model. In
other words, predictive likelihood model averaging is a very useful scheme in macro-
economic forecasting. However, the conclusions from the Diebold & Mariano tests
and especially from the Clark & McCracken tests, mainly for Belgium and Italy, are
less plausible, but they are impressive for Germany, for Austria under AIC and for
longer horizons in France.
In particular, for Belgium and Italy the null hypothesis is accepted for almost
all horizons, so the two competing models have equal forecast accuracy. For Austria
and France, especially for longer horizons, the null hypothesis of equal forecast
accuracy is rejected and the ARX model has better forecast accuracy than the AR
model. The results are really impressive for Germany, where the ARX beats the AR
for almost all horizons. The results are almost the same for the three information
criteria for all countries. For the second case, if the null hypothesis of equal forecast
accuracy is rejected, then the two competing models (AV and AR) do not have
the same forecast accuracy. When the AV model is better than the AR model
at 10% or at 5% significance level, the values are indicated in bold. For Belgium
and Italy the AR model beats the AV model for almost all the horizons and all
information criteria. On the other hand, for Austria and France the AV model has
better predictive performance than the AR model, especially for longer horizons.
For Germany in almost all horizons and all criteria the AV model is better than
the AR model. Thus, in these cases the ARX model is at least as good as the AR
model.
Further, the results about the comparison of two nested models are in line
with previous conclusions. In Austria under AIC the results are very good and the
model of interest ARX beats the AR model. In France for all criteria and only for
longer horizons we have similar results. However, in Belgium and Italy the ARX
model provides really bad predictive results. Finally, in Germany the conclusions
are really impressive, especially under SIC and HQ. Notice that in the CM tests of
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the statistical significance, a bootstrap method is used to approximate the relevant
critical values. In addition, a positive ENC-NEW statistic denotes that the null
hypothesis is not true and that the ARX model is better than the benchmark AR
model. Indeed for all countries apart from France under SIC the null hypothesis of
equal predictive ability is rejected, a fact that reinforces the conclusions thus far.
As future work, the comparison of the PLMA approach within the frequentist
framework with the PLMA method under the Bayesian perspective is proposed. In
particular, the typical approach to Bayesian forecast combination could be devel-
oped, in the sense that the weights for the model averaged forecast are constructed
from the predictive likelihood rather than the usual marginal likelihood. This ap-
proach was developed analytically by Eklund and Karlsson (2005). They conclude
that this technique improves forecast performance in the sense that PLMA within
the bayesian framework outperforms the standard BMA method and that the fore-
cast weights have good large and small sample properties. Under both frequentist
and Bayesian perspectives the predictive likelihood performance suggests that it
could be considered as a powerful tool in macroeconomic forecasting.
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6 Comparison of Different Model Averaging Me-
thods
6.1 Introduction
The objective of the inflation forecasting application is not to find the correct model,
but rather to find the contribution of each model among a group of models, all
of which are approximations to some underlying unknown model. In the empir-
ical analysis that follows, we investigate how important concepts can perform in
forecasting the inflation in the core euro-area countries: Austria, Belgium, France,
Germany and Italy. The application aims to forecast the CPI inflation of the five
countries by using weights based on the Bayesian and the frequentist framework.
Different model averaging methods are considered, including Bayesian model averag-
ing (BMA), information theoretic model averaging (ITMA) and predictive likelihood
model averaging (PLMA).
The first step is to find out in which periods each model averaging scheme—the
BMA, ITMA and PLMA approaches—has a smaller RMSE, MAE and MSFE than
the simple average (AV) scheme and the benchmark AR model. The second step
is to see if the U Theil’s statistic is close to zero, in order to identify when the
ARX model has a good predictive performance. Then, it is necessary to calculate
the RMSFE with respect to both the AV and the AR model. In addition, for the
comparison of non-nested models the Diebold Mariano test (DM) is considered in
order to test for equal predictive ability between two competing forecasting models:
(i) the ARX model with the benchmark AR model; (ii) the AR benchmark model
with the AV scheme. Notice that different critical values must be considered through
bootstrap at 5% or at 10% level of significance, because non-nestedness may be
abolished. Finally, for the comparison of nested models the Clark & McCracken test
is computed for testing equal predictive ability between the model of interest ARX
and the benchmark AR model. Again bootstrapped critical values are computed.
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All of these tests are calculated differently according to standard information criteria
AIC, SIC and HQ.1
6.2 Results: Comparison
In the empirical application, the CPI inflation of a five countries data set—Austria,
Belgium, France, Germany and Italy—is forecast by using an autoregressive process
augmented with a single predictor variable (ARX(k)). Each model i is determined








γjxit−j+1 + ut+h (6.1)
where pit is the CPI inflation of the five different countries, ut is the disturbance
term with variance σ2 and xit is the ith predictor variable at time t. The number of
lags in the pair (k1, k2) is max(3, 3). Each pair is chosen optimally for each model
and each forecast horizon according to standard information criteria: the Akaike
(AIC), the Schwartz (SIC) and the Hannan-Quinn (HQ) information criterion. The
empirical application is based on Bayesian weights given by equation (3.2) and on
frequentist weights that are constructed with respect to equation (4.4) and equa-
tion (5.1) according to the information theoretic (ITMA) and predictive likelihood
(PLMA) model averaging schemes respectively. All the analysis is done at quarterly
frequency covering the period 1975:Q1 to 2004:Q4 (120 quarters of observations).
Forecasts are constructed recursively beginning after the 80th quarter of obser-
vation and proceeding through the remainder of the sample period. For each forecast
at least 40 models are estimated by least-squares and are used to create the fore-
casts. Only in predictive likelihood from the sample of P = 40 observations the first
1Notice that AIC = −2(L/T ) + 2(k/T ), SIC = −2(L/T ) + klog(T )/T and HQ = −2(L/T ) +
2klog(log(T ))/T , where k is the number of parameters, T is the sample of observations and L is
the value of the log of the likelihood function using the k estimated parameters.
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t0 = 10 observations are used to take the out-of-sample forecast errors. The forecast
evaluation period of the last 40 observations for the BMA and ITMA schemes and
the last 30 observations for the PLMA scheme for each sample is examined with
forecast horizons h = 1, . . . , 12. To sum up, the first period of the 80 observations,
which is assigned to in-sample estimation, is used to determine the specifications
of the models and parameters for the forecasting techniques. The second period of
the 40 or 30 observations is reserved for out-of-sample evaluation and comparison
of performances between various forecasting models.
Thus, this section analyzes the results of the empirical application, reported
in Tables 4.1.1a to 4.4.5. In these tables we give in detail the results of the
model of interest ARX constructed according to the three different model aver-
aging schemes, the Bayesian model averaging scheme (BMA), the information theo-
retic model averaging scheme (ITMA) and the predictive likelihood model averaging
scheme (PLMA). In particular, for each of the five different European countries, we
compare the predictive accuracy of the three different model averaging methods, the
BMA with φ = 0.5, 2, 20, the ITMA and the PLMA with t0 = 10 under different
information criteria AIC, SIC and HQ. We present the performance of the three dif-
ferent model averaging schemes that are given by the ARX model in terms of four
statistics the Root Mean Square Error (RMSE), the Mean Square Forecast Error
(MSFE), the Mean Absolute Error (MAE) and the U-Theil Inequality Coefficient
(U). These performance indicators are calculated differently for each of the three
information criteria AIC, SIC and HQ, according to the respective countries.
Further, for each country, each criterion and each forecast horizon h, the RMSE,
the MSFE, the MAE and the U statistic of model ARX or ‘model ’ constructed by
using Bayesian weights under φ = 0.5, 2, 20, information theoretic or predictive likeli-
hood model averaging weights is compared with the equal weighted model averaging
(AV) scheme and with the autoregressive AR model. The best model is the one that
has the minimum value in each of the first three statistics and a value closer to zero
for the U Theil’s statistic, according to the horizon h, the Information criterion
(AIC, SIC, HQ) and the country (Austria, Belgium, France, Germany, Italy). The
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best forecast in each horizon is indicated in bold. Another very important perfor-
mance indicator, the relative mean square forecast error (RMSFE), is also evaluated.
The calculation of the RMSFE is very important because it is expressed in relative
terms and has the benefit of being comparable across forecasts. The ARX model
is compared with both the AV and the benchmark AR models. If the RMSFE is
less than 1 then the performance of the model of interest ARX is better than the
comparing models AV and AR respectively. In bold are indicated the values when
the ARX model has a superior performance according to Tables 4.2.1 to 4.2.5.
Moreover, two approaches of testing for statistical significance of two compar-
ing models are considered. Several tests for comparing the relative out-of-sample
accuracy of misspecified models are outlined. We distinguish between two different
groups of test statistics: tests for comparing two non-nested models, the Diebold &
Mariano test and tests for comparing two nested models, the Clark & McCracken
test. For the comparison of two non-nested models the ARX model is compared
with the benchmark AR model. The results of the Diebold & Mariano test (DM)
of whether the forecast is significantly different from the benchmark AR model at
the 5% or 10% level of significance are reported. The usual asymptotic critical val-
ues are not correct, because the sample is rather small (120 observations) and the
benchmark AR model may be nested with the ARX model. Thus, bootstrap critical
values are considered. The results are reported in Tables 4.3.1 to 4.3.5. Notice that
when the ARX model and then the AV model have better predictive ability than
the benchmark AR model at 10% or 5%, the values are indicated in bold.
On the other hand, for the comparison of two nested models the Clark & Mc-
Cracken (CM) test is applied by considering three different tests—ENC-T, ENC-
REG and ENC-NEW—of whether the forecast is significantly different from the
benchmark AR model at the 5% or the 10% significance level. For this purpose
the ARX model is compared with the benchmark AR model. In particular, the
values where the null hypothesis of equal forecast accuracy is rejected at 5% or at
10% significance level are indicated in bold. If this is the case, the ARX model
is better than the benchmark AR model at 5% or at 10% level of significance.
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Tables 4.4.1 to 4.4.5 show the CM values according to the country. For h = 1
the (CMa) tests ENC-T, ENC-REG and ENC-NEW are applied through equa-
tions (2.20) (2.21) (2.22), and for h > 1 the (CMb) ENC-T′ and MSE-T′ tests are
applied through equations (2.23) (2.24). For simplicity reasons (for h > 1) instead of
ENC-T′ and MSE-T the results in the tables are written as ENC-T and ENC-REG.
Different information criteria are considered: the Akaike (AIC), the Schwarz (SIC)
and the Hannan-Quinn (HQ) information criterion. Notice, that when ENC-NEW
is a positive value the ARX model is better than the benchmark AR model. The
CM tests have non-standard distributions and the asymptotic critical values are not
correct, so bootstrapped critical values are calculated. Thus, critical values at 5%
and at 10% are computed based on bootstrap approximation of the finite sample of
CM test statistic according to Killian (1999).
6.2.1 Austria
In Austria, the ITMA scheme outperforms the other two model averaging ap-
proaches. The results of the RMSE, MSFE, MAE and U-Theil’s statistics are truly
impressive under ITMA AIC, since in almost all horizons the model of interest ARX
has better predictive ability than both the simple averaging (AV) scheme and the
benchmark AR model, as seen in Tables 4.1.1a to 4.1.1b. The results of the relative
RMSE (RRMSE) indicate that the ARX model is better than the AR model for
all model averaging schemes and all forecast horizons. Again the results are slightly
improved under the Akaike information criterion. On the other hand, Table 4.2.1
indicates that the best RMSFE results, in the sense that the model of interest ARX
outperforms the AV scheme, are given under ITMA weights mainly with AIC. Fur-
ther, the DM values of Table 4.3.1 indicate that the ARX model beats the AR
model in various horizons under the ITMA and BMA with φ = 0.5. In Table 4.4.1,
the CM results show that the ARX model beats the AR model in eleven different
forecast horizons under the ITMA and BMA schemes with φ = 0.5. In addition,
when the AV scheme outperforms the benchmark AR model at 5% or at 10% signif-
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icance level the best results are given from the ITMA and BMA (φ = 0.5) schemes
under AIC information criterion.
6.2.2 Belgium
In Belgium, the best RMSE, MSFE results are given by the BMA scheme with
φ = 0.5 and especially under SIC and HQ, in the sense that the ARX model has
better predictive ability than both the AV model and the benchmark AR model.
Further, Table 4.1.2b shows that in the BMA scheme with φ = 0.5 the ARX model
provides superior performance for seven different forecast horizons under SIC, HQ,
according to the MAE statistic and for eight different forecast horizons under SIC,
in the U Theil’s statistic case. In addition, in Table 4.2.2 the RMSFE indicates
that the best predictive performance of the ARX model with the benchmark AR
model is through the PLMA under AIC. The same test is applied between the
ARX model and the AV scheme and indicates that the model of interest ARX
constructed with weights under the BMA with φ = 0.5 scheme under SIC, HQ is
superior in eleven different forecast horizons. However, the results from the DM
test statistic are quite bad for all model averaging methods. In particular, for only
the BMA with φ = 0.5, 2 scheme does the model of interest ARX have better
predictive ability than the benchmark AR model at 5% or at 10% significance level.
Similarly, according to Table 4.4.2 CM test statistics results are quite bad for all
model averaging methods, a fact that is supported by a negative ENC-NEW test,
which means that for h = 1 the null hypothesis of equal forecast accuracy between
competing models is accepted. Only for h = 3, 10, 12 in the BMA scheme with
φ = 0.5, 2 under the AIC information criterion does the model of interest ARX
provide good predictive results with respect to the benchmark AR model at 5% or
at 10% significance level.
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6.2.3 France
In France, the best predictive ability is seen when the information theoretic model
averaging scheme is considered. Table 4.1.3a presents the RMSE and the MSFE
where the best results are given for the ITMA scheme under SIC, HQ and SIC
respectively. If this is the case, the ARX model that represents the ITMA scheme
has better predictive ability than both the AV model and the benchmark AR model
in eight different forecast horizons. Further, in Table 4.1.3b the MAE and U-Theil
statistic results are reported. The best results are provided by the ITMA scheme,
where the ARX model beats both the AV model and the benchmark AR model for
six and eight different forecast horizons according to MAE and U Theil’s statistic
respectively under AIC, SIC and HQ information criteria. According to Table 4.2.3,
in the RMSFE context the model of interest ARX under the ITMA and the PLMA
schemes beats the AR model for almost all horizons and information criteria. On
the other hand, when it is compared with the simple averaging scheme, the best
results are for the ITMA scheme under SIC. If this is the case, the ARX model that
represents the ITMA scheme has a superior performance for nine different forecast
horizons. The conclusions from the DM test are less plausible, in the sense that
forecasts from the PLMA scheme under AIC and SIC are significantly better than
the AR model at 5% or at 10% significance level mainly for six longer forecast
horizons. Further, the CM results are slightly better than the DM conclusions. The
ARX model beats the benchmark AR model at 5% or at 10% level of significance
mainly under ITMA approach with SIC, HQ for nine longer horizons and with
respect to the ENC-T test. Within the CM test framework when the ENC-REG
is applied, the best predictive results for the ARX model are given by the PLMA
scheme under AIC, HQ and the ITMA scheme under SIC, HQ for seven different
forecast horizons, as shown in Table 4.4.3.
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6.2.4 Germany
In Germany, the results of the model of interest ARX under different model averag-
ing schemes are rather impressive not only for RMSE, MSFE, MAE, U-Theil’s and
RMSFE statistics, but also for DM and CM tests of whether the model of interest
ARX is statistically different from the benchmark AR model at 5% or 10% level of
significance. The RMSE and MSFE conclusions are reported in Table 4.1.4a. The
most impressive results are provided by the ITMA scheme under the HQ information
criterion, where the model of interest ARX beats both the AV and the AR models
in all forecast horizons. The MAE and the U Theil’s statistic results are similar.
The ARX model of the ITMA scheme has better predictive ability than both the
AV model and the benchmark AR model for all the information criteria under MAE
and for eleven different forecast horizons under the U Theil’s statistic, according to
Table 4.1.4b. In addition, the RMSFE results are impressive. The model of interest
ARX has better predictive ability than the benchmark AR model for almost all
horizons and all information criteria and under all the model averaging approaches.
On the other hand, the best predictive results of the RMSFE between the model
of interest ARX and the AV model are given under the ITMA scheme, where the
ARX model has very good performance for at least eleven forecast horizons under
the different information criteria according to Table 4.2.4. Turning to the DM and
the CM tests, the results for all model averaging schemes, all horizons and all in-
formation criteria are really impressive, although this holds only for Germany. In
other words, forecasts constructed with BMA (φ = 0.5, 2, 20), ITMA and PLMA
are statistically different and better than the benchmark AR model at 5% or at 10%
significance level.
6.2.5 Italy
In Italy, the ITMA scheme and the BMA scheme with φ = 20 provide the best
predictive results. In particular, the RMSE, the MSFE, the MAE and the U Theil’s
statistic indicate that the ARX model of the ITMA scheme beats the two compared
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models for all forecast horizons and information criteria. The results of the model
of interest ARX under the BMA scheme with φ = 20 are similar. I also focus on
an evaluation in terms of RMSFE, compared to both the benchmark AR model and
the equal weighted model averaging scheme represented by the AV model. For all
horizons, all information criteria and all model averaging schemes the ARX model
outperforms the benchmark AR model. Again the model of interest ARX beats the
well-accepted AV scheme for all forecast horizons under BMA (φ = 20) with SIC
and the ITMA scheme for all information criteria. However, the outcomes from the
DM and CM tests are less plausible. In the DM test, the ARX model has better
predictive ability than the benchmark AR model for the BMA and ITMA schemes
mainly under two different longer forecast horizons, according to Table 4.3.5. In the
same context lie the CM tests under the null hypothesis of equal forecast accuracy
between the ARX and the benchmark AR model. In particular the best CM results
of the ENC-T test are given for the BMA scheme with φ = 2 under AIC, where
the ARX model beats the benchmark AR model in six different forecast horizons
at 5% or at 10% significance level. Further, according to ENC-REG test given in
Table 4.4.5 the ARX model beats the AR model in four different forecast horizons
under the BMA scheme with φ = 2, 20 under AIC and SIC, HQ respectively.
6.3 Conclusion
To sum up, the information theoretic model averaging (ITMA) scheme provides the
best results for all countries and all information criteria. In quite a few cases the
SIC and HQ provide good predictive ability to the average ARX model, but the
AIC information criterion is absolutely the greatest in most of the statistics and
countries. In total the ARX model does particularly well at long horizons, although
in some model averaging schemes it is also strong at short horizons. The BMA
scheme works best for φ = 0.5 among the other φ values in comparison with the
benchmark AR model. For high φ values (φ = 20), apart from Italy, we do not
have the potential results, a fact that is contrary to Kapetanios et al. (2005a),
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where the BMA scheme works best for high φ values giving the data high weight. In
addition, the PLMA does extremely well mainly for long horizons but not for short
forecast horizons. However, the ITMA scheme does very well overall. Finally, we
should point out that although the ITMA approach works well, the other two model
averaging techniques can be considered useful alternatives to other approaches and
they can be used by policymakers to forecast using large macroeconomic data sets.
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7 Conclusion
The increasing availability of data has stimulated the interest in forecasting proce-
dures that can extract information from a large number of variables in an efficient
manner. Forecasting macroeconomic variables is of importance for market partic-
ipants and policymakers alike. Inflation is probably one of the most important
macroeconomic variables, as it drives monetary policy. Methods for forecasting
this variable have been the subject of much intensive research in econometrics and
several studies are now available also for the Euro area. However, standard statis-
tical practice ignores model uncertainty. One way to address the problem of model
uncertainty is through model averaging, which can be used for inference, predic-
tion and policy analysis. Model averaging allows the estimation of the distribution
of unknown parameters and related quantities of interest across different models.
Two main approaches have been discussed within the model averaging framework:
Bayesian model averaging and frequentist model averaging.
In this analysis, the issue of forecasting a large data set by using different
model averaging approaches is addressed. In particular, Bayesian and frequentist
model averaging methods are proposed, such as Bayesian model averaging (BMA),
information theoretic model averaging (ITMA) and predictive likelihood model av-
eraging (PLMA), and the predictive performance of each scheme is compared with
the most promising existing alternatives, namely the benchmark AR model and the
equal weighted model averaging (AV) scheme. Methodologically, the work is mo-
tivated by Kapetanios, Labhard and Price (2005a, 2005b), where they developed
both Bayesian and frequentist approaches, and through simulated forecasting ex-
ercises they showed that their methods offer potentially large improvements in the
forecasts of macroeconomic time series such as inflation.
In the empirical application the CPI inflation is forecasted by using an autore-
gressive process augmented with a single predictor variable ARX(k) model with
weights based on the different model averaging methods. The forecast performance
of the average ARX model with respect to the three different model averaging
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schemes has been considered and has been compared with both the simple autore-
gressive AR model and the equal weighted model averaging scheme represented by
the AV model. We have investigated the forecast performance of inflation and we
consider horizons up to 3 yeas (h = 1, .., 12) of a data set covering five European
countries: Austria, Belgium, France, Germany and Italy. In the analysis the results
of an empirical out-of-sample forecast application with a data span of 120 quarterly
observations covering the period from 1975:Q1 to 2004:Q4 are reported. Forecasts
have been constructed recursively beginning after the 80th quarter of observation
and proceeding through the remainder of the sample period. For each forecast at
least 40 models have been estimated by least-squares and have been used to create
the forecasts. The lag order selection has been achieved by using information cri-
teria such as Akaike’s (AIC) (Akaike (1973)), Schwarz’s (SIC) (Schwarz (1978)) or
Hannan and Quinn’s (HQ) (Hannan & Quinn (1979)).
The model of interest ARX that represents the three different model averag-
ing schemes has been compared with the benchmark autoregressive AR model and
the model AV that represents the equal weighted model averaging scheme. For the
comparison of the accuracy of forecasts several performance indicators have been
provided such as the Root Mean Square Error (RMSE), the Mean Absolute Error
(MAE) and the U-Theil’s Inequality Coefficient (U). The first two performance in-
dicators are measures of the deviation of the simulated variable from its time path.
The smaller the error, the better the forecasting ability of that model according to
that criterion. The U statistic falls between 0 (perfect fit) and 1 (bad predictive
performance). Beyond this, the mean square forecast error (MSFE) has been con-
sidered, where the optimal combination selects the weights that minimize the MSFE
of the combined forecast. Another very important performance indicator, the rela-
tive mean square forecast error (RMSFE), has been evaluated. The calculation of
the RMSFE is very important because it is expressed in relative terms and has the
benefit of being comparable across forecasts.
Next, within the Granger causality framework, whether the data-rich models
represented by the three different model averaging schemes have made a statistically
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significant improvement relative to the benchmark forecasts has been tested. In
other words, different methods for the comparison of forecasts have been described,
methods such as the Diebold & Mariano (DM) test and the Clark & McCracken
(CM) test. The DM test is well applied for the comparison of two non-nested models
such as the ARX model with the benchmark AR model and the AV model with the
benchmark AR model. On the other hand, in order to determine whether or not
one variable has predictive power over another it is often desirable to compare out-
of-sample forecasts between two nested competing models. For the comparison of
two nested models the Clark & McCracken (CM) test has been applied to indicate
whether the forecast is significantly different from the benchmark AR model at
the 5% or the 10% significance level. For this purpose the ARX model has been
compared with the benchmark AR model. Critical values at 5% and at 10% have
been calculated based on bootstrap approximation of the finite sample of the DM
and CM test statistics according to Killian (1999).
Having applied the different statistics and tests, it can be concluded that the
information theoretic model averaging (ITMA) scheme provides the best results for
all countries and all information criteria. Only in a few cases do the SIC and HQ
provide good predictive ability to the ARX model, but the AIC information criterion
is absolutely the best in most of the statistics and countries. In total the ARX model
does particularly well at long horizons, although in some model averaging schemes
it is also strong at short horizons. The BMA scheme works best for φ = 0.5 among
the other φ values in comparison with the benchmark AR model. For high φ values
(φ = 20), apart from Italy, the potential results are not potential, a fact that is
contrary to Kapetanios et al. (2005a). In addition, the PLMA does extremely well
mainly for long horizons but not for short forecast horizons.
To sum up, the ITMA scheme does very well overall. Finally, we point out that
although the ITMA approach works well, the other two model averaging techniques
can be considered as useful alternatives to other approaches and that they can be
used by policymakers to forecast using large macroeconomic data sets. Although
frequentist methods have obtained less notice than the Bayesian approaches, the
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facts generated by the empirical application to forecasting inflation indicate out
that it has at least some potential to create more accurate predictions, and it could
consequently be a valuable adjunct to other forecasting approaches.
The empirical application can be further expanded by applying a frequen-
tist model averaging approach proposed by Hansen: the Mallows Model Averag-
ing (MMA) method. Hansen (2007a) recommends a forecast combination method
with weights that minimize the generalized Mallows criterion, that was introduced
by Mallows (1973) and is similar to the Akaike information criterion. The MMA
method is appropriate for linear models estimated by least-squares and its weights
are asymptotically optimal with respect to mean-square loss. They found that the
MMA forecasts have low MSFE than other forecasting methods. Further, as future
work the predictive likelihood approach within the Bayesian framework is proposed.
In particular, the typical approach to Bayesian forecast combination could be devel-
oped, in the sense that the weights for the model averaged forecast are constructed
from the predictive likelihood rather than the usual marginal likelihood. This ap-
proach was developed by Eklund and Karlsson (2005). They conclude that this
technique is considered as a powerful tool in macroeconomic forecasting, because
improves the forecast performance in the sense that PLMA within the bayesian
framework outperforms the standard BMA method.
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8 Results: Tables
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Table 1.1.1: BMA scheme: Forecast evaluation of Austria CPI inflation with φ = 0.5
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.0043 0.0045 0.0047 1.84E-05 2.02E-05 2.25E-05 0.0032 0.0033 0.0035 0.3497 0.3604 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.18E-05 1.23E-05 0.0026 0.0026 0.0026 0.2938 0.2933 0.2978
3 0.0036 0.0036 0.0037 1.30E-05 1.31E-05 1.37E-05 0.0029 0.0029 0.0029 0.2944 0.2948 0.2997
4 0.0036 0.0036 0.0036 1.31E-05 1.30E-05 1.33E-05 0.0029 0.0029 0.0029 0.2968 0.2966 0.2970
5 0.0049 0.0048 0.0052 2.44E-05 2.33E-05 2.66E-05 0.0036 0.0035 0.0038 0.3753 0.3692 0.3851
6 0.0044 0.0043 0.0045 1.90E-05 1.88E-05 1.98E-05 0.0033 0.0033 0.0034 0.3459 0.3449 0.3509
7 0.0046 0.0046 0.0048 2.13E-05 2.13E-05 2.30E-05 0.0035 0.0035 0.0036 0.3492 0.3492 0.3579
8 0.0045 0.0045 0.0046 2.00E-05 1.99E-05 2.13E-05 0.0034 0.0034 0.0035 0.3455 0.3450 0.3524
9 0.0052 0.0051 0.0055 2.69E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3798 0.3767 0.3936
10 0.0049 0.0049 0.0050 2.39E-05 2.39E-05 2.55E-05 0.0036 0.0036 0.0037 0.3726 0.3721 0.3798
11 0.0052 0.0052 0.0054 2.70E-05 2.70E-05 2.94E-05 0.0038 0.0038 0.0040 0.3824 0.3823 0.3902
12 0.0050 0.0050 0.0052 2.54E-05 2.55E-05 2.70E-05 0.0039 0.0039 0.0040 0.3832 0.3832 0.3896
SIC
1 0.0043 0.0046 0.0047 1.87E-05 2.08E-05 2.25E-05 0.0032 0.0033 0.0035 0.3522 0.3635 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2943 0.2943 0.2978
3 0.0036 0.0036 0.0036 1.27E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2956 0.2955 0.2991
4 0.0035 0.0035 0.0035 1.21E-05 1.21E-05 1.20E-05 0.0027 0.0027 0.0027 0.2972 0.2968 0.2964
5 0.0050 0.0050 0.0052 2.46E-05 2.47E-05 2.66E-05 0.0037 0.0037 0.0038 0.3773 0.3776 0.3851
6 0.0044 0.0044 0.0045 1.93E-05 1.93E-05 1.98E-05 0.0033 0.0033 0.0034 0.3487 0.3487 0.3509
7 0.0045 0.0045 0.0045 1.99E-05 1.98E-05 2.01E-05 0.0034 0.0034 0.0034 0.3457 0.3443 0.3501
8 0.0045 0.0045 0.0046 2.02E-05 2.02E-05 2.13E-05 0.0034 0.0034 0.0035 0.3463 0.3463 0.3524
9 0.0051 0.0052 0.0055 2.65E-05 2.67E-05 3.02E-05 0.0037 0.0037 0.0040 0.3781 0.3794 0.3936
10 0.0049 0.0049 0.0050 2.43E-05 2.43E-05 2.55E-05 0.0036 0.0036 0.0037 0.3750 0.3749 0.3798
11 0.0050 0.0050 0.0051 2.53E-05 2.52E-05 2.58E-05 0.0037 0.0037 0.0037 0.3778 0.3772 0.3787
12 0.0046 0.0046 0.0046 2.11E-05 2.13E-05 2.09E-05 0.0037 0.0037 0.0037 0.3657 0.3664 0.3691
HQ
1 0.0043 0.0045 0.0047 1.86E-05 2.06E-05 2.25E-05 0.0032 0.0033 0.0035 0.3517 0.3628 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2940 0.2940 0.2978
3 0.0036 0.0035 0.0036 1.27E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2952 0.2948 0.2991
4 0.0035 0.0036 0.0036 1.26E-05 1.27E-05 1.33E-05 0.0028 0.0028 0.0029 0.2954 0.2959 0.2970
5 0.0050 0.0049 0.0052 2.48E-05 2.38E-05 2.66E-05 0.0037 0.0036 0.0038 0.3777 0.3727 0.3851
6 0.0044 0.0044 0.0045 1.91E-05 1.90E-05 1.98E-05 0.0033 0.0033 0.0034 0.3468 0.3460 0.3509
7 0.0046 0.0046 0.0048 2.14E-05 2.14E-05 2.30E-05 0.0035 0.0035 0.0036 0.3498 0.3497 0.3579
8 0.0045 0.0045 0.0046 2.01E-05 2.01E-05 2.13E-05 0.0034 0.0034 0.0035 0.3460 0.3460 0.3524
9 0.0052 0.0051 0.0055 2.69E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3802 0.3769 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.42E-05 2.55E-05 0.0036 0.0036 0.0037 0.3743 0.3741 0.3798
11 0.0050 0.0050 0.0051 2.53E-05 2.51E-05 2.58E-05 0.0037 0.0037 0.0037 0.3776 0.3766 0.3787
12 0.0050 0.0050 0.0052 2.54E-05 2.54E-05 2.68E-05 0.0039 0.0039 0.0039 0.3794 0.3797 0.3842
Notes: The table reports the ratio of the root mean squared error (RMSE), the mean square forecast error (MSFE), the mean absolute
error (MAE) and the U Theil’s inequality coefficient (U) of model ARX with the autoregressive model (AR) or the equal weighted
model (AV) for CPI inflation at each forecast horizon h under quarterly data. Different information criteria are considered the Akaike
(AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. The best performing result relative to the benchmarks is
highlighted in bold.
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Table 1.1.2: BMA scheme: Forecast evaluation of Austria CPI inflation with φ = 2
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.0035 0.0045 0.0047 1.23E-05 2.02E-05 2.25E-05 0.0028 0.0033 0.0035 0.2933 0.3604 0.3715
2 0.0035 0.0034 0.0035 1.19E-05 1.18E-05 1.23E-05 0.0026 0.0026 0.0026 0.2940 0.2933 0.2978
3 0.0036 0.0036 0.0037 1.30E-05 1.31E-05 1.37E-05 0.0028 0.0029 0.0029 0.2940 0.2948 0.2997
4 0.0036 0.0036 0.0036 1.31E-05 1.30E-05 1.33E-05 0.0029 0.0029 0.0029 0.2972 0.2966 0.2970
5 0.0050 0.0048 0.0052 2.47E-05 2.33E-05 2.66E-05 0.0037 0.0035 0.0038 0.3772 0.3692 0.3851
6 0.0044 0.0043 0.0045 1.91E-05 1.88E-05 1.98E-05 0.0033 0.0033 0.0034 0.3472 0.3449 0.3509
7 0.0046 0.0046 0.0048 2.13E-05 2.13E-05 2.30E-05 0.0035 0.0035 0.0036 0.3492 0.3492 0.3579
8 0.0045 0.0045 0.0046 2.01E-05 1.99E-05 2.13E-05 0.0034 0.0034 0.0035 0.3455 0.3450 0.3524
9 0.0052 0.0051 0.0055 2.70E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3807 0.3767 0.3936
10 0.0049 0.0049 0.0050 2.39E-05 2.39E-05 2.55E-05 0.0036 0.0036 0.0037 0.3732 0.3721 0.3798
11 0.0052 0.0052 0.0054 2.70E-05 2.70E-05 2.94E-05 0.0038 0.0038 0.0040 0.3828 0.3823 0.3902
12 0.0050 0.0050 0.0052 2.52E-05 2.55E-05 2.70E-05 0.0039 0.0039 0.0040 0.3832 0.3832 0.3896
SIC
1 0.0035 0.0046 0.0047 1.23E-05 2.08E-05 2.25E-05 0.0028 0.0033 0.0035 0.2932 0.3635 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2941 0.2943 0.2978
3 0.0036 0.0036 0.0036 1.27E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2956 0.2955 0.2991
4 0.0035 0.0035 0.0035 1.22E-05 1.21E-05 1.20E-05 0.0027 0.0027 0.0027 0.2976 0.2968 0.2964
5 0.0049 0.0050 0.0052 2.39E-05 2.47E-05 2.66E-05 0.0036 0.0037 0.0038 0.3746 0.3776 0.3851
6 0.0044 0.0044 0.0045 1.93E-05 1.93E-05 1.98E-05 0.0033 0.0033 0.0034 0.3488 0.3487 0.3509
7 0.0045 0.0045 0.0045 2.00E-05 1.98E-05 2.01E-05 0.0034 0.0034 0.0034 0.3467 0.3443 0.3501
8 0.0045 0.0045 0.0046 2.02E-05 2.02E-05 2.13E-05 0.0034 0.0034 0.0035 0.3461 0.3463 0.3524
9 0.0051 0.0052 0.0055 2.56E-05 2.67E-05 3.02E-05 0.0036 0.0037 0.0040 0.3738 0.3794 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.43E-05 2.55E-05 0.0036 0.0036 0.0037 0.3750 0.3749 0.3798
11 0.0050 0.0050 0.0051 2.54E-05 2.52E-05 2.58E-05 0.0037 0.0037 0.0037 0.3782 0.3772 0.3787
12 0.0046 0.0046 0.0046 2.10E-05 2.13E-05 2.09E-05 0.0037 0.0037 0.0037 0.3652 0.3664 0.3691
HQ
1 0.0035 0.0045 0.0047 1.23E-05 2.06E-05 2.25E-05 0.0028 0.0033 0.0035 0.2932 0.3628 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2938 0.2940 0.2978
3 0.0036 0.0035 0.0036 1.27E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2953 0.2948 0.2991
4 0.0035 0.0036 0.0036 1.25E-05 1.27E-05 1.33E-05 0.0028 0.0028 0.0029 0.2953 0.2959 0.2970
5 0.0050 0.0049 0.0052 2.50E-05 2.38E-05 2.66E-05 0.0037 0.0036 0.0038 0.3786 0.3727 0.3851
6 0.0044 0.0044 0.0045 1.92E-05 1.90E-05 1.98E-05 0.0033 0.0033 0.0034 0.3478 0.3460 0.3509
7 0.0046 0.0046 0.0048 2.14E-05 2.14E-05 2.30E-05 0.0035 0.0035 0.0036 0.3499 0.3497 0.3579
8 0.0045 0.0045 0.0046 2.01E-05 2.01E-05 2.13E-05 0.0034 0.0034 0.0035 0.3459 0.3460 0.3524
9 0.0052 0.0051 0.0055 2.71E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3812 0.3769 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.42E-05 2.55E-05 0.0036 0.0036 0.0037 0.3746 0.3741 0.3798
11 0.0050 0.0050 0.0051 2.55E-05 2.51E-05 2.58E-05 0.0037 0.0037 0.0037 0.3784 0.3766 0.3787
12 0.0050 0.0050 0.0052 2.53E-05 2.54E-05 2.68E-05 0.0039 0.0039 0.0039 0.3787 0.3797 0.3842
Notes: See the notes for Table 1.1.1.
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Table 1.1.3: BMA scheme: Forecast evaluation of Austria CPI inflation with φ = 20
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.0035 0.0045 0.0047 1.24E-05 2.02E-05 2.25E-05 0.0028 0.0033 0.0035 0.2938 0.3604 0.3715
2 0.0035 0.0034 0.0035 1.20E-05 1.18E-05 1.23E-05 0.0026 0.0026 0.0026 0.2934 0.2933 0.2978
3 0.0036 0.0036 0.0037 1.31E-05 1.31E-05 1.37E-05 0.0028 0.0029 0.0029 0.2925 0.2948 0.2997
4 0.0037 0.0036 0.0036 1.33E-05 1.30E-05 1.33E-05 0.0029 0.0029 0.0029 0.2985 0.2966 0.2970
5 0.0050 0.0048 0.0052 2.52E-05 2.33E-05 2.66E-05 0.0037 0.0035 0.0038 0.3802 0.3692 0.3851
6 0.0044 0.0043 0.0045 1.94E-05 1.88E-05 1.98E-05 0.0034 0.0033 0.0034 0.3489 0.3449 0.3509
7 0.0046 0.0046 0.0048 2.12E-05 2.13E-05 2.30E-05 0.0035 0.0035 0.0036 0.3492 0.3492 0.3579
8 0.0045 0.0045 0.0046 2.04E-05 1.99E-05 2.13E-05 0.0034 0.0034 0.0035 0.3458 0.3450 0.3524
9 0.0053 0.0051 0.0055 2.76E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3830 0.3767 0.3936
10 0.0049 0.0049 0.0050 2.40E-05 2.39E-05 2.55E-05 0.0036 0.0036 0.0037 0.3742 0.3721 0.3798
11 0.0052 0.0052 0.0054 2.68E-05 2.70E-05 2.94E-05 0.0038 0.0038 0.0040 0.3830 0.3823 0.3902
12 0.0050 0.0050 0.0052 2.48E-05 2.55E-05 2.70E-05 0.0039 0.0039 0.0040 0.3835 0.3832 0.3896
SIC
1 0.0035 0.0046 0.0047 1.24E-05 2.08E-05 2.25E-05 0.0028 0.0033 0.0035 0.2938 0.3635 0.3715
2 0.0035 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0025 0.0026 0.0026 0.2936 0.2943 0.2978
3 0.0036 0.0036 0.0036 1.28E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2956 0.2955 0.2991
4 0.0035 0.0035 0.0035 1.24E-05 1.21E-05 1.20E-05 0.0027 0.0027 0.0027 0.2986 0.2968 0.2964
5 0.0047 0.0050 0.0052 2.19E-05 2.47E-05 2.66E-05 0.0034 0.0037 0.0038 0.3661 0.3776 0.3851
6 0.0044 0.0044 0.0045 1.93E-05 1.93E-05 1.98E-05 0.0033 0.0033 0.0034 0.3491 0.3487 0.3509
7 0.0045 0.0045 0.0045 2.03E-05 1.98E-05 2.01E-05 0.0034 0.0034 0.0034 0.3489 0.3443 0.3501
8 0.0045 0.0045 0.0046 2.03E-05 2.02E-05 2.13E-05 0.0034 0.0034 0.0035 0.3461 0.3463 0.3524
9 0.0047 0.0052 0.0055 2.23E-05 2.67E-05 3.02E-05 0.0032 0.0037 0.0040 0.3566 0.3794 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.43E-05 2.55E-05 0.0036 0.0036 0.0037 0.3751 0.3749 0.3798
11 0.0051 0.0050 0.0051 2.55E-05 2.52E-05 2.58E-05 0.0037 0.0037 0.0037 0.3792 0.3772 0.3787
12 0.0046 0.0046 0.0046 2.09E-05 2.13E-05 2.09E-05 0.0037 0.0037 0.0037 0.3645 0.3664 0.3691
HQ
1 0.0035 0.0045 0.0047 1.24E-05 2.06E-05 2.25E-05 0.0028 0.0033 0.0035 0.2938 0.3628 0.3715
2 0.0035 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0025 0.0026 0.0026 0.2935 0.2940 0.2978
3 0.0036 0.0035 0.0036 1.28E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2955 0.2948 0.2991
4 0.0035 0.0036 0.0036 1.24E-05 1.27E-05 1.33E-05 0.0027 0.0028 0.0029 0.2957 0.2959 0.2970
5 0.0050 0.0049 0.0052 2.53E-05 2.38E-05 2.66E-05 0.0037 0.0036 0.0038 0.3804 0.3727 0.3851
6 0.0044 0.0044 0.0045 1.94E-05 1.90E-05 1.98E-05 0.0034 0.0033 0.0034 0.3491 0.3460 0.3509
7 0.0046 0.0046 0.0048 2.14E-05 2.14E-05 2.30E-05 0.0035 0.0035 0.0036 0.3500 0.3497 0.3579
8 0.0045 0.0045 0.0046 2.03E-05 2.01E-05 2.13E-05 0.0034 0.0034 0.0035 0.3459 0.3460 0.3524
9 0.0053 0.0051 0.0055 2.77E-05 2.62E-05 3.02E-05 0.0037 0.0036 0.0040 0.3837 0.3769 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.42E-05 2.55E-05 0.0036 0.0036 0.0037 0.3750 0.3741 0.3798
11 0.0051 0.0050 0.0051 2.57E-05 2.51E-05 2.58E-05 0.0037 0.0037 0.0037 0.3800 0.3766 0.3787
12 0.0050 0.0050 0.0052 2.49E-05 2.54E-05 2.68E-05 0.0038 0.0039 0.0039 0.3753 0.3797 0.3842
Notes: See the notes for Table 1.1.1.
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Table 1.1.4: BMA scheme: Forecast evaluation of Belgium CPI inflation with φ = 0.5
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.7932 1.7897 1.7816 3.2156 3.2032 3.1740 1.4283 1.4253 1.4194 0.3996 0.3992 0.3997
2 1.5447 1.5444 1.5517 2.3860 2.3853 2.4078 1.2440 1.2428 1.2512 0.3503 0.3507 0.3550
3 1.5039 1.5310 1.5640 2.2617 2.3440 2.4460 1.2292 1.2496 1.2800 0.3326 0.3387 0.3487
4 1.6574 1.6557 1.6476 2.7470 2.7412 2.7146 1.3471 1.3459 1.3480 0.3542 0.3538 0.3543
5 1.7790 1.7944 1.7907 3.1648 3.2200 3.2068 1.4053 1.4191 1.4174 0.3759 0.3778 0.3793
6 1.7916 1.7840 1.7397 3.2099 3.1827 3.0266 1.4309 1.4211 1.3706 0.3784 0.3774 0.3710
7 1.8792 1.8791 1.8469 3.5315 3.5310 3.4110 1.4936 1.4912 1.4532 0.3903 0.3901 0.3858
8 1.8711 1.8816 1.8953 3.5011 3.5405 3.5920 1.5100 1.5199 1.5197 0.3784 0.3797 0.3828
9 1.9442 1.9445 1.9529 3.7798 3.7811 3.8140 1.6003 1.5998 1.6026 0.3859 0.3854 0.3880
10 1.9582 1.9680 2.0257 3.8347 3.8729 4.1034 1.5865 1.5955 1.6505 0.3858 0.3875 0.3948
11 1.8336 1.8337 1.8550 3.3622 3.3626 3.4411 1.4183 1.4183 1.4331 0.3564 0.3563 0.3569
12 1.7628 1.7795 1.8462 3.1074 3.1665 3.4083 1.3576 1.3734 1.4431 0.3441 0.3458 0.3529
SIC
1 1.7966 1.7936 1.7816 3.2278 3.2170 3.1740 1.4311 1.4292 1.4194 0.3998 0.4006 0.3997
2 1.5512 1.5521 1.5517 2.4063 2.4090 2.4078 1.2514 1.2521 1.2512 0.3522 0.3529 0.3550
3 1.5580 1.5603 1.5640 2.4275 2.4346 2.4460 1.2665 1.2703 1.2800 0.3463 0.3463 0.3487
4 1.6760 1.7093 1.7084 2.8089 2.9216 2.9186 1.3963 1.4254 1.4381 0.3542 0.3586 0.3587
5 1.7800 1.7867 1.7907 3.1686 3.1921 3.2068 1.4069 1.4117 1.4174 0.3758 0.3765 0.3793
6 1.8344 1.8511 1.8124 3.3650 3.4265 3.2849 1.4566 1.4691 1.4234 0.3782 0.3797 0.3729
7 1.8757 1.8852 1.8469 3.5181 3.5541 3.4110 1.4905 1.4977 1.4532 0.3905 0.3915 0.3858
8 1.8806 1.8908 1.8953 3.5368 3.5750 3.5920 1.5146 1.5255 1.5197 0.3811 0.3820 0.3828
9 1.9454 1.9490 1.9529 3.7846 3.7984 3.8140 1.6022 1.6039 1.6026 0.3827 0.3817 0.3880
10 2.0060 2.0210 2.0257 4.0238 4.0845 4.1034 1.6340 1.6443 1.6505 0.3939 0.3953 0.3948
11 1.8385 1.8391 1.8550 3.3802 3.3822 3.4411 1.4337 1.4330 1.4331 0.3559 0.3559 0.3569
12 1.8013 1.8125 1.8462 3.2446 3.2852 3.4083 1.3888 1.4021 1.4431 0.3500 0.3508 0.3529
HQ
1 1.7943 1.7916 1.7816 3.2194 3.2100 3.1740 1.4299 1.4272 1.4194 0.4002 0.3999 0.3997
2 1.5483 1.5487 1.5517 2.3972 2.3985 2.4078 1.2477 1.2473 1.2512 0.3514 0.3519 0.3550
3 1.5478 1.5566 1.5640 2.3956 2.4229 2.4460 1.2512 1.2661 1.2800 0.3439 0.3453 0.3487
4 1.7045 1.7087 1.7084 2.9055 2.9196 2.9186 1.4274 1.4261 1.4381 0.3592 0.3584 0.3587
5 1.7874 1.7953 1.7907 3.1948 3.2232 3.2068 1.4144 1.4202 1.4174 0.3770 0.3779 0.3793
6 1.8129 1.8408 1.8124 3.2866 3.3885 3.2849 1.4275 1.4553 1.4234 0.3766 0.3790 0.3729
7 1.8757 1.8767 1.8469 3.5181 3.5219 3.4110 1.4909 1.4895 1.4532 0.3900 0.3899 0.3858
8 1.8738 1.8885 1.8953 3.5110 3.5665 3.5920 1.5067 1.5232 1.5197 0.3806 0.3818 0.3828
9 1.9459 1.9468 1.9529 3.7867 3.7899 3.8140 1.5994 1.6007 1.6026 0.3852 0.3849 0.3880
10 2.0035 2.0128 2.0257 4.0140 4.0515 4.1034 1.6291 1.6360 1.6505 0.3933 0.3944 0.3948
11 1.8298 1.8323 1.8550 3.3480 3.3574 3.4411 1.4243 1.4251 1.4331 0.3560 0.3563 0.3569
12 1.7748 1.7916 1.8462 3.1499 3.2097 3.4083 1.3712 1.3877 1.4431 0.3458 0.3474 0.3529
Notes: See the notes for Table 1.1.1.
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Table 1.1.5: BMA scheme: Forecast evaluation of Belgium CPI inflation with φ = 2
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.8056 1.7897 1.7816 3.2602 3.2032 3.1740 1.4392 1.4253 1.4194 0.4010 0.3992 0.3997
2 1.5436 1.5444 1.5517 2.3828 2.3853 2.4078 1.2441 1.2428 1.2512 0.3486 0.3507 0.3550
3 1.5333 1.5310 1.5640 2.3511 2.3440 2.4460 1.2437 1.2496 1.2800 0.3389 0.3387 0.3487
4 1.6626 1.6557 1.6476 2.7641 2.7412 2.7146 1.3509 1.3459 1.3480 0.3553 0.3538 0.3543
5 1.7892 1.7944 1.7907 3.2011 3.2200 3.2068 1.4142 1.4191 1.4174 0.3768 0.3778 0.3793
6 1.7977 1.7840 1.7397 3.2316 3.1827 3.0266 1.4385 1.4211 1.3706 0.3789 0.3774 0.3710
7 1.8949 1.8791 1.8469 3.5908 3.5310 3.4110 1.5046 1.4912 1.4532 0.3922 0.3901 0.3858
8 1.8819 1.8816 1.8953 3.5414 3.5405 3.5920 1.5194 1.5199 1.5197 0.3800 0.3797 0.3828
9 1.9537 1.9445 1.9529 3.8171 3.7811 3.8140 1.6074 1.5998 1.6026 0.3861 0.3854 0.3880
10 1.9994 1.9680 2.0257 3.9975 3.8729 4.1034 1.6182 1.5955 1.6505 0.3907 0.3875 0.3948
11 1.8494 1.8337 1.8550 3.4202 3.3626 3.4411 1.4321 1.4183 1.4331 0.3576 0.3563 0.3569
12 1.7941 1.7795 1.8462 3.2189 3.1665 3.4083 1.3873 1.3734 1.4431 0.3474 0.3458 0.3529
SIC
1 1.8114 1.7936 1.7816 3.2810 3.2170 3.1740 1.4457 1.4292 1.4194 0.4009 0.4006 0.3997
2 1.5487 1.5521 1.5517 2.3983 2.4090 2.4078 1.2496 1.2521 1.2512 0.3503 0.3529 0.3550
3 1.5627 1.5603 1.5640 2.4422 2.4346 2.4460 1.2679 1.2703 1.2800 0.3464 0.3463 0.3487
4 1.6914 1.7093 1.7084 2.8607 2.9216 2.9186 1.4088 1.4254 1.4381 0.3564 0.3586 0.3587
5 1.7868 1.7867 1.7907 3.1928 3.1921 3.2068 1.4115 1.4117 1.4174 0.3762 0.3765 0.3793
6 1.8453 1.8511 1.8124 3.4051 3.4265 3.2849 1.4664 1.4691 1.4234 0.3795 0.3797 0.3729
7 1.8850 1.8852 1.8469 3.5530 3.5541 3.4110 1.4982 1.4977 1.4532 0.3913 0.3915 0.3858
8 1.8865 1.8908 1.8953 3.5587 3.5750 3.5920 1.5210 1.5255 1.5197 0.3817 0.3820 0.3828
9 1.9518 1.9490 1.9529 3.8095 3.7984 3.8140 1.6048 1.6039 1.6026 0.3820 0.3817 0.3880
10 2.0229 2.0210 2.0257 4.0920 4.0845 4.1034 1.6458 1.6443 1.6505 0.3957 0.3953 0.3948
11 1.8415 1.8391 1.8550 3.3911 3.3822 3.4411 1.4360 1.4330 1.4331 0.3563 0.3559 0.3569
12 1.8185 1.8125 1.8462 3.3070 3.2852 3.4083 1.4095 1.4021 1.4431 0.3513 0.3508 0.3529
HQ
1 1.8051 1.7916 1.7816 3.2583 3.2100 3.1740 1.4401 1.4272 1.4194 0.4013 0.3999 0.3997
2 1.5464 1.5487 1.5517 2.3913 2.3985 2.4078 1.2471 1.2473 1.2512 0.3495 0.3519 0.3550
3 1.5571 1.5566 1.5640 2.4245 2.4229 2.4460 1.2580 1.2661 1.2800 0.3450 0.3453 0.3487
4 1.7046 1.7087 1.7084 2.9055 2.9196 2.9186 1.4243 1.4261 1.4381 0.3589 0.3584 0.3587
5 1.7934 1.7953 1.7907 3.2163 3.2232 3.2068 1.4187 1.4202 1.4174 0.3773 0.3779 0.3793
6 1.8361 1.8408 1.8124 3.3712 3.3885 3.2849 1.4534 1.4553 1.4234 0.3786 0.3790 0.3729
7 1.8938 1.8767 1.8469 3.5864 3.5219 3.4110 1.5042 1.4895 1.4532 0.3921 0.3899 0.3858
8 1.8845 1.8885 1.8953 3.5514 3.5665 3.5920 1.5190 1.5232 1.5197 0.3817 0.3818 0.3828
9 1.9460 1.9468 1.9529 3.7869 3.7899 3.8140 1.5980 1.6007 1.6026 0.3850 0.3849 0.3880
10 2.0276 2.0128 2.0257 4.1112 4.0515 4.1034 1.6460 1.6360 1.6505 0.3957 0.3944 0.3948
11 1.8405 1.8323 1.8550 3.3873 3.3574 3.4411 1.4349 1.4251 1.4331 0.3565 0.3563 0.3569
12 1.8043 1.7916 1.8462 3.2555 3.2097 3.4083 1.3989 1.3877 1.4431 0.3488 0.3474 0.3529
Notes: See the notes for Table 1.1.1.
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Table 1.1.6: BMA scheme: Forecast evaluation of Belgium CPI inflation with φ = 20
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.9199 1.7897 1.7816 3.6860 3.2032 3.1740 1.5248 1.4253 1.4194 0.4138 0.3992 0.3997
2 1.5631 1.5444 1.5517 2.4434 2.3853 2.4078 1.2709 1.2428 1.2512 0.3390 0.3507 0.3550
3 1.5854 1.5310 1.5640 2.5134 2.3440 2.4460 1.2745 1.2496 1.2800 0.3474 0.3387 0.3487
4 1.6843 1.6557 1.6476 2.8367 2.7412 2.7146 1.3680 1.3459 1.3480 0.3589 0.3538 0.3543
5 1.8170 1.7944 1.7907 3.3015 3.2200 3.2068 1.4415 1.4191 1.4174 0.3788 0.3778 0.3793
6 1.7899 1.7840 1.7397 3.2039 3.1827 3.0266 1.4294 1.4211 1.3706 0.3774 0.3774 0.3710
7 1.9273 1.8791 1.8469 3.7144 3.5310 3.4110 1.5351 1.4912 1.4532 0.3958 0.3901 0.3858
8 1.8957 1.8816 1.8953 3.5937 3.5405 3.5920 1.5367 1.5199 1.5197 0.3819 0.3797 0.3828
9 1.9622 1.9445 1.9529 3.8503 3.7811 3.8140 1.6117 1.5998 1.6026 0.3856 0.3854 0.3880
10 2.0432 1.9680 2.0257 4.1746 3.8729 4.1034 1.6511 1.5955 1.6505 0.3964 0.3875 0.3948
11 1.8719 1.8337 1.8550 3.5042 3.3626 3.4411 1.4519 1.4183 1.4331 0.3594 0.3563 0.3569
12 1.8496 1.7795 1.8462 3.4209 3.1665 3.4083 1.4383 1.3734 1.4431 0.3534 0.3458 0.3529
SIC
1 1.9421 1.7936 1.7816 3.7718 3.2170 3.1740 1.5389 1.4292 1.4194 0.4140 0.4006 0.3997
2 1.5591 1.5521 1.5517 2.4308 2.4090 2.4078 1.2628 1.2521 1.2512 0.3402 0.3529 0.3550
3 1.5825 1.5603 1.5640 2.5042 2.4346 2.4460 1.2779 1.2703 1.2800 0.3483 0.3463 0.3487
4 1.7245 1.7093 1.7084 2.9739 2.9216 2.9186 1.4347 1.4254 1.4381 0.3611 0.3586 0.3587
5 1.8057 1.7867 1.7907 3.2605 3.1921 3.2068 1.4277 1.4117 1.4174 0.3773 0.3765 0.3793
6 1.8715 1.8511 1.8124 3.5025 3.4265 3.2849 1.4898 1.4691 1.4234 0.3827 0.3797 0.3729
7 1.9065 1.8852 1.8469 3.6349 3.5541 3.4110 1.5186 1.4977 1.4532 0.3935 0.3915 0.3858
8 1.9005 1.8908 1.8953 3.6118 3.5750 3.5920 1.5361 1.5255 1.5197 0.3832 0.3820 0.3828
9 1.9696 1.9490 1.9529 3.8791 3.7984 3.8140 1.6177 1.6039 1.6026 0.3805 0.3817 0.3880
10 2.0444 2.0210 2.0257 4.1794 4.0845 4.1034 1.6602 1.6443 1.6505 0.3978 0.3953 0.3948
11 1.8513 1.8391 1.8550 3.4273 3.3822 3.4411 1.4428 1.4330 1.4331 0.3574 0.3559 0.3569
12 1.8433 1.8125 1.8462 3.3977 3.2852 3.4083 1.4378 1.4021 1.4431 0.3533 0.3508 0.3529
HQ
1 1.9156 1.7916 1.7816 3.6693 3.2100 3.1740 1.5249 1.4272 1.4194 0.4137 0.3999 0.3997
2 1.5613 1.5487 1.5517 2.4376 2.3985 2.4078 1.2674 1.2473 1.2512 0.3395 0.3519 0.3550
3 1.5847 1.5566 1.5640 2.5114 2.4229 2.4460 1.2771 1.2661 1.2800 0.3482 0.3453 0.3487
4 1.7252 1.7087 1.7084 2.9763 2.9196 2.9186 1.4356 1.4261 1.4381 0.3610 0.3584 0.3587
5 1.8107 1.7953 1.7907 3.2788 3.2232 3.2068 1.4342 1.4202 1.4174 0.3781 0.3779 0.3793
6 1.8749 1.8408 1.8124 3.5152 3.3885 3.2849 1.4925 1.4553 1.4234 0.3831 0.3790 0.3729
7 1.9277 1.8767 1.8469 3.7160 3.5219 3.4110 1.5350 1.4895 1.4532 0.3960 0.3899 0.3858
8 1.9029 1.8885 1.8953 3.6208 3.5665 3.5920 1.5398 1.5232 1.5197 0.3832 0.3818 0.3828
9 1.9333 1.9468 1.9529 3.7378 3.7899 3.8140 1.5828 1.6007 1.6026 0.3829 0.3849 0.3880
10 2.0471 2.0128 2.0257 4.1905 4.0515 4.1034 1.6584 1.6360 1.6505 0.3977 0.3944 0.3948
11 1.8586 1.8323 1.8550 3.4545 3.3574 3.4411 1.4501 1.4251 1.4331 0.3577 0.3563 0.3569
12 1.8478 1.7916 1.8462 3.4143 3.2097 3.4083 1.4374 1.3877 1.4431 0.3532 0.3474 0.3529
Notes: See the notes for Table 1.1.1.
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Table 1.1.7: BMA scheme: Forecast evaluation of France CPI inflation with φ = 0.5
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1014 1.1033 1.1034 1.2130 1.2173 1.2175 0.8237 0.8201 0.8216 0.3097 0.3128 0.3139
2 1.0593 1.0051 1.0079 1.1220 1.0102 1.0158 0.8239 0.7914 0.8011 0.2947 0.2807 0.2827
3 0.9689 0.9270 0.9482 0.9388 0.8593 0.8991 0.7323 0.7050 0.7138 0.2750 0.2641 0.2730
4 1.0875 1.0445 1.0816 1.1827 1.0910 1.1699 0.8474 0.8233 0.8588 0.3203 0.3100 0.3245
5 1.0121 1.0019 1.0536 1.0243 1.0037 1.1102 0.7534 0.7728 0.8230 0.3005 0.2993 0.3196
6 1.0235 1.0012 1.0606 1.0476 1.0025 1.1249 0.8146 0.8117 0.8598 0.3001 0.2945 0.3161
7 1.1707 1.1559 1.2224 1.3706 1.3361 1.4944 0.9357 0.9174 0.9728 0.3318 0.3284 0.3455
8 1.1862 1.1668 1.2087 1.4072 1.3615 1.4609 0.8868 0.8745 0.9172 0.3422 0.3364 0.3516
9 1.1036 1.1001 1.1467 1.2180 1.2101 1.3149 0.8896 0.8867 0.9027 0.3086 0.3071 0.3201
10 1.1911 1.1732 1.2240 1.4188 1.3764 1.4983 0.9359 0.9137 0.9382 0.3329 0.3286 0.3428
11 1.1638 1.1473 1.2111 1.3544 1.3163 1.4669 0.9247 0.8850 0.8933 0.3325 0.3281 0.3399
12 1.1267 1.1035 1.1655 1.2694 1.2177 1.3584 0.9236 0.9043 0.9212 0.3262 0.3198 0.3322
SIC
1 1.1050 1.1182 1.1034 1.2211 1.2503 1.2175 0.8087 0.8285 0.8216 0.3097 0.3166 0.3139
2 1.0133 1.0074 1.0079 1.0267 1.0148 1.0158 0.8031 0.7974 0.8011 0.2791 0.2820 0.2827
3 0.9516 0.9242 0.9482 0.9055 0.8542 0.8991 0.7263 0.7156 0.7138 0.2675 0.2626 0.2730
4 1.0686 1.0486 1.0816 1.1419 1.0995 1.1699 0.8619 0.8304 0.8588 0.3161 0.3122 0.3245
5 1.0541 1.0477 1.0815 1.1111 1.0977 1.1696 0.8246 0.8183 0.8583 0.3086 0.3084 0.3204
6 1.0267 1.0100 1.0606 1.0541 1.0202 1.1249 0.8349 0.8207 0.8598 0.3027 0.2975 0.3161
7 1.1948 1.1783 1.2224 1.4275 1.3883 1.4944 0.9576 0.9379 0.9728 0.3356 0.3321 0.3455
8 1.1925 1.1736 1.2087 1.4221 1.3774 1.4609 0.8884 0.8751 0.9172 0.3446 0.3392 0.3516
9 1.1064 1.1006 1.1467 1.2241 1.2113 1.3149 0.8907 0.8840 0.9027 0.3099 0.3079 0.3201
10 1.2188 1.2152 1.2815 1.4855 1.4767 1.6423 0.9729 0.9634 1.0127 0.3326 0.3319 0.3452
11 1.2804 1.2660 1.3447 1.6395 1.6027 1.8082 1.0366 1.0119 1.0698 0.3514 0.3478 0.3628
12 1.1317 1.1201 1.2075 1.2807 1.2545 1.4581 0.9114 0.8894 0.9304 0.3130 0.3099 0.3245
HQ
1 1.0860 1.1038 1.1034 1.1795 1.2185 1.2175 0.8057 0.8202 0.8216 0.3059 0.3130 0.3139
2 1.0132 1.0051 1.0079 1.0267 1.0103 1.0158 0.8030 0.7939 0.8011 0.2790 0.2813 0.2827
3 0.9585 0.9282 0.9482 0.9187 0.8615 0.8991 0.7232 0.7080 0.7138 0.2701 0.2646 0.2730
4 1.0681 1.0436 1.0816 1.1409 1.0891 1.1699 0.8344 0.8245 0.8588 0.3154 0.3106 0.3245
5 1.0395 1.0323 1.0815 1.0806 1.0656 1.1696 0.7861 0.7991 0.8583 0.3053 0.3057 0.3204
6 1.0233 1.0055 1.0606 1.0471 1.0111 1.1249 0.8322 0.8182 0.8598 0.3018 0.2964 0.3161
7 1.1904 1.1725 1.2224 1.4170 1.3747 1.4944 0.9558 0.9352 0.9728 0.3345 0.3305 0.3455
8 1.1883 1.1679 1.2087 1.4121 1.3639 1.4609 0.8868 0.8737 0.9172 0.3428 0.3368 0.3516
9 1.1025 1.0977 1.1467 1.2155 1.2050 1.3149 0.8872 0.8818 0.9027 0.3080 0.3066 0.3201
10 1.2114 1.2080 1.2815 1.4674 1.4593 1.6423 0.9664 0.9557 1.0127 0.3312 0.3305 0.3452
11 1.2145 1.1949 1.2111 1.4750 1.4277 1.4669 0.9756 0.9396 0.8933 0.3391 0.3345 0.3399
12 1.1112 1.0967 1.1655 1.2347 1.2028 1.3584 0.9014 0.8890 0.9212 0.3205 0.3164 0.3322
Notes: See the notes for Table 1.1.1.
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Table 1.1.8: BMA scheme: Forecast evaluation of France CPI inflation with φ = 2
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1014 1.1033 1.1034 1.2131 1.2173 1.2175 0.8238 0.8201 0.8216 0.3097 0.3128 0.3139
2 1.0363 1.0051 1.0079 1.0739 1.0102 1.0158 0.8134 0.7914 0.8011 0.2881 0.2807 0.2827
3 0.9599 0.9270 0.9482 0.9213 0.8593 0.8991 0.7248 0.7050 0.7138 0.2717 0.2641 0.2730
4 1.0728 1.0445 1.0816 1.1509 1.0910 1.1699 0.8433 0.8233 0.8588 0.3166 0.3100 0.3245
5 1.0116 1.0019 1.0536 1.0234 1.0037 1.1102 0.7671 0.7728 0.8230 0.3012 0.2993 0.3196
6 1.0204 1.0012 1.0606 1.0413 1.0025 1.1249 0.8150 0.8117 0.8598 0.2996 0.2945 0.3161
7 1.1802 1.1559 1.2224 1.3929 1.3361 1.4944 0.9421 0.9174 0.9728 0.3341 0.3284 0.3455
8 1.1881 1.1668 1.2087 1.4115 1.3615 1.4609 0.8882 0.8745 0.9172 0.3431 0.3364 0.3516
9 1.1088 1.1001 1.1467 1.2295 1.2101 1.3149 0.8928 0.8867 0.9027 0.3103 0.3071 0.3201
10 1.1885 1.1732 1.2240 1.4126 1.3764 1.4983 0.9308 0.9137 0.9382 0.3320 0.3286 0.3428
11 1.1573 1.1473 1.2111 1.3393 1.3163 1.4669 0.9018 0.8850 0.8933 0.3305 0.3281 0.3399
12 1.1206 1.1035 1.1655 1.2557 1.2177 1.3584 0.9149 0.9043 0.9212 0.3246 0.3198 0.3322
SIC
1 1.1051 1.1182 1.1034 1.2212 1.2503 1.2175 0.8087 0.8285 0.8216 0.3097 0.3166 0.3139
2 1.0132 1.0074 1.0079 1.0266 1.0148 1.0158 0.8032 0.7974 0.8011 0.2790 0.2820 0.2827
3 0.9496 0.9242 0.9482 0.9017 0.8542 0.8991 0.7266 0.7156 0.7138 0.2670 0.2626 0.2730
4 1.0677 1.0486 1.0816 1.1401 1.0995 1.1699 0.8609 0.8304 0.8588 0.3158 0.3122 0.3245
5 1.0556 1.0477 1.0815 1.1144 1.0977 1.1696 0.8258 0.8183 0.8583 0.3090 0.3084 0.3204
6 1.0265 1.0100 1.0606 1.0537 1.0202 1.1249 0.8354 0.8207 0.8598 0.3026 0.2975 0.3161
7 1.1951 1.1783 1.2224 1.4282 1.3883 1.4944 0.9574 0.9379 0.9728 0.3361 0.3321 0.3455
8 1.1906 1.1736 1.2087 1.4175 1.3774 1.4609 0.8860 0.8751 0.9172 0.3439 0.3392 0.3516
9 1.1080 1.1006 1.1467 1.2277 1.2113 1.3149 0.8923 0.8840 0.9027 0.3103 0.3079 0.3201
10 1.2247 1.2152 1.2815 1.4999 1.4767 1.6423 0.9759 0.9634 1.0127 0.3342 0.3319 0.3452
11 1.2889 1.2660 1.3447 1.6614 1.6027 1.8082 1.0403 1.0119 1.0698 0.3536 0.3478 0.3628
12 1.1400 1.1201 1.2075 1.2996 1.2545 1.4581 0.9148 0.8894 0.9304 0.3143 0.3099 0.3245
HQ
1 1.0915 1.1038 1.1034 1.1914 1.2185 1.2175 0.8055 0.8202 0.8216 0.3070 0.3130 0.3139
2 1.0132 1.0051 1.0079 1.0266 1.0103 1.0158 0.8032 0.7939 0.8011 0.2790 0.2813 0.2827
3 0.9573 0.9282 0.9482 0.9164 0.8615 0.8991 0.7224 0.7080 0.7138 0.2699 0.2646 0.2730
4 1.0636 1.0436 1.0816 1.1313 1.0891 1.1699 0.8449 0.8245 0.8588 0.3144 0.3106 0.3245
5 1.0421 1.0323 1.0815 1.0859 1.0656 1.1696 0.7988 0.7991 0.8583 0.3064 0.3057 0.3204
6 1.0250 1.0055 1.0606 1.0505 1.0111 1.1249 0.8340 0.8182 0.8598 0.3022 0.2964 0.3161
7 1.1925 1.1725 1.2224 1.4220 1.3747 1.4944 0.9566 0.9352 0.9728 0.3357 0.3305 0.3455
8 1.1888 1.1679 1.2087 1.4133 1.3639 1.4609 0.8863 0.8737 0.9172 0.3432 0.3368 0.3516
9 1.1067 1.0977 1.1467 1.2248 1.2050 1.3149 0.8906 0.8818 0.9027 0.3097 0.3066 0.3201
10 1.2212 1.2080 1.2815 1.4914 1.4593 1.6423 0.9730 0.9557 1.0127 0.3337 0.3305 0.3452
11 1.2220 1.1949 1.2111 1.4932 1.4277 1.4669 0.9741 0.9396 0.8933 0.3412 0.3345 0.3399
12 1.1104 1.0967 1.1655 1.2329 1.2028 1.3584 0.8974 0.8890 0.9212 0.3200 0.3164 0.3322
Notes: See the notes for Table 1.1.1.
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Table 1.1.9: BMA scheme: Forecast evaluation of France CPI inflation with φ = 20
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1021 1.1033 1.1034 1.2145 1.2173 1.2175 0.8243 0.8201 0.8216 0.3098 0.3128 0.3139
2 1.0157 1.0051 1.0079 1.0317 1.0102 1.0158 0.8090 0.7914 0.8011 0.2789 0.2807 0.2827
3 0.9568 0.9270 0.9482 0.9154 0.8593 0.8991 0.7231 0.7050 0.7138 0.2695 0.2641 0.2730
4 1.0741 1.0445 1.0816 1.1536 1.0910 1.1699 0.8633 0.8233 0.8588 0.3150 0.3100 0.3245
5 1.0207 1.0019 1.0536 1.0418 1.0037 1.1102 0.7929 0.7728 0.8230 0.3039 0.2993 0.3196
6 1.0241 1.0012 1.0606 1.0488 1.0025 1.1249 0.8306 0.8117 0.8598 0.3009 0.2945 0.3161
7 1.1927 1.1559 1.2224 1.4225 1.3361 1.4944 0.9513 0.9174 0.9728 0.3369 0.3284 0.3455
8 1.1744 1.1668 1.2087 1.3792 1.3615 1.4609 0.8767 0.8745 0.9172 0.3394 0.3364 0.3516
9 1.1196 1.1001 1.1467 1.2535 1.2101 1.3149 0.8996 0.8867 0.9027 0.3142 0.3071 0.3201
10 1.2026 1.1732 1.2240 1.4464 1.3764 1.4983 0.9408 0.9137 0.9382 0.3350 0.3286 0.3428
11 1.1612 1.1473 1.2111 1.3484 1.3163 1.4669 0.8820 0.8850 0.8933 0.3312 0.3281 0.3399
12 1.1175 1.1035 1.1655 1.2488 1.2177 1.3584 0.9027 0.9043 0.9212 0.3245 0.3198 0.3322
SIC
1 1.1051 1.1182 1.1034 1.2213 1.2503 1.2175 0.8087 0.8285 0.8216 0.3097 0.3166 0.3139
2 1.0168 1.0074 1.0079 1.0339 1.0148 1.0158 0.8088 0.7974 0.8011 0.2789 0.2820 0.2827
3 0.9529 0.9242 0.9482 0.9080 0.8542 0.8991 0.7284 0.7156 0.7138 0.2678 0.2626 0.2730
4 1.0730 1.0486 1.0816 1.1514 1.0995 1.1699 0.8640 0.8304 0.8588 0.3153 0.3122 0.3245
5 1.0567 1.0477 1.0815 1.1166 1.0977 1.1696 0.8263 0.8183 0.8583 0.3091 0.3084 0.3204
6 1.0258 1.0100 1.0606 1.0522 1.0202 1.1249 0.8368 0.8207 0.8598 0.3019 0.2975 0.3161
7 1.1942 1.1783 1.2224 1.4262 1.3883 1.4944 0.9554 0.9379 0.9728 0.3368 0.3321 0.3455
8 1.1792 1.1736 1.2087 1.3905 1.3774 1.4609 0.8739 0.8751 0.9172 0.3400 0.3392 0.3516
9 1.1183 1.1006 1.1467 1.2507 1.2113 1.3149 0.9003 0.8840 0.9027 0.3124 0.3079 0.3201
10 1.2319 1.2152 1.2815 1.5175 1.4767 1.6423 0.9801 0.9634 1.0127 0.3371 0.3319 0.3452
11 1.3023 1.2660 1.3447 1.6959 1.6027 1.8082 1.0447 1.0119 1.0698 0.3571 0.3478 0.3628
12 1.1529 1.1201 1.2075 1.3292 1.2545 1.4581 0.9203 0.8894 0.9304 0.3167 0.3099 0.3245
HQ
1 1.1037 1.1038 1.1034 1.2182 1.2185 1.2175 0.8084 0.8202 0.8216 0.3095 0.3130 0.3139
2 1.0168 1.0051 1.0079 1.0339 1.0103 1.0158 0.8088 0.7939 0.8011 0.2789 0.2813 0.2827
3 0.9570 0.9282 0.9482 0.9158 0.8615 0.8991 0.7232 0.7080 0.7138 0.2696 0.2646 0.2730
4 1.0728 1.0436 1.0816 1.1508 1.0891 1.1699 0.8635 0.8245 0.8588 0.3149 0.3106 0.3245
5 1.0553 1.0323 1.0815 1.1137 1.0656 1.1696 0.8241 0.7991 0.8583 0.3105 0.3057 0.3204
6 1.0277 1.0055 1.0606 1.0562 1.0111 1.1249 0.8384 0.8182 0.8598 0.3026 0.2964 0.3161
7 1.1943 1.1725 1.2224 1.4263 1.3747 1.4944 0.9562 0.9352 0.9728 0.3369 0.3305 0.3455
8 1.1784 1.1679 1.2087 1.3886 1.3639 1.4609 0.8736 0.8737 0.9172 0.3396 0.3368 0.3516
9 1.1135 1.0977 1.1467 1.2400 1.2050 1.3149 0.8964 0.8818 0.9027 0.3131 0.3066 0.3201
10 1.2329 1.2080 1.2815 1.5200 1.4593 1.6423 0.9795 0.9557 1.0127 0.3368 0.3305 0.3452
11 1.2583 1.1949 1.2111 1.5834 1.4277 1.4669 0.9936 0.9396 0.8933 0.3498 0.3345 0.3399
12 1.0996 1.0967 1.1655 1.2090 1.2028 1.3584 0.8823 0.8890 0.9212 0.3162 0.3164 0.3322
Notes: See the notes for Table 1.1.1.
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Table 1.1.10: BMA scheme: Forecast evaluation of Germany CPI inflation with φ = 0.5
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.8474 1.8626 1.9261 3.4127 3.4693 3.7101 1.5278 1.5458 1.6062 0.4578 0.4635 0.4745
2 1.2835 1.2805 1.3117 1.6473 1.6396 1.7207 1.0296 1.0294 1.0623 0.3316 0.3315 0.3363
3 1.2433 1.2576 1.3116 1.5458 1.5815 1.7202 1.0077 1.0182 1.0632 0.3251 0.3265 0.3351
4 1.2597 1.2738 1.3456 1.5869 1.6225 1.8105 1.0065 1.0152 1.0652 0.3201 0.3219 0.3332
5 1.7399 1.7803 1.8636 3.0273 3.1695 3.4730 1.4958 1.5315 1.6036 0.4157 0.4175 0.4238
6 1.4802 1.4756 1.5543 2.1910 2.1773 2.4159 1.2821 1.2777 1.3457 0.3515 0.3507 0.3605
7 1.4499 1.4622 1.5715 2.1021 2.1382 2.4697 1.2617 1.2721 1.3510 0.3453 0.3468 0.3605
8 1.4410 1.4590 1.5560 2.0764 2.1288 2.4212 1.2427 1.2603 1.3372 0.3461 0.3482 0.3591
9 1.7875 1.7993 1.8947 3.1952 3.2373 3.5898 1.5591 1.5703 1.6527 0.4133 0.4139 0.4211
10 1.5023 1.4957 1.6164 2.2568 2.2373 2.6128 1.3014 1.2947 1.4171 0.3355 0.3346 0.3509
11 1.4923 1.4938 1.6049 2.2270 2.2316 2.5757 1.2766 1.2802 1.4061 0.3311 0.3314 0.3484
12 1.5482 1.5513 1.5821 2.3971 2.4064 2.5030 1.2912 1.2958 1.3488 0.3527 0.3533 0.3577
SIC
1 1.8703 1.8554 1.9261 3.4980 3.4426 3.7101 1.5478 1.5490 1.6062 0.4594 0.4602 0.4745
2 1.2928 1.2910 1.3117 1.6713 1.6667 1.7207 1.0362 1.0372 1.0623 0.3331 0.3330 0.3363
3 1.2592 1.2792 1.3116 1.5857 1.6364 1.7202 1.0192 1.0344 1.0632 0.3259 0.3302 0.3351
4 1.2715 1.2952 1.3456 1.6168 1.6776 1.8105 1.0134 1.0279 1.0652 0.3216 0.3252 0.3332
5 1.7609 1.7977 1.8636 3.1008 3.2318 3.4730 1.5181 1.5502 1.6036 0.4152 0.4180 0.4238
6 1.4947 1.4926 1.5543 2.2342 2.2280 2.4159 1.2963 1.2947 1.3457 0.3537 0.3533 0.3605
7 1.4657 1.4761 1.5715 2.1483 2.1788 2.4697 1.2770 1.2847 1.3510 0.3474 0.3488 0.3605
8 1.4552 1.4730 1.5560 2.1176 2.1696 2.4212 1.2568 1.2727 1.3372 0.3479 0.3500 0.3591
9 1.8052 1.8179 1.8947 3.2589 3.3049 3.5898 1.5761 1.5880 1.6527 0.4150 0.4157 0.4211
10 1.5172 1.5149 1.6164 2.3019 2.2949 2.6128 1.3158 1.3138 1.4171 0.3374 0.3371 0.3509
11 1.5246 1.5282 1.6049 2.3243 2.3354 2.5757 1.3205 1.3252 1.4061 0.3370 0.3376 0.3484
12 1.5000 1.5115 1.5821 2.2500 2.2845 2.5030 1.2635 1.2754 1.3488 0.3462 0.3478 0.3577
HQ
1 1.8521 1.8650 1.9261 3.4301 3.4783 3.7101 1.5330 1.5504 1.6062 0.4582 0.4633 0.4745
2 1.2887 1.2869 1.3117 1.6609 1.6562 1.7207 1.0338 1.0341 1.0623 0.3325 0.3325 0.3363
3 1.2472 1.2654 1.3116 1.5555 1.6012 1.7202 1.0120 1.0239 1.0632 0.3257 0.3277 0.3351
4 1.2569 1.2817 1.3456 1.5797 1.6428 1.8105 1.0036 1.0212 1.0652 0.3192 0.3229 0.3332
5 1.7371 1.7864 1.8636 3.0177 3.1913 3.4730 1.4965 1.5398 1.6036 0.4136 0.4169 0.4238
6 1.4881 1.4844 1.5543 2.2146 2.2033 2.4159 1.2912 1.2884 1.3457 0.3529 0.3524 0.3605
7 1.4611 1.4714 1.5715 2.1349 2.1649 2.4697 1.2733 1.2812 1.3510 0.3470 0.3482 0.3605
8 1.4460 1.4648 1.5560 2.0910 2.1457 2.4212 1.2441 1.2636 1.3372 0.3464 0.3488 0.3591
9 1.7952 1.8078 1.8947 3.2228 3.2682 3.5898 1.5670 1.5787 1.6527 0.4137 0.4144 0.4211
10 1.5082 1.5028 1.6164 2.2747 2.2584 2.6128 1.3086 1.3039 1.4171 0.3361 0.3354 0.3509
11 1.4973 1.5010 1.6049 2.2420 2.2530 2.5757 1.2899 1.2952 1.4061 0.3325 0.3331 0.3484
12 1.4937 1.5043 1.5821 2.2312 2.2629 2.5030 1.2524 1.2638 1.3488 0.3457 0.3472 0.3577
Notes: See the notes for Table 1.1.1.
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Table 1.1.11: BMA scheme: Forecast evaluation of Germany CPI inflation with φ = 2
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.8111 1.8626 1.9261 3.2802 3.4693 3.7101 1.4931 1.5458 1.6062 0.4419 0.4635 0.4745
2 1.2894 1.2805 1.3117 1.6626 1.6396 1.7207 1.0284 1.0294 1.0623 0.3316 0.3315 0.3363
3 1.2514 1.2576 1.3116 1.5659 1.5815 1.7202 1.0134 1.0182 1.0632 0.3267 0.3265 0.3351
4 1.2605 1.2738 1.3456 1.5889 1.6225 1.8105 1.0075 1.0152 1.0652 0.3200 0.3219 0.3332
5 1.7325 1.7803 1.8636 3.0017 3.1695 3.4730 1.4904 1.5315 1.6036 0.4145 0.4175 0.4238
6 1.4843 1.4756 1.5543 2.2032 2.1773 2.4159 1.2861 1.2777 1.3457 0.3524 0.3507 0.3605
7 1.4611 1.4622 1.5715 2.1349 2.1382 2.4697 1.2732 1.2721 1.3510 0.3468 0.3468 0.3605
8 1.4527 1.4590 1.5560 2.1102 2.1288 2.4212 1.2554 1.2603 1.3372 0.3476 0.3482 0.3591
9 1.8037 1.7993 1.8947 3.2533 3.2373 3.5898 1.5748 1.5703 1.6527 0.4143 0.4139 0.4211
10 1.5093 1.4957 1.6164 2.2779 2.2373 2.6128 1.3083 1.2947 1.4171 0.3365 0.3346 0.3509
11 1.5130 1.4938 1.6049 2.2891 2.2316 2.5757 1.3004 1.2802 1.4061 0.3345 0.3314 0.3484
12 1.5422 1.5513 1.5821 2.3783 2.4064 2.5030 1.2902 1.2958 1.3488 0.3515 0.3533 0.3577
SIC
1 1.8270 1.8554 1.9261 3.3378 3.4426 3.7101 1.5026 1.5490 1.6062 0.4411 0.4602 0.4745
2 1.2967 1.2910 1.3117 1.6814 1.6667 1.7207 1.0338 1.0372 1.0623 0.3329 0.3330 0.3363
3 1.2694 1.2792 1.3116 1.6113 1.6364 1.7202 1.0265 1.0344 1.0632 0.3286 0.3302 0.3351
4 1.2763 1.2952 1.3456 1.6289 1.6776 1.8105 1.0161 1.0279 1.0652 0.3225 0.3252 0.3332
5 1.7625 1.7977 1.8636 3.1066 3.2318 3.4730 1.5188 1.5502 1.6036 0.4155 0.4180 0.4238
6 1.4949 1.4926 1.5543 2.2346 2.2280 2.4159 1.2965 1.2947 1.3457 0.3539 0.3533 0.3605
7 1.4743 1.4761 1.5715 2.1735 2.1788 2.4697 1.2845 1.2847 1.3510 0.3487 0.3488 0.3605
8 1.4632 1.4730 1.5560 2.1410 2.1696 2.4212 1.2652 1.2727 1.3372 0.3490 0.3500 0.3591
9 1.8096 1.8179 1.8947 3.2745 3.3049 3.5898 1.5806 1.5880 1.6527 0.4152 0.4157 0.4211
10 1.5184 1.5149 1.6164 2.3054 2.2949 2.6128 1.3165 1.3138 1.4171 0.3376 0.3371 0.3509
11 1.5333 1.5282 1.6049 2.3510 2.3354 2.5757 1.3296 1.3252 1.4061 0.3386 0.3376 0.3484
12 1.5162 1.5115 1.5821 2.2990 2.2845 2.5030 1.2789 1.2754 1.3488 0.3485 0.3478 0.3577
HQ
1 1.8129 1.8650 1.9261 3.2866 3.4783 3.7101 1.4938 1.5504 1.6062 0.4422 0.4633 0.4745
2 1.2930 1.2869 1.3117 1.6719 1.6562 1.7207 1.0317 1.0341 1.0623 0.3323 0.3325 0.3363
3 1.2574 1.2654 1.3116 1.5811 1.6012 1.7202 1.0184 1.0239 1.0632 0.3276 0.3277 0.3351
4 1.2619 1.2817 1.3456 1.5924 1.6428 1.8105 1.0080 1.0212 1.0652 0.3200 0.3229 0.3332
5 1.7356 1.7864 1.8636 3.0123 3.1913 3.4730 1.4949 1.5398 1.6036 0.4137 0.4169 0.4238
6 1.4908 1.4844 1.5543 2.2225 2.2033 2.4159 1.2933 1.2884 1.3457 0.3535 0.3524 0.3605
7 1.4699 1.4714 1.5715 2.1606 2.1649 2.4697 1.2812 1.2812 1.3510 0.3482 0.3482 0.3605
8 1.4564 1.4648 1.5560 2.1211 2.1457 2.4212 1.2571 1.2636 1.3372 0.3480 0.3488 0.3591
9 1.8071 1.8078 1.8947 3.2656 3.2682 3.5898 1.5783 1.5787 1.6527 0.4145 0.4144 0.4211
10 1.5135 1.5028 1.6164 2.2906 2.2584 2.6128 1.3128 1.3039 1.4171 0.3369 0.3354 0.3509
11 1.5164 1.5010 1.6049 2.2996 2.2530 2.5757 1.3095 1.2952 1.4061 0.3356 0.3331 0.3484
12 1.5100 1.5043 1.5821 2.2800 2.2629 2.5030 1.2703 1.2638 1.3488 0.3477 0.3472 0.3577
Notes: See the notes for Table 1.1.1.
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Table 1.1.12: BMA scheme: Forecast evaluation of Germany CPI inflation with φ = 20
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.8267 1.8626 1.9261 3.3367 3.4693 3.7101 1.5082 1.5458 1.6062 0.4365 0.4635 0.4745
2 1.3508 1.2805 1.3117 1.8247 1.6396 1.7207 1.0847 1.0294 1.0623 0.3367 0.3315 0.3363
3 1.2735 1.2576 1.3116 1.6219 1.5815 1.7202 1.0280 1.0182 1.0632 0.3305 0.3265 0.3351
4 1.2700 1.2738 1.3456 1.6129 1.6225 1.8105 1.0129 1.0152 1.0652 0.3214 0.3219 0.3332
5 1.7434 1.7803 1.8636 3.0393 3.1695 3.4730 1.4989 1.5315 1.6036 0.4145 0.4175 0.4238
6 1.4889 1.4756 1.5543 2.2168 2.1773 2.4159 1.2888 1.2777 1.3457 0.3540 0.3507 0.3605
7 1.4967 1.4622 1.5715 2.2400 2.1382 2.4697 1.3071 1.2721 1.3510 0.3511 0.3468 0.3605
8 1.4857 1.4590 1.5560 2.2074 2.1288 2.4212 1.2864 1.2603 1.3372 0.3518 0.3482 0.3591
9 1.8308 1.7993 1.8947 3.3518 3.2373 3.5898 1.6004 1.5703 1.6527 0.4163 0.4139 0.4211
10 1.5176 1.4957 1.6164 2.3032 2.2373 2.6128 1.3158 1.2947 1.4171 0.3378 0.3346 0.3509
11 1.5551 1.4938 1.6049 2.4182 2.2316 2.5757 1.3483 1.2802 1.4061 0.3414 0.3314 0.3484
12 1.5536 1.5513 1.5821 2.4136 2.4064 2.5030 1.3117 1.2958 1.3488 0.3532 0.3533 0.3577
SIC
1 1.8202 1.8554 1.9261 3.3132 3.4426 3.7101 1.4918 1.5490 1.6062 0.4318 0.4602 0.4745
2 1.3505 1.2910 1.3117 1.8237 1.6667 1.7207 1.0853 1.0372 1.0623 0.3371 0.3330 0.3363
3 1.2849 1.2792 1.3116 1.6509 1.6364 1.7202 1.0371 1.0344 1.0632 0.3329 0.3302 0.3351
4 1.2876 1.2952 1.3456 1.6578 1.6776 1.8105 1.0248 1.0279 1.0652 0.3243 0.3252 0.3332
5 1.7288 1.7977 1.8636 2.9887 3.2318 3.4730 1.4867 1.5502 1.6036 0.4141 0.4180 0.4238
6 1.4924 1.4926 1.5543 2.2273 2.2280 2.4159 1.2938 1.2947 1.3457 0.3541 0.3533 0.3605
7 1.4713 1.4761 1.5715 2.1648 2.1788 2.4697 1.2867 1.2847 1.3510 0.3499 0.3488 0.3605
8 1.4798 1.4730 1.5560 2.1899 2.1696 2.4212 1.2818 1.2727 1.3372 0.3515 0.3500 0.3591
9 1.8169 1.8179 1.8947 3.3011 3.3049 3.5898 1.5876 1.5880 1.6527 0.4155 0.4157 0.4211
10 1.5188 1.5149 1.6164 2.3067 2.2949 2.6128 1.3162 1.3138 1.4171 0.3377 0.3371 0.3509
11 1.5427 1.5282 1.6049 2.3798 2.3354 2.5757 1.3388 1.3252 1.4061 0.3403 0.3376 0.3484
12 1.5450 1.5115 1.5821 2.3871 2.2845 2.5030 1.3074 1.2754 1.3488 0.3527 0.3478 0.3577
HQ
1 1.8267 1.8650 1.9261 3.3368 3.4783 3.7101 1.5083 1.5504 1.6062 0.4365 0.4633 0.4745
2 1.3503 1.2869 1.3117 1.8233 1.6562 1.7207 1.0856 1.0341 1.0623 0.3369 0.3325 0.3363
3 1.2788 1.2654 1.3116 1.6354 1.6012 1.7202 1.0306 1.0239 1.0632 0.3313 0.3277 0.3351
4 1.2786 1.2817 1.3456 1.6347 1.6428 1.8105 1.0211 1.0212 1.0652 0.3227 0.3229 0.3332
5 1.7427 1.7864 1.8636 3.0371 3.1913 3.4730 1.4998 1.5398 1.6036 0.4142 0.4169 0.4238
6 1.4928 1.4844 1.5543 2.2284 2.2033 2.4159 1.2940 1.2884 1.3457 0.3543 0.3524 0.3605
7 1.4676 1.4714 1.5715 2.1539 2.1649 2.4697 1.2840 1.2812 1.3510 0.3494 0.3482 0.3605
8 1.4850 1.4648 1.5560 2.2053 2.1457 2.4212 1.2859 1.2636 1.3372 0.3520 0.3488 0.3591
9 1.8258 1.8078 1.8947 3.3337 3.2682 3.5898 1.5967 1.5787 1.6527 0.4161 0.4144 0.4211
10 1.5194 1.5028 1.6164 2.3086 2.2584 2.6128 1.3171 1.3039 1.4171 0.3379 0.3354 0.3509
11 1.5473 1.5010 1.6049 2.3940 2.2530 2.5757 1.3412 1.2952 1.4061 0.3405 0.3331 0.3484
12 1.5479 1.5043 1.5821 2.3961 2.2629 2.5030 1.3107 1.2638 1.3488 0.3531 0.3472 0.3577
Notes: See the notes for Table 1.1.1.
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Table 1.1.13: BMA scheme: Forecast evaluation of Italy CPI inflation with φ = 0.5
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1255 1.1162 1.1717 1.2667 1.2458 1.3728 0.8247 0.8148 0.8591 0.1894 0.1885 0.1963
2 1.1505 1.1485 1.2240 1.3237 1.3190 1.4981 0.8706 0.8676 0.9175 0.1967 0.1964 0.2073
3 1.2351 1.2622 1.3604 1.5255 1.5931 1.8508 0.9289 0.9102 0.9634 0.2095 0.2100 0.2213
4 1.3237 1.3976 1.5856 1.7521 1.9532 2.5140 0.9652 1.0277 1.2062 0.2169 0.2248 0.2432
5 1.6276 1.5872 1.6797 2.6489 2.5191 2.8213 1.1470 1.1131 1.1959 0.2597 0.2554 0.2645
6 1.4925 1.4845 1.5797 2.2275 2.2036 2.4956 1.0554 1.0544 1.1241 0.2444 0.2436 0.2536
7 1.5207 1.5363 1.6636 2.3125 2.3603 2.7676 1.1236 1.1351 1.2220 0.2474 0.2487 0.2603
8 1.4689 1.4921 1.6430 2.1578 2.2265 2.6993 1.0983 1.1092 1.1990 0.2395 0.2421 0.2576
9 1.5910 1.5718 1.6911 2.5312 2.4705 2.8600 1.1961 1.1842 1.2771 0.2592 0.2569 0.2689
10 1.4951 1.4850 1.5850 2.2354 2.2052 2.5122 1.1304 1.1243 1.1963 0.2496 0.2488 0.2591
11 1.5312 1.5330 1.6242 2.3447 2.3502 2.6379 1.1460 1.1473 1.2129 0.2542 0.2545 0.2624
12 1.5032 1.4957 1.6237 2.2597 2.2372 2.6365 1.1318 1.1275 1.2106 0.2476 0.2466 0.2596
SIC
1 1.1404 1.1348 1.1717 1.3004 1.2877 1.3728 0.8360 0.8295 0.8591 0.1915 0.1905 0.1963
2 1.1694 1.1581 1.2240 1.3676 1.3412 1.4981 0.8840 0.8754 0.9175 0.1988 0.1976 0.2073
3 1.2634 1.2810 1.3604 1.5962 1.6411 1.8508 0.9244 0.9177 0.9634 0.2099 0.2118 0.2213
4 1.3623 1.4514 1.5856 1.8560 2.1065 2.5140 1.0206 1.0834 1.2062 0.2208 0.2297 0.2432
5 1.7105 1.7675 1.8887 2.9257 3.1242 3.5672 1.2170 1.2772 1.3847 0.2668 0.2723 0.2837
6 1.5214 1.5089 1.5797 2.3147 2.2767 2.4956 1.0698 1.0618 1.1241 0.2477 0.2464 0.2536
7 1.5544 1.5646 1.6636 2.4160 2.4481 2.7676 1.1411 1.1474 1.2220 0.2496 0.2509 0.2603
8 1.5442 1.6249 1.8076 2.3844 2.6403 3.2673 1.1651 1.2194 1.3707 0.2451 0.2538 0.2719
9 1.6015 1.5967 1.6911 2.5648 2.5493 2.8600 1.2055 1.2007 1.2771 0.2591 0.2586 0.2689
10 1.5009 1.4902 1.5850 2.2526 2.2208 2.5122 1.1323 1.1269 1.1963 0.2500 0.2488 0.2591
11 1.5360 1.5362 1.6242 2.3592 2.3599 2.6379 1.1495 1.1496 1.2129 0.2541 0.2542 0.2624
12 1.5682 1.5960 1.7523 2.4594 2.5472 3.0704 1.1892 1.2089 1.3062 0.2512 0.2542 0.2697
HQ
1 1.1319 1.1201 1.1717 1.2813 1.2546 1.3728 0.8270 0.8168 0.8591 0.1901 0.1889 0.1963
2 1.1537 1.1520 1.2240 1.3309 1.3271 1.4981 0.8717 0.8703 0.9175 0.1970 0.1967 0.2073
3 1.2184 1.2689 1.3604 1.4845 1.6102 1.8508 0.9123 0.9120 0.9634 0.2061 0.2104 0.2213
4 1.3000 1.4437 1.5856 1.6899 2.0844 2.5140 0.9593 1.0756 1.2062 0.2143 0.2290 0.2432
5 1.6455 1.6296 1.6797 2.7077 2.6557 2.8213 1.1571 1.1438 1.1959 0.2616 0.2600 0.2645
6 1.5087 1.4926 1.5797 2.2763 2.2278 2.4956 1.0613 1.0533 1.1241 0.2463 0.2446 0.2536
7 1.5336 1.5512 1.6636 2.3521 2.4061 2.7676 1.1377 1.1460 1.2220 0.2486 0.2502 0.2603
8 1.4881 1.5148 1.6430 2.2143 2.2945 2.6993 1.1124 1.1240 1.1990 0.2412 0.2442 0.2576
9 1.5846 1.5811 1.6911 2.5109 2.4998 2.8600 1.1939 1.1916 1.2771 0.2581 0.2577 0.2689
10 1.4987 1.4876 1.5850 2.2462 2.2131 2.5122 1.1307 1.1244 1.1963 0.2499 0.2489 0.2591
11 1.5365 1.5369 1.6242 2.3607 2.3620 2.6379 1.1492 1.1493 1.2129 0.2545 0.2546 0.2624
12 1.5603 1.5734 1.7523 2.4346 2.4755 3.0704 1.1781 1.1887 1.3062 0.2518 0.2527 0.2697
Notes: See the notes for Table 1.1.1.
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Table 1.1.14: BMA scheme: Forecast evaluation of Italy CPI inflation with φ = 2
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1160 1.1162 1.1717 1.2454 1.2458 1.3728 0.8205 0.8148 0.8591 0.1878 0.1885 0.1963
2 1.1511 1.1485 1.2240 1.3250 1.3190 1.4981 0.8725 0.8676 0.9175 0.1968 0.1964 0.2073
3 1.2442 1.2622 1.3604 1.5479 1.5931 1.8508 0.9297 0.9102 0.9634 0.2100 0.2100 0.2213
4 1.3366 1.3976 1.5856 1.7866 1.9532 2.5140 0.9746 1.0277 1.2062 0.2182 0.2248 0.2432
5 1.6222 1.5872 1.6797 2.6314 2.5191 2.8213 1.1418 1.1131 1.1959 0.2593 0.2554 0.2645
6 1.5003 1.4845 1.5797 2.2509 2.2036 2.4956 1.0538 1.0544 1.1241 0.2453 0.2436 0.2536
7 1.5493 1.5363 1.6636 2.4003 2.3603 2.7676 1.1393 1.1351 1.2220 0.2499 0.2487 0.2603
8 1.4964 1.4921 1.6430 2.2393 2.2265 2.6993 1.1094 1.1092 1.1990 0.2426 0.2421 0.2576
9 1.5935 1.5718 1.6911 2.5392 2.4705 2.8600 1.1977 1.1842 1.2771 0.2598 0.2569 0.2689
10 1.5056 1.4850 1.5850 2.2669 2.2052 2.5122 1.1390 1.1243 1.1963 0.2504 0.2488 0.2591
11 1.5472 1.5330 1.6242 2.3939 2.3502 2.6379 1.1572 1.1473 1.2129 0.2554 0.2545 0.2624
12 1.5035 1.4957 1.6237 2.2605 2.2372 2.6365 1.1365 1.1275 1.2106 0.2469 0.2466 0.2596
SIC
1 1.1356 1.1348 1.1717 1.2895 1.2877 1.3728 0.8336 0.8295 0.8591 0.1908 0.1905 0.1963
2 1.1677 1.1581 1.2240 1.3635 1.3412 1.4981 0.8826 0.8754 0.9175 0.1986 0.1976 0.2073
3 1.2619 1.2810 1.3604 1.5923 1.6411 1.8508 0.9176 0.9177 0.9634 0.2100 0.2118 0.2213
4 1.3688 1.4514 1.5856 1.8735 2.1065 2.5140 1.0216 1.0834 1.2062 0.2213 0.2297 0.2432
5 1.6910 1.7675 1.8887 2.8594 3.1242 3.5672 1.2025 1.2772 1.3847 0.2649 0.2723 0.2837
6 1.5110 1.5089 1.5797 2.2830 2.2767 2.4956 1.0610 1.0618 1.1241 0.2465 0.2464 0.2536
7 1.5527 1.5646 1.6636 2.4109 2.4481 2.7676 1.1395 1.1474 1.2220 0.2496 0.2509 0.2603
8 1.5839 1.6249 1.8076 2.5087 2.6403 3.2673 1.1924 1.2194 1.3707 0.2495 0.2538 0.2719
9 1.5720 1.5967 1.6911 2.4712 2.5493 2.8600 1.1858 1.2007 1.2771 0.2560 0.2586 0.2689
10 1.4884 1.4902 1.5850 2.2152 2.2208 2.5122 1.1267 1.1269 1.1963 0.2486 0.2488 0.2591
11 1.5294 1.5362 1.6242 2.3390 2.3599 2.6379 1.1486 1.1496 1.2129 0.2532 0.2542 0.2624
12 1.5966 1.5960 1.7523 2.5491 2.5472 3.0704 1.2088 1.2089 1.3062 0.2543 0.2542 0.2697
HQ
1 1.1222 1.1201 1.1717 1.2592 1.2546 1.3728 0.8207 0.8168 0.8591 0.1885 0.1889 0.1963
2 1.1535 1.1520 1.2240 1.3306 1.3271 1.4981 0.8715 0.8703 0.9175 0.1970 0.1967 0.2073
3 1.2347 1.2689 1.3604 1.5244 1.6102 1.8508 0.9167 0.9120 0.9634 0.2077 0.2104 0.2213
4 1.3274 1.4437 1.5856 1.7619 2.0844 2.5140 0.9814 1.0756 1.2062 0.2171 0.2290 0.2432
5 1.6358 1.6296 1.6797 2.6760 2.6557 2.8213 1.1490 1.1438 1.1959 0.2606 0.2600 0.2645
6 1.5029 1.4926 1.5797 2.2587 2.2278 2.4956 1.0548 1.0533 1.1241 0.2456 0.2446 0.2536
7 1.5572 1.5512 1.6636 2.4250 2.4061 2.7676 1.1492 1.1460 1.2220 0.2507 0.2502 0.2603
8 1.4982 1.5148 1.6430 2.2447 2.2945 2.6993 1.1141 1.1240 1.1990 0.2426 0.2442 0.2576
9 1.5585 1.5811 1.6911 2.4288 2.4998 2.8600 1.1787 1.1916 1.2771 0.2553 0.2577 0.2689
10 1.4872 1.4876 1.5850 2.2117 2.2131 2.5122 1.1273 1.1244 1.1963 0.2483 0.2489 0.2591
11 1.5500 1.5369 1.6242 2.4025 2.3620 2.6379 1.1599 1.1493 1.2129 0.2557 0.2546 0.2624
12 1.5805 1.5734 1.7523 2.4978 2.4755 3.0704 1.1927 1.1887 1.3062 0.2532 0.2527 0.2697
Notes: See the notes for Table 1.1.1.
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Table 1.1.15: BMA scheme: Forecast evaluation of Italy CPI inflation with φ = 20
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.0787 1.1162 1.1717 1.1637 1.2458 1.3728 0.8168 0.8148 0.8591 0.1830 0.1885 0.1963
2 1.1381 1.1485 1.2240 1.2953 1.3190 1.4981 0.8560 0.8676 0.9175 0.1953 0.1964 0.2073
3 1.2570 1.2622 1.3604 1.5801 1.5931 1.8508 0.9263 0.9102 0.9634 0.2113 0.2100 0.2213
4 1.3347 1.3976 1.5856 1.7814 1.9532 2.5140 0.9752 1.0277 1.2062 0.2180 0.2248 0.2432
5 1.4906 1.5872 1.6797 2.2219 2.5191 2.8213 1.0640 1.1131 1.1959 0.2481 0.2554 0.2645
6 1.4908 1.4845 1.5797 2.2226 2.2036 2.4956 1.0422 1.0544 1.1241 0.2444 0.2436 0.2536
7 1.5744 1.5363 1.6636 2.4786 2.3603 2.7676 1.1531 1.1351 1.2220 0.2521 0.2487 0.2603
8 1.5162 1.4921 1.6430 2.2987 2.2265 2.6993 1.1105 1.1092 1.1990 0.2453 0.2421 0.2576
9 1.5426 1.5718 1.6911 2.3797 2.4705 2.8600 1.1698 1.1842 1.2771 0.2548 0.2569 0.2689
10 1.5125 1.4850 1.5850 2.2878 2.2052 2.5122 1.1476 1.1243 1.1963 0.2509 0.2488 0.2591
11 1.5555 1.5330 1.6242 2.4194 2.3502 2.6379 1.1633 1.1473 1.2129 0.2555 0.2545 0.2624
12 1.2910 1.4957 1.6237 1.6666 2.2372 2.6365 1.0608 1.1275 1.2106 0.2221 0.2466 0.2596
SIC
1 1.0730 1.1348 1.1717 1.1514 1.2877 1.3728 0.8157 0.8295 0.8591 0.1803 0.1905 0.1963
2 1.1439 1.1581 1.2240 1.3086 1.3412 1.4981 0.8579 0.8754 0.9175 0.1960 0.1976 0.2073
3 1.2276 1.2810 1.3604 1.5070 1.6411 1.8508 0.8908 0.9177 0.9634 0.2075 0.2118 0.2213
4 1.2567 1.4514 1.5856 1.5794 2.1065 2.5140 0.9051 1.0834 1.2062 0.2098 0.2297 0.2432
5 1.5289 1.7675 1.8887 2.3374 3.1242 3.5672 1.1108 1.2772 1.3847 0.2511 0.2723 0.2837
6 1.3772 1.5089 1.5797 1.8968 2.2767 2.4956 1.0538 1.0618 1.1241 0.2341 0.2464 0.2536
7 1.4830 1.5646 1.6636 2.1992 2.4481 2.7676 1.1012 1.1474 1.2220 0.2430 0.2509 0.2603
8 1.6213 1.6249 1.8076 2.6286 2.6403 3.2673 1.2220 1.2194 1.3707 0.2538 0.2538 0.2719
9 1.4582 1.5967 1.6911 2.1263 2.5493 2.8600 1.1551 1.2007 1.2771 0.2462 0.2586 0.2689
10 1.3382 1.4902 1.5850 1.7908 2.2208 2.5122 1.0678 1.1269 1.1963 0.2324 0.2488 0.2591
11 1.4752 1.5362 1.6242 2.1763 2.3599 2.6379 1.1275 1.1496 1.2129 0.2467 0.2542 0.2624
12 1.5222 1.5960 1.7523 2.3170 2.5472 3.0704 1.1611 1.2089 1.3062 0.2460 0.2542 0.2697
HQ
1 1.0780 1.1201 1.1717 1.1621 1.2546 1.3728 0.8128 0.8168 0.8591 0.1827 0.1889 0.1963
2 1.1388 1.1520 1.2240 1.2969 1.3271 1.4981 0.8508 0.8703 0.9175 0.1953 0.1967 0.2073
3 1.2528 1.2689 1.3604 1.5694 1.6102 1.8508 0.9187 0.9120 0.9634 0.2101 0.2104 0.2213
4 1.3360 1.4437 1.5856 1.7849 2.0844 2.5140 0.9835 1.0756 1.2062 0.2180 0.2290 0.2432
5 1.5035 1.6296 1.6797 2.2604 2.6557 2.8213 1.0709 1.1438 1.1959 0.2491 0.2600 0.2645
6 1.3718 1.4926 1.5797 1.8819 2.2278 2.4956 1.0546 1.0533 1.1241 0.2337 0.2446 0.2536
7 1.5742 1.5512 1.6636 2.4781 2.4061 2.7676 1.1548 1.1460 1.2220 0.2522 0.2502 0.2603
8 1.4824 1.5148 1.6430 2.1976 2.2945 2.6993 1.1080 1.1240 1.1990 0.2423 0.2442 0.2576
9 1.3897 1.5811 1.6911 1.9312 2.4998 2.8600 1.1307 1.1916 1.2771 0.2406 0.2577 0.2689
10 1.3319 1.4876 1.5850 1.7739 2.2131 2.5122 1.0637 1.1244 1.1963 0.2312 0.2489 0.2591
11 1.5529 1.5369 1.6242 2.4116 2.3620 2.6379 1.1637 1.1493 1.2129 0.2554 0.2546 0.2624
12 1.4809 1.5734 1.7523 2.1931 2.4755 3.0704 1.1348 1.1887 1.3062 0.2409 0.2527 0.2697
Notes: See the notes for Table 1.1.1.
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Table 1.2.1: BMA scheme: Forecast evaluation of Austria CPI inflation:
Relative MSFE
φ = 0.5 φ = 2 φ = 20
h model & AV model & AR model & AV model & AR model & AV model & AR
AIC
1 0.9133 0.8176 0.6105 0.5465 0.6147 0.5503
2 1.0034 0.9701 1.0065 0.9731 1.0117 0.9782
3 0.9988 0.9506 0.9988 0.9506 1.0022 0.9538
4 1.0029 0.9868 1.0074 0.9912 1.0228 1.0064
5 1.0467 0.9192 1.0594 0.9304 1.0817 0.9500
6 1.0071 0.9561 1.0162 0.9648 1.0287 0.9766
7 1.0008 0.9271 1.0000 0.9264 0.9962 0.9228
8 1.0065 0.9401 1.0099 0.9433 1.0250 0.9574
9 1.0243 0.8893 1.0311 0.8952 1.0517 0.9131
10 1.0009 0.9372 1.0017 0.9379 1.0034 0.9395
11 0.9995 0.9178 0.9992 0.9175 0.9930 0.9118
12 0.9963 0.9392 0.9915 0.9347 0.9733 0.9176
SIC
1 0.8991 0.8309 0.5905 0.5457 0.5954 0.5503
2 1.0002 0.9711 0.9994 0.9704 1.0045 0.9753
3 1.0018 0.9795 1.0035 0.9812 1.0117 0.9892
4 1.0030 1.0098 1.0073 1.0141 1.0259 1.0328
5 0.9949 0.9254 0.9685 0.9008 0.8856 0.8237
6 1.0000 0.9723 1.0000 0.9723 1.0011 0.9734
7 1.0072 0.9899 1.0114 0.9940 1.0238 1.0063
8 1.0008 0.9474 1.0006 0.9473 1.0084 0.9546
9 0.9905 0.8767 0.9572 0.8472 0.8343 0.7384
10 0.9996 0.9518 0.9984 0.9506 0.9961 0.9484
11 1.0044 0.9832 1.0069 0.9857 1.0129 0.9915
12 0.9921 1.0113 0.9877 1.0068 0.9812 1.0001
HQ
1 0.9032 0.8265 0.5965 0.5458 0.6014 0.5503
2 1.0003 0.9701 0.9998 0.9696 1.0056 0.9753
3 1.0052 0.9780 1.0087 0.9814 1.0190 0.9915
4 0.9896 0.9470 0.9840 0.9416 0.9742 0.9324
5 1.0417 0.9332 1.0488 0.9396 1.0647 0.9537
6 1.0053 0.9612 1.0116 0.9672 1.0212 0.9764
7 1.0008 0.9316 1.0008 0.9315 0.9977 0.9287
8 1.0014 0.9437 1.0017 0.9439 1.0109 0.9526
9 1.0268 0.8920 1.0347 0.8990 1.0560 0.9175
10 0.9996 0.9506 0.9986 0.9497 0.9980 0.9491
11 1.0084 0.9829 1.0143 0.9886 1.0256 0.9996
12 0.9983 0.9480 0.9948 0.9446 0.9788 0.9294
Notes: The table reports the relative out-of-sample mean square forecast error (RMSFE). For
each country the ARX model is compared with the autoregressive model (AR) or the equal
weighted model (AV) for CPI inflation at each forecast horizon h under quarterly dataand under
φ = 0.5, 2, 20. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC)
and the Hannan-Quinn (HQ) information criterion. The best performing result relative to the
two benchmarks is highlighted in bold.
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Table 1.2.2: BMA scheme: Forecast evaluation of Belgium CPI inflation:
Relative MSFE
φ = 0.5 φ = 2 φ = 20
h model & AV model & AR model & AV model & AR model & AV model & AR
AIC
1 1.0039 1.0131 1.0178 1.0271 1.1507 1.1613
2 1.0003 0.9909 0.9990 0.9896 1.0244 1.0148
3 0.9649 0.9246 1.0030 0.9612 1.0723 1.0275
4 1.0021 1.0119 1.0083 1.0182 1.0348 1.0450
5 0.9828 0.9869 0.9941 0.9982 1.0253 1.0295
6 1.0085 1.0606 1.0154 1.0677 1.0067 1.0586
7 1.0001 1.0353 1.0169 1.0527 1.0519 1.0889
8 0.9889 0.9747 1.0003 0.9859 1.0150 1.0005
9 0.9997 0.9910 1.0095 1.0008 1.0183 1.0095
10 0.9901 0.9345 1.0322 0.9742 1.0779 1.0174
11 0.9999 0.9771 1.0171 0.9939 1.0421 1.0183
12 0.9813 0.9117 1.0166 0.9444 1.0803 1.0037
SIC
1 1.0033 1.0169 1.0199 1.0337 1.1724 1.1883
2 0.9989 0.9994 0.9956 0.9961 1.0091 1.0096
3 0.9971 0.9924 1.0031 0.9984 1.0286 1.0238
4 0.9614 0.9624 0.9792 0.9802 1.0179 1.0190
5 0.9926 0.9881 1.0002 0.9956 1.0214 1.0168
6 0.9820 1.0244 0.9937 1.0366 1.0222 1.0663
7 0.9899 1.0314 0.9997 1.0417 1.0227 1.0656
8 0.9893 0.9846 0.9955 0.9907 1.0103 1.0055
9 0.9963 0.9923 1.0029 0.9988 1.0212 1.0171
10 0.9852 0.9806 1.0018 0.9972 1.0232 1.0185
11 0.9994 0.9823 1.0026 0.9855 1.0133 0.9960
12 0.9876 0.9520 1.0067 0.9703 1.0342 0.9969
HQ
1 1.0029 1.0143 1.0151 1.0266 1.1431 1.1561
2 0.9994 0.9956 0.9970 0.9931 1.0163 1.0124
3 0.9887 0.9794 1.0006 0.9912 1.0365 1.0267
4 0.9951 0.9955 0.9952 0.9955 1.0194 1.0198
5 0.9912 0.9963 0.9979 1.0030 1.0172 1.0225
6 0.9699 1.0005 0.9949 1.0263 1.0374 1.0701
7 0.9989 1.0314 1.0183 1.0514 1.0551 1.0894
8 0.9844 0.9774 0.9958 0.9887 1.0152 1.0080
9 0.9992 0.9928 0.9992 0.9929 0.9863 0.9800
10 0.9907 0.9782 1.0147 1.0019 1.0343 1.0212
11 0.9972 0.9729 1.0089 0.9844 1.0289 1.0039
12 0.9814 0.9242 1.0142 0.9551 1.0637 1.0018
Notes: See the notes for Table 1.2.1.
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Table 1.2.3: BMA scheme: Forecast evaluation of France CPI inflation:
Relative MSFE
φ = 0.5 φ = 2 φ = 20
h model & AV model & AR model & AV model & AR model & AV model & AR
AIC
1 0.9965 0.9963 0.9965 0.9963 0.9977 0.9975
2 1.1108 1.1046 1.0631 1.0572 1.0213 1.0157
3 1.0925 1.0442 1.0721 1.0247 1.0652 1.0181
4 1.0840 1.0109 1.0548 0.9837 1.0574 0.9861
5 1.0205 0.9227 1.0196 0.9219 1.0380 0.9385
6 1.0450 0.9313 1.0387 0.9256 1.0462 0.9323
7 1.0258 0.9172 1.0425 0.9321 1.0646 0.9519
8 1.0335 0.9632 1.0367 0.9662 1.0130 0.9441
9 1.0065 0.9263 1.0160 0.9350 1.0358 0.9533
10 1.0308 0.9469 1.0263 0.9428 1.0509 0.9653
11 1.0289 0.9234 1.0174 0.9130 1.0244 0.9192
12 1.0424 0.9345 1.0312 0.9244 1.0256 0.9194
SIC
1 0.9767 1.0029 0.9767 1.0030 0.9768 1.0030
2 1.0118 1.0108 1.0116 1.0107 1.0188 1.0178
3 1.0601 1.0072 1.0556 1.0029 1.0629 1.0099
4 1.0385 0.9760 1.0369 0.9745 1.0471 0.9841
5 1.0122 0.9500 1.0152 0.9528 1.0173 0.9548
6 1.0332 0.9370 1.0329 0.9367 1.0314 0.9354
7 1.0283 0.9553 1.0288 0.9557 1.0273 0.9544
8 1.0325 0.9734 1.0291 0.9703 1.0095 0.9518
9 1.0106 0.9310 1.0135 0.9337 1.0325 0.9511
10 1.0059 0.9045 1.0157 0.9133 1.0276 0.9240
11 1.0230 0.9067 1.0366 0.9188 1.0582 0.9379
12 1.0208 0.8783 1.0359 0.8913 1.0595 0.9116
HQ
1 0.9680 0.9687 0.9778 0.9785 0.9998 1.0005
2 1.0162 1.0107 1.0161 1.0106 1.0234 1.0178
3 1.0664 1.0219 1.0637 1.0193 1.0630 1.0186
4 1.0475 0.9752 1.0388 0.9670 1.0566 0.9837
5 1.0141 0.9239 1.0191 0.9285 1.0451 0.9522
6 1.0356 0.9308 1.0390 0.9339 1.0446 0.9390
7 1.0307 0.9482 1.0344 0.9516 1.0376 0.9545
8 1.0353 0.9666 1.0362 0.9674 1.0181 0.9505
9 1.0088 0.9244 1.0165 0.9315 1.0291 0.9430
10 1.0056 0.8935 1.0220 0.9081 1.0416 0.9255
11 1.0331 1.0055 1.0459 1.0179 1.1091 1.0794
12 1.0265 0.9090 1.0250 0.9076 1.0051 0.8900
Notes: See the notes for Table 1.2.1.
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Table 1.2.4: BMA scheme: Forecast evaluation of Germany CPI inflation:
Relative MSFE
φ = 0.5 φ = 2 φ = 20
h model & AV model & AR model & AV model & AR model & AV model & AR
AIC
1 0.9837 0.9199 0.9455 0.8841 0.9618 0.8994
2 1.0047 0.9574 1.0140 0.9662 1.1128 1.0604
3 0.9774 0.8986 0.9902 0.9103 1.0256 0.9428
4 0.9780 0.8765 0.9793 0.8776 0.9941 0.8908
5 0.9551 0.8717 0.9471 0.8643 0.9589 0.8751
6 1.0063 0.9069 1.0119 0.9120 1.0182 0.9176
7 0.9831 0.8512 0.9985 0.8644 1.0476 0.9070
8 0.9754 0.8576 0.9913 0.8715 1.0369 0.9117
9 0.9870 0.8901 1.0050 0.9063 1.0354 0.9337
10 1.0087 0.8638 1.0181 0.8718 1.0295 0.8815
11 0.9980 0.8646 1.0258 0.8887 1.0836 0.9389
12 0.9961 0.9577 0.9883 0.9502 1.0030 0.9643
SIC
1 1.0161 0.9428 0.9696 0.8997 0.9624 0.8930
2 1.0027 0.9713 1.0088 0.9772 1.0942 1.0599
3 0.9690 0.9218 0.9847 0.9367 1.0088 0.9597
4 0.9638 0.8930 0.9710 0.8997 0.9882 0.9157
5 0.9595 0.8928 0.9612 0.8945 0.9248 0.8605
6 1.0028 0.9248 1.0030 0.9250 0.9997 0.9220
7 0.9860 0.8699 0.9975 0.8801 0.9936 0.8766
8 0.9760 0.8746 0.9868 0.8843 1.0094 0.9045
9 0.9861 0.9078 0.9908 0.9122 0.9989 0.9196
10 1.0030 0.8810 1.0046 0.8824 1.0051 0.8829
11 0.9952 0.9024 1.0067 0.9128 1.0190 0.9240
12 0.9849 0.8989 1.0063 0.9185 1.0449 0.9537
HQ
1 0.9861 0.9245 0.9449 0.8859 0.9593 0.8994
2 1.0028 0.9652 1.0095 0.9717 1.1009 1.0597
3 0.9715 0.9042 0.9875 0.9191 1.0214 0.9507
4 0.9616 0.8725 0.9693 0.8795 0.9951 0.9029
5 0.9456 0.8689 0.9439 0.8673 0.9517 0.8745
6 1.0051 0.9167 1.0087 0.9200 1.0114 0.9224
7 0.9861 0.8645 0.9980 0.8748 0.9949 0.8722
8 0.9745 0.8636 0.9885 0.8760 1.0278 0.9108
9 0.9861 0.8978 0.9992 0.9097 1.0200 0.9287
10 1.0072 0.8706 1.0143 0.8767 1.0223 0.8836
11 0.9951 0.8704 1.0207 0.8928 1.0626 0.9295
12 0.9860 0.8914 1.0076 0.9109 1.0589 0.9573
Notes: See the notes for Table 1.2.1.
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Table 1.2.5: BMA scheme: Forecast evaluation of Italy CPI inflation:
Relative MSFE
φ = 0.5 φ = 2 φ = 20
h model & AV model & AR model & AV model & AR model & AV model & AR
AIC
1 1.0168 0.9228 0.9997 0.9072 0.9341 0.8477
2 1.0036 0.8836 1.0046 0.8845 0.9820 0.8646
3 0.9576 0.8242 0.9716 0.8364 0.9918 0.8537
4 0.8970 0.6969 0.9147 0.7106 0.9120 0.7086
5 1.0515 0.9389 1.0446 0.9327 0.8820 0.7875
6 1.0108 0.8926 1.0214 0.9019 1.0086 0.8906
7 0.9798 0.8356 1.0169 0.8673 1.0501 0.8956
8 0.9691 0.7994 1.0058 0.8296 1.0325 0.8516
9 1.0246 0.8851 1.0278 0.8878 0.9633 0.8321
10 1.0137 0.8898 1.0280 0.9024 1.0374 0.9107
11 0.9977 0.8889 1.0186 0.9075 1.0295 0.9172
12 1.0101 0.8571 1.0104 0.8574 0.7449 0.6321
SIC
1 1.0099 0.9473 1.0014 0.9393 0.8942 0.8388
2 1.0197 0.9129 1.0166 0.9101 0.9757 0.8735
3 0.9727 0.8625 0.9703 0.8604 0.9183 0.8142
4 0.8810 0.7382 0.8894 0.7452 0.7498 0.6282
5 0.9365 0.8202 0.9153 0.8016 0.7482 0.6553
6 1.0167 0.9275 1.0028 0.9148 0.8331 0.7601
7 0.9869 0.8730 0.9848 0.8711 0.8983 0.7946
8 0.9031 0.7298 0.9502 0.7678 0.9956 0.8045
9 1.0061 0.8968 0.9694 0.8641 0.8341 0.7435
10 1.0143 0.8967 0.9975 0.8818 0.8063 0.7128
11 0.9997 0.8944 0.9912 0.8867 0.9222 0.8250
12 0.9655 0.8010 1.0007 0.8302 0.9096 0.7546
HQ
1 1.0213 0.9334 1.0037 0.9173 0.9263 0.8465
2 1.0029 0.8884 1.0026 0.8882 0.9773 0.8657
3 0.9219 0.8021 0.9467 0.8236 0.9747 0.8480
4 0.8108 0.6722 0.8453 0.7008 0.8563 0.7100
5 1.0196 0.9597 1.0077 0.9485 0.8511 0.8012
6 1.0217 0.9121 1.0139 0.9051 0.8447 0.7541
7 0.9775 0.8498 1.0078 0.8762 1.0299 0.8954
8 0.9651 0.8203 0.9783 0.8316 0.9578 0.8141
9 1.0045 0.8780 0.9716 0.8492 0.7726 0.6753
10 1.0150 0.8941 0.9994 0.8804 0.8016 0.7061
11 0.9995 0.8949 1.0172 0.9108 1.0210 0.9142
12 0.9835 0.7929 1.0090 0.8135 0.8859 0.7143
Notes: See the notes for Table 1.2.1.
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Table 1.3.1: BMA scheme: Diebold & Mariano values of Austria
CPI inflation forecasting with φ=0.5
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -3.0131 -2.6626 -2.2568 -2.8359 -2.9282 -2.5361
2 -1.9220 -2.3347 -1.9511 -2.2717 -2.3608 -1.8694
3 -3.3956 -2.5718 -2.1488 -3.1850 -2.5233 -1.8259
4 -0.9556 -2.3896 -2.1218 -1.2311 -2.6520 -2.1358
5 -4.0054 -2.6323 -2.3768 -4.0891 -2.7042 -2.1925
6 -1.9022 -2.2675 -1.8501 -2.0019 -2.3001 -1.9119
7 -2.7451 -2.2423 -1.7711 -2.7425 -2.2660 -1.8577
8 -2.4760 -2.3300 -2.0205 -2.5898 -2.5191 -1.9506
9 -3.2355 -2.7269 -2.1701 -3.4617 -2.5970 -2.1251
10 -2.9128 -2.3006 -1.7228 -3.0310 -2.3247 -1.7224
11 -3.0635 -1.9804 -1.7107 -3.0631 -1.9974 -1.5692
12 -2.2559 -2.2820 -1.8368 -2.4301 -2.3569 -1.9444
SIC
1 -3.0375 -2.7341 -2.1865 -2.3877 -2.9654 -2.3066
2 -1.9604 -2.4834 -1.9868 -2.0420 -2.3627 -1.9352
3 -1.1785 -2.4334 -1.9759 -1.3400 -2.2108 -1.6579
4 0.5864 -2.4463 -1.9828 0.3941 -2.2991 -1.7983
5 -3.3932 -2.6497 -2.3456 -3.5461 -2.6907 -2.4003
6 -1.3671 -2.2454 -1.9003 -1.3948 -2.1683 -1.8615
7 -0.4750 -2.2918 -1.7949 -0.6983 -2.3459 -1.8573
8 -2.4776 -2.5209 -1.9564 -2.4644 -2.3213 -1.9815
9 -3.2140 -2.7300 -2.1560 -3.4891 -2.9470 -2.4822
10 -2.3543 -2.4927 -1.9371 -2.3653 -2.1831 -1.7695
11 -1.1213 -2.2641 -1.7430 -1.3919 -2.3151 -1.7716
12 0.3320 -2.0598 -1.5976 0.5154 -2.2340 -1.6318
HQ
1 -3.0242 -3.0135 -2.3460 -2.5478 -2.7331 -2.1878
2 -1.9787 -2.3499 -1.7791 -2.0626 -2.3781 -1.8722
3 -1.2067 -2.2959 -1.7206 -1.4807 -2.2073 -1.8592
4 -1.7959 -2.3326 -2.1222 -1.8886 -2.2503 -1.9074
5 -4.5064 -2.5135 -2.0773 -4.4398 -2.6392 -2.2390
6 -1.7139 -2.3116 -1.7583 -1.9156 -2.2319 -1.7504
7 -2.7422 -2.3279 -1.9294 -2.7283 -2.4683 -1.9322
8 -2.4768 -2.4810 -2.0489 -2.4818 -2.5081 -1.9978
9 -3.3231 -2.8136 -2.3820 -3.5941 -2.9504 -2.4262
10 -2.3199 -2.4200 -1.9768 -2.3040 -2.3265 -1.7998
11 -1.0411 -2.2613 -1.7000 -1.4588 -2.2147 -1.7837
12 -2.7368 -2.4011 -1.8487 -2.8214 -2.4382 -2.0008
Notes: The table reports the Diebold & Mariano (DM) values and the bootstrapped
critical values at 5% and at 10% significance level. The ARX model is compared with
the benchmark AR model and then the AV model is compared with the AR model. In
bold are indicated the values when the model ARX is better than the AR and when
the AV is better than the AR model at 5% or at 10% significance level. Different
information criteria are considered the Akaike (AIC), the Schwarz (SIC) and the
Hannan-Quinn (HQ) information criterion.
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Table 1.3.2: BMA scheme: Diebold & Mariano values of Austria
CPI inflation forecasting with φ=2
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.3754 -2.7293 -2.0713 -2.8359 -2.7705 -2.1849
2 -1.3946 -2.4058 -1.7873 -2.2717 -2.3222 -1.8993
3 -2.6478 -2.4303 -1.9787 -3.1850 -2.4658 -1.9394
4 -0.5752 -2.4844 -2.0436 -1.2311 -2.5064 -2.2075
5 -3.8239 -2.6920 -2.1838 -4.0891 -2.5982 -2.1323
6 -1.6780 -2.2024 -1.7470 -2.0019 -2.2309 -1.8634
7 -2.7155 -2.2693 -1.8656 -2.7425 -2.1500 -1.7588
8 -2.4304 -2.4393 -1.8935 -2.5898 -2.5121 -1.9236
9 -2.9599 -2.6964 -2.2670 -3.4617 -2.6966 -2.2571
10 -2.7333 -2.2503 -1.8185 -3.0310 -2.3040 -1.7680
11 -3.0246 -2.3465 -1.8413 -3.0631 -2.2555 -1.8201
12 -2.0123 -2.4278 -1.8844 -2.4301 -2.1588 -1.6799
SIC
1 -1.3763 -2.8177 -2.1665 -2.3877 -3.1160 -2.5217
2 -1.7045 -2.5649 -1.9369 -2.0420 -2.2728 -1.8408
3 -0.9369 -2.4356 -1.8319 -1.3400 -2.5552 -2.0997
4 0.7919 -2.4949 -1.9026 0.3941 -2.4135 -1.9534
5 -3.5107 -2.6555 -2.2529 -3.5461 -2.7441 -2.3062
6 -1.3293 -2.3739 -1.8473 -1.3948 -2.2710 -1.9402
7 -0.3027 -2.0702 -1.5674 -0.6983 -2.2033 -1.8193
8 -2.5142 -2.3393 -2.0477 -2.4644 -2.7169 -2.1309
9 -3.0500 -3.0032 -2.4754 -3.4891 -2.8853 -2.4564
10 -2.3375 -2.2701 -1.7713 -2.3653 -2.1421 -1.7668
11 -0.9338 -2.2210 -1.7644 -1.3919 -2.1096 -1.7125
12 0.2123 -1.9564 -1.5667 0.5154 -2.1778 -1.6593
HQ
1 -1.3762 -2.6370 -1.9249 -2.5478 -2.7217 -2.2622
2 -1.7087 -2.3790 -1.8139 -2.0626 -2.3887 -1.8190
3 -0.8885 -2.2198 -1.9119 -1.4807 -2.4170 -1.8544
4 -1.6993 -2.6175 -2.0752 -1.8886 -2.5649 -2.0693
5 -4.4279 -2.4874 -2.0238 -4.4398 -2.5203 -2.1241
6 -1.4391 -2.3659 -1.9267 -1.9156 -2.2578 -1.9164
7 -2.7079 -2.5504 -2.0212 -2.7283 -2.4041 -1.9107
8 -2.5107 -2.3890 -1.9561 -2.4818 -2.4757 -1.9911
9 -3.0437 -2.7791 -2.3282 -3.5941 -2.8153 -2.3139
10 -2.3222 -2.3555 -1.8303 -2.3040 -2.1761 -1.7979
11 -0.6896 -2.4006 -1.7604 -1.4588 -2.2084 -1.6958
12 -2.6428 -2.4095 -1.7112 -2.8214 -2.4046 -1.7387
Notes: See the notes for Table 1.3.1.
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Table 1.3.3: BMA scheme: Diebold & Mariano values of Austria
CPI inflation forecasting with φ=20
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.3718 -2.4516 -1.7873 -2.8359 -2.6721 -2.1456
2 -0.4741 -2.4782 -1.8424 -2.2717 -2.2355 -1.6847
3 -0.8707 -2.4158 -1.9598 -3.1850 -2.4236 -2.0449
4 0.2484 -2.7091 -1.9689 -1.2311 -2.6059 -2.1050
5 -2.7521 -2.5037 -2.0698 -4.0891 -2.5186 -2.0348
6 -1.2499 -2.1160 -1.7473 -2.0019 -2.1393 -1.7925
7 -2.6549 -2.2157 -1.7757 -2.7425 -2.1145 -1.6150
8 -1.6928 -2.8087 -2.1693 -2.5898 -2.3874 -2.0427
9 -2.3530 -2.6551 -2.1985 -3.4617 -2.5382 -2.1164
10 -2.4378 -2.4002 -1.8946 -3.0310 -2.3301 -2.0077
11 -3.0064 -2.1515 -1.6048 -3.0631 -2.1018 -1.6840
12 -1.5310 -2.4512 -1.9103 -2.4301 -2.0987 -1.6378
SIC
1 -1.3718 -2.0034 -1.5722 -2.3877 -2.9862 -2.4151
2 -0.5852 -2.3790 -1.9243 -2.0420 -2.1517 -1.8325
3 -0.3044 -2.1564 -1.6776 -1.3400 -2.2980 -1.8992
4 1.1384 -2.1608 -1.7116 0.3941 -2.5182 -2.0397
5 -3.2420 -2.7694 -2.2458 -3.5461 -2.8485 -2.3970
6 -1.2331 -2.1401 -1.8078 -1.3948 -2.3134 -1.9521
7 0.3583 -2.2327 -1.8443 -0.6983 -2.3284 -1.8182
8 -1.9987 -2.3445 -2.0513 -2.4644 -2.4559 -2.0227
9 -2.8217 -2.7854 -2.4431 -3.4891 -2.9418 -2.4072
10 -2.3040 -2.2551 -1.9299 -2.3653 -2.3735 -1.9474
11 -0.5206 -2.3217 -1.8077 -1.3919 -2.4081 -1.9491
12 0.0047 -2.1593 -1.7255 0.5154 -2.1016 -1.6481
HQ
1 -1.3718 -2.6991 -1.9746 -2.5478 -2.6319 -2.0095
2 -0.5704 -2.4927 -2.0254 -2.0626 -2.4162 -1.8536
3 -0.2284 -2.3442 -1.9690 -1.4807 -2.5143 -2.0487
4 -1.4803 -2.4041 -1.9611 -1.8886 -2.4318 -2.0415
5 -3.4394 -2.6947 -2.3391 -4.4398 -2.8490 -2.3601
6 -1.0118 -2.2378 -1.7727 -1.9156 -2.2420 -1.8982
7 -2.6485 -2.3385 -1.9784 -2.7283 -2.4238 -1.9754
8 -1.9929 -2.3857 -1.9918 -2.4818 -2.5176 -2.1405
9 -2.4447 -2.8903 -2.4044 -3.5941 -2.7634 -2.3589
10 -2.2885 -2.3341 -1.9008 -2.3040 -2.1214 -1.7090
11 -0.0226 -2.3680 -1.8569 -1.4588 -2.1779 -1.6330
12 -2.3723 -2.4377 -1.9706 -2.8214 -2.3898 -1.7537
Notes: See the notes for Table 1.3.1.
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Table 1.3.4: BMA scheme: Diebold & Mariano values of Belgium
CPI inflation forecasting with φ=0.5
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 0.5590 -1.9642 -1.5884 0.4573 -2.1619 -1.6710
2 -0.3747 -1.9516 -1.6541 -0.4121 -2.1456 -1.5653
3 -2.9341 -2.1011 -1.6693 -1.7499 -2.1836 -1.6712
4 0.3772 -1.9375 -1.3284 0.3022 -1.7374 -1.3036
5 -0.4949 -2.1505 -1.6883 0.1641 -2.0391 -1.6634
6 2.3150 -2.0420 -1.4549 2.4187 -1.8744 -1.4233
7 1.2704 -1.8389 -1.4474 1.3209 -1.7737 -1.3079
8 -0.9628 -1.8761 -1.4275 -0.6659 -2.1101 -1.6029
9 -0.5643 -2.0515 -1.4669 -0.5061 -2.0564 -1.4516
10 -2.8788 -1.9075 -1.3481 -2.8659 -1.9293 -1.5138
11 -0.9706 -1.9054 -1.3969 -0.9775 -1.8707 -1.2788
12 -2.6893 -2.4686 -1.7646 -2.4408 -2.3464 -1.7567
SIC
1 0.6377 -2.0662 -1.5983 0.6142 -2.1755 -1.7074
2 -0.0295 -2.2307 -1.7174 0.0256 -2.3893 -1.8715
3 -0.4252 -2.3527 -1.8157 -0.2106 -2.3116 -1.8433
4 -1.4082 -2.0470 -1.4984 0.0471 -2.2247 -1.7245
5 -0.5134 -2.2150 -1.6364 -0.2034 -2.3236 -1.7534
6 1.0156 -2.0479 -1.5935 1.9543 -1.8845 -1.5272
7 1.5021 -1.7773 -1.4471 1.8508 -1.7252 -1.3548
8 -0.9655 -2.0212 -1.7086 -0.3397 -1.9132 -1.5543
9 -0.2386 -2.3429 -1.7542 -0.0967 -2.2784 -1.7789
10 -1.4203 -1.9923 -1.4805 -0.4114 -2.1693 -1.5370
11 -0.8218 -1.7473 -1.4138 -0.7921 -1.9583 -1.5048
12 -1.6886 -2.4831 -1.9230 -1.3597 -2.5486 -2.0787
HQ
1 0.5984 -2.0430 -1.6485 0.5443 -2.3434 -1.8363
2 -0.1850 -2.1922 -1.6721 -0.1714 -2.3382 -1.8121
3 -1.1170 -2.3282 -1.7376 -0.4382 -2.3382 -1.7574
4 -0.1536 -1.8358 -1.4238 0.0154 -1.9608 -1.5322
5 -0.1540 -2.3332 -1.6809 0.2143 -2.2301 -1.6328
6 0.0201 -1.9801 -1.4379 1.3237 -2.0322 -1.5531
7 1.2816 -1.8397 -1.2631 1.3325 -1.7775 -1.3768
8 -1.2277 -1.9376 -1.4407 -0.4428 -2.1730 -1.4124
9 -0.4218 -1.9217 -1.4831 -0.3272 -2.2853 -1.7277
10 -1.7480 -1.8795 -1.4841 -1.0607 -2.0102 -1.4533
11 -1.1920 -1.8202 -1.3742 -1.0982 -1.8882 -1.4760
12 -2.3591 -2.6028 -1.9985 -2.0354 -2.4852 -1.8978
Notes: See the notes for Table 1.3.1.
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Table 1.3.5: BMA scheme: Diebold & Mariano values of Belgium
CPI inflation forecasting with φ=2
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 0.7913 -1.9265 -1.4989 0.4573 -2.2817 -1.7891
2 -0.3499 -2.3613 -1.9128 -0.4121 -2.2540 -1.6234
3 -1.8659 -2.2884 -1.6683 -1.7499 -2.3077 -1.6382
4 0.5813 -1.9214 -1.4635 0.3022 -2.0055 -1.4491
5 -0.0638 -2.1319 -1.6610 0.1641 -2.1548 -1.6140
6 2.3693 -1.7208 -1.3208 2.4187 -2.0385 -1.5372
7 1.7893 -1.7677 -1.3991 1.3209 -1.9129 -1.4871
8 -0.6289 -2.0824 -1.5058 -0.6659 -1.9517 -1.6583
9 0.0427 -2.0095 -1.4956 -0.5061 -1.7735 -1.3318
10 -1.6233 -2.1082 -1.5427 -2.8659 -1.6033 -1.1363
11 -0.3204 -1.9344 -1.4232 -0.9775 -1.8069 -1.2590
12 -2.0953 -2.0711 -1.5841 -2.4408 -2.1088 -1.5802
SIC
1 0.8397 -1.9961 -1.4845 0.6142 -2.1470 -1.7996
2 -0.1498 -2.3703 -1.8213 0.0256 -2.4352 -2.0408
3 -0.0745 -2.1349 -1.6900 -0.2106 -2.4251 -1.9028
4 -0.8344 -1.9436 -1.4787 0.0471 -2.4117 -1.6908
5 -0.1757 -2.2779 -1.8096 -0.2034 -2.3191 -1.7988
6 1.4259 -2.2459 -1.7117 1.9543 -2.4306 -1.7836
7 1.6816 -1.8243 -1.4141 1.8508 -2.2030 -1.6225
8 -0.6064 -1.9954 -1.5124 -0.3397 -1.8061 -1.4304
9 -0.0271 -2.2859 -1.7997 -0.0967 -2.2771 -1.7938
10 -0.2363 -2.0835 -1.5968 -0.4114 -2.0289 -1.4772
11 -0.6830 -1.6096 -1.2753 -0.7921 -1.8974 -1.4224
12 -1.1431 -2.4667 -1.9566 -1.3597 -2.7791 -2.1039
HQ
1 0.7831 -2.0180 -1.5514 0.5443 -2.3240 -1.7691
2 -0.2402 -2.4522 -1.8540 -0.1714 -2.3174 -1.7479
3 -0.4239 -2.1013 -1.5693 -0.4382 -2.2609 -1.7161
4 -0.1668 -2.2481 -1.6869 0.0154 -2.3609 -1.7510
5 0.1158 -2.5097 -1.9468 0.2143 -2.1579 -1.5252
6 0.9363 -1.9949 -1.5081 1.3237 -2.1192 -1.6278
7 1.8172 -1.9747 -1.4254 1.3325 -1.7262 -1.2757
8 -0.6718 -2.0385 -1.4764 -0.4428 -2.1054 -1.6043
9 -0.3657 -2.4391 -1.7449 -0.3272 -1.9484 -1.5071
10 0.1739 -2.0576 -1.5735 -1.0607 -2.1443 -1.4020
11 -0.7841 -1.7798 -1.3170 -1.0982 -1.8486 -1.4402
12 -1.7006 -2.2447 -1.8734 -2.0354 -2.2410 -1.8231
Notes: See the notes for Table 1.3.1.
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Table 1.3.6: BMA scheme: Diebold & Mariano values of Belgium
CPI inflation forecasting with φ=20
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 1.3398 -1.8442 -1.4989 0.4573 -2.2227 -1.7570
2 0.2083 -2.1674 -1.6131 -0.4121 -2.2427 -1.6113
3 0.6153 -2.0458 -1.5420 -1.7499 -2.0692 -1.4164
4 1.2391 -1.9705 -1.4009 0.3022 -1.9382 -1.5067
5 0.8491 -2.2881 -1.7077 0.1641 -2.0464 -1.4489
6 2.2528 -2.0241 -1.5477 2.4187 -1.7309 -1.3690
7 2.3138 -1.8357 -1.3369 1.3209 -1.7301 -1.3098
8 0.0276 -2.0235 -1.5136 -0.6659 -1.9233 -1.4616
9 0.3185 -2.1789 -1.6473 -0.5061 -1.9783 -1.4715
10 1.4335 -1.8731 -1.3846 -2.8659 -1.7192 -1.2748
11 1.2285 -1.8584 -1.2907 -0.9775 -1.7351 -1.3119
12 0.1627 -2.5496 -1.9600 -2.4408 -2.1536 -1.6277
SIC
1 1.3475 -1.8399 -1.4433 0.6142 -2.0952 -1.8024
2 0.1506 -2.4309 -1.9475 0.0256 -2.4217 -1.9789
3 0.5754 -2.2495 -1.8190 -0.2106 -2.2456 -1.7969
4 0.7357 -2.3237 -1.7332 0.0471 -2.2093 -1.6014
5 0.5262 -2.2737 -1.7753 -0.2034 -2.4036 -1.6777
6 2.0371 -2.3678 -1.7365 1.9543 -1.9760 -1.5023
7 1.9095 -1.9464 -1.4888 1.8508 -1.9331 -1.4313
8 0.3862 -2.0346 -1.6591 -0.3397 -2.1168 -1.5637
9 0.2360 -2.3427 -1.8102 -0.0967 -2.1201 -1.7147
10 1.6654 -1.8878 -1.2297 -0.4114 -1.8862 -1.4583
11 -0.2001 -1.9166 -1.3698 -0.7921 -1.7367 -1.3389
12 -0.1214 -2.5400 -1.9380 -1.3597 -2.6375 -1.9855
HQ
1 1.3383 -1.7492 -1.4012 0.5443 -2.4122 -1.8685
2 0.1826 -2.3238 -1.6719 -0.1714 -2.1562 -1.7171
3 0.6448 -2.1570 -1.6066 -0.4382 -2.3193 -1.8495
4 0.7167 -2.2303 -1.6639 0.0154 -2.1133 -1.6086
5 0.6939 -2.7018 -1.9560 0.2143 -2.2240 -1.6562
6 1.8788 -2.0797 -1.4903 1.3237 -2.1901 -1.5912
7 2.2631 -2.1465 -1.5618 1.3325 -1.8436 -1.5164
8 0.5270 -2.1372 -1.6211 -0.4428 -1.5486 -1.2733
9 -0.7336 -2.2443 -1.7033 -0.3272 -2.3203 -1.7380
10 1.6626 -2.1815 -1.5408 -1.0607 -2.0227 -1.4363
11 0.2282 -1.7454 -1.3269 -1.0982 -1.9617 -1.5889
12 0.0788 -2.5843 -2.1087 -2.0354 -2.4661 -1.7171
Notes: See the notes for Table 1.3.1.
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Table 1.3.7: BMA scheme: Diebold & Mariano values of France
CPI inflation forecasting with φ=0.5
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.0847 -2.5549 -1.8263 -0.0110 -3.3868 -2.5969
2 1.2001 -2.3983 -1.6172 -0.4136 -3.2380 -2.4629
3 0.8307 -2.5040 -1.7813 -1.4484 -3.2385 -2.5434
4 0.1919 -2.2053 -1.6660 -1.9990 -2.9270 -2.3640
5 -1.2027 -2.2979 -1.8084 -1.8543 -3.1243 -2.2799
6 -1.1809 -2.4613 -1.9195 -2.1110 -2.7138 -2.0597
7 -2.0552 -2.3950 -1.9376 -2.5587 -2.3511 -1.8900
8 -0.7530 -2.4458 -1.8288 -1.2606 -2.2030 -1.7018
9 -1.3633 -2.3697 -1.7792 -1.5811 -2.1855 -1.6353
10 -0.8288 -2.1021 -1.5881 -1.7350 -2.1569 -1.5048
11 -1.1527 -1.9474 -1.4845 -2.0806 -2.1368 -1.6570
12 -0.8368 -2.1871 -1.3473 -1.4118 -2.5124 -1.6342
SIC
1 0.0662 -3.4192 -2.3304 1.3623 -3.1255 -2.5385
2 0.3015 -3.3203 -2.3830 -0.1024 -3.3947 -2.6237
3 0.1787 -2.7302 -2.1513 -1.1817 -3.8234 -3.1930
4 -0.8054 -3.1808 -2.3487 -2.2577 -3.2379 -2.2506
5 -1.4414 -2.9508 -2.2501 -2.0147 -2.9355 -2.1857
6 -1.7447 -2.7190 -2.1142 -2.1458 -2.6772 -2.0511
7 -1.3799 -3.2694 -2.6014 -2.3168 -2.3227 -1.8131
8 -0.6646 -2.4945 -2.0100 -1.4006 -2.4607 -1.8219
9 -1.4929 -2.5580 -1.9334 -1.8697 -2.2406 -1.7457
10 -2.7769 -2.5722 -1.9961 -3.1931 -2.5491 -1.8064
11 -2.5221 -2.5122 -2.0020 -3.4693 -2.4642 -1.9203
12 -2.1260 -2.3541 -1.6592 -2.8044 -2.2502 -1.6993
HQ
1 -0.6750 -3.1364 -2.3759 0.0458 -3.4749 -2.7704
2 0.2997 -3.0561 -2.2485 -0.4877 -3.1968 -2.6007
3 0.6793 -2.5734 -2.1493 -1.4086 -3.3108 -2.8484
4 -0.6223 -2.7095 -1.9977 -2.3681 -2.7983 -2.3258
5 -1.4515 -2.5845 -1.9784 -2.7981 -2.7691 -2.1018
6 -1.7385 -2.7252 -2.0859 -2.1606 -2.5100 -1.9110
7 -1.3694 -2.8484 -2.1749 -2.1563 -2.5323 -1.8751
8 -0.7503 -2.3963 -1.7528 -1.3979 -2.3343 -1.8246
9 -1.5052 -2.5037 -1.8599 -1.8026 -2.2150 -1.6820
10 -2.9506 -2.5560 -1.7073 -3.3561 -2.8281 -1.9131
11 0.0835 -2.3718 -1.7071 -0.5631 -2.2071 -1.7303
12 -1.2995 -2.0675 -1.5738 -1.6393 -2.3453 -1.7634
Notes: See the notes for Table 1.3.1.
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Table 1.3.8: BMA scheme: Diebold & Mariano values of France
CPI inflation forecasting with φ=2
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.0838 -2.6443 -1.8993 -0.0110 -3.4609 -2.8118
2 0.8312 -2.3475 -1.6972 -0.4136 -3.4508 -2.5797
3 0.6397 -2.5055 -1.8914 -1.4484 -3.2207 -2.6330
4 -0.3795 -2.4071 -1.7957 -1.9990 -2.9774 -2.2795
5 -1.4701 -2.4171 -1.9624 -1.8543 -2.6018 -2.1470
6 -1.4355 -2.3744 -1.7285 -2.1110 -2.9259 -2.1987
7 -1.9638 -2.9126 -2.1113 -2.5587 -2.5775 -1.8316
8 -0.7508 -2.2344 -1.6877 -1.2606 -2.1907 -1.7053
9 -1.2949 -2.8154 -2.1228 -1.5811 -2.3208 -1.6700
10 -1.1484 -2.3155 -1.8258 -1.7350 -2.3750 -1.7265
11 -1.7448 -2.4611 -1.7267 -2.0806 -2.4470 -1.6748
12 -1.1467 -2.1260 -1.5141 -1.4118 -2.3476 -1.7530
SIC
1 0.0672 -3.0202 -2.3206 1.3623 -3.2383 -2.7565
2 0.3004 -3.3479 -2.5429 -0.1024 -3.2367 -2.6037
3 0.0706 -3.1400 -2.2319 -1.1817 -3.6246 -3.0371
4 -0.8512 -2.9748 -2.2855 -2.2577 -3.0001 -2.4745
5 -1.4490 -2.7943 -2.0876 -2.0147 -2.9056 -2.2396
6 -1.7516 -2.6134 -2.0675 -2.1458 -2.9894 -2.2027
7 -1.4167 -2.8960 -2.2141 -2.3168 -2.2563 -1.5788
8 -0.7500 -2.4696 -1.9720 -1.4006 -2.4470 -1.8892
9 -1.4521 -2.8154 -2.0172 -1.8697 -2.5490 -1.8586
10 -2.8428 -2.6330 -1.9009 -3.1931 -2.2982 -1.6756
11 -2.4461 -2.8192 -1.9825 -3.4693 -2.5288 -1.8659
12 -2.1272 -2.7745 -1.8595 -2.8044 -2.1744 -1.3922
HQ
1 -0.4917 -3.3790 -2.2126 0.0458 -3.2091 -2.5988
2 0.2988 -2.8156 -2.1107 -0.4877 -3.4143 -2.6642
3 0.6076 -2.4799 -1.7981 -1.4086 -3.3953 -2.8899
4 -1.0012 -2.5729 -2.0353 -2.3681 -2.9052 -2.2821
5 -1.5374 -2.7912 -2.1920 -2.7981 -2.7792 -2.0693
6 -1.7474 -2.4753 -2.0532 -2.1606 -2.6816 -2.1151
7 -1.4216 -2.6986 -1.9910 -2.1563 -2.3852 -1.7842
8 -0.7808 -2.3287 -1.8591 -1.3979 -2.4584 -1.7365
9 -1.4291 -2.6927 -1.9085 -1.8026 -2.6062 -1.8023
10 -2.9217 -2.4353 -1.9618 -3.3561 -2.5790 -2.0143
11 0.3298 -2.4070 -1.8579 -0.5631 -2.2509 -1.6092
12 -1.4097 -2.4990 -1.9081 -1.6393 -1.9709 -1.4671
Notes: See the notes for Table 1.3.1.
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Table 1.3.9: BMA scheme: Diebold & Mariano values of France
CPI inflation forecasting with φ=20
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.0564 -2.5627 -1.8912 -0.0110 -3.1327 -2.7227
2 0.3595 -2.8688 -1.9211 -0.4136 -3.4875 -2.5668
3 0.5269 -2.8018 -1.9723 -1.4484 -3.3695 -2.6150
4 -0.3750 -2.4973 -1.8756 -1.9990 -3.0275 -2.4404
5 -1.6054 -2.7332 -2.1952 -1.8543 -2.7055 -2.0595
6 -1.7016 -2.3761 -1.7674 -2.1110 -2.5906 -1.9897
7 -1.6717 -2.7480 -2.1666 -2.5587 -2.2416 -1.7098
8 -1.1673 -2.2638 -1.6995 -1.2606 -2.2816 -1.8447
9 -1.0551 -2.7996 -2.2596 -1.5811 -2.2075 -1.7463
10 -1.0358 -2.4947 -1.8862 -1.7350 -2.5104 -1.6856
11 -2.4254 -2.4353 -1.6673 -2.0806 -2.2006 -1.7697
12 -1.7192 -2.1350 -1.7029 -1.4118 -2.0276 -1.5612
SIC
1 0.0689 -3.7286 -2.4869 1.3623 -3.4082 -2.6894
2 0.3946 -3.1812 -2.3160 -0.1024 -3.3221 -2.4143
3 0.2317 -2.7983 -2.0251 -1.1817 -3.8404 -3.2522
4 -0.4531 -3.1791 -2.5221 -2.2577 -2.9182 -2.3887
5 -1.4209 -2.7107 -1.9599 -2.0147 -2.8361 -2.1561
6 -1.5907 -2.6711 -2.2045 -2.1458 -2.8648 -2.1642
7 -1.5466 -3.0136 -2.1724 -2.3168 -2.1078 -1.4539
8 -1.1156 -2.4905 -1.9564 -1.4006 -2.3540 -1.7716
9 -1.0395 -2.6911 -2.0534 -1.8697 -2.0562 -1.6531
10 -2.6222 -2.8696 -2.0004 -3.1931 -2.5365 -1.9558
11 -2.2191 -2.3445 -1.8050 -3.4693 -2.2864 -1.8263
12 -2.0704 -2.6340 -1.9204 -2.8044 -2.3010 -1.6538
HQ
1 0.0124 -2.9723 -2.2318 0.0458 -3.3091 -2.4861
2 0.3941 -2.9268 -2.3084 -0.4877 -3.0063 -2.2438
3 0.5449 -2.8581 -2.1750 -1.4086 -3.3196 -2.5932
4 -0.4502 -2.7558 -2.1326 -2.3681 -3.0963 -2.3570
5 -1.4872 -2.7303 -2.1225 -2.7981 -2.8714 -2.1660
6 -1.6493 -2.3741 -1.8504 -2.1606 -2.9800 -2.0638
7 -1.5349 -3.1956 -2.2864 -2.1563 -2.5014 -1.7424
8 -1.1167 -2.3870 -1.8111 -1.3979 -2.1120 -1.7580
9 -1.2455 -2.5198 -1.9418 -1.8026 -2.3631 -1.8037
10 -2.8299 -2.6358 -1.8364 -3.3561 -2.4394 -1.6570
11 1.5925 -2.5248 -1.9008 -0.5631 -1.9200 -1.5623
12 -1.6583 -2.3168 -1.6456 -1.6393 -2.0590 -1.5809
Notes: See the notes for Table 1.3.1.
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Table 1.3.10: BMA scheme: Diebold & Mariano values of Ger-
many CPI inflation forecasting with φ=0.5
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -3.3662 -2.9813 -2.3301 -3.9220 -2.8366 -2.1603
2 -1.4098 -2.6805 -2.0389 -1.6552 -2.7175 -2.1693
3 -2.8462 -2.5408 -2.0415 -2.8857 -2.5689 -1.9643
4 -2.8083 -2.6997 -2.2618 -2.8287 -2.8698 -2.3731
5 -3.2725 -3.2269 -2.5394 -3.2437 -3.1525 -2.5128
6 -3.0655 -2.8072 -2.1444 -3.0889 -2.8992 -2.3009
7 -2.8753 -2.6522 -2.1114 -2.8610 -2.6065 -2.0991
8 -2.5704 -2.8128 -2.3650 -2.5349 -2.5299 -1.9292
9 -3.1491 -3.2372 -2.4637 -3.2581 -3.5986 -2.6437
10 -4.0864 -3.3934 -2.7109 -4.0227 -3.0948 -2.5250
11 -4.2169 -2.9297 -2.3011 -4.3104 -3.0917 -2.4609
12 -0.6955 -2.4261 -1.9574 -0.6667 -2.5916 -1.9254
SIC
1 -2.8331 -2.9773 -1.9680 -3.5170 -3.0671 -2.5790
2 -1.0411 -2.6500 -2.0129 -1.2893 -2.5495 -2.0369
3 -3.0579 -2.6627 -2.0505 -2.6645 -2.6568 -2.0833
4 -2.7582 -2.6043 -2.1647 -2.6995 -2.7807 -2.3062
5 -3.6383 -2.8993 -2.1715 -3.4958 -3.2948 -2.6938
6 -2.8813 -2.9224 -2.2973 -2.9122 -2.8171 -2.2721
7 -2.7430 -2.7713 -2.1099 -2.7657 -2.9378 -2.4132
8 -2.4699 -2.8118 -2.2519 -2.4682 -2.5080 -2.0008
9 -3.1871 -2.9514 -2.4564 -3.1579 -3.0238 -2.3749
10 -4.2344 -2.9774 -2.2830 -4.1883 -2.9102 -2.3269
11 -4.0238 -3.0627 -2.4562 -4.0113 -3.3412 -2.6999
12 -3.1500 -2.7553 -2.1357 -3.2559 -2.5308 -2.0936
HQ
1 -3.2865 -2.7209 -1.9817 -3.9040 -3.0888 -2.4551
2 -1.2001 -3.0375 -2.1188 -1.4092 -2.6146 -2.1012
3 -2.7356 -2.9082 -2.1005 -2.8537 -2.4842 -1.9418
4 -2.6744 -2.7855 -2.0894 -2.8425 -3.0185 -2.3455
5 -3.5612 -3.3468 -2.6699 -3.4668 -3.3130 -2.6718
6 -2.9047 -3.1734 -2.5217 -2.9095 -2.9820 -2.2679
7 -2.7403 -2.9077 -2.2056 -2.7714 -3.0081 -2.2684
8 -2.5636 -2.5819 -2.2864 -2.5332 -2.3852 -2.0833
9 -3.2446 -2.7492 -2.2771 -3.3117 -2.9310 -2.3658
10 -4.3176 -2.8828 -2.2926 -4.2950 -3.0983 -2.5005
11 -4.2634 -2.8225 -2.3622 -4.2724 -2.8870 -2.3756
12 -2.7289 -2.5289 -1.9376 -2.8410 -2.6352 -2.1347
Notes: See the notes for Table 1.3.1.
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Table 1.3.11: BMA scheme: Diebold & Mariano values of Ger-
many CPI inflation forecasting with φ=2
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -2.3992 -2.5517 -2.0778 -3.9220 -3.0552 -2.3702
2 -0.8761 -2.5313 -1.9554 -1.6552 -2.5757 -1.9898
3 -2.7736 -2.6955 -2.1723 -2.8857 -2.7204 -2.0171
4 -2.8533 -2.7491 -2.3227 -2.8287 -2.8450 -2.1864
5 -3.4620 -3.2095 -2.5862 -3.2437 -3.3564 -2.5647
6 -2.9896 -2.6817 -2.1898 -3.0889 -2.5618 -2.1336
7 -2.8684 -2.9828 -2.3004 -2.8610 -2.8462 -2.0499
8 -2.4866 -2.5702 -2.0748 -2.5349 -2.6712 -2.1556
9 -3.1346 -3.1143 -2.4971 -3.2581 -2.9499 -2.5353
10 -4.2097 -3.1647 -2.1986 -4.0227 -2.8172 -2.3711
11 -3.7413 -3.0272 -2.3471 -4.3104 -2.7597 -2.1794
12 -0.9666 -2.5106 -1.8913 -0.6667 -2.4990 -1.9735
SIC
1 -2.1969 -2.4346 -1.7857 -3.5170 -3.3582 -2.5740
2 -0.6082 -2.9091 -2.1360 -1.2893 -3.0858 -2.1629
3 -2.8286 -2.7355 -2.1360 -2.6645 -2.6373 -2.0393
4 -2.7715 -2.8489 -2.1513 -2.6995 -2.9781 -2.3475
5 -3.5912 -3.4182 -2.5690 -3.4958 -3.1858 -2.5834
6 -2.8197 -2.6409 -2.1896 -2.9122 -2.6764 -2.3106
7 -2.7895 -2.4585 -1.9255 -2.7657 -2.9770 -2.3052
8 -2.4629 -2.4865 -2.1109 -2.4682 -2.6064 -2.1337
9 -3.2331 -2.6828 -2.0514 -3.1579 -3.2402 -2.4650
10 -4.3058 -2.8555 -2.2930 -4.1883 -2.9247 -2.3920
11 -3.8692 -3.1845 -2.6539 -4.0113 -3.0440 -2.4311
12 -3.1906 -2.4042 -2.0229 -3.2559 -2.3511 -2.0584
HQ
1 -2.3879 -2.5972 -1.9132 -3.9040 -2.8434 -2.2552
2 -0.7453 -2.5145 -2.0253 -1.4092 -2.5610 -1.8413
3 -2.6598 -2.7579 -2.1200 -2.8537 -2.4700 -1.9989
4 -2.7930 -2.9463 -2.1937 -2.8425 -3.0377 -2.4126
5 -3.5870 -3.2547 -2.6904 -3.4668 -3.2146 -2.4503
6 -2.8704 -2.8790 -2.4408 -2.9095 -2.6228 -2.0270
7 -2.8013 -2.9695 -2.5486 -2.7714 -2.9231 -2.3627
8 -2.4992 -2.8330 -2.1818 -2.5332 -2.5872 -2.0527
9 -3.2795 -2.7524 -2.2672 -3.3117 -2.8373 -2.1725
10 -4.3542 -2.8957 -2.1408 -4.2950 -2.8223 -2.4240
11 -3.9215 -2.7219 -2.2953 -4.2724 -2.9246 -2.4170
12 -2.8079 -2.2605 -1.9501 -2.8410 -2.5529 -1.9054
Notes: See the notes for Table 1.3.1.
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Table 1.3.12: BMA scheme: Diebold & Mariano values of Ger-
many CPI inflation forecasting with φ=20
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.3954 -2.3988 -1.8337 -3.9220 -2.7281 -2.2703
2 0.6496 -2.7461 -1.9817 -1.6552 -2.7364 -2.0782
3 -2.3771 -2.9424 -2.2434 -2.8857 -2.4592 -1.9992
4 -2.6686 -3.0358 -2.3300 -2.8287 -2.7317 -2.1400
5 -3.4662 -3.2113 -2.4184 -3.2437 -2.9497 -2.4461
6 -2.6924 -2.8846 -2.2739 -3.0889 -2.6800 -2.2296
7 -2.5577 -2.9652 -2.1505 -2.8610 -2.8103 -2.2066
8 -2.1974 -2.6532 -2.2142 -2.5349 -2.6536 -2.0170
9 -3.0591 -3.0048 -2.3129 -3.2581 -3.4580 -2.3315
10 -4.5869 -2.9434 -2.3843 -4.0227 -2.8916 -2.5083
11 -2.0873 -3.0297 -2.3030 -4.3104 -3.1300 -2.3714
12 -1.3593 -2.5302 -1.9610 -0.6667 -2.7238 -2.2379
SIC
1 -1.6699 -2.4281 -1.7319 -3.5170 -3.2186 -2.4954
2 0.6568 -2.8492 -1.9872 -1.2893 -3.0556 -2.2363
3 -2.0380 -2.3552 -1.8752 -2.6645 -2.7736 -2.1948
4 -2.4959 -2.6156 -2.0015 -2.6995 -2.7424 -2.0829
5 -3.6362 -3.1511 -2.4336 -3.4958 -3.4339 -2.7333
6 -2.6491 -2.8085 -2.2831 -2.9122 -2.8746 -2.2307
7 -2.7661 -2.7443 -2.1375 -2.7657 -2.7510 -2.2277
8 -2.4039 -2.5846 -2.0673 -2.4682 -2.6361 -2.0472
9 -3.3640 -2.7550 -2.3659 -3.1579 -2.6595 -2.1211
10 -4.4425 -2.8310 -2.2119 -4.1883 -3.2175 -2.6055
11 -3.3869 -3.1884 -2.5544 -4.0113 -2.9565 -2.4843
12 -2.8439 -2.8685 -2.1790 -3.2559 -2.5541 -2.0181
HQ
1 -1.3956 -2.1682 -1.7109 -3.9040 -2.9754 -2.4451
2 0.6485 -3.0051 -2.0095 -1.4092 -2.8553 -2.1216
3 -2.3002 -2.8898 -2.2393 -2.8537 -2.4915 -1.8952
4 -2.6960 -2.6595 -2.0292 -2.8425 -2.8764 -2.2931
5 -3.5794 -3.2501 -2.6497 -3.4668 -3.1269 -2.4949
6 -2.7058 -2.7025 -2.0250 -2.9095 -2.7828 -2.1894
7 -2.7899 -2.6704 -2.2749 -2.7714 -2.5741 -2.1148
8 -2.2516 -2.6951 -2.1192 -2.5332 -2.6428 -2.0538
9 -3.2250 -2.5889 -2.1237 -3.3117 -3.3144 -2.4478
10 -4.5049 -3.0127 -2.3516 -4.2950 -3.2638 -2.5058
11 -2.7444 -3.2831 -2.6624 -4.2724 -3.0799 -2.4957
12 -2.5233 -2.6229 -1.8818 -2.8410 -2.5859 -2.0648
Notes: See the notes for Table 1.3.1.
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Table 1.3.13: BMA scheme: Diebold & Mariano values of Italy
CPI inflation forecasting with φ=0.5
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.6002 -3.6968 -2.6553 -1.7149 -4.0147 -2.8076
2 -1.7533 -3.6822 -2.8183 -1.7606 -3.6257 -2.6942
3 -1.2245 -3.4719 -2.7323 -1.8296 -4.2023 -3.0841
4 -2.3993 -3.5502 -2.7294 -2.5331 -4.1521 -2.9466
5 -1.5417 -3.3771 -2.3614 -1.4442 -3.7309 -2.6173
6 -1.4796 -2.7246 -2.0626 -1.4724 -2.9916 -2.1753
7 -1.4595 -2.5850 -1.9197 -1.4785 -2.7392 -2.0207
8 -1.3824 -2.6364 -1.9609 -1.4058 -2.6708 -1.9763
9 -1.6016 -2.5169 -1.9296 -1.6111 -2.7012 -1.7763
10 -1.7695 -2.2558 -1.7747 -1.7038 -2.1026 -1.6131
11 -1.5280 -1.9400 -1.5225 -1.4991 -2.2652 -1.6311
12 -1.6705 -1.9290 -1.5775 -1.6908 -2.0424 -1.5813
SIC
1 -1.1499 -3.0148 -2.3964 -1.2597 -3.8062 -2.8691
2 -1.6507 -3.5332 -2.6534 -1.6504 -3.5543 -2.5573
3 -1.7130 -3.7107 -2.6438 -2.0872 -4.6236 -3.1937
4 -2.1653 -3.3558 -2.5109 -2.4474 -3.8717 -2.8030
5 -2.1648 -4.5359 -3.3767 -1.8090 -3.8866 -3.0881
6 -1.4679 -2.9724 -2.2409 -1.4742 -2.8185 -2.1101
7 -1.6212 -2.6757 -1.8224 -1.5972 -3.4498 -2.4487
8 -1.8307 -2.8794 -2.1411 -1.8261 -3.2269 -2.2914
9 -1.6293 -2.6501 -2.0727 -1.6899 -2.6718 -1.9639
10 -1.8346 -2.0958 -1.6238 -1.8203 -2.3878 -1.5737
11 -1.5230 -2.0850 -1.5813 -1.5120 -1.9341 -1.5585
12 -1.9556 -2.1774 -1.5799 -1.9308 -2.0965 -1.5231
HQ
1 -1.4463 -3.4985 -2.4115 -1.7241 -3.5478 -2.6198
2 -1.7287 -3.7589 -2.9097 -1.7581 -3.3114 -2.5635
3 -1.3536 -3.7981 -2.7350 -1.8973 -3.3658 -2.3685
4 -2.1019 -3.2602 -2.4886 -2.4131 -3.6141 -2.7853
5 -1.4656 -3.8978 -2.9271 -1.0731 -3.9967 -3.0241
6 -1.4906 -2.7910 -1.9659 -1.4814 -3.1176 -2.3157
7 -1.4276 -3.0696 -2.3515 -1.4645 -3.0974 -2.1546
8 -1.3592 -2.3898 -1.7632 -1.3681 -2.7401 -2.0467
9 -1.6174 -2.3739 -1.7584 -1.6220 -2.7916 -1.9236
10 -1.8103 -2.1725 -1.6698 -1.7574 -2.0461 -1.5315
11 -1.4897 -2.0102 -1.5633 -1.4694 -1.9914 -1.4574
12 -1.9707 -2.2101 -1.7751 -1.9851 -2.2342 -1.6547
Notes: See the notes for Table 1.3.1.
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Table 1.3.14: BMA scheme: Diebold & Mariano values of Italy
CPI inflation forecasting with φ=2
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.7604 -3.8903 -2.6972 -1.7149 -3.6742 -2.6361
2 -1.7367 -3.9721 -2.7298 -1.7606 -3.5426 -2.4756
3 -1.2873 -3.6930 -2.6345 -1.8296 -3.7670 -2.8193
4 -2.4111 -3.6603 -2.6619 -2.5331 -4.0784 -2.9759
5 -1.4436 -3.4762 -2.7328 -1.4442 -3.6705 -2.6805
6 -1.4343 -3.1262 -2.1319 -1.4724 -3.1882 -2.0067
7 -1.5260 -2.7308 -2.1026 -1.4785 -3.2090 -2.2947
8 -1.3795 -2.7535 -2.1487 -1.4058 -2.8223 -2.1931
9 -1.6043 -3.1170 -2.0408 -1.6111 -2.7153 -1.7008
10 -1.8404 -2.0306 -1.5840 -1.7038 -2.3438 -1.6204
11 -1.5428 -2.3379 -1.7852 -1.4991 -2.2216 -1.6374
12 -1.6712 -2.2338 -1.6112 -1.6908 -2.1129 -1.6514
SIC
1 -1.2523 -3.1557 -2.1159 -1.2597 -3.5127 -2.8563
2 -1.6634 -3.2448 -2.3287 -1.6504 -3.7408 -2.9964
3 -1.7505 -3.9068 -3.0598 -2.0872 -3.9293 -2.9125
4 -2.2749 -4.0854 -2.9914 -2.4474 -3.7734 -2.8678
5 -2.0131 -4.2519 -3.2595 -1.8090 -3.7732 -3.1834
6 -1.3921 -3.2607 -2.2864 -1.4742 -2.9826 -2.0285
7 -1.5631 -2.6738 -1.8775 -1.5972 -3.3940 -2.5164
8 -1.8343 -3.0999 -2.1817 -1.8261 -3.1834 -2.1568
9 -1.6394 -2.9968 -2.2371 -1.6899 -2.5613 -1.9014
10 -1.8016 -2.1980 -1.6040 -1.8203 -1.9359 -1.4283
11 -1.5422 -2.1837 -1.7378 -1.5120 -1.9496 -1.4057
12 -1.9113 -2.3282 -1.7738 -1.9308 -2.4371 -1.6068
HQ
1 -1.6241 -3.7081 -2.4418 -1.7241 -3.5560 -2.4653
2 -1.6839 -3.1316 -2.5491 -1.7581 -3.6409 -2.7377
3 -1.4187 -4.1619 -2.9193 -1.8973 -4.0516 -3.0114
4 -2.1862 -3.7921 -2.8485 -2.4131 -4.0187 -2.9959
5 -1.3195 -3.9727 -2.6605 -1.0731 -3.9717 -3.0880
6 -1.4094 -3.1709 -2.4020 -1.4814 -3.0752 -2.1277
7 -1.5036 -2.8631 -1.7558 -1.4645 -2.8137 -2.0225
8 -1.3593 -3.2910 -2.3363 -1.3681 -2.7608 -1.8994
9 -1.6158 -3.0916 -2.1744 -1.6220 -2.8223 -2.0277
10 -1.8191 -1.9647 -1.4839 -1.7574 -2.1663 -1.7218
11 -1.4608 -2.0375 -1.5742 -1.4694 -2.1232 -1.7518
12 -1.9770 -2.1750 -1.6428 -1.9851 -2.2857 -1.7992
Notes: See the notes for Table 1.3.1.
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Table 1.3.15: BMA scheme: Diebold & Mariano values of Italy
CPI inflation forecasting with φ=20
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.8412 -3.1898 -2.3730 -1.7149 -3.8305 -2.9290
2 -1.6429 -2.8501 -2.3195 -1.7606 -3.7344 -2.9199
3 -1.2767 -3.7016 -2.5992 -1.8296 -3.8474 -2.9661
4 -2.0901 -4.4875 -3.1027 -2.5331 -4.1611 -3.0314
5 -0.8738 -3.2586 -2.4728 -1.4442 -4.0562 -3.0004
6 -1.0909 -3.1074 -2.0097 -1.4724 -2.7717 -1.7302
7 -1.6142 -2.7887 -1.9743 -1.4785 -2.8485 -2.1380
8 -1.3998 -2.4956 -1.8567 -1.4058 -2.7832 -1.7855
9 -1.5033 -2.5228 -1.9565 -1.6111 -2.4486 -1.8174
10 -1.8433 -2.1761 -1.4619 -1.7038 -2.3537 -1.8497
11 -1.6199 -2.4495 -1.7570 -1.4991 -2.0958 -1.7103
12 -1.5340 -2.2521 -1.6401 -1.6908 -1.9062 -1.4983
SIC
1 -1.3658 -2.8547 -2.1199 -1.2597 -3.7576 -2.9174
2 -1.6359 -3.8304 -2.7998 -1.6504 -3.8832 -2.9152
3 -1.5650 -3.7174 -2.7934 -2.0872 -3.8279 -2.8872
4 -2.0954 -3.8494 -3.0234 -2.4474 -4.6305 -3.2472
5 -1.3041 -4.4178 -3.1845 -1.8090 -4.1275 -3.0984
6 -0.9773 -3.0948 -2.0367 -1.4742 -3.1381 -2.1386
7 -1.2741 -2.8357 -1.8407 -1.5972 -3.2103 -2.5324
8 -1.7975 -3.4207 -2.3970 -1.8261 -3.0312 -2.2525
9 -1.3072 -2.8343 -2.0405 -1.6899 -2.8853 -2.0730
10 -1.4554 -2.4608 -1.6928 -1.8203 -1.8447 -1.3170
11 -1.5757 -2.0801 -1.6082 -1.5120 -2.1409 -1.5898
12 -1.8219 -2.2326 -1.5544 -1.9308 -2.3258 -1.5797
HQ
1 -0.8710 -3.0638 -2.2767 -1.7241 -3.6573 -3.0337
2 -1.5281 -3.4564 -2.6056 -1.7581 -4.0046 -2.9431
3 -1.3670 -4.3744 -2.8601 -1.8973 -3.8009 -2.9570
4 -1.9760 -4.0949 -2.8895 -2.4131 -3.4989 -2.6043
5 -0.8560 -4.1430 -2.8666 -1.0731 -3.7775 -2.5779
6 -0.9627 -2.7580 -1.9876 -1.4814 -2.4926 -1.8974
7 -1.5784 -3.0664 -1.9456 -1.4645 -3.0491 -2.4117
8 -1.2437 -2.7489 -2.0442 -1.3681 -2.6437 -1.9918
9 -1.2286 -2.7198 -2.0691 -1.6220 -2.3126 -1.7940
10 -1.4655 -2.2659 -1.6143 -1.7574 -2.2825 -1.6533
11 -1.4888 -1.8372 -1.4693 -1.4694 -1.9639 -1.5358
12 -1.8779 -2.0071 -1.5938 -1.9851 -1.9478 -1.3935
Notes: See the notes for Table 1.3.1.
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Table 1.4.1: BMA scheme: Clark & McCracken values of Austria CPI inflation
forecasting with φ=0.5
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 3.4878 4.5310 5.6513 2.7413 2.2634 2.9973 2.3305
2 1.9916 1.9209 . 2.2778 1.8443 2.2064 1.7943
3 3.0543 3.0123 . 2.3848 1.9627 2.2936 1.8344
4 1.0508 0.9291 . 2.3046 1.9563 2.2633 1.8943
5 3.4138 3.2966 . 2.5997 2.3115 2.5002 2.1998
6 1.7932 1.7185 . 1.9998 1.5889 1.9339 1.5006
7 2.4714 2.4432 . 2.2098 1.8361 2.1497 1.7833
8 2.2179 2.1804 . 2.1675 1.7606 2.0908 1.7013
9 2.6543 2.6573 . 2.3877 2.0087 2.3107 1.9289
10 2.1768 2.1228 . 1.8280 1.4434 1.7497 1.3805
11 2.1776 2.1042 . 1.8952 1.5418 1.8256 1.4743
12 1.8482 1.7098 . 1.9344 1.5662 1.8306 1.4752
SIC
1 3.4188 4.5643 5.0516 3.0394 2.5860 3.6146 2.6677
2 2.0120 1.9333 . 2.3592 1.8231 2.3101 1.7732
3 1.2752 1.1503 . 2.2847 1.8750 2.2198 1.8124
4 -0.4542 -0.5894 . 2.2081 1.8666 2.1417 1.8184
5 3.0561 2.9873 . 2.4495 2.1251 2.3714 1.9933
6 1.3004 1.2106 . 2.1653 1.7247 2.1237 1.6473
7 0.7308 0.3652 . 2.0126 1.5536 1.9404 1.4830
8 2.2091 2.1820 . 2.0830 1.8198 2.0294 1.7732
9 2.7267 2.7334 . 2.3108 2.0546 2.2446 1.9533
10 1.8052 1.7515 . 1.9564 1.6381 1.9564 1.5804
11 1.0063 0.8434 . 1.6975 1.3891 1.6201 1.3089
12 0.0118 -0.2548 . 1.7681 1.3645 1.6782 1.2862
HQ
1 3.4104 4.5954 5.2286 3.0104 2.4830 3.2729 2.6422
2 2.0398 1.9604 . 2.5664 2.1041 2.5015 2.0505
3 1.3215 1.1872 . 2.1752 1.8180 2.1329 1.7726
4 1.9916 1.7665 . 2.5051 2.0675 2.4593 1.9996
5 3.8116 3.7489 . 2.7611 2.1593 2.6711 2.0668
6 1.6210 1.5430 . 2.1058 1.8193 1.9963 1.7443
7 2.4662 2.4414 . 2.3589 1.7305 2.1952 1.6810
8 2.2099 2.1729 . 2.2385 1.7364 2.1520 1.6557
9 2.7532 2.7657 . 2.4384 1.9770 2.3890 1.8791
10 1.7866 1.7255 . 1.8641 1.5172 1.8010 1.4376
11 0.9673 0.7737 . 1.7483 1.3754 1.6605 1.3120
12 2.0670 1.9861 . 1.8751 1.5078 1.7841 1.4327
Notes: The table reports the Clark & McCracken (CM) values and the bootstrapped critical values at
5% and at 10% significance level. For h = 1 (CMa) tests ENC-T, ENC-REG and ENC-NEW through
equations (2.20) (2.21) (2.22) are applied and for h > 1 (CMb) ENC-T′ and MSE-T′ tests through equa-
tions (2.23) (2.24) are applied. For simplicity reasons (for h > 1) instead of ENC-T′ and MSE-T the results
in the tables are written as ENC-T and ENC-REG. Different information criteria are considered the Akaike
(AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. In bold are indicated the values
when the ARX model is better than the benchmark AR model at 5% or at 10% significance level. Notice,
that when the ENC-NEW is a positive value the ARX model is better than the benchmark AR model.
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Table 1.4.2: BMA scheme: Clark & McCracken values of Austria CPI inflation
forecasting with φ=2
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.2831 7.3399 59.3139 3.1128 2.4790 3.1294 2.3775
2 1.4964 1.4187 . 2.3821 1.8604 2.3380 1.7770
3 2.5471 2.4022 . 2.1957 1.8275 2.1111 1.7502
4 0.7066 0.5666 . 2.2222 1.9621 2.1885 1.8686
5 3.1757 3.0271 . 2.5323 2.1773 2.4829 2.1095
6 1.6081 1.5222 . 2.0228 1.7016 1.9509 1.6300
7 2.4359 2.4064 . 2.0222 1.6277 1.9662 1.5634
8 2.1799 2.1402 . 2.2417 1.8763 2.1713 1.8194
9 2.4641 2.4741 . 2.3117 1.9369 2.2177 1.8672
10 2.0500 1.9946 . 1.7593 1.4411 1.7047 1.3293
11 2.1033 2.0200 . 1.7644 1.4653 1.6910 1.3852
12 1.7236 1.5313 . 1.9385 1.4277 1.8142 1.3391
SIC
1 2.2875 7.3327 59.2408 2.8721 2.2952 2.7942 2.2568
2 1.7941 1.6967 . 2.3383 1.9334 2.2668 1.8513
3 1.0760 0.9337 . 1.8985 1.5455 1.8487 1.5013
4 -0.6629 -0.7962 . 2.1386 1.6083 2.0781 1.4960
5 3.1874 3.1111 . 2.6464 2.1972 2.5317 2.0965
6 1.2687 1.1764 . 2.0260 1.7334 1.9754 1.6664
7 0.5516 0.2401 . 2.0622 1.7315 2.0225 1.6852
8 2.2336 2.2042 . 2.2694 1.7436 2.2184 1.6860
9 2.6153 2.6221 . 2.4128 2.0891 2.3585 2.0208
10 1.7947 1.7380 . 1.7402 1.4701 1.6646 1.3720
11 0.8686 0.7037 . 1.6373 1.3956 1.5965 1.3151
12 0.0511 -0.1653 . 1.6448 1.3538 1.5643 1.2654
HQ
1 2.2868 7.3338 59.2517 3.0191 2.3605 3.0082 2.4024
2 1.8035 1.7053 . 2.4252 1.9692 2.4178 1.9541
3 1.0460 0.8950 . 2.2020 1.9327 2.1235 1.8726
4 1.9411 1.6800 . 2.5920 2.0424 2.5152 1.9718
5 3.5497 3.4537 . 2.5598 2.1697 2.4637 2.0633
6 1.3846 1.2942 . 1.9932 1.6782 1.9524 1.6010
7 2.4273 2.3988 . 2.0908 1.6579 2.0385 1.5932
8 2.2333 2.1968 . 2.2843 1.8081 2.2279 1.7379
9 2.5435 2.5573 . 2.3340 1.9981 2.2433 1.9168
10 1.7894 1.7284 . 1.8920 1.6144 1.8263 1.5557
11 0.7101 0.5252 . 1.6653 1.3701 1.6002 1.2786
12 1.9918 1.9223 . 1.8077 1.5532 1.7385 1.4664
Notes: See the notes for Table 1.4.1.
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Table 1.4.3: BMA scheme: Clark & McCracken values of Austria CPI inflation
forecasting with φ=20
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.2629 7.3745 59.6530 2.8329 2.0543 2.7815 2.3156
2 0.6098 0.4791 . 2.1275 1.6426 2.0304 1.5291
3 1.3022 0.8235 . 2.2554 1.8612 2.1763 1.7973
4 -0.1122 -0.2417 . 2.3499 1.9238 2.2131 1.8399
5 2.3876 2.1698 . 2.5475 2.1638 2.4485 2.0628
6 1.2492 1.1425 . 1.9321 1.6455 1.8569 1.5832
7 2.3721 2.3014 . 2.1543 1.8042 2.0687 1.7749
8 1.5437 1.3925 . 2.1190 1.7432 2.0523 1.6684
9 2.0119 1.9825 . 2.4272 2.0557 2.3377 1.9208
10 1.8671 1.7967 . 1.9034 1.6381 1.8317 1.5343
11 2.0004 1.8907 . 1.7303 1.4314 1.6484 1.3516
12 1.5095 1.1735 . 1.8053 1.3620 1.7159 1.2538
SIC
1 2.2629 7.3745 59.6530 2.6633 2.1393 2.7239 2.0328
2 0.7403 0.5888 . 2.4302 1.8427 2.3269 1.7524
3 0.5022 0.3125 . 2.2131 1.6875 2.1872 1.6158
4 -1.0187 -1.1308 . 2.3908 1.7870 2.3058 1.7309
5 3.1591 2.9804 . 2.3789 2.1009 2.2407 1.9713
6 1.1866 1.0893 . 2.0098 1.7345 1.9411 1.6572
7 -0.0773 -0.3031 . 1.8284 1.5103 1.7738 1.4354
8 1.7579 1.6451 . 2.0949 1.7714 2.0113 1.6580
9 2.5037 2.4548 . 2.5524 2.2120 2.4976 2.1764
10 1.7775 1.7129 . 1.9957 1.5843 1.8846 1.5038
11 0.5617 0.3938 . 1.8636 1.5278 1.7879 1.4427
12 0.1321 -0.0037 . 1.7145 1.3736 1.6049 1.2857
HQ
1 2.2629 7.3745 59.6530 2.8933 2.2422 2.9543 2.2061
2 0.7285 0.5736 . 2.4963 1.9432 2.4106 1.8744
3 0.4325 0.2359 . 2.1571 1.6595 2.0303 1.5948
4 1.8462 1.4762 . 2.5124 2.0318 2.4213 1.9483
5 2.7544 2.6059 . 2.6763 2.2341 2.5883 2.1508
6 1.0201 0.9084 . 1.9976 1.7205 1.9474 1.6638
7 2.3643 2.2989 . 2.0686 1.7971 2.0218 1.7428
8 1.7568 1.6351 . 2.0793 1.7085 2.0150 1.6480
9 2.0857 2.0652 . 2.3678 1.9944 2.3161 1.9183
10 1.7723 1.7053 . 1.9589 1.6668 1.9166 1.5976
11 0.1925 0.0179 . 1.6327 1.2873 1.5134 1.2231
12 1.7450 1.7036 . 1.9802 1.5462 1.8295 1.4560
Notes: See the notes for Table 1.4.1.
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Table 1.4.4: BMA scheme: Clark & McCracken values of Belgium CPI inflation
forecasting with φ=0.5
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 -0.3627 -0.4409 -0.1835 2.3069 1.9723 2.5371 2.0518
2 0.6396 0.3669 . 2.1488 1.7034 2.0450 1.6261
3 3.0702 2.7532 . 2.3958 1.7217 2.2778 1.5423
4 -0.1423 -0.3701 . 1.7554 1.4251 1.6640 1.2513
5 0.6552 0.4402 . 1.9458 1.4985 1.8294 1.3432
6 -1.9808 -2.1600 . 1.8080 1.5129 1.6386 1.3912
7 -1.0316 -1.1515 . 1.7089 1.4643 1.5695 1.3055
8 0.9016 0.7599 . 1.6994 1.3638 1.5430 1.2299
9 0.6177 0.4598 . 1.6312 1.2685 1.4602 1.0939
10 2.3397 2.2287 . 1.5999 1.2655 1.4130 1.0987
11 0.9118 0.7870 . 1.4040 1.1808 1.3090 0.9970
12 2.2133 2.0749 . 1.7220 1.3798 1.5295 1.2419
SIC
1 -0.4581 -0.5904 -0.2547 2.4579 1.8975 2.4578 1.8646
2 0.2824 0.0292 . 2.4098 1.8049 2.3408 1.6992
3 0.5962 0.3615 . 2.1683 1.8496 2.0353 1.6908
4 1.5412 1.3753 . 2.1670 1.5954 2.0795 1.5137
5 0.6843 0.4499 . 2.1254 1.5666 2.0182 1.4317
6 -0.7280 -0.9282 . 2.1962 1.6496 2.0126 1.4969
7 -1.2032 -1.3173 . 1.6734 1.3460 1.5604 1.2426
8 0.9646 0.8437 . 1.9793 1.5572 1.9210 1.4702
9 0.4151 0.2030 . 1.7787 1.3664 1.6520 1.2569
10 1.2378 1.1687 . 1.6937 1.1849 1.5824 1.1009
11 0.7668 0.6625 . 1.3564 1.0661 1.2098 0.9772
12 1.4394 1.3367 . 2.0409 1.5707 1.9402 1.4626
HQ
1 -0.4226 -0.5355 -0.2143 2.1546 1.7984 2.2601 1.8556
2 0.4366 0.1842 . 2.1738 1.6909 2.0561 1.5445
3 1.2336 0.9561 . 2.4450 1.6277 2.3638 1.5868
4 0.3851 0.1478 . 1.9350 1.4818 1.8680 1.3634
5 0.3732 0.1362 . 2.1709 1.6912 2.1027 1.5796
6 0.2539 -0.0183 . 2.0516 1.6025 1.8939 1.4532
7 -1.0359 -1.1529 . 1.4360 1.1478 1.3003 1.0318
8 1.1682 1.0302 . 1.7003 1.4481 1.5673 1.2931
9 0.4955 0.3531 . 1.9610 1.4371 1.8513 1.3073
10 1.4854 1.4008 . 1.7221 1.2929 1.5392 1.1848
11 1.0777 0.9674 . 1.5178 1.1310 1.3462 1.0151
12 1.9659 1.8676 . 1.8166 1.4466 1.6927 1.2794
Notes: See the notes for Table 1.4.1.
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Table 1.4.5: BMA scheme: Clark & McCracken values of Belgium CPI inflation
forecasting with φ=2
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 -0.5470 -0.6875 -0.3890 2.4198 2.0079 2.5691 1.9490
2 0.7170 0.3402 . 2.3714 1.6467 2.2913 1.4935
3 2.0075 1.6516 . 2.1919 1.5885 2.0254 1.4811
4 -0.3370 -0.5690 . 1.9724 1.4436 1.8596 1.3368
5 0.3131 0.0567 . 1.8846 1.4996 1.8194 1.3915
6 -2.0141 -2.1921 . 1.9289 1.5279 1.7812 1.3886
7 -1.5155 -1.6250 . 2.0201 1.5039 1.8234 1.3969
8 0.6371 0.5050 . 1.7754 1.3558 1.6348 1.2234
9 0.1187 -0.0353 . 1.8873 1.5586 1.7990 1.3951
10 1.3787 1.2873 . 1.5906 1.2315 1.4072 1.0948
11 0.3767 0.2592 . 1.3573 1.0946 1.2626 0.9429
12 1.7673 1.6381 . 1.8792 1.5011 1.7707 1.3417
SIC
1 -0.5970 -0.7775 -0.4828 2.3213 1.7206 2.4974 1.8347
2 0.4879 0.1463 . 2.3434 1.9244 2.2240 1.8145
3 0.2993 0.0656 . 2.2265 1.8617 2.1089 1.7579
4 0.9869 0.8079 . 2.1989 1.6027 2.1250 1.4856
5 0.4282 0.1537 . 2.0082 1.7028 1.9227 1.6036
6 -1.1136 -1.3135 . 1.8907 1.5210 1.7632 1.4074
7 -1.3783 -1.4939 . 1.6418 1.2980 1.5174 1.1747
8 0.6565 0.5263 . 1.8376 1.3885 1.7493 1.2565
9 0.2882 0.0230 . 2.0116 1.5970 1.8719 1.4806
10 0.2759 0.1929 . 1.5871 1.2310 1.5119 1.0964
11 0.6581 0.5493 . 1.7033 1.2382 1.5428 1.1321
12 1.0380 0.9107 . 2.0342 1.5181 1.9531 1.4180
HQ
1 -0.5587 -0.7150 -0.3895 2.2487 1.7274 2.3582 1.8345
2 0.5844 0.2357 . 2.4426 1.9533 2.3808 1.8596
3 0.6392 0.3732 . 2.1750 1.5576 2.0359 1.4620
4 0.3783 0.1610 . 2.1177 1.6087 2.0058 1.4677
5 0.1667 -0.1021 . 2.1692 1.6354 2.0576 1.5174
6 -0.6413 -0.8727 . 2.0946 1.6919 1.9761 1.5625
7 -1.5370 -1.6471 . 1.6988 1.3691 1.5508 1.2620
8 0.6970 0.5611 . 1.8392 1.3338 1.7129 1.2213
9 0.4416 0.3079 . 1.8647 1.5153 1.7355 1.4288
10 -0.0395 -0.1394 . 1.7019 1.2668 1.5863 1.1545
11 0.7503 0.6357 . 1.5953 1.2863 1.4296 1.1667
12 1.4753 1.3596 . 2.0300 1.5501 1.9074 1.4213
Notes: See the notes for Table 1.4.1.
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Table 1.4.6: BMA scheme: Clark & McCracken values of Belgium CPI inflation
forecasting with φ=20
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 -0.9111 -1.2253 -1.7249 2.2712 1.8533 2.4690 1.8230
2 1.0714 -0.1977 . 2.4610 1.9360 2.3130 1.8290
3 -0.2106 -0.5662 . 2.2755 1.7911 2.1608 1.6838
4 -0.9736 -1.2212 . 2.0404 1.7325 1.9688 1.6093
5 -0.3424 -0.7537 . 2.1864 1.7094 2.1288 1.6475
6 -1.6734 -1.9525 . 1.8431 1.4396 1.7033 1.3022
7 -1.9752 -2.0875 . 1.7387 1.4088 1.6037 1.3290
8 0.1278 -0.0229 . 1.8049 1.4268 1.7085 1.2968
9 -0.0824 -0.2672 . 1.9624 1.5708 1.8825 1.4241
10 -1.0588 -1.1645 . 1.6421 1.2682 1.5441 1.1299
11 -0.8633 -0.9765 . 1.4701 1.1408 1.3369 0.9764
12 0.0112 -0.1270 . 1.8699 1.5556 1.7901 1.4555
SIC
1 -0.8720 -1.1605 -1.8197 2.0600 1.5497 2.1535 1.7012
2 1.0026 -0.1430 . 2.5225 1.7986 2.3183 1.6261
3 -0.2373 -0.5297 . 2.1793 1.8331 2.0761 1.6419
4 -0.4419 -0.6894 . 2.1245 1.6530 1.9851 1.5602
5 -0.0609 -0.4612 . 2.0418 1.6372 1.9214 1.5536
6 -1.6985 -1.8905 . 2.0911 1.5520 1.9543 1.4473
7 -1.5966 -1.7198 . 1.6782 1.3117 1.5436 1.2198
8 -0.1763 -0.3252 . 1.7658 1.3705 1.6635 1.2691
9 0.2343 -0.2001 . 2.0061 1.6190 1.9002 1.4901
10 -1.2553 -1.3429 . 1.7070 1.3111 1.5873 1.1894
11 0.2802 0.1601 . 1.6020 1.1593 1.4973 1.0730
12 0.2613 0.0953 . 1.9778 1.5815 1.8275 1.4172
HQ
1 -0.9282 -1.2490 -1.7103 2.1447 1.7927 2.3749 1.7906
2 1.0378 -0.1735 . 2.2718 1.7176 2.1973 1.6420
3 -0.2938 -0.5965 . 2.5430 1.9263 2.3949 1.8154
4 -0.4273 -0.6758 . 2.0852 1.7093 1.9922 1.5871
5 -0.2252 -0.6107 . 2.0410 1.5223 1.9481 1.3436
6 -1.5717 -1.7621 . 2.0873 1.4778 1.9260 1.3721
7 -1.9413 -2.0548 . 1.7445 1.4076 1.6734 1.2567
8 -0.2727 -0.4304 . 1.7449 1.5071 1.6431 1.3724
9 0.7557 0.6148 . 2.1054 1.7053 1.9780 1.5194
10 -1.2346 -1.3324 . 1.7091 1.2997 1.5816 1.1836
11 -0.0472 -0.1834 . 1.5745 1.2483 1.4522 1.1479
12 0.0778 -0.0620 . 2.1000 1.7359 1.9709 1.6057
Notes: See the notes for Table 1.4.1.
175
C. Verra Macroeconomic Forecasting Using Model Averaging
Table 1.4.7: BMA scheme: Clark & McCracken values of France CPI inflation
forecasting with φ=0.5
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 1.0391 0.7397 0.9990 3.0976 1.9885 2.8925 2.0079
2 -0.2598 -1.2114 . 2.7466 2.1158 2.6730 1.8718
3 -0.1801 -0.8168 . 2.6530 1.7953 2.4098 1.5917
4 0.8847 -0.1647 . 2.3550 1.8338 2.1491 1.6484
5 1.8207 1.0998 . 2.3802 1.9412 2.2091 1.7957
6 1.9370 1.0230 . 2.1702 1.7493 2.0628 1.6328
7 2.6401 1.9427 . 2.1980 1.5412 2.1579 1.4112
8 1.2915 0.6777 . 1.8718 1.5898 1.7747 1.4694
9 1.7822 1.1568 . 1.9123 1.4281 1.7790 1.3222
10 1.6539 0.6758 . 1.8794 1.5077 1.7343 1.3238
11 2.0376 0.8841 . 1.7533 1.5143 1.6024 1.3525
12 1.5563 0.6012 . 1.7107 1.2807 1.6421 1.1864
SIC
1 0.5144 0.4176 0.3995 3.5987 2.6934 4.2002 2.5581
2 0.2008 -0.3016 . 3.8559 2.7415 3.8228 2.6273
3 0.1522 -0.1822 . 2.6153 2.1299 2.4778 1.9809
4 1.0799 0.8267 . 2.8837 2.2643 2.7889 2.1050
5 1.7745 1.2579 . 2.3759 1.9416 2.3441 1.8273
6 2.0643 1.5439 . 2.3961 1.8375 2.3202 1.7255
7 1.9691 1.2688 . 2.6483 2.0252 2.5163 1.9340
8 1.1640 0.5856 . 2.1157 1.7147 1.9749 1.6187
9 1.7841 1.2531 . 2.3308 1.7624 2.2931 1.6830
10 2.9969 2.2336 . 2.2444 1.7639 2.1318 1.7080
11 2.9430 1.9106 . 1.9186 1.4873 1.8265 1.4008
12 2.2582 1.5291 . 1.7993 1.3171 1.6835 1.2313
HQ
1 1.3203 1.1686 1.2705 3.3825 2.1942 3.7522 2.3539
2 0.2021 -0.2998 . 3.4407 2.7202 3.3962 2.5742
3 -0.3454 -0.6796 . 3.0095 2.0958 2.8802 1.9221
4 1.2737 0.5433 . 2.5730 2.0679 2.3631 1.8769
5 2.0794 1.2924 . 2.5267 1.9016 2.4364 1.7530
6 2.0740 1.5564 . 2.4477 1.8956 2.3366 1.7224
7 2.0323 1.2787 . 2.6773 2.0433 2.5829 1.9301
8 1.2893 0.6679 . 2.1141 1.5675 2.0310 1.4898
9 1.8323 1.2709 . 2.1710 1.7314 2.0714 1.5716
10 3.1623 2.3852 . 2.1602 1.6335 2.0565 1.5334
11 1.1048 -0.0653 . 2.0172 1.4432 1.8675 1.3360
12 1.8726 0.9598 . 1.7091 1.2939 1.5318 1.1391
Notes: See the notes for Table 1.4.1.
176
C. Verra Macroeconomic Forecasting Using Model Averaging
Table 1.4.8: BMA scheme: Clark & McCracken values of France CPI inflation
forecasting with φ=2
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 1.0380 0.7390 0.9980 2.4336 1.7228 2.6418 1.7944
2 -0.1079 -0.8344 . 2.6315 1.8646 2.4511 1.5733
3 -0.1971 -0.6264 . 2.9326 2.4607 2.7562 2.2545
4 1.0571 0.3334 . 2.6080 2.2311 2.4855 2.0185
5 1.9044 1.3602 . 2.0692 1.7332 2.0099 1.5483
6 2.0578 1.2496 . 2.2113 1.6185 2.1005 1.5088
7 2.4519 1.8320 . 2.5167 1.9667 2.4654 1.8677
8 1.2780 0.6722 . 1.9920 1.6438 1.9286 1.5162
9 1.6829 1.0930 . 2.0043 1.5967 1.8722 1.4418
10 1.7899 0.9422 . 1.6194 1.1832 1.5355 1.0630
11 2.3799 1.3307 . 1.7302 1.3623 1.6378 1.2549
12 1.7011 0.8206 . 1.5599 1.2529 1.4445 1.1234
SIC
1 0.5131 0.4165 0.3983 3.3419 2.4184 3.5667 2.3701
2 0.2002 -0.2999 . 3.5540 2.4699 3.4625 2.2172
3 0.2720 -0.0719 . 3.4458 2.6363 3.2470 2.4806
4 1.1329 0.8775 . 2.5121 2.1269 2.3923 1.9663
5 1.7701 1.2796 . 2.5526 2.0478 2.4963 1.9621
6 2.0648 1.5586 . 2.4104 1.9928 2.3553 1.9520
7 1.9688 1.3025 . 2.6353 2.1289 2.6023 2.0523
8 1.2494 0.6618 . 1.9973 1.6364 1.9231 1.5591
9 1.7449 1.2226 . 1.9793 1.4270 1.9284 1.3066
10 2.9305 2.2781 . 2.1604 1.6769 2.0999 1.5822
11 2.7350 1.8334 . 2.0438 1.7374 1.9697 1.6242
12 2.1780 1.5285 . 1.8215 1.3580 1.7315 1.3318
HQ
1 1.1297 0.9613 0.9563 3.2449 2.1858 3.4588 2.2666
2 0.2013 -0.2984 . 2.7146 2.0618 2.6578 1.9252
3 -0.2761 -0.6078 . 2.9282 2.2020 2.8850 1.9736
4 1.4004 0.9343 . 2.7277 2.1269 2.6405 1.9995
5 2.0370 1.3592 . 2.3826 1.8502 2.3010 1.7428
6 2.0724 1.5620 . 2.5075 2.0942 2.4469 2.0260
7 2.0101 1.3176 . 2.6703 1.9147 2.5809 1.8757
8 1.2994 0.6939 . 2.1867 1.6970 2.0849 1.5903
9 1.7427 1.2045 . 2.0557 1.4326 1.9734 1.3529
10 3.0021 2.3418 . 2.0936 1.3936 2.0026 1.3016
11 0.7479 -0.2572 . 1.9829 1.5695 1.9077 1.4614
12 1.9041 1.0500 . 1.7996 1.4679 1.7394 1.3090
Notes: See the notes for Table 1.4.1.
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Table 1.4.9: BMA scheme: Clark & McCracken values of France CPI inflation
forecasting with φ=20
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 1.0165 0.7237 0.9816 2.9497 2.0363 2.8356 2.1410
2 0.2254 -0.3571 . 2.9876 2.2059 2.8040 2.0432
3 -0.2097 -0.5296 . 2.5721 2.0515 2.4280 1.8632
4 0.6793 0.3793 . 2.5458 2.1666 2.3982 1.9994
5 1.9154 1.5725 . 2.5552 2.0649 2.4359 1.9262
6 2.0689 1.5149 . 2.3510 1.8998 2.2943 1.8431
7 2.0656 1.5251 . 2.6815 2.0935 2.6106 1.9865
8 1.7129 1.0378 . 1.9300 1.6150 1.8201 1.4998
9 1.4247 0.8874 . 1.8941 1.5286 1.8393 1.4459
10 1.5847 0.8284 . 2.0105 1.4419 1.7625 1.3480
11 2.4467 1.8789 . 1.9074 1.5381 1.8530 1.4608
12 1.9813 1.2246 . 1.7317 1.2842 1.5702 1.1832
SIC
1 0.5105 0.4144 0.3959 4.0199 2.7538 3.9497 2.7082
2 0.2067 -0.3979 . 3.0695 2.5105 3.0353 2.4128
3 0.0900 -0.2369 . 3.1707 2.4138 2.9787 2.2428
4 0.7304 0.4630 . 3.0109 2.3792 2.8838 2.2340
5 1.7541 1.3101 . 2.7154 2.0645 2.6258 2.0078
6 1.8870 1.4634 . 2.5750 2.1084 2.4899 2.0409
7 2.0241 1.4287 . 2.6398 2.1866 2.5559 2.1309
8 1.6680 0.9892 . 2.1352 1.6417 2.0503 1.5426
9 1.4275 0.8906 . 2.0768 1.6430 1.9762 1.5791
10 2.5416 2.1015 . 2.2492 1.5183 2.1791 1.4451
11 2.3410 1.6385 . 2.1446 1.5799 2.0352 1.5164
12 2.0140 1.4875 . 1.7283 1.4018 1.6244 1.2630
HQ
1 0.5739 0.4663 0.4434 3.1718 2.3658 3.6542 2.3204
2 0.2072 -0.3974 . 2.9176 2.2242 2.7989 2.1976
3 -0.2350 -0.5510 . 2.8576 2.3022 2.7474 2.1219
4 0.7486 0.4591 . 2.8025 2.0869 2.7461 1.9240
5 1.7825 1.3552 . 2.5585 1.8816 2.4556 1.7578
6 1.9756 1.4774 . 2.3749 1.8832 2.3162 1.7685
7 2.0145 1.4146 . 2.7448 1.9913 2.6813 1.9399
8 1.6750 0.9929 . 2.0388 1.6706 1.8980 1.5188
9 1.5776 1.0501 . 2.2078 1.6537 2.1733 1.5580
10 2.7535 2.2459 . 2.1661 1.6341 2.0682 1.5150
11 -0.5613 -1.2800 . 1.9123 1.6169 1.8138 1.4796
12 2.0676 1.2808 . 1.5992 1.3488 1.5043 1.2479
Notes: See the notes for Table 1.4.1.
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Table 1.4.10: BMA scheme: Clark & McCracken values of Germany CPI inflation
forecasting with φ=0.5
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 3.4420 3.7070 2.0128 2.6669 2.0887 2.5611 2.0295
2 1.6641 1.4106 . 2.6047 2.0056 2.5473 1.9438
3 2.9330 2.7725 . 2.5722 2.0738 2.5253 2.0105
4 2.8474 2.6977 . 2.6386 1.9897 2.5611 1.8906
5 3.3855 3.0812 . 3.0631 2.2709 2.9731 2.1727
6 2.9921 2.8532 . 2.5415 2.0772 2.4292 2.0113
7 2.7923 2.6552 . 2.6023 2.0689 2.5361 2.0124
8 2.5199 2.3287 . 2.0670 1.6931 1.9927 1.6060
9 2.8086 2.6307 . 2.3780 1.8933 2.2021 1.7989
10 3.4856 3.4136 . 2.3592 1.8286 2.2793 1.7793
11 3.3889 3.3274 . 2.3019 1.7383 2.2322 1.6796
12 0.8205 0.5314 . 1.7811 1.3711 1.6860 1.2893
SIC
1 2.7144 2.6639 1.4349 2.4179 1.9095 2.5807 1.9203
2 1.2894 1.0477 . 2.8437 2.2438 2.8199 2.1988
3 3.0761 2.9920 . 2.7405 2.1033 2.7083 2.0671
4 2.7700 2.6528 . 2.6352 2.0753 2.5945 2.0029
5 3.6466 3.4560 . 2.7436 2.1890 2.6502 2.1090
6 2.8047 2.6919 . 2.5437 1.9639 2.4678 1.8801
7 2.6469 2.5424 . 2.4650 1.9630 2.3724 1.9100
8 2.3867 2.2442 . 2.2584 1.8140 2.1838 1.7271
9 2.8532 2.7200 . 2.2820 1.8992 2.1741 1.8157
10 3.5995 3.5360 . 2.3019 1.7536 2.2183 1.6485
11 3.4089 3.3091 . 2.4393 1.9843 2.3655 1.9172
12 2.4370 2.2973 . 1.8156 1.3967 1.7394 1.3606
HQ
1 3.3559 3.6200 1.8806 2.7999 2.2779 3.0208 2.5117
2 1.4525 1.2030 . 2.7095 2.1060 2.5616 1.9888
3 2.8401 2.7158 . 2.8698 2.0081 2.7940 1.9741
4 2.6792 2.5739 . 2.6580 2.0642 2.6149 1.9798
5 3.5715 3.3549 . 3.1845 2.5195 3.1382 2.4104
6 2.8345 2.7179 . 2.7155 2.0353 2.6441 1.9602
7 2.6446 2.5409 . 2.4744 2.1192 2.4031 2.0447
8 2.4917 2.3249 . 2.2698 1.7322 2.1648 1.6861
9 2.8656 2.7212 . 2.6454 2.1788 2.5630 2.0584
10 3.6650 3.5946 . 2.5663 1.8989 2.5019 1.8315
11 3.5157 3.4223 . 2.3348 1.8117 2.2979 1.7430
12 2.1837 2.0360 . 2.0581 1.4385 1.9635 1.4066
Notes: See the notes for Table 1.4.1.
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Table 1.4.11: BMA scheme: Clark & McCracken values of Germany CPI inflation
forecasting with φ=2
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.8637 3.0453 3.4543 2.9750 2.2597 3.0119 2.4241
2 1.2803 0.8722 . 2.9341 2.1654 2.8597 2.1107
3 2.8748 2.7181 . 2.7362 2.0953 2.6757 2.0344
4 2.8919 2.7469 . 2.5885 2.0830 2.5355 2.0353
5 3.5604 3.2561 . 2.9024 2.5124 2.8015 2.3680
6 2.9683 2.7818 . 2.2220 1.7550 2.1728 1.6926
7 2.7891 2.6511 . 2.4185 1.9301 2.3262 1.8647
8 2.4135 2.2572 . 2.1041 1.8128 2.0271 1.7032
9 2.7680 2.6274 . 2.6030 2.1039 2.5224 1.9991
10 3.5987 3.5270 . 2.3105 1.9289 2.2132 1.8485
11 3.0631 3.0159 . 2.4228 1.9680 2.3628 1.9048
12 0.9364 0.7416 . 2.0422 1.6161 2.0132 1.5388
SIC
1 2.4692 2.5345 3.1497 2.5858 1.9771 2.7610 1.9225
2 0.9932 0.6071 . 2.3217 1.8563 2.2721 1.7901
3 2.8979 2.7854 . 2.5806 1.9893 2.4624 1.9179
4 2.7830 2.6817 . 2.4297 2.0230 2.3629 1.9713
5 3.6111 3.4023 . 2.8692 2.3089 2.7529 2.2434
6 2.7682 2.6270 . 2.4950 1.8559 2.3910 1.8195
7 2.7014 2.5887 . 2.4206 1.9540 2.3634 1.8640
8 2.3598 2.2380 . 2.1004 1.6733 2.0440 1.6297
9 2.8843 2.7524 . 2.2646 1.7600 2.2132 1.6992
10 3.6703 3.6033 . 2.1997 1.7480 2.1239 1.6779
11 3.2699 3.1759 . 2.3056 1.9402 2.2631 1.8950
12 2.4569 2.3527 . 1.9108 1.5008 1.8951 1.4311
HQ
1 2.8493 3.0274 3.3900 2.5855 1.9422 2.5752 1.9433
2 1.1394 0.7436 . 2.5490 1.8622 2.4479 1.7427
3 2.7777 2.6420 . 2.6240 1.9948 2.5802 1.9414
4 2.8155 2.6954 . 2.5733 1.8860 2.4930 1.8463
5 3.6206 3.3716 . 3.0069 2.2083 2.8973 2.1283
6 2.8284 2.6778 . 2.5187 1.9762 2.4924 1.8645
7 2.7133 2.6006 . 2.3583 1.7067 2.3020 1.6437
8 2.4100 2.2700 . 2.0424 1.7575 1.9677 1.7077
9 2.8793 2.7567 . 2.5647 2.0295 2.5128 1.9427
10 3.7161 3.6438 . 2.3100 1.8100 2.2563 1.7552
11 3.2673 3.1865 . 2.4996 2.0365 2.4931 1.9921
12 2.2159 2.1067 . 2.1747 1.5247 2.1281 1.4461
Notes: See the notes for Table 1.4.1.
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Table 1.4.12: BMA scheme: Clark & McCracken values of Germany CPI inflation
forecasting with φ=20
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.0029 2.3008 3.5933 2.5105 1.9893 2.5768 2.0696
2 0.6948 -0.6259 . 2.4482 1.9104 2.3074 1.8184
3 2.5580 2.3472 . 2.5690 1.9706 2.5057 1.8696
4 2.7305 2.5976 . 2.7667 2.0720 2.7248 2.0004
5 3.5500 3.2797 . 2.7914 2.2407 2.6925 2.1330
6 2.8016 2.5086 . 2.4929 1.8019 2.4205 1.7542
7 2.5704 2.3064 . 2.4570 2.0471 2.3226 1.9483
8 2.0999 1.9952 . 2.5215 1.8929 2.4614 1.8313
9 2.6526 2.5594 . 2.3599 1.9111 2.2759 1.7953
10 3.9144 3.8150 . 2.2400 1.7557 2.1395 1.7137
11 1.7885 1.7281 . 2.3948 1.9178 2.3337 1.8248
12 1.1248 1.0619 . 1.9981 1.6078 1.9410 1.5248
SIC
1 2.0706 2.3442 3.9820 2.6291 2.0494 2.8216 2.0520
2 0.6173 -0.6338 . 2.6224 1.9767 2.5074 1.8991
3 2.2267 2.0128 . 2.3861 1.9690 2.3313 1.9098
4 2.5443 2.4398 . 2.3633 1.8759 2.3084 1.8523
5 3.7214 3.4077 . 2.7462 2.0835 2.6675 1.9955
6 2.6710 2.4611 . 2.3811 1.9154 2.3401 1.8792
7 2.8023 2.5623 . 2.4146 1.9407 2.3723 1.8806
8 2.2893 2.1831 . 2.3915 1.8659 2.3271 1.8159
9 2.9693 2.8417 . 2.4782 2.0188 2.4086 1.9498
10 3.7970 3.7185 . 2.5007 1.9140 2.2994 1.8219
11 2.8078 2.7186 . 2.3054 2.0186 2.2667 1.9393
12 2.2345 2.1697 . 1.9218 1.4944 1.8926 1.4264
HQ
1 2.0032 2.3008 3.5897 2.6398 1.9920 2.8668 1.9553
2 0.6518 -0.6258 . 2.6155 1.8399 2.5103 1.7323
3 2.4721 2.2673 . 2.4989 2.0453 2.4476 1.9777
4 2.7531 2.6261 . 2.7928 2.0211 2.7287 1.9748
5 3.6406 3.3708 . 2.9800 2.2365 2.9173 2.1663
6 2.7507 2.5180 . 2.4377 1.9078 2.3942 1.8355
7 2.8354 2.5856 . 2.6321 2.0243 2.5408 1.9651
8 2.1545 2.0480 . 2.2778 1.7879 2.1050 1.7208
9 2.8216 2.7212 . 2.4820 1.8714 2.4221 1.8072
10 3.8545 3.7627 . 2.3489 1.8929 2.3202 1.8151
11 2.3267 2.2546 . 2.5009 2.0585 2.4476 2.0130
12 1.9984 1.9450 . 1.7696 1.3390 1.7214 1.2641
Notes: See the notes for Table 1.4.1.
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Table 1.4.13: BMA scheme: Clark & McCracken values of Italy CPI inflation fore-
casting with φ=0.5
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 1.8183 3.2760 1.9704 4.8401 3.6867 5.5117 3.8948
2 1.8935 1.7946 . 3.6839 2.3918 3.6246 2.2714
3 1.5375 1.2548 . 3.7001 2.7274 3.6408 2.6643
4 2.8614 2.4193 . 3.6984 2.8353 3.5924 2.7392
5 1.5770 1.5016 . 3.1973 2.4644 3.1133 2.3458
6 1.5407 1.4577 . 2.6516 1.7568 2.5395 1.6212
7 1.5460 1.3879 . 2.6726 2.1035 2.5477 2.0397
8 1.4249 1.2866 . 2.6114 1.7452 2.5513 1.6214
9 1.5571 1.4495 . 2.2625 1.7444 2.0255 1.6320
10 1.6724 1.5717 . 1.8955 1.4632 1.7721 1.3796
11 1.4476 1.3017 . 1.7241 1.2416 1.5750 1.1330
12 1.5221 1.3750 . 1.5738 1.2631 1.4235 1.1383
SIC
1 1.2875 2.2502 1.3658 3.8899 2.8211 4.6123 2.9839
2 1.8091 1.6603 . 3.8429 2.7067 3.7298 2.6432
3 1.8443 1.7564 . 3.9256 2.7879 3.8781 2.7468
4 2.5130 2.1485 . 3.0446 2.3374 2.8769 2.2552
5 2.2510 2.1026 . 4.0824 3.0679 4.0616 3.0087
6 1.5337 1.4459 . 2.6753 1.6289 2.5335 1.5662
7 1.6283 1.5423 . 2.6429 1.8154 2.5373 1.7274
8 1.8203 1.7032 . 2.8096 2.2266 2.7360 2.1466
9 1.5670 1.4785 . 2.2951 1.6728 2.1881 1.5619
10 1.7207 1.6221 . 1.8468 1.4321 1.7196 1.3378
11 1.4121 1.2996 . 1.8435 1.3582 1.7813 1.2667
12 1.7396 1.6371 . 1.6127 1.2463 1.5080 1.2219
HQ
1 1.6074 2.9574 1.6845 4.4201 3.2701 4.8701 3.5235
2 1.8793 1.7809 . 3.3903 2.7184 3.3166 2.6988
3 1.5890 1.3878 . 3.8288 2.3787 3.6531 2.3099
4 2.5138 2.1257 . 3.2415 2.5113 3.1930 2.4505
5 1.5161 1.4315 . 3.7826 2.9152 3.7054 2.8194
6 1.5591 1.4696 . 2.8351 1.8459 2.7219 1.7555
7 1.5135 1.3604 . 2.9637 1.9777 2.9117 1.8731
8 1.3822 1.2667 . 2.5143 1.7816 2.4437 1.6665
9 1.5701 1.4691 . 2.2766 1.5703 2.1310 1.4594
10 1.6993 1.6078 . 1.6305 1.3385 1.5397 1.2411
11 1.3955 1.2684 . 1.7087 1.4002 1.6281 1.2862
12 1.8000 1.6462 . 1.7938 1.3053 1.6731 1.2434
Notes: See the notes for Table 1.4.1.
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Table 1.4.14: BMA scheme: Clark & McCracken values of Italy CPI inflation fore-
casting with φ=2
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.0416 3.4288 2.4488 4.7622 3.6663 5.1699 3.7065
2 1.9058 1.7892 . 3.4309 2.7554 3.3782 2.7175
3 1.5670 1.3208 . 4.3087 3.1236 4.1303 3.0464
4 2.8376 2.4291 . 3.3882 2.6577 3.2787 2.5936
5 1.4965 1.4161 . 3.4016 2.5571 3.2853 2.4568
6 1.5074 1.4144 . 2.6269 1.8697 2.5671 1.7657
7 1.5782 1.4526 . 2.8430 2.0966 2.7288 1.9914
8 1.3973 1.2812 . 1.9620 1.3838 1.8437 1.2599
9 1.5719 1.4505 . 2.0866 1.5592 1.9947 1.4516
10 1.7221 1.6361 . 1.8356 1.4938 1.7793 1.4006
11 1.4264 1.3112 . 1.7327 1.3080 1.6001 1.1865
12 1.5126 1.3740 . 1.7606 1.3532 1.5942 1.2777
SIC
1 1.3952 2.3939 1.5956 3.7503 2.5147 4.0140 2.6152
2 1.8537 1.6876 . 3.1672 2.3480 3.0477 2.2461
3 1.9084 1.8157 . 3.7746 2.8251 3.6098 2.7327
4 2.5853 2.2630 . 3.9207 2.6924 3.8300 2.6471
5 2.1166 1.9635 . 3.7567 2.8705 3.6716 2.7273
6 1.4687 1.3749 . 2.4519 1.7553 2.3830 1.6879
7 1.5961 1.4889 . 2.6810 1.8386 2.6483 1.6977
8 1.8147 1.7008 . 2.6218 2.1287 2.5725 2.0570
9 1.6216 1.4907 . 2.7502 1.9934 2.5988 1.9006
10 1.7054 1.5993 . 1.5770 1.2241 1.4645 1.1722
11 1.4325 1.3162 . 1.6341 1.3381 1.5886 1.2271
12 1.6940 1.5924 . 1.7557 1.2998 1.6663 1.2298
HQ
1 1.8438 3.2227 2.1520 4.3313 2.9267 4.4263 3.2986
2 1.8640 1.7482 . 3.7378 2.8373 3.6680 2.7440
3 1.6268 1.4560 . 3.9362 2.9042 3.8844 2.7940
4 2.5529 2.2056 . 3.6186 2.7168 3.5763 2.6445
5 1.3804 1.2994 . 3.7954 2.6817 3.5791 2.5265
6 1.4892 1.3922 . 2.6991 1.9361 2.6479 1.8752
7 1.5564 1.4321 . 2.7143 2.1015 2.6702 2.0159
8 1.3823 1.2639 . 2.5628 1.7850 2.4745 1.6373
9 1.6023 1.4720 . 2.5238 1.9251 2.4015 1.8181
10 1.7149 1.6220 . 1.6843 1.3395 1.5456 1.2298
11 1.3546 1.2374 . 1.6185 1.2790 1.5328 1.1944
12 1.7741 1.6498 . 1.7417 1.2336 1.6712 1.1288
Notes: See the notes for Table 1.4.1.
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Table 1.4.15: BMA scheme: Clark & McCracken values of Italy CPI inflation fore-
casting with φ=20
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.1824 2.8741 10.1359 4.5125 3.3160 5.0736 3.2861
2 1.9760 1.7173 . 3.9589 3.1025 3.8123 2.9550
3 1.5190 1.3162 . 3.3619 2.3670 3.2799 2.3137
4 2.4427 2.1067 . 3.6046 2.7786 3.5013 2.6827
5 1.2737 0.8676 . 3.4094 2.5484 3.3026 2.3762
6 1.2834 1.0685 . 2.7549 1.8724 2.6992 1.7275
7 1.6605 1.5469 . 2.7204 1.8797 2.6573 1.7708
8 1.4267 1.2957 . 2.3616 1.7067 2.2687 1.5748
9 1.5714 1.3666 . 2.2383 1.6063 1.9951 1.4097
10 1.7257 1.6402 . 1.6310 1.2868 1.5373 1.1760
11 1.4729 1.3738 . 1.7627 1.3176 1.6647 1.2351
12 1.6411 1.2690 . 1.6792 1.3471 1.5616 1.2444
SIC
1 1.9063 3.0404 6.1557 4.1065 2.8040 4.1616 2.8095
2 1.9595 1.7093 . 3.2973 2.4672 3.2146 2.4072
3 1.8062 1.6311 . 3.6164 2.8065 3.5340 2.5916
4 2.5451 2.1116 . 3.9083 2.7279 3.8276 2.6155
5 1.7341 1.2893 . 3.6676 2.6586 3.6192 2.5551
6 1.3214 0.9656 . 2.8396 1.9911 2.6983 1.8843
7 1.4734 1.2194 . 2.4385 1.7816 2.4109 1.6719
8 1.7960 1.6539 . 2.4798 1.9502 2.3709 1.8691
9 1.6594 1.1898 . 2.6516 2.0840 2.3865 1.9392
10 1.5902 1.3025 . 1.7975 1.3251 1.6736 1.2620
11 1.5125 1.3554 . 1.7056 1.3500 1.6408 1.2177
12 1.6921 1.5167 . 1.8149 1.4449 1.7035 1.3134
HQ
1 2.1192 2.8531 9.7100 4.4104 2.9733 4.4893 2.6928
2 1.8292 1.6073 . 4.0456 2.9541 3.9586 2.8560
3 1.5708 1.4126 . 3.9949 3.1959 3.9411 3.0459
4 2.2788 1.9850 . 3.6891 2.9035 3.6050 2.8730
5 1.2437 0.8498 . 4.3431 3.2334 4.2820 3.1141
6 1.3233 0.9509 . 2.8558 2.1166 2.7648 1.9831
7 1.6186 1.5035 . 2.3301 1.8267 2.2173 1.7191
8 1.3784 1.1482 . 2.8100 1.8722 2.7231 1.7699
9 1.6194 1.1237 . 2.3292 1.7488 2.1367 1.5962
10 1.5891 1.3136 . 1.6296 1.1955 1.5774 1.1567
11 1.3756 1.2585 . 1.6000 1.2780 1.5020 1.1822
12 1.7468 1.5702 . 1.8447 1.2716 1.7366 1.1217
Notes: See the notes for Table 1.4.1.
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Table 2.1.1: ITMA scheme: Forecast evaluation of Austria CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.0045 0.0045 0.0047 1.98E-05 2.02E-05 2.25E-05 0.0032 0.0033 0.0035 0.3584 0.3604 0.3715
2 0.0034 0.0034 0.0035 1.18E-05 1.18E-05 1.23E-05 0.0026 0.0026 0.0026 0.2933 0.2933 0.2978
3 0.0036 0.0036 0.0037 1.31E-05 1.31E-05 1.37E-05 0.0029 0.0029 0.0029 0.2948 0.2948 0.2997
4 0.0036 0.0036 0.0036 1.31E-05 1.30E-05 1.33E-05 0.0029 0.0029 0.0029 0.2967 0.2966 0.2970
5 0.0048 0.0048 0.0052 2.31E-05 2.33E-05 2.66E-05 0.0035 0.0035 0.0038 0.3679 0.3692 0.3851
6 0.0043 0.0043 0.0045 1.88E-05 1.88E-05 1.98E-05 0.0033 0.0033 0.0034 0.3449 0.3449 0.3509
7 0.0046 0.0046 0.0048 2.13E-05 2.13E-05 2.30E-05 0.0035 0.0035 0.0036 0.3490 0.3492 0.3579
8 0.0045 0.0045 0.0046 1.99E-05 1.99E-05 2.13E-05 0.0034 0.0034 0.0035 0.3450 0.3450 0.3524
9 0.0051 0.0051 0.0055 2.59E-05 2.62E-05 3.02E-05 0.0036 0.0036 0.0040 0.3751 0.3767 0.3936
10 0.0049 0.0049 0.0050 2.38E-05 2.39E-05 2.55E-05 0.0036 0.0036 0.0037 0.3720 0.3721 0.3798
11 0.0052 0.0052 0.0054 2.70E-05 2.70E-05 2.94E-05 0.0038 0.0038 0.0040 0.3822 0.3823 0.3902
12 0.0050 0.0050 0.0052 2.54E-05 2.55E-05 2.70E-05 0.0039 0.0039 0.0040 0.3831 0.3832 0.3896
SIC
1 0.0045 0.0046 0.0047 2.05E-05 2.08E-05 2.25E-05 0.0033 0.0033 0.0035 0.3617 0.3635 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2943 0.2943 0.2978
3 0.0036 0.0036 0.0036 1.27E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2955 0.2955 0.2991
4 0.0035 0.0035 0.0035 1.21E-05 1.21E-05 1.20E-05 0.0027 0.0027 0.0027 0.2969 0.2968 0.2964
5 0.0050 0.0050 0.0052 2.45E-05 2.47E-05 2.66E-05 0.0037 0.0037 0.0038 0.3767 0.3776 0.3851
6 0.0044 0.0044 0.0045 1.93E-05 1.93E-05 1.98E-05 0.0033 0.0033 0.0034 0.3486 0.3487 0.3509
7 0.0044 0.0045 0.0045 1.98E-05 1.98E-05 2.01E-05 0.0034 0.0034 0.0034 0.3441 0.3443 0.3501
8 0.0045 0.0045 0.0046 2.02E-05 2.02E-05 2.13E-05 0.0034 0.0034 0.0035 0.3462 0.3463 0.3524
9 0.0051 0.0052 0.0055 2.64E-05 2.67E-05 3.02E-05 0.0037 0.0037 0.0040 0.3781 0.3794 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.43E-05 2.55E-05 0.0036 0.0036 0.0037 0.3748 0.3749 0.3798
11 0.0050 0.0050 0.0051 2.52E-05 2.52E-05 2.58E-05 0.0037 0.0037 0.0037 0.3771 0.3772 0.3787
12 0.0046 0.0046 0.0046 2.13E-05 2.13E-05 2.09E-05 0.0037 0.0037 0.0037 0.3664 0.3664 0.3691
HQ
1 0.0045 0.0045 0.0047 2.03E-05 2.06E-05 2.25E-05 0.0033 0.0033 0.0035 0.3609 0.3628 0.3715
2 0.0034 0.0034 0.0035 1.19E-05 1.19E-05 1.23E-05 0.0026 0.0026 0.0026 0.2939 0.2940 0.2978
3 0.0035 0.0035 0.0036 1.26E-05 1.26E-05 1.29E-05 0.0028 0.0028 0.0028 0.2949 0.2948 0.2991
4 0.0036 0.0036 0.0036 1.27E-05 1.27E-05 1.33E-05 0.0028 0.0028 0.0029 0.2959 0.2959 0.2970
5 0.0049 0.0049 0.0052 2.36E-05 2.38E-05 2.66E-05 0.0036 0.0036 0.0038 0.3716 0.3727 0.3851
6 0.0044 0.0044 0.0045 1.90E-05 1.90E-05 1.98E-05 0.0033 0.0033 0.0034 0.3460 0.3460 0.3509
7 0.0046 0.0046 0.0048 2.14E-05 2.14E-05 2.30E-05 0.0035 0.0035 0.0036 0.3495 0.3497 0.3579
8 0.0045 0.0045 0.0046 2.01E-05 2.01E-05 2.13E-05 0.0034 0.0034 0.0035 0.3459 0.3460 0.3524
9 0.0051 0.0051 0.0055 2.59E-05 2.62E-05 3.02E-05 0.0036 0.0036 0.0040 0.3754 0.3769 0.3936
10 0.0049 0.0049 0.0050 2.42E-05 2.42E-05 2.55E-05 0.0036 0.0036 0.0037 0.3740 0.3741 0.3798
11 0.0050 0.0050 0.0051 2.51E-05 2.51E-05 2.58E-05 0.0037 0.0037 0.0037 0.3766 0.3766 0.3787
12 0.0050 0.0050 0.0052 2.54E-05 2.54E-05 2.68E-05 0.0039 0.0039 0.0039 0.3797 0.3797 0.3842
Notes: The table reports the ratio of the root mean squared error (RMSE), the mean square forecast error (MSFE), the mean absolute
error (MAE) and the U Theil’s inequality coefficient (U) of model ARX with the autoregressive model (AR) or the equal weighted
model (AV) for CPI inflation at each horizon h under quarterly data. Different information criteria are considered the Akaike (AIC),
the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. The best performing result relative to the two benchmarks is
highlighted in bold.
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Table 2.1.2: ITMA scheme: Forecast evaluation of Belgium CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.7903 1.7897 1.7816 3.2051 3.2032 3.1740 1.4258 1.4253 1.4194 0.3993 0.3992 0.3997
2 1.5443 1.5444 1.5517 2.3849 2.3853 2.4078 1.2427 1.2428 1.2512 0.3505 0.3507 0.3550
3 1.5319 1.5310 1.5640 2.3467 2.3440 2.4460 1.2499 1.2496 1.2800 0.3388 0.3387 0.3487
4 1.6568 1.6557 1.6476 2.7451 2.7412 2.7146 1.3467 1.3459 1.3480 0.3540 0.3538 0.3543
5 1.7949 1.7944 1.7907 3.2216 3.2200 3.2068 1.4194 1.4191 1.4174 0.3778 0.3778 0.3793
6 1.7850 1.7840 1.7397 3.1861 3.1827 3.0266 1.4221 1.4211 1.3706 0.3776 0.3774 0.3710
7 1.8789 1.8791 1.8469 3.5304 3.5310 3.4110 1.4915 1.4912 1.4532 0.3901 0.3901 0.3858
8 1.8807 1.8816 1.8953 3.5370 3.5405 3.5920 1.5190 1.5199 1.5197 0.3797 0.3797 0.3828
9 1.9423 1.9445 1.9529 3.7724 3.7811 3.8140 1.5984 1.5998 1.6026 0.3852 0.3854 0.3880
10 1.9656 1.9680 2.0257 3.8638 3.8729 4.1034 1.5940 1.5955 1.6505 0.3873 0.3875 0.3948
11 1.8306 1.8337 1.8550 3.3512 3.3626 3.4411 1.4163 1.4183 1.4331 0.3560 0.3563 0.3569
12 1.7756 1.7795 1.8462 3.1528 3.1665 3.4083 1.3699 1.3734 1.4431 0.3454 0.3458 0.3529
SIC
1 1.7943 1.7936 1.7816 3.2194 3.2170 3.1740 1.4297 1.4292 1.4194 0.4007 0.4006 0.3997
2 1.5518 1.5521 1.5517 2.4082 2.4090 2.4078 1.2518 1.2521 1.2512 0.3527 0.3529 0.3550
3 1.5609 1.5603 1.5640 2.4364 2.4346 2.4460 1.2704 1.2703 1.2800 0.3464 0.3463 0.3487
4 1.7100 1.7093 1.7084 2.9240 2.9216 2.9186 1.4257 1.4254 1.4381 0.3587 0.3586 0.3587
5 1.7868 1.7867 1.7907 3.1928 3.1921 3.2068 1.4118 1.4117 1.4174 0.3764 0.3765 0.3793
6 1.8521 1.8511 1.8124 3.4303 3.4265 3.2849 1.4703 1.4691 1.4234 0.3799 0.3797 0.3729
7 1.8852 1.8852 1.8469 3.5539 3.5541 3.4110 1.4979 1.4977 1.4532 0.3915 0.3915 0.3858
8 1.8899 1.8908 1.8953 3.5718 3.5750 3.5920 1.5247 1.5255 1.5197 0.3820 0.3820 0.3828
9 1.9474 1.9490 1.9529 3.7925 3.7984 3.8140 1.6026 1.6039 1.6026 0.3816 0.3817 0.3880
10 2.0194 2.0210 2.0257 4.0781 4.0845 4.1034 1.6434 1.6443 1.6505 0.3952 0.3953 0.3948
11 1.8363 1.8391 1.8550 3.3720 3.3822 3.4411 1.4314 1.4330 1.4331 0.3556 0.3559 0.3569
12 1.8099 1.8125 1.8462 3.2758 3.2852 3.4083 1.3996 1.4021 1.4431 0.3506 0.3508 0.3529
HQ
1 1.7922 1.7916 1.7816 3.2119 3.2100 3.1740 1.4278 1.4272 1.4194 0.4000 0.3999 0.3997
2 1.5485 1.5487 1.5517 2.3980 2.3985 2.4078 1.2472 1.2473 1.2512 0.3517 0.3519 0.3550
3 1.5571 1.5566 1.5640 2.4245 2.4229 2.4460 1.2661 1.2661 1.2800 0.3454 0.3453 0.3487
4 1.7094 1.7087 1.7084 2.9222 2.9196 2.9186 1.4265 1.4261 1.4381 0.3585 0.3584 0.3587
5 1.7958 1.7953 1.7907 3.2248 3.2232 3.2068 1.4205 1.4202 1.4174 0.3778 0.3779 0.3793
6 1.8418 1.8408 1.8124 3.3920 3.3885 3.2849 1.4565 1.4553 1.4234 0.3792 0.3790 0.3729
7 1.8768 1.8767 1.8469 3.5226 3.5219 3.4110 1.4900 1.4895 1.4532 0.3900 0.3899 0.3858
8 1.8876 1.8885 1.8953 3.5631 3.5665 3.5920 1.5223 1.5232 1.5197 0.3818 0.3818 0.3828
9 1.9445 1.9468 1.9529 3.7812 3.7899 3.8140 1.5988 1.6007 1.6026 0.3847 0.3849 0.3880
10 2.0106 2.0128 2.0257 4.0423 4.0515 4.1034 1.6345 1.6360 1.6505 0.3942 0.3944 0.3948
11 1.8295 1.8323 1.8550 3.3471 3.3574 3.4411 1.4236 1.4251 1.4331 0.3560 0.3563 0.3569
12 1.7882 1.7916 1.8462 3.1978 3.2097 3.4083 1.3844 1.3877 1.4431 0.3471 0.3474 0.3529
Notes: See the notes for Table 2.1.1.
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Table 2.1.3: ITMA scheme: Forecast evaluation of France CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1035 1.1033 1.1034 1.2176 1.2173 1.2175 0.8202 0.8201 0.8216 0.3128 0.3128 0.3139
2 1.0052 1.0051 1.0079 1.0105 1.0102 1.0158 0.7915 0.7914 0.8011 0.2808 0.2807 0.2827
3 0.9269 0.9270 0.9482 0.8592 0.8593 0.8991 0.7051 0.7050 0.7138 0.2640 0.2641 0.2730
4 1.0441 1.0445 1.0816 1.0901 1.0910 1.1699 0.8226 0.8233 0.8588 0.3097 0.3100 0.3245
5 1.0011 1.0019 1.0536 1.0023 1.0037 1.1102 0.7721 0.7728 0.8230 0.2991 0.2993 0.3196
6 1.0005 1.0012 1.0606 1.0010 1.0025 1.1249 0.8111 0.8117 0.8598 0.2942 0.2945 0.3161
7 1.1544 1.1559 1.2224 1.3326 1.3361 1.4944 0.9157 0.9174 0.9728 0.3279 0.3284 0.3455
8 1.1669 1.1668 1.2087 1.3617 1.3615 1.4609 0.8742 0.8745 0.9172 0.3362 0.3364 0.3516
9 1.1003 1.1001 1.1467 1.2108 1.2101 1.3149 0.8874 0.8867 0.9027 0.3071 0.3071 0.3201
10 1.1728 1.1732 1.2240 1.3756 1.3764 1.4983 0.9133 0.9137 0.9382 0.3286 0.3286 0.3428
11 1.1478 1.1473 1.2111 1.3175 1.3163 1.4669 0.8863 0.8850 0.8933 0.3284 0.3281 0.3399
12 1.1048 1.1035 1.1655 1.2207 1.2177 1.3584 0.9063 0.9043 0.9212 0.3203 0.3198 0.3322
SIC
1 1.1184 1.1182 1.1034 1.2508 1.2503 1.2175 0.8287 0.8285 0.8216 0.3166 0.3166 0.3139
2 1.0075 1.0074 1.0079 1.0151 1.0148 1.0158 0.7976 0.7974 0.8011 0.2820 0.2820 0.2827
3 0.9242 0.9242 0.9482 0.8542 0.8542 0.8991 0.7157 0.7156 0.7138 0.2626 0.2626 0.2730
4 1.0483 1.0486 1.0816 1.0989 1.0995 1.1699 0.8300 0.8304 0.8588 0.3119 0.3122 0.3245
5 1.0470 1.0477 1.0815 1.0963 1.0977 1.1696 0.8175 0.8183 0.8583 0.3082 0.3084 0.3204
6 1.0096 1.0100 1.0606 1.0192 1.0202 1.1249 0.8199 0.8207 0.8598 0.2973 0.2975 0.3161
7 1.1774 1.1783 1.2224 1.3863 1.3883 1.4944 0.9372 0.9379 0.9728 0.3319 0.3321 0.3455
8 1.1732 1.1736 1.2087 1.3763 1.3774 1.4609 0.8741 0.8751 0.9172 0.3389 0.3392 0.3516
9 1.1011 1.1006 1.1467 1.2125 1.2113 1.3149 0.8844 0.8840 0.9027 0.3079 0.3079 0.3201
10 1.2147 1.2152 1.2815 1.4755 1.4767 1.6423 0.9624 0.9634 1.0127 0.3318 0.3319 0.3452
11 1.2651 1.2660 1.3447 1.6004 1.6027 1.8082 1.0130 1.0119 1.0698 0.3478 0.3478 0.3628
12 1.1189 1.1201 1.2075 1.2520 1.2545 1.4581 0.8899 0.8894 0.9304 0.3099 0.3099 0.3245
HQ
1 1.1040 1.1038 1.1034 1.2187 1.2185 1.2175 0.8204 0.8202 0.8216 0.3130 0.3130 0.3139
2 1.0052 1.0051 1.0079 1.0105 1.0103 1.0158 0.7941 0.7939 0.8011 0.2814 0.2813 0.2827
3 0.9280 0.9282 0.9482 0.8612 0.8615 0.8991 0.7081 0.7080 0.7138 0.2645 0.2646 0.2730
4 1.0432 1.0436 1.0816 1.0883 1.0891 1.1699 0.8240 0.8245 0.8588 0.3103 0.3106 0.3245
5 1.0313 1.0323 1.0815 1.0635 1.0656 1.1696 0.7980 0.7991 0.8583 0.3053 0.3057 0.3204
6 1.0049 1.0055 1.0606 1.0098 1.0111 1.1249 0.8178 0.8182 0.8598 0.2962 0.2964 0.3161
7 1.1715 1.1725 1.2224 1.3724 1.3747 1.4944 0.9342 0.9352 0.9728 0.3302 0.3305 0.3455
8 1.1675 1.1679 1.2087 1.3629 1.3639 1.4609 0.8730 0.8737 0.9172 0.3365 0.3368 0.3516
9 1.0981 1.0977 1.1467 1.2057 1.2050 1.3149 0.8824 0.8818 0.9027 0.3066 0.3066 0.3201
10 1.2070 1.2080 1.2815 1.4569 1.4593 1.6423 0.9551 0.9557 1.0127 0.3304 0.3305 0.3452
11 1.1945 1.1949 1.2111 1.4269 1.4277 1.4669 0.9404 0.9396 0.8933 0.3345 0.3345 0.3399
12 1.0976 1.0967 1.1655 1.2047 1.2028 1.3584 0.8908 0.8890 0.9212 0.3168 0.3164 0.3322
Notes: See the notes for Table 2.1.1.
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Table 2.1.4: ITMA scheme: Forecast evaluation of Germany CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.8610 1.8626 1.9261 3.4633 3.4693 3.7101 1.5443 1.5458 1.6062 0.4630 0.4635 0.4745
2 1.2805 1.2805 1.3117 1.6397 1.6396 1.7207 1.0291 1.0294 1.0623 0.3315 0.3315 0.3363
3 1.2574 1.2576 1.3116 1.5810 1.5815 1.7202 1.0181 1.0182 1.0632 0.3265 0.3265 0.3351
4 1.2732 1.2738 1.3456 1.6211 1.6225 1.8105 1.0148 1.0152 1.0652 0.3218 0.3219 0.3332
5 1.7779 1.7803 1.8636 3.1611 3.1695 3.4730 1.5294 1.5315 1.6036 0.4174 0.4175 0.4238
6 1.4737 1.4756 1.5543 2.1717 2.1773 2.4159 1.2763 1.2777 1.3457 0.3505 0.3507 0.3605
7 1.4596 1.4622 1.5715 2.1304 2.1382 2.4697 1.2701 1.2721 1.3510 0.3465 0.3468 0.3605
8 1.4573 1.4590 1.5560 2.1236 2.1288 2.4212 1.2589 1.2603 1.3372 0.3481 0.3482 0.3591
9 1.7968 1.7993 1.8947 3.2286 3.2373 3.5898 1.5682 1.5703 1.6527 0.4137 0.4139 0.4211
10 1.4925 1.4957 1.6164 2.2274 2.2373 2.6128 1.2914 1.2947 1.4171 0.3341 0.3346 0.3509
11 1.4916 1.4938 1.6049 2.2250 2.2316 2.5757 1.2771 1.2802 1.4061 0.3310 0.3314 0.3484
12 1.5496 1.5513 1.5821 2.4014 2.4064 2.5030 1.2933 1.2958 1.3488 0.3531 0.3533 0.3577
SIC
1 1.8537 1.8554 1.9261 3.4363 3.4426 3.7101 1.5475 1.5490 1.6062 0.4597 0.4602 0.4745
2 1.2911 1.2910 1.3117 1.6669 1.6667 1.7207 1.0368 1.0372 1.0623 0.3330 0.3330 0.3363
3 1.2790 1.2792 1.3116 1.6359 1.6364 1.7202 1.0342 1.0344 1.0632 0.3303 0.3302 0.3351
4 1.2948 1.2952 1.3456 1.6765 1.6776 1.8105 1.0277 1.0279 1.0652 0.3251 0.3252 0.3332
5 1.7961 1.7977 1.8636 3.2260 3.2318 3.4730 1.5488 1.5502 1.6036 0.4179 0.4180 0.4238
6 1.4910 1.4926 1.5543 2.2232 2.2280 2.4159 1.2935 1.2947 1.3457 0.3532 0.3533 0.3605
7 1.4742 1.4761 1.5715 2.1733 2.1788 2.4697 1.2833 1.2847 1.3510 0.3486 0.3488 0.3605
8 1.4712 1.4730 1.5560 2.1645 2.1696 2.4212 1.2714 1.2727 1.3372 0.3498 0.3500 0.3591
9 1.8158 1.8179 1.8947 3.2972 3.3049 3.5898 1.5861 1.5880 1.6527 0.4156 0.4157 0.4211
10 1.5121 1.5149 1.6164 2.2863 2.2949 2.6128 1.3109 1.3138 1.4171 0.3367 0.3371 0.3509
11 1.5262 1.5282 1.6049 2.3294 2.3354 2.5757 1.3228 1.3252 1.4061 0.3373 0.3376 0.3484
12 1.5101 1.5115 1.5821 2.2803 2.2845 2.5030 1.2738 1.2754 1.3488 0.3476 0.3478 0.3577
HQ
1 1.8634 1.8650 1.9261 3.4724 3.4783 3.7101 1.5489 1.5504 1.6062 0.4629 0.4633 0.4745
2 1.2869 1.2869 1.3117 1.6561 1.6562 1.7207 1.0337 1.0341 1.0623 0.3325 0.3325 0.3363
3 1.2652 1.2654 1.3116 1.6008 1.6012 1.7202 1.0237 1.0239 1.0632 0.3278 0.3277 0.3351
4 1.2813 1.2817 1.3456 1.6416 1.6428 1.8105 1.0210 1.0212 1.0652 0.3229 0.3229 0.3332
5 1.7842 1.7864 1.8636 3.1834 3.1913 3.4730 1.5380 1.5398 1.6036 0.4167 0.4169 0.4238
6 1.4826 1.4844 1.5543 2.1982 2.2033 2.4159 1.2869 1.2884 1.3457 0.3522 0.3524 0.3605
7 1.4691 1.4714 1.5715 2.1583 2.1649 2.4697 1.2795 1.2812 1.3510 0.3480 0.3482 0.3605
8 1.4630 1.4648 1.5560 2.1404 2.1457 2.4212 1.2622 1.2636 1.3372 0.3486 0.3488 0.3591
9 1.8056 1.8078 1.8947 3.2601 3.2682 3.5898 1.5766 1.5787 1.6527 0.4143 0.4144 0.4211
10 1.4998 1.5028 1.6164 2.2493 2.2584 2.6128 1.3009 1.3039 1.4171 0.3350 0.3354 0.3509
11 1.4990 1.5010 1.6049 2.2470 2.2530 2.5757 1.2925 1.2952 1.4061 0.3328 0.3331 0.3484
12 1.5027 1.5043 1.5821 2.2582 2.2629 2.5030 1.2621 1.2638 1.3488 0.3470 0.3472 0.3577
Notes: See the notes for Table 2.1.1.
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Table 2.1.5: ITMA scheme: Forecast evaluation of Italy CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.1139 1.1162 1.1717 1.2409 1.2458 1.3728 0.8129 0.8148 0.8591 0.1882 0.1885 0.1963
2 1.1473 1.1485 1.2240 1.3164 1.3190 1.4981 0.8667 0.8676 0.9175 0.1963 0.1964 0.2073
3 1.2581 1.2622 1.3604 1.5829 1.5931 1.8508 0.9090 0.9102 0.9634 0.2097 0.2100 0.2213
4 1.3887 1.3976 1.5856 1.9285 1.9532 2.5140 1.0209 1.0277 1.2062 0.2239 0.2248 0.2432
5 1.5831 1.5872 1.6797 2.5062 2.5191 2.8213 1.1090 1.1131 1.1959 0.2551 0.2554 0.2645
6 1.4793 1.4845 1.5797 2.1882 2.2036 2.4956 1.0502 1.0544 1.1241 0.2431 0.2436 0.2536
7 1.5285 1.5363 1.6636 2.3364 2.3603 2.7676 1.1296 1.1351 1.2220 0.2480 0.2487 0.2603
8 1.4819 1.4921 1.6430 2.1961 2.2265 2.6993 1.1025 1.1092 1.1990 0.2412 0.2421 0.2576
9 1.5562 1.5718 1.6911 2.4217 2.4705 2.8600 1.1725 1.1842 1.2771 0.2554 0.2569 0.2689
10 1.4644 1.4850 1.5850 2.1443 2.2052 2.5122 1.1124 1.1243 1.1963 0.2466 0.2488 0.2591
11 1.5140 1.5330 1.6242 2.2923 2.3502 2.6379 1.1372 1.1473 1.2129 0.2525 0.2545 0.2624
12 1.4731 1.4957 1.6237 2.1701 2.2372 2.6365 1.1156 1.1275 1.2106 0.2442 0.2466 0.2596
SIC
1 1.1329 1.1348 1.1717 1.2834 1.2877 1.3728 0.8282 0.8295 0.8591 0.1903 0.1905 0.1963
2 1.1564 1.1581 1.2240 1.3372 1.3412 1.4981 0.8742 0.8754 0.9175 0.1975 0.1976 0.2073
3 1.2775 1.2810 1.3604 1.6320 1.6411 1.8508 0.9153 0.9177 0.9634 0.2114 0.2118 0.2213
4 1.4423 1.4514 1.5856 2.0802 2.1065 2.5140 1.0759 1.0834 1.2062 0.2288 0.2297 0.2432
5 1.7530 1.7675 1.8887 3.0732 3.1242 3.5672 1.2646 1.2772 1.3847 0.2709 0.2723 0.2837
6 1.5027 1.5089 1.5797 2.2581 2.2767 2.4956 1.0564 1.0618 1.1241 0.2458 0.2464 0.2536
7 1.5572 1.5646 1.6636 2.4247 2.4481 2.7676 1.1421 1.1474 1.2220 0.2501 0.2509 0.2603
8 1.6132 1.6249 1.8076 2.6025 2.6403 3.2673 1.2117 1.2194 1.3707 0.2527 0.2538 0.2719
9 1.5804 1.5967 1.6911 2.4976 2.5493 2.8600 1.1893 1.2007 1.2771 0.2570 0.2586 0.2689
10 1.4707 1.4902 1.5850 2.1629 2.2208 2.5122 1.1160 1.1269 1.1963 0.2468 0.2488 0.2591
11 1.5166 1.5362 1.6242 2.3000 2.3599 2.6379 1.1395 1.1496 1.2129 0.2520 0.2542 0.2624
12 1.5705 1.5960 1.7523 2.4663 2.5472 3.0704 1.1921 1.2089 1.3062 0.2514 0.2542 0.2697
HQ
1 1.1181 1.1201 1.1717 1.2500 1.2546 1.3728 0.8153 0.8168 0.8591 0.1887 0.1889 0.1963
2 1.1509 1.1520 1.2240 1.3246 1.3271 1.4981 0.8694 0.8703 0.9175 0.1966 0.1967 0.2073
3 1.2645 1.2689 1.3604 1.5990 1.6102 1.8508 0.9093 0.9120 0.9634 0.2099 0.2104 0.2213
4 1.4335 1.4437 1.5856 2.0548 2.0844 2.5140 1.0677 1.0756 1.2062 0.2280 0.2290 0.2432
5 1.6226 1.6296 1.6797 2.6328 2.6557 2.8213 1.1371 1.1438 1.1959 0.2593 0.2600 0.2645
6 1.4870 1.4926 1.5797 2.2111 2.2278 2.4956 1.0495 1.0533 1.1241 0.2440 0.2446 0.2536
7 1.5438 1.5512 1.6636 2.3834 2.4061 2.7676 1.1410 1.1460 1.2220 0.2495 0.2502 0.2603
8 1.5056 1.5148 1.6430 2.2668 2.2945 2.6993 1.1182 1.1240 1.1990 0.2433 0.2442 0.2576
9 1.5654 1.5811 1.6911 2.4506 2.4998 2.8600 1.1804 1.1916 1.2771 0.2562 0.2577 0.2689
10 1.4679 1.4876 1.5850 2.1548 2.2131 2.5122 1.1132 1.1244 1.1963 0.2468 0.2489 0.2591
11 1.5182 1.5369 1.6242 2.3048 2.3620 2.6379 1.1395 1.1493 1.2129 0.2526 0.2546 0.2624
12 1.5481 1.5734 1.7523 2.3965 2.4755 3.0704 1.1709 1.1887 1.3062 0.2500 0.2527 0.2697
Notes: See the notes for Table 2.1.1.
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Table 2.2: ITMA scheme: Forecast evaluation for CPI inflation: Relative MSFE
Austria Belgium France Germany Italy
h AV AR AV AR AV AR AV AR AV AR
AIC
1 0.9849 0.8817 1.0006 1.0098 1.0002 1.0001 0.9983 0.9335 0.9960 0.9039
2 0.9999 0.9667 0.9999 0.9905 1.0003 0.9948 1.0000 0.9529 0.9980 0.8787
3 1.0000 0.9517 1.0012 0.9594 0.9998 0.9556 0.9997 0.9190 0.9936 0.8553
4 1.0003 0.9843 1.0014 1.0112 0.9992 0.9318 0.9991 0.8954 0.9873 0.7671
5 0.9892 0.8687 1.0005 1.0046 0.9986 0.9028 0.9973 0.9102 0.9949 0.8883
6 0.9996 0.9491 1.0011 1.0527 0.9985 0.8898 0.9974 0.8989 0.9930 0.8768
7 0.9980 0.9244 0.9998 1.0350 0.9974 0.8917 0.9963 0.8626 0.9899 0.8442
8 0.9991 0.9333 0.9990 0.9847 1.0001 0.9321 0.9976 0.8771 0.9864 0.8136
9 0.9866 0.8566 0.9977 0.9891 1.0005 0.9208 0.9973 0.8994 0.9803 0.8468
10 0.9990 0.9354 0.9976 0.9416 0.9994 0.9181 0.9956 0.8525 0.9724 0.8536
11 0.9983 0.9167 0.9966 0.9739 1.0009 0.8982 0.9970 0.8638 0.9754 0.8690
12 0.9990 0.9418 0.9957 0.9250 1.0025 0.8986 0.9979 0.9594 0.9700 0.8231
SIC
1 0.9866 0.9117 1.0007 1.0143 1.0004 1.0273 0.9982 0.9262 0.9967 0.9349
2 0.9997 0.9707 0.9997 1.0002 1.0002 0.9993 1.0001 0.9687 0.9970 0.8926
3 1.0003 0.9781 1.0008 0.9961 1.0000 0.9501 0.9997 0.9510 0.9945 0.8818
4 1.0006 1.0074 1.0008 1.0018 0.9994 0.9393 0.9993 0.9259 0.9875 0.8274
5 0.9921 0.9228 1.0002 0.9956 0.9988 0.9374 0.9982 0.9289 0.9837 0.8615
6 0.9996 0.9719 1.0011 1.0443 0.9991 0.9060 0.9978 0.9202 0.9919 0.9049
7 0.9988 0.9816 1.0000 1.0419 0.9986 0.9277 0.9975 0.8800 0.9905 0.8761
8 0.9990 0.9457 0.9991 0.9944 0.9992 0.9421 0.9976 0.8940 0.9857 0.7965
9 0.9893 0.8756 0.9984 0.9944 1.0009 0.9221 0.9977 0.9185 0.9797 0.8733
10 0.9988 0.9509 0.9984 0.9938 0.9992 0.8985 0.9962 0.8751 0.9739 0.8610
11 0.9988 0.9777 0.9970 0.9799 0.9986 0.8851 0.9974 0.9044 0.9746 0.8719
12 1.0005 1.0198 0.9971 0.9611 0.9980 0.8587 0.9982 0.9110 0.9683 0.8033
HQ
1 0.9856 0.9019 1.0006 1.0119 1.0002 1.0010 0.9983 0.9360 0.9964 0.9106
2 0.9997 0.9695 0.9998 0.9959 1.0002 0.9948 1.0000 0.9625 0.9981 0.8842
3 1.0004 0.9733 1.0007 0.9912 0.9997 0.9579 0.9998 0.9306 0.9930 0.8639
4 1.0004 0.9574 1.0009 1.0012 0.9993 0.9303 0.9993 0.9067 0.9858 0.8173
5 0.9910 0.8877 1.0005 1.0056 0.9981 0.9094 0.9975 0.9166 0.9914 0.9332
6 0.9997 0.9558 1.0010 1.0326 0.9987 0.8977 0.9977 0.9099 0.9925 0.8860
7 0.9981 0.9290 1.0002 1.0327 0.9983 0.9183 0.9970 0.8739 0.9906 0.8612
8 0.9990 0.9414 0.9990 0.9920 0.9993 0.9329 0.9975 0.8840 0.9879 0.8398
9 0.9874 0.8579 0.9977 0.9914 1.0006 0.9170 0.9975 0.9082 0.9803 0.8568
10 0.9989 0.9499 0.9977 0.9851 0.9984 0.8872 0.9960 0.8609 0.9737 0.8577
11 0.9988 0.9735 0.9969 0.9727 0.9994 0.9727 0.9973 0.8724 0.9758 0.8737
12 0.9991 0.9487 0.9963 0.9382 1.0016 0.8869 0.9979 0.9022 0.9681 0.7805
Notes: The table reports the relative out-of-sample mean square forecast error (RMSFE). For each country
the ARX model is compared with the autoregressive model (AR) or the equal weighted model (AV) for
CPI inflation at each horizon h (quarterly data). Different information criteria are considered the Akaike
(AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. The best performing result
relative to the benchmarks is highlighted in bold.
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Table 2.3.1: ITMA scheme: Diebold & Mariano values of Austria
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -2.8247 -2.6447 -2.0814 -2.8359 -2.9077 -2.1826
2 -2.2028 -2.1402 -1.8072 -2.2717 -2.1436 -1.7673
3 -3.1932 -2.3814 -1.8617 -3.1850 -2.1514 -1.7767
4 -1.1885 -2.4357 -2.1061 -1.2311 -2.6621 -2.2343
5 -4.0751 -2.7665 -2.2190 -4.0891 -2.5536 -2.1036
6 -2.0089 -2.3666 -1.8630 -2.0019 -2.2986 -1.6775
7 -2.7620 -2.3995 -1.7692 -2.7425 -2.1670 -1.7737
8 -2.6014 -2.5278 -1.9623 -2.5898 -2.3597 -1.9472
9 -3.5094 -2.7111 -2.3021 -3.4617 -2.6690 -2.2382
10 -3.0165 -2.2513 -1.7519 -3.0310 -2.3119 -1.7857
11 -3.0418 -2.4556 -1.7995 -3.0631 -2.1557 -1.8209
12 -2.4182 -2.0524 -1.6965 -2.4301 -2.0824 -1.6278
SIC
1 -2.4558 -3.0815 -2.3586 -2.3877 -3.2030 -2.5824
2 -1.9976 -2.5237 -2.0016 -2.0420 -2.6127 -2.0614
3 -1.2886 -2.3201 -1.9740 -1.3400 -2.5686 -2.0016
4 0.4225 -2.3874 -1.8339 0.3941 -2.5691 -1.9350
5 -3.6107 -2.7701 -2.2798 -3.5461 -2.7620 -2.3428
6 -1.4022 -2.0953 -1.7692 -1.3948 -2.3200 -2.0277
7 -0.7401 -2.1114 -1.7027 -0.6983 -2.1635 -1.8739
8 -2.4850 -2.4532 -2.0002 -2.4644 -2.4874 -2.1565
9 -3.5414 -2.6833 -2.2822 -3.4891 -2.9583 -2.4910
10 -2.3720 -2.2385 -1.7463 -2.3653 -2.3307 -1.8053
11 -1.4340 -2.2266 -1.7391 -1.3919 -2.3138 -1.9297
12 0.5194 -1.9781 -1.4162 0.5154 -2.1513 -1.7420
HQ
1 -2.5954 -2.7855 -2.2571 -2.5478 -2.6378 -2.1598
2 -2.0106 -2.4000 -1.7630 -2.0626 -2.3940 -1.9539
3 -1.4285 -2.5166 -2.0086 -1.4807 -2.3662 -1.8841
4 -1.8870 -2.5856 -2.0527 -1.8886 -2.4422 -1.9021
5 -4.4465 -2.7867 -2.1931 -4.4398 -2.5507 -2.1489
6 -1.9182 -2.2634 -1.8368 -1.9156 -2.1739 -1.8313
7 -2.7466 -2.4564 -1.9128 -2.7283 -2.3240 -2.0048
8 -2.4991 -2.4048 -1.9730 -2.4818 -2.5233 -2.0520
9 -3.6296 -2.7045 -2.2763 -3.5941 -2.6887 -2.2114
10 -2.3064 -2.1517 -1.6673 -2.3040 -2.3323 -1.9346
11 -1.4912 -2.1783 -1.7611 -1.4588 -1.9739 -1.5235
12 -2.8004 -2.4987 -1.9083 -2.8214 -2.3905 -1.8303
Notes: The table reports the Diebold & Mariano (DM) values and the bootstrapped
critical values at 5% and at 10% significance level. The ARX model is compared with
the benchmark AR model and then the AV model is compared with the AR model. In
bold are indicated the values when the model ARX is better than the AR and when
the AV is better than the AR model at 5% or at 10% significance level. Different
information criteria are considered the Akaike (AIC), the Schwarz (SIC) and the
Hannan-Quinn (HQ) information criterion.
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Table 2.3.2: ITMA scheme: Diebold &Mariano values of Belgium
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 0.4758 -2.3010 -1.7322 0.4573 -2.2849 -1.7520
2 -0.4076 -2.4253 -1.8275 -0.4121 -2.1297 -1.7091
3 -1.6896 -2.5601 -1.9885 -1.7499 -2.0399 -1.5540
4 0.3415 -2.0735 -1.5902 0.3022 -2.3211 -1.6473
5 0.1794 -2.0109 -1.3800 0.1641 -2.0966 -1.5291
6 2.4109 -1.7667 -1.3869 2.4187 -2.0414 -1.6529
7 1.3080 -1.7959 -1.4186 1.3209 -1.6729 -1.3490
8 -0.7094 -1.8506 -1.4252 -0.6659 -1.7947 -1.4810
9 -0.6560 -1.9106 -1.4490 -0.5061 -2.0645 -1.5311
10 -2.9642 -1.8157 -1.3496 -2.8659 -1.6579 -1.2269
11 -1.0670 -1.8021 -1.4344 -0.9775 -1.7682 -1.2753
12 -2.4897 -2.2996 -1.7362 -2.4408 -2.3065 -1.7455
SIC
1 0.6318 -2.0952 -1.7527 0.6142 -2.3673 -1.8210
2 0.0090 -2.4813 -1.9912 0.0256 -2.6250 -2.0182
3 -0.1723 -2.4544 -1.6936 -0.2106 -2.4348 -2.0393
4 0.0842 -2.2308 -1.7451 0.0471 -2.3475 -1.7776
5 -0.1905 -2.4276 -1.7333 -0.2034 -2.2451 -1.7687
6 1.9472 -2.0850 -1.4868 1.9543 -2.2737 -1.6039
7 1.8269 -1.8581 -1.5113 1.8508 -1.9118 -1.5066
8 -0.3950 -2.0046 -1.5228 -0.3397 -2.0077 -1.5141
9 -0.1351 -2.1484 -1.5607 -0.0967 -2.3162 -1.8211
10 -0.5288 -2.1378 -1.6877 -0.4114 -1.9230 -1.3748
11 -0.8888 -1.7391 -1.3239 -0.7921 -1.7412 -1.2818
12 -1.4348 -2.7532 -2.1669 -1.3597 -2.6505 -1.9732
HQ
1 0.5598 -2.4303 -1.8856 0.5443 -2.1002 -1.7734
2 -0.1769 -2.2193 -1.6089 -0.1714 -2.3241 -1.7905
3 -0.4002 -2.2271 -1.7506 -0.4382 -2.1912 -1.6251
4 0.0517 -2.4019 -1.7214 0.0154 -2.0574 -1.6599
5 0.2293 -2.3774 -1.8268 0.2143 -2.1486 -1.7467
6 1.3301 -1.7905 -1.4457 1.3237 -1.9949 -1.5030
7 1.3293 -1.8866 -1.4458 1.3325 -1.7110 -1.3352
8 -0.4964 -2.1093 -1.6825 -0.4428 -1.9936 -1.6189
9 -0.4584 -2.3790 -1.7059 -0.3272 -2.1820 -1.6502
10 -1.2071 -1.8222 -1.4218 -1.0607 -1.9140 -1.4412
11 -1.1810 -1.9773 -1.5419 -1.0982 -1.6766 -1.2111
12 -2.0991 -2.4280 -1.7989 -2.0354 -2.3448 -1.9808
Notes: See the notes for Table 2.3.1.
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Table 2.3.3: ITMA scheme: Diebold & Mariano values of France
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 0.0037 -3.1677 -2.6659 -0.0110 -2.9963 -2.5051
2 -0.3903 -3.2036 -2.7104 -0.4136 -3.1135 -2.6385
3 -1.4275 -3.1249 -2.3590 -1.4484 -3.2689 -2.7158
4 -1.9966 -3.0119 -2.2541 -1.9990 -2.8517 -2.2970
5 -1.8571 -2.9721 -2.3853 -1.8543 -3.0303 -2.5527
6 -2.0885 -2.6457 -2.0518 -2.1110 -2.8037 -1.9987
7 -2.5349 -2.4854 -1.8839 -2.5587 -2.4850 -1.8529
8 -1.2214 -2.0275 -1.6032 -1.2606 -2.3467 -1.8953
9 -1.5271 -2.2268 -1.6926 -1.5811 -2.3653 -1.8435
10 -1.7068 -2.4937 -1.8062 -1.7350 -2.1872 -1.5315
11 -1.9544 -2.1073 -1.5889 -2.0806 -2.3604 -1.9030
12 -1.3095 -2.0765 -1.3348 -1.4118 -2.2710 -1.7769
SIC
1 1.3705 -3.4896 -2.7870 1.3623 -3.3758 -2.6044
2 -0.0754 -3.1488 -2.5331 -0.1024 -3.3182 -2.8018
3 -1.1639 -3.4095 -2.9044 -1.1817 -3.7603 -2.9111
4 -2.2353 -2.9588 -2.4593 -2.2577 -3.2124 -2.5682
5 -2.0197 -2.7088 -2.3427 -2.0147 -2.8005 -2.2247
6 -2.1217 -2.6567 -2.0960 -2.1458 -2.6547 -2.0174
7 -2.3138 -2.2205 -1.7130 -2.3168 -2.4683 -1.9181
8 -1.3870 -2.3503 -1.7744 -1.4006 -2.2202 -1.5983
9 -1.7947 -2.3226 -1.9192 -1.8697 -2.2275 -1.7745
10 -3.1404 -2.4104 -1.7809 -3.1931 -2.3049 -1.8002
11 -3.3812 -2.4685 -1.7642 -3.4693 -2.4548 -1.8111
12 -2.7330 -2.1462 -1.5751 -2.8044 -2.5540 -1.7664
HQ
1 0.0600 -3.6215 -2.8230 0.0458 -2.9803 -2.6579
2 -0.4654 -3.3910 -2.7376 -0.4877 -3.4191 -2.8372
3 -1.3897 -3.1590 -2.4974 -1.4086 -3.4552 -2.7906
4 -2.3522 -3.1321 -2.4057 -2.3681 -2.6579 -2.1367
5 -2.8042 -2.7200 -2.1459 -2.7981 -2.8778 -2.1670
6 -2.1370 -2.7584 -1.9122 -2.1606 -2.7456 -2.0665
7 -2.1380 -2.4431 -1.8511 -2.1563 -2.4366 -1.9547
8 -1.3771 -2.2399 -1.7134 -1.3979 -2.1714 -1.5872
9 -1.7408 -2.1858 -1.6815 -1.8026 -2.3284 -1.7525
10 -3.2962 -2.3939 -1.7865 -3.3561 -2.3750 -1.7447
11 -0.5632 -2.3388 -1.7994 -0.5631 -2.5989 -1.8940
12 -1.5419 -2.3715 -1.7954 -1.6393 -2.2031 -1.5983
Notes: See the notes for Table 2.3.1.
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Table 2.3.4: ITMA scheme: Diebold & Mariano values of Ger-
many CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -3.9025 -2.7176 -2.1296 -3.9220 -2.8722 -2.3754
2 -1.6267 -2.5426 -1.9788 -1.6552 -2.8342 -2.1302
3 -2.8711 -2.5336 -2.0614 -2.8857 -2.7721 -2.0865
4 -2.8265 -2.9612 -2.2871 -2.8287 -2.7046 -2.1014
5 -3.2525 -3.0684 -2.5664 -3.2437 -3.1532 -2.4670
6 -3.0798 -2.6294 -2.0292 -3.0889 -2.6127 -1.9885
7 -2.8676 -2.9359 -2.3591 -2.8610 -2.9902 -2.1085
8 -2.5254 -2.5894 -2.0822 -2.5349 -2.6007 -2.0586
9 -3.2684 -2.8214 -2.1012 -3.2581 -3.2314 -2.3573
10 -4.0149 -2.8496 -2.2826 -4.0227 -3.0665 -2.1303
11 -4.2480 -2.9566 -2.3879 -4.3104 -3.1466 -2.5473
12 -0.6850 -2.5608 -2.0510 -0.6667 -2.6873 -2.1637
SIC
1 -3.5040 -3.2630 -2.5588 -3.5170 -2.9899 -2.4749
2 -1.2549 -2.9581 -2.1703 -1.2893 -2.6887 -1.9828
3 -2.6539 -2.7362 -2.0504 -2.6645 -2.6026 -2.1389
4 -2.6931 -2.8358 -2.3338 -2.6995 -2.9685 -2.2675
5 -3.5000 -3.0904 -2.4505 -3.4958 -3.1187 -2.5139
6 -2.9007 -2.7907 -2.0771 -2.9122 -2.7057 -2.2344
7 -2.7694 -2.8024 -2.1446 -2.7657 -2.7985 -2.1045
8 -2.4670 -2.1744 -1.6392 -2.4682 -2.5533 -2.1131
9 -3.1748 -3.0398 -2.4180 -3.1579 -2.7674 -2.2116
10 -4.1879 -2.9314 -2.4114 -4.1883 -2.8766 -2.1608
11 -3.9684 -3.0165 -2.3387 -4.0113 -2.9819 -2.5603
12 -3.2140 -2.3638 -1.9641 -3.2559 -2.2849 -1.8198
HQ
1 -3.8781 -3.5425 -2.6358 -3.9040 -3.2255 -2.4460
2 -1.3835 -2.7077 -2.0994 -1.4092 -2.4965 -1.8524
3 -2.8373 -2.7063 -2.1035 -2.8537 -2.7115 -2.1322
4 -2.8409 -3.1441 -2.4314 -2.8425 -2.7929 -2.1377
5 -3.4775 -3.3452 -2.5651 -3.4668 -3.1200 -2.4942
6 -2.9037 -2.8472 -2.2341 -2.9095 -2.7722 -2.2646
7 -2.7743 -2.8031 -2.1615 -2.7714 -2.8004 -2.2530
8 -2.5238 -2.5381 -2.0430 -2.5332 -2.2671 -1.7968
9 -3.3235 -3.2099 -2.4158 -3.3117 -2.9457 -2.2493
10 -4.2834 -2.5792 -2.0168 -4.2950 -2.9694 -2.4456
11 -4.2295 -2.8503 -2.3045 -4.2724 -2.9729 -2.4992
12 -2.7870 -2.4991 -2.0721 -2.8410 -2.5226 -1.9568
Notes: See the notes for Table 2.3.1.
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Table 2.3.5: ITMA scheme: Diebold & Mariano values of Italy
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -1.7368 -3.6305 -2.8811 -1.7149 -3.7235 -2.7565
2 -1.7519 -3.5103 -2.7299 -1.7606 -3.3471 -2.6907
3 -1.7771 -3.9996 -2.8707 -1.8296 -4.0187 -3.0003
4 -2.4753 -3.8145 -2.9296 -2.5331 -3.7626 -2.8980
5 -1.4179 -3.6018 -2.5792 -1.4442 -3.7679 -2.7162
6 -1.4463 -2.8969 -2.1153 -1.4724 -3.2812 -2.3606
7 -1.4530 -2.9172 -2.1344 -1.4785 -2.7503 -2.0685
8 -1.3981 -2.5560 -1.7303 -1.4058 -2.7637 -2.0263
9 -1.5912 -3.0040 -2.0688 -1.6111 -2.7115 -1.7524
10 -1.6727 -2.1372 -1.5852 -1.7038 -2.0614 -1.4027
11 -1.5411 -2.1448 -1.7379 -1.4991 -2.0948 -1.5603
12 -1.6982 -2.0230 -1.5189 -1.6908 -2.3124 -1.8104
SIC
1 -1.2863 -3.6971 -2.9219 -1.2597 -3.8011 -2.9073
2 -1.6455 -4.1232 -2.9515 -1.6504 -4.0987 -2.6743
3 -2.0597 -4.4339 -3.0414 -2.0872 -4.1140 -3.0291
4 -2.4198 -4.5081 -3.3277 -2.4474 -3.9650 -2.7721
5 -1.7898 -4.8024 -3.5066 -1.8090 -4.3021 -3.2676
6 -1.4408 -2.8350 -2.0747 -1.4742 -2.8411 -2.0488
7 -1.5653 -2.6391 -2.0058 -1.5972 -3.0213 -2.3686
8 -1.8201 -3.1025 -2.4551 -1.8261 -3.4405 -2.3776
9 -1.6689 -2.8560 -2.0307 -1.6899 -2.6024 -1.7733
10 -1.7846 -2.2638 -1.8282 -1.8203 -2.2624 -1.7423
11 -1.5670 -2.2858 -1.5610 -1.5120 -2.0627 -1.5512
12 -1.9372 -2.3734 -1.8880 -1.9308 -2.1808 -1.5587
HQ
1 -1.7425 -3.4546 -2.8590 -1.7241 -3.4876 -2.6783
2 -1.7478 -3.8107 -2.9284 -1.7581 -4.1154 -2.8051
3 -1.8516 -3.8212 -2.8142 -1.8973 -3.9744 -3.0045
4 -2.3578 -4.3846 -3.1581 -2.4131 -4.3319 -3.4560
5 -1.1021 -3.5986 -2.8240 -1.0731 -4.2146 -3.0881
6 -1.4509 -3.0391 -2.1412 -1.4814 -2.5295 -1.8123
7 -1.4389 -2.7583 -2.0455 -1.4645 -3.0215 -1.9076
8 -1.3651 -2.5749 -1.9799 -1.3681 -2.6765 -2.0064
9 -1.6039 -2.6494 -1.8484 -1.6220 -2.4721 -1.7889
10 -1.7282 -2.0813 -1.6221 -1.7574 -2.3485 -1.7426
11 -1.5193 -2.4781 -1.7586 -1.4694 -2.0214 -1.5667
12 -1.9794 -2.0578 -1.6014 -1.9851 -2.0675 -1.6939
Notes: See the notes for Table 2.3.1.
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Table 2.4.1: ITMA scheme: Clark & McCracken values of CPI inflation forecasting
for Austria
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.9318 5.6004 3.0531 2.9833 2.3816 3.2585 2.6475
2 2.2528 2.1794 . 2.1730 1.7251 2.0993 1.6416
3 2.8347 2.7778 . 2.3360 2.0024 2.2930 1.9417
4 1.2600 1.1530 . 2.3742 1.8483 2.2949 1.7902
5 3.5241 3.4010 . 2.7897 2.2515 2.7203 2.1578
6 1.8786 1.8098 . 2.1362 1.7253 2.0487 1.6211
7 2.4900 2.4574 . 1.8860 1.6039 1.8268 1.5262
8 2.3139 2.2743 . 2.1747 1.6780 2.0974 1.5942
9 2.8038 2.7765 . 2.3051 1.9389 2.2783 1.8413
10 2.2580 2.1990 . 1.8243 1.5216 1.7483 1.4401
11 2.2299 2.1498 . 1.6802 1.4110 1.5993 1.3499
12 1.9296 1.8279 . 1.7558 1.4150 1.6808 1.2879
SIC
1 2.6760 4.7481 2.1858 3.1552 2.5554 3.1725 2.4693
2 2.0459 1.9712 . 2.3434 1.9321 2.3041 1.8567
3 1.3691 1.2469 . 2.3219 1.9355 2.2984 1.8756
4 -0.2924 -0.4274 . 2.4109 1.8198 2.3773 1.7553
5 3.0857 2.9965 . 2.6255 2.2352 2.5692 2.1223
6 1.3320 1.2415 . 1.9350 1.7060 1.8656 1.6225
7 1.0286 0.5479 . 2.1635 1.7255 2.0865 1.6881
8 2.2152 2.1868 . 2.0828 1.6902 2.0396 1.6119
9 2.9329 2.9231 . 2.4697 2.1856 2.3912 2.1107
10 1.8189 1.7645 . 1.9312 1.6662 1.8582 1.6012
11 1.2445 1.0628 . 1.6675 1.4073 1.5996 1.3334
12 -0.0332 -0.3891 . 1.5264 1.2593 1.4703 1.1669
HQ
1 2.7760 5.0667 2.4604 3.3798 2.5703 3.4029 2.6550
2 2.0738 1.9981 . 2.3615 1.8820 2.3203 1.8412
3 1.5165 1.3782 . 2.1150 1.7853 2.0475 1.7130
4 2.0317 1.8375 . 2.2700 1.8415 2.2248 1.7717
5 3.9076 3.8319 . 2.5900 2.2446 2.4571 2.1429
6 1.7998 1.7279 . 2.2223 1.7430 2.1712 1.6590
7 2.4742 2.4474 . 1.9253 1.6817 1.8728 1.6276
8 2.2239 2.1846 . 2.2305 1.8522 2.1717 1.7967
9 2.9489 2.9455 . 2.4493 2.0660 2.4018 1.9952
10 1.7788 1.7134 . 1.8338 1.4100 1.7636 1.3174
11 1.2929 1.0591 . 1.7516 1.4213 1.6492 1.3105
12 2.1216 2.0274 . 1.9133 1.5003 1.7981 1.3989
Notes: The table reports the Clark & McCracken (CM) values and the bootstrapped critical values at
5% and at 10%. For h = 1 (CMa) tests ENC-T, ENC-REG and ENC-NEW are applied through equa-
tions (2.20) (2.21) (2.22) and for h > 1 (CMb) ENC-T′ and MSE-T′ tests are applied through equa-
tions (2.23) (2.24). For simplicity reasons (for h > 1) instead of ENC-T′ and MSE-T the results in the
tables are written as ENC-T and ENC-REG. Different information criteria are considered the Akaike (AIC),
the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. In bold are indicated the values when
the ARX model is better than the benchmark AR model at 5% or at 10% significance level. Notice, that
with h = 1 when the ENC-NEW is a positive value the ARX model has better predictive ability than the
benchmark AR model.
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Table 2.4.2: ITMA scheme: Clark & McCracken values of CPI inflation forecasting
for Belgium
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 -0.2917 -0.3474 -0.1314 2.3156 1.9166 2.4441 1.9628
2 0.6491 0.3984 . 2.1777 1.6880 2.0151 1.6461
3 1.8545 1.5617 . 2.5399 1.8839 2.4115 1.7515
4 -0.0989 -0.3358 . 1.9691 1.5387 1.8375 1.4215
5 0.0975 -0.1585 . 2.0121 1.7640 1.8565 1.6363
6 -2.0116 -2.1954 . 1.7601 1.4417 1.6187 1.2805
7 -1.0648 -1.1828 . 1.6046 1.3413 1.4892 1.2201
8 0.7010 0.5696 . 1.7195 1.3427 1.6512 1.2256
9 0.7005 0.5345 . 1.6652 1.2975 1.5458 1.1864
10 2.3915 2.2921 . 1.5355 1.1528 1.3680 0.9525
11 0.9899 0.8660 . 1.3978 1.1386 1.2853 0.9746
12 2.0579 1.9338 . 1.9569 1.4429 1.7519 1.2899
SIC
1 -0.4798 -0.6329 -0.2290 2.4059 1.9747 2.6426 2.0525
2 0.2264 -0.0090 . 2.3447 1.8401 2.2323 1.7343
3 0.3642 0.1540 . 2.3678 1.9232 2.2753 1.8470
4 0.1071 -0.0808 . 1.9669 1.4215 1.9074 1.3608
5 0.4199 0.1653 . 2.0012 1.6236 1.9306 1.5093
6 -1.6155 -1.7912 . 1.9264 1.4896 1.8696 1.3548
7 -1.5146 -1.6202 . 1.7648 1.4469 1.6047 1.3237
8 0.4703 0.3405 . 1.8058 1.2570 1.6960 1.1689
9 0.3765 0.1147 . 1.7712 1.4047 1.6867 1.2153
10 0.5144 0.4327 . 1.6647 1.2381 1.5288 1.1137
11 0.8227 0.7192 . 1.5717 1.2113 1.4979 1.1239
12 1.2526 1.1400 . 2.0203 1.6483 1.9189 1.5540
HQ
1 -0.3952 -0.4983 -0.1808 2.5178 2.0036 2.6794 2.0918
2 0.4100 0.1769 . 2.0793 1.7007 2.0250 1.5615
3 0.5789 0.3543 . 2.4001 1.8182 2.3028 1.7313
4 0.1420 -0.0497 . 2.1332 1.7077 2.0489 1.6250
5 0.0564 -0.2014 . 2.1075 1.5970 1.9844 1.4970
6 -1.0326 -1.2381 . 1.7437 1.2780 1.6471 1.1698
7 -1.0751 -1.1936 . 1.6577 1.3631 1.5062 1.2073
8 0.5476 0.4122 . 1.7878 1.3049 1.6968 1.2269
9 0.5379 0.3857 . 1.7267 1.5158 1.6405 1.3928
10 1.0538 0.9675 . 1.7848 1.3334 1.6349 1.2300
11 1.0723 0.9604 . 1.5003 1.1754 1.3960 1.0077
12 1.7709 1.6705 . 1.9673 1.5320 1.8023 1.3962
Notes: See the notes for Table 2.4.1.
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Table 2.4.3: ITMA scheme: Clark & McCracken values of CPI inflation forecasting
for France
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 0.0997 0.1082 0.0246 4.3988 3.4316 5.0532 3.7574
2 0.6462 0.4230 . 3.4155 2.6717 3.3999 2.6224
3 1.6843 1.4661 . 3.0914 2.6059 3.0331 2.5331
4 2.2770 2.0369 . 2.7759 2.2680 2.6981 2.1999
5 2.0796 1.8155 . 2.6872 2.2062 2.5962 2.0629
6 2.3165 1.9514 . 2.4395 1.9748 2.3634 1.8359
7 3.0368 2.4282 . 2.2025 1.8859 2.1366 1.7864
8 1.7462 1.1111 . 2.3300 1.7612 2.2348 1.6857
9 1.8755 1.3253 . 1.9196 1.5215 1.8098 1.3917
10 2.4012 1.4323 . 1.9821 1.5175 1.8906 1.3938
11 2.8102 1.5133 . 2.1878 1.6042 2.0626 1.4489
12 1.8453 0.9586 . 1.7410 1.3339 1.6475 1.2016
SIC
1 -1.7219 -1.6604 -0.5076 4.5512 3.5176 4.9972 3.6337
2 0.2399 0.0787 . 3.3745 2.7677 3.3553 2.7390
3 1.4292 1.1681 . 4.1174 3.2614 4.0119 3.1971
4 2.5103 2.3583 . 2.6854 2.1634 2.5746 2.1093
5 2.2042 1.9345 . 2.5220 2.0384 2.4729 2.0015
6 2.2506 1.9835 . 2.6769 1.9469 2.6032 1.8550
7 2.6784 2.2029 . 2.1373 1.4836 2.0529 1.4387
8 1.8005 1.2233 . 2.0585 1.5167 1.9460 1.4327
9 1.9835 1.5403 . 2.0060 1.5804 1.9110 1.5170
10 3.0154 2.5800 . 2.1465 1.6843 2.0826 1.5578
11 3.5460 2.5993 . 1.9412 1.6412 1.8517 1.5619
12 2.6745 1.9877 . 1.7165 1.3704 1.6419 1.2964
HQ
1 0.0154 0.0165 0.0036 4.3936 3.6667 4.9517 3.9411
2 0.6383 0.4901 . 3.6352 2.8698 3.5069 2.8198
3 1.6521 1.4381 . 3.2885 2.7764 3.2875 2.7226
4 2.5696 2.4168 . 2.6159 2.2797 2.5710 2.2083
5 2.8994 2.5924 . 2.7078 2.1303 2.6721 2.0631
6 2.2786 1.9922 . 2.3463 1.9853 2.2660 1.9062
7 2.5674 2.0427 . 2.5214 1.6125 2.4146 1.4884
8 1.8515 1.2359 . 1.9805 1.4142 1.8629 1.3394
9 1.9709 1.5023 . 1.8605 1.4315 1.7672 1.3371
10 3.1585 2.7063 . 2.0937 1.5088 2.0049 1.4297
11 1.5404 0.4466 . 1.8401 1.3770 1.7940 1.2150
12 1.9857 1.1586 . 1.5320 1.2226 1.4470 1.1041
Notes: See the notes for Table 2.4.1.
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Table 2.4.4: ITMA scheme: Clark & McCracken values of CPI inflation forecasting
for Germany
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 3.9377 4.5923 1.5814 2.9534 2.4141 3.2243 2.4704
2 1.8458 1.6273 . 2.6839 2.1194 2.6450 2.0269
3 2.9041 2.8018 . 2.9624 2.2905 2.8788 2.2379
4 2.8434 2.7327 . 2.5153 2.1045 2.4793 2.0510
5 3.2576 3.0670 . 2.9473 2.3032 2.8240 2.2073
6 2.9941 2.8666 . 2.5422 2.0303 2.4879 1.9638
7 2.7785 2.6521 . 2.2816 1.8804 2.2282 1.8011
8 2.4371 2.2914 . 2.4232 1.9806 2.3532 1.9039
9 2.8704 2.7287 . 2.2950 2.0095 2.2102 1.9154
10 3.4245 3.3426 . 2.3014 2.0152 2.2703 1.8926
11 3.4137 3.3571 . 2.5057 2.0852 2.4357 2.0340
12 0.8110 0.5220 . 1.9082 1.5973 1.8626 1.5278
SIC
1 4.0993 5.3574 1.7599 2.9766 2.5790 3.3273 2.8162
2 1.4727 1.2656 . 3.0242 2.1593 2.9714 2.1137
3 2.7157 2.6121 . 2.5803 1.9799 2.5259 1.9505
4 2.6856 2.6149 . 2.6686 2.0098 2.6206 1.9425
5 3.4340 3.3036 . 3.1724 2.5923 3.0827 2.5016
6 2.8222 2.7145 . 2.5232 2.1019 2.4871 2.0581
7 2.6662 2.5693 . 2.4049 1.9937 2.3409 1.9415
8 2.3497 2.2422 . 2.2753 1.7032 2.2371 1.6488
9 2.8254 2.7099 . 2.2390 1.8734 2.1906 1.7941
10 3.5564 3.4901 . 2.3688 1.9604 2.3505 1.8791
11 3.3622 3.2673 . 2.3678 1.9815 2.3183 1.9543
12 2.4712 2.3561 . 1.9738 1.5082 1.8772 1.4429
HQ
1 3.9925 4.9118 1.5087 2.8197 2.4232 3.0383 2.5513
2 1.6036 1.3859 . 2.8032 2.0671 2.7240 2.0181
3 2.8942 2.7993 . 2.4529 1.9966 2.3959 1.9463
4 2.8433 2.7488 . 2.4001 1.8865 2.3250 1.8420
5 3.3993 3.2634 . 2.9799 2.3286 2.9008 2.2647
6 2.8313 2.7212 . 2.4981 2.0444 2.4395 1.9654
7 2.6728 2.5754 . 2.4644 2.0042 2.3989 1.9489
8 2.4196 2.2920 . 2.2755 1.8206 2.2117 1.7778
9 2.9074 2.7924 . 2.2797 1.8310 2.2296 1.7494
10 3.6249 3.5485 . 2.3507 1.7932 2.2922 1.7380
11 3.4858 3.3986 . 2.2265 1.8189 2.1608 1.7480
12 2.2104 2.0880 . 2.0318 1.6145 1.9843 1.5513
Notes: See the notes for Table 2.4.1.
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Table 2.4.5: ITMA scheme: Clark & McCracken values of CPI inflation forecasting
for Italy
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 1.9695 4.2411 2.4531 4.9779 4.0313 5.6245 4.2644
2 1.8840 1.7881 . 3.4272 2.5597 3.3897 2.5294
3 1.9535 1.8375 . 3.6107 2.7867 3.5100 2.6889
4 2.7914 2.4770 . 3.7637 2.9975 3.6527 2.9589
5 1.4905 1.3970 . 3.1848 2.4983 3.0571 2.4373
6 1.5113 1.4219 . 2.6941 1.7531 2.5532 1.6230
7 1.5247 1.3802 . 2.6736 1.9419 2.5408 1.8789
8 1.4297 1.2995 . 2.5862 1.7948 2.4513 1.6629
9 1.5798 1.4459 . 2.1073 1.5960 1.9747 1.5139
10 1.6305 1.4836 . 1.8321 1.4453 1.7438 1.3689
11 1.4815 1.3149 . 1.5864 1.2102 1.5132 1.1124
12 1.5674 1.4004 . 1.6829 1.2925 1.5742 1.1876
SIC
1 1.6237 2.9055 1.6436 4.5802 3.6894 5.7792 4.0226
2 1.7954 1.6930 . 3.8750 2.9804 3.8299 2.8819
3 2.2228 2.1523 . 3.7396 2.8494 3.6418 2.7986
4 2.5604 2.3974 . 3.7619 2.7461 3.6920 2.6411
5 1.8272 1.7268 . 4.2532 2.9182 4.1792 2.8681
6 1.5182 1.4227 . 2.9856 2.0888 2.9276 1.9565
7 1.5912 1.4877 . 2.5822 2.0016 2.4894 1.9298
8 1.7870 1.6831 . 2.6214 2.0388 2.5366 1.9743
9 1.6311 1.5140 . 2.5596 2.0866 2.4584 1.9820
10 1.7101 1.5814 . 2.0544 1.5584 1.9000 1.4682
11 1.4662 1.3397 . 1.8112 1.2328 1.6811 1.1730
12 1.7236 1.6182 . 1.5739 1.1494 1.4459 1.0744
HQ
1 2.0326 4.3142 2.2435 4.8196 3.7595 6.1156 4.2418
2 1.8853 1.7930 . 3.8269 2.5265 3.7134 2.4570
3 2.0023 1.9175 . 3.9531 2.9940 3.8508 2.9344
4 2.5220 2.3518 . 3.9138 2.9943 3.8691 2.8889
5 1.1734 1.0747 . 3.7368 2.9568 3.5475 2.8240
6 1.5326 1.4322 . 2.5214 1.7815 2.4281 1.6696
7 1.5097 1.3694 . 2.7396 1.9919 2.6021 1.8447
8 1.3748 1.2682 . 2.3536 1.7879 2.1814 1.6805
9 1.5849 1.4600 . 2.1971 1.6896 2.0853 1.5778
10 1.6663 1.5347 . 1.7338 1.3920 1.6961 1.2965
11 1.4401 1.2950 . 1.7654 1.3780 1.6407 1.2603
12 1.7990 1.6544 . 1.5986 1.2477 1.4877 1.1434
Notes: See the notes for Table 2.4.1.
200
C. Verra Macroeconomic Forecasting Using Model Averaging
Table 3.1.1: PLMA scheme: Forecast evaluation for Austria CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.0029 0.0029 0.0030 8.41E-06 8.46E-06 9.28E-06 0.0020 0.0020 0.0022 0.2934 0.2938 0.3006
2 0.0025 0.0025 0.0026 6.47E-06 6.45E-06 6.75E-06 0.0018 0.0018 0.0018 0.2932 0.2927 0.2986
3 0.0027 0.0027 0.0027 7.13E-06 7.08E-06 7.38E-06 0.0020 0.0019 0.0020 0.2934 0.2923 0.2956
4 0.0027 0.0027 0.0027 7.21E-06 7.19E-06 7.32E-06 0.0019 0.0019 0.0020 0.2950 0.2946 0.2952
5 0.0033 0.0033 0.0036 1.09E-05 1.09E-05 1.30E-05 0.0022 0.0022 0.0025 0.3217 0.3210 0.3399
6 0.0034 0.0034 0.0036 1.18E-05 1.18E-05 1.27E-05 0.0023 0.0023 0.0024 0.3665 0.3656 0.3745
7 0.0037 0.0037 0.0039 1.34E-05 1.34E-05 1.49E-05 0.0024 0.0024 0.0025 0.3667 0.3665 0.3776
8 0.0036 0.0036 0.0038 1.31E-05 1.31E-05 1.43E-05 0.0024 0.0024 0.0025 0.3655 0.3653 0.3755
9 0.0037 0.0037 0.0040 1.34E-05 1.35E-05 1.63E-05 0.0022 0.0023 0.0026 0.3392 0.3398 0.3619
10 0.0038 0.0038 0.0040 1.46E-05 1.45E-05 1.56E-05 0.0025 0.0025 0.0026 0.3902 0.3896 0.3990
11 0.0041 0.0041 0.0043 1.69E-05 1.69E-05 1.85E-05 0.0026 0.0026 0.0027 0.3996 0.3992 0.4078
12 0.0040 0.0040 0.0041 1.62E-05 1.62E-05 1.65E-05 0.0027 0.0027 0.0027 0.4027 0.4029 0.4045
SIC
1 0.0030 0.0030 0.0030 8.70E-06 8.78E-06 9.28E-06 0.0021 0.0021 0.0022 0.2960 0.2967 0.3006
2 0.0026 0.0026 0.0026 6.57E-06 6.54E-06 6.75E-06 0.0018 0.0018 0.0018 0.2959 0.2952 0.2986
3 0.0026 0.0026 0.0027 7.00E-06 6.94E-06 7.15E-06 0.0019 0.0019 0.0019 0.2966 0.2953 0.2996
4 0.0027 0.0027 0.0027 7.05E-06 7.05E-06 7.05E-06 0.0019 0.0019 0.0019 0.3023 0.3020 0.3028
5 0.0034 0.0034 0.0036 1.16E-05 1.17E-05 1.30E-05 0.0023 0.0023 0.0025 0.3288 0.3298 0.3399
6 0.0035 0.0035 0.0036 1.21E-05 1.21E-05 1.27E-05 0.0024 0.0024 0.0024 0.3705 0.3702 0.3745
7 0.0035 0.0035 0.0036 1.26E-05 1.25E-05 1.30E-05 0.0023 0.0023 0.0024 0.3644 0.3636 0.3724
8 0.0036 0.0036 0.0038 1.33E-05 1.33E-05 1.43E-05 0.0024 0.0024 0.0025 0.3670 0.3669 0.3755
9 0.0037 0.0037 0.0040 1.36E-05 1.38E-05 1.63E-05 0.0023 0.0023 0.0026 0.3408 0.3426 0.3619
10 0.0039 0.0039 0.0040 1.49E-05 1.49E-05 1.56E-05 0.0025 0.0025 0.0026 0.3940 0.3938 0.3990
11 0.0040 0.0040 0.0040 1.57E-05 1.56E-05 1.59E-05 0.0025 0.0025 0.0026 0.3958 0.3955 0.3971
12 0.0037 0.0037 0.0036 1.38E-05 1.39E-05 1.32E-05 0.0026 0.0026 0.0025 0.3885 0.3893 0.3891
HQ
1 0.0029 0.0029 0.0030 8.60E-06 8.67E-06 9.28E-06 0.0021 0.0021 0.0022 0.2953 0.2960 0.3006
2 0.0026 0.0026 0.0026 6.57E-06 6.54E-06 6.75E-06 0.0018 0.0018 0.0018 0.2957 0.2950 0.2986
3 0.0026 0.0026 0.0027 6.99E-06 6.92E-06 7.15E-06 0.0019 0.0019 0.0019 0.2963 0.2949 0.2996
4 0.0027 0.0027 0.0027 7.12E-06 7.12E-06 7.32E-06 0.0019 0.0019 0.0020 0.2963 0.2962 0.2952
5 0.0033 0.0033 0.0036 1.12E-05 1.11E-05 1.30E-05 0.0023 0.0023 0.0025 0.3242 0.3237 0.3399
6 0.0034 0.0034 0.0036 1.19E-05 1.19E-05 1.27E-05 0.0023 0.0023 0.0024 0.3675 0.3671 0.3745
7 0.0037 0.0037 0.0039 1.35E-05 1.35E-05 1.49E-05 0.0024 0.0024 0.0025 0.3674 0.3672 0.3776
8 0.0036 0.0036 0.0038 1.32E-05 1.32E-05 1.43E-05 0.0024 0.0024 0.0025 0.3668 0.3667 0.3755
9 0.0037 0.0037 0.0040 1.34E-05 1.35E-05 1.63E-05 0.0023 0.0023 0.0026 0.3396 0.3401 0.3619
10 0.0039 0.0039 0.0040 1.49E-05 1.49E-05 1.56E-05 0.0025 0.0025 0.0026 0.3934 0.3934 0.3990
11 0.0040 0.0039 0.0040 1.56E-05 1.56E-05 1.59E-05 0.0025 0.0025 0.0026 0.3956 0.3950 0.3971
12 0.0041 0.0041 0.0041 1.66E-05 1.66E-05 1.72E-05 0.0027 0.0027 0.0027 0.4006 0.4009 0.4021
Notes: The table reports the ratio of the root mean squared error (RMSE), the mean square forecast error (MSFE), the mean absolute
error (MAE) and the U Theil’s inequality coefficient (U) of model ARX with the autoregressive model (AR) or the equal weighted model
(AV) for CPI inflation at each horizon h under quarterly data. The best performing result relative to the two benchmarks is highlighted
in bold. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ) information
criterion.
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Table 3.1.2: PLMA scheme: Forecast evaluation for Belgium CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.5357 1.5348 1.5407 2.3585 2.3555 2.3738 1.0614 1.0615 1.0623 0.3993 0.3988 0.4011
2 1.4160 1.4157 1.4189 2.0051 2.0042 2.0134 1.0040 1.0035 1.0055 0.3790 0.3786 0.3809
3 1.3563 1.3535 1.3778 1.8395 1.8319 1.8984 0.9549 0.9527 0.9721 0.3518 0.3510 0.3598
4 1.5376 1.5413 1.5405 2.3641 2.3757 2.3732 1.0897 1.0918 1.0967 0.3914 0.3917 0.3938
5 1.6140 1.6150 1.6167 2.6049 2.6081 2.6138 1.1391 1.1398 1.1458 0.4020 0.4019 0.4046
6 1.6432 1.6460 1.6108 2.7000 2.7093 2.5947 1.1661 1.1692 1.1355 0.4121 0.4124 0.4076
7 1.6426 1.6470 1.6139 2.6983 2.7127 2.6047 1.1385 1.1429 1.1115 0.4037 0.4042 0.3987
8 1.6839 1.6856 1.6914 2.8354 2.8411 2.8608 1.1765 1.1776 1.1676 0.4010 0.4011 0.4037
9 1.6863 1.6871 1.6900 2.8438 2.8464 2.8562 1.1933 1.1931 1.1864 0.4000 0.3999 0.4029
10 1.7467 1.7431 1.7875 3.0511 3.0383 3.1951 1.2023 1.2000 1.2389 0.4100 0.4094 0.4162
11 1.4793 1.4772 1.4838 2.1882 2.1821 2.2017 0.9776 0.9755 0.9798 0.3458 0.3455 0.3447
12 1.4465 1.4445 1.4814 2.0924 2.0865 2.1944 0.9622 0.9596 0.9949 0.3364 0.3364 0.3417
SIC
1 1.5380 1.5372 1.5407 2.3653 2.3630 2.3738 1.0637 1.0637 1.0623 0.4003 0.3999 0.4011
2 1.4219 1.4214 1.4189 2.0218 2.0205 2.0134 1.0111 1.0108 1.0055 0.3807 0.3804 0.3809
3 1.3733 1.3724 1.3778 1.8860 1.8834 1.8984 0.9644 0.9637 0.9721 0.3570 0.3566 0.3598
4 1.5637 1.5634 1.5626 2.4450 2.4442 2.4417 1.1280 1.1275 1.1383 0.3858 0.3856 0.3859
5 1.6066 1.6062 1.6167 2.5811 2.5797 2.6138 1.1323 1.1320 1.1458 0.4008 0.4004 0.4046
6 1.7051 1.7086 1.6767 2.9075 2.9194 2.8112 1.2080 1.2113 1.1782 0.4133 0.4138 0.4080
7 1.6459 1.6507 1.6139 2.7089 2.7249 2.6047 1.1427 1.1470 1.1115 0.4047 0.4053 0.3987
8 1.6898 1.6934 1.6914 2.8554 2.8677 2.8608 1.1804 1.1831 1.1676 0.4037 0.4041 0.4037
9 1.6437 1.6452 1.6900 2.7018 2.7067 2.8562 1.1684 1.1692 1.1864 0.3860 0.3858 0.4029
10 1.7871 1.7871 1.7875 3.1939 3.1937 3.1951 1.2374 1.2371 1.2389 0.4171 0.4169 0.4162
11 1.4749 1.4770 1.4838 2.1753 2.1816 2.2017 0.9827 0.9836 0.9798 0.3445 0.3447 0.3447
12 1.4711 1.4697 1.4814 2.1641 2.1599 2.1944 0.9741 0.9723 0.9949 0.3416 0.3415 0.3417
HQ
1 1.5365 1.5356 1.5407 2.3607 2.3581 2.3738 1.0616 1.0617 1.0623 0.3998 0.3993 0.4011
2 1.4179 1.4171 1.4189 2.0104 2.0083 2.0134 1.0063 1.0056 1.0055 0.3793 0.3789 0.3809
3 1.3733 1.3720 1.3778 1.8858 1.8825 1.8984 0.9629 0.9620 0.9721 0.3569 0.3564 0.3598
4 1.5628 1.5633 1.5626 2.4423 2.4439 2.4417 1.1285 1.1288 1.1383 0.3856 0.3856 0.3859
5 1.6141 1.6154 1.6167 2.6055 2.6096 2.6138 1.1397 1.1406 1.1458 0.4021 0.4020 0.4046
6 1.6987 1.6997 1.6767 2.8854 2.8889 2.8112 1.2036 1.2053 1.1782 0.4126 0.4127 0.4080
7 1.6405 1.6439 1.6139 2.6911 2.7025 2.6047 1.1367 1.1406 1.1115 0.4035 0.4039 0.3987
8 1.6868 1.6888 1.6914 2.8452 2.8520 2.8608 1.1770 1.1785 1.1676 0.4025 0.4026 0.4037
9 1.6738 1.6759 1.6900 2.8017 2.8085 2.8562 1.1809 1.1825 1.1864 0.3969 0.3969 0.4029
10 1.7829 1.7806 1.7875 3.1787 3.1704 3.1951 1.2326 1.2310 1.2389 0.4164 0.4161 0.4162
11 1.4740 1.4732 1.4838 2.1727 2.1702 2.2017 0.9811 0.9795 0.9798 0.3452 0.3451 0.3447
12 1.4542 1.4520 1.4814 2.1147 2.1082 2.1944 0.9695 0.9669 0.9949 0.3378 0.3377 0.3417
Notes: See the notes for Table 3.1.1.
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Table 3.1.3: PLMA scheme: Forecast evaluation for France CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.9727 0.9732 0.9733 0.9462 0.9472 0.9473 0.6240 0.6242 0.6256 0.3205 0.3205 0.3220
2 0.8657 0.8651 0.8721 0.7494 0.7484 0.7606 0.5951 0.5944 0.6091 0.2831 0.2828 0.2869
3 0.8180 0.8176 0.8412 0.6692 0.6684 0.7077 0.5344 0.5338 0.5405 0.2725 0.2721 0.2842
4 0.9185 0.9166 0.9472 0.8436 0.8402 0.8972 0.6370 0.6353 0.6607 0.3205 0.3197 0.3351
5 0.8889 0.8846 0.9240 0.7901 0.7826 0.8538 0.6011 0.5970 0.6293 0.3125 0.3110 0.3314
6 0.8672 0.8610 0.9230 0.7521 0.7413 0.8519 0.6284 0.6239 0.6554 0.2985 0.2961 0.3231
7 1.0316 1.0270 1.1002 1.0643 1.0547 1.2105 0.7199 0.7173 0.7611 0.3401 0.3379 0.3624
8 1.0630 1.0572 1.1227 1.1300 1.1177 1.2605 0.6863 0.6839 0.7396 0.3550 0.3522 0.3824
9 0.9665 0.9615 1.0248 0.9341 0.9244 1.0502 0.6734 0.6695 0.7171 0.3127 0.3105 0.3364
10 1.0755 1.0682 1.1347 1.1567 1.1411 1.2875 0.7333 0.7283 0.7829 0.3508 0.3473 0.3791
11 1.0542 1.0440 1.1178 1.1112 1.0900 1.2495 0.7146 0.7100 0.7451 0.3495 0.3452 0.3747
12 1.0011 0.9930 1.0635 1.0023 0.9861 1.1310 0.7068 0.7002 0.7607 0.3365 0.3315 0.3637
SIC
1 0.9854 0.9854 0.9733 0.9710 0.9710 0.9473 0.6299 0.6299 0.6256 0.3242 0.3241 0.3220
2 0.8686 0.8685 0.8721 0.7545 0.7544 0.7606 0.6002 0.6002 0.6091 0.2845 0.2844 0.2869
3 0.8114 0.8110 0.8412 0.6584 0.6577 0.7077 0.5412 0.5407 0.5405 0.2695 0.2693 0.2842
4 0.9217 0.9197 0.9472 0.8496 0.8459 0.8972 0.6420 0.6404 0.6607 0.3223 0.3214 0.3351
5 0.9325 0.9300 0.9535 0.8696 0.8649 0.9092 0.6385 0.6359 0.6608 0.3231 0.3221 0.3341
6 0.8785 0.8746 0.9230 0.7717 0.7649 0.8519 0.6367 0.6339 0.6554 0.3025 0.3010 0.3231
7 1.0546 1.0526 1.1002 1.1123 1.1081 1.2105 0.7379 0.7369 0.7611 0.3453 0.3439 0.3624
8 1.0731 1.0714 1.1227 1.1516 1.1479 1.2605 0.6923 0.6919 0.7396 0.3602 0.3591 0.3824
9 0.9679 0.9667 1.0248 0.9369 0.9345 1.0502 0.6759 0.6739 0.7171 0.3151 0.3140 0.3364
10 1.1172 1.1131 1.1767 1.2482 1.2390 1.3847 0.7834 0.7812 0.8301 0.3565 0.3544 0.3774
11 1.1763 1.1698 1.2509 1.3836 1.3685 1.5647 0.8531 0.8490 0.9081 0.3756 0.3727 0.4012
12 1.0037 0.9964 1.0696 1.0074 0.9929 1.1440 0.6999 0.6933 0.7335 0.3241 0.3211 0.3441
HQ
1 0.9735 0.9739 0.9733 0.9477 0.9485 0.9473 0.6245 0.6247 0.6256 0.3208 0.3209 0.3220
2 0.8667 0.8663 0.8721 0.7511 0.7505 0.7606 0.5973 0.5971 0.6091 0.2838 0.2837 0.2869
3 0.8185 0.8178 0.8412 0.6700 0.6688 0.7077 0.5357 0.5349 0.5405 0.2728 0.2724 0.2842
4 0.9162 0.9138 0.9472 0.8394 0.8350 0.8972 0.6367 0.6345 0.6607 0.3204 0.3194 0.3351
5 0.9196 0.9157 0.9535 0.8457 0.8386 0.9092 0.6252 0.6210 0.6608 0.3205 0.3193 0.3341
6 0.8727 0.8671 0.9230 0.7617 0.7519 0.8519 0.6324 0.6284 0.6554 0.3007 0.2985 0.3231
7 1.0470 1.0434 1.1002 1.0962 1.0888 1.2105 0.7342 0.7324 0.7611 0.3426 0.3406 0.3624
8 1.0680 1.0633 1.1227 1.1406 1.1307 1.2605 0.6906 0.6894 0.7396 0.3572 0.3548 0.3824
9 0.9658 0.9628 1.0248 0.9328 0.9270 1.0502 0.6732 0.6698 0.7171 0.3131 0.3113 0.3364
10 1.1106 1.1058 1.1767 1.2335 1.2227 1.3847 0.7784 0.7756 0.8301 0.3545 0.3522 0.3774
11 1.1046 1.0961 1.1178 1.2202 1.2015 1.2495 0.7764 0.7719 0.7451 0.3591 0.3551 0.3747
12 0.9931 0.9836 1.0635 0.9863 0.9675 1.1310 0.6958 0.6888 0.7607 0.3335 0.3285 0.3637
Notes: See the notes for Table 3.1.1.
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Table 3.1.4: PLMA scheme: Forecast evaluation for Germany CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 1.5740 1.5764 1.6309 2.4774 2.4849 2.6599 1.1146 1.1162 1.1583 0.4737 0.4744 0.4846
2 1.1916 1.1888 1.2205 1.4199 1.4132 1.4895 0.8247 0.8226 0.8516 0.3816 0.3807 0.3861
3 1.1708 1.1683 1.2203 1.3708 1.3650 1.4892 0.8166 0.8149 0.8523 0.3757 0.3749 0.3843
4 1.1792 1.1770 1.2502 1.3905 1.3854 1.5629 0.7990 0.7976 0.8451 0.3679 0.3674 0.3803
5 1.4921 1.4930 1.5830 2.2265 2.2290 2.5058 1.0838 1.0834 1.1466 0.4253 0.4253 0.4337
6 1.2528 1.2519 1.3187 1.5696 1.5672 1.7390 0.9139 0.9125 0.9654 0.3856 0.3850 0.3938
7 1.2398 1.2408 1.3314 1.5372 1.5396 1.7726 0.9093 0.9088 0.9623 0.3801 0.3797 0.3918
8 1.2431 1.2414 1.3229 1.5453 1.5411 1.7502 0.9055 0.9033 0.9556 0.3827 0.3819 0.3908
9 1.4939 1.4907 1.5867 2.2317 2.2222 2.5177 1.1060 1.1035 1.1790 0.4207 0.4199 0.4297
10 1.2649 1.2670 1.3641 1.5999 1.6054 1.8608 0.9373 0.9387 1.0243 0.3535 0.3536 0.3682
11 1.2881 1.2848 1.3588 1.6591 1.6507 1.8463 0.9426 0.9401 1.0205 0.3551 0.3539 0.3660
12 1.3131 1.3176 1.3145 1.7242 1.7361 1.7279 0.9314 0.9350 0.9531 0.3721 0.3725 0.3727
SIC
1 1.5616 1.5696 1.6309 2.4387 2.4636 2.6599 1.1117 1.1164 1.1583 0.4689 0.4705 0.4846
2 1.2012 1.1993 1.2205 1.4429 1.4383 1.4895 0.8308 0.8294 0.8516 0.3830 0.3824 0.3861
3 1.1923 1.1918 1.2203 1.4216 1.4203 1.4892 0.8312 0.8308 0.8523 0.3800 0.3798 0.3843
4 1.1976 1.1972 1.2502 1.4343 1.4333 1.5629 0.8079 0.8075 0.8451 0.3706 0.3705 0.3803
5 1.5121 1.5143 1.5830 2.2865 2.2932 2.5058 1.1007 1.1019 1.1466 0.4265 0.4266 0.4337
6 1.2682 1.2682 1.3187 1.6084 1.6082 1.7390 0.9277 0.9272 0.9654 0.3885 0.3881 0.3938
7 1.2529 1.2537 1.3314 1.5696 1.5717 1.7726 0.9182 0.9182 0.9623 0.3819 0.3816 0.3918
8 1.2539 1.2554 1.3229 1.5724 1.5759 1.7502 0.9136 0.9137 0.9556 0.3838 0.3836 0.3908
9 1.5060 1.5087 1.5867 2.2680 2.2763 2.5177 1.1165 1.1189 1.1790 0.4221 0.4222 0.4297
10 1.2793 1.2817 1.3641 1.6366 1.6428 1.8608 0.9500 0.9517 1.0243 0.3554 0.3556 0.3682
11 1.3024 1.3015 1.3588 1.6962 1.6938 1.8463 0.9658 0.9659 1.0205 0.3581 0.3573 0.3660
12 1.2615 1.2561 1.3145 1.5913 1.5778 1.7279 0.9000 0.8963 0.9531 0.3654 0.3639 0.3727
HQ
1 1.5747 1.5780 1.6309 2.4797 2.4902 2.6599 1.1172 1.1192 1.1583 0.4733 0.4740 0.4846
2 1.1966 1.1946 1.2205 1.4319 1.4270 1.4895 0.8274 0.8258 0.8516 0.3824 0.3818 0.3861
3 1.1783 1.1768 1.2203 1.3884 1.3847 1.4892 0.8219 0.8211 0.8523 0.3769 0.3764 0.3843
4 1.1857 1.1841 1.2502 1.4059 1.4020 1.5629 0.8030 0.8017 0.8451 0.3686 0.3683 0.3803
5 1.5006 1.5021 1.5830 2.2518 2.2562 2.5058 1.0919 1.0924 1.1466 0.4252 0.4251 0.4337
6 1.2629 1.2622 1.3187 1.5950 1.5932 1.7390 0.9246 0.9236 0.9654 0.3879 0.3874 0.3938
7 1.2492 1.2499 1.3314 1.5604 1.5623 1.7726 0.9159 0.9158 0.9623 0.3816 0.3813 0.3918
8 1.2479 1.2475 1.3229 1.5573 1.5562 1.7502 0.9075 0.9059 0.9556 0.3828 0.3822 0.3908
9 1.5002 1.4982 1.5867 2.2506 2.2446 2.5177 1.1120 1.1104 1.1790 0.4212 0.4204 0.4297
10 1.2688 1.2708 1.3641 1.6099 1.6148 1.8608 0.9421 0.9433 1.0243 0.3538 0.3539 0.3682
11 1.2876 1.2846 1.3588 1.6579 1.6502 1.8463 0.9489 0.9472 1.0205 0.3553 0.3540 0.3660
12 1.2634 1.2582 1.3145 1.5961 1.5831 1.7279 0.8989 0.8947 0.9531 0.3661 0.3648 0.3727
Notes: See the notes for Table 3.1.1.
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Table 3.1.5: PLMA scheme: Forecast evaluation for Italy CPI inflation
RMSE MSFE MAE U
h model AV AR model AV AR model AV AR model AV AR
AIC
1 0.7241 0.7252 0.7510 0.5243 0.5259 0.5640 0.4703 0.4707 0.4934 0.1697 0.1697 0.1748
2 0.6742 0.6736 0.7155 0.4545 0.4538 0.5119 0.4656 0.4636 0.4873 0.1614 0.1611 0.1702
3 0.6759 0.6781 0.7382 0.4569 0.4598 0.5449 0.4452 0.4463 0.4535 0.1569 0.1572 0.1680
4 0.7316 0.7411 0.8979 0.5352 0.5493 0.8061 0.4960 0.5028 0.6170 0.1636 0.1652 0.1910
5 0.8540 0.8589 0.8811 0.7293 0.7377 0.7763 0.5855 0.5900 0.6140 0.1909 0.1916 0.1948
6 0.8102 0.8127 0.8437 0.6565 0.6605 0.7119 0.5688 0.5699 0.5890 0.1844 0.1847 0.1894
7 0.8970 0.8994 0.9467 0.8045 0.8089 0.8963 0.6347 0.6381 0.6639 0.1990 0.1993 0.2055
8 0.9187 0.9181 0.9482 0.8440 0.8430 0.8990 0.6463 0.6477 0.6548 0.2025 0.2022 0.2062
9 1.1192 1.1142 1.1593 1.2527 1.2414 1.3441 0.7562 0.7546 0.7676 0.2446 0.2435 0.2511
10 1.1792 1.1620 1.2192 1.3906 1.3502 1.4864 0.7684 0.7622 0.7815 0.2600 0.2568 0.2668
11 1.2187 1.2067 1.2609 1.4853 1.4562 1.5899 0.7795 0.7749 0.7863 0.2649 0.2629 0.2716
12 1.2163 1.2121 1.2793 1.4795 1.4692 1.6365 0.7742 0.7711 0.7886 0.2622 0.2615 0.2734
SIC
1 0.7425 0.7457 0.7510 0.5513 0.5561 0.5640 0.4810 0.4826 0.4934 0.1727 0.1731 0.1748
2 0.6862 0.6872 0.7155 0.4709 0.4723 0.5119 0.4706 0.4699 0.4873 0.1639 0.1639 0.1702
3 0.6890 0.6913 0.7382 0.4747 0.4779 0.5449 0.4426 0.4431 0.4535 0.1592 0.1595 0.1680
4 0.7753 0.7907 0.8979 0.6012 0.6253 0.8061 0.5294 0.5407 0.6170 0.1704 0.1730 0.1910
5 0.9930 1.0070 1.0659 0.9860 1.0140 1.1361 0.6750 0.6848 0.7341 0.2120 0.2141 0.2234
6 0.8066 0.8095 0.8437 0.6506 0.6554 0.7119 0.5637 0.5648 0.5890 0.1834 0.1838 0.1894
7 0.9010 0.9054 0.9467 0.8117 0.8198 0.8963 0.6327 0.6361 0.6639 0.1989 0.1994 0.2055
8 1.0232 1.0275 1.1009 1.0469 1.0557 1.2120 0.7125 0.7169 0.7714 0.2170 0.2175 0.2276
9 1.1193 1.1206 1.1593 1.2527 1.2558 1.3441 0.7559 0.7578 0.7676 0.2433 0.2433 0.2511
10 1.1725 1.1607 1.2192 1.3748 1.3473 1.4864 0.7651 0.7606 0.7815 0.2586 0.2563 0.2668
11 1.2130 1.2077 1.2609 1.4713 1.4585 1.5899 0.7791 0.7768 0.7863 0.2639 0.2630 0.2716
12 1.2871 1.2839 1.3720 1.6565 1.6484 1.8824 0.8077 0.8050 0.8337 0.2685 0.2679 0.2803
HQ
1 0.7305 0.7328 0.7510 0.5336 0.5371 0.5640 0.4725 0.4734 0.4934 0.1708 0.1711 0.1748
2 0.6793 0.6792 0.7155 0.4614 0.4614 0.5119 0.4672 0.4657 0.4873 0.1622 0.1621 0.1702
3 0.6808 0.6829 0.7382 0.4635 0.4664 0.5449 0.4432 0.4432 0.4535 0.1575 0.1577 0.1680
4 0.7755 0.7877 0.8979 0.6014 0.6204 0.8061 0.5285 0.5373 0.6170 0.1706 0.1726 0.1910
5 0.8746 0.8820 0.8811 0.7649 0.7779 0.7763 0.5939 0.5997 0.6140 0.1941 0.1952 0.1948
6 0.8069 0.8094 0.8437 0.6511 0.6551 0.7119 0.5656 0.5669 0.5890 0.1835 0.1839 0.1894
7 0.9026 0.9070 0.9467 0.8147 0.8226 0.8963 0.6395 0.6441 0.6639 0.1997 0.2002 0.2055
8 0.9302 0.9335 0.9482 0.8653 0.8715 0.8990 0.6533 0.6565 0.6548 0.2041 0.2045 0.2062
9 1.1195 1.1182 1.1593 1.2532 1.2503 1.3441 0.7575 0.7578 0.7676 0.2443 0.2439 0.2511
10 1.1760 1.1644 1.2192 1.3830 1.3558 1.4864 0.7679 0.7636 0.7815 0.2594 0.2572 0.2668
11 1.2198 1.2074 1.2609 1.4878 1.4579 1.5899 0.7810 0.7764 0.7863 0.2650 0.2629 0.2716
12 1.2735 1.2665 1.3720 1.6219 1.6040 1.8824 0.7990 0.7955 0.8337 0.2676 0.2664 0.2803
Notes: See the notes for Table 3.1.1.
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Table 3.2: PLMA scheme: Forecast evaluation for CPI inflation: Relative MSFE
Austria Belgium France Germany Italy
h AV AR AV AR AV AR AV AR AV AR
AIC
1 0.9942 0.9062 1.0013 0.9936 0.9989 0.9988 0.9970 0.9314 0.9970 0.9296
2 1.0032 0.9583 1.0004 0.9959 1.0013 0.9853 1.0047 0.9532 1.0017 0.8880
3 1.0079 0.9665 1.0042 0.9690 1.0012 0.9456 1.0042 0.9205 0.9936 0.8385
4 1.0026 0.9852 0.9951 0.9962 1.0041 0.9403 1.0037 0.8897 0.9743 0.6639
5 1.0034 0.8436 0.9988 0.9966 1.0097 0.9254 0.9989 0.8886 0.9886 0.9395
6 1.0055 0.9281 0.9965 1.0406 1.0146 0.8828 1.0015 0.9026 0.9939 0.9222
7 0.9999 0.9035 0.9947 1.0359 1.0091 0.8792 0.9985 0.8672 0.9946 0.8976
8 1.0003 0.9107 0.9980 0.9911 1.0110 0.8965 1.0028 0.8830 1.0013 0.9388
9 0.9930 0.8231 0.9991 0.9957 1.0105 0.8895 1.0043 0.8864 1.0090 0.9320
10 1.0008 0.9310 1.0042 0.9549 1.0136 0.8984 0.9966 0.8598 1.0299 0.9355
11 1.0008 0.9139 1.0028 0.9939 1.0195 0.8894 1.0051 0.8986 1.0200 0.9342
12 0.9982 0.9764 1.0028 0.9535 1.0164 0.8862 0.9931 0.9979 1.0070 0.9041
SIC
1 0.9918 0.9378 1.0010 0.9964 0.9999 1.0250 0.9899 0.9168 0.9913 0.9774
2 1.0044 0.9735 1.0006 1.0042 1.0002 0.9921 1.0032 0.9687 0.9971 0.9199
3 1.0089 0.9790 1.0014 0.9935 1.0010 0.9303 1.0009 0.9546 0.9933 0.8711
4 1.0006 1.0008 1.0003 1.0014 1.0044 0.9470 1.0007 0.9177 0.9614 0.7457
5 0.9902 0.8944 1.0005 0.9875 1.0055 0.9564 0.9971 0.9125 0.9724 0.8678
6 1.0005 0.9504 0.9959 1.0343 1.0088 0.9058 1.0001 0.9249 0.9928 0.9140
7 1.0029 0.9688 0.9941 1.0400 1.0038 0.9188 0.9987 0.8855 0.9902 0.9056
8 0.9996 0.9253 0.9957 0.9981 1.0032 0.9136 0.9977 0.8984 0.9917 0.8638
9 0.9832 0.8363 0.9982 0.9460 1.0026 0.8922 0.9963 0.9008 0.9976 0.9320
10 0.9997 0.9504 1.0001 0.9996 1.0073 0.9014 0.9962 0.8795 1.0204 0.9249
11 1.0011 0.9840 0.9971 0.9880 1.0110 0.8843 1.0014 0.9187 1.0087 0.9254
12 0.9924 1.0445 1.0020 0.9862 1.0146 0.8806 1.0086 0.9210 1.0049 0.8800
HQ
1 0.9916 0.9266 1.0011 0.9945 0.9992 1.0005 0.9958 0.9323 0.9936 0.9461
2 1.0043 0.9730 1.0011 0.9985 1.0007 0.9875 1.0035 0.9613 1.0001 0.9014
3 1.0096 0.9767 1.0018 0.9934 1.0017 0.9467 1.0026 0.9323 0.9937 0.8505
4 0.9988 0.9723 0.9994 1.0003 1.0052 0.9356 1.0028 0.8995 0.9694 0.7461
5 1.0019 0.8606 0.9984 0.9968 1.0085 0.9301 0.9980 0.8987 0.9833 0.9853
6 1.0019 0.9329 0.9988 1.0264 1.0130 0.8940 1.0012 0.9172 0.9939 0.9146
7 0.9999 0.9102 0.9958 1.0332 1.0068 0.9056 0.9988 0.8803 0.9904 0.9090
8 0.9997 0.9207 0.9976 0.9946 1.0087 0.9049 1.0007 0.8898 0.9929 0.9625
9 0.9934 0.8261 0.9976 0.9809 1.0062 0.8882 1.0027 0.8939 1.0023 0.9324
10 0.9983 0.9525 1.0026 0.9948 1.0089 0.8908 0.9970 0.8652 1.0201 0.9304
11 1.0034 0.9830 1.0012 0.9868 1.0156 0.9766 1.0047 0.8980 1.0205 0.9358
12 0.9975 0.9647 1.0031 0.9637 1.0194 0.8720 1.0082 0.9237 1.0111 0.8616
Notes: The table reports the relative out-of-sample mean square forecast error (RMSFE). For each country
the ARX model is compared with the autoregressive model (AR) or the equal weighted model (AV) for CPI
inflation at each horizon h under quarterly data. The best performing result relative to the benchmarks
is highlighted in bold. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC)
and the Hannan-Quinn (HQ) information criterion.
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Table 3.3.1: PLMA scheme: Diebold & Mariano values of Austria
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -3.3657 -2.6376 -2.1088 -3.1692 -2.5740 -1.9566
2 -1.6523 -2.0744 -1.5908 -1.7211 -2.1436 -1.5924
3 -1.1366 -2.2567 -1.9026 -1.6499 -2.3376 -1.7436
4 -0.5708 -2.5756 -2.1712 -0.7212 -2.5337 -2.0241
5 -3.4251 -2.2588 -2.0681 -3.3068 -2.4632 -2.0202
6 -2.2043 -2.0974 -1.7861 -2.1817 -2.0308 -1.6322
7 -2.4005 -2.3778 -2.0148 -2.3786 -2.3432 -1.8966
8 -2.6248 -2.3396 -1.9792 -2.6101 -2.3723 -1.9311
9 -2.6269 -2.7317 -2.3410 -2.6344 -2.9715 -2.5131
10 -2.0827 -2.6073 -2.1666 -2.1348 -2.5259 -2.1320
11 -2.0796 -2.4209 -1.9243 -2.1236 -2.3729 -1.9305
12 -1.3453 -2.1594 -1.6868 -1.3596 -2.4669 -1.9418
SIC
1 -3.1326 -2.8668 -2.0480 -2.8504 -2.6256 -2.0091
2 -1.0622 -1.9819 -1.7492 -1.2658 -2.1335 -1.6180
3 -0.5809 -2.3315 -1.9220 -0.9790 -2.3459 -1.8353
4 0.0273 -2.0631 -1.6883 0.0046 -2.2182 -1.6781
5 -2.6571 -2.4743 -2.0240 -2.6091 -2.3892 -2.0611
6 -2.0322 -1.9987 -1.6316 -2.0432 -2.0582 -1.7539
7 -0.8880 -2.2053 -1.8546 -0.9413 -2.1944 -1.8648
8 -2.5724 -2.3941 -2.0656 -2.5645 -2.4802 -2.0999
9 -2.5435 -2.7914 -2.4773 -2.5245 -2.9179 -2.5037
10 -1.5392 -2.5633 -1.9969 -1.5320 -2.5200 -2.2066
11 -0.8368 -2.3323 -1.8987 -0.9292 -2.3291 -1.9498
12 1.0350 -2.2043 -1.6695 1.1079 -2.0970 -1.6227
HQ
1 -3.2946 -2.7170 -2.0662 -3.0574 -2.5280 -2.0079
2 -1.0484 -2.2015 -1.7093 -1.2479 -2.2047 -1.6421
3 -0.5837 -2.2506 -1.9027 -0.9621 -2.2261 -1.7850
4 -0.8643 -2.2823 -1.8860 -0.8822 -2.4333 -1.7476
5 -3.3379 -2.5494 -2.1845 -3.2550 -2.3021 -2.0195
6 -2.1872 -2.1168 -1.8506 -2.1770 -2.1089 -1.6861
7 -2.3734 -2.0889 -1.8374 -2.3489 -2.3781 -1.9928
8 -2.5434 -2.2915 -1.9761 -2.5292 -2.6048 -2.1694
9 -2.6172 -2.6822 -2.3934 -2.6081 -2.7936 -2.4361
10 -1.4274 -2.7200 -2.2336 -1.3791 -2.8346 -2.3843
11 -0.7234 -2.5109 -2.0831 -0.8631 -2.4117 -2.0913
12 -1.7180 -2.5032 -2.0608 -1.7048 -2.2468 -1.8191
Notes: The table reports the Diebold & Mariano (DM) values and the bootstrapped
critical values at 5% and at 10%. The ARX model is compared with the benchmark
AR model and then the AV model is compared with the AR model. In bold are
indicated the values when the model ARX is better than the AR and when the AV is
better than the AR model at 5% or at 10% significance level. Different information
criteria are considered the Akaike (AIC), the Schwarz (SIC) and the Hannan-Quinn
(HQ) information criterion.
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Table 3.3.2: PLMA scheme: Diebold & Mariano values of Bel-
gium CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.3125 -1.8647 -1.5604 -0.3631 -1.9688 -1.6203
2 -0.1481 -1.9988 -1.6191 -0.1563 -2.2190 -1.7095
3 -0.9316 -2.1877 -1.7371 -1.0439 -2.4254 -1.7872
4 -0.1153 -1.8476 -1.4143 0.0302 -1.8311 -1.3351
5 -0.1234 -1.9448 -1.4025 -0.0746 -1.8943 -1.4270
6 1.8025 -1.7418 -1.4007 1.7972 -1.8467 -1.4397
7 1.1636 -1.8390 -1.4497 1.2117 -1.8411 -1.4747
8 -0.3999 -2.1516 -1.7973 -0.2893 -2.3088 -1.8354
9 -0.2192 -2.3077 -1.8332 -0.1627 -2.5298 -1.9475
10 -2.0919 -2.1140 -1.6622 -2.2073 -2.0000 -1.5314
11 -0.2310 -1.7260 -1.2207 -0.3240 -1.9462 -1.4116
12 -1.4114 -2.4470 -1.7887 -1.4763 -2.0763 -1.5695
SIC
1 -0.1528 -2.0365 -1.6727 -0.1882 -2.0073 -1.6199
2 0.1808 -2.1943 -1.8373 0.1465 -2.2952 -1.6468
3 -0.2275 -2.3862 -1.8281 -0.2714 -2.4104 -1.8239
4 0.0549 -1.8950 -1.4481 0.0407 -1.9665 -1.4455
5 -0.5136 -2.3195 -1.6454 -0.5112 -2.4519 -1.9566
6 1.4485 -1.7442 -1.3497 1.5203 -1.8585 -1.3520
7 1.5517 -1.9136 -1.4965 1.6115 -1.8103 -1.4251
8 -0.1282 -1.9302 -1.4604 0.1740 -2.1053 -1.6623
9 -1.4174 -2.7919 -1.9657 -1.2916 -2.4041 -2.0052
10 -0.0334 -2.2054 -1.7359 -0.0367 -2.3712 -1.7183
11 -0.4179 -1.8049 -1.4588 -0.3417 -1.9817 -1.4492
12 -0.5028 -2.5137 -1.9233 -0.5809 -2.3780 -1.9327
HQ
1 -0.2549 -2.0690 -1.6725 -0.2973 -2.3775 -1.9621
2 -0.0548 -2.1540 -1.7418 -0.0895 -2.1978 -1.6741
3 -0.2290 -2.2997 -1.7703 -0.2852 -2.1613 -1.7768
4 0.0093 -1.8390 -1.3569 0.0329 -1.9814 -1.3952
5 -0.1227 -2.0705 -1.7139 -0.0568 -2.0425 -1.6585
6 0.9781 -1.8863 -1.5000 1.0022 -1.8647 -1.3980
7 1.1427 -1.8311 -1.4864 1.1918 -1.8126 -1.4170
8 -0.3184 -2.3269 -1.7125 -0.1789 -2.0384 -1.5518
9 -0.9431 -2.9001 -2.2852 -0.7711 -2.6774 -1.9961
10 -0.4456 -2.3033 -1.7654 -0.6065 -2.0400 -1.4889
11 -0.4705 -1.7462 -1.3726 -0.5097 -1.7612 -1.4118
12 -1.0832 -2.4067 -1.7776 -1.1765 -2.4888 -1.9124
Notes: See the notes for Table 3.3.1.
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Table 3.3.3: PLMA scheme: Diebold & Mariano values of France
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -0.0584 -2.8994 -2.3627 -0.0043 -3.3353 -2.7239
2 -0.9606 -2.9945 -2.4657 -0.9969 -3.0209 -2.3134
3 -1.5532 -2.8409 -2.5112 -1.5461 -2.9276 -2.2837
4 -1.4564 -2.7677 -2.2764 -1.4901 -2.4431 -1.9487
5 -1.1918 -2.7271 -2.1224 -1.2623 -2.5917 -2.1872
6 -1.9718 -2.4401 -1.7795 -1.9883 -2.1500 -1.7629
7 -3.3862 -2.6016 -2.1602 -3.2847 -2.3216 -1.8698
8 -2.6535 -2.3532 -1.9171 -2.5752 -2.3014 -1.7415
9 -2.9274 -2.5236 -2.0053 -2.8020 -2.5523 -1.8175
10 -2.7164 -2.2827 -1.6424 -2.8356 -2.3091 -1.7051
11 -3.1490 -1.9934 -1.5750 -3.1924 -2.0907 -1.5035
12 -2.1071 -2.3329 -1.7669 -1.9341 -2.2445 -1.7909
SIC
1 1.0090 -3.2224 -2.6202 1.0031 -3.0764 -2.6108
2 -0.7483 -3.0984 -2.4477 -0.7607 -2.9527 -2.4419
3 -1.4295 -3.5686 -2.7511 -1.4356 -3.4632 -2.7295
4 -1.6312 -2.6030 -2.1632 -1.6635 -2.7177 -2.0990
5 -1.2572 -2.8471 -2.1458 -1.3142 -2.5693 -2.1735
6 -1.7942 -2.5264 -1.9767 -1.8232 -2.3365 -1.8779
7 -2.7425 -2.3255 -1.9413 -2.6387 -2.2745 -1.5428
8 -2.8431 -2.3955 -1.8536 -2.7667 -2.2691 -1.8218
9 -3.5794 -2.2882 -1.6928 -3.2882 -2.2348 -1.7554
10 -3.4987 -2.1184 -1.6542 -3.5614 -2.5723 -1.8929
11 -4.2863 -2.4404 -1.8925 -4.4601 -2.3133 -1.7668
12 -2.4189 -2.1931 -1.5375 -2.4260 -2.5396 -1.9808
HQ
1 0.0240 -3.1225 -2.4200 0.0616 -3.1139 -2.6421
2 -0.9490 -2.7903 -2.2614 -0.9863 -2.9494 -2.3722
3 -1.5538 -3.0470 -2.5652 -1.5675 -3.1992 -2.5947
4 -1.8210 -2.6737 -2.1382 -1.8565 -2.9260 -2.2478
5 -1.9052 -2.6012 -2.1648 -2.0378 -2.5244 -2.1566
6 -1.9596 -2.5429 -2.2158 -1.9756 -2.5274 -1.9330
7 -2.7983 -2.5027 -1.8542 -2.6635 -2.3878 -1.9229
8 -2.7495 -2.2682 -1.8485 -2.6380 -2.3094 -1.8432
9 -3.1807 -2.4210 -1.8170 -3.0023 -2.5621 -1.9853
10 -3.7192 -2.5202 -1.8346 -3.7733 -2.5280 -1.8068
11 -0.5092 -2.4122 -1.7679 -0.7847 -2.5680 -1.7803
12 -2.4036 -2.3462 -1.8965 -2.2759 -2.3556 -1.8740
Notes: See the notes for Table 3.3.1.
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Table 3.3.4: PLMA scheme: Diebold & Mariano values of Ger-
many CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -3.3338 -2.6321 -2.2195 -3.3284 -2.9023 -2.3619
2 -1.5138 -2.8083 -2.2638 -1.6379 -2.7166 -2.1567
3 -2.6686 -2.3414 -1.8773 -2.7760 -2.5622 -2.0779
4 -3.0392 -2.8981 -2.2522 -3.0771 -2.6221 -1.9936
5 -3.4136 -3.2492 -2.6109 -3.3776 -3.7334 -2.9090
6 -2.6497 -2.6105 -2.1822 -2.7563 -2.5010 -2.1236
7 -2.4666 -2.9666 -2.3181 -2.5543 -2.5905 -2.0035
8 -2.2789 -2.7331 -2.1609 -2.3945 -2.3985 -1.9542
9 -3.4967 -2.8532 -2.3469 -3.5343 -2.9200 -2.3965
10 -3.5374 -3.0729 -2.3647 -3.6264 -2.6660 -2.1107
11 -3.1562 -2.7324 -2.1701 -3.4151 -2.9837 -2.3889
12 -0.0479 -2.3665 -1.7877 0.0960 -2.6757 -2.0035
SIC
1 -2.7156 -3.3373 -2.5789 -2.8398 -3.1265 -2.4069
2 -1.1768 -2.6886 -1.8816 -1.2785 -2.6611 -1.9816
3 -2.2086 -2.6048 -2.0040 -2.2847 -2.7433 -1.9852
4 -3.0260 -2.4014 -1.8355 -3.0746 -2.5233 -2.0220
5 -3.4021 -3.2627 -2.6394 -3.3807 -3.0901 -2.5949
6 -2.3797 -2.6801 -2.1546 -2.4811 -3.0585 -2.3642
7 -2.3858 -2.6268 -2.1354 -2.4411 -2.7437 -2.0463
8 -2.1984 -2.4600 -1.8750 -2.2592 -2.4241 -1.9642
9 -3.2244 -2.8503 -2.1020 -3.1786 -2.7960 -2.2120
10 -3.6965 -2.6945 -2.1760 -3.8514 -2.8948 -2.2104
11 -3.1880 -2.9520 -2.3921 -3.4942 -3.1157 -2.4903
12 -2.5509 -2.5259 -2.0539 -2.7324 -2.4245 -1.8020
HQ
1 -3.2772 -2.7662 -2.2795 -3.2809 -2.6753 -2.2018
2 -1.3355 -2.5296 -1.9627 -1.4388 -2.4104 -2.0742
3 -2.6064 -2.9821 -2.0962 -2.6711 -2.8760 -2.2357
4 -3.1598 -2.6375 -1.8933 -3.1946 -2.9648 -2.1058
5 -3.4362 -3.5411 -2.8227 -3.4098 -3.1724 -2.7045
6 -2.3752 -3.0244 -2.2904 -2.4639 -3.0565 -2.3194
7 -2.4097 -2.7021 -2.2242 -2.4702 -3.1200 -2.3717
8 -2.3789 -2.7084 -2.1623 -2.5059 -2.5555 -2.0000
9 -3.5259 -2.7915 -2.3404 -3.5746 -2.5830 -2.1421
10 -3.7636 -3.0241 -2.1274 -3.8794 -2.9640 -2.2547
11 -3.2509 -2.7683 -2.3512 -3.5360 -2.7533 -2.1893
12 -2.1515 -2.6243 -1.9132 -2.2769 -2.4533 -2.0386
Notes: See the notes for Table 3.3.1.
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Table 3.3.5: PLMA scheme: Diebold & Mariano values of Italy
CPI inflation forecasting
Values Critical Values Values Critical Values
horizon model & AR CV 5 % CV 10 % AV & AR CV 5 % CV 10 %
AIC
1 -2.0509 -4.7155 -3.4220 -2.0319 -3.8241 -2.8913
2 -2.2140 -4.0160 -3.1794 -2.2304 -4.3410 -3.1148
3 -2.1215 -4.3199 -3.1520 -2.1387 -4.6570 -3.8517
4 -3.1838 -4.8941 -3.5512 -3.2376 -4.8797 -3.4296
5 -2.1311 -4.2371 -3.2207 -1.8304 -4.3130 -2.9839
6 -1.5629 -3.9659 -2.7214 -1.5272 -3.8288 -2.9804
7 -2.0556 -3.5399 -2.7048 -1.9713 -4.0042 -2.9860
8 -1.8075 -3.2443 -2.7257 -1.7037 -2.9279 -2.3380
9 -1.1073 -2.9430 -2.3438 -1.1101 -2.8087 -2.1959
10 -1.1715 -2.5307 -1.8695 -1.1988 -2.1920 -1.6604
11 -1.1770 -2.7263 -1.8821 -1.2033 -2.4939 -1.8481
12 -1.1324 -2.2542 -1.7800 -1.1648 -2.5873 -1.9484
SIC
1 -0.8317 -3.9536 -2.9079 -0.5353 -4.1331 -3.2776
2 -1.7355 -4.0554 -3.1414 -1.7007 -3.4461 -2.8795
3 -2.1698 -4.6728 -3.6052 -2.2256 -5.0499 -3.8157
4 -3.2440 -5.8089 -4.2052 -3.3550 -5.4931 -4.1360
5 -3.1605 -5.5954 -4.1099 -2.9455 -5.2655 -3.8317
6 -1.3726 -3.7139 -2.7673 -1.3214 -3.4855 -2.6208
7 -1.9676 -3.7469 -2.5471 -1.9024 -3.5862 -2.8138
8 -3.2450 -3.4902 -2.7068 -3.2044 -3.5477 -2.7211
9 -1.1142 -3.0517 -2.2913 -1.0491 -3.5855 -2.6071
10 -1.2826 -2.3785 -1.7554 -1.3020 -2.3974 -1.7914
11 -1.1568 -2.1769 -1.5993 -1.1561 -2.3913 -1.7470
12 -1.2628 -2.3701 -1.6627 -1.2678 -2.3582 -1.6921
HQ
1 -1.8565 -3.6370 -2.8571 -1.7607 -4.5321 -3.2698
2 -2.0918 -4.5407 -3.3077 -2.0823 -4.4848 -3.2279
3 -2.1881 -4.6516 -3.4184 -2.2238 -4.1590 -3.1988
4 -3.1851 -4.9106 -3.8557 -3.2224 -4.7687 -3.5668
5 -0.6241 -4.7644 -3.4671 0.0859 -4.9580 -3.5338
6 -1.4576 -3.8095 -2.6874 -1.4229 -3.6513 -2.6960
7 -1.9561 -3.9937 -2.7864 -1.8658 -3.6197 -2.6794
8 -1.3104 -3.6243 -2.8232 -1.0874 -3.7585 -2.7436
9 -1.1118 -3.1472 -2.2704 -1.0816 -2.6237 -2.0545
10 -1.1857 -2.6721 -1.8393 -1.2024 -2.7438 -1.9801
11 -1.1516 -2.3998 -1.8599 -1.1756 -2.2330 -1.5821
12 -1.3691 -2.6351 -1.9850 -1.3735 -2.4877 -1.8692
Notes: See the notes for Table 3.3.1.
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Table 3.4.1: PLMA scheme: Clark & McCracken values of CPI inflation forecasting
for Austria
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 3.1746 3.2137 1.8613 2.9578 2.2741 3.1728 2.3313
2 1.6778 1.6170 . 2.0227 1.6195 1.9645 1.5272
3 1.1764 1.0619 . 2.1863 1.7469 2.1285 1.6531
4 0.6540 0.5550 . 2.2012 1.8627 2.1214 1.7871
5 3.2618 3.2665 . 2.2548 2.0097 2.2203 1.9391
6 1.9387 1.8734 . 1.9089 1.5424 1.8672 1.4826
7 2.0822 2.0331 . 2.0642 1.7985 2.0266 1.7369
8 2.1660 2.1322 . 1.8827 1.6244 1.8157 1.5902
9 2.0613 2.0559 . 2.1806 1.9860 2.1440 1.8320
10 1.4487 1.3985 . 1.9548 1.6390 1.8883 1.5704
11 1.4536 1.3911 . 1.7820 1.5315 1.7334 1.4528
12 0.9214 0.7781 . 1.5736 1.2479 1.4669 1.1177
SIC
1 2.9685 2.6261 1.1787 3.0681 2.3901 3.0595 2.3412
2 1.1216 1.0511 . 2.2467 1.6678 2.1867 1.5926
3 0.6889 0.5686 . 2.1299 1.7628 2.0854 1.7066
4 0.0907 -0.0274 . 1.9952 1.6312 1.9803 1.5796
5 2.5126 2.5012 . 2.3475 1.8809 2.3002 1.8219
6 1.7852 1.7216 . 1.9227 1.6052 1.8708 1.5396
7 0.9959 0.6775 . 1.7511 1.4785 1.7307 1.4030
8 2.1241 2.1032 . 1.9997 1.6307 1.9556 1.5948
9 2.0515 2.0362 . 2.3462 2.0853 2.3332 2.0483
10 1.1023 1.0514 . 1.9338 1.5396 1.8944 1.5028
11 0.6893 0.5364 . 1.6409 1.3615 1.5805 1.2855
12 -0.5304 -0.7187 . 1.6181 1.3256 1.5652 1.2475
HQ
1 3.1830 2.9032 1.4075 2.9831 2.4752 3.2196 2.5236
2 1.1148 1.0409 . 2.0993 1.7122 2.0584 1.6598
3 0.7046 0.5724 . 2.1628 1.6760 2.1045 1.6394
4 1.0270 0.8675 . 2.2210 1.7588 2.1484 1.6989
5 3.1999 3.2034 . 2.2726 1.9694 2.1966 1.9194
6 1.9382 1.8775 . 1.6815 1.4792 1.6175 1.4259
7 2.0503 2.0056 . 2.1019 1.7950 2.0871 1.7803
8 2.0977 2.0652 . 1.8575 1.5542 1.8168 1.5071
9 2.0772 2.0734 . 2.2665 1.8697 2.2329 1.8313
10 1.0310 0.9767 . 2.0352 1.6870 1.9886 1.6431
11 0.6282 0.4526 . 1.6791 1.4139 1.6229 1.3701
12 1.1479 1.0655 . 1.5805 1.2543 1.4993 1.1578
Notes: The table reports the Clark & McCracken (CM) values and the bootstrapped critical values at
5% and at 10%. For h = 1 (CMa) tests ENC-T, ENC-REG and ENC-NEW are applied through equa-
tions (2.20) (2.21) (2.22) and for h > 1 (CMb) ENC-T′ and MSE-T′ tests are applied through equa-
tions (2.23) (2.24). For simplicity reasons (for h > 1) instead of ENC-T′ and MSE-T the results in the
tables are written as ENC-T and ENC-REG. Different information criteria are considered the Akaike (AIC),
the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. In bold are indicated the values when
the ARX model is better than the benchmark AR model at 5% or at 10% significance level. Notice, that
with h = 1 when the ENC-NEW is a positive value the ARX model has better predictive ability than the
benchmark AR model.
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Table 3.4.2: PLMA scheme: Clark & McCracken values of CPI inflation forecasting
for Belgium
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 0.4414 0.5187 0.1409 2.2672 1.8346 2.3387 1.9330
2 0.3037 0.1490 . 2.0299 1.6828 1.9695 1.6166
3 1.0945 0.8793 . 2.1223 1.5690 2.0219 1.4785
4 0.2747 0.1112 . 1.8930 1.4041 1.7061 1.3017
5 0.3056 0.1065 . 1.7414 1.3634 1.6399 1.2198
6 -1.4374 -1.5804 . 1.5966 1.3126 1.4977 1.2285
7 -0.9184 -1.0116 . 1.6162 1.3148 1.5243 1.1834
8 0.4246 0.3136 . 1.6982 1.3147 1.6247 1.2108
9 0.3046 0.1676 . 1.9806 1.6181 1.9013 1.5402
10 1.5909 1.5070 . 1.6564 1.1845 1.5532 1.0852
11 0.2712 0.1689 . 1.3895 1.1971 1.3092 1.0816
12 1.0848 0.9664 . 1.5699 1.2231 1.4788 1.0902
SIC
1 0.2557 0.3476 0.0929 2.3244 1.9752 2.6254 2.0622
2 -0.0346 -0.1821 . 2.3339 1.7170 2.2736 1.6643
3 0.3804 0.2075 . 2.2882 1.7804 2.2263 1.7124
4 0.0878 -0.0525 . 1.8261 1.3312 1.7400 1.2781
5 0.6388 0.4325 . 2.0498 1.5530 1.9340 1.4341
6 -1.1716 -1.2903 . 1.6097 1.2375 1.5498 1.1336
7 -1.2427 -1.3230 . 1.6067 1.2082 1.4891 1.0727
8 0.2164 0.1060 . 1.8006 1.3576 1.7594 1.2508
9 1.3172 1.0796 . 1.8147 1.4348 1.7397 1.3948
10 0.0900 0.0254 . 1.7216 1.2824 1.6092 1.2214
11 0.3952 0.3130 . 1.3966 1.1072 1.3332 0.9593
12 0.4713 0.3531 . 1.7677 1.2637 1.6477 1.2264
HQ
1 0.3628 0.4725 0.1221 2.3931 2.0614 2.7728 2.2541
2 0.2059 0.0555 . 2.4217 1.8200 2.3386 1.6961
3 0.3840 0.2097 . 1.9928 1.6758 1.9103 1.5749
4 0.1292 -0.0089 . 1.9471 1.4583 1.8972 1.4002
5 0.3056 0.1049 . 2.0271 1.5808 1.8752 1.4917
6 -0.7565 -0.8844 . 1.5317 1.2587 1.4560 1.1672
7 -0.8933 -0.9861 . 1.4825 1.1997 1.4086 1.1242
8 0.3648 0.2503 . 1.7136 1.3647 1.6639 1.2864
9 0.8615 0.7384 . 1.9464 1.5652 1.8625 1.4382
10 0.4040 0.3301 . 1.8178 1.3457 1.6890 1.2578
11 0.4353 0.3491 . 1.2436 0.9507 1.1699 0.8668
12 0.8707 0.7703 . 1.7487 1.3794 1.6581 1.2744
Notes: See the notes for Table 3.4.1.
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Table 3.4.3: PLMA scheme: Clark & McCracken values of CPI inflation forecasting
for France
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 0.1765 0.1938 0.0403 4.0786 3.3138 4.4786 3.6755
2 1.2462 1.0415 . 3.2348 2.6111 3.1928 2.5459
3 1.7894 1.5801 . 2.9552 2.4597 2.8918 2.4084
4 1.7171 1.4946 . 2.6260 2.0906 2.5618 1.9759
5 1.4000 1.1460 . 2.5044 2.1177 2.4568 2.0534
6 2.0628 1.8013 . 2.1060 1.6105 2.0422 1.5327
7 3.5693 3.1915 . 1.9605 1.5837 1.8946 1.5249
8 2.6361 2.2196 . 1.8908 1.5782 1.8068 1.5197
9 2.6952 2.4251 . 1.8679 1.5095 1.7960 1.4347
10 2.4625 2.1653 . 1.8213 1.3584 1.7241 1.2767
11 2.5557 2.2476 . 1.5901 1.2559 1.5116 1.1560
12 1.6389 1.4287 . 1.7040 1.2291 1.6365 1.1325
SIC
1 -1.2899 -1.2258 -0.3472 4.8428 3.7413 5.4370 4.1612
2 0.9263 0.7927 . 3.0813 2.5180 3.0597 2.4841
3 1.6791 1.4113 . 3.6617 2.8051 3.5529 2.7359
4 1.8630 1.7053 . 2.9640 2.3087 2.8791 2.2482
5 1.4607 1.1917 . 2.2068 1.8455 2.1768 1.8046
6 1.8486 1.6367 . 2.2252 1.7681 2.1483 1.7048
7 2.8176 2.5525 . 1.9689 1.4295 1.9465 1.3582
8 2.7000 2.2751 . 1.8954 1.4946 1.8295 1.4173
9 3.2119 2.9245 . 2.1401 1.6057 2.0965 1.5670
10 3.0704 2.8158 . 1.9121 1.4458 1.8926 1.3623
11 3.2367 3.0199 . 1.8775 1.4554 1.7751 1.3787
12 1.8233 1.5986 . 1.5620 1.2194 1.5000 1.1526
HQ
1 0.0590 0.0640 0.0130 4.7912 3.7272 5.2927 4.1500
2 1.1359 1.0078 . 3.1557 2.5913 3.1241 2.5500
3 1.7943 1.5791 . 3.2378 2.6787 3.2162 2.5845
4 2.0133 1.8633 . 2.6116 2.1874 2.5331 2.1368
5 2.0597 1.7573 . 2.1849 1.7320 2.1602 1.6959
6 1.9859 1.7854 . 2.0716 1.7664 2.0083 1.7140
7 2.8995 2.6111 . 1.8976 1.5183 1.8608 1.4690
8 2.6997 2.2610 . 1.9261 1.4302 1.8877 1.3813
9 2.8862 2.6362 . 1.7810 1.4747 1.7166 1.3999
10 3.3309 3.0261 . 1.9945 1.5490 1.9586 1.5001
11 0.9667 0.3809 . 1.5809 1.2105 1.4640 1.1235
12 1.8733 1.6802 . 1.4843 1.2217 1.4582 1.1438
Notes: See the notes for Table 3.4.1.
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Table 3.4.4: PLMA scheme: Clark & McCracken values of CPI inflation forecasting
for Germany
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 3.1791 3.9272 1.2515 2.6672 2.0739 3.0409 2.2776
2 1.7302 1.5147 . 2.7199 2.0710 2.6663 2.0073
3 2.6531 2.5652 . 2.5481 2.0498 2.4919 1.9858
4 2.8841 2.7760 . 2.4065 1.9916 2.2618 1.9344
5 3.2698 3.0738 . 3.0952 2.3030 3.0640 2.2463
6 2.5146 2.3922 . 2.5394 1.9191 2.4655 1.8651
7 2.2998 2.1736 . 2.2168 1.8397 2.1478 1.7929
8 2.0784 1.9432 . 1.9653 1.6298 1.9228 1.5862
9 2.8863 2.7672 . 2.2513 1.7762 2.1937 1.7042
10 2.8053 2.7067 . 1.9982 1.6304 1.9165 1.5596
11 2.3020 2.1948 . 1.9547 1.6715 1.9005 1.6357
12 0.2075 0.0323 . 1.7044 1.3472 1.6353 1.2750
SIC
1 3.1968 5.2017 1.5280 2.9483 2.4962 3.3949 2.7267
2 1.3881 1.1963 . 2.4733 1.9677 2.4433 1.9349
3 2.2442 2.1551 . 2.2269 1.7100 2.1662 1.6645
4 2.8364 2.7701 . 2.4413 1.7853 2.4268 1.7654
5 3.2310 3.0883 . 2.8097 2.3820 2.7646 2.2909
6 2.2777 2.1733 . 2.4510 1.9573 2.4195 1.8833
7 2.2157 2.1115 . 2.2752 1.9174 2.2167 1.8493
8 1.9758 1.8734 . 1.9044 1.5187 1.8727 1.4696
9 2.6905 2.6003 . 2.2103 1.8489 2.1545 1.7953
10 2.9081 2.8317 . 2.1338 1.6165 2.0544 1.5564
11 2.4367 2.3491 . 1.8419 1.5673 1.7956 1.5182
12 1.7351 1.6349 . 1.4402 1.1632 1.4062 1.1050
HQ
1 3.2345 4.5309 1.2208 2.8948 2.2842 3.3179 2.5381
2 1.5510 1.3441 . 2.7519 2.1263 2.7075 2.0721
3 2.6082 2.5288 . 2.6375 2.1153 2.6238 2.0938
4 2.9663 2.8738 . 2.5395 2.0364 2.4931 1.9927
5 3.2357 3.0921 . 3.1062 2.5504 3.0283 2.4968
6 2.2711 2.1635 . 2.6181 2.0814 2.5432 2.0175
7 2.2359 2.1316 . 2.1391 1.7084 2.0977 1.6360
8 2.1432 2.0252 . 2.2207 1.7383 2.1718 1.7025
9 2.8845 2.7979 . 2.3493 1.9161 2.2671 1.8680
10 2.9487 2.8629 . 1.9844 1.7063 1.9348 1.6574
11 2.4140 2.3138 . 1.8571 1.4738 1.7873 1.4176
12 1.5142 1.3942 . 1.5219 1.2344 1.4518 1.1855
Notes: See the notes for Table 3.4.1.
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Table 3.4.5: PLMA scheme: Clark & McCracken values of CPI inflation forecasting
for Italy
Values Critical Values
h ENC-T ENC-REG ENC-NEW ENC-T 5% ENC-T 10% ENC-REG 5% ENC-REG 10%
AIC
1 2.4571 2.3383 1.4136 5.1516 3.6910 6.2004 4.2437
2 2.3317 2.0214 . 4.7253 3.4625 4.6786 3.3982
3 2.1311 1.9475 . 4.7655 3.4957 4.6590 3.4382
4 3.4213 2.9943 . 4.4637 3.6108 4.4155 3.5698
5 2.1173 2.0288 . 3.9451 2.9473 3.8535 2.8427
6 1.5821 1.3979 . 3.3892 2.4790 3.2433 2.3338
7 2.1079 1.8086 . 3.2914 2.5430 3.1705 2.4465
8 1.7574 1.4546 . 2.8611 2.2269 2.8174 2.1519
9 0.9555 0.9052 . 2.4110 1.8986 2.3518 1.7674
10 0.9864 0.9485 . 1.8213 1.3577 1.8052 1.2664
11 0.9326 0.9000 . 1.6660 1.2757 1.5841 1.2021
12 0.8583 0.8208 . 1.6280 1.3395 1.5668 1.2774
SIC
1 1.2133 0.9450 0.5261 5.4226 3.9825 7.3019 4.7471
2 1.9442 1.6097 . 4.5459 2.8487 4.5453 2.8392
3 2.1877 2.0323 . 4.4647 3.3173 4.4843 3.2285
4 3.3118 3.0807 . 3.9353 3.3615 3.9167 3.2474
5 3.1611 3.0676 . 4.5333 3.4223 4.5237 3.3879
6 1.3690 1.2531 . 3.6043 2.6061 3.5526 2.5671
7 1.9491 1.7923 . 3.1948 2.1800 3.0826 2.1229
8 2.7926 2.5599 . 2.6630 2.0777 2.6150 2.0114
9 0.9598 0.8990 . 2.4770 2.1611 2.4172 1.9898
10 1.0763 1.0364 . 1.9528 1.4409 1.9107 1.3521
11 0.9082 0.8781 . 1.6624 1.2666 1.5768 1.1652
12 0.9446 0.9118 . 1.6614 1.2143 1.5979 1.1485
HQ
1 2.2775 1.9670 1.0707 4.7906 3.5228 5.5421 4.1718
2 2.2491 1.9292 . 4.1792 2.9074 4.0576 2.8525
3 2.1719 2.0290 . 5.0018 3.7710 4.9627 3.7549
4 3.2537 3.0225 . 4.1647 3.1748 4.0423 3.1310
5 0.8072 0.6112 . 4.4942 3.4297 4.3013 3.2847
6 1.4706 1.3213 . 3.2118 2.5296 3.1332 2.4535
7 1.9965 1.7514 . 3.0491 2.4709 2.9461 2.4027
8 1.4094 1.1303 . 2.5393 2.2106 2.4668 2.1111
9 0.9566 0.9105 . 2.5211 1.8757 2.5031 1.8114
10 0.9989 0.9611 . 2.1904 1.6613 2.0984 1.5875
11 0.9011 0.8720 . 1.8012 1.2911 1.7099 1.2201
12 1.0394 0.9876 . 1.8721 1.4673 1.7603 1.4163
Notes: See the notes for Table 3.4.1.
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Table 4.1.1a: ARX model: Forecast evaluation of Austria CPI inflation under the three
different model averaging schemes
RMSE MSFE
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.0043 0.0035 0.0035 0.0045 0.0029 1.84E-05 1.23E-05 1.24E-05 1.98E-05 8.41E-06
2 0.0034 0.0035 0.0035 0.0034 0.0025 1.19E-05 1.19E-05 1.20E-05 1.18E-05 6.47E-06
3 0.0036 0.0036 0.0036 0.0036 0.0027 1.30E-05 1.30E-05 1.31E-05 1.31E-05 7.13E-06
4 0.0036 0.0036 0.0037 0.0036 0.0027 1.31E-05 1.31E-05 1.33E-05 1.31E-05 7.21E-06
5 0.0049 0.0050 0.0050 0.0048 0.0033 2.44E-05 2.47E-05 2.52E-05 2.31E-05 1.09E-05
6 0.0044 0.0044 0.0044 0.0043 0.0034 1.90E-05 1.91E-05 1.94E-05 1.88E-05 1.18E-05
7 0.0046 0.0046 0.0046 0.0046 0.0037 2.13E-05 2.13E-05 2.12E-05 2.13E-05 1.34E-05
8 0.0045 0.0045 0.0045 0.0045 0.0036 2.00E-05 2.01E-05 2.04E-05 1.99E-05 1.31E-05
9 0.0052 0.0052 0.0053 0.0051 0.0037 2.69E-05 2.70E-05 2.76E-05 2.59E-05 1.34E-05
10 0.0049 0.0049 0.0049 0.0049 0.0038 2.39E-05 2.39E-05 2.40E-05 2.38E-05 1.46E-05
11 0.0052 0.0052 0.0052 0.0052 0.0041 2.70E-05 2.70E-05 2.68E-05 2.70E-05 1.69E-05
12 0.0050 0.0050 0.0050 0.0050 0.0040 2.54E-05 2.52E-05 2.48E-05 2.54E-05 1.62E-05
SIC
1 0.0043 0.0035 0.0035 0.0045 0.0030 1.87E-05 1.23E-05 1.24E-05 2.05E-05 8.70E-06
2 0.0034 0.0034 0.0035 0.0034 0.0026 1.19E-05 1.19E-05 1.19E-05 1.19E-05 6.57E-06
3 0.0036 0.0036 0.0036 0.0036 0.0026 1.27E-05 1.27E-05 1.28E-05 1.27E-05 7.00E-06
4 0.0035 0.0035 0.0035 0.0035 0.0027 1.21E-05 1.22E-05 1.24E-05 1.21E-05 7.05E-06
5 0.0050 0.0049 0.0047 0.0050 0.0034 2.46E-05 2.39E-05 2.19E-05 2.45E-05 1.16E-05
6 0.0044 0.0044 0.0044 0.0044 0.0035 1.93E-05 1.93E-05 1.93E-05 1.93E-05 1.21E-05
7 0.0045 0.0045 0.0045 0.0044 0.0035 1.99E-05 2.00E-05 2.03E-05 1.98E-05 1.26E-05
8 0.0045 0.0045 0.0045 0.0045 0.0036 2.02E-05 2.02E-05 2.03E-05 2.02E-05 1.33E-05
9 0.0051 0.0051 0.0047 0.0051 0.0037 2.65E-05 2.56E-05 2.23E-05 2.64E-05 1.36E-05
10 0.0049 0.0049 0.0049 0.0049 0.0039 2.43E-05 2.42E-05 2.42E-05 2.42E-05 1.49E-05
11 0.0050 0.0050 0.0051 0.0050 0.0040 2.53E-05 2.54E-05 2.55E-05 2.52E-05 1.57E-05
12 0.0046 0.0046 0.0046 0.0046 0.0037 2.11E-05 2.10E-05 2.09E-05 2.13E-05 1.38E-05
HQ
1 0.0043 0.0035 0.0035 0.0045 0.0029 1.86E-05 1.23E-05 1.24E-05 2.03E-05 8.60E-06
2 0.0034 0.0034 0.0035 0.0034 0.0026 1.19E-05 1.19E-05 1.19E-05 1.19E-05 6.57E-06
3 0.0036 0.0036 0.0036 0.0035 0.0026 1.27E-05 1.27E-05 1.28E-05 1.26E-05 6.99E-06
4 0.0035 0.0035 0.0035 0.0036 0.0027 1.26E-05 1.25E-05 1.24E-05 1.27E-05 7.12E-06
5 0.0050 0.0050 0.0050 0.0049 0.0033 2.48E-05 2.50E-05 2.53E-05 2.36E-05 1.12E-05
6 0.0044 0.0044 0.0044 0.0044 0.0034 1.91E-05 1.92E-05 1.94E-05 1.90E-05 1.19E-05
7 0.0046 0.0046 0.0046 0.0046 0.0037 2.14E-05 2.14E-05 2.14E-05 2.14E-05 1.35E-05
8 0.0045 0.0045 0.0045 0.0045 0.0036 2.01E-05 2.01E-05 2.03E-05 2.01E-05 1.32E-05
9 0.0052 0.0052 0.0053 0.0051 0.0037 2.69E-05 2.71E-05 2.77E-05 2.59E-05 1.34E-05
10 0.0049 0.0049 0.0049 0.0049 0.0039 2.42E-05 2.42E-05 2.42E-05 2.42E-05 1.49E-05
11 0.0050 0.0050 0.0051 0.0050 0.0040 2.53E-05 2.55E-05 2.57E-05 2.51E-05 1.56E-05
12 0.0050 0.0050 0.0050 0.0050 0.0041 2.54E-05 2.53E-05 2.49E-05 2.54E-05 1.66E-05
Notes: The table reports the root mean squared error (RMSE) and the mean squared forecast error (MSFE) values of model ARX compared
with the benchmark AR model and the AV model of the equal weighted model averaging scheme under different model averaging schemes
BMA, ITMA and PLMA. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ)
information criterion. In bold are indicated the values when the ARX model has better predictive ability than the benchmark AR model and
AV model at 5% or at 10% significance level.
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Table 4.1.1b: ARX model: Forecast evaluation of Austria CPI inflation under the
three different model averaging schemes
MAE U
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.0032 0.0028 0.0028 0.0032 0.0020 0.3497 0.2933 0.2938 0.3584 0.2934
2 0.0026 0.0026 0.0026 0.0026 0.0018 0.2938 0.2940 0.2934 0.2933 0.2932
3 0.0029 0.0028 0.0028 0.0029 0.0020 0.2944 0.2940 0.2925 0.2948 0.2934
4 0.0029 0.0029 0.0029 0.0029 0.0019 0.2968 0.2972 0.2985 0.2967 0.2950
5 0.0036 0.0037 0.0037 0.0035 0.0022 0.3753 0.3772 0.3802 0.3679 0.3217
6 0.0033 0.0033 0.0034 0.0033 0.0023 0.3459 0.3472 0.3489 0.3449 0.3665
7 0.0035 0.0035 0.0035 0.0035 0.0024 0.3492 0.3492 0.3492 0.3490 0.3667
8 0.0034 0.0034 0.0034 0.0034 0.0024 0.3455 0.3455 0.3458 0.3450 0.3655
9 0.0037 0.0037 0.0037 0.0036 0.0022 0.3798 0.3807 0.3830 0.3751 0.3392
10 0.0036 0.0036 0.0036 0.0036 0.0025 0.3726 0.3732 0.3742 0.3720 0.3902
11 0.0038 0.0038 0.0038 0.0038 0.0026 0.3824 0.3828 0.3830 0.3822 0.3996
12 0.0039 0.0039 0.0039 0.0039 0.0027 0.3832 0.3832 0.3835 0.3831 0.4027
SIC
1 0.0032 0.0028 0.0028 0.0033 0.0021 0.3522 0.2932 0.2938 0.3617 0.2960
2 0.0026 0.0026 0.0025 0.0026 0.0018 0.2943 0.2941 0.2936 0.2943 0.2959
3 0.0028 0.0028 0.0028 0.0028 0.0019 0.2956 0.2956 0.2956 0.2955 0.2966
4 0.0027 0.0027 0.0027 0.0027 0.0019 0.2972 0.2976 0.2986 0.2969 0.3023
5 0.0037 0.0036 0.0034 0.0037 0.0023 0.3773 0.3746 0.3661 0.3767 0.3288
6 0.0033 0.0033 0.0033 0.0033 0.0024 0.3487 0.3488 0.3491 0.3486 0.3705
7 0.0034 0.0034 0.0034 0.0034 0.0023 0.3457 0.3467 0.3489 0.3441 0.3644
8 0.0034 0.0034 0.0034 0.0034 0.0024 0.3463 0.3461 0.3461 0.3462 0.3670
9 0.0037 0.0036 0.0032 0.0037 0.0023 0.3781 0.3738 0.3566 0.3781 0.3408
10 0.0036 0.0036 0.0036 0.0036 0.0025 0.3750 0.3750 0.3751 0.3748 0.3940
11 0.0037 0.0037 0.0037 0.0037 0.0025 0.3778 0.3782 0.3792 0.3771 0.3958
12 0.0037 0.0037 0.0037 0.0037 0.0026 0.3657 0.3652 0.3645 0.3664 0.3885
HQ
1 0.0032 0.0028 0.0028 0.0033 0.0021 0.3517 0.2932 0.2938 0.3609 0.2953
2 0.0026 0.0026 0.0025 0.0026 0.0018 0.2940 0.2938 0.2935 0.2939 0.2957
3 0.0028 0.0028 0.0028 0.0028 0.0019 0.2952 0.2953 0.2955 0.2949 0.2963
4 0.0028 0.0028 0.0027 0.0028 0.0019 0.2954 0.2953 0.2957 0.2959 0.2963
5 0.0037 0.0037 0.0037 0.0036 0.0023 0.3777 0.3786 0.3804 0.3716 0.3242
6 0.0033 0.0033 0.0034 0.0033 0.0023 0.3468 0.3478 0.3491 0.3460 0.3675
7 0.0035 0.0035 0.0035 0.0035 0.0024 0.3498 0.3499 0.3500 0.3495 0.3674
8 0.0034 0.0034 0.0034 0.0034 0.0024 0.3460 0.3459 0.3459 0.3459 0.3668
9 0.0037 0.0037 0.0037 0.0036 0.0023 0.3802 0.3812 0.3837 0.3754 0.3396
10 0.0036 0.0036 0.0036 0.0036 0.0025 0.3743 0.3746 0.3750 0.3740 0.3934
11 0.0037 0.0037 0.0037 0.0037 0.0025 0.3776 0.3784 0.3800 0.3766 0.3956
12 0.0039 0.0039 0.0038 0.0039 0.0027 0.3794 0.3787 0.3753 0.3797 0.4006
Notes: The table reports the values of the mean absolute error (MAE) and the U Theil’s Inequality Coefficient (U) of model ARX
compared with the benchmark AR model and the AV model of the equal weighted model averaging scheme under different model
averaging schemes BMA, ITMA and PLMA. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC) and
the Hannan-Quinn (HQ) information criterion. In bold are indicated the values when the ARX model has better predictive ability
than the benchmark AR model and AV model at 5% or at 10% significance level.
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Table 4.2.1: Relative MSFE statistic: Forecast evaluation of Austria CPI inflation
under the three different model averaging schemes
model & AV model & AR
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.9133 0.6105 0.6147 0.9849 0.9942 0.8176 0.5465 0.5503 0.8817 0.9062
2 1.0034 1.0065 1.0117 0.9999 1.0032 0.9701 0.9731 0.9782 0.9667 0.9583
3 0.9988 0.9988 1.0022 1.0000 1.0079 0.9506 0.9506 0.9538 0.9517 0.9665
4 1.0029 1.0074 1.0228 1.0003 1.0026 0.9868 0.9912 1.0064 0.9843 0.9852
5 1.0467 1.0594 1.0817 0.9892 1.0034 0.9192 0.9304 0.9500 0.8687 0.8436
6 1.0071 1.0162 1.0287 0.9996 1.0055 0.9561 0.9648 0.9766 0.9491 0.9281
7 1.0008 1.0000 0.9962 0.9980 0.9999 0.9271 0.9264 0.9228 0.9244 0.9035
8 1.0065 1.0099 1.0250 0.9991 1.0003 0.9401 0.9433 0.9574 0.9333 0.9107
9 1.0243 1.0311 1.0517 0.9866 0.9930 0.8893 0.8952 0.9131 0.8566 0.8231
10 1.0009 1.0017 1.0034 0.9990 1.0008 0.9372 0.9379 0.9395 0.9354 0.9310
11 0.9995 0.9992 0.9930 0.9983 1.0008 0.9178 0.9175 0.9118 0.9167 0.9139
12 0.9963 0.9915 0.9733 0.9990 0.9982 0.9392 0.9347 0.9176 0.9418 0.9764
SIC
1 0.8991 0.5905 0.5954 0.9866 0.9918 0.8309 0.5457 0.5503 0.9117 0.9378
2 1.0002 0.9994 1.0045 0.9997 1.0044 0.9711 0.9704 0.9753 0.9707 0.9735
3 1.0018 1.0035 1.0117 1.0003 1.0089 0.9795 0.9812 0.9892 0.9781 0.9790
4 1.0030 1.0073 1.0259 1.0006 1.0006 1.0098 1.0141 1.0328 1.0074 1.0008
5 0.9949 0.9685 0.8856 0.9921 0.9902 0.9254 0.9008 0.8237 0.9228 0.8944
6 1.0000 1.0000 1.0011 0.9996 1.0005 0.9723 0.9723 0.9734 0.9719 0.9504
7 1.0072 1.0114 1.0238 0.9988 1.0029 0.9899 0.9940 1.0063 0.9816 0.9688
8 1.0008 1.0006 1.0084 0.9990 0.9996 0.9474 0.9473 0.9546 0.9457 0.9253
9 0.9905 0.9572 0.8343 0.9893 0.9832 0.8767 0.8472 0.7384 0.8756 0.8363
10 0.9996 0.9984 0.9961 0.9988 0.9997 0.9518 0.9506 0.9484 0.9509 0.9504
11 1.0044 1.0069 1.0129 0.9988 1.0011 0.9832 0.9857 0.9915 0.9777 0.9840
12 0.9921 0.9877 0.9812 1.0005 0.9924 1.0113 1.0068 1.0001 1.0198 1.0445
HQ
1 0.9032 0.5965 0.6014 0.9856 0.9916 0.8265 0.5458 0.5503 0.9019 0.9266
2 1.0003 0.9998 1.0056 0.9997 1.0043 0.9701 0.9696 0.9753 0.9695 0.9730
3 1.0052 1.0087 1.0190 1.0004 1.0096 0.9780 0.9814 0.9915 0.9733 0.9767
4 0.9896 0.9840 0.9742 1.0004 0.9988 0.9470 0.9416 0.9324 0.9574 0.9723
5 1.0417 1.0488 1.0647 0.9910 1.0019 0.9332 0.9396 0.9537 0.8877 0.8606
6 1.0053 1.0116 1.0212 0.9997 1.0019 0.9612 0.9672 0.9764 0.9558 0.9329
7 1.0008 1.0008 0.9977 0.9981 0.9999 0.9316 0.9315 0.9287 0.9290 0.9102
8 1.0014 1.0017 1.0109 0.9990 0.9997 0.9437 0.9439 0.9526 0.9414 0.9207
9 1.0268 1.0347 1.0560 0.9874 0.9934 0.8920 0.8990 0.9175 0.8579 0.8261
10 0.9996 0.9986 0.9980 0.9989 0.9983 0.9506 0.9497 0.9491 0.9499 0.9525
11 1.0084 1.0143 1.0256 0.9988 1.0034 0.9829 0.9886 0.9996 0.9735 0.9830
12 0.9983 0.9948 0.9788 0.9991 0.9975 0.9480 0.9446 0.9294 0.9487 0.9647
Notes: The table reports the values of the relative mean square forecast error (RMSFE) of model ARX compared with the
benchmark AR model and then compared with the AV model of the equal weighted model averaging scheme under different model
averaging schemes BMA, ITMA and PLMA. Different information criteria are considered the Akaike (AIC), the Schwarz (SIC) and
the Hannan-Quinn (HQ) information criterion. In bold are indicated the values when the ARX model has better predictive ability
than the benchmark AR model and AV model at 5% or at 10% significance level.
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Table 4.1.2a: ARX model: Forecast evaluation of Belgium CPI inflation under the
three different model averaging schemes
RMSE MSFE
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.7932 1.8056 1.9199 1.7903 1.5357 3.2156 3.2602 3.6860 3.2051 2.3585
2 1.5447 1.5436 1.5631 1.5443 1.4160 2.3860 2.3828 2.4434 2.3849 2.0051
3 1.5039 1.5333 1.5854 1.5319 1.3563 2.2617 2.3511 2.5134 2.3467 1.8395
4 1.6574 1.6626 1.6843 1.6568 1.5376 2.7470 2.7641 2.8367 2.7451 2.3641
5 1.7790 1.7892 1.8170 1.7949 1.6140 3.1648 3.2011 3.3015 3.2216 2.6049
6 1.7916 1.7977 1.7899 1.7850 1.6432 3.2099 3.2316 3.2039 3.1861 2.7000
7 1.8792 1.8949 1.9273 1.8789 1.6426 3.5315 3.5908 3.7144 3.5304 2.6983
8 1.8711 1.8819 1.8957 1.8807 1.6839 3.5011 3.5414 3.5937 3.5370 2.8354
9 1.9442 1.9537 1.9622 1.9423 1.6863 3.7798 3.8171 3.8503 3.7724 2.8438
10 1.9582 1.9994 2.0432 1.9656 1.7467 3.8347 3.9975 4.1746 3.8638 3.0511
11 1.8336 1.8494 1.8719 1.8306 1.4793 3.3622 3.4202 3.5042 3.3512 2.1882
12 1.7628 1.7941 1.8496 1.7756 1.4465 3.1074 3.2189 3.4209 3.1528 2.0924
SIC
1 1.7966 1.8114 1.9421 1.7943 1.5380 3.2278 3.2810 3.7718 3.2194 2.3653
2 1.5512 1.5487 1.5591 1.5518 1.4219 2.4063 2.3983 2.4308 2.4082 2.0218
3 1.5580 1.5627 1.5825 1.5609 1.3733 2.4275 2.4422 2.5042 2.4364 1.8860
4 1.6760 1.6914 1.7245 1.7100 1.5637 2.8089 2.8607 2.9739 2.9240 2.4450
5 1.7800 1.7868 1.8057 1.7868 1.6066 3.1686 3.1928 3.2605 3.1928 2.5811
6 1.8344 1.8453 1.8715 1.8521 1.7051 3.3650 3.4051 3.5025 3.4303 2.9075
7 1.8757 1.8850 1.9065 1.8852 1.6459 3.5181 3.5530 3.6349 3.5539 2.7089
8 1.8806 1.8865 1.9005 1.8899 1.6898 3.5368 3.5587 3.6118 3.5718 2.8554
9 1.9454 1.9518 1.9696 1.9474 1.6437 3.7846 3.8095 3.8791 3.7925 2.7018
10 2.0060 2.0229 2.0444 2.0194 1.7871 4.0238 4.0920 4.1794 4.0781 3.1939
11 1.8385 1.8415 1.8513 1.8363 1.4749 3.3802 3.3911 3.4273 3.3720 2.1753
12 1.8013 1.8185 1.8433 1.8099 1.4711 3.2446 3.3070 3.3977 3.2758 2.1641
HQ
1 1.7943 1.8051 1.9156 1.7922 1.5365 3.2194 3.2583 3.6693 3.2119 2.3607
2 1.5483 1.5464 1.5613 1.5485 1.4179 2.3972 2.3913 2.4376 2.3980 2.0104
3 1.5478 1.5571 1.5847 1.5571 1.3733 2.3956 2.4245 2.5114 2.4245 1.8858
4 1.7045 1.7046 1.7252 1.7094 1.5628 2.9055 2.9055 2.9763 2.9222 2.4423
5 1.7874 1.7934 1.8107 1.7958 1.6141 3.1948 3.2163 3.2788 3.2248 2.6055
6 1.8129 1.8361 1.8749 1.8418 1.6987 3.2866 3.3712 3.5152 3.3920 2.8854
7 1.8757 1.8938 1.9277 1.8768 1.6405 3.5181 3.5864 3.7160 3.5226 2.6911
8 1.8738 1.8845 1.9029 1.8876 1.6868 3.5110 3.5514 3.6208 3.5631 2.8452
9 1.9459 1.9460 1.9333 1.9445 1.6738 3.7867 3.7869 3.7378 3.7812 2.8017
10 2.0035 2.0276 2.0471 2.0106 1.7829 4.0140 4.1112 4.1905 4.0423 3.1787
11 1.8298 1.8405 1.8586 1.8295 1.4740 3.3480 3.3873 3.4545 3.3471 2.1727
12 1.7748 1.8043 1.8478 1.7882 1.4542 3.1499 3.2555 3.4143 3.1978 2.1147
Notes: See the notes for Table 4.1.1a.
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Table 4.1.2b: ARX model: Forecast evaluation of Belgium CPI inflation under the
three different model averaging schemes
MAE U
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.4283 1.4392 1.5248 1.4258 1.0614 0.3996 0.4010 0.4138 0.3993 0.3993
2 1.2440 1.2441 1.2709 1.2427 1.0040 0.3503 0.3486 0.3390 0.3505 0.3790
3 1.2292 1.2437 1.2745 1.2499 0.9549 0.3326 0.3389 0.3474 0.3388 0.3518
4 1.3471 1.3509 1.3680 1.3467 1.0897 0.3542 0.3553 0.3589 0.3540 0.3914
5 1.4053 1.4142 1.4415 1.4194 1.1391 0.3759 0.3768 0.3788 0.3778 0.4020
6 1.4309 1.4385 1.4294 1.4221 1.1661 0.3784 0.3789 0.3774 0.3776 0.4121
7 1.4936 1.5046 1.5351 1.4915 1.1385 0.3903 0.3922 0.3958 0.3901 0.4037
8 1.5100 1.5194 1.5367 1.5190 1.1765 0.3784 0.3800 0.3819 0.3797 0.4010
9 1.6003 1.6074 1.6117 1.5984 1.1933 0.3859 0.3861 0.3856 0.3852 0.4000
10 1.5865 1.6182 1.6511 1.5940 1.2023 0.3858 0.3907 0.3964 0.3873 0.4100
11 1.4183 1.4321 1.4519 1.4163 0.9776 0.3564 0.3576 0.3594 0.3560 0.3458
12 1.3576 1.3873 1.4383 1.3699 0.9622 0.3441 0.3474 0.3534 0.3454 0.3364
SIC
1 1.4311 1.4457 1.5389 1.4297 1.0637 0.3998 0.4009 0.4140 0.4007 0.4003
2 1.2514 1.2496 1.2628 1.2518 1.0111 0.3522 0.3503 0.3402 0.3527 0.3807
3 1.2665 1.2679 1.2779 1.2704 0.9644 0.3463 0.3464 0.3483 0.3464 0.3570
4 1.3963 1.4088 1.4347 1.4257 1.1280 0.3542 0.3564 0.3611 0.3587 0.3858
5 1.4069 1.4115 1.4277 1.4118 1.1323 0.3758 0.3762 0.3773 0.3764 0.4008
6 1.4566 1.4664 1.4898 1.4703 1.2080 0.3782 0.3795 0.3827 0.3799 0.4133
7 1.4905 1.4982 1.5186 1.4979 1.1427 0.3905 0.3913 0.3935 0.3915 0.4047
8 1.5146 1.5210 1.5361 1.5247 1.1804 0.3811 0.3817 0.3832 0.3820 0.4037
9 1.6022 1.6048 1.6177 1.6026 1.1684 0.3827 0.3820 0.3805 0.3816 0.3860
10 1.6340 1.6458 1.6602 1.6434 1.2374 0.3939 0.3957 0.3978 0.3952 0.4171
11 1.4337 1.4360 1.4428 1.4314 0.9827 0.3559 0.3563 0.3574 0.3556 0.3445
12 1.3888 1.4095 1.4378 1.3996 0.9741 0.3500 0.3513 0.3533 0.3506 0.3416
HQ
1 1.4299 1.4401 1.5249 1.4278 1.0616 0.4002 0.4013 0.4137 0.4000 0.3998
2 1.2477 1.2471 1.2674 1.2472 1.0063 0.3514 0.3495 0.3395 0.3517 0.3793
3 1.2512 1.2580 1.2771 1.2661 0.9629 0.3439 0.3450 0.3482 0.3454 0.3569
4 1.4274 1.4243 1.4356 1.4265 1.1285 0.3592 0.3589 0.3610 0.3585 0.3856
5 1.4144 1.4187 1.4342 1.4205 1.1397 0.3770 0.3773 0.3781 0.3778 0.4021
6 1.4275 1.4534 1.4925 1.4565 1.2036 0.3766 0.3786 0.3831 0.3792 0.4126
7 1.4909 1.5042 1.5350 1.4900 1.1367 0.3900 0.3921 0.3960 0.3900 0.4035
8 1.5067 1.5190 1.5398 1.5223 1.1770 0.3806 0.3817 0.3832 0.3818 0.4025
9 1.5994 1.5980 1.5828 1.5988 1.1809 0.3852 0.3850 0.3829 0.3847 0.3969
10 1.6291 1.6460 1.6584 1.6345 1.2326 0.3933 0.3957 0.3977 0.3942 0.4164
11 1.4243 1.4349 1.4501 1.4236 0.9811 0.3560 0.3565 0.3577 0.3560 0.3452
12 1.3712 1.3989 1.4374 1.3844 0.9695 0.3458 0.3488 0.3532 0.3471 0.3378
Notes: See the notes for Table 4.1.1b.
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Table 4.2.2: Relative MSFE statistic: Forecast evaluation of Belgium CPI inflation
under the three different model averaging schemes
model & AV model & AR
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.0039 1.0178 1.1507 1.0006 1.0013 1.0131 1.0271 1.1613 1.0098 0.9936
2 1.0003 0.9990 1.0244 0.9999 1.0004 0.9909 0.9896 1.0148 0.9905 0.9959
3 0.9649 1.0030 1.0723 1.0012 1.0042 0.9246 0.9612 1.0275 0.9594 0.9690
4 1.0021 1.0083 1.0348 1.0014 0.9951 1.0119 1.0182 1.0450 1.0112 0.9962
5 0.9828 0.9941 1.0253 1.0005 0.9988 0.9869 0.9982 1.0295 1.0046 0.9966
6 1.0085 1.0154 1.0067 1.0011 0.9965 1.0606 1.0677 1.0586 1.0527 1.0406
7 1.0001 1.0169 1.0519 0.9998 0.9947 1.0353 1.0527 1.0889 1.0350 1.0359
8 0.9889 1.0003 1.0150 0.9990 0.9980 0.9747 0.9859 1.0005 0.9847 0.9911
9 0.9997 1.0095 1.0183 0.9977 0.9991 0.9910 1.0008 1.0095 0.9891 0.9957
10 0.9901 1.0322 1.0779 0.9976 1.0042 0.9345 0.9742 1.0174 0.9416 0.9549
11 0.9999 1.0171 1.0421 0.9966 1.0028 0.9771 0.9939 1.0183 0.9739 0.9939
12 0.9813 1.0166 1.0803 0.9957 1.0028 0.9117 0.9444 1.0037 0.9250 0.9535
SIC
1 1.0033 1.0199 1.1724 1.0007 1.0010 1.0169 1.0337 1.1883 1.0143 0.9964
2 0.9989 0.9956 1.0091 0.9997 1.0006 0.9994 0.9961 1.0096 1.0002 1.0042
3 0.9971 1.0031 1.0286 1.0008 1.0014 0.9924 0.9984 1.0238 0.9961 0.9935
4 0.9614 0.9792 1.0179 1.0008 1.0003 0.9624 0.9802 1.0190 1.0018 1.0014
5 0.9926 1.0002 1.0214 1.0002 1.0005 0.9881 0.9956 1.0168 0.9956 0.9875
6 0.9820 0.9937 1.0222 1.0011 0.9959 1.0244 1.0366 1.0663 1.0443 1.0343
7 0.9899 0.9997 1.0227 1.0000 0.9941 1.0314 1.0417 1.0656 1.0419 1.0400
8 0.9893 0.9955 1.0103 0.9991 0.9957 0.9846 0.9907 1.0055 0.9944 0.9981
9 0.9963 1.0029 1.0212 0.9984 0.9982 0.9923 0.9988 1.0171 0.9944 0.9460
10 0.9852 1.0018 1.0232 0.9984 1.0001 0.9806 0.9972 1.0185 0.9938 0.9996
11 0.9994 1.0026 1.0133 0.9970 0.9971 0.9823 0.9855 0.9960 0.9799 0.9880
12 0.9876 1.0067 1.0342 0.9971 1.0020 0.9520 0.9703 0.9969 0.9611 0.9862
HQ
1 1.0029 1.0151 1.1431 1.0006 1.0011 1.0143 1.0266 1.1561 1.0119 0.9945
2 0.9994 0.9970 1.0163 0.9998 1.0011 0.9956 0.9931 1.0124 0.9959 0.9985
3 0.9887 1.0006 1.0365 1.0007 1.0018 0.9794 0.9912 1.0267 0.9912 0.9934
4 0.9951 0.9952 1.0194 1.0009 0.9994 0.9955 0.9955 1.0198 1.0012 1.0003
5 0.9912 0.9979 1.0172 1.0005 0.9984 0.9963 1.0030 1.0225 1.0056 0.9968
6 0.9699 0.9949 1.0374 1.0010 0.9988 1.0005 1.0263 1.0701 1.0326 1.0264
7 0.9989 1.0183 1.0551 1.0002 0.9958 1.0314 1.0514 1.0894 1.0327 1.0332
8 0.9844 0.9958 1.0152 0.9990 0.9976 0.9774 0.9887 1.0080 0.9920 0.9946
9 0.9992 0.9992 0.9863 0.9977 0.9976 0.9928 0.9929 0.9800 0.9914 0.9809
10 0.9907 1.0147 1.0343 0.9977 1.0026 0.9782 1.0019 1.0212 0.9851 0.9948
11 0.9972 1.0089 1.0289 0.9969 1.0012 0.9729 0.9844 1.0039 0.9727 0.9868
12 0.9814 1.0142 1.0637 0.9963 1.0031 0.9242 0.9551 1.0018 0.9382 0.9637
Notes: See the notes for Table 4.2.1.
222
C. Verra Macroeconomic Forecasting Using Model Averaging
Table 4.1.3a: ARX model: Forecast evaluation of France CPI inflation under the three
different model averaging schemes
RMSE MSFE
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.1014 1.1014 1.1021 1.1035 0.9727 1.2130 1.2131 1.2145 1.2176 0.9462
2 1.0593 1.0363 1.0157 1.0052 0.8657 1.1220 1.0739 1.0317 1.0105 0.7494
3 0.9689 0.9599 0.9568 0.9269 0.8180 0.9388 0.9213 0.9154 0.8592 0.6692
4 1.0875 1.0728 1.0741 1.0441 0.9185 1.1827 1.1509 1.1536 1.0901 0.8436
5 1.0121 1.0116 1.0207 1.0011 0.8889 1.0243 1.0234 1.0418 1.0023 0.7901
6 1.0235 1.0204 1.0241 1.0005 0.8672 1.0476 1.0413 1.0488 1.0010 0.7521
7 1.1707 1.1802 1.1927 1.1544 1.0316 1.3706 1.3929 1.4225 1.3326 1.0643
8 1.1862 1.1881 1.1744 1.1669 1.0630 1.4072 1.4115 1.3792 1.3617 1.1300
9 1.1036 1.1088 1.1196 1.1003 0.9665 1.2180 1.2295 1.2535 1.2108 0.9341
10 1.1911 1.1885 1.2026 1.1728 1.0755 1.4188 1.4126 1.4464 1.3756 1.1567
11 1.1638 1.1573 1.1612 1.1478 1.0542 1.3544 1.3393 1.3484 1.3175 1.1112
12 1.1267 1.1206 1.1175 1.1048 1.0011 1.2694 1.2557 1.2488 1.2207 1.0023
SIC
1 1.1050 1.1051 1.1051 1.1184 0.9854 1.2211 1.2212 1.2213 1.2508 0.9710
2 1.0133 1.0132 1.0168 1.0075 0.8686 1.0267 1.0266 1.0339 1.0151 0.7545
3 0.9516 0.9496 0.9529 0.9242 0.8114 0.9055 0.9017 0.9080 0.8542 0.6584
4 1.0686 1.0677 1.0730 1.0483 0.9217 1.1419 1.1401 1.1514 1.0989 0.8496
5 1.0541 1.0556 1.0567 1.0470 0.9325 1.1111 1.1144 1.1166 1.0963 0.8696
6 1.0267 1.0265 1.0258 1.0096 0.8785 1.0541 1.0537 1.0522 1.0192 0.7717
7 1.1948 1.1951 1.1942 1.1774 1.0546 1.4275 1.4282 1.4262 1.3863 1.1123
8 1.1925 1.1906 1.1792 1.1732 1.0731 1.4221 1.4175 1.3905 1.3763 1.1516
9 1.1064 1.1080 1.1183 1.1011 0.9679 1.2241 1.2277 1.2507 1.2125 0.9369
10 1.2188 1.2247 1.2319 1.2147 1.1172 1.4855 1.4999 1.5175 1.4755 1.2482
11 1.2804 1.2889 1.3023 1.2651 1.1763 1.6395 1.6614 1.6959 1.6004 1.3836
12 1.1317 1.1400 1.1529 1.1189 1.0037 1.2807 1.2996 1.3292 1.2520 1.0074
HQ
1 1.0860 1.0915 1.1037 1.1040 0.9735 1.1795 1.1914 1.2182 1.2187 0.9477
2 1.0132 1.0132 1.0168 1.0052 0.8667 1.0267 1.0266 1.0339 1.0105 0.7511
3 0.9585 0.9573 0.9570 0.9280 0.8185 0.9187 0.9164 0.9158 0.8612 0.6700
4 1.0681 1.0636 1.0728 1.0432 0.9162 1.1409 1.1313 1.1508 1.0883 0.8394
5 1.0395 1.0421 1.0553 1.0313 0.9196 1.0806 1.0859 1.1137 1.0635 0.8457
6 1.0233 1.0250 1.0277 1.0049 0.8727 1.0471 1.0505 1.0562 1.0098 0.7617
7 1.1904 1.1925 1.1943 1.1715 1.0470 1.4170 1.4220 1.4263 1.3724 1.0962
8 1.1883 1.1888 1.1784 1.1675 1.0680 1.4121 1.4133 1.3886 1.3629 1.1406
9 1.1025 1.1067 1.1135 1.0981 0.9658 1.2155 1.2248 1.2400 1.2057 0.9328
10 1.2114 1.2212 1.2329 1.2070 1.1106 1.4674 1.4914 1.5200 1.4569 1.2335
11 1.2145 1.2220 1.2583 1.1945 1.1046 1.4750 1.4932 1.5834 1.4269 1.2202
12 1.1112 1.1104 1.0996 1.0976 0.9931 1.2347 1.2329 1.2090 1.2047 0.9863
Notes: See the notes for Table 4.1.1a.
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Table 4.1.3b: ARX model: Forecast evaluation of France CPI inflation under the three
different model averaging schemes
MAE U
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.8237 0.8238 0.8243 0.8202 0.6240 0.3097 0.3097 0.3098 0.3128 0.3205
2 0.8239 0.8134 0.8090 0.7915 0.5951 0.2947 0.2881 0.2789 0.2808 0.2831
3 0.7323 0.7248 0.7231 0.7051 0.5344 0.2750 0.2717 0.2695 0.2640 0.2725
4 0.8474 0.8433 0.8633 0.8226 0.6370 0.3203 0.3166 0.3150 0.3097 0.3205
5 0.7534 0.7671 0.7929 0.7721 0.6011 0.3005 0.3012 0.3039 0.2991 0.3125
6 0.8146 0.8150 0.8306 0.8111 0.6284 0.3001 0.2996 0.3009 0.2942 0.2985
7 0.9357 0.9421 0.9513 0.9157 0.7199 0.3318 0.3341 0.3369 0.3279 0.3401
8 0.8868 0.8882 0.8767 0.8742 0.6863 0.3422 0.3431 0.3394 0.3362 0.3550
9 0.8896 0.8928 0.8996 0.8874 0.6734 0.3086 0.3103 0.3142 0.3071 0.3127
10 0.9359 0.9308 0.9408 0.9133 0.7333 0.3329 0.3320 0.3350 0.3286 0.3508
11 0.9247 0.9018 0.8820 0.8863 0.7146 0.3325 0.3305 0.3312 0.3284 0.3495
12 0.9236 0.9149 0.9027 0.9063 0.7068 0.3262 0.3246 0.3245 0.3203 0.3365
SIC
1 0.8087 0.8087 0.8087 0.8287 0.6299 0.3097 0.3097 0.3097 0.3166 0.3242
2 0.8031 0.8032 0.8088 0.7976 0.6002 0.2791 0.2790 0.2789 0.2820 0.2845
3 0.7263 0.7266 0.7284 0.7157 0.5412 0.2675 0.2670 0.2678 0.2626 0.2695
4 0.8619 0.8609 0.8640 0.8300 0.6420 0.3161 0.3158 0.3153 0.3119 0.3223
5 0.8246 0.8258 0.8263 0.8175 0.6385 0.3086 0.3090 0.3091 0.3082 0.3231
6 0.8349 0.8354 0.8368 0.8199 0.6367 0.3027 0.3026 0.3019 0.2973 0.3025
7 0.9576 0.9574 0.9554 0.9372 0.7379 0.3356 0.3361 0.3368 0.3319 0.3453
8 0.8884 0.8860 0.8739 0.8741 0.6923 0.3446 0.3439 0.3400 0.3389 0.3602
9 0.8907 0.8923 0.9003 0.8844 0.6759 0.3099 0.3103 0.3124 0.3079 0.3151
10 0.9729 0.9759 0.9801 0.9624 0.7834 0.3326 0.3342 0.3371 0.3318 0.3565
11 1.0366 1.0403 1.0447 1.0130 0.8531 0.3514 0.3536 0.3571 0.3478 0.3756
12 0.9114 0.9148 0.9203 0.8899 0.6999 0.3130 0.3143 0.3167 0.3099 0.3241
HQ
1 0.8057 0.8055 0.8084 0.8204 0.6245 0.3059 0.3070 0.3095 0.3130 0.3208
2 0.8030 0.8032 0.8088 0.7941 0.5973 0.2790 0.2790 0.2789 0.2814 0.2838
3 0.7232 0.7224 0.7232 0.7081 0.5357 0.2701 0.2699 0.2696 0.2645 0.2728
4 0.8344 0.8449 0.8635 0.8240 0.6367 0.3154 0.3144 0.3149 0.3103 0.3204
5 0.7861 0.7988 0.8241 0.7980 0.6252 0.3053 0.3064 0.3105 0.3053 0.3205
6 0.8322 0.8340 0.8384 0.8178 0.6324 0.3018 0.3022 0.3026 0.2962 0.3007
7 0.9558 0.9566 0.9562 0.9342 0.7342 0.3345 0.3357 0.3369 0.3302 0.3426
8 0.8868 0.8863 0.8736 0.8730 0.6906 0.3428 0.3432 0.3396 0.3365 0.3572
9 0.8872 0.8906 0.8964 0.8824 0.6732 0.3080 0.3097 0.3131 0.3066 0.3131
10 0.9664 0.9730 0.9795 0.9551 0.7784 0.3312 0.3337 0.3368 0.3304 0.3545
11 0.9756 0.9741 0.9936 0.9404 0.7764 0.3391 0.3412 0.3498 0.3345 0.3591
12 0.9014 0.8974 0.8823 0.8908 0.6958 0.3205 0.3200 0.3162 0.3168 0.3335
Notes: See the notes for Table 4.1.1b.
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Table 4.2.3: Relative MSFE statistic: Forecast evaluation of France CPI inflation
under the three different model averaging schemes
model & AV model & AR
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.9965 0.9965 0.9977 1.0002 0.9989 0.9963 0.9963 0.9975 1.0001 0.9988
2 1.1108 1.0631 1.0213 1.0003 1.0013 1.1046 1.0572 1.0157 0.9948 0.9853
3 1.0925 1.0721 1.0652 0.9998 1.0012 1.0442 1.0247 1.0181 0.9556 0.9456
4 1.0840 1.0548 1.0574 0.9992 1.0041 1.0109 0.9837 0.9861 0.9318 0.9403
5 1.0205 1.0196 1.0380 0.9986 1.0097 0.9227 0.9219 0.9385 0.9028 0.9254
6 1.0450 1.0387 1.0462 0.9985 1.0146 0.9313 0.9256 0.9323 0.8898 0.8828
7 1.0258 1.0425 1.0646 0.9974 1.0091 0.9172 0.9321 0.9519 0.8917 0.8792
8 1.0335 1.0367 1.0130 1.0001 1.0110 0.9632 0.9662 0.9441 0.9321 0.8965
9 1.0065 1.0160 1.0358 1.0005 1.0105 0.9263 0.9350 0.9533 0.9208 0.8895
10 1.0308 1.0263 1.0509 0.9994 1.0136 0.9469 0.9428 0.9653 0.9181 0.8984
11 1.0289 1.0174 1.0244 1.0009 1.0195 0.9234 0.9130 0.9192 0.8982 0.8894
12 1.0424 1.0312 1.0256 1.0025 1.0164 0.9345 0.9244 0.9194 0.8986 0.8862
SIC
1 0.9767 0.9767 0.9768 1.0004 0.9999 1.0029 1.0030 1.0030 1.0273 1.0250
2 1.0118 1.0116 1.0188 1.0002 1.0002 1.0108 1.0107 1.0178 0.9993 0.9921
3 1.0601 1.0556 1.0629 1.0000 1.0010 1.0072 1.0029 1.0099 0.9501 0.9303
4 1.0385 1.0369 1.0471 0.9994 1.0044 0.9760 0.9745 0.9841 0.9393 0.9470
5 1.0122 1.0152 1.0173 0.9988 1.0055 0.9500 0.9528 0.9548 0.9374 0.9564
6 1.0332 1.0329 1.0314 0.9991 1.0088 0.9370 0.9367 0.9354 0.9060 0.9058
7 1.0283 1.0288 1.0273 0.9986 1.0038 0.9553 0.9557 0.9544 0.9277 0.9188
8 1.0325 1.0291 1.0095 0.9992 1.0032 0.9734 0.9703 0.9518 0.9421 0.9136
9 1.0106 1.0135 1.0325 1.0009 1.0026 0.9310 0.9337 0.9511 0.9221 0.8922
10 1.0059 1.0157 1.0276 0.9992 1.0073 0.9045 0.9133 0.9240 0.8985 0.9014
11 1.0230 1.0366 1.0582 0.9986 1.0110 0.9067 0.9188 0.9379 0.8851 0.8843
12 1.0208 1.0359 1.0595 0.9980 1.0146 0.8783 0.8913 0.9116 0.8587 0.8806
HQ
1 0.9680 0.9778 0.9998 1.0002 0.9992 0.9687 0.9785 1.0005 1.0010 1.0005
2 1.0162 1.0161 1.0234 1.0002 1.0007 1.0107 1.0106 1.0178 0.9948 0.9875
3 1.0664 1.0637 1.0630 0.9997 1.0017 1.0219 1.0193 1.0186 0.9579 0.9467
4 1.0475 1.0388 1.0566 0.9993 1.0052 0.9752 0.9670 0.9837 0.9303 0.9356
5 1.0141 1.0191 1.0451 0.9981 1.0085 0.9239 0.9285 0.9522 0.9094 0.9301
6 1.0356 1.0390 1.0446 0.9987 1.0130 0.9308 0.9339 0.9390 0.8977 0.8940
7 1.0307 1.0344 1.0376 0.9983 1.0068 0.9482 0.9516 0.9545 0.9183 0.9056
8 1.0353 1.0362 1.0181 0.9993 1.0087 0.9666 0.9674 0.9505 0.9329 0.9049
9 1.0088 1.0165 1.0291 1.0006 1.0062 0.9244 0.9315 0.9430 0.9170 0.8882
10 1.0056 1.0220 1.0416 0.9984 1.0089 0.8935 0.9081 0.9255 0.8872 0.8908
11 1.0331 1.0459 1.1091 0.9994 1.0156 1.0055 1.0179 1.0794 0.9727 0.9766
12 1.0265 1.0250 1.0051 1.0016 1.0194 0.9090 0.9076 0.8900 0.8869 0.8720
Notes: See the notes for Table 4.2.1.
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Table 4.1.4a: ARX model: Forecast evaluation of Germany CPI inflation under the
three different model averaging schemes
RMSE MSFE
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.8474 1.8111 1.8267 1.8610 1.5740 3.4127 3.2802 3.3367 3.4633 2.4774
2 1.2835 1.2894 1.3508 1.2805 1.1916 1.6473 1.6626 1.8247 1.6397 1.4199
3 1.2433 1.2514 1.2735 1.2574 1.1708 1.5458 1.5659 1.6219 1.5810 1.3708
4 1.2597 1.2605 1.2700 1.2732 1.1792 1.5869 1.5889 1.6129 1.6211 1.3905
5 1.7399 1.7325 1.7434 1.7779 1.4921 3.0273 3.0017 3.0393 3.1611 2.2265
6 1.4802 1.4843 1.4889 1.4737 1.2528 2.1910 2.2032 2.2168 2.1717 1.5696
7 1.4499 1.4611 1.4967 1.4596 1.2398 2.1021 2.1349 2.2400 2.1304 1.5372
8 1.4410 1.4527 1.4857 1.4573 1.2431 2.0764 2.1102 2.2074 2.1236 1.5453
9 1.7875 1.8037 1.8308 1.7968 1.4939 3.1952 3.2533 3.3518 3.2286 2.2317
10 1.5023 1.5093 1.5176 1.4925 1.2649 2.2568 2.2779 2.3032 2.2274 1.5999
11 1.4923 1.5130 1.5551 1.4916 1.2881 2.2270 2.2891 2.4182 2.2250 1.6591
12 1.5482 1.5422 1.5536 1.5496 1.3131 2.3971 2.3783 2.4136 2.4014 1.7242
SIC
1 1.8703 1.8270 1.8202 1.8537 1.5616 3.4980 3.3378 3.3132 3.4363 2.4387
2 1.2928 1.2967 1.3505 1.2911 1.2012 1.6713 1.6814 1.8237 1.6669 1.4429
3 1.2592 1.2694 1.2849 1.2790 1.1923 1.5857 1.6113 1.6509 1.6359 1.4216
4 1.2715 1.2763 1.2876 1.2948 1.1976 1.6168 1.6289 1.6578 1.6765 1.4343
5 1.7609 1.7625 1.7288 1.7961 1.5121 3.1008 3.1066 2.9887 3.2260 2.2865
6 1.4947 1.4949 1.4924 1.4910 1.2682 2.2342 2.2346 2.2273 2.2232 1.6084
7 1.4657 1.4743 1.4713 1.4742 1.2529 2.1483 2.1735 2.1648 2.1733 1.5696
8 1.4552 1.4632 1.4798 1.4712 1.2539 2.1176 2.1410 2.1899 2.1645 1.5724
9 1.8052 1.8096 1.8169 1.8158 1.5060 3.2589 3.2745 3.3011 3.2972 2.2680
10 1.5172 1.5184 1.5188 1.5121 1.2793 2.3019 2.3054 2.3067 2.2863 1.6366
11 1.5246 1.5333 1.5427 1.5262 1.3024 2.3243 2.3510 2.3798 2.3294 1.6962
12 1.5000 1.5162 1.5450 1.5101 1.2615 2.2500 2.2990 2.3871 2.2803 1.5913
HQ
1 1.8521 1.8129 1.8267 1.8634 1.5747 3.4301 3.2866 3.3368 3.4724 2.4797
2 1.2887 1.2930 1.3503 1.2869 1.1966 1.6609 1.6719 1.8233 1.6561 1.4319
3 1.2472 1.2574 1.2788 1.2652 1.1783 1.5555 1.5811 1.6354 1.6008 1.3884
4 1.2569 1.2619 1.2786 1.2813 1.1857 1.5797 1.5924 1.6347 1.6416 1.4059
5 1.7371 1.7356 1.7427 1.7842 1.5006 3.0177 3.0123 3.0371 3.1834 2.2518
6 1.4881 1.4908 1.4928 1.4826 1.2629 2.2146 2.2225 2.2284 2.1982 1.5950
7 1.4611 1.4699 1.4676 1.4691 1.2492 2.1349 2.1606 2.1539 2.1583 1.5604
8 1.4460 1.4564 1.4850 1.4630 1.2479 2.0910 2.1211 2.2053 2.1404 1.5573
9 1.7952 1.8071 1.8258 1.8056 1.5002 3.2228 3.2656 3.3337 3.2601 2.2506
10 1.5082 1.5135 1.5194 1.4998 1.2688 2.2747 2.2906 2.3086 2.2493 1.6099
11 1.4973 1.5164 1.5473 1.4990 1.2876 2.2420 2.2996 2.3940 2.2470 1.6579
12 1.4937 1.5100 1.5479 1.5027 1.2634 2.2312 2.2800 2.3961 2.2582 1.5961
Notes: See the notes for Table 4.1.1a.
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Table 4.1.4b: ARX model: Forecast evaluation of Germany CPI inflation under the
three different model averaging schemes
MAE U
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.5278 1.4931 1.5082 1.5443 1.1146 0.4578 0.4419 0.4365 0.4630 0.4737
2 1.0296 1.0284 1.0847 1.0291 0.8247 0.3316 0.3316 0.3367 0.3315 0.3816
3 1.0077 1.0134 1.0280 1.0181 0.8166 0.3251 0.3267 0.3305 0.3265 0.3757
4 1.0065 1.0075 1.0129 1.0148 0.7990 0.3201 0.3200 0.3214 0.3218 0.3679
5 1.4958 1.4904 1.4989 1.5294 1.0838 0.4157 0.4145 0.4145 0.4174 0.4253
6 1.2821 1.2861 1.2888 1.2763 0.9139 0.3515 0.3524 0.3540 0.3505 0.3856
7 1.2617 1.2732 1.3071 1.2701 0.9093 0.3453 0.3468 0.3511 0.3465 0.3801
8 1.2427 1.2554 1.2864 1.2589 0.9055 0.3461 0.3476 0.3518 0.3481 0.3827
9 1.5591 1.5748 1.6004 1.5682 1.1060 0.4133 0.4143 0.4163 0.4137 0.4207
10 1.3014 1.3083 1.3158 1.2914 0.9373 0.3355 0.3365 0.3378 0.3341 0.3535
11 1.2766 1.3004 1.3483 1.2771 0.9426 0.3311 0.3345 0.3414 0.3310 0.3551
12 1.2912 1.2902 1.3117 1.2933 0.9314 0.3527 0.3515 0.3532 0.3531 0.3721
SIC
1 1.5478 1.5026 1.4918 1.5475 1.1117 0.4594 0.4411 0.4318 0.4597 0.4689
2 1.0362 1.0338 1.0853 1.0368 0.8308 0.3331 0.3329 0.3371 0.3330 0.3830
3 1.0192 1.0265 1.0371 1.0342 0.8312 0.3259 0.3286 0.3329 0.3303 0.3800
4 1.0134 1.0161 1.0248 1.0277 0.8079 0.3216 0.3225 0.3243 0.3251 0.3706
5 1.5181 1.5188 1.4867 1.5488 1.1007 0.4152 0.4155 0.4141 0.4179 0.4265
6 1.2963 1.2965 1.2938 1.2935 0.9277 0.3537 0.3539 0.3541 0.3532 0.3885
7 1.2770 1.2845 1.2867 1.2833 0.9182 0.3474 0.3487 0.3499 0.3486 0.3819
8 1.2568 1.2652 1.2818 1.2714 0.9136 0.3479 0.3490 0.3515 0.3498 0.3838
9 1.5761 1.5806 1.5876 1.5861 1.1165 0.4150 0.4152 0.4155 0.4156 0.4221
10 1.3158 1.3165 1.3162 1.3109 0.9500 0.3374 0.3376 0.3377 0.3367 0.3554
11 1.3205 1.3296 1.3388 1.3228 0.9658 0.3370 0.3386 0.3403 0.3373 0.3581
12 1.2635 1.2789 1.3074 1.2738 0.9000 0.3462 0.3485 0.3527 0.3476 0.3654
HQ
1 1.5330 1.4938 1.5083 1.5489 1.1172 0.4582 0.4422 0.4365 0.4629 0.4733
2 1.0338 1.0317 1.0856 1.0337 0.8274 0.3325 0.3323 0.3369 0.3325 0.3824
3 1.0120 1.0184 1.0306 1.0237 0.8219 0.3257 0.3276 0.3313 0.3278 0.3769
4 1.0036 1.0080 1.0211 1.0210 0.8030 0.3192 0.3200 0.3227 0.3229 0.3686
5 1.4965 1.4949 1.4998 1.5380 1.0919 0.4136 0.4137 0.4142 0.4167 0.4252
6 1.2912 1.2933 1.2940 1.2869 0.9246 0.3529 0.3535 0.3543 0.3522 0.3879
7 1.2733 1.2812 1.2840 1.2795 0.9159 0.3470 0.3482 0.3494 0.3480 0.3816
8 1.2441 1.2571 1.2859 1.2622 0.9075 0.3464 0.3480 0.3520 0.3486 0.3828
9 1.5670 1.5783 1.5967 1.5766 1.1120 0.4137 0.4145 0.4161 0.4143 0.4212
10 1.3086 1.3128 1.3171 1.3009 0.9421 0.3361 0.3369 0.3379 0.3350 0.3538
11 1.2899 1.3095 1.3412 1.2925 0.9489 0.3325 0.3356 0.3405 0.3328 0.3553
12 1.2524 1.2703 1.3107 1.2621 0.8989 0.3457 0.3477 0.3531 0.3470 0.3661
Notes: See the notes for Table 4.1.1b.
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Table 4.2.4: Relative MSFE statistic: Forecast evaluation of Germany CPI inflation
under the three different model averaging schemes
model & AV model & AR
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.9837 0.9455 0.9618 0.9983 0.9970 0.9199 0.8841 0.8994 0.9335 0.9314
2 1.0047 1.0140 1.1128 1.0000 1.0047 0.9574 0.9662 1.0604 0.9529 0.9532
3 0.9774 0.9902 1.0256 0.9997 1.0042 0.8986 0.9103 0.9428 0.9190 0.9205
4 0.9780 0.9793 0.9941 0.9991 1.0037 0.8765 0.8776 0.8908 0.8954 0.8897
5 0.9551 0.9471 0.9589 0.9973 0.9989 0.8717 0.8643 0.8751 0.9102 0.8886
6 1.0063 1.0119 1.0182 0.9974 1.0015 0.9069 0.9120 0.9176 0.8989 0.9026
7 0.9831 0.9985 1.0476 0.9963 0.9985 0.8512 0.8644 0.9070 0.8626 0.8672
8 0.9754 0.9913 1.0369 0.9976 1.0028 0.8576 0.8715 0.9117 0.8771 0.8830
9 0.9870 1.0050 1.0354 0.9973 1.0043 0.8901 0.9063 0.9337 0.8994 0.8864
10 1.0087 1.0181 1.0295 0.9956 0.9966 0.8638 0.8718 0.8815 0.8525 0.8598
11 0.9980 1.0258 1.0836 0.9970 1.0051 0.8646 0.8887 0.9389 0.8638 0.8986
12 0.9961 0.9883 1.0030 0.9979 0.9931 0.9577 0.9502 0.9643 0.9594 0.9979
SIC
1 1.0161 0.9696 0.9624 0.9982 0.9899 0.9428 0.8997 0.8930 0.9262 0.9168
2 1.0027 1.0088 1.0942 1.0001 1.0032 0.9713 0.9772 1.0599 0.9687 0.9687
3 0.9690 0.9847 1.0088 0.9997 1.0009 0.9218 0.9367 0.9597 0.9510 0.9546
4 0.9638 0.9710 0.9882 0.9993 1.0007 0.8930 0.8997 0.9157 0.9259 0.9177
5 0.9595 0.9612 0.9248 0.9982 0.9971 0.8928 0.8945 0.8605 0.9289 0.9125
6 1.0028 1.0030 0.9997 0.9978 1.0001 0.9248 0.9250 0.9220 0.9202 0.9249
7 0.9860 0.9975 0.9936 0.9975 0.9987 0.8699 0.8801 0.8766 0.8800 0.8855
8 0.9760 0.9868 1.0094 0.9976 0.9977 0.8746 0.8843 0.9045 0.8940 0.8984
9 0.9861 0.9908 0.9989 0.9977 0.9963 0.9078 0.9122 0.9196 0.9185 0.9008
10 1.0030 1.0046 1.0051 0.9962 0.9962 0.8810 0.8824 0.8829 0.8751 0.8795
11 0.9952 1.0067 1.0190 0.9974 1.0014 0.9024 0.9128 0.9240 0.9044 0.9187
12 0.9849 1.0063 1.0449 0.9982 1.0086 0.8989 0.9185 0.9537 0.9110 0.9210
HQ
1 0.9861 0.9449 0.9593 0.9983 0.9958 0.9245 0.8859 0.8994 0.9360 0.9323
2 1.0028 1.0095 1.1009 1.0000 1.0035 0.9652 0.9717 1.0597 0.9625 0.9613
3 0.9715 0.9875 1.0214 0.9998 1.0026 0.9042 0.9191 0.9507 0.9306 0.9323
4 0.9616 0.9693 0.9951 0.9993 1.0028 0.8725 0.8795 0.9029 0.9067 0.8995
5 0.9456 0.9439 0.9517 0.9975 0.9980 0.8689 0.8673 0.8745 0.9166 0.8987
6 1.0051 1.0087 1.0114 0.9977 1.0012 0.9167 0.9200 0.9224 0.9099 0.9172
7 0.9861 0.9980 0.9949 0.9970 0.9988 0.8645 0.8748 0.8722 0.8739 0.8803
8 0.9745 0.9885 1.0278 0.9975 1.0007 0.8636 0.8760 0.9108 0.8840 0.8898
9 0.9861 0.9992 1.0200 0.9975 1.0027 0.8978 0.9097 0.9287 0.9082 0.8939
10 1.0072 1.0143 1.0223 0.9960 0.9970 0.8706 0.8767 0.8836 0.8609 0.8652
11 0.9951 1.0207 1.0626 0.9973 1.0047 0.8704 0.8928 0.9295 0.8724 0.8980
12 0.9860 1.0076 1.0589 0.9979 1.0082 0.8914 0.9109 0.9573 0.9022 0.9237
Notes: See the notes for Table 4.2.1.
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Table 4.1.5a: ARX model: Forecast evaluation of Italy CPI inflation under the three
different model averaging schemes
RMSE MSFE
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.1255 1.1160 1.0787 1.1139 0.7241 1.2667 1.2454 1.1637 1.2409 0.5243
2 1.1505 1.1511 1.1381 1.1473 0.6742 1.3237 1.3250 1.2953 1.3164 0.4545
3 1.2351 1.2442 1.2570 1.2581 0.6759 1.5255 1.5479 1.5801 1.5829 0.4569
4 1.3237 1.3366 1.3347 1.3887 0.7316 1.7521 1.7866 1.7814 1.9285 0.5352
5 1.6276 1.6222 1.4906 1.5831 0.8540 2.6489 2.6314 2.2219 2.5062 0.7293
6 1.4925 1.5003 1.4908 1.4793 0.8102 2.2275 2.2509 2.2226 2.1882 0.6565
7 1.5207 1.5493 1.5744 1.5285 0.8970 2.3125 2.4003 2.4786 2.3364 0.8045
8 1.4689 1.4964 1.5162 1.4819 0.9187 2.1578 2.2393 2.2987 2.1961 0.8440
9 1.5910 1.5935 1.5426 1.5562 1.1192 2.5312 2.5392 2.3797 2.4217 1.2527
10 1.4951 1.5056 1.5125 1.4644 1.1792 2.2354 2.2669 2.2878 2.1443 1.3906
11 1.5312 1.5472 1.5555 1.5140 1.2187 2.3447 2.3939 2.4194 2.2923 1.4853
12 1.5032 1.5035 1.2910 1.4731 1.2163 2.2597 2.2605 1.6666 2.1701 1.4795
SIC
1 1.1404 1.1356 1.0730 1.1329 0.7425 1.3004 1.2895 1.1514 1.2834 0.5513
2 1.1694 1.1677 1.1439 1.1564 0.6862 1.3676 1.3635 1.3086 1.3372 0.4709
3 1.2634 1.2619 1.2276 1.2775 0.6890 1.5962 1.5923 1.5070 1.6320 0.4747
4 1.3623 1.3688 1.2567 1.4423 0.7753 1.8560 1.8735 1.5794 2.0802 0.6012
5 1.7105 1.6910 1.5289 1.7530 0.9930 2.9257 2.8594 2.3374 3.0732 0.9860
6 1.5214 1.5110 1.3772 1.5027 0.8066 2.3147 2.2830 1.8968 2.2581 0.6506
7 1.5544 1.5527 1.4830 1.5572 0.9010 2.4160 2.4109 2.1992 2.4247 0.8117
8 1.5442 1.5839 1.6213 1.6132 1.0232 2.3844 2.5087 2.6286 2.6025 1.0469
9 1.6015 1.5720 1.4582 1.5804 1.1193 2.5648 2.4712 2.1263 2.4976 1.2527
10 1.5009 1.4884 1.3382 1.4707 1.1725 2.2526 2.2152 1.7908 2.1629 1.3748
11 1.5360 1.5294 1.4752 1.5166 1.2130 2.3592 2.3390 2.1763 2.3000 1.4713
12 1.5682 1.5966 1.5222 1.5705 1.2871 2.4594 2.5491 2.3170 2.4663 1.6565
HQ
1 1.1319 1.1222 1.0780 1.1181 0.7305 1.2813 1.2592 1.1621 1.2500 0.5336
2 1.1537 1.1535 1.1388 1.1509 0.6793 1.3309 1.3306 1.2969 1.3246 0.4614
3 1.2184 1.2347 1.2528 1.2645 0.6808 1.4845 1.5244 1.5694 1.5990 0.4635
4 1.3000 1.3274 1.3360 1.4335 0.7755 1.6899 1.7619 1.7849 2.0548 0.6014
5 1.6455 1.6358 1.5035 1.6226 0.8746 2.7077 2.6760 2.2604 2.6328 0.7649
6 1.5087 1.5029 1.3718 1.4870 0.8069 2.2763 2.2587 1.8819 2.2111 0.6511
7 1.5336 1.5572 1.5742 1.5438 0.9026 2.3521 2.4250 2.4781 2.3834 0.8147
8 1.4881 1.4982 1.4824 1.5056 0.9302 2.2143 2.2447 2.1976 2.2668 0.8653
9 1.5846 1.5585 1.3897 1.5654 1.1195 2.5109 2.4288 1.9312 2.4506 1.2532
10 1.4987 1.4872 1.3319 1.4679 1.1760 2.2462 2.2117 1.7739 2.1548 1.3830
11 1.5365 1.5500 1.5529 1.5182 1.2198 2.3607 2.4025 2.4116 2.3048 1.4878
12 1.5603 1.5805 1.4809 1.5481 1.2735 2.4346 2.4978 2.1931 2.3965 1.6219
Notes: See the notes for Table 4.1.1a.
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Table 4.1.5b: ARX model: Forecast evaluation of Italy CPI inflation under the three
different model averaging schemes
MAE U
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 0.8247 0.8205 0.8168 0.8129 0.4703 0.1894 0.1878 0.1830 0.1882 0.1697
2 0.8706 0.8725 0.8560 0.8667 0.4656 0.1967 0.1968 0.1953 0.1963 0.1614
3 0.9289 0.9297 0.9263 0.9090 0.4452 0.2095 0.2100 0.2113 0.2097 0.1569
4 0.9652 0.9746 0.9752 1.0209 0.4960 0.2169 0.2182 0.2180 0.2239 0.1636
5 1.1470 1.1418 1.0640 1.1090 0.5855 0.2597 0.2593 0.2481 0.2551 0.1909
6 1.0554 1.0538 1.0422 1.0502 0.5688 0.2444 0.2453 0.2444 0.2431 0.1844
7 1.1236 1.1393 1.1531 1.1296 0.6347 0.2474 0.2499 0.2521 0.2480 0.1990
8 1.0983 1.1094 1.1105 1.1025 0.6463 0.2395 0.2426 0.2453 0.2412 0.2025
9 1.1961 1.1977 1.1698 1.1725 0.7562 0.2592 0.2598 0.2548 0.2554 0.2446
10 1.1304 1.1390 1.1476 1.1124 0.7684 0.2496 0.2504 0.2509 0.2466 0.2600
11 1.1460 1.1572 1.1633 1.1372 0.7795 0.2542 0.2554 0.2555 0.2525 0.2649
12 1.1318 1.1365 1.0608 1.1156 0.7742 0.2476 0.2469 0.2221 0.2442 0.2622
SIC
1 0.8360 0.8336 0.8157 0.8282 0.4810 0.1915 0.1908 0.1803 0.1903 0.1727
2 0.8840 0.8826 0.8579 0.8742 0.4706 0.1988 0.1986 0.1960 0.1975 0.1639
3 0.9244 0.9176 0.8908 0.9153 0.4426 0.2099 0.2100 0.2075 0.2114 0.1592
4 1.0206 1.0216 0.9051 1.0759 0.5294 0.2208 0.2213 0.2098 0.2288 0.1704
5 1.2170 1.2025 1.1108 1.2646 0.6750 0.2668 0.2649 0.2511 0.2709 0.2120
6 1.0698 1.0610 1.0538 1.0564 0.5637 0.2477 0.2465 0.2341 0.2458 0.1834
7 1.1411 1.1395 1.1012 1.1421 0.6327 0.2496 0.2496 0.2430 0.2501 0.1989
8 1.1651 1.1924 1.2220 1.2117 0.7125 0.2451 0.2495 0.2538 0.2527 0.2170
9 1.2055 1.1858 1.1551 1.1893 0.7559 0.2591 0.2560 0.2462 0.2570 0.2433
10 1.1323 1.1267 1.0678 1.1160 0.7651 0.2500 0.2486 0.2324 0.2468 0.2586
11 1.1495 1.1486 1.1275 1.1395 0.7791 0.2541 0.2532 0.2467 0.2520 0.2639
12 1.1892 1.2088 1.1611 1.1921 0.8077 0.2512 0.2543 0.2460 0.2514 0.2685
HQ
1 0.8270 0.8207 0.8128 0.8153 0.4725 0.1901 0.1885 0.1827 0.1887 0.1708
2 0.8717 0.8715 0.8508 0.8694 0.4672 0.1970 0.1970 0.1953 0.1966 0.1622
3 0.9123 0.9167 0.9187 0.9093 0.4432 0.2061 0.2077 0.2101 0.2099 0.1575
4 0.9593 0.9814 0.9835 1.0677 0.5285 0.2143 0.2171 0.2180 0.2280 0.1706
5 1.1571 1.1490 1.0709 1.1371 0.5939 0.2616 0.2606 0.2491 0.2593 0.1941
6 1.0613 1.0548 1.0546 1.0495 0.5656 0.2463 0.2456 0.2337 0.2440 0.1835
7 1.1377 1.1492 1.1548 1.1410 0.6395 0.2486 0.2507 0.2522 0.2495 0.1997
8 1.1124 1.1141 1.1080 1.1182 0.6533 0.2412 0.2426 0.2423 0.2433 0.2041
9 1.1939 1.1787 1.1307 1.1804 0.7575 0.2581 0.2553 0.2406 0.2562 0.2443
10 1.1307 1.1273 1.0637 1.1132 0.7679 0.2499 0.2483 0.2312 0.2468 0.2594
11 1.1492 1.1599 1.1637 1.1395 0.7810 0.2545 0.2557 0.2554 0.2526 0.2650
12 1.1781 1.1927 1.1348 1.1709 0.7990 0.2518 0.2532 0.2409 0.2500 0.2676
Notes: See the notes for Table 4.1.1b.
230
C. Verra Macroeconomic Forecasting Using Model Averaging
Table 4.2.5: Relative MSFE statistic: Forecast evaluation of Italy CPI inflation under
the three different model averaging schemes
model & AV model & AR
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.0168 0.9997 0.9341 0.9960 0.9970 0.9228 0.9072 0.8477 0.9039 0.9296
2 1.0036 1.0046 0.9820 0.9980 1.0017 0.8836 0.8845 0.8646 0.8787 0.8880
3 0.9576 0.9716 0.9918 0.9936 0.9936 0.8242 0.8364 0.8537 0.8553 0.8385
4 0.8970 0.9147 0.9120 0.9873 0.9743 0.6969 0.7106 0.7086 0.7671 0.6639
5 1.0515 1.0446 0.8820 0.9949 0.9886 0.9389 0.9327 0.7875 0.8883 0.9395
6 1.0108 1.0214 1.0086 0.9930 0.9939 0.8926 0.9019 0.8906 0.8768 0.9222
7 0.9798 1.0169 1.0501 0.9899 0.9946 0.8356 0.8673 0.8956 0.8442 0.8976
8 0.9691 1.0058 1.0325 0.9864 1.0013 0.7994 0.8296 0.8516 0.8136 0.9388
9 1.0246 1.0278 0.9633 0.9803 1.0090 0.8851 0.8878 0.8321 0.8468 0.9320
10 1.0137 1.0280 1.0374 0.9724 1.0299 0.8898 0.9024 0.9107 0.8536 0.9355
11 0.9977 1.0186 1.0295 0.9754 1.0200 0.8889 0.9075 0.9172 0.8690 0.9342
12 1.0101 1.0104 0.7449 0.9700 1.0070 0.8571 0.8574 0.6321 0.8231 0.9041
SIC
1 1.0099 1.0014 0.8942 0.9967 0.9913 0.9473 0.9393 0.8388 0.9349 0.9774
2 1.0197 1.0166 0.9757 0.9970 0.9971 0.9129 0.9101 0.8735 0.8926 0.9199
3 0.9727 0.9703 0.9183 0.9945 0.9933 0.8625 0.8604 0.8142 0.8818 0.8711
4 0.8810 0.8894 0.7498 0.9875 0.9614 0.7382 0.7452 0.6282 0.8274 0.7457
5 0.9365 0.9153 0.7482 0.9837 0.9724 0.8202 0.8016 0.6553 0.8615 0.8678
6 1.0167 1.0028 0.8331 0.9919 0.9928 0.9275 0.9148 0.7601 0.9049 0.9140
7 0.9869 0.9848 0.8983 0.9905 0.9902 0.8730 0.8711 0.7946 0.8761 0.9056
8 0.9031 0.9502 0.9956 0.9857 0.9917 0.7298 0.7678 0.8045 0.7965 0.8638
9 1.0061 0.9694 0.8341 0.9797 0.9976 0.8968 0.8641 0.7435 0.8733 0.9320
10 1.0143 0.9975 0.8063 0.9739 1.0204 0.8967 0.8818 0.7128 0.8610 0.9249
11 0.9997 0.9912 0.9222 0.9746 1.0087 0.8944 0.8867 0.8250 0.8719 0.9254
12 0.9655 1.0007 0.9096 0.9683 1.0049 0.8010 0.8302 0.7546 0.8033 0.8800
HQ
1 1.0213 1.0037 0.9263 0.9964 0.9936 0.9334 0.9173 0.8465 0.9106 0.9461
2 1.0029 1.0026 0.9773 0.9981 1.0001 0.8884 0.8882 0.8657 0.8842 0.9014
3 0.9219 0.9467 0.9747 0.9930 0.9937 0.8021 0.8236 0.8480 0.8639 0.8505
4 0.8108 0.8453 0.8563 0.9858 0.9694 0.6722 0.7008 0.7100 0.8173 0.7461
5 1.0196 1.0077 0.8511 0.9914 0.9833 0.9597 0.9485 0.8012 0.9332 0.9853
6 1.0217 1.0139 0.8447 0.9925 0.9939 0.9121 0.9051 0.7541 0.8860 0.9146
7 0.9775 1.0078 1.0299 0.9906 0.9904 0.8498 0.8762 0.8954 0.8612 0.9090
8 0.9651 0.9783 0.9578 0.9879 0.9929 0.8203 0.8316 0.8141 0.8398 0.9625
9 1.0045 0.9716 0.7726 0.9803 1.0023 0.8780 0.8492 0.6753 0.8568 0.9324
10 1.0150 0.9994 0.8016 0.9737 1.0201 0.8941 0.8804 0.7061 0.8577 0.9304
11 0.9995 1.0172 1.0210 0.9758 1.0205 0.8949 0.9108 0.9142 0.8737 0.9358
12 0.9835 1.0090 0.8859 0.9681 1.0111 0.7929 0.8135 0.7143 0.7805 0.8616
Notes: See the notes for Table 4.2.1.
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Table 4.3.1: Diebold & Mariano values of Austria CPI inflation under
the three different model averaging schemes
model & AR
horizon BMA (φ = 0.5) BMA (φ = 2) BMA (φ = 20) ITMA PLMA (t0 = 10)
AIC
1 -3.0131 -1.3754 -1.3718 -2.8247 -3.3657
2 -1.9220 -1.3946 -0.4741 -2.2028 -1.6523
3 -3.3956 -2.6478 -0.8707 -3.1932 -1.1366
4 -0.9556 -0.5752 0.2484 -1.1885 -0.5708
5 -4.0054 -3.8239 -2.7521 -4.0751 -3.4251
6 -1.9022 -1.6780 -1.2499 -2.0089 -2.2043
7 -2.7451 -2.7155 -2.6549 -2.7620 -2.4005
8 -2.4760 -2.4304 -1.6928 -2.6014 -2.6248
9 -3.2355 -2.9599 -2.3530 -3.5094 -2.6269
10 -2.9128 -2.7333 -2.4378 -3.0165 -2.0827
11 -3.0635 -3.0246 -3.0064 -3.0418 -2.0796
12 -2.2559 -2.0123 -1.5310 -2.4182 -1.3453
SIC
1 -3.0375 -1.3763 -1.3718 -2.4558 -3.1326
2 -1.9604 -1.7045 -0.5852 -1.9976 -1.0622
3 -1.1785 -0.9369 -0.3044 -1.2886 -0.5809
4 0.5864 0.7919 1.1384 0.4225 0.0273
5 -3.3932 -3.5107 -3.2420 -3.6107 -2.6571
6 -1.3671 -1.3293 -1.2331 -1.4022 -2.0322
7 -0.4750 -0.3027 0.3583 -0.7401 -0.8880
8 -2.4776 -2.5142 -1.9987 -2.4850 -2.5724
9 -3.2140 -3.0500 -2.8217 -3.5414 -2.5435
10 -2.3543 -2.3375 -2.3040 -2.3720 -1.5392
11 -1.1213 -0.9338 -0.5206 -1.4340 -0.8368
12 0.3320 0.2123 0.0047 0.5194 1.0350
HQ
1 -3.0242 -1.3762 -1.3718 -2.5954 -3.2946
2 -1.9787 -1.7087 -0.5704 -2.0106 -1.0484
3 -1.2067 -0.8885 -0.2284 -1.4285 -0.5837
4 -1.7959 -1.6993 -1.4803 -1.8870 -0.8643
5 -4.5064 -4.4279 -3.4394 -4.4465 -3.3379
6 -1.7139 -1.4391 -1.0118 -1.9182 -2.1872
7 -2.7422 -2.7079 -2.6485 -2.7466 -2.3734
8 -2.4768 -2.5107 -1.9929 -2.4991 -2.5434
9 -3.3231 -3.0437 -2.4447 -3.6296 -2.6172
10 -2.3199 -2.3222 -2.2885 -2.3064 -1.4274
11 -1.0411 -0.6896 -0.0226 -1.4912 -0.7234
12 -2.7368 -2.6428 -2.3723 -2.8004 -1.7180
Notes: The table reports the Diebold & Mariano (DM) values of the three different model
averaging schemes. The predictive ability of the ARX model is compared with the bench-
mark AR model at 5% or at 10% significance level. In bold are indicated the values when
the model ARX has better predictive performance than the benchmark AR model. Different
information criteria are considered the Akaike (AIC), the Schwarz (SIC) and the Hannan-
Quinn (HQ) information criterion.
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Table 4.3.2: Diebold & Mariano values of Belgium CPI inflation under
the three different model averaging schemes
model & AR
horizon BMA (φ = 0.5) BMA (φ = 2) BMA (φ = 20) ITMA PLMA (t0 = 10)
AIC
1 0.5590 0.7913 1.3398 0.4758 -0.3125
2 -0.3747 -0.3499 0.2083 -0.4076 -0.1481
3 -2.9341 -1.8659 0.6153 -1.6896 -0.9316
4 0.3772 0.5813 1.2391 0.3415 -0.1153
5 -0.4949 -0.0638 0.8491 0.1794 -0.1234
6 2.3150 2.3693 2.2528 2.4109 1.8025
7 1.2704 1.7893 2.3138 1.3080 1.1636
8 -0.9628 -0.6289 0.0276 -0.7094 -0.3999
9 -0.5643 0.0427 0.3185 -0.6560 -0.2192
10 -2.8788 -1.6233 1.4335 -2.9642 -2.0919
11 -0.9706 -0.3204 1.2285 -1.0670 -0.2310
12 -2.6893 -2.0953 0.1627 -2.4897 -1.4114
SIC
1 0.6377 0.8397 1.3475 0.6318 -0.1528
2 -0.0295 -0.1498 0.1506 0.0090 0.1808
3 -0.4252 -0.0745 0.5754 -0.1723 -0.2275
4 -1.4082 -0.8344 0.7357 0.0842 0.0549
5 -0.5134 -0.1757 0.5262 -0.1905 -0.5136
6 1.0156 1.4259 2.0371 1.9472 1.4485
7 1.5021 1.6816 1.9095 1.8269 1.5517
8 -0.9655 -0.6064 0.3862 -0.3950 -0.1282
9 -0.2386 -0.0271 0.2360 -0.1351 -1.4174
10 -1.4203 -0.2363 1.6654 -0.5288 -0.0334
11 -0.8218 -0.6830 -0.2001 -0.8888 -0.4179
12 -1.6886 -1.1431 -0.1214 -1.4348 -0.5028
HQ
1 0.5984 0.7831 1.3383 0.5598 -0.2549
2 -0.1850 -0.2402 0.1826 -0.1769 -0.0548
3 -1.1170 -0.4239 0.6448 -0.4002 -0.2290
4 -0.1536 -0.1668 0.7167 0.0517 0.0093
5 -0.1540 0.1158 0.6939 0.2293 -0.1227
6 0.0201 0.9363 1.8788 1.3301 0.9781
7 1.2816 1.8172 2.2631 1.3293 1.1427
8 -1.2277 -0.6718 0.5270 -0.4964 -0.3184
9 -0.4218 -0.3657 -0.7336 -0.4584 -0.9431
10 -1.7480 0.1739 1.6626 -1.2071 -0.4456
11 -1.1920 -0.7841 0.2282 -1.1810 -0.4705
12 -2.3591 -1.7006 0.0788 -2.0991 -1.0832
Notes: See the notes for Table 4.3.1.
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Table 4.3.3: Diebold & Mariano values of France CPI inflation under
the three different model averaging schemes
model & AR
horizon BMA (φ = 0.5) BMA (φ = 2) BMA (φ = 20) ITMA PLMA (t0 = 10)
AIC
1 -0.0847 -0.0838 -0.0564 0.0037 -0.0584
2 1.2001 0.8312 0.3595 -0.3903 -0.9606
3 0.8307 0.6397 0.5269 -1.4275 -1.5532
4 0.1919 -0.3795 -0.3750 -1.9966 -1.4564
5 -1.2027 -1.4701 -1.6054 -1.8571 -1.1918
6 -1.1809 -1.4355 -1.7016 -2.0885 -1.9718
7 -2.0552 -1.9638 -1.6717 -2.5349 -3.3862
8 -0.7530 -0.7508 -1.1673 -1.2214 -2.6535
9 -1.3633 -1.2949 -1.0551 -1.5271 -2.9274
10 -0.8288 -1.1484 -1.0358 -1.7068 -2.7164
11 -1.1527 -1.7448 -2.4254 -1.9544 -3.1490
12 -0.8368 -1.1467 -1.7192 -1.3095 -2.1071
SIC
1 0.0662 0.0672 0.0689 1.3705 1.0090
2 0.3015 0.3004 0.3946 -0.0754 -0.7483
3 0.1787 0.0706 0.2317 -1.1639 -1.4295
4 -0.8054 -0.8512 -0.4531 -2.2353 -1.6312
5 -1.4414 -1.4490 -1.4209 -2.0197 -1.2572
6 -1.7447 -1.7516 -1.5907 -2.1217 -1.7942
7 -1.3799 -1.4167 -1.5466 -2.3138 -2.7425
8 -0.6646 -0.7500 -1.1156 -1.3870 -2.8431
9 -1.4929 -1.4521 -1.0395 -1.7947 -3.5794
10 -2.7769 -2.8428 -2.6222 -3.1404 -3.4987
11 -2.5221 -2.4461 -2.2191 -3.3812 -4.2863
12 -2.1260 -2.1272 -2.0704 -2.7330 -2.4189
HQ
1 -0.6750 -0.4917 0.0124 0.0600 0.0240
2 0.2997 0.2988 0.3941 -0.4654 -0.9490
3 0.6793 0.6076 0.5449 -1.3897 -1.5538
4 -0.6223 -1.0012 -0.4502 -2.3522 -1.8210
5 -1.4515 -1.5374 -1.4872 -2.8042 -1.9052
6 -1.7385 -1.7474 -1.6493 -2.1370 -1.9596
7 -1.3694 -1.4216 -1.5349 -2.1380 -2.7983
8 -0.7503 -0.7808 -1.1167 -1.3771 -2.7495
9 -1.5052 -1.4291 -1.2455 -1.7408 -3.1807
10 -2.9506 -2.9217 -2.8299 -3.2962 -3.7192
11 0.0835 0.3298 1.5925 -0.5632 -0.5092
12 -1.2995 -1.4097 -1.6583 -1.5419 -2.4036
Notes: See the notes for Table 4.3.1.
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Table 4.3.4: Diebold & Mariano values of Germany CPI inflation under
the three different model averaging schemes
model & AR
horizon BMA (φ = 0.5) BMA (φ = 2) BMA (φ = 20) ITMA PLMA (t0 = 10)
AIC
1 -3.3662 -2.3992 -1.3954 -3.9025 -3.3338
2 -1.4098 -0.8761 0.6496 -1.6267 -1.5138
3 -2.8462 -2.7736 -2.3771 -2.8711 -2.6686
4 -2.8083 -2.8533 -2.6686 -2.8265 -3.0392
5 -3.2725 -3.4620 -3.4662 -3.2525 -3.4136
6 -3.0655 -2.9896 -2.6924 -3.0798 -2.6497
7 -2.8753 -2.8684 -2.5577 -2.8676 -2.4666
8 -2.5704 -2.4866 -2.1974 -2.5254 -2.2789
9 -3.1491 -3.1346 -3.0591 -3.2684 -3.4967
10 -4.0864 -4.2097 -4.5869 -4.0149 -3.5374
11 -4.2169 -3.7413 -2.0873 -4.2480 -3.1562
12 -0.6955 -0.9666 -1.3593 -0.6850 -0.0479
SIC
1 -2.8331 -2.1969 -1.6699 -3.5040 -2.7156
2 -1.0411 -0.6082 0.6568 -1.2549 -1.1768
3 -3.0579 -2.8286 -2.0380 -2.6539 -2.2086
4 -2.7582 -2.7715 -2.4959 -2.6931 -3.0260
5 -3.6383 -3.5912 -3.6362 -3.5000 -3.4021
6 -2.8813 -2.8197 -2.6491 -2.9007 -2.3797
7 -2.7430 -2.7895 -2.7661 -2.7694 -2.3858
8 -2.4699 -2.4629 -2.4039 -2.4670 -2.1984
9 -3.1871 -3.2331 -3.3640 -3.1748 -3.2244
10 -4.2344 -4.3058 -4.4425 -4.1879 -3.6965
11 -4.0238 -3.8692 -3.3869 -3.9684 -3.1880
12 -3.1500 -3.1906 -2.8439 -3.2140 -2.5509
HQ
1 -3.2865 -2.3879 -1.3956 -3.8781 -3.2772
2 -1.2001 -0.7453 0.6485 -1.3835 -1.3355
3 -2.7356 -2.6598 -2.3002 -2.8373 -2.6064
4 -2.6744 -2.7930 -2.6960 -2.8409 -3.1598
5 -3.5612 -3.5870 -3.5794 -3.4775 -3.4362
6 -2.9047 -2.8704 -2.7058 -2.9037 -2.3752
7 -2.7403 -2.8013 -2.7899 -2.7743 -2.4097
8 -2.5636 -2.4992 -2.2516 -2.5238 -2.3789
9 -3.2446 -3.2795 -3.2250 -3.3235 -3.5259
10 -4.3176 -4.3542 -4.5049 -4.2834 -3.7636
11 -4.2634 -3.9215 -2.7444 -4.2295 -3.2509
12 -2.7289 -2.8079 -2.5233 -2.7870 -2.1515
Notes: See the notes for Table 4.3.1.
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Table 4.3.5: Diebold & Mariano values of Italy CPI inflation under the
three different model averaging schemes
model & AR
horizon BMA (φ = 0.5) BMA (φ = 2) BMA (φ = 20) ITMA PLMA (t0 = 10)
AIC
1 -1.6002 -1.7604 -0.8412 -1.7368 -2.0509
2 -1.7533 -1.7367 -1.6429 -1.7519 -2.2140
3 -1.2245 -1.2873 -1.2767 -1.7771 -2.1215
4 -2.3993 -2.4111 -2.0901 -2.4753 -3.1838
5 -1.5417 -1.4436 -0.8738 -1.4179 -2.1311
6 -1.4796 -1.4343 -1.0909 -1.4463 -1.5629
7 -1.4595 -1.5260 -1.6142 -1.4530 -2.0556
8 -1.3824 -1.3795 -1.3998 -1.3981 -1.8075
9 -1.6016 -1.6043 -1.5033 -1.5912 -1.1073
10 -1.7695 -1.8404 -1.8433 -1.6727 -1.1715
11 -1.5280 -1.5428 -1.6199 -1.5411 -1.1770
12 -1.6705 -1.6712 -1.5340 -1.6982 -1.1324
SIC
1 -1.1499 -1.2523 -1.3658 -1.2863 -0.8317
2 -1.6507 -1.6634 -1.6359 -1.6455 -1.7355
3 -1.7130 -1.7505 -1.5650 -2.0597 -2.1698
4 -2.1653 -2.2749 -2.0954 -2.4198 -3.2440
5 -2.1648 -2.0131 -1.3041 -1.7898 -3.1605
6 -1.4679 -1.3921 -0.9773 -1.4408 -1.3726
7 -1.6212 -1.5631 -1.2741 -1.5653 -1.9676
8 -1.8307 -1.8343 -1.7975 -1.8201 -3.2450
9 -1.6293 -1.6394 -1.3072 -1.6689 -1.1142
10 -1.8346 -1.8016 -1.4554 -1.7846 -1.2826
11 -1.5230 -1.5422 -1.5757 -1.5670 -1.1568
12 -1.9556 -1.9113 -1.8219 -1.9372 -1.2628
HQ
1 -1.4463 -1.6241 -0.8710 -1.7425 -1.8565
2 -1.7287 -1.6839 -1.5281 -1.7478 -2.0918
3 -1.3536 -1.4187 -1.3670 -1.8516 -2.1881
4 -2.1019 -2.1862 -1.9760 -2.3578 -3.1851
5 -1.4656 -1.3195 -0.8560 -1.1021 -0.6241
6 -1.4906 -1.4094 -0.9627 -1.4509 -1.4576
7 -1.4276 -1.5036 -1.5784 -1.4389 -1.9561
8 -1.3592 -1.3593 -1.2437 -1.3651 -1.3104
9 -1.6174 -1.6158 -1.2286 -1.6039 -1.1118
10 -1.8103 -1.8191 -1.4655 -1.7282 -1.1857
11 -1.4897 -1.4608 -1.4888 -1.5193 -1.1516
12 -1.9707 -1.9770 -1.8779 -1.9794 -1.3691
Notes: See the notes for Table 4.3.1.
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Table 4.4.1: Clark & McCracken values of Austria CPI inflation under the three dif-
ferent model averaging schemes
ENC-T ENC-REG
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 3.4878 2.2831 2.2629 2.9318 3.1746 4.5310 7.3399 7.3745 5.6004 3.2137
2 1.9916 1.4964 0.6098 2.2528 1.6778 1.9209 1.4187 0.4791 2.1794 1.6170
3 3.0543 2.5471 1.3022 2.8347 1.1764 3.0123 2.4022 0.8235 2.7778 1.0619
4 1.0508 0.7066 -0.1122 1.2600 0.6540 0.9291 0.5666 -0.2417 1.1530 0.5550
5 3.4138 3.1757 2.3876 3.5241 3.2618 3.2966 3.0271 2.1698 3.4010 3.2665
6 1.7932 1.6081 1.2492 1.8786 1.9387 1.7185 1.5222 1.1425 1.8098 1.8734
7 2.4714 2.4359 2.3721 2.4900 2.0822 2.4432 2.4064 2.3014 2.4574 2.0331
8 2.2179 2.1799 1.5437 2.3139 2.1660 2.1804 2.1402 1.3925 2.2743 2.1322
9 2.6543 2.4641 2.0119 2.8038 2.0613 2.6573 2.4741 1.9825 2.7765 2.0559
10 2.1768 2.0500 1.8671 2.2580 1.4487 2.1228 1.9946 1.7967 2.1990 1.3985
11 2.1776 2.1033 2.0004 2.2299 1.4536 2.1042 2.0200 1.8907 2.1498 1.3911
12 1.8482 1.7236 1.5095 1.9296 0.9214 1.7098 1.5313 1.1735 1.8279 0.7781
SIC
1 3.4188 2.2875 2.2629 2.6760 2.9685 4.5643 7.3327 7.3745 4.7481 2.6261
2 2.0120 1.7941 0.7403 2.0459 1.1216 1.9333 1.6967 0.5888 1.9712 1.0511
3 1.2752 1.0760 0.5022 1.3691 0.6889 1.1503 0.9337 0.3125 1.2469 0.5686
4 -0.4542 -0.6629 -1.0187 -0.2924 0.0907 -0.5894 -0.7962 -1.1308 -0.4274 -0.0274
5 3.0561 3.1874 3.1591 3.0857 2.5126 2.9873 3.1111 2.9804 2.9965 2.5012
6 1.3004 1.2687 1.1866 1.3320 1.7852 1.2106 1.1764 1.0893 1.2415 1.7216
7 0.7308 0.5516 -0.0773 1.0286 0.9959 0.3652 0.2401 -0.3031 0.5479 0.6775
8 2.2091 2.2336 1.7579 2.2152 2.1241 2.1820 2.2042 1.6451 2.1868 2.1032
9 2.7267 2.6153 2.5037 2.9329 2.0515 2.7334 2.6221 2.4548 2.9231 2.0362
10 1.8052 1.7947 1.7775 1.8189 1.1023 1.7515 1.7380 1.7129 1.7645 1.0514
11 1.0063 0.8686 0.5617 1.2445 0.6893 0.8434 0.7037 0.3938 1.0628 0.5364
12 0.0118 0.0511 0.1321 -0.0332 -0.5304 -0.2548 -0.1653 -0.0037 -0.3891 -0.7187
HQ
1 3.4104 2.2868 2.2629 2.7760 3.1830 4.5954 7.3338 7.3745 5.0667 2.9032
2 2.0398 1.8035 0.7285 2.0738 1.1148 1.9604 1.7053 0.5736 1.9981 1.0409
3 1.3215 1.0460 0.4325 1.5165 0.7046 1.1872 0.8950 0.2359 1.3782 0.5724
4 1.9916 1.9411 1.8462 2.0317 1.0270 1.7665 1.6800 1.4762 1.8375 0.8675
5 3.8116 3.5497 2.7544 3.9076 3.1999 3.7489 3.4537 2.6059 3.8319 3.2034
6 1.6210 1.3846 1.0201 1.7998 1.9382 1.5430 1.2942 0.9084 1.7279 1.8775
7 2.4662 2.4273 2.3643 2.4742 2.0503 2.4414 2.3988 2.2989 2.4474 2.0056
8 2.2099 2.2333 1.7568 2.2239 2.0977 2.1729 2.1968 1.6351 2.1846 2.0652
9 2.7532 2.5435 2.0857 2.9489 2.0772 2.7657 2.5573 2.0652 2.9455 2.0734
10 1.7866 1.7894 1.7723 1.7788 1.0310 1.7255 1.7284 1.7053 1.7134 0.9767
11 0.9673 0.7101 0.1925 1.2929 0.6282 0.7737 0.5252 0.0179 1.0591 0.4526
12 2.0670 1.9918 1.7450 2.1216 1.1479 1.9861 1.9223 1.7036 2.0274 1.0655
Notes: The table reports the Clark & McCracken (CM) values of the different model averaging schemes BMA, ITMA and PLMA.
For h = 1 (CMa) tests ENC-T, ENC-REG and ENC-NEW are applied through equations (2.20) (2.21) (2.22) and for h > 1 (CMb)
ENC-T′ and MSE-T′ tests are applied through equations (2.23) (2.24). For simplicity reasons (for h > 1) instead of ENC-T′ and
MSE-T the results in the tables are written as ENC-T and ENC-REG. Different information criteria are considered the Akaike
(AIC), the Schwarz (SIC) and the Hannan-Quinn (HQ) information criterion. In bold are indicated the values when the ARX
model has better predictive ability than the benchmark AR model at 5% or at 10% significance level.
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Table 4.4.2: Clark & McCracken values of Belgium CPI inflation under the three
different model averaging schemes
ENC-T ENC-REG
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 -0.3627 -0.5470 -0.9111 -0.2917 0.4414 -0.4409 -0.6875 -1.2253 -0.3474 0.5187
2 0.6396 0.7170 1.0714 0.6491 0.3037 0.3669 0.3402 -0.1977 0.3984 0.1490
3 3.0702 2.0075 -0.2106 1.8545 1.0945 2.7532 1.6516 -0.5662 1.5617 0.8793
4 -0.1423 -0.3370 -0.9736 -0.0989 0.2747 -0.3701 -0.5690 -1.2212 -0.3358 0.1112
5 0.6552 0.3131 -0.3424 0.0975 0.3056 0.4402 0.0567 -0.7537 -0.1585 0.1065
6 -1.9808 -2.0141 -1.6734 -2.0116 -1.4374 -2.1600 -2.1921 -1.9525 -2.1954 -1.5804
7 -1.0316 -1.5155 -1.9752 -1.0648 -0.9184 -1.1515 -1.6250 -2.0875 -1.1828 -1.0116
8 0.9016 0.6371 0.1278 0.7010 0.4246 0.7599 0.5050 -0.0229 0.5696 0.3136
9 0.6177 0.1187 -0.0824 0.7005 0.3046 0.4598 -0.0353 -0.2672 0.5345 0.1676
10 2.3397 1.3787 -1.0588 2.3915 1.5909 2.2287 1.2873 -1.1645 2.2921 1.5070
11 0.9118 0.3767 -0.8633 0.9899 0.2712 0.7870 0.2592 -0.9765 0.8660 0.1689
12 2.2133 1.7673 0.0112 2.0579 1.0848 2.0749 1.6381 -0.1270 1.9338 0.9664
SIC
1 -0.4581 -0.5970 -0.8720 -0.4798 0.2557 -0.5904 -0.7775 -1.1605 -0.6329 0.3476
2 0.2824 0.4879 1.0026 0.2264 -0.0346 0.0292 0.1463 -0.1430 -0.0090 -0.1821
3 0.5962 0.2993 -0.2373 0.3642 0.3804 0.3615 0.0656 -0.5297 0.1540 0.2075
4 1.5412 0.9869 -0.4419 0.1071 0.0878 1.3753 0.8079 -0.6894 -0.0808 -0.0525
5 0.6843 0.4282 -0.0609 0.4199 0.6388 0.4499 0.1537 -0.4612 0.1653 0.4325
6 -0.7280 -1.1136 -1.6985 -1.6155 -1.1716 -0.9282 -1.3135 -1.8905 -1.7912 -1.2903
7 -1.2032 -1.3783 -1.5966 -1.5146 -1.2427 -1.3173 -1.4939 -1.7198 -1.6202 -1.3230
8 0.9646 0.6565 -0.1763 0.4703 0.2164 0.8437 0.5263 -0.3252 0.3405 0.1060
9 0.4151 0.2882 0.2343 0.3765 1.3172 0.2030 0.0230 -0.2001 0.1147 1.0796
10 1.2378 0.2759 -1.2553 0.5144 0.0900 1.1687 0.1929 -1.3429 0.4327 0.0254
11 0.7668 0.6581 0.2802 0.8227 0.3952 0.6625 0.5493 0.1601 0.7192 0.3130
12 1.4394 1.0380 0.2613 1.2526 0.4713 1.3367 0.9107 0.0953 1.1400 0.3531
HQ
1 -0.4226 -0.5587 -0.9282 -0.3952 0.3628 -0.5355 -0.7150 -1.2490 -0.4983 0.4725
2 0.4366 0.5844 1.0378 0.4100 0.2059 0.1842 0.2357 -0.1735 0.1769 0.0555
3 1.2336 0.6392 -0.2938 0.5789 0.3840 0.9561 0.3732 -0.5965 0.3543 0.2097
4 0.3851 0.3783 -0.4273 0.1420 0.1292 0.1478 0.1610 -0.6758 -0.0497 -0.0089
5 0.3732 0.1667 -0.2252 0.0564 0.3056 0.1362 -0.1021 -0.6107 -0.2014 0.1049
6 0.2539 -0.6413 -1.5717 -1.0326 -0.7565 -0.0183 -0.8727 -1.7621 -1.2381 -0.8844
7 -1.0359 -1.5370 -1.9413 -1.0751 -0.8933 -1.1529 -1.6471 -2.0548 -1.1936 -0.9861
8 1.1682 0.6970 -0.2727 0.5476 0.3648 1.0302 0.5611 -0.4304 0.4122 0.2503
9 0.4955 0.4416 0.7557 0.5379 0.8615 0.3531 0.3079 0.6148 0.3857 0.7384
10 1.4854 -0.0395 -1.2346 1.0538 0.4040 1.4008 -0.1394 -1.3324 0.9675 0.3301
11 1.0777 0.7503 -0.0472 1.0723 0.4353 0.9674 0.6357 -0.1834 0.9604 0.3491
12 1.9659 1.4753 0.0778 1.7709 0.8707 1.8676 1.3596 -0.0620 1.6705 0.7703
Notes: See the notes for Table 4.4.1.
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Table 4.4.3: Clark &McCracken values of France CPI inflation under the three different
model averaging schemes
ENC-T ENC-REG
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.0391 1.0380 1.0165 0.0997 0.1765 0.7397 0.7390 0.7237 0.1082 0.1938
2 -0.2598 -0.1079 0.2254 0.6462 1.2462 -1.2114 -0.8344 -0.3571 0.4230 1.0415
3 -0.1801 -0.1971 -0.2097 1.6843 1.7894 -0.8168 -0.6264 -0.5296 1.4661 1.5801
4 0.8847 1.0571 0.6793 2.2770 1.7171 -0.1647 0.3334 0.3793 2.0369 1.4946
5 1.8207 1.9044 1.9154 2.0796 1.4000 1.0998 1.3602 1.5725 1.8155 1.1460
6 1.9370 2.0578 2.0689 2.3165 2.0628 1.0230 1.2496 1.5149 1.9514 1.8013
7 2.6401 2.4519 2.0656 3.0368 3.5693 1.9427 1.8320 1.5251 2.4282 3.1915
8 1.2915 1.2780 1.7129 1.7462 2.6361 0.6777 0.6722 1.0378 1.1111 2.2196
9 1.7822 1.6829 1.4247 1.8755 2.6952 1.1568 1.0930 0.8874 1.3253 2.4251
10 1.6539 1.7899 1.5847 2.4012 2.4625 0.6758 0.9422 0.8284 1.4323 2.1653
11 2.0376 2.3799 2.4467 2.8102 2.5557 0.8841 1.3307 1.8789 1.5133 2.2476
12 1.5563 1.7011 1.9813 1.8453 1.6389 0.6012 0.8206 1.2246 0.9586 1.4287
SIC
1 0.5144 0.5131 0.5105 -1.7219 -1.2899 0.4176 0.4165 0.4144 -1.6604 -1.2258
2 0.2008 0.2002 0.2067 0.2399 0.9263 -0.3016 -0.2999 -0.3979 0.0787 0.7927
3 0.1522 0.2720 0.0900 1.4292 1.6791 -0.1822 -0.0719 -0.2369 1.1681 1.4113
4 1.0799 1.1329 0.7304 2.5103 1.8630 0.8267 0.8775 0.4630 2.3583 1.7053
5 1.7745 1.7701 1.7541 2.2042 1.4607 1.2579 1.2796 1.3101 1.9345 1.1917
6 2.0643 2.0648 1.8870 2.2506 1.8486 1.5439 1.5586 1.4634 1.9835 1.6367
7 1.9691 1.9688 2.0241 2.6784 2.8176 1.2688 1.3025 1.4287 2.2029 2.5525
8 1.1640 1.2494 1.6680 1.8005 2.7000 0.5856 0.6618 0.9892 1.2233 2.2751
9 1.7841 1.7449 1.4275 1.9835 3.2119 1.2531 1.2226 0.8906 1.5403 2.9245
10 2.9969 2.9305 2.5416 3.0154 3.0704 2.2336 2.2781 2.1015 2.5800 2.8158
11 2.9430 2.7350 2.3410 3.5460 3.2367 1.9106 1.8334 1.6385 2.5993 3.0199
12 2.2582 2.1780 2.0140 2.6745 1.8233 1.5291 1.5285 1.4875 1.9877 1.5986
HQ
1 1.3203 1.1297 0.5739 0.0154 0.0590 1.1686 0.9613 0.4663 0.0165 0.0640
2 0.2021 0.2013 0.2072 0.6383 1.1359 -0.2998 -0.2984 -0.3974 0.4901 1.0078
3 -0.3454 -0.2761 -0.2350 1.6521 1.7943 -0.6796 -0.6078 -0.5510 1.4381 1.5791
4 1.2737 1.4004 0.7486 2.5696 2.0133 0.5433 0.9343 0.4591 2.4168 1.8633
5 2.0794 2.0370 1.7825 2.8994 2.0597 1.2924 1.3592 1.3552 2.5924 1.7573
6 2.0740 2.0724 1.9756 2.2786 1.9859 1.5564 1.5620 1.4774 1.9922 1.7854
7 2.0323 2.0101 2.0145 2.5674 2.8995 1.2787 1.3176 1.4146 2.0427 2.6111
8 1.2893 1.2994 1.6750 1.8515 2.6997 0.6679 0.6939 0.9929 1.2359 2.2610
9 1.8323 1.7427 1.5776 1.9709 2.8862 1.2709 1.2045 1.0501 1.5023 2.6362
10 3.1623 3.0021 2.7535 3.1585 3.3309 2.3852 2.3418 2.2459 2.7063 3.0261
11 1.1048 0.7479 -0.5613 1.5404 0.9667 -0.0653 -0.2572 -1.2800 0.4466 0.3809
12 1.8726 1.9041 2.0676 1.9857 1.8733 0.9598 1.0500 1.2808 1.1586 1.6802
Notes: See the notes for Table 4.4.1.
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Table 4.4.4: Clark & McCracken values of Germany CPI inflation under the three
different model averaging schemes
ENC-T ENC-REG
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 3.4420 2.8637 2.0029 3.9377 3.1791 3.7070 3.0453 2.3008 4.5923 3.9272
2 1.6641 1.2803 0.6948 1.8458 1.7302 1.4106 0.8722 -0.6259 1.6273 1.5147
3 2.9330 2.8748 2.5580 2.9041 2.6531 2.7725 2.7181 2.3472 2.8018 2.5652
4 2.8474 2.8919 2.7305 2.8434 2.8841 2.6977 2.7469 2.5976 2.7327 2.7760
5 3.3855 3.5604 3.5500 3.2576 3.2698 3.0812 3.2561 3.2797 3.0670 3.0738
6 2.9921 2.9683 2.8016 2.9941 2.5146 2.8532 2.7818 2.5086 2.8666 2.3922
7 2.7923 2.7891 2.5704 2.7785 2.2998 2.6552 2.6511 2.3064 2.6521 2.1736
8 2.5199 2.4135 2.0999 2.4371 2.0784 2.3287 2.2572 1.9952 2.2914 1.9432
9 2.8086 2.7680 2.6526 2.8704 2.8863 2.6307 2.6274 2.5594 2.7287 2.7672
10 3.4856 3.5987 3.9144 3.4245 2.8053 3.4136 3.5270 3.8150 3.3426 2.7067
11 3.3889 3.0631 1.7885 3.4137 2.3020 3.3274 3.0159 1.7281 3.3571 2.1948
12 0.8205 0.9364 1.1248 0.8110 0.2075 0.5314 0.7416 1.0619 0.5220 0.0323
SIC
1 2.7144 2.4692 2.0706 4.0993 3.1968 2.6639 2.5345 2.3442 5.3574 5.2017
2 1.2894 0.9932 0.6173 1.4727 1.3881 1.0477 0.6071 -0.6338 1.2656 1.1963
3 3.0761 2.8979 2.2267 2.7157 2.2442 2.9920 2.7854 2.0128 2.6121 2.1551
4 2.7700 2.7830 2.5443 2.6856 2.8364 2.6528 2.6817 2.4398 2.6149 2.7701
5 3.6466 3.6111 3.7214 3.4340 3.2310 3.4560 3.4023 3.4077 3.3036 3.0883
6 2.8047 2.7682 2.6710 2.8222 2.2777 2.6919 2.6270 2.4611 2.7145 2.1733
7 2.6469 2.7014 2.8023 2.6662 2.2157 2.5424 2.5887 2.5623 2.5693 2.1115
8 2.3867 2.3598 2.2893 2.3497 1.9758 2.2442 2.2380 2.1831 2.2422 1.8734
9 2.8532 2.8843 2.9693 2.8254 2.6905 2.7200 2.7524 2.8417 2.7099 2.6003
10 3.5995 3.6703 3.7970 3.5564 2.9081 3.5360 3.6033 3.7185 3.4901 2.8317
11 3.4089 3.2699 2.8078 3.3622 2.4367 3.3091 3.1759 2.7186 3.2673 2.3491
12 2.4370 2.4569 2.2345 2.4712 1.7351 2.2973 2.3527 2.1697 2.3561 1.6349
HQ
1 3.3559 2.8493 2.0032 3.9925 3.2345 3.6200 3.0274 2.3008 4.9118 4.5309
2 1.4525 1.1394 0.6518 1.6036 1.5510 1.2030 0.7436 -0.6258 1.3859 1.3441
3 2.8401 2.7777 2.4721 2.8942 2.6082 2.7158 2.6420 2.2673 2.7993 2.5288
4 2.6792 2.8155 2.7531 2.8433 2.9663 2.5739 2.6954 2.6261 2.7488 2.8738
5 3.5715 3.6206 3.6406 3.3993 3.2357 3.3549 3.3716 3.3708 3.2634 3.0921
6 2.8345 2.8284 2.7507 2.8313 2.2711 2.7179 2.6778 2.5180 2.7212 2.1635
7 2.6446 2.7133 2.8354 2.6728 2.2359 2.5409 2.6006 2.5856 2.5754 2.1316
8 2.4917 2.4100 2.1545 2.4196 2.1432 2.3249 2.2700 2.0480 2.2920 2.0252
9 2.8656 2.8793 2.8216 2.9074 2.8845 2.7212 2.7567 2.7212 2.7924 2.7979
10 3.6650 3.7161 3.8545 3.6249 2.9487 3.5946 3.6438 3.7627 3.5485 2.8629
11 3.5157 3.2673 2.3267 3.4858 2.4140 3.4223 3.1865 2.2546 3.3986 2.3138
12 2.1837 2.2159 1.9984 2.2104 1.5142 2.0360 2.1067 1.9450 2.0880 1.3942
Notes: See the notes for Table 4.4.1.
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Table 4.4.5: Clark & McCracken values of Italy CPI inflation under the three different
model averaging schemes
ENC-T ENC-REG
h BMA BMA BMA ITMA PLMA BMA BMA BMA ITMA PLMA
(φ = 0.5) (φ = 2) (φ = 20) (φ = 0.5) (φ = 2) (φ = 20)
AIC
1 1.8183 2.0416 2.1824 1.9695 2.4571 3.2760 3.4288 2.8741 4.2411 2.3383
2 1.8935 1.9058 1.9760 1.8840 2.3317 1.7946 1.7892 1.7173 1.7881 2.0214
3 1.5375 1.5670 1.5190 1.9535 2.1311 1.2548 1.3208 1.3162 1.8375 1.9475
4 2.8614 2.8376 2.4427 2.7914 3.4213 2.4193 2.4291 2.1067 2.4770 2.9943
5 1.5770 1.4965 1.2737 1.4905 2.1173 1.5016 1.4161 0.8676 1.3970 2.0288
6 1.5407 1.5074 1.2834 1.5113 1.5821 1.4577 1.4144 1.0685 1.4219 1.3979
7 1.5460 1.5782 1.6605 1.5247 2.1079 1.3879 1.4526 1.5469 1.3802 1.8086
8 1.4249 1.3973 1.4267 1.4297 1.7574 1.2866 1.2812 1.2957 1.2995 1.4546
9 1.5571 1.5719 1.5714 1.5798 0.9555 1.4495 1.4505 1.3666 1.4459 0.9052
10 1.6724 1.7221 1.7257 1.6305 0.9864 1.5717 1.6361 1.6402 1.4836 0.9485
11 1.4476 1.4264 1.4729 1.4815 0.9326 1.3017 1.3112 1.3738 1.3149 0.9000
12 1.5221 1.5126 1.6411 1.5674 0.8583 1.3750 1.3740 1.2690 1.4004 0.8208
SIC
1 1.2875 1.3952 1.9063 1.6237 1.2133 2.2502 2.3939 3.0404 2.9055 0.9450
2 1.8091 1.8537 1.9595 1.7954 1.9442 1.6603 1.6876 1.7093 1.6930 1.6097
3 1.8443 1.9084 1.8062 2.2228 2.1877 1.7564 1.8157 1.6311 2.1523 2.0323
4 2.5130 2.5853 2.5451 2.5604 3.3118 2.1485 2.2630 2.1116 2.3974 3.0807
5 2.2510 2.1166 1.7341 1.8272 3.1611 2.1026 1.9635 1.2893 1.7268 3.0676
6 1.5337 1.4687 1.3214 1.5182 1.3690 1.4459 1.3749 0.9656 1.4227 1.2531
7 1.6283 1.5961 1.4734 1.5912 1.9491 1.5423 1.4889 1.2194 1.4877 1.7923
8 1.8203 1.8147 1.7960 1.7870 2.7926 1.7032 1.7008 1.6539 1.6831 2.5599
9 1.5670 1.6216 1.6594 1.6311 0.9598 1.4785 1.4907 1.1898 1.5140 0.8990
10 1.7207 1.7054 1.5902 1.7101 1.0763 1.6221 1.5993 1.3025 1.5814 1.0364
11 1.4121 1.4325 1.5125 1.4662 0.9082 1.2996 1.3162 1.3554 1.3397 0.8781
12 1.7396 1.6940 1.6921 1.7236 0.9446 1.6371 1.5924 1.5167 1.6182 0.9118
HQ
1 1.6074 1.8438 2.1192 2.0326 2.2775 2.9574 3.2227 2.8531 4.3142 1.9670
2 1.8793 1.8640 1.8292 1.8853 2.2491 1.7809 1.7482 1.6073 1.7930 1.9292
3 1.5890 1.6268 1.5708 2.0023 2.1719 1.3878 1.4560 1.4126 1.9175 2.0290
4 2.5138 2.5529 2.2788 2.5220 3.2537 2.1257 2.2056 1.9850 2.3518 3.0225
5 1.5161 1.3804 1.2437 1.1734 0.8072 1.4315 1.2994 0.8498 1.0747 0.6112
6 1.5591 1.4892 1.3233 1.5326 1.4706 1.4696 1.3922 0.9509 1.4322 1.3213
7 1.5135 1.5564 1.6186 1.5097 1.9965 1.3604 1.4321 1.5035 1.3694 1.7514
8 1.3822 1.3823 1.3784 1.3748 1.4094 1.2667 1.2639 1.1482 1.2682 1.1303
9 1.5701 1.6023 1.6194 1.5849 0.9566 1.4691 1.4720 1.1237 1.4600 0.9105
10 1.6993 1.7149 1.5891 1.6663 0.9989 1.6078 1.6220 1.3136 1.5347 0.9611
11 1.3955 1.3546 1.3756 1.4401 0.9011 1.2684 1.2374 1.2585 1.2950 0.8720
12 1.8000 1.7741 1.7468 1.7990 1.0394 1.6462 1.6498 1.5702 1.6544 0.9876
Notes: See the notes for Table 4.4.1.
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9 Appendix: Data
In this appendix each country consists of a data set of between 40 and 91 series with
120 observations in each series. In particular, for Austria are considered 63 series,
for Belgium 40 series, for France 80 series, for Germany 91 series and for Italy 52
series. The implemented transformations are indicated in parentheses: 1=no trans-
formation, 2=first difference, 3=second difference, 4=logarithm, 5=first difference of
logarithms, 6=second difference of logarithms. The series are taken from the finan-
cial server DATASTREAM. The data are described as: sadj=seasonally adjusted,
nadj=not seasonally adjusted, perc=percentage, A=annual frequency, Q=quarterly
frequency, M=monthly frequency.
The series are divided into several sets, such as real output and income, activ-
ity, employment and hours, real retail, manufacturing and trade sales, consumption,
housing starts, wages and labor cost, stock prices, exchange rates, interest rates,
money and credit quantity aggregates, price indices, bonds and surveys. When the
data are available on a monthly basis, the data are aggregated to quarterly obser-
vations. My analysis follows the X12 seasonal adjustment. The X12 is available
only for quarterly and monthly series. The procedure requires at least 3 full years of
data and can adjust up to 600 observations (50 years of monthly data or 150 years
of quarterly data).
AUSTRIA DATA
REAL OUTPUT & INCOME
1. OEESNGNHB: OE GROSS NATIONAL INCOME (PER CAPITA) CURA(5)
2. OEESNNNYQ: OE NET NATIONAL INCOME (% CURRENT GDP) SADJ(5)
3. OEOCFBIIB: OE BALANCE OF INCOME, VALUE, BALANCE OF PAYMENTS BASIS (AR) CURA(2)
4. OEQ66...F: OE INDUSTRIAL PRODUCTION NADJ(5)
5. OEOCFINPB: OE INCOME FROMPROPERTY&OTHER ENTREPRENEURIAL ACTIVITIES(AR)(5)
6. OEOCFMSIB: OE FACTOR INCOME PAID ABROAD,VALUE,BALANCE OF PAYMENTS BASIS(AR)(5)
EMPLOYMENT
7. OEOCFUNPO: OE UNEMPLOYMENT (AR) VOLA(5)
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8. OEOCFUNRQ: OE UNEMPLOYMENT RATE (AR) SADJ(1)
9. OEOUN010O: OE UNEMPLOYMENT TOTAL VOLA(5)
10. OEOEM060O: OE CIVIL EMPLOYMENT IN AGRICULTURE VOLA(5)
11. OEOEM063O: OE CIVIL EMPLOYMENT IN SERVICES VOLA(5)
12. OEOEM040O: OE CIVILIAN EMPLOYMENT VOLA(5)
13. OEOCFGVEO: OE EMPLOYMENT - GOVERNMENT (AR) VOLA(5)
14. OEOCFEMPO: OE EMPLOYMENT (AR) VOLA(5)
15. OEOCFEMBO: OE EMPLOYMENT OF THE BUSINESS SECTOR (AR) VOLA(5)
16. OEOCFNUNQ: OE NAIRU,UNEMPLMT.RATEWITH NON-ACCELERATING INFLATION (AR) SADJ(1)
17. OEOCFTDEO: OE DEPENDENT EMPLOYMENT (AR) VOLA(5)
TRADE
18. OEOCFESFB: OE BOP: EXPORTS OF SERVICES FACTOR INCOME(VALUE, US $) (AR) CURA(5)
19. OEOCFISFB: OE BOP: IMPORTS SERVICES FACTOR INCOME VALUE (US $) (AR) CURA(5)
20. OEI78ACDA: OE BOP: TRADE BALANCE CURN(2)
21. OEOCFPXTE: OE PRICE OF COMMODITY EXPORTS (AR) SADJ(5)
22. OEOCFPMNE: OE PRICE OF COMMODITY IMPORTS (AR) SADJ(5)
23. OEOCFPXAE: OE PRICE OF NON-COMMODITY EXPORTS OF GOODS & SERVICES (AR) SADJ(5)
24. OEOCFPNCE: OE PRICE OF NON-COMMODITY IMPORTS OF GOODS & SERVICES (AR) SADJ(5)
25. OEEXNGS.D: OE EXPORTS - GOODS & SERVICES CONA(5)
26. OEESNESPB: OE EXPORTS OF SERVICES CURA(5)
27. OEOEXP19B: OE IMPORTS OF SERVICES CURA(5)
CONSUMPTION
28. OEESNCGYQ: OE CONSUMPTION EXPEND. - GENERAL GOVERNMENT (% CURRENT GDP)
SADJ(5)
29. OEESNCCPB: OE CONSUMPTION OF FIXED CAPITAL CURA(5)
30. OEOCFCGAB: OE GOVERNMENT CONSUMPTION (AR) CURA(5)
31. OEOCFGCXB: OE GOVERNMENT CONSUMPTION EXCLUDING WAGES (AR) CURA(5)
32. OEOCFGCWB: OE GOVERNMENT CONSUMPTION WAGES COMPONENT (AR) CURA(5)
33. OEOCFDCNE: OE PRIVATE CONSUMPTION - IPD (AR) SADJ(5)
34. OEOCFPCND: OE PRIVATE CONSUMPTION EXPENDITURE (REAL) (AR) CONA(5)
35. OEOCFGCND: OE PUBLIC CONSUMPTION EXPENDITURE (REAL) (AR) CONA(5)
ACTIVITY
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36. OEOACT22B: OE GDP - BY ACTIVITY CURA(5)
37. OEOCFGDPD: OE GDP (REAL) (AR)(DISC.) CONA(5)
38. OEOCFRGDQ: OE RATIO OF POTENTIAL AND ACTUAL REAL GDP (AR) SADJ(1)
STOCK PRICES
39. OEOCFCSTD: OE CAPITAL STOCKOF BUSINESS SECTOR,REAL TERMS,EX.HOUSEBUILDING(5)
40. OEOCFPROG: OE PRODUCTIVITY INDEX (REAL GDP/TOTAL EMPLOYMENT) (AR) VOLA(5)
41. OEOCFPXXE: OE COMPETITORS’ PRICE OF NON-COMMODITYGOODS & SERVICES EXPORTS(AR)(5)
42. OEOCFPNSE: OE SHADOW PRICE OF NON-COMMODITY GOODS & SERVICES IMPORTS(AR)(5)
WAGES & LABOR COST
43. OEOCFWGSB: OE WAGES (AR) CURA(5)
44. OEOCFRLCG: OE LABOUR COST INDEX (REAL) (AR) VOLA(5)
45. OEOCFLFPQ: OE LABOUR FORCE PARTICIPATION RATE (15 TO 64 YEARS) (AR) SADJ(1)
46. OEOCFULME: OE UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ(5)
47. OEOCFULCE: OE UNIT LABOUR COST INDEX - TOTAL ECONOMY SADJ(5)
48. OEOCFRULE: OE RELATIVE UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ(5)
EXCHANGE RATES
49. OEQ..RECE: OE REAL EFFECTIVE EXCHANGE RATE INDEX - CPI BASED SADJ(5)
50. OEQ..REUE: OE REAL EFFECTIVE EXCH.RATE INDEX-NORMALIZED LABOR COST BASED(5)
51. OEOCFEXEE: OE EFFECTIVE EXCHANGE RATE INDEX (AR) SADJ(5)
52. OEQ..NEUE: OE NOMINAL EFFECTIVE TRADE-WEIGHTED EXCHANGE RATE INDEX SADJ(5)
INTEREST RATES
53. OEOCFDB%Q: OE NET GOVERNMENT INTEREST PAYMENTS AS % OF GDP (AR) SADJ()
TAXES, INVESTMENTS & CAPACITY UTILISATION
54. OEOCFTXBB: OE DIRECT TAXES - BUSINESS (AR) CURA(2)
55. OEOCFTXHB: OE DIRECT TAXES - HOUSEHOLDS (AR) CURA(2)
56. OEOCFTAXB: OE DIRECT TAXES (AR) CURA(2)
57. OEOCFITXB: OE INDIRECT TAXES (AR) CURA(2)
GENERAL
58. OEOCFCTBB: OE CYCLICALLY ADJUSTED DIRECT TAXES ON BUSINESS (AR) CURA(2)
59. OEOCFCTHB: OE CYCLICALLY ADJUSTED DIRECT TAXES ON HOUSEHOLDS (AR) CURA(2)
60. OEOCFCTXB: OE CYCLICALLY ADJUSTED INDIRECT TAXES (AR) CURA(2)
61. OEOCFGPBB: OE GOVERNMENT PRIMARY BALANCE (AR) CURA(2)
62. OEOCFSVRQ: OE HOUSEHOLD SAVING RATE(% DISPOSABLE HOUSEHOLD INCOME)(AR) SADJ(1)
63. OEOCFSTKD: OE PRIVATE STOCK BUILDING (REAL ) (AR) CONA()
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BELGIUM DATA
REAL OUTPUT & INCOME
1. BGQ63B..F: BG INDUSTRIAL PRODUCTION NADJ (5)
EMPLOYMENT
2. BGOCFEMPO: BG EMPLOYMENT (AR) VOLA (5)
3. BGOCFEPLO: BG EMPLOYMENT (NATIONAL ACCOUNTS BASIS) (AR) VOLA (5)
4. BGOCFUNPO: BG UNEMPLOYMENT (AR) VOLA (5)
5. BGOCFUNRQ: BG UNEMPLOYMENT RATE (AR) SADJ (1)
TRADE
6. BGOCFESFB: BG BOP: EXPORTS OFSERVICES FACTOR INCOME(VALUE, US $) (AR) CURA (5)
7. BGOCFISFB: BG BOP: IMPORTS SERVICES FACTOR INCOME VALUE (US$) (AR) CURA (5)
8. BGOCFEGSD: BG EXPORTS OF GOODS & SERVICES (REAL) (AR) CONA (5)
9. BGOCFXGSB: BG EXPORTS OF GOODS & SERVICES,VALUE,NATIONAL A/C.S BASIS(AR) (5)
10. BGOCFEPCE: BG EXPORTS OF GOODSAND SERVICES - IPD (AR) SADJ (5)
11. BGOCFESDD: BG EXPORTS OF GOODS AND SERVICES - VOLUME (US$) (AR) CONA (5)
12. BGOCFXGDB: BG EXPORTS OF GOODS AND SERVICES, VALUE, US DOLLARS (AR) CURA (5)
13. BGOCFIGSD: BG IMPORTS OF GOODS & SERVICES (REAL) (AR) CONA (5)
14. BGOCFMGSB: BG IMPORTS OF GOODS & SERVICES,VALUE,NATIONAL A/C.S BASIS(AR) (5)
15. BGOCFISDD: BG IMPORTS OF GOODS AND SERVICES - VOLUME (US$) (AR) CONA (5)
16. BGOCFMGEB: BG IMPORTS OF GOODS AND SERVICES, VALUE, US DOLLARS (AR) CURA (5)
17. BGOCFPXAE: BG PRICE OF NON-COMMODITY EXPORTS OF GOODS & SERVICES (AR) SADJ
(5)
18. BGOCFPNCE: BG PRICE OF NON-COMMODITY IMPORTS OF GOODS & SERVICES (AR) SADJ
(5)
CONSUMPTION
19. BGOCFPCND: BG PRIVATE CONSUMPTION EXPENDITURE (REAL) (AR) CONA (5)
20. BGOCFGCND: BG PUBLIC CONSUMPTION EXPENDITURE (REAL) (AR) CONA (5)
HOUSES
21. BGHOUINVD: BG GFCF - HOUSING CONA (4)
ACTIVITY
22. BGOCFDGDE: BG GDP - IPD (AR) SADJ (5)
23. BGOCFGDPD: BG GDP (REAL) (AR) CONA (5)
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24. BGI99BIPC: BG GDP DEFLATOR CONN (5)
STOCK PRICES
25. BGOCFULME: BG UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ (5)
EXCHANGE RATES
26. BGQ..RECE: BG REAL EFFECTIVE EXCHANGE RATE INDEX - CPI BASED SADJ (5)
27. BGQ..REUE: BG REAL EFFECTIVE EXCH.RATE INDEX-NORMALIZED LABOR COST BASED (5)
28. BGI65UM.F: BG REAL EFFECTIVE EXCH. RATE INDEX - UNIT LABOR COST BASED NADJ (5)
29. BGOCFEXEE: BG EFFECTIVE EXCHANGE RATE INDEX (AR) SADJ (5)
30. BGQ..NEUE: BG NOMINAL EFFECTIVE TRADE-WEIGHTED EXCHANGE RATE INDEX SADJ (5)
INTEREST RATES
31. BGOCFILTR: BG INTEREST RATE - LONG TERM (AR) NADJ (2)
32. BGOCFISTR: BG INTEREST RATE - SHORT TERM (AR) NADJ (2)
PRICE INDICES
33. BGOCFRULE: BG RELATIVE UNIT LABOUR COST INDEX - MANUFACTURING (AR)SADJ (5)
34. BGOCFPNSE: BG SHADOW PRICE OF NON-COMMODITY GOODS & SERVICES IMPORTS(AR)
(5)
35. BGOCFPXXE: BG COMPETITORS’ PRICE OF NON-COMMODITYGOODS & SERVICES EXPORTS(AR)
(5)
AVERAGE HOURLY EARNINGS
36. BGOLC007E: BG HOURLY EARNINGS MALES: INDUSTRY SADJ (6)
TAXES, INVESTMENTS & CAPACITY UTILISATION
37. BGOCFGIND: BG GOVERNMENT INVESTMENT IN REAL TERMS (AR) CONA,(5)
38. BGOCFPIND: BG PRIVATE FIXED INVESTMENT EXCL. STOCKBUILDING (REAL) (AR) CONA,
(5)
GENERAL
39. BGOCFFDDD: BG FINAL DOMESTIC DEMAND (REAL) (AR) CONA (5)
40. BGOCFTDDD: BG DOMESTIC DEMAND (REAL) (AR) CONA, (5)
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FRANCE DATA
REAL OUTPUT & INCOME
1. FRIPMAN.G: FR INDUSTRIAL PRODUCTION - MANUFACTURING VOLA, (5)
2. FRQ66..CE: FR INDUSTRIAL PRODUCTION SADJ, (5)
3. FRIPTOT.G: FR INDUSTRIAL PRODUCTION EXCLUDING CONSTRUCTION VOLA, (5)
4. FROCFBIIB: FR BALANCE OF INCOME, VALUE, BALANCE OF PAYMENTS BASIS (AR) CURA,
(2)
5. FROCFBSIB: FR BALANCE OF INCOME,VALUE IN US$,BALANCE OF PAYMENTS BASIS(AR), (2)
6. FROCFRDID: FR HOUSEHOLD DISPOSABLE INCOME (REAL) (AR) CONA, (5)
7. FROCFSVRQ: FR HOUSEHOLD SAVING RATE(% DISPOSABLE HOUSEHOLD INCOME)(AR) SADJ,
()
8. FROCFPIGB: FR PROPERTY INCOME PAID BY GOVERNMENT (AR) CURA, (5)
ACTIVITY
9. FRL99B.CB: FR GDP CURA, (5)
10. FROCFGPNB: FR GDP (NOMINAL) (AR) CURA, (5)
11. FRI99BVRG: FR GDP VOLUME INDEX(1995=100) VOLA, (5)
EMPLOYMENT & HOURS
12. FROEM020O: FR EMPLOYEES TOTAL VOLA, (5)
13. FROCFGVEO: FR EMPLOYMENT - GOVERNMENT (AR) VOLA, (5)
14. FROEM012O: FR EMPLOYMENT - MARKET SERVICES VOLA, (5)
15. FROCFEMPO: FR EMPLOYMENT (AR) VOLA, (5)
16. FROEM006O: FR EMPLOYMENT INDUSTRY (OLD) VOLA, (5)
17. FREMPCSTO: FR EMPLOYMENT LEVEL- CONSTRUCTION VOLA, (5)
18. FREMPCONO: FR EMPLOYMENT LEVEL- CONSUMER GOODS INDUSTRIES VOLA, (5)
19. FREMPENGO: FR EMPLOYMENT LEVEL- ENERGY VOLA, (5)
20. FREMPFINO: FR EMPLOYMENT LEVEL- FINANCIAL ACTIVITIES VOLA, (5)
21. FREMPXCNO: FR EMPLOYMENT LEVEL- INDUSTRY EXCLUDING CONSTRUCTION VOLA, (5)
22. FREMPINDO: FR EMPLOYMENT LEVEL- INDUSTRY INCLUDING CONSTRUCTION VOLA, (5)
23. FREMPMANO: FR EMPLOYMENT LEVEL- MANUFACTURING INDUSTRY VOLA, (5)
24. FREMPESTO: FR EMPLOYMENT LEVEL- REAL ESTATE ACTIVITIES VOLA, (5)
25. FREMPSCMO: FR EMPLOYMENT LEVEL- SERVICES TO COMPANIES VOLA, (5)
26. FREMPSINO: FR EMPLOYMENT LEVEL- SERVICES TO INDIVIDUALS VOLA, (5)
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27. FROCFEMBO: FR EMPLOYMENT OF THE BUSINESS SECTOR (AR) VOLA, (5)
28. FRUNPTOTO: FR UNEMPLOYMENT LEVEL VOLA, (1)
29. FROCFUNRQ: FR UNEMPLOYMENT RATE (AR) SADJ, (1)
30. FROCFHRBO: FR AVERAGE HOURSWORKED PER YEAR,PER EMPLOYEE-BUSINESS SECTOR(AR),
(5)
REAL RETAIL, MANUFACTURING & TRADE SALES
31. FROSLI07E: FR TOTAL RETAIL TRADE (VALUE) SADJ, (5)
32. FROSLI15G: FR TOTAL RETAIL TRADE (VOLUME) VOLA, (5)
33. FROVISU$A: FR TRADE BALANCE US$ CURN, (2)
34. FRVISGDSB: FR VISIBLE TRADE BALANCE FOB-FOB CURA, (2)
35. FRI78ACDA: FR BOP: TRADE BALANCE CURN, (2)
36. FROCFPXTE: FR PRICE OF COMMODITY EXPORTS (AR) SADJ, (5)
37. FROCFPMNE: FR PRICE OF COMMODITY IMPORTS (AR) SADJ, (5)
38. FROPRI38G: FR PRODUCTION IN TOTAL MANUFACTURING VOLA, (5)
CONSUMPTION
39. FROCFGCXB: FR GOVERNMENT CONSUMPTION EXCLUDING WAGES (AR) CURA, (5)
40. FROCFGCWB: FR GOVERNMENT CONSUMPTION WAGES COMPONENT (AR) CURA, (5)
41. FRCNHLD.D: FR HOUSEHOLD CONSUMPTION CONA, (5)
42. FROCFIDBB: FR CONSUMER DEBT INTEREST (AR) CURA, (5)
HOUSING STARTS
43. FRHOUSE.P: FR HOUSING STARTED VOLN, (5)
WAGES & LABOR COST
44. FRESNWSPB: FR WAGES & SALARIES CURA, (5)
45. FROCFWGSB: FR WAGES (AR) CURA, (5)
46. FRQ65...F: FR LABOR COSTS NADJ, (5)
47. FROCFRLCG: FR LABOUR COST INDEX (REAL) (AR) VOLA, (5)
48. FROCFULME: FR UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ, (5)
49. FROCFULCE: FR UNIT LABOUR COST INDEX - TOTAL ECONOMY SADJ, (5)
EXCHANGE RATES
50. FRQ..REUE: FR REAL EFFECTIVE EXCH.RATE INDEX-NORMALIZED LABOR COST BASED, (5)
51. FRI65UM.F: FR REAL EFFECTIVE EXCH. RATE INDEX - UNIT LABOR COST BASED NADJ, (5)
52. FROCC011: FR REAL EFFECTIVE EXCHANGE RATES VOLN NADJ, (5)
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53. FROCFEXRR: FR EXCHANGE RATE AGAINST THE US $ (AR) NADJ, (5)
54. FRXTW..NF: FR FRENCH FRANC EFFECTIVE EXCHANGE RATE INDEX(USE EMXTW..NF) NADJ,
(5)
55. FRQ..NEUE: FR NOMINAL EFFECTIVE TRADE-WEIGHTED EXCHANGE RATE INDEX SADJ, (5)
INTEREST RATES
56. FROCFILTR: FR INTEREST RATE - LONG TERM (AR) NADJ, (2)
57. FROCFISTR: FR INTEREST RATE - SHORT TERM (AR) NADJ, (2)
58. FRCALL%.: FR MONEY MARKET INT.RATES-AVERAGE MONTHLY MONEY MARKET RATE, (2)
MONEY & CREDIT QUANTITY AGGREGATES
59. FRM1....A: FR MONEY SUPPLY - M1 (NATIONAL CONTRIBUTION TO M1) CURN NADJ, (5)
60. FRM2....A: FR MONEY SUPPLY - M2 (NATIONAL CONTRIBUTION TO M2) CURN NADJ, (5)
61. FRM3....A: FR MONEY SUPPLY - M3 (NATIONAL CONTRIBUTION TO M3) CURN NADJ, (5)
62. FROL0325Q: FR COMPOSITE LEADING INDICATOR: CALL MONEY RATE SADJ, (2)
BONDS
63. FR101067: FR CAPITAL MARKET YIELDS - BOND YIELD, PRIVATE SECTOR (EP), (2)
64. FRGBOND.: FR GOVERNMENT GUARANTEED BOND YIELD (EP), (2)
65. FRI61...: FR GOVT BOND YIELD - LONG TERM, (2)
SURVEYS
66. FRSRQMCGQ: FR SURVEY: CAPITAL GOODS - MARGIN OF CAPACITY SADJ, (1)
67. FRSRQCCGQ: FR SURVEY: CAPITAL GOODS - PRODUCTION CAPACITY SADJ, (1)
68. FRSRQMINQ: FR SURVEY: INDUSTRY- MARGIN OF CAPACITY SADJ, (1)
69. FRSRQCINQ: FR SURVEY: INDUSTRY- PRODUCTION CAPACITY SADJ, (1)
70. FRSRQMIGQ: FR SURVEY: INTERMEDIATE GOODS - MARGIN OF CAPACITY SADJ, (1)
71. FRSRQCIGQ: FR SURVEY: INTERMEDIATE GOODS - PRODUCTION CAPACITY SADJ, (1)
72. FRSRQMMPQ: FR SURVEY: MANUFACTURING PRODUCTION - MARGIN OF CAPACITY SADJ,
(1)
73. FRSRQCMPQ: FR SURVEY: MANUFACTURING PRODUCTION - PRODUCTION CAPACITY SADJ,
(1)
74. FRSRQMAUQ: FR SURVEY: MOTOR TRANSPORT - MARGIN OF CAPACITY SADJ, (1)
75. FRCAPUTLQ: FR INDUSTRY SURVEY:CAPACITY UTILIZATION - FRANCE SADJ, (5)
GENERAL
76. FRCURA.QA: FR CURRENT ACCOUNT BALANCE CURN, (2)
77. FROCFCPBB: FR CYCLICALLY ADJUSTED GOVERNMENT PRIMARY BALANCE (AR) CURA, (2)
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78. FROCFGP%Q: FR CYCLICALLY ADJUSTED GOVT.PRIMARY BALANCE AS % OF GDP(AR) SADJ,
(2)
79. FRQ.1ANDA: FR GOLD (NATIONAL VALUATION) CURN NADJ, (5)
80. FROCFGPBB: FR GOVERNMENT PRIMARY BALANCE (AR) CURA, (2)
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GERMANY DATA
REAL OUTPUT & INCOME
1. BDOCFBIIB: BD BALANCE OF INCOME, VALUE, BALANCE OF PAYMENTS BASIS (AR) CURA(2)
2. BDOBP001B: BD BOP: BALANCE ON INCOME CURA(2)
3. BDOBP024B: BD BOP: INCOME - CREDIT CURA(5)
4. BDOBP036B: BD BOP: INCOME - DEBIT CURA(5)
5. BDQ66..CE: BD INDUSTRIAL PRODUCTION SADJ(5)
6. BDPERDISB: BD DISPOSABLE INCOME (PAN BD Q0191 ) CURA(5)
7. BDOCFXSIB: BD FACTOR INCOME FROMABROAD,VALUE,BALANCEOF PAYMENTS BASIS(AR)(5)
8. BDOCFMSIB: BD FACTOR INCOME PAID ABROAD,VALUE,BALANCEOF PAYMENTS BASIS(AR)(5)
9. BDOCFPIGB: BD PROPERTY INCOME PAID BY GOVERNMENT (AR) CURA(5)
10. BDOCFHDIB: BD HOUSEHOLD DISPOSABLE INCOME (CURRENT) (AR) CURA(5)
11. BDOCFRDID: BD HOUSEHOLD DISPOSABLE INCOME (REAL) (AR) CONA(5)
12. BDOCFSVRQ: BD HOUSEHOLD SAVING RATE(% DISPOSABLE HOUSEHOLD INCOME)(AR) SADJ(1)
ACTIVITY
13. BDOCFDGDE: BD GDP - IPD (AR) SADJ(5)
14. BDOCFGPNB: BD GDP (NOMINAL) (AR) CURA(5)
15. BDOCFGDPD: BD GDP (REAL) (AR) CONA(5)
16. BDI99BIRH: BD GDP DEFLATOR VOLN(5)
17. BDOCFPGDD: BD GDP IN REAL TERMS,POTENTIAL OUTPUT (AR) CONA(5)
18. BDI99BVRG: BD GDP VOLUME INDEX(1995=100) VOLA(5)
19. BDOCFRGDQ: BD RATIO OF POTENTIAL AND ACTUAL REAL GDP (AR) SADJ(1)
EMPLOYMENT & HOURS
20. BDOCFGVEO: BD EMPLOYMENT - GOVERNMENT (AR) VOLA(5)
21. BDOCFEMPO: BD EMPLOYMENT (AR) VOLA(5)
22. BDOCFEUFO: BD EMPLOYMENT FOR UNPAID FAMILY WORKERS (AR) VOLA(5)
23. BDOCFEMBO: BD EMPLOYMENT OF THE BUSINESS SECTOR (AR) VOLA(5)
24. BDOCFUNRQ: BD UNEMPLOYMENT RATE (AR) SADJ(1)
25. BDOUN015Q: BD UNEMP. RATE ALL PERSONS ALL AGES SADJ(1)
26. BDOCFNUNQ: BD NAIRU,UNEMPLMT.RATEWITH NON-ACCELERATING INFLATION (AR) SADJ(1)
27. BDOLC007E: BD HOURLY EARNINGS: MANUFACTURING SADJ(5)
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28. BDOCFTDEO: BD DEPENDENT EMPLOYMENT (AR) VOLA(5)
REAL RETAIL, MANUFACTURING & TRADE SALES
29. BDOCFESFB: BD BOP: EXPORTS OF SERVICES FACTOR INCOME(VALUE, US $) (AR) CURA(5)
30. BDOBP031B: BD BOP: GOODS - EXPORTS CURA(5)
31. BDOBP043B: BD BOP: GOODS - IMPORTS CURA(5)
32. BDOCFISFB: BD BOP: IMPORTS SERVICES FACTOR INCOME VALUE (US $) (AR) CURA(5)
33. BDI78ACDA: BD BOP: TRADE BALANCE CURN(2)
34. BDOCFPERG: BD EXPORT PERFORMANCE OF GOODS AND SERVICES, VOLUME (AR) VOLA(5)
35. BDQ76...F: BD EXPORT PRICES NADJ(5)
36. BDQ70..DA: BD EXPORTS (IN US$) CURN(5)
37. BDOCFEPCE: BD EXPORTS OF GOODS AND SERVICES - IPD (AR) SADJ(5)
38. BDOCFXGDB: BD EXPORTS OF GOODS AND SERVICES, VALUE, US DOLLARS (AR) CURA(5)
39. BDQ76.X.F: BD IMPORT PRICES NADJ(5)
40. BDOCFIPCE: BD IMPORTS OF GOODS & SERVICES - IPD (AR) SADJ(5)
41. BDOCFIGSD: BD IMPORTS OF GOODS& SERVICES (REAL) (AR) CONA(5)
42. BDOCFMGEB: BD IMPORTS OF GOODS AND SERVICES, VALUE, US DOLLARS (AR) CURA(5)
43. BDEA4001B: BD CURRENT ACCOUNT - FOREIGN TRADE CURA(5)
CONSUMPTION
44. BDOCFCGAB: BD GOVERNMENT CONSUMPTION (AR) CURA(5)
45. BDOCFGCXB: BD GOVERNMENT CONSUMPTION EXCLUDING WAGES (AR) CURA(5)
46. BDOCFDCNE: BD PRIVATE CONSUMPTION - IPD (AR) SADJ(5)
47. BDOCFGCWB: BD GOVERNMENT CONSUMPTION WAGES COMPONENT (AR) CURA(5)
48. BDOCFDGCE: BD GOVERNMENT FINAL CONSUMPTION EXPENDITURE DEFLATOR (AR) SADJ(5)
49. BDOCFDGWE: BD GOVERNMENT FINAL WAGE CONSUMPTION DEFLATOR (AR) SADJ(5)
WAGES & LABOR COST
50. BDOLC007H: BD WAGE EARNINGS -MANUFACTURING, HOURLY NADJ(5)
51. BDQ65..CE: BD WAGES & SALARIES PER MAN HOUR SADJ(5)
52. BDOCFWGSB: BD WAGES (AR) CURA(5)
EXCHANGE RATES
53. BDOCFEXEE: BD EFFECTIVE EXCHANGE RATE INDEX (AR) SADJ(5)
54. BDOCFEXRR: BD EXCHANGE RATE AGAINST THE US $ (AR) NADJ(5)
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55. BDQ..RECE: BD REAL EFFECTIVE EXCHANGE RATE INDEX - CPI BASED SADJ(5)
56. BDI65UM.F: BD REAL EFFECTIVE EXCH. RATE INDEX - UNIT LABOR COST BASED NADJ(5)
57. BDQ..NEUE: BD NOMINAL EFFECTIVE TRADE-WEIGHTED EXCHANGE RATE INDEX SADJ(5)
INTEREST RATES
58. BDOCFILTR: BD INTEREST RATE - LONG TERM (AR) NADJ(2)
59. BDOCFISTR: BD INTEREST RATE - SHORT TERM (AR) NADJ(2)
MONEY & CREDIT QUANTITY AGGREGATES
60. BDQ60BS.: BD INTERBANK MONEY RATE(1)
61. BDQ60B..: BD MONEY MARKET RATE ( FEDERAL FUNDS )(1)
62. BDPQ0041A: BD BIG BANKS LOANS - HOUSING LOANS CURN(5)
63. BDOBP027B: BD BOP: SERVICES -CREDIT CURA(5)
64. BDPQ1841A: BD MORTGAGE BANKS LOANS-HOUSING LOANS CURN(5)
65. BDPQ1241A: BD SAVINGS BANKS LOANS-HOUSING LOANS CURN(5)
66. BDPQL354A: BD CREDIT CO-OP BANK LENDING TO ENTERPRISES CURN(5)
67. BDPQ1641A: BD CREDIT COOPERATIVES LNS-HOUSING LOANS CURN(5)
68. BDQ.7A.DA: BD DEPOSIT MONEY BANKS: ASSETS CURN(5)
69. BDQ.7B.DA: BD DEPOSIT MONEY BANKS: LIABILITIES CURN(5)
PRICE INDICES
70. BDOCFPXTE: BD PRICE OF COMMODITY EXPORTS (AR) SADJ(5)
71. BDOCFPMNE: BD PRICE OF COMMODITY IMPORTS (AR) SADJ(5)
72. BDOCFPXAE: BD PRICE OF NON-COMMODITY EXPORTS OF GOODS & SERVICES (AR) SADJ(5)
73. BDOCFPNCE: BD PRICE OF NON-COMMODITY IMPORTS OF GOODS & SERVICES (AR) SADJ(5)
74. BDOCFPROG: BD PRODUCTIVITY INDEX (REAL GDP/TOTAL EMPLOYMENT) (AR) VOLA(5)
75. BDOCFRPEE: BD RELATIVE PRICE OF EXPORTED GOODS AND SERVICES (AR) SADJ(5)
76. BDOCFRPIE: BD RELATIVE PRICE OF IMPORTED GOODS AND SERVICES (AR) SADJ(5)
77. BDOCFRULE: BD RELATIVE UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ(5)
78. BDOCFULME: BD UNIT LABOUR COST INDEX - MANUFACTURING (AR) SADJ(5)
79. BDQ62...F: BD SHARE PRICE INDEX NADJ(5)
80. BDUQGC01F: BD CONSTRUCTION PRICE LEVEL - OVERALL NADJ(5)
81. BDOCFRLCG: BD LABOUR COST INDEX (REAL) (AR) VOLA(5)
BONDS
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82. BDQ61...: BD GOVT BOND YIELD - LONG TERM(2)
SURVEYS
83. BDEUSICUQ: BD INDUSTRY SURVEY:CAPACITY UTILISATION - GERMANY SADJ(5)
84. BDEUSICCQ: BD INDUSTRY SURVEY:CURRENT PRODUCTION CAPACITY - GERMANY SADJ(2)
TAXES, INVESTMENTS & CAPACITY UTILISATION
85. BDOBS076Q: BD BUS.TEND.SVY.: MFG. - CAPACITY UTILISATION JUDGMENT SADJ(5)
GENERAL
86. BDOCFGD%Q: BD CYCLICALLY ADJUSTEDGOVT.CURRENTDISBURSEMENTS AS %GDP(AR)(2)
87. BDOCFCR%Q: BD CYCLICALLY ADJUSTEDGOVT.CURRENT RECEIPTS-% POTENTIAL GDP(AR)(2)
88. BDOCFGA%Q: BD GENERAL GOVT. GROSS FINANCIAL ASSETS AS % OF GDP (AR) SADJ(5)
89. BDOCFGL%Q: BD GENERAL GOVT.GROSS FINANCIAL LIABILITIES AS % OF GDP(AR) SADJ(5)
90. BDOCFGU%Q: BD GOVERNMENT TOTAL DISBURSEMENTS AS % OF GDP (AR) SADJ(5)
91. BDOCFYRQQ: BD GOVERNMENT TOTAL RECEIPTS AS % OF GDP (AR) SADJ(5)
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ITALY DATA
REAL OUTPUT & INCOME
1. ITOCFESFB: IT BOP: EXPORTS OF SERVICES FACTOR INCOME(VALUE, US $) (AR)CURA(5)
2. ITI78AGDA: IT BOP: INCOME - CREDIT CURN(5)
3. ITESPICNG: IT INDUSTRIAL PRODUCTION - CONSTRUCTION VOLA(5)
4. ITESNNNPB: IT NET NATIONAL INCOME CURA(5)
5. ITOCFRDID: IT HOUSEHOLD DISPOSABLE INCOME (REAL) (AR)CONA(5)
ACTIVITY
6. ITOCFDGDE: IT GDP - IPD (AR) SADJ(5)
7. ITOCFGVOD: IT GDP (AT CONSTANT PURCHASING POWER PARITY) (AR)CONA(5)
8. ITOCFGPNB: IT GDP (NOMINAL) (AR) CURA(5)
9. ITOCFGDPD: IT GDP (REAL) (AR) CONA(5)
10. ITI99BIRH: IT GDP DEFLATOR VOLN(5)
11. ITOCFPGDD: IT GDP IN REAL TERMS,POTENTIAL OUTPUT (AR)CONA(5)
12. ITI99BVRG: IT GDP VOLUME INDEX(1995=100) VOLA(5)
13. ITOCFGL%Q: IT GENERAL GOVT.GROSS FINANCIAL LIABILITIES AS % OF GDP(AR)SADJ(5)
14. ITOCFNB%Q: IT GENERAL GOVT.NETFINANCIAL LIABILITIES(% NOMINAL GDP)(AR)(5)
EMPLOYMENT & HOURS
15. ITOCFTDEO: IT DEPENDENT EMPLOYMENT (AR) VOLA(5)
16. ITOCFEMPO: IT EMPLOYMENT (AR) VOLA(5)
17. ITESEMN.O: IT EMPLOYMENT (DOM.CONCEPT, NATL. ACCS. BASIS)VOLA(5)
18. ITOCFEMBO: IT EMPLOYMENT OF THE BUSINESS SECTOR (AR)VOLA(5)
19. ITOCFUNPO: IT UNEMPLOYMENT (AR) VOLA(5)
20. ITOCFUNRQ: IT UNEMPLOYMENT RATE (AR) SADJ(2)
21. ITOEM040G: IT CIVILIAN EMPLOYMENT VOLA(5)
22. ITOCFNUNQ: IT NAIRU,UNEMPLMT.RATEWITH NON-ACCELERATING INFLATION (AR)SADJ(1)
23. ITESNCMYQ: IT COMPENSATION OF EMPLOYEES (% CURRENT GDP)SADJ(5)
REAL RETAIL, MANUFACTURING & TRADE SALES
24. ITOCFEPCE: IT EXPORTS OF GOODS AND SERVICES - IPD (AR)SADJ(5)
CONSUMPTION
25. ITOCFPCND: IT PRIVATE CONSUMPTION EXPENDITURE (REAL) (AR)CONA(5)
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26. ITIPDGOVE: IT GOVERNMENT FINAL CONSUMPTION - IPD SADJ(5)
27. ITOCFGCND: IT PUBLIC CONSUMPTION EXPENDITURE (REAL) (AR)CONA(5)
WAGES & LABOR COST
28. ITESNWSPB: IT WAGES & SALARIES CURA(5)
29. ITESNWSYQ: IT WAGES & SALARIES(% CURRENT GDP) SADJ(5)
30. ITOCFWGSB: IT WAGES (AR) CURA(5)
31. ITOCFULME: IT UNIT LABOUR COST INDEX - MANUFACTURING (AR)SADJ(5)
32. ITOCFRULE: IT RELATIVE UNIT LABOUR COST INDEX - MANUFACTURING (AR)SADJ(5)
STOCK PRICES
33. ITOCFCSTD: IT CAPITAL STOCK OF BUSINESS SECTOR,REAL TERMS,EX.HOUSEBUILDING(5)
EXCHANGE RATES
34. ITOCFEXEE: IT EFFECTIVE EXCHANGE RATE INDEX (AR) SADJ(5)
35. ITQ..REUE: IT REAL EFFECTIVE EXCH.RATE INDEX-NORMALIZED LABOR COST BASED(5)
36. ITQ..NEUE: IT NOMINAL EFFECTIVE TRADE-WEIGHTED EXCHANGE RATE INDEX SADJ(5)
INTEREST RATES
37. ITOCFILTR: IT INTEREST RATE - LONG TERM (AR) NADJ(2)
MONEY & CREDIT QUANTITY AGGREGATES
38. ITQ60B.. : IT MONEY MARKET RATE ( FEDERAL FUNDS )(1)
PRICE INDICES
39. ITOCFPXTE: IT PRICE OF COMMODITY EXPORTS (AR) SADJ(5)
40. ITOCFPMNE: IT PRICE OF COMMODITY IMPORTS (AR) SADJ(5)
41. ITOCFPXAE: IT PRICE OF NON-COMMODITY EXPORTS OF GOODS & SERVICES (AR)SADJ(5)
42. ITOCFPNCE: IT PRICE OF NON-COMMODITY IMPORTS OF GOODS & SERVICES (AR)SADJ(5)
43. ITOCFPXXE: IT COMPETITORS’ PRICE OF NON-COMMODITYGOODS & SERVICES EXPORTS(AR)(5)
44. ITOCFPNSE: IT SHADOW PRICE OF NON-COMMODITY GOODS & SERVICES IMPORTS(AR)
BONDS
45. ITQ61...: IT GOVT BOND YIELD - LONG TERM(2)
46. ITQ61B..: IT GOVT BOND YIELD - MEDIUM TERM(2)
SURVEYS
47. ITEUSICUQ: IT INDUSTRY SURVEY:CAPACITY UTILISATION - ITALY SADJ(5)
TAXES, INVESTMENTS & CAPACITY UTILISATION
48. ITOCFPIND: IT PRIVATE FIXED INVESTMENT EXCL. STOCK BUILDING (REAL) (AR)CONA(5)
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49. ITOBS076Q: IT BUS.TEND.SVY.: MFG. - CAPACITY UTILISATION JUDGMENT SADJ(5)
GENERAL
50. ITOCFGD%Q: IT CYCLICALLY ADJUSTED GOVT.CURRENT DISBURSEMENTS AS % GDP(AR)(2)
51. ITOCFCR%Q: IT CYCLICALLY ADJUSTEDGOVT.CURRENT RECEIPTS-% POTENTIAL GDP(AR)(2)
52. ITOCFGU%Q: IT GOVERNMENT TOTAL DISBURSEMENTS AS % OF GDP (AR) SADJ(5)
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