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CONTINUOUS RANDOM WALKS AND
FRACTIONAL POWERS OF OPERATORS
MIRKO D’OVIDIO
Abstract. We derive a probabilistic representation for the Fourier symbols
of the generators of some stable processes.
1. Introduction and main results
The connection between fractional operator in space and diffusion with long
jumps has been pointed out by many researchers (see for example [1; 5; 7] and
the references therein). It is well known that the compound Poisson process is a
continuous time stochastic process with jumps which arrive, according to a Poisson
process, with specific probability law for the size. Our aim is to characterize the
jumps distribution in order to obtain singular limit measure characterizing frac-
tional powers of operators.
Let N(t), t > 0 be a Poisson process with rate λ > 0. Let Yj , 0 ≤ j ≤ n be n+1
i.i.d. random jumps such that Yj ∼ Y for all j, where the symbol ”∼” stands for
equality in law. It is well known that
(1.1) Zt =
N(t)∑
j=0
Yj − λtEY, t > 0
is the compensated Poisson process with generator
(1.2) (Af)(x) = λ
∫
R
(f(x+ y)− f(x)− yf ′(x)) νY (dy)
where νY : Ω ⊆ R 7→ [0, 1] is the density law of Y ∈ Ω. The latter is quite familiar
in the representation of the fractional power of the Laplacian. Indeed, the fractional
Laplace operator can be defined pointwise:
(1.3) − (−△)αf(x) =
∫
Rd
(
f(x+ y)− f(x)− y · ∇f(x)1(|y|≤1)
)Cd(α)dy
|y|2α+d
where Cd(α) is a constant depending on d and α ∈ (0, 1), f is a suitable test
function, C2 function with bounded second derivative for instance.
In this short paper, we construct continuous random walks with exponential
and Gaussian jumps driven by pseudo-differential operators with Fourier multiplier
Φγ(ξ) which converges to |ξ|β with β ∈ (0, 2) as γ → 0. In particular, we first
consider the random jump Y = γeX ∈ [γ,∞) where X ∼ Exp(α) and α, γ >
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0. We have that P{Y ∈ A} = ∫
A
νY (dy) with νY (y) = αγ
αy−α−11(y≥γ). By
”symmetrizing”, we get that
(1.4) ν∗Y (y) = q νY (−y)1(y≤−γ) + p νY (y)1(y≥γ)
is the density of Y ∗ = ǫ Y with Rademacher law
P{ǫ = +1} = p, P{ǫ = −1} = q
for the random variable ǫ where, we obviously assume that p + q = 1. For p = q,
formula (1.4) takes the form
(1.5) ν∗Y (y) =
1
2
νY (|y|) = αγ
α
2
|y|−α−11(|y|≥γ)
and Y ∗ is therefore written as
(1.6) Y ∗ =
{
γeX , with probability 1/2,
−γeX , with probability 1/2.
We write the corresponding compound Poisson process as follows
(1.7) A(t) =
N(t)∑
j=0
Y ∗j =
N(t)∑
j=0
ǫj Yj =
N(t)∑
j=0
ǫj γj e
Xj , t > 0
with Xj ∼ X , ǫj ∼ ǫ and γj = γ for all j = 0, 1, 2, . . .. We also assume that
all the random variables we are dealing with are taken to be independent, that is
Eǫǫj = Eǫjǫj′ = 0, ∀ j, j′ such that j 6= j′. Observe that, for all ε > 0, P{γeX <
ε} → P{eX < +∞} = 1 as γ → 0.
We recall that the symbol
d−→ stands for ”converges in distribution” and state
the following results.
Theorem 1. Let Hαj (t), t > 0, j = 1, 2 be two independent stable subordinators.
For given p, q ≥ 0 such that p+ q = 1, α ∈ (0, 1),
(1.8) A(t/γα)
d−−−→
γ→0
Hα1 (pt
∗)− Hα2 (qt∗)
with t∗ : t 7→ λΓ(1 − α)t and generator
(1.9) Af(x) = −λΓ(1− α)
(
p
dα
dxα
+ q
dα
d(−x)α
)
f(x).
The Weyl’s fractional derivatives appearing in (1.9) are defined as follows:
dαf
dxα
(x) =
1
Γ(1− α)
d
dx
∫ ∞
0
f(x− y)dy
yα
=
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x− y)) dy
yα+1
;
dαf
d(−x)α (x) =
−1
Γ(1− α)
d
dx
∫ ∞
0
f(x+ y)
dy
yα
=
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x+ y)) dy
yα+1
.
We consider ”good” functions f : R 7→ [0, 1] whereas, we obtain the Riemann-
Liouville derivatives (left-handed and right-handed respectively) by considering f :
R+ 7→ [0, 1] and f : R− 7→ [0, 1] respectively. In the integrals above, for example,
one can write f(z)1(z≥0) and f(z)1(z≤0) and obtain the operator governing the
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(totally) positively and negatively skewed stable process, that is q = 0 and p = 0
respectively in (1.9).
Remark 1. A stable subordinator is a one-dimensional non-decreasing Le´vy process
with E exp(−µHαt ) = exp(−tµα), α ∈ (0, 1). We observe that Hαj (0) = 0 for j = 1, 2
and therefore the process (1.8) converges (in distribution) to a totally positively (if
q = 0, P{ǫj = +1} = 1, ∀ j) or negatively (if p = 0, P{ǫj = −1} = 1, ∀ j) skewed
stable process. Furthermore, for a given process Xt, t > 0 we notice that Xθt runs
slower than Xt as well as θ is less that 1.
Theorem 2. Let Sβ(t), t > 0 be a symmetric stable process with β ∈ (0, 2). Then,
for p = q = 1/2, α ∈ (0, 2),
(1.10) A(t/γα)
d−−−→
γ→0
S
α(t∗)
with t∗ : t 7→ αλCt and generator
(1.11) Af(x) = −αλC d
αf
d|x|α (x)
where
(1.12) C =
1
2
∫
R
1− cos y
|y|α+1 dy.
We now introduce the reciprocal gamma random variable Eα, α > 0 with
P{Eα ∈ dx} = x−α−1Γ(α) e−1/xdx (the reciprocal gamma process has interesting con-
nections with stable subordinators and Bessel processes, see for example [3]). We
also consider the (normal) random vector Y ∼ N(0, σ2α), Y ∈ Rd, with random
variance σ2α ∼ γ2Eα for some γ > 0 and define the process
(1.13) A(t) =
N(t)∑
j=0
ǫjYj
where ǫj ∼ ǫ ∀ j, ǫ has Rademacher law as above, Yj ∼ Y ∀ j and Eǫjǫj′ = 0 for
all j, j′ such that j 6= j′. We notice that
P{N(0, σ2α) > x} ≤
1
x
∫ ∞
x
y
(∫ ∞
0
e−
y2
2s√
2s
P{σ2α ∈ ds}
)
dy ≈ γαx−2α
and therefore, for large x,
P{N(0, σ2α) ∈ dx}/dx ≈ 2αγαx−2α−1.
After some calculations we explicitly write the law of Y ∈ Rd as follows
(1.14) νY(y) =
Γ(α+ d2 )
π
d
2 Γ(α)
γα
(|y|2 + γ)α+ d2
, y ∈ Rd.
We are now ready to present the next result.
Theorem 3. Let Sβ(t) ∈ Rd, t > 0 be an isotropic stable process with β ∈ (0, 2).
Then, for α ∈ (0, 1),
(1.15) A(t/γα)
d−−−→
γ→0
S
2α(t∗)
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with t∗ : t 7→ λ Γ(α+ d2 )
π
d
2 Γ(α)
Ct and infinitesimal generator
(1.16) Af(x) = −λΓ(α+
d
2 )
π
d
2 Γ(α)
C(−△)αf(x)
where
(1.17) C =
∫
Rd
1− cos y1
|y|2α+d dy.
2. Compensated Poisson and fractional Laplace operator
Let us consider the Le´vy process Ft, t > 0, with associated Feller semigroup
Tt f(x) = Ef(Ft−x) solving ∂tu = Au, u0 = f . The operator A is the infinitesimal
generator of Ft, t > 0 and the following representation holds
(2.1) (Af)(x) = − 1
(2π)d
∫
Rd
e−iξ·xΦ(ξ)f̂(ξ)dξ
for all functions in the domain
(2.2) D(A) =
{
f ∈ L2(Rd,dx) :
∫
Rd
Φ(ξ)|f̂(ξ)|2dξ <∞
}
where f̂(ξ) =
∫
Rd
eiξ·xf(x)dx is the Fourier transform of f , Φ(·) is continuous and
negative definite. We say that Tt is a pseudo-differential operator with symbol
exp(−tΦ) and, Φ is the Fourier multiplier (or Fourier symbol) of A, (̂Af)(ξ) =
−Φ(ξ)f̂(ξ). Furthermore (as in [4]), we write
(2.3) − ∂t Eeiξ·Ft
∣∣∣
t=0
= Φ(ξ).
It is well known that, for Φ(ξ) = |ξ|α, formula (2.1) gives us the fractional power
of the Laplace operator which can be also expressed as
−(−△)αf(x) =Cd(α) p.v.
∫
Rd
f(y)− f(x)
|x− y|2α+d dy
=Cd(α) p.v.
∫
R
f(x+ y)− f(x)
|y|2α+d dy(2.4)
where ”p.v.” stands for the ”principal value” of the singular integrals above near
the origin. For α ∈ (0, 1), the fractional Laplace operator can be defined, for f ∈ S
(the space of rapidely decaying C∞ functions), as follows
−(−△)αf(x) =Cd(α)
2
∫
Rd
f(x+ y) + f(x− y) − 2f(x)
|x− y|2α+d dy
=
Cd(α)
2
∫
Rd
f(x+ y) + f(x− y) − 2f(x)
|y|2α+d dy, ∀x ∈ R
d.(2.5)
This representation comes out by considering straightforward calculations and re-
moves the singularity at the origin ([2]). Indeed, from the second order Taylor
expansion of the smooth function f (f ∈ S ) we obtain
(2.6)
f(x+ y) + f(x− y)− 2f(x)
|y|2α+d ≤
‖D2f‖L∞
|y|2α+d−2
which is integrable near the origin provided that α ∈ (0, 1). The constant Cd(α)
must be considered in order to obtain ̂(−△)αf(·)(ξ) = |ξ|αf̂(ξ).
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Remark 2. Let Hαt , t > 0 be a stable subordinator. The generator of FHαt , t > 0
is given by the beautiful formula
(2.7) − (−A)αf(x) = α
Γ(1− α)
∫ ∞
0
(
Ts f(x)− f(x)
) ds
sα+1
for all f ∈ S (Ts = esA is the Feller semigroup of Ft, t > 0).
Formula (1.2) can be obtained by considering the following characteristic func-
tion
EeiξZt =E
N(t)∏
j=0
eiξYj e−iξαtEY
=E
(
EeiξY
)N(t)
e−iξαtEY
=exp
(
λtE
(
eiξY − 1− iξY )).
Therefore, we get that
∂t Ee
iξZt
∣∣∣
t=0
= λE(eiξY − 1− iξY ) = λ
∫
R
(eiξy − 1− iξy)νY (dy) = −Φ(ξ).
If Yj ∼ Y are symmetric random variables such that EYj = EY = 0 for all j =
1, 2, . . ., than νY (y) = νY (−y) and
(2.8)
∫
R
yf ′(x) νY (dy) = f
′(x)
∫
R\Br
y νY (dy) + f
′(x)
∫
Br
y νY (dy) = 0
where we also include those density law νY (·) for which (2.8) holds as principal
value. If (2.8) holds true, then formula (1.2) takes the form
(Af)(x) = λ
∫
R
(f(x+ y)− f(x)) νY (dy)
and the integral converges depending on νY (·). If we choose νY (dy) = 2α|y|−2α−1dy
for instance, then the integral must be understood in the principal value sense and
we get the fractional Laplace operator as formula (2.4) entails.
3. Proof of Theorem 1
The characteristic function of (1.7) is written as follows
E exp
iξ N(t)∑
j=0
ǫj Yj
 =E (EeiξǫY )N(t)
=exp
(
λt(EeiξǫY − 1))
=exp
(
λt
(
pEeiξY + qEe−iξY − (p+ q)
))
=exp
(
λt
(
p(EeiξY − 1) + q(Ee−iξY − 1)
))
.
From this, we immediately get
E exp (iξA(t/γα)) = exp
(
λt
γα
(
p(EeiξY − 1) + q(Ee−iξY − 1)
))
.
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We recall that the Le´vy symbol of a stable subordinator is a mapping from R 7→ C
which takes the form
(3.1) − (−iξ)α = α
Γ(1− α)
∫ ∞
0
(
eiξy − 1) dy
yα+1
for α ∈ (0, 1). The Fourier symbol (depending on γ) of the characteristic function
of A(t/γα) is therefore given by
Φγ(ξ) =− ∂t E exp (iξA(t/γα))
∣∣∣∣∣
t=0
=− λ
γα
(
p
∫ ∞
0
(eiξy − 1)νY (dy) + q
∫ ∞
0
(e−iξy − 1)νY (dy)
)
=− λp
∫ ∞
γ
(eiξy − 1) αdy
yα+1
− λq
∫
γ
(e−iξy − 1) αdy
yα+1
.
For γ → 0 we obtain
Φγ(ξ)→ Φ(ξ) =λΓ(1− α)
(
p(−iξ)α + q(iξ)α
)
, α ∈ (0, 1)(3.2)
and, from (2.1) we arrive at
(3.3) Af(x) = −λΓ(1− α)
(
p
dα
dxα
+ q
dα
d(−x)α
)
f(x).
The fact that the Le´vy process (1.8) has infinitesimal generator (1.9) comes directly
from the characteristic function
E exp
(
iξHα1 (pt
∗)− iξHα2 (qt∗)
)
= exp (−t∗p(−iξ)α − t∗q(iξ)α)
where t∗ = λΓ(1− α)t > 0. Thus, we get that
−∂tE exp
(
iξHα1 (pt
∗)− iξHα2 (qt∗)
)∣∣∣
t=0
= λΓ(1− α)
(
p(−iξ)α + q(iξ)α
)
which coincides with Φ(ξ) in (3.2).
In the last calculations we have used the fact that
EeiξH
α(t) = exp (−t(−iξ)α) = exp
(
−t|ξ|αe−ipiα2 ξ|ξ|
)
, ξ ∈ R, t ≥ 0
and thus,
Ee−iξH
α(t) = exp
(
−t|ξ|αeipiα2 ξ|ξ|
)
= exp (−t(iξ)α) .
The Fourier transforms of the Weyl’s fractional derivatives, for α ∈ (0, 1), are given
by ([6])
(3.4)
∫
R
eiξx
dα
d(±x)α f(x)dx = (∓iξ)
αf̂(ξ), f ∈ L1(R).
4. Proof of Theorem 2
For p = q = 1/2 and α ∈ (0, 2) we obtain that
Φγ(ξ) =− ∂t E exp (iξA(t/γα))
∣∣∣∣∣
t=0
=− λ
2γα
(EeiξY + Ee−iξY − 2)
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=− λ
2γα
∫ ∞
0
(
eiξy + e−iξy − 2) νY (dy)
=− λ
γα
∫
R
(cos(ξy)− 1) ν∗Y (dy)
where, we recall that
ν∗Y (y) =
αγα
2
|y|−α−11(|y|≥γ).
We explicitly have that
Φγ(ξ) =− λ
γα
∫
R
(cos(ξy)− 1) ν∗Y (dy)
=− αλ
2
∫
R\Bγ
(cos(ξy)− 1) |y|−α−1dy.
By taking the limit for γ → 0, we obtain
(4.1) Φγ(ξ)→ Φ(ξ) = −αλ
2
∫
R
(cos(ξy)− 1) |y|−α−1dy = αλC|ξ|α
where, due to the fact that (cos(y)− 1) |y|−α−1 ≤ y2|y|−α−1 by Taylor expansion
near the origin, we obtain that
0 < C =
1
2
∫
R
(1− cos(y)) |y|−α−1dy <∞
and |ξ|α is the Fourier multiplier of the infinitesimal generator of a stable symmetric
process. Indeed, for the symmetric stable process Sβ(t), t > 0, β ∈ (0, 2), we have
that
−∂t EeiξS
β(t)
∣∣∣
t=0
= |ξ|β
and (2.1) holds with
(4.2) Af(x) = − d
βf
d|x|β (x) = −
σ
2
(
dβf
dxβ
(x) +
dβf
d(−x)β (x)
)
where σ = (cos πβ/2)−1. The Fourier symbol of the Riesz operator (4.2) is written
as (see formula (3.4))∫
R
eiξx
dβf
d|x|β (x)dx =
σ
2
(
(−iξ)β + (iξ)β) f̂(ξ) = |ξ|β f̂(ξ).
Therefore, from (4.1), we conclude that
N(t/γα)∑
j=0
Y ∗j
γ→0−→ Sα(t∗)
in distribution, where
EeiξS
α(t∗) = exp (−t∗|ξ|α)
and t∗ = αλCt, t > 0. Furthermore, the generator of Sα(t∗) with α ∈ (0, 2) is
−αλC d
αf
d|x|α (x) = −
1
2π
∫
R
e−iξxΦ(ξ)f̂(ξ)dξ.
We notice that, for α ∈ (0, 1), the constant αλC equals
αλ
2
∫
R
(1− cos(y)) |y|−α−1dy =2
∫ ∞
0
(1− cos(y)) dy
yα+1
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=
αλ
2
∫ ∞
0
(2 − eei
pi
2 y − ee−i
pi
2 y)
dy
yα+1
=
αλ
2
∫ ∞
0
(1 − eei
pi
2 y)
dy
yα+1
+
∫ ∞
0
(1− ee−i
pi
2 y)
dy
yα+1
=
λΓ(1 − α)
2
(
ei
piα
2 + e−i
piα
2
)
=λΓ(1 − α) cos πα
2
> 0, α ∈ (0, 1)
where we have used (3.1).
5. Proof of Theorem 3
We have that
Eeiξ·A(t) =E
N(t)∏
j=0
Eeiǫjξ·Yj = E
(
Eeiǫξ·Y
)N(t)
where we used the fact that Yj ∼ Y for all j. Therefore, we obtain that
Eeiξ·A(t) =exp
(
λt(Eeiǫξ·Y − 1))
=exp
(
λt
2
(Eeiξ·Y + Ee−iξ·Y − 2)
)
(5.1)
and Y ∼ νY, see formula (1.14). The Fourier symbol corresponding to the charac-
teristic function (5.1) is given by
−∂t Eeiξ·A(t)
∣∣∣∣∣
t=0
=− λ
2
∫
Rd
(eiξ·y + e−iξ·y − 2)νY(dy)
=− λ
∫
Rd
(
cos ξ · y − 1
) γα Γ(α + d2 )
π
d
2 Γ(α) (|y|2 + γ)α+ d2
dy.
and therefore, for the process (1.15), we get that
−∂t Eeiξ·A(t/γ
α)
∣∣∣∣∣
t=0
= −λ
∫
Rd
(
cos ξ · y − 1
) Γ(α+ d2 )
π
d
2 Γ(α) (|y|2 + γ)α+ d2
dy = Φγ(ξ).
The limit for γ → 0 leads to the Fourier symbol
(5.2) lim
γ→0
Φγ(ξ) = −λ
Γ(α+ d2 )
π
d
2 Γ(α)
∫
Rd
(
cos ξ · y − 1
) dy
|y|2α+d = λ
Γ(α+ d2 )
π
d
2 Γ(α)
C |ξ|2α
where
(5.3) C =
∫
Rd
1− cos y1
|y|2α+d dy.
The interested reader can find in [2] a detailed computation of the integrals in (5.2)
and (5.3). Finally, we observe that
−∂t Eeiξ·A(t/γ
α)
∣∣∣∣∣
t=0
=− λ
2γα
∫
Rd
(eiξ·y + e−iξ·y − 2)νY(dy) = Φγ(ξ)
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converges, for γ → 0, to the Fourier symbol
Φ(ξ) = −λ
2
Γ(α+ d2 )
π
d
2 Γ(α)
∫
Rd
(eiξ·y + e−iξ·y − 2) dy|y|2α+d .
By applying formula (2.1), we get
Af(x) =λΓ(α +
d
2 )
π
d
2 Γ(α)
C
Cd(α)
2
∫
Rd
(
f(x+ y) + f(x− y) − 2f(x)
) dy
|y|2α+d
=− λΓ(α+
d
2 )
π
d
2 Γ(α)
C(−△)αf(x)
where
Cd(α) =
(∫
Rd
1− cos y1
|y|2α+d dy
)−1
which is the generator of the isotropic stable process S2α(t∗) with
t∗ = λ
Γ(α + d2 )
π
d
2 Γ(α)
Ct, t > 0.
References
[1] L. Beghin, C. Macci. Alternative forms of compound fractional Poisson pro-
cesses. Abstr. Appl. Anal. In press.
[2] E. Di Nezza, G. Palatucci, E. Valdinoci. Hitchhikers guide to the fractional
Sobolev spaces. Bull. sci. Math., 2011.
[3] M. D’Ovidio. From Sturm-Liouville problems to fractional and anomalous dif-
fusions. Stoch. Proc. Appl. 122:3513 – 3544, 2012.
[4] N. Jacob. Characteristic Functions and Symbols in the Theory of Feller Pro-
cesses. Potential Anal. 8:61 – 68, 1998. DOI:10.1023/A:1017983112289
[5] M.M. Meerschaert, A. Sikorskii. Stochastic Models for Fractional Calculus, De
Gruyter, Berlin, 2012.
[6] S.G. Samko, A. A. Kilbas and O. I. Marichev. Fractional Integrals and Deriva-
tives: Theory and Applications. Jan van Mill, Gordon and Breach, Newark, N.
J., 1993.
[7] E. Valdinoci. From the long jump random walk to the fractional Laplacian.
Bol. Soc. Esp. Mat. Apl. 49: 33–44, 2009.
Dipartimento di Scienze di Base e Applicate per l’Ingegneria, Sapienza University of
Rome, A. Scarpa 10 - 00161, Rome, Italy
E-mail address: mirko.dovidio@uniroma1.it
