Dynamic Control of Magnetically Trapped Indirect Excitons by Using
  External Magnetic Bias by Abdelrahman, Ahmed M. & Ham, Byoung S.
Dynamic Control of Magnetically Trapped Indirect Excitons by Using External Magnetic Bias 
Ahmed M. Abdelrahman and Byoung S. Ham* 
 Photon Information Processing Center, School of Electrical Engineering, 
 Inha University, Incheon 402-751, South Korea 
* bham@inha.ac.kr  
 
Abstract 
We demonstrate an on demand spatial control of excitonic magnetic lattices for the potential 
applications of excitonic-based quantum optical devices. A two dimensional magnetic lattice of 
indirect excitons can form a transition to one dimensional lattice configuration under the 
influence of external magnetic bias fields. The transition is identified by measuring the spatial 
distribution of two dimensional photoluminance for several values of the external magnetic bias 
fields. The number of the trapped excitons is found to increase between sites along a 
perpendicular direction exhibiting two to one dimensional lattice transition. This work may apply 
for various controllable quantum simulations, such as superfluid-Mott-insulators, in quantum 
optical devices.  
PACS number (s): 71.35.Ji, 52.55.Jd, 52.55.Lf 
 
Introduction 
Trapping of excitonic quasi-particles in solid state medium using electric or magnetic 
fields has recently become an active field of interest in the area of semiconductor physics. 
The two trapping mechanisms are rapidly gaining credits for their promises to underlie basic 
concepts of condensed matter systems. For example, it is now possible to create one and two 
dimensional lattice-like configurations of electrically trapped indirect excitons (bound state of 
electron-holes) in a system of coupled quantum wells (CQWs)1-3. Electrostatic traps were 
observed in cold excitonic gases, whose advantages are extending the lifetime of the trapped 
excitonic particles as well as allowing to observe the direct emission of their spontaneous 
coherence of the trapped indirect excitons4. In such approach the gate voltage controls the 
exciton’s energy, where the applied electric field perpendicular to the growth direction of the 
CQWs shifts the energy of the created indirect excitons5. Moreover, the spatial distribution of 
the electric fields can configure a profile of confining potential for the excitonoic particles5-7. 
Accordingly, the electrical variable trapping field and its configurability made it possible to 
create in situ gate control for manipulating the trapped excitonic particles on a time scale that 
is shorter than their lifetimes8. 
On the other hand, magnetic field confinement has emerged recently as an alternative 
stable trapping mechanism that can be used to confine excitonic particles in solid mediums9-13. 
After its successful implementation in an atomic medium, magnetic traps have shown 
extremely stable trapping and a long coherence lifetime of the trapped particles14. These 
magnetic traps can also be configured to shape one and two dimensional magnetic lattices of 
the trapped particles13,14,16. The impeded magnetic trapping fields in semiconductors can be 
realized by integrating a fabricated permanent magnetic material, such as a form of magnetic 
thin film, with a system of CQWs12-13. The magnetic thin film can then be patterned 
according to a desirable spatial distribution of the magnetic trapping potentials. Similar to 
electrical traps, the shape and depth of the magnetic traps can be controlled by using external 
magnetic bias fields.  
In this approach, excitonic particles are created in CQWs and trapped by magnetic 
fields representing two dimensional magnetic lattices of indirect excitons. This approach can 
be adopted to simulate condensed matter systems where strongly correlated systems such as 
the transition of superfluid-Mott-insulator (SF-MI) can be achieved17. In this article, we 
demonstrate a dimensional active control of the magnetic lattice configuration of indirect 
excitons by applying external magnetic bias fields.  
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Emphasizing the fact that the current approach is suitable to simulate condensed 
matter systems, one can consider the magnetic confining field to act as the potential confining 
fields between ions, and the magnetically trapped excitonic particles play the role of electrons. 
In such a model the parameters are tunable without crystal-like disorders. The magnetic 
confinement approach can be applied to accommodate a strongly correlated system such as 
the transition of superfluid-Mott-insulator (MI) proposed by Jaksch et al.17 and achieved in 
atomic medium by Greiner et al. 24-26. Moreover, the preparation of the lattice in a MI state is 
a crucial step towards an efficient quantum register, where entanglement between the 
magnetically trapped excitons can be achieved by controlled collision using external 
magnetic bias fields27. 
 
Conclusion 
A dimensional active control of a magnetic lattice of excitonic particles was 
demonstrated. Magnetically trapped indirect excitons in a two dimensional lattice 
configuration can be controlled to transit into a one dimensional magnetic lattice of excitons 
with applied external magnetic bias fields. The dimentional transition is identified by 
measuring the spatial distribution of the 2D PL intensity for several values of the external 
bias fields where the number of the trapped excitons increases in the valley between sites, at a 
certain direction, exhibiting a 1D lattice configuration. In the current experiment, although 
the trapped excitonic gases were not sufficiently cooled to excitonic condensates (namely 
Bose-Einstein condensation of excitons), the observed transition can be interpreted in terms 
of self-trapped excitonic clouds to intra-sites superfluidity transition. 
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