Abstract
Introduction
The modern world of scientific computing has increasingly turned to larger and larger supercomputing clusters in order to meet the community's ever-growing need for more capable computers. As codes scale in complexity and the demand for computational resources increases, the compute clusters available to the community have grown, too, and have begun to demonstrate significant challenges in large energy consumption and high levels of power dissipation. To combat this trend, the current generation of compute cluster designers have become 1-4244- [4] . The interconnection network, in this work a three-dimensional torus, is responsible for efficiently distributing and collecting data across the nodes. It is responsible for providing high bandwidth, low-latency communication, and many possible network energy optimizations come at an unacceptable cost in terms of one of those two performance metrics. [7] . These patterns give the system ample opportunity to reactively disable and predictively re-enable links without causing significant performance loss at the application level [7] . We Figure 1 , the variances in opportunity are experimentally small. Therefore, we focus our results on specific sets of nodes. 
Current energy optimizations in clusters are focused on reducing the energy used per bit of computation in the actual processing nodes-the processors, memory, and other associated hardware used to compute results with available data. This trend largely has ignored the approximately 37% of energy budget that is consumed in a cluster by its interconnection network

In this work, we consider a technique that has been explored in other application domains and apply this to several common kernels that are used in many scientific computing applications. Link shutdown, the practice of electrically disabling and re-enabling network links through software controls during the run time of an application, is a tested method of saving significant energy in interconnection networks where networks can be shown to have predictable or bursty traffic patterns
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Source and Validity of Traces
Traces for this work were provided by handwritten MPI codes executed on a small BlueGene/L installation at Argonne national Labs. Codes were written specifically to perform minimal calculation between communications, thereby minimizing the opportunity for the application layer to artificially increase the potential for link shutdown. We experimentally collected traces for all-to-one reduce and all-to-all scatter operations for a wide variety of specifications. By varying message sizes from 8 KiB to 128 KiB, we loaded the network differently to provide a good cross section of behavior. For this work, however, we chose to focus on 32 KiB traces. As the message sizes increase, the trend shows even more profound opportunities for link shutdown. Additionally, we explored sinking to various torus nodes for reduce, but because toruses are always self-similar from the view of any node, the sink node does not matter significantly for any algorithm that involves all-to-one or all-to-all communication. As shown in
Results and Analysis
Scatter Results
Scatter was chosen for this work because it heavily loads the network by distributing data from each node to each other node. At the end of an all-to-all scatter operation, all nodes contain all of the data sent from every node. This has the effect of minimizing the LS opportunities given that it is a wellstructured algorithm. Of the collective communication primitives, all-to-all scatter is among the most link-using. The intention of this was to provide a worst-case collective communication demonstration.
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Reduce Results
In addition to all-to-all scatter, we investigated all-to-one reduce for this work. All-to-one reduce collects a reduction of data that is spread across the network into a single sink node. Each node reduces the data sent to it by its downstream nodes, such that a node will produce only a single message to its upstream neighbor. This has the effect of loading the network less heavily than almost any other collective communication primitive, because the data is not only being sent to a single node instead of distributed, it is being condensed at each hop. This provides an example of a highly exploitable collective communication operation, as opposed to scatter, which was chosen for its less exploitable behavior.
For Figure 3 , and meant for comparison with those in Figure 2 .
In noting that the all-to-one reduce operation reaches a minimum at a higher opportunity than all-to-all scatter, we can see a general trend that all-to-one operations tend to make much less use of the network, and therefore provide more significant opportunities for link shutdown. [6] .
Link Shutdown Implementations
Unfortunately, simply finding the opportunities for link shutdown will not, in itself, save energy. Instead, a practical system must implement link shutdown and wake-up in a way that preserves system efficiency while effectively utilizing the opportunities presented. Thankfully, on/off links may be used in conjunction with application level support to simply enable and disable links non-predictively, when it is known that the application will not need them. This has the potential to achieve very high efficiencies with minimal latency cost, but requires applications to be conscious of their link usage [7] .
In 
