This paper presents a connection handoff interface between the operating system and the network interface. Using this interface, the operating system can offload a subset of TCP connections in the system to the network interface, while the remaining connections are processed on the host CPU. Offloading can reduce computation and memory bandwidth requirements for packet processing on the host CPU. However, full TCP offloading may degrade system performance because finite processing and memory resources on the network interface limit the amount of packet processing and the number of connections. Using handoff, the operating system controls the number of offloaded connections in order to fully utilize the network interface without overloading it. Handoff is transparent to the application, and the operating system may choose to offload connections to the network interface or reclaim them from the interface at any time. A prototype system based on the modified FreeBSD operating system shows that handoff reduces the number of instructions and cache misses on the host CPU. As a result, the number of CPU cycles spent processing each packet decreases by 16-84%. Simulation results show handoff can improve web server throughput (SEPCweb99) by 15%, despite short-lived connections.
INTRODUCTION
Main memory accesses have been a long-standing bottleneck in TCP processing. Data touching operations such as data copy and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. checksum calculations were identified as a bottleneck early on [2] . On a modern computer, processing each TCP packet requires about 3100 instructions, but more than half of those instructions involve data memory accesses. Techniques like zero-copy I/O and checksum offload have reduced processing time by eliminating expensive memory accesses to packet data [3, 7, 16] . Now, memory accesses to connection data structures are becoming a bottleneck in TCP packet processing. As the number of connections increases, connection structures start to overwhelm the CPU caches, causing main memory accesses that take over two hundred CPU cycles. For instance, on an Athlon-based system, processing a TCP packet takes 10358 cycles when a single connection is used. Zero-copy I/O and checksum offload reduce the number to 4295. However, when 1024 connections are used, the time increases again to 7374 cycles, showing that main memory accesses to connection data structures are expensive.
TCP offload schemes can reduce memory accesses to connection data structures by offloading connections to the network interface card (NIC) and running the network stack on the NIC. However, the typical approach (full TCP offload) in which all packet processing is performed on the NIC has several drawbacks. Because the NIC has limited computation and memory resources, it can degrade rather than improve system performance. Saturating a full-duplex 10 Gb/s link using TCP packets requires about 8 billion operations per second, which is likely to exceed the available computational capacity of a NIC without resorting to specialized, inflexible hardware. Likewise, memory is limited on the NIC which will place hard limits on the number of connections that the NIC can support. Running TCP on the NIC also complicates the existing software architecture of the network stack, since the operating system and the NIC now need to cooperatively manage global resources like port numbers and IP routes [12] .
Connection handoff has previously been suggested as a possible alternative to full offload [11] . This paper introduces an actual design and implementation of a connection handoff interface between the operating system and the NIC that can achieve the benefits of TCP offload while avoiding the drawbacks. Using the handoff interface, the operating system offloads established connections to the NIC, as appropriate. Once a connection is offloaded, the NIC processes TCP packets for that connection, and the operating system switches the protocol for that connection from TCP to a stateless bypass protocol that simply forwards application requests to send or receive data to the NIC. The operating system can also reclaim a connection from the NIC, if necessary. Thus, the operating system retains complete control over the networking subsystem and can control the division of work between the NIC and host CPU. The proposed connection handoff interface also allows the NIC to decide to return a connection to the operating system. When the Thousand cycles per packet System Call TCP IP Ethernet Driver Total F   5546   537  444  1144  1182   3903   1659  1629  1582   2754  3245  3167   834   4125   460  473  485  548  883  831  827  869  859  875  1436  1256  982  1372  1603  1675   10358   8378   4295   6612 NIC runs low on resources, it can move connections back to the operating system to avoid performance losses. The operating system can easily opt to reduce the number of connections on the NIC or not to use offload entirely. With handoff, the NIC does not need to make routing decisions or allocate port numbers because established connections already have correct routes and ports. A prototype is built using a modified version of the FreeBSD operating system and a programmable Gigabit Ethernet controller. Experimental results show that handoff reduces L2 cache misses as well as instructions in the host network stack. Consequently, the number of cycles spent in the host network stack for each packet decreases by 16-84%. Moreover, the volume of message traffic across the local I/O interconnect also decreases with handoff. Currently, the prototype is limited by the slow programmable controller. Full-system simulations of a system with a faster controller show that these reductions improve SPECweb99 web server throughput by 15%, even though the workload comprises many small files and short-lived connections. The modifications to the operating system are confined within the network stack below the socket layer. Other operating systems that employ BSD based network stacks should be able to support the handoff interface without much difficulty.
The rest of the paper is organized as follows. Section 2 describes performance issues of TCP/IP packet processing on modern processors. Section 3 describes a connection handoff interface between the operating system and the NIC. Section 4 describes the experimental setup, and Section 5 presents results. Section 6 discusses related work, and Section 7 draws conclusions.
NETWORK STACK PERFORMANCE
Most layers of the network stack, including the IP, Ethernet, and device driver layers, perform simple tasks. The TCP layer is more complex because it maintains connection states in memory and provides reliability. Despite its complexity, the number of instructions required to process a TCP packet can be fairly low [2] . Rather, it is expensive main memory accesses that dominate packet processing time. Figure 1 illustrates the impact of such main memory accesses.
The execution profiles of the network stack shown in the figure are collected using an instrumented FreeBSD 4.7 network stack running on a machine with a Gigabit Ethernet NIC and a single AMD Athlon XP 2600+ processor that runs at 2.1GHz and has 256KB of L2 cache. The profiles show the number of processor cycles, instructions, micro-operations, and data memory accesses per TCP packet in each layer of the network stack for several configurations denoted by A-F. A-E are generated by a microbenchmark program that sends maximum-sized (1460 byte) TCP segments at 100 Mb/s to another machine evenly across a number of connections. Zerocopy and Checksum offload indicate whether the system call layer performs data copy and whether the stack calculates checksums, respectively. Also, dummynet [21] is used to control packet delays. 0ms latency means that dummynet is not used. F is generated by SPECweb99 with 256 clients (connections). Each client sends both static and dynamic requests to the Flash web server [15] and maintains a fixed bandwidth of 400 Kb/s. Static HTTP response data is sent through zero-copy I/O while other data is copied between the user and kernel memory spaces. For each configuration, the left stacked bar shows the number of processor cycles, while the right stacked bar shows the number of micro-operations. The processor cycles are further divided into two bars. The lower bar shows the number of cycles required to execute the instructions assuming that each instruction takes exactly one cycle to execute, thus it equals the number of instructions. The upper bar shows the rest of the cycles. The micro-operations are also divided into two bars. The lower bar shows the number of data memory accesses, and the upper bar shows the rest of the operations.
As configuration C in Figure 1 shows, by using zero-copy I/O and checksum offload, the network stack only executes about 3000 instructions (4600 micro-operations) in order to process a packet. Theoretically, this operation rate is not a serious constraint for the host CPU, as 10Gb/s of bidirectional TCP throughput using maximum-sized packets could be achieved with a processor capable of about 8 billion operations per second. However, almost 50% of the micro-operations are data memory accesses. Typical integer applications have much less frequent memory accesses. For exam-need to retransmit the data. In (5), the data is acknowledged by the client. The NIC first drops the address and length pairs corresponding to the acknowledged bytes and uses ch os ack to tell the operating system to drop the same number of bytes from its send socket buffer.
In (6), the client closes the connection. In the BSD stack, this changes the socket state to note that the socket cannot receive any more data. The NIC tells the operating system of the state change using ch os ctrl. In practice, at this point, the NIC may want to transfer the connection back to the operating system, using ch os restore, in order to free up resources for active connections on the NIC. However, this is not required, and the following steps would occur if the NIC maintains control of the connection. In (7), the application closes the connection through the close system call. The operating system alerts the NIC of the user close using ch nic ctrl. The NIC changes its socket state accordingly and initiates the connection teardown. In (8) , when the connection is finally de-allocated, the NIC tells the operating system to de-allocate its connection using ch os ctrl. At this point, the connection ceases to exist.
EXPERIMENTAL METHODOLOGY

Prototype
A prototype was built using a uniprocessor system and a programmable Gigabit Ethernet NIC (3Com 710024). The system has a single AMD Athlon XP 2600+ CPU (2.1GHz clock rate and 256KB of L2 cache) and runs a modified FreeBSD 4.7 that supports connection handoff. The NIC is based on the Alteon Tigon controller, which was designed in 1997. The Tigon includes two simplified 88MHz MIPS cores and hardware that interfaces with the Ethernet wire and the PCI bus. The NIC also has 1MB SRAM. This NIC is used for the prototype because it is the only programmable Ethernet NIC for which full documentation on the hardware architecture, software architecture, and firmware download mechanisms is publicly available. The NIC firmware implements the TCP/IP stack and all the features of the handoff interface discussed in Section 3.3 except for zero-copy receive and ch nic restore. Also, ch os restore can only restore connections that enter the TIME WAIT state, and ch nic handoff does not handle connections with non-empty socket buffers.
All modifications to the operating system are isolated within the network stack and the device driver. The handoff interface functions are implemented in the driver, and the bypass layer is added to the network stack. The TCP layer now tries to handoff connections both when they are established (detected in the tcp input function) and when the application accepts established connections (detected in the tcp usr accept function). The device driver keeps track of the available resources on the NIC and may reject handoff or other types of requests when resources become scarce. Once a connection is offloaded to the NIC, the operating system switches the connection's protocol to bypass by modifying a field in the socket structure that points to the table of functions exported by the protocol (struct protosw). Requests from the socket layer are then forwarded to the bypass layer instead of the TCP layer. As discussed previously, the IP queue may have packets destined to connections that have just been offloaded. Currently, they are forwarded to the NIC. The NIC's TCP/IP stack is based on the stack implementation of FreeBSD 4.7. The TCP layer itself has trivial modifications that enable interactions with the handoff interface. All the functions run on one MIPS core. The other core is used for profiling purposes. The instructions require about 160KB of storage. of the 1MB are used for dynamic memory allocations and Ethernet transmit and receive buffers. The firmware currently allows for a maximum of 256 TCP connections. Currently, the maximum TCP throughput over an offloaded connection is only about 110Mb/s (using 1460B TCP segments) on the prototype system. The MIPS core is fully saturated and is the bottleneck. Even if the firmware is parallelized across the two cores on the controller, the maximum throughput would increase to around 200Mb/s. A simulator that models a controller similar to Tigon reveals that it needs to sustain about 450 million instructions per second to achieve full-duplex Gigabit bandwidth, whereas Tigon has a theoretical peak rate of only 176 million instructions per second. The actual instruction rate achieved on Tigon is much lower than the theoretical peak, as will be shown later.
Simulation
A full-system simulator, Simics [8] , is used to to measure the impact of a faster NIC with more memory than the one used in the prototype. Simics is functional but allows external modules to enforce timing. For the purposes of this paper, it has been extended with a memory system simulator that models caches and DRAM and the NIC simulator mentioned above. The CPU core itself remains functional and is configured to execute one x86 instruction per cycle unless there are memory stalls. The MIPS core of the NIC simulator is set to execute 450 million instructions per second at all times. Also, it models 16MB of local memory, so the firmware is configured to handle up to 8192 connections. Except these differences in configuration, the simulator executes the same firmware and the host operating system as those used in the actual prototype. However, the local I/O interconnect is not modeled. The simulator configuration is summarized in Table 1 . The cache configuration is similar to that of AMD Athlon XP 2600+. The DRAM simulator is cycle accurate and models both the memory controller and DRAM [20] . It also models contention for resources, latencies, and bandwidth. With handoff, the number of L2 cache misses drops down to near zero since all 256 connections reside on the NIC, and the memory footprint size becomes smaller than the L2 cache. When 512 connections are used, half the connections are offloaded onto the NIC, and handoff now reduces cycles by 36%, not as much as when all connections are offloaded. As the number of connections increases to 1024, and only 256 are offloaded, the benefits from handoff further decrease, as expected, to a 16% reduction in processor cycles. Overall, the bypass layer introduces less than 140 instructions and has negligible impact on the memory footprint size, as shown by the number of L2 cache misses. With handoff, even the device driver requires fewer instructions and cycles, showing that the handoff interface can be implemented efficiently. Using multiple NICs can help increase the total number of offloaded connections. OS 0//NIC1 256//NIC2 256 shows the profile when 512 connections are offloaded onto two NICs, 256 on each. When compared against OS 256//NIC 256, two NICs can further reduce cache misses and cycles than one NIC. The use of multiple NICs has little impact on the number of instructions executed or cycles spent in the device driver and the bypass layer because their memory footprint size is largely fixed. This shows that the handoff interface works transparently across multiple NICs, and that the system may gain performance by adding additional NICs to the system. Finally, the profiles for SPECweb99 show similar trends as the microbenchmark. With handoff, instructions and L2 cache misses both decrease, leading to about 54% drop in the number of processor cycles spent to process a packet. Without handoff, packet headers as well as payloads must be transferred across the local I/O interconnect, such as the PCI bus. With handoff, only payloads are transferred, thereby reducing bus traffic. The device driver and the NIC must also transfer command messages in order to inform each other of new events (for example, there are packets to be sent or received packets). One may believe that handoff increases the volume of message traffic since it employs many types of command messages. However, it can actually decrease the volume of message traffic. Figure 8 shows the number of messages per TCP packet transferred across the PCI bus. ch nic post is not implemented as a message and is not shown. The device driver maintains a ring of buffer descriptors for free buffers using a consumer index and a producer index. A buffer descriptor contains the physical address and length of a buffer. The device driver allocates main memory buffers, sets up the descriptors, and simply writes the producer index into a NIC register through programmed I/O. The NIC then fetches the descriptors through DMA. The same mechanism is used with and without handoff, so comparison is unnecessary. Receive and transmit descriptors are 32B and 16B, respectively. All of the handoff messages are 16B, except for ch nic handoff, ch nic restore, and ch os restore. These messages need a minimum of 16B, followed by a variable number of bytes depending on the socket state. For instance, ch nic handoff currently requires at least 96B of data if the send socket buffer is empty at the time of handoff. If not, it would need to transfer more information about the socket buffer.
EXPERIMENTAL RESULTS
Prototype
In Figure 8 , the bars labeled TCP send show the number of messages while the microbenchmark program sends 1460B TCP segments across 256 connections. Without handoff, the host TCP creates a buffer for TCP/IP/Ethernet headers, separate from the packet data. Since they are non-contiguous in physical memory, each sent packet needs two transmit descriptors, one for the header buffer and another for the packet data. The headers and packet data of a received packet are stored contiguously on the NIC, so transferring it requires only one receive descriptor. There are almost equal numbers of sent and received packets in this experiment, explaining about 1 transmit descriptor per packet and 0. onto the NIC using 256 ch nic handoff messages. Since the host operating system no longer creates headers, each 1460B message sent just needs one ch nic send. The socket layer is unaware of the maximum transmission unit. When sending a large amount of data, the host only needs ch nic send per 4KB page. In contrast, TCP requires at least one transmit descriptor for each 1460B packet. The NIC coalesces multiple ACKs, which explains why there are far fewer ch os ack messages than there are ACK packets received. The bars labeled SPECweb show the number of messages while SPECweb99 emulates 64 clients. There are both sends and receives, as well as connection establishments and teardowns. Handoff still exchanges far fewer messages across the bus. As mentioned above, handoff command messages are smaller or have the same size as transmit and receive, so handoff actually reduces the volume of message traffic as well as the number of messages. Freimuth et al. recently reported similar findings that offload can reduce traffic on the local I/O interconnect [4] . Reduced message traffic can lead to reduced interrupt rates as well. However, interrupt rates can be misleading because interrupt coalescing factors arbitrarily affect the interrupt rates. Thus, they are not analyzed in this paper. Finally, The NIC executes about 3100 instructions to process one packet. This number is close to the number of instructions executed on the host CPU without handoff. Table 2 shows the profile of the firmware. TCP and IP/Eth. account for the TCP, IP, and Ethernet layers. Handoff is the firmware's handoff interface that communicates with the device driver. Other includes all the other tasks performed by the firmware such as transmit or receive of Ethernet frames.
Simulation
The prototype shows that handoff can substantially reduce the number of processor cycles, instructions, and cache misses required for packet processing on the host CPU. However, the NIC is currently the bottleneck in the system because the outdated Tigon controller lacks the necessary compute power. Figure 9 shows the profiles of the host network stack running on the simulated machine with a faster NIC that can sustain 450 million instructions per second. The profiles were taken on the server while running SPECweb99 benchmark with 1024 connections. The caches are warmed up during the first 400000 packets, and the profiles are collected during the next 200000 packets. The left two bars in each group show the profiles when the default SPECweb configuration is used. By default, there are both dynamic and static content requests. Without handoff, the web server achieves 192Mb/s of HTTP throughput. With handoff, all connections are offloaded to the NIC. As expected, handoff reduces the number of instructions, cache misses, and cycles in the TCP layer. The SPECweb99 workload consists of many short lived connections as well as CGI processing for generating dynamic content. Dynamic content in particular leads to data copies by the system call layer, which explains a high number of cache misses. The system spends about 17% fewer cycles per packet with handoff. Consequently, HTTP throughput improves by about 15% to 222Mb/s. The right two bars in each group show the profiles when only static content requests are used. Since generating static content responses requires much less work than dynamic content responses, the server's throughput improves, and the server now spends more time executing the network stack. Without handoff, HTTP throughput is 307Mb/s. Handoff now reduces cycles by about 31% and improves throughput by 27% to 391Mb/s, close to the maximum 410Mb/s achievable using 1024 connections at 400Kb/s per connection. This result indicates that by using a more capable NIC than the prototype, real machines should be able to see improved performance with handoff.
RELATED WORK
Makineni and Iyer analyzed execution profiles of a real machine for various TCP workloads. They show that cache misses can significantly affect the network stack performance [9] . However, they ignore the impact of a large number of connections and communication latencies that servers experience and consequently do not investigate their negative impact on performance. Nahum et al. reported that caches have a big impact on packet processing time spent in the network stack [13] . They show that larger, higher associativity caches reduce processing time, and that the protocol processing time would scale with the processor performance as long as the caches provide the data necessary for protocol processing. However, as the number of connections increases, the cache size would have to grow proportionally to store the connections.
Several studies evaluated the impact of moving TCP processing to a dedicated processor [18, 19, 23] . Rangarajan et al. developed TCP servers [18] . This design, based on the Split-OS concept proposed by the same authors [1] , splits TCP and the rest of the operating system and lets a dedicated processor or a dedicated system execute TCP. They report various performance gains for web workloads. This approach amounts to full offload since TCP and the rest of processing are partitioned into two components. So, it suffers from the same drawbacks outlined in Section 3. Others have proposed TCP onloading (as opposed to offload to the NIC), in which a general-purpose processor in a multi-processor system is dedicated for TCP processing [19] . They report various potential performance gains and emphasize that the use of a dedicated processor can eliminate interrupts by simply polling the NIC. Despite its name, this technique is essentially full offload to another processor in the system, rather than the NIC. Westrelin et al. also used a multiprocessor system in which one processor is dedicated to executing TCP, like TCP onloading, and show a significant improvement in microbenchmark performance [23] .
Freimuth et al. recently showed that full offload reduces traffic on the local interconnect [4] . They used two machines for evaluations, one acting as the NIC and the other as the host CPU. A central insight is that with offload, the NIC and the operating system communicate at a higher level than the conventional network interface, which gives opportunities for optimizations. The results in Section 5 show that handoff also reduces local interconnect traffic.
Hoskote et al. built a prototype programmable network controller that can receive and send TCP packets at 10Gb/s rate [6] . This result is encouraging in that specialized programmable architectures can process TCP efficiently. However, their protocol implementation is incomplete, and the testbed does not include the host operating system. There are several commercial NICs that provide the operating system with TCP offload. The hardware typically includes one or more specialized programmable processors for executing protocols and off-chip memory for storing data including connections and packets. These NICs implement full TCP offload, and thus suffer from the limitations outlined in Section 3.
Microsoft recently proposed to implement a driver API for offload NICs in the next generation Windows operating system [10] . This API, a part of the Chimney Offload architecture, is an interface between the network stack and the device driver based on connection handoff. Functions provided by the network stack and the device driver are very similar to those described in Section 3. The design presented in this paper is developed independently, and the performance analysis given in this paper is new. The Sun Microsystems Solaris 10 operating system is expected to implement a driver API for offload in the future as well.
TCP connection handoff techniques have been used in various systems. Pai et al. used a connection handoff mechanism in their request distribution system for a cluster of web servers [14] . In this system, a client first establishes a TCP connection to the front-end request distributor, and then the distributor hands off the connection to an appropriate back-end server. Another technique uses back-end servers to locate the appropriate server for a request and to initiate connection handoff, rather than the front-end switch [17] . Handoff can also be used to provide fault tolerance to long-lived connections by replicating connection states among redundant servers [22] .
CONCLUSION
Main memory access, not computation, is the major bottleneck in TCP processing. Several techniques, such as zero-copy I/O and checksum offload, are widely utilized to eliminate accesses to packet data. However, main memory accesses to connection data structures are now becoming a significant performance bottleneck in TCP packet processing. When a large number of connections saturate the processor caches, accesses to those connection data structures incur the full main memory latency. Offloading TCP processing to the NIC can relieve the memory pressure on the host CPU, while the NIC can access connection data structures within its fast local memory to quickly process packets. However, limited computation and memory resources on the NIC, as well as software architecture issues involved with running TCP on the NIC, pose serious challenges. The limited computation and memory resources on the NIC would slow the entire system down if the NIC is required to handle too many connections, while global resource management issues like port allocation and IP routing complicate the implementation of TCP offloading. Thus, the typical full TCP offload in which all TCP processing occurs on the NIC is not a viable solution.
The connection handoff interface presented in this paper aims to achieve the benefits of offload while avoiding its drawbacks. Using this interface, the operating system can handoff established connections to the NIC and also restore them to the operating system, as necessary. Thus, the operating system retains full control over the work done on the NIC and can avoid the performance issues of full TCP offload. Handoff also simplifies the implementation because established connections already have correct port numbers and IP routes. A prototype built using a modified FreeBSD operating system is able to reduce the total cycles spent in the host network stack by 16-84% per packet by reducing both the number of instructions executed and the number of cache misses. Furthermore, the simulated throughput of SPECweb99 increases by 15% with handoff. This improvement, despite the prevalence of short packets and short-lived connections, indicates that handoff can improve overall system performance. The combination of a prototype implementation and a simulation study validates that while the outdated Tigon is unable to support line rate with connection handoff firmware, it would be practical to build a network interface that is able to do so in modern process technologies. Thus, connection handoff can be used to exploit the network interface to accelerate packet processing, without requiring unreasonable resources on the network interface.
