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Abstract
Let S be a collection of geometric objects in 3, and let P be another geometric object in 3. The free
configuration space of P with respect to S is the set of all possible placements of P so that P does not intersect
the set S. Finding combinatorial and computational bounds for the computation of the free configuration space is
a currently active area of research in computational geometry. We show in this paper that the free configuration
space of a convex polyhedron P freely translating over a polyhedral terrain having a convex projection T can be
computed in O(nm+k+ t) time in the worst case, wherem and n are the number of faces of P and T , respectively,
k denotes the size of the output and t is a parameter whose value could be, at most, O(n2m logn).
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let S be a collection of geometric objects in 3, and let P be another geometric object in 3. The
free configuration space F(P,S) of P with respect to S is the set of all possible placements of P so
that (the interior of ) P does not intersect (the interior of ) the set S. In this paper we study the problem
of efficiently computing the free configuration space when P is a convex polyhedron that can freely
translate and S is a fixed polyhedral terrain with a convex projection. We also discuss the combinatorial
complexity of F .
The notion of free configuration space and the definition of Minkowski sum are closely intertwined.
Let A and B be two arbitrary sets of points in d space. The Minkowski addition of A and B , denoted
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Table 1
Some results about Minkowski sum
P Q Comb. complex. Time complexity Reference
convex convex O(m+ n) O(m+ n) [7]
convex monotone O(mn) O(mn) [11]
convex simple O(mn) O(mn logmn) [4,14]
starshaped starshaped O(mnα(min(m,n))) O(mn logmn) [10,18]
monotone simple O(mn2) O((mn+ k) logmn), [11]
2D k =O(mn2)
simple simple O(m2n2) O(m logm+ n logn+ [14]
s + (s + k) log s+
k(m+ n) log(m+ n)),
k: O(m2n2),
s: O(mn)
O(m2n2) [22]
convex convex O(mn) O(mn) [8]
3D convex k convex O(nk log k) randomized algorithm: [1]
polyhedra n: total complex. O(nk log k logn)
individual sums
by A⊕B , is defined as the set {a+b | a ∈A,b ∈ B}, where “+” means vector sum. It is well known that
the Minkowski addition of A and −B , A⊕−B , where −B represents the set symmetric with respect
to the origin of B , coincides with the set of translations at which B intersects A. Thus, F(B,A) is
the complement of A⊕−B . Algorithms or bounds in the combinatorial complexity of A⊕ B readily
transforms into algorithms or bounds on F(A,B), hence in the sequel we will concentrate in the study
of the efficient computation of the Minkowski sum of a convex polyhedron P and a polyhedral terrain T
with convex projection.
There are a number of known results on combinatorial bounds as well as time bounds for the
computation of Minkowski addition, motivated by interest in motion planning problems. For results in
two dimensions see [6,7,10,14–16]. For results in three dimensions see [1,2,9,13]. We summarize some
of those results in Table 1.
We show in this paper that the free configuration space of a convex polyhedron P freely translating
over a polyhedral terrain T having a convex projection can be computed in O(nm+ k + t) time where
m and n are the number of faces of P and T , respectively, k denotes the size of the output and t is a
parameter whose value could be, at most, O(n2m logn). The results in [1], developed for a more general
class of objects, can be adapted to find an algorithm with expected time O(n2m log2 n). No result is
exhibited, however, for the complexity in the worst case. Thus our algorithm is more efficient by at least
a logn factor.
The combinatorial complexity of P ⊕ T is shown to be O(n2m logn), and we provide a construction
with size (n2α(n)) where m is constant.
Beyond the theoretical aspects, the results in this paper could be interesting for applications related
to motion planning problems where an object moves over a terrain, e.g., game development, flight
simulations, etc.
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This paper is organized as follows. In Sections 2 and 3 we give some general definitions and properties.
In Section 4 we present the algorithm and some results that explain its correctness. In Section 5 we discuss
its time complexity. Finally, we discuss some extensions in Section 6.
2. Preliminaries
A polygonal chain, or simply a chain, C = (u1, u2, . . . , un) is a planar straight-line graph with the
vertex set {u1, u2, . . . , un} and the edge set {(ui, ui+1), i = 1, . . . , n− 1}. C is said to be monotone with
respect to a straight line  if any line orthogonal to  intersects C at no more than one point.
A simple polygon, i.e., with no holes and nonintersecting edges, is considered to be monotone if the
boundary can be decomposed into two chains that are monotone with respect to the same line .
A polyhedral terrain is defined as a polyhedral region in three dimensions whose intersection with
any vertical line is one ray (possibly empty) infinite downwards, and such that the projection on the XY
plane yields a convex polygon. We assume that the faces are triangulated and that, except for the vertical
“walls” around the terrain, no other vertical face exists. See Fig. 1.
A set S in n is called polygonally connected if for any two points a and b in S there is a continuous
function f : [0,1] → S such that
(1) f (0)= a and f (1)= b.
(2) For distinct points x, y ∈ (0,1), f (x) = f (y).
(3) The image of [0,1] under f is the union of a finite number of line segments.
If f (0) = f (1), the image of [0,1] under f is called a polygonal arc joining a and b.
Let tu(P ), (P )minx , (P )maxx and δ(P ) denote the translation by vector u, the x-coordinate of a
leftmost vertex, the x-coordinate of a rightmost vertex and the boundary of polygon (polygonal region)
or polyhedron (polyhedral region) P , respectively. When u is a point, we will use the notation tu(P ) to
mean the translation of P by the vector from the origin to the point u.
Fig. 1. A polyhedral terrain.
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Given a collection of continuous functions fi :→, 1  i  t , their lower envelope is defined as
the pointwise minima of the fi’s (the upper envelope is defined, similarly, as the pointwise maxima).
The combinatorial complexity of a polyhedron (or polyhedral region) is the total number of its faces
of all dimensions, i.e., the total number of vertices, edges and polygonal faces.
3. Some general properties
In the sequel P is a convex polyhedron and T is a polyhedral terrain. Without loss of generality we
assume that the origin of the coordinate system is an interior point of P . We start by mentioning the
following Proposition whose proof is immediate from the definition of Minkowski sum.
Proposition 3.1. Let A and B be sets of points in 3 where B is the result of the union of the sets
B1, . . . ,Bk. Then A⊕B =A⊕ (⋃ki=1 Bi)=⋃ki=1(A⊕Bi).
The following proposition involves the combinatorial and computational complexities of the
Minkowski sum of two convex polyhedra. For proofs and other details see [2,8,20].
Proposition 3.2. Let Q1 be a convex polyhedron with m edges and let Q2 be a second convex polyhedron
with n edges. The output size of the Minkowski sum has an asymptotic bound of O(nm) and it is tight
in the worst case, i.e., Q1 ⊕Q2 may have anywhere from n+m to (nm) vertices. There is an output
sensitive algorithm that computes the sum in O(n+m+K) time, where K is the number of vertices in
the sum.
The next theorem characterizes the structure of the Minkowski sum of a convex polyhedron and a
polyhedral terrain.
Theorem 3.3. P ⊕ T is a polyhedral terrain.
Proof.
Let us see first that the intersection of a vertical line with P ⊕ T is a ray infinite downwards:
Let IAt be the intersection of the polyhedral region A and the plane parallel to XZ plane through x = t .
Notice that when IPt = ∅, IPt is a convex polygon in 3, and that when I Tt = ∅, I Tt is a (open) monotone
polygon in 3. Take any s0 in the interval [(P ⊕ T )minx, (P ⊕ T )maxx]. Observe that IP⊕Ts0 is the union
of sets IPt ⊕ I Ts0−t , i.e.,
IP⊕Ts0 =
⋃
t∈I
I Pt ⊕ I Ts0−t ,
where I = [max{Pminx, s0 − Tmaxx},min{Pmaxx, s0 − Tminx}].
The Minkowski sum of a convex polygon and a monotone polygon in two dimensions is a monotone
polygon (see [11]), therefore IP⊕Ts0 is the union of monotone, infinite downwards polygons, each at x = t
and parallel to the XZ plane. The intersection of any vertical line with IP⊕Ts0 is then the union of rays
infinite downwards.
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For the second part of the proof, just notice that the projection of P ⊕T coincides with the Minkowski
sum of the projections of P and T , that is, it is the Minkowski sum of two convex polygons, which is
again a convex polygon (see [7]). ✷
4. The algorithm
Let t1, t2, . . . , tn be the faces (triangles) that form the upper envelope of the terrain T . Consider the
semi-infinite tetrahedra Ti resulting from extending each ti downwards to z=−∞.
We mentioned earlier that it is possible to compute P ⊕ T by using a result given in [1]. The result
states that, if B is a convex polyhedron translating in 3-space amidst k convex polyhedral obstacles
A1, . . . ,Ak , then a randomized algorithm exists which constructs the configuration space in expected
time O(Nk log2 k). N denotes the total complexity of the individual Minkowski sums Ai ⊕ (−B). No
result is exhibited, however, for the complexity in the worst case. By taking the Ti’s described above as
the Ai ’s, we obtain then an algorithm with expected time O(n2m log2 n). This is so, because P ⊕Ti has a
combinatorial complexity of O(m) (see Table 1). However, with this approach we are not making full use
of the particular characteristics of our input. We shall show an algorithm that exhibits a time complexity
in the worst case that is smaller than the complexity in the expected case given above.
Let π be a permutation of the subscripts {1, . . . , n}. From Proposition 3.1 we have that
P ⊕
(
j⋃
i=1
Tπ(i)
)
=
j⋃
i=1
(P ⊕ Tπ(i))= (P ⊕ Tπ(j))∪
(
j−1⋃
i=1
P ⊕ Tπ(i)
)
.
This allows us to use an incremental algorithm to compute P ⊕ T : Compute first P ⊕ Tπ(1); construct
then P ⊕ Tπ(2) and find the union; construct P ⊕ Tπ(3) and add it to the already computed union, and so
on. Let us express this through pseudo-code:
Algorithm A.
/∗ P ⊕ T is computed here ∗/
{
Partition T into tetrahedra T1, . . . , Tn;
sum= P ⊕ Tπ(1);
For(j = 2; j <= n; j ++)
sum= sum ∪ (P ⊕ Tπ(j));
}
The point here to obtain an efficient algorithm is the order, given by the permutation π , in which the
tetrahedra are chosen. The idea is to select π(j) so that the projection on the XY plane of ⋃ji=1 Tπ(i) is
a monotone polygon. With this, the intersection between δ(P ⊕ Tπ(j)) and δ(⋃j−1i=1 P ⊕ Tπ(i)) is simple
enough to allow the computation of their union efficiently.
Theorem 4.1. If in the algorithm above, π(j) is chosen so that the projection on the XY plane of⋃j
i=1 Tπ(i) is a monotone polygon (with respect to some line ), then δ(P ⊕ Tπ(j)) ∩ δ(
⋃j−1
i=1 P ⊕ Tπ(i))
is a polygonal arc.
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Proof. The first step in the proof is to see that (P ⊕Tπ(j))∩ δ(⋃j−1i=1 P ⊕Tπ(i)) is polygonally connected.
Suppose to the contrary that it is disconnected, i.e., it consists of, at least, two disjoint regions C1 and C2.
Let U1 and U2 be the sets of points in 3 U1 = {u | u ∈ Tπ(j), tu(P ) ∩ C1 = ∅} and U2 = {u | u ∈
Tπ(j), tu(P )∩ C2 = ∅}. Take u ∈U1 and v ∈U2.
Let R∗ denote the projection on XY plane of any 3 region R.
Let us first see that the projection on XY plane of P ⊕⋃ji=1 Tπ(i) is a monotone polygon. We can
easily prove that(
P ⊕
j⋃
i=1
Tπ(i)
)∗
= P ∗ ⊕
(
j⋃
i=1
Tπ(i)
)∗
.
Therefore (P ⊕∪ji=1Tπ(i))∗ is monotone because P ∗ is a convex polygon and the Minkowski sum of a
convex polygon and a monotone one is monotone.
Let us show now that the projection on XY plane of (P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) is connected.
Using elementary properties of vector addition and of set operations, we can prove that[
(P ⊕ Tπ(j))∩
(
j−1⋃
i=1
P ⊕ Tπ(i)
)]∗
= (P ⊕ Tπ(j))∗ ∩
(
j−1⋃
i=1
P ⊕ Tπ(i)
)∗
that is, the projection on XY plane of (P ⊕ Tπ(j))∩ (⋃j−1i=1 P ⊕ Tπ(i)) is the intersection of two polygons
in the XY plane. If this intersection is not connected, then (P ⊕ Tπ(j))∗ ∪ (⋃j−1i=1 P ⊕ Tπ(i))∗ must have
holes in its interior. But is also easy to see that
(P ⊕ Tπ(j))∗ ∪
(
j−1⋃
i=1
P ⊕ Tπ(i)
)∗
=
(
P ⊕
j⋃
i=1
Tπ(i)
)∗
and we already know that (P ⊕∪ji=1Tπ(i))∗ is a monotone polygon so it does not have holes.
We will show now that there exists a connected set S ⊂ Tπ(j) containing u and v such that for any
point w, w ∈ S, tw(P )∩ ((P ⊕ Tπ(j))∩ (⋃j−1i=1 P ⊕ Tπ(i))) = ∅.
Since the projection of (P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) is connected and that both (P ⊕ Tπ(j)) and
(
⋃j−1
i=1 P ⊕ Tπ(i)) are polyhedral terrains, (P ⊕ Tπ(j)) ∩ (
⋃j−1
i=1 P ⊕ Tπ(i)) is simply connected. Now it
is not difficult to see that such a set S exists: starting at translation vector u, imagine P translating in
such a way that (1) intersects (P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) and (2) the translation vector describes a
trajectory in Tπ(j) (the set S) until v is reached.
Take an arbitrary w ∈ S. Since w is not an interior point of ⋃j−1i=1 Tπ(i), tw(P ) cannot be contained by⋃j−1
i=1 P ⊕ Tπ(i), thus it must intersect its boundary. As this happens for every point in SC1 and C2 cannot
be disconnected sets. Contradiction!
The second step in the proof is to demonstrate that δ(P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) is polygonally
connected, what can be done with similar arguments as before.
In the third step we prove that δ(P ⊕ Tπ(j))∩ δ(⋃j−1i=1 P ⊕ Tπ(i)) is polygonally connected.
Consider x, y ∈ δ(P ⊕Tπ(j))∩δ(⋃j−1i=1 P ⊕Tπ(i)), x = y. Then x, y ∈ δ(P ⊕Tπ(j))∩ (⋃j−1i=1 P ⊕Tπ(i)).
Since δ(P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) is polygonally connected, there exists a polygonal arc s1 in
δ(P ⊕ Tπ(j)) ∩ (⋃j−1i=1 P ⊕ Tπ(i)) connecting x and y. Similarly, there exists a polygonal arc s2 in
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(P ⊕ Tπ(j))∩ δ(⋃j−1i=1 P ⊕ Tπ(i)) connecting x and y. Consider the region R of 3 formed by the regions
of the surfaces of δ(P ⊕Tπ(j))∩ (⋃j−1i=1 P ⊕Tπ(i)) and (P ⊕Tπ(j))∩ δ(⋃j−1i=1 P ⊕Tπ(i)) limited by s1 and
s2. Clearly, x and y are not polygonally connected only if R, and hence (P ⊕ Tπ(j))∩ (⋃j−1i=1 P ⊕ Tπ(i)),
is not simply connected.
As the final step of the proof, notice that the degree of each vertex in δ(P ⊕Tπ(j))∩ δ(⋃j−1i=1 P ⊕Tπ(i))
must be at most 2, otherwise with a small perturbation in T a δ(P ⊕ Tπ(j))∩ δ(⋃j−1i=1 P ⊕ Tπ(i)) which is
not connected would be obtained.
It follows from the above discussion that δ(P ⊕ Tπ(j))∩ δ(⋃j−1i=1 P ⊕ Tπ(i)) is a polygonal arc. ✷
For Theorem 4.1 to be applied, the projection of⋃ji=1 Tπ(i) must be a monotone polygon with respect
to some line . So the next question to be answered is whether such a permutation π always exists. The
answer is yes. A method is described in [17,21] for the point-location problem in planar subdivisions,
where efficient searching is achieved by decomposing the subdivision into monotone polygons. We
borrow from there the following definitions:
Definition 4.2. Let G be a planar straight-line graph. Let C = {C1, . . . ,Cr} be a set of chains monotone
with respect to the same line , such that the union of the members of C contains G and for any two
chains Ci and Cj , the vertices of Ci which are not vertices of Cj lie on the same side of Cj . C is referred
to as a monotone complete set of chains of G.
Definition 4.3. Let G be a planar straight-line graph with vertex set {v1, . . . , vN } where the vertices are
indexed so that i < j if and only if either y(vi) < y(vj ) or, if y(vi)= y(vj ), then x(vi) > x(vj ). A vertex
vj is said to be regular if there are integers i < j < k such that (vi, vj ) and (vj , vk) are edges of G. G is
said to be regular if each vj is regular for 1< j <N .
It is known that if G is a regular planar straight-line graph then it admits a monotone complete set
of chains. It is easy to see that the projection of ⋃ji=1 Tπ(i) on XY plane is a regular graph. Thus the
monotone chains that form it are ordered with respect to a line perpendicular to . See Fig. 2. Consecutive
pairs of these chains form monotone polygons, also ordered. Now it is simple to see how to define the
permutation π : if  is, say, the Y axis, then the permutation is constructed by sweeping the edges top-
bottom, visiting each monotone polygon to add its triangles in some order, say, left-right, to the ordering.
Time to identify the monotone complete set of chains, and hence to construct the ordering, is linear in the
number of edges of the subdivision, i.e., the projection. The number of edges in the projection is upper
bounded by the number of edges of the terrain T . In summary,
Theorem 4.4. There exists an ordering π of the tetrahedra T1, . . . , Tn such that the projection on XY
plane of ⋃ji=1 Tπ(i), for all j , 1 j  n, is a monotone polygon with respect to a fixed line . The time
for its construction is /(n).
One step remains to be solved in Algorithm A: construction of (P ⊕ Tπ(j))∪ (⋃j−1i=1 P ⊕ Tπ(i)). Let
• ρ be δ(P ⊕ Tπ(j))∩ δ(⋃j−1i=1 P ⊕ Tπ(i)),• FR be the set of faces of P ⊕ Tπ(j) that contribute some edge to ρ,
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Fig. 2. Finding an ordering for the triangles that form the projection of ⋃j
i=1 Tπ(i).
• FB be the set of faces of⋃j−1i=1 P ⊕ Tπ(i) that contribute some edge to ρ.
Now let us see how to construct (P ⊕ Tπ(j)) ∪ (⋃j−1i=1 P ⊕ Tπ(i)). What it is behind an efficient
incremental algorithm for our Minkowski sum problem is to try to visit just the elements (faces, edges and
vertices) contributing new elements to the union, using linear time in the new elements. The algorithm
below first constructs the polygonal arc ρ, then constructs the section of (P ⊕ Tπ(j))∪ (⋃j−1i=1 P ⊕ Tπ(i))
exactly formed by the faces adjacent to ρ and finally constructs ⋃ji=1 Tπ(i) by using P ⊕ Tπ(j),⋃j−1
i=1 P ⊕ Tπ(i) and the section just created.
First find an arbitrary edge e of ρ. This edge would be the result of the intersection of one face
in δ(P ⊕ Tπ(j)) and one face in δ(⋃j−1i=1 P ⊕ Tπ(i)). Using these faces as starting points, travel around
δ(P ⊕ Tπ(j)) and δ(⋃j−1i=1 P ⊕ Tπ(i)) to find the whole polygonal arc. Travelling is done by moving to the
faces in FR and FB which are adjacent to the previous ones and that contribute an edge adjacent to e. We
assume that the polyhedra are represented in some reasonable way, e.g., a DCEL.
A triangular face f in FR (respectively FB ) can be cut by faces in FB (respectively FR), originating
a number of simple polygons that form a partition of f . The next step of the algorithm is then to
attach to ρ the visible portions, i.e., the polygons that belong to the upper envelope, of the faces in FR .
Then the algorithm attaches the visible portions from FB . Finally, it updates the structures representing⋃j−1
i=1 P ⊕Tπ(i) and P ⊕Tπ(j) by deleting the unseen parts and adding the section just created. In pseudo-
code:
Algorithm B.
/∗ (P ⊕ Tπ(j))∪ (⋃j−1i=1 P ⊕ Tπ(i)) is constructed here ∗/{
1. Compute ρ;
2. For each face f ∈ FR find the set of polygons (visible portions) associated to it and triangulate
them;
3. For each face g ∈ FB find the set of polygons (visible portions) associated to it and triangulate
them;
4. Delete from P ⊕ Tπ(j) and ⋃j−1i=1 P ⊕ Tπ(i):
T. Asano et al. / Computational Geometry 23 (2002) 257–269 265
– vertices: invisible ones
– edges: those incident to invisible vertices and those crossed by ρ
– faces: those ∈ FR , ∈ FB and those which are invisible;
5. Link properly what it is left from P ⊕ Tπ(j) and ⋃j−1i=1 P ⊕ Tπ(i) with the sets of triangles obtained
in steps 2 and 3.
}
Notice that triangulations of the polygons are done in steps 2 and 3 so that we keep working with
triangles through the next runnings of Algorithm B.
5. Complexity analysis
We start analyzing Algorithm B.
Clearly, step 1 can be done in time proportional to the size of ρ.
As we have pointed out, in step 2 a triangular face t in FR can be cut by faces in FB , originating a
number of simple polygons. Our problem is to find the polygons for all faces in FR efficiently, i.e., in
time which is linear in the size of ρ. Notice that the polygonal arc ρ, as it is computed, might enter and
leave each face t several times. Thus our problem is closely related to the so-called problem of clipping
a polygon P against a window W : compute the set of polygons that bound the intersection of the interior
of P with the interior of W (W can be considered not only a rectangle but also any simple polygon). The
polygon clipping problem arises in areas like window management and in hidden surface removal. For
some results see [5,19,23].
Consider the face f in FR . To find the set of polygons forming a partition of f , we can use a process
similar to the one for polygon clipping:
(1) Find the points of intersection of δ(f ) and ρ;
(2) Find the polygonal curves into which the points of intersection divide δ(f ).
It can be easily seen that (1) is O(|ρ|). It involves primarily geometric computations. (2) involves
topological computation. First it is needed to sort the intersection points into the order they occur along
the boundary of f . Producing the final set of polygons is straightforward [24] once the sorting is done. If
we were to use a general sorting algorithm, then O(|ρ| log |ρ|) would be unavoidable in the computation
time, but this is not required indeed: (2) can be performed in linear time. It can be achieved through
Jordan sorting. In essence, in the problem of Jordan sorting we are given a simple polygonal curve in the
plane and what it is desired is to sort, by x-coordinates, the intersections of the curve with the X axis.
Jordan sorting can be done in linear time (see [5] and [12]).
It is well known that triangulation of simple polygons takes linear time [3]. Thus, in summary, step 2
in Algorithm B takes O(|ρ|) time.
Since what step 3 does is very similar to what step 2 does, the analysis is the same, only simpler.
Notice that a triangular face in FB is cut by ρ to form one, two or at most three disjoint polygons which
will belong to the upper envelope of P ⊕ Tπ(j) and⋃j−1i=1 P ⊕ Tπ(i). That is because of the convex nature
of P ⊕ Tπ(j). Therefore Jordan sorting is not necessary. Then, step 3 is also O(|ρ|).
Let dv denote the set of invisible vertices. It is easy to see that steps 4 and 5 take O(|ρ| + |dv|) time.
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To summarize,
Theorem 5.1. Let ρ denote the intersection δ(P ⊕ Tπ(j)) ∩ δ(⋃j−1i=1 P ⊕ Tπ(i)) and let dv be the set of
vertices which will be deleted in the process. The time complexity of Algorithm B is O(|ρ| + |dv|).
We analyze now the performance of Algorithm A. Using the results mentioned earlier in Section 1,
the Minkowski sum of the tetrahedron Tπ(j) and P can be obtained in O(m) time, so, the construction of
the individual Minkowski sums P ⊕ Tπ(j), j = 1, . . . , n, is achieved in O(nm) total time. As explained
above, the ordering π is obtained in O(n). The time taken by the incremental computation of the union⋃n
i=1 P ⊕Tπ(i) amounts to the sum of the sizes of the polygonal arcs ρ’s generated through the execution
of Algorithm A plus the total number of vertices deleted in the process. A vertex in a polygonal arc can
remain in the upper envelope until the end of the algorithm to become a vertex of P ⊕ T or it can be
deleted at some intermediate iteration. In the second case, it will be also a vertex in some dv , i.e., some set
of invisible vertices, so let us count it out the size of the polygonal arc and count it in the corresponding
set of invisible vertices. Observe that this will only double the size of each set of invisible vertices. The
sum of the sizes of the polygonal arcs ρ’s, after taking out the vertices deleted, is O(k), where k denotes
the number of vertices in P ⊕ T . Concerning the total number of vertices deleted, a simple application
of a result from [1] yields a bound of O(n2m logn) for the number of vertices of the arrangement of
the polyhedra P ⊕ Ti , i = 1, . . . , n. Clearly, that bound also applies to the number of vertices deleted.
Therefore, the time complexity of Algorithm A is O(nm+ k+ t) where k denotes the size of P ⊕ T and
t is a parameter whose value could be, at most, O(n2m logn).
As we mentioned in Section 1, the set of translations at which the convex polyhedron P intersects the
polyhedral terrain T coincides with −P ⊕T . Thus our algorithm for computing the Minkowski sum of a
convex polyhedron and a polyhedral terrain can be trivially transformed into an algorithm for computing
the free configuration space of P freely translating over T , F(P,T ). Before summarizing our results we
discuss lower and upper bounds on the combinatorial complexity of F(P,T ).
Concerning the lower bound of the combinatorial complexity of F(P,T ) we can easily show a
construction with (nm) in the worst case. In what follows, we describe a more interesting construction
which exhibits a lower bound of (n2α(n)), where α(n) denotes the inverse of the Ackermann’s function.
Refer to Fig. 3.
To construct T we start with the plane XY (the base of the terrain) to which we add 2 columns of
O(n) polyhedra. These polyhedra will be glued to the base of the terrain to form protuberances. For
the first column consider n/2 points on the XY plane, equally spaced on the interval (0,0,0)–(1,0,0).
Consider small, congruent circles centered about these points and with radius small enough so that the
circles are disjoint. Consider large and very thin, needle-like tetrahedra centered about these points and
with projections inside the circles. For the second column consider a set of n/2 line segments in the YZ
plane and whose upper envelope has (nα(n)) vertices. By scaling, we can assume that the segments
are contained in the unit square with corners (0,0,0) and (0,1,1). Observe that there is a fixed angle
γ such that for each vertex in the upper envelope (vertices of the segments and intersection points seen
from (0,0,+∞)), the wedge whose apex is the vertex, whose bisecting ray is parallel to the z axis,
and whose angle is γ , does not intersect any of the line segments. Let us translate each segment in a
direction parallel to the X axis while keeping the same y and z coordinates, to place them so that there
are no intersections. The translations will be done so that the segments will all be contained in a unit
cube. From each segment si let us construct a parallel-to-the-YZ-plane trapezoid by taking the vertical
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Fig. 3. Lower bound: a top and a side view.
strip between si and its projection on the XY plane. Finally, we generate thin, non-intersecting prisms
by giving some width to the trapezoids. Indeed, we have not given the final location of the trapezoids
we have just described. Later, when we describe the convex polyhedron P , we will modify the position
where the cube is.
To construct P consider an isosceles triangle whose projection on YZ plane is a line segment. Let v
be the vertex opposite to the triangle base. The line bisecting the internal angle at v will be parallel to
the YZ plane and the counterclockwise angle respect to the Z axis will be strictly less than γ /2. v will
be “pointing” in the direction y =−∞. The base of the triangle will have length 2. The internal angle at
v is chosen such that, (1) when P passes between two adjacent tetrahedra of the column we described
first, and (2) the y coordinate of the projection of v is −1, then the two edges of the triangle forming the
internal angle at v will be touching the adjacent tetrahedra. See Fig. 3. Finally, to have P just expand
(add some small width to) the triangle in the z direction to form some flat prism.
Now we can give the locations of the prisms of the second column. Consider the height of the base
of the triangle from which we constructed P . Let h be the length of its projection. The vertices of the
projection of the unit cube containing the prisms will have coordinates (0, h− 1,0), (0, h,0), (1, h,0)
and (1, h− 1,0).
Notice that a vertex of the free space corresponds to a translation of P where its boundary makes three
contacts with the boundary of T while their interiors do not intersect. Consider an arbitrary vertex of
the upper envelope of the segments from which we constructed the column of prisms. This vertex is the
intersection of two segments. Translate P so that its base touches the two prisms corresponding to the
segments. Observe that from our construction of P and T it is possible to get a third contact between P
and T by translating P such that it touches a needle-like tetrahedra in the first column. And this can be
done for every tetrahedra, i.e., (n) times. See Fig. 3.
To finalize, let us see the upper bound to the combinatorial complexity of F(P,T ). The following
result is given in [1]. Let B be a convex polyhedron translating in 3-space amidst k convex polyhedral
obstacles A1,A2, . . . ,Ak with pairwise disjoint interiors. The combinatorial complexity of the free
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configuration space of B is O(Nk log k) where N is the total complexity of the individual Minkowski
sums. We can use this result by simply considering the tetrahedra Ti as the convex polyhedral obstacles,
to obtain that the combinatorial complexity of F(P,T ) is O(n2m logn).
To summarize:
Theorem 5.2. The free configuration space of a convex polyhedron P translating over a polyhedral
terrain T , F(P,T ), can be computed in O(nm+ k + t) time where k denotes the size of F(P,T ) and t
is a parameter whose value could be, at most, O(n2m logn). The combinatorial complexity of F(P,T )
is O(n2m logn) and constructions with sizes (nm) and (n2 logn) can be exhibited.
6. Generalizations
Consider the following two definitions, which can be seen as generalizations of the definition of
polyhedral terrain given in Section 2:
Definition 1. A polyhedral terrain is a polyhedral region in three dimensions whose intersection with any
vertical line is one ray (possibly empty) infinite downwards, and such that the projection on the XY plane
yields a monotone polygon with respect to some line.
Definition 2. A polyhedral terrain is a polyhedral region in three dimensions whose intersection with any
vertical line is one ray (possibly empty) infinite downwards, and such that the projection on the XY plane
yields a star-shaped polygon.
As in our original definition of polyhedral terrain, we assume in these cases that the faces are
triangulated and that except for the vertical “walls” around the polyhedron, no other vertical face exists.
It is a simple exercise to check that the results we have presented in this paper still remain the same if
we use any of the variants given above. That is, if we consider any of the two definitions instead of the
one given in Section 2, Theorem 5.2 will not change. We let the details to the reader.
7. Conclusions
In this paper we have studied the problem of efficiently computing the free configuration space of a
translating convex polyhedron over a polyhedral terrain with convex projection. Due to the close relation
between the construction of Minkowski sums and motion planning problems, we have concentrated our
efforts on the problem of finding an efficient algorithm for computing the Minkowski sum of a convex
polyhedron and a polyhedral terrain with convex projection. Our algorithm can be readily transformed
into an algorithm for computing the free configuration space. Also, the combinatorial and computational
bounds found for the Minkowski sum problem applies to the other one. Thus, in summary, we showed in
this paper that the free configuration space of a convex polyhedron translating over a polyhedral terrain
with convex projection, with m and n vertices respectively, can be computed in O(nm + k + t) time
where k denotes the size of F and t is a parameter whose value could be, at most, O(n2m logn). The
combinatorial complexity is bounded by O(n2m logn) and we can construct examples in which F has
sizes (n2α(n)) and (nm), respectively.
T. Asano et al. / Computational Geometry 23 (2002) 257–269 269
The results we discussed in here can be taken as a base for solving more general problems, detailed in
Section 6.
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