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We discuss nuclear dynamics at molecule-metal interfaces including non-equilibrium molecular
junctions. Starting from the many-body states (pseudoparticle) formulation of the molecule-metal
system in the molecular vibronic basis, we introduce gradient expansion in order to reduce the
adiabatic nuclear dynamics (that is, nuclear dynamics on a single molecular potential surface) into its
semi-classical form while maintaining the effect of the non-adiabatic electronic transitions between
different molecular charge states. This yields a set of equations for the nuclear dynamics in the
presence of these non-adiabatic transitions, which reproduce surface hopping formulation in the
limit of small metal-molecule coupling (where broadening of the molecular energy levels can be
disregarded) and Ehrenfest dynamics (motion on the potential of mean force) when information on
the different charging states is traced out, which is relevant when this coupling is strong.
PACS numbers:
I. INTRODUCTION
The coupled electronic-nuclear dynamics in molecules
positioned at and interacting with metal interfaces
presents a fundamental problem that stems from the fact
that in such systems the usual timescale separation be-
tween electron and nuclear dynamics does not necessar-
ily holds. The problem has gained renewed interest in
the context of nuclear dynamics in molecular conduc-
tion junctions, a presently active field of research due
to its fundamental and applicational importance.1–5 Ex-
perimental measurements of inelastic electron tunneling
spectroscopy,6–10 and more recently fluorescence11–14 and
Raman15–19 spectroscopies serve as tools capable of pro-
viding information on presence of the molecule in the
junction and extent of heating of the device. Description
of transport,20 heating,21 instabilities,22,23 and current
(and light) induced chemistry4,24,25 in junctions often re-
quire quantum-mechanical description beyond the Born-
Oppenheimer approximation.
In junctions, electron transition events between
molecule and contacts result in coupling between dif-
ferent adiabatic potential surfaces, resulting in non-
adiabatic molecular dynamics (NAMD). NAMD plays
important role in many chemical dynamics processes,
ranging from surface chemistry to spectroscopy, radia-
tionless electronic relaxation, photochemistry, and elec-
tron transfer.26 Considerations of non-adiabaticity are
particularly important fro molecules that exchange elec-
trons with metal or semiconductor substrates because the
rate of this exchange can be smaller or larger than char-
acteristic nuclear timescales. Consequently, NAMD can
drastically influences the response of molecular junctions,
and can dominate the transport behavior associated with
many interesting phenomena ranging from current in-
duced chemistry to molecular motors.24,27
Full quantum-mechanical solution of electron-
nuclear dynamics is possible only for relatively small
systems.28,29 Thus one has to rely on quasi-classical
formulations.30,31 Among them Ehrenfest dynamics32–35
and fewest switches surface hopping (SH) algorithm36,37
are employed most often. The latter was applied to many
problems in the gas phase,38–41 and recently also to
molecules near metallic surfaces.26,42–47 From theoretical
perspective, the Ehrenfest method can be obtained as
an expansion around the stationary (classical) solution
of the quantum electron-nuclei problem.32,35 Originally
surface hopping algorithm was formulated in an ad hoc
manner.36 Later work has discussed its relation to the
quantum-classical Liouville equation.48–50 Such con-
siderations are not readily suitable for molecule-metal
systems that are characterized by frequent exchange
of electrons between a molecule and an electronic
continuum as well as broadening of the molecular levels.
Here we focus on this type of systems.
In the absence of molecule-metal interaction, the
molecule is presented in terms of its many-body molec-
ular states that are usually described within the Born
Oppenheimer (BO) approximation. The latter is based
on the assumption that nuclei are slow relative to the
electronic dynamics. In the other extreme limit of strong
molecule-metal interaction, where the molecule-metal
electron exchange is also fast relative to the nuclear dy-
namics, the BO approximation is set with respect to
hybrid molecule-metal electronic states.51 In the inter-
mediate situation of weak but non-vanishing molecule-
metal electron exchange coupling, the BO approximation
breaks down and the system dynamics includes transi-
tions between electronic states of different charges that
take place on timescale of the nuclear dynamics. The en-
suing dynamics can be described in the basis of the BO
states of the isolated molecule or in the BO states of the
strongly coupled molecule-metal complex by incorporat-
ing surface hopping (SH) events into the corresponding
nuclear dynamics. In either case, the equations of motion
used to describe the mixed quantum-classical dynamics
have been postulated rather than derived. In the present
communication we offer a systematic derivation of the
2equations of motion for such systems, and discuss their
limiting behaviors: a surface hopping algorithm in the
limit of weak molecule-metal coupling and Ehrenfest dy-
namics on the potential of mean force in the limit where
the electron exchange rate exceeds the characteristic nu-
clear dynamics.
Our starting point is the observation that the molecu-
lar process under discussion is electron transfer into and
out of the molecule which is most naturally described
in the language of many-body molecular (here vibronic)
states. This in turn requires an appropriate formula-
tion of transport in the same language. The goal of
this paper is to present such a derivation, which starts
from the full quantum-mechanical description, and step-
by-step derives equations suitable for implementation of
the surface hopping algorithm for non adiabatic molec-
ular dynamics at molecule-metal interfaces. The pre-
sented derivation extends recent considerations44–47 by
taking into account hybridization (broadening) of molec-
ular states with those of the metal(s) in a rigorous way
and by providing expressions suitable for implementation
of the algorithm in current carrying molecular junctions.
The structure of the paper is as follows: after in-
troducing the model in Section II we shortly discuss
(Section III) the pseudoparticle non-equilibrium Green’s
function (PP-NEGF) methodology, which allows to for-
mulate the molecular junction problem in the language
of many-body states, and apply it to formulate ex-
act equations-of-motion (EOMs) for the electron-nuclei
model. Next, in Section IV we consider the first or-
der gradient expansion of these equations, which casts
the nuclear dynamics in a classical form while maintain-
ing the effect of the non-adiabatic electronic transitions
on this dynamics. This yields a general formulation of
the non-adiabatic dynamics at molecule-metal interfaces
with both optical (intra-molecular) and charge transfer
events present. The resulting semiclassical EOMs can
be used as a basis for the surface hopping treatment of
non-adiabatic dynamics in junctions. We specialize to
the simple model of a resonant level coupled linearly to a
single vibration in Section V in order to discuss connec-
tion to previous work. Section VI concludes.
II. MODEL
We start form the usual representation of the system
where both electron (e) and nuclear (n) dynamics is taken
into account. The Hamiltonian is
Hˆ(r, R) = Tˆn(R) + Vˆnn(R) + Tˆe(r) + Vˆee(r) + Vˆen(r, R)
(1)
where r and R stand for the coordinates of all electrons
and all nuclei in the system, respectively. Tˆn (Tˆe) is the
kinetic energy of the nuclei (electrons) and Vˆnn (Vˆee) is
the Coulomb interaction between nuclei (electrons), while
Vˆen is the electron-nuclear attraction. Explicit expres-
sions are
Tˆn(R) =−
Nn∑
a=1
1
2Ma
∆~Ra (2)
Vˆnn(R) =
Nn∑
a,b=1
ZaZb
|~Ra − ~Rb|
(3)
Tˆe(r) =−
Ne∑
i=1
1
2
∆~ri (4)
Vˆee(r) =
Ne∑
i,j=1
1
|~ri − ~rj |
(5)
Vˆen(r, R) =−
Na∑
a=1
Ne∑
i=1
Za
|~ri − ~Ra|
(6)
HereNa andNe represent the total numbers of atoms and
electrons in the system, respectively. Here and below we
have utilized atomic units, i.e. me = kb = ~ = 1.
Our goal is to describe electronic and nuclear dynam-
ics in a model junction that consists of a molecule M
coupled to a number of metallic contacts K. The latter
are free electron reservoirs each at its own equilibrium
(i.e. characterized by temperature TK and electrochem-
ical potential µK). To do so we (artificially) separate
the whole system into molecular and contacts parts and
assume that their electronic structure has been deter-
mined. Nuclear dynamics is assumed to be confined to
the molecular region only (and from now on we reserve
R to represent the coordinates of the molecular atoms)
with the contacts atoms treated as static. Coupling be-
tween molecule and contacts is taken (as usual) to be
single-particle operator (i.e. electron-electron interaction
between electrons in M and K is disregarded). Below we
take the index k to indicate both the band and the wave
vector of an electron and use the second quantized repre-
sentation of these states. The molecular subsystem will
be treated in the language of vibronic states, which can
be expanded in the basis of Born-Oppenheimer states5290
Φev(r, R) = ψe(r, R)χ
e
v(R) ≡ |e v〉 (7)
This yields the junction Hamiltonian in a mixed repre-
sentation, where the molecule is described in terms of its
vibronic states while the contacts are represented in the
single-electron second quantized form,
Hˆ = HˆM +
∑
K
(
HˆK + VˆK
)
(8)
where
HˆM =
∑
e1v1,e2v2∈M
HMe1v1,e2v2Xˆe1v1,e2v2 (9)
HˆK =
∑
k∈K
εkcˆ
†
k cˆk (10)
VˆK =
∑
k∈K
∑
e1v1,e2v2∈M
V Kk,(e1v1,e2v2)cˆ
†
kXˆe1v1,e2v2 +H.c.
(11)
3where c†k (cˆk) creates (annihilates) an electron in level k
of the contacts, Xˆe1v1,e2v2 ≡ |e1v1〉〈e2v2| is the molecular
Hubbard (projection) operator, and
HMe1v1,e2v2 = 〈e1v1|HˆM |e2v2〉 (12)
≡
∫
dr
∫
dR
∗
Φe1v1(r, R) HˆM (r, R)Φe2v2(r, R)
V Kk,(e1v1,e2v2) =
Ne2∑
i=1
∫
drM
∫
dR
∗
ψk(~ri)
∗
Φe1v1(r/~ri, R)
× Oˆ1(r, R)Φe2v2(r, R) (13)
are matrix elements for the molecular Hamiltonian and
coupling to contact K. Here
∫
drM . . . integrates over
electrons on the molecule, Ne2 is number of electrons in
the state |e2v2〉, Φe1v1(r/~ri, R) indicates vibronic state
|e1v1〉 with one electron, ~ri, less than in the state |e2v2〉,
and Oˆ1(r, R) is a single-electron operator, which (depend-
ing on the problem) can include contributions from (4)
or (6).
III. METHOD
Evaluating the dynamics of systems described by
Hamiltonians of the type of Eq.(8) in terms of the many-
body states of the isolated system, the nonequilibrium
atomic limit,53 can be treated within a number of tech-
niques. Among them are the generalized quantum mas-
ter equation,54–60 projection operator,61 Hubbard62–67
and pseudo particle (PP)28,68–74 nonequilibrium Green’s
functions (NEGF) formulations, numerically exact renor-
malization group approaches75–79 and quantum Monte
Carlo methodologies.29,80–84 The latter is usually too
heavy to be utilized in realistic simulations.
Here we use the PP-NEGF methodology in the low-
est order (non-crossing) approximation (NCA). We note
that generalization to higher orders is straightforward.69
The PP-NEGF formulation is based on the introduction
of second quantization in the space of the many-body
system states
|ev〉 = pˆ†ev|0〉 (14)
where |0〉 is vacuum state. The creation, pˆ†ev, and an-
nihilation, pˆev, operators satisfy the usual commutation
relations of either Fermi or Bose operators depending on
the number of electrons in the state |ev〉 This formulation
generates an extended Hilbert space, in which the phys-
ical subspace is defined by the normalization condition
∑
ev
pˆ†ev pˆev = 1 (15)
The dynamical evolution of the system is expressed in
terms of the pseudoparticle Green function, defined on
the Keldysh contour as
Ge1v1,e2v2(τ1, τ2) ≡ −i〈Tc pˆe1v1(τ1) pˆ
†
e2v2
(τ2)〉 (16)
where Tc is the contour ordering operator and τ1,2 are the
contour variables. For our consideration it is convenient
to represent this Green function (GF) in a different basis
as follows
Ge1,e2(R1, τ1;R2, τ2) ≡ (17)∑
v1,v2
χe1v1(R1)Ge1v1,e2v2(τ1, τ2)
∗
χe2v2(R2)
where χev(R) is the vibrational wavefunction of the BO
approximation (7) in the isolated molecule. The retarded
projection of the GF (17), Gre1,e2(R1, t1;R2, t2), gives in-
formation on the many-body spectral function of the sys-
tem
Ae1e2(R1, t1;R2, t2) = (18)
i
(
Gre1,e2(R1, t1;R2, t2)−G
a
e1,e2
(R1, t1;R2, t2)
)
where Gae1,e2(R1, t1;R2, t2) ≡
∗
Gre2,e1(R2, t2;R1, t1), while
its lesser projection, G<e1,e2(R1, t1;R2, t2), contains infor-
mation on nonequilibrium distribution in the many-body
states space of the molecule. These projections satisfy
the usual Dyson equation. In particular, the following
expressions are exact
4i
(
∂
∂t1
+
∂
∂t2
)
G<e1,e2(R1, t1;R2, t2) +
∑
e
(
G<e1,e(R1, t1;R2, t2)Hˆ
M
e,e2
(R2)− Hˆ
M
e1,e
(R1)G
<
e,e2
(R1, t1;R2, t2)
)
=
∑
e
∫
dR
∫
ds
(
Σ<e1,e(R1, t1;R, s)G
a
e,e2
(R, s;R2, t2) + Σ
r
e1,e
(R1, t1;R, s)G
<
e,e2
(R, s;R2, t2) (19)
−G<e1,e(R1, t1;R, s)Σ
a
e,e2
(R, s;R2, t2)−G
r
e1,e
(R1, t1;R, s)Σ
<
e,e2
(R, s;R2, t2)
)
i
(
∂
∂t1
−
∂
∂t2
)
Gre1,e2(R1, t1;R2, t2)−
∑
e
(
Gre1,e(R1, t1;R2, t2)Hˆ
M
e,e2
(R2) + Hˆ
M
e1,e
(R1)G
r
e,e2
(R1, t1;R2, t2)
)
= δe1,e2 δ(R1 −R2) δ(t1 − t2) (20)
+
∑
e
∫
dR
∫
ds
(
Σre1,e(R1, t1;R, s)G
r
e,e2
(R, s;R2, t2) +G
r
e1,e
(R1, t1;R, s)Σ
r
e,e2
(R, s;R2, t2)
)
Here
HˆMe1,e2(R) ≡
∫
dr
∗
ψe1(r, R) HˆM (r, R)ψe2 (r, R) = δe1,e2
(
Tˆn(R) + Vˆe(R)
)
+ dˆe1,e2(R) + fˆe1,e2(R) (21)
where Tˆn(R) is defined in (2), Vˆe(R) ≡ Vˆnn(R) + Ee(R) is the adiabatic surface (Vˆnn(R) is defined in (3)), Ee(R) is
the electron eigenenergy:
(
Tˆe(r) + Vˆee(r) + Vˆne(r, R)
)
ψe(r, R) = Ee(R)ψe(r, R), and
dˆe1,e2(R) ≡−
Na∑
a=1
1
Ma
∫
dr
∗
ψe1(r, R)
∂ψe2(r, R)
∂ ~Ra
∂
∂ ~Ra
≡
Na∑
a=1
~dae1,e2(R)
∂
∂ ~Ra
(22)
fe1,e2(R) ≡−
Na∑
a=1
1
2Ma
∫
dr
∗
ψe1(r, R)
∂2ψe2(r, R)
∂ ~R2a
(23)
are the intra-molecular (not related to electron transfer between molecule and contacts) non-adiabatic couplings. Note
that these will not couple between states of different charges. Σ<,r,ae1,e2 (R1, t1;R2, t2) in (19) and (20) are the lesser,
retarded, and advanced projections of self-energy due to coupling to metallic contacts. Explicit expression for the
latter within the NCA is28
Σe1,e2(R1, τ1;R2, τ2) =i
∑
e′
1
,e′
2
∫
dR′1
∫
dR′2Ge′1,e′2(R
′
1, τ1;R
′
2, τ2) (24)
×
∑
K
(
cKe1,e′1;e2,e′2(R1, R
′
1, τ1;R2, R
′
2, τ2)− c
K
e′
2
,e2;e′1,e1
(R′2, R2, τ2;R
′
1, R1, τ1)
)
where cKe1,e′1;e2,e′2
(R1, R
′
1, τ1;R2, R
′
2, τ2) is the correlation
between two electron transitions from the bath to the sys-
tem: one at time τ1 with molecular electronic state going
from e′1 → e1 and nuclei changing their positions from
R′1 → R1, the other at time τ2 with molecular electronic
state undergoing transformation from e′2 → e2 with nu-
clei moving R′2 → R2.
cKe1,e′1;e2,e′2(R1, R
′
1, τ1;R2, R
′
2, τ2) ≡∑
v1,v
′
1
,v2,v
′
2
∗
χe1v1(R1)χ
e′
1
v′
1
(R′1)
∗
χ
e′
2
v′
2
(R′2)χ
e2
v2
(R2) (25)
×
∑
k∈K
V K(e′
1
v′
1
,e1v1),k
gk(τ1, τ2)V
K
k,(e′
2
v′
2
,e2v2)
where gk(τ1, τ2) ≡ −i〈Tc cˆk(τ1) cˆ
†
k(τ2)〉 is the Green’s
function of free electron in state k of the contact K.
IV. GRADIENT EXPANSION
Assuming slow nuclear dynamics we perform first or-
der gradient expansion with respect to time and nuclear
coordinates, keeping the electronic dynamics as purely
quantum. Starting with the PP-NEGF EOMs (19) and
(20) allows to keep information on the potential energy
surface while going to quasi-classical description of the
nuclear motion. Following the standard procedure85 we
transfer to the Wigner variables, introducing slow (clas-
5sical) coordinates and time
R =
R1 +R2
2
t =
t1 + t2
2
(26)
and fast (quantum) variables
Rq = R1 −R2 tq = t1 − t2, (27)
so that f(R1, t1;R2, t2) → f(R, t;Rq, tq) (f is an arbi-
trary correlation function), and perform Fourier trans-
form in the latter
f(R, t; p,E) ≡
∫
dRq
∫
dtq e
−ipRq+iEtq f(R, t;Rq, tq)
(28)
Performing first order gradient expansion in Eq.(19) leads to
∂
∂t
G<e1,e2(R, t; p,E) =− i
∑
e3,e4
Lˆe1,e2;e3,e4(R, p)G
<
e3,e4
(R, t; p,E) (29)
−
∑
e3,e4
∫
dR′
∫
dp′
∫
dE′
2π
∑
K
DˆKe1,e2;e3,e4(R,R
′, t; p, p′, E,E′)G<e3,e4(R
′, t; p′, E′)
where
Lˆe1,e2;e3,e4(R, p) ≡ i δe1,e3δe2,e4
[
∂Ve1(R)
∂ ~R
∂
∂~p
− ~p
∂
∂ ~R
]
+ δe2,e4
(
fe1,e3(R) +
[
i~p−
1
2
∂
∂ ~R
]
~de1,e3(R) +
1
2
∂
∂ ~R
[
ife1,e3(R)−
~de1,e3(R) · ~p
]
∂
∂~p
+
1
2
~de1,e3(R)
∂
∂ ~R
)
(30)
− δe1,e3
(
fe4,e2(R)−
[
i~p+
1
2
∂
∂ ~R
]
~de4,e2(R)−
1
2
∂
∂ ~R
[
ife4,e2(R) +
~de4,e2(R) · ~p
]
∂
∂~p
+
1
2
~de4,e2(R)
∂
∂ ~R
)
is the Liouvillian superoperator of the free molecular evolution, and
DˆKe1,e2;e3,e4(R,R
′, t; p, p′, E,E′) = DˆK (0)e1,e2;e3,e4(R,R
′, t; p, p′, E,E′) + DˆK (1)e1,e2;e3,e4(R,R
′, t; p, p′, E,E′) (31)
DˆK (0)e1,e2;e3,e4(R,R
′, t; p, p′, E,E′) = δ(R −R′) δ(p− p′) δ(E − E′)
∑
es,e′s
∫
dRs
∫
dps
∫
dEs
2π
([
δe1,e3
(
cK>e4,e′s;e2,es(R,Rs, t; p,−ps, E − Es)− c
K<
es,e2;e′s,e4
(R,Rs, t;−p, ps, Es − E)
)
Gae′s,es(Rs, t; ps, Es)
+ δe2,e4 G
r
es,e′s
(Rs, t; ps, Es)
(
cK<e′s,e3;es,e1(R,Rs, t;−p, ps, Es − E)− c
K>
e1,es;e3,e′s
(R,Rs, t; p,−ps, E − Es)
)]
(32)
+
∑
e
((
cK>e4,e;e3,e1(R,R
′, t;−p, p′, E′ − E)− cK<e1,e3;e,e4(R,R
′, t; p,−p′, E − E′)
)
Gae,e2 (R, t; p,E)
+Gre1,e(R, t; p,E)
(
cK <e,e3;e2,e4(R,R
′, t; p,−p′, E − E′)− cK>e4,e2;e3,e(R,R
′, t;−p, p′, E′ − E)
))
is the dissipation superoperator due to coupling to contact K. Dˆ
K (1)
e1,e2;e3,e4(R,R
′, t; p, p′, E,E′) in Eq.(31) is the higher
order correction to the dissipation superoperator. Its action on the Green function G<e3,e4(R
′, t; p′, E′) is
DˆK (1)e1,e2;e3,e4(R,R
′, t; p, p′, E,E′)G<e3,e4(R
′, t; p′, E′) = δ(R −R′) δ(p− p′) δ(E − E′)
∑
es,e′s
∫
dRs
∫
dps
∫
dEs
2π
(33)
1
2
(
δe1,e3
( {
G
<; cK> − cK<
}
Ga +
∂G<
∂E
[
cK> − cK<
]∂Ga
∂t
)
+ δe2,e4
(
Gr
{
cK< − cK>;G<
}
−
∂Gr
∂t
[
cK< − cK>
]∂G<
∂E
))
+
1
2
∑
e
((
G
<
{
cK> − cK<;Ga
}
−
∂G<
∂t
[
cK> − cK<
]∂Ga
∂E
)
+
( {
Gr; cK< − cK>
}
G
< +
∂Gr
∂E
[
cK< − cK>
]∂G<
∂t
))
where
{f1; f2} ≡
∂f1
∂E
∂f2
∂t
−
∂f1
∂~p
∂f2
∂ ~R
−
∂f1
∂t
∂f2
∂E
+
∂f1
∂ ~R
∂f2
∂~p
(34)
is the Poisson bracket. To shorten the notation we
dropped the arguments in (33) keeping in mind that
6the structure of the expression follows that of Eq.(32).
This correction is responsible for renormalizations of
G<e1,e2(R, t; p,E) similar to those discussed, e.g., in
Ref. 86. In what follows we disregard this correction.
By doing so we get in Eq.(29) usual structure of (en-
ergy and momentum resolved flavor of) quantum master
equation and avoid complications related to consistency
of the gradient expansion procedure.87
Performing first order gradient expansion in EOM (20) leads to
∑
e3,e4
(
Mˆe1,e2;e3,e4(R, p,E)−
∑
K
SˆKe1,e2;e3,e4(R, t; p,E)
)
Gre3,e4(R, t; p,E) = δe1,e2 (35)
where
Mˆe1,e2;e3,e4(R, p,E) = δe1,e3 δe2,e4
(
E −
p2
2
− Ve1(R)
)
− δe2,e4
(
fe1,e3(R) +
[
i~p−
1
2
∂
∂ ~R
]
~de1,e3(R) +
1
2
∂
∂ ~R
[
ife1,e3(R)−
~de1,e3(R) · ~p
]
∂
∂~p
+
1
2
~de1,e3(R)
∂
∂ ~R
)
(36)
− δe1,e3
(
fe4,e2(R)−
[
i~p+
1
2
∂
∂ ~R
]
~de4,e2(R)−
1
2
∂
∂ ~R
[
ife4,e2(R) +
~de4,e2(R) · ~p
]
∂
∂~p
+
1
2
~de4,e2(R)
∂
∂ ~R
)
is the free propagation superoperator,91 and
SˆKe1,e2;e3,e4(R, t; p,E) = Sˆ
K (0)
e1,e2;e3,e4(R, t; p,E) + Sˆ
K (1)
e1,e2;e3,e4(R, t; p,E) (37)
SˆK (0)e1,e2;e3,e4(R, t; p,E) =
i
2
∑
es,e′s
∫
dRs
∫
dps
∫
dEs
2π
(
δe2,e4G
r
es,e′s
(Rs, t; ps, Es)
(
cK>e1,es;e3,e′s(R,Rs, t; p,−ps, E − Es)− c
K<
e′s,e3;es,e1
(R,Rs, t;−p, ps, Es − E)
)
(38)
+ δe1,e3G
r
e′s,es
(Rs, t; ps, Es)
(
cK>e4,e′s;e2,es(R,Rs, t; p,−ps, E − Es)− c
K<
es,e2;e′s,e4
(R,Rs, t;−p, ps, Es − E
))
is the dissipation superoperator for the retarded Green function due to coupling to contact K. Sˆ
K (1)
e1,e2;e3,e4(R, t; p,E)
in Eq.(37) is the higher order correction to the dissipation superoperator. Its action on the Green function
Gre3,e4(R, t; p,E) is
SˆK (1)e1,e2;e3,e4(R, t; p,E)G
r
e3,e4
(R, t; p,E) =
1
4
∑
es,e′s
∫
dRs
∫
dps
∫
dEs
2π
(39)
(
δe2,e4
(
−Gr
{
cK< − cK<;Gr
}
+
∂Gr
∂t
[
cK> − cK<
]∂Gr
∂E
)
+ δe1,e3
(
Gr
{
cK> − cK<;Gr
}
−
∂Gr
∂t
[
cK> − cK<
]∂Gr
∂E
))
The structure of Eq.(39) follows that of (38), which al-
lows to reproduce the omitted indices. In what follows
we disregard this correction to the dissipation matrix.
Eqs. (29) and (35) are the general final results of this
paper. Next we turn to a specific simple example.
V. SHIFTED HARMONIC OSCILLATOR
In order to demonstrate relation to previous work we
now consider a simple model of molecule represented by
single level linearly coupled to a single harmonic oscil-
lator. There are only two electronic states in this prob-
lem, |0〉 and |1〉, corresponding to empty and occupied
level, respectively. The matrix representing the molecu-
lar Hamiltonian, Eq.(21), becomes in this case
HMe1,e2(R) = δe1,e2
(
−
1
2
∂2
∂R2
+ Ue1(R)
)
(40)
where
Ue(R) =
R2
2
+ δe,1(ε+ λR) (41)
Here ε is position of the electronic level and λ charac-
terizes the strength of coupling between the electron and
molecular vibration (harmonic oscillator).
We are interested in energy resolved joint probabilities
to observe the oscillator at point R with momentum p
7while the electron level is empty, P0(R, t; p,E), or occu-
pied, P1(R, t; p,E). These probabilities are defined as
P0(R, t; p,E) ≡+ iG
<
00(R, t; p,E) (42)
P1(R, t; p,E) ≡− iG
<
11(R, t; p,E) (43)
Then we get from Eq.(29)
(
∂
∂t
+ p
∂
∂R
−R
∂
∂p
)
P0(R, t; p,E0) =
∑
K
∫
dE1
2π
ΓK (44)
×
(
[1− fK(E10)]A0(R; p,E0)P1(R, t; p,E1)− fK(E10)A1(R; p,E1)P0(R, t; p,E0)
)
(
∂
∂t
+ p
∂
∂R
− (R + λ)
∂
∂p
)
P1(R, t; p,E1) =
∑
K
∫
dE0
2π
ΓK (45)
×
(
fK(E10)A1(R; p,E1)P0(R, t; p,E0)− [1− fK(E10)]A0(R; p,E0)P1(R, t; p,E1)
)
Here E10 ≡ E1 − E0, fK(E) = [e
βK(E−µK) + 1]−1
is the Fermi-Dirac thermal distribution in contact K,
ΓK ≡ 2π
∑
k∈K |Vk|
2δ(E− εk) is the electron escape rate
to contactK (wide band approximation is assumed), and
Ae(R; p,E) = −2 ImG
r
ee(R; p,E) is the many-body spec-
tral function of the system, Eq.(18).
Similarly, from Eq.(35) we get (e=0,1)
Gree(R; p,E) =
[
E−
p2
2
−Ue(R)−Σ
r
ee(R; p,E)
]−1
(46)
with
Σr00(R; p,E0) = (47)
−
i
2
∑
K
ΓK
∫
dE1
2π
fK(E10)G
r
11(R; p,E1)
Σr11(R; p,E1) = (48)
−
i
2
∑
K
ΓK
∫
dE0
2π
[1− fK(E10)]G
r
00(R; p,E0)
Eqs. (44)-(46) are the final results of this section. In
spite of the simplification imparted by the gradient ex-
pansion their numerical solution presents a difficult task.
Further simplifications are achieved in two limits:
(a) In the quasi particle approximation (Γ → 0), when
Σree → −i0
+, we have from (18) and (46)
Ae(R; p,E) ≡− 2 ImG
r
ee(R; p,E) (49)
Γ→0
−→ 2πδ
(
E − p2/2− Ue(R)
)
In this limit expressions (44) and (45) reduce to those
discussed in Ref. 44.
(b) When the molecule metal coupling is strong the elec-
tron exchange is fast relative to the characteristic nuclear
dynamics. In this case individual molecular electronic
states cannot be probed and only the some of their proba-
bilities is meaningful. In this case information on the dif-
ferent charging states becomes redundant, and summing
Eqs. (44) and (45) we recover the Ehrenfest dynamics.92
VI. CONCLUSIONS
We have presented derivation of expressions for non-
adiabatic molecular dynamics in junctions starting from
the full quantum-mechanical problem. The derivation
starts from the exact EOMs for the pseudo particle Green
functions, describing junction’s response in the language
of many-body (vibronic) states of isolated molecule. Gra-
dient expansion effectively separates classical nuclear
from quantum electron dynamics, yielding a Fokker-
Planck equation which incorporates both optical (intra-
molecular) and charge-transfer electron transitions as
sources of non-adiabatic dynamics in junctions. The
resulting equation can be viewed as the precursor of
the surface-hopping algorithm. Indeed the surface hop-
ping procedure described in Refs.44–47 is obtained in the
limit where level broadening is disregarded. We also
show that tracing out information on adiabatic surfaces
leads to Ehrenfest dynamics (motion on the potential
of mean force). Our study extends previous considera-
tion by accounting for molecular hybridization with con-
tacts, and by introducing formulation capable of imple-
menting surface-hopping algorithm in a current carrying
(bias induced) molecular junction. At equilibrium and in
the limit of weak molecule-contacts coupling our results
reduce to those of Ref. 44. Development of numerical
codes capable of implementing the scheme is a compli-
cated technical problem that is left for future effort.
8Acknowledgments
We thank Michael Thoss and Philipp Werner for help-
ful discussions. MG gratefully acknowledges support
by the Department of Energy (Early Career Award,
de-sc0006422). The Research of AN is supported by
the Israel Science Foundation and by the US-Israel Bina-
tional Science Foundation.
1 N. Lorente, R. Rurali, and H. Tang, Journal of Physics:
Condensed Matter 17, S1049 (2005).
2 M. Galperin, M. A. Ratner, and A. Nitzan, Journal of
Physics: Condensed Matter 19, 103201 (2007).
3 M. Galperin, M. A. Ratner, A. Nitzan, and A. Troisi, Sci-
ence 319, 1056 (2008).
4 R. Jorn and T. Seideman, Accounts of Chemical Research
43, 1186 (2010).
5 N. Li, J. Ren, L. Wang, G. Zhang, P. Ha¨nggi, and B. Li,
Reviews of Modern Physics 84, 1045 (2012).
6 H. Park, J. Park, A. K. L. Lim, E. H. Anderson, A. P.
Alivisatos, and P. L. McEuen, Nature 407, 57 (2000).
7 J. R. Hahn, H. J. Lee, and W. Ho, Physical Review Letters
85, 1914 (2000).
8 N. B. Zhitenev, H. Meng, and Z. Bao, Physical Review
Letters 88, 226801 (2002).
9 W. Wang, T. Lee, I. Kretzschmar, and M. A. Reed, Nano
Letters 4, 643646 (2004).
10 B. J. LeRoy, S. G. Lemay, J. Kong, and C. Dekker, Nature
432, 371 (2004).
11 J. Zhang, Y. Fu, M. H. Chowdhury, and J. R. Lakowicz,
Nano Letters 7, 2101 (2007).
12 S. W. Wu, G. V. Nazin, and W. Ho, Physical Review B
77, 205430 (2008).
13 C. Chen, P. Chu, C. A. Bobisch, D. L. Mills, and W. Ho,
Physical Review Letters 105, 217402 (2010).
14 G. Reecht, F. Scheurer, V. Speisser, Y. J. Dappe, F. Math-
evet, and G. Schull, Physical Review Letters 112, 047403
(2014).
15 Z. Ioffe, T. Shamai, A. Ophir, G. Noy, I. Yutsis, K. Kfir,
O. Cheshnovsky, and Y. Selzer, Nature Nanotechnology 3,
727 (2008).
16 D. R. Ward, N. J. Halas, J. W. Ciszek, J. M. Tour, Y. Wu,
P. Nordlander, and D. Natelson, Nano Letters 8, 919
(2008).
17 D. R. Ward, D. A. Corley, J. M. Tour, and D. Natelson,
Nature Nanotechnology 6, 33 (2011).
18 M. Banik, P. Z. El-Khoury, A. Nag, A. Rodriguez-Perez,
N. Guarrottxena, G. C. Bazan, and V. A. Apkarian, ACS
Nano 6, 10343 (2012).
19 P. Z. El-Khoury, D. Hu, V. A. Apkarian, and W. P. Hess,
Nano Letters 13, 1858 (2013).
20 J. Repp, P. Liljeroth, and G. Meyer, Nature Physics 6, 975
(2010).
21 J. Koch, M. Semmelhack, F. von Oppen, and A. Nitzan,
Physical Review B 73, 155306 (2006).
22 P. Liljeroth, J. Repp, and G. Meyer, Science 317, 1203
(2007).
23 L. Simine and D. Segal, Physical Chemistry Chemical
Physics 14, 13820 (2012).
24 T. Seideman, Journal of Physics: Condensed Matter 15,
R521 (2003).
25 F. Mohn, J. Repp, L. Gross, G. Meyer, M. S. Dyer, and
M. Persson, Physical Review Letters 105, 266102 (2010).
26 S. Roy, N. Shenvi, and J. C. Tully, Journal of Physical
Chemistry C 113, 16311 (2009).
27 D. Dundas, E. J. McEniry, and T. N. Todorov, Nature
Nanotechnology 4, 99 (2009).
28 A. J. White and M. Galperin, Physical Chemistry Chemi-
cal Physics 14, 13809 (2012).
29 E. Y. Wilner, H. Wang, G. Cohen, M. Thoss, and E. Ra-
bani, Physical Review B 88, 045137 (2013).
30 G. Stock and M. Thoss, Classical Description of Nonadia-
batic Quantum Dynamics (John Wiley & Sons, Inc., 2005),
pp. 243–375, ISBN 9780471739463.
31 X. Sun, H. Wang, and W. H. Miller, Journal of Chemical
Physics 109, 7064 (1998).
32 M. Brandbyge, P. Hedeg˚ard, T. F. Heinz, J. A. Misewich,
and D. M. Newns, Phys. Rev. B 52, 6042 (1995).
33 A. P. Horsfield, D. R. Bowler, A. J. Fisher, T. N. Todorov,
and C. G. Sa´nchez, Journal of Physics: Condensed Matter
16, 8251 (2004).
34 A. P. Horsfield, D. R. Bowler, A. J. Fisher, T. N. Todorov,
and C. G. Snchez, Journal of Physics: Condensed Matter
17, 4793 (2005).
35 J.-T. Lu¨, M. Brandbyge, P. Hedeg˚ard, T. N. Todorov, and
D. Dundas, Physical Review B 85, 245444 (2012).
36 J. C. Tully, Journal of Chemical Physics 93, 1061 (1990).
37 M. Head-Gordon and J. C. Tully, Journal of Chemical
Physics 103, 10137 (1995).
38 V. N. Gorshkov, S. Tretiak, and D. Mozyrsky, Nature Com-
munications 4, 2144 (2013).
39 T. Nelson, S. Fernandez-Alberti, A. E. Roitberg, and
S. Tretiak, Journal of Chemical Physics 138, 224111
(2013).
40 A. J. White, V. N. Gorshkov, R. Wang, S. Tretiak,
and D. Mozyrsky, The Journal of Chemical Physics 141,
184101 (2014).
41 A. J. White, V. N. Gorshkov, S. Tretiak, and D. Mozyrsky,
Journal of Chemical Physics 143, 014115 (2015).
42 N. Shenvi, S. Roy, and J. C. Tully, Journal of Chemical
Physics 130, 174107 (2009).
43 S. Roy, N. A. Shenvi, and J. C. Tully, Journal of Chemical
Physics 130, 174716 (2009).
44 W. Dou, A. Nitzan, and J. E. Subotnik, Journal of Chem-
ical Physics 143, 054103 (2015).
45 W. Ouyang, W. Dou, and J. E. Subotnik, Journal of Chem-
ical Physics 142, 084109 (2015).
46 W. Dou, A. Nitzan, and J. E. Subotnik, Journal of Chem-
ical Physics 142, 084110 (2015).
47 W. Dou, A. Nitzan, and J. E. Subotnik, Journal of Chem-
ical Physics 142, 234106 (2015).
48 R. Kapral, Annual Review of Physical Chemistry 57, 129
(2006).
49 R. Grunwald and R. Kapral, Journal of Chemical Physics
126, 114109 (2007).
50 J. E. Subotnik, W. Ouyang, and B. R. Landry, The Journal
of Chemical Physics 139, 214107 (2013).
51 M. Galperin, A. Nitzan, and R. M. A., Born Oppenheimer
dynamics near metal surfaces, arXiv:0909.0915 (2009).
952 A. Nitzan, Chemical Dynamics in Condensed Phases (Ox-
ford University Press, 2006).
53 A. J. White, M. A. Ochoa, and M. Galperin, Journal of
Physical Chemistry C 118, 11159 (2014).
54 J. N. Pedersen and A. Wacker, Physical Review B 72,
195330 (2005).
55 M. Esposito and M. Galperin, Physical Review B 79,
205303 (2009).
56 M. Esposito and M. Galperin, Journal of Physical Chem-
istry C 114, 20362 (2010).
57 M. Leijnse and M. R. Wegewijs, Physical Review B 78,
235424 (2008).
58 S. Koller, M. Grifoni, M. Leijnse, and M. R. Wegewijs,
Physical Review B 82, 235307 (2010).
59 R. B. Saptsov and M. R. Wegewijs, Physical Review B 86,
235432 (2012).
60 R. B. Saptsov and M. R. Wegewijs, Physical Review B 90,
045407 (2014).
61 M. A. Ochoa, M. Galperin, and M. A. Ratner, Journal of
Physics: Condensed Matter 26, 455301 (2014).
62 I. Sandalov, B. Johansson, and O. Eriksson, International
Journal of Quantum Chemistry 94, 113 (2003).
63 I. Sandalov and R. G. Nazmitdinov, Journal of Physics:
Condensed Matter 18, L55 (2006).
64 I. Sandalov and R. G. Nazmitdinov, Physical Review B
75, 075315 (2007).
65 J. Fransson, Physical Review B 72, 075314 (2005).
66 M. Galperin, A. Nitzan, and M. A. Ratner, Physical Re-
view B 78, 125320 (2008).
67 S. Yeganeh, M. A. Ratner, M. Galperin, and A. Nitzan,
Nano Letters 9, 1770 (2009).
68 N. S. Wingreen and Y. Meir, Physical Review B 49, 11040
(1994).
69 M. Eckstein and P. Werner, Physical Review B 82, 115115
(2010).
70 J. H. Oh, D. Ahn, and V. Bubanja, Physical Review B 83,
205302 (2011).
71 A. J. White, B. D. Fainberg, and M. Galperin, Journal of
Physical Chemistry Letters 3, 2738 (2012).
72 A. J. White, A. Migliore, M. Galperin, and A. Nitzan,
Journal of Chemical Physics 138, 174111 (2013).
73 A. J. White, S. Tretiak, and M. Galperin, Nano Letters
14, 699 (2014).
74 H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and
P. Werner, Reviews of Modern Physics 86, 779 (2014).
75 H. Schoeller, Lecture Notes in Physics 544, 137 (2000).
76 A. E. Feiguin and S. R. White, Physical Review B 72,
020404(R) (2005).
77 L. G. G. V. Dias da Silva, F. Heidrich-Meisner, A. E.
Feiguin, C. A. Bu¨sser, G. B. Martins, E. V. Anda, and
E. Dagotto, Physical Review B 78, 195317 (2008).
78 S. Kirino, T. Fujii, J. Zhao, and K. Ueda, Journal of the
Physical Society of Japan 77, 084704 (2008).
79 S. Kirino and K. Ueda, Annalen der Physik 523, 664
(2011).
80 L. Mu¨hlbacher and E. Rabani, Physical Review Letters
100, 176403 (2008).
81 D. Segal, A. J. Millis, and D. R. Reichman, Physical Re-
view B 82, 205323 (2010).
82 G. Cohen and E. Rabani, Phys. Rev. B 84, 075150 (2011).
83 G. Cohen, E. Gull, D. R. Reichman, A. J. Millis, and
E. Rabani, Physical Review B 87, 195108 (2013).
84 L. Simine and D. Segal, Journal of Chemical Physics 138,
214111 (pages 17) (2013).
85 H. Haug and A.-P. Jauho, Quantum Kinetics in Transport
and Optics of Semiconductors, vol. 123 (Springer, Berlin
Heidelberg, 2008).
86 N. Bode, L. Arrachea, G. S. Lozano, T. S. Nunner, and
F. von Oppen, Physical Review B 85, 115440 (2012).
87 W. Botermans and R. Malfliet, Physics Reports 198, 115
(1990).
88 N. I. Gidopoulos and E. K. U. Gross, Philosophical Trans-
actions of the Royal Society of London A 372 (2014).
89 Y. B. Ivanov, J. Knoll, and D. N. Voskresensky, Nuclear
Physics A 672, 313 (2000).
90 Note in passing that alternatively exact states of molecular
system88 can be used as a basis.
91 Such terms have been referred to as mass superoperators89
92 Note that in the simple model of Section V the Ehrenfest
dynamics is recovered for any value of Γ summing (44) and
(45). More general situation, Eq. (29), explicitly requires
strong molecule-contacts coupling to recover the Ehrenfest
dynamics.
