In the mathematical framework of a restricted, slightly dissipative spin-orbit model, we prove the existence of periodic orbits for astronomical parameter values corresponding to all satellites of the Solar system observed in exact spin-orbit resonance.
Introduction and results
• Satellites in spin-orbit resonance One of the many fascinating features of the Solar system is the presence of moons moving in a "synchronous" way around their planets, as experienced, for example, by earthlings looking always the same familiar face of their satellite. Indeed, eighteen moons of our Solar system move in a so-called 1:1 spinorbit resonance: while performing a complete revolution on a (approximately) Keplerian ellipse around their principal body, they also complete a rotation around their spin axis (which is -again, approximately -perpendicular to revolution plane), in this way these moons always show the same side to their hosting planets. The list of the eighteen moons is the following: Moon (Earth); Io, Europa, Ganymede, Callisto (Jupiter); Mimas, Enceladus, Tethys, Dione, Rhea, Titan, Iapetus, (Saturn); Ariel, Umbriel, Titania, Oberon, Miranda (Uranus); Charon (Pluto); minor bodies with mean radius smaller than 100 Km are not considered (see, however, Appendix C). There is only one more occurrence of spin-orbit resonance in the Solar system: the strange case of the 3:2 resonance of Mercury around the Sun (i.e., Mercury rotates three times on its spin axis, while making two orbital revolutions around the Sun). In this paper we discuss a mathematical theory, which is consistent with the existence of all spin-orbit resonances of the Solar system; in other words, we prove a theorem, in a framework of a well-known simple "restricted spin-orbit model", establishing the existence of periodic orbits for parameter values corresponding to all the satellites (or Mercury) in our Solar system observed in spin-orbit resonance. We remark that, in dealing with mathematical models trying to describe physical phenomena, one may be able to rigorously prove theorems only for parameter values, typically, quite smaller than the physical ones; on the other hand, for the true physical values, typically, one only obtains numerical evidence. In the present case, thanks to sharp estimates, we are able to fill such a gap and prove rigorous results for the real parameter values. Moreover, such results might also be an indication that the mathematical model adopted is quite effective in describing the physics.
• The mathematical model We consider a simple -albeit non trivial -model in which the center of mass of the satellite moves on a given two-body Keplerian orbit focussed on a massive point (primary body) exerting gravitational attraction on the body of the satellite modeled by a triaxial ellipsoid with equatorial axes a ≥ b > 0 and polar axis c; the spin polar axis is assumed to be perpendicular to the Keplerian orbit plane 1 ; finally, we include also small dissipative effects (due to the possible internal non-rigid structures of the satellite), according to the "viscous-tidal model, with a linear dependence on the tidal frequency" ( [6] ): essentially, the dissipative term is given by the average over one revolution period of the so-called MacDonald's torque [9] ; compare [10] . For a discussion of this model, see [3] ; for further references, see [7] , [8] , [12] , and [4] ; for a different (PDE) model, see [1] .
The differential equation governing the motion of the satellite is then given bÿ
where:
1 The largest relative inclination (of the spin axis on the orbital plane) is that of Iapetus (8. (a) x is the angle (mod 2π) formed by the direction of (say) the major equatorial axis of the satellite with the direction of the semi-major axis of the Keplerian ellipse plane; 'dot' represents derivative with respect to t where t (also defined mod 2π) is the mean anomaly (i.e., the ellipse area between the semi-major axis and the orbital radius ρ e divided by the total area times 2π) and e is the eccentricity of the ellipse;
(b) the dissipation parameters η = KΩ e and ν = ν e are real-analytic functions of the eccentricity e: K ≥ 0 is a physical constant depending on the internal (non-rigid) structure of the satellite and 
(c) the constant ε measures the oblateness (or "equatorial ellipticity") of the satellite and it is defined as ε = 
where ρ e (t) and f e (t) are, respectively, the (normalized) orbital radius ρ e (t) := 1 − e cos(u e (t)) (4) and the polar angle (see 3 Figure 1 ); the eccentric anomaly u = u e (t) is defined implicitly by the Kepler equation
Notice that the Newtonian potential f (x, t) is a doubly-periodic function of x and t, with periods 2π.
Remarks:
(i) The principal moments of an ellipsoid of mass m and with axes a, b and c are given by
The oblateness ε is then given by
(ii) There is no universally accepted determination of the internal rigidity constant K for most satellites of the Solar system 5 . For the Moon and Mercury an accepted value is ∼ 10 −8 ; see, e.g., [3] . However, for our analysis to hold it will be enough that η ≤ 0.008 for the moons and η ≤ 0.001 for Mercury.
The known physical parameter values of the eighteen moons of the Solar system needed for our analysis are reported in the following . 4 As well known (see [11] ) e → ue(t) is, for every t ∈ Ê, holomorphic for |e| < r⋆, with r⋆ := max 6 a ≥ b denote the maximal and minimal observed equatorial radii, which, in our model, are assumed to be the axes of the ellipse modeling the equatorial section of the satellite; the dimensions of the polar radius are not relevant in our model, however, for all the cases considered in this paper it turns out to be always smaller or equal than the smallest equatorial radius. 
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• Existence Theorem for Solar System spin-orbit resonances
In this framework, a p:q spin-orbit resonance (with p and q co-prime non-vanishing integers) is, by definition, a solution t ∈ R → x(t) ∈ R of (1) such that
indeed, for such orbits, after q revolutions of the orbital radius, x has made p complete rotations 7 .
Our main result can, now, be stated as follows
with p = q = 1 provided e, ν and ε are as in Table 1 and 0 ≤ η ≤ 0.008.
[Mercury] The differential equation (1) (a)÷(d) admits spin-orbit resonances (7) with p = 3 and q = 2 provided e, ν and ε are as in Table 2 and 0 ≤ η ≤ 0.001.
In [2] (compare Theorem 1.2) existence of spin-orbit resonances with q = 1, 2, 4 and any p (co-prime with q) is proved 8 , while in [5] quasi-periodic solutions, corresponding to p/q irrational are studied in the same model. In [2] no explicit computations of constants (size of admissible ε, size of admissible η, ...) have been carried out. The main point of this paper is to compute all constants explicitly in order to get nearly optimal estimates and include all cases of physical interest.
Proof of the theorem
Step 1. Reformulation of the problem of finding spin-orbit resonances Let x(t) be a p:q spin-orbit resonance and let u(t) := x(qt) − pt − ξ. Then, by (7) and choosing ξ suitably one sees immediately that u is 2π-periodic and satisfies the differential equation
where · denotes the average over the period 9 and
Separating the linear part from the non-linear one, we can rewrite (8) as follows: let
then, the differential equation in (8) is equivalent to
7 Of course, in physical space, x and t being angles, are defined modulus 2π, but to keep track of the topology (windings and rotations) one needs to consider them in the universal cover R of R/(2πZ). 8 The procedure consisting in reducing the problem to a fixed point one containing parameters: the question is then solved by a Lyapunov-Schmidt or "range-bifurcation" decomposition. The "range equation" is solved by standard contraction mapping methods, but in order of the fixed point to correspond to a true solution of the original problem a compatibility (zero-mean) condition has to be satisfied ("the bifurcation equation") and this is done exploiting a free parameter by means of a topological argument. 9 The parameter ξ is given by (1/2π) 2π 0
x(qt) − pt dt and will be our "bifurcation parameter".
Step 2. The Green operator G = L 
In particular, assuminĝ
one gets
The proof of the above lemma is based on the following elementary result, whose proof is given in
12
Appendix A.
Lemma 2.2.
Proof of Lemma 2.1 Given g ∈ B with g C 0 = 1 we have to prove that if u ∈ C 2 per,0 is the unique solution of u ′′ +η u ′ = g with u = 0, then
We note that, setting v := u ′ , we have that v ∈ B and v ′ = −η v + g. Then we get
12 It is easy to see that the estimates in Lemma 2.2 are sharp.
Since u ′′ = −η u ′ + g, we have
and (16) follows by (17).
Step 3. Lyapunov-Schmidt decomposition Solutions of (11) are recognized as fixed points of the operator G • Φ ξ :
where ξ appears as a parameter.
To solve equation (18), we shall perform a Lyapunov-Schmidt decomposition. Let us denote byΦ ξ :
where
Then, equation (18) can be splitted into a "range equation"
(where u = u(·; ξ)) and a "bifurcation (or kernel) equation"
The usual way to proceed to solve (21)&(22) is the following:
1. for any ξ ∈ [0, 2π], find u = u(·; ξ) solving (21);
2. insert u = u(·, ξ) into the kernel equation (22) and determine ξ ∈ [0, 2π] so that (22) holds.
Step 4. Solving of the range equation (contracting map method)
Forε small the range equation is easily solved by standard contraction arguments.
Let R := 5 2ε sup T 2 |f x | and let
Proposition 2.4. Assume thatη satisfies (12) and that
Then, for every ξ ∈ [0, 2π], there exists a unique u := u(·; ξ) ∈ B R such that ϕ(u) = u.
Proof. By (12) and (23) the map ϕ in (24) maps B R into itself and is a contraction with Lipschitz constant smaller than 1 by (25). The proof follows by the standard fixed point theorem.
Recalling (3), (4) and (9), the "range condition" (25) writes
, if (p, q) = (1, 1),
20
, if (p, q) = (3, 2).
(26)
Step 5. Solving the bifurcation equation (22) The function φ u (ξ) in (20) can be written as
with
By (24), for ε satisfying (26),
By(3), (4), for ε satisfying (26), one finds immediately that
Let us, now, have a closer look at the zero order part φ (0) . The Newtonian potential f has the Fourier expansion
where the Fourier coefficients α j = α j (e) coincide with the Fourier coefficients of
(see Appendix B). Thus,
and one finds:
Define
Then, from (27), (30), (33) and (34), it follows that φ([0, 2π]) contains the interval [−a pq , a pq ], which is not empty provided (recall (9) and (30)) 
Therefore, we can conclude that the bifurcation equation (22) is solved if one assumes that |ην ε | ≤ a pq , i.e. (recall again (9), (30) and (34)), if
(36)
We have proven the following: 2) and assume (12) , (26), (35) and (36). Then, (1) admits p:q spin-orbit resonances x(t) as in (7).
Step 6. Lower bounds on |α 2 (e)| and |α 3 (e)| In order to complete the proof of the Theorem, checking the conditions of Proposition 1 for the resonant satellites of the Solar system, we need to give lower bounds on the absolute values of the Fourier coefficients α 2 (e) and α 3 (e). To do this we will simply use Taylor formula to develop α j (e) in power of e up to a suitably large order
j (e) (37) 13 We shall choose h = 4 for the 1:1 resonances and h = 21 for the 3:2 case of Mercury.
and use the analyticity property of G e to get an upper bound on R 
Moreover ρ e (t) = 1 − e cos(u e (t)) satisfies
and G e (t) (defined in (32)) satisfies
Proof. Using that sup
one sees that for |e| < e * the map v → χ e (v) with χ e (v) (t) := e sin v(t) + t is a contraction in the closed ball of radius b in the space of continuous functions endowed with the sup-norm. Moreover, since χ e (v) is holomorphic in e, the same holds for the fixed point v e (t) of χ e . The estimate in (39) follows by observing that u e (t) = v e (t) + t. Since by (39) we get
estimate (40) follows by
Next, let w e (t) := 1 + e 1 − e tan u e (t) 2 so that f e = 2 arctan w e . Then 14 ,
Then (41) follows by (40), (42) and (43).
j (e) be as in (37), 0 < b < 1 and 0 < e < b/ cosh b. Then,
14 Use e 2iz = i − w w + i = − (w − i) 2 w 2 + 1 and tan 2 (α/2) = (1 − cos α)/(1 + cos α).
Proof. For e, ρ > 0 we set
Lemma 2 and standard (complex) Cauchy estimates imply, for 0 ≤ s ≤ 1, from which, recalling (38), the lemma follows. Now, in order to check the conditions of Proposition 1 we will expand α 2 in power of e up to order h = 4 and α 3 up to order h = 21 . Using the representation formula (53) for the α j given in Appendix B we find:
2 (e) , (e) .
In view of Lemma 3, we choose, respectively, b = 0.462678 and 15 b = 0.768368 to get lower bounds:
Step 7. Check of the conditions and conclusion of the proof
We are now ready to check all conditions of Proposition 1 with the parameters of the satellite in spin-orbit resonance given in Table 1 and 2.
In the following Table we report: in column 2: the lower bounds on |α q (e)| as obtained in Step 6 using (44) and (45) (with the eccentricities listed in Table 1 Table 3 . Check of the hypotheses of Proposition 1 for the satellites in spin-orbit resonance
The positive value reported in the third and fourth column means that the range condition (26) and the topological condition (35) are satisfied for all the moons in 1:1 resonance and for Mercury; the bifurcation condition (36) yields an upper bound on the admissible value for η (fifth column). Thus, η has to be smaller than the minimum between the value in the fifth column of Table 3 and the value in the right hand side of Eq. (12) (needed to give a bound on the Green operator): such minimum values is seen to be 0.008 · · · for the moons in 1:1 resonance and 0.001 · · · for Mercury.
The proof of the Theorem is complete.
16 Thus, the inequality is satisfied if the numerical value in the column is positive; the same applies to the 5th column.
A Proof of Lemma 2.2
Proof. We first prove (14). Up to a rescaling we can prove (14) assuming v
Note that it is obvious that c ≤ π since v has zero average and, therefore, it must vanish at some point.
Up to a translation we can assume that |v| attains maximum in −c. In case, multiplying by −1, we can also assume that −c is a minimum namely
Since v
and, therefore,
Combining with the last inequality in (46) we get
which contradicts the fact that v has zero average, proving (14)
We now prove (15). Up to a rescaling we can prove (15) assuming v
Up to a translation we can assume that |v| attains maximum at 0. In case, multiplying by −1, we can also assume that −c is a minimum namely
Since v has zero average must exist
B Fourier coefficients of the Newtonian potential
Properties of the Fourier coefficients α j of the Newtonian potential f , including Eq. (32), have been discussed, e.g., in Appendix A of 17 [2] .
Here we provide a simple formula for the Fourier coefficients α j of the Newtonian potential f in (3) (compare (d) of §1, and (31)-(32)); namely we prove that
where w = w(u; e) := Proof. If z = arctan w, then
so that if w e (t) := w(u e (t), e) one has f e = 2 arctan w e and Making the change of variable given by the Kepler equation (5), i.e. integrating from t to u = u e and setting u e (t) ′ = 1 ρe(t) one gets (53).
C Small bodies
In the Solar system besides the eighteen moons listed in Table 1 and Mercury there are other five minor bodies with mean radius smaller than 100 km observed in 1:1 spin-orbit resonance around their planets: Phobos and Deimos (Mars), Amalthea (Jupiter), Janus and Epimetheus (Saturn). Table 4 . Physical data of minor bodies in 1:1 spin-orbit resonance * : Thomas, P. C., et al. Icarus 135 (1998). Besides being small, such bodies have also a quite irregular shape and only Janus and Epimetheus have a good equatorial symmetry 18 . Indeed, for these two small moons (and only for them among the minor bodies), our theorem holds as shown by the data reported in the following Table 5 . Check of the hypotheses of Proposition 1 for the small satellites in spin-orbit resonance
