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Supervisor: Leszek F. Demkowicz
This dissertation focuses on the development of fast and efficient solution schemes for
the simulation of challenging problems in wave propagation phenomena. In particular, empha-
sis is given in high frequency acoustic and electromagnetic problems which are characterized
by localized solutions. This kind of simulations are essential in various applications, such as
ultrasonic testing, laser scanning and modeling of optical laser amplifiers.
In wave simulations, the computational cost of any numerical method, is directly related
to the frequency. In the high-frequency regime very fine meshes have to be used in order to
satisfy the Nyquist criterion and overcome the pollution effect. This often leads to prohibitively
expensive problems. Numerical methods based on standard Galerkin discretizations, lack of
pre-asymptotic discrete stability and therefore adaptive mesh refinement strategies are usually
inefficient. Additionally, the indefinite nature of the wave operator makes state of the art
preconditioning techniques, such as multigrid, unreliable.
In this work, a promising alternative approach is followed within the framework of the
discontinuous Petrov–Galerkin (DPG) method. The DPG method offers numerous advantages
for our problems of interest. First and foremost, it offers mesh and frequency independent
discrete stability even in the pre-asymptotic region. This is made possible by computing on
the fly an optimal test space as a function of the trial space. Secondly, it provides a built-in local
vii
error indicator that can be used to drive adaptive refinements. Combining these two properties
together, reliable adaptive refinement strategies are possible which can be initiated from very
coarse meshes. Lastly, the DPG method can be viewed as a minimum residual method, and
therefore it always delivers symmetric (Hermitian) positive definite stiffness matrix. This is a
desirable advantage when it comes to the design of iterative solution algorithms. Conjugate
Gradient based solvers can be employed which can be accelerated by domain decomposition
(one- or multi- level) preconditioners for symmetric positive definite systems.
Driven by the aforementioned properties of the DPG method, an adaptive multigrid
preconditioning technology is developed that is applicable for a wide range of boundary value
problems. Unlike standard multigrid techniques, our preconditioner involves trace spaces de-
fined on the mesh skeleton, and it is suitable for adaptive hp-meshes. Integration of the
iterative solver within the DPG adaptive procedure turns out to be crucial in the simulation
of high frequency wave problems. A collection of numerical experiments for the solution of
linear acoustics and Maxwell equations demonstrate the efficiency of this technology, where
under certain circumstances uniform convergence with respect to the mesh size, the polynomial
order and the frequency can be achieved. The construction is complemented with theoretical
estimates for the condition number in the one-level setting.
viii
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Introduction
1.1 Motivation
Accurate and efficient numerical simulation of wave propagation phenomena is still
an active research area in the computational science community. Practical applications can
be found in numerous fields including industry, medicine, communications and military. This
work is motivated by applications in the high-frequency regime, such as ultrasonic testing, laser
scanning (also known as LIDAR) and optical laser amplifiers.
Figure 1.1: Ultrasonic testing: a transducer generates an high frequency sound wave, which
propagates through the material, and then by monitoring the intensity of reflection of the
wave, the material can be examined for possible flaws (left figure retrieved January 10,
2019, from http://www.sdindt.com/Ultrasonic-Testing.html, right figure retrieved January 10,
2019, from https://www.olympus-ims.com/zh/ resources/white-papers/an-introduction-to-angle-beam-
assemblies/)
Ultrasonic testing techniques are popular in industry when examining the properties
of a material or detecting possible flaws in it [69]. In practice, a transducer generates an
ultrasonic wave, which propagates through the examined material, and then by monitoring the
intensity of reflection and/or the attenuation of the wave, the material can be characterized
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(see Figure 1.1). Laser scanning is a remote sensing method, that measures distance to a target.
Unlike ultrasonic testing techniques, in laser scanning the target is illuminated by a laser light,
and the reflected waves are measured by a sensor, in order to construct a digital representation
of the target. LIDARs are commonly used for the construction of high-resolution maps and
for control and navigation of autonomous cars. Lastly, as the name suggests, an optical laser
amplifier is a device used to amplify an optical signal. They are commonly used in military
and industrial applications. Our research group, in collaboration with the Air Force Research
Lab, is working on the simulation of high-power fiber lasers based on the Raman gain model,
work that is described in detail in [97, 96].
Figure 1.2: Simulation of fiber laser using the Raman gain model (figure retrieved January 10, 2019,
from [97]).
1.2 Objective
Driven by the aforementioned applications, this dissertation focuses on the development
of fast and efficient solvers for the simulation of acoustic and electromagnetic wave propagation
phenomena. We are particularly interested in the time-harmonic form of linear acoustics and
Maxwell equations. Emphasis is given to the simulation of high frequency beams and problems
with singular solutions. The key point of our work is the construction of robust and effective
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multilevel preconditioners for the discontinuous Petrov–Galerkin (DPG) method and how they
can be integrated with automatic hp-adaptive strategies.
1.3 Background
1.3.1 Time-harmonic wave equations
Time-harmonic (also known as steady state) formulations of the time dependent wave
equations can be derived under the assumption that the source varies sinusoidally in time
with a single frequency. Under this assumption, using phasor analysis, the time-harmonic
formulations for acoustics and Maxwell equations are derived below.
1.3.1.1 Linear acoustics
We consider the differential isentropic form of the compressible Euler equations, ex-
pressed in terms of density ρ, pressure p and velocity u, i.e,
(1.1)
Conservation of mass: ∂ρ
∂t
+ div(ρu) = 0 ,
Linear momentum: ρ∂u
∂t
+ ρu · ∇u+∇p = 0
In order to obtain the classical linear equations, we linearize around the hydrostatic equilibrium
position ρ = ρ0, u = 0. Consider a perturbation of the solution around the equilibrium position,
ρ = ρ0 + δρ and u = δu. Assuming that the perturbations are small, we can neglect the higher
order terms. Additionally, for the isentropic flow, the pressure is related with the density
through an algebraic relation, p = p(ρ), and so linearizing around the equilibrium position
gives
p = p(ρ0) +
dp
dρ
(ρ0)δρ+ . . .
We now define by p0 := p(ρ0) the hydrostatic pressure, and identify by c0 =
√
dp
dρ(ρ0), the
speed of sound in the acoustic medium. If we now linearize (1.1) we arrive at:
∂(δρ)
∂t
+ ρ0 div δu = 0
ρ0
∂(δu)
∂t
+∇δp = 0
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where δp = c20δρ is the perturbation in the pressure. Eliminating density ρ, and with some
abuse of notation (dropping the δ symbol) we get
1
c20
∂p
∂t
+ ρ0 div u = 0
ρ0
∂u
∂t
+∇p = 0
Assuming now ansatz in time, we can derive the time-harmonic equations. Let
p(x, t) = eiωtpˆ(x)
u(x, t) = eiωtuˆ(x).
and let ω be the angular frequency. Then, the time-harmonic equations are given by
1
c20
iωp+ ρ0 div u = 0
ρ0iωu+∇p = 0
where for simplicity we dropped the hats ( )ˆ. After non-dimensionalization, we arrive at:
(1.2)
iωp+ div u = 0
iωu+∇p = 0
Note that by solving for u in the second equation and substituting to the first, (1.2) reduces
to the Helmholtz equation:
−∆p− ω2p = 0
A boundary value problem (BVP) can be derived from (1.2) by considering a bounded domain
Ω and appropriate boundary conditions. For instance, for general right hand sides and hard
and soft boundary conditions the BVP reads:
(1.3)

iωp+ div u = f1, in Ω
iωu+∇p = f2, in Ω
p = 0, on Γ1
u · n = 0, on Γ2
Here, Γ1,Γ2 are parts of the boundary ∂Ω such that Γ2 = ∂Ω \ Γ1 and n is the outward unit
normal.
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1.3.1.2 Electromagnetics - Maxwell equations
Maxwell’s equations are the governing equations of all electromagnetic phenomena.
They consist of five equations that describe precisely how electric and magnetic fields are
generated from their sources: electric charges and currents. These equations in their transient
form are:
Gauss (electric law) : ∇ ·D = ρimp + ρ,
Gauss (magnetic law) : ∇ ·B = 0,
Faraday : ∇×E = −∂B
∂t
,
Ampere : ∇×H = ∂D
∂t
+ J imp + J ,
Continuity equation : ∂ρ
∂t
= −∇ · J
where D is the electric flux density, ρimp is the impressed charge, ρ is the free charge density,
B is the magnetic flux density, E is the electric field, H is the magnetic field, J imp is the
impressed current and J is free electric current density. Assuming linear isotropic materials,
the following constitutive relations hold:
D = E, B = µH, J = σE
where , µ and σ are the permitivity, permeability and conductivity of the material, respec-
tively. We can now eliminate the free charge ρ, use the constitutive relations, and apply
Fourier transform, to derive the time-harmonic form of Maxwell’s equations for the electric
and magnetic field:
(1.4)
Faraday : ∇× Eˆ + iωµHˆ = 0,
Ampere : ∇× Hˆ − (iω+ σ)Eˆ = Jˆ imp,
where the hat ( ˆ ) denotes the Fourier transform (phasors). Note that the compatibility
condition ∇ · Jˆ imp = iωρimp must be satisfied. The time harmonic-form of Gauss electric and
magnetic laws can be derived by taking the divergence of both sides of Ampere’s and Faraday’s
law in (1.4), respectively. A BVP can be derived in a similar way to the derivation of (1.3).
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1.3.2 Galerkin methods for high frequency wave propagation problems
There is a wide range of numerical methods for the simulation of high-frequency wave
propagations problems. For inhomogeneous materials and complex geometries the state of the
art methods are based on Finite Element (commonly referred as standard Galerkin) discretiza-
tions. Unfortunately, standard Galerkin methods suffer from the pollution effect [6], especially
in the lower order case. In simple terms, as the frequency grows, the numerical solution be-
comes out of phase, even if the Nyquist criterion is met [78, 77] (fixed number of elements per
wavelength). The pollution can be controlled, by using finer meshes or a higher order of ap-
proximation [93]. However, this often leads to computationally intractable problems, because
the linear system is either very large or badly-conditioned.
Other approaches include the partition of unity methods [5, 91], discontinuous Galerkin
methods [92, 24], ultraweak variational formulations (UWVF) [76, 21], plane waves methods
(PWDG) [75, 114], interior penalty methods with complex stabilization [48, 49], etc. Even
though these methods are often significantly more efficient than the standard Galerkin method,
in the multidimensional case the pollution effect is unavoidable [6]. In addition, these methods
are only asymptotically stable, and therefore for high frequencies, adaptive schemes work only if
they start from a significantly fine initial mesh. Alternative approaches are based on minimum
residual methods for the first order system (FOSLS) [86, 94, 10], which provide unconditionally
stable discretizations. They experience however, very dissipative behavior.
1.3.3 Linear solvers
For Galerkin discretizations, state of the art sparse direct solvers are very efficient for
the solution of two dimensional problems. Even for very large frequencies it is difficult to
compete with direct solvers that exploit sparsity patterns and minimize the bandwidth of the
stiffness matrix, since under certain circumstances, they can achieve nearly linear complexity.
However, in three dimensional computations, this is not the case, since the computational
complexity grows quadratically with the number of unknowns.
Standard iterative solvers, being the only alternative, do not behave very well when it
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comes to the solution of high-frequency wave equations. The main difficulty arises from the
indefiniteness and the conditioning of the linear system. For standard Galerkin discretizations
one must use GMRES, with a preconditioner which shifts the spectrum to the positive half
plane. The resulting solver is not always reliable, especially when the grid is very coarse.
Multigrid techniques loose their efficiency, since in order to converge, they usually require
expensive coarse grid solves because the coarse mesh has to be “fine enough”. In general, there
are numerous approaches for designing fast and robust iterative solvers for high frequency
wave propagation problems [45, 47, 58]. In particular, well-known attempts include but are
not limited to, shifted Laplacian techniques [47, 111, 59], domain decomposition methods [85,
63, 16, 112], multigrid methods [113, 64, 18], the fast sweeping preconditioner [44, 43, 116], the
method of polarized traces [121], and stabilized FEM techniques based on artificial absorption
[57, 12]. Nevertheless, developing frequency-independent iterative solvers, that also exploit
efficiently today’s multi-core computer architectures, is still an open research problem in the
scientific community.
1.3.4 The discontinuous Petrov–Galerkin (DPG) method
The DPG method has been gaining much attention over recent years. It was originally
developed almost ten years ago by Demkowicz and Gopalakrishnan [27, 28, 35] for the so
called ultraweak formulation. The ultraweak formulation is derived by considering the first
order system of equations and passing all the regularity to the test space though integration
by parts. It was later realized that other formulations could be considered without using a
first order reformulation [29]. In fact, more recently it has been shown that the DPG method
can be applied to any well posed variational formulation [19].
As the name suggests, it is a Petrov–Galerkin scheme since it uses a non-symmetric
functional setting, i.e, trial and test spaces are not the same. The novelty of the method comes
from the fact that the test functions are computed on the fly, in such a way that discrete
stability is inherited from the continuous stability of the original problem. In other words, the
trial and test space are not predefined; on the contrary, given a trial space the optimal test
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space is computed though the so called trial to test operator. This method is called the ideal
DPG method. In real computations, the trial to test operator and the optimal test functions
are approximated, resulting in the so called practical DPG method [65].
The need for computational efficiency led to the use of broken (discontinuous) test
spaces at the expense of introducing additional interface unknowns (Lagrange multipliers).
The additional cost of approximating the test functions is now reduced to the element level,
making the method more competitive. Carstensen et al. in [19], show that the resulting
variational formulation with broken test spaces remains well posed with a mesh-independent
stability constant of the same order as the inf-sup constant for the original problem.
As it will be demonstrated in Chapter 2, the DPG method admits two additional re-
formulations. First it can be reformulated as a minimum residual method where the residual
is minimized in the dual norm. Consequently, the resulting DPG system is always symmetric
(Hermitian) and positive definite. This is an important advantage when designing precondi-
tioners for iterative solvers. Notice that a different choice of the norm on the test space results
in a completely different method. Secondly, the DPG method can be written as a mixed
method, where simultaneously a solution is sought for the original unknown and the error rep-
resentation function. The norm of the error representation function provides an inexpensive
built-in error indicator and therefore the possibility of efficient and reliable adaptive schemes.
In summary, the most important advantages of the DPG method are the following: a)
it has a mathematically sound functional analysis background, providing additional comfort in
computations, b) it is extremely general in the sense that it can be applied to any well posed
variational formulation, c) it provides unconditional discrete stability, d) it always delivers
symmetric (Hermitian) positive definite stiffness matrices and e) it comes with a built-in error
indicator. However, it has been sometimes criticized for its overall cost. It is a fact that the
DPG method delivers linear systems of approximately twice the size compared to the standard
Galerkin linear system. Note though, that this is independent of the dimension of the problem.
Admittedly, the DPG method might not be the most favorable choice when it comes to simple
elliptic problems (for instant solving Poisson equation in a square). The superiority of the
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DPG method is apparent in more challenging problems usually when adaptivity is crucial (e.g.
problems with boundary layers, shocks, singularities etc.)
Over the past few years several research studies have been devoted to the further the-
oretical development of the DPG method and its application to engineering problems. Among
many others, the DPG method has been applied to fluid [109, 22, 40, 107, 82], convection-
diffusion [14, 36, 23], singular perturbation [100, 73, 54, 56, 72], elasticity [20, 81, 51, 50]
and wave propagation problems [106, 33, 97, 62, 122]. DPG space-time discretizations have
been successfully developed for Navier-Stokes, acoustics and Schro¨dinger equations [41, 42, 67,
68, 46, 34]. Other related works involve coupling different formulations of the DPG method
[52], coupling DPG with other discretization methods [54, 71, 73, 55], polygonal elements
[3], fast integration techniques [95], goal oriented adaptive strategies and the DPG∗ method
[79, 84, 32, 80] and DPG preconditioners [8, 66, 7, 87, 106, 108].
1.4 Achievements of this dissertation
The main accomplishment of this work is twofold. First, we have developed a general
multigrid technology for the DPG method that is suitable for a wide range of boundary value
problems. It can be applied to any well posed variational formulation as long as it can be
discretized using the energy spaces of the exact sequence
H1
∇−−→ H(curl) ∇×−−→ H(div) ∇·−−→ L2.
Additionally, we have developed a theoretical convergence analysis for the case of the one level
Schwarz preconditioner for the linear acoustics problem. The second part of our contribution
involves the simulation of “large” wave propagation problems in acoustics and electromagnetics.
In particular, using our multigrid technology along with the adaptive capabilities of the DPG
method, we are able to simulate scattering phenomena in the high-frequency regime and solve
various problems with singular solutions.
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1.5 Outline
This dissertation is organized as follows. Chapter 2 serves as a crash course on the DPG
method. The main ideas of the method are described and its three different characterizations
are outlined. Necessary notation and definitions for the rest of the document are presented.
Chapter 3 focuses on the application of the DPG method to different variational for-
mulations. As a model problem the two dimensional linear acoustics problem in free space
is considered. Results on convergence and the spectrum properties of these formulations are
presented. The chapter concludes with numerical experiments focused on the ultraweak for-
mulation in the high-frequency regime, using hp-adaptivity. The ability of the DPG method to
perform reliable adaptive refinements delivering optimal meshes is showcased by comparisons
with an L2-projection problem.
The next four chapters are devoted to our work on the construction of preconditioners
for the DPG method and their application to challenging wave problems. First, in Chapter 4,
a theoretical convergence analysis is developed for a one level additive Schwarz preconditioner
for the linear acoustics problem. The analysis is based on the subspace correction theory of Xu
[117, 118, 119]. The main proof is complemented with the design and execution of a numerical
experiment, needed for the computation of an interpolation norm that appears in the theoreti-
cal estimates. An extension of the one-level preconditioner to the two-level setting is introduced
in Chapter 5. In there, numerical results on the simulation of high-frequency acoustic beams
in two space dimensions are displayed. Next, Chapter 6 describes the construction of an adap-
tive multigrid preconditioner in three space dimensions. Here, the computational complexity
is examined in both serial and parallel implementations. Finally, various three dimensional
numerical experiments for acoustic and electromagnetic simulations are shown in Chapter 7.
The key point, making these simulations computationally tractable, is the integration of the
multigrid preconditioner within the adaptive DPG technology. The document concludes with
a brief synopsis and a discussion on future directions. Four appendices can be found at the
end of the document providing supplemental material for Chapters 2, 4 and 6.
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Chapter 2
The discontinuous Petrov–Galerkin method
In this chapter we give a brief overview of the DPG method and highlight some of its
important properties. We start by describing the so called ideal Petrov–Galerkin method and
demonstrate that it can be characterized in three different ways: a) as a minimum residual
method, b) as a Petrov–Galerkin method with optimal test functions and c) as a mixed formu-
lation. We continue with an overview of the practical Petrov–Galerkin method and then we
introduce the discontinuous Petrov–Galerkin (DPG) method. We conclude the chapter with a
discussion on the implementation.
2.1 The ideal Petrov–Galerkin method
Consider the following abstract variational problem. Suppose we are given a continuous
bilinear (sesquilinear) form b(·, ·) defined on the product U×V of Hilbert spaces U (trial space)
and V (test space), and a continuous linear (anti-linear) form l(·) defined on V . We want to
find the solution to the problem:
(2.1)
u ∈ Ub(u, v) = l(v), v ∈ V.
We assume that the above continuous problem is well posed, i.e, the continuous inf-sup condi-
tion [4] for the bilinear form b(·, ·) holds:
γ = inf
u∈U
sup
v∈V
|b(u, v)|
‖u‖U‖v‖V > 0
where γ is the inf - sup constant.
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2.1.1 Equivalent characterizations of the ideal PG method
The variational problem (2.1) can be reformulated as an operator equation
(2.2) Bu = l
where B : U → V ′ is defined as
〈Bu, v〉V ′×V = b(u, v)
and 〈·, ·〉V ′×V denotes the duality pairing on V
′ × V .
Minimum residual formulation. Given a finite-dimensional approximate trial space Uh ⊂
U , (2.2) can be discretized as a minimum residual problem, where we seek an approximate
solution uh ∈ Uh that minimizes the residual in the norm dual to the test norm, i.e,
(2.3) uh = arg min
wh∈Uh
J(wh), where J(wh) =
1
2‖l − Bwh‖
2
V ′
Unfortunately, computing with the dual norm ‖ · ‖V ′ , is usually not possible. This difficulty
can be avoided by introducing the Riesz operator for the test space. The Riesz operator
RV : V → V ′
is defined by
(RV y)(v) = 〈Rvy, v〉V ′×V = (y, v)V , y, v ∈ V
and it is an isometric isomorphism. This allows us to replace the dual norm ‖ · ‖V ′ with
‖R−1V (·)‖V , i.e., (2.3) becomes
(2.4) uh = arg min
wh∈Uh
1
2‖R
−1
V (l − Bwh)‖2V .
From the above minimization problem, we can easily derive two additional formulations. Tak-
ing the Gaˆteaux derivative of (2.4) leads to the following linear problem:
(2.5)
uh ∈ Uh ⊂ U(R−1V (l − Buh),R−1V Bδuh) = 0, δuh ∈ Uh
We can now take two different directions. One will lead us to a Petrov–Galerkin method with
optimal test functions and the second to a mixed method.
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Petrov–Galerkin method with optimal test functions. We introduce the ideal trial-
to-test operator T : Uh → V , defined by
(2.6) (Tδuh, δv)V = b(δuh, δv) δuh ∈ Uh, δv ∈ V, i.e., T = R−1V B
and we define the optimal test space as V opth := T(Uh), i.e, the image of the trial to test operator
T acting on the trial space Uh. Therefore, problem (2.5) leads to the following Petrov–Galerkin
scheme:
(2.7)
uh ∈ Uh ⊂ Ub(uh, vh) = l(vh), vh ∈ V opth
This particular construction of the test space is crucial because it guarantees uniform and
unconditional discrete stability. In general, when the variational problem (2.1) is discretized
with an arbitrary choice of trial and test space, discrete stability is not guaranteed even if the
problem is stable on the continuous level. In order to ensure discrete stability, the Babusˇka’s
discrete inf-sup condition [4] has to be satisfied:
γh = inf
uh∈Uh
sup
vh∈Vh
|b(uh, vh)|
‖uh‖U‖vh‖V > 0
where γh is the discrete inf - sup constant. The construction of the test space described above,
ensures that the supremum in the above discrete inf sup condition is equal to the supremum
over the whole V . Indeed, for vh ∈ V opth we have:
(2.8) b(uh, vh)‖vh‖V =
b(uh,Tuh)
‖Tuh‖V = ‖Tuh‖V = supv∈V
|(Tuh, v)V |
‖v‖V = supv∈V
|b(uh, v)|
‖v‖V .
Consequently, the Petrov–Galerkin scheme (2.7) inherits automatically the stability from the
continuous level with the discrete inf sup constant γh ≥ γ. It is important to note that
the stability is guaranteed even in the pre-asymptotic region. We will demonstrate in the
next chapter that this is very beneficial when solving problems with localized solutions, since
adaptive refinements can be employed starting from very coarse meshes.
Remark 2.1. It is clear from (2.8) that the Petrov–Galerkin scheme with optimal test func-
tions (2.7) will always deliver a Hermitian positive definite stiffness matrix. We will show
how we can exploit this important property later on, when we discuss the construction of a
preconditioner for the Conjugate Gradient (CG) method.
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Mixed method. Finally, from (2.5) we can identify ψ := R−1V (l − Buh) to be the error
representation function, i.e, (2.5) becomes:
(ψ,R−1V Bδuh) = 0, δuh ∈ Uh
This generates the following mixed problem:
(2.9)

uh ∈ Uh, ψ ∈ V,
(ψ, v)V + b(uh, v) = l(v), v ∈ V,
b(wh, ψ) = 0, wh ∈ Uh
where now we solve simultaneously for the original unknown uh and the error representation
function ψ. Note that the norm of ψ offers a built-in a-posteriori error indicator. Indeed, if we
define the energy norm as
‖u‖E := ‖Bu‖V ′ = sup
v∈V
|b(u, v)|
‖v‖V
then we can compute the Galerkin error measured in the energy norm, by computing the norm
of the error representation function (residual).
‖uh − u‖E = ‖B(uh − u)‖V ′ = ‖Buh − l‖V ′ = ‖R−1V (Buh − l)‖V = ‖ψ‖V
As we demonstrate later on, the residual is the main tool to drive adaptive refinements in the
DPG method.
2.2 The practical Petrov–Galerkin method
The ideal Petrov–Galerkin method promises guaranteed pre-asymptotic stability and a
reliable a-posteriori error indicator. These are the main two things one needs in order to build
a stable adaptive method. However, the computation of the optimal test space involves the
inversion of the Riesz operator RV , i.e., solution of an additional infinite dimensional boundary
value problem (with multiple right hand sides). This is not computationally feasible, and so
we consider a truncated finite dimensional test space V r ⊂ V , with dim(V r) >> dim(Uh), the
so-called enriched test space. Then, the minimum residual formulation (2.3) becomes:
(2.10) uh = arg min
wh∈Uh
1
2‖l − Bwh‖
2
V ′ = arg minwh∈Uh
1
2‖(R
−1
V )r(l − Bwh)‖2V .
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Here, (R−1V )r : V
′ → V r is the approximate inverse Riesz operator defined by (R−1V )rl =: vr,
where v
r ∈ V r
(vr, δv)V = l(δv), δv ∈ V r.
The ideal trial-to-test operator (2.6) is now approximated by an approximate operator Tr :
Uh → V r ⊂ V defined by:
(2.11) (Trδuh, δv)V = b(δuh, δv), δuh ∈ Uh, δv ∈ V r.
Equation (2.7) is modified accordingly, and we arrive at a new Petrov–Galerkin scheme for the
practical PG method. uh ∈ Uh ⊂ Ub(uh, vh) = l(vh), vh ∈ V optr := Tr(Uh).
Finally the mixed formulation (2.9) becomes:
uh ∈ Uh, ψr ∈ V r,
(ψr, v)V + b(uh, v) = l(v), v ∈ V r,
b(wh, ψr) = 0, wh ∈ Uh
where ψr = (R−1V )r(l −Buh) and ‖ψr‖V is the approximate residual.
Remark 2.2. Typically, the construction of the enriched test space V r involves uniform p
enrichment over the order of approximation of the trial space. The enrichment order is denoted
by ∆p, i.e, if the order of the trial functions is p, then the order of the test functions is
r = p+ ∆p. In all numerical results reported in this work, ∆p = 1 is used.
Remark 2.3. A natural question that one can raise is the following: is discrete stability still
guaranteed? There are four studies that we are aware of, attempting to answer this question.
First, Gopalakrishnan and Qiu [65], by introducing an appropriate Fortin operator, showed
that indeed the approximation maintains discrete stability for two dimensional problems. The
construction was later generalized in three dimensions in [19]. Additionally, Carstensen and
Hellwig in [20], prove the discrete inf-sup condition for a low order test space for the linear
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elasticity problem. Finally, in [98], Nagaraj, Petrides and Demkowicz attempted to quantify
the loss of stability by computing norms of relevant Fortin operators, defined on H1 and H(div)
energy spaces in two space dimensions, and showed through numerical experiments that the
stability loss is minimal. A brief outline on this work is given in appendix A.
2.3 The discontinuous Petrov–Galerkin method. Breaking the test space
So far we outlined, in an abstract way, the main principles of the ideal and the practical
PG method and how it can be interpreted in three different ways. Yet, we still need to
explain where the word “Discontinuous” is coming from. The approximation of the optimal
test functions, naturally adds a significant cost to the overall procedure, since it involves the
inversion of the Riesz map on the global level. To avoid this extra cost we “break” the test
space, i.e, we test with test functions coming from a larger broken test space V (Ωh) ⊃ V
that involves no conformity assumptions across inter-element boundaries. This allows for a
local inversion of the Riesz map, therefore the additional cost of approximating the optimal
test functions is negligible. However, this comes with a price; the introduction of additional
interface unknowns (Lagrange multipliers) that live on the whole mesh skeleton. The bilinear
form (2.1) is now modified and incorporates these new interface unknowns. The modified
problem then reads:
(2.12)
u ∈ U, uˆ ∈ Uˆ
bh(u, v) + 〈uˆ, v〉 = l(v), v ∈ V (Ωh).
where Uˆ is the space of the Lagrange multipliers and 〈uˆ, v〉 denotes an appropriate duality
pairing on the mesh skeleton. Note that bh(u, v) indicates that all differential operators are
defined element-wise (see [31]).
Fortunately, the use of broken test spaces does not cause any stability issues. Carstensen et
al in [19] show that the resulting variational formulation with broken test spaces remains well
posed with a mesh-independent stability constant of the same order as the inf-sup constant
for the continuous problem.
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2.4 Implementation of the DPG method - a short tutorial
We conclude this chapter by providing a short tutorial on how the DPG method can be
implemented, and how it can be easily incorporated in any standard FEM code. Additionally,
we discuss the discretization of the required energy spaces and lastly we provide the reader
with information on the DPG software package used for the numerical simulations presented
in this dissertation.
2.4.1 The DPG linear system
Similarly to the derivation of the mixed formulation (2.9) for the practical PG method,
we can derive the corresponding mixed formulation for the modified bilinear form (2.12):
(2.13)

uh ∈ Uh ⊂ U, uˆh ∈ Uˆh ⊂ Uˆ , ψr ∈ V r(Ωh),
(ψr, vr)V + bh(uh, vr) + 〈uˆh, vr〉 = l(vr), vr ∈ V r(Ωh),
bh(wh, ψr) = 0, wh ∈ Uh,
〈wˆh, ψr〉 = 0, wˆh ∈ Uˆh,
where uˆh corresponds to the new interface unknowns that live on the mesh skeleton, and
V r(Ωh) denotes the larger broken test space for the practical DPG method.
Let Uh = {ui}Ni=1, Uˆh = {uˆi}Nˆi=1 and Vr = {vi}Mi=1 (where M > N + Nˆ) denote bases for
the discrete trial space Uh × Uˆh and the enriched test space Vr respectively. Then (2.13) can
be now reduced to a matrix equation. Indeed, let Bij = b(uj , vi), Bˆij = 〈uˆj , vi〉, Gij = (vi, vj)V ,
l = l(vi) and denote by F to be the field (F = R or C). Then, we want to find the set of
coefficients w = [wi]Ni=1 ∈ FN , wˆ = [wˆi]Nˆi=1 ∈ FNˆ and q = [qi]Mi=1 ∈ FM such that
uh =
N∑
i=1
wiui, uˆh =
Nˆ∑
i=1
wˆiuˆi and ψr =
M∑
i=1
qivi,
satisfy  G B BˆB∗ 0 0
Bˆ∗ 0 0

ψruh
uˆh
 =
 l0
0

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By solving the first equation for ψr and substituting to the next two equations, we obtain the
final DPG system:
(2.14)
(
B∗G−1B B∗G−1Bˆ
Bˆ∗G−1B Bˆ∗G−1Bˆ
) (
uh
uˆh
)
=
(
B∗G−1l
Bˆ∗G−1l
)
.
Notice that since the test space is discontinuous, the matrix G is block diagonal. This allows
us to perform the static condensation of the error representation function ψr, element-wise.
We solve now for uh and uˆh using the standard FEM technology. That is, we compute the
matrices of (2.14) for each element, assemble the global stiffness matrix and load vector and
solve the linear system as in any standard Galerkin code. Finally, after solving for uh and
uˆh, we perform local back substitution to compute the element contributions to the error
representation function ψr, and use their norm as a local error indicator to drive adaptivity.
Note that the DPG technology can be implemented within any standard FEM code that
supports the discretization of all energy spaces forming the exact sequence, i.e, H1, H(curl),
H(div), L2, with minimal modifications (mostly for the element matrices computations). We
give a more detailed discussion on how the interface unknowns (uˆh) are discretized in the next
section.
An alternative approach for solving linear system (2.14) can be exploited by considering
an overdetermined linear system. Since matrix G is block diagonal and Hermitian (symmetric),
its Cholesky factorization can be utilized in an element-wise fashion. Let G = LL∗. Then (2.14)
can be rewritten as:
(2.15) A∗Ax = A∗b
where
A = [L−1B L−1Bˆ], b = L−1l and x = [uh uˆh]T
It is clear that the linear system (2.15) can be interpreted as the normal equations reformulation
of the following discrete linear least squares problem
(2.16) Ax LS= b
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where the matrix A is rectangular of size M × (N + Nˆ). Thus, (2.16) is an overdetermined
system and can be solved using specialized linear solvers for least squares problems (e.g QR-
based algorithms). Even though, the most common practice in the DPG community is to
solve the normal equations, this alternative formulation was studied in [83] and shown to be
beneficial in cases where the condition number of the linear system is large. The standard
approach of using the normal equations leads to condition number growth of O(h−2) where h
is the discretization size. Conversely, in the case of the overdetermined system the condition
number would grow only linearly with respect to h−1. We refer the reader to the appendix B
for an outline of this work and examples where this alternative approach is preferred.
2.4.2 Discretization - energy spaces and polynomial subspaces
One of the main advantages of the DPG method is its flexibility to be applied in any
well posed variational formulation. It is therefore essential to be able to support simultaneous
discretization of the whole exact sequence, i.e, H1, H(curl), H(div), L2 energy spaces.
2.4.2.1 Energy spaces
The standard energy spaces for a bounded domain Ω ∈ R3 are as follows:
L2(Ω) =
{
q : Ω→ R(C) : ‖q‖ <∞}
H1(Ω) =
{
p : Ω→ R(C) : p ∈ L2(Ω), ∇p ∈ (L2(Ω))3}
H(curl,Ω) =
{
E : Ω→ R3(C3) : E ∈ (L2(Ω))3, ∇× E ∈ (L2(Ω))3}
H(div,Ω) =
{
v : Ω→ R3(C3) : v ∈ (L2(Ω))3, ∇ · v ∈ L2(Ω)}.
Note that in the two dimensional case the ∇× operator is scalar valued (see Section 2.4.2.2)
and the H(div) space is derived by “rotation” of the H(curl) space. Here and for the rest of
the document the L2 norm is denoted by ‖ · ‖.
For the broken formulations, we need to introduce the broken test spaces and spaces
defined on the mesh skeleton. We assume that the domain Ω is partitioned into open disjoint
elements K, and we denote the corresponding mesh by Ωh. Then, the broken versions of the
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standard energy spaces are as follows:
L2(Ωh) =
{
q ∈ L2(Ω) : ∀K ∈ Ωh, q|K ∈ L2(K)
}
= L2(Ω)
H1(Ωh) =
{
p ∈ L2(Ω) : ∀K ∈ Ωh, p|K ∈ H1(K)
} ⊃ H1(Ω)
H(curl,Ωh) =
{
E ∈ L2(Ω)d : ∀K ∈ Ωh, E|K ∈ H(curl,K)
} ⊃ H(curl,Ω)
H(div,Ωh) =
{
v ∈ L2(Ω)d : ∀K ∈ Ωh, v|K ∈ H(div,K)
} ⊃ H(div,Ω)
For the discretization of the interface unknowns, i.e, the Lagrange multipliers, we need to
introduce energy spaces defined on the mesh skeleton. The mesh skeleton is defined by Γh =⋃
K∈Ωh ∂K, where ∂K is the boundary of element K. We additionally assume that the element
boundaries ∂K are Lipschitz. We can then define the trace operators on each element as:
H1(K) 3 p 7−→ trKgradp := p|∂K ∈ H
1
2 (∂K)
H(curl,K) 3 E 7−→ trKcurl,>E := (nK × E)× nK |∂K ∈ H−
1
2 (curl, ∂K)
H(curl,K) 3 E 7−→ trKcurl,⊥E := (nK × E)∂K ∈ H−
1
2 (div, ∂K)
H(div,K) 3 v 7−→ trKdivv := v|∂K · nK ∈ H−
1
2 (∂K)
where nK is the outward unit normal on ∂K. The trace operators trKgrad, trKcurl,>, trKcurl,⊥ and trKdiv
are defined on each element of the broken spaces given above. Consequently, we can introduce
the following mesh trace operators.
H1(Ωh) 3 p 7−→ trgradp :=
∏
K∈Ωh
trKgradp
H(curl,Ωh) 3 E 7−→ trcurl,>E :=
∏
K∈Ωh
trKcurl,>E
H(curl,Ωh) 3 E 7−→ trcurl,⊥E :=
∏
K∈Ωh
trKcurl,⊥E
H(div,Ωh) 3 v 7−→ trdivv :=
∏
K∈Ωh
trKdivv
Finally, the spaces on the mesh skeleton are given by:
(2.17)
H
1
2 (Γh) = trgrad(H1(Ω))
H−
1
2 (div,Γh) = trcurl,>(H(curl,Ω))
H−
1
2 (curl,Γh) = trcurl,⊥(H(curl,Ω))
H−
1
2 (Γh) = trdiv(H(div,Ω))
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2.4.2.2 Polynomial subspaces
For a simply connected and bounded domain Ω ⊂ Rd, the gradient, curl and divergence
operators form the following exact sequence in three space dimensions:
H1
∇−−→ H(curl) ∇×−−→ H(div) ∇·−−→ L2
and the following two exact sequences in two space dimensions:
H1
∇−−→ H(curl) ∇×−−→ L2
H1
curl−−→ H(div) ∇·−−→ L2.
In the 2D case the ∇× and curl operators are defined as follows. For a 2D vector field
E = (E1, E2), the scalar-valued curl operator is identified as
∇× E := ∂E2
∂x1
− ∂E1
∂x2
.
Similarly, for a scalar argument E, the vector-valued curl operator is identified as
curlE :=
( ∂E
∂x2
,− ∂E
∂x1
)
.
Recall that a sequence of vector spaces with the corresponding operators is called exact when
the range of each operator coincides with the null space of the operator next in the sequence.
It is crucial that the exact sequence property is satisfied at the discrete level. That is, the
polynomial subspaces
W p ⊆ H1, Qp ⊆ H(curl), V p ⊆ H(div), Y p ⊆ L2
form the analogous exact sequences
3D : W p ∇−−→ Qp ∇×−−→ V p ∇·−−→ Y p
2D :
W
p ∇−−→ Qp ∇×−−→ Y p
W p
curl−−→ V p ∇·−−→ Y p
For all the computations of this dissertation, we used the polynomial subspaces described
in [53]. In particular, for our numerical experiments we used hexahedral meshes in 3D and
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quadrilateral meshes in 2D. The polynomial subspaces for the hexahedron are given by:
(2.18)
W p := Qp,q,r
Qp := Qp−1,q,r ×Qp,q−1,r ×Qp,q,r−1
V p := Qp,q−1,r−1 ×Qp−1,q,r−1 ×Qp−1,q−1
Y p := Qp−1,q−1,r−1
where Qp,q,r(x, y, z) = Pp(x) ⊗ Pq(y) ⊗ Pr(z), and Pp(x) = span{xj : j = 0, ..., p}. These are
the standard Ne´de´lec’s spaces of the first type. The quadrilateral case is analogous. We note
that, throughout the document, we will refer by discretization order, the order corresponding
to the exact sequence. For instance a discretization of order 3 would mean that an H1 variable
is discretized with polynomials of order 3 in each direction, but an L2 variable is discretized
with polynomials of order 2.
For the discretization of the trace variables living on the mesh skeleton, the appropriate
trace operators defined in the previous section are applied on the above polynomial spaces.
2.4.3 Computer software
All the numerical simulations in this dissertation were implemented in two homegrown
software packages, hp2d and hp3d [25, 37]. These packages are implemented in Fortran 77/90,
and they have been developed over the years by Dr. Demkowicz and his students/collaborators.
The codes use the recently developed package of orientation embedded high order shape func-
tions for the whole exact sequence for several types of elements described in [53], and they
utilize the projection-based interpolation for all energy spaces [38]. As the names suggest, the
codes support h and p anisotropic adaptivity with constrained approximation on 1-irregular
meshes. Additionally, the codes can accommodate multi-physics problems and curvilinear ge-
ometries through transfinite interpolation and isoparametric techniques. Recent additions to
the codes, include parallel implementation for shared memory architectures of the element
computations, interface with multi-frontal solver packages MUMPS [88, 1] and MKL PAR-
DISO, and implementation of fast integration techniques [95]. Lastly, the two codes include
the multigrid solvers, implemented by the author of this dissertation. Their construction was
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heavily based on the existing data structures of the two codes and it is described in the following
chapters.
At this point we conclude this brief overview of the DPG method and refer the reader
to [19, 31, 30, 60] for further reading. In the next chapter we present in detail our work on the
DPG method for time harmonic acoustic waves.
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Chapter 3
The DPG method for linear acoustics
The problem of interest in this chapter is linear acoustics. First, we demonstrate how
different variational formulations can be derived and prove mutual well posedness. Secondly,
we present a numerical comparison of the DPG method with the first order least squares
(FOSLS) and the standard Galerkin methods in context of their approximability and spectrum
properties. We conclude, with an example of a simulation of a high frequency Gaussian beam,
where discrete stability and adaptivity play a key role1.
Author contributions. The contents of this chapter are based on the published paper [106],
co-authored by the author of this dissertation. The author of this dissertation contributed to
the mathematical theory, software development and numerical simulations related to the work
presented in [106].
3.1 Variational formulations
Consider the time harmonic form of the linear acoustics equations derived in Sec-
tion 1.3.1, for Ω ∈ Rd (with d = 2, 3), endowed with homogeneous impedance boundary con-
ditions on the whole boundary
(3.1)

iωp+ div u = f1, in Ω
iωu+∇p = f2, in Ω
p− u · n = 0, on ∂Ω
1The contents of this chapter are partially taken from the published paper: Petrides, S. and Demkowicz,
L. F. (2017). An adaptive DPG method for high frequency time-harmonic wave propagation problems. Comput.
Math. Appl., 74(8):1999–2017.
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Depending on with which norm one seeks to measure convergence, the above equations give
rise to a total of six different variational formulations, for which it can be shown that they are
simultaneously well or ill posed.
Trivial (strong) formulation (S). We start by multiplying the two equations in (3.1) by
test functions q and v respectively. We then integrate over the domain Ω and arrive at the
trivial (or strong) formulation:
(3.2)

(p, u) ∈ US
iω(p, q) + (div u, q) = (f1, q), q ∈ L2(Ω)
iω(u, v) + (∇p, v) = (f2, v), v ∈ (L2(Ω))d
where
(3.3) US = {(q, v) ∈ H1(Ω)×H(div,Ω) : q − v · n = 0 on ∂Ω}
and (f1, f2) ∈ L2 := L2(Ω)× (L2(Ω))d.
First mixed formulation (M1). We now integrate by parts the first equation in (3.2) and
build the boundary condition into the formulation. We call this process relaxation. Then (3.2)
produces the mixed formulation:
(3.4)

(p, u) ∈ UM1 := H1(Ω)× (L2(Ω))d
iω(p, q)− (u,∇q) + 〈p, q〉∂Ω = (f1, q), q ∈ H1(Ω),
iω(u, v) + (∇p, v) = (f2, v), v ∈ (L2(Ω))d.
First reduced formulation (Classical) (R1). Since the second equation in (3.4) is still in
the strong form, we can eliminate velocity and obtain a reduced formulation for the pressure
or the classical Helmholtz formulation:
(3.5)
p ∈ UR1 := H
1(Ω)
(∇p,∇q)− ω2(p, q) + iω〈p, q〉∂Ω = (f, q), q ∈ H1(Ω).
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Note that the source term f in (3.5) can now be more irregular. For example for f2 · n = 0 on
∂Ω, we have (f2,∇q) = −(div f2, q), where the divergence is understood in the distributional
sense. Then in (3.5) f = iωf1 − div f2.
Second mixed formulation (M2). Similarly, if we relax only the second equation in (3.2),
we have: 
(p, u) ∈ UM2 := L2(Ω)× V
iω(p, q) + (div u, q) = (f1, q), q ∈ L2(Ω)
iω(u, v)− (p, div v) + 〈u · n, v · n〉∂Ω = (f2, v), v ∈ V.
Note that the energy space for the velocity incorporates now an extra regularity assumption
resulting from building in the impedance boundary condition,
V := {v ∈ H(div,Ω) : v · n ∈ H1/2(∂Ω)}
Second reduced formulation (R2). Similarly to the classical formulation we can use the
first equation to eliminate the pressure. This leads to the standard formulation for the vector
Helmholtz equation:u ∈ UR2 := V(div u,div v)− ω2(u, v) + 〈u · n, v · n〉∂Ω = (g, v), v ∈ V
where again g is less regular than L2. If we assume that f2 = 0 on ∂Ω, then g = iωf2 −∇f1,
where the gradient is understood in the sense of distributions.
Ultraweak formulation (U). Finally relaxing both equations leads to the ultraweak for-
mulation. Note that all derivatives are passed from the trial to the test functions.
(3.6)
(p, u) ∈ UU := L
2(Ω)× (L2(Ω))d
iω(p, q)− (u,∇q) + iω(u, v)− (p, div v) = (f1, q) + (f2, v), (q, v) ∈ VU
where
VU = {(q, v) ∈ H1(Ω)×H(div,Ω) : q = −v · n on ∂Ω}
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3.1.1 Well posedness
In this section we demonstrate that all formulations derived above are simultaneously
well or ill posed. We note that in the case of pure Dirichlet boundary conditions, it can be
shown that the classical formulation is well posed under the assumption that the frequency
does not coincide with a resonance frequency. The proof is based on compact perturbation
theory and the Fredholm alternative [101]. The result of the theorem on mutual well posedness
is still valid.
We start by stating the Babusˇka - Necˇas theorem [4], which is the main tool of proving
well-posedness of a variational problem.
Theorem 3.1 (Babusˇka - Necˇas). Consider the following variational problem:
(3.7)
u ∈ Ub(u, v) = l(v), v ∈ V.
Assume U and V are reflexive spaces, and b(u, v), l(v) are continuous. Additionally let b(u, v)
satisfy the inf-sup condition:
(3.8) γ = inf
u∈U
sup
v∈V
|b(u, v)|
‖u‖U‖v‖V > 0⇔ supv∈V
|b(u, v)|
‖v‖V > γ‖u‖U
and let l(v) satisfy the compatibility condition:
(3.9) l(v) = 0, v ∈ V0 := {v ∈ V : b(u, v) = 0, u ∈ U}.
Then the variational problem (3.7) is well-posed, i.e, there exists a unique solution u that
depends continuously upon the data:
‖u‖U ≤ 1
γ
‖l‖V ′ =
1
γ
sup
v∈V
|l(v)|
‖v‖V
Theorem 3.2. All the formulations are simultaneously well or ill-posed. That is
(R1) ⇐= (M1)
⇓ ⇑
(S) =⇒ (U)
⇑ ⇓
(R2) ⇐= (M2)
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Remark 3.1. Babusˇka - Necˇas theorem is a direct consequence of the Close Range Theorem
[120, 101]. Indeed, recall the operators generated by the bilinear form, i.e.,
B : U → V ′ , 〈Bu, v〉V ′×V = b(u, v)
B′ : V → U ′ , 〈B′v, u〉U ′×U = b(u, v)
Then the inf-sup condition is equivalent to the operator B being bounded below. Additionally,
V0 can be identified by the null space of the transpose operator.
Remark 3.2. In order to prove the bounds, we can always assume the required regularity
by first considering C∞(Ω¯) functions. After the bounds are proven for the smooth functions,
we employ density arguments to conclude that they also hold for all (p, u) coming from the
domain of the operator. Lastly, we note that the continuity requirement for the bilinear and
linear forms can be easily verified, and so it is omitted.
Proof. (Mutual well posedness). We start by the implication (R1) ⇒ (S) . The operator of
the strong formulation is defined as:
(3.10) A(p, u) := (iωp+ div u, iωu+∇p)
and the domain of A is :
D(A) = {(q, v) ∈ H1(Ω)×H(div,Ω) : q − v · n = 0 on ∂Ω}
Since the energy norm ‖(p, u)‖H1(Ω)×H(div,Ω) is equivalent to the graph norm
‖(p, u)‖G :=
(
‖(p, u)‖2L2 + ‖A(p, u)‖2L2
)1/2
it is sufficient to verify the following L2–bound:
(3.11) ‖(p, u)‖ ≤ CS‖(f1, f2)‖
The above bound is a direct consequence of Lemmas 4.1 and 4.2 in [33]. The proof is based
on the following well known result by Melenk from [90].
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Theorem 3.3 (Well posedness of Helmholtz). Let p such that
∆p+ ω2p = f, in Ω
∇p · n± iωp = g, on ∂Ω
with f ∈ L2(Ω) and g ∈ H1/2(∂Ω). For Ω bounded and convex, there exists a C > 0 depending
only on Ω and an ω0 such that for ω > ω0
‖∇p‖2 + ω2‖p‖2 ≤ C(‖f‖2 + ‖g‖2∂Ω)
The proof of the above theorem is based on G˚arding inequality. We note that, in this
case the result holds for any value of the frequency. Based on the result above, it can be shown
that the stability constants for the strong and ultraweak formulations are independent of the
frequency when the graph norm is used instead of the norm induced by the inner product.
Notice that CS in (3.11) can be identified as the L2 boundedness below constant of
the operator A when viewed as a closed operator. It can be easily verified that the operator
A is closed, using the definition of distributional derivatives and properties of Sobolev spaces
(see [26]). However, if the domain of A is equipped with the graph norm and it is identified as
a new energy space, then the operator A is continuous, with continuity constant equal to one.
It is then easy to show that the continuous operator is bounded below with a constant of the
same order as the L2 boundedness below constant. Indeed (3.11) implies:
‖(p, u)‖2L2 ≤ C2S‖A(p, u)‖2L2 .
Adding ‖A(p, u)‖2 in both sides and taking the square root gives:
γ‖(p, u)‖G ≤ ‖A(p, u)‖L2
with
(3.12) γ = (1 + C2S )−
1
2 .
Observe that the constant γ is exactly the inf-sup constant for the bilinear form of the trivial
formulation. Indeed for (p, u) ∈ US (defined in (3.3)) and V := L2(Ω)× (L2(Ω))d, we have:
sup
(q,v)∈V
|b((p, u), (q, v))|
‖(q, v)‖ = sup(q,v)∈V
|(A(p, u), (q, v))|
‖(q, v)‖ = ‖A(p, u)‖L2 ≥ γ‖(p, u)‖G
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The compatibility condition (3.9) is can be easily verified as follows. First we derive the adjoint
operator A∗
(A(p, u), (q, v)) = iω(p, q) + (div u, q) + iω(u, v) + (∇p, v)
= −(p, iωq + div v)− (u, iωv +∇q)− 〈u · n, q〉∂Ω − 〈p, v · n〉∂Ω
The boundary terms are eliminated if q = −v · n on ∂Ω. Therefore the adjoint is defined as:
A∗(q, v) = −(iωq + div v, iωv +∇q) = −A(q, v)
and its domain is:
D(A∗) = {(q, v) ∈ H1(Ω)×H(div,Ω) : q + v · n = 0 on ∂Ω}
Operator A is thus skew-adjoint. Its null space is given by the solution of the system below.
iωq + div v = 0
iωv +∇q = 0
Eliminating v gives:
−∆q − ω2q = 0
Assuming regularity, q satisfies the classical variational formulation, which is well posed by
assumption. This means that q admits only the trivial solution, i.e, q = 0. Consequently, the
null space of the adjoint is trivial and this concludes the proof of (R1)⇒ (S).
(S)⇒ (U). The proof of this implication is a direct consequence of the Close Range Theorem
for both closed and continuous operators. Indeed, the assumption that the strong formulation
is well posed implies
(3.13) C‖(p, u)‖ ≤ ‖A(p, u)‖, ∀(p, u) ∈ D(A)
This bound shows that the range of A is closed. Therefore by the Closed Range Theorem for
closed operators the range of A∗ is also closed. Combined with injectivity then the following
bound for A∗ is true
(3.14) C‖(q, v)‖ ≤ ‖A∗(q, v)‖, ∀(q, v) ∈ D(A∗)
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Notice that the constant C is the same for both bounds (3.13) and (3.14). Additionally,
the bilinear form of the ultraweak formulation (u,A∗v) generates the operator B : U → V ′ ,
where U = L2(Ω) × (L2(Ω))d and V = D(A∗). Its transpose B′ : V → U ′ is the operator
corresponding to the trivial formulation for the adjoint operator, which is assumed to be well
posed. Therefore, by the Close Range Theorem for Continuous operators we conclude that the
inf-sup constant for the ultraweak formulation equals to the inf-sup constant of the operator
B′ . This inf-sup constant is now related to the L2 boundedness below constant of A∗ through
(3.12). Since, the L2 boundedness below constants for operator A and A∗ are equal, we conclude
that the inf-sup constants for the trivial and the ultraweak formulations are identical. Note
that the compatibility condition follows from injectivity of A.
(U) ⇒ (M1). Denote by u = (p, u) and v = (q, v) the group trial and trace variable
respectively. Then, we need to verify the assumption (3.8) for
b(u, v) = bM1(u, v) := iω(p, q)− (u,∇q) + iω(u, v) + (∇p, v) + 〈p, q〉∂Ω
and U = UM1 = V = VM1 = H1(Ω)× (L2(Ω))d. Integrating (∇p, q) by parts and applying the
boundary condition we arrive at the ultraweak bilinear form
bU(u, v) := iω(p, q)− (u,∇q) + iω(u, v)− (p, div v)
where U = UU and V = VU as in (3.6). Then for the mixed formulation we have:
(3.15) sup
v∈VM1
|bM1(u, v)|
‖v‖VM1
≥ sup
v∈VU
|bM1(u, v)|
‖v‖VU
= sup
v∈VU
|bU(u, v)|
‖v‖VU
≥ C‖u‖L2 .
where the norms on the tests spaces are given by
‖(q, v)‖VU := ‖(q, v)‖H1(Ω)×H(div,Ω)
‖(q, v)‖VM1 := ‖(q, v)‖H1(Ω)×(L2(Ω))d .
Note that the first inequality is a consequence of the fact that VU is contained in VM1 and the
last from well posedness of the ultraweak formulation. It remains to bound ‖∇p‖. Using the
second equation in (3.4) we have
‖∇p‖2 = ‖f2 − iω‖2 ≤ 2(‖f2‖2 + ω2‖u‖2)
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Combining the above with the L2−bound (3.15) the result follows. The compatibility condition
is a direct consequence of integration by parts and well posedness of the ultraweak formulation.
(M1) ⇒ (R1). By introducing a new variable u = −∇p/iω in the reduced formulation
(3.5), we can easily see that (p, u) satisfies the first mixed formulation (3.4). Since the mixed
formulation is well posed, then the following bound holds:
‖p‖2H1(Ω) + ‖u‖2 ≤ C‖f‖2(H1(Ω))′
and this proves boundedness below. The compatibility condition can be verified with similar
reasoning as before. We conclude the proof of the theorem by noting that the proofs of the
rest of the implications are similar to the ones presented.
3.1.2 Broken formulations
We are now ready to derive the corresponding “broken formulations”. The test spaces
are now discontinuous, i.e., there is no global conformity requirement. However, additional in-
terface unknowns (Lagrange multipliers) are introduced, which live on the whole mesh skeleton
Γh. The procedure is as follows. We multiply the original problem by broken test functions and
we consider the element bilinear forms, where the integration is done over the element. Finally,
to get the global bilinear form, we take the sum over all elements. If we recall the main result of
[19], we can conclude that all DPG “broken” formulations are also simultaneously well posed,
provided that the original continuous problem is well posed. In fact the stability constant is
independent of the mesh and it is of the same order of the original inf-sup constant.
Broken trivial formulation. In the case of the trivial formulation, L2-conformity does
not imply any continuity conditions between elements. Therefore, the corresponding broken
formulation for the trivial formulation is identical to (3.2). Testing with optimal test functions
leads to the usual first order least squares method (FOSLS) [11, 17].
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Broken primal formulation. The broken primal formulation is obtained by breaking the
classical formulation (3.5). The formulation reads:
p ∈ H1(Ω), uˆn ∈ H− 12 (Γh)
p− uˆn = 0, on ∂Ω
(∇p,∇hq)− ω2(p, q) + 〈uˆn, q〉Γh = (f, q), q ∈ H1(Ωh)
The test function q now comes from the “broken” H1 space, denoted by H1(Ωh). The symbol
∇h denotes an element-wise operation and 〈·, ·〉Γh denotes the appropriate duality pairing on
the mesh skeleton Γh.
Broken ultraweak formulation. Similarly with the primal formulation, we multiply (3.2)
by broken test functions u, v and integrate by parts element-wise. We finally get:
p ∈ L2(Ω), pˆ ∈ H 12 (Γh)
u ∈ (L2(Ω))d, uˆn ∈ H− 12 (Γh)
pˆ− uˆn = 0, on ∂Ω
iω(p, q)− (u,∇hq) + 〈uˆn, q〉Γh = (f1, q), q ∈ H1(Ωh)
iω(u, v)− (p, divh v) + 〈pˆ, v · n〉Γh = (f2, v), v ∈ H(div,Ωh)
Again, H1(Ωh) and H(div,Ωh) denote the broken test spaces and divh and ∇h denote element
wise operations.
3.1.3 The ultraweak formulation
Convergence of the DPG method for the Helmholtz equation was extensively studied
in [122], where Zitteli et al. proved that the ultraweak DPG method is pollution free in the one
dimensional case. Moreover, Demkowicz et al. in [33] studied the multidimensional Helmholtz
equation and proved theoretical convergence rates, that explicitly show the dependence on the
frequency, the mesh size and the order of approximation. We note that both studies where
focused on the ultraweak formulation of the DPG method. Although, their study covered the
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case of the impedance boundary condition, their main result on error estimates is valid also
for other boundary conditions. Their main results are outlined below.
Denote by u = (p, u) the group unknown, v = (q, v) the group test function and
uˆ = (pˆ, uˆn) the group trace. Consider the operator A of (3.10), and choose the adjoint norm
for the test space, i.e, ‖v‖V = ‖A∗v‖. Then the ideal PG method with optimal test functions
delivers L2 projection. We can easily verify this result by the following reasoning. It is well
known [122] that the Petrov–Galerkin method with optimal test functions (2.7) delivers an
orthogonal projection in the energy norm ‖ · ‖E defined by:
‖u‖E = sup
v∈V
|b(u, v)|
‖v‖V .
Therefore, in the case of the ultraweak formulation the energy norm coincides with the original
L2 norm in V:
‖u‖E = sup
v∈V
|b(u, v)|
‖v‖V = supv∈V
|(u,A∗v)|
‖A∗v‖ = ‖u‖.
However for the broken formulation, the optimal test norm is not localizable, i.e, it stops being
a norm for the larger, broken test space. A quasi-optimal test norm is introduced [122] by
augmenting the adjoint norm with an extra L2 term, i.e,
(3.16) ‖v‖2V = ‖A∗v‖2 + α‖v‖2, where α = O(1).
We refer to this norm as the adjoint graph norm. The effect of scaling parameter α is studied
in detail in [62] using dispersion analysis, wherein Gopalakrishnan et al. show that as the
parameter approaches zero, the DPG method delivers an orthogonal projection (in a specific
frequency-dependent norm) for the traces. Under certain circumstances this produces “quali-
tatively better” results for the field variables.
Recall that for the problem of interest, both A and A∗ are bounded below with the same
frequency independent constant, i.e,
‖Au‖ ≥ γ‖u‖, ‖A∗v‖ ≥ γ‖v‖.
Consequently, the original and modified test norms are robustly equivalent. Indeed,
‖A∗v‖2 ≤ ‖v‖2V and ‖v‖2V ≤ (1 +
α
γ2
)‖A∗v‖2.
35
Recalling the main result of the paper of Carstensen et al. [19], it can be concluded that, the
robust stability constant is maintained for the broken spaces. This in turn implies the following
estimate proven in [33], i.e., the approximation error of the ultraweak DPG formulation is
bounded by the corresponding best approximation error uniformly in frequency ω.
(3.17) ‖u− uh‖2 + ‖uˆ− uˆh‖2Q ≤ C
[
inf
wh
‖u− wh‖2 + inf
wˆh
‖uˆ− wˆh‖2Q
]
Note that, the error in the group trace variable uˆ is measured in a special minimum energy
extension norm ‖ · ‖Q defined by
‖(pˆ, uˆn)‖Q = inf{‖(p, u)‖G : ∀(p, u) ∈ HA such that trΓh(p, u) = (pˆ, uˆn)}
where
HA := {(p, u) ∈ H1(Ω)×H(div,Ω) : p− u · n = 0 on ∂Ω}.
It is important to note that the constant C in the error estimate (3.17) is independent of the
frequency ω. The second term of the right hand side in (3.17), represents the norm of the best
approximation error in the interface unknowns.
Figure 3.1: Standard Galerkin vs Ultraweak DPG for four quadratic elements per wavelength. In 1D,
contrary to the standard Galerkin method the ultraweak DPG is pollution free.
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In the special case of one space dimension this term is zero, since the traces are in fact
just numbers at grid points. Moreover, the first term of the right hand side in (3.17) represents
the L2 projection error in the field unknowns and does not suffer from pollution. This gives
an upper bound for the total error that depends only on the product ωh and the order of
approximation p, i.e., there is no extra ω term. Therefore, the ultraweak formulation in one
space dimension is a pollution free method (see Figure 3.1). This important result is discussed
in detail in [122]. Unfortunately, this is not the case in the multidimensional case. Even if
the constant C is independent of ω, the pollution arises from the best approximation error of
the interface unknowns, i.e, the ‖ · ‖Q is not pollution free. The final estimate from [33] for
tetrahedral meshes for the lowest order of approximation reads:
‖(u, uˆ)− (uh, uˆh)‖U ≤ Chω2
This estimate shows that even if ωh is kept fixed, the numerical approximation is “polluted”
as the frequency grows. An additional estimate is proven in [33], that shows that pollution can
be controlled using high order approximations.
3.2 Numerical results
In this section we show some numerical results for different formulations of problem
(3.1). First, we examine the convergence for the trivial (FOSLS), the DPG primal and the
DPG ultraweak formulations and compare them with the Bubnov-Galerkin method based on
the first reduced (classical) variational formulation. Next, we study the spectrum properties
of the stiffness matrix of the DPG formulations.
For the experiment, we consider a square domain Ω = (0, 1)2, and we use a Gaussian
beam [105] as a manufactured solution. The formula for the Gaussian beam is given by:
p(x, y, z) = p0
w0
w(z)e
− r2
w2(z) e
−i(kz+k r22R(z)−φ(z))
where r is the radial distance from the center axis of the beam, z is the axial distance from
the beam’s focus, k = 2piλ is the wavenumber, w(z) = w0
√
1 + (z/zR)2 is the spot size, R(z) =
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z
(
1 + (zR/z)2
)
is the radius of curvature, and φ(z) = tan−1(z/zR) is Gouy phase shift at z.
Additionally, we use inhomogeneous impedance boundary conditions, with the impedance data
computed by lifting the boundary data of the manufactured solution into the finite element
space.
3.2.1 Convergence rates
For the convergence rates, we perform successive uniform h−refinements, starting from
an initial uniform mesh of four squares. Since the exact solution is smooth, the expected
asymptotic rate of convergence is hp [33], where p is the order of approximation of the trial
space corresponding to the exact sequence and h is the size of the side of a square element. In
terms of the number of degrees of freedom (N) the expected asymptotic rate of convergence is
N−
p
d , where d is the dimension of the problem. In our case d = 2, so the expected asymptotic
rate of convergence is N−
p
2 .
In Figures 3.2 and 3.3 we show results for frequency ω = 4.6pi. In Figure 3.2 we present
error convergence rates for p = 2, 3, 4, 5. The y-axis represents the relative field error in the
appropriate trial norm ‖ · ‖U , i.e, U = H1(Ω) for the standard Galerkin and the DPG primal
formulations, U = H1(Ω) ×H(div,Ω) for the trivial and U = L2(Ω) × (L2(Ω))2 for the DPG
ultraweak formulation. We plot the relative error against both the size of the total DPG system
and the condensed DPG system. The condensed DPG system is obtained after eliminating all
the interior degrees of freedom, i.e, the degrees of freedom associated with the middle node
of an element. It is important to note that in the case of the ultraweak formulation the trial
variables u and p are discontinuous. Therefore, they can be all condensed out of the final
system, which now contains only the degrees of freedom of the interface unknowns uˆn and pˆ.
Additionally, we note that this elimination is performed on the element level, and therefore is
computationally inexpensive.
We have the following observations. First, all formulations recover the theoretical con-
vergence rates. Secondly, all DPG formulations give the same relative error in the asymptotic
regime for the same mesh. In fact, we can see that the condensed DPG system has exactly the
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same size for all DPG formulations. Unfortunately, the DPG system is approximately twice
as large as the standard Galerkin system, since we have to solve for the additional interface
unknowns. Finally, notice that in the pre-asymptotic region the DPG ultraweak seems superior
with respect to the other DPG formulations. This is somewhat expected since, the convergence
in the ultraweak formulation is only in the L2 sense. On the other hand for the trivial and DPG
primal formulation the convergence is in H1 and H(div) norms, which contain derivatives.
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Figure 3.2: Relative error convergence rates for the linear acoustics problem in 2D with the a Gaussian
beam of frequency ω = 4.6pi as a manufactured solution. The expected convergence rate (hp or N−p/2)
is recovered
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In Figure 3.3 we show convergence rates of the residuals. Note that the standard
Galerkin formulation is not included since, contrary to minimum residual methods like DPG,
we have no direct access to the residual. In order to have a dimensionless quantity to compare
all the formulations we use relative residual with respect to the norm of the load (‖l‖V ′ ). As
expected all formulations recover the theoretical rates.
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Figure 3.3: Relative DPG Residual convergence rates for the linear acoustics problem in 2D with the a
Gaussian beam of frequency ω = 4.6pi as a manufactured solution. The expected convergence rate (hp
or N−p/2) is recovered.
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In order to get a better idea of how the different formulations perform we need to
visualize the numerical solutions. In Figure 3.4 we show the exact and the computed pressure
for all formulations. These solutions are computed with a uniform mesh of 400 cubic elements.
The frequency is 20pi (i.e., approximately 15 wavelengths in the diagonal direction with 45◦
degrees angle). It is clear that the trivial and the DPG primal formulation, give more diffusive
solutions. On the other hand, the standard Galerkin and the ultraweak formulation are very
close to the exact solution.
(a) Exact solution
(b) FOSLS (c) DPG Primal
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(d) DPG ultraweak (e) Standard Galerkin
Figure 3.4: Real part of the exact and numerical pressure for all formulations. Simulation of a Gaussian
beam of frequency ω = 20pi on a uniform mesh of 400 square elements of polynomial order p = 3. Notice
that FOSLS and DPG primal formulations are very diffusive.
A similar behavior can be observed in one dimensional implementation, shown in Fig-
ure 3.5. In this case we use the manufactured solution uexact = e−iωx, with a soft boundary
condition at x = 0 and an impedance boundary condition at x = 1. The frequency is ω = 20pi
and the mesh consists of 50 quadratic elements.
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Figure 3.5: Real part of the exact and numerical pressure for all formulations 1D. The FOSLS and the
DPG primal formulations deliver very diffusive solutions.
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3.3 Conditioning Study
Numerical methods are developed on computers which have finite precision, i.e, a num-
ber is represented by a fixed number of significant digits, and so at some point rounding must
occur. This gives rise to the so called roundoff error and unfortunately it is something that can
not be avoided. Roundoff error causes small perturbations in both left and right hand sides of
the linear system and this leads to a perturbed solution. The condition number of a matrix A,
κ(A), is a measure of how sensitive the solution is to the roundoff error. The definition of the
condition number is given by
κ(A) = ‖A‖‖A−1‖
where ‖ · ‖ can be any matrix norm. If we choose the 2-norm ‖A‖2 := maxx 6=0 ‖Ax‖2‖x‖2 , we arrive
to the spectral condition number for a general matrix A:
κ(A) = σmax
σmin
where σmax and σmin denote the maximum and minimum singular values of matrix A respec-
tively. For the particular case of the DPG method, the stiffness matrix is always Hermitian
(or symmetric) and therefore, the condition number can be computed using the eigenvalues of
the matrix itself, i.e,
κ(ADPG) = λmax
λmin
where λmax and λmin are the maximum and minimum eigenvalues of matrix ADPG respectively.
The condition number of a matrix affects the behavior of linear solvers, both direct and
iterative ones. In particular, it appears in the convergence estimates for the iterative solvers.
For the DPG method, the Conjugate Gradient algorithm is of great interest, since it is the
best candidate for Hermitian positive definite systems. Direct solvers are also affected as the
condition number grows. As a rule of thumb, m digits of accuracy may be lost, if the condition
number κ(A) = O(10m).
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3.3.1 Results on conditioning
In this section, we study the conditioning of the final DPG system for all the formula-
tions considered in Section 3.2.1. In particular, we are interested in the condition number of
the global stiffness matrix after the static condensation of the interior degrees of freedom, since
this is the matrix that eventually goes into the solver. Additionally, we apply diagonal scaling
on the matrix before computing its condition number. Examining the diagonally scaled matrix
seems to be suitable for two reasons: a) it is a computationally inexpensive procedure but it
significantly improves the condition number, especially if the matrix is diagonally dominant,
and b) such a scaling is applied explicitly in many preconditioning techniques for iterative
solvers and implicitly in direct solvers by performing pivoting.
We note that for the computation of the minimum and maximum eigenvalue, we employ
the singular value decomposition (SVD) algorithm using the LAPACK package, unless the size
of the matrix is too large. In such a case we exploit the sparsity of the matrix and apply power
iteration techniques.
We consider the same problem as in Section 3.2.1. We start with a uniform mesh of four
elements and study how the condition number grows as we successively perform several uniform
h-refinements. Again, we consider the cases where the order of approximation p = 2, 3, 4, 5.
The results on the condition number for the condensed matrix are reported in Figure 3.6. As it
can be verified from the graph, for all formulations the condition number grows quadratically
with respect to h−1. This confirms the theoretical proof in [65], where the authors show that
the condition number is O(h−2) for the ultraweak formulation of the Poisson problem.
An interesting observation concerns the dependence of the condition number on the
order of approximation. At least for the range of p = 2, 3, 4, 5, the results indicate that the
condition number of the condensed stiffness matrix is p-independent. A careful comparison of
the different formulations, shows that among the DPG formulations the primal formulation
gives the worst condition number. On the other hand the ultraweak formulation and the
FOSLS give identical condition numbers.
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Finally, the standard Galerkin method seems to have an unstable behavior in the pre-
asymptotic region but as the solution converges, it recovers the theoretical rate of growth. In
fact, in the asymptotic region it delivers the best-conditioned stiffness matrix. In appendix B,
a new approach is presented in order to tackle ill-conditioned problems, which delivers O(h−1)
growth of the condition number of the DPG system.
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Figure 3.6: Condition number of the DPG matrix resulted from discretization of linear acoustics prob-
lem in 2D for various polynomial orders. Here we consider the global stiffness matrix after static
condensation of the interior degrees of freedom and diagonal scaling.
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3.3.2 Spectrum
The DPG method is a minimum residual method, and therefore, it always delivers a
Hermitian positive definite stiffness matrix. Thus, among many choices of iterative solvers,
the Conjugate Gradient (CG) seems to be an ideal candidate for the solution of the DPG
system. Theoretical estimates show that convergence of the CG algorithm depends on the
condition number, i.e, on the minimum and maximum eigenvalues of the matrix. However,
the convergence can be influenced by the whole spectrum. For a detailed analysis we refer the
reader to [70].
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Figure 3.7: Spectrum for the statically condensed DPG system for polynomial order p = 3.
46
We consider the same problem as in Section 3.2.1, where we start with an initial mesh of
16 square elements of polynomial order p = 3, and perform three uniform h-refinements. Figure
3.7 shows the evolution of the spectrum of the global stiffness matrix after static condensation
of the interior degrees of freedom.
First of all, we can verify that for all the cases the spectrum lies in the positive real
axis. This would not be the case for the Galerkin method, when the differential operator is
indefinite. In fact, had we used the impedance boundary condition, the spectrum would lie in
the complex plane (see Figure 3.8), for a 1D example. Notice that as we refine the mesh the
spectrum for the FOSLS and the Ultraweak formulation become very similar. Additionally,
if we ignore a few outliers, the spectrum of these two formulations form one big cluster away
from zero. A similar behavior can be observed in the one dimensional case (Figure 3.8). This
is favorable for the convergence of the CG algorithm (see [70]).
Figure 3.8: Spectrum for 1D linear acoustics with impedance condition. Here, the frequency ω = 30,
and the mesh consists of 25 quadratic elements.
3.4 Adaptivity - high frequency beam in two space dimensions
As it was demonstrated in the previous section, the DPG method can be applied to any
well posed variational formulation. The ultraweak DPG formulation turns out to be superior
compared to the primal DPG formulations and the FOSLS. We note here that the size of the
statically condensed system for all DPG formulations and the FOSLS is exactly the same. In
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this section we extend our numerical study, by computing with the ultraweak DPG formulation
in two space dimensions in the adaptive refinement setting.
Refinement 0 Refinement 5 Refinement 10 Refinement 15
Refinement 20 Refinement 30 Refinement 40 Refinement 50
Refinement 60 Refinement 70 Refinement 80 Refinement 90
p = 3 p = 4 p = 5 p = 6 p = 7
Figure 3.9: Adaptive hp-refinements for the simulation of a high-frequency Gaussian beam (ω = 120pi)
in free space using the ultraweak DPG formulation. Observe that the adaptive refinements start from
a very coarse mesh and the method produces refinements only in the areas of the domain where there
is wave activity.
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Refinement 0 Refinement 5 Refinement 10 Refinement 15
Refinement 20 Refinement 30 Refinement 40 Refinement 50
Refinement 60 Refinement 70 Refinement 80 Refinement 90
Figure 3.10: Real part of the numerical solution for the acoustic pressure recovered from adaptive mesh
refinements. Notice that the solution is built along with the mesh.
We demonstrate the DPG adaptive technology by solving a problem that is charac-
terized by a localized behavior of the solution. We simulate a Gaussian beam propagating
in free space. The frequency is 120pi (approximately 80 wavelengths along a 40◦ angle). In
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this example the adaptive DPG method turns out to be a very powerful tool, since it avoids
unnecessary computations in areas of the domain where the wave is evanescent. In Figures 3.9
and 3.10 we show the evolution of the mesh and the corresponding numerical solution of the
real part of the pressure, with the mesh refinements.
We start the simulation with a mesh of only four square elements of polynomial order
of approximation p = 3. With this resolution, we are still very far away from satisfying the
Nyquist criterion and, as expected, the solution on that mesh is not meaningful. However, even
at this stage we can start the adaptive process. The algorithm successfully manages to grow
the mesh along with the solution, keeping the mesh very coarse at the areas where the solution
is practically zero. We use a simple hp-strategy where we perform h-refinements until the size
of the element reaches half a wavelength and then we switch to p-refinements. The polynomial
order on an interface edge between two elements is determined by the maximum rule. That is,
the order of an edge is set to be the maximum of the order of the neighboring elements. In a
scenario in which an edge is constrained (see [25, 37] for implementation of constrained nodes)
first the maximum order is passed to the constraining edge. Then the order propagates to the
rest of the constrained edges so that constrained and constraining edges have the same order.
3.4.1 Convergence
In Figures 3.11a and 3.11b we show the convergence of the global relative error and the
global residual respectively, for two different values of the frequency ω. Apart from some vari-
ations at the beginning of the simulation, the residual decreases, providing a reliable stopping
criterion for the adaptivity process. The relative error decreases monotonically. Additionally,
in Figure 3.11c, we plot the ratio of the global residual to the global error. For both values of
ω, in the pre-asymptotic region the ratio is approximately of order one. As the approximate
solution converges to the exact solution, the ratio tends to one, i.e the global residual gives a
very good estimate of the L2 error.
Finally, in Figure 3.12 we compare the ultraweak DPG method with an adaptive L2-
projection problem. For the solution of the L2-projection problem, we apply the same hp-
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adaptive strategy as for the original problem. Our results show that the ultraweak DPG
method, indeed delivers L2 projection (see Section 3.1.3). Moreover, we can conclude that the
adaptive procedure, driven by the residual, is very efficient, i.e., it does produce optimal mesh
refinements.
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Figure 3.11: Convergence of the adaptive DPG method, for the simulation of high-frequency Gaussian
beam in free space using the ultraweak formulation. The figure on the right indicates that the DPG
error indicator gives a very good estimate of the actual L2-error of the method.
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Figure 3.12: Ultraweak DPG error vs L2-projection error for the simulation of a high-frequency Gaussian
beam in free space. This figure shows that the ultraweak DPG formulation delivers L2-projection.
3.4.2 DPG vs standard FEM
The effect of discrete stability can be clearly observed when we compare the DPG
method with the standard Galerkin method. It is well known that the stability of the standard
Galerkin method for wave propagation problems can only be proven under the assumption that
‘enough’ elements per wavelength are used in the discretization. In other words, the method is
unstable in the pre-asymptotic region. This makes the standard Galerkin method unsuitable
for an adaptive solution scheme that is initiated from very coarse meshes.
In Figure 3.13 we present a qualitative comparison between the ultraweak DPG method
and the standard Galerkin method when the same hp-adaptive strategy described above is used
for the simulation of the Gaussian beam in free space for ω = 60pi. The error estimator used
in the standard Galerkin case is described in detail in [25, 37]. As it can be clearly observed,
the standard Galerkin adaptive algorithm fails to capture the wave ‘correctly’, i.e., additional
unnecessary refinements are happening in areas of the domain were there is practically no wave
activity. On the other hand, the ultraweak DPG method shows no pre-asymptotic instabilities,
and efficiently captures the localized beam. This will turn out to be very important, when
designing an adaptive solver for the DPG method.
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(a) Ultraweak DPG (b) Standard FEM
Figure 3.13: Adaptive refinements: ultraweak DPG vs standard FEM. Unlike the standard FEM the
DPG method is unconditionally stable, delivering optimal mesh refinements.
At this point we switch gears and focus on the construction of preconditioning tech-
niques for the solution of the DPG linear system. In the following chapter, we present a
construction and a theoretical analysis for a one level additive Schwarz preconditioner for the
ultraweak DPG formulation when applied to the linear acoustics equations.
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Chapter 4
Additive Schwarz preconditioner for the DPG method
We demonstrated in the previous chapter, the ability of the DPG method to efficiently
solve problems whose solutions exhibit localized behavior. The DPG adaptive algorithm starts
from a very coarse mesh, which could even consist of one element, and uses its built-in local
error indicator to develop the mesh along with the solution. However, after every refinement
a global system has to be solved. Employing a direct solver at every adaptive step is far
from optimal and it is practically unnecessary. After all, at the intermediate meshes, one
is interested in a solution “good enough” to provide the next refinement and so a partially
converged solution would suffice. It is therefore natural to consider efficient iterative solvers
and integrate them within the adaptive process.
Recall that the DPG method delivers a Hermitian (symmetric) and positive definite lin-
ear system even if the original problem involves indefinite differential operators. Consequently,
a natural choice of an iterative solver is the conjugate gradient (CG) algorithm, provided that
we have a good preconditioner. As a stepping stone to a multilevel preconditioner, we start
by analyzing a one level domain decomposition preconditioner. This chapter is devoted to the
theoretical analysis of such a preconditioner and some numerical results for uniform meshes
supporting the analysis.
4.1 Related work on DPG preconditioners
There are several works on preconditioning DPG systems for elliptic problems. To
the best of our knowledge the first one chronologically, was done by Barker et al. [7] where
the authors analyzed the one level additive Schwarz preconditioner for the Poisson problem.
In this work, the authors showcased, both theoretically and numerically, convergence of the
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preconditioned CG solver, independent of the mesh size h. A few years after that, Barker
et al. in [8] constructed a scalable preconditioner for the primal DPG method again for the
Poisson problem. The key point of this implementation was the norm equivalence of the DPG
bilinear form with the standard H1 and H(div) norms. Naturally, existing H1 and H(div)
algebraic multigrid (AMG) technologies could be utilized to precondition the DPG system. A
similar approach can also be found in [87], where the authors extended the analysis of [7] for
the Poisson problem to the two level setting. Their work was based on well known results
on preconditioning the H1, H(div) and H(curl) spaces [39, 2, 74]. Moreover, a geometric
multigrid preconditioner for the Poisson and Stokes problem is presented in [108].
Designing a preconditioner for wave problems is much more challenging. While, it is
relatively easy to construct and analyze preconditioners for elliptic problems using the idea
of norm equivalence, for wave problems the equivalence constants are frequency dependent.
As far as we know there are two works so far attempting to construct robust and efficient
preconditioners for wave problems but none of them provide any theoretical results. In [87] the
authors present a numerical study on a one level additive Schwarz preconditioner when applied
to the Helmholtz problem. Their results indicate uniform convergence of the solver with respect
to the frequency ω and the mesh size h. The convergence is however sensitive to the overlap of
the Schwarz patch and the number of subdomains. The second attempt on preconditioning the
Helmholtz problem is described in [66]. This work introduces a multiplicative Schwarz (block
Gauss-Seidel) preconditioner for the primal DPG formulation. The preconditioner is shown to
converge at a rate independent of the polynomial order p and the frequency ω.
For our construction we take a slightly different path than most of the works described
above. The preconditioner is constructed directly by the underlying bilinear form of the wave
problem. Using the properties of the ultraweak DPG method we invoke a numerical experiment
to examine the dependence of the condition number of the preconditioned system with respect
to the polynomial order of approximation, the frequency, the Schwarz patch size and the mesh
size. Even though the analysis is done only for a one level additive preconditioner, it gives us
useful insights for the construction of a multilevel preconditioner. We note that our results are
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consistent with the results of related work described above.
4.2 Preliminaries
As a prelude to the construction of our preconditioner for the ultraweak DPG formula-
tion, we present some well known fundamental results used in the analysis of preconditioning
1. In this section the notation is independent of the rest of the document.
4.2.1 Notation and fundamental results
Let U be a Hilbert space, and let b(u, v) and a(u, v) be two self adjoint positive definite
forms and l(v) a linear form defined on U . Let {ei}Ni=1 be a basis for a finite-dimensional
subspace Uh ⊂ U . We denote by Aij ,Bij the Galerkin stiffness matrices corresponding to
forms a(·, ·) and b(·, ·) and by lj the load vector corresponding to the linear form l(·), i.e.,
Aij = a(ej , ei), Bij = b(ej , ei), lj = l(ej), i, j = 1, . . . , N.
We would like to solve the system
(4.1) Bu = l
and the intent is to precondition it with A, i.e, precondition b(u, v) with a(u, v). Note that
since A and B are self adjoint and positive definite, they define inner products on Uh, i.e.,
(·, ·)A = (A·, ·),
(·, ·)B = (B·, ·)
The induced norms are given by ‖ · ‖A and ‖ · ‖B. Consider now the following linear iteration
scheme to solve (4.1).
(4.2) uk+1 = uk + A(l− Buk), k = 0, 1 . . .
1The author would like to express his gratitude to Jay Gopalakrishnan for providing helpful reading material
[61] and for the invaluable discussions on the subject of preconditioning.
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where u0 is a given initial guess. Note that for A = B−1, the iteration scheme converges in one
iteration. Let u be the solution to the linear system Bu = l. Then
u− uk︸ ︷︷ ︸
ek
= (I− AB︸ ︷︷ ︸
E
)k (u− u0)︸ ︷︷ ︸
e0
.
We call the operator E = I − AB the reducer and the operator A the iterator. The iteration
scheme, can be used directly as a solver and if the norm of the reducer is less than one, it
would be convergent. The following proposition gives sufficient conditions for convergence.
Proposition 4.1. The linear iteration
(4.3) uk+1 = uk + θA(l− Buk)
is convergent for 0 < θ < 2/λmax(AB) with an optimal error reduction per iteration of
κ(AB)− 1
κ(AB) + 1 when θ =
2
λmin(AB) + λmax(AB)
The proof of the above result can be found in [110].
The iteration scheme (4.3) can be used as a preconditioner for the Conjugate Gradient
algorithm. The following two theorems show that in such a case the convergence is accelerated.
First, the general convergence estimate of the CG solver is given by the following theorem.
Theorem 4.1. (Conjugate gradient (CG) convergence)
Let B be Hermitian (symmetric) positive definite with respect to a certain inner product. Then
the error in the kth iteration of the CG algorithm measured in the B−norm is given by
‖u− uk‖B ≤ 2
(√
κ(B)− 1√
κ(B) + 1
)k
‖u− u0‖B
Here κ(B) =
λmax(B)
λmin(B)
is the condition number of B. Note that the min and max eigenvalues
are given by:
λmax(B) = max
v∈Uh
v 6=0
(Bv, v)
‖v‖2 , λmin(B) = minv∈Uh
v 6=0
(Bv, v)
‖v‖2
A proof of the above result can be found in many books (see [110, 70]). Finally, the following
theorem shows, how the convergence of the linear iteration (4.3) can be accelerated by the CG
solver. A proof of the theorem is given in Appendix C.1
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Theorem 4.2. (Iterator as a preconditioner)
Consider the linear iteration (4.2) and suppose A and B are self-adjoint with respect to (·, ·).
If B is bounded, bijective, positive definite and
η = ‖I− AB‖B < 1
then
1. A is positive definite.
2. Iteration (4.2) is convergent.
3. The condition number κ(AB) =
λmax(AB)
λmin(AB)
satisfies κ(AB) ≤ 1 + η1− η.
4. The asymptotic convergence rate of the conjugate gradient method for the preconditioned
system is faster than the rate of convergence of (4.2).
Since, the CG algorithm is invariant with respect to the relaxation parameter θ, we can
always assume that the optimal θ is used and therefore the linear iteration (4.3) is a contraction
(the norm of the reducer is less than one). In view of the result of Theorem 4.2, we conclude
that CG algorithm accelerates the convergence of the linear iteration (4.3). Nevertheless, the
convergence of the CG algorithm is directly related to the condition number of the precondi-
tioned system. Therefore if we are interested in preconditioning the matrix B with matrix A,
we need an estimate for the condition number κ(AB).
The general philosophy behind preconditioning is to prove an equivalence relation be-
tween specific norms, involving both the original bilinear form of the problem and the bilinear
form induced by the preconditioner. Note that the preconditioner’s bilinear form has to remain
self-adjoint and coercive. We outline next, two well established theories, that provide tools for
proving the norm equivalence. The first one, Nepomnyaschikh’s fictitious space lemma [99],
is very general, since the result relates any two self-adjoint and coercive bilinear forms. The
second one, subspace correction theory, was developed by Jinchao Xu [117]. It provides the
mathematical foundation for convergence analysis of solvers that involve subspace solvers such
as domain decomposition and multigrid. We note that for the one level Schwarz preconditioner
the Nepomnyaschikh’s lemma can be easily adapted to the subspace correction theory.
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4.2.2 Norm equivalence and Nepomnyaschikh’s theorem
Lemma 4.1. (Norm equivalence)
Assume that A and B are both self-adjoint and positive definite with respect to (·, ·) and c0, c1
are positive constants. Then the following are equivalent ∀ v ∈ Uh:
c0(Av, v) ≤ (ABAv, v) ≤ c1(Av, v),(4.4a)
c0(Bv, v) ≤ (BABv, v) ≤ c1(Bv, v),(4.4b)
c−11 (Av, v) ≤ (B−1v, v) ≤ c−10 (Av, v),(4.4c)
c−11 (Bv, v) ≤ (A−1v, v) ≤ c−10 (Bv, v).(4.4d)
Additionally, the condition number κ(AB) ≤ c1
c0
.
Lemma 4.2. (Nepomnyaschikh fictitious space lemma [99]) Let X,Y , be Hilbert spaces with
inner products (·, ·)X and (·, ·)Y respectively. Define the following two sesquilinear, continuous,
Hermitian and coercive forms defined on X and Y respectively.
b(x, δx) = 〈Bx, δx〉X′×X with B : X → X
′
a0(y, δy) = 〈A0y, δy〉Y ′×Y with A0 : Y → Y
′
Additionally we assume the existence of a continuous surjective operator R : Y → X and a
continuous injective operator T : X → Y that satisfy
R ◦ T = idX i.e. RTx = x, ∀x ∈ X.
Take now an arbitrary l ∈ X ′, and consider the following two variational problems:
(4.5)
Find x ∈ X :b(x, δx) = 〈l, δx〉 ∀ δx ∈ X and
Find y ∈ Y :a0(y, δy) = 〈R′ l, δy〉 = 〈l,Rδy〉 ∀ δy ∈ Y
and assume the following two inequalities:
∃ cR > 0 : ∀y ∈ Y b(Ry,Ry) ≤ c2Ra0(y, y) and
∃ dR > 0 : ∀x ∈ X a0(Tx,Tx) ≤ d−2R b(x, x)
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Now let l ∈ Y ′ and x, y be the solutions of the variational problems in (4.5). Then
(4.7) c−2R a0(y, y) ≤ b(x, x) ≤ d−2R a0(y, y)
Note that in the finite dimensional case for x = B−1l, y = A−10 R
′
l and A := RA−10 R
′, (4.7) is
equivalent with (4.4b) and that gives an upper bound for the condition number κ(AB) ≤ d
2
R
c2R
.
We refer the reader to Sections C.1.1 and C.1.2 for the proofs of the above two lemmas.
4.2.3 Additive Schwarz preconditioner and the subspace correction theory
Let B be self-adjoint and positive definite defined on the vector space U . Suppose that
Ui, i = 1, . . . J , are closed subspaces of the Hilbert space (U, (·, ·)). Additionally, let Bi be
self-adjoint and positive definite operator defined on Ui by
(Biui, vi) = (Bui, vi), ∀ui, vi ∈ Ui,
and let Qi : U → Ui denote the (·, ·)-orthogonal projection onto Ui. Then, the operator
A =
J∑
i=1
B−1i Qi
is called the additive preconditioner based on subspaces Ui and operators Bi. The additive
Schwarz algorithm is given by:
Algorithm 1 Additive Schwarz/parallel subspace correction
1: procedure PSC(uk, uk+1) . Given uk compute uk+1
2: r = l− Buk . Compute initial residual
3: ri = Qir . Project the residual on to Ui
4: Bizi = ri . Solve on the subspace the local problem
5: uk+1 = uk + θ
∑J
i=i zi . Correct uk on each subspace
Theorem 4.3 (Subspace correction). For the above setting, assume the following two state-
ments hold:
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• (strengthened Cauchy–Schwarz inequality) there exists a number β > 0 such that for all
ui, vi ∈ Ui
J∑
i=1
J∑
j=1
|(ui, vj)B| ≤ β
( J∑
i=1
‖ui‖2B
)1/2( J∑
j=1
‖vj‖2B
)1/2
• (stable decomposition) there exists a number α > 0 such that ∀u ∈ U , there exists a
decomposition u = ∑Ji=1 ui, with ui ∈ Ui, that satisfies
J∑
i=1
‖ui‖2B ≤ α−1‖u‖2B.
Then, the following equivalence relation is true:
(4.8) α(u, u)B ≤ (Pu, u)B ≤ β(u, u)B
where P = ∑Ji=1 Pi and Pi : U → Ui is the (·, ·)B-orthogonal projector, i.e.,
(Piu, vi)B = (u, vi)B, ∀vi ∈ Ui.
Note that BiPi = QiB and therefore P = AB is the preconditioned matrix. Consequently, (4.8)
along with Lemma 4.1 give an estimate of the condition number κ(AB) = β/α. A detailed proof
of this theorem can be found in [117]. Note that Lemma 4.2 can be reduced to Theorem 4.3
in the subspace correction setting. In particular, it is easy to see that the operator T in (4.6)
is exactly the stable decomposition assumption of Theorem 4.3.
4.2.4 A Schur complement result
The following result, found also in [99], is useful when proving energy estimates for
Schur complements. This result is relevant in our work, because in practice the interior degrees
of freedom are condensed out of the final system. In the case of the ultraweak formulation,
static condensation is essential, since all the L2 variables can be eliminated in an element-
wise fashion. Consequently, the final linear system has a significantly reduced size (for high
order approximations the size could be reduced by 70 − 80%) and involves only the interface
unknowns. In summary, this result guarantees that the bound of the condition number of the
condensed system is the same with the bound of the condition number of the original system.
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This allows, for the analysis to be done on the original system, but the implementation on the
condensed system. The result is summarized by the two lemmas below, and their proofs are
given in Appendix C.2.
Let U be a Hilbert space given as a Cartesian product of two Hilbert spaces U1, U2. Let
u = (u1, u2), v = (v1, v2). Assume, we are given a sesquilinear, continuous, Hermitian form:
b(u, v) = b11(u1, v1) + b12(u2, v1) + b21(u1, v2) + b22(u2, v2) .
Let B,B11,B12,B21,B22 be the corresponding operators,
B : U → U ′ 〈Bu, v〉 = b(u, v) u ∈ U, v ∈ U
B11 : U1 → U ′1 〈B11u1, v1〉 = b11(u1, v1) u1 ∈ U1, v1 ∈ U1
B12 : U2 → U ′1 〈B12u2, v1〉 = b12(u2, v1) u2 ∈ U2, v1 ∈ U1
B21 : U1 → U ′2 〈B21u1, v2〉 = b21(u1, v2) u1 ∈ U1, v2 ∈ U2
B22 : U2 → U ′2 〈B22u2, v2〉 = b22(u2, v2) u2 ∈ U2, v2 ∈ U2.
Lemma 4.3. Assume additionally that b11 is positive definite. This implies that B11 is invert-
ible and the following identity holds:
inf
u1∈U1
b((u1, u2), (u1, u2)) = inf
u1∈U1
〈B(u1, u2), (u1, u2)〉 = 〈(B22 − B21B−111 B12)u2, u2〉 .
Let a(u, v) be now another sesquilinear, continuous, Hermitian, semi-positive form on
U with a positive-definite part a11 as well. Denote the two Schur complement operators by:
SA := A22 −A21A−111 A12, SB := B22 − B21B−111 B12 .
Lemma 4.4. Assume forms a and b (or operators A and B) are positive semi-definite and
spectrally equivalent, i.e.,
c1 a(u, u) ≤ b(u, u) ≤ c2 a(u, u) ⇔ c1 〈Au, u〉 ≤ 〈Bu, u〉 ≤ c2 〈Au, u〉 ,
with some positive constants c1, c2. Then the corresponding Schur complement operators are
spectrally equivalent on U2 with the same constants,
c1 〈SAu2, u2〉 ≤ 〈SBu2, u2〉 ≤ c2 〈SAu2, u2〉 .
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4.3 Analysis of the preconditioner - one level setting
It should be clear by now that in order to estimate the condition number of the precon-
ditioned system the only thing we need to do, is to verify the two assumptions of Theorem 4.3.
While verifying the first one is standard, the second one (stable decomposition) is not so trivial.
We present our analysis in the forthcoming section. First, we give a small recap of the DPG
ultraweak formulation.
4.3.1 Preconditioning the ultraweak formulation
Consider an arbitrary first-order system of PDEs defined on a bounded and simply
connected domain Ω, expressed in the abstract form:
(4.9)
u ∈ D(A)Au = f
where A is some differential operator and D(A) denotes it’s domain. For instance, recall from
(3.1), the strong formulation of the time-harmonic linear acoustics equations with impedance
boundary condition:
u = (p, u)
A((p, u)) = (iωp+ div u, iωu+∇p)
f = (f1, f2) ∈ L2(Ω)× (L2(Ω))d =: L2(Ω)
and the domain of A is given by
D(A) := {u ∈ L2(Ω) : Au ∈ L2(Ω), p− u · n = 0 on ∂Ω }
The ultraweak variational formulation of problem (4.9) is:u ∈ L
2(Ω)
(u,A∗v) = (f, v) v ∈ D(A∗).
where D(A∗) is equipped with the adjoint graph norm,
‖v‖2V := ‖A∗v‖2 + α2‖v‖2 ,
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with a scaling parameter α = O(1). Here v denotes a group test variable, i.e, v := (q, v). For
the linear acoustics problem, the operator is (formally) skew-adjoint, A∗ = −A, and
D(A∗) = {v ∈ L2(Ω) : A∗v ∈ L2(Ω) : q + v · n = 0 on ∂Ω}
The boundary conditions on the test functions (built into the definition of D(A∗)), can be
eliminated at the expense of introducing extra unknowns uˆ := (pˆ, uˆn). We arrive then at the
linear problem
(4.10)
u ∈ L
2(Ω), uˆ ∈ Uˆ
(u,A∗v) + 〈uˆ, v〉 = (f, v), v ∈ HA∗(Ω) ,
where
HA∗(Ω) := {v ∈ L2(Ω) : A∗v ∈ L2(Ω)}
is equipped with the same graph norm as above. The flux uˆ is a trace of a function that lives
in the original energy graph space,
Uˆ := trD(A) .
In particular, for the acoustics problem, the trace space is defined by:
Uˆ = {(pˆ, uˆn) : exists (p, u) ∈ D(A) such that (pˆ, uˆn) = tr(p, u)}
= {(pˆ, uˆn) ∈ H 12 (∂Ω)×H− 12 (∂Ω) : pˆ− uˆn = 0 on ∂Ω} .
and it is equipped with the minimum energy extension norm,
‖uˆ‖Uˆ := inf
u ∈ D(A)
tr u = uˆ
‖u‖HA(Ω)
where
‖u‖2HA(Ω) := ‖Au‖2 + ‖u‖2 .
The corresponding ultraweak variational formulation with broken test space has a similar
structure as formulation (4.10),
u ∈ L2(Ω), uˆ ∈ Uˆh
(u,A∗v) + 〈uˆ, v〉︸ ︷︷ ︸
=:b((u,uˆ),v)
= (f, v) v ∈ V (Ωh) .
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The broken space equals
V (Ωh) := {v ∈ L2(Ω) : A∗hv ∈ L2(Ω)}
and it is equipped again with the adjoint graph norm,
‖v‖2V (Ωh) :=
∑
K
(‖A∗hv‖2 + ‖v‖2)︸ ︷︷ ︸
=:‖v‖2
V (K)
.
where the h in symbol A∗h indicates that the operator is understood element-wise. Fluxes and
traces are defined now on the whole mesh skeleton Γh and equipped again with the minimum
energy extension norm. The trace space is given by
Uˆh = {(pˆ, uˆn) ∈ H
1
2 (Γh)×H−
1
2 (Γh) : pˆ− uˆn = 0 on ∂Ω} .
Recall that the energy norm is given by
(4.11) ‖(u, uˆ)‖2E :=
(
sup
v∈V (Ωh)
b((u, uˆ), v)
‖v‖V (Ωh)
)2
=
∑
K
(
sup
v∈V (K)
|(u,A∗hv) + 〈uˆ, v〉|
‖v‖V (K)
)2
︸ ︷︷ ︸
=:‖(u,uˆ)‖2E,K
and enjoys the same property as standard Sobolev energy norms - the global norm (squared)
equals the sum of element norms (squared) [19]. This result allows us to consider a single
element, when proving norm equivalence. We are now ready to present the analysis.
4.3.2 Set up
Let u = (u, uˆ) denote the group variable including the field and trace variables of the
ultraweak formulation. We want to precondition the energy norm ‖ · ‖E given by (4.11). Let
bE(·, ·) be the Hermitian and coercive form corresponding to the energy norm, i.e.,
bE(u, v) = b(u,Tv) = (Tu,Tv)V
where T is the trial-to-test operator defined in (2.11). We introduce {Ωi}Ji=1 a finite cover
of Ω such that each Ω¯i is the support of a vertex shape function. We denote the size of a
vertex patch by δ. In addition, we assume that the cover has the finite overlap property, i.e.,
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there exists an integer r such that each point of Ω is contained in at most r of the sets Ωi.
Equivalently, let χi be the characteristic function of Ωi. Then
(4.12)
J∑
i=1
‖χi‖2L∞ =
J∑
i=1
‖χi‖L∞ ≤ r
Finally, the local energy subspaces corresponding to the partition are given by:
Ui = L2(Ωi)× Uˆi,
where Uˆi := {uˆ ∈ Uˆh : uˆ = 0 on Γh − Ωi}, and Γh is the mesh skeleton.
4.3.3 Strengthened Cauchy–Schwarz inequality
Verifying the first assumption, of Theorem 4.3 is straight forward. Let ui ∈ Ui and
vj ∈ Uj . Then, for any inner product (·, ·)B the inequality
|(ui, vj)B| ≤ εij‖ui‖B‖vj‖B
is true for εij ≤ 1. Indeed, from Cauchy–Schwarz inequality, εij = 1 when (ui, vj)B 6= 0, but it
can be chosen to be 0 when (ui, vj)B = 0. Taking the sum over i and j we have:
J∑
i=1
J∑
j=1
|(ui, vj)B| ≤
J∑
i=1
J∑
j=1
εij‖ui‖B‖vj‖B
≤ ρ(E)
( J∑
i=1
‖ui‖2B
)1/2( J∑
j=1
‖vj‖2B
)1/2
where ρ(E) = ‖E‖2 is the spectral radius of the matrix εij . Note that the entries of the matrix
εij are zero for non overlapping subdomains. Indeed, suppose that supp{ui} ⊆ Ωi. Then
supp{Tui} ⊆ Ωi. This is a direct consequence of the use of broken test spaces, i.e., T, the DPG
trial-to-test operator is local and therefore Tui is discontinuous. This results in
bE(ui, vj) = b(ui,Tvj) = (Tui,Tvj)V = 0,
for all vj ∈ Ωj such that supp{vj} ∩ Ωi = ∅. Therefore
bE(ui, vj) = 0,
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for Ωi,Ωj disjoint and supp{ui} ⊆ Ωi, supp{vj} ⊆ Ωj . Consequently, by the finite overlap
assumption (4.12), we obtain an upper bound for the spectral radius:
ρ(E) ≤ r
and the final result reads:
J∑
i=1
J∑
j=1
|bE(ui, vj)| ≤ r
( J∑
i=1
‖ui‖2E
)1/2( J∑
j=1
‖vj‖2E
)1/2
4.3.4 Stable Decomposition
Proving the second assumption in Theorem 4.3 is a bit more involved. This is exactly
the well-known stable decomposition assumption, which in simple terms it says that if u is
decomposed into patch contributions, then the sum of energies stored in the patches must be
controlled by the energy of u.
We start with a global stability result [19, 33],
‖u‖2 + ‖uˆ‖2
Uˆ
≤
[ 1
γ2
+ (1 + 1
γ
)2
]
‖(u, uˆ)‖2E .
Above γ denotes the global boundedness below constant for operator A. For the acoustics oper-
ator and the case of impedance BC, constant γ is independent of frequency ω [33]. Combining
the stability estimate with continuity we derive the equivalence relation:
γ21(‖u‖2 + ‖uˆ‖2Uˆ ) ≤ ‖(u, uˆ)‖2E ≤M21 (‖u‖2 + ‖uˆ‖2Uˆ )
where γ−21 = 1γ2 + (1 +
1
γ )2
At the expense of having the constants γ1 and M1 in the estimate, we can construct a stable
decomposition for the original trial norm instead of the energy norm. We will prove the result
by considering separate cases for the L2 space and the trace space Uˆ . The stable decomposition
for the L2 space is standard but it is presented below for completeness.
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4.3.4.1 Stable decomposition for the L2 space
Let Yp = Q(p,q) = Pp ⊗ Pq denote the space of polynomials of order less or equal p, q
with respect to x, y respectively. These spaces are described in detail in (2.18). Additionally,
let {Φj}Jj=1 be a partition of unity subordinate to the covering Ωj of Ω, so that
J∑
j=1
Φj = 1, 0 ≤ Φj ≤ 1, supp(Φj) ⊂ Ωj
Given a u ∈ Yp we define the following decomposition
uj = PΦju
where P : Q(p+1,q+1) → Q(p,q) is the L2 orthogonal projection. Obviously
J∑
i=1
uj =
J∑
j=1
PΦju = P
J∑
i=1
Φj︸ ︷︷ ︸
=1
uj = Pu = u
It easy to see that the decomposition is stable. Indeed
‖uj‖ = ‖PΦju‖ = ‖PΦju‖L2(Ωj) ≤ ‖P‖‖Φj‖L∞‖u‖L2(Ωj) ≤ ‖u‖L2(Ωj)
Summing up for all subdomains, and by the finite overlap property (4.12) we have
J∑
j=1
‖uj‖2 ≤
J∑
j=1
‖u‖2L2(Ωj) ≤ r‖u‖2
We focus now on the construction of a stable decomposition for the trace spaces.
4.3.4.2 Stable decomposition for the trace space Uˆ
We shall consider a single element K ∈ Ωj , see Figure 4.1 for an illustration. We denote
by HA(K) the graph energy space of functions defined on element K. Recall that Ω¯j is defined
by the support of a vertex shape function Φj of size δ. Then, {Φj}Ji=1 is a partition of unity,
J∑
j=1
Φj = 1, 0 ≤ Φj ≤ 1, supp(Φj) ⊂ Ωj and ‖∇Φj‖L∞ ≤ Cδ−1
68
Figure 4.1: A single element in a vertex patch.
Operator dependent projection based interpolant. Let uˆ be a sufficiently regular func-
tion defined on the skeleton. Additionally, let’s assume the existence of a projection-based
interpolant Πˆuˆ (which will be defined explicitly later on) taking values on the mesh skeleton
such that
(4.13) ‖ΠˆΦj uˆ‖Uˆ ≤ ‖Πˆ‖Uˆ︸ ︷︷ ︸
=:CΠˆ
‖Φj uˆ‖Uˆ
Construction of such an interpolant is operator-dependent, and we expect constant CΠˆ to grow
mildly with the frequency ω for the acoustics operator, and be independent of the polynomial
order p and the fine mesh size h. We will investigate the dependence on ω, h, and p numerically
by constructing such an interpolation operator. The construction and the numerical experi-
ments are described in the next section. Consider now a function on the skeleton uˆ. We define
the corresponding decomposition by
uˆj = ΠˆΦj uˆ .
Clearly,
J∑
j=1
uˆj =
J∑
j=1
ΠˆΦj uˆ = Πˆ(
J∑
j=1
Φj︸ ︷︷ ︸
=1
uˆ) = Πˆuˆ = uˆ
and by the postulated property (4.13)
‖uˆj‖Uˆ = ‖ΠˆΦj uˆ‖Uˆ ≤ CΠˆ‖Φj uˆ‖Uˆ ≤ CΠˆ‖Φju‖HA
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where u is an extension of uˆ to the element such that tru = uˆ. The last term bounds nicely for
the acoustics operator,
‖Φju‖2HA = ‖A(Φju))‖2 + ‖(Φju)‖2
and
‖A(Φj(u, p))‖2 = ‖iωΦjp+ div(Φju)‖2 + ‖iωu+∇(Φjp)‖2
≤ 2
(
‖Φj(iωp+ div u)‖2 + ‖Φj(iωu+∇p)‖2 + ‖∇Φj · u‖2 + ‖∇Φjp‖2
)
≤ 2
(
‖A(u, p)‖2 + δ−2(‖u‖2 + ‖p‖2)
)
Therefore
‖uˆj‖Uˆ ≤ CΠˆCδ‖u‖HA , where Cδ = O(δ−1)
Note that the constant Cδ is independent of frequency. The above inequality is true for
an arbitrary extension u of uˆ. Taking the infimum on the right hand side with respect to
extensions and summing over all subdomains we obtain the stable decomposition for the trace
space. Combining everything together we have the following lemma.
Lemma 4.5. For every function u = (u, uˆ) ∈ L2(Ω)× Uˆ there exists a stable decomposition
u =
J∑
j=1
uj , uj ∈ L2(Ωj)× Uˆj ,
such that
J∑
j=1
‖uj‖2E ≤ C‖u‖2E .
where C = O(rC2ΠˆC2δ ). Here r comes from the finite overlap property and Cδ = O(δ−1). This
in turn gives an upper bound for the condition number of the preconditioned DPG system
(4.14) κ(AB) ≤ C r
2
δ2
, where C = O(C2Πˆ).
It remains to study the dependence of the interpolation norm CΠˆ on the discretization
size h, polynomial order p and the frequency ω. For this, we design a numerical experiment to
compute the interpolation norm. A discussion on the construction and the numerical results
is presented below.
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4.3.5 Computing the interpolation norm
The continuity constant CΠˆ = ‖Πˆ‖Uˆ can be computed using the definition of a norm
of an operator, i.e., by solving the maximization problem:
‖Πˆ‖Uˆ = max
vˆ∈Uˆ ,vˆ 6=0
‖Πˆvˆ‖Uˆ
‖vˆ‖Uˆ
This leads to the generalized eigenvalue problem
(Πˆvˆ, Πˆδ̂v)Uˆ = λ
2(vˆ, δ̂v)Uˆ , δ̂v ∈ Uˆ .
Consider now a discrete basis {vˆi}ni=1 for the polynomial subspace Uˆh ⊂ Uˆ . Then, we need to
solve
(4.15) P∗GPv = λ2Gv
where v ∈ Cn, P is the matrix representation of Πˆ and G = (vˆi, vˆj)Uˆ is the Gram matrix
corresponding to the inner product (·, ·)Uˆ . The continuity constant is therefore given by the
square root of the maximum generalized eigenvalue of (4.15).
Computation of matrix G. Given a basis {vˆi}ni=1 of the polynomial subspace Uˆh ⊂ Uˆ we
can compute the entries of the Gram matrix by using the (·, ·)HA inner product. Indeed, using
the polarization formula [101, Ch. 6], it is easy to see that
(4.16) (vˆi, vˆj)Uˆ = (vi, vj)HA
where vi, vj ∈ HA(K) are the minimum energy extensions of vˆi, vˆj respectively. However, in
practice we can only approximate the minimum energy extensions using polynomial extensions.
We note that for all the numerical results presented in Section 4.3.6 polynomials of sufficiently
large order 2 were used.
2No notable change in the numerical results could be observed when increasing further the polynomial order
of approximation
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Approximating the minimum energy extension. Given vˆ ∈ Uˆh we can derive the ex-
tension v ∈ HA(K) that realizes the minimum energy by:
‖vˆ‖Uˆ = inftrv=vˆ ‖v‖HA
Consider the polynomial subspace HA,h(K) ⊂ HA(K). Then the above minimization problem
leads to the following Dirichlet problem.
Find vh ∈ HA,h(K)
(vh, δvh)HA = 0, δvh in HA,h(K)
vh = vˆ, on ∂K
or equivalently Find vb ∈ H
b
A,h(K) (bubble functions)
(Avb,Aδvb) + (vb, δvb) = −(vˆ, δvb)HA , ∀δvb in HbA,h(K)
Definition of the interpolation operator Π - computation of matrix P. Let vˆ ∈
Uˆh(K). We define the projection based interpolant vˆp = Πˆvˆ using the following steps:
• Interpolation at vertices. The interpolant vˆp matches the function vˆ at the vertices
vˆp(a) = vˆ(a), ∀ vertex a.
We lift the vertex values using a polynomial extension that lives in the element trace
space. This leads to the linear interpolant vˆ1 ∈ trP1(K).
• Edge projection. We subtract the linear interpolant vˆ1 from the function vˆ. Now the
difference vˆ − vˆ1 vanishes at the element vertices. Then we project the difference onto
the trace space of edge polynomials of order pe vanishing at the vertices (i.e, the edge
bubbles Ppe0 ), i.e., 
vˆ2,e ∈ Ppe0
‖vˆ − vˆ1 − vˆ2,e‖Uˆ(e) → min .
Here, the norm ‖ · ‖Uˆ(e) is defined by the inner product (4.16) on the edge. The edge
interpolant is then the sum of the edge projections
vˆ2 =
∑
e
vˆ2,e.
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The final interpolant is defined by the sum of the vertex and the edge interpolant
vˆp = vˆ1 + vˆ2.
We obtain a matrix representation of P by applying it to a basis of the polynomial space.
Recall the polynomial spaces defined in (2.18). In particular, consider
W r := Q(r,r) ⊂ H1(Ω)
V r := Q(r,r−1) ×Q(r−1,r) ⊂ H(div,Ω).
Then
Πˆ : W r+1 × V r+1 →W r × V r,
and its matrix representation P is computed as follows. For pˆ ∈ tr|∂KW r+1, we have vertex
shape functions and bubble shape functions. For the vertex shape functions the interpolation
operator matches the values at the vertices and so the first 4 columns of matrix P are the
orthonormal vectors {ei}4i=1. Note that if pˆ is an edge bubble then it vanishes on the vertices.
Therefore it is enough to solve the following minimization problem. Let pˆ ∈ tr|∂KWr+10 be an
edge bubble vanishing on the boundary. Then we solveFind vˆ
b ∈ tr|∂KWr0
‖pˆ− vˆb‖Uˆ → min
or equivalently Find vˆ
b ∈ tr|∂KWr0
(vˆb, δvˆb)Uˆ = (pˆ, δvˆ
b)Uˆ ∀δvˆb ∈ tr|∂KWr0
or
(4.17)
Find v
b ∈ Wr0
(vb, δvb)HA = (pb, δvb)HA ∀δvb ∈ Wr0
where pb, vb, δvb are the minimum energy polynomial extensions of pˆ, vˆb, δvˆb respectively. Fi-
nally the interpolant is defined to be the trace of the solution vb. Notice that both left and
right hand sides of (4.17) can be computed using the Gram matrix G. For the edge bubbles
of the variable uˆn ∈ tr|∂KV r+1, we follow a similar procedure.
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Computation on the master element. We can reduce the computation on the master
element using appropriate scalings. Assuming that each element K is obtained by a simple
scaling of the master element K¯, and using the same H1 scaling for both H1 and H(div)
functions we have:
‖Aω(p, u)‖2L2(K) : =
∫
K
(|iωp+ div u|2 + |iωu+∇p|2) dK
=
∫
K
h2(|iωp¯+ 1
h
¯div u¯|2 + |iωu¯+ 1
h
∇¯p¯|2) dK¯
=
∫
K
(|iωhp¯+ ¯div u¯|2 + |iωhu¯+ ∇¯p¯|2) dK¯
=: ‖Aωh(p, u)‖2L2(K¯)
and
‖(p, u)‖2L2(K) = h2‖(p¯, u¯)‖2L2(K¯)
We can therefore perform all the computations on the master element by using the following
norm:
‖(p, u)‖2HA(ωh,h) = ‖Aωh(p, u)‖2L2(K¯) + h2‖(p¯, u¯)‖2L2(K¯)
4.3.6 Results
We examine the dependence of the norm of the interpolation operator described above,
on the polynomial order p, the discretization size h, and the frequency ω. We present the
results in the tables below for polynomial orders p = 2, 4, 6. For each case of p we also present
convergence of the preconditioned CG solver. The subdomains are defined to be the support
of a vertex function defined on the mesh of size h = 1/2 (i.e, 9 subdomains with a fixed
overlap size δ = 1/2. For these experiments we simulate a plane wave in the square domain
Ω = (0, 1)2, using impedance boundary conditions on the entire boundary of the domain.
We run our simulations for five different frequencies and we perform successive uniform h-
refinements, starting with a mesh of size h = 1/2. The CG solver is terminated when the
l2-norm of the residual drops below 10−6. The numbers in red color denote that the error is
above 90%, i.e, the mesh is not fine enough to resolve the wave.
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h \ω pi 2pi 4pi 8pi 16pi
1/2 15 16 17 11 8
1/4 16 18 20 14 9
1/8 16 18 22 23 10
1/16 16 18 23 24 25
1/32 16 19 23 25 25
(a) Iteration count
h \ω pi 2pi 4pi 8pi 16pi
1/2 2.553 4.327 6.088 3.768 2.268
1/4 2.540 4.427 7.598 6.320 4.328
1/8 2.510 4.415 6.972 8.247 6.061
1/16 2.500 4.362 6.841 8.379 9.555
1/32 2.497 4.343 6.785 8.651 9.621
(b) Value of the constant ‖Πˆ‖Uˆ
Table 4.1: Polynomial order p = 2. Left: iteration count for CG preconditioned with additive Schwarz
smoother with fixed δ = 1/2. Right: The value of the interpolation norm.
h \ω pi 2pi 4pi 8pi 16pi
1/2 16 18 22 17 9
1/4 16 18 22 22 11
1/8 16 18 22 25 23
1/16 17 19 23 25 25
1/32 17 19 23 25 26
(a) Iteration count
h \ω pi 2pi 4pi 8pi 16pi
1/2 1.516 1.976 3.222 3.168 1.871
1/4 1.497 2.021 3.328 5.262 2.582
1/8 1.491 2.046 3.432 5.122 5.891
1/16 1.490 2.055 3.492 5.260 6.478
1/32 1.489 2.057 3.512 5.352 6.556
(b) Value of the constant ‖Πˆ‖Uˆ
Table 4.2: Polynomial order p = 4. Left: iteration count for CG preconditioned with additive Schwarz
smoother with fixed δ = 1/2. Right: The value of the interpolation norm.
h \ω pi 2pi 4pi 8pi 16pi
1/2 17 19 23 24 12
1/4 16 18 22 23 22
1/8 17 18 22 24 24
1/16 17 18 22 25 25
1/32 17 18 23 25 26
(a) Iteration count
h \ω pi 2pi 4pi 8pi 16pi
1/2 1.271 1.522 1.874 3.514 2.391
1/4 1.268 1.512 1.753 3.093 3.026
1/8 1.267 1.510 1.734 2.750 3.583
1/16 1.267 1.510 1.730 2.685 3.724
1/32 1.266 1.510 1.730 2.671 3.962
(b) Value of the constant ‖Πˆ‖Uˆ
Table 4.3: Polynomial order p = 6. Left: iteration count for CG preconditioned with additive Schwarz
smoother with fixed δ = 1/2. Right: The value of the interpolation norm.
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The following interesting observations can be derived from the results. First, the solver
shows convergence, independent of the polynomial order. This, can also be verified in the
value of the constant ΠˆUˆ . Gopalakrishnan and Scho¨berl observed the same behavior in their
construction of a multiplicative Schwarz preconditioner in [66]. The second observation involves
the dependence on the mesh size h. As we can clearly see, both the constant and the CG
convergence are independent of h.
Lastly, the number of iterations of the solver grows mildly with respect to the frequency,
an observation that is also reflected on the value of the constant. However, in cases where the
mesh is too coarse to resolve a high frequency wave, the solver is more efficient with respect to
the number of iterations (see numbers in red). This behavior, might not seem to be of great
value for uniform meshes, but in case of adaptive refinements, this could be very beneficial. As
we have seen in the previous chapter, the DPG method being unconditionally stable, allows
for adaptive refinements starting from very coarse meshes. Therefore, integrating an iterative
solver within the adaptive process, even in the pre-asymptotic region, seems to be a promising
direction to follow.
Overall, the computed interpolation norm gives a very useful insight on the behavior
of the solver. We emphasize that, there is no reason to believe that the bound provided by the
interpolation norm is sharp. However, the overall trend of the value of the norm, is consistent
with the convergence behavior of the solver.
4.4 Extension to the multilevel setting
We would like to extend our construction to the two- (multi-) level setting. The main
reason is the unavoidable dependence of the one-level preconditioner on the number of subdo-
mains and the size of overlap. In order to, keep the number of iterations of the solver under
control, both the number of subdomains and the size of the overlap have to remain constant
and unfortunately this adds significant work on the local solves within each subdomain as h
decreases. On the other hand, if the number of subdomains increases, the cost of each local
solve remains constant, but the overall number of iterations grows.
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Usually, convergence independent with respect to the number of subdomains and the
size of the overlap can be achieved by adding a coarse grid correction step in the algorithm.
The standard analysis involves treating the coarse grid solve as a local solve defined on an
additional subspace (the coarse grid) and therefore condition number estimates can be derived
using the subspace correction theory (see Theorem 4.3). In particular, comparison of the
condition number estimates for the Poisson problem proven in [7] for the one-level setting and
in [87] for the two-level setting, shows exactly the claim above. The result for the one- and
two- level preconditioners are:
κone-level ≤ C r
2
δ2
and κtwo-level ≤ Cr2
(
1 + H
2
δ2
)
respectively. Here, H is the discretization size of the coarse grid, and C is independent of
the fine grid discretization size h. Assuming that the number r that characterizes the finite
overlap property remains constant (this is usually the case), then clearly for a coarse mesh of
size H = O(δ), the condition number of the two-level algorithm becomes independent with
respect to the overlap.
For the case of the acoustics problem, it is much harder to get a similar estimate for the
two-level setting. Combining our one-level setting result with a coarse grid solve in an additive
way we expect the condition number to depend on the coarse grid discretization size H, the
polynomial order p and the frequency ω. Although, we don’t have a rigorous proof for this
estimate, numerical experiments shown in Chapters 5 and 6 suggest that uniform convergence
with respect to h, p and ω can be achieved when the coarse mesh is “fine enough” to capture
the characteristics of the wave and overcome the pollution effect.
4.4.1 Additive vs multiplicative coupling
Schwarz type domain decomposition preconditioners are categorized into two main
classes: the additive and the multiplicative. Both of them can be analyzed using the unified
theory of subspace corrections of Xu [119, 118, 117]. Their main difference is the following:
in the additive case the corrections are performed simultaneously on each subspace, but in
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the multiplicative case they are carried out successively (each subspace solver operates on the
updated residual).
Standard multigrid techniques are based on the multiplicative coupling of a coarse grid
correction and an additive Schwarz solver, usually referred as the smoother. The additive
smoother is usually preferred over the multiplicative one, because of its local nature. The
solves on each subspace can be carried out in parallel and with today’s multi-core computer
architectures, computing times can be significantly reduced. On the other hand, coupling the
smoother with a coarse grid solve in the multiplicative way can be shown to be much more
effective than the alternative. This is called the hybrid Schwarz method. David Pardo et al.
in [103, 104], demonstrated that the multiplicative coupling of a coarse grid correction and
an additive smoother with an optimal relaxation parameter will always converge at a rate at
least as fast as the additive coupling. In case of preconditioning, an improved estimate of the
condition number for the multiplicative coupling is shown by Mandel in [89].
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Chapter 5
A two grid preconditioner
In this chapter we describe the construction of a two-grid iteration scheme for the
ultraweak DPG formulation. The construction is based on the multiplicative coupling of a
coarse grid solve with an additive Schwarz smoother. This two-grid scheme is then used as
a preconditioner for the conjugate gradient solver. We emphasize that the construction is for
hp-meshes, i.e, meshes with hanging nodes and variable order. We then present results for the
solution of the linear acoustics equations in both uniform and adaptive settings in two space
dimensions 1. We note that the solver is general, in the sense that it is not limited to wave
problems. It can be applied to any DPG formulation, for any well posed problem involving
the standard energy spaces.
Author contributions. The contents of this chapter are based on the published paper [106],
co-authored by the author of this dissertation. The author of this dissertation contributed to
the mathematical theory, software development and numerical simulations related to the work
presented in [106].
5.1 Construction
We start by a general description on the construction. Recall that the DPG ultraweak
formulation for the linear acoustics formulation involves L2 field variables, H1/2 variables and
H−1/2 variables. The L2 variables have no continuity requirements among elements and so they
are locally (element-wise) condensed out. Hence, the final system consists only of the interface
1The contents of this chapter are partially taken from the published paper: Petrides, S. and Demkowicz,
L. F. (2017). An adaptive DPG method for high frequency time-harmonic wave propagation problems. Comput.
Math. Appl., 74(8):1999–2017.
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unknowns which are discretized by taking the appropriate trace of variables in the polynomial
subspaces of H1 and H(div) (see 2.18). We therefore need to construct a prolongation and a
smoother operator for these trace spaces. An outline of this procedure is presented below.
Coarse grid correction. In general, the coarse grid correction step requires the construction
of a prolongation operator which transfers a solution vector from the coarse to the fine mesh,
and a restriction operator which restricts the residual vector on the fine grid to the coarse
grid. In other words, the prolongation maps a coarse basis function to its representation in
terms of the fine basis functions. While such a construction in the standard Galerkin method
is straightforward, in the case of DPG it is a bit more complicated. The discretization, new
edges (faces in 3D) are created after an h-refinement, therefore new interface variables appear,
which have no ancestors. Consequently, the usual prolongation operator (natural inclusion)
based on constrained approximation [37], would not be well defined in this case. In order to
overcome this difficulty, we introduce the concept of a macro-element described in the next
paragraph. The goal is to introduce a new mesh, which will have the same topology as the
coarse mesh and so the prolongation operator will be easily defined.
In case of p-refinements with hierarchical shape functions, the new degrees of freedom
are simply set to zero. This is the standard inclusion operator for the p multigrid algorithm.
Finally, the restriction operator is defined to be the transpose of the prolongation operator.
Macro-element. Consider a coarse and a fine grid (see Figure 5.1.) Suppose that the fine
grid is the mesh produced after several adaptive hp-refinements applied to the coarse grid,
and it is the current mesh where we seek the solution to the problem. We define the macro
grid to be the resulting mesh after we condense out all the new degrees of freedom which do
not lie on the skeleton of the coarse mesh. Notice that now the two meshes have the same
topology. Practically, the construction of the prolongation operator reduces to a one (two in
3D) dimensional interpolation problem (see [25]).
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(a) Coarse grid (b) Fine grid (c) Macro grid
Figure 5.1: Macro Grid Definition. The degrees of freedom on the fine grid that do not lie on the
skeleton of the coarse grid are eliminated using Schur complements.
Additive Schwarz smoother. We use the standard additive Schwarz method for smoothing
the residual on the macro-grid, i.e., a block Jacobi iteration scheme with overlapping blocks.
We define a patch to be the support of a coarse grid vertex basis function (see Figure 5.2).
A matrix block is then constructed by the interaction of the macro degrees of freedom within
a patch. The additive smoother is preferred over the multiplicative one (Gauss Seidel with
overlapping blocks) because of its local properties, i.e., the construction, the inversion of each
individual matrix block and the action of the smoother in the residual can be implemented in
parallel.
(a) Vertex patch - coarse grid (b) Vertex patch - macro grid
Figure 5.2: Construction of a smoother patch. A smoother patch is defined by the support of a coarse
grid vertex basis function.
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Symmetric two-grid cycle. We implement the symmetric two-grid cycle between the
coarse mesh and the macro mesh (see Fig. 5.3). Let Ax = b denote the linear system to
be solved on the macro grid and let xn be the solution to the nth iteration of the CG algorithm.
Additionally, let IMC denote the prolongation operator between the coarse and the macro grid.
The restriction operator is defined by the transpose, ICM = (IMC)∗, and the coarse grid correction
operator is given by Q = ICMA-1C (IMC)∗, where A-1C denotes the exact inverse of the global stiffness
matrix at the coarse level.
Pre-smooth
(Additive Schwarz)
Post-smooth
(Additive Schwarz)
Coarse grid correction
(direct solver)
Figure 5.3: Two-grid cycle
Finally, for the smoothing procedure, we perform µ smoothing steps and use a damping
parameter θ, where 0 < θ < 1 (θ is selected according to the finite overlap property (see
(4.12)). We denote by Sµ the operator that performs µ smoothing steps of the additive Schwarz
smoother. Note that Sµ is given by:
(5.1) Sµ = θS1
µ−1∑
i=0
(I− θAS1)i
where I is the identity operator and S1 is the operator of a single smoothing step. Indeed, let
zs,in be the ith correction to solution, i.e, the correction after applying a single smoothing step
to the ith residual rin, where r1n = rn. Then zsn is the sum of all the corrections:
zsn =
µ∑
i=1
zs,in = θS1
µ∑
i=1
rin = θS1
µ∑
i=1
(I− θAS1)i−1r1n =
µ−1∑
i=0
(I− θAS1)irn
and (5.1) immediately follows. The two-grid cycle algorithm is given below.
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Algorithm 2 Two grid cycle
1: procedure twogrid(rn, zn) . Given rn compute zn
2: rn = b− Axn . Compute initial residual
3: zsn = Sµ rn . Pre-smooth µ times
4: rsn = rn − Azsn = (I− ASµ)rn . Update residual
5: zqsn = IMC A-1C ICM rsn = Q rsn . Coarse grid correction
6: rqsn = rsn − Azqsn = (I− AQ)rsn . Update residual
7: zsqsn = Sµ rqsn . Post-smooth µ times
8: zn = zsn + z
qs
n + zsqsn . Compute the total correction
Preconditioned Conjugate Gradient (PCG). Suppose that we denote by M the operator
described in Algorithm 2. Note that if we want to use M as a preconditioner for the CG solver,
then it has to be self-adjoint and positive definite. Positive definiteness comes by construction,
but to ensure self-adjointness we have to perform equal number of pre- and post- smoothing
steps. An explicit formula for M can be then derived by:
zn = zsn + zqsn + zsqsn = Sµrn + Qrsn + Sµrqsn
= Sµrn + Q(b− A(xn + zsn)) + Sµ(b− A(xn + zsn + zqsn ))
= Sµrn + Q(rn − Azsn) + Sµ(rn − Azsn − Azqsn )
= Sµrn + Qrn − QASµrn + Sµrn − SµASµrn − SµAQrsn
= Sµrn + Qrn − QASµrn + Sµrn − SµASµrn − SµAQ(rn − ASµrn)
= (Q + Sµ(I− AQ) + (I− QA)Sµ − Sµ(I− AQ)ASµ)rn.
Therefore, the preconditioner is given by
(5.2) M = Q + Sµ(I− AQ) + (I− QA)Sµ − Sµ(I− AQ)ASµ
and the reduction of the residual is given by:
rsqsn = b− A(xn + zsn + zqsn + zsqsn ) = rqsn − Azsqsn
= (I− ASµ)rqsn = (I− ASµ)(I− AQ)rsn
= (I− ASµ)(I− AQ)(I− ASµ)rn,
= (I− θAS1)µ(I− AQ)(I− θAS1)µrn
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where the last equality follows by equation (5.1). Notice how the multiplicative coupling
becomes clear in the reduction of the residual. Finally, the preconditioned Conjugate Gradient
algorithm [110] is given by Algorithm 3.
Algorithm 3 Preconditioned Conjugate Gradient
1: procedure pcg(x0, xn) . Given x0 return xn
2: r0 = b− Ax0
3: z0 = Mr0
4: p0 = x0
5: for j = 1,2. . . until convergence:
6: αj = (rj,zj)(Apj,pj)
7: xj+1 = xj + αjpj
8: rj+1 = rj − αjApj
9: zj+1 = Mrj+1
10: βj = (rj+1,zj+1)(rj,zj)
11: pj+1 = zj+1 + βjpj
12: end for
We test our preconditioner (5.2) to solve the 2D linear acoustics problem for various
values of the frequency ω. We start in the uniform refinements setting and compare the two-
grid preconditioner with the one-level additive Schwarz preconditioner. We proceed then to
examples involving adaptive refinements. The results are summarized in the next section.
5.2 Smoother vs two grid preconditioner: uniform refinements
Our first experiment, is to compare the convergence of the preconditioned conjugate
gradient solver with and without the coarse grid correction. We use the smoother described in
the previous section and study the dependence on the frequency ω and the size of the coarse
grid H (uniform refinements setting), and the polynomial order p.
5.2.1 Set up
We solve the linear acoustics equations on the square domain Ω = (0, 1)2. The problem
is driven by impedance boundary data read from the exact solution, a plane wave propagating
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from the origin in a 45◦ angle. The ultraweak formulation is:
u ∈ (L2(Ω))d, p ∈ L2(Ω)
uˆn ∈ H−1/2(Γh), pˆ ∈ H1/2(Γh)
pˆ− uˆn = g, on ∂Ω
(iωu, v)− (p, divhv) + 〈pˆ, v · n〉Γh = 0, v ∈ H(div,Ωh)
(iωp, q)− (u,∇hq) + 〈uˆn, q〉Γh = 0, q ∈ H1(Ωh)
We run our simulations for polynomial orders p = 2, 4, 6 and for frequencies ω = pi, 2pi, . . . , 16pi.
In each case we perform four uniform h-refinements starting from a mesh of size h = 1/2. For
each of these (fine) meshes, a coarse mesh is obtained by one uniform h-coarsening. A smoother
patch (subdomain) is then defined to be the support of a coarse vertex shape function. It is
important to note that this is not the same setting as in Section 4.3.6 where the overlap δ
and the number of subdomains were fixed. On the contrary, here, after an h-refinement a new
coarse grid is defined and therefore the number of the subdomains increases and the size of the
overlap decreases (see Table 5.1). Note that this way, the cost of each local solve is constant
because the size of each local problem remains the same.
h δ # Subdomains
1/2 1 4
1/4 1/2 9
1/8 1/4 25
1/16 1/8 36
1/32 1/16 49
Table 5.1: Overlap size vs h
For each run we use a relaxation parameter θ = 0.49 (the finite overlap property
suggests 1/2), and total of two smoothing iterations. The two grid preconditioner requires at
least two smoother iterations, one pre-smooth and one post-smooth in order to remain self-
adjoint. In order then to have a fair comparison, two smoothing iterations are used in the
additive Schwarz preconditioner as well.
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5.2.2 Results
A comparison of the two preconditioners is showcased in Tables 5.2 to 5.4. The tables
on left show the convergence of the CG solver preconditioned with the two-grid strategy and on
the right with the additive Schwarz smoother. Note that the numbers in red color indicate that
the error is more than 90%. Our first observation suggests clear dependence of the smoother
on the size of the overlap. Notice that for a fixed frequency the number of iterations grows
(linearly) with the inverse of the overlap size (δ−1). This is consistent with the bound (4.14)
proved in the previous chapter. Secondly, we can clearly verify that the convergence of the
smoother is independent with respect to the polynomial order.
h \ω pi 2pi 4pi 8pi 16pi
1/2 5 6 5 3 3
1/4 5 7 16 10 4
1/8 5 8 12 30 12
1/16 5 7 13 24 51
1/32 5 7 14 26 47
(a) Preconditioner: two-grid. CG iterations
h \ω pi 2pi 4pi 8pi 16pi
1/2 6 6 6 5 3
1/4 9 11 12 7 4
1/8 16 17 22 24 8
1/16 33 33 42 49 51
1/32 60 64 84 102 115
(b) Preconditioner: smoother. CG iterations
Table 5.2: Comparison of CG iteration count when preconditioned with two grid (left) and additive
Schwarz (right) for p = 2
h \ω pi 2pi 4pi 8pi 16pi
1/2 5 6 8 5 3
1/4 4 6 9 13 9
1/8 4 6 8 15 28
1/16 5 6 8 15 36
1/32 5 6 8 15 35
(a) Preconditioner: two-grid. CG iterations
h \ω pi 2pi 4pi 8pi 16pi
1/2 6 7 6 5 3
1/4 9 10 13 13 9
1/8 17 17 21 25 27
1/16 33 33 42 48 55
1/32 60 64 78 105 113
(b) Preconditioner: smoother. CG iterations
Table 5.3: Comparison of CG iteration count when preconditioned with two grid (left) and additive
Schwarz (right) for p = 4
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h \ω pi 2pi 4pi 8pi 16pi
1/2 4 6 7 6 4
1/4 4 5 8 13 12
1/8 4 6 8 16 27
1/16 4 6 8 17 30
1/32 4 6 8 18 29
(a) Preconditioner: two-grid. CG iterations
h \ω pi 2pi 4pi 8pi 16pi
1/2 6 7 6 6 4
1/4 9 10 13 13 12
1/8 17 17 21 25 27
1/16 33 33 42 49 56
1/32 60 64 84 105 113
(b) Preconditioner: smoother. CG iterations
Table 5.4: Comparison of CG iteration count when preconditioned with two grid (left) and additive
Schwarz (right) for p = 6
For the two-grid preconditioner we have the following observation. In cases where the
coarse mesh is fine enough to resolve the wave and the pollution effect, the coarse grid correction
offers significant acceleration of the solver. In fact, the convergence is then independent of the
overlap size and the number of subdomains. Finally, notice that the two-grid preconditioner
is always superior to the additive smoother. This means that even in cases where the coarse
grid is not accelerating the convergence, it doesn’t negatively affect it either.
5.3 Integrating the iterative solver with adaptivity - smoother vs two grid
We would like to use the two grid technology in the adaptive refinement setting. Recall
that the DPG method is unconditionally stable and therefore adaptive refinements can be
initiated starting from very coarse meshes (see Section 3.4). Ideally, we can replace the direct
solver in several adaptive refinements, with the CG solver preconditioned with the two grid
scheme. Adaptivity can be driven by partially converged solutions, obtained by the iterative
solver. Additionally, the same coarse grid can be used for several upcoming refinements and
therefore the Cholesky factorization can be performed once, stored and used in the coarse grid
solve step for several meshes. Note that this step would now involve only a triangular solve
(back substitution). Finally the convergence can be slightly accelerated if the solution of a
previous mesh is provided as an initial guess to the iterative solver.
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5.3.1 High frequency Gaussian beam in free space
We run the two preconditioners for the same set up as in Section 3.4 for three different
frequencies (ω = 40pi, 80pi, 120pi) and we summarize our results in Figures 5.4, 5.5 and 5.6
respectively. As a stopping criterion for CG iterations we use the discrete L2 norm of the
discrete residual. Since we are interested only in a partially converged solution (enough to
perform meaningful refinements), a tolerance of 10−3 was used. Additionally, we perform
several smoothing steps (µ = 10), and use a damping parameter (θ = 0.49). We run all the
simulations until the L2 relative error of the DPG method reduces below 10% when, at this
point, the wave is resolved.
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Figure 5.4: Convergence of the PCG solver for ω = 40pi
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Figure 5.5: Convergence of the PCG solver for ω = 80pi
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Figure 5.6: Convergence of the PCG solver for ω = 120pi
Figures 5.4b, 5.5b and 5.6b show the final mesh and the pressure component of the
solution. Clearly, we can conclude that the tolerance used was small enough to produce
optimal adaptive refinements. Additionally, in Figures 5.4a, 5.5a and 5.6a, we compare the
two preconditioners, the additive Schwarz and the two-grid described in the previous section.
For the two-grid preconditioner, we follow a simple strategy, where the coarse grid is redefined
every 10 refinements. Although the additive Schwarz converges relatively fast, the number
of iterations grows every time the coarse grid is reset, i.e., the patches are redefined. The
coarse grid correction seems to be necessary in order for the number of iterations to remain
bounded, and that makes the two-grid strategy superior. The number of iterations drops every
time we reset the coarse grid, and starts growing very slowly as we proceed with refinements.
Intuitively, this is expected because the coarse grid correction becomes less effective, since the
macro grid increasingly differs from the coarse grid as we keep refining. However, the number of
iterations needed until convergence for the two-grid preconditioner appears to be independent
of the frequency and the mesh.
5.3.2 High frequency Gaussian beam scattering by a cavity
We also test the proposed solver on a problem where we do not have the exact solution.
Consider the domain of Figure 5.7. In this case we use the Gaussian beam as a source and
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simulate the scattering of the wave from a resonating cavity. The problem is driven by an
impedance boundary condition on Γ2. On Γ1 we put hard boundary condition u · n = 0.
Figure 5.7: Computational domain containing a cavity
The ultraweak formulation for this setup is:
u ∈ (L2(Ω))d, p ∈ L2(Ω)
uˆn ∈ H−1/2(Γh), pˆ ∈ H1/2(Γh)
uˆn = 0, on Γ1, pˆ− uˆn = g, on Γ2
(iωu, v)− (p, divhv) + 〈pˆ, v · n〉Γh = 0, v ∈ H(div,Ωh)
(iωp, q)− (u,∇hq) + 〈uˆn, q〉Γh = 0, q ∈ H1(Ωh)
We solve the problem for frequency ω = 1500pi. As a rule of thumb, standard methods
for such a frequency need about four elements of polynomial order three per wavelength in
order to become stable and produce meaningful solutions. For our example, this would result
in 4000 elements in each direction or a total of sixteen million elements. However, the DPG
discrete stability allows to start the simulation with a uniform mesh that only captures the
geometry of the cavity. Our initial mesh consists of approximately 1000 cubic elements. This
is obviously a very coarse mesh, with respect to the frequency of the problem. We also use
a marking strategy to deal with the singularities at the corners of the cavity, i.e., we force
h-refinements for elements adjacent to the corners. In Figure 5.8 and Figure 5.9 we show the
evolution of the mesh and the solution respectively.
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Refinement 60 Refinement 70 Refinement 80 Refinement 90
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Refinement 140 Refinement 150 Refinement 160 Refinement 170
p = 3 p = 4 p = 5
Figure 5.8: Adaptive hp-refinements for ω = 1500pi. Notice how the mesh is built along with the
solution.
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Refinement 90 Refinement 110 Refinement 120 Refinement 130
Refinement 140 Refinement 150 Refinement 160 Refinement 170
Figure 5.9: Real part of numerical acoustic pressure for ω = 1500pi
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As we can see, the refinements are optimally carried out by the partially converged
solution from the iterative solver. This can be verified also by Section 5.3.2. In this figure we
show the convergence of the residual with respect to the skeleton degrees of freedom for two
cases: a) the two-grid PCG solver and b) a direct solver. As it is clear from the plot, both
solvers produce almost identical refinement patterns, i.e, in the end they deliver the same mesh
for the same residual.
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Figure 5.10: PCG vs direct solver for ω = 1500pi: residual vs skeleton dof. As demonstrated the two
solvers produce almost identical refinement patterns. Therefore, adaptivity can indeed be driven by
partially converged solutions.
Additionally, in Figure 5.11 we compare the number of CG iterations, when precondi-
tioned with the additive Schwarz preconditioner and the two-grid preconditioner. The behavior
of the two preconditioners is the same as in the previous examples. The superiority of the two-
grid solver is apparent. The two-grid PCG solver always converges in less than 20 iterations.
On the other hand the convergence of the additive Schwarz PCG, as expected, worsens when
the number of subdomains (smoother patches) grows and the overlap becomes smaller.
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Figure 5.11: PCG solver for ω = 1500pi: iteration count vs skeleton dof
5.4 Computational cost
The total computational cost of the presented algorithm involves four major parts: a)
the use of a direct solver on the coarse mesh, b) the construction of the macro grid c) the
construction of the preconditioner and d) the CG iterations.
Direct solver on the coarse mesh. The direct solver is invoked for the solution on the
coarse mesh. We use a multi-frontal solver, where its computational cost depends on the
sparsity of the stiffness matrix which in turn depends on the mesh and the dimension. For
uniform meshes, depending on reordering of the matrix, the cost is estimated to be O(N 32 ) in
2D and O(N2) in 3D [88], where N is the size of the system. For adaptive hp meshes it is very
hard to come up with a good estimate since the refinements depend on the problem. For the
particular example of this document, the simulation of a beam, we observed lower complexity
of than O(N 32 ) but higher than O(N). The purpose of the presented iterative algorithm is to
avoid using the direct solver for several refinements. The goal is to replace the direct solver
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with an iterative one of linear complexity, for most of the adaptive solves.
Construction of the macro grid. This step involves the elimination of the degrees of
freedom of the fine mesh that are not on the skeleton of the coarse mesh. The procedure
involves the solution of a local problem on each coarse grid element. The cost depends on
the refinement pattern. For instance, in the standard two-grid setting, where the fine grid is
obtained by a single uniform h-refinement of the coarse grid, the cost of the local problem is
negligible. However, in the adaptive setting, there are cases where some coarse grid elements
are refined several times, and some are not refined at all. This creates two major issues. First,
the local problem corresponding to a coarse element which is refined several times is no longer
of negligible size. Assuming that for its solution we use a sparse direct solver, then the cost
is O(N
3
2
l ) in 2D and O(N2l ) in 3D, where Nl is the size of the system. Consequently, to keep
the cost under control, then Nl has to be much smaller than the size of the global system.
This can be achieved by reseting the coarse grid. In 3D computations, this problem is avoided
by extending the two-grid technology to the multigrid setting. The multigrid algorithm is
discussed in the next chapter. The second issue has to do with parallelization and work
balancing. In the adaptive setting, workload is not the same in each coarse element, and
therefore, unavoidably there is work imbalance among the possessors. While, it is not a
major problem for shared memory implementations, it is significant for distributed memory
implementations (MPI), and work balancing techniques have to be employed.
Construction of inter-grid and and smoother patches. The construction of the pre-
conditioner involves a coarse grid correction and a smoothing process. For the coarse grid
correction the construction of the prolongation and restriction operators is local, and the cost
is negligible. Additionally, the coarse solve involves only back substitution since the Cholesky
decomposition of the stiffness matrix of the coarse grid is already computed and stored. There-
fore the cost is O(nzc) where nzc is the number of non-zero entries of the Cholesky factors.
In fact if nzc = O(Nc), where Nc is the size of the system in the coarse grid, then the cost
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of back substitution is O(Nc). For the smoothing steps, a local construction of each vertex
patch is required. This corresponds to the assembly and Cholesky factorization of individual
blocks of the global stiffness matrix. These operations are local to each vertex patch, and
therefore, when the size of each patch is much smaller than the size of the total system, the
cost is negligible.
Smoothing and CG iterations. The overall cost of the solver is dominated by the global
operations. The additive Schwarz smoothing is a global operation since the vertex patches
overlap. The cost of a smoothing step is determined by the cost of a sparse matrix-vector
multiplication. Therefore, the cost is linear with respect to the number of the non-zero entries
of the smoothing matrix. We note that for a fixed order of approximation the number of
non-zero entries is in fact O(N). Finally, there is an additional cost of the matrix-vector
multiplications in the CG procedure. Again, the cost grows linearly with the size of the global
stiffness matrix.
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Figure 5.12: Time per iteration for the two-grid PCG. Throughout the adaptive process the cost of the
solver remains linear with respect to the number of skeleton degrees of freedom
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In Fig. 5.12 we show the cost of each iteration of the CG algorithm with respect to
the size of the system for the cavity problem of Section 5.3.2. The time measurements are for
a single core implementation. As it can be verified from the graph, the computational cost of
each CG iteration increases linearly with respect to the size of the linear system. The total
cost can be calculated by multiplying the cost of each iteration by the number of iterations.
Therefore, as long as the number of iterations remains bounded, the overall computational cost
of the solver grows linearly with the number of degrees of freedom.
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Chapter 6
A 3D multigrid preconditioner
In this chapter we present an extension of the two-grid preconditioner, discussed in the
previous chapter, to the multigrid setting. After giving a brief outline on the implementation,
we provide actual time and memory measurements for a particular simulation, in the uniform
refinement setting. We conclude the chapter by presenting timings for a parallel implementa-
tion for shared memory architectures.
6.1 Discussion on implementation
The major parts of the multigrid preconditioner are: a) construction of the macro-
grids, b) construction of inter-grid operators, and c) assembly and solution of Schwarz local
problems. All these parts of the construction are largely based on the two-grid preconditioner
described in the previous chapter. For simplicity, here we discuss the three-grid case. Consider
a fine grid which is the grid where we seek the solution, an intermediate grid and a coarse grid.
In this scenario, we assume that the intermediate grid and the fine grid are constructed by an
adaptive hp-refinement of the coarse and the intermediate grid respectively.
6.1.1 Construction of macro-grids
In the multigrid setting, each macro-grid is constructed by statically condensing the
degrees of freedom which do not live on the mesh skeleton of the previous grid. This is
essentially the computation of the Schur complement with respect to the degrees of freedom
that live on the skeleton of the grid one coarse level below. In our three-grid scenario, one
macro-grid is constructed by eliminating the fine-grid degrees of freedom that are not on
the skeleton of the intermediate grid. Likewise, another macro-grid is constructed from the
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intermediate and the coarse grid. This procedure is similar to the construction of the macro-
grid in the two-grid case (see Section 5.1). However, there is a compelling advantage; the cost
of this local elimination is significantly reduced. Unlike the two-grid setting, where the local
Schur complement problem would correspond to arbitrary many refinements of a coarse-grid
element, in the multigrid setting the size corresponds to only one refinement. The construction
is illustrated in Figure 6.1. In the next section, we will demonstrate that the cost of this
construction grows linearly with the number of unknowns.
Fine grid Macro grid Macro grid Fine grid
Interm. grid Macro grid Macro grid Interm. grid
Coarse grid
Figure 6.1: Multigrid v-cycle schematic. For demonstration purposes the schematic is in 2D. In 3D it
is fully analogous
6.1.2 Inter-grid transfer operators
Recall that the DPG linear system involves only interface unknowns living on the mesh
skeleton. As described in Section 5.1 this adds a complication when constructing the inter-
grid transfer operators. In the two-grid setting we managed to overcome this complication
by constructing a single macro-grid from the fine grid, and then applying the two-grid cycle
between macro and coarse grid. Following this approach, in the multigrid setting, we have
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two inter-grid operators, a Schur complement extension/restriction operator and a natural
inclusion/restriction operator. The multigrid cycle is then as follows (see Figure 6.1). Given
solution degrees of freedom on the coarse grid, we apply the natural inclusion operator to obtain
solution degrees of freedom on the macro-grid. After smoothing on the macro-grid, the Schur
complement extension operator is employed to compute the solution degrees of freedom to the
intermediate grid. With the same procedure, we compute the solution degrees of freedom on
the fine-grid. The restriction operators that act on the residual are defined to be the transposes
of the inclusion operators. Note that the Schur complement inclusion/restriction operators can
be computed and stored during the construction of the macro-grids.
6.1.3 Local Schwarz problems
In the multigrid setting described above, we choose to perform the smoothing operations
on the macro-grids. A smoother patch is defined to be the support of a vertex basis function of
the grid one coarse level below. Then, a local assembly within each patch is performed, and a
Cholesky decomposition is invoked. The decompositions are computed once and stored. They
are then used in each smoothing step within each multigrid cycle. Note that the size of each
local problem remains fixed and therefore the total cost of the construction of the smoother is
of linear complexity. This will also be demonstrated in the next section.
6.2 Computational complexity
In this section we study the computational complexity of the multigrid technology by
considering a particular example in three space dimensions. We demonstrate that the overall
computational cost grows linearly with respect to the size of the linear system. Comparison
with a state of the art multi-frontal solver is also presented. Before we proceed to the example
it is essential that we provide some additional details regarding the numerical implementation
of our experiments within our in-house 3D code (hp3D).
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6.2.1 Additional implementation details
Static condensation of interior degrees of freedom. Static condensation is a very com-
mon procedure in finite element methods. Especially, in high order methods the size of the
global system is dramatically reduced by eliminating the degrees of freedom associated with
the element interior. In the ultraweak DPG formulation all the L2 degrees of freedom have
no global conformity requirement and therefore they are eliminated in an element-wise fash-
ion. The resulting linear system then involves only the trace unknowns defined on the mesh
skeleton. The Schur complements can be either stored or recomputed when needed. After
the interface problem is solved, either with a direct or an iterative solver, using local back
substitutions the interior solution degrees of freedom are recovered.
Fast integration. Computing the local stiffness matrices is one of the most computationally
intensive parts in high order finite element methods. For instance, for a hexahedral element,
the standard Gaussian integration has a complexity of O(p9), where p is the order of approxi-
mation in each space direction. In DPG simulations, the need for an enriched test space (see
Remark 2.2) adds significant computational work on the element level. Therefore, employing
fast integration techniques is essential, in order to keep the cost under control. For all the 3D
simulations in this work, fast integration techniques based on tensorization are used. For the
hexahedral meshes that we use in our simulations, the integration cost is reduced from O(p9)
to O(p7). We refer the reader to the work of Jaime Mora [95] and references therein for a
detailed discussion on implementation and results.
Multigrid: global matrix-free implementation. In any finite element code, the global
linear system can be given either in a local or in an assembled form. By local form we mean that
the local stiffness matrices and load vectors are computed but a global stiffness matrix and load
vector are never assembled. Instead, only the local to global connectivity maps are computed
and used only when needed. Even if this approach might have higher memory requirements
(information on shared degrees of freedom is computed and stored for all neighboring elements),
101
for our multigrid preconditioner it is preferable. We choose the unassembled approach, mainly
for one reason. This way, the construction of all components of the preconditioner remains
local, and that gives an explicit control on parallelization. Additionally, future work involves
extending this construction in distributed memory environments using MPI, aiming problems
where assembly of a global stiffness matrix on one compute node would not be feasible.
Multi-frontal solver: assembly in CSR format. When a direct solver is needed we use
the multi-frontal solver PARDISO which is available within the MKL library. Interfacing with
this solver requires the global stiffness matrix in assembled form, given in Compress Sparse
Row (CSR) format. In our code, we obtain this format by first assembling in parallel the global
stiffness matrix in a coordinate (COO) format and then by using a parallel version of quick
sort (complexity of O(NlogN)), the COO format is converted to the CSR format. We note
that for large implementations the sorting can take a non negligible percentage of time of the
solving stage (approximately 5%). For the results on timing presented in the next section the
sorting time is not included. For a detailed discussion on different storage formats of sparse
matrices we refer the reader to [110, Ch. 3].
6.2.2 Set up
We solve the linear acoustics problem in the unit cube using the DPG ultraweak formu-
lation. The exact solution for the pressure is a plane wave propagating from the origin in the
direction k = (1, 1, 1), i.e, pexact = e−iω(x+y+z), and it’s shown in Figure 6.2. The simulation is
driven by an impedance condition on the entire boundary, where the impedance data is lifted
from the exact solution, and the frequency is ω = 3pi. The ultraweak formulation is given by:
u ∈ (L2(Ω))d, p ∈ L2(Ω), uˆn ∈ H−1/2(Γh), pˆ ∈ H1/2(Γh)
pˆ− uˆn = g, on ∂Ω
(iωu, v)− (p, divhv) + 〈pˆ, v · n〉Γh = 0, v ∈ H(div,Ωh)
(iωp, q)− (u,∇hq) + 〈uˆn, q〉Γh = 0, q ∈ H1(Ωh)
where Ω = (0, 1)3 and Γh is the mesh skeleton.
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Figure 6.2: Plane wave exact solution
6.2.3 Direct solver
First we run the simulation using a direct-solver and verify that the theoretical rate is
recovered. We start with a uniform mesh of 8 cubic hexahedral elements, and perform 4 suc-
cessive uniform h−refinements. Since the solution is smooth, the expected rate of convergence
is hp, or N−p/d, where N is the number of unknowns, p is the polynomial order corresponding
to the exact sequence (see Section 2.4.2.2) and d is the dimension. The convergence is shown
in Figure 6.3.
103 104 105 106 107
Degrees of freedom
10−4
10−3
10−2
10−1
R
el
at
iv
e
er
ro
r
1
-0.98
Figure 6.3: Error vs dof using a direct solver: for p = 3 the optimal convergence rate is -1
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Usually, in 3D computations the linear solve stage is the part with the highest com-
putational intensity. The pie chart below (see Figure 6.4) shows the time distribution of the
numerical simulation of our example for the last mesh. The mesh consists of 32768 cubic ele-
ments with total number of degrees of freedom of approximately five million. As we can see,
almost 90% of the total simulation time is spent on the linear solver. Recall that in the adap-
tive refinement setting, the problem has to be solved multiple times, and employing a direct
solver at every step is obviously not optimal. This is the motivation behind the construction
of our multigrid preconditioner.
11.2%
88.8%
Integration & interior 
dof static condensation
Multi-frontal solver
Figure 6.4: Distribution of overall computational cost when a direct solve is used
6.2.4 CG solver preconditioned with multigrid
We present now computational complexity measurements of the construction of the
multigrid preconditioner, and we demonstrate that both time and memory grows linearly with
respect to the size of the linear system. The set up is as follows. We define our coarse grid to
be the initial mesh of the simulation, consisting of eight cubic elements. This mesh provides
a solution with relative error of approximately 30%. Then for each refinement we run the
CG solver, preconditioned with the multigrid preconditioner. The multigrid preconditioner,
involves smoothing at all the intermediate grids and an exact solve using a direct solver at the
coarse level. As described in the previous section the construction of the iterative solver can
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be broken down to four components.
• Prolongation operator: computation of the coefficients for the natural inclusion operator.
• Macro-grid: construction of the macro grid and Schur complement extension operators
• Schwarz patches: assembly and factorization of patch stiffness matrices corresponding to
a Schwarz smoother patch.
• CG iterations: the actual solving step, including the application of the preconditioner
(smoothing and coarse grid solves).
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Figure 6.5: Timing measurements for all the different components of the numerical simulation (serial)
In Figure 6.5 we show a timing breakdown for all four components of the solver along
with the construction of the local stiffness matrices (integration). It is interesting to see that
now the most expensive part is the numerical integration. Additionally, we can conclude that
all the different parts scale linearly with respect to the number of unknowns. We therefore
expect that the cost of the whole simulation will also grow linearly with the size of the system
too. Finally, the iterative solver is based on matrix vector multiplications and so only the
local stiffness and load vectors are needed to be stored (or a sparse representation of the global
stiffness matrix). Consequently, the required memory is also expected to grow linearly with
the size of the problem. These conclusions are shown in Figure 6.6.
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Figure 6.6: Overall time and memory needed by the simulation using the multigrid preconditioner.
Linear dependence on the number of degrees of freedom is observed for both the computation time and
the memory requirements.
We conclude this chapter by presenting three additional plots. The first one Figure 6.7
shows the time distribution for the whole simulation. As desired the solve time now is actually
less than the integration time. The second plot reveals the well known result for multi-frontal
direct solvers in 3D, that they scale quadratically with respect to the size of the system. In
this plot we show only the timings involving only the solution stage, i.e, the integration times
are excluded.
Figure 6.7: Distribution of time for the whole simulation when using the multigrid preconditioner
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Figure 6.8: PCG vs PARDISO timing measurements. As the theoretical estimates suggest the PCG
preconditioner is of linear complexity. On the contrary the multi-frontal solver asymptotically reaches
quadratic complexity.
Finally, in Figure 6.9 we show plot the error against the overall cost when using the
multigrid preconditioner for the solution stage. Since that solver’s computation complexity is
linear and since the theoretical convergence rate for this particular configuration is −1, the
expected slope of the line is also −1. This result demonstrates that no accuracy is lost by
reducing the overall cost of the simulation.
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Figure 6.9: Error vs time using the PCG solver
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6.3 Parallel implementation
We conclude this chapter by presenting results on a particular parallel implementation
of the multigrid preconditioner. The parallel version of the preconditioner was implemented
for shared memory architectures using OpenMP. The simulation was run on a single NUMA
node, consisting of two sockets with 12 cores each. We emphasize that the purpose of this
parallel study is by no means to show perfect parallelization scalings, but rather to investigate
the parallel efficiency of the various components of our construction. Upcoming projects within
our research group will involve the development of an MPI version of our code and therefore
this investigation is of significant importance.
We run the same experiment outlined in Section 6.2.2 on the finest mesh of 32768
cubic hexahedral elements. The size of the system is kept fixed and we measure the wall-clock
times of the simulation for 1, 2, 4, 8 and 16 processors. In Figures 6.10 and 6.11 we present
strong scaling speedups for the different components of the iterative solver and the overall
simulation respectively. Observe that the components of the simulation that do not need any
communication show near optimal speedups. We can argue that the slight diversion of the
speedups from the optimal one is due to our computer architecture. That is, in order to utilize
16 cores both sockets have to be used, and therefore it is possible that a core from one socket
would have to access memory from the other socket.
The most interesting observation is with regards to the speedup of the CG iterations.
The cost is dictated by the action of the preconditioner, which includes the action of the
smoother and the coarse grid correction. The smoother, by construction, involves communi-
cating information among patches. Every local Schwarz problem can be solved locally in a
parallel fashion but a global correction to the solution has to be computed by assembling the
local solutions from each patch. Since the patches are not disjoint, there is unavoidable com-
munication. In practice, this assembly procedure is implemented using the OpenMP reduction
clause, for which it can be shown that the expected speedup is less optimal than linear with
respect to the number of processors.
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Figure 6.10: Time speedup on a shared memory architecture for each component of the numerical
simulation
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Figure 6.11: Time speedup on a shared memory architecture for the complete numerical simulation
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Chapter 7
Numerical results in 3D
This chapter is devoted to numerical results for relatively large simulations, using the
Conjugate gradient solver preconditioned with the multigrid technology. Our interest is in com-
putationally challenging acoustics and electromagnetic problems. We present various numeri-
cal experiments in acoustics and Maxwell equations in both uniform and adaptive refinement
setting.
7.1 Time harmonic Maxwell equations
We first consider the time harmonic form of the Maxwell equations given by iωµH +∇× E = 0−iωE +∇×H = J
where E is the electric field, H is the magnetic field, ω is the angular frequency,  is the
permittivity and µ and permeability of the material.
7.1.1 Comparison with standard multigrid methods
For our first Maxwell experiment we compare our DPG multigrid technology with the
multigrid preconditioner for the standard Galerkin method described in [64]. Following the
experiment in [64], we consider the computational domain Ω = (0, 1)3 and a perfect electric
conductor (PEC) material, i.e, the boundary condition is n×E = 0 on ∂Ω. For the discretiza-
tion we use a uniform hexahedral mesh of the lowest order. Define the space H−
1
2
0 (curl,Γh) on
the mesh skeleton as
H
− 12
0 (curl,Γh) := {E ∈ H−
1
2 (curl,Γh) : n× E = 0 on ∂Ω}
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where H− 12 (curl,Γh) is as in (2.17). Then the ultraweak DPG formulation is
E,H ∈ (L2(Ω))3,
Eˆ ∈ H−
1
2
0 (curl,Γh), Hˆ ∈ H−
1
2 (curl,Γh)
iωµ(H,F ) + (E,∇h × F ) + 〈n× Eˆ, F 〉Γh = 0, F ∈ H(curl,Ωh),
−iω(E,G) + (H,∇h ×G) + 〈n× Hˆ,G〉Γh = (J,G), G ∈ H(curl,Ωh)
where the letter h denotes element-wise operations. The simulation is driven by the right hand
side which is chosen such that the exact solution for the electric field is given by the finite
element lift of the function
Eex(x, y, z) = [y(1− y)z(1− z), yx(1− x)z(1− z), x(1− x)y(1− y)]
We choose  = µ = 1. The initial guess for the CG solver is zero and the iterations are termi-
nated when the norm of the residual is reduced by a factor of 10−6. In Tables 7.1a and 7.2b we
present the iteration count of the CG solver when preconditioned with our multigrid technology
for ω = 1 and 10. Likewise, Tables 7.1b and 7.2b, retrieved from [64], show the iteration count
of the GMRES solver preconditioned with the standard multigrid technology. We note that
the smoother used in [64], is of multiplicative type (block Gauss-Seidel). In the tables, h and
H denote the fine and the coarse grid discretization size respectively. For the DPG multigrid
implementation, On each level we perform one pre- and one post- smoothing step, so that we
keep the symmetry. At the coarsest level the problem is solved exactly with a direct solver.
h \H 1/2 1/4 1/8 1/16
1/4 7
1/8 7 7
1/16 7 7 7
1/32 6 7 6 7
1/64 6 6 6 6
(a) Iteration count of CG solver pre-
conditioned with DPG multigrid
h \H 1/2 1/4 1/8 1/16
1/4 6
1/8 7 7
1/16 9 10 8
1/32 10 10 9 7
1/64 11 11 9 8
(b) Iteration count for GMRES pre-
conditioned with multigrid for stan-
dard Galerkin
Table 7.1: Iteration count for ω = 1. Observe the uniform convergence with respect to h and H.
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h \H 1/2 1/4 1/8 1/16
1/4 9
1/8 11 10
1/16 14 12 9
1/32 14 14 12 10
1/64 15 15 12 12
(a) Iteration count of CG solver pre-
conditioned with multigrid for the
DPG method
h \H 1/2 1/4 1/8 1/16
1/4 3∗
1/8 2∗ 37
1/16 3∗ 48 18
1/32 2∗ 78∗ 22 16
1/64 2∗ 78∗ 21 17
(b) Iteration count for GMRES pre-
conditioned with multigrid for stan-
dard Galerkin
Table 7.2: Iteration count for ω = 10. The number of iterations for the DPG method grows mildly
with the frequency but always converges to the true solution. Uniform convergence is achieved when a
fine enough coarse grid is used. On the contrary the GMRES method fails to deliver reliable solutions
when the coarse grid is in the pre-asymptotic region.
The purpose of this comparison is not to compare number to number the iteration
count for each multigrid technology, but rather to observe the general convergence trend of
our preconditioner compared to the preconditioner for the standard Galerkin method. The
entries n∗ in the Table 7.2b denote that even though the GMRES solver did converge, the final
iterate differed from the true solution by more than 10−3 (measured in the appropriate norm).
This is a well known flaw of the GMRES solver, i.e, the residual of the GMRES algorithm
might be small enough and the stopping criterion is met, but the output solution is far from
the true solution. This happens when the coarse grid is not fine enough for the corresponding
frequency and stability is lost. On the contrary, this undesirable convergence behavior is not
happening for the Conjugate Gradient solver. The discrete pre-asymptotic stability of the DPG
method, along with the theory of self-adjoint preconditioners, ensure that the CG solver always
converges to the true solution (see Section 4.2.1). However, the convergence does depended
on how “good” the coarse grid is with respect to the frequency. A similar dependence on
the frequency is observed in our 2D simulations (see Section 5.2.2). For both preconditioners,
uniform convergence with respect to the frequency is recovered when the coarse grid is fine
enough.
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7.1.2 Fichera “oven” problem
For our second Maxwell experiment we solve the Fichera “oven” problem which was first
presented in [19]. The adaptive nature of the DPG method makes it suitable for this problem
because the solution is expected to be singular. The set up is as follows. For the construction
of the domain we start with the cube (0, 2)3 which is uniformly refined into eight cubes and
then one is removed creating the Fichera corner. Then, an infinite waveguide is attached at the
top and it’s truncated at a unit distance from the Fichera corner (see Figure 7.1). We choose
 = µ = 1 and ω = 5. The simulation is driven by a non-homogeneous electric boundary
condition on the waveguide and a homogeneous electric boundary condition elsewhere. That
is,
n× E =
n× Ed across the waveguide section0 elsewhere
where Ed = (sin pix2, 0, 0) is the first propagating mode.
Figure 7.1: Fichera corner with a truncated infinite waveguide attached at the top (retrieved, January
10, 2019 from [19])
We start the simulation with a mesh of eight cubes with a uniform order of approxi-
mation p = 3 and perform successive h−adaptive refinements. The adaptive refinements are
driven by the built-in DPG error indicator, and terminated when the norm of the residual
decreases by one order of magnitude. Note that an exact solution for this problem is not
known.
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The multigrid preconditioner setting is as follows. Starting from the finest mesh, sev-
eral coarser adaptive meshes, which belong to the history of refinements, are selected in the
multigrid cycle. An exact solve is performed at a coarse grid, where the size of the system is
significantly smaller than the fine grid system and small enough to be solved efficiently with
a direct solver. The selection is made at run time and depends on the computer architecture
and the current memory available.
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Figure 7.2: Evolution of the mesh and the numerical solution for the real part of the x-component of
the electric field. These results are for the meshes 1,3,5,7,9,11,13 and 15.
In Figure 7.2 we show the evolution of the mesh along with the numerical solution
for the real part of the x-component of the electric field. As we can see, the ultraweak DPG
method, captures the singularities at the reentrant corner and edges very fast. Observe how
the solution changes qualitatively and quantitatively with the resolution of the singularities.
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Figure 7.3: Fichera problem: convergence of the residual (left) and the CG solver(right)
The convergence of the residual is displayed in Figure 7.3a. Since there is no known
exact solution to this problem, the only way to quantify the convergence is through the DPG
residual. Clearly the norm of the residual converges to zero as we proceed with refinements.
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In Figure 7.3b we illustrate the convergence behavior of the CG solver preconditioned
with multigrid. For this simulation, at most five levels were used in the multigrid cycles. At
all intermediate multigrid levels, we perform 10 smoothing steps with a relaxation parameter
selected according to the finite overlap property (here θ = 0.2). The CG iterations are initiated
with a zero initial guess and they are terminated when the norm of the discrete residual is
reduced below 10−6. As we can observe, the solver shows uniform convergence with respect
to the discretization size throughout the adaptive refinement process. We emphasize that the
problem was too large to be solved with a direct solver.
7.1.3 Gaussian beam in free space
Our last Maxwell example involves the simulation of a high-frequency Gaussian beam
scattering by a rigid cube. We consider the domain (0, 1)3 where a cube of side length a = 1/7
centered at (0.5, 0.5, 0.5) is removed (Ω = (0, 1)3\(37 , 47)3, see Figure 7.4). The simulation
is driven by an impedance boundary condition on the outer cube and homogeneous electric
boundary condition on the inner cube. The impedance data around the origin correspond to a
high frequency Gaussian beam propagating inside the domain at a specific angle. Away from
the source the impedance data smoothly decay to zero in order to simulate absorbing boundary
conditions.
Figure 7.4: Computational domain
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The DPG ultraweak formulation for this setting is given by:
E,H ∈ (L2(Ω))3, Eˆ ∈ H−
1
2
Γ2 (curl,Γh), Hˆ ∈ H−
1
2 (curl,Γh)
n× (n× Eˆ)− n× Hˆ = gˆ, on Γ1,
iωµ(H,F ) + (E,∇h × F ) + 〈n× Eˆ, F 〉Γh = 0, F ∈ H(curl,Ωh),
−iω(E,G) + (H,∇h ×G) + 〈n× Hˆ,G〉Γh = 0, G ∈ H(curl,Ωh)
where, Γ1, Γ2 are the boundaries of the outer and the inner cube respectively and
H
− 12
Γ2 (curl,Γh) := {Eˆ ∈ H−
1
2 (curl,Γh) : n× Eˆ = 0 on Γ2}.
We start the simulation with a uniform mesh of 342 cubes of order p = 3 and we
initiate adaptive hp-refinements. We follow an ad-hoc refinement strategy; an element marked
for refinement is h-refined unless its size is less than half a wavelength, in which case it’s p-
refined (two elements per wavelength). In order to resolve the anticipated singularities on the
scatterer, the elements adjacent to its corners and edges are marked and forced to be h-refined
when needed.
Finally, when an adaptive p-refinement is performed, we follow the following rule (min-
imum rule). When an element is marked for a p-refinement we first find the neighboring
elements with respect to its faces. The order of a neighboring element is then increased by one
if it is less than the intended order of the marked element. The last step is to assign orders
to edges and faces. The order of a face is defined to be the minimum of the orders of its
neighboring elements. After all faces are assigned their order, the edge orders take the value
of the minimum of the orders of the faces they belong to. With this rather complicated rule,
we ensure that a p-unrefinement is not possible (the sequence of meshes remains nested), and
the constrained approximation technology for handling hanging nodes [37] is well defined. We
mention that a maximum rule was also tested successfully. However, in order to maintain sta-
bility the enriched order of the test space had to be increased, and this often led to significantly
increased element computation times.
We run the simulation for  = µ = 1 and ω = 50pi. This frequency corresponds to
approximately 40 wavelengths inside the computational domain. The multigrid setting is the
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same an in the previous example. For this experiment, at most eight multigrid levels were
used. Adaptivity is guided by the norm of the residual which is shown to be driven to zero in
Figure 7.5a. The iteration count of the CG solver preconditioned with our multigrid technology
is presented in Figure 7.5b. Note that the number of iterations of the CG solver remains under
control throughout the adaptive refinement process. Lastly, the evolution of the mesh and the
numerical solution of the real part of Ex are shown in Figures 7.6 and 7.7 respectively. Note
that in these figures we show only the part of the domain below the plane defined by the point
(0.5, 0.5, 0.5) and the normal vector (−0.5,−0.5, 1).
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Figure 7.5: Convergence of the residual and the preconditioned CG solver
Refinement 1 Refinement 3 Refinement 5 Refinement 7
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Refinement 9 Refinement 11 Refinement 13 Refinement 15
Refinement 17 Refinement 19 Refinement 21 Refinement 23
p = 3 p = 4 p = 5
Figure 7.6: Evolution of the hp-adaptive meshes.
Refinement 1 Refinement 3 Refinement 5 Refinement 7
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Refinement 9 Refinement 11 Refinement 13 Refinement 15
Refinement 17 Refinement 19 Refinement 21 Refinement 23
Figure 7.7: Real part of the numerical solution of the x-component of the electric field. Notice how the
DPG adaptive technology refines only in regions of the domain where there is wave activity.
7.2 Linear acoustics equations
We continue with three dimensional examples for the linear acoustics problem. Recall
the time harmonic form of the acoustics equations,iωp+ divu = f,iωu+∇p = 0,
where ω is the angular frequency, p is the pressure and u is the velocity.
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7.2.1 Plane wave scattering from a sphere
For our first example we consider the simulation of the scattered wave when a plane
wave hits a rigid sphere (see Figure 7.8a). The domain is meshed1 by hexahedra as shown in
Figure 7.8b and the spherical surfaces are approximated using transfinite interpolation [37].
The incident plane wave is traveling in the direction (1, 1, 1) with frequency ω = 35pi. That
corresponds to approximately 30 wavelengths inside the domain.
(a) Domain (b) Hexahedral mesh
Figure 7.8: Computational domain with a spherical scatterer and initial mesh
The simulation is driven by hard boundary conditions on the spherical boundary (Γsph),
u · n = g = −uinc on Γsph
where uinc is the incident plane wave. The computational domain is truncated by a homoge-
neous impedance condition on the outer boundary of the cube Γcube.
p = u · n on Γcube
1The author would like to thank Brendan Keith for all his help on constructing the geometry files for this
simulation.
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We solve the problem using our multigrid technology in the uniform refinement setting. The
fine grid consists of 40960 hexahedra of quartic polynomial order. This results in a linear
system of approximately 14 million degrees of freedom. The coarse grid is constructed by two
h-coarsening steps of the fine grid. It consists of 640 quartic hexahedra and the linear system
size is approximately 200 thousands degrees of freedom. The conjugate gradient algorithm
starts with zero initial guess and terminates when the residual is less than 10−5. We use a
total of 10 smoothing iterations in each level and the smoother relaxation parameter is chosen
to be θ = 0.2. In this setting the preconditioned conjugate gradient algorithm converges in 12
iterations.
Figure 7.9: Scattered wave: real part of pressure
We emphasize that we attempted to solve the problem with a sparse multi-frontal
solver but it was not possible because of high memory requirements (≈ 350Gb). The solution
is shown in Figure 7.9 below. Note that we show the solution on the part of the domain below
the plane defined by the point (0.5, 0.5, 0.5) and the normal vector (−1,−1, 2).
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7.2.2 Plane wave scattering from a cube
Our second acoustics example involves scattering of a plane wave by a cube. The
computational domain is Ω = (17 ,
6
7)3\((37 , 47)3. The incident wave has low to medium frequency
of ω = 16pi. We consider two cases for the direction of propagation, (1, 0, 0) and (1, 1, 0). In
both cases the domain is truncated by a Perfectly Matched Layer (PML) region of length
L = 17 in each direction (see Figure 7.10). The construction of the PML is based on the work
described in [115]. Additional details on how the DPG formulation is modified inside the PML
region are given in Appendix D.
Figure 7.10: Domain including the PML region
We start the simulation with a mesh consisting of 342 cubes of size h = 17 and polyno-
mial order p = 3. Note that the initial mesh is fine enough to control the best approximation
and the pollution effect. However, the singularities on the scatterer and the exponential decay
of the wave in the PML region are not resolved and therefore the quality of the solution is
not good. Starting automatic h-adaptivity, we anticipate that the DPG method will perform
extensive refinements in order to resolve the singularities at the corners and edges of the cubic
scatterer. Additionally, some refinements are expected to occur at the transition from the
computational domain into the PML region.
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The multigrid preconditioner setup is the same as in the previous examples. Here we
use at most 6 multigrid levels and the stopping criterion of the CG solver is set to 10−5. The
sequence of meshes along with the solutions are shown in Figures 7.11 to 7.14. Notice that
the meshes and the solutions are shown only in the part of the domain where z ≤ 0.5. As
expected, refinements occur close to the singularities and in the PML region. Observe how the
solution changes as the singularities are resolved. Convergence results for the DPG residual
and iteration counts for the preconditioned CG solver are given in Figures 7.15 and 7.16. As in
the previous numerical examples the solver shows robust convergence throughout the adaptive
refinement process.
Initial mesh Mesh 3 Mesh 5 Mesh 7
Mesh 9 Mesh 11 Mesh 13 Mesh 14
Figure 7.11: Wave propagating in the direction (1,0,0). Evolution of the h-adaptive mesh. As expected,
a lot of refinements occur in the region close to the scatterer because the singularities have to be resolved.
Additional refinements occur in the PML region
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Initial mesh Mesh 3 Mesh 5 Mesh 7
Mesh 9 Mesh 11 Mesh 13 Mesh 14
Figure 7.12: Wave propagating in the direction (1,0,0). Evolution of the solution. The solution rapidly
decays in the PML region. Notice that the quality of the solution is affected by the resolution of the
singularities
Initial mesh Mesh 3 Mesh 5 Mesh 7
126
Mesh 10 Mesh 13 Mesh 16 Mesh 19
Figure 7.13: Wave propagating in the direction (1,1,0). Evolution of the h-adaptive mesh. As expected,
a lot of refinements occur in the region close to the scatterer because the singularities have to be resolved.
Additional refinements occur in the PML region
Initial mesh Mesh 3 Mesh 5 Mesh 7
Mesh 10 Mesh 13 Mesh 16 Mesh 19
Figure 7.14: Wave propagating in the direction (1,1,0). Evolution of the solution. The solution rapidly
decays in the PML region. Notice that the quality of the solution is affected by the resolution of the
singularities
127
105 106 107
Degrees of freedom
10−2
10−1
N
or
m
of
th
e
re
si
d
u
al
(a) Residual convergence
106 107
Degrees of freedom
0
5
10
15
20
It
er
at
io
n
co
u
nt
(b) CG iteration count
Figure 7.15: Residual and preconditioned CG convergence. Plane wave scattering from a cube - direction
of propagation: (1,0,0).
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Figure 7.16: Residual and preconditioned CG convergence. Plane wave scattering from a cube - direction
of propagation: (1,1,0).
7.2.3 Gaussian beam scattering from a cube
Our last experiment involves the simulation of a high frequency Gaussian beam scatter-
ing from a cube. The computational domain and the PML region are defined as in Section 7.2.2.
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We run the simulation with angular frequency ω = 140pi. This corresponds to about 85 wave-
lengths inside the computational domain. We begin the simulation with a uniform mesh
consisting of 342 cubes of polynomial order p = 3. We then perform adaptive hp-refinements
with the following strategy. An element inside the computational domain is h-refined up to
the point where its maximum side size becomes smaller than half a wavelength. An element
with size smaller than that is p-refined. An exception is made for the elements adjacent to the
corners and edges of the cubic scatterer and the elements inside the PML region, where only
h-refinements are allowed. The simulation is terminated when the DPG residual reduces by
an order of magnitude.
The iterative solver setup is as follows. The initial iterate consists of the degrees of
freedom corresponding to the prolongation of the solution on the previous mesh to the current
mesh. We perform 10 smoothing steps at each multigrid level and we choose the relaxation
parameter to be θ = 0.2. Additional computational time is saved by omitting to smooth in
areas of the domain where there is no wave activity (the local patch residual is close to zero).
Finally, in the simulation we use at most eight multigrid levels and the CG iterations are
terminated when the l2-norm of the residual becomes less than 10−3.
In Figures 7.17 and 7.18 we show the sequence of meshes and the corresponding numeri-
cal solutions for the real part of the pressure respectively. For demonstration purposes a partial
region of the mesh is shown, constructed by the union of the regions below three planes. These
planes are defined by the point 0.5, 0.5, 0.5) and the normal vectors (−0.5,−0.5, 1), (0.5,−0.5, 1)
and (−0.5, 0.5, 1). Notice that the singularities at the corners and edges of the cubic scatterer
have to be resolved before the wave can propagate. When the wave reaches the PML region,
additional refinements occur in order to capture the steep decay. Convergence results are pre-
sented in Figure 7.19. Observe in Figure 7.19a that the norm of DPG residual, which drives
the adaptive refinements, tends to zero only after the decay in the PML region is resolved.
Lastly, iteration counts for the CG solver preconditioned with our multigrid technology are
given in Figure 7.19b. Notice that the number of iterations remains under control throughout
the adaptive process.
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Initial mesh Mesh 4 Mesh 7 Mesh 10
Mesh 13 Mesh 16 Mesh 19 Mesh 21
p = 3 p = 4 p = 5
Figure 7.17: Evolution of the hp-adaptive mesh. Notice that the singularities at the scatterer have to
be resolved before the wave can propagate.
Initial mesh Mesh 4 Mesh 7 Mesh 10
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Mesh 13 Mesh 16 Mesh 19 Mesh 21
Figure 7.18: Evolution of the solution. Here the real part of the acoustic pressure is displayed.
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Figure 7.19: Convergence of the DPG residual and the preconditioned CG solver. Note that the number
of iterations of the iterative solver is controlled throughout the adaptive process.
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Chapter 8
Conclusion
8.1 Work summary
The main accomplishment of this work is the development of a general iterative solution
scheme for DPG linear systems and its application to the solution of challenging problems in the
area of wave propagation. The construction is heavily based on the well established multigrid
theory but also the numerous attractive features of the DPG method.
Since the DPG method always delivers symmetric (Hermitian) positive definite linear
systems, the Conjugate Gradient solver can be employed for their solution. Consequently,
construction and analysis of preconditioners are based on the subspace correction theory of
Xu [119, 117, 118]. This provides additional comfort and trust on the iterative solver, since
convergence to the true solution is always guaranteed. Theoretical results on our construction
were developed for the one-level setting and presented in Chapter 4.
The unconditional pre-asymptotic discrete stability provided by the DPG method,
combined with the DPG built-in error indicator, allow for automatic adaptive mesh refinements
starting from very coarse meshes. For problems with localized solutions, this turned out to
be very crucial, since the computational resources can be correctly assigned only in areas of
the domain that there is wave activity. The key point, making this work successful, was the
integration of the iterative solver within the adaptive refinement process. We demonstrated
that adaptive mesh refinements can be driven by partially converged solutions, produced by the
preconditioned CG solver. The iterative solver was accelerated by the multigrid preconditioner
for adaptive hp-meshes using the history of refinements. We emphasize that the construction
was not standard, i.e., the underlying linear system involved only interface unknowns, and
therefore construction of the inter-grid transfer operators included additional operators based
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on Schur complements.
While this technology can be used in a wide range of applications, emphasis was given
on wave propagation problems in the high frequency regime. Several numerical experiments in
both two and three space dimensions were presented for acoustics and Maxwell equations. With
our multigrid technology we were able to efficiently solve “large” problems, which otherwise
would be computationally intractable. Even though our theoretical work was limited to the
one-level setting, numerical results on the multigrid preconditioner displayed in Chapter 7,
suggest that under certain circumstances, the solver converges uniformly with respect to the
mesh size, the polynomial order and the frequency.
8.2 Future directions
Driven by several engineering problems within our research group, a possible future
direction involves an implementation of the presented multigrid technology for distributed
memory computer architectures using MPI. In particular, an undergoing project includes the
simulation of optical laser amplifiers [97], a problem which requires sufficient resolution of
waves of hundreds of thousands of wavelengths. An MPI implementation of our hp3D code
is currently under development. The multigrid technology will be used along with automatic
adaptivity in order to simulate the so called Transverse Mode Instability (TMI), a phenomenon
characterized by sudden degradation of the laser beam quality [97]. Since, direct solvers, fail
to scale efficiently on modern many-core architectures, an efficient iterative solver seems to be
the only alternative choice.
Finally, our theoretical analysis on the one-level additive preconditioner for the acous-
tics problem can serve as a stepping stone on a further study in the multilevel setting. While
several other theoretical works exist on preconditioning DPG systems, analytical results on
preconditioning wave operators are yet to be explored.
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Appendix A
Construction of DPG Fortin operators
In this chapter we outline, without going into much detail our work on the construction
of Fortin operators for the H1 and H(div) case. For further reading we refer the reader to our
paper [98]. The purpose of this construction is to quantify the loss of stability when moving
from the ideal to the practical DPG method.
A.1 Outline of the construction
Recall the Petrov–Galerkin scheme for the ideal DPG case given by (2.7):uh ∈ Uh ⊂ Ub(uh, vh) = l(vh), vh ∈ V opth := T(Uh)
where the ideal trial-to-test operator T : Uh → V is defined by
(Tδuh, δv)V = b(δuh, δv), δuh ∈ Uh, δv ∈ V.
Here, U and V are Hilbert spaces, Uh ⊂ U is a finite dimensional subspace of U , b(·, ·)
is a continuous bilinear form defined on the product U × V and l(·) is a continuous linear
functional defined on V . As demonstrated in Section 2.2, computing V opth involves the solution
of an infinite dimensional problem. Hence, practically a truncated finite dimensional subspace
V r ⊂ V is considered and the ideal trial-to-test operator is approximated by the operator Tr
defined by
(Truh, v)V = b(uh, v), v ∈ V r.
This leads to the practical DPG problem:uh ∈ Uh ⊂ Ub(uh, vh) = l(vh), vh ∈ V optr = Tr(Uh).
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A stability estimate for the practical DPG method can be derived under the assumption of the
existence of a Fortin operator. Let Π : V → V r be a linear map satisfying
‖Πv‖ ≤ ‖Π‖‖v‖, v ∈ V
b(wh, v −Πv) = 0, wh ∈ Uh, v ∈ V.
Then the following stability estimate for the DPG method holds
‖u− uh‖U ≤ M
γ
‖Π‖ inf
wh∈Uh
‖u− wh‖U
where ‖Π‖ is the operator norm of Π. A rigorous theoretical analysis of the practical DPG
method is demonstrated in [65]. The work in [98] investigates how stability is altered by the
norm ‖Π‖, i,e., what is the dependence of the ‖Π‖ on the polynomial order p and the enriched
test space order ∆p. The construction is done on a two dimensional triangular mesh. The key
point is that the use of broken test space and some scaling arguments allow for the construction
to be reduced on a single master element.
Two approaches are followed. This first one entails an auxiliary problem resulting from
a set of sufficient conditions. An upper bound of the continuity constant of Π : V → V r is then
estimated in terms of the inf-sup condition of the auxiliary problem. This leads to a rather
pessimistic upper bound of O(10) − O(102). The second approach, involves the construction
of a sequence of approximate Fortin operators Π∆r : V r+∆r → V r and exact computation of
their continuity constants. This gives an optimistic lower bound of O(1).
A.2 Numerical results
Numerical results are displayed in Figures A.1 and A.2. In both H1 and H(div) con-
struction, an increase of the upper bound can be observed when increasing p. This is expected
since for higher p, resolution of the optimal test functions becomes more difficult. Increasing
∆p increases stability only by a marginal factor. We emphasize however that the construction
is based on sufficient but not necessary conditions, and therefore the obtained upper bound
might be very loose. On the other hand, rapid convergence is observed when increasing ∆p for
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the exact computation of the norm of the approximate Fortin operators, indicating minimal
loss of stability.
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Figure A.1: H1 Fortin operator construction
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Figure A.2: H(div) Fortin operator construction
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Appendix B
A new discrete least squares (DLS) approach for DPG systems
In this chapter, we discuss a new methodology for solving the DPG system. This
new procedure involves an alternate assembly algorithm, where the global stiffness matrix
is rectangular and the linear system is overdetermined. The solution of the system, is then
obtained using orthogonalization algorithms (e.g. QR factorization). Although, this approach
often leads to slower solution times and increased memory requirements, it is suitable for ill-
conditioned systems, since now the condition number of the matrix grows with O(h−1). We
describe the main ideas behind this methodology and present selective numerical results that
support our claim. We refer the reader to [83] for further discussion on the subject and more
examples.
B.1 Description of the method
Recall the minimum residual formulation (2.10) for the practical DPG method:
(B.1) uh = arg min
wh∈Uh
‖R−1V r (l − Bwh)‖V
and let Uh = {ui}Ni=1 and Vr = {vi}Mi=1 (where M > N) denote bases for the discrete trial space
Uh and test space Vr respectively. We can now discretize all the finite dimensional operators
in (B.1), and arrive at a discrete least square problem.
Indeed, let Bij = b(uj , vi), Gij = (vi, vj)V , l = l(vi) and denote by F to be the field
(F = R or C). Then, we want to find the set of coefficients w = [wi]Ni=1 ∈ FN such that the
solution
uh =
N∑
i=1
wiui
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satisfies the discrete minimization problem:
(B.2) u = arg min
w∈FN
(l− Bw)∗G−1(l− Bw)
where u = [ui]Ni=1 ∈ FN .
The matrix G is Hermitian (symmetric) positive definite and block diagonal. Therefore,
computing its Cholesky factorization is computationally negligible. If we write G = LL∗ then
from (B.2) we have:
(B.3)
u = arg min
w∈FN
(l− Bw)∗(LL∗)−1(l− Bw)
= arg min
w∈FN
(
L−1(l− Bw))∗(L−1(l− Bw))
= arg min
w∈FN
‖L−1(l− Bw)‖22
Define B˜ = L−1B and l˜ = L−1l. Then the solution of (B.3) is given by the overdetermined
system of equations
(B.4) B˜u LS= l˜
where LS= is understood in the discrete least squares sense.
We can now solve (B.4) directly, by employing orthogonalization algorithms, such as
the QR-factorization, or we can form the normal equations instead (see (2.14)) and solve
with Cholesky decomposition algorithms. To date, the latter approach has been the most
common procedure for solving the DPG linear system. For well-conditioned problems, the
normal equations approach seems to be the ideal choice, since there exist time- and memory-
efficient sparse linear solvers for the solution (e.g. multi-frontal solvers). However, the condition
number of the matrix is practically squared compared to the condition number of the original
rectangular stiffness matrix. When it comes to the use of iterative solvers, their convergence is
influenced by the condition number. Additionally, for nearly ill-condition problems, even the
direct solvers might fail, where in such a case considering the overdetermined system is the
only alternative [102].
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B.2 Static condensation for the overdetermined system
Static condensation is standard practice for square systems. The degrees of freedom,
associated with the interior nodes of an element are eliminated out of the system. In practice,
independent blocks within the global matrix are inverted and removed using a Schur comple-
ment technique. Then, one solves a modified but significantly smaller system that involves
only the interface unknowns (i.e, the coefficients of the shape functions (degrees of freedom)
that their support extends to more that one element). In this section, we present an analogous
procedure for the overdetermined system (B.4).
In the minimization problem (B.3) we consider a splitting of the coefficients w into
interface and bubble components, i.e, w = [winterf.|wbubb.]T . Similarly u = [uinterf.|ububb.]T and
B˜ = [B˜interf.|B˜bubb.]T . Then, the minimizer of (B.4) can be found by considering two separate
minimization problems. That is
min
w∈FN
‖˜l− B˜w‖22 = min
winterf.∈FNinterf.
min
wbubb.∈FNbubb.
‖˜l− B˜[winterf.|wbubb.]T ‖22
= min
wbubb.∈FNbubb.
min
winterf.∈FNinterf.
‖˜l− B˜[winterf.|wbubb.]T ‖22
Assuming now that winterf. is fixed, we can minimize for the bubble coefficients, i.e,
ububb. = arg min
wbubb.∈FNbubb.
‖(˜l− B˜interf.winterf.)− B˜bubb.wbubb.‖22
or
(B.5) ububb. = B˜†bubb.(˜l− B˜interf.winterf.)
where B˜†bubb. = (B˜∗bubb.B˜bubb.)−1B˜∗bubb. denotes the pseudo-inverse of B˜bubb.. We can now derive a
minimization only for the interface coefficients by substituting (B.5) into (B.4). Indeed, (B.4)
can be written as
B˜interf.winterf. + B˜bubb.wbubb. LS= l˜
and therefore for fixed wbubb. = ububb. we have
B˜interf.winterf. + B˜bubb.B˜†bubb.(˜l− B˜interf.winterf.) LS= l˜.
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Finally, uinterf. is obtained by solving the least squares problem
(B.6) (I− B˜bubb.B˜†bubb.)B˜interf.winterf. LS= l˜− B˜bubb.B˜†bubb.˜l
Remark B.1. In practice the matrix B˜bubb. consists of independent rectangular blocks. We
can therefore compute its QR-factorization very efficiently by considering one element at a
time. By using the QR-factorization, we can avoid forming the pseudo-inverse B˜†bubb., which
potentially can cause conditioning issues. Indeed, let Qbubb. and Rbubb. be the QR factors of
B˜bubb., i.e, B˜bubb. = Qbubb.Rbubb., where Qbubb. is unitary and Rbubb. is upper-triangular. Then (B.5)
and (B.6) reduce to
(B.7) ububb. = R−1bubb.Qbubb.(˜l− B˜interf.winterf.)
and
(B.8) (I− Qbubb.Q∗bubb.)B˜interf.︸ ︷︷ ︸
Bcon
winterf. LS= (I− Qbubb.Q∗bubb.)˜l
respectively. The solution coefficients for the bubble basis functions can be retrieved by (B.7)
after solving the global problem (B.8). Note that this operation involves only local computa-
tions and can be implemented in parallel.
Remark B.2. It can be easily verified that (B.8) is equivalent to the condensed system for
the normal equations. For a detailed proof we refer the reader to [83]
Remark B.3. Recall that in the case of DPG the test space is broken (discontinuous). There-
fore, the assembly of the global overdetermined system involves no accumulation, since there
is no overlap between rows (see Figures B.1 and B.2). The assembly algorithms are described
in detail in [83].
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(a) A = B∗G−1B
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Figure B.1: DPG stiffness matrix for the normal equations approach. Here, A denotes the matrix of
the total system and Acon the matrix for the condensed system.
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Figure B.2: DPG stiffness matrix for the overdetermined system. Here, B˜ denotes the rectangular
matrix for the total system and Bcon the matrix after static condensation.
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B.3 A failure study
In order to demonstrate the effect of the roundoff error on the quality of the solution,
and how it is related with the condition number, we consider the example of linear acoustics,
similar to the one in Chapter 3. This time, we impose hard boundary conditions on the entire
boundary, i.e, u|∂Ω ·n = g. We choose to solve the problem at a near resonance frequency using
the ultraweak formulation. Here, the global stiffness matrix would become ill-conditioned. In
this case we seek a solution (p, u, pˆ, uˆn) ∈ L2(Ω) × (L2(Ω))d × H1/2(∂Ωh) × H−1/20 (∂Ωh) such
that
b
(
(p, u, pˆ, uˆn), (q, v)
)
= `
(
(q, v)
)
, (q, v) ∈ H1(Ωh)×H(div,Ωh) ,
where
b
(
(p, u, pˆ, uˆn), (q, v)
)
=− (p, iωq + divv)− (u, iωv + grad q)
+ 〈uˆn, q〉∂Ωh + 〈pˆ, v ·n〉∂Ωh
`
(
(q, v)
)
= (f, q)Ωh − 〈g˜, q〉∂Ωh .
and g˜ ∈ H−1/2(∂Ωh) is an extension of gˆ ∈ H−1/2(∂Ω) to ∂Ωh.
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Figure B.3: Linear acoustics near resonance (frequency ω = 0.5001 · pi). Here, A denotes the global
stiffness matrix of the normal equations approach, i.e., A = B∗G−1B.
We solve the problem for ω = 0.5001 · 2pi. Note that for ω = pi the problem is ill-
posed, since it is the first eigenvalue of the Laplace operator. We use the Gaussian beam as a
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manufactured solution (see [105]), starting from a single element and performing eight uniform
h-refinements. We report our results for order of approximation p = 3 and 4, in Figure B.3.
We mention here, that for the solution of the normal equations and the overdetermined system,
we used the packages MUMPS [88, 1] and QR MUMPS [15] respectively. First, from Figure
B.3a, we verify that the condition number for the normal equations is O(h−2). On the other
hand, as expected, the condition number of the overdetermined system grows only linearly
with h−1. An interesting observation is that, in the asymptotic regime there is no significant
difference in the condition numbers for the two different orders of approximation.
In Figure B.3b we plot the relative L2 error for each refinement. Both approaches
recover the theoretical rate of convergence. However, solving the normal equations leads to
inaccurate solutions and loss of the convergence rates after the sixth mesh. Here, the effect of
the roundoff error is very obvious. A careful look on the condition number plot, reveals this
fact. For example, for p = 4 on the sixth mesh, the condition number of the normal equations
is O(1010), and so we expect to lose about ten significant digits of accuracy. The corresponding
error on this mesh is of the order of 10−6. Therefore, this is the last reliable solution if double
precision arithmetic is used (machine epsilon  ≈ 10−16). On the seventh mesh the condition
number is O(1011) and the expected error is O(10−7). In this case too many significant digits
are lost and the normal equations approach diverges. On the contrary the discrete least squares
approach is able to maintain the optimal rates of convergence for two additional h-refinements.
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Appendix C
Iterative Solvers
C.1 Iterator as a preconditioner
Theorem C.1. Consider the linear iteration (4.2) and suppose A and B are self-adjoint with
respect to (·, ·). If B is bounded, bijective, positive definite and
(C.1) η = ‖I− AB‖B < 1
then
1. A is positive definite.
2. Iteration (4.2) is convergent.
3. The condition number κ(AB) =
λmax(AB)
λmin(AB)
satisfies κ(AB) ≤ 1 + η1− η.
4. The asymptotic convergence rate of the conjugate gradient method for the preconditioned
system is faster than the rate of convergence of (4.2).
Proof. To prove positive definiteness of A consider x ∈ Rn. Since B is bijective, there exists
y ∈ Rn such that y = B−1x. Then
(Ax, x) = (ABy,By) = ((AB− I)y,By) + (y,By)
It is enough to show that
((I− AB)y,By)− (y,By) < 0
or equivalently
((I− AB)y, y)B − ‖y‖2B < 0
((I− AB)y, y)B ≤ ‖(I− AB)y‖B‖y‖B
≤ ‖(I− AB)‖B︸ ︷︷ ︸
<1 by (C.1)
‖y‖B‖y‖B
< ‖y‖2B
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and therefore the results follows. The fact that the iteration is convergent is obvious. In order
to prove the estimate for the condition number we use the Neumann series for operator (AB)−1.
We have:
(AB)−1 =
∞∑
i=1
(I− AB)i
Since ‖(I− AB)‖B < 1, then
‖(AB)−1‖B ≤ 11− ‖(I− AB)‖B
and therefore
κ(AB) = ‖AB‖B‖(AB)−1‖B ≤ ‖AB‖B1− ‖(I− AB)‖B ≤
‖I‖B + ‖I− AB‖B
1− ‖(I− AB)‖B =
1 + η
1− η
Finally, the rate of convergence of the CG method for the preconditioned system is
δ =
√
κ(AB)− 1√
κ(AB) + 1
≤
√
1+η
1−η − 1√
1+η
1−η + 1
= 1−
√
1− η2
η
< η
C.1.1 Norm equivalence
Lemma C.1. Assume that A and B, defined on the finite dimensional vector space V , are both
self-adjoint and positive definite operators with respect to (·, ·) and c0, c1 are positive constants.
Then the following are equivalent ∀ v ∈ V :
c0(Av, v) ≤ (ABAv, v) ≤ c1(Av, v),
c0(Bv, v) ≤ (BABv, v) ≤ c1(Bv, v),
c−11 (Av, v) ≤ (B−1v, v) ≤ c−10 (Av, v),
c−11 (Bv, v) ≤ (A−1v, v) ≤ c−10 (Bv, v).(C.2a)
Additionally, the condition number κ(AB) ≤ c1
c0
.
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Proof. The proof of the equivalence is a direct consequence of self-adjointness of A and B. For
the condition number estimate consider (C.2a). Then
c0 ≤ (Bv, v)(A−1v, v) ≤ c1
Let (λi, ui) be the generalized eigenpairs of matrix B with respect to matrix A−1. That is:
Bui = λiA−1ui, i = 1, ..., N
Then (λi, ui) are the eigenpairs of the matrix AB. Exploiting the properties of the Rayleigh
quotient we have
λmin = min
v 6=0
(Bv, v)
(A−1v, v) and λmax = maxv 6=0
(Bv, v)
(A−1v, v)
and therefore κ(AB) =
λmax
λmin
≤ c1
c0
.
C.1.2 Nepomnyaschikh fictitious space lemmma
Lemma C.2. Let X,Y , be Hilbert spaces with inner products (·, ·)X and (·, ·)Y respectively.
Define the following two sesquilinear, continuous, Hermitian and coercive forms defined on X
and Y respectively.
b(x, δx) = 〈Bx, δx〉X′×X with B : X → X
′
a0(y, δy) = 〈A0y, δy〉Y ′×Y with A0 : Y → Y
′
Additionally we assume the existence of a continuous surjective operator R : Y → X and a
continuous injective operator T : X → Y that satisfy
R ◦ T = idX i.e. RTx = x ∀x ∈ X.
Take now an arbitrary l ∈ X ′, and consider the following two variational problems:
(C.3)
Find x ∈ X :b(x, δx) = 〈l, δx〉 ∀ δx ∈ X and
Find y ∈ Y :a0(y, δy) = 〈R′ l, δy〉 = 〈l,Rδy〉 ∀ δy ∈ Y
and assume the following two inequalities:
∃ cR > 0 : ∀y ∈ Y b(Ry,Ry) ≤ c2Ra0(y, y) and(C.4a)
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∃ dR > 0 : ∀x ∈ X a0(Tx,Tx) ≤ d−2R b(x, x)(C.4b)
Now let l ∈ Y ′ and x, y be the solutions of the variational problems (C.3). Then
c−2R a0(y, y) ≤ b(x, x) ≤ d−2R a0(y, y)
Proof. For the upper bound we have:
b(x, x) = 〈l, x〉 (1st variational problem)
= 〈l,RTx〉 (RT = idX)
= 〈R′ l, Tx〉
= a0(y,Tx) (2nd variational problem)
≤ a0(y, y)1/2a0(Tx,Tx)1/2 (Cauchy-Schwarz inequality)
≤ a0(y, y)1/2d−1R b(x, x)1/2 (by (C.4b))
Dividing by b(x, x)1/2 and squaring both sides gives
b(x, x) ≤ d−2R a0(y, y).
Similarly for the lower bound we have:
a0(y, y) = 〈l,Ry〉 (2st variational problem)
= b(x,Ry) (1st variational problem)
≤ b(x, x)1/2b(Ry,Ry)1/2 (Cauchy-Schwarz inequality)
≤ b(x, x)1/2cRa0(y, y)1/2 (by (C.4a))
Dividing by cRa0(y, y)1/2 and squaring both sides gives
c−2R a0(y, y) ≤ b(x, x).
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C.2 Schur complement - norm equivalence
Let U be a Hilbert space given as a Cartesian product of two Hilbert spaces U1, U2. Let
u = (u1, u2), v = (v1, v2). Assume, we are given a sesquilinear, continuous, Hermitian form:
b(u, v) = b11(u1, v1) + b12(u2, v1) + b21(u1, v2) + b22(u2, v2) .
Let B,B11,B12,B21,B22 be the corresponding operators,
B : U → U ′ 〈Bu, v〉 = b(u, v) u ∈ U, v ∈ U
B11 : U1 → U ′1 〈B11u1, v1〉 = b11(u1, v1) u1 ∈ U1, v1 ∈ U1
B12 : U2 → U ′1 〈B12u2, v1〉 = b12(u2, v1) u2 ∈ U2, v1 ∈ U1
B21 : U1 → U ′2 〈B21u1, v2〉 = b21(u1, v2) u1 ∈ U1, v2 ∈ U2
B22 : U2 → U ′2 〈B22u2, v2〉 = b22(u2, v2) u2 ∈ U2, v2 ∈ U2.
Lemma C.3. Assume additionally that b11 is positive definite. This implies that B11 is in-
vertible and the following identity holds:
inf
u1∈U1
b((u1, u2), (u1, u2)) = inf
u1∈U1
〈B(u1, u2), (u1, u2)〉 = 〈(B22 − B21B−111 B12)u2, u2〉 .
Proof. Note that b being hermitian implies:
b12(u1, v2) = b21(v2, u1) .
Taking derivative in u1 leads to the necessary (and sufficient) condition:
2< (b11(u1, v1) + b12(u2, v1)) = 0 ∀v1 ∈ U1 ,
which, in turn, implies1
b11(u1, v1) + b12(u2, v1) = 0 ∀v1 ∈ U1 .
Consequently,
u1 = −B−111 B12u2 ,
1If the real part of a complex antilinear functional vanishes then so must the whole functional.
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and the infimum (minimum) is equal to
〈B11B−111 B12u2,B−111 B12u2〉 − 〈B12u2,B−111 B12u2〉 − 〈B21B−111 B12u2, u2〉+ 〈B22u2, u2〉 .
The first two terms cancel out and we obtain the desired result.
Let a(u, v) be now another sesquilinear, continuous, Hermitian, semi-positive form on
U with a positive-definite part a11 as well. Denote the two Schur complement operators by:
SA := A22 −A21A−111 A12, SB := B22 − B21B−111 B12 .
Lemma C.4. Assume forms a and b (or operators A and B) are positive semi-definite and
spectrally equivalent, i.e.,
c1 a(u, u) ≤ b(u, u) ≤ c2 a(u, u) ⇔ c1 〈Au, u〉 ≤ 〈Bu, u〉 ≤ c2 〈Au, u〉 ,
with some positive constants c1, c2. Then the corresponding Schur complement operators are
spectrally equivalent on U2 with the same constants,
c1 〈SAu2, u2〉 ≤ 〈SBu2, u2〉 ≤ c2 〈SAu2, u2〉 .
Proof. We prove the lower bound.
〈SBu2, u2〉 = inf
u1
〈B(u1, u2), (u1, u2)〉 (Lemma C.3)
= 〈B(u1, u2), (u1, u2)〉 (For some specific u1)
≥ c1 〈A(u1, u2), (u1, u2)〉
≥ c1 inf
u1
〈A(u1, u2), (u1, u2)〉
= c1〈SAu2, u2〉 (Lemma C.3)
The proof of the upper bound is fully analogous.
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Appendix D
Perfectly matched layer for the DPG method
Scattering wave problems, like the ones considered in Section 7.2, are usually posed in
unbounded domains. However, computer simulations require a bounded domain to be defined
and this can cause undesired reflections. A common technique to minimize these reflections,
originally developed by Berenger in [9], is called perfectly matched layer (PML). It is an artificial
absorbing layer surrounding the computational domain. Even though there are several other
methods to model an unbounded domain, the PML is preferred because of its simplicity and
accuracy.
For the numerical examples presented in this dissertation we follow the work of Vaziri As-
taneh et al. [115]. In there, the authors describe the development of DPG ultraweak formula-
tions with perfectly matched layers, using two different complex stretching strategies. Several
experiments are presented verifying the efficacy of these strategies. We mention that previous
work on PML for the DPG method was done by Bramwell [13].
D.1 The complex stretching function
Let Ωc and Ω denote the computational domain and the domain including the surround-
ing PML region respectively, i.e, Ωc ⊂ Ω. Then, the PML region is given by ΩPML := Ω2\Ω1.
Consider now the complex stretching map R3 3 (x1, x2, x3) 7→ (x˜1, x˜2, x˜2) ∈ C3 defined by
(D.1) x˜k =
xk in Ωcxk + if(xi, ω), in ΩPML
where f(xi, ω) > 0. Then, the propagating wave modes of the form eiωx˜k decay exponentially.
In other words, the complex stretching function above is designed in such a way that it is the
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identity map inside the computational domain but exponentially ‘kills’ the wave inside the
PML region.
D.2 Model problem: linear acoustics
Consider now the time-harmonic form of the linear acoustics equations in the stretched
coordinates: iωp˜+ div u˜ = f˜
iωu˜+∇p˜ = 0
Using the transformation rules in the canonical Hilbert spaces given in [115], the above equa-
tions transformed in the spacial coordinates are:
(D.2)
iωp+ det(J)
−1 div u = f
iω det(J)−1Ju+ J−T∇p = 0
where
J =

∂x˜1
∂x1
0 0
0 ∂x˜2∂x2 0
0 0 ∂x˜3∂x3

is the Jacobian of the stretching function and det(J) is its determinant. J−T denotes the
transpose inverse of J .
D.3 The ultraweak DPG formulation with PML
The ultraweak DPG formulation can now be derived from (D.2) as usual. Notice that it
is convenient to multiply the first and second equations in (D.2) by det(J) and JT respectively.
Multiplying by test functions q and v and integrating oven the domain Ω we obtainiω(det(J)p, q) + (div u, q) = (f, q)iω(det(J)−1JTJu, v) + (∇p, v) = 0
We follow now the standard derivation of the ultraweak formulation; we “break” the test func-
tions and integrate by parts both equations in an element-wise fashion. The final formulation
reads:
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
p ∈ L2(Ω), u ∈ (L2(Ω))3, (pˆ, uˆn) ∈ Uˆ
iω(det(J)p, q)− (u,∇q) + 〈uˆn, q〉Γh = (f, q), q ∈ H1(Ωh)
iω(det(J)−1JTJu, v)− (p, div v) + 〈pˆ, v〉Γh = 0, v ∈ H(div,Ωh)
where the definitions of the energy spaces are given in Section 2.4.2. Above the space Uˆ is a
subspace of H1/2(Γh)×H1/2(Γh) that incorporates the problem boundary conditions. On the
outer boundary of the PML region a homogeneous soft (pˆ = 0) or hard (uˆn = 0) boundary
condition is enforced. Finally, the optimal test norm (see adjoint graph norm in (3.16)) is also
stretched and it is given by
‖(q, v)‖2V = ‖iω(det(J)JTJ)∗)v +∇q‖2 + ‖iωJ¯q + div v‖2 + α(‖q‖2 + ‖v‖2)
Here, J¯ denotes the conjugate of J , and α is a scaling constant of order one.
For all the numerical experiments presented in Section 7.2 we used the stretching
function given in (D.1) with
f(xi, ω) =
50
ω
(
xi − l
L− l
)2
where (l, L) is the interval of the PML region in each space direction.
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