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Let F be a non-Archimedean local ﬁeld and D a central F -division
algebra of dimension n2, n  1. We consider ﬁrst the irreducible
smooth representations of D× trivial on 1-units, and second
the indecomposable, n-dimensional, semisimple, Weil–Deligne
representations of F which are trivial on wild inertia. The sets
of equivalence classes of these two sorts of representations are in
canonical (functorial) bijection via the composition of the Jacquet–
Langlands correspondence and the Langlands correspondence. They
are also in canonical bijection via explicit parametrizations in terms
of tame admissible pairs. This paper gives the relation between
these two bijections. It is based on analysis of the discrete series
of the general linear group GLn(F ) in terms of a classiﬁcation by
extended simple types.
© 2010 Elsevier Inc. All rights reserved.
1. Let F be a non-Archimedean local ﬁeld. Let n  1 be an integer and D a central F -division
algebra of dimension n2. We denote by oD the discrete valuation ring in D and by pD the maximal
ideal of oD . Let U1D denote the group 1+ pD of principal units in D: this is a compact, open, normal
subgroup of the locally proﬁnite group D× = GL1(D). We denote by A1(D) the set of equivalence
classes of irreducible smooth representations of GL1(D) and by A1(D)0 the set of π ∈ A1(D) such
that U1D ⊂ Kerπ .
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Deligne representations of F of dimension n. Let Gn (F ) denote the subset of Gn(F ) consisting of
classes of indecomposable representations. A Weil–Deligne representation ρ = (σ ,n) is of level zero if
the linear component σ is trivial on the wild inertia subgroup of the Weil group of F . We denote by
Gn(F )0 the subset of Gn(F ) consisting of classes of representations of level zero, and put G

n (F )0 =
Gn(F )0 ∩Gn (F ).
2. The Jacquet–Langlands correspondence [1,25] is a canonical bijection
j : A1(D) −→ An (F ),
where An (F ) denotes the set of equivalence classes of irreducible smooth representations of the
group GLn(F ) which are essentially square-integrable modulo the centre F× of GLn(F ). Following cus-
tom and practice, we refer to the elements of An (F ) as the discrete series of GLn(F ).
Let An(F ) be the set of equivalence classes of irreducible smooth representations of GLn(F ). The
Langlands correspondence [21,15,16] is a canonical bijection
l : An(F ) −→ Gn(F )
which, one knows, satisﬁes l(An (F )) = Gn (F ). Composing, we get a bijection l j : A1(D) → Gn (F )
which, we shall see, induces a bijection
() l j : A1(D)0 −→ Gn (F )0.
This paper revolves around the fact that each of the sets Gn (F )0, A1(D)0 admits a canonical, explicit
parametrization in terms of the same set of objects. It is therefore practical, and interesting, to seek
an explicit description of the bijection ().
3. These parametrizations are in terms of admissible tame pairs. An admissible tame pair over F
consists of a ﬁnite unramiﬁed ﬁeld extension E/F and a tamely ramiﬁed character θ of E× such that
the conjugates θγ , γ ∈ Gal(E/F ), are distinct. We denote by T(F ;n) the set of isomorphism classes of
admissible tame pairs (E/F , θ) for which [E : F ] divides n.
A well-known construction, going back to [14] and reviewed in 1.5 below, yields a canonical bijec-
tion
T(F ;n) −→ A1(D)0,
(E/F , θ) −→ πD(θ).
On the other hand, a variation on a standard procedure, reviewed in 1.4 below, yields a canonical
bijection
T(F ;n) −→ Gn (F )0,
(E/F , θ) −→ ρn(θ).
The objective of the paper is to prove the following.
Main Theorem. Let e, f be positive integers such that ef = n. Let (E/F , θ) be an admissible tame pair such
that [E : F ] = f . If ηE is the unramiﬁed quadratic character of E× , then
l jπD(θ) = ρn
(
η
e( f−1)
E θ
)
.
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tions of groups D× . We have written this paper in response to their questions on the matter.
4. A key component of our method is provided by work [30] of A. Silberger and E.-W. Zink. As part
of a more general programme, they produce a canonical bijection
(†)
T(F ;n) −→ An (F )0,
(E/F , θ) −→ πn(E/F , θ),
where An (F )0 is the set of π ∈ An (F ) which are “of level zero” in a sense explained in Section 3
below. They show that the Jacquet–Langlands correspondence gives a bijection A1(D)0 → An (F )0
and work out the relation between the maps πn , j ◦ πD : it is quoted as Theorem 1 in 6.1 below.
That result, it must be remarked, is effectively unprecedented. Practically all other work on explicit
Jacquet–Langlands correspondences, notably [6,10], deals only with representations corresponding to
cuspidal representations of GLn(F ).
For this paper, it remains only to compute the relationship between ρn and l ◦πn . This is given as
Theorem 2 in 6.3.
5. The resolution of this rather simple question seems to require a substantial technical apparatus,
concerned with the structure theory for the discrete series An (F ) of GLn(F ). This theory has two
main aspects, to which we have to add a third.
First, one may describe the representations π ∈ An (F ) in terms of parabolic induction. We refer
to Jacquet and Shalika [18] for the main results and an overview of the literature. The earlier sur-
vey article [24] of Rodier may also be found helpful. The second aspect relies on the theory of simple
types in GLn(F ) developed in [11]. The isomorphisms of Hecke algebras attached to such types reduce
the study of An (F ) to the case of representations with Iwahori-ﬁxed vector. That may be treated “by
hand” or viewed as an instance of more general ideas in [2,19]. The basis of this approach is Sec-
tion 7.7 of [11], supplemented by the discussion in [12, 8.3]. We use results and insights from both
aspects.
We also introduce a third, and more novel, approach. In [30], Silberger and Zink show, at least in
a relevant special case, that discrete series representations may be parametrized by certain extended
simple types. This generalizes the description [11] of cuspidal representations as induced from ex-
tended maximal simple types. The construction of the bijection (†) proceeds via a parametrization of
the extended simple types in terms of admissible tame pairs. Our task is to relate this approach to
the ﬁrst aspect above, using the second, along with the general theory of types and covers set out
in [13].
6. The initial formulation of the problem in Section 1 is quite straightforward. In Section 2, we
review the theory of simple types in GLn(F ) and their Hecke algebras. We can conﬁne ourselves to
the level zero case, so avoiding much of the general apparatus of [11]. We then specify some particular
elements of Hecke algebras and work out relations between them. This level of details goes beyond
what is directly available from [11].
In Section 3, we review as brieﬂy as possible the theory of the discrete series and its relation
with the simple types. We introduce the extended simple types of [30] in Section 4, and use the
special functions of Section 2 to connect them with the standard classiﬁcation of the discrete series.
In Section 5, we give the connection between admissible tame pairs and extended simple types. We
then apply the general machinery of the earlier sections to prove the Main Theorem in Section 6. By
that stage, it has been reduced to a simple check of certain numerical parameters.
A reader familiar with the general theories mentioned above will notice that practically everything
we do is susceptible of substantial generalization. Certainly there is no diﬃculty treating general
simple types in GLn(F ). Using the more recent work of Sécherre [26–28] and his paper [29] with
Stevens, the potential for handling all simple types in any inner form of GLn(F ) is equally clear. As
we have no direct application in mind, we have avoided straying into these areas.
Comment. The relation between ρn and l ◦ πn (6.3, Theorem 2 below) is also the subject of a spec-
ulative aside in [30, Remark, p. 182]. The estimate given there is incorrect, but it has no functional
relation with the main material of [30], and so has no effect on the validity of its results.
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Throughout, F denotes a non-Archimedean local ﬁeld with discrete valuation ring oF . We let pF
be the maximal ideal of oF and kF = oF /pF the residue ﬁeld. We set |kF | = q. We write UF for the
group o×F of units of oF and U1F for the group 1+ pF of principal units.
We give a more detailed account of the concept of admissible tame pair used in the introduction.
We show how it can be used to parametrize two of the three classes of representations in which we
shall be interested.
1.1. A tame pair over F consists of a ﬁnite unramiﬁed ﬁeld extension E/F and a character θ of E×
which is tamely ramiﬁed, in that it is trivial on the group U1E = 1+ pE .
A tame pair (E/F , θ) is said to be admissible if the conjugates θγ , γ ∈ Gal(E/F ), are distinct.
Two tame pairs (Ei/F , θi), i = 1,2, are deemed to be F -isomorphic if there is an F -isomorphism
α : E1 → E2 such that θ1 = θ2 ◦ α.
The degree of a tame pair (E/F , θ) is the degree [E : F ] of the extension E/F . We denote by T f (F )
the set of F -isomorphism classes of admissible tame pairs over F of degree f . If n is a positive integer,
we also write
T(F ;n) =
⋃
f |n
T f (F ).
Remark. A tame pair (E/F , θ) is admissible if and only if the restricted characters θγ |UE , γ ∈
Gal(E/F ), are distinct.
1.2. We choose a separable algebraic closure F¯/F of F , and let WF denote the Weil group of F¯/F .
We write x → ‖x‖ for the homomorphism WF → qZ ⊂ R× which is trivial on the inertia subgroup
of WF and maps a geometric Frobenius element to q−1.
Let ρ = (σ ,n) be a semisimple Weil–Deligne representation of F . (See [8, Chapter 7] for an intro-
duction to this concept.) Thus σ is a linear representation of WF , say σ : WF → AutC(V ), which is
ﬁnite-dimensional, smooth and semisimple, while n is a nilpotent endomorphism of V satisfying
σ(x)nσ(x)−1 = ‖x‖n, x ∈ WF . (1.2.1)
Deﬁning equivalence in the obvious way and setting dimρ = dimσ , we denote by Gn(F ) the set of
equivalence classes of semisimple Weil–Deligne representations of F of dimension n.
We also write Gn (F ) (resp. G
0
n(F )) for the set of indecomposable (resp. irreducible) elements
of Gn(F ).
For an integer e  1, let Spe(F ) denote the special Weil–Deligne representation of F of dimen-
sion e. We recall the deﬁnition. The underlying vector space V has basis v0, v1, . . . , ve−1. We deﬁne
a nilpotent endomorphism ne of V by
ne vi = vi+1, 0 i < e − 1,
ne ve−1 = 0.
We deﬁne a semisimple smooth representation ςe of WF on V by
ςe(x)vi = ‖x‖i+(1−n)/2vi, 0 i  e − 1.
The pair (ςe,ne) is then a semisimple Weil–Deligne representation of F , and is what we denote by
Spe(F ).
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semisimple Weil–Deligne representation
Spe(σ ) = σ ⊗ Spe(F ) = (σ ⊗ ςe,1X ⊗ ne). (1.2.2)
We summarize the basic properties of this construction [8, 31.2].
(1.2.3).
(1) The representation Spe(σ ) of (1.2.2) is indecomposable.
(2) Let ρ ∈ Gn (F ). There is a positive divisor f of n and an irreducible, f -dimensional, smooth representa-
tion σ of WF such that ρ ∼= Spe(σ ), e f = n. The equivalence class of σ is uniquely determined by the
equivalence class of ρ .
1.3. Let ρ = (σ ,n) ∈ Gn(F ). We say that ρ is of level zero if σ is trivial on the wild inertia subgroup
of WF . We let Gn(F )0 denote the set of ρ ∈ Gn(F ) which are of level zero, and set
Gn (F )0 = Gn (F ) ∩Gn(F )0, G0n(F )0 = Gn(F ) ∩Gn(F )0.
In the context of (1.2.3), surely Spe(σ ) has level zero if and only if σ ∈ G0f (F ) has level zero.
1.4. Let (E/F , θ) be an admissible tame pair of degree f . We choose an F -embedding of E in F¯
and use it to identify E with a subﬁeld of F¯ . The subgroup of WF which ﬁxes E is then open and may
be identiﬁed with the Weil group WE of F¯/E . Composing with the Artin Reciprocity map WE → E×
(normalized to take geometric Frobenius elements to prime elements), θ yields a smooth character
of WE which we again denote by θ . We form the smoothly induced representation
σ(θ) = IndWFWE θ (1.4.1)
of WF . Straightforward arguments yield the following result: see, for example, [7, 2.2 Proposition].
(1.4.2).
(1) The representation σ(θ) of (1.4.1) is irreducible and of level zero. Its equivalence class depends only on the
isomorphism class of (E/F , θ).
(2) The map
T f (F ) −→ G0f (F )0,
(E/F , θ) −→ σ(θ),
is a bijection.
Let e, f be positive integers, n = ef . If (E/F , θ) ∈ T f (F ), we set
ρn(θ) = Spe
(
σ(θ)
)
. (1.4.3)
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T(F ;n) −→ Gn (F )0,
(E/F , θ) −→ ρn(θ),
is a canonical bijection.
Proof. The result follows on combining (1.2.3) with (1.4.2). 
1.5. We consider a second family of representations. We ﬁx the integer n  1 and a central F -
division algebra D of dimension n2. We write oD for the discrete valuation ring in D and pD for the
maximal ideal of oD . We set U1D = 1+ pD .
An irreducible smooth representation π of D× is of level zero if U1D ⊂ Kerπ . We write A1(D) for
the set of equivalence classes of irreducible smooth representations of D× and A1(D)0 for the subset
of A1(D) consisting of classes of level zero.
Let (E/F , θ) be an admissible tame pair of degree f dividing n, and set n = ef . There exists an
F -embedding E → D , unique up to conjugation by an element of D× . We choose such an embedding
and use it to identify E with an F -subalgebra of D . Let B denote the D-centralizer of E . Thus B is a
central E-division algebra of dimension e2.
Let NrdB : B× → E× be the reduced norm map. It satisﬁes NrdB(U1B) = U1E , while U1B = B ∩ U1D .
These two properties allow us to deﬁne a smooth character Λ of the group J = B×U1D by
Λ(bu) = θ(NrdB b), b ∈ B×, u ∈ U1D .
In particular, Λ is trivial on U1D .
Proposition 2.
(1) The representation
πD(θ) = IndD×J Λ (1.5.1)
is irreducible, smooth and of level zero. Its equivalence class depends only on the isomorphism class
of (E/F , θ).
(2) The map
T(F ;n) −→ A1(D)0,
(E/F , θ) −→ πD(θ), (1.5.2)
is a bijection.
The result is classical and may be found in any of [14,20,4,23] or [3]. We therefore give no details.
2. Simple types and special functions in level zero
In this section, we recall the deﬁnition of a simple type of level zero in the group GLn(F ), in the
sense of [11]. We specify some particular functions from the Hecke algebra of such a type, and work
out relations between them.
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Deﬁnition 1. A simple type of level zero in G is a pair ( J , λ) as follows.
(1) The group J is the unit group Ua of a hereditary oF -order a in A satisfying
a/pa ∼= M f (kF ) ×M f (kF ) × · · · ×M f (kF ), (2.1.1)
where there are e factors, ef = n, and pa denotes the Jacobson radical of a.
(2) There is an irreducible cuspidal representation λ˜0 of GL f (kF ) so that λ is the inﬂation, via the
map J = Ua → Ua/1+ pa ∼= GL f (kF )e , of the representation λ˜0 ⊗ λ˜0 ⊗ · · · ⊗ λ˜0.
In the context of the deﬁnition, we will usually write 1+ pa = U1a .
We note some elementary properties of the hereditary order a. For such background, see the early
pages of [11] and [5].
(2.1.2). Let a be a hereditary oF -order in A satisfying (2.1.1).
(1) Any hereditary oF -order in A, satisfying (2.1.1), is G-conjugate to a.
(2) The radical pa is a principal ideal of a, in that there exists a ∈ G such that pa = aa = aa .
(3) The group
Ka =
{
g ∈ G : gag−1 = a}
is the G-normalizer of Ua . Moreover, Ka = Za  Ua , for any element a such that pa = aa.
Any element a as in part (2) of (2.1.2) will be called a prime element of a. We also observe that
pea = pF a. The integer e is thus the F -period of a.
2.2. It is only the G-conjugacy class of the pair ( J , λ) which is of concern. This allows us to impose
a standard form on the order a.
(2.2.1). Let a = aF (e, f ) be the set of matrices (xij)1i, je such that xi j ∈ M f (oF ) and xij ∈ pFM f (oF ) when
i > j. The set a is then a hereditary oF -order in A satisfying (2.1.1). The radical pa of a consists of those block
matrices (xij) ∈ a for which xii ∈ pFM f (oF ), 1 i  e.
Any hereditary oF -order a in A satisfying (2.1.1) is G-conjugate to aF (e, f ).
For notational convenience, we introduce another element of structure via which we can re-
write the deﬁnition of aF (e, f ). Let E/F be an unramiﬁed ﬁeld extension of degree f and set
B = EndE (Ee) = Me(E). Let b = aE(e,1): this is the standard minimal hereditary oE -order in B . Write
A = EndF (Ee). We think of E as an F -subalgebra of A via the canonical inclusions E → B → A. There
is then a unique hereditary oF -order a in A such that E× ⊂ Ka and a ∩ B = b.
If we choose an F -basis of E , the algebra A becomes identiﬁed with Mn(F ). If we choose this basis
to be an oF -basis of oE , the order a becomes identiﬁed with aF (e, f ). We use this scheme to identify
speciﬁc elements of G and functions in the Hecke algebras of types.
2.3. We take a simple type ( J , λ) as in 2.1. We assume that J is the group of units of a = aF (e, f ),
constructed from a ﬁeld extension E/F as in 2.2. We set H = B× = GLe(E). Thus H is the G-centralizer
of E× . Moreover, if b = a ∩ B , the group I = Ub is the standard Iwahori subgroup of H .
In this and the next subsections, we summarize the account in [11, 5.6] of the intertwining prop-
erties of the representation λ.
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generated by the involutions si , 1 i  e − 1, where si is the permutation matrix realizing the trans-
position (i, i + 1).
We choose a standard prime element Π of a as follows. We choose, once for all, a prime element
 of F (not E) and let Π = (xij) ∈ H be the matrix given by xi,i+1 = 1 for 1 i  e − 1, xe1 =  , all
other entries being 0.
The element Π satisﬁes pa = Πa = aΠ as required, and Πe is the scalar matrix 1A . The G-
normalizer of J is the semi-direct product ΠZ  J , as in (2.1.2). Conjugation by Π also ﬁxes the
representation λ. Likewise, the H-normalizer of I is ΠZ  I .
Let W denote the group generated by Π and W0. The map
W −→ I\H/I,
w −→ Iw I, (2.3.1)
is then a bijection. The discussion in [11, 5.6] yields the following facts.
(2.3.2).
(1) The set IG(λ) of elements of G which intertwine λ is given by
IG(λ) = J H J = JW J .
(2) The map
W −→ J\IG(λ)/ J ,
w −→ J w J ,
is a bijection and, moreover, J w J ∩ H = Iw I , for every w ∈ W .
2.4. We reﬁne (2.3.2) into an isomorphism of Hecke algebras.
Let λ act on the vector space X , and let (λˇ, Xˇ) denote the contragredient representation. If f is
an endomorphism of X (resp. Xˇ), we write fˇ for the transpose endomorphism of Xˇ (resp. X ). Thus
ˇˇf = f and (λ(x)) ˇ = λˇ(x−1), x ∈ J .
Let Hλ = H(G, λ) be the space of compactly supported functions φ : G → EndC( Xˇ) satisfying
φ( j1g j2) = λˇ( j1)φ(g)λˇ( j2),
for j,k ∈ J and g ∈ G . Let μG be the Haar measure on G for which μG( J ) = 1. We use the measure
μG to deﬁne convolution of elements of Hλ and henceforward treat Hλ as a unital, associative C-
algebra relative to this operation.
Similarly, let HE = H(H,1I ) be the space of compactly supported functions ψ : H → C such that
ψ(xhy) = ψ(h), for h ∈ H and x, y ∈ I . We regard HE as C-algebra under convolution deﬁned relative
to the Haar measure μH on H for which μH (I) = 1.
For w ∈ W , let [w] denote the characteristic function of Iw I . In particular, [w] ∈ HE .
We summarize from [11, 5.6] the points we need concerning the algebra HE and its relationship
with Hλ .
(2.4.1) Facts.
(1) The functions [w], w ∈ W , form a basis of the vector space HE .
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[w] ∗ [Π] = [wΠ] and [Π] ∗ [w] = [Πw].
In particular, the function [Π] is invertible in HE , with inverse [Π−1].
(3) The functions [si], 1 i  e − 1, satisfy the relation
([si] + 1) ∗ ([si] − q f )= 0, (2.4.2)
where q = qF = |kF |.
(4) The elements [si], 1 i  e − 1 and [Π], [Π−1] together generate the C-algebra HE .
(5) There exists an algebra isomorphism Υ : Hλ → HE such that, if φ ∈ Hλ has support J w J , w ∈ W , then
Υ φ has support Iw I . That is,
suppΥψ = suppψ ∩ H, (2.4.3)
for all ψ ∈ Hλ .
(6) Let Υ ′ : Hλ → HE be an algebra isomorphism with the property (2.4.3). Let ψ ∈ Hλ have support Π J .
(a) There exists a constant a ∈ C× such that Υ ′ψ = aΥψ .
(b) The algebra isomorphisms Υ , Υ ′ coincide if and only if a = 1.
We delineate as “support-preserving” the family of algebra isomorphisms Υ satisfying (2.4.3).
2.5. We exhibit some particular elements of the Hecke algebra Hλ . Observe that, as a consequence
of (2.4.1)(5), each coset J w J , w ∈ W , supports only a one-dimensional space of elements of Hλ . This
space may be described in terms of intertwining operators, as in [11, 4.1.2]. We exhibit a sequence of
special cases.
Looking back at Deﬁnition 1 in 2.1, the representation λ is determined by the irreducible cuspidal
representation λ˜0, say λ˜0 : GL f (kF ) → AutC(X0). Thus λ acts on the space X = X0 ⊗ X0 ⊗· · ·⊗ X0 and
λˇ on Xˇ = Xˇ0 ⊗ Xˇ0 ⊗ · · · ⊗ Xˇ0.
For 1  i  e − 1, deﬁne ti ∈ AutC( Xˇ) to be the automorphism which interchanges the i-th and
(i + 1)-th tensor factors Xˇ0.
Lemma 1. For 1  i  e − 1, there exists a unique function φi ∈ Hλ with support J si J and such that
φi(si) = ti .
Next, let Γ denote the automorphism
v1 ⊗ v2 ⊗ · · · ⊗ ve −→ v2 ⊗ · · · ⊗ ve ⊗ v1
of Xˇ = Xˇ0 ⊗ · · · ⊗ Xˇ0.
Lemma 2. There is a unique function φΠ ∈ Hλ with support Π J and such that φΠ(Π) = Γ .
Finally, let Δ ∈ H denote the diagonal matrix
Δ = diag(1,1, . . . ,1,).
Lemma 3. There is a unique function φΔ ∈ Hλ with support JΔ J and such that φΔ(Δ) = 1, the identity
automorphism of Xˇ .
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property of the function φΠ . For any f ∈ Hλ , g ∈ G , we have
supp(φΠ ∗ f ) = Π supp( f ) and φΠ ∗ f (Π g) = φΠ(Π) f (g). (2.5.1)
This follows from (2.4.1)(2) and a simple computation. Similarly for f ∗ φΠ .
2.6. In the notation of Deﬁnition 1 (2.1), let λ0 denote the representation of GL f (oF ) obtained by
inﬂating λ˜0. The following calculation is central to the paper.
Proposition 3. Let θ0 denote the unique character of U F occurring in λ0|UF . If Υ : Hλ → HE is a support-
preserving algebra isomorphism, then
Υ φi = θ0(−1)q f ( f−1)/2[si], 1 i  e − 1. (2.6.1)
Moreover,
φΠ ∗ φ1 ∗ φ2 ∗ · · · ∗ φe−1 = φΔ. (2.6.2)
Proof. The relation Π−1siΠ = si+1 and (2.5.1) together imply that any two of the functions φi are
conjugate by a power of φΠ ,
φi ∗ φΠ = φΠ ∗ φi+1, 1 i < e − 1,
while Υ φΠ = a[Π], for some a ∈ C× . To prove (2.6.1), therefore, it is enough to treat the case i = 1.
Deﬁne σ ∈ Hλ by the relation Υ σ = [s1]. Thus (2.4.2)
σ ∗ σ = q f + (q f − 1)σ .
Abbreviating φ = φ1, we have φ = aσ for some a ∈ C× such that
φ ∗ φ = a2q f + a(q f − 1)φ.
Equivalently,
φ ∗ φ(1) = a2q f , φ ∗ φ(s1) = a
(
q f − 1)t1.
Computing the ﬁrst expression, we ﬁnd
φ ∗ φ(1) =
∫
G
φ(x)φ
(
x−1
)
dμG(x) =
∑
g
φ(gs1)φ
(
s1g
−1),
where, in the sum, g ranges over J/ J ∩ s1 J s1. To get such a set of coset representatives, we let x
range over a set of representatives for M f (oF )/pFM f (oF ) and take gx of the form 1+ x′ , where x′ is
the e × e block matrix having x in the 12-place, zeros elsewhere. In particular, gx ∈ Kerλ, whence
φ ∗ φ(1) = q f 2t21 = q f
2
.
That is, a = ±q f ( f−1)/2.
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φ ∗ φ(s1) =
∫
G
φ(x)φ
(
x−1s1
)
dμG(x)
=
∑
g
φ(gs1)φ
(
s1g
−1s1
)
,
with g ranging as before. For our particular choice of coset representatives g , we have g ∈ Kerλ so
φ(gs1) = φ(s1) = t1. Also, the elements g−1 constitute a set of representatives for J/ J ∩ s1 J s1. Thus
φ ∗ φ(s1) = t1
∑
g
φ(s1gs1),
with g ranging as before. We write g in the form
g =
(
1 x
0 1
)
, s1gs1 =
(
1 0
x 1
)
,
showing only the ﬁrst 2 f rows and columns. This matrix contributes to the integral if and only if
it lies in J s1 J . This condition is equivalent to the matrix x ∈ M f (oF ) lying in GL f (oF ), following the
identity
(
1 0
x 1
)
=
(
1 x−1
0 1
)
s1
(
x 1
0 −x−1
)
.
Therefore, writing μ for the contragredient of λ˜0,
φ ∗ φ(s1) = θ0(−1)t1
∑
y
t1 ◦
(
μ(y) ⊗μ(y−1))
= θ0(−1)
∑
y
μ(y) ⊗μ(y−1),
the sum being taken over y ∈ GL f (kF ). To simplify further, we take v1, v2 ∈ Xˇ0, x1, x2 ∈ X0 and
evaluate the inner product
〈
φ ∗ φ(s1)(v1 ⊗ v2), x1 ⊗ x2
〉= θ0(−1)∑
y
〈
μ(y)v1 ⊗μ
(
y−1
)
v2, x1 ⊗ x2
〉
= θ0(−1)
∑
y
〈
μ(y)v1, x1
〉〈
μ
(
y−1
)
v2, x2
〉
,
which, applying the ﬁrst Schur orthogonality relation for μ, reduces to
〈
φ ∗ φ(s1)(v1 ⊗ v2), x1 ⊗ x2
〉= θ0(−1)k〈v1, x2〉〈v2, x1〉,
where k is a positive constant. In other words, φ ∗φ(s1) = θ0(−1)kt1, for a constant k > 0. The relation
(2.6.1) has been proved.
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ci = si si+1 · · · se−1 ∈ W0.
Thus ci = sici+1, i  1, and Πc1 = Δ. If γi denotes the automorphism of Xˇ corresponding to the index
permutation ci , then γi = titi+1 · · · te−1 and γ1 = Γ −1.
Lemma 4. Let 1 i  e − 1. The function Φi = φi ∗ φi+1 ∗ · · · ∗ φe−1 has support J ci J and Φi(ci) = γi .
Proof. We proceed by induction on i. We ﬁrst note that Φe−1 = φe−1 and the assertion is the deﬁni-
tion of φe−1. We therefore take 1 i < e − 1 and assume the result is valid for Φi+1.
In the algebra HE , an elementary calculation yields [si][ci+1] = [ci]. The support of Φi = φi ∗ Φi+1
is therefore J si J ci+1 J = J ci J . It remains to compute
φi ∗ Φi+1(ci) =
∫
G
φi(x)Φi+1
(
x−1sici+1
)
dμG(x)
=
∑
g
φi(gsi)Φi+1
(
si g
−1sici+1
)
,
where g ranges over J/ J ∩ si J si . Only the trivial coset representative g satisﬁes si gsici+1 ∈ J ci+1 J ,
giving
Φi(ci) = φi ∗ Φi+1(ci) = tiΦi+1(ci+1) = ci,
by inductive hypothesis. 
As in (2.5.1) therefore, φΠ ∗ Φ1 has support JΠc1 J = JΔ J and φΠ ∗ Φ1(Δ) = φΠ(Π)Φ1(c1) = 1,
as required for (2.6.2). 
3. Discrete series and types
Let G = GLn(F ). We write An(F ) for the set of equivalence classes of irreducible smooth represen-
tations of G . We let An (F ) be the set of classes of representations π ∈ An(F ) which are essentially
square-integrable modulo the centre F× of G , and A0n(F ) the set of cuspidal classes π ∈ An(F ). In
particular, A0n(F ) ⊂ An (F ). We tend to refer to the elements of An (F ) as the “discrete series” of G .
In this section, we recall and develop aspects of the relation between the discrete series and
simple types in G . Most of the time, we specialize to simple types of level zero, but this restriction
serves only to allow us the use of the notation of Section 2 (and so avoid recalling the full machinery
of [11]). A reader familiar with [11] and [13] will have little diﬃculty generalizing the discussion.
3.1. We ﬁrst establish some notation. We ﬁx a positive divisor e of n, say n = ef , and deﬁne some
subgroups of G = GLn(F ).
Let Pe denote the standard (upper triangular) parabolic subgroup of G such that, if Ne is the
unipotent radical of Pe , then Pe/Ne ∼= GL f (F )e . We let P ′e denote the transpose of Pe . Thus P ′e is a
parabolic subgroup of G whose unipotent radical N ′e is the transpose of Ne . The group Me = Pe ∩ P ′e
is a Levi component of both Pe and P ′e . We have Pe = MeNe and P ′e = MeN ′e , while Me is the group
of matrices in G which are diagonal in f × f blocks. In particular, Me ∼= GL f (F )e .
When e is ﬁxed for a period, we tend to write simply P = Pe and so on. With this abbreviated
notation, we write ιGP for the normalized smooth induction functor from P to G . Likewise rN is the
normalized Jacquet functor relative to N , adjoint to ιGP . Similarly for N
′ but, since we need it several
times, we prefer the abbreviated form
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3.2. We recall, with no proofs, the standard description of the discrete series in terms of parabolic
induction. For the basic results, and an overview of the literature, we refer to Jacquet and Shalika [18]
and Rodier [24].
Again we set G = GLn(F ). We take positive integers e, f such that ef = n. We let P = Pe = MN
and P ′ = MN ′ be the standard parabolic subgroups of G deﬁned in 3.1.
Let τ ∈ A0f (F ). If a is a real number, we write τ a for the representation x → ‖det x‖aτ (x)
of GL f (F ). We form the representation
τM = τ (1−e)/2 ⊗ τ (3−e)/2 ⊗ · · · ⊗ τ (e−1)/2
of M . We inﬂate τM to a representation of P , trivial on N , and induce to obtain a smooth representa-
tion ιGP τM of G . The major result we need is the following.
(3.2.1).
(1) The representation ιGP τM admits a unique irreducible G-quotient Ste(τ ). The representation Ste(τ ) lies in
the discrete series An (F ) of G.
(2) Let π ∈ An (F ). There exist a positive divisor e of n and a representation τ ∈ A0n/e(F ) such that π ∼=
Ste(τ ). The pair (e, τ ) is determined uniquely by the equivalence class of π .
For the genesis of this result, see [24, Proposition 11] and the discussion in [18, p. 209]. A different
approach (reversing the tactic adopted in these pages) is summarized in [12, 8.3].
We need a supplementary detail.
Lemma 5. If π = Ste(τ ), as in (3.2.1), then r′eπ ∼= τM.
Proof. See [24, Proposition 9]. 
3.3. We recall some general facts. For the moment, G could be any locally proﬁnite group and
J a compact open subgroup of G . Let λ be an irreducible smooth representation of J , λ : J → AutC(X)
say. We form the Hecke algebra H(G, λ) = Hλ in the standard way, as in Section 2. We form the
contragredient λˇ of λ, and use the same notation for duals as in Section 2. In particular, if φ ∈ Hλ ,
we deﬁne φˇ ∈ H(G, λˇ) by
φˇ(g) = φ(g−1) ,ˇ g ∈ G.
Let (π, V ) be a smooth representation of G . We deﬁne
Vλ = Hom J (λ,π).
This complex vector space carries the structure of left Hλ-module by (cf. [13, 2.7] et seq.)
φ · f (x) =
∫
G
π(g) f
(
φˇ
(
g−1
)
x
)
dμG(g), (3.3.1)
for φ ∈ Hλ , f ∈ Vλ , x ∈ X .
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5.5.10]. (There is no advantage in assuming λ has level zero.) We exploit the fact that ( J , λ) is a
G-type in the sense of [13, 4.1]. (See also the discussion in [13, 9.3] for more details.)
If (π, V ) is a smooth representation of G , we let V λ denote the sum of the spaces f (X), f ∈ Vλ ,
and V (λ) the G-subspace of V generated by V λ .
Lemma 6. Let (π, V ), (π ′, V ′) be smooth representations of G. TheHλ-modules Vλ , V ′λ are isomorphic if and
only if the G-spaces V (λ), V ′(λ) are isomorphic. In particular, if (π, V ) is irreducible and Vλ = 0, the module
Vλ determines π up to isomorphism.
Proof. As ( J , λ) is a G-type, the lemma follows from [13, 4.3]. 
3.4. Let ( J , λ) be a simple type of level zero in G . Thus J = Ua where, we may assume, the
hereditary order a is aF (e, f ), ef = n (2.2.1). The representation λ is derived from an irreducible
cuspidal representation λ˜0 of GL f (kF ), as in (2.1.1). We use the associated notation introduced in
Section 2.
We recall some machinery from [13], adapted to the case in hand.
We set J0 = GL f (oF ) and let λ0 be the inﬂation of λ˜0 to a representation of J0. The pair ( J0, λ0)
is then a maximal simple type in GL f (F ), in the sense of [11, 6.2], as well as being of level zero. We
recall [11] some basic features of this situation.
(3.4.1). Let κ ∈ A f (F ) contain λ0 .
(1) The representation κ is cuspidal.
(2) Set J 0 = F× J0 and G0 = GL f (F ). There exists a unique representation Λ0 of J 0 occurring in κ and such
that Λ0| J0 ∼= λ0 . Moreover,
κ ∼= c-IndG0J 0 Λ0.
(3) If κ ′ ∈ A f (F ) contains λ0 , then κ ′ ∼= κ if and only if the central characters ωκ ′ , ωκ coincide.
Here, of course, (3) follows directly from (2).
We note the following general fact, obvious in the present case.
(3.4.2). Let P = Pe = MN, P ′ = MN ′ , as in 3.1.
(1) Set JM = J ∩ M, JN = J ∩ N, JN ′ = J ∩ N ′ . The group J then satisﬁes
J = J N ′ · JM · J N ,
JM = J0 × J0 × · · · × J0.
(2) The kernel of λ contains both JN and JN ′ , while
λ| JM ∼= λ0 ⊗ λ0 ⊗ · · · ⊗ λ0.
As remarked in the proof of Lemma 6 (3.3), the pair ( J , λ) is a G-type. Likewise, ( J0, λ0) is a G0-
type. It follows readily that, on setting λM = λ| JM , the pair ( JM , λM) is an M-type. Moreover, ( J , λ)
is a G-cover of ( JM , λM) in the sense of [13, 8.1]. (Again see [13, 9.3] for a more detailed discussion.)
We summarize the relevant consequences of this observation.
Let HλM denote the Hecke algebra H(M, λM), formed relative to a Haar measure μM on M such
that μM( JM) = 1.
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a smooth representation (r′eπ, r′eV ) of M = Me .
(3.4.3). There is a canonical algebra homomorphism
Je = JλN ′e : HλM −→ Hλ
with the following property. If (π, V ) is a smooth representation of G, with normalized Jacquet module
(r′eπ, r′e V ) relative to N ′ , the HλM -module (r′eV )λM is isomorphic to the module J∗e Vλ obtained from the
Hλ-module Vλ by restriction along the homomorphism Je . In particular,
dim Vλ = dim
(
r′eV
)
λM
, (3.4.4)
for any smooth representation (π, V ) of G.
Proof. From [13, 7.11], we obtain a canonical map J0e with the required properties, relative to the un-
normalized Jacquet functor. The map Je is obtained by composing J0e with a twist by a positive-valued
smooth character of M . 
The result (3.4.3) is a more precise version of a criterion from [11], to the effect that a represen-
tation π ∈ An(F ) contains λ if and only if its cuspidal support consists of representations κ ∈ A f (F )
which contain λ0. Combining this version with (3.2.1), we get the ﬁrst assertion of:
Lemma 7.
(1) A representation π ∈ An (F ) contains λ if and only if π ∼= Ste(τ ), for some τ ∈ A f (F ) containing λ0 .
(2) Let τ ∈ A f (F ) contain λ0 . The representation Ste(τ ) contains λ with multiplicity one.
Proof. Part (2) follows from Lemma 5 of 3.2 and (3.4.4). 
3.5. Let (π, V ) ∈ An (F ). By [11, 8.5.11] (or the remark above), the representation π contains a
simple type ( J , λ) in G , and this type is uniquely determined by π , up to conjugation in G [11, 8.4.3].
We say that π has level zero if ( J , λ) has level zero. We write An (F )0 for the set of π ∈ An (F ) of
level zero, and similarly deﬁne A0n(F )0.
Remark. Let π ∈ An(F ). More commonly, one would say that π has level zero if it has a non-trivial
ﬁxed vector for the subgroup 1+Mn(pF ) of GLn(oF ). If π contains some simple type, this is equivalent
to the deﬁnition above.
3.6. We describe the discrete series in terms of simple types. Let ( J , λ) be a simple type of level
zero in G = GLn(F ). Thus J = Ua where, we may assume, a = aF (e, f ) in the notation of 2.2. We
choose a support-preserving isomorphism Υ : Hλ → HE (2.4.3) and deﬁne σi ∈ Hλ by
Υ σi = [si], 1 i  e − 1.
We note that the deﬁnition of σi is independent of the choice of Υ (2.4.1)(6).
The following statement summarizes the structure of the discrete series from the point of view of
Hecke algebras and simple types.
(3.6.1). Let (π, V ) be an irreducible smooth representation of G such that Vλ = 0. The following conditions
are equivalent.
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(2) dim Vλ = 1 and σi f = − f , for 1 i  e − 1 and f ∈ Vλ .
Outline of proof. We indicate brieﬂy how this fundamental result may be obtained.
Suppose ﬁrst that ( J , λ) is the “trivial” simple type. This means that J is the standard Iwahori
subgroup of G and λ is its trivial character. In the notation of 2.2, a = aF (n,1).
Let (π, V ) ∈ An (F ) contain λ. By (3.4.4) and Lemma 7 of 3.4, π ∼= Stn(ξ), where ξ is an unramiﬁed
character of F× = GL1(F ) and, moreover, π contains λ with multiplicity one. By (2.4.2) every σi acts
on Vλ as −1 or q. The σi are all conjugate in Hλ (2.6, proof of Proposition 3). So, there exists α = −1
or q such that σi v = αv , for v ∈ Vλ and 1 i  e − 1.
Let se = Π−1se−1Π , and let W1 be the subgroup of W generated by the involutions si , 1 i  e.
A calculation, with the Poincaré series of the Coxeter system (W1, {[si]}), shows that the case α = −1
gives π ∈ An (F ), the case α = q gives π /∈ An (F ).
This deals with the case where ( J , λ) is the trivial type. The general case of (3.6.1) then follows
from [11, (7.7.1)]. 
Remark 1. The restriction to level zero in (3.6.1) has the sole function of allowing us to use the
notation of Section 2. The same proof applies in full generality, using the Hecke algebra isomorphisms
of [11, 5.6].
We give an application.
Proposition 4. Let An (F )λ denote the set of (π, V ) ∈ An (F ) which contain λ. For (π, V ) ∈ An (F )λ , deﬁne
a character χπ : Hλ → C of Hλ by
φ · f = χπ(φ) f , φ ∈ Hλ, f ∈ Vλ.
This character χπ satisﬁes
χπ(σi) = −1, 1 i  e − 1. (3.6.2)
The map π → χπ establishes a bijection betweenAn (F )λ and the set of characters of Hλ satisfying (3.6.2).
Proof. The proposition is a direct consequence of (3.6.1) and Lemma 6 (3.3). 
Remark 2. It follows from (2.4.1)(4) that the algebra Hλ is generated by the elements σi and ϕ±1,
where ϕ is a function in Hλ with support Π J . A character χ of Hλ , satisfying (3.6.2), is therefore
completely determined by its value χ(ϕ).
Proposition 5. Let (π, V ) ∈ An (F ) contain λ.
(1) The representation π is of the form Ste(τ ), where τ ∈ A0f (F ) contains λ0 .
(2) The space (r′eV )λM has dimension one and HλM acts on it via a character χτM : HλM → C.
(3) The characters χπ , χτM are related by
χτM = χπ ◦ Je. (3.6.3)
Proof. The ﬁrst assertion is Lemma 7 of 3.4. The second follows from this same lemma and (3.4.4).
The ﬁnal one is given by (3.4.3). 
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As in 3.6, we take π ∈ An (F )0 containing the simple type ( J , λ). Thus π = Ste(τ ), where
τ ∈ A0f (F ) contains λ0. We recall from (3.4.1)(3) that τ is effectively determined by its central char-
acter ωτ , which satisﬁes the following condition.
Lemma 8. If θ0 is the character of U F occurring in λ0|UF , then
ωτ |UF = θ0. (3.7.1)
We remark that θ0 is the same as the character, with that name, introduced in Proposition 3 (2.6).
Deﬁning the element Δ as in 2.5, let φMΔ ∈ HλM have support Δ JM and satisfy φMΔ (Δ) = 1 (the
identity operator on the representation space Xˇ of λˇ). The deﬁnition [13, 7.12, 6.12] of the map Je of
(3.4.3) gives
Jeφ
M
Δ = k0φΔ, (3.7.2)
for some constant k0 > 0.
Proposition 6.
(1) The character χτM satisﬁes
χτM
(
φMΔ
)= k1ωτ (),
for some positive constant k1 .
(2) The character χπ satisﬁes
χπ(φΔ) = k2ωτ (),
for some positive constant k2 and
χπ(φΠ) = (−1)e−1ωτ
(
(−1)e−1 ). (3.7.3)
Proof. Part (1) follows from a simple calculation using (3.3.1). The ﬁrst relation in (2) then follows
from (3.7.2) and (3.6.3). Applying Proposition 3 (2.6), we get the second relation up to a positive
constant factor k3. In particular, χπ(φΠ)e = ωτ ()eke3. However, φeΠ has support  J and value 1
at  . It follows that χπ(φΠ)e = ωπ(), where ωπ is the central character of π . Since ωπ = ωeτ |F× ,
we get ke3 = 1 whence k3 = 1, as required. 
Remark. It is not hard to determine the constants ki explicitly. Since we have no use for this infor-
mation, we omit the details.
4. Extended simple types
We recall an elegant idea of Silberger and Zink [30]. This gives another view on the discrete series.
Again, the result holds in great generality with much the same proofs.
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The group G acts by conjugation on the set of isomorphism classes of simple types in G . We let J
denote the G-stabilizer of ( J , λ).
Lemma 9. Let a be a prime element of a. The group J is generated by J and the element a . Indeed,
J = Za  J and, in particular, J contains J F× with index e.
Proof. This has already been observed in 2.3. 
Lemma 10.
(1) The representation λ admits extension to a representation Λ of J .
(2) Let Λ,Λ′ be representations of J such thatΛ| J ∼= Λ′| J ∼= λ. There exists an unramiﬁed character χ of F×
such that Λ′ ∼= Λ ⊗χ J , where χ J = χ ◦ det| J .
(3) Using the notation of (2), the following conditions are equivalent.
(a) Λ ⊗ χ J ∼= Λ;
(b) Λ is G-conjugate to Λ ⊗ χ J ;
(c) χ J is trivial.
Proof. Since J/ J is cyclic, assertion (1) is immediate. Any two extensions of λ to J are related by
tensoring with a character of J trivial on J . Any such character is of the form χ J , whence (2) follows.
In (3), the equivalence of (a) and (c) is given by elementary Clifford theory. In (b), any element g
of G which conjugates Λ to Λ ⊗χ J must normalize J = J ∩ Ker‖det‖ and ﬁx λ. That is, g ∈ J . 
We refer to pairs ( J ,Λ) obtained this way as extended simple types of level zero. We may recover
( J , λ) from ( J ,Λ): the group J is the unique maximal compact subgroup of J and λ = Λ| J . We say
that ( J ,Λ) lies over ( J , λ).
4.2. The following result derives from [30], but we have changed the proof to better serve our
purposes.
Proposition 7. Let π ∈ An (F )0 .
(1) There is an extended simple type ( Jπ ,Λπ ) of level zero such that
Hom Jπ (Λπ ,π) = 0.
(2) The pair ( Jπ ,Λπ ) is uniquely determined by π , up to conjugation in G.
(3) The map π → ( Jπ ,Λπ ) establishes a bijection between An (F )0 and the set of G-conjugacy classes of
extended simple types of level zero in G.
Proof. Let (π, V ) ∈ An (F )0. The representation π contains a simple type ( J , λ) of level zero, and
it does so with multiplicity one (3.6.1). Let J be the G-stabilizer of ( J , λ). The group π( J ) must
stabilize the isotypic space V λ . As representation of J , the space V λ affords the original irreducible
representation λ. The natural action of π( J ) on V λ thus provides an extension Λ of λ such that
Hom J (Λ,π) = 0. Since ( J , λ) is determined by π up to G-conjugacy, the same applies to ( J ,Λ). We
have proved (1), (2) and found a well-deﬁned map from An (F )0 to the set of conjugacy classes of
extended simple types of level zero.
To prove this map is surjective, we take an extended simple type ( J ,Λ) of level zero, over a simple
type ( J , λ). The representation λ occurs in some π ∈ An (F )0 and, by the ﬁrst part of the proof, this
representation π contains some representation Λ′ of J such that Λ′| J ∼= λ. We have Λ ∼= Λ′ ⊗ χ J ,
for an unramiﬁed character χ of F× (Lemma 10). The extension Λ thus occurs in the representation
χπ : g → χ(det g)π(g) of G , and χπ ∈ An (F )0.
C.J. Bushnell, G. Henniart / Journal of Number Theory 131 (2011) 309–331 327It remains to show that an extended simple type ( J ,Λ) occurs in only one element of An (F )0. Let
( J ,Λ) lie over the simple type ( J , λ). It is enough to treat the case where J = Ua and a = aF (e, f )
(2.2.1). Let λ act on the vector space X , and use the other notation introduced in 2.3.
Let (π, V ) contain Λ and consider the natural action of Hλ on the one-dimensional space Vλ . We
recall (3.3.1)
φ · f (x) =
∫
G
π(g) f
(
φˇ
(
g−1
)
x
)
dμG(g), (4.2.1)
for φ ∈ Hλ , f ∈ Vλ = Hom J (X, V ), x ∈ X . Taking φΠ as in Lemma 2 of 2.5, we ﬁnd
φΠ · f (x) = π(Π) f (Γˇ x).
However, the natural action of J on V λ provides the extension Λ of λ occurring in π . That is,
φΠ · f (x) = Λ(Π) f (Γˇ x) = χπ(φΠ) f (x).
We may take f = 0. In this case, f is injective and so Λ(Π) is the operator given by
Λ(Π) = χπ(φΠ)Γˇ −1 ∈ AutC(X). (4.2.2)
The character χπ is determined by its value on φΠ (3.6, Remark 2). Thus Λ determines the character
χπ and also the representation π (Lemma 6 of 3.3). 
5. Parametrization of the discrete series
In Proposition 7 (4.2), we gave a description of the elements of An (F )0 in terms of extended
simple types of level zero. We convert this into a parametrization in terms of admissible tame pairs,
analogous to the discussions of Section 1.
5.1. We review the well-known cuspidal case. Section 2.2 of [7] provides further details. Let
(E/F , θ) be an admissible tame pair of degree f .
We set A0 = M f (F ) and G0 = GL f (F ). We identify kE with a subﬁeld of M f (kF ). There is a unique
character θ˜0 of k
×
E which inﬂates to θ |UE via the canonical map UE → k×E . If Σ = Gal(kE/kF ) ∼=
Gal(E/F ), the conjugates θ˜σ0 , σ ∈ Σ , are distinct. We use the Green parametrization to construct
from θ˜0 an irreducible cuspidal representation λ˜0 of GL f (kF ). This is determined by the character
formula
tr λ˜0(x) = (−1) f−1
∑
σ∈Σ
θ˜0
(
xσ
)
, (5.1.1)
valid for every x ∈ k×E such that the conjugates xσ , σ ∈ Σ , are distinct.
We write J0 = GL f (oF ) and inﬂate λ˜0 to a representation λ0 of J0. We next set J 0 = F× GL f (oF )
and extend λ0 to a representation Λ0 of J 0 by deeming that Λ0|F× be a multiple of the char-
acter θ |F× . The pair ( J 0,Λ0) is an extended maximal simple type in G0. The G0-conjugacy class
of ( J 0,Λ0) depends only on the isomorphism class of (E/F , θ).
We set
π f (θ) = c-IndG0J 0 Λ0. (5.1.2)
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(1) Let (E/F , θ) be an admissible tame pair of degree f . The representation π f (θ), deﬁned by (5.1.2), is an
irreducible cuspidal representation of G0 = GL f (F ). The equivalence class of π f (θ) depends only on the
F -isomorphism class of (E/F , θ).
(2) The map
T f (F ) −→ A0f (F )0,
(E/F , θ) −→ π f (θ), (5.1.3)
is a bijection.
Proof. The proposition summarizes 2.2 Proposition of [7]. 
5.2. We generalize the construction of 5.1 to account for all elements of the set An (F )0.
Let (E/F , θ) ∈ T f (F ), let e  1, and set n = ef . We use the character θ to deﬁne the cuspidal
representation λ˜0 of GL f (kF ), as in (5.1.1). We let a = aF (e, f ) and J = Ua . If pa is the Jacobson radical
of a, we have J/1 + pa = GL f (kF )e . Following Deﬁnition 1 of 2.1, we form the representation λ of J
inﬂated from λ˜0 ⊗ λ˜0 ⊗ · · · ⊗ λ˜0. We so obtain a simple type ( J , λ) in G = GLn(F ). The G-conjugacy
class of ( J , λ) then depends only on the isomorphism class of (E/F , θ).
We next choose a prime element  of F and use it to deﬁne Π ∈ J , just as in 2.3. Therefore J =
ΠZ  J is the G-normalizer of ( J , λ). Let X0 be the representation space of λ˜0. Thus λ : J → AutC(X),
where X = X0 ⊗ X0 ⊗ · · · ⊗ X0 (with e factors in the tensor product). We deﬁne dΓ ∈ AutC(X) by
dΓ : x1 ⊗ x2 ⊗ · · · ⊗ xe −→ x2 ⊗ · · · ⊗ xe ⊗ x1, xk ∈ X0.
In the notation of 2.5, we have dΓ = Γˇ −1.
Lemma 11.
(1) There is a unique representation Λ of J such that Λ | J ∼= λ and Λ(Π) = dΓ .
(2) Let a ∈ J have image (a1,a2, . . . ,ae) in GL f (kF )e . The representation Λ then satisﬁes
trΛ(Πa) = tr λ˜0(a1a2 · · ·ae). (5.2.1)
Proof. The statement merely recalls the deﬁnition and character formula for “tensor induction”. 
The deﬁning identity (5.2.1) shows clearly that the representation Λ depends on the choice of
the prime element  ∈ F . However, the same identity implies that the representation Λ extending λ
and given by
Λ(Π) = θ((−1)e−1 )Λ(Π) (5.2.2)
is independent of the choice of  . The pair ( J ,Λ) is an extended simple type in G of level zero. We
temporarily denote it by ( J θ ,Λθ ).
Lemma 12.
(1) The G-conjugacy class of the representation ( J θ ,Λθ ) depends only on the F -isomorphism class
of (E/F , θ).
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simple types of level zero in G.
Proof. Let ( J θ ,Λθ ) lie over the simple type ( Jθ , λθ ). The conjugacy class of ( Jθ , λθ ) is visibly in-
dependent of any choice made in its construction. The deﬁnition (5.2.2) and the character formula
(5.2.1) now give (1). Part (2) follows from Lemma 10 of 4.1 and the deﬁnition (5.2.2). 
We remark that we make no direct use of part (2) of the lemma. We have included the proof since
it is so easy.
Proposition 7 of 4.2 now allows us to make the following deﬁnition.
Deﬁnition 2. Let (E/F , θ) ∈ T(F ;n). Deﬁne πn(θ) to be the unique element of An (F )0 containing the
extended simple type ( J θ ,Λθ ).
We remark that, in the case n = f , this deﬁnition coincides with (5.1.2).
Proposition 9. The map
T(F ;n) −→ An (F )0,
(E/F , θ) −→ πn(θ), (5.2.3)
is a canonical bijection.
Proof. This is a direct consequence of Lemma 12 and Proposition 7 of 4.2. 
Again, we make no direct use of this result.
6. Comparison theorems
We compare the various parametrizations πD , πn , ρn by admissible tame pairs, elaborated in Sec-
tion 1 and Section 5.
6.1. Let n 1 be an integer, and let D be a central F -division algebra of dimension n2. The Jacquet–
Langlands correspondence [25,1] gives a canonical bijection
j : A1(D) ≈−→ An (F ). (6.1.1)
Theorem1. Let n = ef , where e and f are positive integers. Let (E/F , θ) ∈ T f (F ). If ηE denotes the unramiﬁed
quadratic character of E× , then
jπD(θ) = πn
(
η
f (e−1)
E θ
)
. (6.1.2)
Allowing for a difference of notation, this result is a case of Theorem 3 on p. 184 of [30].
6.2. For each integer n 1, the Langlands correspondence [21,15,16] gives a canonical bijection
l : An(F ) ≈−→ Gn(F ). (6.2.1)
This restricts to give a canonical bijection
l : A0n(F ) ≈−→ G0n(F ). (6.2.2)
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l
(
Ste(τ )
)= Spe(lτ ). (6.2.3)
This is proved in [17, 2.7].
6.3. We arrive at our destination.
Theorem2. Let n = ef , where e and f are positive integers. Let (E/F , θ) ∈ T f (F ). If ηE denotes the unramiﬁed
quadratic character of E× , then
lπn(θ) = ρn
(
η
e− f
E θ
)
. (6.3.1)
Before proving the theorem, we note that on combining (6.3.1) with (6.1.2), we obtain the following
consequence.
Corollary 1. Let n = ef , where e and f are positive integers. Let (E/F , θ) ∈ T f (F ). If ηE denotes the unrami-
ﬁed quadratic character of E× , then
l jπD(θ) = ρn
(
η
e( f−1)
E θ
)
.
Corollary 1 is, of course, the Main Theorem of the introduction.
6.4. We prove Theorem 2 of 6.3. Consider ﬁrst the representation lπ f (θ). According to 2.4, Theo-
rem 2 of [9], this is given by
lπ f (θ) = ρ f
(
η
f−1
E θ
)
. (6.4.1)
We turn to the representation π = πn(θ). By Lemma 7 of 3.4, π = Ste(τ ), for some τ ∈ A0f (F ) con-
taining the representation λ0 introduced in 5.1.
Let χπ be the character of Hλ attached to π , as in Proposition 4 of 3.6. Combining (4.2.2) and
(5.2.2), we ﬁnd that
χπ(φΠ) = θ
(
(−1)e−1 ). (6.4.2)
Applying (3.7.3), we get
(−1)e−1ωτ
(
(−1)e−1 )= χπ(φΠ) = θ((−1)e−1 ).
Recalling (3.7.1), this implies ωτ () = (−1)e−1θ(). We deduce that τ = π f (ηe−1E θ). We apply
(6.4.1) to obtain lτ = ρ f (ηe− fE θ). By (6.2.3) and the deﬁnition (1.4.3),
lπ = Spe(lτ ) = ρn
(
η
e− f
E θ
)
,
whence the theorem follows.
Acknowledgment
We thank the anonymous referee for his thoroughness and, particularly, for pointing out a couple
of embarrassing slips.
C.J. Bushnell, G. Henniart / Journal of Number Theory 131 (2011) 309–331 331References
[1] A. Badulescu, Correspondance de Jacquet–Langlands en caractéristique non nulle, Ann. Sci. École Norm. Sup. (4) 35 (2002)
695–747.
[2] A. Borel, Admissible representations of a semisimple group over a local ﬁeld with vectors ﬁxed under an Iwahori subgroup,
Invent. Math. 35 (1976) 233–259.
[3] P. Broussous, Extension du formalisme de Bushnell–Kutzko au cas d’une algèbre à division, Proc. Lond. Math. Soc. (3) 77
(1998) 292–326.
[4] C.J. Bushnell, A. Fröhlich, Gauss Sums and p-Adic Division Algebras, Lecture Notes in Math., vol. 987, Springer, Berlin–
Heidelberg–New York, 1983.
[5] C.J. Bushnell, A. Fröhlich, Non-abelian congruence Gauss sums and p-adic simple algebras, Proc. Lond. Math. Soc. (3) 50
(1985) 207–264.
[6] C.J. Bushnell, G. Henniart, Local tame lifting for GL(n) III: explicit base change and Jacquet–Langlands correspondence,
J. Reine Angew. Math. 508 (2005) 39–100.
[7] C.J. Bushnell, G. Henniart, The essentially tame local Langlands correspondence, I, J. Amer. Math. Soc. 18 (2005) 685–710.
[8] C.J. Bushnell, G. Henniart, The Local Langlands Conjecture for GL(2), Grundlehren Math. Wiss., vol. 335, Springer, 2006.
[9] C.J. Bushnell, G. Henniart, The essentially tame local Langlands correspondence, III: the general case, Proc. Lond. Math.
Soc. 101 (3) (2010) 497–553.
[10] C.J. Bushnell, G. Henniart, The essentially tame Jacquet–Langlands correspondence for inner forms of GL(n), Pure Appl.
Math. Q. 7 (2011) 469–538.
[11] C.J. Bushnell, P.C. Kutzko, The Admissible Dual of GL(N) Via Compact Open Subgroups, Ann. of Math. Stud., vol. 129, Prince-
ton University Press, 1993.
[12] C.J. Bushnell, P.C. Kutzko, The admissible dual of SL(N) II, Proc. Lond. Math. Soc. (3) 68 (1994) 317–379.
[13] C.J. Bushnell, P.C. Kutzko, Smooth representations of p-adic reductive groups: Structure theory via types, Proc. Lond. Math.
Soc. (3) 77 (1998) 582–634.
[14] L.J. Corwin, R.E. Howe, Computing characters of tamely ramiﬁed p-adic division algebras, Paciﬁc J. Math. 73 (1977) 461–
477.
[15] M. Harris, R. Taylor, On the Geometry and Cohomology of Some Simple Shimura Varieties, Ann. of Math. Stud., vol. 151,
Princeton University Press, 2001.
[16] G. Henniart, Une preuve simple des conjectures locales de Langlands pour GLn sur un corps p-adique, Invent. Math. 139
(2000) 439–455.
[17] G. Henniart, Une caractérisation de la correspondance de Langlands locale pour GL(n), Bull. Soc. Math. France 130 (2002)
587–602.
[18] H. Jacquet, J. Shalika, The Whittaker models of induced representations, Paciﬁc J. Math. 109 (1983) 107–120.
[19] D. Kazhdan, G. Lusztig, Proof of the Deligne–Langlands conjecture for Hecke algebras, Invent. Math. 87 (1987) 153–215.
[20] H. Koch, E.-W. Zink, Zur Korrespondenz von Darstellungen der Galois-gruppen und der zentralen Divisionsalgebren über
lokalen Körpern (der zahme Fall), Math. Nachr. 98 (1980) 83–119.
[21] G. Laumon, M. Rapoport, U. Stuhler, D-elliptic sheaves and the Langlands correspondence, Invent. Math. 113 (1993) 217–
338.
[22] D. Prasad, D. Ramakrishnan, Self-dual representations of division algebras and Weil groups: a contrast, arXiv:0807.0240,
2009.
[23] H. Reimann, Representations of tamely ramiﬁed p-adic division and matrix algebras, J. Number Theory 38 (1991) 58–105.
[24] F. Rodier, Représentations de GL(n,k) où k est un corps p-adique, Astérisque 92–93 (1982) 201–218.
[25] J. Rogawski, Representations of GL(n) and division algebras over a local ﬁeld, Duke Math. J. 50 (1983) 161–196.
[26] V. Sécherre, Représentations lisses de GLm(D), I: caractères simples, Bull. Soc. Math. France 132 (2004) 327–396.
[27] V. Sécherre, Représentations lisses de GLm(D), II: β-extensions, Compos. Math. 141 (2005) 1531–1550.
[28] V. Sécherre, Représentations lisses de GLm(D), III: types simples, Ann. Sci. École Norm. Sup. 38 (2005) 951–977.
[29] V. Sécherre, S. Stevens, Représentations lisses de GLm(D), IV: représentations supercuspidales, J. Inst. Math. Jussieu 7 (2008)
527–574.
[30] A. Silberger, E.-W. Zink, An explicit matching theorem for level zero discrete series of unit groups of p-adic simple algebras,
J. Reine Angew. Math. 585 (2005) 173–235.
