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Multiple-input multiple-output (MIMO) and cognitive radio (CR) are key techniques for present 
and future high-speed wireless technologies.  On the other hand, there are rising energy costs and 
greenhouse emissions associated with the provision of high-speed wireless communications.  
Consequently, the design of high-speed energy efficient systems is paramount for next-generation 
wireless systems.   
This thesis studies energy-efficient antenna selection for spatial multiplexing multiple-antenna 
systems from a cross-layer perspective, contrary to the norm, where physical-layer energy 
efficiency metrics are optimized.  The enhanced system performance achieved by cross-layer 
designs in wireless networks motivates this research.  The aim of the thesis is to propose and 
analyze novel cross-layer energy-efficient transmit antenna selection schemes that enhance energy 
efficiency and system performance - with regard to throughput, transmission latency, packet error 
rate and receiver buffer requirements.   
Firstly, this thesis derives the analytical expression for data link throughput for point-to-point 
spatial multiplexing multiple-antenna systems - which include MIMO and underlay CR MIMO 
systems - equipped with linear receivers with N-process stop-and-wait (N-SAW) as the automatic 
repeat request (ARQ) protocol.  The performance of cross-layer transmit antenna selection, which 
maximizes the derived throughput metric, is then analyzed.  The impact of packet size, number of 
SAW processes and the stalling of packets inside the receiver reordering buffer is considered in 
the investigation.  The results show that the cross-layer approach, which takes into account system 
characteristics at both the data link and physical layers, has superior performance in comparison 
with the conventional physical-layer approach, which optimizes capacity.   
Secondly, this thesis proposes a cross-layer energy efficiency metric, based on the derived system 
throughput.  Energy-efficient transmit antenna selection for spatial multiplexing MIMO systems, 
which maximizes the proposed cross-layer energy efficiency metric, by jointly optimizing the 
transmit antenna subset and transmit power, subject to spectral efficiency and transmit power 
constraints, is then introduced and analyzed.  Additionally, adaptive modulation is incorporated 
xix 
 
into the proposed cross-layer scheme to enhance system performance.  Cross-layer energy-
efficient transmit antenna selection for underlay CR MIMO systems, where interference 
constraints now come into play, is then considered.   
Lastly, this thesis develops novel reduced complexity versions of the proposed cross-layer energy-
efficient transmit antenna selection schemes - along with detailed complexity analysis - which 
shows that the proposed cross-layer approach attains significant energy efficiency and 








Chapter 1 Introduction 
In the past decades, the technological trend of ubiquitous access and connectivity has been gaining 
momentum.  To meet these requirements, the traditional communication concept based on wired 
networks, has evolved into a heterogeneous approach.  This approach aims to achieve global 
coverage by incorporating different access technologies, and thereby providing the desired 
convenience and mobility to subscribers.  Examples of wireless access technologies include 
Bluetooth, Wireless Fidelity (Wi-Fi), Worldwide Interoperability for Microwave Access 
(WiMAX) and Long Term Evolution (LTE) / LTE-advanced (LTE-A).  Transport Control 
Protocol/Internet Protocol (TCP/IP) has been adopted in heterogeneous networks to facilitate 
interoperability between the different access technologies.   
In addition to providing ubiquitous access, current and future wireless networks are expected to 
provide communication services at high speeds and reliability.  MIMO is an innovative technique 
that significantly increases the spectral efficiency and reliability of wireless links [1] [2].  More 
specifically, the capacity of spatial multiplexing MIMO systems over fading channels increases 
linearly with the number of transmit-receive antenna pairs [1].  MIMO has become an essential 
part of wireless communication standards including Wi-Fi IEEE 802.11n [3], WiMAX IEEE 
802.16m and LTE / LTE-A [4]. 
The proliferation of wireless devices, coupled with the rapid deployment of high-data rate 
communication services and applications, has seen an increasing demand for spectrum.  However, 
the application of the fixed spectrum allocation policy has resulted in the inefficient use of the 
limited radio spectrum.  The low utilization of most of the licensed spectrum, calls for innovative 
techniques that can exploit the available spectrum more dynamically and efficiently.  Cognitive 
radio (CR) is an emerging technology promising increased spectrum utilization by enabling 
unlicensed users to access licensed spectrum opportunistically [5].  Therefore, the combination of 




The need for ubiquitous high-speed wireless communications has seen a transition to wireless 
technologies that offer enhanced data rates and expanded coverage areas.  For example, in cellular 
networks, there has been an evolution from third-generation (3G) standards, e.g., Universal Mobile 
Telecommunications System (UMTS), to fourth-generation (4G) standards, e.g., LTE-A.  
Evolving business and consumer demands, which include new innovative ways of using the 
wireless network, have triggered interest in developing a comprehensive standard for the upcoming 
fifth-generation (5G) wireless system [6].   
The deployment of more powerful and faster wireless technologies, coupled with the increased 
number of subscribers, has resulted in rising energy costs and increased carbon footprint associated 
with operating wireless networks [7].  On the other hand, there has been an increased deployment 
of wireless networks that rely on power-constrained devices, e.g., wireless sensor networks [8].   
Additionally, innovative ways of using wireless communications and power-constrained devices 
have emerged, e.g., device-to-device (D2D) communications [9].  Consequently, there is interest 
among academics and industrial researchers in developing techniques that reduce energy 
consumption in wireless networks. 
 
1.1 Motivation 
Antenna selection is a signal-processing technique that provides a cost-effective solution to the 
problem of increased hardware complexity and cost, attributed to the multiple radio frequency 
(RF) chains, associated with multiple antennas [10].  Antenna selection selects the subset of 
transmit/receive antennas, that optimize a given criterion, for transmission purposes.  In the context 
of multiple antennas, channel capacity can be enhanced by performing some form of pre-
processing at the transmitter [11].  Transmit antenna selection is a promising pre-processing 
technique; this is because it offers a solution that has low implementation cost and feedback 
requirements compared with other performance-enhancing techniques, such us, beamforming and 
precoding [12] [13].  Because of its practical simplicity and effectiveness, transmit antenna 
selection has been considered for the uplink of LTE-A [14].   
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The major performance metrics and optimization criteria in the design of antenna selection are 
capacity and error rate.  Increasing global concern regarding energy consumption has seen the 
emergence of antenna selection approaches that are optimal with respect to energy efficiency.  
Recent works have investigated MIMO systems with energy-efficient antenna selection [15] [16], 
where the energy efficiency (EE) of the MIMO system is optimized.  In these works, the EE is 
quantified in terms of “bits per Joule”; and it is defined as the ratio of the capacity to the total 
power consumed by the system.  Consequently, the EE metric is a physical-layer metric; and such 
a physical-layer approach does not exploit the information available at the upper layers.   
The implementation of the layered TCP/IP protocol stack in wireless networks comes with 
challenges brought about by the fragile nature of wireless links.  In such a context, cross-layer 
designs, which combine functionalities and information from different protocol layers - in order 
to improve the performance of wireless systems - have been proposed in literature [17].   
 
1.2 Problem Statement 
Some research works have considered energy-efficient antenna selection for multiple-antenna 
systems in literature – however, these studies investigated energy-efficient antenna selection from 
a physical-layer perspective.  Cross-layer designs enhance the overall performance of wireless 
systems; therefore, existing energy-efficient antenna selection approaches are not necessarily 
optimal in terms of energy efficiency and overall system performance.  Consequently, the study of 
energy-efficient antenna selection, from a cross-layer perspective, is an open research problem.   
 
1.3 Research Aim and Objectives 
This thesis focuses on investigating the performance of energy-efficient transmit antenna selection 
for point-to-point spatial multiplexing multiple-antenna systems, from a cross-layer perspective - 
this is in contrast to other works, which restrict themselves to optimizing physical-layer energy 
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efficiency metrics.  More specifically, the aim of this thesis is to propose a cross-layer energy 
efficiency metric – that utilizes parameters from the data link and physical layers; then use it to 
develop novel transmit antenna selection algorithms, for designing multiple-antenna systems - 
with high spectral efficiency and high energy efficiency - combined with an overall enhanced 
system performance, with reasonable computation complexity. 
The framework chosen for the thesis is that of un-coded spatial multiplexing multiple-antenna 
systems, identified for this study as both MIMO and underlay CR MIMO systems; equipped with 
zero forcing (ZF) linear receivers with N-SAW as the ARQ protocol.  Consequently, this thesis 
sets the following specific objectives: 
• To derive an analytical expression for the data link throughput - for the proposed 
framework - and then analyze the performance of cross-layer transmit antenna selection, 
which maximizes the derived cross-layer selection criterion. 
• To propose and derive an analytical expression for a cross-layer energy efficiency metric, 
based on the derived system throughput. 
• To develop and analyze cross-layer transmit antenna selection schemes, which maximize 
the proposed throughput-based energy efficiency metric, by jointly optimizing the transmit 
antenna subset and the transmit power, subject to transmit power and spectral efficiency 
constraints. 
• To develop algorithms that reduce the complexity of the proposed optimal exhaustive 
search cross-layer energy-efficient transmit antenna selection schemes. 
 
1.4 Thesis Outline 
The thesis consists of six chapters - the rest of the chapters in this thesis are structured as follows: 
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Chapter 2 first provides some fundamental background information on MIMO, CR, energy 
efficient wireless systems, cross-layer designs and conventional antenna selection techniques.  The 
chapter then presents a literature review of the related works on energy-efficient antenna selection. 
Chapter 3 investigates the performance of transmit antenna selection for spatial multiplexing 
MIMO systems, from a cross-layer perspective.  An analytical expression for throughput, the 
cross-layer optimization criterion, for MIMO systems with N-SAW at the data link layer, is first 
derived.  The performance of throughput-based transmit antenna selection is analyzed by 
comparing it with that of a physical-layer approach, which optimizes the capacity of the MIMO 
system.  Finally, the proposed cross-layer design is extended to underlay CR MIMO systems, 
where the performance of throughput-based transmit antenna selection, subject to interference 
constraints at the primary user receiver(s), is analyzed.   
The results in this chapter have been published in a journal paper [J-1] and in two conference 
papers [C-1] [C-2]. 
Chapter 4 investigates the performance of spatial multiplexing MIMO systems with cross-layer 
energy-efficient transmit antenna selection.  A cross-layer energy efficiency metric, defined as the 
ratio of the throughput to the total power consumption of the system, is proposed.  The throughput 
expression derived in Chapter 3, is used in the derivation of the analytical expression of the cross-
layer energy efficiency metric.  Energy-efficient transmit antenna selection, based on exhaustive 
search, which maximizes the proposed cross-layer energy efficiency metric by jointly optimizing 
the transmit antenna subset and transmit power, subject to transmit power and spectral efficiency 
constraints, is proposed and its performance is then evaluated.  Moreover, low complexity 
algorithms that achieve near-optimal performance, as compared with the optimal exhaustive search 
method, are proposed.   
The results in this chapter have been published in a conference paper [C-3], accepted for 
publication in a conference paper [C5], and submitted to a journal [J-2] for possible publication. 
Chapter 5 extends the proposals in Chapter 4 to underlay CR MIMO systems, configured to exploit 
spatial multiplexing.  Optimal exhaustive search and low complexity near and sub-optimal energy-
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efficient transmit antenna selection algorithms, which maximize the cross-layer energy efficiency 
by jointly optimizing the transmit antenna subset and transmit power subject to spectral efficiency 
and interference (at the primary user receiver) constraints, are developed and analyzed.   
Some of the results in this chapter are published in a conference paper [C-4].   
Chapter 6 – This chapter concludes the study by summarizing the thesis and highlighting the main 
results and contributions.  Suggestions for future work, based on this research, are also provided. 
 
1.5 Publications 
The main contributions of this thesis are contained in the following journals and conference papers. 
 [J-1] E. M. Okumu and M. E. Dlodlo, “Transmit antenna selection for multiple antenna systems 
with stall avoidance”, Computers and Electrical Engineering, 58, pp. 144-153, 2017 
[J-2] E. M. Okumu and M. E. Dlodlo, “Performance analysis of cross-layer energy efficient 
transmit antenna selection”, Computers and Electrical Engineering, Submitted 
[C-1] E. M. Okumu and M. E. Dlodlo, “Performance evaluation of N-process stop and wait in 
MIMO systems with transmit antenna selection”, Wireless Communications, Signal 
Processing and Networking (WiSPNET), International Conference on, IEEE, pp.957-961, 
2016 
[C-2] E. M. Okumu and M. E. Dlodlo, “Throughput based transmit antenna selection for underlay 
CR MIMO systems”, Advanced Networks and Telecommunications Systems (ANTS), IEEE 
International Conference on, pp.1-6, 2016 
[C-3] E. M. Okumu and M. E. Dlodlo, “Energy efficient transmit antenna selection for MIMO 
systems: a cross layer approach”, Computing and Communication Workshop and 
Conference (CCWC), IEEE 7th Annual, pp.1-6, 2017 
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[C-4] E. M. Okumu and M. E. Dlodlo, “Optimal and sub-optimal iterative cross-layer energy 
efficient schemes for CR MIMO systems with antenna selection”, Smart Technologies, 
IEEE EUROCON, 17th International Conference on, pp. 62-67, 2017. 
[C-5] E. M. Okumu and M. E. Dlodlo, “Correlated MIMO systems with cross-layer energy 






Chapter 2 Background 
This chapter provides some background information on the techniques and mechanisms 
encompassed in this thesis.  An overview of the MIMO and CR techniques is presented in Sections 
2.1 and 2.2 respectively.  Section 2.3 presents the basic concepts of energy efficient wireless 
systems.  The fundamentals of cross-layer design and conventional antenna selection are found in 
Sections 2.4 and 2.5 respectively.  Section 2.6 provides a literature review on energy-efficient 
antenna selection.  Finally, Section 2.7 concludes the chapter.   
 
2.1 MIMO Wireless Systems 
The provision of quality high-speed wireless communication services faces some challenges, 
including but not limited to, limited radio spectrum availability, multipath propagation and fading.  
The use of multiple antennas at the transmitter/receiver is an innovative technique that significantly 
overcomes these challenges by improving the spectral efficiency and the link reliability of wireless 
systems.  Figure 2.1 illustrates the different antenna configurations for multiple-antenna wireless 
systems.  In Figures 2.1 a) to d), single-input single-output (SISO), single-input multiple-output 
(SIMO), multiple-input single-output (MISO) and MIMO configurations are depicted for the 
single user scenario, i.e., point-to-point wireless systems.  The MIMO multi-user (MIMO-MU) 
configuration, which consists of a base station equipped with multiple transmit/receive antennas 
that communicate with multiple users, each equipped with one transmit/receive antenna, is 
depicted in Figure 2.1 e).  In the MIMO-MU configuration, the users can also be equipped with 
multiple transmit/receive antennas.   
The focus of this thesis is on point-to-point MIMO systems, consequently, the fundamentals of 


















2.1.1 MIMO System and Signal Model  
Let us consider a point-to-point MIMO system with 𝑀𝑇  transmit antennas and 𝑁𝑅  receive 
antennas, as shown in Figure 2.2.  The MIMO channel is assumed to have a bandwidth of 1 𝐻𝑧 
and to experience frequency flat Rayleigh fading over the bandwidth in consideration.  The 
transmit power, available over a symbol period of 1 second, is assumed to be 𝑃𝑇.  The MIMO 




𝑯𝒔 + 𝒏 (2.1) 
where 𝑯 ∈ ℂ𝑁𝑅×𝑀𝑇 is the MIMO channel, 𝒚 ∈ ℂ𝑁𝑅×1 the received signal vector, 𝒔 ∈ ℂ𝑀𝑇×1 the 
transmitted signal vector and 𝒏 ∈ ℂ𝑁𝑅×1 the noise vector.  The elements of 𝑯 are assumed to be 
zero mean circularly symmetric complex Gaussian (ZMCSCG) with unit variance; and 𝒏  is 
assumed to have ZMCSCG elements with a variance of 𝑁𝑜.  𝒔 is assumed to have zero mean 
symbols with a covariance matrix of 𝑹𝑠𝑠 = ℰ{𝒔𝒔
𝐻}, that must satisfy 𝑇𝑟(𝑹𝑠𝑠) = 𝑀𝑇, in order to 
constrain the total average energy transmitted over a symbol period.   
 
2.1.2 Capacity of MIMO Channels 
In this section, the capacity of a frequency flat fading channel is described, with 𝑯 assumed to be 
deterministic and perfectly known at the receiver.  The channel can be estimated at the receiver by 
using training signals, blind estimation techniques or semi-blind techniques [18] [19] [20] [21].  
The mutual information between 𝒔 and 𝒚 is given as [22] [23]: 








Figure 2.2. Block diagram of a MIMO wireless system 








𝐻]   𝑏𝑖𝑡𝑠 𝐻𝑧⁄ 𝑠⁄  (2.3) 
When the channel is unknown at the transmitter, the most logical strategy consists of selecting the 
transmit symbol vector, so that 𝑹𝑠𝑠 = 𝑰𝑀  [11].  This implies that the transmitted signals are 
independent (uncorrelated), with equal transmit powers.  Therefore, the capacity of the MIMO 
channel, in the absence of channel knowledge at the transmitter is: 
𝐶 = 𝑙𝑜𝑔2𝑑𝑒𝑡 [𝑰𝑁𝑅 +
𝑃𝑇
𝑀𝑇𝑁𝑜
𝑯𝑯𝐻] 𝑏𝑖𝑡𝑠 𝐻𝑧⁄ 𝑠⁄  (2.4) 
which can be expressed as [11]: 
𝐶 = ∑ 𝑙𝑜𝑔2 (1 +
𝑃𝑇
𝑀𝑇𝑁𝑜




where 𝑟  is the rank of 𝑯  and 𝜚𝑖  (for  𝑖 = 1,2, … 𝑟 ) are the positive eigenvalues of 𝑯𝑯
𝐻 .  
Consequently, the capacity of the MIMO channel, when the channel is unknown at the transmitter, 
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can be expressed as the sum of the capacities of 𝑟 parallel sub-channels (SISO) - each with a power 
gain of 𝜚𝑖 - with the transmit power allocated equally amongst the transmit antennas, i.e. 𝑃𝑇 𝑀𝑇⁄ . 
MIMO opens up multiple sub-channels between the transmitter and receiver - these can only be 
accessed (processed) when the channel is known at the transmitter.  In general, the channel can be 
estimated at the transmitter using one of two techniques, i.e., channel estimation using feedback 
or reciprocity [11].  When the channel is known at the transmitter and receiver, 𝑯 can be explicitly 
decomposed into 𝑟 parallel spatial sub-channels through the linear processing of the signals at the 
transmitter and receiver [22] [23] [24].  To accomplish this, the singular value decomposition 
(SVD) of 𝑯 is first determined as follows: 
𝑯 = 𝑼𝚺𝑽𝐻 (2.6) 
where 𝑼 ∈ ℂ𝑀𝑇×𝑟and 𝑽 ∈ ℂ𝑁𝑅×𝑟 satisfy 𝑼𝐻𝑼 = 𝑽𝐻𝑽 = 𝑰𝑟.  𝚺 is a diagonal matrix given by 𝚺 =
{𝑑𝑖𝑎𝑔[𝜎1, 𝜎2, … 𝜎𝑟]; 𝜎𝑖 ≥ 0; 𝜎𝑖 ≥ 𝜎𝑖+1} where 𝜎𝑖 is the 𝑖𝑡ℎ singular value of 𝑯 [25].  𝑽 is used to 
process the signal prior to transmission, while the received signal is processed using 𝑼𝐻 , this 
effectively decomposes 𝑯 into 𝑟 parallel sub-channels.  The capacity of the MIMO channel, with 
the channel known at the transmitter, can now be expressed as: 
𝐶 = ∑ 𝑙𝑜𝑔2 (1 +
𝑃𝑇𝛾𝑖
𝑀𝑇𝑁𝑜




where 𝛾𝑖 represents the transmit power for the 𝑖𝑡ℎ sub-channel.  Since the sub-channels are now 
accessible, the transmitter can now allocate transmit power to the sub-channels in order to 
maximize the mutual information.  The optimal power allocation policy is determined iteratively 
by using the waterfilling algorithm [23] [26] [27].  For each iteration, 𝑖𝑡𝑒, the constant 𝜇, referred 
to as the water level, is first determined by using: 
𝜇 =
𝑀𝑇












The power allocated to the 𝑖𝑡ℎ sub-channel is then calculated using: 
𝛾𝑖 = (𝜇 −
𝑀𝑇𝑁𝑜
𝑃𝑇𝜚𝑖
)      𝑖 = 1,2, … 𝑟 − 𝑝 + 1 (2.9) 
The iteration process terminates when the optimal power allocation for each sub-channel, 𝛾𝑖
𝑜, has 
been determined; and this happens when ∑ 𝛾𝑖
𝑜 = 𝑀𝑇
𝑟
𝑖=1  and 𝛾𝑖
𝑜 ≥ 0 for all 𝑖 are satisfied.  The 
waterfilling algorithm allocates transmit power to sub-channels depending on the conditions they 
are currently experiencing.  Sub-channels with good conditions are assigned more power and vice 
versa.  This results in a capacity greater than or equal to when the MIMO channel is unknown at 
the transmitter.   
The capacity, 𝐶, in (2.3), (2.4), (2.5) and (2.7) is referred to as the spectral efficiency.  In actual 
fact, it is the normalized capacity with respect to the bandwidth.  Therefore, given a bandwidth of 
𝐵 𝐻𝑧, the capacity is simply 𝐶𝐵 𝑏𝑖𝑡𝑠 𝑠⁄ .  In this thesis, capacity will be used to refer to the 
normalized capacity as well; since this is common in literature.   
The channel, 𝑯, was assumed to have ZMCSCG elements with unit variance.  The channel can 
only be modelled thus if a rich scattering environment is assumed, with the antenna spacing at both 
the transmitter and receiver being assumed to be sufficient.  In practical scenarios, this might not 
be the case because of the existence of some factors, which includes spatial correlation, polarized 
antennas, the presence of line-of-sight components and the pin-hole effect [11].  These factors can 
have a negative influence on the capacity of the MIMO channel. 
 
2.1.3 MIMO Techniques 
In general, point-to-point MIMO systems are designed with the aim of exploiting spatial diversity, 
spatial multiplexing or beamforming.  The focus of this thesis is on spatial multiplexing MIMO 




2.1.3.1 Spatial Diversity 
Diversity is a powerful technique used to combat fading in wireless channels; fading is the random 
fluctuation in signal power that occurs across space, time and frequency.  Diversity provides the 
receiver with multiple replicas of the same signal transmitted over ideally independent fading 
links; and each replica constitutes a diversity branch.  The proper combining of the replicas at the 
receiver results in improved link reliability, effectively stabilizing the wireless link [11].  Diversity 
can be implemented in either the frequency, time or space domains.  Among the three, spatial 
diversity is preferred; because it provides diversity without additional transmission time or 
bandwidth expenditure; while additionally providing increased signal to noise (SNR) due to array 
gain, i.e. signal enhancement due to the coherent combining of signals at the receiver.  The 
effectiveness of diversity is determined by the number of diversity branches and it is known as the 
diversity order.  Spatial diversity can be divided into two categories, receive and transmit diversity. 
Extracting receive diversity requires a wireless system equipped with multiple antennas at the 
receiver.  Each antenna receives an independently faded version of the same transmitted signal; 
these are then combined in order to improve the signal quality.  The optimal combining technique 
for receive diversity is maximal ratio combining (MRC); MRC requires perfect knowledge of the 
channel at the receiver.  The MRC technique first weights the signals received by each antenna in 
a manner that maximizes the SNR [28].  MRC is optimal since it achieves full diversity.  For 
example, a SIMO system with 𝑁𝑅 receive antennas has a diversity order equal to 𝑁𝑅 and an array 
gain of 𝑁𝑅 [11]. 
Transmit diversity is extracted from systems with multiple transmit antennas; additionally, 
exploiting transmit diversity requires the transmission of pre-coded redundant signals over 
multiple transmit antennas.  The transmit diversity technique used depends on whether there is 
channel knowledge at the transmitter or not.  A classic transmit diversity technique, that does not 
require channel knowledge at the transmitter, is the Alamouti scheme [2].  The Alamouti technique 
assumes a MISO channel with two transmit antennas, therefore, the channel vector is given by 
𝒉 = [ℎ1 ℎ2].  The signal vectors [𝑠1 𝑠2]
𝑇 and [−𝑠2
∗ 𝑠1
∗]𝑇 are transmitted consecutively over 




∗]𝑇, where 𝑦1 and 𝑦2 are the signals received over the two consecutive symbol periods, 
assuming that the channel is frequency flat, and that it remains constant over the two symbol 














∗ ] = √
𝑃𝑇
2
𝑯𝑒𝑓𝑓𝒔 + 𝒏 (2.10) 
The effective channel matrix, 𝑯𝑒𝑓𝑓 , is orthogonal, i.e. 𝑯𝑒𝑓𝑓
𝐻 𝑯𝑒𝑓𝑓 = ‖𝒉‖𝐹
2 𝑰2 .  The Alamouti 
scheme extracts full diversity, i.e. a diversity order of 2, even in the absence of channel knowledge 
at the transmitter.  Because of the absence of channel knowledge at the transmitter, the Alamouti 
scheme has no array gain.  The Alamouti technique can be used to extract diversity in MIMO 
systems with two transmit antennas and any number of receive antennas.  The Alamouti scheme 
shows that transmit diversity, in the absence of channel knowledge at the transmitter, can be 
realized using space-time coding.   
There are several classes of space-time codes (STC) in literature, designed to exploit spatial 
diversity without channel knowledge at the transmitter, with the most popular being Orthogonal 
Space-Time Block Codes (OSTBC) [29] and Space time trellis codes (STTC) [30].  The Alamouti 
scheme is an example of an OSTBC, and from the discussions above, we can extract the main 
particularity of OSTBCs; i.e. the structure of the transmitted signal is such that the effective 
channel is rendered orthogonal regardless of the channel realization.  The advantage of the 
effective channel matrix, 𝑯𝑒𝑓𝑓, being orthogonal is that it allows the transmitted symbols to be 
decoupled easily at the receiver by using simple linear processing.  The orthogonality of 𝑯𝑒𝑓𝑓 also 
ensures that the elements of the noise vector, 𝒏, are ZMCSCG; and therefore, independent optimal 
maximum likelihood (ML) detection can be carried out for each transmitted symbol.  Orthogonal 
space-time codes words for OSTBC systems with any number of transmit antennas can be 
designed by using the solution to the Hurwitz-Radon problem [29] [31].  OSTBCs extracts the full 
diversity gain of 𝑀𝑇𝑁𝑅, for the general MIMO channel with 𝑀𝑇 transmit and 𝑁𝑅 receive antennas 
[11].   
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As for STTC, the codes are an extension of the conventional trellis code to multiple-antenna 
systems [32].  In contrast to OSTBCs, STTCs can be designed to extract both diversity gain and 
coding gain, thereby resulting in a better bit error performance.  However, decoding STTCs 
requires a multidimensional Viterbi decoder, whereby the computational complexity increases 
exponentially with the number of states. 
When the channel is known at the transmitter, transmit diversity may be exploited by appropriately 
weighting the signal and then transmitting from each transmit antenna, with the weight vector 
chosen to maximize the SNR.  The technique used to extract diversity for MISO systems is known 
as transmit maximal ratio combining (T-MRC) [29] [33], while that used for MIMO systems is 
known as the dominant eigenmode transmission [11].  The techniques extract full diversity order. 
 
2.1.3.2 Spatial Multiplexing 
Spatial multiplexing is used to improve the capacity of wireless channels.  Consider an un-coded 
input data stream with a rate of 𝛿; spatial multiplexing divides the data stream, at the physical 
layer, into 𝑀𝑇  lower rate sub-streams of equal rate, i.e. 𝛿 𝑀𝑇⁄ .  The sub-streams are then 
transmitted simultaneously from 𝑀𝑇  transmit antennas over the same frequency band.  Under 
favourable channel conditions, the signals induce unique signatures at the receiver; this, coupled 
with channel knowledge at the receiver, enables the separation of the received signal into parallel 
sub-streams.  MIMO systems configured to exploit spatial multiplexing require that 𝑀𝑇 ≤ 𝑁𝑅 
(where 𝑁𝑅  is the number of receive antennas), in order to ensure the proper recovery of the 
transmitted signal at the receiver [10].  Spatial multiplexing linearly increases the data rate or 
capacity without any additional bandwidth or transmit power being required.  The linear increase 
in capacity is limited by the lesser of the number of transmit and receive antennas, i.e.min (𝑀𝑇 , 𝑁𝑅) 
[11].  Consequently, spatial multiplexing is a very powerful technique for increasing the capacity 
of wireless systems, which allows support for high data rate applications.   
In general, spatial multiplexing is used as a coding technique in wireless scenarios where there is 
no channel knowledge at the transmitter.  The most popular encoder structures for spatial 
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multiplexing, with the channel unknown at the transmitter, are horizontal encoding (HE), vertical 
encoding (VE) and diagonal encoding (DE).   
In HE, the input data stream is first divided into sub-streams, which are processed independently 
at the physical layer - before being transmitted.  The processing includes, but is not limited to, 
channel coding, interleaving and modulation.  HE, depicted in Figure 2.3, can achieve a diversity 
order of up to 𝑁𝑅, since each symbol is transmitted from only one transmit antenna, and is received 
by 𝑁𝑅 receive antennas.  Therefore, HE is considered sub-optimal in terms of diversity; but this is 
accompanied by a simplified receiver design; since each sub-stream is decoded independently.  
The Horizontal Diagonal Bell Labs Layered Space-Time (H-BLAST) architecture uses this 
encoding strategy [11] [34].  Un-coded spatial multiplexing is the same as HE, without channel 
coding; and it achieves the same diversity as HE.  Because of its simplicity, un-coded spatial 
multiplexing will be considered in this thesis.   
In VE, the data stream undergoes processing before being demultiplexed; therefore, the sub-
streams require joint decoding at the receiver which can be quite complex.  Unlike HE, VE can 
achieve optimal diversity, i.e. a diversity order greater than 𝑁𝑅, because the symbols are spread 
out over more than one antenna.  VE is used in the Vertical-BLAST (V-BLAST) architecture [34] 
[35].  In DE, the data first undergoes horizontal encoding, before being formed into code words; 
each code word is then divided into frames/slots, which are then passed through a stream rotator 
that rotates the streams in a round-robin fashion so that the bit stream to antenna association is 
periodically cycled [11].  This allows information bits to be spread across all the antennas, enabling 
DE to achieve the full diversity order of 𝑀𝑇𝑁𝑅.  The D-BLAST transmission technique follows 
such an encoding strategy [23].   
Regarding detection techniques, the optimal receiver for un-coded spatial multiplexing is the ML 
receiver.  The ML receiver decodes by performing an exhaustive search over the entire transmitted 
signal vector constellation in order to determine the most probable transmitted signal.  




Figure 2.3. Horizontal encoding 
the number of transmit antennas.  Fast algorithms for sphere decoding that reduce the complexity 
significantly have been proposed [36] [37] [38] [39].   
The decoding complexity can be further reduced by using sub-optimal linear receivers.  Linear 
receivers use linear filters to separate the transmitted data streams before independently decoding 
them.  Examples of linear filters include the zero forcing (ZF) and the minimum mean-squared 
error (MMSE) receivers.  The ZF linear receiver uses a matrix filter, 𝑮𝑍 ∈ ℂ
𝑴𝑻×𝑵𝑹, to separate the 
received signal into its component transmitted data streams.  This is accomplished by inverting the 





Assuming that 𝑁𝑅 ≥ 𝑀𝑇 and that  𝑯 has full column rank, the output of the ZF linear receiver is 
given by: 




From (2.12), it is observed that the ZF receiver decouples 𝑯 into 𝑀𝑇 parallel sub-channels (𝒔 is 
the 𝑀𝑇 × 1 transmit signal vector), with additive noise enhanced by 𝑮𝑍.  The ZF linear receiver 
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decodes by completely eliminating multi-stream interference (MSI) at the expense of noise 
enhancement, resulting in significant performance degradation [11].  The SNR for the 𝑘𝑡ℎ output 





On the other hand, the MMSE receiver balances MSI mitigation with noise enhancement resulting 






















Besides linear receivers, nonlinear detectors, e.g. successive cancellation (SUC) receivers, are also 
considered for spatial multiplexing systems.  SUC receivers use layer peeling where the symbols 
are successively decoded and stripped away layer by layer.  SUC receivers incorporate ZF or 
MMSE receivers and are more complex to implement than linear receivers.  An example of a SUC 
receiver is the ordered successive cancellation receiver used for the V-BLAST [35] [41].  SUC 
receivers have sub-optimal performance; but they outperform ZF receivers; the performance is 
comparable or better than that of MMSE receivers, depending on the implementation.   
In this thesis, linear receivers will be used, because of their reduced complexity; more specifically, 
the ZF linear receiver.  Even though the MMSE receiver has a better performance than the ZF 
linear receiver, the ZF receiver is simpler to implement.  Also, the SNR performance of MMSE at 





In beamforming, a directional beam pattern for the transmit/receive antenna array is created by 
controlling the phase and/or amplitude of the signals at the antenna elements.  Additionally, the 
beam pattern can be steered in the desired direction.  Beamforming can be used to improve the 
received SNR or to suppress co-channel interference (CCI) in a MU scenario, thereby improving 
the signal-to-interference plus noise ratio (SINR) at the receiver [42].   
 
2.2 Cognitive Radio 
The radio spectrum is a limited resource; spectrum regulatory authorities have traditionally shared 
it through the fixed spectrum access (FSA) policy.  The application of FSA has established order 
by providing noninterfering wireless communication services.  However, the high demand for 
spectrum has created two challenges for FSA, namely: Spectrum scarcity and spectrum 
underutilization.  Spectrum scarcity has arisen from the licensing out of most of the available 
spectrum.  Studies on actual spectrum utilization have revealed that large portions of the licensed 
spectrum are underutilized [43] [44], with most of the licensed users either using their assigned 
spectrum for short periods of time or not at all.  The study in [45] highlighted that most bands 
allocated through FSA are used only in limited geographical regions, or over limited time periods, 
with the average utilization varying between 15% − 85% .  The FSA policy does not allow 
allocation of unutilized licensed spectrum to new applicants; even if it is only for those periods of 
time, when the licensed user is not using it.  Studies show that the inflexibility and inefficiency of 
FSA contributes significantly to the spectrum underutilization problem. 
The challenges mentioned above motivated the development of CR technology; the aim of which 
is to alleviate the problem of spectrum underutilization.  The concept of cognitive radio was first 
proposed by J. Mitola [46].  CR technology enhances spectrum utilization by enabling unlicensed 
secondary users (SUs), i.e. CR users, to opportunistically access the radio spectrum allocated to 
the licensed primary users (PUs).  Software-defined radio (SDR) has made implementing CR 
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networks possible.  Unlike traditional wireless devices, which are designed to operate in a 
particular frequency band, SDRs are capable of operating in a wide range of frequencies.  SDRs 
alter RF operating parameters using software; thereby giving CRs the ability to adapt their 
transmission parameters swiftly [47].  Motivated by this, some spectrum regulatory bodies 
(communication commissions) have been considering the more flexible and comprehensive use of 
the available spectrum by using the CR technology [48] [49].  Additionally, practical cognitive 
networks have been implemented, thereby proving that they are realizable and promising [50].   
 
2.2.1 CR Spectrum-Access Models 
A CR user can access licensed spectrum by using one of two distinct spectrum-access models; 
spectrum overlay and spectrum underlay access models [51], which are described below; 
• In the overlay spectrum-access model, the CR user utilizes adaptive techniques to 
determine when, and on which spectrum band to transmit.  The SU conducts spectrum 
sensing to determine which portions of the spectrum are available.  The SU selects the best 
available channel; and then it reconfigures its transmission parameters to enable it to 
communicate in the identified band.  While communicating, the SU has to monitor the 
spectrum continually; and when the licensed user is detected, the SU has to vacate the 
channel [47]. 
• In the underlay spectrum-access model, the CR user occupies the same bandwidth as a 
licensed user, i.e., the SU and PU access the spectrum concurrently.  The SU has to transmit 
at power levels, such that the interference power produced at the PU receiver (PU RX) is 
below a predetermined threshold value.  Therefore, the SU has to continually adapt its 
transmit power to ensure that its communications appear as white noise at the PU RX [47] 
[51]. 
Of the two spectrum-access models, the overlay model results in the highest spectrum efficiency.  
The disadvantage of the overlay access model is that it can be quite complex to implement; and 
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this is because detecting the available spectrum bands and the resumption of PU communications 
in a timely manner, is difficult.  If the SU starts communicating prematurely or delays in vacating 
the licensed spectrum, then the performance of the PU can be severely affected.  On the other hand, 
the underlay access model realizes lower spectrum efficiency; but its implementation is less 
complex.  The CR user has to have the capability of predicting the interference power that its 
transmissions would produce at the PU RX.  This thesis will focus on the underlay spectrum-access 
model. 
 
2.2.2 Underlay CR MIMO Systems 
SUs in underlay CR systems usually have limited access to transmission resources; since they have 
to transmit at low powers to ensure that their communications do not degrade the performance of 
the PUs.  The MIMO technology brings about improved data rates by exploiting spatial 
multiplexing; and the increased spectral efficiency is achieved at no additional cost as regards 
bandwidth and transmit power [11].  Therefore, the spectrum efficiency of CRs can be improved 
significantly by equipping them with multiple antennas.  Additionally, in underlay CR systems, 
multiple antennas can be used to control the interference caused at the PU RXs.   
In scenarios where the SU channel is MISO, beamforming is the optimal strategy for secondary 
transmissions [52]; when the primary network only has a single PU RX, an optimal beamforming 
vector at the secondary transmitter, which results in the complete removal of interference at the 
PU RX, can be derived.  For the more general MIMO scenario, sub-optimal and optimal techniques 
have been proposed in literature; their aim is to maximize the performance of the SU while keeping 
the interference power at the primary receivers below a predetermined threshold value [52] [53] 
[54].  These techniques can be quite complex to implement; therefore, in this thesis, the most 
intuitive and simplest method for controlling the interference at the PU RX, i.e., adapting the SU 





Figure 2.4. Block diagram of CR MIMO system model 
 
2.2.2.1 Underlay CR MIMO System and Signal Model 
Let us consider a wireless system where the secondary and primary networks coexist over the same 
spectrum band, whose bandwidth is assumed to be1𝐻𝑧.  The secondary network consists of a CR 
TX and CR RX equipped with 𝑀𝐶𝑅 and 𝑁𝐶𝑅 antennas respectively, as shown in Figure 2.4.  The 
primary network consists of 𝐽 primary receivers, each equipped with 𝑁𝑃𝑈 receive antennas.  The 
cognitive (CR TX to CR RX) channel matrix, 𝑯𝐶𝑅 ∈ ℂ
𝑁𝐶𝑅×𝑀𝐶𝑅, is assumed to have ZMCSCG 
elements with unit variance.  The interference channel for the 𝑗𝑡ℎ PU RX, i.e. the channel from 
the CR TX to the 𝑗𝑡ℎ PU RX, is represented by 𝑯𝑆𝑃,𝑗 and is assumed to have ZMCSCG elements 
with a variance of 𝛼.  All the channels are assumed to experience frequency flat Rayleigh fading.  






𝑯𝐶𝑅𝒔𝐶𝑅 + 𝒏𝐶𝑅 + 𝑰𝑃𝐶 (2.16) 
where 𝒚𝐶𝑅 ∈ ℂ
𝑁𝐶𝑅×1  is the signal received at the CR RX, 𝒔𝐶𝑅 ∈ ℂ
𝑀𝐶𝑅×1  is the transmitted 
cognitive signal vector, 𝒏𝐶𝑅 ∈ ℂ
𝑁𝐶𝑅×1 is the noise vector, 𝑃 is the cognitive transmit power in one 
symbol period  and 𝑰𝑃𝐶 represents the interference received form the PU TX(s), which is/are not 
shown in Figure 2.4.  𝒏𝐶𝑅 is assumed to have ZMCSCG elements with a variance of 𝑁𝑜.  𝒔𝐶𝑅 is 
assumed to have zero mean symbols with a covariance matrix 𝑸𝐶𝑅 = ℰ{𝒔𝐶𝑅𝒔𝐶𝑅
𝐻 } that must satisfy 
𝑇𝑟(𝑸𝐶𝑅) = 𝑀𝐶𝑅 in order to constrain the total average energy transmitted over a symbol period.   
The transmit power 𝑃, is limited by the cognitive user’s transmit power constraint, together with 
the interference power constraints at the PU RX(s).  If the maximum available cognitive transmit 
power in a symbol period (assumed to be 1 second) is 𝑃𝑇, then 𝑃 ≤ 𝑃𝑇.  However, 𝑃 must also 
satisfy the interference power constraints at the PU RX(s).  The interference power at each PU RX 
will be calculated by using the total interference model [52].  Using this model, the interference 
power received by each PU RX is the sum of the interference powers received over all the receive 





𝐻 )    𝑗 = 1,2, … 𝐽 (2.17) 
If the secondary network is assumed to exploit spatial multiplexing, then 𝑸𝐶𝑅 = 𝑰𝑀𝐶𝑅 ; the 
cognitive transmit symbols are assumed to be uncorrelated and equally powered at the transmit 









𝐻 ) and 𝐼𝑗 is the total interference power threshold for the 𝑗𝑡ℎ PU 
RX.  From the transmit power and interference power constraints, 𝑃 has to satisfy the following: 
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2      𝑗 = 1,2, … 𝐽 
(2.19) 
From (2.4), the capacity of the secondary network is given by: 





𝐻 ] 𝑏𝑖𝑡𝑠 𝐻𝑧⁄ 𝑠⁄  (2.20) 
The multiple antenna CR TX adapts its transmit power, allowing it to meet the interference 
constraints at the PU RX and optimize its performance, while satisfying its own transmit power 
requirements. 
 
2.3 Energy Efficient Wireless Systems 
Energy efficient communications, or green radio, has recently drawn interest from both the 
academic and industrial communities.  To this end, a research direction aimed at evolved energy 
efficient wireless architectures and techniques has emerged.  As a result, international 
collaborations have led to research projects dedicated to energy efficient wireless communications.  
These research activities include Green Radio [55], Energy Aware Radio and Network 
Technologies (EARTH) project [56] [57] and Optimizing Power Efficiency in Mobile Radio 
Networks (OPERA-Net) project [58] [59].  Some of the energy efficient proposals and techniques 
that have emerged out of these projects include energy-efficient hardware, energy-efficient mobile 
radio access networks, energy-efficient architectures and energy-efficient resource management.  
The focus of this thesis is on energy-efficient transmit antenna selection from a cross-layer 
perspective; therefore, this chapter presents the fundamentals of energy efficient communications 




2.3.1 Why Energy Efficient Wireless Communications? 
In recent years, information and communication technology (ICT) has evolved rapidly vis-a-vis 
the growth in the number of different types of applications and services offered.  This has seen a 
corresponding growth in the resources required to meet the ever-increasing requirements of these 
services and applications.  One such resource is energy; the energy consumption of ICT and the 
related greenhouse emissions are growing at a dramatic rate.  The ubiquitous deployment of mobile 
wireless networks has seen the energy consumption of mobile networks growing at a much faster 
rate than that of ICT as a whole [60].  Additionally, as the worldwide coverage of the 4G system 
continues to increase rapidly, mobile networks will increasingly consume more energy - due to the 
growth in the number of mobile subscribers, increased mobile data traffic, as well as the increased 
deployment of the supporting network infrastructure.   
Unless effective action is taken, wireless communications will continue to consume significantly 
more and more energy; this has seen an interest in the design of energy efficient wireless systems 
from both the industry and academic researchers.  The main reasons that motivate research in green 
communication networks are as follows:  From a network operator’s perspective, the main reason 
for reducing energy consumption is economical; this is because of the huge electricity bill 
associated with increased energy consumption.  In [61], it is pointed out that electricity bills 
account for about 18%  and 32%  of the operation expenditure (OpEx) for cellular network 
operators in the European and Indian markets respectively.  Therefore, improving the energy 
efficiency of wireless networks has significant economic benefits. 
During the past decades, much effort has been made to reduce climate change, which has seen the 
adoption of greenhouse gas emission targets by more than 100 countries - with the aim of limiting 
global warming to 2% or below that, in order to mitigate the adverse effects of climate change 
[62].  Most economists favour the cap, trade and carbon tax approaches for reducing the 
greenhouse emissions [63].  These approaches create incentives for businesses and households to 
conserve energy, to improve energy efficiency and to adopt clean energy technologies.  Therefore, 
the pressure of social responsibility coupled with incentives (some of which are economic) 
motivates network operators to implement measures to reduce their energy consumption. 
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From a user’s perspective, green communication is also essential.  With most users now using 
3G/4G services, while simultaneously running energy-hungry applications (e.g. video games, 
streaming multimedia services. mobile TV, video sharing, etc.) on their mobile devices, the battery 
life of the mobile devices negatively affects the user's mobile experience [61].  The solution to the 
problem of limited battery life is the development of improved battery technology.  However, the 
development of improved battery technology occurs at a slower pace than the increase in energy 
consumption [64].  Consequently, in the meantime, the design of energy efficient wireless 
networks can be used to tackle this issue. 
 
2.3.2 Power Consumption Model 
Determining the power consumption of a wireless system requires a power consumption model.  
A power consumption model describes how much power is consumed by a wireless system.  In 
this thesis, the power consumption model developed in [65], which is quite popular, will be used.  
In this model, the total power consumed by the wireless system is the sum of the power consumed 
by all the signal-processing blocks at the transmitter and receiver.  This model is for a generic 
wireless system; and the constituent signal-processing blocks at both the transmitter and receiver 
are as shown in Figure 2.5.  The transmit signal path is made up of a digital-to-analog converter 
(DAC), a low-pass filter, a mixer driven by a local oscillator (LO), a filter and a high-power 
amplifier (PA).  The receive signal path is made up of a band-pass filter, a low noise amplifier 
(LNA), a filter, a mixer driven by the LO, a filter, an intermediate frequency amplifier (IFA) and 
the analog-to-digital converter (ADC).  Therefore, a 𝑁𝑅 × 𝑀𝑇  MIMO system has 𝑀𝑇  and 𝑁𝑅 
transmit and receive signal paths respectively, as shown in Figure 2.5. 
In order to simplify the model, the baseband signal-processing blocks (e.g. source coding, digital 
modulation) and the error correction code (ECC) blocks are omitted, i.e. an un-coded system is 
assumed.  However, the methodology used in describing the power consumption model makes 




Figure 2.5. Transmitter/receiver circuit blocks in a MIMO wireless system 
signal paths is given by [66]: 
𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑃𝐴 + 𝑃𝑐 (2.21) 
where 𝑃𝑃𝐴 is the power consumed by all the power amplifiers and 𝑃𝑐 is the power consumed by all 















where 𝑃𝑡𝑖 is the transmit power allocated to the 𝑖𝑡ℎ transmit antenna and 𝜌 is the power efficiency 
of each power amplifier, which is assumed to be the same for all the power amplifiers.  𝑃𝑡 is the 
total transmit power; it is the sum of the powers allocated to the transmit antennas, i.e.: 
𝑃𝑡 = 𝑃𝑡1 + 𝑃𝑡2 + ⋯ 𝑃𝑡𝑀𝑇 (2.23) 
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Therefore, 𝑃𝑃𝐴 consists of the actual transmit power and the wasteful power consumed by the 
power amplifiers.  𝑃𝑐 is modelled as: 
𝑃𝑐 ≈ 𝑀𝑇(𝑃𝐷𝐴𝐶 + 𝑃𝑚𝑖𝑥 + 𝑃𝑓𝑖𝑙𝑡) + 2𝑃𝑠𝑦𝑛 + 𝑀𝑅(𝑃𝐿𝑁𝐴 + 𝑃𝑚𝑖𝑥 + 𝑃𝐼𝐹𝐴 + 𝑃𝑓𝑖𝑙𝑟 + 𝑃𝐴𝐷𝐶) (2.24) 
where 𝑃𝐷𝐴𝐶, 𝑃𝑚𝑖𝑥, 𝑃𝐿𝑁𝐴, 𝑃𝐼𝐹𝐴, 𝑃𝑓𝑖𝑙𝑡, 𝑃𝑓𝑖𝑙𝑟, 𝑃𝐴𝐷𝐶 and 𝑃𝑠𝑦𝑛 are the power consumption values for the 
active DACs, mixers (transmitter/receiver), LNAs and IFAs; the active filters at the transmit and 
receive side, the active ADCs and the frequency synthesizer (i.e. LO) respectively.  The frequency 
synthesiser is assumed to be shared among all the antenna paths, i.e. the wireless system has two 
frequency synthesizers, one for the transmit paths, the other for the receive paths. 
 
2.3.3 Energy Efficiency Metrics 
An energy efficiency metric is of primary importance in the overall design of an energy efficient 
network, since it is directly related to the decisions made in optimizing the energy efficiency of 
the network.  Several different EE metrics are proposed in literature, but the most popular is the 
‘bits-per-Joule’ metric [61].  This metric is defined as the ratio between the capacity and the 





where 𝐶 (𝑏𝑖𝑡𝑠 𝑠⁄ ) is the channel capacity and 𝑃𝑡𝑜𝑡𝑎𝑙 is the total power consumption of the system.   
The EE and spectral efficiency (SE) sometimes conflict with one another, i.e. optimizing one 
sacrifices the other.  Therefore, it is common in literature to investigate a trade-off between EE 
and SE; an example can be found in [70].  In this thesis, a SE constraint is employed; and this will 
ensure that the designed energy-efficient antenna selection schemes achieve high EE while 




2.4 Cross-Layer Design 
The TCP/IP protocol suite provides end-to-end connections in communication networks through 
functionalities organized in five distinct layers, i.e., the application, transport, network, data link 
and physical layers.  Exchange of data and services takes place between adjacent layers; a layer 
provides services to the layer directly above it, and it makes use of services provided by the layer 
directly below it.  Within each layer, protocols are designed to realize the services that the layer 
provides.  The modular architecture of TCP/IP enables research and design to occur independently 
at each layer; this has accelerated technological development and implementation.  Additionally, 
the layered architecture allows different network architectures to be easily interconnected [71].  
The massive proliferation of the Internet, together with the rapid growth of the services and the 
applications it offers, has been attributed to TCP/IP - making it the de-facto architecture for 
wireless networks.  The layered IP architecture was first defined in the 3G standard; and it was 
then realized in beyond 3G (B3G) wireless networks; i.e., 4G networks; e.g., the LTE-A standard 
defines a wireless network that relies on packet-switching technologies entirely based on the IP 
protocol suite [72]. 
TCP/IP was initially designed for wired networks; when TCP/IP is implemented in the wireless 
environment, difficulties emerge.  The limited spectrum availability and the unique nature of 
wireless channels creates several problems, which are not handled well in the framework of the 
layered architecture.  In particular, wireless channels are affected by small-scale channel 
variations, caused by user mobility or changes in the physical environment; and large-scale 
variations (which are spatio-temporal), which are dependent on user location and the interference 
levels.  These channel variations result in higher error rates, bursty errors, location dependent and 
time-varying wireless link capacity; which are not present in wireline networks.  This motivated 
interest in adopting cross-layer designs (CLD), which combine functionalities and information 
between different layers, in order to improve the performance of wireless networks [17] [71] [73] 
[74] [75].    
One of the earliest examples of the gains accrued from the information exchange between layers, 
are those achieved in a multi-user (MU) wireless system with channel scheduling; where the link 
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channel state information (CSI) for each user is fed back to the base station.  The average 
throughput of the MU system is increased, if in each time slot, the user with the best channel 
conditions is scheduled; this is referred to as multi-user diversity gain [76].  Therefore, this 
represents a cross-layer design because CSI (physical layer) is used by the scheduler (data link 
layer) in order to improve the performance of the system. 
 
2.4.1 Cross-Layer Design Coordination Model 
The concept of a coordination plane was introduced in [74] [75] [77], to aid in the identification, 
description and management of cross-layer interactions.  A coordination plane is a cross-sectional 
view of the protocol stack on which interlayer coordination algorithms can be applied; and it is 
focused on solving a set of problems of the same kind.  In [75] cross-layer designs are modelled 
as a coordination model, consisting of three coordination planes, which describe the functionality 
that cross-layer designs can support.  As shown in Figure 2.6, the three coordination planes are the 
security, quality of service (QoS) and mobility planes, which extend across the five TCP/IP 
protocol layers.  The coordination planes represent the goals that cross-layer designs aim to 
achieve.  A brief description of the coordination planes follows. 
 
2.4.1.1 The Security Plane 
The main purpose of the security coordination plane is to eliminate multiple layers of encryption.  
In [77], it is proposed that encryption methods such as secure shell (SSH) and Wi-Fi protected 
access, should be deployed in the security plane in a cross-layer design, which is aimed at secure 
communications.  In [78], a cross-layer design for multi-hop wireless networks that share 
parameters in each layer, to avoid multi-layer attacks, is proposed.  The design results in less 
routing overhead and fewer acknowledgment packets.  Other examples of cross-layer designs in 




Figure 2.6. Cross-layer coordination planes 
 
2.4.1.2 The QoS Plane 
The QoS plane aims to improve the quality of service of the wireless network by distributing the 
QoS requirements and restrictions along the whole protocol stack; and by coordinating their efforts 
in a cross-layer manner.  More specifically, due to the unique nature of the wireless link, the upper 
layers may need to be aware of the information in the data link and physical layers in order to 
improve the QoS.  As an example, the time-varying nature of wireless links makes them more 
susceptible to transmission errors, as compared to wireline links; and this affects the performance 
of TCP.  TCP provides reliable connection-oriented end-to-end transmissions, as well as 
congestion control.  The initial implementation of TCP regards all packets losses as being due to 
congestion.  However, in wireless networks, high transmission errors also result in packet losses; 
therefore, the congestion and retransmission procedures of TCP can lead to the degradation of the 
system throughput.  In [81], it was shown that if the packets are marked, based solely on congestion 
information, the time-varying nature of the wireless channel does not cause significant degradation 
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to the performance of TCP.  In [82], the authors propose TCP based on Explicit Loss Notification 
(ELN) for wireless networks.  The ELN mechanism is designed to notify the packet sender of the 
reason for the packet transmission error.  ELN shares information between the TCP and MAC 
layers; and the evaluation results show that implementing ELN results in enhanced system 
performance.  Other examples of cross-layer designs in the QoS plane can be found in [83] [84] 
[85] [86].   
 
2.4.1.3 The Mobility Plane 
The mobility plane deals with the problems created in mobile scenarios, in order to guarantee 
uninterrupted communications in wireless networks.  Mobility results in events which need to be 
identified and handled.  For example, horizontal and vertical handovers result in channel switch 
and route change events at the lower layers, which need to be communicated to the upper layers 
so that the communication maintained by the upper layers is not interrupted [77] [87] [88].  
Channel fading, transmission delay, high bit error rate, and other failures that decrease QoS may 
affect the mobility as well; therefore, some cross-layer designs in the QoS plane also have the goal 
of mobility.  Other examples of cross-layer designs in the mobility plane can be found in [73] [74].   
 
2.4.2 Data link and Physical Layers Cross-layer Interactions 
As mentioned in the previous chapter, the focus of this thesis is on the cross-layer interactions 
between the physical and data link layers.  The data link layer has two sublayers, the data link 
control (DLC) and the media access control (MAC) sublayers.  The primary functions of the DLC 
sublayer include, dealing with transmission errors and regulating the flow of data; while those of 
the MAC sublayer include managing access to the resources available on the shared medium.  On 
a more specific note, this thesis focuses on the interaction between the DLC sublayer and the 
physical layer - with the aim of improving the performance of the system in terms of energy 
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efficiency, throughput, transmission latency, packet error rate and receiver buffer requirements.  
Therefore, the cross-layer algorithms developed in this thesis fall in the QoS coordination plane. 
The DLC sublayer provides a well-defined interface to the network layer aimed at providing an 
error-free virtual link; this can be accomplished by implementing automatic repeat request (ARQ) 
schemes.  ARQ protocols provide reliable communications over wireless links by combating 
channel fading [89] [90].  ARQ combines an error detecting code and a retransmission strategy.  
The error detecting code generates parity bits from blocks of data; the parity bits are then appended 
to each data block to form a code word (packet).  At the receiver, the parity bits are used to 
determine whether the packets were correctly received, and if not, then the retransmission strategy 
determines how the erroneously received packets are to be retransmitted.   
Because of their mode of operation, ARQ protocols achieve higher reliability, at reduced 
complexity and cost, compared to forward error correction (FEC) schemes [89].  Depending on 
the retransmission strategy, ARQ protocols can be divided into three basic categories; stop-and-
wait (SAW), go-back-to-N (GBN) and selective repeat (SR).  The simplest ARQ protocol to 
implement is SAW. In SAW, a packet is transmitted only after the preceding packet has been 
received correctly.  Therefore, packets always arrive in sequence at the receiver, resulting in SAW 
having minimal signaling and buffer requirements.  The idle time spent waiting for an 
acknowledgment (ACK) or a negative acknowledgment (NACK) for each transmitted packet, 
severely affects the throughput efficiency of SAW.   To compensate for the idle time in SAW, the 
N-SAW retransmission protocol runs multiple SAW processes in parallel, resulting in improved 
throughput efficiency.  N-SAW is part of the LTE/LTE-A communications standards [91].   
Cross-layer designs that are ARQ aware have been proposed in literature.  The cross-layer schemes 
use ARQ-related information, e.g. throughput, the number of packet retransmissions, transmission 
delay, etc., combined with physical-layer information in order to optimize the performance of the 
wireless link [92] [93].  In the context of spatial multiplexing MIMO systems with antenna 
selection, there is a recent trend aimed at optimizing cross-layer criteria, as opposed to physical 
layer metrics, like capacity, SNR or error rate.  More specifically, the antenna selection schemes 
are designed to optimize the data link layer throughput, i.e. the number of successfully received 
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bits per second, which takes into consideration the receiver structure, packet size, modulation 
scheme ARQ scheme, etc. This trend will be discussed further in Section 2.5.1.1. 
 
2.5 Antenna Selection 
MIMO significantly improves the spectral efficiency and the reliability of wireless links, as 
discussed in Section 2.1; however, the deployment of multiple antennas incurs a problem of 
hardware complexity.  Antenna selection is an innovative technique that provides a solution to the 
problem of increased hardware complexity, cost and power consumption attributed to the multiple 
RF chains associated with multiple antennas.  In antenna selection, the optimal subset of antennas 
is selected from the available antennas for transmission purposes, thereby reducing the number of 
RF chains required.  Antenna selection is cost-effective because the additional antenna elements 
required and the associated signal-processing is relatively cheaper than introducing complete RF 
chains.  Moreover, the many benefits of MIMO are still provided by the optimally selected system 
[10] [94].   
A typical MIMO wireless system, with antenna selection capabilities at both the transmitter and 
receiver, is depicted in Figure 2.7.  The MIMO system is equipped with 𝑀𝑇 and 𝑁𝑅 transmit and 
receive antennas respectively; while the number of RF chains at the transmitter and receiver are 
𝑚𝑇  (1 ≤ 𝑚𝑇 < 𝑀𝑇 ) and 𝑛𝑅  (1 ≤ 𝑛𝑅 < 𝑁𝑅 ) respectively.  The channel matrix before antenna 
selection is represented by 𝑯 ∈ ℂ𝑁𝑅×𝑀𝑇.  The best subset of 𝑚𝑇 out of 𝑀𝑇  transmit antennas and 
𝑛𝑅  out of 𝑁𝑅  receive antennas are selected, based on a given selection criterion.  The channel 
matrix after antenna selection, 𝑯𝑠 ∈ ℂ
𝑛𝑅×𝑚𝑇 , is formed by the 𝑚𝑇 columns and 𝑛𝑅 rows of 𝑯, 
corresponding to the 𝑚𝑇 and 𝑛𝑅 selected transmit and receive antennas respectively.   
The performance of the MIMO channel can be enhanced by performing some form of pre-
processing at the transmitter [11].  Most pre-processing schemes require some degree of channel 
knowledge at the transmitter, i.e. full or partial channel knowledge; beamforming is an example 




Figure 2.7. Block diagram of MIMO system with transmit and receive antenna selection 
The pre-processing schemes are implemented to maximize the capacity, or to minimize the error 
rate.  Unless channel knowledge at the transmitter is obtained through reciprocity, a feedback 
channel is required to convey the CSI from the receiver to the transmitter.  However, the feedback 
channel usually has limited bandwidth; therefore, perfect and instantaneous CSI is seldom 
available at the transmitter.  In such scenarios, antenna selection, more specifically transmit 
antenna selection, offers an effective pre-processing solution with low feedback requirements; 
channel knowledge is not required at the transmitter. 
Transmit antenna selection exploits channel knowledge at the receiver; therefore, the CSI does not 
need to be conveyed to the transmitter.  In transmit antenna selection, the subset of 𝑚𝑇 out of 𝑀𝑇 
transmit antennas that optimize a given criterion are selected at the receiver.  Then the antenna 
selection command is conveyed to the transmitter via a low bandwidth feedback channel; since as 
few as 𝑀𝑇 bits are required to do so.  Transmit antenna selection can also be used to enhance the 
performance of MIMO systems – without offering reduced hardware complexity and cost, i.e. the 
MIMO system is equipped with the same number of antennas as RF chains.  When transmit 
antenna selection is implemented as a signal-processing technique for improving the performance 
of the MIMO system, the subset of 𝑀𝑡 (1 ≤ 𝑀𝑡 ≤ 𝑀𝑇) transmit antennas that optimizes a given 
criterion is selected.  Therefore, the transmit antenna selection algorithm adapts the number of 
active transmit antennas to the varying channel conditions in order to improve the performance of 
the MIMO system. 
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Antenna selection was initially designed for capacity maximization or error rate minimization, 
aimed at reducing the hardware complexity and cost; and improved system performance – this will 
be referred to this as conventional antenna selection.  The concern regarding the increasing energy 
consumption of wireless communications has seen antenna selection being proposed, in literature, 
as a technique for designing energy efficient MIMO systems.  In the next section, a brief overview 
of conventional antenna selection is given; and then in Section 2.6, the current research work on 
energy-efficient antenna selection will be reviewed. 
 
2.5.1 An Overview of Conventional Antenna Selection 
The design of antenna selection algorithms depends on a variety of factors, including but not 
limited to, the coding technique (spatial diversity of multiplexing), selection criteria and receiver 
structure.  Conventional antenna selection algorithms are designed with the aim of either 
improving the link reliability or the information rate, for spatial diversity or spatial multiplexing 
systems respectively.  Several criteria are used for antenna selection, with SNR, error rate and 
capacity being the most popular. 
Antenna selection was first proposed for spatial diversity schemes aimed at improving link 
reliability.  In [95], receive antenna selection was proposed for SIMO systems; while transmit 
antenna selection for MISO systems was presented in [96]; in both schemes, a single antenna was 
selected, with channel gain and SNR as the selection criteria respectively.  Transmit and receive 
antenna selection schemes, where multiple antennas are selected, with SNR as the selection 
criterion, are presented in [10] [94] [97] [98] [99].   
Antenna selection schemes, in combination with MRC and MRT, are presented in [10] [94] [97] 
[98]; while antenna selection schemes combined with OSTBC are presented in [99].  In [100], 
transmit antenna selection for spatial multiplexing systems, based on minimizing the error rate, is 
presented.  In these antenna selection schemes, it is shown that antenna selection maintains the 
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diversity order of the system; the diversity order of the optimally selected system is the same as 
that of the MIMO system with all the transmit/receive antenna in use.   
Transmit and receive antenna selection algorithms for spatial multiplexing schemes - aimed at 
enhancing the data rate – are presented in [10] [94] [101].  The algorithms select the subset of 
transmit/receive antennas that maximize the system capacity.  It is shown that, as long as the 
system with antenna selection has at least as many receive antennas as transmit antennas, then the 
optimally selected system has almost the same capacity as the full complexity system i.e. the 
MIMO system with all transmit/receive antennas in use.   
In the context of CR MIMO systems, antenna selection schemes have been presented and studied 
in [102] [103] [104] [105] [106] [107].  Examples of the optimization criteria used include 
interference, capacity, SNR and SINR - which are all physical-layer metrics. 
The optimal mechanism for selecting the subset of antennas, based on a given selection criterion, 
is based on performing an exhaustive search over all possible antenna subsets.  Based on the 
MIMO system with antenna selection, as shown in Figure 2.7, the number of antenna subsets for 













respectively.  Therefore, the optimal exhaustive search algorithm is computationally complex, with 
a complexity that increases with the number of transmit/receive antennas.  Consequently, sub-
optimal algorithms, i.e. algorithms whose performance is not as good as that of the exhaustive 
search algorithms, but with reduced computational complexity, have been proposed in literature.  
For example, the norm-based selection algorithm is a simple sub-optimal algorithm that reduces 
the complexity of spatial diversity and spatial multiplexing systems, with antenna selection, by 
simply maximizing the norm of the selected channel matrix [94]. 
In [108], a fast incremental selection algorithm for capacity maximization is proposed.  The 
algorithm begins with an empty set; then it adds the antenna with the highest capacity contribution 
in each step; the algorithm achieves near-optimal performance.  The authors in [109] propose a 
joint transmit/receive antenna selection near-optimal greedy algorithm for capacity maximization.  
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Near-optimal reduced complexity algorithms, based on particle swarm and convex optimization, 
are proposed in [110] [111].   
It is worth noting that the design of reduced complexity algorithms is highly dependent on the 
optimal exhaustive search algorithm whose complexity they are designed to reduce.   
 
2.5.1.1 Throughput-Based Antenna Selection 
As discussed in the previous section, the common criteria for conventional antenna selection 
include SNR, capacity and error rate, which are all physical-layer metrics.  Antenna selection that 
optimizes these criteria does not exploit any information or functionalities from upper layers; 
therefore, these schemes are physical-layer approaches.  In Section 2.4, it was pointed out that due 
to the fragile nature of wireless links, the constituent layers of the TCP/IP protocol stack may need 
to work together, in order to enhance the QoS or the performance of wireless systems.   
With regard to antenna selection for spatial multiplexing systems, a new criterion, namely 
throughput, has been proposed in literature.  Throughput is a cross-layer metric; this is because 
information from the physical and data link layers is used in its derivation.  Therefore, antenna 
selection, which maximizes throughput, is a cross-layer approach.  The pioneering example of 
cross-layer antenna selection is found in [112].  The authors propose transmit antenna selection 
that maximizes the data link throughput of a MIMO system with a BLAST architecture; with GBN 
as the ARQ protocol and QPSK as the modulation scheme.  The results showed that the 
throughput-based approach outperforms the capacity-based approach in terms of data link and TCP 
throughput.   
Throughput-based transmit antenna selection has also been studied in [113] [114] [115] [116].  
From these works, it is evident that the design of cross-layer antenna selection algorithms depends 
on the receiver structure, modulation scheme, ARQ protocol, amongst other parameters.  
Throughput maximization is shown to have superior performance in terms of throughput and 
transmission delay, when compared with capacity maximization.  The superior performance of the 
40 
 
throughput-based approach is attributed to its cross-layer design, which gives it the capability of 
exploiting the transmit power and the transmit antennas more efficiently, resulting in overall 
improved system performance.   
The works in [117] [118] focus on designing low complexity throughput-based transmit antenna 
selection algorithms.  The authors in [117] propose two recursive methods for reducing the 
complexity of throughput-based transmit antenna selection for MIMO systems employing the 
BLAST architecture and GBN as the ARQ protocol.  In [118], the complexity of throughput-based 
transmit antenna selection, for MIMO systems; with GBN as the ARQ protocol and binary phase 
shift keying (BPSK) as the modulation scheme;  is reduced by using particle swarm optimization.  
With regard to cognitive networks, [119] presents combined antenna selection and beamforming 
in cognitive networks, from a cross-layer perspective.  
 
2.6 Antenna selection for Energy Efficient MIMO Systems 
As mentioned in the previous section, antenna selection was initially considered for improved 
system capacity and link reliability.  However, with the recent interest in energy efficient wireless 
communications, some research works have investigated energy-efficient antenna selection for 
point-to-point MIMO systems [15] [16] [120] [121] [122] [123] [124].  In these works, antennas 
are selected to optimize physical-layer energy efficiency metrics.   
The authors in [15] propose energy efficiency (in bits-per-Joule-per-Hz) maximization, by jointly 
optimizing the transmit power, the number of active RF chains (antennas) and the antenna subset, 
subject to a SE constraint.  The MIMO system considered employs normalized precoding and 
decoding vectors at the transmitter and receiver; the SNR is maximized by applying MRT and 
MRC respectively.   Transmit, receive and joint transmit/receive antenna selection algorithms are 
considered.  Additionally, sub-optimal reduced complexity algorithms are developed.   
The works in [16] [120] focus on designing reduced complexity antenna selection algorithms for 
improving the energy efficiency of multi-stream MIMO systems.  In [120], the authors propose a 
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low complexity near-optimal antenna selection algorithm that optimizes the EE by maximizing the 
capacity of a multi-stream MIMO system, under a total power consumption constraint.  The 
algorithm determines the optimal number and subset of active transmit/receive antennas by 
iteratively selecting the receive or transmit antenna that leads to the highest increment in capacity.  
The iteration stops when there is a capacity decrease; and the optimal antenna subset is obtained.  
In [16], an iterative near-optimal algorithm that jointly selects the transmit antenna subset and 
determines the power, that maximize the EE (in bits-per-Joule-per-Hz), subject to a minimum 
transmission rate constraint, is proposed.  The authors derive an iterative equation for energy 
efficiency for the multi-stream MIMO system with transmit antenna selection; this is then used to 
guide the selection of the transmit antenna that achieves the largest energy efficiency increment in 
each step.  At each step, the optimal transmit power, which maximizes energy efficiency, is 
calculated. 
The authors in [121] investigate the trade-off between energy efficiency and spectral efficiency in 
the context of transmit antenna selection for MIMO systems.  The optimal value of SE that 
maximizes the EE, in bits-per-Joule, for the transmit antenna selection scheme, for a given number 
of antennas, is determined analytically and supported by numerical results.  The results show that 
transmit antenna selection achieves a better EE-SE trade-off performance than spatial multiplexing 
and MRT MIMO schemes.   
In [122], the EE of transmit antenna selection, with a large number of antennas available at the 
transmitter, is investigated.  The authors first derive an approximation of the distribution of the 
mutual information of the antenna selection system; this is then used to analyze the energy 
efficiency performance, in bits-per-Joule-Hz, under different conditions, in relation to circuit 
power and transmit power.  Two simple efficient antenna selection algorithms, are then proposed.    
In [123], the authors compare transmit antenna selection for MIMO-MRC systems, with that of 
MIMO systems with transmit beamforming, in terms of energy efficiency.  The EE is measured in 
terms of the cumulative distribution function (CDF) of the minimum energy-per-goodbit (EPG) 
required to attain a target outage probability.  The EPG is defined in terms of the transmit power, 
capacity and the bit error rate (BER).  The results show that, even though transmit antenna selection 
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is less efficient in terms of the outage probability as compared with transmit beamforming, it is 
more energy efficient; and this is attributed to it requiring less RF chains.   
In [124], the authors propose an optimal energy efficient scheme for MIMO-based cognitive radio 
networks, with transmit antenna selection.  The transmit antenna selection algorithm maximizes 
the EE, in bits-per-Joule, by jointly optimizing the transmit power and the number of active 
antennas, subject to the maximum interference (at the PU RX from the SU TX), the maximum SU 
transmit power and the minimum transmission rate (for the SU link) constraints.  Power allocation 
algorithms, which use the bisection search technique, are derived; these are then used to determine 
the optimal transmit power.  
In the literature review presented above, antenna selection is used as pre-processing technique for 
improving the energy efficiency of multiple-antenna systems.  More specifically, in most of these 
works, transmit antenna selection is implemented as a signal-processing technique for improving 
the energy efficiency of MIMO systems, whereby, the transmitter and receiver are equipped with 
an equal number of antennas as RF chains.  Consequently, transmit antenna selection is used to 
design energy efficient MIMO systems with high spectral efficiency.  The optimization criteria, in 
these works, are all physical-layer quantities; with the most common being the EE metric defined 
as the ratio of the channel capacity to the total power consumption of the system.  Therefore, all 
antenna selection schemes in these works are physical-layer approaches.  Consequently, the study 
of energy-efficient antenna selection from a cross-layer perspective remains an open and ongoing 
research challenge. 
 
2.7 Chapter Summary and Conclusions 
In this chapter, overviews on MIMO, CR and cross-layer designs are presented.  The fundamentals 
of conventional antenna selection, including a cross-layer perspective to transmit antenna 
selection, were discussed.  Also, the power consumption model, which is used to determine the 
power consumed by wireless systems, was described.   
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From the literature review on the related works on energy-efficient antenna selection presented in 
this chapter, it is evident that the antenna selection techniques adopt a physical-layer approach.  
The discussions presented in Section 2.4, on cross-layer designs, show that employing information 
and functionalities across layers enhances the performance of wireless networks.  With respect to 
spatial multiplexing MIMO systems, cross-layer transmit antenna selection, discussed in Section 
2.5.1.1, maximizes throughput; subsequently resulting in overall improved system performance, 
as compared with the physical-layer approach which, maximizes capacity.  The superior 
performance of the throughput-based approach is attributed to the utilization of parameters from 
the data link and physical layers.  Therefore, with regard to antenna selection for energy efficient 
MIMO systems, maximizing an energy efficiency metric that exploits parameters from the 
physical and data link layers, which have a direct impact on the performance of the system, should 
also result in an overall improved system performance.  Motivated by this, this thesis focuses on 
investigating cross-layer energy-efficient transmit antenna selection for multiple-antenna systems. 
The framework chosen for the thesis is that of un-coded spatial multiplexing multiple-antenna 
systems - equipped with ZF linear receivers with N-SAW as the ARQ protocol.  From the 
discussions in this chapter, it is observed that the chosen framework provides high spectral 






Chapter 3 Transmit Antenna Selection for Spatial 
Multiplexing Systems – A Cross-Layer Approach 
As discussed in the previous chapter, the design of cross-layer antenna selection schemes, which 
employ information from the data link and physical layers, depends on several factors, including 
receiver structure, modulation scheme and ARQ protocol.  Therefore, cross-layer antenna selection 
algorithms are unique; they are dependent on the system model (framework) in use.  In this chapter, 
we begin our study by deriving the analytical expression for system throughput, for spatial 
multiplexing multiple-antenna systems; equipped with ZF linear receivers, and N-SAW 
implemented at the data link layer.  The throughput expression thereby derived, will be used in 
subsequent chapters to develop the cross-layer energy efficiency metric.  Cross-layer transmit 
antenna selection algorithms that maximize the derived throughput, will then be developed and 
their performance analyzed, in comparison to the physical-layer approach, which maximizes 
capacity.  This will make evident the remarkable benefits that the cross-layer design brings to 
antenna selection.   
This chapter is organized as follows.  In section 3.1, the performance of transmit antenna selection 
in MIMO systems, from a cross-layer perspective, is evaluated. This is then extended to underlay 
CR MIMO systems in Section 3.2.  The conclusions of this chapter are presented in Section 3.3. 
 
3.1 Performance Analysis of Transmit Antenna Selection for MIMO 
Systems 
MIMO systems, configured to exploit spatial multiplexing, significantly improve the spectral 
efficiency of wireless channels.  With regard to antenna selection, which can either be used to 
reduce the hardware complexity and cost or as a signal-processing technique for enhancing the 
system performance, capacity is the most common optimization criterion.  However, capacity-
based approaches do not exploit all the information available at the data link and physical layers, 
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which have a direct impact on the system performance; therefore, maximizing capacity does not 
necessarily improve the overall performance of the system.  Consequently, a cross-layer approach 
to antenna selection, which exploits parameters from the data link and physical layers, with 
throughput as the selection criterion, has been proposed in literature.  As mentioned in Section 
2.5.1.1, throughput-based transmit antenna selection for spatial multiplexing systems was first 
proposed in [112] and subsequently studied in [113] [114] [115] [116]. 
In [113], the authors investigate the performance of a cross-layer approach to transmit antenna 
selection in which an adaptive number of transmit antennas is selected to optimize the throughput 
of a MIMO system, with a V-BLAST architecture, and hybrid ARQ (H-ARQ) implemented at the 
data link layer.  The modulation schemes considered are QPSK and 16-QAM.  Adaptive 
modulation is incorporated into the antenna selection scheme to enhance system performance.  
Throughput-based transmit antenna selection is shown to outperform the capacity-based approach 
in terms of throughput and transmission latency.   
In [114], the performance of cross-layer transmit antenna selection with decision-feedback 
detection receivers, over spatially correlated Ricean fading MIMO channels, is investigated; GBN 
is used as the ARQ protocol and BPSK as the modulation scheme.  The results show that the cross-
layer approach delivers higher throughput gains when compared with the capacity-based approach.  
In [115] [116], the authors propose throughput-based transmit antenna selection when truncated 
SR ARQ or SR plus GBN are employed at the data link layer, with M-QAM as the modulation 
scheme.  The cross-layer approach is shown to outperform capacity-based transmit antenna 
selection in terms of throughput. 
In this section, the performance of transmit antenna selection for MIMO systems, from a cross-
layer perspective, is investigated; N-SAW is implemented at the data link layer with QPSK as the 
modulation scheme.  Further, the impact of packet size, number of ARQ (SAW) processes and the 
stalling of packets inside the receiver reordering buffer – caused by running multiple ARQ (SAW) 
processes in parallel - on system performance, is investigated.  The previous works [112] [113] 
[114] [115] [116] do not consider these factors when analyzing the performance of throughput-
based transmit antenna selection.   
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The rest of this section is organized as follows:  The system model is described in Section 3.1.1; 
and the analytical throughput expression is derived in Section 3.1.2.  In Section 3.1.3, the 
throughput-based transmit antenna selection scheme is developed; and its performance is evaluated 
by comparing it with that of capacity maximization.  In Section 3.1.4, the performance analysis is 
extended to the system with antenna selection with a stall avoidance mechanism implemented. 
 
3.1.1 System Description 
Consider a point-to-point MIMO system with 𝑀𝑡 transmit and 𝑁𝑟 receive antennas, as shown in 
Figure 3.1.  The MIMO system is configured to exploit spatial multiplexing, therefore 𝑀𝑡 ≤ 𝑁𝑟 
[10].  The MIMO channel, represented by 𝑯 ∈ ℂ𝑁𝑟×𝑀𝑡 , is assumed to have ZMCSCG elements 
with unit variance.  The channel is assumed to experience frequency flat Rayleigh fading, and the 
channel is assumed known only at the receiver.  Transmit antenna selection is implemented as a 
signal-processing technique for improving the performance of the MIMO system; therefore, the 
transmitter and receiver are equipped with an equal number of antennas as RF chains.  The subset 
of transmit antennas that optimize a specific criterion is selected at the receiver.  The selected 
subset consists of an adaptive number of transmit antennas, 𝑀𝑠 , where 1 ≤ 𝑀𝑠 ≤ 𝑀𝑡 .  The 
information on the selected antenna subset is fed back to the transmitter, in the form a selection 
row vector, 𝒔𝒗, via a low bandwidth feedback channel, which is assumed to be error free with zero 




     
𝑖𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑖𝑠 𝑠𝑒𝑙𝑒𝑡𝑒𝑑
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3.1) 








Figure 3.1. Block diagram of MIMO system model 
where 𝑯𝒔 ∈ ℂ
𝑁𝑟×𝑀𝑠  is the MIMO channel after transmit antenna selection, 𝒙 ∈ ℂ𝑀𝑠×1  is the 
transmit symbol vector, 𝒏 ∈ ℂ𝑁𝑟×1 the noise vector and 𝑃 the transmit power available in one 
symbol period.  𝒙 is assumed to have uncorrelated, zero mean symbols with unit energy drawn 
from the selected constellation; while 𝒏 is assumed to have ZMCSCG elements with a variance of 
𝜎.  𝑃 is assumed to have a value of 1𝑊, while a symbol period of 1 second is assumed.  The 
available transmit power is divided uniformly among the selected transmit antennas.  The receiver 
is equipped with a ZF linear receiver, which separates the received signal into its component 𝑀𝑠 
transmitted data streams.   
N-SAW is implemented at the data link layer to control transmission errors.  As mentioned in 
Section 2.4, N-SAW runs multiple instances of the protocol in parallel in order to compensate for 
the idle time associated with the round-trip delay of SAW.  The operation of N-SAW is depicted 
in Figure 3.2.  The parallel SAW processes experience unique channel conditions leading to SAW 
dependent packet error rates.  Consequently, the packets transmitted in different SAW processes 
may require different number of retransmissions resulting in out-of-sequence packet arrival at the 




Figure 3.2. N-SAW with 𝑵 = 𝟑 SAW processes running in parallel 
{In Figure 3.2, the packet numbering format, 𝑆𝑛, denotes a packet with sequence number S 
transmitted in the 𝑛𝑡ℎ SAW process.  The blue and red dashed arrows represent ACK and 
NACK respectively.} 
received out-of-sequence, i.e. 1 2 3 4 6 5 7.  A reordering buffer is now required at the receiver to 
temporarily store the received packets; they are reordered before being delivered in-sequence to 
the higher layer. 
The bit stream received at the transmitter data link layer is divided into blocks of 𝑘 −bits.  Each 
𝑘 −bit block is encoded into an 𝑛 −bit packet by an error detecting (𝑛, 𝑘) linear block code.  At 
the physical layer, each 𝑛 −bit packet is modulated to produce an 𝐿 −symbol packet, where 𝐿 =
𝑛 𝑏⁄  with 𝑏 being the number of bits per symbol.  The packets are numbered in sequence and 
placed in the transmit buffer awaiting transmission.  Before being transmitted, each packet is 
divided into 𝑀𝑠 parallel data streams, as shown in Figure 3.3.  The 𝑀𝑠 modulated signals are then 




Figure 3.3. Transmitted packet structure 
slot period 𝐿 𝑀𝑠⁄  seconds.  The channel response is assumed constant during the transmission of 
each packet.   
At the receiver, the output of the ZF linear receiver – consisting of 𝑀𝑠  data streams – are 
demodulated and the resultant bit streams are combined and passed on to the receiver data link 
layer.  The bit stream is formed into packets, then the packets are examined to determine whether 
any transmission errors occurred.  ACKs and NACKs are sent to the transmitter for correctly and 
erroneously received packets respectively; the error detecting code is used to determine whether a 
received packet is erroneous.  Packets received with errors are retransmitted, according to the ARQ 
retransmission protocol.  A limit is set on the number of times a packet can be retransmitted.  The 
implication of this is that the receiver keeps a record of the number of times each packet is 
retransmitted; when a packet has been retransmitted the maximum number of times, it is accepted 
whether it has errors or not.  Accepted packets are placed in the receiver reordering buffer from 
where they are passed on, in-sequence, to the higher layer, using the in-sequence algorithm given 
in Appendix A.  Packets remain in the reordering buffer for as long as preceding packet(s) have 





3.1.2 Throughput Expression for Spatial Multiplexing MIMO Systems 
In this section, the analytical expression for throughput, for the system described in Section 3.1.1, 
is derived.  As mentioned in the previous section, the ZF linear receiver separates the received 
signal into its component transmitted streams.  The post processing SNR for the 𝑘𝑡ℎ data stream 






     𝑘 = 1,2,3, … 𝑀𝑠 (3.3) 
while the symbol error rate (SER) for the 𝑘𝑡ℎ data stream, is given by: 
𝑆𝐸𝑅𝑘 = 𝑓(𝑆𝑁𝑅𝑘, 𝑀𝑜𝑑)         𝑘 = 1,2,3, … 𝑀𝑠 (3.4) 
where 𝑀𝑜𝑑 accounts for the modulation scheme in use (see Appendix B for SER expressions).  
Since each 𝐿 −symbol packet is transmitted as 𝐿 𝑀𝑠⁄  parallel data streams, and assuming an un-
coded system, the packet error rate (PER) is given by: 







Consider SAW implemented in a SISO system, where a symbol stream is transmitted at a symbol 
rate of 𝛿𝑠, and a (𝑛, 𝑘) linear block code is used for error detection.  For 𝑘 𝑏⁄  information symbols 
to be successfully accepted by the receiver, the average number of symbols that the transmitter 




where 𝑃𝑐 is the probability of an 𝐿 −symbol packet (𝐿 = 𝑛 𝑏⁄ ) being received without error and 𝜆 
is the round-trip delay in seconds.  To successfully transmit 𝑘 𝑏⁄  symbols takes ((𝐿 + 𝜆𝛿𝑠) 𝑃𝑐⁄ ) 𝛿𝑠⁄  





((𝐿 + 𝜆𝛿𝑠) 𝑃𝑐⁄ ) 𝛿𝑠⁄  
  𝑠𝑦𝑚𝑏𝑜𝑙𝑠 𝑠⁄  (3.7) 
Moreover, the throughput in bits per second can now be expressed as: 
𝜂𝑆𝐴𝑊 = 𝑏 ×
(𝑘 𝑏⁄ )(1 − 𝑃𝐸𝑅)
(𝐿 + 𝜆𝛿𝑠)𝑇𝑠
  𝑏𝑖𝑡𝑠 𝑠⁄  (3.8) 
where 𝑃𝑐 = 1 − 𝑃𝐸𝑅 and 𝑇𝑠 = 1 𝛿𝑠⁄ , with 𝑇𝑠 the symbol period.  In comparison to a SISO system 
which transmits only one symbol stream, 𝑀𝑠 symbol streams are transmitted simultaneously in a 
MIMO system; therefore, the round-trip delay is given by 𝜆𝑚 = 𝜆 𝑀𝑠⁄ .  Also, N-SAW runs 𝑁 
SAW processes in parallel.  Taking these two points into consideration, the throughput for MIMO 
systems with N-SAW, can be expressed as: 
𝜂𝑁𝑆𝐴𝑊 = 𝑏 × 𝑁 × 𝑀𝑠
(𝑘 𝑏⁄ )(1 − 𝑃𝐸𝑅)
(𝐿 + 𝜆𝑚𝛿𝑠)𝑇𝑠
  𝑏𝑖𝑡𝑠 𝑠⁄  (3.9) 
Rearranging (3.9), the throughput can be expressed as: 
𝜂𝑁𝑆𝐴𝑊 = 𝑏 × 𝑁 × 𝑀𝑠
𝑙 × (1 − 𝑃𝐸𝑅)
(1 + 𝑊)𝑇𝑠
  𝑏𝑖𝑡𝑠 𝑠⁄  (3.10) 
where 𝑙 = (𝑘 𝑏) 𝐿⁄⁄ = 𝑘 𝑛⁄  is the ratio of information symbols per packet and 𝑊 = 𝜆𝑚𝛿𝑠 𝐿⁄  is the 
round-trip delay in slots (since a single 𝐿 −symbol packet is transmitted per slot).  Assuming that 
square pulses are used, then 𝑇𝑠 = 1 𝐵⁄  can be assumed, where 𝐵 is the bandwidth of the channel 
in ℎ𝑧.  Therefore, the normalized throughput, with respect to bandwidth, for MIMO systems with 




= 𝑏 × 𝑁 × 𝑀𝑠
𝑙 × (1 − 𝑃𝐸𝑅)
(1 + 𝑊)
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (3.11) 
It is observed from (3.11) that the calculation of normalized throughput exploits information from 
both the physical and data link layers, making it a cross-layer quantity. As a note, in the system 
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description in section 3.1.1, a bandwidth of 𝐵 = 1𝐻𝑧, i.e. 𝑇𝑠 = 1 second, was assumed, making 
the throughput and normalized throughput equal in this case.  Therefore, in this chapter the terms 
throughput and normalized throughput will be used interchangeably.  Validation of the throughput 
expression can be found in Appendix C.   
 
3.1.3 Transmit Antenna Selection for MIMO Systems 
As mentioned earlier, it is common practice to use capacity as the selection criterion in spatial 
multiplexing systems.  The capacity of the MIMO system, given in Figure 3.1, after transmit 
antenna selection, is given by: 




𝐻] 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (3.12) 
In capacity-based transmit antenna selection, the subset of transmit antennas that maximizes the 
capacity, as given in (3.12), is selected.  It is observed in (3.12) that calculating capacity only uses 
physical-layer parameters, e.g. transmit power, channel response, etc.; therefore, capacity 
maximization is a physical-layer approach. 
In throughput-based transmit antenna selection, the subset of transmit antennas that maximize the 
data link throughput, as given in (3.11), is selected.  It was pointed out in Section 3.1.2 that 
throughput is a cross-layer quantity; therefore, throughput maximization is a cross-layer approach.  
When compared to the capacity expression in (3.12), it is observed that the derivation of 
throughput exploits additional information from the physical layer, plus information from the data 
link layer, which have a direct impact on the overall performance of the system.  These information 
includes the modulation scheme, packet size and the characteristics of the error detecting code and 
the ARQ retransmission protocol.  This information enables throughput maximization to enhance 




Table 3.1. Simulation scenarios 
 𝑁  𝐿 (in symbols) Error detecting code 
Scenario A 3 528 CRC-32 
Scenario B 3 1056 CRC-64 
Scenario C 6 528 CRC-32 
Given the throughput and capacity expressions in (3.11) and (3.12), the most straight forward way 
of determining the optimal transmit antenna subset in capacity and throughput-based transmit 
antenna selection, is by performing an exhaustive search over all transmit antenna combinations.  






 times at the 
receiver.  The transmit antenna subset that results in maximum capacity/throughput is then 
selected; and the information is then relayed to the transmitter. 
 
3.1.3.1 Computer Simulations and Results 
In this section, simulations are carried out to analyze and compare the performance of throughput 
and capacity-based transmit antenna selection.  More specifically, the performance is evaluated at 
different values of 𝐿 (packet size) and 𝑁 (number of SAW processes).  Three simulation scenarios, 
which are determined by different combinations of 𝐿 and 𝑁, are used to evaluate the performance 
of the transmit antenna selection algorithms.  The simulation scenarios are given in Table 3.1.  The 
error detecting code used, is selected, so that the ratio of information symbols per packet, 𝑙, is the 
same in all the scenarios.  The results are generated by transmitting 300 kilobytes of data per 
session, and then averaging over 1000 sessions.  The metrics used to evaluate the performance are 
throughput and transmission latency, which are defined as follows: 
𝑡ℎ𝑟𝑜𝑢ℎ𝑔𝑝𝑢𝑡 =
𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑏𝑖𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑖𝑛 𝑎 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
𝑡𝑖𝑚𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑜 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑠𝑒𝑠𝑠𝑖𝑜𝑛





Figure 3.4. Plot of average normalized throughput against SNR 
𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑙𝑎𝑡𝑒𝑛𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑖𝑛 𝑎 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑖𝑛 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
 (3.14) 
Additional simulations parameters are as follows; the number of transmit and receive antennas is 
𝑀𝑡 = 𝑁𝑟 = 3, with a round-trip delay of 𝑊 = 𝑁 slots.  The value of the ratio of information 
symbols per packet is 𝑙 = 32 33⁄ , while the maximum number of packet retransmissions is 10.  
The modulation scheme used is QPSK, therefore 𝑏 = 2. 
In Figure 3.4, the average throughput for throughput and capacity-based transmit antenna 
selection, TBT and CBT respectively, for scenarios A, B and C is plotted against SNR.  The 
throughput with no antenna selection (No AS) is also included for comparison purposes.  For all 
simulation scenarios, the performance of TBT and CBT is better than that of No AS, with TBT 
outperforming CBT over most of the SNR range.  The limit imposed on the maximum number of 
times a packet can be retransmitted affects the performance of the system at low SNR values.  It is 
observed that the throughput for No AS exceeds that of CBT and TBT for SNR values of < 8 𝑑𝐵 




Figure 3.5. Plot of average number of packet retransmissions against SNR 
explained by considering Figure 3.5, where the average number of packet retransmissions is 
plotted against SNR.  For No AS, packets are retransmitted the maximum number of times for 
SNR < 11 𝑑𝐵.  The implication of this is that the packet retransmissions are less than they should 
be resulting in a higher throughput; similar observations can be made for CBT for SNR< 6 𝑑𝐵.  
From Figure 3.5, it is observed that TBT is capable of keeping the packet retransmissions low over 
most of the SNR range, thus outperforming CBT in terms of transmission latency. 
In Figure 3.4, it can be seen that the throughput for scenario B is less than that for scenario A, for 
TBT, CBT and No AS.  The packet size for scenario B is twice that of scenario A.  From (3.5) it 
is seen that the PER increases with the packet size; therefore a larger packet size increases packet 
retransmissions, as seen in Figure 3.5, resulting in reduced throughput.  On the other hand, the 
throughput for scenario C is more than that for scenario A.  N in scenario C is twice that in scenario 
A.  From (3.11), it is observed that the throughput increases with 𝑁 (𝑁 + 1)⁄ ; since 𝑊 = 𝑁, but 
from (3.5), 𝑁  does not affect the PER, therefore, scenarios A and C have similar packet 




Figure 3.6. Plot of average transmit power per transmit antenna against SNR 
The superior performance of TBT is because of its cross-layer design, compared to CBT which 
only uses information from the physical layer.  This gives TBT the capability of concentrating 
power on the best transmit antennas, as shown in Figure 3.6, where the average power per transmit 
antenna (PPTA) is plotted against SNR.  For all case scenarios, TBT has a higher PPTA than CBT 
at all SNR values.  At high SNR values, both schemes tend to use more transmit antennas because 
the probability of the antennas having suitable conditions increases with SNR; but as the SNR 
decreases, less transmit antennas are used.  This can be seen in Figure 3.7 where the bar charts for 
the transmit antenna usage percentage is shown at SNR values of 10 𝑑𝐵 and 25 𝑑𝐵, for all case 
scenarios.  This explains why PPTA increases with decreasing SNR in Figure 3.6.  From Figure 
3.7, it is seen that TBT uses transmit antennas more efficiently (tends to use less antennas), which 




Figure 3.7. Bar charts of transmit antenna usage percentage at SNR of 𝟏𝟎𝒅𝑩 and 𝟐𝟎𝒅𝑩 
Additionally, it is observed that because CBT does not explicitly consider packet size, PPTA and 
the percentage antenna usage is the same for all case scenarios.  On the other hand, for TBT which 
considers packet size, scenarios A and C have similar power and antenna usage characteristics; 
since they use the same size of packet.  Scenario B, which uses a larger packet size has a higher 
PPTA and it tends to use less antennas than scenarios A and C.  As previously explained, the PER 
is higher for scenario B, hence the need for higher power per transmit antenna.  TBTs knowledge 
of the packet size results in a lower percentage drop in throughput with increased packet size, e.g. 
doubling the packet size between scenario A and B results in a drop in throughput of 4.4% and 
11.2% for TBT and CBT respectively at 10 𝑑𝐵.  The similarity in the power and antenna usage 
characteristics between scenario A and C for both antenna selection schemes results in similar 
percentage increases in throughput from doubling 𝑁 ; 13.8%  and 13.7%  for CBT and TBT 







Figure 3.8. Stalling in the reordering buffer 
{In Figure 3.8, the fifth packet in the sequence is missing from the reordering buffer preventing 
delivery to the higher layer of already correctly received successive packets} 
 
3.1.4 Transmit Antenna Selection with Stall Avoidance 
As described in Section 3.1.1, the implementation of N-SAW results in out-of-sequence packet 
arrival at the receiver.  A reordering buffer is required at the receiver to ensure in-sequence packet 
delivery to the higher layer.  With in-sequence packet delivery, a packet cannot be delivered to the 
higher layer if a preceding packet has not been correctly received; this results in packets stalling 
in the reordering buffer.  An example of stalling is shown in Figure 3.8.  The buffer storage 
requirements for MIMO systems with N-SAW, as a function of SNR, are investigated in Appendix 
D.   
The latency in delivering packets, in-sequence, to the higher layer, and the increased buffer storage 
requirements due to stalling, can be reduced by implementing stall avoidance mechanisms. An 
example of a stall avoidance mechanism is the timer-based mechanism.  The authors in [125]  
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Table 3.2. Timer-based stall avoidance algorithm 
 1 Initialize buffer and 𝑆𝑒𝑞𝑁𝑢𝑚  
 2 Receive packet  
 3 ACK or 𝑀𝑎𝑥 𝑅𝑒𝑇𝑥?  
 4  Place packet in buffer  
 5  Set packet timer to 1 
 6 𝑆𝑒𝑞𝑁𝑢𝑚 in buffer?  
 7  Pass packet 𝑆𝑒𝑞𝑁𝑢𝑚 to higher layer  
 8  Last 𝑆𝑒𝑞𝑁𝑢𝑚?  
 9   Go to 22  
 10   Else  
 11   Increment 𝑆𝑒𝑞𝑁𝑢𝑚  
 12   Go to 20  
 13 Packets in buffer with timer ≥ threshold?  
 14  Send ACK for 𝑆𝑒𝑞𝑁𝑢𝑚  
 15  Last 𝑆𝑒𝑞𝑁𝑢𝑚?  
 16   Go to 22  
 17  Else  
 18   Increment 𝑆𝑒𝑞𝑁𝑢𝑚  
 19   Go to 20  
 20 Increment timers for all packets in buffer  
 21 Go to 2  
 22 Stop 
investigated the performance of parallel SAW in High-Speed Downlink Packet Access (HSDPA) 
with timer-based stall avoidance; a timer is started when a packet cannot be delivered to the higher 
layer.  When the timer expires, the missing packet is dropped.  The timer-based stall avoidance 
algorithm implemented in this thesis is summarized in Table 3.2.  The packets received correctly, 
or those which have been transmitted the maximum number of times (𝑀𝑎𝑥 𝑅𝑒𝑇𝑥) are placed in 
the reordering buffer.  The algorithm delivers packets to the higher layer in-sequence.  
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𝑆𝑒𝑞𝑁𝑢𝑚 refers to the sequence number of the next packet to be passed to the higher layer.  If 
𝑆𝑒𝑞𝑁𝑢𝑚 is missing from the buffer and the timer for 𝑆𝑒𝑞𝑁𝑢𝑚 + 1 expires (≥ predetermined 
threshold timer value), then 𝑆𝑒𝑞𝑁𝑢𝑚 is dropped, i.e. an ACK is sent for 𝑆𝑒𝑞𝑁𝑢𝑚 to stop its 
retransmission. 
 
3.1.4.1 Computer Simulations and Results 
Monte Carlo simulations are used to evaluate the performance of throughput and capacity-based 
transmit antenna selection with stall avoidance.  The simulation scenarios and parameters are as 
given in Section 3.1.3.1.  Additionally, the threshold timer setting is set to 𝑁 + 1 slots.  The 
performance metric used to evaluate the performance is the number of dropped packets, which is 
measured in terms of the residual error rate (RER) [125], which is defined as follows: 
𝑅𝐸𝑅 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑟𝑜𝑝𝑝𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑖𝑛 𝑎 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑖𝑛 𝑎 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
 (3.15) 
In Figure 3.9, the average RER is plotted against SNR.  For all case scenarios, the RER increases 
exponentially, peaks and then decreases exponentially with decreasing SNR.  At high SNR values, 
packet retransmissions are very low, as seen in Figure 3.5.  This increases the probability of in-
sequence packet arrival, which reduces stalling, therefore, very few packets are dropped.  As the 
SNR decreases, packet retransmissions increase, resulting in decreased probability of in-sequence 
packet arrival; stalling of packets increases, leading to an increase in the number of dropped 
packets.  As the SNR decreases further, a point is reached when the RER peaks, and then it begins 
to decrease.  This is caused by the limit set on the maximum number of times a packet can be 
retransmitted.  As the SNR decreases, the probability of packets being retransmitted the same 
number of times increases.  Consequently, the probability of in-sequence packet arrival increases.  
The peaks correspond to the midpoints of the exponential parts of the plots in Figure 3.5, e.g. for 




Figure 3.9. Plot of average RER against SNR 
all case scenarios, the throughput-based approach is capable of keeping the number of dropped 
packets low over most of the SNR range, thereby outperforming the capacity-based approach over 
most of the SNR range.   
From Figure 3.9, it is observed that the RER for scenario C is higher than for scenario A, for all 
SNR values.  The higher number of SAW processes run in parallel in scenario C means that more 
packets stall, when a preceding packet is missing, resulting in increased packet timer expiration, 
leading to more dropped packets.  The RER for scenario B is less than that for scenario A for all 
SNR values.  Scenario B uses a larger packet size, and with the total amount of data transmitted in 
a session being the same for all scenarios, the number of packets transmitted per session is less for 
scenario B.  Therefore, the trickle-down effect of a missing packet affects fewer packets, thereby 
resulting in less dropped packets.   
It should be noted that there is a direct correlation between stalling and RER; as stalling increases, 
more packets are dropped.  Increased buffer storage is required in order to prevent packets from 
being dropped.  Therefore, the higher the RER, the higher the buffer storage requirements. 
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3.2 Performance Analysis of Transmit Antenna Selection in 
Underlay CR MIMO Systems 
Cognitive radio is a promising technology for improving spectrum utilization. When combined 
with MIMO, which achieves high spectral efficiency, CR MIMO can serve as a solution to the 
ever-increasing demand for spectrum.  Additionally, in coexisting environments, multiple 
antennas can be used to combat co-channel interference.  In underlay CR MIMO systems, antenna 
selection can be used to reduce hardware complexity and cost, to improve system performance and 
to minimize the interference to the primary user receiver(s).  Similar to MIMO systems, the main 
optimization criteria used in the design of antenna selection in CR MIMO systems, are physical-
layer quantities. 
In [102], ratio selection for coexisting systems is proposed.  The proposed scheme selects a single 
cognitive transmit antenna in order to maximize the ratio between the cognitive and interference 
channel link gains.  It is shown that ratio selection offers a good trade-off between the capacity of 
the secondary link and the interference to the PU RX, when fixed primary transmit power is used.  
The authors in [103] propose difference selection, where a single cognitive transmit antenna is 
selected according to the weighted difference between the channel gains of the cognitive and 
interference links.  Difference selection is shown to be superior in performance compared with 
ratio selection - in cognitive networks with interference power constraints.   
In [104], a low complexity transmit antenna selection algorithm for cognitive MISO systems, 
which use precoding techniques to control the interference to the primary system, is proposed.  The 
proposed algorithm explores only a subset of all the available transmit antenna subsets, based on 
a ranking metric.  This results in reduced computational complexity and near-optimal performance, 
compared with the optimal exhaustive search algorithm - which maximizes SINR.  In [105], the 
authors formulate the antenna selection problem - with capacity as the criterion - as a combinatorial 
optimization problem.  Low complexity algorithms, based on genetic algorithm and binary particle 
swarm optimization techniques, are then presented.  Receive antenna selection for underlay CR 
networks, with SINR as the criterion, is analyzed in [106], while the authors in [107] propose 
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iterative and norm-based algorithms for underlay CR MIMO systems, which reduce the 
computational complexity of capacity-based transmit antenna selection. 
With regard to the cross-layer design of antenna selection in cognitive networks, the authors in 
[119] propose throughput-based transmit antenna selection for underlay CR MIMO systems 
combined with beamforming - which is used to cancel out the interference at the PU RX; GBN is 
implemented at the data link layer.  Consequently, the literature review in this section reveals the 
need for further work – in relation to cross-layer antenna selection in CR MIMO systems. 
In this section, transmit antenna selection for underlay CR MIMO spatial multiplexing systems - 
from a cross-layer perspective - is addressed.  The proposed throughput-based approach selects 
the subset of transmit antennas that maximize the throughput of the secondary system while 
satisfying the interference constraints at the PU RX(s).  N-SAW is implemented as the ARQ 
protocol and the CR RX is equipped with a ZF linear receiver.  The rest of this section is organized 
as follows:  The system model is described in Section 3.2.1.  In Section 3.2.2, the cross-layer 
transmit antenna selection algorithm is developed, and its performance is then evaluated. 
 
3.2.1 System Description 
Consider an underlay CR MIMO system, where the primary and secondary networks share the 
same spectrum band, whose bandwidth is assumed to be 1𝐻𝑧.  The CR TX and CR RX are 
equipped with 𝑀 and 𝑁𝑐𝑟 antennas respectively, as shown in Figure 3.10.  The secondary system 
is configured to exploit spatial multiplexing, therefore, (𝑀 ≤ 𝑁𝑐𝑟) [10].  For the primary network, 
two different scenarios are considered separately, i.e. single-user (S-U) and multi-user (M-U).  The 
two scenarios are represented in Figure 3.10 using the diagonal dashed line.  The primary network 
consists of a single PU RX equipped with 𝑁𝑃𝑈  antennas in the S-U scenario, while the M-U 
scenario has 𝑁𝑃𝑈 single antennas PU RXs.  For simplicity, the interference from the primary to the 
secondary system is not considered, since transmit antenna selection cannot be used to control the 




Figure 3.10. Underlay CR system model 
network is dependent on the number of receive antennas the secondary system has, which remains 
constant.  Therefore, the PU TX is not represented in the Figure 3.10.   
The cognitive channel matrix, 𝑯 ∈ ℂ𝑁𝑐𝑟×𝑀 , is assumed to have ZMCSCG elements with unit 
variance.  The channel from the CR TX to the PU RX(s), i.e. the interference channel, is 
represented by the channel matrix 𝑯𝑆𝑃 ∈ ℂ
𝑁𝑃𝑈×𝑀, and it is assumed to have ZMCSCG elements 
with a variance of α.  For the M-U scenario, the 𝑘𝑡ℎ row in 𝑯𝑆𝑃 represents the interference channel 
vector to the 𝑘𝑡ℎ PU RX, i.e.: 
(𝒉𝑆𝑃)𝑘 ∈ ℂ
1×𝑀 = 𝑯𝑆𝑃(𝑘, : )     𝑘 = 1,2, … 𝑁𝑃𝑈 (3.16) 
All the channels are assumed to experience frequency flat Rayleigh fading and are assumed known 
at the CR TX.  For antenna selection, the subset of 𝑀𝑐𝑟 (1 ≤ 𝑀𝑐𝑟 ≤ 𝑀) transmit antennas, which 
maximizes the performance of the secondary system, under interference constraints at the PU 
RX(s), is selected.  Transmit antenna selection is implemented as a signal-processing technique 
for performance enhancement, therefore the secondary transmitter and receiver are equipped with 
an equal number of antennas as RF chains.  The received signal at the CR RX, after transmit 






𝑯𝑐𝑟𝒔 + 𝒏 (3.17) 
where 𝑯𝑐𝑟 ∈ ℂ
𝑁𝑐𝑟×𝑀𝑐𝑟  is the cognitive channel matrix after transmit antenna selection, 𝒔  the 
cognitive transmit symbol vector, 𝒏 the noise vector and 𝑃𝑡 the average cognitive transmit power 
in one symbol period.  𝒔 is assumed to have uncorrelated, zero mean symbols, with unit average 
energy, drawn from the selected constellation; while 𝒏 is assumed to have ZMCSCG elements 
with a variance of 𝑁𝑜.  The total power available to the CR TX in a symbol period - assumed to be 
1 second - is 𝑃 = 1𝑊 .  The interference constraints at the PU RX(s) are met by the CR TX 
dynamically adjusting its transmit power 𝑃𝑡, where 𝑃𝑡 ≤ 𝑃; this is then allocated uniformly among 
the 𝑀𝑐𝑟 selected transmit antennas. 






where 𝑯𝑖𝑛𝑡 ∈ ℂ
𝑁𝑃𝑈×𝑀𝑐𝑟 is the interference channel matrix, after antenna selection.  For the M-U 





     𝑘 = 1,2, … 𝑁𝑃𝑈 (3.19) 
where 𝒉𝑖𝑛𝑡 ∈ ℂ
1×𝑀𝑐𝑟 is the interference channel vector to the 𝑘𝑡ℎ PU RX, after antenna selection.  
The interference constraints for the S-U and M-U scenarios are as stated below: 
𝐼 ≤ 𝐼𝑆𝑈 (3.20) 
𝐼𝑘 ≤ (𝐼𝑀𝑈)𝑘     𝑘 = 1,2, … 𝑁𝑃𝑈 (3.21) 
Where 𝐼𝑆𝑈 and (𝐼𝑀𝑈)𝑘 are the interference power thresholds values for the S-U and M-U scenarios 
respectively. The CR TX dynamically adjusts its transmit power to meet the interference 
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constraints given in (3.20) and (3.21); therefore,𝑃𝑡  needs to be calculated for each subset of 




   
𝑤ℎ𝑒𝑛 0 ≤ 𝑃𝑛 ≤ 𝑃






2   (3.23) 




   
𝑤ℎ𝑒𝑛 0 ≤ 𝑃𝑚𝑖𝑛 ≤ 𝑃






2      𝑘 = 1,2, … 𝑁𝑃𝑈 (3.25) 
 
3.2.2 Cross-Layer Transmit Antenna Selection in Underlay CR MIMO 
Systems 
The selection criterion in cross-layer transmit antenna selection in underlay CR MIMO systems is 
data link throughput.  Spatial multiplexing, N-SAW and modulation, are configured in the 
secondary network, as described in Section 3.1.1.  Therefore, from (3.11), the normalized 
throughput for the secondary system, after antenna selection, can be expressed as: 
𝜂 = 𝑏 × 𝑁 × 𝑀𝑐𝑟
𝑙 × 𝑃𝐶𝐾𝑛𝑜_𝑒𝑟𝑟
1 + 𝑊
 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (3.26) 
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where 𝑏 is the number of bits per symbol, 𝑁 is the number of SAW processes run in parallel, 𝑊 is 
the round-trip delay in slots and: 







is the probability of an 𝐿 − symbol packet being received without errors; given that each 
𝐿 −symbol packet is divided into 𝑀𝑐𝑟 streams before transmission, and assuming that the channel 
remains constant during the transmission of each packet.  𝑆𝐸𝑅𝑚 = 𝑓(𝑆𝑁𝑅𝑚, 𝑀𝑜𝑑) and 𝑆𝑁𝑅𝑚 =
𝑃𝑡 (𝑀𝑐𝑟𝑁𝑜[(𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟)
−1]𝑚,𝑚)⁄  for 𝑚 = 1,2, … 𝑀𝑐𝑟 , where 𝑆𝐸𝑅𝑚  and 𝑆𝑁𝑅𝑚  are the post-
processing SER and SNR for the 𝑚𝑡ℎ data stream respectively.   
In throughput-based transmit antenna selection for underlay CR MIMO systems, the transmit 
antenna subset that maximizes throughput, while satisfying the interference constraints at the PU 
RX(s), is selected.  The optimization problem is formulated below: 
𝑃1 max
𝑇(𝑖)𝑗,𝑃𝑡
 𝜂  
      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑃𝑡 ≤ 𝑃  
 𝐼 ≤ 𝐼𝑆𝑈 for S-U scenario  
 𝐼𝑘 ≤ (𝐼𝑀𝑈)𝑘     𝑘 = 1,2, … 𝑁𝑃𝑈 for M-U scenario (3.28) 
Given the throughput expression in (3.26) and the interference constraints in (3.20) and (3.21), the 
most straightforward and optimal way of solving 𝑃1 is through exhaustive search.  The steps in 
the proposed scheme are summarized in Table 3.3.  𝑇𝑖𝑗 is used to represent the subset of selected 




The performance of throughput-based transmit antenna selection is evaluated against that of 
capacity-based transmit antenna selection.  Capacity-based transmit antenna selection in underlay 
CR MIMO systems selects the subset of transmit antennas that maximizes the capacity, as given  
68 
 
Table 3.3. Throughput-based transmit antenna selection algorithm 
 for 𝑖 = 1: 𝑀 




   Calculate 𝑃𝑡 using (3.22) or (3.24) 




  end 
 end 
 Select the 𝑇𝑖𝑗 with the maximum throughput 
 i.e. {𝑇𝑖𝑗}𝑚𝑎𝑥 = max𝑖,𝑗
𝜂𝑖𝑗 
in (3.29), while satisfying the CR transmit power constraint and the interference constraints at the 
PU RX(s). 




𝐻 ] 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (3.29) 
 
3.2.2.1 Computer Simulation and Results 
Simulations are carried out to evaluate the performance of throughput-based transmit antenna 
selection by comparing its performance with that of capacity-based transmit antenna selection.  
The simulation parameters are as follows; the number of CR transmit and receive antennas is 𝑀 =
 𝑁𝑐𝑟 = 3, 𝑁 = 3 SAW processes are run in parallel with a round-trip delay of 𝑊 = 3 slots. The 
error correcting code used is CRC-32, 𝑙 = 32 33⁄ , 𝐿 = 128 𝑏𝑦𝑡𝑒𝑠 and the limit on the maximum 
times a packet can be retransmitted is set to 10.  The modulation schemes considered are QPSK 
and 16-QAM, with 𝑏 = 2 and 𝑏 = 4 respectively.  Each point of the following results is generated 
by transmitting 300 kilobytes of data per session and then averaging over 10000 sessions.  The 
metrics used to evaluate the performance are average throughput, average number of packet 




Figure 3.11. Plot of average throughput against SNR for M-U scenario 
The throughput and transmission latency are calculated as described in Section 3.1.3.1.  The PER 
is calculated as follows: 
𝑃𝐸𝑅 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑛𝑒𝑜𝑢𝑠𝑙𝑦 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑖𝑛 𝑠𝑒𝑠𝑠𝑖𝑜𝑛
 (3.30) 
The number of erroneously accepted packets is determined as follows.  A received packet is 
accepted if the error detecting code detects no errors in the packet, or if the packet has been 
retransmitted the maximum number of times.  The accepted packet is then compared with the 
packet that was actually transmitted, to determine whether it was accepted erroneously; therefore, 
the PER in (3.30) is a data link layer quantity. 
In Figure 3.11, the average throughput for throughput-based (TBT) and capacity-based (CBT) 
transmit antenna selection for the M-U scenario is plotted against SNR, with 𝛼 = 0.1, 𝑁𝑃𝑈 = 2, 
(𝐼𝑀𝑈)𝑘 = 10𝑚𝑊 .  The throughput with no antenna selection (No AS) is also included for 




Figure 3.12. Plot of average throughput against SNR for S-U scenario 
No AS; but TBT outperforms CBT over the entire range of SNR values for QPSK and 16-QAM.  
The magnitude by which the throughput of TBT exceeds that of CBT is higher for 16-QAM; e.g. 
at a SNR value of 30 𝑑𝐵 the throughput of TBT exceeds that of CBT by 0.4 and 1.8  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  
for QPSK and 16-QAM respectively.   
Similar results are obtained for the S-U scenario, as seen in Figure 3.12 - with 𝛼 = 0.1, 𝑁𝑃𝑈 = 2, 
𝐼𝑆𝑈 = 10𝑚𝑊 - but with reduced throughput performance compared with the M-U scenario.  The 
interference threshold per PU RX is the same for both scenarios, with two single antenna PU RXs 
and one PU RX with two antennas for M-U and S-U respectively.  The interference power received 
by the PU RX in the S-U scenario is the sum of the interference powers received at each antenna; 
therefore, more interference power is received per PU RX compared with the MU scenario.  This 
explains the better performance in the M-U scenario; e.g. at a SNR value of 30 𝑑𝐵, the throughput 





Figure 3.13. Plot of CR transmit power against SNR for MU scenario 
 
 
Figure 3.14. Bar charts of CR transmit antenna usage percentage at 𝟏𝟓𝒅𝑩 and 𝟐𝟓𝒅𝑩 
TBT has superior performance because it considers additional parameters from the physical and 
data link layers, e.g. modulation scheme, packet size etc., which are not considered by CBT.  This 




Figure 3.15. Plot of average number of packet retransmissions against SNR for S-U scenario 
cognitive transmit power is plotted against SNR.  Because TBT considers the modulation scheme, 
the cognitive transmit power for 16-QAM is higher than that of QPSK, while for CBT the transmit 
power is the same for both modulation schemes, at all SNR values.   
The transmit power for TBT is higher than that of CBT for all SNR values. TBT’s knowledge of 
the modulation scheme in use gives it the capability of exploiting the available transmit power 
more efficiently.  In Figure 3.14, bar charts of the transmit antenna usage percentage are shown 
for TBT and CBT at SNR values of 15𝑑𝐵 and 25𝑑𝐵.  It is observed that TBT uses transmit 
antennas more efficiently than CBT.  At higher SNR values, both schemes tend to use more 
transmit antennas, because the probability of the antennas having suitable conditions increases 
with SNR. 
In Figure 3.15, the average number of packet retransmissions is plotted against SNR for the S-U 
scenario.  TBT outperforms CBT in terms of transmission latency for all SNR values for both 




Figure 3.16. Plot of PER against SNR for M-U scenario 
in Figure 3.16, where the PER is plotted against SNR for the M-U scenario.  TBT has better PER 
for both QPSK and 16-QAM at all SNR values.  
 
3.3 Chapter Summary and Conclusions 
In this chapter, the analytical throughput expression for spatial multiplexing multiple-antenna 
systems (i.e. MIMO and underlay CR MIMO systems), equipped with ZF linear receivers and N-
SAW implemented at the data link, was derived.  A cross-layer approach to transmit antenna 
selection, based on throughput as the optimization criterion, was presented.  For reference 
purposes, a physical-layer approach, based on capacity maximization, was also considered.  The 
throughput-based approach outperforms the capacity-based approach in terms of throughput, 
transmission latency, data link layer packet error rate and storage buffer requirements.  Moreover, 
in the presence of stalling in the receiver reordering buffer, throughput maximization drops fewer 
packets, when a timer-based stall avoidance mechanism is implemented.    
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Chapter 4 Cross-Layer Energy-Efficient Transmit Antenna 
Selection for MIMO Systems 
In this chapter, energy-efficient transmit antenna selection for MIMO systems, is investigated from 
a cross-layer perspective.  The proposed antenna selection scheme maximizes a cross-layer energy 
efficiency metric, by jointly optimizing the transmit antenna subset and the transmit power, subject 
to transmit power and spectral efficiency constraints.  The chapter is organized as follows; Section 
4.1 serves as an introduction and motivation.  In Section 4.2, the description of the system model 
under consideration, is presented; while Section 4.3 proposes the cross-layer energy efficiency 
metric.  In Section 4.4, cross-layer transmit antenna selection is presented and analysed.  In Section 
4.5, reduced complexity near-optimal algorithms are developed.  In Section 4.6, the performance 
of the proposed cross-layer scheme is further enhanced by incorporating adaptive modulation.  
Sections 4.7 and 4.8 analyze the impact of correlation and packet size on energy efficiency 
respectively.  Section 4.9 examines the effect that the number of transmit antennas has on energy 
efficiency.  Finally, Section 4.10 concludes the chapter. 
 
4.1 Introduction 
From the literature review presented in Chapter 2, it is observed that energy-efficient transmit 
antenna selection can be used as a tool to design energy efficient wireless systems with high 
spectral efficiency.  Additionally, the metrics used in literature were physical-layer metrics.  The 
discussions on cross-layer designs in Chapter 2 showed that adopting a cross-layer approach, 
which combines functionalities and information between different layers in the TCP/IP 
architecture, greatly enhances the performance of wireless systems.  Cross-layer transmit antenna 
selection for spatial multiplexing multiple-antenna systems, was presented and analysed in Chapter 
3.  The results showed that throughput-based transmit antenna selection achieves overall enhanced 




Capacity represents the transmitted bits in a second; therefore, the popular capacity-based bits-per-
Joule EE metric is quantified as the number of transmitted bits per Joule.  When ARQ is 
implemented at the data link layer, an error detecting code forms packets by appending parity bits 
to a block of information bits.  Additionally, erroneously received packets are retransmitted, 
depending on the ARQ retransmission strategy.  Therefore, the capacity consists of parity bits, 
retransmitted bits and successfully received information bits.  Consequently, antenna selection that 
optimizes a capacity-based energy efficiency metric optimizes the energy required to transmit the 
parity bits, retransmitted bits and successfully received information bits.  However, this does not 
necessarily result in an energy efficient system; optimizing the number of bits transmitted per unit 
energy does not necessarily optimize the number of transmitted bits required to receive a given 
number of information bits successfully.  Therefore, packet retransmission is not optimal, and the 
energy used in packet retransmissions degrades the energy efficiency of the system.  
Motivated by the above, this chapter proposes a cross-layer energy efficiency metric.  The 
proposed energy efficiency metric is defined as the ratio of the system throughput to the total 
power consumption of the system, and is quantified in terms of the “bits per Joule” metric.  The 
throughput derived in Chapter 3 is used in defining the proposed cross-layer EE metric, which is 
measured in terms of the number of successfully received information bits per unit energy.   
 
4.2 System Description 
Consider a point-to-point spatial multiplexing MIMO system equipped with 𝑀𝑇 and 𝑁𝑟 transmit 
and receive antennas respectively, where 𝑀𝑇 ≤ 𝑁𝑟  [10].  The MIMO channel, 𝑯 ∈ ℂ
𝑁𝑟×𝑀𝑇 , is 
assumed to have ZMCSCG elements with unit variance.  The channel is assumed to experience 
frequency flat Rayleigh fading, and is assumed known only at the receiver.  The subset, made-up 
of an adaptable number of transmit antennas 𝑀𝑡 (1 ≤ 𝑀𝑡 ≤ 𝑀𝑇), which maximizes the energy 
efficiency of the MIMO system, is selected at the receiver.  Information relating to the selected 
transmit antenna subset is relayed to the transmitter via a low feedback channel, which is assumed 
to be error free with zero delay.  N-SAW is implemented at the data link layer and the receiver is 
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equipped with a ZF linear receiver, which separates the received signal into its component 𝑀𝑡 
transmitted data streams.   
The data bit stream received by the transmit data link layer is encoded using an error detecting 
(𝑛, 𝑘) linear block code.  At the physical layer, each 𝑛 −bit packet is modulated into an 𝐿 −symbol 
packet, where 𝐿 = 𝑛 𝑏⁄ , with 𝑏 the number of bits per symbol.  An un-coded spatial multiplexing 
system is assumed, where each packet is divided into 𝑀𝑡  equal parallel streams, which are then 
switched to the best 𝑀𝑡  antennas for transmission.  Each packet is transmitted in its own slot, with 
a slot period of 𝐿 𝑀𝑡⁄  symbol periods.  The channel response is assumed to be constant during the 
transmission of each packet.  The available transmit power, 𝑃𝑇, is divided uniformly among the 




𝑯𝑡𝒔 + 𝒏 (4.1) 
where 𝑯𝑡 ∈ ℂ
𝑁𝑟×𝑀𝑡 is the channel matrix after transmit antenna selection, 𝒔 ∈ ℂ𝑀𝑡×1 the transmit 
symbol vector and 𝒏 ∈ ℂ𝑁𝑟×1 the noise vector.  𝒔 is assumed to have uncorrelated, zero mean 
symbols with unit average energy, drawn from the selected constellation, while 𝒏 is assumed to 
have ZMCSCG elements with a variance of 𝑁𝑜.   
 
4.3 Capacity vs. Throughput-based Energy Efficiency Metrics 
As mentioned in Section 2.3, one of the most popular energy efficiency metrics is the ‘bits per 
Joule’ metric, which is defined in terms of the system capacity, i.e. capacity-based energy 
efficiency (CB-EE).  In this section, we introduce an energy efficiency metric measured in terms 
of the number of successfully received information bits per Joule.  The proposed EE metric is 
defined as the ratio of the throughput to the total power consumed by the system, i.e. throughput-
based energy efficiency (TB-EE).   
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The power consumption of the system is required before the energy efficiency metrics can be 
derived.  The power consumption model described in Section 2.3 will be used; according to this 
model, the total power consumption of the system is given by [65]: 
𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑃𝐴 + 𝑃𝑐 (4.2) 
where 𝑃𝑃𝐴 is the power consumed by all the power amplifiers (PA) and 𝑃𝑐 is the circuit power i.e. 
the power consumed by all the other circuit blocks excluding the power amplifiers.  𝑃𝑐 is modelled 
as a function of the number of active RF chains [65] [66] as follows: 
𝑃𝑐 = 𝑀𝑡𝑃𝑐𝑡 + 𝑁𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜 (4.3) 
where 𝑃𝑐𝑡 and 𝑃𝑐𝑟 is the power consumed by each transmit and receive chain respectively and 𝑃𝑐𝑜 
is the power consumed in all the other parts of the circuitry.  According to the consumption model 
in Section 2.3 and (2.24), 𝑃𝑐𝑡 and 𝑃𝑐𝑟 can be expressed as follows: 
𝑃𝑐𝑡 = 𝑃𝐷𝐴𝐶 + 𝑃𝑚𝑖𝑥 + 𝑃𝑓𝑖𝑙𝑡 (4.4) 
𝑃𝑐𝑟 = 𝑃𝐿𝑁𝐴 + 𝑃𝑚𝑖𝑥 + 𝑃𝐼𝐹𝐴 + 𝑃𝑓𝑖𝑙𝑟 + 𝑃𝐴𝐷𝐶 (4.5) 
As mentioned in Section 2.3, the power model described is simplified and does not include all the 
signal-processing blocks of a wireless system.  However, the methodology used in describing the 
power consumption makes it easy to incorporate any additional blocks.  In this context, 𝑃𝑐𝑜 
represents the power consumed by any additional signal-processing blocks, e.g. source coding, 
digital modulation etc.  For simplicity, we will also assume that the power consumed by the 
frequency synthesizers, 2𝑃𝑠𝑦𝑛 (see (2.24)), is part of 𝑃𝑐𝑜; and that 𝑃𝑐𝑜 is fixed.   
The consumption of the power amplifiers, 𝑃𝑃𝐴, is given by: 
𝑃𝑃𝐴 = 𝑃𝑃𝐴1 + 𝑃𝑃𝐴2 + ⋯ + 𝑃𝑃𝐴𝑀𝑡  (4.6) 
where 𝑃𝑃𝐴𝑖 is the power consumed by the 𝑖𝑡ℎ power amplifier.  𝑃𝑃𝐴𝑖 is modelled as: 
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𝑃𝑃𝐴𝑖 = (1 + 𝛼)𝑃𝑇𝑖 (4.7) 
where 𝛼 = 𝜉 𝜚⁄ − 1, with 𝜚 the drain efficiency of the power amplifier and 𝜁 the peak to average 
ratio (PAR) - which is dependent on the modulation scheme and the associated constellation size 
[126].  𝑃𝑇𝑖 is the transmit power allocated to the 𝑖𝑡ℎ transmit antenna.  Assuming that all the power 
amplifiers are identical, 𝑃𝑃𝐴 can be expressed as follows: 
𝑃𝑃𝐴 = (1 + 𝛼) ∑ 𝑃𝑇𝑖 =
𝑀𝑡
𝑖=1
(1 + 𝛼)𝑃𝑇 (4.8) 
where 𝑃𝑇 = ∑ 𝑃𝑇𝑖
𝑀𝑡
𝑖=1 .  The power consumption for the power amplifiers, used in this thesis, takes 
into account the modulation scheme in use, unlike the model described in Section 2.3, see (2.22).  
The power consumption model for the power amplifiers in (2.22) is also used in literature; when 
defining physical-layer energy efficiency metrics. 
With regard to the energy efficiency metrics for the proposed system, we will first derive the 
capacity-based energy efficiency metric, followed by the proposed throughput-based energy 
efficiency metric.  The post-processing capacity of the proposed system, will be used to calculate 
CB-EE.  The normalized capacity of the 𝑘𝑡ℎ data stream, after antenna selection, is given by: 
𝐶𝑘 = 𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅𝑘)  𝑏𝑖𝑡𝑠 ℎ𝑧 𝑠⁄⁄      𝑘 = 1,2, … 𝑀𝑡 (4.9) 
where 𝑆𝑁𝑅𝑘 = 𝑃𝑇 (𝑢𝑘𝑀𝑡𝑁𝑜)⁄  is the post-processing SNR for the 𝑘𝑡ℎ  data stream, with 𝑢𝑘 =
[(𝑯𝑡
𝐻𝑯𝑡)
−1]𝑘,𝑘.   The normalized capacity of the system, after antenna selection, is then given by: 





  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (4.10) 
From its definition, the capacity-based energy efficiency of the system, after antenna selection, 
can now be expressed as: 
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(1 + 𝛼)𝑃𝑇 + 𝑃𝑐
  𝑏𝑖𝑡𝑠 𝐽𝑜𝑢𝑙𝑒⁄  (4.11) 
where 𝐵 is the bandwidth in 𝐻𝑧.  The normalized CB-EE - after antenna selection - with respect 





∑ 𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅𝑘)
𝑀𝑡
𝑘=1
(1 + 𝛼)𝑃𝑇 + 𝑃𝑐
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  (4.12) 
From (4.12), it is observed that only physical-layer parameters are used in calculating 𝐸𝐸𝐶𝐵 , 
making it a physical-layer quantity.  Therefore, energy-efficient antenna selection that optimizes 
𝐸𝐸𝐶𝐵 is a physical-layer approach.   
Next, the proposed throughput-based energy efficiency is derived.  From Chapter 3, see (3.11), the 
normalized throughput of the proposed system, after antenna selection, is given by: 
𝜂 = 𝑏 × 𝑁 × 𝑀𝑡
𝑙 × (1 − 𝑃𝐸𝑅)
1 + 𝑊
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (4.13) 
where 𝑁 is the number of SAW processes run in parallel, 𝑊 the round-trip delay in slots, 𝑙 = 𝑘 𝑛⁄  
the ratio of information symbols per packet with: 





where 𝑆𝐸𝑅𝑘 = 𝑓(𝑆𝑁𝑅𝑘, 𝑀𝑜𝑑) is the SER for the 𝑘𝑡ℎ data stream, with 𝑀𝑜𝑑 accounting for the 
modulation specific SER expression.  From its definition, the TB-EE of the system, after antenna 
selection, is given by: 





(1 + 𝛼)𝑃𝑇 + 𝑃𝑐
  𝑏𝑖𝑡𝑠 𝐽𝑜𝑢𝑙𝑒⁄  (4.15) 







𝑏 × 𝑁 × 𝑀𝑡 × 𝑙 × (1 − 𝑃𝐸𝑅)
(1 + 𝑊)((1 + 𝛼)𝑃𝑇 + 𝑃𝑐)
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  (4.16) 
From (4.16), it is observed that information from the data link and physical layers is used to 
calculate 𝐸𝐸𝑇𝐵, making it a cross-layer metric.  Therefore, energy-efficient antenna selection that 
optimizes 𝐸𝐸𝑇𝐵 is a cross-layer approach. 
 
4.4 Cross-Layer Energy-Efficient Transmit Antenna Selection 
In this section, cross-layer energy-efficient transmit antenna selection, based on the proposed 
throughput-based energy efficiency metric, is presented.  The proposed algorithm maximizes 
𝐸𝐸𝑇𝐵, by jointly optimizing the transmit antenna subset and the transmit power, subject to transmit 
power and spectral efficiency constraints.  The SE constraint, in terms of the SNR, is determined 




𝑣𝑘      𝑘 = 1,2, … 𝑀𝑡 (4.17) 
where 𝑣𝑘 = 1 𝑢𝑘⁄ .  The SE of the system, i.e. the normalized capacity as given in (4.10), can now 
be expressed as: 






  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (4.18) 
Let 𝚲 = 𝑑𝑖𝑎𝑔(𝑣1, 𝑣2, … 𝑣𝑀𝑡).  Using 𝚲, (4.18) can now be represented as follows: 
𝐶 = 𝑙𝑜𝑔2𝑑𝑒𝑡 (𝑰𝑀𝑡 +
𝑃𝑇
𝑁𝑜𝑀𝑡
𝚲)  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (4.19) 
From (4.19), the SE of the system in terms of SNR is given by: 
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Finally, the optimization problem is formulated as follows: 
𝑃1 max
𝑇(𝑖)𝑗,𝑃𝑇
 𝐸𝐸𝑇𝐵  
      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑃𝑇 ≤ 𝑃𝑇𝑀𝑎𝑥  
 𝑆𝑁𝑅𝑠𝑢𝑚 = 𝛽 (4.21) 
where 𝑇(𝑖)𝑗  denotes the 𝑗𝑡ℎ  transmit antenna subset consisting of 𝑖  active transmit antennas, 
𝑃𝑇𝑀𝑎𝑥 is the maximum available transmit power in a symbol period and 𝛽 is the required 𝑆𝑁𝑅𝑠𝑢𝑚 
at the receiver. 
Given 𝑃1 , the most straight forward and optimal method of solving it is by performing an 
exhaustive search over all possible transmit antenna combinations, i.e. transmit antenna subsets.  
For each transmit antenna subset, the transmit power, 𝑃𝑇, has to be determined before 𝐸𝐸𝑇𝐵 can 







However, the available transmit power has a maximum value of 𝑃𝑇𝑀𝑎𝑥, therefore, if 𝑃𝑆𝐸 > 𝑃𝑇𝑀𝑎𝑥 
then the required SE will have to be decreased in order to satisfy the transmit power constraint.  
The optimal exhaustive search cross-layer energy-efficient transmit antenna selection algorithm is 
given in Table 4.1. 
With regard to the physical-layer approach, the algorithm maximizes 𝐸𝐸𝐶𝐵, by jointly optimizing 
the transmit antenna subset and the transmit power, subject to transmit power and SE constraints.  




Table 4.1. Optimal exhaustive search cross-layer energy-efficient transmit antenna selection 
 for 𝑖 = 1: 𝑀𝑇 




   Calculate 𝑃𝑆𝐸  using (4.22) 
    if 𝑃𝑆𝐸 > 𝑃𝑇𝑀𝑎𝑥 
     𝑃𝑇 = 𝑃𝑇𝑀𝑎𝑥 
    else  
     𝑃𝑇 = 𝑃𝑆𝐸  
    end 
   𝑃𝑐 = 𝑖𝑃𝑐𝑡 + 𝑁𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜  





    
  end 
 end 
 select the 𝑇(𝑖)𝑗 with the maximum 𝐸𝐸𝑇𝐵 






 𝐸𝐸𝐶𝐵  
      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑃𝑇 ≤ 𝑃𝑇𝑀𝑎𝑥  
 𝑆𝑁𝑅𝑠𝑢𝑚 = 𝛽 (4.23) 






4.4.1 Computer Simulations and Results 
In this section, the performance of the proposed cross-layer energy-efficient transmit antenna 
selection algorithm is evaluated via Monte Carlo simulations.  The performance of the cross-layer 
approach is analyzed by comparing it with that of the physical-layer approach.  The results are 
generated by averaging over 100000 channel realizations.  The following parameters are used in 
the simulations; the values of 𝑃𝑐𝑡 , 𝑃𝑐𝑟 , 𝑃𝑐𝑜 , and 𝜚  are 120𝑚𝑊 , 85𝑚𝑊 , 30𝑚𝑊  and 0.35 [16] 
[120] [126].  The maximum available transmit power 𝑃𝑇𝑀𝑎𝑥 is 27𝑑𝐵𝑚, a noise power spectral 
density (PSD) of  −174𝑑𝐵𝑚/𝐻𝑧, and a bandwidth of  𝐵 = 10𝑀𝐻𝑧.  The number of transmit and 
receive antennas is 𝑀𝑇 = 𝑁𝑟 = 4, 𝑁 = 4 SAW processes are run in parallel with a round-trip 
delay of 𝑊 = 4  slots.  A packet length of 𝐿 = 528  symbols is used with 𝑙 = 32 33⁄ .  The 
modulation schemes considered are 4-QAM and 16-QAM, thus 𝑏 = 2 and 𝑏 = 4 respectively.  
The value for PAR for M-QAM is 𝜉 = 3(√𝑀 − 1 √𝑀 + 1⁄ ) , with 𝑀 = 2𝑏 , when a square 
constellation is assumed [126].  Log-distance path loss with an exponent of 4 is adopted; including 





𝑯𝑡𝒔 + 𝒏 (4.24) 
In Figure 4.1, the normalized TB-EE, at 𝑑 = 200𝑚, for 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization is plotted 
against SNR, for 4-QAM and 16 QAM.  For comparison purposes, the TB-EE of the system with 
no antenna selection (No AS) is also included.  It is observed that energy-efficient transmit antenna 
selection improves the energy efficiency of the MIMO system, i.e. both 𝐸𝐸𝑇𝐵  and 𝐸𝐸𝐶𝐵 
maximization outperform the No AS system; additionally, the cross-layer approach outperforms 
the physical-layer approach for 4-QAM and 16-QAM over the entire SNR range.   
The probability of transmit antennas having suitable conditions, in terms of post-processing SNR, 
increases with SNR.  Consequently, the throughput of the No AS system (all transmit antennas 
active) increases with SNR.  This can be seen in Figure 4.2, where the normalized throughput is 




Figure 4.1. Plot of normalized throughput-based energy efficiency against SNR, 𝒅 = 𝟐𝟎𝟎𝒎 
result 𝑃𝑇, increases with SNR.  Therefore, TB-EE, for the No AS system, increases with SNR until 
a maximum value is reached; the optimal SNR values (when the energy efficiency is maximum), 
for 4-QAM and 16-QAM are 23𝑑𝐵  and 26𝑑𝐵 , with maximum energy efficiency values of 
4.42 and 4.82 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  respectively.  After that, the increasing transmit power degrades 
the energy efficiency of the system, i.e. the increased power consumption of the system begins to 
outweigh the increasing system throughput.   
With regards to 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization, the algorithms adapt the number of active transmit 
antennas and transmit power, depending on the SNR and the varying channel conditions, in order 
to optimize TB-EE and CB-EE respectively.  In Figure 4.3, the average number of active transmit 
antennas (𝐴𝑁𝐴𝑇𝐴) is plotted against the SNR.  𝐴𝑁𝐴𝑇𝐴 is determined as follows: 








Figure 4.2. Plot of normalized throughput against SNR, 𝒅 = 𝟐𝟎𝟎𝒎 
𝑇𝐴𝑈𝑅  is the transmit antenna usage ratio for 𝑡  transmit antennas; this is determined from 
simulations.  𝐴𝑁𝐴𝑇𝐴 increases with SNR, and the combined increase in SNR and 𝐴𝑁𝐴𝑇𝐴 results 
in increased throughput for both 𝐸𝐸𝑇𝐵  and 𝐸𝐸𝐶𝐵  maximization, see Figure 4.2.  Consequently, 
TB-EE increases with SNR, until a maximum value is reached, see Figure 4.1.  Thereafter, the 
increasing transmit power degrades the energy efficiency of the system; in an effort to optimize 
the energy efficiency, the algorithms use less antennas, resulting in 𝐴𝑁𝐴𝑇𝐴 decreasing with SNR.  
The optimal SNR values for 𝐸𝐸𝑇𝐵 maximization are 20𝑑𝐵 and 22𝑑𝐵 for 4-QAM and 16-QAM 
respectively, with maximum energy efficiency values of 5.96  and 9.65 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄ .  For 
𝐸𝐸𝐶𝐵  maximization the optimal SNR values are 21𝑑𝐵 and 23𝑑𝐵 with maximum EE values of 
5.84  and 9.14 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄ .  Beyond the optimal SNR values, the throughput of the system 
begins to decrease, as 𝐴𝑁𝐴𝑇𝐴 decreases, for both 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization, see Figure 4.2.  
The maximum throughput values for 𝐸𝐸𝑇𝐵 maximization occur at 23𝑑𝐵 and 25𝑑𝐵 for 4-QAM 





Figure 4.3. Plot of average number of transmit antennas against SNR, 𝒅 = 𝟐𝟎𝟎𝒎 
𝐸𝐸𝑇𝐵  maximization outperforms 𝐸𝐸𝐶𝐵  maximization both in terms of energy efficiency and 
throughput over the entire SNR range, with lower optimal SNR and maximum EE values.  The 
reason for this is that the cross-layer approach maximizes the number of successfully received bits 
per unit energy while the physical-layer approach maximizes the number of transmitted bits per 
unit energy.  The cross-layer approach explicitly considers additional parameters from the physical 
and data link layers, e.g. modulation scheme, packet size, ARQ scheme etc., which are not 
considered by the physical-layer approach; allowing it to jointly exploit the transmit power and 
the transmit antennas more efficiently.   
The gap between the normalized TB-EE curves for the physical and cross-layer approaches is 
wider for 16-QAM compared to 4-QAM, e.g. at 15𝑑𝐵  the difference is 3.6 and 
4.6 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  respectively.  However, as the SNR increases, the difference in performance 
decreases, this is attributed to the reduction in packet retransmissions as the PER decreases with 
SNR.  Therefore, the contribution of the retransmitted bits to the capacity of the system reduces 




Figure 4.4. Plot of normalized throughput-based energy efficiency against 𝒅, SNR= 𝟐𝟎𝒅𝑩 
More specifically, the difference in performance is less than 0.08 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  for SNR values 
of more than 22𝑑𝐵 and 26𝑑𝐵 for 4-QAM and 16 QAM respectively. 
In Figure 4.4, the normalized TB-EE is plotted against the transmission distance, 𝑑, at a SNR value 
of 20𝑑𝐵.  𝐸𝐸𝑇𝐵 maximization outperforms 𝐸𝐸𝐶𝐵 maximization for both 4-QAM and 16-QAM for 
all 𝑑.  As 𝑑 increases, TB-EE degrades due to the increased transmit power, as can be deduced 
from (4.22) and (4.24), where it can be observed that the transmit power needed to meet the spectral 
efficiency constraint increases with increasing 𝑑.  Additionally, in a bid to optimize the energy 
efficiency, both algorithms use less transmit antennas as 𝑑  increases, resulting in decreased 
throughput; e.g. for 𝐸𝐸𝑇𝐵 maximization (4-QAM) at 𝑑 = 400𝑚 and 700𝑚 the transmit power is 
0.0335𝑊 and 0.2744𝑊, the normalized throughput 4.22  and 4.85 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄ , with an 𝐴𝑁𝐴𝑇𝐴 
of 2.73 and 2.49.  The rate at which TB-EE decreases with 𝑑 is higher for 16-QAM compared to 
4-QAM; 16-QAM has a larger value of PAR, resulting in the increasing transmit power having a 
larger impact on the TB-EE, e.g. between 𝑑 = 190 𝑚 and 𝑑 = 490 𝑚, the percentage decrease in 
TB-EE is 68.6 % and 76.6% for 4-QAM and 16-QAM respectively.   
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4.5 Reduced Complexity Algorithms for Cross-layer Energy-
Efficient Transmit Antenna Selection 
As mentioned in Section 4.4, exhaustive search is required to obtain the optimal solution for the 






 different transmit 
antenna subsets must be taken into account.  Additionally, complex matrix inversion is required in 
order to calculate the transmit power and throughput-based energy efficiency for each transmit 
antenna subset.  This results in a computational complexity that increases with the number of 
transmit antennas.   In this section, two algorithms that reduce the complexity of the optimal 
exhaustive search algorithm are proposed. 
To develop the algorithms that reduce the complexity associated with the exhaustive search 
algorithm, we begin by upper bounding the PER given in (4.14) as follows: 
𝑃𝐸𝑅 ≤ 1 − (1 − 𝑆𝐸𝑅𝑚𝑖𝑛)
𝐿 (4.26) 
Where 𝑆𝐸𝑅𝑚𝑖𝑛 is the symbol error rate for the data stream with the least SNR value, that is: 
𝑆𝑁𝑅𝑚𝑖𝑛 = 𝑚𝑖𝑛𝑘𝑆𝑁𝑅𝑘     𝑘 = 1,2, … 𝑀𝑡 (4.27) 
Therefore, 𝑆𝐸𝑅𝑚𝑖𝑛 = 𝑓(𝑆𝑁𝑅𝑚𝑖𝑛, 𝑀𝑜𝑑).  The normalized throughout given in (4.13) can now be 
lower bound as follows: 
𝜂 ≥ 𝑏 × 𝑁 × 𝑀𝑡




Therefore, for fixed number of selected transmit antennas, 𝑀𝑡 , a simplified, but sub-optimal, 
method of maximizing the throughput is to select the transmit antenna subset that maximizes 
𝑆𝑁𝑅𝑚𝑖𝑛.  This method will not result in an optimization of 𝐸𝐸𝑇𝐵, as seen from (4.16); this is 
because every transmit antenna subset has a different value of 𝑃𝑆𝐸 , as calculated from the SE 
constraint, and 𝑃𝑆𝐸  has a direct impact on the value of 𝑃𝑇 .   Maximizing 𝐸𝐸𝑇𝐵  requires the 
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simultaneous maximization and minimization of 𝜂 and 𝑃𝑇 respectively, since 𝑃𝑐 is constant for a 










𝑣𝑚𝑖𝑛 = 𝑚𝑖𝑛𝑘𝑣𝑘      𝑘 = 1,2, … 𝑀𝑡 (4.30) 
Therefore, a simplified (sub-optimal) method of minimizing 𝑃𝑆𝐸 , and as a result 𝑃𝑇, is to select the 











where 𝜆𝑚𝑖𝑛(𝑯𝑡)  is the minimum singular value of 𝑯𝑡.  Combining (4.31) and (4.32) we get: 
𝑣𝑚𝑖𝑛 ≥ 𝜆𝑚𝑖𝑛
2 (𝑯𝑡) (4.33) 
From (4.28), (4.29), (4.32) and (4.33), it is observed that for a fixed number of transmit antennas, 
𝐸𝐸𝑇𝐵 can be optimized (i.e. simultaneously maximizing of 𝜂 and minimizing 𝑃𝑇) by selecting the 
transmit antenna subset that maximizes 𝜆𝑚𝑖𝑛(𝑯𝑡).   
The result arrived at above, is used to develop an algorithm, based on exhaustive search; but with 
a complexity that is less than that of the optimal exhaustive search algorithm.  The algorithm, 
referred to as Algorithm I, divides antenna selection into two stages; intra-level selection, 
performed first, followed by inter-level selection.  A level is made up of antenna subsets with a  
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Table 4.2. Algorithm I 
 for 𝑖 = 1: 𝑀𝑇 




   Determine 𝜆𝑚𝑖𝑛(𝑯𝑖𝑗)   
  end 
  Select 𝑇(𝑖)𝑗 with the maximum 𝜆𝑚𝑖𝑛(𝑯𝑖𝑗)  
  i.e. 𝑇(𝑖)𝑗−𝑚𝑎𝑥 = max
𝑗
𝜆𝑚𝑖𝑛(𝑯𝑖𝑗) 
   Calculate 𝑃𝑆𝐸  for 𝑇(𝑖)𝑗−𝑚𝑎𝑥 using (4.22) 
    if 𝑃𝑆𝐸 > 𝑃𝑇𝑀𝑎𝑥 
     𝑃𝑇 = 𝑃𝑇𝑀𝑎𝑥 
    else  
     𝑃𝑇 = 𝑃𝑆𝐸  
    end 
   𝑃𝑐 = 𝑖𝑃𝑐𝑡 + 𝑁𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜  
   𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗−𝑚𝑎𝑥) =
𝑏×𝑁×𝑖×𝑙×(1−𝑃𝐸𝑅)
(1+𝑊)((1+𝛼)𝑃𝑇+𝑃𝑐)
    
  end 
 end 
 select the 𝑇(𝑖)𝑗−𝑚𝑎𝑥 with the maximum 𝐸𝐸𝑇𝐵 
 i.e. 𝑇(𝑖𝑚𝑎𝑥)𝑗−𝑚𝑎𝑥 = max
𝑖
𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗−𝑚𝑎𝑥) 
fixed number of transmit antennas, 𝑖, where 𝑖 = 1,2, … 𝑀𝑇.  The steps involved in Algorithm I are 
as follows; 
• Determine the minimum singular value, 𝜆𝑚𝑖𝑛(𝑯𝑡) , for all 𝑯𝑡 , i.e. channel matrices 
corresponding to all possible transmit antenna combinations. 
• At each level, perform intra-level selection, i.e. select the transmit antenna subset with the 
maximum 𝜆𝑚𝑖𝑛(𝑯𝑡). 
• Calculate the 𝐸𝐸𝑇𝐵, corresponding to the selected transmit antenna subset at each level. 
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• Perform inter-level selection, i.e. select the level, along with the corresponding transmit 
antenna subset, with the maximum 𝐸𝐸𝑇𝐵. 
Algorithm I is described in Table 4.2.   
Intra-level selection -in Algorithm I - does not require the computation of 𝐸𝐸𝑇𝐵, see Table 4.2, 
which implies that complex matrix inversion, [𝑯𝑡
𝐻𝑯𝑡]
−1 , is also not required.  The major 
contributor to computational complexity is matrix inversion; therefore, Algorithm I reduces the 
complexity by decreasing the number of times [𝑯𝑡
𝐻𝑯𝑡]
−1 is computed.     
The transmit antenna subset selected by intra-level selection is not necessarily optimal.  Algorithm 
I’s performance can be improved by modifying intra-level selection as follows.  The transmit 
antenna subsets in a level are first ordered by 𝜆𝑚𝑖𝑛(𝑯𝑡), in descending order.  The intra-level 
algorithm then iterates through the ordered antenna subsets, calculating 𝐸𝐸𝑇𝐵, and terminating 
when 𝐸𝐸𝑇𝐵 decreases between two adjacent transmit antenna subsets, bringing an end to intra-
level selection.  Inter-level selection is carried out after intra-level selection is complete at all 
levels.  The algorithm, referred to as Algorithm II, is described in Table 4.3.   
 
4.5.1 Analysis of the Reduced Complexity Algorithms 
In this section, the performance of the proposed reduced complexity algorithms is evaluated via 
Monte Carlo simulations.  The simulation parameters are as given in Section 4.4.1.  In Figure 4.5, 
the normalized throughput-based energy efficiency for 𝐸𝐸𝑇𝐵  maximization, for the optimal 
exhaustive search (OES) algorithm, Algorithm I and Algorithm II, is plotted against SNR at 𝑑 =
200𝑚; for 4-QAM and 16-QAM.  It is observed that for SNR values of < 13𝑑𝐵 and ≥ 20𝑑𝐵), 
for 4-QAM (< 17𝑑𝐵 and ≥ 23𝑑𝐵 for 16-QAM), Algorithm I and Algorithm II have near-optimal 
performances.  For SNR values of > 20𝑑𝐵 for 4-QAM (> 23𝑑𝐵  for 16-QAM), Algorithm II 
performs slightly better than its counterpart; as an example, the difference in performance between 
the OES algorithm and the two reduced complexity algorithms, Algorithm I and Algorithm II,  
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Table 4.3. Agorithm II 
 for 𝑖 = 1: 𝑀𝑇 




   Determine 𝜆𝑚𝑖𝑛(𝑯𝑖𝑗)   
  End 
  Order the transmit antenna subsets by 𝜆𝑚𝑖𝑛(𝑯𝑖𝑗) in descending order 
  𝐸𝐸𝑇𝐵(𝑖) = 0  




   Calculate 𝑃𝑆𝐸  using (4.22) 
   if 𝑃𝑆𝐸 > 𝑃𝑇𝑀𝑎𝑥 
    𝑃𝑇 = 𝑃𝑇𝑀𝑎𝑥 
   else 
    𝑃𝑇 = 𝑃𝑆𝐸  
   end 
   𝑃𝑐 = 𝑖𝑃𝑐𝑡 + 𝑁𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜  
   𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) =
𝑏×𝑁×𝑖×𝑙×(1−𝑃𝐸𝑅)
(1+𝑊)((1+𝛼)𝑃𝑇+𝑃𝑐)
    
   if 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) ≥ 𝐸𝐸𝑇𝐵(𝑖) 
    𝐸𝐸𝑇𝐵(𝑖) =  𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) 
   else 
    break 
   end 
  end 
 end 
 From the 𝑀𝑇 levels select the level with the maximum 𝐸𝐸𝑇𝐵 
 i.e. 𝑖𝑚𝑎𝑥 = max
𝑖
𝐸𝐸𝑇𝐵(𝑖) 
at 24𝑑𝐵  is 0.38%  and 0.02%  for 4-QAM ( 0.26%  and 0.00%  for 16-QAM) respectively.  




Figure 4.5. Plot of TB-EE against SNR at 𝒅 = 𝟐𝟎𝟎𝒎, for OES, Algorithms I and II 
algorithms exhibit reduced performances, with Algorithm II still outperforming Algorithm I.   
In Figure 4.6, the normalized TB-EE for 𝐸𝐸𝑇𝐵 maximization, for OES algorithm, Algorithm I and 
Algorithm II, is plotted against 𝑑 at SNR= 20𝑑𝐵; for 4-QAM and 16-QAM.  For 4-QAM, both 
reduced complexity algorithms have near-optimal performances for all 𝑑 .  For 16-QAM, 
Algorithm I and Algorithm II have near-optimal performances for distances of ≥ 290𝑚 and ≥
230𝑚 respectively, with Algorithm II outperforming Algorithm I.   
With regard to computational complexity, one can deduce from the number of times Algorithm I 
computes 𝐸𝐸𝑇𝐵, that it has a lower complexity than that of OES.  This is because computing the 
singular values of 𝑯𝑡  is less complex than computing the complex matrix inverse [𝑯𝑡
𝐻𝑯𝑡]
−1 , 
which is required to calculate 𝐸𝐸𝑇𝐵  [25] [127].  [𝑯𝑡
𝐻𝑯𝑡]






 and 𝑀𝑇 
times by OES and Algorithm I respectively.  From simulations, for a 4 × 4  MIMO system, 
Algorithm II computes 𝐸𝐸𝑇𝐵  on average 4.71  and 4.55  times for 4-QAM and 16-QAM 




Figure 4.6. Plot of TB-EE against 𝒅 at 𝟐𝟎𝒅𝑩 for OES, Algorithms I and II 
respectively.  Therefore, Algorithm II is less complex than OES, but slightly more complex than 
Algorithm I.  This simplified complexity analysis (and the resulting deductions) is supported by 
the detailed computational complexity analysis found in Appendix E.  The computational 
complexities, expressed in terms of floating point operations (flops), for OES, Algorithm I and 
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𝐴𝑚, in (4.36) represents the average number of times Algorithm II computes 𝐸𝐸𝑇𝐵.  For the 4 × 4 
MIMO system, the computational complexity for OES, Algorithm I and Algorithm II, determined 
using (4.34), (4.35) and (4.36) respectively is 26688, 19010 and 20991 flops (for 4-QAM).  This 
represents a reduction in complexity of 28.8% and 21.3% for Algorithm I and Algorithm II, in 
comparison with OES. 
 
4.6 Incorporation of Adaptive Modulation 
In this section, the performance of the cross-layer energy efficient transmit antenna selection 
algorithm presented in Section 4.4, is further enhanced by incorporating adaptive modulation.  
Adaptive modulation and coding (AMC) techniques can be used to enhance the spectral efficiency 
of wireless links, particularly MIMO channels, by adjusting the transmission parameters to the 
time-varying channel conditions [128] [129].  Some pioneering work, in adaptive modulation and 
antenna selection, can be found in [130] [131].   
Adopting a cross-layer energy efficiency criterion makes the integration of adaptive modulation 
into antenna selection easy and straightforward, this is because 𝐸𝐸𝑇𝐵  explicitly considers the 
modulation scheme used.  For simplicity, a common modulation scheme will be used for all active 
transmit antennas.  Including adaptive modulation, in the selection scheme, consists of jointly 
selecting the transmit antenna subset, along with the corresponding modulation scheme, that 
maximizes 𝐸𝐸𝑇𝐵, subject to transmit power and SE constraints.  This is accomplished as follows; 
for each transmit antenna subset, 𝐸𝐸𝑇𝐵  is calculated for each modulation scheme; then, the 




Figure 4.7. Plot of normalized TB-EE against SNR for 𝑬𝑬𝑻𝑩 maximization with AM 
(along with the optimal modulation scheme), which optimizes 𝐸𝐸𝑇𝐵  is selected via exhaustive 
search. 
 
4.6.1 Computer Simulation and Results 
In this section, Monte Carlo simulations are used to evaluate the performance of cross-layer 
energy-efficient transmit antenna selection with adaptive modulation.  The simulation parameters 
used are as given in Section 4.4.1.  In Figure 4.7, the normalized throughput-based energy 
efficiency is plotted against SNR, for 𝐸𝐸𝑇𝐵 maximization with adaptive modulation (AM), at 𝑑 =
200𝑚 and 𝑑 = 500𝑚. At 𝑑 = 200𝑚, for low (< 15𝑑𝐵) and high (> 19𝑑𝐵) SNR values the 
modulation scheme with the lowest and highest constellation size is selected, while between 15𝑑𝐵 
and 19𝑑𝐵, both modulation schemes are used, this can be seen in Table 4.4, where the usage ratio 
for 4-QAM at fixed distances, for 𝐸𝐸𝑇𝐵 maximization with adaptive modulation, is given.  The 
additional degrees of freedom provided when adaptive modulation is incorporated into the antenna  
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Table 4.4. 4-QAM usage ratio at fixed distances 
SNR (dB) 4 7 10 13 16 19 22 25 28 
𝑑 = 200𝑚 1 1 1 1 1 0.9 0 0 0 
𝑑 = 500𝑚 1 1 1 1 0.73 0.38 0.01 0.03 0.34 
Table 4.5. 4-QAM usage ratio at fixed SNR values 
𝑑 (𝑚) 220 310 400 490 580 670 760 850 940 
15𝑑𝐵 0.89 0.83 0.83 0.85 0.87 0.97 1 1 1 
20𝑑𝐵 0 0 0.03 0.16 0.31 0.41 0.58 0.80 0.92 
selection mechanism results in enhanced performance; i.e. a TB-EE that is higher than that of 4-
QAM and 16-QAM for the SNR range 15𝑑𝐵 − 19𝑑𝐵.  As an example, at 15𝑑𝐵, the TB-EE with 
adaptive modulation is 4.7 compared to 4.72 and 4.56 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  for 4-QAM and 16-QAM 
respectively.  On the other hand, at 𝑑 = 500𝑚   4-QAM is used for < 15𝑑𝐵 , while both 
modulation schemes are used for ≥ 15𝑑𝐵.  The probability of the SE constraint being decreased, 
to ensure that the transmit power constraint is satisfied, increases with both 𝑑  and SNR, this 
explains why both modulation schemes are used for ≥ 15𝑑𝐵, resulting in enhanced performance.   
Similar observations are found in Figure 4.8, where the normalized TB-EE is plotted against 𝑑, 
and in Table 4.5, where the usage for 4-QAM is given, at 15𝑑𝐵 and 20𝑑𝐵.  As an example of the 
enhanced performance, for a SNR of 20𝑑𝐵 at 𝑑 = 210𝑚, the TB-EE is 6.08 compared to 6.07 
𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  for 16-QAM; while for 15𝑑𝐵 at 𝑑 = 500𝑚, the TB-EE is 3.12 compared to 3.07 
𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  for 4-QAM.   
 
4.7 Impact of Correlation on Energy Efficiency 
In this section, we examine the impact of spatial correlation on the energy efficiency and 




Figure 4.8. Plot of normalized TB-EE against 𝒅 for 𝑬𝑬𝑻𝑩 maximization with AM 
MIMO channel, 𝑯 ∈ ℂ𝑁𝑟×𝑀𝑇 , of the system described in Section 4.2 is now assumed to be a 
spatially correlated frequency flat Rayleigh fading channel.  Transmit antenna correlation is 




where 𝑯𝑤 ∈ ℂ
𝑁𝑟×𝑀𝑇 is assumed to have ZMCSCG elements with unit variance, and 𝑹𝑡 ∈ ℂ
𝑀𝑇×𝑀𝑇 
is the transmit correlation matrix.  The exponential correlation model in [132] is used, therefore, 
the entries of the transmit correlation matrix 𝑹𝑡, are given by: 
[𝑹𝑡]𝑖,𝑗 = {
𝜌𝑗−𝑖          𝑖 ≤ 𝑗
[𝑹𝑡]𝑖.𝑗
∗       𝑖 > 𝑗
 (4.38) 




Figure 4.9. Plot of normalized TB-EE against SNR for a spatially correlated MIMO system 
 
4.7.1 Computer Simulations and Results 
In this section, the performance of cross-layer energy-efficient transmit antenna selection, in the 
presence of correlation, is evaluated via Monte Carlo simulations.  The simulation parameters used 
are as given in Section 4.4.1.  Two correlation settings are considered; the uncorrelated (|𝜌| = 0) 
and the correlated (⌈𝜌⌉ = 0.7) cases.   
In Figures 4.9 and 4.10, the normalized throughput-based energy efficiency and throughput 
respectively, for 𝐸𝐸𝑇𝐵 maximization, at 𝑑 = 200𝑚, are plotted against the SNR for 4-QAM.  The 
plots for the No AS are included for comparison purposes.  It is observed that energy-efficient 
transmit antenna selection improves the TB-EE of the spatially correlated MIMO system.  
Furthermore, spatial correlation reduces the TB-EE and throughput of the No AS system for all 
SNR values; while for the system with cross-layer energy-efficient transmit antenna selection, the 




Figure 4.10. Plot of throughput against SNR for a spatially correlated MIMO system 
As mentioned in Section 4.4.1, the probability of antennas having suitable conditions increases 
with SNR; therefore, for 𝐸𝐸𝑇𝐵  maximization, the number of active transmit antennas used 
increases with SNR.  This can be seen in Tables 4.6 and 4.7, where the transmit antenna usage 
ratio for |𝜌| = 0 and |𝜌| = 0.7 respectively, is given at different SNR values, at 𝑑 = 200𝑚.  At 
low SNR values, the probability of antennas having suitable conditions is low, resulting in less 
antennas being used.  More specifically, for SNR≤ 13𝑑𝐵, only one active transmit antenna is used 
for both |𝜌| = 0 and |𝜌| = 0.7, resulting in equal throughput and energy efficiency for both cases; 
since there is no correlation when only one transmit antenna is used, see Figures 4.9 and 4.10.   
For SNR> 13𝑑𝐵, more than one transmit antenna is used.  Spatial correlation results in SNR loss, 
which reduces the throughput, leading to reduced energy efficiency for |𝜌| = 0.7.  Because of the 
correlation induced SNR loss, more transmit power is required to meet the SE constraint.  
Therefore, for a fixed SNR value, |𝜌| = 0.7 will tend to use less antennas, in order to reduce the 
transmit power - in a bid to optimize the energy efficiency, as compared to |𝜌| = 0 (see Tables 4.6  
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Table 4.6. Transmit antenna usage ratio without correlation 
SNR (dB) 1 Antenna 2 Antennas 3 Antennas 4 Antennas 
5 1 0 0 0 
10 1 0 0 0 
15 0.00013 0.99987 0 0 
20 0 0.01045 0.73597 0.25358 
25 0 0.01731 0.69859 0.28410 
30 0.00010 0.13409 0.77598 0.08983 
 
Table 4.7. Transmit antenna usage ratio with correlation 
SNR (dB) 1 Antenna 2 Antennas 3 Antennas 4 Antennas 
5 1 0 0 0 
10 1 0 0 0 
15 0.00048 0.99952 0 0 
20 0.01471 0.36096 0.59524 0.02909 
25 0.16029 0.32467 0.46391 0.05113 
30 0.32422 0.43318 0.23791 0.00469 
and 4.7).  The reduced number of active antennas at a fixed SNR results in a loss in throughput.  
For example, at a SNR value of 20𝑑𝐵, the reduction in TB-EE is 67.4% and 14.1%; while that of 
throughput is 44.2% and 18.1% for No AS and 𝐸𝐸𝑇𝐵 maximization respectively.  The optimal 
SNR value for |𝜌| = 0 and |𝜌| = 0.7 is 20𝑑𝐵 and 19𝑑𝐵 with maximum energy efficiency values 
of 5.96 and 5.23 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  respectively; for the No AS system, the optimal SNR values are 
23𝑑𝐵  and 25𝑑𝐵  with maximum energy efficiency values of 4.42  and 1.97  𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  
respectively.  Therefore, other than improving the energy efficiency, cross-layer energy-efficient 





Figure 4.11. Plot of normalized TB-EE against 𝑳, at 𝒅 = 𝟐𝟎𝟎𝒎 and SNR= 𝟐𝟎𝒅𝑩 
 
4.8 Impact of Packet Size on Energy Efficiency 
In this section, the performance of cross-layer energy-efficient transmit antenna selection is 
evaluated with respect to the packet size, 𝐿, at fixed values of SNR and transmission distance 𝑑.  
The performance at different values of parity check bits, i.e. 𝑐ℎ𝑘 = 𝑛 − 𝑘, is considered. 
 
4.8.1 Computer Simulations and Results 
In this section, the impact of packet size on energy efficiency is evaluated via Monte Carlo 
simulations.  The simulation parameters used are as given in Section 4.4.1, except for 𝐿 and 𝑙.  In 
Figure 4.11, the normalized TB-EE for 4-QAM is plotted against 𝐿, at 𝑑 = 200𝑚 with a SNR 
value of 20dB; for 𝑐ℎ𝑘 = 16, 32, and 64.  It is observed that for a fixed value of 𝑐ℎ𝑘, TB-EE  
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Table 4.8. Performance metrics for 4-QAM at 𝒍 = 𝟑𝟐 𝟑𝟑⁄  
 10𝑑𝐵 20𝑑𝐵 30𝑑𝐵 
𝐿 (symbols) 𝐸𝐸𝑇𝐵 𝐴𝑁𝐴𝑇𝐴 𝐸𝐸𝑇𝐵 𝐴𝑁𝐴𝑇𝐴 𝐸𝐸𝑇𝐵 𝐴𝑁𝐴𝑇𝐴 
264 2.08 1 6.00 3.30 3.76 2.96 
528 1.38 1 5.95 3.24 3.76 2.96 
1056 0.60 1 5.91 3.18 3.76 2.96 
increases, peaks and then decreases with increasing 𝐿 .  Two factors contribute to 𝐸𝐸𝑇𝐵  as 𝐿 
increases; firstly, from (4.16), it can be seen that for a fixed value of 𝐿, 𝐸𝐸𝑇𝐵  increases with 
increasing 𝑙  or decreasing 𝑐ℎ𝑘  since 𝑙 = (𝑛 − 𝑐ℎ𝑘) 𝑛⁄ , where 𝑛 = 𝑏𝐿 .  Therefore, the TB-EE 
performance for 𝑐ℎ𝑘 = 16  is superior for all values of 𝐿, with that of 𝑐ℎ𝑘 = 64 being the least as 
can be seen in Figure 4.11.  For a given value of 𝑐ℎ𝑘, 𝑙 increases with 𝐿; since 𝑙 = (𝑏𝐿 − 𝑐ℎ𝑘) 𝐿⁄ , 
thus contributing positively to 𝐸𝐸𝑇𝐵.   
Secondly, as 𝐿 increases, the PER increases, see (4.14); this results in decreased throughput, see 
(4.13).  Considering the case when 𝑙 is fixed; as 𝐿 increases the algorithm reduces the number of 
active transmit antennas, in an effort to reduce the total power, so as to optimize 𝐸𝐸𝑇𝐵 .  The 
combination of increased PER and reduced 𝐴𝑁𝐴𝑇𝐴 as 𝐿 increases results in a reduction in energy 
efficiency.  These can be seen in Table 4.8, where the normalized TB-EE and 𝐴𝑁𝐴𝑇𝐴 for 4-QAM 
are given, for a fixed value of 𝑙, at various values of 𝐿 at 𝑑 = 200𝑚.  Therefore, for a given value 
of 𝑙 the increase in PER as 𝐿 increases contributes negatively to 𝐸𝐸𝑇𝐵.   
From Table 4.8, it is observed that the percentage decrease in 𝐸𝐸𝑇𝐵 as 𝐿 increases reduces with 
increasing SNR; consequently, at 20𝑑𝐵, the positive effects of 𝑙 outweigh the negative effects of 
PER, at low values of 𝐿.  Therefore, for a fixed value of 𝑐ℎ𝑘, 𝐸𝐸𝑇𝐵  increases with 𝐿, until a 
maximum value is reached.  This is because the percentage increase in 𝑙 decreases as 𝐿 increases; 
correspondingly, the percentage increase in 𝐸𝐸𝑇𝐵 reduces with increasing 𝐿.  The optimal values 
of 𝐿  for 𝑐ℎ𝑘 = (16,32)  are (720,1224)  with maximum 𝐸𝐸𝑇𝐵  values of (6.06,6.00) .  The 
percentage increase in 𝑙 increases with 𝑐ℎ𝑘; and that is why the optimal value of 𝐿 for 𝑐ℎ𝑘 = 32 




Figure 4.12. Plot of normalized TB-EE against SNR at 𝒅 = 𝟐𝟎𝟎𝒎 and varying 𝑴𝑻  
not peak.  Beyond the optimal 𝐿 value, the negative effects of PER outweigh the positive effects 
of 𝑙, thus degrading the EE of the system. 
 
4.9 Energy Efficiency and the Number of Transmit Antennas 
In this section, the impact of the number of transmit antennas on the energy efficiency and 
throughput, of MIMO systems with cross-layer energy-efficient transmit antenna selection, is 
examined.  The system under consideration is a point-to-point MIMO system, with 𝑀𝑡 and 𝑁𝑟 
transmit and receive RF chains respectively.  The transmitter is equipped with 𝑀𝑇 antennas, where 
𝑀𝑇 ≥ 𝑀𝑡 , while the receiver is equipped with 𝑁𝑟  antennas.  In cross-layer energy-efficient 
transmit antenna selection, 𝑀𝑟 (1 ≤ 𝑀𝑟 ≤ 𝑀𝑡) antennas, where 𝑀𝑟 ≤ 𝑁𝑟 [10], are selected from 





Figure 4.13. Plot of normalized throughput against SNR at 𝒅 = 𝟐𝟎𝟎𝒎 and varying 𝑴𝑻 
 
4.9.1 Computer Simulations and Results 
In this section, the impact of the number of transmit antennas on the energy efficiency and 
throughput is evaluated via Monte Carlo simulations.  A MIMO system with 𝑁𝑟 = 𝑀𝑡 = 2, is 
considered.  Three different scenarios, determined by the number of available transmit antennas, 
i.e. 𝑀𝑇 = 2, 3, 4, are considered.  These correspond to 2 × 2, 2 × 3 and 2 × 4 MIMO systems.  
The rest of the simulation parameters are as given in Section 4.4.1. 
In Figures 4.12 and 4.13, the normalized throughput-based energy efficiency and throughput, 
respectively, for 𝐸𝐸𝑇𝐵  maximization for the 2 × 2, 2 × 3 and 2 × 4 MIMO systems are plotted 
against SNR at 𝑑 = 200𝑚, for 4-QAM.  The plot of the 2 × 2 MIMO system with no antenna 
selection is included for comparison purposes.  It is observed from Figure 4.12 that the energy 
efficiency improves with the addition of transmit antennas.  The availability of additional transmit 




Figure 4.14. Plot of normalized TB-EE against 𝒅 at SNR= 𝟐𝟎𝒅𝑩 and varying 𝑴𝑻 
Increasing the number of transmit antennas increases the probability of more transmit antennas 
having favourable conditions.  This makes it possible for the cross-layer algorithm to use more 
transmit antennas; e.g. at a SNR of 20𝑑𝐵 , the 𝐴𝑁𝐴𝑇𝐴  values for the 2 × 2, 2 × 3 and 2 × 4 
MIMO systems are 1.70 , 1.93  and 1.98  respectively.  From (4.13), the increased number of 
transmit antennas, coupled with their favourable conditions, result in increased throughput, as can 
be seen in Figure 4.13, leading to enhanced energy efficiency.   
In Figure 4.14, the normalized TB-EE for 𝐸𝐸𝑇𝐵 maximization for 2 × 2, 2 × 3 and 2 × 4 MIMO 
systems is plotted against the transmission distance 𝑑, at SNR= 20𝑑𝐵.  It is observed that the 
additional transmit antennas enhance the energy efficiency for all values of 𝑑.  It should be noted 






4.10 Chapter Summary and Conclusions 
In this chapter, a cross-layer energy efficiency metric, based on system throughput, was proposed.  
The analytical expression for the throughput-based energy efficiency metric, for MIMO systems 
equipped with ZF linear receivers and N-SAW implemented at the data link layer, was derived.  
Cross-layer energy-efficient transmit antenna selection was proposed and its performance was 
investigated.  Several key factors that affect energy efficiency, including modulation scheme, 
spatial correlation, the number of antennas and packet size, have been examined.  An enhanced 
version of the cross-layer scheme, which incorporates adaptive modulation, was proposed.  
Reduced complexity algorithms that achieve near-optimal performance were also developed.  
Simulation results show that the proposed cross-layer approach outperforms traditional energy-
efficient antenna selection, that maximizes a capacity-based energy efficiency metric, in terms of 






Chapter 5 Optimal, Near and Sub-Optimal Iterative Cross-
Layer Energy-Efficient Schemes for Underlay CR MIMO 
Systems 
In this chapter, cross-layer energy-efficient transmit antenna selection, for underlay CR MIMO 
systems, is presented.  The cross-layer approach selects the subset of transmit antennas that 
maximize the throughput-based energy efficiency metric proposed in Chapter 4, subject to 
interference constraints at the primary user receiver.  Additionally, the proposed algorithm 
maximizes the cross-layer energy efficiency by jointly optimizing the transmit antenna subset and 
transmit power, subject to a spectral efficiency constraint.  However, to find the optimal transmit 
antenna subset requires an exhaustive search, the computational complexity of which grows 
exponentially with the number of antennas.  Consequently, iterative reduced complexity 
algorithms will be developed. 
The chapter is organized as follows; the problem formulation is presented in Section 5.1.  The 
optimal exhaustive search and the reduced complexity cross-layer energy-efficient transmit 
antenna selection algorithms are developed in Section 5.2.  In Section 5.3, the performance and 
complexity of the proposed algorithms are analyzed.  Finally, Section 5.4 concludes the chapter. 
 
5.1 Problem Formulation 
Consider a wireless system, which consists of a secondary user and a primary user that 
communicate concurrently over the same spectrum band, whose bandwidth is assumed to be 1𝐻𝑧.  
The CR TX and CR RX are equipped with 𝑀 and 𝑁𝑐𝑟  antennas respectively, where 𝑀 ≤ 𝑁𝑐𝑟 ; 
since the cognitive user is configured to exploit spatial multiplexing [10].  The cognitive (CR TX 
to CR RX) channel matrix, 𝑯 ∈ ℂ𝑁𝑐𝑟×𝑀 , is assumed to have ZMCSCG elements with unit 
variance.  The PU RX is equipped with 𝑁𝑃𝑈 antennas, and the CR TX to PU RX (interference) 
channel matrix, 𝑯𝑆𝑃 ∈ ℂ
𝑁𝑃𝑈×𝑀, is assumed to have ZMCSCG elements with a variance of α.  All 
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the channels are assumed to experience frequency flat Rayleigh fading and the CSI for all channels 
is assumed known at the CR TX.   
It is assumed that there is a sufficiently large number of sub-channels; let the channel matrix from 
the PU TX to the CR RX, for each sub-channel, be represented by 𝑯𝑠𝑐 ∈ ℂ
𝑁𝑐𝑟×𝑀𝑃𝑈 , where 𝑀𝑃𝑈 is 
the number of PU transmit antennas.  Each sub-channel matrix, 𝑯𝑠𝑐, is assumed to have ZMCSCG 
elements.  According to the central limit theorem [133] [134], the interference produced at the CR 
RX by the PU TX can be modeled as additive white Gaussian noise (AWGN).  The antenna 
selection scheme selects the 𝑀𝑐𝑟  (1 ≤ 𝑀𝑐𝑟 ≤ 𝑀) cognitive transmit antennas that optimize the 
energy efficiency of the secondary system. 
N-SAW is implemented at the CR data link layer and the CR RX is equipped with a ZF linear 
receiver, which separates the received signal into its component 𝑀𝑐𝑟 transmitted data streams.  At 
the CR TX data link layer, data is encoded by an (𝑛, 𝑘) error detecting linear block code; then at 
the physical layer, each 𝑛 −bit code word is modulated to form an 𝐿 −symbol packet; 𝐿 = 𝑛 𝑏⁄  
where 𝑏 is the number of bits per symbol.  An un-coded spatial multiplexing CR MIMO system is 
assumed, therefore, an 𝐿 −symbol packet is divided into 𝑀𝑐𝑟 equal parallel streams, which are 
then transmitted over the selected transmit antennas.  Each packet is transmitted in its own slot, 
with a slot period of 𝐿 𝑀𝑐𝑟⁄  seconds, since a symbol period of 1 second is assumed.  The channel 
response is assumed constant during the transmission of each packet.  The cognitive transmit 
power, 𝑃𝑡, is divided uniformly among the selected transmit antennas.  The received signal, at the 




𝑯𝑐𝑟𝒔 + 𝒏 (5.1) 
where 𝑯𝑐𝑟 ∈ ℂ
𝑁𝑐𝑟×𝑀𝑐𝑟 is the cognitive channel matrix after transmit antenna selection, 𝒔 ∈ ℂ𝑀𝑐𝑟×1 
is the cognitive transmit symbol vector - assumed to have uncorrelated zero mean symbols with 
unit average energy, and 𝒏 ∈ ℂ𝑁𝑐𝑟×1 is the noise vector with ZMCSCG elements with a variance 
of 𝑁𝑜; the interference from the primary network, modelled as AWGN, is included in 𝒏.  The 








where 𝑯𝑖𝑛𝑡 ∈ ℂ
𝑁𝑃𝑈×𝑀𝑐𝑟 is the interference channel matrix after antenna selection. 
Using the throughput expression in (3.11), developed in Chapter 3, the normalized throughput for 
the SU, after antenna selection, can be expressed as: 
𝜂 = 𝑏 × 𝑁 × 𝑀𝑐𝑟
𝑙 × (1 − 𝑃𝐸𝑅)
1 + 𝑊
 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (5.3) 
where 𝑁 is the number of SAW processes run in parallel, and 𝑊 the round-trip delay in slots; 𝑙 =
𝑘 𝑛⁄  is the ratio of information symbols per packet and 𝑃𝐸𝑅 = 1 − ∏ (1 − 𝑆𝐸𝑅𝑘)
𝐿 𝑀𝑐𝑟⁄𝑀𝑐𝑟
𝑘=1  is the 
packet error rate.  𝑆𝐸𝑅𝑘 = 𝑓(𝑆𝑁𝑅𝑘, 𝑀𝑜𝑑)  is the SER for the 𝑘𝑡ℎ  data stream with 𝑀𝑜𝑑 
accounting for the modulation specific SER expression, with 𝑆𝑁𝑅𝑘 = 𝑃𝑡 (𝑢𝑘𝑁𝑜𝑀𝑐𝑟)⁄  the post-
processing SNR for the 𝑘𝑡ℎ data stream, where 𝑢𝑘 = [(𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟)
−1]𝑘,𝑘 and 𝑁𝑜 is the noise power.  
According to (4.16), the normalized throughput-based energy efficiency of the CR user can be 
expressed as: 
𝐸𝐸𝑇𝐵 =
𝑏 × 𝑁 × 𝑀𝑐𝑟 × 𝑙 × (1 − 𝑃𝐸𝑅)
(1 + 𝑊)((1 + 𝛼)𝑃𝑡 + 𝑃𝑐)
 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  (5.4) 
where 𝛼 = 𝜉 𝜌⁄ − 1, with 𝜌 the power amplifier efficiency and 𝜁 is the PAR, which is dependent 
on the modulation scheme and constellation size [126].  𝑃𝑐 is the circuit power which is  modelled 
as 𝑃𝑐 = 𝑀𝑐𝑟𝑃𝑐𝑡 + 𝑁𝑐𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜 , with 𝑃𝑐𝑡  and 𝑃𝑐𝑟  the power consumed by each transmit and 
receive secondary chains respectively, and 𝑃𝑐𝑜 the power consumed by all the other parts of the 
circuitry [65] [66].   
Cross-layer energy-efficient transmit antenna selection for underlay CR MIMO systems, 
maximizes 𝐸𝐸𝑇𝐵 by jointly optimizing the transmit antenna subset and transmit power, subject to 
spectral efficiency (in terms of SNR as derived in Chapter 4) and interference (at the PU RX) 





 𝐸𝐸𝑇𝐵  
      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝐼 ≤ 𝐼𝑖𝑛𝑡  
 𝑆𝑁𝑅𝑠𝑢𝑚 = 𝛽 (5.5) 
where 𝑇(𝑖)𝑗  denotes the 𝑗𝑡ℎ  transmit antenna subset consisting of 𝑖 = 𝑀𝑐𝑟  active transmit 
antennas, 𝐼𝑖𝑛𝑡 is the tolerable threshold power at the PU RX and 𝛽 is the required 𝑆𝑁𝑅𝑠𝑢𝑚 at the 
receiver. 
 
5.2 Cross-Layer Energy-Efficient Transmit Antenna Selection 
In this section, the cross-layer energy-efficient transmit antenna selection optimal exhaustive 
search (OES) and the reduced complexity iterative algorithms for underlay CR MIMO systems, 
are proposed.  In Section 5.3, the performance of the proposed algorithms is evaluated, and a 
complexity analysis of the algorithms is presented. 
 
5.2.1 Optimal Exhaustive Search Algorithm 
Given the optimization problem, 𝑃1,  the optimal method of solving it is through an exhaustive 
search (ES).  For each transmit antenna subset, the transmit power has to be determined before 
𝐸𝐸𝑇𝐵 can be calculated.  The transmit power that satisfies the interference constraint at the PU RX 




2  (5.6) 









The interference constraint at the PU RX must be satisfied; this means that it may not be possible 
to meet the SE constraint.  Therefore, the required SE for the cognitive user may have to be 
decreased in order to maintain the interference power at the PU RX below the tolerable threshold 
value.  The cognitive transmit power, for each transmit antenna combination, is determined as 
shown in Table 5.1.  Once 𝑃𝑡  is determined, the 𝐸𝐸𝑇𝐵 corresponding to the selected transmit 
antennas is calculated using (5.4).  The transmit antenna subset with the maximum 𝐸𝐸𝑇𝐵 is then 
selected.  The algorithm is described in Table 5.2.   
 
5.2.2 Reduced Complexity Iterative Algorithms 
The optimal exhaustive search algorithm requires ∑ (
𝑀
𝑀𝑐𝑟
)𝑀𝑀𝑐𝑟=1  calculations of 𝑃𝑡  and 𝐸𝐸𝑇𝐵 , 
which includes complex matrix inversion.  To develop an algorithm that reduces the complexity 
associated with OES, we begin by re-writing the constraints in (5.5) as: 
𝑃𝑡 ≤ 𝑃𝑖𝑛𝑡      𝑎𝑛𝑑     𝑃𝑡 = 𝑃𝑆𝐸 (5.8) 
for the interference and SE constraints respectively.  A single unified constraint can be obtained 









For a fixed number of transmit antennas, 𝑀𝑐𝑟 , the constraint in (5.9) is met when both the 
interference and SE constraints are satisfied; otherwise the required SE may have to be reduced in 
order to satisfy (5.9).  It is observed that the probability of the constraint in (5.9) being met 
decreases as the interference channel gain, ‖𝑯𝑖𝑛𝑡‖𝐹
2 , increases.   
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Table 5.1. Transmit power algorithm 
 Calculate 𝑃𝑖𝑛𝑡 using (5.6) 
 Calculate 𝑃𝑆𝐸  using (5.7) 
 if 𝑃𝑆𝐸 > 𝑃𝑖𝑛𝑡 
  𝑃𝑡 = 𝑃𝑖𝑛𝑡  
 else 
  𝑃𝑡 = 𝑃𝑆𝐸   
 end 
 
Table 5.2. OES energy efficient transmit algorithm for underlay CR MIMO system 
 for 𝑖 = 1: 𝑀 




   Determine 𝑃𝑡 using the transmit power algorithm 
   𝑃𝑐 = 𝑖𝑃𝑐𝑡 + 𝑁𝑐𝑟𝑃𝑐𝑟 + 𝑃𝑐𝑜  
   𝑃 = (1 + 𝛼)𝑃𝑡 + 𝑃𝑐 








  end 
 end 
 Select the 𝑇(𝑖)𝑗 with the maximum 𝐸𝐸𝑇𝐵 
 i.e. {𝑇(𝑖)𝑗}𝑚𝑎𝑥 = max
𝑖,𝑗
𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) 
The constraint in (5.9) will be used to develop an iterative algorithm that reduces the complexity 
of the optimal ES algorithm.  The algorithm, referred to as Iterative I, divides antenna selection 
into two stages; intra-level selection, which is performed first, followed by inter-level selection.  
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A level is made up of antenna subsets with a fixed number of cognitive transmit antennas, 𝑖, where 
𝑖 = 1,2, … 𝑀.  The steps involved in Iterative I are as follows; 
• Compute ‖𝑯𝑖𝑛𝑡‖𝐹
2  for all possible secondary transmit antenna combinations. 
• Order the transmit antenna subsets in a level by ‖𝑯𝑖𝑛𝑡‖𝐹
2 , in ascending order. 
• At each level, perform intra-level selection by using the following iterative technique.  
Determine if the constraint in (5.9) is met, for the first subset; if it is, iterate through the 
ordered antenna subsets, determining (5.9) and calculating 𝐸𝐸𝑇𝐵, until either (5.9) is not 
met or 𝐸𝐸𝑇𝐵 decreases.  If (5.9) is not satisfied for the first subset, then iterate until 𝐸𝐸𝑇𝐵 
decreases or until (5.9) is satisfied. 
• Perform inter-level selection, i.e. select the level, along with its corresponding transmit 
antenna subset, with the maximum 𝐸𝐸𝑇𝐵. 
Iterative I, is described in Table 5.3.   
Iterative I only considers the numerator of the left side of (5.9); the performance of the algorithm 
can be improved if both the numerator and denominator are considered.  The left side of (5.9) can 














where 𝑣𝑘 = 1 𝑢𝑘⁄ .  For a fixed number of selected transmit antennas, 𝑀𝑐𝑟, selecting the transmit 





2⁄  increases the probability of the constraint in (5.9) 















Table 5.3. Iterative I 
 for 𝑖 = 1: 𝑀 
  Order transmit antenna subsets by ‖𝑯𝑖𝑛𝑡(𝑖)𝑗‖𝐹
2
 in ascending order 
  𝐸𝐸𝑇𝐵(𝑖) = 𝐸𝐸𝑇𝐵(𝑇(𝑖)1)  
  if (5.9) is met for 𝑇(𝑖)1 




    If (5.9) is met and 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) > 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗−1) 
     𝐸𝐸𝑇𝐵(𝑖) = 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗)  
    else 
     break 
    end 
   end 
  else 




    if (5.9) is not met and 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗) > 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗−1) 
     𝐸𝐸𝑇𝐵(𝑖) = 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗)  
    else if (5.9) is met 
     𝐸𝐸𝑇𝐵(𝑖) = 𝐸𝐸𝑇𝐵(𝑇(𝑖)𝑗)  
     break 
    else 
     break 
    end 
   end 
  end 
 end 
 Select level (𝐿𝑣(𝑖)) with the maximum 𝐸𝐸𝑇𝐵 






𝑣𝑚𝑖𝑛 = 𝑚𝑖𝑛𝑘𝑣𝑘     𝑘 = 1,2, … 𝑀𝑐𝑟 (5.12) 
𝑆𝑁𝑅𝑚𝑖𝑛, is defined as: 
𝑆𝑁𝑅𝑚𝑖𝑛 = 𝑚𝑖𝑛𝑘𝑆𝑁𝑅𝑘     𝑘 = 1,2, … 𝑀𝑐𝑟 (5.13) 











where 𝜆𝑚𝑖𝑛(𝑯𝑐𝑟)  is the minimum singular value of 𝑯𝑐𝑟.  Combining (5.14) and (5.15), 𝑣𝑚𝑖𝑛 can 
be expressed as: 
𝑣𝑚𝑖𝑛 ≥ 𝜆𝑚𝑖𝑛
2 (𝑯𝑐𝑟) (5.16) 




































Therefore, from (5.19), for a fixed 𝑀𝑐𝑟 , selecting the transmit antenna subset that minimizes 
1 𝜆𝑚𝑖𝑛
2 (𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2⁄  increases the probability of the constraint in (5.9) being met, i.e. as 
1 𝜆𝑚𝑖𝑛
2 (𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2⁄  increases, the probability of the constraint being met decreases.  Therefore, 
the probability of the constraint in (5.9) being met decreases as 𝜆𝑚𝑖𝑛
2 (𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2  decreases.   
The above result can be used to modify Iterative I, thereby improving its performance.  This is 
done in intra-level selection; instead of ordering the transmit antennas subsets in a level by 
‖𝑯𝑖𝑛𝑡‖𝐹
2  in ascending order, the subsets are instead ordered by 𝜆𝑚𝑖𝑛(𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2  in descending 
order.  The intra-level and inter-level selection then operate as described for Iterative I; the 
resulting algorithm is referred to as Iterative II. 
 
5.3 Computer Simulations and Results 
In this section, the performance of the proposed algorithms is evaluated using Monte Carlo 
simulations.  All points of the following results are generated by averaging over 100000 channel 
realizations.  The following parameters are used in the simulations; the values of 𝑃𝑐𝑡, 𝑃𝑐𝑟, 𝑃𝑐𝑜, and 
𝜌 are 120𝑚𝑊, 85𝑚𝑊, 30𝑚𝑊 and 0.35 [16] [120] [126].  The values for 𝛼, 𝑁𝑜 and 𝐼𝑖𝑛𝑡 are 0.1, 
5 × 10−4𝑊 and 10𝑚𝑊.  The number of cognitive transmit and receive antennas is 𝑀 = 𝑁𝑐𝑟 = 4, 
the number of PU receive antennas is 𝑁𝑃𝑈, 𝑁 = 4 SAW processes are run in parallel with a round-
trip delay of 𝑊 = 4 slots.  A packet length of 𝐿 = 528 symbols is used with 𝑙 = 32 33⁄ .  The 
modulation schemes considered are 4-QAM and 16-QAM, thus 𝑏 = 2 and 𝑏 = 4 respectively.  
The value for PAR for M-QAM is 𝜉 = 3(√𝑀 − 1 √𝑀 + 1⁄ ) , with 𝑀 = 2𝑏 , when a square 
constellation is assumed [126].   
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The performance of the cross-layer approach is first evaluated by comparing it with the physical-
layer approach, which optimizes a capacity-based energy efficiency metric 𝐸𝐸𝐶𝐵 ; i.e. the 
normalized capacity-based energy efficiency of the SU.  From (4.12) in Chapter 4, the 𝐸𝐸𝐶𝐵 for 
the CR user, after antenna selection, is given by: 
𝐸𝐸𝐶𝐵 =
∑ 𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅𝑘)
𝑀𝑐𝑟
𝑘=1
(1 + 𝛼)𝑃𝑡 + 𝑃𝑐
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  (5.20) 
The transmit antenna subset that maximizes 𝐸𝐸𝐶𝐵, while maintaining the interference power at the 
PU RX below a tolerable threshold value, subject to a spectral efficiency constraint, is selected.  
The maximization involves determining the optimal transmit antenna subset and transmit power.  
Therefore, the optimization problem can be formulated as follows: 
𝑃2 max
𝑇(𝑖)𝑗,𝑃𝑡
 𝐸𝐸𝐶𝐵  
      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝐼 ≤ 𝐼𝑖𝑛𝑡  
 𝑆𝑁𝑅𝑠𝑢𝑚 = 𝛽 (5.21) 
The optimization problem 𝑃2 is solved through exhaustive search, similar to the optimal solution 
for 𝑃1. 
In Figure 5.1, the normalized throughput-based energy efficiency for optimal 𝐸𝐸𝑇𝐵  and 𝐸𝐸𝐶𝐵 
maximization, for 4-QAM and 16-QAM, for the SU, is plotted against SNR.  The plot for the 
system with no antenna selection (No AS) is included for comparison purposes.  It is observed that 
energy-efficient transmit antenna selection improves the energy efficiency of the secondary 
system; with 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization outperforming the No AS system for all SNR values, 
for both 4-QAM and 16-QAM.  The energy efficiency exhibits a similar behavior to that of MIMO 
systems, discussed in Chapter 4; i.e. the TB-EE increases, peaks and then decreases with increasing 
SNR.  In underlay CR systems, the transmit power of the CR user is limited by the interference 
power that can be tolerated by the PU RX, this means that the cognitive transmit power is very 
low.  Therefore, the interference constraint has a much higher impact on the transmit power than 




Figure 5.1. Plot of normalized TB-EE against SNR for the SU 
beyond the optimal SNR values, as can be seen in Figure 5.1. 
For the No AS system, the optimal SNR values for 4-QAM is 20𝑑𝐵, with a maximum energy 
efficiency value of 1.03 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄ ; 16-QAM does not have an optimal SNR value in the 
SNR range considered.  For 𝐸𝐸𝑇𝐵 maximization, 18𝑑𝐵 and 20𝑑𝐵 are the optimal SNR values for 
4-QAM and 16-QAM respectively, and the corresponding TB-EE values are 4.40  and 5.37 
𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄ .  Beyond the optimal SNR values, the energy efficiency decreases as the SNR 
increases, up to a SNR value of 24𝑑𝐵 for 4-QAM (27𝑑𝐵 for 16-QAM), beyond which the energy 
efficiency remains constant.  This is because increasing the SNR does not result in increased 
transmit power; the interference constraint has to be met, and this limits the transmit power, even 
as SNR increases.  Optimal SNR values for 4-QAM and 16-QAM, for 𝐸𝐸𝐶𝐵 maximization, are 
18𝑑𝐵 and 21𝑑𝐵 respectively, with maximum TB-EE values of 4.21 and 4.17 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄ ; 





Figure 5.2. Plot of normalized throughput against SNR for the SU 
In Figure 5.2, the normalized throughput for optimal 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization, for 4-QAM 
and 16-QAM, for the SU is plotted against SNR.  It is observed that energy-efficient transmit 
antenna selection improves the throughput for all SNR values, unlike for the MIMO case in 
Chapter 4.  This is due to the limit that the interference constraint imposes on the transmit power, 
as already discussed; additionally, the throughput for 𝐸𝐸𝑇𝐵 and 𝐸𝐸𝐶𝐵 maximization does not peak.  
From Figure 5.1 and 5.2, it is observed that 𝐸𝐸𝑇𝐵 maximization outperforms 𝐸𝐸𝐶𝐵 maximization 
in terms of energy efficiency and throughput over the entire SNR range.  This is attributed to the 
additional information from the physical and data link layers utilized by the cross-layer approach, 
which allows for the optimal exploitation of the transmit resources, i.e. transmit power and transmit 
antennas. 
In Figures 5.3 and 5.4, the normalized TB-EE for OES, and the reduced complexity algorithms, 




Figure 5.3. Plot of normalized TB-EE against SNR (4-QAM) for OES, Iterative I and II 
observed that for low SNR values (< 13𝑑𝐵 and < 17𝑑𝐵 for 4-QAM and 16-QAM respectively), 
both Iterative I and Iterative II have near-optimal performances.  At high SNR values, the 
performance of the iterative algorithms with respect to OES decreases; the performance of Iterative 
I becomes sub-optimal, but that of Iterative II remains near-optimal.  Iterative II has a better 
performance because it takes into consideration both the interference channel and the cognitive 
channel when selecting transmit antennas; Iterative I only considers the interference channel.  
However, the improved performance of Iterative II is accompanied by increased computational 
complexity.   
A simple measure of algorithm complexity is the number of times 𝐸𝐸𝑇𝐵 is evaluated.  For the OES 
algorithm, 𝐸𝐸𝑇𝐵  is computed ∑ (
𝑀
𝑀𝑐𝑟
)𝑀𝑀𝑐𝑟=1  times, i.e. 15 times for a 4 × 4 CR MIMO system.  
From simulations, the number of times Iterative I computes 𝐸𝐸𝑇𝐵 is 6.6 and 5.7 for 4-QAM and 
16-QAM respectively; therefore, Iterative I is less complex than OES.  On the other hand, Iterative 




Figure 5.4 Plot of normalized TB-EE against SNR (16-QAM) for OES, Iterative I and II 
𝐸𝐸𝑇𝐵 less times than Iterative I because it uses both 𝜆𝑚𝑖𝑛(𝑯𝑐𝑟) and ‖𝑯𝑖𝑛𝑡‖𝐹
2 .  Iterative II is not 
necessarily less complex than Iterative I; this is because Iterative II additionally computes 
𝜆𝑚𝑖𝑛(𝑯𝑐𝑟), for each transmit antenna subset.  But Iterative II is less complex than OES, since 
computing the singular values of 𝑯𝑐𝑟 is less complex than computing [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1[25] [127], and 
𝐸𝐸𝑇𝐵  is computed less times.  A detailed complexity analysis for the algorithms is found in 
Appendix F.  The computational complexities, expressed in terms of floating point operations 












































𝐴𝑚1 in (5.23) and 𝐴𝑚2 in (5.23) is the average number of times Iterative I and Iterative II compute 
𝐸𝐸𝑇𝐵 respectively.  For 4 × 4 CR MIMO system and a PU RX with 4 antennas, the computational 
complexity for OES, Iterative I and Iterative II, in flops, is 27712, 19438 and 21430 (for 4-
QAM).  Therefore, Iterative II is less complex than OES, but more complex than Iterative I.  The 
reduction in complexity for Iterative I and Iterative II, compared to OES, is 29.9% and 22.7% 
respectively. 
 
5.4 Chapter Summary and Conclusions 
In this chapter, energy-efficient transmit antenna selection for underlay MIMO systems, from a 
cross-layer perspective, was investigated.  The results show that energy-efficient transmit antenna 
selection greatly enhances the system performance – in comparison with the system with no 
antenna selection - in terms of energy efficiency and throughput.  Additionally, near-optimal and 
sub-optimal iterative algorithms were developed; their performance was far superior to that of the 








Chapter 6 Conclusions and Future Work 
This chapter presents the research results, and it highlights the overall contributions of the thesis, 
against the set objectives.  A summary of each chapter, indicating the contributions in each, if any, 
is presented.  After that, several recommendations and suggestions for future work are presented.  
 
6.1 Summary and Key Contributions of the Thesis 
This thesis has studied energy-efficient transmit antenna selection for spatial multiplexing 
multiple-antenna systems from a cross-layer perspective.  In the thesis, multiple-antennas systems 
were identified as MIMO and underlay CR MIMO systems.  The thesis focused on the proposal, 
development and analysis of optimal (exhaustive search) full complexity, near and sub-optimal 
reduced complexity, novel cross-layer energy-efficient transmit selection algorithms.  The 
contributions and results of this thesis were presented in Chapters 3-5.   
In summary, the thesis is organized into six chapters.  Chapter 1 introduced the thesis by presenting 
the motivation, the problem statement and the objectives of the research; the publications arising 
from this research were also given.  Chapter 2 presented fundamental background information on 
the techniques used in the thesis; a literature review on the related works was also presented.  The 
review revealed the need for investigating energy-efficient antenna selection - from a cross-layer 
perspective.   
Chapter 3 investigated the performance of throughput-based transmit antenna selection for spatial 
multiplexing multiple-antenna systems; with ZF linear receivers and N-SAW as the ARQ protocol.  
As cross-layer antenna selection schemes are framework (system model) dependent, the analytical 
expression for throughput for the system under consideration, was derived.  The cross-layer 
schemes were then developed, and their performance evaluated.  Moreover, several factors that 
affect throughput, including packet size and the number of SAW process, were considered.  The 
research contributions of the chapter are as summarized below: 
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• The analytical throughput expression for spatial multiplexing multiple-antenna systems, 
equipped with ZF linear receivers and N-SAW as the ARQ protocol, was derived. 
• A performance analysis of throughput-based transmit antenna selection for MIMO 
systems, which considered - the impact of packet size, the number of SAW processes and 
the stalling of packets inside the receiver reordering buffer due to N-SAW- was carried 
out. 
• Throughput-based transmit antenna selection for underlay CR MIMO systems was 
proposed and its performance was analyzed. 
The results of the chapter are as follows: 
• Cross-layer transmit antenna selection results in overall improved system performance - in 
terms of throughput, transmission latency, packet error rate, receiver buffer requirements 
and dropped packets (when stall avoidance is implemented) – as compared with capacity-
based transmit antenna selection. 
• The throughput and number of dropped packets (buffer requirements) decrease with 
increasing packet size and increase with increasing number of SAW processes, while the 
transmission latency increases with increasing packet size. 
Chapter 4 presented a performance evaluation of energy-efficient transmit antenna selection for 
spatial multiplexing MIMO systems, from a cross-layer perspective.  The approach is cross-layer 
in the sense that a cross-layer energy efficiency criterion, based on throughput, is optimized.  The 
proposed cross-layer scheme maximizes the energy efficiency by jointly optimizing the transmit 
antenna subset and transmit power, subject to transmit power and spectral efficiency constraints.  
The effect of the modulation scheme, spatial correlation among transmit antennas, packet size and 
the number of equipped transmit antennas, on energy efficiency was considered.  The research 
contributions of the chapter are as follows: 
• A cross-layer energy efficiency metric is proposed and derived; for spatial multiplexing 
MIMO systems with ZF linear receivers and N-SAW as the ARQ protocol. 
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• The proposal of cross-layer energy-efficient transmit antenna selection, and the analysis of 
its performance as a function of SNR, transmission distance and packet size. 
• The proposal and analysis of cross-layer energy-efficient transmit antenna selection with 
adaptive modulation.   
• The development of near-optimal reduced complexity cross-layer energy-efficient transmit 
antenna selection algorithms. 
The following are some insights gained from this chapter: 
• The proposed cross-layer energy efficiency metric is superior to the capacity-based energy 
efficiency metric.  Cross-layer energy-efficient transmit antenna selection outperforms the 
physical-layer approach in terms of throughput, for the entire SNR regime and at all 
distances.  Consequently, the physical-layer approach requires more retransmissions to 
send a given number of information bits successfully.  Therefore, maximizing the capacity-
based energy efficiency metric does not necessarily result in an energy efficient system.  
Additionally, because the cross-layer approach exhibits superior throughput, the 
performance enhancements attributed to throughput-based transmit antenna selection in 
Chapter 3, also apply. 
• The spectral efficiency constraint ensures that there is a trade-off between the energy 
efficiency and throughput, for multiple-antenna systems with cross-layer energy-efficient 
transmit antenna selection. 
• For a given number of antennas, packet size, ratio of information symbols per packet and 
modulation scheme, there exists an optimal value of SNR that maximizes the energy 
efficiency.   
• For a given number of antennas, number of parity bits, modulation scheme and SNR value, 
there exists an optimal value of packet size that maximizes the energy efficiency. 
• Increasing the number of transmit antennas increases the energy efficiency. 
• Modulation schemes with larger constellation sizes perform better with increasing SNR 
and decreasing distance. 
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Chapter 5 investigated energy-efficient transmit antenna selection for spatial multiplexing 
underlay CR MIMO systems, from a cross-layer perspective.  The cross-layer scheme maximizes 
the energy efficiency by jointly optimizing the transmit antenna subset and transmit power, subject 
to interference power and spectral efficiency constraints.  The research contributions of the chapter 
are as follows: 
• The proposal and analysis of cross-layer energy efficient transmit antenna selection, for 
underlay CR MIMO systems.   
• The development of reduced complexity near-optimal and sub-optimal iterative 
algorithms. 
The results of this chapter are as follows: 
• Cross-layer energy-efficient transmit antenna selection greatly improves the performance 
of the underlay CR MIMO systems in terms of energy efficiency and throughput, with 
enhancements of up to 5.35 𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  and 7.04 𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  respectively. 
• The reduced complexity algorithms achieve a reduction in complexity of up to 95% with 
a maximum performance degradation of 10.6% , in comparison with the optimal 
exhaustive search algorithm, for a practical number of antennas (between 3 and 10) - see 
Appendix F.  It should be noted that even though there is a reduction in performance, this 
still represents enhancements in energy efficiency of up to  4.78  𝑏𝑖𝑡𝑠 𝐻𝑧 𝐽𝑜𝑢𝑙𝑒⁄⁄  in 
comparison with the system without antenna selection. 
 
6.2 Suggestion for Future work 




• In this thesis, an un-coded spatial multiplexing system was considered.  Therefore, it would 
be interesting to consider coded systems.  Additionally, more sophisticated ARQ 
techniques and receiver structures can be included. 
• In practical scenarios, the channel deviates from the spatially white channel, i.e. a channel 
modeled to experience Rayleigh fading and to consist of ZMCSCG elements with unit 
variance.  In this thesis, a Rayleigh fading model was assumed, and the effect of spatial 
correlation on energy efficiency was also considered.  The work can be extended to include 
more realistic channels, e.g. Ricean channels (the presence of a line-of-sight component) 
with correlated fading. 
• A perfect channel estimation process and feedback channel were assumed in this thesis.  In 
reality, it is hard to obtain perfect CSI.  Additionally, it is difficult to provide a feedback 
channel devoid of delay and errors.  These factors should be taken into consideration in 
order to derive more robust transmit antenna selection procedures. 
• Massive MIMO, with base stations and devices equipped with a large number of antennas, 
is an emerging area of research.  Massive MIMO promises significant improvements in 
spectral efficiency [135].  Energy-efficient transmit antenna selection for massive MIMO, 
from a physical-layer perspective, has been studied in [122].  The suggested focus would 
be on the analysis of the characteristics of a system with a large number of antennas, from 
a cross-layer perspective, and then using the results of the analysis to design cross-layer 








In-Sequence Receiver Algorithm 
Among the basic ARQ schemes, SAW is the simplest to implement; it has minimal signaling and 
buffer requirements.  This is because the transmitter sends a packet and then waits for an ACK to 
be sent for the transmitted packet, before sending the next packet.  The disadvantage of SAW is 
that the idle time spent waiting for ACKs negatively impacts the throughput of SAW.  N-SAW 
runs multiple SAW processes so as to improve the throughput; this results in packets arriving out 
of sequence at the receiver.  Therefore, N-SAW requires a reordering buffer at the receiver, where 
the received packets are stored temporarily, reordered and then delivered in-sequence to the higher 
layer.  The flow chart of the in-sequence receiver algorithm, used to deliver the packets in sequence 
to the higher layer, is given in Figure A-A1.  The algorithm was developed for the system described 
in Chapter 3.  Table A-A1 gives the meaning of the symbols used in the algorithm. 
Table A-A 1 The meaning of symbols used in the in-sequence receiver algorithm 
Symbol Meaning 
𝑆𝑒𝑞𝑁𝑢𝑚 The sequence number of the next packet to be passed to the 
higher layer 
𝑀𝑎𝑥 𝑅𝑒𝑇𝑥 The maximum number of times a packet can be retransmitted 













Symbol Error Rate Expressions 
The symbol probability of error, i.e. the symbol error rate (SER), for QPSK is given by [137]: 
2𝑄(√𝛾) − 𝑄2(√𝛾) (A.B.1) 
where 𝛾 is the signal to noise ratio (SNR) per symbol.   
The symbol error rate for rectangular M-QAM, where 𝑀 = 2𝑛, and 𝑛 is even, is given by [137]: 
1 − (1 − 𝑃𝑠𝑐)
2 (A.B.2) 
where 𝑃𝑠𝑐 is the per carrier SER, and is given by: 







Therefore, the SER for 4-QAM is given by: 
2𝑄(𝛾) − 𝑄2(√𝛾) (A.B.4) 
















Validation of the Throughput Expression 
Simulation is used to validate the analytical throughput expression for spatial multiplexing MIMO 
systems, equipped with ZF linear receivers, with N-SAW implemented at the data link layer, 
derived in Chapter 3.  The MIMO system model is as described in Section 3.1.1.  The simulation 
parameters used are as follows.  The number of transmit and receive antennas is 𝑀𝑡 = 𝑁𝑟 = 3, 
𝑁 = 3 SAW processes are run in parallel and the round-trip delay is 𝑊 = 3 slots.  A packet length 
of 𝐿 = 528 symbols is used with 𝑙 = 32 33⁄ .  The maximum number of packet retransmissions is 
set at 10.  CRC-32 is used for QPSK while CRC-64 is used for 16-QAM, this ensures that 𝑙 is the 
same for both modulation schemes.  The number of bits per symbol, 𝑏, are 2 and 4 for QPSK and 
16-QAM respectively. 
The performance results, corresponding to a system without antenna selection, are presented in 
Figures A-C 1 and A-C 2, for QPSK and 16-QAM respectively.  The practical normalized 
throughput is calculated by transmitting a total of 300 packets per session, and then averaging the 
results over 1000 sessions.  The practical throughput is calculated using (3.13) as given in Section 
3.1.3.1.  The theoretical normalized throughput is calculated from the derived analytical 
throughput expression, given below: 
𝜂 = 𝑏 × 𝑁 × 𝑀𝑡
𝑙 × (1 − 𝑃𝐸𝑅)
(1 + 𝑊)
  𝑏𝑖𝑡𝑠 𝐻𝑧 𝑠⁄⁄  (A-C.1) 
From Figures A-C 1 and A-C 2, it is observed that there is a close matching between the practical 
and theoretical throughput curves at high SNR values, i.e. ≥ 15𝑑𝐵 and ≥ 19𝑑𝐵 for QPSK and 
16-QAM respectively.  The practical throughput at low SNR values is affected by the limit 






Figure A-C 1 Validation of analytical throughput expression for QPSK 
 





Buffer storage requirements for MIMO systems with N-SAW 
Simulation is used to analyze the buffer storage requirements for MIMO systems with N-SAW as 
the ARQ protocol.  The system model described in Section 3.1.1 is used, with the simulation 
parameters as follows: the number of transmit and receive antennas is 𝑀𝑡 = 𝑁𝑟 = 3.  A packet 
length of 𝐿 = 528  symbols is used with 𝑙 = 32 33⁄ .  The maximum number of packet 
retransmissions is set at 10.  CRC-32 is used, with QPSK as the modulation scheme, therefore, the 
number of bits per symbol is 2.   
In Figure A-D 1, the average number of packets in the receiver reordering buffer, i.e. the size of 
the buffer storage in packets, is plotted against the SNR, for 𝑁 = 3 and 𝑁 = 6 (i.e. the number of 
SAW processes run in parallel), with 𝑊 = 3  and 𝑊 = 6  (i.e. the round-trip delay in slots) 
respectively.  The plot is for a system without antenna selection.  Packets are passed on, in-
sequence, to the higher layer from the reordering buffer, using the in-sequence receiver algorithm 
described in Appendix A.  From Figure A-D 1, it is observed that the number of packets in the 
buffer increases with 𝑁.  Increasing the number of SAW processes increases the number of packets 
received per second, which increases the probability of stalling occurring.   
At low SNR values, the packet error rate (PER) is high, therefore the probability of packets being 
retransmitted the maximum number of times is very high.  Consequently, the probability of packets 
arriving in sequence is also high, resulting in reduced stalling.  For SNR values of ≤ 7𝑑𝐵, the 
buffer storage requirements are low for both 𝑁 = 3 and 𝑁 = 6.  As the SNR increases, the PER 
decreases resulting in decreased packet retransmissions; this leads to a decrease in the probability 
of packets being retransmitted the maximum number of times, this results in increased stalling.  
But as the SNR, the packet retransmissions continue decreasing, which contributes positively to 
the probability of packets arriving in sequence at the receiver.  Consequently, the buffer storage 




Figure A-D 1 Plot of average number of packets in the reordering buffer against SNR 
retransmissions are very low, and this increases the probability of in-sequence packet arrival, 





Detailed Complexity Analysis for Cross-Layer Energy-Efficient 
Transmit Antenna Section for MIMO System 
A detailed analysis of the computational complexity of the optimal exhaustive search (OES), full 
complexity algorithm, and the reduced complexity algorithms, i.e. Algorithm I and Algorithm II, 
developed in Chapter 4, is presented.  The analysis is limited to matrix operations, which are 
complex, and bear the most computational burden.  The system under consideration is a 𝑁𝑟 × 𝑀𝑇 
MIMO system; the channel matrix 𝑯 ∈ ℂ𝑁𝑟×𝑀𝑇 consists of ZMCSCG elements.  Energy-efficient 
antenna selection selects 𝑀𝑡  (1 ≤ 𝑀𝑡 ≤ 𝑀𝑇 ) transmit antennas, and the channel matrix after 
antenna selection is 𝑯𝑡 ∈ ℂ
𝑁𝑟×𝑀𝑡 . 
First, the computational complexity of the OES algorithm will be determined.  Before 𝐸𝐸𝑇𝐵 can 
be calculated, the SNR, SER, PER, transmit power ( 𝑃𝑇), total power consumption of the system 
(𝑃𝑡𝑜𝑡𝑎𝑙 ) and the normalized system throughput (𝜂), have to be determined.  The only matrix 
operation required to compute 𝐸𝐸𝑇𝐵 is the matrix inverse [𝑯𝑡
𝐻𝑯𝑡]
−1.  The matrix inverse will be 




with 𝑼 ∈ ℂ𝑁𝑟×𝑀𝑡, 𝑽 ∈ ℂ𝑀𝑡×𝑀𝑡  and: 
𝑺 = 𝑑𝑖𝑎𝑔{𝜆1, 𝜆2, … 𝜆𝑀𝑡} (A-E.2) 
with 𝜆𝑖 ≥ 0 and 𝜆𝑖 ≥ 𝜆𝑖+1 , where 𝜆𝑖  is the 𝑖𝑡ℎ singular value of 𝑯𝑡 .  From [127], the matrix 
inverse, [𝑯𝑡
𝐻𝑯𝑡]
−1, is then given by: 
[𝑯𝑡
𝐻𝑯𝑡]
−1 = 𝑽(𝑺2)−1𝑽𝐻 (A-E.3) 
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Using the Golub–Reinsch algorithm, performing an SVD of 𝑯𝑡 to compute only 𝑽 and 𝑺 requires 
4𝑁𝑟(𝑀𝑡)
2 + 8(𝑀𝑡)
3 number of multiplications and an equal number of additions [25].  After 𝑽 
and 𝑺  are computed; forming [𝑯𝑡
𝐻𝑯𝑡]





2 additions.  Therefore computing [𝑯𝑡
𝐻𝑯𝑡]
−1,  requires a total 
of 9(𝑀𝑡)
3 + (4𝑁𝑟 + 1)(𝑀𝑡)
2  multiplications and 9(𝑀𝑡)
3 + (4𝑁𝑟 − 1)(𝑀𝑡)
2  additions [127].  
One complex multiplication/division requires six floating point operations (flops) while one 
complex addition/subtraction requires two flops.  Given that [𝑯𝑡
𝐻𝑯𝑡]
−1  is computed once for 






 times; therefore, the complexity of OES algorithm, 









2(8𝑁𝑟 + 1)} (A-E.4) 
Next, the computational complexity of Algorithm I is determined.  Algorithm I performs antenna 
selection in two stages, intra-level and inter-level selection.  Intra-level selection uses 𝜆𝑚𝑖𝑛(𝑯𝑡), 
i.e. the minimum singular value of 𝑯𝑡, as the selection criterion.  To compute 𝜆𝑚𝑖𝑛(𝑯𝑡), SVD 
needs to be performed to compute only 𝑺.  This requires 4𝑁𝑟(𝑀𝑡)
2 − 4(𝑀𝑡)
3 3⁄  products and an 
equal number of additions [25].  𝜆𝑚𝑖𝑛(𝑯𝑡) is computed once per transmit antenna subset.  Inter-
level selection uses 𝐸𝐸𝑇𝐵  as the selection criterion, therefore, the matrix inverse [𝑯𝑡
𝐻𝑯𝑡]
−1, is 













Finally, the computational complexity of Algorithm II is determined.  Similar to Algorithm I, 
Algorithm II performs antenna selection by using intra-level and inter-level selection.  The intra-
level selection uses a combination of 𝜆𝑚𝑖𝑛(𝑯𝑡) and 𝐸𝐸𝑇𝐵 as the selection criteria.  At each level, 
𝜆𝑚𝑖𝑛(𝑯𝑡) is required for each transmit antenna subset, while 𝐸𝐸𝑇𝐵 needs to be calculated for a 
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fraction of the transmit antenna subsets.  To compute 𝜆𝑚𝑖𝑛(𝑯𝑡), SVD needs to be performed to 
compute only 𝑺, which requires 4𝑁𝑟(𝑀𝑡)
2 − 4(𝑀𝑡)
3 3⁄  products.  Therefore, the number of flops 










The average number of times that 𝐸𝐸𝑇𝐵  is computed by Algorithm II is determined through 
simulations.   If the average number of times 𝐸𝐸𝑇𝐵  is calculated is 𝐴𝑚 ; then [𝑯𝑡
𝐻𝑯𝑡]
−1  is 
computed 𝐴𝑚 times.  Inter-level selection, performed after intra-level selection, uses 𝐸𝐸𝑇𝐵 as the 
selection criterion, which has already been computed in intra-level selection.  Let 𝐴𝑟𝑒𝑚 = 𝐴𝑚 −

























The first term in (A-E.7) arises from the fact that Algorithm II computes 𝐸𝐸𝑇𝐵 at least once for 
each level; 𝐸𝐸𝑇𝐵 is then computed an average of 𝐴𝑟𝑒𝑚 times per level, this is represented by the 





















Table A-E 1 Number of times 𝑬𝑬𝑻𝑩 is computed by the algorithms for MIMO system 
𝑀𝑇 3 4 5 6 7 8 9 10 
OES 7 15 31 63 127 255 511 1023 
Algorithm I 3 4 5 6 7 8 9 10 
Algorithm II 3.1 4.3 5.7 7.3 8.9 10.6 12.2 13.5 
 
 
Figure A-E 1 Plot of percentage reduction in complexity against 𝑴𝑻/𝑵𝒓 for MIMO system 
In Table A-E 1, the number of times 𝐸𝐸𝑇𝐵 is calculated for OES, Algorithm I and Algorithm II is 
given for 3 ≤ 𝑀𝑇 ≤ 10, with 𝑁𝑟 = 𝑀𝑇.  The average number of times Algorithm II computes 
𝐸𝐸𝑇𝐵 is determined through simulations, for 4-QAM, at 𝑑 = 200𝑚 and a SNR value of 20𝑑𝐵.  In 
Figure A-E 1, the percentage reduction in complexity for Algorithm I and Algorithm II with respect 
to algorithm OES is plotted against the number of transmit/receive antennas with 𝑁𝑟 = 𝑀𝑇.  The 
reduced complexity algorithms are highly computationally efficient in comparison to OES, with 




Detailed Complexity Analysis for Cross-Layer Energy-Efficient 
Transmit Antenna Selection for Underlay CR MIMO System 
A detailed analysis of the computational complexity of the optimal exhaustive search (OES), full 
complexity algorithm, and the reduced complexity algorithms, i.e. Iterative I and Iterative II, 
developed in Chapter 5, is presented.  The analysis is limited to matrix operations, which are 
complex, and bear the most computational burden.  The system under consideration consists of a 
CR user, equipped with, 𝑀 and 𝑁𝑐𝑟, transmit and receive antennas respectively.  As for the PU, 
the PU RX is equipped with 𝑁𝑃𝑈 antennas.  The cognitive (𝑯 ∈ ℂ
𝑁𝑐𝑟×𝑀) and interference (𝑯𝑆𝑃 ∈
ℂ𝑁𝑃𝑈×𝑀) channels are made up of ZMCSCG elements.  Energy efficient antenna selection selects 
𝑀𝑐𝑟  (1 ≤ 𝑀𝑐𝑟 ≤ 𝑀 ) cognitive transmit antennas, and the cognitive and interference channel 
matrices after antenna selection are 𝑯𝑐𝑟 ∈ ℂ
𝑁𝑐𝑟×𝑀𝑐𝑟 and 𝑯𝑖𝑛𝑡 ∈ ℂ
𝑁𝑃𝑈×𝑀𝑐𝑟respectively. 
First, the computational complexity of the OES algorithm will be determined.  The matrix 
operations required when computing 𝐸𝐸𝑇𝐵 are ‖𝑯𝑖𝑛𝑡‖𝐹
2  and [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1; both are computed for 
each transmit antenna subset, i.e. a total of ∑ (
𝑀
𝑀𝑐𝑟
)𝑀𝑀𝑐𝑟=1  times.  ‖𝑯𝑖𝑛𝑡‖𝐹
2  can be expressed as: 
‖𝑯𝑖𝑛𝑡‖𝐹
2 = 𝑇𝑟(𝑯𝑖𝑛𝑡𝑯𝑖𝑛𝑡
𝐻 ) (A-F.1) 
Therefore, computing ‖𝑯𝑖𝑛𝑡‖𝐹
2  requires 𝑯𝑖𝑛𝑡𝑯𝑖𝑛𝑡
𝐻  to be computed first.  Computing 𝑯𝑖𝑛𝑡𝑯𝑖𝑛𝑡
𝐻  
requires 𝑀𝑐𝑟𝑁𝑃𝑈  products and 𝑁𝑃𝑈(𝑀𝑐𝑟 − 1)  additions.  The trace of 𝑯𝑖𝑛𝑡𝑯𝑖𝑛𝑡
𝐻  is then 
determined, this requires 𝑁𝑃𝑈  additions; therefore, the number of flops required to compute 
‖𝑯𝑖𝑛𝑡‖𝐹










The matrix inversion [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1; will be computed via the SVD of 𝑯𝑐𝑟; as described in Appendix 
E.  Computing [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1  requires 9(𝑀𝑐𝑟)
3 + (4𝑁𝑐𝑟 + 1)(𝑀𝑐𝑟)
2  products and 9(𝑀𝑐𝑟)
3 +
(4𝑁𝑐𝑟 − 1)(𝑀𝑐𝑟)
2additions.  Therefore, the number of flops required to compute [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1; for 









2(8𝑁𝑐𝑟 + 1)} (A-F.3) 










Next, the computational complexity of Iterative I is determined.  Iterative I performs antenna 
selection in two stages, intra-level and inter-level selection.  Intra-level selection uses an iterative 
technique that uses a combination of ‖𝑯𝑖𝑛𝑡‖𝐹











to perform transmit antenna selection.  Iterative I first orders transmit antennas in each level by 
‖𝑯𝑖𝑛𝑡‖𝐹
2 , before performing antenna selection using the iterative technique.  Therefore, ‖𝑯𝑖𝑛𝑡‖𝐹
2  
needs to be computed for all transmit antenna subsets.  𝐸𝐸𝑇𝐵 and the constraint in (A-F.5) are 
calculated the same number of times, and only for a faction of the number of transmit antenna 
subsets.   Therefore, only [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1  needs to be computed, since ‖𝑯𝑖𝑛𝑡‖𝐹
2  has already been 
computed for all transmit antenna subsets.  The average number of times that [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1 needs 
to be computed by algorithm Iterative I, is equal to the number of iterations required to perform 
intra-level selection, and this is determined through simulations.  After intra-level selection is 
complete, inter-level selection is performed, and it uses 𝐸𝐸𝑇𝐵 as the selection criterion, which does 
not need to be calculated again, since it was already computed in the intra-level selection stage.  
Let 𝐴𝑚1 be the average number of times [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1 is computed and 𝐴𝑟𝑒𝑚1 = 𝐴𝑚1 − 𝑀.  From 
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Finally, the computational complexity of algorithm Iterative II is determined.  Similar to Iterative 
I, Iterative II performs antenna selection by using intra-level and inter-level selection, with the 
same iterative technique used to perform intra-level selection; but the transmit antennas are ordered 
by  𝜆𝑚𝑖𝑛(𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2  in each level.  𝜆𝑚𝑖𝑛(𝑯𝑐𝑟), is the minimum singular value of 𝑯𝑐𝑟 ; to 
compute 𝜆𝑚𝑖𝑛(𝑯𝑐𝑟), the SVD of 𝑯𝑐𝑟 needs to be performed to compute only the singular values.  










Similar to Iterative I, Iterative II uses an iterative technique, in intra-level selection, which 
combines 𝐸𝐸𝑇𝐵 and the constraint given in (A-E.5).  The average number of times that Iterative II 
computes [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1 is determined through simulations.  Inter-level selection uses 𝐸𝐸𝑇𝐵 as the 
selection criterion, which requires no additional matrix computations.  If 𝐴𝑚2  is the average 
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number of times Iterative II computes [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1 and 𝐴𝑟𝑒𝑚2 = 𝐴𝑚2 − 𝑀; then from (A-E.2), (A-











































In Table A-F1, the number of times 𝐸𝐸𝑇𝐵 is calculated for OES, Iterative I and Iterative II is given 
for 3 ≤ 𝑀 ≤ 10, with 𝑁𝑐𝑟 = 𝑀 and 𝑁𝑃𝑈 = 4.  The average number of times Iterative I and II 
compute 𝐸𝐸𝑇𝐵 is determined through simulations, for 4-QAM, at a SNR value of 20𝑑𝐵, using the 
simulation parameters given in Chapter 5.  It is observed that using 𝜆𝑚𝑖𝑛(𝑯𝑐𝑟)‖𝑯𝑖𝑛𝑡‖𝐹
2  instead of 
‖𝑯𝑖𝑛𝑡‖𝐹
2 , in the intra-level selection reduces the number of times [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1has to be computed; 
Iterative II computes [𝑯𝑐𝑟
𝐻 𝑯𝑐𝑟]
−1 slightly less times than Iterative I. 
In Figure A-F1, the percentage reduction in complexity for Iterative I and Iterative II with respect 




Table A-F 1 Number of times 𝑬𝑬𝑻𝑩 is computed by the algorithms in CR MIMO system 
𝑀𝑇 3 4 5 6 7 8 9 10 
OES 7 15 31 63 127 255 511 1023 
Iterative I 3.8 5.6 7.2 8.7 10.5 12.2 14.1 16.6 
Iterative II 2.9 4.3 6.13 8.06 9.1 11.6 13.3 15.3 
 
 
Figure A-F 1 Plot of % reduction in complexity against 𝑴/𝑵𝒄𝒓 for CR MIMO system 
observed that the percentage reduction in complexity increases as the number of transmit/receive 
antennas increases, for both reduced complexity algorithms.  The reduced complexity algorithms 
are highly computationally efficient in comparison to OES, with Iterative I being less complex 
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