A key concept in classical electrokinetic theories is that the viscosity of interfacial fluids is much higher than that of bulk fluids, and this concept is indirectly supported by experimental evidence and molecular dynamics simulations. However, a universal mechanism that encompasses the breadth of experimental evidence is still lacking. Here we show, using molecular dynamics simulations, that the "apparent" thickening of interfacial fluids in electrokinetic transport near molecularly smooth surface originates mainly from the fact that ion-wall interactions are not accounted for in the hydrodynamic model of classical electrokinetic theories. Specifically, strong ion-wall interactions cause intermittent adsorption of ions on charged walls, and this in turn leads to loss of driving force for flow and screening of fluid flow by the adsorbed ions. Although not considered in the classical electrokinetic theories, these effects can significantly suppress electrokinetic transport. Consequently, when the classical theories are used to interpret the electrokinetic data, the viscosity of interfacial fluids appears to be greatly enhanced even if their material viscosity is similar to that of the bulk fluids. This mechanism for the apparent thickening of interfacial fluids is applicable to electrokinetic transport near any type of charged surface.
I. INTRODUCTION
Electrokinetic transport is a class of phenomena in which fluids move tangentially relative to charged surfaces. The key ingredients of electrokinetic transport include the electrical double layer (EDL), in which excess counter-ions balance exactly the charge on the surface, and an external field (mechanical or electrical) as driving force for the transport.
1,2 Two important examples of electrokinetic transport are electroosmotic flow (EOF) and electrophoresis. In EOF, fluids move over stationary solid surfaces; in electrophoresis, charged particles move under the action of electric field in otherwise stationary fluids. Electrokinetic transport is encountered in a myriad of engineering systems. For example, EOF is often used for manipulation of fluids in lab-onchip type of devices, [3] [4] [5] and electrophoresis is used for particle manipulation in biochemical analysis systems. 6 Hence a thorough understanding of electrokinetic transport is necessary for the optimization of these systems.
The classical electrokinetic theories are based on the Poisson-Boltzmann equation (for describing the ion and potential distribution inside the EDL) and the Navier-Stokes equations (for describing the fluid flow).
2, 5 The classical electrokinetic theories have rationalized many experimental observations. A key concept that has emerged from the application of these theories in the interpretation of experimental data is that the viscosity of the interfacial fluids appears to be much higher than that of the bulk fluids. It is generally accepted that the viscosity is anomalously enhanced only at position within a few molecular diameter from the charged surface. Although such enhancement is of little consequence in other flow types (e.g., pressure driven flow), it can significantly affect the EOF because the driving force for EOF is often localized within a similar distance from the wall. Indeed, it was found that unless the viscosity of interfacial fluids is assumed to be higher compared to the bulk fluids, the classical theories often greatly overestimate the f-potential of charged surfaces. 1 The apparently higher viscosity of interfacial fluids is also supported by recent molecular dynamics (MD) simulations. For example, using EOF velocity obtained from MD simulation and the shear stress computed by integrating the electrical body force acting on fluids, Freund showed that the viscosity of fluids is nearly bulk-like at a position of 0.8 nm from a wall with a surface charge density of 0.08 C=m 2 but increases to five times the bulk value at a position approximately 0.3 nm from the wall. 7 Similar conclusions have been reached by several other groups using similar methods. [8] [9] [10] Many theories have been proposed to explain the physical origins of the apparently enhanced viscosity of interfacial fluids, most of which attribute the enhancement to certain peculiar aspect of the thermodynamic state of the interfacial fluids. For example, the orientational ordering of interfacial solvent molecules by the strong electrical field within the EDL, 2 strengthened hydrogen bonds between interfacial water molecules by electrical fields, 11 layering of fluid molecules, 12 binding of fluid molecules to hydrophilic surface, 1 and accumulation of large amount of counter-ions near the charged surface; all have been suggested to cause the thickening of interfacial fluids. Although many of these theories work only near certain types of surfaces, e.g., strongly hydrophilic surfaces, the thickening of interfacial fluids seems to occur near all surface types. 1 Additionally, quantitative validation of most available theories is lacking at present, and prediction of the viscosity enhancement of interfacial fluids is even more challenging. These difficulties, along with the fact that electrokinetic transport is sensitive to the viscosity of interfacial fluids, renders the first principle prediction of electrokinetic transport difficult. Such a problem has been partly circumvented in the classical electrokinetic theories by introducing a shear plane behind which the fluid viscosity is assumed to be infinite. Although the precise position of the shear plane is not known, its use as the single adjusting parameter in the electrokinetic model have been largely sufficient for reproducing the electrokinetic properties of a surface (most importantly, its f-potential) with static physicochemical properties. However, if the physicochemical properties of a surface changes dynamically (e.g., in AC-EOF pumps, the surface charge density of electrodes changes periodically 13 ), a dynamical adjustment of the position of the shear plane to match the experimentally measured transport behavior becomes exceedingly difficult.
In this work, we study the rheology of interfacial fluids in electrokinetic transport using non-equilibrium MD simulations of EOF. In particular, we focus on whether the apparent thickening of interfacial fluids is solely due to their peculiar thermodynamic properties or has hydrodynamic origins. Our work is in part inspired by the work of Netz and coworkers. 14, 15 Using hybrid simulations in which ion dynamics was resolved at the atomistic level but the hydrodynamics was resolved at the continuum level, the EOF near heterogeneous substrates (modeled as discrete charge groups anchored on otherwise smooth surfaces) was studied. 15 The study showed that EOF near heterogeneous surface is much weaker than that predicted by the classical electrokinetic model, in which the molecular heterogeneity of substrate is neglected. At high surface charge densities, EOF retardation is controlled by the electrofriction between counter-ions and surface charge groups protruding from the substrate. At moderate charge densities, the EOF retardation is dominated by the hydrodynamic friction between the surface charge group and interfacial fluids=ions. Together, these studies suggest that neglecting the ion-wall interactions in the hydrodynamic model of electrokinetic transport can lead to the reduction of EOF or, equivalently, apparent thickening of interfacial fluids when the EOF is interpreted using classical electrokinetic theory. Although these works shed light on the origins of the viscosity enhancement of interfacial fluids, several important issues remain. First, since fluids are modeled as a continuum, it is difficult to delineate how the thermodynamic features of interfacial fluids, e.g., layering, affect their viscosity and how these features interact with the electrofriction and hydrodynamic friction to affect the apparent viscosity of interfacial fluids. Second, the molecular nature of wall (except the discrete charge group) was modeled implicitly using a no-slip boundary condition in these works. It is not clear if EOF will be significantly reduced compared to that predicted by the classical model if channel wall is made of molecularly smooth surfaces. Elucidating this question is of practical interest because molecularly smooth surfaces without protruding surface charge groups but nevertheless carrying net surface charge density do exist, e.g., dielectric surfaces that acquire effective charge due to an externally applied potential or clay surfaces that acquire effective charge through isomorphic substitution in the clay interior.
1 By using MD simulations to study EOF directly, we will explicitly address these issues in this work.
The rest of the paper is organized as follows. Section II describes the simulation system and MD simulation technique. Section III presents the effective viscosity of interfacial fluids extracted from MD simulation of EOF and Poiseuille flows, and the physical origins of measured viscosity are discussed. Finally, conclusions are presented in Sec. IV.
II. SIMULATION SYSTEM AND METHODS

A. Simulation system and MD models
To study the viscosity of interfacial fluids in electrokinetic transport, we chose the EOF in slit nanochannels as a model system. The simulation system consists of a slab of electrolyte enclosed by two walls, each of which is made of three layers of atoms cut from an FCC lattice with a mean atom density of 33.3=nm 3 . This atom density is chosen to ensure that the solid wall is slightly denser than the solvents and is similar to most of the solid walls studied in the literature. Wall atoms in the layer in contact with the electrolyte are assigned small electric charges to produce the desired wall change density r s . The lateral dimension of the channel wall is 4.93 nm Â 4.93 nm, and the channel width, defined as the center-to-center separation between the innermost layers of the two walls, is 5 nm. The coordinate system is defined such that z ¼ 0 corresponds to the innermost layer of the lower channel wall.
In this work, we adopted the primitive model for the electrolyte, i.e., solvents are modeled as Lennard-Jones (LJ) particles and ions are modeled as charged LJ particles. The dielectric nature of the solvents is implicitly modeled by using a dielectric constant of 78 when computing the electrostatic interactions within the simulation system. We chose the primitive model rather than the full electrolyte model (e.g., modeling water using the SPC=E model as in our earlier works 8, 9, 11 ) due to several reasons. First, it is known that simulations based on the primitive model can closely reproduce the essential features of EOF (e.g., apparent thickening of interfacial fluids) but require much less computational cost. 10 Second, by removing the chemical details of solvent molecules, the primitive model enables one to focus on the hydrodynamic aspects of EOF, which is consistent with the focus of this current study. Finally, using the primitive model avoids some potential artifacts associated with modeling EOF using full electrolyte models. Specifically, in all EOF simulations, very strong electrical fields (typically larger than 0.1 V=nm) must be applied so that the EOF velocity can be retrieved with good statistical accuracy. Such electrical fields lead to strong orientational ordering of water molecules in the channel, thus potentially changing the viscosity of the solvent. Although this is not a significant concern in typical EOF studies, it can incur uncertainties in studies focusing on the rheological behavior of solvents. Since co-ions play a minor role in affecting the rheology of interfacial fluids, only monovalent counter-ions are included in the electrolyte. The number of solvent molecules within the system is adjusted so that the solvent concentration at the channel center is 49.2 M. Such a solvent concentration, when used with the LJ parameters for solvents molecules shown in Table I , corresponds to a number density of 0.8 in reduced units. Such a choice of solvent concentration, along with the solvent temperature (300 K) chosen below, ensures that the solvents are in the liquid state. The number of counter-ion within the channel is adjusted so that the system is electrically neutral. The atomic mass of the solvent molecules and counter-ions is identical to the water molecule and Cl À ions, respectively. The LJ parameters for describing the interactions between atoms inside the system are summarized in Table I . The parameters for the electrolytes are chosen to mimic electrolytes featuring large anions (e.g., Cl À ) and water molecules. For example, the van der Waals diameter of the counter-ion, as indicated by r ion-ion is chosen to be 1.33 times of the solvent molecules. The LJ attraction between ion and solvent (as measured by e ionÀsolvent in Table I ) is set to be 2.4 times stronger than that between water molecules to mimic the strong solvation of ion by water. As will be shown in Sec. III, using these parameters, the solvent and ion distribution inside the channel show essentially the same feature as those obtained using full electrolyte models. We also performed simulations using LJ parameters different from those in Table I (e.g., larger e solventÀwall ); similar results as shown in Sec. III were also obtained.
B. Simulation method
Simulations were performed with a modified Gromacs package. 16 Periodic boundary conditions were used in the direction parallel to the channel wall. A Berendsen thermostat with a time constant of 1 ps was used to maintain the fluid temperature to 300 K. Some simulations were also performed by thermostating the velocity component in the direction orthogonal to the flow using the Nose thermostat, with very similar EOF velocity profile obtained. The electrostatic interactions were computed by using the ParticleMesh-Ewald (PME) slab method. 17 The LJ forces between atom pairs were shifted smoothly to zero at a pair separation distance of 1.3 nm and taken as zero at larger pair separation distance. An external electrical field E ext of À0.04 V=nm was applied in the channel length direction to drive the EOF. Starting from a random configuration, each simulation system was simulated for 10 ns to reach a steady-state, followed by a 50 ns production run. To ensure statistical accuracy, each simulation was run five times with independent initial configurations.
C. Evaluation of solvent effective viscosity
The effective viscosity of solvents was computed using the method introduced in Ref. 9 . Briefly, the channel is divided into several bins in the channel width direction (z-direction). The solvent velocity inside each bin was then computed using
where the dynamic viscosity of the fluids, l(z), is taken as constant inside each bin, c ion (z) is the ion concentration obtained from MD simulation, F is the Faraday constant, u eo (z) is the EOF velocity, and z ¼ z 0 is the position at which the no-slip boundary condition is applied. Note that the fluids are assumed to be Newtonian in this study, which has been verified in independent simulations. In the system explored here, MD simulations indicate that z 0 is located at 0.162 nm (¼0.54 r solvent-wall ) away from the geometrical plane of the innermost wall layer toward the channel interior. The effective viscosity of solvents within each bin was determined by requiring u eo (z) computed using Eqs.
(1) and (2) to match that obtained from MD simulation at the edge of each bin. In this work, the bins were selected based on the layering of solvent molecules near the channel wall (see Figure 1(a) ). Such a method for extracting the effective viscosity of fluids from the MD velocity data is similar to that used to infer effective fluid viscosity from experimental EOF data as the EOF is assumed to be described exactly by Eq. (1). The two major differences are that (1) the viscosity variation is resolved with molecular resolution in the present study and (2) the ion distribution is computed more accurately from MD simulations instead of from continuum theories such as the Poisson-Boltzmann equation. Figure 1(b) shows the EOF profile inside a channel with r s ¼ 0.24 C=m 2 obtained from MD simulation and reconstructed by using the solvent viscosity shown in Figure 1(c) ; their good agreement shows that assuming a uniform viscosity of solvents in each bin is reasonable. Note that a weak plateau is observed for the velocity profile within the first bin. Similar phenomena have been observed in prior simulations of EOFs and Poiseuille flows 8, 18 and are likely caused by the non-monotonic distribution of solvent viscosity near the channel wall, which has been reported in simulation of EOFs previously. 10 Here, we do not attempt to resolve the viscosity variation within each bin, and we have verified that choosing a different bin size will not qualitatively affect our results and conclusions.
III. RESULTS AND DISCUSSION
Using the method described above, we simulated the EOF in channels with a wall charge density r s of 0.06, 0.12, 0.24, and 0.36 C=m 2 . The key features of the solvent and ion distribution (e.g., layering of solvents near the wall and strong contact adsorption of counter-ions, see Figure 1 (a)) are very similar to that observed in prior full scale MD simulation of Cl À and water mixture enclosed in positively charged channels, 7, 8 NaCl solution in strongly negatively charged nanopores, 19 and primitive electrolytes enclosed in nanopores. 10, 20, 21 The effective viscosity of the solvents extracted from MD simulation (see Figure 1 (c)) also shows the same trend as in earlier full scale and primitive MD simulations of EOF in nanochannels, 7, 9, 10, 19 i.e., it increases sharply near the charged channel wall but becomes essentially bulk-like at position about 1 nm from the wall. These results confirm that the simulation parameters adopted here can effectively reproduce the critical features of ion distribution and velocity profiles in EOF. Below we describe our systematic study of the effective viscosity of interfacial solvents in various controlled situations to gain a fundamental understanding of the enhanced effective viscosity of interfacial solvents shown in Figure 1(c) .
A. Apparently enhanced viscosity of interfacial solvents in EOFs
To evaluate to what extent the apparently high viscosity of solvents near charged walls is caused by the layering of solvent molecules, we first studied the viscosity of pure solvents enclosed in a nanochannel. The parameters of the simulation system (e.g., solvent density in the channel center, composition and structure of the wall) are identical to that for the EOF described above, except that counter-ions are removed from the system and the channel wall is not charged. Figure 2(a) shows that the solvent concentration profile near the neutral channel wall studied here is only slightly higher than that near a charged channel wall (r s ¼ 0.24 C=m 2 ). Hence, the structure of interfacial solvent here is very similar to that near a charged wall. To probe the viscosity of solvents, we generated a Poiseuille flow within the channel by applying an acceleration of a x ¼ 0.001 nm=ps 2 on each atom inside the system. The method described in Sec. II C was used to extract the effective solvent viscosity, except that the electrical driving force is replaced by a gravity-like body force since, within the framework of classical hydrodynamics, the solvent velocity u p is governed by
where q(z) is the local solvent density. Figure 2(b) shows the distribution of effective solvent viscosity across the channel. Most importantly, we observe that the effective viscosity of the first solvent layer near the wall is only slightly (about 20%) higher than that in the bulk. This result is consistent with many earlier simulations of Poiseuille flows. Specifically, if the fluid-wall and fluid-fluid interactions have similar strength, the velocity profile in the channel (including positions as close as one molecular diameter to the channel wall) can be satisfactorily fitted to a parabolic curve, indicating that the fluid viscosity varies slightly even at position near the channel wall. 18, [21] [22] [23] This result thus suggests that fluid layering plays a minor role in the enhanced viscosity of interfacial solvents shown in Figure 1(c) .
The above results suggest that the thermodynamic properties of interfacial fluids alone may not play a decisive role in their apparently enhanced viscosity. Hence, we next explore how hydrodynamics may affect the apparent viscosity of interfacial fluids. To this end, we probe the effective viscosity of solvent using both the EOF and the Poiseuille flows. Since the thermodynamic state of the solvents and ions in these two flows is practically identical in our 2011) simulations, any difference in the effective solvent viscosity in these two flows (if detected) will have hydrodynamic origins. Figure 3 shows the variation of the effective viscosity of solvents extracted from the simulation of these flows. We observe that although the solvent viscosities revealed by the two flows are identical at position more than 1.0 nm away from the wall, they are different at position very close to the wall. In fact, in the first solvent layer, the effective viscosity inferred from EOF is 46% higher than that inferred from Poiseuille flow. Figure 4 further compares the effective viscosity of the first solvent layer near the channel walls as extracted from EOF and Poiseuille simulations at different wall charge densities. Near channel walls with the same surface charge density, we observe that the effective viscosity of the first solvent layer extracted from EOF simulations is always higher than that extracted from Poiseuille flow simulations and that this difference increases as the wall charge density increases. Independent simulations with different driving forces for the EOF and Poiseuille flows show that the effective viscosity of the interfacial fluids in these flows are nearly independent of the velocity gradient we explored in this study, confirming that the difference of the effective viscosity of interfacial fluids in the EOF and Poiseuille flows observed here is not due to the different velocity gradient in these flows. Since the true material viscosity of the solvent should be independent of the nature of fluid flow, the above results suggest that some important physics are missing in the hydrodynamic models of EOF and=or Poiseuille flows, based upon which the effective viscosity was computed, in the first few solvent layers adjacent to the channel wall. These results also imply that the apparently enhanced viscosity of interfacial fluids in EOF has hydrodynamic origins. We note that although the thermodynamic aspects of EOF, e.g., the deviation of ion distribution from prediction of the Poisson-Boltzmann equation, have been thoroughly examined, the hydrodynamic aspects of EOF (especially within the first solvent layer) are much less scrutinized-most studies simply attribute the deviation of fluid velocity in the near wall region from that predicted by the classical model (Eq.
(1)) to the increase of material viscosity of the interfacial solvent. In light of the above results, it becomes clear that the hydrodynamic aspects of EOF (or more generally, any type of fluid flow) in the interfacial solvent layer must be reexamined.
B. Hydrodynamic origins of apparently enhanced interfacial viscosity in EOF
The classical hydrodynamic models for EOF and Poiseuille flow described by Eqs. (1)-(4) are built upon several assumptions:
1. Solvent and ions are treated as a continuum. 2. The interfacial ions and solvents are homogeneous in the lateral direction (i.e., the direction parallel to the wall). 3. The wall is homogeneous in the lateral direction, and the effects of the wall are taken as a no-slip boundary condition for fluid velocity.
The first and second assumptions are equivalent to assuming that the interfacial fluids are made of infinite number of well-mixed infinitesimal ions and solvent atoms. Only under such a condition can the electrical driving force acting on the ions in an EOF be written as a body force term in Eq.
(1). The third assumption is a particularly strong assumption for two reasons. First, to the interfacial solvents, the wall is assumed to be perfectly smooth and the effects of the interactions between fluids in the interfacial region with the wall can be lumped into a velocity boundary condition at a single point. Second, to the ions, the wall is assumed to be perfectly smooth because the interactions between ions and wall in the lateral direction are completely neglected. Only when all three assumptions are satisfied will Eqs. (1)- (4) be exact models of the flow. In reality, none of the three assumptions holds rigorously. First, both solvent molecules and ions have finite size comparable to the thickness of the interfacial region (loosely identified as the region in which solvent 
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Physical origins of apparently enhanced viscosity Phys. Fluids 23, 072005 (2011) density oscillates spatially), and the number of ions=solvent molecules in interfacial region is finite. Second, because of the discreteness of wall atoms, the structure of interfacial solvents and ions is typically heterogeneous in the lateral direction. Finally, it is far from clear, a priori, that the interactions between interfacial solvents=ions and the wall can be lumped as a simple boundary condition. The fact that these assumptions are not satisfied does not necessarily mean that Eqs. (1)- (4) will fail to predict the fluid flow. Instead, it simply indicates that these equations are simply phenomenological models and the terms in these equations (e.g., the viscosity l) may not have the same meaning as in the exact models. To what extent these models can predict the flow can only be answered by comparing their prediction with experimental measurements or prediction by first principle simulations or more advanced models. For example, extensive studies of Poiseuille flow of pure solvents in wide channels have shown that despite that all three assumptions outlined above are violated to varying extents, the solvent flow down to one molecular diameter from the channel walls can be accurately predicted if the solvent-wall interactions are not much stronger than the solvent-solvent interactions (otherwise, multiple solvent layers can become stuck to the wall 23 ) and the molecular wall is not too smooth (otherwise, large slip can occur). 5 In the context of EOF or Poiseuille flow near charged walls, the accuracy of the classical model has not been examined rigorously until now. In fact, the discrepancy between the prediction by the classical model and atomistic simulations is almost always attributed to the enhancement of viscosity of the interfacial fluids. Since the viscosity of these fluids may indeed be higher than that of bulk fluids, it is difficult to pinpoint whether the apparently enhanced viscosity of interfacial fluids is physically true or is an artifact caused by the fact that the classical model is itself inaccurate.
Based on the results shown in Sec. III A, here we hypothesize that the apparently enhanced viscosity of interfacial fluids originates mainly from the fact that the lateral ion-wall interactions are not considered in the hydrodynamic model described by Eq. (1), which in essence can be traced to the breakdown of assumption 2 and 3 outlined above. Specifically, strong ion-wall interactions cause intermittent adsorption of ions on charged walls, which in turn leads to loss of driving force for flow and screening of fluid flow by the adsorbed ions. While these effects are not accounted for in Eq. (1), they can significantly suppress the flow. Consequently, when Eq. (1) is used to interpret the EOF velocity data, the viscosity of interfacial fluids appears to be greatly enhanced even if their physical viscosity is similar to that of the bulk fluids. This mechanism is also responsible for the apparently enhanced viscosity of interfacial fluids in Poiseuille flow, although to a less extent. This is because, in Poiseuille flow, the driving force is applied on each ion and solvent molecule, and thus the loss of the driving force for flow (and the associated flow suppression and finally the apparent thickening of interfacial fluids) due to intermittent immobilization of ion on the wall is less significant. This is supported by the result shown in Figure 4 .
The above hypothesis is supported indirectly by prior full scale MD simulations of EOF. For example, we note that whenever counter-ions are contact-adsorbed on the charge surface (e.g., the Cl À ions are contact-adsorbed on the walls with r s ¼ 0.08 C=m 2 and r s ¼ 0.12 C=m 2 in Refs. 7 and 9, and Na þ ions are contact-adsorbed on walls with r s ¼ À0.34 C=m 2 in Ref. 19) , the viscosity of the first water layer is often found to be much higher than that of bulk water. However, when counter-ions are not contact-adsorbed on the charge wall (e.g., Na þ ions in the EDL are well-hydrated and not in contact with walls with r s ¼ À0. 13 C=m 2 in Ref. 24 ), the viscosity of the first water layer is similar to that of the bulk water. To test the above hypothesis more directly, it is useful to study the EOF in absence of the lateral ion-wall interactions as the wall appears to be perfectly smooth to the ions. Hence, the ions adsorbed on the wall can "glide" over it and thus still render driving force for the solvents instead of screening the flow. If the above hypothesis is valid, the apparent viscosity extracted by using Eq. (1) should be much smaller than when the lateral ion-wall interactions are enabled and approaches that of bulk solvents if other thickening mechanisms are not important. While EOF under such conditions is difficult to realize experimentally, it can be achieved easily in MD simulations. To perform such simulations (hereafter referred to as "controlled" simulations), when computing the force acting on any ion by the wall atoms, we set its components in the direction parallel to the wall to zero, while all other force calculations proceed as before. When averaged in the xy-plane, the ion and solvent distributions across the channel (i.e., in the z-direction) only slightly differ from the simulations in which lateral ion-wall interactions are not disabled (hereafter referred to as "original simulations"). However, the distribution of ions in the lateral direction changes significantly. Figures 5(a) and 5(b) show the lateral distribution of ions adsorbed on a charged channel wall with r s ¼ 0.24 C=m 2 (ions within the first ion concentration peak, i.e., located between z ¼ 0.295 nm and z ¼ 0.345 nm, are considered as adsorbed on the wall) in the original and controlled simulations. We observe that, in the original simulations, the ions adsorbed on the wall are mostly localized in the interstitial space between the wall atoms. Examination of the ion trajectory revealed that these ions usually go through very long period of solid atomlike vibration in these interstitial regions before escaping. However, when the lateral ion-wall interactions are disabled, the ions adsorbed on the wall become much more uniformly distributed and examination of the ion trajectory indicated that these ions move much more freely on the charged wall. These results confirm that the ion-wall interactions can lead to entrapment of ions on even molecularly smooth walls and such entrapment becomes very weak when the lateral ion-wall interactions are disabled. According to our hypothesis, the ion entrapment on the original wall, even though dynamical (rather than permanent) in nature, can lead to significantly suppressed EOF (or apparently enhanced viscosity of interfacial fluids when EOF is interpreted using Eq. (1)). This is indeed observed in the EOF simulations. Figure 6 compares the effective viscosity extracted from the "controlled" and the original simulations under various wall charge densities. We observe that when the lateral ion-wall interactions (hence dynamical entrapment) are disabled, the effective viscosity of the first interfacial solvent layer decreases significantly compared to that in the original simulations. In fact, the effective viscosity of the first solvent layer becomes nearly constant (l=l bulk ¼ 1.36 6 0.10 for all wall charge densities) and nearly approaches that of the pure solvent near neutral walls (l=l bulk ¼ 1.19, see Figure 2 ). This result confirms that the lateral hindrance of ions entrapped between interstices on the wall and the screening of EOF by these entrapped ions are the dominant reasons of the apparently enhanced viscosity of the interfacial solvents in the system studied here. It is desirable to further determine to what extent the apparent thickening can be attributed to the reduced driving force caused by the friction between the ion and wall atoms. To this end, we measured the net lateral force exerted by wall atoms on the ions in the original simulations and subtracted this force from the electrical driving force in Eq. (1) to obtain a new driving force rendered to the fluids. Consequently, the continuum equation governing the EOF inside the channel is now given by d dz lðzÞ du eo ðzÞ dz þ c ion ðzÞFE ext À f wall!ion ðzÞ ¼ 0; (5) where f wall!ion (z) is the friction force rendered by the wall atoms to ions located at position z. Using Eq. (5), we again retrieve the effective viscosity of the first solvent layer, the results of which are shown in Figure 6 . As expected, the effective viscosity becomes lower than that inferred from calculations neglecting the ion-wall friction. However, we noticed that even when the ion-wall friction is considered, the apparent viscosity of the interfacial solvents is still higher than that inferred from the controlled simulations. This suggests that there exist other mechanisms of flow suppression in the original simulations that also contribute to the apparent thickening of interfacial solvents. While the thorough exploration of these mechanisms is beyond the scope of the current work, one possible mechanism is that the ions dynamically trapped on the wall screen the EOF more strongly than what is predicted by Eq. (5). Specifically, an ion trapped at a position z ion renders drag force on solvents in region
is the closest separation between an ion and a solvent molecule). By performing a force balance for an ion trapped at position z ion , one can show that the net drag force rendered by the ion to its surrounding solvents is considered in Eq. (5), but the drag force is localized at position z ion . Since, for an ion trapped on 
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Physical origins of apparently enhanced viscosity Phys. Fluids 23, 072005 (2011) the wall, the majority of solvent molecules surrounding the ion is located in the region z ion < z < z ion þ d ion-sol due to geometrical confinement, lumping the drag force in this region to position z ion will underestimate the retardation of EOF by these drag forces. 25 Consequently, when Eq. (5) is used to infer the viscosity of the interfacial fluids, an apparent thickening of interfacial fluids will be obtained. We also noticed that the difference of the effective viscosity of the interfacial solvents inferred from the controlled simulation of Poiseuille flow and that inferred from controlled simulation of EOF becomes less than 10% for all surface charge densities (data not shown).
IV. CONCLUSIONS
We performed MD simulations of EOF and Poiseuille flows in channels with molecularly smooth walls using primitive electrolyte models. The effective viscosity of the solvents was extracted from the computed velocity profiles using the classical hydrodynamic model for EOF and Poiseuille flows. It was found that the viscosity of the first solvent layer extracted from the EOF velocity profile is higher than that of bulk solvents, which is consistent with the longstanding idea that interfacial fluids exhibit enhanced viscosity. It was also found that the viscosity of interfacial solvent inferred from EOF simulations is higher than that inferred from Poiseuille flow simulations, even though the thermodynamical state of the interfacial solvents in these simulations is practically identical. To rationalize these observations, we hypothesized that the apparently enhanced viscosity of interfacial fluids is mainly hydrodynamic in nature. Specifically, strong ion-wall interactions cause intermittent adsorption of ions on charged walls, and this in turn leads to loss of driving force for flow and screening of the fluid flow by the adsorbed ions. These effects significantly suppress EOF and, to a less extent, the Poiseuille flow. When the velocity profiles are interpreted using classical hydrodynamic theories in which these effects are neglected, the viscosity of interfacial fluids appears to be greatly enhanced. This hypothesis is validated by controlled simulations in which the lateral hindrance of ion by the wall was removed and the effective viscosity of interfacial solvent was found to decrease to nearly that of pure solvent near neutral walls. We also showed that the friction between the ion and wall is not sufficient to explain the apparent enhancement of the viscosity of interfacial solvents.
The mechanism for the enhanced viscosity of interfacial solvents discussed here is universal in that it is applicable to all types of surfaces regardless if the surface is molecularly smooth or corrugated, uniformly charged or charged by discrete charge groups protruding from the surface. The importance of the mechanism emphasized here not only depends on the magnitude of the surface charge density (see Figure 6 ), but also depends on the size of the counter-ions. For example, for small counter-ions such as Na þ ions that are strongly hydrated, the present mechanism will become important only at very high surface charge densities when the Na þ ions become contact-adsorbed on the surface. In the present systems, the mechanism identified here dominates the effective interfacial viscosity. It is, however, important to note that other mechanisms, e.g., strengthening of hydrogen bonding of interfacial water molecules, also contribute to the enhanced viscosity of interfacial fluids in other systems, and their relative importance with respect to the mechanism described here will depend on the specific physicochemical nature of the charged surface. For example, if the interactions between the solvents and the wall are weak or the channel wall is very smooth, slip can occur at the solvent-wall interface as shown by Joly and colleagues. 26 Under these conditions, although the fluid thickening mechanisms revealed here are expected to work, their effects will be overwhelmed by the significant slip of fluids over the charged surface, because the suppression of flow by the apparent thickening of interfacial fluids is too weak compared to the amplification of flow by the slippage of fluids over the solid wall.
Finally, when developing tractable continuum models for nanofluidic transport, there is a challenge of dealing with the enormous complexity originating from the molecular nature of fluid and wall. Under such a circumstance, it is important to know what aspects of the complexity can be neglected or lumped into certain terms in the continuum model without compromising the accuracy of the model. For Poiseuille flows, the extensive research in the past decades suggests that, for typical wall-fluid interactions, both fluids and wall can be treated at the continuum level and the fluidwall interactions can be lumped into either a no-slip or slip boundary condition for the velocity. The present work indicates that, for EOF, even if the wall is molecularly smooth and carries a uniform surface charge density, the effects originating from the molecular nature of the ions and wall, e.g., ion-wall interactions in the lateral directions (and consequently the heterogeneity of ion distribution in the lateral directions), can significantly affect the flow. While not included in the classical EOF model, these effects must be incorporated into improved phenomenological hydrodynamic models. On the other hand, the results in Figure 6 suggest that the molecular nature of the solvent molecules seems to play a much less prominent role in controlling the EOF-the standard no-slip boundary condition seems sufficient for capturing the overall effect of solvent-wall interactions, and a continuum description of the solvent already allows the flow to be predicted with good accuracy if the ion-wall interactions in the lateral direction are absent. Though this seems to agree with the prior studies of Poiseuille flows near neutral surfaces, how general this conclusion is must be tested more systematically in the future.
