Abstract Anomalous diffusion is a phenomenon that cannot be modeled accurately by second-order diffusion equations, but is better described by fractional diffusion models. The nonlocal nature of the fractional diffusion operators makes substantially more difficult the mathematical analysis of these models and the establishment of suitable numerical schemes. This paper proposes and analyzes the first finite difference method for solving variable-coefficient one-dimensional fractional DEs, with two-sided fractional derivatives (FDs). The proposed scheme combines first-order forward and backward Euler methods for approximating the left-sided FD when the right-sided FD is approximated by two consecutive applications of the first-order backward Euler method. Our scheme reduces to the standard second-order central difference in the absence of FDs. The existence and uniqueness of the numerical solution are proved, and truncation errors of order h are demonstrated (h denotes the maximum space step size). The numerical tests illustrate the global O(h) accuracy, except for nonsmooth cases which, as expected, have deteriorated convergence rates.
Introduction
This work aims at constructing and analyzing a finite difference scheme for solving one-dimensional two-sided conservative fractional order differential equations with variable coefficient, κ, of the form:
− ∂ x κ(x)∂ α,θ x u(x) = f (x), for x ∈ Ω := (a, b),
subject to absorbing boundary conditions u = 0 on R\Ω and so u(a) = u(b) = 0. In [8] , the authors introduced physically reasonable boundary constraints for different fractional PDEs. In (1), α ∈ (0, 1) is the fractional order exponent, κ is the generalized diffusivity coefficient satisfying the positivity assumption c 0 ≤ κ(x) ≤ c 1 on Ω for some positive constants c 0 and c 1 , ∂ x denotes the first-order derivative, and ∂ α,θ x the two-sided fractional order differential operator defined by In the limiting case α = 1, the fractional derivative ∂ α x reduces to ∂ x and the problem (1) reduces to the classical two-point elliptic boundary value problem, where −κ∂ x u is the ordinary diffusion flux from the Fick's law, Fourier's law, or Newtonian constitutive equation. An implied assumption is that the rate of diffusion at a certain location is independent of the global structure of the diffusing field. In the last few decades, an increasing number diffusion processes were found to be non-Fickian, and anomalous diffusion has been experimentally documented in many applications of interest [1, 24, 27 ] (e.g., viscoelastic materials, subsurface flows and plasma physics). In these situations, the mean square displacement grows in time faster (superdiffusion) or slower (subdiffusion) than that in a normal (Gaussian) diffusion process. This deviation from normal diffusion can be explained by non-Newtonian mechanics and Lévy processes. In such phenomena, the anomalous diffusion rate is affected not only by the local conditions (gradient) but also by the global state of the field. For instance, the time fractional derivative acting on the diffusion term (subdiffusion) [24] accommodates the existence of long-range correlations in the particle dynamics. Similarly, space fractional derivatives, which are suitable for the modeling of superdiffusion processes, account for anomalously large particle jumps at a rate inconsistent with the classical Brownian motion model. At the macroscopic level, these jumps give rise to a spatial fractional diffusion equation [1, 3] :
In most studies, the diffusion coefficient κ is assumed to be constant, and the process to be symmetric [1, 6] . In this case, θ = 1/2, (1) reduces to the Riesz fractional derivative of order 1 + α, and many numerical methods have been proposed for its solution, see for example [2, 7, 10, 18, 19, 20, 21, 26, 29, 31, 32, 36, 37] . However, many practical problems require a model with variable diffusion coefficients κ [4] , and the asymmetric diffusion process seems inherent in some physical systems [5, 28] . The model problem (1) is the steady state form of (2). For a constant diffusivity κ, the operator ∂ x (κ∂ α,θ x ) is a linear combination of the LS and RS fractional derivatives of order α + 1. Let ·, · be the L 2 -inner product over Ω and H µ 0 (Ω ), with µ > 1/2, the fractional Sobolev space of order µ of functions with zero trace on ∂ Ω . For the Galerkin weak formulation of (1), we seek the solution u ∈ H 1−β 0
(Ω ), such that
where the bilinear form A :
(Ω ) → R, is defined by
Ervin and Roop [11] investigated the well-posedness of the Galerkin formulation (3) for constant κ. They proved that the bilinear form A is then coercive and continuous on H
(Ω ) → R, and hence, that (3) has a unique solution
(Ω ) in this case. For a rigorous study of the variational formulation of (1) when κ is constant and θ = 1, we refer to [16] .
Unfortunately, it was shown in [33] that the Galerkin formulation loses coercivity on H (Ω ) → R in the variable κ case and the authors even propose a counterexample in the case θ = 1, see [33, Lemma 3.2] . As a result, the weak formulation is not an appropriate framework for variable coefficient κ, as the Galerkin finite element methods might fail to converge [34] . As an alternative, a Petrov-Galerkin method was investigated in [35] for the case of LS fractional derivatives (θ = 1). For the same setting, a finite difference method was proposed and analyzed in [30] .
It is worth to mention that extending existing numerical methods from constant to variable diffusivity is not straightforward, if feasible at all, because of the presence fractional order derivatives. Similarly, the analyses of the generic problem (1) remain scarce due to the mathematical difficulties induced by LS and RL nonlocal operators, that prevent reusing the results of classical elliptic equations. Therefore, the main motivation of the present work is to approximate the solution of (1) via finite difference methods, for variable diffusivity κ and allowing skewness parameter 0 ≤ θ ≤ 1. Specifically, we consider numerical schemes based on appropriate combinations of first-order backward and forward differences. For convenience, we first develop and analyze in Section 2 a finite difference scheme for (1) with θ = 1, that is, we have to deal with the LS fractional derivative only. Then, in Section 3, the other limiting case θ = 0 with RS fractional derivative only is considered. The contributions of both LS and RL fractional derivatives are subsequently combined in Section 4, to derive the generic finite difference scheme for (1) that reduces to the classical second-order central difference scheme in the limiting case α = 1. For each case, we prove the existence and uniqueness of the finite difference solution and show O(h) truncation errors for the resulting schemes, (h is the maximum space step size). We present several numerical experiments in Section 5 to support our theoretical convergence results in the case of smooth and non-smooth solutions. Finally, Section 6 provides concluding remarks and recommendations for future works.
LS fractional derivative
For the discretization of the problem, we consider a partition of Ω with P subintervals I 1≤n≤P constructed using a sequence of (P + 1) points such that a = x 0 < x 1 < x 2 < · · · < x P = b. Unless stated otherwise, we shall restrict ourselves to the case of uniform partitions with spatial step size h = x n − x n−1 = (b − a)/P. We shall denote x n+1/2 = x n +x n+1 2 the center of interval I n+1 . Denoting v n := v(x n ), we use the symbol δ v n to denote the backward difference defined as δ v(x) = δ v n := v n − v n−1 for x ∈ I n , and the symbol δ v n := v n+1/2 − v n−1/2 , to denote the central difference.
For the case of LS fractional derivative, that is, θ = 1, Equation (1) reduces to
Using first a forward type difference treatment of the operator ∂ x , we propose the following approximation: with κ n+1/2 := κ(x n+1/2 ),
Observe that the proposed scheme involves a half-cell shift in the localization of the values of κ, resembling the case of the classical second-order elliptic equation.
Applying now the backward difference approximation to the derivatives inside the integrals, results in
for n = 1, . . . , P − 1. In addition, we have
with the weights defined as
We denote by U n ≈ u n the finite difference solution, which for the model problem in (4) is required to satisfy
with U 0 = U P = 0. Using (6), the finite difference scheme can be recast as
with the modified right-hand-sidef
For computational convenience, (8) can be expressed in a compact form as
where a n,n = κ n−1/2 and a n, j = κ n−1/2 [w n, j − w n−1, j ] for j < n. The finite difference solution is then obtained solving the
while c n,n+1 = −κ n+1/2 and all other entries are zeros. Note that for the case of a constant diffusivity, the matrix B L reduces to the Toeplitz form.
Remark 1 As mentioned earlier, in the limiting case α = 1, equation (1) reduces to −∂ x (κ∂ x u) = f . Furthermore, the finite difference scheme (8) reduces to
for n = 1, · · · , P − 1. This is the classical second order difference scheme for elliptic problems. In this case, one can easily check that the system matrix B L becomes tridiagonal and symmetric, with entries c i,
Lemma 1 For 1 ≤ n ≤ P, the finite difference solution U n of (8) exists and is unique.
Proof. Since the finite difference solution U n satisfies a square linear system of equations, the existence of U n follows from its uniqueness. To prove uniqueness, we need to show that the finite difference solution is identically zero when f = 0, that is when the system right-hand-side is zero, that is f j = 0 for j = 1, · · · , P − 1 in (8). To do so, sum (9) over index n, leading to
and consequently,
After simplifying, we conclude that
which can alternatively be expressed as
where
, and
Since W α is a nonsingular lower triangular Toeplitz matrix, its inverse, denoted by E α , is also a lower triangular Toeplitz matrix with elements
On the other hand, the sequence {b j } j≥0 is positive, slowly decaying (lim j→∞ b j = 0 and ∑ ∞ j=1 |b k | = ∞) and is strictly log-convex (b 2 j < b j−1 b j+1 for j ≥ 1). Then, we deduce that e n < 0 and ∑ n j=0 e j > 0 for n ≥ 1, see [14, Theorem 22] or [13, Theorem Finite differences for fractional elliptic models 7 2.2 and Lemma 2.4]. Using this in (14) and also using the fact that k i > 0 for i ≥ 1, yield δU 1 = 0. Therefore, by (12) , Φ ≡ 0 (W α is nonsingular). Consequently, the finite difference solution U n is identically zero, for 1 ≤ n ≤ P − 1, because U 0 = U P = 0. This completes the proof of the uniqueness of the numerical solution U.
We now turn to establishing the truncation error of the proposed scheme. From (4) and (8) , the truncation error T n h is given by
for some ζ n ∈ I n+1 , and thus,
That is, the truncation error is of order h for x n not too close to the left boundary.
Proof. Using the change of variable s = q + h, we observe that
Similarly, for the backward difference we have
Therefore, the truncation error can be rewritten as
Focusing on the second error contribution, E n 1 , we observe that for sufficient smoothness, specifically for κ ∈ C 1 (I n+1 ) and u ∈ C 2 (a, x 1 ], we have (at leading order)
Consequently, an application of the mean value theorem for integral yields
Regarding the last error contribution in T n h above, we first remark that for any q ∈ (x j−1 , x j ), one has
and that, for κ ∈ C 2 [x n−1 , x n+1 ] and u ∈ C 3 [x j−1 , x j+1 ], Taylor series expansions give
Gathering the previous results, we obtain for E n, j 2 E n, j
for some ξ n ∈ I n+1 . This shows that the first double integral term is O(h 2 ) when u ∈ C 3 [x j−1 , x j+1 ], whereas the second term is O(h) for κ ∈ C 2 (I n+1 ) and u ∈ C 1 (I j+1 ) and the third one is O(h) for κ ∈ C 1 (I n+1 ) and u ∈ C 2 (I j+1 ). This leads to the conclusion that the last error contribution to T n h is O(h). Putting all these estimates together, we obtain the desired result.
RS fractional derivative
In this section, we focus on the finite difference approximation of problem (1) when θ = 0, that is, the RS fractional elliptic problem:
We shall rely on the same notations as in the previous section.
Contrary to the case of the LS fractional derivative, we propose a backward difference type treatment for the differential operator ∂ x , and consider the approximation
Again, observe the shift in the evaluation points for κ (at the cell centers) compared to fractional differential operator (at the mesh point), which is crucial to ensure the recovery of the classical second order scheme when α → 1. Noting that
Applying the backward difference to the derivatives inside the integrals, one gets
The finite difference solution U n ≈ u n of the (RS) fractional model problem (16) satisfies the system:
for n = 1, · · · , P − 1, complemented by the boundary conditions U 0 = U P = 0. Further, application of the integral form of the RS Riemann-Liouville fractional derivative to the finite difference, δ v, yields:
such that the numerical scheme (17) can be expressed as
In (17), the weights w n, j and modified right-hand sidef n h follow the definitions of the previous section, see equations (7) and (10) respectively. Making use of the equality
the finite difference scheme (17) can be rewritten as
where b n,n+1 = −κ n+1/2 and b j,n = κ n−1/2 [w j,n − w j,n−1 ] for j ≥ n.
The finite difference solution of the RS fractional diffusion problem is thus obtained by solving the (P − 1)-by-(P − 1) linear system B R U = F, with the system matrix B R = [d n, j ] having upper-triagonal entries
while d n+1,n = −κ n+1/2 and all other entries are zeros.
Lemma 2
The finite difference solution U n to the RS scheme (17) exists and is unique.
Proof. As in the case of the LS fractional derivative, the existence of the solution U n of (17) follows from its uniqueness, and it is sufficient to show that the finite difference solution is identically zero when f n = 0 for n = 1, · · · , P − 1. To do so, we follow the same path as in Lemma 1. Summing (18) over the index n, we get
The second sum equals ∑ P n=m+1 κ n−1/2 ∑ P j=n w j,n δU j , and so,
and it ensues that
This equation can be cast in the matrix form,
with the same matrix W α as in equation (12), whereasK = [
T . Since (12) and (19) have the same form, by following the derivation in Lemma 1, we deduce that δU P = 0. It is again immediate to conclude from (19) that Φ ≡ 0 because W α is nonsingular. Consequently, the finite difference solution U n = 0 for 1 ≤ n ≤ P − 1 because U 0 = U P = 0. Therefore, the solution to the RS scheme (17) exists and is unique. Next, we study the truncation error T n h of the proposed finite difference discretization of problem (16) . The truncation error in this case is
is the proposed finite difference approximation of the RS operator. Regarding the continuous part, we proceed with a procedure similar to the LS case, to get
Theorem 2 Assume that f ∈ C 1 (Ω ), κ ∈ C 2 (Ω ) and u ∈ C 3 (Ω ). Then
That is, the truncation error is of order h for x n not too close to the right boundary.
Proof. Noting first that
and
On the one hand, the equality in (22) is used to obtain
where for the second sum, one shows that
for any q ∈ (x j−1 , x j ). One the other hand, using equation (21) we have
where, by Taylor series expansion,
Inserting the above estimates in (20), we obtain for 1 ≤ n ≤ P − 1
This completes the proof of the RS truncation error.
Two-sided fractional derivative
In this section, we return to the two-sided fractional differential equation (1). To construct our finite difference approximation we simply combine the finite difference schemes introduced in the two previous sections for the LS and RS fractional derivatives. Specifically, using (8) and (17), the finite difference solution U n ≈ u n of the fractional model problem (1) is given by the equations
for n = 1, · · · , P − 1, and U 0 = U P = 0. The finite difference solution is obtained by solving the linear system BU = F, where B = θ B L + (1 − θ )B R , with the definitions of the matrices B L and B R given in the previous sections. For instance, for θ = 1/2 we get
This shows that the numerical scheme amounts to inverting a system of (P − 1) linear equations in the P − 1 unknowns, so the existence of the finite difference solution follows from its uniqueness. Following a similar path as for the proof of uniqueness for the cases of the LS and RS fractional derivative schemes ( (12) and (19)), we obtain
with ψ = θ δU 1 + (1 − θ ) ∑ P j=1 w j,1 δU j . By [17, Lemma A.2] , the matrix W α in (13) is positive definite and so is W T α . Thus, the Toeplitz matrix θ W α + (1 − θ )W T α is also positive definite and hence, has a inverse, denoted by E α,θ , with entries e i, j . From (23), Φ = E α,θ Kψ and thus, ∑
Recall that, the sequence {b j } j≥0 is positive, slowly decaying and is also strictly log-convex, then by following the arguments for the case of LS fractional derivative, we conclude that the matrix E α,θ is strictly diagonally dominant [15] , e i,i > 0, and e i, j ≤ 0 for i = j. Hence, ∑ P i=1 e i, j > 0 and thus, ψ = 0 from (24) . Substitute this in (23) yields Φ = 0 and it follows that U n = 0 for 1 ≤ n ≤ P − 1 because U 0 = U P = 0. This completes the proof of the existence and uniqueness of U.
Furthermore, by combining the results of sections 2 and 3, it is trivial to show that the truncation error is of order O(h) (not near the boundaries at x = a, b), provided that the regularity conditions on κ, f and u stated in Theorems 1 and 2 are met.
Numerical results
In this section we present several numerical experiments to support the theoretical analyses of the previous sections. Specifically, we consider the model problem in (1) over Ω = (0, 1), subject to homogeneous Dirichlet (absorbing) boundary conditions, and we set κ = 1 + exp(x). The finite difference discretization uses uniform spatial meshes with P = 2 l subintervals, for l > 1, such that h = 1/P. The solution error E h is measured using the discrete L ∞ -norm v h = max 0≤i≤P |v(x i )|. Based on this error definition, the numerical estimate of convergence rates σ h of the finite difference solutions is obtained from the relation σ h = log 2 (E 2h /E h ). Example 1. We first consider the source term f leading to the exact solution
We first fix θ = 1/2, P = 1024 and report in Fig. 1 the estimates σ h as a function of α. The plot shows that σ h ∼ 1, denoting an error in O(h), for almost all values of α Table 1 Discrete L ∞ -norm errors E h and estimated numerical convergence rates σ h for different values of α, θ and spatial discretization step size h. except in the immediate neighborhood of α = 1. When α → 1, σ h exhibits a rapidly varying behavior to reach the expected second order convergence rate at α = 1. Next, we fix P = 512 and plot E h against α for different values of θ . Results are reported in Fig. 2 . We observe that the errors are almost the same for θ = 0.25 and θ = 0.75, and for θ = 0 and θ = 1. This is due to the similar singularity behavior near the boundaries of the exact solution in (25) for any choice of θ = c and θ = 1 − c. Note that the errors are decreasing as α → 1 for all θ . Interestingly enough, Fig. 2 also shows that for α < 0.6, the error is lower for extreme values of θ , that is close to 0 or 1, and on the contrary E h is lower for intermediate values (≈ 1/2) when α > 0.6. Table 1 reports the L ∞ -norm of E h and the corresponding estimates of convergence rate for different values of α, θ and the discretization step size h. The table confirms the O(h) errors, for all the values of α and θ shown, as h goes to zero.
Example 2. (non-smooth solutions) In practice, due to the presence of the twosided fractional derivative, the solution u of (1) Fig. 2 The error E h against the diffusion exponent α, for P = 512 and different values of θ as indicated.
if the source term f is smooth. It was proved recently in [22] that, for θ = 1/2, the leading singularity term takes the form x when the diffusivity coefficient κ is constant. Similarly, one can show that leading singularity term takes the form (x − a) α , with a = 0 presently, in the case of LS fractional derivative (θ = 1), and the form (b − x) α , with b = 1 presently, in the case of RS fractional derivatives (θ = 0). For smooth κ, we conjecture the same singular behavior. Furthermore, we suggest that for θ ∈ [0, 1], the leading singularity term has the generic form (x − a) 1−θ (1−α) (b − x) 1−(1−θ )(1−α) (a = 0 and b = 1). However, demonstrating this point remains an open problem and it will be a subject of future work. Noting that, for κ = 1 and for 0 ≤ θ ≤ 1, the authors in [12] studied the regularity properties of the solution u of problem (1) where the fractional derivative operator is not of the Riemann-Liouville type, see [12, Equations (1. 3) and (3.11)].
To support our claim, we choose now the source term f such that u ex (x) =
is the exact solution of the problem with other settings as before. One can easily check that the truncation errors analyses provided above are not valid in this situation. We then apply to this problem our finite difference scheme for the LS (θ = 1) and RS (θ = 0) fractional derivatives cases for different values of α and h. Table 2 reports the discrete L ∞ -norm of E h and estimates of the convergence rates σ h . The results clearly indicate a convergence rate of the error in O(h α ). This degradation of the convergence rate was expected because the low regularity of the solution: u ex ∈ C α [0, 1]. In the context of time-stepping schemes for fractional diffusion of fractional wave equations, adapted meshes with refinement (clustering of elements) around the singularity successfully improve the errors and consequently, the convergence rates, see [23, 25] . To check if such refinement approach could be useful in our problem of (steady) spatial fractional diffusion problem, we set θ = 1 (LS singularity) and consider a family of graded spatial meshes of Ω = (0, 1) based on a sequence of points given by x i = (i/P) γ , i = 0, . . . , P and γ ≥ 1 is a refinement parameter. The objective is to refine the mesh at the boundary x = 0 where the solution has a singularity. Table 3 reports the evolution with log 2 (P) of the L ∞ -norm of the error and estimated convergence rate σ h and using γ = 2, 3 and 4. The results show that one can obtain a convergence rate of the error that is O(h αγ ). Finally, Fig. 3 compares the pointwise errors obtained for uniform and non-uniform meshes with γ = 3 when using the same number of discretization points P = 256, 512, 1024 and 2048. The reduction of the error due to the mesh refinement is clearly visible. Note that similar results can be obtained for θ = 0 using discretization points defined by x i = 1 − ((P − i)/P) γ to refine the mesh at the endpoint x = 1.
Concluding remarks
The objective of this work was to propose and analyze a finite-difference scheme for the solution of general one-dimensional fractional elliptic problems with a variable diffusion coefficient. For the proposed scheme, we proved the existence and uniqueness of the numerical solution and established the order of convergence for the truncation error with the spatial step size. Some numerical results were also presented for problems admitting both smooth and nonsmooth solutions.
This paper will form a stepping stone for the researchers who are interested in computational solutions of variable coefficient two-sided fractional derivative problems. The results obtained in this work lead to several questions that will have to be addressed in the future. First, it will crucial to address the reason(s) for the dramatic deterioration in the order of convergence of the finite difference scheme when the fractional order α immediately departs from 1 (classical case)? Second, it will be interesting to explore the possibility of incorporating the fractional exponent α directly in the finite difference discretization, that is, fractionalizing the numerical scheme. A possible route along this direction could be inspired by the recent research papers on the fractionalization of the Crank-Nicolson time-scheme for solving time-fractional diffusion equation, see [9] . Finally, mechanisms for determining the order of singularity near the boundaries in the case of variable diffusivity remains to be developed. A possibility could be to look at series solution to (1) . These and other related open questions will be the subject of future research.
