Introduction
It often occurs in limit theorems for sequences of processes Xn, defined on the same stochastic basis B = (S~, .~, P), and especially when one looks for rates of convergence in connection with various time-discretization schemes (like the Euler schemes for stochastic differential equations or like inj6]), that one encounters limiting processes X which are defined on an extension B = (H, .F, P) of B. And, quite often, conditionally on the 03C3-field F, the process X has independent increments.
In a previous paper [5] we have studied this situation when X is continuous, both from the point of view of characterizing all continuous processes X defined on an extension of B and which have independent increments conditionally on F (called "continuous biased conditional Gaussian martingales" ), and from the point of view of limit theorems.
Here we try to fulfill the same program when X is discontinuous, a program which [9] and [10] .
Finally, within the scope of the above restrictive assumption, we give a criterion for the convergence of a sequence of semimartingales Xn towards a process X with conditionally independent increments. Although such limiting theorems were the initial aim of this paper, only very restricted results are so far available in this direction: this is of course because only in such a specific setting can existence and uniqueness for the associated martingale problem be proved.
To end up this introduction, let us mention that Grigelionis [2] has proved that a semimartingale has .~-conditionally independent increments if and only if, within the above framework, the characteristics of the process with respect to the smallest filtration (.~t) which contains and such that ~' are in fact measurable w.r.t. ,~o: this characterization, and a related one given by Ocone in [7] ), are of a very different nature than the one exhibited here; more precisely the characterization in the present paper reduces to Grigelionis characterization in the case where the filtration (Ft) is Ft = ~' for all t, but is quite different otherwise.
Extension of filtered spaces and processes with conditionally independent increments
We use the traditional set of notation in the theory of semimartingales: see e.g. [4] for all unexplained notation, and especially for stochastic integrals w.r. f*03BDt(03C9)=Q03C9(f* t) B t ( 0 3 C 9 ) = Q 0 3 C 9 ( X t -h ' * t ) ( 2 . 8 ) C ' t ( 0 3 C 9 ) = Q 0 3 C 9 ( ( X t -h ' * t)(Xt-h'* t)#) [9] and [10] , where existence was already proved. But it also says that whatever process X solves the problem (on whichever extension B), then the conditional law of X knowing J' is completely determined by the (deterministic) characteristics given by (3.9).
Proof. 1) Assume that X and is an ,~-conditional PII on a very good extension ~3. As already said, the characteristics of (X, Y) are (Ft)-predictable and satisfy (3.3) and (3.4) . We presently prove (3.9) Since g * v = g * v + F(g) * v', the last property in (3.9) is obvious. Finally the first one is a direct consequence of the last one and of (2.12) with N = Y~.
2) So far we have proved the second part of (a). It remains to prove (b), which obviously implies the first part of (a).
Define (B, C, v) by _(3.9). We first show that this triple satisfies (a~,~ for almost all c~. This is obvious for C, because of the second property in (3.2 Next all integrands in the last display of (3.9) are predictable, hence it is easily checked that the (J't)-predictable compensator of g * v + F(g) * v' = g * v. So the third property in (3.2) yields that 17 meets the first property of (2.5 B=B+u2022Yc+F(h)*( '-03BD') C = C -( u 2 0 2 2 C ' ' ' ) # (3.10) g*03BD=g*+F(g)* ' ~g~0 with g(0)=0. In order to state properly the convergence result we need to recall some facts about stable convergence. Let Zn be a sequence of random variables with values in a metric space E, all defined on (S~, .~, P) . Let (S~, P) be an extension of (S~, .~', P) (as in Section 1, except that there is no filtration here), and let Z be an E-valued variable on the extension. Let finally ~ be a sub 7-field of .~. We say that Zn stably converges in law to Z if E(V f (Z)) (4.2) for all f bounded continuous and all bounded variables V on (0, .~'). This property, introduced by Renyi [8] and studied by Aldous up to P-null sets, there is a probability measure P' on whose 03A9-marginal is P, and such that the laws of (N, Y, B', ) converge to the law of (N, Y, X, B', B, G, ~l) under P'.
Therefore we have an extension B' = (Q, Q, (~t), P') of B' = (SI, (Gt), P) with a disintegration dw~ as in (2.1) (the existence of Q' is obvious, due to the definition of (SI, .~)), and up to P'-null sets the filtrations l~ and (gt) are generated by N and (N, X) respectively (use Property (B)). Now we apply Theorem IX-1.17 of [4] to obtain (as in [5] (4.6) is which goes to E'(NT f (X )) = E'(V f (X )) because of the convergence proved above and because T is not a fixed time of discontinuity of N (which is quasileft continuous). Therefore (4.6) holds.
Since we have seen that Q(j = Q~, for P-almost all w, we also have E'(V f (X )) = E(V f (X )). Then indeed (4.4) gives E(V f (X )). Since this holds whatever bounded variable V is choosen, we have the desired stable convergence. D
