Cells are crowded and spatially heterogeneous, complicating the transport of organelles, proteins and other substrates. One aspect of this complex physical environment, the mobility of passively transported substrates, can be quantitatively characterized by the diffusion coefficient: a descriptor of how rapidly substrates will diffuse in the cell, dependent on their size and effective local viscosity. The spatial dependence of diffusivity is challenging to quantitatively characterize, because temporally and spatially finite observations offer limited information about a spatially varying stochastic process.
Introduction
For objects undergoing homogeneous isotropic diffusion, the MSD of puncta is a 21 linear function of lag time (α = 1), with the slope being proportional to the apparent 22 diffusion coefficient: The averaging in this calculation can be taken on a single or 23 multiple trajectory basis (i.e. mean of each displacement over time-step τ in a single 24 trajectory or over many trajectories). If MSD analysis is completed on a per-trajectory 25 basis, this technique allows for spatial resolution of diffusivity variation; however it relies on the fitting of the M SD(τ ) slope. This analysis can be misleading, as it 27 includes no information about the uncertainty in this estimation beyond calculation of 28 the error on the mean. As a result, when multiple single-trajectory MSD's are plotted 29 together on a log-log plot, it can be easy to interpret non-overlapping M SD(τ ) line as 30 portraying distinct diffusivities, when they could just be representing uncertainty-driven 31 variations around a single shared value. 32 In FCS, a laser illuminates a region of a sample containing fluorescently tagged 33 particles [5] . The characteristic time a fluorescent particle spends in the illuminated 34 region ("dwell time") can be calculated from the intensity auto-correlation function. 35 Together with the length scale of the illuminated region, dwell time gives an estimate of 36 the diffusion coefficient in this region. The calculation of the diffusion coefficient from 37 these properties is dependent on the chosen diffusion model; this method is flexible to 38 anomalous diffusion models and captures small-scale local diffusivities. However, only 39 one local measurement can be made from each illuminated region, making the 40 assessment of many local regions experimentally intensive. 41 Like FCS, SPT can be used to probe local diffusivities and is robust to anomalous 42 diffusion models [6] . But in contrast, rather than providing one diffusivity measurement 43 per illuminated region, SPT allows for as many individual local diffusivity estimates to 44 be simultaneously made as there are fluorescent particles in the field of view.
45
Dependent on particle density, this advantage allows for the efficient use of spatially 46 dependent diffusivity assays. While SPT offers many advantages, it relies on finite observations of a stochastic assay, limiting our diffusivity estimation accuracy.
48
While powerful analyses from SPT have indicated the complexity of transport in live 49 cells, the spatial variation of the diffusion coefficient remains poorly characterized. This 50 can be attributed to challenges in disentangling effects of biological heterogeneity and 51 limited sampling of a stochastic process [7, 8] . To address these challenges, we developed 52 a Bayesian framework to estimate a posterior distribution of the possible diffusion 53 coefficients underlying single-trajectory dynamics. This framework generates look-up 54 tables predicting the detectability of differences in diffusion coefficients, conditional on 55 the ratio of their values and amount of trajectory data collected.
56
Other packages with information theoretic frameworks for trajectory analysis have 57 been released; for example, the Single-Molecule Analysis by Unsupervised Gibbs Sample trajectory with and without localization error. A 2D diffusive trajectory with no localization error is drawn for T time-steps.At each time-step, a cloud of Gaussian uncertainty is drawn; the shape and shading of this cloud demonstrate how likely it is for the position of be measured at any of the surrounding points rather than in the true position. A sample alternative trajectory is drawn (purple) showing the path we might observe the particle to take, due to the localization error in measuring the true position as a function of time.
toolkit is designed for analysis of any trajectory -simulated or tracked from images.
88
Therefore a user can choose to either input their own image-derived trajectories or use a 89 simulated trajectory to perform estimation of the unknown diffusivity.
90

Bayesian inference of diffusivity 91
To estimate the diffusivity underlying a single trajectory (and our uncertainty in this 92 estimation), we employ Bayesian inference. This method is focused on generating a 93 "posterior probability distribution": the probability that a random variable takes on any 94 of a set of values, based on provided evidence and a prior distribution. In our case, the 95 random variable is the diffusivity, and the evidence is the set of step sizes from a single 96 trajectory. The prior distribution for the variance of a normal distribution with known 97 mean is an inverse-gamma distribution. This acts as a conjugate prior; that is, a class of 98 distributions for which the prior and posterior distributions take on the same 99 mathematical form; therefor our posterior will also be an inverse-gamma function. The 100 inverse-gamma distribution's probability density function over diffusion coefficients 101 D > 0 is parameterized by the shape (α) and scale (β):
The posterior distribution peaks near the true diffusion coefficient and has a width 103 corresponding to the confidence interval of our estimate, which is largely determined by 104 the trajectory length and magnitude of localization error.
105
Characterizing the distinguishability of diffusivity posteriors 106 To characterize our uncertainty on whether trajectories come from regions with different 107
diffusivities, we require a way to quantitatively discriminate between pairs of posterior 108 distributions. To achieve this, we use the Kullback-Leibler (KL) divergence. The KL divergence acts as a single-value estimation of how well we can analytically distinguish 110 whether the step sizes from a trajectory came from the diffusivity predicted by one 111 posterior or the other. The KL divergence of two inverse-gamma distributions p(α, β) 112 and q(α,β) is calculated as follows [11] :
where Ψ(α) is the digamma function, defined as the logarithmic derivative of the 114 gamma function (Γ(α)). Since this metric is not symmetric and we have no preference 115 between distributions p and q, we use a symmetrized version of the KL divergence dynamic models, our current implementation introduces a workflow for analyzing isotropic homogeneous diffusion; therefore, trajectories with unknown diffusivity will 135 result in a step-size distribution which is normally distributed, with zero mean and 136 unknown variance N (µ = 0, σ 2 ).
137
Bayesian inference is built on the use prior and posterior distributions. Our "prior" 138 distribution is an initial guess at the solution to a problem before using our observations 139 or data to inform our expectations (i.e. a priori ); for instance, if I have no intuition for 140 the solution to my estimation problem, I would use a flat prior telling my model that I 141 think any solution is equally likely. We then use our data to narrow down our solution 142 estimation (i.e. a posteriori ), resulting in a "posterior" distribution. In our case, the In this section, we will step through the process of applying Bayesian analysis to our 151 particular case. First, we will get introduced to the governing principle of this approach, 152 called Bayes' theorem, then we will carefully digest this principle into pieces and see 153 how it applies to our own application.
154
Bayes' theorem tells us that the posterior distribution for an unknown variable θ is 155
proportional to the product of the prior distribution p(θ) and the "likelihood function", 156 or the function giving the probability of making observation x given the unknown be normally distributed, with a mean of zero and an unknown variance. Translating again to the Bayesian framework, we can say that our unknown variable θ is the 164 variance σ 2 , and our likelihood function is the normal distribution of step sizes, i.e. 165 p(x|θ) = p(∆x|σ 2 ) = N (0, σ 2 ).
166
The prior is our initial guess of the probability distribution of values for our unknown 167 variable, σ 2 . To determine the prior distribution for our cases, p(θ) = p(σ 2 ), we consider 168 the mathematical dependence of the normally distributed step sizes on the variance σ 2 : 169
We see that this dependence looks a bit like a gamma distribution, except that our 170 variable of interest is found in the denominator. This class of function is intuitively 171 called an inverse-gamma function (IG, Eq. 2). We can now say a priori that we expect 172 our estimated σ 2 values to follow an inverse-gamma distribution, and therefore this is 173 the form of our prior: p(θ) = p(σ 2 ) = IG(σ 2 ). 174 We have now seen how to place the observed and unknown Bayesian variables in the 175 context of our problem, and explored the Normal and inverse gamma distributions 176 which can be used as our likelihood and prior distributions, respectively. With these 177 pieces in hand, we can now find the class of function for our posterior distribution, as 178 the product of our prior and likelihood distributions (Eq 4). In our case, we find that 179 the product of p(σ 2 ) and p(∆x|σ 2 ) also has an inverse gamma dependence on σ 2 . We 180 note that our posterior distribution is a function of the same class as the posterior -we 181 will come back to this after a brief note. resulting in object movement during image acquisition [12] . Since dynamic localization 212 error is most relevant for quickly moving objects, such as small substrates, we have 213 chosen to simulate and provide example analysis of the effects of static localization error. 214
As a result of limitations in spatial resolution, when the object is tracked and 215 trajectories generated, an inherent limitation in localization accuracy is encoded in the 216 trajectory, and therefore skews the step-size values being used to infer the diffusion 217 coefficient. To demonstrate the impact of localization error on SPT, we provide an 218 example simulated trajectory with varying amounts of localization error applied (Fig 3) . 219 be ideal to simply collect longer trajectories, this is often experimentally impossible; 233 therefore, we aim to give experimentalists an analysis framework to estimate how 234 accurately they can predict diffusivity given their own limitations in tracking.
parameters:
Of course, due to the stochastic nature of diffusive properties, even with all the same 245 simulation parameters, the posterior error will vary from one simulation to the next. In 246 order to capture the mean effect of each parameter on posterior error, the results in heatmap is provided in Figure 6 . The complete code used to generate this map is 
305
This methodology fails to capture information about uncertainty, and may lead to the 306 false conclusion that each trajectory is taken from a region with a unique diffusivity. In 307 many cases Bayesian posterior analysis will reveal significant overlap between these 308 trajectories' posteriors, indicating the analyzed trajectories do not mark the region as 309 having heterogeneous diffusivity.
310
Application to spatially dependent diffusivity characterization 311 In the introduction of this paper, we discussed the importance of analysis techniques 312 that acknowledge the heterogeneity of cellular environments. The single-trajectory 313 dependence of this tool offers a framework to build on for characterizing variations in Our tools offers a flexible and approachable framework for experimental design of 322 studies to probe the spatial variation of physical properties of the cell.
323
Framework limitations 324 As we have discussed, the presence of localization error and the finite nature of 325 trajectories will contribute to the uncertainty in any analysis of single particle 326 trajectories. Here, we discuss several other important limitations to be considered when 327 using this software package.
328
This framework is currently only implemented for the analysis of pure diffusion, we developed a framework for predicting our ability to detect differences in diffusivity 351 under different experimental regimes. Our framework is intended to inform the design of 352 experiments characterizing the spatial dependence of diffusivity on sub-cellular location. 353
