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Abstract
In this thesis, we investigate the use of solid state nanostructures in quantum metrol-
ogy, information and computation. In the first chapter, we introduce the polaron
master equation which accurately captures the non-Markovian dynamics resulting
from the strong interaction between the nanostructure and its vibrational environ-
ment. In the next two chapters, we give the technical background required for
subsequent chapters.
In the next two chapters, we focus on applications of self-assembled quantum
dots. We investigate the modified emission properties of such a nanostructure close
to a metal surface, followed by an extension of our model to a sample of N > 1 quan-
tum dots. In the next chapter, we propose a novel cluster state generation scheme,
using a hole-spin in a quantum dot to generate strings of frequency-entangled pho-
tons. Inspired by the results in this chapter, we then propose a new approach to
reconstruct the quantum state of a system which has accumulated random errors
which are only characterised post-measurement.
Turning our attention to negatively charged nitrogen-vacancy centres, we then
investigate a new technique of increasing the coherence time of an electron spin by
adaptively gaining information about the state of its dilute environment.
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Over the last few decades, it has become increasingly evident that quantum
mechanics is indeed the most accurate description of the fundamental building blocks
of our universe. Experimental evidence has been steadily increasing, consistently
proving what theory had claimed before, and, more importantly, showing new results
which shed light on the gaps in our knowledge of this field. Harnessing quantum
phenomena in the lab is becoming a reality more and more each day, extending our
ability to build quantum devices, such as single photon sources emitting single light
quanta at the push of a button, or artificial light absorbers inspired by the work
Nature has been carrying out for millions of years.
Technologies dating back to the 20th century already harness some aspects
of quantum mechanics; from the importance of electronic band structures in
semiconductor-based manufacturing, to nuclear magnetic resonance in magnetic res-
onance imaging. However, in order to construct next level technologies, we need to
make use of properties which are only available on a nanoscale level, at which the
environment plays an important, often detrimental, role on the system’s dynamics.
It is thus of utmost importance to have theoretical models which take into account
the environmental interactions for such nano-devices, serving as blueprints not only
for extending our understanding about how these devices should work, but also how
to build them in realistic experimental conditions.
1
Chapter 1: Introduction and outline
The main aim of this thesis is to discuss novel theoretical proposals for solid state
nanostructure-based applications, ranging from improving single photon sources, to
applications of these systems in quantum computing. As we shall see, the environ-
ments of these structures play a non-trivial role in the latter’s dynamics, and thus
we aim to model these interactions accurately in order to better understand how
future technologies can be improved and implemented in the lab.
1.2 Outline
We start this thesis by discussing some technical background which underpins
the subsequent chapters. In Chapter 2, we shall go over the density matrix approach
of describing quantum states, and, more importantly introduce the master equation
formalism of describing the interaction of a system with its environment. In light of
the solid state theme of this thesis, we shall discuss interactions with the electromag-
netic and vibrational environment of the system, and introduce the polaron picture
for strong system-vibrational couplings. Finally, we shall briefly discuss collective
behaviour induced by these interactions.
Having discussed the mathematical background of a general solid state nanos-
tructure and its environment, in Chapter 3 we introduce self-assembled quantum
dots and nitrogen-vacancy centres as examples of such structures, giving their cor-
responding energy level structures as well as the optical and, in the case of nitrogen-
vacancy centres, microwave selection rules for these systems.
We finish the introductory part of the thesis by introducing the measurement-
based quantum computation paradigm and the multi-qubit highly-entangled states
required for this framework in Chapter 4. We conclude this chapter by discussing
the use of solid state emitters to generate photonic versions of these entangled states
used for quantum computation.
In the next half of the thesis, we focus on novel work building up on the fun-
damentals discussed in the first half. In Chapter 5, the ‘image dipole’ approach,
developed for atomic structures close to reflective surfaces, is applied to a driven
self-assembled quantum dot near a metal surface, for which we include interactions
2
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with its vibrational environment by deriving the polaron master equation. Motivated
by the agreement between the image approach and the half-sided cavity which we in-
clude for comparison, we extend our results to more than a single emitter, observing
enhanced emitted intensity due to the presence of the surface.
In Chapter 6 we propose an application of quantum dots as single emitters in the
field of measurement-based quantum computation, discussed in Chapter 4. More
precisely, we develop a novel cluster state generation scheme using hole-spins in
quantum dots to generate a string of frequency-entangled Raman photons. We
demonstrate that our scheme has a number of advantages over rival schemes, and
propose an extension to mitigate the probabilistic aspect of our scheme, which stems
from the randomness of the scattering events.
Inspired by the probabilistic nature of the scheme presented in Chapter 6, we
develop and benchmark protocols for quantum state tomography based on retrod-
icting random errors which are only characterised post-measurement. We show how
several state-of-the-art quantum information schemes relying on solid state emitters
can benefit from this approach, as it allows for the mitigation of uncertainty in the
emission time. We also develop a coarse-grained approach and show that we can gain
a significant reduction in computation time for a small sacrifice in reconstruction
fidelity.
Finally, in Chapter 8 we discuss how to increase the coherence time of an electron
spin in a negatively charged nitrogen-vacancy centre by estimating the interaction
with its spin bath environment. We introduce an adaptation of the Bayesian adap-
tive sensing scheme, which has been successfully used to estimate unknown magnetic
fields by applying a series of Ramsey measurements on the electron spin of a neg-
atively charged nitrogen-vacancy centre. By adaptively choosing the measurement
parameters for each Ramsey sequence, we show that we can get an improved esti-
mate the interaction strength between the electron spin and its environment with
each measurement sequence, resulting in a significant improvement of the electron
spin’s coherence time.
As every chapter has its own concluding remarks, we shall briefly summarise the
3
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Solid state quantum systems typically interact with larger surrounding environ-
ments to various extents. It is thus imperative to model these interactions, and their
effects on the nanostructure’s dynamics, in order to assess the feasibility of using
such a structure as a quantum technology platform. The open quantum system for-
malism is thus more adequate to describe the evolution of solid state nanostructures
in the presence of multiple environments. In this section, after briefly outlining the
evolution of closed systems, we describe how the dynamics of a solid state open
quantum system can be modelled via a master equation, which we shall then be
using, in various forms, throughout the rest of this thesis.
2.1 Density Matrix formalism
An isolated quantum system can be described by a state vector |ψ(t)〉, whose
time evolution is governed by the Schrödinger equation, which, for a general, time-




|ψ(t)〉 = H(t) |ψ(t)〉 , (2.1)
whereH(t) is the system Hamiltonian (in most cases, we will set the reduced Planck’s
constant to unity). Whilst in most cases we shall be dealing with time-independent
Hamiltonians, we will keep the time-dependent notation for generality for the time
being. The solution to the above equation can be written using a time evolution
5
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operator U(t, t0) which evolves the state vector ψ(t0) at an initial time t0 to ψ(t) at
time t, that is





U(t, t0) = H(t)U(t, t0) , (2.3)
where U(t0, t0) = I. It can also be seen that U(t, t0) is a unitary operator. For time
independent Hamiltonians, we can easily integrate equation (2.3) and obtain a very
simple form for the time evolution operator







However, if the system is closed, but not isolated (e.g. driving the system by means of
an external force), then the system Hamiltonian is not necessarily time-independent.
In such case, the time evolution operator takes the more general form









where T← is the chronological time-ordering operator.
This pure state representation fails, however, when the system can be found in
any number of states |ψi(t)〉 (with probability, say pi) of an ensemble {|ψi(t)〉}, each
of which evolves according to the Schrödinger equation (2.1). A representation of
such a mixed state is captured by the density operator formalism, in which such a




pi |ψi(t)〉 〈ψi(t)| , (2.6)
where {|ψi(t)〉} is a set of normalised (but not necessarily orthogonal) Hilbert space
vectors spanning the system space HS. The density operator satisfies a number of
properties, namely:
6
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• Hermiticity : ρ†(t) = ρ(t) ;
• Positivity : 〈φ(t)| ρ(t) |φ(t)〉 ≥ 0, ∀ |φ(t)〉 ∈ HS ;
• Normalisation: tr(ρ(t)) = 1, that is,
∑
i pi = 1.
If we consider the system at an initial time t0, the density operator at time t can
be then written in terms of the time evolution operator and the density operator at
this initial time as
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0) . (2.7)




ρ(t) = − i
~
[H(t), ρ(t)] , (2.8)
which is the celebrated Liouville–von Neumann equation, describing the unitary time
evolution of a quantum system ρ(t).
Another useful property of the density matrix formalism is related to the ex-
pectation value of an operator A, which, for a pure state |ψ〉, simply evaluates to
〈ψ|A |ψ〉. Extending this representation to density matrix formalism, we obtain:
〈A〉 = tr(ρA) =
∑
i
pi 〈ψi|A |ψi〉 , (2.9)
where we have dropped the time notation for brevity.
So far we have limited ourselves to single systems. More often than not, however,
we deal with composite systems; for example, consider a system S which is composed
of the two systems S(1) and S(2), with Hilbert spaces H(1) and H(2) respectively.
Then the Hilbert space of the composite system is given by H = H(1) ⊗ H(2),
where ⊗ denotes the tensor product. Furthermore, if {|ψ(1)i 〉} and {|ψ
(2)
i 〉} are two
orthonormal bases for the two systems comprising S, then any state in H can be
7





aij|ψ(1)i 〉 ⊗ |ψ
(2)
j 〉 , (2.10)
meaning that {|ψ(1)i 〉 ⊗ |ψ
(2)
j 〉} forms a new basis for the composite Hilbert space.
Moreover, if O(1) and O(2) are operators acting on the Hilbert spaces H(1) and H(2)
respectively, then O(1) ⊗O(2) is an operator acting on H whose action is defined by
(O(1) ⊗O(2))(|ψ(1)i 〉 ⊗ |ψ
(2)





This also means that we can write the operators O(1) and O(2) as operators acting on
H as O(1)⊗I(2) and I(1)⊗O(2) respectively, where I(i) is the identity operator for the
ith system. The same decomposition holds for the density matrix ρ of the composite
system if the two subsystems are uncorrelated, that is ρ = ρ(1) ⊗ ρ(2). This then
implies that that 〈O(1)⊗O(2)〉 = 〈O(1)〉〈O(2)〉, using Eq. (2.9). This of course doesn’t
hold true when the two systems are entangled, in which case ρ 6= ρ(1)⊗ρ(2), meaning
that the expectation value cannot be represented by this trivial decomposition.
In most cases, we are interested in studying only a subsystem of the composite
one. Suppose, for example, that the two subsystems consist of the system S we
are studying and the environment E with which it interacts, illustrated in Fig. 2.1.
In this case, starting from the combined density operator ρ, we can arrive at the
reduced density operator ρS of the system:
ρS = trE(ρ) , (2.12)
where trE denotes the partial trace over the environment subsystem, defined by
trE(|ψ(S)i 〉〈ψ
(S)












l |) . (2.13)
Having obtained the reduced density operator for the system, we now turn our
attention towards the latter’s time evolution. Keeping track of both system and envi-
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(S,HS, ρS)
(E,HE, ρE)
(S + E,HS ⊗HE, ρ)
Figure 2.1: Typically, we are interested in the dynamics of a smaller system S
(red), interacting with an environment E (green). Whilst the combined S + E is
usually closed (solid boundary), this system-environment interaction means that the
dynamics of the system S cannot be described by unitary evolution.
ronment dynamics, however, can be mathematically and computationally expensive.
In order to avoid this, we avoid keeping track of the environment’s evolution explic-
itly, but instead focus on the evolution of the system and how it is influenced by the
environment.
2.2 Master Equation formalism
In order to come up with the effective master equation detailing the evolution of
the system, we follow closely the steps in Ref. [1]. Consider a Hamiltonian H acting
on the composite system ρ in the Hilbert spaceHS⊗HE, illustrated in Fig. 2.1. Then
H can be written as H = HS + HE + HI , where HS and HE are the Hamiltonians
governing the free evolution of the system and environment respectively, whilst
HI is the Hamiltonian describing the interaction of the two subsystems. We will
assume that H does not have an explicit time-dependence, so that we can write the
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is the time evolution operator (assuming H does
not depend explicitly on time). We can then make use of the interaction picture
von Neumann equation (c.f. (2.8)) and integrate it once to obtain




ds [HI(s), ρ(s)] . (2.15)
Then, after inserting the above back into the von Neumann equation and tracing
over the environment (assuming that trE[HI(t), ρ(0)] = 0 with an adequate form of








ds trE[HI(t), [HI(s), ρ(s)]] . (2.16)
The above differential equation is still exact, and still contains the density matrix
for the composite system. In order to eliminate this and obtain an equation which
can be solved easily, we need to make a number of careful approximations, the first
being the Born approximation, which essentially states that the effect of the system
on the bath is small (i.e. weak-coupling approximation), which then allows us to
write ρ(t) as
ρ(t) ≈ ρS(t)⊗ ρE , (2.17)
where ρS and ρE are the system and environment density matrices, respectively. The
second approximation we then take is known as the Markov approximation, which
allows us to substitute ρS(s) with ρS(t) in the integrand. This approximation means
that the state of the system at time t depends only on the state ρS(t) at this time,









ds trE[HI(t), [HI(s), ρS(t)⊗ ρE]] . (2.18)
which, despite being time-local (i.e. ρS at time t depends only on ρS(t)), the system’s
time evolution still depends on our choice for the initial state. Thus, despite the
10
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above being a Born–Markov master equation, we can still perform one additional
simplification which will give us the master equation in the desired form, which
removes the explicit dependence of the reduced density operator on our choice for
ρS(0) in the above integral. Indeed, we can avoid this initial time-dependence by
substituting s with t − s in the integrand and take the limit as the integral upper
limit goes to infinity. This is justified as long as the integrand vanishes rapidly for s
much larger than the timescale τE over which the bath correlation functions decay.









ds trE[HI(t), [HI(t− s), ρS(t)⊗ ρE]] . (2.19)
In order to simplify our master equation, we decompose the Schrödinger picture




Aα ⊗Bα , (2.20)
where Aα and Bα act onHS andHE, respectively, A†α = Aα and B†α = Bα. Assuming
that the spectrum ofHS is discrete, we can further decomposeHI into eigenoperators






where Π(ε) is the projection operator for the eigenspace corresponding to ε, and the
sum is all possible values of ε and ε′ such that the difference between the two is ~ω.
It can be easily shown that these operators are indeed eigenoperators of the system
Hamiltonian
[HS, Aα(ω)] = −~ωAα(ω) , (2.22)
[HS, A
†
α(ω)] = ~ωA†α(ω) , (2.23)
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− i~HSt = eiωtA†α(ω) . (2.25)
By summing over all possible energy differences and making use of the completeness






A†α(ω) = Aα . (2.26)









where Bα(t) = e
i
~HBtBαe
− i~HBt. We also note that, using the fact that
trE[HI(t), ρ(0)] = 0, the average of the bath operators Bα vanishes, that is
〈Bα(t)〉 := tr(Bα(t)ρE) = 0 . (2.28)
Now that we have an expanded form of the interaction Hamiltonian, we insert
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is the spectral correlation tensor of the reservoir correlation functions defined by




. In most of the cases we shall consider,
the environment state will be taken to be stationary, i.e. [HB, ρE] = 0 (for exam-
ple, a thermal state). This then means the correlation functions above are time
homogeneous, that is
〈B†α(t)Bβ(t− s)〉 = 〈B†α(s)Bβ(0)〉 , (2.32)
which in turn implies that the spectral correlation tensor is time-independent. It
should be noted that the Markov approximation is only valid as long as the envi-
ronment correlation functions decay timescale τE is relatively small when compared
to the timescale of the system relaxation time τR.
We are now able to make a final approximation, which allows us to discard any
non-secular terms from our master equation; that is, terms involving ω′ 6= ω. This
is valid as long as the timescale of the system evolution (which is defined by the
difference |ω − ω′|, ω 6= ω′) is considerably smaller than the system relaxation time
τR, since this implies that the non-secular term oscillate very rapidly and hence can















Transforming back to the Schrödinger picture involves simply adding the unitary
evolution term appearing in the von Neumann equation to the RHS of the above.
After rearranging Eq. (2.33) above, we obtain the final form of the Lindblad master
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with Sαβ(ω) = Im [Γαβ(ω)]. Eq. (2.34) thus describes the evolution of the system in
the presence of a dissipative environment, whose effects on the system are captured
by the dissipator, which is given by the second term of the RHS.
2.2.1 Multiple environments
Having briefly outlined the formalism of master equations, we now turn our
attention towards the two main environments with which a solid state system in-
teracts, which are the electromagnetic and vibrational environment. We will first
discuss briefly these two environments, and will then show how these give rise to
the master equation describing the evolution of such solid state spins.
2.2.2 Light-matter interaction
Now that we have briefly introduced system-environment interactions, we can fo-
cus on one of the most fundamental interactions for solid state nanostructures, that is
light-matter interactions involving a charged particle and free-space electromagnetic
fields. We can describe a generic electromagnetic field by a vector potential A(r, t),
r and t denoting the position and time-dependence of this potential, respectively,





A(r, t) = 0 . (2.36)
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In order to account for this electromagnetic field, we need to modify the Schrödinger
equation in order to solve for the evolution of the charged particle, namely by
adding an additional term to the momentum operator −i~∇ → −i~∇ + eA(r, t)
describing the effect of the electromagnetic field on the system. The time-dependent







r · eA(r, t) + V (r)
]
ψ(r, t) = Hψ(r, t) , (2.37)
where m and V (r) are the effective mass of and the potential experienced by the
charged particle, respectively. After substituting for A(r, t) = 1
2
B(t)×r, and making
the dipole approximation (that is A(r, t) = A(rd, t) := A(t) across the particle’s
region, whose location is given by rd), we obtain the final form of the time-dependent





∇2 + er · E(t) + V (r)
]
ψ(r, t) = Hψ(r, t) . (2.38)
Having simplified the Schrödinger equation, we can now compare it to the equation
governing the dynamics for a non-interacting charged particle and obtain the term
representing the matter-light interaction, which is the second term on the LHS of
Eq. (2.38), that is
Hd = er · E(t) := −D · E(t) , (2.39)
where, for a two-level system (TLS) with ground state |0〉 and excited state |X〉, the
electron dipole operator D is given by D := −er = d0X |0〉 〈X| + dX0 |X〉 〈0|, with
dX0 = d
∗
0X and zero diagonal terms due to the odd parity of the operator r.
Suppose that our TLS interacts with a (classical) oscillating electric field given
by
E(t) = El(ee
−iωlt + e∗e+iωlt) , (2.40)
where El is the amplitude of the electric field, e is the field’s polarisation, and ωl its
15
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~ω0σz +HL , (2.41)
where the first term represents the energy splitting between the two states of the
TLS (σz being the usual Pauli operator), with transition frequency ω0, whilst the
second term is the interaction Hamiltonian of the TLS with this field, which, from
Eq. (2.39), is then given by
HL = −El(|0〉 〈X|+ |X〉 〈0|)
[
d0X · (ee−iωlt + e∗e+iωlt)
]
, (2.42)
where we have assumed that the dipole moment d0X is real for simplicity. The
Hamiltonian in matrix form then reads
H =
 ~ω0/2 −Eld0X · (ee−iωlt + e∗e+iωlt)
−Eld0X · (ee−iωlt + e∗e+iωlt) −~ω0/2
 . (2.43)
Despite the innocuous form of (2.43), solving the Schrödinger equation is some-
what tedious due to the time-dependence of this Hamiltonian. In order to circum-
















which moves us to a frame rotating with the frequency ωl of the driving field. Trans-




|ψ′(t)〉+ i~ U †(t)d |ψ
′(t)〉
dt
= HU †(t) |ψ′(t)〉 , (2.45)




= H ′ |ψ′(t)〉 , (2.46)
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where the new Hamiltonian in the rotating frame, H ′, is given by




 ~(ω0 − ωl)/2 −Eld0X · (e + e∗e+2iωlt)
−Eld0X · (ee−2iωlt + e∗) −~(ω0 − ωl)/2
 , (2.47)
where the time-dependence of the transformed Hamiltonian is thus only due to the
e±2iωlt terms on the off-diagonal entries, double the frequency of the time-dependent
parts in the lab frame Hamiltonian (2.43). We typically work at, or close to, res-
onance, that is, when the driving frequency ωl is close to the TLS’s transition fre-
quency, such that |ωl − ω0|  ω0. In this regime, as long as |Eld0X |  ω0, the
rapidly oscillating terms on the off-diagonal entries do not affect the system dynam-
ics appreciably, and can thus be dropped, resulting in the time-independent rotating







~(Ωσ+ + Ω∗σ−) , (2.48)
where δ = ω0 − ωl is the detuning, the Rabi frequency is given by Ω = 2~Eld0X · e,
and σ± are the raising and lowering operators for the TLS.
2.2.3 Lattice-matter interaction
Having described the interaction between an electric dipole and an electromag-
netic field, we now briefly derive the Hamiltonian describing the interaction between
a dipole and the surrounding lattice ions, although a much more detailed account
can be found in Ref. [2]. These interactions play a significant role in the dynamics
of solid state nanostructures, such as quantum dots or nitrogen vacancy centres in
diamond, due to the inevitable solid state matrix surrounding the electron (these
nanostructures are discussed in more detail in Chapter 3). The displacement of the
lattice ions from their equilibrium position can be described by phonons, which are
quantised vibrational excitations of the lattice. Since electronic excitations modify
17
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the crystal lattice potential, which in turn determines the ionic equilibrium posi-
tions, the electron strongly interacts with the phonons in the crystal lattice, giving
rise to the phonon-dressed electronic state, or polaron.
The lattice-matter interaction Hamiltonian can be obtained by integrating the









Mk+G%(k + G)(bk + b
†
−k) , (2.50)
where k and G denote momentum and reciprocal lattice vectors, respectively, %(k+
G) is the particle density operator, and bk (b
†
k) is the k-mode phonon annihilation
(creation) operator. The coupling matrix element Mk+G is given by






with Vei being the electron-ion potential, ξk the k-mode phonon polarisation vector,
ρ the mass density of the solid, and ν the lattice volume.
The excited states in semiconductors tend to be at a low energy; in fact, in
thermal equilibrium, the former are at an energy band minimum, usually near an
edge or centre. Thus, electrons do not interact with short-wavelength phonons and
can as such be ignored to a good approximation. This means that we can retain only
the G = 0 term in the sum (2.50), as terms involving G 6= 0 correspond to short-
wavelengths. In these materials, most interactions with long-wavelength phonons
fall within two main categories. Deformation potential coupling to acoustic phonons
is essentially the long-wavelength approximation of (2.51). This means that we may
take the electron-ion potential to be constant Veq(k) −−→
k→0
Dc or Veq(k) −−→
k→0
Dv,
depending on whether the electron is in the conduction or valence band, respectively.
In this limit, we also have that ξk → k̂, obtaining the deformation potential coupling
18









|k|%(k)(bk + b†−k) , (2.52)
with the summation going only over longitudinal acoustic phonon modes, and D ∈
{Dc, Dv}. The second type of electron-acoustic phonon coupling is the piezoelectric











where the coupling matrix element Mλ(k̂) is independent of the magnitude of k,
but highly dependent on the latter’s direction and the polarisation λ of the acoustic
phonons, with different values obtained for transverse acoustic (TA) and longitudinal
acoustic (LA) phonons.
Electron-acoustic phonon interactions may involve both types of interactions
discussed here. Due to the fact that these two different processes are out of phase
(deformation potential is real, whilst piezolectric interaction is imaginary [2]), the











M̃(k) = D|k|+ iMλ(k̂) ,
(2.54)
and hence, |M̃(k)|2 = D2|k|2 + |Mλ(k̂)|2, so that the two processes do not interfere
(and hence may be treated separately) up to second order.
Furthermore, Eq. (2.54) can be further simplified if we consider a TLS: Defining
the wavefunctions of the two states |0〉 and |X〉 as ψ0(r) and ψX(r), respectively, we
can define the corresponding form-factors as %00(k) :=
∫
dr|ψ0(r)|2 exp(ik · r) and
%XX(k) :=
∫
dr|ψX(r)|2 exp(ik · r) for the electron in the valence and conduction
band, respectively. Assuming that the energy splitting between the ground and
excited state is much larger than the phonon energies considered, the off-diagonal
terms in the interaction (2.54) can be ignored due to negligible overlap between
19
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the ground and excited state wavefunctions [3], and hence, after subtracting a term
proportional to the identity, we arrive at the final, simplified interaction term















where, as defined in Eq. (2.54), M̃X(k) = Dc|k| + iMλ(k̂) and M̃0(k) = Dv|k| +
iMλ(k̂).
Despite the already simplified phonon interaction Hamiltonian (2.55), the cou-
pling constant still requires explicit evaluation, which is considerably hard to cal-
culate unless we make assumptions about the geometry of the wavefunction. One
such approximation is the envelope function approximation (also known as the k ·p
method), which states that it suffices to study the behaviour of the slowly varying
function enveloping TLS wavefunction which varies more rapidly. For typical solid
state systems, such as GaAs quantum dots, we can us the approximation of a spher-
ically symmetric parabolic potential for both the valence and conduction bands,
leading to the explicit form of the form factors %ii(k) = exp(−d2i |k|2/4) ; i ∈ {0, X}.













which include both deformation and piezolelectric couplings between the TLS and
k−momentum acoustic phonons
2.2.4 Polaron frame multiple-environment master equation
Having defined both light- and lattice-matter interactions, we can derive the
master equation for an electron (or hole) interacting with both the electromagnetic
and vibrational environments. We are typically interested in weak optical driving
of the electron, and hence the light-matter coupling can be treated perturbatively
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[1], leading to a quasi-Lindblad optical dissipative term in the master equation (c.f.
Eq. (2.34)). In solid state systems, the coupling to the vibrational environment
cannot be treated in the same manner, however, as the weak-coupling treatment is,
as the name suggests, only valid for weak vibrational coupling and/or low tempera-
tures, which is not always the case for solid state systems such as quantum dots [3].
However, it should be noted that despite the limited regimes of validity, this weak-
coupling treatment has been applied successfully to experimental data showing the
effects of phonons on Rabi oscillations of a solid state exciton [4, 5].
As discussed at the beginning of Sec. 2.2.3, the electron-phonon interactions
lead to the formation of the polaron quasiparticle, and hence, for strong couplings,
it makes sense to move to a frame in which we consider the polaron dynamics
instead. Moving to such a frame would then allow us to treat any weak ‘leftover’
phonon-interactions perturbatively. This then leads us to the formulation of the
polaron master equation [6, 7, 8, 9, 10] which, provided interactions with the optical
environment are weak enough, adequately captures the electron dynamics due to
interactions with both environments [3].
2.2.4.1 Hamiltonian
We start this section by first introducing the Hamiltonian describing the system
and environment (S + E) Hamiltonians (taking ~ = 1):
HS = δ |X〉 〈X|+
Ω
2














where, for ease of notation, we have added a term proportional to the identity to the
energy splitting term, pt and pn denote terms involving the optical and vibrational
environments, respectively, and a†qλ (aqλ) is the qλ-photon creation (annihilation)
operator, with λ being the mode polarisation index. Recall that, in the dipole
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approximation, the photon interaction Hamiltonian (Eq. (2.39)) is given by
HptI = −d · E(rd)(|0〉 〈X|+ |X〉 〈0|) , (2.59)




[uqλ(r)aqλ − H.c.] . (2.60)







where ωqλ and eqλ are the frequency and polarisation of the qλ electromagnetic
field mode and ε is the electric permittivity. Finally, as discussed in Sec. 2.2.3, the
interaction with the phonon bath can be represented by the Hamiltonian given by
Eq. (2.55)





k + bk) , (2.62)
where, since gk does not depend on the sign of k (cf. Eq. (2.57)), we have rearranged
the terms in Eq. (2.55) to group ±k terms together (instead of b†−k and bk). Thus









Having defined all the relevant terms in the Hamiltonian, we are now able to
move to the polaron frame by using the standard Lang–Firsov-type transformation




k− bk), obtaining the following transformed
system Hamiltonian:
HSP = δ
′ |X〉 〈X|+ Ω
2
(|0〉 〈X|B− + |X〉 〈0|B+) , (2.63)




k/ωk, and the phonon bath operators B± are defined as B± =




being the kth mode displace-





which is a useful measure of the electron-phonon coupling g(ω) in the continuum
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limit. We use a superohmic exciton-phonon spectral density Jpn(ω) with exponential











light-matter interaction Hamiltonian Eq. (2.59) becomes









d · uqλ(rd)aqλ .
(2.65)










1 , C1 =
i
∑
q,λ d · u∗qλ(rd)a
†
qλ, and C2 = C
†







i ⊗ Ci . (2.66)
Since the second term in Eq. (2.63) contains system and environment operators, we
identify this as our new exciton-phonon interaction term [3]. This new interaction
term possesses a non-zero expectation value with respect to the thermal equilibrium
























In order to be able to expand perturbatively, we therefore define the system-bath
interaction with respect to this value. To this end, we add the expectation value by
defining B± = B±−〈B〉 and Ωpn = 〈B〉Ω and regrouping our system and interaction
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Hamiltonian terms, obtaining:
HSP = δ
′ |X〉 〈X|+ Ω
pn
2




(|0〉 〈X| B− + |X〉 〈0| B+) . (2.70)





|0〉 〈X| and Apn2 = A
pn†
1 , allowing us to recast the above interaction Hamiltonian







which will prove useful for the derivation of the master equation.
2.2.4.2 Master Equation
Having obtained our Hamiltonian in the polaron frame and partitioned it into
system, interaction and environment parts, we can make use of the generically de-
rived microscopic coupling form of the second-order Born-Markov master equations
of Ref. [1] (Eqn. 3.118). The interaction terms Eqs. (5.15) and (5.19) are of the








dτ TrE[HIP (t), [HIP (t− τ), ρSP (t)⊗ ρE(0)]] ,




IP (t), and TrE denotes the trace over both environments
[1]. It can be easily shown [3] that the right-handside (RHS) of the above equation
can be split into two parts:
d
dt


















IP (t− τ), ρSP (t)⊗ ρE(0)]] .
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2.2.4.3 Phonon bath correlations
We proceed by analysing the first term on the RHS of Eq. (5.21) which captures
the influence of phonons on the TLS dynamics with scattering rates determined by
phonon correlation functions [8, 9, 10]. In the ME formalism, the rate γ(ω) of a





, where K(s) is the relevant
correlation function. For our phonon dissipator, these functions are given by








= 〈B〉2(eφ(τ) − 1) , (2.74)








= 〈B〉2(e−φ(τ) − 1) , (2.75)
where i, j ∈ {1, 2}, i 6= j. After some algebra, we obtain a (non-secular) phonon






where L[C] = CρSPC†− 12{C
†C, ρSP} and Lcd[C] = CρSPC− 12{C
2, ρSP}. The rates







































[coth(βω/2) cos(ωτ) − i sin(ωτ)]. The rates γpn(ω′) and
γpn(−ω′) correspond to enhanced radiative decay and incoherent excitation of the
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TLS, respectively, whilst γpncd (±ω′) constitute cross-dephasing rates corresponding to
the non-secular terms of the form Lcd[C] in Eq. (2.76) which only affect off-diagonal
terms of the optical Bloch equations [10].
2.2.4.4 Electromagnetic bath correlations
Having arrived at the Lindblad form of the phonon dissipator, we now turn our
attention to the second term of the RHS of Eq. (2.73). As in the previous section,





























































= δqq′δλλ′N(νq) ≈ 0 ,
(2.81)
where we have assumed that ∀ω > 0, the Planck distribution N(ω) =
[exp(β~ω)− 1]−1 ≈ 0. This means that we only have a single non-vanishing corre-
lation function Cpt11(τ). Following Ref. [3], we consider well-separated photon and
phonon correlation times (appropriate for an unstructured photonic environment),
so that Cpt11(τ) reduces to the photon bath correlation function in the absence of a
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and hence, the spontaneous emission rate can be calculated from the Fourier trans-



























In order to simplify Eq. (2.83), we make the assumptions that we are only interested
in frequencies close to resonance (i.e. close to ω), and that the effective photon






































where we have made use of the fact that eφ(0) = 〈B〉−2. Hence, with the above
approximations, the spontaneous emission rate remains unaffected by the electron-
phonon interactions, that is γ(ω) = |d|2ω3/3πεc3.
2.3 Collective effects in atomic and solid state
systems
Collective behaviour in atomic system has been the subject of several studies of
the last few decades [13, 14, 15] and is still a highly active field of research [16, 17, 18].
For atomic systems, the vibrational environment does not play an important role,
and thus most research focussed mainly on the electromagnetic environment. For
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Figure 2.2: Spontaneous emission intensity against time for an ensemble of emitters.
For an independent ensemble (red), the decay follows a simple exponential law.
On the other hand, collective effects for separations much lower than the emission
wavelength drastically change the decay dynamics of the sample (blue), showing the
two key features of superradiance; the intensity increasing above the initial value,
followed by a faster decay.
solid state systems, however, these environmental interactions can play a key role in
the emitter’s dynamics [19, 3, 20, 21, 22], as we have already seen in Section. 2.2.4.
In this section, whilst we will still focus mainly on the optical collective behaviour
of an ensemble of emitters, whilst a brief prelude to the collective vibrational effects
will also be given.
2.3.1 Collective radiative emission
When a sparse ensemble of emitters (such as atoms or quantum dots) is prepared
in the (joint) excited state, the emitters spontaneously emit photons and follow an
exponential decay law, with the decay constant given by the spontaneous emission
rate (c.f. Eq. 2.84). Thus, the emitters interact independently with the optical
environment. This simple decay law cannot describe, however, the dynamics of a
dense ensemble of emitters. In such case, the collective system decays much more
quickly and stronger than the independent case, giving rise to the superradiance
phenomenon [1, 13, 14]. More specifically, if the emitters interact with a common
electromagentic field having wavelength much larger than the separation between
emitters, the sample is permutationally invariant with respect to the location of the
emitters. Thus, the latter interact coherently with the surrounding electromagentic
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field and emit a strong burst of light, with the intensity proportional to the square
of the number of emitters, as shown in Fig. 2.2.
Consider a sample of N identical TLSs, with transition frequency ω, located at








Moreover, if the sample is interacting with an electromagnetic field given by




di · E(ri)(|0i〉 〈Xi|+ |Xi〉 〈0i|) , (2.86)
where dj, |0j〉 and |Xj〉 are the dipole moment, ground and excited states of the
jth TLS, respectively (for simplicity, we shall assume dj = d, ∀j unless otherwise























where, ignoring the self Lamb shift term, we obtain a similar form to Eq. (2.34),
with HC being the off-diagonal Lamb shift term which also corresponds to a Förster
Hamiltonian giving rise to coherent, distant-dependent interactions between the dif-
ferent TLSs in the sample. More specifically, assuming parallel dipoles for simplicity,
HC and γij are given by




γij = (1 + F(q0rij))γ0 ,
(2.88)
where rij is the distance between the i
th and jth dipoles, q0 = 2π/λ0, with λ0 being
the emission wavelength, and G(x) and F(x) are geometrical factors [11, 1, 23] given
by:
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Hence, in the limit of rij → ∞ we get that HC,ij, γij → 0. Indeed these collective
effects become negligible at separations exceeding the emission wavelength of the
emitter [24]. It should be noted that whilst optical driving has been omitted from
our brief calculation, a more thorough analysis involving a classical driving fields
leads to the same collective results, as can be seen from Ref. [11].
2.3.2 Collective vibrational effects
We now turn our attention to vibrational collective behaviour in solid-state
nanostructure ensembles. For simplicity, we take N = 2 dipoles, although the re-
sults can be easily extended to any number of TLS. We start from the Hamiltonian
Eq. (2.58) for two driven TLSs, that is
HS =δ1 |X1〉 〈X1|+
Ω1
2


















where |0j〉 and |Xj〉 denote the ground and excited states of the jth state, and we
have defined the position dependent phonon couplings as g
(j)
k = |gk|eik·rj [25]. For









k are non-zero for some common phonon modes (albeit not ∀k). For
completely disjoint baths, and hence no collective effects, the two emitters are then
coupled to mutually exclusive sets of phonon modes. In this section, we take the gen-
eral case of partial collective behaviour, which includes the full and partial collective
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behaviours as its limits.
Following the steps of Sec. 2.2.4, we derive the first few steps of the polaron
master equation in order to obtain the ‘collective parameter’, which, as we shall see,
determines how strong the collective effects induced from common vibrational bath
modes are. To this end, we define a more general polaron transformation for two
TLS (taking into account any common bath modes):


















The polaron transformation (2.91) can then be separated using Baker–Campbell–
Hausdorff formula as




|X1〉 〈X1| |X2〉 〈X2| [P1, P2]
)
= U1U2 exp (−C |X1〉 〈X1| |X2〉 〈X2|) ,
(2.92)
where Uj := exp(Sj) = exp(|Xj〉 〈Xj|Pj), and C := 12 [P1, P2].The transformed low-














−P2 exp (C |X1〉 〈X1|) ,
(2.93)
from which we can see how the quantity C determines the degree of collective be-
haviour. Indeed, if the two systems are interacting equally with the same vibrational




sub), we get that U = U1U2 since
P1 = P2. The same limit can be obtained for the other extreme, that is, ∆r→∞.
In this case, the two systems are independent. One can easily show that this factor
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sin(k ·∆r) , (2.94)







For 1D phonons, which we consider in this section for simplicity, the geometrical
factor f(∆r, ω) = sin(ω|∆r|/c), and hence this gives rise to a rapidly oscillating
term if |∆r|  λpn, where λpn is the phonon wavelength. Thus, for large separations,
the phonon environment does not give rise to any collective behaviour as exponential




Having given an overview of the vibrational and electromagnetic environments,
and their effects on a general TLS, we shall now briefly discuss specific examples
of solid state nanostructures, whose dynamics are heavily influenced by these en-
vironments. As we shall see, such systems tend to have rich Hilbert spaces, and
thus allow us to identify effective subspaces which we can use for various quantum
metrology and information applications.
3.1 Quantum dots
In this section, a brief introduction to self-assembled quantum dots shall be given,
starting from their fabrication process. We then discuss some approximations which
allow us to treat a quantum dot as a simple TLS. Finally, we give a brief description
of the dipole selection rules, which give rise to the several optical transitions available
for these nanostructures.
3.1.1 Fabrication of self-assembled quantum dots
Quantum dots are semiconductor heterostructures embedded or deposited in a
higher band gap environment. In our case, we shall be considering self-assembled
quantum dots, which are commonly fabricated using techniques such as Molecular
Beam Epitaxy (MBE) and Metal Organic Chemical Vapour Deposition (MOCVD).
A semiconducting layer is grown on a substrate with a higher constant, and, after a
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Figure 3.1: A self-assembled InAs quantum dot grown on GaAs substrate. The left
part shows a high resolution STM image and the right is a numerical model based
on DFT [26]. Picture courtesy of Dr. Thomas Hammerschmidt.
certain thickness of grown material is obtained (determined by the latter’s chemical
potential and lattice constant mismatch between the two layers), nucleation of ran-
domly shaped islands occurs (c.f. Fig. 3.1). These islands are then overgrown by the
substrate, ‘capping’ off the grown layer and embedding these regions in substrate
material. This growth process is known as Stranski–Krastanov growth. Although
the grown islands are fairly random in shape and position, several layers of material
can be stacked on top of each other, resulting in the lining up of these islands due
to strain minimization.
The difference in band gap allows the charge carriers of the dot to be trapped in
a three-dimensional spatial confinement potential, resulting in discrete energy levels
similar to the ones of a particle-in-a-box model. This means that most of the single
atom experiments can be reproduced using quantum dots (such as Rabi oscillations
[27] and anti-bunching [28]), earning quantum dots the title of ‘artificial atoms’.
3.1.2 Quantum dots as two-level systems
When an electron is excited to the conduction band, it leaves a hole behind,
forming an electron-hole pair known as an exciton1. The energy required to create
an exciton is less than the bulk semiconductor band gap, and hence the excitons are
trapped in the quantum dot. As a result of the overlap between the wavefunctions
1This is known as a charge-neutral exciton (X0 transition). Negative (Positive) charged exci-
tons, or trions (X− (X+) transition) are created when there are two electrons (holes) involved in
the transition.
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of the fixed electron and hole, the exciton has an associated transition dipole and,
moreover, an associated lifetime corresponding to the electron-hole recombination
time.
Despite their seemingly small size, quantum dots are extremely hard to model
from a many-body perspective. Colloidal quantum dots can contain anywhere from
102 to 105 atoms, the electrons of which mutually interact via long range Coulomb
force. However, a number of approximations have been devised over the years to
reduce this complex system to, effectively, a single TLS. Doing so would mean that
the many-body problem would be reduced to solving a single Schrödinger equation.
The first approximation employed is known as the effective mass approximation, in
which the electrons are treated as free particles with a modified, or effective, mass,
after accounting for the interaction with the crystal lattice (effectively treating a
bound particle as free, but with a modified mass). The second approximation is
the envelope function approximation, discussed in Sec. 2.2.3. Although these two
approximations seem rather simplistic, they have been found to work well in practice.
In addition to the above approximations, infinite square wells and harmonic po-
tentials in the growth and lateral directions, respectively, are often assumed, which
is considered to be a simple yet realistic approach. However, more advanced treat-
ments can be employed instead, such as the empirical pseudopotential method (EPM)
[29] or Density functional theory (DFT) [30], which we shall not go into since they
are not important for this thesis. These approximations result in the confinement
potential having non-equidistant energy levels. Hence, it is possible to drive one
transition by carefully choosing the appropriate driving frequency, meaning that
the quantum dot behaves, effectively, like a simple TLS.
3.1.3 Selection rules
Let us consider the dipole moment of the exciton, which depends on the overlap
of the electron and hole wavefunctions, and is defined as
d = e
∫
ψ∗e(r)rψh(r) dr , (3.1)
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Figure 3.2: (Left) Dispersion relation of the electrons and holes near the band
edge, showing the presence of electrons (red), heavy (pink), light (blue) and split-off
(green) holes. (Right) The discrete energy level structure for electrons and holes
due to the dot’s spatial confinement, showing the lifting of the degeneracy of the
light and heavy holes due to their different effective masses.
where ψe(r) and ψh(r) are the electron and hole wavefunctions, respectively. This
integral, under the approximations mentioned above, can be split up into two inte-
grals, one describing the overlap of the electron and hole wavefunctions, whilst the
other contains the relevant Bloch functions. In order to study the selection rules for a
quantum dot, we need to analyze these Bloch functions for the symmetry features of
the wavefunctions. The conduction band has s-like orbital wavefunction symmetry,
with total (orbital) angular momentum J = 1
2
(L = 0), whilst the valence band has
two bands due to the p-like symmetry, one with total (orbital) angular momentum
J = 1
2
(L = 0) and another with total (orbital) angular momentum J = 3
2
(L = 1).
The states of the valence J = 1
2
band are known as split-off holes, due to the band’s
shift caused by spin-orbit coupling, whilst the J = 3
2
band is further divided into
Jz = ±32 “heavy” holes and Jz = ±
1
2
“light” holes. The dispersion relation for the
electrons and holes, as well as the respective discrete energy levels, is depicted in
Fig. 3.2.
In this configuration, one can easily see that there are only four dipole allowed







states can be excited to the Jz =
1
2
and Jz = −12 conduction states, respectively, by
σ− photons propagating in the z direction, orthogonal to the quantum dot’s plane.
Similarly, electrons in the Jz = −32 and Jz = −
1
2
valence states can be excited to the
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Figure 3.3: Selection rules for transitions between the lower conduction and valence
band states, where the state |mj〉 denotes the state with Jz = mj.
Jz = −12 and Jz =
1
2
conduction states, respectively, by σ+ photons propagating in
the z direction. A schematic of these dipole-allowed transitions is given in Fig. 3.3,
showing how different optical polarisations can target different pairs of valence and
conduction band states, forming a basic TLS.
3.2 Nitrogen Vacancy centres
Nitrogen vacancy (NV) centres are a central system in many quantum metrolog-
ical protocols [31, 32, 33, 34, 35, 36] mainly due to their microwave addressability
and the ability of reading out the spin optically. In this section, we will briefly
describe the properties that define neutral (NV0) and charged (NV±) states of an
NV centre, as well as the fabrication process of these diamond defects.
3.2.1 Charge properties and control of NV centres
NV centres are a type of point defect in the diamond lattice. As the name
suggests, these point defects are formed by substituting a nitrogen atom and a carbon
vacancy in the lattice structure, both of which define the charge properties of the
resulting defect. In the nitrogen atom, three out of five of its valence electrons form
covalent bonds with the surrounding carbon atoms, leaving two unpaired electrons.
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Figure 3.4: Energy level diagram of an NV centre. The preferential non-spin-
preserving transition through the (metastable) singlet states 1A and 1E (black dotted
arrows) allows the spin to be read out optically. The green arrows indicate excitation
into the phonon sideband (grey), the red lines indicate the spin-preserving radiative
transitions, and the orange lines represent vibrational, non-radiative, relaxation to
the excited state manifold.
The vacancy, on the other hand, has three unpaired electrons, two of which form
a quasi-covalent bond, thus effectively leaving only one available electron from the
lattice vacancy. The resulting atomic system then consists of the nitrogen and
vacancy along the axis of the NV centre, and three carbon atoms at the base of
the axis, forming a triangular pyramidal structure having C3v symmetry, that is,
with 120◦ rotational symmetry about the NV axis, as well as three vertical plane
symmetries (each plane containing the axis and a carbon atom). This is the basic
structure of the neutral NV0 centre, which, however, cannot be addressed optically
or magnetically.
Luckily, NV centres can trap electrons from the nitrogen donors in the lattice,
resulting in the net negative charge of the NV− centre which is typically done by
applying external voltage to a doped diamond p-n junction [37]. This trapped
electron then may form a spin pair with the unpaired vacancy electron, resulting in
an S = 1 spin system. Unlike its neutral counterpart, the negatively charged state
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of the NV centre is magneto-optically active, making it an excellent platform for
photoluminescence experiments. Furthermore, the ability to manipulate the electron
spin magnetically is especially useful to lift the degeneracy of the ms = ±1 sublevels
in the ground and excited state. However, possibly the most desirable feature of
NV− centres is the ability to address them both using microwave radiation and
optically. In fact, the transition energy separation of the ms = 0 and ms = ±1 states
is within the microwave region, thus allowing control over the ms = 0 and ms =
±1 populations. Moreover, it is also possible to optically control the population
of certain sublevels of the ground and excited states [38], as we briefly discuss in
Sec. 3.2.3.
3.2.2 Fabrication
Having discussed the basic properties of the different charge states of NV cen-
tres, we can now very briefly discuss fabrication of these point defects by means
of ion irradiation and annealing [39]. By using high energy ion irradiation, several
kinds of defects are created in the sample, one type of which being Frenkel pairs,
which are defects created when a lattice ion is displaced from its lattice position
to an interstitial site. Annealing then allows these defects to move around, with
some pairs separating and creating the individual vacancy sites (which then form
part of the NV centre), with the mobile interstitials aiding nitrogen diffusion and
aggregation. The annealing treatment also serves to remove any additional defects
which deplete the photoluminescence of the sample. During this heat treatment
(at around 600 − 800◦C), most of the NV centres form due to mobilisation of the
substitutional nitrogen and vacancy sites, with the former trapping the latter due to
strain caused on the lattice by the implanted nitrogen atoms (although other pro-
cesses can cause additional nitrogen vacancy pairs to develop, such as divacancies
consisting of vacancies trapped by N2 defects [39].).
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3.2.3 NV centres as two level systems
We now discuss the level structure of an NV centre2, and how we can find a
suitable two level subspace which allows for optical and microwave control. The
level structure is shown in Fig. 3.4, with 3A and 3E being the ground and excited
states, having the spin sublevels ms = −1, 0, 1 (due to the NV centre having spin
S=1). Due to the NV centre’s C3v symmetry, the ms = ±1 states are degenerate
for both the ground and excited states, although this degeneracy can be lifted by
applying an external magnetic field.
An attractive feature of the NV defects is the large dipole moments of the allowed
transitions, meaning that these transitions can be optically detected. Furthermore,
optical manipulation is possible due to the allowed, non-radiative transition from
the excited ms = ±1 state to the ms = 0 ground state. Due to this additional
non-spin-preserving, and thus non-radiative, transition from the excited ms = ±1
states to the ground ms = 0 state via the metastable states (Fig. 3.4), it is possible
to read out the spin state via the (unbalanced) fluorescence signal. More specifically,
as the excited ms = ±1 spin population is shelved in the metastable singlet states,
whereas the population of the excited ms = 0 state decays radiatively to the ground
ms = 0 state, the average fluorescence signal for the ms = ±1 transiton is lower
than the signal for the ms = 0 transition [40]. Thus, optical spin readout is also
possible due to the heavy dependence of the fluorescence signal on the electron spin
state [41].







Quantum computation is a by now mature [42, 43], but highly active area of
research [44, 45, 46], yet it suffers several outstanding questions regarding the na-
ture and requirements for a system to be considered as a ‘quantum computer’;
even the advantages of quantum computers over their classical counterparts are still
not yet fully classified. Several models have been developed to describe quantum
computation, including the measurement-based quantum computation (MBQC)
[47, 48, 49, 50], quantum circuit [43, 51] and adiabatic quantum computation models
[52], although this is far from a comprehensive list of the models developed over the
last few decades. While every model has its own set of advantages and experimental
challenges, the MBQC model offers solutions to some of the major downfalls of the
‘traditional’ circuit model.
In this chapter, we shall in fact focus on the MBQC model, which will serve us
as a brief introduction to the concepts behind Chapter 6, which involves making use
of the four-level structure of a quantum dot and the corresponding selection rules
in order to generate cluster states.
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Figure 4.1: a) 1D (linear) cluster state. b) 2D cluster state, required as a resource
for universal quantum computation in the measurement-based computation model.
4.1 Cluster states and MBQC
Cluster states are part of a family of multi-particle, highly-entangled states called
graph states. The name of the latter stems from their ability to be parametrised
by graphs, that is, a set G = (V,E) of |V | vertices and edges E ⊆ [V ]2 connecting
any pairs of vertices. To every graph G we can then associate a quantum graph
state |G〉. A cluster state can then be seen as a realisation of a graph state, in
which the corresponding graph is a connected subset of some d-dimensional lattice.
Physically, this graph-state correspondence can be realised by associating a qubit in
the |+〉 = 1√
2
(|0〉+ |1〉) state to each vertex of the graph, and applying a controlled
Z-gate CZ = diag(1, 1, 1,−1) to every pair of vertices connected by an edge. The





⊗V , where C
{a,b}
Z
is the controlled gate applied to the pair (a, b) ∈ E.
An alternative description, which is perhaps easier to depict visually, is the fol-






z for each vertex a, where the
tensor product runs over vertices b in the neigbourhood N(a) of a. The correspond-
ing graph state |G〉 is then defined as the simultaneous +1 eigenstate of the |V |
operators {K(a); a ∈ V }, that is K(a) |G〉 = |G〉 , ∀a ∈ V . A schematic of the
graph state |G〉 is given in Fig. 4.1, where we show some elements from the set
42
Chapter 4: An introduction to Measurement-based quantum computation
Flow of information
Figure 4.2: Schematic of how the MBQC model uses entanglement as a computa-
tional resource, with the computation being performed from left to right. The blue
shaded area represents a two-qubit gate (being orthogonal to the ‘computational
direction’).
{K(a); a ∈ V } for a 2D and 1D cluster state.
Having prepared such a highly-entangled 2D state, any quantum computation
can then be implemented by means of single qubit measurements [47, 48, 49]. In
Fig. 4.2 we show how such a computation can be visualised. Moving from left to
right, single qubit measurements in different bases are performed sequentially, with
previous measurement results inferring which basis should be used next, consuming
entanglement between qubits as a resource in order to carry out the computation.
The computation result is then encoded in the states of the final qubits which can
be read out in the computational basis (i.e. {|0〉 , |1〉}). Thus, this model is not
bound by two-qubit gates, unlike the quantum circuit model. Furthermore, since
MBQC relies on single qubit measurements, failing to perform a measurement at
any point during the computation would only affect neighbouring entangled qubits,
leaving the remaining ones in an intact cluster state. In the quantum circuit model,
however, gate failures would affect the coherence of the state thus disturbing the
entire calculation.
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Figure 4.3: Schematic of the Lindner and Rudolph scheme for generating linear
cluster states [53]. After preparing the quantum dot in a superposition of the two
ground states (|↑〉 , |↓〉), a timed x-polarised excitation pulse couples to both allowed
transitions to the trion states (|⇑〉 , |⇓〉). Upon relaxation, the emitted photon’s
polarisation degree of freedom is entangled with the quantum dot’s spin degree of
freedom.
4.1.1 Solid state implementations
Despite matter qubits being an intuitive candidate for cluster state generation,
the former suffer from several experimental challenges. As discussed in Chapters 2
and 3, matter qubits suffer from considerable interaction with their environment,
which depletes the quality of these matter-qubit cluster states significantly. An
alternative candidate would be using photonic degrees of freedom as the qubit com-
ponents for these states. Photons, unlike matter qubits, barely interact with their
environment, which would result in cluster states of much higher quality. Further-
more, by using combinations of half- and quarter-waveplates, these can be easily
measured in any desired basis.
To obtain these photonic cluster states, however, we need a source to generate
photons in the first place. The goal would then be to use the emitter as both the
photon and the entanglement generator. Several platforms for generating photonic
cluster states have been proposed over the past few years, varying from solid state
emitters such as quantum dots [53, 54, 55, 56, 57, 58] and crystal defects [56, 59]
to parametric downconversion [60, 61], all presenting their own sets of advantages
and challenges. The experimental challenges of obtaining two (and indeed higher)
dimensional cluster states generated from any of these sources can be significantly
reduced by using linear cluster states as a resource and applying probabilistic fusion
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gates between qubits from adjacent linear states [62, 54, 63], or ‘glueing’ together
micro-clusters [64]. In their seminal paper, Lindnder and Rudolph proposed using
a quantum dot to generate a photonic linear cluster state. The scheme uses the
quantum dot to generate entanglement between the nanostructure’s spin and pho-
tons’ polarisation degrees of freedom, respectively (Fig. 4.3). By using carefully
timed pulsed excitations, they were able to show that it was possible, in theory, to
generate 12-photon cluster state in realistic experimental conditions [53].
Most solid state-based protocols, like the Lindner and Rudloph scheme, rely
on pulsed excitations to drive optical transitions in a matter qubit to entangle the
emitter’s spin and emitted photons’ polarisation degrees of freedom, respectively. We
shall be discussing a novel approach using hole spins in quantum dots in Chapter 6
(which is inspired by the Lindner and Rudolph protocol [53]) as well as discussing
the drawbacks of some of the current proposed schemes.
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Method of images applied to
driven solid-state emitters
5.1 Motivation
Increasing the collection efficiency from solid-state emitters is an important step
towards achieving robust single photon sources, as well as optically connecting dif-
ferent nodes of quantum hardware. Furthermore, the efficiency of several solid state
based MBQC schemes rely on the emitter’s ability to generate photons determinis-
tically, as we shall see in Chapter 6. It is thus imperative to minimise photon loss
which can have drastic effects on the fidelity of the resulting photonic state.
The most basic, and perhaps intuitive, method to improve the collection effi-
ciency from quantum dots is simply adding a metallic substrate [65, 66, 67] effec-
tively acting as a mirror, which was shown to give efficiency increases of up to 50%
[65]. Mirrors have widespread use for directing light from sources that emit across
a extended solid angle, for example in the form parabolic reflectors in everyday
light sources. On the nanoscale, precise guiding of photons into particular optical
modes is of paramount importance for quantum information processing and com-
munication, where on demand single photons are required [68, 69, 70, 71]. Although
micron-sized spherical mirrors for open access microcavities [72] have recently en-
abled the investigation of quantum dot–cavity systems in the strong coupling regime
[73, 74], the use of sophisticated mirrors remains a challenge for solid-state quantum
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Figure 5.1: Artistic rendition of a driven quantum dot, depicted as a cyan spheroid,
in the proximity of a golden metallic surface. The corresponding ‘image dot’ is
shown blurred on the other side ‘below’ of the semiconductor-gold interface. The
optical dipoles are depicted as ‘dumbbells’ within the quantum dots. The vertical
red beam represents the laser driving, and the magenta spiralling arrows indicate
scattered photons.
emitters that are often embedded in heterogenous layers of substrates with varying
refractive indices. This motivates the more straightforward alternative of increas-
ing the photon collection efficiency by placing the emitter above a planar mirroring
interface [75, 76, 77].
Seminal work [78] by Drexhage in 1970 first demonstrated that a reflective inter-
face modifies the intrinsic properties of the emitter, influencing both the emission
frequency [79, 80] and the emitter’s excited lifetime [80, 81, 82, 15, 11, 83]. In re-
cent years, progress in the synthesis and control of solid-state emitters has enabled
experimental investigation of these modified properties of condensed-state emitters
including quantum dots [84, 65] as well as perovskite [85] and transition metal
dichalcogenide monolayers [86] deposited on reflective surfaces. Circuit QED ana-
logues of an atom and a variable mirror have also been successfully implemented
[87, 88]; these offer the advantage of increased control over the artificial atom’s inter-
action with the mirror. With improved atom-mirror coupling, Hoi et al. managed
to collect over 99% of the radiation by coupling a transmon microwave emitter to a
1D superconducting waveguide [87].
Several theoretical investigations [79, 80, 81, 11] have shown that an atomic
two-level system (TLS) near a reflective surface can be modelled as a pair of emit-
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ters: the real one as well as an identical emitter that is placed equidistant from,
but on the opposite side of, the interface (see Figs. 5.1 and 5.2). The basic idea
follows that of the electrostatics concept of an image charge to capture the surface
charge distribution that ensures meeting the electric field boundary conditions [89].
In the optical case, the ‘method of images’ relies on considering the emission from
the combined dipole-image system. This yields the same expression for the modi-
fied spontaneous emission (SE) rate which one obtains from a full QED treatment
(employing surface-dependent response functions to arrive at the modifications to
the emitter’s lifetime and transition frequency [90]). The image dipole treatment
has also been applied to model the surface-induced modifications of more complex
structures such as molecules [91, 92], multiple dipole emitters [93, 94, 16], and solid
state-emitters [84, 85]. To date, however, the latter have largely ignored the vibra-
tional solid state environment and the excitation step or the continuous wave (cw)
laser driving typical of a resonance fluorescence (RF) setting.
Motivated by these successes, we here present a full image dipole multipolar
gauge polaron master equation (ME) treatment of a driven solid state TLS (such
as, e.g., a quantum dot) in the proximity of a metal surface (see Fig. 5.1), based
on our recent work in Ref. [24]. Our calculations extend previous image dipole
studies as follows: (i) we consider driven systems, showing how to incorporate a
laser driving term into the dipole and image Hamiltonian; (ii) we discuss the need
for introducing an additional ‘selection rule’ to prevent unphysical double excitation;
(iii) we generalise this selection rule for multiple emitters close to the interface; (iv)
we demonstrate how a solid-state phonon environment can be accounted for – via a
single bosonic bath that is perfectly correlated across the real emitter and its image.
We will show that the resulting master equation model remains highly intuitive
and possesses appealing simplicity. We establish the correctness of this model by
comparing the single emitter results to those obtained from an alternative calculation
which does not involve fictitious entities or rely on ad-hoc assumptions: the half-
sided cavity model. This agreement gives us confidence that the model can, indeed,
be extended to the case of multiple solid-state emitters near a reflective surface,
48
Chapter 5: Method of images applied to driven solid-state emitters
Figure 5.2: Two equivalent descriptions of an emitter near a perfect metallic mirror.
Left: schematic of the Green’s function and half-sided cavity approaches. Right:
the emitter supplemented with a fictitious image dipole. The solid (dashed) red
arrows indicate emitted (reflected) photons whereas the solid (dashed) red curve
indicates the incident (reflected) driving beam.
laying the groundwork for the investigation of collective effects in this setting, where
we believe that an image approach is easier to deploy than both the Green’s function
and the half-sided cavity approach. Indeed we find that the superradiant behaviour
of a collection of emitters is modified by the presence of the surface, depending on
the emitter–surface separation.
5.2 Green’s function approach: Brief summary
We begin by summarising the main results of the Green’s function approach
for modelling the optical environment of a dipole emitter. This can be applied
to obtain the spontaneous emission rate of an emitter in free space [95] as well
as in the presence of a metallic surface [95, 96, 82]. Whilst this approach gives a
closed analytical solution for the case of a single dipole, a numerical route has to be
taken to model a system comprised of a larger number of emitters [16, 95], even in
the absence of a driving field and phonon-environments. Therefore, we here limit
the discussion to a single ‘bare’ emitter as an independent reference point for the
spontaneous emission rate (and energy shift) in that idealised configuration.
Let the dipole be situated at position rs, where rs is perpendicular to a metal
surface containing the origin of the coordinate system. In the Green’s function
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approach, the emitter is usually modelled as a classical dipole oscillating harmoni-
cally with amplitude x at frequency ω0 about rs [16]. In vacuum, the spontaneous





d̂ · Im{G(rs, rs;ω0)} · d̂
]
, (5.1)
where ε0 is the electric permittivity of vacuum, c is the speed of light, d̂ is a unit
vector indicating the direction of the emitter’s dipole moment, and G(rs, rs;ω0) is
the Fourier transform of the dyadic Green’s function at the emitter’s position [95].
In Ref. [16], Choquette et al. studied the the collective decay rate of N such classical
emitters near a planar interface, arriving at a diagonal Green’s function matrix, so
that Eq. (5.1) allows one to find the spontaneous emission rate for arbitrary dipole
orientations.
To obtain the spontaneous emission rate in a dielectric environment, we consider






Im{d∗ · Es(rs)} , (5.2)
where P0 is rate of energy dissipation in free space, εr and k are the relative per-
mittivity and wave vector magnitude in the dielectric surrounding the emitter, re-
spectively, d is the dipole moment, and Es(rs) is the scattered electric field at the
dipole’s position (which, for a single dipole near the surface, corresponds to the re-
flected field) [95]. The connection between the Green’s function and the decay rate







Rearranging the above then yields an integral expression for the desired spontaneous
emission rate γpt(ω0).
In the Green’s function approach, care must be taken when considering the limit
of a perfect conductor, as assuming perfect reflectivity for all frequencies entails a
violation of the sum rule for the emission rates derived using the restirctions imposed
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on the environment-modified Green’s function [97, 98]. However, additional insight
gained from the method of images can in fact resolve this apparent violation [98].
We note that the Green’s function method is not limited to ideal metallic in-
terfaces but can also be applied straightforwardly to reflective dielectric interfaces,
simply by substituting appropriate dielectric constants into the above relevant ex-
pressions [95]. In this case, one obtains qualitatively very similar results for a di-
electric mirror, especially at larger separations [95]. Whilst our discussion of the
method of images focuses on the special case of a perfectly conducting surface, this
approach can be easily extended to the problem of dielectric interfaces as well [89].
Further, under certain conditions, the method of images applies to more complex
reflective structures, such as distributed Bragg mirrors1.
5.3 Half-sided Cavity Model
In the previous section, we discussed how to determine the spontaneous emission
rate for an undriven emitter interacting only with a photonic environment. However,
in order to fully model a solid-state emitter such as a quantum dot, we need to
include interactions between the emitter and its phonon environment [100, 101].
Now we shall derive the polaron ME for a TLS near a metal surface, by modelling the
latter as a half-sided Fabry–Pérot cavity positioned at z = 0 lying in the xy plane,
and the quantum dot positioned at z = rs ≥ 0, where rs = |rs|. Our calculation
follows the general cavity model from Refs. [102, 11] as well as Sec. 2.2.4, taking
the appropriate limits for the reflectivity and transmittivity of the two mirrors to
obtain, effectively, only a single perfectly reflecting surface (see Fig. 5.3). In this
Chapter, we will not go through the entire derivation of the ME as in Sec. 2.2.4, but
focus only on the main points which differ from the derivation given in Sec. 2.2.4 to
avoid repetition.
1In the case of distributed Bragg mirrors (DBMs), the reflectivity only reduces to that of a
hard reflector for particular geometries, such as for plane waves normal to the surface and with
frequencies falling into the stop-band of the DBM. See Ref. [99] for more details.
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Figure 5.3: The limiting case of the Fabry–Pérot cavity, effectively reducing to a
single perfectly reflecting surface. The arrows indicate the wavevectors in (5.5) and
(5.10), and r denotes the surface reflection coefficient [102, 11].
5.3.1 Hamiltonian
We consider a driven TLS with ground state |0〉 and excited state |X〉, which
is governed by the following Hamiltonian in a rotating frame and after the usual
rotating wave approximation (~ = 1)
HS = δ |X〉 〈X|+
Ω∗cav
2
|0〉 〈X|+ H.c. , (5.4)
where H.c. denotes the Hermitian conjugate and δ = ω0−ωl is the detuning between
the TLS transition frequency ω0 and the laser frequency ωl. Treating the driving
electromagnetic wave as a classical field (cf. Chapter 2), the effective Rabi frequency











where d is the dipole moment, and ql is the laser field wavevector, with polarisation
el− (el+ after reflection), as shown in Fig. 5.3 for the case of the laser beam being
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where b†k and a
†
qλ (bk and aqλ) are the k-phonon and qλ-photon creation (annihi-
lation) operators, respectively. In the dipole approximation, the photon interaction
Hamiltonian is of the form
HptI = −d · E(rs)(|0〉 〈X|+ |X〉 〈0|) (5.8)





[uqλ(r)aqλ − H.c.] . (5.9)
The spatial mode functions uqλ(r) for an ideal half-sided cavity (of perfect reflec-










Here, q− (q+) is the incident (reflected) wavevector, with corresponding polarisation
eq−λ (eq+λ). For simplicity, we have assumed that the dipole moment d of the TLS
is real.
Recall that interaction with the phonon bath can be described by Eq. (2.55):





k + bk) , (5.11)
where gk is the coupling strength of the TLS’s excited electronic configuration with
phonon mode k. We move to the polaron frame by employing the standard polaron




k − bk), obtaining the following
transformed system Hamiltonian:
HSP = δ







|X〉 〈0|B+ , (5.12)








in the continuum limit), and the phonon bath operators B± are defined as B± =
ΠkDk(gk/ωk). Once again, we shall be using the superohmic exciton–phonon spec-
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In the polaron frame the light-matter interaction Hamiltonian Eq. (5.8) then be-
comes





qλ − i |X〉 〈0|B+
∑
q,λ
d · uqλ(rs)aqλ . (5.14)









q,λ d · u∗qλ(rs)a
†
qλ, and C2 = C
†






i ⊗ Ci . (5.15)
Following the steps outlined in Chapter 2, we obtain the new phonon interaction
term from the second term in Eq. (5.12); tracing out the phonon bath degrees of















〈B〉 |0〉 〈X|+ Ωcav
2
〈B〉 |X〉 〈0| , (5.16)
where 〈B〉 is defined in Eq. (2.68). In order to expand perturbatively, we therefore
define the system-bath interaction with respect to this value. To this end, we add the
expectation value by defining B± = B± − 〈B〉 and Ωpncav = 〈B〉Ωcav and regrouping
our system and interaction Hamiltonian terms, obtaining:
HSP = δ












|0〉 〈X| B− +
Ωcav
2
|X〉 〈0| B+ . (5.18)
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and Apn2 = A
pn†







which will prove useful for the derivation of the master equation.
5.3.2 Master Equation
Following the steps in Sec. 2.2.4, we are now able to write down a second-order
Borm–Markov ME, given by
d
dt




dτ TrE[HIP (t), [HIP (t− τ), ρSP (t)⊗ ρE(0)]] ,




IP (t), and TrE denotes the trace over both environments
[1]. As discussed in Sec. 2.2.4, the ME can be separated into two parts:
d
dt


















IP (t− τ), ρSP (t)⊗ ρE(0)]] .
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5.3.2.1 Phonon bath correlations
For our phonon dissipator, the correlation functions are given by








= 〈B〉2(eφ(τ) − 1) , (5.22)








= 〈B〉2(e−φ(τ) − 1) , (5.23)

















































[coth(βω/2) cos(ωτ) − i sin(ωτ)]. Our rates match the
ones obtained by Roy-Choudhury et al. [9] in previous work2.
5.3.2.2 Electromagnetic bath correlations
Having arrived at a ‘Lindblad-like’ phonon dissipator3, we now consider the term
yielding the modified spontaneous emission rate of the TLS near the cavity, as well as
account for the frequency shift via a unitary renormalisation term. The correlation
2Ref. [9] introduces an additional, phenomenological, pure dephasing term, which we have not
included in this paper.
3Note that we have not performed a full secularisation and our ME is therefore not strictly of
Lindblad form.
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Figure 5.4: Spontaneous emission rate (a) and energy shift (b) for the half-sided
cavity model (red), where we divided expressions (5.27) and (5.28) by the bare
spontaneous emission rate in order to avoid dependence on its value. The blue
energy shift curve denotes the energy shift obtained using a full QED approach
[90], showing a distinctively different behaviour at smaller separations (. 0.05λ0)
when compared to the half-sided cavity and image approaches. The oscillations
persist even at larger separations, of the order of the emission wavelength λ0 for the
spontaneous emission rate. As x→∞, the spontaneous emission rate tends to that
of a bare emitter and the energy shift vanishes, as expected.




























where i, j ∈ {1, 2}. After substituting for the bath operators, we make use of the
the relations given by Eqns. (2.81) (assuming that N(ω) ≈ 0, ∀ω > 0) 4, leading to





















4Only (optical) photon modes with energies close to ω0 are relevant, for which this approx-
imation is typically justified under ambient conditions. However, the generalisation to a finite
temperature photon bath is also straightforward.
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describes the influence of the metal surface. After some tedious algebra [11], the
spontaneous emission rate then evaluates to
γptcav(ω
′) = (1 + Fcav(q0rs))γpt0 (ω′) , (5.27)
where γpt0 (ω
′) = |d|2ω′3/3πεc3 is the bare spontaneous emission rate for an isolated
TLS. The imaginary part of the correlation tensor has two components: the first
term is the usual Lamb shift (whose expression is divergent unless one adopts a full
QED approach based on a relativistic Hamiltonian and appropriate renormalisation





Gcav(q0rs)γpt0 (ω′) , (5.28)














Overall, the transition frequency for the TLS in the polaron frame is now given by
ω̃′ = ω′ + Vcav (5.30)






[H ′SP , ρSP (t)] +Dpn(ρSP ) +Dpt(ρSP ) , (5.31)




and Dpt(ρSP ) = γ
pt
cav(ω
′)L[σ−]. H ′SP is the system Hamiltonian in the polaron frame
including the energy shift from Eq. (5.28).
In summary, Eqs. (5.27) and (5.28) capture how the presence of a metal sur-
face (here treated as a perfect reflector) alters the spontaneous emission rate and
the transition frequency of the TLS, respectively. Considering our results in the
absence of phonons, we find full analytical agreement with the prior literature on
the image dipole approach [11, 106], and except for very small separations, we also
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Figure 5.5: The two extreme orientations of the dipole close to a metal surface, with
the left schematic showing the dipole perpendicular to the surface (resulting in the
highest emission enhancement of in the limit rs → 0), and the parallel dipole-surface
configuration shown on the right, leading to a suppressed emission rate in the same
limit 5.
have excellent numerical agreement with the full QED approach [90], as well as field
quantisation methods using the correct classical spatial modes [107]. We show this
agreement in Fig. 5.4 as a function of the distance of the emitter to the surface. The
dashed vertical lines at multiples of 1/8n (where n is the refractive index of the host
material, taken to be GaAs in our case), taken from Eqns. (5.27) and (5.28), serve
as a guide to the eye for the approximate frequency of oscillation, and demonstrate
that multiple periods occur within a wavelength’s separation of emitter to surface.




recover the case of an isolated quantum dot as required.
5.4 Image Emitter Approach
Models involving emission from a combination of two identical TLS have been
used extensively to study the modifications to the spontaneous emission rate of an
emitter in the proximity of a dielectric or metal surface. After setting up the appro-
priate Hamiltonian, we shall once more derive a polaron frame ME. We then show
that this ME is identical to the one derived using the half-sided cavity approach,
5For simplicity, we have shown the real and image TLSs in the same state. Later in this chapter,
we will discuss how to properly symmetrize the system of real and image dipole to account for the
additional selection rule.
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provided we disregard certain terms in order to constrain the dynamics of our two
emitter model to the ‘right’ subspace. After showing results for a single emitter, we
shall then briefly discuss how this additional selection rule can be extended to N
(real) identical TLSs close to the interface.
5.4.1 Setup
We focus on the case where the dipole is oriented parallel to the surface6 (as
is appropriate for a typical self-assembled quantum dot emitter), implying that the
image dipole will be antiparallel [81, 104, 105, 90], as depicted in Fig. 5.5. In what
follows, we shall once again take the real emitter to be situated at a distance rs > 0
along the positive z-axis, with the dipole vector oriented in the positive x-direction.
Hence, the corresponding image dipole is positioned at z = −rs, with its dipole
vector being parallel to the negative x-axis.
5.4.2 Hamiltonian











|Xj〉 〈0j| , (5.32)
where the subscript j = 1, 2 denotes the real and image TLS, respectively. In order
to match the boundary conditions required for reflection, we model the classical
driving field as two counter-propagating beams, with the secondary ‘reflected’ beam
having a π phase shift with respect to the original beam. For simplicity, we model
these as plane waves propagating along the z-axis and polarised in the x-direction.
In phasor notation, these two waves can be written as
E1(r) = Eincident(r) = E0e
iql·rx̂ ,
E2(r) = Ereflected(r) = −E0e−iql·rx̂ ,
(5.33)
6We discuss modifications for the perpendicular case in Appendix A
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giving rise to the following Rabi frequencies at the positions r1,2 of the two emitters:
Ω1 = 2d1 · (E1(r1) + E2(r1)) ,
Ω2 = 2d2 · (E1(r2) + E2(r2)) .
(5.34)
Since r2 = −r1 and d2 = −d1, we have Ω := Ω1 = Ω2.
We now turn to the wider electromagnetic environment (excluding the coherent
driving field discussed above). The electric field operator can be written as in


















dj · E(rj)(|0j〉 〈Xj|+ |Xj〉 〈0j|) .
(5.36)
For the interaction with vibrational modes, we assume that both real and image





k := gk. This ensures the image system exactly follows the dynamics of
the real dipole, as is required for matching the boundary condition of a perfectly











|Xj〉 〈Xj| gk(b†k + bk) .
(5.37)
Next, we move into the polaron frame with the transformation eS1+S2 = eS1eS2 ,
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|0j〉 〈Xj|+ H.c. , (5.38)













|0j〉 〈Xj| B− +
Ω
2
|Xj〉 〈0j| B+ . (5.39)
As in Sec. 5.3, the latter two can easily be seen to be of the following generic
form (with appropriate identifications for the A,B,C operators) which will enable
















The ME for our system can, once again, be written as
d
dt


















IP (t− τ), ρSP (t)⊗ ρE(0)]] ,
however, it now features a larger number of correlation functions due to the presence
of the image emitter. Following the general procedure in Sec. 5.3.2, we shall analyse
different contributions in turn to arrive at our final ME of the image emitter model.
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5.4.3.1 Phonon dissipator
The correlation functions (including cross correlation terms between bath oper-
ators of the real and image system) result in the following phonon dissipator




























































where the rates γpnji (±ω′) and γ
pn


































We shall return back to the phonon dissipator when discussing the ME equation in
the symmetric-antisymmetric basis, which allows us to derive a model agreeing with
the half-sided cavity approach.
5.4.3.2 Photon dissipator
We now turn our attention to the photon dissipator term from Eq. (5.42). Af-
ter evaluating the correlation and cross-correlation functions, we obtain the usual
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where the diagonal terms γpt22(ω
′) = γpt11(ω
′) = γpt0 (ω
′), whilst the off diagonal terms
are given by γpt12(ω
′) = γpt21(ω














This is the same function obtained for the half-sided cavity approach [cf. Eq. (5.26)].
The imaginary part of the correlation function yields the ‘correction’ term to the
unitary part of the ME [11, 1, 104]: its diagonal contribution represents diagonal
Lamb shift terms. Their small energetic shifts can be absorbed into the bare TLS




G12(q∆r)γpt0 (ω′) , (5.46)














Again, this corresponds to the same energy shift term we have previously encoun-
tered in Sec. 5.3.2.2. After diagonalising the Hamiltonian, the frequency of the
symmetric excited to ground state transition (in the polaron frame) is then given
by
ω̃′ = ω′ + V12 , (5.48)
exactly matching the transition frequency Eq. (5.30) of the half-sided cavity model.
5.4.4 Effective TLS in the energy eigenbasis
As stated in the introduction, previous literature treating spontaneous emission
from initially excited emitters considered the transition from the symmetrically ex-
cited to the ground state, as this choice yields matching results with other methods
including the half-sided cavity approach [11, 81]. We follow this approach and adopt
the basis {|e〉 , |s〉 , |a〉 , |g〉} with |e〉 = |X1〉 |X2〉, |s〉 = (|01〉 |X2〉 + |X1〉 |02〉)/
√
2,
|a〉 = (|01〉 |X2〉 − |X1〉 |02〉)/
√
2 and |g〉 = |01〉 |02〉, see Fig. 5.6. In this basis, our
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Figure 5.6: Energy level diagram for the two emitter system. The symmetric (|s〉)
and antisymmetric (|a〉) levels are shifted up and down by V12, respectively. The
black arrows indicate the laser driving; the antisymmetric state is decoupled. Blue
and red wavy lines indicate photon emission from the antisymmetric and symmetric
channel, respectively. As discussed in the text, it is necessary to disable driving
on the |s〉 ↔ |e〉 transition (black dashed) to recover the effective two level-system
|g〉 ↔ |s〉.
Figure 5.7: Overview of the four scenarios for an optical dipole considered in this
work. All cases have a schematic depiction accompanied by the corresponding spon-
taneous emission rates γ0 and transition frequencies ω. Here, ∆r is the separation
between the real and image dipole, F12(q0∆r) and V12 are given by Eqns. (A.4)
and (5.46), respectively, and ω0 and ω
′ are the bare and polaron shifted frequencies,
respectively. The blue ‘masses on springs’ (blue circles) denote the phonon bath.
Note that the driving field is not shown here, as its presence or absence does not
influence the relevant properties.
full polaron ME reads:
d
dt
ρSP (t) = −
i
~






pt(ρSP ) , (5.49)
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where the dissipator terms are explicitly given in Appendix A. Here, H ′SP denotes the
system diagonalised Hamiltonian [including the energy shift term Eq. (5.46)]. The
ME photonic dissipator separates into a symmetric channel (|g〉 ↔ |s〉 ↔ |e〉) and
an antisymmetric one (|g〉 ↔ |a〉 ↔ |e〉). Courtesy of the fully correlated phonon
bath, phonons also only act in the symmetric channel.





2Ω = Ωcav and hence we obtain the same phonon rates as in the half-
sided cavity approach7. Furthermore, the antisymmetric channel Rabi frequency
Ωa := (Ω1 −Ω2)/
√
2 = 0, meaning that the laser field is completely decoupled from
the antisymmetric state.
Consistency with the Green’s function and half-sided cavity approach demands
that we restrict the dynamics of our four-dimensional Hilbert space to the subspace
spanned by the states {|g〉 , |s〉}, i.e. the larger Hilbert space only served to let
us calculate the correct properties of this single transition. Fully decoupling the
antisymmetric singly and the doubly excited states from the dynamics is achieved
by disabling the laser driving on the |s〉 ↔ |e〉 transition. For finite temperature
photon environments with N(ω) 6= 0, we also need to remove dissipative photon
absorption channels, by dropping the antisymmetric dissipator term Dapt(ρSP ) from
the ME and explicitly removing the dissipative |s〉 ↔ |e〉 operator. This modification
of the Hilbert space is justified by the additional selection rule that accompanies the
image method, discussed further in Sec. 5.6.
The image approach can thus be reduced to an effective TLS model featuring
the same Rabi frequency, spontaneous emission rate, and transition frequency as
the half-sided cavity approach – i.e. displaying full equivalence between the two
representations. In Fig. 5.7, we summarise the key results from the previous sections:
We show the transition frequency and spontaneous emission rate for all four cases
considered in this chapter alongside their schematic depictions. The driving term
is not included as it has no direct influence on the properties of the optical dipole
transition.
7The last equality holds due to the difference in density of modes appearing in the derivation of
the Rabi frequency in both models. More specifically, the volume for the image approach is twice
that in the half-sided cavity method
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5.5 Resonance Fluorescence Spectrum
Having included the possibility of laser driving in our model, a natural applica-
tion is to study the resonance fluorescence (RF) spectrum of a condensed matter
TLS near a mirroring surface. We use the ME (5.49) (after discarding the anti-
symmetric channel, as argued above) to calculate the spectral function, which is
given by the Fourier transform of the (steady-state) first order correlation function
limt→∞〈E(−)(R, t)E(+)(R, t+ τ)〉, where E(−)(R, t) and E(+)(R, t) are, respectively,
the negative and positive components of the electric field operator evaluated at the
position R of the detector [11]. These operators are related to the system operators
σ− = |0〉 〈X| and σ+ = |X〉 〈0|, and hence, after applying the polaron transforma-





′)τ 〈σ+(τ)B+(τ)σ−(0)B−(0)〉s , (5.50)
where we have exploited the temporal homogeneity of the stationary correlation
function, and where the subscript ‘s’ denotes the trace taken with respect the steady-
state density matrix [1]. The correlation function appearing in Eq. (5.50) involves
two timescales, the nanosecond timescale associated with the exciton lifetime, and
the shorter picosecond phonon bath relaxation timescale, allowing us to separate the
correlation function into the product 〈σ+(τ)σ−(0)〉s〈B+(τ)B−(0)〉s [108]. Substitut-







In Fig. 5.8, we show the incoherent part of the emission spectrum of our surface-
modified system as well as that of a reference TLS (also subject to the same phonon
environment). Following Ref. [65], we take the TLS’s position relative to the surface
as rs ∼ 177 nm. The reference TLS is driven with ‘free space’ Rabi frequency given
by Ωpn = 2〈B〉d · E0. As expected, the curves differ in the position of the Mollow
sidebands and the width of the three peaks, since the former is determined by the
effective Rabi frequency and the later depends on the emission rate, which both
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Figure 5.8: Incoherent component of the RF spectrum for a single TLS (blue) and
the effective TLS incorporating surface-induced modifications (red).
undergo a change in the presence of a reflective surface. The two insets in Fig. 5.8
show the much broader phonon sideband, which receives ∼ 16% of the scattered
photons for the chosen spectral density at a phonon temperature of T=10 K.
In Fig. 5.9, we plot the fraction of coherently scattered photons as a function
of the renormalised effective Rabi frequency. This ratio is obtained numerically as
the (integrated) coherent spectrum divided by the total integrated spectrum. There
are two pairs of curves: one with and one without phonons. For the former, the
finite area under the phonon sideband means that the coherent fraction does not go
to unity even when driving far below saturation. The level at which this fraction
plateaus is phonon coupling strength and temperature dependent [108]. By contrast,
in the absence of phonons, almost all light is coherently scattered at weak enough
driving. The close agreement between the two curves in each pair bears testament
to the fact that the surface-modified emitter largely behaves like a bare emitter
once the effective Rabi frequency has been corrected for (with the slight remaining
discrepancy due to modifications of the natural lifetime). Indeed, plotting this
ratio directly as a function of the laser driving field amplitude would reveal sizeable
horizontal shifts between these two curves in each pair.
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without mirror, with phonons
without mirror, without phonons
with mirror, with phonons
with mirror, without phonons


















Figure 5.9: Ratio of coherent emission for all four cases (with/without mirror, with-
/without the phonon environment) as a function of the (normalised) effective Rabi
frequency. Ωs denotes the saturation Rabi frequency for γ
pt
0 = 0.001 ps
−1.
5.6 Extension to N > 1 TLSs
As mentioned in the introduction, having confirmed the agreement between the
well-established half-sided cavity model and the image-dipole approach extended
to solid-state emitters, we are able to extend our approach to N > 1 emitters by
generalising the selection rule restricting us to the physical state space. For the N =
1 case, this meant constricting the space to the single excitation subspace which,
in retrospect, is intuitive as the image-dipole is merely a mathematical construct to
describe the effects of metal surface on the emitter’s properties. Furthermore, the
physical (connected) subspace one chooses in order to guarantee a physical picture
must include the joint ground state, leaving only one subspace as an option for a
dipole parallel to the surface, the {|g〉 , |s〉} subspace (keeping in mind the |g〉 ↔ |a〉






Moving to the N > 1 then requires that we restrict our model to the N excitation
subspace, in which the real dipole and its respective image can share together at
most one excitation in a symmetrized fashion. We also require that the driving Rabi
frequency and vibrational modes (and coupling strengths) for the image dipoles are
the same as the corresponding real dipoles. In this section, we will use intensity
69
Chapter 5: Method of images applied to driven solid-state emitters
as a measure of superradiance for closely spaced sample of N emitters and show
agreement between an isolated sample and an identical sample in the image-dipole
approach once we take the sample-surface separation, rs, to infinity. Furthermore,
we show how the metal surface can either enhance, or reduce, the superradiant effect
depending on rs.
5.7 Setup
In analogy to Fig 5.5, a sample of N , identical, mutually parallel dipoles oriented
perpendicular to the surface results in a series of corresponding N parallel image
dipoles which would enhance the superradiant effect in the small separation limit
(i.e. rs → 0). Recall, however, that the enhancement/reduction in intensity is also
dependent on the value the surface-dipole separation rs takes. This dependence can
be seen for N = 1 in Fig. 5.4, where, despite the real and fictitious dipole being
oriented opposite to each other, a non-zero finite value of surface-dipole separation
may result in enhancement of the spontaneous emission rate.
In what follows, we assume that each of the N emitters is driven by a single
classical field with Rabi frequency Ω and the emitters are coupled to individual
vibrational environments. Whilst this is a specific case, our results can be easily
extended to the case of non-identical Rabi frequencies and phonon couplings as
these conditions do not affect the physicality of the model.
5.7.1 Hamiltonian and dissipative dynamics
In this section, we shall briefly discuss the Hamiltonian that captures the dynam-
ics of the setup, as well as the corresponding master equation which is a modified
extension of Sec. 2.2.4 and the results from the N = 1 case (with the additional
the selection rule modified for N > 1 implemented). The modification made to the
general 2N -emitter (N real dipoles and corresponding images) master equation is,
in fact, a truncation of the Hilbert space to the subspace containing the joint ground
state, as discussed earlier, which is performed in the energy basis.
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a) b)
c)
Figure 5.10: Schematic demonstrating the physical subspace search in the energy
eigenbasis, in which the 2N -dimensional subspace, capturing the surface-induced
effects, is extracted from the full space of dimensions 22N (N real emitters along
with their corresponding images). a) Full 22N -dimensional space, with the allowed
optical transitions shown in red prior to the application of the selection rule. b)
The operators acting on the full Hilbert space are modified in order to constrain
the number of excitations shared by a real-image dipole pair to one. This results in
connected subspaces (orange), with only one subspace containing the joint ground
state (green). c) The Hilbert space is retracted to this connected subspace, resulting
in a dimension reduction from 22N to 2N . This routine is a generalisation of the
effective TLS contraction for N = 1 discussed in Sec. 5.4.4. Schematic is shown for
N = 2 real dipoles.
Our starting point is the full-space RWA Hamiltonian which is an extension of




































k + bk) ,
(5.52)
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where we separated the sum over the real-image dipole pairs and over the real and
image dipoles, r and i denoting ‘real’ and ‘image’, respectively. Since we assume the
TLSs are identical, |dsj| = |d| and have set δsj = δ ,∀s, j.
Having defined the Hamiltonian for our system, we search for the physical sub-
space which satisfies the selection rules and hence captures the surface-induced ef-
fects on the emitters. This search is computed numerically as follows: First we
impose the condition that only N excitations are allowed, with an excitation shared
between every real-image dipole pair, by modifying the raising and lowering oper-
ators for each real-image pair. Consider, for example, the raising operators for the
jth pair, given by
σ+,rj =



























where I2 is the 2 × 2 density matrix. In order to limit the number of excitations








































that is, we forbid excitation of the jth real dipole if the image dipole is in the excited
state and vice versa. After deriving the Hamiltonian Eq. (5.52) with the modified
operators implementing this constraint, we move to the energy eigenbasis, where the
optical driving terms in this basis indicate which transitions are allowed (similar to
what we have done for the N = 1 case). Finally, by numerically searching through
the subspaces, the space containing the joint ground state of the system is then
identified. We are then able to contract the Hilbert space down to this allowed
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subspace. This contraction enables us to reduce the number of allowed states in
our space, reducing its dimensions from 22N to 2N , as illustrated in Fig. 5.10 for
N = 2. Thus, with this technique, the image-dipole approach does not suffer from
the additional complexity linked to a higher-dimensional space. In what follows,
unless otherwise stated, we shall be working in this contracted Hilbert space.











































(∣∣0sj〉 〈Xsj ∣∣B− + ∣∣Xsj 〉 〈0sj∣∣B+) ,
(5.55)
which allows us to derive a Born–Markov master equation. Indeed, following the






[HSP +HC , ρSP (t)] +Dpn(ρSP ) +Dpt(ρSP ) , (5.56)
where, we recall, HC is the Förster correction term given by




with the function G(q0rij) being the generalised form of Eq. (5.47) to any two dipoles
(real or image). The phonon (Dpn(ρSP )) and photon (Dpn(ρSP )) dissipators are then
given by
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N =3, rd =0.1 λ, ∥a) b)
Figure 5.11: Intensity for three dipoles as the surface-dipole separation is increased,
for dipoles oriented a) perpendicular and b) parallel to the surface. In both cases,






















































































− , ρSP (t)}
)
, (5.59)
where the definition of the various emission and absorption rates are the same as in
Sec. 5.4.
5.7.2 Surface-modified intensity
As we have discussed in Sec. 2.3, the collective behaviour of a sample of emitters
can be seen from the spontaneous emission intensity, namely the initial rise in inten-
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sity, followed by the rapid decay (with a decay constant larger than the independent
emission rate). Motivated by this, we study the intensity for a sample of quantum
dots close to a metal surface, where we see how the proximity of the metal surface
and the dipole orientations affect the superradiant behaviour of the sample. The
intensity for this set up (in the image-dipole model) is given by the sum of the one-
time first order correlation functions, weighted by the corresponding (normalised)















and, in the limit of rs →∞, we obtain the same intensity output of N emitters in the
absence of a metal surface (Fig. 5.11)8. More importantly, however, is the smaller
separation regime, where we see significant modifications of the emission intensity
due to the presence of the surface. As expected, for small separations, we see an
enhancement of the emission intensity of a dipole ensemble oriented perpendicular
to the surface, both in the maximum intensity and the subsequent decay rate. For
dipoles parallel to the surface, on the other hand, we observe suppressed intensity,
being in the small rs regime [16]. Furthermore, in Fig. 5.12 we show how the
intensity varies for both dipole orientations in the limit of small and large real
dipole separation, whereas in Fig. 5.13 we vary the surface-dipole separation. For
all calculations, we limit our surface-dipole separations so as to remain in the regime
of validity of the method of images (cf. Fig. 5.4b).
We also calculate the the second order coherence function g(2)(t, τ), describing









where G(1)(t) is the first order coherence function, and the non-normalised coherence
8As an additional check to verify the validity of the subspace search algorithm, the integrated
intensity was verified to be the same as for the bare emitters case.
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Figure 5.12: Intensity for three dipoles oriented parallel (red) and perpendicular
(blue) to the the metal surface, with the magenta and cyan curves corresponding
to the intensity of the same sample in the parallel and perpendicular configuration,
respectively. a) Separation between real dipoles is small enough to observe super-
radiant behaviour which, at this separation, is enhanced (suppressed) if the dipoles
are oriented parallel (perpendicular) to the surface. b) For larger values of rd, the
superradiant behaviour vanishes, and there is no distinction between the the two

















N =3, rd =.1 λ, rs =0.275 λ
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N =3, rd =.1 λ, rs =0.45 λ
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∥











Figure 5.13: The separation of the sample from the surface may significantly modify
the emission intensity of the former. a) For a dipole-surface separation rs = 0.275λ,
the two orientations presented here show enhanced superradiant behaviour. b)
On the other hand, changing the separation to rs = 0.45λ leads to suppressed
superradiance from the sample oriented perpendicular to the surface. The insets
show the dipole-surface separation dependence of the (normalised) cross spontaneous
emission rate for a real and image dipole.















































N =2, rd =.275 λ, ∥
Figure 5.14: a) For a sample of two dipoles perpendicular to the surface, the two
bunched peaks are enhanced for both surface-dipole separations chosen. b) For a
sample of two dipoles parallel to the surface, on the other hand, the behaviour of
the coherence function changes significantly when going from one separation to the
other.
In Fig. 5.14, we show how g(2)(t, τ) is modified with the presence of the metal
surface for two dipoles oriented perpendicular and parallel to the surface, separated
by rd = 0.1λ. Once again, we see how a minor increment in separation can drastically
affect the emission properties of the sample.
5.8 Conclusion
Improving the collection efficiency from solid state single photon sources can play
an important role in making idealised theoretical proposals (such as the solid state
based MBQC schemes discussed in Chapter 6) more feasible and experimentally
realisable. In this chapter, we have extended the method of images – traditionally
developed for capturing spontaneous emission in atomic ensembles near reflective
interfaces – to the case of a driven solid-state emitter near a metal surface. We
have developed two approaches: a half-sided cavity and image dipole, and shown
that the latter agrees with the former, but only when additional selection rules are
introduced to constrain the dynamics to the relevant subspace. Both our approaches
agree with a Green’s function treatment in the absence of a vibrational environment.
By extending the polaron master equation to accomodate these selection rules, we
find that the emitter can indeed still be described as an effective (phonon-dressed)
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two-level system with appropriately modified properties, even in the presence of a
phonon bath and for a driven system. Our calculated RF spectrum corroborates
this observation.
We saw that, despite what earlier literature claims [24], the image-dipole method
does not necessitate a larger Hilbert space once the correct subspace is identified,
which is done numerically with almost no computational overhead. We submit that
the method of images can more easily accommodate larger numbers of emitters
near a surface (of varying separation to the surface), as the problem then straight-
forwardly maps onto the case of several optical dipoles in a shared (free space)
electromagnetic environment – a problem which has been studied extensively, see,
e.g., Ref. [11]. Finally, by extending the model to N > 1 emitters, we have shown
that even in the trivial line geometry, an enhancement in the Dicke superradiance
can be obtained [16, 109], depending on the orientation and separation of the dipoles
from the interface. Future work shall characterise separations and orientations that
could enhance the superradiant effect in both the emitted intensity and second or-
der coherence [110]. The interaction of the emitters with the surface might also
bring about collective effects other than superradiance, for example inspired by a
recent proposal for engineering the quantum-enhanced absorption of light [19] or by
harnessing sub-radiant collective states [17, 20].
Another interesting avenue for future work might be the study of charged quan-
tum dots featuring excited trion states. In addition to the optical dipole, the image
approach would then feature a separate electrostatic dipole formed by the trion
state. To a first approximation, we would expect this second dipole to be static,
meaning it would not radiate and only modify the spectrum via energetic shifts.
However, one might speculate whether the Coulomb interaction of the three charges
involved in the trion state could mediate oscillations in this dipole, making some




states with coherent Raman
photons
Having briefly discussed solid state emitters as single photon sources in Chap-
ter 5, we now focus on an application of these nanostructures in the field of quantum
computation. As discussed in Chapter 4, entangled multi-qubit states are an essen-
tial resource for quantum information and computation. Solid state emitters can
mediate interactions between subsequently emitted photons via their spin, thus of-
fering a route towards generating entangled multi-photon states. However, existing
schemes typically rely on the excitation-relaxation of the emitter, resulting in sin-
gle photons limited by the emitter’s radiative lifetime, suffering from considerable
practical limitations, for self-assembled quantum dots most notably the limited spin
coherence time due to Overhauser magnetic field fluctuations. This effective mag-
netic field describes the averaged effects of the nuclear spin bath on the central
electron spin. Thus, precessions of these nuclear spins causes this field to fluctuate
with a characteristic timescale roughly given by the nuclear spin flipping rate. We
here propose an alternative approach based on a spin-Λ system that overcomes the
limitations of previous proposals. Studying the example of spin-flip Raman scatter-
ing of self-assembled quantum dots in Voigt geometry, we argue that weakly driven
hole spins constitute a promising platform for the practical generation of frequency-
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Figure 6.1: Background: artistic depiction of our protocol. Inset a): Schematic
of the emission spectrum showing the presence of the Raman sidebands. Inset b):
Schematic illustration of the scattering processes involving the two ground hole-spin
states. The black arrows denote the laser driving on resonance with the unper-
turbed transitions (dashed lines), whereas the green, red and blue arrows denote
the Rayleigh, red detuned and blue detuned events, respectively. Inset c): Simple
schematic of the scattering processes involved in the weak, detuned driving limit.
entangled photonic cluster states.
6.1 Motivation
Robust highly-entangled ‘cluster’ states are of paramount importance for
measurement-based quantum computation [111, 47, 50, 112] (cf. Chapter 4). The
experimental challenges of obtaining high-dimensional cluster states can be signif-
icantly reduced by probabilistically ‘fusing’ qubits from adjacent 1D linear cluster
(LC) states [62, 54, 63], or ‘glueing’ together micro-clusters [64]. Several platforms
for generating photonic LC states have been proposed, varying from condensed mat-
ter emitters such as quantum dots [53, 55, 56, 57, 54, 58] and crystal defects [59, 56]
to parametric downconversion [60, 61], all presenting their own sets of advantages
and challenges. Recently, a photonic LC of length two (LC2) has been demonstrated
experimentally, showing that the entanglement in this setup could persist for up to
five consecutively emitted photons [58].
Whilst conceptually elegant and ostensibly deterministic, real-world imperfec-
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tions pose significant barriers to the experimental realisation of protocols such as
the ones introduced by Refs. [53, 113, 55, 114]. For the III-V platform, these include
phonon-dephasing of excited states [115], modified selection rules as a consequence
of hole mixing as well as a transverse (Voigt) component of the Overhauser field
[116, 117, 118, 119], and limited spin lifetimes due to Overhauser field fluctuations
[116, 120, 121, 122, 123]. Decoupling techniques [124, 125, 126, 127, 128, 129, 130]
and control of the nuclear environment [131, 132, 123, 133] overcome the latter but
provide no remedy for other error sources. Shortcomings of real quantum dots thus
put a limit to the size of cluster state achievable and render genuinely deterministic
operation impractical for the current experimental state-of-the-art.
In this chapter, we propose employing a weak (sub-saturation) continuous wave
(c.w.) laser to drive the Zeeman-detuned transitions of a hole-spin for entangling
the spin with the frequency of Raman scattered photon1. After discussing some of
the imperfections in current solid state based schemes, we introduce our scheme and
some theoretical results. We show how our setup overcomes some of the experimental
barriers mentioned above: in particular, we shall see that our scheme is robust
against fluctuations of the Overhauser field, and unaffected by heavy-hole (hh) light-
hole (lh) mixing. This comes at the cost making the protocol probabilistic, however,
we show that LC states of sufficient length to serve as building blocks for fusion [62]
can be produced at high rates and fidelity based on current experimental capabilities.
Furthermore, in Sec. 6.6, we show how our scheme can be extended and made
deterministic. Finally, in Sec. 6.7, we analyse the robustness of 2D cluster states
generated by probabilistically fusing linear cluster states together. Although we
implement the scheme using hole spin transitions in self-assembled quantum dots,
other quantum photonic platforms sharing a similar Λ-structure, including defects
in wide-bandgap semiconductors [135, 136] and superconducting artificial atoms
[137, 138, 139] can also serve as platforms for our scheme. Additional mathematical
detail and extensions of the main protocol can be found in Appendix B Sec. B.3.
1The small Rabi energies entail that any dephasing due to the optical AC-Stark shift is neg-
ligible, although in principle AC-Stark shift tuning could be employed to significantly reduce the
dephasing due to charge noise [134].
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Figure 6.2: a) Schematic representation of our protocol. The spin precesses in a
constant magnetic field in Voigt geometry. Driven weakly and off-resonantly, the
hole-spin scatters Raman-detuned photons at random intervals. The timing between
Y-pulses TB should be chosen so as to maximise the probability of getting a single
scattering event between the pulses. b) Schematic of the original Lindner and
Rudolph proposal for comparison. Instead of a gated Y-rotation, an external field
in Voigt geometry causes the spin to precess continuously, with optical π-pulses
applied at the appropriate times to excite the emitter.
6.2 Model
We shall denote the (Zeeman) spin states of the heavy hole as |⇑〉 and |⇓〉
whereas the electron spin states are |↑〉 and |↓〉. In this notation, the positively
charged X1+ transition |⇑〉 ↔ |T↑〉 = |⇑⇓, ↑〉 couples to σ− polarised light and
|⇓〉 ↔ |T↓〉 = |⇑⇓, ↓〉 to σ+ light. In the presence of an external magnetic field in
Voigt geometry (i.e. orthogonal to the optical axis), the otherwise dipole-forbidden
diagonal Raman transitions are unlocked (see Fig. 6.1) [140]. As we shall see in
Sec. 6.5.3, some complications arise due to a finite admixture of different hole state
species. Nonetheless, this rich level structure and the additional selection rules make
this system an attractive spin-photon qubit entangler [141, 142].
Wishing to exploit such Raman photons for LC generation we consider a self-
assembled quantum dot in Voigt geometry, with the applied magnetic field B strong
enough to dominate over nuclear Overhauser field fluctuations (see Sec. 6.5.1). The
applied B-field (w.l.o.g. along the x-axis) then defines the basis of spin eigenstates.
We also include a c.w. laser field that is resonant with the unperturbed transition of
the QD (Fig. 6.1b). In a frame rotating with the laser frequency (after performing
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Figure 6.3: a): Diagrammatic representation of the spin-photon entangling process
for the first emitted photon. The initial spin state (|⇑〉+ |⇓〉) and first laser photon
to be scattered (upmost green circle) undergo a joint transformation Q(1), resulting
either in a red or a blue-detuned Raman photon that is entangled with the hole spin.
Q(2) includes the second Raman process and entangles the newly scattered with the
previous photon. b): Breakdown of the Q(i) operation through its action on spin
basis states: the sequence of operations transforms includes two periods of free spin
precession Up, the Raman scattering process TS, and a π/2 Y -rotation Ur. A full
matrix representation of Q(i) is given in Appendix Sec. B.2.
the RWA), the QD Hamiltonian in the Zeeman basis reads



















where δe,h are the electron and hole Zeeman splittings, respectively, ΩH/V are
the Rabi frequencies for the horizontally/vertically-polarised transitions, and H.c.
denotes the Hermitian conjugate. We simulate the scattering events via Monte
Carlo trajectories with jump operators for all allowed transitions, occurring with







nCn, where the sum goes over the collapse operators [143, 144]. This
non-unitary evolution of the system generates photons outside of the QD’s Hilbert
space, which build the LC states we are interested in. More specifically, each ‘experi-
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ment’ is simulated as a quantum jump simulation, where an LCn state is successfully
measured if the correct n scattering events occur within the designated time-bins.
The success rate is then calculated by averaging over the results.
6.3 Protocol
Fig. 6.1b shows that the emission of blue and red-detuned Raman spin-flip pho-
tons from a single quantum dot must alternate, provided that the scattering rate is
faster than the hole spin-flip time. We build on this correlation between spin and
photon colour to develop a protocol for generating an entangled LC state (filtering
out Rayleigh scattered photons via their orthogonal polarisation). As an intrinsic
drawback of Raman spin-flips, the time at which a photon is scattered is not known
prior to its detection. In the following, we assume that there is exactly one Ra-
man scattering event per time-bin TB (albeit at a random time within the bin, see
Fig. 6.2.). The overall probability and ways of circumventing this limitation2 will
be discussed later. Fig. 6.3 contains a diagrammatic representation of a successful
run of our protocol. Let us trace the evolution of the joint spin-photon-state step
by step: we start with the hole spin initialised in the superposition state |⇑〉 + |⇓〉
(ignoring normalisation factors) and precessing at its Larmor frequency. Let the
accumulated phase prior to the first scattering event be φ1 = δhτ1 (denoted by the






2 |⇓〉 → e−i
φ1
2 |⇓ B1〉+ ei
φ1
2 |⇑ R1〉 , (6.2)
where the labels B1(R1) inside the ket denote the first emitted blue (red) photon.
A subsequent period of free precession τ2 = TB− τ1 until the end of the time-bin TB






2 |⇑ B1〉+ e−i
χ1
2 |⇓ B1〉+ ei
χ1
2 |⇑ R1〉 − ei
χ1
2 |⇓ R1〉 , (6.3)
2In practice, this assumption limits the size of the LCs that can be produced in this approach
to less than ten.
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where χ1 := φ1 − φ2. The next Raman scattering event will have been preceded by


















2 |⇑ R1R2〉 .
(6.4)















































2 |⇑ R1R2〉 .
(6.5)
Let us stop at this point and, for clarity, consider the resulting state without its free
precession phases
|⇓ B1B2〉+ |⇑ B1R2〉+ |⇓ R1B2〉 − |⇑ R1R2〉 . (6.6)
Using the photon qubit encoding |Bi〉 = |1i〉, |Ri〉 = |0i〉, the state following the
final Yπ
2
rotation is given by
|⇑ 1112〉+ |⇓ 1112〉+ |⇑ 1102〉 − |⇓ 1102〉
+ |⇑ 0112〉+ |⇓ 0112〉 − |⇑ 0102〉+ |⇓ 0102〉 .
(6.7)
In Appendix Sec. B.3, we show that, whether the spin is measured to be in the |⇑〉 or
|⇓〉 state, the resulting photonic state indeed corresponds to LC2, satisfying the con-
ditions discussed in Chapter 4. Further, we show that the above protocol generalises
trivially to the production of LC states of arbitrary length. Crucially, reintroduc-
ing the above precession phases keeps the state local-unitarily (LU) equivalent to
LC2. The phases become known post-measurement through the timestamps of the
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detection clicks (i.e. photon arrival times), and in Chapter. 7, we discuss how state-
of-the-art tomographic techniques can be modified to make allowances for them for
a reconstruction of the LC state3.
6.4 Results
We now analyse the quality and success probability of our protocol. We begin
with the rate for Raman scattering events followed by the success probability of
a string of n Raman photons with one per time-bin. Fig. 6.4a shows the Raman
scattering rate and its dependence on both B and ΩV . Comparison with numerical
simulations shows that this rate is well-approximated by the transition probabil-








provided B & 100 mT and sub-saturation ΩV . γ/
√
2 = Ωsat (with γ being the
spontaneous emission rate), where ∆ = δe+δh. We proceed to determine the optimal
duration TB (i.e. the free precession time between Y -rotations) for maximising the
probability of obtaining a single Raman event per time bin. Adopting B = 100 mT,
γ = 1 ns−1 and ΩV = 0.2 Ωsat, we calculate the number of successful trials with one
Raman photon per TB interval (time interval between Ur rotations in Fig. 6.3) in
n successive time-bins. Fig. 6.4c illustrates the results of Monte-Carlo simulations
using the QuTiP package [143, 144] for n = 1 to 4 scattering events, suggesting that
TB ≈ 0.5 µs is close to optimal. We have the relation Ps(n) = Ps(1)n between the
success probability for a single bin and that of n bins.
Apart from addressing the possibility of having no Raman events within a time-
bin, we also need to account for the possibility of ‘false-positives’, i.e. detecting
only one of multiple Raman events occurring in a single time-bin, due to a photon
detection efficiency η < 14. The probability of such n photon false positives, Pfp(n),
3Time-stamping these photons does not impose any experimental challenges, as detector setups
with ≈ 30 ps readily resolve these phases due to the precession time being of the order of ∼2 ns
for an external field of 100 mT.
4We assume η is the probability of obtaining a detector click if a photon was produced by the
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Figure 6.4: a): Perturbative calculation γpert (dashed) and numerical value γnum
(solid) of the Raman scattering rate as a function of B for various driving strengths
(from bottom to top: ΩV = .1, .5, 1, and 5 Ωs). b): Coherence time for the pseu-
dospin initially prepared perpendicular to the applied external magnetic field with
mixing factor α = 2√
3
β for various external field strengths. The Overhauser field
was taken to have a spread of 14mT (from bottom to top: B = .01, .05, .1, .5, 1 and
2 T). c): Number of successful n-photon correlations per hour against TB, with
η = 1 for the ideal scenario B = 100mT, Ω = 0.2γ/
√
2, and gxh = 0.1 (from top to
bottom: n = 1, 2, 3 and 4). d): Success probabilities optimised for TB = 500 ns [by
minimising Eqn. (6.9)] against η, decreasing with increasing n.
is given by the simple relation:
Pfp(n) = Pnd(n)× Pd(1)× Ps(n+ 1)
= Cn+1n (1− η)n × η × Ps(n+ 1) ,
(6.9)
where Cn+1n is the binomial coefficient, Pd(n) [Pnd(n)] denotes the probability of
detecting [not detecting] n photons. We find that TB ≈ 0.5 µs remains optimal after
taking this into account. Fig. 6.4d shows the rate of LC generation for n = 1 to 4
for different detector efficiencies.
To demonstrate the robustness of our protocol against nuclear environment fluc-
tuations, we calculate the fidelity between the state obtained with and without
Overhauser field (both for the the same set of precession phases determined by ran-
domly chosen scattering times). For a pure hh, only the BzN Overhauser component
QD, i.e. it also includes any photon losses in the setup.)
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perpendicular to the applied B-field affects the protocol [by randomly modifying
direction and magnitude of the total B-field by arctan(BzN/Bext)]. By contrast, a
mixed hh–lh system suffers predominantly from the parallel BxN component, to an
extent determined by the mixing factor α. This is also exemplified in a decreased
spin coherence time from the ideal hh limit, as shown in Fig. 6.4b. Only considering
this term, we can arrive at an analytical expression capturing the fidelity decay as
a function of TB.
Consider a single scattering event in which the spin precesses for a time T
(1)
B
prior to the scattering event and a subsequent precession time T
(2)
B followed by a Y




B = TB). In the presence
of the BxN component, the rotation matrix Up(φ) in (B.7) picks up a stochastic term
ωN t, that is
Up((ωB + ωN)t) =





⊗ I⊗n3 , (6.10)




B , where we have written the precessed angle explicitly in terms
of ωB = g
x
hµBBext/~ and the Overhauser stochastic frequency ωN = gxhµBBxN/~ (gxh
being the x component of the anisotropic hole g-factor5).
The effect of this stochastic term can be seen in the trace fidelity between post
Y rotation ideal photon state, and the more realistic case including the Overhauser
field. The spin+photon states for the two cases, denoted by S(1) and S̃(1), respec-











ωBδTB |⇑ R1〉 − ei
1
2




(ωB+ωN )δTB |⇑ B1〉+ e−i
1
2




(ωB+ωN )δTB |⇑ R1〉 − ei
1
2
(ωB+ωN )δTB |⇓ R1〉 ,
(6.11)
5The anisotropy in the hole g-factor is, in general, not the same as the effective anisotropy in
the g-tensor for the hole Overhauser shift due to hh–lh mixing.
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B ∈ [−TB, TB] is a uniform random variable due to the
fact that the spin precesses multiple times during TB in the high external magnetic
field. The final photon state, as discussed earlier, depends on the state the spin is










− for the |⇓〉 result. The fidelity for a fixed value of BxN is then given by
F (1) = tr(ρ(1)+ ξ
(1)




− ) = cos
2(BxNδTB/2).
Due to the stochastic nature of the Overhauser field, we need to ensemble-





















, where the Overhauser averaging 〈·〉B and time averaging 〈·〉δT
are performed over a normal distribution with zero mean and finite standard de-
viation δBxN , and a uniform distribution over [−TB, TB] 6. In doing so, we get the
averaged fidelity for a single scattering event in the presence of BxN given by














where F̄ (n) denotes the average fidelity for a state of n scattered photons (written
for n = 1 in Eq. (6.12) above), and δBxN is the fluctuation in B
x
N . For a single
scattered photon, we obtain F (1)av → 1/2 for large TB as expected. Not capturing
decoherence due to BzN fluctuations, Eqn. (6.12) represents an upper bound on the
maximally achievable fidelity in the case of finite hh-lh mixing. To fully account
for the effects of the stochastically varying net B-field vector, we show numerically
obtained7 fidelity overlaps of desired vs the ensemble-average of realised LC4 states
in Fig. 6.5. In the presence of the Overhauser field with fluctuations ∼ 14mT, near
unit fidelity remains possible in the region with (moderately) strong B & 0.4 T and
relatively short TB . 0.25 µs (Fig. 6.5a). Conversely, large LC generation rates
demand 0.5 µs . TB . 1 µs and B . 0.1 T (Fig. 6.5b), so that a trade-off situation
arises. Encouragingly, there is a wide middle-ground where high fidelity operation
is possible at respectable rates.
6The averages are performed independently due to the statistical independence of BxN and δT
7The numerical calculations were performed using the Overhauser ensemble-averaged matrix
operations defined in Sec. B.2 of the Appendix.
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Figure 6.5: a) Fidelity of the LC4 state in the presence of the Overhauser field
against applied field magnitude and single time-bin duration for a mixed hh–lh spin
state. Overhauser fluctuations were 14 mT [119], with gxh = 0.1, α = .01 and a
completely unpolarised spin bath. b) Natural logarithm of the success counts for
a string of four photons. The overall detector efficiency was taken to be η = 1.
The count rate increases with TB until probability of multiple events in a single
bin becomes significant. An increasing B-field decreases the count rate as predicted
from Eqn. (6.8). c) and d) Normalised LE for between pairwise combinations
of a spin and 3 (panel c) or 4 (panel d) scattered photons, respectively. Due to
computational constraints, we limited ourselves to ten (panel c) and five (panel d)
uniformly distributed basis states on the Bloch sphere (with projectors shown in
relevant insets).
Another important figure of merit of our protocol is the localisable entanglement
(LE) [145, 58] between any two qubits of the LC state (including the spin). The LE
represents the maximum negativity of the reduced density matrix of two qubits of
interest (indexed j and k), after all others have measured out projectively. Choosing
the set of projectors M = {Pi : 1 ≤ i ≤ n, i /∈ {j, k}} as our measurement defines
an ensemble EM := {pM,s, ρj,kM,s}, where pM,s is the probability of obtaining the two-
spin density matrix ρj,kM,s for the outcome {s} having measured the remaining N − 2
qubits. The LE is then defined as the maximum negativity after averaging over all
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pM,s N (ρj,kM,s) , (6.13)
where N (ρj,kM,s) is the negativity of ρ
j,k
M,s. We choose a quasi-uniformly distributed
basis on the Bloch sphere of each qubit (see points in insets of Fig. 6.5c,d). The
computational unwieldiness of Eqn. (6.13) restricts the number of projectors, and
we can only obtain a lower-bound of the true LE for LC3,4 (Fig. 6.5c,d). Within the
variance of the sample over which the optimisation was performed, the LE falls off
with qubit distance, but encouragingly it remains remarkably high overall, and is
thus unlikely to be a limiting factor in the length of the LC that could be generated
using this protocol.
6.5 Imperfections of QD-based protocols
Despite the encouraging results shown in the previous section, our scheme suf-
fers from its inherent probabilistic nature. However, as we shall see in this section,
unwanted environmental interactions mean that current deterministic solid state
based schemes also suffer from probabilistic errors. The influential 2009 proposal
by Lindner and Rudolph [53] offered an elegant and simple scheme which could be
implemented using the circularly polarised degrees of freedom of a quantum dot. In
essence, these imperfections effectively introduce limits to the size of achievable clus-
ter states for those protocols, hence limiting the indefinite deterministic operation
in the absence of further optimisations.
Indeed, despite its many attractive features for quantum metrology and quantum
information [146, 120], the spin of an electron trapped in an epitaxial quantum dot
suffers from rapid ensemble dephasing due to the hyperfine interaction with ∼ 104−
106 randomly fluctuating nuclear spins of the host material. This typically results in
a loss of coherence on the order of nanoseconds [120, 121, 122, 119]. By contrast, the
p-orbital-like wavefunction of hole spin states vanishes at the location of the nuclear
spins, which suppresses the Fermi-contact interaction, leaving only the much weaker
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dipole-dipole interaction as the main source of dephasing [147, 117, 148, 149]. Strain
lifts the degeneracy of the J = 3/2 hole states, resulting in energetically split heavy
(Jz = ±3/2) and light (Jz = ±1/2) holes; the former being closer to the valence band
edge (see Fig. 6.1). Rashba or Dresselhaus spin-orbit coupling may be a limiting
factor for the application of these hole spins in quantum information. This has
been shown, both theoretically [150] and experimentally [151], to exacerbate the
spin relaxation rate. However, we note that this spin-orbit coupling is still more
detrimental to electron than hole spins [150].
6.5.1 Overhauser field limitations
The relatively short T ∗2 time of the electron spin due to the fluctuating nuclear
environment constitutes a severe shortcoming of real quantum dot spins, putting
a limit on the order of a few nanoseconds on any experiment relying on the co-
herence of this system. For the Lindner and Rudolph protocol [53] one requires
an external field of the order of ∼ 50mT along the Y direction in order to ob-
tain a sufficient number of Y -gates for a multi photon LC4≥n≥2 state within a few
nanoseconds (assuming instantaneous excitation and radiative decay). Such an ap-
plied field, however, activates the previously dipole-forbidden transitions, degrading
the correlations between the spin and emitted photons required for the LC state.
Applying a strong field results in significant electron-spin precession between the
pulsed excitation and spontaneous emission events, reducing the fidelity of the pro-
duced LC. By contrast, applying a weaker field limits the scalability of the protocol
beyond a string of a couple of photons, as well as failing to screen the effects of the
fluctuating Overhauser field. In short, the presence of the Overhauser field implies
that the Lindner and Rudolph protocol would in practice need to be upgraded to
incorporate dynamical decoupling and gated Y -rotations instead of relying on free
spin precession.
One way to overcome some of these hurdles would be to adapt the Lindner and
Rudolph protocol to a hole-spin system, having a longer dephasing time. However,
due to the hole spins coupling weakly to external magnetic fields, the precession
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time would be much longer, requiring stronger fields to implement the Y -rotations,
hence resulting in the same issue discussed above; namely, the undesirable dipole-
forbidden transitions becoming accessible. Hence, our scheme goes beyond a direct
adaptation of the original Lindner and Rudolph scheme to the hole-spin platform,
which would still suffer from most of the shortcomings of the original proposal.
Extending the promising dark exciton scheme [58] beyond a couple of photons
presents similar experimental challenges: the finite radiative lifetime of the biexciton
τBiE ≈ 0.33ns entails that the spin precesses by a non-negligible random amount
both in the dark exciton and biexciton states, and this limits the purity of the
photon polarisation state. Furthermore, the dark exciton spin also suffers from
environmental decoherence during its precession [58]. It should be noted, however,
that the dark exciton scheme proposed in Ref. [58] could be optimised (for example,
by using Purcell enhancement) to improve scalability.
The elegant recently proposed quantum dot scheme in Ref. [55] was designed to
be robust against Overhauser fluctuations, provided the scattering events occur on
a short enough timescale over which the Overhauser field can be assumed constant
(so that only a global phase is gained in each trajectory). However, in this case an
additional single photon source and high cooperativity is required, and any lifting
of the selection rules (e.g. due to hole mixing, see below) will still impose practical
limitations.
On the other hand, vanishing wavefunctions at the nuclear sites means that the
Fermi-contact hyperfine term for the nuclear–hole spin interaction is effectively zero,
leaving only the dipole-dipole interaction term as the dominant source of dephasing.
For an idealised pure hh, this term is of Ising-nature, with just the ZZ component
being present. In most epitaxially grown QDs, however, some degree of hh |J ; Jz〉 =
|3/2;±3/2〉 and lh |J ; Jz〉 = |3/2;±1/2〉mixing is always present [152, 117], breaking
the Ising-like nature of the dipole-dipole term and introducing XX and YY terms
in the Hamiltonian. This means that the eigenstates of the Hamiltonian are no
longer given separately by the hh or lh states, but a linear combination of both
(the consequences of this mixing in quantum dot-based LC protocols is further
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discussed in Sec. 6.5.3). Without going into too much detail, the hyperfine coupling
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Experimentally, Overhauser field fluctuations of 10–30mT have been measured [122,
123], putting a lower-bound on the applied external field required to screen these
fluctuations.
6.5.2 Shortcomings due to coupling to phonons
The solid-state environment further limits the deterministic nature of these pro-
tocols due to coupling to the phonon environment. Even in the limit of idealised
instantaneous excitation pulses, a temperature-dependent fraction of the photons
are inevitably emitted incoherently via the phonon sideband (∼ 9% at temperatures
as low as T = 4K, increasing with temperature [108]). Emission into the phonon
sideband thus adds a probabilistic element to all solid state based schemes, including
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the one presented here. Whilst this is significantly detrimental to the determinis-
tic schemes, our probabilistic scheme is not appreciably affected by this additional,
smaller, probabilistic loss of photons. Furthermore, using frequency filters would
allow us to filter out the unwanted photons scattered in the phonon sideband.
6.5.3 Effects of hole state mixing
Finally, we discuss how protocols using hole-spins in quantum dots fare against
finite hh-lh mixing8. The first type of hh-lh mixing, due to anisotropy in the in-plane




(|3/2; +3/2〉+ βud |3/2;−1/2〉) ,
|⇓〉 = 1√
1 + |βud|2
(|3/2;−3/2〉+ β∗ud |3/2; +1/2〉) ,
(6.16)
where, without giving its explicit form, βud is the in-plane strain-dependent mixing
factor [117, 152]. This type of mixing primarily causes ellipticity of the dipole-
allowed transitions which, for a hh system, would be driven by σ± polarized light.
Hence this hh↑-lh↓ mixing does not induce the ‘diagonal’ dipole-forbidden transi-
tions.
On the other hand, the hh↑-lh↑ mixing may allow transitions which would oth-
erwise be forbidden for a hh system. The hole eigenstates solely due this type of
mixing are given by:
|⇑〉 = 1√
1 + |βuu|2
(|3/2; +3/2〉+ βuu |3/2; +1/2〉) ,
|⇓〉 = 1√
1 + |βuu|2
(|3/2;−3/2〉+ β∗uu |3/2;−1/2〉) ,
(6.17)
where βuu is the hh↑-lh↑ admixture factor [117, 152]. From Eqns. (6.17), it can be
immediately seen that the transitions, which are forbidden in Faraday geometry,
are now allowed. For hole-spins, βuu has been measured to be ∼ 8%, leading to
8Admixture of conduction band states even in the absence of a lh contribution may result in a
non-Ising type hyperfine Hamiltonian for the hh system [152], however, this goes beyond the scope
of this work
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allowed-to-forbidden transition ratios of |βuu|2/3 ≈ 0.2% [152], although this varies
from one quantum dot to another. This means that even if the external field in the
Lindner and Rudolph scheme is weak enough to preserve a pure Faraday geometry,
dipole-forbidden transitions may still occur with some small, but finite probability,
both for the original and the hole-spin variant of the Lindner and Rudolph protocol.
Similarly, in the dark exciton system z-polarised ‘forbidden’ transitions are also
present due to hole sub-band mixing, although these transitions in this system are
significantly weaker [153, 154]. In addition to hh-lh mixing, the dark exciton scheme
also suffers from dark-bright exciton state mixing due to the breaking of the C2v
symmetry, although this effect is much weaker than the hh-lh mixing. Realistically,
self-assembled QDs suffer from a reduction in symmetry during the growth process,
causing a departure from the ideal C2v symmetry. The resulting ‘reduced’ Cs sym-
metry leads to dark-bright exciton state couplings of two kinds; the first leads to
finite z-polarised dipole transitions similar to the hh↑-lh↓ admixture in the bright
exciton schemes, whilst the second gives rise to forbidden in-plane transitions, bear-
ing similar repercussions as the hh↑-lh↑ mixing discussed above [153, 155], although
to a much lesser extent.
We note that our approach does not suffer from modifications of the selection
rules due to hole mixing: we already rely on the presence of off-diagonal transitions
and slight changes to their rates will not make an appreciable difference.
6.6 Proposal for deterministic scheme using DQD
As discussed in the Sec 6.3, the main drawback of our protocol is the probabilistic
nature of the photon scattering events due to the weak c.w. driving. With the aim
of making our scheme more deterministic, we shall now discuss possible extensions
of our cluster state protocol. Motivated by recent theoretical and experimental
work, we propose extending our Raman protocol to a double quantum dot (DQD)
system, where, depending on the relative strength of the exchange interaction and
transition energy detuning between the two QDs, either joint measurements on the
DQD system can be performed, whilst leaving the photon-entangling hole spin state
96
























Figure 6.6: a) Extending the Raman spin-flip protocol to a DQD setup in Voigt
geometry, where the two QDs are sufficiently detuned (relative to the exchange
interaction), allowing the optical addressing of a single spin. b) An alternative
setup in Faraday geometry [161], in which the initial state would be a superposition
of S and T0 states.
unaffected, or oscillations between joint states can be detected without collapsing
the system joint state. In the following, we will discuss two possibilities of extending
our protocol in such a way.
A)Electrical control : During the past few years, great progress has been made in
synthesising and controlling quantum dot molecules, both in stacked [156, 157, 158]
and lateral [159, 160] geometries. A Raman-spin flip DQD scheme was shown in
Ref. [161], in which the external field is applied in Faraday geometry and the Raman
spin-flips occur between the singlet S and triplet T0 states of the system. Whilst this
configuration would not allow screening of the dominant fluctuation component of
the Overhauser field, such a setup would, in principle, allow a current measurement
scheme to be applied and signal the Raman events. In fact, the standard singlet-
triplet spin-blockade used in gated-DQDs [162] could be used to detect current drops,
signalling the Raman event. This would require operation round the (1,0),(1,1),(2,0)
triple-point at a negative bias, making use of the the additional charge state S(2, 0).
Addressing and manipulation of these singlet and triplet states in optically-active
DQDs have been recently been demonstrated for QD molecules [161, 163, 158, 164,
165], whereas the current transport measurements has been long understood for
surface-defined QDs. This route would require a hybrid gated and optically-active
device, which, although certainly challenging, might nonetheless present a feasible
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route.
B)Optical control : A more attractive alternative to having a gated structure
would be to have an all-optical non-invasive spin readout technique, provided by
the rich energy level structure for these systems. In quantum dot molecules, this
can be achieved by using the distributed trion state, with the ancilla spin being
empty, whilst the host spin being singly-electron charged. The spin readout tech-
nique was demonstrated experimentally performing resonance fluorescence (RF) on
the |↓s, 0a〉 ↔ |↓s, ↓⇑a〉 transition, which is decoupled from the main spin-flip tran-
sition [166]. This technique could be readily extended to hole spin systems with
an analogous level structure. A similar setup was demonstrated experimentally in
Ref. [167], where use of these cycling transitions was made to detect the flips of
the host spin state. Both these setups would require individual addressing of the
ancilla and host spin, meaning that the two QDs selected must be sufficiently rel-
atively far-detuned, which could be achieved by tuning the bias voltage over the
sample, decreasing the exchange energy splitting [163]. Alternatively, for samples
with a much stronger singlet-triplet splitting, optical addressing of the joint states
would be more feasible. In the singlet-triplet Raman scheme in Faraday geometry
discussed in Ref. [161] (Fig. 6.6b), spin readout of the singlet state can be performed
by using the decoupled cycling transition T+ ↔ R++ [164].
6.7 Robustness of 2D cluster state protocols and
LC state fusing schemes
2D cluster states are a vital resource for universal quantum computation in the
measurement-based paradigm, as we have seen in Chapter 4. Schemes extending the
Lindner and Rudolph scheme for 2D cluster state generation have been proposed
[113], in which it was shown that a pair of entangled QDs could be used to directly
generate a 2D cluster state, reducing the required number of probabilistic fusion of
LC state building blocks. Furthermore, it was recently shown that the requirement
of two-qubit gates on the entangling emitters can be relaxed by a careful application
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Figure 6.7: a) Success probability Ps of obtaining a 5 × 5 2D cluster state as a
function of the length n of the input LC states to be fused. Going from LC2 to LC4
shows orders of magnitude improvement, underlining that having at least moderately
sized LC states is essential for feasible 2D state growth. b) Success probability Ps
against 2D cluster state size L×L for LC2 (bottom, blue line) and LC4 (top, orange
line) ‘building blocks’, showing an increased improvement with size when going from
one-dimensional states of size 2 to size 4.
of pulses and single-qubit gates on the emitters [114]. However, building on a similar
setup and selection rules as the original Lindner and Rudolph protocol, we expect
that the practical limitations discussed above will also limit the achievable size of
photonic states that can be obtained with this protocol.
An alternative approach to generating a 2D cluster state is that of fusing LC
states. We show that having high fidelity LC states of moderate length is essential
for using one-dimensional states as building blocks. Consider a 2D cluster state
of size L × L. If we start with number of linear cluster states of size n, then the
number of steps required to at least reach a 2D cluster state of size L × L is at
least mn =
L2−n
n−1 : assuming that we have enough linear clusters to start with, each
fusion process will (on average) increases the cluster size by n(mn + 1)−mn (noting
that each fusion step leaves the fused qubit redundantly encoded with 2 photons in
type II fusion, and disregarding the final layout of the 2D state for generality and
simplicity). Clearly, we ignore the cases when n > L2 as the probability saturates
for n = L2. We show how the probability scales for a 2D cluster state of size 5× 5
as a function of the ‘building block’ size (i.e. the size of the initial cluster states)
in Fig. 6.7a). This clearly demonstrates that the probability increases exponentially
before saturating, showing a significant jump when going from linear cluster sizes of
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2 to 4.
This increase in success probability is further emphasised when one considers
increasing the 2D cluster state size. In Fig. 6.7b), we show how the difference in
probability increases with increasing 2D state size L × L. This approach assumes
that upon failure, we have enough resources to replace the linear cluster state and
try again. The results of this relatively näıve and basic analysis are further backed
by an alternative approach presented in Ref. [168], in which Gross et al. fuse linear
clusters by ‘weaving’ n + 1 linear clusters of size n to form a cluster state of size
n×n. They show that as long as a careful choice of parameters is made, depending
on the fusion success probability, then the cluster state can be prepared using O(n2)
edges and the overall success probability approaches unity as n goes to infinity.
Besides having relatively longer linear states as building blocks, the fidelity of
these states, indicative of quality, is also an important factor when considering
scalability to higher dimensions [169, 170], as it will determine the ‘percolation’ or
‘edge-bound’ probability. Fortunately, our approach can deliver on both counts by
producing LC4 states with high fidelity at a respectable generation rate.
6.8 Conclusion
We have presented a novel scheme for generating frequency-encoded LC states,
which could serve as a stepping stone towards measurement-based quantum compu-
tation. Unlike current rival schemes, our protocol is primarily sensitive to ground-
state hole-spin and phonon dephasing, at the cost of being limited by its intrinsic
probabilistic nature. Based on experimentally informed properties of real epitaxial
quantum dots, we have shown that LC states of sufficient length and high fidelity for
fusion into larger cluster states can nevertheless be produced at respectable rates.
In turn, this facilitates type-II fusing into 2D cluster states [62, 170]. Our proto-
col takes full account of unmitigated Overhauser field fluctuations and is inherently
impervious to hole-mixing induced modifications of the optical selection rules, but,
like other approaches, it stands to gain from dynamic decoupling.
Whilst the probabilistic nature of the Raman scattering events limits our protocol
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as described in the chapter to LC states of length n < 10, our approach can, in
principle, be made deterministic, in the sense that the scattering events timestamps
are known pre-measurement. The extensions for deterministic Raman cluster state
generation make the Raman hole-spin emitter a viable, practical alternative in the
quest for realising non-classical multi-photon states, and importantly one which can
be straightforwardly implemented with current expertise and devices. Without these
extensions to make the scheme deterministic, however, it is still possible to determine
whether or not the resulting state is indeed an LC state up to the local phases. In
Chapter 7, we discuss how to modify several quantum state tomographic techniques
to account for random errors which are only known post-measurement. We show
some preliminary results obtained when using one of these modified techniques to





Quantum state tomography (QST) is a foundational tool in quantum state char-
acterisation. This technique relies on the combination of experimental and data-
processing methods and, despite not being as efficient as entanglement witnesses in
quantifying entanglement, it allows for full state characterisation. Despite the ex-
tensive library of techniques developed in the QST community, most methods rely
heavily on the assumption of perfect measurements, which, combined with errors
inherent to the reconstruction technique and its application, may lead to consid-
erable reductions in the reconstruction accuracy. In this chapter, we propose to
retrodict the quantum state of a system, existing prior to the application of random
(but known post-measurement), allowing such errors to be separated and removed
[171]. This idea of ‘state retrodiction’ can be applied to several physical scenarios,
including the photonic cluster state generation presented in Chapter 6 (indeed, we
provide the link between the abstract idea of state retrodiction and various physi-
cal applications in Appendix C). Applying this idea to various state-of-the-art QST
techniques, we show that such a (relatively) minor correction can lead to improved
reconstruction fidelities. Furthermore, we introduce the idea of ‘coarse-graining’ in
order to significantly reduce the computational cost of reconstructing the state using
retrodiction, for modest sacrifices in fidelity.
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a) b)
c) d)
Figure 7.1: Bloch sphere representation of the problem in the context of a precessing
qubit. a) In the Schrödinger picture, the state (purple) gains a random phase (dots)
prior to every measurement, with the measurement bases given by the arrows (i.e.
the state carries the time-dependency due to the random phases whilst the operators
are fixed). b) In the Heisenberg picture, the state is static while the measurement
operators are distributed randomly (i.e. the operators are time-dependent whilst
the state is effectively time independent as the phases are inherited by the opera-
tors). The detector clicks can then be gathered in several bins on the Bloch sphere
(coloured segments) to be used for coarse grained state reconstruction. Graphical
depiction of c) exponentially distributed and d) normally distributed phases, for
various distribution widths. The distributions are sketched in polar coordinates,
with different colours indicating different widths, controlled by the distribution pa-
rameters µ and σ. Distributions are un-normalised to aid visual emphasis.
7.1 Motivation
Accurate quantum state reconstruction from finite data is undoubtedly a funda-
mental aspect of several quantum information and computation protocols, as it is
one of the most complete characterisation approaches to various quantum systems
such as atoms, molecules and engineered platforms such as quantum dots and NV
centres. Despite joint efforts on both the experimental and data-processing fronts,
QST still suffers from outstanding problems, such as measurement errors either due
to mis-calibrated apparatuses or noisy detectors. Such errors can be either random
or systematic, leading to lower reconstruction fidelity with respect to the true state.
Consider, for example, the highly active field of photonic cluster state generation,
introduced in Chapters 4 and 6. An emitter, such as a quantum dot, spontaneously
emits a photon at a random delay after being excited. We discussed the cluster state
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generation scheme in detail in the Chapter 6; however, the essence of this process
is the entanglement generated by spontaneous emission (or scattering) between the
emitted (or scattered) photon and the emitter, as well as entanglement generated
between subsequently emitted photons mediated by the emitter itself [172, 173, 58].
These schemes, which make use of the emitter to generate the entanglement resource
required for MBQC, typically rely on the application of an external magnetic field
orthogonal to the optical axis [172, 173, 58]. For an ideal scenario, the emitter’s
relaxation follows its excitation instantaneously, and thus does not suffer any pre-
cession between the two events. However, due to the emitter’s non-zero lifetime τd,
there is a non-zero delay between excitation and emission, during which the spin
precesses at it’s Larmor frequency ωL. Thus, the emitter is no longer in the correct
state for the protocol, but has suffered from a random precession angle which is
then transferred to the emitted photon due the the entanglement between the two,
and can only be detected by the experimenter after the photon is detected. Due to
the unknown emission/scattering time, the standard spin echo technique would thus
not be able to reverse this unwanted phase. The goal of retrodicting the quantum
state of the emitter is then to essentially ‘reverse’ the effects of this additional phase
on the joint emitter and photonic state (resulting in the state equivalent to having
τd → 0). As we shall see, this can be done by re-defining the measurement operators
for the data-processing stem of tomography, using the additional post-measurement
knowledge of the random phases.
More abstractly, this problem may be modelled by a semi-malevolent agent in-
terfering in the experiment by applying random unitaries on the error-free photonic










σz), which the experi-
menter only finds out after having made the measurements. Despite the inevitability
of these errors, retrodicting the state is still possible during post-processing, thus
eliminating the effects of these errors, allowing the identification and characteri-
sation of other sources of errors which would have otherwise been masked by the
non-retrodicted state.
We have already mentioned that this retrodiction can be performed by modifying
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the measurement operators during the data-processing step. The link between state
retrodiction and these new measurement operators can be obtained by moving from
the Schrödinger to the Heisenberg picture. Indeed, since the success probability
of a measurement operator M is given by tr(M [UθρU
†
θ ]) = tr([U
†
θMUθ]ρ), moving
from one picture to the other allows us to define a new set of random measurement
operators {Mθ := U †θMUθ} which we use to reconstruct the retrodicted state ρ
(Fig. 7.1). Clearly, a key requirement for this trick to work is knowledge of the
effective measurement operators. Going back to the photonic cluster state generation
example, these random phases can be easily calculated using, in principle, only three
parameters: the arrival time of the photon τa, its time-of-flight to the detector τf , and
the precession frequency ωL. The first two parameters reveal the time the emitter
spent precessing between excitation and relaxation, that is, τa − τf . The precession
frequency can then be used to calculate the random phase accumulated during this
time.
Due to the continuous nature of the distribution over the phase θ, the mea-
surement record in the Heisenberg picture is sparse, as no effective measurement
outcome will appear more than once, resulting in at most one click attributed to
each outcome. This means that the more measurements we make, the higher the
computational cost of processing the data using retrodiction, as more effective mea-
surement operators Mθ are used for the reconstruction. We show, however, that our
technique is successful despite of this feature, by equipping state-of-the-art tomo-
graphic techniques with this retrodictive modification and showing how we obtain
high fidelity reconstructions of the density matrix. In order to overcome the sparsity
condition inherent to retrodictive tomography, we discuss and implement a ‘coarse-
grained’ approach, in which the data is sorted in the post-processing step into a
finite number of discrete bins. Coarse-graining is not only a choice for the exper-
imenter to reduce computation times, but can also be useful when only imperfect
knowledge of the phases θ is available. Indeed, we find a drastic improvement in
computational cost, at a small price in fidelity.
The Bayesian ‘shot-by-shot’ approach to tomography would be, intuitively, the
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more natural approach to test the retrodictive technique on, as it makes use of
prior information to update the current knowledge of the quantum state based on
additional information gained as additional measurements are performed. Unfor-
tunately, the coarse-grained approach we shall discuss in this chapter cannot be
straightforwardly applied to the Bayesian scheme due to the latter’s shot-by-shot’
reconstruction approach. Thus, the latter will serve as benchmark for the Maximum
Likelihood (ML) techniques which will follow.
7.2 Sparse and binned tomography
We define p(θ) as the distribution of random phases (supported on [0, 2π)),
which determines how the effective measurement operators are distributed. This
distribution depends on the physical scenario: in the example of frequency-encoded
cluster-state generation in the hole-spin system in Chapter 6, when the precession
time is much shorter than the emission time, p(θ) ≈ 1/(2π). This is the extreme
case in which the coherences of the reconstructed density matrix would be com-
pletely washed out using ‘conventional’ (that is, without making use of the phase
knowledge) QST techniques. For the more general case of photon emission from
spin-bearing emitters, however, the exponential distribution p(θ) ∝ e−θ/µ (with the
mean µ = λ−1, where λ is the rate parameter) is more adequate to describe the
spread of operators. Other distributions may be similarly treated (making our work
applicable to wide range of physical scenarios) although the measurement operators
may then be clustered to a greater or lesser degree, affecting the accuracy of the
retrodicted tomogram accordingly. In the discussion, we give the phase distribu-
tion and corresponding parameters for some quantum information and computation
schemes. The normal distribution p(θ) ∝ e−θ2/2σ2 (σ being the standard deviation)
is considered in Section 7.5 1, and for µ → ∞, we recover the uniform distribution
limit, i.e. p(θ)→ 1/(2π).
In the Schrödinger picture, we fix the three measurement operators |↑〉 〈↑|, |↓〉 〈↓|
1It should be said however, that for most physical systems, the exponential distribution is a
more appropriate distribution to describe emission times.
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and |φ〉 〈φ|, where
√
2|φ〉 = | ↑〉 + eiφ| ↓〉 and φ ∈ {0, π}. Since emitted photons
are measured independently, m-qubit states are generated by forming m-fold tensor
products of all combinations of these projectors. By using the Heisenberg picture
(as in the previous section), the tomographic protocol is equivalent to reconstructing
some unknown state ρ with the following set of projective measurement operators




where U †θi |φ〉 = |φ + θi〉 for θi (i = 1, ..., N/2) drawn from p(θ). Note that
U †θi |l〉 〈l|Uθi = |l〉 〈l|, and that the values of φ play less of a role as the spread
of θ increases. Because |φ〉 〈φ| + |φ+ π〉 〈φ+ π| = I, this set may be considered a
Positive Operator Valued Measure (POVM) when normalised such that the sum of
all operators is proportional to the identity.
We generated pseudo-tomographic data for a fixed ρ by drawing N/2 unique
values of θ ∈ [0, 2π) from p(θ). We then simulate a single Bernoulli trial for each
measurement operator, assigning the event to Mθi with probability pi = tr(ρMθi),
and to the orthogonal operator with the complementary probability. Similarly, the
remaining N/2 Bernoulli trials are assigned to | ↑〉〈↑ | or | ↓〉〈↓ |. The measure-
ment record then consists of a set of N/2 + 2 distinct measurement operators, with
multiplicities ni = 1 (i.e. ‘sparse’) for the N/2 operators perpendicular to the axis
about which the phases are accumulated (i.e. the ‘precession’ axis), whilst the pair
of orthogonal operators parallel to the ‘precession’ axis have a joint multiplicity of
N/2.
As discussed, we may also modify the measurement record by a process of coarse-
graining or ‘binning’, resulting in a lower number Nb < N/2 of coarse-grained mea-
surement operators perpendicular to the precession axis. Non-overlapping measure-












where rect(x) = 1 if |x| < 1
2
and 0 otherwise, i.e. we simply accumulate the events
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according to the bin that they fall within, with the bins being intervals centred on
(2j − 1) π
Nb
and having width 2π/Nb (as shown graphically in Fig. 7.1). Each bin is





where the angle θ̃j is the mean of the random angles in the j














We should point out that other binning schemes are possible [174], however, we
believe our coarse-graining scheme is fairly intuitive compared to other available
binning techniques. We then run different reconstruction algorithms (to be intro-
duced below) on the coarse-grained measurement record, to give a quantum state
estimate or ‘tomogram’ ρest. The running time of the algorithm is noted, and the




ρ, is computed. The
infidelity is 1− F , and is a measure of the distance between the true state and the
retrodicted tomogram, and thus we use it as a figure of merit for our reconstructions.
The procedure is then repeated for distinct, randomly generated (but full rank) ρ,
and we collected statistics to summarise the performance on average.
Counter to intuition, using sparse tomography without any binning works re-
markably well. However, algorithm running time tends to scale badly with N (since
the calculation of the cost function and its gradient involves a contribution from
each of the N distinct operators). As we shall see, the coarse-graining approach
alleviates this problem significantly, with only modest fidelity sacrifices. The re-
mainder of this chapter is dedicated to investigating the dependence of fidelity and
run time on Nb, for different reconstruction algorithms. As Nb, N →∞, the sparse
and coarse grained approaches are expected to give the same fidelities.
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7.3 Non-adaptive Bayesian tomography
The Bayesian estimation approach has played an increasingly prominent role in
state [175, 176, 177, 178, 179, 180] and parameter [181, 182, 183] estimation, and is
still an ongoing theoretical and experimental research topic [184, 185, 186]. In this
section, we shall be focussing on its application in quantum state estimation, whereas
the topic of Chapter 8 shall be its role in parameter estimation. This approach
offers numerous advantages over other techniques, such as use of online information
available to the experimentalist after each measurement. Furthermore, Bayesian
inference was also shown to be optimal with respect to any strictly proper scoring
rule derived from Bregman distances [187, 184, 188] (near-optimal if the infidelity is
used as a loss function instead [189]), with the ability to track fidelity bounds online
[189] (allowing for feedback to minimise number of required measurements), as well
as giving robust region estimates [190] and allowing for model selection/averaging.
Thus, based on these advantages offered by the Bayesian approach, the latter shall
be used as a benchmark for the other techniques discussed in this work.
Our implementation closely follows the approaches used in Refs. [185] and [191].
For a Bayesian update scheme, we start with an initial prior probability density p(ρ)
over a feasible state space (taken to be uninformed due to the absence of additional
knowledge, resulting in a uniform prior). Choosing a uniform prior allows for the
characterisation of dephased states, as the probability distribution extending to
the interior of the Bloch sphere (cf. Fig 7.2). After obtaining a new measurement
datum D, the posterior distribution p(ρ|D) is then built using the likelihood function
L(ρ;D) as
p(ρ|D) ∝ L(ρ;D)p(ρ) . (7.5)
Typically, Bayesian tomography schemes would then make use of the narrower pos-
terior and additional criteria (for example, Shannon information [191]) to infer the
next optimal measurement setting [191, 185]. However, when considering a finite
lifetime for the emitter, any measurement basis prediction would be futile for the
next measurement due to the random phase gained known only post-detection. Al-
though we do not make use of any criteria to track the narrowing of the sample, one
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Figure 7.2: a) Initial uninformed prior (orange), with the mean of the distribution
shown in green, and the true state to be reconstructed in red. b) Final posterior (or-
ange) after 2000 measurements, where the marker size indicates the relative particle
weights. c) and d) show the [〈σx〉, 〈σz〉] projection of the prior and posterior, respec-
tively, as a visual aid. As more measurements are performed, most of the original
particle weights drop to zero, requiring resampling for a more accurate prediction
without requiring an excessive number of particles to begin with.
could still use the covariance of the the narrowed posterior, in this case, to indicate
when a sufficiently precise estimate has been found.
Despite the simple form of Eq. 7.5, the analytical evaluation of the posterior is
seldom feasible, and hence the latter is typically replaced with an approximation.
To this end, several Markov Chain Monte Carlo techniques (MCMC) have been
adopted in previous literature, including the Metropolis-Hastings algorithm [184].
However, these MCMC techniques tend to be computationally expensive, with de-
creasing acceptance probabilities at each sampling step, leading to more samples
being discarded as additional data is obtained. Furthermore, these methods re-
quire the assumption of a normal posterior, which is not always the case in state
tomography. The Sequential Monte Carlo technique (SMC) [192, 193], on the other
hand, only requires the computation of a single term of the likelihood to update
the weights of the approximate distribution with each measurement [191]. In this
approach, adopting the notation in Ref. [191], the posterior after the ith measure-
ment is approximated by a number P of randomly sampled particles, {ρp}, and their
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w(i)p δ(ρ− ρp) . (7.6)
Suppose our current (prior) knowledge is given by the dataset {Di} = {αj : 1 ≤
j ≤ i, αj ∈ P}, where the set P is defined in Eq. 7.1. If the next projection phase
is θi+1, (that is, αi+1 = Mθi+1), then, following Ref. [191] and using Bayes’ rule
(Eq. 7.5), we can write the approximation for the next posterior as














w(i+1)p δ(ρ− ρp) ,
(7.7)
where P(Mθi+1 |ρp) = Tr(Mθi+1ρp). In our numerical simulations, we perform the
first N/2 measurements along the z-axis (that is, using projection operators {|↑〉 〈↑| ,
|↓〉 〈↓|}), followed by the remaining N/2 measurements in the equatorial plane of
the Bloch sphere. As more measurements are performed, narrowing the particle
distribution, most of the weights drop to zero as more points in the chosen sample
become less likely estimates for actual state ρ of the system. This can be remedied by
resampling using the new posterior distribution [191]. Finally, the Bayes estimator
ρest can be extracted from the mean of the final posterior approximation. In Fig. 7.2
we show the above steps graphically, emphasising the use of resampling to obtain
an accurate posterior.
We numerically benchmarked the Bayesian technique, using a uniform prior and
samples being drawn from a Ginibre ensemble (random matrices with normally
distributed entries), and subsequently multiplied by their corresponding Hermitian
conjugates to give positive matrices. Finally, these are normalised to unit trace
[143, 144]. An example is shown in Fig. 7.2. and further results are summarised in
Fig. 7.3. As the data follow a skewed distribution due to the fidelity being capped by
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Figure 7.3: First and third quartile box plots for full rank, single qubit reconstruction
using the non-adaptive Bayesian approach, with exponentially distributed measure-
ment operators, averaged over 1000 trials using 1000 particles for sampling. The
performance improves with increasing rate parameter µ = λ−1. Unless otherwise
stated, all box plot error bars will display first and third quartiles. Otherwise, error
bars used correspond to one sigma uncertainty. Inset: Algorithm running times
for the Bayesian approach. For all values of µ, the computation time scales linearly
with number of measurement repetitions (or, equivalently, the number of operators
used for the reconstruction) due to the sparse nature of our Bayesian reconstruction,
having each measurement outcome assigned an effective measurement operator Mθ.
unity, the use of box plots was preferred over the standard approach of mean and er-
ror bars, which would only be appropriate for symmetrically-distributed data. More
specifically, as the fidelity is upper-bounded by unity, the probability distribution
obtained after we perform several realisations of the tomographic reconstruction is
truncated at 1 and thus symmetric error bars are inadequate. Despite the fact that
we cannot decide which measurement to perform next, our random basis measure-
ment can be seen to give a good convergence after 2000 measurements with 1000
particles.
7.4 Maximum Likelihood Estimation
A common, alternative, approach to state estimation is producing a tomogram
ρest which maximises the likelihood function. Naive approaches may result in an
invalid tomogram (obtaining, for example, negative eigenvalues using gradient de-
scent without projection), meaning that the search for the best fit to the data should
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then be constrained to the allowed state space of trace-one positive semidefinite ma-
trices [194, 195, 196]). Previously (in the Bayesian method) this was ensured by
choosing a prior distribution supported only in the allowed state space. Here, the
prior is not modelled, but we consider two alternative approaches: the constraints
are implemented 1) by a non-linear parametrization of the density matrix and 2)
periodically in the course of an iterative gradient descent procedure, allowing for
temporary violations [197, 198, 196]. Given a density matrix ρ, the likelihood func-







with equality holding up to an irrelevant proportionality constant. For sparse to-
mography, the product would be over N exponentiated probabilities pj, with each
nj taking a binary value of either 0 or 1. The above function essentially describes
the joint probability of observing the jth outcomes, each with probability pj and
frequency nj. Due to the monotonicity of the logarithm, maximising the likelihood
function is identical to minimising the negative of its logarithm [which we refer to
as the cost function C(ρ)], given by




where we took the normalising constant to identity. Recall that the sparse tomog-
raphy limit is recovered when Nb = N and nj = 1. In the limit of a large number of
detections per measurement, the probability of obtaining the jth measurement can
be approximated by a Gaussian distribution [199, 200], with the estimated number
of detections for the jth measurement given by n̄j = Npj. Since this approximation
clearly fails for the sparse case due to the binary nature of the nj’s, we do not make
it.
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Figure 7.4: Full rank, single qubit reconstruction using the Cholesky decomposi-
tion method, averaged over 1000 trials. The random phases were sampled from an
exponential distribution with µ = π/8. As expected the coarse grained approach re-
turns slightly higher infidelities (shown on the x-axis). The algorithm running times
(y-axis) for the sparse approach scales linearly with number of measurement repe-
titions. On the other hand, the computation times for the binned approach, within
error bars, remain the same with increased repetitions, as the number of projective
operators used for binned reconstruction is fixed to Nb, regardless of the number of
repetitions N . The results from the Bayesian method are also shown for comparison.
While the Bayesian approach offers higher fidelity estimates for lower measurement
numbers N (star), the infidelity is higher compared to the sparse Cholesky for higher
N , and the corresponding computation time heavily offsets any advantages gained
in fidelity by the Bayesian approach. The black arrow indicates the direction of
the trend as the number of measurement events increases; infidelity decreasing at
the expense of higher computation time, whilst the grey arrows on the axes point
towards the ideal region of low infidelity and computation time.
7.4.1 Cholesky factorisation
In this section we implement a Cholesky-like decomposition of the density matrix
in order to minimise Eq. 7.9 [199, 200, 201], allowing us to use Python’s SciPy least-
squares solver on a 1D array 2 One can easily show that any qubit density matrix ρ
allows for a decomposition of the form
ρ = T †T/Tr[T †T ] , (7.10)
2More formally, this least-squares solver uses the Trust Region Reflective technique (involving
searching along directions reflected from the trust region bounds).
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where T is the lower triangular matrix given by
T (t) =
 t1 0
t3 + it4 t2
 , (7.11)
with t = (t1, t2, t3, t4) being the array over which the minimisation search is per-
formed. In particular, we can use this decomposition to calculate n̄j ∝ pj =
Tr
[
|φ+ θj〉 〈φ+ θj|T †T
]




t1 0 ... 0
t2m+1 + it2m+2 t2 ... 0
... ... ... 0
t4m−1 + it4m t4m−3 + it4m−2 ... t2m

, (7.12)
and hence the search needs to be done over a real array of length 4m.
Having formulated a decomposition guaranteeing a valid density matrix, the
problem can be recast to a least-squares minimisation problem [199, 200] in order to




























This optimization problem was shown to have a single global solution, despite hav-
ing several local minima [201], meaning that all local minimizers lead to the same
solution minimizing the negative log likelihood.
In Fig. 7.4 we show the results for single qubit reconstruction. As expected, the
fidelity of the reconstructed density matrix increases with number of Bloch sphere
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partitions. This is also the case for a two-qubit reconstruction, as we show in C.1.
7.4.2 Projected gradient descent
Gradient descent algorithms rely on following the path of steepest descent of
the cost function, in this case Eq. 7.9, starting from a well chosen initial estimate.
If left unconstrained in the convex space of d × d matrices (where d is the Hilbert
space dimension), the resulting estimate ρest might lie outside the convex subspace of
unit-trace, positive semidefinite matrices, leading to an unphysical estimate. Hence,
projection back to the physical subspace, minimising distance as measured through
of a matrix norm (such as projection of the spectrum onto the unit simplex [201,
197, 198]) is employed, giving rise to projected gradient descent (PGD) algorithms.
Iterating this process leads to a convergence of the cost function to a minimum
within any tolerance. A unique solution satisfying the appropriate constraints and
minimising the cost function is then guaranteed as long as the latter is a continuously
differentiable convex function of the density matrix. Eq. 7.9 is convex but not
continuously differentiable, but this tends to not pose a problem in practice, as
discussed in Ref. [196]. Choosing the projection of ρ to be of its spectrum onto the
unit simplex (which we refer to as PS), the PGD algorithm update can be written
as
ρk = PS[ρk−1 −∇C(ρk−1)] . (7.17)
As is commonplace, we supplement the PGD algorithm with a backtracking line
search (PGDB) based on the Armijo–Goldstein condition to loosely optimise the
maximum step size for each descent iteration [201, 197, 198]. The estimate at the
kth PGDB iteration can thus be written as
ρk = (1− α)ρk−1 + α PS[ρk−1 −∇C(ρk−1)] , (7.18)
where α ∈ [0, 1] is the line search parameter to be roughly optimised at each step.
We assess the impact of binning on the PGDB algorithm, Fig. 7.5a showing the
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Figure 7.5: Full rank, single qubit reconstruction using gradient descent, averaged
over 1000 trials. a) The random phases were sampled from an exponential distribu-
tion with µ = π/8. The results follow a similar behaviour as the Cholesky method,
except that the PGDB algorithm (for the given exit criteria in C.2) shows lower
computation times both for the sorted and binned approaches. For comparison,
we also show the Bayesian result for the exponentially distributed phases. b) The
random phases were sampled from a normal distribution with standard deviation
σ = π/8. For lower N , going from Nb = 4 to Nb = 8 or from Nb = 16 to sparse
tomography does not reduce the infidelity as significantly as when increasing the
number of bins from 8 to 16.
trade-off between computation time and fidelity for µ = π/8. Fig. 7.5b, on the
other hand shows the relation between computation time and infidelity for various
number of bins Nb and events N for normally distributed phases, showing a similar
trend to the exponentially spread phases.
As expected, within standard deviation error, the binned approach gives slightly
lower fidelities than the sparse one (see Fig. 7.6). This difference, however, is well
justified when considering the significant reduction in computation time shown in
Fig. 7.5a and Fig. 7.6b. The trends in Fig. 7.5a, both for computation time and
infidelity, are similar to those shown in Fig. 7.4 for the Cholesky method. However,
our numerical simulations clearly show lower reconstruction times achieved using
the PDGB technique. In Fig. 7.7, we show how the infidelity varies with increasing
mean µ for various values of the bin number Nb.
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Figure 7.6: a) Full rank, single qubit reconstruction using gradient descent, aver-
aged over 1000 trials. The random phases were sampled from an exponential dis-
tribution with µ = π/8. As expected the coarse grained approach returns slightly
higher infidelities. b) Algorithm running times for the unsorted, and coarse grained
approaches. The unsorted approach scales linearly with number of measurement
repetitions. The coarse grained approaches, within the standard deviation, do not
scale with increased repetitions as the number of projective operators used for re-
construction is the same for all repetition numbers.
7.5 Condition numbers
Using a single basis for reconstruction along the plane of precession, we see that
the higher the spread of the distribution, the higher the fidelity one expects, as the
effective rotated bases sample larger portions of the Bloch plane, thus having more
measurements spread out across the entirety of the Bloch sphere. For lower spreads,
on the other hand, the additional phase knowledge does not contribute considerably,
and hence incomplete Pauli tomography (in which only x- and z- basis measurements
are performed) is recovered. This can be seen in Fig. 7.8, showing the behaviour of
the condition number κ(A) of the measurement matrix A for increasing N , where









where the projectors Π̂i make up the set P in Eq. 7.1 [202, 198]. The condition
number decreases significantly with increasing standard deviation of the distribu-
tion, meaning that sampling distributions with larger spreads results in a better
conditioned measurement matrix.
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Figure 7.7: a) Full rank, sparse single qubit reconstruction infidelities for phases
sampled from exponential distribution with various values of µ and experiment rep-
etitions N . b) Infidelities for various segment numbers Nb. In both a) and b),
averages were performed over 1000 trials.









Figure 7.8: Sparse tomography condition number (shown above for N = 2 × 104)
decreases (improves) as the standard deviation of the normally distributed phases
(σ) increases. The red bars indicate one sigma uncertainty. When σ is high, we
recover the limit of many measurements distributed evenly around the equator of
the Bloch sphere. In this situation, we obtain the same condition number, κ(A) = 2,
as in the case of complete Pauli measurements [202].
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7.6 Discussion
Quantum state tomography is still an active area of experimental and theoretical
research, allowing the reconstruction of quantum states from finite experimental
data. In this chapter, we implemented several QST algorithms in the presence
of phase errors which are only known after the system is measured. We showed,
with a simple modification, how the unaffected state may be retrodicted using the
additional knowledge of the photon’s arrival time ta. Furthermore, we demonstrated
that, at a small cost in fidelity, the reconstruction time can be significantly decreased.
Having discussed these modifications for abstract phase distributions, we now make
a connection between dimensionless parameters used in our work to characterise
these random phase distributions, and the physical parameters involved in some
recent quantum information processing and computation protocols. In Table 7.1,
we give the phase distributions that can be applied to various quantum computation
and information schemes, along with the relevant parameters used to calculate their




, where ω and
γ are parameters to be defined shortly.
For the last four schemes in Table 7.1, ω denotes the emitter’s precession fre-
quency, whereas for the Barrett and Kok protocol [56], ω represents the local phase
picked up by one of the two spins which spends additional time in the excited state.
For a typical GaAs quantum dot with excitonic energy ∼ 1.35 eV, this leads to an
excitonic frequency of ω ≈ 3.265 × 105 GHz. Assuming a similar setup is used for
the Lim et al. scheme [203], we arrive at a similar phase distribution. On the other
hand, for the first four schemes, γ represents the decay rate of the emitter due to
spontaneous emission, whereas for the Scerri et al. scheme [173] (which makes use
of photon-scattering), 1/γ is the loosely-optimised time between Y -rotations during
which the emitter probabilistically scatters a photon. For the Lindner and Rudolph
scheme [172], µ was calculated using parameters which give an error rate of 0.2%,
whereas for the Denning et al. scheme [55], the mean was calculated based on values
suggested for high Q-factor cavities.
All data in this work was generated and visualised using Python and QuTiP
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Protocol ω/2π (GHz) 1/γ (ns) p(θ) µ
Barrett and Kok [56] 3× 105 0.100 QU →∞
Lim et al. [203] 3× 105 0.100 QU →∞
Lindner and Rudolph [172] 0.105 0.100 E 0.011
Schwartz et al. [58] 0.200 0.330 E 0.066
Denning et al. [55] 0.955 0.167 E 0.159
Scerri et al. [173] 0.420 500 QU →∞
Table 7.1: Table showing the phase distributions for various state-of-the-art pro-
tocols, where QU and E stand for ‘quasi-uniform’ and ‘exponential’, respectively.
The mean varies from protocol to protocol, with some schemes having quasi-uniform





Adaptive Bayesian spin bath
narrowing
After having introduced the Bayesian approach in the context of quantum state
estimation in Chapter 7, we now focus on another application of this formalism: ex-
tending the coherence time of solid state spins, which would have several interesting
applications such as improved spin magnetometry. Single spin sensors are able to
give highly sensitive measurements of external magnetic fields with nanometre-scale
spatial resolution [204, 205], allowing for high-resolution mapping of magnetic field
textures in condensed matter and atomic nanostructures. In a solid state nanostruc-
ture such as a diamond NV centre, the dilute nuclear environment is the main cause
of decoherence of the central spin, ultimately putting a cap on how sensitive these
devices can be. In this chapter, we investigate how the back-action of performing
Ramsey measurements on the central spin affects the latter’s nuclear environment.
We apply the Bayesian scheme to estimate the state of the spin bath and find that
the resulting distribution of possible fields due to these surrounding spins narrows
down, considerably enhancing the T ∗2 time of the central spin, which we define as
the time it takes for the Ramsey signal to decay to ∼ 37% its original value due to
electron–nuclear spin bath interactions. We benchmark the adaptive strategy with
non-adaptive techniques, finding a considerable improvement over the narrowing
limit of the non-adaptive strategies.
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8.1 Motivation
Several fields in quantum technology, such as metrology and information, rely
on the capability to preserve the coherence of quantum states. Due to the rich
fluctuating solid state environment surrounding most of these platforms (discussed
in Chapter 3), coherence is only preserved during a finite timescale dictated by the
fluctuations in the spin environment of the central spin. An obvious, intuitive, way
to combat this decoherence would be to minimise these environmental fluctuations
by isolating the central spin from its environment by developing higher purity ma-
terials for platforms such as NV centres. Unfortunately, this technique is limited by
experimental resources and may not always be an option. Techniques to mitigate
errors resulting from this decoherence, such as quantum error correction methods,
can preserve the quantum state of the system. However, quantum error correction
adds a significant overhead due to the additional qubits required. On the other
hand, pulse sequences such as dynamical decoupling can efficiently separate the
qubit from its environment at specific times during its evolution. The latter poses
obvious problems when the qubit is required on-demand and not at pre-determined
intervals.
Recently, parameter estimation techniques have been adopted in an attempt to
solve this this problem from a different angle: By applying fast measurements on
the central spin, information about the state of the surrounding spin bath can be
gained, resulting in a partial projection of the latter to a particular state, hence
reducing the effects of decoherence. This technique has been shown to increase the
T ∗2 time for quantum dots with large, many-body environments in an experiment
by the Yacoby group [206]. For these systems, the interaction with the spin bath
environments can be treated as a semi-classical time-varying magnetic field due to
the size of the spin bath.
NV centres, on the other hand, have dilute nuclear environments, unlike GaAs
quantum dots. Recent work has shown that by applying controlled pulse sequences
to the NV centre, a small ensemble of nuclear spins from its environment can be
sensed [207, 208, 209] and controlled [210, 211], making the NV centre and its sur-
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rounding nuclear spins a good candidate system for a quantum register. Would
parameter estimation techniques for spin bath partial projection work for NV cen-
tres or other solid state nanostructures with dilute environments? We show that,
indeed, enhancing the T ∗2 time using these partial-projection schemes works even
for dilute environments. Unlike the large environment of a quantum dot, this dilute
spin bath can be characterised by a tractable quantum state. By estimating the
hyperfine coupling between the electron spin and the surrounding nuclei, one can
infer the probability of the nuclear spin bath to be in a particular joint state. Thus,
with every measurement performed on the central spin, additional information about
its environment is gained, narrowing down this state probability distribution, and
hence reducing the fluctuations on the electron spin, resulting in a longer coher-
ence time. In contrast to dynamical decoupling sequences, the improved coherence
is maintained, until the intrinsic quantum evolution of the environment quantum
states broadens the set of possible coupling strengths. Compared to similar exper-
iments performed on a semi-classical bath, by narrowing the bath distribution and
increasing the coherence time, the need for very fast, continuous measurements on
the bath can be relaxed.
In this chapter, we discuss and implement the Bayesian parameter estimation
scheme [181, 182, 183], and use the measurement back-action to narrow the bath
state uncertainty. We present some preliminary results benchmarking two variations
of this technique, more specifically, by showing coherence time improvements for
every algorithm. Whilst the techniques studied here can be applied for more general
systems with dilute environments, we focus on the electronic spin of a negatively
charged nitrogen-vacancy (NV−) centre in diamond, coupled to a bath of 13C nuclear
spins.
8.2 Model
NV− centre defects in diamond, as discussed in Chapter 3, host an S = 1 elec-
tronic spin that can be optically initialized and read-out. For simplicity, we assume
the experiments are carried out at cryogenic temperatures, where fast initialization
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Figure 8.1: NV centre (red) in an external magnetic field (blue arrow) interacting
with surrounding 13C nuclear spins (green) via the hyperfine field. The nuclear spins
are also coupled to each other (to a weaker extent) via the dipole-dipole interaction
and single-shot read-out of the electronic spin can be performed with high fidelity
(> 95%). We also assume that the concentration of electronic impurities (substitu-
tional nitrogen) is sufficiently low that the main cause of decoherence is due to the
hyperfine interaction with the surrounding 13C nuclear spins. The natural abun-
dance of this isotope in diamond is ∼ 1.1%, but can be as low as ∼ 0.01% for
isotropically modified diamond samples.
Following Refs. [212, 213], the Hamiltonian of our system can be written as:
H = Hcs +Hb +H
int
cs−b , (8.1)
where Hcs, Hb and H
int
cs−b are the central spin (in our case the NV
− electron spin)
and spin bath Hamiltonians, and the interaction Hamiltonian of the defect and
bath, respectively. In the presence of an external magnetic field B = (Bx, By, Bz),
125
Chapter 8: Adaptive Bayesian spin bath narrowing
the individual Hamiltonian components can be written as
Hcs = DS
2




B · In +
∑
n<m




S · An · In ,
(8.2)
where D is the electron spin zero-field splitting, γe and γN are the electron and
nuclear gyromagnetic ratios, respectively, S and In are the spin vectors for the
electron and nth nuclear spin, respectively, An is the hyperfine tensor of the nth spin,
while Cnm is the coupling tensor between nuclei n and m. Assuming the external
field and NV− centre axis are aligned along the z-axis, we denote the Zeeman split
states by {|µ〉 ; µ = −1, 0, 1}. Moving to a rotating frame with respect to the








Ω(µ)n · In +
∑
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n ) now denoting the hyperfine vector]
is the effective Larmor vector for the nth nuclear spin, and the form of C(µ)nm can be
found in Appendix D. We have also made the secular approximation, allowing the
discarding of the zero-field splitting term.
8.3 Ramsey measurements
In this section we will discuss how the Bayesian scheme is applied to the Ramsey
measurements. The standard Ramsey pulse sequence is given by π
2
− τ − π
2
, where
the first pulse rotates the electron spin from the initial |0〉 state to the superposition
1√
2
(|0〉+ |1〉). No longer in an eigenstate of the external field, the spin precesses for
a given time τ , after which the second pulse rotates the spin by a further π/2 on the
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where Uf (τ) denotes the (unitary) free evolution, and Rj (φ) represents rotation by
an angle φ about the j-axis, j ∈ {x, y, z}. Tracing out the nuclear bath component
of the density matrix would give a free induction decay (FID) signal, which can be
used to infer the probability of finding the central spin in the |0〉 state.
Due to the interaction with several nuclear spins, the central spin loses coherence,
as this interaction effectively causes the net magnetic field felt by the central spin
to fluctuate. However, due to the back-action of the central spin measurement on
the surrounding nuclear environment, the result from each Ramsey measurement
gives partial information on projection of the hyperfine field along the magnetic
field axis (in our case, the z-axis), thus narrowing the uncertainty in the bath state
with each measurement. In turn, as knowledge of the spin bath state increases, the
fluctuations in the magnetic field felt by the central spin diminish, thus increasing
the T ∗2 time of the latter.
However, an underlying problem of the standard Ramsey sequence with fixed
measurement times is the trade-off between sensitivity to changes in the signal, which
for our setup consists of the z component of the hyperfine field, and measurement
range. If we repeat the sequence for a total time T , with each measurement time
being τ , our uncertainty of the signal decreases as 1/(2π
√
τT ) [183]. Increasing
the measurement time then clearly increases the maximum sensitivity with which
we can detect the signal. However, due to the surrounding nuclear spin bath, the
longest measurement time τmax is capped off by the natural timescale over which
decoherence plays a significant role, that is, τmax ∼ T ∗2 .
Naively performing Ramsey experiments sequentially with fixed measurement
parameters is thus not optimal for a number of reasons, as we shall further discuss
in the next section. The Bayesian optimisation scheme aims to use the data obtained
after each measurement in order to infer what the free precession time τ . T ∗2 and
measurement angle φ of the next sequence should be in order to narrow down the
spin bath distribution. In the next two sections, we shall discuss two variants of the
Bayesian scheme, differing in the parameters that are adaptively changed.
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P(AZ) P(AZ)
Figure 8.2: One of the caveats of naively applying Ramsey measurements with fixed
parameters is that, despite significant narrowing of the initial probability distribu-
tion P (Az), the final distribution might be multimodal, leading to result ambiguity.
The red curves shown above are graphical depictions of the initial and final proba-
bility distributions at steps 0 and 10, respectively, of the middle figure showing the
probability distribution over 10 Ramsey sequences. The simulation above was done
for a 7 nuclear spin bath and a magnetic field Bz = 1T.
8.4 Partially adaptive Bayesian scheme
As mentioned in the previous section, the electron spin measurement back-action
infers additional knowledge with each measurement sequence. The main advantage
of using a Bayesian scheme is that, with each measurement, we can extract the
optimal measurement parameters for the next sequence, allowing us to decrease the
total estimation time required to reach the T2 limit (after which the nuclear spin
flip-flops become the main cause of electron spin decoherence).
The protocol consists of adaptively changing the measurement angle φ, whilst the
measurement time for the kth step is set to be τk = 2
kτ0, where τ0 is the smallest mea-
surement time. Initially, the spin bath distribution P (Az) = {Tr(|Aiz〉 〈Aiz| ρ0) : 1 ≤
i ≤ 2N} (where ρ0 is the initial spin bath density matrix, |Ajz〉 is the jth joint spin
bath eigenstate, with eigenvalue Ajz and N is the number of nuclear spins in the
environment) is assumed to be uniform, that is to say, the nuclear spin bath is in
the thermal state ρ0 = 2
−NIN . The goal is to then partially project the spin bath
state, narrowing the state probability distribution of the bath. Given the estimated
probability distribution at the mth step P (Az|µ1, ..., µm), the distribution for the
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Figure 8.3: Schematic for the Bayesian adaptive scheme a) The scheme consists
of K sequences (blue boxes), with the kth sequence repeated Mk times. For each
measurement (red dashed box) in the sequence, we fix the measurement time τk, with
k either increasing monotonically for the phase adaptive scheme, or optimised for
each sequence in the fully adaptive scheme. The measurement angle is optimised for
each individual measurement. b) Details of the kth sequence, showing the Ramsey
measurement with the optimised parameters.
m+ 1th step can be found using Bayes’ theorem
P (Az|µ1, ..., µm+1) = P (Az|µ1, ..., µm)P (µm+1|Az) , (8.4)
where µl is the Ramsey result of the l
th estimation step (i.e. µl ∈ {0, 1}), and,
from Refs. [181, 183], the conditional probability P (µm+1|Az) in the presence of
environmental decoherence is given by
P (µm+1 = 0|Az) =
1 + f0 − f1
2
+







P (µm+1 = 1|Az) = 1− P (µm+1 = 0|Az) ,
(8.5)
where f0 and f1 are the readout fidelities for the two possible outcomes µm+1 = 0,
and µm+1 = 1, respectively [183]. Having defined the update rule for our distribu-
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tion, we can now identify another problem with the naive Ramsey approach: As can
be seen from Fig. 8.2, naively applying Ramsey measurement sequences with fixed
phase φ and measurement time may lead to ambiguities in the measured signal [183]
despite narrowing the distribution to some extent.
Previous work dealing with estimating periodic, classical signals fB [181, 182,
183] expressed the probability distribution P (fB) in Fourier space due to the period-
icity of the signal. In our case, measurements involving multiple values of τ0 result
in a periodic distribution with a Gaussian envelope, due to the limited range of
possible net magnetic field strengths sensed by the central spin due to the surround-







where the coefficients pj are determined by the previous measurement results [181].
The estimate Aestz of the actual signal Az can then be easily quantified by a single












where the last equality is a direct result of the Fourier representation of P (Az).
The use of the standard definition of variance may be problematic for estimating
a periodic signal, for example, when considering the initial distribution. If we start
from a completely uniform prior, we would expect infinite variance, which is clearly
not the case as we are limiting our search to a finite region in frequency space. A




cos[2π(Az − Aestz )τ0]
〉−2 − 1
= (2π|p1|)−2 − 1 .
(8.8)
Previous work using non-adaptive strategies involved optimising the measurement
angle φ in order to maximise |p1| (which can be shown to be equivalent to minimis-
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ing Eq. (8.8)) and performing measurements with decreasing measurement times
2kτ0, 2
k−1τ0, ..., τ0. Whilst we still use the modified Holevo variance to find the
optimal measurement angle, our non-adaptive scheme reverses the order of mea-
surements, as the T ∗2 time is extended with each measurement, thus allowing longer
measurement times before decoherence sets in. Using the Fourier representation,
it can be shown that the optimal phase φk for the k
th sequence can be found by
maximising the absolute value of the Fourier coefficient |p−tk |, where tkτ0 = 2kτ0 is
the (fixed) measurement time for this sequence. In Ref. [181] the authors showed
that, with monotonically decreasing measurement times, the kth optimal readout




The minimum uncertainty that is achievable with this partially adaptive ap-
proach would be obtained during the longest measurement time of 2Kτ0, giving an
uncertainty of σmin ∼ 2−Kτ−10 . This however, cannot be achieved by having a single
repetition for each sequence. Following Refs. [215, 182], we implement Mk = G+kF
repetitions for the kth Ramsey sequence, where F and G are integers, the latter be-
ing the number of repetitions of the shortest measurement sequence. Thus the total





Due to the reversed order of the measurements (that is, increasing instead of de-
creasing in length), we suggest updating the phase for the mth measurement of the







We additionally include a conditional phase of π/2 when the subsequent electron spin
measurement result differs, in order to differentiate more rapidly between additional
peaks that appear in the multimodal probability distribution (cf. Fig. 8.2).
8.5 Fully adaptive Bayesian strategy
The algorithm discussed in the previous section makes use of the adaptive phase
for each measurement. However, the measurement time increases exponentially with
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Hyperfine distribution for G=3 F=2












Figure 8.4: Probability distribution P (Az) for a 7 nuclear spins with an applied
magnetic field Bz = 1T before and after 20 Ramsey sequences with G = 3 and
F = 2. The green curve is the Bayesian distribution, whereas the discrete distribu-
tion in black is the distribution simulated directly from the Hamiltonian dynamics.
The initial estimate is taken to be a normal distribution of width ∼ τ−10 . The con-
ditional probabilities P (µ|Az) for µ = 0 and µ = 1 are shown in magenta and cyan,
respectively.
each set of Mk repetitions. Whilst this approach may seem intuitive as the sensitivity
increases relatively quickly, the T ∗2 of the central spin during the measurements
quickly puts a limit on the performance of this scheme. More precisely, as soon as
the inequality 2kτ0 > T
∗
2,k holds (that is, the measurement time surpasses T
∗
2 at the
kth sequence), the protocol has to be terminated as decoherence effects will play an
increasingly significant role in the electron–bath dynamics.
We thus suggest using an alternative, fully-adaptive scheme, whereby the param-
eter k, determining the measurement time for the kth sequence, is also optimised.
We implement this optimisation based on the current value of the coherence time,
T ∗2,k−1
1; more specifically, we choose k = kopt so as to saturate the current (improved)
1In an experiment without access to T ∗2,k−1, the width of the bath probability distribution may
be used instead as an alternative measure of the coherence time.
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b) c)
a)













Fully adaptive G=3 F=2




































Figure 8.5: a) Narrowing factor averaged over 100 trials for three different spin
baths using G = 3 and F = 2. The light shaded region is the standard deviation
at each step. b-c) Final averaged narrowing factor for the b) phase-adaptive and
c) fully adaptive scheme for various values of the two integer parameters G and F .
For all cases considered, a bath of 7 spins was simulated for measurement outcomes,
with an applied magnetic field Bz = 1T.









where b·c denotes the closest smallest integer, so that 2koptτ0 ≤ T ∗2,k. In Fig. 8.4, we
give an example of how our scheme narrows the initial spin bath distribution over
20 Ramsey sequences.
In Fig. 8.5, we compare this fully adaptive scheme to the phase adaptive scheme.
The phase-adaptive scheme performs worse for lower values of the parameter F
for every value of G, whereas the performance fully-adaptive scheme is relatively
constant over all values of the two integer parameters (within error bars), with
the narrowing factor T ∗2 /T
∗
2,0 being as high as the factor obtained using the phase-
adaptive scheme for the optimal value F = 3. It should be noted, however, that the
error bars for the phase-adaptive scheme are narrower, most likely due to the deter-
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ministic, monotonically increasing, measurement times, as opposed to the sequence
of optimised k values used for the fully-adaptive scheme, which is different for each
realisation of the experiment.
8.6 Conclusion
In this chapter, we have studied the Bayesian adaptive sensing algorithm which,
in recent work, has been shown to reach the quantum limit of parameter estimation
[181]. We apply this algorithm, with some minor modifications, to gain information
about the dilute nuclear environment of a solid state nanostructure (an example of
which would be an NV− centre), in the presence of a known, external magnetic field.
We have shown that, in turn, this information reduces the magnetic field fluctua-
tions felt by the central spin, as the state of the surrounding nuclear ensemble is
partially projected and steered toward a particular state, resulting in a considerably
extended coherence time T ∗2 . Whilst focussing on the specific environment of NV
−
centres, these results can be straightforwardly extended to other systems having
sparse nuclear spin environments.
Several interesting avenues can be pursued in the future, having established the
efficacy of the Bayesian scheme. Suppose, for example, that the experimenter has
performed an experiment using spin after the narrowing scheme has been applied,
what would the time window be before the spin bath diffuses back to a thermal
state, and would we then be able to narrow the state distribution back? After ∼ T2,
we would expect the spin bath to have undergone significant diffusion, but more
work needs to be done to investigate the second question. The Bayesian scheme
should also allow us to track the spin bath distribution during this diffusion, as long
as the T 2 is known (for example, by performing a spin echo experiment). Tracking
the distribution would then indicate to the experimenter when the next round of
the narrowing protocol should be applied in order to combat this diffusion. Yet
another interesting application of the narrowing scheme would be engineering inter-
esting spin bath states. The full control over the measurement times and readout
angle means that it is possible, in principle, to ‘guide’ the state into several pos-
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sible states by choosing, instead of optimising, the measurement time and phase,
thereby projecting the distribution onto the desired state which may show different
entanglement properties and other interesting features.
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Summary and future work
In this thesis, we investigated a few applications of solid state nanostructures in
fields such as quantum metrology, information and computation. Whilst we have
mainly focussed on self-assembled quantum dots, we also investigated a potential
application of the negatively charged NV centre in Chapter 8, the results of which can
be extended to other crystal defect structures sharing similar properties. Using the
polaron formalism, we accurately modelled the interaction between these structures
and their solid state environments, and showed that, despite the detrimental effects
such interactions may have, our proposed applications still shows promising results.
After having introduced the mathematical formalism, focussing mostly on the
master equation framework, we discussed how a quantum dot can be improved as a
single photon source in Chapter 5. By using the ‘image dipole’ method originally de-
veloped for atomic systems, we studied how the presence of the metal surface affects
the dynamics of a self-assembled quantum dot. We then showed how superradiant
behaviour of a sample of such emitters can be enhanced, or suppressed, depending
on the sample’s orientation and position from the surface. Further work can be done
to investigate optimal dipole orientations and separations in order to improve the
enhanced superradiant behaviour, or perhaps investigate other collective phenomena
such as superabsorption.
Having introduced quantum dots as single photon sources, we then discussed an
application of these solid state emitters in the field of quantum computation. More
specifically, we developed a new cluster state generation protocol using the hole-
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spin in a quantum dot as a Raman photon generator and entangler. We showed
that our scheme, making use of both the coherence properties of hole-spins and
weak continuous wave driving, overcomes some experimental challenges faced by
rival solid state-based schemes. Despite being an inherently probabilistic scheme,
we suggested an extension of our protocol in order to deterministically generate
linear cluster states. Furthermore, we proposed a simple modification that can be
applied to several state-of the-art quantum state tomography techniques, discussed
in Chapter 7, in order to reconstruct the linear cluster state without the random
measurement phases.
In Chapter 7, we studied this modification for state tomography which allows
for quantum state reconstruction in the presence of random, but known post-
measurement, errors. In order to reduce the additional computational cost in-
troduced by the retrodicted techniques, we proposed a coarse-grained approach,
resulting in a significant reduction of this computation overhead at a modest price
in fidelity. Finally, we linked this technique to several state-of-the-art quantum
information protocols using solid state emitters.
Having introduced the Bayesian formalism in the context of state tomography
in Chapter 7 as one of the techniques used, we applied the Bayesian framework
to the field of quantum metrology in Chapter 8. More precisely we extended the
Bayesian adaptive scheme, which typically entails using solid state spins for sensing
unknown magnetic fields, to estimate the interaction between an NV− centre electron
and its dilute environment of 13C nuclei. We showed how, by performing Ramsey
measurements adaptively on the central spin, information can be gained on the state
of the spin bath, reducing the uncertainty in our estimate, thus increasing the NV−
spin coherence time. In the near future, we shall be pursuing a number of avenues
building on this work, including using this modified adaptive strategy to steer the
spin bath into more exotic states, and to track the state of the bath in the presence
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(Ses + Ssg)ρSP (t)(Sse + Sgs)
− 1
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{(Sgg + Sss), ρSP (t)}
]
− 2γpncd (ω
′)(Sse + Sgs)ρSP (t)(Sse + Sgs)
− 2γpncd (−ω
′)(Ses + Ssg)ρSP (t)(Ses + Ssg) ,
(A.1)
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with Sij = |i〉 〈j| ; i, j ∈ {g, a, s, e}; |g〉, |a〉, |s〉 and |e〉 being the doubly ground,
antisymmetric, symmetric and doubly excited state of our joint system, respectively.
A.1 SE rate and cross Lamb shift terms for dipole
perpendicular to the surface
In the case of a dipole perpendicular to the surface, expressions for the cross
Lamb shift term and SE rate similar to the ones used in section 5.4 can be derived
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B.1 Second-order perturbation rate
It can be easily shown that, after moving to a rotating frame with respect to
the unperturbed transition frequency, the amplitude of the Raman-flip transition
|⇓〉 → |⇑〉 is given by
T⇓→⇑ =
〈⇑;ωR|HI |T↓; 0〉 〈T↓; 0|HI |⇓;ωRay〉
~∆(1)1
+






1 = δh + δe, ∆
(1)
2 = δh− δe, HI is the light-matter interaction Hamiltonian
(in this case between the spin and c.w. laser field), and ωR, ωB and ωRay are the
red-, blue-detuned and Rayleigh scattered photon frequencies, respectively. The first
term in Eqn. (B.1) gives the amplitude of a red Raman photon event: the system,
initially in the |⇓〉 state, scatters a σV photon, after which the final state is given
by |⇑;H〉 (that is, the system in the |⇑〉 state and a red-detuned Raman photon
(σH polarised) is scattered). Similarly, the |⇑〉 → |⇓〉 transition giving rise to the
blue-detuned photon scattering event occurs with amplitude
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T⇑→⇓ =
〈⇓;ωB|HI |T↑; 0〉 〈T↑; 0|HI |⇑;ωRay〉
~∆(2)1
+






1 = −δh − δe, ∆
(2)
2 = −δh + δe.
The second term in each of the transition amplitudes does not contribute to the
Raman processes, and vanish as the driving field can only drive vertically-polarised
transitions. After performing the necessary solid angle integrals, we arrive at the
scattering rate given by Eqn. (6.8) in the main text.
B.2 Matrix operations
Consider a single scattering process that can be described by the action of the
product of matrices:















1 ) |⇑〉 |Rayk〉
=Q(k) |⇑〉 |Rayk〉 ,















1 ) |⇓〉 |Rayk〉




1,2) is the free spin precession transformation before (φ
(k)
1 ) and after
(φ
(k)
2 ) the k
th scattering event (prior to the Yπ
2
rotation), with the resulting matrix
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T (k)s =









B written in the basis {|Bk〉 , |Rk〉 , |Rayk〉}, which simultaneously
flips the spin state |⇑〉 ↔ |⇓〉, and applies the local transformations
T
(k)
B : |Rayk〉 7→ |Bk〉
T
(k)
R : |Rayk〉 7→ |Rk〉 ,
(B.5)




















































⊗ I⊗n3 , (B.7)
where the first matrices act on the spin state and have been written in the {|⇑〉 , |⇓〉}
basis. Unfortunately, the matrix product describing n-photon scattering events be-
comes unwieldy with increasing n. In Appendix Sec. B.3, however, we show that
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this protocol does indeed generalise to a LCn state, up to free precession phases.
B.3 Generalisation to n-photons
B.3.1 Preliminary lemmas
In this section, we will show that the general form of the n-photon state S(n)
obtained using our protocol can be written recursively (where we have suppressed
the ket representation for these states for ease of notation). In fact,

















depending whether the spin is measured to be in the |⇑〉 or |⇓〉 state, respectively.
Proof. We will, w.l.o.g., ignore the spin precession, although the proof is the same
for the general case:
Basis case: For j = 1, S
(1)
+ = |11〉 + |01〉 and S
(1)
− = |11〉 − |01〉. After the next
scattering event, we get
S
(2)
+ = |1112〉+ |1102〉+ |0112〉 − |0102〉
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S
(2)
− = |1112〉 − |1102〉+ |0112〉+ |0102〉
= (|11〉+ |01〉) |12〉 − (|11〉 − |01〉) |02〉
= S
(1)















= (|⇑〉+ |⇓〉)S(n)+ |1n+1〉+ (|⇑〉 − |⇓〉)S
(n)
− |0n+1〉
= |⇑〉 (S(n)+ |1n+1〉+ S
(n)
− |0n+1〉)

















the statement holds ∀n ∈ N.






∓ ∀n ∈ N , (B.12)
which we shall use to prove that the n-photon state we generate is indeed a linear
cluster state.
B.3.2 Equivalence to LCn states
In order to show that the S
(n)
± states are indeed LCns, we have to show that they

















where 1 ≤ a ≤ n, N(a) is the set of direct neighbours of photon a along the state,
and k
(a)
± ∈ {0, 1}, depending on the particular realisation of LCn. The subscript on
the operator K denotes the state tensor-length of K, and hence the length of the
state it acts upon. In fact we shall show the following statement






1, if a ∈ {1, n}





1, if a = 1
0, if 1 < a ≤ n
(B.15)
Proof. The proof follows, once again, by induction, as well as the use of Lemma B.3.1
Basis case: For j = 2, .
S
(2)
+ = (|11〉+ |02〉) |1n〉+ (|11〉 − |01〉) |02〉 ,
S
(2)
+ = (|11〉+ |02〉) |1n〉 − (|11〉 − |01〉) |02〉 ,
(B.16)
and the statement holds when applying σ
(1)
x ⊗ σ(2)z and σ(1)z ⊗ σ(2)x .








If a = 1:
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with I2 being the 2×2 identity matrix. The penultimate step holds due the induction























































































If a = n:
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n ⊗ σ(n+1)z )(S
(n)





















For the a = n+ 1 case, we shall make use of Lemma B.3.2. The operator K
(n+1)
n+1





z ⊗ σ(n+1)x , and hence we get that

























Therefore, the states S
(n)
± satisfy the eigenvalue conditions (B.13) for the set of
parameters (B.15), meaning that the the state obtained by our protocol is an LCn
state.
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Figure B.1: Success probability of scattering a single Raman photon using a c.w.
source against time-bin length TB. At an optimised time-bin length TB ≈ 0.5µs, the
probability can be as high as 20%, before it drops once more due to the probabilities
of getting multiple photons in a single time-bin.
B.4 Pulsed scheme limitations
As mentioned earlier, the main limitation of our scheme is the unknown time-
of-arrival of the photons due to the c.w. source. An obvious solution might be
using a pulsed source for the photons. Despite addressing the issue of the photons’
unknown phases, such a protocol would still not be deterministic, as there is still a
50% probability that a Rayleigh scattering event, instead of a spin-flipping Raman
one, occurs. Whilst this is still a considerable improvement over the ∼ 20% we get
for an optimised time-bin length (Fig. B.1), this pulsed-excitation scheme would not
benefit from the advantages of sub-saturation driving; mainly the photon linewidth
limited only by the hole spin coherence and laser linewidth, and be susceptible to
phonon dephasing. Hence, the opportunity to create longer LCs with less proba-
bilistic phase uncertainty comes at the price of lower quality LC states, which we
argue is paramount for reliably constructing 2D cluster states required for quantum




tomography: Extension to two
qubits and algorithm pseudocodes
C.1 Two-qubit results
Fig C.1 and Fig C.2 show the effect of particle filter sample sizes on a Bayesian
two-qubit reconstruction, and the performance of the Cholesky method for a two-
qubit reconstruction, respectively.















Figure C.1: Bayesian reconstruction of random two-qubit state against particle filter
sample sizes, averaged over 50 trials. In each case the number of measurements was
taken to be N = 100 due to the computation time taken for higher sample sizes.
150
Appendix C. Appendix: Retrodictive tomography: Extension to two qubits and
algorithm pseudocodes












Figure C.2: Full rank two-qubit reconstruction infidelity using the Cholesky method
results for 4,8 and 16 segments, with increasing number of measurements and aver-
aged over 50 trials.
C.2 Pseudocodes
In this section we present the pseudocodes for the PGDB algorithm, and some
subroutines used for the Bayesian approach taken from [188].
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Algorithm 1 PGDB
1: k = 0, µk=0 = 1
2: Initial estimate ρk=0 ∈ S.
3: Given δ = 10−4, γ = 10−3, µmin = 10




i=1 |C(ρi)− C(ρi−1)| > δ do
5: Calculate probability estimates
6: Calculate log likelihood C(ρk) = −
∑
i nilog(pi)
7: Calculate gradient ∇C(ρk) = −
∑
i(ni/pi) |φi〉 〈φi|
8: Dk = PS(ρk − µ−1k ∇C)− ρk
9: C̃(ρk) = C(ρk) + γTr[DkC(ρk)]
10: Initialise line search parameter α = 1
11: while C(ρk + αDk) > C̃(ρk) do
12: α = α/2
13: C̃(ρk) = C(ρk) + γαTr[DkC(ρk)]
14: end while
15: ρk+1 = ρk + αDk
16: µk+1 = min{max{ 〈ρk−ρk−1,∇C(ρk)−∇C(ρk−1)〉‖ρk−ρk−1‖2 , µmin}, µmax} . Update scale
factor for step in gradient direction [197]
17: k = k + 1
18: end while
19: return ρend = PS(ρk+1)
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Algorithm 2 SMC update algorithm
1: Initial distribution for particle positions {xj} and weights {wj} . Chosen to be
both uniform
2: for i ∈ range(N) do
3: New datum Di = {αi, µi} is measured
4: for j ∈ range(npart) do




Algorithm 3 SMC resampling algorithm
1: function resample({xj}, {wj}, a)




4: Σ = COV({xj}, {wj}) . Find covariance
5: for i ∈ range(npart) do
6: Select particle xj with probability wj
7: µi = axj + (1− a)µ . Mean for new particle location
8: Pick x′i randomly from N (µi,Σ) . Draw new, shifted, particle
9: w′i = n
−1
part . Reset weights to uniform
10: end for
11: return {x′j}, {w′j}
12: end function
Algorithm 3 can then be added to Algorithm 2, conditioned on the value of the
effective sample size neff = 1/
∑
iwi. If neff is less than some threshold value (taken
to be 0.5 [188]), then the distribution is resampled. Details on the MEAN and COV
functions can be found in Ref. [188]
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Appendix: Bayesian spin bath
narrowing: Rotating frame
Hamiltonian
D.1 Secular approximation correction
In making the secular approximation for high fields, the components of the hy-
perfine fields from 13C orthogonal to the NV axis can be treated perturbatively in
order to account for them. Following Refs. [216, 212], with the magnetic field parallel
to the z-axis, we get an effective nuclear-nuclear spin coupling given by
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