This contribution summarizes recent work in the field of lot sizing and scheduling. The objective is not to give a comprehensive literature survey, but to explain differences of formal models and to provide some first readings recommendations. Our focus is on capacitated, dynamic, and deterministic cases. To underscore the importance of the research efforts, current practice is described and its shortcomings are exposed. Mathematical programming models where the planning horizon is subdivided into several discrete periods are given for both approaches that are well-established and approaches which may represent tomorrow's state of the art. Two research directions are discussed in more detail: continuous time models and multi-level lot sizing and scheduling. The paper concludes with some advice for future research activities. (~) 1997 Elsevier Science B.V.
Background and motivation

Problem context
Consider the organization of an in-house production system. Typically, the architecture of such a system is built up from several production cells, so-called segments, which may be implemented in different fashions (flow lines or work centers for instance). This macro-structure further refines into a micro-structure as each segment provides the capability to perform a bunch of operations.
Raw materials and component parts are floating concurrently through this complex system in order production plan with optimum (or close to optimum) objective function value.
Problem outline
Let the manufacturing process be triggered by orders which originate from customers or from other facilities. Suppose now that the output of the make-toorder system under concern is or at least includes a set of non-customized products. Certainly, this is a valid assumption for many firms no matter what industry they belong to and no matter what size they are.
To motivate a planning activity, we first need to identify a subject of concern that is worth (in terms of economical rationale) considering. A first clue are large inventories. Due to the opportunity costs of capital and the direct costs of storing goods, holding items in inventory and thus causing holding costs should be avoided. On the other hand, if different parts are making use of common resources, say machines, and a setup action must take place to prepare proper operation, then opportunity costs (i.e. setup costs) are incurred since production is delayed. Another aspect of sharing resources is that the production of such parts cannot coincide if different setup states are required. Hence, orders must be sequenced. In summary, we have a trade-off between low setup costs (favoring large production lots) and low holding costs (favoring a lot-for-lot-like production where sequence decisions have to be made due to sharing common resources). Essentially, the problem of short-term production planning turns out to be a lot sizing and scheduling problem, then.
If we ask about how to solve this production planning problem, we first need a deeper understanding of its basic attributes. The first key element we have to remember is the stream of component parts floating through a complex production system. Operations may be executed only if parts which are subject of these particular operations are indeed available. In other words, a production plan must respect the precedence relations of operations. Hence, multi-level structures must be taken into account. For the sake of convenience, we do not further distinguish between operations and items (also called products or parts). Each operation produces an item, and each item is the output of an operation. Apparently, we face a multi-item problem here.
The second key element of our problem is the presence of scarce capacity. As usual in in-house production systems, producing an item requires a certain amount of one or more resources (e.g. manpower, machine time, energy, etc.) with limited capacity per time unit. Thus, production planning must take scarce capacity into account.
The (known or estimated) external demand (given by the MPS) is to be met promptly at the end of each period. Backlogging and shortages are not allowed here, which enforces a high service level. The demand may vary over time. This is called dynamic demand. All relevant data for the planning process are assumed to be deterministic, which is justified by having a short-term planning problem on hand.
Case descriptions
To underscore the practical importance of (multilevel) lot sizing and scheduling, we enumerate some real-world reports demanding for methods to be applied. A case at Eastman Kodak Company and an elaborate analysis attached with results of a simulation of this case can be found in [67] . Another case at Owens-Corning Fiberglas Corporation is described in [ 89] . Mathematical models of cases can be found in [48] (tire production) and [ 111 ] (pharmaceutical industry).
Current practice
In most commercial production planning and control systems, the logic of manufacturing resource planning (MRP II) is implemented [ 117] . The working principle of this approach tries to construct feasible production plans in a stepwise manner. Basically, three phases can be discriminated, which are outlined below.
Phase I: Starting with end items, lot sizes are computed level by level for all items in the multi-level gozinto structure. By doing so, capacity constraints are ignored. Phase II: The result obtained by phase I usually exceeds the available capacity in some periods. Hence, some lots are shifted in order to find a plan which meets the capacity limits. By doing so, precedence relations among the items are ignored.
Phase III: Sequence decisions are made and orders are released to the shop floor.
Let us consider a small example to assess the MRP II concept. Assume the following data: two items are to be produced sharing a single machine. Among these items there is a precedence relation: For each unit of item j = 1 we must produce one unit of item j = 2 in advance. The minimum lead time is assumed to be zero. The inventory is empty. The planning horizon is T = 4 weeks long. We have two shifts per working day, and five working days per week. The working time per shift and week is 40 hours. Hence, the capacity Ct is 80 hours per week t = 1 ..... 4. The external demand d jr, the item-specific holding costs hj for having one unit in inventory at the end of a week, the item-specific setup costs sj, and the capacity pj that is needed to produce one unit of a specific item are given in Table 1 .
Running an MRP II module may give the following result (see Table 2 ): Phase 1: Starting with the end item 1, lot sizes are computed. For item 1 we have a lot of size 55 in period 1 and a lot of size 45 in period 3. This defines the demand for item 2 for which it seems to be best to produce just in time'. The resulting plan is not feasible due to capacity restrictions. Hence, Phase H takes over: In period 1 as well as in period 3 the available capacity is exceeded. Thus, we shift 30 units of item 1 from period 1 to period 2, and 10 units of item 1 from period 3 to period 2. The plan still is not feasible, because the demand for item 1 in period 1 (30 units) is not met promptly. Also, the lot of size 40 for item 1 in period 2 cannot be produced, because we are short on item 2. The subsequent Phase I11 provides no satisfying answer either: the lot of size 40 can be delayed, but this implies that the demand for item 1 in periods 1, 2, and 3 can only be fulfilled late. Note, phase III makes sequence decisions. The annotations given in brackets in Table 2 represent the outcome of these decisions. A feasible solution for the example is shown in Table 3 .
In summary, following the MRP II concept we have what practitioners complain about: long lead times, high work-in-process, and backlogging. The research community is thus eager to find more sophisticated approaches. Some of these will be reviewed in the remaining part of this paper.
Brief history review
Research on lot sizing started with the classical economic order quantity (EOQ) model [3, 37, 54] . The assumptions for the EOQ model are a single-level production process with no capacity constraints, which makes the problem become a single-item problem. The demand for that item is assumed to be stationary, i.e. demand occurs continuously with a constant rate. The EOQ model is a continuous time model with an infinite planning horizon. The optimal solution is easy to derive.
Since these assumptions appear to be very restrictive, other models have evolved. First to mention is the economic lot scheduling problem (ELSP) [35, 94] where capacity restrictions come in. Because scarce resources are usually shared in common by several items, the ELSP is a single-level, multi-item problem. [38] and [113] .
The next generation of models has combined capacitated and dynamic approaches and bothered the community since then. Surveys of lot sizing literature can be found in [6] , [26] and [79] .
Also, scheduling was integrated with lot size decisions. This is what our review is about. Section 2 thus presents established single-level models for lot sizing and scheduling as well as new trends. Section 3 discusses continuous time approaches. Multi-level extensions are dealt with in Section 4. Finally, Section 5 provides some suggestions for future research directions.
Single-level lot sizing and scheduling
The capacitated lot sizing problem
The capacitated lot sizing problem (CLSP) can be seen as the extension of the WW problem to capacity constraints. Similar to the ELSE the CLSP is a multi- Table 4 Decision variables for the CLSP
Symbol Definition ljt
Inventory for item j at the end of period t. q jr Production quantity for item j in period t.
x jr
Binary variable which indicates whether a setup for item j occurs in period t (xjt = 1 ) or not (xjt = 0). item problem. The decision variables for the CLSP are given in Table 4 . Table 5 provides the parameters.
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Using this notation, the CLSP can formally be couched as a mixed-integer programming model:
Pjqjt<~Ctxjt, The objective ( 1 ) is to minimize the sum of setup and holding costs. Eq. (2) represents the inventory balances. Due to the restrictions (3), production of an item can only take place if the machine is set up for that particular item. Constraints (4) are the capacity constraints. The setup variables are defined to be binary (5) and the inequalities (6) are the nonnegativity conditions.
The CLSP is called a large bucket problem [36] , because several items may be produced per period. Such a period typically represents a time slot of, say, one week in the real world. The planning horizon usually is less than six months.
Solving the CLSP optimally is known to be NPhard [9, 45] . If positive setup times are incorpo-rated into the model, the feasibility problem is NPcomplete [ 82] . Hence, there are only a few attempts to solve the CLSP optimally [7, 21, 36, 47] . Many authors have developed heuristics [ 16, 28, 29, 57, 76, 83] .
Scheduling decisions are, however, not integrated into the CLSP. The usual approach therefore is to solve the CLSP first, and to solve a scheduling problem for each period separately afterwards. A review of the scheduling literature can be found in [ 10] , [ 11 ] and [90] . A recent attempt to hierarchically integrate lot sizing and scheduling is described in [24] , [25] and [80] .
Let us return to the example given in Section 1. 4 . If we would use a solution procedure for the CLSP during phase I, the problem of capacity violations would vanish and phase II would no longer be necessary. However, due to the multi-level gozinto structure it is easy to figure out an example where the CLSP is used on a level by level basis and does not yield a feasible solution. Also, phase IH, which is the scheduling phase, is not integrated. Table 6 A new decision variable for the DLSP
The discrete lot sizing and scheduling problem
Subdividing the (macro-) periods of the CLSP into several (micro-)periods leads to the discrete lot sizing and scheduling problem (DLSP). In this subsection we will use the term period for short in order to refer to a micro-period. The fundamental assumption of the DLSP is the so-called 'all-or-nothing' production: Only one item may be produced per period, and, if so, production uses the full capacity.
The DLSP is called a small bucket problem [36] , because at most one item can be produced per period. Hence, periods in the DLSP model usually correspond to small time slots such as hours or shifts.
The decision variables and the parameters for the DLSP are the same as for the CLSP (see Tables 4  and 5 ). Since we consider short periods, it does not make much sense to raise setup costs in every period in which production takes place as it is done in the CLSP. Thus, setup costs should be incurred only if the production of a new lot begins. Note, the production of a lot may last several periods. To model this, we need a new decision variable (see Table 6 ) and a new parameter (see Table 7 ) both representing the setup state in a certain period. Mathematically, the DLSP can now be specified as a mixed-integer programming model: 
The objective function as well as most of the constraints equal those of the CLSP. The 'all-or-nothing' assumption comes in via Eq. (9) , where in contrast to the CLSP the left-and the right-hand side must be equal. Restrictions (10) make sure that at most one item can be produced per period. In combination with the constraints (9) capacity limits are taken into account. Most authors assume that the capacity does not vary over time, i.e. C1 .....
Cr. The beginning of a new lot is spotted by the inequalities ( 11 ) . The condi-tions (12) define the setup state variables to be binary. Note that in contrast to the CLSP, a non-negativity constraint for the xjt variables is sufficient (see the inequalities (13) ). This is due to the combination of restrictions ( 11 ) and (12) together with the objective (7).
Complexity considerations for the DLSP are published in [ 12] [58] , [81] , [85] and [100] .
Again, let us consider the example in Section 1.4. The DLSP combines phases I-III. However, in the presence of multi-level precedence constraints among the items, the DLSP, when applied level by level, still does not guarantee a feasible solution. The advantage over the CLSP is that minimum lead times, such as transportation time or time for cooling, can easily be taken into account, because of having short time periods in mind. If the CLSP is used as a basis with periods representing, say, weeks, (short) minimum lead times must either be ignored or be overestimated. The latter leads to high total lead times which is certainly not desired.
The continuous setup lot sizing problem
The 'all-or-nothing' assumption of the DLSP seems to be fairly strict and is primarily motivated by causing 'nice' properties which make efficient implementations of mathematical programming approaches possible. A step towards more realistic situations is the continuous setup lot sizing problem (CSLP). It is very similar to the DLSP. The difference is that the 'all-ornothing' assumption is given up. Still, only one item may be produced per period.
The decision variables and the parameters equal those of the DLSP. A mixed-integer programming model of the CSLP can be stated as follows:
j=l t--I subject to 
Comparing the DLSP and the CSLP models reveals that only restrictions (16) and (9) differ. Production quantities can now be of any continuous size. Of course, capacity restrictions must not be violated.
At first glance, the difference between the DLSP and the CSLP seems to be almost negligible. However, there is an important aspect which can easily be overseen: In the DLSP, setup costs are incurred whenever a new lot begins. Assume, for example, that a lot for item j is completed in period t. Furthermore, assume that another lot for the same item j is scheduled in period t ~ > t. Consider now the case where the machine is idle in the periods 7" = t + 1 ..... t ~ -1. In the DLSP, setup costs for item j are incurred twice. In the CSLP, however, setup costs would occur only once. This is because in the CSLP one can have
which does not contradict qj(t+l) .....
qj(t'-I) = O,
as it does in the DLSE Compared to the DLSP, the CSLP has attracted only little research interest. It is dealt with in [ 8 ] , [ 66] and [68] .
The proportional lot sizing and scheduling problem
A shortcoming of the CSLP model is that, if the capacity of a period is not used in full, the remaining capacity is left unused. An attempt to avoid this is the proportional lot sizing and scheduling problem (PLSP). Roughly speaking, the basic idea of the PLSP is to use remaining capacity for scheduling a second item in the particular period.
If two items are produced in a period, it must be clear in which order these items are to be produced. This is accomplished by interpreting the setup state decision variables Yjt in the following manner: Yjt is the setup state of the machine at the end of a period. The underlying assumption of the PLSP is that the setup state can be changed at most once per period. Production in a period may take place if the machine is properly set up either at the beginning or at the end of the period. Hence, at most two items may be produced per period.
To give a formal specification of the PLSP, we use the decision variables and the parameters of the DLSP. A mixed-integer programming model for the PLSP can be formulated as follows: 
While the objective function and most of the constraints equal the CSLP model, we should explain what is new. The inequalities (23) make sure that production of an item in a certain period can only take place if the machine is properly set up either at the beginning of Operational Research 99 (1997) 221-235 227 or at the end of that period. Since more than one item may be produced per period, (24) [69] , [70] and [75] .
The general lot sizing and scheduling problem
A critique against small bucket models is that for real world problem sizes the number of periods is prohibitively large. This argument may apply for mathematical programming approaches. For common sense heuristics it is definitely not true, because instances with hundreds of periods can nowadays be solved on personal computers with reasonable effort.
Nevertheless, it is a valid point that imposing a restriction on the number of items which may be produced per period is primarily motivated by modeling concerns. Comparing the small bucket lot sizing and scheduling models with the CLSP model reveals that only little needs to be added in order to model sequence decisions.
Recent research has thus returned to take large bucket models into account where in contrast to the CLSP lot sizing and scheduling is done simultaneously. A practical case of large bucket lot sizing and scheduling is described in [102] . In [50] and [ 103] , large bucket lot sizing models are presented, but only a partial rather than a total order among the production quantities is determined. Large bucket lot sizing and scheduling models and methods are given in [52] , [53] and [65] .
In more detail we discuss here the so-called general lot sizing and scheduling problem (GLSP) [44] . The parameters are the same as for the DLSP. The underlying idea for the GLSP comes from lot sizing with stationary demand, where each lot is uniquely assigned to a position number in order to define a sequence [ 118 ] . The fundamental assumption for the GLSP is that a user-defined parameter restricts the number of lots per period (see Table 8 ).
Straightforwardly, the position numbers are 1 ..... N1, Nl + 1 ..... Nr. As a short-hand notation, we will use 
Nt
Maximum number of lots in period t. to denote the first position in period t, and
to denote the last position in period t. N = y]tr__l Nt is the total number of positions and thus the maximum number of lots that can be built. As we will see, restricting the number of lots per period is purely motivated by modeling concerns, and research on large bucket models without such assumptions is worthwhile. If, however, the parameters Nt are chosen to be large numbers, the restriction is of theoretical interest only. For procedures to be developed it remains to prove that they show good performance not only for small values Nt.
The decision variables are basically the same as for the DLSP. To be formally correct, we give a precise definition in Table 9 .
A mixed-integer programming model for the GLSP can now be given as follows:
Min E E sjXjn "~-E E hjljt (29) j=l n=l j-I t=l subject to Again, the objective (29) is to minimize the total sum of setup and holding costs. Eq. (30) gives the inventory balances. Note, a particular item may be produced at several positions in a period. Inequalities (31) guarantee that, if a lot for item j is scheduled at position n, the machine is in the correct setup state. Capacity restrictions are incorporated via constraints (32). The restrictions (33) enforce a unique setup state. The position at which a setup must take place is determined with the inequalities (34). The conditions (35) are the binary conditions for the setup state variables and restrictions (36) and (37) are the nonnegativity constraints.
Other GLSP papers than [44] are not published yet. However, this reference discusses two model variants and three variants of a heuristic for the GLSP. Note, if we have Nt = 1 for all t = 1 ..... T, then the GLSP equals the CSLP.
In the context of the example discussed in Section 1.4, the GLSP can be seen to integrate phases I-III. Since the GLSP is formulated for a single-level gozinto structure only, solution procedures for this problem may be applied level by level in the case of multi-level gozinto structures. As for all other singlelevel approaches, this does not guarantee feasible solutions. Furthermore, the GLSP is a large bucket model and thus the problem associated with incorporating l.,'tinimum lead times is back again. Table 11 Parameters for the BSP Away from discrete time models, a continuous time axis (as it is used in the EOQ and ELSP models) may be used for dynamic demand conditions as well. Ref. [92] stresses the close relationship between scheduling (as described in [10] , [11] and [90] ) and lot sizing and scheduling.
Continuous time lot sizing and scheduling
In [62] and [63] this idea is picked up. Each demand is characterized by its deadline and its size. Demands are interpreted as jobs and the demand size determines the processing time of a job. An important assumption is that the capacity, e.g. the speed of the machine, is constant over time, and thus, the processing time of a job does not depend on the schedule. Another fundamental assumption is that jobs are not allowed to be split, which means that a certain demand must always be processed in one piece. Of course, several demands (= jobs) for the same item may be grouped together to form one lot and to save setup costs. Due to this assumption, the problem is referred to as a batching and scheduling problem (BSP) rather than a lot sizing and scheduling problem.
To give a formal presentation of the BSP, let us assume the following: a unique number is assigned to each job to identify it. Hence, if there are N demands to be fulfilled, we can assume without loss of generality that 1 ..... N are the job numbers. Furthermore, 0 and N + 1 are the numbers of dummy jobs which are to be scheduled as the first and the last job, respectively.
A solution of the BSP is uniquely characterized by the sequence in which jobs are to be scheduled and by the completion time for each job. These decision variables are specified in Table 10 . The parameters are given in Table 11 .
A mixed-integer program for the BSP can now be given as follows: 
The objective (38) is to minimize the total sum of setup and holding costs. Note, due to the definition of the Xnk variables it is quite easy to incorporate sequence dependencies into the model. The holding costs for a job are calculated by multiplying the holding costs for the corresponding item with the processing time of the job (and with the earliness of the job). This is because a demand is fulfilled if the whole job which represents that particular demand is processed. Eq. (39) makes sure that each job has exactly one successor; only job N+I has none. Analogously, Eq. (40) guarantee that each job has exactly one predecessor; only job 0 has none. Due to restrictions (41), jobs do not overlap. Constraints (41) in combination with constraints (39) and (40) define a total order among the jobs. Backlogging cannot occur because of the inequalities (42). Constraints (43) are the binary conditions, and restrictions (44) are the non-negativity conditions for the decision variables. The completion time of the dummy job 0 is zero as stated in Eq. (45).
In this BSP model formulation, idle periods among jobs for the same item do not cause additional setups, which is similar to the CSLP, the PLSP, and the GLSP as stated above.
A variety of BSP models as well as solution methods for it are discussed in [62] . Under restrictive assumptions such as equal holding costs for all items or unit processing times for all items, efficient procedures for computing the optimum sequence are derived. For a variant of the BSP it can be shown that it is equivalent to the DLSP, and thus, solution procedures for the BSP can be employed to solve DLSP instances [63] . By utilizing the idea of unique position numbers to which jobs are to be assigned (compare the GLSP model formulation), a model can be formulated which uses position numbers as decision variables and which is amenable to the constraint (logic) programming paradigm (see [64] for a similar idea where decision variables are used as indices; a related idea can be found in [ 116] ).
With respect to the example in Section 1.4 the BSP, too, can be seen as an approach to integrate phases I-III. And again, as long as multi-level gozinto structures are not taken into account, using the BSP level by level does not guarantee feasible solutions. Minimum lead times can easily be incorporated into the model.
Multi-level lot sizing and scheduling
All approaches reviewed so far are for the singlelevel case only. In most real-world situations, however, we face complex multi-level gozinto structures, and thus need solution procedures capable of dealing with these.
As a consequence, multi-level lot sizing has attracted research interest. An extensive review of the literature is given in [75] .
Many [88] , [91] , [96] , [97] and [101] .A sensitivity analysis is done in [93] and [ 112] , and complexity results for uncapacitated, multi-level lot sizing are provided in [4] . Most authors who consider capacitated, multi-level lot sizing make restrictive assumptions. Refs. [69] , [70] , [78] , [95] , [97] and [99] , for example, take only a single bottleneck machine into account. Refs. [82] , [84] , [86] and [110] The literature on multi-level lot sizing and scheduling is sparse. An hierarchical integration of some lot sizing and some scheduling procedures is discussed in [24] , [25] , [80] and [106] . The only work where multi-level lot sizing and scheduling is done simultaneously under quite general assumptions such as general gozinto structures and multiple machines is documented in [71] - [75] . In these references, the multilevel PLSP is tackled.
To give a formal specification of the multi-level PLSP, we use the same decision variables as for the single-level PLSP. Some of the single-level PLSP parameters are used again, some must be redefined, and some parameters are new. To avoid confusion, we list all multi-level PLSP parameters in Table 12 .
The following mixed-integer model gives a precise specification for the multi-level PLSP: Research on several variants of the multi-level PLSP is summarized in [75] . It can be proven that the (multi-level) DLSP and the (multi-level) CSLP are special cases of the (multi-level) PLSP. Compared to the DLSP, for instance, the PLSP is a much more thorny problem, because it lacks 'nice' properties. However, efficient heuristics for the multi-level PLSP do already exist and justify more research effort.
The multi-level PLSP integrates phases I-III from the example in Section 1. 4 . In contrast to the abovementioned models, it additionally pays attention to multi-level gozinto structures. Thus, the multi-level PLSP is a promising candidate for replacing traditional MRP II logic. 
The objective function and most of the constraints equal those in the single-level PLSP model. Hence, we
Further research opportunities
Ongoing research tries to incorporate additional real-world aspects into lot sizing and scheduling models and methods. Quite important are the consideration of positive setup times [ 17, 32, 53, 62, 100] and sequence dependencies [ 30, 32, 43, 44, 52, 53, 62, 65, 100] .
Another challenging subject is represented by lot sizing and scheduling with parallel machines [14, 15, 65, 75, 97, 98] .
Also, backlogging attracts increasing research interest, but most authors stick to the WW problem [22, 39, 49, 59, 115] .
Taking into account that planning in practice has to be done on a rolling horizon basis is yet another topic worth attacking. Again, the uncapacitated type of problem is the matter of concern in most cases [ 18, 20, 27, 40, 41, 87] , and an open gap remains for capacitated lot sizing and scheduling [75] .
Apparently, lot sizing and scheduling interacts with other planning activities in a firm, e.g. distribution planning, cutting and packing, and project scheduling [75] . The coordination of these planning tasks is thus a must in order to avoid high transaction costs. However, research has almost neglected the problem of coordination and provides no advice (as an exception, see [ 19] , where production and distribution planning is coordinated). Since making use of cost saving opportunities is a vital aspect in the presence of competition, solving coordination problems is probably the most crucial goal for future work.
