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Resumo
A classe de códigos mais estudada é a dos códigos lineares. Utilizando a métrica de Ham-
ming conseguimos relacionar o polinômio enumerador de peso de um códigoC com o do seu
código dual (C ⊥) através das identidade de MacWilliams. Busca-se então, derivar tais identi-
dades para códigos lineares utilizando uma métrica não Hamming. Assim, sendo P um poset
em [n ], apresentamos os resultados que mostram que P admite identidades de MacWilliams
se, e somente se, o poset é hierárquico. Além disso, se I (P ) é o conjunto de ideais de ordem de
P e E é uma relação de equivalência em I (P ), introduzimos os conceitos de relação dual (E ∗)
de uma relação de equivalência E , distribuição de E -peso (resp. E ∗-peso) de um P -código
linear (resp. seu P -código dual ou P ∗-código) e o conceito de relação de equivalência de tipo
MacWilliams. Três tipos de relações de equivalência em I (P ) são apresentadas, as quais são de-
finidas respectivamente pela cardinalidade dos ideais do poset, pela ação dos automorfismos
do poset no conjunto de seus ideais, e pela existência de um isomorfismo entre dois ideais
e mostramos sob que condições tais relações são de tipo MacWilliams. Além disso, mostra-
mos que quando a relação de equivalência referente aos isomorfismos é de tipo MacWilliams,
a mesma coincide com a relação referente aos automorfismos de P . Apresentamos ainda o
conceito deρ-métrica no espaço das matrizes n× s com entradas em Fq e os conceitos de T e
H -enumeradores de pesos para tal caso, relacionando aρ-métrica, com a P -métrica e os con-
ceitos de relações de equivalência para um poset P , o qual é uma união disjunta de n cadeias
de comprimento s cada uma. Conseguimos assim relacionar os T e H -enumeradores de có-
digos mutuamente duais utilizando os conceitos de relações de equivalência de tipo MacWil-
liams. Com isso, mostramos que as matrizes utilizadas para relacionar as distribuições de E -
peso e E ∗-peso são, neste caso, inteiramente determinadas pelos ideais referentes à primeira
cadeia do poset P .
Palavras-chave: Códigos Lineares; Identidades de MacWilliams; Poset; Distribuição de Pesos;
Relações de Equivalência de tipo MacWilliams.
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Abstract
The most studied class of codes is that of Linear Codes. Using the Hamming metric we are
able to relate the weight enumerator polynomial of a code C with its dual code (C ⊥) via the
MacWilliams identities. Then, we seek to derive such identities for linear codes using a non
Hamming metric. Thus, with P being a poset in [n ], we present results showing that P admits
MacWilliams identities if, and only if, it is a hierarchical poset. Furthermore, if I (P ) is the set
of ordered ideals of P and E is a equivalence relation on I (P ), we introduce the concepts of
the dual relation (E ∗) of a equivalence relation E , E -weigth distribution (resp. E ∗-weight) of
a linear P -code (resp. its dual P -code or P ∗-code) and the concept of MacWilliams type equi-
valence relation. Three types of equivalence relations in I (P ) are presented, which are respec-
tively defined by the cardinality of the ideals of the poset, by the action of automorphisms of
the poset on the set of ideals, and the existence of an isomorphism between two ideals and we
show the conditions under which such relations are of MacWilliams type. Furthermore, we
show that when the equivalence relation associated to the isomorphisms is of MacWilliams
type, it coincides with the one regarding the automorphisms of P . We also present the con-
cept of ρ-metric in the space of matrices n × s with entries in Fq and the concepts of T and
H -weight enumerators for this case, relating theρ-metric with the P -metric and the concepts
of equivalence relation for the poset P which is the disjoint union of n chains each of length s .
Thus we are able to relate the T and H -enumerators of mutually dual codes using the concepts
of MacWilliams type equivalence relations. Thus, we show that the matrices used to relate the
E -weight and E ∗-weight are, in this case, entirely determined by the ideals of the first chain of
the poset P .
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Introdução
A Teoria de Códigos Corretores de Erros se iniciou em 1948 com o trabalho de C. E. Shannon
intitulado A Mathematical Theory of Communication [14] e desde então tem sido estudada por
matemáticos e engenheiros. Os códigos corretores de erros estão presentes em nosso cotidi-
ano sempre que fazemos uso de informações digitalizadas.
Um código corretor de erros é, em essência, um modo organizado de se introduzir dados
a uma informação que se queira transmitir ou armazenar, de forma que ao se recuperar tal
informação se consiga detectar e corrigir possíveis erros.
Primeiramente tomamos um conjunto A chamado alfabeto, com q símbolos e em seguida
tomamos o conjunto Ak , onde k é um número natural, e identificamos cada mensagem com
um elemento de Ak . Tal conjunto é chamado código da fonte. O que se faz então é recodificar
os elementos do código da fonte, de modo a introduzir redundâncias que permitam detectar
e corrigir erros. O novo código introduzido na recodificação é então um subconjunto próprio
de An , com n natural e n > k , chamado código de canal. O canal é o meio físico pelo qual se
transmitirá a mensagem.
O estudo consiste em transformar o código da fonte em código de canal, em detectar e
corrigir erros na recepção e em decodificar o código de canal em código da fonte. Um esquema
deste processo pode ser visto na figura abaixo.
fonte - codificador  A
AA 
canal
- decodificador - usuário
Na prática, a classe de códigos mais utilizada é a dos códigos lineares. Tomamos o conjunto
A como sendo um corpo finito com q elementos, que denotaremos por Fq e o código de canal
como sendo um subespaço vetorial de Fnq .
Assim, ao recebermos uma palavra, tomamos esta como sendo a mais próxima das pala-
vras do código de canal. Para isto, necessitamos de uma forma de identificar a proximidade
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entre elementos de Fnq . Na teoria clássica de códigos corretores de erros, utiliza-se a métrica
de Hamming, apresentada em [4] por R. Hamming: tomamos a palavra recebida como sendo
a palavra do código de canal que difere em um número mínimo de coordenadas da palavra
recebida.
A partir de 1990, outras métricas tem sido utilizadas no estudo dos códigos corretores de
erros, entre elas a P -métrica, onde P é um conjunto parcialmente ordenado, abreviado, do in-
glês, poset [1], e a métrica Rosenbloom-Tsfasman ou ρ-métrica introduzida por Rosenbloom
e Tsfasman [12], as quais serão utilizadas no decorrer deste trabalho.
Quando tomamos um código linear com dimensão alta, seu código dual consequente-
mente possuirá uma dimensão baixa, assim se torna de suma importância obter informações
do código mediante seu dual.
Em [10] F. J. MacWilliams apresenta resultados que relacionam a distribuição de pesos do
código com seu dual em espaços com a métrica de Hamming. Tais relações recebem o nome
de identidades de MacWilliams. Assim, tentamos derivar tais identidades para espaços com
outras métricas.
Em [7] Kim e Oh classificam todas as estruturas de poset que admitem as identidades de
MacWilliams e derivam tais identidades para estes posets. Porém, em [2], Choi et al. intro-
duzem listas de pesos baseadas em classes de equivalência de ideais do poset; o coeficiente
associado a uma classe é o número de elementos do código cujo suporte gera um ideal que
está nesta classe. Cada relação de equivalência fornece uma lista; o polinômio enumerador
coincide com a relação onde dois ideais são equivalentes se, e somente se, tem o mesmo nú-
mero de elementos. Em [2] os autores caracterizam relações de equivalência em termos das
identidades de tipo MacWilliams para P -códigos lineares.
A ρ-métrica introduzida por Rosenbloom e Tsfasman é definida no espaço linear das ma-
trizes m ×n com entradas no corpo Fq . Assim, considerando órbitas de grupos lineares pre-
servando aρ-métrica, Dougherthy e Skriganov [3]mostram que o enumerador de pesos asso-
ciado a tais órbitas satisfaz identidades de tipo MacWilliams para códigos mutuamente duais.
Além disso, mostram que os correspondentes espectros de peso de tais códigos são relaciona-
dos por transformações as quais envolvem generalizações multi-dimensionais dos conheci-
dos polinômios de Krawtchouk, os quais foram uma das motivações para [2].
Neste trabalho mostraremos que os resultados obtidos em [3] por Dougherthy e Skriga-
nov podem ser provados utilizando-se os conceitos e resultados obtidos em [2] por Choi et al..
Além disso, conseguimos resultados interessantes sobre os conceitos apresentados nos res-
pectivos trabalhos, como o fato de que se uma relação de equivalência é de tipo MacWilliams,
então todo isomorfismo entre ideais do poset é, na verdade, uma extensão de um automor-
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fismo e que no caso do poset ser uma união disjunta de cadeias de mesmo comprimento, então
as matrizes apresentadas por Choi et al. podem ser obtidas analisando-se apenas a primeira
cadeia do poset.
A organização do trabalho é esquematizada da seguinte maneira: No Capítulo 1 apresenta-
mos os conceitos básicos para códigos lineares em espaços de Hamming e para códigos Poset
ou P -códigos lineares. Além disso, caracterizamos o enumerador de pesos para ambos os ca-
sos bem como apresentamos os conceitos de Caracteres, os quais serão utilizados no decorrer
do trabalho. No Capítulo 2 apresentamos as identidades de MacWilliams em espaços de Ham-
ming e mostramos que uma condição necessária e suficiente para um poset admitir identida-
des de MacWilliams é que este seja hierárquico. No Capítulo 3 apresentamos as definições de
relações de equivalência em posets e relações equivalentes para uma Relação de Equivalência
de tipo MacWilliams. Apresentamos então três relações de equivalência de tipo MacWilliams,
as quais são definidas respectivamente pela cardinalidade dos ideais do poset, pela ação dos
automorfismos do poset no conjunto de seus ideais, e pela existência de um isomorfismo en-
tre dois ideais; em seguida mostramos que quando a relação de equivalência determinada por
isomorfismos é uma relação de tipo MacWilliams então esta relação coincide com a relação
definida pela ação dos automorfismos de P . No Capítulo 4 apresentamos as definições e con-
ceitos envolvendo a métrica R-T ouρ-métrica e “traduzimos” tais conceitos para a P -métrica,
provando assim os resultados obtidos em [3] utilizando-se os conceitos e resultados obtidos
nos capítulos anteriores.
Afim de deixar o texto menos carregado, alguns conceitos sobre ações de grupos, como o
Teorema da Órbita e Estabilizador e também sobre a fórmula de inversão de Mobius utilizados
nos Capítulos 3 e 4, são apresentados no apêndice A.
Capítulo 1
Códigos Lineares com Métrica de Hamming
e Poset
Este capítulo, subdividido nas seções Códigos Lineares, Códigos Poset e caracterees, tem por
objetivo, apresentar os conceitos básicos sobre códigos corretores de erros e conjuntos parci-
almente ordenados, bem como os conceitos de polinômios enumeradores de peso e caracte-
rees, os quais serão necessários para a leitura do restante do trabalho . Uma abordagem mais
detalhada sobre os conceitos apresentados neste capítulo podem ser encontrados em [5], [6],
[10], [1] e [9].
1.1 Códigos com a Métrica de Hamming
Afim de construirmos um código corretor de erros, precisamos primeiramente de um con-
junto finito A com q elementos, chamado de alfabeto. Denotaremos o número de elementos
de A por |A|.
Um código corretor de erros é um subconjunto próprio de An = A× · · ·×A
︸ ︷︷ ︸
n
, para algum nú-
mero natural n.
1.1.1 Métrica de Hamming
Dada uma palavra de An , precisamos de uma forma de identificar a proximidade entre esta
e outras palavras de An . Para isso introduzimos o conceito de Métrica de Hamming.
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Definição 1.1. Uma métrica em um conjunto X é uma função
d : X ×X −→R
satisfazendo as seguintes propriedades:
(i) (Positividade) d (x , y )≥ 0 para todo x , y ∈ X ; a igualdade vale⇔ x = y .
(ii) (Simetria) d (x , y ) = d (y , x ) para todo x , y ∈ X .
(iii) (Desigualdade Triangular) d (x , y )≤ d (x , z ) +d (z , y ) para todo x , y , z ∈ X
Definição 1.2. Dados dois elementos u, v ∈ An , a distância de Hamming entre u e v é definida
como
dH (u, v) = |{i : ui 6= vi , 1≤ i ≤ n}|
Proposição 1.1. A distância de Hamming dH (·, ·) definida acima é uma métrica.
Demonstração: Precisamos mostrar que a distância de Hamming satisfaz as três propriedades
da definição 1.1. De fato:
(i) Temos por definição dH (u, v) = |{i : ui 6= vi , 1≤ i ≤ n}| ≥ 0. Caso dH (u, v) = 0 teremos ui = vi
para i = 1, ..., n logo u= v. Por outro lado, se u= v então u j = v j para j = 1, ..., n portanto
dH (u, v) = 0.
(ii) Pela definição temos dH (u, v) = |{i : ui 6= vi , 1≤ i ≤ n}|= |{i : vi 6= ui , 1≤ i ≤ n}|= dH (v, u)
(iii) Para demonstrar esta propriedade podemos analisar apenas a i-ésima coordenada de u,
v e w. Temos dois casos para analisar, se a contribuição de ui e vi para dH (u, v) é zero
ou um. Caso a contribuição seja zero, então a contribuição das i-ésimas coordenadas de
dH (u, w)+dH (w, v) certamente será maior ou igual à contribuição da i-ésima coordenada
de dH (u, v). Por outro lado, se a contribuição é igual a 1 então ui 6= vi , logo, se wi = ui ,
teremos wi 6= vi , da mesma forma, se wi = vi , teremos wi 6= ui , portanto a contribuição
da i-ésima coordenada de dH (u, w)+dH (w, v) certamente será maior ou igual a 1 e temos
o resultado.
Assim a distância de Hamming entre elementos de An é uma métrica, também chamada
de métrica de Hamming.
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Definição 1.3. Dados um elemento c ∈ An e um número real r > 0 definimos a bola e a esfera de
centro c e raio r como sendo, respectivamente, os conjuntos:
B (c, r ) = {u ∈ An : dH (u, c)≤ r }
S (c, r ) = {u ∈ An : dH (u, c) = r }
Definição 1.4. Dado um códigoC , definimos a distância mínima deC por
dH =min{dH (u, v) : u, v ∈C e u 6= v}
Um código C sobre um alfabeto A, possui três parâmetros fundamentais [n , M , dH ], os
quais se referem respectivamente, ao seu comprimento n , ou seja, o ambiente An onde está o
códigoC , o seu número de palavras M e a sua distância mínima dH .
1.1.2 Códigos Lineares
A classe de códigos mais utilizada na prática é a dos códigos lineares. Denotaremos por
Fq um corpo com q elementos, o qual será tomado como alfabeto. Temos assim que Fnq é um
Fq -espaço vetorial de dimensão n com as operações de soma módulo q entre as entradas dos
vetores e produto por escalar.
Definição 1.5. Um código C ⊂ Fnq será chamado código linear se for um subespaço vetorial de
Fnq .
Como C é um subespaço vetorial de Fnq de dimensão finita, podemos considerar a di-
mensão deste subespaço como sendo k , assim tomemos uma base para tal subespaço, for-
mada pelos vetores {v1, v2, . . . , vk}, logo para cada u ∈ C teremos u = λ1v1 +λ2v2 + · · ·+λk vk ,
λi ∈F, i = 1, . . . , k .
Assim, como para cada λi ∈ Fq temos q escolhas, teremos M = |C | = q k e consequente-
mente dimFqC = k = logq q
k = logq M .
Definição 1.6. Dado x ∈Fnq , definimos o peso de x como sendo o número inteiro
ωH (x) := |{i : xi 6= 0}|,
ou seja,ωH (x) = dH (x, 0), onde dH representa a métrica de Hamming.
Definição 1.7. O peso de um código linearC é o número inteiro
ωH (C ) :=min{ωH (x) : x ∈C\{0}}.
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Para um código linearC o número de palavras depende da dimensão do mesmo, visto que
M = q k , assim podemos tomar os parâmetros desse código como sendo [n , k , dH ] onde n é o
comprimento do código, k é a dimensão e dH é a distância mínima que, pela Definição 1.7 é
o mesmo que o peso do código.
De fato, note que para todo par de elementos x, y ∈C , com x 6= y, temos z= x−y ∈C\{0} e
d (x, y) =ωH (z). Logo, d =ω(C )
Uma das formas de se descrever um subespaço vetorial em álgebra linear, é tomando o
mesmo como imagem de uma transformação linear. Assim, consideremos uma base β =
{v1, v2, . . . , vk} de C e tomemos a matriz G cujas linhas são os vetores vi = vi 1, . . . , vi n para
























A matriz G é chamada matriz geradora do códigoC referente à base β .
Consideremos a transformação linear definida por




Assim se x= (x1, . . . , xk ), teremos que T (x) = x1v1+ · · ·+ xk vk , ou seja, T (Fkq ) =C .
Lembrando que dada uma base de um espaço vetorial, podemos conseguir outra base para
este espaço vetorial, efetuando operações elementares sobre os elementos da primeira base,
dada uma matriz geradora G e acrescentando também as operações de permutação de colu-
nas e multiplicação de uma coluna por um escalar não nulo, obtemos uma matriz G
′
geradora
de um códigoC ′ equivalente ao códigoC , ou seja, com os mesmos parâmetros e número de
palavras, sendo que o número de palavras de peso i emC se mantém emC ′ .
De fato, quando efetuamos as operações elementares juntamente com as duas operações
descritas acima em uma base deC , efetuamos em todas as palavras deC .
Definição 1.8. Dizemos que uma matriz geradora G de um código C está na forma padrão se
tivermos
G = (I dk |A),
onde I dk é a matriz identidade k ×k e A é uma matriz k × (n −k )
Nem sempre conseguimos uma matriz geradora para um código C na forma padrão, po-
rém, conseguimos um código equivalenteC ′ com matriz geradora na forma padrão. Este re-
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sultado é provado em [5], página 87.
1.1.3 Códigos Duais
Sejam u= (u1, . . . , un ) e v= (v1, . . . , vn ) elementos de Fnq , define-se o produto interno de u e
v por
u ·v= u1v1+ · · ·un vn .
Definição 1.9. SejaC ⊂Fnq um código linear, definimos o código dualC
⊥, como sendo
C ⊥ = {v ∈Fnq : v ·u= 0,∀u ∈C }.
Note queC ⊥ é um subespaço vetorial de Fnq , logo é também um código linear.
Proposição 1.2. Seja C ⊂ Fnq um código de dimensão k com matriz geradora G = (I dk |A), na
forma padrão. Então
(i) dimC ⊥ = n −k
(ii) H = (−At |I dn−k ) é a matriz geradora deC ⊥
Demonstração: Ver [5] pág 89.
Lema 1.3. Suponha queC seja um código linear de dimensão k em Fnq com matriz geradora G.
Uma matriz H de ordem (n −k )×n, com coeficiente em Fq e com linhas linearmente indepen-
dentes, é uma matriz geradora deC ⊥ se, e somente se, G ·H t = 0.
Demonstração: Ver [5] pág 91.
Note que para verificarmos se um determinado vetor v pertence aC , basta checarmos se
é nulo o vetor H vt . A matriz geradora H deC ⊥ é chamada de matriz teste de paridade deC .
Dados um códigoC com matriz teste de paridade H e um vetor v ∈Fnq , chamamos o vetor
H vT de síndrome de v.
A matriz teste de paridade de um códigoC contém informações importantes sobre o valor
do peso dH do código.
Teorema 1.4. Seja H a matriz teste de paridade de um códigoC . Temos que o peso deC é igual
a s se, e somente se, quaisquer s − 1 colunas de H são linearmente independentes e existem s
colunas de H linearmente dependentes.
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Demonstração: Ver [5] pág 93.
Corolário 1.5 (Limitante de Singleton). Os parâmetros [n , k , dH ]de um código linear satisfazem
à desigualdade
dH ≤ n −k +1
Demonstração: De fato, sendo H a matriz teste de paridade, esta tem posto n −k , como pelo
teorema anterior dH −1 é menor ou igual ao posto de H , temos a desigualdade.
Vejamos alguns exemplos clássicos de códigos.
Exemplo 1.1 (Códigos de Hamming). Um código de Hamming de ordem m sobre F2 é um
código com matriz teste de paridade Hm de ordem m ×n cujas colunas são os elementos de
Fm2 \{0} numa ordem qualquer.
Assim temos que o comprimento de um código de Hamming de ordem m é n = 2m − 1 e,
portanto, a sua dimensão é k = n −m = 2m −m −1, além disso temos que dH = 3, pois, em Hm
é fácil achar três colunas linearmente dependentes.





0 1 1 0 1 0 1
1 1 1 0 0 1 0





Exemplo 1.2 (Códigos de Reed-Solomon). SejaFq um corpo finito e considere oFq -espaço ve-
torialFq [X ]k−1 dos polinômios emFq [X ]de grau menor ou igual a k−1, incluindo o polinômio
nulo, isto é,
Fq [X ]k−1 = {P ∈Fq [X ] : g r (P )≤ k −1}∪ {0}.
Este é um espaço vetorial de dimensão k , com uma base dada por β = {1, X , X 2, . . . , X k−1}.
Sejam n um inteiro, tal que k < n ≤ q = |Fq | e α1, . . . ,αn elementos distintos de Fq e consi-
dere a função definida por
T : Fq [X ]k−1 −→ Fnq
P 7→ (P (α1), . . . , P (αn ))
.
É fácil verificar que T é uma transformação linear injetora.
De fato, kerT = {P ∈Fq [X ]k−1 : P (α1) = · · ·P (αn ) = 0}= {0}, pois um polinômio não nulo de
grau menor do que k não pode ter n raízes distintas.
Capítulo 1. Códigos Lineares com Métrica de Hamming e Poset 10
Portanto a imagem C de T é um código linear de comprimento n e dimensão k . Além
disso, note que se c é uma palavra não nula de C então, existe um P ∈ Fq [X ]k−1 tal que c =
(P (α1), . . . , P (αn )).
Logo teremos,
ωH (c) = |{i ∈ {1, . . . , n} : P (αi ) 6= 0}|= n − |{i ∈ {1, . . . , n} : P (αi ) = 0}| ≥ n − g r (P )≥ n −k +1
Segue daí que dH ≥ n−k+1, mas pela Cota de Singleton temos que dH ≤ n−k+1. Portanto
teremos dH = n −k +1.
Dizemos que um código que satisfaz dH = n−k +1 é um código MDS (Maximum Distance
Separable).
Este código será chamado de Código de Reed-Solomon de comprimento n e dimensão k
definido por α1, . . . ,αn .
1.1.4 Decodificação
Após codificarmos uma mensagem, precisaremos, ao recebermos a mensagem codificada,
decodificá-la. Assim, definimos o vetor erro e como sendo a diferença entre o vetor recebido r
e o vetor enviado c, ou seja, e= r - c. Note então que o peso do vetor erro será igual ao número
de erros cometidos durante a transmissão, ou seja,ωH (e) = d (r, c).
Seja H a matriz teste de paridade do códigoC . Como H cT = 0, temos que
H eT =H (rT − cT ) =H rT −H cT =H rT .
Logo, a palavra recebida e o vetor erro tem mesma síndrome.





, ou seja, a parte inteira de dH−12 , a ca-
pacidade de correção do código. SeωH (e) = d (r, c)< κ, então e é univocamente determinado
por r (ver [5] pág. 101) e tomamos c= r−e.
Seja v ∈ Fnq . Defina v +C = {v + c : c ∈ C }. Assim, temos que os vetores v, u ∈ Fq tem a
mesma síndrome se, e somente se, u ∈ v +C .
De fato, temos H u T =H v T ⇔H (u − v )T = 0⇔ u − v ∈C ⇔ u ∈ v +C .
Chamamos cada conjunto da forma v +C de classe lateral de v segundo C . Note que
v +C =C ⇔ v ∈C .
Definimos ainda o elemento líder de uma classe lateral como sendo o vetor com peso mí-
nimo na classe lateral. Temos assim a seguinte proposição:
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Proposição 1.6. SejaC um código linear em Fnq com distância mínima dH . Se u ∈F
n






= κ, então u é o único elemento líder de sua classe.










. Se u−v ∈C ,
então











logo, u − v = 0 e, portanto u = v .
Assim conseguimos um algoritmo de correção de mensagens que tenham sofrido um nú-






Primeiramente determine todos os elementos u ∈Fnq , tais queωH (u )≤ κ. Em seguida, cal-
cule as síndromes desses elementos e coloque esses dados em uma tabela. Seja r uma palavra
recebida.
(1) Calcule a síndrome s T =H r T .
(2) Se s está na tabela, seja l o elemento líder da classe determinada por s ; troque r por r − l .
(3) Se s não está na tabela, então na mensagem recebida foram cometidos mais do que κ
erros.






1 0 0 1 0 1
0 1 0 1 1 0





Nesse caso temos dH = 3, logo κ = 1. Assim, os vetores de peso ≤ 1 com suas respectivas
síndromes são
(0, 0, 0, 0, 0, 0) com síndrome (0, 0, 0)
(0, 0, 0, 0, 0, 1) com síndrome (1, 0, 1)
(0, 0, 0, 0, 1, 0) com síndrome (0, 1, 1)
(0, 0, 0, 1, 0, 0) com síndrome (1, 1, 0)
(0, 0, 1, 0, 0, 0) com síndrome (0, 0, 1)
(0, 1, 0, 0, 0, 0) com síndrome (0, 1, 0)
(1, 0, 0, 0, 0, 0) com síndrome (1, 0, 0)
Suponhamos agora que a palavra recebida seja r = (1, 0, 0, 0, 1, 1). Logo, H r T = (0, 1, 0)T e,
portanto, e = (0, 1, 0, 0, 0, 0). Consequentemente, c = r − e = (1, 0, 0, 0, 1, 1)
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1.2 Códigos Poset
Nesta seção veremos os conceitos fundamentais sobre conjuntos parcialmente ordenados,
abreviado poset (Partially Ordered set), bem como a definição de códigos poset os quais serão
de suma importância no decorrer do trabalho.
Um dos problemas fundamentais da teoria de códigos, sendo Fq um corpo finito e Fmq
o conjunto das m-uplas sobre Fq , é encontrar o maior inteiro d tal que existem n vetores
h1, . . . , hn ∈ Fmq tal que quaisquer d − 1 sejam linearmente independentes. Assim, tomando
a matriz H cujas colunas são os vetores h1, . . . , hn , teremos uma matriz teste de paridade para
algum códigoC de comprimento n , dimensão n −m e distância mínima d .
O problema de determinar d foi generalizado por Niederreiter.
Sejam n1, n2, . . . , ns inteiros positivos e H = {h(i , j ) : 1≤ i ≤ s , 1≤ j ≤ ni } o sistema de n1+n2+
· · ·+ns vetores em Fmq particionado em s conjuntos ordenados de cardinalidades n1, n2, . . . , ns
respectivamente, ou seja,
H = {h11, . . . , h1n1 , h21, . . . , h2n2 , . . . , hs 1, . . . , hs ns ∈F
m
q }. (1.1)




di , onde este mínimo é extendido sobre todos os inteiros d1, . . . , ds




di é positivo e para o qual o conjunto de vetores h(i , j ) : 1 ≤
i ≤ s , 1≤ j ≤ di é linearmente dependente.
Se não existem tais inteiros d1, . . . , ds , ou seja, os vetores h(i , j ) são linearmente independen-
tes e n1+n2+ · · ·+ns ≤m , então definimos d (H ) como sendo n1+n2+ · · ·+ns +1.
Exemplo 1.4. Consideremos o espaço vetorial F32 e tomemos n1 = 1, n2 = 3 e n3 = 3. Seja




1 0 1 1 1 0 0
1 1 0 1 0 1 0









di tal que o conjunto
de vetores {h(i , j ) : 1 ≤ i ≤ 3, 1 ≤ j ≤ di } é linearmente dependente, encontramos que d (H ) = 3
pois caso contrário, pelas opções dos valores de di teríamos um ou dois vetores que clara-
mente são linearmente independentes, e tomando d1 = 0, d2 = 3 e d3 = 0 teremos o conjunto
{h21, h22, h23} que é linearmente dependente, logo d (H ) = 3. Note ainda que esta matriz H é
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a matriz teste de paridade do código de Hamming de ordem 3, o qual tem distância mínima
d = 3.
O problema levantado por Niederreiter é estudar o número dq (n1, . . . , ns , m ) =maxd (H ) e
se possível encontrá-lo, onde o máximo é tomado sobre todos os sistemas da forma (1.1). Se
n1 = . . . , ns = 1, então teremos o problema fundamental da teoria de códigos.
O problema de Niederreiter também pode ser visto no cenário de conjuntos parcialmente
ordenados.
Definição 1.10. Uma relação de ordem parcial em um conjunto X é uma relação binária 
satisfazendo, para todo x , y , z ∈ X
(i) x  x (reflexiva)
(ii) x  y e y  x ⇒ x = y (anti-simétrica)
(iii) x  y e y  z ⇒ x  z (transitiva)
Diremos que a relação de ordem é total se quaisquer dois elementos do conjunto forem
comparáveis, isto é, x  y ou y  x∀x , y ∈ X .
Definição 1.11. Se  é uma relação de ordem parcial em X, chamaremos o par ordenado P =
(X ,) de poset.
No decorrer do trabalho iremos nos referir ao poset P com elementos {1, 2, . . . , n}, como
sendo o poset P em [n ] e a relação de ordem referente ao poset P por P . Também podemos
representar o poset geometricamente através do seu diagrama de Hasse.
Exemplo 1.5. Tomemos o poset P em [4] com relação de ordem 1P 3, 2P 3 e 2P 4. Assim










Alguns exemplos de poset utilizados no decorrer do trabalho são dados a seguir.
Exemplo 1.6 (Poset Cadeia). Um poset P é dito um poset cadeia se tivermos uma relação de
ordem total, ou seja, quaisquer dois elementos do poset são comparáveis. Assim, se tomarmos
o poset P em [n ] teremos que 1 P 2 P · · · P n − 1 P n , é uma cadeia para este poset. Tal
poset tem diagrama de Hasse dado por





Exemplo 1.7 (Poset Anti-cadeia). Um poset P é dito uma anticadeia se quaisquer dois ele-
mentos do poset forem não comparáveis. Assim, se tomarmos o poset P em [n ], teremos o









Exemplo 1.8 (Niederreiter-Rosembloom-Tsfasman NRT). O poset NRT é uma união disjunta
de cadeias de mesmo comprimento, ou seja, tomamos união de cadeias Ci de comprimento
m em {i , n + i , 2n + i , . . . , (m −1)n + i } para 1≤ i ≤ n , logo teremos um poset P em [nm ] com


















Exemplo 1.9 (Poset Hierárquico). Sejam n1, n2, . . . , nt inteiros positivos com n1+n2+ · · ·+nt =
n . Definimos o poset H(n ; n1, n2, . . . , nt ) no conjunto {(i , j )|1 ≤ i ≤ t , 1 ≤ j ≤ ni } cuja rela-
ção de ordem é dada por (i , j ) ≺ (l , m )⇔ i < l . O poset H(n ; n1, n2, . . . , nt ) é chamado poset
hierárquico com t -níveis e n-elementos, assim teremos que os níveis são anticadeias e cada
elemento de um nível se relaciona com todos os elementos do nível anterior.














Definição 1.12. Um subconjunto I de um poset P é dito um ideal se x ∈ I e y P x implica que
y ∈ I .
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Definição 1.13. Seja I um ideal de um poset P . Um elemento x ∈ I é dito elemento maximal no
ideal I se, para todo elemento y ∈ I tal que x P y tivermos x = y . Analogamente, um elemento
x ∈ I é dito elemento minimal no ideal I se, para todo elemento y ∈ I tal que y P x tivermos
y = x . Denotaremos o conjunto dos elementos maximais do ideal I por M (I ), o conjunto dos
elementos minimais do ideal I por Min(I ) e o conjunto dos elementos que não são maximais
por IM . Note que Min(I )⊂ IM .
Como mencionado no início da seção, o problema de Niederreiter pode ser visto no cenário
dos conjuntos parcialmente ordenados, da seguinte maneira.
Tomamos um poset P (n1, . . . , ns ) = {(i , j ) : 1 ≤ i ≤ s , 1 ≤ j ≤ ni }, consistindo de s cadeias
N1, . . . , Ns disjuntas, de tamanho n1, . . . , ns respectivamente. Assim podemos obter um ideal
de P (n1, . . . , ns ) tomando, para cada i = 1, . . . , s um elemento xi ∈ Ni e todos os elementos
abaixo deste em Ni . Logo, os ideais de tamanho t de P (n1, . . . , ns ) estão em correspondência
biunívoca com as partições t1, . . . , ts de t para os quais 0≤ ti ≤ ni para cada i = 1, 2, . . . , s .
Assim buscamos vetores em Fmq para os elementos do poset P (n1, . . . , ns ) tal que estes ve-
tores, para cada ideal de tamanho t , formem um conjunto linearmente independente e t seja
máximo (o número dq (n1, . . . , ns ; m ) é então um a mais que esse máximo).
Como mencionado anteriormente, se tomarmos ni = 1,∀i = 1, . . . , s , teremos o problema
fundamental da teoria de códigos. Assim podemos pensar em estender o problema de Nieder-
reiter para um poset (finito) abitrário. Para isso, introduzamos o conceito de métrica poset.
1.2.1 Métrica Poset
Seja P um poset arbitrário com cardinalidade n e relação de ordem P . Se X ⊂ P , então
denotamos por 〈X 〉P o menor ideal de P contendo X .
Considere o espaço vetorialFnq sobreFq . Podemos assumir sem perda de generalidade que
o poset está definido em [n ], assim teremos uma correspondência biunívoca entre as posições
coordenadas dos elementos de Fnq e os elementos do poset P .
Definição 1.14. Seja x = (x1, . . . , xn ) ∈Fnq . Definimos o P -peso de x como sendo
ωP (x ) = |〈supp(x )〉P |,
onde supp(x ) = {i : xi 6= 0}
Note que se mudarmos uma ou mais coordenadas não nulas de x para zero, é possível que
obtenhamos um elemento x
′
comωP (x ) =ωP (x
′).
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Definição 1.15. Sejam x , y ∈Fnq . Definimos a P -distância entre x e y por
dP (x , y ) =ωP (x − y ).
Note que se P é uma anticadeia, então o P -peso e a P -distância são respectivamente o
peso e a distância de Hamming.
Lema 1.7. Seja P um poset com n elementos. Então a P -distância dP (·, ·) é uma métrica em Fnq .
Demonstração: De fato, sejam x , y , z ∈ Fnq . É trivial verificar que dP (x , y ) ≥ 0 e dP (x , y ) =
dP (y , x ). Mostremos a desigualdade triangular, isto é, dP (x , y )≤ dP (x , z ) +dP (z , y ).
Note que supp(a + b )⊂ supp(a )∪ supp(b ), logo segue da definição que
dP (x , y ) =ωP (x − y ) = |〈supp(x − y )〉P |= |〈supp(x − z + z − y )〉P | ≤
≤ |〈supp(x − z )〉P ∪〈supp(z − y )〉P | ≤ |〈supp(x − z )〉P |+ |〈supp(z − y )〉P |=
=ωP (x − z ) +ωP (z − y ) = dP (x , z ) +dP (z , y )
Chamamos a métrica dP (·, ·) em Fnq de métrica poset.
Definição 1.16. Definimos a P -bola e a P -esfera, com centro x e raio r como sendo, respectiva-
mente, o conjunto
BP (x ; r ) = {y ∈Fnq : dP (x , y )≤ r }
SP (x ; r ) = {y ∈Fnq : dP (x , y ) = r }
Pela definição de P -bola, vemos que este é o conjunto de todos os vetores em Fnq cuja P -
distância para x é no máximo igual a r .









(q −1) j q i− jΩ j (i ) se i > 0
,
onde Ω j (i ) é o número de ideais de P com cardinalidade i tendo exatamente j elementos maxi-
mais.
Demonstração: De fato, se i = 0 então SP (0, 0) contém apenas o vetor nulo, logo |SP (0, 0)| = 1.
Suponha que i ≥ 1, se x ∈ SP (0, i ) então ωP (x ) = i , ou seja, o ideal gerado pelo suporte de x
possui i elementos. Portanto, sendo I um ideal de P tal que |I |= i , devemos encontrar quantos
vetores y ∈Fnq satisfazem 〈supp(y )〉P = I . Suponha que |M (I )|= j , temos que 1≤ j ≤ i . Como
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y = (y1, . . . , yn ), se ys é tal que s ∈M (I ), segue que ys 6= 0, logo existem q − 1 escolhas para ys
e portanto temos (q − 1) j escolhas para as posições coordenadas de y ∈ Fnq indexadas pelos
elementos maximais de I . Para as posições coordenadas de y ∈Fnq indexadas pelos elementos
do conjunto I \M (I ), temos q i− j escolhas. Como as demais coordenadas são nulas, temos
(q−1) j q i− j vetores em y ∈Fnq tal que 〈supp(y )〉P = I . Ainda, como temosΩ j (i ) ideais de P com




(q −1) j q i− jΩ j (i )
se i ≥ 1.
Note que, como dP (x , y ) = dP (0, x − y ), segue que o número de vetores em uma P -bola de











(q −1) j q i− jΩ j (i ).
1.2.2 Códigos Posets
SeFnq está munido de uma métrica poset dizemos queF
n
q é um P -espaço. Um subconjunto
C de Fnq será dito um P -código ou código poset.
Assim como na teoria clássica de códigos, se C é um subespaço vetorial de um P -espaço
Fnq com dimensão k , entãoC é um P -código linear. Além disso, se dP é a P -distância mínima
entre duas palavras quaisquer deC , entãoC é um [n , k , dP ] P -código linear.
Definição 1.17. Seja P um poset em [n]. Definimos o poset dual P ∗ em [n], como sendo o poset
com relação de ordem P ∗ dada por
x P ∗ y ⇔ y P x .
Definição 1.18. Seja C um [n , k , dP ] P -código linear. Definimos o P ∗-código dual C ⊥ como
sendo
C ⊥ = {v ∈Fnq : v ·u = 0,∀u ∈C }.
ClaramenteC ⊥ é um subespaço vetorial de Fnq de dimensão n −k , logo teremos queC
⊥ é
um P ∗-código linear com parâmetros [n , n −k , dP ∗].
Exemplo 1.10. Seja P um poset em [3] com relação de ordem dada por 1 P 2 P 3 e P ∗ o
poset dual, ou seja, o poset em [3] com relação de ordem 3 P ∗ 2 P ∗ 1. Considere o seguinte
P -código linear em F32:
C = {(0, 0, 0), (0, 0, 1)}.
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É fácil verificar que o código dual deC é o [3,2,2] P ∗-código linear dado por
C ⊥ = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0)}.
Agora podemos generalizar o problema de Niederreiter.
Seja P um poset em [n]. Considere o sistema de vetores emFmq dado por H = {hi : 1≤ i ≤ n},
indexado pelos elementos de P e defina dP (H ) como o menor inteiro d tal que existe um ideal
I de P de tamanho d com os vetores {hi : i ∈ I } linearmente dependentes. Se não há tal ideal,
ou seja, n ≤m , então dP (H ) é definido como sendo n+1. Como todo conjunto de m+1 vetores
em Fmq é linearmente dependente, temos que dP (H )≤m +1.
Olhando H como uma matriz teste de paridade de um P -código linearC , vemos que dP (H )
é o P -peso mínimo de uma palavra não nula deC . Além disso, temos que dP (H )≥ d (H ).
De fato, se o poset P é uma anticadeia temos a igualdade, pois neste caso a P -métrica se
torna a métrica de Hamming. Suponha que P não é uma anticadeia, logo existe ao menos
uma relação entre elementos de P . Suponha ainda que d (H ) = d , logo dada qualquer palavra
do código, temos que pelo menos d coordenadas são não nulas. Seja x ∈ C tal que x possui
exatamente d coordenadas não nulas, se nenhuma dessas d coordenadas está relacionada
com uma coordenada nula da palavra x então temos que dP (H ) = d (H ), porém se alguma das
d coordenadas está relacionada com pelo menos uma coordenada nula de x então teremos
dP (H )≥ d (H ) +1.
Seja dq (P ; m ) =maxdP (H ), onde o máximo é tomado sobre todos os sistemas H da forma
descrita acima. Assim dP (P ; m ) é a maior P -distância mínima atingível por um [n , n −m ] P -
código linear sobre Fq . Claramente, dq (P ; m ) ≤m + 1, além disso, escolhendo um sistema H
de vetores não nulos, temos que dq (P ; m )≥ dP (H )≥ 2. Logo 2≤ dq (P ; m )≤m +1.
1.3 Enumerador de Pesos e caracteres
Nesta seção daremos a definição de distribuição de pesos de um código bem como a de po-
linômio enumerador de pesos, os quais tem um papel de grande importância no estudo de
códigos corretores de erros pelas informações que os mesmos contêm sobre o código. Outro
tema abordado na seção são os caracteres, os quais utilizaremos nas demonstrações de vários
teoremas ao longo do trabalho.
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1.3.1 Enumerador de Pesos
Sejam Fnq um P -espaço e C um P -código em F
n
q . Denotaremos por Ai ,P (C ) o número de pa-
lavras do códigoC com P -peso i , ou seja
Ai ,P (C ) = |{u ∈C :ωP (u ) = i }|.
De forma análoga, se C ⊥ é o código dual de C , denotamos por A ′i ,P ∗(C
⊥) o número de
palavras deC ⊥ com P ∗-peso i .
Chamaremos os conjuntos {Ai ,P (C )} e {A
′
i ,P ∗(C
⊥)} de distribuição de P -peso do códigoC
e P ∗-peso do códigoC ⊥ respectivamente.
Quando não houver possibilidade de confusão, denotaremos de uma forma mais simplifi-
cada os elementos da distribuição de pesos: Ai ,P (C ) = Ai e A
′
i ,P ∗(C
⊥) = A ′i .
É fácil verificar que se P é um poset em [n ] eC é um [n , k , dP ] P -código linear então A0+
A1+ · · ·+An = q k e além disso A0 = 1 e A1 = · · ·= AdP−1 = 0.
Definição 1.19. Seja C um P -código (linear) em Fnq . Definimos o enumerador de P -pesos do
códigoC como sendo o polinômio
WC ,P (x ) =
∑
u∈C






Analogamente o enumerador de P ∗-pesos deC ⊥ será
WC ⊥,P ∗(x ) =
∑
v∈C ⊥








Exemplo 1.11. Considere os posets P , P ∗ e os códigosC eC ⊥ dados no Exemplo 1.10. Então
os enumeradores de peso serão
WC ,P (x ) = 1+ x
3 e WC ⊥,P ∗(x ) = 1+ x
2+2x 3.
Note que ao considerarmos o poset P como sendo uma anticadeia, temosωP (x ) =ωH (x ) e
dP (x , y ) = dH (x , y ), ondeωH (·) e dH (·) são respectivamente o peso e a distância de Hamming,
teremos também o enumerador de peso para códigos em espaços de Hamming.
Outro conceito que usaremos no decorrer do trabalho é o chamado Polinômio de Krawt-
chouk.
Definição 1.20. Sejam q uma potência de primo e n um inteiro positivo. O polinômio de Krawt-
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chouk é definido por












, k = 0, . . . , n .
Esses polinômios tem função geradora




Pk (y ; n )x
k . (1.4)
De fato, chamemos (q−1) = γ. Sendo a (x ) = a0+a1 x+· · ·+an x n e b (x ) = b0+b1 x+· · ·+bm x m
dois polinômios, temos que o produto de a (x ) por b (x ) é dado por






















(−1) j x j ,
teremos



















































































x k , e da igualdade entre polinô-














Nessa subseção consideraremos G um grupo abeliano finito de ordem |G | com elemento iden-
tidade 1G .
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Definição 1.21. Um caractere χ de G é um homomorfismo de G em C∗ =C\{0}.
Como χ(1G ) = χ(1G )χ(1G ) temos que χ(1G ) = 1. Além disso, (χ(g ))|G | = χ(g |G |) = χ(1G ) = 1
para todo g ∈G , logo os valores de χ são |G |-ésimas raízes da unidade.
Se χ(g ) = 1 para todo g ∈G chamamos este caractere de caractere trivial e denotamos por
χ0. Todos ou outros caracteres de G são chamados não triviais.
Definição 1.22. Um caractere aditivo é um caractere de um grupo aditivo G . Um caractere
aditivo de Fnq é um caractere do grupo aditivo de F
n
q .
Assim, um caractere aditivo χ satisfaz χ(h + g ) =χ(h )χ(g ) para todo g , h ∈G .
Lembremos ainda que um grupo multiplicativo G é dito cíclico se existe um elemento a ∈
G tal que para qualquer b ∈G , existe um inteiro j com b = a j . O elemento a é chamado de
gerador do grupo cíclico.
Para um corpo finito Fq , denotamos por F∗q o grupo multiplicativo de elementos não nulos
de Fq . Além disso, temos que F∗q é um grupo cíclico, resultado que pode ser visto no Teorema
2.8 em [9] página 50.
Definição 1.23. Um gerador do grupo cíclico F∗q é chamado elemento primitivo de Fq .
Teorema 1.9. Seja Fp um corpo finito com p primo e Fq uma extensão de Fp , ou seja, q = p m
para algum inteiro m. Então Fq =Fp [α], onde α é um elemento primitivo de Fp .
Demonstração: Ver [9] página 51.
Tomemos o corpo Fq com q elementos e q = p m com p primo. Em relação a adição Fq é
um grupo aditivo e pelo teorema acima temos que qualquer elemento β ∈Fq pode ser escrito
na formaβ =β0+β1α+β2α2+· · ·+βm−1αm−1, ou como uma m-uplaβ = (β0,β1, . . . ,βm−1), onde
α é um elemento primitivo de Fq e 0≤βi ≤ p −1.
Seja ζ o número complexo e
2πi
p . Este é uma p -ésima raiz primitiva da unidade.
Exemplo 1.12. Para cada β = (β0,β1, . . . ,βm−1) ∈ Fq defina χβ como sendo a função de valor
complexa definida em Fq por
χβ (γ) = ζ
β0γ0+···+βm−1γm−1 , para todo γ= (γ0, . . . ,γm−1) ∈Fq .
Então χβ é um caractere aditivo.











m−1 =χβ (γ)χβ (γ
′
)
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Se colocarmos β = 0 obtemos o caractere aditivo trivial χ0, ondeχ0(γ) = 1 para todo γ ∈Fq .
Teorema 1.10. Se χ é um caractere não trivial de um grupo abeliano finito G , então
∑
g∈G
χ(g ) = 0















χ(g ) = 0
e como χ(h ) 6= 1 teremos a igualdade desejada.
Um resultado que utilizaremos ao longo do trabalho será colocado como um lema e segue
abaixo.
Lema 1.11. Sejam X um conjunto finito não vazio, n um inteiro positivo e R um anel. Considere
a sequência (yj ,x ) j∈{1,...,n}
x∈X
















y( j ,x )

Demonstração: De fato, mostremos por indução em n . Se n = 1 é válido. Suponha que vale





















































y( j ,x ).
Lema 1.12. Seja χ um caractere aditivo não trivial, x ∈Fnq fixado e x · y o produto escalar de x
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e y . Então
∑
y ∈Fnq
χ(x · y ) =
¨
0 s e x 6= 0
q n s e x = 0
Demonstração: De fato, temos que, se x = 0 então xi = 0 para i = 1, . . . n logo para todo i =
1, . . . , n e teremos
∑
yi∈Fq
χ(xi yi ) = q , assim, pelo Lema 1.11 teremos
∑
y ∈Fnq










q = q n . Por outro lado, se x 6= 0 então xi 6= 0 para algum 1≤ i ≤ n , digamos i = r e teremos
pelo Teorema 1.10 que
∑
yr ∈Fq
χ(xr yr ) = 0, portanto
∑
y ∈Fnq






χ(xi yi ) = 0.




χ(v ·u ) =
¨
0 s e u /∈C ⊥
|C | s e u ∈C ⊥
Demonstração: De fato, se u ∈ C ⊥ então v · u = 0 logo teremos χ(v · u ) = χ(0) = 1 donde
∑
v∈C
χ(v · u ) =
∑
v∈C
1 = |C |. Suponha agora que u /∈ C ⊥, logo temos a igualdade
∑
v∈C






Note que para todo a ∈Fq existe v ∈C tal que v ·u = a , pois, como u /∈C ⊥ temos que v ·u =
k 6= 0 logo teremos (αv ) ·u = αk e fazendo α percorrer Fq conseguiremos todos os elementos
de Fq . Além disso, para cada a ∈ Fq o número de vetores v ∈ C tal que v · u = a é o mesmo.
Para mostrarmos esta afirmação, tomemos a = 0 e um 0 6= k ∈Fq arbitrário e consideremos os
conjuntos A = {v ∈ C : v · u = 0} e B = {v ∈ C : v · u = k}, mostremos que |A| = |B |. De fato,
seja w ∈C tal que w ·u = k , que existe pois u /∈C ⊥. Considere o quocienteC /A. Temos que
w +A ∈C /A e portanto |w +A|= |A|. Além disso temos que w +A = B . De fato, se w1 ∈w +A
então w1 = w + x logo, w1 · u = (w + x ) · u = w · u = k portanto w1 ∈ B . Reciprocamente,
se w1 ∈ B então podemos escrever w1 = w + (w1 −w ), pois w1 −w ∈ A. Portanto temos que


























Pelo Teorema 1.10 temos que
∑
a∈Fq
χ(a ) = 0, logo temos o resultado desejado.
Definição 1.24 (Transformada de Hadamard). Seja f uma função definida de Fnq em uma C-
Álgebra e χ um caractere aditivo não trivial em Fnq . A transformada de Hadamard f̂ de f é
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definida por
f̂ (u ) =
∑
v∈Fnq
χ(u · v ) f (v ).
Lema 1.14 (Fórmula da soma discreta de Poisson). SejaC um [n,k] código linear sobre Fq e f
uma função em Fnq . Então
∑
u∈C ⊥






Demonstração: De fato, pelo Lema 1.13 temos que
∑
u∈C
χ(u ·v ) = 0 se v /∈C ⊥ e
∑
u∈C
χ(u ·v ) = |C |
se v ∈C ⊥. Agora pela definição 1.24 temos que
∑
u∈C















e temos o resultado desejado.
Lema 1.15. Seja f :Fnq −→C[x ] dada por f (u ) = x
ωH (u ), então sua transformada de Hadamard
f̂ de f é dada por
f̂ (u ) =
∑
v∈Fnq
χ(u · v ) f (v ) = (1+ (q −1)x )n−ωH (u )(1− x )ωH (u ).
Demonstração: De fato, se α 6= 0 então
∑
β∈Fq












Denotemos os elementos de Fq por w0 = 0, w1, . . . , wq−1 e definamos a função
φ(vi ) =φ(ws ) =
¨
1 s e ws 6= 0
0 s e ws = 0
, então teremos
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f̂ (u ) =
∑
v∈Fnq
χ(u · v ) f (v ) =
∑
v∈Fnq
































































= (1+ (q −1)x )n−ωH (u )(1− x )ωH (u )
Capítulo 2
Identidades de MacWilliams em posets
Um tema muito estudado na teoria dos códigos são os polinômios enumeradores de peso,
vistos no final do capítulo anterior. Tais polinômios fornecem informações importantes sobre
os códigos, tais como número de palavras, distância mínima entre outras, [10]. Neste capítulo
veremos as identidades de MacWilliams, que nos mostram que o polinômio enumerador do
código dual pode ser obtido através do polinômio enumerador do código e vice-versa. O ca-
pítulo é divido em duas seções. Na primeira seção do capítulo veremos o resultado clássico
das identidades de MacWilliams para espaços de Hamming. Já na segunda seção determina-
remos condições sobre um poset para que o mesmo admita as identidades de MacWilliams.
Uma abordagem mais detalhada sobre esses assuntos podem ser obtidas em [10] e [7].
2.1 Identidades de MacWilliams em espaços de Hamming
Uma das mais importantes identidades na teoria de códigos é a identidade de MacWilliams
para códigos lineares em um espaço de HammingFnq , a qual expressa o polinômio enumerador
de um códigoC em termos do enumerador de peso do seu código dualC ⊥ e vice-versa, visto
queC = (C ⊥)⊥.
Teorema 2.1 (Identidade de MacWilliams em espaços de Hamming). Seja Fnq um espaço de
Hamming. SeC é um [n , k , dH ] código linear sobre Fq então
WC ⊥(x ) =
1
|C |





Demonstração: De fato, temos por (1.3) que WC ⊥(x ) =
∑
u∈C ⊥
xωH (u ) e tomando f (u ) = xωH (u ) e
26
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aplicando a fórmula da soma discreta de Poisson teremos WC ⊥(x ) =
∑
u∈C ⊥






Agora, aplicando o Lema 1.15 teremos





(1+ (q −1)x )n−ωH (u )(1− x )ωH (u ) =
1
|C |
















Exemplo 2.1. Considere o código linear C = {000, 011, 101, 110} de comprimento 3 sobre F2.
Assim temos queC ⊥ = {000, 111}, logo WC (x ) = 1+3x 2 e WC ⊥(x ) = 1+ x 3.
Aplicando o Teorema 2.1 temos
WC ⊥(x ) =
1
|C |





































(4+4x 3) = 1+ x 3,
como esperado.
Exemplo 2.2. Consideremos o código de Hamming [7,4,3]dado no Exemplo 1.1. Sabemos que
a distribuição de peso do código de Hamming é dada por A0(C ) = A7(C ) = 1 e A3(C ) = A4(C ) =
7. Logo temos que o polinômio enumerador de um código de Hamming [7,4,3] é dado por
WC (x ) = 1+ 7x 3 + 7x 4 + x 7. Sabemos também que o código dual de um código de Hamming
[7,4,3] tem uma palavra nula e as outras 7 com peso 4, logo temos que o polinômio enumerador


















A j Pi ( j ; n ).




Pi (ωH (u ); n )x
i . Logo teremos
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u∈C ,ωH (u )= j
1
|C |






Pi ( j ; n ). Logo






A j Pi ( j ; n )
Isto nos mostra que o polinômio enumerador de peso do código C e consequentemente
sua distribuição de peso é unicamente determinado pelo polinômio enumerador de peso do
código dual C ⊥ e consequentemente sua distribuição de peso. Um exemplo sobre isto pode
ser visto considerando-se os códigos de Hamming.
Exemplo 2.3. O código dual de um código de Hamming é chamado de código simplex. Seja
n = (q
r−1)
(q−1) , então todas as palavras do [n , r ]-código simplexC tem peso q r−1.
De fato, como G = Hr é a matriz geradora do código simplex r -dimensional C sobre Fq ,
temos queC = {x G |x ∈ Frq }, se x 6= 0, e assimωH (x G ) = n − s , onde s é o número de colunas
y de G tal que x · y T = 0. Note que o conjunto de vetores de Frq ortogonal a x é um subespaço
(r − 1)-dimensional de Frq e assim exatamente
(q r−1−1)
(q−1) colunas y de G satisfazem x · y T = 0.






Assim, a distribuição de peso de C é A0 = 1, Aq r−1 = q r − 1, e Ai = 0 para qualquer outro i .

























+ (q r −1)Pi (q r−1 : n )

.
Logo conseguimos facilmente a distribuição de pesos do código dualC ⊥ o qual é um
[n , n − r, 3]-código de Hamming.
Como podemos considerar um código em um espaço de Hamming como sendo um P -
código, onde o poset é uma anticadeia, nos vem a pergunta se conseguimos o mesmo resultado
para posets em geral. O próximo exemplo nos mostra que nem sempre é possível. Porém na
próxima seção estudaremos condições suficientes e necessárias para que um poset P admita
as identidades de MacWilliams.
Exemplo 2.4. Sejam P um poset em [3] com relação de ordem 1 3, sendo esta a única relação
entre elementos de P e o poset dual P ∗, ou seja, o poset em [3] com relação de ordem 3  1,
sendo esta a única relação de ordem entre elementos de P ∗. Considere os P -códigos lineares
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sobre F2 de comprimento 3, dados por
C1 = {(0, 0, 0), (0, 0, 1)} C2 = {(0, 0, 0), (1, 1, 0)}.
É fácil verificar que os enumeradores de P -peso deC1 eC2 são
WC1,P (x ) = 1+ x
2 =WC2,P (x ).
Os códigos duais deC1 eC2 são, respectivamente, dados por
C ⊥1 = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0)} e C
⊥
2 = {(0, 0, 0), (1, 1, 0), (0, 0, 1), (1, 1, 1)}.
Temos que os enumeradores de P ∗-peso deC ⊥1 eC
⊥
2 são, respectivamente
WC ⊥1 ,P ∗(x ) = 1+ x + x
2+ x 3 e WC ⊥2 ,P ∗(x ) = 1+ x +2x
3.
Vemos então que os polinômios enumeradores dos códigos duais não são unicamente
determinados pelos polinômios enumeradores dos códigos, pois se fossem deveríamos ter
WC ⊥1 ,P ∗(x ) =WC ⊥2 ,P ∗(x ).
2.2 Posets admitindo identidades de MacWilliams
Como vimos no Exemplo 2.4, nem todos os posets admitem as identidades de MacWilli-
ams. Nesta seção determinaremos condições para que um poset as admita. Primeiramente
definamos quando um poset admite tais identidades e depois vejamos que posets satisfazem
a definição.
Definição 2.1. Seja P um poset em [n]. Dizemos que P admite identidade de MacWilliams
se o enumerador de P ∗-peso do código dual C ⊥ de um P -código linear sobre Fq é unicamente
determinado pelo enumerador de P -peso deC independentemente do P -código linearC .
A definição acima nos diz que um poset P admite identidade de MacWilliams se, e somente
se,C1 eC2 são dois P -códigos lineares com WC1,P (x ) =WC2,P (x ) então WC ⊥1 ,P ∗(x ) =WC ⊥2 ,P ∗(x ).
2.2.1 Condição Necessária para admitir Identidade de MacWilliams
Vejamos uma condição necessária para um poset P admitir identidade de MacWilliams.
Lembremos primeiramente do Exemplo 1.9, que um poset hierárquico é uma soma ordinal de
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anticadeias, as quais formam os níveis do poset e onde cada elemento do j -ésimo nível está
relacionado com todos os elementos dos níveis anteriores.
SejaH(n ; n1, n2, . . . , nt ) o poset hierárquico com t -níveis e n elementos. Para cada 1≤ i ≤ t
tomamos o conjunto {(i , j )|1 ≤ j ≤ ni } de H(n ; n1, n2, . . . , nt ), o qual é chamado de conjunto
de i -ésimo nível deH(n ; n1, n2, . . . , nt ) e denotado por Γ i (H), ou seja, Γ i (H) é uma anticadeia de
cardinalidade ni .
Relacionaremos as posições coordenadas de vetores em Fnq com os elementos do poset
H(n ; n1, n2, . . . , nt ), identificando o subconjunto {n1+n2+· · ·+ni−1+1, . . . , n1+n2+· · ·+ni−1+ni }
de [n ] com o conjunto de i -ésimo nível Γ i (H), colocando n0 = 0.
Para um poset P , definimos min(P ) = {i ∈ P |i é um minimal em P } e também max(P ) =
{i ∈ P |i é um maximal em P }.
Vejamos agora 4 resultados, que nos auxiliarão a mostrar que uma condição necessária
para que um poset P admita identidade de MacWilliams é que este deve ser um poset hierár-
quico.
Lema 2.3. Seja P um poset em [n] e P ∗ o poset dual de P . Para x ∈Fnq , temos
ωP ∗(x ) = n⇔ supp(x )⊇min(P )
Demonstração: De fato, note primeiramente que min(P )=max(P ∗). Assim temos que min(P )⊆
supp(x )⇔max(P ∗)⊆ supp(x )⇔|〈supp(x )〉P ∗ |= n⇔ωP ∗(x ) = n .
Para um poset P dado, colocamos P
′ = P \min(P ), o qual é um poset com relação de ordem
induzida pela relação de ordem de P .
Lema 2.4. Seja P um poset de cardinalidade n. Suponha que |min(P )| = n1. Então, para cada
vetor x ∈ Fnq satisfazendo supp(x ) ⊆min(P ), temos q
n−n1 divide |{y ∈ Fnq : x · y = 0 e ωP ∗(y ) =
n}|.
Demonstração: Sem perda de generalidade, podemos assumir que min(P ) = {1, 2, . . . , n1}.
Como supp(x )⊆min(P ), podemos escrever x na forma x = (x1, . . . , xi , 0, . . . , 0), onde 0 6= x j ∈Fq
para todo 1≤ j ≤ i e i ≤ n1. Denotemos por A o conjunto dos vetores sobreFq de comprimento
i definido por A := {(y1, . . . , yi ) ∈ Fiq : x1 y1+ · · ·+ xi yi = 0 e yj 6= 0 para 1≤ j ≤ i }. Então temos
|{y ∈Fnq : x · y = 0, ωP ∗(y ) = n}|= |A|q
n−n1(q −1)n1−i .
Lema 2.5. Suponha que P admite indentidade de MacWilliams. Então, para cada elemento
minimal i ∈ P ′ = P \min(P ) e j ∈min(P ), temos i P j .
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Demonstração: Sejam |P | = n e |min(P )| = n1. Se n = n1, o lema é verdadeiro. Suponhamos
que n > n1.
Afirmamos que |〈i 〉P |= 1+ |min(P )| para cada i ∈min(P
′).
De fato, suponha o contrário. Então podemos escolher i ∈ minP ′ tal que |〈i 〉P | < 1 +
|min(P )|, logo podemos escolher dois vetores x1, x2 ∈ Fnq tais que supp(x1) = {i }, supp(x2) ⊆
min(P ) e |〈supp(x1)〉P |= |〈supp(x2)〉P |.
Consideremos agora dois P -códigos linearesC1 eC2 gerados por x1 e x2 respectivamente.
Como |〈supp(x1)〉P | = |〈supp(x2)〉P |, C1 e C2 tem o mesmo enumerador de P -peso. Como por
hipótese P admite MacWilliams, teremos que C ⊥1 e C
⊥
2 tem mesmo enumerador de P
∗-peso.
Portanto, devemos ter |{v ∈C ⊥1 :ωP ∗(v ) = n}|= |{v ∈C
⊥
2 :ωP ∗(v ) = n}|.
Temos que |{v ∈ C ⊥1 : ωP ∗(v ) = n}| = q
n−(n1+1)(q − 1)n1 pois, uma vez que supp(x1) = {i },
temos x1 = (0, . . . , 0, x 1i , 0, . . . , 0) e comoωP ∗(v ) = n devemos ter v j 6= 0 para 1 ≤ j ≤ n1, vi = 0 e
as outras coordenadas de v podem assumir qualquer valor em Fq .
Assim, segue do Lema 2.4 que q n−n1

|{v ∈ C ⊥2 : ωP ∗(v ) = n}| = |{v ∈ C
⊥
1 : ωP ∗(v ) = n}| =
q n−(n1+1)(q −1)n1 .
Entretanto, como q é uma potência de primo isto é impossível. Portanto temos que |〈i 〉P |=
1+ |min(P )| para cada i ∈minP ′ e assim i P j .
Observação 2.1. Se i ∈ P ′ , então i P k para algum k ∈min(P
′). Entretanto, nós obtivemos o
resultado que se P admite identidade de MacWilliams, então para i ∈ P ′ e j ∈min(P ), temos
i P j .




Demonstração: Sejam |P | = n e |min(P )| = n1. Se n = n1, o lema é verdadeiro. Assumamos
que n > n1.
Consideremos dois P
′
-códigos linearesC ′1 eC
′




Tomemos dois P -códigos lineares de comprimento n definidos por
C1 =Fn1q ⊕C
′
1 = {(u , v ) : u ∈ F
n1






2 = {(u , v ) : u ∈ F
n1
q , v ∈C
′
2}
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.
Segue da observação acima queC1 eC2 tem mesmo enumerador de P -peso.
De fato, se (u , v ) ∈ Ci então supp(u , 0) ⊆ min(P ) e como se i ∈ P
′
e j ∈ min(P ) implica




2 tem mesmo enumerador de P
′
-peso queC1 eC2
tem mesmo enumerador de P -peso. Logo, pela hipótese teremos que C ⊥1 e C
⊥
2 tem mesmo
enumerador de P ∗-peso.
ComoC ⊥i = {(0, v ) : 0 ∈ F
n1
q , v ∈C
′⊥




2 tem mesmo enume-
rador de (P ′)∗. Portanto P ′ também admite identidade de MacWilliams.
Teorema 2.7. Se P admite identidade de MacWilliams, então P é um poset hierárquico.
Demonstração: Seja P um poset que admite identidade de MacWilliams tal que |P | = n e
|min(P )|= n1. Mostremos por indução, ou seja, supondo que P
′
é um poset hierárquico mos-
tremos que P também o é. Se n = n1, então P é um poset hierárquico com apenas um nível. Su-
ponha que n > n1, então, pelo Lema 2.6 temos que P
′ = P \min(P ) é um poset que admite iden-
tidade de MacWilliams e pela hipótese indutiva P
′
é hierárquico. Logo temos P
′
definido no
conjunto {(i , j ) : 2≤ i ≤ t , 1≤ j ≤ ni } com relação de ordem dada por (i , j )P ′ (l , m )⇔ i P ′ l .
Se tomarmos min(P ) definido no conjunto {(1, j ) : 1 ≤ j ≤ n1}, então este conjunto é uma
anticadeia e pelo Lema 2.5, para cada elemento minimal j ∈ P ′ e l ∈ min(P ) temos j P l ,
então teremos (2, j )P (1, l ) para todo 1≤ l ≤ n1. Portanto P é um poset hierárquico.
2.2.2 Condição Suficiente para admitir Identidade de MacWilliams
Veremos nessa subseção que, a condição necessária vista na subseção anterior também é
uma condição suficiente para que o poset admita identidade de MacWilliams. Para isso in-
troduziremos a definição de polinômio enumerador da distribuição de P -peso por nível e de
polinômio enumerador do i -ésimo nível.
A menos de mencionarmos o contrário, o poset P utilizado nessa subseção será o poset
hierárquico P =H(n ; n1, . . . , nt ) com n elementos e t níveis.
Utilizaremos as seguintes notações, para simplificar:
Òni = n − (n1+ · · ·+ni ) = ni+1+ · · ·+nt
e
Þui+1 = (ui+1, . . . , ut ) ∈Fcniq , onde u j ∈F
n j
q .
Capítulo 2. Identidades de MacWilliams em posets 33
Como vimos anteriormente, podemos relacionar as posições coordenadas dos vetores de






q ⊕ · · · ⊕F
nt
q , para
u ∈Fnq podemos escrever u = (u1, . . . , ut ) com ui ∈F
ni
q .
Definiremos ainda para um P -código linearC :
Ci = {u ∈C : Þui+1 = 0} e C 1i = {u ∈Ci : ui 6= 0}.
Introduzamos agora o polinômio enumerador da distribuição de P -peso por nível. SejaC
um P -código linear de comprimento n sobre Fq . O polinômio enumerador da distribuição de
P -peso por nível é dado por
WC ,P (x : y0, y1, . . . , yt ) =
∑
u∈C
xωP (u )ys (u ) = A0,P y0+ (A1,P x + · · ·+An1,P x
n1)y1+
(An1+1,P x
n1+1+ · · ·+An1+n2,P x
n1+n2)y2+ · · ·+ (An1+···+nt−1,P x
n1+···+nt−1+1+ · · ·+An1+···+nt ,P x
n1+···+nt )yt ,
onde s (u ) =max{i : ui 6= 0} com u = (u1, . . . , ut ) e Ai ,P = |{u ∈C :ωP (u ) = i }|.
Para simplificar, utilizando o fato que n − Òni = (n1+ · · ·+ni ), n0 = 0, podemos escrever
WC ,P (x : y0, y1, . . . , yt ) =
∑
u∈C
xωP (u )ys (u ) = A0,P y0+ (An−cn0+1,P x
n−cn0+1+ · · ·+An−cn1,P x
n−cn1)y1+
+(An−cn1+1,P x
n−cn1+1+ · · ·+An−cn2,P x
n−cn2)y2+ · · ·+ (An−Õnt−1+1,P x







n−Õn j−1 + · · ·+An−cn j ,P x












Ou seja, temos que












Note que se colocarmos yi = 1 para todo 0≤ i ≤ t teremos WC ,P (x : y0, y1, . . . , yt ) =WC ,P (x ).
Aqui utilizaremos a mesma notação que utilizamos em espaços de Hamming.
Outro polinômio enumerador que introduziremos é o polinômio enumerador do i -ésimo
nível, no qual os coeficientes são o número de palavras do código do i -ésimo nível do poset
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P . Tal polinômio é dado por










An−Õni−1+ j ,P x
j

x n−Õni−1 =WCi ,P (x )−WCi−1,P (x ). (2.2)
Colocamos ainda LW (0)C ,P (x ) = A0,P . Note que o polinômio LW
(i )
C ,P (x ) nada mais é que o coefici-
ente de yi no polinômio dado em (2.1).
Com as notações estabelecidas acima, mostremos que é suficiente um poset ser hierár-
quico para que este admita identidade de MacWilliams.
Para este fim, lembrando que WC ⊥,P ∗(x : z0, z1 . . . , zt ) =
∑
u∈C ⊥
xωP ∗ (u )zsp∗(u ) , apliquemos a fór-
mula da soma discreta de Poisson definida no Lema 1.14 na função f (u ) = xωP ∗ (u )zs ∗(u ), onde
s ∗(u ) =min{i : ui 6= 0}.
Coloquemos s ∗(0) = t + 1 e consideremos o conjunto Di = {u = (u1, . . . , ut ) ∈ Fnq : u1 = · · · =






Di onde a união é disjunta.
Encontremos a transformada de Hadammard, f̂ (u ). Pela definição 1.24 e das considera-
ções acima, temos que
f̂ (u ) =
∑
v∈Fnq






χ(u · v )xωP ∗ (v )zs ∗(v ). (2.3)
Vamos denotar a soma interna em 2.3 por Si (u ) para 0 ≤ i ≤ t e consideremos i < t logo,
para v ∈Di temos que
ωP ∗(v ) = ni+2+ · · ·+nt +ωH (vi+1) =Ôni+1+ωH (vi+1) e s ∗(v ) = i +1.
Assim teremos, para i < t , tomando Q (x ) =
1− x
1+ (q −1)x
e aplicando o Lema 1.15 que
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Si (u ) =
∑
v∈Di
χ(u · v )xÕni+1+ωH (vi+1)zi+1 = xÕni+1 zi+1
∑
v∈Di

















































Segue do Lema 1.12 que






0 s e Þui+2 6= 0 ∈FÕni+1q





Q (x )ωH (ui+1)−1

s e Þui+2 = 0
(2.4)
Agora, se i = t teremos
∑
v∈Dt
χ(u ·v )x Õnt+1+ωH (vt+1)zt+1 = zt+1 pois v = 0, logo em (2.3) teremos





onde Si (u ) é dado em (2.4).
Consideremos agora o P -código linearC de comprimento n sobre Fq e o subespaçoCi de
C dado porCi = {u ∈C : Þui+1 = 0}. Assim, segue de (2.4) que
∑
u∈C
Si (u ) =
∑
u∈Ci+1








Q (x )ωH (ui+1)−1

(2.5)
Lembrando que Q (x ) =
1− x
1+ (q −1)x







Q (x )ωH (ui+1)−1

= (1+ (q −1)x )ni+1
∑
u∈Ci+1
Q (x )ωH (ui+1)− |Ci+1| (2.6)




i+1 = {u ∈ Ci+1 : ui+1 = 0} e C
1
i+1 = {u ∈ Ci+1 :
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ui+1 6= 0}, e para cada u ∈C 1i+1 temosωP (u ) =ωH (ui+1) + (n − Òni ). Logo teremos
∑
u∈Ci+1
Q (x )ωH (ui+1) =
∑
u∈C 0i+1
Q (x )ωH (ui+1)+
∑
u∈C 1i+1
Q (x )ωH (ui+1) = |Ci |+
∑
u∈C 1i+1








Q (x )ωP (u )
(2.7)
Portanto observando que por (2.2) temos LW (i )C ,P (x ) =
∑
u∈C 1i+1




Si (u ) =
∑
u∈Ci+1
Si (u ) =








Q (x )ωP (u )+ |Ci |
!
− |Ci+1|] =







Q (x )ωP (u )+
+(q x )Õni+1 zi+1
 
|Ci |(1+ (q −1)x )ni+1 − |Ci+1|

=






C ,P (Q (x ))+
+(q x )Õni+1 zi+1
 
|Ci |(1+ (q −1)x )ni+1 − |Ci+1|

=
= (q x )Õni+1(1+ (q −1)x )ni+1(1+ (q −1)x )n−cni (1− x )−(n−cni )zi+1LW
(i+1)
C ,P (Q (x ))+
+(q x )Õni+1 zi+1
 











C ,P (Q (x ))+
+(q x )Õni+1 zi+1
 











(1− x )cni zi+1LW
(i+1)
C ,P (Q (x ))+
+(q x )Õni+1 zi+1
 








Si (u ) e para simplificar,
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e bi (x ) = (1+ (q −1)x )ni+1(q x )Õni+1 então por (2.8), teremos
∑
u∈C




















n 1+ (q −1)x
q x
n−Õni+1
(1− x )cni zi+1LW
(i+1)
C ,P (Q (x )) +
+(q x )Õni+1 zi+1
 










ai (x )(1− x )cni zi+1LW
(i+1)








(q x )Õni+1 zi+1|Ci+1|.
(2.9)

































(1− x )Õni−1 zi s e i ≥ 1.
(2.11)
Como LW (i )C ,P (1) =WCi ,P (1)−WCi−1,P (1) = |Ci | − |Ci−1| = An1+···+ni−1,P + · · ·+ An1+···+ni ,P e além























(q x )Õni+1(1+ (q −1)x )ni+1 zi+1 s e 0≤ j ≤ t −1
0 s e j = t
. (2.13)








LW (i )C ,P (1)hi =WC ,P (1 : h0, . . . , ht ) (2.14)



















(q x )cni zi s e 1≤ j ≤ t −1
. (2.15)
Assim, conseguimos o seguinte teorema:
Teorema 2.8. Seja P um poset hierárquico com t -níveis e n elementos. Se C é um P -código
linear de comprimento n sobre Fq então












WC ,P (Q (x ) : f0, . . . , ft ) +WC ,P (1 : g0, . . . , g t )−WC ,P (1 : h0, . . . , ht )

onde Q (x ) =
1− x
1+ (q −1)x
, e fi , g i e hi são dados em (2.11), (2.13) e (2.15).
Demonstração: De fato, de (2.9), (2.10), (2.12) e (2.14) temos que
∑
u∈C




WC ,P (Q (x ) : f0, . . . , ft ) +WC ,P (1 : g0, . . . , g t )−WC ,P (1 : h0, . . . , ht ).
Agora, aplicando a fórmula da soma discreta de Poisson com f (u ) = xωP ∗ (u )zs ∗(u ) teremos
WC ⊥,P ∗(x : zt+1,...,z1) =
∑
u∈C ⊥












WC ,P (Q (x ) : f0, . . . , ft ) +WC ,P (1 : g0, . . . , g t )−WC ,P (1 : h0, . . . , ht )

.
E temos assim o resultado desejado.
Com o resultado do teorema acima e do Teorema 2.7 conseguimos o seguinte teorema:
Teorema 2.9. Um poset P admite identidade de MacWilliams se, e somente se, o poset P é hie-
rárquico.
Demonstração:
(⇒) Segue do Teorema 2.7.
(⇐) Se colocarmos z1 = · · · = zt+1 = 1 no Teorema 2.8, teremos que WC ⊥,P ∗(x : 1 . . . , 1) se torna
o enumerador de P ∗-peso WC ⊥,P ∗(x ) usual do código dual C ⊥ no poset P ∗. Portanto, o
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enumerador de P ∗-peso do código dual é unicamente determinado pelo enumerador de
P -peso deC . E temos o resultado.
Como ilustração para o teorema acima, lembrando que o caso de Hamming é um caso
especial de poset quando o mesmo é uma anticadeia, vejamos que o teorema acima pode ser
aplicado para este caso especial e obtemos o resultado encontrado no Teorema 2.1.
Corolário 2.10. Seja P uma anticadeia de n elementos eC um P -código linear de comprimento
n sobre Fq . Então










Demonstração: De fato, note primeiramente que P é um poset hierárquico com apenas um
nível e colocando z1 = z2 = 1 as equações (2.11), (2.13) e (2.15) podem ser escritas como





(1− x )n (2.16)
g0 = (1+ (q −1)x )n , g1 = 0 (2.17)
h0 = h1 = 1. (2.18)
Logo, do Teorema 2.8 teremos
WC ⊥(x ) =WC ⊥,P ∗(x : 1, 1) =




WC ,P (Q (x ) : f0, f1) +WC ,P (1 : g0, g1)−WC ,P (1 : h0, h1)

=




(A0,P f0+ (A1,P Q (x ) + · · ·+An ,P Q (x )n ) f1) + 1|C | (A0,P g0+ (A1,P + · · ·+An ,P )g1)−
− 1|C | (A0,P h0+ (A1,P + · · ·+An ,P )h1)) =









(1− x )n ) + 1|C | (A0,P (1+ (q −1)x )n )−
− 1|C | (A0,P +A1,P + · · ·+An ,P ) =
= 1+ 1|C | (1+ (q −1)x )n (A0,P +A1,P Q (x ) + · · ·+An ,P Q (x )n )−
1
|C | |C |=
= 1|C | (1+ (q −1)x )n WC ,P (Q (x ) : 1, 1) =
1
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2.2.3 Relação entre Distribuições de Peso
Seja P um poset hierárquico com t -níveis e n elementos e C um P -código linear de com-
primento n sobre Fq . Assim como no caso clássico, também conseguimos relações entre as
distribuições de P -pesos, {Ai ,P }i=0,...,n e as distribuições de P ∗-pesos, {A
′
i ,P ∗}i=0,...,n de C e seu
dualC ⊥ respectivamente.




WC ,P (Q (x ) : f0, . . . , ft ) no Teorema 2.8. Multipliquemos por























































An−Õn j−1+i ,P (1+γx )











An−cn j+i ,P (1+γx )










An−cn j+i ,P (1+γx )







(q x )Õn j+1




An−cn j+i ,P (1+γx )
n j+1−i (1− x )n−cn j+i

.
Definamos LW (i )C ,P (x , y ) como segue:




An−Õni−1+ j ,P x











LW (i+1)C ,P (1+γx , 1− x ). (2.20)
Assim, conseguimos o seguinte teorema:
Teorema 2.11. Seja P um poset hierárquico com t -níveis e n elementos. Se C é um P -código
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linear de comprimento n sobre Fq então














(q x )Õni+1((1+γx )ni+1 |Ci |−|Ci+1|)
(2.21)
Demonstração: De fato, tomemos z1 = · · ·= zt+1 = 1 no Teorema 2.8 e lembrando que bi (x ) =
(1+ (q −1)x )ni+1(q x )Õni+1 segue de (2.20), (2.12) e (2.14) que

































(q x )Õni+1((1+γx )ni+1 |Ci | − |Ci+1|).
E temos o resultado desejado.
Segue de (1.4) e (2.19) que
(q x )Õni+1
(1− x )n−cni







An−cni+ j ,P (1+γx )
ni+1+ j (1− x )n−cni+ j

=





An−cni+ j ,P (1+γx )
ni+1+ j (1− x ) j






























An−cni+ j ,P Pk ( j : ni+1) por ak ( j : ni+1), logo, como P0( j : ni+1) = 1, teremos




An−cni+ j ,P = |Ci+1| − |Ci | (2.22)
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γk x k . Logo o último soma-































γk x k |Ci |)
(2.24)



































ak ( j : ni+1)x
























γk |Ci |)x k .
(2.25)
Por outro lado temos que o lado esquerdo de (2.21) pode ser escrito como
WC ⊥,P ∗(x ) =
∑
u∈C ⊥












x Õnt−1+1+ · · ·+A ′
Õnt−1+nt−1,P ∗
x Õnt−1+nt−1) + · · ·+A ′
cn1+1,P ∗
x cn1+1+ · · ·+A ′
cn1+n1,P ∗
x cn1+n1) =







































Portanto conseguimos o seguinte teorema, que relaciona as distribuições de peso do P -
códigoC com seu P ∗- código dualC ⊥.
Teorema 2.12. Seja P um poset hierárquico com t -níveis e n elementos. Se C é um P -código
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γk |Ci |)x k





























Pk ( j : ni+1)An−cni+ j ,P e novamente























Relações de Equivalência de tipo
MacWilliams
Vimos no capítulo anterior que as identidades de MacWilliams são satisfeitas se, e somente
se o poset é hierárquico. Neste capítulo veremos que se possuirmos mais informações sobre o
código, podemos relacionar as distribuições de pesos através de relações de equivalências no
conjunto dos ideais do poset.
3.1 Relações de equivalências em posets
Nesta seção definiremos algumas relações de equivalência em um poset, bem como alguns
conceitos que utilizaremos ao longo do capítulo.
Seja P um poset em [n ] com relação de ordem  e P ∗ o poset dual. Denotemos por I(P ) ao
conjunto de ideais de ordem de P .
Proposição 3.1. Seja I um ideal de ordem em I(P ). Então o complemento I c de I é um ideal de
ordem de P ∗.
Demonstração: De fato, seja x ∈ I c , logo, se y  x em P ∗ então x  y em P . Portanto y /∈ I ,
caso contrário teríamos x ∈ I o que é um absurdo.
Do mesmo modo, cada ideal J de P ∗ dá origem ao ideal J c de I((P ∗)∗) = I(P ). Logo temos
uma correspondência biunívoca entre I(P ) e I(P ∗).
Denotaremos ainda por I (respec. I c ) a classe de equivalência de I (respec. I c ) com res-
peito a uma relação de equivalência E (respec. E ∗) em I(P )(respec. I(P ∗)). Lembremos ainda
44
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da definição 1.13 que M (I ) denota o conjunto dos elementos maximais do ideal I e IM denota
o conjunto dos elementos não maximais de I .
Uma permutação σ de P é chamada um automorfismo se σ e σ−1 preservam relação de
ordem de P , isto é, x  y ⇔σ(x )σ(y ) para todo x , y ∈ P . O conjunto Aut(P ) dos automor-
fismos de P forma um grupo o qual é chamado de grupo de automorfismos de P .
Seja P um poset em [n ] e E uma relação de equivalência em I(P ) definida pela propriedade
(A), então conseguimos uma relação E
′
em I(P ∗), também definida pela propriedade (A). Assim
temos a definição de relação de equivalência dual.
Definição 3.1. Seja P um poset em [n ] e E uma relação de equivalência em I(P ). Dizemos que E ′
é a relação dual em I(P ∗)de E , e denotamos por E ∗ se esta satisfaz a seguinte propriedade: (I , J ) ∈
E é definido pela propriedade (A) em I(P )⇔ (I c , J c ) ∈ E ′ é também definida pela propriedade
(A) em I(P ∗).
Introduziremos agora três tipos de relações de equivalência no conjunto de ideais de um
poset P .
Lema 3.2. Seja P um poset em [n ] e I , J ∈ I(P ).
(i) A relação EC em I(P ) é definida pela regra (I , J ) ∈ EC ⇔|I |= |J |. Então EC é uma relação de
equivalência e a relação dual E ∗C em I(P
∗) é naturalmente determinada por |I c |= |J c |.
(ii) Seja H um subgrupo de Aut(P ). A relação EH em I(P ) é definida pela regra (I , J ) ∈ EH ⇔
σ(I ) = J para algumσ ∈H . Então EH é uma relação de equivalência e a relação dual E ∗H
em I(P ∗) é naturalmente determinada porσ(I c ) = J c .
(iii) A relação ES em I(P ) é definida pela regra (I , J ) ∈ ES ⇔ I ' J , ou seja, I é isomorfo a J como
um poset. Então ES é uma relação de equivalência em I(P ).
Demonstração: Sejam I , J , L ∈ I(P ).
(i) Mostremos que EC é uma relação de equivalência:
reflexividade: claramente |I |= |I |, logo I ∈ EC ;
simetria: se |I |= |J | então claramente |J |= |I |, logo I , J ∈ EC ;
transitividade: se |I |= |J | e |J |= |L | então |I |= |L |, logo I , L ∈ EC .
Logo EC é uma relação de equivalência em I(P ) e além disso, temos que E ∗C é uma relação
de equivalência em I(P ∗):
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reflexividade: como |I |= |I | então |I c |= |I c | logo I c ∈ E ∗C ;
simetria: como |I |= |J | então |I c |= |J c | donde segue que |J c |= |I c |, logo I c , J c ∈ E ∗C ;
transitividade: como |I |= |J | e |J |= |L | então |I c |= |J c | e |J c |= |L c | logo |I c |= |L c |, assim
I c , L c ∈ E ∗C .
(ii) Como H é um subgrupo de Aut(P ), temos que o elemento neutro de Aut(P ), que denota-
remos por e , pertence a H , logo teremos
reflexividade: e (I ) = I logo I ∈ EH ;
simetria: como σ ∈H e H é um subgrupo temos que σ−1 ∈H , logo se (I , J ) ∈ EH existe
σ ∈H tal queσ(I ) = J , logo tomandoσ−1 teremosσ−1(J ) = I portanto (J , I ) ∈ EH ;
transitividade: Sejam (I , J ) ∈ EH e (J , L ) ∈ EH , logo existem σ1 e σ2 tais que σ1(I ) = J
e σ2(J ) = L , assim, do fato de H ser um subgrupo, temos que σ2σ1 ∈ H logo teremos
σ2σ1(I ) =σ2(J ) = L , donde segue que (I , L ) ∈ EH .
Portanto EH é uma relação de equivalência em P, além disso E
∗
H é uma relação de equi-
valência em I(P ∗) e a prova é análoga à feita acima para mostrar que EH é uma relação
de equivalência.
(iii) Mostremos que ES é uma relação de equivalência em P.
reflexividade: claramente temos I ' I logo I ∈ ES ;
simetria: se (I , J ) ∈ ES então I ' J logo J ' I donde segue que (J , I ) ∈ ES ;
transitividade: sejam (I , J ) ∈ ES e (J , L ) ∈ ES , logo I ' J e J ' L assim temos pela reflexi-
vidade I ' J ' J ' L logo I ' L donde segue que (I , L ) ∈ ES .
Portanto ES é uma relação de equivalência em I(P ).
Vejamos agora um exemplo.
Exemplo 3.1. Seja P um poset em [5] com relação de ordem dada por: 1  2  3 e 4  5, ou




Capítulo 3. Relações de Equivalência de tipo MacWilliams 47
Temos que o conjunto dos ideais de P é dado por
I(P ) = {;,{1},{4},{1, 2},{1, 4},{4, 5},{1, 2, 3},{1, 2, 4},{1, 4, 5},{1, 2, 3, 4},{1, 2, 4, 5}, P }.
Assim, considerando a relação de equivalência EC temos que
I(P )/EC = {;,{1},{1, 2},{1, 2, 3},{1, 2, 3, 4}, P },
I(P ∗)/E ∗C = {;c ,{1}c ,{1, 2}c ,{1, 2, 3}c ,{1, 2, 3, 4}c , P c }.
Note que {1} = {{1},{4}}, {1, 2} = {{1, 2},{1, 4},{4, 5}} e {1, 2, 3} = {{1, 2, 3},{1, 2, 4},{1, 4, 5}}.
Por outro lado, se considerarmos a relação de equivalência ES teremos
I(P )/ES = {;,{1},{1, 2},{1, 4},{1, 2, 3},{1, 2, 4},{1, 2, 3, 4},{1, 2, 4, 5}P },
onde {1}= {{1},{4}}, {1, 2}= {{1, 2},{4, 5}} e {1, 2, 4}= {{1, 2, 4},{1, 4, 5}}. Além disso temos
I(P ∗)/E
′
S = {;c ,{1}c ,{1, 2}c ,{1, 4}c ,{1, 2, 3}c ,{1, 2, 4}c ,{1, 2, 3, 4}c ,{1, 2, 4, 5}c , P c }.
Notamos porém que a relação dual E ∗S não existe em I(P
∗) visto que a definição 3.1 não é satis-
feita, pois ({1, 2},{4, 5}) ∈ ES , ou seja, {1, 2} ' {4, 5}, mas {1, 2}c = {3, 4, 5} e {4, 5}c = {1, 2, 3} não
são isomorfos como poset, ou seja, ({1, 2}c ,{4, 5}c ) /∈ E ′S .
Motivados por esse exemplo, modificamos a relação ES para dar a seguinte definição:
Definição 3.2. Um poset P é um poset complemento de isomorfismo se satisfaz a seguinte con-
dição: para qualquer I e J em I(P ) temos que I ' J ⇔ I c ' J c .
Exemplo 3.2. Alguns exemplos de posets que satisfazem a definição acima são dados pelos
diagramas de Hasse abaixo.
r rr r r
r r
@@    @@   


















Lema 3.3. Sejam P um poset hierárquico em [n ] e I , J ∈ I (P ). Então existe σ ∈ Aut(P ) tal que
σ(I ) = J se, e somente se, |I |= |J |.
Demonstração: De fato, se existe σ ∈ Aut(P ) tal que σ(I ) = J então claramente teremos |I | =
|J |. Por outro lado, suponha que o poset P é hierárquico e sejam (I , J ) ∈ EC , ou seja, |I | =
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|J |, consequentemente |M (I )| = |M (J )|. Temos ainda que se x  y então σ(x )  σ(y ) para
qualquer σ ∈ Aut(P ), logo sendo P um poset hieráquico, basta tomarmos σ ∈ Aut(P ) como
sendo uma permutação nos elementos em M (I ) de forma que se consiga os elementos em
M (J ) e mantendo os demais. Assim teremosσ(I ) = J . Portanto (I , J ) ∈ Au t (P ).
Com base nas definições de EH , ES e EC apresentadas temos o seguinte resultado:
Proposição 3.4. Seja H = Aut(P ). Então EAut(P ) ⊆ ES ⊆ EC . Além disso, se o poset é hierárquico
vale a igualdade.
Demonstração: De fato, sejam (I , J ) ∈ EAut(P ), logoσ(I ) = J para algumσ ∈ Aut(P). Temos en-
tão, que se x  y em I ,σ(x )σ(y ) em J , portanto I ' J , ou seja, (I , J ) ∈ ES , além disso, segue
imediatamente que (I , J ) ∈ EC . Portanto EAut(P ) ⊆ ES ⊆ EC . Por outro lado, se P é hierárquico,
como EAut(P ) ⊆ ES ⊆ EC e pelo lema acima temos a igualdade EC = EAut(P ) obtemos o resultado
desejado. Um exemplo de que a igualdade não vale em geral pode ser vista no Exemplo 3.1.
Aqui também podemos definir esferas. Seja I um ideal de ordem do poset P em [n ]. De-
finimos a I -esfera, denotada por SI (x ) e a I c -esfera, denotada por SI c (x ) de Fnq centrada em
x ∈Fnq como segue:
SI (x ) = {y ∈Fnq |〈supp(x − y )〉P = I }
SI c (x ) = {y ∈Fnq |〈supp(x − y )〉P ∗ = I
c }.
Como temos relações de equivalência, também definimos a I -esfera, SI ,E (x ) e a I c -esfera,
SI c ,E ∗(x ), centrada em x ∈Fnq , com respeito a E e E
∗, respectivamente, como segue:
SI ,E (x ) = {y ∈Fnq |(〈supp(x − y )〉P , I ) ∈ E }
SI c ,E ∗(x ) = {y ∈Fnq |(〈supp(x − y )〉P ∗ , I
c ) ∈ E ∗}.
Observação 3.1. Note que temos as seguintes igualdades:




(ii) SI c ,E ∗(x ) =
⋃
J c ∈I c
SJ c (x )
De fato, temos que
(i) Seja y ∈ SI ,E (x ), então (〈supp(x − y )〉P , I ) ∈ E logo J = 〈supp(x − y )〉P ∈ I e assim y ∈ SJ (x )
para algum J ∈ I . Portanto SI ,E (x )⊆
⋃
J∈I
SJ (x ). Por outro lado, se y ∈
⋃
J∈I
SJ (x ) então ∃J ∈ I
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tal que y ∈ SJ (x ). Como J ∈ I então (〈supp(x − y )〉P = J , I ) ∈ E logo y ∈ SI ,E (x ). Portanto




(ii) Análogo ao item (i).
Por simplicidade escreveremos SI e SI c (respectivamente SI ,E e SI c ,E ∗) quanto a esfera estiver
centrada no vetor nulo.
SejaC um P -código em Fnq . Definimos
AI ,E (C ) := |SI ,E ∩C |
e
W (C , P, E ) :=

AI ,E (C )

I∈I (P )/E =

AI0,E (C ) · · · AIn ,E (C )

1×n
onde I (P )/E = {I0, . . . , In}.
Chamamos W (C , P, E ) a distribuição de peso deC com respeito a E ou distribuição de E -
peso deC . Em particular, se o poset P é uma anticadeia em [n ] e a relação é dada por EC , então
AI ,E (C ) é o número de palavras do código com peso de Hamming igual a |I | e a distribuição
de EC -peso é a distribuição de peso de Hamming deC .
Definição 3.3. Seja P um poset em [n], E uma relação de equivalência em I (P ) que admite
relação dual e E ∗ a relação dual em I (P ∗) de E . Uma relação de equivalência E em I (P ) é de
tipo MacWilliams se, para quaisquer P -códigos C1 e C2 em Fnq , W (C1, P, E ) =W (C2, P, E ) im-
plica W (C ⊥1 , P
∗, E ∗) = W (C ⊥2 , P
∗, E ∗), ou seja, a distribuição de E ∗-peso do código dual C ⊥, é
unicamente determinada pela distribuição de E -peso do códigoC e vice-versa.
3.1.1 Condições Equivalentes para uma Relação de Equivalência de tipo
MacWilliams
Assim como no Capítulo 2, veremos nesta seção condições necessárias e suficientes para
que uma relação de equivalência seja de tipo MacWilliams. Tais identidades segundo essa
caracterização serão apresentadas na forma de matrizes, digamos PE e QE ∗ . Além disso expli-
citaremos as entradas de tais matrizes no caso E = EH e provaremos que uma é unicamente
determinada pela outra.
Lema 3.5. Seja P um poset em [n ], E uma relação de equivalência em I (P ) e E ∗ a relação dual
de E . Então para qualquer P -código linearC em Fnq ,
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J c ∈I (P ∗)/E ∗
 
∑




χ(u · v )
!!
,
para I ∈ I (P )/E






v∈SJ c ,E ∗










v∈SJ c ,E ∗
χ(u · v )
!!
,
para J c ∈ I (P ∗)/E ∗.
Demonstração: Sabemos pelo Lema 1.13 que
∑
v∈C




0 s e u /∈C ⊥
|C | s e u ∈C ⊥
. Além disso,
para um P -código linearC em Fnq temos queC =
⋃
I∈I (P )/E
C ∩SI ,E , onde a união é disjunta.
De fato, claramente vemos que
⋃
I∈I (P )/E
C ∩SI ,E ⊆C . Por outro lado, seja x ∈C e tomemos
〈supp(x )〉P = J . Logo x ∈ SJ , com 〈supp(x )〉P = J ∈ I (P ). Assim existe I em I (P ) tal que J ∈ I ,
portanto (〈supp(x )〉P , I ) ∈ E , ou seja, x ∈ SI ,E , donde segue que x ∈
⋃
I∈I (P )/E
C ∩SI ,E . Logo temos
a igualdade. Além disso, se x ∈ (C ∩SI ,E )∩(C ∩SJ ,E ) então (〈supp(x )〉P , I ) ∈ E e (〈supp(x )〉P , J ) ∈
E donde segue que (I , J ) ∈ E , ou seja I = J , ou seja, a união é disjunta.
Analogamente temos queC ⊥ =
⋃
J c ∈I (P ∗)/E ∗
C ⊥ ∩SJ c ,E ∗ . Logo teremos:
(i)






















J c ∈I (P ∗)/E ∗
 
∑




χ(u · v )
!!
(ii)
A J c ,E ∗(C ⊥) = |SJ c ,E ∗ ∩C ⊥|=
∑
v∈C ⊥∩SJ c ,E ∗
1=
∑












v∈SJ c ,E ∗










v∈SJ c ,E ∗
χ(u · v )
!!
Segue do lema acima o seguinte corolário.
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Corolário 3.6. Seja P um poset em [n ], E uma relação de equivalência em I (P ) e E ∗ a relação
dual. Então para qualquer P -código linearC 1-dimensional sobre Fnq gerado por um vetor não
nulo u temos,












1 se I = ;
q −1 se u ∈ SI ,E , para I ∈ I (P )/E
0 caso contrário




|SJ c ,E ∗ |+ (q −1)
∑
v∈SJ c ,E ∗
χ(u · v )
!
para J c ∈ I (P ∗)/E ∗
Demonstração:
(i) Temos queC = {αu | α ∈Fq }. Assim, se I = ; então SI ,E = {0}, logo |SI ,E ∩C |= 1. Se u ∈ SI ,E
então αu ∈ SI ,E para α ∈ F∗q , logo |SI ,E ∩C | = |C /{0}| = |F
∗
q | = q − 1. Por outro lado, se
u /∈ SI ,E então αu /∈ SI ,E logo |SI ,E ∩C |= |;|= 0 e temos o resultado desejado.
(ii) Segue do Lema 3.5 que para J c ∈ I (P ∗)/E ∗,










v∈SJ c ,E ∗









v∈SJ c ,E ∗










v∈SJ c ,E ∗







v∈SJ c ,E ∗





v∈SJ c ,E ∗











v∈SJ c ,E ∗
χ(u · (αv ))
!
.
Como SJ c ,E ∗ = {αv | v ∈ SJ c ,E ∗} para α ∈F∗q temos,




|SJ c ,E ∗ |+ (q −1)
∑
v∈SJ c ,E ∗
χ(u · v )
!
.
Com isso os autores conseguem o teorema abaixo.
Teorema 3.7. Seja P um poset em [n ], E uma relação de equivalência em I (P ) e E ∗ a relação
dual em I (P ∗). São equivalentes:
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(i) E é uma relação de equivalência de tipo MacWilliams em I (P ).
(ii) Para I ∈ I (P )/E e J c ∈ I (P ∗)/E ∗, temos:
(a) Se u e u
′
estão em SI ,E , então
∑
v∈SJ c ,E ∗
χ(u · v ) =
∑




(b) Se v e v
′
estão em SJ c ,E ∗ ,então
∑
u∈SI ,E






(iii) Existem matrizes QE ∗ e PE sobre Fq tal que para qualquer P -código linearC ∈Fnq
(a) W (C ⊥, P ∗, E ∗) = 1|C |W (C , P, E )P TE ;
(b) W (C , P, E ) = 1|C ⊥|W (C ⊥, P ∗, E ∗)Q TE ∗ ;
onde P TE e Q
T
E ∗ denotam a matriz transposta de PE e QE ∗ respectivamente.
Demonstração:
(i)⇒ (ii) Provemos por absurdo. Seja E uma relação de equivalência de tipo MacWilliams e
suponha que não vale (a) ou (b) em (ii). Sem perda de generalidade, assuma que u e
u
′
estão em SI ,E e
∑
v∈SJ c ,E ∗
χ(u · v ) 6=
∑
v∈SJ c ,E ∗
χ(u
′
· v ). Pelo Corolário 3.6 temos que se C1
e C2 são os P -códigos lineares 1-dimensional gerados por u e u
′
respectivamente, en-
tão AI ,E (C1) = AI ,E (C2), logo W (C1, P, E ) = W (C2, P, E ) porém, como
∑
v∈SJ c ,E ∗
χ(u · v ) 6=
∑
v∈SJ c ,E ∗
χ(u
′
· v ) temos pelo Corolário 3.6 (ii) que, A J c ,E ∗(C ⊥1 ) 6= A J c ,E ∗(C
⊥
2 ). Portanto te-
remos W (C ⊥1 , P
∗, E ∗) 6= W (C ⊥2 , P
∗, E ∗) o que é uma contradição pois assumimos que a
relação é de tipo MacWilliams. Portanto (i)⇒ (ii).
(ii)⇒ (iii) Seja E uma relação de equivalência em I (P ) que admite (a), assim
∑
v∈SJ c ,E ∗
χ(u · v )
é uma constante para qualquer u ∈ SI ,E . Coloque pJ c ,I =
∑
v∈SJ c ,E ∗
χ(u · v ) para u ∈ SI ,E .
Segue do Lema 3.5 que










v∈SJ c ,E ∗


















AI ,E (C )pJ c ,I .
(3.1)
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De forma análoga, como E admite (b) temos que
∑
u∈SI ,E
χ(u · v ) é uma constante para
v ∈ SJ c ,E ∗ e colocando qI ,J c =
∑
u∈SI ,E
χ(u · v ) para v ∈ SJ c ,E ∗ , segue do Lema 3.5 que




J c ∈I (P ∗)/E ∗
 
∑











J c ∈I (P ∗)/E ∗
 
∑







J c ∈I (P ∗)/E ∗
A J c ,E ∗(C ⊥)qI ,J c .
(3.2)
Assim, defina as matrizes PE e QE ∗ como segue: PE = [pJ c ,I ] e QE ∗ = [qI ,J c ]. Aqui PE é
uma quadrada |I (P ∗)/E ∗| × |I (P )/E |, visto que E ∗ é a relação dual de E , com linhas e
colunas rotulados pelos elementos de I (P ∗)/E ∗ e I (P )/E respectivamente e QE ∗ é uma
|I (P )/E | × |I (P ∗)/E ∗|matriz com linhas e colunas rotulados pelos elementos de I (P )/E
e I (P ∗)/E ∗ respectivamente. Segue de (3.1) que







AI ,E (C )pJ c ,I







W (C , P, E )P TE .
(3.3)
Analogamente, por (3.2) temos que W (C , P, E ) = 1|C ⊥|W (C ⊥, P ∗, E ∗)Q TE ∗ .
(iii)⇒ (i) Suponha que uma relação de equivalência E admita (a) e (b) em (iii). Sejam C1 e
C2 dois P -códigos lineares em Fnq tais que W (C1, P, E ) =W (C2, P, E ). Como a relação de
equivalência E admite (a) em (iii) temos que
W (C ⊥1 , P
∗, E ∗) =
1
|C1|
W (C1, P, E )P TE =
1
|C2|




Analogamente, se W (C ⊥1 , P
∗, E ∗) =W (C ⊥2 , P
∗, E ∗), como E admite (b) em (iii) temos que
W (C1, P, E ) =
1
|C ⊥1 |
W (C ⊥1 , P
∗, E ∗)Q TE ∗ =
1
|C ⊥2 |
W (C ⊥2 , P
∗, E ∗)Q TE ∗ =W (C1, P, E ).
Portanto a relação de equivalência E é uma relação de equivalência de tipo MacWilliams
em I (P ).
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Chamamos a matriz PE de P -matriz com respeito a E e a matriz QE ∗ de Q -matriz com
respeito a E ∗. Vejamos alguns resultados sobre as entradas de tais matrizes.

























F∗q s e i ∈M (I ),
Fq s e i ∈ IM ,













Demonstração: De fato, da definição de I -esfera temos que SI = {v ∈ Fnq |〈supp(v )〉P = I }.
Como 〈supp(v )〉P = I temos que M (I ) ⊆ supp(v ), assim, se i ∈ M (I ) então vi ∈ F∗q . Como
supp(v ) ∈ I , se i ∈ IM então vi ∈ Fq e se i ∈ I c então vi = {0} pois caso contrário teríamos
〈supp(v )〉P 6= I .
Lema 3.9. Seja P um poset em [n ]. Para I , J ∈ I (P ), são equivalente:
(i) supp(u )∩ (J c )M = ; para u ∈ SI .
(ii) M (I )∩ (J c )M = ; .
(iii) I ∩ (J c )M = ; .
(iv) IM ∩ J c = ;.
Demonstração:
(i)⇒ (ii) Suponha que supp(u )∩(J c )M = ;para u ∈ SI , como M (I )⊆ supp(u ) temos que M (I )∩
(J c )M = ;.
(ii)⇒ (iii) Note que I = IM ∪M (I ), logo I ∩ (J c )M = (IM ∪M (I ))∩ (J c )M = (IM ∩ (J c )M )∪ (M (I )∩
(J c )M ) = IM ∩ (J c )M pois estamos admitindo que vale (ii). Suponha que existe x ∈ IM ∩
(J c )M , logo temos que {z ∈M (I )|x P z em P } 6= ; pois x ∈ IM . Assim, se x ∈ IM ∩(J c )M ,
como (J c )M é um ideal de ordem em P ∗, temos que existe y 6= 0 ∈M (I )∩ (J c )M para y ∈
{z ∈M (I )|x P z em P }, o que é um absurdo pois M (I )∩ (J c )M = ;. Logo IM ∩ (J c )M = ;
e temos que I ∩ (J c )M = ;.
(iii)⇒(iv) Suponha que x ∈ IM ∩ J c e considere o conjunto {z ∈ M (I )|x P z em P } que é
diferente do vazio pois x ∈ IM . Logo, como J c é um ideal de ordem em P ∗ temos que
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z ∈ (J c )M , assim existe y 6= 0 ∈ I ∩ (J c )M para y ∈ {z ∈M (I )|x P z em P }. Absurdo pois
estamos supondo que I ∩ (J c )M = ;. Logo IM ∩ J c = ;.
(iv)⇒(i) Suponha que x ∈ supp(u )∩ (J c )M , então temos {z ∈M (J c )|x P ∗ z em P ∗} 6= ;, logo
existe z ∈M (J c ) tal que z ∈ IM ∩ J c , absurdo pois estamos assumindo que IM ∩ J c = ;.
Portanto supp(u )∩ (J c )M = ;.
Calculemos agora a soma de caracteres de uma esfera de um ideal de ordem.
Lema 3.10. Seja P um poset em [n ]. Para I , J ∈ I (P ) e u ∈ SI , temos
∑
v∈SJ c




(−1)|I∩J c |(q −1)|M (J c )|−|I∩J c |q |(J c )M | se IM ∩ J c = ;
0 se IM ∩ J c 6= ;
Demonstração: Das propriedades de caracteres temos que
∑
v∈SJ c






χ(ui · vi ).
Além disso, tomando |M (J c )| = n1, |(J c )M | = n2 e |J | = n3, então pelo Lema 3.8, a menos de
permutar coordenadas, podemos escrever SJ c = (F∗q )
n1 × (Fq )n2 ×{0}n3 logo, segue deste fato e
do Lema 1.11 que
∑
v∈SJ c
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Agora, se IM ∩ J c 6= ; então supp(u )∩ (J c )M 6= ; logo, pelo Lema 1.12, o terceiro termo na
expressão acima é nulo e temos
∑
v∈SJ c
χ(u ·v ) = 0. Por outro lado, se IM ∩ J c = ; então pelo Lema
3.9 temos que supp(u )∩ (J c )M = ;, assim podemos escrever os produtos como potências de
(−1), q e (q −1).
De fato, se IM ∩ J c = ; então supp(u )∩ (J c )M = ;, assim (J c )M ⊆ supp(u )c , logo |supp(u )c ∩
(J c )M |= |(J c )M | e como supp(u )⊆ I temos que |supp(u )∩ J c |= |I ∩ J c |, além disso temos que




χ(u · v ) = (−1)|I∩J
c |(q −1)|M (J
c )|−|I∩J c |q |(J
c )M |. Portanto obtemos:
∑
v∈SJ c




(−1)|I∩J c |(q −1)|M (J c )|−|I∩J c |q |(J c )M | se IM ∩ J c = ;
0 se IM ∩ J c 6= ;
Com base no lema anterior, podemos descrever explicitamente as entradas das matrizes
PE e QE ∗ .
Proposição 3.11. Seja P um poset em [n ], E uma relação de equivalência em I (P ) e E ∗ a relação
dual de E em I (P ∗), tal que se (I , J ) ∈ E então |M (I )| = |M (J )| e se (I c , J c ) ∈ E ∗ então |M (I c )| =
|M (J c )|. Então as entradas de PE e QE ∗ são dadas como segue:









para u ∈ SI ,E ,
(ii) qI ,J c = (q −1)|M (I )|q |IM |
∑
K ∈I ,
(J c )M ∩K =;
 −1
q −1
|J c ∩K |
para v ∈ SJ c ,E ∗ .
Demonstração:
(i) Da observação 3.1 (ii), temos que SJ c ,E ∗ =
◦
⋃
K c ∈J c
SK c , assim, pelo Lema 3.10 temos, para u ∈
SI ,E que
pJ c ,I =
∑
v∈SJ c ,E ∗
χ(u · v ) =
∑








K c ∈J c ,
IM ∩K c=;
(−1)|I∩K
c |(q −1)|M (K
c )|−|I∩K c |q |(K
c )M |.
Note que de |M (K c )|= |M (J c )|, se K c ∈ J c então |(K c )M |= |(J c )M |, logo teremos









para u ∈ SI ,E
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SK , e pelo Lema 3.10 temos, para
v ∈ SJ c ,E ∗ que
∑
u∈SJ




(−1)|I c ∩J |(q −1)|M (J )|−|I c ∩J |q |JM | s e (I c )M ∩ J = ;
0 s e (I c )M ∩ J 6= ;
Logo teremos, para v ∈ SJ c ,E ∗ que
qI ,J c =
∑
u∈SI ,E











(J c )M ∩K =;
(−1)|J
c ∩K |(q −1)|M (K )|−|J
c ∩K |q |KM |.
Como |M (K )|= |M (I )| se K ∈ I então |KM |= |IM | e assim temos
qI ,J c = (q −1)|M (I )|q |IM |
∑
K ∈I ,
(J c )M ∩K =;
 −1
q −1
|J c ∩K |
para v ∈ SJ c ,E ∗ .
Assim conseguimos determinar explicitamente as entradas das matrizes PE e QE ∗ .
3.2 Três relações de equivalência de tipo MacWilliams
Nesta seção veremos em que condições, ou seja, para quais posets as três relações de equi-
valência vistas na seção anterior são de tipo MacWilliams. Além disso relacionaremos as ma-
trizes PE e QE ∗ para tais casos.
Primeiramente, pela fórmula de inversão de Mobius temos que se f e g são funções nos




g (B ) se e somente se, g (A) =
∑
B⊆A
(−1)|A|−|B | f (B ) para A ⊆ X .
A prova pode ser encontrada em [16] e no apêndice deste trabalho.
Assim, podemos agora enunciar e demonstrar o teorema apresentado por Choi et al. em
[2], que classifica os posets admitindo as relações de equivalência de tipo MacWilliams.
Teorema 3.12. Seja P um poset em [n ] e H um subgrupo de Aut(P ).
(i) EH é uma relação de equivalência de tipo MacWilliams em I (P ).
(ii) São equivalentes:
(a) P é um poset hierárquico.
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(b) As duas relações de equivalência EC e EAut(P ) são as mesmas.
(c) EC é uma relação de equivalência de tipo MacWilliams em I (P ).
(iii) São equivalentes:
(a) P é um poset complemento de isomorfismo.
(b) ES é uma relação de equivalência de tipo MacWilliams em I (P ).
Demonstração:
(i) Note que (I , J ) ∈ EH ⇔ (I c , J c ) ∈ E ∗H . Assim, para u e u
′
em SI ,EH , sejam I1 = 〈supp(u )〉P e
I2 = 〈supp(u
′)〉P . Existe um automorfismo σ ∈H tal que σ(I1) = I2. Seja J ∈ I (P ), temos
que |M (I1)|= |M (I2)| logo, segue da Proposição 3.11 que
∑
v∈SJ c ,E ∗H
χ(u
′










Temos que para A, B ⊆ P ,σ(A ∩B ) =σ(A)∩σ(B ) para todoσ ∈Aut(P ).
De fato, se A ∩ B = ; não temos o que mostrar. Suponha que A ∩ B 6= ; e seja x ∈ A ∩ B ,
logo, como x ∈ A temos que σ(x ) ∈ σ(A) e como x ∈ B temos que σ(x ) ∈ σ(B ), logo
σ(x ) ∈σ(A)∩σ(B ) e portantoσ(A ∩B )⊆σ(A)∩σ(B ).
Por outro lado, se x ∈ σ(A) ∩σ(B ), como x ∈ σ(A) temos que σ−1(x ) ∈ A e como x ∈
σ(B ) temos que σ−1(x ) ∈ B , logo σ−1(x ) ∈ A ∩ B e temos que x ∈ σ(A ∩ B ). Portanto
σ(A)∩σ(B )⊆σ(A ∩B ).
Além disso, vemos claramente que Aut(P ) =Aut(P ∗). Logo teremos
∑
v∈SJ c ,E ∗H
χ(u
′




σ(K c )∈J c ,





= (q −1)|M (J c )|q |(J c )M |
∑
σ(K c )∈J c ,





= (q −1)|M (J c )|q |(J c )M |
∑
σ(K c )∈J c ,





= (q −1)|M (J c )|q |(J c )M |
∑







v∈SJ c ,E ∗H
χ(u · v ).
De forma análoga, para v e v
′
em SJ c ,E ∗H teremos
∑
u∈SI ,EH
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Portanto, pelo Teorema 3.7 (ii) temos que a relação EH é uma relação de tipo MacWilli-
ams.
(ii) (a)⇒ (b) Segue diretamente do Lema 3.3.
(b)⇒ (c) Se EC = EAut(P ) então pelo item (i), como EH é de tipo MacWilliams, tomando
H =Aut(P ) teremos que EC = EAut(P ) é de tipo MacWilliams.
(c)⇒ (a) Pelo Teorema 2.9 temos que P admite identidades de MacWilliams se, e so-
mente se, P é hierárquico. Assim, se EC é uma relação de equivalência de tipo
MacWilliams, como a cardinalidade dos ideais é a única levada em conta no caso
clássico, temos que o poset P admite identidades de MacWilliams, e portanto o
poset P é hierárquico.
(iii) (a)⇒ (b) Suponha que P é um poset complemento de isomorfismo. Para u , u ′ ∈ SI ,ES ,
existe um isomorfismo de ordem f , satisfazendo f (〈supp(u )〉P ) = 〈supp(u
′)〉P . Se-
jam I1 = 〈supp(u )〉P e I2 = 〈supp(u
′)〉P . Note que |M (I1)| = |M (I2)|, logo segue do
Lema 3.9 e da Proposição 3.11 que, para J c ∈ I (P ∗)/E ∗S temos
∑
v∈SJ c ,E ∗S










= (q −1)|M (J c )|q |(J c )M |
∑






Substituindo I1 ∩K c por A, teremos
∑
v∈SJ c ,E ∗S









k c ∈J c
I1∩K c=A
1.
Aplicando a fórmula de inversão de Mobius a
∑




(q −1)|M (J c )|q |(J c )M |
∑
v∈SJ c ,E ∗S










k c ∈J c
I1∩K c⊆B
1.
Sejam B ⊆ A ⊆ M (I1), logo |A| = | f (A)|, |A\B | = | f (A)\ f (B )| e (I1\B , I2\ f (B )) ∈ ES ,
uma vez que f : I1→ I2 é um isomorfismo de ordem.
Como P é um poset complemento de isomorfismo, (I1\B )c ' (I2\ f (B ))c . Logo tere-
mos
∑








K c ∈J c
K c⊆(I2\ f (B ))
1=
∑
k c ∈J c
I2∩K c⊆ f (B )
1.
Portanto teremos
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1
(q −1)|M (J c )|q |(J c )M |
∑
v∈SJ c ,E ∗S




















f (B )⊆ f (A)
(−1)| f (A)\ f (B )|
∑
k c ∈J c




(q −1)|M (J c )|q |(J c )M |
∑




De forma análoga conseguimos o resultado para v e v
′
em SJ c ,E ∗S . Lolo, pelo Teo-
rema 3.7 (ii), temos que ES é uma relação de equivalência de tipo MacWilliams.
(b)⇒ (a) Provemos pela contrapositiva.
De fato, suponha que o poset P não é um complemento de isomorfismo, logo exis-
tem I1 e I2 em I (P ) tal que I1 ' I2 e (I1)c não é isomorfo com poset a (I2)c . Sejam
C1 e C2 códigos lineares em Fnq tal que Ci = {x ∈ F
n
q |supp(x ) ⊆ Ii }, i = 1, 2. Como
I1 ' I2 temos que AI1,ES (C1) = AI2,ES (C2), logo W (C1, P, ES ) =W (C2, P, ES ). Os códi-
gos duais são dados por C ⊥i = {x ∈ F
n
q |supp(x ) ⊆ (Ii )
c }, i = 1, 2. Segue do Lema 3.8
que A(I1)c ,E ∗S (C
⊥
1 ) = (q −1)
|M (I c1 )|q |(I
c
1 )M |. Note que como I1 ' I2 temos |I1|= |I2| e assim
|I c1 |= |I
c
2 |.
Se x ∈C ⊥2 é tal que 〈supp(x )〉P ∗ ' I
c




2 |. Segue do fato
de 〈supp(x )〉P ∗ ⊆ I c2 que I2 = 〈supp(x )〉P ∗ ' I
c
1 , contradição. Logo W (C
⊥
1 , P
∗, E ∗S ) 6=
W (C ⊥1 , P
∗, E ∗S ) e assim ES não é uma relação de equivalência de tipo MacWilliams.
Portanto, pela contrapositiva temos que se ES é uma relação de equivalência de tipo
MacWilliams então o poset P é um complemento de isomorfismo.
Vemos no teorema acima que a relação EC é de tipo MacWilliams se, e somente se, o poset é
hierárquico, mas que neste caso, a relação EC é igual a relação EAut(P ). Além disso, pelo item (iii)
do teorema vemos que ES é de tipo MacWilliams se, e somente se, o poset é um complemento
de isomorfismo. Porém, conseguimos mostrar que neste caso, todo isomorfismo entre ideais
pode ser estendido a um automorfismo do poset. Apresentaremos tal resultado na forma de
teorema.
Teorema 3.13. Seja P um poset complemento de isomorfismo, sejam I , J ideais de P e seja f :
I → J um isomorfismo. Então existe um automorfismo f̃ de P tal que f̃ |I = f .
Demonstração: Seja f : I → J um isomorfismo e x um elemento de M (I c ) tal que x  y , para
qualquer y ∈ I . Afirmamos que existe um elemento w em M (J c ) tal que w  z para qualquer
z ∈ J .
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De fato, como P é um complemento de isomorfismo, se f : I → J é um isomorfismo então
existe um isomorfismo g : I c → J c . Assim, suponha que não existe w ∈M (J c ) tal que w  z
para qualquer z ∈ J . Denotemos por g̃ a restrição de g a I c−{x }, assim temos que g̃ : I c−{x }→
J c − {g (x )} é um isomorfismo, logo como P é um complemento de isomorfismo, existe um
isomorfismo ϕ : I ∪ {x } → J ∪ {g (x )}. Absurdo pois x ∈ I ∪ {x } é tal que x  y , para qualquer
y ∈ I mas em J ∪{g (x )} temos por hipótese que g (x ) se relaciona com ao menos um elemento
de J , logo, como f : I → J é um isomorfismos o número de elementos em I e J que não
se relacionam devem ser o mesmo, mas em I ∪ {x } temos um elemento a mais que não se
relaciona com nenhum outro do que em J ∪ {g (x )}, portanto estes conjuntos não podem ser
isomorfos.
Logo se existe x um elemento de M (I c ) tal que x  y , para qualquer y ∈ I temos que existe
w ∈M (J c ) tal que w  z , para qualquer z ∈ I . Assim, basta tomarmos f̃ : I ∪ {x } → J ∪ {w }
com f̃ |I = f e f (x ) = w e assim, f̃ é um isomorfismo e preserva ordem. Portanto podemos
estender f para todos os elementos de I c dessa forma.
Agora seja x um elemento de M (I c ) tal que 〈x 〉M ⊆ I , onde 〈x 〉M denota o conjunto dos
elementos não maximais do ideal gerado por x com 〈x 〉M 6= ;, e suponha que |M (〈x 〉M )| = k .
Denotemos L = f (〈x 〉M ), então temos que existe h : 〈x 〉cM → L
c o qual é um isomorfismo e
assim h : 〈x 〉cM − {x } → L
c − {h (x )} é também um isomorfismo, logo existe um isomorfismo
τ : 〈x 〉M∪{x }= 〈x 〉→ L∪{h (x )}, visto que 〈x 〉M∪{x }= (〈x 〉cM−{x })
c e L∪{h (x )}= (L c−{h (x )})c .
Note que se existisse um elemento z ∈ L c tal que h (x ) z então L ∪{h (x )} não seria um ideal,
assim temos que M (〈h (x )〉M )⊆ L e que se z ∈ L c então h (x ) z .
Como τ é um isomorfismo, |M (L ∪{h (x )})| = 1, mas temos que h (x ) ∈M (L ∪{h (x )}), pois
caso contrário existiria um elemento z ∈ L tal que z  h (x ) e teríamos que h (x ) ∈ L o que é
uma contradição. Logo temos que |M (〈h (x )〉M )|= k . Assim definimos f̃ : I ∪{x }→ J ∪{h (x )}
por f̃ |I = f e f̃ (x ) = h (x ) o qual é um isomorfismo e preserva ordem, pois se x  y então
h (x ) f (y ) visto que L = 〈h (x )〉M . Além disso, temos que f̃ −1 : J ∪{h (x )}→ I ∪{x } é dado por
f̃ −1|J = f −1 e f̃ −1(h (x )) = x . Portanto podemos estender f a todos os elementos dessa forma
em I c .
Note que |I c |= r <∞ e o par (I , f ) pode ser estendido para (I1 = I ∪{x }, f̃1), continuando
esse processo r vezes, conseguiremos Ir = P e o automorfismo f̃r o qual é uma extensão de f
para o poset todo, ou seja, neste caso temos ES = EH .
Com base nos resultados obtidos, podemos então provar a proposição abaixo, apresentada
em [2], que diz respeito à relação entre as entradas das matrizes PE e Q ∗E para as três relações
de equivalências vistas neste capítulo.
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Proposição 3.14. Seja P um poset em [n ], E uma das três relações de equivalência EC , EAut(P )
ou ES e E
∗ a relação dual de E . Se E é de tipo MacWilliams em I (P ) então
|I |
(q −1)|M (J c )|q |(J c )M |
pJ c ,I =
|J c |
(q −1)|M (I )|q |IM |
qI ,J c para I ∈ I (P )/E e J c ∈ I (P ∗)/E ∗.
Demonstração: De fato, do Teorema 3.12 temos que se EC é de tipo MacWilliams então o poset
é hierárquico e que neste caso EC = EAut(P ). Da mesma forma temos que se ES é de tipo MacWil-
liams então o poset é um complemento de isomorfismo, e pelo Teorema 3.13 temos que neste
caso ES = EAut(P ). Logo, como a hipótese da proposição é que a relação de equivalência é de
tipo MacWilliams, basta mostramos a igualdade para o caso EH , com H ⊆Aut(P ).
Seja H um subgrupo de Aut(P ). Lembremos que se A, B ⊂ P e σ ∈ H então σ(A ∩ B ) =
σ(A)∩σ(B ), |σ(A)| = |A| e σH = H . Considere a relação de equivalência EH , a qual é de tipo
MacWilliams em I (P ). Temos que se L ∈ I , então existe σ ∈ H tal que σ(I ) = L ; da mesma
forma, se K c ∈ J c , então existe ϕ ∈H tal que ϕ(J c ) = K c . Em outras palavras, I é a órbita de
I sobre a ação de H . Lembramos que o estabilizador de I é o subgrupo HI = {σ ∈ J |σ(I ) = I }
(mais detalhes sobre subgrupos estabilizadores podem ser encontrados no apêndice).
Tomemos o conjunto A = {(L , K c )|L ≡ I , K c ≡ J c , IM ∩ K c = I ∩ (K c )M = ;} e definamos a














(q −1)|M (J c )|q |(J c )M |
pJ c ,I = |I |
∑
K c ∈J c ,I∩(K c )M=;
α|I∩K
c |
Segue do Teorema A.3 [Teorema da Órbita e Estabilizador] que |I |= |H ||HI | , logo teremos
|I |
∑
K c ∈J c ,I∩(K c )M=;
α|I∩K


























































−1ϕ(J c )|δ(σ(I ),σσ−1ϕ(J c )) =










































c |δ(σ(I ), J c ) = |J c |
∑





(q −1)|M (I )|q |IM |
qI ,J c .
Temos assim o resultado desejado.
Capítulo 4
Dualidades MacWilliams e a Métrica R-T
Em 1997 Rosenbloom e Tsfasman [12] introduziram na teoria de códigos uma métricaρ em
Matn ,s (Fq ), o espaço das matrizes n×s com entradas emFq . Estes códigos tem sido estudados
tanto do ponto de vista de combinatória quanto de aplicações em teoria de informação. É bem
conhecido na literatura que a ρ-métrica é um tipo de métrica poset assim, neste capítulo,
utilizamos os resultados obtidos no capítulo anterior para provar os resultados apresentados
por Dougherty e Skriganov em [3] através da P -métrica. Para isso introduziremos os conceitos
referentes à ρ-métrica e faremos a conexão entre esta e a P -métrica apresentada no Capítulo
3.
4.1 A Métricaρ
Denotaremos por Matn ,s (Fq ) o espaço linear de todas as matrizes n × s com entradas em
Fq , munido com as operações usuais de soma e produto por escalar de matrizes. Um código
linear, assim como nos casos vistos até aqui, é um subespaço vetorial de Matn ,s (Fq ).
Por definição, o peso de Hamming de uma matrizΩ ∈Matn ,s (Fq ), indicado por κ(Ω), é igual
ao número de entradas não nulas da matrizΩ. Nesse caso κ(Ω1−Ω2) define a métrica de Ham-
ming em Matn ,s (Fq ).
Introduzamos o seguinte peso não-Hamming,ρ em Matn ,s (Fq ). Primeiramente, seja n = 1
e v = (ξ1,ξ2, . . . ,ξs ) ∈Mat1,s (Fq ), então colocamos ρ(0) = 0 e ρ(v ) =max{i : ξi 6= 0} para v 6= 0.
Agora seja Ω = (v1, . . . , vn )T ∈Matn ,s (Fq ), v j ∈Mat1,s (Fq ), 1 ≤ j ≤ n e (·)T denotando a matriz




ρ(v j ) e temos que ρ é uma métrica em Matn ,s (Fq ).
Para um código linear C ⊂ Matn ,s (Fq ), chamamos de espectro de ρ-peso do código C o
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conjunto de inteiros wr (C ) = |{Ω ∈C :ρ(Ω) = r }|, 0≤ r ≤ n s .
Definição 4.1. SejaC ⊂Matn ,s (Fq ) um código linear, definimos o enumerador de ρ-peso deC
por








Introduzamos o seguinte produto interno em Matn ,s (Fq ). Primeiramente, seja n = 1 e v1 =
(ξ1, . . . ,ξs ), v2 = (ξ
′
1, . . . ,ξ
′








Agora seja Ωi = (v
(1)
i , . . . , v
(n )
i )
T ∈Matn ,s (Fq ), i = 1, 2; v
( j )





〈v ( j )1 , v
( j )
2 〉D . (4.2)
Para um código linearC ⊂Matn ,s (Fq )dado, definimos seu código dualC ⊥ ⊂Matn ,s (Fq )por
C ⊥ = {Ω2 ∈Matn ,s (Fq ) : 〈Ω2,Ω1〉D S = 0 ∀Ω1 ∈C }.
Vemos queC ⊥ é também um código linear com (C ⊥)⊥ =C . Além disso, se d é a dimensão
de C e d ⊥ é a dimensão de C ⊥, então d + d ⊥ = n s , |C ||C ⊥| = q n s , |C | = q d , |C ⊥| = q n s−d .
Provaremos tais afirmações na próxima seção.
Como vimos nos capítulos anteriores, as identidades de MacWilliams trazem relações en-
tre o polinômio enumerador dos códigos mutuamente duais C e C ⊥. Para o caso s = 1 e n
arbitrário temos que a métrica ρ coincide com a métrica de Hamming e assim os polinômios
satisfazem a identidade de MacWilliams dada no Teorema 2.1. No caso oposto, onde temos
n = 1 e s arbitrário, a seguinte identidade foi dada em [15]:
(q z −1)W (C ⊥|z ) +1− z = |C ⊥|z s+1(q (1− z )W (C |
1
q z
) +q z −1).
Assim, objetivo é estender as identidades de MacWilliams para o caso em que n e s são
arbitrários. Porém podemos ver no exemplo a seguir que extensões diretas não existem para
o enumerador de ρ-peso.
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Assim W (C1|z ) = z 0+ z 2 = 1+ z 2 =W (C2|z ).





















































































Assim o enumerador deρ-peso deC ⊥1 eC
⊥
2 é respectivamente W (C
⊥
1 |z ) = 1+2z +z
2+4z 4
e W (C ⊥2 |z ) = 1+ z +3z
2+ z 3+2z 4. Logo os polinômios não podem ser relacionados por uma
relação de tipo MacWilliams.
Poderíamos pensar que o problema está no produto interno definido em (4.2), porém já
para o caso n = 1, utilizando o produto interno usual, vemos que os polinômios não podem
ser relacionados por identidades de tipo MacWilliams.
Exemplo 4.2. Considere os códigos linearesC1,C2 ⊂Mat1,4(F2) dados por
C1 = {(0000, 1100, 1001, 0101)}, C2 = {0000, 0100, 0001, 0101}.
Seus códigos duais com relação ao produto interno definido em (4.1) são dados por
C ⊥1 = {0000, 0100, 1111, 1011}, C
⊥
2 = {0000, 0100, 0001, 0101}
e assim os 4 códigos possuem o mesmo enumerador de ρ-peso dado por
W (Ci |z ) =W (C ⊥i |z ) = 1+ z
2+2z 4, i = 1, 2.
Com respeito ao produto interno usual, denotando os códigos duais porC ∗1 eC
∗
2 temos
C ∗1 = {0000, 0010, 1111, 1101}, C
∗
2 = {0000, 0010, 1000, 1010}.
Os enumeradores de ρ-peso são dados por
W (C ∗1 |z ) = 1+ z
3+2z 4, W (C ∗2 |z ) = 1+ z +2z
3.
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Portanto os enumeradores de ρ-peso W (C |z ) e W (C ∗|z ) não podem ser relacionados por
identidades de tipo MacWilliams.
O objetivo torna-se então procurar por definições de enumeradores de peso mais adequa-
das.
Consideremos bolas e esferas em Matn ,s (Fq ) centradas na origem, com respeito a métrica
ρ :
B (n ,s )(r ) = {Ω ∈Matn ,s (Fq ) :ρ(Ω)≤ r },
S (n ,s )(r ) = {Ω ∈Matn ,s (Fq ) :ρ(Ω) = r }, onde 0≤ r ≤ n s é um inteiro.
Tomemos n = 1, logo, pelas definições teremos que
B (1,s )(r ) = {(ξ1, . . . ,ξs ) ∈Mat1,s (Fq ) : ξi = 0 para i > r }
é um subespaço de dimensão r e S (1,s )(0) = B (1,s )(0), S (1,s )(r ) = B (1,s )(r )−B (1,s )(r −1), r ≥ 1. Note




S (1,s )(r ).
Para n arbitrário, denotamos por Qn ,s ⊂Zn o subconjunto de vetores inteiros
Qn ,s = {(r1, . . . , rn ) : 0≤ r j ≤ s , 1≤ j ≤ n}.
Consideramos ainda o espaço Matn ,s (Fq ) como um produto direto de n cópias de Mat1,s (Fq ):









S (1,s )(r j ), R = (r1, . . . , rn ) ∈Qn ,s .
Os subconjuntos FR são chamados fragmentos. Note que Matn ,s (Fq ) se divide em uma união




Seja Sn o grupo simétrico de todas as permutações de linhas da matriz Ω ∈ Matn ,s (Fq ), o
qual preserva ρ-peso. Para um vetor inteiro R = (r1, . . . , rn ) ∈Qn ,s , e uma permutação σ ∈ Sn ,
escrevemos σR = (rσ(1), . . . , rσ(n )). O conjunto quociente Qn ,s/Sn pode ser identificado com o
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seguinte subconjunto de vetores inteiros:
Qn ,s/Sn = {(r1, . . . , rn ) : 0≤ r1 ≤ r2 ≤ · · · ≤ rn ≤ s }.
De fato, note que tomando qualquer elemento R de Qn ,s , podemos fazer uma permutação nas
coordenadas de R de tal forma queσR ∈Qn ,s/Sn .
Para um R = (r1, . . . , rn ) ∈Qn ,s/Sn introduzimos o subgrupo estabilizador S (R )n ⊂ Sn por S
(R )
n =
{σ ∈ Sn : σR =R }.






FσR , R ∈Qn ,s/Sn ,




Definição 4.2. Seja C ⊂Matn ,s (Fq ) um código linear. Definimos os T -espectros e H -espectros
como sendo, respectivamente os inteiros
tR (C ) = |C ∩ FR |, R ∈Qn ,s e
hR (C ) = |C ∩ΦR |, R ∈Qn ,s/Sn ,
Note que da definição de ΦR vista, teremos que





tR (C ) =
∑
σ∈Sn
αR tσR (C ), R ∈Qn ,s/Sn , (4.3)
onde αR é o inverso do número de elementos do estabilizador de R.
Definição 4.3. SejaC ⊂Matn ,s (Fq ). Definimos os T -enumeradores do códigoC como sendo







z ( j )r j , onde Z j = (z
( j )
0 , . . . , z
( j )
s ) ∈ C[zi , j ], 0 ≤ i ≤ s , 1 ≤ j ≤
n , com a notação zi , j = z
( j )
i .
Definição 4.4. SejaC ⊂Matn ,s (Fq ). Definimos os H -enumeradores do códigoC por





zr j , onde Z ∈C[z j ], 0≤ j ≤ s .
Comparando os dois enumeradores acima vemos que H (C |Z ) = T (C |Z , . . . , Z ).
Em [3], Dougherty e Skriganov introduzem a transformação linear Θs :C[z0, . . . , zs ]→
C[z0, . . . , zs ] colocando Z
′ =Θs Z , onde
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z
′
0 = z0+ (q −1)z1+q (q −1)z2+q
2(q −1)z3+ · · ·+q s−2(q −1)zs−1+q s−1(q −1)zs ,
z
′
1 = z0+ (q −1)z1+q (q −1)z2+q








s−1 = z0+ (q −1)z1−q z2,
z
′
s = z0− z1.











1 s e k = 0
q k−1(q −1) s e 0< k ≤ s − l
−q k−1 s e l +k = s +1
0 s e l +k > s +1
(4.4)
No artigo os autores obtém a matriz Θs utilizando transformada de Fourier e aplicando a
fórmula da soma de Poisson entre outros resultados. Porém, como mostraremos na próxima
seção, tal matriz pode ser obtida de forma mais direta aplicando-se os conceitos do capítulo
anterior.
Com os conceitos apresentados nesta seção, Dougherty e Skriganov conseguem também,
identidades de tipo MacWilliams para os T e H -enumeradores de códigos mutuamente duais,
dadas pelos seguintes teoremas:
Teorema 4.1. Os T -enumeradores dos códigos lineares mutuamente duaisC eC ⊥ ⊂Matn ,s (Fq )
são relacionados por
T (C |Z1, . . . , Zn ) =
1
|C ⊥|
T (C ⊥|Θs Z1, . . . ,Θs Zn ).
Teorema 4.2. Os H -enumeradores dos códigos lineares mutuamente duaisC eC ⊥ ⊂Matn ,s (Fq )
são relacionados por
H (C |Z ) =
1
|C ⊥|
H (C ⊥|Θs Z )
Provaremos tais resultados na próxima seção, utilizando os conceitos de posets vistos nos
Capítulos 1 e 2 e os resultados obtidos no Capítulo 3. Por ora, vejamos um exemplo englo-
bando os conceitos visto até o momento e as relações apresentadas nos teoremas acima.
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Q2,2 = {R0 = (0, 0), R1 = (1, 0), R2 = (2, 0), R3 = (0, 1), R4 = (0, 2), R5 = (1, 1), R6 = (1, 2), R7 =
(2, 1), R8 = (2, 2)}.
Assim, considerando o grupo simétrico das permutações S2 teremos
Q2,2/S2 = {R0 = (0, 0), R3 = (0, 1), R4 = (0, 2), R5 = (1, 1), R6 = (1, 2), R8 = (2, 2)}.




















































































Temos ainda, pela definição 4.2 que tR (C ) = |C ∩ FR |, R ∈Q2,2, logo obtemos
tR0(C ) = tR5(C ) = 1 etR1(C ) = tR2(C ) = tR3(C ) = tR4(C ) = tR6(C ) = tR7(C ) = tR8(C ) = 0.





tσR (C ), R ∈Q2,2/S2, logo obtemos
hR0(C ) = tR0(C ) = 1 , hR3(C ) = tR3(C ) + tR1(C ) = 0 , hR4(C ) = tR4(C ) + tR2(C ) = 0 ,
hR5(C ) = tR5(C ) = 1 , hR6(C ) = tR6(C ) + tR7(C ) = 0 , hR8(C ) = tR8(C ) = 0.
Portanto pela definição 4.3 teremos
























Pela definição 4.4 teremos















zr j = z0z0+ z1z1,
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e vemos que H (C |Z ) = T (C |Z , Z ).




































































⊥) = 1 , hR3(C
⊥) = tR3(C
⊥) + tR1(C
⊥) = 2 , hR4(C
⊥) = tR4(C
⊥) + tR2(C
⊥) = 0 ,
hR5(C
⊥) = tR5(C
⊥) = 1 , hR6(C
⊥) = tR6(C
⊥) + tR7(C
⊥) = 0 , hR8(C
⊥) = tR8(C
⊥) = 4.
Assim, aplicando tais resultados na Definição 4.3, de T -enumerador obtemos

































z ( j )r j =



















Da mesma forma, aplicando os resultados na Definição 4.4, de H -enumerador obtemos






























Assim, tomando Θ2 encontrada acima, e considerando Z
′
j =Θ2Z j teremos
Z
′













z ( j )0
z ( j )1
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Logo, substituindo em T (C ⊥|Z ′1, Z
′










1 e assim temos que T (C |Z1, Z2) =
1






|C ⊥|T (C ⊥|Θ2Z1,Θ2Z2).
4.2 Identidades de MacWilliams para T e H -enumeradores
Nesta seção provaremos os resultados apresentados no final da seção anterior. Para isso,
utilizaremos os resultados obtidos nos demais capítulos. Assim, primeiramente precisamos
fazer a ligação entre a métrica ρ e a P -métrica vista no Capítulo 1 e utilizada no Capítulo 3,
bem como a relação entre os conceitos apresentados para ambas as métricas.
Considere o poset P em [n s ], união disjunta de n cadeias de comprimento s , com relação
de ordem dada por i  n + i  2n + i  · · ·  (s −1)n + i , 1≤ i ≤ n .
Definição 4.5. SejaΩ ∈Matn ,s (Fq ), comΩ= [ai , j ]. Definamos as seguintes transformações line-
ares:
T : Matn ,s (Fq )→Fn sq dada por T (Ω) = T ([ai , j ]) = [v( j−1)n+i ], onde v( j−1)n+i = ai , j e
D : Matn ,s (Fq )→Matn ,s (Fq ) dada por D ([ai , j ]) = [ai ,s− j+1]n ,s .
Note que pelas definições apresentadas temos que ρ(Ω) =ωP (T (Ω)).
Agora, denotemos R ∈Qn ,s por ((1, r1), . . . , (n , rn )), ou seja R = (( j , r j ), 1 ≤ j ≤ n ). Note que
um ideal I ∈ I (P ) é inteiramente determinado pelos seu elementos maximais, assim deno-
temos M (I ) = {m1, . . . , mk}. Pelo algoritmo da divisão de Euclides, podemos escrever cada
elemento maximal na forma ml = xl n + tl , n > tl ≥ 0. Analogamente para J c ∈ I (P ∗).
Conseguimos assim uma aplicação ϕ : Qn ,s → I (P ) dada por
ϕ(R ) =ϕ(( j , r j )) = 〈(r j −1)n + j ; r j 6= 0〉P .
Da mesma forma, notando que se I ∈ I (P ), temos I = 〈a = xa n + ta ; n > ta ≥ 0, a ∈M (I )〉P ,
podemos definir uma aplicação ϕ
′
: I (P )→Qn ,s dada por ϕ






( j , r j ) = (n , xa ) s e ta = 0
( j , r j ) = (ta , xa +1) s e ta 6= 0
( j , 0) para as demais posições
Analogamente podemos definir uma aplicaçãoψ : Qn ,s → I (P ∗) dada por
ψ(R ) =ψ(( j , r j )) = 〈(s − r j )n + j ; r j 6= 0〉P ∗ .
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Notando que se J c ∈ I (P ∗), temos J c = 〈b = xb n + tb ; n > tb ≥ 0, b ∈M (J c )〉P ∗ , conseguimos
uma aplicaçãoψ
′
: I (P ∗)→Qn ,s : definida porψ






( j , r j ) = (n , s − xb +1) s e tb = 0
( j , r j ) = (tb , s − xb ) s e tb 6= 0
( j , 0) para as demais posições
Assim vemos que para cada R ∈Qn ,s podemos associar um ideal I ∈ I (P ) e um ideal J c ∈ I (P ∗).
Logo, seja Ω = (w1, . . . , wn )T ∈Matn ,s (Fq ) onde wi ∈ F sq , conseguimos assim uma relação entre
FR e SI=ϕ(R ) e entre FR e SJ c=ψ(R ).
Proposição 4.3. Seja FR ⊂Matn ,s (Fq ), R ∈Qn ,s . Então:
(i) T (FR ) = Sϕ(R ).
(ii) T D (FR ) = Sψ(R ).
Demonstração:




S (1,s )r j = {Ω ∈Matn ,s (Fq )|ρ(w j ) = r j }, assim aplicando T em Ω, ϕ
em R e do fato de que ρ(w j ) =ωP (T (w j )) teremos
FR = {Ω ∈Matn ,s (Fq )|ρ(w j ) = r j }= {T (Ω) ∈Fn sq |〈supp(T (Ω))〉P =ϕ(R ) = I }= Sϕ(R ).
(ii) Aplicando T D em Ω eψ em R teremos
FR = {T (D (Ω)) ∈Fn sq |〈supp(T (D (Ω)))〉P ∗ =ψ(R ) = J
c }= Sψ(R ).





FσR , R ∈Qn ,s/Sn logo conseguimos o seguinte corolário
Corolário 4.4. Seja ΦR ⊂Matn ,s (Fq ). Então:
(i) ΦR = Sϕ(R ).
(ii) ΦR = Sψ(R ).









Sϕ(R ) = Sϕ(R ) = SI onde I =ϕ(R ).









Sψ(R ) = Sψ(R ) = SJ c onde J
c =ψ(R ).
Além disso, tomando H = Sn =Aut(P ), temos que se R ∈Qn ,s/Sn , podemos restringirϕ eψ
a Qn ,s/Sn e conseguimos aplicações entre Qn ,s/Sn e I (P )/EH e I (P ∗)/E ∗H respectivamente.
Notemos também que dado um código linearC ⊂Matn ,s (Fq ), aplicando T aos elementos
de C , obtemos C ′ = T (C ) ⊂ Fn sq onde v
′ ∈ C ′ é tal que v ′ = T (v ), com v ∈ C . Como T é uma
transformação linear, temos queC ′ é um código linear em Fn sq . Além disso, se a dimensão de
C é k então, como T é uma isometria e preserva dimensão, teremos que a dimensão de C ′
será k . Analogamente seC ⊥ é o código dual do códigoC então, aplicando T D aos elementos
deC ⊥ obtemos T (D (C ⊥))⊂Fn sq onde u
′ = T (D (u )), com u ∈C ⊥.





〈v ( j )1 , v
( j )
2 〉.
Assim, utilizando o produto interno dado em (4.2) conseguimos o seguinte resultado:
Lema 4.5. Sejam Ωi = (v
(1)
i , . . . , v
(n )
i ) ∈Matn ,s (Fq ), i = 1, 2; v
j
i ∈Mat1,s (Fq ), 1≤ j ≤ n. Então:
(i) 〈Ω1,Ω2〉D S = 〈Ω1, D (Ω2)〉M .
(ii) SeC ⊂Matn ,s (Fq ) é um código linear eC
′ = T (C ) entãoC ′⊥ = T D (C ⊥).
Demonstração:
(i) De fato, denotemos v ( j )1 = (ξ
( j )
1 , . . . ,ξ
( j )




1 , . . . ,ξ
′( j )
























〈v ( j )1 , D (v
( j )
2 )〉= 〈Ω1, D (Ω2)〉M .
(ii) Sejam u , v ∈Matn ,s (Fq ) logo temos
u ∈C ⊥⇔ 0= 〈u , v 〉D S ,∀v ∈C ⇔〈D (u ), v 〉M = 0,∀v ∈C ⇔
〈T (D (u )), T (v )〉= 0,∀T (v ) ∈C ′⇔ T (D (u )) ∈C ′⊥.
Note assim que, como T e D são isometrias, pelo lema acima, se a dimensão de C é k
então a dimensão deC ′ será k e teremos que a dimensão deC ′⊥ é n s −k , ou seja, a dimensão
deC ⊥ é n s −k , como mencionamos na seção anterior.
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Consideremos agora H = I d ∈ Aut(P ), logo teremos I (P ) = I (P )/EH , I (P ∗) = I (P ∗)/E ∗H ,
SI = SI ,EH e SJ c = SJ c ,E ∗H . Assim, podemos denotar AI ,EH (C
′) por AI ,EH (C
′) e A J c ,E ∗H (C
′⊥) por
A J c ,E ∗H (C
′⊥). Obtemos então o seguinte corolário:
Corolário 4.6. SejamC ,C ⊥ ⊂Matn ,s (Fq ) e H = I d ∈ Aut(P ). Então:
(i) tR (C ) = AI ,EH (C
′).
(ii) tR (C ⊥) = A J c ,E ∗H (C
′⊥)
Demonstração:
(i) De fato, note que da Proposição 4.3 (i) temos T (FR ) = Sϕ(R ), logo teremos
v ∈C ∩ FR ⇔ T (v ) ∈ T (C )∩Sϕ(R )⇔ T (v ) ∈C
′ ∩SI com I =ϕ(R ).
Assim obtemos
tR (C ) = |C ∩ FR |= |T (C )∩Sϕ(R )|= |C
′ ∩SI |= AI ,EH (C
′), onde I =ϕ(R ).
(ii) Analogamente, da Proposição 4.3 (ii) temos que T D (FR ) = Sψ(R ), logo teremos
u ∈C ⊥ ∩ FR ⇔ T (D (u )) ∈ T (D (C ⊥))∩Sψ(R )⇔ T (D (u )) ∈C
′⊥ ∩SJ C com J c =ψ(R ).
Assim obtemos
tR (C ⊥) = |C ⊥ ∩ FR |= |T (D (C ⊥))∩Sψ(R )|= |C
′⊥ ∩SJ c |= A J c ,E ∗H (C
′⊥), onde J c =ψ(R ).
Vejamos um exemplo englobando as aplicações vistas até aqui nesta seção.
Exemplo 4.4. Consideremos o espaço das matrizes 2× 2 com entradas em F2 e tomemos os
códigosC eC ⊥ apresentados no Exemplo 4.3, bem como os conjuntos
Q2,2 = {R0 = (0, 0), R1 = (1, 0), R2 = (2, 0), R3 = (0, 1), R4 = (0, 2), R5 = (1, 1), R6 = (1, 2), R7 =
(2, 1), R8 = (2, 2)} e
Q2,2/S2 = {R0 = (0, 0), R3 = (0, 1), R4 = (0, 2), R5 = (1, 1), R6 = (1, 2), R8 = (2, 2)}.
Aplicando T emC obtemosC ′ = {(0, 0, 0, 0), (1, 1, 0, 0)} e aplicando T D emC ⊥ obtemos
C ′⊥ = {(0, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 1), (1, 1, 1, 0), (1, 1, 0, 1), (0, 0, 1, 0), (0, 0, 0, 1), (0, 0, 1, 1)}.
Tomemos então o poset P em [4] com relação de ordem dada por 1 3 e 2 4, ou seja, o poset
é uma união de duas cadeias disjuntas de comprimento 2.
Aplicando ϕ nos elementos de Q2,2 teremos:
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ϕ(R0) = 〈0〉P = ;= I0, ϕ(R1) = 〈1〉P = {1}= I1, ϕ(R2) = 〈3〉P = {1, 3}= I2,
ϕ(R3) = 〈1〉P = {2}= I3, ϕ(R4) = 〈4〉P = {2, 4}= I4, ϕ(R5) = 〈1, 2〉P = {1, 2}= I5,
ϕ(R6) = 〈1, 4〉P = {1, 2, 4}= I6, ϕ(R7) = 〈3, 2〉P = {1, 2, 3}= I7, ϕ(R8) = 〈3, 4〉P = P = I8.
Ou seja, temos
I (P ) =ϕ(Q2,2) = {;,{1},{1, 3},{2},{2, 4},{1, 2},{1, 2, 4},{1, 2, 3}, P }.
Restringindo ϕ aos elementos de Q2,2/S2 e tomando H = S2 teremos
I (P )/EH = {ϕ(R0),ϕ(R3),ϕ(R4),ϕ(R5),ϕ(R6),ϕ(R8)}= {;,{2},{2, 4},{1, 2},{1, 2, 4}, P }.
Assim, da definição de I -esfera apresentada no Capítulo 3 teremos:
SI0 = Sϕ(R0) = {(0, 0, 0, 0)}, SI1 = Sϕ(R1) = {(1, 0, 0, 0)}, SI2 = Sϕ(R2) = {(0, 0, 1, 0), (1, 0, 1, 0)},
SI3 = Sϕ(R3) = {(0, 1, 0, 0)}, SI4 = Sϕ(R4) = {(0, 0, 0, 1), (0, 1, 0, 1)}, SI5 = Sϕ(R5) = {(1, 1, 0, 0)},
SI6 = Sϕ(R6) = {(1, 0, 0, 1), (1, 1, 0, 1)}, SI7 = Sϕ(R7) = {(0, 1, 1, 0), (1, 1, 1, 0)},
SI8 = Sϕ(R8) = {(0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1)}.
Assim vemos que aplicando ϕ em R ∈Q2,2 e T em v ∈ FR no Exemplo 4.3, obtemos T (FRi ) =
Sϕ(Ri ) = SIi , 0 ≤ i ≤ 8. Logo, tomando H = I d teremos I (P )/EH = I (P ), e lembrando que
AI ,EH (C ) = |SI ∩C | teremos:
AI0,EH (C
′) = AI5,EH (C
′) = 1 e
AI0,EH (C
′) = AI1,EH (C
′) = AI2,EH (C
′) = AI3,EH (C
′) = AI4,EH (C
′) = AI6,EH (C




Logo vemos que tRi (C ) = AIi ,EH (C
′) = Aϕ(Ri ),EH (C
′), 0≤ i ≤ 8.
Da mesma forma, pela definição de I -esfera apresentada no Capítulo 3, tomando H = S2 te-
mos
SI0,EH = Sϕ(R0),EH = {(0, 0, 0, 0)}, SI3,EH = Sϕ(R3),EH = {(0, 1, 0, 0), (1, 0, 0, 0)},
SI4,EH = Sϕ(R4),EH = {(0, 0, 1, 0), (1, 0, 1, 0), (0, 0, 0, 1), (0, 1, 0, 1)},
SI5,EH = Sϕ(R5),EH = {(1, 1, 0, 0)}, SI6,EH = Sϕ(R6),EH = {(1, 0, 0, 1), (1, 1, 0, 1), (0, 1, 1, 0), (1, 1, 1, 0)},
SI8,EH = Sϕ(R8),EH = {(0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1)}.
Assim, obtemos
AI0,EH (C
′) = AI5,EH (C
′) = 1 e
AI3,EH (C
′) = AI4,EH (C
′) = AI6,EH (C
′) = AI8,EH (C
′) = 0.
Vemos então que hRi (C ) = AIi ,EH (C
′) = Aϕ(Ri ),EH (C
′), 0≤ i ≤ 8.
Por outro lado, aplicandoψ nos elementos de Q2,2 teremos
ψ(R0) = 〈0〉P ∗ = ;= J c0 , ψ(R1) = 〈3〉P ∗ = {3}= J
c
1 , ψ(R2) = 〈1〉P ∗ = {1, 3}= J
c
2 ,
ψ(R3) = 〈4〉P ∗ = {4}= J c3 , ψ(R4) = 〈2〉P ∗ = {2, 4}= J
c
4 , ψ(R5) = 〈3, 4〉P ∗ = {3, 4}= J
c
5 ,
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ψ(R6) = 〈3, 2〉P ∗ = {3, 2, 4}= J c6 , ψ(R7) = 〈1, 4〉P ∗ = {1, 3, 4}= J
c
7 , ψ(R8) = 〈1, 2〉P ∗ = P
∗ = J c8 .
Logo teremos
SJ c0 = Sψ(R0) = {(0, 0, 0, 0)}, SJ c1 = Sψ(R1) = {(0, 0, 1, 0)}, SJ c2 = Sψ(R2) = {(1, 0, 0, 0), (1, 0, 1, 0)},
SJ c3 = Sψ(R3) = {(0, 0, 0, 1)}, SJ c4 = Sψ(R4) = {(0, 1, 0, 0), (0, 1, 0, 1)}, SJ c5 = Sψ(R5) = {(0, 0, 1, 1)},
SJ c6 = Sψ(R6) = {(0, 1, 1, 0), (0, 1, 1, 1)}, SJ c7 = Sψ(R7) = {(1, 0, 0, 1), (1, 0, 1, 1)},
SJ c8 = Sψ(R8) = {(1, 1, 0, 0), (1, 1, 1, 0), (1, 1, 0, 1), (1, 1, 1, 1)}.
Assim, vemos que aplicando ψ em R ∈ Q2,2 e T D em v ∈ FR obtemos T D (FRi ) = Sψ(Ri ) =
SJ ci , 0≤ i ≤ 8.
Tomando H = I d teremos I (P ∗)/E ∗H = I (P
∗) e assim obtemos
A J c0 ,E ∗H (C
′⊥) = A J c1 ,E ∗H (C
′⊥) = A J c3 ,E ∗H (C
′⊥) = A J c5 ,E ∗H (C
′⊥) = 1,
A J c2 ,E ∗H (C
′⊥) = A J c4 ,E ∗H (C
′⊥) = A J c6 ,E ∗H (C
′⊥) = A J c7 ,E ∗H (C
′⊥) = 0 e
A J c8 ,E ∗H (C
′⊥) = 4.
Logo vemos que tRi (C
⊥) = A J ci ,E ∗H (C
′⊥) = Aψ(Ri ),E ∗H (C
′⊥).
Porém, se tomarmos H = S2 e restringirmos N ao conjunto Q2,2/S2 teremos
I (P ∗)/E ∗H = {ψ(R0),ψ(R3),ψ(R4),ψ(R5),ψ(R6),ψ(R8)}= {;,{4},{2, 4},{3, 4},{3, 2, 4}, P ∗}.
Assim temos
SJ c0 ,E ∗H = Sψ(R0),E ∗H = {(0, 0, 0, 0)}, SJ c3 ,E ∗H = Sψ(R3),E ∗H = {(0, 0, 0, 1), (0, 0, 1, 0)},}
SJ c4 ,E ∗H = Sψ(R4),E ∗H = {(1, 0, 0, 0), (1, 0, 1, 0), (0, 1, 0, 0), (0, 1, 0, 1)}, SJ c5 ,E ∗H = Sψ(R5),E ∗H = {(0, 0, 1, 1)},
SJ c6 ,E ∗H = Sψ(R6),E ∗H = {(0, 1, 1, 0), (0, 1, 1, 1), (1, 0, 0, 1), (1, 0, 1, 1)},
SJ c8 ,E ∗H = Sψ(R8),E ∗H = {(1, 1, 0, 0), (1, 1, 1, 0), (1, 1, 0, 1), (1, 1, 1, 1)}.
Logo obtemos
A J c0 ,E ∗H (C
′⊥) = A J c5 ,E ∗H (C
′⊥) = 1,
A J c4 ,E ∗H (C
′⊥) = A J c6 ,E ∗H (C
′⊥) = 0,
A J c3 ,E ∗H (C
′⊥) = 2 e A J c8 ,E ∗H (C
′⊥) = 4.
Assim vemos que hRi (C
⊥) = A J ci ,E ∗H (C
′⊥), 0≤ i ≤ 8.




z ( j )r j por Xϕ(R ) = X I , logo da definição 4.3 teremos







z ( j )r j '
∑









Agora, denotando por X o vetor [X I ]I∈I (P ) e lembrando que W (C , P, EH ) = [AI ,EH (C )]I∈I (P )/EH
teremos





)X T =W (C
′
, P, EH )X
T .
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Assim, segue do Teorema 3.7 (iii) que
T (C |Z1, . . . , Zn ) =W (C
′









Pela definição de QE ∗H temos QE ∗H = [qI ,J c ] onde QE ∗H é uma matriz |I (P )/EH | × |I (P
∗)/E ∗H |.








J c ∈I (P ∗)
(4.6)
Com os resultados obtidos, conseguimos um teorema que mostra que podemos obter as
matrizes QE ∗H e PEH apenas com as entradas referentes à primeira cadeia.
Teorema 4.7. Sejam P um poset união de n cadeias disjuntas de comprimento s e H = I d .
(i) Se n = 1, então a matriz Q TE ∗H obtida é a matriz Θs , além disso, Q
T
E ∗H
= P TEH .
(ii) Se n > 1, as matrizes QE ∗H e PEH são totalmente determinadas pelas entradas obtidas no
item (i) respectivamente.
Demonstração:
(i) Seja n = 1, ou seja, o poset P é uma cadeia de comprimento s . Logo, consideremos Ik ∈
I (P ), com Ik = ϕ(Rk ) onde Rk = k ∈ Q1,s = {0, 1, . . . , s }, e à cada Rk desta forma está
também associado um ideal J ck = ψ(Rk ) ∈ I (P
∗). Assim sejam Rk e Rl ∈ Qn ,s da forma
vista acima, com ϕ(Rk ) = Ik e ψ(Rl ) = J cl . Note que neste caso se k 6= 0 então M (Ik ) =
M (ϕ(Rk )) = k , logo |M (Ik )| = |M (ϕ(Rk ))| = 1 e |(Ik )M | = |(ϕ(Rk ))M | = k − 1. Segue da Pro-
posição 3.11 (ii) que
qIk ,J cl = qϕ(Rk ),ψ(Rl ) = (q −1)




se (ψ(Rl ))M ∩ϕ(Rk ) = ;
qIk ,J cl = qϕ(Rk ),ψ(Rl ) = 0 se (ψ(Rl ))M ∩ϕ(Rk ) 6= ;.
Porém, temos que (ψ(Rl ))M∩ϕ(Rk ) 6= ;⇔ k > s−l+1 e (ψ(Rl ))M∩ϕ(Rk ) = ;⇔ k ≤ s−l+1,
e neste caso teremos |ψ(Rl )∩ϕ(Rk )| = 0 se k ≤ s − l e |ψ(Rl )∩ϕ(Rk )| = 1 se k = s − l + 1,
logo teremos










1 se k = 0
q k−1(q −1) se 0< k ≤ s − l
−q k−1 se k + l = s +1
0 se k + l > s +1
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Comparando este resultado com as entradas da matriz Θs dadas em (4.4) temos que
θl ,k = qIk ,J cl ou seja, a matriz Θs é a matriz Q
T
E ∗H
referente aos ideais da primeira cadeia
do poset P .
Analogamente, tomemos ψ(Rk ) = J ck e ϕ(Rl ) = Il , assim, se k 6= 0 então então M (J
c
k ) =
M (ψ(Rk )) = k logo |M (J ck )| = |M (ψ(Rk ))| = 1 e consequentemente |(J
c
k )M | = k − 1. Segue
da Proposição 3.11 (i) que
pJ ck ,Il = pψ(Rk ),ϕ(Rl ) = (q −1)




se (ϕ(Rl ))M ∩ψ(Rk ) = ;
pJ ck ,Il = pψ(Rk ),ϕ(Rl ) = 0 se (ϕ(Rl ))M ∩ψ(Rk ) 6= ;.
.
Porém, temos que (ϕ(Rl ))M∩ψ(Rk ) 6= ;⇔ k > s−l+1 e (ϕ(Rl ))M∩ψ(Rk ) = ;⇔ k ≤ s−l+1
e neste caso teremos |ϕ(Rl )∩ψ(Rk )| = 0 se k ≤ s − l e |ϕ(Rl )∩ψ(Rk )| = 1 se k = s − l + 1,
logo teremo










1 se k = 0
q k−1(q −1) se 0< k ≤ s − l
−q k−1 se k + l = s +1
0 se k + l > s +1
Assim vemos que θl ,k = pJ ck ,Il e obtemos Q
T
E ∗H
= P TEH =Θs , como queríamos.
(ii) Agora seja n > 1. Indexemos os ideais referentes à primeira cadeia do poset P da seguinte
maneira: Ii =ϕ(Ri ) onde Ri = (i , 0, . . . , 0) ∈Qn ,s com 0≤ i ≤ s .
Sejam I ∈ I (P ) com I = ϕ(R ) onde R = (r1, . . . , rn ) ∈ Qn ,s , 0 ≤ r j ≤ s e J c ∈ I (P ∗) com
J c =ψ(R ′) onde R ′ = (r ′1, . . . , r
′
n ) ∈Qn ,s , 0≤ r
′
j ≤ s .




qIr j ,J cr ′j
.
Mostraremos por indução em n . Para n = 1 não há o que se mostrar, vejamos para n = 2.
Sejam R = (r1, r2) e R
′ = (r ′1, r
′




qIr j ,J cr ′j
= qIr1 ,J cr ′1














































= (q −1)(|M (I )|−|J c ∩I |)q |IM |(−1)|J c ∩I | = qI ,J c
(4.7)
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Assim, para n = 2 vale. Suponha que vale para n −1, mostremos que vale para n .
Note que podemos tomar R = (r1, . . . , rn ) como R = (R−, rn ) onde R− = (r1, . . . , rn−1) e da
mesma forma temos R
′ = (R ′−, r
′




1, . . . , r
′
n−1), assim, por (4.7) teremos qI ,J c =
qIrn ,J cr ′n




qIr j ,J cr ′j
, logo teremos









qIr j ,J cr ′j
. E temos o resultado desejado.
Para o caso da matriz PEH a demonstração é completamente análoga.
Exemplo 4.5. Consideremos os resultados obtidos para o Exemplo 4.4 com H = I d . Logo tere-
mos que os ideais referentes à primeira cadeia do poset P e P ∗ são os referentes aos elementos
R0, R1, eR2 ∈Q2,2, ou seja:
I0 = ;=ϕ(R0), I1 = {1}=ϕ(R1), I2 = {1, 3}=ϕ(R2) e
J c0 = ;=ψ(R0), J
c
1 = {3}=ψ(R1), J
c
2 = {1, 3}=ψ(R2).
Logo, como neste caso temos q = 2 obtemos
qI ,J c =
¨
1|M (I )|2|IM |(−1)|J c ∩I | se (J c )M ∩ I = ;






qI0,J c0 qI0,J c1 qI0,J c2
qI1,J c0 qI1,J c1 qI1,J c2




















c )M |(−1)|I∩J c | se (I )M ∩ J c = ;






pJ c0 ,I0 pJ c0 ,I1 pJ c0 ,I2
pJ c1 ,I0 pJ c1 ,I1 pJ c1 ,I2














Consideremos então R = (1, 2) e R ′ = (1, 1), logo temos que ϕ(R ) = {1, 2, 4} = I e ψ(R ′) =





qIr j ,J cr ′j
= qIr1 ,J cr ′1
qIr2 ,J cr ′2
= qI1,J c1 qI2,J c1 = 1 · (−2) =−2, como era esperado.
Analogamente temos (I )M = {2} logo (I )M ∩ J c = ; e temos pJ c ,I = 12 · 20 · (−1)1 = −1. Por
outro lado temos



















= pJ c1 ,I1 pJ c1 ,I2 = 1 · (−1) =−1, como era esperado.
Analisemos agora o restultado obtido em (4.6) aplicando o Teorema 4.7.







J c ∈I (P ∗)








qI ,J c X I =
∑
R∈Qn ,s
qϕ(R ),ψ(R ′ )Xϕ(R ) =
∑
R∈Qn ,s




z ( j )r j .




























qIr j ,J cr ′j
z ( j )r j

e aplicando o resultado obtido no item (i) do mesmo teorema teremos
∑
I∈I (P )












Agora, aplicando o Teorema 1.11 teremos
∑
I∈I (P )







































ψ(R ′ ) = X
′
J c teremos Q
T
E ∗H
X T = [X ′J c ]
T
J c ∈I (P ∗) = [X
′]T . Logo substi-
tuindo em (4.5) teremos



















J c ∈I (P ∗)





















T (C ⊥|Θs Z1, . . . ,Θs Zn ).
Assim, obtemos a demonstração do Teorema 4.1 apresentado ao final da seção anterior, o
qual reapresentamos abaixo:
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Teorema 4.1 . Os T -enumeradores dos códigos lineares mutuamente duais,C eC ⊥ em Matn ,s (Fq )
são relacionados por
T (C |Z1, . . . , Zn ) =
1
|C ⊥|
T (C ⊥|Θs Z1, . . . ,Θs Zn ).
Além disso conseguimos demonstrar o Teorema 4.2, o qual é dado por:
Teorema 4.2 . Os H -enumeradores dos códigos lineares mutuamente duais,C eC ⊥ em Matn ,s (Fq )
são relacionados por
H (C |Z ) =
1
|C ⊥|
H (C ⊥|Θs Z )
Demonstração: De fato, como H (C |Z ) = T (C |Z , . . . , Z ), pelo teorema anterior teremos
H (C |Z ) = T (C |Z , . . . , Z ) =
1
|C ⊥|
T (C ⊥|Θs Z , . . . ,Θs Z ) =
1
|C ⊥|
H (C ⊥|Θs Z ).
4.2.1 Relações entre T e H -espectro para códigos mutuamente duais
Conseguimos também uma relação entre o T - e H -espectro do códigoC e do seu dualC ⊥.
Teorema 4.8. Os T -espectros dos códigos lineares mutuamente duaisC eC ⊥ ⊂Matn ,s (Fq ) são
relacionados por









θr ′j ,r j
Demonstração: De fato, temos que tR (C ) = Aϕ(R ),EH (C
′) e pelo Lema 3.5 teremos





ψ(R ′ )∈I (P ∗)
 
∑












ψ(R ′ )∈I (P ∗)
|C






Aψ(R ′ ),E ∗H (C
′⊥)qϕ(R ),ψ(R ′ ).




qIr j ,J cr ′j
e como qIr j ,J cr ′j
= θr ′j ,r j teremos




θr ′j ,r j . Assim obtemos
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Aψ(R ′ ),E ∗H (C









θr ′j ,r j .
E temos o resultado desejado.
Teorema 4.9. Os H -espectros dos códigos lineares mutuamente duaisC eC ⊥ ⊂Matn ,s (Fq ) são
relacionados por




R ′∈Qn ,s /Sn






θrσ( j ),r ′j ,
onde αR é o inverso do número de elementos do estabilizador de R .
Demonstração: De fato, segue da definição 4.2 e do teorema anterior que
hR (C ) =
∑
σ∈Sn







































































,J crσ( j )

.




,J crσ( j )

















∩J crσ( j ) |.




,J crσ( j )
é invariante









,J crλ−1σ( j )
. Logo, somando sobre todo Sn , o resultado da




































































































R ′∈Qn ,s /Sn






θrσ( j ),r ′j .
E temos o resultado desejado.
Considerações Finais
Neste trabalho, nosso objetivo foi estudar as Identidades de MacWilliams para códigos poset
e em seguida relacionar os trabalhos [3] e [2]. Para este fim, primeiramente apresentamos os
conceitos básicos sobre códigos lineares e posets a fim de termos ferramentas para trabalhar
com as identidades de MacWillams. Apresentamos tais identidades para o caso de códigos
lineares em espaços de Hamming e então mostramos que as mesmas só valem no caso de
posets quando o poset P é hierárquico.
Começamos então a estudar o trabalho de Choi et al. [2], o qual deriva tais identidades com
relação a relações de equivalência no conjunto de ideais de ordem do poset P . Apresentamos
então, três relações de equivalência em I (P ) bem como, condições suficientes e necessárias
para que estas relações de equivalência sejam de tipo MacWilliams, onde tais identidades,
segundo essa caracterização, foram apresentadas na forma de matrizes, PE e QE ∗ , sendo as
entradas de tais matrizes explicitadas.
Um resultado importante que encontramos neste estudo foi que, no caso em que a relação
de equivalência que leva em conta os isomorfismos entre ideais do poset P é uma relação de
equivalência de tipo MacWilliams, então tal relação é, na verdade, a mesma que a relação de
equivalência dos automorfismos do poset P , ou seja, que todo isomorfismo, neste caso, é uma
extensão de um automorfismo.
Em seguida passamos a estudar o trabalho de Dougherty e Skriganov [3], relacionando este,
com os resultados obtidos no estudo de [2], a fim de tentar obter uma prova mais simples
para os resultados em [3]. Para isso, conseguimos relacionar a ρ-métrica com a P -métrica e
os conceitos referentes à tais métricas através de algumas isometrias obtendo assim todos os
resultados apresentados em [3] utilizando-se os resultados apresentados para posets.
Neste processo, vimos que a ρ-métrica para o espaço das matrizes n × s com entradas em
Fq , pode ser identificada com a P -métrica, onde o poset P é uma união disjunta de n cadeias
de mesmo comprimento, neste caso, comprimento s . Com isso conseguimos mostrar que a
matrizΘs apresentada em [3], a qual é utilizada para relacionar os T e H -enumeradores, nada
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mais é que a matriz PE ou QE ∗ para a primeira cadeia do poset P , e que neste caso tais matrizes
são iguais.
Assim, conseguimos outro resultado muito importante: mostramos que, neste caso, ao
invés de precisarmos encontrar todas as entradas da matriz PE ou QE ∗ , as quais são da forma









para a matriz PE
e
qI ,J c = (q −1)|M (I )|q |IM |
∑
K ∈I ,
(J c )M ∩K =;
 −1
q −1
|J c ∩K |
para a matriz QE ∗ ,
e geram um gasto computacional elevado para n grande, mostramos que basta encontramos
tais entradas para os ideais referentes à primeira cadeia, que são poucas comparadas ao nú-
mero de entradas total, e as demais são obtidas através de uma multiplicação de algumas des-
sas entradas. Assim, conseguimos reduzir consideravelmente o trabalho e consequentemente
o gasto, para determinar tais matrizes neste caso.
Por fim ficam algumas perguntas: a relação encontrada para determinar as demais entra-
das das matrizes PE e Q
∗
E para este poset, pode ser generalizada para outros posets? Como
identificar facilmente se um poset é um complemento de isomorfismos? Existem outras rela-
ções de equivalência de tipo MacWilliams?
As respostas à tais perguntas ficam como sugestões para trabalhos futuros.
Apêndice A
Ações de Grupos e Fórmula de inversão de
Moebius
Neste apêndice veremos alguns resultados sobre ações de grupos utilizadas ao longo do tra-
balho e também, ao final deste, a demonstração da fórmula de inversão de Moebius.
Ações de Grupos
Denotemos por G um grupo e X um conjunto não vazio.
Definição A.1. Um grupo G age em um conjunto X quando existe uma funçãoφ : G ×X → X ,
chamada ação de g ∈G em x ∈ X , satisfazendo:
(A1) φ(g1,φ(g2, x )) =φ(g1g2, x ), ∀g1, g2 ∈G , ∀x ∈ X .
(A2) φ(e , x ) = x , ∀x ∈ X (e ∈G é a identidade de G ).
Afim de simplificarmos a notação denotaremosφ(g , x )por g ·x . Logo as propriedades (A1)
e (A2) ficarão:
(A1) g1 · (g2 · x ) = (g1g2) · x , ∀g1, g2 ∈G , ∀x ∈ X
(A2) e · x = x , ∀x ∈ X (e ∈G é a identidade de G )
Diremos que dois elementos x e x
′ ∈ X são equivalentes sob a ação de G se existe g ∈ G
tal que g x = x ′ .
Se G é um grupo multiplicativo e X = G , a função (g , x ) 7→ g x g −1 define uma ação de G
em G chamada ação por conjugação.
86
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Definição A.2. Se um grupo G age em um conjunto X e x ∈ X , o subconjunto de X ,
O (x ) = {g · x : g ∈G },
é chamado de órbita de x .
Note que a órbita de x ∈ X é a classe de equivalência de x .





(b) Se x , y ∈ X , ou O (x )∩O (y ) = ; ou O (x ) =O (y ).
Demonstração:




(b) Suponha que z ∈O (x )∩O (y ), então z = g1 ·x = g2 · y , para certos g1, g2 ∈G . Logo, por (A1)
temos que x = (g −11 g2) · y e assim x ∈O (y ). Por outro lado, y = (g
−1
2 g1) · x logo y ∈O (x ) e
temos o resultado desejado.
Chamaremos de conjunto de representantes de órbitas, denotado por T , um subconjunto








representa a união disjunta.
Denotaremos ainda o conjunto das órbitas da ação de G em X por G \X . Assim, é fácil ver
que temos uma bijeção entre T e G \X dada por x ∈ T 7−→O (x ) ∈G \X .
Definição A.3. Se G age em um conjunto X e x ∈ X , o subgrupo de G
Gx = {g ∈G : g · x = x }
é chamado estabilizador de x ou grupo de isotropia de x .
Teorema A.2 (Lagrange). Sejam G um grupo finito e H um subgrupo de G . Então |G |= |H ||T |,
onde T é um conjunto de representantes de órbitas para a ação de H em G dada pela multipli-
cação pela esquerda.
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Demonstração: Tomemos X = G . Assim, a função dada por h · x = h x , para todo h ∈ H e
todo x ∈ X , é uma ação de H sobre X . A funçãoσ : H −→O (x ) definida porσ(h ) = h x é uma
bijeção.
De fato, é fácil ver que σ é injetora. Além disso, se x
′ ∈ O (x ), então x ′ = h x para algum
h ∈H , logo x ′ =σ(h ).




O (x ) teremos










|H |= |T ||H |.
Definição A.4. Sejam G um grupo, H um subgrupo de G e x ∈G , o subconjunto de G
H x = {h x : h ∈H }
é chamado de classe lateral à esquerda de H em G .
Analogamente definimos a classe lateral à direita de H em G .
Quando o conjunto das classes laterais de H em G for finito, dizemos que H é um subgrupo
de índice finito em G , e o número de classes laterais é chamado o índice de H em G , e denotado
|G : H |.
Teorema A.3 (Teorema da Órbita e Estabilizador). Se um grupo finito G age em um conjunto
X , então o número de pontos na órbita de um ponto x ∈ X é o índice de Gx em G , |G : Gx |.
Demonstração: De fato, da definição de órbita temos que esta consiste dos pontos g x , en-
quanto que g1 x = g2 x ⇔ g −12 g1 ∈Gx , isto é, se, e somente se as classes laterais g2Gx e g1Gx são
iguais. Assim, a função definida por g Gx 7−→ g x é bijetora e temos |G : Gx |= |O (x )|.
Note ainda que |T |= |G : Gx |= |O (x )|, assim, pelo Teorema de Lagrange temos




Em particular, com isso podemos escrever o Teorema de Lagrange em sua forma usual:
Teorema A.4 (Lagrange). Sejam G um grupo finito e H um subgrupo de G . Então |G |= |H ||G :
H |.
Com estes resultados finalizamos a parte referente à ações de grupos utilizada no trabalho.
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Fórmula de Inversão de Moebius
Vejamos agora o resultado utilizado no Teorema 3.12 sobre fórmula de inversão de Moebius.
Primeiramente sejam P um poset finito e denotemos por Int(P ) o conjunto de intervalos
de P , [x , y ] = {z ∈ P ; x ≤ z ≤ y } (lembrando que o conjunto vazio não é um intervalo). Seja F
um corpo. Se f : Int(P )−→F, então escrevemos f (x , y ) para f ([x , y ]).
Definição A.5. A álgebra de Incidência I (P,F) de P sobre F é a F-álgebra de todas as funções
f : Int(P ) −→ F (com a estrutura usual de espaço vetorial sobre F), onde a multiplicação (ou
convolução) é definida por
( f g )(x , y ) =
∑
xzy
f (x , z )g (z , y ).
Note que a soma acima é finita pois P é finito.
A identidade nessa F-álgebra é dada por
δ(x , y ) =
¨
1, s e x = y
0, s e x 6= y
.
Assim, f ∈ I (P,F) tem inversa a direita se f g =δ. Logo devemos ter f (x , x )g (x , x ) = 1 ∀x ∈
P , portanto f (x , x ) 6= 0 ∀x ∈ P e assim g (x , x ) está bem definida pois g (x , x ) = 1f (x ,x ) . Por outro
lado f g (x , y ) =δ(x , y ) = 0 para x 6= y . Logo, tomando [x , y ] contendo apenas x e y com x 6= y
teremos
0= f g (x , y ) =
∑
xzy
f (x , z )g (z , y ) = f (x , x )g (x , y ) + f (x , y )g (y , y ) portanto
g (x , y ) = − f (x , x )−1 f (x , y )g (y , y ) que está bem definido pois f (x , x ) 6= 0 e g (y , y ) é bem
definido.
Assim, por indução recursiva no tamanho do intervalo, que é finito, temos que g está bem
definida e teremos
f g (x , y ) = 0⇔
∑
xzy
f (x , z )g (z , y ) = 0⇔ f (x , x )g (x , y ) +
∑
x≺zy
f (x , z )g (z , y ) = 0⇔
g (x , y ) =− f (x , x )−1
∑
x≺zy
f (x , z )g (z , y ).
Analogamente, para a inversa à esquerda teremos:
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g f (x , y ) = 0⇔
∑
xzy




g (x , z ) f (z , y )

+ g (x , y ) f (y , y ) = 0⇔
g (x , y ) =− f (y , y )−1
∑
xz≺y
g (x , z ) f (z , y ).
Logo provamos que f tem inversa se e somente se f (x , x ) 6= 0 para todo x ∈ P .
Agora consideremos a função zeta ζ ∈ I (P,F) definida por ζ(x , y ) = 1, para todo x  y em
P .
Logo temos ζ(x , x ) 6= 0 ∀x ∈ P e portanto existe a inversa de ζ em I (P,F), chamada função
de Moebius de P e denotada por µ. Utilizando a fórmula para inversa à esquerda, temos que
µ é definida por
µ(x , x ) = 1, ∀x ∈ P
µ(x , y ) =−
∑
xz≺y
µ(x , z ), ∀x ≺ y em P.
Assim, conseguimos o seguinte teorema:
Teorema A.5 (Fórmula da inversão de Moebius). Seja P um poset finito. Sejam f , g : P −→C.
Então
g (x ) =
∑
yx
f (y ), ∀x ∈ P ⇔
f (x ) =
∑
yx
g (y )µ(y , x ), ∀x ∈ P.
Demonstração: O conjuntoCP de todas as funções P −→C forma um espaço vetorial no qual
I (P,C) age (à direita) como uma álgebra de transformações lineares, isto é, CP é um I (P,C)-
módulo à direita. A ação é dada por
( f h )(x ) =
∑
yx
f (y )h (y , x ),
onde f ∈CP e h ∈ I (P,C).
Um estudo mais detalhado sobre módulos pode ser encontrado em [13].
Assim, consideremos a função zeta ζ ∈ I (P,C), temos então que
g (x ) =
∑
yx
f (y )⇔ g = f ζ⇔ gµ= f ζµ⇔ gµ= f
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e temos o resultado desejado.
Note que se consideramos P = X como um conjunto com relação de ordem dada pela








g (B )µ(B , A), ∀A ⊆ X .
Provemos por indução, que neste caso, µ(B , A) = (−1)|A|−|B |.























(−1)l = (1−1)|X | = 0. (A.1)
Além disso, temos que (−1)k = (−1)−k .
Suponha então que para B ⊆C ⊂ A vale a igualdade µ(B , C ) = (−1)|B |−|C |, logo teremos
µ(B , A) =−
∑
B⊆C⊂A
µ(B , C ) =−
∑
B⊆C⊂A
























































 , onde X = A−B e Z =C −B
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(−1)|B | = (−1)|A|−|B | e substituindo em A.2 teremos µ(B , A) = (−1)|A|−|B |
como desejávamos.
Note que este é o resultado utilizado na demonstração do Teorema 3.12.
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