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Abstract
Wedevelop a newmethod of lower and upper solutions for a fourth-order nonlinear boundary value problemwhere
the differential equation has dependence on all lower-order derivatives. Our boundary conditions are nonlinear. We
will assume the functions that deﬁne the nonlinear boundary conditions are either monotone or nonmonotone. As
a result we obtain existence principles which improve recent results in the literature.
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1. Introduction
Several papers have appeared which use the lower and upper solution method and which study the
existence of solutions for fourth-order (or even 2mth-order) problems. Some of these papers have no
nonlinear dependence on any of the lower-order derivatives (see [3] and references therein), others deal
with differential equations that depend only on even-order derivatives (see [2,3,6,15]), and a few papers
study problems with nonlinear dependence on all the lower-order derivatives (see [7]).
Recently, several papers have appeared which use the lower and upper solution method and study the
existence of solutions for fourth-order (or even 2mth-order) problems. However these papers have no
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nonlinear dependence on any of the lower-order derivatives or only on even-order derivatives. We refer
the reader to [2,3,6,7,15] for a complete list of references in the subject.
Most of the papers considering fourth-order problems deal with linear boundary conditions. In the
last few years several authors consider nonlinear boundary conditions that permit even different types of
linear boundary conditions together. In a recent paper Ehme et al. [7] considered
k1(u)= 0, l1(u)= 0,
k2(u)= 0, l1(u)= 0, (1)
where u = (u(0), u(1), u′(0), u′(1), u′′(0), u′′(1)). Notice that for example, if we let k1(u) = u(0),
l1(u) = u(1), k2(u) = u′′(0), l1(u) = u′′(1) we obtain Lidstone boundary conditions. A common hy-
pothesis in papers related to problems with nonlinear boundary conditions is the existence of some ﬁxed
monotone behavior in each variable of the functions which deﬁne the nonlinear boundary conditions.
We refer the reader to [4,8–11,13,16,18] for papers assuming such conditions and dealing with ordinary
differential equations.
In [7] the authors show the applicability of the lower and upper solution method to the problem formed
by the differential equation,
u(iv)(t)= f (t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ I = [0, 1] (2)
and the boundary conditions (1). In [7] because of the dependence on odd derivatives, the authors employ
the Kamke existence of solutions of initial value problems theorem [12].
One of the aims of this paper is to generalize the results presented by Ehme et al. In order to do so and in
addition to consider more general nonlinear boundary conditions than the ones considered in [7] we shall
use a different truncated problem and we shall not need to employ the Kamke existence of solutions of
initial value problems theorem. In Section 2, we shall consider nonlinear boundary conditions satisfying
more general monotone conditions than in [7]. In Section 3, we shall show how these conditions can be
removed and we shall present an example not covered by results in the literature to date. The last section
is devoted to the study of nonlinear boundary conditions that include the periodic and anti-periodic
problems.
Several models can be studied with our results. Consider a model of an elastic strut supported by
an elastic foundation; a model of patter formation in polymeric materials under tension; a model of
suspension bridges. Both these examples use the equation [5,17],
u(iv) + pu′′ + F ′(u)= 0.
In this paper we shall consider
u(iv)(t)= f (t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ I = [0, 1], (3)
satisfying the nonlinear boundary conditions
g1(u)= 0, h1(u˜)= 0,
g2(u)= 0, h2(u˜)= 0, (4)
with f : I ×R4 → R, g1, g2 : R6 → R, h1, h2 : R8 → R continuous functions and u and u˜ standing for
u= (u(0), u(1), u′(0), u′(1), u′′(0), u′′(1)),
u˜= (u(0), u(1), u′(0), u′(1), u′′(0), u′′(1), u′′′(0), u′′′(1)).
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To conclude the Introduction we present some basic deﬁnitions, notation and the main tool that we
shall employ in the proof of our result.
As usual inC(I)we shall consider the norm |u|0= supt∈I |u(t)| and the partial order given by the cone
of positive functions. Also, for u, v ∈ C(I), we shall write
[u, v] = {w ∈ C(I) : u(t)w(t)v(t), t ∈ I }.
We next introduce the Nagumo condition that we use.
Deﬁnition 1. Let ,  ∈ C4(I ) such that  and ′′′′. We say that f satisﬁes a Nagumo condition
relative to ,  if for
r0 =max{|′′(0)− ′′(1)|, |′′(1)− ′′(0)|}
there exists a constant D such that
D>max
{
r0, |′′′|0, |′′′|0
}
and a continuous function  : [0,∞)→ (0,∞) such that
|f (t, x, y, z, w)|(|w|), t ∈ I, x ∈ [(t), (t)], y ∈ [−C,C],
z ∈ [′′(t), ′′(t)], w ∈ R,
and ∫ D
r0
1
(s)
ds > 1, (5)
here
C = 2max{|′|0, |′|0} +max{|(0)− (1)|, |(1)− (0)|}. (6)
Deﬁnition 2. We say that the map L : X → Y between two metric spaces is compact if L(X) is a
compact subset of Y.
Theorem 1. [Schauder’s ﬁxed point theorem, Agarwal et al. [1]]. Let K be a convex subset of a normed
linear space E. Each continuous, compact map L : K → K has a ﬁxed point.
2. Monotone boundary conditions
In order to simplify the notation, for each  ∈ C3(I ) we deﬁne the following functions:
g

1(x, y, z, w) :=g1((0), x, ′(0), y, z, w), x, y, z, w ∈ R,
g

2(x, y, z, w) :=g2(x, (1), y, ′(1), z, w), x, y, z, w ∈ R,
h

1(x, y, z, w, v, u) :=h1(x, y, z, w, ′′(0), v, ′′′(0), u), x, y, z, w, v, u ∈ R,
h

2(x, y, z, w, v, u):=h2(x, y, z, w, v, ′′(1), u, ′′′(1)), x, y, z, w, v, u ∈ R.
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Our next step will be the introduction of a new deﬁnition of lower and upper solutions for problems
(3) and (4).
Deﬁnition 3. We say that ,  ∈ C4(I ) are coupled lower and upper solutions for the problems (3) and
(4) if , ′′′′,
(iv)(t)f (t, (t),−C, ′′(t), ′′′(t)) for t ∈ I,
(iv)(t)f (t, (t), C, ′′(t), ′′′(t)) for t ∈ I (7)
and
min
(x,y,z,w)∈A1
{g1(x, y, z, w)}0 max
(x,y,z,w)∈A1
{g1(x, y, z, w)} (8)
with A1 = {(x, y, z, w) : x ∈ {(1), (1)}, y ∈ {−C,C}, z ∈ {′′(0), ′′(0)}, w ∈ {′′(1), ′′(1)}},
min
(x,y,z,w)∈A2
{g2(x, y, z, w)}0 max
(x,y,z,w)∈A2
{g2(x, y, z, w)} (9)
with A2 = {(x, y, z, w) : x ∈ {(0), (0)}, y ∈ {−C,C}, z ∈ {′′(0), ′′(0)}, w ∈ {′′(1), ′′(1)}},
min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}0 max
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)} (10)
with B1={(x, y, z, w, v, u) : x ∈ {(0), (0)}, y ∈ {(1), (1)}, z, w ∈ {−C,C}, v ∈ {′′(1), ′′(1)},
u ∈ {−D,D}},
min
(x,y,z,w,v,u)∈B2
{h2(x, y, z, w, v, u)}0 max
(x,y,z,w,v,u)∈B2
{h2(x, y, z, w, v, u)} (11)
with B2 = {(x, y, z, w, v, u) : x ∈ {(0), (0)}, y ∈ {(1), (1)}, z, w ∈ {−C,C}, v ∈ {′′(0),
′′(0)}, u ∈ {−D,D}}; here C and D were introduced in Deﬁnition 1.
It is worth noting that this deﬁnition generalizes the concepts employed in the literature for linear
and nonlinear boundary conditions. For example, in [7, Deﬁnition 2.1] the concept of strong upper
solution–lower solution pair for (1) and (2) is considered i.e. (7) is assumed and (8)–(11) are replaced by
inequalities:
k1(ˆ)0k1(ˆ), l1(ˆ)0 l1(ˆ),
k2(ˆ)0k2(ˆ), l2(ˆ)0 l2(ˆ)
with uˆ = ((0), (1),−C,−C, ′′(0), ′′(1)) and ˆ = ((0), (1), C,C, ′′(0), ′′(1)). Now, with the
monotonicity hypotheses imposed in [7] it is easy to see that if ,  is a strong upper solution–lower
solution pair then they are coupled lower and upper solutions.
On the other hand, we also note that if there exists a dependence on u′ in the nonlinearity f it is
impossible to deﬁne a lower and upper solution independently. However, if f has no dependence on u′ it
may be possible to deﬁne a lower and upper solution independently. For example, if we consider Lidstone
data then conditions (8)–(11) are the classical conditions,
(0)0, ′′(0)0,
(1)0, ′′(1)0 and
(0)0, ′′(0)0,
(1)0, ′′(1)0
and we can deﬁne a lower and upper solution independently.
D. Franco et al. / Journal of Computational and Applied Mathematics 174 (2005) 315–327 319
The main result in this section is the following.
Theorem 2. Suppose f satisﬁes a Nagumo condition relative to , . Also assume that ,  are coupled
lower and upper solutions for problems (3) and (4) and the following conditions hold:
(H1) the function f is nondecreasing in the second and third variable;
(H2) the functions g1 and g2 are nondecreasing and nonincreasing in the third and fourth variable,
respectively, and the functions h1 and h2 are nondecreasing and nonincreasing in the seventh and
eighth variable, respectively;
(H3) the functions gi , gi , hi , hi are monotone (either nonincreasing or nondecreasing) in each variable
(i = 1, 2).
Then there exists at least one solution u of (3) and (4) such that u ∈ [, ], u′ ∈ [−C,C], u′′ ∈ [′′, ′′]
and u′′′ ∈ [−D,D].
Proof. In order to deﬁne a suitable modiﬁed problem we introduce the functions
m(t, x)=max{(t),min{x, (t)}}, n(t, x)=max{−C,min{x, C}}
and
p(t, x)=max{′′(t),min{x, ′′(t)}}, q(t, x)=max{−D,min{x,D}}.
We consider the modiﬁed problem,
u(iv)(t)= F ∗(t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ I,
u(0)= g∗1(u), u′′(0)= h∗1(u˜),
u(1)= g∗2(u), u′′(1)= h∗2(u˜) (12)
with
F ∗(t, x, y, z, w)= f (t,m(t, x), n(t, y), p(t, z), q(t, w))+ z− p(t, z)
1+ |z− p(t, z)| ,
g∗1(u)=m(0, u(0)+ g1(u)), h∗1(u˜)= p(0, u′′(0)+ h1(u˜)),
g∗2(u)=m(1, u(1)+ g2(u)), h∗2(u˜)= p(1, u′′(1)+ h2(u˜)).
We shall divide the proof into six steps:
Step 1: Problem (12) has at least a solution.
It is well known [19] that solving (12) is equivalent to ﬁnding a ﬁxed point of the operator
N : C3(I )→ C3(I )
deﬁned by
Nu(t)=g∗2(u˜)t + g∗1(u)(1− t)+
∫ 1
0
G(t, s)[h∗2(u˜)s + h∗1(u)(1− s)] ds
+
∫ 1
0
H(t, s)F ∗(s, u(s), u′(s), u′′(s), u′′′(s)) ds,
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where
G(t, s)=
{
t (s − 1), 0 t < s1,
s(t − 1), 0s < t1 and H(t, s)=
∫ 1
0
G(t, r)G(r, s) dr.
Let us consider in C3(I ) the norm ‖ u ‖ =max{|u|0, |u′|0, |u′′|0, |u′′′|0}.
Using the continuity of the functions that deﬁne our problem and the deﬁnitions of the functions of the
modiﬁed problem together with the Ascoli–Arzelá theorem one can easily see that N is continuous and
compact. Thus Schauder’s ﬁxed point theorem guarantees the existence of at least a ﬁxed point.
Step 2: If u is a solution of (12) then u′′ ∈ [′′, ′′].
By the deﬁnition of h∗1 and h∗2 (note p(t, x) ∈ [′′(t), ′′(t)] for t ∈ I and x ∈ R) we see that u′′(0) ∈[′′(0), ′′(0)] and u′′(1) ∈ [′′(1), ′′(1)].
Therefore, it remains to show that ′′(t)u′′(t)′′(t) for t ∈ (0, 1). Let v = u−  and suppose that
there exists t0 ∈ (0, 1) such that v′′(t0)< 0. Then there exist r, s ∈ (0, 1) such that r < s, v′′′(s) = 0,
v(iv)(s)0 and v′′(t)< 0 for t ∈ (r, s).
Now, using (H1), we get the contradiction,
0v(iv)(s)F ∗(s, u(s), u′(s), u′′(s), u′′′(s))− f (s, (s), C, ′′(s), ′′′(s))
= f (s,m(s, u(s)), n(s, u′(s)), p(s, u′′(s)), q(s, u′′′(s)))
+ u
′′(s)− p(s, u′′(s))
1+ |u′′(s)− p(s, u′′(s))| − f (s, (s), C, 
′′(s), ′′′(s))

u′′(s)− p(s, u′′(s))
1+ |u′′(s)− p(s, u′′(s))| =
u′′(s)− ′′(s)
1+ |u′′(s)− ′′(s)| < 0.
Thus ′′u′′. Similarly, one shows that u′′′′ and so u′′ ∈ [′′, ′′].
Step 3: If u is a solution of (12) then u ∈ [, ].
By the deﬁnition of g∗1 and g∗2 (notem(t, x) ∈ [(t), (t)] for t ∈ I and x ∈ R) we see thatu(0) ∈ [(0),
(0)] and u(1) ∈ [(0), (0)].
Therefore, it remains to show that (t)u(t)(t) for t ∈ (0, 1). Note every v ∈ C3(I ) satisﬁes the
following Green’s function representation (see [7])
v(t)= v(1)t + v(0)(1− t)+
∫ 1
0
G(t, s)v′′(s) ds. (13)
Now take v = u −  in (13) so we obtain from Step 2 and G(t, s)< 0 on (0, 1) × (0, 1) that u.
Analogously taking v = − u in (13) we have that u, so u ∈ [, ].
Step 4: If u is a solution of (12) then u′ ∈ [−C,C].
Using the mean value theorem, we have that there exists t0 ∈ (0, 1) such that |u′(t0)| = |u(1)− u(0)|
and from Step 3
|u′(t0)| = |u(1)− u(0)| max{|(0)− (1)|, |(1)− (0)|}.
From Step 2 we know that ′′u′′′′ so integrating from t0 to t (we assume t > t0 since the other
case is similar)
′(t)− ′(t0)u′(t)− u′(t0)′(t)− ′(t0)
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and we have
|u′(t)|2max{|′|0, |′|0} + |u′(t0)|C.
Step 5: If u ∈ C1(I ) is a solution of (12) then u satisﬁes −D<u′′′(t)<D for t ∈ I .
It is enough to show u′′′(t)<D for t ∈ I (since the proof of the other inequality is similar). If u′′′(t)≮D
for t ∈ I then there exits s0 ∈ I such that u′′′(s0)D.
On the other hand, using the Mean Value Theorem, we know that there exists t0 ∈ I with u′′′(t0)=
u′′(1)− u′′(0) and
−D<− r0′′(0)− ′′(1)u′′′(t0)′′(0)− ′′(1)r0<D.
Therefore there exist t1, t2 ∈ I such that u′′′(t1)= r0, u′′′(t2)=D, and either
r0 = u′′′(t1)u′′′(t)u′′′(t2)=D, t ∈ (t1, t2)
or
r0 = u′′′(t1)u′′′(t)u′′′(t2)=D, t ∈ (t2, t1).
Notice from (5) that
∫ u′′′(t2)
u′′′(t1)
1
(s)
ds =
∫ D
r0
1
(s)
ds > 1.
Using Du′′′(t)r00 for all t ∈ (t1, t2) (and Steps 2–4) we get the contradiction,∫ u′′′(t2)
u′′′(t1)
1
(s)
ds=
∫ t2
t1
u(iv)(t)
(u′′′(t))
dt =
∫ t2
t1
F ∗(t, u(t), u′(t), u′′(t), u′′′(t))
(u′′′(t))
dt
=
∫ t2
t1
f (t, u(t), u′(t), u′′(t), u′′′(t))
(u′′′(t))
dt

∫ t2
t1
|f (t, u(t), u′(t), u′′(t), u′′′(t))|
(u′′′(t))
dt

∫ t2
t1
(u′′′(t))
(u′′′(t))
dt = t2 − t11.
Similarly, in the second situation we have,
∫ u′′′(t2)
u′′′(t1)
1
(s)
ds =
∫ D
r0
1
(s)
ds > 1
and ∫ u′′′(t2)
u′′′(t1)
1
(s)
ds=−
∫ t1
t2
u(iv)(t)
(u′′′(t))
dt =−
∫ t1
t2
f (t, u(t), u′(t), u′′(t), u′′′(t))
(u′′′(t))
dt

∫ t1
t2
|f (t, u(t), u′(t), u′′(t), u′′′(t))|
(u′′′(t))
dt t1 − t21.
Step 6: If u is a solution of (12) then u satisﬁes (4).
322 D. Franco et al. / Journal of Computational and Applied Mathematics 174 (2005) 315–327
If we prove that
(0)u(0)+ g1(u)(0), (14)
then by the deﬁnition of g∗1 we would obtain that u satisﬁes g1(u)= 0 since
u(0)= g∗1(u)= u(0)+ g1(u).
Now, suppose that this is not true and assume ﬁrst that
u(0)+ g1(u)> (0).
Then
u(0)= g∗1(u)= (0). (15)
Using (15) and Step 3 we have
u(0)= (0) and u(t)(t), t ∈ I
and so u′(0)′(0).
Now if g1 is monotone nonincreasing in each variable (note we use also the fact that g1 is nondecreasing
in the third variable and (8)) we get the contradiction,
u(0)+ g1(u)=(0)+ g1((0), u(1), u′(0), u′(1), u′′(0), u′′(1))
 (0)+ g1((0), u(1), ′(0), u′(1), u′′(0), u′′(1))
= (0)+ g1(u(1), u′(1), u′′(0), u′′(1))
 (0)+ g1((1),−C, ′′(0), ′′(1))(0).
Furthermore, if g1 satisﬁes any type of monotonicity listed in (H3) we get a similar contradiction. Thus
u(0)+ g1(u)(0) and a similar argument shows that (0)u(0)+ g1(u). Thus (14) holds.
To check that the boundary condition g2(u)= 0 holds is similar so we omit the proof. Next we show
h1(u˜)= 0.
We only need to show that
′′(0)u′′(0)+ h1(u˜)′′(0).
Suppose that ′′(0)>u′′(0)+ h1(u˜). Then u′′(0)= ′′(0) which together with Step 2 guarantees u′′′(0)
′′′(0). Now h1 nondecreasing in the seventh variable together with (10) yields,
u′′(0)+ h1(u˜)=′′(0)+ h1(u(0), u(1), u′(0), u′(1), ′′(0), u′′(1), u′′′(0), u′′′(1))
 ′′(0)+ h1(u(0), u(1), u′(0), u′(1), ′′(0), u′′(1), ′′′(0), u′′′(1))
= ′′(0)+ h1(u(0), u(1), u′(0), u′(1), u′′(1), u′′′(1))
 ′′(0)+ min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}′′(0).
A similar argument shows h2(u˜)= 0.
Consequently, we have ﬁnished the proof since from Step 1 we know that (12) has at least a solution
u, and from Steps 2 to 6 we have that u satisﬁes (3) and (4). 
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3. Nonmonotone boundary conditions
The aim of this section is to show that it is possible to remove condition (H3) in Theorem 2. Most of
the papers dealing with nonlinear boundary conditions consider monotone assumptions similar to (H3).
To the best of our knowledge this is the ﬁrst paper that avoids conditions of this type for a fourth-order
problem. Notice, one can ﬁnd existence results for ﬁrst-order equations which avoid monotonicity (see,
for example [14]).
Let ,  coupled lower and upper solutions. We write,
A1 = [(1), (1)] × [−C,C] × [′′(0), ′′(0)] × [′′(1), ′′(1)] ⊂ R4,
A2 = [(0), (0)] × [−C,C] × [′′(0), ′′(0)] × [′′(1), ′′(1)] ⊂ R4,
B1=[(0), (0)] × [(1), (1)] × [−C,C] × [−C,C] × [′′(1), ′′(1)]
× [−D,D] ⊂ R6,
B2=[(0), (0)] × [(1), (1)] × [−C,C] × [−C,C] × [′′(0), ′′(0)]
× [−D,D] ⊂ R6,
here C and D were introduced in Deﬁnition 1.
Theorem 3. If in Theorem 2 condition (H3) is replaced by
(H3∗) The functions gi|Ai and h

i|Bi
attain their minimum value at Ai and Bi , respectively (i = 1, 2). The
functions gi|Ai and h

i|Bi
attain their maximum value at Ai and Bi , respectively (i = 1, 2).
Then there exists at least one solution u of (3) and (4) such that u ∈ [, ], u′ ∈ [−C,C], u′′ ∈ [′′, ′′]
and u′′′ ∈ [−D,D].
Proof. Following the proof of Theorem 2 one realizes that it is only necessary to show the validity of
Step 6.
Step 6: If u is a solution of (12) then u satisﬁes (4).
We shall only show h1(u˜)= 0 since the others are similar. We claim that
′′(0)u′′(0)+ h1(u˜)′′(0).
Suppose that our claim is not true i.e. ′′(0)>u′′(0)+ h1(u˜). Then u′′(0)= ′′(0) which together with
Step 2 guarantees u′′′(0)′′′(0). Now h1 nondecreasing in the seventh variable together with (10) yields,
u′′(0)+ h1(u˜)=′′(0)+ h1(u(0), u(1), u′(0), u′(1), ′′(0), u′′(1), u′′′(0), u′′′(1))
 ′′(0)+ h1(u(0), u(1), u′(0), u′(1), ′′(0), u′′(1), ′′′(0), u′′′(1))
= ′′(0)+ h1(u(0), u(1), u′(0), u′(1), u′′(1), u′′′(1))
 ′′(0)+ min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}
 ′′(0)+ min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}′′(0). 
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We present an example to illustrate the applicability of our last result. Consider the differential equation
u(iv)(t)= u(t)3 + 1
2
(u′(t))3 +
(
u′′(t)
3
)3
+
(
u′′′(t)
12
)2
+ sin t, t ∈ [0, 1] (16)
together with the boundary conditions
u(0)e|u(0)| = u(1)3 − u(1)
4
,
sin
(
u′(0)
3
)
= 2u(1),
u′′(0)= u′′(1)= 0. (17)
Let (t)=−t4 + 2t3 − t − 1116 and (t)=−(t), t ∈ [0, 1]. Then for each t ∈ [0, 1]
(t)(0)= (1)=−1116 1116 = (1)= (0)(t)
and ||0 = ||0 = |′|0 = |′|0 = 1. On the other hand, for each t ∈ [0, 1]
′′(t)= 12t (t − 1)0 − 12t (t − 1)= ′′(t)
and |′′′|0 = |′′′|0 = 12. Thus, C = 2+ 2216 = 278 and (7) holds.
In order to check if ,  are coupled lower and upper solutions we consider the following functions
that deﬁne the boundary conditions (17):
g1(u)=−u(0)e|u(0)| + u(1)3 − u(1)4 , h1(u˜)= u
′′(0),
g2(u)= sin
(
u′(0)
3
)
− 2u(1), h2(u˜)= u′′(1). (18)
By direct calculation min{g1((1)), g1((1))}> 0>min{g1((1)), g1((1))} so (8) holds and
similarly one gets that (9)–(11) hold.
Moreover, although g1 and g2 do not satisfy condition (H3), condition (H3∗) holds. Thus we obtain
the existence of at least one solution for (16) and (17).
4. Nonlinear boundary conditions that cover the periodic data
The periodic or anti-periodic boundary conditions can be written in form (4). However, the deﬁnition
of coupled lower and upper solutions makes it imposible to use Theorems 2 or 3 to study periodic and
anti-periodic problems. In this section, we present nonlinear boundary conditions which are suitable for
the study of periodic and anti-periodic problems:
g1(u)= 0, h1(u˜)= 0,
u(1)+ g2(u(0), u′′(0), u′′(1))= 0, u′′(1)+ h2(u′′(0))= 0, (19)
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with g1 : R6 → R, h1 : R8 → R, g2 : R3 → R, h2 : R→ R continuous functions and, as before, u and
u˜ standing for
u= (u(0), u(1), u′(0), u′(1), u′′(0), u′′(1)),
u˜= (u(0), u(1), u′(0), u′(1), u′′(0), u′′(1), u′′′(0), u′′′(1)).
Deﬁnition 4. We say that ,  ∈ C4(I ) are coupled lower and upper solutions for the problem (3)–(19)
if , ′′′′, (7) holds, and
min
(x,y,z,w)∈A1
{g1(x, y, z, w)}0 max
(x,y,z,w)∈A1
{g1(x, y, z, w)}, (20)
(1)+ max
(x,y,z)∈A3
g2(x, y, z)= 0= (1)+ min
(x,y,z)∈A3
g2(x, y, z), (21)
min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}0 max
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}, (22)
′′(1)+ max
x∈[′′(0),′′(0)]
h2(x)= 0= ′′(1)+ min
x∈[′′(0),′′(0)]
h2(x), (23)
here A3 = [(0), (0)] × [(0), (0)] × [′′(1), ′′(1)].
Theorem 4. Suppose f satisﬁes (H1) and a Nagumo condition relative to , . Also assume that ,  are
coupled lower and upper solutions for problems (3)–(19) in the sense of Deﬁnition 4 and that g1 and h1
are nondecreasing in the third and seventh variable, respectively.
Then there exists at least one solution u of (3)–(19) such that u ∈ [, ], u′ ∈ [−C,C], u′′ ∈ [′′, ′′]
and u′′′ ∈ [−D,D].
Proof. We consider the modiﬁed problem
u(iv)(t)= F ∗(t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ I,
u(0)= g∗1(u), u′′(0)= h∗1(u˜),
u(1)+ g2(m(0, u(0)), p(0, u′′(0)), p(1, u′′(1)))= 0,
u′′(1)+ h2(p(0, u′′(0)))= 0, (24)
where F ∗, g∗1 , h∗1, m, n, p and q were introduced in Theorem 2.
We sketch the proof. Again we consider the same six steps as in Theorem 2.
Step1:Problem (24) has at least a solution. Sinceg2(m(0, x), p(0, u′′(0)), p(1, u′′(1))) andh2(p(0, x))
are continuous bounded functions we can use the reasoning in Theorem 2 without difﬁculty.
Step 2: If u is a solution of (24) then u′′ ∈ [′′, ′′].
From the deﬁnition of h∗1 we see that u′′(0) ∈ [′′(0), ′′(0)], which together with the properties of
coupled lower and upper solutions implies,
u′′(1)=−h2(u′′(0)) − max
x∈[′′(0),′′(0)]
h2(x)= ′′(1),
u′′(1)=−h2(u′′(0)) − min
x∈[′′(0),′′(0)]
h2(x)= ′′(1).
Therefore u′′(1) ∈ [′′(1), ′′(1)], and it only remains to show that ′′(t)u′′(t)′′(t) for t ∈ (0, 1).
Here the ﬁnal reasoning in Step 2 of Theorem 2 establishes this.
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Step 3: If u is a solution of (24) then u ∈ [, ].
From the deﬁnition of g∗1 we see that u(0) ∈ [(0), (0)]. Moreover,
u(1)=−g2(u(0), u′′(0), u′′(1)) − max
(x,y,z)∈A3
g2(x, y, z)= (1)
and
u(1)=−g2(u(0), u′′(0), u′′(1)) − min
(x,y,z)∈A3
g2(x, y, z)= (1).
Therefore u(1) ∈ [(1), (1)]. At this stage we can use the proof of Theorem 2 to show that
(t)u(t)(t) for t ∈ (0, 1).
In Steps 4 and 5 we can use the proof in Theorem 2 without any modiﬁcation and we get that if u is a
solution of (24) then u′ ∈ [−C,C] and −u′′′ ∈ [−D,D].
Step 6: If u is a solution of (24) then u satisﬁes (19).
Firstly, we realize that we only need to check that conditions relative to g1 and h1 hold since Steps 2
and 3 guarantee the others. But again, we can employ exactly the same reasoning as in Theorem 2 to get
the result.
Consequently, we have ﬁnished the proof since from Step 1 we know that (24) has at least a solution
u, and from Steps 2 to 6 we have that u satisﬁes (3)–(19). 
Notice no monotone conditions are imposed in g2 and h2. If we employ the following new deﬁnition
of coupled lower and upper solutions for (3) and (4) it is possible to prove an existence result similar to
Theorem 2 assuming only (H1) and (H2).
Deﬁnition 5. We say that ,  ∈ C4(I ) are coupled lower and upper solutions for the problems (3) and
(4) if , ′′′′, (7) holds, and
min
(x,y,z,w)∈A1
{g1(x, y, z, w)}0 max
(x,y,z,w)∈A1
{g1(x, y, z, w)},
min
(x,y,z,w)∈A2
{g2(x, y, z, w)}0 max
(x,y,z,w)∈A2
{g2(x, y, z, w)},
min
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)}0 max
(x,y,z,w,v,u)∈B1
{h1(x, y, z, w, v, u)},
min
(x,y,z,w,v,u)∈B2
{h2(x, y, z, w, v, u)}0 max
(x,y,z,w,v,u)∈B2
{h2(x, y, z, w, v, u)}.
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