Abstract. Let Fq be a finite field of characteristic p, and let W 2 (Fq) be the ring of Witt vectors of length two over Fq. We prove that for any integer n such that p divides n, the groups SLn(Fq[t]/t 2 ) and SLn(W 2 (Fq)) have the same number of irreducible representations of dimension d, for each d.
Introduction
Let O be a complete discrete valuation ring with maximal ideal p and residue field F q with q elements and characteristic p. For an integer r ≥ 1, we write O r = O/p r . It is known that O 2 , and in fact any finite local ring of length two with residue field F q , is isomorphic to either the ring W 2 (F q ) of Witt vectors of length two or P. Singla [8] has proved that when p does not divide n, we have
for all d ≥ 1. In [9] a new proof of this was given, as well as a generalisation when SL n is replaced by any reductive group scheme G over Z (with connected fibres) such that p is very good for G × Z F q . The case G = SL n with p | n was also studied in [8] but the argument there remains incomplete (see [9, Section 5] ). In the present paper, we complete the argument and prove that for all n such that p | n, we have
for all d ≥ 1. This is Theorem 5.3, whose proof is finished in Section 5.
The main new ingredient in the proof is the following. Let s : M n (F q ) → M n (O 2 ) be the function induced by the multiplicative section s :
We show (see Theorem 3.1) that for any x ∈ M n (F q ) in Weyr normal form the reduction mod p map on centralisers C SLn(O2) (s(x)) −→ C SLn(Fq) (x)
is surjective. The Weyr normal form of a matrix is a kind of dual of the more common Jordan normal form, but has the advantage that centralisers are block upper triangular (see Section 3) . By contrast, we do not know how to prove a statement like this when 'Weyr' is replaced by 'Jordan'. Another important ingredient of the proof of Theorem 5.3 is Lemma 4.1 which gives the precise structure of the quotient C SLn(Fq) (x + Z)/C SLn(Fq) (x), where Z is the centre of M n (F q ) and SL n (F q ) acts by conjugation on M n (F q )/Z. It turns out that this quotient is cyclic, and is generated by a coset vC SLn(Fq) (x), where v is a permutation matrix.
Of course, Theorem 5.3 is trivially true whenever SL n (F q [t]/t 2 ) ∼ = SL n (W 2 (F q )). However, this is almost never the case, as shown by Sah [5] , namely, when p = q, the groups are isomorphic only for (n, p) ∈ {(2, 3), (3, 2) }. In Section 6 we give a new proof, following a suggestion of Y. de Cornulier, that the groups SL n (F q [t]/t 2 ) and SL n (W 2 (F q )) are not isomorphic when p ≥ 5.
Notational preliminaries
Define the groups
The reduction map O 2 → F q induces surjective homomorphisms ρ : G 2 → G and ρ : S 2 → S (the surjectivity follows either from smoothness of the group schemes GL n and SL n or by noting that a set of generators of G or S can be lifted to G 2 or S 2 , respectively). We let G 1 and S 1 denote the kernels of the homomorphisms ρ, respectively.. Similarly, for any matrix x ∈ M n (O 2 ) we will denote its image in
Let M n (F q ) = Lie(GL n )(F q ) be the ring of n × n matrices over F q and let
It is easy to see that the kernel of this map is the subalgebra Z of scalar matrices.
Using this isomorphism, we will identify elements in
* be the element corresponding to x + Z. As in [9, Section 4.1], we then have a degree one character ψ x+Z = ψ β ∈ Irr(S 1 ). More precisely, forŷ ∈ M 0 n (O 2 ) be such that ρ(ŷ) = y, we have
Similarly, we have an extension ψ x ∈ Irr(G 1 ) of ψ x+Z , given by the same formula but forŷ ∈ M n (O 2 ). The map x + Z → ψ x+Z induces a G-equivariant isomorphism of abelian groups
Note that since S 2 is normal in G 2 , the action of S 2 on Irr(S 1 ) (which factors through S) extends to an action of G 2 (which factors through G).
Surjectivity of the map on centralisers
Let n ≥ 2 be a fixed integer. Let s : M n (F q ) → M n (O 2 ) be the function induced by the multiplicative section s :
In this section, we prove one of the key results of the present paper, namely:
is surjective.
The Weyr normal form of a matrix is a lesser known dual form of the Jordan normal form (see [4, Definition 2.1.5]). As for the Jordan normal form, the Weyr form of a matrix x ∈ M n (F ), F a field, exists whenever the eigenvalues of x lie in F , that is, there exists a g ∈ GL n (F ) such that gxg −1 is in Weyr normal form. Moreover, just like the Jordan normal form, the Weyr form, when it exists, is unique (up to the order of its blocks), that is, any matrix in M n (F ) can be brought into a unique (up to the order of the blocks) matrix in Weyr normal form in M n (L), L/F a finite extension containing the eigenvalues of the matrix, by conjugation by an element in GL n (L).
As is the case for the Jordan normal form, the Weyr normal form of a nilpotent matrix in M n (F ) is determined by a partition n = n 1 + · · · + n r . An example of a nilpotent Weyr matrix in Weyr normal form, corresponding to the partition 
where omitted entries are zero. The Jordan normal form of this matrix is given by Jordan blocks corresponding to the dual partition 7 = 3 + 3 + 1. This duality between the Jordan and Weyr forms is a general phenomenon (see [4] ). In general, the Weyr normal form of a matrix is a block diagonal matrix whose blocks have a single eigenvalue -we call such blocks Weyr blocks -and where two different blocks have different eigenvalues. Note that unlike matrices in Jordan normal form, a Weyr block is generally not block diagonal (as the nilpotent example above shows).
From now on we will say that a matrix is a Weyr matrix or is in Weyr form if it is in Weyr normal form. For any ring A (in the present paper, a ring will always be commutative with identity), we can define Weyr matrices in M n (A) in the obvious way.
In contrast to the Jordan normal form, the Weyr form has the advantage that the centraliser is block upper triangular. It is this fact about centralisers of matrices in Weyr form which allows us to prove Theorem 3.1. It is possible that Theorem 3.1 holds also when "Weyr" is replaced by "Jordan", but we do not know how to prove this.
3.1.
Centralisers. If A is a ring, n = n 1 + · · · + n r and x i ∈ M ni (A), we will write x 1 ⊕ · · · ⊕ x r for the block diagonal matrix diag(x 1 , . . . , x r ) ∈ M n (A).
The following result, well-known in the case of fields, allows us to reduce to the case of centralisers of matrices with a single eigenvalue. The result holds, with essentially the same proof, over any principal ideal local ring, but for notational simplicity we only state it over O 2 (since we don't loose any generality, it then also holds overÕ 2 , defined with respect to any finite extension k/F q ).
where the isomorphism, from right to left, is given by
Proof. This is very similar to the well-known case for matrices over a field, treated in [4, Proposition 3.1.1]. The only difference is that given a relation
where y ij ∈ M ni×nj (O 2 ) is a block matrix with the same block structure as x, we need to reduce the relation mod (̟) to obtain
Then, as in the proof of [4, Proposition 3. For any ring A, and integers 1 ≤ i, j ≤ n we let E ij (A) be the elementary subalgebra of M n (A) consisting of matrices whose (i, j)-entry is an arbitrary element of A and has all other entries zero.
We will often write a partition of n as (d
It is obvious that a Weyr matrix with a single eigenvalue has the same centraliser as the corresponding nilpotent matrix obtained by replacing the diagonal entries by zeros. We thus focus on nilpotent Weyr matrices. The explicit structure of the centraliser of a nilpotent Weyr matrix over a field is given in [4, Proposition 2.3.3] , and since the proof goes through over any ring, the following result is an immediate consequence: Lemma 3.3. Let A be a commutative ring with identity and x ∈ M n (A) a Weyr matrix with a single eigenvalue, corresponding to a partition n = n 1 + · · · + n r . There exists a partition (d 1 , . . . d m ) of n, uniquely determined by n 1 , . . . , n r , such that, as A-algebras,
where the first summand is embedded as a block-diagonal subalgebra and N (A) is the direct sum of certain subalgebras E ij (A) such that whenever
Moreover, the (i, j) such that E ij (A) is a non-zero summand of N (A) are completely determined by the partition n 1 , . . . , n m (and hence independent of A).
The conditions on i and j in the above lemma just say that N (A) consists of E ij (A) having non-zero entries only above the block-diagonal. Note that not all such subalgebras E ij (A) necessarily occur in N (A).
3.2.
The intersection with SL n . If x ∈ M n (F q ) is a Weyr matrix with a single eigenvalue, then so is s(x) ∈ M n (O 2 ). Since Theorem 3.1 is concerned with C SL n (k) (x) and C SL n (O2) (s(x)), we will, in view of Lemma 3.3, consider the product of the determinants of the block-diagonal subalgebra.
Let F denote the field of fractions of O. For any partition λ = (d
i , e i ∈ N of n, let X λ be the affine group scheme over O defined by
for any O-algebra A. Here for each ℓ, we have (x
Note that X λ is not always smooth over O: Take, for instance, O with residue field
2 , which is not reduced.
) and assume that p ∤ e ℓ for some ℓ ∈ {1, . . . , m}. Then X λ is smooth over O.
Proof. Since X λ is a hypersurface, the fibres X λ × F and X λ × F q have the same dimension, so X λ is flat over O (this can also be seen by noting that since the defining ideal is generated by
ij ], the coordinate ring of X λ is torsion free, hence flat over O). By [2, II 2.1] it therefore suffices to prove that the fibres are smooth.
Let K be either F or F q and let f ((x
ij ) e ℓ − 1. By the Jacobian criterion, X λ × K is smooth if the gradient ∇f is non-zero at every point of X λ (K). Without loss of generality, we may assume that p ∤ e 1 .
Suppose that a = (a 1 , . . . , a m ) ∈ X λ (K) is a point such that ∇f (a) = 0. For any 1 ≤ u, v ≤ d 1 , we have, by the chain rule,
Evaluating at the point a, we thus obtain
Since char K is either p or 0 and p ∤ e 1 , we can cancel the factor e 1 in the above equation. Moreover, since det(a i ) = 0 for every component a i of a, we can cancel the factors det(a 1 ) e1−1 and m ℓ=2 det(a ℓ ) e ℓ . We are thus left with ij ) is non-zero at every point of GL N (K)). This contradicts the fact that a ∈ X λ (K), because m ℓ=1 det(a ℓ ) e ℓ = 1. Thus, we have proved that ∇f (a) = 0 for every point a ∈ X λ (K), so X λ × K is smooth over K, and hence X λ is smooth over O.
Proof. Let m be the largest integer such that p m | e i , for all i ∈ {1, . . . , m}, and
m ). By Lemma 3.4 X µ is smooth over O, so by the infinitesimal criterion for smoothness, the map
is surjective. The scheme X µ × F q is defined by the equation
, and thus X λ (O) maps surjectively onto X λ (O).
3.3.
Proof of Theorem 3.1. We can now finish the proof of Theorem 3.1. Let x ∈ M n (F q ) be in Weyr form, let n 1 , . . . , n r be the sizes of the Weyr blocks, and let λ i = (n By Lemmas 3.2 and 3.3, we can write every element in C S (x) as the sum, taken in M n (F q ), of an element in
and an element in
is in Weyr form (with the same block sizes), every element in C S2 (s(x)) is the sum, taken in M n (O 2 ), of an element in
As subschemes of SL n over O, we have
1 , , . . . , n (r) mr ), so Lemma 3.5 implies that the map
is surjective. Thus ρ : C S2 (s(x)) → C S (x) is surjective.
Structure of the stabiliser
The adjoint action of G on M n (F q ) induces an action of G on M n (F q )/Z, where Z is the scalar matrices as in Section 2. Let C G (x + Z) denote the centraliser of x+Z ∈ M n (F q )/Z and C S (x+Z) = C G (x+Z)∩S. Letting S 2 act on M n (F q )/Z via S, the definition of the character ψ x+Z , x ∈ M n (F q ) of S 1 (see Section 2) implies that
Our goal in Section 5 is to prove that for any x ∈ M n (F q ), the character ψ x+Z extends to its stabiliser in S 2 . In the present section, we will therefore study the structure of C S (x + Z) and C S2 (x + Z). A first easy observation is that C S (x) is a normal subgroup of C S (x + Z).
Lemma 4.1. Assume that x ∈ M n (F q ) is in Weyr normal form. Then there exists a permutation matrix v ∈ S which is either the identity or of order p (where
Proof. Write x = W (a 1 ) ⊕ · · · ⊕ W (a r ), where W (a i ) is a Weyr block of x with eigenvalue a i and size n i . We thus have a i = a j for all 1 ≤ i < j ≤ r.
Let g ∈ C S (x + Z), so that gxg −1 = x + λI for some λ ∈ F q . If λ = 0, we have g ∈ C S (x). Assume now that λ = 0. The sets of eigenvalues of x and x + λI agree: {a 1 , . . . , a r } = {a 1 + λ, . . . , a r + λ}, so we have rλ = 0, hence p | r . Moreover, we have a permutation σ in the symmetric group S r defined by a i → a i + α =: a σ(i) , and
is in Weyr form, hence n i = n σ −1 (i) , so all the blocks W (a i ) where i is in an orbit of σ are of the same size.
For every i = 1, . . . , r, we have
and thus σ p = Id. We conclude that in particular {a 1 , a σ(1) , . . . , a σ p−1 (1) } = {a 1 + λ, a 1 + 2λ, . . . , a 1 + (p − 1)λ}, so λ = a σ i (1) − a 1 , for some i ∈ {1, . . . , p − 1}, and there are therefore at most p − 1 distinct possibilities for λ when λ = 0. Since g i xg −i = x + iλI, for i ∈ N, there are exactly p − 1 distinct possible nonzero values of λ, namely λ, 2λ, . . . , (p − 1)λ.
Thus, for any h ∈ C S (x + Z), there exists an i ∈ N ∪ {0} such that
and therefore h ∈ g i C S (x). Let v ∈ G = GL n (F q ) be the permutation matrix determined by the permutation σ of the Weyr blocks W (a i ). More precisely, let v 0 ∈ GL r (F q ) be the (column-wise) permutation matrix defined by σ ∈ S r , and let v ∈ G be the matrix, blocked according to the partition n = n 1 + · · · + n r , obtained from v 0 by replacing the 1-entry in column i in v 0 by an n i × n i identity matrix. Then v is a permutation matrix of order p such that
If p = 2 then det(v) = 1, so v ∈ S. If p = 2 then both v and v 2 have order p, so v = v 2i , for some i ∈ N, and hence det(v) = det(v) 2i = (−1) 2i = 1, so v ∈ S. The fact that v ∈ S F follows immediately from the fact that v is a permutation matrix. We have thus proved that if C S (x + Z) = C S (x), then we can take v = I ∈ M n (F q ), and, otherwise, if there exists a g ∈ C S (x + Z), such that gxg
, for some i ∈ {1, . . . , p − 1}, so that
The first two parts of the following lemma are partially contained in the proof in [8, Section 2.4]. Note however that a set of representatives of C S2 (x + Z)/C S2 (x) cannot in general consist only of permutation matrices when p = char F q = 2. For example, for p = 2, the matrix
For this reason, the lemma is not claiming that w is a permutation matrix, and the possible non-triviality of u in the fourth condition is a precise way to account for this fact. (
is a Weyr block of size n i with eigenvalue a i and a i = a j for all 1 ≤ i < j ≤ r. Let σ ∈ S r be the permutation such that a σ(i) = a i + λI and vxv
Proof. Let v ∈ S be as in Lemma 4.1, so that C S (x + Z) = v C S (x). Letv be the same permutation matrix viewed as an element in G 2 . If p is odd, we must havê v ∈ S 2 since ρ(det(v)) = det(ρ(v)) = 1 implies that det(v) = −1, and hence that det(v) = 1. When p = 2, ρ(det(v)) = det(v) = 1 does not imply that det(v) = −1, so we will modifyv, if necessary. Define
so that in either case we have w ∈ S 2 and ρ(w) = v, and thus C S2 (x + Z) = w C S2 (x).
It remains to prove the final assertion. By the proof of Lemma 4.1 and the choice ofv, we havevcv
. Thus, when det(v) = 1 we can take u = I ∈ GL N (O 2 ). Assume now that p = 2 and det(v) = 1. Then
where
The proof of the above lemma shows that w can be taken to be a signed permutation matrix.
The main result
We will now use the results established in the previous two sections to prove our main result. Since the proof involves passing to finite extension k of the ground field F q , we start by setting up some notation and note a few immediate consequences.
For every x ∈ M n (F q ), there exists a finite field extension k/F q such that the Weyr form of x lies in M n (k). Indeed, we may construct k by adjoining all the eigenvalues of x to F q . Then there exists a g ∈ GL n (k) such that the Weyr form of x is gxg −1 (this is a well-known consequence of the existence and uniqueness of rational canonical forms over a field).
Let k/F q be a finite field extension and letÕ be an unramified extension of O with residue field k. LetG 2 = GL n (Õ 2 ),G = GL n (k), and defineS 2 ,S,G 1 ,S 1 analogously. Furthermore, letZ denote the subalgebra of M n (k) of scalar matrices.
We use the notation ρ (same as over F q ) for the map ρ : M n (Õ 2 ) → M n (k) and its restrictions to homomorphisms ofG 2 andS 2 . We also use the notation s : M n (k) → M n (Õ 2 ) (same as over F q ) for the function induced by the multiplicative section k →Õ 2 .
Since Theorem 3.1 and Lemma 4.2 hold for O 2 with an arbitrary finite residue field F q , they also hold with F q , O 2 , S 2 and S replaced by k,Õ 2 ,S 2 andS, respectively. Moreover, the proofs are the same, up to changing the notation accordingly. We record this formally: From now on, let x ∈ M n (F q ). We have a character ψ x+Z of S 1 , as well as a character ψ x+Z ofS 1 (see Section 2). It follows immediately from the definitions of these characters that ψ x+Z is an extension of ψ x+Z .
As noted in the beginning of Section 4, we have Stab S2 (ψ x+Z ) = C S2 (x + Z), and similarly, StabS
The following result is the key to proving our main result.
Proposition 5.2. For any x ∈ M n (F q ), the character ψ x+Z extends to C S2 (x+ Z).
Proof. Let k/F q and g ∈G be such that y := gxg (x +Z). Finally, restricting this extension of ψ x+Z to the subgroup C S2 (x + Z), we obtain a degree one character which contains ψ x+Z .
We now proceed to construct an explicit extension of ψ y+Z to CS 2 (s(y))S 1 and show that it is fixed by w. Write
where each W (a i ) is a Weyr block of size n i with eigenvalue a i , and a i = a j for all 1 ≤ i < j ≤ r. By Corollary 5.1 Lemma 3.2 holds forÕ 2 with residue field k. We therefore have For each i = 1, . . . , r, let χ ai ∈ Irr(Õ × 2 ) be the character such that χ ai (s(k × )) = 1, and
Note that χ ai is well-defined sinceÕ
Define a degree one character χ of CS 2 (s(y)) by
(s(y)). We will now show that χ agrees with ψ y+Z on the intersection CS 2 (s(y)) ∩S 1 . For any c = c 1 ⊕ · · · ⊕ c r ∈ C M n (Õ2) (s(y)) we have c = c 1 ⊕ · · · ⊕ c r ∈ C M n (k) (y), where c = ρ(c) and c i = ρ(c i ). From the explicit description of C Mn(Õ2) (W (a i )) in Lemma 3.3, one sees by direct computation with block matrices that for any c i ∈ C M n (Õ2) (W (a i )), we have tr(W (a i )c i ) = a i tr(c i ).
The isomorphism problem
In this final section we prove that for p ≥ 5 the groups SL n (W 2 (F q )) and
2 ) are never isomorphic. As is easy to see (and as we will show below), this follows if we can show that the group extension
where K denotes the kernel of ρ : 
, the additive group of the ring of trace zero matrices over F q . The first thing to note is that SL n (F q [t]/t 2 ) is split over the kernel of L because the homomorphism
2 ) induced by the ring homomorphism
2 ), so for any isomorphism
we have α(K) = L, and thus, if
. Therefore, to prove that SL n (W 2 (F q )) and SL n (F q [t]/t 2 ) are not isomorphic, it suffices to prove that SL n (W 2 (F q )) does not split over K. In this regard, the following result of Gaschütz [1] will be useful: Lemma 6.1. Let G be a finite group and A an abelian normal p-subgroup of G. Then G splits over A if and only if a Sylow p-subgroup P of G splits over A.
Let P be the pre-image under ρ of the upper uni-triangular subgroup U 1 in SL n (F q ); then P is a Sylow p-subgroup of SL n (W 2 (F q )).
For any 1 ≤ i, j ≤ n, i = j, let e ij = e ij (1) denote the (i, j)-elementary unipotent matrix in SL n (F q ) and let E ij = E ij (1) denote the (i, j)-elementary nilpotent matrix in the Lie algebra sl n (F q ). Note that e ij = I + E ij . We will also consider e ij and E ij as elements in SL n (W 2 (F q )) and sl n (W 2 (F q )), respectively.
The point behind the following result is to consider possible lifts of e 12 of order p. We learnt this idea from Y. de Cornulier.
Theorem 6.2. Assume that p ≥ 5. Then the element e 12 ∈ SL n (F q ) has no lift to an element in SL n (W 2 (F q )) of order p. Thus SL n (W 2 (F q )) does not split over K.
Proof. For simplicity, write A = e 12 ∈ SL n (W 2 (F q )). Any lift in SL n (W 2 (F q )) of e 12 ∈ SL n (F q ) is of the form A + pX, for some X ∈ M n (W 2 (F q )) (note that p is a generator of the maximal ideal of W 2 (F q ) and that pX only depends on the image of X in M n (F q )). Thus, since p ≥ 5, we thus conclude that (A + pX) p = A p = I + pE 12 = I, which proves the first assertion. Now, if SL n (W 2 (F q )) splits over K, then we would have an injective homomorphism SL n (F q ) → SL n (W 2 (F q )) such that e 12 ∈ SL n (F q ) maps to a lift of e 12 of order p. Since this cannot be the case, SL n (W 2 (F q )) does not split over K. has determinant 1 and cube equal to I. It can also be seen that for p = 3 this example can be adapted to a lift of e 12 of order 3 for any n ≥ 3. However, in general, for p = 2, 3 a different approach than the proof of Theorem (6.2) is needed to establish the splitting/non-splitting of SL n (W 2 (F q )) (see [5, Theorem 7] ).
