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Abstract
Numeric approximations to the solutions of asymptotically stable homogeneous systems by Euler method, with a step of
discretization scaled by the state norm, are investigated (for the explicit and implicit integration schemes). It is proven that
for a sufficiently small discretization step the convergence of the approximating solutions to zero can be guaranteed globally
in a finite or a fixed time depending on the degree of homogeneity of the system, but in an infinite number of discretization
iterations. The maximal admissible step can be estimated by analyzing the system properties on the sphere. It is shown that
the absolute and relative errors of the discretizations are globally bounded functions, thus the approximations approaching the
solutions with the step converging to zero. In addition, it is established that the proposed discretization approach preserves
robustness with respect to exogenous perturbations. Efficiency of the designed discretization algorithms is demonstrated in
simulations.
Key words: Homogeneous systems; Discretization; Euler method.
1 Introduction
In many applications non-asymptotic convergence rates
are preferable, and the theory of homogeneous dynami-
cal systems are frequently used to guarantee these fast
rates [7]. Examples of such an application of homoge-
neity can be found in the sliding mode control dom-
ain [28], in the designs seeking for control or estima-
tion in finite-time [23,24,11,35,31,41,42] or in fixed-time
[5,14,37,38]. Another reason of popularity of homogene-
ous systems is due to that they take an intermediate
place between linear and nonlinear dynamics [6] (the
linear dynamical systems are also homogeneous). The
common advantages of homogeneous systems include
scalability of trajectories, robustness to measurement
noises and exogenous disturbances [2,36,9], e.g. as the
linear dynamics. From another side, these systems are
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tion (Grant 08-08) and Saint Petersburg State University
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described by essentially nonlinear differential equations,
where some interesting nonlinear phenomena can be ob-
served, namely finite- or fixed-time convergence rates for
negative and positive degrees of homogeneity, respecti-
vely, and robustness with respect to delays [19,43].
The models of industrial plants are usually described
by continuous-time ordinary differential equations, then
frequently the control and estimation algorithms are de-
veloped in continuous-time setting. Hence, design and
analysis of stability or performance of closed-loop sys-
tems are performed in continuous time, while for a veri-
fication or implementation, the solutions of closed-loop
systems have to be calculated in a computer or in a di-
gital controller, which are usually operating in a dis-
crete time. Different numerical discrete-time approxima-
tion methods and time discretization schemes are pro-
posed for continuous-time differential equations in order
to realize such an implementation [4,13]. Their variety
is originated by the fact that these approaches guaran-
tee the preservation of performances obtained in con-
tinuous time for discrete-time approximations only un-
der some particular hypothesis, then their application
is case-dependent. For the control or estimation algo-
rithms designed using the theory of homogeneous sy-
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stems, which possess an increased rate of convergence
with respect to linear systems, the problem of imple-
mentation and derivation of solutions becomes impor-
tant being in the focus of many works, especially in the
sliding mode control community [29,18].
The conventional Euler method is a first-order nume-
rical routine for solving ordinary differential equations
with a given initial value and a fixed time step, which re-
presents the most basic explicit/implicit method of nu-
merical integration and the simplest Runge-Kutta met-
hod, which is extremely popular in the control commu-
nity. In particular, in the recent papers [18,30] it has
been shown that application of the explicit Euler met-
hod (with a fixed time step) for the global approximation
of solutions of homogeneous systems with non-zero de-
gree is problematic (see also [29]), and the implicit Euler
scheme has a better perspective (as it has been also in-
dicated in [1,12,25,34]). In other papers, the conditions
of convergence and stability of the explicit and implicit
Euler methods have been studied for linear systems (the
notion of A-stability) [16,13], or for particular classes of
nonlinear systems [22,33,3].
Following the results obtained in [18], the present work
is devoted to application of explicit and implicit Euler
discretization schemes for approximation of solutions of
homogeneous stable dynamical systems. The case of a
state-dependent scaling of the time discretization step
is considered, and different conditions for the existence
(in the implicit case) and convergence to zero of approx-
imations for the explicit and implicit Euler integration
methods are derived. It is shown that introduction of
a state-dependent re-scaling of the time discretization
step allows the finite- or fixed-time rates of convergence
to be recovered by the discrete-time approximations of
solutions, but for an infinite number of steps (in a finite
number of steps the convergence to a vicinity of the ori-
gin is obtained). Absolute and relative errors (closeness
of the approximations to real solutions) for the expli-
cit and implicit Euler integration schemes are investiga-
ted using the homogeneity theory, and it is shown that
the relative errors are globally bounded and by decrea-
sing the initial discretization step it is possible to make
them arbitrary small, hence, the proposed modification
of the Euler method can be indeed used for calculation
of solutions of homogeneous dynamics. The preliminary
formulation of these results (without proofs) appears in
[17]. In the present work, the proofs are given and, in ad-
dition, since stable homogeneous systems admit certain
robustness with respect to external inputs [9], it is shown
that the discretized approximations obtained with the
proposed methods keep this property.
The outline of this note is as follows. The problem sta-
tement and some preliminary results are introduced in
Section 2. Some basic properties and relations between
solution approximations are studied in Section 3. The
convergence conditions are established in Section 4. Pro-
perties of relative and absolute errors of approximation
of solutions of homogeneous systems by the explicit and
implicit Euler methods are investigated in Section 5.
Analysis of stability robustness of approximations with
respect to external disturbances is presented in Section
6. Simple illustrating example is considered in Section 7.
Notation
• R+ = {x ∈ R : x ≥ 0}, where R is the set of real
number.
• |·| denotes the absolute value in R, for a vector x ∈ Rn
the symbol ‖x‖ denotes the Euclidean norm, and the
corresponding induced matrix norm ‖A‖ for a matrix
A ∈ Rn×n.
• A continuous function α : R+ → R+ belongs to the
class K if α(0) = 0 and the function is strictly increa-
sing. The function α : R+ → R+ belongs to the class
K∞ if α ∈ K and it is increasing to infinity.
• The identity matrix of dimension n × n is denoted
as In, and diag{ri}ni=1 is a diagonal matrix with the
elements on the main diagonal equal ri.
• A sequence of integers 1, 2, ..., n is denoted by 1, n.
2 Preliminaries
In this work the following nonlinear system is considered:
ẋ(t) = f(x(t)), t ≥ 0, (1)
where x(t) ∈ Rn is the state, f : Rn → Rn ensures
forward existence and uniqueness of the system solutions
at least locally, f(0) = 0. For an initial condition x0 ∈ Rn
define the corresponding solution by X(t, x0) for any
t ≥ 0 for which the solution exists. If f is discontinuous,
then the solutions are understood in the Filippov’s sense
[21] (it is assumed that f(x) ∈ Φ(x), where Φ is the
corresponding Filippov’s set-valued extension).
Following [40,27,37], let Ω ⊂ Rn be an open set, 0 ∈ Ω.
Definition 1 At the steady state x = 0 the system (1)
is said to be
(a) stable if for any x0 ∈ Ω the solution X(t, x0) is
defined for all t ≥ 0, and for any ε > 0 there is δ > 0 such
that for any x0 ∈ Ω, if ‖x0‖ ≤ δ then ‖X(t, x0)‖ ≤ ε for
all t ≥ 0;
(b) asymptotically stable if it is stable and for any
κ > 0 and ε > 0 there exists T (κ, ε) ≥ 0 such that for
any x0 ∈ Ω, if ‖x0‖ ≤ κ then ‖X(t, x0)‖ ≤ ε for all
t ≥ T (κ, ε);
(c) finite-time stable if it is stable and finite-time con-
verging from Ω, i.e. for any x0 ∈ Ω there exists 0 ≤ T <
+∞ such that X(t, x0) = 0 for all t ≥ T . The function
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T0(x0) = inf{T ≥ 0 : X(t, x0) = 0 ∀t ≥ T} is called the
settling time of the system (1);
(d) fixed-time stable if it is finite-time stable and
supx0∈Ω T0(x0) < +∞.
The set Ω is called a domain of stability/attraction.
If Ω = Rn, then the corresponding properties are called
global stability/asymptotic stability/finite-time/fixed-
time stability of (1) at x = 0.
Similarly, the stability notions can be defined with re-
spect to a compact invariant set, by replacing the dis-
tance to the origin in Definition 1 with the distance to a
set.
2.1 Weighted homogeneity
Following [44,6,28], for strictly positive numbers ri, i =
1, n called weights and λ > 0, define:
• the vector of weights r = (r1, . . . , rn)>, rmax =
max1≤j≤n rj and rmin = min1≤j≤n rj ;
• the dilation matrix function Λr(λ) = diag{λri}ni=1,
note that ∀x ∈ Rn and ∀λ > 0 we have Λr(λ)x =
(λr1x1, . . . , λ
rnxn)
>;







any x ∈ Rn and ρ ≥ rmax, it is not a norm in the stan-
dard sense, since the triangle inequality is not satisfied
for ‖ · ‖r, however there exist σ, σ ∈ K∞ such that
σ(‖x‖r) ≤ ‖x‖ ≤ σ(‖x‖r) ∀x ∈ Rn;
• the sphere and the ball in the homogeneous norm
Sr(%) = {x ∈ Rn : ‖x‖r = %} and Br(%) = {x ∈ Rn :
‖x‖r ≤ %} for % ≥ 0.
Definition 2 A function g : Rn → R is r–homogeneous
with degree µ ∈ R if ∀x ∈ Rn and ∀λ > 0 we have:
λ−µg(Λr(λ)x) = g(x).
A vector field f : Rn → Rn is r–homogeneous with
degree ν ∈ R, ν ≥ −rmin if ∀x ∈ Rn and ∀λ > 0 we have:
λ−νΛ−1r (λ)f(Λr(λ)x) = f(x),
which is equivalent for i-th component of f being a
r–homogeneous function of degree ri + ν.
System (1) is r–homogeneous of degree ν if the vector
field f is r–homogeneous of the degree ν.
The homogeneous norm ‖ · ‖r is an example of
r–homogeneous function with degree 1.
Theorem 3 [44,39] For the system (1) with r–homogeneous
and continuous function f the following properties are
equivalent:
• the system (1) is asymptotically stable;
• there exists a C2 r–homogeneous Lyapunov function
V : Rn → R+ such that ∀x ∈ Rn and ∀λ > 0





λ−µV (Λr(λ)x) = V (x), µ > rmax,
for some α1, α2 ∈ K∞ and α ∈ K.
The requirement on continuity of the function f has been
relaxed in [8].
3 Euler schemes




and admitting the following hypothesis:
Assumption 1 Let (1) be r–homogeneous with a degree
ν ∈ R and asymptotically stable.
In this work, in order to obtain a discretization of the
solutions of (1), we will propose modifications of impli-
cit and explicit Euler methods [13] with state-dependent
scaling of the time discretization step. To this end, se-
lect a basic discretization step h > 0, define a sequence
of time instants ti for i = 0, 1, . . . such that t0 = 0 and
ti+1 − ti > 0, and denote by xi an approximation of the
solutionX(ti, x0) at the corresponding time instant (i.e.
xi ' X(ti, x0) and x0 = X(0, x0)), then the approxi-
mation xi+1 calculated in accordance with the explicit
Euler method is given by:




ti+1 = ti +
h
‖xi‖νr
for i = 0, 1, . . . , while the approximation calculated by
the implicit Euler method comes from:




ti+1 = ti +
h
‖xi+1‖νr
for i = 0, 1, . . . In the algorithms (2) and (3) it is as-
sumed that xi 6= 0 or xi+1 6= 0 since in the opposite
3
case the discretization stops at the equilibrium due to
f(0) = 0.
Remark 4 In order to clarify the relations of the results
obtained in this work and in [18], and also to motivate
the selected design, for the system (1) under Assumption





for any x0 ∈ Rn, which is well-defined and invertible
when the trajectory stays out of the origin, i.e. for all
t ∈ [0, T0(x0)) where T0 : Rn → R+ ∪ {+∞} is possi-
bly infinite time of convergence to the origin (as in De-
finition 1). Denote Y (τ, x0) = X(ψ
−1



















Obviously, for any x0 ∈ Rn the asymptotic stability pro-
perties of the corresponding solutions X(t, x0) of the sy-
stem (1) for t ∈ [0, T0(x0)) and Y (τ, x0) of (4) for τ ∈
[0, ψx0(T0(x0))) are interrelated, and the system (4) is






for any y ∈ Rn and λ > 0. As it has been shown in [18],
for the case ν = 0 and a properly established discreti-
zation step h > 0 the explicit and implicit Euler met-
hods provide an admissible approximation of the solution
yi ' Y (τi, x0) with τi = ih for i = 0, 1, . . . :
yi+1 = yi +
h
‖yi‖νr









where ti are the corresponding instants of discretization
in the original time t, and under an assumption that
‖X(s, x0)‖νr ' const for s ∈ [ti, ti+1], i.e. the discreti-
zation interval is sufficiently small relative to the velo-
city of the system, we obtain ti+1 − ti ' h‖X(ti,x0)‖νr or
ti+1 − ti ' h‖X(ti+1,x0)‖νr for (2) and (3), respectively. In
this work such a scheme is used directly for the system (1)
to approximate the solution X(ti, x0), which is a signi-
ficant difference from [18]. This intuition also highlights
our motivation to reduce an Euler computation scheme
to work with a system of degree zero.
Therefore, it is a well-known fact that for ν = 0 with
h→ 0 both methods approach the real solution [13], i.e.
xi → X(ti, x0) in (2) and (3) with h→ 0 over any com-
pact time interval. In [18] for the case of the conventio-
nal explicit and implicit Euler methods with a constant
discretization step h and ν 6= 0 it has been shown that
outside of a vicinity of the origin for ν < 0 or a vicinity
of infinity for ν > 0 the same results can be obtained.
In the sequel, the problem of global convergence to zero
of the approximations {xi}∞i=0 derived in (2) and (3)
is studied for systems in (1) satisfying Assumption 1
with ν 6= 0 (the case ν = 0, or without scaling of the
discretization step, has been analyzed in [18]). For this
goal we need to establish some auxiliary properties of
approximations {xi}∞i=0 obtained in (2) and (3).
3.1 Relations between approximations obtained for dif-
ferent initial conditions
One of the main features of (2) and (3) is as follows:
Proposition 5 Let the system (1) be r–homogeneous
with a degree ν ∈ R. If {xi}∞i=0 is a sequence generated
by (2) or (3) for the time instants {ti}∞i=0 with the step h
and the initial state x0, then for any λ > 0, yi = Λr(λ)xi
is a sequence obtained by (2) or (3), respectively, for the
instants λ−ν{ti}∞i=0 with the step h and the initial state
y0 = Λr(λ)x0.
PROOF. Fixing λ > 0 and multiplying both sides of
(2) by the dilation matrix Λr(λ) we obtain:








or, equivalently, yi+1 = yi +
h
‖yi‖νr
f(yi) that gives the
desired result. The proof for the scheme (3) is the same.
Note that yi is an approximation of X(λ
−νti, y0) for
scaled instants of time.
Corollary 6 Let the system (1) be r–homogeneous with
a degree ν ∈ R. Let for all x0 ∈ Sr(1) there exist sequen-
ces {xi}∞i=0 obtained by (2) or (3) with the step h > 0
and the initial state x0 possessing one of the properties:
sup
i≥0
‖xi‖ < +∞; (5)
lim
i→+∞
xi = 0. (6)
4
Then for any y0 ∈ Rn there exist sequences {yi}∞i=0 ge-
nerated by (2) or (3) with the step h and the initial state
y0 possessing the same property.
PROOF. For any y0 ∈ Rn there exists λ > 0 such that
y0 = Λr(λ)x0 for some x0 ∈ Sr(1), next the result is a
direct consequence of Proposition 5 since yi = Λr(λ)xi.
3.2 Norm deviations
Another property of the proposed approximation algo-
rithms (2) and (3) consists in their finite increment:
Lemma 7 Let the system (1) be r–homogeneous with a
degree ν ∈ R. Then there are h0 > 0 and 0 < c < c < +∞
such that for any h ∈ (0, h0]:
c‖xi‖r ≤ ‖xi+1‖r ≤ c‖xi‖r
for all xi ∈ Rn in (2) or (3) (provided that a solution
xi+1 exists).
PROOF. Starting with (2), let xi ∈ Rn and denote
xi = Λr(‖xi‖r)ξi for some ξi ∈ Sr(1), then the equation
(2) can be rewritten as follows:
xi+1 = Λr(‖xi‖r) (ξi + hf(ξi)) .
Therefore, ‖xi+1‖r = ‖xi‖r‖ξi + hf(ξi)‖r and there ex-











since ‖f(ξ)‖ is bounded for any ξ ∈ Sr(1).
For (3), let xi ∈ Rn and denote xi+1 = Λr(‖xi+1‖r)ξi+1
for some ξi+1 ∈ Sr(1), then the equation (3) can be
rewritten:
xi = Λr(‖xi+1‖r) (ξi+1 − hf(ξi+1)) ,
and the statement follows repeating the steps as for (2).
Corollary 8 Let the system (1) be r–homogeneous with
a degree ν ∈ R. Select h0 > 0, then there exists 0 < c <
+∞ such that for any h ∈ (0, h0] and for all xi ∈ Rn,
‖xi+1‖r ≤ c‖xi‖r in (2) or c‖xi‖r ≤ ‖xi+1‖r in (3)
(provided that a solution xi+1 exists).
PROOF. This result follows repeating the arguments
of the proof of Lemma 7 by taking into account that
for a generic f it might be infh∈(0,h0] infξ∈Sr(1) ‖ξ +
hf(ξ)‖r = infh∈(0,h0] infξ∈Sr(1) ‖ξ − hf(ξ)‖r = 0 wit-
hout a restriction on the amplitude of h0.
4 Convergence of sequences {xi}∞i=0 generated
by Euler methods
In this section we will study the stability and conver-
gence features of {xi}∞i=0 only. The quality of the cor-
responding approximations (the closeness of {xi}∞i=0 to
the continuous-time solutions X(ti, x0)) will be conside-
red in the next section.
According to Theorem 3, under Assumption 1 for the
system (1) there is a twice continuously differentiable
and r–homogeneous Lyapunov function V : Rn → R+
of the degree µ > −ν such that
a = − sup
ξ∈Sr(1)
LfV (ξ) > 0,
0 < b = sup
ξ∈Br(1)
∥∥∥∥∂V (ξ)∂ξ
∥∥∥∥ < +∞, (7)
0 < c1 = inf
ξ∈Sr(1)
V (ξ), 0 < c2 = sup
ξ∈Sr(1)
V (ξ),
c1‖x‖µr ≤ V (x) ≤ c2‖x‖µr ∀x ∈ Rn.
4.1 Convergence of the explicit Euler scheme (2)
The principal statement of this subsection is as follows:
Theorem 9 Let Assumption 1 be satisfied, then there
exists h0 > 0 such that for any discretization step h ∈
(0, h0] the sequences {xi}∞i=0 obtained by (2) for any ini-
tial state x0 ∈ Rn and the step h possess the following
properties:
(a) supi=0,1,... ‖xi‖r < γ‖x0‖r for some γ ∈ (0,+∞);
(b) lim i→+∞‖xi‖r = 0;
(c) for ν = 0 the sequence {xi}∞i=0 has an exponential
convergence rate, for ν < 0 for any x0 ∈ Rn the time
of convergence to the origin tx0+∞ = limi→+∞ ti is finite,
and for ν > 0 the time of convergence from any x0 ∈ Rn
to Br(1) is also finite independently of x0.
PROOF. The proof is given in [20].
The property obtained for ν > 0 is related with the
fixed-time rate of convergence (to the unit ball).
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Remark 10 The maximal admissible discretization step


























are calculated on the unit sphere for known f and V . Such
an estimate is a lower bound on h0.
4.2 Existence of approximations in (3)
Existence of some xi+1 ∈ Rn for any xi ∈ Rn in the ex-
plicit case (2) is straightforward, but it is not the case of
(3). According to the result of Corollary 6, it is enough to
find the conditions of existence of xi+1 for all xi ∈ Sr(1)
in (3). Note that in a general case, it is difficult to provide
some simple conditions for existence and uniqueness of
xi+1 in the equation (3) for any x0 ∈ Sr(1), but homoge-
neity may further simplify the solution under additional
mild restrictions on f .
Proposition 11 Let f be r–homogeneous of degree ν ∈
R and continuous on Sr(1). Then there is h0 > 0 such
that for all h ∈ (0, h0) the equation (3) for any xi ∈ Rn
has a solution xi+1 ∈ Rn.
PROOF. The proof is given in [20].
Thus, for the proposed implicit Euler method with state-
dependent discretization step (3), the global existence of
solutions may be guaranteed by selecting h sufficiently
small provided that f is homogeneous and continuous.
4.3 Convergence of the implicit Euler scheme (3)
Similar to (2) results can be obtained for (3) and even
with some improvement under additional restrictions.
Note that in this subsection we assume that the sequen-
ces {xi}∞i=0 exist in (3) for all x0 ∈ Rn, e.g. the conditi-
ons of Proposition 11 are verified.
Theorem 12 Let Assumption 1 be satisfied, then there
exists h0 > 0 such that for any discretization step h ∈
(0, h0] the sequences {xi}∞i=0 obtained by (3) for any ini-
tial state x0 ∈ Rn and the step h possess:
(a) supi=0,1,... ‖xi‖r < γ‖x0‖r for some γ ∈ (0,+∞);
(b) lim i→+∞‖xi‖r = 0;
(c) for ν = 0 the sequence {xi}∞i=0 has an exponential
convergence rate, for ν < 0 for any x0 ∈ Rn the time
of convergence to the origin tx0+∞ = limi→+∞ ti is finite,
and for ν > 0 the time of convergence from any x0 ∈ Rn
to Br(1) is also finite independently of x0.
If the matrix ∂
2V (ξ)
∂ξ2 ≥ 0 for all ξ ∈ R
n, where V : Rn →
R+ is a r–homogeneous Lyapunov function satisfying
(7), then h0 > 0 can be selected arbitrary.
PROOF. The proof is given in [20].
The requirement on nonnegative definiteness of the se-
cond derivative of V is related with the condition of con-
vexity level set of V imposed in [18].
5 Absolute and Relative Errors of Discretized
Homogeneous Systems
Conventional characteristics of the discretization accu-
racy are studied in this section for the proposed algo-
rithms (2) or (3) and for homogeneous systems. To this
end denote Ξh(x0) = X(h‖x0‖−νr , x0) as the value of the
solution of (1) with the initial condition x0 ∈ Rn evalua-
ted in (2) or (3) after one iteration with the discretization
step h > 0 (at t1 = h‖x0‖−νr with t0 = 0). Denote by
Ξ̂h(x0) the estimated value derived by (2) or (3) for the




in the case of (2)), then [15]:
• the absolute error is the magnitude of the difference
between the exact value and its approximation:
∆h(x) = ‖Ξh(x)− Ξ̂h(x)‖,
∆hr (x) = ‖Ξh(x)− Ξ̂h(x)‖r;
• the relative error expresses how large the absolute er-








The errors are given for two different norms, the con-
ventional one ‖ · ‖ and the homogeneous norm ‖ · ‖r, the
former one is used habitually for evaluation of a discreti-
zation method precision, while the latter norm suits bet-
ter for analysis of homogeneous systems. Equivalence of
these norms has been shown in [18], that is why in this
note we will study only ∆hr (xi) and δ
h
r (xi).
These error functions admit the following useful proper-
ties:
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Theorem 13 Let the system (1) be r–homogeneous of
degree ν ∈ R and Ξ̂h(x) be calculated by the explicit (2)
or implicit (3) Euler scheme for x ∈ Rn and h > 0.
Then the functions ∆hr (x) and δ
h
r (x) are r–homogeneous
of degree 1 and 0, respectively.
PROOF. First of all note that for a homogeneous sy-
stem (1) [6]:
X(t,Λr(λ)x) = Λr(λ)X(λ
νt, x) ∀t ≥ 0, ∀x ∈ Rn
for any λ > 0, then
Ξh(Λr(λ)x) = X(h‖Λr(λ)x‖−νr ,Λr(λ)x)
= X(λ−νh‖x‖−νr ,Λr(λ)x)
= Λr(λ)X(h‖x‖−νr , x) = Λr(λ)Ξh(x),
hence Ξh is r–homogeneous vector field of degree 0. Ac-
cording to Proposition (5) the vector fields Ξ̂h(x) are
also r–homogeneous of degree 0 in (2) or (3).
Consider the case of the explicit Euler scheme (2), then
∆hr (x) = ‖Ξh(x)− Ξ̂h(x)‖r
= ‖Ξh(x)− x− h‖x‖−νr f(x)‖r
and for any λ > 0 we obtain:
∆hr (Λr(λ)x) = ‖Ξh(Λr(λ)x)− Λr(λ)x
−h‖Λr(λ)x‖−νr f(Λr(λ)x)‖r
= λ‖Ξh(x)− x− h‖x‖−νr f(x)‖r = λ∆hr (x),
which implies that the error function ∆hr (x) is r–homogeneous








for any λ > 0 and the error function δhr (x) is
r–homogeneous function of degree 0.
For the case of the implicit Euler method (3) we have:






and repeating the same arguments (as it has been shown
above, Ξh(x) and Ξ̂h(x) are r–homogeneous of degree 0)
the following facts can be substantiated:




r (Λr(λ)x) = δ
h
r (x).
Any homogeneous function of degree 0 is globally boun-
ded (it may be discontinuous) if its maximal amplitude
is finite being evaluated on Sr(1). Therefore, if for any
initial conditions x ∈ Sr(1) the error δhr (x) stays suf-
ficiently small for a reasonable selection of h (i.e. the
one step error of usual Euler discretization approaches
is small on the sphere), then the explicit (2) and the im-
plicit (3) Euler schemes provide a uniformly bounded
relative error δr globally. Boundedness of δr implies that
the difference between Ξh(x) and Ξ̂h(x) stays of the or-
der Ξh(x) (roughly speaking proportional to x). Indeed,
assume that f is continuously differentiable on Sr(1).
In this scenario, the second derivative of the solution
X(t, x0) exists and continuous, and for all x0 ∈ Sr(1):








where θ ∈ [0, h] and the Lagrange reminder of Taylor
series expansion was used. Then for x0 ∈ Sr(1) and the
explicit discretization algorithm (2):
∆hr (x0) = ‖Ξh(x0)− Ξ̂h(x0)‖r
= ‖x0 + hf(x0) +
h2
2





for h ≤ 1 and rmax = 1 (always can be assumed without
loosing generality). By differentiability of f , there exists
a constant ς > 0 such that
sup
θ∈[0,1], x0∈Sr(1)






for all x0 ∈ Sr(1) and h ∈ (0, 1]. The quadratic in h con-
vergence of the absolute error ∆hr (x0) (the same can be
shown for the relative error δhr (x0)) implies approaching
of the real solution X(h, x0) by its approximation given
in (2) [15].
Remark 14 Note that the time step in (2) and (3) is
state- and degree-dependent. In particular, if ‖xi‖r 
1 (it is sufficiently big) and ν < 0, then ti+1 − ti =
‖xi‖−νr h  h in (2) and the time step can be too large,
which is also related with the obtained accuracy estimates
in Theorem 13. It is worth stressing that anyway the con-
vergence of these algorithms is not influenced, and this
observation deals only with the sampling of discretization.
Therefore, for big amplitudes of xi in the case of ν < 0
it is admissible to use the conventional Euler methods
(without a scaling of the time discretization step), which
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may provide a reasonable accuracy of approximation of
the solutions under a more regular sampling [18,30].
6 Robustness with respect to external inputs
Let us consider a version of the system (1) extended by
external inputs:
ẋ(t) = F (x(t), d(t)), t ≥ 0, (8)
with F : Rn+m → Rn and F (x, 0) = f(x), where d :
R+ → Rm is a measurable and essentially bounded
function of time. For x0 ∈ Rn and an input d : R+ → Rm
denote a corresponding solution of (8) asX(t, x0, d). The
following hypothesis will be imposed on (8):
Assumption 2 There exist r̃j > 0, j = 1,m and ν ∈ R
such that
F (Λr(λ)x,Λr̃(λ)d) = λ
νΛr(λ)F (x, d)
for all x ∈ Rn, d ∈ Rm and λ > 0, and there exists
σ ∈ K∞ such that
sup
y∈Sr(1)
‖F (y, d)− F (y, 0)‖ ≤ σ(‖d‖r̃)
for all d ∈ Rm.
If Assumption 1 is also satisfied, since F (x, 0) = f(x),
the degrees ν in these assumptions coincide. Moreover,
if assumptions 1 and 2 are both verified, then the system
(8) possesses the input-to-state stability (ISS) property
with respect to d [9], [10], and the zone of asymptotic









where constants µ, a, b, c1 and c2 are introduced in (7),
‖d‖r̃,∞ = ess sup
t≥0
‖d(t)‖r̃.
Let us show that (2) and (3) preserve the same stability
performance for (8). Note that being applied to (8) these
algorithms can be formulated as follows:
xi+1 = xi +
h
‖xi‖νr
F (xi, di), (9)




xi+1 = xi +
h
‖xi+1‖νr
F (xi+1, di+1), (10)
ti+1 = ti +
h
‖xi+1‖νr
for i = 0, 1, . . . , respectively, where as before xi is an
estimate of X(ti, x0, d) and di = d(ti).
Theorem 15 Let assumptions 1 and 2 be satisfied, then
there exists h0 > 0 such that for any discretization step
h ∈ (0, h0] the discrete-time systems (9) or (10) are
ISS 1 , and for any initial state x0 ∈ Rn and any bounded
input d : R+ → Rm the corresponding sequences {xi}∞i=0









PROOF. If Assumption 1 is verified, then there exists a
Lyapunov function V (x) for the system (1) that satisfies
the conditions (7).
Let us check the increment of this Lyapunov function
V (x) on the sequences produced by (9) (i.e. let us verify
that V (x) is an ISS Lyapunov function for (9) [26]):
V (xi+1)− V (xi) = V (xi + h‖xi‖−νr F (xi, di))− V (xi)
= ‖xi‖µr [V (yi + hF (yi, δi))− V (yi)],
where yi ∈ Sr(1) such that xi = Λr(‖xi‖r)yi, di =
Λr̃(‖xi‖r)δi for some δi ∈ Rm, and the first property
from Assumption 2 has been used. Next, similarly to the
proof of Theorem 9, for some θ ∈ [0, 1] we obtain:














































1 See [26] for the definition of this property and also for its
equivalent Lyapunov characterizations.
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where the estimates from (7) and the second property













obviously w ∈ (0,+∞) (recall that supy∈Sr(1) ‖f(y)‖ <
+∞ and ‖F (y, δ)‖ ≤ ‖F (y, 0)‖+ σ(‖δ‖r̃) for all y ∈ Sr
















provided that h ≤ 1. In addition, if h ∈ (0, h0] with
h0 = min{1, a2w}, then




under the restriction (11), which can be equivalently re-
written as ‖xi‖r ≥ ‖d‖r̃,∞σ−1( a2b ) or






Therefore, the system (9) is ISS [26], and any sequence
{xi}∞i=0 generated by (9) reaches for the zone







For the system (3) the analysis is similar:
V (xi+1)− V (xi) = V (xi+1)− V (xi+1 − hF (xi+1, di+1))
= ‖xi+1‖µr [V (yi+1)− V (yi+1 − hF (yi+1, δi+1))],
where xi+1 = Λr(‖xi+1‖r)yi+1 for yi+1 ∈ Sr(1) and
di+1 = Λr̃(‖xi+1‖r)δi+1 for some δi+1 ∈ Rm. Next, all
the rest steps coincide.
Therefore, the schemes (2) and (3) (or (9) and (10))
for approximation of solutions of a homogeneous system
(8) keep unchanged the convergence rates and stability
margins in the presence of perturbations.
Remark 16 Note that for an input d(t) 6= 0 the corre-
sponding trajectory may visit the origin, but does not stay
there due to disturbance presence. In such a case the al-
gorithms (9) and (10) will decrease to zero the amplitude
of the time step for the systems with negative degree or
augment it till infinity for the systems with positive de-
gree following their construction. In order to avoid this
issue, the upper and lower limits 0 < h < h < +∞ on
h‖xi‖−νr or h‖xi+1‖−νr must be imposed in (9) and (10),
respectively.
7 Example
Consider the super-twisting benchmark system:
ẋ1 =−k1|x1|0.5sign(x1) + x2 + d,
ẋ2 =−k2sign(x1) + f,
where x = [x1 x2]
> ∈ R2 is the state vector, k1 > 0 and
k2 > 0 are the system parameters; d ∈ R is the exter-
nal disturbance and f ∈ R is the matched perturbation
that has a known upper bound with k2 > supt≥0 |f(t)|;
ν = −0.5 is the homogeneity degree for r = [1 0.5]>.
The signal f can be embedded in the system equations
by considering instead a differential inclusion, and it is
easy to check that then the super-twisting algorithm is
an example of the system (8), which verifies assumptions
1 and 2 (for r̃ = 0.5 and σ(s) = s). Since it is a discon-
tinuous system, then we are going to compare for this
model the explicit method (9) and the same approach
without state-dependent scaling:
xi+1 = xi + hF (xi, di), ti = ih (12)
for i = 0, 1, . . . , which was previously studied in many
works and it is recommended for the use in the sliding
mode control community [28,18,30,29] (a more sophisti-
cated solution is given in [32]).





and the run of the algorithms (9) (for i = 0, . . . , N
with the maximum number of iterations N = 104) and
(12) have been performed for the same initial condition
x0 = [10 10]
> with the discretization step h = 10−2 and
h = h−1 = 1010 from Remark 16. The results of simula-
tion for the case d(t) = 0 are presented in Fig. 1, where
‖x(t)‖r is plotted in a logarithmic scale, the result of (9)
corresponds to the blue line, the result of (12) is shown
by the red one. As we can conclude from these simulati-
ons, the method (9) outperforms (12) since the former is
finite-time converging, while the latter one cannot con-
verge to the origin. It is important to highlight that these
discretization algorithms have a similar computational
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Fig. 1. The results of simulation for d(t) = 0
Fig. 2. The results of simulation for d(t) = 1 + cos(10t)
complexity (comparing with (12), in (9) it is necessary
to additionally compute the value of the norm ‖xi‖νr ,
which only needs the power and the addition operati-
ons). The results of simulation for d(t) = 1 + cos(10t)
are plotted in Fig. 2, where (9) is approaching the origin
much closer, while (12) generates bounded trajectories
loosing the precision in a vicinity of zero. All these re-
sults confirm the theoretical finding of the paper.
8 Conclusions
In this work a series of results has been established de-
voted to application of the explicit and implicit Euler
methods with state-dependent scaling of the discretiza-
tion step for discrete-time approximation of solutions of
homogeneous systems. The main contributions can be
summarized as follows:
• The obtained approximations can be made globally
converging for asymptotically stable homogeneous sy-
stems provided that the discretization step is selected
sufficiently small, in addition they preserve finite-time
or fixed-time rates of convergence in infinite number
of iterations (theorems 9 and 12). The maximal ad-
missible discretization step can be evaluated on the
sphere (Remark 10).
• For any value of the discretization step, the implicit
and explicit Euler methods provide a good approxi-
mation of the system solutions (Theorem 13).
• Both approaches, (2) and (3) ((9) and (10)), preserve
the input-to-state stability of the homogeneous dyn-
amics (8) with the same asymptotic gain (Theorem
15).
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