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Abstract
We consider a single-item continuous-review (r; q) inventory system with a renewal de-
mand process and i.i.d. stochastic leadtimes. Using a stationary marked point process
technique and a heavy trac limit, we prove a previous conjecture that inventory position
and inventory on-order are asymptotically independent. We also establish closed-form ex-
pressions for the optimal policy parameters and system cost in heavy trac limit, the rst of
their kind to our knowledge. These expressions sharpen our understanding of the key deter-
minants of the optimal policy and their quantitative and qualitative impacts. For example,
the results demonstrate that the well-known square-root relationship between the optimal
order quantity and demand rate under a sequential processing environment is replaced by
the cube root under a stochastic parallel processing environment. We further extend the
study to periodic-review (S; T ) systems with constant leadtimes.
Keywords: inventory system, (r; q) policy, stochastic leadtime, asymptotic analysis, heavy-
trac limit.
1 Introduction
In this paper (with the exception of Section 6), we study a basic single-item continuous-review
(r; q) inventory system, where r is the reorder point and q the order size. Both r and q are
nonnegative integers. The demand follows a renewal process with rate . The replenishment
leadtimes are independent, identically distributed (i.i.d.) random variables. Let L denote the
generic random variable with the common distribution. All stockouts are backordered. There
is a xed order cost K for each order placed, and there are a linear inventory-holding cost with
unit rate h and a linear backorder-penalty cost with unit rate p. The objective is to minimize
the expected long-run average total system cost among all (r; q) policies. We denote the optimal
policy by (r; q). (In general, we assume K > 0. When K = 0, we assume q = 1, so the policy
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reduces to a base-stock policy with base-stock level r + 1. For consistency, in this case, the
optimal policy is denoted by (r; 1), with q = 1.)
The (r; q) policy is widely used in practice and has received a lot of attention in the academic
literature. (This form of policy is known to be suboptimal for systems with i.i.d. random
leadtimes. The form of the optimal policy among all possible control policies is much more
complex and remains unknown. See, for example, Zalkind 1978 and Benjaafar et al. 2014.) The
early works in the literature focus on developing computationally ecient procedures for policy
evaluation and optimization. While these procedures greatly advance the decision support
systems for practice, they act as a \black box." That is, one can obtain the numerical values
of key performance measures or optimal policy parameters after inputting the problem data,
but these numbers cannot tell a \story", i.e., how the output depends on the input, such as the
demand rate and leadtime variance. To overcome this shortcoming, more recent works strive
to develop simple approximations to reveal the key determinants of system performance and
optimal policy parameters. The focus of the current paper is in line with this latter eort.
Below we briey review what we know and don't know and then state our contributions in
more detail.
1.1 Dierent Leadtime Models
The literature on (r; q) systems can be classied by how the replenishment leadtime and the
corresponding supply subsystem are modeled. The supply subsystem can be an endogenous,
exogenous sequential, or exogenous parallel processing system. Dierent leadtime models not
only capture dierent characteristics of the real operating system but also aect the type of
methodology applicable for analysis (see Zipkin 2000, Chapter 7).
In \endogenous" stochastic leadtime models, the orders generated from the inventory lo-
cation under study comprise the primary workload of the supply subsystem. Consequently,
the leadtime of a replenishment order is the sojourn time that order experienced in the supply
subsystem, which depends on how many orders have already been sent to the supply system.
For this reason, this type of inventory systems is often called make-to-stock queues.
In an \exogenous" leadtime model, the replenishment orders from the inventory location un-
der study accounts only a negligible fraction of the workload of the supply subsystem and hence
do not inuence the dynamics of that subsystem. \Sequential" means the supply subsystem
preserves the order sequence despite the stochastic variations of the leadtime.
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The i.i.d. stochastic leadtimes assumed in the current paper is an exogenous model of lead-
times, because the leadtime experienced by a particular order does not depend on how many
orders we have already placed. In contrast to the exogenous sequential model, however, this
supply subsystem is a parallel processing system { it is equivalent to an innite-server queueing
system, in which the service time is precisely the leadtime. Here, orders can crossover, i.e., an
order placed at an earlier time may arrive later than the current order. This model is suitable,
for example, when the supply subsystem consists of alternative production sites (or suppliers)
and/or alternative transportation routes, such as what one may expect when ordering online.
The exogenous sequential and parallel supply systems intersect only when the leadtime is a
constant.
1.2 Previous Results under Exogenous Sequential Leadtimes
Let t be the continuous time variable, IN(t) the net inventory at time t, IO(t) the outstanding
orders, and IP (t) = IN(t)+IO(t) the inventory position. Then, under an (r; q) policy, whenever
IP (t) reaches r, we immediately place an order of size q to bring IP (t) back to r + q.
When leadtimes are exogenous and sequential, the following ow conservation law plays a
critical role in analysis:
IN(t+ L) = IP (t) D(t; t+ L]; t  0; (1)
where D(t; t+L] is the cumulative demand in the interval (t; t+L]. (This expression is precise
when L is a constant. When L is a random variable, we have a similar relationship in sample
path. We use this form here for brevity.) Let IN , IP and D denote the steady-state limit of
these random variables, we have
IN = IP  D: (2)
It has been shown that IP is uniformly distributed in fr + 1; :::; r + qg and IP and D are
independent, see, e.g., Zipkin (1986) and Song (2000). Thus, to evaluate the performance of
any given policy, one can simply employ (2). Federgruen and Zheng (1992) present an exact
algorithm to nd an optimal (r; q) policy. (More recently, Muthuraman et al. 2015 analyze a
diusion-process-type continuous demand model and obtain the optimality of the (s; S) policy
and the limiting distribution of the inventory position for the discounted cost case. They also
obtain the long run average system cost under any (s; S) policy.)
To better understand how system parameters aect the optimal policy, Zheng (1992) consid-
ers continuous approximations of the system, i.e., treating r and q as continuous variables. He
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relates q with the well-known EOQ formula and r with the newsvendor model. He shows that
if the EOQ formula is used as a heuristic order quantity, the corresponding optimal reorder point
can be computed as a newsvendor solution, and the resulting optimality loss is at most 12.5%.
This error bound has subsequently been improved by Axsater (1996) to (
p
5 2)=2  11:8% and
by Gallego (1998) to 6:07% for a variant of the EOQ heuristic. Thus, it is generally understood
that the optimal order quantity roughly grows in the square root of the mean demand rate and
xed order cost, i.e.,
q  O(
p
K); (3)
as suggested by the EOQ formula. Ang et al. (2013) revisit these properties when r and q are
restricted to integers.
Zheng (1992) shows that demand uncertainty drives q greater than the EOQ formula, but
there is no quantication on how exactly demand variability aects q. Using stochastic com-
parison techniques, Song et al. (2010) investigate monotonicity properties of optimal policy
parameters and system cost when leadtime or demand are stochastic larger or more variable.
Federguren and Wang (2012) further study monotonic eect of general model primitives, in-
cluding the cost parameters. These last two studies too do not quantify the eects.
One exception is Platt et al. (1997), who study a system with a constant leadtime L
and assume the leadtime demand distribution is uniquely characterized by its mean L and
standard deviation , such as the normal distribution. These authors develop two closed-
form heuristics for the optimal policy parameters under a constrained service level  (fraction
of demand satised from stock). One of the heuristic (the Simple Limit Case or SLC) has
q  O((1=)
p
K=h+ 2), the other heuristic (the Atheoretic Heuristic or AH) has q 
O($()(K=h)1=3), where $ is a function related to the leadtime demand distribution. The
latter is the only departure from the square-root relationship in the literature that we are aware
of. The authors demonstrate numerically that AH performs better when the leadtime demand
is normally distributed and the service level  approaches to one.
1.3 Previous Results under Exogenous Parallel Leadtimes
Under the exogenous parallel processing environment (i.i.d. leadtimes), because orders can
crossover, (2) no longer holds. From the denition of the inventory position IP (t), however, we
have
IN(t) = IP (t)  IO(t): (4)
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In steady state, we have
IN = IP   IO: (5)
Thus, to evaluate a policy, we can employ (5). Because the policy dictates that every q demands
generate an order, the supply subsystem is a GI=GI=1 queue. The diculty here is, in
general, IP and IO are not independent and their joint distribution relies on the interplay of
the inventory and queuing subsystems.
Partly due to this diculty, the literature on (r; q) system with i.i.d. leadtimes is relatively
scant. For instance, we do not have an exact algorithm to nd an optimal policy for the general
system. Most of the existing works study performance measures for any given policy. For the
special case of Poisson demand process and exponential L, Scarf (1958) and Galliher et al.
(1959) obtain the exact distribution of IN in terms of transforms and intricate innite series,
respectively. Sahin (1983) extends these results to compound renewal demand and a more
general L. More recently, Kulkarni and Yan (2012) analyze a system in which the demand
rate changes according to a nite-state continuous-time Markov chain and the leadtimes are
exponential. They use the matrix-geometric method to evaluate system performances.
To shed light on the determinants of system performance, Song and Zipkin (1996) develop
two simple performance approximations for a system with Poisson demand and a general L,
invoking (5). To use (5), they make two key assumptions: (i) IP is uniformly distributed and
IO can be approximated by a normal distribution; (ii) IO and IP are independent. One of
the normal distributions they employ is inuenced by the heavy trac limit in Whitt (1992).
They conjecture that assumption (ii) is valid as  grows large. They also \expect that EOQ like
eects govern the gross behavior of q" so that \the `interesting' values of q are of order
p
"
(Song and Zipkin 1996, p.1356).
1.4 Our Contributions and Outline
In this paper, we extend Song and Zipkin (1996) in several important ways. First, we consider
a general renewal demand process (see Section 2). Second, we prove that as  goes to innity,
IP and IO are independent (Section 3). Third, we show that, IP converges in distribution to a
uniform distribution and IO can be approximated by a normal distribution (Section 3). Thus,
our results justify the key assumptions in Song and Zipkin (1996) even under a more general
demand process.
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More importantly, we examine the optimal policy and system behavior for this system. We
obtain closed-form expressions for the optimal policy parameters and long-run average cost
under a heavy-trac limit (as  gets larger); see Section 5. To the best of our knowledge, these
expressions are the rst of their kind for (r; q) inventory systems in general. Most strikingly,
these results show that the well-known belief of (3) is true only if the leadtime is a constant ;
see Theorem 2 (B.i)-(B.iii). With general i.i.d. random leadtimes,
q =

2K
C
p

2=3
1=3 + o(1=3); (6)
where  is a measure of leadtime variability and C is the optimal newsvendor cost with standard
normal demand { a constant determined by the cost parameters p and h; see Theorem 2 (A.i)-
(A.iii).
Furthermore, in Section 6, we develop similar asymptotic characteristics of a periodic-review
(S; T ) inventory system, where T is the review period and S the order-up-to level. Our eorts
here join those by Bradley and Robinson (2005, 2008) in deriving closed-form approximations
of inventory policy parameters for systems with i.i.d. leadtimes. These authors do not consider
xed order cost and focus on the periodic review, base-stock systems, where the review period
is xed and the base-stock level is optimized. In our study in Section 6, both review period
and base-stock level are optimized. Thus, we study a more general system. In addition, while
they establish bounds on the variance of outstanding orders, we employ an asymptotic analysis.
Muharremoglu and Yang (2010) also consider periodic-review, base-stock systems without xed
order cost. They present a general exogenous leadtime model which includes the i.i.d. leadtimes
and sequential leadtimes as special cases. Their focus, however, is on ecient method to
compute the optimal base-stock level and cost, rather than on closed-form expressions.
Finally, the methods we use to derive these results may inspire similar approaches in the
analysis of other inventory systems. Specically, in Section 3, we rst introduce the stationary
marked point process technique to construct upper and lower bounds in the sense of stochastic
orders, and use these bounds to establish the asymptotic independence of the inventory position
and outstanding orders (Theorem 1). Then, with the help of the heavy trac theory, we show
that the outstanding orders after being properly centered and scaled converge to a normal
distribution. In Section 4, we show the system cost of the original system converges to that of
an auxiliary system with normally distributed demands. In Section 5, applying Taylor expansion
to the rst-order condition of the auxiliary model, we obtain the leading terms of the optimal
policy parameters and system cost for the auxiliary system under high demand volume. We
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then argue that these leading terms are identical to those in the original system by showing the
uniqueness of these terms in the auxiliary system. The analysis of the (S; T ) system in Section
6 follows a similar procedure.
2 Notation and Preliminaries
We now introduce some additional notation and the detailed problem formulation. Let
tn = nth demand arrival time;
 = coecient of variation of the inter-demand time;
F () = cumulative distribution function of L;
1= = mean leadtime = E[L];
 = = = E[L] = mean leadtime demand;
 =
p
=;
L(2) = minfL1; L2g; where L1 and L2 are two independent copies of L;
 = E[L]  E[L(2)] =
1
2
E[jL1   L2j] = 1

 
Z 1
0
(1  F (t))2dt:
Note that  ( 0) is a measure of leadtime variability; it equals zero when the leadtime is
deterministic.
To ease analysis, dene
J(t) = r + q   IP (t);
N(t) = number of outstanding orders in the supply system = IO(t)=q;
Q = f0; 1; 2; : : : ; q   1g = range of J(t):
Let N and J denote the random variables having the corresponding limiting distributions of
N(t) and J(t). Then, by (5), in time-stationary,
IO = qN; IN = r + q   J   qN: (7)
For simplicity and without loss of generality, we assume the system starts with IP (0) = r+q.
Then, J(t) 2 Q acts as a counter process: It starts with zero and increases by 1 at each demand
until it reaches q, at which moment we immediately place an order of size q and reset it back
to zero.
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Because we place the nth order at tnq, Aq(t) = maxfn : tnq  tg is the total number of orders
placed by time t. Thus, the supply process can be viewed as a GI=GI=1 queue with arrival
process fAq(t); t  0g and service time distribution F (). The arrivals process fAq(t); t  0g is
a q-phase renewal process in which the interarrival time has q phases, each one with a rate .
The process J(t) traces its phases precisely.
From the elementary renewal theory (see Theorem 3.3.4 on p.107, Ross 1996), we have
limT!1 EAq(T )=T = =q. Dene
G^(y) = h  (y)+ + p  (y) ; (8)
where y is any real number, (y)+ = maxf0; yg, (y)  = maxf0; yg. Our objective is to minimize
the expected long-run average system cost
AC(r; q) = lim
T!1
1
T
E
 
K Aq(T ) +
Z T
0
G^(IN(t))dt
!
=
K
q
+ E[G^(IN)]: (9)
Here, we assume K > 0. When K = 0, as mentioned above, we assume q = 1. In this case,
the expected long-run average system cost is AC(r; 1) = E[G^(IN)]. For a proof of (9), see the
Appendix.
Clearly, to solve the optimization problem (9), it is important to know the distribution on
IN , which, in turn, is determined by the joint distribution of IP and IO. In general, this joint
distribution is dicult to obtain. This is because IP (t) and IO(t) are correlated for any given
t, so IP and IO may also be dependent. For tractability, we seek to study the asymptotic
behavior of the system as  approaches to innity.
It turns out the asymptotic analysis critically depends on whether the replenishment lead-
time L is a random variable ( > 0) or a constant ( = 0). For the special case when L is a
constant 1=, as mentioned in the introduction, we can use an alternative relation (2) to obtain
the distribution of IN . The corresponding cost function can be written as
AC(r; q) = 1
q

K +
r+qX
`=r+1
G(`)

; (10)
G(`) = E[G^(` D)]; (11)
where D is the time-stationary of D(t; t+1=], the sum of demands that occur during the time
interval (t; t+ 1=].
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3 Asymptotic Behavior of IP and IO
Consider a sequence of the inventory systems with random leadtimes (i.e.,  > 0) indexed by the
demand rate , denoted as System-S. Consequently, all quantities introduced above will be
superscripted by ; e.g., the optimal policy is denoted by (r ; q ). In this section, we will focus
on the asymptotic behavior (IP (t); IO(t)), or, equivalently, that of (J(t); N(t)). To do so,
we rst let t ! 1 and look at the steady-state limit for each component, i.e., the marginal
distributions of J and N. We then study the asymptotic properties of joint distribution of
(J; N) as !1.
Let fk : k  1g and fk : k  1g be independent i.i.d. sequences of nonnegative random
variables with
E1 = 1; and E(1   1)2 = 2 <1; (12)
E1 = 
 1 <1; and E(1    1)2 <1: (13)
For the th system, dene
t0 = 0; t

k   tk 1 =
k

; k = 1; 2;    ;
and the kth order's leadtime is given by k with the distribution F ().
Before analyzing the joint steady-state behavior of J(t) and IO(t), we look at their
marginal steady-state behavior. First, the distribution of the steady-state limit of J(t) (and
hence IP (t)) directly follows from Simon (1968) (see p.6, Theorem).
Lemma 1 For any j 2 Q,
Pr

J  j

= lim
t!1Pr

J(t)  j

=
j + 1
q
:
Next, we show that N, and hence IO, is approximately normally distributed as  grows
large. We do so by showing in the following lemma that an appropriately normalized and
centered N has an asymptotic standard normal distribution. To get the normalized and
centered factors of N, dene (for random leadtimes)
(q)
2
=
1

+
2
q
  1
 Z 1
0
(1  F (t))2dt =  + 
2
q
E[L(2)]; (14)
(q) = 
q
q; (q) =
q
(q)
; (15)
z(i; q) =
i  
(q)
; Y (q) =
qN   
(q)
= (q)

N   

q

: (16)
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By noting that  is the mean leadtime demand, (i   ) just represents the net inventory
after the leadtime if the inventory position is i. Thus z(i; q) is a scaled net inventory level.
Similarly, (qN   ) measures the uctuation of the outstanding orders around the mean
leadtime demand, and Y (q) is a scaled and centered outstanding orders. The following
condition will be useful:
Condition 1 lim!1 q= = 0 for the sequence of order sizes fqg.
Condition 1 gives a comparability relationship between the order size q and demand rate
. Let () be the standard normal distribution function. According to Theorem 1 in Borovkov
(1967) or Proposition 2.5 in Whitt (1992), we have
Lemma 2 If the sequence of order sizes fqg for System-S satises Condition 1, then for any
real number y,
lim
!1
Pr

Y (q)  y

= (y):
With the above lemmas, we now proceed to establish the following theorem on the asymp-
totic independence between the outstanding orders and inventory position. This result also
justies the key assumptions in Song and Zipkin (1996).
Theorem 1 Consider System-S. For y 2 ( 1;+1) and x 2 Q,
1
q
Pr

Y (q)  y   (q)

 Pr

Y (q)  y; J = x

 1
q
Pr

Y (q)  y + (q)

:
Moreover, if Condition 1 holds, then J and N are asymptotically independent. That is,
lim
!1
h
Pr

Y (q)  y; J  x

  (y) x
 + 1
q
i
= 0:
Proof : First, for each , we examine the joint distribution of N and J and derive its upper
and lower bounds. The diculty here is that N is already the steady-state of the process
fN(t) : t  0g and J already the steady-state of the process fJ(t) : t  0g. To obtain the
joint distribution, we adopt the time-stationary point process framework discussed in Sigman
(1996) to establish a sample-path relationship of the two random variables by constructing
the two-sided versions of the original processes. Specically, we consider the two-side innite
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sequence f~tk : k = 1;2;   g with the following properties:
i) ~t 1  0 < ~t1 ;
ii) f(~tk   ~tk 1) : k = 1;2;   g is a doulbe i.i.d. sequence;
iii) Pr( ~t 1  x) = Pr(~t1  x) =
1
E(~t2   ~t1)
Z x
0

1  Pr(~t2   ~t1  y)

dy:
The marked points from f~tk : k = 1;2;   g are given by the following:
f~t (i+1+nq) : n  0g and f~t i+(n+1)q : n  0g are marked with probability
1
q
; i = 0; 1;    ; q   1:
Thus, analogous to the four-tuple process ( M ;  

q ; J
;  ) as described in Section 6.3 of Sigman
and Whitt (2011), we have generated the four-tuple, two-side, jointly time-stationary process
( M ;  

q ; J
;  ) with
J(t) =
8<: qk(J
(0) +R(t)) with R(t) = minfk   1 : ~tk  tg; if t  0;
qk(J(0) +R(t)) with R(t) = maxfk  1 : ~tk  tg; if t > 0;
where \k" is the modulo operator. When f~tk : k = 1;2;   g are considered as the demand
arrival points, (~t2 ~t1) and (t2 t1) follow the same distribution, the marked points f~t (i+1+nq) :
n  0g and f~tq i+nq : n  0g trigger orders, and the nth order leadtime is experienced by
fn : n = 1;2;   g. From the time-stationary point process framework, we have
(J(0); N(0)) and (J; N) have the same distribution: (17)
To prove the rst part of the theorem, it is sucient to consider the joint distribution of
(J(0); N(0)). First, the relationship between J(0) and N(0) can be easily established by
observing the following fact:
if J(0) = j 2 Q, then N(0) =
1X
n=1
I
n
 ~t (1+j+(n 1)q) <  n
o
; (18)
where IfAg is the indicator function of event A. From (18), we observe that N(0) depends
on J(0). However, we next show that there exist upper and lower bounds on N(0) which
are independent of J(0). Moreover, the dierence between the upper and lower bounds is
bounded by a constant (independent of ). Thus, the dependence of N(0) on J(0) will
gradually disappear as  grows large.
Consider any sample path !. To simplify notation, we suppress the notation ! in the
following sample-path argument. In other words, the statement about random variables hold
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with probability one. Noting that for j 2 Q, ~t (1+j+(n 1)q) and ~t (1+(n 1)q) are the (1 +
j + (n   1)q)th and (1 + (n   1)q)th demand arrivals counting back from time zero, and
1 + j + (n  1)q  1 + (n  1)q, we have
~t (1+j+(n 1)q)  ~t (1+(n 1)q); j 2 Q and n = 1; 2;    : (19)
Therefore, for j 2 Q,
1X
n=1
I
n
 ~t (1+j+(n 1)q) <  n
o

1X
n=1
I
n
 ~t (1+(n 1)q) <  n
o
: (20)
Furthermore, using (19),
1X
n=1
I
n
 ~t (1+j+nq) <  n
o

1X
n=1
I
n
 ~t (1+nq) <  n
o
: (21)
Noting that I
n
 ~t (1+j) < 1
o
 1, by (21), we obtain
I
n
 ~t (1+j) < 1
o
+
1X
n=1
I
n
 ~t (1+j+nq) <  n
o
 1 +
1X
n=1
I
n
 ~t (1+nq) <  n
o
: (22)
By the fact that fn : n = 1;2;   g is i.i.d. and is independent of f~tk : k = 1;2;   g (as
the demand arrivals and leadtimes are independent), we know that
1X
n=1
I
n
 ~t (1+j+(n 1)q) <  n
o
and I
n
 ~t (1+j) < 1
o
+
1X
n=1
I
n
 ~t (1+j+nq) <  n
o
have the same distribution for j 2 Q. Thus, it follows from (22) that for j 2 Q,
1X
n=1
I
n
 ~t (1+j+(n 1)q) <  n
o
s:t: 1 +
1X
n=1
I
n
 ~t (1+nq) <  n
o
: (23)
Applying (18) and (23) yields
N(0) s:t: 1 +
1X
n=1
I
n
 ~t (1+nq) <  n
o
: (24)
Thus, we obtain an upper bound onN(0) in the sense of stochastic orders, which is independent
of J(0).
Symmetrically, similar to (19), we have
~t (1+j+(n 1)q)  ~t (1+nq); j 2 Q and n = 1;    : (25)
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This implies I
n
 ~t (1+j+(n 1)q) <  n
o
 I
n
 ~t (1+nq) <  n
o
: Hence, for j 2 Q,
1X
n=1
I
n
 ~t (1+j+(n 1)q) <  n
o

1X
n=1
I
n
 ~t (1+nq) <  n
o
: (26)
Along the same line of the proof of (24), by (25)-(26), we can prove
1X
n=1
I
n
 ~t (1+(n 1)q) <  n
o
s:t: 1 +N(0): (27)
Thus, we also obtain a lower bound on N(0) (in the sense of stochastic orders) that is inde-
pendent of J(0).
Similar to Y (q) given by (16), let Y 0 (q
) = (q)  (N(0)  =q). We have
Pr

J(0) = x; Y 0 (q
)  y

= Pr

J(0) = x; (q) 
 1X
n=1
I
n
  ~t (1+x+(n 1)q) <  n
o
  

q

 y

(by (18))
 Pr

J(0) = x; (q) 
 1X
n=1
I
n
  ~t (1+nq) <  n
o
  

q

 y

(by (26))
= Pr

J(0) = x

 Pr

(q) 
 1X
n=1
I
n
  ~t (1+nq) <  n
o
  

q

 y

=
1
q
 Pr

(q) 
 1X
n=1
I
n
  ~t (1+nq) <  n
o
  

q

 y

(by Lemma 1)
 1
q
 Pr

Y 0 (q
)  (q)  y

(by (24))
=
1
q
 Pr

Y 0 (q
)  y + (q)

; (28)
where the second equality follows from the observations below:
a) J(0) is independent of f~tk : k   1g (Theorem 8 in Sigman and Whitt 2011);
b) J(0) is independent of the sequence f(1)k : k   1g dened by

(1)
k =
(
0; if k 6= 1 + nq;
n; if n = 1 + nq
(as the leadtimes are independent of the demand arrivals);
c)
1X
k=1
I
n
  ~t k < (1) k
o
=
1X
n=1
I
n
  ~t (1+nq) <  n
o
:
Analogously,
Pr

J(0) = x; Y 0 (q
)  y

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 1
q
 Pr

(q) 
 1X
n=1
I
n
  ~t (1+(n 1)q) <  n
o
  

q

 y

(by (20))
 1
q
 Pr

Y 0 (q
) + (q)  y

(by (27))
=
1
q
 Pr

Y 0 (q
)  y   (q)

: (29)
Combining (28)-(29), we obtain the rst part of the theorem.
Note that from the rst part of the theorem we have
x + 1
q
Pr

Y (q)  y   (q)

 Pr

Y (q)  y; J  x

 x
 + 1
q
Pr

Y (q)  y + (q)

: (30)
Therefore,
Pr

Y (q)  y; J  x

  x
 + 1
q
(y) (31)
 x
 + 1
q
max
nPr Y (q)  y + (q)  (y); Pr Y (q)  y   (q)  (y)o:
Then the second part follows directly from
x + 1
q
 1 (by x 2 Q);
lim
!1
Pr

Y (q)  y + (q)

= lim
!1
Pr

Y (q)  y   (q)

= (y);
where Lemma 2 and the fact that lim!1 (q) = 0 (implied by the assumption lim!1 q= =
0) are used.
4 Auxiliary Systems
Given that under random leadtimes, Y (q) (and thusN) approaches to a normally distributed
random variable as  goes to innity, in this section we show that the long-run average system
cost (of the original system) converges to its continuous analogy with normally distributed
demands. We call the system with the latter cost function an auxiliary (r; q)-system. We
also present a similar auxiliary system when the leadtime is deterministic. As we shall show in
Section 5, by leveraging the normal distribution, these auxiliary cost functions lend themselves
to closed-form optimal policy parameters and costs as  approaches to innity. There, we shall
also show that the optimal behavior for these new systems are equivalent to those of the original
systems when  grows large.
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Before proceeding, we introduce the following useful notation and relationships. Dene
C(z) = h1( z) + p1(z); z =  1(p=(p+ h)); (32)
where 1(z) =
R1
z [1 (x)]dx. Note that C(z) is the expected cost of the newsvendor problem
with standard normal demand. It can be veried that
C 0(z) =  p+ (p+ h)(z); C 00(z) = (p+ h)(z); C 0(z) = 0; (33)
where () is the standard normal density function. Thus, C(z) is convex and achieves its
minimum at z. In addition,
C  C(z) = (p+ h)(z) = C 00(z): (34)
4.1 Random Leadtimes
First, consider random leadtimes. Our goal is to show that, as  grows large, the expected
long-run average system cost of discrete variables AC(r; q) in (9) for System-S can be ap-
proximated by its continuous analogue
gAC(r; q) = 1
q
(
K + (q)
Z r+q
r
C

z(x; q)

dx
)
: (35)
To see this, note that from (7),
E
h
G^

IN
i
= E
h
G^

r + q   J   qN
i
=
r+qX
i=r+1
E
h
I
n
J = r + q   i
o
 G^

i  q N
i
: (36)
In view of (8) and (16), for any i and q,
G^

i  q N

= (q)  G^

z(i; q)  Y (q)

: (37)
In order to show the approximation for AC(r; q), we rst use (37) to establish the asymptotic
expression for each summand in (36), and then obtain the approximation for the sum, as shown
in the following lemma. We shall need the following condition on the boundedness of the scaled
net inventory level under (r; q)-policy:
Condition 2 For a sequence of (r; q)-policies,
 lim!1 z(r; q) <1.
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We have the following approximations for the expected long-run average system cost of
System-S (see the Appendix for the proof):
Lemma 3 (i) Assume that the sequence of (r; q)-policies satises Condition 1. For each i
with
 lim!1 z(i; q) <1,
lim
!1
EG^

z(i; q)  Y (q)

= lim
!1
C

z(i; q)

: (38)
(ii) If Conditions 1{2 hold, then
lim
!1
h r+qX
i=r+1
C

z(i; q)
Z r+q
r
C

z(x; q)

dx
i
= 1: (39)
Combining (9), (36)-(37) and Lemma 3, we obtain the following lemma (its proof is given
in the Appendix) about the convergence of the expected long-run average system cost (of the
original system) to its continuous analogy with normally distributed demands.
Lemma 4 Under Conditions 1{2,
lim
!1
AC(r; q)gAC(r; q) = 1: (40)
Thus, under Conditions 1{2 with lim!1 q = 1, the (r; q)-system with the long-run
average cost given by (35) can be considered as an approximation of the original System-S.
From now on, we refer to this approximate system as System- eS. Its optimal policy is denoted
by (~r ; ~q ).
For any given q, let ~r (q) = argminr gAC(r; q). By the convexity of C() and Lemma 2
of Zheng (1992), we have
z(~r (q
); q) = z   (q); z(~r (q) + q; q) = z + (q); (41)
C

z   (q)

= C

z + (q)

; (42)
where
(q) = (q)  (q) and (q) = (q)  [1  (q)] for some (q) 2 [0; 1]. (43)
Thus, by (35), we have
min
r;q
gAC(r; q) = min
q
gAC(~r (q); q) = min
q
nK
q
+

(q)
2

Z z+(q)
z (q)
C(x)dx
o
: (44)
In the remainder of the paper, we use (44) to analyze system- ~S.
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4.2 Constant Leadtimes
Now consider the case of constant leadtimes. To distinguish this case from its random coun-
terpart, we denote everything with a subscript c. In particular, we write System-Sc in place of
System-S, and denote its optimal policy by (rc; qc).
Let Nc be the number of jobs in steady state in the supply system. We have D
 = q Nc .
Similar to (16), denote
zc (i) =
i  
c
; Y c (q
) = c (q
)

Nc  

q

with c = 
q
 and c (q
) =
q
c
: (45)
Thus, for any i,
E[G^(i D)] = c  E
h
G^

zc (i)  Y c (q)
i
: (46)
By the central limit theorem for the renewal process (see Theorem 5.1 on p.91, Gut 2009),
we have that as  ! 1, Y c (q) converges in distribution to a standard normal distribution.
Furthermore, fY (q) :   1g is uniformly integrable (see Equation (9.1) on p.100, Gut 2009).
In order to get the approximation of ACc(r; q), similar to the random leadtime case, we need
the following condition.
Condition 3 For a sequence of (r; q)-policies,
 lim!1 zc (r) <1.
Similar to (38)-(39), for the sequence of (r; q)-policies satisfying Condition 3,
lim
!1
E
h
G^

zc (i)  Y c (q)
i
= lim
!1
C

zc (i)

; (47)
lim
!1
 r+qX
i=r+1
C

zc (i)
Z r+q
r
C

zc (x)

dx

= 1: (48)
Dene
gACc(r; q) = 1
q
(
K +
Z r+q
r
c  C

zc (x)

dx
)
: (49)
By (10) and (46)-(48), similar to Lemma 4, we have
Lemma 5 Under Conditions 1 and 3,
lim
!1
ACc(r; q)gACc(r; q) = 1: (50)
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Thus, under Conditions 1{3, the (r; q)-system with the long-run average cost (48) can be
considered as an approximation of the original System-Sc . From now on, we refer to this
approximate system as System- eSc and denote its optimal policy by (~rc; ~qc).
For any xed q, denote the optimal reorder point by ~rc(q) = argminrgACc(r; q). Similar
to (41)-(43), it can be shown that there exists a unique c(q
) 2 [0; 1] such that
zc (~r

c(q
)) = z   c(q); zc (~rc(q) + q) = z + c(q); (51)
C(z   c(q)) = C(z + c(q)); (52)
where c(q
) = c(q
)c and c(q) = [1 c(q)]c . Furthermore, because c is independent
of the order quantity (unlike  for the random leadtime case), by Lemma 6 of Zheng (1992),
the optimal order quantity is the solution of
K = q  c  C

zc (~r

c(q
))

  (c )2
Z z+c(q)
z c(q)
C(x)dx: (53)
In other words, the optimal policy satises
K
c ~q
c
= C(z   c(~qc)) 
c
~qc
Z z+c(~qc)
z c(~qc)
C(x)dx: (54)
In the remainder of the paper, we shall use (54) to analyze System- ~Sc .
Comparing (44) with (49), we can see that (q) in the approximate cost under random
leadtime depends on the decision variable q, whereas c under constant leadtime does not.
This dierence yields dierent rst-order-conditions for the optimization problems in System- ~S
and System- ~Sc . More importantly, the latter is not a special case of the former. As a result,
the subsequent analyses of the optimal solutions of these two system in the next section will be
dierent.
5 Asymptotic Behavior of the Optimal Policy and Cost
In this section we analyze the asymptotic behavior of the optimal policy and cost.
5.1 Main Results
We rst need the following lemma to describe our main results; its proof can be found in the
Appendix.
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Lemma 6 If K > 0, then there exists a unique solution (; ) with  2 (0;1) and  2 [0; 1]
to equations
K =   C (z   )  1

Z z+(1 )
z 
C(y)dy; (55)
C (z   ) = C (z + (1  )) : (56)
Now we present our main results.
Theorem 2 Let  and  be dened as in (55)-(56). If the replenishment leadtime is random,
then
(A.i) q =
8<:

2K
C
p

2=3
1=3 + o

1=3

; if K > 0;
1; if K = 0;
(A.ii) r =
8><>:
=+ z 

2K
C
1=3  2=3 + o 2=3 ; if K > 0;
=+ z
q
(1  2) + 2 
p
+ o(
p
); if K = 0;
(A.iii) AC(r ; q ) =
8><>:
3

KC2
4
1=3
2=3 + o

2=3

; if K > 0;
C
q
(1  2) + 2 
p
+ o(
p
); if K = 0:
If the replenishment leadtime is a constant 1=, then
(B.i) qc =
8<: 
p
+ o(
p
); if K > 0;
1; if K = 0;
(B.ii) rc =
8<: =+ z
p
=  p+ o(p); if K > 0;
=+ z
p
=+ o(
p
); if K = 0;
(B.iii) ACc(rc; qc) =
8<: C
 
z   p=


p
=+ o(
p
); if K > 0;
C
p
=+ o(
p
); if K = 0:
Remark 1 When K = 0 and the demand process is Poisson, (A.ii) and (A.iii) give
r = =+ z
q
=+ o(
p
); AC(r ; q ) = C 
q
=+ o(
p
):
These agree with the standard approximate formula E[L] + z
p
E[L] for the optimal base-
stock level (based on the normal approximation for the outstanding orders) and the resulting
approximate optimal cost; see Zipkin (2000, Chapter 7). On the other hand, (B.ii) and (B.iii)
give
rc = =+ z
q
=+ o(
p
); ACc(rc; qc) = C  
q
=+ o(
p
):
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Here,  measures inter-demand variability, which equals 1 for Poisson demand. Thus, our
asymptotic analysis reveals new insights on the eect of demand variability.
Remark 2 From (A.i) and (B.i), it is striking that the well-known square-root relationship
between the optimal order quantity and the demand rate holds only for the extreme case
of constant leadtimes. At this extreme, the sequential and parallel processing environments
converge. Under general i.i.d. leadtimes, the square-root relationship is replaced by the cube
root. Thus, as demand rate increases, the optimal order quantity grows more slowly in a
stochastic parallel processing environment than in a sequential processing environment. In
addition, the leadtime variability contracts this relationship by a factor of 1=3, while the xed
cost amplies this relationship by a factor of K2=3.
Remark 3 With K > 0 and i.i.d. stochastic leadtimes, (A.i) shows that in the asymptotic
regime, the optimal order quantity q increases as K2=3, which is faster than the EOQ formula
that is proportional to K1=2. Moreover, (A.ii) and (A.iii) indicate that both the asymptotically
optimal reorder point r and cost increase in K as well as in leadtime variability (measured
by ). Interestingly, both the safety stock (i.e., the second term of r ) and the optimal cost
increase in the demand rate  faster than the well-known square-root law.
Remark 4 When the leadtime is exogenous and sequential, Gallego (1998) derives bounds on
q which depend on the variance of the leadtime that is of higher order than
p
. For the
special case of a constant leadtime, which is applicable to both his and our settings, our result
in Theorem 2 (B.i) gives a more accurate estimate for q than his bounds. Moreover, the gap
between his lower and upper bounds widens as  increases.
5.2 Analysis: Random Leadtimes
In this subsection we prove Part A of Theorem 2. Here is the basic idea, which contains three
steps. In Step 1, we show that the optimal policy (~r ; ~q ) of the auxiliary System- ~S satises
the properties of Part A of Theorem 2; see Proposition 1. Hence, property (A.iii) for the original
System-S will be established if we can show
lim
!1
AC(r ; q )gAC(~r ; ~q ) = 1: (57)
Because
AC(r ; q )gAC(~r ; ~q ) =
AC(r ; q )gAC(r ; q ) 
gAC(r ; q )gAC(~r ; ~q ) ; (58)
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what remain to be shown is
lim
!1
AC(r ; q )gAC(r ; q ) = 1 (59)
and
lim
!1
gAC(r ; q )gAC(~r ; ~q ) = 1: (60)
In addition, given (60), if we can show the uniqueness for the rst and second leading terms
of the asymptotic optimal reorder point (~r ), and the uniqueness for the leading term of the
asymptotic optimal ordering quantity (~q ) and cost of System- ~S, then (A.i) and (A.ii) will
hold for System-S. Step 2 proves these uniqueness properties (see Proposition 2). Step 3
establishes (59) and (60); see Propositions 3 and 4.
We now start at Step 1 { to show System- ~S possesses the properties (A.i)-(A.iii). Consider
K > 0. We would like to work on the optimization problem (44) by the rst order condition.
To do so, we rst need the following result about the dierentiability on our objective function
(see the Appendix for a proof).
Lemma 7 gAC(~r (q); q) is dierentiable with respect to q.
Now, using (42) and the rst order condition on gAC(~r (q); q) given by (44), we know that
the optimal solution ~q satises
K
q2
=
d((q))2
dq

Z z+(q)
z (q)
C(x)dx+ ((q))2  C (z   (q))  d
dq
s
q
((q))2
: (61)
In view of (14),
d((q))2
dq
=  
2
q2
E[L(2)] and
d
dq
s
q
((q))2
=
q + 22E[L(2)]
2
p

q
(q + 2E[L(2)])3
:
Plugging these into (61) yields
K =  2E[L(2)]
Z z+(q)
z (q)
C(x)dx+
q
2
p

 q + 2
2E[L(2)]q
q + 2E[L(2)]
 C (z   (q)) : (62)
Its solution gives ~q . However, it is dicult to solve this equation directly, so we resort to its
Taylor expansion for an approximate solution. To validate the expansion, we need the following
lemma; its proof is provided in the Appendix.
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Lemma 8 The sequence of optimal order sizes ~q for system- ~S with K > 0 satises Condition
1 and lim!1 ~q =1. Moreover, lim!1 (~q ) = lim!1 (~q ) = 0:
With the help of Lemma 8, we can show the following asymptotic behavior of system- eS.
Proposition 1 The optimal policy (~r ; ~q ) and cost gAC(~r ; ~q ) for System- ~S satisfy Theorem
2 (A.i)-(A.iii), respectively.
Proof : First, assume K > 0. By Lemma 8 and the Taylor expansion, and recalling (33)-(34),
we haveZ z+(~q )
z (~q )
C(y)dy
=
Z 0
z (~q )
C(y)dy +
Z z+(~q )
0
C(y)dy
=
Z 0
z
C(y)dy + C(~q ) 
1
2!
C 0(z)

(~q )
2
+
1
3!
C 00(z)

(~q )
3
+O

(~q )
4
+
Z z
0
C(y)dy + C(~q ) +
1
2!
C 0(z)

(~q )
2
+
1
3!
C 00(z)

(~q )
3
+O

(~q )
4
= C(~q ) +
C
3!

(~q )
3 
1  3(~q ) + 32(~q )

+O

(~q )
4
: (63)
By again the Taylor expansion,
C(z   (~q )) = C   C 0(z)(~q ) +
1
2!
C 00(z)

(~q )
2
+O

(~q )
3
= C +
1
2!
C 

(~q )
2
+O

(~q )
3
: (64)
Note that
q + 22E[L(2)]q
q + 2E[L(2)]
=
q
q + 2E[L(2)] +
2E[L(2)]q
q + 2E[L(2)]
: (65)
It follows from Lemma 8 and (62)-(65) that
~q =

2K
C
p

2=3
 1=3 + o

1=3

; (66)
which is (A.i) for K > 0.
Now we examine ~r . By the Taylor expansion of both sides of (42) (expanding to the second
moment), we have
C   C 0(z)(~q ) +
1
2
C 00(z)

(~q )
2
= C + C 0(z)(~q ) +
1
2
C 00(z)

(~q )
2
+O

(~q )
3
:
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Applying (33)-(34) yields (1=2)

1  2(~q )

 C = O

(~q )

. Because C is a positive
constant, we know that
(~q ) =
1
2
+O

(~q )

: (67)
Thus, by (16), (41) and (43),
~r = 
 + z 

2K
C
1=3
 2=3 + o

2=3

: (68)
This is (A.ii) for K > 0.
For the optimal cost of System- ~S, following (44), (63), and (66)-(68),
gAC(~r ; ~q ) = K~q +

(~q )
2

Z z+(~q )
z (~q )
C(y)dy
= K
.h 2K
C
p

2=3  1=3 + o 1=3 i
+

(~q )
2


C(~q ) +
C
4!

(~q )
3
+O

(~q )
4
= 3
KC2
4
1=3
2=3 + o

2=3

: (69)
This is (A.iii) for K > 0.
When K = 0, ~q = 1 is our assumption; (A.ii) and (A.iii) are given by (35).
Next, we proceed to Step 2 { to show the uniqueness of optimal policy (~r ; ~q ) for System- ~S
described at the beginning of this subsection (see right after (60)). That is, in view of (60), for
any (~r; ~q) satisfying lim!1gAC(~r; ~q)=gAC(~r ; ~q ) = 1, ~r and ~q should have the same order
of ~r and ~q , respectively. As each of (~r; ~q), gAC(~r; ~q), (~r ; ~q ) and gAC(~r ; ~q ) will go to
innity when  grows large, we need to use alternative measures to characterize the uniqueness.
To see this, note that from Proposition 1, ~q and gAC(~r ; ~q ) have one dominant term given by
the order of 1=3 and 2=3, respectively. Thus their uniqueness can be characterized directly
by their corresponding ratios ~q=~q and gAC(~r; ~q)=gAC(~r ; ~q ). However, ~r has two dominant
terms,  and 2=3. The ratio ~r=~r cannot characterize the uniqueness about the term 2=3
when  grows large. For this reason, we consider the scaled net inventory level z(~r; ~q) instead
of ~r=~r . More specically, we have
Proposition 2 Let () = ~q=~q .
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(i) If lim!1() 6= 1 or lim!1() 6= 1 holds, then
lim
!1
minr
gAC(r; ~q)gAC(~r ; ~q ) > 1:
(ii) Assume that lim!1() = 1 and lim!1 jz(~r; ~q)j <1. If lim!1 z(~r; ~q) 6= z
or lim!1 z(~r; ~q) 6= z holds, then
lim
!1
gAC(~r; ~q)gAC(~r ; ~q ) > 1:
Proof : First by (44),
min
r
gAC(r; ~q) = K
~q
+

(~q)
2

Z z+(~q)
z (~q)
C(x)dx: (70)
If lim!1 ~q= > 0; then, by (43), we have
lim
!1
Z z+(~q)
z (~q)
C(x)dx > 0:
This together with (70) gives that
lim
!1
1


min
r
gAC(r; ~q) > 0:
This, by Proposition 1, implies that
lim
!1
minr
gAC(r; ~q)gAC(~r ; ~q ) =1:
Hence, to prove the proposition, it suces to consider lim!1 ~q= = 0: Under this condition,
by the Taylor expansion given by (63),Z z+(~q)
z (~q)
C(x)dx = C(~q) +
C
3!

(~q)
3 
1  3(~q) + 32(~q)

+O

(~q)
4
:
Hence,
K
~q
+

(~q)
2

Z z+(~q)
z (~q)
C(x)dx
=
K
()~q
+

(~q)
2


C(~q) +
C
3!

(~q)
3 
1  3(~q) + 32(~q)

+O

(~q)
4
=
hKC2
4
1=3  1
()
+

2KC2
1=3q
()
i
 2=3 + o

2=3

: (71)
24
Let
U(x) =
"KC2
4
1=3  1
x
+

2KC2
1=3p
x
#
It is direct to verify that  U(x) is unimodal, and argminx U(x) = 1. Therefore, (71) implies
part (i) of the proposition.
Next, consider part (ii). Note, by (35), that
gAC(~r; ~q) = K
~q
+

(~q)
2

Z z(~r;~q)+(~q)
z(~r;~q)
C(y)dy: (72)
If lim!1 z(~r; ~q) 6= z or lim!1 z(~r; ~q) 6= z, then there exists a subsequence, again
writing as , such that
lim
!1
z(~r; ~q) = b 6= z: (73)
Now making the Taylor expansion (expanding to the second moment) for the last term in (72),
we obtain
(~q)
2

Z z(~r;~q)+(~q)
z(~r;~q)
C(y)dy = (~q)  C(z(~r; ~q))
q
~q + o

2=3

: (74)
By the denition of z and (73), we know that lim!1C(z(~r; ~q)) = C(b) > C(z): This
together with (72) and (74) yields part (ii).
Finally, we perform Step 3: to show (59) and (60). To prove (59), by Lemma 4, it is
sucient to verify that the optimal policy (r ; q ) satises Conditions 1{2. To this end, we rst
establish Condition 1 and the optimal order quantity q will become large when the demand
rate  grows large.
Proposition 3 The sequence of optimal order sizes q for system-S with K > 0 satises
Condition 1 and lim!1 q =1.
Proof : Suppose contrariwise that the proposition is not true. Then there exists a subsequence
fk : k  1g such that
lim
k!1
qk <1 or lim
k!1
qk
k
> 0: (75)
To simplify notation, we write the sequence as  (In the remainder of the paper, for the same
reason, the subsequences will be always written as ). By Lemma 1, we know that given q,
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qk

J + q N

is uniformly distributed on Q. Here, again, \k" is the modulo operator.
Now let
1 =
n
0;    ; bq

4
c   1
o
; 2 =
n
bq

4
c;    ; 2bq

4
c   1
o
;
3 =
n
2bq

4
c;    ; 3bq

4
c   1
o
; 4 =
n
3bq

4
c;    ; q   1
o
:
When (qkr ) 2 1 , we haver + q   J   q N IfJ 2 3g  bq4 c   1:
Hence, if (qkr ) 2 1 and the second inequality in (75) holds, then
lim
!1
AC(r ; q )

 lim
!1
1

E
h
G^

r + q

   J   q N
i
(by (9))
 lim
!1
1

E
h
G^

r + q

   J   q N

 IfJ 2 3g
i
 lim
!1
1

E
h
minfp; hg 

bq

4
c   1

 IfJ 2 3g
i
 lim
!1
minfp; hg

 1
4


bq

4
c   1

> 0: (76)
Similarly, we can show that for (qkr ) 2 i (i = 2; 3; 4), (76) still holds if the second inequality
in (75) holds.
If the rst inequality in (75) holds, then by E[G^(IN)]  0 and (9),
lim
!1
AC(r ; q )

 lim
!1
K
q
> 0: (77)
By the denition of z(i; q) (see (16)), for i = bc+1;    ; bc+bpc, lim!1 z(i; b
p
c) =
0. So when policy (r; q) = (bc; bpc) is implemented, by (9) and (36)-(38), we have
lim
!1
AC(bc; bpc)

= lim
!1
1

8<: Kbpc + 
(bpc)
q
bpc
bpc
bc+bpcX
i=bc+1
C

z(i; b
p
c)
9=;
 lim
!1
(bpc)bpcq
bpc
 max
bc+1ibc+bpc
C

z(i; b
p
c)

= 0:
So in view of (76)-(77), when (75) holds,
lim
!1
AC(r ; q )
AC(bc; bpc) =1;
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which implies that (r ; q ) cannot be optimal, a contradiction. Thus, the proposition holds.
Now we show that (r ; q ) satises Condition 2, which leads to (59) and (60).
Proposition 4 The sequence of optimal (r ; q )-policies for system-S satises Condition 2.
Hence (59)-(60) hold.
Proof : According to the denition of Condition 2, it is sucient to show lim
!1
z(r ; q

 )
 <1: (78)
To that end, we rst show that  lim
!1
z(r ; q

 )
 <1: (79)
Suppose contrariwise that this does not hold. Then we have two possible cases:
Case A: lim
!1
z(r ; q

 ) =  1; Case B: lim
!1
z(r ; q

 ) = +1: (80)
First, consider Case A. In view of Proposition 3, we have that if K > 0,
lim
!1
z(i; q ) =  1 for i = r + 1;    ; r + q . (81)
If K = 0, by q = 1, (81) also holds under Case A. Then there exists a subsequence fk : k  1g
such that limk!1 zk(i; q ) =  1. We still write this subsequence as . By (36)-(37), for any
policy (r; q),
E
h
G^

IN
i
=
r+qX
i=r+1
E
h
I
n
J = r + q   i
o
 (q) G^

z(i; q)  Y (q)
i
= (q)
r+qX
i=r+1
E
h
I
n
J = r + q   i
o
G^

z(i; q)  Y (q)
i
: (82)
We rst consider each summand. Note that
E
h
I
n
J = r + q   i
o
 G^

z(i; q)  Y (q)
i
=
Z 1
 1
G^

z(i; q)  y

dPr

Y (q)  y; J = r + q   i

: (83)
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By the rst part of Theorem 1 and Theorem 1.A.3 (a) in Shaked and Shanthikumar (2007), we
know that Z 1
 1
p 

z(i; q)  y
 
dPr

Y (q)  y; J = r + q   i

 1
q
Z 1
 1
p 

z(i; q)  y
 
dPr

Y (q)  (q)  y

; (84)Z 1
 1
h 

z(i; q)  y
+
dPr

Y (q)  y; J = r + q   i

 1
q
Z 1
 1
h 

z(i; q)  y
+
dPr

Y (q) + (q)  y

: (85)
Combining (84)-(85) yieldsZ 1
 1
G^

z(i; q)  y

dPr

Y (q)  y; J = r + q   i

(86)
 1
q
E
h
h 

z(i; q)  (q)  Y (q)
+
+ p 

Y (q)  (q)  z(i; q)
+i
:
Considering policy (r ; q ), we have, by Proposition 3, that for i = r + 1;    ; r + q ,
lim
!1
E
h
h 

z(i; q )  (q )  Y (q )
+
+ p 

Y (q )  (q )  z(i; q )
+i
 lim
!1
E
h
p 

Y (q )  (q )  z(i; q )
+i
 lim
!1
E
h
p 

  (q )  z(i; q )
+  InY (q )  0oi
=
p
2
 lim
!1

  (q )  z(i; q )
+
(by Lemma 2)
=1: (by (81))
It follows from (86) that for policy (r ; q ),
r+qX
i=r+1
E
h
I
n
J = r+ + q

   i
o
G^

z(i; q )  Y (q )
i
!1 as !1. (87)
On the other hand, consider another policy (r0 ; q
 ) with r0 =
j
 + (q )
k
. It is direct to
verify that the sequence of (r0 ; q
 )-policies satises Condition 2. Furthermore, by Proposition
3, the sequence of ordering quantities fqg satises Condition 1. Similar to the proof of (38) in
Lemma 3, we can, by Conditions 1{2, show that for i = r0 + 1;    ; r0 + q ,
lim
!1
E
h
h 

z(i; q ) + 
(q )  Y (q )
+
+ p 

Y (q ) + 
(q )  z(i; q )
+i
= lim
!1
E
h
h 

z(i; q )  (q )  Y (q )
+
+ p 

Y (q )  (q )  z(i; q )
+i
= lim
!1
C

z(i; q )

: (88)
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Combining (83)-(88) yields that for i = r0 + 1;    ; r0 + q ,
lim
!1
q  E
h
I
n
J = r + q   i
o
 G^

z(i; q )  Y (q )
i
= lim
!1
C

z(i; q )

<1: (89)
Thus, from (87) and (89),
Pr+q
i=r+1
E
h
I
n
J = r + q   i
o
G^

z(i; q )  Y (q )
i
Pr0+q
i=r0+1
E
h
I
n
J = r0 + q
   i
o
G^ (z(i; q )  Y (q ))
i !1 as !1.
which, by (9) and (36), contradicts the optimality of (r ; q ). Therefore, Case A does not hold.
Similarly, we can show Case B does not hold also. Hence (79) is proved.
To prove (78), with the help of (79), it is sucient to show that for any convergent subse-
quence of z(r ; q ) (for the sake of notation simplicity, we still write it as z(r ; q )), its limit
is always z. That is, we only need to prove
lim
!1
z(r ; q

 ) = z: (90)
The convergence of the subsequence of z(r ; q ) implies that its corresponding subsequence of
(r ; q ) satises Condition 2. In view of Proposition 3, we know that (r ; q ) satises Conditions
1{2 in Lemma 4. Thus, by Lemma 4,
lim
!1
AC(r ; q )gAC(r ; q ) = 1: (91)
Using Proposition 1, we know that the sequence of (~r ; ~q )-policies satises Conditions 1{2
with lim!1 ~q =1. It follows from Lemma 4 that
lim
!1
AC(~r ; ~q )gAC(~r ; ~q ) = 1: (92)
On the other hand, by the optimality of (r ; q ) for System-S and the optimality (~r ; ~q ) for
System- ~S, we have AC(r ; q )  AC(~r ; ~q ) and gAC(r ; q )  gAC(~r ; ~q ). Hence from (91)
and (92),
lim
!1
gAC(r ; q )gAC(~r ; ~q ) = 1: (93)
With the help of Proposition 2, we, by (93), know that lim!1 z(r ; q ) = z, which proves
(90). This implies (78). The second part of the proposition ((59) and (60)) directly follows
from (91) and (93).
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Notice that in the proofs of Proposition 3, (78) (verify the sequence of (r ; q ) satises
Condition 2 in Proposition 4), Theorem 1 is not used for (r ; q ) policy. Also the normal
approximation for AC(r ; q ) is not used. With all the above preparations, we are now ready
to show Part A of Theorem 2.
Proof : [of Theorem 2 (Random Leadtimes)] First, consider the case K > 0. Note that
gAC(r ; q )gAC(~r ; ~q ) 
minr
gAC(r; q )gAC(~r ; ~q )  1:
By (60),
lim
!1
minr
gAC(r; q )gAC(~r ; ~q ) = 1:
This, by Proposition 2 (i), implies that lim!1 q=~q = 1. Thus, by Proposition 1, we have
(A.i); (A.ii) is directly given Proposition 2 (ii) and lim!1 q=~q = 1; and (A.iii) immediately
follows from (40) with (r; q) = (~r ; ~q ) and (92).
If K = 0, (A.i) follows from our assumption; (A.ii) and (A.iii) directly follow from (36)-(38),
the denition of z, and Proposition 4.
5.3 Analysis: Constant Leadtimes
Similar to the random leadtime case, the proof of Part B of Theorem 2 also consists of three
steps. Due to space constraint, we will only provide an outline of the analysis and leave the
details to the Appendix.
Starting with (54), Step 1 establishes the asymptotic behavior for the optimal order quantity,
reorder point and cost of System- ~Sc . This asymptotic behavior is the same as what we want
to establish for System-Sc . Formally,
Proposition 5 For System- ~Sc , the optimal policy (~rc; ~qc) and costgACc(~rc; ~qc) possess prop-
erties (B.i)-(B.iii) in Theorem 2.
Step 2 proves the uniqueness for the rst and second leading terms of the asymptotic optimal
reorder point (~rc), and the uniqueness for the leading term of the asymptotic optimal ordering
quantity (~qc) and cost of System- ~Sc . To characterize the uniqueness of (~rc; ~qc), we rst dene
$ =
~r   
z
p
   p:
Similar to Proposition 2, we have
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Proposition 6 Let c() = ~q
=~qc.
(i) If lim!1c() 6= 1 or lim!1c() 6= 1, then
lim
!1
minr
gACc(r; ~q)gACc(~rc; ~qc) > 1:
(ii) Assume that lim!1c() = 1 and lim!1 j$j <1. If lim!1$ 6= 1 or lim!1$ 6=
1, then
lim
!1
gAC(~r; ~q)gAC(~rc; ~qc) > 1:
Step 3 shows that the optimal policy of system-Sc satises Conditions 1{3 which is needed
in Lemma 5. Formally,
Proposition 7 The sequence of optimal (rc; qc)-policies for System-Sc , (i) if K > 0, then
lim!1 qc =1 and lim!1 qc=
p
 <1; (ii) there exists a constant M such that lim
!1
zc (i)
 M; i = rc + 1;    ; rc + qc:
With Propositions 5-7 in hand, we can prove Part B of Theorem 2.
Proof : [of Theorem 2 for Constant Leadtimes] Using Propositions 6-7, going along the
line of the proof for random leadtime case, we can prove the constant leadtime case. Here the
details are omitted.
6 (S; T ) System with Constant Leadtimes
In this section we consider an (S; T ) inventory system, where S is the order-up-to level and T the
review period. In other words, we review the inventory position IP (t) every T periods. If, upon
review, IP (t) is below S, then order enough to bring IP (t) back to S; otherwise, do nothing.
We assume full backlogging and a constant leadtime 1=. (We restrict to constant leadtimes
here because this is the only case we know how to formulate the cost function.) Everything else
(i.e., the demand process and cost structure) is the same as described in Section 2.
Let fA(t) : t  0g be the renewal process generated by f n : n  1g. That is,
A(t) = max

k :
1

+
2

+   + k

 t

; t  0:
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Denote A1(t) = lims!1[A(s+ t) A(s)]. The objective is to minimize the long-run average
total costs per unit time (see Rao 2003):
min
S;T
AC(S; T ) := 1
T
h
K  Pr(A1(T ) > 0)
+E
Z T+1=
1=

h  (S  A1(t))+ + p  (S  A1(t)) 

dt
i
: (94)
Let fA(t) : t  0g be the delay renewal process generated by f n : n  1g. That is,
A

(t) = max
n
k :
1

+
2

+   + k

 t
o
; t  0: (95)
Pr(1  x) =
Z x
0
(1  Pr(1  t)) dt; (96)
From the renewal theory (see Theorem 3.5.2 on p.131, Ross 1996), we have
fA1(t) : t  0g and fA(t) : t  0g have the same distribution
Hence, (94) can be rewritten as
min
S;T
AC(S; T ) = 1
T
h
K  Pr(A(T ) > 0)
+E
Z T+1=
1=

h  (S  A(t))+ + p  (S  A(t)) 

dt
i
: (97)
Denote
Z(t) =
A

(t)  t

p
t
; w(t) =
S   t

p
t
: (98)
Note that w(t) depends also on S. Sometimes we may write w(S; t) to highlight this de-
pendence. By the invariance principle of the renewal process (see Theorem 14.6 on p.154,
Billingsley 1999), we have that as !1,
p
tZ(t) converges in distribution to a standard Brownian motion fA(t) : t  0g: (99)
By Theorem 9.1 on p.100 in Gut (2009), there exists a constant M such that for t 2 [ 1 ; 1 + T ]
and large enough ,
E

Z(t)
2
< M:
This implies that for each xed T and S,
E
Z T+1=
1=

h 

w(t)  Z(t)
+
+ p 

w(t)  Z(t)
  
dt!
Z T+1=
1=
C

w(t)

dt:
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Noticing (95)-(96), we have that lim!1 Pr(A

(T ) > 0) = 1 for any T > 0. Hence it follows
from (97)-(99) that, similar to the (r; q) system, we consider an auxiliary (S; T ) system given
by
dAC(S; T ) = 1
T
 
K +
Z T+1=
1=
C

w(t)

 
p
tdt
!
: (100)
For xed T , by the rst-order condition, the optimal S to (100) is given byZ T+1=
1=
h
h 

1  

 w(t)

  p 

1  

w(t)
i
dt = 0: (101)
Making integral variable transformation by (t  1=) = x, (101) can be written as
1
T
Z T
0


w

1

+
x


dx =
p
p+ h
: (102)
It is direct to verify that 

w

1
 +
x


is a decreasing function of x on the interval [0;1).
Thus, for x 2 [0; T ],


w

1


 

w

1

+
x


 

w

T +
1


:
This, by (102), implies that
w

1


>  1

p
p+ h

= z > w

T +
1


:
For each given T , therefore, the optimal S (denoted by S^ (T )), that is, the solution to (101),
can be written as
S^ (T ) = 
 + z
q
 +M(T ); (103)
0 M(T )  T + z
p
T : (104)
Here the inequality
p
a+ b  pa + pb is applied for a; b  0 in establishing (104). Plugging
(103) into (100), by the rst-order condition, we know that the optimal T^  is given by
T  C

w

S^ (T ); T +
1



q
T +   
"
K +
Z T+1=
1=
C

w(S^ (T ); t)

 
p
tdt
#
= 0:(105)
This is equivalent to
T  C

w

S^ (T ); T +
1



s
T +
1

 
Z T+1=
1=
C

w(S^ (T ); t)

 ptdt = Kp

: (106)
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Thus, by (103) and the convexity of C(), we can prove (the proof is provided in the Appendix)
that
p
T^  is bounded: (107)
In view of (104), we know that M(T^  )=
p
 is also bounded. We pick up any two convergence
sequences fpkT^ k : k  1g and fMk(T^ k )=
p
k : k  1g from f
p
T^  :  > 0g and
fM(T^  )=
p
 :  > 0g (again label them as ). Let
lim
!1
p
T^  = 1 and lim
!1
M(T^  )p

= 2: (108)
Then,
lim
!1
1
T^ 
Z T^
0


w

S^ (T^

 );
x

+
1


dx
= lim
!1
1p
T^ 
Z pT^
0


w

S^ (T^

 );
up

+
1


du (setting u = xp

)
=
1
1
Z 1
0
(z + 2   u) du: (109)
By (103) we have
lim
!1
p
T^   C

w(S^ (T^

 ); T^

 +
1

)


s
T^  +
1

=
1

C (z + 2   1) ; (110)
lim
!1
p

Z T^ +1=
1=
C

w(S^ (T^

 ); t)

 ptdt
= lim
!1
p

Z T^
0
C

w

S^ (T^

 ); x+
1


 
s
x+
1

dx (by setting t  1 = x)
= lim
!1
Z pT^
0
C
  
S^ (T^  )p

 
p


  u
!

s
up

+
1

!
 
s
up

+
1

du
(by setting
p
x = u)
=  1
Z 1
0
C (z + 2   u) du: (111)
In view of (102) and (109), the limits given by (108) satisfy
1
1
Z 1
0
(z + 2   u) du = p
p+ h
: (112)
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Furthermore, in view of (106), (110)-(111) imply that the limits given by (108) also satisfy
1  C (z + 2   1) 
Z 1
0
C (z + 2   u) du = K: (113)
By the convexity of C(), similar to Lemma 6, we can show that there exists a unique solution
(1; 2) to (112)-(113). Therefore we have
lim
!1
p
T  = 1; lim
!1
M(T  )p

= 2; (114)
and 1 and 2 are the solution to (112)-(113). Furthermore, from (105) and (110), we know
that
1
T^ 
 
K +
Z T^ +1=
1=
C

w

S^ (T^

 ); t


p
tdt
!
= C

w

S^ (T^

 ); T^

 +
1



q
T  + 
=  1  C (z + 2   1)
p
+ o(
p
): (115)
Summarizing (100), (103), and (114)-(115), we obtain
Proposition 8 For the auxiliary (S; T ) system given by (100), the optimal policy (S^ ; T^  ) and
cost dAC(S^ ; T^  ) have the following relationships.
(i) S^ = S^ (T^  ) = =+ z
p
=+ 2
p
+ o(
p
),
(ii) T^  = 1=
p
+ o(1=
p
),
(iii) dAC(S^ ; T^  ) =   C (z + (2   1))p=+ o(p),
where 1 and 2 are the unique solutions to (112) and (113).
Similar to the proof of Theorem 2, by Proposition 8, we can establish the following results
for the (S; T ) system with constant leadtime.
Theorem 3 For the constant leadtime, the the optimal policy (S ; T  ) and cost AC(S ; T  ) of
(S; T )-system satisfy Proposition 8 (i)-(iii) respectively.
Remark 5 By Theorems 2 and 3, we have
lim
!1
AC(S ; T  ) AC(r ; q )
AC(r ; q )
=
C (z + (2   1))
C (z   c)   1: (116)
A similar bound is given by Rao (2003).
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7 Conclusion
We have performed an asymptotic analysis of the (r; q) inventory system with a renewal demand
process and i.i.d. stochastic leadtimes in heavy trac. First, we have proved a previous conjec-
ture that inventory position and inventory on-order are asymptotically independent. Second,
we have established closed-form expressions for the asymptotically optimal policy parameters
and system cost. These results reveal many interesting quantitative and qualitative eects of
the system parameters on the optimal policy, such as demand and leadtime variability and
xed order cost. Most strikingly, we have shown that the well-known square-root relationship
between the optimal order quantity and demand rate only holds for the special case of constant
leadtimes. For the general i.i.d. random leadtimes, this relation is replaced by the cube root.
Third, we have extended the analysis to periodic-review (S; T ) systems with constant lead-
times. We hope our results and methods here can inspire future research to derive closed-form
approximations of inventory policies for other inventory systems in order to sharpen intuition.
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Appendix A:
Proof : [of (9) on the expected long-run average cost] Eq (9) is a well-known result under
exogenous sequential leadtimes (see the proof of Theorem 6.5.1 on p.219 in Zipkin, 2000). Under
the parallel supply systems considered here, we were unsuccessful in nding the original source
for this expression. Therefore, we provided a rigorous proof here; an earlier proof may be hidden
in some literature. First, from the elementary renewal theory (see Theorem 3.3.4 on p.107, Ross
1996), we have
lim
T!1
EAq(T )=T = =q:
Thus to prove (9), it suces to show that
lim
T!1
1
T
E
Z T
0
G^(IN(t))dt = E[G^(IN)]: (A-1)
Noticing that for each t, G^(IN(t)) is nonnegative, from Theorem 2 on p.186, Chow and Teicher
(2003), we have
E
Z T
0
G^(IN(t)) dt =
Z T
0
E[G^(IN(t))] dt:
Therefore, to prove (A-1), it is sucient to show that
lim
t!1E[G^(IN(t))] = E[G^(IN)]: (A-2)
In view of (7)-(8), we rst consider the joint distribution of J(t) and N(t). Similar to the
proof of Theorem 1, with the help of the time-stationary point process framework discussed in
Sigman (1996), we consider the double innite sequence ftk : k = 1;2;   g with t 1  0 < t1.
The inventory system has been in operation since the innite past and demand arrivals follow
the sequence ftk : k = 1;2;   g. Denote the leadtime experienced by the nth order by
fn : n = 1;2;   g. From the time-stationary point process framework, we have
(J(t); N(t)) converges to (J;N) in distribution;
and (J;N) and (J(0); N(0)) have the same distribution. Using (7)-(8), we have
G^(IN(t))  (p+ h) 

2(r + q) + qN(t)

: (A-3)
Note that N(t) is the queue length of GI=GI=1 at time t with the interarrival times ftnq  
t(n 1)q : n  1g (t0 = 0) and service time distribution given by F (). By the proof of Theorem
2 on p.50 in Takacs (1958), we know that there exists a constant M such that for any t,
EN(t) M . This combining with (A-3) gives that
E[G^(IN(t))]  (p+ h) 

2(r + q) + qM

:
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This, by Theorem 2 on p.276 in Chow and Teicher (2003), implies that (A-2) holds.
Proof : [of Lemma 3] First we prove (38). By Proposition 3.1 in Yamazaki et al. (1992),
E

N   

q
2  
q
+ 2

q
 p
q
EL(2):
By the denition of Y (q) given by (16) and
 lim!1 z(i; q) <1, there exists a constant
M such that
E

z(i; q)  Y (q)
2 M:
Thus, the function G^() is uniformly integrable relative to the sequence of distribution functions
given by

z(i; q)  Y (q)

. Hence, (38) directly follows from Theorem 2 on p.276 in Chow
and Teicher (2003) and Lemma 2 (as Condition 1 holds and lim!1 z(i; q) exists).
Now we prove (39). This approximation result is mentioned by Zheng (1992) (see p.89,
Zheng 1992). It may be hidden in some textbooks. For the completeness, here we give a proof.
It suces to show that for any " > 0, there exists an  such that for  > ,
 r+qX
i=r+1
C

z(i; q)

 
Z r+q
r
C

z(x; q)

dx
  " Z r+q
r
C

z(x; q)

dx: (A-4)
Note that
r+qX
i=r+1
C

z(i; q)

 
Z r+q
r
C

z(x; q)

dx
=
r+qX
i=r+1
h
C

z(i; q)

 
Z i
i 1
C

z(x; q)

dx
i
=
r+qX
i=r+1
Z i
i 1
h
C

z(i; q)

  C

z(x; q)
 i
dx: (A-5)
Using (32) and the convexity of C(), for i = r + 1;    ; r + q and x 2 [i   1; i], if z =2
(z(i; q); z(i+ 1; q)), thenC z(i; q)  C z(x; q)   C z(i+ 1; q)  C z(i; q) 
= h
1  z(i+ 1; q)  1  z(i; q) 
+p
1 z(i+ 1; q)  1 z(i; q) 
 p
(q)
p
q
+
h
(q)
p
q
; (A-6)
and if z 2 (z(i; q); z(i+ 1; q)), thenC z(i; q)  C z(x; q) 
 max
n
C

z(i+ 1; q)

  C(z); C

z(i; q)

  C(z)
o
: (A-7)
40
By Conditions 1{2, there exists an 0 such that for  > 0,z(i; q) M + 1; i = r + 1;    ; r + q: (A-8)
Thus, for i = r + 1;    ; r + q,Z i
i 1
C

z(x; q)

dx  h 1(M + 1) + p 1(M + 1): (A-9)
From the denition of (q) given by (14) and (A-9), for any " > 0, there exists an 1 such
that for  > 1,
p
(q)
p
q
+
h
(q)
p
q
 "
Z i
i 1
C

z(x; q)

dx: (A-10)
Combining (A-6) and (A-10) yields that for i with z =2 (z(i; q); z(i+ 1; q)),Z i
i 1
C z(i; q)  C z(x; q) dx  " Z i
i 1
C

z(x; q)

dx: (A-11)
With the help of (32), for i with z 2 (z(i; q); z(i+1; q)), similarly, we can show that there
exists an 2 such that for  > 2,
max
n
C

z(i+ 1; q)

  C(z); C

z(i; q)

  C(z)
o
 "
Z i
i 1
C

z(x; q)

dx: (A-12)
Combining (A-7) and (A-12) yields that for i with z 2 (z(i; q); z(i+ 1; q)),Z i
i 1
C z(i; q)  C z(x; q) dx  " Z i
i 1
C

z(x; q)

dx: (A-13)
Therefore, (A-4) holds for  > maxf0;1;2g directly from (A-5), (A-11) and (A-13). Thus
the validity of the approximation given by (39) is proved.
Proof : [of Lemma 4] In view of (9) and (35), it suces to show that
lim
!1

q  E
h
G^

IN
i.
(q)
Z r+q
r
C

z(x; q)

dx

= 1:
It follows from Lemma 3 that this is equivalent to show that
lim
!1

q  E
h
G^

IN
i.
(q)
r+qX
i=r+1
C

z(i; q)
 
= 1: (A-14)
To prove (A-14), in view of (82), we only need to show that
lim
!1

q
r+qX
i=r+1
E
h
I
n
J = r + q   i
o
 G^

z(i; q)  Y (q)
i . r+qX
i=r+1
C

z(i; q)
 
= 1: (A-15)
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To that end, we rst consider each summand. Similar to (83), we have that
E
h
I
n
J = r + q   i
o
 G^

z(i; q)  Y (q)
i
=
Z 1
 1
G^

z(i; q)  y

dPr

Y (q)  y; J = r + q   i

: (A-16)
By the rst part of Theorem 1 and Theorem 1.A.3 on p.6, Shaked and Shanthikumar (2007),
we know thatZ 1
 1
G^

z(i; q)  y

dPr

Y (q)  y; J = r + q   i

(A-17)
 1
q
E
h
h 

z(i; q) + (q)  Y (q)
+
+ p 

Y (q) + (q)  z(i; q)
+i
;Z 1
 1
G^

z(i; q)  y

dPr

Y (q)  y; J = r + q   i

(A-18)
 1
q
E
h
h 

z(i; q)  (q)  Y (q)
+
+ p 

Y (q)  (q)  z(i; q)
+i
:
Similar to the proof of (38) in Lemma 3, we can, by Conditions 1{2, show that
lim
!1
E
h
h 

z(i; q) + (q)  Y (q)
+
+ p 

Y (q) + (q)  z(i; q)
+i
= lim
!1
E
h
h 

z(i; q)  (q)  Y (q)
+
+ p 

Y (q)  (q)  z(i; q)
+i
= lim
!1
C

z(i; q)

: (A-19)
Combining (A-16)-(A-19) yields that
lim
!1
q  E
h
I
n
J = r + q   i
o
 G^

z(i; q)  Y (q)
i
= lim
!1
C

z(i; q)

;
which implies that (A-15) holds. Therefore, the lemma is proved.
Proof : [of Lemma 6] If K > 0, from (55), we know that  6= 0. Thus for positive  and , by
the strict convexity of C(), we know that there exists a unique  2 (0; 1) (write as g()) such
that
C (z   g()) = C (z + (1  g())) :
Furthermore, this, by the strict convexity of C(), implies that
d (g())
d
=
C 0(z + (1  g()))
C 0(z + (1  g()))  C 0(z   g()) 6= 0:
Plugging g() into (55), we have
 K +   C (z   g())  1

Z z+(1 g())
z g()
C(y)dy = 0:
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Taking derivative on the left-hand side with respect to  , we have
 C 0 (z   g())  d (g())
d
6= 0:
The existence of  directly follows from the implicit function theorem (see Theorem 9.28 on
p.224 of Rudin 1976).
Finally we show that  2 (0;1).  6= 0 directly follows from K > 0,  > 0, and (55).
Suppose contrariwise that  < 0. From (55), we have
2K =   C (z   ) 
Z z+(1 )
z 
C(y)dy:
This is equivalent to
2K =
Z z+(1 )
z 

C (z   )  C(y)

dy: (A-20)
By (56) and the convexity of C(), and noticing that z + (1   ) < z    if  < 0, we
have that
C (z   )  C(y)  0 for y 2 [z + (1  ); z    ]:
This implies that Z z+(1 )
z 

C (z   )  C(y)

dy  0:
Thus we get a contradiction from (A-20) as 2K > 0. Hence,  2 (0;1). Thus, the proof of
the lemma is completed.
Proof : [of Lemma 7] By the denitions of (q) and (q) given by (14)-(15), in view of
(43), it is sucient to consider the dierentiability of (q). By the strictly convexity of C()
(see (33)), we know the continuity of (). Using (42), for any  > 0,
C

z   (q + )

  C

z   (q)

= C

z + (q + )  (q + )

  C

z + (q)  (q)

:
This implies that
(q + )  (q)


hC z + (q + )  (q + )  C z + (q)  (q)
(q + )  (q + )

 

(q)  (q)

 
C

z   (q + )

  C

z   (q)

(q)  (q + )
i
(A-21)
=
C

z + (q + )  (q + )

  C

z + (q)  (q)


(q + )  (q + )

 

(q)  (q)
  (q + )  (q)

:
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Letting  go to zero, by the continuity of () and (), we know the right-hand side of (A-21)
does converge to
C 0

z + (q)  (q)

 d
(q)
dq
:
Similarly, the second factor of the left-hand side of (A-21) does converge to
C 0

z + (q)  (q)

  C 0

z   (q)

:
By (43), the strictly convexity of C() and the denition of z given by (33), we have that for
q > 0,
C 0

z + (q)  (q)

> 0 and C 0

z   (q)

< 0:
Thus we know that the limit of the second factor of the left-hand side of (A-21) is positive.
Hence we know the limit of the rst factor of the left-hand side of (A-21) does exist, which
gives the dierentiability of ().
Proof : [of Lemma 8] According to the denitions of (~q ) and (~q ) given by (43), it suces
to show the rst part of the lemma, namely,
lim
!1
~q =1 and lim
!1
~q

= 0: (A-22)
If the rst equation does not hold, then, by (43), the right-hand side of (62) will go to zero while
the left-hand side is xed at K > 0. And if the second equation does not hold, the right-hand
side of (62) will go to innite while the left-hand side is xed at K. And thus ~q cannot be
a solution of (62) when (A-22) does not hold. Thus we have (A-22). This in turn implies the
lemma.
Proof : [of Proposition 5] First we consider K > 0 case. Similar to the proof of Proposition
1, we need to establish the result similar to Lemma 8. Namely,
lim
!1
~qc =1 and
~qcp

is bounded: (A-23)
If the rst equation is not true, then there exists a subsequence fk : k  1g such that
lim
k!1
k =1 and lim
k!1
~qkc = a <1: (A-24)
We still label the subsequence of (A-24) by . Under (A-24), by the denition of c given by
(45), we have
c(~q

c)! 0 and c(~qc)! 0; (A-25)
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which implies
lim
!1
C(z   c(~qc)) = C: (A-26)
This plus the mean-value theorem for integration yields
c
~qc
Z z+c(~qc)
z c(~qc)
C(x)dx! C: (A-27)
Combining (A-26){(A-27) yields that the right-hand-side of (54) converges to zero. However,
(A-24) implies that K
c ~q
c
!1: This produces a contradiction to (54). Therefore, we have the
rst equation of (A-23).
Next we show the second equation of (A-23). Suppose contrariwise that there exists a
sequence of fk; k  1g such that
lim
k!1
~qkcp
k
=1: (A-28)
Again, for simpler notation, we label the sequence by . From (52) and the strict convexity of
C(), in view of (A-28), we know that
lim
!1
c(~q
c)  ~qcp

=1; lim
!1
[1  c(~qc)]  ~qcp

=1: (A-29)
It follows from (A-29) and the strict convexity of C() that
C(z   c(~qc)) 
c
~qc
Z z+c(~qc)
z c(~qc)
C(x)dx
= lim
!1
c
~qc
Z z+c(~qc)
z c(~qc)

C(z   c(~qc))  C(x)

dx
> 0:
But, from (A-28), lim!1 K=(c ~qc) = 0. Thus, we reach a contradiction to (54). In other
words, (A-28) cannot hold, and we must have the second equation of (A-23).
As fc(~qc) :  > 0g is also bounded, in view of (A-23), we pick up any two convergence
sequences, say f ~q
kcp
k
: k  1g and fc(~qkc ) : k  1g, from f ~q
cp

:  > 0g and fc(~qc) :  > 0g
(again, write them as  sequences). Let
lim
k!1
~qcp

=  and lim
k!1
c(~q

c) = : (A-30)
These imply
lim
!1

c(~q

c)  

= lim
!1

c(~q

c)  (1  )

= 0:
45
We have, by (52), that
lim
!1
c
~qc
Z z+c(~qc)
z c(~qc)
C(x)dx =
1

Z z+(1 )
z 
C(y)dy; (A-31)
lim
!1
K
c ~q
c
=
K

; (A-32)
C (z   ) = C (z + (1  )) : (A-33)
It follows from (54), (A-31)-(A-32) that
K

= C (z   )  1

Z z+(1 )
z 
C(y)dy: (A-34)
Thus the limits of any convergence sequences of f ~qcp

g and f(~qc)g satisfy (A-33)-(A-34). By
Lemma 6, we proved (B.i) and (B.ii) for (~rc; ~qc) of system- ~Sc .
Now consider (B.iii) for gACc(~rc; ~qc). Similar to (63), using the Taylor expansion, we getZ z+c(~qc)
z c(~qc)
C(y)dy =
Z 0
z c(~qc)
C(y)dy +
Z z+c(~qc)
0
C(y)dy
=
Z 0
z 
C(y)dy + C (z   )

c(~q

c)  

+
Z z+(1 )
0
C(y)dy
+C (z + (1  ))

c(~q

c)  (1  )

+ o(1): (A-35)
This, by the rst part of the proposition and (A-35), implies that
gACc(~rc; ~qc) = K~qc + c  

c
~qc
Z z+c(~qc)
z c(~qc)
C(y)dy
=
 
K

+
1
2
Z z+(1 )
z 
C(y)dy
!p
+ o(
p
): (A-36)
Therefore, (B.iii) for gACc(~rc; ~qc) is proved.
Now consider K = 0. ~qc = 1 directly follows from (48) and convexity of C(). (B.ii) and
(B.iii) are given by (45) and (48).
Proof : [of Proposition 6] We rst prove (i). Suppose that
lim
!1
c() =1: (A-37)
Then, by (48),
lim
!1
minr
gACc(r; ~q)p

= lim
!1
c
~q
p

Z ~rc(~q)+~q
~rc(~q)
C

zc (y)

dy
=
(c )
2
p
~q
Z zc (~rc(~q))+c (~q)
zc (~r
c(~q))
C(y) dy: (A-38)
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Applying L'Ho^pital's rule, we have
lim
!1
Z zc (~rc(~q))+c (~q)
zc (~r
c(~q))
C(y) dy

~qp

=1: (A-39)
Hence, by (A-38)-(A-39) and Proposition 5, we have that
lim
!1
minr
gACc(r; ~q)gACc(~rc; ~qc) =1;
which implies (i). Now suppose that lim!1c() < 1 but lim!1c() 6= lim!1c().
Then there exist two convergence sequences, say f ~qkp
k
: k  1g and fc(~qk) : k  1g, from
f ~qp

:  > 0g and fc(~q) :  > 0g (again, write them as  sequences) such that
lim
k!1
~qp

= ~ 6=  and lim
k!1
c(~q
) = ~ 6= : (A-40)
Exactly going along the line (A-35)-(A-36), we have
gACc(~rc(~q); ~q) =
 
K
~
+
1
~2
Z z+(1 ~)~
z ~~
C(y)dy
!p
+ o(
p
); (A-41)
where ~, using (52), satises
C (z   ~~) = C (z + (1  ~)~) : (A-42)
Consider function
gc(~) =
K
~
+
1
~2
Z z+(1 ~)~
z ~~
C(y)dy:
If  gc(~) is strictly unimodal and its maximizer is given by  , then we have (i). Thus to
complete the proof of (i), it is sucient to show that the strict unimodality of  gc(~) and its
maximizer is  . Note, by (A-42), that
dgc(~)
d~
=  K
~2
  1
~22
Z z+(1 ~)~
z ~~
C(y)dy +
1
~
C(z   ~~):
Letting dgc(~)=d~ = 0, we have
2K = ~  C (z   ~~) 
Z z+(1 ~)~
z ~~
C(y)dy: (A-43)
Making a comparison with (55), we know  is minimizer of g(~). Considering
~  C (z   ~~) 
Z z+(1 ~)~
z ~~
C(y)dy
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as a function of ~, by (A-42) and Lemma 6 in Zheng (1992), it is strict increasing. Hence, we
know that
 K
~2
  1
~22
Z z+(1 ~)~
z ~~
C(y)dy +
1
~
C(z   ~~) < 0 for ~ <  ;
 K
~2
  1
~22
Z z+(1 ~)~
z ~~
C(y)dy +
1
~
C(z   ~~) > 0 for ~ > :
Thus the unimodality of  gc(~) is proven.
Finally we prove (ii). Suppose that lim!1 j$j < 1 and one of lim!1$ 6= 1 and
lim!1$ 6= 1 holds. Then there exists a convergence sequences, say f$k : k  1g from
f$ :  > 0g (again, write them as  sequences) such that
lim
!1
$ = b 6= 1: (A-44)
Similar to (A-36),
lim
!1
gACc(~r; ~qc)p

=
K

+
1
2
Z b(z )+
b(z )
C(y)dy:
It is direct to verify the above function has a unique minimizer at b = 1. Hence we have (ii).
Proof : [of Proposition 7] By (10)-(11) and (46), going along the line of the proof of Propo-
sitions 3 and 4, we can show the proposition holds. Here the details are omitted.
Proof : [of Equation (107)] Suppose contrariwise that
lim
!1
p
T^  =1:
Then there exists a subsequence fk : k  1g (label it as  sequence) such that
lim
k!1
p
T^  =1: (A-45)
By (103) and (106),
lim
!1

C
0@zp +M(T^  )  T^ 

q
T^  + 
1AsT^  + 1
  1
T^ 
Z T^
0
C
 
z
p
 +M(T^  )  t

p
t+ 
!s
t+
1

dt

= 0: (A-46)
The remainder of the proof is divided into three cases.
Case A lim
!1
T^  = 0; Case B lim
!1
T^  = a 2 (0;1); Case C lim
!1
T^  =1:
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For each case, we will get a contradiction with (A-46) if (A-45) holds. First we look at Case A.
This case will be further divided into subcases by (103) and (A-45):
Subcase A.1 lim!1 T^  = 0 and lim!1
M(T^ ) T^

p
T^ +
=  1.
Under Subcase A.1, we have
lim
!1
z
p
 +M(T^  )  T^ 

q
T^  + 
=  1 and lim
!1
z
p
 +M(T^  )

p

 z:
Then it follows from the strict convexity of C() that
lim
!1
C
0@zp +M(T^  )  T^ 

q
T^  + 
1A  1
T^ 
Z T^
0
C
 
z
p
 +M(T^  )  t

p
t+ 
!
dt
 =1;
this, in view of lim!1 T^  = 0, contradicts with (A-46).
Subcase A.2 lim!1 T^  = 0 and lim!1
M(T^ ) T^

p
T^ +
= b with jbj <1.
For this subcase, by (A-45), we have
lim
!1
z
p
 +M(T^  )  T^ 

q
T^  + 
= z + b and lim
!1
z
p
 +M(T^  )

p

=1:
Similar to Subcase A.1, by the strict convexity of C(), we get a contradiction with (A-46).
Cases B and C can be analyzed along the same line.
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