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Abstract
By imposing a structural criterion on a graph, we generalize the well-known Chvátal’s sufﬁcient
condition for hamiltonicity (J. Combin. Theory Ser. B 12 (1972) 163–168). Using this result, we
describe a new class of hamiltonian degree sequenceswhich contains the sequences given byChvátal’s
condition, as well as a class of degree sequences described by Fan and Liu (J. Systems Sci. Math. Sci.
4 (1) (1984) 27–32).
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1. Introduction
A graph is denoted byG= (V (G),E(G))where V (G) is the set of vertices andE(G) is
the set of edges ofG.We only consider simple graphs with |V (G)|=n3. Unless otherwise
stated, we follow standard deﬁnitions and notation. ByG+H we denote the disjoint union
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of G and H, while by G ∨ H we denote the join of G and H obtained from G + H by
connecting every vertex of G with every vertex of H.
A Hamilton cycle in G is a cycle visiting every vertex of G exactly once. No non-trivial
characterization of hamiltonian graphs, i.e. graphs containing a Hamilton cycle, is known.
However, a number of sufﬁcient conditions for the existence of such a cycle in a given graph
are known (see [5,6] for a survey). Several of these results are based on an edge-density
argument. Two fundamental conditions in this direction are theorems of Chvátal [3] and
Bondy and Chvátal [1].
Theorem 1 (Chvátal [3]). Let the degree sequence of G be d1d2 · · · dn. If
dkk <
n
2
⇒ dn−kn− k, (1)
then G is hamiltonian.
Bondy and Chvátal deﬁned a closure, cl(G), of G as the graph obtained from G by
recursively joining pairs of non-adjacent vertices whose degree-sum is at least n, until no
such pair remains. Using the concept of closure, and the fundamental fact that
If P is a Hamilton path in G with the degree-sum of its end-vertices equal
to or greater than n, then G is hamiltonian. (∗)
They proved a generalization of Theorem 1.
Theorem 2 (Bondy and Chvátal [1]). A graph G is hamiltonian if and only if cl(G) is
hamiltonian.
It can be shown that graphs satisfying Chvátal’s condition have a complete closure,
hence Theorem 1 follows from Theorem 2. However, the attractiveness of Theorem 1 is in
the fact that it offers an elegant sufﬁcient condition for hamiltonian degree sequences. A
degree sequence is hamiltonian if every graph with this degree sequence is hamiltonian.
Remarkably, only a few results are known that provide hamiltonian degree sequences not
included in Theorem 1, and mostly they are on regular or almost regular graphs. Probably
the most well-known is the result of Nash-Williams [8] on k-regular graphs.
Theorem 3 (Nash-Williams [8]). Every k-regular graph on 2k+1 vertices is hamiltonian.
For 2-connected graphs an even weaker degree condition for hamiltonicity than that
of Theorem 3 was proved by Jackson [7]. Note that by imposing stronger connectivity
conditions, the degree-bound can be further lowered (cf. [2]).
Theorem 4 (Jackson [7]). Every 2-connected k-regular graph on at most 3k vertices is
hamiltonian.
As every hamiltonian graph is 2-connected, Theorem 3 follows from Theorem 4. For
almost regular graphs, we mention two interesting results by Fan and Liu.
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Theorem 5 (Fan and Liu [4]). Let G be a graph with degree sequence satisfying
di =
{
r − t, 1 ir,
n− r + t − 1, r < in,
where r and t are integers such that 22t < r < (n+ 2t)/3. Then G is hamiltonian.
Theorem 6 (Fan and Liu [4]). Let G be a graph with degree sequence satisfying
di =
{
r − t, 1 i l,
r, l < ir,
n− r − 1, r < in,
where r, l, and t are integers such that 1 lr−1< 	n/2
−1 and 0 t <min{r/ l, r− l}.
Then G is hamiltonian.
2. Results
In this paper, we ﬁrst show that Chvátal’s degree condition (1) can be weakened provided
that we assume some structural properties of the graph G. In particular, we will assume
2-connectivity of G and non-membership of G in some class of non-hamiltonian graphs.
Since hamiltonian graphs have both these properties, our degree condition will generalize
Theorem 1. Then we will study what requirements on the degree sequence ofGwill guaran-
tee the two structural properties of G. By putting together all these requirements on degree
sequences, we will determine some new hamiltonian degree sequences. Our ﬁrst result is
the following theorem.
Theorem 7. Let G be 2-connected with degree sequence d1d2 · · · dn. Suppose there
exists an integer k, 2k <n/2, such that
(i) di i + 1 for 1 ik − 1,
(ii) dkk, and
(iii) dk+1k + 1 and di i ⇒ dn−in− i for k + 1 i < n/2.
Then G is either hamiltonian or a subgraph of Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
where
min{i : di = i + 1}jk − 1.
A graph G is t-tough if for any separating set S ⊆ V (G) the number of compo-
nents of G − S is at most |S|/t . Note that every hamiltonian graph is 1-tough, but not
every 1-tough graph is hamiltonian. Since no spanning subgraph of the graph Kj+1 ∨(
Kj +Kk−j +Kn−k−j−1
)
from Theorem 7 is 1-tough, we have the following corollary.
Corollary 8. Let G be a 1-tough graph with a degree sequence satisfying (i)–(iii) in the
statement of Theorem 7. Then G is hamiltonian.
As we already mentioned, Theorem 7 generalizes Theorem 1. Moreover, there are graphs
which satisfy all conditions of Corollary 8, and whose closure equals the original graph.
162 L. Stacho, D. Szeszlér / Discrete Mathematics 292 (2005) 159–165
Hence Theorem 2 cannot be used to certify their hamiltonicity.As an example, consider the
graph Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
for some 2jk − 3<n/2− 3, in which you
delete an edge in the copy of Kk−j and join the two end-vertices of the deleted edge to a
single vertex in the copy of Kj .
Proof of Theorem 7. Let us consider a 2-connected non-hamiltonian graph G with a de-
gree sequence that satisﬁes (i)–(iii) for some ﬁxed k, 2k <n/2. Suppose, by way of
contradiction, that G is not a subgraph of Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
for any
mGjk − 1, where mG = min{i : di = i + 1}. Note that it is easy to see that
mG exists.
Adding an edge into G results in a new graph G∗ which is 2-connected and its degree
sequence satisﬁes (i)–(iii) for the original k. Since the minimum degree of G is at least two,
we havemGmG∗ . Thus,G∗ cannot be a subgraph ofKj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
for any mG∗jk − 1. Indeed, G ⊆ G∗ and G is not a subgraph of such graphs by
our assumption. (Recall that (i)–(iii) are satisﬁed for the same k in both G and G∗, and
mGmG∗ .)
Hence we may suppose G has maximum possible number of edges such that it has no
Hamilton cycle. It follows that every pair of non-adjacent vertices in G is joined by a
Hamilton path.
If dkk + 1 then (i)–(iii) imply hamiltonicity of G by Theorem 1. Thus we have
mGk − 1. Let V (G) = {v1, . . . , vn} so that d(vi) = di for 1 in (where d(vi)
denotes the degree of the vertex vi). We partition the vertex set of G into three sets
as follows:
V1 = {v1, v2, . . . , vk},
V2 = {x ∈ V (G)− V1 : ∃y ∈ V1, xy ∈ E(G)},
V3 = V (G)− (V1 ∪ V2).
We claim that the graph induced by vertices inV2∪V3 is a clique.Assume not, and let x, y ∈
V2 ∪V3 be a pair of non-adjacent vertices such that d(x)+ d(y) is maximum possible with
d(x)d(y). By themaximality ofG, there is an xyHamilton path (x=w1, w2, . . . , wn=y),
and nowby the above fact (∗), we have d(x)+d(y)n−1. Let d(x)=m. Ifw1wi+1 ∈ E(G)
for some 2 in−1, then (wi, wi−1, . . . , w1, wi+1, wi+2, . . . , wn=y) is awiy Hamilton
path, and hence wiy /∈E(G) and d(wi)m. Consequently, there are m vertices in G with
degree at most m, which implies dmm<n/2. Condition (iii) implies mk + 1, and
dn−mn−m, again by (iii). Hence there exist m+ 1 vertices with degree at least n−m.
At least one of these, say y′, is not adjacent to x. However, d(x)+ d(y′)m+ (n−m)=n
which contradicts the choice of x and y. This proves that V2 ∪ V3 is indeed a clique, and
hence dk+1n− k − 1.
If |V2|= 1 thenG has a cut-vertex, a contradiction. So we can assume |V2|2.We claim
that every vertex in V1 is adjacent to every vertex in V2. Suppose not, and let 1 ik be
as large as possible such that vi ∈ V1 is not adjacent to some vertex x ∈ V2. If i = k, then
d(x)n− k−1+1=n− k by the deﬁnition of V2. Since d(vk)k by (ii), a contradiction
follows from the fundamental fact (∗) above. If i < k, then d(x)n−k−1+k−i=n−i−1
and d(vi) i + 1 by (i), again a contradiction.
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If |V2|>k then G is hamiltonian, a contradiction. Therefore |V2| = l for some 2 lk.
LetG1 be the graph induced by all vertices in V1. It is easy to verify that G is hamiltonian,
if and only if the vertices of G1 can be covered by at most l − 1 pairwise vertex disjoint
paths. Furthermore, the latter holds, if and only if G′ =G1 ∨Kl−1 is hamiltonian.
Let d ′1d ′2 · · · d ′n′ be the degree sequence of G′. It follows that n′ = k + l − 1,
d ′i = di − 1 for 1 ik, and d ′i = k + l − 2 for k + 1 in′. Since G is not hamiltonian,
G′ is not hamiltonian either. Therefore, by Theorem 1, there exists 1 t < (k + l − 1)/2
such that d ′t t and d ′k+l−1−tk + l − t − 2. From the latter, we have k + l − 1 − tk.
From d ′i = di − 1 (1 ik), we have dt t + 1 and dk+l−1−tk + l − 1 − t . The latter
(together with k + l − 1 − tk) implies k + l − 1 − t = k, that is t = l − 1. Therefore,
dl−1 l, which implies dl−1 = l by (i).
Since every vertex in V1 is adjacent to every vertex in V2, d1 l, and hence d1 =
d2 = · · · = dl−1 = l, and the vertices v1, . . . , vl−1 are isolated in G1. Let j = l − 1.
We ﬁnd thatmG= jk− 1 and the deletion of the j + 1 vertices of V2 splits G into j + 2
components, j of which consist of a single vertex only and the orders of the other two are
k − j and n− k − j − 1, respectively. This is another way of saying that G is a subgraph
of Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
, a contradiction. The proof is complete. 
In our next result, we provide a degree condition that guarantees hamiltonian degree
sequences.This is achieved by transforming the 2-connectivity requirement fromTheorem7
into condition (v) as well as the non-membership in the class of spanning subgraphs of
Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
into condition (iv) in the corollary.
Corollary 9. Suppose there exists an integer k, 2k <n/2, such that a degree sequence
d1d2 · · · dn satisﬁes
(i) di i + 1 for 1 ik − 1,
(ii) dkk,
(iii) dk+1k + 1 and di i ⇒ dn−in− i for k + 1 i < n/2,
(iv) for all j such that min{i : di = i + 1}jk − 1
n−j−1∑
i=1
di >
n∑
i=n−j
di + 2
(
k − j
2
)
+ 2
(
n− k − j − 1
2
)
, and
(v) dn−1n− k or dnn+ k − w
where w =min{i : di = k} +min({n} ∪ {i : din− k − 1}).
Then d1d2 · · · dn is hamiltonian.
Proof. Suppose d1d2 · · · dn is a degree sequence which satisﬁes (i)–(v), and let G
be a graph on this sequence. Let V (G) = {v1, v2, · · · , vn} so that d(vi) = di (1 in).
According to Theorem 7, it is enough to show thatG is 2-connected and is not a subgraph of
Kj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
for any mGjk − 1. First suppose that x ∈ V (G)
is a cut-vertex of G. Let the vertex sets of the two (not necessarily connected) components
ofG− x be V1 and V2 with p= |V1| |V2| = q, respectively. Since the vertices of V1 have
degrees not exceeding p, we have dpp<n/2. Hence pk by (i). Moreover, pk + 1
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is impossible since in this case dn−pn − p = q + 1 would hold by (iii), contradicting
the fact that all vertices but x have degrees not exceeding q. So p = k, q = n − k − 1 and
V1={v1, v2, . . . , vk}. This implies dn−1n−k−1, so the ﬁrst part of condition (v) cannot
be true. Denote w1 = min{i : di = k} and w2 = min({n} ∪ {i : din − k − 1}). Then
all k − w1 + 1 vertices of V1 of degree k must be adjacent to x. If w2<n then there are
n−w2+ 1 vertices of degree at least n− k− 1, and hence at least n−w2 of them must be
in V2. The latter is trivially true even if w2 = n, so we conclude that n− w2 vertices of V2
must be adjacent to x. Therefore dnd(x)k −w1 + 1+ n−w2 = n+ k −w + 1. This
contradicts (v), so G is 2-connected.
Now suppose thatG is a subgraph ofKj+1∨
(
Kj +Kk−j +Kn−k−j−1
)
. Let V ′ and V ′′
be the sets of vertices inG corresponding to vertices ofKj+1 andKj +Kk−j +Kn−k−j−1,
respectively. There are at least
∑
v∈V ′′
d(v)− 2
(
k − j
2
)
− 2
(
n− k − j − 1
2
)
edges of G with one endvertex in V ′′ and the other in V ′. Hence we have
n∑
i=n−j
di
∑
v∈V ′
d(v)

∑
v∈V ′′
d(v)− 2
(
k − j
2
)
− 2
(
n− k − j − 1
2
)

n−j−1∑
i=1
di − 2
(
k − j
2
)
− 2
(
n− k − j − 1
2
)
which contradicts (iv) ifmGjk− 1. Thus, for all these values of j, G is not a subgraph
ofKj+1 ∨
(
Kj +Kk−j +Kn−k−j−1
)
, and hence must be hamiltonian by Theorem 7. 
The non-natural look of conditions (iv) and (v) may indicate that any deviation from
Chvátal’s hamiltonian degree sequences is not an easy problem. However, all conditions
in Corollary 9 can be veriﬁed in polynomial time and the corollary is powerful enough to
contain Theorem 6.
Proposition 10. Theorem 6 follows from Corollary 9.
Proof. LetD : =d1d2 · · · dn be a degree sequence from Theorem 6. Since t < r− l,
we have l < r − t and hence k = r and so (i) and (ii) hold forD. Since r < 	n/2
, we have
n−r−1> n/2−1, and so (iii) holds forD.Wehavemin{i : di=k} l+1 andmin({n}∪{i :
din−k−1})=k+1, hence n+k−wn+k−(l+1+k+1)=n− l−2n−r−1=dn
and so (v) holds forD. It remains to show that (iv) holds forD. We calculate the interval of
feasible values for j (for which we have to check (iv)), i.e. we ﬁnd J =min{i : di = i + 1}.
By t < r − l either J = r − 1 (if t < r − l − 1) or J = l (if t = r − l − 1). Thus it always
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sufﬁces to check (iv) for ljr − 1. Now (iv) is implied by
(r − t)l + r(r − l)+ (n− r − 1)(n− j − r − 1)
> (n− r − 1)(j + 1)+ (r − j)(r − j − 1)+ (n− r − j − 1)(n− r − j − 2).
Since t<r/l, we have (r− t)l > (l−1)r and hence the above strict inequality is implied by
r(r − 1)+ (n− r − 1)(n− j − r − 1)
(n− r − 1)(j + 1)+ (r − j)(r − j − 1)+ (n− r − j − 1)(n− r − j − 2)
which is always satisﬁed if 0jr − 1. This proves that Corollary 9 generalizes
Theorem 6. 
A natural question is whether Corollary 9 also generalizes Theorem 5. The answer is no.
One of the reasons is the condition dk+1k+1 in Corollary 9.We cannot show that this con-
dition is necessary there, but the following example shows that the condition is necessary in
Theorem 7. Let Gk be the graph with V (Gk) = {v1, v2, . . . , vk+3} ∪ {u1, u2, . . . , uk−1}
and E(Gk) = {uiuj : i = j} ∪ {viuj : 1 ik + 3, 1j min(i + 2, k − 1)} ∪
{vk−2vk−1, vkvk+1, vk+2vk+3}. The graph is obviously non-hamiltonian, since after remov-
ing the k−1 vertices ui , there are k components left. By an inspection of the degree sequence
of Gk , we see that min{i : di = i + 1} = k − 1, hence j = k − 1 in the statement of the
theorem. However, Gk is not a subgraph of Kk ∨
(
Kk−1 +K1 +K2
)
since Gk does not
have any independent set of size k + 1. On the other hand, Gk satisﬁes all conditions in
(i)–(iii) of Theorem 7 except that dk+1 = k.
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