High efficiency video coding (HEVC) is standard in the video compression field and performs well not only in video compression coding, but also in image compression. Regions of interest (ROIs) and just noticeable difference (JND), two human visual models, can accurately quantify human visual system (HVS) characteristics as pixel values. Using ROIs and JND to assist in evaluating image distortion can effectively reduce human visual redundancy and reflect authentic perceptual distortions. However, they are not readily applicable to the HEVC test model (HM) in the pixel domain. It is difficult to secure a suitable Lagrange multiplier λ and quantization parameter (QP) for the JND model in particular. This paper proposes different solutions for the use of rate control (RC) or not where an appropriate λ value is available for perceptual models. In RC, the proposed approach centers on a robust relationship between QP and achieved λ. And we also established a bit allocation technique using the related λ and expression for the RC model. Experimental results validate the rationality and effectiveness of the proposed method.
I. INTRODUCTION
Advancements in communications and semiconductor technology have brought about a new information era accompanied by revolutionary voice, text, picture, animation and video applications. Today, smartphones are regarded as a quotidian necessity. The sheer quantity of data that is transmitted across a single mobile app is enormous, and image information occupies a considerable proportion of said data.
Transmitting the maximum quantity of information possible over limited resources is a problem which demands innovative compression algorithms. Scholars have proposed several image processing methods in effort to resolve this problem including JPEG [1] and JPEG2000 [2] . Video coding standards such as H.264/AVC [3] and HEVC [4] perform even better in terms of image compression.
Coding parameters, including the division of coding units (CUs), angles, and residual quad-trees (RQTs) are selected under HM methodology according to the relationship between bits and distortion [5] . The selection of any one parameter directly affects the others and all affect the overall image compression performance. Extant methods involve measuring distortion by SAD (The differences among SAD, SSE, MSE, and similar techniques are not distinguished in The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan . this paper for the sake of brevity). Extant methods thus fail to effectively reflect human vision characteristics. The distortion calculated in this manner has abundant visual redundancy and does not allow for effective compression performance.
HVS techniques center on the JND and ROI. Changes in a given image are revealed only if the difference between two corresponding pixels exceeds a certain threshold, the socalled JND [6] . If the difference is less than the value of the threshold, there is technically no distortion. Extant JND models fall into two main categories: Sub-band domain [7] and pixel-wise [8] . Only a portion of any given image is attractive to the human eye [10] , namely, the ROI [11] .
Bits and distortion are the two main elements of HEVC image compression, and are closely related to coding efficiency. To improve the coding efficiency, it is possible to enhance distortion while reducing bits or to maintain the bit quantity while raising image quality. The JND model can reveal accurate perceptual distortion values, while the ROI model enhances imaging quality in locations of strong visual interest under bit constraints. In terms of HVS from the two perspectives, the correlation coefficient between them is zero.
In other words, either can be applied to measure image distortion without accounting for the impact of the other.
There is indeed an intrinsic relationship between HVS and distortion in compressed perceptual images. ROI and JND models can improve the image compression efficiency. There are numerous JND models which can precisely reflect the threshold of HVS [9] , [12] and several widely accepted algorithms for obtaining image ROIs. Researchers have attempted a variety of models and techniques for image compression and made remarkable achievements.
Early scholars attempted to place more bits in ROIs and less in non-ROIs [34] , [35] to manage the HVS. Li et al. [36] found, however, that low quality in non-ROIs can significantly decrease the image quality. To ensure the correct ratio between ROIs and non-ROIs, they proposed a method to detect face ROIs and assign optimal weight saliency values based on the GMM. They also established a closed-form bit allocation approach to minimize the perceptual distortion for the appropriate allocation of bits. They effectively adopted the saliency weighted PSNR (SWPSNR), but considered only one factor and did not make full use of the HVS.
The JND, as discussed above, can also be utilized to compute distortion. As per JND models [14] in the discrete cosine transform (DCT) domain, Zhang et al. [13] calculated distortion and coding bits with quantization steps from 1 to 255 for multiple bands in a JPEG compression experiment; they then calculated λ values and placed them into a JPEG quantization table corresponding to the HVS. This method allows for effective coding, but comes at a significant computational cost as there are different JNDs in multiple images with tables that must be calculated separately.
Bae et al. [9] , [15] attempted to do more than simply estimate the JND value of a transform coefficient for a fixedsized DCT kernel (e.g., 8 × 8), as many small transform coefficient values in mid-and high-frequency regions are otherwise not sufficiently suppressed. They proposed a HEVC-compliant local distortion detection probability (LDDP)-based PVC scheme which does perform relatively well. They also analyzed the effects of quantization distortion in JND models to build a new DCT-based energy-reduced JND (ERJND) model. This model consists of LR-JNQD and CNN-JNQD sub-models and has favorable bits saving performance [18] , but still suffers a large computational burden.
Pixel-wise probability models are more convenient and readily operable than sub-band domain models, which require complex transformations encompassing various factors [16] , [17] . However, the pixel-wise λ is difficult to achieve in practice. Zeng et al. [20] obtained a simplified fitting weight parameter according to neurophysiological experiment results and Weber's ratio, but failed to take the quantization parameter (QP) into account as only the image content element was considered, the λ value obtained by this method is inaccurate.
In this study, we integrated ROI and JND models for HEVC intra perceptual image compression in the pixel domain. We propose the perceptual calibrated PSNR (PCPSNR) to supersede the traditional PSNR. A parameter change typically alters all relationships in the system. We replaced SAD (PSNR) with a new distortion parameter, so we also matched the distortion model for all parameters and established a new method for guiding the bit allocation process when rate control (RC) is executed in HM. The goal of this work is to achieve the optimal image compression performance.
Our contributions can be summarized as follows. 1) We use ROI and JND models in the pixel domain to measure distortion simultaneously which fully utilizes HVS characteristics, effectively reduces human visual redundancy, and accurately reflects perceptual image quality.
2) We recommend a general experimental method to obtain the λ value for the rate distortion optimization (RDO) of perceptual model.
3) We derived a stable relationship between QP and λ based on the perceptual model. 4) We developed a bit allocation approach using the above parameters to ensure RC accuracy.
The remainder of this paper is organized as follows. Section II discusses the related works on HEVC intra compression. Section III presents our methods and theoretical support thereof. Our experimental results are discussed in Section IV. Section V summarizes the paper and proposes future research directions. 
II. RELATED WORK
Good tools make for good work. A suitable JND model and a high-quality saliency algorithm are necessary to secure accurate theoretical results.
A. JND MODELS
We selected a pixel-wise JND model for transplanting to the HM. A pixel-wise JND model [21] , [22] reveals the JND threshold for every pixel. The subjective distortion between an original and a reconstructed pixel can be calculated conveniently. However, obtaining the threshold value over several critical factors is an overly complex process. The application conditions and weights of each factor form a certain relationship with each other after they are comprehensively analyzed.
The mechanisms of the human visibility are effectually a ''breakthrough point'' in this type of system [12] , as the HVS is very sensitive to the repeatable visual patterns under which the JND threshold is evaluated [23] . Consider an image with two components, luminance contrast and pattern complexity, which determine the final pixel threshold. These components are the decisive factor for contrast-masking and pattern-masking, as their respective maxima are responsible for spatial-masking effects. Luminance adaptation can be used to determine the JND threshold as shown in Fig. 1(b) .
Here, the pixel gradient is regarded as the fundamental factor affecting all external performance. Mathematical models were established with the gradient as argument for all components.
B. ROI MODELS
The number of bits allocated to a largest coding unit (LCU) (64 × 64) depends on the accuracy of the ROI region outline. Previous researchers have used various algorithms, methodologies, and influencing factors to determine saliency values. At present, deep learning is the most widely used and effective approach [42] , [43] .
To guarantee a correct ROI, images are usually divided into two categories: Face images [37] and generic images [24] . In this study, we predicted saliency to verify the performance of the proposed algorithm rather than test the proper ROI partition. Our method can be considered an image post-processing technique. We adopted a fixation prediction and saliency modeling framework based on inter-image similarities and ensemble of Extreme Learning Machines (ELM) [41] . In this framework, attention is modulated by both the contextual information of a scene and low-level visual cues. The influence of scene memorability on eye movement patterns is dependent on the resemblance of a scene to a former visual experience.
The fixation prediction algorithm uses images similar to the input image to train the extreme learners, which requires a ''retrieving set'' for the input images. The ELM can generate a set of predicted saliency values from the retrieved image set, then the saliency ( Fig. 1(c) ) of the given image can be measured in terms of the mean predicted saliency value per the ensemble's members. These values guide the subsequent perceptual distortion calculations.
C. R-D CURVE MODELS
The fitting model plays a vital role in any RC algorithm. In the quantization (Q)-domain model [25] , Q is the determinant parameter to select the target bitrate R. The ρ-domain model [26] , logarithmic model [27] , exponential model [28] , segmented model [29] and others can also be helpful to a certain extent for RC. According to Li et al. [5] , exiting algorithms utilize a one-to-one correspondence relationship between R and Q, but as per the flexible coding unit (CU) size in HEVC, R should be decided by Q and other parameters not only by Q. They established a more accurate relationship for R-λ based on the hyperbolic function model [30] , [31] .
As stated above, bits and distortion are the key to image compression. λ is the slope of the R-D curve. The JND curve must fall under the SAD curve in the first quadrant. The blue and red curves in Fig. 2(a) represent the R-D curve of SAD and JND models, respectively. If SAD is simply replaced with the JND model, distortion reduction will be the only variable that changes between the two parameters -this is reflected in the green lines in Fig. 2 
(a).
There is a fixed relationship between QP and λ [32] when SAD is used and thus an inevitable connection between them in JND or ROI+JND models. In a single ROI model [36] , the relationship change between QP and λ may be ignored, experiments have shown that the effect of this improvement is not particularly significant.
By contrast, as the JND model dramatically alters the distortion value, the conventional relational equation does not hold. JND threshold values are content-related, so correlation coefficients differ for different images. The relationship between the two is closely related to their content. Here, we use ROI and JND models to describe subjective distortion. The goal of this study is to acquire the specific relationships for any image in JND and ROI+JND models.
III. DETERMINING QP AND LAMBDA
In HEVC, QP can be regarded as the most decisive parameter influencing the RDO and RC mode selection. If an effective RC is required, we need to know the optimal distortion; however, the distortion value can only be obtained after RDO. If we utilize RDO to select the mode to calculate the distortion, knowing QP is a prerequisite and λ is deduced by QP. In turn, QP is also derived from λ which can only be determined after RC. This is, effectively, a ''chicken and egg'' dilemma. Regardless of whether we calculate QP to λ or the λ to QP, the SAD distortion equation is based on a large number of experimental data statistics which are not applicable here. Various other strategies are available to determine the QP and λ, as discussed below.
A. λ FOR PERCEPTUAL RDO IN FIXED QP
As mentioned above, a known QP is the prerequisite for RDO. HM provides a ready-made equation to determine the λ for a general SAD model,
where c is a fixed value. Naturally, we expect a similar relationship for perceptual models. However, as the perceptual models are related to the image content, c must be a variable for different images in a subjective model, such an equation seems to not exist. In this paper, we propose that the λ value can be determined via preprocessing or a lookup table.
The R-λ model is important in terms of the value of λ. HEVC employs a complex coding structure encompassing a sequence, group of pictures (GOP), frame, and coding tree unit (CTU), and other elements. New R-λ approaches [5] have emerged as scholars seek to improve the processing ability for complex coding structures. The R-λ model is derived from the R-D model, but is more robust. Ardestani [34] and Li et al. [5] proved that the hyperbolic model performs exceptionally well. Our method is also based on the hyperbolic model. The R-D relationship is formulated as follows,
then,
where c and k are parameters related to the image content.
1) PRE-PROCESSING METHOD
Before formal compression, we can estimate the λ suitable for the image to be compressed by pre-processing. Here, we perform RDO with SAD and a default λ by setting the maximum CU depth to zero for all LCUs [11] . We also count the distortion and bits of the image for a perceptual model in this and the adjacent QP (minus or plus one) according to the previous mode and partition choices as D 1 , D 2 , R 1 , and R 2 , respectively. Equation (2) can thus be rewritten as follows,
so,
Next, we can obtain the λ which is applied to the perceptual distorted model dependent on Eq. (3),
2) LOOKUP TABLE METHOD
We built a one-to-one lookup table corresponding to the JND threshold and λ. Inspired by the multi-layer neural network, we divided this into two parts in order to obtain the most suitable λ: The constant JND threshold and the image JND threshold. We first made the JND threshold independent of the image, namely, we set the threshold as a constant. For simplicity, the JND threshold was uniform across all pixels, and the SAD model is a special case where all the thresholds are zero. Given a QP, for different images, the content and resolution may vary greatly, but for the distortion corresponding to the equal threshold, they have an incomplete but strong linear relationship, as shown in Fig. 2(b) and Eq. (7),
Taking the partial derivative of both sides with respect to R yields the following,
where are coefficient constants while x, y are the values of the JND threshold. Equation (8) can be rewritten as,
where n is 0, 1, 2, . . . , N, and N is related to QP (presumably, µ n = µ n+1 = ... = µ 2 n 1 when D N D N-1 ≤ 0.02, and distortion is determined by QP). λ 0 can be obtained from Eq.
(1) and by fitting the corresponding distorted experimental data as shown in Fig. 2(b) . The distorted experimental data is obtained similarly to D 1 in Eq. (4), except that we set the maximum depth to 3 for all LCUs and the JND threshold of all pixels is n for D n . µ n is the value of the lookup table built previously. We next associate the constant JND threshold with the image JND threshold. The constant JND threshold step we selected is one, so rounding is an effective method to analyze the distribution of the image JND threshold under the constant JND threshold. If M is the number of pixels in the image, M n is the number of pixels under the image JND threshold equal to n after rounding. M n M can be regarded as the weight of λ n in λ p . So the target is,
B. λ AND QP FOR PERCEPTUAL MODELS IN RC
As discussed above, pre-processing is a workable approach to complex problems. Here, we set the maximum CU depth to 0 for all CTUs first. Unlike the pre-processing discussed in Section III-A, the QP is not known. Instead, an appropriate value of bits is specified. We continued to use the default HM method for preprocessing at this point in our attempt to secure necessary distortion and bits information. We first solved for λ (Eq. (4)) then derived the following parameters from Eq. (2) and Eq. (3),
where d, r, λ represents the pre-compressed distortion, bits, and λ as-obtained after pre-processing. As discussed in Section II-C, we analyzed the necessity of establishing a new λ-QP derivation relationship. By re-analyzing the experimental conditions for pre-processing and the data shown in Fig. 2(a) , we found that an invariant R (bits) may be used as a bridge between the following two equations. After pre-processing, we obtained necessary parameters such as c and k which can be considered valid for any coding level. We are interested in the frame and LCU level here, so we consider the following equation,
where the subscript i represents the i-th LCU, SAD and JR (JND + ROI) reflect the method for evaluating the distortion. Under the given pre-processing conditions, it is obvious that r iSAD = r iJR . Therefore, we can integrate Eq. (13) and Eq. (14) as follows,
where α =
(The values of alpha and beta for a frame of image in Table 16 , Appendix).
Thus,
The 
We combined Eqs. (16) and (17) 
The case we illustrate suits the LCU level, but may also fit the conditions in any level.
C. BITS ALLOCATION
For formal compression, we considered the RDO between perceptual distortion and bits. First, we associated saliency and threshold values with perceptual distortion. The saliency and JND threshold values are implemented in the pixel domain, which makes our application very direct. Saliency values can be converted to weighted distortion [38] . As the threshold values well reflect the perceptual tolerance to distortion for every pixel, we can measure the perceptual distortion as follows, 
where F ORG (x, y), F REC (x, y), JND(x, y), d(x, y), and ω(x, y) represent the original pixel, reconstructed pixel, JND threshold, subjective distortion, and weight in position (x, y) values, respectively, s i is the average saliency value of the i-th LCU, ω i is the weight of the i-th LCU (ω (x, y) and ω i correspond one by one according to the pixel position), and N is the number of LCUs in an image. After clarifying the distortion question, we operated the proposed bit allocation method.
Eq. (3) continues to be used here, but we wrote another formula for the whole image,
the subscript F indicates that the parameter is associated with a frame image. We assume the target bitrate of an image is R and plug this R into Eq. (21) . The Lagrange multiplier for one frame is calculated as,
If the RC is not used in HM, the Lagrange multiplier in the RDO is obtained by QP (Eq. (1) ). The value is valid throughout the entire calculation process and never changes.
Here, we regard the λ FR as a parameter and apply it to each LCU in the system. Owing to the one-to-one correspondence between R and λ, when the Lagrange multiplier is plugged into Eq. (14), then,
where R iJR−ω reflects the weighted bits for each LCU dependent on the ROI and JND models. So,
Next,
where λ iJR−ω and QP i are the value for every LCU in the perceptual model.
Regardless of how precise the bit allocation is, there are slight deviations in the actual coding process. To reduce the influence of unavoidable differences on RC performance, we can update the remaining bits at a certain frequency and redistribute them. The frequency is typically set to 4 [5] , [11] , so we updated the actual bits every 4 LCUs.
IV. EXPERIMENTAL RESULTS
We conducted a series of experiments to test the performance of the proposed method. As mentioned above, we mainly focused on the mutual deductive relation between QP and λ.
A. NUMERICAL DIFFERENCE
The set of test images comes from HEVC test videos. We selected one frame from each sequence as the image source as-realized on the HM 16.20 platform.
We assigned statistics to the data in a non-RC experiment at fixed QPs: 7, 12, 17, 22, 27, 32, 37 , and 42. All parameters were consistent in this case except apart from measurement distortion. As shown in Fig. 3 , we calculated the ratio of SAD to JND distortion at the eight QPs. As per the polygonal line, the value of SAD distortion is much greater than that of JND distortion. Considering the maximum point, if the SAD distortion of most pixels is close to the JND threshold, the subjective distortion value must be significantly reduced. In addition, if the QP decreases, each pixel distortion value will also decrease. The effect of the JND model is reduced correspondingly, namely, the ratio of SAD to JND decreases. We finally considered a case of extreme distortion, where the QP is sufficiently large and almost any amount of pixel distortion is greater than the corresponding threshold. In this case, the SAD and JND distortion are nearly identical.
We were able to clearly recognize the divergence among different distortion measurement methods, which reveals whether the default λ suitably reflects the relationship between the new distortion and bits. We also found that the broken lines in these four images have almost the same change trends. Previous conclusions do not relate to the resolution or content of the given image. 
B. PERCEPTUAL MODEL PERFORMANCE IN NON-RC
The goal of quoting JND and JND+ROI models to describe distortion serves to minimize human visual redundancy. These models are also more accurate than SAD for RDO. When the objective quality of the image does not change, the distortion obtained by different evaluation methods may widely differ (Section IV-A). In order to cope with the changes caused by perceptual distortion, we used two methods we proposed to obtain subjective λ, and a lot of necessary tests have been done to evaluate the performance of the proposed λ. Table 1 lists all the tests we have done.
As discussed in Section III-A (2), we secured a perceptual λ by weighting the JND threshold via a lookup table. The test images used to build the lookup table are shown in Fig.4 (a) . As to enhancing the credibility of our method, we selected different images for the subjective tests as shown in Fig.4 (b) . About all the tests, we selected five fixed QPs (Fig.3) , 22, 27, 32, 37 , and 42 to verify the necessity of a new λ.
In the case of BD-BR and BD-PCPSNR, our goal was to minimize the bitrate and subjective distortion while maximizing the PCPSNR. Here we define that,
where M × N is the spatial resolution of the image, n is the bit depth of the pixel, and d (x, y) has the same denotation as in Eq. (19) . Next, the performance of proposed λ in different models will be described in detail.
The JND model: Table 2 shows the performance comparison among the default, lookup table, and pre-processing λ techniques. The default λ only contributes slightly to performance improvement, which justifies the need to secure a better λ. The pre-processing method has the best results: its BD-PCPSNR increased 0.42 dB and BD-BR decreased 6.90 %. If we adopt the lookup table method to obtain the λ, the BD-PCPSNR will increase 0.29 dB and BD-BR will decrease 4.90 %. This method does appear to remit some performance improvement with little time consumption. Comparing the two proposed approaches, we can make a reasonable choice according to the application conditions. The ROI model: We also try to use the perceptual λ in the ROI model, but the data in Table 3 shows that there is no performance difference between default and pre-processing λ, and the default λ is the best choice.
The JND+ROI model: The data in Table 3 also show that, the default λ can also improve the subjective image quality in the JND+ROI model. It makes the BD-PCPSNR and BD-BR reach 0.68 dB and −10.83 %, respectively. However, compared with the default λ, the recommended λ can further improve the performance of a JND+ROI model especially the pre-processing method, PCPSNR promotion and rate savings reaches 0.83 dB and 12.96 %, respectively. This told us that the proposed λ is closer to the Lagrange operator in perceptual RDO.
According to the above analysis and data, we can conclude that: It is effective to improve the subjective image quality by using perceptual models in the pixel domain to measure distortion. In a JND model, we must consider a new λ, while in a ROI model, the default λ maybe the best. For a JND+ROI model, a proposed λ will perform better than the default one. In addition, we can also realize that a combination performs much better than employing a sole JND or ROI model.
In a non-RC case, both the bits and distortion are uncertain variables. The differential mean opinion score (DMOS) only describes the distortion (PSNR), so it cannot be used as a criterion for performance evaluation with a fixed QP.
The lookup table replaces a great deal of workload and only adds an additional time of 6 % (or less) on average. The preprocessing stage, conversely, is fairly time-consuming, and the total additional time may even exceed 30 %.
C. PERCEPTUAL MODEL PERFORMANCE IN RC
We also tested the performance of the proposed method when executing the RC. Five discrete values were selected which represent the average bits pre-allocated per pixel (BPPP): 0.2, 0.4, 0.6, 0.8 and 1.0. More factors must be assessed here than under non-RC condition.
Adopting the conclusion of the previous section, we only attempted to verify the recommended method in a JND and a JND+ROI model.
The restricted bit value is a decisive condition in the RC mode. It is crucial to guarantee accurate bit coding. Table 4 provides us with two pieces of information: 1) Comparison of the proposed method against the conventional method in JND and JND+ROI models. The proposed approach ensures similar even more excellent bit allocation accuracy as the traditional method. 2) If we use the default λ and QP-λ relationship in the perceptual model, the accuracy of bit allocation is seriously reduced. The data from Table 11 to Table 15 in the appendix provide us more detailed bit information. Table 5 and Table 6 show the performance in JND and JND+ROI models with our proposed method in RC. In the JND model, The BD-PCPSNR is 0.51 dB and the BD-BR reaches −8.56 %, but the PSNR degraded from 40.35 dB to 39.87 dB. And in the JND+ROI model, these factors are further improved. The BD-PCPSNR is 1.10 dB and the BD-BR reaches −16.42 %, the PSNR also degraded from 40.35 dB to 39.56 dB. However, Table 5 , Table 6 and Fig.5 areenough to show that compared with the default SAD model, the perceptual evaluation model yields better subjective image quality. This fully shows that the method we proposed to evaluate the distortion in the pixel domain can effectively reduce human visual redundancy, and accurately reflect perceptual image quality. At the same time, we see that if the default λ and QP-λ relationship are used, the perceptual quality of the image will also be improved, BD-PCPSNR and BD-BR reach 0.20 dB and −5.19 % in a JND model, and they reach 0.62 dB and We conducted subjective tests by means of the single stimulus continuous quality score (SSCQS) based on the adjectival categorical judgment (ACJ) [40] to determine the mean opinion score (MOS). The test conditions and comparison scale are shown in Table 7 , Table 8 and Table 9 . We ran two MOS experiments to verify the effectiveness of the JND and JND+ROI models. For the first, we displayed reference images (left) and test images (right) at the same time according to the time sequence shown in Fig. 6(a) .
At T1, the original image is on the left and the SAD and JND (JND+ROI) images alternately displayed 3 times per second are on the right. The goal in this case was to recognize the difference between two distorted images before evaluating them. At T2, we evaluated the original and one of the two distorted images randomly. At T3, the other distorted image was handled in the same manner. A mid-gray image was observed at T0.
As shown in Table 10 , although there were differences between the two distorted images in a JND model, the dissimilarity is not well reflected by comparing the distorted versus original image separately. We instead observed the reference images (left) and test images (right) at the same time according to the time sequence shown in Fig. 6(b) . T4 is similar to T1, so we compared the two distorted images at T5. As shown in Table 10 , when BPPP is sufficiently large, there is little difference visible between the two distorted images despite an improvement in PCPSNR. When the BPPP is sufficiently small, the JND model much more effectively improves the perceptual image quality than SAD model. Without a doubt, the JND+ROI model has the best perceptual performance among them as shown in Table 10 . The time consumption is the same as the pre-processing method in non-RC.
V. CONCLUSION
In this study, the ROI and JND models are combined to evaluate perceptual image quality in the pixel domain for HEVC intra coding. For the successful implementation of the scheme, we established a new method for obtaining QP and λ values in perceptual models under the non-RC or RC conditions. We also proposed an approach to allocate bits according to the subjective distortion. The results show that the subjective PSNR improvement can be gained in a JND, a ROI, and a ROI+JND model under both non-RC and RC conditions. At the same time, it is easy to find that the combination performs much better than employing a sole JND or ROI model.
Still, this study has several limitations. One hand: 1) The limited sample set and large sampling step, for example, may have caused substantial error in the lookup table. 2) The precompression method is also overly time-consumptive due to the costly pre-compression stage. On the other hand: Pay more attention to the current image processing methods, and deep learning can better complete a lot of work. In HEVC, scholars used deep learning method to achieve fast intra mode and CU partitioning, [44] not only improves BD-BR, but also greatly reduces coding time. Meanwhile, Li et al. [45] used deep learning method to excavate the continuous multi-frame image information in HEVC and applied it to the design of loop filter, so as to significantly improve the filtered image quality and further improve the efficiency of HEVC coding.
So in the future work, 1) we plan to further improve the performance of perceptual coding by improving the ROI and JND models based on our proposed approach. 2) We hope to use deep learning method to obtain perceptual lambda in a subjective model to solve the accuracy and time consumption problems. 3) As per the supra-threshold level concept, the image may indeed have a more precise JND scale and/or multiple scales [39] that can further minimize human visual redundancy. 4) We will also further study HEVC and continue to strive for more innovative approaches. Table 11 to Table 15 present detailed bit information for all the test images in different BPPP. Table 16 presents the values of alpha and beta with different contents and resolutions for one frame.
APPENDIX

