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Preface
In the ﬁrst year of the twenty ﬁrst century, we are witnessing unprecedented growth in both quality
and quantity of services oﬀered by communication systems. While communications practitioners
are endeavouring to translate existing recent advancements into product devel-opment, researchers
continue scanning the horizon for new ideas and solutions in order to approach theoretical performance
predictions. Most of those recent advancements in com-munication systems performance have been
only possible because of signal processing ap-plied in all areas of communication systems development
and implementation. The special issue Signal Processing for Communication Systems consists of an
invited paper and eight regular contributions.
In the invited paper An introduction to envelope constrained filter design, Cantoni, Vo, and Teo provide
an overview of key ideas related to robust continuous time envelope constrained ﬁlter design. The paper
is concerned with time domain synthesis of a ﬁlter whose response to a speciﬁed input signal stays
within prescribed bounds and in addition has minimal noise enhancement. The speciﬁcation of the
output constraint envelope can arise either from standards set by certain regulatory bodies or practical
design considerations.
The second paper Source enhanced linear prediction of speech incorporating simultaneously masked
spectral weighting by Lukasiak and Burnett deals with a modiﬁcation of the method to calculate linear
predictor coeﬃcients based on the simultaneous masking property of a human ear. It is shown that
by applying the proposed modiﬁcation an improvement in subjective quality can be achieved without
an increase of transmission rate at the price of a modest increase in computational complexity.
The next four papers consider diﬀerent aspects of signal processing that can be applied to emerging
wireless and access systems. In the ﬁrst of these papers Walsh-chirp sequences for wireless applications
Wysocki, Wysocki, and Zepernick, describe the new class of poly-phase spreading sequences having
a potential for reducing multi-access interference in direct sequence code division multiple access
(CDMA) wireless data networks. The second of these papers Memory truncation and crosstalk
cancellation for eﬃcient Viterbi detection in FDMA systems by Mertins introduces the new method to
design transmission systems for frequency division multiple access (FDMA) over frequency selective
channels. The proposed method can be successfully applied to discrete multitone modulation (DMT)
or to orthogonal frequency division multiplexing (OFDM) as well as to CDMA. Then, Bourdel,
Campo, Melet, and Andrieux present a design path for a chipset to be used in wireless data CDMA
transceiver in their paper From modelling of a CDMA transceiver in indoor environment to an ASIC
circuit synthesis. The series concludes with the paper Simulating capture behaviour in 802.11 radio
modems where Ware, Wysocki, and Chicharo introduce a new model describing the operation of an
802.11 receiver. That new model is able to reﬂect the fairness characteristics obtained with an IEEE
802.11 radio modem more accurately than the previous capture models.
The next two papers Error statistics for concatenated systems on non-renewal time-varying channels by
Pimentel and Stop criteria for retransmission termination in soft-combining algorithms by Zepernick
and Caldera are concerned with improving transmission quality by applying diﬀerent error-control
strategies.
The ﬁnal paper of the issue Precise measurement of complex permittivity of materials for telecom-
munications devices by Nakamura and Nikawa is concerned with application of signal processing for
measuring parameters of materials used for design of telecommunication devices.
The Guest Editor wish to thank the numerous reviewers who have volunteered their precious time
in order to provide feedback to the authors and to improve quality of the issue. He would also like
to express his gratitude to the contributors and to the Editorial Oﬃce of the Journal for the valued
assistance in bringing this issue to fruition.
Tadeusz Antoni Wysocki
Guest Editor
Invited paper An introduction to envelope
constrained filter design
Antonio Cantoni, Ba-Ngu Vo, and Kok Lay Teo
Abstract — Envelope constrained filter design is concerned
with the time domain synthesis of a filter whose response
to a specified input signal stays within prescribed upper
and lower bounds and in addition has minimal noise enhance-
ment. In many practical applications, a “soft” approach,
such as least mean square, is not the most suitable and it
becomes necessary to use “hard” constraints such as the ones
considered in the paper. We present an overview of key ideas
related to robust continuous time envelope constrained filter
design.
Keywords — filter, optimisation, constraints, envelopes, time
domain, noise, robustness.
1. Introduction
In the continuous time envelope constrained (EC) filter de-
sign problem, we consider the design of a filter such that the
noiseless response to a specified excitation fits into a pre-
scribed envelope. Furthermore, we seek those filters that
minimize a cost functional that is appropriate for the appli-
cation of the filter.
Often in a time domain filter synthesis problem, the perfor-
mance criterion used is the mean square error between the
filter output and some desired signal. However, in many
practical applications, this “soft” approach is not the most
suitable and it becomes necessary to use “hard” constraints
such as envelope constraints. Moreover, problems often
arise in practice where it is crucial that the shaped signal
fits into a prescribed envelope. The specifications of the
output constraint envelope can arise either from standards
set by certain regulatory bodies or practical design con-
siderations. In telecommunications systems, pulse shapes
used in transmission systems are specified by recommen-
dations issued by standards bodies [1 4]. In sonar, radar
ranging systems and imaging systems, the constraints arise
from consideration of resolution and are associated with
pulse compression technique requirements [5 8].
Over the past twenty years, the work on envelope con-
strained filters has evolved to take into account many engi-
neering issues. In our overview, we present the key ideas
related to robust continuous time envelope constrained fil-
ter design. Numerical methods for obtaining the solution
to the problems formulated are not considered in this pa-
per. The reader is referred to the following references for
a range of efficient techniques for computing the optimal
solution [9 18].
2. The envelope constrained filter
applications
In this section, we briefly review a few applications that
have motivated the study of envelope constrained filter de-
sign. The applications covered are by no means exhaustive
and are intended to bring out a number of different aspects
of the envelope constrained filter design problem.
2.1. Radar application
In radar and sonar, narrow pulses are required for range res-
olution and clutter reduction, but it is also important that
the transmitted pulses contain sufficient energy for long-
range detection. These two conflicting requirements would
seem to dictate narrow pulses with high peak power. How-
ever, because of transmitter design considerations, peak
power is limited, pulses of relatively long duration are trans-
mitted and an operation known as pulse compression is
performed at the receiver as illustrated in Fig. 1. This com-
pression is most commonly achieved with a matched filter,
that is, by correlating the incoming signal with the time-
shifted and/or frequency shifted copies of the transmitted
waveform. Matched filtering is well known to be optimal
with respect to various performance criteria.
Fig. 1. Pulse compression.
The presence of a signal is detected when the matched filter
output exceeds a threshold value, and parameters such as
time delay and (Doppler) frequency shift are estimated by
locating the peak output in time and frequency. If a sig-
nal s, non-zero on the interval (t0; t0 +T ), appears at the
input to a pulse-compression filter, the output typically con-
sists of a main peak surrounded by sidelobes, as shown in
Fig. 1. When a radar must distinguish among multiple tar-
gets, these sidelobes can cause false detections and impede
resolution of adjacent pulses. For example, if the trans-
mitted pulse is a 13-bit Barker code and a matched filter
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receiver is used, the output is compressed to 1/13 of the
original pulse length, improving range resolution with no
detection loss. Unfortunately, the output pulse is accompa-
nied by 12 sidelobes, where the amplitude of each of these
sidelobes is 1/13 of that of the main lobe peak. Thus, it is
necessary in certain cases to remove or at least restrict the
height of these sidelobes to an acceptable level. Of course
there will be some noise penalty that results.
Problems of this type are often treated by using a least
square approach, where the mean squared difference be-
tween the output and some desired pulse shape is mini-
mized. If the sidelobes are reduced using a least square
cost, there is no guarantee that the appearance of low-
energy high-peak sidelobes (which can cause false detec-
tions) can be avoided. Moreover, the solution can be sen-
sitive to the detailed structure of the desired pulse, and it
is usually not obvious how the shape of the desired pulse
should be altered in order to achieve better performance in
terms of low level sidelobes.
The reduction of sidelobes can be formulated in terms of
an envelope constrained problem: find the filter (if it exists)
that causes least detection loss while reducing the output
sidelobes to a specified fraction of the mainlobe peak. The
envelope or pulse shape mask takes on the form shown in
Fig. 2. Since the probability of detection is proportional
to the signal to noise ratio, which in turn, is inversely pro-
portional to the square of the norm of the filter, we are
faced with the task of finding a minimum norm filter sub-
ject to the constraint that the sidelobe peaks remain within
the specified values.
Fig. 2. Pulse shape constraints for radar/sonar problem.
2.2. Digital transmission application
In telecommunication standards, the performance of a dig-
ital link is often characterized by pulse masks applied to
the test pulses (see, for example, the CCITT recommen-
dations [1, 2]). The signal s would correspond to the
test signal specified in the standards. As an example,
consider the equalization of an RG59B/U coaxial cable
channel whose attenuation follows an approximate
p f law
(one with a 150 m length has approximately 12 dB loss
at 70 MHz). The frequency response of a coaxial cable of
length l is given by
H( j w ) = e Al
p j w
= e Al
 
p
w =2+ j
p
w =2

:
Let A0 denote the attenuation of the cable in dB at a fre-
quency f0 Hz. Then,
A0 =
 
20Al loge

r
w 0
2
=
 
20Al loge

p
p f0 ;
where w 0 = 2 p f0. The impulse response of the cable is
given by
h(t) = Al
2
p
p t3
exp

 
A2l2
4t

; t > 0 :
A plot showing the impulse response for several values of
Al is given in Fig. 3. Since Al increases with increasing ca-
ble length, the peak of the pulse in transit decreases and its
base width widens as the cable lengthens. In order to suc-
cessfully detect these pulses, the width must be compressed
by means of pulse shaping networks at the receiving end.
Fig. 3. Impulse response of coaxial cable for various lengths.
For a digital transmission channel consisting of a coaxial
cable operating at the DX3 rate, i.e. 45 Mb/s (see [1, 2]),
the American National Standards Institute (ANSI) specifies
that at the pulse received, after transmission should fit in
the mask illustrated in Fig. 4. From the characteristics of
the cable shown in Fig. 3 it can be seen that for long cables
the received pulse will not fit in the mask. An equalizing
filter is required to shape the impulse response of the cable
so that it fits in the envelope given by the DSX3 pulse tem-
plate in Fig. 4. In Fig. 4 we have also shown the received
pulse and the pulse at the output of an optimal EC fil-
ter. The cable has a 30 dB attenuation at frequency 2 p = b ,
where b denotes the baud interval (22:35 10 9 s).
4
An introduction to envelope constrained filter design
Fig. 4. DSX3 pulse template, coaxial cable and filter output.
Consider another transmission system example shown in
Fig. 5, where a pulse pre-shaping filter is placed before the
channel. When a rectangular pulse is transmitted, the noise-
less output of the channel is required to fit into a T1 mask
specified by the ANSI. The T1 baud rate is 1.544 Mb/s.
It makes sense to minimize the norm of the pulse shap-
ing filter to reduce the crosstalk to other signal as this is
proportional to the transmit signal power.
Fig. 5. Pre-shaping of pulse.
3. Formulation of optimal envelope
constrained filters
In this section, we first introduce the basic EC filter design
problem. This includes consideration of possible cost func-
tionals for selecting the optimum filter. Then we expand
the basic formulation by considering the problem of de-
signing EC filters that are robust to signal modeling errors
and filter implementation errors.
3.1. Basic envelope constrained filter design problem
We now formalize somewhat the definition of the EC filter-
ing problem in its simplest form. The previous section has
outlined some applications that motivated the study of the
EC filtering problem without an explicit problem statement.
This section presents a more precise statement that covers
all the applications previously discussed for both analog
and hybrid filters.
3.1.1. Analog filters
Consider the filtering function shown in Fig. 6 be it for
pulse compression or equalization. The excitation s enter-
ing the filter is corrupted by additive zero-mean, stationary
noise n. The impulse response u of the linear time-invariant
Fig. 6. Receiver model and output mask.
filter is to be determined and is restricted to be Lebesque
square-integrable on [0; ¥ ). The output consists of two
components y and x due to the signal and noise respec-
tively. The noiseless output y is given by the convolution
su:
y (t) = (su)(t) =
Z
¥
0
s(t  l )u(l )d l :
The notation X s is adopted to denote the mapping of u to
the filter response y = su, i.e.
X su = su : (1)
Let e   and e + be two piece-wise continuous functions of
time representing the lower and upper boundaries of the
output mask respectively. Then the envelope constraints
require the filter output y to fit into a fully specified enve-
lope as depicted in Fig. 6, i.e.
e
 
(t) y (t) e +(t); 8t 2 W  [0; ¥ ) : (2)
Define
d = 0:5(e ++ e  ) and e = 0:5(e +  e  ) :
Then (2) can be written as
jX su dj  e :
So far we have defined the feasible region for the filters we
wish to find. In many cases, the feasible region is not empty
and there are many filters for which (2) holds. However,
in many applications, there are other considerations that in
fact lead us to select a specific filter. For example, it may
be desirable to minimize the noise enhancement of the filter
if the signal input to filter is corrupted by noise or it may
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be necessary to minimize the filter output power to contain
crosstalk. We consider in detail the noisy input case and
define our cost function f to be the output noise power. Let
x denote the noise component of the filter output. Then,
x (t) =
Z
¥
0
n(t  l )u(l )d l : (3)
Assuming that the additive noise n at the receiver input
is zero-mean, stationary, with autocorrelation Rnn(t ), the
output noise power is:
f (u) = Ex 2(t)=
Z
¥
0
Z
¥
0
Rnn(k   l )u( l )u(k )d k d l :
(4)
By defining a linear operator L based on the autocorrelation
function Rnn as
(Lu)( l ) =
Z
¥
0
Rnn( k   l )u(k )d k (5)
and using the usual inner product, the cost functional de-
fined by Eqs. (1) and (4) can be expressed in a more conve-
nient and intuitive form as a quadratic function of the filter
impulse response:
f (u) = hu;Lui : (6)
The cost functional is strictly convex when L is positive
definite. In this case,
k u kL 
p
hu;Lui
is a norm.
Suppose that in addition to being additive, zero-mean and
stationary, the input noise n is also white, with autocorre-
lation
Rnn( t ) = N0 d (t ) ;
where d is a unit impulse. Then, the output noise power
E [ x 2( t ) ], Eq. (4), is proportional to the square of the
L2-norm of the filter,
E

x
2
(t)

= N0
Z
¥
0
Z
¥
0
d (k   l )u(l )u(k )d k d l =
= N0
Z
¥
0
u2(l )d l = N0kuk
2
2 : (7)
The cost functional in this case is strictly convex (not all
norms are strictly convex), and L, defined by Eq. (5), is
the identity operator.
In the derivation of the previous cost functionals, it is as-
sumed that the statistics of the noise are known. In some
applications, the exact noise statistics may not be known.
We now consider one approach for dealing with this case.
Suppose that the noise spectral density is denoted as
F N(w ). It can be verified that the output noise power due
to the input noise n is given by
PN =
1
2 p
Z
¥
 ¥
F N( w )jU( j w )j2d w ;
where U denotes the Laplace transform of u. Assume that
F N the noise power density satisfies
kF Nk=
1
2 p
Z
¥
 ¥
F N(w )d w  1
but is otherwise unknown. It makes sense to consider the
output noise power for the worst case input noise, i.e.
PN = max
kF Nk1
1
2 p
Z
¥
 ¥
F N(w )jU( j w )j2d w :
It can be shown [26], that
kUk2
¥
= max
kF Nk1
1
2 p
Z
¥
 ¥
F N(w )jU( j w )j2d w ; (8)
where kUk
¥
denotes the H
¥
-norm of U and is defined as
kUk
¥
= sup
w 2RjU( j w )j.
Hence, minimizing the output noise power for the worst
case input noise is equivalent to finding a filter of transfer
function U(s) with minimum H
¥
-norm. In this case, the
cost functional can be expressed explicitly in terms of u as
f (u) =




Z
¥
0
u(t)e stdt




2
¥
: (9)
This cost functional is convex (but not strictly convex).
In cases in which the input signal is subject to random
disturbance with unknown but bounded power spectrum,
the H
¥
optimization approach may offer a robust design.
The use of these and similar convex cost functionals can
also be motivated by consideration of the filter’s sensitivity
to implementation errors and uncertainties in filter param-
eters.
3.1.2. Hybrid filters
Advances in the development of digital processors motivate
the consideration of filter structures realized with digital
components. A continuous-time filter can be implemented
as a hybrid filter composed of an A/D converter, a discrete-
time filter, a D/A converter and a post-filter. The EC design
filter problem is to determine the discrete-time component
of such a filter so as to minimize the effect of input noise
whilst satisfying the constraint that the response of the filter
to a specified signal fits into a prescribed mask.
The hybrid filter is shown in Fig. 7. The post-filter’s func-
tion is to smooth the output of the D/A block. In other
words, the combined function of the D/A block and the
post-filter is to interpolate the (discrete-time) output of
the digital processor. The absence of a post-filter corre-
sponds to piece-wise constant interpolation of the digital
output. Next on the ladder of complexity is linear inter-
polation. The output of the system varies from a stair-
case to much smoother waveforms depending on the type
of interpolation. In practice, the post-filter is often im-
plemented as a lowpass filter with cut-off frequency being
half of the sampling frequency, fo example, Butterworth,
Bessel, Chebyshev and elliptic filters.
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Fig. 7. Hybrid filter.
It is assumed that the incoming signal is sampled at or
above the Nyquist rate. To simplify matters, quantization
effects inherent in digital processes are neglected. This
assumption results in a linear system.
Consider a digital processor that has a discrete-time impulse
response u 2 l2. Then, the response of the hybrid filter to
the continuous-time excitation x is given by
y (t) =
¥
å
i=  ¥
¥
å
j=0
x

(i  j)t u( j) L (t  it ); t 2 [0; ¥ ) ; (10)
where
L (t) =
Z
¥
0
P (l )h(t  l )d l ; (11)
P (t) =

1; t 2 [0; t ]
0; otherwise (12)
and h(t) is the impulse response of the post-filter.
Assuming appropriate post-filtering such that (10) con-
verges for all t 2 [0; ¥ ) (e.g. bounded input bounded output
stability). Then, y is bounded and continuous on [0; ¥ ).
Moreover, the mapping defined by
(X xu)(t) =
¥
å
i= ¥
¥
å
j=0
x

(i  j)t u( j)L (t  it ) (13)
is a continuous linear operator. The constraint set for this
problem
F =

u 2 l2 : e
 
 X su  e
+
	
is thus convex. In analog or discrete filtering, the operator
X x corresponds to a convolution by x under appropriate
signal spaces.
A simple cost functional that one could use for the EC prob-
lem is the norm of the discrete-time filter. However, unlike
the discrete-time the output noise power of the hybrid filter
is not directly proportional to this norm. Assuming sta-
tionary input noise samples n(i t ), it can be shown that
the output noise x (t)  ( X nu)(t) is cyclo-stationary with
period t and that an appropriate well-defined cost for the
EC problem with hybrid filter is the averaged output noise
power given by
f (u) 1
t
Z
t
0
E

x
2
(t)

dt =
¥
å
l=0
¥
å
m=0
u(l)u(m)Ll;m ; (14)
where
Ll;m =
1
t
¥
å
j= ¥
¥
å
k= ¥
Rnn
 
( j  k)t 

Z
t
0
L

t  ( j+ l)t L t  (k+m)t dt (15)
and Rnn
 
( j  k) t  is the input noise autocorrelation.
3.2. Envelope constrained filtering problem
The EC filtering problem can be expressed as
min f (u)
subject to jX su dj  e ; (16)
where e   and e + are two continuous functions of time
representing the lower and upper boundaries of the out-
put mask respectively and an appropriate cost functional as
discussed above is selected.
To eliminate output envelopes that permit the trivial solu-
tion u = 0, it is sufficient to assume the existence of an
open subset I of W such that e +(t) e  (t)> 0;8t 2 I. This
means that there is an open interval where both the upper
and lower boundaries have the same sign.
3.3. Robust envelope constrained filter design
Assuming that the set of feasible filters does not contain the
origin, i.e. no trivial solution, and since we seek feasible
filters with smallest possible norm, it follows that the opti-
mum filter always lies on the boundary of the feasible set.
This means the response of the optimum filter to the pre-
scribed input touches the output envelope at some points.
Consequently, it is to be expected that disturbances in the
prescribed input or implementation error can cause the out-
put constraints to be violated. The problem of designing
filters that are robust to such disturbances or techniques for
providing a guard band on the output mask are essential
to the implementation of practical EC filters. Of course,
the penalty for robustness is a possible increase in the cost
functional.
Three robustness formulations are introduced in the follow-
ing sections. The first incorporates input uncertainty into
the constraints. We refer to this as the EC with uncer-
tain input (ECUI). The second approach incorporates filter
implementation uncertainty into the constraints. The third
approach does not consider the source of the disturbances
but deals with possible disturbances by forcing the filter
output away from the envelope boundaries. We refer to
this as the constraint robustness problem.
3.4. EC with uncertain input
The EC filtering problem with uncertain input (ECUI), [22],
addresses the robustness to input disturbances by allowing
for uncertainty in the input pulse (Fig. 8). Here the input
s is not specified exactly, but is known to lie within an
input envelope described by upper and lower boundaries
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s  and s+. The filter is required to fit the response of all
excitations within the boundaries s  and s+ into the output
mask. Of course, the penalty for robustness is the increased
noise gain of the filter. For example in the radar sidelobe
reduction problem, it is desirable to design a sidelobe re-
duction filter which is robust in the sense that its output
sidelobes remains small even if the input signal is slightly
different from the nominal input. In channel equalization,
the ECUI approach can handle the case where the channel
characteristics are not known exactly but are known within
limits. Note that the EC filtering problem is a special case
of the ECUI problem.
Fig. 8. EC filtering with uncertain input.
When the excitations are also constrained to stay within
an envelope described by upper and lower boundaries
s+; s  2 L2[0; ¥ ). The feasible set F is given by
F =

u 2 L2[0; ¥ ) : jX xu dj  e ; 8x : jx  sj  q
	
:
It can be shown that the feasible region F is closed and
convex. However, while the description of the feasible re-
gion in terms of the set of possible inputs is adequate for
characterizing the problem it is not useful for computa-
tional purposes. To find out if a filter is feasible one would
need to compute its response to every signal inside the in-
put mask. There are no standard numerical techniques for
handling problems with constraints of this form.
The following result has been established in [27].
Theorem 1: jx  u  dj  e ; 8x 2 L2[0; ¥ ) : jx  sj  q if
and only if jsu dj+ q  juj  e .
This result enables us to eliminate the perturbed input x
from the original constraint expression and allows problem
to be stated as follows:
min f (u)
subject to G(u) = jX su dj+ X
q
juj  e  0 : (17)
The cost functional and the constraint are continuous and
convex function of the filter impulse response u. The pa-
rameters of this constraint function only involves the known
signals d; e ; s and q . Note that G is not always everywhere
differentiable with respect to u.
3.5. Filter implementation uncertainty
In practice, it is often the case that a designed filter or sys-
tem impulse response cannot be implemented exactly, there
are always implementation errors. These errors can arise
from component mismatch or quantization of filter coeffi-
cients. So we are interested in finding filters which ensure
that the envelope constraints are satisfied in the presence
of implementation errors (if such filters exist).
It is assumed that for a given filter u, we can achieve actual
implementations that are known to be within d of u, where
d is a bounded function, i.e. any implementation of u be-
long to the set
V (u; d )

n 2 L2[0; ¥ ); jn  uj  d
	
:
In the EC filtering problem we seek filters u whose re-
sponses to a prescribed signal s stay within some specified
the output envelope. With uncertainty in the implementa-
tions, we are interested in those u such that the response
of any elements of V (u; d ) to the signal s stays inside the
output envelope, i.e.
jX s n  dj  e ; 8n : jn  uj  d : (18)
Similar to the uncertain input problem, the description of
the constraint is not very useful for computational purposes.
We can show that the statement in (18) is equivalent to
jX su dj+ jX sjd  e : (19)
Thus, to ensure robustness to implementation errors, we ef-
fectively tighten the output mask by reducing e to e  jX sjd .
Of course, if the uncertainty d in the implementation is too
large, the resulting output mask would not admit a feasi-
ble solution. We can determine from the implementation
uncertainty d whether robustness can be achieved. For
instance, if there exists an interval I 2 [0; ¥ ) such that
 
jX sjd

(t)  e (t) for t 2 I, then there is no feasible so-
lution.
3.6. Constraint robustness
In this section, we present a technique for providing a guard
band on the output mask and investigate how the trade-off
between the noise gain and the constraint robustness can be
achieved by proposing a new optimization problem. This is
a generic approach which does not take into consideration
the source or cause of the perturbation. Instead, we try to
force the filter output to stay as far away from the mask
as possible subject to some specified maximum allowable
increase on the noise gain (Fig. 9).
For a given filter u (which may or may not satisfy the
envelope constraints), consider the difference between its
response X su and upper or lower mask boundary defined
by

f
+
(u)

(t) =
 
X su

(t)  e +(t) ; (20)

f
 
(u)

(t) = e  (t) 
 
X su

(t) : (21)
It is clear that if f +(u) and f  (u) are non-positive for all
8t 2 W then u satisfies the output constraints. To quantify
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Fig. 9. Mask margins.
the notion of robustness we define its constraint robustness
margin as
r (u) = min

mint2 W

  f
+
(u)

(t); min
t2 W

  f
 
(u)

(t)
	
:
(22)
The feasible region of the EC filtering problem can now be
expressed in terms of the robustness margin as
F =

u 2 L2[0; ¥ ) : r (u) 0
	
: (23)
Moreover, if r (u)> 0, the minimum distance of the output
(X su)(t) from the output mask is at least equal to r (u).
Therefore we may say that the filter u is robust with con-
straint robustness margin r (u).
In practice, it may be necessary to have a larger constraint
robustness margin over certain intervals. In this case, b can
be used to specify the weightings in different time intervals.
Define the weighted constraint robustness as follows:
r
b
(u) = min

mint2 W
[ f
+
(u)](t)
b (t)
; mint2 W
[  f
 
(u)](t)
b (t)

;
(24)
where b is a positive, piece-wise continuous function which
is normalized so that it attains a minimum of unity on
W c and d > 0 is a constant which specifies the allowable
amount of increase of the output noise power in the design
of the optimal filter with maximum constraint robustness
margin.
Let u0 denote the optimal solution of the EC filtering prob-
lem without any additional robustness constraints, that is
the solution to Eq. (16). The EC problem with robustness
constraint is the following constrained optimization prob-
lem
max r
b
(u)
subject to kuk2  (1+ d )ku0k2 : (25)
We can transform this to an equivalent problem as fol-
lows:
min f (u; s )   s
subject to g1(t; u; s ) s b (t) d(t)+
  e (t)+(X su)(t) 0;
g2(t;u; s ) s b (t)+d(t)  e (t)  ( X su)(t) 0;
g4(t;u; s ) kuk
2
 (1+ d )ku0k2  0: (26)
3.7. Theoretical foundation
From a mathematical point of view the following two the-
orems can be considered to capture all that one needs to
know about the EC filtering problem defined in the previous
sections.
Theorem 2: Let F be a closed and convex subset in
a Hilbert space H, and f a continuous and convex func-
tional on H. If F is non-empty, then there exists a u0 2F
such that
f (u0) f (u) ; 8u 2F :
Moreover, if f is strictly convex, then u0 is unique.
Theorem 3: Let F be a closed and convex subset of
a separable Hilbert space H with non-empty interior
F 0, and f a continuous and convex functional on H. Let
u0 be a minimum of f on F and u0n a minimum of f on
F \

f n ig
n
i=0

, where

fn ig
¥
i=0

denotes the linear span of
fn ig
¥
i=0. If fn ig
¥
i=0 is total in H, then f (u0n) monotonically
decreases to f (u0) as n tends to infinity. Moreover, if f is
an inner-product-induced norm, then
lim
n!¥
ku0n u
0
k= 0 :
Theorem 2 tells us about the existence of a solution and its
uniqueness. Theorem 3 tells us about the convergence of
finite structured filters to the optimal filter.
From a numerical analysts point of view, we would be
concerned with the definition and characterization of al-
gorithms for computing a solution. In fact, this aspect has
been studied extensively both at a generic level and for the
EC problem specifically, [10, 14  18, 20]. However, the
treatment of these aspects is beyond the scope of this paper.
3.8. Finite filter structures
3.8.1. Analog filters
Suppose that one seeks to realize a filter by designing a net-
work whose impulse response approximates that of the op-
timum EC filter in some sense, e.g. least squares, PÆde,
orthogonal approximations. The important question that
arises is: would this approximation still satisfy the con-
vex constraints? Thus, it would seem more appropriate
to choose a particular filter structure and then impose the
constraints. Sub-optimum solutions based on an appropri-
ate choice of basis functions for the filter are likely to be
more useful from a practical viewpoint.
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Let fn ig
¥
i=0 be a total sequence in l2, and let the finite-
structured filters have impulse responses given by Ka 2 l2,
where K : Rn ! l2 is a bounded linear operator defined by
Ka =
n 1
å
i=0
ai n i = n n n
Ta ;
where n n n =

n 0; n 1; : : : ; n n 1
T .
The feasible region, F\

f n ig
n 1
i=0

, is hence embeded in an
n-dimensional sub-space and can be characterized by the
set of feasible filter coefficients which is defined in Rn as

a 2Rn : 8x 2 S; x (Ka) 2 Y
	
:
To obtain an explicit expression for the cost functional in
terms of the vector of filter parameters a, we have
f  K(a)= hKa; LKai= aT K†LKa ;
where K† : l2 ! Rn is the adjoint (operator) of K defined
by K†u =

h n 0; ui; h n 1; ui; : : : ; h n n 1; ui
T . The operator
K†LK : Rn !Rn can be represented by the following nn
matrix, (often called a Gram matrix):
K†LK =
=
2
6
6
6
4
h n 0;Ln 0i hn 0;Ln 1i : : : hn 0;Ln n 1i
hn 1;Ln 0i hn 1;Ln 1i : : : hn 1;Ln n 1i
:
. . . :
hn n 1;Ln 0i hn n 1;Ln 1i : : : h n n 1;Ln n 1i
3
7
7
7
5
: (27)
The Gram matrix K†LK is positive semi-definite since L
is positive semi-definite. Furthermore if L is positive def-
inite and the n i’s are linearly independent then K
†LK is
also positive definite. In most practical situations, L is the
identity operator and K is specified by a finite subset of
a complete set of orthonormal n i’s over the interval W u. In
this case it is easily seen that the Gram matrix K†K is the
identity matrix I. The main reason for considering filter
realization by orthonormal sets is that it is possible to gen-
erate and combine certain set of vectors using simple finite
filter structures. The most notable examples are Laguerre
and Legendre functions.
There are two main techniques for building filters. The
parallel structure is the simplest and most direct method
(Fig. 10). The transfer function for each block is denoted
by Q i(s); i = 0; 1; : : : ; n 1 and the transfer function of the
filter is immediately given by
U(s) =
n 1
å
i=0
ai Q i(s) :
In this case, n i = q i, where q i is the inverse Laplace trans-
form of Q i. The parallel structure is widely used for many
filters employing orthonormal functions.
The second method is the transversal structure (Fig. 11).
The transfer function for each block is denoted by
Fig. 10. Parallel filter structure.
Q i(s); i = 0; 1; : : : ; n 1. Let Vi denote the Laplace trans-
form of n i. Then
Vi(s) =
i
Õ
j=0
Q i(s)
and the transfer function of the transversal filter is given by
U(s) =
n 1
å
i=0
ai
i
Õ
j=0
Q i(s) :
The best known examples of filters employing the transver-
sal structure are Legendre or Laguerre filters or when the
Q i’s are pure delay elements.
Fig. 11. Transversal filter structure.
These finite-structured filters restrict the space of filter im-
pulse responses to a finite dimensional subspace of L2. That
is, the optimization is carried out on this subspace rather
than on the whole of L2. The subspace spanned by fn ig
n 1
i=0
(denoted as

fn ig
n 1
i=0

) is closed and convex, hence, the fea-
sible region F \

fn ig
n 1
i=0

is also closed and convex. Strict
convexity of the cost functional ensures a unique optimum
solution if an interior point exists. For a norm cost, it fol-
lows from Theorem 3: that the sub-optimum CCR filters
for the finite filter structures converge to the optimum CCR
filter as the filter structure grows. For a general convex
cost, the sub-optimum costs converge to the optimum cost.
3.8.2. Hybrid filters
So far we have considered filters with impulse responses
in l2. Now we narrow down the discrete-time filters to
practical filters that have a finite structure.
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Let fn ig
¥
i=0 be a total sequence in l2, and let the impulse
response of finite filter structures be described by
u = Ka =
n 1
å
k=0
ak n k ;
where K : Rn ! l2 is a bounded linear operator.
Such filters can be realized by FIR filter or discrete-time
Laguerre networks where, incidentally, the corresponding
n k’s are also orthonormal. The set of feasible filter coeffi-
cients is given by

a 2Rn : e    X sKa  e +
	
: (28)
Assuming that the noise samples are statistically indepen-
dent, the average output noise power can be expressed in
terms of a yielding the cost functional
f (Ka) = aT La ; (29)
where
L =
 
N0=t

Z
¥
  ¥
w(z )wT (z )d z ; (30)
w(t) =

w0(t); : : : ; wn 1(t)
T
; wk(t) =
¥
å
j=0
L (t  j t ) n k( j) :
(31)
If the noise samples are independent, the cost functional
aT La is a strictly convex function of a.
4. Numerical examples
In this section, we present three applications of EC fil-
ter design to illustrate the effectiveness of the techniques
presented in the previous sections. The reader is referred
to [9, 15] for many more examples.
4.1. EC with uncertain input
Consider the compression of a 13-bit Barker coded signal
shown in Fig. 12.
For this example, we use a 27-tap FIR filter and a Bessel
post-filter of 3th order with cut-off frequency w c = 2 p =b .
To obtain the approximate solution, we have constrained
the output at every ti = ib =8. Figures 13 and 14 show,
respectively, the filter’s responses to the nominal input and
signals which were randomly perturbed about the nominal
input but still fit inside the input mask. Observe that these
responses stay within the boundary of the output envelope.
The noise gain of the ECUI filter is 0.027.
Fig. 12. 13-bit Barker code with input uncertainty.
Fig. 13. Response of filter to nominal Barker coded input.
Fig. 14. Response of filter to perturbed Barker code.
4.2. Filter implementation uncertainty
The FALC54 is a Siemens IC for communications used
in framing and line interface for PCM30 and PCM24. It
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provides a very flexible way to create a custom waveform.
Each pulse is partitioned into four subpulses of equal sup-
port as shown in Fig. 15. Hence, a pulse u generated from
a FALC54 can be modeled as
u(t) =
n 1
å
k=0
xk P (t  kT=n) ;
where n = 4; P denotes a rectangular pulse with sup-
port [0;T=n] and xk denotes the level of the kth subpulse.
The shape of the transmit pulse is thus characterized by
the vector of parameters x =

x0; x1; : : : ; xn 1
T . We are
concerned with the problem of determining the levels of
the transmit pulse to satisfy constraints which have arisen
from the need to conform to standards such as ANSI,
CCITT [3, 22].
Fig. 15. Partition of pulse support.
Consider the transmission of the T1 pulse over an RG59B/U
coaxial cable channel with an attenuation that follows an
approximate
p f law. For a coaxial cable of length l, its
frequency response can be modeled as H( j w ) = e Al
p j w .
Our design is for a length of a coaxial cable which has
an attenuation of 4.5 dB at the DS1 rate f0 = 772 kHz,
(i.e. w 0 = 4:8506  106 rad/s) and T = 648  10 9 s. We
consider implementation errors on the transmit pulse shape
that are bounded by w = 0:052[1; : : : ; 1]T , i.e. d = 0:052.
Figure 16 shows the received signal at the end of the cable
for a optimal transmit pulse design that does not take into
account implementation errors bounded by d = 0:052. Note
that for some implementation errors the received pulses
violate the prescribed mask.
Figure 17 shows the received signal at the end of the cable
for an optimal transmit pulse design that takes into account
implementation errors bounded by d = 0:052 and uses the
optimization problem formulated in Section 4.2. Note that
the received pulses never violate the prescribed mask for
any implementation error that satisfy the assumed bound.
The robustness against implementation errors has been ob-
tained at a very low cost of a 9% increase in the transmit
pulse energy.
Fig. 16. Received pulse without implementation uncertainty con-
straints.
Fig. 17. Received pulse with implementation uncertainty con-
straints.
4.3. Constraint robustness with Laguerre filter
Let us again consider the design of an equalization filter
for a digital transmission channel consisting of a coaxial
cable on which data is transmitted according to the DX3
standard [2]. The design objective is to find an equalizer
which takes the impulse response of a coaxial cable with
a loss of 30 dB at the Baud frequency and produces an
output which lies within the DSX3 pulse template. For
computational purpose, we consider the time domain con-
straints at a finite number of discrete points rather than the
entire continuum.
In our numerical studies, we use 1024 points over an in-
terval of [0; 32 b ]. Using the Laguerre filter with 14 coef-
ficients and p = 12, we first solve the optimal EC filtering
problem without robustness considerations. The optimal
noise gain is
ku0k2 = ka0k2 = 54:2008 :
The output mask, input signal and the output are shown in
Fig. 18.
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Fig. 18. Laguerre filter – EC approach.
Fig. 19. Laguerre filter – EC approach with robustness con-
straints.
To achieve maximum constraint robustness margin, we
solve the robust EC filtering problem with d = 1:5 and
b (t) =
8
<
:
3 e (t); j e (t) 0:05
0:035; j e (t) 0:03
e (t); elsewhere
:
The corresponding signals are shown in Fig. 19. From an
examination of Fig. 19, we see that the output is very close
to the center of the output mask. This increased margin has
been achieved by allowing an increase of 50% in the noise
gain of the robust EC filter relative to the nosie gain of the
non-robust EC filter ( d = 1:5).
5. Conclusion
The paper has reviewed key ideas in envelope constrained
filter design. We have shown that the design problem is
motivated by practical engineering requirements. A num-
ber of filter design examples have been described. These
examples include filters for communications systems and
pulse compression applicable to sonar and radar ranging
systems. The effectiveness of the robust EC filter design
approach presented in the paper is evident in these exam-
ples.
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Paper Source enhanced
linear prediction of speech
incorporating simultaneously
masked spectral weighting
Jason Lukasiak and Ian S. Burnett
Abstract — Linear prediction is the cornerstone of most
modern speech compression algorithms. This paper proposes
modifying the calculation of the linear predictor coefficients
to incorporate a weighting function based on the simultaneous
masking property of the ear. The resultant prediction filter
better models the perceptual characteristics of the source and
results in the removal of more perceptually important infor-
mation from the input speech signal than a standard LP fil-
ter. When employed in a low rate speech codec the net effect
is an improvement in subjective quality, with no increase in
transmission rate and only a modest increase in computational
complexity.
Keywords — linear prediction, psychoacoustics, masking, LPC.
1. Introduction
Linear prediction (LP) forms an integral part of almost all
modern day speech coding or speech compression algo-
rithms. The primary reason for this popularity is that lin-
ear prediction provides a relatively simple and well founded
technique for removing the redundancy from a speech sig-
nal, thus aiding in compression or bit rate reduction. Linear
prediction determines and removes redundancy by remov-
ing the short term correlations of the input signal.
Whilst linear prediction is widely used in speech coding it
was not originally developed specifically for speech coding
but rather for the more general field of signal processing.
The result of this is that the linear predictor used for speech
coding does not exploit many of the well known perceptual
properties of human hearing. These perceptual properties
include the nonlinear frequency response of the ear and si-
multaneous masking, amongst others and are well defined
in texts such as [1]. Previous authors [2 4] have incorpo-
rated some perceptual properties into the calculation of the
linear predictive filter. These authors have reported good
results, primarily by warping the frequency axis to simulate
the nonlinear frequency response of the ear prior to calcu-
lating the filter parameters. Hermansky [4] also included
equal loudness perception and the intensity-loudness power
law into the calculation of the filter. Whilst these authors
reported good results none of them attempted to incorporate
simultaneous masking into the filter calculation.
Simultaneous masking occurs in the frequency domain
when a high amplitude sound causes adjacent lower am-
plitude sounds to become inaudible. This property has
been widely used in many audio coding techniques, such
as MPEG4 [5], as a tool to determine the optimal quanti-
zation step size required to code the input and thus allows
perceptually transparent compression of the audio signal.
However, the use of simultaneous masking in speech cod-
ing algorithms has been very limited due to the increased
computational demand required to perform quantization of
the signal in the frequency domain.
This paper proposes a method for modifying the calcula-
tion of the linear prediction coefficients (LPC) to better
model the characteristics of the source. This is achieved
by incorporating a weighting function based on the simul-
taneous masking property of the ear into the calculation of
the LPC. This approach fits the linear predictive spectrum
only to the unmasked samples of the input spectrum. The
motivation for this technique is to ensure no complexity
is wasted modeling the masked regions, thus allowing the
unmasked regions to be better represented. This allows the
filter to remove more perceptually important information
from the signal than the standard technique, with the resul-
tant residual signal consisting of less perceptually important
information. This characteristic allows the subjective qual-
ity of the synthesized speech to be improved for a given
residual quantization scheme. This paper presents results
confirming this characteristic using objective measures and
subjective listening tests.
The paper is organized as follows. In Section 2 an overview
of linear prediction and human auditory perception is de-
tailed. The new linear prediction method is given in detail
in Section 3. Objective and subjective results are provided
in Section 4. Finally, the major points are summarized in
Section 5.
2. Background
2.1. Linear prediction analysis
The use of a linear predictor in speech coding relies upon
the fact that speech can be modeled as the output of a time
varying linear system [6]. The development of this model is
linked to the use of lossless acoustic tubes to represent the
speech production process and is detailed in [6]. Figure 1
represents a simplified representation of this model.
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Fig. 1. Source-system model of speech production.
The transfer function representing the linear system in
Fig. 1 can be described using an all pole (autoregressive
(AR)) system as:
H(z) =
S(z)
E(z)
=
G
1 
p
å
k=1
akz
 k
; (1)
where p is the order of the filter, G is the gain of the system
and the ak are the predictor coefficients.
The popularity of the AR model stems from the fact that
if a sufficient order is used the filter can accurately model
the speech production system and also the filter parameters
can be calculated in a straightforward and efficient man-
ner [6].
To allow linear prediction the input waveform must be a sta-
tionary random process. However, as speech is a nonsta-
tionary random process some modification is required. It
has been determined that a speech signal is stationary over
a period of approximately 20 30 ms [7]. Thus to utilize
linear prediction in speech coding it is necessary to di-
vide the input speech into frames of approximately 20 ms
length and update the linear prediction coefficients for each
of these frames. A number of methods to solve for the
predictor coefficients to achieve a minimum mean square
error for a given frame have been developed [6]. The most
popular of these is the autocorrelation method and this is
the method used in this paper.
The mean square error (MSE) solution for the stan-
dard LPC’s (ak) can be reduced using the autocorrelation
method [8], to:
R(l) =
p
å
k=1
akR(l  k) ; l = 1 : : : p (2)
where R() is the autocorrelation function of the input
speech frame. The recursive Levinson-Durbin [9] algo-
rithm is then used to solve for the filter coefficients ak.
2.2. Overview of human auditory perception
The human auditory system is a highly complex sys-
tem. Sounds presented to the ear are not all perceived
equally but are governed by a number of nonlinear oper-
ations. Humans can hear sounds in the range of approxi-
mately 50 Hz   16 kHz [1], however, these frequencies are
not all perceived with equal sensitivity. This phenomenon
leads to a set of curves called equal loudness curves [1]
which indicate the perceived loudness of a fixed amplitude
tone, as the frequency of the tone is varied. Directly re-
lated to the equal loudness curves is the threshold of hearing
curve. This curve represents the minimum amplitude that
is audible for a given frequency.
The frequency scale of the human ear also acts as a set of
overlapping bandpass filters. These filters are called criti-
cal band filters and the pass band of each individual band
pass filters is termed a critical band. The nature of each
critical band is that all frequencies within a band are per-
ceived equally by the ear [1]. The critical bands are not
of equal width but increase in bandwidth as their center
frequency increases. This results in better frequency reso-
lution at lower frequencies. Scharf [10] proposed that the
critical bands could be adequately represented by a set of
non overlapped rectangular filters. This greatly reduces the
complexity of critical band analysis.
Masking occurs when a loud sound causes other softer
sounds to become inaudible. Two types of masking can oc-
cur, namely simultaneous and temporal masking. Simul-
taneous masking occurs when a low intensity but audi-
ble sound is made inaudible by a higher intensity adja-
cent sound occurring at a simultaneous moment in time.
Temporal masking occurs when a loud tone causes softer
tones occurring before and after the tone to become inaudi-
ble [1].
The masking and equal loudness phenomena have been
researched extensively and have led to the development
of psychoacoustic models that allow the auditory system
to be accurately modeled. Detailed descriptions of these
models can be found in many well recognized texts such
as [1].
Incorporating the perceptual characteristics of the auditory
system into audio and speech coding allows coders to op-
erate more efficiently at reduced bit rates by distributing
the available bits according to the perceptual nature of the
signal. This allows the coder to reproduce a perceptually
unaltered signal at a greatly reduced bit rate when compared
with coders that ignore the perceptual characteristics. An
example of this principle is the MPEG4 [5] audio coding
standard. Perceptual modeling provides the crux of this
coder and allows the coder to produce high quality audio
signals at a relatively low bit rate.
3. Linear prediction incorporating
simultaneously masked spectral
weighting (SMWLPC)
3.1. Motivation
The motivation for this technique was to allow a simple
and computationally efficient means of better exploiting the
perceptual characteristics of human hearing in low rate LP
based speech codecs. Traditionally, perceptual distortion
is only exploited in low rate LP speech coding by using
a noise shaping weighting filter [11] when coding the resid-
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ual signal. This filter is used to weight the error signal
when searching for the optimal excitation signal to repre-
sent the LP residual. This weighting filter de-emphasises
the frequency regions corresponding to the formants of the
input speech. This de-emphasis exploits the masking char-
acteristic of the ear in that larger errors are impercepti-
ble in louder sections of the input speech than in quieter
sections. Whilst the use of this weighting filter has pro-
duced good results [12] and been widely accepted, it uses
only a basic model of the perceptual characteristics of the
ear. Authors such as Sen [13] and Burnett [14] have re-
ported improved performance by employing more sophisti-
cated perceptual models when searching for the excitation
signal that minimizes the perceptually weighted MSE to the
LP residual. The improved results reported by [13] and [14]
have been at the expense of a large increase in computa-
tional complexity. This increase in complexity is due to the
fact that each perspective excitation signal tested must be
transformed to the frequency domain and the error signal
then multiplied with the respective perceptual model.
SMWLPC attempts to exploit more sophisticated percep-
tual models than the filter proposed in [11]. Incorporat-
ing these models into the LP filter allows SMWLPC to
remove more perceptually important information from the
input signal than standard LPC thus resulting in a residual
signal that contains less perceptually important information.
By exploiting the perceptual models upfront in the LP fil-
ter, computational complexity is dramatically reduced when
compared to methods where the complex perceptual mod-
els are used when quantizing the LP residual [13]. This
reduction is due to the fact that only a single transform
and weighting multiplication per frame of input speech is
required. Also by incorporating the complex perceptual
models into the LPC, SMWLPC can be easily adapted to
any existing LP based speech coding algorithm by simply
replacing the standard LP filter.
The method selected limits the increase in computational
complexity over standard LP filtering by maintaining the
use of traditional recursive solutions in calculation of the
LPC’s. This also maintains a stable autoregressive structure
that can be directly employed in any LP based speech codec.
Standard linear prediction minimizes the error equally
across the entire frequency spectrum of the input speech.
This approach fails to exploit many of the well known per-
ceptual properties of hearing. The SMWLPC technique
employs a method of incorporating simultaneous masking
into the calculation of the linear prediction coefficients.
This allows the error to be minimized only in the sections
of the input spectrum that are unmasked. This is achieved
by first determining which frequencies in the input signal
are simultaneously masked and then ignoring them in the
calculation of the LPC.
3.2. Method
A block diagram of the SMWLPC method is shown in
Fig. 2. Initially the power spectrum (frequency domain)
of the input speech is calculated via a fast Fourier trans-
form (FFT). A masking threshold function is then calcu-
lated for each discrete frequency. The calculation of this
function is detailed in Section 3.3. The masked input fre-
quencies are then determined. This is achieved by compar-
ing the power spectrum of each discrete frequency to the
masking threshold for that frequency. If the power spec-
trum is less than the masking threshold or the threshold
of hearing, the frequency is deemed masked. A modified
power spectrum is then produced by taking those frequen-
cies deemed masked and zeroing their value. This method
is equivalent to generating a spectral weighting function
whose values are unity for unmasked frequencies and zero
for masked frequencies or frequencies whose power is be-
low the threshold of hearing and then multiplying the input
spectrum by this weighting function. The result is a power
spectrum that contains only unmasked information. Recog-
nizing that the autocorrelation of a discrete stochastic sig-
nal is the inverse discrete Fourier transform (IDFT) of the
power spectrum, the perceptually altered power spectrum
is transformed to the autocorrelation function of the un-
masked speech. A perceptually altered linear predictor can
then be easily calculated using the well known Levinson-
Durbin recursion [9].
3.3. The masking threshold function
The psychoacoustic model used to calculate the masking
threshold function is based on that proposed in [15] with
the parameters modified to optimize the performance of
the SMWLPC. A block diagram of the method is shown
in Fig. 3.
The input power spectrum is segmented into N non over-
lapped critical bands. Where N represents the number of
critical bands that exist within the bandwidth of the input
signal. For narrowband speech the input bandwidth is ap-
proximately 4 kHz and the number of critical bands is 18.
The critical bands are described in Section 2.2 and are
given in detail in [10]. The power spectrum lines within
each critical band are summed together, this gives an en-
ergy estimate for each critical band. The combination of
the N energy estimates is called the band energy waveform
as referred to in Fig. 3.
To simulate the masking effect between critical bands, the
band energy waveform is provided as the input to an inter-
band masking calculator. The inter-band masking calcula-
tor convolves the band energy waveform with a spreading
function (shown in Fig. 4) to produce a spread band en-
ergy waveform. The spreading function shown in Fig. 4
is identical to that given in [1] and has been derived from
exhaustive psychoacoustic testing.
The spread band energy waveform is then used to determine
an initial masking threshold function (IMTF) according to
the following formula:
IMT F(i) = Energy(i) O(i) ; (3)
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Fig. 2. Functional block diagram of SMWLPC.
Fig. 3. Block diagram of the masking threshold calculation.
Fig. 4. Inter-band spreading function.
where Energy(i) represents the total energy of the ith band
of the spread band energy waveform measured in decibels;
O(i) is given by:
O(i) = 50 ; a < 0:2
O(i) = a (b + i)+(1  a )g ; a  0:2 (3.1)
where:
a = min

SFM
SFMmax
;1

; (3.2)
SFM = 10 log Gm
Am
; (3.3)
SFMmax is an empirically determined value; Gm is the ge-
ometric mean of the power spectrum; Am is the arithmetic
mean of the power spectrum; b and g are empirically de-
termined constant values that represent the tone masking
noise and noise masking tone thresholds respectively.
The value of SFMmax suggested in [15] was  60 dB how-
ever, upon testing with a pure sine wave at 1 kHz the re-
quired SFMmax to give an alpha value of 1 was determined
to be  40 dB. In Eq. (3.1) b and g are set to 14.5 and 7
respectively; a is a measure of the flatness of the power
spectrum, a value of 1 indicates a purely tonal signal and 0
represents pure noise. Equation (3.1) utilizes a to ensure
that the correct mix of noise and tone thresholds is se-
lected. The value for O(i) in Eq. (3.1) differs greatly from
that suggest in [15] where the definition is given as:
O(i) = a ( b + i)+(1  a )g for all a : (4)
Setting Eq. (3.1) to a very large constant value for a very
noise like signal (a < 0:2) ensures that for this type of input
the IMTF is made small and designates virtually the entire
spectrum unmasked. This overcomes the situation where
Eq. (4) designates virtually the entire spectrum masked
for such a signal thus leaving too few samples to success-
fully generate the filter coefficients. This characteristic was
reported to cause distortions in the reconstructed speech
in [16] and the modification overcomes this problem. Also
in Eq. (4) g = 5:5, contrasting with the increased g = 7 in
Eq. (3.1). This modification enhances the performance of
18
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SMWLPC and was determined empirically through infor-
mal listening tests.
Fig. 5. Example of the masking threshold function.
The IMTF is then adjusted by the threshold normalizer to
account for misestimation of the Energy(i) values resulting
from the shape of the spreading function. This results in
a masking threshold function an example of which (with
the corresponding power spectrum) is shown in Fig. 5.
3.4. Mathematical analysis of SMWLPC
SMWLPC is now analyzed mathematically to explore and
contrast the differences between this approach and stan-
dard LPC.
The MSE solution for the standard linear predictive coef-
ficients using the autocorrelation method was given in (2).
As the input frame of speech is assumed to be a stationary
random process the autocorrelation values (R(n)) can be
computed via an inverse discrete Fourier transform of the
power spectral density P(k) [17]:
R(n) =
1
N
N 1
å
k=0
P(k)e j wk n=N n = 0 : : : N 1: (5)
If the calculation of R(n) in (5) is modified to only operate
on the perceptually important (unmasked) values of k then
the autocorrelation becomes:
R(n) =
1
L å
unmasked l
P(l)e j w ln=N n = 0 : : : N 1; (6)
where L represents the number of unmasked frequency
bands of N.
Substituting the autocorrelation sequence (6) into (2) gives:
1
L å
unmasked l
P(l)e j w ln=N =
=
p
å
k=1
ak
 
1
L å
unmasked l
P(l)e j wl(n k)=N
!
; n = 1 : : : p: (7)
It is clear that the above equations solve the mean square
solution for ap using only the unmasked values of k. Also
as 1L is a common factor it can be removed from the equa-
tions. This results in each summation term being equal to
only the sum of the unmasked values of P(K) multiplied by
the respective harmonic component, which is identical in
value to the sum over all k with the masked values of P(K)
set to zero.
The above analysis demonstrates that SMWLPC fits only to
unmasked regions and simply ignores the masked regions
in its calculation of the LP coefficients. The fact that only
the unmasked regions are modeled allows SMWLPC to
achieve a better fit to these regions as complexity is not
wasted attempting to model masked regions.
An alternate approach to examining the effect of the
SMWLPC is to view the predictor error in the frequency
domain. This can be expressed as [6]:
E =
G2
2 p
p
Z
 p
jS(e jw)j2
jH(e jw)j2
dw : (8)
Equation (8) shows that minimizing E is equivalent to min-
imizing the ratio of the input energy spectrum (S(e jw)) to
the squared magnitude of the frequency response (H(e jw))
of the model. It can be seen that zeroing the power spec-
trum (numerator of equation) at any particular frequency,
causes the difference between the model and the spectrum
at that frequency to contribute nothing to the integral of
the ratio over the entire spectrum. The result is that the
zeroed (masked) regions have no effect in calculating the
linear predictive coefficients.
3.5. Computational complexity
The computational complexity of SMWLPC is increased
when compared to the standard LPC. However, this includes
calculation of the psychoacoustic model parameters which
remain available for other coding tasks such as quantization.
In standard LPC, calculation of the autocorrelation requires
(p+1)Nw operations [6], where p is filter order and Nw is
the window size. The SMWLPC uses an FFT and requires
Nf log2 Nf multiplications plus Nf =2 comparisons to cal-
culate the autocorrelation function, where Nf is the FFT
length used. The SMWLPC also requires approximately
2Nf + 700 operations in calculation of the psychoacoustic
parameters. Both methods require approximately p2 op-
erations to solve the matrix equations. The configuration
in this paper used Nw = 240, p = 10 and Nf = 512. The
complexities in this case are SMWLPC = 5892 operations
and standard LPC = 2740 operations. The computational
demand of SMWLPC can be made approximately equal to
that of the standard LPC by using an FFT of length 256.
This size transform has little effect on the performance of
SMWLPC for 4 kHz band limited speech.
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3.6. Data windowing requirements
The psychoacoustic model given in [15] was based on audio
signals sampled at 32 kHz or greater. Due to this sampling
rate and also the ability to accept large delays in audio
coding as they seldom operate in real time, the transform
length is set to 2048. Using this length window produces
frequency bins that are separated by less than 16 Hz and as
the lowest frequency in the audio range is > 50 Hz, spectral
leakage between frequency bins [17] has little effect even
if a rectangular window were used. To adapt this model
for use in narrowband speech coding with a sampling rate
of only 8 kHz and a constraint on the maximum delay due
to the need to operate in real time, the number of samples
in the window is greatly reduced. This short transform
length causes the frequency separation between adjacent
frequency bins to become almost equal to the lowest pitch
value for voiced speech of approximately 50 Hz. This char-
acteristic causes spectral leakage across the frequency bins
to have a large effect for low pitch speech. The leakage can
act as an initial spreading function for low pitched speech
and thus causes the masking threshold generated for this
speech to become distorted. The authors have found that
if a Hamming window of length 240 samples is used the
effects of leakage are minimized and results have shown
the masking threshold to be consistent across a range of
pitch values. This window length is towards the upper lim-
its used in speech coding but is common in low rate speech
coders such as the FS1016 [18] 4.8 kbps CELP coder. If
a shorter window length is used the spectral leakage can
cause the masking thresholds to become inconsistent across
the range of possible pitch values.
4. Experimental results
4.1. Objective results
4.1.1. LPC spectral estimate
The spectra of the linear predictive filter provides a good es-
timate of the spectra of the input speech. This relationship
is clearly evident when examining Eq. (8) which shows that
the predictor coefficients are calculated by minimising the
ratio of squared error between the speech and filter spec-
tra. This property of linear predictive filtering is widely
exploited in harmonic coders to provide a bit rate effective
means of transmitting the spectral envelope.
To examine the effect of SMWLPC on the accuracy of the
spectral estimate, 10th order LPC and SMWLPC analy-
ses were performed for a number of voiced and unvoiced
speech segments. The spectra produced by both meth-
ods were then compared to the actual speech spectrum.
A typical example of the spectrum produced is shown in
Fig. 6. The masked frequencies are indicated by shading.
It is clearly evident in Fig. 6 that the SMWLPC spectra is
a more accurate representation of the input speech spectra
in unmasked formant regions. As can be seen at around
800 Hz in Fig. 6 the increased accuracy often results in the
Fig. 6. Comparison of SMWLPC and standard LPC spectral
estimates.
SMWLPC modeling 2 distinct formant peaks of the input
spectrum whilst the standard LPC produces only a single
peak between the two peaks of the input spectrum. This
better modeling of the perceptually important formant re-
gions allows SMWLPC to remove more of this perceptually
important information from the input speech that a standard
LP filter.
To obtain an objective measure for the amount of ex-
tra perceptually important information that is removed by
SMWLPC the average weighted unmasked residual energy
(WURE) was calculated using:
WURE =
1
L å
unmasked l
w(l)Pr(l) ; (9)
where Pr() is the PSD of the residual signal, w() is
a weighting function equal to a 40th order LP spectrum
of the input speech normalized to have unity maximum
and L is the total number of unmasked spectral lines. The
use of the weighting function w() in Eq. (9) places greater
emphasis on the perceptually important formant regions of
the input spectrum.
10th order LP analysis using both SMWLPC and standard
LPC was performed on 10 input sentences (5 male/5 fe-
male). Frames of length 200 samples were used in the anal-
ysis with a linear predictive Hamming window of 240 sam-
ples having an overlap of 20 samples between frames. The
WURE of each frame with an a (from Eq. (3.2)) greater
than 0.2 was calculated via Eq. (9) and the values averaged
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across the entire sentence. An a greater than 0.2 was used
as these are the frames for which SMWLPC differs from
standard LPC as explained in Section 3.3. The results of
the analysis are shown in Table 1.
Table 1
Percentage greater WURE removed by SMWLPC
Sentence Speaker SMWLPC %
number gender improvement
1 Male 4.7
2 Male 17.52
3 Male 3.95
4 Male 3.55
5 Male 10.5
6 Female 2.87
7 Female 3.84
8 Female 5.82
9 Female 2.51
10 Female 3.13
The results in Table 1 show the average percentage reduc-
tion in WURE for SMWLPC compared to standard LP for
each input sentence. The results demonstrate that more per-
ceptually important information was removed by SMWLPC
for each of the input files. The average improvement for
all sentences was 5.84%, this represents a significant im-
provement and indicates that SMWLPC removes signifi-
cantly more perceptually important information from the
input signal than standard LPC.
A typical example of the difference between the weighted
residual power spectrums for a standard LP filter and the
SMWLPC filter over a typical speech segment is shown
in Fig. 7. A positive value indicates that the SMWLPC
residual has greater power and a negative signal indicates
Fig. 7. Difference in weighted residual energy.
that the standard LPC residual is of higher power. The
masked frequencies are shaded. Figure 7 shows that in
ranges of frequency that are largely free of masking or
exhibit regular spaced masking (strongly voiced) such as
between 0 Hz and 1500 Hz, the SMWLPC residual has
lower power than the standard LPC residual. Also in re-
gions that are heavily masked such as between 2700 Hz
and 3500 Hz the SMWLPC residual has greater magnitude
than the standard LPC residual. These results reinforce the
claims that the SMWLPC removes more of the perceptu-
ally important unmasked information from the signal than
a standard LPC.
4.1.2. Quantization properties
The direct form LP coefficients shown in the calculations of
Section 2.1 are susceptible to quantization noise [6]. Due
to this characteristic they are rarely used in speech cod-
ing [19]. The most popular representation of the LP coef-
ficients are line spectral frequencies (LSF). The LSF’s are
calculated from the direct form coefficients and their char-
acteristics make them suitable for quantization. These char-
acteristics include monotonically increasing order, strong
intra and inter frame correlation and clustering together at
formant frequencies [7].
To examine the effect that SMWLPC has on the correlation
properties of the LSF’s, the inter and intra frame correla-
tion for both standard and SMWLPC LSF parameters were
compared. This comparison showed no significant differ-
ences in the correlation values between the two methods.
To verify this finding in a practical situation a vector linear
predictor as proposed in [20] was calculated for both the
standard LPC and SMWLPC LSFs respectively. The pre-
dictor produced is a square matrix that uses the LSF vector
from the previous frame to estimate the LSF vector for
the current frame by exploiting both intra and inter frame
correlation. The spectral distortion between the predicted
vector and the actual vector was calculated for each frame
of a test sequence of 1000 frames and was then averaged
across all frames. The spectral distortion was calculated
via Eq. (10) and the results are shown in Table 2.
sd =
v
u
u
t
1
N
2
N
2  1
å
k=0

10 log jS(k)j
2
jH(k)j2
2
; (10)
where N is the FFT length, S(k) is the actual LPC spectrum
and H(k) is the predicted LPC spectrum.
Table 2
Average spectral distortion for the predicted LSF vector
Average spectral distortion [dB]
SMWLPC 2.38
STD LPC 2.31
The results shown in Table 2 indicate that the spectral dis-
tortion was virtually identical for both LP methods. The
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difference of 0.07 dB is statistically insignificant as the
resultant error would then be vector quantized and a fi-
nal spectral distortion of less than 1 dB is known to pro-
duce transparent results for speech coding [21]. Achiev-
ing a virtually identical spectral distortion indicates that in
practical situations SMWLPC maintains the high inter and
intra frame correlation values of standard LPC LSF’s and
thus are suitable for high compression quantization schemes
such as vector linear prediction.
4.2. Subjective listening tests
To test the performance of the SMWLPC in existing speech
codecs, a version of the 4.8 kbps FS 1016 CELP coder [18]
and a WI [22] coder operating at 2 kbps [16] were modified
to use the SMWLPC in place of the standard LPC. The mo-
tivation for selecting the CELP and WI coders was to test
the performance of SMWLPC in structures that code the
LP residual signal in a closed loop and open loop method
respectively. As the WI coder uses vector quantization of
the LSF parameters the coder was set to operate with non
quantized LSF’s. This removed the need to retrain the LSF
codebook for the SMWLPC and also ensured an unbiased
evaluation of SMWLPC’s effect on the perceptual content
of the residual signal, with no effect from quantization er-
rors of the LPC parameters. This modification was not
necessary for the CELP coder as it uses scalar quantization
of the LPC parameters which were found to match both the
standard LPC and SMWLPC. All other parameters includ-
ing codebooks were left unaltered.
Each of the coders was used to generate synthesized speech
for 10 input speech sentences (5 male, 5 female) from
the TIMIT database using both the standard LPC and
SMWLPC. Subjective forced A/B comparison testing com-
prising 20 untrained listeners was conducted. To avoid sta-
tistical bias in the results, each sentence pair was played
twice in each test with the order of the sentences being
reversed. Thus the total test comprized the comparison of
some 800 sentence pairs. The results are shown in Tables 3
and 4.
Table 3
A/B comparison results for the FS1016 CELP coder
Speaker gender SMWLPC [%] STD LPC [%]
Female 59.5 40.5
Male 53.5 46.5
Total 56.5 43.5
An alternative view of the results is to look at the major-
ity listener preference for the particular sentences. These
results are shown in Table 5.
The results clearly indicate a preference for the SMWLPC
coded speech in all instances and for both coders. This
clear preference is despite the fact that the coding struc-
tures for both coders were left unaltered. Modifying the
Table 4
A/B comparison results for the WI coder
Speaker gender SMWLPC [%] STD LPC [%]
Female 54.5 45.5
Male 57.5 42.5
Total 56 44
Table 5
Majority preferred sentences
SMWLPC STD LPC No preference
[%] [%] [%]
CELP 70 30 0
WI 60 20 20
Total 65 25 10
quantization procedures for the residual signal to suit the
SMWLPC characteristics by, for example, retraining code-
books and introducing search weighting functions that suit
the SMWLPC characteristics such as that proposed in [13]
could be expected to show further substantial improvements
in the performance of the coders when using SMWLPC.
It is interesting to note that for the CELP coder the prefer-
ence for female speakers using SMWLPC was higher than
for males and for the WI coder this was reversed. It is
a well known property that CELP coders sound better for
male speakers due to the retention of phase (temporal) in-
formation but poor modeling of the harmonic structure in
the coding process [23]. Conversely harmonic type speech
coders such as WI coders are better suited to female speak-
ers due to the retention of the harmonic structure but loss
of the phase information [23]. It appears that by remov-
ing more of the perceptually important information from
the input speech before the residual is coded, SMWLPC is
able to overcome some of the short comings of a particular
low rate coding algorithm.
The results presented have extended and support those re-
ported in [16] and [24] where a significant preference for
SMWLPC coded sentences was reported. In [16] mean
opinion score (MOS) testing was conducted using a 2 kbps
WI coder and the results showed an improvement in MOS
score from 3.31 to 3.45 when the standard LPC was re-
placed by SMWLPC.
5. Conclusion
A new technique which modifies the calculation of the LPC
to better model the source for low rate speech coding has
been developed. The technique involves the use of a psy-
choacoustic model to determine the simultaneously masked
frequencies and also the frequencies whose power falls be-
low the threshold of hearing. This information is then used
to weight the power spectrum of the input speech, produc-
ing a modified power spectrum that contains only unmasked
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information. A modified autocorrelation function is then
generated via a DFT operation and standard recursive al-
gorithms are used to solve for the LPC. Retaining the use
of the standard recursive algorithms limits any increase in
computational complexity and also ensures that a stable all
pole filter is produced.
Experimental results have shown that the technique better
models the spectrum in the unmasked formant regions and
thus removes more of the perceptually important informa-
tion from the input speech signal than a standard LP filter.
Subjective listening tests using both CELP and WI coders
has confirmed that this property improves the perceptual
quality of the synthesized speech for a given residual cod-
ing method.
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Abstract — This paper deals with a new method to design
polyphase spreading sequences for DS CDMA wireless appli-
cations. The method is based on weighting symbols of the or-
thogonal Walsh sequences by the complex factors being sym-
bols of baseband chirp sequences. The resulting sequences
possess good aperiodic correlation properties, while maintain-
ing the orthogonality. Because of the parametric design, the
sequences can be optimized to achieve desired characteristics.
Keywords — spread spectrum communications, polyphase
spreading sequences, multi-access interference, Walsh se-
quences, aperiodic correlation functions.
1. Introduction
Several families of complex spreading sequences have been
proposed in literature, with some of them, e.g. [1] allowing
for a good compromise between autocorrelation (AC) and
cross correlation (CC) properties or even achieving orthog-
onality in the case of perfect synchronization [2]. Because
for the downlink (base station to mobile transmission) the
conditions for synchronous operation can be met, orthog-
onality would allow for cancellation of multi-access inter-
ference (MAI) for the down-link, and for simpler receivers
in mobile terminals. This is not the case for an uplink
transmission, where synchronization at the base station of
arrival times of signals from different mobile terminals is
very difficult, if possible to achieve.
An MAI impact on the system performance has been stud-
ied in [3], and theoretical formulae for an equivalent signal-
to-noise ratio (SNR) approximation are given there. How-
ever, for short spreading sequences, these formulae can be
regarded as very rough estimates, only. A reasonable ap-
proach to compare different sequence sets in such a case
is to obtain error performance simulating the DS CDMA
system under the same assumptions as those used in [3] for
derivation of the SNR formulae.
In the paper, we propose a method to design sets of or-
thogonal polyphase sequences obtained by modification of
orthogonal Walsh sequence. It is achieved by weight-
ing symbols of the Walsh sequences by the complex fac-
tors obtained from the superposition of baseband chirp se-
quences [4]. Because of the parametric design, the Walsh-
chirp sequences can be optimized to achieve the desired
characteristics. In the numerical example, we show that
the designed sequences can possess good aperiodic cross
correlation and autocorrelation properties, enabling an in-
crease in the number of simultaneous users compare to the
number of users achievable, if Gold or Gold-like [5] se-
quences of the similar length are employed.
We also compare the performance of Walsh-chirp se-
quences with the sequences designed using the method de-
scribed in [2]. For the same sequence length of 16, there
are only 8 such sequences and up to 16 sequences using
our method. In addition, the simulated bit-error-rate (BER)
performance, once again indicate superiority of the Walsh-
chirp sequences compared to the sequences designed using
the method described in [2].
2. Poly-chirp sequences
For chirp modulation, an elementary phase pulse is given
by [6]:
qp(t) =
(
t2
2T 2  
t
2T ; 0 < t  T
0; otherwise
; (1)
where T is the duration of the pulse. Thus, a baseband
chirp pulse b(t) is of the form:
b(t) =
(
exp [ j 2 p hqp(t)] ; 0 < t  T
0; otherwise
: (2)
Discretizing the pulse b(t) by substituting n for t, and N
for T , we can write a formula defining a complex polyphase
chirp sequence

ˆbn(h)
	
=
 
ˆbn(h); n = 1; 2; : : : ; N

; (3)
where:
ˆbn(h) = exp [ j 2 p hbn] ; n = 1; 2; : : : ; N (4)
bn =
n2 nN
2N2 ; (5)
with h being an arbitrary nonzero real constant.
The latest result can be generalized to obtain poly-chirp
sequences. In order to do so, let us define a pulse referred
to as a chirp pulse of the order s, if and only if the first
time derivative of its instantaneous frequency (the angular
acceleration) is a step function with the number of time
intervals where it is constant being equal to s. Based on
the above definition, we can derive the formulae for the
elementary phase pulses for baseband chirps of any order.
Again, substituting n for t, and N for T , we can get then
formula defining a complex poly-chirp sequence of order s.
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For example, a double-chirp sequence fdng is given by [4]:
dn =
8
>
<
>
:
2n2
N2  
n
N ; 0 < n N
 
2n2
N2 +
3n
N  1;
N
2 < n N
0 ; otherwise
(6)
and the complex double chirp sequence elements ˆdn are
therefore given by:
ˆdn = exp [ j 2 p hdn] ; n = 1; 2; : : : ; N : (7)
Another class of sequences can be obtained if a superposi-
tion of chirp sequences of different orders is used to create
complex polyphase sequences.
3. Walsh-chirp sequences
Let us consider here the sequences, foˆ(i)n g , i = 1; 2; : : : ; M
having their elements oˆ(i)n given by:
oˆ(i)n = wn ˆh(i)n ; n = 1; 2; : : : ; N; (8)
where
wn = exp
 j 2 p (c1bn + c2dn)

; (9)
bn and dn are defined by Eqs. (5) and (6), respectively,
c1, c2 are two real constants, and ˆh(i)n are the elements of
orthogonal sequences fˆh(i)n g, i = 1; : : : ; M.
Because of Eq. (9), we have
wn w

n = 1; n = 1; : : : ; N ; (10)
where wn denotes the complex conjugate of wn. Hence,
it is easy to show that the sequences foˆ(i)n g are also or-
thogonal, as long as the factors wn are kept constant for
i = 1; 2; : : : ; M.
Therefore, choosing the sequences fˆh(i)n g as the sequences
obtained from the orthogonal Walsh functions, we can
produce a set of the orthogonal complex Walsh-chirp se-
quences. The cross- and autocorrelation performance of
the set depends not only on the Walsh functions chosen in
the first place, but also on the values of the parameters c1
and c2. In the next Section, we show that these parameters
can be optimized to achieve the desired characteristics.
4. Numerical example
In order to design a set of Walsh-chirp sequences of
length 16, let us consider a set of 13 Walsh sequences
given in Table 1. Then, we find the values of the coeffi-
cients c1 and c2 which minimize the mean square value of
the aperiodic CC (MSACC) [1] for the whole set.
For that purpose, we calculated the MSACC for 0 c1  30
and 0  c2  30, with the grid of 0.2. In the investigated
region, it reaches the minimum of 0.8532 for c1 = 15:8 and
c2 = 24:4. For those values of c1 and c2 the mean square
Table 1
Set of 13 Walsh sequences
No. Binary spreading sequence
1 - - - - + + + + - - - - + + + +
2 - - + + + + - - - - + + + + - -
3 + + - - - - + + - - + + + + - -
4 + + - - + + - - - - + + - - + +
5 - - + + - - + + - - + + - - + +
6 - + + - - + + - - + + - - + + -
7 + - - + + - - + - + + - - + + -
8 + - - + - + + - - + + - + - - +
9 - + + - + - - + - + + - + - - +
10 - + - + + - + - - + - + + - + -
11 + - + - - + - + - + - + + - + -
12 + - + - + - + - - + - + - + - +
13 - + - + - + - + - + - + - + - +
value of the aperiodic AC (MSAAC) [1] is equal to 1.5962.
The orthogonality of the designed sequence set is clearly
visible in Fig. 1, where we plotted two example aperiodic
CC functions (ACCFs).
To assess the usefulness of the designed sequence set,
we simulated operation of the DS CDMA system utiliz-
ing these sequences. We have assumed that data transmit-
ted in any of the active channels is random, grouped into
1000 packets of 524 bits. The system has been considered
as an asynchronous one, with only the examined channel
kept synchronized to the corresponding reference sequence
generated in the receiver, while the interfering m channels
have been randomly delayed with respect to the examined
channel.
Fig. 1. Magnitudes of the ACCFs between the sequences:
(1,10) – solid line, and (4,11) – dashed line.
Those random delays, t i, i = 1; : : : ; m, have been chosen as
integer multiplies of 0.5, and satisfying the condition:
0 t i < N : (11)
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Since in a real system phases of the generators used in all
of the transmitting terminals can be different, we multiplied
each of the interferers’ signals by a coefficient:
r i = exp( j f i); (12)
where f i is a constant chosen randomly from the inter-
val [0; 2 p ].
In order to simplify the simulations, we have kept those
randomly chosen coefficients, t i, f i, i = 1; : : : ; m, constant
throughout the transmission of a single packet in the exam-
ined channel, with drawing of them repeated before simu-
lation of every new transmission of a single packet.
For each of the simulated packet transmissions in the ex-
amined channel, the sequences used by the interferers has
been chosen randomly from the set of all possible spread-
ing sequences utilized in the system, disregarding the one
used by the channel under examination.
Apart from the presence of MAI, we have assumed the pres-
ence of white Gaussian noise in the channel. We performed
the simulations for Eb =N0 = 20 dB, and Eb=N0 = 8 dB,
where N0 is single sided power spectral density of white
nose, and Eb is energy per information bit. To avoid being
drawn into considering the problems associated with the
“near-far-effect”, we have assumed powers of all signals
arriving at the receiver kept at the same level.
The achieved BER is plotted in Fig. 2 versus the number
of interfering channels. For the comparison, we present
there also BER characteristic obtained in the case when
the designed sequence set is replaced by the set of 15-chip
Gold-like sequences [5].
From the results presented in Fig. 2, it is clearly visi-
ble that the system utilizing Walsh-chirp sequences signif-
icantly outperforms the one utilizing Gold-like sequences,
allowing for considerably more simultaneous users in the
system at the same level of BER.
Then, we have compared performance of the Walsh-chirp
sequence with the orthogonal polyphase spreading se-
quences proposed in [2] for the length N = 16. The set of
Fig. 2. BER as a function of the number of interfering channels;
16-chip Walsh-chirp sequences – solid lines, 15-chip Gold-like
sequences – dashed lines.
sequences in [2] is defined by Um;n(N) = fum : 1M <Ng,
while the ith element of a given sequence uM is defined by
uM(i) = ( 1)
Mi exp
 j p (iMm + in)
N

; 1 i < N ; (13)
where m is any positive nonzero integer, n is a real number,
while M and N are relatively prime numbers.
In our case, N = 16, the parameter M can take only the val-
ues M 2 f1; 3; 5; 7; 9; 11; 13; 15g, so the maximum num-
ber of sequences is equal to 8. There is no general method
given in [2] for finding the values of the parameters m,
and n. Following [2], we chose the value of m = 1:0, and
calculated MSACC and the MSAAC as functions of the
parameter n. The obtained plots are given in Fig. 3.
Fig. 3. Plots of MSAAC and MSACC as a function of the
parameter n for the sequence set defined using formula (13).
For simulating BER performance we took n = 2:5 where
there is a reasonable compromise between the values of
MSACC and MSACC equal to 0.8968 and 0.4394, respec-
tively. The achieved BER is plotted in Fig. 4 versus the
number of interfering channels. Once again, it is visible
Fig. 4. BER as a function of the number of interfering channels;
16-chip Walsh-chirp sequences – solid lines, 16-chip sequences
designed according to [2] – dashed lines.
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that the Walsh-chirp sequences outperform sequences pro-
posed in [2] for N = 16.
5. Conclusions
In the paper, we introduced a new method to design sets
of orthogonal polyphase sequences. The method is based
on utilizing a binary orthogonal sequence set and weight-
ing the symbols of binary sequences with the complex
coefficients obtained from the superposition of baseband
chirp sequences. The resultant polyphase sequences can be
optimized to achieve desired correlation properties of the
set. As indicated by the simulations, error performance of
a DS CDMA system utilizing the sequence set developed
in the numerical example is significantly better than in the
case of a system employing Gold-like sequences of a simi-
lar length, or orthogonal polyphase sequences of the same
length, N = 16. Further on, one can apply the method pro-
posed in this letter together with the sequences proposed
in [2], i.e. instead of Walsh sequences, the sequences pro-
posed in [2] can be modified using chirp pulses.
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Paper Memory truncation
and crosstalk cancellation
for efficient Viterbi detection
in FDMA systems
Alfred Mertins
Abstract — In this paper, the design of optimal receive filter
banks for frequency division multiple access (FDMA) over fre-
quency selective channels is investigated. A new design strat-
egy based on the principle of memory truncation, rather than
equalization, is presented. Through the receive filters, each
subchannel is truncated to a pre-defined length, and the fi-
nal data recovery is carried out via low complexity Viterbi
detectors. Both closed form designs and adaptive techniques
are discussed. Design examples are presented for high speed
transmission over copper wires. The examples show that mem-
ory truncation allows significant performance improvements
over the often used minimum mean squared error (MMSE)
equalization.
Keywords — transmultiplexer, memory truncation, Viterbi de-
tector, dispersive channel, filter banks.
1. Introduction
The performance of transmission systems based on dis-
crete multitone (DMT) modulation [1  3] or orthogonal
frequency division multiplex (OFDM) [4] degrades rapidly
when the length of the channel impulse response exceeds
the length of the guard interval, which is introduced to cope
with non-ideal channels. As a result of an insufficient guard
interval, intersymbol interference (ISI) and inter-channel in-
terference (ICI, crosstalk) will occur. To cope with longer
channel impulse responses one can increase the length of
the guard interval, but this will decrease the efficiency, as
less data symbols can be transmitted. Increasing both the
length of the guard interval and the number of subchannels
allows one to maintain a desired bandwidth efficiency, but
this strategy also has its limits. For example, the delay be-
tween transmitter and receiver may become unacceptably
high. Also, the hardware requirements increase with an in-
creasing number of subchannels. Finally, channels which
can be regarded as slowly time-varying when the number
of subchannels is low may turn into fast time-varying ones
if the number of subchannels and thus the lengths of the
transmit and receive filters are significantly increased.
In this paper, new methods for the design of optimal re-
ceive filter banks in multichannel transmission systems are
proposed. The techniques are presented for a multirate fil-
ter bank framework, which gives a common description of
a variety of transmission techniques [5]. The solutions ap-
ply to DMT [3, 6], OFDM [4], coded-OFDM [7], transmul-
tiplexers [8, 9], and other transmission techniques where the
transmit signal is created as a weighted linear combination
of basis sequences with the data symbols being the weights.
Even code division multiple access (CDMA) [10, 11] can
be seen as a multirate filter bank. Figure 1 shows the gen-
eral structure of the transmit/channel/receive model used in
this paper. Depending on the actual modulation technique
(DMT, OFDM, CDMA, etc.), the upsampling factor N, the
number of subchannels, M, and the impulse responses gk(n)
and hk(n) are chosen.
Fig. 1. Multirate discrete-time transmitter/channel/receiver mo-
del: (a) transmitter; (b) channel; (c) receiver.
Classically, the system in Fig. 1 is used to convert time-
division multiplexed (TDM) data signals into frequency
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division multiplexed (FDM) signals and vice versa. The
synthesis filter bank in Fig. 1a then provides the TDM-to-
FDM conversion. The FDM signal is transmitted through
the channel, and the receive signal is finally fed into the
analysis filter bank in Fig. 1c which converts the FDM
signal back into a TDM one [8, 9]. Examples are DMT
and OFDM, which both use block wise DFT’s to do the
TDM-to-FDM and FDM-to-TDM conversions. For DMT
and OFDM the impulse responses of the filters in Fig. 1 are
the complex exponentials occurring in the DFT, with max-
imum filter length N. A better frequency selectivity can be
obtained if one uses longer filters, designed according to
multirate filter bank theory. In [12] a comparison between
cosine-modulated filter banks and DMT was given which
shows that filter banks offer greater potential than block
transforms.
Various solutions to the problem of reducing ISI through
channel equalization have been proposed [5, 10, 12 19].
Most of them are based on minimizing the mean squared
error (MSE) between the sent data and the equalizer output,
either using a general MSE or a zero forcing (ZF) concept.
Decision feedback equalizers (DFE) have been considered
in [17]. Minimum mean squared error and ZF solutions
with a joint design of receiver and transmitter have been
proposed in [5, 16, 18]. Such a joint design can be useful in
cases where communication takes place in both directions.
In this paper, we concentrate on the optimal receiver design,
thus addressing cases where the transmitter is fixed. The
methods proposed in this paper are extensions of the tech-
nique in [19] to the design of entire receive filter banks for
the critically sampled and oversampled cases (i.e N  M).
Furthermore, methods for adaptive receiver design are pre-
sented. The design criterion is based on the idea of memory
truncation [20, 21], where the receiver does not try to fully
equalize the channel and leaves a residual system in the
data path. In the optimum, the MSE between the equal-
izer output and a filtered version of the input data sequence
is minimized. The final data detection then takes place via
a Viterbi detector which needs to consider only the residual
impulse responses. The lengths of the residual filters can
be chosen arbitrarily and will typically be a few taps, thus
allowing the use of low-complexity Viterbi detectors. The
advantage of memory truncation over equalization is that
critical channel zeros (e.g. zeros close to or even on the
unit circle) need not be equalized, so that the problem of
noise amplification through the equalizer can be avoided.
Note that for DMT transmission, memory truncation has
also been proposed in a different form where the channel
memory is shortened to the length of the guard interval
prior to the DFT analysis in the receiver [22, 23]. In the
present paper, however, memory truncation is incorporated
as a property of the receive filters, and we can even treat
cases where no guard interval is introduced at all.
The paper is organized as follows. In Section 2 the input-
output relations for the multirate system in Fig. 1 are dis-
cussed. Section 3 addresses the design of optimal receive
filter banks. Methods for adaptive receiver design are pre-
sented in Section 4. Results are discussed in Section 5, and
finally, conclusions are given in Section 6.
Notation: The superscript T denotes transposition of a vec-
tor or matrix. The superscripts * and H denote complex
conjugation and conjugate transposition
 
rH = [r]T

, re-
spectively. I is an identity matrix of appropriate size.
E f g denotes the expectation operation, and d i;k is the Kro-
necker symbol.
2. Input-output relations
We consider the system in Fig. 1. The sequences dk(m),
k = 0;1; : : : ;M  1 are created through a series-to-parallel
conversion of a single data sequence d(m) in the form
dk(m) = d(mM  k), k = 0;1; : : : ;M   1. In other words,
they are polyphase components of the sequence d(n). In
the next step, the data sequences dk(m) are upsampled by
a factor of N and then fed into the M respective synthesis
filters with impulse responses gk(n), k = 0;1; : : : ;M   1.
The sum of the filtered signals finally forms the transmit
signal
s(n) =
M 1
å
k=0
¥
å
m= ¥
dk(m)gk(n mN) : (1)
Typically, the filters gk(n) are chosen to be frequency se-
lective, so that each data sequence dk(m) is transmitted in
a distinct frequency band.
To make certain that the input data can be recovered at least
theoretically from the transmit signal s(n), the upsampling
factor N must be chosen such that N  M [9]. In many
practical systems N > M is used, which means that the
transmitter introduces redundancy. This redundancy can
be utilized in the receiver for enhancing the performance
in the presence of frequency selective channels.
For the discussion in this paper, the transmission channel
is assumed to be time-invariant. However, since adaptive
methods for the receiver design are proposed the channel
may, in practice, even be slowly time varying with respect
to the filter lengths involved. Considering a time invariant
channel, the receive signal is given by
r(n) =

¥
å
m= ¥
c(m)s(n m)

+ h (n) ; (2)
where h (n) is an additive, data independent noise process
and c(n) is the channel impulse response. The noise is
assumed to be zero mean and wide-sense stationary.
On the receiver side, the signal r(n) is fed into the analysis
filter bank, as shown in Fig. 1, and the filter output signals
are subsampled by a factor of N to form the final output
signals
xk(m) =
Lh 1
å
n=0
hk(n)r(mN n); (3)
k = 0;1; : : : ;M 1 :
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In Eq. (3), Lh is the length of the receive filters. Combining
Eqs. (1), (2) and (3) we get the input-output relation
xk(m) =
Lh 1
å
n=0
¥
å
m = ¥
M 1
å
i=0
¥
å
`=  ¥
hk(n)c( m )di(`) 
 gi(mN n  m  `N)+
Lh 1
å
n=0
hk(n) h (mN n); (4)
k = 0;1; : : : ;M 1 :
Under ideal conditions where the analysis and synthesis fil-
ters of the transmission system form a perfect reconstruc-
tion (PR) filter bank and where the channel is noise free and
ideal (i.e. h (n) = 08n and c(n) = d n;0) the transmit/receive
system allows us to recover the data dk(m) without error:
xk(m) = dk(m m0) : (5)
The term m0 is the overall delay of the system. The PR
conditions for the filter bank itself are
Lh 1
å
n=0
hk(n)gi(mN n) = d i;k d m;m0 (6)
with i; k = 0; : : : ;M  1. A practical problem is that even
transmitter/receiver systems satisfying Eq. (6) will be un-
able to perfectly recover the data if a non-ideal channel is
introduced. Thus, the channel should be taken into account
when designing the receive filter bank. Methods for this
will be discussed in the next section. Since the channel is
usually not known a priori in practice, adaptation rules will
be presented in Section 4.
3. Design of optimal receive filter banks
In this section, we derive methods for the design of optimal
receive filter banks. For this we define an error signal as
the difference between the receiver output signals xk(m)
and filtered versions of the data sequences:
ek(m) =
Lh 1
å
j=0
hk( j)r(mN  j)+
 
Lp 1
å
i=0
pk(i)dk(m m0  i) ; (7)
k = 0; : : : ;M 1 :
The optimality criteria for the design of the M receive filters
are the MSE’s given by
Qk = E

jek(m)j
2	
; k = 0; : : : ;M 1 ; (8)
which are to be minimized under the energy constraints
Lp 1
å
n=0
jpk(n)j
2
= 1; k = 0;1; : : : ;M 1 : (9)
The constraints (9) are needed to avoid the trivial solution
hk(n) = 0, pk(n) = 0.
Note that the error measure (7) is different from the MSE
as defined for conventional MSE equalizers [10, 12   15].
The idea behind the proposed approach is to truncate the
channel memory and not to delete it completely. The im-
pulse responses pk(m) are to be understood as residual im-
pulse responses of arbitrarily chosen length Lp. Both the
optimal residual systems pk(m) and receive filters hk(n)
need to be found through minimization of Eq. (8).
Because of the existence of residual systems pk(m), mini-
mizing Eq. (8) does, in general, not result in an equalization
of the channel. Even if Qk = 0 there will be a remaining ISI
between Lp consecutive data samples in each of the sub-
channels. The crosstalk between different channels i 6= k
will be reduced as much as possible with FIR filters of the
given length Lh.
With analysis filters designed through the minimization of
Eq. (8) the overall system can be modeled with little error
as a set of M independent channels with
xk(m) =
"Lp 1
å
i=0
pk(i)dk(m m0  i)
#
+ h
0
k(m) ; (10)
k = 0; : : : ;M 1 :
The modified noise processes h 0k(m) contains the filtered
and subsampled original noise and all modeling errors
made by simplifying the real system to the form (10).
To recover the data, the signals xk(m), k = 0; : : : ;M   1
are fed into M independently operating Viterbi detectors
which have to consider the respective channels pk(m),
k = 0; : : : ;M  1. Since the lengths of these channels are
chosen arbitrarily, one can choose lengths which result in
a manageable computational cost for the Viterbi detectors
while maintaining a low noise variance at the detector in-
puts. Clearly, the longer the systems pk(m) are, the smaller
the modeling errors in (10) and thus the smaller the vari-
ances Efjh 0k(m)j
2
g are. For Lp = 1 the Viterbi detectors
degenerate to simple threshold detectors, at the expense
of an increased noise variance compared to cases where
Lp > 1.
Note that in the special case of Lp = 1, Eq. (8) states a stan-
dard MSE criterion, and the optimized analysis filters hk(n)
can be regarded as MMSE equalizers. Then the proposed
solution becomes equivalent to other known MMSE solu-
tions [10, 12 15].
To obtain a compact formulation of the objective function,
we now introduce the following vectors:
hk =

hk(0); : : : ;hk(Lh 1)
T
; (11)
er(m) =

r(mN); : : : ;r(mN Lh +1)
T
; (12)
pk =

pk(0); : : : ; pk(Lp 1)
T
; (13)
dk(m) =

dk(m); : : : ;dk(m Lp +1)
T
: (14)
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We get
ek(m) =er
T
(m)hk  d
T
k (m)pk : (15)
Using this notation the cost functions (8) can finally be
written as
Qk = hHk Rrrhk  hHk R(k)rd pk   p
H
k R
(k)
dr hk + p
H
k R
(k)
dd pk (16)
with
Rrr = E

r(m) rT (m)
	
;
R(k)
rd =

R(k)dr
H
= E

r(m)dTk (m m0)
	
;
R(k)dd = E

dk(m m0)d
T
k (m m0)
	
:
For the sake of simplicity, let us assume that all data
sequences dk(m) are spectrally white and have the same
variance s 2d . Then the autocorrelation matrices R
(k)
dd ,
k = 0; : : : ;M 1 are diagonal with diagonal entries s 2d ,
R(k)dd = s
2
d I ; (17)
and Eq. (16) simplifies to
Qk = hHk Rrrhk  hHk R(k)rd pk   p
H
k R
(k)
dr hk + s
2
d p
H
k pk : (18)
We now consider the minimization of Eq. (18) with respect
to pk and hk under the energy constraints (9). To derive the
optimal filters we first derive the optimal vector hk given
a fixed residual system pk. From ¶ Qk= ¶ hk = 0 with Qk as
in Eq. (18), we get
h(opt)k =R
 1
rr R
(k)
rd pk : (19)
Substituting h(opt)k into Eq. (18) results in
Qk = pHk

R(k)
rd
H R 1rr R
(k)
rd pk + s
2
d p
H
k pk ; (20)
which now is to be minimized with respect to pk under the
constraint (9). This yields the eigenvalue problems

s
2
d I  

R(k)
rd
H R 1rr R(k)rd

pk = l k pk; (21)
k = 0;1; : : : ;M 1
which are essentially similar to the one in [20] for the
single-channel case. The optimal vectors pk are the eigen-
vectors that belong to the respective smallest eigenvalues
l k, k = 0; : : : ;M 1.
The receive filters designed according to the method de-
scribed above minimize the error measures Qk under the
energy constraint and thus maximize the signal-to-noise
ratios (SNR’s) at the filter outputs. Since the filter out-
put signals, together with the residual systems, are fed into
the Viterbi detectors, the algorithm maximizes the SNR’s
as seen by the Viterbi detectors.
4. Adaptive receiver design
The receiver design method presented in the previous sec-
tion may be difficult to implement under real-world condi-
tions where the required computational power and accuracy
are not available. Also, a real-world channel may be slowly
time varying, which causes problems for the receiver design
above. To avoid such problems we now derive adaptation
rules for the receiver design. For this we follow the strategy
for the single-channel case in [20]. During adaptation, we
assume that the data sequences dk(m) are known or have
been correctly estimated by the receiver, and we use the
received samples as noisy estimates of the required cor-
relation terms. We first look at the design of filter hk(n)
(vector hk) according to the rule
h( m +1)k = h
( m )
k   g h ek( m )er

k ( m ) ; (22)
where m denotes the iteration step. The value ek( m ) is the
value of the error defined in Eq. (7) in the m th iteration
step, anderk( m ) is the receive vector in the m th step. Finally,
g h is a factor that controls the step size and convergence
speed. Thus, Eq. (22) is similar to the well-known LMS
adaptation rule for equalizer design.
A rule for adapting pk can be stated as
q( m +1)k = p
( m )
k + g p ek( m )

dk( m )


; (23)
p( m +1)k =
q( m +1)k

q( m +1)k


: (24)
The entire iteration is given by Eqs. (22), (23) and (24),
where the normalization step in Eq. (24) is needed to en-
sure that the energy condition (9) will be satisfied by the
final filter p(¥ )k . Using the same arguments as in [20] one
can show that the iteration indeed converges to the MMSE
solution where the final vector p(¥ )k is the eigenvector of

s
2
d I  

R(k)
rd
H R 1rr R(k)rd

that corresponds to the smallest
eigenvalue.
5. Results
To demonstrate the performance of the proposed algo-
rithms, we consider data transmission over telephone lines
in an ADSL/VDSL related setting [24]. Figure 2 shows the
channel impulse response considered in this example. It is
assumed that the channel noise is comprised of near and
far end crosstalk as well as white Gaussian noise, result-
ing in the total power spectral density depicted in Fig. 3.
We consider the use of a cosine-modulated filter bank for
creating the transmit signal, which is an interesting alter-
native to blockwise DFT’s as in DMT. In [12, 25] it was
shown that such filter bank based systems offer greater po-
tential than blockwise DFT’s because of their longer im-
pulse responses and better frequency selectivity. However,
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they need equalization on the receiver side. In the present
example, the transmit signal is synthesized via a 16-band
cosine-modulated filter bank with extended lapped trans-
form (ELT) prototype [26]. As in [12, 25] pulse amplitude
modulation is used to create a real-valued transmit signal.
Fig. 2. Transmission channel impulse response.
Fig. 3. Noise power spectral density.
Figure 4 shows the signal-to-noise ratios within the dif-
ferent bands at the equalizer output for several configura-
tions. In all cases the lengths of the receive filters are
chosen as Lh = 128. We first look at the results depicted
in Fig. 4a. In this case, all bands are loaded with the same
input power s 2d . This means that the transmission sys-
tem is critically sampled and that no redundancy (e.g. in
form of a guard interval) is introduced. The comparison
of the three curves in Fig. 4a shows that, especially for
the low-frequency channels, memory truncation (Lp > 1)
significantly outperforms MMSE equalization (Lp = 1).
A significantly better performance of all methods under
consideration is obtained if the first frequency band re-
mains unloaded. Results are depicted in Fig. 4b. This
strategy has been proposed in [25] as a possibility to in-
troduce redundancy. Leaving out a particular band has two
effects. Firstly, the system becomes oversampled, which
means that the transmitter introduces redundancy in form
Fig. 4. Signal-to-noise ratios at detector input using a 16-band
cosine-modulated filter bank as transmit filters: (a) all bands are
loaded; (b) only bands 1 15 are loaded.
of excess bandwidth. Secondly, the receive filters do not
need to suppress crosstalk from the dropped channel and
have more freedom to equalize their own data paths. As the
results in Fig. 4b show, almost all channels gain from the
fact that the first band has been left out. When comparing
the three curves in Fig. 4b, we see that memory truncation
still results in a noticeable improvement over MMSE equal-
ization for a number of bands. The performance difference
between Lh = 2 and Lh = 3, however, is only marginal in
Fig. 4b.
From the above examples we see that a receiver based on
memory truncation receive filters and low-cost Viterbi de-
tectors can yield a significant improvement over MMSE
equalization and threshold detection. In general, the amount
of SNR improvement of memory truncation over MMSE
equalization depends on the channel in question. Signifi-
cant improvements can be expected whenever it is difficult
to equalize a channel because of extreme frequency selec-
tivity.
To demonstrate the adaptive approach, we consider the
receive filter design for the first channel in the above
setting. The residual filter length is chosen as Lp = 3.
At the beginning of the iteration, the receive filter h1(n)
was set to zero, and the residual system p1(n) was set
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Fig. 5. Receiver adaptation: (a) error signal e1( m ); (b) residual
filter coefficients p( m )1 (m).
to fp(0)1 (m)g= f1;0;0g. The step sizes were chosen as
g h = 0:0015 and g p = 0:33. Figure 5a depicts the error
signal e1( m ), and it can be seen that the error rapidly
decreases during the first few hundred iterations. Fig-
ure 5b shows the adaptation of the three residual coeffi-
cients. For comparison, the closed-form solution yields
fp(opt)1 (m)g= f0:382; 0:822;0:421g. These values are ap-
proached after some hundred iterations.
6. Conclusions
In this paper, optimal receive filter banks for FDM transmis-
sion systems have been presented. The receive filters are
designed in such a way that the overall subchannel impulse
responses become truncated to predefined lengths. Using
an example of high-speed transmission over copper wires
it was shown that the SNR can be significantly improved
over MMSE equalizer banks. In general, the amount of
improvement clearly depends on the channel in question,
and there may be cases where MMSE approaches work
equally well. The design methods presented are applicable
to all transmultiplexing systems where the transmit signal
is formed as a linear combination of transmit filter im-
pulse responses with the data symbols being the weights
(e.g. DMT, OFDM, CDMA). Extensions of the proposed
methods to a joint transmitter/receiver design are under in-
vestigation.
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Paper From modelling of a CDMA
transceiver in indoor environment
to an ASIC circuit synthesis
Sylvain Bourdel, Eric Campo, Patrick Melet, and Laurent Andrieux
Abstract — This paper presents the study, design and sim-
ulation of a multi-flow radio frequency transceiver based on
a direct sequence spread-spectrum with a 2.4 GHz carrier.
First, the functional model of differential QPSK modulation
for digital transmission, and the different parts making up
spread spectrum function (spreader, despreader, tracking and
synchronising devices) have been studied, implemented, simu-
lated and validated in noisy multi-users and multi-path envi-
ronment by using a unified language. The results obtained by
taking into account the home automation running constraints
have allowed to determine some critical parameter values and
so to integrate the digital functions in an ASIC circuit.
Keywords — indoor radiocommunications, wireless transceiver
modelling, CDMA, DS-SS systems.
1. Introduction
The wireless communication needs are increasing for a few
years in many application domains as home automation,
automobile, aeronautic or telephony. The full expansion
of telephony, for example, leads to the emergence of new
communication techniques due to the need of higher data
rate link. Thus, in 10 years we’ve passed from GSM-1 G
(9.6 kbits) to UMTS-3 G (2 Mbits) [1] entailing a higher
system complexity, and so a higher conception difficulty.
From that, the telecommunication system conception is the
more difficult since many different techniques (RF, numeric,
analogic) must coexist in the same chip. Moreover, low
cost integration and reduction of the conception time are
a priority.
A good way to proceed is to start the conception by study-
ing and analysing the system in its integrity and environ-
ment. Such approach allows the designer to choose the
system architecture and optimise the parameters with the
knowledge of the sub-system interactions (between them
or with their environment). If this analysis is done with
functional modelling and simulations under an appropriated
software environment, it will entail a feedback between the
integration stage and the conception as shown in Fig. 1.
This top-down approach is retained for the realisation of
our system. From the specifications a virtual prototype
which allowed us to integrate the system on chip (SoC) has
been realised.
The aim of this paper is to expose our solution for the
conception of complex system based on a global approach.
Here after, a system including its environment is described
in a unified language. We will show how the system ar-
chitecture can be chosen, how some system constraints can
be highlighted thanks to such model and how the key pa-
rameters can be determined. This analysis allows us to
define the optimum architecture for our system considering
its physical and technological constraints. Once defined, it
can be integrated on an ASIC circuit, performing thus the
global conception of the SoC.
Fig. 1. Top-down conception platform using a unified language.
Based on this approach, the complete design of a 2.4 GHz
CDMA transceiver for indoor communications will be
presented from the functional simulation (with MAST
language under SABER software) to the integration of
the baseband processing functions on an ASIC with
CADENCE tools. The direct sequence spread spectrum
(DS-SS) technique is chosen because of its high indoor con-
straints immunity (fading, jamming...) [2]. Thanks to our
global approach, the conception time is about 6 men/year
for the design of the first ASIC.
In the first part, we present the global model of the
transceiver. In the second part, we will present some sim-
ulation results, which allow us to validate our model, to
choose architecture considering the system performances,
to optimise some parameters and to highlight some system
constraints. At last, a third part will present the integration
of the baseband digital processing functions on an ASIC
circuit. The conclusion will summarise the important re-
sults and the methodology used.
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Fig. 2. Global principle scheme.
Fig. 3. DBPSK modulator model performed under SABER.
2. Modelisation of the complete
transceiver with SABER
2.1. Principle
The system principle is shown in Fig. 2. All functions are
described in MAST language which allows to simulate the
RF stage and the transmission channels (AWGN, Rayleigh,
Multiusers) in a simple way.
Several architectures have been studied and modelled, spe-
cially a baseband (BB) and an intermediate frequency (IF)
one’s. Also different synchronisation architectures (RASE
and serial search) have been modelled in order to choose the
most appropriated. The signal processing functions of the
system can be divided into two groups: direct link and syn-
chronisation. The following notation are used to describe
the models: d(t) – the transmitted information; di – the
expression of the sampled sequence transmitted; c(t) – the
PN-code; ds(t) – spread binary data; wo – the carrier radian
frequency; Pr – the power of the received signal; Pe – the
power of the emitted signal; Po – the power of the local
oscillator (LO); Td – a time varying delay caused by the
channel; T – the symbol time and Tc – the chip time.
2.2. Direct link elements
The modulation technique chosen is the differential phase
shift keying (DPSK) for the following reasons [3]:
– an easiest realisation (because this modulation is non-
coherent, that is to say there is no carrier tracking);
– the TEB = 10 6 when Eb=No = 11 dB (at the de-
modulator input); the coherent modulation reaches
the same TEB with Eb=No = 12 dB (see Fig. 8); this
performance amelioration is not very significant in
regard of the higher system complexity;
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– the spectral efficiency can be increased (2) just by
using a QPSK modulation, which is easy to realise
starting from a BPSK modulation [4].
The modulator model realised is presented in Fig. 3.
The differential coding equation is [5]: di = tri  di 1.
In DS-SS, the correlation between the transmitted se-
quence d(t) and the pseudo noise sequence c(t), involving
the signal frequency spreading, is assumed by their prod-
uct
 
ds(t) = c(t)  d(t)

. It can be digitally realised by an
inclusive-AND (dsi = di ci). The spreading factor (Ns)
is therefore the ratio of the code rate with the symbol rate
(Tc=T ).
A sequential generator generates the PN-code. These se-
quences are used because of their particular autocorrelation
functions: the correlation between two PN-codes is one if
they are equal and aligned and is zero elsewhere [6]:
Rc(0) =
+ ¥
Z
 ¥
c(t)c(t)dt = 1 ;
Rcic j( t ) =
+ ¥
Z
 ¥
ci(t)c j(t  t )dt = 0 ;
Rc( t ) =
+ ¥
Z
 ¥
c(t)c(t  t )dt = 0 for t 6= 0 :
Thanks to that property, the correlation between the re-
ceived signal and the local PN-code allows the system syn-
chronisation and also realises the processing gain (Gp). The
processing gain increases the SNR at the input of the de-
modulator. There are several PN-code families. We chose
the M-sequences because they are easily generated with
linear feedback shift-registers. Moreover, they are used in
many actual norms (especially UMTS) [7]. We have mod-
elled two different types of generator as shown in Fig. 4;
gi represents some switches which are closed or opened
according to the primitive polynomial g(D). For exam-
ple, the polynomial [2, 3] (010011 in octal) is written
g(D) = 1+D+D4, and only the switches g1 and g4 are
closed (g0 being always closed).
The Galois generator is potentially faster, but the Fibonacci
one’s can be initialised with the PN-code loaded serially.
This property is used in the RASE synchronisation.
At the receiver, one conception problem is to choose be-
tween intermediate frequency or baseband architecture. In
a simple way, the BB is interesting because the signal pro-
cessing is easier to implement (simple digital processing)
and also because the signal (and system) bandwidth is two
times smaller than IF one’s. In the other way, the RF
front/end is harder to realise because the frequency trans-
position goes to zero. This transposition to the baseband
leads to conception problems as IIP2, LO leakage, self-
mixing, components BF noise [8, 9]. Using IF architec-
ture allows ignoring those problems. The drawback of this
technique is the larger bandwidth, which leads to the re-
alisation of chips with bigger size. This is a conception
constraint because the power consumption and the price
Fig. 4. PN-code generator models: (a) Fibonacci generator;
(b) Galois generator.
increase with the chip size. The two types of architectures
considered (Fig. 5) have been modelled (for the direct link
elements), under SABER, in order to compare their per-
formances. Also, because it uses the receiving signal, the
tracking element has been also modelled for a BB and an
IF architecture [10].
We can describe the three main elements as followed:
The I/Q demodulator [11] represents the RF front/end.
Because the present study is focused on the conception
of the signal processing stage, this I/Q demodulator does
not take into account all the imperfections of this stage (as
non-linearity or BF noise) but allows to consider the carrier
impact on the system (filtering, harmonic imbalance...).
The despreader assumes the decorrelation of the PN-code
from the received signal. As it despreads the signal, it
realises the processing gain (Gp), that is to say the out-
put despreader SNR is the input SNR plus Gp (S=Nout =
= S=Nin+10 log Ns) [12]. In the BB implementation, this
function is assumed by a simple logic gate followed by an
integrate and dump filter (I&D). The I&D filter sums all
the chips in a symbol and dumps the value at the end of
the integration. As shown in Fig. 5, for the IF architecture,
the integration must be assumed by a filter (because of the
carrier) and the product must be done by a multiplier (for
which the digital implantation is heavy).
The differential demodulator is assumed by the product
of the received symbol with the previous one [13]. Again
this function is made by a logic gate and a latch in BB, and
by a multiplier in IF.
2.3. Synchronisation elements
The synchronisation principle is shown in Fig. 6a. First, it
is necessary to find the PN-code phase (origin) in the re-
38
From modelling of a CDMA transceiver in indoor environment to an ASIC circuit synthesis
 
Fig. 5. Principle and models of IF and BB DBPSK receivers.
Fig. 6. (a) Synchronisation and acquisition principle; (b) DLL
model.
ceived sequence. This function is the acquisition (or initial
synchronisation). Next, because the delay in the physical
channel is time-variant, it is necessary to evaluate continu-
ously this delay. This function is the tracking.
The tracking is achieved by the DLL [14]. Its model is
shown in Fig. 6b. The DLL evaluates the channel delay
(Td(t) being the delay in the channel and Td0(t) its esti-
mation) and generates a PN-code slaved by the delay error
( d = Td(t) T d0(t)). The early-late correlator output sig-
nal e varies with d thanks to the correlation between the
received signal and the PN-code. In the BB architecture,
the filter H(p) and the square-low device ()2 are replaced
by an I&D for the implementation of the early-late corre-
lator [15].
The first acquisition system modelled on SABER is
the rapid acquisition based on sequential estimation
(RASE) [16], presented in Fig. 7a. Here the local PN-code
is built in phase thanks to the estimation of the PN-code
received.
Initially, the switch is on position 1. The estimation is
achieved by sampling (in BB) or by an I/Q demodulation
(in IF). Then, the PN-code estimated is used to load (seri-
ally) the log2(N+1) shift registers of a Fibonacci generator.
This load allows the generation of a PN-code synchronised
with the one received. When the shift registers are loaded
(after Tc log2(N + 1) second), the switch is put on posi-
tion 2 and the generator operates normally.
Then the correlation between the received signal and the
local PN-code is estimated. If the correlation occurs, the
switch stays on position 2, in the other way round it means
that a wrong estimation has been made and the switch is
put again on position 1. The interest of this technique is
the short acquisition time (Tc log2(N+1) in the ideal case),
but its drawback is its high noise sensitivity.
The other code acquisition technique implemented with the
MAST language is the serial search presented in Fig. 7b.
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Fig. 7. (a) Rapid acquisition based on sequential estimation
model; (b) serial search model.
It was developed by Sage [17]. The principle lies on the
estimation of the synchronisation by the correlation of the
received signal with the local PN-code. A control device
measures the correlation. If the correlation does not occur,
the local PN-code is one chip shifted until the correlation
occurs [18]. This technique drawback is the maximum ac-
quisition time, which is N T cor (where T cor is the cor-
relation time that is around T ) in the noiseless case. This
time is reduced by addition of multiple dwells as shown in
Fig. 7b. On the other hand, this technique is more immune
from noise because it uses the code correlation instead of
using the code estimation.
3. Simulations results
3.1. Modulation/demodulation
In Fig. 8a, the different architectures performances in an
AWGN channel are plotted. The TEB estimator and the
AWGN channel are modelled in MAST language. The de-
spreader is suppressed in order to compare with theory.
In Fig. 8a, the model 1 represents the IF architecture, the
model 2, the BB one’s and the model 3 is the same as
model 2 with a matched filter (which is an I&D when
the signal is BB) before the demodulator. It appears that
model 3 matches with the theory. The divergence observed
for the other models is due to the lake of matched-filter,
which is necessary to insure the maximum likelihood cri-
terion [DC]. This consideration is important because such
filter is quite difficult to make when the signal is IF.
Fig. 8. (a) TEB of the 3 models implanted; (b) multi-path model.
3.2. Despreader
Several studies have been made. First, our virtual proto-
types allow us to compare the Gp for the two architectures
considered. For a PN-code length equal to 15, the BB pro-
cessing gain obtained is 12.3 dB (in the ideal case where
the sampling is done on an infinite bit number, which is the
case the closest to the IF case). For the IF architecture, the
processing gain is about 10.8 dB. This highlights the BB
for the realisation of this function.
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Next, two key parameters associated with the digital im-
plantation are considered [15]. The first one is the sampling
frequency, a key parameter when it comes to engineering
a good performance-consumption trade-off during recep-
tion, and the second one is the number of bits needed at
the analog to digital converter during reception that signifi-
cantly impacts the circuit size. To perform this simulations,
we studied the evolution of the signal to noise ratio at the
correlator output versus signal to noise ratio at input for
different values of sample frequency and number of bits of
the analog to digital converter. We also read the process
gain value for each simulation. The results are summarised
in Table 1.
Table 1
Simulated process gain value for typical sample
frequencies and receiver ADC bits number (N = 15)
Sampling frequency Process gain Number of bits Process gain
[MHz] [dB] (DAC) [dB]
80 8.1 3 11
120 10.54 4 14.3
160 11.2 6 12.8
8 14.1
infinite 12.3
A sampling frequency of 80 MHz is markedly inadequate
to maintain a significant process gain. Conversely, a fre-
quency higher than or equal to 120 MHz warrants a gain
at least equal to 11 dB, close to the maximum theoretical
value of 11.8 dB.
The number of bits of the DAC affects the size of the buses
in the ASIC circuit and therefore the size and final con-
sumption of the global chip. The study shows that 4 bits
is a sufficient value to maintain an amply adequate process
gain in the order of 14 dB. Conversely, for a number of
bits equal to 3, one notes an important drop of 3 dB on the
process gain relative to the maximum theoretical value.
Table 2
Additional SNR due to multi-path
Topology Characteristics (Tc=25 ns) S/N out
One user: N0=N1=N2=15,
E0=E1=E2=U t 1=12:5 ns, t 2=40 ns, +13:5 dB
a 1= a 2=1:1
Two user: N0=N1=256, N2=15,
E0=E1=U1, E2=U2 t 1=10 ns, t 2=40 ns, +48 dB
(R is on U1) a 1=0:75, a 2=1
Two user: N0=N1=15, N2=256,
E0=E1=U1, E2=U2 t 1= t 2=40 ns, +8:5 dB
(R is on U1) a 1=0:75, a 2=1
At last, we have studied the multi-path channel impact on
the correlation thanks to the model shown in Fig. 8b which
allows simulating real topologies.
The perturbations due to the different paths are measured
in term of additional SNR (at the output despreader) com-
paratively to the case of a single path. The results are
summarised in Table 2.
More than the trivial observation which is to say: long
codes prevent from multi-path, this simulation shows that
the paths arriving during the time chip ( t < Tc) increase
the SNR. In other terms, to take advantage of time diversity
and DS-SS, the signal bandwidth must be around the coher-
ence bandwidth. In the other way, especially if 1=Tc is big-
ger than the coherence bandwidth (which is around 10 MHz
in our indoor application), a RAKE receiver is needed to
use time diversity and so prevent from multi-path fading.
3.3. DLL
The DLL performance analysis is done thanks to tracking
jitters variance s s [18]. The Fig. 9a shows a comparison
between the theoretical and measured variance of the BB
and IF model. First, it validates our MAST model, since the
measure is close to the theory. Next, it shows that the BB is
more immune to the white Gaussian noise thanks to its cor-
relation filter. Indeed, thanks to our virtual prototype, we
highlight the fact that the early-late correlator filter band-
width can be set to 1=T in the BB case whereas it must be
around 1=Tc in the IF architecture. In IF, a smaller band-
width results in a loss of energy that degrades the DLL
performance.
The Fig. 9b compares a DLL architecture where the track-
ing is done on a entire chip ( D = 1) with one where the
tracking is done on a half chip ( D = 0:5). Here, the simula-
tion result is quite interesting because the measure gives the
D = 0:5 architecture to be the best when the theory gives
the D = 1 architecture. However, the D = 0:5 architecture
is said to be better in practice [20], and this contradic-
tion is explained by the divergence of the theoretical model
when D 6= 1. This shows how such virtual prototyping is
helpful in system conception, especially to choose architec-
ture.
3.4. RASE vs serial
Because the simulation of the code acquisition mean time
is too long, (there are too many random parameters), we
have studied the noise limit for which this time increases
exponentially. The results presented in Fig. 10 compare
the RASE and the serial search techniques for a BB sig-
nal. It appears that the serial search (even if it is slower
than RASE) is more immune to the noise since its limit is
around  8 dB against  4 dB for the RASE.
3.5. Simulation summary
This unified description with the MAST language was help-
ful for the conception and the design of our system. The
previous study highlights the BB architectures for their sim-
plicity and most of the time for their better performances
(despreader, demodulator, DLL). For the synchronisation
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Fig. 9. DLL performance analysis: (a) d s for BB and IF archi-
tecture; (b) d s for different D architecture.
sub-system, the D = 0:5 DLL and the serial search are re-
tained according to there performances in noisy environ-
ment. In term of system constraints, our virtual prototype
shows that a double integrator is needed in serial search.
Moreover, the multi-path analysis shows that the system
bandwidth must be < 10 MHz to take advantage of time
diversity. At least a matched-filter is needed in receiver.
In the BB architecture, the matched filtering is assumed by
the correlator I&D filter placed just before the demodulator.
In terms of parameters, the simulation shows that the BB
DLL correlator integration time can be set to Tc. Also, for
a digital implementation, the simulation shows that a fre-
Fig. 10. (a) Serial search; (b) RASE.
quency sampling of 160 MHz and a 4 bits DAC is needed
to achieve the processing gain.
4. ASIC conception
Since the architecture and the key parameters are defined
and studied in the previous part, the integration of the dig-
ital signal processing functions on an ASIC circuit is now
presented. First, the methodology and the baseband digital
stage are presented. Next, some simulation results derived
from the VHDL encoding of the main digital functions and
the corresponding circuits are presented using CADENCE
software. These simulations will allow us to quantify the
performances reached (in terms of costs, consumption and
surface area) of the ASIC circuit as a function of the tech-
nologies put forward (CMOS and BiCMOS).
According to the global functional system presented in
Fig. 2, we present in the Table 3 the different numerical
stages that we decided to implement on the ASIC for the
complete transceiver. As seen in the Table 3, a particularity
of our circuit is the possibility of transmitting and receiving
at different rates from 19 kbps (N = 2047) to 5.71 Mbps
(N = 7). So, a low rate corresponds to a high process
gain, and therefore the channel noise perturbation can be
reduced. Likewise, a higher rate induces a low process gain
and the demodulation is more difficult to achieve.
4.1. Methodology
Our aim is to produce a low consumption and a low cost
circuit. One of the original features of our study lies in the
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Table 3
Numerical functions implanted in ASIC circuit
Transmitter Receiver
Differential encoder yes Differential decoder yes
PN code generator yes PN code generator yes
Multi-rate command Multi-rate command
(N = 7 to 2047) yes (N = 7 to 2047) yes
Spreading correlator yes Despreading correlator
(integrate & dump) yes
Nyquist filter no Nyquist filter no
DLL no
Serial search no
development of a source code using a VHDL portable onto
different technologies.
After validation of our system, we now investigate the im-
plementation of main transmitter and receiver digital func-
tions. To perform the simplest ASIC tests, we integrated
a state machine type module in order to synchronise and
adequately track the received signal.
The available technologies in our laboratory are A.M.S.
type (Austrian Mikro Systeme), as indicated in Table 4.
Under CADENCE environment, functional simulations are
carried out with Affirma and placement-routing with silicon
ensemble. Under SYNOPSYS, we perform the synthesis
with design analyser. The overall design chart given in
Fig. 11 describes the top-down approach starting from the
VHDL specification.
Table 4
Available technologies (X)
AMS technologies 0.8 m m 0.6 m m 0.35 m m
CMOS X X X
BiCMOS X – –
Fig. 11. Top-down ASIC circuit design under CADENCE and
SYNOPSYS.
4.2. Transmitting and receiving circuits synthesis
Figure 12 shows the synthesised functions of the global
transceiver, including the main digital functions as indi-
cated in Table 1.
Concerning the transmitter, a Galois type PN code gen-
erator adjustable in length by means of a 4 bits word
(Nmax = 2047) has been implemented. In the same way,
a drive module allowing to generate the clock frequencies
corresponding to the different possible data rates (19 kbps
to 5.71 Mbps) and to synchronise the digital frame to
be transmitted with the local PN code, has been imple-
mented.
For the receiver, we chose an 8 bits word size for the
analog-to-digital converter output in order to facilitate the
first functional tests of the ASIC. Then, before the final
production of the complete ASIC (including the synchroni-
sation and tracking units of the PN code received), we will
synthesise a 4 bits architecture (generic VHDL code).
First, we synthesised the transceiver using various tech-
nologies (see Table 5) and compared the area, power con-
sumption and production cost of the ASIC using the AMS
technology available in the lab.
The CMOS 0.8 m m technology is the least expensive.
Nonetheless, for an equal cost, the 0.6 m m technology oc-
cupies twice as less surface and causes a 30 percent drop
of the power consumption. With regard to the currently
embedded functions, and in spite of a very important area
and power consumption fall, a 0.35 m m technology seems
too onerous for our application.
Finally, we choose a 0.6 m m CMOS technology, which is
a good trade-off in terms of cost and performances. We
can notice that interconnections use 60% of the total area
of the transmitter chip. The circuit is actually in course
of realisation and the first tests will be performed in few
months.
5. Conclusion
Using a unified specification approach, we realised a vir-
tual prototype of a complete DS-SS DBPSK transceiver
under SABER software (using the MAST language). This
stage conception allowed us to specify the optimum archi-
tecture taking into account the environment and the sub-
systems interactions. Baseband architecture is chosen in
regard of its performances. Also a D = 0:5 DLL and the
serial search is chosen for the realisation of the synchro-
nisation elements. Moreover, the functional models allow
us to determine important parameters as the DLL corre-
lator integration time (1=T in BB and 1=Tc in IF) or the
system bandwidth (< 10 MHz). Also, the impact of three
key parameters related to the digital stages, i.e., sampling
frequency ( f = 160 MHz) and converter bus size (4 bits),
is analysed.
Portable VHDL encoding the basic digital functions en-
abled us to quantify the system performances under
CADENCE and SYNOPSYS software. Simulation re-
sults shown that interconnections and drive circuits oc-
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Table 5
Sensitivity to various AMS technologies (VDD = 4:5 V; T = 350 K)
Technologies Area Power consumption Price/mm2 Total price Minimal area
[mm2] [mW] [euro] [euro] [mm2]
0.8 m m CMOS 2.16 55 220 475 4
0.8 m m BiCMOS 2.7 68 440 1188 3
0.6 m m CMOS 0.97 42 300 291 4
0.35 m m CMOS 0.32 4 490 156.8 12
Fig. 12. Synthesised transmitter (a) and receiver (b) under design analyser.
cupy a substantial area compared to elementary func-
tions. Finally, we have investigated the impact of CMOS
and BiCMOS technologies and found a good trade-off in
terms of cost and performance with a 0.6 m m CMOS tech-
nology.
All digital functions have not been embedded yet. The DLL
and the Nyquist filter are being developed and precedent
results could be perceptibly affected.
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Paper Simulating capture behaviour
in 802.11 radio modems
Christopher Ware, Tadeusz A. Wysocki, and Joe Chicharo
Abstract — Simulation plays an important role in the per-
formance evaluation of MAC protocols. Building simulation
models which are able to accurately model physical behaviour
is fundamental to the outcome of such techniques. Through
both qualitative and quantitative comparison of experimen-
tal trace data against simulation results obtained using delay,
power, and hybrid capture models, this paper investigates the
performance of various packet capture models in the simu-
lation analysis of the 802.11 PHY and MAC layer protocols.
We illustrate these models are unable to accurately describe
the fairness properties of the experimental data. A new model
is proposed, Message Retraining, to describe the operation of
an 802.11 receiver. We illustrate that the Message Retraining
reception model is able to model the fairness characteristics
obtained with an IEEE 802.11 radio modem more accurately
than the previous capture models.
Keywords — wireless local area networks, ad hoc networks,
capture models, medium access control protocol, fairness.
1. Introduction
The IEEE 802.11 wireless physical layer (PHY) and
medium access control (MAC) protocols have resulted in
the widespread adoption of local wireless area network-
ing in recent years. However, recent experiment [1] has
indicated that in many conditions, the potential exists for
significant unfairness at the MAC layer. In this paper, we
investigate the ability of capture models presented in lit-
erature [2  4] to provide a realistic representation of an
IEEE 802.11 radio modem by undertaking both a quali-
tative and quantitative comparison with experimental data.
Our results, combined with work investigating the impact
of multiple access interference [5, 6] and parallel receiver
structures [7], motivates the development of a new recep-
tion model. Thereafter, we will refer to this model as the
Message Retraining capture model or simply Message Re-
training.
The Message Retraining model allows the modem to re-
train onto a newly detected signal [8] with a higher signal
power, as a means of explaining the experimental data pre-
sented in [1]. Using simulation techniques, we illustrate
that this model provides a very accurate description of the
physical behaviour, and can be used to investigate the im-
pact this has on higher layer protocols. Using two fairness
metrics, we compare the performance of each of the cap-
ture models against measured experimental data. The major
contribution of this paper is the qualification of the impor-
tant role modem receiver behaviour plays in the operation
of the higher layer protocols in varying signal conditions,
and the inclusion of fairness as significant factor in the
application of a given packet capture model.
We use an intuitive definition of fairness in this paper.
Hosts should be able to achieve relatively equal transmis-
sion rates, and no host should be able to prevent others
from gaining access to the channel for a sustained period.
The network model considered in this paper is one involv-
ing hidden terminals over a semi-slotted 802.11 MAC/PHY
layer. All nodes employ a common spreading code with no
power control.
Capture can be considered to occur at two levels:
 Modem capture is a property of the radio modem
and the modulation techniques employed [9]. Mo-
dem capture results in a given transmission being
“captured” by the receiver while rejecting interfer-
ing frames as noise. Several models based on either
power, time of arrival, or both, [2] have been pro-
posed to evaluate the probability of a frame being
captured by a receiver as a function of the number
of interfering frames.
 Channel capture is induced by protocol timing, and
results in a channel being monopolised by a single
node, or subset of nodes in a given geographic region.
Channel capture has been identified as a significant
problem for multihop packet networks in many sce-
narios where disconnected topologies exist [10, 11],
or higher layer retransmission and backoff timers are
employed [12 14].
The original IEEE 802.11 standard [15] defines a medium
access control protocol, and three distinct physical layers:
an infra-red physical layer (IR), and two spread spectrum
layers, one based on frequency hopping spread spectrum
(FHSS), and another using direct sequence spread spectrum
(DSSS). The 802.11 standard was updated [16] with the ad-
dition of the high rate (HR) physical layer extensions. This
allowed the DSSS physical layer to operate at 5.5 Mbit/s
and 11 Mbit/s in addition to the original 1 and 2 Mbit/s.
Further extensions in the 5 GHz band employing orthogonal
frequency division multiplexing have also recently been de-
veloped [17]. At the MAC layer, the distributed co-ordinate
function (DCF) implements CSMA/CA, with an optional
request-to-send/clear-to-send (RTS/CTS) handshake prior
to transmission of DATA frames. Immediate positive ac-
knowledgement is employed. This scheme is able to oper-
ate in a peer-to-peer ad hoc mode, being a fully distributed
MAC protocol.
The remainder of this paper is organised as follows: Sec-
tion 2 reviews the experimental results motivating this
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work [1], Section 3 presents details of current capture mod-
els, as well as our Message Retraining reception model.
Section 4 outlines our simulation results. Section 5 presents
an investigation of the fairness properties of the simulation
and experimental trace data, while Section 6 concludes the
paper.
2. Review of experimental results
Recently published experimental results investigating the
performance of the IEEE 802.11 MAC protocol in a hidden
terminal topology [1], have illustrated that signal strength
is a significant factor in determining which node is able
to access the radio channel. The experiments uncovered
a reliable and repeatable channel capture effect, in which
a host with a higher received signal power (measured at the
common node) was able to capture the channel.
Each trial involved two simultaneous 500 kbyte file trans-
fers from both hidden senders into the common node. The
linear topology with each end node being mutually out of
range is illustrated in Fig. 1. A software package called
tcpdump [18], is used at the central node to trace the
progress of each file transfer. An 802.11 compliant wireless
network interface is used in the ad hoc mode, employing
an RTS/CTS handshake governed by the aRTSThreshold
management information base (MIB) parameter. This pa-
rameter indicates the frame size, above which, an RTS/CTS
exchange is initiated.
Fig. 1. Experimental topology – host 1 and 3 hidden terminals.
Several parameter combinations and signal to noise ratio
(SNR) scenarios were investigated:
 Trial 1. No RTS/CTS equal power hidden terminal,
SNR = 25 dB.
 Trial 2. 500 byte RTS/CTS equal power hidden ter-
minal, SNR = 25 dB.
 Trial 3. 500 byte RTS/CTS near(25 dB) – far (20 dB)
hidden terminal.
 Trial 4. 500 byte RTS/CTS controlled SNR.
The significant result from these experiments is a strong
signal power dependence in the channel capture behaviour
observed in each trial. In trial 1 without the RTS/CTS
handshake and with equal signal power on the contending
connections, random channel capture was exhibited. This
result is expected, [12] as the combination of MAC and
TCP backoff timers is known to result in a channel cap-
ture state for one of the contending nodes when hidden
terminals are present. In trial 2, employing the RTS/CTS
handshake, there was effective sharing of the channel when
the signal power was equal on the contending connections.
In trial 3, illustrated in Fig. 2 with a signal power differen-
tial of 5 dBm, the stronger connection was able to capture
the channel, locking out the weaker contending host until
the file transfer was complete. This is a reliable and repeat-
able observation. This result indicates that an unequal sig-
nal power scenario prevents the RTS/CTS handshake from
providing fair access to the channel.
Fig. 2. Stationary SNR, RTS/CTS enabled.
Fig. 3. Controlled SNR, RTS/CTS enabled.
To examine the signal strength dependence experimentally,
a further trial was undertaken in which the signal power on
one connection was controlled throughout the experiment.
In this case, illustrated in Fig. 3, the SNR on connection A
was controlled during the transfer. Connections A and B
commence the test with a SNR of 25 dB and 20 dB re-
spectively. Five seconds into the trial the signal power
of connection A is reduced by 8 dBm through to the end
of the experiment. The trace in Fig. 3, clearly illustrates
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behaviour where the new stronger host, connection B, man-
ages to “re-capture” the channel once the signal power of
connection A is reduced.
Once connection B has finished, connection A is able to
regain access to the channel. In each case, the connec-
tion which manages to capture the channel suffers relatively
few TCP timeouts, and retransmissions are simply handled
by the MAC and TCP retransmission mechanisms. Con-
versely, the contending connection will undergo continual
timeout and exponential backoff at both the MAC and TCP
levels. This results in significant unfairness under heavy
load conditions. In the following sections we investigate
the ability of capture models presented in the literature in
describing this behaviour.
3. Capture models
The development of models describing the initial capture
of a frame by a radio modem represents a significant body
of literature [2 4]. The common goal of each model is to
determine the probability with which a given frame may
be captured by the receiver, as a function of the num-
ber of active stations, and the resulting channel throughput
achieved.
There are two significant stages in the successful recep-
tion of a frame by a radio modem. Initially, the frame
must be successfully detected and subsequently captured
by the receiver. Following this, successful reception of the
frame must be achieved in the presence of interference,
from other transmissions and external noise sources. Most
literature [2, 3] has considered the probability with which
successful detection and capture of a frame at the start of
a transmission slot occurs. The second aspect requires an
understanding of the impact multiple access interference
will have on the captured frame [5, 6, 9] and depends sig-
nificantly on the modulation technique and spreading codes
employed.
Capture models are often used when simulating the per-
formance of wireless networks. The results presented in
Section 2 however, suggest a more complex capture be-
haviour resulting in the significant unfairness evident in
the traces. Further, in cases where hidden nodes are likely
(e.g. a mobile ad hoc network) there is a strong possibility
of late starting transmissions colliding with other signals
at the common receiver. In a scenario where all nodes are
able to sense carrier, slot boundaries are easily identified
and defined, thereby reducing significantly the probability
of a new transmission interfering with an ongoing trans-
mission.
In scenarios where carrier sense mechanisms are unreli-
able, it is possible for a node to have no knowledge of an
ongoing hidden transmission. This introduces the potential
for an interfering transmission to arrive at a common re-
ceiver at any time during a slot. As illustrated in Fig. 4,
this can be due to differences in the slot time boundaries
observed by both hidden nodes. This is further compli-
cated by the slot timing mechanisms within 802.11. Rigid
slot boundaries are not maintained, requiring nodes to infer
“slot” boundaries from the beginning and end of surround-
ing transmissions. Data transmissions are able to occupy
multiple “slot times”. Guard times are inserted between
sensing an idle channel and transmitting (the distributed
co-ordinate function inter-frame space, DIFS), or returning
management frames (the short inter-frame space, SIFS) to
maintain the semi-slotted channel. However, the lack of
carrier from an opposing hidden node increases the pos-
sibility that the node will transmit at what appear random
times to the common node.
Fig. 4. Potential slot time error.
In Fig. 4, host 3 has commenced a data transfer prior to
host 1 (being hidden from host 3) commencing a carrier
sense operation. On sensing a clear channel, host 1 defers
for a DIFS then transmits an RTS message. This collides
with the data frame from host 3, illustrating the potential
for a late starting transmission to interfere with an ongoing
transmission.
In the following sections we briefly review the significant
capture models considered in literature, with the Message
Retraining reception model outlined in Section 3.4.
3.1. Delay capture
Delay capture originally described by Davis and Grone-
meyer [3], enables the capture of a frame in a given times-
lot, provided no other frame arrives within a given capture
time, Tc of the initial frame. Only the initial frame is able
to be received. Frame arrivals are assumed uniformly dis-
tributed on the interval [0;Tu]. The initial frame arrives
at time T1, and may be captured by the receiver provided
that Ti > T1 +Tc, where Ti is the arrival time of the ith
frame. This model is chiefly controlled by the parame-
ter Tc, governing the period of time required by a receiver
to detect, correlate with, and lock onto the received signal.
The larger the Tc=Tu ratio, the less effective the modem is
at capturing a frame.
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3.2. Power capture
Power capture, originally described with Rayleigh fading,
and constant transmitter power [4], is described by the fol-
lowing inequality over the interval [0;Tc]:
Pmax > g
N
å
i=1
Pi ; (1)
where Pmax is the power of the strongest of N signals ar-
riving, each with power Pi, within the capture time Tc.
The model allows a frame to be captured provided Pmax
is greater than the sum of the power of all other received
frames, Pi, times the capture ratio, g . The received signals
are assumed to have phase terms varying quickly enough
to allow incoherent addition of the received power of each
frame. This model is the most commonly employed in
the simulation of radio modems, allowing the first arriv-
ing frame in a slot to be received provided no other frame
arrives within the capture time, Tc having a power violat-
ing (1). In the case where (1) is violated, no frame is
captured.
3.3. Hybrid capture
The hybrid model was originally proposed by Cheun and
Kim [2]. The power capture effect is used to increase the
capture probability of the first arriving frame in a given
timeslot, even though the delay model would otherwise in-
dicate capture has not occurred. Capture occurs when the
following inequality holds:
g
N
å
i=2
Pi

T1 +Tc Ti

< TcP1 : (2)
The total accumulated energy must be less than the energy
received from the first packet, P1 over the capture inter-
val. This model results in a greater capture probability,
reflecting the ability of a direct sequence spread spectrum
receiver to correlate with the initially detected frame and
reject other transmissions as noise.
3.4. Message Retraining reception model
Contrary to each of the models presented above, [8] de-
scribes an enhanced capture technique which allows a mo-
dem to successfully receive a signal that would otherwise
be considered lost by the previous models. The modem
implements a Message in Message process, whose function
is to monitor the energy received on either antenna dur-
ing reception of a frame. If an increase in energy beyond
a given threshold, g MR is observed, the modem attempts to
synchronise with and demodulate the new energy as a po-
tential new signal. If this is achieved a retraining process
allows the modem to prepare to receive this new frame once
the prior transmission has finished.
This ability implies that each of the capture models previ-
ously described will result in a pessimistic capture prob-
ability for a frame over a given duration. The Message
Retraining ability of the modem also extends the time
scale over which capture must be considered. Retrain-
ing may take place at any time during frame reception, as
opposed to the delay, power and hybrid capture models
which consider a short duration at the start of a frame. We
therefore propose an extended capture model, termed Mes-
sage Retraining which incorporates the enhanced capture
ability.
The model allows the modem to receive a new transmission
(signal 2 in Fig. 5) which may arrive at a random time dur-
ing the reception of a previous frame (signal 1 in Fig. 5),
provided the new transmission has sufficient relative power
to enable successful synchronisation and demodulation of
the frame preamble. As indicated in [5], energy associated
with the new transmission will have a significant impact on
the BER observed at the correlator output for the original
frame. Results presented in [5] indicate the previous frame
will be unintelligible if the signal power difference between
the new and existing transmission is greater than a thresh-
old of 3  5 dB. The Message Retraining model accounts
for this by dropping the initial frame if a new frame is de-
tected with a signal power greater than the current by the
Message Retraining threshold, g MR. Successful reception
of a frame, Fj will occur provided that over the duration of
this transmission:
g MR
N
å
i=1; i6= j
Pi < Pj : (3)
This model allows for the successful reception of the
strongest arriving frame received throughput its own du-
ration, i.e. Fj will be successfully received provided no
other frame arrives over the duration of Fj with a power
greater than Pj + g MR (measured in dBm). Furthermore,
the initial frame may be successfully received provided the
standard power capture equation, Eq. (1) holds.
Fig. 5. Illustration of the operation of the Message Retraining
model.
As the purpose of this paper is the evaluation of capture
models for simulation, a more detailed analytic study of
this model in terms of probability of successful reception
of a frame is considered in future studies.
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4. Simulation results
4.1. Simulation description
Each of the capture models described previously has been
implemented using the ns simulation package. This pack-
age contains an 802.11 PHY/MAC layer model, as well as
providing excellent implementations of higher layer proto-
cols such TCP/IP, UDP, FTP etc. The channel model em-
ployed is an additive white Gaussian noise (AWGN) two-ray
ground model. Capture decisions are made within each mo-
dem based on the received signal strength, capture thresh-
old, and other relevant parameters for each model. Each
node receives a copy of the transmitted packet and based
on the received power, determines whether the transmission
was observable or not. If the frame is received with suf-
ficient power, a capture decision in accordance with each
model is made prior to passing the frame up to the MAC
protocol.
Table 1
Modem simulation parameters
Parameter Value
g 5 dB
Pt (nominal) 15 dBm
Rb 2 Mbit/s
Sensitivity  95 dBm
f 2:412 GHz
Tc 120 m s
Parameters for the modem are listed in Table 1. The cap-
ture threshold is selected based on measurements presented
in [1] and design parameters of the Message Retraining pro-
cess in an 802.11 modem [8]. Pt represents the nominal
transmitter power of the radio modem, Rb the channel bit
rate (determined by the combination of spreading sequence
and modulation technique employed), f the operating fre-
quency, and Tc the capture interval which corresponds to the
duration of the preamble and sync bits in the 802.11 PHY
header. As the 802.11 standard requires that the PHY
preamble and header are transmitted at 1 Mbit/s with an
11 chip Barker code using DBPSK modulation, or possi-
bly 2 Mbit/s with the 11 chip Barker code using DQPSK
modulation (where short the PLCP preamble/header option
is available), we use a value of RB at 2 Mbit/s.
Simulation trials of the controlled SNR experimental trial
outlined in Section 2 were performed using each of the cap-
ture models. Each trial involves two hidden connections,
as illustrated in Fig. 1 transferring data to a common node,
using TCP. Connection B starts at 4 seconds, with connec-
tion A starting at 5 seconds. A total of 2048 packets of
512 bytes are transmitted over each connection. Initially,
connection A is stronger than connection B by at least the
capture ratio. At 10 seconds, this situation is then reversed
for the remainder of the transfer.
In this section we present simulation traces of the controlled
SNR experiment described in Section 2. The traces in
Figs. 6 10 provide a qualitative means of comparing each
of the capture models with recorded data. In Section 5 we
undertake a quantitative comparison of each model with
recorded data using fairness metrics over the length of the
trace.
4.2. No capture
In the case where no modem capture is implemented, any
colliding transmission at the common receiver will result
in both frames being destroyed. Backoff and retransmis-
sion then results in reasonably effective sharing of the ra-
dio channel. In Fig. 6, alternating periods where either
connection is able to dominate the radio resource are due
to protocol timing interactions between MAC and TCP re-
transmission timers [12].
Fig. 6. No capture model – controlled SNR.
4.3. Delay capture
The delay capture model makes no account of signal
strength characteristics. Figure 7 exhibits random peri-
ods during which one of the connections is able to cap-
ture the majority of the channel resource. This is again
due to the interaction between MAC backoff timers and the
TCP timers at the transport layer. Connection B also gains
a slightly higher transfer rate than connection A, showing
no evidence of the changed signal power at 10 seconds.
This is due to connection B starting before connection A,
and therefore having a larger TCP window at the time
connection A commences. Connection B is able to ex-
pand it’s TCP window without contention for the channel,
whereas connection A must contend from the establish-
ment of the TCP connection. The connection start times
were staggered in this manner to match the experimental
data in Section 2.
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Fig. 7. Delay model – controlled SNR.
4.4. Power capture
The power capture model trace in Fig. 8 displays similar
behaviour to the delay capture model. Neither connection
is able to dominate. There is no evidence of the sustained
channel capture exhibited in Fig. 3, nor any evidence of the
transmission power change at 10 seconds.
Fig. 8. Power model – controlled SNR.
4.5. Hybrid capture
Connection B again gains the advantage of a larger TCP
window at the time connection A commences. As with the
power model, there is no evidence of behaviour approach-
ing that observed in the experimental trial.
In each of Figs. 6  9, the change in signal strength at
10 seconds has little impact on the channel access achieved
by each connection. This represents a significant shortcom-
ing for the delay, power and hybrid capture models, failing
to reflect the impact varying signal strength characteristics
have on connection quality.
Fig. 9. Hybrid model – controlled SNR.
4.6. Message Retraining
The trace for the Message Retraining model in Fig. 10 ap-
pears to match the measured data of Fig. 3 quite closely.
Once connection A commences as the stronger connection,
connection B is prevented from gaining reliable channel
access. 10 seconds into the trace, connection B, the new
stronger connection, is able to capture the channel from
connection A, which is in turn prevented from gaining fair
access until connection B finishes.
Fig. 10. Message Retraining model – controlled SNR.
In the following section, we employ two fairness indices
to quantify the relative performance of each model against
experimental data.
5. Comparison metrics
To make a quantitative comparison of the results obtained
with each capture model, a fairness metric is required. Fair-
ness in wireless networks can be a difficult quantity to de-
fine. In this context we require that each node is able to
access the channel without sustained delay, and that no node
51
Christopher Ware, Tadeusz A. Wysocki, and Joe Chicharo
is able to monopolise the radio channel at the expense of
other nodes. This should be independent of the physical
network topology.
Following [19], we employ two fairness indices: Jain’s fair-
ness index, and a new index proposed in [19], the Kullback-
Leibler fairness index. In each case, a sliding window
method is used to calculate the fairness over a horizon of
200 frames. The window slides along the packet sequence
indicating which node has successfully gained access to
the channel, calculating an instantaneous value for each in-
dex. The average value is then calculated across the entire
trace. The selection of this window size is motivated by the
length of the traces. A window of 200 frames corresponds
to 10% of the frames transferred over each connection.
As the trace records successfully acknowledged data, these
results give an indication of the fairness associated with the
data transfer at the transport layer, including effects from
the MAC and PHY layers. We calculate fairness in this
manner, as TCP is the most common transport protocol
in use today, and any wireless PHY/MAC protocol must
be expected to support competing TCP streams without
imposing additional fairness characteristics.
5.1. Jain’s fairness index
This index has been used widely in the literature to capture
fairness characteristics in both congestion control [20] and
wireless MAC protocols [19]. A perfectly fair distribution
of channel access would result in a value of 1 for this
index, though values above 0:95 are typically considered to
indicate good fairness properties. The index Fj is defined
in Eq. (4):
Fj =
 N
å
i=1
r i
2
N
N
å
i=1
r i
2
; (4)
where r i is the fractional share achieved by the ith connec-
tion, and N is the number of active connections. A value
of 0.7 would imply that 30% of nodes were suffering sig-
nificant unfairness.
5.2. Kullback-Leibler fairness index
The Kullback-Leibler fairness index was first proposed
in [19]. The technique considers the distribution of channel
access for each node as a probability distribution, ˜G . The
Kullback-Leibler distance D
 
G jj
˜
G

, an entropy measure of
the “distance” between two probability distributions, is cal-
culated between the desired distribution G , and the mea-
sured distribution, ˜G :
D
 
G jj
˜
G

= D


r 1; r 2 : : : r n

jj

1
N
;
1
N
: : :
1
N

=
=
 
N
å
i=1
r i log2 r i
!
+ log2 N (5)
where: N is the number of nodes, and r i the fractional
share achieved by the ith node.
This measure provides an indication of the fairness in the
system. A value of 0 corresponds to a perfectly fair system,
with values below 0:05 typically indicating a system with
good fairness properties.
Table 2
Fairness index comparison
Experiment
Capture model stationary SNR controlled SNR
Jain K-L Jain K-L
None 0.80 0.23 0.80 0.23
Delay 0.80 0.29 0.73 0.39
Power 0.80 0.29 0.80 0.29
Hybrid 0.80 0.29 0.80 0.29
M-R 0.63 0.58 0.67 0.46
Trace data 0.68 0.52 0.62 0.68
Simulation of both the stationary and controlled signal
power trials of Section 2 were performed and both fair-
ness indices calculated. These results are then compared
with the fairness indices from the measured traces. Ta-
ble 2 illustrates the average fairness index for each capture
model.
5.3. Discussion
The stationary signal power experiment illustrates that the
delay, power and hybrid capture models provide an overes-
timate of the fairness observed experimentally. The Mes-
sage Retraining model though slightly underestimating the
fairness measured with both indices, provides an excellent
indication of the fairness properties present in the experi-
mental data.
The controlled signal power scenario represents a more
challenging task for the capture models than the stationary
signal power scenario. Varying signal conditions through-
out the experiment are reflected in the measured trace, and
should also be observed in a simulated trace. As illustrated
in Section 4, this was not the case, and we would therefore
expect the delay, power and hybrid models to significantly
overestimate the fairness achieved by each connection. The
results in Table 2 confirm this, with the delay, power and
hybrid models all significantly overestimating the fairness
present in the experimental data.
The Message Retraining model matches the experimental
data according to Jain’s index quite closely, though the
Kullback-Leibler index is still shows significantly higher
unfairness. This can be attributed to the long period in
the experimental data (Fig. 3) between 15 and 32 seconds
where no data is transferred. This is due to a significant
TCP timeout on connection A. While the Message Retrain-
ing model resulted in a significant reduction in through-
put during this time (Fig. 10), connection A was still able
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to maintain sufficient throughput to prevent a long TCP
timeout. This result also indicates the sensitivity of the
Kullback-Leibler index.
6. Conclusions
Simulation plays an important role in performance evalu-
ation of wireless MAC protocols. In this paper we have
investigated the performance of a number of common mo-
dem capture models presented in literature, in terms of
their ability to accurately reflect fairness properties of ex-
perimentally derived trace data. We have proposed a new
capture model, which we show is able to model the dy-
namic fairness properties of the IEEE 802.11 PHY/MAC
with varying signal conditions more accurately than the de-
lay, power, or hybrid capture model.
Quantitative comparison between experimental trace data
and simulation traces for each capture model using both
Jain’s fairness index and the Kullback-Leibler fairness in-
dex, illustrates than the delay, power, and hybrid capture
models provide an overly optimistic estimate of the fair-
ness afforded to the contending hidden connections. The
Message Retraining model is shown to match the experi-
mental data well.
Our results indicate that in cases where fairness is an impor-
tant component of network performance, a more detailed
capture model is required to reflect the impact of vary-
ing signal strength characteristics, and describe modem be-
haviour in a more complete manner.
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Paper Error statistics
for concatenated systems
on non-renewal time-varying channels
Cecilio Pimentel
Abstract — The statistics of the error process generated by
a discrete super channel formed by the concatenation of a con-
strained encoder, a non-renewal finite state channel (FSC), and
a constrained decoder is studied in this paper. First, recur-
sions are developed for the error weight distribution. This
statistics is relevant to the design of coding schemes and in-
terleaving in concatenated systems. We also study the renewal
nature of the residual error process as modified by the con-
strained decoder. Ferreira et al. conjectured that if the chan-
nel model is a renewal FSC, the super channel can be mod-
eled as a similar renewal model. We use a statistics called
the multigap distribution to analytically disprove this hypoth-
esis. Furthermore, the effect of interleaving is investigated
from a new perspective using the variance of the multigap
distribution.
Keywords — finite state channels, multigap distribution, con-
strained codes, concatenated systems, Gilbert-Elliott channels,
combinatorial methods.
1. Introduction
Finite state channels are mathematical models based on
probabilistic or deterministic function of Markov chains
that are capable of modeling the correlated error sequence
produced by a broad class of communication channels with
memory. Thus, for example, in a binary system the er-
ror sequence is the pairwise modulo two sum of the input
fxkg
¥
k=1 and output fykg
¥
k=1 sequence of the channel de-
fined as follows. At the kth time interval, the error bit ek is
equal to zero (indicating no error) if xk = yk, or ek is equal
to one (indicating an error) if xk 6= yk.
In several applications, such as magnetic and optical stor-
age systems, the communication system uses the concate-
nation of forward error correcting codes and constrained
codes. The constraints introduced into the transmitted se-
quence offer the possibility of achieving a desired spectral
shaping, reducing the intersymbol interference and improv-
ing the synchronization ability of communication systems.
The process of selecting an appropriate error control cod-
ing scheme should take into account the error statistics of
the super channel in order to correct or detect a specific set
of most probable error sequences produced by the super
channel.
Ferreira et al. [1] introduced the problem of calculating
a statistics known as error-free run distribution for a su-
per channel comprised of a certain class of constrained
codes and a burst channel modeled according to a renewal
Fritchman channel with one error state. In such renewal
channels, sequences of zeros (also known as gap intervals)
before and after an error are statistically independent and
identically distributed random variables. The renewal as-
sumption simplifies the analysis of the model, but it can
be demonstrated that many communication systems present
some dependence in the occurrence of successive gap in-
tervals [2, 3]. The Gilbert-Elliott channel and Fritchman
channels with more than one error state are, for example,
non-renewal FSC models. The characterization of the resid-
ual error sequence at the output of the super channel with
embedded non-renewal FSC models is of interest in this
paper.
The development of mathematical tools to use with general
non-renewal FSC models for system performance evalua-
tion has been considered in the literature [4  6]. In this
paper, we extend the general framework proposed in [6] to
compute the statistics of the error sequence at the output
of the super channel as a function of the inner model pa-
rameters. The main idea is to find a fractional generating
series whose coefficients of its series expansion yields the
statistics of interest. This approach allows the development
of generating series and recursions for certain statistics for
which no previous methods existed.
This paper is organized as follows. Section 2 contains
a brief review of FSC models. The characterization of the
residual error sequence at the output of the super channel
is the main subject of Section 3. First, we derive recursion
for a statistics called error weight distribution, that is, the
probability of m errors in a block of length n. This statistics
is relevant to the design of coding schemes and interleaving
in concatenated systems. Next, we study the multigap dis-
tribution of the super channel. This statistics has been used
as a test of non-renewalness of the error process and is ca-
pable of revealing interesting properties of burst channels,
such as, the gap length spread, and the correlation coef-
ficient between gap intervals. It is analytically proved in
this section that the pair constrained encoder/decoder may
convert a renewal burst channel into a non-renewal super
channel. Conclusions are summarized in Section 4.
We adopt the following notation throughout this work. The
matrices I and 1 stand for the identity matrix and a column
vector of ones. EfEkg stands for the expected value of the
random variable Ek. If s and z are commutative indeter-
minates, [sk zn]P(s;z) denotes the coefficient of sk zn in the
formal power series P(s;z).
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2. Model description
Consider fSkg
¥
k=0 a stationary Markov chain with state
space NN = f0; 1; : : : ; N   1g, transition probability ma-
trix P, and stationary probability row vector p p p . At the kth
time interval, the chain makes a transition from state Sk 1= i
to Sk = j with probability pi; j and generates an error bit ek
(independent of i), with probability P(Ek = ek j Sk = j). De-
fine two NN matrices, P(ek), ek 2 f0;1g, whose (i; j)th
entry is P(Ek = ek j Sk = j)P(Sk = j j Sk 1 = i), which is
the probability that the output symbol is ek when the chain
makes a transition from state i to j. The probability of an
error sequence of length n, may be expressed in a matrix
form as:
P(e1e2   en) = p p p
 
n
Õ
k=1
P(ek)
!
1:
The matrices P(0), P(1) and p p p for the Gilbert-Elliott chan-
nel (GEC) [7] illustrated in Fig. 1 are given below:
P(0) =

(1 Q)(1 g) Q(1 b)
q(1 g) (1 q)(1 b)

; (1)
P(1) =

(1 Q)g Qb
qg (1 q)b

; (2)
p
p
p =

p 0 p 1

=

q
q+Q
Q
q+Q

: (3)
Fig. 1. Gilbert-Elliott model for burst channels.
An FSC model can also be described as a deterministic
function of a Markov chain. In the Fritchman channel [8],
the state space NN is partitioned into two disjoint subsets,
A0 = f0; : : : ;N   2g (the good states), and A1 = fN  1g
(the bad state). The error bit, ek, is a deterministic function
of the current state Sk, and assumes the value ek = 0 (no
error) if Sk 2 A0 or ek = 1 (error) if Sk 2 A1. A model
with K good states and 1 bad state is denoted by (K;1)-FC.
In particular, the matrices P = P(0)+P(1), P(0), P(1), for
the (2;1)-FC model are given by:
P =
2
4
l 0 0 1  l 0
0 l 1 1  l 1
p2;0 p2;1 1  p2;0  p2;1
3
5 ; (4)
P(0) =
2
4
l 0 0 0
0 l 1 0
p2;0 p2;1 0
3
5 ; (5)
P(1) =
2
4
0 0 1  l 0
0 0 1  l 1
0 0 1  p2;0  p2;1
3
5
: (6)
Tsai modeled a fading HF communication channel using
the following (2,1)-FC model [8]:
P =
2
4
0:99911 0 0:00089
0 0:73644 0:26356
0:36258 0:58510 0:05232
3
5
: (7)
3. Error statistics
Two statistics of the residual error sequence produced by
the super channel are derived in this section. The error
weight distribution and the multigap distribution.
3.1. Error weight distribution
The error weight distribution is the probability of an
FSC generates exactly m consecutive errors in a block of
length n. This probability is denoted by P(m;n). An ex-
pression for P(m;n) can be obtained by first finding the
following bivariate generating series:
HP(s;z) =
¥
å
n=0
n
å
m=0
P(m;n)smzn; (8)
where the indeterminates s and z mark the number of
ones and the length of the error sequence, respectively.
Our interest in this series relies on the fact that the
coefficient of sm zn is the quantity of interest, that is,
P(m;n) = [sm zn]HP(s;z). The generating series HP(s;z)
for the error process fekg
¥
k=1 of FSC models is given in [6]
as:
HP(s;z) = p p p (I P(1)sz P(0)z)
 11: (9)
Upon substitution of the matrices (1)-(3) into (9), we ex-
press HP(s;z) for the GEC as the ratio of two polynomials
in s and z:
HP(s;z) =
1+ c1pz+ c2pzs
1+ c1z+ c2zs+ c3z2 + c4z2s+ c5z2s2
; (10)
where
c1p = [qQ(2 b g) q(1 q)(1 b)+
 Q(1 Q)(1 g)]=(q+Q);
c2p = [qQ(b+g) Q(1 Q)g q(1 q)b]=(q+Q);
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and
c1 = (Q(1 g)+q(1 b)  (2 g b));
c2 =  (b(1 q)+g(1 Q));
c3 = (1 b)(1 g)(1 q Q);
c4 = (1 q Q)(b+g 2gb);
c5 = (1 q Q)gb:
(11)
It is simple go from a generating series to recurrence formu-
las, which provides a rapid computational scheme for the
problem. The denominator polynomial of HP(s;z) is re-
sponsible for the recurrence relation, while the numerator
polynomial defines the initial conditions. From the gener-
ating series (10) we derive the following 6-term recurrence
formula for P(m;n) for the GEC:
P(m;n) =   c1 P(m;n 1)   c2 P(m 1;n 1)+
  c3 P(m;n 2)   c4 P(m 1;n 2)+
  c5 P(m 2;n 2);
(12)
for m  0, n > 1, where the coefficients fcig5i=1 are given
by (11). The initial conditions are:
P(m;n) = 0; for m;n < 0; m > n; P(0;0) = 1;
P(0;1) = p p p P(0)1 = c1p  c1;
P(1;1) = p p p P(1)1 = c2p  c2:
We now turn to the calculation of P(m;n) for the error
sequence produced by the super channel. This statistics is
sensitive to the operation of the constrained decoder. The
next examples consider specific constrained codes.
Example 1 (1/2-rate NRZ Miller code). The encoder and
decoder operations of the 1/2-rate nonreturn-to-zero (NRZ)
Miller code are explained in [1]. At the kth interval, the
bit ck is the input to the constrained encoder yielding two
output bits, xk;1 xk;2, which are the inputs to the FSC model.
The two output bits of the channel, yk;1 = xk;1  ek;1 and
yk;2 = xk;2  ek;2, where  is modulo 2 addition, are the
input to the constrained decoder. The decoder maps these
two bits onto the symbol rk, according to the following
rule:
rk = yk;1 yk;2 = (xk;1 xk;2) (ek;1 ek;2);
= ck  zk;
where zk = ek;1ek;2 is the the binary error sequence for the
super channel. It is clear that zk is equal to 0, that is rk = ck,
if ek;1ek;2= 00 or 11. Otherwise, zk is equal to 1, that is
rk 6= ck, if ek;1ek;2 = 01 or 10. From this explanation, we
conclude that the probability P(m;n) for the error sequence
fzkg
¥
k=1 for the 1/2-rate NRZ Miller code is expressed in
a form similar to (9):
P(m;n) = [sm zn] p p p (I P0(1)sz P0(0)z) 11; (13)
where the matrices P0(0) and P0(1) are:
P0(0) = P(0) P(0)+ P(1) P(1);
P0(1) = P(0) P(1)+ P(1) P(0): (14)
Thus
P(m;n) = [sm zn] p p p f I  [ P(0) P(1)+ P(1) P(0)]sz +
 [ P(0) P(0)+P(1)P(1)]zg 11; (15)
yielding the same recursion formula given by (12), but with
the following coefficients:
c1 =  (1 q)2(1 2b+2b2) (1 Q)2(1 2g+2g2)+
 2qQ(1 b g+2gb);
c2 =  2(1 Q)2(1 g)g 2qQ(b+g 2gb)+
 2(1 q)2(1 b)b;
c3 = (1 Q)2(1 q)2(1 2b+2b2)(1 2g+2g2)+
 qQ(1 q)(1 Q)[b2(1 g)2 +2g2b2+
+2(1 g)2(1 b)2 +2(1 g)(1 b)gb+
+g2(1 b)2]+q2Q2(1 b g+2gb)2;
c4 = 2[b(1 b)(1 2g+2g2)+
+g(1 g)(1 2b+2b2)](1 q Q)2;
c5 = 4(1 Q)2(1 g)g(1 q)2(1 b)b+
+q2Q2(b+g 2gb)2+
 (1 Q)Q(1 q)q[6(1 g)(1 b)bg+
+(1 g)2b2 +g2(1 b)2];
and initial conditions:
P(m;n) = 0; for m;n < 0; m > n; P(0;0) = 1;
P(0;1) = p p p P0(0)1;
P(1;1) = p p p P0(1)1;
where the matrices P0(0) and P0(1) are given by (14).
Example 2 (Systematic 1/2-rate Miller code). We consider
now a systematic 1/2-rate Miller code [1]. At each inter-
val, the constrained decoder receives a pair of bits, yk;1 yk;2,
and the decoded bit rk is read directly from the second
bit yk;2. The first received bit yk;1 is discarded in the de-
coding process. The error bit for the super channel zk is
equal to one if ek;1 ek;2 = (0[ 1)1, or zk is equal to zero
if ek;1 ek;2 = = (0[1)0. P(m;n) is given by formula (13),
where
P0(0) = PP(0);
P0(1) = PP(1): (16)
Thus
P(m;n) = [smzn] p p p (I PP(1)sz PP(0)z) 11: (17)
The recursion formula for P(m;n) for the GEC is given
by (12) with the following coefficients:
a1 =  (1 q)2(1 b) qQ(2 b g)+
 (1 Q)2(1 g);
a2 = (2 q Q)(Qg+qb)  (b+g);
a3 =  2(1 Q)Q(1 g)(1 q)q(1 b)+
+(1 Q)2(1 g)(1 q)2(1 b)+
+Q2q2(1 b)(1 g);
a4 = (b+g 2gb)[ 2Q(1 Q)q(1 q)+
+(1 Q)2(1 q)2+Q2q2];
a5 = bg[(1 q)2 Q(2 2q Q)];
(18)
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and initial conditions:
P(m;n) = 0; for m;n < 0; m > n; P(0;0) = 1;
P(0;1) = p p p P0(0)1;
P(1;1) = p p p P0(1)1;
(19)
where the matrices P0(0) and P0(1) are given by Eqs. (16).
To exemplify an application of recursion given by formulae
(12), (18) and (19) we consider a situation where an error
correcting (15,7) BCH code with error correction capability
t = 2 is used to correct the errors produced by a super
channel. Figure 2 shows the probability of codeword error,
PCE =
å
n
m=t+1 P(m;n), as a function of the average burst
length of the GEC, l = 1=q. PCE for a GEC alone is also
shown in the figure. The following channel parameters are
held fixed q=Q = 20, b = 0:3, g = 1 10 3.
Fig. 2. Probability of codeword error as a function of the average
burst length for a (15,7) BCH code on a super channel. The super
channel is the concatenation of the systematic 1/2-rate Miller code
and the GEC model.
3.2. The multigap distribution
It was conjectured in [1] that the error sequence fzkg
¥
k=1
generated by a super channel comprised of an 1/2-rate NRZ
Miller code and a renewal Fritchman channel can be mod-
eled as a renewal Fritchman channel. In this section, we
develop a statistics called the variance of the multigap dis-
tribution to disprove this hypothesis analytically, by show-
ing the non-renewal nature of this super channel.
The length of a gap is the number of zeros between two er-
rors plus one (the last error is included). The error process
fEkg
¥
k=1 can be regarded as a sequence of gaps fGkg
¥
k=1,
where Gk is the length of the kth gap. For example, the
error sequence of length 9, E9 = 110000001 corresponds
to the gap sequence G9 = 117 (by assumption, E0 = 1).
Let the random variable Gr =
å
k+r 1
i=k Gk be the sum of r
consecutive gap lengths. The multigap length distribution,
denoted as M(r; l), is defined as M(r; l) = P(Gr = l).
If the error process is renewal, this means that fGkg
¥
k=1
are independent random variables, then the variance of
Gr is Var(Gr) = rVar(G1). Therefore, a linear growth of
Var(Gr) with r is sufficient to show the renewal nature
of the channel. The problem of finding an expression for
the multigap distribution for FSC models was considered
in [6]. It is shown in [6] that the generating series HM(s;z)
for M(r; l) is:
HM(s;z) = å
r;l
M(r; l)sr zl ;
=
1
P(1) p p p P(1)(I  (I P(0)z)
 1P(1)sz) 11:
(20)
The variance of Gr, denoted as Var(Gr), can be expressed
as:
Var(Gr) = [sr]

¶
2HM(s;z)
¶ z2

z=1
+EfGrg(1 EfGrg):
(21)
To study the renewal property of communication channels,
Adoul [9] defined a quantity called variation coefficient
K(r) as:
Var(Gr) = K(r)VarBSC(G
r
); (22)
where VarBSC(Gr) = r(1 P(1))=P(1)2 is the variance of
Gr for the memoryless binary symmetric channel (BSC)
channel with crossover probability P(1). It is important to
notice that for renewal processes K(r) = K(1), for all r,
that is, the curve K(r) versus r is a constant for all r. An
expression for K(r) for the renewal (2,1)-FC model is given
below:
K(r) = (1+ l 0)(1+ l 1)[p2;1(1  l 0)+(1  l 1)p2;0]+
 [(1  l 0)p2;1 +(1  l 1)p2;0]2 = [(1  l 0)(1  l 1)+
+p2;0(1  l 1)+ p2;1(1  l 0)][p2;0(1  l 1)+ p2;1(1  l 0)]:
We now investigate the renewal property of the error pro-
cess fzkg
¥
k=1 of the super channel. To address this problem
for a specific constrained code, we calculate the following
generating series:
HV (s) =
¥
å
r=0
Var(Gr)sr; (23)
where Var(Gr) is calculated for the process fzkg
¥
k=1 using
Eqs. (20) and (21) with the matrices P(0) and P(1) replaced
by P0(0) and P0(1) given by Eqs. (14) and (16). If the
process is renewal, we have:
HV (s) =Var(G
1
)
s
(1  s)2
= Var(G1)
¥
å
r=0
r sr: (24)
We consider first the super channel comprised of an 1/2-rate
NRZ Miller code and a (2,1)-FC with matrices P(0) and
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P(1) given by Eqs. (5) and (6). Using the matrices P0(0)
and P0(1) given by Eqs. (14) we found that HV (s) for this
super channel is of the form:
HV (s) =
b1s
(1  s)2
(b2 +b3s)
(b4 +b5s)
; (25)
where fbig5i=1 are distinct constants depending on the FSC
parameters. Therefore, we proved that the super chan-
nel under consideration is non-renewal. In [1] a renewal
(2,1)-FC model was proposed to represent this super chan-
nel when the inner channel is the Tsai’s (2,1)-EFC model
given by Eq. (7). Numerical values for K(r)  r for this su-
per channel is shown in Table 1. The values of K(r) in
the table differ only in the third significant digit, indicating
that the renewal approximation is valid for these specific
parameters.
Table 1
Variation coefficient K(r) versus the number
of consecutive gap lengths r. The super channel
is the concatenation of the 1/2-rate NRZ Miller code
and the Tsai’s (2,1)-EFC model given by Eq. (7)
r K(r)
1 4.21862
2 4.21791
3 4.21764
4 4.21750
10 4.21728
20 4.21718
30 4.21715
When we consider the systematic 1/2-rate Miller code with
matrices P0(0) and P0(1) given by Eqs. (16) the generat-
ing series HV (s) satisfies Eq. (24) and this super channel
is renewal. Noticed that, in this case, the process fzkg
¥
k=1
is a sample of the error sequence fekg
¥
k=1, or zk = e2k. In
general, we can show that if the samples are spaced l inter-
vals apart, or zk = el k, the renewal property is maintained.
Table 2 shows that values of K(1) versus l for the sampled
process zk = el k, when the inner channel is the (2,1)-FC
model given by Eq. (7).
Adoul [9] defined a process whose K(1) is greater than one
as a more variable process, in the sense that the gap lengths
spread widely from their mean value (errors have a trend
to be clustered). The further K(1) is from 1, the more pro-
nounced is this trend. Table 2 shows that K(1) = 4:443 for
the (2,1)-FC model (l = 1), and K(1) decreases to 2.761
for the super channel with the systematic 1/2-rate NRZ
Miller code (l = 2). As the value of l increases, the pro-
cess fzkg
¥
k=1 tends to become memoryless and K(1) tends
to 1. If we encompass the FSC model with an interleav-
ing and a deinterleaving with finite interleaving depth l, we
can regard the sampled process zk = el k as the error se-
quence at each row of the deinterleaver. We can use the
results in Table 2 to investigate the ideal value of l that ren-
ders the channel memoryless. Numerical values for K(r)  r
Table 2
K(1) versus interleaving depth l.
The inner channel is the (2,1)-FC model
given by Eq. (7)
l K(1)
1 4.443
2 2.761
3 2.100
4 1.790
5 1.600
10 1.235
20 1.068
30 1.025
40 1.0099
for the GEC and the concatenation of the 1/2-rate NRZ
Miller code and the GEC are shown in the solid curves of
Fig. 3. The channel parameter considered are Q = 4 10 6,
q = 4:7 10 4, b = 0:3 and g = 1 10 3. The positive incre-
ment K(2) K(1) indicates that both channels have positive
correlation between gap intervals. The analysis of the super
channel may be simplified if we define a new FSC model
that characterizes the error structure of the super channel.
The triangle symbols in the figure shows the behavior of
the K(r) for a GEC that represents the super channel under
consideration, where we found that the parameters of the
new GEC are Q = 8  10 6, q = 9:3  10 4, b = 0:42 and
g = 2  10 3. These results differed from the solid curves
in the third significant digit.
Fig. 3. Variation coefficient K(r) as a function of the number of
consecutive gap lengths r. The super channel is the concatenation
of the 1/2-rate NRZ Miller code and the GEC model.
Equally accurate results were obtained for the P(m;n) statis-
tics. From this analysis, we conclude that the GEC repre-
sents the super channel with high accuracy.
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4. Conclusions
We have studied the statistics of a binary error process
generated by a super channel comprised of a specific con-
strained code and a general non-renewal FSC model. The
theory proposed in [6] is extended to compute the generat-
ing series for the error weight distribution in terms of the
channel matrices p p p , P, P(0) and P(1), for two specific con-
strained codes. The variance of the multigap distribution
was employed to prove that the incorporation of a con-
strained code into the system may convert a renewal burst
channel into a non-renewal super channel. This analysis
was applied to a sampled error process in order to investi-
gate the ideal value of the interleaving depth. Finally, our
results suggest that an FSC could be directly used to model
a super channel, simplifying the analysis of the overall sys-
tem.
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Paper Stop criteria
for retransmission termination
in soft-combining algorithms
Hans-Jürgen Zepernick and Manora Caldera
Abstract — Soft-combining algorithms use retransmissions
of the same codeword to improve the reliability of communi-
cation over very noisy channels. In this paper, soft-outputs
from a maximum a posteriori (MAP) decoder are used as
a priori information for decoding of retransmitted codewords.
As all received words may not need the same number of re-
transmissions to achieve satisfactory reliability, a stop crite-
rion to terminate retransmissions needs to be identified. As
a first and very simple stop criterion, we propose an algo-
rithm which uses the sign of the soft-output at the MAP de-
coder. The performance obtained with this stop criterion is
compared with the one assuming a genius observer, which
identifies otherwise undetectable errors. Since this technique
needs always a particular number of initial retransmissions,
we exploit cross-entropy between subsequent retransmissions
as a more advanced but still simple stop criterion. Simulation
results show that significant performance improvement can
be gained with soft-combining techniques compared to simple
hard or soft decision decoding. It also shows that the exam-
ined stop criteria perform very close to the optimistic case of
a genius observer.
Keywords — MAP decoder, soft-combining, retransmission ter-
mination, cross-entropy.
1. Introduction
In order to provide efficient and reliable data transmission
over a noisy communication channel, error control coding
techniques are employed as an essential part in almost every
modern digital communication system and in particular in
mobile radio systems. In addition, hybrid automatic repeat
request (ARQ) schemes are used to further improve relia-
bility in a noisy channel. A hybrid ARQ scheme basically
uses an error-correcting code to detect and if necessary to
correct transmission errors. If the error pattern is detectable
but not correctable, the receiver discards the received word
and asks for a retransmission of that particular codeword.
Unfortunately in this case, the whole effort put into the de-
coding process and the information gained from that failed
decoding attempt is completely lost. This can be avoided
by combining several repeated codewords at the output of
a noisy channel, for example, using a maximum likelihood
decoder [1]. Soft-combining algorithms incorporate reli-
ability information into the decoding process and use soft
values on a symbol-by-symbol basis. In this case, it is ben-
eficial to exploit soft-input/soft-output decoding algorithms
and this may follow the work presented in [2, 3]. These
algorithms aim at minimising the probability of symbol or
bit error and play a crucial part in iterative decoding.
In this paper, we focus on soft-combining techniques, which
preserve the information obtained with each decoding at-
tempt and incorporate this with retransmitted copies of
a codeword. We are specifically interested in the post-
decoding bit error probability when symbol-by-symbol
MAP decoding is applied to linear block codes. For that
purpose, we suggest a trellis-based decoding approach to
be fit into the automata theory setting presented in [4, 5]
rather than using generating functions [6, 7].
Moreover, this paper investigates two simple stop criteria
to terminate retransmissions. The first criterion uses the se-
quence of signs of the soft-outputs at the MAP decoder and
performs essentially a mapping of soft decisions onto hard
decisions. The second approach for terminating retrans-
mission exploits the cross-entropy between two subsequent
retransmissions of a codeword which gives an indirect mea-
sure of the performance improvement that may be gained
from the information contained in the latest retransmission.
The paper is organised as follows. Section 2 describes
fundamentals of MAP decoding and introduces the prin-
cipal soft-combining algorithm. In Section 3, the simple
stop criterion, which uses the sign of the soft-output at the
MAP decoder is presented. The stop criterion based on the
cross-entropy between subsequent retransmissions is intro-
duced in Section 4. Numerical examples are presented in
Section 5. Finally, conclusions of the paper are given in
Section 6.
2. Soft-combining algorithm
Let C denote an (n; k) block code over the Galois field
F = GF(2). The code C defines a one-to-one map-
ping of the k-dimensional information space Fk onto the
n-dimensional vector space Fn. Let u = [u1 ;u2; : : : ; un] 2C
be a codeword in the linear block code C and let
v = [v1; v2; : : : ; vn] denote a noisy observation at the output
of a demodulator. In addition, we assume statistically in-
dependent source bits, systematic codes, and a memoryless
channel. Eventually, the systematic linear block code C
shall be defined by a parity check matrix H. Then, the
soft-output of a symbol-by-symbol MAP decoder for the
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estimate uˆi of the ith transmitted bit ui is given by the
log-likelihood ratio [7]:
L(uˆi) , L(ui j v) = log
P(ui = 0 j v)
P(ui = 1 j v)
=
= L(ui; vi)+Le(uˆi) (1)
with joint log-likelihood ratio:
L(ui; vi) =

L(ui)+L(vi j ui) for 1  i  k ;
L(vi j ui) for k < i  n ;
(2)
where L(ui) denotes the a priori value of the transmitted
information bit ui and L(vi j ui) represents the soft-output
value of the channel. The so-called extrinsic log-likelihood
value Le(uˆi) is based on the indirect information about ui
due to the particular code in use and is given by
Le(uˆi) = log
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
2n k 1
å
s=o
n
Õ
j=1
j 6=i

1 e L(u j ;v j)
1+e L(u j ;v j)
u?s; j
2n k 1
å
s=0
( 1)u
?
s; i
n
Õ
j=1
j 6=i

1 e L(u j ;v j)
1+e L(u j ;v j)
u?
s; j
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>
>
>
>
>
=
>
>
>
>
>
>
;
(3)
with u?s; j being the jth bit of the sth codeword u?s = s H
in the dual code C? and s = bin(s) denotes the binary rep-
resentation of the decimal number s. Note that the sign of
the log-likelihood ratio L(uˆi) provides a hard decision, i.e.
signfL(uˆi)g=+1! uˆi = 0 and signfL(uˆi)g= 1! uˆi = 1
whereas the magnitude absfL(uˆi)g represents the reliability
of the decision.
Since a MAP decoder processes soft-inputs and releases
soft-outputs, the decoding outcome may be used along with
a suitable ARQ scheme as the input for subsequent decod-
ing attempts. To be more specific, a soft-combining algo-
rithm can incorporate the information of each retransmis-
sion into the decoding procedure and this will be done on
a symbol-by-symbol basis. The principal soft-combining
procedure can be scheduled according to the following
steps.
First transmission
1. Initialise L(0)(ui) with a priori value of ui.
2. Process soft-output value L(1)(vi j ui) of channel.
3. Compute extrinsic value L(1)e (uˆi).
4. Compute log-likelihood ratio L(1)(uˆi).
5. Release decoded word if stop criterion is satisfied,
otherwise continue with step 6.
Subsequent retransmissions
6. Request retransmission of codeword.
7. Use log-likelihood ratio L(m 1)(uˆi) obtained from
(m  1)th retransmission as new a priori value of
mth retransmission.
8. Process mth soft-output value L(m)(vi j ui) of channel.
9. Compute extrinsic value L(m)e (uˆi) of mth retransmis-
sion.
10. Compute log-likelihood ratio L(m)(uˆi).
11. Release decoded word if stop criterion is satisfied,
otherwise continue with step 6.
All the transmitted blocks may not need the same number of
retransmissions to achieve reliable decoding. Some blocks
may be detected with satisfactory reliability after the first
decoding whereas some may need a few retransmissions.
Also, some blocks would not even show any improvement
in the post-decoding bit error rate (BER) performance with
an increase in the number of retransmissions. Therefore, it
is needed to observe whether improvement in the BER is
possible to achieve, before requesting for another retrans-
mission. If further performance improvement is not feasi-
ble, the retransmission of the same block can be stopped.
This can be attained by specifying a criterion to terminate
the retransmissions.
In previous publications, e.g. [8], availability of a genius
observer has been assumed and was used to identify the
undetectable errors. In this case, the genius observer re-
quests a retransmission until a block is decoded error free or
a specified maximum number of retransmissions is reached.
Albeit this approach is rather idealistic, the performance
characteristics obtained by employing a genius observer
may serve as a benchmark for more realistic stop criteria.
3. Simple stop criterion
based on hard decisions
A simple criterion for terminating retransmissions may be
obtained by mapping the sequence of soft-outputs of the
MAP decoder onto a sequence of hard decisions. A stop
criterion can then be based on the hard decision for a com-
plete word and may be defined as follows:
1. The hard decision for the complete word of the cur-
rent transmission may be compared with that of any
previous transmission and retransmissions will con-
tinue until a predefined number of those hard deci-
sions, say three or four, are the same. This option
requires sufficiently large storage space to buffer re-
transmissions until the examined word can finally be
released.
2. Another option is to compare hard decisions of the
current transmission only with that of the most recent
retransmissions and terminate the soft-combining al-
gorithm once they are the same. Since the reliability
of a potential decision may be expected to increase
with each retransmission, it is likely that subsequent
decoding attempts result in the same hard decision.
The computer simulations have shown that the performance
improvement obtained using the stop criterion based on the
hard decisions of the current with any previous transmis-
sion is negligible compared to the results obtained based on
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only the most recent transmission. Therefore, considering
the complexity and storage requirements needed to compare
all the previous hard decisions, only the most recent trans-
missions were considered for further study. This concept
can also be extended to compare the current transmission
with more than one previous retransmissions. However,
with this criterion, at least two transmissions are required
before stopping the retransmissions.
4. Stop criterion
based on the cross-entropy
Moher has shown that cross-entropy provides a useful the-
oretical framework for iterative decoding [9]. Those ideas
have been extended in [10] to show that cross-entropy can
also be useful as a stop criterion for iterative decoding.
Since the simple stop criterion introduced in Section 3
always needs a particular number of initial retransmis-
sions, we follow the ideas presented in [9, 10] and exploit
cross-entropy here between subsequent retransmissions as
a more advanced stop criterion.
The cross-entropy between two subsequent retransmissions,
which gives a measure of the closeness of two suitable
distributions, is considered as a stop criterion in the de-
coding process. With this approach, the cross-entropy be-
tween the distributions corresponding to consecutive trans-
missions of the soft-combining process is estimated and
compared to a threshold. Whenever the cross-entropy drops
below the specified threshold, indicating a small change in
the distribution from one retransmission to the next, the
soft-combining algorithm is terminated.
The cross-entropy of two distributions P(uˆ) and Q(uˆ) over
an alphabet Fn is defined as [9]
E P

log P(uˆ)Q(uˆ)

=
å
uˆ2Fn
P(uˆ) log P(uˆ)Q(uˆ) ; (4)
where E p denotes the expectation operation over the dis-
tribution P(uˆ) and F is the Galois field GF(2). Assuming
statistical independence of the symbol probabilities, we ob-
tain
log P(uˆ)Q(uˆ) = å i
log
P(uˆi)
Q(uˆi)
: (5)
Let us assume that P(uˆ) and Q(uˆ) represent the distri-
butions corresponding to the log-likelihood values of the
(m 1)th and the mth retransmission, respectively. Then,
the cross-entropy between the distributions corresponding
to the (m 1)th and the mth retransmissions of the decoding
process can be expressed as
E P

log P(uˆ)Q(uˆ)

=
å
i

P(uˆi = 0) log
P(uˆi = 0)
Q(uˆi = 0)
+
+P(uˆi = 1) log
P(uˆi = 1)
Q(uˆi = 1)

: (6)
In Eq. (6), P(uˆi) and Q(uˆi) are the probabilities correspond-
ing to the (m  1)th and the mth retransmission, respec-
tively.
Using the log-likelihood value corresponding to the esti-
mate uˆi of the ith bit ui in codeword u, we can obtain the
probabilities related to the (m 1)th retransmission as
P(uˆi = 0) =
eL
(m 1)
(uˆi)
1+ eL(m 1)(uˆi)
=
1
1+ e L(m 1)(uˆi)
; (7)
P(uˆi = 1) =
1
1+ eL(m 1)(uˆi)
=
e L
(m 1)
(uˆi)
1+ e L(m 1)(uˆi)
: (8)
Here, L(m 1)(uˆi) represents the log-likelihood value for the
estimate uˆi which has been obtained after processing the
information from the (m  1)th retransmission. Similarly,
the probabilities related to the mth retransmission can be
expressed as
Q(uˆi = 0) =
eL
(m)
(uˆi)
1+ eL(m)(uˆi)
=
1
1+ e L(m)(uˆi)
; (9)
Q(uˆi = 1) =
1
1+ eL(m)(uˆi)
=
e L
(m)
(uˆi)
1+ e L(m)(uˆi)
: (10)
Using Eqs. (7) to (10), we obtain
P(uˆi=0) log
P(uˆi=0)
Q(uˆi=0)
=
1
1+e L(m 1)(uˆi)
log 1+e
 L(m)(uˆi)
1+e L(m 1)(uˆi)
;
(11)
P(uˆi=1) log
P(uˆi=1)
Q(uˆi=1)
=
e L
(m 1)
(uˆi)
1+e L(m 1)(uˆi)
log 1+e
L(m)(uˆi)
1+eL(m 1)(uˆi)
:
(12)
Let the difference between the two log-likelihood values
corresponding to the two retransmissions be
D L(m)(uˆi) = L
(m)
(uˆi) L
(m 1)
(uˆi): (13)
Combining Eqs. (11), (12) and (13), we can express Eq. (6)
as
E P

log P(uˆ)Q(uˆ)

=
å
i
"
log 1+e
 L(m)(uˆi)
1+e L(m 1)(uˆi)
+
+
1
1+eL(m 1)(uˆi)
D L(m)(uˆi)

: (14)
With the proposed stop criterion, the request for a re-
transmission is terminated once the cross-entropy value as
given in Eq. (14) falls below a specified threshold. In the
present paper, however, the threshold has been set to a value
of 10 3.
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5. Numerical example
In order to show the potential of performance improvement
that can be gained from the soft-combining techniques, the
computer simulations have been carried out considering
a (7,4) Hamming code. Although the considered code is
very simple, it can be used in constructing more powerful
codes such as product codes. The examined (7,4) Hamming
code can be defined by the parity check matrix:
H =
2
4
0 1 1 1 1 0 0
1 0 1 1 0 1 0
1 1 0 1 0 0 1
3
5
: (15)
Further, we assume that the source bits are equally likely to
appear, i.e. P(ui = 0) = P(ui = 1) = 0:5 giving an a priori
value of L(ui) = 0. The Hamming code is used with binary
phase shift keying (BPSK) over additive white Gaussian
noise (AWGN) and Rayleigh fading channels. Soft-output
of the channel L(vi j ui) is specified by [11]:
L(vi j ui) = 4
Es
N0
ai vi : (16)
Here, ai and vi are the Rayleigh distributed fading ampli-
tude and the ith output of a matched filter, respectively,
and Es=N0 represents the signal-to-noise ratio (SNR). The
Rayleigh fading channel is assumed being perfectly inter-
leaved to ensure uncorrelated fading amplitudes ai. More-
over, for an AWGN channel, amplitude ai = 1.
The simulation results obtained for the (7,4) Hamming code
using simple hard or soft decision decoding are compared
with soft-combining on AWGN and perfectly interleaved
Rayleigh fading channels as shown in Figs. 1 and 2, re-
spectively. Since MAP decoding aims at minimising the
symbol or bit error probability [2], performance has been
evaluated in terms of post-decoding bit error rate. The ob-
tained BER curves of this code using the proposed stop
criteria are also included in Figs. 1 and 2. In the case
Fig. 1. BER performance of (7,4) Hamming code with soft-
combining over AWGN channel.
Fig. 2. BER performance of (7,4) Hamming code with soft-
combining over Rayleigh channel.
of simple stop criterion, the hard decision of the current
transmission is compared with that of the two most recent
previous transmissions. Moreover, in these simulations, the
maximum number of retransmissions has been set to 10.
It can be observed from the simulation results that error
control coding using the (7,4) Hamming code provides
a large performance improvement compared to an uncoded
transmission, especially over fading channels. For exam-
ple, the soft decision decoding of the (7,4) Hamming code
gives coding gains of approximately 1.5 dB and 18 dB at
a BER of 10 4 over AWGN and Rayleigh fading channels,
respectively. Moreover, the soft-combining approach with
a maximum of 10 retransmissions using the Hamming code
over AWGN and Rayleigh fading channels provides addi-
tional gains of around 3 dB and 7 dB at the BER of 10 4,
respectively. It can also be observed that the proposed stop
criteria perform very close to the one assuming a genius
observer.
6. Conclusions
This paper presented soft-combining techniques for linear
block codes using realistic stop criteria for retransmission
termination. Two suitable stop criteria have been consid-
ered, firstly a very simple criterion based on hard deci-
sions and secondly a more advanced criterion based on
cross-entropy. It has been shown using an example that
a significant performance improvement may be achieved
with soft-combining techniques compared to simple soft
decision decoding. The performance of the proposed stop
criteria based on either the hard decisions of the current
transmission with the two most recent retransmissions or
the cross-entropy between the successive retransmissions
was very close to the one assuming a genius observer over
AWGN and Rayleigh fading channels. In addition, the stop
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criterion based on cross-entropy has the advantage of re-
quiring only two subsequent transmissions before terminat-
ing the retransmissions compared to at least three required
for the one with hard decisions.
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Paper Precise measurement
of complex permittivity of materials
for telecommunications devices
Takayuki Nakamura and Yoshio Nikawa
Abstract — In order to obtain precise complex permittiv-
ity of the dielectric materials obtained from the perturba-
tion method a correction curve is made using the electromag-
netic field simulator which applies transmission line model-
ing (TLM) method. In this experiment, generated microwave
power with the frequency of 2.45 GHz is applied to heat di-
electric material while measuring temperature dependence of
complex permittivity of dielectric material. To obtain these
objectives cavity resonator with cooling system is designed. It
is found from the result that the accurate temperature depen-
dence of complex permittivity of the materials can be obtained
by the method presented here.
Keywords — perturbation method, TLM method, cavity res-
onator, simulation model, temperature dependence of complex
permittivity, microwave measurement.
1. Introduction
It is known that the complex permittivity of materials usu-
ally changes depending on the frequency, on the temper-
ature and on the compositions. Therefore, in designing
or developing microwave devices, it is very important to
study the temperature dependence of complex permittivity
of materials over the wide temperature range. One of the
usual techniques to obtain complex permittivity of materials
is the perturbation method using the cavity resonator [1].
When the perturbation method is applied, it is necessary
to satisfy two conditions. One of them is to use a small
dielectric material compared with the volume of the cavity
resonator, and the other one is that EM field distribution
is not changed after inserting the dielectric materials into
the cavity resonator. If dielectric material is fragile, it is
very difficult to prepare a thin sample. Thus, EM field dis-
tribution is usually disturbed by the insertion of dielectric
materials into the cavity. Therefore, calculation error by the
perturbation method is accured according to the change of
the EM field distribution changes, because the conditions
of the perturbation method are not satisfied.
In this paper, correction curve is made by means of the EM
field simulator, which applies the transmission line model-
ing method to reduce the error of complex permittivity of
dielectric material obtained from the perturbation method.
To measure the temperature dependence of complex per-
mittivity of dielectric material and to heat the dielectric
material simultaneously, microwave power with the fre-
quency of 2.45 GHz is applied in this experiment, with
use of a network analyzer and amplifier. To improve accu-
racy of measurements, only the dielectric materials have to
be heated. Therefore, a rectangular cavity resonator with
cavity cooling system was designed.
The theory and applications of TLM for EM field simula-
tion are reviewed by Johns and Hoefer [3, 4]. The main
advantage of the TLM method is to eliminate solving simul-
taneous numerous equations all over the structure. There-
fore, the method consumes less computer memory and re-
quires lower simulation time compared with the other sim-
ulators.
2. Theory
2.1. Perturbation theory
An example of cavity resonator is shown in Fig. 1. The
dimensions of the cavity resonator in x; y and z directions
are defined as a; b, and L, respectively.
Fig. 1. Coordinates of cavity resonator.
If there is an electrical source with Je = j w e 0(e 0r   1) E ,
associated with a dielectric material inside the cavity,
Maxwell’s equations can be written as follows:
Ñ H = j w e 0 E+ Je ; (1)
Ñ E = j w m 0 H ; (2)
where w is the angular frequency, e 0 and m o are per-
mittivity and permeability of the free space, respectively,
while E and H are the electric and the magnetic field, re-
spectively.
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If there is no dielectric material inside the cavity resonator,
Je equals to zero. For such a case the resonant angular
frequency is defined as w 0.
From Eqs. (1) and (2), Eq. (3) can be obtained as,
Z
V
(E0  Ñ H+E  Ñ H0 H0  Ñ E+H  Ñ E0)dV =
= j(w   w 0)
Z
V
(e 0E

0 E0+ m 0H

0 H0)dV+
Z
D V
JeE0 dV;
(3)
where V and D V are volume of the cavity and volume of
the material. E0 and H0 are complex conjugates of elec-
tric and magnetic field intensities, w and w 0 are the an-
gular frequencies before and after inserting dielectric ma-
terials into the cavity. From Gauss’s theorem, we have
nE = nE = 0. Hence Eq. (3) can be rewritten as fol-
lows:
w   w 0
w 0
= j
R
D V
JeE0 dV
w 0
R
V
(e 0E0 E+ m 0H0 H)dV
: (4)
The assumption to use the perturbation theory is that the
EM field distribution will not be changed after inserting
dielectric material into the cavity resonator. Under this
assumption, E equals to E0 and H equals to H0. Thus
Eq. (4) can be represented as follows:
w   w 0
w 0
= 
R
D V

e 0(e
0
r  1)jE0j2
	
dV
R
V

e 0jE0j2+ m 0jH0j2
	
dV
; (5)
where e 0r is the unknown relative complex permittivity to
be obtained.
In this paper, we apply TE102 mode cavity. Therefore, only
Ey, Hx and Hy components of the EM field can have non-
zero values in the empty cavity. They are described as
follows:
Ey = C
w m 0kx
k2c
sin(kxx)cos(kyy)sin(kzz) ;
Hx =C
j b gkx
k2c
sin(kxx)cos(kyy)cos(kzz) ;
Hy =  jC cos(kxx)cos(kyy)sin(kzz) ; (6)
where kx, ky and kz, are m p =a, n p =b and p p =L, respec-
tively; b g is p p =L, a, b and L are length of cavity resonator,
and m, n and p are the mode indices in the cavity.
The complex resonant angular frequency of the cavity res-
onator w is defined as follows:
w = w r + j w i ;
w i
w r
=
1
2 QL
; (7)
where subscripts r and i stand for the real and the imaginary
parts. QL stands for the loaded Q.
If complex resonant angular frequency is changed by inser-
tion of the dielectric material into the cavity resonator, the
left side part of Eq. (5) changes, resulting in:
w   w 0
w 0

w r   w r0
w r0
+
j
2

1
QL
 
1
QL0

: (8)
From Eqs. (5) and (8), the complex permittivity can be
obtained.
2.2. Simulation of resonant frequency and Q factor
With the perturbation method, it is assumed that the EM
field distribution will not be changed after inserting the di-
electric materials to the cavity. Therefore, the E0 equals to
E0 and the H0 equals to H

0 as adopted in Eq. (5). How-
ever, in the actual experiments, the EM field distribution is
disturbed with insertion of the materials. As a result, the
perturbation method always includes some error.
To simulate precise EM field and to obtain precise com-
plex permittivity, a TLM simulator is applied to reduce
measurement error as shown in Fig. 2.
Fig. 2. Simulation method to reduce measurement error.
In Fig. 2, D fmea, D Qmea and D fsim, D Qsim represent the
quantitative changes in resonant frequency and Q before
and after inserting dielectric materials into the cavity both
on the measurement and on the simulation, e mea: and e

sim:
are defined as complex permittivity obtained from the per-
turbation and simulation method, respectively.
At first, complex permittivity of the dielectric material is
calculated by the perturbation method using measured res-
onant frequency and Q factor before and after inserting
a dielectric material into the cavity resonator. Secondly,
the empty rectangular cavity resonator was designed using
TLM simulator (Micro-Strips, Fromerics). Then resonant
frequency and Q are simulated using empty cavity resonator
on the TLM method. Thirdly, the model of the rectangular
cavity resonator with an inserted dielectric material is de-
signed in the simulator. Then, resonant frequency and Q are
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simulated by inputting characteristics of various complex
permittivities of dielectric materials. After that, correc-
tion curve was made from calculated quantitative changes
of resonant frequency and Q with and without placing the
dielectric materials in the cavity resonator.
From these results, correction curves of the real and imag-
inary part of e  are obtained which are shown in Figs. 3
and 4, respectively.
Fig. 3. Correction curve of real part.
Fourth, resonant frequency and Q are simulated with the
adoption of the TLM simulator using the results of the
complex permittivity on the perturbation method.
The calculated quantitative changes in resonant frequency
and the Q for the TLM method are comparable with the re-
sult of quantitative changes in resonant frequency and Q for
the perturbation method using correction curve. If these re-
sults are not fitting the correction curve, another value of
complex permittivity will be input and the procedure will
be repeated.
Fig. 4. Correction curve of imaginary part.
In the case, when the quantitative changes of resonant fre-
quency and Q fits between the simulation and correction
curves, the input parameter of complex permittivity is as-
sumed to be a precise value.
3. Cavity resonator
and measuring system
3.1. Experimental system
The TE102 mode rectangular cavity resonator is shown in
Fig. 5. In this experiment, the length of the cavity is
147.2 mm to generate TE102 mode. The cross-sectional
size is 110.0  27.0 mm2. The coupling window and cou-
pling disk are set at the optimum coupling position.
Fig. 5. TE102 mode rectangular cavity resonator.
Fig. 6. Measuring system.
An infrared thermometer is used to measure surface tem-
perature of the dielectric material from outside the cavity
resonator through the small window on the cavity. The tun-
ing screw can move the position of the short plunger to set
initial resonant frequency [5, 6]. The dielectric material
is inserted at the maximum EM field from the coupling
window at 3/4 l wavelength. Coupling loop to measure
transmission power is inserted at the position of maximum
magnetic field in the cavity.
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Fig. 7. Photograph of the measuring system.
The measuring system is shown in Figs. 6 and 7. Mi-
crowave power from the network analyzer (HP8753C) is
amplified by means of a wideband high power amplifier
(model A2325-5050-R R&K CO., LTD). An amplified mi-
crowave power is transmitted to the circulator, directional
coupler and rectangular cavity resonator. The inserted
coupling loop into the cavity resonator connects the net-
work analyzer for measurement system transmitting power.
A 30 dB attenuator, which can attenuate the equivalent
power of amplifier gain, is set between rectangular cav-
ity resonator and the network analyzer for protecting mea-
suring circuit. The characteristics of resonant frequency
and Q are measured by the network analyzer.
In the experiment, the center frequency of the signal fed to
the cavity resonator was set at 2.45 GHz. Averaged duration
time to tune of the resonant frequency was changed under
the control of the sweeping span of the network analyzer.
The temperature of dielectric material was measured by the
infrared thermometer. In the experiment, little thick mate-
rial was used intentionally for the evaluation of correction
errors.
3.2. Simulation model of cavity resonator
A simulation model of cavity resonator is shown in Fig. 8.
In the TLM method, the shape of cavity resonator is de-
fined by metals, excitation source, the coupling loop, the di-
electric material and the impedance wall. Excitation source
and impedance wall are set at the waveguide side. Mi-
crowave power of TE10 mode is applies as excitation source.
The impedance wall is used as the absorption wall and
it has a defined optimum impedance. The waveguide and
cavity resonator are separated by the coupling window.
The dielectric material is set at maximum electric field at
the 3/4 wavelengths from the coupling window. Measuring
ports are set for calculation of the transmission property.
Cavity was divided into an optimum number of cells. Es-
Fig. 8. Simulation model of cavity resonator.
pecially, it was noted that around coupling window the di-
electric materials and coupling loop are divided into smaller
cells for increasing accuracy of the simulation.
4. Results
Real part of the complex permittivity versus temperature
of polyethylene-terephthalate (PET) is shown in Fig. 9. It
is clear that the results obtained using the TLM simulator
are a little smaller than the reference measurement data.
Nevertheless, it is apparent that the error is smaller than
that using the perturbation method.
Fig. 9. Dielectric constant versus temperature of PET.
The results obtained from the perturbation method of di-
electric loss versus temperature of PET are shown in Fig. 10
and the results obtained from TLM simulation and refer-
ence data are shown in Fig. 11. It is remarkable that the
data obtained from TLM simulator almost fit to the refer-
ence data.
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Fig. 10. Dielectric loss versus temperature of PET (perturbation
method only).
Fig. 11. Dielectric loss versus temperature of PET obtained by
proposed method.
Fig. 12. Tand versus temperature of PET.
The loss tangent versus temperature of PET is shown in
Fig. 12. In the figure, the simulation data is similar to the
reference one obtained at the room temperature.
It is shown from these results that the TLM simulator can be
used for the precise estimation of temperature dependence
of complex permittivity.
5. Conclusions
The perturbation method is assumed to define that dielec-
tric material is small enough to compare to the volume
of the cavity resulting in EM field distribution not being
changed after inserting the dielectric material into the cav-
ity. But, for example, if we cannot use small dielectric
material compared with the volume of the cavity because
of the fragility of the material, the EM field distribution is
changed by the insertion of dielectric material. Therefore,
when perturbation method is applied, the correction error
occurs because of the approximate calculation.
In this paper, the complex permittivity has been calculated
using the TLM simulator. The designed correction curve
obtained using the TLM simulator can reduce the calcu-
lation errors in complex permittivity of materials for the
perturbation method. From these results, when TLM sim-
ulation and measurement with perturbation method are used
together, the calculated data are expected to be similar to
reference data.
In presented experiment, to measure temperature depen-
dence of complex permittivity of the dielectric material,
a microwave power with the frequency of 2.45 GHz was
applied as measuring and heating power using a network
analyzer and an amplifier. The averaged duration time to
tune of the resonant frequency was changed by controlling
of the sweeping span of the network analyzer. Thus stable
temperature dependence of materials was measured. From
these results, it is visible that the TLM method can be used
to correct calculation error for the perturbation method.
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Regular paper Method of analytical
regularization based on the static
part inversion in wave scattering
by imperfect thin screens
Alexander I. Nosich
Abstract — The paper is focussed on the development of the
method of analytical regularization (MAR) in electromagnetic
wave scattering and absorption by imperfect scatterers shaped
as thin screens.
Keywords — wave scattering, imperfect boundary conditions,
thin screens, regularization.
1. Imperfect boundary conditions
As known (see [1 6]), if the thickness of imperfect scat-
terer is small compared to the free-space wavelength, the
wave scattering problem can be simplified to exclude the
internal field from consideration. This is done by assum-
ing the scatterer thickness to be zero but at the same time
introducing specific boundary conditions modified with re-
spect to the perfectly electric conducting (PEC) boundary
conditions. In these conditions, certain effective parameters
appear, accumulating the values of the thickness and ma-
terial constants of the scatterer. These parameters couple
together the limit values of the tangential field components
~ET and ~H

T on the two sides of the scatterer, namely, their
jumps and their mean values. In all, there are three different
conditions of this type [4]:
1) resistive:
1
2
[
~E+T +~E
 
T ] = Z0R~n  [~H
+
T  
~H T ]; (1)
~E+T = ~E
 
T ; (2)
2) material, or magneto-dielectric:
1
2
[
~E+T +~E
 
T ] = Z0R~n  [~H
+
T  
~H T ]; (3)
1
2
[
~H+T + ~H
 
T ] = 
S
Z0
~n  [~E+T  ~E
 
T ]; (4)
and
3) impedance one:
1
2
[
~E+T +~E
 
T ] = Z0R~n  [~H
+
T  
~H T ]+W [~E
+
T  
~E T ];
(5)
1
2
[
~H+T + ~H
 
T ] = 
S
Z0
~n  [~E+T  ~E
 
T ] W [~H
+
T  
~H T ]:
(6)
The first condition appears in the case of a thinner-than-
-skindepth metal scatterer of finite conductivity; the sec-
ond one is derived for a thin magneto-dielectric scatterer
(material), and the third one for a PEC scatterer covered
with a thin material layer. Thin scatterers are commonly
called screens and can be flat or curved. Of the three men-
tioned types of screens, the first two (resistive and material)
are partially transparent while the third one (impedance) is
non-transparent. Note that conditions (5) and (6) are of the
most general form, and the first two ones can be viewed as
particular cases of that form.
So, any mentioned type of thin scatterers can be simulated
by using at most three effective parameters. There exists an
ambiguous terminology about these parameters. We shall
use the one proposed in [4] and call them resistivities: elec-
tric R, magnetic S, and so-called cross-resistivity W . For
example, in the case of a thinner-than-skindepth metal sheet
and a thin low-contrast dielectric sheet having normalized
material parameters e r and m r, respectively [2, 4, 5]:
Rm = (Z0b s )
 1
; Rd = i[k0b(e r 1)]
 1 (7)
while S = i¥ and W = 0. Here b is the thickness, s is
the conductivity, Z0 is the free-space impedance, k0 is
the free-space wavenumber, and it is assumed that m r = 1,
je r 1j  1 and k0b 1. In the case of a thin single-layer
high-contrast material sheet, it can be shown (see [1, 3, 4])
that
R = Z2S =
i
2
Z cot

1
2
e
1=2
r m
1=2
r k0b

; W = 0; (8)
where Z = ( m r=e r)1=2, and it is assumed that je r m rj 1 and
k0b 1. Note that for a multi-layer sandwich-like material
sheet, W 6= 0 [4].
It is interesting to recall that the conditions (1), (2) and
(3), (4) were at first proposed empirically. They had been
in extensive use for quite a long time (e.g., see [7  10])
before being fully grounded in [2] and [3], respectively.
Mathematically rigorous derivation of the expressions (7)
and (8) for the resistivities was also done in [2, 3] and
confirmed more relaxed derivations of [1, 4 6].
For the sake of completeness, it should be mentioned that
material screens have been also simulated by introduc-
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ing the so-called “higher-order” imperfect boundary con-
ditions [5]. The latter involve not only the limit values
of tangential fields but also their normal derivatives. For
example, condition (4) is modified to take the following
“first-order” form (see [11]):
1
2
[
~H+T + ~H
 
T ] = 
1
Z0
~n

S  ¶k0 ¶ n

[
~E+T  ~E
 
T ] : (9)
In this paper, we shall base our considerations on the
“zeroth-order” boundary conditions (1)  (6) although one
can extend MAR to the conditions of [11]. Note that con-
ditions of the order higher than 1 are ambiguous from
the viewpoint of the solution uniqueness [12]. Further,
although conditions (1)  (6) are derived for infinite thin
sheets, we shall apply them to the limited screens like strips
and disks, which have sharp edges. We shall not discuss
here the validity of the modified conditions near the edges,
and only remark that, according to [2], this is less am-
bigous than using together the PEC conditions and the zero
thickness of a screen with edges. Instead, we shall imply
that each time some appropriate edge condition is included
in the problem formulation, that guarantees the solution
uniqueness.
Impenetrable thin imperfect screen is a special case when
three resistivities are not independent. As shown in [4],
they should satisfy the relationship
4(RS+W2) = 1 : (10)
Therefore, in this case one of three resistivities can be elim-
inated, and the pair of conditions (5) and (6) can be equiv-
alently formulated in terms of two other effective parame-
ters: surface impedances Z+ and Z , i.e., as the two-side
Leontovich boundary conditions [4 6]:
~ET Z0Z

~n ~HT = 0 : (11)
Equations (11) are equivalent to (5) and (6) provided that
R=
Z+Z 
Z++Z 
; S= 1
Z++Z 
; W =
1
2
Z+ Z 
Z++Z 
; Z++Z  6=0:
(12)
For example, a thin PEC screen coated with different layers
of magneto-dielectrics of parameters b, e r and m r , has
the values of the surface impedances given by [4 6]
Z = iZ tan[(e r m r )1=2k0b

]: (13)
It is important to note that if any material parameter of an
imperfect screen is not real but complex-valued, then the
resistivities obtain non-zero real parts, which are responsi-
ble for the dissipation losses. Therefore, by modifying the
boundary conditions, one can study not only the wave scat-
tering but also the wave absorption. Besides, if any of the
quantities e r, m r or h varies along the screen surface, then
the resistivities R;S;W are the functions of coordinates.
2. About the method of analytical
regularization
Hence, there arises a challenge to extend or modify the
previously existed analytical and numerical solutions of the
PEC-screen wave scattering problems to the three men-
tioned types of imperfect thin screens. In computational
electromagnetics, one of the most powerful and efficient ap-
proaches is based on the integral equations (IE) – see [13].
Here, the method of analytical regularization, i.e., a semi-
inversion of the full-wave singular IE [14], is the one
that guarantees numerical convergence. General scheme
of MAR works as follows. Commonly, the boundary PEC
conditions generate a singular IE of the first kind: ˆGX = F .
Split the operator ˆG into two parts, ˆG1 and ˆG2. Provided
that the former has a known inverse ˆG 11 , the original equa-
tion can be converted to the second-kind one: X + ˆAX = B,
where ˆA = ˆG 11 ˆG2 and B = ˆG
 1
1 F . However, this scheme is
mathematically justified only if the operator ˆA is compact,
i.e., its norm jj ˆAjj < ¥ in the functional space L2. This
implies inherently that the inverted operator ˆG1 must be
a singular one while ˆG2 is regular. It is possible to point
out several different ways of extracting out an invertible
singular part of original equation. It corresponds to either
canonical-shape or to the high-frequency or to the static
part of the full-wave IE operator [14]. Once this has been
done, it is guaranteed, thanks to the Fredholm theorems,
that the usual discretization schemes converge to the exact
solution in the point-wise sense. Here, the convergence is
understood as a possibility to minimize the computation
error to machine precision by solving progressively larger
matrices.
The variety of problems solved by MAR with the static
part inversion covers a wide class of PEC zero-thickness
screens [14]. Among them there are single strips and
strip gratings, strip irises in a waveguide, periodic circular
waveguides, open circular cylindrical screens and collec-
tions of them, longitudinally slitted infinite cone, circular
disk, spherical cap, finite circular hollow pipe, etc. Any
of the listed problems is reduced first to a single singular
IE or a coupled pair of IEs of the first kind. A limit form
of IE, corresponding to the static problem, can be inverted
analytically based on the theory of the Cauchy integrals.
Application of this result to the full-wave IE leads to an IE
of the Fredholm 2nd kind with a smooth kernel. Hence, the
existence of the unique solution is guaranteed. Numerical
solution is then easy to obtain by using any reasonable dis-
cretization scheme, and the validity of the matrix truncation
is justified.
Discretization and partial inversion can be joined together
in a single procedure, if one uses the set of orthogonal
eigenfunctions of the static part of the full-wave operator as
a projection basis in a Galerkin scheme [14]. As the accu-
racy of computations is improved by increasing the number
of equations and is limited only by the digital precision of
computer used, MAR may be called a “numerically exact”
approach. The number of equations needed for a practi-
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cal accuracy of 3–4 digits is normally slightly greater than
electrical size of a PEC scatterer. As we shall see, in the 2D
case of the H-polarization, these solutions can be directly
extended to resistive scatterers as well, because non-zero R
does not change the static limit of IE. In the E-polarization
case, the situation is different. Here, non-zero R changes
the static behavior of the scatterer. However, in the E-case,
second-kind IE obtained from the imperfect boundary con-
dition is already a Fredholm one, whose operator vanishes
in the static limit. For the axisymmetric 3D screens, the
same is valid with respect to IEs for two potential func-
tions, which are frequently taken as E
f
and H
f
. In each
case, the obtained second-kind equations correspond to the
static-part inversion. It is also necessary to note that if
there exists a one-to-one mapping X =CZ, Z =C 1X , then
one can build a MAR analysis on the discretization of the
equivalent operator equation Z+(C 1AC)Z =C 1B, which
is also a Fredholm second-kind one. For example, opera-
tors C and C 1 can be direct and inverse integral Fourier
transforms (in the single strip scattering) or discrete Fourier
transforms (in the strip grating scattering) or integral Han-
kel transforms (in the disk scattering).
3. Resistive strip scattering
Consider an example in 2D: the scattering of a given time-
harmonic ( e iw t) electromagnetic field by a resistive
strip [9, 15, 16], whose contour of cross-section is an open
curve M in the plane (x;y). Here, two alternative polariza-
tion cases can be treated separately. Generally, the scattered
field has to satisfy the Helmholtz equation off M, boundary
conditions on M, edge condition near the sharp edges of
the screen, and the radiation condition at infinity. In the
case of the H-polarization, the role of potential function is
played by the magnetic-field component parallel to the strip
generatrix, H = Hz. Then, the boundary conditions (1), (2)
take the form as
1
2

¶ H+
¶ n
+
¶ H 
¶ n

+ ik0Z0R(H
+
 H ) = 0; (14)
¶ H+=¶ n  ¶ H = ¶ n = 0 : (15)
After decomposing the total field into the sum of the inci-
dent Hin and scattered one Hsc and presenting the latter in
the form of a double-layer potential, one obtains a hyper-
singular integral equation of the second kind:
ik0RX(~r)+
¶
¶ n
Z
M
X(~r0)
¶
¶ n0
G0(~r;~r0)d~r0 = 
¶ Hin(~r)
¶ n
;
(16)
where G0 = i=4H(1)0 (kj~r ~r
0
j) is the 2D free-space Green’s
function (H(1)0 stands for the Hankel function), and
X = H+ H  is the unknown surface-current density.
Note that in Eq. (14) and hence in IE (16), the term con-
taining the product k0R is a simple perturbation to the PEC
boundary condition and the IE, respectively. That is why
analytical regularization of IE (16) can be done in the same
way as for a PEC screen, and a smooth passing to the limits
k0 ! 0 and R! 0 is possible at every step of this proce-
dure. The inversion of the static part of IE (16) is based on
the diagonalization of the integral operator with a hyper-
type singularity. This is due to the existence of a set of
orthogonal eigenfunctions of the IE static limit: for exam-
ple, if M is a straight interval, i.e., if the strip is flat, they
are the weighted Chebyshev polynomials. Further details of
this analysis can be found in [15, 16], for a circularly curved
resistive strip and for a flat resistive strip, respectively.
In the alternative case of the E-polarization, the role of
potential function is played by the electric-field component
parallel to the strip generatrix, E = Ez. Then the resistive
boundary conditions (1), (2) take the form as
1
2

¶ E+
¶ n
 
¶ E 
¶ n

+
ik0
Z0R
(E++E ) = 0; (17)
E+ E  = 0 : (18)
These conditions, together with the single-layer representa-
tion of the scattered field Esc, lead us to the following IE
of the second kind:
Y (~r)+
ik0
R
Z
M
Y (~r0)G0(~r;~r0)d~r0 = 
ik0
R
Ein(~r); (19)
where Y = ¶ E+=¶ n  ¶ E =¶ n is the unknown surface-
current density.
Integral equation (19) has a logarithmic-singular kernel G0.
Such a singularity is integrable, hence this IE is of the
Fredholm second-kind provided that R 6= 0. That is why it
can be discretized by using any usual discretization scheme
with local or global-basis expansion functions. One can
see that the norm of this IE operator is finite for any R 6= 0
and proportional to k0. Therefore, it may be stated that
IE (19) is based on the analytical inversion of the static limit
of the full-wave scattering problem. However, unlike in the
H-case, the limit forms of (17), (19) for k0 ! 0 and R! 0
are essentially different. For any R 6= 0 the static limit
of (17) is not the PEC condition; besides, the static limit
of the solution to IE (19) is identical zero. Still besides,
one can see that if R is purely imaginary or purely real, the
ratio ik 10 R plays the role of a Lavrentyev or a Bakushinsky
regularization parameter, respectively [17, 18].
In the case of a circularly curved open resistive strip of
radius a (Fig. 1), IEs (16) and (19) can be transformed
with discrete Fourier transform, and further static-part in-
version can be done in the transform domain [15]. The
radar cross-sections of such a strip illuminated by a plane
wave are presented in Figs. 2 and 3. In the flat-strip case,
IEs can be transformed into the integral Fourier transform
domain. Static part inversion can be done in the latter
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Fig. 1. Scattering geometry of the cross-section of a circularly
curved resistive strip.
Fig. 2. Lossy resistive strip characteristics in the E-polarization:
(a) normalized backward (radar) scattering cross-sections, and
(b) absorption cross-sections as functions of the normalized fre-
quency k0a. f 0 = 170
o, q = 90o.
domain as well, (see [16]), with the Bessel functions (trans-
formed Chebyshev polynomials) as a basis. The algorithms
based on the space-domain and transform-domain MAR are
equally high-efficient. A final remark can be done about
the extension of MAR solution to a strip with the resis-
tivity varying along the contour M. In this case, R in
IEs (16) and (19) must be viewed as a function of ~r. This
circumstance does not change the basic properties of IEs,
and hence the same MAR schemes work out, although the
Fig. 3. Lossy resistive strip characteristics in the H-polarization:
(a) normalized backward (radar) scattering cross-sections, and
(b) absorption cross-sections as functions of the normalized fre-
quency k0a. f 0 = 170
o, q = 90o.
rate of convergence gets worse. Based on such a modified
algorithm, a cylindrical reflector antenna with a variable-
resistivity edge loading was analyzed in [19].
4. Material and impedance
strip scattering
In the homogeneous material-strip scattering, we start from
the boundary conditions (3), (4). Together with the repre-
sentation of the scattered field as a sum of a single- and
a double-layer potentials, they yield now not one but two
second-kind decoupled IEs. Each of the latter can be fur-
ther treated in the same way as it was done previously for
a resistive strip scattering with a H-wave and an E-wave
incident, respectively. Paper [20] dealt with solving these
equations after converting them to the integral Fourier-
transform domain. In the E-polarization case, material thin-
strip boundary conditions lead us to a similar pair of the
second-kind decoupled IEs, with the parameters R and S
interchanged. Hence, in the material-strip scattering, a dif-
ference in the electromagnetic behavior between the E-wave
and H-wave cases vanishes. Note that, to build the scattered
field, the contributions from the solutions of the both IEs
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must be taken into account. In the scattering by a multilayer
material strip or an impedance strip, the boundary condi-
tions (5), (6) or, equivalently, Eqs. (11) should be used.
They bring us to the pair of coupled IEs of the second
kind, where cross-resistivity W plays the role of the cou-
pling parameter. If the surface impedances are the same:
Z+ = Z , then R = 12 Z
+, S = (2Z+) 1, W = 0, and hence
the IEs again decouple. Special case of Z+ = Z  can be
considered as well [4].
5. Imperfect strip grating scattering
In the case of the scattering of plane waves by a flat grat-
ing made of identic periodically spaced resistive, material
or impedance strips of period l (Fig. 4), the same MAR
approach as for a single strip can be used. This is due
to the fact that in the kernels of corresponding IEs, the
quasi-periodic free-space Green’s function, Gp, takes the
place of G0. As Gp = G0 +P, where P is a regular func-
tion at ~r ! ~r0, the singularities are kept the same, and
hence a similar static-part inversion results in the regu-
larized infinite-matrix equations. A grating of flat resistive
Fig. 4. Scattering geometry of the cross-section of a flat resis-
tive-strip or dielectric-strip grating.
Fig. 5. Transmitted, reflected and absorbed power fractions for
the scattering by a resistive-strip grating as functions of the nor-
malized frequency l=l (k0 = 2p =l ). b = 30
Æ, d=l = 0:5, R= 1.
Fig. 6. Power fractions for the scattering by a resistive-strip grat-
ing as functions of the normalized resistivity. b = 30Æ, l=l = 0:5,
d=l = 0:5.
Fig. 7. Transmitted, reflected and absorbed power fractions for
the H-wave scattering by a dielectric-strip grating as functions
of the normalized frequency for b = 90Æ, d=l = 0:5, b=l = 0:01,
e r = 10+ i, m r = 1. Two models are compared: 1 – high-contrast,
i.e. R and S based on Eq. (8), and 2 – low-contrast, i.e. R based
on Eq. (7) and S= i ¥ .
strips has been considered in [10, 21 24]. Note that in the
H-wave case, the results published in [21] were erroneous
as the matrix elements did not decrease with greater in-
dices. This is because no regularization of a hyper-singular
IE was performed. The latter was developed in [22, 23],
where it was noted that the same mistake was character-
istic for the other papers considering the scattering of H-
waves by a resistive strip grating. In the E-wave case, the
results published in [10, 21] are correct and agree with
the data of [22  24] where different discretizations were
used. In Figs. 5 and 6, the power fractions (normalized
powers of transmission, reflection and absorption) in the
plane wave scattering by a resistive strip grating are pre-
sented [22]. In Figs. 7 and 8, the same is presented for the
scattering by a thin-strip dielectric grating, which was also
considered in [22]. Note that the latter results were con-
fronted with the exact solution of the Fredholm second-kind
76
Method of analytical regularization based on the static part inversion in wave scattering by imperfect thin screens
Fig. 8. Transmitted, reflected and absorbed power fractions for
the E-wave scattering by a dielectric-strip grating as functions
of the normalized frequency for b = 90Æ, d=l = 0:5, b=l = 0:01,
e r = 10+ i, m r = 1. Two models are compared: 1 – high-contrast,
i.e. R and S based on Eq. (8), and 2 – low-contrast, i.e. R based
on Eq. (7) and S = i ¥ .
“domain” IE for a finite-thickness dielectric strip grating.
Comparison showed a very good agreement for the strip
thickness being 1/10 of the period. The scattering by an
impedance strip grating has not been analyzed with MAR
so far.
6. Imperfect disk scattering
Consider a curved rotationally symmetric disk supporting
resistive boundary conditions (1), (2). Here, two simplest
diffraction problems arise: excitation of the disk by ei-
ther a coaxial vertical electric dipole (CVED) or a mag-
netic one (CVMD). Figure 9 demonstrates an example of
such a scattering geometry associated with a flat disk of
radius a placed on top of a dielectric substrate. The field
in such a geometry is f -independent and can be expressed
via a single potential function: H
f
or E
f
, respectively [25].
In the case of electric (or magnetic) dipole, we arrive at the
singular IE of the second kind similar to IE (16) (or (19)),
Fig. 9. Scattering geometry of the cross-section of a circular
disk on a grounded dielectric substrate.
with the f -independent scalar 3D Green’s function K0 tak-
ing place of G0:
K0(~r;~r
0
) = r0
2 p
Z
0
eik0 r
r
cos y d y ; (20)
where
y = f   f
0
; r = [r2 + r02 +2rr0 cos y +(z z0)2]1=2:
(21)
The domain of integration in IE correspondingly changes
to an open curve in the halfplane (r  0;z). Note that the
function K0 has the same logarithmic singularity as G0, if
~r =(r;z)!~r0 [25, p. 67]. In the CVED-case, regularization
is needed to reduce the problem of the disk scattering to
the infinite-matrix equation of the Fredholm second-kind.
This is done by applying a Galerkin scheme with the spe-
cial Jacobi polynomials, which form the set of orthogonal
eigenfunctions of IE static limit. In the CVMD-case, the
basic IE is immediately of the Fredholm second kind pro-
vided that R 6= 0, and may be discretized via any reasonable
projection scheme. In Figs. 10 to 12, the frequency scans
of the power fractions related to the CVED-excited resistive
flat-disk antenna on top of a grounded dielectric substrate
are presented [26]. All the power values are normalized to
Fig. 10. Normalized radiated power as a function of the normal-
ized frequency a=l , for a VED-excited resistive circular-disk on
a substrate. e s = 1:07, h=a = 0:5, and R as indicated.
Fig. 11. Normalized surface-wave power as a function of the
normalized frequency a=l , for a VED-excited resistive circular-
disk on a substrate. e s = 1:07, h=a= 0:5, and R as indicated.
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Fig. 12. Normalized absorbed power as a function of the nor-
malized frequency a=l , for a VED-excited resistive circular-disk
on a substrate. e s = 1:07, h=a = 0:5, and R as indicated.
Fig. 13. Radiation efficiency of a VED-excited resistive disk
antenna as a function of the normalized frequency.
the power radiated by a VED on a PEC plane. Figure 13
demonstrates the variation of the radiation efficiency in the
same frequency band.
In the case of a thin flat material disk of high dielectric and
magnetic constants, the boundary conditions (3) and (4)
yield a set of two IEs, for the either type of coaxial exci-
tation. Each of them is analogous to one of the resistive-
disk IEs, therefore regularization and discretization is done
as above. In [27], these IEs have been transformed to the
Fig. 14. Radiation efficiency of a thin-dielectric disk antenna as
a function of the normalized frequency. e s = 1:07, h=a = 0:05,
b=a = 0:01, m r = 1, and e r as indicated.
Hankel-transform domain and converted to the dual integral
equations for the surface-current transforms. Expansion
functions are then transformed to the special-type Bessel
functions depending on the type of IE. Numerical solution
is very efficient and enables one to minimize the error to
machine precision. Figure 14 shows the radiation efficiency
of a dielectric disk antenna on a grounded dielectric sub-
strate, fed by a CVED, as a function of the normalized
frequency a=l .
7. Conclusions
It is possible to modify the MAR solutions, previously
developed in the PEC-screen scattering, to the imperfect
thin screens: resistive, material, and impedance ones. This
opens a way for a numerically exact analysis of not only
the scattering but also the absorption of waves by the pene-
trable and impenetrable screens. We presented the illustra-
tions related to the cases of curved strip, flat strip grating,
and flat disk on a substrate. Some other results of analysis
can be found in [15, 19, 22, 26, 27].
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Regular paper Optimum double-matched
detection and its application
to SSMA systems
Józef Jacek Pawelec
Abstract — This paper is concerned with the issue of op-
timum detection of known signal in nonwhite noise and/or
narrow-band interference. The detection is carried out in
three steps. First, some function related to the power spectrum
of interfering process I(z) is estimated via adaptation. Second,
the signal + interference is whitened due to I(z). Third, the
replica of signal is filtered via I(z) to match it to the deformed
signal in the previous step. The simulation of SS reception in
presence of NB interference shows a high gain in comparison
to classical single-matched detection.
Keywords — optimum detection, spread spectrum multiple ac-
cess systems, NB interference, adaptation.
1. Introduction
The issue of optimum detection is nearly as old as the
telecommunication itself [1]. There is a lot of methods and
criteria of optimality, e.g. integration or storage, autocor-
relation, coherent or synchronous detection, optimum lin-
ear or matched filter detection, statistical detection via risk
strategies (Bayes, Neyman-Pearson and mini-max) [2 4].
Of course, there are some common roots in all methods.
We will confine ourselves to the matched-filter and
maximum-likelihood (ML) strategies. In contemporary ra-
dio receivers the matched-filter philosophy is widely used
but is confined to the useful signal only. It is a reasonable
solution for some kind of communications corrupted by
AWG noise. In wireless communication, especially spread
spectrum (SS) the dominant factor is an outside noise and it
diverges considerably from the thermal white model. The
resulting miss-adjustment between “white” receiver filter
and nonwhite noise/interference causes losses that reach
even several tens of dB [5, 6].
This problem has been considered in [7 10]. In the first
paper [7] an optimum structure of SS receiver is analyzed.
Channel distortion and multi-point reception are studied
here in detail, whilst colored interference is merely touched
on (a simple low-pass case is analyzed). A substantial,
but extremely concise approach to nonwhite detection is
given in [8]. It contains, however, no functioning structures,
no algorithms, and nor comparative results. This gap is
partially fulfilled by the author’s studies [9] and [10], which
the present contribution is based upon.
The organization of the paper is as follows. In Section 2,
the statement of the problem in modern digital form is
given. Thereafter a new general detection structure is intro-
duced. In Section 3 and in Appendix A, the adaptive theory,
relevant to the matter is provided and the general scheme is
complemented and simplified. In Section 4, the simulation
of spread spectrum reception in narrow-band interference
is carried out and the results obtained are compared with
conventional reception.
2. Statement of the problem
As it was shown by many authors [3, 8, 10], the optimum
filter for detection of a given signal S( w ) in presence of
arbitrary noise is
H(w ) =
S(w )
P(w )
; (1)
where S( w ) is a conjugate spectrum of useful signal and
P(w ) – power spectrum of interfering process.
The denominator of the desired transfer function, P(w ) is
usually factorized as P(w ) = H( w )H(w ) = jH(w )j2 or –
within the z variable – as [8]
P(z) = A2G(z)G(1=z) ; (2)
where AG(z) corresponds to H(w ); AG(1=z) – to H(w );
A is a constant; z = re j W ; p  W  p ; r > 0 (observe the
difference between H(w ) and H(w )).
G(z) is said to be a minimum-phase function, while
G(1=z) – maximum-phase function. As G(z) is mini-
mum-phase, all its zeros are inside the unit circle and –
after inversion – they do not reach the unstable region out-
side this circle. Hence, the reciprocal of AG(z) can be eas-
ily specified as I(z) = 1=AG(z) and put in series with the
signal matched-filter Sl (1=z), see Fig. 1 (l is an alphabet
index).
Fig. 1. A general idea of double-matched detection [7].
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The G(1=z) is – by definition – maximum-phase and has
no reciprocal. However, its inverse Fourier transform h
 k
(said anti-causal response) can be shifted some N steps
forward without affecting the transform (k is a discrete time
index). This way a causal response h
 k+N is obtained,
which – after reversion – can play a role of replica in cross-
correlation mode (Fig. 2). Consequently, the co-whitening
filter in matched-filter mode stands for a whitening filter
in cross-correlation mode, Icowhite(z)! Iwhite(z) = I(z) and
h
 k+N ! hk (Fig. 2).
Fig. 2. A cross-correlation mode of scheme Fig. 1 for binary
signal and unknown interference [8].
An example. Let P(z) = 1=j1 + 0:5 z 1j2. Hence,
the whitening and co-whitening functions are:
I(z) = 1+0:5 z 1 and I(1=z) = 1+ 0:5 z+1(A = 1) [8].
Let an input signal be s(n) = [1 1 1 : : : 1] for time
sequence n = [ 5; 5] otherwise s(n) = 0. In this case the
output signal of Sl (1=z) will be the same as its input,
since we assume hk = 1. The transition of s(n) through
I(z) yields s0(n) = [1 1:5 1:5 : : : 0:5] for k = [ 5; 6].
The I(1=z) is maximum-phase, so we factorize it in
two functions, I1(z) = z
+1 and I2(z) = 0:5 + z 1. Of
course, I(z) = I1(z)I2(z). The first function I1(z) shifts
s0(n) one step ahead, i.e. s00(n) = [1 1:5 1:5 : : : 0:5] for
n = [ 6;5]. The second function transforms s00(n) into
s000(n) = [0:5 1:75 2:25 : : : 2:25 2:25 2:25 : : : 2:25 1:75 0:5]
for n = [ 6;6]. The decision is taken at n = 0, hence the
result is S = 2:25.
Similar operations in cross-correlation mode (Fig. 2),
yield S
t
=
å
s0(n)s
0
(n)D t , where s
0
(n) = s0(n) and D t
is a time interval between steps. Putting D t = 1=10
we obtain S
t
= 2:15. For a more dense digitalization
(N >> 10) S
t
 S. We will not further deal with the errors
appearing in this process, as the signals feeding the modern
detectors are digital in nature at the very origin. The same
decrements refer to the useful signal as refer to the noise
and SNR is held constant.
The scheme Fig. 2 works as follows. An lth useful sig-
nal Sl;k and the interference Jk enter the whitening filter
I(z). It decorrelates Jk and changes Sl;k. The first action
is desirable, as it enables the application of ML principle.
The second – is undesirable, so the replica Sl;k is passed
through the same filter I(z) to match it to the deformed
signal Sl;k. The output products of filters, yk and yk are
multiplied one by one and summed up within the range
of k = 1; 2; : : : ; N. This process is repeated for the full al-
phabet of signals, l = 1; 2; 3; : : : . The real values of sums
are then compared each other and this l is taken as true
one, which assigned sum is maximal. At the scheme Fig. 2
we have shown only the simplest binary case for l = 1.
Now, let us consider the constraints that have been implic-
itly imposed upon the considered processes.
 First, the power spectrum of interference P(z) has
to be determined and/or the whitening stable func-
tion I(z) has to exist (even, in approximated form).
 Second, the input signal Sl;k and the replica S

l;k have
to be strictly synchronized one to another and not
correlated to the interference Jk.
 Third, the interference Jk has to be wide sense sta-
tionary (WSS) or at least cycle-stationary (within the
adaptive period) and not necessarily Gaussian, whilst
possibly nonwhite. The Gaussianity is unnecessary
as the interference goes through filter I(z), which
normalizes it.
All the above requirements are usually satisfied, except for
the first. The power spectrum of interference P(z) and the
whitening function I(z) are often unknown, so we will try
to get them in a course of adaptation.
3. Blind adaptation
The classical adaptive procedure consists in a comparison
of a received signal with some standard, e.g. a training se-
quence. This comparison produces an error, which controls
the weights in adaptive filter. In our position, no standard
signal exists, so only the blind adaptive algorithms can be
considered.
The simple blind algorithm, belonging to the large mini-
mum mean square error group (MMSE) is as follow [10].
At the begining, an estimate of the interference sam-
ple yˆ(n) is formed upon its previous states (observations)
y(n N); y(n N+1); : : : , up to y(n 1), Eq. (3). In the
next step, this estimate is subtracted from the actual value
of y(n) (both are accessible), Eq. (4). The difference e (n)
is used for the step by step matching of filter weights h
to observed process, Eq. (5). The algorithm is sometimes
called least squares (LS) [7, 12]
yˆ(n) =
N
å
k=1
hky(n  k) = hTy ;
y =
2
4
y(n 1)
        
y(n N)
3
5
; h = [h
1
h
2
: : : h
k
: : : h
N
]
T
; (3)
e
2
(n) = Ex
n

y(n)  yˆ(n)
2
o
; (4)
h(n+1) = h(n)  m e y : (5)
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The step size m , as well as an initialize sequence h(0)
are important data, which affects the convergence and
the speed of adaptative process. We experienced to use
h(0) = [1 0 1 0 : : : ]T and m = 0:01  0:001. The higher
values of m correspond to the higher speeds of adaptation
and the smaller – to smaller errors of estimation. In any
case m max < 2=l max, where l is an eigenvalue of the auto-
correlation process.
The estimation time of MMSE algorithms is usually large
and the orders of filter – very high. We used the sequences
of size N = 103  3 103 and L = 6 46. The higher values
of L and N correspond to narrow pulses of interference.
For the transmission rates of 10 30 kbit/s it stands for an
estimation time t = 0:1 s. More effective algorithms are
nonlinear ones, e.g. gradient descent, super exponential and
turbo [15]. They use – instead of square error – a notion of
cost function. An example of such function is a normalized
moment of fourth order:
u(4) =
m4(y)
m22(y)
= (N L) å

y(n) Y
4
n
å

y(n) Y
2
o2 ; (6)
where y(n) is time series of estimated signal; N – series
size; L – order of whitening filter.
Y =
1
N L
N
å
n=L+1
y(n) ; (7)
m2(y) =
1
N L
N
å
n=L+1

y(n) Y
2
; (8)
m4(y) =
1
N L
N
å
n=L+1

y(n) Y
4
: (9)
The moment u(4) for commonly used bipolar signal,
y 2 [1; 1] takes the lowest value equal 1. In a physi-
cal channel, the signal samples interact with one another,
which causes cross-correlation (ISI) and gives an increase
of u(4). So, if we want to decorrelate (white) the signal,
a gradient of u(4) has to be used as an indicator pointing
the direction, to which the vector h has to be changed.
A weak point of some nonlinear algorithms is their false
convergence. If “the spectral channel” of interference is
non minimum-phase and reveals several local minima, one
of them (not global minimum) can cause a false conver-
gence. In Appendix A, we present the very effective lattice
filter and the gradient descent algorithm (GDA) that do not
reveal a false convergence.
4. Simulation experiments
We are carrying out several experiments to have a deeper
insight into the filtration and detection processes and to
estimate a gain of the method. We used the spread spectrum
signal of the form
Sl;k = l

s1; s2; : : : ; sN

1; : : : ; l


sk; sk+1; : : : ; sk+N 1

(kmodN+1); : : : ; l


sMN N+1; : : : ; sMN

M ; (10)
where l is a binary random number, l 2 [1;  1], its se-
quence flg contains the information carried on; N is
a spreading factor; [sk; sk+1; : : : ]kmodN+1 represents mth bit
of signal, m = 1; 2; 3; : : : ; M; sk is kth sample of signal,
k = 1; 2; : : : ; MN; sk 2 [1;  1]=g ; g – real constant; the se-
quence [sk] is chosen according to Gold code and is known
to the sender and recipient of information.
The appropriate interference sequence is Jk =
= fJ1; : : : ; JMNg, where MN is a sequence size in
chips. The replica Sl;k follows the useful signal except for
the attributes of power (g ), information carried on (l), and
conjugation index (); js1;kj= jg sl;kj.
We have carried out four experiments. The first one is
concern with the white noise case. The symbol of sum in
Fig. 2 denotes
å
N
=
N+ jN
å
k=1+ jN
yky

k ; j = 0; 1; 2; : : : ; M 1 ; (11)
where yk and y

k are the outputs of whitening filters in the
signal and replica leads, respectively.
The obtained BER curve is shown in Fig. 3 as the base
curve (0). We found that interference other than white,
e.g. low-pass of H(z) = 1=(1  1:4 z 1 + 0:5 z 2) causes
a degradation of reception, expressed by curve (1). This
is contrary to Shannon’s theory, which states that white
noise causes the highest degradation of reception. So, we
insert a proper whitening filter into both paths of detector,
I(z) = 1=H(z) = 1 1:4 z 1 +0:5 z 2 (experiment II). The
symbol of sum denotes now
å
N
=
N+L+ jN
å
k=1+L+ jN
yky

k ; (12)
where L – order of filter (= 2).
The obtained BER curve is shown as curve (2), see Fig. 3.
We observe that it has been shifted about 7 dB down the
base curve (0). This is a striking difference and it means
that the single-matched (white) detector does not recognize
the color of interference.
Then, further experiments were carried out. In the third
one, III, an interference pulse of natural signal was used.
Let its autocorrelation function and power spectrum be
(e.g. BPSK signal)
R(t ) = 1 jt j=T for j t j=T < 1;otherwise R(t ) = 0 ; (13a)
P(w ) = T

sin(w T=2)=( w T=2)
2
: (13b)
Having P(w ) we can determine its corresponding transfer
function H(z) and the unit impulse response h via Yule-
Walker method [18]
[a; b] = yulewalk (L; F;M); h = impz(a;b) ; (14)
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Fig. 3. A family of BER curves for single-matched and double-
matched detection at different interference.
where L is a chosen order of filter; F – frequency scale
vector, e.g. F= [0 0:01 : : : 1]T ; M – interference magnitude
vector, M = jH(F)jT ; a; b – transfer function coefficients
vectors.
The formulae for H(z) and its coefficients are
H(z) =
a0 +a1z
 1
+ : : :+a16z
 16
1+b1z 1 + : : :+b16z 16
; (15)
a = [0:32  0:01 1:35  0:04 2:7 0:07 3:36  0:07 2:7
 0:05 1:48  0:02 0:5  0:005 0:1  0  0]T ;
b = [1  0:037 5:5  0:18 13:8  0:39 20:4  0:49 19:5
 0:38 12:3  0:18 5:03  0:05 1:2  0:006 0:13]T .
To obtain I(z) we simply put b instead of a and vice versa
into a filter () function [18]. The result we obtained in
experiment III is expressed by curve (3), see Fig. 3. This
curve has been shifted about 20 dB down the base (0).
Although hard to imagine, it is true. The gain obtained can
be expressed by an approximated formula
g 20 log10 B=Bi ; (16)
where B is useful signal equivalent bandwidth and Bi –
interference equivalent bandwidth.
In the next experiment (IV) we assumed that interfer-
ence spectrum is not known, so, the adaptive loop was
activated (dotted line block, Fig. 2). In a course of MMSE
adaptation we obtained ˆh very similar to h of the previ-
ous experiment (a difference in Eb=N0 was less than 1 dB).
This happened because we used the same interference pulse
both in experiments III and IV, simply to check the adaptive
process.
Many other interference pulses (QPSK, QAM) with differ-
ent bandwidths and locations on signal spectrum (includ-
ing double pulses) were examined (Table 1). All results
were very good [8]. Several experiments have been carried
out using the lattice filters and the gradient descent algo-
rithm (Appendix A, Fig. 4). We found that in this case
the order of filter, and the time of adaptation diametrically
reduce, and the problem of instability disappears. How-
ever, the program is more complicated, and the physical
implementation of lattice filters would possibly be more
complex.
Table 1
Chosen SNR-s for presence and absence of whitening
filters and the different locations of interference on the
signal spectrum (B=Bi = 10)
Eb=J [dB] at BER = 10
 5
Interference pulse
relative location 0.0 0.25 0.5 0.75 1
No whitening
filters 10 10 10 10 10
Filters present  7:5  8:5  9:5  8:5  7:5
It should be also noted that a described process is strictly
optimal only for known interference spectrum. Otherwise,
when using adaptation, the algorithm “learns” the spectrum
and if its “equivalent channel” is non minimum-phase and
the whitening filter is FIR, then the detector can only be
referred to as asymptotically optimum (for L ! ¥ ) [12].
In spite of so rigorous theoretical limit, the practical re-
quirements are not so excessive, e.g. L = 46 is enough for
a relative signal-to-interference bandwidth B=Bi = 10.
Fig. 4. A structure of whitening lattice filter (see Appendix A).
The problem of optimum adaptive algorithm and adaptive
filter is still an open issue. But, even for slow MMSE
algorithm we can obtain quite satisfactory results under
typical communication conditions.
5. Conclusion
This paper presents a new method of spread spectrum de-
tection in presence of nonwhite noise and/or narrow-band
interference. It uses a double-matched detector, fitted both
to the useful signal and interference. It is formed by adding
a pair of whitening filters and a blind adaptive loop to
the conventional single-matched ML structure. Simula-
tion of base-band SS reception under typical NB interfer-
ence yields the gain approaching 20 dB for the signal-to-
interference bandwidth ratio B=Bi  10. Unfortunately, the
gain reduces to zero for flat interference.
The obtained results are comparable to the findings of
other authors [5, 6]. The method is intended for systems
with interference dominating inner thermal noise and be-
ing ruggedly nonwhite. It can be treat as a compliment to
RAKE and other upgrading techniques.
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Appendix A
Gradient descent algorithm
and the lattice filter
The normalized moment u(4) and its derivatives are
u(4) =
m4(y)
m22(y)
;
du
dK =
du
dy
dy
dK ; K = [K1K2 : : :KL]
T
; (1A)
were K is so-called reflection coefficient in lattice filter, see
Fig. 4 (it corresponds to the weight vector h in transversal
FIR filter); y is an output signal of filter.
Taking into account Eqs. (12) and (13) in main text, we
obtain (2A)
du
dy =
m04m
2
2 2m2m02m4
m42
=
=
4
(N L+1)m22
å

y(n) Y
3
+
 
4m4
(N L+1)m32
å

y(n) Y
	
=U  V : (2A)
As it comes from Fig. 4 (derivation in [11])
dy
dK1
= s(n 1)(1+K2)+
+ s(n 2)(0+K3)+ s(n 3)(0+ : : : ; (3A)
dy
dK2
= s(n 1)(K1 +K3)+
+ s(n 2)(1+K4)+ s(n 3)(0+ : : : ; (4A)
du
dKp =

U  V
	
s(n 1)

Kp 1 +Kp+1

+
+ s(n 2)

Kp 2 +Kp+2

+ : : :
	
=
=

U  V
	
L
å
i=1
s(n  i)

Kp i +Kp+i

;
where s() is input signal of the filter, and
K0 = 1; Kpi = 0 for p i < 0 or p i > L : (5A)
The quantities U , V are given in (2A). The fundamental
gradient equation is
K(n+1) =K(n)  m Ñ Ku(4) ; (6A)
Ñ Ku(4) =
"
du(4)
dK1
du(4)
dK2
: : :
#T
; (7A)
where m is a step size and n – iteration number. The
convergence criteria, initialize parameters and a step size
m are considered in [12, 15].
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Regular paper Photo-devices for optical
controlling of microwave circuits
Zenon R. Szczepaniak and Bogdan A. Galwas
Abstract — The most important optical devices which can
be used for controlling microwave circuits will be presented in
the paper. The performance and the parameters of the devices
such as semiconductor microwave optoelectronic switches,
photodiodes and phototransistors were described. The influ-
ence of the optical illumination on their microwave parameters
will be described in details, including the our own investiga-
tions and simulations results. Several applications of such
devices and their potential possibilities will be presented.
Keywords — microwave optoelectronic switch, photodiode, pho-
totransistor.
1. Introduction
During last years it can be seen a new trend in the telecom-
munication field – merging the optical and the microwave
techniques. It means that there is a need to drive the optical
devices with the high frequency or microwave signals. On
the other hand we need to control the microwave circuits
by means of the optical signals. Such optically controlled
microwave circuits are wanted for optically provided pro-
cessing of microwave signals. They are strongly needed for
new types of radar. Also the optically controlled microwave
mixers and oscillators are used in hybrid-fibre radio appli-
cations [1].
One of the solutions for optical control of microwave cir-
cuits is the developing of the microwave devices with the
capability of changing their microwave parameters such as
capacitance, impedance, reflectance or current source value
due to the absorption of the light. Microwave circuit de-
signer usually can propose a circuit, with the use of such
a device, which will have the possibility of changing its
attenuation/gain, or generation frequency by means of the
illuminating optical power. The various families of such
devices will be described in the following sections of the
paper.
2. Bulk photoconductive devices
2.1. Photoconductive effect
The most common application of the illuminated bulk semi-
conductor devices is switching. The idea is to use a piece
of semiconductor material to make a gap in a microwave
transmission line, and then the switch is activated by il-
lumination. The principle of the operation relies on the
light absorption in the semiconductor material. When the
incident photon energy is higher than the band gap of the
semiconductor, the photon is absorbed and the creation of
electron-hole pair takes place. This phenomenon causes
the increase of the carrier density in the semiconductor
material under the optical illumination, and therefore the
increase of the semiconductor conductivity. Light absorp-
tion coefficient a depends on the type of semiconductor
and also on the light wavelength l (Fig. 1):
a [cm 1] = 2 104
p
h f  Eg [eV] ; (1)
where h is the Planck’s constant, f is a frequency of the
incident light and Eg is a band gap energy of semiconductor
material.
Fig. 1. Light absorption coefficient a and penetration depth 1=a
versus wavelength l for different types of semiconductor material.
The absorption of an optical power P0 in the semiconductor
material can be described by the exponential law, as it is
expressed by relation (2):
Pabs = P0(1  r )(1  e
 a x
) : (2)
It is important to notice that the optical power penetrating
the semiconductor material is lower than P0 because some
part r of the optical power is reflected from the semicon-
ductor surface due to light refraction coefficient difference.
2.2. Photoconductive microwave switches
The basic construction and idea of the operation of the
photoconductive microwave switch is shown in Fig. 2. The
PC switches base on the transmission line, coplanar line or
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microstrip one, fabricated on semiconductor [2  4]. The
conducting strip of the coplanar line has a gap causing the
semiconductor to be exposed to the optical illumination.
Fig. 2. Schematic illustration of a photoconductive microwave
switch (a), and equivalent circuit (b).
When the light illuminates the gap area, such that its photon
energy is greater than the semiconductor band gap, the light
is absorbed and the free electron-hole pairs are generated.
Thus, the conductivity of the semiconductor is altered. The
illumination creates the surface plasma in the semiconduc-
tor. This surface plasma enhances the surface conductivity
and bridges the gap in the strip conductor. Then the mi-
crowave signal can propagate through the switch.
In Fig. 2b the equivalent circuit of PC switch is shown.
The values of the conductances series GS and parallel GP
are the function of the optical power and are modulated by
laser pulses.
Example: The typical parameters of a microstrip switch
made on a silicon substrate are: refraction coefficient of
semiconductor material nr = 3:6, electron and holes mobil-
ities m n + m p = 2000 cm2V 1s 1, strip metalisation gap
L = 0:034 cm, switching ON pulse energy E1 = 10 m J and
h f=e = 2:34 V. Then the optically generated conductivity
in the microstrip gap is equal to 5 S (it means 0.2 W ).
Thus in the ON state the optoelectronic microstrip switch
has microwave reflection coefficient with magnitude equal
to  54 dB and in the OFF state equal to  0:06 dB. They
are good results.
The photoconductive microwave switches promise faster
rise and fall time (typically in the picosecond range),
broader bandwidth, ability to handle high power, and sim-
plicity of operation in comparison to the conventional GaAs
MESFET or PIN diode switches. Another advantage is the
electrical isolation between the controlling optical signal
and the gated microwave signal.
The very short electrical pulses generated with the use of
the PC switches are used for measurements in the mil-
limetre and sub-millimetre bands, and for the time domain
measurements of the dielectric materials (Fig. 3), anten-
nas, transistors and microwave amplifiers, especially if they
work far from bands of the frequency domain network anal-
ysers.
Fig. 3. Configuration of the system for transmission measure-
ments of the dielectric properties of materials in the millimetre-
wave region.
There was some investigations of the use of the variable
impedance provided by an open-ended microstrip line fab-
ricated on the silicon substrate – described in [5, 6]. How-
ever, the use of such a device in the oscillator tuning circuit
gives not enough good performance.
3. PIN photodiodes
3.1. PIN photodiode performance
The commonly used microwave semiconductor devices
with possibility of the optical control are photodiodes –
especially PIN type ones, and phototransistors.
A PIN photodiode is a semiconductor junction device con-
sisting of p-type and n-type semiconductor regions sepa-
rated by an intrinsic layer (i) (Fig. 4a). In normal mode of
operation a reverse-bias voltage applied across the device
is large enough to make the intrinsic region fully depleted
of carriers. An electric field resulting from reverse bias is
equal to the saturation field. It means that during most of
the transit the carriers travel at the saturation velocity.
When the light illuminates the semiconductor and the pho-
tons have its energy equal to or greater than the semicon-
ductor band gap the generation of free electron-hole pairs
takes place. The high electric field present in the depletion
region separates the photocarriers. As the carriers traverse
the depletion region, the current flow is induced. It means
that in the equivalent circuit of PIN photodiode the optical
illumination effect can be model by current source [7].
The performance of a photodiode is often characterised by
the responsivity R. The photodiode responsivity is a ratio
of generated photocurrent Iph to the optical illumination
power Popt :
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R =
Iph
Popt
(3)
and is expressed in A/W.
The responsivity can be expressed also with the use of
internal quantum efficiency h :
R =
h q
h f : (4)
The internal quantum efficiency is the number of electron-
hole pairs generated per incident photon of energy equal
to h f . The typical values of commercially available PIN
photodiodes are equal to about 0.8 A/W.
The optical illumination causes the change in the junc-
tion parameters and thereby changes the microwave scat-
tering parameters S11 of the photodiode. Expect the pho-
todetection, this effect can be used to perform an optical
and a microwave signals mixing. Also the optical con-
trol of a microwave circuit containing the PIN photodiode
can be done in this way. The examples of S11 mea-
surements in the case of optical illumination are shown
in Fig. 5.
The impedance changes of typical PIN photodiode under
the optical illumination are relatively small and sometimes
Fig. 4. PIN photodiode: (a) schematic cross-section of PIN
photodiode; (b) diode characteristics I(U) for different optical
power.
Fig. 5. Example of microwave reflectance of PIN photodiode
under optical illumination.
not sufficient to use in some microwave circuits applica-
tions [8, 9]. Therefore there are other ways to improve the
possibility of the microwave circuit control by means of the
optical illumination and with the use of the photodiodes. It
is worth to point an approach using the photodiode set to
work with a varactor diode [8]. This approach is used in
the microwave phase shifters [8, 10].
3.2. Microwave parameters of PIN photodiode
A microwave behaviour of the PIN photodiode can be de-
scribed by means of, either the scattering parameters, or
the equivalent circuit/model. To determine the PIN photo-
diode equivalent circuit from the measurements, the special
Fig. 6. Illustration of equivalent circuit extraction method from
the measurements.
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Fig. 7. Extracted PIN junction capacitance versus bias voltage
characteristic.
Fig. 8. Extracted PIN junction resistance versus bias voltage
characteristic.
method of extraction was used. This method contains three
steps:
a) measurements of the photodiode reflection coefficient
G meas within a defined frequency range, and at dif-
ferent bias voltages;
b) assumption of the equivalent circuit scheme, i.e. de-
fining the R, L, C elements being contained;
c) the use of the special microwave simulating software
(in our case Microwave Office) to calculate G sim.
After these steps the final part of the extraction can be
made. It is the optimisation of the variable values of the
equivalent circuit elements to achieve fitting the simulation
results to the measurements (Fig. 6). When matching is im-
possible, then the equivalent circuit is modified. The good
matching, obtained within the specified frequency range,
and at specified bias voltage, gives the values of the model
parameters for these frequencies and at this voltage.
An example of PIN photodiode model extracted from the
S11 measurements is shown below. The values of the para-
sitic elements are: Cp = 0:03 pF, Cin = 0:4 pF, Ls1 = 3 nH,
Ls2 = 4:1 nH. The value of junction series resistance was
found to be approximately constant and equal to Rs = 29 W .
The extraction procedure repeated for different bias voltages
gives the photodiode voltage characteristics (see Figs. 7
and 8).
4. Photovaractor
A type of semiconductor diodes very commonly used in the
microwave circuits is a varactor diode. However, traditional
varactor diode is the device that has the junction capaci-
tance with possibility of steering by means of the bias volt-
age applied across the device. The semiconductor structure
of the varactor is specially designed to obtain relatively high
range of the capacitance changes while biasing at different
voltages. A new approach to the problem of changing the
capacitance in the microwave device or circuit is the use
of the optical illumination. The photovaractor is the new
special kind of the semiconductor PIN diode that has pos-
sibility of steering the junction capacitance with the use of
the optical power [11]. The photovaractor structure is spe-
cially designed to obtain the capacitance changes as high as
possible while illuminating with the optical power. A typ-
ical photovaractor diode is a heterostructure type device.
An example of the photovaractor cross-section is shown
in Fig. 9.
Fig. 9. Example of n-InP/n-InGaAs/n+-InP photovaractor cross-
section [7].
The maximal value of the photovaractor capacitance
change under the optical illumination occurs at the bias
around 0 V. For example, at the bias voltage equal to
+0.1 V the capacitance changes from Cmin = 2:75 pF up to
Cmax = 69 pF, under the optical power variation from 0 up
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Fig. 10. Measured photovaractor capacitance versus optical
power characteristics at different bias voltages.
Fig. 11. Example of microwave reflectance S11 of PIN photovar-
actor under optical illumination.
to 0.4 mW. Then the ratio Cmax=Cmin is equal to 25. An
example of the photovaractor measured capacitance versus
the optical power characteristics at different bias voltages
is shown in Fig. 10.
However, the highest value of capacitance changes can be
noticed for the capacitance measured at the several hun-
dreds of MHz. The capacitance measured or extracted at
the higher frequencies, for example few GHz, has smaller
values because of fact that at high frequencies the gener-
ated photocarriers have no time to follow the change of
a microwave signal. Nevertheless, the photovaractor ca-
pacitance at the microwave frequencies can be sufficient to
provide the optical control of various microwave circuits,
especially the oscillators (Fig. 11) [12, 13].
5. Optically variable capacitor
5.1. Photodiode-varactor couple
An optically variable capacitor (OVC) is new type of
microwave-optical device. This device is the connection
of the photodiode and the varactor diode. The photodiode
is placed with a proper bias circuit, which allows to change
the bias voltage across the varactor by means of the opti-
cal power illuminating the photodiode. The change of the
bias voltage causes the change of the varactor capacitance,
thereby allowing optical control of the circuit containing
the varactor (Fig. 12). The problem of the connection can
be solved in different ways, and two of the solutions are
specially interesting.
Fig. 12. Photodiode-varactor couple as a microwave optically
variable capacitor.
The maximum of the optical power illuminating the photo-
diode corresponds to minimum of bias voltage across the
varactor.
Example of microwave performance of the OVC is shown
in Fig. 13. There is presented the OVC reflection coefficient
S11 for different values of the optical power from 0 to 3 mW
at the frequency equal to 1 GHz.
This type of the OVC circuit has the following features:
– RF block inductance keeps photodiode out of mi-
crowave signal;
– reverse biased varactor dissipates very little power;
– optical power required for control depends on the
resistor used in the bias circuit, and can be relatively
small;
– optical and microwave functions are performed in
separate devices and they can be independently opti-
mised;
– varactor diode used in this OVC can be assort with
respect to highest capacitance changes ratio.
This type of circuit was developed to investigate the possi-
bility of obtain an optically controlled microwave device for
special microwave phase shifters and modulators [8, 10].
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Fig. 13. OVC reflection coefficient S11 for different values of the
optical power from 0 to 3 mW at the frequency equal to 1 GHz.
5.2. Optically variable capacitor with self-bias
Another very interesting solution is the device shown in
Fig. 14. This device is the connection of photovoltaic cell
with the varactor diode. The optical illumination of photo-
voltaic cell array causes photocurrent generation and then
this current converted into the voltage is used to bias the
varactor. In this manner the optical control of the varactor
capacitance is provided. It is important to notice that this
OVC is a bias-free device [14].
Fig. 14. Schematic idea of optically variable capacitor with self-
bias using photovoltaic cell.
This OVC structure offers several advantages:
– RF block inductance keeps PV array out of mi-
crowave signal;
– reverse biased varactor dissipates very little power;
– optical power required for control is small;
– optical and microwave functions are performed in
separate devices and they can be independently opti-
mised;
– varactor diode is designed to produce desired capac-
itance swing with lowest possible RF insertion loss;
Fig. 15. Example of OVC performance: varactor capacitance
versus optical power.
– photovoltaic call array is designed to generate desired
output voltage range using the smallest optical power.
The comparison of two solutions described in this Section
allows to conclude that the solution with the PIN photo-
diode provides faster change of the varactor capacitance,
because the working bandwidth of the photovoltaic cells is
usually small (Fig. 15).
6. Phototransistors
6.1. General types of phototransistors
The transistors are the types of semiconductor devices
sensitive on the optical illumination. There are three
types of microwave transistors: MESFET, HEMT and
HBT [15  17]. Their main application is the photode-
tection. As the photodetectors transistors offer several ad-
vantages:
– detected signal is amplified by the device transcon-
ductance;
– in the case of HEMT the improvement of output sig-
nal to noise ratio;
– possibility of use of semiconductor materials with
high electron mobility – like AlGaAs, InGaAs, In-
GaAsP to form the heterostructures in HEMT transis-
tors; the energy gap in these materials can be chosen
to obtain maximal sensitivity for given light wave-
length;
– possibility of integration with other optoelectronic
devices (even planar optics).
Generally, the optical illumination of the transistor causes
the change of its parameters. This phenomenon, beside
photodetection, can be used for mixing of the microwave
and the optical signals. Because the optical illumination
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changes the microwave scattering parameters (S matrix) of
the transistor then it is possible to optically control the mi-
crowave oscillator containing this device. Typical structures
of microwave transistors MESFET, and HBT were shown
in Figs. 16 and 17 [15, 16].
Fig. 16. Schematic cross-section of typical MESFET GaAs pho-
totransistor structure.
Fig. 17. Typical structure of HBT phototransistor.
From the technological point of view, the phototransistor
structures are similar to the classical transistor structures.
Nevertheless, there are two general requirements to fulfil.
First, the light reflection at the transistor surface has to be
as small as possible with the good transmission at the same
time. Second, the light absorption has to be very high in the
semiconductor layer chosen for this purpose. It is the chan-
nel area in the FET type transistors and the base-collector
junction in case of bipolar junction transistors (BJT).
Generally the optical illumination of a semiconductor ma-
terial causes the free electron-hole generation process. In
the case of FET transistors this process increases the con-
centration of the minority carriers, for example, the holes
in a n-type channel. Mathematically, D p is expressed as:
D p =
t
d 
Popt l
hc 

1  exp( a d)

; (5)
where Popt is an incident optical power per unit area, d is
a thickness of the active layer, t is a minority carrier life-
time and c is the speed of light in vacuum.
The consequence of the excess holes concentration is the
light-induced voltage Vlit at the Schottky gate:
Vlit =
kT
q
ln

p+ D p
p

; (6)
where T is a temperature in Kelvins and q is an electron
charge.
Hence, the illumination of the gate region has the same
effect as forward biasing the gate.
The optical performance of phototransistors is also charac-
terised by the responsivity R, which is expressed as
R =
Ip
Popt
; (7)
where Ip is the drain current under the illumination with
the power Popt .
The example of drain-source current IDS versus drain-
source voltage UDS characteristics at different values of
gate-source voltage UGS and the illumination power is
shown in Fig. 18.
In the case of bipolar transistors BJT the simplified mod-
elling is used very often. These models are based on the
assumption that the structure of a transistor, for example
HBT, is configured to obtain maximal absorption of the
light in the area of the base-collector junction.
Because in the active mode of operation the base-collector
junction is reverse biased and the absorption of light takes
place mainly in the junction depletion layer, the photocur-
rent flow is generated. Thus, the optical illumination of
the transistor can be modelled with the use of additional
Fig. 18. Example of drain-source current IDS versus drain-source
voltage UDS characteristics for HEMT with (1), and without (2)
optical illumination.
Fig. 19. Simplified SPICE-based HBT phototransistor model.
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Fig. 20. Scattering parameters S11 (a) and S21 (b) characteristics
respectively for 0 mW, and 3.0 mW of optical illumination.
current source connected between the base and the collec-
tor terminals. The value of photocurrent depends on the
detection quantum efficiency of the base-collector junction.
The quantum efficiency can be improved by increasing of
the junction (depletion layer) thickness. On the other hand
the light penetration depth in the semiconductor material
should be approximately equal to the thickness of the base
and collector layers.
6.2. Simulation of HBT phototransistor performance
The phototransistor parameters without illumination can
be described with the use of standard modelling – for ex-
ample the SPICE type parameters. There are other mod-
els available in the special simulating microwave soft-
ware, for example Gummel-Poon. Then the additional
current source can be used to consider the illumination
influence (Fig. 19).
Such an improved model allowed to simulate the microwave
scattering parameters of the phototransistor configured in
common emitter. The knowledge of the HPT S-parameters
microwave performance allows to design the microwave cir-
cuits – such an oscillator, or a mixer – containing the HPT
device.
The examples of HBT phototransistor behaviour under the
optical illumination are shown in Fig. 20. There are shown
the scattering parameters S11, S21 for the collector-emitter
bias UCE = 2 V and the base-emitter bias UBE = 0:77 V,
and the frequency band from 0.1 to 40 GHz.
All the S-parameters of the phototransistor depend on the
optical illumination. Hence, there is possibility of use
of the phototransistor as an optically controlled active
device in the microwave oscillators, mixers and ampli-
fiers [1, 15 17].
7. Conclusions
In many applications there is a need to control the mi-
crowave circuits performance and parameters by means of
the optical illumination. For purposes of such a problem the
photodevices which detect the optical signals and work in
the optical receivers can be used. There are the PIN photo-
diodes and the phototransistors in this group of the devices.
On the other hand the new types of the devices were devel-
oped, such as photoconductive switches, photovaractors or
optically variable capacitors. These devices can be used in
many different microwave circuits such oscillators, phase
shifters, attenuators or ultra-short electrical pulse sources.
There are many devices, which have relatively good perfor-
mance. However, there are some problems, which are not
overcome yet. The main problem of all microwave photonic
devices is to achieve very large microwave bandwidth, with
high optical quantum efficiency simultaneously. The next
generations of the devices show the growing development
in this field.
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