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Abstract. This work introduces the network uncertainty quantification (NetUQ) method for performing uncertainty
propagation in systems composed of interconnected components. The method assumes the existence of
a collection of components, each of which is characterized by exogenous-input random variables (e.g.,
material properties), endogenous-input random variables (e.g., boundary conditions defined by another
component), output random variables (e.g., quantities of interest), and a local uncertainty-propagation
operator (e.g., provided by stochastic collocation) that computes output random variables from input
random variables. The method assembles the full-system network by connecting components, which is
achieved simply by associating endogenous-input random variables for each component with output random
variables from other components; no other inter-component compatibility conditions are required. The
network uncertainty-propagation problem is: Compute output random variables for all components given
all exogenous-input random variables. To solve this problem, the method applies classical relaxation
methods (i.e., Jacobi and Gauss–Seidel iteration with Anderson acceleration), which require only black-
box evaluations of component uncertainty-propagation operators. Compared with other available methods,
this approach is applicable to any network topology (e.g., no restriction to feed-forward or two-component
networks), promotes component independence by enabling components to employ tailored uncertainty-
propagation operators, supports general functional representations of random variables, and requires no
offline preprocessing stage. Also, because the method propagates functional representations of random
variables throughout the network (and not, e.g., probability density functions), the joint distribution of
any set of random variables throughout the network can be estimated a posteriori in a straightforward
manner. We perform supporting convergence and error analysis and execute numerical experiments that
demonstrate the weak- and strong-scaling performance of the method.
Key words. uncertainty propagation, domain decomposition, relaxation methods, Anderson acceleration, network
uncertainty quantification
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1. Introduction. Many systems in science and engineering—ranging from power grids to gas
transfer systems to aircraft—comprise a collection of a large number of interconnected components.
Performing uncertainty propagation in these systems is often essential for quantifying the influence
of uncertainties on the performance of the full system. Na¨ıvely, performing full-system uncertainty
propagation in this context requires (1) integrating all component models into a single deterministic
full-system model, and (2) executing uncertainty propagation using the deterministic full-system
model. The first step is often challenging or impossible, as components are often characterized by
vastly different physical phenomena and spatiotemporal scales, ensuring compatibility between the
meshes of neighboring components is difficult, and components are often modeled using different
simulation codes that can be difficult to integrate. If the first step is achievable, then the second
step may still pose an insurmountable challenge due to the large-scale nature of the deterministic
full-system model.
To address these challenges, researchers have developed several classes of methods that aim to
decompose the full-system uncertainty-propagation problem into tractable subproblems. Ideally,
such a method should satisfy several desiderata. First, the method should promote component in-
dependence. For example, each component should be able to use a tailored uncertainty-propagation
method, as it has been shown that different uncertainty-propagation methods are better suited for
different physics (see, e.g., Ref. [14]); in addition, the approach should avoid any coupled-component
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deterministic solves. Second, to be widely applicable, the method should not be restricted to sys-
tems with particular component-network topologies, as systems often comprise complex assemblies
of components with two-way coupling between neighboring components. Third, the method should
characterize uncertainties using functional representations of random variables, and should not
be restricted to particular functional representations. Characterizing random variables using func-
tional representations (i.e., as functions acting on the sample space) allows for the joint distribution
of any set of random variables throughout the system to be estimated straightforwardly, and also
facilitates other post-processing activities (e.g., variance-based decomposition). Supporting gen-
eral representations is also important, as techniques restricted to polynomial-chaos representations
[23, 44], for example, are not compatible with other widely used random-variable representations
[42, 9, 10].
The first class of methods replaces component high-fidelity models with component surrogate
models, and subsequently computes inexpensive full-system samples either by propagating deter-
ministic samples within a feed-forward network [35, 39], or by using domain-decomposition methods
to converge these full-system samples [32]. We point out that while these methods can significantly
reduce the computational cost of full-system uncertainty propagation, they do not decompose the
uncertainty-propagation task itself; thus, these methods do not enable each component to use a
tailored uncertainty-propagation method. Relatedly, Ref. [22] generates a surrogate model for the
coupling variables across the system to facilitate generating full-system samples; however, this
approach requires generating deterministic full-system samples to construct the surrogate model.
The second class of methods considers coupled two-component systems and restricts attention
to polynomial-chaos representations of random variables. These techniques focus primarily on
reducing the dimensionality of the stochastic space considered by each component; Refs. [4, 3, 5]
employ Gauss–Seidel iteration to update the random variables for each component (analogous to
overlapping domain decomposition), while Refs. [15, 36] propose intrusive coupled formulations
(analogous to non-overlapping domain decomposition). Alternatively, Ref. [12] considers linear
feed-forward systems and exploits the fact that—for such systems—the uncertainty-propagation
problems for different PCE coefficients decouple. We note that these techniques do not consider
the case where input random variables may be shared across components, which may occur, for
example if two components share a boundary condition with uncertainty.
The third class of methods models a given component-based system as a network of intercon-
nected components, and propagates probability distributions through the resulting network. The
first contribution [1] restricted attention to feed-forward networks, while follow-on work [24] con-
sidered extensions to coupled two-component networks. Critically, because a random variable’s
marginal distribution does not completely characterize its functional behavior, these approaches
encounter challenges for certain uncertainty-quantification tasks, e.g., computing the joint distribu-
tion between random variables, compute Sobol’ indices for variance-based decomposition. However,
Ref. [1] provided a clever mechanism for recovering joint distributions in the case of feed-forward
networks. A related approach [38] replaces coupling variables with conditional probability densities
and subsequently generates full-system samples by propagating samples through the resulting feed-
forward network; however, this approach does not account for joint distributions between system
inputs and coupling variables.
The fourth class of methods stems from the field of multidisciplinary design optimization, and
is typically carried out in a reliability-analysis context [46]. Such methods are adopted from related
deterministic approaches via either matching moments [26, 19, 13] or reformulating reliability condi-
tions as probabilistic constraints, i.e., enforcing interface-matching violation to occur with specified
low probability [30]. In both cases, these approaches enable full-system uncertainty propagation
by introducing first-order, local perturbation assumptions with no support for general functional
representations, or by introducing strong decoupling assumptions that restrict the set of supported
network topologies [33].
2
To satisfy the aforementioned desiderata and overcome some of the limitations of previous con-
tributions, this work proposes the network uncertainty quantification (NetUQ) method, which is
inspired by classical relaxation techniques commonly employed in overlapping domain decomposi-
tion. The method simply assumes the existence of a collection of components, each of which is char-
acterized by (1) exogenous-input random variables (e.g., boundary conditions, material properties,
geometric variables), (2) endogenous-input random variables (e.g., boundary conditions imposed
by a neighboring component), (3) output random variables (e.g., quantities of interest), and (4)
an uncertainty-propagation operator that computes output random variables from input random
variables (e.g., non-intrusive spectral projection, stochastic Galerkin projection). In particular, dif-
ferent components can employ different functional representations of random variables and different
uncertainty-propagation operators. To construct the network (i.e., a directed graph) from this col-
lection of components, the NetUQ method simply associates endogenous-input random variables for
each component with output random variables from other components; the method makes no other
requirements on inter-component compatibility. This again promotes component independence,
because, for example, the computational meshes employed to discretize neighboring components
need not be perfectly matched. The resulting network uncertainty-propagation problem becomes:
Compute output random variables for all components given all exogenous-input random variables.
To solve the network uncertainty-propagation problem, NetUQ applies the classical relaxation
techniques of Jacobi and Gauss–Seidel iteration. Within each Jacobi iteration, all network edges
corresponding to endogenous-input random variables are “cut” such that the endogenous-input
random variables are set to their values at the previous iteration; then, all components perform
local uncertainty propagation in an embarrassingly parallel manner to compute their output ran-
dom variables at the current iteration. Within each Gauss–Seidel iteration, selected network edges
are cut to create a feed-forward network (i.e., a directed acyclic graph); then, the method per-
forms feed-forward uncertainty propagation to compute output random variables at the current
iteration. We equip each of these methods with Anderson acceleration [2, 21] to accelerate conver-
gence of the resulting fixed-point problem. We provide supporting error analysis for the method,
which quantifies the error incurred by the NetUQ formulation for the case where the component
uncertainty-propagation operators comprise an approximation of underlying “truth” component
uncertainty-propagation operators; this arises, for example, in the case of truncated polynomial-
chaos representations.
The remainder of the paper is outlined as follows. Section 2 formulates the problem by first de-
scribing the local component uncertainty-propagation problem (Section 2.1) and subsequently form-
ing the network uncertainty-propagation problem by associating endogenous-input random vari-
ables for each component with output random variables from other components (Section 2.2). Sec-
tion 3 describes the two relaxation methods employed by NetUQ to solve the network uncertainty-
propagation problem: the Jacobi method (Section 3.1) and the Gauss–Seidel method (Section 3.2).
Subsequently, Section 4 performs convergence analysis (Section 4.1) and introduces Anderson ac-
celeration as a mechanism to accelerate convergence of the fixed-point iterations (Section 4.2).
Section 5 performs error analysis, first by deriving a priori and a posteriori error bounds when
the component uncertainty-propagation operators serve as approximations of underlying “truth”
uncertainty-propagation operators (Section 5.1), and second by performing error analysis in the
case where the component uncertainty-propagation operators restrict the output random variables
to reside in a subspace of a “truth” subspace associated with the truth uncertainty-propagation
operators (Section 5.2). Next, Section 6 reports numerical experiments that demonstrate the per-
formance of NetUQ, namely its ability (1) to accurately propagate uncertainties in large-scale
networks while promoting component independence, (2) to yield rapid convergence when deployed
with Anderson acceleration, and (3) to generate significant speedups in both strong-scaling (Section
6.3) and weak-scaling (Section 6.4) scenarios. Finally, Section 7 concludes the paper.
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2. Problem formulation. We now formulate the problem of interest: uncertainty propagation
in systems composed of interconnected components. Section 2.1 provides the formulation for un-
certainty propagation at the component level, which comprises the local problem, while Section 2.2
presents the network uncertainty propagation problem, which comprises the global problem.
2.1. Local problem: component uncertainty propagation. We begin by defining a probability
space (Ω,F , P ) and assuming that the full system is composed of n interconnected components,
the ith of which is characterized by
• exogenous-input random variables ui : Ω → Rnu,i , which correspond to random variables
that are input directly to the component (e.g., material properties);
• endogenous-input random variables yi : Ω → Rny,i , which correspond to random variables
that are input from a neighboring component (e.g., boundary conditions imposed by a
neighboring component);
• output random variables xi : Ω → Rnx,i , which can correspond to quantities of interest or
random variables that associate with endogenous-input random variables for a neighboring
component; and
• an uncertainty-propagation operator
(2.1) fi : (yi,ui) 7→ xi
with fi : Vny,i × Vnu,i → Vnx,i , whose evaluation comprises the component uncertainty-
propagation problem of computing output random variables from input random variables.
Here, V denotes the vector space of real-valued random variables defined on (Ω,F , P ), i.e., the set
of mappings from the sample space Ω to the real numbers R. We denote the norm on the vector
space V by ‖ · ‖ (e.g., ‖x‖ = [E[|x|p]]1/p for x ∈ V and some p). We also denote the norm on the
vector space VN by ‖ · ‖ (e.g., ‖x‖ = [∑Ni=1 ‖xi‖q]1/q for x ≡ [x1 · · · xN ]T ∈ VN and some q),
where the use of the respective norms will be apparent from context. We emphasize that input and
output random variables are characterized from the functional viewpoint, i.e., as functions acting
on the sample space Ω.
Remark 2.1 (Polynomial-chaos expansions). Polynomial-chaos expansions (PCE) [23, 44, 45]
comprise a widely adopted approach for computing functional representations of random variables.
We now describe how PCE representations correspond to the general framework of component
uncertainty propagation outlined above. To apply PCE in this context, we assume the existence
of independent “germ” random variables ξ ≡ (ξ1, . . . , ξnξ) ∈ Vnξ with known distribution, and
subsequently express the input and output random variables as polynomial functions of these
random variables, i.e.,
(2.2) ui =
∑
j∈Ju,i
ψj(ξ)ui,j , yi =
∑
j∈Jy,i
ψj(ξ)yi,j , xi =
∑
j∈Jx,i
ψj(ξ)xi,j ,
where j ≡ (j1, . . . , jnξ) denotes a multi-index; Ju,i,Jy,i,Jx,i ⊆ Nnξ0 denote multi-index sets (e.g.,
defined using total-degree truncation such that Ju,i = Jy,i = Jx,i = {j ∈ Nnξ0 | ‖j‖1 ≤ p} for
some p); ui,j ∈ Rnu,i for j ∈ Ju,i, yi,j ∈ Rny,i for j ∈ Jy,i, and xi,j ∈ Rnx,i for j ∈ Jx,i denote
PCE coefficients; and the PCE basis functions ψj : Rnξ → R are orthogonal with respect to the
probability density function (PDF) of the germ random variables1 and are defined as a product of
nξ univariate polynomials such that
(2.3) ψj : ξ 7→
nξ∏
k=1
ψ˜jk(ξk),
1For example, if the germ random variables ξi, i = 1, . . . , nξ are independent uniform random variables defined
on the domain [−1, 1], the Legendre-polynomial PCE basis functions are employed, while if these random variables
are independent standard normal random variables, Hermite-polynomial PCE basis functions are employed.
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where ψ˜i : R → R denotes a univariate polynomial of degree i.
According to the Cameron–Martin theorem [11], any finite-variance random variable can be
represented as a convergent expansion (2.2) as the polynomial order and stochastic dimension nξ
grow, given that the germ random variables ξ comprise independent Gaussian random variables.
While this result has been conjectured for any general independent-component germ [43, 6], the
authors in Ref. [20] prove a necessary and sufficient condition that the underlying probability
measure of the germ be uniquely determined by its moments; this condition does not hold for a
log-normal germ ξ, for example.
To apply PCE within a practical NetUQ setting, we first fix the germ random variables ξ
(e.g., ξ ∼ N (0, I)) and multi-index sets Ju,i, Jy,i, and Jx,i, and we subsequently determine the
PCE basis functions ψj , j ∈ Ju,i ∪ Jy,i ∪ Jx,i from the PDF of the germ random variables ξ.
With these quantities fixed, the random variables ui, yi, and xi are completely characterized via
Eqs. (2.2) by their PCE coefficients ui := (ui,j)j∈Ju,i ∈ Rnu,i , yi := (yi,j)j∈Ju,i ∈ Rny,i , and
xi ≡ (xi,j)j∈Jx,i ∈ Rnx,i , respectively, where nu,i := nu,i|Ju,i|, ny,i := ny,i|Jy,i|, and nx,i := nx,i|Jx,i|.
Then, the uncertainty-propagation operator fi associated with this PCE formulation effectively
computes the mapping from the input PCE coefficients ui, yi to the output PCE coefficients xi.
Specifically, the discrete implementation of the uncertainty-propagation operator fi in this case is
a discrete uncertainty-propagation operator
(2.4) f i : (yi,ui) 7→ xi
with f i : Rny,i×nu,i → Rnx,i .
The most common approaches for defining the discrete uncertainty-propagation operator f i are
non-intrusive stochastic collocation [7, 37], non-intrusive spectral projection [34, 28], and intrusive
stochastic projection (e.g., stochastic Galerkin [16, 8, 23], stochastic least-squares Petrov–Galerkin
[31]).
In the sequel, we present the methodology in the general setting of functional representations
of random variables. The discrete counterpart for PCE representations (or for any other functional
representation defined by a finite number of deterministic scalar quantities) can be derived as above.
2.2. Global problem: network uncertainty propagation. We now describe the uncertainty-
propagation problem for the full system composed of n interconnected components, each of which
is equipped with the component uncertainty-propagation formulation described in Section 2.1.
Denote by u := [uTi · · · uTn ]T ∈ Vnu , y := [yTi · · · yTn ]T ∈ Vny , and x := [xTi · · · xTn ]T ∈ Vnx
the vectorization of the component exogenous-inputs random variables, endogenous-input random
variables, and output random variables, respectively, such that nu :=
∑n
i=1 nu,i, ny :=
∑n
i=1 ny,i,
and nx :=
∑n
i=1 nx,i. Then, the full-system uncertainty-propagator operator is
(2.5) fvec : (y,u) 7→ x,
where fvec : Vny × Vnu → Vnx comprises the vectorization of component uncertainty-propagation
operators such that
(2.6) fvec : (y,u) 7→
n∑
i=1
[Exi ]
T fi(E
y
i y,E
u
i u).
Here, Exi ∈ {0, 1}nx,i×nx , Eyi ∈ {0, 1}ny,i×ny , and Eui ∈ {0, 1}nu,i×nu denote selected rows of the
identity matrix that extract quantities associated with the ith component from the network such
that Exix ≡ xi, Eyi y ≡ yi, and Eui u ≡ ui.
Critically, the full system is defined by connecting components such that each component’s
endogenous inputs correspond to the outputs of another component. We encode this relationship
by the adjacency matrix Iyx ∈ {0, 1}ny×nx , which satisfies the relationship
(2.7) y ≡ Iyxx
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such that [Iyx]ij is equal to one if [y]i ≡ [x]j and is zero otherwise. Note that because uncertainty
propagation within each component is self contained, we do not require self connections, and thus
the diagonal blocks of the adjacency matrix Iyx are zero, where the (i, j) block is a ny,i × nx,i
submatrix. We also admit the possibilities that a single component output may not correspond
to an endogenous input for any other component (in which case the associated adjacency-matrix
column is zero), or may constitute the endogenous input for multiple components (in which case
the associated adjacency-matrix column has more than one nonzero element).
Substituting Eq. (2.7) into the full-system uncertainty-propagator (2.5) yields the following
fixed-point problem: Given exogenous-input random variables u ∈ Vnu , compute output random
variables x? ≡ x?(u) ∈ Vnx that satisfy
(2.8) r(x?,u) = 0,
where 0 ∈ Vnx denotes a vector of zero-valued random variables and
(2.9) r : (x,u) 7→ x− fvec(Iyxx,u)
with r : Vnx×nu → Vnx denoting the fixed-point residual. To simplify notation, we introduce an
alternative version of the full-system uncertainty-propagation operator
(2.10) f : (x,u) 7→ fvec(Iyxx,u),
where f : Vnx ×Vnu → Vnx . Note that the fixed-point residual is equivalently defined as r : (x,u) 7→
x− f(x,u).
We note that in many applications, computing specific quantities of interest (QoI) comprises
the ultimate goal of the analysis. In the present context, we assign QoI random variables z ∈ Vnz
to be a subset of the network outputs, i.e., there exists an extraction matrix Izx ∈ {0, 1}nz×nx that
satisfies the relationship
(2.11) z ≡ Izxx
such that [Izx]ij is equal to one if [z]i ≡ [x]j and is zero otherwise.
Figure 2.1 provides a graphical depiction of the NetUQ formulation, which can be interpreted
as performing uncertainty propagation in networks, wherein each node associates with a component
uncertainty-propagation operator fi, and each edge corresponds to a collection of random variables.
Remark 2.2 (Component independence). This formulation promotes component independence,
as the only formal inter-component compatibility requirement is the existence of an adjacency
matrix Iyx that associates component output random variables with endogenous input random vari-
ables of other components. In particular, each set of random variables can be represented using
different functional representations and components can employ completely different uncertainty-
propagation operators.
3. Relaxation methods. In principle, the fixed-point system (2.8) can be solved using a variety
of techniques. While Newton’s method is often employed for the solution of systems of nonlinear
algebraic equations due to its local quadratic convergence rate, it relies on the ability to compute the
gradient ∂r/∂x. In the present context, this requires computing the gradient of the output random
variables with respect to the endogenous-input random variables for each component, i.e., ∂fi/∂yi
must be computable for i = 1, . . . , n. This is frequently impractical, e.g., when the simulation code
used to compute a component uncertainty-propagation operator is available only as a “black box”.
As such, we proceed by assuming that only the component uncertainty-propagation operators
fi, i = 1, . . . , n themselves are available, and consider classical relaxation methods (i.e., Jacobi,
Gauss–Seidel) to solve the fixed-point problem (2.8), as these methods do not require gradients
and promote component independence. If each node in the network corresponds to subdomain in a
partial-differential-equation problem, then this approach can be considered an overlapping domain-
decomposition strategy; however, the formulation does not rely on any particular interpretation of
the components.
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<latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbR DJzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn vClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOC CTkMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T 4CRpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJ yy4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMy b3iZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74k cJaowaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYx AEjKgnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7L vbtqdtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJ erHfrY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbR DJzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn vClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOC CTkMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T 4CRpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJ yy4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMy b3iZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74k cJaowaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYx AEjKgnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7L vbtqdtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJ erHfrY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbR DJzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn vClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOC CTkMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T 4CRpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJ yy4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMy b3iZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74k cJaowaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYx AEjKgnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7L vbtqdtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJ erHfrY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbR DJzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn vClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOC CTkMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T 4CRpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJ yy4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMy b3iZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74k cJaowaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYx AEjKgnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7L vbtqdtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJ erHfrY9Fas6qZY/CnrM8fPPeXWA==</latexit>
yi
<latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDN SgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4 bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculL QUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnm FpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMt UCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhE FBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0 N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVE SarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3H YSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXe vYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64=" JtxWMqPYu4O7aDLgKa6Z6OkVtJc=">AAAB9nicbVBP S8MwHP11/ptzavUkeAkOwdNovehR8OJxgvsDaylpmm5 haVqSVChlXvwqXjwo4kfx5rcx7XbQzQchj/fyI+/3wo wzpR3n22psbG5t7zR3W3vt/YND+6g9UGkuCe2TlKdy FGJFORO0r5nmdJRJipOQ02E4u6384SOViqXiQRcZ9RM 8ESxmBGsjBfaJF6Y8UkVirtJLsJ6qGBXzgAV2x+k6Nd A6cZekA0v0AvvLi1KSJ1RowrFSY9fJtF9iqRnhdN7y ckUzTGZ4QseGCpxQ5Zf1BnN0bpQIxak0R2hUq78nSpy oKqR5WWdc9SrxP2+c6/jaL5nIck0FWXwU5xzpFFV1o IhJSjQvDMFEMpMVkSmWmGhTWsuU4K6uvE4Gl13X6br3 DjThFM7gAly4ghu4gx70gcATvMAbvFvP1qv1sairYS1 7O4Y/sD5/AMNQlfo=</latexit><latexit sha1_base64=" JtxWMqPYu4O7aDLgKa6Z6OkVtJc=">AAAB9nicbVBP S8MwHP11/ptzavUkeAkOwdNovehR8OJxgvsDaylpmm5 haVqSVChlXvwqXjwo4kfx5rcx7XbQzQchj/fyI+/3wo wzpR3n22psbG5t7zR3W3vt/YND+6g9UGkuCe2TlKdy FGJFORO0r5nmdJRJipOQ02E4u6384SOViqXiQRcZ9RM 8ESxmBGsjBfaJF6Y8UkVirtJLsJ6qGBXzgAV2x+k6Nd A6cZekA0v0AvvLi1KSJ1RowrFSY9fJtF9iqRnhdN7y ckUzTGZ4QseGCpxQ5Zf1BnN0bpQIxak0R2hUq78nSpy oKqR5WWdc9SrxP2+c6/jaL5nIck0FWXwU5xzpFFV1o IhJSjQvDMFEMpMVkSmWmGhTWsuU4K6uvE4Gl13X6br3 DjThFM7gAly4ghu4gx70gcATvMAbvFvP1qv1sairYS1 7O4Y/sD5/AMNQlfo=</latexit><latexit sha1_base64=" d8Sjk57o8Gn1b3pONv4UzZygfR4=">AAACAXicbVC7 TsMwFHV4lvIKsCCxWFRITFXCQsdKLIxFog+piSLHcVq rjh3ZDlIUlYVfYWEAIVb+go2/wUkzQMuVLB+dc6/uuS dMGVXacb6ttfWNza3txk5zd2//4NA+Oh4okUlM+lgw IUchUoRRTvqaakZGqSQoCRkZhrObUh8+EKmo4Pc6T4m foAmnMcVIGyqwT71QsEjlifkKL0F6qmKYzwMa2C2n7V QFV4FbgxaoqxfYX14kcJYQrjFDSo1dJ9V+gaSmmJF5 08sUSRGeoQkZG8hRQpRfVBfM4YVhIhgLaR7XsGJ/TxQ oUaVJ01l5XNZK8j9tnOm44xeUp5kmHC8WxRmDWsAyD hhRSbBmuQEIS2q8QjxFEmFtQmuaENzlk1fB4KrtOm33 zml1O3UcDXAGzsElcME16IJb0AN9gMEjeAav4M16sl6 sd+tj0bpm1TMn4E9Znz9B05dY</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit><latexit sha1_base64=" IpqKxIWiDBTA1HyZmu/LQMbkYhs=">AAACAXicbVDL SsNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gDWEymbR DJzNhZiKEUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnn uChFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiVRi0sOC CTkMkCKMctLTVDMyTCRBccDIIJjdFPrggUhFBb/XWUK 8GE04jShG2lC+fTIOBAtVFpsvH8dIT1UEs7lPfbvptJ yy4CpwK9AEVXV9+2scCpzGhGvMkFIj10m0lyOpKWZk 3hiniiQIz9CEjAzkKCbKy8sL5vDcMCGMhDSPa1iyvyd yFKvCpOksPS5rBfmfNkp11PZyypNUE44Xi6KUQS1gE QcMqSRYs8wAhCU1XiGeIomwNqE1TAju8smroH/Zcp2W e3fV7LSrOOrgFJyBC+CCa9ABt6ALegCDR/AMXsGb9WS 9WO/Wx6K1ZlUzx+BPWZ8/QxOXXA==</latexit>
xi
<latexit sha1_base64=" HDOjuuITa/eI0uOjXSlLU4U2BrQ=">AAACAXicbVDL SsNAFJ34rPUVdSO4GSyCq5KIYJcFNy4r2Ac0IUwmk3b oZCbMTMQS6sZfceNCEbf+hTv/xkmahbZeGOZwzr3cc0 +YMqq043xbK6tr6xubta369s7u3r59cNhTIpOYdLFg Qg5CpAijnHQ11YwMUklQEjLSDyfXhd6/J1JRwe/0NCV +gkacxhQjbajAPvZCwSI1TcyXewnSYxXDh1lAA7vhNJ 2y4DJwK9AAVXUC+8uLBM4SwjVmSKmh66Taz5HUFDMy q3uZIinCEzQiQwM5Sojy8/KCGTwzTARjIc3jGpbs74k cJaowaTpLj4taQf6nDTMdt/yc8jTThOP5ojhjUAtYx AEjKgnWbGoAwpIarxCPkURYm9DqJgR38eRl0Ltouk7T vb1stFtVHDVwAk7BOXDBFWiDG9ABXYDBI3gGr+DNerJ erHfrY966YlUzR+BPWZ8/QYyXWw==</latexit><latexit sha1_base64=" HDOjuuITa/eI0uOjXSlLU4U2BrQ=">AAACAXicbVDL SsNAFJ34rPUVdSO4GSyCq5KIYJcFNy4r2Ac0IUwmk3b oZCbMTMQS6sZfceNCEbf+hTv/xkmahbZeGOZwzr3cc0 +YMqq043xbK6tr6xubta369s7u3r59cNhTIpOYdLFg Qg5CpAijnHQ11YwMUklQEjLSDyfXhd6/J1JRwe/0NCV +gkacxhQjbajAPvZCwSI1TcyXewnSYxXDh1lAA7vhNJ 2y4DJwK9AAVXUC+8uLBM4SwjVmSKmh66Taz5HUFDMy q3uZIinCEzQiQwM5Sojy8/KCGTwzTARjIc3jGpbs74k cJaowaTpLj4taQf6nDTMdt/yc8jTThOP5ojhjUAtYx AEjKgnWbGoAwpIarxCPkURYm9DqJgR38eRl0Ltouk7T vb1stFtVHDVwAk7BOXDBFWiDG9ABXYDBI3gGr+DNerJ erHfrY966YlUzR+BPWZ8/QYyXWw==</latexit><latexit sha1_base64=" HDOjuuITa/eI0uOjXSlLU4U2BrQ=">AAACAXicbVDL SsNAFJ34rPUVdSO4GSyCq5KIYJcFNy4r2Ac0IUwmk3b oZCbMTMQS6sZfceNCEbf+hTv/xkmahbZeGOZwzr3cc0 +YMqq043xbK6tr6xubta369s7u3r59cNhTIpOYdLFg Qg5CpAijnHQ11YwMUklQEjLSDyfXhd6/J1JRwe/0NCV +gkacxhQjbajAPvZCwSI1TcyXewnSYxXDh1lAA7vhNJ 2y4DJwK9AAVXUC+8uLBM4SwjVmSKmh66Taz5HUFDMy q3uZIinCEzQiQwM5Sojy8/KCGTwzTARjIc3jGpbs74k cJaowaTpLj4taQf6nDTMdt/yc8jTThOP5ojhjUAtYx AEjKgnWbGoAwpIarxCPkURYm9DqJgR38eRl0Ltouk7T vb1stFtVHDVwAk7BOXDBFWiDG9ABXYDBI3gGr+DNerJ erHfrY966YlUzR+BPWZ8/QYyXWw==</latexit><latexit sha1_base64=" HDOjuuITa/eI0uOjXSlLU4U2BrQ=">AAACAXicbVDL SsNAFJ34rPUVdSO4GSyCq5KIYJcFNy4r2Ac0IUwmk3b oZCbMTMQS6sZfceNCEbf+hTv/xkmahbZeGOZwzr3cc0 +YMqq043xbK6tr6xubta369s7u3r59cNhTIpOYdLFg Qg5CpAijnHQ11YwMUklQEjLSDyfXhd6/J1JRwe/0NCV +gkacxhQjbajAPvZCwSI1TcyXewnSYxXDh1lAA7vhNJ 2y4DJwK9AAVXUC+8uLBM4SwjVmSKmh66Taz5HUFDMy q3uZIinCEzQiQwM5Sojy8/KCGTwzTARjIc3jGpbs74k cJaowaTpLj4taQf6nDTMdt/yc8jTThOP5ojhjUAtYx AEjKgnWbGoAwpIarxCPkURYm9DqJgR38eRl0Ltouk7T vb1stFtVHDVwAk7BOXDBFWiDG9ABXYDBI3gGr+DNerJ erHfrY966YlUzR+BPWZ8/QYyXWw==</latexit>
(a) Component uncertainty propagation
fi
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(b) Network uncertainty propagation
Figure 2.1: NetUQ formulation. Figure shows how the network uncertainty-propagation problem
can be derived from component uncertainty-propagation problems shown in Fig. 2.1a. In Fig.
2.1b, black edges correspond to endogenous-input random variables y, red edges correspond to
exogenous-input random variables u, and blue edges correspond to QoI random variables z. Note
that output random variables x are mapped to endogenous-input random variables y and/or z via
the operators Iyx (see Eq. (2.7)) and I
z
x (see Eq. (2.11)), respectively. We note that a netwo k is
defined from component uncertainty-propagation operators fi, i = 1, . . . , n, the adjacency matrix
Iyx, and the extraction matrix I
z
x.
3.1. Jacobi method. We first consider applying a variant of the Jacobi method (i.e., additive
Schwarz) to solve fixed-point problem (2.8); Algorithm 3.1 reports the algorithm. At each iteration,
this approach performs independent, embarrassingly parallel component uncertainty propagation
(Steps 3–5), applies a relaxation update (Step 6), and subsequently updates the endogenous-input
random variables from the output random variables just computed for neighboring components
(Step 7). From the network perspective, this approach is equivalent to “splitting” all endogenous-
input edges at each iteration and allowing components to perform independent uncertainty propa-
gation; see Figure 3.1a.
At the network level, Jacobi iteration k can be expressed simply as
x˜ = f(x(k),u)(3.1)
x(k+1) = ωx˜ + (1− ω)x(k),(3.2)
where ω > 0 is a relaxation factor, which is set to ω = 1 for the classical Jacobi method. Under-
relaxation corresponds to ω < 0, while over-relaxation corresponds to ω > 1. This parameter
controls convergence of the algorithm as well as error analysis as will be discussed in Remarks 4.2
and 5.1.
3.2. Gauss–Seidel method. Naturally, we also consider a variant of the Gauss–Seidel method
(i.e., multiplicative Schwarz) to solve fixed-point problem (2.8); Algorithm 3.2 reports the algorithm.
The benefit of the Gauss–Seidel method with respect to the Jacobi method is that it enables more
updated information to be used within each iteration, at the expense of reduced parallelism. To
achieve this, each Gauss–Seidel iteration performs feed-forward uncertainty propagation, which
requires “splitting” network edges in a manner that generates a directed acyclic graph (DAG), and
subsequently performing feed-forward uncertainty propagation within the DAG; see Figure 3.1b.
In principle, each Gauss–Seidel iteration can employ a different DAG; for simplicity in exposition,
we restrict consideration to a constant DAG.
To generate a DAG, we introduce n-tuple p ≡ (p1, . . . , pn) ∈ Nn that provides a permutation
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3
<latexit sha1_base64="uIPnslKqDd6ihwx4PrDwZ zQIcJU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lUsMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm //GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoL J3dzvPKHSPJYPZpqgH9GR5CFn1FipeT0oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5K/VRjQ tmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IQ1P+MySQ1KtlwUpoKYmMy/JkO ukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6btVr3lTqtTyOIpzBOVyCB7dQh3toQAsYIDzDK7w5j86L8+58L FsLTj5zCn/gfP4AeqOMrQ==</latexit><latexit sha1_base64="uIPnslKqDd6ihwx4PrDwZ zQIcJU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lUsMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm //GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoL J3dzvPKHSPJYPZpqgH9GR5CFn1FipeT0oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5K/VRjQ tmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IQ1P+MySQ1KtlwUpoKYmMy/JkO ukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6btVr3lTqtTyOIpzBOVyCB7dQh3toQAsYIDzDK7w5j86L8+58L FsLTj5zCn/gfP4AeqOMrQ==</latexit><latexit sha1_base64="uIPnslKqDd6ihwx4PrDwZ zQIcJU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lUsMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm //GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoL J3dzvPKHSPJYPZpqgH9GR5CFn1FipeT0oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5K/VRjQ tmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IQ1P+MySQ1KtlwUpoKYmMy/JkO ukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6btVr3lTqtTyOIpzBOVyCB7dQh3toQAsYIDzDK7w5j86L8+58L FsLTj5zCn/gfP4AeqOMrQ==</latexit><latexit sha1_base64="uIPnslKqDd6ihwx4PrDwZ zQIcJU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lUsMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm //GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoL J3dzvPKHSPJYPZpqgH9GR5CFn1FipeT0oV9yquwBZJ15OKpCjMSh/9YcxSyOUhgmqdc9zE+NnVBnOBM5K/VRjQ tmEjrBnqaQRaj9bHDojF1YZkjBWtqQhC/X3REYjradRYDsjasZ61ZuL/3m91IQ1P+MySQ1KtlwUpoKYmMy/JkO ukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6btVr3lTqtTyOIpzBOVyCB7dQh3toQAsYIDzDK7w5j86L8+58L FsLTj5zCn/gfP4AeqOMrQ==</latexit>
2
<latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit>
2
<latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit><latexit sha1_base64="PLCPGvpoLdChb1y/DLYm6 CtfIjQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN /+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7Ab Tu4XffUKleSwfzCxBP6JjyUPOqLFSqzYsV9yquwTZJF5OKpCjOSx/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQ tmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IR1P+MySQ1KtloUpoKYmCy+JiO ukBkxs4Qyxe2thE2ooszYbEo2BG/95U3SqVU9t+q1biqNeh5HES7gEq7Bg1towD00oQ0MEJ7hFd6cR+fFeXc+V q0FJ585hz9wPn8AeR+MrA==</latexit>
(a) Jacobi method
fi
<latexit sha1_base64=" OABLuL1lcV2wb4P/mSjho5qxD2w=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QM43lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fJg6XSQ==</latexit><latexit sha1_base64=" OABLuL1lcV2wb4P/mSjho5qxD2w=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QM43lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fJg6XSQ==</latexit><latexit sha1_base64=" OABLuL1lcV2wb4P/mSjho5qxD2w=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QM43lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fJg6XSQ==</latexit><latexit sha1_base64=" OABLuL1lcV2wb4P/mSjho5qxD2w=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QM43lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fJg6XSQ==</latexit> ui
<latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fPPeXWA==</latexit><latexit sha1_base64=" GsAws/w/IoXfETRUCJdrYCraXOE=">AAACAXicbVDLS sNAFJ3UV62vqBvBzWARXJVEBLssuHFZwT6gCWEymbRD JzNhZiKUUDf+ihsXirj1L9z5N07SLLT1wjCHc+7lnnv ClFGlHefbqq2tb2xu1bcbO7t7+wf24VFfiUxi0sOCCT kMkSKMctLTVDMyTCVBScjIIJzeFPrggUhFBb/Xs5T4C RpzGlOMtKEC+8QLBYvULDFf7iVIT1QMs3lAA7vptJyy 4CpwK9AEVXUD+8uLBM4SwjVmSKmR66Taz5HUFDMyb3i ZIinCUzQmIwM5Sojy8/KCOTw3TARjIc3jGpbs74kcJa owaTpLj8taQf6njTIdt/2c8jTThOPFojhjUAtYxAEjK gnWbGYAwpIarxBPkERYm9AaJgR3+eRV0L9suU7Lvbtq dtpVHHVwCs7ABXDBNeiAW9AFPYDBI3gGr+DNerJerHf rY9Fas6qZY/CnrM8fPPeXWA==</latexit>
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(b) Gauss–Seidel method
Figure 3.1: Relaxation methods. Here, random variables that were computed at the previous
iteration are shown in orange, random variables that are computed at the current iteration are
shown in violet, and exogenous-input random variables—whose values are fixed—are shown in
red. For the Gauss–Seidel method, the order in which a given node is processed is included in
Figure 3.1b. For the Jacobi method, note that all edges associated with endogenous-input random
variables are “split” at each iteration to enable embarrassingly parallel component uncertainty
propagation. On the other hand, for the Gauss–Seidel method, only a subset of such edges are
“split” at each iteration such that a directed acyclic graph (DAG) is created. As a result, each
iteration corresponds to uncertainty propagation in a feed-forward network. In this example, the
chosen edge splitting yields a DAG that incurs three sequential steps per iteration. Note that many
such DAGs exist, and each associates with a particular permutation of the adjacency matrix Iyx.
Algorithm 3.1 Jacobi (The Jacobi method for NetUQ)
Input: Component uncertainty-propagation operators fi, i = 1, . . . , n; adjacency matrix I
y
x;
exogenous-input random variables ui, i = 1, . . . , n; initial guesses for endogenous-input random
variables y
(0)
i , i = 1, . . . , n; relaxation factor ω
Output: converged endogenous-input random variables y
(K)
i ; converged output random variables
x
(K)
i
1: k ← 0
2: while not converged do
3: for i = 1, . . . , n do {Execute in parallel}
4: x˜i = fi(y
(k)
i ,ui)
5: end for
6: x(k+1) = ωx˜ + (1− ω)x(k)
7: y(k+1) = Iyxx
(k+1)
8: k ← k + 1
9: end while
10: K ← k
of natural numbers one to n. We then define the block permutation matrices
(3.3) Pxp :=
E
x
p1
...
Expn
 , Pyp :=
E
y
p1
...
Eypn

and block decomposition of the permuted adjacency matrix
(3.4) PypI
y
x[P
x
p]
T = Lp + Up,
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Algorithm 3.2 GaussSeidel (The Gauss–Seidel method for NetUQ)
Input: Component uncertainty-propagation operators fi, i = 1, . . . , n; adjacency matrix I
y
x;
exogenous-input random variables ui, i = 1, . . . , n; initial guesses for endogenous-input random
variables y
(0)
i , i = 0, . . . , n; relaxation factor ω; sequence of permutation matrices p
(k), k = 1, . . .
Output: converged endogenous-input random variables y
(K)
i ; converged output random variables
x
(K)
i
1: k ← 0
2: while not converged do
3: p← p(k)
4: (Pxp,P
y
p,Lp,Up, Ip, nseq,p) = DAG(p, Iyx)
5: y¯← y(k)
6: for ` = 1, . . . , nseq,p do {Execute sequentially}
7: for i ∈ I`p do {Execute in parallel}
8: x˜i = fi(y¯i,ui)
9: y¯← y¯ + Iyx[Exi ]T (x˜i − x(k)i )
10: end for
11: end for
12: x(k+1) = ωx˜ + (1− ω)x(k)
13: y(k+1) = Iyxx
(k+1)
14: k ← k + 1
15: end while
16: K ← k
where Lp ∈ {0, 1}ny×nx is strictly block lower triangular and Up ∈ {0, 1}ny×nx is strictly block upper
triangular.
By “splitting” all edges in the adjacency matrix Iyx whose indices match the nonzero elements
of [Pyp]
TUpP
x
p, we can create a DAG, as the components can be processed in sequential order pi,
i = 1, . . . , n. At the network level, Gauss–Seidel iteration k can be expressed as
x˜ = fvec([P
y
p]
TLpP
x
px˜ + [P
y
p]
TUpP
x
px
(k),u)(3.5)
x(k+1) = ωx˜ + (1− ω)x(k),(3.6)
where again ω > 0 is a relaxation factor and the implicit expression (3.5) can be rewritten explicitly
via recursion as
x˜pi = fpi
EypiIyx i−1∑
j=1
[Expj ]
T x˜pj + E
y
piI
y
x
n∑
j=i+1
[Expj ]
TExpjx
(k),u
 , i = 1, . . . , n.(3.7)
By comparing with the Jacobi update (3.1), it is apparent that the Gauss–Seidel update to x˜ in
Eq. (3.5) is implicit rather than explicit, and so uses more updated information than Jacobi at each
iteration; however, this is done at the expense of requiring sequential processing of the components.
To mitigate the sequential-processing burden, we observe that additional parallelism may be
exposed by examining the sparsity pattern of Lp, as this matrix encodes dependencies among the
preserved edges in the (permuted) network.
Algorithm 3.3 describes this process. Given a permutation tuple p, this algorithm effectively
“splits” all edges associated with nonzero elements of [Pyp]
TUpP
x
p, and analyzes the sparsity pat-
tern of the block lower triangular matrix Lp to determine (1) the minimum number of sequential
steps required to propagate uncertainties in the resulting DAG, and (2) which components can be
processed within each sequential step. This procedure is called in Step 4 of Algorithm 3.2 to ensure
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Algorithm 3.3 DAG (Generate a DAG from a permutation)
Input: Permutation p ≡ (p1, . . . , pn) of the natural numbers one to n; adjacency matrix Iyx
Output: Permutation matrices Pxp and P
y
p; block lower and upper triangular matrices Lp and Up;
tuple of components in sequential processing order Ip := (I1p, . . . , Inseq,pp ); number of sequential
steps nseq,p
1: Compute Pxp, P
y
p, Lp, and Up from Eqs. (3.3) and (3.4).
2: k ← 0; I = ∅
3: while I 6= {1, . . . , n} do
4: k ← k + 1
5: Ikp ← ∅
6: for i = 1, . . . , n do
7: if block (i, j) of Lp is zero for all j ∈ {1, . . . , n} \ I then
8: Ikp ← Ikp ∪ pi
9: end if
10: end for
11: I ← I ∪ Ikp
12: end while
13: nseq,p = k
the Gauss–Seidel iterations employ the fewest number of sequential steps. Clearly, different per-
mutations p will associate with different numbers of required sequential steps; graph coloring [29]
provides a mechanism to determine the minimum number of sequential steps for a given network.
In addition to this consideration, different permutations may lead to different convergence rates as
will be discussed in Remark 4.2.
4. Convergence analysis and Anderson acceleration. Both Jacobi and Gauss–Seidel methods
can be expressed as fixed-point iterations
(4.1) x(k+1) = h(x(k),u)
for k = 0, . . . ,K, where the mappings x 7→ x− h(x,u) and x 7→ x− f(x,u) have the same roots for
any fixed value of the exogenous-input random variables u ∈ Vnu . In the case of Jacobi iteration,
we see from Eqs. (3.1)–(3.2) that the fixed-point operator is h← hJ with
(4.2) hJ : (x,u;ω) 7→ ωf(x,u) + (1− ω)x.
In the case of Gauss–Seidel iteration, we see from Eqs. (3.5)–(3.7) that the associated operator is
h← hGS, which is defined recursively for i = 1, . . . , n as
ExpihGS : (x,u;ω,p) 7→ωfpi
EypiIyx i−1∑
j=1
[Expj ]
TExpjhGS(x,u;ω,p) + E
y
piI
y
x
n∑
j=i+1
[Expj ]
TExpjx,u

+ (1− ω)Expix,
(4.3)
where we have made its dependence on the relaxation factor ω and permutation p explicit.
4.1. Convergence analysis. We now adopt a standard result from the theory of fixed-point
iterations to the present context. This result is valid for any (fixed) value of the exogenous-input
random variables u ∈ Vnu and relies on the following assumption:
A1 The fixed-point operator h is a contraction, i.e., it is Lipschitz continuous such that
(4.4) ‖h(x1,u)− h(x2,u)‖ ≤ Lh(u)‖x1 − x2‖
for all x1, x2 ∈ Vnx with Lh(u) < 1 for any u ∈ Vnu .
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Proposition 4.1. If Assumption A1 holds, then the iterations
(4.5) x(k+1) = h(x(k),u), k = 0, 1, . . .
converge q-linearly to a fixed point x? satisfying x? = h(x?,u) with convergence rate Lh(u) for any
u ∈ Vnu.
Proof. Subtracting x? = h(x?,u) from Eq. (4.5), and employing Lipschitz continuity of the
fixed-point operator h, yields ‖x(k+1) − x?‖ ≤ Lh(u)‖x(k) − x?‖, which leads to the desired result.
Remark 4.2 (Controlling convergence). For a fixed network, the Jacobi fixed-point operator
hJ(·, ·;ω) is parameterized by the relaxation factor ω, while the Gauss–Seidel fixed-point operator
hGS(·, ·;ω,p) is parameterized by both the relaxation factor ω and the permutation p. Thus,
these parameters provide mechanisms for controlling convergence, as modifying them modifies the
Lipschitz constants of these fixed-point operators, which in turn affects satisfaction of Assumption
A1 and the convergence rate according to Proposition 4.1. The numerical experiments vary these
quantities to numerically assess their effect on performance of NetUQ.
4.2. Anderson acceleration. Proposition 4.1 showed that as long as the fixed-point operator is
a contraction, the fixed-point iterations generated by Jacobi or Gauss–Seidel iterations converge q-
linearly. Compared with other methods for solving systems of nonlinear equations (e.g., Newton’s
method), this rate of convergence is rarely competitive; as such, relaxation methods are used
typically only in cases where these types of solvers are not applicable (e.g., if the residual Jacobian
cannot be exposed easily).
To improve the convergence rate of fixed-point iterations, researchers have recently rediscovered
[21] Anderson acceleration [2], which provides a practical modification to the fixed-point-iteration
updates and has been shown to substantially improve convergence. For linear problems, one can
demonstrate that convergence with Anderson acceleration is no slower than the original fixed-
point iteration [40] and is essentially equivalent to the generalized minimum residual (GMRES)
method [41]. For nonlinear problems, it can be shown that Anderson acceleration is a multisecant
method [21], and similar convergence-rate results exist [40]. All convergence results hold under the
assumption of a contractive mapping, i.e., under Assumption A1.
Algorithm 4.1 reports the Anderson acceleration method adopted to the present context, where
the fixed-point operator is either h← hJ or h← hGS. We note that employing a memory of m = 0
recovers the original fixed-point iterations (4.1). Numerical experiments performed in Section 6
illustrate the ability of Anderson acceleration to substantially improve the convergence rate of the
proposed NetUQ method in the case of both Jacobi and Gauss–Seidel iteration.
5. Error analysis. We now assess the error incurred by the network formulation when the full-
system uncertainty-propagation operator f constitutes an approximation of an underlying “truth”
operator. In particular, it is common practice for the component uncertainty-propagation oper-
ators fi, i = 1, . . . , n to comprise approximations of underlying “truth” component uncertainty-
propagation operators f¯i : Vny,i×Vnu,i → Vnx,i , i = 1, . . . , n. For example, this occurs when compo-
nent uncertainty-propagation operators fi, i = 1, . . . , n associate with computing low-dimensional
polynomial-chaos representation of the output random variables xi, i = 1, . . . , n, while f¯i, i =
1, . . . , n might associate with computing a high-dimensional polynomial-chaos representation of the
output random variables.
We begin by noting that for any function h : Vnx × Vnu → Vnx for which the mappings
x 7→ x − h(x,u) and x 7→ x − f(x,u) have the same roots for any u ∈ Vnu , the solution x? to the
fixed-point system (2.8) also satisfies the fixed-point system
(5.1) x? = h(x?,u)
for any u ∈ Vnu . For example, h(·, ·) = hJ(·, ·;ω) and h(·, ·) = hGS(·, ·;ω,p) are the Jacobi and
Gauss–Seidel fixed-point operators, respectively, which satisfy this property.
11
Algorithm 4.1 AndersonAcceleration (Anderson acceleration)
Input: Fixed-point operator h; exogenous-input random variables u; initial guess for output ran-
dom variables x(0); memory m ∈ N0
Output: Converged solution x(K)
1: k ← 0
2: while not converged do
3: xˆ(k+1) = h(x(k); u)
4: f(k) = xˆ(k+1) − x(k)
5: m(k) = min(m, k)
6: Compute (α
(k)
0 , . . . , α
(k)
m(k)
) as the solution to
minimize
(α0,...,αm(k) )
‖
m(k)∑
i=0
f(k−i)αi‖2 subject to
m(k)∑
i=0
αi = 1
7: x(k+1) =
∑m(k)
i=0 α
(k)
i xˆ
(k+1−i)
8: k ← k + 1
9: end while
10: K ← k
We also define the truth full-system uncertainty-propagator as f¯vec : Vny × Vnu → Vnx , which
comprises the vectorization of truth component uncertainty-propagation operators such that
(5.2) f¯vec : (y,u) 7→
n∑
i=1
[Exi ]
T f¯i(E
y
i y,E
u
i u).
Substituting the relationship between outputs and endogenous inputs (2.7) into the truth full-
system uncertainty-propagator (5.2) yields the following truth fixed-point problem: Given exogenous-
input random variables u ∈ Vnu , compute truth output random variables x¯? ≡ x¯?(u) ∈ Vnx that
satisfy
(5.3) r¯(x¯?,u) = 0,
where
(5.4) r¯ : (x,u) 7→ x− f¯vec(Iyxx,u)
with r¯ : Vnx × Vnu → Vnx denotes the truth fixed-point residual. As before, to simplify notation,
we introduce an alternative version of the truth full-system uncertainty-propagation operator
(5.5) f¯ : (x,u) 7→ f¯vec(Iyxx,u),
where f¯ : Vnx × Vnu → Vnx Note that the truth fixed-point residual is equivalently defined as
r¯ : (x,u) 7→ x− f¯(x,u).
As above, we note that for any function h¯ : Vnx × Vnu → Vnx for which the mappings x 7→
x−h¯(x,u) and x 7→ x− f¯(x,u) have the same roots for any u ∈ Vnu , the solution x¯? to the fixed-point
system (5.3) also satisfies the fixed-point system
(5.6) x¯? = h¯(x¯?,u).
We refer to such an operator h¯ as the truth fixed-point operator. For example, one could employ
h¯(·, ·) = h¯J(·, ·; ω¯) with h¯J : (x,u; ω¯) 7→ ω¯f(x,u) + (1 − ω¯)x as a Jacobi fixed-point operator pa-
rameterized by the relaxation factor ω¯ > 0, or h(·, ·) = h¯GS(·, ·; ω¯, p¯) as a Gauss–Seidel fixed-point
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operator defined analogously to hGS and parameterized by the relaxation factor ω¯ and permutation
p¯ ∈ Nn.
In the remainder of this section, we drop dependence of all quantities on the exogenous-input
random variables u for notational simplicity. The results can be interpreted as holding for any
(fixed) value of u ∈ Vnu .
5.1. Error bounds. We first derive a priori and a posteriori bounds for the error ‖x¯? − x?‖.
We begin by introducing the following assumption, which will be used to derive the a posteriori
error bound:
A2 The truth fixed-point operator h¯ is Lipschitz continuous such that ‖h¯(x1)−h¯(x2)‖ ≤ Lh¯‖x1−
x2‖ for all x1, x2 ∈ Vnx with Lh¯ < 1.
Remark 5.1 (Practical satisfaction of Assumptions A1 and A2). Analogously to Remark 4.2,
we note that the flexibility in the definitions of the fixed-point operators h and h¯ allows them
to be defined such that Assumptions A1 and A2 are satisfied. For example, if h(·, ·) = hJ(·, ·;ω)
(resp. h¯(·, ·) = h¯J(·, ·; ω¯)), then the relaxation factor ω (resp. ω¯) can often be chosen to satisfy
Assumption A1 (resp. A2). Alternatively, if h(·, ·) = hGS(·, ·;ω,p) (resp. h¯(·, ·) = h¯GS(·, ·; ω¯, p¯)),
then the relaxation factor ω and permutation p (resp. ω¯ and p¯) can often be chosen to satisfy
Assumption A1 (resp. A2). Indeed, ensuring that Assumptions A1 and A2 are satisfied is required
to ensure the associated fixed-point iterations converge according to Proposition 4.1.
We proceed by deriving the error bounds, which rely on Assumptions A1 and A2.
Proposition 5.2 (A priori error bound for ‖x¯? − x?‖). If Assumption A1 holds, then
(5.7) ‖x¯? − x?‖ ≤ 1
1− Lh ‖x¯? − h(x¯?)‖.
Proof. We subtract Eq. (5.1) from (5.6) and add and subtract h(x¯?) to obtain
(5.8) x¯? − x? = h¯(x¯?)− h(x¯?) + h(x¯?)− h(x?).
Applying the triangle inequality and Lipschitz continuity of h gives
(5.9) ‖x¯? − x?‖ ≤ ‖h¯(x¯?)− h(x¯?)‖+ Lh‖x¯? − x?‖.
Finally, using Lh < 1 and h¯(x¯?) = x¯? (from Eq. (5.6)) yields the desired result.
We note that because the mapping x 7→ x − h(x) corresponds to the residual of the fixed-point
system (5.1) and the (generally unknown) truth solution x¯? appears in the bound, inequality (5.7)
can be considered a residual-based a priori error bound.
Proposition 5.3 (A posteriori error bound for ‖x¯? − x?‖). If Assumption A2 holds, then
(5.10) ‖x¯? − x?‖ ≤ 1
1− Lh¯
‖x? − h¯(x?)‖.
Proof. We subtract Eq. (5.1) from (5.6) and add and subtract h¯(x?) to obtain
(5.11) x¯? − x? = h¯(x¯?)− h¯(x?) + h¯(x?)− h(x?).
As before, applying the triangle inequality and Lipschitz continuity of h¯ gives
(5.12) ‖x¯? − x?‖ ≤ Lh¯‖x¯? − x?‖+ ‖h¯(x?)− h(x?)‖.
Now, using Lh¯ < 1 and h(x?) = x? (from Eq. (5.1)) yields the desired result.
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We can interpret this result similarly to Proposition 5.2. In particular, because the mapping
x 7→ x − h¯(x) corresponds to the residual of the truth fixed-point system (5.6) and the computed
solution x? appears in the bound, inequality (5.10) can be considered a residual-based a posteriori
error bound. The right-hand side norm corresponds to the difference between the computed solution
x? and the result of applying one iteration with the truth fixed-point operator h¯ to the computed
solution x?. Thus, the right-hand side can be practically computed (resp. bounded from above) if
the Lipschitz constant can be computed (resp. bounded from above) by applying the truth fixed-
point operator to the computed solution.
5.2. In-plane error analysis. We now consider the particular case where the uncertainty-
propagation operator f restricts solutions to lie in a subspace of the space considered by the truth
uncertainty-propagation operator f¯. Then, we perform analysis that quantifies the difference be-
tween the computed solution x? and the orthogonal projection of the truth solution x¯? onto the
considered subspace. This is often referred to as the “in-plane error”, as it represents how close
the computed solution is to the orthogonal projection of the truth solution onto the subspace (i.e.,
“plane”) of interest.
We begin by introducing the following assumption, which will be employed in all results within
Section 5.2:
A3 The component uncertainty-propagation operators satisfy Im(f i) ⊆ Xi, while the truth
component uncertainty-propagation operators satisfy Im(f¯ i) ⊆ X¯i with Xi and X¯i linear
subspaces of Vnx,i satisfying Xi ⊆ X¯i ⊆ Vnx,i for i = 1, . . . , n.
We note that under Assumption A3, it follows trivially that the full-system uncertainty-
propagation operator satisfies Im(f) ⊆ X ≡ X1 × · · · ×Xn, while the truth full-system uncertainty-
propagation operator satisfies Im(f¯) ⊆ X¯ ≡ X¯1 × · · · × X¯n with Im(f) and Im(f¯) linear subspaces of
Vnx satisfying X ⊆ X¯ ⊆ Vnx .
Remark 5.4 (Polynomial-chaos expansions satisfy Assumption A3). Assumption A3 holds if fi,
i = 1, . . . , n associate with computing low-order polynomial-chaos outputs and f¯i, i = 1, . . . , n asso-
ciate with computing high-order polynomial-chaos outputs. In this case, Xi = {
∑
j∈Jlow ψj(ξ)xi,j |xi,j ∈
Rnx,i , j ∈ Jlow} ⊆ Vnx,i , i = 1, . . . , n with Jlow := {j ∈ Nnξ0 | ‖j‖1 ≤ plow}, while X¯i =
{∑j∈Jhigh ψj(ξ)xi,j |xi,j ∈ Rnx¯,i , j ∈ Jhigh} ⊆ Vnx¯,i , i = 1, . . . , n with Jhigh := {j ∈ Nnξ0 | ‖j‖1 ≤
phigh}, and phigh ≥ plow. The conditions of Assumption A3 can be trivially verified in this case.
Under Assumption A3, the orthogonal projector Pi onto Xi, i = 1, . . . , n is a linear operator
and satisfies
(5.13) Pixi = arg min
x˜∈Xi
‖xi − x˜‖,
while the orthogonal projector P onto X is a linear operator and satisfies
(5.14) Px = arg min
x˜∈X
‖x− x˜‖
with P ≡∑ni=1[Expi ]TPiExpi . In this case, the error can be decomposed into orthogonal in-plane and
out-of-plane components
(5.15) x¯? − x? = x¯? − Px¯?︸ ︷︷ ︸
out-of-plane error
+ Px¯? − x?︸ ︷︷ ︸
in-plane error
with ‖x¯?− x?‖2 = ‖x¯?−Px¯?‖2 + ‖Px¯?− x?‖2; the out-of-plane error satisfies x¯?−Px¯? ∈ X⊥, where
X⊥ denotes the orthogonal complement of X in Vnx ; and the in-plane error satisfies Px¯? − x? ∈ X.
Because the out-of-plane error is determined completely from the truth solution x¯? and the subspace
X, the in-plane error is the error component that is informative of the accuracy of the computed
solution x? given the truth solution x¯? and the considered subspace X.
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Before stating error bounds, we first derive conditions under which the in-plane error is zero,
which implies that the computed solution satisfies x? = Px¯? and thus can be considered the optimal
approximation of x¯? in X. This result relies on the following assumptions:
A4 Assumption A3 holds and the component uncertainty-propagation operators satisfy
(5.16) f¯i(E
y
i I
y
xx) = fi(E
y
i I
y
xPx) + f¯
⊥
i (E
y
i I
y
xx), ∀x ∈ Vnx
for i = 1, . . . , n.
A5 There is a unique solution x? to the fixed-point system (2.8).
It is straightforward to show that Assumption A4 leads to a truth full-system uncertainty-propagation
operator of the form
(5.17) f¯ : x 7→ f(Px) + f¯⊥(x),
where
(5.18) f¯
⊥
: x 7→
n∑
i=1
[Exi ]
T f¯
⊥
i (E
y
i I
y
xx)
with f¯
⊥
: Vnx → Vnx and Im(f¯⊥) ⊆ X⊥ ≡ X⊥1 × · · · × X⊥n .
Note that Assumption A4 is equivalent to assuming the component uncertainty-propagation
operators to satisfy Pif¯i(E
y
i I
y
xx) = fi(E
y
i I
y
xPx), ∀x ∈ Vnx , which can be obtained by premultiplying
Eq. (5.16) by Pi.
Remark 5.5 (Polynomial-chaos expansions satisfy Assumption A4 for linear problems). Assump-
tion A4 holds if fi, i = 1, . . . , n are linear operators that project the outputs onto the space spanned
by a low-order PCE basis and f¯i, i = 1, . . . , n are the same linear operators, but project the outputs
onto the space spanned by a high-order PCE basis.
To demonstrate this, we employ the second moment as the norm-squared on the vector space
V, i.e., ‖w‖ := √E[w2] ≡ √∫Ω w2dP (θ). Because any finite-variance random variable w ∈ V
can be represented as a convergent PCE expansion, we can express such random variables as
w =
∑
j∈Nnξ0
ψj(ξ)wj with wj = E[wψj ]/‖ψj‖2, in which case the second moment is merely the
weighted Euclidean norm of the PCE coefficients, i.e., ‖w‖ =
√∑
j∈Nnξ0
w2j ||ψj ||2.
In this case, the output random variables associated with the uncertainty-propagation operators
fi and f¯i are
(5.19) xi =
∑
j∈Jlow
ψj(ξ)xi,j and x¯i =
∑
j∈Jhigh
ψj(ξ)x¯i,j ,
respectively, for i = 1, . . . , n, with Jlow and Jhigh defined in Remark 5.4. Note in particular that
we assume the same total-degree truncation is employed for the output random variables of all
components. Given the choice the norm, any vector of finite-variance random variables w ∈ Vnx,i
can be expressed as w =
∑
j∈Nnξ0
ψj(ξ)wj with its projection satisfying
(5.20) Piw =
∑
j∈Jlow
ψj(ξ)wj , P¯iw =
∑
j∈Jhigh
ψj(ξ)wj
for i = 1, . . . , n, where we have introduced the orthogonal projector P¯i onto X¯i, i = 1, . . . , n as the
linear operator satisfying
(5.21) P¯ixi = arg min
x˜∈X¯i
‖xi − x˜‖.
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Thus, in this case, assuming the endogenous-input random variables yi have finite variance such
that yi =
∑
j∈Nnξ0
ψj(ξ)yi,j , we have
fi(yi) = PiAiyi = Pi
∑
j∈Nnξ0
ψj(ξ)Aiyi,j =
∑
j∈Jlow
ψj(ξ)Aiyi,j = fi(E
y
i I
y
xPx)(5.22)
f¯i(yi) = P¯iAiyi = P¯i
∑
j∈Nnξ0
ψj(ξ)Aiyi,j =
∑
j∈Jhigh
ψj(ξ)Aiyi,j
=
∑
j∈Jlow
ψj(ξ)Aiyi,j︸ ︷︷ ︸
fi(E
y
i I
y
xPx)
+
∑
j∈Jhigh\Jlow
ψj(ξ)Aiyi,j︸ ︷︷ ︸
f¯
⊥
i (yi)
,(5.23)
where Ai ∈ Rnx,i×ny,i , i = 1, . . . , n denote matrices defining the linear uncertainty-propagation
operators.
This decoupling implies that higher-order terms of xi do not affect lower-order terms of f¯i(xi).
We note that this is similar to [12, Theorem 1].
We now derive conditions under which the in-plane error is zero.
Proposition 5.6 (Conditions for zero in-plane error). If Assumptions A4 and A5 hold, then
(5.24) x? = Px¯?,
and thus the in-plane error is zero.
Proof. Substituting (5.17), which derives from Assumption A4, in the fixed-point system (5.3)
yields
(5.25) x¯? = f(Px¯?) + f¯
⊥
(x¯?).
Applying the (linear) operator P to both sides of Eq. (5.25) yields
(5.26) Px¯? = f(Px¯?),
where we have used Im(f¯
⊥
) ⊆ X⊥. Eq. (5.26) shows that Px¯? satisfies r(Px¯?) = 0, and thus the
desired result holds by Assumption A5.
We now introduce an a priori error bound, whose proof follows similar steps to that of Propo-
sition 5.2.
Proposition 5.7 (A priori in-plane error bound). If Assumptions A1 and A3 hold, then the in-
plane error can be bounded as
(5.27) ‖Px¯? − x?‖ ≤ 1
1− Lh ‖Px¯? − h(Px¯?)‖.
Proof. We subtract Eq. (5.1) from P(x¯?− h¯(x¯?)) = 0 (which holds from Eq. (5.6) and linearity
of P) and add and subtract h(Px¯?) to obtain
(5.28) Px¯? − x? = Ph¯(x¯?)− h(Px¯?) + h(Px¯?)− h(x?).
Applying the triangle inequality and Lipschitz continuity of h gives
(5.29) ‖Px¯? − x?‖ ≤ ‖Ph¯(x¯?)− h(Px¯?)‖+ Lh‖Px¯? − x?‖.
Finally, using Lh < 1 and h¯(x¯?) = x¯? (from Eq. (5.6)) yields the desired result.
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We note that this bound is identical to the bound in Proposition 5.2, with Px¯? replacing x¯?; this
result was achievable through the introduction of Assumption A3.
We now introduce the following assumption, which will be used to derive an a posteriori bound:
A6 Assumption A3 holds and the projected truth fixed-point operator satisfies
(5.30) ‖Ph¯(x1)− Ph¯(x2)‖ ≤ LPh¯‖Px1 − Px2‖, ∀x1, x2 ∈ Vnx
with LPh¯ < 1.
We now introduce the notion of an X⊥-invariant operator, which will be used to demonstrate
conditions under which Assumption A6 holds.
Definition 5.8 (X⊥-invariant truth fixed-point operators). We deem a truth fixed-point operator
h¯ to be X⊥-invariant if it satisfies
(5.31) Ph¯(x) = c, ∀x ∈ X⊥,
where c ∈ Vnx is a constant random vector.
Intuitively, X⊥-invariant truth fixed-point operators preserve the decomposition of Vnx into X and
X⊥, as the output components of these operators in the space X are unaffected by input components
in the space X⊥. X⊥-invariance is a more general notion than that introduced in Assumption A4.
We now demonstrate that this type of operator is necessary to satisfy Assumptions A4 and A6.
Proposition 5.9 (X⊥-invariance is a necessary condition for Assumptions A4 and A6). If (1) As-
sumption A4 holds and either Jacobi or Gauss–Seidel iteration defines the truth fixed-point operator
h¯, or (2) Assumption A6 holds, then h¯ is an X⊥-invariant operator.
Proof. Case 1. If Assumption A4 holds and Jacobi iteration is applied, then from definition
(4.2), the truth fixed-point operator becomes
(5.32) h¯ : x 7→ ωf(Px) + (1− ω)Px︸ ︷︷ ︸
∈X
+ωf¯
⊥
(x) + (1− ω)P⊥x︸ ︷︷ ︸
∈X⊥
,
where P⊥ = I− P, from which condition (5.31) can be trivially verified with c = ωf(0).
Alternatively, if Assumption A4 holds and Gauss–Seidel iteration is applied, then from definition
(4.3), the truth fixed-point operator becomes
Expi h¯ : x 7→ωfi
Eyi Iyx i−1∑
j=1
[Expj ]
TPpjE
x
pj h¯(x) + E
y
i I
y
x
n∑
j=i+1
[Expj ]
TPpjE
x
pjx
+ (1− ω)PpiExpix︸ ︷︷ ︸
∈Xi
+ ωf¯
⊥
i
Eyi Iyx i−1∑
j=1
[Expj ]
TExpj h¯(x) + E
y
i I
y
x
n∑
j=i+1
[Expj ]
TExpjx
+ (1− ω)P⊥piExpix︸ ︷︷ ︸
∈X⊥i
(5.33)
for i = 1, . . . , n, where P⊥i = I− Pi and P⊥ ≡ P⊥1 × · · · × P⊥n , from which condition (5.31) can be
verified by induction with
(5.34) Expic = ωfi
Eyi IyxP i−1∑
j=1
[Expj ]
TExpjc

and recalling P ≡∑ni=1[Expi ]TPiExpi .
Case 2. We provide a proof by contradiction. Given any x1, x2 ∈ X⊥ ⊆ Vnx , we have Px1 =
Px2 = 0 such that the right-hand-side of inequality (5.30) is zero. If Eq. (5.31) does not hold, then
there will exist some x1, x2 ∈ X⊥ for which ‖Ph¯(x1)− Ph¯(x2)‖ > 0, which violates the inequality.
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Recall that Remark 5.5 demonstrated that Assumption A4 holds if f¯ is a linear operator associated
with a polynomial-chaos expansion, and so these conditions also imply X⊥-invariance of the truth
fixed-point operator h¯ associated with either Jacobi or Gauss–Seidel iteration.
We now derive an a posteriori bound on the error that leverages Assumption A6.
Proposition 5.10 (A posteriori in-plane error bound). If Assumption A6 holds, then the in-plane
error can be bounded as
(5.35) ‖Px¯? − x?‖ ≤ 1
1− LPh¯
‖x? − Ph¯(x?)‖.
Proof. As in Proposition 5.7, we first subtract Eq. (5.1) from P(x¯? − h¯(x¯?)) = 0; however, we
add and subtract Ph¯(x?) to obtain
(5.36) Px¯? − x? = Ph¯(x¯?)− Ph¯(x?) + Ph¯(x?)− h(x?).
Applying the triangle inequality, Assumption A6, and noting Px? = x? gives
(5.37) ‖Px¯? − x?‖ ≤ LPh¯‖Px¯? − x?‖+ ‖Ph¯(x?)− h(x?)‖.
Finally, using LPh¯ < 1 and h(x?) = x? yields the desired result.
Proposition 5.6 derived conditions for zero in-plane error by proving conditions under which
Px¯? is a fixed point of h. From Proposition 5.10, we now derive conditions for zero in-plane error
by considering the case where x? is a fixed point of Ph¯(x?), which makes the right-hand side—and
thus the left-hand side—of inequality (5.35) zero.
Proposition 5.11 (Additional conditions for zero in-plane error). If Assumptions A4 and A6 hold,
then
(5.38) x? = Px¯?,
and thus the in-plane error is zero.
Proof. Under Assumption A4, the truth fixed-point operator takes the form
(5.39) h¯ : x 7→ h(Px) + h¯⊥(x)
with Im(h¯
⊥
) ⊆ X⊥, where
(5.40) h¯
⊥
: x 7→ ωf¯⊥(x) + (1− ω)P⊥x
in the case of Jacobi iteration, while
(5.41) h¯
⊥
: x 7→ ωf¯⊥i
Eyi Iyx i−1∑
j=1
[Expj ]
TExpj h¯(x) + E
y
i I
y
x
n∑
j=i+1
[Expj ]
TExpjx
+ (1− ω)P⊥piExpix
in the case of Gauss–Seidel iteration. Applying projection P to (5.1) and adding Ph¯
⊥
(x?)(= 0)
yields
(5.42) Ph(x?) + Ph¯
⊥
(x?)− Px? = 0.
Then, using (5.39) with x? = Px? yields
(5.43) Ph¯(x?)− x? = 0.
Thus, the right-hand side of inequality (5.35)—which is valid under Assumption A6—is zero, which
yields the desired result.
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6. Numerical experiments. We now assess the performance of the proposed NetUQ method on
a two-dimensional stationary nonlinear diffusion equation with uncertainties arising in the diffusion
coefficient and boundary conditions. Here, we construct the network formulation by decomposing
the physical domain into (overlapping) subdomains, and associating each subdomain with a net-
work component. Thus—for this problem—the NetUQ method is tantamount to an overlapping
domain decomposition method for uncertainty propagation. We first define the global uncertainty-
propagation problem in Section 6.1, and subsequently define the resulting component and network
uncertainty-propagation problems in Section 6.2. Then, Sections 6.3 and 6.4 perform strong- and
weak-scaling studies, respectively.
6.1. Global uncertainty-propagation problem. We express the deterministic boundary value
problem (BVP) as the partial differential equation (adopted from Ref. [25])
− ∂
2v
∂x1∂x2
+ (eµv − 1) = 10 sin (2pix1) sin (2pix2) , x ≡ (x1, x2) ∈ Ωx = (0, 1)2
v(x) = vΓ, x ∈ ∂Ωx.
(6.1)
To formulate the uncertainty-propagation problem, we assume the boundary condition and diffusion
coefficient are “global” input random variables, which we model using polynomial-chaos expansions
as
(6.2) vΓ = u
global
1 =
∑
j∈Jglobal
ψj(ξ)u
global
1,j , µ = u
global
2 =
∑
j∈Jglobal
ψj(ξ)u
global
2,j
with nξ = 2 germ random variables ξ ≡ (ξ1, ξ2) ∼ N (0, I). Note that the PCE coefficients uglobal1,j
and uglobal2,j , j ∈ Jglobal completely characterize the global input random variables uglobal1 ∈ V and
uglobal2 ∈ V, respectively. We consider the case of independent global input random variables such
that uglobal1 and u
global
2 are expressed strictly in terms of ξ1 and ξ2, respectively. As described in
Remark 2.1, we define the multi-index set via total-degree truncation as Jglobal = {j ∈ Nnξ0 | ‖j‖1 ≤
p} for p = 3 and employ Hermite polynomials such that
ψ(0,0)(ξ) = 1,
ψ(1,0)(ξ) = ξ1, ψ(0,1)(ξ) = ξ2,
ψ(2,0)(ξ) = ξ
2
1 − 1, ψ(1,1)(ξ) = ξ1ξ2, ψ(0,2)(ξ) = ξ22 − 1,
ψ(3,0)(ξ) = ξ
3
1 − 3ξ1, ψ(2,1)(ξ) = ξ2
(
ξ21 − 1
)
, ψ(1,2)(ξ) = ξ1
(
ξ22 − 1
)
, ψ(0,3)(ξ) = ξ
3
2 − 3ξ2.
Table 6.1 reports the polynomial-chaos coefficients used to represent the two non-Gaussian, in-
dependent global input random variables. Note that while this characterization yields independent
global input random variables, the NetUQ formulation supports dependent input random variables.
i uglobali,(0,0) u
global
i,(1,0) u
global
i,(0,1) u
global
i,(2,0) u
global
i,(1,1) u
global
i,(0,2) u
global
i,(3,0) u
global
i,(2,1) u
global
i,(1,2) u
global
i,(0,3)
1 1.0 0.2 0.0 0.02 0.0 0.0 0.002 0.0 0.0 0.0
2 1.0 0.0 0.2 0.0 0.0 0.0 0.02 0.0 0.0 0.002
Table 6.1: Polynomial-chaos coefficients for global input random variables.
The global uncertainty-propagation problem is now: Given global input random variables uglobal1
and uglobal2 characterized using polynomial-chaos expansions (6.2) with coefficients provided by Ta-
ble 6.1, compute the random field v : Ωx → V, where v(x) is the random variable associated with
19
the variable v(x) for x ∈ Ωx due to the randomness in the diffusion coefficient and boundary con-
dition. Solving this global uncertainty-propagation with non-intrusive spectral projection (NISP)
[34, 28] using a 16-point Gauss–Hermite quadrature rule (derived using a full tensor product of the
1D rule with 4 points per dimension) yields a PCE representation for the random field. Each of the
16 quadrature points yields one instance of the global deterministic problem (6.1). We discretize
this (nonlinear) PDE using the finite-element method (FEM) with rectangular linear elements, and
we solve the resulting system of nonlinear equations using Newton’s method. The initial guess for
the Newton solver is the zero solution.
For simplicity, we truncate the polynomial-chaos expansion of the random field at the same
level as the global inputs such that
(6.3) v(x) =
∑
j∈Jglobal
ψj(ξ)v
global
j (x), x ∈ Ωx.
Figure 6.1 plots the resulting PCE coefficients vglobalj (x), j ∈ Jglobal, x ∈ Ωx.
6.2. Component and network uncertainty-propagation problems. We construct the network
uncertainty-propagation problem by decomposing the global problem into overlapping subdomains
{Ωix}ni=1 satisfying ∪ni=1Ωix = Ωx, and treating each subdomain as a component. Then, the com-
ponent uncertainty-propagation problem is defined as uncertainty propagation performed on the
associated subdomain. In particular, the deterministic BVP for the ith component is
− ∂
2vi
∂x1∂x2
+ (eµv − 1) = 10 sin (2pix1) sin (2pix2) , x ∈ Ωix ⊆ Ωx
vi(x) = vΓ, x ∈ ∂Ωix ∩ ∂Ωx, vi(x) = vj(x), x ∈ ∂Ωix ∩ Ωjx \ ∂Ωjx, j ∈ N
(6.4)
for i = 1, . . . , n, where N ⊂ {1, . . . , n} denotes the components neighboring the ith component.
The ith component uncertainty-propagation problem is now: Given global input random vari-
ables uglobal1 and u
global
2 characterized using polynomial-chaos expansions (6.2) with coefficients
provided by Table 6.1, as well as random fields vj : ∂Ωix ∩ Ωjx \ ∂Ωjx for j ∈ N , where vj(x) is the
random variable associated with the variable vj(x) on the boundary x ∈ ∂Ωix ∩Ωjx \ ∂Ωjx, compute
the random field vi : Ωjx → V, where vi(x) is the random variable associated with the variable vi(x)
for x ∈ Ωix.
As with the global uncertainty-propagation problem, we solve this component uncertainty-
propagation with non-intrusive spectral projection (NISP) using a 16-point, 4-level Gauss–Hermite
quadrature rule, which yields a PCE representation for the random field. Each of the 16 quadrature
points yields one instance of the component deterministic problem (6.4). We use the same spatial
discretization as the global problem, and we solve the resulting system of nonlinear equations using
Newton’s method. The initial guess for the Newton solver is the solution of the problem at the
previous fixed-point iteration; at the first iteration, the initial guess is zero.
Again, we truncate the polynomial-chaos expansion of the ith component’s random field at the
same level as the global inputs such that
(6.5) vi(x) =
∑
j∈Jglobal
ψj(ξ)v
i
j(x), x ∈ Ωix.
Abstractly, we view the mapping from global input random variables uglobal1 and u
global
2 and
neighbor field random variables vj(x), x ∈ ∂Ωix ∩ Ωjx \ ∂Ωjx, j ∈ N to the field random variables
vi(x), x ∈ ∂Ωjx ∩Ωix \ ∂Ωix, j ∈ N computed using NISP in this manner as defining the component
uncertainty-propagation problem defined in Section 2.1. In particular, the exogenous-input random
variables correspond to the component global input random variables such that ui = (u
global
1 , u
global
2 ),
the endogenous-input random variables correspond to the neighbor field random variables such
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(a) Output PCE coefficient vglobal(0,0) (x) (b) Output PCE coefficient v
global
(1,0) (x)
(c) Output PCE coefficient vglobal(0,1) (x) (d) Output PCE coefficient v
global
(2,0) (x)
(e) Output PCE coefficient vglobal(1,1) (x) (f) Output PCE coefficient v
global
(0,2) (x)
(g) Output PCE coefficient vglobal(3,0) (x) (h) Output PCE coefficient v
global
(2,1) (x)
(i) Output PCE coefficient vglobal(1,2) (x) (j) Output PCE coefficient v
global
(0,3) (x)
Figure 6.1: PCE coefficients for the random field v(x) computed via NISP using a 16-point, 4-level
Gauss–Hermite quadrature rule.
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that yi = (v
j(x), x ∈ ∂Ωix ∩ Ωjx \ ∂Ωjx)j∈N , and the output random variables correspond to the
field random variables on the current subdomain that are used to define boundary conditions on
neighboring subdomains such that xi = (vi(x), x ∈ ∂Ωjx∩Ωix \∂Ωix)j∈N . Because we are employing
a finite-element spatial discretization, all field variables are represented in the finite-element trial
space such that the endogenous-input random variables yi and output random variables xi defined
above are also finite dimensional.
As described in Remark 2.1, because we are employing PCE representations of random variables,
we can equivalently express the component uncertainty-propagation problem in terms of the PCE
coefficients themselves via Eq. (2.4). The associated network uncertainty-propagation problem in
terms of PCE coefficients is derived analogously to (2.8) and is
(6.6) r(x?,u) = 0,
where u := [uTi · · · uTn ]T ∈ Rnu and x := [xTi · · · xTn ]T ∈ Rnx such that nu :=
∑n
i=1 nu,i and
nx :=
∑n
i=1 nx,i. We denote the value of the outputs that satisfies the fixed point problem by
x? ≡ x?(u) ∈ Rnx .
Figure 6.2 illustrates construction of the network uncertainty-propagation problem a decom-
position involving 4 subdomains defined on a 2 × 2 grid. Note that we employ an overlap region
spanning one element between neighboring subdomains. Analogously, Fig. 6.3 illustrates the net-
work connectivity for a decomposition involving 16 subdomains defined on a 4× 4 grid.
(a) Decomposition of
original domain into
4 overlapping subdo-
mains or components
(b) Inter-component connectivity
(c) Resulting network
Figure 6.2: Network formulation for the 2× 2 component case.
To solve the resulting network uncertainty-propagation problem, we investigate both the Jacobi
and Gauss–Seidel NetUQ methods, with two values of the relaxation factor, with and without An-
derson acceleration. In the case of Gauss–Seidel, we also assess the effect of different permutations
p on performance. The initial guess for the relaxation methods is the zero solution (i.e., all PCE
coefficients for output random variables are zero). To assess convergence of the relaxation methods
at iteration k, we compute the relative residual r(x(k),u), where
(6.7) r : (x,u) 7→ ‖r(x,u)‖2/‖r(0,u)‖2.
All timings are obtained by performing calculations on an Intel(R) Xeon(R) Core(TM) i7-5557U
CPU @ 3.10GHz with 16 GB RAM. The NetUQ software is written in Matlab; it wraps around
the Uncertainty Quantification Toolkit (UQTk) [18, 17], which performs component uncertainty
propagation.
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Figure 6.3: Network formulation 4 × 4 component case. Figure shows coupling between nodes for
the network uncertainty-propagation problem, with black edges corresponding to endogenous-input
random variables and red edges corresponding to exogenous-input random variables.
6.3. Strong-scaling study. Here we investigate the strong scaling performance of NetUQ. In
the context of NetUQ, strong scaling associates with the case where a fixed system can be broken
down into smaller and smaller components or assemblies on which uncertainty-propagation can be
performed. To perform strong scaling, we fix the finite-element discretization of the global problem
using 1681 nodes arising from a mesh characterized by a uniform 41 × 41 grid. Subsequently, we
increase the number of subdomains used to define the network on this fixed global finite-element
discretization, always employing an overlap region spanning one element, and always employing
decompositions that are uniform in x1 and x2. In particular, we consider 2 × 2, 4 × 4, and 8 × 8
decompositions. Note that the size of each component deterministic problem increases as the
number of components decreases, and employing n = 1 corresponds to the global uncertainty-
propagation problem described in Section 6.1.
Fig. 6.4 reports convergence results for this study, where we have employed a permutation p for
Gauss–Seidel that yields the minimum number of sequential steps per iteration of nseq = 4 . This
figure elucidates several trends. First, we note that convergence is faster for smaller networks; this
is sensible, as more iterations are required for information to propagate throughout the domain
when the method uses a larger number of (smaller) subdomains. Indeed, in the limiting case of
n = 1, the NetUQ formulation is equivalent to the global uncertainty-propagation problem, which—
by definition—converges in a single iteration. Second, we note that Gauss–Seidel yields faster
convergence than Jacobi when measured as a function of the number of iterations. As discussed
in Section 3.2, this occurs because Gauss–Seidel employs more updated information within each
iteration. However, because Gauss–Seidel employs more sequential steps per iteration than the
Jacobi method, each Gauss–Seidel iteration incurs a larger wall time, and thus these results are
insufficient for assessing which method yields the best parallel wall-time performance. Third, we
observe that the classical iterations (i.e., employing a relaxation factor of ω = 1) yield faster
convergence than under-relaxation performed with a relaxation factor ω = 2/3. However, over-
relaxation (i.e., employing a relaxation factor of ω > 1) sometimes resulted in divergence; thus, we
have omitted these results (see Remark 4.2). Fourth, we note that employing Anderson acceleration
yields substantially faster convergence.
Next, Fig. 6.5 reports the dependence of several performance quantities as a function of the
number of components. This figure reports results for NetUQ without Anderson acceleration, and
for the case where iterations are terminated when the relative residual reaches a value of 10−3.
Consistent with Fig. 6.4, Fig. 6.5a shows that the lowest iteration count is achieved for smaller
networks, Gauss–Seidel, and a relaxation factor of ω = 1.
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(a) ω = 2/3; no Anderson acceleration
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(b) ω = 1; no Anderson acceleration
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(c) ω = 2/3; Anderson acceleration, m = 5
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(d) ω = 1; Anderson acceleration, m = 5
Figure 6.4: Strong-scaling study: convergence results. J and G-S labels refer to the Jacobi and
Gauss–Seidel methods, respectively. Note that convergence is faster when NetUQ employs smaller
networks, Gauss–Seidel (rather than Jacobi), ω = 1 (rather than ω = 2/3), and Anderson acceler-
ation.
Fig. 6.5b reports the associated parallel wall times, employing a one-to-one component-to-
processor map. These results show that the trends suggested by Fig. 6.5 can be reversed when
accounting for the lower computational cost of solving the component deterministic problems (6.4)
for smaller subdomains and the larger number of sequential steps per iteration for the Gauss–Seidel
method. Specifically, this figure shows that the smallest parallel wall times are achieved for Jacobi
iteration and larger network sizes. This suggests that the embarrassingly parallel nature of each
Jacobi iteration outweighs the larger number of iterations it requires for convergence relative to
Gauss–Seidel, and the lower computational cost of solving component deterministic problems (6.4)
with smaller subdomains outweighs the larger number of iterations needed for convergence.
Next, Fig. 6.5c reports the speedup as a function of the number of components, where the
speedup is defined as the ratio of serial execution time to parallel execution time. Here, we
consider the serial execution time to be the wall time required to solve the global uncertainty-
propagation problem described in Section 6.1 using one computing core. We observe that—for four
components—the relatively large number of iterations required for convergence outweighs gains
achieved through parallelization, resulting in a speedup less than one. Speedups greater than one
are achieved only for n = 16 in the case of Jacobi with ω = 1 and for n = 64 in the case of Jacobi and
Gauss–Seidel with ω = 1. However, we emphasize that the purpose of NetUQ is not necessarily to
achieve speedups in this particular context, i.e., where solving the global uncertainty-propagation
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problem is feasible. As described in the introduction, the true objective of NetUQ is to enable
full-system UQ in scenarios where it would be otherwise impossible due to challenges in integrating
component models, for example. Nonetheless, we show in the next figure that substantial speedups
can indeed be achieved when Anderson acceleration is employed.
Next, Fig. 6.5d quantifies the error incurred by the network formulation. Recall from Section 5
that the network formulation can incur error if the uncertainty-propagation operator f constitutes an
approximation of an underlying “truth” operator f¯. This is precisely the case in this context, where
the truth operator f¯ associates with performing uncertainty-propagation with infinite-dimensional
PCE representations for output random variables and endogenous-input random variables; this
“no edge truncation” case is mathematically equivalent to simply solving the global uncertainty-
propagation problem described in Section 6.1. Thus, to assess these errors, we compute the relative
error in the PCE coefficients of the field random variable at several spatial locations computed
using the NetUQ approach (executed with 3rd-order total-degree truncation and satisfying a rela-
tive residual of 10−10) with respect to the same PCE coefficients computed by solving the global
uncertainty-propagation problem. This relative error is computed as the `2-norm of the difference
between these PCE coefficients, divided by the `2-norm of the PCE coefficients computed via global
uncertainty propagation. Fig. 6.5d shows that this error increases as the number of components
increases; this is sensible, as a larger number of components implies more spatial locations where
truncation is imposed. The figure also shows that this error is larger for variables located further
from the domain boundary; this is also intuitive, as it suggests that errors grow as the variable of
interest is located further from from one of the driving exogenous inputs.
Fig. 6.6 repeats the same study, but with all relaxation methods using Anderson acceleration
with m = 5. Note that we need not repeat the error-quantification study, as these results are
related to the network formulation itself, and are independent of the relaxation method used to
numerically solve the network uncertainty-propagation problem. Through a comparison with the
corresponding figures in Fig. 6.5, it is clear that Anderson acceleration yields roughly an order-
of-magnitude reduction in the number of iterations required for convergence. This in turn implies
substantially lower parallel wall times, as well as significantly larger speedups. Indeed, when Ander-
son acceleration is employed, the NetUQ method realizes speedups as high as nearly 20 in the case
of n = 16 components and the Jacobi method. One noteworthy observation is that the maximum
speedup corresponds to the 16-component network. Since this problem is relatively small (i.e., an
FEM discretization with 1681 nodes), decomposing the domain into smaller domains beyond a cer-
tain threshold (16 subdomains in this case) does not sufficiently reduce the time required for each
component uncertainty propagation to overcome the increase in iteration count for the algorithm
to converge. We also note that Anderson acceleration has the effect of reducing the performance
discrepancy obtained using relaxation factors of ω = 2/3 and ω = 1, especially for the Jacobi
method.
Finally, to assess the effect of the permutation p on the performance of the Gauss–Seidel method,
Fig. 6.7 reports strong-scaling results for Gauss–Seidel with ω = 1, Anderson acceleration, and ten
random permutations p. Recall from Section 3.2 that the permutation effectively defines the DAG
on which Gauss–Seidel propagates uncertainties in a feed-forward manner within each iteration.
Figure 6.7a shows that—for this problem—the choice of permutation has essentially no effect on
the number of iterations required for convergence. However, Figure 6.7b shows that the choice of
permutation does have a substantial effect on the number of sequential sequential steps per iteration
nseq as computed using Algorithm 3.3, which in turn yields significant differences in parallel wall
time (Fig. 6.7c) and speedup (Fig. 6.7d). Thus, for this problem, the permutation should be chosen
to minimize the number of sequential steps per iteration nseq. Note that virtually no speedup
is observed even when using Anderson acceleration for the worst performing permutation. Thus
further emphasizes the need to carefully consider the choice of permutation in practice.
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Figure 6.5: Strong-scaling study without Anderson acceleration. Iterations are terminated when
the relative residual reaches a value of 10−3. J and G-S labels refer to the Jacobi and Gauss–Seidel
methods, respectively. Relative error refers to the error in the PCE coefficients of the field random
variable at several spatial locations computed using the NetUQ approach (executed with 3rd-order
total-degree truncation and satisfying a relative residual of 10−10) with respect to the same PCE
coefficients computed by solving the global uncertainty-propagation problem.
6.4. Weak-scaling study. We now investigate the weak-scaling performance of NetUQ. In the
context of NetUQ, weak scaling associates with the case where a fixed library of components on
which uncertainty propagation can be performed is assembled into larger and larger full systems.
In particular, we adopt the same strategy for constructing networks as in Section 6.3, with one ex-
ception: each component deterministic BVP is discretized using a mesh composed of 36 grid points,
regardless of the total number of components. As such, the size of each component deterministic
problem remains fixed for all networks. However, as the number of components increases, the size
of the overlap region between components decreases, and size of the deterministic global problem
increases. We note that the weak-scaling case with n = 64 is equivalent to the strong-scaling case
with n = 64, and thus the results for these cases are identical.
Fig. 6.8 reports convergence results, where—as in the strong-scaling case—we use a permutation
p for Gauss–Seidel that yields the minimum number of sequential steps per iteration of nseq =
4. Comparing with Fig. 6.4, we see that—as in the strong-scaling case—convergence is faster
for smaller networks, Gauss–Seidel, ω = 1, and Anderson acceleration. The explanation behind
these trends is the same as in the strong-scaling case. However, we observe that convergence is
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Figure 6.6: Strong-scaling study using Anderson acceleration with m = 5. Iterations are terminated
when the relative residual reaches a value of 10−3. J and G-S labels refer to the Jacobi and Gauss–
Seidel methods, respectively.
substantially faster (as a function of iteration number) for n = 4 and n = 16 in the weak-scaling case
compared with the strong-scaling case. This is due to the fact that—for these network sizes—the
weak-scaling problem corresponds to a larger amount of overlap between neighboring components
than the strong-scaling problem. Increasing the amount of overlap is known to promote convergence
in domain decomposition, which is an effect we observe here.
Next, Fig. 6.9 reports performance as a function of the number of components. As in Fig. 6.5,
results correspond to NetUQ without Anderson acceleration, and for the case where iterations are
terminated when the relative residual reaches a value of 10−3. Comparing Figs. 6.5a and 6.9a shows
that—in both cases—the number of iterations increases as the number of components increases.
This is due to the fact that more iterations are needed for information to propagate throughout the
domain when it is decomposed into more components. However, we can see that the weak-scaling
case yields substantially fewer iterations than the strong-scaling case for n = 4 and n = 16; this
occurs due to the increased amount of overlap in the weak-scaling case as previously discussed.
Fig. 6.9b reports wall times, again using a one-to-one component-to-processor map. Comparing
with Fig. 6.5b shows that weak and strong scaling exhibit opposite trends. This is sensible because—
unlike in strong scaling where the component deterministic problem decreases in size for larger
networks—the deterministic component-problem size remains constant for all network sizes. Thus,
the parallel wall time is driven purely by iteration count in the case of weak scaling. However, as
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Figure 6.7: Strong-scaling study using Anderson acceleration with m = 5. Gauss–Seidel with ω = 1
performance for ten random permutations p. Red curve represents the mean value, and vertical
lines span the minimum and maximum values computed over these permutations. Note that the
permutation has minimal effect on the number of iterations required for convergence, and thus
performance is driven by the number of sequential steps per iteration nseq that the permutation
admits.
in the strong-scaling case, we again see that the Jacobi method yields superior parallel wall-time
performance than the Gauss–Seidel method despite consuming more iterations; this is due to the
embarrassingly parallel nature of Jacobi iterations.
Fig. 6.9c reports the speedup as a function of the number of components, where the speedup
is defined as the ratio of serial execution time to parallel execution time, where the serial execu-
tion time corresponds to the cost of solving the global uncertainty-propagation problem using the
same (global) mesh as that corresponding to the NetUQ problem. As with the strong-scaling case
reported in Fig. 6.5c, we again see that modest speedups are achieved for Jacobi with the largest
network size. While this might seem surprising given the trends shown in Fig. 6.9b, it can be ex-
plained by the fact that the global uncertainty-propagation problem incurs lower parallel wall time
as the number of components decreases in this case. This also explains why the speedup increases
at a slower rate with increasing network size as compared with the strong-scaling case.
Finally, Fig. 6.9d elucidates the same trends as were observed in Fig. 6.5d for the strong-scaling
case: the errors incurred by the NetUQ formulation are extremely small, and increase slightly as
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Figure 6.8: Weak-scaling study: convergence results. J and G-S labels refer to the Jacobi and
Gauss–Seidel methods, respectively. Note that convergence is faster when NetUQ employs smaller
networks, Gauss–Seidel (rather than Jacobi), ω = 1 (rather than ω = 2/3), and Anderson acceler-
ation.
the number of components increases.
Fig. 6.10 repeats the same study, but with all relaxation methods using Anderson acceleration
with m = 5. By comparing with the corresponding results without Anderson acceleration shown
in Fig. 6.9, it is again clear that employing Anderson acceleration substantially improves the per-
formance of NetUQ. As in the strong-scaling case, we again observe speedup saturation at n = 16.
As before, we also observe that Anderson acceleration reduces the performance discrepancy arising
from different values of the relaxation factor ω.
Finally, Fig. 6.11 assesses the effect of the permutation p on the performance of the Gauss–Seidel
method in weak scaling. Results are similar to the strong-scaling case: the choice of permutation
tuple has essentially no effect on the number of iterations required for convergence, so performance
is driven by the number of sequential steps per iteration nseq exposed by the choice of permutation.
7. Conclusions. This work proposed the network uncertainty quantification (NetUQ) method
for propagating uncertainties in large-scale networks. The approach simply assumes the existence
of a collection of components, each of which is characterized by exogenous-input random variables,
endogenous-input random variables, output random variables, and an uncertainty-propagation
operator. The method constructs the network simply by associating endogenous-input random
variables for each component with output random variables from other components; no other
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Figure 6.9: Weak-scaling study without Anderson acceleration. Iterations are terminated when the
relative residual reaches a value of 10−3. J and G-S labels refer to the Jacobi and Gauss–Seidel
methods, respectively. Relative error refers to the error in the PCE coefficients of the field random
variable at several spatial locations computed using the NetUQ approach (executed with 3rd-order
total-degree truncation and satisfying a relative residual of 10−10) with respect to the same PCE
coefficients computed by solving the global uncertainty-propagation problem.
inter-component compatibility conditions are required. This formulation promotes component in-
dependence by enabling different components to use different functional representations of random
variables and different uncertainty-propagation operators.
To resolve the resulting network uncertainty-propagation problem, the method employs the
classical relaxation methods of Jacobi and Gauss–Seidel iteration equipped with Anderson accel-
eration. Each Jacobi iteration entails embarrassingly parallel component uncertainty propagation,
while each Gauss–Seidel iteration incurs feed-forward uncertainty propagation in a DAG created by
“splitting” selected edges in the network. Critically, no two-way coupled solves between components
are required within a given relaxation iteration.
In addition to proposing the NetUQ method, this work provided supporting error analysis
(Section 5), which is applicable to the case where the component uncertainty-propagation operators
comprise an approximation of an underlying “truth” uncertainty-propagation operator. These
results include a priori (Proposition 5.2) and a posteriori (Proposition 5.3) error bounds for the
general case. In addition, this section performed error analysis for the case where the uncertainty-
propagation operator restricts the solution to lie in a subspace of the space considered by the truth
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Figure 6.10: Weak-scaling study using Anderson acceleration with m = 5. Iterations are terminated
when the relative residual reaches a value of 10−3. J and G-S labels refer to the Jacobi and Gauss–
Seidel methods, respectively.
uncertainty-propagation operator, including conditions for zero in-plane error (Propositions 5.6 and
5.11), and a priori (Proposition 5.7) and a posteriori (Proposition 5.10) in-plane error bounds.
Numerical experiments performed in Section 6 studied the strong-scaling (Section 6.3) and
weak-scaling (Section 6.4) performance of the method on a benchmark parameterized diffusion
problem. These results illustrate that convergence occurs in the fewest number of iterations for
smaller networks, Gauss–Seidel iteration, and a relaxation factor of ω = 1. However, due to the
embarrassingly parallel nature of Jacobi iterations, the Jacobi method yields superior parallel wall-
time performance compared with the Gauss–Seidel method. Critically, numerical experiments also
demonstrated that Anderson acceleration is essential for generating substantial speedups relative
to monolithic full-system uncertainty propagation.
Future work entails demonstrating the methodology on problems characterized by greater dis-
crepancies between components, investigating other mechanisms to accelerate convergence of the
fixed-point iterations, and integrating surrogate models to reduce the wall-time incurred by com-
ponent deterministic simulations used for component uncertainty propagation. Preliminary results
in this direction have been presented in Ref. [27], which applied NetUQ to propagate uncertain-
ties in large-scale 3D hemodynamics models, and employed reduced-order models to reduce the
computational cost of solving the component deterministic problems.
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Figure 6.11: Weak-scaling study using Anderson acceleration with m = 5. Gauss–Seidel with ω = 1
performance for ten random permutations p. Red curve represents the mean value, and vertical
lines span the minimum and maximum values computed over these permutations.
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