




硕 士 学 位 论 文
基于线性最小二乘问题的ELBD算法
在化学模式识别中的应用
ELBD Algorithm based on Linear Least Squares
Problem for Chemical Pattern Recognition
詹 学 智
指导教师姓名： 卢 琳 璋 教授
专 业 名 称： 计 算 数 学
论文提交日期： 2 0 1 3 年 5 月











































































































































































Chemometrics is a edge discipline integrated by mathematical statistics, computer sci-
ence and chemistry. It is a very powerful and practical emerging subdiscipline in chemistry.
Chemical pattern recognition is an important research in chemometrics, provided useful in-
formation for scientists through the extraction of measurement data. The first step of pattern
recognition is to get the data, generally the near-infrared spectral data since it is fast, direct
and without chemical agents. Due to the large NIR data and the possible case that important
information is covered, we need to reduce the dimension of data by principal component re-
gression or partial least squares regression algorithm and so on, so as to simplify the model
and improve the stability of the model.
Partial least squares method(PLS) originated in the field of chemometrics, is a many-to-
many widely used statistical analysis method of linear regression modeling for the practical
needs in recent years. When the number of sample variables is large and multiple correlat-
ed, besides the sample size is small, the model established by PLS has the advantage that
traditional regression analysis do not have. Because it not only overcome the problem of
collinear independent variables, but also take full account of the impact of dependent vari-
able on the independent variable, which the principal component analysis do not consider.
It has been knowm that PLS is equivalent to Lanczos bidiagonalization(see Wold et
al.[63]). Although both algorithms are equivalent numerically, the computation and space
complexity are not the same. Firstly, PLS algorithm is unable to maintain the structural
properties of the matrix, say the sparsity in the calculation process. Besides, another disad-
vantage of PLS algorithm is that it must computer the martix P Tk Wk, which greatly increases
the computational complexity. Luckily these disadvantage can be avoided in LBD algorith-
m. In view of this, our paper focuses on Lanczos bidiagonalization based on the linear least
squares problem, and apply it on the numerical experiments instead of PLS algorithm.
Eldén had proposed the application of LBD to solve the linear least squares problem,
then comparing the relative residual with TSVD in his paper[35]. And the results prove that
residuals by LBD algorithm have a faster decay. Lanczos methods has a strong advantage in
the spatial complexity especially when the order of matrix is relatively large. As the increase
of k, the Krylov subspace contains more information, which can be more conductive to
solve problems efficiently. But on the other hand, with the increase of k, the demand of
computer storage space is also growing. Besides, the constituted Krylov matrix is becoming














as possible. But that may occur a problem that the diagonalization matrix Bk do not have
enough information to solve the problem we want to solve when the dimension k of Krylov
subspace is small. That is to say, the application of Lanczos method can not get good results
when the Krylov subspace k is small.
The author mentioned a extended Lanczos method to improve the Lanczos method,
and applied the extended Lanczos method in the face recognition to get a good experimental
results in his paper[19]. So, our paper also take the extended Lanczos method to improve
LBD, and then solve the linear least-squares problem. Our numerical experiments show that
our improved ELBD algorithm is more effective when the Krylov subspace dimension k is
small. Thus, we get the ELBD algorithm based on linear least squares problem.
Finally, we apply the ELBD algorithm in the chemical pattern recognition. We take 232
Near-infrared spectral data of different quality oil, which constituted 232 samples. Then we
divide the sample into two groups equally, the training set and prediction set. Then we apply
respectively PCR algorithm, the LBD algorithm and ELBD algorithm based on the linear
least squares problem on the training set, and predict the chemical properties of prediction
set, and finally compare the predicted effect. The experimental result is good, proving once
again the effectiveness, feasibility and applicability of ELBD algorithm.
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展. Cowe et al.[28]首先利用主成分回归方法对近红外光谱数据作降维处理,从而起到



























各种广义的最小二乘问题[15], 如线性最小二乘问题, 总体最小二乘问题, 等式
约束最小二乘问题, 刚性加权最小二乘问题等一直都是计算数学的一个重要研究
领域. Eldén, Wedin[33, 34, 61, 62]等人进行了等式约束最小二乘问题的扰动分析,引








r = min ∥Ax− b∥2 (1.1)
其中, A是m×n实矩阵, b是m×1实向量, r为残量,并且r线性依赖于x,简记为LS(Least
Squares)问题.若m = n,则称式子(1.1)为确定方程组,若m > n,则称式子(1.1)为超定
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