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CHAPTER 1: Objectives and Strategies 
 
15 
The interest for Capillary Electrophoresis (CE) as a separation technique has recently reattracted 
research interest mainly due to the introduction of efficient interfaces for its hyphenation to Mass 
Spectrometry (MS). As a separation method, CE provides many advantageous analytical aspects 
including the variety of available electrophoretic modes, rapid analysis, small sample consumption 
and high separation efficiency. In addition, as the separation mechanism in CE is based on charge 
and “size” of the analytes, it provides an orthogonal separation to classical liquid chromatography 
(LC) separations based on partition coefficients between stationary and mobile phases. 
The objective of this thesis is to take benefit of the above-mentioned advantages by using Capillary 
Electrophoresis (CE) coupled to High Resolution Mass Spectrometry (HR-MS) as an analytical 
tool for the analysis of various biomolecules. In particular, this work aims at deploying CE-MS 
when analytical challenges are addressed and requires its use, while other separation methods only 
provide partial information.  
The first part of this thesis focuses on the implementation of CE-MS as a valuable analytical 
method for the analysis of peptides and muropeptides (i.e. glycopeptides associated with the 
bacterial cell wall). The increased characterization efficiency provided by the CE-MS methods is 
demonstrated in comparison to established LC(-MS) methods. 
A second important part of this thesis was dedicated to the comparison between capillary 
electrophoresis and ion mobility separations. In this case, these two analytical techniques are both 
based on ion migration under the influence of an electric field either in the gas phase (ion mobility) 
or in solution (capillary electrophoresis). The comparison of these techniques first allows to assess 
their respective separation efficiencies but more importantly, to compare migration behaviors in 
both separation media. As it will be later detailed in this manuscript, the examination of the 
migration behaviors at equivalent charge states allows to address the retention of structural features 
from the solution to the gas phase.  
The thesis is divided into seven chapters briefly introduced here below:  
Chapter 2 reviews capillary electrophoresis and mass spectrometry and their respective analytical 
aspects. Various interfaces to hyphenate CE with MS are then reviewed and their advantages and 
drawbacks are critically discussed. To conclude, CE-MS is compared to classical analytical methods 
such as LC-MS or more recently IM-MS.  
Chapter 3 and 4 demonstrate the analytical merits of CE-MS for the analysis and characterization 
of peptidoglycan fragments including muropeptides (Chapter 3) and cytoplasmic peptidoglycan-
derived peptides (Chapter 4). This work was performed within the framework of a collaboration 
with the “Centre d’Ingénierie des Protéines” (CIP) or “Center for Protein Engineering” from the 
University of Liège. In particular, the ability to separate and detect species that are otherwise co-
eluted by the classical reversed-phase chromatography method opens new opportunities for in-
depth bacterial characterization. An absolute quantitation method was also developed based on an 
isotopically labelled standard.  
Chapter 5 was dedicated to the comparison CE-MS and IM-MS for the separation of peptides 
bearing two intramolecular disulfide bonds in the gas phase and in solution, respectively. This work 
was supported by theoretical calculations for the determination of various physicochemical 
properties of the analytes including structural features in both migration media. Moreover, the 
comparison of the mobilities determined in the gas phase and in solution allowed to get insights 
into the influence of the electrospray desolvation process on the structural preservation of these 
species.  
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Chapter 6 focuses on the characterization of the electroosmotic flow (EOF) by two separate 
methods (neutral and charged markers). As this work was entirely performed on a low-sheath flow 
interface, the characterization of its specific suction effect was also performed and discussed.  
Finally, Chapter 7 provides a summary of the different analytical methods and results obtained 
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2.1. Capillary Electrophoresis  
 
2.1.1. The discovery of Electrophoresis  
Although electrophoresis has recently regained interest as a versatile analytical technique, its first 
description goes back to 1807 as Professors Strakhov and Reuss described for the first time the 
electrophoresis phenomenon on clay particles. In their experiment, they applied a constant electric 
field on clay particles dispersed in water and noticed the migration of these particles under the 
influence of the electric field1. Their work also led to the first description of electro-osmosis, which 
is discussed in detail in section “The Electro-Osmotic Flow (EOF)”. Further work including 
experimental and theoretical descriptions of electrophoresis provided the basis for Tiselius’s 
introduction of electrophoresis as a separation technique by the 1930s2,3. Tiselius was awarded the 
Nobel Prize in Chemistry in 1948 "for his research on electrophoresis and adsorption analysis, 
especially for his discoveries concerning the complex nature of the serum proteins."  
2.1.2. From Tiselius’ Apparatus to Zone Electrophoresis 
Improvements of Tiselius’ approach and in particular, the introduction of solids (such as paper) or 
gel matrices to separate compounds into discrete and stable bands (zones) eventually led to the 
widespread application of electrophoresis in biochemistry. By the 1960s, the constant improvement 
of gel electrophoresis methods allowed the separation of biologically relevant macromolecules 
including proteins and nucleic acids, assisting the rise of molecular biology4–7. Finally, the 
introduction of electrophoresis performed in open tubes (or capillaries) by Hjertén in 19678 
circumvented various frequently encountered problems with gel electrophoresis (long analysis 
times, low efficiencies, and difficulties in detection and automation). Since then, the development 
in the manufacturing of narrow capillaries allowed CE to become a high-performance analytical 
technique. 
2.1.3. The rise of capillary electrophoresis as a versatile separation method  
The development of CE in the last decades has also led to the introduction of various modes of 
operations, each with a specific separation approach. The major modes of CE include Capillary 
Zone Electrophoresis (CZE), Capillary Gel Electrophoresis (CGE), Capillary IsoTachoPhoresis 
(CITP), Capillary ElectroChromatography (CEC), Micellar ElectroKinetic Chromatography 
(MEKC) and Capillary IsoElectric Focusing (CIEF). The following table summarizes these 
different modes with a brief overview of their specific separation mechanisms:  
 
Table 2.1 - Modes of operations of capillary electrophoresis and description of the related separation mechanisms 
Mode  Separation basis Description 
CZE Free solution mobility The capillary is filled with an appropriate Background 
Electrolyte (BGE) and the analytes are separated due to 
differences in their apparent electrophoretic mobilities. 
This mode of separation is further detailed in the next 
section.  
CGE Size The capillary is filled with a polymer (e.g. polyacrylamide 
or agarose) which acts as a molecular sieve during the 
separation. Principally used for macromolecules such as 
DNA and SDS-saturated proteins.  




CITP Moving boundaries  The sample is introduced between a leading electrolyte 
with a high ionic mobility and a terminating electrolyte 
with a low ionic mobility. The analytes of interest have an 
intermediate ionic mobility. The application of the 
electric field results in a low electrical field in the leading 
electrolyte zone and a high electrical field in the 
terminating electrolyte. In fact, the electric field auto-
adjusts in each zone to maintain a constant velocity with 
the lowest field across the zone with the highest mobility. 
At the end, the analytes migrate at the same velocity as 
separated zones.  
CEC Interaction with a statio-
nary phase (not necessa-
rily immobilized) under 
the influence of an 
electric field 
The capillary is either coated with a stationary phase, or 
the BGE is spiked with solubilized or dispersed stationary 
phase. The EOF acts as the fluidic pump. The difference 
of migration is due to the repartition coefficients between 
the mobile and stationary phases and the electrophoretic 
mobilities of the analytes, mixing electrophoresis and 
chromatography in a single device. Typically used for 
chiral separations were the BGE is spiked with a chiral 
selector including crown ethers or cyclodextrins. 
MEKC Interaction with (migra-
ting) micelles 
The capillary is filled with a BGE containing surfactants 
at concentrations above the critical micelle concentration 
to form surfactant micelles. Differential interactions 
between the micelle and analytes is the basis for the 
separation.  
CIEF Isoelectric point The capillary is filled with a mixture of analytes and 
ampholytes. A pH gradient is formed through the 
capillary using a basic solution at the cathode and an 
acidic solution at the anode. Focusing takes place as the 
charged ampholytes and analytes migrate until they reach 
the region of the gradient corresponding to their pI value. 
Once the focusing is complete, a mobilization step 
flushes the zones to the detection point (e.g. by 
application of pressure).  
As can be seen from literature, CE-based methods are rapidly emerging in numerous analytical 
fields, with the implementation of robust and reliable methods for the analysis of a wide range of 
analytes. Thanks to its different operation modes, CE is progressively positioning as a central 
analytical approach for the analysis of major categories of biomolecules due to its versatility and 
the complementary information compared to other analytical approaches. For example, CE is now 
a key method for the separation of proteins thanks to CGE9. In addition, CGE is also becoming a 
reference method in the biopharmaceutical industry to support analytical characterization, process 
development, and quality control of therapeutic recombinant monoclonal antibodies (rMAbs)10–13. 
In parallel, CE has recently turned into a powerful approach for carbohydrate analyses14 with high 
resolution separations of glycans combined to structural identification including positional isomers, 
as well as the type of linkage15 (alpha or beta linkage). Forensic science has also been largely 
impacted by the recent developments of CE where the introduction of CE-based methods for the 
detection of various drugs in complex matrices constitutes an attractive alternative to HPLC 
and/or GC methodologies. In the forensic context, CE also plays an essential role in the separation 
of DNA and the development of methods for high throughput DNA typing16,17. For very large 




systems, CE is able to analyze (very) large biological assemblies such as viruses, bacteria, fungi and 
whole cells18. Finally, the determination of binding constants is also possible thanks to “affinity 
CE”19. 
Despite the various available CE modes, this thesis focuses on the use of Capillary Zone 
Electrophoresis coupled to Mass Spectrometry (CZE-MS) for the development of analytical 
methods. Therefore, only this mode will be described in detail. 
2.1.4. Capillary Zone Electrophoresis  
Capillary zone electrophoresis (CZE) is the most widely used mode due to its simplicity of 
operation and versatility. CZE applies for the analysis of a wide range of polar and ionic species20 
including biomolecules such as amino acids21, peptides and proteins22 but also a wide range of 
enantiomers23 (with the use of chiral selectors). For example, CZE can be applied on proteins for 
purity validation, screening charge variants24,25 and conformational studies26,27. In CZE, the 
separation is based on the differential migrations of the analytes under the influence of the electric 
field to form discrete zones in the capillary. Both anionic and cationic analytes can be separated in 
a single run due to the electro-osmotic flow (see section “The Electro-Osmotic Flow (EOF)” for 
details). However, CZE does not separate the neutral analytes which co-elute with the EOF. The 
detection of the analytes is generally performed at the outlet of the separation capillary (as 
performed for CE-MS) or in a small detection window close to the outlet (as performed for CE-
UV for example).  
2.1.5. Theory of Capillary Electrophoresis 
In capillary electrophoresis, the separation is based on the application of an electric field on a 
capillary filled with a background electrolyte (BGE). Due to the application of the electric field, 
two electro-driven phenomena take place within the separation capillary. First, the interaction of 
the electric field with the ionic analytes leads to their migration due to the electric force that is 
exerted on them. This phenomenon, referred as the “electrophoretic mobility”, is detailed in the 
next section. In addition, a bulk solution displacement also takes place due to the application of 
the electric field. This phenomenon, referred as the “electroosmotic flow”, originates from the 
diffuse double layer of ions at the capillary surface. The combination of these parameters is 
responsible for the differential migration of the analytes, and by extension, the detected migration 
time. In this context, the optimization of both parameters (i.e. electrophoretic mobility and 
electroosmotic flow) needs to be considered when developing analytical methods. The following 
sections detail each parameter separately.  
2.1.5.1. The Electrophoretic Mobility  
The term “Electrophoresis” is defined by IUPAC as “the motion of colloidal particles in an electric 
field". When electrophoresis is used as a separation method, the separation is based on differential 
analyte velocities under the influence of an electric field. The velocity of a particular ion is given by 
equation (1):  
v = µe. E   (1) 
Where v is the velocity of the ion during the electrophoretic process (m.s-1) 
 µe  is the electrophoretic mobility of the ion (m².V
-1.s-1) 
 E is the applied electric field (V.m-1) 




This equation leads to the definition of the mobility: “the mobility of a specific particle is defined 
as the ratio of its velocity to the magnitude of the electric field”.  
The applied electric field on the capillary is directly determined by the applied voltage during the 
separation and the length of the capillary. It is therefore identical (and most of the time constant) 
for all analytes. The electrophoretic mobility, however, is characteristic of the analyte. For a given 
analyte, its electrophoretic mobility is the direct balance between the electric force exerted by the 
electric field (equation 2) and the friction force exerted by the surrounding BGE (approximated 
for a spherical ion) (equation 3), which is the combination of the Stokes (static viscosity) and the 
Einstein (diffusion and Brownian motion) equations.  
Felectric = q. E       (2) 
Ffriction = −6π. η. Rh. v   (3) 
Where q is the charge of the analyte (C) 
 η is the viscosity of the background electrolyte (kg.m-1.s-1) 
 Rh is the ion’s hydrodynamic radius (m) 
Once the electric field is applied to the capillary, the ion reaches a steady velocity imposed by the 
balance between these forces. At this point, these forces apply in opposite directions on the ion, as 
described by equation 4:  
q. E = 6π. η. Rh. v →  v =
q
6π. η. Rh
 E   (4) 
The comparison between equations (1) and (4) yields the analytical expression of the 




   (5) 
This equation implies that: 
- highly charged analytes migrate faster than less charged analytes (influence of q) 
- compact analytes migrate faster than extended analytes (influence of Rh) 
- all parameters impacting the viscosity of the migration BGE including temperature, 
addition of organic solvent, etc… directly influence the migration of all analytes at once 
It is also important to highlight that for aqueous separations of biomolecules, the charge in solution 
is directly imposed by the different pKa values of the ionizable residues contained in the structure. 
Therefore, the pH of the BGE has a tremendous importance in most analytical methods developed 
in this work.  
2.1.5.2. The Electro-Osmotic Flow (EOF) 
Besides the electrophoretic mobility of the analytes, the use of an electric field during 
electrophoresis generates another electro-driven phenomenon called electro-osmosis. Electro-
osmosis consists in a flow of bulk solution inside the capillary upon the application of the electric 
field. This phenomenon originates from the interaction between the surface of the capillary and 
the BGE that leads to the formation of a diffuse double layer (accumulation of an excess of charges) 
in the solution in direct contact with the inner part of the capillary. In general, these charges are 




caused by the ionization of groups at the surface by acid-base equilibria. For example, in bare fused 
silica capillaries, EOF is strongly correlated to pH, highlighting the influence of the ionization of 
the capillary’s silanol groups (SiOH ⇌ SiO- + H+) in the EOF phenomenon. Alternatively, EOF 
was also described in non-ionizable materials such as PEEK or Teflon, indicating that the non-
specific adsorption of ionic species at the surface can also generate EOF.  
In fact, the presence of charges at the capillary surface (ionized silanol groups or adsorption of 
ions) results in an accumulation of counter-ions near the capillary wall to counterbalance these 
charges. This accumulation of ions can be viewed as two distinct regions. The closest region to the 
capillary wall, referred as the compact layer, consists in a region where counter-ions are tightly 
retained by the charges present on the capillary wall. The second part of the double layer constitutes 
the so-called “diffuse region” where counter-ions are still in excess but not sufficiently retained to 
prevent migration. Once the electric field is applied across the capillary, the counter-ions of the 
diffuse layer migrate toward the electrode of opposite charge. Because these counter-ions are 
hydrated, their migration is accompanied by their hydration spheres, which results in a direct 
movement of bulk solution. This bulk flow has a typical flat plug-like flow profile, i.e. a flow profile 
of equivalent velocity across the capillary section. Similarly to the electrophoretic velocity, the EOF 
velocity can be described by its velocity (equation 6):  
v = µEOF. E   (6) 
Where v is the velocity of the electro-osmosis (m.s-1) 
 µEOF is the electro-osmotic mobility (m².V
-1.s-1) 
 E is the applied electric field (V.m-1) 
The electro-osmotic mobility is defined by several physico-chemical parameters that are directly 





   (7) 
Where ε is the dielectric constant of the BGE (F.m-1or kg.m.V-2.s-2) 
 ζ is the zeta potential (V) 
 η is the viscosity of the BGE (kg.m-1.s-1) 
As can be seen in equation (7), the magnitude of EOF can be regulated by adjusting the capillary 
surface potential (ζ) or BGE parameters (η and ε). Unfortunately, in most cases, a change in one 
of these parameters also affects the electrophoretic mobility of the analytes. The consequences of 
such changes are difficult to predict and need to be carefully assessed in regard with other relevant 
separation parameters. It is therefore important to consider the optimization of the conditions on 
both EOF and analyte mobilities to obtain efficient separations.  
The dielectric constant and the viscosity of the BGE are directly determined by the BGE 
composition and can be readily adapted. In particular, the use of organic solvent in the BGE 
composition can heavily affect these parameters. In contrast, the zeta potential is rather difficult to 
adjust in a straightforward way but is usually performed by the covalent or absorption coating of 
polymers to the surface of the inner wall of the capillary. 




The zeta potential is usually used for colloidal dispersions and can be defined as the electric 
potential between the shear plane within the double layer (i.e. the plane between the compact and 
the diffuse layer) relative to a point in the free solution. In the specific context of CE, the zeta 
potential is usually defined as the potential difference between the free BGE and the compact layer 
of BGE attached to the inner surface of the capillary. Therefore, the zeta potential is essentially 
linked to the charge density at the inner surface on the capillary wall, as presented in Figure 2.1: 
 
Figure 2.1 - Schematic representation of the double layer found at the contact point between the BGE and the 
capillary surface 
In the case of bare fused silica capillaries, this charge is directly linked to the ionization of the 
silanol groups, with significantly greater EOF at high pH (silanols are present as SiO-) than at low 
pH (silanols are present as SiOH). Figure 2.2 shows the influence of pH on the electro-osmotic 
mobility for different materials:  
 
Figure 2.2 - Evolution of the mobility of EOF according to pH for Pyrex, Silica and Teflon capillaries (adapted from 
Lukacs and Jorgenson28) 
The zeta potential is also influenced by the charge density within the free portion of BGE in the 
capillary. In consequence, the ionic strength of the BGE directly impacts the EOF. Increasing the 
ionic strength results in a decreased zeta potential and consequently reduces the EOF.  
From an analytical point of view, the EOF is often considered valuable but requires a strict control 
to avoid impairing the resolution of the analyte separation. As Jorgenson and Lukacs showed in 
early developments29, capillary zone electrophoresis resolution can be compromised if the EOF 




































































































EOF value (generally for high pH in bare fused silica) results in very fast migration of the analytes, 
with a subsequent incomplete separation.  
One of the major advantages of EOF is the ability to resolve all analytes in a single run, regardless 
of their charge, provided that their electrophoretic mobility is lower than the mobility of the EOF. 
As the effective mobility of an analyte (µapp) is the superimposition of the intrinsic electrophoretic 
mobility and the EOF mobility (see next section, equation 8), the control over EOF is a parameter 
of importance for analytical method development. In bare fused silica capillaries, the capillary wall 
is globally negatively charged and the EOF is directed from the anode to the cathode, sweeping all 
analytes to the cathode. In that case, cations migrate at the highest velocity since their intrinsic 
electrophoretic mobilities are added to the EOF. Then, the neutrals are all carried out by the EOF 
and are consequently not separated. Finally, the anions have the lowest velocity since their 
electrophoretic mobilities are opposed to the EOF.  
Among available options to control EOF, a change in the BGE physicochemical properties 
including concentration, pH or ionic strength, the temperature (affecting multiple parameters such 
as the viscosity, diffusion and reaction rates) and the use of an organic solvent are the main options. 
Another frequently applied strategy consists in modifying the capillary surface properties. To this 
end, the simplest way is to use capillaries of different chemical composition than the traditional 
bare fused silica such as Teflon28. However, the mainstream strategy relies on the use of dynamic 
or covalent coating in bare fused silica capillaries to achieve the desired EOF characteristics30. 
Figure 2.3 shows an example of the use of a cationic polymer to reverse the EOF compared to 
classical bare fused silica EOF:  
 
Figure 2.3 - Upper part: classical EOF direction using bare fused silica capillaries 
 Lower part: reversed EOF direction due to a positively charged coating 
The use of coatings is of particular interest since it can reduce, neutralize or even reverse the 
direction of the EOF according to the nature of the coating. In addition, this strategy can also 
considerably decrease the adsorption of analytes (such as proteins) onto the capillary wall31.  
2.1.5.3. The apparent mobility  
The combination of the electrophoretic mobility to the EOF mobility is referred as the apparent 
mobility (µapp) as described by equation 8: 
µapp = µe + µEOF   (8) 
Consequently, the apparent mobility is the actual mobility of an analyte under precise experimental 
conditions. It can be experimentally derived from several experimental parameters, as explained in 
the following section.  
 




2.1.6. The apparent mobility, the migration time and the electropherogram  
Experimentally, the relevant parameter for the detection of an analyte during a CE experiment is 
its migration time. This migration time is defined as the time required for the analyte to migrate 
through the capillary from the inlet of the capillary to the detection point. According to the method 
of detection, the detection point is the outlet of the capillary (for example with CE-MS), the 
position of a contactless conductivity detector or a small window in the capillary for spectroscopic 
detection (for example with CE-UV).  







   (9) 
Where µapp is the apparent mobility of the analyte of interest (m².V
-1.s-1) 
 l is the effective length of the capillary to the detector (m) 
 L is the total length of the capillary (m) 
MT is the migration time of the analyte (s) 
 V is the applied voltage (V) 
E is the applied electric field (V.m-1) 
As mentioned above, the apparent mobility is the combination of the electrophoretic mobility of 
the analyte and the EOF mobility. The measurement of the EOF mobility leads to the 
determination of the electrophoretic mobility: positive for cations, and negative for anions when 
the CE experiment is performed in normal polarity, i.e. the positive electrode is applied at the inlet 
of the capillary. The electrophoretic mobility can directly lead to physicochemical properties of the 
analyte related to its charge in solution and/or its hydrodynamic radius (equation 5). This highlights 
the need for the development of reliable EOF measurement methods.  
Similar to the chromatogram in HPLC/UPLC, the graphical representation of the migration time 
through the run is referred as an “electropherogram” where the intensity of a specific analyte’s 
signal (or the total electropherogram of the different species contained in the sample) is represented 
as a function of time. Depending on the detection method, the signal’s units in the 
electropherogram are expressed as the detected units (intensity in a mass spectrum in cps of a 
specific m/z or absorbance unit AU for example). An example of electropherogram is given in 
Figure 2.4:  
 
Figure 2.4 - (A) Total ion current electropherogram of different analytes included in a sample analyzed by CZE-MS  
(B) Extracted electropherogram of a particular analyte of a sample analyzed by CZE-MS  






































2.2. Mass Spectrometry 
Mass spectrometry (MS) is defined as an analytical technique that ionizes chemical species 
contained in a sample and detects the corresponding ions based on their mass-to-charge ratios 
(m/z). The detection of these ions is represented by a mass spectrum where the different ion 
intensities (in relative intensity as presented in Figure 2.5 or in absolute counts per scan or cps) are 
plotted as a function of the mass-to-charge ratio, as presented in Figure 2.5. 
 
Figure 2.5 - Example of a mass spectrum with a mass range of 400 - 2,000 
Because of its very high sensitivity, low limits of detection and versatility, MS has a central place in 
the analytical toolbox. Indeed, MS is used in a wide range of applications covering both analytical 
and physical chemistry. In particular, the field of MS has established as a vital bioanalytical tool in 
many fields such as functional genomics32, proteomics33, metabolomics34, drug discovery35, and 
chemical diagnostics36. At the earlier stage of MS development, MS was mainly applied for 
fundamental studies such as the study of gas phase reactions37, the elucidation of molecular 
structural features38 or the determination of thermodynamic properties of biomolecules39.  
Although MS is still developing rapidly, its introduction is not new. Indeed, J.J Thompson is often 
considered as the father of Mass Spectrometry since he introduced the mass spectrograph in 1897 
(see Figure 2.6).  
 
Figure 2.6 - Early design of a Mass Spectrograph by J.J. Thompson 
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MS has constantly progressed through various innovations and development, with the attribution 
of several MS-related Nobel Prizes. Some of these Nobel Prizes are listed below:  
- 1922: the Nobel Prize of Chemistry is awarded to Francis William Aston “for his discovery, 
by means of his mass spectrograph, of isotopes, in a large number of non-radioactive 
elements, and for his enunciation of the whole-number rule” 
- 1989: half of the Nobel Prize in Physics was awarded to Hans Dehmelt and Wolfgang Paul 
for the development of the ion trap technique in the 1950s and 1960s 
- 2002: the Nobel Prize in Chemistry was awarded to John Bennett Fenn “for the 
development of electrospray ionization (ESI)” and Koichi Tanaka “for the development 
of soft laser desorption (SLD) and their application to the ionization of biological 
macromolecules, especially proteins.” 
The general principle of Mass Spectrometry can mainly be represented by a three-step process:  
1) ionization of the sample (ionization source) 
2) m/z separation in time or space of the produced ions (mass analyzer) 
3) ion detection and generation of the mass spectrum (detector and computer treatment)  
These three different steps are detailed in the following sections.  
2.2.1. Ionization of the Sample 
In a typical MS procedure, the analytes contained in a solid, liquid or gaseous sample are converted 
into ions by the ionization source to enter into the mass spectrometer operating in vacuo. During 
this process, the analytes acquire one or several charge(s) by different mechanisms including 
electron ejection or capture, (de)protonation, formation of charged adducts or direct transfer to 
the gas phase of an originally charged species. Depending on the ionization mechanism and the 
nature of the analyte, the ionization process leads to the formation of either positively or negatively 
charged ions. 
A wide variety of ionization procedures are described and are often classified into hard and soft 
ionization methods, depending on the amount of energy required for the ionization of the analyte. 
In general, hard ionization methods such as Electron Impact (EI) are accompanied by substantial 
fragmentation of the analytes upon ionization. In the extreme case of Inductively Coupled Plasma 
Mass Spectrometry (ICP-MS), the harsh ionization provided by the plasma atomizes and ionizes 
the molecular species, leading to the elemental analysis of the sample. Alternatively, soft ionization 
procedures such as electrospray ionization (ESI) and matrix assisted ionization by laser desorption 
(MALDI) allow the preservation of entire molecular species. In some cases, large non-covalent 
assemblies such as DNA quadruplexes40 can even be transferred to the gas phase without 
dissociation.  
In the present work, the electrospray ionization (ESI) was used throughout the study for its well-
suited properties for the direct hyphenation between CE and MS. For this reason, this type of 
ionization is further detailed in the following section.  
2.2.1.1. Electrospray ionization (ESI) 
The electrospray ionization was first described in 1984 by Fenn41 for the ionization of proteins. 
Fenn and co-workers developed the electrospray interface for mass spectrometry based on the 
work of Dole and coworkers42 who generated gas-phase ions of macromolecules by spraying a 
solution from the tip of an capillary needle submitted to a potential difference of several kilovolts. 




This ionization technique rapidly became one of the most widely used ionization technique due to 
its ability to perform qualitative and quantitative analyses on a wide variety of nonvolatile 
compounds ranging from small molecules to complex high mass biological structures. In this 
regard, ESI seems to be almost unlimited in the size of transferable molecules in the gas phase, as 
a study showed the ability of ESI to spray and ionize species up to 5 000 000 Da species with nearly 
5000 charges ionized43. In addition, the ability to work at ambient pressure combined to the 
possible direct hyphenation to liquid phase separation techniques such as liquid chromatography 
or capillary electrophoresis made ESI the most commonly equipped ion source on commercial 
instruments.  
Typically, in ESI-MS, a solution containing the analytes is infused at atmospheric pressure through 
a thin metallic needle. A high electric potential (generally a few kV) is applied to the needle while 
the sample flows in the micro to milliliters per minute range to be constantly sprayed at the tip of 
the metallic needle and form highly charged droplets (i.e. nebulization). In the positive ion mode, 
the application of the electric potential (in this case, the capillary is set at a positive potential) causes 
an accumulation of positively charged ions in the solution at the tip. When the appropriate field is 
reached, the liquid shapes as a ‘‘Taylor cone’’ with a subsequent continuous production of droplets 
enriched in positive ions. This phenomenon is illustrated in Figure 2.7:  
 
 
Figure 2.7 - Schematic representation of the Electrospray (ESI) process and the formation of the Taylor cone 
adapted from Hawkridge et al. 44 
Once the droplets are produced in the gas phase, solvent evaporation occurs with a subsequent 
decrease in the droplet’s radius until the coulombic repulsions between the ions overcomes the 
surface tension of the droplet, threshold known as the “Rayleigh limit”45–47. This phenomenon leads 
to the coulomb fission of the droplets and subsequently, smaller droplets are produced. As 
evaporation carries on, the daughter droplets also undergo coulomb fissions themselves, leading to 
a fast reduction in both size and charge of the droplets according to Dole’s model.  
The transition between the first droplets to the single desolvated analyte is still a matter of debate. 
Classically, two mechanisms describe the production of desolvated ions in the gas phase from the 
droplets, as: 
➢ Ion Evaporation Mechanism (IEM)48–50, proposed by Iribarne and Thomson states that 
during the process of solvent evaporation (due to the high temperature inside the source 




of the mass spectrometer) and before the Rayleigh limit is reached, solvated ions are ejected 
from the droplets due to the sufficiently high electric field at the surface of the droplet.  
➢ Charged Residue Mechanism (CRM)42,51, proposed by Dole: as explained above, a series of 
droplet fission events leads to a final droplet containing a single analyte molecule. The last 
solvent molecules evaporate until the ion is completely desolvated. 
 
Figure 2.8 - Schematic illustration of the Ion Evaporation Mechanism and Charged Residue Mechanism leading to 
the production of desolvated ions during the ESI process (from www.chromacademy.com/Electrospray-Ionization-
ESI-for-LC-MS) 
It is generally assumed that small ions are preferably transferred into the gas phase by the ion 
evaporation mechanism52–54 while larger ions tend to use the charged residue mechanism55,56. Other 
models including a combination of charged residue with field emission57 or a chain ejection model58 
(CEM) were also introduced for disordered polymers. 
Because extensive solvent evaporation is required in ESI, typical solvents for electrospray 
ionization are prepared by mixing aqueous solutions with volatile organic solvents such as 
acetonitrile or methanol. Practically, one needs to notice that, in order to close the electrical circuit 
within the ESI source, electrons are also involved in the process. Consequently, oxidation (in the 
positive ion mode) or reduction (in the negative ion mode) of species present in the Taylor Cone 
also takes place during the ESI process. The current linked to this phenomenon is in the order of 
a few µA. Typical ESI flowrates range from 1 to 100 µL.min-1 but higher flowrates are sometimes 
required for effective hyphenation to HPLC. Most of the time, the ESI process needs to be assisted 
by a (heated) desolvation gas for efficient desolvation of ions.  
The introduction of nanoelectrospray59–61 (described in the following section), characterized by 
much lower flowrates, is considered as the most efficient form of electrospray in terms of 
ionization efficiency. Indeed, the very low flowrate ensures higher ionization efficiency without the 
need for desolvation gas assistance. Nonetheless this statement is still under debate due to the 
introduction of other limitations, especially in the field of “native mass spectrometry”62.  
2.2.1.2. Nanoelectrospray ionization (nanoESI) 
This evolution of the electrospray technique was introduced by Mann and Wilm in 199660. The 
term “nanoelectrospray” reflects the nanoliter per minute flowrate range and the size of the 
generated droplets, which is in the nanometer range instead of the classical micrometer range for 
ESI. 
Indeed, in the conventional electrospray source, the typical flowrate is in the µL or sub-mL.min-1 
range. As a result, the initially formed droplets have an average diameter in the µm range43,52,63. In 




contrast, the nanoelectrospray source uses a very small spraying orifice in combination with a very 
low flowrate. In its original form, the nanoelectrospray process directly dictates the flow and 
consequently, the flow operates without external pumping. The result is that the flow rate of such 
device is only a few dozen nL.min-1, generating primary droplets with an average diameter lower 
than 200 nm, which yield gaseous ions in less fission events and desolvation.  
The main advantage of nanoelectrospray is the improved ionization efficiency and ion transmission 
leading to an improvement in terms of the limit of detection. A recent work by El-Faramawy et al. 
showed64 that the efficiency of the nanoelectrospray ionization followed an almost linear increase 
when the flowrate was lowered from 1,000 to 4 nL.min-1, with a maximum efficiency of about 1%. 
In addition, the improved desolvation due to the very low flow rates alleviates the need for 
nebulizing gas. 
Because the droplet fission processes are not critically different between ESI and nanoESI, the 
major difference originates from processes associated with the dispersion of the liquid into charged 
droplets and the size of the initial droplets. In general, the main reasons are:  
- A time scale influence: as the larger droplets require at least one additional fission event to 
reach the necessary size for ion release to occur, the formation of ions happens later when 
starting with initially larger droplets  
- A solvent evaporation influence: the solvent contained in the initial droplet need to 
sufficiently evaporate to reach the necessary charge density for fission to occur. This 
evaporation results in an increase in both analyte and salt in the droplet. As a result, more 
fissions mean higher salt concentration in the final droplets.  
- A last but not least phenomenon is the use of nanoESI, especially with CE or nano-liquid 
chromatography has a higher sample-to-volume ratio, which affects the physicochemical 
properties of the liquid phase being sprayed. 
As a result, nanoelectrospray generally provides a higher tolerance towards salt concentration60,61 
due to the minimization of ion suppression and matrix effects, which can be problematic using 
conventional ESI.  
Finally, it should be stressed out that the development of nanoelectrospray is still an ongoing 
process, mainly due to the key role of the emitter for an efficient nanoelectrospray. Indeed, the 
emitter tip architecture heavily impacts the Taylor cone formation and optimal parameters for 
efficient nanoelectrospray need to be carefully selected.  
2.2.2. m/z analysis 
After the production of the gas-phase ions by the ion source, these ionic species are separated 
according to their mass-to-charge ratios (m/z) by the mass analyzer. As a consequence, multiply 
charged species (such as those produced by the ESI process for example) present m/z ratios that 
are fractions of their actual masses.  
The ions are either space-resolved or time-resolved according to the hardware of the mass analyzer. 
There is a relatively large variety of mass analyzers, which are all based on the use of static or 
dynamic electric and/or magnetic fields. The characteristics of a specific mass analyzer lie in the 
way it uses these fields to measure the m/z ratio of ions. Naturally, each setup has advantages and 
drawbacks that need to be carefully considered for a specific application. Intrinsic properties 
including ion beam versus ion trapping modes, continuous versus pulsed analysis, low versus high 
kinetic energies are also important parameters that needs to be considered for a particular 




application. For example, trapping systems are particularly suited for multiple stage tandem mass 
spectrometry (MSn). Alternatively, high resolution mass spectrometers (such as FT-ICR and 
Orbitraps) provide exact masses and fine isotopic structures that are interesting for the 
characterization of unknown analytes65,66. The counterpart to the high mass resolving power is 
usually a lower ion transmission efficiency leading to a worse detection limit of the mass analyzer. 
A great strength of MS lies in the constant development and improvement of mass analyzers. The 
best example of the continuous development is the introduction on the market of a new type of 
mass analyzer, the Orbitrap, in 2005. Additionally, the existing mass analyzers are constantly 
improved, leading to more reliable, better performing instruments. Another important trend in MS 
is the coupling between different mass analyzers into the same instrument to increase their 
versatility and allow tandem MS analysis to be performed. Some common hybrid instruments are 
the triple-quadrupole, the quadrupole time-of-flight or the ion trap–FT ion cyclotron resonance 
(ICR) mass spectrometer which all allow the MS analyst to obtain a mass spectrum resulting from 
the decomposition of an ion selected in the first analyzer.  
In general, five major characteristics are used to assess the performance of a mass analyzer, which 
are:  
- the mass range limit is the maximum m/z the mass analyzer can handle 
- the dwell time and the scanning rate (or the analysis speed understood as the scan speed) 
is the rate at which the mass analyzer measures the m/z ratios over a particular mass range. 
It is expressed as the range of mass units per second or in mass units per millisecond. This 
property is critical when a separation method (such as CE and LC) is hyphenated to MS 
for an efficient sampling of the chromatographic or electrophoretic peaks. In this case, the 
scan speed needs to be fast enough to obtain a sufficient number of mass spectra per peak, 
which is expected to be equal or higher than 15 points per peak.  
- the ion transmission efficiency is the fraction of ions reaching the detector compared to 
the total number of ions introduced inside the mass analyzer.  
- the mass accuracy is the error (usually mean root square) of the m/z value measured by the 
mass analyzer typically provided in part per million (ppm). Practically, it is the difference 
between the measured experimental mass (mexperimental) and the theoretical mass (mtheoretical) 




   (10) 
The mass accuracy is essentially interlocked to the mass resolving power of the mass 
analyzer. High mass accuracy has important applications, especially for elemental 
composition for example.  
- the resolving power is linked to the ability of a mass analyzer to distinguish close m/z values. 
Although various definitions of the resolving power exist, it is generally admitted that if 
∆m is the smallest mass difference for which two peaks with masses m and m + ∆m are 
resolved, the definition of the resolving power (R) is R = m/∆m. Alternatively, the 
resolving power can also be defined for an apparently isolated peak. In this case, the 
resolution is calculated using the peak width ∆m at x % of valley of the peak height (which 
is generally taken to be 50 % and ∆m is then referred as the “full width at half maximum” 
(FWHM). Low or high resolving power usually refers to a value that is equal or greater than 
about 10,000 (FWHM), respectively. However, there is no exact limit between these two 
terms. Nowadays, the terms of ultra-high resolving power and even extreme resolving 




power were introduced due to the very last development of the mass analyzers such as the 
Orbitrap and the dynamically harmonized ion cyclotron resonance (ParaCellTM). 
The importance of resolution can be directly viewed in Figure 2.9, where different resolutions 
(provided by different mass analyzers) are directly compared on the same species:  
 
Figure 2.9 - Influence of the mass resolving power (FWHM) on the spectrum obtained for the same species on its 
4+ charge state. From top to down: Triple Quadrupole (TQ) or ion trap spectrum at resolution 2,000; Time-Of-
Flight (TOF) spectrum at resolution 20,000; Orbitrap spectrum at 60,000 at resolution and Fourier Transform – Ion 
Cyclotron Resonance (FT-ICR) spectrum at resolution 200,000 (from De Hoofman and Stroobant 67) 
De Hoffmann and Stroobant reviewed the major characteristics of the different mass analyzers 
available in 2007, as demonstrated in Table 2.2:  
Table 2.2 - Various available mass analyzers and their respective characteristic features (from De Hoofman and 
Stroobant 67) 
 
Because this thesis mainly relied on the application of High-Resolution Mass Spectrometry (HR-
MS), only the FT-ICR, Orbitrap and TOF mass analyzers were used throughout the work. For this 
reason, these particular mass analyzers are further detailed in the following sections.  
 
 




2.2.2.1. The Fourier Transform - Ion Cyclotron Resonance (FT-ICR) Mass Analyzer  
The Fourier Transform – Ion Cyclotron Resonance (FT-ICR) mass analyzer uses strong magnetic 
fields to confine ions within a cell referred as the “Ion Cyclotronic Resonance” cell or ICR cell. In 
this setup, the ion velocity is kept low in combination with a strong magnetic field to confine the 
ion on a circular trajectory, therefore referred as “ion cyclotron” or “Penning trap”. The equations 
related to the ion’s motion are described below. For a particular ion, a balance between a centripetal 
force (due to the magnetic field) and a centrifugal force (due to the angular velocity of the ion) is 
created in the ICR cell:  




   (12) 
Where q is the charge of the ion (C) 
 v is the velocity of the ion (m.s
-1) 
 B is the intensity of the magnetic field (T) 
 m is the mass of the ion (kg) 
 r is the radius of the circular trajectory (m) 
The balance of these two forces (combination of equations 11 and 12) results in a stable trajectory 
of the ion: 
q. v. B =
m. v2
r
  or  q. B =
m. v
r
   (13) 
The frequency of the circular trajectory of the ion (f in Hz or s-1) within the ICR cell is then given 




   (14) 
And finally, the angular velocity of the ion (ω in rad.s-1) is given by equation 15:  






. B   (15) 
Equation 15 shows the direct link between the angular velocity (ω) or the angular frequency (f) of 
a particular ion and its ratio B×(q/m). Even though the angular frequency and the angular moment 
are not directly dependent on the ion’s velocity, the radius of its trajectory increases when its 
velocity increases. When the appropriate excitation energy frequency is applied within the ICR cell, 
the radius of its trajectory becomes larger than the cell’s dimension and the ion is ejected out of 
the cell.  
Practically, the ICR cell is typically a box (whose geometry is not necessarily cubic) of a few 
centimeters side which is inserted into a strong magnetic field. The magnetic field is produced by 
a superconductive magnet which typically yields values around several Tesla (T). For example, the 
instrument used in this study, the LTQ-FT Ultra Hybrid from Thermo Finnigan, provides a 7T 
magnetic field but magnets as powerful as 24 T were already tested by 199968. 
In FT-ICR mass analyzers, the masses of the ions are deduced by the measurement of their 
respective angular frequencies. For a 3T magnetic field, the ion cyclotron frequency is 1.65 MHz 
at 28Da and 11.5 kHz at 4000Da, highlighting the wide range of frequencies that needs to be 




measured. Once the frequencies are measured, they are converted into a mass spectrum by use of 
Fourier transforms or related techniques. 
2.2.2.1.1. Ion Cyclotron Resonance 
Once a particular ion is in the ICR cell, the irradiation of the ICR cell with an electromagnetic wave 
that has the same frequency than the ion results in a resonant absorption of this wave, where energy 
is transferred from the exciting wave to the ion. This energy transfer results in an increase of the 
ion’s kinetic energy and thus, an increased radius of its trajectory.  
The circulation of ions close to the walls of the ICR cell induces an alternative “image current” 
that can be measured. The principle of ICR cell is then to alternate excitation phases where ions 
with a specific mass are resonantly targeted by the exciting wave and detection phases where the 
image current of the excited ions is detected. Efficient detection requires the ions of a given mass 
to circulate as tight packets on their own orbits, which can be achieved by pulsed excitations.  
2.2.2.1.2. Fourier Transform - Mass Spectrometry  
The principle of this technique is to simultaneously excite all ions present in the ICR cell by a fast 
wave (approximatively 1µs) containing a large frequency range. As a result, all ions contained in the 
ICR cell are simultaneously excited and the increase in the radius of their trajectories bring them 
close to the detection walls in phase. Then, the resulting image current from the coherently excited 
trapped ions is detected by the detection plates and converted from the time domain to the 
frequency domain using Fourier transform. These frequencies are finally used to obtain the mass 
spectrum as depicted in Figure 2.10:  
 
Figure 2.10 - Conversion of the frequencies (transient signal) detected in an ICR cell by Fourier transform to the 
corresponding mass spectrum from De Hoofman and Stroobant 67 
The excitation of all ions contained in the ICR under a magnetic field B0 cell with a broad-band 
radiation with the same energy (provided by the same V0 potential) for the same duration Texc 
results in the coherent excitation of all ions to the same orbit. Consequently, the optimization of 
the excitation wave parameters allows generating the appropriate radius (close to the detection 




   (16) 




This equation, demonstrated by Marshall and co-workers69, shows that the radius is indeed 
independent of the m/z ratio. However, the cyclotronic frequency of each ion is characteristic of 
its mass. Thus, broadband excitation using the same voltage at each frequency will propel all the 
ions onto the same radius, but at frequencies depending on their m/z ratios.  
Because the technique is based on a Fourier transform, the resolution of this mass analyzer is linked 
to the observation time (relaxation time) of the ions within the ICR cell. In the gas phase, the 
relaxation time is highly dependent on the vacuum quality and on the stability of the ions. If the 
vacuum value is too low, collisions with residual gas molecules slow down the ions and their motion 
become incoherent.  
To achieve high mass resolving power, a very high vacuum is required in the ICR cell (about 10-5 
– 10-6Pa), which is an important limitation to the technique. According to the mass resolving power 
applied for the analysis, FTMS can record one mass spectrum in a time window between one and 
a few dozen seconds. In extreme cases (such as resolution of 500,000 or 1,000,000 and above), the 
acquisition (dwell time) of one mass spectrum can last more than 1 minute. As a result, this feature 
is critical when hyphenation with a separation technique is considered.  
The dynamic range of such instrument is generally limited due to coulombic repulsions between 
the ions but these instruments are sufficiently sensitive to detect about 10 ions in the ICR cell.  
FT-ICR instruments play an important role in the study of gas phase reaction because they enable 
observation of ions over long time spans. It is also possible to selectively isolate species of interest 
through intense irradiation at resonance frequencies to only keep a particular m/z of interest for 
further gas phase investigation. As a result, the high-resolution study of gas phase reactions 
including slow fragmentation processes70, equilibria between ionic species71 and ion–molecule 
reactions72 can be performed by FT-ICR instruments.  
Finally, the possibility to select a particular ion of a given m/z in the ICR cell offers a great 
advantage for MS/MS and MSn experiments. Because the detection is performed in a non-
destructive way, fragmentation experiments can be performed on the same ions that were used for 
detection. As result, alternance of a phase where the m/z analysis is performed with a phase where 
a particular m/z is isolated and fragmented (by the use of a collision gas in another mass analyzer, 
electron capture or by UVPD or IR irradiation) can lead to high-resolution MSn data with the same 
pool of ions from the source as the detection is not destructive.  
2.2.2.2. The Orbitrap Mass Analyzer 
Until recently, FT-MS was exclusively used to refer to FT-ICR mass spectrometry. The 
combination of the high stability and uniformity of the superconductive magnets with the high 
accuracy of frequency measurements turned FT-ICR as the most efficient MS-based technique in 
terms of mass resolving power and mass accuracy. The introduction of ESI and MALDI for the 
analysis of sometimes large biological molecules turned this ability into an increasing important 
feature. Furthermore, this trend was also accompanied by an increase in the complexity of the 
analyzed samples and performance of separation techniques prior to the MS analysis.  
These ever-increasing demands for more efficient mass analyzers created the conditions for the 
appearance of a new type of mass analyzer: the Orbitrap. Similarly to the FT-ICR, the orbitrap is 
an electrostatic ion trap that uses the Fourier transform to obtain mass spectra. This analyzer was 
introduced by Makarov as patents73 and scientific literature74 by the end of the 90’s, early 2000. 
Thermo commercialized the first hybrid instrument based on this mass analyzer in combination 




with a linear ion trap in 2005. Note that the Time of Flight mass analyzers also considerably 
improved with mass resolving power increasing from 8,000 (FWHM) during the late 90’s to more 
than 50,000 currently. 
2.2.2.2.1. Description of the Orbitrap 
Interestingly, this mass analyzer inherited some features from other types of mass analyzer such as 
the principle of image current detection from the FT-ICR, the use of ion trapping in precisely 
defined electrode structures from the ion trap and pulsed injection and the use of electrostatic fields 
from the TOF analyzers75. These combined features provide a powerful mass analyzer with various 
advantages over other designs including the unnecessity for a superconducting magnet like in FT-
ICR or severe limitations on space charge characteristic of the ion traps75. 
The design of this mass analyzer is based on two electrically isolated outer electrodes shaped as 
half-barrels separated by a tiny gap and a central electrode shaped as a spindle. When a voltage is 
applied between the outer and the central electrodes, the resulting electric field is purely linear along 
the axis of the central electrode and the ions are confined in the trap because of the radial 
component of the field which strongly attracts them towards the central electrode. The injection 
of the ions (typically at high kinetic energy, generally a few keV) is either performed tangentially 
through the interstice between the two outer electrodes or off-axis through a hole in one of the 
outer electrode (see Figure 2.11). Once injected, the trajectories of the ions are bend by the radial 
electric field around the central electrode while the tangential velocity of the ions creates an 
opposing centrifugal force. As a result, the ions remain on a nearly circular trajectory inside the 
trap. Additionally, because of the particular design of the central electrode, the ions harmonically 




Figure 2.11 - Schematic representation of an Orbitrap mass analyzer and production of the corresponding mass 
spectrum from Savaryn et al. 76 
The image current of the axial oscillations of the ions is then measured by parts of the outer 
electrodes that act as detection plates. The equation connecting the detected frequencies to the m/z 
ratios of this mass analyzer is somehow more complex than for the FT-ICR but in essence, the 
radial frequency of the ions inside the Orbitrap is proportional to their m/q ratios and is 




independent of the kinetic energy of the injected ions. Similar to the FT-ICR, the image current 
induced by the oscillations of the ions within the Orbitrap is converted into the corresponding 
mass spectrum by a Fourier transform.  
Several improvements of the initial design were implemented to bring this analyzer to practice. 
First, the development of pulsed injection from an external ion accumulating device, referred as C-
trap77, was introduced in 2005 in combination of a linear ion trap to form the first commercial 
instrument. This technological feature was an important step for the implementation of the 
Orbitrap because it allows an effective decoupling of the orbitrap from the ion source or ion 
transmission device. Thanks to the C-trap, any selection device or fragmentation technique can be 
easily interfaced with the Orbitrap. A few years later, the addition of various fragmentation devices 
including the higher collision energy dissociation78 (HCD) cell, electron transfer dissociation 
(ETD)79 and UVPD capabilities marked additional evolutions for the Orbitrap-based instruments. 
By 2009, the introduction of a new type of ion guide (the so-called S-lens) improved the transfer 
efficiency of by 3-5fold increase for full scan spectra and almost 10-fold increase for the MS/MS 
mode. By 2011, the resolving power of the analyzer has been increased to 240 000 at m/z 200 for 
a 768ms analysis time80. Finally, in 2011, a combination of the Orbitrap with a quadrupole mass 
analyzer was launched under the name of Q Exactive series and became a popular instrument for 
proteomics, metabolomics and high throughput screening81. 
2.2.2.2.2. High-Resolution Orbitrap Mass Spectrometry for Quantitative Analysis  
One of the most important application of MS is its use as a quantitative analytical tool, historically 
established by the use of (triple) quadrupole (TQ) instruments as the most widely used quantitative 
MS method82. In this tandem MS analysis, an ion of a particular mass is first selected (i.e. the 
precursor ion), fragmented and product ion(s) from the precursor ion(s) is/are selected for 
detection, which is referred as a transition. This method, commonly named “selected reaction 
monitoring” (SRM), is typically implemented on modern TQ instruments for quantitative MS, 
including for proteomic analysis83. For such complex samples, the required specificity is achieved 
through the detection and relative abundance of multiple specific diagnostic fragments of a 
precursor ion (multiple transitions, previously known as MRM or multiple reaction monitoring) for 
quantitative analysis. 
Though effective, this MS strategy sometimes suffers from a lack of selectivity to reliably 
discriminate the targeted analytes from interferences, especially in highly complex samples. Also, 
experimental parameters such as the collision energies need to be optimized for each transition, 
which is can be tedious if numerous transitions have to be followed (in this case, the term “multiple 
reaction monitoring” or MRM is preferred). Finally, as each transition needs to be followed 
separately, the dwell time required to perform the MS analysis can compromise the efficient 
sampling of the electrophoretic/chromatographic peaks typically characterized by second to sub-
minute peak widths.  
In this context, high-resolution instruments (and noticeably the hybrid Quadrupole–Orbitrap 
instruments) provide a valuable additional dimension of selectivity, with the ability to distinguish 
ions based on high-resolution MS information. The multiplexing capability of such instruments 
(“parallel reaction monitoring” or PRM instead of MRM, or the SWATH technology) is also a 
valuable feature, as it significantly reduces the tandem MS dwell time by simultaneously scanning 
all product ions of a precursor ion with high resolution and high accuracy, as presented in Figure 
2.12:  





Figure 2.12 - Comparison of the triple quadrupole SRM/MRM strategy to the Quadrupole-Orbitrap PRM strategy 
adapted from www.creative-proteomics.com 
In addition, Quadrupole–Orbitrap instruments often achieve similar analytical performance in 
terms of selectivity, dynamic range, sensitivity and limit of detection than the reference TQ-based 
SRM technique84. Besides, such instruments offer several advantages over the TQ-based strategy 
including the optional SRM optimization (therefore time saving when switching from one MS 
instrument to another), high-resolution MS data and easier method development. However, the 
number of transitions that can be followed is still limited in PRM according to the total dwell time 
of PRM experiments in regards of the chromatographic peak width. 
For all these reasons, the MS data provided by FTMS-based instruments, including Orbitrap and 
the last and new FT-ICR technologies, will play an increasingly significant role in MS quantification 
methods for complex samples in a near future85. 
Finally, it should be noted that MS-based quantifications are generally divided into relative 
quantification or absolute quantification. The relative quantification is principally based on two 
categories of methods referred as “label-based” and “label free” methodologies. In the label-based 
method, species of interest (often proteins or peptides) are chemically modified with stable-isotope 
labels in vitro or in vivo for quantification while the label free does not require this modification step. 
Consequently, the label free method is generally simpler and more cost-effective as it significantly 
reduces the sample preparation compared to the label-based method. However, this approach 
requires a strict control over the experimental conditions to obtain relevant results. Finally, the 
absolute quantification relies on the introduction of an internal standard for the determination of 
the absolute amount of the targeted species. The golden standard currently relies on the isotopic 
dilution method, where a stable isotopically labelled internal standard (13C, 15N or 18O for example) 
is used for quantification.   
2.2.2.3. The Orbitrap vs FT-ICR Mass Analyzers 
Because the Orbitrap was introduced several decades after the FT-ICR, the progress in several 
areas, including broadband phase correction86 or increasing field strength provided by available 
superconductive magnets87 make FT-ICR MS a serious concurrent to the Orbitrap MS. 
Although there are major differences in the size and cost, these two mass analyzers have a series 
of common features.  




First, the ions are trapped in ultra-high vacuum to allow (very) long free paths for the detection of 
the ions (sometimes up to hundreds of kilometers). Then, the mass spectra are generated by the 
image current of the ions and FT post-process of their frequencies yields to the mass spectra. As a 
result, the resolving power of both devices is directly proportional to the detection time (Tdet) and 
inversely proportional to the period of main oscillations (Tosci).  
The main difference between both analyzers however lies in the relationship between the period 
of main oscillations (Tosci) and m/z. In FT-ICR, intense magnetic fields are used and, as a result, 
Tosci is directly proportional to m/z and the resolving power (RP) is inversely proportional to m/z. 
However, in the Orbitrap, ions are confined by an electrostatic field in which Tosci and RP are 
respectively directly and inversely proportional to the square root of m/z. Consequently, when 
comparing FT-ICR and Orbitrap capabilities, there will be a critical m/zcrit below which the 
resolving power achieved for the same oscillation period Tosci will be higher for FT-ICR than the 
Orbitrap. Conversely, above the critical m/zcrit, the Orbitrap will show a higher resolving power 
than the FT-ICR at similar scan speed. Figure 2.13 shows this effect, where the critical m/zcrit is 
around 300 for the comparison of a 15T FT-ICR and a compact high field Orbitrap:  
 
Figure 2.13 - Evolution of the resolving power as a function of m/z for various FT-ICR and Orbitrap designs from 
Zubarev and Makarov 75 
One should also note that the slower decrease in resolving power for Orbitrap in comparison with 
FT-ICR allows to get sufficient resolving power even at relatively high m/z 88. 
Because only electric fields are required for the ion trapping, the size of Orbitrap instruments can 
be small, and commercial instrument can be manufactured as benchtop instruments. Interestingly, 
a compact size is also beneficial from an analytical point of view since bigger size means lower axial 
oscillation frequency and thus lower resolution at the same period of main oscillations. Thus, 
counterintuitively, larger Orbitrap instruments possess lower analytical properties than smaller 
Orbitrap instruments. Concerns about the charge capacity or space charge effect may rise when 
decreasing the size of the Orbitrap cell but the central electrode presents the great advantage of 
shielding the ions on different paths and thus greatly increase the effective charge capacity 
compared to other designs. As a result, this high charge capacity yields a high dynamic range, with 
reported values of 4 orders of magnitude in a single full-scan mass spectrum89.  
This situation contrasts with the FT-ICR, where a larger size of the trap increases the ion capacity 
by decreasing the space charge effect. Additionally, the constant strong magnetic field inside the 
trap ensures that the cyclotron frequency remains ICR-size independent.  




One of the major advantages of FT-ICR compared to the Orbitrap is its ability to deal with low 
energy ions and its virtually unlimited trapping capabilities in time. This unique feature allows to 
subject the ions to various types of excitations (UV, IR, electron beam, fragmentation with a gas, 
…) while being trapped as well as gas-phase reactions study including ion-ion and ion-molecule 
reactions. These applications are not yet used with an Orbitrap analyzer because high-energy ions 
colliding with others chemical species are usually lost within a few seconds after injection.  
2.2.2.4. Time-Of-Flight (TOF) Mass Analyzer  
As its name implies, the Time-Of-Flight mass analyzer determines the m/z ratios of ions by 
measuring the time they require to drift in a free-field region (referred as the flight tube). In practice, 
the ions produced by the ion source are first accelerated towards the flight tube by a difference of 
potential providing the same kinetic energy to all ions. Because ions are characterized by their 
respective masses, they also present a distribution of velocities. Consequently, the electric potential 
energy Eel of an ion characterized by a mass m and total charge q (= ze) accelerated by a potential 
V is converted into kinetic energy Ek as shown by equation 17.  
Eel = q. V = z. e. V =
m. v²
2
= Ek     (17) 
Once they leave the acceleration region and enter the field-free region, they are separated according 
to their velocities, before being detected at the other extremity of the flight tube. As a result, the 
m/z ratios can be determined by measuring the time that ions take to move through the field-free 
region as shown in equation 18.   
v = √
2. z. e. V
m
     (18) 
As the velocity of the ion is constant in the field-free region, the time t required to travel through 




     →      t =
L
v
     (19) 
As a result, the m/z ratios of ions can be determined by measuring their times of flight, as shown 







)     (20) 
Several improvements of the TOF mass analyzer, including the orthogonal injection (conversion 
of a continuous flow of ions, such as provided by ESI, into pulsed packets of ions compatible with 
the TOF) or the introduction of the reflectron (an electrostatic reflector that improves mass 
resolving power by correcting the kinetic energy dispersion of the ions) progressively turned the 
initial design into a fast high resolution mass analyzer.  
This mass analyzer provides several advantages. First, there is theoretically no limitation to the 
highest mass that can be handled making this mass analyzer the preferred choice when working 
with high-mass species. Another great advantage is the relative constant mass resolving power 
through the m/z mass range. Finally, the duty cycle is the lowest of all high-resolution mass 
analyzers (in the order of 100µs/scan). This feature is particularly important when dealing with 
separation techniques that provide very narrow peaks.   




The typical drawbacks include the relatively high influence of temperature on the mass accuracy 
(roughly 50ppm per °C) that requires a strict control of temperature for this type of mass analyzer. 
Ideally, a lock-mass compound should be used when working with TOF instruments. Finally, the 
electronic hardware (including the detectors) working in relation with TOF mass analyzers needs 
to be very fast.  
2.2.3. Ion Detection and Generation of a Mass Spectrum 
Once the ions pass through the mass analyzer, they are detected and converted into a usable signal 
by the detector. The role of the detectors is to generate an electric current from the ion current 
according to their relative abundance. Several types of detectors are currently used. Some detectors 
such as Faraday cups directly measures the charge current that is produced when an ion hits its 
surface and is neutralized. Other designs (electron multipliers or electro-optical ion detectors) are 
based on the kinetic energy transfer due to the collisions of the incident ions on a surface that 
generates secondary electrons. These secondary electrons are then further amplified to produce a 
measurable current. Because of the small number of ions leaving the mass analyzer for detection, 
substantial amplification of the signal is usually required.  
In this context, the two types of mass analyzers used in this thesis (i.e. the FT-ICR and the Orbitrap) 
present a characteristically different detection process than the other mass analyzers. Indeed, the 
detection of the ions is performed within the mass analyzer itself, where the image current 
produced by the trajectories of the ions and subsequent determination of their frequencies are used 
for detection.  
Ideally, a detector should independently detect all ions with the same efficiency to avoid intensity 
bias in the mass spectra. However, in practice, the efficiency to detect ions generally decreases 
when the mass of the ion increases. The result is that limitations for high-mass ion detection occur. 
The recent developments in ionization sources and mass analyzers for the detection of very high 
mass compounds require to overcome these limitations. As a result, new types of detectors based 
on different physical principles such as the cryogenic detector90 are under development.  




2.3. Capillary Electrophoresis coupled to Mass Spectrometry (CE-MS) 
During the last decades, Capillary Electrophoresis (CE) has turned into an increasingly powerful 
tool in analytical chemistry for the separation and identification of a large variety of compounds, 
including biomolecules such as amino acids91, carbohydrates92, nucleic acids93, and proteins94. CE 
combines high separation efficiency with rapid analyses and presents a low operational cost due to 
the negligible volumes of consumed background electrolyte (“buffer”) in comparison to those used 
in chromatography. Besides, the complementarity of CE in terms of available separation 
mechanisms with already existing separation methods (such as LC) turns it into a particularly 
versatile platform (see  
Table 2.1 for details). Finally, the minute amount of sample (usually in the tens to hundreds of nL 
range) injected per analysis is particularly suited for applications where samples are available in very 
limited amounts such as clinical or biomedical applications95,96.  
However, the small amounts of sample injected and analyzed by CE also require a very sensitive 
detection method. Generally, CE is hyphenated to UV-Vis, Laser-Induced Fluorescence (LIF) or 
contactless conductivity detectors. Though effective, these detectors often struggle with complex 
samples due to the slight variation of migration times that frequently occurs in CE. In addition, the 
relative lack of specificity and selectivity combined to the poor structural information97,98 about the 
analyte impairs the confident identification capabilities of such analytical approaches.  
Consequently, Mass Spectrometry (MS) has been increasingly hyphenated to CE due to its 
specificity, sensitivity, excellent detection limits, and outstanding identification performances 
mainly due to tandem MS with various activation techniques or ion mobility coupling. Indeed, the 
mass spectrometer can be viewed as a second separation dimension as it characterizes the mass-to-
charge ratios of the analytes in the gas phase (m/z). As a result, the coupling between CE and MS 
is beneficial on both sides. On one hand, MS provides a highly sensitive and selective detector 
without impairing the separation efficiency provided by CE (if properly interfaced). On the other 
hand, a highly efficient separation prior to the MS analysis allows the minimization of ion 
suppression effects and facilitates the handling of complex samples where large dynamic range of 
concentration among analytes frequently happen. For these reasons, CE-MS is a particularly 
powerful analytical tool since the lack of selectivity encountered with classical detection methods 
or slight variations in migration time (or even co-migrating) may now be identified by different 
mass-to-charge (m/z) ratios. As a result, CE-MS has progressively emerged as a key tool in 
bioanalysis99–105, especially in the fields of –omics. For example, a recent CE-MS proteomics study 
by Dovichi’s group proved to be sufficiently sensitive for the detection of angiotensin down to the 
zemptomole level106. Additionally, the association of tandem mass spectrometry (MS/MS or MSn) 
with computational tools provides unequivocal identification for the characterization and 
quantification of various biomolecules such as proteins107.  
From a practical point of view, the use of MS as the detection method of CE requires the 
hyphenation of a sufficiently fast MS analyzer (i.e. a mass analyzer where the scan speed is 
sufficiently fast) because CE can separate extremely narrow peaks, similar to those obtained using 
UPLC. As a result, TOF-MS is often implemented since it acquires MS spectra at very high speed 
(the duration between single TOF ion pulse and ion detection have a typical duration of one 
hundred of microseconds). However, when targeted quantitation analysis is required, the 
hyphenation with triple quadrupole (TQ) instrument is generally the method of choice, despite 
their lower scan speed104. Ion traps are also a valuable cost-effective association with the dual 
advantage of presenting a usually faster scan speed than TQ instrument and the ability to perform 




MSn experiments. Finally, approaches relying on high resolution MS such as FT-ICR and Orbitrap 
mass analyzers offers an unequalled mass accuracy improving the confidence of the 
detection/quantification in terms of ion identification. 
The hyphenation of Capillary Electrophoresis to Mass Spectrometry is most often performed by 
the use of an ESI source108–114. ESI is the ionization method of choice primarily because the ionized 
or polar compounds that are classically well separated by CE can be efficiently transferred into gas-
phase ions. Because most mass spectrometers present limitations regarding mass range, ESI is also 
convenient for the determination of high molecular mass molecules due to the production of 
multiply charged states.  
Alternative ionization techniques were also investigated for the coupling of CE to MS. For 
example, CE can be coupled to inductively coupled plasma-mass spectrometry (ICP-MS) for 
elemental analysis, including the speciation of metals in biological samples115,116. Atmospheric 
Pressure Chemical Ionization (APCI) and, more recently, Atmospheric Pressure Photo Ionization 
(APPI) might also be coupled to CE117,118. In this case, the different ionization selectivity and higher 
tolerance than ESI towards the use of nonvolatile BGE allows the transposition of well-established 
CE method to CE-MS. This approach also eases the method development due to the possible use 
of BGE (including the non-MS friendly phosphate buffers119) that are usually excluded due to their 
incompatibility with ESI-MS. Although promising, these approaches are currently not widely 
implemented and online CE-MS systems are almost exclusively based on CE-ESI-MS at the 
moment.  
Naturally, CE-ESI-MS hyphenation needs several requirements to be considered:  
- compatibility of the BGE composition with ESI-MS detection 
- possible interference of the CE current on the ESI process 
- the electric CE circuit needs to be closed at or close to the ESI sprayer  
- the typical (very) low and BGE-dependent CE effluents need to be properly handled to 
avoid loss of the separation efficiency provided by CE 
In the literature, a large variety of background electrolytes (BGEs) can be found in classical CE but 
only a few are sufficiently volatile for ESI. Consequently, compatible aqueous CE-ESI-MS BGEs 
are generally restricted to formate (or formic acid), acetate (or acetic acid), carbonate and 
ammonium ions. However, the introduction of nonaqueous solvents, referred as NACE (Non-
Aqueous Capillary Electrophoresis) brings new possibilities for CE-ESI-MS separations. The 
substitution of water by organic solvents is convenient for ESI-MS detection due to the high 
volatility of solvents and low ESI currents. Moreover, the use of organic solvents reduces the 
occurrence of undesired side electrochemical reactions at the ESI tip, and therefore stabilizes ESI 
current and decrease background noise in the MS spectrum. Of course, when switching from water 
to organic solvents, one must consider the subsequent modifications on various separation 
parameters such as the pKa values of the analytes, permittivity, viscosity, zeta potential or 
conductivity of the BGE and the resulting modifications of the separation selectivity and/or 
efficiency. For example, Bonvin et al. compared aqueous and nonaqueous CE-MS for the analysis 
of several pharmaceutical compounds in urine samples and found a 20- to 100-fold improvement 
in sensitivity for NACE compared to traditional aqueous CE separation120.  
  
A critical point of the CE-ESI-MS coupling is to prevent the CE current from disturbing the ESI 
process. From an analytical point of view, the application of high CE currents by the means of a 
high electric field and a concentrated BGE is favored to perform fast and efficient separations. 




Consequently, CE voltages (generally in the order of tens of kV) are typically one order of 
magnitude higher than those used in ESI (generally in the few kV) and an efficient separation of 
the electrical circuit of CE from the circuit of the ESI source is required. The most convenient and 
robust way to achieve this separation is to ground the ESI needle and apply the ESI voltage on the 
MS inlet to create an undisturbed electrical field (i.e. efficiently separated from the CE current) for 
the ionization in the source121. Unfortunately, this MS source hardware configuration is rather 
unusual among the manufacturers of ESI-MS instruments122. A possible arrangement is to connect 
the CE and ESI power supply using a virtual ground by the use of a dividing bridge resistor. In any 
case, the efficient separation of the ESI and CE currents relies on the architecture of the interface 
and is a critical parameter for the robust and reliable hyphenation of both techniques.  
Finally, the specific parameters of CE in terms of flowrate (very low and BGE-dependent flowrates 
exiting the CE capillary) must be efficiently handled to avoid impairing the high separation 
efficiency of CE. In this context, the interface for coupling CE to ESI-MS has also a paramount 
importance on the overall analytical performances. The next section reviews the different 
approaches for the hyphenation of CE-MS and highlights the advantages and drawbacks of each 
setup.  
2.3.1. CE-MS Interfaces 
The development of an efficient interface for the hyphenation of CE to ESI-MS has long been 
difficult to perform in a robust and convenient way. Continuous development of CE-MS interfaces 
has led to the introduction of various setups, which can be classified into two major configurations: 
interface with or without the presence of a make-up liquid123 (often referred as “sheath liquid”). 
The presence of sheath liquid has a significant impact on the type of ESI regime that will be 
employed. Indeed, interfaces with sheath liquid are often characterized by “high” flowrates, 
typically in the microliter range (between 1 and 1000µL.min-1). These flowrates are compatible with 
a classical electrospray source and generally require the assistance of a nebulizing gas for an efficient 
desolvation. Interfaces without sheath liquid are characterized by much lower flowrates, generally 
in the nanoliter range. In this case, a nanospray interface can be used and the detrimental use of a 
nebulizing gas can be avoided. In general, sheath liquid interfaces have been reported to improve 
the overall stability of the CE-MS coupling and to be less restrictive in the BGE compatibility with 
ESI-MS124 while sheathless interfaces generally provide higher sensitivity.  
The flowrate used in the interface heavily affects the overall analytical sensitivity of the setup. In a 
recent example demonstrated by Busnel et al., a decrease of the flowrate from 350nL.min-1 to about 
10nL.min-1 increased the sensitivity for angiostatin detection by a factor 20125, as demonstrated in 
Figure 2.14 :  





Figure 2.14 - Evolution of the peak intensity of Angiotensin I as a function of the CE flow rate (from Busnel et al.125) 
In the following sections, the various available interfaces are reviewed and critically compared.  
2.3.1.1. Electrospray interfaces  
The analytical performance of the electrospray interface is strongly correlated to the CE capillary 
internal diameter and the sheath liquid flowrate. Indeed, there is an optimal flowrate of sheath 
liquid for each internal diameter to provide the maximum ionization efficiency. In this 
configuration, the flowrate enables the formation of a Taylor cone that ideally matches the tip 
emitter. Working below the optimal flowrate cause the Taylor Cone to become unstable. Above 
the optimal flow rate, the enlarged Taylor cone emits larger droplets, also leading to a decreased 
ionization efficiency. Further increasing the flowrate leads to the “overflow regime” where the 
Taylor cone is also disturbed and do not optimally cover the CE capillary. In most cases, 
electrospray interfaces work with rather large i.d. emitters to handle the relatively high sheath liquid 
flowrates and a stable spray can be obtained (in general with the assistance of a gas), with a relative 
robustness to variations in flow rate, sheath liquid composition and sprayer position126,127.  
Among the interfaces to use a sheath liquid, the two major versions are the co-axial sheath-flow 
interface and the liquid junction interface. Each configuration is detailed in the following sections.  
2.3.1.1.1. The co-axial sheath-flow interface 
This type of interface was introduced in 1988 by the pioneering work of Smith et al.128. In the coaxial 
sheath liquid interface, a sheath liquid is delivered through a concentric tube that surrounds the CE 
capillary at relatively high flowrates to ensure the closure of the CE circuit and to generate the 
spray. In addition, a nebulization gas is also provided at high flowrate by a second surrounding 
tube to assist the nebulization. These two concentric tubes are then generally positioned in an 
orthogonal configuration toward the MS entrance. In this setup, the inner metallic tube containing 
the outlet of the CE capillary (generally stainless steel or platinum) acts as an electrode, as presented 
in Figure 2.15 :  





Figure 2.15 - Schematic representation of the co-axial sheath-flow interface (from Smith et al. 128) 
In this type of interface, the nebulizing gas is one of the key parameters. The application of high 
gas pressures stabilizes the ESI current and provides an efficient desolvation. Unfortunately, the 
sheath gas leads to a loss of CE efficiency due to the hydrodynamic flow profiles (suction effect) 
that are generated inside the CE capillary129. Although detrimental for the analytical performances 
of this interface, this effect can be mitigated by decreasing the capillary internal diameter or 
increasing the length of the capillary. The composition of the sheath liquid is also of paramount 
importance. In most applications, a mixture of an organic solvent such as methanol or isopropanol 
and water provides a good compromise in terms of conductivity and volatility to achieve an optimal 
and stable ESI process130. Generally, an additional drying gas is used in the MS to further assist in 
the desolvation and evaporation of the ions131.  
This interface presents several advantages. First, CE and ESI can be handled almost independently, 
which allow both aspects to be optimized separately. Then, the constant supply of sheath liquid 
leads to a robust spray generation, which allows to work with a wide range of BGEs and separation 
methods characterized by a low (or even reverse) EOF132. 
However, this interface suffers two major disadvantages: the inevitable dilution of the analytes by 
the sheath liquid during the spray formation which decreases the overall sensitivity; and the suction 
effect inside the CE capillary. Indeed, the use of the sheath liquid and the nebulizing gas at relatively 
high pressures for the efficient desolvation of the ions causes suction effects in the CE capillary, 
with subsequent peak broadening133,134 and a loss of separation efficiency due to a decrease in 
migration time134.  
Despite these problems, the sheath liquid interface can provide low detection limits (typically in 
the low fmol-range for peptides122) by performing an efficient optimization of several parameters 
including sheath-liquid composition and flowrate, position of the capillary tip, and various gas 
related parameters (dry gas temperature, nebulizing gas flow and pressure). Consequently, the co-
axial sheath-flow has been successfully applied to many fields including peptidomics135, 
environmental pollutants and food contamination analysis136,137, glycomics138, biomarker discovery 
and clinical diagnosis96,139 and metabolomic studies140,141.  
2.3.1.1.2. The liquid junction interface 
Another early design of interface was introduced by Henion and coworkers almost simultaneously 
to the co-axial sheath-flow interface : the liquid-junction interface142,143. In this setup, the end of the 
CE capillary is inserted in a liquid reservoir that is supplied with a sheath liquid to close the electric 
CE circuit and generate the spray. The reservoir also contains an electrode at the junction of the 
two capillaries for both electric circuits.  




The general configuration is presented in Figure 2.16. The narrow space between the CE capillary 
and the ESI emitter (generally of 20–200µm) is filled with a make-up liquid that ensures the closure 
of both CE and ESI electrical circuits. During the process, the liquid and analytes exiting the CE 
capillary enters the ESI emitter and are directly sprayed, sometimes in the absence of nebulizing 
gas. This interface is however classified in the electrospray regime because of the relatively high 
flow rate that is typically used for this kind of interface.  
 
Figure 2.16 - Schematic representation of the liquid junction interface (from Maxwell et al. 144) 
Similarly to the co-axial sheath-flow interface, the main advantage of this interface is that the CE 
and ESI processes can be operated independently due to the partial decoupling (both electrical and 
physical) of the CE system from the ESI emitter. Consequently, both ESI and CE parameters can 
be optimized separately.  
However, this setup presents various (sometimes severe) drawbacks. First, the production of the 
junction and proper alignment between the CE capillary and the ESI emitter is difficult to achieve, 
mainly due to the difficulty to correctly position both parts in a reproducible way145,146. Also, 
electrochemical reactions occurring at the electrode (with subsequent formation of bubbles due to 
electrolysis) can eventually lead to the interruption of the electric field in the CE system. In some 
cases, an electroosmotic flow directed from the ESI emitter to the CE capillary takes place, 
requiring the application of a counter-pressure (typically 20–40 mbar) to the inlet capillary to 
counterbalance this effect. Finally, the dead volume at the junction between the capillaries causes 
peak broadening and, thus, loss of separation efficiency due to flow disturbance147,148. For all these 
reasons, the co-axial sheath-flow configuration has remained the preferred design in the 
electrospray interfaces.  
2.3.1.2. Nanoelectrospray interfaces  
As previously explained, when the flow rate generating the electrospray is decreased, a new spray 
regime referred as “nanoelectrospray”60 occurs. Depending on the emitter internal diameter, it is 
generally admitted that the nanoelectrospray regime occurs between 1 and 1000nL.min-1. The 
advantage of the nanoelectrospray resides in the production of smaller droplets compared to the 
electrospray. As a result, nanoelectrospray provides higher ionization efficiency, allows poorly 
volatile aqueous solutions to be sprayed and tolerates higher salt and/or contaminants 
concentrations (less suppression effects) than classical electrospray61,149. Also, in the nanospray 
interfaces, the typical emitter internal diameter is smaller than for classical electrospray and 
consequently, the delivered flow rates are significantly decreased. For an efficient Taylor cone 
formation, the distance between the tip and the MS entrance is also generally decreased, which 
enhances the ion transmission efficiency. 
The ultimate goal of CE-MS interface is to perform the hyphenation without the help of any sheath 
liquid, mainly to avoid the subsequent dilution effect and taking advantage of the beneficial 
nanoelectrospray regime. As a result, many setups were introduced to create interfaces working in 




the absence of sheath liquid, therefore referred as “sheathless” interfaces (i.e. without the assistance 
of a sheath liquid).  
2.3.1.2.1. Preliminary approaches of the sheathless interface 
Since the first attempts by Olivares and coworkers150, the sheathless interfaces have turned into an 
increasingly attractive method for the coupling between CE and ESI-MS. As its name implies, a 
sheathless interface performs the hyphenation between CE and ESI-MS in the absence of sheath 
liquid. As a result, the ESI process takes place on the sole basis of the CE effluent, which must be 
optimized to simultaneously achieve suitable separation and sufficient ionization efficiencies. 
Compared to the electrospray interfaces (co-axial sheath-flow or liquid-junction), no dilution or 
dead volume effects occur and consequently, the CE separation efficiency is not altered. 
Furthermore, the flow rate in this type of interface (typically a few nL.min-1) is directly imposed by 
the electrophoretic and electrospray processes, which allows the sheathless interface to operate in 
the beneficial nanoelectrospray regime. Consequently, this type of interface often provides better 
sensitivity compared to the sheath liquid interfaces, mainly because the analytes exiting the CE 
separation are not diluted151.  
In this approach, the major difficultly is the proper electrical closure of the CE and ESI circuits. 
To this end, the extremity of the CE capillary must be rendered conductive so that, when the 
solution exiting the CE capillary makes contact with this conductive part (which needs to be close 
to the ESI-MS source), the CE circuit is closed, and the spray is formed. As summarized in Figure 
2.17, a relatively large variety of strategies have been developed to achieve this requirement, with 
various degrees of success.  
 
Figure 2.17 - Different strategies for the hyphenation of CE-ESI-MS by a sheathless interface : (A) conductive 
coating at the emitter tip, (B) wire inserted by the outlet of the emitter, (C) wire inserted through a drilled aperture in 
the emitter, (D) split-flow interface with a metal sheath, (E) porous capillary with a metal sleeve, (F) junction with 
metal sleeve, (G) microdialysis junction and (H) junction with a conductive emitter (from Bonvin et al.152) 
First, the mainstream strategy to produce a conductive portion at the end of the capillary relied on 
the use of a conductive coating on the capillary outlet with a metal (gold153,154, silver154,155, copper156 
or nickel157) or a conductive material such as or graphite158–160 or polyaniline161,162. The major issue 




with this approach is the rapid degradation of the conductive portion, leading to (very) limited 
lifetime due to the rapid degradation of this conductive portion under the necessary operational 
conditions for the spray formation. The insertion of a conductive wire into the outlet of the CE163 
capillary or by a tiny drilled aperture164 was also considered but the frequent electrolytic reactions 
occurring close to the CE outlet generate bubbles, which prevents a robust operation due to 
unstable CE current. Moreover, the wire insertion into the CE capillary creates turbulence and the 
drilled aperture procedure is poorly reproducible.  
Another approach, derived from the liquid junction interface, consists of the direct coupling of the 
CE capillary to a spray tip in the absence of make-up liquid. Various junction types to a conductive 
wire have been proposed including a metal sleeve165,166 (Figure 2.17, part F) or a microdialysis 
tubing167 (Figure 2.17, part G). The even more direct coupling of the CE capillary to a conductive 
spray emitter has also been introduced168,169 (Figure 2.17, part H). The main advantage of this set-
up is the easy replacement of the sprayer when needed, increasing the flexibility of this interface169. 
However, the production of a reliable junction is still difficult and time consuming. As for the 
liquid junction interface, peak broadening often occurs at the critical zone of junction due to 
misalignment and frequent incompatibility of the diameters of the two parts.  
A few years ago, Moini et al. introduced “the split-flow interface” where the liquid exiting the CE 
capillary is split through a drilled aperture near the CE outlet to make contact with a coaxial metal 
sleeve170 (Figure 2.17, part D). Similar to the introduction of a wire in the CE capillary, the major 
difficulty remains to drill an aperture in the CE capillary in a reproducible way to obtain the 
appropriate split ratio. Also, the aperture is difficult to produce on small i.d. capillaries (typically 
<30µm).  
Continuous development on sheathless interfaces led to the introduction of a breaking new 
procedure, referred as “the etching process”, to circumvent the problem of repeatability in the 
aperture production in the CE capillary. In this approach, a small portion of the CE capillary is 
etched with hydrofluoric acid to create pores in the capillary wall, which allow ion diffusion. To 
close the circuit, this etched portion of the capillary is often immersed in a buffer reservoir171 or 
inserted in a metal sleeve containing a thin film of liquid172. The main disadvantage of this approach 
is that the exposed portion becomes fragile after the etching procedure and needs to be protected 
to avoid rupture. However, the very promising results of this interface paved the way for the 
introduction the “porous sheathless nanospray interface”173 which is discussed in the next section.  
In most of the presented configurations above, a gain in sensitivity is generally observed compared 
to the sheath liquid interfaces. However, the difficulty to manufacture these (sometimes complex) 
setups in a reproducible manner combined to the frequent instability of the spray due to the (very) 
low flow rates confined these approaches to “proof of concept” applications.  
2.3.1.2.2. The porous sheathless nanospray interface 
A major revolution in the sheathless area was developed by Moini and coworkers with the 
introduction of a sheathless nanospray interface based on the porous junction described above173. 
In this setup, the end of the CE capillary is etched with hydrofluoric acid to create a porous section 
at the very end of the separation capillary. The capillary is then inserted into a grounded metal 
needle until a small portion of the porous tip protrudes (∼5–8 mm). The needle is then filled with 
a conductive liquid that diffuses through the pores and provide the electrical closure of the CE 
circuit. A great advantage of this setup is the easy and reproducible production of the conductive 
part compared to previously described setups. Also, this interface almost does not suffer from 




electrolytic reactions at the end capillary. Based on this concept, Beckman Sciex Separations 
developed and commercialized an interface referred as “CESI (based on the combination of CE 
and ESI) – OptiMS”. Figure 2.18 provides a schematic representation of this interface:  
 
Figure 2.18 - Schematic representation of the “CESI-OptiMS “setup by Beckman Sciex Separations from sciex.com 
This approach yields very promising results in various fields, including intact protein analysis174, 
proteomics analysis and small pharmaceutical compounds175. For example, the gain of sensitivity 
of this interface compared to the sheath flow interface was demonstrated in a metabolomic study 
in human urine176 where the sheath liquid configuration only detected 300 molecular features while 
the porous sheathless nanospray interface approximately detected 900 with good repeatability. This 
impressive increase of detected molecules could be attributed to the 8- to 30-fold better sensitivity 
compared to the classical sheath liquid interface. Additionally, further CE improvement (using 
isotachophoresis) with this setup increased the number of detected features to 1300. 
Currently, the major limitation of this interface is the range of usable background electrolytes. As 
no sheath liquid is present in such interface, the BGE must provide efficient separation of the 
target analytes and simultaneously provide efficient and stable nanoESI spray.  
2.3.1.3. Low sheath-flow interfaces  
Recently, low sheath-flow interfaces (or low-dilution interfaces) were introduced to reduce the 
dilution and suction effects frequently occurring in the classical co-axial sheath-flow interface while 
allowing a higher flexibility regarding BGE composition. In this setup, the interface typically 
operates with a sheath liquid at low flow rates (generally lower than 1 µL.min-1). This type of 
interface generally relies on the connection of the CE capillary to another capillary delivering the 
sheath liquid generally by the use of a stainless-steel tee union177,178.  
Another approach of the low sheath-flow interface consists in the “junction-at-the-tip” where the 
CE capillary is inserted into a needle providing the sheath liquid. In this configuration, the liquid 
exiting the CE capillary is mixed in the small volume between the end of the capillary and the 
needle tip. The low volume of sheath liquid between the CE capillary and the needle forms acts as 




an outlet vial and the needle forms the terminal electrode to ensure a stable CE current independent 
of the flow179–181. 
The main advantage of this interface is to maintain a stable spray using sheath liquid at (very) low 
flow rate while minimizing the dilution and peak broadening effects. Also, as the flowrate and the 
dilution factor are decreased, the global sensitivity of the interface is enhanced.  
2.3.1.3.1. The electrokinetically pumped sheath-flow interface 
Based on the liquid junction design, continuous developments by the Dovichi’s group led to the 
introduction of an automated CE-ESI-MS system with an electrokinetically pumped low sheath-
flow nanospray interface182. In this configuration, the CE capillary is inserted into a glass emitter 
through a cross that provides a sheath liquid at nanoliter per minute flowrate. This very low sheath-
flow is generated based on electroosmosis due to a potential applied to the sheath liquid reservoir. 
This design provides a highly stable extremely low flow, therefore eliminating the large dilution 
typical for this type of interface. Several generations of this device were already produced as 
demonstrated in Figure 2.19: 
 
Figure 2.19 - Various generations of the electrokinetically pumped sheath-flow interface (from Sun et al.183) 
The great advantage of this interface is the high stability of the delivered sheath liquid. This setup 
could be used for more than 5000 minutes and still provide excellent results, as demonstrated in 
Figure 2.20: 
 
Figure 2.20 - Comparison of electropherograms obtained with the third generation of the electrokinetically pumped 
sheath-flow interface (from Sun et al.183) 




CMP Scientific commercialized this type of interface as the EMASS-II ion source. This CE-MS 
interface has already shown great promises for proteomic applications182. 
2.3.1.3.2. Comparison and evaluation of different recent interfaces  
Recently, the comparison between the three most commonly used commercially available CE-MS 
interfaces was performed to evaluate their respective analytical performances. In this study, 
Höcker, Montealegre and Neusüß compared a modified version of the electrokinetically pumped 
interface, the porous sheathless interface and the classical co-axial sheath-flow interface for the 
analysis of various biomolecules including organic acids, light and heavy chains of a monoclonal 
antibody, and peptides184. The comparison was performed while maintaining the largest set of 
experimental parameters (such as instrument parameters, samples, time frame, mass range in 
positive and negative ion mode) constant to compare these different setups in the most objective 
strategy possible.  
The comparison highlighted a similar increase in sensitivity of the low-flow interfaces (i.e. the 
electrokinetically pumped interface and the porous sheathless interface) compared to the co-axial 
sheath-flow interface from 13 for peptides up to 114 for the light chain of the monoclonal antibody. 
These results open exciting analytical developments about low-flow sheath liquid interfaces by 
providing similar analytical performances than the sheathless interface while being more tolerant 
about the BGE composition for method development.  
2.3.1.3.3. The microfluidic “Analis” interface  
Among the various available interfaces, this thesis exclusively shows results obtained on the so-
called microfluidic “Analis” interface. This interface was developed in the framework of a 
collaboration between Analis (Suarlée, Belgium) and the Mass Spectrometry Laboratory (Wallonia 
FIRST Enterprise Project 6592). The development of this interface was conceived to combine as 
many attractive attributes as possible:  
- the absence of nebulization gas to reduce both dilution and suction effects 
- the use of sheath liquid in the nanospray regime to reduce ionization dependence on BGE 
composition but maintain high ionization efficiency. The use of SL also enables in-source 
reactions185 or to deliver mass reference compounds for online MS calibration 
- the versatility of the implementation on different MS instrument  
- facilitated maintenance due to the easy handling of the interface 
This interface can be sorted among the “low sheath-flow interfaces – junction at the tip” described 
above. Indeed, in this setup, the CE capillary is inserted in a conductive needle that is supplied with 
sheath liquid at a typical flowrate of 1µL.min-1 or below. In this configuration, a nanoESI source 
can be used and no desolvation gas is required. A general scheme of this interface is presented 
below:  





Figure 2.21 - Schematic representation of the microfluidic Analis interface 
There are various advantages of this simple configuration. First, the use of sheath liquid enables 
the production of a stable spray, allowing to work with a wide range of BGEs and SL compositions. 
Also, the absence of nebulizing gas minimizes the loss of separation efficiency caused by suction 
effects.  
This analytical performance of this interface was recently evaluated by Schappler’s group186 where 
the influence of the main operational parameters including sheath liquid composition and flow rate, 
working distance from MS inlet and ESI potential. They also modelled the mixing process of the 
CE effluent and the sheath liquid inside the Taylor cone to characterize its band-broadening effect. 
They found that its size (or cone type, see Figure 2.22 for details) was the critical feature to avoid 
band broadening effects.  





Figure 2.22 - Two types of Taylor cones produced by the microfluidic Analis interface from Gonzalez-Ruiz et al. 186 
In the type A cone, enlarged peak width and distorted shaped peaks were detected. On the contrary, 
narrow, well-defined peaks were obtained with the type B cone, as shown in Figure 2.23: 
 
Figure 2.23 - Electropherograms obtained for the two different types of Taylor cones for a set of basic drugs with 
the microfluidic “Analis” interface from Gonzalez-Ruiz et al. 186 
This effect was explained by the residence time of the analyte in the Taylor cone. The estimations 
based on the theoretical calculations using the COSMOL model showed that the volumes were 




estimated to be 125nL and 6.8nL for cone A and cone B respectively. With the calculated EOF 
and SL flowrate, the turnover time of the liquid contained in cones type A and B were roughly 10s 
and 0.5s, respectively. Consequently, cone A produces distorted and enlarged peaks because of the 
longer residence time in the Taylor cone, while cone B almost instantly sprays the analytes.  
Finally, the interface was tested on a set of basic drugs analyzed by CE-TOF-MS and compared to 
the conventional pneumatically assisted sheath–flow interface commercially available from Agilent. 
The interface proved to be robust and provided repeatable results with limits of detection between 
25 and 100 ppb, comparable to those obtained with the conventional sheath–flow interface. 
However, the low sheath–flow interface provided narrower peak widths (FWHM = 7–13 s) 
compared to the conventional SL interface (FWHM = 9–16 s). The results from the robustness 
and repeatability studies also showed that the interface can be operated for routine analyses.   




2.4. CE-MS and other separation techniques  
 
2.4.1. Comparison of CE-MS and LC-MS  
The constant evolution of HPLC including improvements in column packing, instrumentation and 
various types of detectors available have turned HPLC a vital technology for the biological and 
pharmaceutical sciences. Nowadays, HPLC is routinely used in almost every scientific laboratory 
that requires qualitative and/or quantitative analyses187–189. The technique has proven to be a robust 
analytical tool for a wide range of applications, including for trace and ultra-trace analysis. The 
current trend in HPLC is in the use of capillary columns, where the main advantages are smaller 
sample sizes, low eluent consumption and easier interfacing with mass spectrometry (MS). Another 
great advantage of HPLC is its ability to be used for preparative or even process-scale 
separations190.  
HPLC is currently the preferred analytical approach for many applications. However, recent 
progress in CE, and notably the easier hyphenation to MS, offers an interesting alternative for many 
analytical issues. The historical struggle to efficiently couple CE to ESI-MS was due to the 
complicated closure of the electric circuits to efficiently provide both efficient electrophoretic 
separation and ESI ionization (see section 2.3 for details). However, the recent progress in 
hyphenation of CE with ESI-MS by the development of robust and sensitive interfaces combined 
to the versatility of CE modes of operation108 allow CE-ESI-MS to be implemented in a growing 
number of research areas. Currently, the rapid development and implementation of CE-ESI-MS 
methods represents a promising alternative to classical LC methods. As a result, CE-ESI-MS has 
been successfully applied for the analysis of significant polar biomolecules such as peptides, 
proteins, nucleic acids, glycans, and drugs and related metabolites.  
CE provides several advantages over LC. First, CE is particularly suited for the separation of 
charged analytes whereas the traditional reversed-phase LC separates analytes according to their 
interaction with the hydrophobic stationary phase. As a result, polar/charged species are often not 
well separated (or even not separated) by reversed-phase LC. For these problematic RPLC 
separations, CE brings an elegant solution. In addition, the implementation of chiral analysis by 
CE is also rapidly gaining attention due to the non-requirement of expensive chiral stationary 
phases like in LC191.  
On the other hand, despite its broad spectrum of applications, CE-MS currently suffers from a 
relatively bad reputation (probably due to its relative immaturity), impairing the establishment of 
the technique as a well-accepted alternative to LC-MS. In particular, the minute amounts of injected 
sample in CE can sometimes lead to insufficient sensitivity for real-world samples. In this regard, 
the implementation of sample preparation/ preconcentration techniques such homogenization, 
centrifugation, precipitation, solvent extraction, liquid–liquid extraction (LLE), solid-phase 
extraction (SPE), (micro)dialysis and ultrafiltration and stacking methods can significantly improve 
the sensitivity of CE–MS methods192.  
Finally, because the separation mechanisms are different in CE (differential migration according to 
the charge and the hydrodynamic radius of the analyte) and LC (repartition coefficient between a 
stationary phase and the mobile phase), they often provide complementary information. The 
following section exemplifies the comparison between HPLC-MS and CE-MS for proteomic 
analyses and demonstrates the complementarity of these two techniques. 
 




2.4.1.1. Proteomic analysis  
After the major breakthrough realized in the genome sequencing, and especially the complete 
sequencing of the human genome, the so-called “postgenomic era” research is currently further 
increasing our understanding of cellular pathways and networks by the development of 
proteomics193. However, unlike the relatively stable genome, the proteome is more complex due to 
post-translational modifications, introduction of sequence variants, etc… Besides, its composition 
evolves in time in multiple and inter-related responses to internal processes and external 
environmental stimuli. As a result, this complex and ever-changing analytical target poses an 
unprecedented analytical challenge. Unravelling the specific function of a particular protein and 
deducing complex molecular pathways involved in cellular responses can only be achieved by the 
use of rapid and quantitative analysis of the proteome.  
The proteome is usually defined as “the set of expressed proteins in a given type of cell or organism, 
at a given time, under defined conditions”. Proteomics is the study of the proteome and is now 
increasingly studied to unravel complex biological processes, including the detection of diseases, 
through the discovery of “biomarkers”. A biomarker is “a characteristic entity that is objectively 
measured and evaluated as an indicator of a normal biological process, pathogenic process, or 
pharmacological response to a therapeutic intervention”. According to the FDA194, a “valid 
biomarker is measured by an analytical test system with well-established performance 
characteristics and for which there is an established framework or body of evidence that elucidates 
the physiological, toxicological, pharmacological, or clinical significance of the test result”.  
Current biomarker research is progressively becoming aware that the detection of only one or a 
few biomarker(s) for diagnostic purposes is vain. Instead, the introduction of the simultaneous 
measurement of the largest possible range of biomarkers (described as biomarkers patterns) should 
enable a statistically more robust detection of diseases (for example, patients with cancer and those 
without) by reducing the rate of false positive/false negative results. Once identified, the set of 
biomarkers can be used to diagnose a disease or to monitor the effects of a treatment. 
Consequently, it is anticipated that a more precise diagnosis will lead to more adapted therapies as 
well as to earlier intervention195. The major challenge is then the discovery of these biomarkers and 
most importantly, their effective validation196.  
From an analytical point of view, the study of the proteome is a serious analytical challenge because 
of the complexity and wide dynamic range of protein expression. Additionally, physicochemical 
properties of all the proteins contained a single sample can be diametrically opposed. The range of 
protein characteristics including solubility, hydrophilicity/hydrophobicity, isoelectric points (pI) 
values (pI expressed proteins can vary from 2 to 12), and a wide range of molecular weights requires 
that the analytical method used for such analysis should be of the highest separation efficiency 
possible but also being able to deal with the broadest range of molecular features possible.  
As a result, the analytical procedure used in this context must be able to separate and detect as 
many analytes as possible, sufficiently robust to account for the intrinsic variation of biological 
samples (which often contain large quantities of interfering compounds and salts) and perform as 
uniformly as possible from analysis to analysis. It must also be as fast as possible (to allow high 
throughput) and relatively economical.  
Proteomic analysis is typically performed on various biological samples. Among the available 
biological samples, body fluids are a target of choice as they serve for the transport of nutrients 
and elimination of metabolic products. Consequently, body fluids, such as serum, urine, and 




cerebrospinal fluids are intensively used in so-called “non-invasive” methods for the detection of 
biomarkers. The body fluids analysis provides several advantages including less pain for the patient 
when collecting the sample and a higher accessibility for clinical tests. However, the requirements 
of tissue-specific biomarkers detection in body fluids is that 1) the target molecules is secreted and 
2) the biomarker be identified as disease tissue-specific from a plethora of secreted biomolecules 
from various cell types and organs197. 
In early developments, the use of antibodies and the subsequent introduction of immunological 
assays was a first step for the discovery of biomarkers. These assays allow the detection and 
quantitation of specific target molecules (mainly peptides and proteins) in body fluids through 
standardized, automated high throughput tests, such as ELISAs. Although effective, the major 
drawbacks of this technique are the requirement of the prior knowledge of the target molecule and 
the production of a specific probe. These problems rapidly disqualified these approaches because 
of the much larger set of biomarkers that must be assessed and the need to identify unknown 
substances.  
With the increasing progress in mass spectrometry, MS-based proteomics was expected to analyze 
thousands of peptides and/or proteins in one sample in a fast and efficient manner. The technique 
was promising a glorious future for proteomics, yet unanticipated limitations caused considerable 
disappointment in its early application:  
- First, the complexity and wide dynamic range of peptides/proteins in body fluids (which 
for the example of serum can exceed 1012) is simply impossible to handle by MS alone. As 
a result, the hyphenation to (very) high resolution separation methods to deal with this large 
dynamic range was necessary 
- Then, the introduction of sample preparations (by the use of tryptic digest for example) to 
circumvent frequently encountered problems (such as LC columns clogging) resulted in an 
even greater complexity 
- Finally, the amount of MS data generated by only one MS-based proteomic analysis is 
impossible to efficiently treat by hand, and the introduction of robust software for the 
automatic data interpretation was also mandatory  
Considerable effort has been (and are still being) made to meet these different requirements. 
Currently, strategies relying on the combination of high-resolution separation techniques and 
advanced mass spectrometric detection represent the best approach to address the challenging 
analysis of the proteome.  
Two major high-resolution separation techniques are used for the efficient peptide/protein 
separation: liquid-chromatography based technologies (including 2D-LC) and electrophoretic 
methods. Major approaches in LC-based proteomics include the use of reversed phase 
chromatography (RPLC, separating on hydrophobicity) and strong cation exchange 
chromatography (SCX, separating on charge). Among the electrophoretic methods, gel 
electrophoresis (including two-dimensional gel electrophoresis or 2-DE) with subsequent MS 
analysis is still commonly used for proteomics analysis. However, the introduction of capillary 
electrophoresis tends to decrease its application due to its various limitations. Among CE-based 
techniques, capillary zone electrophoresis (CZE) and capillary isoelectric focusing (CIEF) seems 
to have the greatest potential in MS-based proteomics198. Interestingly, the bioinformatic treatment 
of the data generated by CE-MS and LC-MS is comparable199.  




While LC is more commonly applied for MS-based proteomics, CE offers several advantages over 
LC-based method including:  
- High resolution achieved with fast separations 
- Use of inexpensive capillaries compared to LC-columns  
- Stable and most of the time constant CE effluent. In particular, the absence of gradient 
which often results in change of the ionization parameters 
- Ability to fast recondition the capillary by the use of NaOH instead of extensive washing 
steps 
Despite its various advantages, CE still struggle to be implemented for proteomics probably 
because of its reputation. Before CE-MS hyphenation was efficient, CE was majorly coupled to 
UV detection, where specific analyte characterization was not yet possible. Furthermore, the limited 
amount of sample that can be injected using CE (generally a few tens to hundreds nL) further 
increased the problem of efficient detection. In contrast, LC allowed microliters to milliliters of 
sample to be injected and was easily interfaced to ESI-MS. As a result, the characterization of the 
analytes could be performed by its retention time (LC) and m/z ratio (MS). Not surprisingly, LC-
MS methods (online and offline) became the reference methods for protein and peptide research. 
In addition, the relatively tedious hyphenation of CE to MS has contributed to the idea that CE-
MS is difficult to manage and give rather unsatisfactory results.  
However, the recent developments of efficient interfaces for CE-MS (see section 2.3) combined to 
the rapid development of MS in terms of detection limits make CZE-MS an increasingly powerful 
tool for proteomic analysis. Although the sensitivity of the sheath liquid approaches is generally 
lower than the sheathless approach, the increased stability of such system seems to be generally 
favored. Besides, appropriate optimization of the ionization parameters and a reduction of the 
flowrate of the sheath liquid200 can lead to detection limits in the high-attomole range122.  
In CE, a particular attention should be taken about the adsorption of peptides and proteins to 
fused-silica surfaces. The interaction results from electrostatic interactions between positively 
charged peptide and protein surface regions and dissociated silanol groups, characteristic of the 
fused-silica surface. The most straightforward way to minimize these interactions is to reduce the 
capillary surface charge density by using an extremely acidic BGE. The use of volatile acids as 
formic or acetic acid were successfully used for peptide, but many proteins are either insoluble or 
unstable in such acidic buffers. An extremely basic BGE can also be considered where analytes 
have the same charge as the capillary, but stability and solubility problems remain. Though effective 
in some cases, these methods cannot be applied in situations where an intermediate pH is necessary 
to obtain the desired separation in CZE or simple incompatible with CIEF, where the pH must 
vary all along the capillary. Consequently, intense effort has been devoted to the development of 
capillary coatings30 that enable efficient peptide and protein separations over a wide pH range where 
uncharged, hydrophilic coatings have shown great promise108. The polyacrylamide coating were 
introduced by Hjertén201 in 1985 and still represent frequently used method for capillary surface 
modification, mainly due to the widespread use of polyacrylamide in slab-gel electrophoresis. 
When comparing LC-MS and CE-MS approaches, the main advantage of LC seems to be its higher 
loading capacity. As a result, LC is a superior alternative if sensitivity is critical. On the downside, 
the separation of large molecules and analytes covering a wide range of size and hydrophobicity is 
more difficult using a LC approach. LC is also very sensitive to precipitates which results in clogging 
of the columns. 2D-LC systems tend to provide a considerable amount of information, but they 
are highly time consuming and consequently poorly adapted to routine clinical analysis. Because of 




its various advantages, CE-MS can be used as a powerful tool for clinical diagnosis and biomarker 
discovery based on protein and/or peptide patterns95.  
However, it is important to highlight here that both techniques have advantages and drawbacks 
and they should be considered as complementary. The use of only one technique generally results 
in a partial detection of peptides/proteins compared to the combined results of the two techniques. 
A good example of this highly valuable complementarity is provided by Klein et al202. In this study, 
the combination of CE-MS/MS and LC-MS/MS was showed to increase sequence coverage and 
the rate of identification of peptide sequences, as shown in Figure 2.24.  
 
Figure 2.24 - Venn diagram depicting the number of unique peptides found in LC-, CE-MS/MS and in both 
methods of the urinary low-molecular weight proteome analysis from Klein et al. 202 
The results show that urine sample analysis by LC- and CE-MS/MS identified 905 unique peptide 
sequences, where 50% only identified with LC, 20% only with CE and 30% with both techniques. 
The higher LC coverage was attributed to the higher loading of sample onto the LC column. 
Interestingly, peptides identified in CE only were generally small and highly charged, explaining 
their non-detection by LC due to the inability to efficiently bind to the LC column. The authors 
conclude that LC-MS/MS and CE-MS/MS are highly complementary in identifying peptide 
sequences.  
In another example by the group of Dovichi203, the CZE-ESI-MS/MS analyses of proteins from 
Mycobacterium marinum (a bacterium causing opportunistic aqueous infections in humans) was 
compared to UPLC-ESI-MS/MS analyses. For the electrophoretic analysis, 334 peptides 
corresponding to 140 proteins were identified in 165 min. In comparison, the chromatographic 
approach identified 388 peptides corresponding to 134 proteins in 180min, as graphically 
demonstrated in Figure 2.25.  
 
Figure 2.25 - Venn diagram of peptides (A) and proteins (B) identified by CZE-ESI-MS/MS and nano-LC-ESI-
MS/MS of proteins from Mycobacterium marinum from Klein et al.202 




Globally, 62% of peptides identified in CZE-ESI-MS/MS and 67% in UPLC-ESI-MS/MS were 
unique and the results show that CZE-ESI-MS/MS generally favors basic and hydrophilic peptides 
with low molecular masses. Most importantly, the introduction of CZE-ESI-MS/MS in the 
workflow increased the number of detected peptides and proteins by almost 35%. 
Next to the complementarity with LC-MS, current development of CE-MS is also pushing the 
limits of required materials to perform proteomic analysis. In a recent study, Dovichi’s group 
reported the use of femtogram amount of materials for proteomic analysis. The developments of 
such methods, with detection limits of 1 zmol, opens the way to the identification of proteins with 
relatively high abundance at the single-cell level204. 
In conclusion, CE-MS seems to be a powerful tool for proteomics analysis, especially when 
combined to LC-MS. Besides working on the protein/peptide itself, CE is also a powerful tool for 
the identification of PTMs such as phosphorylation205 and glycosylation206. 
2.4.2. Comparison of CE-MS and IM-MS  
Ion Mobility Spectrometry (IMS) is a separation technique where ions migrate through a buffer gas 
in the presence of an electric field. In that sense, IMS can be viewed as an electrophoresis in the 
gas phase where the separation is also governed by the size and shape of ions (see below for details). 
Since mass spectrometry is also a gas-phase analytical method of ions, the hyphenation of the two 
techniques, referred as “Ion Mobility – Mass Spectrometry” (IM-MS) provides an efficient 
analytical platform, where complementary information about the analytes can be obtained.  
Although the coupling of IM-MS was introduced in 1962, it has only recently attracted attention, 
mainly because of the relatively recent commercialization of IM-MS instruments. The subsequent 
increase of research coupled to the introduction of various ion mobility modes has demonstrated 
the valuable hyphenation of these two techniques.  
Currently, IM-MS is increasingly implemented in two main research areas. First, IMS can be used 
as an additional separation dimension to increase the analytical performance of the MS analysis. In 
particular, IMS can separate isobaric species (i.e. with identical m/z ratios), which cannot be 
distinguished by MS alone. The second main application of IMS is the structural assessment of 
ions in the gas phase207.  
2.4.2.1. Drift-time ion mobility spectrometry (DTIMS) 
DTIMS was the first type of ion mobility to be introduced and is conceptually the easiest. In this 
setup, ions are introduced in a drift tube that is filled with a drift gas (typically helium) and a static 
uniform electric field is applied through the drift tube, inducing the migration of ions as shown in 
Figure 2.26: 
 
Figure 2.26 - Schematic representation of a drift tube IMS from Lanucara et al. 207 




As a result and similarly to the electrophoresis in solution, the force exerted by the electric field on 
the analyte ion is balanced by frictions with the buffer gas. Consequently, the analyte reaches a 
steady-state velocity inside the mobility cell referred as “vd” and the required time of an ion to drift 
through the device is referred as the “drift time (td)”. The ion mobility (K) is the ratio of the velocity 








The Mason-Schamp equation208, valuable in the case of low field limit (in terms of E/N), describes 
the relationship between the ion mobility and related physical parameters, including the charge (q) 











where K is the ion mobility, q is the charge of the ion (i.e. z.e), N is the number density of the drift 
gas, μ is the reduced mass of the ion–neutral drift gas pair (µ = mM/(m+ M), where m and M are 
the ion and gas-particle masses), kB is the Boltzmann constant and T is the gas temperature in 
Kelvin.  
In a first approximation, the CCS is a structural parameter of the analyte that can be viewed as the 
rotationally averaged projection of a molecule on a 2D plan (see Figure 2.27).  
 
Figure 2.27 - Schematic representation of the rotationally averaged CCS 
The Mason-Schamp equation implies that compact structures (lower CCS) migrate faster than more 
extended ones (larger CCS) due to fewer collisions with the buffer gas. In addition, ions with higher 
charge state also migrate faster than ions with lower charge state.  
It should be mentioned that the proportionality between Ω and K is only valid at “low-field limit” 
conditions and below, i.e. when the ratio between the electric field strength and the buffer gas 
density is small209. 
2.4.2.2. Travelling-wave ion mobility spectrometry (TWIMS) 
Compared to the drift tube of DTIMS, TWIMS is performed in a device constituted by a series of 
ring electrodes referred as a stacked ring ion guide (SRIG) where travelling voltage waves are 
applied210. Radio-frequency voltages of opposite phases are applied to adjacent electrodes to radially 
confine the ions inside the SRIG. On top of that, a repeating train of direct current (DC) pulsed 
voltage is applied to the successive electrodes of the SRIG to create a “travelling wave” that propels 
CCS




the ions axially. Typically, a quick succession of travelling waves is used to induce the migration 
through the mobility cell. During their migration, ions can either “be carried” by the wave or “roll 
over” it. Consequently, ions presenting a low CCS value (i.e. more compact) are more efficiently 
transported by the successive waves because they undergo less roll-over events. As a result, they 
require less time to travel through the mobility cell and are characterized by a higher mobility value 
in m².V-1.s-1 (see Figure 2.28).  
 
Figure 2.28 - Schematic representation of Travelling Wave Ion Mobility Spectrometry from Lanucara et al. 207 
In this device, the speed and the amplitude of the waves can be optimized to achieve efficient ion 
mobility separations. Because the TWIMS device is generally operated below the low-field limit, 
the determination of CCS is possible, although appropriate calibration procedure is required211–214. 
Indeed, unlike the DTIMS device, the direct relationship between Ω and K0 is no longer valid 
because of the constantly changing electric field. Consequently, calibration of the drift time under 
defined conditions (gas nature, pressure, waves speed and height, …) is mandatory. In this regard, 
calibrants of similar physical and chemical features than the analytes are required.  
2.4.2.3. IM-MS in analytical chemistry  
There are several fields where IMS can bring a valuable contribution to analytical methods as an 
additional separation step. First, workflows where a classical separation technique (i.e. CE or LC 
separation) cannot be implemented, IMS can bring a fast, additional analytical dimension to the 
MS analysis. Such use of IMS has been demonstrated for MS imaging experiments. In MS imaging 
experiments, the aim is to localize the spatial distribution of analytes of interest such as drug 
metabolites or proteins in tissues and biological samples thanks to mass spectrometry215–217. The 
analytes are therefore directly ionized from a complex matrix and analyzed by MS. The introduction 
of IMS in this analytical procedure notably improves the identification confidence level of species 
of interest. For example, Stauber and co-workers incorporated TWIMS in complement to a 
MALDI-MS imaging workflow to separate and spatially localize isobaric compounds218. In contrast, 
the same workflow in absence of IMS provided a composite image where the two species were co-
localized due to identical m/z ratios. Another example is the use of IMS in MALDI imaging is to 
get rid of matrix interference, allowing the accurate determination of the spatial distribution of the 
analyte of interest219.  
Another area where IMS has proven to be beneficial is in conjugation to other separation 
techniques. Typically, the analysis of complex samples relies on the combination of separation 
techniques such as LC or CE before MS analysis. MS is a suited detection method because the 
typical timescale of MS analysis is generally (much) lower than the timescale of the separation 
technique. Because IMS operates in the millisecond timescale, it can perfectly be inserted between 
the separation method and the MS analysis without impairing the analytical performance of the 




workflow. In such workflow, TOF-MS is usually preferred as mass analyzer due to the well-fitting 
duty cycles (IMS: ms range; TOF-MS: μs range). Consequently, the analysis of complex samples 
can be improved by the incorporation of IMS without detriment to the already established 
complementarity of separation techniques and MS. The analytical performance of such approach 
is increased because of the complementary separation mechanism and additional peak capacity 
afforded by IMS. IMS can also be used to remove the background chemical noise in complex 
mixtures to improve the detection of low-abundant compounds or prevent false positive 
identification (e.g. pesticides220) 
Typically, the characteristic limits of detection achieved by MS are much lower than for most other 
analytical approach and LC-MS routinely detects low attomole amounts of analyte, even in complex 
mixtures221. Various groups showed that the incorporation of IMS in the analytical workflow 
critically improves the sensitivity of such methods. For example, the incorporation of IMS for non-
targeted discovery proteomics by classical LC-MS showed a large increase (by 60% and above) in 
the number of identifications at both the peptide and protein levels using LC-TWIMS-MS 
compared to classical LC-MS alone222,223. In another example, Saba and co-workers demonstrated 
a greater than 10-fold improvement in the detection limits of peptides in complex mixtures when 
using LC-IM-MS compared to classical LC-MS224.  
Concerning the hyphenation of IMS to CE, early attempts of this coupling have been performed 
to replace the classically used UV detector by an IMS device225. Of course, since the MS information 
is not present in such a device, the characterization capabilities of this kind of approach is limited. 
Thus, similarly to the incorporation of IMS in the LC-MS workflow, the introduction of IMS in an 
already established CE-MS system was recently performed. In their study, Jooß et al.226 showed that 
the combination of CZE and DTIMS coupled to MS applied for the separation and 
characterization of native and APTS-labeled N-glycans highly improved the separation efficiency 
of such complex samples. In fact, almost each peak resolved in CZE provided multiple peaks in 
IMS. This was explained by the presence of isomeric forms, including different linkages and/or 
gas-phase conformers. In another example, the introduction of IMS into a CE-MS workflow to 
reduce chemical noise and enhance detection limits was applied for the analysis of complex 
lipopolysaccharides227. 
In complement, the drift time can also be used as an additional identification-point (IP) to already 
established chromatographic and mass spectral data. In this context, IMS provides a higher degree 
of confidence in the overall identification process, therefore decreasing the likelihood of incorrect 
negative/positive results. A recent study by our group on pesticides220 showed that drift time values 
can be used to increase the confidence in the identification of such analytes without extending the 
analysis time or modifying the sample preparation procedure. A statistical analysis of the results for 
100 tested pesticides demonstrated that a 2% variation in drift time could be considered as the 
maximum acceptable criteria parameter for identification purpose, in agreement with existing 
criteria, for instance, for GC or LC retention time in European documents. A similar workflow228 
(UHPLC coupled to a TWIMS-QTOFMS) for pesticides screening in complex salmon feed 
matrices showed that CCS measurements present high intra- and inter-day repeatability (RSD 
<1%) and were almost unaffected by the complexity of the investigated matrices (CCS values 
≤1.8%). The introduction of TWIMS in this workflow provided an extra-dimension, which 
resulted in increased peak capacity and selectivity in real samples. Thus, many false-positive results 
could easily be detected just by applying the maximum CCS tolerance of ±2%. CCS was therefore 
proposed as a valuable additional identification-point in the pesticides screening workflow. 




Finally, because many current applications require high throughput sample analysis, IMS could play 
an increasingly important role due to its speed of analysis. Indeed, the typical duration of an IMS 
analysis lies in the millisecond timescale, which is much faster than traditional liquid phase 
separations (chromatographic and electrophoretic strategies). As a result, there should be an 
increasing implementation of IMS in analytical chemistry fields where rapid analysis is required (for 
example drug screening). IMS could also increase the speed of analysis by replacing more time-
consuming separation techniques (typically HPLC, UPLC and/or CE), provided that sufficient 
separation between the species of interest is retained.  
2.4.2.4. IM-MS for structural analysis  
The other major application of IMS is the assessment of ions structural features in the gas phase. 
Although all modes of IMS separate analytes based on of their conformation, only the time-based 
mobility devices (DTIMS or TWIMS for example) allow a CCS determination. Characteristic 
structural information can be derived from the CCS value (which gives an indication of the ion’s 
size and shape) and compared with data acquired with other structural techniques such as X-ray 
crystallography and nuclear magnetic resonance (NMR) spectroscopy. IMS presents two main 
advantages compared to other biophysical techniques. First, only small amounts of sample 
(nanogram quantities) are required to perform an IM-MS analysis. Second, impurities are not an 
issue due to the ability to selectively isolate the species of interest from complex samples. As a 
result, samples of much lower purity can be analyzed by IMS compared to X-ray crystallography 
or NMR spectroscopy for structural characterization229. Table 2.3 summarizes the various 
advantages and disadvantages of major structural methods. 
  
Table 2.3 - Comparative table of advantages and drawbacks of major structural techniques (adapted from Lanucara et al.207) 




Gas Gas Liquid (or solid) Solid Liquid (gas/solid) 
Advantages 
- Very sensitive 
- Can analyze mixtures 
- Fairly rapid for simple 
structures, with the most 
time-consuming parts 
being molecular dynamics 
simulations 
- Under carefully controlled 
ionization and acquisition 
conditions, can be used to 
determine structure from 
native conditions 
- Can determine stoichio-
metry of complexes 
- Assesses 3D structure in 
dynamic motion 
- Very sensitive 
- Can analyze mixtures 
- Fairly rapid, aided by mass 
spectra search engines and 
spectral databases 
- Can determine stoichio-
metry of complexes  
- Products of electron 
mediated dissociation can 
be used to infer 3D 
structure 
- Non-destructive 
- Can be very rapid when 
analyzing small molecules 
(<500 Da) 
- As most biologically relevant 
compounds are found in 
aqueous media, the ability to 
perform solution-state NMR 
spectroscopy means that 
structure can be analyzed 
under native-like conditions  
- May allow stereochemical 
information, bond angles and 
distances to be elucidated 
- Conventional solution state 
by (2D) NMR spectroscopy 
can measure 3D structure in 
dynamic motion 
- Non-destructive 
- Can directly determine 
structural information at 
the atomic level 
- May allow stereochemical 
information, bond lengths 
and angles to be elucidated 
- Non-destructive 
- Can measure exchanging 
structures (>picoseconds) 
- Rapid direct diagnostic test 
for certain structural 
features, for example 
relative helicity 
- Can determine native 
structural features 









- Analyte must be able to be 
ionized 
- Relies on molecular 
dynamics simulations to 
indirectly determine 
precise structural 
information from CCS 
values; simulations become 
more challenging as 
molecules become larger 
- Destructive 
- Analyte must be able to be 
ionized  
- Difficult to ascertain 
detailed 3D structure 
information directly from 
mass spectra 
- Destructive 
- Difficulty to analyze mixtures 
of products; samples often 
have to be purified and 
concentrated, which may 
affect the structure of 
biological samples  
- Analysis of spectra becomes 
difficult for larger molecules 
- Requires purified and 
crystallized material; may 
be time-consuming or 
impossible to generate 
crystals  
- Analyte may be damaged 
by the X-rays 
- Cannot be used for 
mixtures. 
- Requires relatively 
concentrated (~0.5 
mg.mL–1) purified samples  
- Gives no specific structural 
information at the atomic 
level 
(*)MSn refers to multistage MS/MS experiments designed to record product ion spectra where “n” is the number of stages of tandem mass analysis230. 
 




2.4.2.5. Determination of ion’s CCS: experimental CCS and theoretical calculations 
In IMS, the analyte’s structure can be assessed in the gas phase using the experimentally derived, 
rotationally averaged CCS values. These CCS values reflect the gas-phase conformation and shape 
of the analyzed ions under defined experimental conditions. In general, experimental CCS values 
are compared to theoretical CCS values derived from molecular dynamics simulations (MD), 
Molecular Mechanics (MM) or density Functional Theory (DFT). The structures used as inputs for 
calculations are sometimes derived from X-ray and/or NMR data231–233. Unfortunately, the choice 
of the calculation method (i.e. the force field that is used for the calculation) can heavily impact the 
theoretical results and needs to be carefully selected for a reliable interpretation of experimental 
IMS data. Also, this approach is difficult to apply with large structures (for example large proteins) 
because of the extremely demanding computational costs.  
There are currently 3 main strategies for the calculation of theoretical CCS values (where helium is 
used as buffer gas):  
1) the Projection Approximation (PA)234 calculates the CCS value by averaging the geometric 
projection areas according to all possible orientations of the ion. The major advantage of 
this method is the relatively inexpensive computational cost. However, long-range 
interactions or several features of the scattering between the ions and the drift gas are not 
considered. Because of these limitations, CCS for ions over ~2 kDa are usually 
underestimated (typically 20%, until 30%) by this method and is therefore essentially used 
for predicting CCS of small molecules.  
2) the Exact Hard-Sphere Scattering (EHSS)235 calculates the CCS value by considering the 
collision integrals, that is the scattering and the collisions of the ion with the drift gas. Long-
range interactions between the gas and the ions are however still ignored. This method 
generally provides a better approximation of the CCS value than the PA approach. In 
geometries with concave surfaces, CCS provided by the PA and EHSS methods show 
deviations as large as 20%. A recent improvement of this method, the Diffuse Hard-Sphere 
Scattering (DHSS), implements long-range interactions between the gas and the ion236,237. 
3) the Trajectory Method (TM)238 is generally considered as the most reliable method as it 
takes into account collision effects and long-range interactions between the drift gas and 
the ion. As a result, this method is generally preferred for a more accurate description of 
biomolecules239. Because of its better accuracy, the trajectory method requires demanding 
computational resources, especially for very large systems. In this case, the EHSS or DHSS 
are often a good compromise between required calculation time and accuracy.  
The schematic representation of how each calculation method takes into account the interaction 
with the gas and the analyte to calculate its CCS value is presented in Figure 2.29. 
 
Figure 2.29 – Graphical representation of the different CCS calculation methods. PA “only” discriminates hits and 
misses and estimates the CCS value from the fraction of hits. The EHSS considers (multiple) scattering after initial 




collision, and TM calculates the gas molecules’ trajectories, whereas EHSS and PA only address direct contact 
between gas molecules and analyte. Figure from Gabelica et al. 240 
2.4.2.6. Structural information provided by IM-MS  
As explained above, a detailed structural interpretation of the CCS value is generally based on X-
ray or NMR-derived structures as inputs for the prediction of theoretical CCS values. However, 
despite the availability of these structures, IM-MS can be used as a structural tool for the study of 
dynamic systems where ion structures are assessed in the absence of solvation, counter-ions or any 
other chemical species. In this context, the measurement of ionic mobilities in the gas phase and 
subsequent determination of the associated CCS allows to assess the conformational landscape that 
studied species can access in the gas phase. One major advantage of IM-MS over classical structural 
characterization methods is the ability to evaluate dynamic changes in the analyte structure, which 
has previously been difficult to perform for most biological samples due to the averaged structures 
provided by NMR or X-ray crystallography for example.  
However, most recent IM-MS studies still require comparison with data provided by more 
“traditional” structural techniques or the assistance of computational chemistry for a detailed 
structural evaluation of the CCS information. Compared to NMR or X-ray crystallography, IMS 
does not provide detailed atomic-level structural information but this lack of detailed structural 
information is counterbalanced by the ability to study conformational dynamics of a large range of 
molecular systems. Indeed, the great strength of IM-MS compared to many other biophysical 
techniques is its ability to interrogate dynamic heterogeneity of systems. In this regard, the 
determination of changes in mobility and thus conformation and CCS using IM-MS can be used 
to address changes in properties such as conformational dynamics241–245, folding and unfolding 
intermediates241,246,247, ligand-induced conformational changes248,249, aggregation intermediates250,251 
and quaternary structures252,253.  
Importantly, it should be noted that IM-MS-derived structural features (i.e. gas-phase structural 
features) should be interpreted keeping in mind that desolvation can cause conformational changes 
within the structure (due to intramolecular charges solvation). The degree of change will depend 
on both the experimental conditions and the analyte itself. 
2.4.2.6.1. Peptides  
IM-MS can be used in combination with MD simulations to determine the secondary structures of 
peptides in the gas phase and major factors involved in the formation these secondary structures 
(including α-helices or β-sheets) have been studied254,255. It was also suggested that studying the 
folding process of polypeptides originating from the cell membrane in vacuo allows to mimic the 
low dielectric constant of such environment256.  
The incorporation of metal cations into peptidic structures and subsequent impact on the structure 
has also been studied by IM-MS, especially by comparing cationized (e.g. using Na+, K+, NH4
+) 
versus protonated peptide ions257. Similar studies have studied conformational changes induced by 
the introduction of metal cations on protein-ligand complexes258,259. Finally, IM-MS has also helped 
to improve the understanding of peptide dissociation in the gas phase260. 
2.4.2.6.2. Proteins  
The major difficulty in IM-MS of large biomolecules such as proteins and proteins complexes is 
the ability to transfer intact species from native conditions to the gas phase without inducing major 
structural changes due to the desolvation process62. Naturally, the structural characterization of 




such species in the gas phase assumes that the analyzed structure resembles the native, functional 
species in solution. The conformation of proteins in solution is controlled by the presence of water 
molecules as they orient the hydrophobic regions of the protein towards the core, inducing the 
formation of a hydrophobic core to minimize contact with the aqueous environment261. Naturally, 
concerns about the structural integrity and subsequent major conformational changes after the 
removal of water molecules upon the desolvation arose239,262.  
In this context, several studies including both experimental and theoretical approaches tried to 
unravel the link between solution and gas-phase conformation263. For example, several IM-MS 
studies focused on the exact role of hydration in the control of stability and protein conformation 
in the gas phase using folded and unfolded protein ions264–267. In these studies, water molecules 
were introduced into the ion mobility cell to react with protein species and the influence of the 
addition of water molecules on the mobility in the gas phase was studied266. Based on this approach, 
the addition of water molecules to unfolded gas-phase cytochrome c ions suggested the refolding 
towards more compact, native-like structures. The study of smaller biological peptides such as 
gramicidin S highlighted the competition between charge solvation by water and internal ‘self-
solvation’ by hydrogen bonds and their influence on gas-phase structures267. Finally, the IM-MS 
study of protonated basic amino acids (arginine and lysine) highlighted the effect of hydration for 
gas-phase ions in the competition between salt bridges and charge solvation, allowing the formation 
of otherwise disfavored salt bridges264. Such experimental approaches have contributed to a better 
understanding of the ESI mechanisms and especially its ability to generate gas-phase ions where 
solution structural features are preserved or disrupted265. The main result of these various 
approaches is that upon transfer to the gas phase, the potential structural changes of a particular 
ion are essentially dictated by the relative roles of electrostatic and hydrophobic interactions within 
the native structure. 
Although the link between gas-phase and solution or solid-phase conformations is difficult to 
address, CCS measurements based on IM-MS of biologically relevant species, such as proteins and 
protein assemblies, are of great interest since they enable the investigation of conformation 
dynamics and folding/unfolding equilibria that are otherwise not easily accessible by solid- or 
solution-phase strategies. As a result, IM-MS plays an important role in unravelling structural 
features when the appropriate precautions related to above-mentioned concerns are addressed.  
Indeed, a partial or total unfolding has a direct impact on the ion mobility. In the past, this 
conformational change has already been assessed by the observation of higher charge states after 
the ESI process due to a higher number of ionizable sites exposed268. ESI of proteins is known to 
generate several charge states. It is generally believed that a lower charge state is more representative 
of the native form because compact structures tends to expose a reduced number of protonation 
sites. Consequently, IM-MS analyses are generally performed on ions of reduced charge states as 
they are believed to be more representative of the biologically relevant, native folded species. 
However, extreme care should be taken when dealing with such assumptions since the contribution 
of hydrophobic, ionic and hydrogen bond interactions governing the 3D structure can be impacted 
by the desolvation process in a very specific way. As a result, a reliable relationship between 
compactness and low charge state cannot be readily derived268.  
Conformational changes induced by ligand binding248 or post-translational modifications can also 
easily assessed by IM-MS, without requiring the precise evaluation of CCS values (prior detailed 
structural determination). Finally, the exploration of protein dynamics due to conformational 
changes induced by temperature was also possible269.  




The comparison between IM-MS derived CCS for lower charge states and data generated by NMR 
or X-ray crystallography generally shows a good agreement even though the discrepancy between 
solid-phase crystal structures and IM-MS structures tends to increase with the size of the protein239. 
This effect could be explained by the additional space occupied by the solvent molecules inside the 
crystal structure270, coherent with a partial collapse of the gas-phase structure (more compact 
conformation) due to the desolvation process.  
2.4.2.6.3. Nucleic acids  
The IM-MS analysis of these large biomolecules was also performed since they often retain their 
solution-phase structure in the gas phase for (up to) milliseconds, provided that low charge states 
are studied271. In contrast, at higher charge states, these structures elongate as Watson–Crick pairs 
are progressively disrupted. Various secondary structures were successfully characterized by IM-
MS in combination to MD simulations including hairpins, pseudoknots and cruciforms272 as shown 
in Figure 2.30:  
 
Figure 2.30 - Various nucleic acid secondary structures characterized by IM-MS from Lanucara et al. 207 
However, similar to proteins, the desolvation of such analytes can also lead to structural changes. 
This effect was shown on cruciforms that were known to adopt a β-helix structure in solution while 
IM-MS measurements revealed the existence of both a β-helix and an α-helix when desolvated272. 
Also, the study of G-quadruplex formation is of particular importance in understanding the 
mechanism of cellular ageing. The solution characterization of such structures revealed the 
formation of stacked planar rings composed of four guanosine residues stabilized by atypical 
Hoogsteen hydrogen bonds where cations are interlocked between the planes273. The IM-MS 
characterization of these structures showed the retention of conformation upon desolvation274. 
Furthermore, IM-MS allowed the characterization of the intermediates in the assembly of these G-
quadruplexes. Using this strategy, it could be demonstrated that the final kinetically stable tetramers 








2.4.2.7. Comparison of CZE with IMS for the assessment of gas phase and solution 
structures 
As demonstrated in the above sections, CZE and IMS are both mobility-based techniques and the 
only noticeable difference lies in the medium in which the migration takes place; solution for CZE 
and gas phase for IMS. As a result, the respective mobilities in solution and in the gas-phase are 
governed by similar separation parameters, as demonstrated in the equations below:  



















   
By comparing these 2 equations, it is clear that both separation techniques are governed by the 
charge of the analyte (q) and a structural parameter, which is the collision cross section Ω for IMS 
and the hydrodynamic radius Rh for CZE. It should be mentioned that the charge of the analyte 
“q” is always an integer value in IMS since it corresponds to the charge state produced by the 
electrospray ion source (m/z) while “q” in CZE refers to the average charge state of the analyte in 
solution (mainly dictated by the pH of the solution and the pKa values of the ionizable functional 
groups) if the interconversion rates between the different charge states is sufficient.  
IMS is a powerful structural characterization technique in the gas phase. Fitted with the appropriate 
ion source, the ability to generate gas-phase ions of biologically relevant molecules from near-
physiological conditions (i.e. relatively high ionic strength and buffered pH) enables the structural 
assessment of these species. This assessment is of particular interest if the derived structural 
features can be linked to the biological activity in solution, as characteristics of the solution 
conformation may sometimes be preserved in the gas-phase276,277. 
Consequently, the retention of intact structural features of the native form in solution is a serious 
concern about structural information deduced from IMS measurements. In this regard, a direct 
comparison of the results obtained in the gas phase by IMS with data obtained for the same system 
in solution by CZE could improve our understanding of the link between gas-phase and solution 
structures and the role played by solvent molecules, counter-ions and other chemical entities on 
structural features in solution. In particular, the ability of CZE to perform separations in “native” 
or “near-native” conditions could be compared to IMS results obtained by spraying the same 
species of interest from the same solutions.  












Table 2.4 - Comparative table of respective characteristics of IM-MS and CZE-MS  
Parameter IM-MS CZE-MS 
Migration medium Gas phase 
Solution (either aqueous or 
(hydro)organic solvent) 
   
Analysis duration Milliseconds range Minutes range 
   
Sample consumption 
per analysis 
µL range nL range 
   
Accessible charge 
states 
Limited to the charge states 
generated by the ESI process 
Tunable according to the pH of the 
BGE if the molecule possesses 
ionizable groups  




   
Structural  
elucidation 
Structural elucidation based on 
MS (/MS) CID or ETD) 
Structural elucidation based on MS 
and MSn 
   
Computational 
chemistry effort 
Straightforward since  
performed in vacuo 
Difficulty to properly describe the 
solvation and counterions effects 




Coupling between both techniques 
using a suitable CE-MS interface 




(very) High  
(> 105 theoretical plates) 
   
Separable and 
detectable species 
Kinetically trapped  
species detectable 
Species at chemical equilibrium 
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3.1. Context of the chapter 
 
The peptidoglycan (PGN) layer found in the cell wall of bacteria is a characteristic and essential 
structure that forms a sacculus surrounding the cytoplasmic membrane as shown in Figure 3.1.   
 
Figure 3.1 - Schematic representation of Gram-positive and Gram-negative bacteria with a focus on the structure of 
their cell wall from Klug, W. S.; Cummings, M. R. Concepts of Genetics; Upper Saddle River, NJ: Pearson 
Education, 2006 
The glycan strands are composed of alternating N-acetylglucosamine (GlcNAc) and N-
acetylmuramic acid (MurNAc) residues linked by 1–4 bonds. Each MurNAc residue is then 
substituted on its D-lactyl moiety by a peptide stem whose primary structure varies according to 
the bacterial species.  
In general, the peptide stem consists of the pentapeptide NH2-L-Ala-D-iGlu-m-A2pm (or L-Lys)-
D-Ala-D-Ala-OH. The m-A2pm residue is mostly found in Gram negative bacteria and Bacillus 
species while L-Lys is mostly found in Gram positive bacteria. The chemical composition of this 
type of PGN is presented in Figure 3.2.  
 
Figure 3.2 - General structure of the peptidoglycan in Gram negative and Bacillus bacteria from The Structure of 
Bacterial Cell Wall of N. Jean, C. Bougault & J.P. Simorre 
PGN fragments (often referred as “muropeptides”) are soluble fragments that can act as 








as signal molecules in spore resuscitation and germination. The induction of β-lactamase 
production can also be triggered by an accumulation of PGN fragments. In eukaryotes, the 
detection of muropeptides is perceived as a sign of bacterial invasion and initiates an immune 
response.  
Because of its importance for bacteria and almost unique chemical composition in the living world, 
PGN is an ideal target for the use of antibiotics. Not surprisingly, numerous antibacterial 
antibiotics aim at inhibiting the peptidoglycan biosynthesis. For example, β-lactams are widely used 
in clinical treatment for their antibacterial effects. However, the recurrent clinical use of such 
antibiotics has ultimately led to the emergence of bacterial resistance, which is now commonly 
found for β-lactams.  
The mechanism of bacterial resistance to antibiotics mainly relies on the introduction of various 
PGN chemical modifications. For example, the amidation of the carboxyl group of D-Glu present 
in the PGN peptide moiety contributes to the antibiotics resistance of methicillin-resistant 
Staphylococcus aureus (MRSA). Additionally, the deacetylation of N-acetyl glucosamine contained in 
the PGN glycan moiety prevents the binding of enzymes such as autolysins or PGN hydrolases 
and therefore protects the PGN from degradation. Finally, the O-acetylation of N-acetyl muramic 
acid is linked to the emergence of multiple resistances such as resistance to lysozyme or penicillin, 
endogenous autolysis or even macrophage killing. 
The chemical PGN modification is also advantageous for bacteria as the introduction of an 
amidation on the α-carboxyl of the ε-carboxyl group of the m-A2pm affects PGN recognition by 
the mammalian host innate immune system, facilitating bacterial infection.  
In this context, the development of reliable analytical methods to identify the muropeptide 
composition and especially, the chemical modifications of such fragments in complex samples is 
of major interest. 
In general, the peptidoglycan is enzymatically digested by a mutanolysin to generate the 
corresponding muropeptides, which are subsequently analyzed by reversed-phase (C18) high 
performance liquid chromatography (RP-HPLC). Though effective, the major limitations of this 
technique are the meticulous control over several experimental parameters, the large quantities of 
sample consumed and the difficulties to efficiently separate the chemically modified muropeptides 
from their unmodified equivalents. Also, because PGN fragments are naturally hydrophilic, the 
use of RP-HPLC is poorly adapted, even when an ion pairing agent is used (e.g. trifluoroacetic 
acid). The use of alternative more adapted chromatographic modes such as hydrophilic interaction 
chromatography (HILIC) could be considered, despite its lower separation efficiency compared 
to RP-HPLC.  
Because capillary zone electrophoresis (CZE) is particularly well-adapted for the separation of 
hydrophilic ionized and/or polar compounds, we introduced capillary zone electrophoresis 
coupled to mass spectrometry (CZE-MS) as an online tool for the separation and characterization 
of muropeptide. Besides, the major chemical modifications of muropeptides (the deacetylation of 
the glycan moiety and the amidation of the peptide moiety) are both involved in a modification of 
the global charge of the muropeptides in solution. As a result, CZE appears to be perfectly adapted 
to assess these chemical modifications, which are co-eluted by RP-HPLC.  
This work was initiated by the NetRBI ARC project (Action de Recherche Concertée) and the 
NetRBI action (Modelling of the Network Regulating Bacillus licheniformis BlaP β-Lactamase 








of Liège (Centre d'Ingénierie des Protéines, CIP) in collaboration with the Mass Spectrometry 
Laboratory. This project mainly concerns the refinement of the metabolic flux of PGN fragments 
to understand the resistance mechanisms implied in the antibiotic resistance in the model bacteria 
Bacillus spp.  
In our workflow, we first used the conventional RP-HPLC method to characterize the 
muropeptides contained in the PGN of Bacillus licheniformis. The identification of the muropeptides 
was performed by offline MALDI-MS and ESI-MS on a collection of 100 fractions collected 
during the chromatographic separation. Then, online CZE-ESI-MS was successfully applied on 
the same muropeptide mixture of B. licheniformis. A particular attention was taken concerning the 
chemical modifications of the muropeptides using CZE-ESI-MS and major chemical 
modifications including the amidation and the deacetylation were well characterized based on the 
use of tandem mass spectrometry. In particular, the development of an online CZE-ESI-MS³ 
method allowed for the first time to identify the amidation site among amidation isomers 
containing several amidation sites. 
The results are presented in the following section as a published research article in Electrophoresis. 
The related Supporting Information (SI) are presented directly after the article. In the present 
work, the sample preparation of the bacterial samples and HPLC-UV or HPLC-MS analysis were 
performed by Madeleine Boulanger while the CZE-ESI-MSn experiments and optimization were 
performed by myself. 
 
 
3.2. Results – published research article in Electrophoresis 
 
Bacillus licheniformis peptidoglycan characterization by CZE-MS: 
assessment with the benchmark RP-HPLC-MS method 
 
Madeleine Boulanger and Cédric Delvaux; Loïc Quinton; Bernard Joris;  
Edwin De Pauw and Johann Far 
 





































































































3.3. Results – Supporting Information  
 
 
Bacillus licheniformis peptidoglycan characterization by CZE-
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Edwin DE PAUW2 and Johann FAR2* 
1 Center for Protein Engineering, InBioS Research Unit, Quartier Agora, University of Liège, Allée du Six Août 
13, B-4000 Liège, Belgium 
2 Mass Spectrometry Laboratory, MolSys Research Unit, Quartier Agora, University of Liège, Allée du Six 
Août 11, B-4000 Liège, Belgium 
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During the growth exponential phase, Bacillus licheniformis cells were pelleted (4,300 g, 10 min, 4°C) 
and then resuspended in 20 mL of cold water. This suspension was added dropwise to 20 mL of a 
boiling solution of SDS/water (8/92, w/v) and boiled for one extra hour in a water bath. After an 
ultracentrifugation step (165,000 g, 60 min, 4°C), the insoluble material was washed with cold water 
until free of SDS. Covalently attached sugars and proteins were removed by successive treatments with 
α-amylase (final concentration of 200 µg.mL-1, 16-20h at RT), trypsin (200 µg.mL-1, 3h at 25°C) and 
pronase (500 µg.mL-1, 3h at 25°C). The insoluble material was recovered by ultracentrifugation 
(160,000 g, 60 min, 4°C), washed once in water, and suspended in 20 mL of hydrofluoric acid (48/52, 
v/v) to remove the teichoic acids. The mixture was incubated at 4°C for 48 hours under stirring. The 
insoluble material was recovered by ultracentrifugation (165,000 g, 60 min, 4°C) and washed 
successively with 8 M LiCl (twice), 0.1 M EDTA (twice) and water (twice). The insoluble material was 
freeze-dried and stored at 4°C. 
Before muramidase digestion, the PGN was weighted with an analytical balance and resuspended in 
water to obtain a final concentration of 11 mg of purified PGN per mL. 
Amidation isomers isolation 
In order to discriminate the amidation position on the m-A2pm, the disaccharide tripeptide -
dipeptide bearing one amidation was chosen. To this end, the disaccharide tripeptide - dipeptide 
bearing none, one or two amidations were collected by RP-HPLC between 28 and 30 minutes 
as they are co-eluted in HPLC. The collected fractions were pooled together, evaporated to 











HPLC – Mass Spectrometry detection 
The MALDI-MS analyses were achieved on the MALDI-TOF/TOF UltrafleXtreme (Bruker 
Daltonics, Bremen, Germany) using the reflectron mode and a mass range of 500-4,000 m/z 
(external TOF calibration using the “peptide calibration standard II” (Bruker)). The samples 
were crystallized with 20 mg.mL-1 of 2,5-dihydroxybenzoic acid matrix in acetonitrile/water 
(50/50, v/v) on an MTP AnchorChip 384 MALDI plate from Bruker. For the ESI-MS analyses, 
the Synapt G2 was used in positive ionization mode (+2.5 kV) and the mass range was fixed 
to 50-2,000 m/z using the resolution mode. The TOF mass spectrometer was externally 
calibrated using 10 µM sodium iodide in water/isopropanol (50/50, v/v)  
The SYNAPT G2 HDMS data were reprocessed using MassLynx v4.1 and the MALDI 
UltrafleXtreme data were reprocessed using DataAnalysis v4.0. 
Capillary activation and regeneration  
The capillary was conditioned by flushing successively water (25 psi, 5 min), MeOH/water 
(50/50, v/v) (25 psi, 5 min), water (25 psi, 5 min), 0.1 M NaOH (25 psi, 5 min), water (25 psi, 
5 min), 0.2 M HCl (25 psi, 10 min), water (25 psi, 10 min) and 100 mM FA (pH 2.38, BGE) 
(50 psi, 20 min). Prior to each run, the capillary was rinsed using BGE (25 psi, 5 min). 
 
LTQ-FT-ICR and AmaZon speed ETD analysers parameters 
All analyses were made in the positive ionization mode (+2.5 and +2.0 kV for LTQ-FT-ICR and 
AmaZon speed ETD analysers, respectively).  
The FT-ICR mass range was fixed to 400-2,000 m/z for a resolving power of 50,000 (@m/z: 400) and 
was externally calibrated using the Thermo Scientific calibration mixture as recommended by the 
manufacturer. Data dependent MSn (2 or 3) were performed using the linear trap quadrupole (LTQ). 








energy fixed at 35% and a mass selection window of 3 amu. Data were reprocessed using XCalibur 
software v2.0.  
The AmaZon speed ETD was used to perform ETD experiments with a 200-2,000 mass range. The 
acquisition of data was performed using the CZE-MS mode and the data dependent MS/MS and MS3 
were obtained with the default settings as recommended by the manufacturer, using either CID or 
ETD for ion activation. Data were reprocessed using DataAnalysis 4.0. 
LIQUID CHROMATOGRAPHY AND CAPILLARY ZONE ELECTROPHORESIS DETAILS 






















1 19.69 7.89 14 34.50 4.27 27 45.91 128.46 
2 23.14 2.17 15 35.79 70.80 28 47.33 11.00 
3 24.16 134.54 16 36.77 28.59 29 47.78 12.73 
4 25.00 4.57 17 39.48 1.91 30 48.25 83.08 
5 26.06 6.71 18 40.04 1.76 31 49.12 11.39 
6 27.08 362.05 19 40.88 2.47 32 49.54 13.86 
7 29.02 92.91 20 41.69 57.42 33 50.21 17.73 
8 29.91 55.87 21 41.99 57.26 34 52.03 81.10 
9 30.95 8.31 22 42.73 68.03 35 52.78 16.69 
10 31.19 5.45 23 43.01 69.45 36 54.11 29.56 
11 32.51 3.10 24 43.92 64.12 37 58.96 23.42 
12 33.27 4.37 25 44.07 25.614 38 59.81 5.74 
13 34.18 5.70 26 44.96 457.79 39 62.97 5.96 
a. Peak fraction numbering according to the Figure 2A in this article 
b. The content of PGN fragments were estimated from the peak area of the UV trace at 201nm proportionally to 
the injected PGN quantity in the column (1 mg/100 µL) assuming a constant response factor of the detector. The 


















a 24.52 n 44.45 
b 26.06 o 46.21 
c 28.97 p 47.02 
d 30.21 q 48.49 
e 30.67 r 51.15 
f 32.66 s 55.71 
g 34.11 t 58.04 
h 35.19 u 59.87 
i 36.58 v 60.48 
j 38.38 w 71.60 
k 39.65 x 86.22 
l 40.37 y 114.02 
m 43.01   



















state in ESI 
Detected charge 
state in MALDI 
1 
MONO:di–GlcNAc [M+H]+ N.D. 
MONO:di–1Ac [M+H]+ [M+H]+ 
ANHYDRO MONO:di [M+H]+ [M+H]+ 
MONO:di [M+H]+ [M+Na]+ 
2 
MONO:tri+1A+PO4 [M+H]+ [M+Na]+ 
DI:tri-tetra+1A–1Ac [M+2H]2+ [M+Na]+ 
3 
MONO:tri–GlcNAc [M+H]+ N.D. 
MONO:tri+1A–1Ac [M+H]+ [M+Na]+ 
MONO:tri+1A–GlcNAc [M+H]+ [M+Na]+ 
4 MONO:tri+1A–1Ac [M+H]+ [M+Na]+ 
5 MONO:tri+1A–1Ac [M+H]+ [M+Na]+ 
6 
ANHYDRO MONO:tri+1A [M+H]+ [M+H]+ 
MONO:tri+1A [M+H]+ [M+Na]+ 
7 
MONO:tri–1Ac [M+2H]2+ [M+Na]+ 
MONO:tri–GlcNAc [M+H]+ [M+Na]+ 
ANHYDRO MONO:tri [M+H]+ [M+H]+ 
MONO:tri [M+H]+ [M+Na]+ 
MONO:tri-di+2A [M+2H]2+ [M+Na]+ 
MONO:tri:di+2A–GlcNAc [M+H]+ N.D. 
ANHYDRO MONO:tri-di+2A [M+2H]2+ N.D. 
MONO:tri-di+2A–1Ac [M+2H]2+ N.D. 
8 
MONO:tri-di+1A–1Ac [M+2H]2+ [M+Na]+ 
MONO:tri-di+1A [M+2H]2+ [M+Na]+ 
9 MONO:tetra+1A–1Ac [M+H]+ [M+Na]+ 
10 MONO:tetra+1A [M+H]+ [M+Na]+ 
11 ANHYDRO MONO:tri-tetra+2A [M+2H]2+ N.D. 
12 MONO:tri-tetra+2A [M+2H]2+ [M+Na]+ 
13 MONO:tetra-tetra+1A–1Ac [M+2H]2+ [M+Na]+ 
14 
MONO:di–GlcNAc [M+H]+ N.D. 
MONO:di–1Ac [M+H]+ [M+Na]+ 
ANHYDRO MONO:di [M+H]+ [M+H]+ 
MONO:di [M+H]+ [M+Na]+ 
15 
MONO:tri-tetra+2A–1Ac [M+2H]2+ [M+Na]+ 
ANHYDRO MONO:tetra+1A [M+H]+ [M+H]+ 
MONO:tri-tetra+1A [M+2H]2+ [M+Na]+ 
16 MONO:tri-tetra+1A [M+2H]2+ [M+Na]+ 
17 MONO:tetra [M+H]+ [M+Na]+ 
18 MONO:penta+1A [M+2H]2+ [M+Na]+ 
19 MONO:penta+1A [M+2H]2+ [M+Na]+ 
20 ANHYDRO DI:tri-tetra+2A–1Ac [M+2H]2+ N.D. 




21 ANHYDRO DI:tri-tetra+2A [M+2H]2+ N.D. 
22 
DI:tri-tetra+2A–1Ac–GlcNAc [M+2H]2+ [M+Na]+ 
DI:tri-tetra+2A–GlcNAc [M+2H]2+ [M+Na]+ 
23 DI:tri-tetra+2A–2Ac [M+2H]2+ [M+Na]+ 
24 DI:tri-tetra+2A–1Ac [M+2H]2+ [M+Na]+ 
25 ANHYDRO DI:tri-tetra+1A [M+2H]2+ N.D. 
26 DI:tri-tetra+2A [M+2H]2+ [M+Na]+ 
27 Di:tri-tetra+1A–1Ac–GlcNAc [M+2H]2+ [M+Na]+ 
28 DI:tri-tetra+1A–2Ac [M+2H]2+ N.D. 
29 DI:tri-tetra+1A–1Ac [M+2H]2+ N.D. 
30 DI:tri-tetra+1A [M+2H]2+ [M+Na]+ 
31 ANHYDRO DI:tetra-tetra+2A [M+2H]2+ N.D. 
32 ANHYDRO DI:tetra-tetra+1A [M+2H]2+ N.D. 
33 
DI:tetra-tetra+2A–1Ac–GlcNAc [M+2H]2+ N.D. 
DI:tetra-tetra+2A [M+2H]2+ [M+Na]+ 
34 
TRI:tri-tetra-tetra+3A–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+2A–2GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+3A–1Ac –GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+3A–1Ac [M+3H]3+ [M+Na]+ 
TRI:tri-tetra-tetra+3A–2Ac [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+3A [M+3H]3+ [M+Na]+ 
35 
TRI:tri-tetra-tetra+2A–1Ac [M+3H]3+ [M+Na]+ 
TRI:tri-tetra-tetra+2A–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+2A–1Ac–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+2A–2Ac [M+3H]3+ N.D. 
36 
TRI:tri-tetra-tetra+2A [M+3H]3+ [M+Na]+ 
TRI:tri-tetra-tetra+2A–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+2A–1Ac–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+2A–2Ac [M+3H]3+ [M+Na]+ 
37 
TRI:tri-tetra-tetra+1A–GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+1A–1Ac –GlcNAc [M+3H]3+ N.D. 
TRI:tri-tetra-tetra+1A–2Ac [M+3H]3+ [M+Na]+ 
TRI:tri-tetra-tetra+1A–1Ac [M+3H]3+ N.D. 
38 
TRI:tri-tetra-tetra+1A  [M+3H]3+ [M+Na]+ 
TRI:tri-tetra-tetra+1A–1Ac [M+3H]3+ N.D. 
39 TETRA:tetra-tetra-tetra-tetra+2A–3Ac [M+3H]3+ [M+3H]3+ 
    
N.D for not detected 











Figure S2: IN-SOURCE DISSOCIATION PRODUCING THE DEACETYLATED FORM OF 
THE DISACCHARIDE TRIPEPTIDE - DIPEPTIDE BEARING 2 AMIDATIONS (MONO:TRI-
DI+2A, SEE PEAK “B” FROM TABLE 1) OBTAINED DURING CZE-ESI-MS EXPERIMENTS 
 
 
(A) Extracted electropherogram of peak “b” from Table 1; (B) mass spectrum at 26.06min showing the 
presence of disaccharide tripeptide – dipeptide bearing two amidations (m/z: 556.76939 as [M+2H]2+) 
and (C) ) mass spectrum at 26.06min showing the presence of the in-source formation of the deacetylated 
disaccharide tripeptide – dipeptide bearing two amidations (m/z: 535.76428 as [M+2H]2+). Loss of the 
































Figure S3: ETD SPECTRUM OF THE DISACCHARIDE TRIPEPTIDE - DIPEPTIDE WITH 
ONE AMIDATION 
 
ESI- ETD MS² spectrum of the disaccharide tripeptide dipeptide with 1 amidation at 38.17 min (parent 
ions: 1113.50 m/z, +1 charge state; 557.15 m/z, +2 charge state). 1071.47 m/z is the loss of the remaining 
acetyl on the glycan moiety. 926.31 m/z is GlcNAc-MurNAc-L-Ala-D-iGlu-m-A2pm*-D-Ala. 854.22 
m/z is GlcNAc-MurNAc-L-Ala-D-iGlu-m-A2pm*. 688.26 m/z and 617.18 m/z are characteristic of L-
Ala-D-iGlu-m-A2pm*-D-Ala-m-A2pm. 546.15 m/z is D-iGlu-m-A2pm*-D-Ala-m-A2pm. 417.08 m/z is 
m-A2pm*-D-Ala-m-A2pm. 










3.4. Conclusion and perspectives 
 
In this chapter, the use of Capillary Zone Electrophoresis coupled to Mass Spectrometry as a 
valuable alternative to the classical Reversed Phase Liquid Chromatography was demonstrated. The 
proposed CZE-MS provides several advantages.  
First, the online coupling between CZE and MS avoids the tedious and time-consuming offline 
ESI-MS or MALDI-MS characterization required after the fractionation of the RP-HPLC eluent 
to identify the different muropeptides. Moreover, this work demonstrated that the tedious 
reduction step using NaBH4 of the PGN fragment can be skipped for the CZE-MS characterization 
of these compounds. 
Then, the proposed CZE-MS method baseline separates the two major types of variants of PGN 
muropeptides, i.e. muropeptides bearing an amidation on their m-A2pm or muropeptides 
deacetylated on their glycan moiety. This result is in large contrast with the RP-HPLC separation 
where these species are most of the time co-eluted. Because these chemical variations are linked to 
bacterial antibiotics resistance and immune defense recognition, the proposed CZE-MS method in 
this chapter is of great biochemical interest. 
Finally, the use of tandem mass spectrometry including Collision Induced Dissociation (CID) and 
Electron Transfer Dissociation (ETD) permits the fine structural assignment of muropeptides. 
This chapter showed that CZE can separate amidation isomers when multiple amidations sites are 
available (i.e. species with a specific pattern of amidation but an identical chemical composition). 
Again, this separation contrasts with the separation obtained by RP-HPLC, where such species are 
co-eluted. The use of ETD-MS²/MS3 or CID-MS3 allowed the structural assignment of the position 
of the amidation within this kind of analyte when the intensity of the species is sufficient.  
This work opens up exciting opportunities about the characterization of PGN and especially, the 
chemical modifications bacteria implement on their PGN in response to various external stresses, 
including exposure to antibiotics. This method could also help in understanding the chemical 
modifications that super-resistant bacteria provide to their PGN composition.  
To fully benefit of the MS capabilities, the CZE-MS characterization of the PGN fragments could 
include an absolute quantification step based on the use of stable (heavy) isotope labelling similar 
to those commonly used for the absolute quantitation of peptides by LC-MS. This method has the 
potential to allow the exact determination of metabolic flux of PGN fragments of the bacteria 
under different (stress) condition. In addition, the use of the FLAG method, which mainly consists 
to introduce a gene within the bacterial genome to constitutively produce a marker peptide 
reflecting the size of the cell population, should also allow very accurate normalization of the 
quantified targets per cell amount and allow to refine the biological model of PGN pathways. 
Further development of the analytical method as well as cell engineering is required to achieve this 
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4.1. Context of the chapter 
 
As explained in Chapter 3, the peptidoglycan (PGN) is a layer found in the cell wall of bacteria 
that forms a structure surrounding the cytoplasmic membrane. Its primary function is to prevent 
lysis of the bacterium due to its own high intracellular osmotic pressure.  
During the lifecycle of the bacterium, the peptidoglycan is involved in various biochemical 
processes such as growth and division and is therefore continuously remodeled. This constant 
reshape induces the release of various PGN fragments, including peptides and muropeptides. 
Naturally, the release of cell-wall fragments would represent a substantial loss of resources if they 
were not recovered and recycled. Consequently, PGN fragments can be reincorporated in the 
cytoplasm’s cell to limit nutrient waste, as shown in Figure 4.1 (yellow part).  
 
Figure 4.1 - Biosynthesis and recycling of PGN fragments in bacteria, adapted from Park, J. T., Uehara, T. Microbiol 
Mol Bio Rev 2008, 72 (2), 211–227. 
Once recaptured, PGN fragments can be reallocated to de novo PGN biosynthesis (e.g. in Escherichia 
coli) or degraded to supply the metabolism of the cell (e.g. in Bacillus subtilis) according to the 
bacterial species.  
As explained in the previous chapter, bacteria introduce various chemical modifications to their 
PGN to acquire antibiotics resistance or reduce recognition by the mammalian host innate immune 
system during infection. Among these modifications, the amidation of carboxylic groups contained 
in the peptide moiety of PGN plays a crucial role. Indeed, the introduction of an amidation on the 
α-carboxyl of the ε-carboxyl group of the m-A2pm was shown to affect PGN recognition by the 
mammalian host innate immune system. Also, in methicillin-resistant Staphylococcus aureus (MRSA), 
the amidation of the D-Glu contributes to the outstanding antibiotics resistance of this strain.  
In this context, the development of reliable and robust analytical methods to detect and quantify 
cytoplasmic PGN fragments, along with their modified equivalents bearing an amidation is of great 
biochemical interest to better understand the PGN biosynthesis mechanism and the acquisition of 










Once again, this work was realized within the collaboration between Prof. Joris from the Center 
of Protein Engineering of the University of Liège (Centre d'Ingénierie des Protéines, CIP) and the 
Mass Spectrometry Laboratory during the NetRBI ARC project (Action de Recherche Concertée). 
In this chapter, we introduce the use of CZE-ESI-MS as a tool for the detection of three PGN-
derived peptides with their equivalents bearing one amidation in crude bacterial cytoplasmic 
extracts, as shown in Figure 4.2.  
 
 
Figure 4.2 - (A) Structure and chemical formula of the tripeptide; (B) Structure and chemical formula of the 
tetrapeptide; (C) Structure and chemical formula of the pentapeptide. Boxes indicate the potential amidation site 
The results showed that the CZE-ESI-MS method could successfully detect and separate all 
peptides of interest, including the peptides bearing an amidation. As expected, the species bearing 
an amidation presented a systematic increase of mobility (i.e. a lower migration time) compared to 
the unmodified species, in agreement with results obtained on muropeptides in Chapter 3. This 
effect was attributed to the neutralization of a partially negatively charged carboxylate group from 
the m-A2pm which provides a net gain of positive charge of the species in acidic conditions such 























as the BGE used during this work. The pKa value of the meso-diaminopimelic acid contained in 
the peptide moiety was also estimated based on the respective migration times of the unmodified 
species and the equivalent bearing an amidation. Finally, we investigated the use of a 13C 15N 
labelled tripeptide standard as used for the absolute quantitation using LC-MS in proteomics. This 
isotopically labelled standard allowed the absolute quantitation of the endogenous tripeptide in 
bacterial cytoplasmic extracts of bacteria grown in the presence or absence of antibiotics 
(cephalosporin). 
The results are presented in the following section as a submitted research article (the targeted 
journal is Analytical Chemistry from the American Chemical Society). The related Supporting 































4.2. Results – research article to be submitted in Analytical Chemistry 
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D-γ-Glu: D-isoglutamic acid 
GlcNAc: N-acetylglucosamine 
m-A2pm: meso-diaminopimelic acid 
MurNAc: N-acetylmuramic acid 
PGN: peptidoglycan 
BGE: background electrolyte 










Peptidoglycan (PGN) is an essential structure found in the bacterial cell wall. During the 
lifetime of the bacteria, PGN continuously undergoes degradation and biosynthesis to ensure 
various biochemical processes. PGN recycling process releases a large amount of fragments 
including peptides and muropeptides. PGN fragments also display a messenger function such 
as the induction of β-lactamase production in bacteria or the trigger of the immune response 
for mammals. PGN is also chemically modified by the introduction of an amidation on the 
carboxylic moiety of the diaminopimelic acid (m-A2pm) to alter PGN degradation by 
autolysins and affect the recognition by the mammalian immune system. Currently, the 
detection and quantitation of PGN-derived peptides in bacterial cytoplasm is still challenging, 
mainly due to the difficulty to separate these very hydrophilic peptides by RP-HPLC. The 
assessment of the amidation in these peptides by RP-HPLC is also a major issue due to their 
co-elution.  
Here we report the use of capillary zone electrophoresis coupled to mass spectrometry for the 
detection of three PGN peptides of interest and their equivalents bearing one amidation in 
bacterial cytoplasmic extracts. The quantitation of the tripeptide based on the 13C 15N 
isotopically labelled standard was also performed in crude cytoplasmic extracts of bacteria 
grown in the presence or absence of an antibiotics (cephalosporin). Despite the high complexity 
of the samples, the repeatability of the CZE-MS quantitation results was excellent, with 
standard deviations close to 1%. The global reproducibility of the method including biological 









Peptidoglycan (PGN) is a biopolymer composed of glycans and peptides that forms a 3D 
network surrounding the cytoplasmic membrane of most bacteria. Peptidoglycan ensures an 
essential structural role for the bacterial cell wall, strong enough to maintain the high osmotic 
pressure of the cytoplasm and yet sufficient flexible to allow cell reproduction.  
The PGN structure is composed of repeating β-(1→4)-(N-acetylglucosamine-β-(1→4)-N-
acetylmuramic) disaccharide usually cross-linked by short peptides, therefore named 
peptidoglycan.1 According to the bacterial strain, the D-lactyl group of each MurNAc residue 
is bonded to an oligopeptide with various possible sequences. In most cases, this peptide is 
composed of L-Ala - D-γ-Glu - m-A2pm(or L-Lys) - D-Ala - D-Ala where the last D-Ala residue 
is eliminated in the mature PGN. The final 3D network is obtained by cross-linking the peptide 
moieties of neighboring PGN fragments to form the cell wall. Again, the nature of this cross-
link is characteristic of the bacterial strain. For example, the PGN cross-link in Escherichia 
coli is achieved through a covalent bond between the m-A2pm and D-Ala residues of adjacent 
muropeptides2. Alternatively, Staphylococcus aureus uses a Gly5 interpeptide bridge to cross-
link its PGN3. 
During the lifetime of the bacteria, the PGN is constantly reshaped4 to adjust to the lifecycle of 
the bacteria, with a subsequent release of various PGN fragments, including peptides and 
muropeptides (i.e. peptides still bound to a glycan moiety). In some bacteria, these PGN 
fragments are reincorporated in the cytoplasm’s cell to limit nutrient waste. This phenomenon 
applies to Gram negatives such as E. coli but also to Gram positives such as B. subtilis5. Once 
recaptured, PGN fragments can be reallocated to de novo PGN synthesis6 (E. coli) or degraded 
by the cell to supply the metabolism7,8 (B. subtilis).  
Alternatively, cytoplasmic PGN fragments also display a messenger function for bacteria9. For 
 
 




example, in numerous Gram negative bacteria10 and in the Gram positive environmental 
species B. licheniformis11, the production of β-lactamase is induced by the presence of PGN 
fragments. Interestingly, some bacteria chemically alter the structure of their PGN by the 
introduction of an amidation on the free carboxylic moiety of their diaminopimelic acid (m-
A2pm)
12,13,14. This chemical modification was shown to be linked to the regulation of autolysins 
activity15 and PGN recognition by the mammalian host innate immune system16,17. As a result, 
the amidation of the m-A2pm seems to preserve the PGN from degradation and to promote 
bacterial infection.  
Because of its critical role for bacteria and almost unique composition in the living world, PGN 
is a target of choice for the use of antibiotics18. Recently, the emergence of bacterial resistance 
to antibiotics, including the appearance of so-called “super-bugs”, has requested the 
introduction of new strategies to combat bacterial infections19. To this end, a detailed 
understanding of the PGN lifecycle including both its biosynthesis and recycling processes is 
mandatory. In this context, the development of analytical approaches to detect and quantify 
cytoplasmic PGN peptides is required.   
Currently, the detection and quantitation of these PGN cytoplasmic peptides faces several 
analytical issues. First, the use of classical reversed-phase HPLC (which is the standard 
separation method for biochemists) fails to efficiently separate these small hydrophilic 
peptides, as they are eluted with the void volume. Then, a method for the efficient assessment 
of the amidation of these PGN peptides is also missing in the literature. Finally, the quantitation 
of these analytes in crude cytoplasmic extracts is still a very challenging analytical task due to 
the lack of separation or detection specificity of these analytes in complex matrices by the most 
frequently used analytical methods in biochemistry.  
Recent work by Boulanger and coworkers demonstrated the potency of a CZE-ESI-MS-based 
method to baseline separate various PGN muropeptides after digestion by a muramidase, 
 
 




including species bearing one or several amidation(s)20. CZE-ESI-MS was also successfully 
applied for the absolute quantitation of both peptides and proteins using the isotope-labelled 
standards method21,22. Currently, this approach is the golden standard for the absolute 
quantitation by MS23,24 and consists in the addition of isotopically heavy-labeled peptide 
standards to the samples at known concentrations. The ratio of the co-eluted peak areas between 
the endogenous and spiked isotopic-labeled peptide yields the absolute quantity of the targeted 
peptide. This method provides excellent quantitation results due to the high specificity 
(identical physico-chemical properties except the mass) of the isotope-labelled standards to the 
targeted peptides.  
In our study, we propose to introduce the use of CZE-ESI-MS for the analysis of cytoplasmic 
PGN peptides and their amidated counterparts in bacterial crude cytoplasmic extracts. The use 
of isotopically labelled peptide (13C 15N tripeptide) allows the absolute quantitation of the 
corresponding endogenous PGN peptide in crude bacterial cytoplasmic extracts of bacteria 
grown in the presence or absence of antibiotics (cephalosporin).   
MATERIALS AND METHODS 
Chemicals 
All background electrolytes reagents (formic acid) and solvents (isopropanol) were purchased 
from Sigma-Aldrich (Bornem, Belgium) and were « metal trace analysis » grade. Milli-Q ultra-
pure water was daily produced using system from Millipore (Molsheim, France) throughout 
the study.  
Cytoplasmic PGN peptides 
The PGN peptides targeted by this study are listed in the Table 1. When used as standards for 
method development, the tripeptide, tetrapeptide and pentapeptide were either synthesized 
following a reported synthesis protocol25 or purified from bacterial cytoplasmic extracts. In all 
 
 




cases, the structure of the standards was confirmed by tandem mass spectrometry (see 
Supporting Information Figures S1 to S3 for MS/MS spectra). The 13C 15N labelled tripeptide 
used for the quantitation method was prepared by the incorporation of a fully labelled 13C 15N 
m-A2pm into the tripeptide structure, resulting in a +9Da shift in the molecular mass (seven 
13C and two 15N in the m-A2pm. The detailed preparation of this standard will be reported in 
detail in a future publication. The structure of this standard was confirmed by tandem mass 
spectrometry (see Supporting Information Figure S4 for MS/MS spectra). 
Table 1: List of the peptides studied in this work with their respective sequences, chemical 
formulas and molecular weights.  
Peptide Sequence Chemical Formula Molecular 
weight 
Tripeptide L-Ala – D-γ-Glu – m-A2pm C15 H26 O8 N4  390.175 g.mol-1 
Tripeptide* L-Ala – D-γ-Glu – m-A2pm* C15 H27 O7 N5 389.190 g.mol-1 
Tripeptide L-Ala – D-γ-Glu – m-A2pm 13C7 15N2 C8 H26 O8 N2 399.192 g.mol-1 
Tetrapeptide L-Ala – D- γ-Glu – m-A2pm – D-Ala C18 H31 O9 N5  461.212 g.mol-1 
Tetrapeptide* L-Ala – D- γ-Glu – m-A2pm* – D-Ala C18 H32 O8 N6  460.228 g.mol-1 
Pentapeptide L-Ala – D- γ-Glu – m-A2pm – D-Ala – D-Ala C21 H36 O10 N6  532.249 g.mol-1 
Pentapeptide* L-Ala – D- γ-Glu – m-A2pm* – D-Ala – D-Ala C21 H37 O9 N7  531.265 g.mol-1 
* indicates an amidation on the m-A2pm. Bold indicates the 
13C 15N labelling of m-A2pm 
Sample preparation 
Preparation of bacterial cytoplasmic extracts with and without the presence of antibiotics 
Bacterial cells were cultivated in 100 ml LB medium at 37°C under 220 rpm agitation in a 
water incubator. Inoculation was made with a 16 h culture diluted 50 times. Cells were 
cultivated till mid-log phase before β-lactam addition when indicated (cephalosporin C with a 
final concentration of 7.5 µg.mL-1), then further cultivated for 2 hours and centrifuged. Pellets 
were washed 3 times in pure ice-cold water. Final suspension was heated 10 minutes at 100°C 
then cells were disrupted by sonication. Lysate was centrifuged for 30 minutes at 15,000g then 
the supernatant was filtered on a 10 kDa cut off. Samples were lyophilized and weighted with 
an analytical balance before final suspension in formic acid (10 mM). For PGN peptides 
quantification experiments, number of bacteria in each sample was quantified by flow 
cytometry using a FACSVerse® instrument (BD Biosciences). 
 
 




Cytoplasmic PGN peptides analysis by online CZE-ESI-MS 
The electrophoretic separation of the cytoplasmic peptides was performed on a P/ACE MDQ 
(Beckman Coulter – SCIEX Separations, Brea, California, USA) running under 32karat v7.0 
software. The CE apparatus was equipped with a bare fused-silica capillary of 50 µm inner 
diameter and 365 µm outer diameter with a total length of 90 cm. The capillary was conditioned 
using successively deionized water (25 psi, 5 min), MeOH/H2O 50/50 (25 psi, 5 min), deionized 
water (25 psi, 5 min), 0.1 M NaOH (25psi, 5min), deionized water (25 psi, 5 min), 0.2 M HCl 
(25 psi, 10 min) and deionized water (25 psi, 10 min). Finally, the capillary was flushed with 
the 100 mM FA BGE during 20 min at 50 psi. 
Before the first CZE run and between the different runs, the capillary was rinsed using BGE (25 
psi, 5 min) before hydrodynamically loading the different samples (mix of PGN peptides or 
cytoplasmic extracts) at 2 psi for 15 seconds (estimated injected volume of 44nL or 2.5% of the 
capillary volume)  
The CZE separation was performed applying 30 kV (normal polarity) for 60 minutes with a 1-
minute voltage ramping. The capillary was maintained at 25 °C during the entire sets of runs. 
The CE system was connected to the mass spectrometer through the EDA external adapter 
(Beckman, by passing the UV detector) to a sheath liquid microfluidic sprayer CEMS interface 
(PN 10-301347 ANALIS SL CE-MS Sprayer, Analis, Suarlée Belgium) operating in the 
microliter range. The selected sheath liquid was 50% iso-propanol in 10 mM FA delivered at 
1.5 µL.min-1 using a 1mL Hamilton syringe and an external syringe pump to ensure stable 
Taylor cone for ESI and minimum chemical noise during detection.  
ESI-MS detection was performed on a Thermo Scientific Q Exactive Orbitrap mass 
spectrometer (Thermo Scientific, Merelbeke, Belgium) equipped with the nanospray Flex ion 
source. The source temperature was set to 250°C. The Q Exactive mass range was fixed to 200-
1,000 m/z with a 70,000 resolving power at 200 m/z and was externally calibrated using the 
 
 




Thermo Scientific calibration mixture as recommended by the manufacturer. Data were 
reprocessed using the XCalibur software v3.1. 
RESULTS AND DISCUSSION 
Cytoplasmic PGN peptides analysis by online CZE-ESI-MS 
First, the method development for the separation of the unmodified PGN peptides was 
performed on a mixture of the tripeptide, tetrapeptide and pentapeptide (see Figure S5 in the 
Supporting Information for detailed structures). These peptides were prepared at 
approximatively 10uM each in a 10mM formic acid buffer. The obtained electropherogram is 
shown in Figure 1:  
 
Figure 1: (A) extracted electropherogram of the tripeptide (391.182 m/z as [M+H]+); (B) extracted 
electropherogram of the tetrapeptide (462.219 m/z as [M+H]+) and (C) extracted electropherogram of 
the pentapeptide (533.257 m/z as [M+H]+) 
As can be seen in Figure 1, these different PGN peptides are all baseline separated in less than 
30 minutes. The constant increase in the observed migration time from the tripeptide to the 
pentapeptide can be correlated to the increase in the respective molecular weight of these 
various PGN peptides at almost constant charge of the peptides due to the acidic background 












(A) extracted electropherogram of the tripeptide (391.182 m/z as [M+H]+); (B) extracted electropherogram of the tetrapeptide (462.219 m/z as [M+H]+) and (C)
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Amidation of the m-A2pm of PGN peptides: the example of the tripeptide 
As various bacterial strains are reported to present amidation on the m-A2pm contained in their 
PGN, the effect of this chemical PGN modification was investigated on a mixture of the 
tripeptide and the tripeptide bearing an amidation (see Figure S6 in Supporting Information for 
detailed structures). The obtained electropherogram is shown in Figure 2: 
 
Figure 2: (A) extracted electropherogram of the tripeptide (391.182 m/z as [M+H]+); and (B) extracted 
electropherogram of the tripeptide bearing one amidation on its m-A2pm (390.198 m/z as [M+H]
+) 
Figure 2 shows a substantial decrease of the migration time of the tripeptide bearing one 
amidation compared to the unmodified tripeptide. This result is in perfect agreement with 
recently published literature by Boulanger and coworkers for muropeptides20. This result points 
out an increase of the mobility of the analyte upon amidation, which can be associated to the 
conversion of the partially negatively charged carboxylic group of m-A2pm to a neutral amide 
group (-COO- is converted into -CO-NH2-). The comparison between the non-amidated and 
amidated species leads to an estimated pKa value for the carboxylic acid of m-A2pm of 2.25; 
consistent with the estimated value of 2.2 determined for muropeptides20. The complete 




(A) extracted electropherogram of the tripeptide (391.182 m/z as [M+H]+); and (B) extracted electropherogram of the tripeptide bearing one amidation on its m-
















Tripeptide with 1 amidation (m-A2pm)
 
 




Detection of PGN tripeptide, tetrapeptide, pentapeptide and equivalents bearing one 
amidation in a crude bacterial cytoplasmic extract  
The detection of three different PGN peptides (i.e. the tripeptide, tetrapeptide and pentapeptide) 
along with their equivalents bearing one amidation was performed on a crude bacterial 
cytoplasmic extract. The obtained electropherogram is shown in Figure 3: 
 
Figure 3: (A) extracted electropherogram of the tripeptide (391.18278 m/z as [M+H]+) in a bacterial 
cytoplasmic extract; (B) extracted electropherogram of the tetrapeptide (462.219 m/z as [M+H]+) in a 
bacterial cytoplasmic extract; (C) extracted electropherogram of the pentapeptide (533.257 m/z as 
[M+H]+) in a bacterial cytoplasmic extract; (D) extracted electropherogram of the tripeptide bearing 
one amidation (390.198 m/z as [M+H]+) in a bacterial cytoplasmic extract; (E) extracted 
electropherogram of the tetrapeptide bearing one amidation (461.235 m/z as [M+H]+) in a bacterial 
cytoplasmic extract and (F) extracted electropherogram of the pentapeptide bearing one amidation 
(532.273 m/z as [M+H]+) in a bacterial cytoplasmic extract 
As can be seen, the different targeted cytoplasmic peptides (unmodified or bearing one 
amidation) could all be detected, and baseline separated. Consistent with the results of the 
























Tetrapeptide with 1 amidation (m-A2pm)













(A) extracted electropherogram of the tripeptide (391.18278 m/z as [M+H]+) in a bacterial cytoplasmic extract; (B) extracted electropherogram of the
tetrapeptide (462.219 m/z as [M+H]+) in a bacterial cytoplasmic extract; (C) extracted electropherogram of the pentapeptide (533.257 m/z as [M+H]+) in a
bacterial cytoplasmic extract; (D) extracted electropherogram of the tripeptide bearing one amidation (390.198 m/z as [M+H]+) in a bacterial cytoplasmic
extract; (E) extracted electropherogram of the tetrapeptide bearing one amidation (461.235 m/z as [M+H]+) in a bacterial cytoplasmic extract and (F) extracted
electropherogram of the pentapeptide bearing one amidation (532.273 m/z as [M+H]+) in a bacterial cytoplasmic extract
 
 




migration time than their equivalents without amidation. Again, the comparison between the 
species with and without amidation leads to estimated pKa values of 2.20, 2.21 and 2.21 for the 
tripeptide, tetrapeptide and pentapeptide respectively. This result is in excellent agreement with 
the calculated values on the mix of the tripeptide standards with and without amidation (Figure 
2, pKa value of 2.25) and recent literature on muropeptides
20 (pKa value of 2.2). In the present 
analysis, the migration times of the different PGN peptides are shifted compared to the observed 
migration time for the standard peptides due to the higher complexity of the sample (crude 
cytoplasmic extracts). The use of a reference peptide as internal standard could correct these 
shifts by working with the relative migration time instead of the absolute migration time. In any 
case, the exact mass determination combined to the fragmentation pattern provided by the Q 
Exactive allows the confident identification of the targeted peptides despite the shift in 
migration time.  
Quantitation of the cytoplasmic PGN tripeptide in bacterial cytoplasmic extracts grown 
in the presence or absence of antibiotics (cephalosporin C)  
The absolute quantitation of the PGN tripeptide in cytoplasmic extracts of bacteria grown with 
or without the presence of cephalosporin (antibiotics) was performed using the 13C 15N labelled 
tripeptide. To this end, triplicates of bacterial cultures (biological triplicates) were grown with 
and without the presence of antibiotics (see Table 2). Each cytoplasmic extract was then 
analyzed by CZE-ESI-MS in triplicates (analytical triplicates). The normalization of the results 
between biological triplicates was performed by evaluating the number of cells in each sample 
using FACSVerse (a high-performance flow cytometer). The 13C 15N tripeptide was added at 
known concentration (see Table 2) to each cytoplasmic extract of these bacterial cultures prior 









Figure 4: (A) extracted electropherogram of the tripeptide (391.18278 m/z as [M+H]+) in a bacterial 
cytoplasmic extract with antibiotics; and (B) extracted electropherogram of the 13C 15N labelled 
tripeptide (400.20031 as [M+H]+) in a bacterial cytoplasmic extract with antibiotics and (C) associated 
mass spectrum with the extracted electropherogram at 35.22 min. The 399 to 402 m/z range was 
magnified 5x for better visualization  
As can be seen from Figure 4, the 13C 15N labelled and endogenous tripeptide present an 
identical migration time, supporting the merit of the proposed strategy for the absolute 
quantitation of the tripeptide in the bacterial cytoplasmic extracts. The direct ratio between the 
peak areas yields the concentration ratio of the species. Table 2 shows the results of the 


















(A) extracted electropherogram of the tripeptide (391.18278 m/z as [M+H]+) in a bacterial cytoplasmic extract with antibiotics; and (B) extracted
electropherogram of the 13C 15N labelled tripeptide (400.20031 as [M+H]+) in a bacterial cytoplasmic extract with antibiotics and (C) associated mass spectrum
with the extracted electropherogram at 35.22 min. The 399 to 402 m/z range was magnified 5x for better visualization
m/z










Table 2: List of the different samples of crude bacterial cytoplasmic extracts used in this study along with the measured number of cells (FACS), 
the concentration of added 13C 15N labeled tripeptide, the calculated concentration of cytoplasmic tripeptide and normalized concentration of 
tripeptide (FACS). Bold indicates the average values with SD values for the condition in presence of antibiotics and in absence of antibiotics.  
Sample Sample #1 Sample #2 Sample #3 Sample #4 Sample #5 Sample #6 
Addition of cephalosporin  
(antibiotics) 
No No No Yes Yes Yes 
Sample quantity  
(number of cells.µL-1) 
28,226 23,937 25,892 25,860 28,202 25,734 
Spiked 13C 15N tripeptide (µmol.L-1) 18.78 20.59 19.90 22.10 17.16 19.23 













Normalized intracellular  
tripeptide (mmol.L-1) 
61.35 ± 0.61 84.30 ± 0.79 66.73 ± 1.34 101.88 ± 1.21 75.71 ± 0.12 78.55 ± 0.12 
70.79 ± 12.00 (RSD=16.9%) 85.38 ± 14.36 (RSD=16.8%) 
 
 





Table 2 highlights different important features of the method. First, the standard deviation (SD) 
determined for the analytical triplicates (same analyzed sample) is generally close to 1%. This 
low SD value points out the high repeatability of the CZE-ESI-MS method; even for the 
analysis of highly complex matrices such as crude bacterial cytoplasmic extracts. Then, the 
comparison between biological replicates (1 to 3 and 4 to 6) reveals that the biological 
repeatability is lower, with SD values around 16%. This higher value can be explained by the 
inherent biological heterogeneity of bacterial phenotype in stressful conditions, where different 
sub-populations can coexist26,27. The comparison between samples grown in the absence of 
cephalosporin (1 to 3) and in the presence of cephalosporin (4 to 6) shows an overall increase 
in the concentration of cytoplasmic tripeptide. This result highlights the ability of the method 
to perform the absolute quantitation of cytoplasmic PGN peptide concentrations in different 
stress conditions (for example here: the presence or absence of antibiotics during growth) as 
long as the isotope-labelled standards are available.  
CONCLUDING REMARKS 
In this work, we introduce the use of CZE-ESI-MS for the baseline separation of PGN 
cytoplasmic peptides ranging from the tripeptide to the pentapeptide. The effect of the 
amidation of the carboxylic group of m-A2pm was also assessed and showed to increase the 
mobility of the PGN peptides bearing an amidation in acidic conditions. The comparison 
between unmodified species and their equivalents bearing one amidation leads to a pKa 
estimation for the free carboxylic group of m-A2pm around 2.2-2.3. This value is in excellent 
agreement with published results for muropeptides with a pKa estimation close to 2.2
20. The 
method was also tested on a crude bacterial cytoplasmic extract to examine the performance of 
the method on a complex matrix. In this case, the method detected, and baseline resolved the 
tripeptide, tetrapeptide and pentapeptide with their counterparts bearing an amidation. Again, 
the amidated species systematically presented a lower migration time, consistent with previous 





observations. Finally, a quantitation method was developed based on the use of the isotope-
labelled (13C and 15N) tripeptide. As this species shares almost an identical migration time to 
the endogenous cytoplasmic tripeptide, the absolute quantitation of this PGN peptide was 
performed based on the comparison of their respective peak areas. The analytical performances 
of the method were assessed on biological and analytical triplicates. The quantitation results 
were normalized by the accurate counting of the cell number in each sample using high-
performance flow cytometry (FACS). The analytical repeatability of the CZE-ESI-MS method 
was excellent, with standard deviations close to 1% for each sample. In contrast, the biological 
variability was significantly higher with standard deviations close to 16% but was still excellent. 
The comparison of the measured tripeptide concentrations between conditions with and without 
antibiotics revealed an increased concentration of tripeptide in samples grown in the presence 
of antibiotics. This increase is in agreement with the results previously found in E. coli cells 
treated with β-lactam, where PGN degradation system activity is increased, generating more 
PGN degradation products (among others the anhMurNAc-peptide)28. This result also indicates 
the great potential of the present method to precisely quantify the bacterial cytoplasmic 
concentrations of PGN peptides (including species bearing an amidation) in samples grown in 
various stress conditions. The determination of the cytoplasmic PGN peptide levels could also 
be used to assess the de novo biosynthesis or degradation of such species by mutation of the 
putative involved genes. The profiling of the bacterial strain could also be considered by 
comparing the respective amount of each cytoplasmic PGN peptide along with its level of 
amidation. From a methodological point of view, the applied quantitation method for the 
tripeptide could also be applied for the other PGN peptides (with or without amidation), 
peptides or even any kind of molecules if the isotope-labelled equivalent is available.  
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Figure S1: HCD MS/MS spectrum of the tripeptide standard. Bold red indicates the m/z of the 
characteristic ions for structural assignment, bold blue indicates loss of water and bold green 
indicates the combined loss of HCOOH and NH3. The list below summarizes the different m/z 
of the fragment ions, their structures, their chemical formulas and their respective mass 
accuracies:  
m/z Structural assignment  Chemical formula Mass accuracy 
391.18163 Ala-γ-Glu-m-A2pm C15H26O8N4 -1.81ppm 
373.17125 Ala-γ-Glu-m-A2pm with a H2O loss  C15H24O7N4 -1.42ppm 
328.14971 Ala-γ-Glu-m-A2pm with a “HCO2H + NH3” loss C14H21O6N3 -1.82ppm 
320.14474 γ-Glu-m-A2pm  C12H21O7N3 -1.53ppm 
302.13421 γ-Glu-m-A2pm with a H2O loss  C12H19O6N3 -1.49ppm 
257.11271 γ-Glu-m-A2pm with a “HCO2H + NH3” loss C11H16O5N2 -1.91ppm 
191.10225 m-A2pm C7H14N2O4 -1.99ppm 
173.09183 m-A2pm with a H2O loss  C7H12N2O3 -1.39ppm 
128.07049 m-A2pm with a “HCO2H + NH3” loss C6H9NO2 -0.94ppm 
 
 












































Figure S2: HCD MS/MS spectrum of the tetrapeptide standard. Bold red indicates the m/z of 
the characteristic ions for structural assignment and bold blue indicates loss of water. The list 
below summarizes the different m/z of the fragment ions, their structures, their chemical 
formulas and their respective mass accuracies:  
m/z Structural assignment  Chemical formula Mass accuracy 
462.21944 Ala-γ-Glu-m-A2pm-Ala  C18H31O9N5 -0.02ppm 
444.20886 Ala-γ-Glu-m-A2pm-Ala with a H2O loss C18H29O8N5 -0.07ppm 
391.18163 Ala-γ-Glu-m-A2pm  C15H26O8N4 -0.07ppm 
373.17125  Ala-γ-Glu-m-A2pm with a H2O loss  C15H24O7N4 -0.08ppm 
302.13421  γ-Glu-m-A2pm with a H2O loss  C12H19O6N3 -0.26ppm 












































Figure S3: HCD MS/MS spectrum of the pentapeptide standard. Bold red indicates the m/z of 
the characteristic ions for structural assignment and bold blue indicates loss of water. The list 
below summarizes the different m/z of the fragment ions, their structures, their chemical 
formulas and their respective mass accuracies:  
m/z Structural assignment  Chemical formula Mass accuracy 
533.25711 Ala-γ-Glu-m-A2pm-Ala-Ala C21H36O10N6 +1.01ppm 
515.24661 Ala-γ-Glu-m-A2pm-Ala-Ala with a H2O loss C21H34O9N6 +1.18ppm 
462.21978 Ala-γ-Glu-m-A2pm-Ala  C18H31O9N5 +0.71ppm 
444.20926 Ala-γ-Glu-m-A2pm-Ala with a H2O loss C18H29O8N5 +0.83ppm 
373.17208  Ala-γ-Glu-m-A2pm with a H2O loss  C15H24O7N4 +0.80ppm 
302.13488  γ-Glu-m-A2pm with a H2O loss  C12H19O6N3 +0.73ppm 
173.09223 m-A2pm with a H2O loss  C7H12N2O3 +0.92 ppm 
 
 











































Figure S4: HCD MS/MS spectrum of the 13C 15N tripeptide standard. Bold red indicates the 
m/z of the characteristic ions for structural assignment, bold blue indicates loss of water and 
bold green indicates the combined loss of HCOOH and NH3. The list below summarizes the 
different m/z of the fragment ions, their structures, their chemical formulas and their respective 
mass accuracies (bold m-A2pm stands for 
13C 15N m-A2pm):  
m/z Structural assignment  Chemical formula Mass accuracy 
400.19976 Ala-γ-Glu-m-A2pm 13C7 15N2 C8H26O8N2 -0.32ppm 
382.18918  Ala-γ-Glu-m-A2pm with a H2O loss  13C7 15N2 C8H24O7N2 -0.39ppm 
335.16721 Ala-γ-Glu-m-A2pm with a “H13CO2H + 15NH3” loss 13C6 15N C8H21O6N2 -0.81ppm 
329.16254  γ-Glu-m-A2pm  13C7 15N2 C5H21O7N -0.73ppm 
311.15204  γ-Glu-m-A2pm with a H2O loss  13C7 15N2 C5H19O6N -0.59ppm 
266.13056 γ-Glu-m-A2pm with a “HCO2H + NH3” loss 13C7 15N2 C4H16O5 -0.71ppm 
200.12003 m-A2pm 13C7H1415N2O4 -0.80pm 
182.10952 m-A2pm with a H2O loss  13C7H1215N2O3 -0.55ppm 
135.08770 m-A2pm with a “H13CO2H + 15NH3” loss 13C6H915NO2 -0.52ppm 
 











































Figure S5: Structure and chemical formula of the tripeptide; (B) Structure and chemical 




Figure S6: (A) Structure and chemical formula of the tripeptide and (B) Structure and chemical 































(B) Tripeptide : L-Ala – γ-Glu – m-A2pm*
* indicates an amidation





Demonstration of the pKa estimation of the m-A2pm in PGN-derived peptides: 
The reference used for this demonstration is the book and eBook: “High Performance Capillary 
Electrophoresis: A primer” edited by Agilent Technologies, by B. Gaš, C. Sänger van de 
Griend, and P. Muijselaar. 
- µeff : effective electrophoretic mobility (experimental electrophoretic mobility) 
- α: dissociation or ionization coefficient, as ratio of ionized species content over non-
ionized species content 
- µe: electrophoretic mobility of the fully charged species in solution (i.e. maximum 
mobility) 
µeff = α × µe 
This formula is usually applied for weak mono-acids or mono-bases. Here, we only consider 
the free carboxylic moiety of the diaminopimelic acid to access its pKa value. All amino-groups 
present in the species are considered to be fully ionized (i.e. in the form of ammonium groups 
-NH3
+) at the pH of the background electrolyte (pH=2.38) because their respective pKa are 
assumed to be greater than 7. 
We also assume that the peptide bearing an amidation is never ionized on its m-A2pm carboxylic 
moiety since amide groups cannot dissociate or accept a charge in aqueous solution. Because 
the species bearing the amidation presents the highest mobility (i.e. the lowest migration time), 
µamidated is in this case equivalent to µe.  
The unmodified peptide (that is non-amidated species) has the lowest mobility (i.e. the largest 
migration time) as its carboxylic moiety is in equilibrium between carboxylate (-COO-) and 
carboxylic form (-COOH) in solution: µnon-amidated is therefore equivalent to µeff. 
If we rewrite the above-mentioned equation with the introduced terms, we obtain: 
µnon−amidated = α × µamidated 
 










where “µ” is the experimental electrophoretic mobility, “l” and “L” are the capillary length and 
the capillary length until the detector (in the case of CZE-MS, these distances are identical), 
“MT” is the migration time, and “E” is the applied electric voltage on the capillary during the 
separation. 














As a result, the comparison of the migration times of the unmodified peptide and the peptide 
bearing an amidation reflects the ionization coefficient of the carboxylic group of the m-A2pm.  











[H+] can easily be found since [H+] = 10−pH and pKa = −log 10(Ka) 
The incorporation of the numerical MT values yields: 








≈ 8.22 × 10−3 
𝐩𝐊𝐚 = −log 10(8.22 × 10
−3) ≈ 𝟐. 𝟎𝟖 
 













≈ 8.46 × 10−3 
𝐩𝐊𝐚 = −log 10(8.46 × 10
−3) ≈ 𝟐. 𝟎𝟕 








≈ 8.54 × 10−3 
𝐩𝐊𝐚 = −log 10(8.54 × 10
























4.4. Conclusion and perspectives 
 
In this chapter, the use of Capillary Zone Electrophoresis coupled to Mass Spectrometry as a 
valuable tool for the baseline separation of three PGN-derived peptides in crude bacterial 
cytoplasmic extracts has been demonstrated. In addition, the separation of their equivalents bearing 
an amidation on the meso-diaminopimelic acid (m-A2pm) was also performed, as CZE provides a 
baseline resolution of these modified peptides.  
The pKa value of the m-A2pm could be estimated based on the comparison of the migration time 
of the unmodified peptide and the equivalent bearing the amidation. The complete demonstration 
was included into the Supporting Information (see Appendix). The estimated pKa values of the 
carboxylic moiety of the diaminopimelic acid is then around 2.1, which is consistent with the value 
found in Chapter 3 for muropeptides (pKa ≈ 2.2). 
In complement, the quantitation of the endogenous tripeptide was performed based on the 
addition of 13C 15N tripeptide standard prior to the analysis. The results show a high repeatability 
of the analytical triplicates, highlighting the robustness of the method, even with highly complex 
samples such as crude bacterial cytoplasmic extracts.  
The comparison between samples where bacteria were grown in the presence of antibiotics with 
samples where the bacteria were grown in the absence of antibiotics shows a slight increased 
concentration (+20%) of the tripeptide in the samples grown with antibiotics, although the 
relatively high “biological” standard deviation does not make this result statistically significantly 
different (RSD≈16%). This result is in agreement with reported evidence of an increase in the 
generation of PGN fragments in the presence of β-lactam antibiotics in E. coli.  This result shows 
the great potency of the developed method to follow the intensity of multiple PGN-derived peptide 
levels in bacteria grown in different stress conditions. As a result, the developed methodology could 
provide insights in the different PGN-related mechanisms / pathways inside bacteria.  
Finally, the proposed method for the quantitation could be implemented for any cytoplasmic PGN-
derived peptides of interest (including the peptides bearing one amidation) as long as an isotopically 
labelled standard of known concentration is available.  
This work provides a robust and easy method for the assessment of PGN-derived peptides in crude 
cytoplasmic extracts. In particular, the baseline separation of the equivalents bearing an amidation 
on the m-A2pm, which is not accessible by classical reversed-phase HPLC, is of particular 
biochemical importance, since such chemical modification was linked to antibiotics resistance and 
PGN recognition by the mammalian host innate immune system. Finally, the absolute quantitation 
of these analytes based on the incorporation of the isotopically labelled standard was also 
demonstrated on the case of the tripeptide. This method could be expanded to the other PGN-
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5.1. Context of the chapter 
 
Disulfide bonds are post translational modification playing essential roles in the biological activity 
and stability of numerous peptides and proteins. Intra-molecular disulfide bonds are found in 
various natural-occurring peptides such as animal venoms. In such peptides, the appropriate 
cysteine connectivity provides the required conformation for the efficient binding to the molecular 
targets, which ensures their bioactivity. The characterization of cysteine pairing is still a challenging 
issue in the analysis of peptides targeting pharmaceutical or pharmacological utilizations. Thus, the 
use of sensitive, robust and efficient characterization techniques to assess the cysteine pairing is 
crucial.  
The recent introduction of the gas-phase separation of disulfide isomers of peptides bearing two 
intra-molecular disulfide bonds (i.e. peptides with identical amino acid sequence but different 
cysteine connectivities) by Massonnet and coworkers using TWIM-MS paved the way for the use 
of mobility-based techniques for this challenging analytical issue. As demonstrated in the following 
Figure extracted from the article “Ion Mobility Mass Spectrometry as a tool for the structural 
characterization of peptides bearing intramolecular disulfide bonds” by Massonnet et al, JASMS 
(2016), 27 (10), 1637–1646, TWIM-MS was able to discriminate the three different disulfide 
isomers of the same peptide under appropriate IMS conditions:  
 
Figure 5.1 - Plots of the TWIM-MS ATDs of different peptide adducts ([M+4H]4+, [M+5H]5+ and [M+4H+K]5+) 
for sequence-identical peptides having different cysteine connectivities from Massonnet et al. Ion Mobility-Mass 
Spectrometry as a Tool for the Structural Characterization of Peptides Bearing Intramolecular Disulfide Bond(S). J. 
Am. Soc. Mass Spectrom. 2016, 27 (10).  





In this chapter, the separation of the disulfide isomers of three peptides of various lengths bearing 
two intra-molecular disulfide bonds but different cysteine connectivities have been tested using 
Capillary Zone Electrophoresis (CZE) and Travelling Wave Ion Mobility (TWIM) coupled to Mass 
Spectrometry (MS). As indicated in Figure 5.2, these two separation techniques are mobility-based 
techniques (TWIM in the gas phase, CZE in solution). Consequently, the relevant separation 
parameters (highlighted in red in Figure 5.2) are the charge of the analyte and a structural parameter 
which is the collision cross section (CCS) in TWIM and the hydrodynamic radius Rh in CZE.  
 
Figure 5.2 - Schematic representation of IMS and CZE along with the respective separation equations 
In complement to these experimental approaches, a theoretical calculation method was also 
implemented to get insights into the structures of these highly constrained peptides in solution and 
in the gas phase. This theoretical method was based on the optimization of the structures of each 
disulfide isomer in vacuo and in solution to extract various physicochemical parameters. From 
these values, the separation efficiency of each method was assessed. Finally, the comparison of gas 
phase and in-solution results and in particular, the respective migration orders allowed addressing 
potential structural changes after desolvation by the electrospray ionization.  
The results are presented in the following section as a submitted research article in Analytical 
Chemistry (submitted on July 15th, 2019). The related Supporting Information (SI) are presented 
directly after the article. In the present work, the IM-MS experiments were performed by Philippe 
Massonnet and Christopher Kune, the CZE-MS(MS) experiments were performed by myself and 
the theoretical calculations were performed by Christopher Kune and Johann Far.  
 
 
Ion Mobility : 
Separation in the gas phase according to both
charge (q) and collision cross section (Ω)
Capillary Electrophoresis : 
Separation in solution according to both charge (q)  
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5.2. Results – research article submitted in Analytical Chemistry 
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ABSTRACT  
Disulfide bonds between cysteine residues are commonly involved in the stability of numerous 
peptides and proteins and are crucial for providing biological activities. In such peptides, the 
appropriate cysteine connectivity ensures the proper conformation allowing an efficient binding 





to their molecular targets. Disulfide bond connectivity characterization is still challenging and 
is a critical issue in the analysis of structured peptides/proteins targeting pharmaceutical or 
pharmacological utilizations. This study describes the development of new and fast gas-phase 
and in-solution electrophoretic methods coupled to mass spectrometry to characterize the 
cysteine connectivity of disulfide bonds. For this purpose, disulfide isomers of three peptides 
bearing two intra-molecular disulfide bonds but different cysteine connectivity have been 
investigated. Capillary Zone Electrophoresis (CZE) and Ion Mobility (IM) both coupled to 
Mass Spectrometry (MS) were used to perform the separation in both aqueous and gas phases, 
respectively. The separation efficiency of each technique has been critically evaluated and 
compared. Finally, theoretical calculations were performed to support and explain the 
experimental data based on the predicted physicochemical properties of the different peptides. 
INTRODUCTION 
Disulfide bonds are post-translational modifications (PTMs) playing crucial roles in the 
foundation of biological activities and in the stabilization of peptide or protein structures1,2 . 
Intramolecular disulfide bonds are found in several naturally occurring peptides such as 
cyclotides3–6, defensins7–9 or animal venoms10–12. The native pairing of intramolecular disulfide 
bonds is in most cases mandatory to preserve the biological activity13,14. Indeed, misfolded 
variants generally lead to reduced biological activity and are degraded or recycled by enzymes 
to the native form15. For these reasons, the use of efficient characterization techniques to 
unambiguously access the cysteine pairing is of crucial importance. For this purpose, analytical 
methods involving nuclear magnetic resonance (NMR)16,17, X-Ray crystallography18 or 
enzymatic digestion followed by liquid chromatography and mass spectrometry analysis19,20 
have been developed. These strategies, while effective, present several disadvantages including 
large time and/or large sample consumption. In some cases, these traditional methods can even 
lead to an erroneous assignment of the disulfide bond connectivity, which then requires 





confirmation or rectification by an alternative method. In a recent example, the NMR disulfide 
bonds connectivity of peptides found in marine sponges has to be rectified by an alternative 
approach based on total chemical synthesis followed by HPLC21.  
More recently, gas phase fragmentation techniques coupled to mass spectrometry have been 
introduced on peptides bearing intramolecular disulfide bond(s)22–27 for disulfide connectivity 
elucidation. In this context, tandem mass spectrometry (MS/MS) such as Collision Induced 
Dissociation (CID)22,25 and Electron Transfer Dissociation (ETD)23,24,26 have been used 
successfully. However, these methods lead to poorly fragmented precursors when this strategy 
is applied on peptides with at least two intramolecular disulfide bonds. Consequently, the 
manual interpretation of complex fragmentation spectra is required, which hinders the 
systematic unambiguous disulfide bond connectivity assignment. 
Alternative analytical methods are then required to overcome these various issues. Interestingly, 
different groups showed that ion mobility-based techniques (e.g. gas-phase ion mobility and 
liquid-phase capillary electrophoresis) could be successfully used for disulfide bond 
connectivity assignment in peptides and proteins27,28. In these studies, Capillary Zone 
Electrophoresis (CZE) and Capillary Gel Electrophoresis (CGE) were used for the 
characterization of disulfide variants of recombinant IgG2 monoclonal antibodies28,29. More 
recently, He et al used a set of CZE-based methods for the analysis of identity, charge variants, 
and disulfide isomers of IgG monoclonal antibodies (mAbs)30. On the other hand, traveling 
wave ion mobility was also used in the gas phase for the separation of disulfide-bridged peptide 
isomers31,32. 
Capillary Zone Electrophoresis coupled to Mass Spectrometry (CZE-MS) presents several 
advantages over traditional methods such as NMR, X-ray crystallography or LC-MS(/MS). 
First, the significantly lower injected volume needed for CE analyses (usually in the range of 





tens of nanoliters) makes it particularly suited for samples available in very limited amounts 
such as toxins extracted from tiny venomous animals, e.g. bees, ants or wasps. Moreover, 
because CZE-based methods allow working with bare fused silica capillaries instead of 
expensive liquid chromatography (LC) columns, this analytical method offers a simple, organic 
solvent free, and economical alternative compared to LC.  
We show here that liquid-phase CZE coupled to MS can be used as a powerful complementary 
analytical method to gas-phase ion-mobility mass spectrometry (IM-MS) for the 
characterization of disulfide isomers both in the gas phase and in aqueous solutions. The 
complementarity of the techniques and their respective drawbacks are discussed. A workflow 
including molecular modeling was also introduced to support the experimental results obtained 
in the gas phase and in solution.  
MATERIALS AND METHODS 
Peptide synthesis 
All peptides used in this study are listed in table 1. Apamin was purchased from Sigma-Aldrich 
(Bornem, Belgium). All other peptides were synthesized following a previously reported 
synthesis protocol24,33.  
Table 1: List of the peptides used in this study with their sequences, connectivity of the cysteine residues, 
and molecular masses. All peptides bear two intramolecular disulfide bonds. * indicates a C-terminal 
amidation. 





ModGlob C1EGWFRFTKTGLEYC2TPGLC3LRWGKLC4 C1-C3/C2-C4 3161.49  
ModRibb C1EGWFRFTKTGLEYC2TPGLC3LRWGKLC4 C1-C4/C2-C3 3161.49 
ModBeab C1EGWFRFTKTGLEYC2TPGLC3LRWGKLC4 C1-C2/C3-C4 3161.49 
Apamin C1NC2KAPETALC3ARRC4QQH* C1-C3/C2-C4 2025.88 
ApaRib C1NC2KAPETALC3ARRC4QQH* C1-C4/C2-C3 2025.88 
ApaBea C1NC2KAPETALC3ARRC4QQH* C1-C2/C3-C4 2025.88 
α-conotoxin C1C2HSSWC3KHLC4 C1-C3/C2-C4 1301.46 
χ-conotoxin C1C2HSSWC3KHLC4 C1-C4/C2-C3 1301.46 
a the cysteine residues are identified by the number in subscript as the first, second, third or fourth cysteine residue 
present in the sequence from the N terminus to the C terminus 
b These peptides are synthetic peptides whose primary sequence was selected to provide optimized ionization 
efficiency using electrospray ion source 






All background electrolytes reagents (formic acid, acetic acid, and ammonium acetate) and 
solvents (isopropanol and methanol) were purchased from Sigma-Aldrich (Bornem, Belgium) 
and were “metal trace analysis” grade. A Milli-Q ultra-pure water system from Millipore 
(Millipore, Molsheim, France) was used throughout the study.  
Ion Mobility - Mass Spectrometry (IM-MS) 
Ion mobility experiments were performed on a SYNAPT G2 HDMS mass spectrometer 
(Manchester, UK) equipped with a traveling-wave ion mobility cell in positive ion mode using 
an electrospray (ESI) source. For all peptides, the capillary and sampling cone voltages were 
respectively 3.0kV and 20V. All peptides were infused at 1µmol.L-1 in a H2O/Acetonitrile 
(50/50 v/v) solvent mixture spiked with 0.1% formic acid. Data acquisition and data processing 
were performed using MassLynx v4.1. 
For the apamin isomers (Apamin, ApaRib and ApaBea), the wave velocity and the wave height 
in the ion mobility cell were, respectively, 2000 m.s-1 and 30 V, while the wave height and the 
wave velocity in the transfer cell were, respectively, 508 m/s and 0.1 V. The wave velocity and 
wave height in the trap were, respectively 500 m.s-1 and 0.5 V. The IMS cell pressure (N2) was 
1.64 mbar while the trap and the transfer pressures were 0.53 mbar of argon. Finally, the He 
cell pressure was 0.18 mbar.  
For the conotoxins (conotoxin α and conotoxin χ), the wave velocity and the wave height in the 
ion mobility cell were, respectively, 1250 m.s-1 and 30 V, while the wave height and the wave 
velocity in the transfer cell were respectively 508 m.s-1 and 0.1 V. The wave velocity and wave 
height in the trap were, respectively, 508 m.s-1 and 0.5 V. The IMS cell pressure (N2) was 2.00 
mbar while the trap and the transfer pressures were 0.61 mbar. Finally, the He cell pressure was 
0.24 mbar.  





Capillary Zone Electrophoresis-Mass Spectrometry (CZE-MS) 
A CESI8000 instrument (Beckman Coulter – SCIEX Separations) equipped with the External 
Detector Adaptor and a bare fused-silica capillary of 30µm inner diameter and 150µm outer 
diameter with a total length of 90cm were used. 32karats v10.1 was used to operate the CE 
apparatus. ESI-MS detection was performed on a LTQ FT Ultra 7T Hybrid Mass Spectrometer 
(Thermo Scientific Merelbeke, Belgium) instrument operating in positive ion mode (+2.5kV) 
with both Linear Trap Quadrupole (LTQ) and Fourier Transform – Ion Cyclotron Resonance 
(FT-ICR) mass analyzers. Mass ranges were set to 300-2000 m/z to reduce chemical noise 
during data acquisition. XCalibur v2.2 was used for data acquisition and data processing. The 
coupling between CZE and electrospray MS was performed using a microfluidic SL CE-MS 
coaxial sprayer from Analis (PN 10-301347, Analis, Suarlée, Belgium). 
All details regarding the capillary activation, the BackGround Electrolyte (BGE) and Sheath 
Liquid (SL) compositions are detailed in the Supporting Information. 
All CZE-MS runs were performed using the same procedure: the different peptides used in this 
study (listed in table 1) were co-injected with a reference peptide before the migration. The use 
of a reference peptide allows working with Relative Migration Times (RMT) instead of absolute 
migration times. The RMTs were calculated by dividing the migration time of the disulfide 
isomer by the migration time of the reference peptide as shown in the equation (1):  
RMT = 
absolute migration time (analyte)
absolute migration time (reference)
     (1) 
The reference peptides used in this study were chosen for their availability and widespread use 
as MS calibration compounds. For this purpose, [Glu1]-Fibrinopeptide B human or Glufib 
(EGVNDNEEGFFSAR, MW = 1570.57 Da) and MRFA (MRFA, MW = 523.65 Da) were 
selected as reference peptides. The reference peptide was selected according to the optimized 
pH conditions for efficient separation of the disulfide isomers. 





All data were collected and treated as follows. First, each pure disulfide isomer was injected in 
the presence of a reference peptide and electrophoretically migrated using the optimized BGE 
(Supporting Information – Table S1). The extracted electropherograms were recorded 
following the most abundant charge state detected in the MS spectrum. The RMTs were 
calculated for each run and an average RMT and its standard deviation were calculated for 6 
replicate measurements. In a second series of experiments, the mixture of all the disulfide 
isomers was injected and separated using the same method than previously described. The 
different isomers in the mixture were attributed by matching the RMTs of the pure disulfide 
isomers and the RMTs of the different isomers detected in the mixture. pH optimization of the 
BGE was required to obtain a baseline separation of the apamin and the conotoxin isomers.  
Theoretical Calculations: Structure Optimization using Molecular Mechanics 
Part 1: Structure optimization in vacuo (gas-phase optimization)  
In order to gain a better understanding of the measured arrival time distributions (IM-MS), 
theoretical calculations were performed using Molecular Mechanics (MM). For the gas-phase 
calculations, the structure of each disulfide isomer of each peptide was first drawn according to 
both its primary sequence and specific disulfide pattern. Chem3D software (Perkin Elmer) was 
used for low-energy conformation search using the Mercks Molecular Force Field MMFF9434. 
The structure of the most stable conformation (i.e. with the lowest steric energy) of each peptide 
was then refined using Gaussian09d software35 using the included Assisted Model Building 
with Energy Refinement (AMBER) force field36. The theoretical Collision Cross Sections 
(CCS) of these structures in N2 were finally calculated with IMoS
37,38 using the exact Hard 
Sphere Scattering model (EHSS). The workflow of these calculations is detailed in the 
Supporting Information (Supporting Information - Figure S1).  
 





Part 2: Structure optimization in water (solution optimization)  
Similarly to the workflow used for the gas-phase modeling, the structure of each disulfide 
isomer used in this study was drawn according to its primary sequence and specific disulfide 
pattern. From this non-optimized linear structure, an assessment of the charge state distribution 
as a function of pH was calculated based on the primary structure using the Henderson-
Hasselbalch equation. The structure of each disulfide isomer was then iteratively optimized 
using Gaussian09d by MM with the AMBER force field and the Polarizable Continuum 
Model39 (PCM) as a model to mimic the solvent effect for the different considered charge states. 
The pKa shifts of the residues in the computed isomer due to the folding were assessed after 
computing the new pKa values using H++
40–42 (http://biophysics.cs.vt.edu) and the 
preferentially charged residues were selected before structure re-optimization using 
Gaussian09d. When several residues could carry the charge, all of the possible structures were 
computed using Gaussian09d for structure optimization and the lowest total energy candidate 
was selected for the iterative structure optimization process. Typically, these apamins, 
conotoxins, and synthetic peptides required less than 10 iterations until the pKa values of the 
residues became stable. Finally, the individual gyration radii of each different structure (e.g. 
every considered charge state for each optimized structure of a disulfide isomer) were 
determined using PyMol43 v1.7 and the rgyrate python script. Because of the charge state of the 
peptides in solution is not an integer value, the final average gyration radii were calculated by 
a gyration radii ponderation by the averaged in-solution charge states (for example, if the 
considered charge state is 2.5, the final gyration radius was calculated using 50% of the gyration 
radius of the 2+ charge state and 50% of the gyration radius of the 3+ charge state). Finally, the 
gyration radii were converted into the corresponding hydrodynamic radii assuming a globular 
shape conversion factor (Rg= (3/5)
0.5×Rh ≈ 0.775×Rh)44 and the electrophoretic mobilities were 
estimated from the Stokes-Einstein equation (Supporting Information - Figure S2). 





RESULTS AND DISCUSSION 
IM-MS and CZE-MS characterization of the peptide isomers 
In an effort to evaluate the efficiency for the identification of the cysteine residues connectivity 
by CZE-MS (mobility measurement in solution) and IM-MS (mobility measurement in the gas 
phase), three peptides of various lengths (see Table 1) were analyzed by both techniques. These 
peptides all contain four cysteine residues within their structures and present three possible 
disulfide connectivity patterns (except for the conotoxin peptides where only two disulfide 
patterns were available). The same workflow was applied to the three systems. First, the 
analysis of the arrival time distributions provided by IM-MS was performed to retain the most 
efficient separation according to the different charge states observed in the gas phase (see 
Figures 2 and 3 for details). The experimental results were then supported by theoretical 
calculations of the CCS values on the studied charge states. In detail, each disulfide isomer of 
the different peptides was modeled in the gas phase. Charge states were attributed to match the 
experimental charge state by protonating the appropriate residues according to the proton 
affinity values of each residue45. After structure optimization, the CCS values were computed, 
and the separation efficiency of IM-MS was assessed in each case based on computed 
theoretical CCS values.  
Secondly, CZE-MS experiments were performed on the same peptides for the separation of the 
disulfide isomers in solution. The pH of the background electrolyte in CZE-MS was optimized 
to obtain the efficient separation of the isomers. The experimental results were supported by 
computational chemistry to calculate the theoretical average charge in solution and the 
optimized tridimensional structures were used to derive their respective theoretical gyration 
radii and the average hydrodynamic radii at the experimentally optimized pH. These values 
allowed the estimation of electrophoretic mobility values, leading to the assessment of the 





theoretical separation capabilities of CZE-MS in each case. The results of this workflow are 
presented in Figures 1, 2 and 3.  
Part 1: Synthetic Model Peptide  
First, the CZE-MS method development was performed on a synthetic 27-residue peptide 
whose disulfide isomers have recently been characterized by IM-MS31. In this work, Massonnet 
and co-workers showed that IM-MS enables a partial separation of the different disulfide 
isomers using the 4+ and 5+ charge states from proton adducts. The three different disulfide 
patterns of this peptide were labeled “ModBea” (C1-C2/C3-C4), “ModGlo” (C1-C3/C2-C4) and 
“ModRib” (C1-C4/C2-C3) following the commonly used Globular, Ribbon and Bead 
nomenclature. This peptide was selected as the first candidate to evaluate the performance of 
CZE-MS compared to those recently published using IM-MS31. The results are presented in 
Figure 1.  






Figure 1: CZE-MS determination of the relative migration time (RMT) of each disulfide isomer of the 
model peptide in 10% acetic acid - 20% isopropanol BGE, (A) performed on 6 separate replicates and 
(B) on 6 replicates of the isomer mix (C) Typical CZE-MS electropherogram obtained for a run in 10% 
acetic acid - 20% isopropanol BGE of a mix of the 3 disulfide isomers of the model peptide co-injected 
with Glufib as internal standard (the calculated RMTs allow isomer identification). (D) Table of the 
model peptides with their experimentally measured IM-MS arrival time distributionsa at the considered 
charge state, the theoretically predicted CCS obtained from the corresponding optimized structure, the 
experimentally measured CZE-MS RMT obtained at the optimized pH, the theoretically predicted 
average charge state and theoretically predicted average hydrodynamic radius (Rh) from the 
corresponding optimized structure, and the theoretically predicted electrophoretic mobility (µe)  
a measured arrival time distributions (ATDs) from Massonnet, P. et al, Ion Mobility-Mass Spectrometry 
as a Tool for the Structural Characterization of Peptides Bearing Intramolecular Disulfide Bond(S). J. 
Am. Soc. Mass Spectrom. 2016, 27 (10), 1637–1646 (Figure 6). 
b the charge state of these species was estimated at pH 2.26, the calculated pH for a 10% acetic acid 
background electrolyte (BGE), therefore not considering the influence of isopropanol on the pH of the 
BGE 
Part 2: Apamin 
The first biological peptide analyzed during this study, i.e. the apamin, is a naturally occurring 
C-amidated 18-residue peptide found in bee venom46. The amino acid sequence presents four 
Determination of RMT (separate disulfide isomers)
RMT = relative migration time          σ = standard deviation
n = number of replicates
(A) Determination of RMT (mix of the disulfide isomers)
RMT = relative migration time          σ = standard deviation
n = number of replicates
(B)
(C)
















































ModGlo 5.70 5+ 708 0.6939 +4.7 12.2 3.24 x 10-8
ModRib 5.95 5+ 722 0.7317 +4.9 13.9 2.96 x 10-8
ModBea 6.23 5+ 777 0.7123 +4.8 13.1 3.13 x 10-8
Gas phase Solution
(D)
Peptide RMT (n=6) σ (n=6) %σ (n=6)
ModGlo 0.6974 0.0016 0.23%
ModBea 0.7065 0.0009 0.12%
ModRib 0.7288 0.0011 0.15%
Peptide RMT (n=6) σ (n=6) %σ (n=6)
ModGlo 0.6939 0.0028 0.31%
ModBea 0.7123 0.0023 0.32%
ModRib 0.7317 0.0019 0.25%





cysteines allowing three possible folds, labeled “ApaBea” (C1-C2/C3-C4), the naturally 
occurring “Apamin” (C1-C3/C2-C4) and “ApaRib” (C1-C4/C2-C3). Figure 2 summarizes the 
experimental and theoretical results obtained for this peptide in the optimized conditions.  
 
Figure 2: IM-MS-obtained arrival time distributions (ATDs) of the 4+ charge state of (A) a mix of the 
3 apamin peptides (Apamin, ApaBea and ApaRib); (B) arrival time distributions (ATDs) of the 4+ 
charge state of ApaRib; (C) arrival time distributions (ATDs) of the 4+ charge state of Apamin; (D) 
arrival time distributions (ATDs) of the 4+ charge state of ApaBea; (E) CZE-MS determination of the 
relative migration time of each disulfide isomer of apamin on 6 separate replicates (upper part) followed 
by 6 replicates of the isomer mix (lower part) in 100mM ammonium acetate BGE (pH 6.98) co-injected 
with MRFA (the calculated RMTs allow isomer identification) (F) Typical CZE-MS electropherogram 
obtained for a run in 100mM ammonium acetate BGE of a mix of the 3 disulfide isomers of Apamin co-
injected with MRFA (the calculated RMTs allow isomer identification) (G) Table of the apamins with 
their experimentally measured IM-MS arrival time distributions (IMS) at the considered charge state, 
the theoretically predicted CCS obtained from the corresponding optimized structure, the 
experimentally measured CZE-MS RMT obtained at the optimized pH, the theoretically predicted 
average charge state and theoretically predicted average hydrodynamic radius (Rh) from the 
corresponding optimized structure, and the theoretically predicted electrophoretic mobility (µe)  













































Determination of RMT (separate disulfide isomers)
Determination of RMT (mix of the disulfide isomers)
RMT = relative migration time     σ = standard deviation


















(1) : RMT = 0.8546  
→  Apamin (C1-C3/C2-C4)
(2) : RMT = 0.8817  
→  ApaRib (C1-C4/C2-C3)
(3) : RMT = 0.9177  
→  ApaBea (C1-C2/C3-C4)
Time (min)























ApaRib 4.41 4+ 490 0.8840 +3.1 9.3 2.77 x 10-8
Apamin 4.41 4+ 504 0.8555 +2.9 9.2 2.80 x 10-8
ApaBea 4.85 4+ 619 0.9188 +2.9 9.6 2.59 x 10-8
Gas phase Solution
(G)
Peptide RMT (n=6) σ (n=6) % σ (n=6)
Apamin 0.8614 0.0020 0.23%
ApaRib 0.8899 0.0038 0.42%
ApaBea 0.9602 0.0064 0.67%
Peptide RMT (n=6) σ (n=6) % σ (n=6)
Apamin 0.8555 0.0023 0.27%
ApaRib 0.8840 0.0029 0.33%
ApaBea 0.9188 0.0013 0.15%





Part 3: Conotoxins 
Another biological peptide used in this study is a naturally occurring 11-residue conotoxin 
found in the venom of marine cone snails47. The amino acid sequence also displays four 
cysteines as presented in Table 1. Because of the vicinal position of the two first cysteines 
within the sequence, the chemical synthesis of the disulfide isomer C1-C2/C3-C4 was not 
attempted, therefore leading to the analysis of only two disulfide isomers, which are 
respectively labelled “α conotoxin” (C1-C3/C2-C4) and the naturally occurring “χ conotoxin” 
(C1-C4/C2-C3), in accordance with the nomenclature of conotoxins
48. Figure 3 summarizes the 
experimental and theoretical results obtained for this peptide in the optimized conditions.  
 
Figure 3: (A) IM-MS-obtained arrival time distributions (ATDs) of the 2+ charge state of a mix of the 
conotoxins; (B) arrival time distributions (ATDs) of the 2+ charge state of the α-conotoxin; (C) arrival 
time distributions (ATDs) of the 2+ charge state of χ-conotoxin; (D) CZE-MS determination of the 
relative migration time of each disulfide isomer of apamin on 6 separate replicates (upper part) followed 































(A) Determination of RMT (separate disulfide isomers)
Determination of RMT (mix of the disulfide isomers)
RMT = relative migration time          σ = standard deviation
















α conotoxin 6.65 2+ 346 1.0625 +1.1 8.3 1.19 x 10-8

























(1) : RMT = 1.0119
→ χ conotoxin (C1-C4/C2-C3)
(2) : RMT = 1.0612






Peptide RMT (n=6) σ (n=6) %σ (n=6)
χ conotoxin 1.0282 0.0031 0.30%
α conotoxin 1.0747 0.0018 0.17%
Peptide RMT (n=6) σ (n=6) %σ (n=6)
χ conotoxin 1.0137 0.0013 0.13%
α conotoxin 1.0625 0.0017 0.16%





with MRFA (the calculated RMTs allow isomer identification) (E) Typical CZE-MS electropherogram 
obtained for a run in 50mM ammonium acetate BGE of a mix of the 2 conotoxins co-injected with MRFA 
(the calculated RMTs allow isomer identification); the electropherogram of MRFA in (E) was extracted 
separately from the electropherogram of the conotoxins for better visualization. (F) Table of the 
conotoxins with their experimentally measured IM-MS arrival time distributions (IMS) at the considered 
charge state, the theoretically predicted CCS obtained from the corresponding optimized structure, the 
experimentally measured CZE-MS RMT obtained at the optimized pH, the theoretically predicted 
average charge state and theoretically predicted average hydrodynamic radius (Rh) from the 
corresponding optimized structure, and the theoretically predicted electrophoretic mobility (µe)  
pH influence on the efficiency of the CZE-MS separations 
The pH of the background electrolyte is a critical parameter to obtain an efficient separation of 
the peptide isomers. Indeed, pH influences the average charge state in solution of the peptides 
and therefore directly affects the separation efficiency of the method. Figure 4 shows the 
influence of a pH change for conotoxins from an unresolved isomers mixture in acidic 
conditions to a baseline separation in neutral conditions. 
 
Figure 4: CZE-MS determination of the relative migration time of each conotoxin on 6 separate 
replicates in (A) a 100 mM formic acid (pH 2.38) co-injected with Glufib and (B) in a 50 mM ammonium 
acetate BGE (pH 6.98) co-injected with MRFA. (C) and (D) represent typical electropherograms 












χ conotoxin 0.7040 +3.8 8.7 3.74 x 10-8
α conotoxin 0.7028 +3.8 8.3 3.92 x 10-8
Formic acid : pH = 2.38 NH4CH3COO : pH = 6.98
Determination of RMT (separate disulfide isomers)
RMT= relative migration time           σ = standard deviation
n = number of replicates























Determination of RMT (separate disulfide isomers)
RMT = relative migration time          σ = standard deviation
























(1) : RMT = 1.0119
→ χ conotoxin (C1-C4/C2-C3)
(2) : RMT = 1.0612











1.0282 +1.3 8.6 1.32 x 10-8




Peptide RMT (n=6) σ (n=6) %σ (n=6)
χ conotoxin 0.7040 0.0009 0.13%
α conotoxin 0.7028 0.0002 0.02%
Peptide RMT (n=6) σ (n=6) %σ (n=6)
χ conotoxin 1.0282 0.0031 0.30%
α conotoxin 1.0747 0.0018 0.17%





(C) and in a 50 mM ammonium acetate BGE co-injected with MRFA (D). The calculated RMTs allow 
isomer identification. The electropherogram of MRFA in (D) was extracted separately from the 
electropherogram of the conotoxins for better visualization. (F) Table of the conotoxins with their the 
experimentally measured CZE-MS RMT obtained in both pH conditions, the theoretically predicted 
average charge state and theoretically predicted average hydrodynamic radius (Rh) from the 
corresponding optimized structure, and the theoretically predicted electrophoretic mobility (µe) in both 
pH conditions 
Experimentally, the switch from acidic (100mM formic acid (FA), pH 2.38) to neutral 
conditions (50mM ammonium acetate, pH 6.98) allows the disulfide isomers to acquire a slight 
but sufficient charge state difference in solution to obtain baseline separation. Similar results 
were obtained for Apamin and ApaRib, with almost no separation under acidic conditions 
(Supporting Information – Figure S4) but an efficient separation was obtained under neutral 
conditions (Figure 3F). In this example, the effect of the pH on the separation is decisive 
because of the relatively small size of this peptide. In this peptide, the presence of two disulfide 
bonds highly constrains the structures of the corresponding disulfide isomers, leading to close 
hydrodynamic radius values. Consequently, the average charge state in solution is the critical 
parameter for an efficient separation by CZE-MS. When working in acidic conditions (100mM 
FA, pH 2.38), the calculated charges of both isomers are equal, leading to a lack of separation.  
Evaluation of the parameters affecting the separation of the ionized peptides in the gas 
phase and in solution with computational chemistry support 
The experimental results using IM-MS showed that a partial gas phase separation of the 
disulfide isomers was obtained in almost all studied cases. An efficient separation could be 
obtained if the CCS difference of the analyzed charge states was greater than the IMS resolution 
(as CCS/ΔCCS). In this context, the optimization of the ion mobility parameters (mainly wave 
velocity and wave height for a traveling wave instrument) is of paramount importance to obtain 
the most efficient gas-phase separation as they directly influence the experimental ion mobility 
resolution. This effect is demonstrated by the comparison of the experimental conditions of the 
apamins and the conotoxins. Despite the larger theoretical CCS difference for Apamin and 





ApaRib in comparison to the conotoxins, ApaRib and Apamin were experimentally unresolved 
while the conotoxins were partially resolved. The measured IMS diffusion using 
tetraalkylammonium salts49 suggested that the IMS resolving power (Peak APEX value divided 
by peak FWHM) was greater for the conotoxins than the apamins (Supporting Information - 
Table S2). In this study, the critical gas phase separation parameter, the CCS value, is directly 
linked to the balance between the way the disulfide bonds constrain the structure of the various 
disulfide isomers and the Coulomb repulsion between charged residues. Most of our disulfide 
peptide isomers were efficiently separated by IM-MS and only the Apamin and ApaRib isomers 
were unresolved. From a theoretical point of view, the predicted CCS values (see Figure 1, 2, 
and 3) supported the experimental migration order and the previously published results50. These 
values also pointed out that the structuring effect of the disulfide bonds directly affects the CCS 
values in the gas phase. Indeed, the peptide having the most constrained structure (i.e. the most 
compact disulfide isomer) presents the smallest CCS value and vice versa. Their CCS 
deviations are also less affected when the charge state of the peptide increased. When the 
disulfide patterns have a comparable structuring effect (leading to very close CCS values), an 
IM-MS separation of the peptide isomers is generally inefficient with the current resolving 
power (CCS/ΔCCS≈40-50) of IM-MS. As expected, the use of Collision Induced Dissociation 
(see Supporting Info – Figure S3) on unresolved species did not allow an unambiguous 
identification since MS/MS spectra were nearly identical. The assignment of the disulfide 
connectivity with high confidence based on the combination of arrival time distributions and 
fragmentation patterns is then not always achievable. 
In complement to IM-MS experiments, experimental results using CZE-MS showed that an 
almost baseline separation in solution was achieved in all studied cases, eventually after a pH 
optimization of the BGE (see next section for details). In the case of CZE-MS, the critical 
separation parameters are the average charge state in solution (q) and the average hydrodynamic 





radius (Rh) of the species, which are both influenced by the folding and consequently by the 
disulfide pattern. The most obvious effect of different disulfide patterns is the impact on the 
hydrodynamic radius. As the disulfide bonds are differently arranged in the peptide’s structure, 
the peptide is constrained into different conformations (one conformation per disulfide isomer) 
leading to different hydrodynamic radii. The second effect of the disulfide patterns is the 
influence on the average charge in solution. As demonstrated by several groups44,51, the pKa 
values of the ionizable side chains of the residues contained in peptides and proteins are directly 
affected by their chemical environment. In our study, the differences of q and Rh of all the 
disulfide isomers were sufficiently different to allow an efficient separation in the optimized 
pH of the background electrolyte by CZE-MS. In addition, the theoretical calculations 
unraveled the relative influence of these parameters in each case. Similar to the IM-MS results, 
these theoretical results matched with the experimental results in all case, except for Apamin 
and ApaRib. This slight discrepancy between the theoretical and experimental results may be 
caused by several approximations and initial guesses of the theoretical method in solution such 
as the presence of counter-ions, the conversion factor from Rg to Rh, or the dynamics of the 
system. Indeed, the conversion value used to obtain the hydrodynamic radii from the gyration 
radii is only valid for globular systems44. This value should be refined for each disulfide isomer 
to better match their respective genuine shapes.  
In general, the trend in the hydrodynamic radius is followed by the estimated electrophoretic 
mobility, especially for the larger systems (model peptides and apamins). This suggests that the 
influence of the hydrodynamic radius is the critical separation parameter for these systems by 
CZE-MS, with a limited impact of the average charge state. However, the influence of the 
charge state in solution becomes decisive for smaller systems such as the conotoxins. In this 
case, the hydrodynamic radius difference is too low to provide an efficient separation (because 
of the closely related constrained structures) and the average charge difference in solution 





overcomes the influence of the hydrodynamic radius difference. The accuracy of the computed 
charge state in solution for such small systems is therefore of crucial importance for an efficient 
prediction of the peptide isomers separation by CZE-MS. This also highlights the balance in 
the importance of both parameters in the separation capabilities of CZE-MS. 
Comparison of the separations in the gas phase and in solution  
Because of the presence or absence of solvent, the structures of the different disulfide isomers 
could be influenced by solvation effects during the migration. In solution, the peptide is 
surrounded by its hydration sphere and counter-ions, while in the gas phase, the peptide’s 
charges require intramolecular solvation by the residues of the peptide.  
A comparison of the migrations in the gas phase and solution can only be relevant if the 
compared charge states are identical, where the only difference relies on the structural 
parameter (CCS for the gas phase and Rh for the solution). For this purpose, the arrival time 
distributions of the different charge states generated by the ESI process were measured using 
IM-MS and compared to the analyzed average charge states obtained during the CZE-MS 
experiments. 
In the case of the conotoxins, the plot of the arrival time distributions as a function of the charge 
state (Supporting Information - Figure S5) reveals that the initially well-separated species at 
low charge state (1+ or 2+) asymptotically tend to the same arrival time ditribution at high 
charge state (4+). As the peak width was significantly larger for the 1+ charge state than for the 
2+ (due to ion cloud diffusion49), the 2+ charge state was selected as the best separation 
condition in IM-MS. The CZE-MS results showed that the conotoxins could not be separated 
when working under acidic conditions (pH 2.38). At this pH, the theoretical calculations 
predicted an average charge state of +3.84 for both disulfide isomers. Using the arrival time 
distributions of the different charge states of the conotoxins, a virtual 3.84+ charge state could 





be estimated in IM-MS for each conotoxin, mostly based on the 4+ and 3+ charge states 
(Supporting Information - Figure S5). The estimated IM-MS arrival time distributions for the 
virtual +3.84 charge states were indeed similar, leading to non-separated species in IM-MS, in 
perfect agreement with the results obtained by CZE-MS. In contrast, the calculated average 
charge states in solution at pH 6.98 revealed that the α-conotoxin presented an average charge 
state of +1.12 while the χ-conotoxin had an average charge state of +1.29. Again, the estimation 
of the virtual arrival time distributions for these species showed that the χ-conotoxin had a lower 
estimated arrival time ditribution than α-conotoxin, in agreement with CZE-MS results. In this 
system, the migration order does not seem to be altered by the transfer of the species to the gas 
phase, probably because of the small size of the peptide combined to the presence of two 
disulfide bonds that structurally constrain the folding of the peptides. 
In the case of the apamins, the plot of the arrival time distributions as a function of the charge 
state (Supporting Information - Figure S6) reveals that for almost all charge states, ApaRib and 
Apamin could not be separated by IM-MS. Interestingly, although the arrival time distributions 
significantly decreased from 2+ to 5+ charge states, the normalized arrival time distributions 
difference (i.e. the difference of the arrival time distributions of Apamin and ApaBea divided 
by the arrival time distribution of Apamin) between the co-migrating ApaRib/Apamin and 
ApaBea increased from 2+ to 5+. This effect could be explained by the increasing Coulombic 
repulsion within the structures of these disulfide isomers from 2+ to 5+ charge states. In ApaRib 
and Apamin, the structures cannot unfold due to the interconnected disulfide bonds that highly 
constrain the structures of these disulfide isomers (similarly to the observation on the 
conotoxins) and prevent (or limit) a possible unfolding due to Coulombic repulsions. In 
contrast, the disulfide bonds of ApaBea are not interconnected, forming two separate loops at 
each end of the peptide chain, allowing the structure to partially unfold from the 2+ charge state 
to the 5+ charge state due to Coulombic repulsions. The increasing relative arrival time 





ditribution difference could thus be attributed to the partial unfolding of ApaBea compared to 
the constrained ApaRib and Apamin.  
The CZE-MS in acidic conditions (pH 2.38) highlighted similar results to IM-MS at all charge 
states, with a near co-migration of ApaRib and Apamin and a larger separation efficiency for 
ApaBea (Supporting Information - Figure S4C). However, unlike the IM-MS results, CZE-MS 
experiments revealed baseline separation of Apamin, ApaRib, and ApaBea at pH 6.98. The 
computed theoretical values of the charge state in solution (close to 3+) and Rh at this pH (Figure 
G) revealed that the combination of slight charge differences to hydrodynamic radius 
differences was in this case sufficient to provide baseline separation of the peptide isomers. It 
should be noted that the theoretical calculations either underestimates the solution mobility of 
Apamin or overestimates the solution mobility of ApaRib as the results of the calculations 
indicate that these species should be co-migrating instead of being fully separated. The 
limitation of this theoretical approach is probably linked to the several hypotheses and 
approximations mentioned above. Interestingly, the comparison of 3+ charge states in IM-MS 
and CZE-MS for these disulfide isomers also highlighted identical migration order between the 
solution and the gas phase, pointing out similar results for this system than for the conotoxins 
about the preservation of migration orders from the solution to the gas phase.  
Finally, the comparison of the disulfide isomers of the model peptide was not attempted because 
of the presence of a relatively high proportion of isopropanol (20%) in the BGE, preventing an 
accurate description of the solution properties (especially in terms of charge) required for the 
simulations. 
The comparison of the migration behavior between the gas phase and the solution suggests the 
structural features of highly structured systems such as the small conotoxin peptide isomers 
were not drastically affected. Indeed, when comparing identical charge states, there was a 





perfect agreement between the migration orders in solution and in the gas phase. In the future, 
the present methodology will be implemented on non-constrained (i.e. linear) structures such 
as peptides without disulfide bonds to investigate differential migration behaviors between the 
liquid phase (i.e. CZE-MS) and the gas phase (i.e. IM-MS).  
Finally, from an analytical point of view, these results show that IM-MS and CZE-MS provide 
similar migration behaviors at similar charge (average) states. Nonetheless, the charge state of 
the ions is imposed by the electrospray ionization or by the pH of the background electrolyte. 
The difference of behavior in terms of migration in the gas phase and the solution is charge-
dependent and could be tuned accordingly to differentiate the migration behavior between the 
gas phase and the liquid phase. In the highly constrained disulfide isomers used in this study, 
the structural parameter (CCS in IMS and Rh in CZE) is sometimes not sufficiently different to 
provide efficient separation. In such cases, IM-MS separations can be optimized by 
investigating different charge states produced by the electrospray ionization and adapting the 
IMS-related separation settings (essentially the wave velocity, wave height, and gas pressure). 
In CZE-MS, an efficient way to optimize the separation is by adjusting the pH.  
CONCLUSION 
The aim of this study was to evaluate the ability and possible complementarity of CZE-MS and 
IM-MS to separate peptides presenting the same amino acid sequence and bearing two 
intramolecular disulfide bonds but different disulfide bond patterns. For this purpose, three 
peptides of various lengths were selected and analyzed by both analytical techniques. The 
results revealed that CZE-MS was able to discriminate the disulfide isomers of each peptide, 
either on a hydrodynamic radius difference and/or on an in-solution average charge state 
difference. In all cases, near baseline resolution was achieved using traditional MS-friendly 
background electrolytes. When using gas-phase IM-MS, results showed that the separation is 





sometimes compromised when the conformations of the disulfide isomers are very similar 
and/or the resolving power of the ion mobility cell is insufficient. Also, the comparison of the 
migration behavior between the gas phase and the solution for the peptides at identical charge 
states indicates that the structures after the desolvation are not drastically affected. All 
experimental results were supported by computational chemistry. These calculations were 
based on structure optimizations in the gas phase and in solution to determine various 
physicochemical properties including collision cross sections (gas phase), average charge state 
(solution) and average hydrodynamic radius (solution). These parameters led to the estimation 
and in-depth understanding of the migration behaviors of the studied species. The proposed 
approach paves the way for the theoretical prediction of structures in the gas phase and the 
solution to access the theoretical ATDs and the relative migration times obtained from the 
solution. 
As demonstrated in this work, IM-MS is a fast analytical technique that enables the attribution 
of the disulfide connectivity when the IM-MS provides a resolved separation of the different 
disulfide isomers. In the present work, we achieved at least partial IM-MS separations of most 
of the disulfide isomers with a commercial traveling wave Synapt G2 HDMS having a resolving 
power (CCS/ΔCCS) around 40-50. This work showed the contribution of IM-MS in the 
challenging attribution of disulfide patterns in peptides in a couple of minutes. On the other 
hand and despite a longer duration of analysis, the use of CZE-MS provides several advantages 
including high robustness (all standard deviations of the RMTs are below 1%), the ability to 
work in “native” or “native-like” conditions and the minimal sample consumption per analysis 
(in the nanoliter range). The versatility of CZE relies on the use of both the charge (q) and the 
hydrodynamic radius (Rh) as separation parameters and is particularly useful for disulfide 
pattern attribution. As presented in this work, both parameters can be exploited to optimize the 
separation conditions (e.g., pH of background electrolyte, addition of organic modifiers) to 





obtain a baseline separation of all the peptides isomers investigated, showing the great potential 
of CZE-MS for disulfide connectivity attribution.  
The comparison between the migration orders in IM-MS and CZE-MS at equivalent average 
charge state revealed similar migration behavior in both the liquid and the gas phases, 
suggesting that structural features from the solution (Rh) are not drastically affected after the 
desolvation and transfer into the gas phase by electrospray ionization. This result was expected 
due to the highly constrained structures of the studied peptides.  
In the future, the use of peptides bearing a larger number of intramolecular disulfide bonds or 
even proteins can be considered. The use of non-constrained peptides in comparison to the 
studied species in this work could be performed to check the assumption concerning the 
preservation of structural features from the solution to the gas phase.  
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Materials and Methods 
Capillary Zone Electrophoresis-Mass Spectrometry (CZE-MS) 
The capillary was conditioned using successively deionized water (25 psi, 5 min), MeOH/H2O 
50/50 (25 psi, 5 min), deionized water (25 psi, 5 min), 0.1 M NaOH (25psi, 5min), deionized 
water (25 psi, 5 min), 0.2 M HCl (25 psi, 10 min) and deionized water (25 psi, 10 min). Finally, 
the capillary was flushed with the background electrolyte (BGE) as 100 mM FA during 20 min 
at 50 psi. 
Before the first CE run and between the different runs, the capillary was rinsed using BGE (50 
psi during 5 min) before loading the sample and a reference compound hydrodynamically into 
the capillary at 5 psi for 30 seconds. The CE separation was performed applying 30 kV (normal 
polarity) for 40 minutes. The capillary was maintained at 25°C while the autosampler was 
maintained at 15°C during the entire sets of runs. 
The CE system was connected to the mass spectrometer through the EDA external adapter 
(Beckman, by passing the UV detector) to a sheath liquid sprayer CEMS interface (PN 10-
301347 ANALIS SL CE-MS Sprayer, Analis, Suarlée Belgium) operating in the microliter 
range. The composition of the sheath liquid was adapted according to the nature of the BGE as 
shown in table S1. The sheath liquid flow rate was fixed at 0.7µL.min-1 to ensure stable Taylor 
cone for electrospray ionization and minimum chemical noise during MS detection.  
The compositions of both BackGround Electrolyte (BGE) and Sheath Liquid (SL) were 
optimized for each peptide as summarized in Table1.  
The samples were all prepared following the same procedure: 100µL of each peptide of interest 
(or the mix of the 3 disulfide isomers) were prepared at 10µM from the stock solutions available 
after the synthesis procedure in the appropriate 10-fold diluted BGE.  
 





Table S1: List of the background electrolyte and sheath liquid compositions for the different 
peptides used in the study. 








100mM Ammonium Acetate pH 6.98 10% Acetic Acid in 50% IPA 
α conotoxin 
χ conotoxin 
50mM Ammonium Acetate pH 6.98 
1% Acetic Acid, 25µM 
Ammonium Acetate pH 7 
in 50% IPA 
 
 
Theoretical Calculations: Molecular Mechanics  
Part 1: Structure optimization in vacuo (gas phase optimization)  
 
Figure S1: Workflow of the theoretical calculations performed for the gas phase structures and 





Non optimized folding for 
each disulfide 
connectivity





MMFF94 in vacuo + AMBER in vacuo
Structure optimization for the 
different studied charge states
IMOS N2
EHSS





Part 2: Structure optimization in water (solution optimization)  
 
Figure S2: Workflow of the theoretical calculations performed for in-solution structures and 
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Table S2: Evolution of IMS resolution of the Synapt G2 as a function of the IMS settings used 




Conotoxins IMS settings 
Ions m/z Drift time FWHM Resolution 
Tetrapropylammonium 186.22 5.91 0.32 18.53 
Tetrabutylammonium 242.28 7.89 0.41 19.29 
Tetrapentylammonium 298.35 10.28 0.55 18.60 
Tetrahexylammonium 354.41 12.90 0.73 17.65 
Tetraheptylammonium 410.47 15.65 0.94 16.68 
Tetraoctylammonium 466.54 18.50 1.14 16.19 
     
Apamins IMS settings 
Ions m/z Drift time FWHM Resolution 
Tetrapropylammonium 186.22 6.84 0.46 14.92 
Tetrabutylammonium 242.28 9.30 0.66 14.06 
Tetrapentylammonium 298.35 12.35 0.93 13.22 
Tetrahexylammonium 354.41 15.87 1.37 11.62 
Tetraheptylammonium 410.47 19.75 1.90 10.42 
Tetraoctylammonium 466.54 24.04 2.49 9.66 
     
Model Peptides IMS settings 
Ions m/z Drift time FWHM Resolution 
Tetrapropylammonium 186.22 6.84 0.46 14.92 
Tetrabutylammonium 242.28 9.30 0.66 14.06 
Tetrapentylammonium 298.35 12.35 0.93 13.22 
Tetrahexylammonium 354.41 15.87 1.37 11.62 
Tetraheptylammonium 410.47 19.75 1.90 10.42 
Tetraoctylammonium 466.54 24.04 2.49 9.66 







Figure S3: (A) CID MS/MS spectrum of ApaRib (C1-C4/C2-C3); (B) CID MS/MS spectrum of 
Apamin (C1-C3/C2-C4); (C) CID MS/MS spectrum of ApaBea (C1-C2/C3-C4). All spectra were 










Figure S4: CZE-MS determination of the relative migration time (RMT) of each disulfide isomer of the 
apamin peptide in 100mM formic acid BGE, (A) performed on 6 separate replicates and (B) on 6 
replicates of the isomer mix (C) Typical CZE-MS electropherogram obtained for a run in 100mM formic 
acid BGE of a mix of the 3 disulfide isomers of the apamin peptide co-injected with Glufib as internal 
standard (the calculated RMTs allow the isomer identification). 
 
 
Figure S5: Evolution of the drift time of the α and χ conotoxins as a function of the considered charge 
state and power fit with the related equation 
Determination of RMT (separate disulfide isomers)
RMT = relative migration time     σ = standard deviation
n = number of replicates
(A) Determination of RMT (mix of the disulfide isomers)
RMT = relative migration time     σ = standard deviation




































Peptide RMT (n=6) σ (n=6) %σ (n=6)
ApaRib 0.4753 0.0015 0.32%
Apamin 0.4857 0.0021 0.43%
ApaBea 0.5212 0.0017 0.32%
Peptide RMT (n=6) σ (n=6) %σ (n=6)
ApaRib 0.4676 0.0009 0.18%
Apamin 0.4925 0.0008 0.15%
ApaBea 0.5287 0.0031 0.59%




























Figure S6: (A) Evolution of the drift time of ApaRib, Apamin and ApaBea as a function of the considered 
charge state (+1 charge state could not be detected) and (B) Table with the respective drift times of the 
different charge states of ApaRib, Apamin and ApaBea and the normalized percentage of drift time 







































+ + + +
(A)
(B)
2+ 3+ 4+ 5+
drift time ApaRib (ms) 13.89 6.61 4.41 3.42
drift time Apamin (ms) 13.89 6.39 4.41 3.42
drift time ApaBea (ms) 14.22 6.84 4.85 3.97
Normalized % of drift time difference
between ApaBea and Apamin/ApaRib
2.38% 7.04% 9.98% 16.08%





5.4. Conclusion and perspectives 
 
In this chapter, the ability of mobility-based techniques including Capillary Zone Electrophoresis 
(CZE) and Ion Mobility (IM) to separate disulfide isomers of peptides with various lengths has 
been successfully demonstrated.  
In ion mobility, the separation of disulfide isomers on a particular charge state relies on a CCS 
difference at a specific charge state. In the studied peptides, the CCS difference is generally 
sufficient to lead to at least a partial separation, except in the case of ApaRib and Apamin. This 
result highlights the great potential of this fast analytical technique for the separation of closely 
related species, provided that the resolution of the gas phase structures is sufficient. In the future, 
the use of instrument characterized by a higher IMS resolution such as Trapped Ion Mobility 
Spectrometry (TIMS) could be considered to increase the separation efficiency of the gas-phase 
disulfide isomers.  
In addition, the use of collision induced dissociation tandem mass spectrometry (CID-MS2) did not 
provide characteristic fragments of the unseparated disulfide isomers by IMS (see Supporting 
Information of this Chapter in the Appendix), probably because of the particularly constrained 
structures due to the presence of two disulfide bonds. In the future, the use of alternative 
fragmentation methods such as electron transfer dissociation (ETD) or spectroscopic activation 
methods could be considered.  
On the other hand, the separation in CZE is more versatile as it relies on both the charge (q) and 
the hydrodynamic radius (Rh) as separation parameters. In this context, a pH optimization of the 
method is necessary in some cases (such as the apamins and the conotoxins) to achieve an efficient 
separation based on a charge difference. Although the separation itself is much longer than for 
IMS (several minutes compared to milliseconds), CZE-MS provided a baseline separation of the 
different disulfide isomers and allows to work in native or native-like solutions. 
Because these two techniques only require minute amounts of sample, they could be of major 
interest to determine the disulfide pattern of peptides originating from venoms that are extremely 
difficult to obtain, such as those produced by tiny venomous animals.  
As expected for highly constrained peptides, the comparison between the migration orders in IM-
MS and CZE-MS at equivalent average charge state revealed that structural features from the 
solution are mostly retained after the desolvation and transfer into the gas phase by electrospray 
ionization. In the future, this comparison could be tested on non-constrained peptides to assess 
the preservation of structural features from the solution to the gas phase. 
Finally, the developed calculation method (see Figures S1 and S2 in the Supporting Information), 
allows the estimation of several physico-chemical parameters based on the optimized structures in 
the gas phase (Figure S1) and solution (Figure S2).   
Concerning the theoretical calculations, the estimation of the different separation parameters by 
the proposed method suffers from various approximations and initial guesses that should be 
improved to increase the confidence of the computed properties, especially for solution 
calculations. 
For the gas phase structures, the trajectory method (TM) could be implemented instead of the 
EHSS method as it generally provides a more accurate description of the CCS. Of course, this 





should be attempted keeping in mind that the invested computational time must provide a valuable 
contribution to the CCS prediction.  
For the structures in solution, it should be mentioned that the structures were optimized in water, 
as water is one of the only surrounding solution directly implemented into the force field. Of 
course, water does not present the same physicochemical properties than the utilized BGE in this 
work (such as 100mM formic acid or 50mM ammonium acetate). As a result, the influence of the 
ions contained in the migration buffer is not properly taken into account.  
Finally, the conversion factor between the gyration radius (Rg) provided by the calculation and the 
hydrodynamic radius (Rh) should also be revised as all optimized structures do not present the same 
“shape”. The value used in this study 0.775 is only valid for globular shapes. However, other 
conversion factors exist when molecules deviate from globular to non-spherical or elongated 
structures and the ratio Rg/Rh tend to be larger than 0.775. This conversion factor should therefore 





























































Determination of the Electroosmotic Flow and 
Suction Effect in Capillary Electrophoresis 























6.1. Context of the chapter 
 
As explained in the introduction (chapter 2), in capillary electrophoresis, two electro-driven 
phenomena take place upon the application of the electric field inside the capillary. Next to the 
well-known electrophoretic mobility of the analytes, a flow of bulk solution referred as the 
“electroosmotic flow” (EOF) also occurs. This flow is due to the displacement of the diffuse layer 
of ions in solution from the double layer in direct contact with the capillary wall upon the 
application of the electric field. Various experimental parameters such as the ionic strength, pH 
and composition of the BGE or the capillary surface properties influence the amplitude and the 
direction of the electroosmotic flow (see chapter 2 for related details). As the apparent mobility of 
an analyte (directly determined from its detected migration time) is the superimposition of its 
intrinsic electrophoretic mobility and the EOF mobility, a strict control of EOF is crucial for 
efficient analytical method development. 
  
From the analytical point of view, the EOF can be beneficial or detrimental. Indeed, CE 
separations can be compromised if the EOF mobility is much larger and in the same direction than 
the intrinsic electrophoretic mobilities of the analytes of interest, providing too short analysis times 
to obtain sufficiently separated analytes. On the other hand, as the EOF sweeps all analytes towards 
the direction of the detector regardless of their charge (generally the cathodic end when working 
with the normal polarity mode with classical bare fused silica capillaries), it enables single-point 
detection for cations, neutral molecules and anions in a single run.  
Unlike pressure-driven phenomena characterized by a parabolic flow profile, the characteristic flat 
plug-like profile of EOF preserves the CE resolution as it doesn’t cause any additional diffusion 
(see Figure 6.1).  
 
Figure 6.1 – flow profiles for liquids under (a) electroosmotic flow (capillary electrophoresis) and (b) pressure-
induced flow (liquid chromatography) adapted from Dong-Sun Lee in Capillary Electrophoresis (chapter 33) 





Because EOF plays such an important role in the separation mechanism, intense efforts have been 
devoted to its accurate control by modifying, annihilating or even reversing it. The most 
straightforward way to adjust EOF is to modify one or several physicochemical properties of the 
separation buffer such as concentration, ionic strength, pH and/or temperature. Unfortunately, 
because these parameters also strongly influence the electrophoretic migration of the analytes, the 
global outcome of such changes on the separation efficiency is difficult to predict. Another possible 
strategy consists in modifying the surface properties of the inner capillary wall. This strategy can 
be easily applied by using capillaries of different chemical composition than traditional silica-based 
capillaries such as Teflon or PEEK. However, the mainstream method to modify the surface 
properties of the capillary relies on the use of dynamic or covalent coatings of the capillary wall of 
bare fused silica capillaries to achieve the desired EOF characteristics. Historically, it is mainly due 
to the use of optic detection of the analytes (such as performed in CE-UV) which requires a 
transparent window to the light. Figure 6.2 shows an example where a cationic layer is non-
covalently coated on the inner capillary surface, reversing the direction of EOF:  
 
Figure 6.2 - Different EOF direction according to the surface properties of the capillary, adapted from Analytical 
Chemistry, D. Harvey, 2018. 





In classical CE-UV, various methods have been developed to measure the EOF mobility such as 
the measurement of liquid mass transmitted by the EOF, the measurement of flow velocity of 
detectable analyte with zero electrophoretic mobility (referred as the neutral marker method, 
acetone is one of the most popular EOF markers), the monitoring of a current drop (a relatively 
large difference of conductivities is required between the solutions at the inlet and outlet of the CE 
capillary) and the measurement of the effective mobility of charged analyte of well characterized 
electrophoretic mobilities.  
Due to its relative recent introduction compared to CE-UV, CE-MS still mainly relies on CE-UV 
methods to determine the EOF mobility. CE-UV-MS is still difficult to implement online, mostly 
because the required window for UV detection creates a fragile point in the capillary, which easily 
breaks during MS hyphenation. Consequently, the determination of the EOF in CE-MS often relies 
on the determination of the EOF by classical CE-UV methods using similar experimental 
conditions than the CE-MS method. Nonetheless, this method assumes that the CE-MS interface 
(or the detector in a general way) does not interfere with the EOF measurement. 
Currently, the hyphenation of CE to MS is almost exclusively performed using an electrospray 
interface. Among the possible interface designs, the sheath liquid interface is often favored due to 
the increased spray stability and higher versatility towards BGE composition. However, because of 
the use of sheath liquid and the ESI process, a suction effect inside the CE capillary has often been 
reported for sheath liquid interfaces.  
As a result, the apparent mobility of a particular analyte in CE-MS using a sheath liquid interface 
is the combination of its own intrinsic electrophoretic mobility, the EOF mobility and the suction 
effect due to the CE-MS hyphenation. From an analytical but also from a physical chemistry point 
of view, the characterization of the so-called apparent EOF (i.e. the combined effect of the 
effective EOF and the suction effect) is critical. First, the evaluation of the impact of the suction 
effect caused by the CE-MS interface is required for the efficient development of CE-MS analytical 
methods. Then, the determination of the respective contributions of the effective EOF and the 
suction effect is also crucial for determining accurate electrophoretic mobilities required to 
determinate the unbiased hydrodynamic radius of the species of interest. 
In this chapter, we introduce the use of EOF markers for the characterization of the apparent EOF 
in CE-MS. Two approaches were developed based on the use of two neutral markers (acetamide 
and sucrose). In addition, these EOF markers were also applied in CE-MS experiments using 
normal and reverse polarities to determine the respective contributions of the effective EOF and 
the suction effect in the global apparent EOF. A system of 2 linear equations was resolved to 





extract these values, assuming than the suction effect is greater than the EOF in the experimental 
conditions used in this study, and that the absolute value of EOF does not change between the 
runs using normal and reverse polarity. 
Finally, an alternative method based on two fully charged analytes, i.e. tetraethylammonium and 
tetrapropylammonium, was also developed for the characterization of the apparent EOF in 
different commonly used background electrolytes in CE-MS.  
The results are presented in the following section as a short communication to be submitted in 











6.2. Results – short communication to be submitted in Electrophoresis 
 
Determination of the Electroosmotic Flow and Suction Effect in 
Capillary Electrophoresis coupled to Mass Spectrometry 
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ABSTRACT  
In this Short Communication, a method for the determination of the combination of the 
Electroosmotic Flow (EOF) and the suction effect (referred as the apparent EOF) in Capillary 
Electrophoresis coupled to Mass Spectrometry (CE-MS) using a microfluidic CE-MS interface 
is described. The use of neutral (acetamide and sucrose) and charged (tetraalkylammoniums) 
mobility markers is demonstrated and the determination of the respective contributions of the 
effective EOF and suction effect is performed. Finally, the impact of the sheath liquid flowrate 
of a microfluidic CE-MS interface on the apparent EOF was also evaluated.  
INTRODUCTION 
Recently, the hyphenation of Capillary Electrophoresis to Mass Spectrometry (CE-MS) has 
opened new exciting opportunities by combining the high resolving power and efficiency, short 
analysis times, and small sample consumption of CE to the outstanding characterization 
capabilities of MS1. Currently, CE-MS hyphenation is mainly implemented using an 
electrospray ionization (ESI) interface. In general, these interfaces are classified into sheathless, 
sheath liquid, and liquid junction interfaces2. Among these types of interfaces, the sheath liquid 





configuration offers a good compromise between sensitivity and robustness as it tolerates higher 
concentration background electrolytes (BGE) with increased spray stability.  
In classical CE separations, the electroosmotic flow (EOF) plays a critical role as its mobility 
(µ
EOF
) superimposes to the intrinsic electrophoretic mobility (µe) of the analyte to provide its 
apparent mobility (µapp), as described by equation (1):  
µapp = µe + µEOF (1) 
In CE-MS, an additional effect due to the ESI process and sheath liquid supply, referred as the 
“suction effect”, also takes place during the separation. As a result, in CE-MS, the apparent 
EOF mobility (µ
EOF,app
) is the combined effect of the effective EOF and the suction effect 
(µ
suction
). In this case, equation (1) must be expressed as:  
µ
app
= µe + µEOF +µsuction = µe + µEOF,app  (2) 
In general, the EOF is often considered valuable as it allows a single-point detection for all 
analytes regardless of their charge within a single run, as long as their electrophoretic mobility 
is lower than the (apparent) EOF mobility. However, it requires a strict control to avoid 
impairing the separation efficiency3. In this context, the proper characterization of the 
(apparent) EOF is critical, including in CE-MS. Currently, the EOF determination relies on the 
use of classical CE-UV methods with similar experimental conditions than the CE-MS method4. 
This method assumes that the CE-MS interface does not interfere with the EOF value due to 
the suction effect. A popular EOF marker in CE-UV is acetone, which is neutral in any aqueous 
background electrolyte and presents a fair UV absorbance.  
In our work, we introduce two methods based on neutral and charged mobility markers to 
measure the apparent EOF mobility in CE-MS. Besides, an additional method was developed 
to estimate the respective contributions of the effective EOF and the suction effect. Finally, we 
investigated the impact of the sheath liquid flowrate on the apparent EOF for the microfluidic 
CE-MS interface daily used in our laboratory.  





MATERIAL AND METHODS 
For this purpose, a P/ACE MDQ capillary electrophoresis (Beckman Coulter – SCIEX 
Separations, Brea, CA, USA) operating with bare fused-silica capillaries (50 µm i.d., 365 µm 
o.d., 90 or 100cm in length) was either coupled to a Q Exactive or LTQ FT Hybrid mass 
spectrometer fitted with the nanospray Flex ion source (Thermo) via an Analis microfluidic SL 
CE-MS coaxial sprayer (PN 10–301 347, Analis, Suarlee, Belgium). The capillary was 
conditioned following a standard activation procedure described elsewhere5. For each run, the 
sample was loaded hydrodynamically at 2 psi for 15 s and the separations were performed 
applying 30 kV in normal polarity (except when stated otherwise) using 50 mM ammonium 
acetate (pH 7.00 or 6.15 measured by a pH-meter) or 10% acetic acid. The sheath liquid (SL) 
consisted of water/2-propanol/acetic acid (49/50/1, v/v/v) delivered at 1.0 µL.min-1 using an 
Hamilton syringe (250µL or 1mL depending on the desired flow rate) and a syringe pump, 
except when the SL flowrate was varied (between 1.0 and 3 µL.min-1). The neutral markers (i.e. 
acetamide and sucrose), were prepared at 1mM in the 10-fold diluted background electrolyte 
before injection while the charged markers (i.e. tetraethyl ammonium and 
tetrapropylammonium) were prepared at 10uM in the same conditions. Xcalibur v2.2 or v3.1 
was used to reprocess the MS data. The CE instrument was operated by 32karat v7. PeakMaster 
5.3 (Echmet group6) was used to predict the theoretical migration times of the 
tetraalkylammonium compounds. All reagents were purchased from Sigma Aldrich, Belgium. 
MilliQ water (18.2MΩ) was daily produced using a Millipore system. The pH-meter was 
purchased from WTW (pH 3110 model) and was 3-point calibrated using the reference pH 









RESULTS AND DISCUSSION 
The use of acetamide and sucrose as neutral apparent EOF mobility markers 
The selection of such markers was challenging due the requirement to remain a neutral species 
in any MS friendly aqueous background electrolyte but efficiently transferred to the gas phase 
and charged during the electrospray ionization (ESI). Acetamide was ionized as a proton adduct 
(m/z = 60.044) during ESI in positive mode while sucrose was either ionized as a proton adduct 
(m/z: 343.123) or cation adducts including sodium (m/z: 365.105), potassium (m/z: 381.079), 
but most interestingly ammonium (m/z: 360.150), which is commonly used in MS friendly 
background electrolytes. Sucrose adduct ions were also observed at 2:1 stoichiometry (m/z 
702.266 for [(C12H22O11)2 + NH4]
+) and even higher sucrose:cation stoichiometries; fitting with 
the typical mass range covered by most of the MS omics application. 
Using these neutral markers, the apparent EOF mobilities of a 50mM acetate ammonium 
background electrolyte (BGE) at pH 7.00 and pH 6.15 (measured by a pH meter) could be 
determined on 3 replicates, as shown in Figure 1:  
 






Figure 1: (A) Determination of the apparent EOF mobility on triplicates in a 50mM acetate ammonium buffer at 
pH 7.00 based on sucrose (detected as [M+NH4]+ at 360.15 m/z) and acetamide (detected as [M+H]+ at 60.04 
m/z). Typical extracted electropherograms of sucrose (middle) and acetamide (down) during separation. (B) 
Determination of the apparent EOF mobility on triplicates in a 50mM acetate ammonium buffer at pH 6.15 based 
on sucrose (detected as [M+NH4]+ at 360.15 m/z) and acetamide (detected as [M+H]+ at 60.04 m/z). Typical 
extracted electropherograms of sucrose (middle) and acetamide (down) during separation 
 
The experimental EOF at pH 7.00 in a aqueous 50mM ammonium acetate BGE was around 
1.6×10-8 m2.(V.s)-1 and 1.3×10-8 m2.(V.s)-1 for the same BGE at pH 6.15. As expected, the 
apparent EOF mobility decreases when the pH decreases due to the higher protonation of the 
silanol groups from the capillary wall, responsible for the magnitude of the effective EOF. As 
can be seen from Figure 1, the standard deviations of the measured apparent EOF mobilities 
NH4Ac 50mM (pH 7.00) Migration time (min) µEOF,app (m².(V.s)-1)
Sucrose 28.59  0.37 1.57 x 10-8  2.02 x 10-10





















NH4Ac 50mM (pH 6.15) Migration time (min) µEOF,app (m².(V.s)-1)
Sucrose 33.90  0.25 1.33 x 10-8  9.94 x 10-11
Acetamide 33.84  0.25 1.33 x 10-8  9.82 x 10-11
(A)
(B)





are close to 1%. In the present experimental conditions, acetamide suffers from a higher 
chemical noise than sucrose due to the use of acetate based BGEs.  
The use of tetraethylammonium and tetrapropylammonium as charged apparent EOF 
mobility markers 
In complement to the use of acetamide and sucrose, tetraethylammonium (m/z: 130.25) and 
tetrapropylammonium (m/z: 186.36) can also be used for the apparent EOF mobility 
measurement. In this case, these species bear a constant positive charge at all pH values and 
their respective electrophoretic mobilities are well-defined and predictable. As a result, 
comparing the experimental migration times of these species to their respective computed 
migration times allows the determination of the apparent EOF mobility. The computation of 
the electrophoretic mobilities was performed using PeakMaster v5.36. Based on these charged 
markers, the apparent EOF mobilities of the same 50mM acetate ammonium background 
electrolyte at pH 7.00 previously characterized by the neutral marker method could be 












NH4Ac 50mM (pH 7.00) Migration time (min) µeff (m².(V.s)-1)
Tetraethylammonium 10.57  0.01 4.26 x 10-8  1.90 x 10-11
Tetrapropylammonium 12.96  0.02 3.47 x 10-8  5.04 x 10-11
NH4Ac 50mM (pH 7.00) Theoretical µe (m².(V.s)
-1) µEOF,app (m².(V.s)
-1)
Tetraethylammonium 2.83 x 10-8 1.43 x 10-8









Figure 2: (A) Determination of the effective mobility of tetraethylammonium (detected as the molecular charged 
species at 130.25 m/z) and tetrapropylammonium (detected as the molecular charged species at 186.36 m/z) on 
triplicates in an 50mM acetate ammonium buffer at pH 7.00. (B) Typical extracted electropherograms of 
tetraethylammonium (up) and tetrapropylammonium (down) during separation in an 50mM acetate ammonium 
buffer at pH 7.00. (C) Determination of the apparent EOF mobility based on the PeakMasterv5.3 computed 
electrophoretic mobilities subtracted to the apparent electrophoretic mobilities of the markers (from Figure. 2A) 
in these separation conditions. 
 
Interestingly, the apparent EOF mobility values determined using the charged and neutral 
mobility markers are closely related, especially for the values using tetrapropylammonium. The 
main advantage of the charged mobility markers compared to the neutral mobility markers is 
the reduced migration times, allowing the determination of the apparent EOF mobility 3 times 
faster with significantly lower standard deviations (<0.2%) than the neutral marker method.  
The determination of the respective contributions of suction effect and effective EOF 
mobility to the apparent EOF mobility  
To characterize each contribution, a method based on the neutral mobility marker acetamide 
was developed where its migration time was recorded in normal polarity (cathode at the CE 
outlet) and in reversed polarity (cathode at the CE inlet) with the same applied voltage (30kV). 
Because of the ESI process, the suction effect is always directed from the CE inlet to the outlet 
(see Figure 3A for details). Conversely, using regular and uncoated bare fused silica capillary, 
the EOF direction depends on the applied polarity and is either directed from the CE inlet to the 
outlet (normal polarity) or from the CE outlet to the inlet (reversed polarity). As a result, 
assuming that the EOF in normal and reversed polarities is identical, the comparison of the 
migration times in both polarities allows the determination of the specific contributions of the 
suction effect and the effective EOF (Figure 3B, see Supporting Information for detailed 
demonstration). Using this strategy, the EOF and suction flowrates and mobilities could be 
determined for a 10% acetic acid BGE. In a second series of experiments, the influence of the 
sheath liquid flowrate on the apparent EOF mobility was also assessed (Figure 3D to 3F).  






Figure 3: (A) Schematic representation of the flowrates due to the EOF and the suction effect in normal and 
reversed polarities (B) Equations corresponding to the normal and reversed polarities (C) Determination of the 
apparent EOF, EOF and suction flowrates and corresponding mobilities for 2 replicates in a 10% acetic acid 




























28.89 7.04 1.017 x 10-8 8.18 x 10-9 1.99 x 10-9
Reversed 21.86
Normal 34.77
28.68 6.10 9.88 x 10-9 8.12 x 10-9 1.76 x 10-9
Reversed 22.58
flo ratere er ed polarit = flo rate uction − flo rateEOF re er ed polarit 
flo ratenormal polarit = flo rate uction+ flo rateEOF normal polarit 
Hypot esis ∶  flo rateEOF normal polarit ≈ flo rateEOF re er ed polarit = flo rateEOF
flo ratenormal polarit + flo ratere er ed polarit = 2 flo rate uction


























































1.0 35.94 6.57 1.02 x 10-8 1.86 x 10-9
1.5 38.89 9.52 1.10 x 10-8 2.70 x 10-9
2.0 41.17 11.80 1.17 x 10-8 3.34 x 10-9
3.0 42.69 13.32 1.21 x 10-8 3.77 x 10-9
(F)





Evolution of the apparent EOF flowrate as a function of the sheath liquid flowrate from 1.0 to 3.0 µL.min-1 (F) 
Determination of the increment of apparent EOF as a function of the sheath liquid flowrate 
As can be seen in Figure 3C, the major contribution to the apparent EOF under these conditions 
is the suction effect, mostly because acetic acid-based BGEs provide very low effective EOF7. 
Interestingly, the suction flowrate obtained by the present method for a sheath liquid delivered 
at 1.0 µL.min-1 (Figure 3C) is in perfect agreement with the reported value of 28.9nL.min-1 by 
Gonzáles-Ruiz et al4 using the classical CE-UV / CE-MS comparison method. The comparison 
of a sheath liquid delivered between 1.0 µL.min-1 and 3.0 µL.min-1 shows a decrease in the 
observed migration time of acetamide that could be perfectly fitted by a 2nd degree polynomial 
equation (Figure 3D). From this equation, the extrapolated migration time of acetamide at 
0µL.min-1 (i.e. 66.835min) allows to calculate the increase of the apparent EOF mobility due 
to the sheath liquid flowrate. As expected, this value increases when the sheath liquid flowrate 
increases, as demonstrated in Figures 3E and 3F.  
CONCLUSION 
This work presents two efficient methods for the determination of the apparent EOF mobility 
(i.e. the combination of the effective EOF and the suction effect associated with sheath liquid 
CE-MS interfaces) based on neutral or charged mobility markers. Although both techniques 
allow to efficiently determine apparent EOF values, the charged mobility marker method 
performs 3 times faster than the neutral mobility marker with lower standard deviations. Finally, 
a method based on migrations in normal and reversed polarities of a neutral marker allowed to 
unravel the specific contributions of the effective EOF and the suction effect to the global 
apparent EOF was also introduced. The developed EOF and suction effect determination 
methods are flexible enough to be implemented in virtually any omics experiments because the 
proposed markers will be observed in the typical mass ranges and run duration used during CE-
MS runs. Moreover, the proposed markers belong to different family of compounds and should 
prevent chemical (cross reactions) or mass interferences of the markers with the compounds of 





interest after careful selection of the most appropriate EOF markers. These methods also correct 
any potential bias from the parallel CE-UV and CE-MS experiments due to the assumption that 
the CE-MS interface does not interfere with the EOF. 
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6.3. Results - Supporting Information  
 
Demonstration of the determination of the respective influence of the effective EOF and suction 
effect in the global apparent EOF mobility based on a neutral marker 
1) Demonstration in flowrate 
If the flowrate observed in normal polarity is the combination of the effective EOF and the suction 
effect (both directed towards the MS), then the flowrate observed in reversed polarity is the 
substrction of the flowrate due to the suction effect (still directed to the MS) and the flowrate of 
the effective EOF (directed to the CE inlet) :  
flo ratenormal polarit = flo rate uction + flo rateEOF normal polarit  
flo ratere er ed polarit = flo rate uction − flo rateEOF re er ed polarit  
If the EOF in normal and reversed polarities are hypothesized to be equivalent:  
flo rateEOF normal polarit ≈ flo rateEOF re er ed polarit  
Then, the addition of the flowrates in normal and reversed polarity allows to access the 
contribution of the suction effect:  
flo ratenormal polarit + flo ratere er ed polarit = 2 flo rate uction 
flo rate uction =
flo ratenormal polarit + flo ratere er ed polarit 
2
 
Conversely, the subtraction of the flowrates in normal and reversed polarity allows to access the 
contribution of the effective EOF:  
flo ratenormal polarit − flo ratere er ed polarit = 2 flo rateEOF 
flo rateEOF =
flo ratenormal polarit − flo ratere er ed polarit 
2
 
2) Demonstration in apparent migration time 
The flowrates observed in both polarities are linked to the capillary volume (Vcap) and the apparent 
migration time of the neutral marker (MTapp) 








As expressed above, the flowrates observed in normal and reversed polarities are the addition or 
subtraction of the flowrate of the suction effect and the flowrate of the effective EOF. 
Consequently, each equation can be further developed according to the capillary volume (Vcap), the 





migration time of the effective EOF (MTEOF) and the migration time of the suction effect 
(MTsuction):  
flo ratenormal polarit = flo rate uction + flo rateEOF normal polarit  











flo ratere erer ed polarit = flo rate uction − flo rateEOF re er ed polarit  











As a result, the addition of  the flowrate in normal and reversed polarities allows to access the 
migration time of  the suction effect: 
flo ratenormal polarit + flo ratere er ed polarit  
=
Vcap. MTEOF + Vcap. MT uction
MT uction. MTEOF
+












flo ratenormal polarit + flo ratere er ed polarit 
 
 
In complement, the subtraction of  the flowrate in normal and reversed polarities allows to access 
the migration time of  the effective EOF: 
flo ratenormal polarit − flo ratere er ed polarit  
=
Vcap. MTEOF + Vcap. MT uction
MT uction. MTEOF
−























6.4. Conclusion and perspectives 
 
In this chapter, the characterization of the apparent EOF mobility in CE-MS was performed based 
on the use of neutral and charged markers. Both methods provided similar results, although the 
charged marker method allows the determination of the apparent EOF 3 times faster than the 
neutral mobility marker with lower standard deviations.  
The method developed to unravel the specific contribution of the effective EOF and suction effect 
revealed that the suction effect was the major contributor to the apparent EOF mobility for a 10% 
acetic acid because of the weak effective EOF value due to the low pH to this BGE (pH≈2.26). It 
is anticipated that the suction effect will have a relative lower contribution to the apparent EOF 
mobility for BGE characterized by higher effective EOF value (such as ammonium acetate of 
ammonium formate).  
The impact of the sheath liquid flowrate was also investigated and revealed that an increase in the 
sheath liquid flowrate increases the apparent EOF, most probably because of an increase of the 
suction effect by the Venturi effect. Consequently, the delivered sheath liquid flowrate should be 
lowered to its minimum value to maintain a stable spray in order to minimize the suction effect. 
Lowering the sheath liquid flowrate has a beneficial effect on the detection limit but restricts the 
robustness to the method if non-MS friendly BGE are used. 
This preliminary work opens various possible prospects for the future. First, the present methods 
for apparent EOF determination could be used to characterize the EOF of commonly used 
background electrolytes in CE-MS, including acetic acid, ammonium acetate, formic acid, 
ammonium formate and ammonium carbonate BGEs. This characterization could then be used to 
better assist the implementation of analytical procedures for efficient separations using this 
microfluidic sheath flow interface.  
These methods could also be employed on coated capillaries (either dynamically or covalently) to 
characterize their apparent EOF. This prospect is of particular interest for analytical method 
targeting large molecules (including intact proteins) as coatings are mandatory to avoid significant 
adsorption of the analytes on the capillary walls for these kinds of application.  
In parallel, further work to characterize the suction effect of this low sheath flow interface should 
be performed. For example, the use of different CE capillaries, mainly with other inner and outer 
diameters should be tested to characterize the suction effect associated to these parameters. It is 
anticipated that the use of smaller ID capillaries should decrease the suction effect. Also, the use 
of larger OD capillaries while maintaining the diameter of the interface needle should also decrease 





the suction effect. The use of different diameters for the interface needle could also be envisaged 
to reduce the sheath liquid flowrate and consequently, the suction effect. Finally, the use of other 
background electrolytes should be considered to verify that the suction effect is not BGE 
dependent. The suction effect of the CE-MS interface should also depend on the viscosity of the 
BGE. 
It should be noted that the charged markers can’t be used to characterize the respective suction 
and effective EOF contributions because of their high intrinsic electrophoretic mobilities 
compared to the apparent EOF mobility. Nonetheless, the method could be adapted by using other 
charged markers with known mobility values matching the expected values of the apparent EOF. 
Finally, the proposed method for the suction effect determination should be validated by the 
comparison between the same experimental conditions for this low sheath flow interface and the 

















































The main objective of this thesis was to further expand the usefulness of capillary electrophoresis 
coupled to mass spectrometry (CE-MS) as a valuable analytical tool for the analysis of biomolecules 
especially related to the omics fields. A particular focus was taken to evaluate the contribution of 
CE-MS in terms of the analytical performances with established analytical methods hyphenated to 
mass spectrometry, including High Performance Liquid Chromatography (Chapters 3 and 4) and 
Ion Mobility (Chapter 5). Finally, different methods were developed in Chapter 6 to evaluate and 
characterize the low sheath flow CE-MS interface used throughout this thesis.  
In Chapter 3, the introduction of capillary zone electrophoresis coupled to mass spectrometry 
(CZE-MS) as a valuable alternative to RP-HPLC was demonstrated for the characterization of 
bacterial peptidoglycan muropeptides. Although both methods provide similar numbers of 
identified muropeptides, CZE-MS allowed a straightforward and in-depth characterization of the 
chemical modifications (mainly the amidation of the peptide moiety and the deacetylation of the 
glycan moiety) of PGN muropeptides. This additional characterization level is in clear contrast with 
the classical reversed phase HPLC method, where modified and unmodified species are most of 
the time co-eluted. In addition, CZE-MS allows the separation of closely related amidation isomers, 
which can be unambiguously identified by the use of CID or ETD tandem mass spectrometry. As 
a result, the developed methods in this chapter now allow biochemists to access a higher level of 
peptidoglycan characterization compared to the HPLC method. 
Considering the efficiency of the characterization of peptidoglycan fragments that can be achieved 
using CZE-MS, it is anticipated that this method could become the future reference method to 
assess many aspects of the bacterial peptidoglycan, including the absolute quantitation and the 
characterization of chemical modifications induced by various growth/stress conditions. The 
profiling of different bacterial strains could also be considered based on a series of muropeptides 
that differ from strain to strain.  
Further method development could be performed, in particular the reduction of the analysis time. 
To this end, the use of a coating to accelerate the electroosmotic flow, allowing a greater number 
of muropeptides to be detected (and in particular, those suspected to carry a global negative charge) 
or other MS-friendly background electrolytes could be tested. Finally, the development of tandem 
mass spectrometry, including CID and ETD fragmentations but also alternative fragmentation 
methods such as UVPD and IRMPD, should be further explored to extensively characterize 
muropeptides, with a special focus on their chemical modifications. Given the importance of these 
modifications to the rise of resistant bacteria, a better characterization of such modifications should 
bring relevant information to circumvent this public health concern.  
Chapter 4 was based on the experience acquired in Chapter 3 and a new analytical method for the 
detection and quantitation of peptidoglycan-derived peptides was developed. These peptides are 
involved in the recycling pathway of peptidoglycan but the complete mechanism, including the 
genes, enzymes, and the biochemical pathways involved in the process, is not yet fully understood. 
Because these small hydrophilic peptides are mostly not retained by classical reversed phase HPLC, 
the development of an efficient analytical method was necessary to detect and quantify these 
species in bacterial cytoplasmic extracts. In this context, CZE-MS was successfully developed on 
three different peptides and their equivalents bearing an amidation. As for the muropeptides, the 
equivalents bearing an amidation were successfully separated and a total of six different species 
were baseline resolved by the developed method.  
In addition, the absolute quantitation of one of these species (the peptide referred as “tripeptide”, 
see Chapter 4 for related details) was developed based on the isotopically labelled (13C15N m-A2pm) 




standard. The results showed that the quantitation method was reproducible, with standard 
deviations close to 1%, despite the sample complexity of crude bacterial cytoplasmic extracts. Also, 
this method demonstrates the feasibility of the absolute quantitation of all targeted peptides in 
samples produced in different growth/stress conditions, as long as the isotopically labelled 
standards are available. The normalization of the data using the flow cytometry methods allowed 
reaching a global reproducibility of the method better than 20%, also including the biological 
replicates. As a proof of concept, the quantitation of the endogenous tripeptide in bacteria grown 
in the presence or absence of antibiotics (cephalosporin) was shown.  
In a similar way to the characterization of muropeptides, the detection and quantitation of these 
peptides could bring insights into the recycling pathway of PGN in bacteria. Indeed, the correlation 
of PGN-derived peptide levels with different growth conditions could help deciphering the impact 
of the use of antibiotics on the biosynthesis of the peptidoglycan. In particular, the amount of 
amidation or deacetylation compared to the unmodified peptides could be used as an indicator of 
the appearance of antibiotics resistance due to its implication into bacterial antibiotics resistance. 
From the methodological point of view, in a similar way to Chapter 3, the use of capillary coating 
to reduce the analysis time (if sufficient separation is retained on the targeted analytes) could be 
considered. The use of different bacterial strains should also be tested to check the robustness of 
the method towards different cytoplasmic contents. In particular, it should be verified that species 
contained in the cytoplasmic extracts do not progressively adsorb on the capillary, altering the 
method separation efficiency from run to run. This remark is especially true in regards of the large 
difference of the wall composition of Gram positive and Gam negative bacteria and their periplasm 
content. Nonetheless, our successful experiments based on Escherichia coli (Gram negative bacillus) 
and Bacillus licheniformis (Gram positive bacillus) peptidoglycan fragment characterization provide 
reliable indication concerning the robustness of CZE-MS for this field. 
In Chapter 5, Capillary Zone Electrophoresis coupled to Mass Spectrometry was introduced in 
comparison to Travelling Wave Ion Mobility-Mass Spectrometry for the characterization of 
cysteine connectivity of peptides bearing two intramolecular disulfide bonds. First, the analytical 
performance of each method, with a specific focus on the separation efficiency, was assessed. This 
comparison showed that baseline separation of the disulfide isomers can be achieved using CZE-
MS, although preliminary pH optimization must be performed. In TWIM-MS, the separation of 
these closely related structures is often partial but the overall analytical procedure is shorter.  
In ion mobility, the CCS difference must be greater than the ion mobility resolving power to obtain 
a peak separation and consequently, if the CCS values of the different disulfide isomers are too 
close, an efficient separation is difficult or sometimes impossible. However, in most studied cases 
in this chapter, the resolution of the ion mobility mass spectrometer (Synapt G2, Waters) allowed 
at least the partial separation of almost all studied species.  
In capillary zone electrophoresis, the separation is based on both the average charge state in 
solution and the average hydrodynamic radius. For larger peptides, the difference in average 
hydrodynamic radius is the driving separation parameter. However, when the size of the peptide 
decreases, the difference in terms of hydrodynamic radius also decreases. In this case, the influence 
of a difference in the average charge state becomes a decisive separation parameter. In all studied 
cases, baseline resolution was achieved for the different tested disulfide isomers. In this context, 
the comparison of these two analytical techniques shows that CZE-MS brings a reliable alternative 
to IM-MS for the elucidation of cysteine connectivity in peptides bearing multiple disulfide bonds 
and especially, for species that cannot be resolved based on their gas phase conformations. 




Moreover, the very limited sample consumption of capillary electrophoresis (around 50 nanoliters) 
makes this technique especially well fitted in case of extremely low availability of sample for the 
characterization. 
In complement, theoretical calculations were also performed to unravel the influence of the 
different separation parameters in each analytical approach. Although this theoretical approach 
should certainly be further refined, the main results are in agreement with experimental results and 
allow to unravel the impact of each separation parameter and to predict the separation efficiency. 
As explained in this chapter, additional improvements of the calculation method especially for the 
solution are required for a more accurate and reliable prediction of the experimental results.  
In addition, the comparison between results obtained in the gas phase and solution paves the way 
for assessing the impact of solvation during migration process. Here, the comparison between IM-
MS and CZE-MS migration behaviors for identical charge states of these highly structured peptides 
showed that no significant structural change was observed after desolvation, as expected. The 
extension of this method to less structured molecular species (such as peptides without disulfide 
bonds) will be attempted to further explore the influence of (de)solvation on the retention of 
structural features.  
In a more general context, the introduction of mobility-based techniques coupled to mass 
spectrometry represents an attractive method compared to other analytical approaches such as 
NMR or X ray crystallography for the elucidation of cysteine connectivity in peptides and proteins, 
mainly due to the low required amount of material to perform the analysis. The analysis of peptides 
or proteins bearing a larger number of disulfide bonds should be attempted in the future.  
Finally, in Chapter 6, a preliminary investigation of the low sheath flow interface used in this thesis 
is presented. In particular, the characterization of the apparent electroosmotic flow (combination 
of the effective electroosmotic flow and the suction effect due to the sheath liquid interface) based 
on neutral and charged markers demonstrated a great potential for the efficient characterization of 
this type of interface. The presented methods are well fitted to be implementable in the omics fields 
due to the compatibility in terms of run duration, covered mass range, and the virtual absence of 
potential cross reactions (interferences) between the different EOF markers for CE-MS and the 
omics samples. 
Besides, a method for the specific contribution of the effective EOF and suction effect to the 
global apparent EOF was implemented. The result of the suction effect was in perfect agreement 
with the reported literature on this interface based on the traditional CE-UV/CE-MS comparison 
using identical experimental parameters.  
To conclude this thesis, the usefulness of capillary electrophoresis coupled to mass spectrometry 
was demonstrated in several analytically challenging areas, where either HPLC-based or IMS-based 
methods provide only partial information. Based on the very promising results of CE-MS presented 
in this work, it is anticipated that this analytical method will be increasingly implemented in 
analytical laboratories for various types of analyses and in particular when other analytical 
approaches are unable to provide the required information. However, this thesis, through very 
specific examples treated, has explored a small fraction of the achievable potential of CE-MS. The 
implementation of various modes of CE (such as capillary (micellar) electrochromatography, 
capillary isotachophoresis, capillary gel electrophoresis or even capillary isoelectric focusing) 
coupled to MS, its utilization to assess solution structural features (by the assessment of the 
hydrodynamic radius) or the coupling of CE to other analytical methods prior to MS analysis are 




just some of several possibilities for further implementation of CE-MS in analytical chemistry. A 
challenging objective for the next months will be to apply CE-MS to the analysis of naturally 
occurring oligonucleotides and modified oligonucleotides, and their complexes. 
After several decades of intense research, the development of reliable interfaces turned CE-MS 
into a very competing analytical platform. Compared to well-established analytical methods such 
as HPLC-MS, CE-MS is still not yet a mature technique. It requires further research work and, in 
particular, fully validated applications developed to get acceptance by the analytical community. In 
this context, it is anticipated to claim that CE-MS will be progressively imposed as a commonly 
accepted tool for diverse analytical analyses, including the analysis of biomolecules. The 
characterization of antibodies and nanobodies is already massively implemented using CZE-MS, 
providing the necessary compliance with pharmaceutical regulatory requirements.  
The main limitation to the use of CE in academic or company laboratories is probably the 
requirement to “forget” all the troubleshooting instincts and discipline acquired from HPLC and 
U(H)PLC background during method transfer or the design of new CE methods from scratch. 
Nonetheless, the time committed to learn about the CE theory and its practical aspects could save 
huge amounts of time compared to the time spent for developing HPLC methods which are not 
well adapted for some families of compounds (e.g. analysis of very polar zwitterions analysis is 
straightforward using CE-MS) or poorly adapted with MS detection (e.g. methods based on size 
exclusion or ionic chromatography hyphenation with MS should be easier performed when 
switching to CE-MS). 
 
 
 
 
 
 
 
 
