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Abstract
We consider a non-autonomous dynamical system formed by coupling
two piecewise-smooth systems in R2 through a non-autonomous periodic
perturbation. We study the dynamics around one of the heteroclinic or-
bits of one of the piecewise-smooth systems. In the unperturbed case,
the system possesses two C0 normally hyperbolic invariant manifolds of
dimension two with a couple of three dimensional heteroclinic manifolds
between them. These heteroclinic manifolds are foliated by heteroclinic
connections between C0 tori located at the same energy levels. By means
of the impact map we prove the persistence of these objects under per-
turbation. In addition, we provide sufficient conditions of the existence
of transversal heteroclinic intersections through the existence of simple
zeros of Melnikov-like functions. The heteroclinic manifolds allow us to
define the scattering map, which links asymptotic dynamics in the invari-
ant manifolds through heteroclinic connections. First order properties
of this map provide sufficient conditions for the asymptotic dynamics to
be located in different energy levels in the perturbed invariant manifolds.
Hence we have an essential tool for the construction of a heteroclinic skele-
ton which, when followed, can lead to the existence of Arnol’d diffusion:
trajectories that, on large time scales, destabilize the system by further
accumulating energy. We validate all the theoretical results with detailed
numerical computations of a mechanical system with impacts, formed by
the linkage of two rocking blocks with a spring.
1 Introduction
This paper is concerned with the question of whether it is possible to observe
Arnol’d diffusion [Arn64] in systems governed by piecewise-smooth differen-
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tial equations, to which known results in the field can not be directly applied.
Arnol’d diffusion occurs when there is a large change in the action variables in
nearly integrable Hamiltonian systems. Systems governed by piecewise-smooth
differential equations are widespread in engineering, economics, electronics, ecol-
ogy and biology; see [ML12] for a recent comprehensive survey of the field.
Action variables are conserved for integrable systems. When such systems
are perturbed, for example, by a periodic forcing, KAM theory tells us that the
value of these variables stays close to their conserved values for most solutions.
Subsequently Arnol’d [Arn64] gave an example of an nearly integrable system
for which there was large growth in the action variables.
There has been a lot of activity in the field of Arnol’d diffusion in recent
years and a large variety of results that have been obtained or announced.
We refer to [DGdlLS08, Che08, Che10, Ber10] for a detailed survey of recent
results. Up to now, there are mainly two kind of methods used to prove the
existence of instabilities in Hamiltonian systems close to integrable; variational
methods [Ber02, BBB02, BBB03, Mat02, CY04, KL08b, KL08a, BKZ11, KZ12]
and the so-called geometric methods [DdlLS00, DdlLS06, DdlLS08, GdlL06,
Tre04, Tre12, FGKR11], both of which have been used to prove generic results
or study concrete examples.
The study of Arnol’d diffusion using geometric methods has been greatly
facilitated by the introduction [DdlLS00, DdlLS06, DdlLS08] of the scattering
map of a normally hyperbolic invariant manifold with intersecting stable and
unstable invariant manifolds along a homoclinic manifold. This map finds the
asymptotic orbit in the future, given an asymptotic orbit in the past. Pertur-
bation theory of the scattering map [DdlLS08] generalizes and extends several
results obtained using Melnikov’s method [Mel63, GH83].
For planar regular systems under non-autonomous periodic perturbations,
Melnikov’s method is used to determine the persistence of periodic orbits and ho-
moclinic/heteroclinic connections by guaranteeing the existence of simple zeros
of the subharmonic Melnikov function and the Melnikov function, respectively.
The main idea is to consider a section normal to the unperturbed vector field at
some point on the unperturbed homoclinic/heteroclinic connection. Then it is
possible to measure the distance between the perturbed manifolds, owing to the
regularity properties of the stable and unstable manifolds of hyperbolic critical
points in smooth systems.
In [GHS12] these classical results were rigorously extended to a general class
of piecewise-smooth differential equations, allowing for a general periodic Hamil-
tonian perturbation, with no symmetry assumptions. For such systems, the un-
perturbed system is defined in two domains, separated by a switching manifold
Σ, each possessing one hyperbolic critical point either side of Σ. In this case,
the vector normal to the unperturbed vector field is not defined everywhere. By
looking for the intersection between the stable and unstable manifolds with the
switching manifold, an asymptotic formula for the distance between the mani-
folds was obtained. This turned out to be a modified Melnikov function, whose
zeros give rise to the existence of heteroclinic connections for the perturbed
system. The general results in [GHS12] were then applied to the case of the
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rocking block [Hou63, Hog89] and excellent agreement was obtained with the
results of [Hog89].
Following these ideas, in this paper we study a system which consists of a
non-autonomous periodic perturbation of a piecewise-smooth integrable Hamil-
tonian system in R4. The unperturbed system is given by the product of two
piecewise-smooth systems. We assume that one of them has two hyperbolic crit-
ical points of saddle type with a pair of C0 heteroclinic orbits between them.
The other system behaves as a classical integrable system with a region foliated
by C0 periodic orbits. Therefore, the product system looks like a classical a
priori unstable Hamiltonian system [CG94], possessing two C0 normally hyper-
bolic invariant manifolds of dimension two with a couple of three dimensional
C0 heteroclinic manifolds.
The main difficulty in following the program of [DdlLS06] is that we couple
two piecewise-smooth systems, each of which possesses its own switching man-
ifold. Therefore, when considering the product system, we need to deal with
a piecewise-smooth system in R4 with two 3-dimensional switching manifolds
that cross in a 2-dimensional one. Therefore the classical impact map associated
with one switching manifold will be piecewise-smooth in general. We overcome
this difficulty by restricting the impact map to suitable domains so that we
can apply classical results for normally hyperbolic invariant manifolds and their
persistence and obtain a scattering map between them with explicit asymptotic
formulae.
Note that, in this paper, we restrict our attention to the study of the scatter-
ing map and we do not rigorously prove the existence of Arnol’d diffusion. Due
to the continuous nature of the system considered in this paper, the method
of correctly aligned windows [GdlL06] seems to be very suitable for applica-
tion to our model for this purpose. In fact, recent results in [RdlL02], which
do not rely on the use of KAM theory, appear to be capable of extension to
piecewise-smooth systems in order to achieve this goal.
Piecewise-smooth systems are found in a host of applications [ML12]. A
simple example is the rocking block model [Hou63], which has wide applica-
tion in earthquake engineering and robotics. This piecewise-smooth system has
been shown to possess a vast array of solutions [Hog89]. The model has been
extended to include, for example, stacked rigid blocks [SRP01] and multi–block
structures [PLC08]. Particular attention is paid to the case of block overturn-
ing in the presence of an earthquake, as this has consequences for safety in the
nuclear industry [CK09] and for the preservation of ancient statues [KPC12].
Within the context of the current paper, Arnol’d diffusion could be seen as one
possible mechanism for block overturning, when the perturbation (earthquake)
of an apparently stable system (two blocks coupled by a simple spring) leads
to overturning. An early application of Melnikov theory to the rocking block
problem [Kov10] involved the calculation of the stochastic Melnikov criterion of
instability for a multidimensional rocking structure subjected to random exci-
tation.
Note that we are considering the class of piecewise-smooth differential equa-
tions that involve crossing [ML12], where the normal components of the vector
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field either side of the switching manifold are in the same sense. When these
components are in the opposite sense, sliding can occur [ML12]. The extension
of the Melnikov method to this case is still in its infancy [DuLi12].
The paper is organised as follows. In section 2 we present the system we will
consider and the main piecewise-smooth invariant geometrical objects that will
play a role in the process. In section 3 we present the impact map associated
with one switching manifold in the extended phase space and its domains of
regularity and provide an explicit expression for it in the unperturbed case. In
section 4 we study some regular normally hyperbolic invariant manifolds for the
impact map which correspond to the piecewise-smooth ones for the flow in the
extended phase space. We then apply classical perturbation theory to demon-
strate the persistence of the normally hyperbolic invariant manifolds and their
stable and unstable manifolds and deduce the persistence of the corresponding
invariant manifolds for the perturbed flow. This allows us to give explicit con-
ditions for the existence of transversal heteroclinic manifolds in the perturbed
system in terms of a modified Melnikov function and to derive explicit formulae
for the scattering map in section 5. In particular, we obtain formulae for the
change in the energy of the points related by the scattering map and in the aver-
age energy along their orbits. In section 6 we illustrate the theoretical results of
section 5 with numerical computations for two coupled rocking blocks subjected
to a small periodic forcing. We use the simple zeros of the Melnikov function to
numerically compute heteroclinic connections linking, forwards and backwards
in time, two trajectories at the invariant manifolds. These trajectories corre-
spond to one block performing small rocking oscillations while the other block
rocks about one of its heteroclinic orbits. During this large, fast, excursion, the
amplitude of the rocking block oscillations may lead to an increase or decrease
in its average energy. Using the first order analysis of the scattering map we
are able to approximately predict the magnitude of this change, which is in
excellent agreement with our numerical computations.
2 System description
2.1 Two uncoupled systems
In this paper we consider a non-autonomous dynamical system formed by cou-
pling two piecewise-smooth systems in R2 through a non-autonomous periodic
perturbation. We divide R2 into two sets,
S+ =
{
(q, p) ∈ R2 | q > 0} ,
S− =
{
(q, p) ∈ R2 | q < 0} ,
separated by the switching manifold
Σ = Σ+ ∪ Σ− ∪ {(0, 0)}, (2.1)
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where
Σ+ =
{
(0, p) ∈ R2 | p > 0} ,
Σ− =
{
(0, p) ∈ R2 | p < 0} . (2.2)
We consider the piecewise-smooth systems defined in R2\Σ(
x˙
y˙
)
:= X (x, y) :=
{
X+(x, y) if (x, y) ∈ S+
X−(x, y) if (x, y) ∈ S− (2.3)(
u˙
v˙
)
:= U(u, v) :=
{
U+(u, v) if (u, v) ∈ S+
U−(u, v) if (u, v) ∈ S− (2.4)
with X±(x, y), U±(u, v) ∈ C∞(R2).
Let us assume that (2.3) and (2.4) are Hamiltonian systems associated, re-
spectively, with C0(R2) piecewise-smooth Hamiltonians of the form
X(x, y) :=
y2
2
+ Y (x)
:=

X+(x, y) :=
y2
2
+ Y +(x) if (x, y) ∈ S+
X−(x, y) :=
y2
2
+ Y −(x) if (x, y) ∈ S−
(2.5)
U(u, v) :=
v2
2
+ V (u)
:=

U+(u, v) :=
v2
2
+ V +(u) if (u, v) ∈ S+
U−(u, v) :=
v2
2
+ V −(u) if (u, v) ∈ S−,
(2.6)
with Y ±, V ± ∈ C∞(R2) satisfying Y +(0) = Y −(0) = 0 and V +(0) = V −(0) =
0. Then
X± = J∇X±
U± = J∇U± (2.7)
where J is the symplectic matrix
J =
(
0 1
−1 0
)
.
From the form of the Hamiltonians (2.5) and (2.6), it is natural to extend
the definition of the flows of X+ and U+ to S+∩Σ+ and of the flows of X− and
U− to S− ∩Σ−. Hence, the Hamiltonian X(x, y) in (2.5) is naturally extended
to R2 as
X(x, y) =
{
X+(x, y) if (x, y) ∈ S+ ∪ Σ+ ∪ {(0, 0)}
X−(x, y) if (x, y) ∈ S− ∪ Σ−,
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and similarly for the Hamiltonian U(u, v) in (2.6). Note that the vector fields
X+ and X− are tangent to Σ at (0, 0) (resp. U+ and U−).
To define the flow associated with system (2.3), we proceed as usual in
piecewise-smooth systems. Given an initial condition (x0, y0) ∈ S±, we ap-
ply the flows φX± associated with the smooth systems X± until the switching
manifold Σ is crossed at some point. Then, using this point as the new ini-
tial condition we evolve with the flow in the new domain. The flow associated
with system (2.4) is defined in a similar way. Note that, as no sliding along
the switching manifold is possible, the definition of the flows is straightforward.
This allows us to consider the flows
φX (t;x0, y0) and φU (t; , u0, v0) (2.8)
associated with systems (2.3) and (2.4), respectively, that are C0 functions
piecewise-smooth in t satisfying
φX (0; , x0, y0) = (x0, y0)
φU (0; , u0, v0) = (u0, v0).
Let us assume that the following conditions are satisfied.
C.1 System (2.3) possesses two hyperbolic critical points Q+ ∈ S+ and Q− ∈
S− of saddle type belonging to the energy level X(x, y) = d¯.
C.2 The energy level X(x, y) = d¯ contains two heteroclinic orbits given by
γup := Wu(Q−) = W s(Q+) and γdown := Wu(Q+) = W s(Q−).
C.3 The Hamiltonians U± in (2.6) satisfy
(V +)′(0) > 0; (V −)′(0) < 0,
and so (0, 0) is an invisible quadratic tangency for both vector fields U±
in (2.4). Following [Kuz04, GST11], we call the point (0, 0) an invisible
fold-fold.
C.4 System (2.4) possesses a continuum of (piecewise-smooth) continuous pe-
riodic orbits surrounding the origin. These can be parameterized by the
Hamiltonian U and have the form
Λc =
{
(u, v) ∈ R2 |U(u, v) = c} , 0 < c ≤ c¯. (2.9)
The main purpose of this paper is to study the dynamics around one of the
heteroclinic orbits of system (2.3). From now on, we focus on the upper one
γup := Wu(Q−) ∩W s(Q+) = {(x, y) ∈ R2 |X(x, y) = d¯, y ≥ 0} .
There we consider the following parameterization
γup = {σup(t), t ∈ R} (2.10)
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Q− Q+
y
x
v
u
{(u, v), |U(u, v) = c} =: Λc γup︷ ︸︸ ︷
W u(Q−) = W s(Q+)
W u(Q+) = W s(Q−)︸ ︷︷ ︸
γdown
Figure 1: Invariant objects for the unperturbed coupled system.
where σup(t) is the solution of system (2.3) satisfying
σup(0) = (0, yh) ∈ Σ
lim
t→±∞σ
up(t) = Q±, (2.11)
where (0, yh), yh =
√
d¯, is given by
(0, yh) = W
u(Q−) ∩ Σ = W s(Q+) ∩ Σ.
Before introducing the non-autonomous perturbation which will couple both
systems described above, we outline the invariant objects of the cross product
of both systems (see figure 1), which has a (piecewise-smooth) Hamiltonian
H0(u, v, x, y) = U(u, v) +X(x, y). (2.12)
Even if the periodic orbits Λc ×Q± are only continuous manifolds, as Q± are
hyperbolic critical points, they can be considered hyperbolic periodic orbits.
Moreover, their stable and unstable (non-regular) manifolds, W s,u(Λc × Q±),
are given by Λc × W s,u(Q±). Furthermore, the stable/unstable manifold of
each periodic orbit Λc × Q+ coincides with the unstable/stable manifold of
the periodic orbit Λc × Q−, respectively, and hence there exist (non-regular)
heteroclinic manifolds connecting these periodic orbits.
Also of interest are the manifolds Λ± given by the cross product of the critical
points Q± with the union of all periodic orbits
Λ+ =
⋃
c∈[c1,c2]
Λc ×Q+
=
{(
u, v,Q+
) |U(u, v) = c, c1 ≤ c ≤ c2, }
Λ− =
⋃
c∈[c1,c2]
Λc ×Q−
=
{(
u, v,Q−
) |U(u, v) = c, c1 ≤ c ≤ c2} ,
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Λ− Λ+
U
(u
,v
)
=
c
Q− Q+
ΛcΛc
Λc ×W u(Q−) = Λc ×W s(Q+)
c = c2
c = c1
Figure 2: Schematic representation of the manifolds Λ+ and Λ−.
for some 0 < c1, c2 < c¯. In figure 2 we show these two manifolds schematically.
2.2 The coupled system
We now consider the system given by coupling systems (2.3) and (2.4) through a
non-autonomous T -periodic Hamiltonian perturbation εh(u, v, x, y, s) ∈ C∞(R5)
satisfying
h(u, v, x, y, s) = h(u, v, x, y, s+ T ), ∀(u, v, x, y, s) ∈ R5.
Therefore, the perturbed system is a non-autonomous T -periodic in time Hamil-
tonian system with Hamiltonian:
Hε(z˜) := U(u, v) +X(x, y) + εh(z˜), ε > 0, (2.13)
where z˜ = (z, s) = (u, v, x, y, s), s ∈ TT and TT = R\T . To study the dynamics
of the corresponding Hamiltonian system we will work in the extended state
space R4 × TT , adding the time s as a state variable. Note that we retain
TT , rather than the usual circle (modulus 1), because T is very important in
applications.
Recalling that the unperturbed systems (2.3) and (2.4) are piecewise-smooth,
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the coupled system is defined in four partitions of R4 × TT as follows

u˙
v˙
x˙
y˙
 =

J4∇
(
U+ +X+ + εh
)
(z˜)
if z˜ ∈ S+ ∪ Σ+ × S+ ∪ Σ+ × TT
J4∇
(
U+ +X− + εh
)
(z˜)
if z˜ ∈ S+ ∪ Σ+ × S− ∪ Σ− × TT
J4∇
(
U− +X− + εh
)
(z˜)
if z˜ ∈ S− ∪ Σ− × S− ∪ Σ− × TT
J4∇
(
U− +X+ + εh
)
(z˜)
if z˜ ∈ S− ∪ Σ− × S+ ∪ Σ+ × TT
s˙ = 1,
(2.14)
where z˜ = (z, s) = (u, v, x, y, s), s ∈ TT and
J4 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 .
These differential equations define four different autonomous flows φ˜±±(t; z˜0; ε)
in the extended phase space. Letting ϕ±±(t; t0, z0; ε) denote the corresponding
non-autonomous flows such that ϕ±±(t0; t0, z0; ε) = z0, we write φ˜±±(t; z˜0; ε)
satisfying φ˜±±(0; z˜0; ε) = z˜0 as
φ˜±±(t; z˜0; ε) =
(
φ±±(t; z˜0; ε), s0 + t
)
,
where φ±±(t; z˜0; ε) are such that
ϕ±±(t; t0, z0; ε) = φ±±(t− t0; z˜0; ε).
Proceeding as we did for the systems U and X , we can define the solution,
φ˜(t; z˜0; ε), of the coupled system (2.14) satisfying φ˜(0; z˜0; ε) = z˜0 by properly
concatenating the flows φ˜+± and φ˜−± when the 4-dimensional switching mani-
fold u = 0 is crossed, and φ˜±+ and φ˜±− when x = 0 is crossed. Following this
definition, we will omit from now on the indices ± and write just φ˜. Note that
φ˜ is not differentiable at those times corresponding to the crossings with the
switching manifolds, although it is as smooth as the flows φ˜±± when restricted
to the open domains given in the respective branches.
Note that, for ε = 0, all the invariant objects described in §2.1 for the
cross product of the systems (2.3) and (2.4) become invariant objects of system
(2.14) with one dimension more in the extended phase space. The study of these
objects and their persistence after adding the perturbation will be the goal of
section §4.
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yxu
v
s
z˜
z˜
z˜
P+ε (z˜)
P+ε (z˜)
P+ε (z˜)P−ε ◦ P+ε (z˜)
P−ε ◦ P+ε (z˜)
P−ε ◦ P+ε (z˜)
Σ Σ
Figure 3: Schematic representation of the maps P−ε , P
+
ε .
3 Some notation and properties
3.1 Impact map associated with u = 0
In R4 × TT let us define the sections
Σ˜ = Σ× R2 × TT =
{
(0, v, x, y, s), (v, x, y, s) ∈ R3 × TT
}
(3.1)
and
Σ˜+ = Σ+ × R2 × TT =
{
(0, v, x, y, s) ∈ Σ˜ | v > 0
}
(3.2)
Σ˜− = Σ− × R2 × TT =
{
(0, v, x, y, s) ∈ Σ˜ | v < 0
}
. (3.3)
Note that Σ˜ is a switching manifold of system (2.14) in the extended phase
space, and it will play an important role in what follows.
We wish to define the impact map Pε associated with Σ˜, that is, the Poincare´
map from Σ˜ to itself (see figure 3). This map is as regular as the flows φ˜±±
restricted to some open domains, and this will allow us to apply classical results
from perturbation theory of smooth systems that will be useful in our con-
struction. The impact map Pε is given by the composition of two intermediate
maps,
P+ε : O˜P+ε ⊂ Σ˜+ −→ Σ˜− (3.4)
P−ε : O˜P−ε ⊂ Σ˜− −→ Σ˜+ (3.5)
defined as
P+ε (z˜) = φ˜(tΣ˜− ; z˜; ε)
P−ε (z˜) = φ˜(tΣ˜+ ; z˜; ε),
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where tΣ˜± are the smallest values of t > 0 such that φ˜(t; z˜; ε) ∈ Σ˜∓. The
domains O˜P±ε where these maps are smooth are the open sets given by points
in Σ˜± whose trajectories first impact the switching manifold Σ˜ given by u = 0
rather than the switching manifold x = 0. That is,
O˜P+ε =
{
z˜ ∈ Σ˜+, |Πx
(
φ˜(t; z˜; ε)
)
6= 0∀t ∈ [0, tΣ˜− ]
}
(3.6)
and
O˜P−ε =
{
z˜ ∈ Σ˜−, |Πx
(
φ˜(t; z˜; ε)
)
6= 0∀t ∈ [0, tΣ˜+ ]
}
.
Remark 3.1. Due to the form of the Hamiltonian X given in (2.5), for ε ≥ 0
small enough the flow crosses the switching manifold x = 0 for increasing x
when y > 0 and for decreasing x for y < 0. Hence, the points in O˜P+ε and O˜P−ε
can be arbitrarily close to x = 0 when xy ≥ 0 (possibly containing some part
of the segment x = 0) but not when xy < 0. This implies that the sets O˜P±ε
consist of two connected components separated by the switching manifold x = 0,
R2 × Σ × TT . How these sets are separated from x = 0 depends on the time
required to reach the switching manifold u = 0.
Let us consider an open set,
O˜Pε ⊂ O˜P+ε ∪ O˜P−ε ⊂ Σ˜, (3.7)
and define the Poincare´ impact map
Pε : O˜Pε ⊂ Σ˜ −→ Σ˜
as
Pε(0, v, x, y, s) =
{
P+ε ◦ P−ε (0, v, x, y, s) if (0, v, x, y, s) ∈ O˜Pε ∩ Σ˜−
P−ε ◦ P+ε (0, v, x, y, s) if (0, v, x, y, s) ∈ O˜Pε ∩ Σ˜+
To simplify notation, when considering points (0, v, x, y, s) ∈ Σ˜ ⊂ R4 × TT , we
introduce the new variable ω˜ = (v, x, y, s). Then points z˜ in R4 × TT will be
written as z˜ = (0, ω˜). In addition we consider the set O˜Pε in R3×TT and write
the impact map
Pε : O˜Pε −→ R3 × TT (3.8)
as
Pε(ω˜) =
{
P+ε ◦ P−ε (ω˜) if ω˜ ∈ O˜Pε ∩
{
(v, x, y, s) ∈ R3 × TT , v < 0
}
P−ε ◦ P+ε (ω˜) if ω˜ ∈ O˜Pε ∩
{
(v, x, y, s) ∈ R3 × TT , v > 0
} (3.9)
with
O˜Pε =
{
ω˜ = (v, x, y, s) ∈ ([−v2,−v1] ∪ [v1, v2])× R2 × TT
|Πx
(
φ˜(t; (0, ω˜) ; ε)
)
6= 0∀t ∈ [0,Πs (Pε(ω˜))− s]
}
.
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Note that the map Pε is invertible in O˜P−1ε := Pε(O˜Pε) and hence we can
consider
P−1ε : O˜P−1ε ⊂ R3 × TT −→ R3 × TT . (3.10)
Remark 3.2. Although the maps P+ε , P
−
ε , Pε can be defined in a wider zone of
the extended phase space, their restriction to the domains O˜P+ε , O˜P−ε , O˜Pε will
be essential in our contructions. The reason is that the maps P+ε , P
−
ε , Pε are,
in the domains O˜P+ε , O˜P−ε , O˜Pε respectively, as smooth as the flows φ˜±±(t; z˜; ε)
restricted to S± × S± × TT . Therefore, we can apply to them classical results
of smooth dynamical systems which need regularity assumptions.
If ε = 0, we can provide an explicit expression for the impact map as follows.
The flow φ˜(t; z˜0; 0) consists of the uncoupled flows φU and φX described in (2.8)
but extended by adding the time s as a state variable. From conditions C.1–C.4,
the phase portrait of system U is formed by the continuum of periodic orbits
Λc which, due to the form of the Hamiltonian U , is symmetric with respect to
v = 0. Hence the maps P±0 can be written as
P±0 (z˜) =
(
0,−v, φX (α±(v);x, y), s+ α±(v)
)
,
where
α±(v) = 2
(V ±)−1(c)∫
0
1√
2(c− V ±(x))dx, c = U(0, v) =
v2
2
(3.11)
are the times taken by the flow φU (t; 0,±v), with v > 0, to reach Σ∓. Hence,
when ε = 0, the impact map takes the form
P0(ω˜) = (v, φX (α(v);x, y), s+ α(v)) ,
where
α(v) = α+(|v|) + α−(−|v|) (3.12)
is the period of the orbit of system (2.4) with c = U(0, v), and φX (t;x, y) =
φ±X (t;x, y) if (x, y) ∈ Σ± ∪ S±.
3.2 Impact sequence
Let ω˜ ∈ O˜Pε and ε ≥ 0 small enough. Proceeding as in [Hog89, GHS12], we
define the direct sequence of impacts ω˜i associated with the section Σ˜ as
ω˜i =
{
P+ε (ω˜i−1) if ω˜i−1 ∈ O˜P+ε
P−ε (ω˜i−1) if ω˜i−1 ∈ O˜P−ε ,
(3.13)
with i ≥ 0 and ω˜0 = ω˜. We also define the inverse sequence of impacts, if they
exist, as
ω˜i =
{
(P+ε )
−1(ω˜i+1) if ω˜i+1 ∈ P+ε (O˜P+ε )
(P−ε )
−1(ω˜i+1) if ω˜i+1 ∈ P−ε (O˜P−ε ),
(3.14)
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with i < 0. In general, this is a finite sequence, and is defined up to the nth
iterate such that
ω˜n /∈ O˜P+ε ∪ O˜P−ε , n > 0
ω˜n /∈ P−ε
(
O˜P−ε
)
∪ P+ε
(
O˜P+ε
)
, n < 0
That is, we consider all the impacts with the switching surface u = 0 of the tra-
jectory associated with system (2.14) with initial condition z˜ that are previous
to the first impact with x = 0, both forwards and backwards in time. When
this occurs, then it is possible to extend the sequence by properly concatenating
the flow.
In general, one can extend the definition of the impact sequence to arbitrary
points in z˜ ∈ S± × S± × TT , no necessarily located at Σ˜. This can be done by
flowing z˜ by φ˜ both forwards and backwards in time until the switching manifold
Σ˜ is reached at the points z˜1 ∈ O˜Pε and z˜2 ∈ O˜Pε , respectively. Then, one just
considers the direct and inverse impact sequence of associated with the points
z˜1 and z˜2, respectively.
Note that the impact sequence can be used to obtain explicit expressions for
the flows (see [Gra12] for details).
4 Invariant manifolds and their persistence
4.1 Unperturbed case in the extended phase space
We consider invariant objects of system (2.14) when ε = 0. The cross products
of the hyperbolic critical points Q± and the periodic orbits Λc give rise to two
families of invariant 2-dimensional tori T˜ ±c of the form
T˜ ±c = Λc ×Q± × TT ={
(u, v, x, y, s) |U(u, v) = c, (x, y) = Q±, s ∈ TT
}
(4.1)
with 0 < c ≤ c¯. These tori are only continuous manifolds, because of the
singularity of the Hamiltonian U at u = 0 (see figure 4). We parameterize T˜ ±c
by
T˜ ±c =
{
(φU (θα(v); 0, v), Q±, s), θ ∈ T, v ∈ R, U(0, v) = c, s ∈ TT
}
, (4.2)
where α(v) is given in (3.12), T = R\Z is the usual circle and φU is the flow
associated with system (2.4). Then the flow φ˜ restricted to these tori becomes
φ˜(t;φU (θα(v); 0, v), Q±, s; 0)
=
(
φU
((
θ +
t
α(v)
)
α(v); 0, v
)
, Q±, s+ t
)
, ∀t ∈ R,
13
Λ˜− Λ˜+
T˜ −c T˜ +c
U
(u
,v
)
=
c
Q− Q+
ΛcΛc
TT
Λc×γup×T︷ ︸︸ ︷
W u(T˜ −c ) = W s(T˜ +c )
c = c2
c = c1
Figure 4: Scheme of the manifolds Λ˜±, the tori T˜ ±c and their invariant manifolds.
and hence T˜ ±c is invariant. For each of these invariant tori there exist 3-
dimensional continuous manifolds
W s(T˜ +c ) = Wu(T˜ −c )
= Λc ×W s(Q−)× TT = Λc ×Wu(Q+)× TT
= {(φU (θα(v); 0, v), σup(ξ), s), |U(0, v) = c, θ ∈ T, ξ ∈ R, s ∈ TT } ,
where σup(ξ), given in (2.10)-(2.11), parameterizes the upper heteroclinic con-
nection γup of system X (see figure 4). The flow φ˜ restricted to these manifolds
can be written as
φ˜(t;φU (θα(v); 0, v), σup(ξ), s; 0)
=
(
φU
((
θ +
t
α(v)
)
α(v); 0, v
)
, σup(ξ + t), s+ t
)
, ∀t ∈ R,
and hence they are invariant. Moreover, for any z˜ = (φU (θα(v); 0, v), σup(ξ), s) ∈
W s(T˜ +c ) = Wu(T˜ −c ), there exists two points
z˜± =
(
φU (θα(v); 0, v), Q±, s
) ∈ T˜ ±c
such that
lim
t→±∞
∣∣∣φ˜(t; z˜; 0)− φ˜(t; z˜±; 0)∣∣∣ = lim
t→±∞
(
0, 0, σup(ξ + t)−Q±, 0) = 0.
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In addition, as the points Q± are hyperbolic for the flows φ±X , then there exist
positive constants K± such that∣∣φ(t; z˜; 0)− φ(t; z˜±; 0)∣∣ < K±e−λ±|t|, t→ ±∞, (4.3)
where ±λ+ and ±λ− are the eigenvalues of DX+(Q+) and DX−(Q−), respec-
tively.
Although Wu,s(T˜ ±c ) are just continuous manifolds, they are the stable and un-
stable manifolds of T˜ ±c . As they coincide, γ˜upc := W s(T˜ +c ) = Wu(T˜ −c ) will be
a 3-dimensional heteroclinic manifold between the tori T˜ −c and T˜ +c . The lower
heteroclinic connection mentioned in condition C.2 leads to similar heteroclinic
manifolds between the tori T˜ +c and T˜ −c .
Following [DdlLS00], considering all the tori T˜ +c and T˜ −c together we end
up with two 3-dimensional continuous manifolds
Λ˜± =
⋃
c∈[c1,c2]
T˜ ±c =
⋃
c∈[c1,c2]
Λc ×Q± × TT
=
{
(u, v, x, y, s) , c1 ≤ U(u, v) ≤ c2, (x, y) = Q±, s ∈ TT
}
=
{(
φU (θα(v); 0, v), Q±, s
)
, θ ∈ T, c1 ≤ U(0, v) ≤ c2, s ∈ TT
}
(4.4)
with 0 < c1 < c2 < c¯, shown schematically in figure 4. These manifolds have
4-dimensional stable and unstable continuous manifolds given by
W s(Λ˜+) = Wu(Λ˜−) =
⋃
c∈[c1,c2]
W s(T˜ +c ) =
⋃
c∈[c1,c2]
Wu(T˜ −c )
= {(φU (θα(v); 0, v), σup(ξ), s) , θ ∈ T, c1 ≤ U(0, v) ≤ c2, ξ ∈ R, s ∈ TT } .
(4.5)
As they coincide, γ˜up := W s(Λ˜+) = Wu(Λ˜−) will be a 4-dimensional hetero-
clinic continuous manifold between the manifolds Λ˜±.
It will be convenient to write the manifolds Λ˜± in terms of a reference man-
ifold N (see [DdlLS08]) as follows. Let
N = {(θ, v, s) ∈ T× [v1, v2]× TT } (4.6)
where ci = U(0, vi), and consider two homeomorphisms
F±0 : N −→ Λ˜±
(θ, v, s) 7−→ (φU (θα(v); 0, v), Q±, s). (4.7)
Hence the continuous manifolds Λ˜± are given by Λ˜± = F±0 (N). This will
later allow us to identify points on the perturbed manifolds Λ˜±ε in terms of the
same coordinates (θ, v, s) if ε > 0 is small enough. Note that F±0 are in fact
diffeomorphisms as long as θ ∈
(
0, α
+(v)
α(v)
)
∪
(
α+(v)
α(v) , 1
)
as φU (θα(v); 0, v) hits
the switching manifold given by u = 0 for θ = 0, θ = α
+(v)
α(v) and θ = 1.
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4.2 Invariant manifolds for the unperturbed impact map
The fact that the manifolds Λ˜± are only continuous manifolds will prevent us
from applying classical perturbation theory for hyperbolic manifolds [Fen72,
Fen74, Fen77, HPS77, DdlLS00] to study their persistence for ε > 0. In the
smooth case, the usual tool to prove persistence following a non-autonomous
periodic perturbation is the stroboscopic Poincare´ map, which integrates the
system during a certain time T , the period of the perturbation. However, in our
case, such a map becomes unwieldy because, for a given time, the number of
occasions that the switching manifold can be crossed is unknown and can even
be arbitrarily large.
Instead, we will consider the Poincare´ impact map defined in §3.1, which is a
smooth map as regular as the flows φ˜±± restricted to their respective domains.
We first describe the invariant objects introduced above for the impact map
restricted to Σ˜+ when ε = 0. As mentioned in §3.1, we will identify the switching
manifold Σ˜+ with the set [v1, v2] × R2 × TT and omit the repetition of the
coordinate u = 0 for points in Σ˜. We then consider the unperturbed impact
map
P0 : O˜P0 ∩
{
(v, x, y, s) ∈ R3 × TT , v > 0
} −→ R3 × TT .
Taking into account that
P0(v,Q
±, s) = (v,Q±, s+ α(v)), (4.8)
and letting U (0, v) = c, the invariant tori T˜ ±c give rise to smooth invariant
curves
C˜±c = {v} ×Q± × TT
=
{
(v, x, y, s) ∈ R3 × TT , U(0, v) = c, (x, y) = Q±
}
(4.9)
with 0 < c ≤ c¯. For those values of c such that mα(v) = nT , for some natural
numbers n and m, the curves C˜±c are filled by periodic points. The rest are
formed by points whose trajectories are dense in C˜±c .
For each of these curves there exist 2-dimensional (locally smooth) continu-
ous manifolds
W s(C˜+c ) = Wu(C˜−c )
= {(v, σup(ξ), s) , U(0, v) = c, ξ ∈ R, s ∈ TT }
which are invariant under P0:
P0(v, σ
up(ξ), s) = (v, σup(ξ + α(v)), s+ α(v))) ∈Wu(C˜−c ) = W s(C˜+c ).
Moreover, due to the hyperbolicity of the points Q± (see (4.3)), for any ω˜ =
(v, σup(ξ), s) ∈Wu(C˜−c ) = W s(C˜+c ), there exist ω˜± = (v,Q±, s) ∈ C˜±c such that
|Pn0 (ω˜)− Pn0 (ω˜±)| =
∣∣(0, σup (ξ + nα (v))−Q±, 0)∣∣ < Kˆ±(λˆ±)|n|, n→ ±∞,
(4.10)
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where Kˆ± = K±e−λ
±ξ, 0 < λˆ± = e−λ
±α(v) < 1 and λ±,K± are defined in (4.3).
Proceeding similarly as with the flow, we now consider the union over c of
all the curves C˜±c which become the smooth cylinders
Γ˜± =
⋃
c∈[c1,c2]
C˜±c =
{
(v,Q±, s) | v1 < v < v2, s ∈ TT
}
(4.11)
with 0 < ci ≤ c¯ and ci = U(0, vi), i = 1, 2, which are invariant under P0. Note
that the manifolds Γ˜± correspond to the intersection
Λ˜± ∩ Σ˜+ = {0} × Γ˜±.
Taking into account that Γ˜± are compact manifolds with boundaries given
by v = v1 and v = v2, there exist constants µ¯ > 1, 0 < λ¯
± < 1, λ¯± < 1µ¯ (in fact
µ¯ can be taken as close to one as desired) such that, for all ω˜ ∈ Γ˜±
w ∈ Esω˜ ⇐⇒ |DPn0 (ω˜)w| ≤ K±(λ¯±)n|w|, n ≥ 0
w ∈ Euω˜ ⇐⇒ |DPn0 (ω˜)w| ≤ K±(λ¯±)−n|w|, n ≤ 0
w ∈ Tω˜Γ˜± ⇐⇒ |DPn0 (ω˜)w| ≤ K±(µ¯)|n||w|, n ∈ Z
(4.12)
where Esω˜, E
u
ω˜ and Tω˜Γ˜
± are the stable, unstable and tangent bundles of Γ˜±
respectively. Assuming that α(v) is an increasing function of v, we can take
λ¯± = e−α(v1)λ
±
. (4.13)
Hence, Γ˜± are C∞ (as regular as the flows) normally hyperbolic manifolds for
the unperturbed impact map P0, with stable and unstable invariant manifolds
Wu(Γ˜−) = W s(Γ˜+) =
⋃
c∈[c1,c2]
Wu(C˜−c ) =
⋃
c∈[c1,c2]
W s(C˜+c )
= {(v, σup(ξ), s), v1 ≤ v ≤ v2, ξ ∈ R, s ∈ TT } .
4.3 Perturbed case
Let us now consider the persistence of the invariant manifolds introduced in
the previous section when ε > 0 is small. We first focus on the normally
hyperbolic manifolds, Γ˜±, for the map P0. As mentioned in Remark 3.2, the
impact map Pε is, in O˜Pε , as regular as the flows φ˜±± restricted to S± ×
S± × TT . Thus, the persistence of the normally hyperbolic manifolds Γ˜± for
ε > 0 comes from the theory of normally hyperbolic manifolds [HP70, Fen72,
Fen74, HPS77, DdlLS08]. This guarantees the existence of normally hyperbolic
invariant manifolds Γ˜±ε and Cr diffeomorphisms (with r as big as we want)
G±ε : R× TT −→ R3 × TT ,
g±ε : R× TT −→ R2
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such that the points at the manifolds Γ˜+ε are parameterized by ω˜
± = G±ε (v, s) ∈
Γ˜±ε . These parameterizations are not unique. We can make them unique by
taking G±ε to be the identity in the v and s coordinates,
Πv,s
(
G±ε
)
= Id, (4.14)
that is,
G±ε (v, s) = (v, g
±
ε (v, s), s).
When ε = 0, these maps coincide with the parametrization defined in (4.11).
Therefore g±0 (v, s) = Q
± and Γ˜+ε is ε-close to Γ˜
+. In particular, Γ˜±ε ⊂ O˜ε.
The manifolds Γ˜±ε have Cr local stable and unstable manifolds
W s,u(Γ˜±ε )
ε-close to W s,u(Γ˜±), satisfying:
• For every ω˜s ∈W s(Γ˜+ε ) there exists ω˜+ ∈ Γ˜+ε such that:
|Pnε (ω˜s)− Pnε (ω˜+)| < K+
(
λ¯+ +O(ε)
)n → 0, n→ +∞, (4.15)
• For every ω˜u ∈Wu(Γ˜+ε ) there exists ω˜+ ∈ Γ˜+ε such that:
|Pnε (ω˜u)− Pnε (ω˜+)| < K+
(
λ¯+ +O(ε)
)−n → 0, n→ −∞, (4.16)
and 0 < λ¯+ < 1 is the constant given in (4.12). Analogous properties hold for
the manifold Γ˜−ε .
Remark 4.1. In general, the theorem of persistence of normally hyperbolic
manifolds only gives local invariance for the perturbed manifold. Nevertheless,
following [KKY97], one can use the change of variables given in [Lev91] to
obtain the impact map in symplectic coordinates. Therefore, one can apply
the twist theorem to the perturbed impact map. This gives that those curves
C˜c ⊂ Γ˜±0 with α(
√
2c)/T far away from rational numbers persist as invariant
curves. These provide invariant boundaries for the perturbed manifolds Γ˜±ε , and
hence these are compact invariant manifolds.
We now consider the existence of manifolds equivalent to Γ˜±ε for the flow
φ˜. More precisely, we are interested in obtaining the perturbed version of the
manifolds Λ˜± in terms of the reference manifold N given in (4.6).
Proposition 4.1. Let Λ˜± and W s,u(Λ˜±) be the manifolds described in §4.1
invariant for the unperturbed system (2.14). Then, there exist continuous maps
F±ε : N −→ R4 × TT ,
where F±0 are given in (4.7), that are Lipschitz in ε, such that the C
0 manifolds
Λ˜±ε = F
±
ε (N) (4.17)
are invariant under φ˜ and ε-close to Λ˜±. Moreover, there exist C0 manifolds
W s,u(Λ˜±ε ), ε-close to W
s,u(Λ˜+), satisfying:
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• for any z˜s = (zs, ss) ∈W s(Λ˜+ε ) there exists z˜+ = (z+, s+) ∈ Λ˜+ε such that
|φ˜(t; z˜s; ε)− φ˜(t; z˜+; ε)| < K¯+e−(λ++O(ε))|t|, t→ +∞, (4.18)
• for any z˜u = (zu, su) ∈ Wu(Λ˜+ε ) there exists z˜+ = (z+, s+) ∈ Λ˜+ε such
that
|φ˜(t; z˜u; ε)− φ˜(t; z˜+; ε)| < K¯+e−(λ++O(ε))|t|, t→ −∞, (4.19)
• ss = su = s+
where K¯+ > 0, and λ+ > 0 is given in (4.3). Analogous properties hold for the
manifold Λ˜−ε .
Proof. The maps F±ε are obtained by flowing the manifolds Γ˜
±
ε . Let (θ, v, s) ∈ N
and consider
ω˜± = G±ε (v, s) = (v, g
±
ε (v, s), s) ∈ Γ˜±ε
ω˜±1 = (ω
±
1 , s
±
1 ) = Pε(ω˜
±),
and
z˜± = (0, ω˜±).
Then we define
F±ε (θ, v, s) = φ˜
((
s±1 − s
)
θ; (0, ω˜±); ε
)
= φ˜
((
s±1 − s
)
θ; 0, v, g±ε (v, s), s; ε
)
, θ ∈ [0, 1], (4.20)
which are smooth maps as long as the flow does not hit u = 0, which occurs at
θ = 0, θ =
Πs(P
+
ε (ω˜
±))− s
s±1 − s
, θ = 1. (4.21)
These provide the 3-dimensional continuous manifolds given in (4.17) which are
invariant by the flow φ˜. This can be seen using the fact that
F±ε (1, v, s) = φ˜(s
±
1 − s; z˜±; ε) =
(
0, Pε(ω˜
±)
) ∈ {0} × Γ˜±ε , (4.22)
(see [Gra12] §6.3.6 for details). Note that, when ε = 0, z˜± = (0, ω˜±) =
(0, G±0 (v, s)) = (0, v,Q
±, s) ∈ Γ˜±0 and (s±1 − s) = α(v). Therefore,
F±0 (θ, v, s) = φ˜
(
α(v)θ; z˜±; 0
)
=
(
φU (θα(v); 0, v), Q±, s
)
which coincide with the parameterizations F±0 defined in (4.7).
Let us now consider the stable and unstable manifolds W s,u(Λ˜±ε ). We illus-
trate the method for W s(Λ˜+ε ). Let (θ, v, s) ∈ N and consider
ω˜s = (ωs, ss) ∈W s(ω˜+)
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with
ω˜+ = G+ε (v, s) = (v, g
+
ε (v, s), s) ∈ Γ˜+ε ,
which satisfy (4.15). Defining
τ+ =
(
Πs
(
Pε(ω˜
+)
)− s) θ
we consider the point
z˜+ = φ˜(τ+; (0, ω˜+); ε) = F+ε (θ, v, s) ∈ Λ˜+ε .
We now define
τ ′ = s− ss (4.23)
and the point
z˜s = φ˜(τ+ + τ ′; (0, ω˜s); ε). (4.24)
We now show that it belongs to the stable fibre of the point z˜+. Let ω˜+i and
ω˜si be the impact sequences associated with the points ω˜
+ and ω˜s, respectively.
Using the (smooth) intermediate map P+ε defined in (3.4) we have that
ω˜+2i+1 = P
+
ε (ω˜
+
2i), ω˜
+
2i = P
i
ε(ω˜
+)
ω˜s2i+1 = P
+
ε (ω˜
s
2i), ω˜
s
2i = P
i
ε(ω˜
s),
and hence, by (4.15), ∣∣ω˜si − ω˜+i ∣∣ < K+(λ¯+)i, i→∞.
The constant K+ may differ from the one used in (4.15). To simplify the
notation we take the maximum of both and use the same symbol. Consequently,
the sequences ssi and s
+
i satisfy
|ssi − s+i | < K+(λ¯+)i, i→∞,
for K+ > 0 again properly redefined. In other words, there exist two sequences
of times, tsi = s
s
i − ss and t+i = s+i − s, where the impacts occur, such that∣∣∣φ˜(tsi ; (0, ω˜s); ε)− φ˜(t+i ; (0, ω˜+); ε)∣∣∣ < K+(λ¯+)i, i→∞ (4.25)
and
|tsi − t+i − (ss − s)| < K+(λˆ+)i, i→∞.
The fact that the perturbed manifold Γ˜+ε is compact (see remark 4.1) ensures
that the sequences tsi+1 − tsi and t+i+1 − t+i are bounded, both from above and
below,
α±(v) +O(ε) < tsi+1 − tsi < α±(v) +O(ε)
α±(v) +O(ε) < t+i+1 − t+i < α±(v) +O(ε).
(4.26)
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Hence, using the lower bound, if t is large enough, we can always find i such
that
bi := min(t
+
i − τ+, tsi − τ+ − τ ′) < t < max(t+i+1 − τ+, tsi+1 − τ+ − τ ′) := ai+1
(4.27)
and write the flows
φ˜(t; z˜+; ε) = φ˜(t− t+i + τ+; (0, ω˜+i ); ε) (4.28)
φ˜(t; z˜s; ε) = φ˜(t− tsi + τ+ + τ ′; (0, ω˜si ); ε). (4.29)
Let us now assume that
ai < t < bi+1.
For t ∈ (ai, bi+1), both flows (4.28) and (4.29) are located in the same domain
S± × S+ × TT and hence, the the function
u(t) = |φ˜(t; z˜+; ε)− φ˜(t; z˜s; ε)|
is a smooth function in all its variables because so are the flows φ˜±+. Note that
no impacts occur in the interval (ai, bi+1).
Let K > 0 be the largest Lipschitz constant of the two vector fields; then,
for t ∈ (ai, bi+1) we have
u(t) ≤ K+(λ¯+)i +
∫ t
ai
Ku(t)dt.
Applying Gronwall’s Lemma, we obtain
u(t) ≤ K+(λ¯+)ieK(bi+1−ai).
Using (4.26), the difference bi+1−ai is bounded by max(α+(v), α−(−v))+O(ε),
and hence
ai = i
(
max(α+(v), α−(v)) +O(ε)
)
.
Then, recalling the definition of λ¯+ given in (4.13) and assumption (4.27), there
exists a positive constant K+ (suitably redefined) such that
|φ(t; z˜s; ε)− φ(t; z˜+; ε)| < K+e−λ+|t|, t→∞,
which is what we wanted to prove. If t ∈ (bi, ai) (equivalently for t ∈ (bi+1, ai+1)),
the flows are not located at the same domains S± × S± × TT and we can not
use the Lipschitz constants of the fields to bound u(t). However, as the differ-
ence between the fields defined in S±×S±×TT is bounded, one can find some
constant K1 such that u(t) < (ai − bi)K1. Since(
t+i − τ+
)− (tsi − τ+ − τ ′) < K+ (λˆ+)i −→ 0,
we also see that u(t)→ 0 exponentially.
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In order to see that W s,u(Λ˜±ε ) are ε-close to W
s,u(Λ˜±) we recall that so are
the manifolds Γ˜±ε and Γ˜
± and W s,u(Γ˜±ε ) and W
s,u(Γ˜±). This implies that τ ′
given in (4.23) is of order ε. Now, since, for ε = 0,
ω˜s = (v, σup(ξ), s)
ω˜+ = (v,Q+, s)
z˜s = (φU (τ+; 0, v), σup(ξ + τ+), s+ τ+)
z˜+ = (φU (τ+; 0, v), Q+, s+ τ+)
and the flow φ˜(t; z˜; ε) is ε-close to φ˜(t; z˜; 0), we find that, for ε > 0,
z˜s = (φU (τ+; 0, v), σup(ξ + τ+), s+ τ+) +O(ε)
z˜+ = (φU (τ+; 0, v), Q+, s+ τ+) +O(ε).
(4.30)
Hence, the manifoldsWu,s(Λ˜±ε ) are ε-close to the unperturbed manifoldsW
u,s(Λ˜±).
Remark 4.2. The section Σ˜ does not necessary have to be an isochrone. By
introducing in (4.24) the delay τ ′ given in (4.23) we obtain points z˜s that belong
to the isochrone of z˜+.
Remark 4.3. The direct impact sequences of points ω˜+ and ω˜s are infinite.
Since ω˜+ ∈ Γ˜+ε and hence, as Γ˜+ε is invariant and ε-close to Γ˜+0 , it is contained
in Σ+×S+×TT , so the flow φ˜(t; (0, ω˜+); ε) never crosses the switching manifold
associated with x = 0.
Similarly, if ω˜s is chosen to be in Σ+ × S+ × TT , then the flow φ˜(t; (0, ω˜s); ε)
approaches Λ˜+ε for t > 0, and thus never crosses the switching manifold x = 0.
It may happen that W s(Λ˜+ε ) crosses x = 0 more than once backwards in time.
In this case, ω˜s has to be chosen in the piece of W s(Γ˜+ε ) “closest to” Γ˜
+
ε .
Finally, properties (4.18) and (4.19) allow us to refer to W s,u(Λ˜±ε ) as stable
and unstable manifolds of the invariant manifolds Λ˜±ε .
5 Scattering map
The scattering map [DdlLS00], also called the outer map, is an essential tool in
the study of Arnol’d diffusion. The diffusion mechanism in our system when
ε > 0 consists of trajectories that follow heteroclinic chains between the man-
ifolds Λ˜±ε such that energy may increase at each heteroclinic link. The main
novelty in the mechanism we present here, is that we have a scattering map
between two different normally hyperbolic C0 manifolds. Therefore, the scat-
tering map consists on identifying points at the invariant manifolds Λ˜±ε via
heteroclinic connections as follows. Let z˜± ∈ Λ˜±ε and assume that there exists
z˜∗ ∈Wu(Λ˜−ε ) ∩W s(Λ˜+ε ) such that
lim
t→±
∣∣∣φ˜(t; z˜±; ε)− φ˜(t; z˜∗; ε)∣∣∣→ 0.
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Then, the scattering map becomes
Supε : Λ˜
−
ε −→ Λ˜+ε
z˜− 7−→ z˜+ .
The heteroclinic manifold Wu(Λ˜−ε ) ∩W s(Λ˜+ε ) is generated by the upper hete-
roclinic connection σup (2.11) of the unperturbed system. Sufficient conditions
for its existence will be studied in §5.1 by adapting the Melnikov procedure
described in [DdlLS06] to the piecewise-smooth nature of our problem.
Similarly, one can obtain sufficient conditions for the existence of the hete-
roclinic manifold W s(Λ˜−ε )∩Wu(Λ˜+ε ), which is born from the lower heteroclinic
connection of the unperturbed system, σdown by considering the scattering map
Sdownε : Λ˜
+
ε −→ Λ˜−ε .
Note that for ε = 0 the composition of these maps becomes the identity.
A first order study of these maps (§5.2) allows us to identify those trajec-
tories which will land on higher energy levels of the target manifold. Hence
we can construct proper heteroclinic chains with increasing energy levels. As
in [DdlLS06], the concatenation of these chains is done by the so-called inner
map, which is obtained by studying the dynamics inside the manifolds. We
believe that the combination of the dynamics of the two scattering maps Supε ,
Sdownε and the inner dynamics in Λ˜
+
ε , Λ˜
−
ε gives more possibilities for diffusion
than the mechanism in [DdlLS06]. However, in this paper we restrict ourselves
to the study of the scattering maps, and we leave the study of the dynamics
inside the manifolds for future work.
5.1 Transverse intersection of the stable and unstable man-
ifolds
We now study sufficient conditions for the intersection of the stable and unsta-
ble manifolds of Λ˜+ε and Λ˜
−
ε when ε > 0. The following result, equivalent to
Proposition 9.1 in [DdlLS06], provides sufficient conditions for both manifolds
to intersect “transversally” in a 3-dimensional heteroclinic manifold which can
be parameterized by the coordinates (θ, v, s) ∈ TT × [v1, v2] × T. Recalling
that these manifolds are only piecewise-smooth continuous and Lipschitz at the
points given in (4.21), the tangent space is not defined everywhere and hence,
the notion of transversality has to be adapted. In fact, what is important for us
is that the intersection is locally unique. The continuity of the system gives us
that, in those points where differentiability is lost, the intersection is the unique
lateral limit of unique intersections. This will provide robustness of intersections
under small perturbations.
Proposition 5.1. Let (4.5) be a parameterization of the unperturbed hetero-
clinic manifold Wu(Λ˜−) = W s(Λ˜+), and assume that there exists an open set
J ⊂ N such that, for all (θ0, v0, s0) ∈ J , the function
ζ 7−→M(ζ, θ0, v0, s0), (5.1)
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with
M(ζ, θ0, v0, s0) :=
∫ ∞
−∞
{X,h} (φU (θ0α(v0) + ζ + t; 0, v0) , σup(t), s0 + ζ + t) dt,
(5.2)
has a simple zero at ζ = ζ¯(θ0, v0, s0). Then, the manifolds W
s(Λ˜+ε ) and W
u(Λ˜−ε )
intersect transversally. Moreover, there exist open sets J− ⊂ Λ˜−ε and J + ⊂ Λ˜+ε
such that for any point z˜−ε ∈ J−, and z˜+ε ∈ J + there exists a locally unique
point z˜∗(θ0, v0, s0; ε) ∈W s(Λ˜+ε ) ∩Wu(Λ˜−ε ) such that
lim
t→±∞ φ˜(t; z˜
∗; ε)− φ˜(t; z˜±; ε) = 0.
Proof. We first study the intersection of the W s(Λ˜+ε ) and W
u(Λ˜−ε ) with the
section given by x = 0, R2 × Σ × TT . We consider a point at the intersection
between the unperturbed heteroclinic connection and this section. We write
this point in terms of the parameters in the reference manifold (θ0, v0, s0) ∈ N
as
z˜0(θ0, v0, s0) := (φU (θ0α(v0); 0, v0), σup(0), s0)
= (φU (θ0α(v0); 0, v0), 0, yh, s0) ∈ {x = 0} ∩Wu(Λ˜−) = {x = 0} ∩W s(Λ˜+),
where (0, yh) = σ
up(0) and φU (t; 0, v0) is the solution of system (2.4) such that
φU (0; 0, v0) = (0, v0). We now introduce a fourth parameter, ζ ∈ R, in the
parameterization of z˜0 as follows
z˜0(θ0 +
ζ
α(v0)
, v0, s0 + ζ) := (φU (θ0α(v0) + ζ; 0, v0) , 0, yh, s0 + ζ) (5.3)
∈ {x = 0} ∩Wu(Λ˜−) = {x = 0} ∩W s(Λ˜+).
Let us consider the line
N˜ = {z˜0 + l(0, 0, 0, 1, 0), l ∈ R} ⊂ R2 × Σ× TT .
As the perturbed manifolds are ε-close to the unperturbed ones, if ε > 0 is
small enough this line intersects transversally the manifolds W s/u(Λ˜
+/−
ε ) at two
points
z˜u/s = z˜0 + (0, 0, 0, O (ε) , 0) = W
s/u(Λ˜+/−ε ) ∩ N˜ ,
which we write as
z˜s/u (ζ, θ0, v0, s0, ε)
=
(
φU (θ0α(v0) + ζ; 0, v0) , 0, ys/u, s0 + ζ
)
. (5.4)
Note that, if z˜0 ∈ Σ × Σ × TT ⊂ Σ˜ and therefore the unperturbed manifolds
are not differentiable at z˜0, the uniqueness of these points is also guaranteed
because N˜ ⊂ Σ× Σ× TT .
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We measure the distance between these points using the unperturbed Hamilto-
nian:
∆(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) = H0 (z˜
u)−H0 (z˜s) = X(z˜u)−X(z˜s), (5.5)
where X(z˜s/u) is a shorthand for X
(
Πx
(
z˜s/u
)
,Πy
(
z˜s/u
))
= X
(
0, ys/u
)
. When
this distance is zero
∆(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) = 0, (5.6)
and we solve this equation for ζ.
To find an expression for ∆ we proceed as usual in Melnikov methods.
From Proposition 4.1 we know that there exist points z˜± ∈ Λ˜±ε satisfying
|φ(t; z˜s; ε)− φ(t; z˜+; ε)| < K+e−(λ++O(ε))|t|, t→ +∞,
|φ(t; z˜u; ε)− φ(t; z˜+; ε)| < K+e−(λ++O(ε))|t|, t→ −∞. (5.7)
We add and subtract X(z˜+) and X(z˜−) to (5.5) and write ∆ as
∆(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) =
∆−(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε)−∆+(θ0 + ζ
α(v0)
, v0, s0 + ζ, ε) (5.8)
where
∆−(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) = X
−(z˜u)−X−(z˜−) +X+(z˜−) (5.9)
∆+(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) = X
+(z˜s)−X+(z˜+) +X−(z˜+). (5.10)
We now obtain expressions for ∆±. We illustrate the procedure for ∆−. Flowing
backwards the points z˜u ∈ Wu(z˜−) and z˜− ∈ Λ˜−ε until the switching manifold
Σ˜ is reached we obtain points for which their backwards impact sequences are
defined for all the iterates. This is because, backwards in time, their trajectories
never reach the other switching manifold given by x = 0. This provides a
sequence of times for which the flows φ˜(t; z˜u; ε) and φ˜(t; z˜−; ε) hit the switching
manifold Σ˜ for t < 0. This permits us to apply the fundamental theorem of
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calculus in these time intervals and write
∆−(θ0, v0, s0 + ζ, ε)
= ε
∫ 0
t
{
X−, h
}(
φ˜(r; z˜u; ε)
)
dr +X−
(
φ˜(t; z˜u; ε)
)
︸ ︷︷ ︸
X−(z˜u)
−ε
∫ 0
t
{
X−, h
}(
φ˜(r; z˜−; ε)
)
dr −X−
(
φ˜
(
t; z˜−; ε
))
︸ ︷︷ ︸
−X−(z˜−)
+X−(z˜−).
We now merge these two integrals and use the hyperbolicity property (5.7) to en-
sure convergence when t→ −∞. The same property ensures that
∣∣∣X− (φ˜ (t; z˜u; ε))−X− (φ˜ (t; z˜−; ε))∣∣∣→
0 when t→ −∞. Hence, we can write ∆− as
∆−(θ0, v0,s0 + ζ, ε)
= ε
∫ 0
−∞
({
X−, h
}(
φ˜(r; z˜u; ε)
)
− {X−, h}(φ˜ (r; z˜−; ε))) dr
+X
(
z˜−
)
.
We now expand this in powers of ε. On the one hand, as Q− is a critical point
of the system associated with the Hamiltonian X−, since(
Πx
(
z˜−
)
,Πy
(
z˜−
))
= Q− +O(ε),
we have that {
X−, h
}(
φ˜
(
t; z˜−; ε
))
= O(ε).
On the other hand, and for the same reason, we have that
X−(z˜−) = X−(Q−) +O(ε2).
Hence, using z˜u = z˜0 +O(ε) and Proposition 4.1, we can write ∆
− as
∆−(θ0, v0,s0 + ζ, ε)
= ε
∫ 0
−∞
{
X−, h
}(
φ˜ (r; z˜0; 0)
)
dr
+X−(Q−) +O(ε2),
where z˜0 is given in (5.3).
Proceeding similarly with ∆+ and X+ and using (5.3) and that X−(Q−) =
26
X+(Q+) = d¯, we finally get
∆(θ0 +
ζ
α(v0)
, v0, s0 + ζ, ε) =
ε
∫ ∞
−∞
{X,h} (φU (θ0α(v0) + ζ + t; 0, v0) , σup(t), s0 + ζ + t) dt+O
(
ε2
)
:= εM(ζ, θ0, v0, s0) +O(ε
2).
Each of these integrals is made up of a sum of integrals given by the impact
sequence associated with u = 0 of the point z˜0 and whose integrands are smooth
functions. Hence, the function
ζ 7−→M(ζ, θ0, v0, s0) (5.11)
is a smooth function as regular as the flows φ˜±± associated with system (2.14)
restricted to their respective domains. This is more apparent when performing
the change of variables r = θ0α(v0) + ζ + t leading to
M(ζ, θ0, v0, s0)
=
∫ ∞
−∞
{X,h} (φU (r; 0, v0) , σup(r − θ0α(v0)− ζ), s0 + r − θ0α(v0)) dr.
Taking (θ0, v0, s0) ∈ J given in Proposition 5.1, let ζ¯(θ0, v0, s0) be a simple zero
of (5.11). Then, applying the implicit function theorem to the equation
∆(θ0 +
ζ
α(v0)
, v0, s0 + ζ)
ε
= M (ζ, θ0, v0, s0) +O(ε) = 0
at the point (ζ, θ0, v0, s0, ε) = (ζ¯, θ0, v0, s0, 0), if ε > 0 is small enough, there
exists
ζ∗(θ0, v0, s0; ε) = ζ¯ +O(ε) (5.12)
which solves (5.6). Thus, for every (θ0, v0, s0) ∈ J , there exists a locally unique
point at the section R2×Σ×TT belonging to the heteroclinic manifold between
the manifolds Λ˜±ε ,
z˜∗0(θ0 +
ζ∗
α(v0)
, v0, s0 + ζ
∗; ε) = z˜u(ζ∗, θ0, v0, s0; ε)
= z˜s(ζ∗, θ0, v0, s0; ε)
∈Wu(Λ˜−ε )>∩W s(Λ˜+ε ) ∩ Σ× R2 × TT ,
(5.13)
which is of the form
z˜∗0(θ0, v0, s0; ε) = (φU (θ0α(v0) + ζ
∗; 0, v0), 0, y∗h, s0 + ζ
∗).
Finally we consider the point
z˜∗(θ0, v0, s0; ε) = φ˜(−ζ∗; z˜∗0 ; ε), (5.14)
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which belongs to Wu(Λ−ε ) ∩ W s(Λ+ε ) but is not in Σ˜. Moreover, since ζ∗ =
ζ¯ +O(ε), as given in (5.12), z˜∗ is of the form
z˜∗(θ0, v0, s0; ε) =
(
φU (θ0α(v0); 0, v0), σ(−ζ¯)), s0
)
+O(ε),
where (φU (θ0α(v); 0, v), σ(ξ), s) is the parameterization of the unperturbed het-
eroclinic connection introduced in (4.5). As z˜∗ depends on (θ0, v0, s0) ∈ N , this
permits us to consider two points
z˜±(θ0, v0, s0; ε) = F±ε (θ
±
0 , v
±
0 , s
±
0 ) = F
±
0 (θ0, v0, s0) +O(ε) ∈ Λ˜±ε , (5.15)
such that
lim
t→±∞ φ˜(t; z˜
∗; ε)− φ˜(t; z˜±; ε) = 0,
where F±ε are the parameterizations of Λ˜
±
ε defined in (4.17) and (θ
±
0 , v
±
0 , s
±
0 ) ∈
N , with N the reference manifold given in (4.6).
5.2 First order properties of the scattering map
Let ζ¯ = ζ¯(θ, v, s) be a simple zero of the function (5.1) for any (θ, v, s) ∈ J ⊂ N .
Then, for any (θ, v, s) ∈ J we can define the scattering map
Supε : J− ⊂ Λ˜−ε −→ J + ⊂ Λ˜+ε
z˜−(θ, v, s; ε) 7−→ z˜+(θ, v, s; ε) (5.16)
which identifies the points in (5.15) connected by the orbit of the heteroclinic
point z˜∗(θ, v, s; ε) ∈Wu(z˜−) ∩W s(z˜+), which is of the form
z˜∗(θ, v, s; ε) = (φU (θα(v); 0, v), σup(−ζ¯), s) +O(ε).
From equation (5.15), the points z˜± are of the form
z˜±(θ, v, s; ε) = F±ε (θ
±, v±, s±)
= F±0 (θ, v, s) +O(ε)
= (φU (θα(v); 0, v), Q±, s) +O(ε).
Remark 5.1. All the computations for the scattering map Sdown associated
with the “lower” heteroclinic connection of system X , that is, for the heteroclinic
manifold close to W s(Λ˜−0 ) = W
u(Λ˜+0 ), are completely analogous. In particular,
when ε = 0, the compositions of both scattering maps become the identity,
Sup0 ◦ Sdown0 = Id,
and therefore, there is no possibility of increasing the energy in this case.
We now want to derive properties of the image of the scattering map given
in equation (5.16). More precisely, we want to measure the difference of the
energy levels of the points z˜±. To this end, as is usual in Melnikov-like theory,
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we use the Hamiltonian U which, since U(0, v) = v
2
2 , is equivalent to measuring
the distance in the coordinate v. Hence we consider
∆U = U(z˜+)− U(z˜−), (5.17)
where U(z˜) is a shorthand for U(Πu(z˜),Πv(z˜)) and the points z˜
± are given
in Proposition 5.1. Note that this difference is 0 for ε = 0, and therefore
∆U = O(ε). The following Proposition provides an expression for the first
order term in ε of ∆U .
Proposition 5.2. Let (θ, v, s) ∈ J ⊂ N given in Proposition 5.1, and let
ζ¯ = ζ¯(θ, v, s) be a simple zero of the function
ζ −→M(ζ, θ, v, s),
where M is defined in (5.2). Let also z˜±(θ, v, s; ε) ∈ Λ˜±ε be the points given
in (5.15), and hence satisfying
z˜+ = Supε (z˜
−).
Then,
U(z˜+)− U(z˜−) = ε
∫ 0
−∞
(
{U, h} ((φU (θα(v) + t; 0, v) , σup(t− ζ¯), s+ t))
− {U, h} (φU (θα(v) + t; 0, v), Q−, s+ t) )dt
+ ε
∫ +∞
0
(
{U, h} ((φU (θα(v) + t; 0, v) , σup(t− ζ¯), s+ t))
− {U, h} (φU (θα(v) + t; 0, v), Q+, s+ t) )dt
+O(ε1+ρ2),
(5.18)
for some ρ2 > 0.
Moreover,
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
>
:= lim
T→∞
1
T
∫ T
0
(
U
(
φ˜(t; z˜+; ε
))
− U
(
φ˜
(−t; z˜−; ε)) dt
= ε
(
lim
T→∞
1
T
∫ T
0
∫ t
−t
{U, h}
(
φU (θα(v) + r; 0, v) , σup
(
r − ζ¯) , s+ r)drdt)
(5.19)
+O(ε1+ρ2).
In order to prove this result, we will use the following Lemma, whose proof
is given after the proof of Proposition 5.2.
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Lemma 5.1. Let
z˜± = F±ε (θ, v, s) ∈ Λ˜±ε
z˜±0 = F
±
0 (θ, v, s) ∈ Λ˜±0 .
Given c > 0, there exists ρ > 0 independent of ε such that, if ε > 0 is small
enough, then ∣∣∣φ˜(t; z˜±; ε)− φ˜(t; z˜±0 ; 0)∣∣∣ = O(ερ)
for 0 ≤ t ≤ c ln 1ε .
Proof. Of Proposition 5.2
Let (θ, v, s) ∈ J and let ζ¯ be a simple zero of the Melnikov function (5.1), (5.2).
Let also ζ∗(θ, v, s, ε) be the solution of (5.6) given by the implicit function
theorem near ζ¯, and z˜∗(θ, v, s; ε) the heteroclinic point defined in (5.14).
Let us write ∆U as
∆U = ∆U+ + ∆U−, (5.20)
where
∆U+ = U(z˜
+)− U(z˜∗)
∆U− = U(z˜∗)− U(z˜−).
and z˜± are the points given in Proposition 4.1 satisfying (4.18) and (4.19). We
first derive an expression for the difference ∆U+; an analogous one can be ob-
tained for ∆U−.
Proceeding similarly as in the proof of Proposition 5.1 we apply the fun-
damental theorem of calculus in the time intervals given by the direct impact
sequences of the points obtained by flowing z˜+ and z˜∗, forwards in time, until
the switching manifold Σ˜ is reached. This provides expressions for U(z˜+) and
U (z˜∗) which allow us to write ∆U+ as
∆U+ = ε
∫ t
0
(
{U, h}
(
φ˜(r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr
+ U
(
φ˜(t; z˜+; ε)
)
− U
(
φ˜ (t; z˜∗; ε)
)
.
(5.21)
As z˜∗ ∈ W s (z˜+) and U is continuous, formula (5.7) implies that the second
line in (5.21) tends to zero as t → ∞. As ∆U+ is independent of t even if the
impacts sequences of z˜+ and z˜∗ are different, the integral in (5.21) converges
when t→∞. This can also be seen by arguing as in the proof of Proposition 4.1
and exponentially bounding the integrand. Hence, we obtain that
∆U+ = ε
∫ ∞
0
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
))
dr. (5.22)
We now want to expand integral (5.22) in powers of ε. Unlike in the proof of
Proposition 5.1, when using the Hamiltonian U instead of X, the first order
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term in ε of the Poisson bracket {U, h} restricted to the manifold Λ˜+ε does
not vanish. For finite fixed times, the difference between the perturbed and
unperturbed flows restricted to Λ˜+ε is of order O(ε). However, as the integral is
performed from 0 to ∞, one has to proceed carefully.
Using Lemma 5.1, we can split the integral in (5.22) to obtain
∆U+ = ε
∫ c ln 1ε
0
(
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr
+ ε
∫ ∞
c ln( 1ε )
(
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr
= ε
∫ c ln 1ε
0
(
{U, h}
(
φ˜ (r; z˜∗0 ; 0)
)
− {U, h}
(
φ˜
(
r; z˜+0 ; 0
)))
dr +O(ερ+1 ln
1
ε
)
+ ε
∫ ∞
c ln 1ε
(
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr,
(5.23)
where z˜+0 and z˜
∗
0 are z˜
+ and z˜∗ for ε = 0, respectively and are given in (4.30).
We now consider the last integral in (5.23). As mentioned above, arguing as in
the proof of Proposition 4.1 with the sequences ai and bi defined in (4.27), we
can exponentially bound the integrand of the last integral in (5.23) and write∫ ∞
c ln 1ε
(
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr
<
∫ ∞
c ln 1ε
K+e−λ
+tdt =
K+
λ+
ερ¯,
with ρ¯ = cλ+ > 0. This allows us to write (5.22) as
∆U+ = ε
∫ ∞
0
(
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
)))
dr
= ε
∫ c ln 1ε
0
(
{U, h}
(
φ˜ (r; z˜∗0 ; 0)
)
− {U, h}
(
φ˜
(
r; z˜+0 ; 0
)))
dr
+O(ερ+1 ln
1
ε
) +O(ερ¯+1).
By reverting the last argument, we can complete this integral from c ln 1ε to ∞
to finally obtain
∆U+ = ε
∫ ∞
0
(
{U, h}
(
φ˜ (r; z˜∗0 ; 0)
)
− {U, h}
(
φ˜
(
r; z˜+0 ; 0
)))
dr +O(ε1+ρ1)
= ε
∫ +∞
0
(
{U, h} ((φU (θα(v) + t; 0, v) , σup(t− ζ¯), s+ t))
− {U, h} (φU (θα(v) + t; 0, v), Q+, s+ t) )dt+O(ε1+ρ1).
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for some ρ1 > 0. Finally, proceeding similarly for ∆
− we obtain expression (5.18)
for some ρ2 > 0.
We now obtain the formula given in (5.19). Proceeding similarly as before
we apply the fundamental theorem of calculus and obtain
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
>
= U
(
z˜+
)− U (z˜−)
+ ε
(
lim
T→∞
1
T
∫ T
0
(∫ t
0
{U, h}
(
φ˜
(
r; z˜+; ε
))
dr
+
∫ 0
−t
{U, h}
(
φ˜
(
r; z˜−; ε
))
dr
)
dt
)
.
Using (5.22) and the equivalent one for ∆U−, we get
U(z˜+)− U(z˜−) = ε
∫ ∞
0
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
))
dr
+ ε
∫ 0
−∞
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜−; ε
))
dr.
We now compute
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
> −ε lim
T→∞
1
T
∫ T
0
∫ t
−t
{U, h}
(
φ˜ (r; z˜∗; ε)
)
drdt.
Using formula for U(z˜+)− U(z˜−) obtained before, this difference becomes
ε lim
T→∞
1
T
∫ T
0
∫ ∞
t
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜+; ε
))
drdt
− ε lim
T→∞
1
T
∫ T
0
∫ −t
−∞
{U, h}
(
φ˜ (r; z˜∗; ε)
)
− {U, h}
(
φ˜
(
r; z˜−; ε
))
drdt = 0,
due to the asymptotic properties (5.7). This gives,
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
>
= ε lim
T→∞
∫ T
0
∫ t
−t
{U, h}
(
φ˜ (r; z˜∗; ε)
)
drdt,
which expanding in powers of ε gives the desired formula in (5.19).
Proof. Of Lemma 5.1
We proceed with the points z˜+ and z˜+0 ; analogous arguments hold for z˜
− and z˜−0 .
Let us first flow the points z˜+ and z˜+0 backwards in time until their trajectories
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reach the section Σ˜+. This provides two points, (0, ω˜+) and (0, ω˜+0 ), respectively,
such that
ω˜+ =
(
ω+, s+
)
= G+ε (v, s) ∈ Γ˜+ε
ω˜+0 =
(
ω+0 , s
+
0
)
= G+0 (v, s) ∈ Γ˜+0 .
We now proceed by considering the trajectories of these last points. Let
z˜+n,ε = (0, ω˜
+
n,ε) =
(
0, v+n,ε, x
+
n,ε, y
+
n,ε, s
+
n,ε
)
z˜+n,0 = (0, ω˜
+
n,0) =
(
0, v+n,0, x
+
n,0, y
+
n,0, s
+
n,0
)
be the impact sequences associated with ω˜+ and ω˜+0 , respectively. We first write
∆(t) :=
∣∣∣φ˜(t; (0, ω˜+); ε)− φ˜(t; (0, ω˜+0 ); 0)∣∣∣
=
∣∣∣φ˜(t− s+n,ε + s+; z˜+n,ε; ε)− φ˜(t− s+n,0 + s+0 ; z˜+n,0; 0)∣∣∣ .
Proceeding as in the proof of Proposition 5.2, we define
an = min
(
s+n,ε − s+, s+n,0 − s+0
)
bn = max
(
s+n,ε − s+, s+n,0 − s+0
)
.
such that t ∈ [an, bn+1].
Let Fε be the piecewise-smooth vector field associated with the perturbed sys-
tem (2.14) and F0 the one for ε = 0; applying the fundamental theorem of
calculus we get
∆(t) ≤ ∣∣z˜+n,ε − z˜+n,0∣∣
+
∫ bn
an
∣∣∣Fε (φ˜ (t− s+n,ε; z˜+n,ε; ε))−F0 (φ˜ (t− s+n,0 + s+0 ; z˜+n,0; 0))∣∣∣ dt
+
∫ an+1
bn
∣∣∣Fε (φ˜ (t− s+n,ε; z˜+n,ε; ε))−F0 (φ˜ (t− s+n,0 + s+0 ; z˜+n,0; 0))∣∣∣ dt
+
∫ bn+1
an+1
∣∣∣Fε (φ˜ (t− s+n,ε; z˜+n,ε; ε))−F0 (φ˜ (t− s+n,0 + s+0 ; z˜+n,0; 0))∣∣∣ dt,
For the first and third integrals, as both flows do not belong to the same domain
S±×S±×TT , it is not the case that Fε → F0 as ε→ 0. However, their difference
is bounded by some constant K1 > 0.
For the middle integral, both flows belong to the same domain and Fε and F0
are ε-close. Hence, there exists a constant K > 0 such that
∆(t) ≤ ∣∣z˜+n,ε − z˜+n,0∣∣
+K1(bn − an)
+
∫ an+1
bn
K
∣∣∣φ˜ (t; z˜+n,ε; ε)− φ˜ (t; z˜+n,0; 0)∣∣∣ dt
+K1(an+1 − bn+1).
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Let us bound
∣∣z˜+n,ε − z˜+n,0∣∣. We first write∣∣z˜+n,ε − z˜+n,0∣∣ = ∣∣ω˜+n,ε − ω˜+n,0∣∣
=
∣∣P±ε (ω˜+n−1,ε)− P±0 (ω˜+n−1,0)∣∣
=
∣∣∣P±ε (ω˜+n−1,ε)− P±0 (ω˜+n−1,ε)
+ P±0 (ω˜
+
n−1,ε)− P±0 (ω˜+n−1,0)
∣∣∣,
where we apply P+ε or P
−
ε and P
+
0 or P
−
0 depending on the sign of Πv(ω˜
+
n−1,ε)
and Πv(ω˜
+
n−1,0), respectively.
Since P±ε and P
±
0 are ε-close and P
±
0 are Lipschitz maps, there exist positive
constants c, KP0 and c0 such that, for n = 1,∣∣z˜+1,ε − z˜+1,0∣∣ = ∣∣∣P±ε (ω˜+0,ε)− P±0 (ω˜+0,ε) + P±0 (ω˜+0,ε)− P±0 (ω˜+0,0)∣∣∣
≤ cε+KP0
∣∣ω˜+0,ε − ω˜+0,0∣∣ = cε+KP0c0ε.
By induction and assuming the general case KP0 > 1, we obtain∣∣z˜+n,ε − z˜+n,0∣∣ = cε+KP0 ∣∣ω˜+n−1,ε − ω˜+n−1,0∣∣
≤ cε+KP0
(
cε+KP0
∣∣ω˜+n−2,ε − ω˜+n−2,0∣∣)
≤ cε
n−1∑
i=0
(KP0)
i
+ (KP0)
n
c0ε
= cε
1− (KP0)n−1
1−KP0
+ (KP0)
n
c0ε
≤M (KP0)n ε,
for some M > 0.
Arguing similarly for the differences bn − an and bn+1 − an+1 we get that
∆(t) ≤M (KP0)n ε+
∫ an+1
bn
K∆(r)dr,
with M properly redefined.
We now apply the Gronwall’s inequality to this expression. Noting that
an+1 − bn = K2 + nK3ε,
with K2 = max(α
+(v), α−(−v)) and K3 > 0, this finally gives us
∆(t) ≤M (KP0)n εeK2+nK3ε
= MεeK2+n(K3ε+lnKP0 )
< MεeK2+n lnK4 ,
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Figure 5: Two rocking blocks linked by a spring.
for some positive K4.
Taking n = c2 ln
1
ε and making c2 small enough such that c2 lnK4 < 1, which is
independent from ε, we finally have∣∣∣φ˜(t; (0, ω˜+); ε)− φ˜(t; (0, ω˜+0 ); 0)∣∣∣ ≤MeK2ε(1ε
)c2 lnK4
≤MeK2ερ,
for some ρ > 0, which is what we wanted to prove.
6 Example: two linked rocking blocks
In this section we apply some of our results to a mechanical example consisting
of two rocking blocks coupled by means of a spring (see figure 5). The single
block model was first introduced in [Hou63]; further details of its dynamics can
be found in [YCP80, SK84, Hog89, GHS12].
Both blocks are rigid, of mass mi and with semi–diagonal of length Ri. They
are connected by a light spring, with spring constant k. The base is assumed to
be sufficiently flat so that block i rotates only about points Oi, O
′
i. On impact
with the rigid base, neither block loses energy. Let αi be the angle formed by
the lateral side and the diagonal of each block. We then take as state variables
u and x such that α1u and α2x are the angles formed by the vertical and the
lateral side of each block. When there is rotation, u is positive (negative) for
rotation about O1 (O
′
1) and x is positive (negative) for rotation about O2 (O
′
2).
The spring makes an angle β with the horizontal. As shown in [Hog89], when
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both blocks are slender (αi << 1), the dynamics of each is modeled by the
piecewise Hamiltonian systems
U(u, v) =

v2
2
− u
2
2
+ u, if u ≥ 0
v2
2
− u
2
2
− u, if u < 0
and
X(x, y) =

y2
2
− x
2
2
+ x, if x ≥ 0
y2
2
− x
2
2
− x, if x < 0.
Each system has two critical points at Q± = (±1, 0), and there are two hetero-
clinic connections γup/down between them, given by the energy level U(u, v) = 12
and X(x, y) = 12 ,
γup/down =
{
(x, y) = σup/down(ξ), ξ ∈ R
}
,
where
σup/down(ξ) =
{
(+/− (1− e−ξ),+/− e−ξ) if ξ ≥ 0
(+/− (eξ − 1),+/− eξ) if ξ < 0.
}
These heteroclinic connections surround a region filled with a continuum of
period orbits, which are given by U(u, v) = c and X(x, y) = c, with 0 < c < 12 ,
and
φU (τ ; 0, v) =

(
v − 1
2
eτ − v + 1
2
e−τ + 1,
v − 1
2
eτ +
v + 1
2
e−τ
)
if 0 ≤ τ ≤ α+(v)(
− v − 1
2
eτ−α
+(v) +
v + 1
2
e−τ+α
+(v) − 1,
− v − 1
2
eτ−α
+(v) − v + 1
2
e−τ+α
+(v)
)
if τα+(v) ≤ τ ≤ α(v),
with α+(v) and α(v) given by
α+(v) = 2
∫ 1−√1−v2
0
1√
v2 + u2 − 2udu =
= 2 ln
(
1 + u
1− u
)
α(v) = 2α+(v),
(similarly for the Hamiltonian X). Hence conditions C.1–C.4 of §2 are satisfied.
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We now assume that both blocks are identical (α1 = α2, R1 = R2,m1 = m2).
This allows us to assume that the angle formed by the spring and the horizontal
is small, and hence to linearize the coupling around β = 0. When the blocks are
subject to an external small T -periodic forcing given by δf(t), the (linearized)
equations that govern the system in the extended phase space are
u˙ =v
v˙ =u− sgn(u)
+ k(x− u)− δf(s)
x˙ =y
y˙ =x− sgn(x)
+ k(u− x)− δf(s)
s˙ =1,
(6.1)
Introducing the perturbation parameter ε through the reparameterization
δ = δ˜ε, k = k˜ε,
with δ˜ and k˜ both positive constants, and taking f(s) = cos(ωs) ([Hog89]),
these equations can be written in terms of a piecewise-smooth Hamiltonian of
the form
Hε(u, v, x, y, s) = U(u, v) +X(x, y) + εh(u, x, s) (6.2)
where h is the Hamiltonian perturbation
h(u, x, s) = δ˜(u+ x) cos(ωs) + k˜
(u2
2
+
x2
2
− ux). (6.3)
The objects given by the critical points and heteroclinic connections of the
Hamiltonian X, on one hand, and the periodic orbits of the Hamiltonian U , on
the other one, give rise to the manifolds
Λ˜± =
{
(φU (θα(v); 0, v),±1, 0, s) ∈ R4 × TT ,
√
2c1 ≤ v ≤
√
2c2, 0 ≤ θ ≤ 1
}
,
0 < c1, c2 <
1
2 , that are invariant for the coupled system when ε = 0 and have
4-dimensional heteroclinic manifolds γ˜up = W s(Λ˜+) = Wu(Λ˜−) and γ˜down =
Wu(Λ˜+) = W s(Λ˜−).
As stated in Proposition 4.1, the invariant manifolds Λ˜± persist when ε > 0
is small enough. Moreover, as shown in Proposition 5.1, the Melnikov func-
tion (5.2) provides the first order term in ε of the distance of between the
unstable and stable manifolds of Λ˜−ε and Λ˜
+
ε , respectively. For system (6.2) this
becomes
M(ζ, θ, v, s) :=
∫ ∞
−∞
(
−y(t)(δ˜ cos(ω(s+ ζ)) + k˜(x(t)− u(t)))
)
dt, (6.4)
where (x(t), y(t)) = σup(t) and u(t) = Πu(φU (θα(v) + t+ ζ; 0, v)).
More precisely, M(ζ, θ, v, s) computes the first order distance between the points
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Figure 6: Melnikov function and real distance (dashed) for v = 0.48, θ = s = 0
and ε = 0.01. The real distance has been magnified by a factor of 1ε to be
compared with the Melnikov function.
z˜u and z˜s, given, respectively, by intersection between Wu(Λ˜−ε ) and W
s(Λ˜+ε )
with the line
N˜ = {z˜0 + l(0, 0, 0, 1, 0), l ∈ R} ⊂ R2 × Σ× TT ,
where z˜0 belongs to the intersection of W
u(Λ˜−0 ) = W
s(Λ˜+0 ) with {x = 0} for
ε = 0, and is parametrized by
z˜0 = z˜0(ζ, θ, v, s) := (φU (θα(v) + ζ; 0, v) , 0, 1, s+ ζ) .
In figure 6 we provide both the Melnikov function and the real distance between
z˜u and z˜s for ε = 0.01, v = 0.48, θ = s = 0 when varying ζ. This real distance
is computed as follows. Having fixed (θ, v, s) and ε, for every ζ we numerically
find the y coordinates (yu and ys) of z˜u and z˜s and subtract them. To compute
ys, we take an ε-neighbourhood of y = 1 (where the unperturbed manifold
intersects x = 0) which we assume contains ys, and use a Bolzano-like method.
We consider a set of initial conditions
(φU (θα(v) + ζ; 0, v), 0, yi, s+ ζ) ,
with yi ∈ (1−O(ε), 1 +O(ε)), and integrate the flow forwards in time for each
of them. As the stable manifold W s(Λ˜∗ε) is 4-dimensional, it separates the space
into two pieces and hence, if ε > 0 is small enough, trajectories either escape
to infinity and or return to the section x = 0. This gives us yi and yi+1 where
yi is the largest value such that the trajectory returns to x = 0 and yi+1 is the
smallest value such that its trajectory escapes to infinity. Hence ys ∈ (yi, yi+1)
and we proceed again with this smaller interval. This is repeated until some
desired tolerance is achieved.
The integration of the flow was done using an adaptative high order Runge
Kutta method (RKF78) with multiple precision libraries. The number of initial
38
conditions taken along the current interval at each iteration was 50, and their
trajectories were launched in parallel. This allowed us to compute ys with a
tolerance of 10−27 (length of the last interval) within a reasonable time. We
proceeded similarly for yu, integrating backwards in time, also in parallel. As
can be seen in figure 6, the real distance agrees very well with the value given
by M(ζ, θ, v, s) multiplied by ε.
Note that both the integration of the system and the computation of the
Melnikov function have been done numerically. We have used neither the lin-
earity nor the symmetry of the system, apart from the explicit expressions for
α(v), φU and σup(t), which could easily have been computed numerically. Thus,
the same techniques could easily be applied to the full nonlinear equations.
As shown in Proposition 5.1, of special interest are the zeros of the Melnikov
function, which lead to zeros of the real distance between z˜u and z˜s and, hence,
to heteroclinic connections. In other words, for each simple zero ζ¯ there exists
ζ∗ = ζ¯ +O(ε) such that z˜s = z˜u := z˜∗ and points z˜± satisfying1
lim
t→±∞
∣∣∣φ˜(t; z˜∗; ε)− φ˜(t; z˜±; ε)∣∣∣ = 0.
These are of the form
z˜± =
(
φU (θα(v) + ζ¯; 0, v),±1, 0, s+ ζ
)
+O(ε)
z˜∗ =
(
φU (θα(v) + ζ¯; 0, v), 0, 1, s+ ζ
)
+O(ε).
The points z˜± may be located at different energy levels on the manifolds
Λ˜±ε . Their first order difference is provided in terms of the unperturbed flows
by (5.18) in Proposition 5.2. In addition, (5.19) of Proposition 5.2 provides
an expression for the first order difference between the average energy of the
trajectories φ˜(±t; z˜±; ε) for t→∞.
If we compute expression (5.19) for the third and fourth positive (in ζ) zeros
of the Melnikov function we obtain
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
>' 0.4 (6.5)
for the third zero, and
< U(φ˜(t; z˜+; ε)) > − < U
(
φ˜
(
t; z˜−; ε
))
>' −0.3 (6.6)
for the fourth one. Note that a positive difference implies an increase of the
energy of the system while a negative one a decrease. Note the high dependence
of this difference on the choice of the zero.
We now compute numerically the third and fourth zeros of the real dis-
tance in order to compute their associated heteroclinic connections and illus-
trate this behaviour. This is done by using a Bolzano method starting in a
1For convenience, we have slightly changed the notation with respect to section 5. Points
z˜∗ and z˜± here correspond to the ones in Proposition 5.1 flowed a time ζ∗ by φ˜.
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Figure 7: Trajectory close the heteroclinic point z˜∗ obtained for the third zero
of the Melnikov function in figure 6. Projections onto (a) the (u, v) plane and
(b) the (x, y) plane. The colour bar denotes time.
ε-neighbourhood of each zero. For each value of ζ, we calculate z˜u and z˜s as ex-
plained before and calculate their difference. From the third step of the Bolzano
method we use the previous computations to obtain a prediction for the next
interval in y where to look for ys (similarly for yu), which improves the method
significantly. This is done until the real zero is computed with a precision of
10−26. We find
z˜∗ = (−0.11379311572593961969337806,
0.12554935975439240524029269,
0, 1.11150143902429741752435119,
1.71158269885731891700238123)
for the third zero of the Melnikov function and
z˜∗ = (0.09636673455802005569868835,
− 0.21668659029422144991945461,
0, 1.12033664434168488471504850,
2.85947780778602337824850186)
for the fourth one. Their trajectories are shown in figures 7 and 8. The initial
condition z˜∗ belongs to the section x = 0 and is used to integrate the flow
forwards and backwards. Note that, due to numerical errors, the trajectory
escapes after spiraling around the manifolds Λ˜∗ε and Λ˜
−
ε .
In order to validate (6.5) and (6.6), we show in figure 9 the Hamiltonian U
evaluated along the trajectories. Note that the transition from Λ˜−ε to Λ˜
+
ε is very
fast and the trajectories spend most of the time close to the invariant manifolds
until they escape, both forwards and backwards in time. In the same figure, we
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Figure 8: Same as in figure 7 for the fourth zero of the Melnikov function in
figure 6.
show the average functions
1
t
∫ t
0
U
(
φ˜ (r; z˜∗; ε)
)
dr. (6.7)
The difference between the limiting values of the averages is shown magnified
in figure 10 for t→∞ and t→ −∞. There is good agreement with the values
given in (6.5) and (6.6), multiplied by ε.
We now study the effect of varying θ whilst keeping v and s constant. In
figure 11 we show the values (dotted) of (5.19) for different values of θ, for the
third and fourth zeros of the Melnikov function. In the same figure we show the
result of computing the heteroclinic point z˜∗ and proceeding as before to com-
pute the difference between the limiting averages of the asymptotic dynamics.
The agreement is good.
Finally, we study the first order difference given in (5.19) when varying v
and θ, whilst keeping s constant, for different zeros of the Melnikov function.
For each (θ, v) we compute the Melnikov function, and for each zero we compute
expression (5.19). The resulting values are shown on the left of figures 12-14
for the first three positive zeros of the Melnikov function, which are shown on
the right of these figures. Note that, in figure 12 (right), there is a discontinuity
curve (in black) corresponding to a relabelling of zeros. Positive values in the
left-hand figures lead to an increase of energy in one iteration of the scattering
map Sup, while negative ones lead to a decrease. For the same coordinates
(θ, v), different zeros of the Melnikov function have different behaviours. When
combining this with the same study for the map Sdown associated with the lower
heteroclinic connection, these results can be used to find suitable candidate
trajectories exhibiting diffusion.
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Figure 9: Hamiltonian U evaluated along the trajectory φ˜(t; z˜∗; ε) for (a) the
third and (b) the fourth zeros of the Melnikov function in figure 6. The average
function (6.7) is also shown.
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Figure 10: Average function (6.7) for the trajectories shown in figures 7 and 8
(magnification of figure 9). The colour bar denotes t. Note that the horizontal
axis denotes |t|, for better comparison of the limiting values.
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Figure 11: Values (dotted) of (5.19) as a function of θ for v = 0.48 and s = 0
for the third and fourth positive zeros of the Melnikov function compared with
the difference computed as in figure 10 for ε = 0.01 (lines).
Figure 12: (left) First order difference between the average energy of the tra-
jectories φ˜(±t; z˜±; ε) when t → ∞ for the first positive zero of the Melnikov
function. (right) First positive zeros of the Melnikov function.
Figure 13: Same as figure 12 for the second zero of the Melnikov function.
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Figure 14: Same as figure 12 for the third zero of the Melnikov function.
7 Conclusions
We have considered a non-autonomous dynamical system formed by coupling
two piecewise-smooth systems in R2 through a non-autonomous periodic per-
turbation, leading to a two and a half degrees of freedom piecewise-smooth
Hamiltonian system with two switching manifolds.
We have studied the dynamics around one of the heteroclinic orbits of one of the
piecewise-smooth systems, which is captured by 3-dimensional invariant mani-
folds with stable and unstable manifolds. In the unperturbed case, these stable
and unstable manifolds coincide, leading to the existence of two 4-dimensional
heteroclinic manifolds connecting the two invariant manifolds. These hetero-
clinic manifolds are foliated by heteroclinic connections between C0 tori located
at the same levels of energy in both invariant manifolds.
By means of the impact map we have proved the persistence of these objects
under perturbation. In addition, we have provided sufficient conditions for the
existence of transversal heteroclinic intersections through the existence of sim-
ple zeros of Melnikov-like functions, thereby extending some of the results given
in [DdlLS06].
These heteroclinic manifolds allow us to define the scattering map, which links
asymptotic dynamics in the invariant manifolds through heteroclinic connec-
tions. First order properties of this map provide sufficient conditions for the
asymptotic dynamics to be located in different energy levels in the perturbed
invariant manifolds. Hence this is an essential tool for the construction of a
heteroclinic skeleton which, when followed, can lead to the existence of Arnol’d
diffusion: trajectories that, on large time scales, destabilize the system by fur-
ther accumulating energy.
Finally we have validated all the theoretical results in this paper with detailed
numerical computations of a mechanical system with impacts, formed by the
linkage of two rocking blocks with a spring. Future work should include the
study of the concatenation of the scattering map in order to construct diffusion
trajectories.
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