Quantitative information-flow analysis (QIF) is an important approach to assess confidentiality property of software systems. A crucial step towards its practical application is to develop automatic techniques for measuring the information leakage in a system. In this paper, we address this question in the context of deterministic imperative programs and under the min-entropy measure of information leakage. In this context, calculating the maximum leakage of a program reduces to counting the number of possible outputs that it can produce. Our approach is based on an new abstract domain over implication graphs. Unlike numeric abstract domains, implication graphs describe relationships among bits. By executing a program on the domain over implication graphs, we can determine some implication constraints among pairs of bits in the output. By counting the number of solutions to the implication constraints, we can deduce an upper-bound on the leakage. We present the mathematical definition of the abstract domain, and explore its effectiveness in measuring leakage on a few case studies.
INTRODUCTION
Computer systems are prone to leaks of their confidential information. Eliminating such leaks completely is often inpractical due to the existence of side channels. Quantitative information flow (QIF) addresses this problem by quantifying the amount of confidential information leaked by a system, with the goal of showing that it is "small" enough to be tolerated; this area has seen growing interest over the past decade [6, 7, 13, 23, 1, 10] .
A crucial step towards the practical application of QIF is to develop automatic techiniques for measuring the amount of leakage in a system. This is an area that is now seeing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. [4, 19, 12, 14, 21, 20] , utilizing model checking and abstract interpretation techniques.
In the literature, a variety of entropy-like measures have been proposed for quantifying information leakage. But, pleasantly, if we restrict our attention to deterministic systems and to their capacity (i.e. their maximum leakage over all prior distributions on the secret input), we have the following theorem [23, 5, 2] : Theorem 1.1. The capacity of a deterministic system, whether measured by Shannon entropy or min-entropy, is the logarithm of the number of feasible outputs.
Thus, calculating the maximum min-entropy leakage of a deterministic program reduces to counting the number of possible outputs that it can produce.
In our previous work [16, 17] , we developed an approach to bound this quantity by determining implication constraints among the bits of the possible outputs. As an example, consider the C-like program in Figure 1 which takes a secret input X and produces an output Y. Here, we assume X and Y are 4-bit unsigned integers. By executing the program, Y can have 6 possible outputs: 0, 1, 2, 3, 4, 12, giving mincapacity of log 6 ≈ 2.58 bits. By viewing Y as a 4-bit vector, we can present the outputs in their binary form: {0000, 0001, 0010, 0011, 0100, 1100}
where we index the 4 bit positions from 3 down to 0. By studying the outputs, we notice that there is a relationship between each pair of bits. For instance, if we examine bits 3 and 1, we see that the possible combinations of values that they can take are {00, 01, 10}. We express this as Nand (3, 1)-bits 3 and 1 can not be both at 1. This can be expressed as implications: 3 →1, 1 →3. Here → stands for implication,ī stand for negated bit i, 0 ≤ i ≤ 3. For bits 3 and 2, the possible combinations of values that they can take are {00, 01, 11}. We express this as Leq (3, 2)-bit 3 is less than or equal to bit 2. This can also be expressed as implications: 3 → 2,2 →3. Among other pairs of bits in Y, we can determine the following constraints:
These implication constraints can be represented as a directed implication graphs whose nodes represent literals and whose edges represent logical implications, as shown in Figure 2 . The implication graph provides an over-approximation of the feasible outputs. If we count the number of solutions to all the implications, we get an upper bound on the number of possible values of Y. Here there are 7 solutions to the implications, giving a maximum min-entropy leakage of at most log 7 ≈ 2.80 bits, which is close to the actual leakage of 2.58 bits. In our previous work [17] , we relied on satisfiability modulo theories (SMT) solvers to verify the implication constraints among the bits in the output. In the small case studies, we found that implication graphs usually gave quite accurate bounds on leakage. However, SMT solvers have limited scalability due to state-explosion. When we scale to complex programs, it is very difficult for a SMT solver to verify an implication constraint which depends on the behavior of the entire program. Abstract interpretation has a much greater scalability. The challenge of applying abstract interpretation to QIF is that the side-channel leakage often occur at binary level implementation. In binary code, data is frequently transformed using bitwise operations for which the conventional word-level abstract domains are not well-suited.
In this paper, we present a new abstract interpretation approach based on implication graphs, and apply it to compute upper-bound on the information leakage in imperative deterministic programs. We show that implication graphs constitute an abstract domain. By executing a program using abstract states represented by implication graphs, we can determine some implication constraints among the bits in its feasible outputs. From the implication constraints, we can deduce an upper-bound on the number of feasible outputs hence on the leakage. By using implication graphs as an abstract domain, our approach avoids state-explosion problem, and have a greater potential to scale up to complex programs. Compared to word-level abstract domains, implication graphs also provide a better way to model the effects of bitwise operations commonly present in C code and machine code.
The rest of the paper is structured as follows: Section 2 presents formal framework of the abstract domain over implication graphs; Section 3 presents the abstract semantics for an imperative language; Section 4 presents preliminary QIF analysis experiments; Section 5 briefly discusses related work; Section 6 discusses future directions and conclude.
OUR FORMAL FRAMEWORK
In this section, we briefly review the mathematical definition of implication graphs. We further present the abstract domain over implication graphs.
Implication Graphs
Let I = {0, 1, 2, .., N − 1} be a finite set of indices for the bits in a program. We define literalsÎ = I ∪ {ī | i ∈ I}. An implication graph, furthermore referred to as an IGraph, overÎ is a directed graph whose nodes represent literals and whose edges represent implications [15, 3] . The I-Graphs have the property of being skew-symmetric [9, 11] , since there is an edge from i to j iff there is an edge from j toī. An I-Graph can be represented by an adjacency matrix. Figure 3 shows the adjacency matrix of the I-Graph 
Abstraction and Concretization
Given a set of literalsÎ, a state ρ is a mapping:
Since we want to analyze programs using abstract states represented by I-Graphs, we need to see I-Graphs (represented as adjacency matrices) as abstract domain for the concrete domain of sets of states [8, 18] . We define an abstraction function α that maps a set R of states to an I-Graph overÎ:
Next, we define the concretization function γ that maps an I-Graph m to a set of states:
The key correctness property of the I-Graph domain is given by the following theorem, which ensures that when we calculate I-Graph m = α(R), where R is the set of states, then we know that γ(m) is a superset of R, implying that we thus over-approximate the set of feasible states.
Theorem 2.1. Given any set R of states, R ⊆ γ(α(R)).
Note that the implication constraints specified in an arbitrary I-Graph m may be incoherent. For instance, we might have mij = 1 and m jk = 1, but m ik = 0. In this paper, we restrict our attention to coherent I-Graphs with following definition: Definition 2.1. An I-Graph m is coherent if there exists a non-empty set of states R such that m = α(R). 
✂ Order
The partial order ✂ on the set of coherent I-Graphs is defined as follows:
The idea behind this definition is that for each pair of literals (i, j), nij is more relax than mij. If a state ρ satisfies m, it also satisfies n. In the rest of this section, we will define Union and Intersection of I-Graphs with respect to ✂ order. We will then extend ✂ to form a complete lattice.
Union and Intersection
We can use boolean operator and to define point-wise least upper bound operator ∨ on coherent I-Graphs with respect to the ✂ order:
(m ∨ n)ij def = mij and nij ;
The following theorem proves that ∨ preserves coherence, and it over-approximates set union.
Theorem 2.3.
Similarly, we can use boolean operator or to define pointwise greatest lower bound operator ∧ on coherent I-Graphs with respect to the ✂ order:
The following theorem proves that ∧ over-approximates set intersection.
However, ∧ does not preserve coherence. Moreover, the results of ∧ might not be satisfiable. For instance, when m iī = 1 and nī i = 1, m ∧ n contains contradicting implications: i →ī andī → i. Therefore, we need to first decide whether the result of ∧ is satisfiable. If it is satisfiable, we then need to compute its transitive closure to preserve coherence. Fortunately, determining whether an I-Graph is satisfiable can be reduced to 2-SAT problem which can be solved in polynomial time. A transitive closure can also be computed in polynomial time [22] .
To form a lattice on the set of coherent I-Graphs M, we introduce the least element ⊥, and extend ∧ to M ⊥ = M ∪ {⊥} as follows:
where (m ∧ n) * is the transitive closure of m ∧ n. We can also extend ✂ and ∨ to M ⊥ in an obvious way to get ⊑ 
ABSTRACT SEMANTICS
To analyze a C-like imperative program, we first translate it into instructions in a binary-level imperative language with the following syntax:
Here vi is an indexed boolean variable with i ∈ I; operator symbol + stands for boolean operator or; operator symbol · stands for boolean operator and; e is a boolean expression; vi ← e is an assignment statement which assigns the value of e to variable vi. Although the binary-level language seems very simple, it is powerful enough to describe the behavior of an arrayfree, C-like imperative program. For instance, if we view variable X in our illustrative example in Figure 1 as a 4-bit vector: (v3, v2, v1, v0), then X <= 4 can be expressed as a boolean expressionv3 · (v2 ·v1 ·v0 +v2). By mapping bits in X to (v3, v2, v1, v0), and bits in Y to (v7, v6, v5, v4), we can translate our illustrative example in Figure 1 to a binary-level program shown in Figure 4 . So far, we do the translation manually, leaving automation of the process to future work.
In this section, we define abstract operations and abstract transfer functions needed for the analysis of tests and assignments in the binary-level language. We further present the analysis for an entire program.
One k and Zero k
Given a bit index k ∈ I, let One k denote the I-Graph which represents the set of states in which k has a fixed value 1. Formally, we define One k as follows:
By the definition of α in Section 2, One k has a canonical form: it only contains the edges from all literals to k and the edges fromk to all literals:
We define Zero k representing states in which k has a fixed value 0 in a similar way. 
Free Operation
if i ∈ {k,k} or j ∈ {k,k} mij, otherwise
Abstract Test
The conditionals in our binary-level language are boolean expressions. Given a boolean expression e, its effect on a set of states R is to select the states which can satisfy e. It is defined by the following concrete semantics:
where [[e] ](ρ) ∈ {0, 1} is the evaluation of expression e on state ρ.
Given an I-Graph m, abstract test [[e]] ♯ (m) transforms m into another I-Graph which over-approximates the set of states [[e]](γ(m)). We first define an abstract atomic test [[vi]]
♯ (m), where vi is a boolean variable, as follows:
The idea behind this definition is to use Onei to restrict m so that i is fixed at 1. Similarly, we define [[vi] ] ♯ (m) as follows:
♯ (m), the following theorem proves that mi and mī can split m into two disjoint I-Graphs:
γ(mi) ∪ γ(mī) = γ(m).
The abstract test to a complex boolean expression e is defined by induction:
is settled by transformation based on De-Morgan laws:
The following theorem proves that abstract test is sound.
Given a boolean expression e and an I-Graph m, [[e]]
♯ m always over-approximates the set of states which are selected by e from γ(m).
Abstract Assignment
Given a boolean expression e and a boolean variable vi, the effect of vi ← e on a set of states R is defined as follows: 
When
♯ (m) to further transform the I-Graph. Thus the following definition:
When vi appears in e
The analysis on vi ← e becomes more complicated when vi appears in e. Given an I-Graph m, by Theorem 3.1, we can split it into two disjoint I-Graphs:
in the concrete semantics hence can be divided to two parts:
This can be further expressed as:
Here e[vi → 1] represents the boolean expression obtained by replacing vi with 1 in e. Similarly, e[vi → 0] represents the expression obtained by replacing vi with 0 in e. Therefore, the analysis of vi ← e can be defined as:
The following theorem proves that abstract assignment is
♯ (m) always over-approximates the set of states [[vi ← e]](γ(m)).
Program Analysis
Using the above abstract transfer functions, we define the analysis of an entire program by induction:
So far, we handle a loop by unrolling it completely, leaving definition of widening operation and analysis of a loop to future work.
PRELIMINARY QIF ANALYSIS EXPER-IMENTS
Our approach to bounding the min-capacity of a deterministic C-like program can be broken down into four major steps. The first step is to translate the program into instructions in the binary-level imperative language presented in section 3. The second step is to perform abstract interpretation using I-Graphs. The third step is to extract an I-Graph over bits of the program outputs from the result of the second step. The final step is to use a #SAT algorithm to count the number of instances that satisfy all the implication constraints in the I-Graph discovered in the third step;the logarithm of this number is an upper bound on the min-capacity.
For the illustrative example in Figure 1 , our approach took 12ms to compute the same I-Graph over bits in Y as the one shown in Figure 2 . Then, it took a lightweight #SAT solver RelSat 1 less than 1ms to determine that there are 7 solutions to the implications, implying a min-capacity of at most log 7 ≈ 2.80 bits.
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To see the effectiveness of our approach in 32-bit programs, consider the following "sanity check" program from [19] , where X, Y are 32-bit unsigned integers. In this program, Y is influenced by X only when X is found to be within an acceptable range:
where base is a constant. The possible outputs range from base to base+15, giving a min-capacity of log 16 = 4 bits. An interesting property of this program is that Y's final value depend on the initial value of base. When base is 0x00001000, our analysis (using 40 ms) finds that the highest 28 bits of Y are fixed: bits 31 through 13 and bits 11 through 4 are fixed at 0, and bit 12 is fixed at 1.
3 (here we determine that bit i must be 0 by observing implication i →ī; we determine that bit i must be 1 by observing implication i → i.) Moreover, there is no implication constraint among the lowest four bits of Y. The # SAT solver required 1 ms to determine that there are 16 solutions to these constraints, giving an exact min-capacity of 4 bits.
In contrast, when base is 0x7ffffffa, the resulting IGraph of Y is much more complex, since the possible outputs range from 0x7ffffffa to 0x80000009. Here, our analysis (using 60 ms) finds interesting implication constraints among the bits in Y. Namely, bits 30 through 4 are all equal to one another, forming a strongly connected component in the resulting I-Graph. Between bits 31 and 30, we find 31 →30 and30 → 31. Moreover, between bits 31 and 3, we find31 → 3. (Here we omit other implications deducible by transitivity or skew-symmetry.) The # SAT solver required 1 ms to determine that there are 24 solutions to the implications, implying a min-capacity of at most log 24 ≈ 4.58 bits, which is close to the actual capacity of 4 bits.
The following 32-bit program from [19] uses clever bit op-erations to count the number of bits in X that are 1, and leaks this count to Y: It has 33 possible outputs, so its min-capacity is log 33 ≈ 5.044 bits. Here our analysis (using 170 ms) finds that the highest 26 bits of Y are fixed at 0. Among the lowest 6 bits, we find 5 interesting implications: 5 →4, 5 →3, 5 →2, 5 →1, 5 →0. These implications have exactly 33 instances, so our bound is exact.
RELATED WORK
We briefly mention some recent works that focus on the calculation of the capacity of deterministic programs. Köpf, Mauborgne, and Ochoa [14] develop an abstract interpretation for bounding capacity, and use it to show bounds on cache leaks in implementations of the AES cryptosystem. They developed a novel abstract domain which is suitable to describe memory and cache states. Phan, Malacaria, Tkachuk, and Pȃsȃreanu [21] calculate the exact leakage by finding feasible program outputs through a SMT-based technique. This approach is more precise than ours. However, when there is a large number of feasible program outputs, finding all the feasible outputs is very expensive. In their follow-up work [20] , they tackle a relatively easier problem: whether the information leakage in a program exceed a prespecified small amount.
CONCLUSION
We present an abstract interpretation based on a domain over implication graphs, and apply it to calculate upperbounds on min-entropy leakage in simple yet intricate deterministic programs. In future work, there are several directions to explore in trying to scale up to the analysis of realistic programs. First, we would like to extend the abstract interpretaton to loop and array operations. Second, the translation of imperative programs into bit-level instructions needs to be automated and generalized. Third, we would like to evaluate our approach in real case studies.
