A partial interference cancellation (PIC) group decoding based space-time block code (STBC) design criterion was recently proposed by Guo and Xia, where the decoding complexity and the code rate traeoff is dealt when the full diversity is achieved. In this paper, two designs of STBC are proposed for any number of transmit antennas that can obtain full diversity when a PIC group decoding (with a particular grouping scheme) is applied at receiver. With the PIC group decoding and an appropriate grouping scheme for the decoding, the proposed STBC are shown to obtain the same diversity gain as the ML decoding, but have a low decoding complexity. The first proposed STBC is designed with multiple diagonal layers and it can obtain the full diversity for two-layer design with the PIC group decoding and the rate is up to 2 symbols per channel use. With PIC-SIC group decoding, the first proposed STBC can obtain full diversity for any number of layers and the rate can be full. The second proposed STBC can obtain full diversity and a rate up to 9/4 with the PIC group decoding. Some code design examples are given and simulation results show that the newly proposed STBC can well address the rate-performance-complexity tradeoff of the MIMO systems.
proposed by Alamouti in [1] for two transmit antennas and was then extended by Tarokh et al. in [2] for any number of transmit antennas. A class of OSTBC from complex design with the code rate of 1/2 was also given by Tarokh et al. in [2] . Later, systematic constructions of complex OSTBC of rates for or transmit antennas for any positive integer were proposed in [3] [4] [5] . However, the OSTBC has a low code rate not more than 3/4 for more than two transmit antennas [6] .
To enhance the transmission rate of the STBC, various STBC design approaches were proposed such as quasi-OSTBC [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and algebraic number theory based STBC [18] [19] [20] [21] [22] [23] [24] [25] [26] . The quasi-OSTBC increases the code rate by relaxing the orthogonality condition on the code matrix, which was originally proposed in [7] , [8] , and [9] , independently. Due to the group orthogonality, the ML decoding is performed pair-wise or group-wise with an increased complexity compared to the single-symbol decoding. In [13] [14] [15] , quasi-OSTBC was studied in the sense of minimum decoding complexity, i.e., a real pair-wise symbols decoding. In [15] [16] [17] , the pair-wise decoding was generalized to a general group-wise decoding. The decoding for these codes is the ML decoding and their rates are basically limited by that of OSTBC. The algebraic number theory based STBC are designed mainly based on the ML decoding that may have high complexity and even though some near-ML decoder, such as sphere decoder [27] can be used, the expected decoding complexity is still dominated by polynomial terms of a number of symbols which are jointly detected [28] .
To reduce the large decoding complexity of the high rate STBC aforementioned, several fast-decodable STBC were recently proposed [29] , [30] . The STBC proposed in [29] achieves a high rate and a reduced decoding complexity at the cost of loss of full diversity. The fast-decodable STBC in [30] can obtain full rate, full diversity and the reduced ML decoding complexity, but the code design is limited to 2 2 and 4 2 MIMO transmissions only. Another new perspective of reducing the decoding complexity was recently considered in [32] and [33] to resort to conventional linear receivers such as zero-forcing (ZF) receiver or minimum mean square error (MMSE) receiver instead of the ML receiver to collect the full diversity. The outage and diversity of linear receivers in flat-fading MIMO channels were studied in [31] , but no explicit code design was given to achieve the full diversity when the linear receivers are used. Based on the new STBC design criterion for MIMO systems with linear receivers, Toeplitz STBC [32] and overlapped-Alamouti codes [33] were proposed and shown to achieve the full diversity with the linear receivers. Recently, some other new designs of STBC with linear receivers were proposed [34] [35] [36] . However, the code rate of STBC achieving full diversity with linear receivers is upper bounded by one. Later, Guo and Xia proposed a partial interference cancellation (PIC) group decoding scheme [37] which can be viewed as an intermediate decoding approach between the ML receiver and the ZF receiver by trading a simple single-symbol decoding complexity for a high code rate larger than one symbol per channel use. Moreover, in [38] an STBC design criterion was given to achieve full diversity when the PIC group decoding is applied at the receiver. The proposed PIC group decoding in [37] was also connected to the successive interference cancellation (SIC) strategy to aid the decoding process, referred to as PIC-SIC group decoding. Two code design examples were presented in [37] only, but a general design of STBC achieving full diversity with the PIC group decoding remains an open problem.
In this paper, we propose two designs of STBC which can achieve full diversity with the PIC group decoding for any number of transmit antennas. The first proposed STBC have a structure of multiple diagonal layers and for each diagonal layer there are exactly coded symbols embedded, being equal to the number of transmit antennas, which are obtained from a cyclotomic lattice design. Indeed, each diagonal layer of the coded symbols can be viewed as the conventional rate-one diagonal STBC [39] , [40] . The code rate of the proposed STBC can be from one to symbols per channel use by adjusting the codeword length, i.e., embedding different number of layers in the code matrix. With the PIC group decoding the code rate of the first proposed full-diversity STBC can be only up to 2 symbols per channel use, i.e., for two layers. For more than two layers embedded in the codeword, the code rate is increased at the cost of losing full diversity with the PIC group decoding. However, with the PIC-SIC group decoding, the proposed STBC with arbitrary number of layers can obtain full diversity and the code rate can be up to .
The second proposed STBC is designed with three layers of information symbols embedded in the codeword and the PIC group decoding can be performed in three separate groups accordingly. Without loss of decoding complexity compared to the first proposed STBC, the second proposed STBC can achieve full diversity and a code rate larger than 2. Note that the code rate for the first proposed full-diversity STBC with PIC group decoding can not be above 2.
This paper is organized as follows. A system model of ST transmission over MIMO channels with the PIC group decoding is introduced in Section II. In Section III, a design of high rate STBC with the PIC group decoding is proposed, which contains multiple diagonal layers of coded symbols. For a particular code design with two diagonal layers, the full diversity with the PIC group decoding is proved. For the code with PIC-SIC group decoding, the full diversity is shown for any number of diagonal layers. Several full-diversity code design examples are given in Section IV. In Section V, another design of high rate STBC with the PIC group decoding is proposed, which can achieve full diversity with three layers. Simulation results are presented in Section VI. Finally, in Section VII, we draw our conclusions.
Notations: Column vectors (matrices) are denoted by boldface lower (upper) case letters. Superscripts and stand for transpose and conjugate transpose, respectively. denotes the field of complex numbers. denotes the identity matrix, and denotes the matrix whose elements are all 0.
is the vectorization of matrix by stacking the columns of on top each other.
II. SYSTEM MODEL AND PIC GROUP DECODING
In this section, we first briefly describe the system model and then describe the PIC group decoding proposed in [37] .
A. System Model
We consider a MIMO transmission with transmit antennas and receive antennas over block fading channels. The received signal matrix is (1) where is the codword matrix, transmitted over time slots, is a noise matrix with independent and identically distributed (i.i.d.) entries being circularly symmetric complex Gaussian distributed , is the channel matrix whose entries are also i.i.d. with the distribution , denotes the average signal-to-noise ratio (SNR) per receive antenna and is the normalization factor to ensure that the average energy of the coded symbols transmitting from all antennas during one symbol period is 1. The realization of is assumed to be known at the receiver, but not known at the transmitter. Therefore, the signal power is allocated uniformly across the transmit antennas.
Definition 1 (Code Rate):
Let be the number of independent information symbols , per codeword , selected from a complex constellation . The code rate of the STBC is defined as symbols per channel use. If , the STBC is said to have full rate, i.e., symbols per channel use.
In this paper, we consider that information symbols , are coded by linear dispersion STBC as (2) where is the linear STBC matrix. To decode the transmitted sequence at the receiver, we need to extract from . This can be done by as follows. By substituting (2) into (1), we get
After performing vectorization of the matrix , we have (4) where , , , and is an equivalent channel matrix (5) with the th column , . For a ZF receiver, the estimate of the transmitted symbol sequence is (6) where
. Equivalently, it can be written as the single-symbol decoding as follows: (7) where : denotes the th row of . For an ML receiver, the estimate of that achieves the minimum of the squared Frobenius norm is given by (8) In the ML decoding, computations of squared Frobenius norms for all possible codewords are needed and therefore result in prohibitively huge computational complexity when the length of the information symbols vector to be decoded is large. In the following, we give a metric to evaluate the computational complexity of the ML decoding, which is the same as the one shown in [30, Definition 2] .
Definition 2 (Decoding Complexity):
The decoding complexity is defined as the number of squared Frobenius norms that should be computed in the decoding process. With the above definition, we have the following two remarks.
Remark 1:
The decoding complexity of the ZF detection is , i.e., times of the cardinality of the signal constellation. It is equivalent to the single-symbol decoding complexity.
Remark 2:
The decoding complexity of the ML detection is , i.e., the complexity of the full exhaustive search of all information symbols drawn from the constellation .
B. PIC Group Decoding
Next, we briefly introduce the PIC group decoding that can be viewed as an intermediate decoding approach between ZF and ML. For more details on the PIC group decoding, we refer the reader to [37] .
Define index set as
, where is the number of information symbols in . We then partition into groups: with , , where is the cardinality of the subset . We call a grouping scheme. For such a grouping scheme, we have , and . Define and , for . With these notations, (4) can be written as . Suppose we want to decode the symbols embedded in the group . The PIC group decoding first implements linear interference cancellation with a suitable choice of matrix in order to completely eliminate the interferences from other groups [37] , i.e., , and . Then, we have
Afterwards, the symbols in the group are decoded with the ML decoding algorithm as follows: (11) In [37] and [38] , full-diversity STBC design criteria were derived when the PIC group decoding and the PIC-SIC group decoding are used at the receiver. In the following, we cite the main results of the STBC design criteria proposed in [37] and [38] .
Proposition 1: [38, Theorem 2] [Full-Diversity Criterion Under PIC Group Decoding]: For an STBC
with the PIC group decoding, the full diversity is achieved when 1) the code satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and 2) for any , , any nonzero linear combination over of the vectors in the th group does not belong to the space linearly spanned by all the vectors in the remaining vector groups, as long as , i.e.
for not all zero, and , where is the index set corresponding to the vector group and . In [37] , the STBC achieving full diversity with PIC group decoding were proposed for 2 and 4 transmit antennas. However, a systematic code design of the full-diversity STBC with PIC group decoding remains an open problem.
III. A DESIGN OF STBC WITH PIC GROUP DECODING
In this section, we first propose a systematic design of highrate STBC which has a rate up to symbols per channel use and achieves full diversity with the ML decoding. The systematic design of the STBC is structured with multiple diagonal layers. Then, we prove that the proposed STBC with two diagonal layers can obtain full diversity with the PIC group decoding and the code rate can be up to 2 symbols per channel use. Finally, we prove that the proposed STBC with any number of diagonal layers can obtain full diversity with PIC-SIC group decoding and the code rate can be up to symbols per channel use.
A. Encoding Technique
Our proposed space-time code is of size (for any given , and ) and will be transmitted from antennas over time slots. Let . The symbol stream , (composed of complex symbols chosen from QAM constellation and then scaled by ) is first parsed into symbol vectors . Each symbol vector is linearly precoded by an matrix , which is a chosen constellation rotation matrix. Next, the vector is used to form the space-time code matrix , in which the th descending diagonal from left to right is the diagonal form of . The resulting transmitted code matrix is given by
where the th descending diagonal from left to right, denoted as , is given by (14) and the information symbol vector is given by (15) for .
Proposition 2:
The proposed STBC in (13) has asymptotically full rate when the block length is sufficiently large.
Proof: In the codeword in (13), a total number of independent information symbols are encoded into the codeword , which is then transmitted from antennas over time slots. The code rate of transmission is therefore (16) For a very large block length , it can be seen that the rate of the proposed ST coding scheme approaches symbols per channel use, i.e., the full rate.
B. Choice of Rotation Matrix
In [40] , the rotation matrix was designed for diagonal STBC to achieve the full diversity. For transmit antennas, from [40, Table I ] we can get a set of integers and let . Then, the lattice is given by [40, Eq. (16) ]
where with and are distinct integers such that and are co-prime for any .
Example 1: For 4 transmit antennas we can choose , and according to [40, Table I ]. Then, in order to ensure that and are co-prime for any we can obtain , , . When , the signal constellation is located on the equal literal triangular lattice. We can also choose , and . Then, , , and . In this case the signal constellation is located on the square lattice. . The cyclotomic design of the matrix is vital for the design of the algebraic STBC. In the following, we show some properties of the matrix that will be used later for our design.
Property 1: [40] The diagonal cyclotomic ST code defined by achieves full diversity under ML decoding, where and is given by (17) .
Property 2: Every entry of the matrix in (17) is nonzero. This property is obvious from (17) .
C. Achieving Full Diversity With ML Decoding
We show the main result of the proposed STBC when an ML decoding is used at the receiver, as follows.
Theorem 1 (Full Diversity With ML Decoding): Consider a MIMO transmission with
transmit antennas and receive antennas over block fading channels. The STBC as described in (13) achieves full diversity under the ML decoding.
Proof of Theorem 1: In order to prove that the ST code in (13) can obtain full diversity under ML decoding, it is sufficient to prove that achieves full rank for any distinct pair of ST codewords and .
For any pair of distinct codewords and , there exists at least one index such that , where and are related to and from (14), respectively. Let denote the minimum index of vectors satisfying . Then, for any index with , it must have .
Define as the difference between symbols and . Then, from (13) can be expressed as
where for . This is because for , it exists . Due to the suitably chosen constellation rotation matrix in (17), must have nonzero entries for any . Then, the matrix has full rank.
The full rankness of can be examined similar to that for the Toeplitz code (or delay diversity code) [32] This property will be used in Section III-D in the proof of the full diversity property under the PIC group decoding.
D. Achieving Full Diversity With PIC Group Decoding When
We show the main result of the proposed STBC when a PIC group decoding with a particular grouping scheme is used at the receiver, as follows.
Theorem 2 (Full Diversity With PIC Group Decoding): Consider a MIMO transmission with
transmit antennas and receive antennas over block fading channels. The STBC as described in (13) with two diagonal layers (i.e., ) is used at the transmitter. The equivalent channel matrix is . If the received signal is decoded using the PIC group decoding with the grouping scheme where for , 2, i.e., the size of each group is equal to the number of transmit antennas , then the code achieves the full diversity. The code rate of the full-diversity STBC can be up to 2 symbols per channel use.
In order to prove Theorem 2, we need the following lemma.
Lemma 1: Consider the system as described in Theorem 2 with . Let denote the MISO channel vector. For the STBC proposed in (13), 1) the equivalent channel matrix can be written as (19) where (20) 2) When , any nonzero linear combination of the vectors in (or ) over does not belong to the space linearly spanned by all the vectors in the vector group (or ) for any . A proof of Lemma 1 is given in Appendix I.
Proof of Theorem 2: As shown in Proposition 1, for a given STBC , if the two conditions are satisfied, it achieves the full diversity under PIC group decoding.
For the proposed code in (13) with , the first condition is satisfied as shown in Theorem 1. The second condition is satisfied as shown in Lemma 1 for . When , the proof is straightforward. Therefore, the code in (13) with can obtain full diversity with the PIC group decoding provided that the grouping scheme is where for , 2.
The code rate of the full-diversity STBC with the PIC group decoding can be derived by substituting and into (16) as For a large number of transmit antennas, the rate approaches to (but not larger than) 2 symbols per channel use.
Corollary 1:
The decoding complexity of the PIC group decoding of the proposed STBC with the grouping scheme as described in Theorem 2 is .
Remark 3:
The decoding complexity of the proposed STBC with the PIC group decoding is equivalent to the ML decoding of independent information symbols jointly. As shown in (16) , the code rate of the proposed STBC in (13) for a given can be increased by embedding larger number of groups in the codeword, i.e., increasing the value of . It is noteworthy to mention that the increase of the code rate does not result in the increase of the decoding complexity.
E. Achieving Full Diversity With PIC-SIC Group Decoding
For the proposed STBC with any number of layers and the PIC-SIC group decoding, we have the following results.
Theorem 3 (Full Diversity With PIC-SIC Group Decoding):
Consider a MIMO transmission with transmit antennas and receive antennas over block fading channels. The STBC as described in (13) with diagonal layers is used at the transmitter. The equivalent channel matrix is . If the received signal is decoded using the PIC-SIC group decoding with the sequential order and with the grouping scheme being , where for , i.e., the size of each group is equal to the number of transmit antennas , then the code achieves the full diversity. The code rate of the full-diversity STBC can be up to symbols per channel use. Following the procedure of proving Theorem 2, it is not hard to prove Theorem 3. Detailed proof is omitted here.
IV. CODE DESIGN EXAMPLES
In this section, a few code design examples are presented. Denote as the code design in (13) for given parameters: is the number of transmit antennas, is the block length of the code, and is the number of groups to be decoded in the PIC group decoding. For notational brevity, the equivalent channels of the proposed codes are shown for MISO systems only in this section.
A.
Consider a code for 2 transmit antennas with 3 time slots. According to (13) , we have (21) where and . The constellation rotation matrix can be chosen as where and with [37] . The code rate of the code is 4/3. In fact, this code is equivalent to the one proposed in [37, Section VI-Example1].
The equivalent channel of the code is
The grouping scheme for the PIC group decoding is and . It can be proved that satisfies both conditions in Proposition 1. Hence, the code can obtain full diversity with the PIC group decoding.
B.

Let
. According to (13) , we get
This code has a code rate of 8/5 and two groups to be decoded. The equivalent channel of the code is (24) where is given by (25) with being the th entry of the matrix for , ,2, 3, 4. The grouping scheme for the PIC group decoding is and . It can be proved that 
The code rate of the code is 4/3 which has the same rate as the one proposed in [37, Section VI-Example 2]. The equivalent channel of the code is (27) where is given by (25) . It can be proved that satisfies both conditions in Proposition 1. Hence, the code can obtain full diversity with the PIC group decoding.
Moreover, we can also design the code for with 3 layers (i.e., ) as follows:
The code rate of the code is 2 and the equivalent channel is given by (29) where It can be proved that the groups , , and cannot satisfy the second condition in Proposition 1. Hence, the code may not achieve the full diversity with the PIC group decoding as we can see from Fig. 1 . However, with PIC-SIC group decoding the code can obtain full diversity as we may see from Fig. 3 .
C.
For given and , the code design is (30) The code rate of the code is 5/3. The equivalent channel is (31) where is the rotation matrix of size 5 5. The grouping scheme for the PIC group decoding of is and . It can be proved that satisfies both conditions in Proposition 1. Hence, the code can obtain full diversity with the PIC group decoding.
V. ANOTHER DESIGN OF STBC WITH PIC GROUP DECODING
Note that the code design in (13) can only achieve the full diversity with PIC group decoding for two diagonal layers (cf. Theorem 2) and the code rate is not larger than 2 symbols per channel use. In this section, we propose another code design which can achieve full diversity with PIC group decoding and a rate above 2. In essence, the new code design is of 3 diagonal layers.
A. Code Design
For
( is an integer), our proposed STBC for transmit antennas is given by (32) , shown at the bottom of the next page, where the symbol vector is given by is an constellation rotation matrix given by (17) and is the information symbol vector. The code (32) can be constructed as follows: the elements of the main diagonal are , and then the elements of the third diagonal below are , and all other symbols are in the last rows as in (32) . For , our proposed STBC is given by (33) , shown at the bottom of p. 755.
The code (33) can be constructed as follows: the elements of the main diagonal are , and then the elements of the third diagonal below are , and all other symbols are in the last rows in (33). For , our proposed STBC is given by (34) , shown at the bottom of p. 756.
The code (34) . Similarly, it is easy to prove the code rate for cases of and .
Remark 4 (Asymptotic Rate):
It is obvious that the code rate (35) approaches to 9/4 when a large number of transmit antennas are used. Its full diversity property will be proved in Section V-B. However, the full diversity code proposed by the first design in (13) cannot achieve a rate more than 2, which was shown in Theorem 2.
Remark 5 (Rate Comparison):
Note that the code design in (13) can achieve full diversity with the PIC group decoding for only and the rate is . In Table I , the comparison of the code rate between the first code design in (13) and the second design in (32)-(34) is given.
Remark 6 (Decoding Complexity):
The decoding complexity of the proposed STBC with the PIC group decoding is equivalent to the ML decoding of independent information symbols jointly. According to Definition 2, the ML decoding complexity in the PIC group decoding algorithm is .
B. Full Diversity With PIC Group Decoding
Next, we show that the proposed STBC in (32) achieves full diversity when a PIC group decoding is used at the receiver.
Theorem 4: Let the STBC as described in (32) be used at the transmitter. There are transmit antennas and receive antennas. If the received signal is decoded using the PIC group decoding with the grouping scheme , where for , 2, 3, then the code achieves the full diversity.
In order to prove the Theorem 4, let us first introduce the following lemma. 
The proof of Lemma 2 is straightforward and it is easy to verify that . The proof of Theorem 4 is in Appendix II. The full diversity of codes in (33) and (34) can be proved similarly.
C. Code Design Examples
For . It has (37) The rate of this code is 12/7. The equivalent channel of the code is (38) where the 1 
The rate of this code is 18/10. The equivalent channel is (40) where the 1 6 row vector , , 2, 3, 4, 5, 6, with being the th row of the matrix . The grouping scheme for the PIC group decoding is , and . Obviously, the code can obtain the full diversity with the PIC group decoding.
For . It has . The code is given by
The rate of this code is 24/13. The equivalent channel of the code is (41) where the 1 8 row vector , , with being the th row of the matrix . The grouping scheme for the PIC group decoding is , , and . Obviously, Fig. 4 . Performance comparison between the proposed code and the TAST code [19] for a MIMO system with 4 transmit antennas and 4 receive antennas at 8 bps/Hz. the code can obtain the full diversity with the PIC group decoding.
VI. SIMULATION RESULTS
In this section, simulation results of the proposed STBC with the PIC group decoding over Rayleigh fading channels are presented. We first show bit error rate (BER) performance of the codes proposed in this paper for four transmit antennas and compare them to the one proposed in [37] . Specifically, we consider three STBC for four transmit antennas proposed in this paper, i.e., in (28) , in (26) and in (23) , and then compare them with Guo-Xia's code given in [37, Section VI-Example 2]. In order to make a fair performance comparison, we keep the same bandwidth efficiency of 8 bps/Hz. Thus, we use 16QAM for the code (the code rate is ) and 64QAM for both codes (the code rate is ) and Guo-Xia's code (the code rate is ). For the code , because it has a code rate we use 64QAM and thus its bandwidth efficiency is 9.6 bps/Hz higher than the other three codes. Since we use square QAM, in the rotation matrix we use in Example 1 of Section III. Fig. 1 shows the BER performance of various codes with the PIC group decoding for 4 transmit and 4 receive antennas. It can be seen that the code has very similar performance to Guo-Xia's code. Moreover, the code has 1 dB loss compared to Guo-Xia's code. This is because it has a higher bandwidth efficiency than Guo-Xia's code. In particular, the code in (28) achieves the best BER performance among all the simulated codes. This is because it has higher code rate than other full-diversity STBCs, 16QAM is used to compare with other codes with the same bandwidth efficiency. In this case, it may perform better when the SNR is not too high as shown in Fig. 1 . However, since it does not have full diversity, one can see from this figure that its performance leads to be worse when the SNR gets higher. Fig. 2 shows the performance of the proposed code with various detection methods for a 4 4 MIMO system over Rayleigh fading channels. The ML, ZF, and BLAST detection methods are applied for the signal mode in (4) with the equivalent channel matrix given by (19) . The BLAST detection is performed by successive interference cancellation with ZF detection [41] . It can be seen that the code with PIC and PIC-SIC group decoding algorithms has both less than 1 dB SNR performance loss compared to the one with the ML decoding. The performance loss of the PIC and PIC-SIC group decoding is trade for the largely reduced decoding complexity. Specifically, for 16QAM signaling the ML decoding complexity is and the complexity of the PIC group decoding is . Moreover, it is obvious that the code with the PIC group decoding and the PIC-SIC group decoding can both obtain full diversity at high SNR. BLAST and ZF detection of the code cannot obtain full diversity. Fig. 3 shows the performance of the proposed code with various detection approaches for a 4 4 MIMO system over Rayleigh fading channels. It is shown that the code with PIC group decoding does not guarantee the full diversity at high SNR. However, with PIC-SIC group decoding the code can achieve the full diversity. The performance gap between the ML decoding and the PIC group decoding is around 2 dB SNR loss, but the decoding complexity is significantly reduced by the PIC group decoding from to . Again, ZF and BLAST detection cannot obtain the full diversity. Fig. 4 presents the performance comparison between TAST code [19] and the proposed code with ML, PIC and PIC-SIC group decoding algorithms, respectively, for 4 4 systems over Rayleigh fading channels. Note the rate of TAST code is full, i.e., 4 symbols per channel use for 4 transmit antennas. To keep the bandwidth efficiency of 8 bps/Hz, 4-QAM is used for TAST code and 16-QAM is used for the code . It is shown in Fig. 4 that TAST code with the ML decoding gives the best performance. However, with PIC and PIC-SIC group decoding algorithms TAST code will lose full diversity. The proposed code can obtain much better performance than TAST code when both use the PIC and PIC-SIC group decoding algorithms. Fig. 5 gives the performance comparison between Perfect STBC [23] and the proposed code with ML, PIC, and PIC-SIC group decoding algorithms, respectively, for 4 4 systems over Rayleigh fading channels. Similar to TAST code, Perfect STBC cannot obtain full diversity with the PIC and PIC-SIC group decoding. The proposed code has a much better performance than Perfect STBC while admitting low complexity in the decoding.
We also consider the simulation of the proposed code in (30) with the PIC group decoding for five transmit antennas. Fig. 6 shows the BER performance of the code for three, four and five receive antennas, respectively. It demonstrates that an increase of the number of receive antennas results in a larger diversity gain as illustrated by the slope of the BER curves. Fig. 7 shows the BER performance of the proposed two code designs in (37) and in (23) for a MIMO system with 4 transmit and 4 receive antennas and with 16 QAM. It is noted that the code rates of and are 8/5 and 12/7, respectively. It means that the second design, i.e., has a slightly higher code rate than . The performance comparison in Fig. 7 demonstrates that the code has about 1 dB loss compared to the code . In terms of the BER performance, it is not surprising since the code trades 1 dB performance loss for a higher rate. Fig. 8 further shows the BER performance of the proposed two code designs in (39) and for a MIMO system with 6 transmit and 4 receive antennas and with 16 QAM. The code rates of and are 12/7 and 9/5, respectively. Again, the second design, i.e., has a slightly higher code rate than . However, the code has a about 0.6 dB loss compared to the code . Fig. 9 further shows the BER comparison between the two code designs for 8 transmit and 4 receive antennas with 16 QAM. Compared to Figs. 7 and 8, it can be seen that the SNR loss for the second code design is reduced. Note that when the code rate of the second code design is and that of the first code design is .
VII. CONCLUSION
In this paper, two designs of STBC that can achieve full diversity with PIC group decoding was proposed. The first proposed STBC are constructed with multiple diagonal layers and each layer is composed of a fixed number of coded symbols equal to , i.e., the number of the transmit antennas. The code rate of the first proposed STBC is varied in accordance with the number of layers embedded in the codeword. For the PIC group decoding, a grouping scheme was proposed to cluster every neighboring columns of the equivalent channel matrix into one group. With the proposed STBC and the PIC group decoding in MIMO systems, it was proved that full diversity can be achieved when two diagonal layers are embedded in the code matrix. Moreover, for the full-diversity STBC with the PIC group decoding, the code rate is up to 2 symbols per channel use. When PIC-SIC group decoding is used, the proposed full-diversity STBC can have a rate up to . A few examples of code design achieving full diversity PIC group decoding were given. The second proposed STBC are based on three-layers and can achieve full diversity with the PIC group decoding and their code rates can be up to 9/4. Simulation results confirmed the theoretical analysis and showed the full diversity performance of the proposed codes when the PIC group decoding is applied at receiver. It was also demonstrated that the proposed STBC outperform Perfect STBC and TAST code when PIC group decoding is applied. As a final remark, the generator matrices in the code proposed in this paper may not be unitary. It would be interesting to design such codes with unitary generator matrices in the future. 
where and is given by (14) . Then, (13) can be written as 
For MISO systems, we have with being the channel gain from the th transmit antenna to the receiver. Using (43), we can express (1) 
For any , we can find a minimal index such that . That is, . In order to prove (52), we can use the contradiction method as follows. Assume the following is true:
for not all zero, and . Let denote the th entry of . The th row of (52) is (53) for
. Because , we further get for not all zero. However, for the rotation matrix given in (17) , the following holds for not all zero. Therefore, we conclude that (50) holds. This completes the proof.
Likewise, we can prove
for not all zero and .
APPENDIX II PROOF OF THEOREM 4
Proof: First, we show that the proposed STBC in (32) achieves the full diversity with ML decoding, i.e., achieves full rank for any distinct pair of codewords and .
Since and are distinct, at least one pair of the information symbol vectors and are different. Suppose only one pair of the information symbol vectors are distinct, say and . By the Property 1, for all . In this case, the matrix is exactly a diagonal matrix with the rows rearranged. Thus, it achieves full rank.
If all three pairs of the information symbol vectors are distinct, then for all , 2, 3 and . It is easy to see from the codeword structure that is exactly a lower triangular matrix with nonzero diagonal entries. Thus, it achieves full rank.
If two pairs of the information symbol vectors are distinct and the other one pair of the information symbol vectors are the same, say . After replacing the th row by the th row for , the matrix becomes a lower triangular matrix with nonzero diagonal entries. Thus, it achieves full rank.
As shown above, has full rank for all , i.e., . Next, suppose that only one receive antenna is used. We show that , and in (36) satisfy the second condition in Proposition 1. We first prove that any nonzero linear combination over of the vectors in does not belong to the space linearly spanned by all the vectors in and , i.e.
for not all zeros, and . We prove it by contradiction, and suppose that for some not all zeros, and
In the case when , we have that any entry of is not zero. From (38) , we can see that the first rows of and are all zero vectors. Considering (56), the first component of the left hand side vector is equal to the first component of the right-hand side (RHS) vector in (56), which is 0, i.e., . Thus, we get . However, by Property 1, we know that for any not all zeros, , and therefore we get a contradiction. In this case, we have proved that (55) holds.
In the case when , suppose and then consider the fourth row of . Thus, similarly, we have that any nonzero linear combination over of the vectors in does not belong to the space linearly spanned by all the vectors in and . Generally, consider the case when is the first nonzero element in the following sequence:
According to Property 2, the entries of in are not zeros, but the entries in the same row of and are either or with . Thus, by Property 1, it is easy to see that any nonzero linear combination over of the vectors in does not belong to the space linearly spanned by all the vectors in and . In order to prove and satisfy the second condition in Proposition 1, we shall find the first nonzero element in the following sequence: and respectively. Then, the proof can be done similar to the one in proving (55).
For multiple receive antennas, the equivalent channel matrix is a stacked version of the equivalent channel matrices of all individual receive antennas, and thus, it satisfies the second condition in Proposition 1.
According to Proposition 1, the code in (32) achieves full diversity using PIC group decoding with the grouping scheme . Similarly, we can prove that the codes and achieve full diversity with PIC grouping decoding.
