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RÉSUMÉ 
Le présent projet évalue la sensibilité du Modèle régional canadien du climat 
(MRCC) à la position de sa frontière supérieure. Les premières simulations en 
configuration hémisphérique ont montré que le MRCC simule mal la structure 
thermique de la haute troposphère et de la basse stratosphère, surtout en hiver au­
dessus du pôle Nord. Ce projet teste l'hypothèse que la position de la frontière 
supérieure à 29 km gêne la simulation de la circulation méridienne stratosphérique 
(CMS). La CMS est responsable d'une subsidence au-dessus de la région polaire 
hivernale, réchauffant par compression adiabatique l'ensemble de la stratosphère et la 
haute troposphère. Afin de vérifier cette hypothèse, les résultats de deux groupes de 
simulations sont comparés, le premier ayant sa frontière supérieure à 29km et le 
second à 45krn. 
Les résultats montrent que le déplacement de la frontière supérieure de 29 à 
45krn permet de réduire localement certains biais pour la basse stratosphère, mais la 
structure thermique verticale comporte de nouveaux biais. Cette étude a permis 
d'identifier certains facteurs susceptibles d'influencer les résultats du modèle. 
Premièrement, les réanalyses ERA4ü utilisées pour évaluer les résultats sont biaisées 
de plusieurs degrés dans la haute stratosphère. Deuxièmement, les paramétrages du 
déferlement des ondes de gravité et du roof drag qui ont été introduits directement à 
partir du Modèle canadien de circulation général semblent être inadéquats pour la 
configuration hémisphérique MRCC. Troisièmement, les concentrations d'ozone 
stratosphérique dans le MRCC sont vraisemblablement surestimées. Le MRCC ne 
comporte pas de module de chimie interactif, mais la radiation réagit aux 
concentrations des espèces chimiques prescrites. Finalement, le choix des années de 
simulations, de 1991 à 1995, complique d'avantage l'analyse des résultats puisque 
l'éruption du Pinatubo en 1991 modifie le climat observé des années subséquentes, 
modifications dont le MRCC ne peut tenir compte. Toutes ces hypothèses sont 
avancées suite à l'étude faite au cours de ce mémoire, mais leur vérification 
nécessitera le développement de nouveaux outils. 
Mots clés : Modélisation climatique, simulations hémisphériques, sensibilité à la 
frontière supérieure 
INTRODUCTION 
La question actuelle des changements climatiques favorise l'émergence de 
nombreux modèles numériques du climat dont l'utilisation provoque la multiplication 
d'études d'impacts et d'adaptation. La grande puissance de calcul nécessaire à 
l'utilisation de tels outils force la communauté scientifique à faire de nombreux 
compromis sur certains aspects des modèles. Parmi ceux-ci, la résolution spatiale et 
l'incorporation sous forme paramétrique de certains phénomènes physiques, tel la 
microphysique des nuages, dont la simulation explicite est très complexe. 
Il existe deux principaux types de modèles climatiques, soit les modèles de 
circulation générale (MCG) et les modèles régionaux du climat (MRC). Les MCG 
simulent l'évolution des composantes du système climatique sur la totalité de la Terre. 
La majorité de ces modèles sont maintenant couplés avec des modèles océaniques, on 
les appelle alors des modèles couplés de circulation générale (MCCG, Flato et al., 
2000). La couverture de la totalité de la planète n'est actuellement possible qu'en 
maintenant une résolution horizontale relativement faible, se situant actuellement 
autour de 300 km. Il est impossible pour ces modèles de prendre en compte les 
phénomènes dont la dimension est inférieure à leur résolution horizontale ce qui pose 
problème pour les études d'impacts et d'adaptation puisque celles-ci nécessitent la 
prise en compte de phénomènes locaux dont l'étendue spatiale est de l'ordre de la 
dizaine de kilomètres. Une façon de pallier cette faible résolution est l'utilisation de 
MRC afin de permettre une mise à l'échelle dynamique (dynamical downscaling) des 
résultats des MCCG vers l'échelle régionale. Depuis les travaux originaux de 
Dickinson et al. (1989) et de Giorgi (1990), plusieurs MRC ont été développés à 
travers le monde dont ceux de Juang et Kanamitsu (1994), Jones et al. (1995), 
Dethloff et al. (1996), Jacob et Podzun (1997), Walsh et McGregor (1995), Caya et 
Laprise (1999) pour n'en citer que quelques uns. Les domaines des MRC, ne 
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couvrant qu'une partie limitée de la surface terrestre permettent d'affiner la résolution 
afin de prendre en compte les particularités locales du territoire couvert, telle une 
meilleure résolution de la topographie ou l'incorporation de lacs. Le modèle régional 
canadien du climat (MRCC; Caya et Laprise 1999) est utilisé en exploitation avec une 
résolution horizontale opérationnelle de 45 km. Puisque le domaine d'un MRC est 
limité, il est nécessaire de fournir au MRC des informations aux frontières latérales 
de son domaine. Ces informations proviennent habituellement d'un MCG ou de 
réanalyses '. Ce transfert d'information est appelé pilotage; on dit alors que le MRC 
est piloté par le MCG (MCCG) ou par les réanalyses. 
Le pilotage aux frontières latérales tel qu'effectué lors de l'utilisation du 
MRCC provoque un saut de résolution horizontal important entre les données du 
pilote (MCG ou réanalyses) à 300 km et celle du modèle régional à 45 km. Il est 
difficile d'évaluer avec certitude l'impact de cette différence de résolution. Plusieurs 
études réalisées ces dernières années ont permis de soulever la complexité de ce type 
de problématique dont celles de Denis et al. (2002 et 2003). Le projet européen 
PRUDENCE (Prediction of Regional Scenarios and Uncertainties for Dejining 
European Cfimate Change Ris ks and Effects; 
http://www.cru.uea.ac.uk/projects/mps/html/prudence.html) a adopté l'approche dite 
en cascade en utilisant un MCGA (uniquement atmosphérique) à résolution 
intermédiaire (~150 km) piloté par le MCCG à faible résolution et utilisé comme 
pilote pour les MRC à haute résolution. Cette cascade MCCG-MCGA-MRC permet 
de diminuer le saut en résolution entre le modèle pilote et le modèle piloté. 
Pour le présent projet, nous analysons la performance du MRCC en tant que 
modèle atmosphérique de résolution intermédiaire par des simulations du MRCC 
effectuées sur un domaine couvrant l'ensemble de 1'hémisphère nord à 180km de 
1 Les réanalyses (Kalnay et al., 1996; Uppala et al., 2005) forment une base de données physiquement 
cohérente puisque calculée à l'aide d'un modèle atmosphérique de prévision dont les champs sont 
influencés par l'assimilation de données provenant d'observations. 
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résolution horizontale (nommé MRCC-hémis). Cette résolution intermédiaire est 
quatre fois plus grossière que la résolution usuelle du MRCC, mais presque deux fois 
plus fine que celle d'un MCCG typique. L'analyse de la circulation générale simulée 
par le MRCC dans cette configuration hémisphérique permet d'évaluer le potentiel 
d'utilisation du MRCC-hémis comme modèle «intermédiaire». La figure LI 
schématise la procédure de simulations en cascade envisagée. De plus, on suppose 
que les contraintes imposées par le pilotage aux frontières latérales du domaine 
hémisphérique seront faibles puisque la circulation atmosphérique est en majeure 
partie parallèle aux frontières. Cette hypothèse est supportée par les conclusions de 
l'étude de Rinke et Dethloff (2000) qui ont utilisé un MRC sur un domaine centré au­
dessus de l'Arctique. Cette étude a montré que les contraintes imposées par la 
circulation circumpolaire aux frontières latérales étaient plus faibles que pour un 
domaine de taille similaire aux latitudes moyennes où l'écoulement moyen traverse le 
domaine. 
Certaines simulations ayant déjà été effectuées préalablement avec le MRCC­
hémis ont permis de détecter un problème dans les résultats simulés. En effet, les 
simulations d'une durée de trois années ont montré des biais froids importants en 
hiver de l'ordre de -30°C à -40°C au-dessus de l'Arctique dans la haute troposphère 
et la basse stratosphère (surtout au-dessus de 50 hPa). Ce problème du « pôle froid» 
fut déjà observé dans certains MCCG et dans les modèles qui résolvent l'ensemble de 
l'atmosphère moyenne, soit la stratosphère et la mésosphère (Beagley et al., 1997; 
Chaffey et Fyfe, 2001; Hamilton, 1995). Par contre, l'augmentation de l'altitude de 
la frontière supérieure du modèle couplé canadien de circulation générale de 
troisième génération (MCCG3; www.cccma.ec.bc.gc.ca/models/cgcm3.shtml) de 10 à 
1 hPa a permis de réduire leurs biais froids en hiver au-dessus des régions polaires. 
Des hypothèses ont été formulées pour tenter d'expliquer ces biais produits 
par le MRCC et le présent projet vise à étudier l'une d'elles. Il existe dans 
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l'atmosphère moyenne une circulation méridienne lente, la circulation méridienne 
stratosphérique (CMS), similaire à la cellule de Hadley, permettant un transport de 
masse des tropiques vers les pôles (figure 1.2). L'effet net de cette circulation au­
dessus du pôle d'hiver est de générer une vaste zone de subsidence sur l'ensemble de 
l'épaisseur de la stratosphère, provocant un réchauffement de l'air par cornpression 
adiabatique. La ligne bleue sur la figure 1.2 représente la position approximative de 
la frontière supérieure du MRCC lorsque utilisé selon la configuration usuelle. Cette 
frontière rigide est formulée de sorte qu'aucun échange n'est permis avec le reste de 
l'atmosphère située au-dessus. Autrement dit, pour le MRCC, rien n'existe au-dessus 
de sa frontière, ce qui se traduit entre autres par une condition à la frontière 
supérieure où le mouvement vertical est posé nul (w=O). Le positionnement du toit 
du modèle dans la zone inférieure de la CMS pourrait interférer considérablement 
avec celle-ci et limiterait la reproduction des mouvements verticaux au-dessus des 
pôles. Nous testerons dans ce projet 1'hypothèse que le repositionnement du toit de 
modèle à une altitude plus élevée (ligne rouge sur la figure 1.2) permettra d'améliorer 
la fidélité de la circulation stratosphérique, diminuant ainsi le biais froid du modèle. 
Afin de tester cette hypothèse, deux séries d'expériences sont effectuées. La 
première simule le climat avec la frontière située à sa position habituelle, soit à 29km 
d'altitude (toit bas) alors que le domaine vertical de la seconde série s'étire jusqu'à la 
position approximative de la stratopause, soit environ 45 km (toit haut), limite 
imposée par la disponibilité des données de pilotage. Chacune des séries est pilotée 
aux frontières par les réanalyses ERA40 du centre européen ECMWF. Par la suite, 
les climats générés par le MRCC sont non seulement comparés d'une série 
d'expérience à l'autre mais une comparaison directe avec les réanalyses est nécessaire 
afin d'évaluer les performances générales des deux versions du modèle. 
Ce mémoire se divise en trois chapitres. Le premier présente les 
caractéristiques climatiques générales de la stratosphère, les bases théoriques 
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nécessaires à la bonne compréhension des phénomènes s'y déroulant ainsi qu'une 
brève revue de la littérature. Le second présente le MRCC, les différentes 
configurations expérimentales, certains paramétrages clés de cette étude ainsi qu'une 
description de la méthodologie d'analyse. Le troisième chapitre se concentre sur 
l'évaluation des performances du MRCC et la comparaison avec les réanalyses. 
Finalement, une conclusion résume les points principaux et présente des suggestions 
pour des modifications au protocole expérimental ainsi que des avenues de recherches 
futures. 
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Modèle couplé de Modéle Modéle régional 
circulation générale 
«intermédiaire» de climat (MCCG) 1 Réanalyses 
Figure I.1 : Schématisation des simulations en cascade. On utilise les données d'un modèle couplé de 
circulation générale (MCCG) ou de réanalyses afin de fournir les conditions aux frontières latérales et 
inférieures (flèches) au MRCC-hémis. Les résultats du MRCC-hémis sont ensuite utilisés comme 
conditions aux frontières latérales pour le MRCC à haute résolution. Les conditions de surface sont 
celles du MCCG/réanalyses au-dessus des océans et les résultats du MRCC-hémis sur la terre. 
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Figure 1.2 : Circulation méridienne de l'atmosphère moyenne. La ligne bleue représente la position 




Le présent chapitre a pour but d'exposer brièvement les différentes notions 
nécessaires à la compréhension de l'étude faite dans le présent mémoire. La 
climatologie de la stratosphère est d'abord présentée, suivie d'une brève explication 
de la dynamique particulière s'y déroulant. Il est important de garder en mémoire les 
différences essentielles entre la troposphère, habituellement bien étudiée, et la 
stratosphère. Deux différences importantes sont les très faibles concentrations de 
vapeur d'eau de la stratosphère et la présence de la couche d'ozone, ce qui entraîne 
des comportements très différents dans la stratosphère de ceux observés dans la 
troposphère, tant pour la dynamique que pour les échanges radiatifs. 
Ce chapitre est divisé en deux sections distinctes. La première présente la 
climatologie générale de la stratosphère. La seconde se veut une introduction et un 
résumé des connaissances théoriques permettant de mieux comprendre la dynamique 
stratosphérique et certains événements particuliers à cette couche. 
1.1 Climatologie de la stratosphère 
Les différentes couches atmosphériques sont définies à l'aide du profil 
thermique moyen présenté à la figure 1.1. La couche située près de la surface, la 
troposphère, est caractérisée par une diminution de sa température avec l'altitude. Le 
minimum de température de cette couche en constitue sa limite supérieure, la 
tropopause, qui est située à une altitude comprise entre 15 et 18km aux tropiques et 
descend progressivement pour atteindre entre 7 et 9 km au-dessus des pôles. La 
dynamique et les échanges radiatifs de cette couche sont caractérisés par Je rôle 
déterminant de la vapeur d'eau et des échanges avec la surface tenestre. 
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Au-dessus de la tropopause s'étend la stratosphère, couche atmosphérique 
dont la particularité est une augmentation de la température moyenne avec l'altitude. 
Cette couche atmosphérique comprend approximativement 10% de la masse totale de 
l'atmosphère. La frontière supérieure de cette couche, la stratopause, est située 
approximativement à Sükm (~1 hPa) et marque un maximum de température. Cette 
couche est caractérisée par la présence de la couche d'ozone qui est responsable du 
profil thermique suite au réchauffement causé l'absorption d'une partie du 
rayonnement solaire incident (Randel, 2003). Au-dessus de la stratosphère, la 
mésosphère s'étend entre la stratopause (~SO km) et la mésopause (~8S km) et est 
déterminée par une diminution de la température avec l'altitude. Cette couche, avec 
la stratosphère, forme ce qui est appelé communément l'atmosphère moyenne. 
La figure 1.2 présente la distribution verticale de la contribution au bilan 
radiatif pour certaines espèces chimiques dominantes: dioxyde de carbone (C02), 
l'oxygène moléculaire (02), l'ozone (03), le dioxyde d'azote (N02), et la vapeur 
d'eau (H20) de la surface jusqu'au sommet de l'atmosphère moyenne. Le panneau de 
gauche présente le refroidissement causé par l'émission de radiation infrarouge et 
celui de droite présente le réchauffement causé par l'absorption de rayonnement 
solaire. On peut voir que les deux termes du bilan radiatif troposphérique sont 
dominés par la contribution de la vapeur d'eau (pointillés). Cette contribution 
diminue rapidement dans la stratosphère simplement parce que la concentration de 
cette espèce chimique chute pour atteindre des concentrations très faibles, de 2 à 6 
ppmv (Andrews et al., 1987). Dans la stratosphère, la figure 1.2 montre que le 
réchauffement est presque exclusivement provoqué par l'ozone. Le refroidissement 
est dû principalement au dioxyde de carbone (C02) mais la contribution de l'ozone 
est tout de même appréciable, surtout dans la haute stratosphère. Les concentrations 
d'ozone deviennent donc un facteur important pour la température de cette couche. Il 
est aussi important de souligner la forte dépendance des termes radiatifs avec 
9 
l'altitude. À titre d'exemple, Je réchauffement causé par J'ozone passe d'environ 2 à 
Il K/jour entre 30 et 45 km d'altitude. 
À partir des propriétés radiatives de l'atmosphère moyenne, il est possible de 
calculer une température d'équilibre radiatif. Ce profil thermique est construit en 
supposant l'absence de tout forçage dynamique, de tout flux de momentum et de 
chaleur d'origine extérieure à l'atmosphère moyenne. Cette température 
hypothétique suit le cycle annuel de la radiation solaire, avec un décalage provoqué 
par l'inertie thermique. La figure 1.3 présente cette température calculée pour le mois 
de janvier, où l'on voit que la température maximale est située à environ 50 km 
d'altitude au-dessus du pôle Sud, alors soumis à un ensoleillement constant Qour 
polaire). À cette altitude, il y a un important gradient méridien de température et 
celle-ci atteint un minimum au-dessus du pôle d'hiver, alors privé totalement de 
radiation solaire (nuit polaire). Par contre, les températures observées ne 
correspondent pas à cette température d'équilibre radiatif. Les figures 1.4 et 1.5 
présentent sur les panneaux du haut les températures, telles qu'observées par satellite, 
en janvier et juillet et sur les panneaux du bas les vents zonaux calculés à l'aide de la 
relation du vent thermique (équations 1.1 et 1.2) : 
(éq.1.1) 
(éq. 1.2) 
où V est le vent géostrophique, u la composante zonale du vent 
géostrophique, f = 2Qsin<p le paramètre de Coriolis, Q le taux de rotation de la 
Terre, <p la latitude,p la pression, R la constante de l'air sec et T la température. On 
peut voir que les températures observées au-dessus du pôle d'hiver, tant en janvier 
qu'en juillet, sont approximativement lOO°C plus chaudes que la température 
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d'équilibre radiatif. Les différences au-dessus des pôles d'été sont plus faibles, de 
l'ordre de lOoC. Les différences entre les températures observées et la température 
d'équilibre radiatif s'expliquent lorsque l'on tient compte de l'impact de différents 
forçages dynamiques, principalement d'origine troposphérique, que subit la 
stratosphère. La description du fonctionnement de la stratosphère est 
particulièrement bien résumée par la phrase suivante de Holton : «Rather than 
causing the mean circulation, the radiative heating and cooling patterns observed in 
the middle atmosphere are a result ofthe eddies driving the jlow away from a state of 
radiative balance.» (HoIton, 2004) 
Les figures 1.4 et 1.5 nous renseignent aussi sur l'amplitude du cycle annuel 
de la température et des vents zonaux, tant pour la troposphère que la stratosphère. 
Aux hautes latitudes, la structure des gradients thermiques méridiens troposphériques 
demeure semblable quoique la température diminue de manière importante en hiver. 
La situation est fondamentalement différente pour la stratosphère, dont le signe des 
gradients thermiques s'inverse entre janvier et juillet. Cette modification entraîne une 
inversion de la direction des vents zonaux stratosphériques entre les deux saisons des 
vents d'ouest en hiver et d'est en été. Par contre, même si la direction des vents 
troposphériques demeure d'ouest pour toutes les saisons, il est intéressant à noter 
qu'entre Juillet et Janvier, le courant-jet troposphérique de l'hémisphère nord migre 
d'environ 150 vers le sud et s'intensifie de presque 20 ms· l . 
1.2 Introduction à la dynamique stratosphérique 
Cette section présente les notions essentielles de dynamique stratosphérique, 
divisée en trois sous-sections. La première présente la circulation zonale moyenne, le 
concept du downward control et la circulation méridienne résiduelle stratosphérique. 
La seconde section se concentre sur la propagation verticale des ondes planétaires, sur 
le théorème de Charney-Drazin et sur les réchauffements stratosphériques soudains, 
phénomènes stratosphériques causés par les interactions entre les ondes planétaires et 
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l'écoulement moyen. Finalement, la dynamique de la stratosphère équatoriale est 
effleurée par une explication simplifiée du fonctionnement de l'oscillation quasi­
biennale. 
1.2.1 Circulation zonale moyenne 
L'étude de la circulation générale, tant pour la troposphère que la stratosphère, 
utilise des moyennes temporelles suffisamment longues pour filtrer les effets 
individuels des systèmes synoptiques afin de dégager les informations sur le 
comportement de cette circulation à des échelles temporelles mensuelles ou plus 
longue. Cette section présente très rapidement les équations habituellement utilisées 
pour l'étude de l'atmosphère moyenne, elle présente également le principe du 
downward control qui en découle. Certaines conclusions tirées des équations 
résultantes de ces manipulations sont essentielles à la compréhension physique du 
fonctionnement de la stratosphère et permettront la formulation d'hypothèses lors de 
l'analyse des résultats. Les explications présentées ici sont basées sur les études 
faites dans les ouvrages de référence d'Andrews et al.(1987) et de Holton (2004). 
1.2.1.1	 La moyenne eulérienne transformée 
Les équations de la moyenne eulérienne transformée (Transformed Eulerian 
Mean, TEM; Andrews et McIntyre, 1976) sont une version améliorée des équations 
eulériennes conventionnelles, présentées à l'Appendice A. Ces équations permettent 
de prendre en compte l'opposition des termes de flux de chaleur et adiabatiques de 
l'équation thermodynamique afin de dégager la composante diabatique de la 
circulation, principalement responsable du transport net de masse des tropiques vers 
les pôles (chap. 10; Holton, 2004). La principale modification se trouve dans la 
définition et l'utilisation de nouvelles composantes d'une circulation méridienne 
résiduelle v' et w' (éq. 1.3 et 1.4) incluant directement la divergence du flux de 
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L'incorporation de v et w dans les équations de momentum zonal, 
thermodynamique et de continuité de la masse donne: 
(éq. 1.5) 
aT 2 ,-, } [--]
-+N HK w =-=-C/. T-T (éq. 1.6) at cp radr 
av' _, a(pow') 
-+ Po =0 (éq. 1.7)
Uy az 
-
fa au + RH- 1 aT = 0 (éq. 1.8) 
az ay 
où u est le vent zonal moyen, fa le paramètre de Coriolis, v le vent méridien moyen, 
a( u'v')/ay le flux méridien de momentum et X la sommation des forçages de traînée 
causés par les tourbillons de sous-échelles, T la température moyenne, Trad la 
température d'équilibre radiatif, H la hauteur d'échelle, R la constante de l'air sec, 
a(v'T')/Uy le flux méridien de chaleur, 7 le réchauffement diabatique et cp la chaleur 
spécifique de l'air sec. N2 est la fréquence de flottabilité (éq. Al 0), G est le forçage 
zonal total et F est le flux d'Eliassen-Palm défini par: 
F == (0, - Pou'v', PofoRT'v'jHN2). (éq. 1.9) 
Le flux d'Eliassen-Palm est défini comme une combinaison des flux de chaleur et de 
momentum produit par les systèmes synoptiques quasi-géostrophiques (large-scale 
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quasi-geostrophic eddies). Ce terme de divergence du flux d'Eliassen-Palm permet 
de constater que la principale contribution des flux de chaleur et de momentum est 
d'agir conjointement sur le vent zonal. L'analyse de la répartition latitudinale de la 
divergence montre que ce flux provoque la création de cellule directe pour chacun des 
hémisphères, provoquant une ascension aux tropiques accompagnée d'une subsidence 
aux pôles. Dans la stratosphère, on peut approximer le terme de forçage diabatique 
(l) de l'équation thermodynamique (éq. 1.6) par un terme d'écart entre la 
température et la température d'équilibre radiatif, où Ur est un taux de refroidissement 
newtonien (v. section 2.5.2, Andrews et al., 1987). Si on ajoute la relation du vent 
thermique (éq. 1.8) aux équations de la TEM, on obtient donc un système d'équations 
permettant de décrire le fonctiOlmement dynamique général de la stratosphère et les 
multiples liens entre l'état moyen et les forçages causés par la dynamique et la 
radiation, tant à l'échelle synoptique (F) qu'aux échelles inférieures (X). 
1.2.1.2 Le principe du downward control 
Si l'on considère une solution stationnaire, l'équation 1.5 devient simplement: 
(éq.1.10) 
en remplaçant dans l'équation de continuité de la masse (éq. 1.7), on obtient: 
(éq. 1.11) 
Si l'on impose la condition limite suivante: limpow* =0 et en intégrant entre deux 
z...." 
niveaux verticaux invariants en y, on obtient: 
JPow*dz = J!...-(POG)dZ 
, z Jy 10 
Po w* (ro) - Po w*(z) = -Po w*(z) = !...-(~ JPo GdZ) 
Jy 10 z 
14 
- a(IOO 1pow*cz)=-- -J poGdz (éq.1.l2) 
lJy fa z 
L'équation 1.12 indique que le mouvement vertical moyen pour un nIveau de 
pression donné est proportionnel au gradient méridien de l'intégrale verticale des 
forçages zonaux; il s'agit du principe du downward control. Des explications plus 
détaillées du downward control peuvent être trouvées dans l'article de Haynes et al. 
(1991). Conceptuellement, on peut illustrer le downward control à l'aide de la figure 
1.6. Sur cette figure, on montre la réaction de la circulation méridienne résiduelle (les 
flèches épaisses) à la présence d'une vaste zone de forçage agissant sur le zonal (en 
gris). Prenons un niveau donné, soit 25 km, l'intégrale verticale du forçage zonal 
augmente de l'équateur vers 30 0 N puisque l'on passe d'une région où le forçage est 
inexistant (en blanc) vers une zone où il existe (en gris). Cette augmentation, par 
l'équation 1.12, génère un mouvement vertical ascendant. Inversement, entre 60 0 N et 
le pôle, on assiste à une diminution importante de l'intégrale des forçages, générant 
un mouvement descendant. Cette circulation a un impact important par compression 
adiabatique sur la température puisque les mouvements moyens ascendants 
(descendants) réchauffent (refroidissent) l'air. La circulation méridienne résiduelle 
permet aussi de suivre les mouvements de certains constituants chimiques dans 
l'atmosphère moyenne. Il s'agit donc d'un outil particulièrement utile pour l'ozone 
produit principalement aux latitudes tropicales et transporté vers les pôles. Par son 
impact important sur la température, cette circulation est principalement responsable 
de l'écart entre la température stratosphérique observée et la température d'équilibre 
radiatif. L'explication de la nature, des causes et de la position du forçage zonal est 
le sujet de la prochaine section. 
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1.2.2 Propagation verticale d'ondes atmosphériques 
Les ondes, en se propageant, peuvent transporter momentum et énergie dans 
l'atmosphère. Deux facteurs sont extrêmement importants afm de comprendre 
comment les ondes troposphériques voyageant verticalement influencent 
l'atmosphère moyenne. Premièrement, la propagation des ondes troposphériques est 
fonction de l'état de la troposphère et des profils verticaux de température et de vent 
horizontal. Deuxièmement, la diminution de la densité de l'atmosphère avec 
l'altitude entraîne une augmentation de l'amplitude des ondes, pouvant aller jusqu'au 
déferlement de celles-ci, moment où il y a dépôt du momentum transporté. Cette 
section est séparée en trois sous-sections, la première expose les résultats des 
recherches de Charney et Drazin sur la propagation verticale d'ondes de Rossby 
linéaires, la seconde expose les réchauffements stratosphériques soudains, 
conséquence de ces ondes sur la structure de l'atmosphère moyenne alors que la 
troisième présente l'impact des ondes de gravité sur les écoulements stratosphériques. 
1. 2.1.1 Théorème de Charney-Drazin 
Le théorème de Charney-Drazin permet de comprendre pourquoi certaines 
ondes de Rossby linéaires peuvent se propager verticalement et dans quelles 
conditions. La présentation ici est simplifiée le plus possible afin de conserver le 
minimum nécessaire à la compréhension de la physique du phénomène et restreinte 
au cas des ondes troposphériques d'origine orographique. La généralisation de ce 
théorème se trouve dans l'article original de Charney et Drazin (1961). On effectue 
les approximations quasi-géostrophique et du plan {J. Les équations de tourbillon, 
thermodynamique et de l'équilibre géostrophique sont ensuite linéarisées autour d'un 
état de base stationnaire où la relation du vent thermique est respectée. Par la suite, 
on résout l'équation aux dérivées partielles pour le géopotentiel à l'aide des 
approximations d'une stabilité statique constante ainsi qu'un profil constant du vent 
de l'état de base. La forme de la solution de l'équation aux dérivées partielles 
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résultante dépend alors du nombre d'onde de l'onde considérée ainsi que de la vitesse 
du vent de l'état de base. Si la solution est sinusoïdale, l'onde peut se propager 
verticalement alors que si la solution est exponentielle, l'onde est évanescente et se 
dissipe avec une ascension à la verticale. L'équation 1.13 exprime le critère obtenu 
permettant une solution sinusoïdale selon la méthodologie expliquée: 
0$ ua $ %2 + [2 (éq. 1.13) 
où k! et [2 sont respectivement les nombres d'ondes zonaux et méridiens et Ua le vent 
de l'état de base. Les implications de ce résultat sont multiples. Premièrement, ces 
ondes ne peuvent se propager dans un milieu où les vents sont d'est. Deuxièmement, 
les ondes possédant de grands nombres d'onde (petites longueurs d'ondes), générées 
par de petites perturbations voient leur propagation restreinte à des valeurs de vents 
d'ouest très faibles. La généralisation de ce résultat à des conditions atmosphériques 
plus réalistes est possible. Dans l'atmosphère réelle, l'accélération des vents zonaux 
d'ouest avec l'altitude en hiver permet de comprendre que les ondes de petites 
longueurs d'ondes, nécessitant des vents d'ouest faibles, sont progressivement 
dissipées. Conséquemment, seules les très grandes ondes, les ondes planétaires, 
atteignent et influencent la stratosphère. La figure 1.7 montre l'évolution sur un cycle 
annuel des températures moyennes observées à 30 hPa pour une période de 30 ans 
(1965-1995). Le patron des isothermes du mois de janvier montre clairement la 
signature d'une onde 1 avec la présence d'une crête et d'un creux autour d'un cercle 
de latitude. Par contre, le mois de juillet montre des isothermes concentriques 
centrées sur le pôle, résultats de l'incapacité des ondes de se propager et d'influencer 
l'atmosphère à cette altitude. Les autres mois montrent la transition entre les deux 
régimes, hivernal et estival. 
La variabilité des profils troposphériques induit une forte variabilité sur la 
propagation des ondes stratosphériques vers la stratosphère. Par des interactions 
entre ces ondes et l'écoulement moyen, elles provoquent une variabilité interannuelle 
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importante dans le comportement des champs moyens de température, de 
géopotentiel et de vent zonal. La figure 1.8 montre une série temporelle des 
températures moyennes de janvier et février de 1956 à 1998 à 30 hPa au-dessus du 
pôle Nord. Cette série temporelle indique que la température moyenne de la 
stratosphère peut varier de 25°C, ce qui est beaucoup plus important que la variabilité 
qui caractérise la troposphère. 
La distribution spatiale de ces ondes est aussi un facteur important dans la 
compréhension de l'ensemble de la dynamique stratosphérique. Les ondes 1 et 2, les 
plus importantes sont généralement engendrées par le contraste Terre-mer et par les 
grands massifs montagneux de 1'hémisphère nord. Elles entraînent une variabilité 
maximale autour de 60 0 N à 1 hPa due à l'augmentation de l'amplitude de ces ondes 
par l'effet de densité (Smith, 2003). Le déferlement de ces ondes se produit lorsque 
les effets non linéaires ne peuvent plus être négligés et que la structure de l'onde subit 
une déformation irréversible. Le déferlement génère de la turbulence ayant comme 
effet net la création d'une force de freinage agissant contre le mouvement. Une fois 
que cette force existe, l'argumentation développée à la section 1.2.2. peut s'appliquer. 
1. 2. 2. 2 Ondes planétaires et réchauffements stratosphériques soudains 
Les réchauffements stratosphériques soudains (Stratospheric Sudden 
Warmings; SSW) sont des modifications violentes de l'état de la stratosphère 
extratropicale en hiver. Ce sont des phénomènes dynamiques non linéaires ayant des 
conséquences tant sur la température que sur les vents de l'ensemble de la 
stratosphère. Pendant un SSW, le vortex polaire hivernal, caractérisé par de forts 
vents d'ouest et un gradient méridien de température important, peut être grandement 
affaibli et même disparaître, remplacé par des vents d'est et un gradient inversé de 
température (plus chaud au-dessus du pôle qu'aux latitudes moyennes). Ce 
réchauffement est causé par une importante subsidence au-dessus du pôle. La figure 
1.9, montre l'évolution du profil vertical de température pendant le SSW observé à 
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l'hiver de 1991. Le profil en bleu montre la structure thermique avant l'événement. 
La courbe rouge, pendant le SSW, montre une diminution de l'altitude de la 
stratopause, de presque 10 km et un important réchauffement (+33°C), et ce en 
seulement 7 jours. Deux jours plus tard, la stratopause devient mal définie (courbe 
verte) avec la rupture du vortex et le réchauffement de la basse stratosphère. Les 
SSW sont causés par la propagation verticale d'ondes planétaires d'origine 
troposphérique et de leurs interactions non linéaires entre elles et avec l'écoulement 
moyen. (O'Neil, 2003) 
Il existe quatre type de SSW : majeurs, mineurs, canadiens et finaux. Les 
SSW majeurs se produisent environ une fois à tous les trois ou quatre ans, 
habituellement en janvier ou en février, et sont la manifestation la plus violente des 
quatre types. Ils sont caractérisés par une inversion du gradient méridien de 
température et par un changement de l'orientation des vents à 10 hPa et 60 0 N 
(O'Neil, 2003). Il en existe deux variétés, la première provoque un déplacement du 
vortex alors que la seconde engendre une scission du vortex polaire. Les SSW 
majeurs se produisent uniquement au-dessus de l'hémisphère nord, les forçages 
troposphériques responsables (orographie et contraste Terre-Mer) étant trop faibles 
au-dessus de l'hémisphère sud. Les SSW mineurs provoquent aussi une 
augmentation de la température et un affaiblissement des vents d'ouest sans toutefois 
provoquer une rupture complète du vortex. Leur fréquence est beaucoup plus grande, 
jusqu'à plusieurs par année et ils ont été observés au-dessus de l'hémisphère sud. Les 
SSW canadiens sont caractérisés par un déplacement vers l'est du maximum de 
température des Aléoutiennes au-dessus du Canada, ce qui provoque un déplacement 
du vortex polaire au-dessus de la Sibérie. Ce type de réchauffement se produit au 
début de la saison hivernale, il est de faible amplitude et la situation thermique 
normale se rétablit au cours de l'hiver. Le dernier type, les SSW finaux, sera d'un 
intérêt particulier pour ce projet. Ils marquent la transition dynamique brusque entre 
le régime hivernal et estival, donc le passage des vents d'ouest aux vents d'est et 
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l'inversion du gradient méridien de température. Ils se produisent en moyenne en 
mars, mais la date de l'événement montre une forte variabilité interannuelle, de la mi­
février à la fin avril (Labitz:ke et al., 2002). 
La variabilité interannuelle de la fréquence des SSW (surtout pour les 
majeurs) est principalement causée par la variabilité de la circulation troposphérique, 
ce qui induit une variabilité dans la quantité et l'amplitude des ondes qui atteignent la 
stratosphère. D'autres facteurs, comme la phase de l'oscillation quasi-biennale 
(QBO; v. section 1.2.3) ainsi que l'activité solaire pourraient avoir un impact sur le 
nombre et l'amplitude des SSW, mais les recherches doivent maintenant identifier 
des causes théoriques dynamiques afin d'expliquer les fortes relations statistiques 
observées. (O'Neil, 2003) 
1. 2. 2. 3 Rôle des ondes de gravité 
En plus des ondes planétaires, d'autres ondes ont une influence sur 
l'écoulement stratosphérique. Par un raisonnement similaire à celui de la section 
précédente, les ondes de gravité peuvent aussi se propager verticalement et déferler 
dans la stratosphère. Les sources des ondes de gravité sont principalement 
l'écoulement au-dessus du relief, la convection, ainsi que le processus d'ajustement 
géostrophique (Fritts, 2003). Tout comme les ondes planétaires, les ondes de gravité 
nécessitent certaines conditions afin de pouvoir se propager (telle une stratification 
thermique stable) et leur déferlement provoque aussi un débalancement de l'équilibre 
géostrophique. Puisque le spectre de longueur d'onde des ondes de gravité est très 
large dans l'atmosphère, elles se dissipent ou déferlent à des altitudes différentes 
selon les profils verticaux des vents et de la température. Leur déferlement permet 
une redistribution verticale de l'énergie. La figure 1.10 schématise ce concept à 
l'aide de trois ondes de gravité ayant des vitesses de phase (c) différentes, une 
d'origine topographique (c=O) et deux ondes de nature convective (c<O et c>O) avec 
la présence d'un profil de vent estival typique. Les ondes c<O et c=O rencontrent 
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leurs niveaux critiques2, à des altitudes différentes. Ces ondes, en devenant 
évanescentes, sont dissipées et filtrées. Les ondes avec des propriétés leur permettant 
de se propager à de très hautes altitudes verront leur amplitude augmenter jusqu'à 
l'instabilité et alors déferleront en déposant momentum et énergie localement. La 
modélisation des effets des ondes est difficile par la grande diversité de leurs sources 
et de leur spectre. L'utilisation de paramétrages dans les modèles numériques devient 
alors essentielle pour la prise en compte de ce type de phénomène. 
1.2.3 Oscillation Quasi-biennale 
L'oscillation quasi-biennale (quasi-biennal oscillation; QBO) est une 
oscillation quasi-périodique des vents zonaux stratosphériques aux tropiques. La 
figure 1.11 montre la série temporelle du profil vertical, entre 70 et 10 hPa, du vent 
zonal moyen au-dessus de trois stations à l'équateur. Le vent zonal au-dessus des 
tropiques change régulièrement de direction selon une période se situant entre 24 et 
30 mois. L'amplitude maximale est d'environ de 23 ms- 1 à l'équateur entre 30 et 10 
hPa et est atténuée sous 40 hPa pour atteindre zéro à la tropopause (~17 km). Le 
changement de direction se produit autour de 10 hPa (~30 km) pour se propager vers 
le bas à une vitesse moyenne d'environ 1 km par mois. La propagation de la nouvelle 
phase est souvent retardée entre 30 et 50 hPa (~24 et 21 km). Cette oscillation est 
presque symétrique par rapport à l'équateur et de forme gaussienne dont l'influence 
est limitée entre 20 0 S et 20 0 N (SPARC, 2002). L'amplitude des phases diffère avec 
1des valeurs maximales de vents d'environ 15 ms- 1 (~-30 ms- ) pour la phase ouest 
(est). La QBO est modulée par le cycle annuel mais n'est pas synchronisée avec 
celui-ci (Dunkerton, 2003 ; Hamilton, 1998). 
Des études récentes montrent que la dynamique de la QBO est régie par la 
propagation verticale d'ondes provenant de la troposphère (Hamilton, 1999; 
2 Niveau auquel la vitesse de phase de l'onde est égale au vent moyen; la solution de l'équation aux 
dérivées partielles est alors exponentielle à la vertical et où l'onde devient évanescente. 
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Dunkerton, 2003). Les bases dynamiques de l'explication du phénomène de la QBO 
ont été publiées par Lindzen et Holton (1968) et Holton et Lindzen (1972). Ce 
phénomène est le résultat d'interactions entre l'écoulement moyen et des ondes de 
gravité et planétaires d'origine troposphérique se propageant verticalement dans la 
stratosphère. Pendant chacune des phases de la QBO, certaines ondes peuvent se 
propager verticalement à travers la stratosphère et déferlent au sommet de celle-ci. 
Les ondes en déferlant provoquent un forçage sur l'écoulement moyen dans le sens 
opposé au mouvement existant. L'écoulement ralentit avec le temps et finit par 
s'inverser. Il existe une relation entre le type d'onde pouvant se propager et la phase 
de la QBO. Pendant la phase où les vents se dirigent vers l'ouest (phase est), les 
ondes déferlant en altitude exercent un forçage vers l'est alors que ce sont les ondes 
générant un forçage vers l'ouest qui sont actives pendant la phase où les vents se 
dirigent vers l'est (phase ouest). Ce système résultant d'interactions dynamiques non 
linéaires entre des ondes et l'écoulement moyen permet l'alternance des phases de la 
QBO. Plumb (1977) a démontré à l'aide d'un modèle simplifié à deux ondes qu'une 
oscillation semblable à la QBO pouvait être reproduite. 
Aux latitudes tropicales, la QBO entraîne des anomalies de la circulation 
méridienne moyenne, ce qui entraîne des anomalies dans les champs de température 
(~4 OC) et dans la concentration de certains constituants chimiques. Aux latitudes 
extratropicales, la phase de la QBO influence la vitesse du vortex polaire 
stratosphérique, surtout pour 1'hémisphère nord. Il semble aussi que les SSW soient 
plus fréquents lorsque la QBO est dans sa phase est. Par contre, les causes de ces 
corrélations et l'impact d'autres facteurs tel que le cycle solaire de 11 ans demeurent 
des sujets actuels de recherche (Dunkerton, 2003). 
La simulation à l'aide de modèles numériques de la QBO est très complexe 
par sa nature ondulatoire et des interactions non linéaires qui en sont la cause. Selon 
une étude de Hamilton et al. (1999), la simulation d'une oscillation tropicale similaire 
à la QBO nécessite l'uülisation de modèles possédant une très haute résolution 
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verticale et horizontale. Pour leurs expériences, ils ont utilisé un GCM, le modèle 
SKYHI comportant 160 niveaux entre la surface et 85 km avec une résolution 
verticale moyenne de 1,5 km pour la stratosphère ainsi qu'une résolution horizontale 
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Figure 1,1 : Profil vertical de la température et définition des différentes couches atmosphériques 
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Figure 1.2 : Distribution verticale moyenne du chauffage radiatif selon les principaux constituants chimiques, Le 
refroidissement est dominé par les émissions de rayonnement infrarouge à gauche et le réchauffement est dominé 
par l'absorption de rayonnement solaire incident à droite. (London, 1., 1980) 
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Figure 1.3 : Température d'équilibre radiatif de l'atmosphère moyenne calculée pour le mois de janvier (Tirée de 
Holton 2004, basée sur Shine 1987) 
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Figure lA : Moyennes zonales climatologiques de la température en K (haut) et 
du vent zonal en ms'] (bas) pour janvier (Tirée de Holton, 2004 et basée sur 
Flemmings el al., 1990) 
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Figure 1.5 : Moyennes zonales climatologiques de la température en K (haut) 
et du vent zonal en ms'] (bas) pour juillet(Tirée de Holton, 2004 et basée sur 
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Figure 1.6 : Schématisation du transport zonal moyen. La zone g..':!s~eprésente la zone de forçage G alors que 
les lignes pleines représentent la circulation méridienne résiduelle (v', w') (Tirée de Hollon, 2004) 
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Figure 1.7 : Températures mensuelJes moyennes à 30hPa entre 20 et 90oN. Les isothermes sont à tous les soc. 
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Figure 1.8 : Série temporelle des températures moyennes de janvier-février à 30 hPa au-dessus du pôle Nord. 
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Figure 1.9 : Évolution du profil de température lors du SSW de l'hiver 1991 au-dessus de l'île de Heiss 
(81°N,58°E). Le profil initial du 18 janvier en bleu, en rouge pendant le SSW le 25 janvier et en vert le 27 
janvier. (Tirée de Naujokat et al., 1991) 
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Figure 1.10 Schématisation de la propagation verticale estivale d'ondes de gravité topographique (vitesse de phase, 
c=O) et convectives (c<O, c>O) selon le profil vertical du vent. c est la vitesse de phase des ondes. Les ondes c=O 
et c<O rencontrent un niveau critique et leur propagation s'arrête alors que J'onde ayant une grande vitesse de 
phase positive peut se propager en altitude et possiblement devenir instable par l'effet de densité. 
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Figure 1. Il : Série temporelle des profils verticaux mensuels, obtenus par sondages, du vent zonal entre 70 et 10 
hPa. Moyennes de trois stations situées près de l'équateur: Ile Canton (3°S,I72°W) de janvier 1953 à aoÎlt 1967, 
Gan ()OS,73°E) entre Septembre 1976 et décembre 1975 et Singapour ()ON,IOJ4°E) depuis janvier 1976. Les 





2.1 Description du MRCC 
2.1.1. Description du modèle 
Le modèle régional canadien du climat (MRCC) est composé de deux 
modules différents et essentiels à la simulation du climat. Le premier est le noyau 
dynamique, ou autrement dit le schéma d'intégration numérique des équations 
différentielles partielles de la mécanique des fluides. Ce schéma est basé sur le 
schéma semi-implicite et semi-Iagrangien du modèle MC2 (Bergeron et al., 1994 ; 
Laprise et al., 1997) et permet de résoudre efficacement les équations d'Euler 
élastiques et non hydrostatiques. Le MRCC utilise le pilotage aux frontières latérales 
de type Davies (1976). Ce pilotage utilise une zone de transition de neuf (9) points 
de grille sur la périphérie du domaine afin de faire tendre les valeurs des vents 
horizontaux et du champ de topographie vers celles des données de pilotage. Le vent 
vertical est piloté vers des valeurs nulles au dernier point de grille latéral. La 
coordonnée verticale utilisée par le MRCC est de type Gal-Chen (Gal-Chen et 
Sommerville, 1975). Les niveaux Gal-Chen sont des coordonnées de hauteurs 
géométriques hybrides « suivant le terrain» (terrain-following). Afin de résoudre les 
équations dynamiques, le MRCC utilise une grille décalée de type Arakawa-C autant 
à l'horizontale qu'à la verticale (Arakawa et Lamb, 1977). Une des particularités de 
cette grille est la présence de niveaux verticaux et de points de grille dynamiques, où 
sont calculées les variables de vent horizontal et de la pression ainsi que des niveaux 
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thermodynamiques où sont calculées les variables de température, mouvement 
vertical ainsi que l'humidité (Bergeron et al., 1994). 
L'ensemble des paramétrages physiques sous maille utilisés par le MRCC 
proviennent du modèle canadien de circulation générale de seconde génération 
(MCCG2) décrit par McFariane et al. (1992). La version 3.7 du MRCC, utilisée pour 
ce projet, est détaillée dans Plummer et al. (2006), dont une description du 
paramétrage de la convection. Par contre, certaines particularités ont été inactivées, 
dont le pilotage des grandes échelles (pilotage spectral) ainsi que le module des lacs. 
Le pilotage spectral est utilisé dans les expériences où les MRC servent d'outils de 
mise à l'échelle dynamique (dynamical downscaling; von Storch et al., 2000 ; Riette 
et Caya, 2002). Puisque la présente étude a comme objectif d'évaluer la qualité de la 
circulation générale simulée par le MRCC-hémis, il est nécessaire d'inactiver ce 
paramétrage. 
2.1.2 Description des expériences 
Les simulations ont été effectuées sur un domaine horizontal couvrant 
l'ensemble de l'hémisphère nord tel que présenté à la figure 2.1. D'importants 
compromis sur la résolution spatiale durent être faits afin de pouvoir exécuter le 
MRCC sur un domaine géographiquement aussi vaste. Ainsi, le MRCC est intégré 
sur une grille stéréographique polaire dont la résolution horizontale est de 180 km 
vraie à 60 o N, une résolution quatre (4) fois plus grossière que la résolution 
opérationnelle de 45 km. Le domaine hémisphérique comporte 150x150 points de 
grille. Le MRCC utilise les données du projet AMIP II comme conditions de surface 
pour la température de la surface de la mer ainsi que la couverture de glace de mer. 
Puisque le présent projet vise à vérifier l'impact de l'ajout d'une importante 
partie de la stratosphère sur le climat simulé par le MRCC sur le domaine 
hémisphérique, une attention particulière a été portée à la manière d'ajouter ces 
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niveaux. La figure 2.2 présente l'organisation des niveaux à la verticale pour la 
configuration basse ainsi que les niveaux ajoutés pour atteindre 45 km d'altitude. Le 
toit de la configuration basse (en noir sur la fig. 2.2) est situé à 29 km d'altitude et 
comporte 30 niveaux situés entre la surface et le toit. Certaines contraintes devaient 
être respectées afin d'assurer le bon fonctionnement du MRCC lors de l'ajout de 
niveaux. Une étude interne de l'équipe MRCC a démontré que l'espacement entre les 
niveaux doit rester constant ou augmenter graduellement lorsqu'on ajoute des 
niveaux en altitude. Nous avons ajouté autant de niveaux que possible entre 29 et 45 
km. Le résultat concret a été l'ajout de cinq (5) niveaux supplémentaires afin 
d'atteindre 45 km, la position du toit haut (en rouge sur la figure 2.2). 
Une autre contrainte importante à l'élaboration de la méthodologie concerne 
les données disponibles pour le pilotage aux frontières latérales. En effet, il est 
nécessaire que la totalité du domaine vertical du modèle soit incluse dans le domaine 
des données de pilotage. Si cette condition n'est pas respectée, les données du pilote 
sont reportées (extrapolation constante) vers les niveaux du modèle situés au-dessus. 
Il en résulterait un transfert aux frontières du modèle à tous les pas de temps de 
données physiquement erronées ne respectant pas la réalité physique, entre autre, la 
relation du vent thermique. L'expansion verticale du MRCC dans cette étude a donc 
été limitée par la hauteur des données de pilotage des réanalyses ERA40. Ces 
données sont définies sur des niveaux de pression dont le plus haut se situe à 1 hPa, 
ce qui correspond approximativement à la position de la stratopause. Il a été 
nécessaire de s'assurer que le niveau supérieur d'ERA40 soit toujours situé au-dessus 
de la hauteur géométrique du dernier niveau du MRCC. Pour ce faire, une étude de la 
variabilité de la hauteur du géopotentiel à 1 hPa sur un cycle annuel a été effectuée 
(non montrée). Le résultat de cette étude montre que la position moyenne du dernier 
niveau des réanalyses 1 hPa à l'équateur est d'environ 47 km et ne varie pas 
beaucoup avec les saisons (~ 1 km). Il est alors séeuri taire de placer le dernier niveau 
modèle à 45 km puisque l'on se trouve à libérer une marge suffisante pour que le 
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dernier niveau du modèle soit toujours inclus dans les données ERA40. La situation 
au pôle est très différente, le niveau lhPa d'ERA peut descendre aussi bas que 43 km 
d'altitude mais cette situation n'affecte pas les simulations puisque le MRCC n'est 
pas piloté hors de la zone éponge Davies et que le pilotage spectral des grandes 
échelles est désactivé pour ces expériences. Seules les conditions initiales sont 
problématiques puisque les simulations débutent en janvier, mais le MRCC subit un 
réajustement des profils thermiques dans les 72 premières heures de la simulation. 
Le pilotage de l'humidité a été modifié pour ces expériences pour pallier un 
problème potentiel dans la stratosphère. La configuration usuelle du MRCC utilise, 
pour la condition aux frontières de l'humidité, l'extrapolation en T-Td, où T est la 
température et Td la température du point de rosée. L'extrapolation verticale 
fonctionne comme suit: pour tous les niveaux où la pression est inférieure à300 hPa, 
la valeur de T-Td à 300 hPa est propagée et l'on évalue l'humidité spécifique à partir 
du profil de température. Cette approche a été développée pour contourner une 
lacune présente dans les champs d'humidité des réanalyses du centre national de 
prédiction environnemental des États-Unis (NCEP; National Centers for 
Environmental Prediction) dont les valeurs sont nulles au-dessus de 300 hPa (Kalnay 
et al., 1996). Lorsque le gradient vertical de température devient positif, on exécute 
une extrapolation constante de l'humidité spécifique à partir du dernier niveau défini. 
Lorsque le MRCC est piloté par les réanalyses ERA40, qui fournissent des données 
d'humidité spécifique jusqu'au dernier niveau, on remplace l'extrapolation en T-Td 
par l'interpolation directe des données d'humidité des niveaux de pression du pilote 
vers les niveaux Gal-Chen du modèle. On doit cependant se fier à la qualité de ces 
données qui proviennent de l'intégration du modèle sous-jacent aux réanalyses 
puisque aucune donnée n'est assimilée pour l'humidité stratosphérique. L'analyse 
des résultats d'ERA40 montre que ces données sont légèrement trop sèches par 
rapport à la réalité (Uppala et al., 2005). 
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2.1.3 Paramétrage du GWD 
Le paramétrage du déferlement des ondes de gravité (gravity wave drag, GWD) 
pourrait être un facteur important dans la sensibilité du climat simulé par le MRCC 
selon la configuration verticale. Ce paramétrage permet d'introduire l'effet de la 
convergence du flux de momentum causée par le déferlement d'ondes de gravité non 
résolues par la dynamique du modèle. Lorsqu'il y a déposition de momentum, celui­
ci exerce une force sur l'écoulement moyen. Les ondes paramétrées sont des ondes 
stationnaires d'origine topographique. Le paramétrage utilisé par le MRCC est décrit 
en détail dans l'article de McFarlane (1987) et utilise comme paramètre clé la 
variance sous maille de la topographie. Ce paramétrage se base sur l'hypothèse de 
saturation de Lindzen (1981) qui suppose qu'avec une propagation vers le haut, 
l'instabilité de l'onde de gravité provoque localement une dissipation turbulente, ce 
qui permet de réduire l'amplitude de l'onde et de stabiliser sa structure. Le 
paramétrage permet donc une répartition verticale de l'impact du déferlement des 
ondes de gravité. La force est exercée uniquement sur le vent horizontal dans le cas 
du paramétrage de McFarlane. Les zones d'activité du paramétrage du GWD pour 
une simulation de trois (3) années du Modèle canadien de l'atmosphère moyenne 
(MCAM ; Beagley et al., 1996) sont présentées à la figure 2.3. Le GWD est actif 
pour deux zones bien distinctes. La première zone est située aux latitudes moyennes 
(~400N) et centrée à 100 hPa et impose un forçage moyen sur les vents horizontaux 
d'environ -2,5 ms-1jour- 1 en janvier. La seconde zone est maximale dans la 
mésosphère mais possède une extension dans la haute stratosphère centrée à SaON et 
atteignant les -7,5 ms-1jour- l . Ce second maximum, s'il est adéquatement simulé par 
les expériences avec le toit haut, pourrait favoriser la formation de la circulation 
méridienne stratosphérique par le principe du downward control tel qu'expliqué à la 
section précédente. 
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2.1.4 Paramétrage du RoofDrag 
Le second paramétrage essentiel à ce projet est celui du roof drag. Il s'agit en 
réalité d'une traînée de type Rayleigh (Rayleigh Drag). Le but de ce paramétrage est 
double: il tente en effet de prévenir la réflexion artificielle d'ondes se propageant à la 
verticale par la présence de la frontière rigide du toit en plus d'exercer un contrôle sur 
la vitesse des vents horizontaux afin d'assurer la stabilité numérique du modèle 
(McFarlane, 1987 et Beagly et al., 1997). Sa formulation est telle qu'il s'active 
uniquement si le module des vents horizontaux dépasse la valeur seuil de 110 mis 
(excess velocity drag) et a comme effet d'imposer une accélération négative au vent 
horizontal. Cette valeur seuil arbitraire correspond à la valeur utilisée dans le 
MCCG2. Habituellement, ce paramétrage s'applique à tous les niveaux au-dessus de 
10 hPa ou au dernier niveau du domaine vertical si celui-ci est situé sous les 10 hPa. 
McFarlane (1987) suggère que ce paramétrage n'a d'impact que sur les deux niveaux 
supériems lors de simulations du GCMIl. 
2.1.5 Présentation des simulations analysées 
Ce projet comporte quatre (4) simulations distinctes effectuées couvrant une 
période de six (6) années de 1990 à 1995. Ces années ont été choisies en fonction de 
trois critères principaux : premièrement, il était souhaitable d'effectuer les 
simulations sm une période récente afin de maximiser la quantité et la qualité des 
observations stratosphériques, principalement disponibles depuis le lancement de 
satellites météorologiques, soit après 1979. Deuxièmement, il était aussi souhaitable 
d'éviter les événements importants El Nino (El Nina Southern Oscillation; ENSO) 
des dernières décennies soit les années de 1982 à 1984 et de 1997 à 1999 
(www.cdc.noaa.gov) puisqu'ils ont un impact sur la circulation stratophérique 
(Labitzke et van Loon, 1999). Troisièmement, il était aussi souhaitable d'éviter les 
années de forte activité dynamique stratosphérique, c'est-à-dire les années 
consécutives où des réchauffements stratosphériques majeurs se sont produits 
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(Labitzke et al., 2002) puisque de nombreuses études à l'aide de GCM incluant 
l'atmosphère moyenne ont montré la difficulté de reproduire ces événements et leur 
fréquence (Charlton et al., 2006). De plus, vu l'impact de ces événements sur les 
températures et les vents moyens et la taille restreinte de la période de simulation, 
l'absence de ces événements dans le MRCC provoquerait d'importants biais par 
rapport aux réanalyses ERA40 qui, par l'assimilation de donnée, perçoivent les effets 
de ceux-ci. Par contre, une lacune importante de cette période, comme il le sera 
montré lors de l'analyse des résultats, est l'éruption du volcan Pinatubo en juin 1991 
qui perturbe l'atmosphère par ses rejets pour une période approximative de deux 
années. 
La première année est utilisée comme période de stabilisation des champs 
géophysiques du modèle (spinup). L'initialisation de ces champs est imposée au 
modèle et les valeurs ne représentent pas nécessairement l' équili bre simulé par le 
modèle. Alors que les champs atmosphériques possèdent un temps de stabilisation 
relativement faible, de l'ordre d'un mois, le temps nécessaire pour atteindre 
l'équilibre des champs de surface peut prendre quelques années. La durée d'une 
année de spinup est donc un compromis afin d'éliminer le plus possible les régimes 
transitoires suite à l'initialisation, sans trop allonger la période de simulation. 
L'analyse est donc effectuée sur les cinq dernières années (1991-1995) simulées. Des 
quatre simulations, deux utilisent la configuration basse, avec 30 niveaux et un toit à 
29 km (BAS et BAS2), alors que les deux autres utilisent la configuration haute avec 
35 niveaux et un toit à 45 km (HAUT et HAUT2). Il existe des différences dans la 
formulation du MRCC entre chaque simulation composant les deux groupes. Les 
deux simulations basses diffèrent pour le pilotage des données d'humidité, la BAS 
(ainsi que les deux simulations hautes) utilisant les données d'humidité spécifique 
directement d'ERA40 alors que la BAS2 utilise la formulation du T-Tct • Les deux 
simulations hautes diffèrent dans l'application du roof drag, la simulation HAUT2 
l'utilise pour tous les niveaux supérieurs à 10 hPa alors que les autres simulations 
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l'appliquent uniquement au dernier niveau, la simulation. L'analyse est surtout 
concentrée sur la comparaison des simulations BAS et HAUT, possédant des 
configurations expérimentales identiques hormis l'ajout des niveaux à la verticale. 
Les deuxièmes simulations de chaque groupe (BAS2 et HAUT2) seront utilisées afin 
de vérifier la robustesse du signal provoqué par l'ajout des niveaux sur les 
simulations du MRCC-hémis. 
2.2 Outils d'analyse 
La présente section vise à établir la méthodologie d'analyse utilisée afin 
d'évaluer la qualité du climat simulé ainsi que l'effet de l'ajout des cinq niveaux 
verticaux sur les résultats du MRCC. Cette section est séparée en trois parties: la 
première présente le calcul des statistiques climatologiques, la seconde le calcul des 
moyennes zonales et la troisième l'évaluation de la position du toit. 
2.2.1 Statistiques climatologiques 
La première étape dans l'analyse des résultats est la synthèse des données afin 
de rendre gérable l'analyse des cinq (5) années de données produites par chaque 
simulation. L'analyse des résultats du MRCC et la comparaison avec ERA4û portent 
sur trois statistiques mensuelles différentes, illustrées ici pour un champ 
atmosphérique quelconque 'ljJ. La moyenne mensuelle climatologique: 
_ 1 A 1 
(éq.2.1)1fJm = ~2: 2: (1fJ;.m.J; 
a~1 ;=1 
l'écart-type interannuel des moyennes mensuelles 
(éq.2.2) 
et, finalement, l'écart-type intra mensuel des perturbations transitoires 
39 
_ [ 1 A 1 _ 2]/i (éq.2.3)1J1~, = P:I~~ (1J1"II/,a -1jJIII,a) 
Ces équations suivent la représentation de Côté (1998, 2001) où l'indice i représente 
les archives aux six (6) heures, m l'indice mensuel et le a l'indice annuel. La 
moyenne mensuelle climatologique (éq. 2.1) n'est autre que la moyenne des archives 
d'un mois m donné sur l'ensemble des années. L'écart-type interannuel des moyennes 
mensuelles est obtenu à partir de l'anomalie entre la moyenne d'un mois m et la 
moyenne climatologique de ce même mois. Cette statistique permet de quantifier la 
similitude des moyennes mensuelles d'un mois m pour les différentes années de 
simulation. L'écart-type intra mensuel (éq. 2.3) calcule la moyenne des anomalies 
entre chacune des archives i par rapport à la moyenne climatologique de ce même 
mois. On obtient donc une idée de la variabilité moyenne du champ à l'intérieur d'un 
seul mois pour l'ensemble de la durée de la simulation. 
2.2.2 Statistiques zonales 
L'atmosphère possède deux axes de variabilités principaux, soit la latitude et 
l'altitude, tous deux caractérisés par de forts gradients thermiques. Les moyennes 
zonales permettent de représenter les résultats selon ces deux axes et facili te ainsi 
l'évaluation de la structure de grande échelle des champs simulés. Les effets des 
phénomènes provoquant les principales différences longitudinales des variables 
atmosphériques, tels que l'influence de la topographie et le contraste Terre-mer 
s'amenuisent en s'éloignallt de la surface. De plus, le domaine hémisphérique (fig. 
2.1) a été conçu afin d'inclure l'équateur dans le domaine libre du modèle, soit hors 
de la zone éponge identifiée par la ligne blanche sur la fig. 2.1. Le domaine libre 
couvre donc l'ensemble des cercles de latitudes entre l'équateur et le pôle est propice 
à l'utilisation de telles moyennes contrairement aux configurations habituelles d'un 
modèle régional sur une région très limitée de la planète. 
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La construction des moyennes zonales à partir des champs du MRCC sur la 
grille polaire stéréographique est relativement simple pour l'ensemble des champs 
scalaires. La méthodologie comporte trois étapes distinctes. La première effectue 
l'interpolation des champs de la grille du modèle vers une grille latitude-longitude de 
résolution 2°x203. Cette résolution correspond approximativement à la résolution du 
MRCC-hémis à 45°N (~156 km). La seconde étape constitue en une réflexion des 
données de l'hémisphère nord sur l'hémisphère sud. Cette étape est nécessaire afin 
d'assurer une périodicité du domaine selon la direction latitudinale (Nord-Sud), 
condition nécessaire à la bonne exécution de certains programmes de diagnostics. 
Cette étape permet aussi d'éliminer toutes les latitudes où le domaine libre du MRCC 
ne couvre pas l'ensemble des 360 degrés de longitudes et donc où une moyenne 
zonale serait incomplète. Il faut toutefois garder à l'esprit que l'équateur est, en 
certains endroits, très près de la zone éponge et que celle-ci doit exercer une influence 
sur les résultats. La troisième et dernière étape effectue les moyennes zonales sur la 
grille latitude-longitude. 
Les champs vectoriels, tels les vents horizontaux nécessitent une étape initiale 
supplémentaire. Les vents du MRCC sont calculés selon les coordonnées de la grille, 
soit le vent U positif vers la droite de la grille (fig. 2.1) et le vent V positif vers le 
haut de la grille. Les conventions habituelles pour le vent horizontal sont les vents u 
positifs vers l'est et les v positifs vers le nord. Hors, si l'on suit un cercle de latitude 
sur le domaine de simulation, on remarque que l'orientation du référentiel 
géographique change en tout point le long du parcours. Il est alors nécessaire de 
transformer les vents U et V du modèle vers les vents u et v géographiques. Il est 
impératif d'effectuer ce changement de référentiel sur les séries aux six (6) heures 
archivées par le modèle afin de ne pas introduire d'erreurs dans le calcul des 
différentes statistiques, surtout pour les deux écarts-types, interannuels et intra 
3 Les réanalyses ERA40 sont aussi interpolées de leur grille originale vers la même grille latitude­
longitude à 2°x2°. 
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mensuels. On transfonne donc les vents modèles vers les vents géographiques, ainsi 
la suite du traitement s'effectue de manière identique aux champs scalaires. 
2.2.3 Calcul approximatif de la position du toit du modèle 
L'analyse des résultats du MRCC est présentée sur des niveaux de pression 
afin de faciliter la comparaison avec les réanalyses ainsi que pour éviter les 
ambiguïtés que pourrait causer l'utilisation des niveaux hybrides Gal-Chen. Lorsque 
l'on s'éloigne de la surface, ces coordonnées verticales sont équivalentes à des 
hauteurs géométriques et sont invariantes dans le temps et l'espace. Par contre, la 
hauteur géométrique des niveaux de pression est fonction de la température et donc 
soumise au cycle saisonnier ainsi qu'à la position latitudinale. Il est donc nécessaire 
de vérifier la position du toit du modèle par rapport aux niveaux de pression afin 
d'éviter une contamination de l'analyse par des données issues d'extrapolation des 
champs du modèle vers des niveaux de pression situés au-dessus du toit, données 
alors dénuées de tout sens physique. Afin de calculer la position approximative du 
toit des simulations, une analyse des valeurs des moyennes zonales ainsi que des 
variabilités interannuelles des champs de géopotentiel pour chacune des expériences a 
été effectuée. Les valeurs situées au-dessus de la position du toit seront par la suite 
masquées sur l'ensemble des figures utilisées pour l'analyse. Les figures 2.4 et 2.5 
présentent les moyennes zonales obtenues pour les champs moyens de géopotentiel 
calculés sur l'ensemble de la période d'analyse (1991-1995) et pour les quatre (4) 
mois cardinaux (janvier, avril, juillet et octobre). Afin de situer le toit, toutes les 
valeurs de géopotentiel supérieures à la hauteur du toit sont ombragées en rouge. Il 
est alors possible de discerner quels niveaux de pression sont susceptibles de résulter 
d'extrapolation au-dessus du toit. Pour tenir compte de la variabilité interannuelle, 
des graphiques similaires ont été générés et montrent que la variabilité maximale est 
inférieure à 900 m en hiver au-dessus du pôle. Afin de conserver une limite de 
sécurité, la valeur de géopotentiel à partir duquel les valeurs seront masquées sera 
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d'un kilomètre sous la valeur du géopotentiel du toit, donc 28 km pour le toit bas et 
de 42 km pour le toit haut. 
Figure 2.1 : Champ de topographie (en m) du domaine hémisphérique du MRCC à 180 km de résolution sur grille 
stéréographique polaire. Ligne blanche: Limite de la zone éponge de Davies 
43 
50000 
Configurations verticales du MRCC 
1 1 1 1 1 1 1 
• Niveaux thermod}'Tlamiques 45000 ~ 
x•x Niveaux dynamiques 
•40000 f ­
• Niveaux thermod}'Tlamiques ajoutés 
• 
c­






















o .v. .x· ·x· .x· 
024 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 
1ndices des niveaux 
Figure 2.2 : Disposition des niveaux verticaux du MRCC. En noir: niveaux de la configuration basse. En rouge: 
cinq (5) niveaux ajoutés pour atteindre 45km d'altitude. 
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Figure 2.3 : Moyenne zonale de la force par unité de masse produite par le paramétrage du déferlement des ondes 
de gravité orographiques en janvier par le MCAM. Les contours sont au 2,5 ms·1jour'l (tirée de McFarlane 20(0) 
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Figure 2.4 : MoyelUles zonales du champ de géopotentiel de la simulation basse BAS pour Janvier, Avril, Juillet et 
Octobre. Les valeurs de géopotentiel supérieur à 2290 dam sont ombragées en rouge et représentent la position 
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Figure 2.5 : MoyelUles zonales du champ de géopotentiel de la simulation haute HAUT pour Janvier, Avril, Juillet 
et Octobre. Les valeurs de géopotentiel supérieur à 4430 dam sont ombragées en rouge et représentent la position 
approximative de la hauteur du toit (44300 m) 
CHAPITRE III 
ANALYSE DES RÉSULTATS 
Le présent chapitre présente l'évaluation de l'effet de la modification de la 
hauteur du toit sur les simulations du MRCC-hémis. Les réanalyses ERA4ü du centre 
européen (ECMWF), dégradées sur une grille latitude-longitude de 2,5 x 2,5 degrés 
de résolution horizontale, sont utilisées comme base de données de référence pour 
l'évaluation des simulations ainsi que pour le pilotage aux frontières latérales des 
simulations. 
Ce chapitre est subdivisé en trois sections. La première présente une analyse 
comparative des statistiques zonales, la seconde explore les cycles annuels de certains 
champs atmosphériques représentatifs, alors que la dernière illustre la distribution 
géographique du champ de pression au niveau de la mer sur le domaine 
hémisphérique. 
3.1 Statistiques zonales 
Les champs atmosphériques possèdent deux axes principaux de variabilité 
dans les directions méridienne et verticale. Puisqu'elles illustrent les champs 
atmosphériques selon ces deux axes, les moyennes zonales permettent donc de saisir 
l'essentiel de la variabilité des champs atmosphériques. Les variations longitudinales 
sont importantes près de la surface, mais leur importance tend à diminuer à la 
verticale dans l'atmosphère. 
Deux statistiques sont présentées de manière complémentaire, soit les 
moyennes et les écarts-types interannuels. Les simulations, d'une durée de cinq 
années, sont trop courtes afin de pouvoir effectuer des épreuves de significations 
46 
statistiques classiques. Malgré cette restriction, il est possible de relativiser les 
résultats simulés en utilisant, prudemment, les écarts-types interannuels (approximant 
la variabilité interannuelle des simulations). Pour les mêmes raisons de petite taille 
des échantillons, les écarts-types interannuels simulés ne serviront pas à évaluer les 
patrons de variabilité interannuelle du modèle par rapport à ERA4ü, mais servirons à 
mettre en contexte les moyennes mensuelles et leurs biais. Cette analyse se concentre 
sur deux champs atmosphériques, la température et les vents zonaux. Malgré la 
relation directe entre les deux variables, celles-ci permettent d'avoir une perspective 
globale du comportement de la stratosphère. 
Cette section est développée en trois sous-sections. D'abord la référence, 
ERA4ü, pour ensuite analyser les résultats du MRCC-hémis avec le toit bas 
(expérience BAS), pour terminer par l'expérience HAUT, comportant les niveaux 
supplémentaires (v. section 2.1.5). 
3.1.1 Réanalyses ERA40 
Une présentation des climatologies mensuelles sous forme de moyennes 
zonales et des écarts-types interannuels est faite pour la température et pour le vent 
zonal. La présentation des deux statistiques permet d'avoir une idée de la variabilité 
autour des valeurs moyennes. Finalement, une analyse de la qualité d'ERA4ü est 
présentée afin de relativiser les résultats du MRCC. 
3.1.1.1 Température 
La figure 3.1 présente les moyennes zonales des températures pour la période 
1991 à 1995 pour l'hémisphère nord tel que définies par ERA4ü. Les quatre 
panneaux présentent les résultats des mois dits cardinaux: janvier, avril, juillet et 
octobre. La figure 3.2 présente l'écart-type interannuel du champ de température 
suivant le même format. 
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Certaines caractéristiques générales de la structure thermique moyenne de 
l'atmosphère et de sa variabilité interannuelle sont évidentes. On constate une 
diminution de la température moyenne avec l'altitude dans la troposphère. Par 
contre, le gradient thermique méridien varie selon la position latitudinale, l'altitude et 
le mois. La troposphère, située approximativement entre 1000 et 100 hPa, est 
dominée une diminution de la température de l'équateur vers le pôle. Malgré le cycle 
annuel des températures troposphériques, le signe du gradient méridien 
troposphérique demeure inchangé tout au long de l'année. Aux tropiques, la 
température et la position de la tropopause, située autour de 100hPa, varient peu selon 
le mois. 
La situation est différente dans la stratosphère. Les patrons de température 
ainsi que les gradients méridiens sont sensibles à la présence du soleil ce qui se 
traduit par un cycle annuel important. La variabilité interannuelle est généralement 
plus importante dans la stratosphère que la troposphère, exception faite de la période 
estivale. En janvier, alors que le soleil est absent des hautes latitudes nordiques, la 
température atteint un minimum de -70°C au-dessus du pôle entre 100 et 30 hPa pour 
ensuite augmenter verticalement vers les couches supérieures de la stratosphère. La 
figure 3.2 montre aussi des valeurs d'écarts-types interannuels maximales pour la 
stratosphère, découlant de la propagation verticale des ondes et de leurs interactions 
avec l'écoulement moyen et la température (tel que discuté à la section 1.2.2). La 
zone de forte variabilité (a> 4°C) s'étend sur la presque totalité de la stratosphère 
entre 70 et 1 hPa pour les moyennes et hautes latitudes. La zone de variabilité 
maximale se situe au-dessus du pôle (-8°C). 
Le soleil apparaît entre janvier et avril dans les hautes latitudes nordiques ce 
qui provoque une augmentation importante de la température surtout pour la haute 
stratosphère au-dessus de la région polaire où l'ozone est particulièrement efficace 
pour absorber le rayonnement solaire. Au-dessus du pôle, entre 200 et 20 hPa, 
48 
l'augmentation de la température est causée par le réchauffement final (section 
1.2.2.2). Cet événement dynamique provoque aussi une diminution importante des 
gradients thermiques horizontaux de la basse stratosphère. La variabilité 
interannuelle demeure importante pour les niveaux supérieurs mais est, en général, 
plus faible qu'en janvier puisque le réchauffement final se produit en moyenne en 
mars et les vents d'est qui s'en suivent inhibent la propagation verticale des ondes 
troposphériques habituellement responsables de la variabilité stratosphérique. 
En juillet, le soleil est constamment présent au-dessus du pôle Nord. 
L'absorption du rayonnement solaire par l'ozone génère un maximum de température 
stratosphérique au pôle et la température diminue progressivement vers les tropiques. 
La variabilité interannuelle en juillet est presque nulle sur l'ensemble de la 
stratosphère, conformément à la théorie de propagation verticale des ondes. 
Le mois d'octobre montre une diminution rapide de la température pour la 
haute stratosphère polaire, soit entre 10 et 1 hPa, causée par la réduction importante 
de l'ensoleillement. La variabilité interannuelle de la température augmente pour 
l' ensem ble de la stratosphère et plus particulièrement au nord de 60 o N. 
L'augmentation de l'activité ondulatoire, favorisée par le retour des vents d'ouest, 
explique cette augmentation. 
3.1.1.2 Ventzonal 
La figure 3.3 présente les moyennes zonales du vent zonal d'ERA40 pour les 
quatre mois cardinaux de 1991 à 1995 et la figure 3.4 présente les moyennes zonales 
des écart-types interannuels du vent zonal. 
Pour l'ensemble de la troposphère, la relation du vent thermique (éq. 1.2) 
explique les vents dominants d'ouest à partir de la diminution de la température avec 
la latitude (fig. 3.1). Seules les régions équatoriales échappent à cette règle avec la 
présence des alizés. Le courant jet est situé autour de 200 hPa à la verticale. Son 
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intensité varie d'une saison à l'autre par un facteur deux entre les mois de janvier et 
juillet. En janvier, il est situé le plus au sud avec une intensité d'environ 42 ms- 1 à 
30oN. Son intensité diminue en avril (~34 ms- 1) pour atteindre un minimum en juillet 
(~22 ms-1), alors qu'il remonte autour de 45°N. Dès le mois d'octobre, l'intensité est 
en augmentation (~24 ms- 1). La position du maximum de variabilité interannuelle 
troposphérique est directement liée à la position du courant-jet (fig. 3.4) et les valeurs 
maximales ne varient pas beaucoup au cours du cycle annuel. 
La situation est complètement différente pour la stratosphère. Aux latitudes 
extratropicales, les vents zonaux stratosphériques d'ERA40 sont cohérents avec la 
relation du vent thermique et l'inversion du gradient thermique entre l'hiver et l'été 
provoque une inversion de la direction des vents passants de l'ouest en janvier à l'est 
en juillet. 
En janvier, la zone de relâchement du gradient thermique entre 40 0 N et 65°N 
pour la basse stratosphère (de 150 à 30 hPa) modifie la structure verticale des vents 
zonaux et provoque la séparation entre les jets troposphérique et stratosphérique. On 
peut aussi remarquer la structure presque fermée du jet stratosphérique en altitude 
(p<10 hPa) à 65°N. 
Le mois d'avril illustre la transition entre le régime d'hiver et d'été. Suite au 
réchauffement final (section 1.2.2.2) provoquant la rupture définitive du vortex 
polaire hivernal, le gradient thermique moyen s'inverse dans la basse stratosphère 
polaire (fig. 3.1) ce qui génère des vents d'est au-dessus du pôle, alors que les 
latitudes moyennes sont toujours soumises à des vents d'ouest. Le réchauffement 
final se produit en moyenne en mars mais son arrivée est très variable; il peut se 
produire entre la fin février et la fin avril (Labitzke et al.; 2002). 
En juillet, la stratosphère est soumise à des vents d'est suivant le gradient 
thermique, plus chaud au pôle qu'aux latitudes moyennes. Les données d'ERA40 se 
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conforment donc bien à la théorie et à la climatologie présentées à la figure 1.5 tant 
pour la position du vent maximal (~200N) à 45 km qu'à sa vitesse (~40 ms- J). 
L'incapacité des ondes troposphériques à se propager dans un milieu où les vents sont 
d'est (v. section 1.2.2) explique l'absence de variabilité interannuelle pour l'ensemble 
de la stratosphère hors des tropiques. 
Les vents en octobre redeviennent d'ouest suite au refroidissement rapide des 
hautes latitudes qui rétablit les gradients thermiques horizontaux stratosphériques du 
régime hivernal. Comme il a déjà été mentionné pour les champs de température, 
l'activité ondulatoire, conjointement à la diminution des températures, sont 
responsables de l'augmentation de la variabilité interannuelle observée pour la haute 
stratosphère au nord de 30°N. 
Au-dessus des tropiques, la signature de la QBO est visible dans la variabilité 
des vents pour chacune des saisons entre 0 et 200N au-dessus de 50 hPa (fig. 3.4). 
Puisque cette oscillation possède une période entre 27 et 30 mois (Labitzke et van 
Loon, 1999), on assiste pendant la période de janvier 1991 à décembre 1995 à un peu 
plus de deux cycles complets de cette oscillation. On peut alors se retrouver à un 
certain niveau, pour une latitude donnée, avec des moyennes composées de deux 
années où les vents moyens étaient d'ouest alors que les trois autres années avaient 
des vents d'est. Il s'en trouve une moyenne presque nulle et une très forte variabilité 
interannuelle autour de celle-ci. 
3.1.1.3 Qualité des réana!yses ERA40 
Cette section vise à présenter certaines limites importantes des réanalyses 
ERA40 dans le contexte de cette étude, entre autres les problèmes et biais connus de 
cette base de données afin de relativiser les résultats des comparaisons avec les 
simulations du MRCC-hemis. 
51 
Randel el al.(2üü4), dans le cadre du projet Stratospheric Processes and their 
Rale in Climate (SPARC), ont comparés onze (11) bases de données, dont ERA4ü, 
provenant de SOlJrCeS variées telles que des données satellitaires, des ballons-sondes, 
des fusées et différentes analyses et réanalyses, particulièrement pour les années de 
1992 à 1997. La couverture temporelle de leur étude a l'avantage d'être presque 
totalement inscrite dans les années simulées par le MRCC-hémis (1991-1995). 
Malgré les incertitudes de chacune des sources de données comparées par Randel et 
al. (2üü4) , ils ont montrés que les réanalyses ERA4ü se distinguent par la présence 
d'importants biais froids, de l'ordre de 5°C entre 5 et 2 hPa. Le troisième rapport de 
SPARC(2üü2), sous jacent à l'article de Randel et al.(2üü4), fournit de multiples 
détails sur les comparaisons effectuées. La figure 3.5 reproduit une partie de la figure 
1 de ce rapport où l'on peut observer les biais moyens du mois de janvier entre 
ERA4ü et les données d'analyses stratosphériques du centre météorologique du 
Royaume-Uni (UKMO), utilisées comme référence4 pour cette étude. On constate 
que le biais froid de la haute stratosphère atteint des maximums de -5 à -6°C entre 10 
et 2 hPa. Le rapport SPARC(2üÛ2) et l'article de Randel et al.(2üü4) démontrent que 
les températures stratosphériques d'ERA4ü sont significativement différentes des 
autres sources de données pour l'ensemble des latitudes et sans discernement de 
saison. 
Grâce à l'étude de Randel et al.(2üü4), Uppala et al.(2üü5) ont pu identifier 
d'autres problèmes d'ERA4ü. Les réanalyses ERA4Û ont été effectuées 
parallèlement pour trois périodes différentes: la première de 1957 à 1972, la seconde 
de 1972 à 1988 et la troisième de 1989 à 2üü2. Quoique le schéma d'assimilation 
soit identique, d'importantes différences sont provoquées par le nombre et la qualité 
des observations disponi bles, surtout pour les champs stratosphériques. En effet, ils 
ont constaté que les trois différentes périodes décrites plus haut possèdent chacune 
4 Le choix des données UKMO comme référence n'est pas justifié et semble arbitraire, ces données ne sont donc 
pas supposées être meilleure qualité. 
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leurs problèmes particuliers. La première période, de 1957 à 1972 présentent un biais 
chaud stratosphérique de l'ordre de plusieurs degrés. Cette période est antérieure aux 
satellites météorologiques et il n'y a pratiquement pas d'observations disponibles 
pour la moyenne et haute stratosphère (sauf quelques fusées). Le champ de 
température de la haute stratosphère (p<20 hPa) est donc presque uniquement généré 
par le modèle atmosphérique. La seconde période, de 1972 à 1989, correspond au 
début de l'ère des satellites alors que peu d'entre eux sont opérationnels et leur 
couverture spatiale est faible. Pendant cette période, la température présente une 
oscillation non-physique due aux modifications de la disponibilité des observations. 
La troisième période, de 1989 à 2002, présente le biais froid décrit auparavant pour la 
stratosphère. De plus, selon une étude interne, les statistiques des champs de 
température d'ERA40, particulièrement les écart-types interannuels, sont très 
variables lorsque calculées sur des années chevauchant deux périodes d 'ERA40 (non 
montré). 
Afin de limiter la contamination de notre analyse par les problèmes d'ERA40 
présentés plus hauts, il a été convenu d'utiliser les statistiques calculées sur la période 
de cinq années simulées, soit de janvier 1991 à décembre 1995 comme période de 
référence. La quantification de certains biais entre 1992 et 1996 par l'étude de 
Randel et al. (2004) et le rapport SPARC (2002) permet une meilleure mise en 
contexte des résultats du MRCC, impossible pour d'autres tranches temporelles. 
Malgré les imperfections d'ERA40, il est tout de même possible d'évaluer les 
performances générales du MRCC-hémis et de formuler hypothèses et suggestions 
pour son amélioration. Par contre, il serait fort utile d'utiliser d'autres sources de 
données stratosphériques, telles que les autres bases de données utilisées par les 
études de Randel et al.(2004) et de SPARC (2002) afin d'effectuer une étude 
comparative plus complète. 
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Finalement, la validation d'ERA40 faite par Uppala et al.(2005) a permit 
d'identifier d'autres imperfections d'ERA40 dont un biais froid au-dessus des océans 
couverts par la glace de mer de 1989 à 1996, période incluant notre période d'étude. 
Ces biais sont provoqués par l'assimilation erronée des données de radiance d'un 
satellite. L'amplitude et le cycle annuel du biais ne sont cependant pas spécifiés. 
3.1.2 Simulation BAS 
Cette section présente les statistiques zonales de la simulation BAS ainsi que 
les biais de celle·ci par rapport à ERA40. Elle expose en détail les comportements 
problématiques Dotés initialement avec la configuration hémisphérique du modèle 
que ce projet vise à analyser. Sur l'ensemble des figures de cette section, les niveaux 
de pressions situés au-dessus du toit sont masqués selon la méthodologie expliquée à 
la section 2.2.3. 
3.1.2.1 Température 
Les figures 3.6 et 3.7 présentent les moyennes zonales des températures et de 
la variabilité interannuelle de la simulation BAS. Certaines caractéristiques générales 
de la structure thermique de l'atmosphère sont bien simulées. La position du 
minimum de température équatorial situé autour de 100 hPa est bien simulé et sa 
valeur se rapproche de celle d'ERA40 (fig. 3.1). Il faut par contre se rappeler que la 
frontière latérale du domaine de simulation (fig 2.1) se trouve à proximité de 
l'équateur, ce minimum est donc influencé par ERA40. Par contre, en s'éloignant des 
tropiques, on peut remarquer des différences importantes entre BAS et ERA40. 
En janvier, le MRCC ne parvient pas à reproduire correctement la structure 
thermique de la basse stratosphère au-dessus du pôle. La température diminue 
toujours avec une ascension à la verticale. Cette mauvaise représentation de la basse 
stratosphère est accompagnée par une très forte variabilité interannuelle. Il s'agit du 
problème initial identifié avec les premières simulations hémisphériques que ce projet 
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tente de corriger. Au mois d'avril, le MRCC ne simule pas non plus le réchauffement 
maximal situé dans les réanalyses autour de 50 hPa et la variabilité interannuelle est 
très forte au-dessus de cette zone, laissant supposer une sensibilité du vortex polaire 
au réchaufJementfinal. En juillet, l'augmentation verticale de la température près du 
sommet du domaine est bien simulée et la variabilité interannuelle est presque nulle. 
On peut donc conclure que la simulation BAS réussi à simuler les deux états de 
variabilité de la stratosphère, soit dynamiquement très active en hiver et très peu 
variable en été. Le mois d'octobre montre une température plus froide pour les 
moyennes et hautes latitudes par rapport à ERA40 suggérant un refroidissement plus 
important et plus rapide près du toit du modèle. 
La figure 3.8 présente les biais moyens de température entre BAS et ERA40 
de 1991 à 1995. En général, la simulation basse a tendance à sous-estimer la 
température stratosphérique pour tous les mois excepté juillet, surtout au sommet du 
domaine de simulation. Le mois de janvier montre un biais important, atteignant les 
--40°C aux moyennes et hautes latitudes. La zone de biais froid couvre l'ensemble de 
l'hémisphère nord du sommet du domaine de simulation jusqu'à 70 hPa au-dessus du 
pôle. Malgré la forte variabilité de cette région (fig. 3.7), l'importance des biais 
stratosphériques semble être significative. Ce biais pourrait être expliqué par la 
présence du toit à 29km empêchant le MRCC-hémis de générer la circulation 
méridienne stratosphérique. La présente analyse vise justement la vérification de 
cette hypothèse. 
En avril, la structure des biais pour les hautes latitudes est différente de celle 
de janvier. Deux zones de biais froids sont identifiables, l'une située au sommet de la 
colonne (~1 0 hPa) et l'autre centrée à environ 70hPa. Le biais au sommet de la 
colonne est beaucoup moins important qu'en janvier, résultat d'un réchauffement 
rapide de la température du MRCC-hémis entre janvier et avril près du toit (--+40°C). 
Le biais situé autour de 70 hPa est plus important en avril qu'en janvier. Par contre, la 
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zone de forte variabilité (fig. 3.7) coïncide avec celle du biais froid maximal, donc ce 
biais pourrait être causé par la mauvaise représentation de certaines années sur la 
simulation de cinq (S) ans. Physiquement, ce biais s'explique en comparant les vents 
zonaux de la simulation à la figure 3.9 et la figure correspondante pour ERA4ü (fig. 
3.3). Les vents moyens pour les réanalyses sont d'est alors que BAS produit toujours 
des vents d'ouest. Comme la modification de la direction des vents est 
dynamiquement reliée au réchauffement final, on peut donc conclure que le MRCC­
hémis possède, en moyenne, un retard dans l'arrivée de ce réchauffement. 
Le mois de juillet montre les biais de température les plus faibles des quatre 
mois présentés. Les biais, tant troposphériques que stratosphériques, sont limités à 
moins de ±SoC. Conformément aux arguments présentés au premier chapitre, le 
régime estival stratosphérique est dominé par la radiation solaire incidente que le 
MRCC semble bien simuler. Puisque la variabilité interannuelle est très faible pour 
ce mois, il est possible que ces biais, surtout dans la stratosphère, soient robustes et 
causés par une mauvaise représentation d'un processus physique. Il serait naturel 
d'explorer ultérieurement les phénomènes touchant les paramétrages physiques 
concernant la radiation. 
Les biais froids du mois d'octobre montrent que le MRCC se refroidit plus 
rapidement qu'ERA4ü au sommet de son domaine, surtout au nord de 4ü°N. La 
basse troposphère (p>775 hPa) montre cependant un biais chaud supérieur à SoC au 
nord de 7S°N. Ce biais est maximal en octobre mais est présent pour les quatre mois. 
L'ensemble des latitudes entre 7S et 9üoN, mis à part le Groenland et l'archipel 
canadien, est couvert par l'Océan arctique. La correspondance de la zone du biais 
chaud du MRCC et du biais froid d'ERA4ü au-dessus des océans couverts de glace 
(section 3.1.1.3) laisse entendre que ce biais pourrait en réalité être la conséquence du 
biais froid d'ERA4ü et non d'un défaut du MRCC. 
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3.1.2.2 Vent zonal 
La figure 3.9 présente les moyennes zonales des vents zonaux produits par la 
simulation BAS et la figure 3.10 les moyennes zonales des écart-types interannuels 
associés. Tout comme ERA40, les vents et la température suivent la relation du vent 
thermique. 
La position et l'amplitude du courant jet troposphérique pour l'ensemble des 
quatre mois sont relativement bien reproduites par le MRCC. Par contre, les courants 
jets simulés sont plus compacts que ceux d'ERA40. Les mois de janvier et d'octobre 
montrent une légère surestimation de la vitesse maximale, de l'ordre de 2 ms- I . Le 
courant jet est par contre beaucoup trop fort en octobre, surestimé de 6 ms- I et sa 
position est trop au nord de près de 5° de latitude. Toutes ces différences sont par 
contre comparables à la valeur de la variabilité interannuelle montrée par le MRCC 
sur la période de cinq (5) ans, donc il semble peu probable que ces différences soient 
statistiquement significatives. 
Le vortex stratosphérique polaire en janvier est surestimé en comparaison 
avec ERA40 de l'ordre de 6 ms-l, atteignant les 38 ms- l . La séparation entre les jets 
troposphérique et stratosphérique est bien située autour de 500 N, mais les vents y sont 
surestimés de 4 ms- l . Toutes ces modifications sont cohérentes avec le vortex polaire 
trop froid et trop profond observé dans le champ de température. 
Le mois d'avril montre une lacune importante de la simulation. Alors que les 
réanalyses ont déjà subi le réchauffement final et que les vents ont changé de 
direction aux hautes latitudes, la simulation BAS possède encore un fort vortex 
polaire avec des vents d'ouest moyens de 22 ms-1. Il apparaît alors très probable que 
l'important biais froid développé pendant l'hiver retarde l'arrivée du printemps et son 
réchauffement final. Par contre, les valeurs des écarts-types interannuels de BAS, 
centrées aux mêmes endroits que le vortex, sont du même ordre de grandeur que 
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celui-ci (-18-20 ms-') ce qui pourrait signifier que la cause de cette variabilité soit un 
déphasage temporel occasionnel de certaines années et non un déplacement 
systématique. La date de ce réchauffement dans la stratosphère réelle varie 
généralement entre la mi-mars et la fin avril (Labitzke et al., 2002). L'étude des 
cycles annuels de la section 3.2 confirme le déphasage et la présence d'un 
réchauffement très rapide entre les mois de mars et mai de la simulation BAS. 
Les vents zonaux d'est de juillet sont surestimés par la simulation BAS près 
de 15°N. Ce biais est maximal près du toit (p<50 hPa) avec une valeur d'environ 8 à 
10 ms-l, Le MRCC génère un vortex équatorial très compact ce qui permet au reste 
de la stratosphère d'avoir des vents raisonnables, environ 2 ms-' plus faibles que ceux 
d'ERA40. 
La structure des vents en octobre montre la création d'un maximum relatif à 
50 0 N au sommet du domaine (p<50 hPa), résultat de la structure thermique mal 
reproduite par le MRCC (fig. 3.6). Si l'on compare avec ERA40 (fig. 3.1), on 
remarque que le MRCC reproduit mal les gradients méridiens stratosphériques au­
dessus de 70 hPa. La mauvaise représentation de ces gradients thermiques entraîne le 
déplacement de la zone de module maximal de 65 à 55°N ainsi qu'une sous­
estimation des variations verticales du vent pour les hautes latitudes. 
La figure 3.10 montre une zone de variabilité interannuelle relativement forte 
pour l'ensemble des saisons au-dessus des tropiques, entre l'équateur et 20oN. Cette 
zone est identifiée à une transmission de la QBO du pilote vers l'intérieur du domaine 
de simulation (v. section 3.2). Tout comme celle de la température, la variabilité 
interannuelle du vent zonal moyen illustre que la simulation BAS reproduit 
clairement les deux régimes dynamiques extratropicaux de la stratosphère. 
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3.1.3 Simulation HAUT 
L'ensemble de ce projet porte sur la sensibilité des simulations 
hémisphériques à l'ajout de la seconde moitié de la stratosphère. Une attention 
particulière est donc portée à l'identification des améliorations et des problèmes 
rencontrés avec la configuration haute. L'objectif de cette analyse est aussi de 
proposer des hypothèses physiques d'explication des biais observés en plus de tenir 
compte de la qualité d'ERA40. La totalité des biais ne sont pas explicables par les 
analyses faites au cours de ce projet d'exploration, donc plusieurs avenues de 
recherches avec le MRCC-hémis sont proposées tout au cours de l'argumentation. 
Comme dans la section précédente, cette partie du mémoire est divisée en 
l'étude des champs de température suivi par l'analyse des vents zonaux. La 
présentation des écarts-types interannuels est aussi effectuée dans une optique de 
mise en perspective prudente des résultats. 
3.1.3.1 Température 
Les figures 3.11 et 3.12 présentent les résultats de la simulation HAUT pour 
les moyennes zonales des moyennes mensuelles et les écart-types interannuels. Tout 
comme la simulation BAS, la position et la température du minimum équatorial pour 
l'ensemble des mois sont bien simulées lorsque comparées avec les champs d'ERA40 
(v. fig. 3.1). 
La comparaison des statistiques zonales de l'expérience HAUT et de 
l'expérience BAS permet d'analyser la sensibilité à l'ajout des cmq niveaux 
supplémentaires. Pour les moyennes mensuelles, en janvier, même si la simulation 
HAUT ne simule correctement ni le minimum de température à 50 hPa ni 
l'augmentation de la température au-dessus, il n'en demeure pas moins que la 
structure thermique entre 70hPa et 10hPa s'améliore considérablement en 
comparaison avec celle de la simulation BAS (fig. 3.6). Le MRCC ne simule plus 
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des températures inférieures à -75°C au-dessus du pôle. La simulation HAUT simule 
une augmentation verticale de la température dans la stratosphère, au sud de 60 oN, ce 
qui est conforme à ERA40. Par contre, lorsque l'on calcule les gradients thermiques 
horizontaux du vortex polaire, entre 250 et 10 hPa, on remarque que la surestimation 
présente pour BAS (fig. 3.6) devient une sous-estimation pour la simulation HAUT 
par rapport à ERA40 (fig. 3.1). L'ajout de niveaux à la verticale semble «combler» le 
vortex polaire. Par contre, la structure thermique moyenne s'améliore localement 
autour de 10 hPa pour les mois d'avril, de juillet et d'octobre. La sous-estimation des 
gradients horizontaux est moins importante avec la configuration haute. Tout comme 
la simulation BAS, les biais de la basse troposphère sont inférieurs à ±5°C à 
l'exception de la région polaire où le mois d'octobre expose un biais chaud supérieur 
à +5°C pour la basse troposphère (p>775hPa). Il est probable que, tout comme la 
simulation BAS, ces différences proviennent des biais froids au-dessus des océans 
glacés observés dans ERA40 (section 3.1.1.3). 
Par contre, certains problèmes subsistent. La figure 3.13 montre les biais 
entre la simulation HAUT et ERA40. Dans la haute stratosphère, il existe une zone 
de biais chaud au-dessus de 10 hPa couvrant l'ensemble des latitudes moyennes 
(15 ON< cp <55°N) atteignant des valeurs supérieures à + 12,5°C en juillet. 
L'amplitude de ce biais chaud suit le cycle solaire, maximal en juillet et minimal en 
janvier. Les biais systématiques d'ERA40 présentées à la section 3.1.1.3 permettent 
d'attribuer une partie des biais chauds de la haute stratosphère du MRCC à la 
mauvaise représentation de la température dans les réanalyses ERA40. La faible 
variabilité interannuelle des températures de HAUT de cette région (fig. 3.12) semble 
indiquer que ces biais soient systématiques. L'identification des biais froids 
stratosphériques d'ERA40 par Randel et al. (2004) pourraient signifier que les biais 
chauds du MRCC sont dOlle d'environ 5°C moins importants que ceux présentés à la 
figure 3.13. Par contre, notre connaissance actuelle des biais d'ERA40 n'est pas très 
précise et une étude comparative de résultats provenant d'autres bases de données 
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stratosphériques seraient nécessaire afin de mieux quantifier les biais du MRCC. La 
section 3.1.3.4 propose aussi une autre hypothèse pour expliquer les biais de HAUT. 
En janvier, si l'on améliore considérablement la performance du modèle 
localement au-dessus du pôle Nord entre 30 et 10 hPa par rapport à la simulation 
BAS, le reste de la colonne présente une structure assez éloignée de celle d'ERA40. 
Les niveaux de pression au-dessus de 10 hPa présentent une augmentation verticale 
très rapide des biais froids atteignant des valeurs aussi importantes que ceux présents 
près du toit de la simulation BAS (fig. 3.8). La comparaison de la structure du champ 
moyen (fig. 3.11) montre que ce biais progresse puisque le MRCC sous estime le 
réchauffement stratosphérique. De plus, la simulation HAUT montre la création 
d'une importante zone de biais chaud centrée à 100 hPa couvrant l'ensemble des 
latitudes supérieures à 60°N. Ce biais est inexistant pour la simulation BAS et 
semble provenir de l'ajout de niveaux. De plus, les faibles valeurs des écart-types 
pour la même région (~2°C) laissent supposer que ce biais est présent à chaque année 
de la simulation. Les hypothèses d'explication dynamique de cette structure font 
l'objet d'une analyse plus détaillée présentée à la section 3.1.3.3. 
Entre janvier et avril, la température de la haute stratosphère augmente trop 
rapidement. Le MRCC provoque une augmentation de la température atteignant les 
+30°C au-dessus de la région polaire pour les niveaux de pression au-dessus de 5 hPa 
alors qu'ERA40 affiche un réchauffement de quelques degrés (de 5 à 10°C) pour la 
même période (fig. 3.1). Ce réchauffement est par contre moins important que celui 
noté près du toit de la simulation BAS qui atteignait +40°C, mais il modifie la 
structure des biais en avril par rapport à ce qui est noté en janvier. La présence de la 
zone de biais froid centré à 10 hPa peut s'expliquer par un retard dans le 
réchauffement final, ce qui est appuyé plus tard par l'étude des cycles annuels 
(section 3.2). Par contre, la variabilité interannuelle est presque deux fois plus faible 
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(inférieure à 6°C) que pour la simulation BAS (inférieure à 11°C), ce qui permet de 
supposer un comportement se répétant chaque année. 
Le mois d'octobre montre une diminution très rapide de la température au 
nord de 30°N. Le reff()idissement le plus rapide se situe au-dessus du pôle, où la 
température chute de près de 40 à 60 oC pour les niveaux supérieurs du modèle entre 
juillet et octobre. Plus on se rapproche du toit, plus la diminution est importante. On 
peut supposer deux causes à ce refroidissement précipité, soit un refroidissement 
radiatif trop important ou l'absence de mécanismes dynamiques pouvant contrer ce 
refroidissement. La création rapide d'importants biais froids semble montrer que le 
MRCC-hémis est très sensible à la réduction de l'ensoleillement. Par contre, on peut 
remarquer un réchauffement des températures de la haute stratosphère au-dessus du 
pôle entre octobre et janvier pour la simulation HAUT et pour ERA40. La 
température au-dessus du pôle en octobre est inférieure de presque 10°C à celle du 
mois de janvier. On peut supposer que ce réchauffement est attribuable à l'activité 
dynamique stratosphérique plus importante en hiver tel qu'expliqué au premier 
chapitre. Le modèle semble donc capable de reproduire une pal1ie de cette activité 
probablement à l'aide des paramétrages GWD et du roofdrag. 
En général, la variabilité interannuelle de la simulation HAUT (fig. 3.12) est 
inférieure à celle de la simulation BAS (fig. 3.7) pour les quatre mois présentés. 
L'ajout de niveaux semble stabiliser les simulations et augmenter la 
«reproductibilité» des moyennes mensuelles stratosphériques, surtout en janvier et 
avril. La variabilité estivale demeure aussi faible que dans la simulation basse. 
3.1.3.2 Vent zonal 
La figure 3.14 présente les moyennes zonales du vent zonal moyen et la figure 
3.15 les écarts-types interannuels de ce champ. En général, les vents troposphériques 
ne diffèrent que de très peu de ceux simulés dans l'expérience BAS (fig. 3.9). Le 
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module moyen ne vane que de ±2ms- 1 ce qui est inférieur à la variabilité 
interannuelle de chacune des simulations, laissant supposer des différences 
statistiquement non significatives. 
En janvier, l'importante sous-estimation du gradient thermique méridien des 
hautes latitudes liée au développement du biais chaud au-dessus de 400 hPa (fig. 3.11 
et 3.13) entraîne une dégradation importante de la structure des vents entre 45 et 
90 o N. La sous-estimation du vortex polaire touche l'ensemble des niveaux de 
pression entre 200 et environ 20 hPa. Les isotaques sont déformées et leurs gradients 
verticaux sont sous-estimés. La séparation des courants jets troposphérique et 
stratosphérique est beaucoup moins bien définie que celle de la simulation BAS et la 
vitesse minimale est de 6 ms- J plus faible qu'ERA40 (10 ms- I plus faible que BAS). 
Le gradient vertical devient important au-dessus de 20 hPa, zone où la simulation 
devient trop froide par rapport à ERA40. Il est nécessaire de se rappeler que le vent 
zonal, suivant la relation du vent thermique, est lié à l'intégrale de la température de 
la colonne en dessous et peut refléter la sommation des erreurs de ce champ. La 
position du vortex polaire de la simulation HAUT, autour de 65°N, correspond à celle 
du vortex d'ERA40. Par contre, la forme du vortex d'ERA40 avec son maximum 
local situé entre 60-65°N et 7-2 hPa ne peut être reproduit par le modèle à cause de la 
présence du toit juste au-dessus. La variabilité interannuelle du MRCC est 
comparable à celle d'ERA40 
En avril, les vents d'ouest de la stratosphère extratropicale montrent que la 
simulation HAUT est en retard pour son réchauffement final. Par rapport à la 
simulation BAS (fig 3.9), la situation s'améliore localement entre 60 et 75°N puisque 
le vortex d'ouest est beaucoup plus faible. Par contre, la variabilité interannuelle est 
très faible, ce qui indique que le MRCC reproduit, pendant les cinq (5) années, des 
situations similaires alors que la simulation BAS était extrêmement variable. 
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Le mois de juillet présente des vents d'est sur l'ensemble de la stratosphère 
mais sous la forme de deux maximum locaux, situés à 20 0 N et 70oN, alors que les 
réanalyses n'ont qu'un maximum à 30oN. Le MRCC surestime d'un facteur deux le 
module du vent maximal à 20 0 N avec des vents maximums de l'ordre de 80 ms- 1 
causés par le gradient méridien de géopotentiel trop accentué entre 15 et 40 0 N et qui 
se relâche par la suite vers le nord (non montré). 
Le mois d'octobre montre des vents d'ouest stratosphériques beaucoup trop 
rapides en lien avec le refroidissement très rapide des températures (fig. 3.10). Les 
vents moyens sont plus rapides en octobre qu'en janvier près de la frontière 
supérieure du domaine. Par contre, la variabilité intra mensuelle d'octobre (non 
montrée) est deux fois moins élevée que celle de janvier, ce qui nous indique que les 
vents en octobre possèdent une moyenne plus forte mais atteignent moins 
régulièrement la vitesse critique d'activation du roofdrag. 
La figure 3.17 montre encore une fois que le MRCC reproduit bien les deux 
états dynamiques de la stratosphère, soit peu variable en été et très variable en hiver. 
De plus, les zones de forte variabilité situées entre l'équateur et 15°N sont 
probablement causées par une transmission de la QBO vers l'intérieur du domaine. 
L'étude de l'évolution des cycles annuels (section 3.2) supporte cette affirmation. 
3.1.3.3 Analyse et dynamique des biais de janvier 
Tel que décrit à la section 3.1.3.1, la simulation HAUT montre des 
modifications importantes de la structure thermique polaire observée par rapport à la 
simulation BAS en janvier. Il est probable que le biais froid situé près du toit soit 
causé par la proximité de celui-ci et de la difficulté pour le modèle de bien résoudre la 
circulation méridienne stratosphérique. De plus, la présence du toit à 45km rend 
impossible la prise en compte de la branche mésosphérique de la circulation (fig. 12), 
privant la région près du toit du réchauffement associé à la compression adiabatique; 
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le problème initial de biais froid semble être déplacé vers le haut en élevant le toit. 
Afin de permettre au MRCC-hémis de générer la circulation méridienne 
stratosphérique correctement, il serait préférable de pouvoir inclure l'ensemble de la 
mésosphère (de 50 à 100km) dans le domaine vertical. Le modèle pourrait alors 
inclure la zone de forçage importante du GWD situé entre 1 hPa et 0,1 hPa (fig. 2.3). 
Toutefois, il est actuellement impossible d'effectuer ces simulations puisque aucune 
base de données n'est disponible pour le pilotage aux frontières latérales du MRCC 
au-dessus de 1 hPa. Il faudrait aussi procéder à de nombreuses modifications des 
paramétrages physiques, surtout la radiation, pour les ajuster à la mésosphère. De 
plus, une étude des résultats du Modèle canadien de l'Atmosphère Moyenne de 
première génération (MCAM; Beagly et al., 1996) indique que malgré son domaine 
atteignant le sommet de la mésosphère (~100 km), un important biais froid d'environ 
-20°C demeure présent au-dessus du pôle Nord en janvier autour de la stratopause 
(~lhPa). Des problèmes similaires ont été notés dans d'autres MAM (Pawson et al., 
2000) comme le modèle GFDL «SKYHI» (Hamilton, 1995). 
La comparaison des différences de température par rapport à ERA40 des 
simulations HAUT (fig. 3.13) et BAS (fig. 3.8) montre l'apparition, dans HAUT, 
d'une vaste zone de biais chaud centrée à 100 hPa au-dessus du pôle, structure 
inexistante dans la simulation BAS. La comparaison de l'amplitude du biais moyen, 
entre 10-12,5°C, et celle de la variabilité interannuelle pour la même zone, entre 2­
4oC, permet de supposer que ce biais est statistiquement significatif. De plus, le biais 
chaud est présent pour les deux configurations hautes, HAUT et HAUT2 ainsi que 
pour l'ensemble des simulations du test de sensibilité à la vitesse d'activation du roof 
drag (non montré). Ce test comportait six simulations de trois mois de 1990 Qanvier, 
février et mars) dont l'unique différence était la vitesse d'application du roof drag 
comprise entre 50 et 130 ms· l . Le biais froid de la haute stratosphère est sensible à la 
vitesse d'activation du roofdrag, mais toutes les expériences simulent un biais chaud 
très semblable à 100 hPa (non montré). Il est donc possible que ce biais chaud soit 
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liée directement à l'ajout des nouveaux nIveaux dans le MRCC. Les biais 
stratosphériques de la simulation HAUT possèdent une structure en quadripôle 
semblable à celle constatée par Shepherd et al. (1996) entre deux expériences 
effectuées avec le MCAM. Cette étude propose une explication intéressante à la 
présence du quadripôle faisant appel à la théorie du downward control (Haynes et al., 
1991) dont certaines hypothèses pourraient s'appliquer aux biais actuels de HAUT. Il 
est important de spécifler que le MRCC-hémis et le MCAM partagent une grande 
partie de leurs paramétrages physiques (provenant du MCCG2; McFariane et al., 
1992) dont le paramétrage du déferlement des ondes de gravité orographiques de 
McFariane (1987). Shepherd et al. (1996) démontrent à l'aide d'un modèle simplifié 
en deux dimensions que lorsqu'il y a présence d'un roof drag, l'ajout d'une zone de 
forçage agissant sur le vent zonal aux latitudes moyennes génère un couplage 
dynamique non physique modifiant considérablement la structure thermique des 
simulations. En plus de générer une réponse fidèle au principe du downward control, 
une nouvelle circulation inversée se forme au-dessus de la zone de forçage et génère 
un second dipôle antisymétrique au premier (fig. 1 de Shepherd et al., 1996). La 
première circulation se produit par le couplage entre la zone de forçage en altitude et 
la couche limite de la surface, créant une subsidence au-dessus du pôle, réchauffant 
l'air par compression adiabiatique. L'ajout du roof drag entraîne la création d'une 
seconde couche limite dans le modèle, mais cette fois située au toit du modèle. La 
seconde circulation inversée est générée par l'interaction entre la zone forçage et cette 
couche limite numérique (et non-physique). Cette circulation provoque un 
mouvement ascendant au-dessus de la région polaire pour les niveaux situés au­
dessus de la zone de forçage. Si cette circulation était reproduite par la simulation 
HAUT, elle pourrait aussi permettre l'explication du biais froid situé près du toit. La 
seconde expérience faite par Shepherd et al. (1996) utilise deux versions du MCAM 
pratiquement identiques à l'exception de l'ajout d'une zone de forçage 
mésosphérique de type excess velocity drag ralentissant le vent zonal aux latitudes 
moyennes. La structure des différences de température en janvier des deux 
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expériences du MCAM, reproduite à la figure 3.16, est semblable à celle entre le 
HAUT et ERA4ü (fig. 3.13). L'expérience de Shepherd et al. (1996) n'est pas 
l'unique manifestation de ce couplage non-physique. Dans l'étude de McFarlane 
(1987) explorant les effets de l'introduction du GWD dans le Modèle canadien de 
circulation générale de première génération (MCCG 1), les différences de température 
entre les simulations avec et sans le GWD montrent aussi un patron en quadripôle 
(fig. 3.17). Le toit du MCCGl étant situé à 10 hPa, l'amplitude et la position du 
quadripôle obtenu par McFarlane ressemblent plus à ceux du MRCC que ceux de 
Shepherd et al. (1996). 
Les patrons de différences des expériences de Shepherd et al. (1996) et de 
McFarlane (1987) sont générés par l'ajout explicite d'une zone de forçage 
supplémentaire agissant sur les vents zonaux alors que les seules modifications 
apportées au MRCC concernent le nombre de niveaux verticaux et la position du toit 
du modèle. Afin d'expliquer la présence du quadripôle pour les simulations hautes et 
son absence pour les simulations basses, il est nécessaire de démontrer qu'il y a ajout 
d'une zone de forçage supplémentaire sur les vents zonaux entre ces deux groupes de 
simulations. 
La figure 3.18 illustre les moyennes zonales des tendances appliquées sur le 
vent zonal conjointement par les paramétrages du GWD et du roof drag en janvier. 
La composante de la tendance totale générée par le roofdrag n'agit, par construction, 
que sur le dernier niveau du modèle pour chacune des expériences. Les tendances 
présentes dans le reste du domaine ne peuvent donc être générées que par le 
paramétrage du GWD. Les zones de fortes tendances situées autour de 35°N et 100 
hPa produites par les simulations sont similaires à celles générées par le MCAM 
(McFarlane, 2000). Elles sont provoquées par la variabilité sous maille de la 
topographie des grands massifs montagneux de l'hémisphère nord, principalement le 
massif himalayen. Par contre, l'ajout des cinq niveaux modifie la répartition spatiale 
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et augmente généralement les tendances, à l'exception de la zone de forçage située 
entre 80 et 85°N entre 500 et 10 hPa de la simulation BAS qui disparaît 
complètement de la simulation HAUT. La simulation HAUT montre une activité 
beaucoup plus importante des deux paramétrages sur l'ensemble des latitudes de 35 à 
90°N. La zone d'activité maximale à 70 0 N de la simulation HAUT correspond 
approximativement à la position du courant jet stratosphérique (fig. 3.14). La zone 
associée à la présente hypothèse est centrée sur 65 ON où l'on peut voir l'apparition 
d'une vaste zone de forçage couvrant tous les niveaux situés entre 100 hPa et le toit. 
Cette zone n'est que faiblement présente dans les résultats de la simulation BAS. Il 
serait donc possible que cette zone de forçage génère une circulation cohérente au 
principe du dowmvard control provoquant une subsidence au-dessus du pôle et donc 
un réchauffement important. Sur le reste du domaine, plusieurs rétroactions peuvent 
provoquer une augmentation de l'activité du GWD comme la modification des profils 
de température et du vent. Shepherd et al. (1996) montrent aussi des différences dans 
les patrons d'activité du GWD entre les deux expériences hors de la zone de forçage 
ajoutée explicitement. 
La spécificité de cette structure des biais au mois de janvier, aussi remarquée 
par Shepherd et al. (1996) et McFarlane (1987) est explicable par la diminution de 
l'activité des deux paramétrages (GWD et roofdrag) hors de la saison hivernale. Le 
roof drag, nécessitant des modules de vents supérieurs à 110 ms-l, n'est actif qu'en 
janvier pour BAS et ne possède qu'une activité occasionnelle en octobre pour la 
simulation HAUT. Le GWD pour les mois cardinaux autre que janvier se limite 
principalement à la zone d'activité topographique centrée à 35°N décrite plus tôt (non 
montré). 
La vérification de cette hypothèse nécessiterait l'utilisation d'outils de 
diagnostics n'étant actuellement pas disponibles dont le calcul de la circulation 
méridienne résiduelle stratosphérique (Andrews et al., 1987) et poserait des 
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problèmes délicats d'interprétation. Une étude future pourrait par contre s'attaquer à 
cette problématique particulière. Par contre, si l'hypothèse se vérifiait, il faudrait 
alors se questionner sur l'utilisation du roof drag et du GWD. Actuellement, ces 
paramétrages ont été introduits dans le MRCC à partir du MCCG2 sans modifications 
à leurs structures internes et sans validation complète de leurs effets directs et 
indirects sur les résultats des simulations du MRCC. 
3.1.3.4 Hypothèses supplémentaires d'explications des biais de la haute stratosphère 
La première explication porte sur les concentrations d'ozone stratosphérique 
utilisée par le MRCC. Cette version du MRCC utilise les concentrations d'ozone 
stratosphérique de Kita et Sumi (1986). Il s'agit de moyennes zonales mensuelles 
définies pour chaque bande de 10° de latitude réunissant les observations faites entre 
1978 et 1983 par cinq (5) satellites différents, complétées par des relevés de ballons­
sondes ainsi que de quelques fusées. Cette base de données possède d'importantes 
lacunes, une faible couverture spatiale des relevés et la courte période de couverture 
des satellites. Sur les cinq satellites, un seul a été en opération pendant quatre années, 
la couverture temporelle des autres étant inférieure à 24 mois. 
Depuis les années 1980, les observations montrent une diminution de la 
concentration d'ozone. Entre 1984-1993 et 1964-1980, Bojkov (1995) évalue la 
diminution des concentrations d'ozone totale entre 6% et 7% pour l'hiver et le 
printemps au-dessus des hautes latitudes de l'hémisphère nord. Claude (1996) a 
évalué à 11% la diminution des concentrations d'ozone stratosphérique entre 1968 et 
1996 au-dessus d'une station située à 4rN, résultant en une tendance négative 
d'environ -0,3% par année. Les simulations effectuées couvrent les années de 1991 à 
1995, soit approximativement 10 ans après les mesures d'ozone de Kita et Sumi 
(1986). Les concentrations d'ozone du MRCC surestiment donc les données d'ozone 
réelles. La surestimation des concentrations d'ozone stratosphérique pourrait 
entraîner une plus grande absorption du rayonnement solaire favorisant la création 
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d'un biais chaud dans les simulations par rapport à ERA40. De plus, comme l'a 
montré la figure 1.2, le réchauffement généré par l'ozone augmente d'un facteur 
approximatif de 5 entre 29 et 45 km d'altitude, ce qui favoriserait l'émergence de 
biais beaucoup plus importants pour la simulation HAUT que la BAS. Les 
réanalyses ERA40 tiennent compte des effets de cette diminution des concentrations 
d'ozone stratosphérique par l'assimilation des données de température provenant de 
satellites. 
La difficulté revient donc à évaluer l'impact de la surestimation des 
concentrations d'ozone sur les températures. Pour avoir une idée de cette 
surestimation, un parallèle entre des études des tendances de température 
stratosphériques et de la diminution des concentrations d'ozone entre 1979 et 1990 
est fait. L'étude de Ramaswamy et al.(2001) prouve l'existence d'un refroidissement 
stratosphérique depuis les années 1960. Selon eux, la diminution des concentrations 
d'ozone stratosphérique est la principale cause du refroidissement observé d'environ 
0,5 à 0,6°C par décade de la basse stratosphère, entre 16 et 20 km. Par contre, les 
changements de concentration d'ozone et l'augmentation de la concentration des gaz 
à effets de serre sont conjointement responsables, presque à parts égales, des 
refroidissements observés de la moyenne et de la haute stratosphère évalués à environ 
-O,TC entre 20 et 35km d'altitude et de -2 à -2,5°C à 50 km d'altitude de 1979 à 
1999 (Ramaswamy etaI., 2001; IPCC, 2001; IPCC/TEAP, 2004). Il est très difficile 
de conclure quelle proportion des biais chauds dans la haute stratosphère du MRCC 
sont causés par une surestimation dans les données d'ozone. Afin d'évaluer 
directement les effets d'une modification de la concentration d'ozone, deux 
approches pourraient être utilisées. La première serait d'effectuer une étude de 
sensibilité du MRCC en diminuant les concentrations d'ozone selon un pourcentage 
cohérent avec ce qui a été observé et d'analyser les différences sur les températures 
simulées par le MRCC. La seconde serait d'effectuer de nouvelles simulations 
utilisant les données plus récentes d'ozone de Wang et al.(1995). Ces données 
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tiennent compte des tendances à la baisse observées ainsi que la variabilité spatiale 
des concentrations. En utilisant ces données, Wang et al. (1995) ont observé des 
améliorations locales des résultats de simulations d'un MCG alors que l'impact 
global demeure relativement faible. Les données de Wang et al. (1995) sont 
maintenant utilisées dans les versions supérieures à 4.0 du MRCC. 
Un événement majeur, l'éruption du volcan Pinatubo survenue en juin 1991 
doit être étudié afin de vérifier quels effets il a eu sur le climat. Cette éruption est 
l'une des plus importantes des cinquante dernières armées concernant le volume des 
rejets envoyés dans la stratosphère. Le MRCC ne tient pas compte des effets de 
l'éruption alors qu'ERA40 assimilent ses effets sur les différents champs 
atmosphériques et de surface. Les interactions entre les rejets volcaniques et le climat 
sont très complexes. Puisque les simulations couvrent les années de 1991 à 1995 et 
que les effets du Pinatubo se sont fait sentir de 1991 à 1993, il est essentiel de 
résumer les impacts de ce volcan afin de déterminer s'ils peuvent expliquer certains 
des biais observés entre la simulation HAUT et ERA40. 
Les rejets volcaniques possèdent plusieurs effets sur l'atmosphère. Le 
premier est l'effet direct de la présence de cendres, de poussières et d'aérosols 
sulfatés dans l'atmosphère. Ces particules diffusent et absorbent une partie de la 
radiation solaire incidente. Il en résulte une augmentation de la température 
stratosphérique et une diminution du rayonnement solaire en surface, générant une 
diminution de la température de la troposphère (Hansen et al., 1992). Labitzke 
(1994) montre que les températures observées suite au volcan sont significativement 
supérieures aux températures moyennes climatologiques. L'augmentation de la 
concentration des aérosols stratosphériques aurait du provoquer une augmentation des 
températures de l'ordre de 4°C aux latitudes tropicales mais l'augmentation observée 
a plutôt été de l'ordre de 2°C (Labitzke et van Loon, 1999). Par contre, cette 
augmentation de température est masquée par l'effet de la phase de la QBO sur la 
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température tropicale (Labitzke et van Loon, 1999). L'étude de Kirchner el al. 
(1999), utilisant les résultats d'un MCG, confirme que sans la prise en compte de la 
phase de la QBO et des effets complexes des aérosols sur la chimie hétérogène de 
l'ozone, l'augmentation de la température est de l'ordre de 4°C. Ils ont aussi estimé 
que ces deux facteurs provoquent une diminution de la température d'environ 1oC 
chacun, en accord avec les observations. 
Le second impact important de l'introduction d'aérosols sulfatés concerne la 
chimie hétérogène de l'ozone. En résumé, la présence d'aérosols sulfatés dans la 
stratosphère agit comme catalyseur pour les réactions de destruction de l'ozone. Les 
interactions sur la surface de ces aérosols avec d'autres espèces chimiques, dont 
certaines molécules contenant du chlore et du brome, favorisent la destruction de 
l'ozone et cette destruction a un impact sur les concentrations d'ozone hors des 
tropiques. Plusieurs études utilisant des modèles à deux dimensions considérant les 
composantes radiative, chimique et dynamique, montrent un impact important du 
volcan sur les concentrations des hautes latitudes de l'hémisphère nord. Brasseur et 
Garnier (1992) ont simulé une diminution de près de 10% des concentrations d'ozone 
pour les hautes latitudes de l'hémisphère nord de janvier à mars 1992. D'autres 
études, comme celle de Pitari et Rizi (1993) et Rosenfield et al. (1997) ont aussi 
montré des diminutions importantes des concentrations pour les hautes latitudes. 
Rosenfield et al. (1997) ont estimé que l'éruption du Pinatubo a entraîné une 
augmentation des températures tropicales maximale de 2,5 oC au milieu de l'année 
1992 ainsi qu'une diminution de l'ordre de 1-2°C pour les hautes latitudes de 
l'hémisphère nord, résultat de la diminution des concentrations d'ozone. 
En bref, le MRCC ne tient pas compte du Pinatubo et de ses effets dans ses 
simulations, premièrement parce qu'il ne perçoit pas la modification de la 
concentration des aérosols et aussi parce qu'il ne possède pas de module de chimie 
interactif pouvant résoudre l'impact des rejets d'aérosols sulfatés sur la chimie 
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hétérogène résultant en la modification des concentrations d'ozone aux hautes 
latitudes. Par contre, les modifications des températures provoquées par le Pinatubo 
ne peuvent expliquer les biais importants entre la simulation HAUT et ERA.40. En 
effet, la prise en compte de l'augmentation des températures aux tropiques par le 
volcan ne ferait qu'augmenter le biais chaud déjà présent entre la simulation HAUT 
et ERA.40 (v. figure 3.13). Aux hautes latitudes, les importants biais chauds du 
MRCC-hémis (-10-1 TC) ne peuvent vraisemblablement pas être expliqués par la 
surestimation des concentrations d'ozone puisque celle-ci provoque une diminution 
des températures de 1-2°C. 
En résumé, l'ensemble des biais présents entre la simulation HAUT et les 
réanalyses ERA.40 ne peuvent être expliqués par l'analyse faite au cours du présent 
projet. Par contre, plusieurs pistes de recherches sont proposées. Premièrement, 
l'utilisation d'autres bases de données stratosphériques est nécessaire afin d'identifier 
plus précisément la responsabilité des données d'ERA.40 dans les biais du MRCC 
pour la moyenne et haute stratosphère. Deuxièmement, l'étude des biais du mois de 
janvier au-dessus de la région polaire nécessiterait une approche utilisant les 
équations de la moyenne eulérienne transformée pour effectuer une vérification des 
effets sur la circulation méridienne résiduelle stratosphérique du roofdrag au sommet 
du domaine vertical ainsi qu'une évaluation de l'intensité du forçage provoqué par le 
GWD. Troisièmement, l'utilisation de données d'ozone spatialement plus 
représentatives et possédant une variabilité interannuelle permettrait d'évaluer la 
sensibilité du MRCC-hémis au forçage radiatif de l'ozone. Quatrièmement, il serait 
fortement utile d'évaluer la qualité des paramétrage de la radiation, surtout pour les 
composantes infra-rouge de certains gaz, tels l'ozone et le dioxyde de carbone afin de 
vérifier s'ils sont partiellement responsable des nombreux biais constatés dans les 
résultats du MRCC. Finalement, le choix arbitraire des années de simulations, de 
1991 à 1995, se révèle être un mauvais choix par la présence des forçages complexes 
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provoqués par l'éruption du Pinatubo en juin 1991 et de leurs effets couvrant les deux 
années subséquentes. 
3.2 Cycles ann nels 
La section précédente a présenté les statistiques zonales pour les quatre mois 
cardinaux. Ces données permettent une estimation des performances du MRCC en 
des temps spécifiques mais ne nous donnent aucune indication sur de possibles 
déphasages entre le MRCC et son pilote ou entre les deux groupes de simulations. 
Cette section présente en complément une analyse du cycle annuel de la température 
et du vent zonal, moyennes effectuées sur certaines bandes de latitudes. Deux sous­
sections composent cette section: la première présente les résultats du MRCC pour 
les hautes latitudes, entre 60 et 90o N, et la seconde les présente pour les latitudes 
équatoriales, entre l'équateur et 20 oN. Il est important de garder à l'esprit que selon 
la configuration du domaine de simulation (fig. 2.1), le nombre de points de grille 
pour une bande de latitude de 10° diminue avec un déplacement des latitudes 
tropicales vers le pôle et que cette représentativité diffère de celle des moyennes 
zonales où chaque latitude est équidistante et sans considération au nombre de points 
de grille contenu. Par exemple, la bande de latitudes entre 60 et 90 0 N comporte 987 
points de grille alors que celle entre l'équateur et 20 0 N en comporte 6993. 
3.2.1 Hautes latitudes 
Aux latitudes extratropicales, les champs de température et de vent zonal sont 
soumis à un cycle annuel important résultant du cycle de la radiation solaire. Ce 
cycle étant régulier, la présentation des séries temporelles des moyennes mensuelles 
est accompagnée par une présentation du cycle annuel moyen. La figure 3.20 
présente les résulUlts entre les latitudes 60 et 90 0 N à 30 hPa pour le vent zonal et la 
température. 
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Les séries temporelles montrent que les deux groupes de simulations, basses et 
hautes, se comportent de manière différente mais que les deux simulations composant 
un même groupeS ont des caractéristiques très similaires. Les simulations basses 
tendent à sous-estimer les températures minimales à chaque hiver et, conjointement, 
surestiment les vents zonaux; deux caractéristiques d'un vortex polaire trop intense. 
Les simulations hautes sous-estiment les vents hivernaux mais les températures se 
rapprochent de celles d'ERA40. Ce comportement était prévisible suite à la 
présentation des moyennes zonales qui montraient un faible biais chaud entre la 
simulation HAUT et ERA40 à 30 hPa (fig. 3.13). Afin de pourvoir déceler si le 
modèle génère des tendances ou s'il Y a accumulation de biais pour certaines 
variables, il serait nécessaire d'effectuer des simulations beaucoup plus longues que 
cinq (5) années puisque la variabilité interannuelle, surtout stratosphérique, est très 
importante, tant pour le MRCC que pour ERA40. 
L'analyse des cycles annuels moyens permet d'observer certains 
comportements du MRCC présents peu importe la position du toit. Il existe un retard 
dans l'arrivée des vents zonaux maximaux, décembre - janvier pour ERA40 et février 
- mars pour le MRCC. Par contre, les températures minimales sont synchronisées en 
décembre et janvier tant pour le MRCC que pour ERA40. Le cycle annuel moyen 
montre que l'ensemble des expériences simulent le réchauffement final en mai alors 
qu'il est présent en moyenne en avril dans les données d'ERA40, conformément aux 
observations (Labitzke et al., 2002). Il faut ici tenir compte que des moyennes 
mensuelles ne peuvent indiquer avec précision le moment du changement 
d'orientation des vents mais permettent de dégager les tendances générales du 
modèle. Tout comme ERA40, le modèle simule des hivers beaucoup plus variables 
que les étés. 
5 Pour la description des différentes expériences, se référer à la section 2.1.5. 
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Plus spécifiquement, on peut voir que les simulations basses surestiment 
l'amplitude du cycle annuel à cause des importants biais froids hivernaux. Les 
températures des simulations basses augmentent beaucoup plus rapidement au 
printemps que celles des simulations hautes et d'ERA40, laissant supposer une 
sensibilité importante des températures à la radiation solaire. Les simulations basses 
possèdent une variabilité interannuel1e plus importante au printemps que les 
simulations hautes et ERA40, surtout pour le vent zonal. La variabilité interannuelle 
maximale des champs de vents et de température des simulations basses est déplacée 
des mois d'hiver (décembre-janvier) au début du printemps (mars-avril). 
L'élévation du toit semble améliorer les résultats pour les températures. Les 
simulations hautes possèdent un cycle annuel moyen beaucoup plus près de celui 
d'ERA4ü que ceux des simulations basses pour l'ensemble des mois, mais comme l'a 
montré l'étude des moyennes zonales (v. section 3.1.3.1), cette sous-estimation est 
due à la diminution drastique des gradients méridiens de température au niveau du 
vortex polaire, entre 250 et 10 hPa. Par la relation du vent thermique, en diminuant 
ces gradients thermiques, les gradients verticaux des vents diminuent ce qui cause une 
sous-estimation des vents pour l'ensemble de la région polaire. Les séries 
temporelles montrent aussi l'existence d'un seuil de température minimale simulée, 
autour de -63 oC, que les deux simulations hautes atteignent à chaque hiver. Le cycle 
annuel moyen de la température montre ce seuil encore plus clairement. Les 
températures moyennes des quatre simulations entre les mois d'août et d'octobre sont 
superposées sur le graphique alors qu'en octobre, une séparation importante 
s'effectue entre les deux groupes. Les températures des simulations basses 
continuent leur chute à un rythme similaire à celui des trois mois précédents alors que 
les simulations hautes atteignent un plateau qui dure pratiquement jusqu'à la fin de 
l'hiver. 
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Afin d'expliquer la présence de ce plateau, une étude approfondie des mois 
d'octobre à janvier a été effectuée. À la fin de l'été, la haute stratosphère de la 
simulation HAUT se refroidit trop rapidement et possède déjà d'importants biais 
froids en octobre (fig. 3.13). La diminution importante de la température provoque 
une augmentation trop rapide de la vitesse du vortex polaire surtout au sommet du 
domaine de simulation. Il atteint une vitesse moyenne d'environ 50 ms· l en octobre 
(fig. 3.14) comparativement à environ 30ms· l pour ERA40. Puisque le 
refroidissement se poursuit après octobre, le vent zonal continu à accélérer et doit 
dépasser le seuil d'activation du roof drag pour certains points du domaine. 
S'enclencherait alors une circulation selon le downward control provoquant la 
subsidence au-dessus du pôle. Ce serait l'application du roof drag près du toit à 
partir du mois d'octobre qui imposerait en quelque sorte la structure thermique de 
l'ensemble de la stratosphère pour tout l'hiver, limitant la température minimale que 
les simulations hautes du MRCC peuvent atteindre. L'absence d'un seuil de 
température minimale hivernal ainsi qu'une activation beaucoup moins importante du 
roofdrag pour les simulations basses justifient la présente hypothèse (non montré). 
La figure 3.20 présente les résultats à 100 hPa, au centre du biais chaud des 
simulations hautes. On constate toujours les retards entre les simulations et ERA40 
pour les vents maximaux alors que les températures minimales sont synchronisées. 
Les simulations basses sont trop froides et leurs refroidissements trop rapides par 
rapport aux réanalyses, mais la valeur des biais est plus faible (cohérent avec la fig. 
3.7). Par contre, les simulations hautes présentent un biais chaud récunent à chacun 
des hivers, il s'agit donc d'une confirmation de la nature robuste de ce biais. Encore 
une fois, sans prouver quoique ce soit, cette autre analyse semble soutenir l'hypothèse 
dynamique et tend à montrer que les modifications des résultats provoquées par 
l'augmentation de la hauteur du toit seraient en grandes parties attribuables aux 
paramétrages du GWD qui serait mal ajusté ainsi qu'au roofdrag non-physique. 
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3.2.2 Latitudes tropicales 
L'analyse des séries temporelles d'ERA40 et du MRCC aux tropiques permet 
d'évaluer l'influence du pilote sur les simulations près des frontières latérales du 
domaine. La bande de latitude choisie pour évaluer le MRCC aux tropiques, de 0 à 
20 oN, est située en tout points hors de la zone éponge de Davies (v. fig. 2.1). Puisque 
la frontière latérale du domaine est située dans la zone d'influence de la QBO (v. 
section 1.2.4), que cette oscillation existe et est bien représentée par ERA40 (v. 
SPARC, 2002 et fig. 3.4), il est intéressant de vérifier que la forte variabilité 
interaIU1uelle observée dans les simulations près de l'équateur (fig. 3.10 et 3.15) est 
causée par une transmission de la QBO du pilote vers le modèle. La figure 3.21 
présente les séries temporelles des moyeIU1es mensuelles des vents zonaux et de la 
température pour la période de janvier 1991 à décembre 1995 pour le disque couvrant 
les latitudes de 0 à 20 oN. Puisque la zone de 0 à 20 0 N est fortement influencée par la 
QBO et que celle-ci possède une période entre 27 et 30 mois, le calcul et la 
présentation des cycles annuels moyens ne représentent pas un ajout d'informations 
utiles et sont omis. 
À 30 hPa (fig. 3.21), l'évolution des vents d'ERA40 est clairement composée 
du signal de la QBO, auquel est superposée une oscillation annuelle. La QBO est 
présente à 30hPa et son amplitude est très forte, de l'ordre de 25ms- 1 (SPARC, 2002). 
Les simulations sont cohérentes et relativement bien synchronisées avec le signal 
d'ERA40. Toutefois, l'amplitude n'est pas bien simulée et le MRCC sous-estime les 
phases ouest. Les deux simulations basses surestiment la force des vents d'est pour 
quatre des cinq étés de la simulation. Le synchronisme des séries temporelles du vent 
zonal ainsi que la difficulté des modèles numériques à simuler explicitement la QBO 
(Hamilton el al., 1999) permet de supposer que les zones de variabilité du vent zonal 
dans les simulations provleIU1ent du transfert d'informations du pilote vers l'intérieur 
du domaine de simulation. 
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À 100 hPa, la QBO n'influence plus les vents zonaux. Les vents suivent un 
cycle annuel plus régulier caractérisé par des vents d'ouest en hiver et des vents d'est 
l'été. Les résultats des simulations sont cohérents entre eux et synchronisés avec 
ERA40. Par contre, l'amplitude du cycle annuel est surestimée. Les simulations 
sous-estiment les vents d'ouest en hiver et surestiment les vents d'est en été. Le 
modèle possède comme ERA40 une variabilité interannuelle plus importante en hiver 
qu'en été. 
Les températures du pilote sont imposées uniquement au point de grille 
extérieur du domaine, le modèle est donc entièrement libre et, puisque la relation du 
vent thermique ne s'applique pas aux tropiques, la température de la stratosphère est 
contrôlée par d'autres processus comme la convection profonde, la phase de la QBO 
et l'oscillation semi-annuelle (Randel, 2003). L'évolution de la température à 30 hPa 
des simulations suit celle d'ERA40 mais le cycle annuel est surestimé par les 
simulations basses alors que les simulations hautes affichent un biais froid sur 
l'ensemble de la série. À 100 hPa, les résultats du modèle se détériorent. Les 
simulations basses sont en phase avec les réanalyses, mais montrent un biais chaud 
ainsi qu'une surestimation importante de l'amplitude du cycle annuel. Les 
simulations hautes montrent un comportement troublant pendant l' hiver alors que les 
réanalyses se refroidissent, les simulations hautes se réchauffent pour une raison 
encore inexpliquée. 
3.3 Champ géographique de la pression au niveau de la mer 
Après avoir analysé les statistiques zonales et les séries annuelles des 
moyennes mensuelles, la présente section vise à vérifier la qualité du champ de 
pression au niveau de la mer. Cette variable a été choisie puisqu'elle représente la 
distribution du champ de masse atmosphérique. Il est connu que les patrons de la 
pression au niveau moyen de la mer influence de manière importante la circulation 
surtout aux hautes latitudes. La figure 3.22 présente les résultats d'ERA40, la figure 
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3.23 ceux de la simulation BAS et la figure 3.24 ceux de la simulation HAUT. Ces 
figures présentent les champs des moyennes mensuelles, les écart-types interannuels 
et intra mensuels pour les quatre mois cardinaux. 
La comparaison des résultats des simulations avec d'ERA40 fait ressortir 
certaines différences. Premièrement, les patrons de la pression sont relativement 
différents pour les zones de forte topographie (v. fig. 2.1) mais ces différences 
peuvent être provoquées par les différences entre les champs topographiques du 
MRCC et d'ERA40 et par l'interpolation verticale de la pression sous la surface du 
sol. Ces zones doivent donc être interprétées avec prudence. Deuxièmement, les 
deux simulations surestiment la pression de manière générale autour de 30oN, 
correspondant à la branche descendante de la circulation de Hadley et est surtout 
visible au-dessus des océans. La surestimation est par contre moins importante pour 
la simulation HAUT, laissant supposer une légère modification de la répartition de la 
masse atmosphérique entre les simulations. 
En janvier, les deux simulations sous-estiment la pression de surface de 10 à 
20 hPa au-dessus de l'Océan Arctique. Cet important biais est causé par un 
déplacement de la dépression de l'Islande vers le centre de l'Océan Arctique. En 
avril, la simulation BAS présente une sous-estimation importante de la pression de 
l'ordre de 10 hPa au-dessus de l'Arctique alors que la simulation HAUT surestime la 
pression pour la même région. La sous-estimation de la pression par la simulation 
BAS pourrait être provoquée par le fort vortex stratosphérique encore présent 
provoquant un retard dans l'arrivée du réchauffement final. Ce réchauffement est 
caractérisé par un important flux de chaleur et de masse (Newman et al., 2001) vers le 
pôle, le retard de la simulation BAS pourrait se traduire par un biais dans la pression 
de surface. La cohérence entre les simulations composant chacun des groupes (non 
montré) montre que les deux simulations basses sous-estiment la pression en Arctique 
alors que les simulations hautes le surestiment. En juillet, les deux groupes de 
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simulations surestiment de manière similaire la pression au niveau du pôle. Par 
contre, cette surestimation implique un problème dans la simulation qui touche aussi 
la troposphère puisqu'il n'y a pas assez de masse dans la stratophère pour expliquer, à 
elle seule ce comportement. La similarité des patrons en été semblent encore une fois 
indiquer que les modifications apportées par l'ajout de niveaux supplémentaires aient 
un impact beaucoup plus important en hiver qu'en été. En octobre, mis à part le biais 
général à 30o N, les simulations reproduisent assez bien les patrons de pression, mais 
semblent se creuser un trop rapidement au-dessus de l'Alaska. 
Les écart-types interannuels de la pression, présentés sur les figures 3.22, 3.23 
et 3.24 montrent que les différentes simulations réussissent à bien reproduire les 
patrons de variabilité lorsque comparées à ERA40. Par contre, le MRCC surestime la 
valeur des écart-types interannuels pour l'ensemble des saisons, particulièrement pour 
l'hiver et pour la simulation BAS. Plus la variabilité est grande, plus la surestimation 
faite par le modèle est importante. Le mois d'avril semble particulièrement variable 
pour la simulation BAS au-dessus de l'Océan Arctique et, en moindre mesure, la 
simulation HAUT. La zone de variabilité maximale de la pression au niveau moyen 
de la mer est située en-dessous de la zone de variabilité maximale des températures 
(fig. 3.7), entre 70 et 90 o N, illustrant un lien probable entre la variabilité dynamique 
stratosphérique et son influence sur certains champs en surface. 
Tout comme les écart-types interannuels, la variabilité intra mensuelle est 
surestimée par les deux groupes de simulations pour les hautes latitudes en hiver. 
Cette surestimation est moins importante pour la simulation HAUT que pour la 
simulation BAS. Par contre, aux latitudes tropicales, soit entre l'équateur et environ 
20 o N, la variabilité intra mensuelle des mois de janvier et d'avril de la simulation 
HAUT montre une surestimation sur la presque totalité du cercle de latitude. Cette 
zone de variabilité est inexistante dans ERA40 et dans la simulation BAS. Ce n'est 
donc pas un biais systématique du modèle mais plutôt un problème qui semble 
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provenir de l'ajout de niveaux. L'étude détaillée (non montrée) des écarts-types intra 
mensuels de chacune des cinq (5) années montre que ces zones sont présentes, avec 
des intensités différentes, à chacune des années de la simulation. En inspectant les 
archives aux six (6) heures du champ de pression au niveau moyen de la mer de la 
simulation HAUT, il apparaît que la zone de forte variabilité est créée par le passage 
d'une oscillation numérique se déplaçant le long du cercle de latitude de l'Est vers 
l'ouest (sens horaire). Cette perturbation génère une importante oscillation des 
températures et du mouvement vertical sur l'ensemble du domaine vertical du 
modèle. Actuellement aucune hypothèse n'est avancée sur la cause de cette 
oscillation ni sur la raison pour laquelle elle ne se manifeste que pour les mois 
hivernaux des simulations hautes. 
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Figure 3.1 : Moyennes zonales de la température pour les réanalyses ERA40 pour janvier (haut à gauche), avril 
(haut à droite), juillet (bas à gauche) et octobre (bas à droite). Les isothermes sont à tous les 5°C, les 
températures au-dessus de O°C en traits pleins et sous O°C en pointillés. 
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Figure 3.2 : Moyennes zonales des écarts-type interannuels de la température d'ERA40. Les contours sont à tous 
les degrés, le vert pâle montre les zones d'écart-type situés entre 4 et 8°C et le vert foncé les écart-types supérieurs 
à8°C. 
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Figure 3.3 ; Moyennes zonales du vent zonal moyen. 
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Figure 3.4 : Moyennes zonales des écart-types interannuels moyen du vent zonal moyen d'ERA40. Les contours 
sont au 2 ms-l, les trois nuances de bleu indiquent respectivement les valeurs supérieures à 10, 15 et 20 ms·1 
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Figure 3.5 : Moyenne zonale du biais moyen de température pour les mois de janvier entre 1992 et 1997 entre les 
réanalyses ERA40 et les analyses stratosphériques du centre météorologique du Royaume-Uni. Les contours sont 
à tous les degrés, les biais chauds en traits pleins et les froids en po inti liés 
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Figure 3.6 : Moyennes zonales de la température pour la simulation BAS. Les isothermes sont à tous les 5°C, les 
températures au-dessus de DOC en traits pleins et sous O°C en pointillés. 
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Figure 3.7 : Moyennes zonales des écarts-type interannuels de la température de la simulation BAS. Les contours 
sont à tous les degrés, le vert pâle montre les zones d'écart-type situés entre 4 et SoC et le vert foncé les écart­
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Figure 3.S: Moyennes 20nales des biais de température entre BAS et ERA40. Les courbes sont à tous les 2,5°C. 
Les nuances de bleu représentent les biais de _5°C, -10°C et _15°C et les nuances de rouge les biais de +5°C et 
+10°C. 
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Figure 3.9 : Moyennes zonales du vent zonal moyen de la simulation BAS. Les contours sont au 2ms· l , vents 
d'ouest positifs en lignes pleines et les vents d'est négatifs en pointillés 
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Figure 3.10: Moyennes zonales des écart-types interannuels moyens du vent zonal moyen de la simulation BAS. 
Les contours sont au 2 ms· 1, les trois nuances de bleu indiquent respectivement les valeurs supérieures à 10, 15 et 
20 ms· 1 
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Figure 3.11 : Moyennes zonales de la température pour la simulation HAUT. Les isothennes sont à tous les SoC, 
les températures au-dessus de O°C en traits pleins et sous O°C en pointillés. 
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Figure 3.12 : Moyennes zonales des écarts-type interannuels de la température de la simulation HAUT. Les 
contours sont à tous les degrés, le vert pâle montre les zones d'écart-type situés entre 4 et SoC et le vert foncé les 




n ~ ~ ~ 15 








100 ----.. l~90·~---:!75""::;'''--.---' ..~~''''-;..f''-.''''::;=:o:..~~--,.:':".-~-1 .. .. .. .. 
Figure 3.13 Moyennes zonales des biais de température entre HAUT et ERA40. Les courbes sont à tous les 
2,S°C. Les nuances de bleu représentent les biais de -SoC, -10°C et -ISoC et les nuances de rouge les biais de 
+SoC et + 10°C. 
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Figure 3.14 : Moyennes zonales du vent zonal moyen de la simulation HAUT. Les contours sont au 2ms' l , vents 
d'ouest positifs en lignes pleines et les vents d'est négatifs en pointillés 
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Figure 3.15 : Moyennes zonales des écart-types interannuels moyen du vent zonal moyen de la simulation HAUT. 
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Figure 3.16 : Moyenne zonale des différences entre la 
simulation avec et sans l'introduction de la zone de 
forçage supplémentaire GWD (Tirée de Shepherd et al., 
1996) 
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Figure 3.17 : Moyenne zonale des différences entre la 
simulation avec et sans l'introduction du GWD 
(Tirée de McFarlane, 1987) 
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Figure 3.18 : Moyennes zonales des tendances conjointes du GWD et du roofdrag sur les vents zonaux en janvier 
de 1991 à 1995. Droite: simulation BAS, gauche: Simulation HAUT. Les contours sont à tous les 0,5 ms-1jour-1 
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Figure 3.19 : Séries temporelles à 30 hPa des moyennes mensuelles (haut) et cycle annuel moyen (bas) sur le 
disque couvrant les latitudes de 60 à 900 N entre janvier 1991 et décembre 1995. Variables présentées: vent zonal 
(gauche) et température (droite). Les réanalyses ERA40 en tiretés noir, les simulations basses en noir (BAS) et 
rouge (BAS2), les simlilations hautes en bleu (HAUT) et vert (HAUTI). Sur le panneau du bas, les valeurs des 
écart-types interannuels d'ERA40 sont présentés en ligne (tiret-point-point-point) alors que les simulations sont 
présentées en ligne pointillées ayant les couleurs approriées. 
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Figure 3.20 : Séries temJ>Orelles à 100hPa des moyennes mensuelles (haut) et cycle annuel moyen (bas) sur le 
disque couvrant les latitudes de 60 à 90 0 N entre janvier 1991 et décembre 1995. 
Courbes identiques à la figure 3.20 
__
92 










Figure 3.21 : Séries temporelles des moyennes mensuelles sur le disque couvrant les latitudes de 0 à 200 N entre 
janvier 1991 et décembre 1995. Variables présentées: vent zonal (gauche) et température (droite) pour les 
niveaux 30hPa (haut) et 100 hPa (bas). Les réanalyses ERA40 en tiretés noir, les simulations basses en noir 
(BAS) et rouge (BAS2), les simulations hautes en bleu (HAUT) et vert (HAUT2). 
Figure 3. 22 : Statistiques des champs de pression au niveau moyen de la mer pour ERA40 de 1991 à 1995. De gauche à droite, janvier, avril, juillet et 
octobre. Moyennes mensuelles (haut), écart-types interannuels (milieu) et écart-types intra mensuels (bas). Les échelles sont présentées à droite et 





Figure 3.24 : Statistiques des champs de pression au niveau moyen de la mer pour HAUT de 1991 à 1995. De gauche à droite, janvier, avril, juillet 
et octobre. Moyennes mensuelles (haut), écart-types interannuels (milieu) et écart-types intra mensuels (bas). Les échelles sont présentées à droite 
et sont identiques pour chacun des panneaux de la ligne. 
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CONCLUSION 
Le présent projet vise à explorer le potentiel d'utilisation du MRCC comme 
modèle de résolution intermédiaire au-dessus de l'hémisphère nord afin de réduire le 
saut de résolution entre les données à faible résolution utilisées pour le pilotage et le 
MRCC à haute résolution. 
Les premières simulations du MRCC-hémis ont montré l'existence 
d'importants biais froids hivernaux dans la basse stratosphère. Ces biais sont 
max:imaux près de la frontière supérieure du modèle, à 29 km, mais se propagent vers 
le bas, influençant la circulation à grande échelle. L'hypothèse initiale posée pour 
expliquer ces biais concerne la position de la frontière supérieure et de son effet sur la 
circulation méridienne stratosphérique. Cette dernière circulation provoque un 
mouvement ascendant aux tropiques, accompagné d'une branche descendante au­
dessus du pôle d'hiver. Par compression adiabatique, cette circulation entraîne un 
réchauffement important de la basse stratosphère hivernale au-dessus du pôle. Or, 
cette circulation dans le MRCC est inhibée par la présence de la frontière rigide du 
toit du modèle. Cette frontière, habituellement à 29 km d'altitude, impose un 
mouvement vertical nul empêchant Je modèle de prendre en compte le mouvement 
stratosphérique descendant. 
Ce projet vise à vérifier deux aspects des simulations hémisphériques. 
Premièrement, il visait à évaluer l'effet de l'ajout de cinq niveaux à la verticale sur le 
climat simulé par le MRCC. Deuxièmement, de façon plus générale, on voulait 
vérifier si Jes deux configurations du MRCC, avec les toits à 29 et 45 km, 
permettaient de bien simuler la circulation générale de la haute troposphère et de la 
basse stratosphère. Plus pmiiculièrement, on voulait vérifier si l'ajout de niveaux 
permet au MRCC de générer la circulation méridienne stratosphérique et ainsi 
diminuer les importants biais froids présents en hiver. 
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Afin de vérifier l'impact de l'ajout de lllveaux supplémentaires sur les 
résultats du MRCC, quatre simulations couvrant chacune les années 1991 à 1995 ont 
été étudiées et comparées aux réanalyses ERA40 du centre ECMWF, données 
également utilisées pour le pilotage aux frontières latérales du MRCC-hémis. Dans 
les quatre simulations, le toit était situé à 29 km pour deux d'entre elles alors que les 
deux autres possédaient cinq niveaux supplémentaires, repoussant le toit à 45km 
d'altitude, soit près de la stratopause. 
Certaines lacunes d'ERA40 constituent une limite importante de l'analyse. 
Les patrons moyens et la variabilité interannuelle montrent de grandes différences 
selon les années utilisées pour les évaluer. Ces lacunes, surtout présentes dans la 
haute troposphère et la stratosphère, sont causées par la méthodologie et la 
disponibilité des observations utilisées pour générer les réanalyses. Ces données 
possèdent d'importants biais froids, autours de 5°C, pour la haute stratosphère et au­
dessus des océans couverts de glace, deux régions où les comparaisons avec les 
résultats du MRCC montrent d'importantes différences. Afin de permettre une 
meilleure estimation des biais réels du MRCC, d'autres bases de données (surtout 
stratosphériques) doivent être utilisées comme comparaison. Il serait dans ce sens 
d'utiliser les autres sources d'informations analysées dans Randel et al. (2004) afin de 
mieux cerner les biais systématiques du MRCC. 
Certaines caractéristiques communes aux deux groupes de simulations ont été 
identifiées lors de la comparaison avec ERA40 : 
1) Les deux régimes de variabilité dynamique, faible en été et forte en hiver sont 
bien reproduits par le MRCC. 
2) Les deux simulations exposent des biais chauds autour de 5°C pour la basse 
troposphère au-dessus de l'Océan Arctique, région où ERA40 est biaisé froid. 
3) Les courants jets troposphériques sont bien simulés mais plus compacts que 
ceux d'ERA40. 
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4)	 Dans la stratospllère, il existe un déphasage entre le moment où le MRCC 
simule les modules de vent maximal (février-mars) par rapport à ERA40 
(décembre-janvier), alors que les températures minimales sont synchronisées. 
Les biais sont plus importants dans les simulations basses. 
5)	 Il existe un retard dans l'arrivée du réchauffement jinal influençant les vents 
et la température du MRCC. 
6)	 Il y a transmission probable du signal de la QBO par le pilotage aux frontières 
latérales d'ERA4ü vers l'intérieur du domaine. Les séries temporelles des 
vents moyens entre 0 et 20 0 N sont synchronisées mais le MRCC sous estime 
l'amplitude du signal. 
7)	 Les deux groupes de simulations surestiment la pression moyenne au niveau 
de la mer autour du cercle de latitude de 30o N, laissant supposer une 
modification de la circulation générale de l' atmosphère (cellule de Hadley). 
8)	 Les incertitudes provoquées par la mauvaise qualité des concentrations 
d'ozone utilisées et l'éruption du Pinatubo ne peuvent pas être quantifiées 
avec les outils actuels de diagnostics. 
Par contre, certaines modifications importantes du comportement du MRCC 
sont attribuables à l'ajout des niveaux verticaux: 
1) Le vortex polaire trop profond et trop froid des simulations basses «se 
comble» pour les simulations hautes et devient trop chaud, ce qui diminue les 
gradients thermiques et la vitesse des vents horizontaux, surtout entre 300 et 
30 hPa. Le cycle annuel moyen montre l'existence d'un plateau de 
température minimale et de vent maximal pour les simulations hautes, entre 
octobre et mars. Ces comportements qui ne sont pas présents dans les 
observations pourraient provenir des paramétrages du GWD et du roofdrag. 
2)	 Les simulations hautes montrent un vortex polaire dont la variabilité 
interannuelle est plus faible que celui des simulations basses. 
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3) Les simulations hautes montrent d'importants biais chauds, surtout en juillet, 
pour la haute stratosphère (p<7 hPa) qui pourraient provenir de la 
surestimation des concentrations d'ozone. 
4) La simulation haute génère des perturbations non-physiques en hiver 
provoquant une oscillation de la pression au niveau de la mer et de la 
température sur l'ensemble de l'atmosphère du modèle. Aucune hypothèse 
n'est présentement avancée quant à l'explication de ce phénomène. 
Il est présentement difficile de conclure à la capacité ou l'incapacité du 
MRCC-hémis à être utilisé comme modèle intermédiaire. Plusieurs problèmes 
rencontrés au cours de ce projet ne se sont jamais posés pour un MRC conventionnel 
puisqu'ils concernent des phénomènes ayant lieu à des échelles jamais envisagées, 
comme la circulation méridienne stratosphérique se produisant à l'échelle 
hémisphérique et globale. De plus, les paramétrages mis en cause, le GWD, le roof 
drag et l'impact des concentrations d'ozone sont moins importants pour le MRCC à 
haute résolution et leurs effets n'ont pas été étudiés en détail. 
Tel qu'illustré par la pression au niveau moyen de la mer, la position du toit a 
un impact sur les résultats des champs de surface. Une étude serait nécessaire afin de 
vérifier spécifiquement dans quelle mesure ces impacts sont significatifs et si l'ajout 
de niveaux supplémentaires représente une amélioration des résultats du modèle. Il 
serait aussi intéressant de voir si le MRCC-hémis peut simuler les patrons de 
variabilité connus tels l'oscillation de l'Atlantique Nord (NAO), l'oscillation 
Arctique (AO) et l'oscillation du Pacifique Nord (PNA) ainsi que d'étudier dans 
quelle mesure la modification de la position du toit à un impact sur ceux-ci. 
Toute recherche future à l'aide du MRCC-hémis devra cependant être 
précédée par une mise à jour des paramétrages problématiques identifiés au cours de 
ce projet, dont une mise à jour du paramétrage du GWD par celui actuellement utilisé 
par le MCCG3 (McLandress et Scinocca, 2005) et le remplacement du roofdrag par 
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un nouveau type d'éponge verticale ne créant pas de couche limite au toit du modèle. 
L'identification de la cause et la correction de certains problèmes, dont les importants 
biais du champs de pression de la mer ainsi que l'oscillation numérique équatoriale 
devront absolument être faits avant d'entreprendre toute nouvelle recherche à l'aide 
de cette configuration hémisphérique. L'utilisation des nouvelles données d'ozone de 
Wang et al.(l995) pourrait aussi permettre de réduire les biais chauds notés pour la 
haute stratosphère des simulations, surtout en été. La validation des résultats du 
MRCC devra inclure d'autres bases de données stratosphériques afin d'exclure les 
biais systématiques observés dans ERA4ü. Une fois ces modifications apportées au 
MRCC, il sera possible de vérifier son plein potentiel comme modèle hémisphérique. 
Il serait aussi intéressant de repousser la position du toit du MRCC au sommet 
de la mésosphère et ainsi développer une version MAM du MRCC. De multiples 
projets de recherche seraient alors ouverts. Entre autres, la comparaison des résultats 
du CMAM et de ceux du MAM-MRCC pour vérifier l'impact du schéma de calcul et 
des résolutions horizontale et verticale. On pourrait alors vérifier la qualité de la 
circulation méridienne générée par le MRCC en ayant toutes les zones de forçage 
essentielles à son développement. Toutefois, l'élaboration de cette version du MRCC 
représente une somme de travail colossale. 
APPENDICE A 
Équations de la moyenne eulérienne conventionnelle 
Le traitement et le développement des équations de la moyenne eulérienne 
conventionnelle sont basés sur l'étude de Holton (chap. 10,2004). En coordonnées 
log-p (chap. 8; Holton, 2004) et soumises à la théorie quasi-géostrophique, les 





-+ju+-=Y (éq. A2) 
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où -=-+u-+v-+w-
Dt at ax ay az 
l'équation thermodynamique, 
(éq. A3) 
l'équation de continuité, 
au av -1 a(pow) 0 
-+-+ Po = (éq. A4) 
ax ay az 
et de la relation hydrostatique, 
a<I> RT 
-=- (éq. AS) 
az H 
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où u est le vent zonal, fa le paramètre de Coriolis, v le vent méridien, a(u'v')jay le 
flux méridien de momentum et X la sommation des forçages de traînée causés par les 
tourbillons de sous-échelles, T la température, H la hauteur d'échelle, R la constante 
de l'air sec, w le mouvement vertical, a(v'T')jay le flux méridien de chaleur, J le 
réchauffement diabatique et cp la chaleur spécifique de l'air sec. 
Si on décompose les champs en une moyenne zonale et une perturbation 
autour de cette moyenne (éq. A6) et ensuite, on fait subir à ces équations une 
moyenne eulérienne, c'est-à-dire une moyenne zonale à latitude, altitude et temps 
fixe. En général, pour un champs quelconque A, on obtient: 
A = A+ A' (éq. A6) 
DA D ( -) a [ (-,,)] a[ (-,,)]Po - = - Po A + - Po A v + - Po A w (éq. A7)Dt Dt ay az
 
D a -a -a
 
où -=-+v-+w-
Dt at Jy az 
Après l'application de cette moyenne, les équations de momentum et 
thermodynamique deviennent: 
a~ - a(u'v')­
--j;v=- +X (éq. A8) 
at a Jy 
(éq. A9) 
où N2 est la fréquence de flottabilité définie par l'équation AIO. 
(éq. AI0) 
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Les équations A8 et A9 mettent en relations les forçages les plus importants et la 
circulation méridienne moyenne (v, w). Par contre, si l'on considère un système 
stationnaire (alat = 0), les équations A8 et A9 deviennent: 
- a(u'v') ­fov = - + X (éq. A8a) et 
dy 
où l'on peut voir que les composantes de la circulation moyenne doivent équilibrer 
les différents forçages. Cette circulation est donc en quelque sorte une réaction du 
système aux flux de momentum et de chaleur afin de conserver l'équilibre 
géostrophique du système et la relation du vent thermique entre u et T. Ces équations 
permettent de comprendre de manière qualitative, les causes dynamiques des 
différentes cellules troposphériques (Hadley, Ferrel et polaire). Par contre, Holton 
(2004) montre qu'en raison de ce quasi-équilibre, il est pratiquement impossible de 
diagnostiquer la contribution des différents flux à l'aide de ces équations. De plus, la 
comparaison entre les concentrations de traceurs atmosphériques observées et 
calculées à l'aide de ces équations ne concordent pas. Ces deux faits justifient le 
développement des équations de la moyenne eulérienne transformée. 
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