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PINNING QUASI ORDERS WITH THEIR ENDOMORPHISMS
JAMES HIRSCHORN
Abstrat. Some general properties of abstrat relations are losely examined.
These inlude generalizations of linearity, and properties based on `pinning' an
inequality by a pair of families of endomorphisms. To eah property we try
to assoiate a anonial denition of an augmentation (or diminishment) that
augments (or diminishes) any given relation to one satisfying the desired prop-
erty. The motivation behind this study was to identify properties distinguishing
between the produt ordering and the eventual dominane ordering of the ir-
rationals NN, and furthermore to identify their relationship as a member of a
natural lass of augmentations.
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2 JAMES HIRSCHORN
1. Overview
Various general properties of relations, with the emphasis on quasi orders, are
onsidered, and for eah property a orresponding lass of augmentations (or di-
minishments) is dened whih yields a standard (e.g. minimum) augmentation (or
diminishment) of an arbitrary relation to one satisfying the speied property. For
example, we generalize the usual notion of linearity as follows. For two families
Υ,Θ ⊆ SS (funtions from S into S), a relation (S,≤) is (Υ,Θ)-linear (deni-
tion 3.28) if for all p, q ∈ S either there is a σ ∈ Υ suh that σ(p) ≤ σ(q) or there is
a τ ∈ Θ suh that τ(q) ≤ τ(p).
Central to this study are properties based on pinning an equality by a pair of
subfamilies of SS . For example, a relation (S,≤) is (Υ,Θ)-orret (denition 3.80)
if the inequality  is pinned by some member of Υ with respet to the family Θ, by
whih we mean that for all p, q ∈ S, if p  q then there is a σ ∈ Υ whih pins 
with respet to Θ, i.e. τ ◦σ(p)  τ ◦σ(q) for all τ ∈ Θ. In fat, when we restrit our
attention to families of endomorphisms, there are exatly three interesting pinning
properties, assoiated with the inequalities <,  and ≮, respetively.
To eah of the new properties introdued here, namely two generalizations of
linearity and three pinning properties, we attempt to assoiate a anonial denition
of an augmentation (see denition 2.3). For example, orresponding to (Υ,Θ)-
orretness is the augmentation ⊑Υ,Θ of (S,≤) dened by p ⊑ q if
(1.1) ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(p) ≤ τ ◦ σ(q).
Imposing some onditions on Υ and Θ we have that (S,⊑Υ,Θ) is a (Υ,Θ)-orret
augmentation of (S,≤). Moreover, this is the anonial augmentation for (Υ,Θ)-
orretness. For example, if Π is a subsemigroup of (Endo(S,≤), ◦), the endomor-
phisms of (S,≤) under omposition, then ⊑Π,Π is the minimum augmentation of ≤
that is (Π,Π)-orret (orollary 3.91). In setion 4 we determine all of the implia-
tions between these properties and their orresponding augmentations; these results
are summarized in gure 4.1.
Let N = {0, 1, . . . } denote the set of all nonnegative integers. We take the ir-
rationals to mean the set of all funtions from N into Nwhen given the produt
topology they are homeomorphi to the irrationals numbers of the real line (see
e.g. [Ke95℄ or [Hir06℄). This investigation resulted from a study omparing the
produt order ≤ on NN of the usual ordering 0 < 1 < · · · of N, i.e. x ≤ y if
x(n) ≤ y(n) for all n ∈ N, to the eventual dominane order ≤∗ on NN, i.e. x ≤∗ y if
x(n) ≤ y(n) for all but nitely many n ∈ N. Indeed this paper is the rst in a series
urrently onsisting of two papers, where the next paper [Hir06℄ is entitled Char-
aterizing the quasi ordering of the irrationals by eventual dominane. Although
muh of the disussion will onern arbitrary relations, most of our examples are
augmentations of the poset (NN,≤) and diminishments of the quasi order (NN,≤∗),
as they provided the motivation for the abstrat development. The main results
obtained here on this omparison are 1) that ≤∗ is the orretive augmentation of
≤ by the family of all projetions (see denition 2.11) of the members of NN onto
some innite set of oordinates (theorem 3.93); and 2) that ≤∗ is the transitive
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augmentation (i.e. transitive losure) of the stritive augmentation of ≤ by the pro-
jetions (theorem 4.18), where stritness is the property orresponding to pinning
the inequality <.
Conventions. We should explain our usage of theorem-like assertions. Proposition
is used to indiate a statement whih follows diretly from the denitions, and either
does not require any proof, or else an be proved in one or two lines; Lemma is used
instead when the proof is any longer; Theorem indiates a result of distinguished
importane, regardless of the length of the proof; and Corollary is used to indiate
a onsequene of either a Lemma or a Theorem.
2. Quasi order augmentations and diminishments
2.1. Terminology. A quasi order (also often alled a preorder) is a pair (O,≤)
where ≤ is a reexive and transitive relation on O. A poset (partial order) is a quasi
order where the relation is also antisymmetri (see setion 3.2), and a strit poset is
a pair (P,<) where < is irreexive and transitive. The omplete quasi ordering of a
set S is the quasi order given by p ≤ q for all p, q ∈ S.
Notation 2.1. For any quasi order (O,≤) we write p < q for q stritly bounds p in
the strit sense, i.e. p ≤ q and q  p, or equivalently [p] ≤ [q] and [p] 6= [q] where
[p] denotes the equivalene lass of p in the antisymmetri quotient : the poset of
equivalene lasses over the equivalene relation p ∼ q if p ≤ q and q ≤ p, ordered
by [p] ≤ [q] if p ≤ q.
More generally, for any symbol of the form ≤xy representing a relation, we let <
x
y
denote the relation satisfying
(2.1) p <xy q iff p ≤
x
y q and q 
x
y p
for all p and q in the base set. When at least one of x or y is nonvoid, we let =xy
denote the relation satisfying
(2.2) p =xy q iff p ≤
x
y q and q ≤
x
y p
for all p, q (we do not want both x and y void or else =xy is just the `=' symbol). And
xy, ≮
x
y and 6=
x
y are the negations of the respetive relations. Important. Thus in
our notation (O,<) is always strit partial order when (O,≤) is a quasi order. This
disagrees with a ommon usage where p < q means p ≤ q and p 6= q.
Example 2.2. We dened the eventual dominane relation ≤∗ on NN in setion 1.
In aordane with notation 2.1, x <∗ y means x ≤∗ y and y ∗ x, and thus
(2.3) x <∗ y iff x ≤∗ y and x(n) < y(n) for innitely many n ∈ N;
also aording to notation 2.1, x =∗ y means x ≤∗ y and y ≤∗ x, and thus x =∗ y i
x(n) = y(n) for all but nitely many n ∈ N; and x ∗ y, x ≮∗ y and x 6=∗ y are the
negations of x ≤∗ y, x <∗ y and x =∗ y, respetively (e.g. x ∗ y i x(n) > y(n) for
innitely many n).
Take note that x <∗ y has been used dierently in the literature with the meaning
x(n) < y(n) for all but nitely many n.
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Reall that the lass of all binary relations an be desribed as the lass of all
preategories with at most one arrow from p to q for every pair of objets (p, q),
i.e. this denes a binary relation by p ≤ q i p→ q. And the lass of all quasi orders
an be desribed as the lass of all ategories with at most one arrow from p to q
for every pair of objets (p, q); while the lass of all posets an be desribed as the
lass of all ategories with at most one arrow from p to q for every pair of objets
(p, q), and with no invertible arrows besides the identity arrows.
Letting Rel denote the ategory of all (small) relations, the arrows or homomor-
phisms between any two relations (S,≤) and (R,.) onsist of all order preserving
maps, i.e. maps f : S → R suh that p ≤ q implies f(p) . f(q), for all p, q ∈ S.
We write Hom((S,≤), (R,.)) for the set of all homomorphisms between (S,≤) and
(R,.). Note that Hom((S,≤), (R,.)) an be viewed as the set of all funtors from
(S,≤) to (R,.) when these two are viewed as preategories themselves. Then the
usual ategory Q of all small quasi orders is a full subategory of Rel, i.e. the ho-
momorphisms are again the order preserving maps, and the ategory P of all posets
is a full subategory of Q.
Homomorphisms from a relation (S,≤) to itself are alled endomorphisms, and
we write Endo(S,≤) for the set of all suh endomorphisms, i.e. Endo(S,≤) =
Hom((S,≤), (S,≤)). We write Mono((S,≤), (R,.)) and Epi((S,≤), (R,.)) for the
set of all monomorphisms and the set of all epimorphisms from (S,≤) to (R,≤),
respetively, i.e. Mono((S,≤), (R,.)) onsists of all order preserving injetions from
S into R, and Epi((S,≤), (R,.)) onsists of all order preserving surjetions from S
onto R. We denote Mono((S,≤), (S,≤)) and Epi((S,≤), (S,≤)) as Mono(S,≤) and
Epi(S,≤), respetively.
Denition 2.3. An augmentation of a relation (S,≤) is a relation (S,⊑), with the
same base, for whih ⊑ is a superset of ≤. These are sometimes alled renements
in the literature (e.g. [DP02℄). And a diminishment of a relation is a relation (S,.)
with the same base for whih . is a subset of ≤, or equivalently, (S,≤) is an aug-
mentation of (S,.). Dimishments are sometimes alled weakenings in the literature
(e.g. [Fra00℄). By a quasi order augmentation of (S,≤) we mean an augmentation
of (S,≤) whih is moreover a quasi order. Quasi order diminishments, partial order
augmentations and so forth are dened analogously.
Notation 2.4. We use the notation ≤ → ⊑ to state that (S,⊑) is an augmentation
of (S,≤), or equivalently, that (S,≤) is a diminishment of (S,⊑). Thus ≤ ↔ ⊑ is
the same thing as ≤ = ⊑.
2.2. Abstrat augmentations. Every augmentation an be desribed in terms of
homomorphisms in the ategory Rel.
Denition 2.5. For a set S and a relation (R,.), a funtor f : S → (R,.) denes
a relation ≤f on S by
p ≤f q if f(p) . f(q).
If moreover (S,≤) is a relation and f ∈ Hom((S,≤), (R,.)) then we all ≤f a
homomorphi augmentation of ≤, beause:
Proposition 2.6. ≤f is an augmentation of ≤ i f ∈ Hom((S,≤), (R,.)).
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In any ase, we always have
Proposition 2.7. f ∈ Hom((S,≤f ), (R,.)).
Note that
Proposition 2.8. If (R,.) is a quasi order then so is (S,≤f ).
Proposition 2.9. If f is an injetion and (R,.) is a poset, then (S,≤f ) is a poset.
While every augmentation ⊑ of a relation (S,≤) an of ourse be represented as
the homomorphi augmentation ≤i via the inlusion funtor i : (S,≤)→ (S,⊑), the
point here is that homomorphi augmentations sometimes provide a nie represen-
tation of an augmentation, and they also provide a means of onstruting augmen-
tations with useful properties.
Example 2.10. Restritive augmentations. Any partial order (P,≤) an be identi-
ed with a subset of its Dedekind ompletion (P(P ),⊆):
p 7→ Op = {q ∈ P : q ≤ p},
i.e. this map is an embedding (i.e. p ≤ q i Op ⊆ Oq) sine (P,≤) is a quasi order,
and it is injetive sine (P,≤) is moreover a poset. This view leads to a natural way
of augmenting a given poset, and more generally a given quasi order (O,≤). For a
subset X ⊆ O, we an dene a funtor fX : (O,≤)→ (P(O),⊆) by
(2.4) fX(p) = Op ∩X,
i.e. fX ∈ Hom((O,≤), (P(O),⊆)). Then
(2.5) p ≤fX q iff Op ∩X ⊆ Oq ∩X,
and by propositions 2.6 and 2.8, (O,≤fX ) is a quasi order augmentation of (O,≤).
Note that the augmentedness inreases as X dereases, i.e. X ⊆ Y implies ≤fY →
≤fX , and ≤fO ↔ ≤. We all ≤fX the restritive augmentation of (O,≤) by X.
2.3. Projetions. Projetions provide us with the fundamental examples of quasi
order homomorphisms for produts of quasi orders. They are to be used as param-
eters for augmentations.
For any family (Si,≤i) (i ∈ I) of relations where I is some index set, the Cartesian
produt is viewed as a relation where the omparison is made oordinatewise. The
subategories Q and P of Rel are losed under arbitrary Cartesian produts.
Denition 2.11. Suppose Si (i ∈ I) is a family of sets where I is some index set.
For eah j ∈ I, the map pij :
∏
i∈I Si → Sj dened by
(2.6) pij(x) = x(j)
is an epimorphism alled the projetion onto the jth oordinate. Generalizing to
h : J → I (J ⊆ I), the projetion by h is dened by
(2.7) pih(x) = x ◦ h,
and thus pih :
∏
i∈I Si →
∏
j∈J Sh(j).
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Suppose further that the index set I is well ordered. For eah a ⊆ I, we dene
(2.8) pia = piea,
where ea is the (unique) enumeration of a by the rst otp(a) elements of I. This is
useful when dealing with a power, i.e. Si = S for all i, in whih ase pia : S
I → Sotp(a).
Proposition 2.12. pih ∈ Hom
(∏
i∈I Si,
∏
j∈J Sh(j)
)
for all h : J → I. If moreover,
h is an injetion, then pih ∈ Epi
(∏
i∈I Si,
∏
j∈J Sh(j)
)
.
Thus the `true' projetions are given by injetions h.
Denition 2.13. We write proj
(∏
i∈I Si
)
= {pih : h injets I into I}, or just proj
when the intended produt is lear.
Proposition 2.14. piJ(x)(j) = x(i) where i is the j
th
element of J .
Proposition 2.15. Suppose Si = S for all i ∈ I. If h : I → I then pih ∈ Endo(S
I),
and if moreover h is a bijetion then pih ∈ Aut(S
I). Thus when I is well ordered
and J ⊆ I has the same order type as I, piJ is an endomorphism.
Note that h 7→ pih is ontravariant:
Proposition 2.16. If g : J → I and h : K → J (K ⊆ J ⊆ I), then pig◦h = pih ◦ pig.
Proof. For all x ∈
∏
i∈I Si,
(2.9) pig◦h(x) = x ◦ g ◦ h = pih(x ◦ g) = pih ◦ pig(x).
Some notation spei to the order NI will be needed later.
Notation 2.17. We denote the support of a member x of NI by
supp(x) = {i ∈ I : x(i) 6= 0}.
We write 0I , or just 0, for the element with empty support. More generally, for eah
n ∈ N we let n denote the element satisfying n(i) = n for all i ∈ I. And χJ denotes
the harateristi funtion of J ⊆ I, and for eah i ∈ I, we write χi for χ{i}. Thus
supp(χi) = {i} and χi(i) = 1.
3. Properties of quasi orders
We disuss various properties of abstrat relations, and their assoiated augmen-
tations or diminishments. The standard relational properties of antisymmetry (sub-
setion 3.2) and transitivity (subsetion 3.3) are onsidered. And we onsider the
separativity property (subsetion 3.1) whih is ommonly mentioned in the ontext
of set theoreti foring with a partial order. Then ve new properties are introdued.
The two properties (Υ,Θ)-linearity (subsetion 3.4) and strit (Υ,Θ)-linearity (sub-
setion 3.5) are generalizations of the usual notion of linearity. The three remain-
ing properties, (Υ,Θ)-stritness (subsetion 3.6), (Υ,Θ)-orretness (subsetion 3.7)
and negative (Υ,Θ)-stritness (subsetion 3.8), orrespond to pinning the inequali-
ties <,  and ≮, respetively.
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Pinning. Now we introdue the notion of pinning.
Denition 3.1. Let (S,R) be a relation. For Θ ⊆ SS (i.e. funtions from S into S)
and p, q ∈ S, we say that a funtion σ ∈ SS pins the statement pp R qq with respet
to Θ if
(3.1) τ ◦ σ(p) R τ ◦ σ(q) for all τ ∈ Θ.
And we say that a family Υ ⊆ SS pins the relation R with respet to Θ if for all
p, q ∈ S, p R q implies there exists σ ∈ Υ that pins pp R qq with respet to Θ.
A given relation (S,≤) indues the inequality relations on the same base set S,
i.e. the relations (S,<), (S,) and (S,≮). We shall onsider pinning for these three
inequality relations. Note that pinning is symmetri in the following sense:
Proposition 3.2. Let (S,≤) be a relation. If Υ pins the relation ≤ with respet
to Θ, then it also pins the relation ≥ with respet to Θ.
Thus the relations orresponding to the inequalities >,  and ≯ are all overed
by the above relations. Notie that for the given the relation (S,≤) we have not
mentioned pinning ≤ itself. This is beause we are primarily onerned with families
of funtions that are endomorphisms, in whih ase pinning is automati:
Proposition 3.3. Suppose Θ ⊆ Endo(S,≤). Then every endomorphism σ pins
every instane of p ≤ q with respet to Θ.
Proof. Let σ ∈ Endo(S,≤). If p ≤ q, then for all τ ∈ Θ, τσ(p) ≤ τσ(q) beause
τσ ∈ Endo(S,≤). 
It should be mentioned that we deem the primary instane of pinning to be the
ase where Υ = Θ. Indeed in the next paper of this series this is the only ase
onsidered.
Notation 3.4. The pair (S,≤) will be used to represent an arbitrary relation. We
use (O,≤) to represent an arbitrary quasi order, and (P,≤) for an arbitrary poset.
Heneforth, we shall use the parameter pair (Υ,Θ) to denote a pair of subsets of SS ,
whereas we use (Λ,Π) to indiate that the parameters onsist of endomorphisms,
i.e. Λ,Π ⊆ Endo(S,≤).
3.1. Separativity.
Denition 3.5. Two elements p and q of a quasi order (O,≤) are ompatible, written
p ≈ q, if they have a ommon extension r ≤ p, q. We write p 6≈ q for p inompatible
with q (i.e. not ompatible).
Denition 3.6. A quasi order (O,≤) is separative if for all p  q in O, there exists
r ≤ p in O suh that r 6≈ q.
Proposition 3.7. Quasi linear orders (s.v. subsetion 3.4) are either omplete or
nonseparative.
Proposition 3.8. Every quasi order with a minimum element is either omplete or
nonseparative.
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Example 3.9. For any set X, (P(X) \ {∅},⊆) is separative. For supposing a * b,
say x ∈ a \ b, then the singleton {x} ⊆ a, and {x} 6≈ b.
By omparison, for any nonempty index set I, (NI \ {0I},≤) is nonseparative.
Consider 2 · χi  χi (see notation 2.17).
Let (O,≤) be a given quasi order. Then let f : (O,≤)→ (P(O),⊆) be the funtor
determined by
f(p) = {q ∈ O : q ≈ p}.
Denition 3.10. We write ≤sep for ≤f and all it the separative augmentation of
(O,≤), for reasons explained below.
Proposition 3.11. ≤sep is quasi order augmentation of ≤ that is separative.
Proof. Clearly p ≤ q implies f(p) ⊆ f(q), and thus ≤f is a quasi order augmentation
of ≤ by propositions 2.6 and 2.8. And it is learly separative. 
≤sep is the minimum separative augmentation in the following sense.
Lemma 3.12. (O,≤sep) is the minimum augmentation of (O,≤) that is separative
and preserves inompatibility, i.e. if ⊑ is an augmentation of ≤, ⊑ is separative and
for all p, q ∈ O, (O,≤) |= p 6≈ q i (O,⊑) |= p 6≈ q, then ≤sep → ⊑.
Proof. Suppose p 6⊑ q. Then there exists r ⊑ p whih is inompatible with q with
respet to ⊑. Sine ≤ → ⊑, (O,≤) |= r 6≈ q. And sine ⊑ preserves inompatibility,
(O,≤) |= r ≈ p. Thus p f q. 
Corollary 3.13. If (O,≤) is separative, then ≤sep ↔ ≤.
Remark 3.14. Note that the separative quotient of a quasi order (O,≤) is the set of
equivalene lasses over the relation p ∼sep q if f(p) = f(q).
Example 3.15. Borrowing notation from analysis c00 = {x ∈ NN : supp(x) is
nite}, and writing c+00 = N
N \ c00, we onsider the lattie (c
+
00,≤). The separative
augmentation of this lattie is given by
(3.2) x ≤sep y iff supp(x) ⊆∗ supp(y).
Also note that the separative quotient is isomorphi to ((P(N) / Fin) \ {0},⊆∗),
where Fin denotes the ideal of all nite subsets of N, P(N) /Fin is the quotient over
this ideal, and ⊆∗ is inlusion modulo nite.
By omparison, the separative augmentation of (Fin+,⊆), where Fin+ is the
oideal P(N) \ Fin, is given by a ≤sep b i a ⊆∗ b.
3.2. Antisymmetry. Reall that a quasi order (O,≤) is antisymmetri i (O,≤)
is a poset i p ≤ q and q ≤ p imply p = q for all p, q ∈ O.
Note that if (O,≤) is not antisymmetri then neither are any of its augmentations.
Denition 3.16. For a given quasi order (O,≤) we dene
p ≤asym q if p = q or p < q
(see notation 2.1), and all ≤asym the antisymmetri diminishment.
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Proposition 3.17. (O,≤asym) is a partial order diminishment of (O,≤) (and in
partiular it is antisymmetri).
Proposition 3.18. If ≤ is antisymmetri then ≤asym ↔ ≤.
≤asym is not in general a minimal diminishment that is antisymmetri. For ex-
ample:
Proposition 3.19. If (O,≤) is a omplete quasi order then the asymmetri dimin-
ishment is the equality partial order, i.e. ≤asym ↔ =.
However, it is in some sense, whih we will not make preise, the minimal denable
antisymmetri diminishment. Obtaining a minimal diminishment generally requires
an appliation of hoie.
Example 3.20. The antisymmetri diminishment of (NN,≤∗) satises
x ≤asym y iff x = y or x <∗ y
(see example 2.2).
3.3. Transitivity. Reall that a relation (S,≤) is transitive if for all p, q, r ∈ S,
p ≤ q and q ≤ r imply p ≤ r.
Denition 3.21. The transitive augmentation of (S,≤), written ≤tran, is dened
by p ≤tran q if there exists a nite sequene p0, . . . , pn−1 in S whih forms a hain
from p to q, i.e.
p = p0 ≤ p1 ≤ · · · ≤ pn−1 = q.
Proposition 3.22. ≤tran is an augmentation of ≤ that is transitive.
This is usually alled the transitive losure of a relation in the literature; however,
the terminology transitive augmentation mathes our present ontext. The following
basi fat is well known.
Proposition 3.23. ≤tran is the minimum augmentation of ≤ that is transitive,
i.e. if ⊑ is transitive and ≤ → ⊑ then ≤tran → ⊑.
Note that endomorphisms are preserved under the transitive augmentation.
Proposition 3.24. Endo(S,≤) ⊆ Endo(S,≤tran).
Denition 3.25. A yle in a relation (S,≤) means a (nite) yle in the assoiated
direted graph, i.e. a nite C ⊆ S is a yle i it is of the form C = {p0, . . . , pn−1}
where p0 ≤ p1 ≤ · · · ≤ pn−1 ≤ p0. We say that the yle is bidiretional if pn−1 ≤
pn−2 ≤ · · · ≤ p0.
Proposition 3.26. For all p, q ∈ S, p =tran q (i.e. p ≤tran q and q ≤tran p, see (2.2))
i there exists a yle ontaining both p and q.
We make the following observation onerning when stritly less than is preserved
under taking the transitive augmentation.
Proposition 3.27. The following are equivalent :
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(a) p <tran q i there exists a hain p0 ≤ · · · ≤ pn−1 from p to q suh that pi−1 < pi
for some i = 1, . . . , n− 1, for all p, q ∈ S.
(b) p < q implies p <tran q for all p, q ∈ S.
() Every yle in (S,≤) is bidiretional.
Proof. Use proposition 3.26. 
3.4. (Υ,Θ)-linearity. Reall that a quasi linear order is a quasi order (O,≤) that
is linear : p ≤ q or q ≤ p for all p, q ∈ O. We generalize the notion of linearity as
follows.
Denition 3.28. Suppose Υ,Θ ⊆ SS . We say that ≤ is (Υ,Θ)-linear if for all
p, q ∈ S,
σ(p) ≤ σ(q) for some σ ∈ Υ or τ(q) ≤ τ(p) for some τ ∈ Θ.
In the speial ase where Υ = Θ, we just say Θ-linear.
Proposition 3.29. ≤ is Θ-linear i for all p, q ∈ S there is a τ ∈ Θ for whih τ(p)
is omparable to τ(q).
Example 3.30. The partial order (NN,≤) is proj-linear (see denition 2.13), be-
ause for all x, y ∈ NN, there is an innite a ⊆ N suh that either x(n) ≤ y(n) for
all n ∈ a, or y(n) ≤ x(n) for all n ∈ a, and then pia = piea ∈ proj and pia(x) is
omparable with pia(y).
Notation 3.31. For x ∈
∏
i∈I Xi and y ∈
∏
j∈J Yj we let x
⌢y denote the image of
(x, y) under the natural assoiation between
(∏
i∈I Xi
)
×
(∏
j∈J Yi
)
and
∏
i∈I∐J Zi
where Zi = Xi for i ∈ I and Zj = Yj for j ∈ J .
Example 3.32. We dene Π0 ⊆ Endo(NN,≤) as the family of all σ : NN → NN
of the form σ(x) = pih(x)
⌢ρ(x) where h : even → even is an injetion and ρ ∈
sym(odd), i.e. ρ is a permutation of the odd numbers. Note that Π0 is a submonoid
of (Endo(NN,≤), ◦). And (NN,≤) is not Π0-linear.
Note that (Υ,Θ)-linearity is symmetrial.
Proposition 3.33. ≤ is (Υ,Θ)-linear i it is (Θ,Υ)-linear.
The strength of linearity dereases with the parameters Υ and Θ.
Proposition 3.34. If Υ ⊆ Υ′ and Θ ⊆ Θ′ then (Υ,Θ)-linearity entails (Υ′,Θ′)-
linearity.
If Υ or Θ onsists of a single element σ we write σ instead of {σ}.
Proposition 3.35. ≤ is (id,Θ)-linear i for all p, q ∈ S,
p  q implies τ(q) ≤ τ(p) for some τ ∈ Θ.
Proposition 3.36. A quasi order is a quasi linear order i it is id-linear.
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Denition 3.37. The (Υ,Θ)-linear augmentation of ≤ is dened by
p ≤linΥ,Θ q if p ≤ q or
(σ(p)  σ(q) for all σ ∈ Υ and τ(q)  τ(p) for all τ ∈ Θ).
Aordingly, the Θ-linear augmentation of ≤ is given by ≤linΘ = ≤
lin
Θ,Θ.
Proposition 3.38. p ≤linid,Θ q i p ≤ q or τ(q)  τ(p) for all τ ∈ Θ.
Lemma 3.39. Assume that there exists σ ∈ Υ suh that Υ ◦ σ ⊆ Υ and Θ ◦ σ ⊆ Θ
(e.g. if id ∈ Υ). Then ≤linΥ,Θ is a (Υ,Θ)-linear augmentation of ≤.
Proof. Take any p, q ∈ S. Then σ(p) ≤linΥ,Θ σ(q) witnesses (Υ,Θ)-linearity, and hene
we suppose σ(p) linΥ,Θ σ(q). This implies that either piσ(p) ≤ piσ(q) for some pi ∈ Υ
or τσ(q) ≤ τσ(p) for some τ ∈ Θ, and thus piσ(p) ≤linΥ,Θ piσ(q) or τσ(q) ≤
lin
Υ,Θ τσ(p).
Sine piσ ∈ Υ and τσ ∈ Θ this veries (Υ,Θ)-linearity. 
The denition is reasonable in the following sense.
Proposition 3.40. If ≤ is (Υ,Θ)-linear then it is equal to its (Υ,Θ)-linear aug-
mentation.
And the augmentedness respets the parameters in aordane with proposi-
tion 3.34.
Proposition 3.41. If Υ ⊆ Υ′ and Θ ⊆ Θ′ then ≤linΥ′,Θ′ → ≤
lin
Υ,Θ.
We have not established here that this is the best possible denition of an (Υ,Θ)-
linear augmentation. We annot ahieve minimality with one denition sine mini-
mality in general requires the axiom of hoie. Also note that despite the fat that
(Υ,Θ)-linearity is symmetrial in its two parameters (proposition 3.33), the aug-
mentation ≤linΥ,Θ is not. In examples 3.44 and 3.45, one of the two possibilities ≤
lin
Υ,Θ
yields a natural augmentation of (NN,≤), while the other ≤linΘ,Υ is unnatural and
not even transitive. A positive answer to the following question would at least prove
that ≤linΘ is the right denition of a Θ-linear augmentation in the ase Θ = Υ.
The augmentation ≤linΥ,Θ an be dened by one formula in the language of set
theory whih applies to all relations (S,≤) and allΥ,Θ ⊆ SS . The following question
asks whether ≤linΘ is the minimum among all suh denable Θ-linear augmentations
(restrited to the ase Υ = Θ).
Question 1. Is it so that for any formula ψ(x, y, z), if for every relation (S,≤)
and every Θ ⊆ SS there is a unique x suh that ψ(x, (S,≤),Θ) holds, and (S, x)
is a Θ-linear augmentation of (S,≤), then for every relation (S,≤) and Θ ⊆ SS,
ψ(x, (S,≤),Θ) implies ≤linΘ → x?
Sometimes ≤linΥ,Θ yields a quasi/partial order augmentation.
Lemma 3.42. Let (O,≤) be a quasi order, and let Π be a subsemigroup of (Endo(O,
≤), ◦). If ≤ is a quasi Π-linear ordering then ≤linid,Π is a quasi order augmentation
of ≤.
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Proof. Reexitivity holds beause ≤ → ≤linid,Π. Hene we need to verify transitivity,
for whih we use proposition 3.38. To this end we assume that p ≤linid,Π q but
p linid,Π r, and prove that q 
lin
id,Π r. Sine p 
lin
id,Π r, there exists pi ∈ Π suh that
(3.3) pi(r) ≤ pi(p).
First we note that q  r; otherwise, sine p  r, we would have p  q, and
sine pi ∈ Endo(O,≤), pi(q) ≤ pi(r), whih would together with p ≤linid,Π q imply
pi(r)  pi(p) ontraditing (3.3). It remains to nd τ ∈ Π suh that τ(r) ≤ τ(q) to
prove q linid,Π r. If p ≤ q then by (3.3), pi(r) ≤ pi(p) ≤ pi(q) as needed; otherwise,
p ≤linid,Π q, the fat that Π is a subsemigroup and Π-linearity together imply that
there exists σ ∈ Π suh that σpi(p) ≤ σpi(q); and therefore σpi(r) ≤ σpi(q) by (3.3),
whih is as needed sine σpi ∈ Π. 
Lemma 3.43. Let (P,≤) be a partial order, and let Π be a subsemigroup of (Endo(P,
≤), ◦). If ≤ is a Π-linear ordering then ≤linid,Π is a partial order augmentation of ≤.
Proof. By lemma 3.42, we know that ≤linid,Π is a quasi order augmentation. Thus we
only need verify antisymmetry. Suppose p ≤linid,Π q and q ≤
lin
id,Π p. By Π-linearity,
there exists pi ∈ Π suh that pi(p) is omparable with pi(q). Assume without loss
of generality that pi(p) ≤ pi(q). Then q ≤linid,Π p implies q ≤ p. But this implies
τ(q) ≤ τ(p) for all τ ∈ Π, and hene for some τ ∈ Π 6= ∅. Therefore, p ≤linid,Π q
implies p ≤ q, and now p = q sine ≤ is antisymmetri. 
Example 3.44. In example 3.30 we observed that (NN,≤) is proj-linear. Thus
≤linproj ↔ ≤ by proposition 3.40. And moreover by lemma 3.43, (N
N,≤linid,proj) is an
(id,proj)-linear partial order augmentation of (NN,≤). Indeed for all x, y ∈ NN,
(3.4) x ≤linid,proj y iff x ≤ y or x≪
∗ y,
where we let≪∗ denote the relation x≪∗ y if x(n) < y(n) for all but nitely many n
(this relation is often written <∗ in the literature; however, this disagrees with the
notation of this paper; see example 2.2). It follows that x <linid,proj y i x < y or
x≪∗ y.
Example 3.45. By lemma 3.39 and proposition 3.33, (NN,≤linproj,id) is also an
(id,proj)-linear augmentation of (NN,≤). For all x, y ∈ NN,
(3.5) x ≤linproj,id y iff x ≤ y or (y ≪
∗ x and y  x).
However, this is not even a transitive relation.
Example 3.46. We onsider the Π0-linear augmentation of (NN,≤), where Π0 was
dened in example 3.32. Here
(3.6)
x ≤linΠ0 y iff x ≤ y or
(
(pieven(y)≪
∗ pieven(x) or piodd(x)  piodd(y))
and (pieven(x)≪
∗ pieven(y) or piodd(y)  piodd(x))
)
.
Note that e.g. pieven(x)≪
∗ pieven(y) i x(2n) < y(2n) for all but nitely many n.
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Example 3.47. Let Π1 be the family of all members of proj of the form pih where
either h = id or ran(h) ⊆ even. Then Π1 is a submonoid of Endo(NN,≤). Clearly
(NN,≤) is Π1-linear. And by proposition 3.38, we have that for all x, y ∈ NN,
x ≤linid,Π1 y iff x ≤ y or σ(y)  σ(x) for all σ ∈ Π1
iff x ≤ y or pieven(x)≪
∗ pieven(y).
(3.7)
3.5. Strit (Υ,Θ)-linearity. In some ways the following notion is more natural
than the preeding one. For example, while we are most interested in the ase
Π ⊆ Epi(O,≤), if Π does ontain a onstant funtion then (Υ,Π)-linearity beomes
a triviality.
Denition 3.48. We say that ≤ is stritly (Υ,Θ)-linear if for all p, q ∈ S,
σ(p) ≤ σ(q) for some σ ∈ Υ or τ(q) < τ(p) for some τ ∈ Θ.
When Υ = Θ we say that ≤ is stritly Θ-linear.
Strit linearity is stronger than linearity (proposition 4.7); however, strengthening
from linearity to strit linearity is only interesting when Υ 6= Θ, as indiated in
proposition 4.8.
Proposition 3.49. ≤ is stritly (id,Θ)-linear i for all p, q ∈ S,
p  q implies τ(q) < τ(p) for some τ ∈ Θ.
Proposition 3.50. If Υ ⊆ Υ′ and Θ ⊆ Θ′ then strit (Υ,Θ)-linearity entails strit
(Υ′,Θ′)-linearity.
Denition 3.51. The strit (Υ,Θ)-linear augmentation of ≤ is dened by
p ≤slinΥ,Θ q if p ≤ q or
(σ(p)  σ(q) for all σ ∈ Υ and τ(q) ≮ τ(p) for all τ ∈ Θ).
Lemma 3.52. Assume that there exists σ ∈ Υ suh that Υ ◦ σ ⊆ Υ and Θ ◦ σ ⊆
Θ (e.g. if id ∈ Υ), and also that id ∈ Θ. Then ≤slinΥ,Θ is a stritly (Υ,Θ)-linear
augmentation of ≤.
Proof. Take p, q ∈ S. Sine σ(p) ≤slinΥ,Θ σ(q) witnesses strit (Υ,Θ)-linearity, we
assume σ(p) slinΥ,Θ σ(q). Then either piσ(p) ≤ piσ(q) for some pi ∈ Υ, or
(3.8) τσ(q) < τσ(p)
for some τ ∈ Θ. In the former ase, sine piσ ∈ Υ, this veries strit (Υ,Θ)-linearity.
In the latter ase, we have in partiular that τσ(q) ≤slinΥ,Θ τσ(p), and it remains to
show τσ(p) slinΥ,Θ τσ(q). And this is so by (3.8), beause id(τσ(q)) < id(τσ(p)). 
The strit linear augmentation is in fat an augmentation of the linear augmen-
tation (theorem 4.14(a)).
Proposition 3.53. If ≤ is stritly (Υ,Θ)-linear then it is equal to its strit (Υ,Θ)-
linear augmentation.
Proposition 3.54. Υ ⊆ Υ′ and Θ ⊆ Θ′ imply ≤slinΥ′,Θ′ → ≤
slin
Υ,Θ.
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The main reason we found this augmentation interesting, is that in the ase
Υ = {id} it has a partiularly nie form.
Proposition 3.55. Let Π ⊆ Endo(S,≤). Then
p ≤slinid,Π q iff pi(q) ≮ pi(p) for all pi ∈ Π.
Example 3.56. (NN,≤linid,proj) is stritly (id,proj)-linear. In fat, in this partiular
example ≤linid,proj ↔ ≤
slin
id,proj.
Example 3.57. (NN,≤∗) is stritly (id,proj)-linear, while ≤slinid,proj → ≤
∗ 9 ≤slinid,proj.
Example 3.58. Let Π1 be the submonoid of Endo(NN,≤) from example 3.47. By
proposition 3.55, we have that for all x, y ∈ NN,
(3.9)
x ≤slinid,Π1 y iff σ(y) ≮ σ(x) for all σ ∈ Π1
iff y ≮ x and
(pieven(x) ≤ pieven(y) or pieven(x)≪
∗ pieven(y)).
Note that this is nontransitive.
3.6. (Υ,Θ)-stritness. The following property states that whenever p < q there is
member of Υ whih pins the strit inequality with respet to all members of Θ.
Denition 3.59. We say that ≤ is (Υ,Θ)-strit if Υ pins the relation (S,<) with
respet to Θ. In the speial ase Υ = Θ we say that ≤ is Θ-strit.
Expanding the denition yields:
Proposition 3.60. ≤ is (Υ,Θ)-strit i for all p, q ∈ S,
p < q implies ∃σ ∈ Υ ∀τ ∈ Θ τ ◦ σ(p) < τ ◦ σ(q).
This property is of interest to us beause it distinguishes between the quasi or-
derings ≤ and ≤∗ of NN.
Example 3.61. The quasi order (NN,≤) is not proj-strit, but (NN,≤∗) is a proj-
strit quasi order.
In the important ase where the parameters are families of endomorphisms, we
have an equivalent formulation.
Proposition 3.62. Let Λ,Π ⊆ Endo(S,≤). Then ≤ is (Λ,Π)-strit i for all
p, q ∈ S,
p < q implies ∃σ ∈ Λ∀τ ∈ Π τ ◦ σ(q)  τ ◦ σ(p).
Denition 3.63. The (Υ,Θ)-stritive augmentation of ≤ is dened by
p ≤strΥ,Θ q if p ≤ q or (q < p and ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(q) ≮ τ ◦ σ(p)).
In the speial ase Υ = Θ we refer to the Θ-stritive augmentation of ≤, and
write ≤strΘ .
In the ase of endomorphisms this beomes:
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Proposition 3.64. Let Λ,Π ⊆ Endo(S,≤). Then for all p, q ∈ S,
p ≤strΛ,Π q iff p ≤ q or (q < p and ∀σ ∈ Λ∃τ ∈ Π τ ◦ σ(p) ≤ τ ◦ σ(q)).
Lemma 3.65. Suppose that Θ is a submonoid of (SS , ◦) and Θ ◦ σ ⊆ Θ for some
σ ∈ Υ (e.g. if Υ ⊆ Θ). Then for all p, q ∈ S,
τ(p) < τ(q) for all τ ∈ Θ implies p <strΥ,Θ q.
Proof. Assume τ(p) < τ(q) for all τ ∈ Θ. Sine id ∈ Θ, p < q and in partiular
p ≤strΥ,Θ q. And q 
str
Υ,Θ p beause this is equivalent to
(3.10) q  p and (p ≮ q or ∃σ¯ ∈ Υ ∀τ ∈ Θ τ σ¯(p) < τσ¯(q)),
and for every τ ∈ Θ, the hypothesis implies that τσ(p) < τσ(q) beause τσ ∈ Θ.
Therefore the latter lause of the disjuntion in (3.10) holds, and as q  p, equa-
tion (3.10) holds, proving that p <strΥ,Θ q. 
Lemma 3.66. If Θ ⊆ SS is a submonoid and Θ ◦ σ ⊆ Θ for some σ ∈ Υ, then
≤strΥ,Θ is a (Υ,Θ)-strit augmentation of ≤.
Proof. Suppose p <strΥ,Θ q, i.e. p ≤
str
Υ,Θ q and q 
str
Υ,Θ p. Sine the latter implies that
q  p, the former implies that p < q. Therefore (see (3.10)) there exists σ¯ ∈ Υ suh
that
(3.11) τ σ¯(p) < τσ¯(q) for all τ ∈ Θ.
And thus for every τ ∈ Θ: piτσ¯(p) < piτσ¯(q) for all pi ∈ Θ, sine piτ ∈ Θ; hene,
lemma 3.65 yields τ σ¯(p) <strΥ,Θ τ σ¯(q). 
In partiular:
Corollary 3.67. If Θ ⊆ SS is a submonoid then ≤strΘ is a Θ-strit augmentation
of ≤.
In the ase of endomorphisms, the stritive augmentation is anonial, by whih
we mean that it is the minimum augmentation of the given relation that is strit for
the given parameters.
Lemma 3.68. Suppose that ⊑ is a (Λ,Π)-strit augmentation of ≤. Then ≤strΛ,Π →
⊑.
Proof. We assume ≤ → ⊑ and ⊑ is (Λ,Π)-strit. Suppose p ≤strΛ,Π q. If p ≤ q then
p ⊑ q as desired. Otherwise, by proposition 3.64, q < p and
(3.12) ∀σ ∈ Λ∃τ ∈ Π τσ(p) ≤ τσ(q).
If, by way of ontradition, p 6⊑ q, then q ⊏ p. Therefore, by proposition 3.62, there
exists σ ∈ Λ suh that τσ(p) 6⊑ τσ(q) for all τ ∈ Π. However, this is learly in
ontradition with (3.12). 
In any ase, we at least have that:
Proposition 3.69. If ≤ is (Υ,Θ)-strit then it is equal to its (Υ,Θ)-stritive aug-
mentation. In partiular, if ≤ is Θ-strit then it is equal to its Θ-stritive augmen-
tation.
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Sine we are primarily interested in endomorphi parameters, we would also like
to have them remain endomorphisms with respet to the augmented relation. This is
indeed the ase when the parameters satisfy an additional group theoreti property.
Lemma 3.70. Suppose Λ,Π ⊆ Endo(S,≤), where Λ is a subsemigroup and Λ◦Π ⊆
Λ (e.g. if Λ is a right ideal). Then Λ,Π ⊆ Endo(S,≤strΛ,Π).
Proof. Suppose p ≤strΛ,Π q. Take any endomorphism pi ∈ Endo(S,≤). We want to
show that pi(p) ≤strΛ,Π pi(q). If p ≤ q then pi(p) ≤ pi(q), and hene pi(p) ≤
str
Λ,Π pi(q).
Thus we an assume that q < p and
(3.13) ∀σ ∈ Λ∃τ ∈ Π τσ(p) ≤ τσ(q).
Similarly, we may also assume that pi(p)  pi(q), and thus pi(q) < pi(p) as q < p
implies pi(q) ≤ pi(p). It now remains to show that ∀σ ∈ Λ∃τ ∈ Π τσpi(p) ≤ τσpi(q).
If pi ∈ Λ then this is so by (3.13) as Λ is a subsemigroup. And if pi ∈ Π then this
follows by (3.13) sine σpi ∈ Λ for all σ ∈ Λ. 
Corollary 3.71. If Π ⊆ Endo(S,≤) is a subsemigroup, then Π ⊆ Endo(S,≤strΠ ).
While the stritive augmentation is anonial, it however fails in general to be a
quasi order augmentation.
Example 3.72. For all x, y ∈ NN,
(3.14)
x ≤strproj y iff x ≤ y or(
y < x and ∀pi ∈ proj∃σ ∈ proj σpi(x) ≤ σpi(y)
)
iff x ≤ y or (y < x and x ≤∗ y)
iff x ≤ y or (y < x and x =∗ y).
This is nontransitive. E.g. χ0 ≤
str
proj 0 and 0 ≤
str
proj χ1, but χ0 
str
proj χ1.
Example 3.73. Consider Π0 from example 3.32. For all x, y ∈ NN,
(3.15)
x ≤strΠ0 y iff x ≤ y or
(y < x and piodd(x) = piodd(y) and pieven(x) =
∗ pieven(y)).
The remainder of this subsubsetion is devoted to obtaining a strit quasi order
augmentation.
Proposition 3.74. If p <strΥ,Θ q then p < q and there exists σ ∈ Υ suh that
τ ◦ σ(p) < τ ◦ σ(q) for all τ ∈ Θ.
Proof. p <strΥ,Θ q implies p ≤ q beause q  p, and thus p < q. Now use equa-
tion (3.10). 
Lemma 3.75. Let (O,≤) be a quasi order. Suppose Λ,Π ⊆ Endo(O,≤) satisfy
Π ◦ Λ ⊆ Λ. Then every yle in (O,≤strΛ,Π) is bidiretional.
Proof. Suppose p <strΛ,Π q for some p, q ∈ O. We need to prove there is no hain
from q to p. The proof is by indution on the length n = 1, 2, . . . of a hain
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q = p0 ≤
str
Λ,Π p1 ≤
str
Λ,Π · · · ≤
str
Λ,Π pn−1, with the hypothesis that there exists σn ∈ Λ
suh that
(3.16) τσn(p) < τσn(pn−1) for all τ ∈ Λ.
For n = 1 this holds by proposition 3.74. To omplete the indution, suppose
pn−1 ≤
str
Λ,Π pn. If pn−1 ≤ pn then (3.16) holds beause τσn(pn−1) ≤ τσn(pn) implies
τσn(p) < τσn(pn) beause ≤ is transitive. Otherwise, there exists τn ∈ Π suh that
τnσn(pn−1) ≤ τnσn(pn). Sine Π ◦ Λ ⊆ Λ, σn+1 = τnσn ∈ Λ, and it satises (3.16).
It remains to show there is no hain from q to p. But given a hain from q of
length n, by the indution result there is a σn ∈ Λ satisfying (3.16). And this implies
that pn−1 strΛ,Π p, beause it implies pn−1  p as we are dealing with endomorphisms,
and there is no τ ∈ Λ with τσn(p) ≮ τσn(pn−1). 
Notation 3.76. We write ≤str,tranΥ,Θ for
(
≤strΥ,Θ
)
tran
the transitive augmentation of the
(Υ,Θ)-stritive augmentation.
Lemma 3.77. Suppose Λ,Π ⊆ Endo(O,≤), where Λ is a subsemigroup and Π is a
submonoid, satisfy Π ◦ Λ ◦ Π = Λ and Π ◦ σ ⊆ Π for some σ ∈ Λ. Then ≤str,tranΛ,Π is
(Λ,Π)-strit, and thus is a (Λ,Π)-strit quasi order augmentation of ≤.
Proof. Suppose that p <str,tranΛ,Π q. Then there exist p = p0 ≤
str
Λ,Π p1 ≤
str
Λ,Π · · · ≤
str
Λ,Π
pn−1 = q suh that pi−1 <
str
Λ,Π pi for some i = 1, . . . , n − 1. Therefore, lemma 3.66
applies sine Π ◦ σ ⊆ Π, and thus there exists σ¯ ∈ Λ suh that
(3.17) τ σ¯(pi−1) <
str
Λ,Π τ σ¯(pi) for all τ ∈ Π.
It will sue to show that τ σ¯(p) <str,tranΛ,Π τ σ¯(q) for all τ ∈ Π. Indeed for every τ ∈ Π,
lemma 3.70 applies sine Λ◦Π ⊆ Λ, and thus τ σ¯(p0) ≤
str
Λ,Π · · · ≤
str
Λ,Π τ σ¯(pn−1); there-
fore, sine Π ◦ Λ ⊆ Λ, by lemma 3.75, proposition 3.27 and (3.17), τσ(p0) <
str,tran
Λ,Π
τσ(pn−1) as needed. 
And this moreover yields the minimum strit quasi augmentation.
Corollary 3.78. Suppose Λ,Π ⊆ Endo(O,≤), where Λ is a subsemigroup and Π is
a submonoid, satisfy Π ◦ Λ ◦ Π = Λ and Π ◦ σ ⊆ Π for some σ ∈ Λ. If ⊑ is a quasi
order augmentation of ≤ that is (Λ,Π)-strit, then ≤str,tranΛ,Π → ⊑.
Proof. By lemma 3.77, ≤strΛ,Π is (Λ,Π)-strit, and therefore by lemma 3.68, ≤
str
Λ,Π →
⊑. And then sine ⊑ is transitive, we obtain the desired onlusion from proposi-
tion 3.23. 
Corollary 3.79. Suppose Π ⊆ Endo(O,≤) is a submonoid. Then ≤str,tranΠ is the
minimum Π-strit quasi order augmentation of ≤.
Projetive stritness ombined with transitivity does indeed haraterize eventual
dominane, as we shall see in theorem 4.18.
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3.7. (Υ,Θ)-orretness. This property onerns pinning the negated inequality .
Denition 3.80. We say that ≤ is (Υ,Θ)-orret if Υ pins the relation (S,) with
respet to Θ. When Υ = Θ we say that ≤ is Θ-orret.
Proposition 3.81. ≤ is (Υ,Θ)-orret i for all p, q ∈ S,
p  q implies ∃σ ∈ Υ ∀τ ∈ Θ τ ◦ σ(p)  τ ◦ σ(q).
Denition 3.82. The (Υ,Θ)-orretive augmentation of ≤ is dened by
p ≤corΥ,Θ q if p ≤ q or ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(p) ≤ τ ◦ σ(q).
In the ase Υ = Θ we write ≤corΘ,Θ as ≤
cor
Θ for the Θ-orretive augmentation.
Lemma 3.83. Suppose Θ is a subsemigroup of (SS , ◦), and there is a σ ∈ Υ suh
that either Θ ◦ σ ⊆ Θ or σ ◦Θ ⊆ Θ (e.g. if id ∈ Υ or Υ ∩Θ 6= ∅), then ≤corΥ,Θ is an
(Υ,Θ)-orret augmentation of ≤.
Proof. Suppose p corΥ,Θ q. This entails the existene of σ¯ ∈ Υ suh that
(3.18) τ σ¯(p)  τ σ¯(q) for all τ ∈ Θ.
Thus for every τ ∈ Θ, we moreover have τ¯στ σ¯(p)  τ¯στ σ¯(q) for all τ¯ ∈ Θ, beause
the hypothesis on σ and the fat that Θ is a semigroup imply that τ¯στ ∈ Θ.
Therefore τ σ¯(p) corΥ,Θ τ σ¯(q) for all τ ∈ Θ. 
In partiular:
Corollary 3.84. ≤corΘ is a Θ-orret augmentation of ≤, whenever Θ is a subsemi-
group.
The following shows that ≤corΥ,Θ is the minimum augmentation with the required
orretness, and thus is indeed the anonial orretive augmentation. Notie that
no assumptions are needed here on Υ and Θ.
Lemma 3.85. If ⊑ is an augmentation of ≤ that is (Υ,Θ)-orret, then ≤corΥ,Θ → ⊑.
Proof. Let ⊑ be an augmentation of ≤. Suppose that ⊑ is not an augmentation of
≤corΥ,Θ, say p ≤
cor
Υ,Θ q but p 6⊑ q. Then sine ≤ → ⊑, we have
(3.19) ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(p) ≤ τ ◦ σ(q),
whih implies that ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(p) ⊑ τ ◦ σ(q). Thus ⊑ is not (Υ,Θ)-
orret. 
Corollary 3.86. If ≤corΥ,Θ is (Υ,Θ)-orret, then it is the minimum augmentation
of ≤ that is (Υ,Θ)-orret.
Corollary 3.87. If ≤ is (Υ,Θ)-orret then it is equal to its (Υ,Θ)-orret aug-
mentation.
Normally it has a simpler form.
Proposition 3.88. Let Λ,Π ⊆ Endo(S,≤). Then for all p, q ∈ S,
p ≤corΛ,Π q iff ∀σ ∈ Λ∃τ ∈ Π τ ◦ σ(p) ≤ τ ◦ σ(q).
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Observe that all members of a subsemigroup Π remain endomorphisms of the
augmentation ≤corΠ , as is desired of an `endomorphi augmentation'. More generally:
Proposition 3.89. Let Λ,Π ⊆ Endo(S,≤). Then:
(a) If Λ is a subsemigroup then Λ ⊆ Endo(S,≤corΛ,Π).
(b) If Λ ◦Π ⊆ Λ then Π ⊆ Endo(S,≤corΛ,Π).
Proof. Use proposition 3.88. 
The orretive augmentation is espeially nie beause it is transitive.
Lemma 3.90. Let (O,≤) be a quasi order, and Λ,Π ⊆ Endo(O,≤). Suppose Λ sat-
ises Π◦Λ ⊆ Λ, and Π is a subsemigroup. Then ≤corΛ,Π is a quasi order augmentation
of ≤.
Proof. We need to verify transitivity, and we do so using proposition 3.88. Suppose
p ≤corΛ,Π q and q ≤
cor
Λ,Π r. Take σ ∈ Λ. Then there exists τ ∈ Π suh that τσ(p) ≤
τσ(q), and sine τσ ∈ Λ there exists pi ∈ Π suh that piτσ(q) ≤ piτσ(r). Now we
have piτ ∈ Π, and sine pi ∈ Endo(O,≤) and ≤ is transitive, (piτ)σ(p) ≤ (piτ)σ(q) ≤
(piτ)σ(r), proving that p ≤corΛ,Π r. 
Corollary 3.91. If Π ⊆ Endo(O,≤) is a subsemigroup of (Endo(O), ◦), then the
Π-orretive augmentation ≤corΠ is the minimum quasi order augmentation of ≤ that
is Π-orret.
Proof. By orollary 3.84, orollary 3.86 and lemma 3.90. 
Example 3.92. (NN,≤∗) is proj-orret. This is beause for any x, y ∈ NN, if
x ∗ y then letting a ∈ Fin+ be the (innite) set of oordinates where x(n) > y(n),
pia(x)(n) > pia(y)(n) for all n ∈ N, and thus for any h : N→ N, pihpia(x) > pihpia(y)
and in partiular, pihpia(x)  pihpia(y).
What is more, proj-orretness haraterizes ≤∗ in terms of ≤.
Theorem 3.93. (NN,≤∗) is the proj-orretive augmentation of (NN,≤); symboli-
ally, ≤∗ ↔ ≤corproj.
Proof. By lemma 3.85 and example 3.92, ≤corproj is a diminishment of ≤
∗
. Conversely,
suppose that x ≤∗ y. Then for any injetion f : N → N, as long as the range
of g : N → N avoids the appropriate nite set, pig ◦ pif (x) ≤ pig ◦ pif (y), proving
x ≤corproj y. 
If Θ is too large then the orretive augmentation is the omplete quasi order (see
setion 2.1).
Proposition 3.94. Let Θ ∩ Endo(S,≤) 6= ∅. Suppose that every p  q in S has a
τ ∈ Θ suh that τ(p) ≤ τ(q). Then ≤corΥ,Θ is the omplete quasi ordering.
Proof. Take pi ∈ Θ∩Endo(S,≤), and arbitrary p, q ∈ S. For all σ ∈ Υ, if σ(p) ≤ σ(q)
then piσ(p) ≤ piσ(q), and otherwise the hypothesis implies τσ(p) ≤ τσ(q) for some
τ ∈ Θ, proving p ≤corΥ,Θ q. 
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Example 3.95. The orretive augmentation ≤cor
Endo(NN)
of (NN,≤) by its family of
endomorphisms is the omplete quasi order.
On the other hand, if Θ is too restritive then the augmentation is trivial.
Lemma 3.96. Let (P,≤) be a poset. Suppose that every p  q in P has a σ ∈ Υ suh
that σ(p) > σ(q), and that Π ⊆ Mono(P,≤). Then ≤corΥ,Π is the trivial augmentation,
i.e. ≤corΥ,Π ↔ ≤.
Proof. Supposing p  q, let σ ∈ Υ satisfy σ(p) > σ(q). Then for all τ ∈ Π,
τσ(p) > τσ(q) beause τ ∈ Mono(P,≤) and ≤ is antisymmetri. Thus p corΥ,Π q by
proposition 3.88. 
Lemma 3.97. If Λ and Π both onsist entirely of order reeting (i.e. σ(p) ≤ σ(q)
implies p ≤ q) members of Endo(S,≤), then ≤corΛ,Π is the trivial augmentation.
Proof. First note that the order reeting endomorphisms form a subsemigroup of
(Endo(S,≤), ◦). Then note that if p  q and σ is order reeting, then σ(p)  σ(q)
by order reetion. Now proposition 3.88 applies. 
3.8. Negative (Υ,Θ)-stritness. Now we pin the negated inequality ≮.
Denition 3.98. We say that ≤ is negatively (Υ,Θ)-strit if Υ pins the relation
(S,≮) with respet to Θ. When Υ = Θ we say that ≤ is negatively Θ-strit.
Proposition 3.99. ≤ is negatively (Υ,Θ)-strit i for all p, q ∈ S,
p ≮ q implies ∃σ ∈ Υ ∀τ ∈ Θ τ ◦ σ(p) ≮ τ ◦ σ(q).
Proposition 3.100. Let Λ,Π ⊆ Endo(S,≤). Then negative (Λ,Π)-stritness is
equivalent to: for all p, q ∈ S,
p  q implies ∃σ ∈ Υ ∀τ ∈ Θ τ ◦ σ(p) ≮ τ ◦ σ(q).
Example 3.101. (NN,≤∗) is negatively proj-strit, but (NN,≤) is not.
Denition 3.102. The negative (Υ,Θ)-stritive augmentation is dened by
p ≤−strΥ,Θ q if p ≤ q or ∀σ ∈ Υ ∃τ ∈ Θ τ ◦ σ(p) < τ ◦ σ(q).
Aordingly, we write ≤−strΘ for ≤
−str
Υ,Θ , the negative Θ-stritive augmentation.
Lemma 3.103. Suppose Λ,Π ⊆ Endo(S,≤), where Λ is a subsemigroup and Λ◦Π ⊆
Λ. Then Λ,Π ⊆ Endo(S,≤−strΛ,Π ).
Proof. Suppose p ≤−strΛ,Π q. Take pi ∈ Endo(S,≤). If p ≤ q then learly pi(p) ≤
−str
Λ,Π
pi(q); hene, we an assume that ∀σ ∈ Λ∃τ ∈ Π τσ(p) < τσ(q). If pi ∈ Λ ∪ Π then
∀σ ∈ Λ∃τ ∈ Π τσpi(p) < τσpi(q) sine Λ ◦ (Λ ∪ Π) ⊆ Λ, proving that pi(p) ≤−strΛ,Π
pi(q). 
Corollary 3.104. If Π ⊆ Endo(S,≤) is a subsemigroup then Π ⊆ Endo(S,≤−strΠ ).
Proposition 3.105. Suppose Θ ◦ σ ⊆ Θ for some σ ∈ Υ. Then for all p, q ∈ S,
τ(p) ≮ τ(q) for all τ ∈ Θ implies p −strΥ,Θ q or p ≤ q.
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Proof. Suppose that p ≤−strΥ,Θ q and p  q. This implies that there exists τ ∈ Θ suh
that τσ(p) < τσ(q). And sine τσ ∈ Θ, the proof is omplete. 
Lemma 3.106. Suppose Λ,Π ⊆ Endo(S,≤) are both subsemigroups, Π ◦ σ ⊆ Π for
some σ ∈ Λ, and Λ ◦ Π ⊆ Λ. Then ≤−strΛ,Π is negatively (Λ,Π)-strit.
Proof. Note that by lemma 3.103, proposition 3.100 applies. Thus it sues to
assume that p −strΛ,Π q, and prove that there exists σ¯ ∈ Λ suh that τ σ¯(p) ≮
−str
Λ,Π τ σ¯(q)
for all τ ∈ Π.
By this assumption, there exists σ¯ ∈ Λ suh that τ σ¯(p) ≮ τ σ¯(q) for all τ ∈ Π.
Thus for every τ ∈ Π, piτσ¯(p) ≮ piτσ¯(q) for all pi ∈ Π sine piτ ∈ Π, and thus either
τ σ¯(p) −strΛ,Π τ σ¯(q) or else τ σ¯(p) ≤ τ σ¯(q), by proposition 3.105. In the former ase
our goal has been ahieved, and in the latter ase we obtain τ σ¯(q) ≤ τ σ¯(p) implying
that τ σ¯(q) ≤−strΛ,Π τ σ¯(p) whih sues. 
Corollary 3.107. If Π ⊆ Endo(S,≤) is a subsemigroup then ≤−strΠ is a negatively
Π-strit augmentation of ≤.
It appears that one does not get as anonial an augmentation as for the previous
two ases of pinning. In lemma 3.109 below it is shown that the negatively stritive
augmentation is minimal; however, it does not seem to be the minimum negatively
strit augmentation. We will not attempt to onrm this with a ounterexample.
Lemma 3.108. Suppose Λ,Π ⊆ Endo(S,≤) and Π ◦ σ ⊆ Λ for some σ ∈ Λ. Then
for all p, q ∈ S,
p =−strΛ,Π q iff [p] = [q],
i.e. [p] = [q] means p ≤ q and q ≤ p.
Proof. Suppose p =−strΥ,Θ q, but that by way of ontradition, p  q. Then
(3.20) τσ(p) < τσ(q)
for some τ ∈ Π. However, this implies that q  p beause τσ ∈ Endo(S). But sine
τσ ∈ Λ, there must exist pi ∈ Π suh that piτσ(q) < piτσ(p), ontraditing (3.20).
The onverse holds beause ≤ → ≤−strΛ,Π . 
Lemma 3.109. Suppose Λ,Π ⊆ Endo(S,≤) and Π ◦ σ ⊆ Λ for some σ ∈ Λ. If
⊑ is an augmentation of ≤ that is negatively (Λ,Π)-strit, and moreover ⊑ is a
diminishment of ≤−strΛ,Π , then in fat ⊑ ↔ ≤
−str
Λ,Π .
Proof. Let ≤ → ⊑ → ≤−strΛ,Π be negatively (Λ,Π)-strit. Suppose p ≤
−str
Λ,Π q. If p ≤ q
then p ⊑ q as desired. Assume then that p  q, and thus
(3.21) ∀σ¯ ∈ Λ∃τ ∈ Π τ σ¯(p) < τσ¯(q).
If it is not the ase that p ⊑ q then in partiular, p 6⊏ q and thus there exists σ¯ ∈ Λ
suh that τ σ¯(p) 6⊏ τ σ¯(q) for all τ ∈ Π; however, by (3.21), there exists τ ∈ Π suh
that
(3.22) τ σ¯(p) < τσ¯(q)
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whih implies τ σ¯(p) ⊑ τ σ¯(q), and thus τ σ¯(q) ⊑ τ σ¯(p) as well. Sine ⊑ → ≤−strΛ,Π ,
τ σ¯(p) =−strΛ,Π τ σ¯(q) and thus [τ σ¯(p)] = [τ σ¯(q)] by lemma 3.108, ontraditing (3.22).

Example 3.110. Consider (NN,≤). Then for all x, y ∈ NN, x ≤−strproj y i x ≤ y or
x≪∗ y. Thus in this ase, ≤linid,proj ↔ ≤
slin
id,proj ↔ ≤
−str
proj .
Example 3.111. Let Π0 ⊆ Endo(NN,≤) be the submonoid of example 3.32. Then
(3.23)
x ≤−strΠ0 y iff x ≤ y or(
pieven(x)≪
∗ pieven(y) and piodd(x) ≤ piodd(y)
)
or
(
pieven(x) ≤
∗ pieven(y) and piodd(x) < piodd(y)
)
.
4. Interrelationships
First we examine the relationships whih exist between the various properties of
relations that were introdued in setion 3. Then the orresponding relationships
between the augmentations are given in theorem 4.14, and are summarized in g-
ure 4.1. The disussion is onluded by providing ounterexamples to the other
onnetions.
We onsider the orretness property to be espeially signiant, partly due to
its position at the bottom of gure 4.1. Thus we are espeially interested in theo-
rem 4.15, whih gives a ne analysis of the orretive augmentation as a two step
augmentation (see also lemma 4.11). For this we need to introdue the notion of a
quasi lattie.
Denition 4.1. A quasi lattie is a quasi order (L,≤) suh that for every p, q ∈ L,
the set {p, q} has both an inmum and supremum. We write p∧q and p∨q for the set
of all inmums and supremums, respetively. The lass of quasi latties is viewed
as the ategory QL where the homomorphisms preserve inmums and inmums,
i.e. f : L→M is in HomQL((L,≤), (M,.)) i r ∈ p ∧ q implies f(r) ∈ f(p)∧ f(q),
and s ∈ p ∨ q implies f(s) ∈ f(p) ∨ f(q), for all p, q, r, s ∈ L.
Remark 4.2. We have found various usages of the term quasi lattie in the literature.
Proposition 4.3. For all p, q ∈ L, p ≤ q i p ∈ p ∧ q.
Proposition 4.4. QL is a subategory of Q, and thus HomQL((L,≤), (M,.)) ⊆
HomRel((L,≤), (M,.)).
The dierene between a lattie is that there the inmum and supremum are
unique when they exist.
Proposition 4.5. (L,≤) is a quasi lattie i its antisymmetri quotient is a lattie.
Example 4.6. (NN,≤∗) is a quasi lattie but not a lattie. And the projetions
proj(NN) are quasi lattie endomorphisms, i.e. proj(NN) ⊆ EndoQL(NN,≤∗).
Now we examine interrelationships between the various properties.
Proposition 4.7. Strit (Υ,Θ)-linearity entails (Υ,Θ)-linearity.
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Proposition 4.8. Strit Θ-linearity is equivalent to Θ-linearity.
Lemma 4.9. Suppose Θ ◦ Υ ⊆ Θ. If (S,≤) is Θ-linear, then (Υ,Θ)-orretness
entails strit (id,Θ)-linearity.
Proof. Assume that (S,≤) is (Υ,Θ)-orret. To prove strit (id,Θ)-linearity, sup-
pose p  q. By orretness, there exists σ ∈ Υ suh that τσ(p)  τσ(q) for all τ ∈ Θ.
And by Θ-linearity, there exists τ ∈ Θ suh that τσ(p) is omparable with τσ(q).
We onlude that τσ(q) < τσ(p). The proof is omplete with proposition 3.49, sine
τσ ∈ Θ. 
Proposition 4.10. Suppose Λ,Π ⊆ Endo(S,≤). Then (Λ,Π)-orretness entails
(Λ,Π)-stritness.
Proof. By proposition 3.62. 
Lemma 4.11. If (L,≤) is a quasi lattie and Λ,Π ⊆ EndoQL(L,≤), then (Λ,Π)-
stritness implies (Λ,Π)-orretness.
Proof. Suppose p  q in L, and take r ∈ p ∧ q. Then r < p, and thus stritness in
partiular implies the existene of σ ∈ Λ suh that
(4.1) τσ(p)  τσ(r) for all τ ∈ Π.
But τσ(r) ∈ τσ(p)∧ τσ(q), and thus (4.1) is equivalent to τσ(p)  τσ(q) by propo-
sition 4.3, as needed. 
Proposition 4.12. Suppose Λ,Π ⊆ Endo(S,≤). Then (Λ,Π)-orretness entails
negative (Λ,Π)-stritness.
Proof. Assume ≤ is (Λ,Π)-orret. Suppose p ≮ q. If moreover p  q then or-
retness gives σ ∈ Λ suh that τσ(p)  τσ(q), whih implies τσ(p) ≮ τσ(q), for all
τ ∈ Π. Otherwise, [p] = [q] and then sine we are dealing with endomorphisms, for
all σ ∈ Λ and all τ ∈ Π, [τσ(p)] = [τσ(q)] whih implies the desired result. 
Proposition 4.13. Suppose Π ⊆ Endo(S,≤) is a subsemigroup. Then (id,Π)-
linearity entails negative Π-stritness.
Proof. By propositions 3.35 and 3.100. 
Theorem 4.14. We have the following relationships between various augmentations.
(a) For Υ,Θ ⊆ SS arbitrary, ≤ → ≤linΥ,Θ → ≤
lin
id,Θ → ≤
slin
id,Θ.
(b) For all Θ ⊆ SS, ≤linΘ ↔ ≤
slin
Θ .
() For all Υ,Θ ⊆ SS where ≤ is Θ-linear and Θ ◦Υ ⊆ Θ, ≤slinid,Θ → ≤
cor
Υ,Θ.
(d) For all Λ,Π ⊆ Endo(S,≤), ≤strΛ,Π → ≤
cor
Λ,Π.
(e) For a quasi order (O,≤), and all Λ,Π ⊆ Endo(O,≤), if Π ◦ Λ ⊆ Λ and Π is a
subsemigroup, then ≤str,tranΛ,Π → ≤
cor
Λ,Π.
(f) For Υ,Θ ⊆ SS arbitrary, ≤−strΥ,Θ → ≤
cor
Υ,Θ.
(g) For every subsemigroup Π ⊆ Endo(S,≤), ≤−strΠ → ≤
lin
id,Π.
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Proof. (a) is by proposition 3.41, and (b) is immediate from the denitions.
To prove (), suppose p ≤slinid,Θ q. We need only deal with the ase p  q. Take
σ ∈ Υ. By Θ-linearity there exists τ ∈ Θ suh that τσ(p) is omparable to τσ(q).
And even if τσ(q) ≤ τσ(p), we must have τσ(p) ≤ τσ(q) proving p ≤corΥ,Θ q, beause
τσ ∈ Θ and thus τσ(q) ≮ τσ(p) by supposition.
(d) follows immediately from proposition 3.64. And (e) is an immediate onse-
quene of (d), lemma 3.90 and proposition 3.23.
To prove (f), suppose p ≤−strΥ,Θ q. We may as well assume that p  q. Then
∀σ ∈ Υ ∃τ ∈ Θ τσ(p) < τσ(q), whih obviously implies that p ≤corΥ,Θ q.
To prove (g) use proposition 3.38. 
Theorem 4.15. Let (L,≤) be a quasi lattie. Then for all Λ,Π ⊆ EndoQL(L,≤),
if p ≤corΛ,Π q then there exists r ∈ L suh that p ≤
str
Λ,Π r ≤
str
Λ,Π q. In partiular,
≤corΛ,Π → ≤
str,tran
Λ,Π .
Proof. Suppose p ≤corΛ,Π q and take r ∈ p ∧ q. We may as well assume that p  q, in
whih ase r < p, and
(4.2) ∀σ ∈ Λ∃τ ∈ Π τσ(p) ≤ τσ(q).
For every pi ∈ EndoQL(L,≤), sine pi(r) ∈ pi(p) ∧ pi(q), if pi(p) ≤ pi(q), or equiv-
alently pi(p) ∈ pi(p) ∧ pi(q), then pi(p) ≤ pi(r). Thus by (4.2), proposition 4.4 and
proposition 3.64, p ≤strΛ,Π r. And sine r ≤ q, r ≤
str
Λ,Π q, as required. 
Corollary 4.16. Suppose Λ,Π ⊆ EndoQL(L,≤), Π ◦ Λ ⊆ Λ and Π is a subsemi-
group. Then ≤corΛ,Π ↔ ≤
str,tran
Λ,Π .
Corollary 4.17. For every subsemigroup Π ⊆ EndoQL(L,≤), ≤
cor
Π ↔ ≤
str,tran
Π .
Theorem 4.18. (NN,≤∗) is the transitive augmentation of the proj-stritive aug-
mentation of (NN,≤); symbolially, ≤∗ ↔ ≤str,tranproj .
Proof. By theorem 3.93 and orollary 4.17, ≤∗ ↔ ≤str,tranproj . 
Note that in the gure Υ E Endo symbolizes Υ is a subsemigroup of Endo.
No additional arrows exist in gure 4.1, at least without making additional as-
sumptions beyond those made in theorem 4.14:
• First we show that there are no other arrows originating from≤strΥ,Θ. Examples 3.72
and 3.56 and equation (3.4) demonstrate that≤strproj 9 ≤
slin
id,proj. And example 3.110
implies that ≤strproj 9 ≤
−str
proj .
• To verify that no other arrows start from ≤−strΥ,Θ , rst note that ≤
−str
proj 9 ≤
str
proj by
example 3.110. It now sues to notie that by example 3.110, and example 3.30
and proposition 3.40, ≤−strproj 9 ≤
lin
proj ↔ ≤.
• We hek that no other arrows emanate from ≤linΥ,Θ. With examples 3.46 and 3.73,
we see that ≤linΠ0 9 ≤
str
Π0
. And then with example 3.111, we see that ≤linΠ0 9 ≤
−str
Π0
.
• Clearly ≤linid,proj 9 ≤
lin
proj ↔ ≤.
• By examples 3.47 and 3.58, ≤slinid,proj 9 ≤
lin
id,proj.
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≤
≤lin
Υ,Θ
≤str
Υ,Θ
≤
−str
Υ,Θ
≤lin
id,Θ
≤slin
id,Θ
≤
str,tran
Υ,Θ
≤cor
Υ,Θ
Θ
-linearity, Θ
◦
Υ
⊆
Θ Υ,Θ ⊆ Endo(O), Θ ◦Υ ⊆ Υ, Θ E Endo
Θ =
Υ E
Endo
Figure 4.1. Interrelationships
• Theorem 4.18 shows that ≤str,tranproj 9 ≤
slin
id,proj, ≤
str,tran
proj 9 ≤
str
proj and ≤
str,tran
proj 9
≤−strproj .
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