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Abstract
We are concerned with a two-point boundary value problem for a semilinear singularly perturbed reaction–
di3usion equation with a singular perturbation parameter . Our goal is to construct global -uniform approx-
imations of the solution y(x) and the normalized &ux P(x) = (d=dx)y(x), using the collocation with the
classical quadratic splines u(x)∈C1(I) on a slightly modi7ed piecewise uniform mesh of Shishkin type. The
constructed approximate solution and normalized &ux converge -uniformly with the rate O(n−2 ln2 n) and
O(n−1 ln n), respectively, on the Shishkin-type mesh, and with O(n−1 ln−2 n) and O(ln−3 n) when the mesh
has to be modi7ed. We present numerical experiments in support of these results.
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1. Introduction
We consider the semilinear problem
Ly =−2y′′ + f(x; y) = 0 x∈ I = [0; 1]; y(0) = 0; y(1) = 0; (1)
Here  is a positive parameter, f(x; y)∈C2(I × R), f(x; y) has bounded partial derivatives and
fy(x; y)¿2 ¿ 0 for all (x; y)∈ I × R.
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Di3erential equations with a small parameter  multiplying the highest-order derivative terms are
said to be singularly perturbed. They occur frequently in engineering applications and in environmen-
tal sciences for example, in &uid &ow at high Reynolds number, advection-dominated heat and mass
transfer, semiconductor device models, theory of plates, shellsand chemical kinetics. Small values of
 correspond to large values of the characteristic numbers such as the Reynolds, PKeclet, or Hartmann
numbers, which are used in various branches of hydrodynamics and magnetohydrodynamics.
In the case of singularly perturbed boundary value problem, for which accurate estimates of the
di3usive &uxes are required, methods must be involved which approximate both the solution and the
normalized &uxes accurately. Investigations of such methods have been sparse in the literature (see,
e.g., Shishkin [6], Andeev and Savin [1]). Our paper is devoted to the construction of -uniform ap-
proximations, using collocation with the classical quadratic splines u(x)∈C1(I) on slightly modi7ed
Shishkin’s meshes, of both the solution and the normalized &uxes. Since the derivative (d=dx)y in-
creases unboundedly on the boundary as the parameter  tends to zero while the normalized di3usive
&ux P(x) = (d=dx)y(x) remains bounded, we also consider the approximation of the normalized
&ux by the function (d=dx)u(x).
Throughout the paper, M denotes any positive constant that may take di3erent values in di3erent
formulas, but always independent of  and the number of nodes.
2. Construction of the method
Problem (1) has a unique solution y∈C4(I) (see [4]), whose a priori estimates give the following
lemma:
Lemma 1. There exists a unique solution y(x) of problem (1). This solution
y(x) = v(x) + g(x) (2)
satis:es
|g( j)(x)|6M; |v( j)(x)|6M−j(e−x= + e(x−1)=); j = 1; 2; 3; 4: (3)
Proof. See [11].
We seek an approximate solution of problem (1) in the form of the quadratic spline u(x)∈C(I)
which on each subinterval Ii=[xi; xi+1]; i=0; : : : ; n−1 of the mesh n: 0=x0 ¡x1 ¡ · · ·¡xn−1 ¡xn=
1 has the form
ui(x) = ui + u′i(x − xi) + u′′i (x − xi)2=2: (4)
Let us de7ne the slightly modi7ed piecewise equidistant mesh of Shishkin-type (see [6,7]) appropriate
to problem (1). For a given positive integer n = 2k , k¿ 2, the interval [0; 1] is divided into three
subintervals [0; ], [; 1 − ], [1 − ; 1]. On each of these subintervals the equidistant meshes are
used. The transition point  from the 7ne to the coarse mesh is de7ned by =min{1=4; 4b−1 ln n},
where b=min{; 1}. We shall assume that =4b−1 ln n, since in the opposite case the method can
be analyzed using standard techniques.
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Set i0 = n=4, then xi0 = , xn−i0 = 1−  are the transition points and the mash spacing is given by
h˜1 = hi = xi+1 − xi = 16b−1n−1 ln n (5)
for i = 0; 1; : : : ; i0 − 1, n− i0; : : : ; n− 1, and
h˜2 = hi = xi+1 − xi = 2(1− 2)n−1; n−16 hi6 2n−1;
for i = i0; : : : ; n− i0 − 1.
Set h˜3 = b−1n ln n. If h˜36 h˜2=2, we shall modify the mesh adding two points to the Shishkin
mesh: x˜i0 = xi0 + h˜3 and x˜n−i0 = xn−i0 − h˜3. Then, we put n= n+ 2 and renumerate the points.
If h˜3 ¿h˜2=2, Shiskin mesh remains unchanged.
For the given function y(x)∈C1(I) we use the notation: yn=(y0; : : : ; yn)T; yi=y(xi), for i=0; : : : ; n;
Py i = (yi + yi+1)=2; for i = 0; : : : ; n− 1.
To derive the quadratic spline di3erence scheme we use the points xi+1=2=xi+hi=2, for i=0; : : : ; n−1
as the collocation points. In order to avoid the unknowns u(xi+1=2) we use as the collocation equations
−2u′′i + f(xi+1=2; Pu i) = 0; i = 0; : : : ; n− 1; (6)
instead of the equations −2u′′(xi+1=2) + f(xi+1=2; u(xi+1=2)) = 0.
The requirements u(x)∈C1(I), u0 = 0 and un = 0 give the system of equations:









i ; i = 0; : : : ; n− 1;
u0 = 0; un = 0: (7)
If we eliminate the derivatives from system (6), (7) we obtain the scheme:
r−i ui−1 + r
c
i ui + r
+
























f−i = f(xi−1=2; Pu i−1); f
+
i = f(xi+1=2; Pu i): (9)
Here ˝i = (hi + hi−1)=2, for i = 1; : : : ; n− 1.
Solving system (8), (9) we obtain un = (u0; : : : ; un)T, which is the approximation for the yn =
(y0; : : : ; yn)T. The unknown coeQcients u′′i and u′i we obtain from (6) and (7). Thus, the spline u(x),
de7ned by (4), approximates the exact solution y(x) on the interval I .
In Section 3 we estimate the truncation error of the derived di3erence scheme on modi7ed and
unmodi7ed mesh of Shishkin type.
3. Truncation error
Scheme (8) can be written in the form
Fun = 0; (10)
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0 for i = 0;
q−f−i + q
+f+i for i = 1; : : : ; n− 1;
0 for i = n:
Since (Fyn)0 = (Fyn)n = 0 we shall bound |(Fyn)i| for i = 1; : : : ; n− 1 in this section.
Lemma 2. Let y is the solution of problem (1). The truncation error Fyn of F approximating
L at y on the Shishkin mesh satis:es
‖Fyn‖∞6M (n−3 ln n+ n−4 ln4 n);
while on the modi:ed Shishkin mesh satis:es
‖Fyn‖∞6M (n−3 + n−4 ln4 n):
Proof. Suppose 7rst that xi is inside the [0; ] ∪ [1 − ; 1] where the mesh is equidistant, i.e.,








































−f(xi−1=2; Py i−1)); +i ∈ (xi; xi+1=2); −i ∈ (xi−1=2; xi); !0i ; !1i ∈ (xi; xi+1):













where $i is a point between yi+1=2 and Py i, #+i ∈ (xi; xi+1=2), #−i ∈ (xi−1=2; xi).
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From (5), (11) and Lemma 1 we have that
|(Fyn)i|6Mn−4 ln4 n for i∈{1; : : : ; i0 − 1} ∪ {n− i0 + 1; : : : ; n− 1}
and
|(Fyn)i|6Mn−4 for i∈{i0 + 3; : : : ; n− i0 − 3}:
Let us now estimate |(Fyn)i| for i∈ I0, where I0 = {i0; i0 + 1; i0 + 2; n− i0 − 2; n− i0 − 1; n− i0}.















where Qi = f(xi; yi)− f(xi+1=2; Py i), and





(b− s)kg(k+1)(s) ds= 1
(k + 1)!
(b− a)k+1g(k+1)()); )∈ (a; b):
Let us prove that
|Qi|6M |Bi(y)|; (12)
where
Bi(y) =f(xi; yi)− f(xi+1; yi+1) = 2(y′′i − y′′i+1)
= 2hiy′′′(xi + *ihi); 0¡*i ¡ 1:
By the Taylor expansion we get























; 0¡$1i ; $2i ¡ 1
and
Bi = (xi+1 − xi) 9f(x; y)9x
∣∣∣∣∣∣ x=xi
y=yi










; 0¡+1i ; +2i ¡ 1:
Since the partial derivatives of the function f(x; y) are uniformly bounded by the assumptions, there
is a constant M such that (12) holds. Thus,
|(Fyn)i|6M i(y); (13)













|R2(xi; xi+1; y)|+ hi−1hi˝i |R1(xi; xi−1; y
′)|: (14)
We will estimate  i(v) by considering each term separately. The modi7cation of the Shishkin mesh
is introduced because diQculties appear in the estimation of the second and the fourth term in (14).










e−($p; ihi=b); 0¡$p;i ¡ 1;
we can explicitly express (see [10])















While using this form of $p; i we estimated the value of h˜3 in order to achieve the same error bound
as in the boundary layers.





where from (15) we 7nd






Let i = i0, then hi = h˜3. The requirement
|.2i(v)|6Mn−4 ln4 n
is ful7lled if
hi6 h˜3 = b−1n ln n: (16)
For i∈{i0 + 1; i0 + 2} the proof follows from the inequality
max(.2i0+1(v); .2i0+2(v))6 .2i0(v):








where $3; i is de7ned by (15). For i = i0, the estimate
|.4i(v)|6Mn−4 ln4 n
follows from (16). For i∈{i0 + 1; i0 + 2} the proof follows from the inequality
max(.4i0+1(v); .4i0+2(v))6 .4i0(v):
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It is easy to prove that the other terms in (14) satisfy the same inequality, and we have
| i(v)i|6Mn−4 ln4 n for i∈{i0; i0 + 1; i0 + 2}: (17)
For the remained points i∈{n− i0; n− i0 − 1; n− i0 − 2} the proof is similar.






Let us consider now the expression  (g). We have that∣∣∣∣hi−1h2i Bi(g)2˝i2
∣∣∣∣6M hi−1˝i |R2(xi; xi+1; g)|:
According to Lemma 1 for the Shishkin mesh we obtain
hi−1
˝i
|R2(xi; xi+1; g)|6Mn−3 ln n




Since the other terms in (14) can be bounded by the same expressions, we obtain that for i∈ I0 and
the Shishkin mesh
 (g)6Mn−3 ln n;
while for i∈ I0 and the modi7ed Shishkin mesh
 (g)6Mn−3:
4. Convergence results for the approximate solution at the mesh points
First, we investigate the existence of the solution of scheme (6), (7). The function F , de7ned
with (10), is continuously di3erentiable on Rn+1 and F ′(z) is an (n+ 1)x(n+ 1) tridiagonal matrix
de7ned by
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where
p−i =−r−i + q−i fy(xi−1=2; (zi + zi−1)=2)=2;
p+i =−r+i + q+i fy(xi+1=2; (zi + zi+1)=2)=2;
pci =−rci + q−i fy(xi−1=2; (zi + zi−1)=2)=2 + q+i fy(xi+1=2; (zi + zi+1)=2)=2:
Let
i = |pci | − |p−i | − |p+i |:
For the equidistant part of the mesh with the smaller mesh step h˜1 we have










4 if 2n−2¿ 42;
2n−2
2
if 2n−2 ¡ 42:
Analysing i also for i∈ I0 we can 7nally conclude that





4 if 2n−2¿ 42 and i06 i6 n− i0;
2n−2
2
if 2n−2 ¡ 42 and i06 i6 n− i0; :
Thus, system (8) has the unique solution un ∈Rn+1.
Let S(z0; r) denotes the open ball in Rn+1 with the center z0 and diameter 2r.
Theorem 1. Let Lemma 2 holds. Then, there exists a constant M independent of  and n and there
exists the constant n1 which is dependent of M and independent of , so that scheme (8), (9) for
n¿ n1 has a solution un ∈Rn+1 satisfying
|y(xi)− ui|6MG(; n); i = 0; 1; : : : n; (18)
where on a mesh of Shishkin type
G(; n) := n−1 ln−1 n+ n−2 ln2 n;
while on the modi:ed mesh of Shishkin type
G(; n) := n−1 ln−2 n+ n−2 ln2 n:
The solution un is the unique solution in S(yn;MG(; n)).
Proof. Let M (0) be a comparison matrix for the matrix 0, i.e.,
M (0) =
{ |0ij|; i = j;
−|0ij|; i = j:
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Since, M (0) is a nonsingular H -matrix we have that [2,3,5,8]
|(0−1ij )|6M ((M (0))−1)ij :
Let us suppose that 2n−2¿ 42, then the following relations between the elements of the matrices



















|mij|6M for i0 + 16 i6 n− i0 − 1:

























In the case when 2n−2 ¡ 42 we shall consider (11) to estimate the participation of the function
g(x) in the error. Since
|Ki(y)|6 PKi(y) =M









; for i06 i6 n− i0;
which completes the proof.
Remark 1. If = 1 and the mesh is equidistant we obtain the well-known result
|y(xi)− ui|6Mn−2; i = 0; 1; : : : ; n;
while if 6 n−1 ln3 n and the mesh is of Shishkin type, we get
|y(xi)− ui|6Mn−2 ln2 n:
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5. Global convergence of the approximate solution
The continuous approximation of the function y(x) is given in the form of the quadratic spline
u(x). On each interval Ii; i=0; : : : ; n−1, u(x) has the form (4). In order to estimate z(x)=y(x)−u(x),
we use the equations
z(x) = zi + (x − xi)z′i + (x − xi)2z′′i =2 + (x − xi)3y′′′( i)=6; x∈ Ii; (19)
z′i = (zi+1 − zi)=hi − hiz′′(6i)=2; (20)
z′′i = (z
′
i+1 − z′i)=hi − (hiy′′′(!i))=2; where xi ¡  i; 6i; !i ¡ xi + 1: (21)
Theorem 2. Let Theorem 1 holds. Then
|y(x)− u(x)|6MG(; n); x∈ I: (22)
Proof. Since |zi|6MG(; n) (see (18)), we have that |u(xi)|6M , what implies |u′′(xi)|6M .
Using the Taylor expansion and (20) we get the following inequalities:
|(x − xi)z′i |6 |hiz′i |6 |zi+1 − zi|+ h2i |y′′(!i)|=2 + h2i |u′′i |=2; xi ¡!i ¡xi+1;
|(x − xi)z′i |6MG(; n) +Mn−2 ln2 n;
for 06 i6 i0 + 2; and n− i0 − 26 i6 n;
|(x − xi)z′i |6MG(; n) +Mn−2; for i0 + 36 i6 n− i0 − 3:
Further, we also have
|(x − xi)2z′′i |6 |h2i z′′i |6 hi|z′i+1 − z′i |+ h3i |y′′′(7i)|=2; xi ¡7i ¡xi+1:










for i∈{i0; i0+1; n− i0; n− i0 − 1}.
For remaining mesh points it is easy to verify the same estimate, which completes the proof.
6. Global convergence of the approximation of the normalized &ux
The normalized &ux P(x)= (d=dx)y(x) we approximate by the function p(x)= (d=dx)u(x). The
error of the approximation of the normalized &ux has the form
|z′(x)|6M |z′i + hiz′′(xi + $1; ihi)=2|; (23)
where $1; i is determined by (15).
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Theorem 3. Let Theorem 2 holds. Then




 ln−2 n+ n−1 ln n for 06 i6 i0 − 1; n− i0 + 16 i6 n;
2 ln−1 n+ n−1 ln2 n for i06 i6 n− i0;




ln−3 n for 06 i6 i0 − 1; n− i0 + 16 i6 n;
 n−1 + n−2 ln−3 n for i = i0; n− i0;
 ln−2 n+ n−(n+4) for i = i0 + 1; n− i0 − 1;
 ln−2 n for i0 + 26 i6 n− i0 − 2;
on the modi:ed mesh of Shishkin type.
Proof. Since |u′′(x)|6M , using (15) and the inequality:
|z′i |6
∣∣∣∣zi+1 − zihi
∣∣∣∣+ hi2 |z′′(xi + $2; ihi)| for 06 $2; i6 1;
we obtain the estimate for the 7rst and second terms in (23):
|zi|; |hiz′′(xi + $1; ihi)|6MH (; n):
Remark 2. In Theorem 3 we proved that the method gives the -uniform approximation for the
normalized &ux in the boundary layers and for the &ux outside the boundary layers.
7. Numerical results
In this section we present some numerical experiments for scheme (8), applied to problem (1) on
the de7ned mesh. Our example is taken from [9].
−2y′′ + (1 + y)(1 + (1 + y)2) = 0; x∈ [0; 1]; u(0) = 0; u(1) = 0:
The reduced solution is u0 =−1.
We use a double-mesh method to compute the experimental rates of convergence. In order to
do this we shall compute not only un (the solution to (8) on the mesh n), but also another
approximation solution u˜ n, the solution to (8) on the mesh ˜n, (de7ned in [9]) where the mesh
parameter  is a slightly altered, i.e.,
˜=min{1=4; 4b−1 ln (n=2)}:
Then for i = 0; 1; : : : ; n the ith point of the mesh n coincides with the (2i)th point of the mesh
˜2n. Assuming the convergence order (n−1ln n)r for some r on the Shishkin mesh, we present in
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Table 1
Errors Enun at the mesh points and convergence rates Ordun
l n
64 128 256 512 1024
1 6:60(−5) 1:65(−5) 4:12(−6) 1:03(−6) 2:58(−7) Enun
2.57 2.48 2.41 2.36 Ordun
4 2:85(−3) 7:13(−4) 1:78(−4) 4:45(−5) 1:11(−5) Enun
2.57 2.48 2.41 2.36 Ordun
6 4:72(−2) 1:19(−2) 2:85(−3) 7:13(−4) 1:78(−4) Enun
2.57 2.55 2.41 2.36 Ordun
8 5:06(−2) 1:79(−2) 5:53(−3) 1:74(−3) 5:34(−4) Enun
1.92 2.11 2.01 2.01 Ordun
10 5:06(−2) 1:79(−2) 5:53(−3) 1:74(−3) 5:34(−4) Enun
1.92 2.11 2.01 2.01 Ordun
12 5:06(−2) 1:79(−2) 5:53(−3) 1:74(−3) 5:34(−4) Enun
1.92 2.11 2.01 2.01 Ordun
15 5:06(−2) 1:79(−2) 5:53(−3) 1:74(−3) 5:34(−4) Enun
1.92 2.11 2.01 2.01 Ordun
Table 1 the estimated rate r for each 7xed = 2−l, l= 1; : : : ; 15 from (see [9]):
Ordun =
ln Enun − ln E2nun
ln 2 ln n=ln 2n
=
ln Enun − ln E2nun
ln 2k=(k + 1)
for n= 2k and k = 6; 7 : : : ; 11;
where
Enun = max06i6n
|uni − u˜ 2n2i |:
For each n and  we also give Enpn and Ordpn in Table 2, where p
n and p˜n are the approximations to
the normalized &ux computed on the meshes n and ˜n, respectively. We solve the nonlinear system
of equations using the Newton method with the initial guess un;0=(0; u0(x1); : : : ; u0(xn−1); 0)T, where
u0(x) is the reduced solution. The stopping criterion used is
max{‖Fun;m‖∞; ‖un;m − un;m−1‖∞}¡ 0:1n−2;
where un;m, for m = 1; 2; : : : , are successive approximations to un computed iteratively. For each n
and  in the tables, it takes only about 5 iterations to satisfy this condition.
To illustrate the statements of Theorem 3 that the method provides global uniformly accurate
approximations un(x) for the exact solution y(x), we give
Ordun1=2 =
ln Enun1=2 − ln E
2n
un1=2
ln 2 ln n=ln 2n
=
ln Enun1=2 − ln E
2n
un1=2
ln 2k=(k + 1)
for n= 2k and k = 6; 7; : : : ; 11, where
Enun1=2 = max06i6n−1
|un(xi+1=2)− u˜ 2n(x2i+1|;
in Table 3 below.
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Table 2
Errors Enpn at the mesh points and convergence rates Ordpn
l n
64 128 256 512 1024
1 1:96(−5) 4:91(−6) 1:23(−6) 3:07(−7) 7:67(−8) Enpn
2.57 2.48 2.41 2.36 Ordpn
4 4:39(−3) 1:09(−3) 2:74(−4) 6:86(−5) 1:71(−5) Enpn
2.57 2.48 2.41 2.36 Ordpn
6 5:08(−2) 1:63(−2) 4:39(−3) 1:09(−3) 2:74(−4) Enpn
2.11 2.34 2.41 2.36 Ordpn
8 5:40(−2) 2:27(−2) 8:31(−3) 2:65(−3) 8:22(−4) Enpn
1.61 1.80 1.99 1.99 Ordpn
10 5:40(−2) 2:27(−2) 8:31(−3) 2:65(−3) 8:22(−4) Enpn
1.61 1.80 1.99 1.99 Ordpn
12 5:40(−2) 2:27(−2) 8:31(−3) 2:65(−3) 8:22(−4) Enpn
1.61 1.80 1.99 1.99 Ordpn
15 5:40(−2) 2:27(−2) 8:31(−3) 2:65(−3) 8:22(−4) Enpn
1.61 1.80 1.99 1.99 Ordpn
Table 3




 64 128 256 512 1024
1 6:60(−5) 1:65(−5) 4:12(−6) 1:03(−6) 2:58(−7) Enun1=2
2.57 2.48 2.41 2.36 Ordun1=2
4 2:82(−3) 7:08(−4) 1:78(−4) 4:45(−5) 1:11(−5) Enun1=2
2.56 2.47 2.41 2.36 Ordun1=2
6 3:24(−2) 1:09(−2) 2:82(−3) 7:08(−4) 1:78(−4) Enun1=2
2.02 2.42 2.40 2.35 Ordun1=2
8 3:39(−2) 1:55(−2) 5:27(−3) 1:71(−3) 5:33(−4) Enun1=2
1.45 1.92 1.95 1.99 Ordun1=2
10 3:39(−2) 1:55(−2) 5:27(−3) 1:71(−3) 5:33(−4) Enun1=2
1.45 1.92 1.95 1.99 Ordun1=2
12 3:39(−2) 1:55(−2) 5:27(−3) 1:71(−3) 5:33(−4) Enun1=2
1.45 1.92 1.95 1.99 Ordun1=2
15 3:39(−2) 1:55(−2) 5:27(−3) 1:71(−3) 5:33(−4) Enun1=2
1.45 1.92 1.95 1.99 Ordun1=2
In Table 4 we present the calculated values for Enpn1=2 and Ordp
n
1=2
. Numerical results in Table 4
demonstrate that the method also provides uniformly accurate approximate values for the normalized
&ux between the grid points, as predicted by Theorem 3.
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Table 4




64 128 256 512 1024
1 5:04(−4) 1:30(−4) 3:30(−5) 8:30(−6) 2:08(−6) Enpn1=2
2.52 2.45 2.40 2.35 Ordpn1=2
4 2:22(−2) 6:88(−3) 1:93(−3) 5:14(−4) 1:33(−4) Enpn1=2
2.17 2.27 2.30 2.31 Ordpn1=2
6 1:37(−1) 6:14(−2) 2:22(−2) 6:88(−3) 1:93(−3) Enpn1=2
1.50 1.82 2.04 2.16 Ordpn1=2
8 1:43(−1) 7:87(−2) 3:67(−2) 1:48(−2) 5:32(−3) Enpn1=2
1.11 1.36 1.58 1.74 Ordpn1=2
10 1:43(−1) 7:87(−2) 3:67(−2) 1:48(−2) 5:32(−3) Enpn1=2
1.11 1.36 1.58 1.74 Ordpn1=2
12 1:43(−1) 7:87(−2) 3:67(−2) 1:48(−2) 5:32(−3) Enpn1=2
1.11 1.36 1.58 1.74 Ordpn1=2
15 1:43(−1) 7:87(−2) 3:67(−2) 1:48(−2) 5:32(−3) Enpn1=2
1.11 1.36 1.58 1.74 Ordpn1=2
Table 5
The values of n() for b= 1
 2−8 2−20 2−25 2−30
n() 8 128 256 1024
Remark 3. The additional points to the Shishkin mesh are more of theoretical than practical impor-
tance. In Table 5. we present the exact values of n(), such that for n¡n() the Shishkin mesh has
to be modi7ed.
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