This paper examines calendar effects in Australian daily stock returns over the forty-seven years from 6 January 1958 to 30 December 2005. Three calendar effects -day-of-the-week, day-of-the-month and month-of-the-year -are examined separately and jointly using parametric tests of differences in means and variances and a regression-based approach. The results indicate that the Australian market is characterised by seasonality of all three forms, with Tuesday, December and the second day of the month the most significant. However, there is also evidence of parameter instability and structural breaks in these relationships, with indications that the market has become more efficient in recent years, with day-of-the-week and day-of-the-month effects becoming less important in the post-1987 crash period.
Introduction
A consistent theme in the market efficiency literature has concerned the presence of calendar anomalies or seasonality in stock market returns. If, and as hypothesised, readily identifiable seasonal patterns occur, there is the possibility of abnormal returns through market timing strategies. Within this burgeoning and widely-spread literature, well-known calendar anomalies concerning security returns include: a weekend effect, where stocks exhibit lower returns between Friday and Monday closing (Agrawal and Ikenberry 1994; Wang and Erickson 1997 Zainudin and Coutts 1997) ; a day-of-the-week effect, where returns on some trading days are higher than others (Chang et al. 1993; Kamara 1997; Chang et al. 1998 ); a January effect, where returns are much higher than any other month (Haugen and Jorion 1996; Tonchev and Kim 2004; Rosenberg 2004 ); a holiday effect, where returns are higher on trading days prior to public holidays (Kim and Park 1994; Chan et al. 1996; Brockman and Michayluk 1998; Vergin and McGinnis 1999; Chong et al. 2005; McGuiness 2005 ); and a turn-of-the month effect, where returns are higher on each month's last trading day (Cadsby and Ratner 1992; Tonchev and Kim 2004) .
A number of hypotheses have been put forward to explain the presence of such seasonality, especially concerning its three principal forms: (i) the day-of-the-week effect, (ii) the day-ofthe-month effect, and (iii) the month-of-the-year effect. First, the day-of-the-week effect is potentially explained by an information release hypothesis, whereby firms delay the release of negative information until late in the week, a settlement regime hypothesis, associated with differences in the timing of transactions and settlement, and an information processing hypothesis linked with the asymmetry in information costs across small and large investors [see, for example, Keim and Stambaugh (1984) , Junkus (1986) , Thaler (1987) , Rystrom and Bensen (1989) , Abraham and Ikenberry (1994) , Arsad and Coutts (1997) and Keef and Roush (2005) ]. The most commonly reported anomaly in this respect is significantly lower (if not negative) Monday returns. Interestingly, this effect is not consistent in all contexts, with Jaffe and Westerfield (1985) , Finn et al. (1991) , Easton and Faff (1994) , Agrawal and Tandon (1994) and Davidson and Faff (1999) finding a significantly negative Tuesday effect in Australian stock returns, with Jaffe and Westerfield (1985) proposing a linkage between Tuesdays in the Asia-Pacific and the (negative) Monday effect in the US.
Second, the day-of-the-month effect is most often thought of as a turn-of-the-month effect where returns are substantially positive during the first day or two in each trading month [see, for instance, Jacons and Levi (1988) , Lalonishok and Smidt (1988) , Khaksari and Bubnys (1992) , Mills et al. (2000) and Holden et al. (2005) ]. Three explanations have been put forward: a portfolio rebalancing hypothesis, where investors reinvest accumulated dividends at the end of each month; a month-end cash flow hypothesis linked with the transfer of income from salaries and other income into long-term financial assets; and a company announcement hypothesis reflecting the preference of companies to delay bad news until late in the reporting period. Finally, the month-of-the-year effect is almost always construed in terms of higher January returns [see, for example, Gultekin and Gultekin (1987), Ariel (1987) , Arsad and Coutts (1997) , Mehdian and Perry (2002) and Al-Saad and Moosa (2005) ]. Once again, three possible explanations have been put forward. These include: the tax-loss selling hypothesis whereby losses on portfolios are fixed for tax purposes at the end of the (US) financial year; a yearly investor cash flow hypothesis, where individual investors (and the market) benefit from year-end bonuses, holiday pay and gifts; and a company announcement hypothesis whereby January is characterised by the abnormally large release of (positive) firm information.
The purpose of this paper is to add to this intriguing body of work an analysis of calendar effects in the Australian equity market. Although the Australian market has been partially addressed in a number of studies a comprehensive analysis remains, as yet, undone. In particular, it is rare to see a variety of calendar effects analysed in a single study, and as a result their relative strength is unknown. At the same time, it is generally assumed that calendar effects are stable over time, and not subject to the usual changes in market efficiency associated with the development and internationalisation found in contemporary equity markets.
The remainder of the paper is organised as follows. Section 2 explains the empirical methodology and data employed in the study and provides a brief descriptive analysis. The empirical findings are presented and analysed in Section 3. The paper ends with a brief conclusion in the final section.
Data and methodology
The data employed in the study are closing prices from the Australian Stock Exchange 
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Two approaches are used to test the seasonality hypotheses. The first involves a descriptive analysis of the mean returns and tests of equality of means using parametric analysis. The second is a regression-based approach. First, the day-of-the-week effect is examined on the basis of a trading time hypothesis whereby returns are created only on trading days during the week. As an alternative, Mills et al. (2000) proposed a calendar time hypothesis whereby returns are also created on non-trading days: that is, the Monday return would be expected to be some three times larger than returns on other days if the market efficiency null hypothesis holds. The following model is specified:
where W i is a dummy variable taking a value of one for day i and zero otherwise (where i = 1,2…5) (the reference category is Wednesday), α are parameters to be estimated, ε is the error term and all other variables are as previously defined. The hypothesis tested is hypothesis is rejected, then the stock returns exhibit day-of-the-week seasonality. Second, the day-of-the-month effect is described by the following:
where D j is a dummy variable taking a value of one for day j and zero otherwise (where j = 1,2…31) (the reference category is the twenty-second day of the month), β are parameters to be estimated, φ is the error term and all other variables are as previously defined. The hypothesis tested is 31 2 1 0 ... :
against the alternative that not all β are equal. If the null hypothesis is rejected, then the stock returns exhibit day-of-the-month seasonality. Third, the month-of-the-year effect is specified as:
where M k is a dummy variable taking a value of one for month k and zero otherwise (where k = 1,2…12) (the reference category is July), χ are parameters to be estimated, φ is the error term and all other variables are as previously defined. The hypothesis tested is 
where all variables and parameters are as previously described, δ is a constant and γ is the error term. If any of the null hypotheses described earlier are rejected, then the stock returns exhibit some form of seasonality. An Augmented Dickey-Fuller test (statistic = -55.4424, pvalue = 0.0000) and a Phillips-Peron test (with allowance for autocorrelation) (statistic = -93.1849, p-value = 0.0000) reject the null hypothesises of a unit root and we conclude that the return series is stationary and suitable for regression-based analysis. Table 1 presents the summary of descriptive statistics for the daily returns. These are categorised according to the hypothesised day-of-the-week, day-of-the-month and month-ofthe-year effects. In terms of the day-of-the-week, mean returns are highest on Thursday where T is the sample size, then all estimates are once again statistically significant at any conventional level. Finally, the Jarque-Bera statistics reject the null hypotheses of normality at the .01 level for all returns by category.
Empirical findings

Parametric tests of mean return differences
At first impression, there appears to be strong evidence of calendar effect in the Australian stock market. Consider the days-of-the-week. Tests of the null hypotheses of equal variances are rejected for Monday and Friday (compared to returns on other days). The tests in Table 1 comparing these mean returns also indicate that the differences in means are statistically significant at the .05 level or lower with the exception of Wednesday. With the days-of-themonth, in no instance is the null hypothesis of equal variances rejected and only in the case of the second, sixth, twenty-fourth, twenty-seventh and thirty-first is the null hypothesis of equal means rejected. Finally, return variances are significantly different in February, May, June, July, October, November and December, though significant differences in means at the .10 level or lower are only found in January, February, April, September and December.
Regression-based analysis of seasonality
The estimated coefficients and standard errors of the parameters detailed in Equations (1) to (4) are presented in Table 2 . Equation (1) is detailed in columns 1-3, Equation (2) in columns 4-6, Equation (3) in columns 7-9 and Equation (4) in columns 10-12. Lagrange multiplier and White's heteroskedasticity tests are used to test for higher-order serial correlation and heteroskedasticity in the least squares residuals, respectively. To start with, the null hypothesis of no serial correlation is rejected for all four models and we may conclude the presence of higher-order serial correlation in the residuals. Then the null hypothesis of no heteroskedasticity in the least squares residuals fails to be rejected for the model based on Equations (1) and (2) and we conclude the presence of heteroskedasticity in the least squares residuals. Accordingly, all standard errors and p-values in Table 2 incorporate corrections for heteroskedasticity and autocorrelation following Newey-West.
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Consider the day-of-the-week model. The estimated coefficient for Tuesday is significantly negative while those for Thursday and Friday are significantly positive. Clearly, the Australian market is characterised by the Tuesday effect observed in earlier studies. With the day-of-the-month effect, only the estimated coefficients for the second, twenty-seventh and thirty-first are significant, with the twenty-seventh being negative. With the month-of-theyear model, the coefficients for February and September are both significantly negative. The combined model represented by Equation (4) includes the day-of-the-week, day-of-the-month and month-of-the-year variables with the results being consistent with the earlier findings. In all four models, the null hypothesis of joint insignificance is rejected at the .01 level. The signs on the estimated coefficients in these four models appear to offer support for the posited calendar effects.
In order to evaluate the relative strengths of the competing calendar effects a refined model is obtained employing forward stepwise regression. Twelve variables are stepped in on the basis that the change in the F-statistic is greater than .05 in the following order: Tuesday, December, the second, Monday, January, April, the twenty-seventh, the thirty-first, July, the twentieth, Wednesday and the sixth. The refined model is presented in columns 3-5 of Table   3 . Clearly, the negative effect of Tuesday is the most significant calendar effect in the Australian market, followed by the positive effects of December and the second. 
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In order to gain further insights into the stability of individual parameters, plots of selected coefficients in the equation for all feasible recursive estimations are estimated. Figure 3 represent the six most significant calendar effects from the model presented in Table 3: namely, the Tuesday, December, second, Monday, January and April effects. If the coefficient displays significant variation as more data is added to the estimating equation, it is a strong indication of instability. Consider the plot for the Tuesday effect. As shown, for most of the sample period the estimated coefficient on Tuesday is negative, falling to a minimum in 1987 after which the relationship has increased slightly with evidence of a more stable relationship.
The December and Monday effects also generally appear more stable than the other recursive coefficients in Figure 3 . In contrast, the recursive plots for the second, January and April are relatively unstable, though all three effects remain positive over the entire sample period.
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Conclusion
This study examines the presence of calendar effects or seasonality in Australian market However, the estimated parameters in the equations are not structurally stable over the full sample period and there is a statistically significant intertemporal break at the time of the 1987 stock market crash. The calendar effects are then re-examined in the pre-crash period and post-crash periods. In the pre-crash period, the Australian market is strongly characterised by seasonal factors. But in the post-crash period, the market appears to display less and less complex seasonality. Since seasonal anomalies represent unexploited profit opportunities and violate market efficiency, the disappearance of seasonality may imply that the Australian stock market has gradually become more weak-form efficient in the post-crash period. A number of contributory factors are possible, including the growth in derivative markets, the increasing internationalisation and liberalisation of the domestic capital market, increased trading by institutional rather than individual investors and the dramatic fall in transaction 1958 1960 1962 1965 1967 1970 1972 1974 1977 1979 1982 1984 1986 1989 1991 1993 1996 1998 The reference category is all observations other than the variable category i.e. for Monday returns the reference category is Tuesday, Wednesday, Thursday and Friday returns, for the First, the reference category is returns for all other days-of-the month; for January the reference category is all other months-of-the-year; number -number of observations in each category; Levene's test for equality of variances determines whether the t-statistics and p-values for equality of means assume equal or unequal variances; Table 2 Estimated coefficients and standard errors of day-of-the-week, day-of-the-month, month-of-the-year and calendar effect models 
