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1. Einleitung
In verschiedenen Bereichen der Linguistik werden Kollokationen genutzt, beispiels-
weise als Unterst





uchern oder bei der

Uber-





oe nicht manuell erstellt werden. Deshalb wurden in den letzten Jahren
verschiedene Verfahren entwickelt, um die Kollokationssammlungen durch statisti-
sche Analyse maschinenlesbarer Textkorpora zu erzeugen. Neben guten Kandidaten
ermitteln die meisten herk

ommlichen Verfahren auch viele Wortpaare, deren Plausi-
bilit

at nicht unmitttelbar ersichtlich ist. Darum soll in der vorliegenden Diplomarbeit
ein neues, in der Abteilung f






at unter Leitung von Dr. U. Quastho entwickeltes Verfahren
zur Berechnung von Kollokationen vorgestellt werden.
Aufbauend auf ein Repertoire der nun vorhandenen Kollokationen kann die Frage-
stellung nach semantischen Relationen zwischen lexikalischen Einheiten weiter aus-
gebaut werden. Die in dieser Arbeit eingef

uhrten Kollokationen zweiter Ordnung
verfolgen diesen Ansatz.
Neben der automatischen Extraktion von Kollokationen stellt auch die ad

aquate
Darstellung derselben ein noch nicht zufriedenstellend gel

ostes Problem dar. F

ur die
Visualisierung der im Wortschatzprojekt gefundenen Kollokationen wurde deshalb














autert werden. Im Abschnitt Abschnitt 1.2 wird der Begri der
Kollokation eingef

uhrt. Nachdem die verschiedenen Aspekte des Kollokationsbegris
in der Linguistik vorgestellt werden, wird auf die Verwendung im weiteren Verlauf
der Arbeit eingegangen.





aftigt sich mit Ausbau und Pege der zur Zeit wohl umfangreichs-
ten Sammlung von Vollformen deutscher W

orter. Auf der Basis der Wortsammlung
werden weitere Anwendungsm

oglichkeiten bereitgestellt. Die Datensammlung dieses
Projektes lieferte die Grundlagen f

ur die in dieser Arbeit durchgef

uhrten Untersu-
chungen und Berechnungen zu den Wortrelationen.





Kollokationen vor. Es folgen Beispiele f

ur die Verwendung der anderen Relationen,
die auf Kollokationen aufbauen.
Das zweite Kapitel beschreibt die theoretischen Hintergr

unde und die Urspr

unge
zu linguistischen Konzepten. Zun

achst werden die Kollokationen auf Prozesse bei




uhrt und eine klassische
Vorgehensweise der Ermittlung von Kollokationen vorgestellt.
Der zweite Abschnitt f

uhrt in die Meaning-Text Theory ein, in der die Relationen




ommliche Mae der statistischen Bestimmung von Kollokationen vor-
gestellt worden sind, besch

aftigt sich Abschnitt 3.1.2 mit der Herleitung eines neu
entwickelten Signikanzmaes, das die Grundlage f









ankt, die in den Korpora innerhalb einer klei-
nen Umgebung, wie z. B. im selben Satz, auftauchen. Im Abschnitt 3.2 wird darge-
stellt, wie die Kollokationen genutzt werden k

onnen, um daraus weitere Relationen
ableiten zu k









Die Erkennung von linguistischen Konzepten oder mehrteiligen lexikalischen Ein-
heiten anhand der einzelnen Relationen in Wortpaaren stellt ebenfalls ein Problem
dar. Deshalb wird in Abschnitt 3.3 ein Verfahren vorgestellt, um aus den Relatio-
nen Graphen ableiten zu k





Anschlieend gehen wir darauf ein, wie die automatisch ermittelten Relationen durch
explizites Wissen qualitativ weiter verfeinert werden k

onnen.
Das vierte Kapitel zeigt, wie die Relationen, die aus ihnen abgeleiteten Graphen
und die weiteren Daten des Projektes Deutscher Wortschatz dem Nutzer pr

asentiert
werden. Den Kernpunkt bildet dabei ein Verfahren, mit dem die Graphen aus dem







Den Abschlu der Arbeit bildet eine Zusammenfassung, wobei die erzielten Ergeb-
nisse kritisch bewertet werden und m





Zwischen den lexikalischen Einheiten eines Satzes oder eines Textes bestehen eine
Vielzahl semantischer Zusammenh

ange, die in ihrer Gesamtheit die Semantik des
Satzes oder Textes formen. Eine (automatische) Extraktion dieser Zusammenh

ange
setzt normalerweise die Kenntnis der Semantik der einzelnen Bestandteile voraus.
Diese ist aber insbesondere bei statistischen oder korpuslinguistischen Verfahren
nicht oder nur unzureichend bekannt.
Ein
"
einfacher\ Ansatz baut auf der Annahme auf, da semantisch in Beziehung
stehende Einheiten in verschiedenen Umgebungen vermehrt gemeinsam auftauchen.
Dieses Eigenschaft wird als Kollokation bezeichnet.
Der Begri Kollokation geht auf das lateinische collocatio zur

uck, der auf deutsch
Stellung oder Anordnung bedeutet. Hausmann deniert ihn u. a. in [Hm85, S.
118 .] als
"
typische, spezische und charakteristische Zweierkombinationen von
W

ortern\. Bei dem Versuch einer pr






ot man schnell auf Schwierigkeiten:
 Der Kollokationsbegri ist in der Sprachwissenschaft geteilt. Kollokationen
werden zum einen auf syntaktisch-semantischer Ebene und zum anderen auf
statistischer Ebene untersucht. Kollokationen, die mit Hilfe von statistischen
Methoden gefunden werden, umfassen beliebige Wortkombinationen ungeach-
tet ihrer grammatischen Wohlgeformtheit, w

ahrend Kollokationen nach dem




 Kollokationen werden in verschiedenen sprachwissenschaftlichen Schulen wie
dem Strukturalismus, der Transformationsgrammatik und dem Kontextualis-
mus untersucht und sind in verschiedenen Bereichen der Linguistik von Be-




linguistik und Fachsprachenforschung). In den sprachwissenschaftlichen Teil-
bereichen haben sich im Laufe der Zeit auf Grund der verschiedenen Sicht-




Wichtige Vertreter der Kollokationsforschung sind u. a. Hausmann [Hm85], Ben-







gibtAndrea Lehr in ihrer Dissertation [Lr96], eine kurze Vorstellung der einzelnen
Richtungen ndet sich auch in Thieen [Ti99].
Wir gehen vom statistischen Ansatz aus und verstehen unter der Kollokation ei-
nes Wortes die W

orter, die signikant h

aug mit diesem Wort in einer gewissen
5
1. Einleitung
Umgebung | dem Kotext des Wortes | erscheinen. In der Literatur nden sich
verschiedene Denitionen der Umgebung eines Wortes, die die Bedeutung des Kollo-
kationsbegris nachhaltig beeinussen. Eine

ubliche Wahl dieser Umgebung ist das




Im Rahmen des Wortschatzprojektes wurde die Gr

oe der Umgebung wie beiGreen-





und in den S

atzen semantisch verwandte W

orter auch weit entfernt voneinander auf-
treten k






und mehrfach verschachtelten S

atzen auf. Durch die Beschr

ankung der Umgebung
auf einen Satz werden die Kollokationen eingegrenzt. Die Kollokationen im gleichen
Satz besitzen eine h

ohere Aussagekraft als solche, die sich

uber Satzgrenzen hinaus
erstrecken. Wir vermeiden so auerdem Probleme mit nicht signikanten Kolloka-
tionen, die dadurch entstehen, dass das Wortfenster

uber Absatz- oder Textgrenzen
reicht.
Der Abschnitt Abschnitt 3.2 auf Seite 35 besch

aftigt sich mit der Aufhebung der
Einschr

ankung der Kollokationen auf W

orter im gleichen Satz, verwendet aber einen







ankt, sondern ermittelt auch Relationen aus verschiedenen Texten.
Die Kollokationen zu einem Wort werden mit Hilfe eines Signikanzmaes gefun-
den; alle Kollokationen die einen bestimmten Schwellenwert

uberschreiten, heien
signikante Kollokationen. Die Sigikanzmae werden im folgenden Abschnitt 3.1
auf Seite 21 vorgestellt.
Die Gesamtheit aller signikanten Kollokationen zu einem Wort bezeichnen wir als




Hinsichtlich ihrer Herkunft lassen sich verschiedene Kollokationstypen unterschei-
den. Diese Unterteilung variiert bei den verschiedenen Autoren. Hier wird die Ein-
teilung nach Lemnitzer [Lm97, S. 86] vorgestellt:
 Komplexe Funktionsw

orter sind lexikalische Einheiten, die genau eine gram-
matische Funktion erf

ullen, wie z. B. sowohl : : : als auch oder manch ein.
 Zu eingliedrigen lexikalischen Zeichen mit einer komplexen Binnenstruktur
z

ahlen z. B. Partikelverben im deutschen (wie aufh

oren), reexive Verben im
spanischen und italienischen und Nomen in skandinavischen Sprachen. Die
Teile treten in manchen F

allen im Text getrennt auf.
Diese Strukturen lassen sich ebenso wie komplexe Funktionsw

orter leicht im
Textkorpus nden, da sie in dieser Funktion immer gemeinsam auftreten, auch





 Bei mehrgliedrige lexikalische Zeichen, denen als Ganzes eine Bedeutung zu-
geschrieben wird, l

asst sich diese nicht aus der Bedeutung der Bestandteile
rekonstruieren (h

ochstens mit Kenntnis der Etymologie der Teile). Zu diesen
geh

oren idiomatische Wendungen oder Phraseme (z. B. die Katze im Sack
kaufen, rote Zahlen schreiben) Die oftmals hohe Binnenvarianz der Phraseme
kann die automatische Identikation erschweren.
 Mehrgliedrige lexikalische Zeichen mit kompositioneller Bedeutung sind Kollo-
kationen im syntaktischen Sinn. Sie unterscheiden sich von den freien (
"
un-
xierten\) Verbindungen lexikalischer Zeichen durch die Arbitrarit

at der gegen-
seitigen Selektion. Ein Kollokator bindet ein oder mehrere lexikalische Zeichen




1.3. Projekt Deutscher Wortschatz
Zu Beginn der neunziger Jahre wurde in der Abteilung f

ur Automatische Sprach-
verarbeitung am Institut f

ur Informatik der Universit

at damit begonnen, eine Liste
der W

orter der deutschen Sprache aufzubauen, um den zu diesem Zeitpunkt beste-
henden Mangel an frei verf

ugbaren Daten zum deutschen Wortschatz zu beheben.
Gesammelt wurden alle Vollformen von W

ortern aus maschinenlesbar verf

ugbaren
Texten zusammen mit ihrer Auftretensh

augkeit und den mitunter vorhandenen





andige Sammlung aller verf








uhrten zu umfangreichen manuell erstellten Sammlungen,







onnen. Als Beispiel hierf

ur sei Dornseiffs Buch Der Deutsche
Wortschatz nach Sachgruppen erw













ches, Derbes, was Snobs sagen, die Backsche, Soldaten, Sch

uler, Kunden










Honoratiorendeutsch, in der gehobenen Literatursprache.
Mit dem Anwachsen der Datensammlung fanden sich unter den W

ortern vermehrt







assige Varianten, Eigennamen oder Fachbegrie handelt. Deshalb
wurde seit Anfang 1996 f

ur jede Form ein Belegsatz gesammelt.
Diese Informationen erm

oglichen neben Untersuchungen zur morphologischen Zer-
legung von W

ortern, der automatischen Erg

anzung von Grammatikangaben und
Aundung von korrekten Schreibweisen auch die Analyse von Kollokationen an-




atze gesammelt wurden, in denen ein





ur Berechnung von Kollokationen wenig geeignet. Deshalb sammelten wir seit 1998
alle S

atze, bis zu einer bestimmten L

ange, die eindeutig aus dem Text separiert wer-
den konnten (ignoriert wurden etwa

Uberschriften oder Einleitungen vor direkter
Rede). Ein Volltextindex erm

oglicht eine eziente Suche in den S

atzen.
Die Kollokationsberechnungen sind stark abh

angig von der zu Grunde liegenden
Textbasis. Die einzige Beschr

ankung des breit gef

acherten allgemeinsprachlichen
Korpus besteht darin, dass die einzelnen Texte einer bestimmten Zeitepoche ent-
stammen und damit den damaligen Wissensstand und Sprachgebrauch repr

asentie-
ren. Bei der Suche nach Kollokationen von Fachbegrien erzielt man nur f

ur die
Bereiche gute Resultate, f

ur die bereits fachsprachliche Texte eingelesenen wurden.
In Zukunft wird die Textbasis durch Fachtexte aus anderen Bereichen wie z. B. der
Medizin und Physik weiter verbessert werden.
Die folgende



































Lexikon des internationalen Films u. a.
1.4. Motivation
Viele Bereiche der Linguisitik besch

aftigen sich intensiv mit Kollokationen. Im fol-
genden sollen einige Anwendungsgebiete f

ur Kollokationen in den einzelnen Berei-
chen aufgezeigt werden.
Computerlinguistik
Kollokationen stellen mit Beziehungen zwischen lexikalischen Einheiten auch Be-
ziehungen zwischen Bedeutungen her. Dadurch kommen sie f

ur die Wissensimple-
mentierung auf dem Rechner in Betracht. Desweiteren sind Kollokationen geeig-
net, semantisch-paradigmatische Wortfelder zu bilden, die in Frames eingesetzt wer-
den k

onnen. Anwendungsbereiche sind damit die maschinelle Sprachverarbeitung,
Frage/Antwort- und Expertensysteme.
Die Frage nach der richtigen Kollokation kann man mit der Situation eines nicht mut-
tersprachlichen

Ubersetzers vergleichen, der vom Muttersprachler auf geringf

ugig
vom allgemeinen Sprachempnden abweichende Wendungen aufmerksam gemacht
wird, der trotz langer Erfahrung und dem Wissen um Synonyme un

ubliche Wen-
dungen gebraucht. Solche Synonyme sind z. B. ablehnen, abschlagen, abweisen, ver-

















a), das alle vorkommenden Kollokationen speichert.
Lexikologie und Lexikographie
Eine Aufgabe dieser Gebiete ist die Beschreibung des Wortschatzes einer Sprache
durch Nachschlagewerke. Dabei besteht eine Teilaufgabe in der lernorientierten Dar-
stellung von Kollokationen, die grundlegende Elemente des Wortschatzes sind. Dazu
















autern und bei der Suche nach der korrekten Kollokation helfen sollen.
Obwohl Kollokationen bei der W

orterbucharbeit von Fremdspachenlernern die dritt-
wichtigste Problemgr








a 1997). Mit einer automatischen Bestimmung der Kollokationen
aus groen Korpora k





Kollokationen sind wichtige Gr

oen der Fremdsprachendidaktik, da sie als vorge-
fertigte Wortverbindungen bestimmte Inhalte und Zusammenh

ange wiedergeben
und durch sie Vergleiche zwischen den Wortverbindungen verschiedener Sprachen
m

oglich sind. Durch Kollokationen wird im ersten Fall ein h

oheres fremdsprachli-
ches Niveau erreicht und im zweiten der Fremdsprachenlernproze unterst

utzt.
Stabile Wortverbindungen sind in der Regel ein wesentlicher und f

ur den Lerner un-
umg

anglicher Bestandteil einer Fremdsprache. Als Mittel dierenzierter Ausdrucks-
weise auf h





 sprachliche Kompetenz: Redewendungen
 kommunikative Kompetenz: Gru- und H

oichkeitsformeln und weitere Wen-
dungen der Kommunikation
 kulturelle Kompetenz: Sprichw

orter, Slogans, literarische Anspielungen und
Zitate. Diese Form ist auf Grund raum-zeitlicher und mentaler Distanz zum
zielsprachigen Land mitunter schwer zug

anglich und stellt hohe Anforderungen
an den Lernenden.
Kollokationen treten vor allem im Bereich der sprachlichen Kompetenz auf. Trotz
ihrer oensichtlichen Bedeutung werden sie jedoch ebenso wie die anderen fest vor-
gegebenen Formen im Fremdsprachenunterricht marginalisiert, da sie sich im Gegen-
satz zu den freien Kombinationen nicht hinreichend erkl

aren lassen. Hinzu kommt,
dass neben negativem Transfer (

Ubertragung ausgangssprachlicher Grammatik und
Lexik in die Zielsprache),

Ubergeneralisierung (Simplizierung fremdsprachlicher
Strukturen) und fehlender Vertrautheit mit der Fremdsprache zielsprachliche Spra-
chelemente vermischt werden. Das Ergebnis sind grammatisch korrekte, doch f

ur









Kornelius umreit die Problematik der Kollokation in der

Ubersetzungswissen-
schaft, indem er Kollokationen
"
maligne Mikroeinheiten\ nennt, die sich einfach in
die eigene Sprache her

ubersetzen lassen, sich bei der















aischen oder Tabletten oder Zigaretten trinken
im Japanischen. Bei der Hin

ubersetzung der Kollokation wird von der

aquivalenten





stehen, die jedoch nicht alle f

ur die gesuchte Kollokation geeignet sind. Die geeignete
Kollokation wird durch semantischen Abgleich ermittelt.















nung getragen werden kann. Kollokationen m

ussen daher als komplexe sprachliche




Ubersetzung der Kollokationen hingegen muss kontextuelle Bedin-




Die Aufgabe der Fachsprachenforschung besteht zum einen in der Generierung von
Fachw

ortern, die noch nicht versprachlichte Sachverhalte oder noch nicht konven-
tionalisierte Ausdr






ucher ein, die den Wortschatz eines Fachs enthalten. An
dieser Stelle

uberschneidet sich die Fachsprachenforschung mit der Lexikographie
und heit Fachlexikographie.




uchern jedoch noch zu wenig ber

ucksichtigt.
Fachsprachen sind hinsichtlich ihrer grammatischen und lexiaklischen Eigenschaften
oft nicht umfassend erforscht, zudem unterliegen sie oft fremdsprachlichem Einu.









ubersetzung) und zweitens die
Bedeutung fremdsprachliche Wortverbindungen n

aherbringen (bei der Her

uberset-
zung). Eine auf die Fachlexikographie anwendbare Kollokationstheorie existiert je-
doch noch nicht.
Erschwerend kommt hinzu, da die in Fachtexten h

augen Mehrwortverbindungen
(Verbindungen aus mehreren W

ortern im Gegensatz zu den Komposita) Mehrwort-
termini oder Kollokationen sein k

onnen. Ein Mehrwortterminus ist ein vollst

andiger
Fachausdruck, eine Kollokation dagegen die Verbindung aus einem (ein- oder mehr-
teiligen) Fachwort und einem oder mehreren Lexemen, die nicht Teil dieses Fach-
11
1. Einleitung
worts sind. Mangelnde Fachkenntnis des

Ubersetzers, der oft nicht zwischen beiden













aftigt sich die Arbeit mit der Ermittlung von W

ortern
aus anderen Realtionen, die sich aus den Kollokationen ableiten lassen. Auch f

ur die-







erschlieen sich zahlreiche Nutzungsm

oglichkeiten; z. B. im Information Retrieval
und der Computerlexikographie:
 Synonyme:
Dem Benutzer eines Retrieval-Systems brauchen nicht alle Synonyme bekannt
zu sein bzw. sie m

ussen nicht alle angegeben werden; die Suche kann automa-
tisch auf sinnverwandte W

orter ausgedehnt werden.
 Identizierung komplexer lexikalischer Einheiten:
Unter den komplexen lexikalischen Einheiten unterscheiden wir: komplexe Funk-
tionsw

orter (sie bestehen aus mehreren einzelnen W

ortern, wie z. B. unter





(z. B. Brandenburger Tor), Partikelverben (zusammengesetzte Verben, die
im Satz in mehrere Bestandteile zerfallen) und Phraseme und idiomatische
Wendungen. Zu W

ortern aus diesen komplexen lexikalischen Einheiten k

onnen
automatisch die anderen Mitglieder der Einheit erkannt werden.
 Thematische Klassizierung:









aug mit diesen in Texten auftauchen, dem gleichen Sachgebiet
zugeordnet werden. Darauf aufbauend k

onnen Texte klassiziert werden, etwa








onnen aus den einzel-





Zur Verwendung in einem Retrieval-System kann aus den einzelnen Relatio-




anken Kollokationen auf Mehrwortbegrie ein. Siehe dazu die Diskussion des
Kollokationsbegri im Abschnitt 1.2 auf Seite 5
12
1. Einleitung
Dokumente zu bestimmten Termen zu nden. Verschiedene Ans

atze werden
in [Ru95, S. 181 .] vorgestellt.
 Allgemeinlexikon:
Die Relationen stellen auch einen Wissensspeicher dar, der z. B.

uber typische
Merkmale (Vorname, Beruf, Wirkungsbereich etc.) prominenter Personen oder
r












onnen verwendet werden, um ein Com-
binatory Dictionary aufzubauen, wie es Benson, Benson & Illson f

ur das
Englische aufgebaut haben. Der Aufbau beruht auf den lexikalischen Funktio-
nen von Mel'

cuk, siehe dazu Abschnitt 2.2 auf Seite 19.
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2. Theorien zu linguistischen
Konzepten
Schon bevor Text automatisch verarbeitet werden konnte, besch

aftigten sich Lin-
guisten mit Kollokationen. In diesem Kapitel wird zun

achst der psychologische Hin-
tergrund der Kollokationen { die Assoziationen { vorgestellt und gezeigt, wie diese
automatisch bestimmt werden k

onnen.
Im Anschluss daran stellen wir eine moderne Theorie zu linguistischen Konzepten
vor und diskutieren deren Ergebnisse und Einsatzm

oglichkeiten.
2.1. Klassische Vorgehensweise zur Ermittlung von
Assoziationen in der Psychologie
Beim Aufbau eines onomasiologischen Lexikons ist man auf das Fachwissen pro-
fesioneller Lexikographen angewiesen, die auf den zu behandelnden Gebieten

uber









ur die eziente Suche in groen Dokumentenkollektionen eine besonders ausge-
pr

agte Kompetenz bei der Schlagwortassoziation. In solchen Anwendungsf

allen soll
die automatische Aundung von Relationen helfen. Das Modell vonWettler und





auf der Theorie des klassischen Assoziationismus, in die an dieser Stelle einen Ein-
blick gegeben werden soll.





In dem von Galton (1880) eingef

uhrten Assoziationsexperiment wurde erstmals
versucht, das Assoziationsverhalten von Menschen systematisch zu erfassen. Hier-
zu muten Versuchspersonen auf ein einzelnes vorgegebenes Wort, den Stimulus,
mit dem anderen Wort antworten, das ihnen zuerst einel. Auf diese Weise erga-
ben sich Tabellen der H

augkeiten, mit denen verschiedene assoziative Antworten
auf bestimmte vorgegebene Stimulusw

orter gegeben wurden. Solche Tabellen, wie
sie sp

ater beispielsweise von Russell & Jenkins (Jenkins, 1970) erfat wurden,
14
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werden als Assoziationsnormen bezeichnet.
Zur Erkl

arung des in diesen Assoziationsnormen dokumentierten Verhaltens werden
in der Literatur eine Vielzahl unterschiedlicher Mechanismen angenommen, die der
Speicherung im Ged

achtnis zu Grunde liegen sollen (vergleiche die Klassizierung
der Assoziationen nach Jung & Ricklin in Tabelle 2.1).
Die Assoziationsklassen der unteren vier Gruppen sind bei einer automatischen Asso-
ziation weder erw

unscht noch reproduzierbar, da sie nicht auf zeitlicher Kontiguit

at
basieren. Die Erzeugung von Klangreaktionen ist zwar abh

angig von der verwende-
ten Textbasis (ob in ihr etwa Gedichte oder Liedverse enthalten sind), jedoch sind








Die Grenze der Reproduzierbarkeit durch andere Versuchspersonen liegt bei pers

onli-
chen oder episodischen Relationen. Solche Produktionen sind f

ur andere Personen




Der Physiologe David Hartley (1749) vertrat bereits Mitte des 18. Jahrhunderts
die Ansicht, da sich eine Vielzahl vermuteter Assoziationsgesetze auf ein einziges
reduzieren lieen, n





Ahnliche Objekte werden h

aug gleichzeitig oder in unmittelbarer Folge wahrge-
nommen. Sehr klar wurde das Kontiguit

atsprinzip von William James im Jahre
1890 formuliert:
Objects once experienced together tend to become associated in the ima-
gination, so that when any one of them is thought of, the others are likely
to be thought of also, in the same order of sequence or coexistence as
before. This statement we may name the law of mental association by
contiguity.
(James, 1890, S. 561.)
Den Kern dieser Aussage ndet man auch bei Ebbinghaus (1919, S. 678):
: : : wenn beliebige seelische Gebilde einmal gleichzeitig oder in naher
Aufeinanderfolge das Bewutsein erf

ullt haben, so ruft hinterher die Wie-
derkehr einiger Glieder des fr

uheren Erlebnisses Vorstellungen auch der

ubrigen Glieder hervor, ohne da f

ur sie die urspr

unglichen Ursachen
gegeben zu sein brauchen.
In der heutigen Psychologie wird

uberwiegend die Ansicht vertreten, da das Konti-
guit

atsgesetz nicht ausreiche, um die im Assoziationsversuch ermittelten Wortasso-
ziationen zu erkl

aren. Wettler (1980, S. 34) interpretiert experimentelle Ergebnisse
15





Koordination zwischen Reiz und Antwort 19,6 %
Beiordnung Kirsche { Apfel








adikative Beziehung 18,7 %
Substantiv und Adjektiv Schlange { giftig
Substantiv und Verb Harz { klebt


















at 6,3 % groartig { pr

achtig
Sprachlich-motorische Formen 26,5 %
einge

ubte sprachliche Verbindung dunkel { hell
Sprichw






anderungen Tisch { Bein
vorzeitige Reaktion (die Antwort bezieht sich ledig-
lich auf den ersten Teil des Reizwortes)
dunkelrot { hell




anzung 1,1 % Wunder { bar
Klang 2,2 % rosten { Roastbeef
Reim 0,8 % Herz { Schmerz
Restgruppe
Mittelbare Assoziationen (die Beziehung zwischen
Reiz und Antwort ist durch ein drittes Wort ver-
mittelt)
1,2 % wei { weit
sinnlose Reaktion 0,3 %
fehlende Reaktion 1,5 %
Wiederholung des Reizwortes 0,1 %
Egozentrische Reaktionen 1,7 % tanzen { mag ich nicht










Tabelle 2.1.: Klassizierung der Assoziationen nach Jung & Ricklin (1906)
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mit sinnlosen Silben von Foppa (1963) wie folgt:
"
Da die zeitliche Aufeinander-
folge den einzigen Faktor bilde, durch welchen die Verkn

upfung von Elementen im
Ged

achtnis bestimmt wird, gilt inzwischen als widerlegt.\ Matth

aus (1980, S. 624)
kommt zum Ergebnis, dass die im Assoziationsexperiment gefundenen Beziehungen
zwischen W

ortern auerhalb dieser experimentellen Situation nicht beobachtbar sei-
en, und dass der Versuch deshalb kein geeignetes Instrument f

ur die Untersuchung
sprachlicher Prozesse sei. Assoziationen seien deshalb
"
: : : als Ph

anomen uninter-
essant und als Modelle f

ur anderes Verhalten ungeeignet.\ Jenkins (1974) kommt in
seinem Aufsatz
"
Remember that old theory of memory? Well, forget it!\ zu der Auf-
fassung, da die Assoziationstheorie keine brauchbaren Ergebnisse geliefert h

atte.
Nach Clark (1970) sind freie Assoziationen das Ergebnis von symbolischen informa-
tionsverarbeitenden Prozessen. Dabei werde das Stimuluswort zun

achst semantisch




uber konnte Rapp in [Rp96] nachweisen, dass sich die bei Versuchsperso-
nen gefundenen freien Wortassoziationen allein auf der Grundlage des Assoziations-
gesetzes in guter N

aherung vorhersagen lassen. Ausgangspunkt sind zwei Annahmen,
die sich aus dem Assoziationsgesetz ableiten lassen, wenn dieses auf einzelne W

orter
bezogen wird (vergl. Rapp & Wettler, 1992b):





arken aufgebaut, die in rezipierter Sprache h

aug in dichter zeitlicher
Aufeinanderfolge auftreten.
 Die so gelernten Assoziationen bestimmen den thematischen Ablauf beim Ge-
nerieren von Sprache: Es k

onnen nur solche Inhaltsw

orter in dichter zeitlicher
Aufeinanderfolge ausgesprochen bzw. niedergeschrieben werden, die unterein-




In Tabelle 2.2 auf der n

achsten Seite werden die Antworten aus dem Assoziati-
onsexperiment von Russell & Meseck (1959) mit den Kollokationen aus dem
Wortschatzprojekt und den Vorhersagen von Rapp verglichen. Zu ausgew

ahlten




uhrt. Der Zahlenwert gibt an,
wie viele der 60 Versuchspersonen diese assoziative Antwort genannt hatten. In die
Berechnung der Kollokationswerte aus dem Wortschatzprojekt wird in Kapitel Ab-
schnitt 3.1.2 auf Seite 25 eingef

uhrt. Rapp stellt sein Berechnungsverfahren in seiner
Dissertation [Rp96] vor.
An den Assoziationen zu Mond kann man deutlich den zeitlichen Abstand des Asso-
ziationsexperimentes und der Textbasen der maschinellen Berechnungen erkennbar.
So assoziiert ein Drittel der Versuchspersonen Sputnik, wohingegen in den Neunzi-
gern die Marsexpedition st

arker im Vordergrund stehen. Die in Russland vieldisku-
17
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Stimulus Antwort Anzahl Kollokation Wert Antwort Assoz.-
VPn. nach Rapp St

arke
Butter Brot 60 Brot 51 Brot 2,88
weich 40 K

ase 49 Eier 2,50
Milch 32 Zucker 29 Gramm 1,74
Margarine 27 Milch 23 Milch 1,71
K

ase 20 Margarine 22 Margarine 1,54
Fett(e) 16 Mehl 18 Zucker 1,23
gelb 14 Eier 16 Obst 1,10
Butterbrot 8 Pfund 14 K

uche 0,88
Dose 6 zerlassener 13 Geruch 0,87
essen 6 Fleisch 13 Fisch 0,84
Mond Stern(e) 46 Sonne 81 Mars 0,62
Sonne 39 Erde 49 Landung 0,57
Nacht 30 Planeten 23 Sonne 0,49
Sputnik 19 Omon 19 Erde 0,47
Schein 17 hinterm 17 Rakete 0,31
Sichel 13 Sterne 15 landen 0,29
rund 11 Himmel 14 Astronauten 0,27
Rakete 9 Silberner 14 Planeten 0,22
Gestirn 8 Mars 11 Sterne 0,21
Erde 6 Damenchor 9 Sonde 0,21
rot gr

un 38 blau 87 gelb 2,32
Farbe 24 gr

un 75 blau 1,89
blau 22 gelb 55 gr

un 1,80












Stier 10 orange 13 Gold 0,48
grell 9 leuchtet 13 Koalition 0,48
Blut 7 braun 13 Hessen 0,47
schlafen Bett 57 schlafe 68 nachts 3,56
wachen 45 ruhig 47 wachen 3,12
gehen 18 nachts 44 ruhig 1,61
Ruhe 18 essen 37 Bett 1,53
m

ude 17 einschlafen 29 Nacht 1,51
tr









ruhen 10 durchschlafen 22 Katze 1,30
essen 6 Nacht 18 Schlaf 1,18
schnarchen 6 ausschlafen 18 wach 1,13
Tabelle 2.2.: Vergleich Assoziationsexperiment { Wortschatz { Rapp
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tierte Satire Omon hinterm Mond taucht erst 1998 h

aug in deutschen Zeitungstex-
ten auf. Da das Wort Omon jedoch selten ist, aber in 11 von 22 F

allen zusammen
mit Mond im Text steht, ist diese Verbindung signikant. Analog erkl

art sich die
Assoziation zum Haidhauser Damenchor
"
Silberner Mond\. Hingegen setzt Rapp









orter mit niedriger Korpush

augkeit.
Die Bevorzugung von Koalition und Hessen vor anderen Farben unter den Kol-
lokationen von rot f





uck: die Zeitungstexte sind
zu einem hohen Teil politisch gepr

agt. In den im Wortschatz-Projekt verwende-




Weiterhin setzt Rapp durch die Verwendung eines asymmetrischen Bewertungsma-
es einen st

arkeren Bezug zu intellektuell bestimmten Assoziationen.
2.2. Meaning-Text Theory
Die Meaning-Text Theory, die von Igor A. Mel'






aftigt sich hingegen nicht mit untypisierten Relationen, sondern kategorisiert
die Relationen zwischen W










andig die lexikalischen Einheiten zusammen-
zustellen, die in einer solchen lexikalischen Relation stehen.
Aus den lexikalischen Einheiten soll ein sprachunabh

angiges Modell lexikalischer
Funktionen aufgebaut werden. Zwischen einzelnen Sprachen gibt es aber keine 1:1-
Entsprechung einzelner W

orter. Die Meaning-Text Theory betrachtet deshalb lexi-
kalische Einheiten, wie z. B. Lexeme oder Phraseme. Diese Einheiten lassen sich
wiederum hinsichtlich ihrer sprachlichen Verwendung in zwei Gruppen aufteilen.
Die erste, gr

oere Gruppe bilden die semantisch basierten lexikalischen Einheiten.





angig von den anderen Einheiten des Textes. Beispielsweise z






adel, buschigem Schwanz, nacktem, feuchtem Nasen-
spiegel und nicht zur

uckziehbaren, stumpfen Krallen { der Hund. Wenn im Text die




Andere lexikalische Einheiten w





uber die er gerade spricht. Er greift nicht

uber die Bedeutung der Einheiten auf
diese zu, sondern durch Beziehungen von anderen, schon ausgew

ahlten Einheiten.
Diese Beziehungen sind in seinem lexikalischen Ged

achtnis gespeichert.
Die Auswahl dieser Einheiten ist also lexikalisch basiert. Sie erfolgt dabei entlang
19
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der paradigmatischen oder der syntagmatischen Achse:
Zum einen will der Sprecher vielleicht ein Draht- oder Ledergeecht erw

ahnen, dass
vor dem Maul des Hundes befestigt wird und so ein zubeien desselben verhindert {
der Beikorb; oder ein als Hundefutter industriell hergestelltes, vitaminreiches har-
tes Geb











uber eine Relation z. B. zu Hund referenziert werden.
Andererseits m

ochte der Sprecher Ereignisse erw

ahnen, die mit Hunden in Beziehung
stehen: wenn der Hund tiefe Warnlaute von sich gibt, dann knurrt er. Diese Wahl
ist syntagmatisch bedingt (beruht also auf einer Verbindung zweier lexikalischer
Einheiten zu einer gr

oeren Einheit).
Die paradigmatischen und syntagmatischen Funktionen nach Igor A. Mel'

cuk
[Ml76] werden im Anhang A auf Seite 74 einzeln aufgef

uhrt.
Ein Hauptanwendungsgebiet der Meaning-Text Theory ist der Aufbau beschreiben-




upfungen der Lexeme (Explanatory-
Combinatorial Dictionaries) wie dem Combinatory Dictionary of English von Ben-




uchern sind die Kombinationsm

oglich-
keiten von Lexemen aufgeschl












uber hinaus werden die lexiko-syntaktischen Ideen der Meaning-Text Theory
genutzt, um beim Parsen von Text Mehrdeutigkeiten aufzul

osen (siehe dazu die Ar-
beiten von Alexander Nakhimovsky), oder um die Repr

asentation von Lexemen
in verschiedenen Sprachen zu vergleichen.
Es ist bis jetzt nicht m

oglich, alle automatisch ermittelten Relationen lexikalischen
Funktionen zuzuordnen. Jedoch ist es f

ur den Lexikographen eine Hilfe, dass die
















ange von linguistischen Konzepten auf
den verschiedenen Ebenen des Sprachsystems stellt seit jeher eines der Hauptziele
der Linguistik dar.
Kollokationen lassen sich als prominente Vertreter dieser Klasse nur durch syste-
matische Analyse m

oglichst vieler Texte sicher identizieren. Da bei einer solchen
Analyse einer manuellen Vorgehensweise allein durch den Umfang der Dokumenten-




In diesem Kapitel stellen wir einige der bekanntesten Ans






uber hinaus werden wir ein eigenes Verfahren




3.1. Ermittlung signikanter Kollokationen
Zur Berechnung von Kollokationen wird zun

achst ein Kollokationsma ben

otigt,




Uberschreitet dieses Ma einen gewissen Schwellwert, so gehen wir davon aus, dass
es sich um eine signikante Kollokationen handelt.
Um ein geeignetes Kollokationsma zu nden, haben wir innerhalb des Wortschatz-
Projekts untersucht, wie verschiedene, intellektuell ausgew

ahlte Wortpaare, die zu-
einander signikante Kollokationen sind, von den verschiedenen Maen bewertet
werden. Daf

ur wurde eine Menge von 7000 Kollokationspaaren gebildet, f

ur die die
entsprechenden Werte einiger vielversprechender Mae ermittelt wurden.
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Aus den in der Literatur bekannten Mae wurden die ausgew

ahlt, die interessan-










orter: a; b; i
 Anzahl aller W

orter in den betrachteten Korpora: n
 Auftretensh

augkeit des Wortes a im Korpus: H(a)
 Auftretensh

augkeit der Kollokationen a, b im Korpus: H(a; b) (Anzahl der
S

atze, in denen beide W

orter auftreten)
 Auftretenswahrscheinlichkeit eines Wortes: P (a) = H(a)=n
 Wahrscheinlichkeit, dass W

orter a und b gemeinsam im Wortfenster bzw. Satz
stehen (Wahrscheinlichkeit des Kovorkommens): P (a; b) = H(a; b)=n
Mutual Information Index
Der Mutual Information Index wurde von Fano entwickelt und von Church et al.
(1991) in seiner jetzigen Fassung formuliert.
Der Wert des Mutual Information Index 
MI
(a; b) ist bestimmt durch die Die-
renz aus der Wahrscheinlichkeit des Kovorkommens zweier W

orter P (a; b) und der









(a; b) = log
2
P (a; b)  log
2





Wenn a und b statistisch unabh

angig sind, ist der Quotient der beiden Ausdr

ucke 1.
Durch die Logarithmierung ergibt sich eine klare Trennung an der Stelle Null. Ist der
Wert des Mutual-Information-Indizes gr

oer als Null, so sind a und b voneinander
abh





allig zusammen auftreten. Umgekehrt
ist 
MI
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uberbewertet. Dies steht in keinem Zusammenhang zu der Annahme von Rapp in
[Rp96] f















meinsam in einem Satz auftauchen, eine hohe Bewertung getroen, die sich bei ei-
nem gr

oeren Datenbestand nicht halten l






die nur einmal im Text auftauchen, dann aber im selben Satz stehen, bei einer
Korpusgr

oe von n W















orter, die je 1000 Mal im Korpus stehen und jedes Mal gemeinsam im Satz
auftauchen, damit aber gegen

uber dem obigen Beispiel erheblich signikanter sind,










In Tabelle 3.1 sind die 50 st

arksten Verbindungen aus 7000 Kollokationspaaren auf-
gef

uhrt, die intellektuell als gute Kandidaten f

ur statistische Kollokationen aus-
gew

ahlt wurden. Um die Mae gut vergleichen zu k

onnen, sind die Werte der anderen




Die Berechnung des Z-Scores ist eine spezielle Transformationsregel aus der Statistik.
Die H

augkeit des Kovorkommens zweier W

orter a und b, bezeichnet mit H(a; b),
bildet eine numerische Kenngr

oe, d. h. den Wert, den die Zufallsvariable X f

ur
das entsprechende Paar (a; b) annimmt. Zur Berechnung des z-Score-Maes geht
man davon aus, dass diese Zufallsvariable mit Erwartungswert  und Varianz 
normalverteilt ist.  und  Der Erwartungswert wird durch den Mittelwert und die
Varianz durch die Standardabweichung der untersuchten Stichprobe gesch

atzt. Wenn
man diese Transformation auf alle Werte der Zufallsvariablen X einer Verteilung
anwendet, erh

alt man eine neue Zufallsvariable, die um den Mittelwert 0 mit der
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Untiefe 14 belorussisch 1 1 19,0 0,071 6
Tycho 21 Brahe 22 14 17,8 0,483 70
Bierm

osl 40 Blosn 32 29 17,4 0,674 140
Ennio 45 Morricone 12 9 16,9 0,188 43
Wigald 45 Boning 62 42 16,8 0,646 195
Untiefe 14 Kuropaty 5 1 16,7 0,056 5
Programmiersprachen 26 Grundkonzepte 4 1 16,1 0,035 5
Homanns 121 Lebensansichten 1 1 15,9 0,008 5
Caterina 56 Valente 25 11 15,8 0,157 49
Gleichung 151 Gleichung 151 159 15,7 1,112 683
Rialto 9 Wendlandt 20 1 15,3 0,036 5
Rothenburg 74 Tauber 85 34 15,3 0,272 143
Elster 51 Pleie 13 3 15,1 0,049 13
Addis 214 Abeba 199 189 15,0 0,844 774
Meeresregion 2 Institutes 121 1 14,9 0,008 4
Spannen 42 Floaten 6 1 14,9 0,021 4
Vanity 22 Fair 196 17 14,9 0,085 70
Rosenkavalier 91 Marschallin 20 7 14,8 0,067 29
Kajo 101 Schommer 107 40 14,8 0,238 162
Rheinischer 14 Merkur 196 10 14,7 0,050 41
Addis 214 Abbeba 4 3 14,7 0,014 13
Regierungspr

asident 130 Antwerpes 27 11 14,5 0,075 44
Bayernkurier 45 Scharnagl 44 5 14,2 0,059 20
Darius 205 Milhaud 31 16 14,2 0,073 62
Miriam 379 Makeba 14 13 14,2 0,034 51
Placido 75 Domingo 296 51 14,1 0,159 195
Jean-Michel 56 Jarre 8 1 14,0 0,016 4
Corriere 207 della 303 132 13,9 0,349 498
Lionel 197 Jospin 294 112 13,8 0,295 419
Samsung 153 Goldstar 14 4 13,8 0,025 16
Parthenon 16 Akropolis 68 2 13,8 0,024 8
Keith 321 Jarrett 46 27 13,7 0,079 101
Gadda 44 Muammar 53 4 13,7 0,043 15
Katers 14 Murr 43 1 13,6 0,018 4
Ezer 77 Weizmann 28 3 13,4 0,029 11
Alija 350 Izetbegovic 514 237 13,3 0,378 846
Miroslav 394 Vitous 4 2 13,2 0,005 8
Java 244 Programmiersprache 63 19 13,2 0,066 68
Juristische 86 Wochenschrift 39 4 13,1 0,033 15
Wim 334 Duisenberg 34 13 13,1 0,037 46
Ungeziefer 103 Samsa 9 1 13,0 0,009 4
Regensburger 700 Domspatzen 20 15 13,0 0,021 53
Java 244 Sumatra 65 14 12,7 0,048 48
Hammer 823 Sichel 111 80 12,7 0,094 272
Oedipus 35 Strawinsky 134 4 12,6 0,024 14
Luciano 331 Pavarotti 168 47 12,6 0,104 160
Blitz 379 Donner 181 57 12,6 0,113 193
Ignacio 173 Lopez 302 43 12,6 0,100 146
Tel 1268 Aviv 855 839 12,5 0,653 2796
Konditor 47 Praline 28 1 12,5 0,013 4
Tabelle 3.1.: Signikante Kollokationspaare nach dem Mutual Information In-
dex
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Der z-Score eines Wertes gibt also die Gr

oe und Richtung seiner Abweichung von
der Verteilung der Zufallsgr








uberdurchschnittlich hoch bewertet, so dass aus
der Liste potentieller Kandidaten Stopw







Das Maximum-Likelihood-Prinzip geht in seinem Ansatz auf C. F. Gau zur

uck
und wurde in seiner heutigen Allgemeinheit von R. A. Fisher entwickelt. Eine Be-





ur die Ereignisse Wort kommt vor und Wort kommt nicht
vor, ermittelt f

ur jede Position im Text und f

ur die beiden W

orter a und b, wird
berechnet, ob das Verh

altnis von Vorkommen und Nichtvorkommen von a unter
der Bedingung, dass b vorkommt, signikant anders ist als dieses Verh

altnis unter
der Bedingung, dass b nicht vorkommt (d. h. man untersucht, ob P (ajb)=P (:ajb)
einen signikant anderen Wert als P (aj:b)=P (:aj:b) annimmt). Das untersucht
man durch Bildung einer Vierfeldertafel f

ur die vier verschiedenen Ereignisse und
Bildung deren Randsummen P (ajb)+P (aj:b), P (:ajb)+P (:aj:b), P (ajb)+P (:ajb)
und P (aj:b) + P (:aj:b).
Tanimoto-Ma
Das Tanimoto-Ma, 1983 von Ozawa vorgestellt, fut auf der Mengentheorie. Es
gibt den Grad der

Uberlappung der Mengen der Beispiels






atze, die das Wort a enthalten, T
b
die Menge der S

atze mit Wort b. Dann
ist das Tanimoto-Ma bestimmt durch das Verh






orter enthalten zur Anzahl der S

























ergibt 1, wenn zwei W

orter immer zusammen im Satz stehen, und 0, wenn es






Im Wortschatz-Projekt wurde zur Berechnung der Kollokationen ein neues Signi-
kanzma hergeleitet, das sich an das von Yuval formulierte Common-Birthday-
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Gleichung 151 Gleichung 151 159 1,112 683 15,7
Addis 214 Abeba 199 189 0,844 774 15,0
Bierm

osl 40 Blosn 32 29 0,674 140 17,4
Tel 1268 Aviv 855 839 0,653 2796 12,5
Wigald 45 Boning 62 42 0,646 195 16,8
Tycho 21 Brahe 22 14 0,483 70 17,8
Alija 350 Izetbegovic 514 237 0,378 846 13,3
Corriere 207 della 303 132 0,349 498 13,9
Berti 794 Vogts 1731 651 0,347 2031 11,8
Bill 2882 Clinton 4037 1772 0,344 4653 10,2
Kultusminister 1063 Zehetmair 1081 539 0,336 1680 11,8
Rio 1539 Janeiro 487 504 0,331 1650 12,3
Edmund 2213 Stoiber 3791 1419 0,309 3791 10,3
Lionel 197 Jospin 294 112 0,295 419 13,8
Rothenburg 74 Tauber 85 34 0,272 143 15,3
Slobodan 643 Milosevic 1522 462 0,271 1441 11,8
Oskar 1736 Lafontaine 2082 800 0,265 2231 10,7
Kajo 101 Schommer 107 40 0,238 162 14,8
Silvio 519 Berlusconi 1116 313 0,237 995 12,0
Felipe 425 Gonzalez 627 186 0,215 613 12,4
Heide 1283 Simonis 547 297 0,194 913 11,6
Angela 2051 Merkel 1104 501 0,189 1398 10,7
Ennio 45 Morricone 12 9 0,188 43 16,9
Bundeskanzler 3104 Kohl 8515 1791 0,182 4074 9,0
Willy 1429 Brandt 1031 377 0,181 1076 10,9
Placido 75 Domingo 296 51 0,159 195 14,1
Caterina 56 Valente 25 11 0,157 49 15,8
Hansa 350 Rostock 1436 241 0,156 754 11,8
Rupert 731 Murdoch 555 168 0,150 515 11,6
Bj

orn 622 Engholm 381 131 0,150 419 12,0
Frankfurt 13044 Main 2358 1840 0,136 4086 8,8
Joschka 702 Fischer 4795 624 0,128 1693 10,4
Botho 233 Strau 1576 195 0,121 619 12,0
tatenlos 232 zusehen 431 69 0,116 228 12,3
Blitz 379 Donner 181 57 0,113 193 12,6
Umweltministerin 525 Merkel 1104 155 0,105 446 11,0
Verkehrsminister 521 Wissmann 663 112 0,104 332 11,3
Luciano 331 Pavarotti 168 47 0,104 160 12,6
Ignacio 173 Lopez 302 43 0,100 146 12,6
Konstantin 920 Wecker 628 140 0,099 397 10,8
Pablo 282 Picasso 486 68 0,097 215 11,9
Romeo 343 Julia 1080 124 0,096 369 11,3
Steuergeldern 251 Verschwendung 373 54 0,095 174 12,1
Hammer 823 Sichel 111 80 0,094 272 12,7
Rolling 249 Stone 363 52 0,093 168 12,1
Vanity 22 Fair 196 17 0,085 70 14,9
Mario 2685 Basler 1291 307 0,084 735 9,4
Keith 321 Jarrett 46 27 0,079 101 13,7
Finanzminister 2957 Waigel 3966 486 0,075 1003 8,3
Regierungspr

asident 130 Antwerpes 27 11 0,075 44 14,5
Tabelle 3.2.: Signikante Kollokationspaare nach dem Tanimoto-Ma
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Das Verfahren basiert auf der folgenden, aus der elementaren Wahrscheinlichkeits-
rechnung bekannten Aufgabe[WW98, S. 97]: In einem Raum benden sich 23 Sch

uler.
Wie gro ist die Wahrscheinlichkeit, dass zwei dieser Sch

uler am gleichen Tag Ge-
burtstag haben? (Zur allgemeinen Verwunderung stellt sich heraus, da diese Wahr-
scheinlichkeit knapp

uber 50% liegt.) Wir ver






ubertragen sie dann auf das folgende Kollokationsproblem.
Gegeben sind zwei W

orter a und b. Wie gro ist die Wahrscheinlichkeit, dass unter
n S

atzen H(a; b) St

uck sind, die beide W

orter a und b enthalten? Dazu sei bekannt,
da insgesamt H(a) S

atze das Wort a und H(b) S

atze das Wort b enthalten. Die
gesuchte Wahrscheinlichkeit soll berechnet werden unter der zus

atzlichen Annahme,





Dieses Problem stellt eine Variante des Common-Birthday-Problems dar: In einem
Raum benden sich H(a) Jungen und H(b) M

adchen. Wie gro ist die Wahrschein-
lichkeit, dass es ein Paar (also ein Junge und ein M

adchen) gibt, das am gleichen
Tag Geburtstag hat? Wie gro ist die Wahrscheinlichkeit, da es H(a; b) Paare gibt,
die jeweils am gleichen Tag Geburtstag haben (d. h. wir erlauben f

ur diese H(a; b)
P

archen H(a; b) verschiedene Geburtstage)?
Dabei soll zus

atzlich angenommen werden, da keine zwei Jungen und keine zwei
M

adchen am gleichen Tag Geburtstag haben. Diese Annahme stellt keine wesent-
liche Einschr

ankung dar, wenn die Anzahl der Jungen und M

adchen sehr klein im
Vergleich zur Anzahl der Tage eines Jahres ist.











H(a) Anzahl der Jungen Anzahl der S

atze, die das Wort a enthal-
ten
H(b) Anzahl der M

adchen Anzahl der S

atze, die das Wort b enthalten
n Anzahl der Tage im Jahr Gesamtzahl aller S

atze








Da die Gesamtzahl n aller S

atze stets gro gegen die Anzahlen H(a) und H(b) sein




uber die Verschiedenheit der Geburtstage innerhalb der Jungen bzw. M

adchen ge-
rechtfertigt. Zum besseren Verst

andnis werden die folgenden Rechnungen immer im
Kontext des Common-Birthday-Problems beschrieben.
27
3. Erkennung und Verkn

upfung linguistischer Konzepte
Die Wahrscheinlichkeit, da von H(a) Jungen und H(b) M

adchen kein Paar am









    
n  (H(a) +H(b)) + 1
n H(b) + 1
Um das Ereignis des gemeinsamen Geburtstages eines M

adchens mit einem Jungen
zu vermeiden, bleiben f

ur das erste M






ur das zweite M

adchen noch n H(a)  1 m

ogliche Geburtstage usw.

















    
n  (H(a) +H(b)) + 2
n H(b) + 1









onnen, so dass dieses M

adchen bei H(a) von n m

oglichen
Geburtstagen auf einen der Jungen trit, aber die anderen M

adchen analog oben
die bisher vergebenen Geburtstage vermeiden m

ussen, um keine weiteren Paare zu
bilden.
Betrachten wir nun den Fall von genau zwei Paaren mit jeweils gemeinsamen Ge-
























    
n  (H(a) +H(b)) + 3
n H(b) + 1














onnen, so dass das erste M

adchen bei H(a) von
n m

oglichen Geburtstagen auf einen der Jungen trit, das zweite bei verbleiben-
den H(a)   1 von n   1 Tagen, die anderen M

adchen aber analog oben die bisher
vergebenen Geburtstage vermeiden m




















    
H(a) H(a; b) + 1





   
n  (H(a) +H(b)) +H(a; b) + 1
n H(b) + 1
Da H(a) und H(b) im Vergleich zu n klein sind, unterscheiden sich in den einzelnen
Gruppen von Faktoren die benachbarten Glieder nur wenig, so dass die folgende
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Im folgenden soll mit dieser Approximation weitergerechnet werden. Uns interessiert


























Nehmen die Summanden in der obigen Summe schnell genug ab, so reicht es, nur
den ersten Summanden zu betrachten. Wenn wir insgesamt Abweichungen von 10%
akzeptieren wollen, ist daf

ur die Bedingung (H(a; b) + 1)=x < 0; 1 ausreichend. In
den anderen F





























gemeinsame Auftreten der W

orter a und b denieren wir den negativen Logarithmus
der obigen Wahrscheinlichkeit. Damit ergeben sich f

ur die Signikanz die folgenden
Formeln:
Sei H(a) die Anzahl der S

atze mit Wort a, H(b) die Anzahl der S

atze mit Wort b,
n die Gesamtanzahl aller S

atze und H(a; b) die Anzahl der S

atze, welche die W

orter
a und b enthalten. Wir setzen x = H(a)H(b)=n, und denieren:
1. Gilt (H(a; b) + 1)=x < 0:1 (dies ist der typische Fall), so setzen wir

CBA
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
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2. Anderenfalls setzen wir

CBA
(a; b) = 1=2 (x  log
10






orter a und b sind dann signikante Kollokationen, wenn das Signikanzma

CBA
(a; b)  4 ist. Diese Schwelle wurde nach Inaugenscheinnahme einiger berech-
neter Kollokationen festgelegt.
Bemerkenswert an der Denition ist, da die Signikanz nicht nur von den relati-
ven H

augkeiten H(a)=n;H(b)=n und H(a; b)=n abh

angt, sondern die Signikanz
bei konstanten relativen H








at sich dieser Eekt damit erkl

aren, dass uns das einmalige gemeinsame
Auftreten zweier W

orter (z. B. Katze und Sack) keine Information gibt, doch das
wiederholte Auftreten beider W

orter in einem entsprechend gr

oeren Korpus uns




asst (hier gegeben durch die
Redewendungen
"
die Katze im Sack kaufen\ und
"
die Katze aus dem Sack lassen\).
Common-Birthday-Ma auf Satzebene
Mit dieser Methode werden sowohl syntaktisch-semantische Kollokationen als auch
andere signikant h

auge Wortpaare erkannt, soweit das im Rahmen des Textkorpus
m

oglich ist. Dazu geh

oren zahlreiche Head-Modier-Relationen (Relationspaare aus
der Dependenzgrammatik nach Tesniere, z. B. (beit { Hund)).





ahnlich bedeutsam sind. Weiterhin k

onnen durch nichtdeut-
sche Stoppworte viele W

orter ebendieser Sprache gefunden werden (englisch, spa-
nisch, bayerisch).
Common-Birthday-Ma auf Nachbarebene
Das oben beschriebene Signikanzma wurde auch auf der Basis von Wortnachbarn
berechnet, je einmal f

ur die linken und rechten Nachbarn des jeweiligen Wortes.
Die Berechnung entspricht der von 
CBA
nach Denition 3.1. Zur Berechnung des
Signikanzmaes auf Basis der linken Nachbarn, 
CBA nbli
, verwenden wir in den
Formeln 3.7 und 3.8 als Wert f

ur H(a; b) die Anzahl der S

atze, in denen das Wort
a auf das Wort b folgt, in denen also b links von a steht. Analog verwenden wir




ur H(a; b) die
Anzahl der S

atze, in denen das Wort a direkt vor dem Wort b steht und erhalten
somit alle W

orter b, die signikant h

aug rechts von a auftauchen.
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Bill 2882 Clinton 4037 1772 4653 0,344 10,2
Frankfurt 13044 Main 2358 1840 4086 0,136 8,8
Bundeskanzler 3104 Kohl 8515 1791 4074 0,182 9,0
Edmund 2213 Stoiber 3791 1419 3791 0,309 10,3
Tel 1268 Aviv 855 839 2796 0,653 12,5
Oskar 1736 Lafontaine 2082 800 2231 0,265 10,7
Berti 794 Vogts 1731 651 2031 0,347 11,8
Joschka 702 Fischer 4795 624 1693 0,128 10,4
Kultusminister 1063 Zehetmair 1081 539 1680 0,336 11,8
Rio 1539 Janeiro 487 504 1650 0,331 12,3
Gerhard 9696 Schr

oder 2943 852 1637 0,072 7,8
Pr

asident 18882 Clinton 5019 1058 1583 0,046 6,4
wies 4152 darauf 22839 996 1465 0,038 6,3
Slobodan 643 Milosevic 1522 462 1441 0,271 11,8
Angela 2051 Merkel 1104 501 1398 0,189 10,7
Franz 10540 Beckenbauer 1332 603 1254 0,053 8,3
Willy 1429 Brandt 1031 377 1076 0,181 10,9
Frankfurt 13044 Eintracht 1178 514 1013 0,037 8,0
Finanzminister 2957 Waigel 3966 486 1003 0,075 8,3
Silvio 519 Berlusconi 1116 313 995 0,237 12,0
Heide 1283 Simonis 547 297 913 0,194 11,6
Alija 350 Izetbegovic 514 237 846 0,378 13,3
in 1283649 Hannover 5522 3368 811 0,003 1,8
Addis 214 Abeba 199 189 774 0,844 15,0
Hansa 350 Rostock 1436 241 754 0,156 11,8
Kurt 5411 Biedenkopf 745 321 754 0,055 9,2
Mario 2685 Basler 1291 307 735 0,084 9,4
Gleichung 151 Gleichung 151 159 683 1,112 15,7
Botho 233 Strau 1576 195 619 0,121 12,0
Felipe 425 Gonzalez 627 186 613 0,215 12,4
in 1283649 Leipzig 3339 2093 523 0,002 1,9
Rupert 731 Murdoch 555 168 515 0,150 11,6
Corriere 207 della 303 132 498 0,349 13,9
Umweltministerin 525 Merkel 1104 155 446 0,105 11,0
Kaee 2113 Kuchen 597 164 421 0,064 9,9
Lionel 197 Jospin 294 112 419 0,295 13,8
Bj

orn 622 Engholm 381 131 419 0,150 12,0
Konstantin 920 Wecker 628 140 397 0,099 10,8
Bundeskanzler 3104 Vranitzky 456 158 395 0,046 9,7
Landeshauptstadt 1363 M

unchen 22094 269 378 0,012 6,1
Romeo 343 Julia 1080 124 369 0,096 11,3
Sache 10451 eigener 3384 266 354 0,020 5,8
Reinhard 2930 H

oppner 443 142 354 0,044 9,7
Lafontaine 2082 SPD 10361 226 333 0,018 6,3
Verkehrsminister 521 Wissmann 663 112 332 0,104 11,3
Joseph 1983 Beuys 342 122 330 0,055 10,4
Hans 15376 Eichel 357 169 328 0,011 7,9
Umweltministerin 525 Angela 2051 122 306 0,050 9,7
Kurt 5411 Beck 1436 160 283 0,024 7,3
essen 1571 trinken 1184 121 274 0,046 8,9
Tabelle 3.4.: Signikante Kollokationspaare nach dem Common-Birthday-
Ma
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Im wesentlichen sind die gefundenen Paare auch Kollokationen auf Satzebene, jedoch
sind sie hier ganz anders gewichtet, und diejenigen Relationen treten st

arker hervor,







ander), falls oft mehr als zwei Objekte genannt
werden
 Mehrwortbegrie, Personennamen, Titel von Personen (akademische Titel oder
Berufe wie Gesundheitsminister, Regisseur, : : : )
 Eigenschaften (Adjektive, die zur n

aheren Beschreibung vor dem Wort ste-
hen; das sind aber nicht unbedingt typische, beschreibende Eigenschaften (der




 Head-Modier-Strukturen (Hund { bellt)
3.1.3. Schnitt zweier Kollokationsmengen
Unter den Kollokationen eines Wortes nden sich Relationen verschiedenartiger Na-
tur. W










orter der gleichen Klasse: Samstag, Freitag, Montag, : : :
W

orter aus Head-Modier-Strukturen: kommenden, vergangenen, verkaufsoenen,
autofreier, : : :
weitere Kollokationen: Uhr, Nacht, Stichwahl, Gasteig, Tatort, ausgeschlafen
Auerdem sind bei Homonymen die Kollokationen der verschiedenen Wortbedeutun-
gen gemischt. Ein anderes Wort aus einer gleichen Klasse weist als Kollokationen
auch viele andere Vertreter dieser Klasse auf, aber keine W

orter aus Klassen, in
denen nur das urspr

ungliche Wort enthalten ist.
Beispiel:
Reis ist sowohl eine H

ulsenfrucht als auch der Name eines Fuballers, unter den




uchte und Fuballer (Tabel-
le 3.5).
Greift man sich nun aus diesen Kollokationen den Namen eines Fuballers oder der
Fuballmannschaft heraus und bildet die Schnittmenge der Kollokationen von Reis
und beispielsweise Bochum, erh

alt man in Tabelle 3.6 die Namen der anderen Mit-
spieler des VfL Bochum (und auerdem die Stadt Essen). Als Ma f

ur die Gewich-
















































































Tabelle 3.5.: Kollokationen f

ur Reis
Die Aspekte von Reis als Nahrungsmittel kann man weiter aufteilen in die Bereiche
Reis als Feldfrucht, Reis als Produkt in Agrarstaaten oder einfach Reis als Grund-
nahrungsmittel. F






ahlt. Da den Relationen keine Syntaxanalyse zu Grunde liegt,
nden sich unter den Kollokationen auch W






uchte auftauchen wie Tonnen oder angebaut. Analog ist die zweite Tabel-
le aufgebaut, f

ur die Tee als weiterer Klassenvertreter gew

ahlt wurde. Die niedrige




agt sich aus den Einzelrelationen auf
die Schnittmenge.


























Tabelle 3.6.: Schnittmenge der Kollokationen von Reis mit denen von Bochum
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ur die Schnittmengenbildung gew

ahlt. In diesem Fall wurden die




Grundnahrungsmittel wie Mehl, Reis oder Zucker zum Gelieren brach-
ten sie in den S

udosten; Fertigsuppen, Margarine, Nudeln und andere
s









ochige Trockenheit hat die Mais- und Bohnenaussaat {
beides Grundnahrungsmittel der Bev





auftauchen. In vielen F

allen kann aber nicht davon ausgegangen werden, dass sich
der Klassenoberbegri unter den Kollokationen bendet, wohingegen die Vertreter
einer Klasse meist als Cluster gefunden werden.
Neben Kohyponymen kann man durch Bildung der Schnittmenge der Kollokationen
auch W

orter nach anderen lexikalischen Funktionen nden. So tauchen z. B. unter
den Kollokationen von Oberb






adte auf. Unter den Kollokationen der St

adte nden sich auch Namen von
f

ur diese Stadt bedeutsamen Pers

onlichkeiten, sei es historisch, kulturell oder tages-





wenn auch nur so aktuell, wie es die eingelesenen Texte erm

oglichen. Auf die gleiche
Art nden sich Hauptst

adte, Romanautoren, Objekte von Handlungen usw.
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3.2. Extraktion von Konzepten aus Kollokationen
durch Verwendung von Wortvektoren
3.2.1. Gemeinsame Kollokationen und Nachbarn
Bisher wurde die automatische Ermittlung von signikanten Kollokationen unter-
sucht, indem verschiedene Signikanzmae auf W

orter in einer bestimmten Umge-
bung angewandt wurden. Darauf aufbauend kann man semantisch verwandte, also
im gleichen Kontext verwendete W

orter bestimmen, indem man die Kollokationen
der W

orter und deren Signikanz miteinander vergleicht.
Einen m

oglichen Ansatz zu diesem Vergleich bietet die Vektoranalyse [SG83]. Die
Menge der Kollokationen eines Wortes kann als Vektor im n-dimensionalen Raum
betrachtet werden. Diesen Vektor bezeichnen wir als Kollokationsvektor
~
k. Die i-te
Spalte des Kollokationsvektors eines Wortes a ist mit dem Wert x besetzt, wenn der
Signikanzwert eines Kollokationsmaes zwischen dem Wort a und dem i-ten Wort
des Gesamtwortschatzes gleich x ist.
Beispiel:


















ar, Hund) = 5; 
CBA
(beit, Hund) = 22;

CBA
(beit, Mann) = 8; 
CBA
(dicker, Hund) = 4;

CBA
(dicker, Mann) = 6; 
CBA
(Hund, Mann) = 22
Dann sind die Kollokationsvektoren von B





ar) = (0; 0; 0; 5; 0),
~
k(Hund) = (5; 22; 4; 0; 22),
~
k(Mann) = (0; 8; 6; 22; 0)
Zwei W

orter a, b kann man nun vergleichen, indem man das Skalarprodukt ihrer Kol-
lokationsvektoren berechnet. Zur besseren Vergleichbarkeit mit dem Ausgangsma
wird aus dem Skalarprodukt die Wurzel gezogen.
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(a; i)  
CBA
(b; i)) (3.9)

















ar, Mann)  10
Das Hauptaugenmerk bei diesem Signikanzma liegt auf der Verwendung zweier
W

orter mit dem gleichen Kontext. Die direkte Beziehung, d. h. die Verwendung
zweier W






halb wird bei der Berechnung davon ausgegangen, dass ein Wort zu sich selbst keine
Kollokation ist, also 
CBA
(a; a) = 0 ist. Nicht signikante Kollokationen, das sind
solche mit einen Signikanzwert kleiner als 4, gehen ebenfalls mit dem Wert Null





hohem Aufwand zum geringen Fehler bei der Berechnung st

unde.
Bei der Berechnung der Kollokationen nach dem Common-Birthday-Ma konnten




anken, die im gleichen Satz wie das Ausgangswort auf-
traten
1
. Das Signikanzma 
2prod
ist nicht mehr auf W

orter in einem Wortfenster
beschr

ankt, sondern berechnet die Kollokationen zweiter Ordnung zu einem Wort.
Damit bezeichnen wir alle statistisch berechneten Relationen zwischen W

ortern, die
auf Grund der Kollokationen der W







ur diese Relation sind alle W

orter, die mit dem Ausgangs-
wort gemeinsame Kollokationen besitzen. Deshalb werden bei der Berechnung der
Kollokationen zweiter Ordnung zu einem Wort a zun






(a; i) gespeichert. Aus allen Kollokationen
der W

orter i wird nun die Vereinigungsmenge aller W






orter b das Ma 
2prod
(a; b) berechnet. Die Paare, f

ur die das Ma eine
gewisse Schwelle






(a; b) > 12.
Die Berechnung der Kollokationen erfolgt mit dem Programm sig_vec, das ei-
ne Liste von INSERT-Statements zur Aufnahme in die Datenbank generiert. Dem




ur die die Kollokationen zweiter Ordnung berechnet werden sollen. Al-




orter nach Bedarf von dem
Programm berechnen zu lassen, dass f






orter wurden von der Berechnung ausgeschlossen.
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einstug zweistug (Minimum) zweistug (Produkt)
Wert Wort Wert Wort Wert Wort
61 Katze 61 Sack 64 beien
30 Herrchen 30 Frauchen 58 Tier
24 Herr 30 Maus 54 Hunde
22 Mann 29 Schwanz 53 Frauchen
22 beit 29 Hunde 52 bellten
22 Tier 24 Knecht 50 beie
19 Frau 24 Herrn 49 Maus
18 Schwanz 24 beien 44 Schwanz
17 Leine 23 Doktor 42 belle
17 Hundehalter 22 beie 39 Hans-Jochen
16 Katz 22 hineinbeit 38 Katzen
15 Mensch 22 hineinbeien 35 bellen
14 bellt 22 ausbeit 34 tot
14 bellte 22 festbeien 33 Herrn
14 gekommen 22 abbeit 33 spazierenf

uhren
14 Kind 22 ausbeien 32 spazierenfahren
12 bellen 22 abbeien 31 hineinbeit
11 gepr

ugelter 22 entzwei 31 hineinbeien
11 Katzen 22 Katze 31 ausbeit
11 entlaufener 21 tot 31 beit
11 gebissen 21 Dame 31 spaziere
10 Auto 21 Vierbeiner 30 festbeien
10 harter 21 bellen 30 abbeit
9 scho 20 zubeit 30 spaziert
9 bunter 20 anbeit 30 spazieren
8 dog 19 beit 30 rennen
8 Esel 19 Tier 29 ausbeien
8 Pfoten 19 bellten 29 abbeien
7 Tierarzt 18 lieber 29 Heynckes
7 Zwillinge 18 kurzen 28 entzwei
7 begraben 18 belle 28 bellt
7 Kaninchen 18 Lieber 28 Herrchen
7 blasse 18 zusammenbeien 27 Katze
7 armer 18 anbeien 27 Vierbeiner
7 Reiseapotheke 17 zubeien 27 Schmadtke
7 Gromit 16 Hause 27 Fell
7 Frauchen 16 bitte 27 Schr

odingers
6 Sirius 16 Wesen 26 Zeyer
6 Rasse 15 Meerschweinchen 26 Spanring
6 Hause 15 Fell 26 kleines
6 spazieren 15 Geburt 25 Heidenreich
6 gebellt 15 junger 25 junger
6 Spazierg

angers 15 Ihrem 25 M

ause
6 Gassi 15 eigenes 25 taube




3. Erkennung und Verkn

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Als Basis bei der Berechnung kann man neben den Kollokationen auf Satzbasis auch
die Kollokationen zwischen Wortnachbarn verwenden. Die W

orter mit gemeinsamen
rechten bzw. linken Nachbarn erh





















(i; a)  
CBA nbli
(i; a)) (3.11)
Durch die Verwendung des Skalarproduktes bei der Berechnung der Kolllokationen
zweiter Ordnung werden Relationen zwischen W

ortern a und b auch dann hoch
bewertet, wenn nur eine der Verbindungen von a oder b zu den gemeinsamen Kollo-















Hier wird aus jeder
"
Dimension\ nur die minimale Komponente zur Berechnung
herangezogen und





orter Sonntag und Polizeigewahrsam haben nur eine gemeinsame Kollokation:
Freitag mit den Signikanzwerten

CBA
(Sonntag, Freitag) = 100 und

CBA





ur das Paar (Sonntag { Polizeigewahrsam) einen recht hohen Wert
von
p
100  4 = 20; 
2min




= 4. Daran sieht




uberbewertet, wenn nur eine der Werte
nach 
CBA
sehr hoch, der andere jedoch kaum signikant ist. Nichtsdestotrotz sollte
dabei nicht vergessen werden, dass unter den Kollokationen zweiter Ordnung von
Sonntag Polizeigewahrsam in der Rangfolge weit hinten steht.
Die Werte variieren, wenn sich beide Teil-Relationen der zweistugen Kollokationen
weniger stark unterscheiden. Angenommen, die W

orter Nacht und Sonntag h

atten
wieder nur die gemeinsame Kollokation Freitag. Hier sind die Signikanzwerte:

CBA
(Sonntag, Freitag) = 100 und

CBA
(Nacht, Freitag) = 173.




rund 132 und 
2min
= 100. Die Kollokation ist also
nach beiden Maen signikant.
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tische Cluster und Synonyme. So ndet man z. B.:
 Kohyponyme (W

orter mit gleichem Oberbegri) durch Anwendung des Maes

2rechts












 Arzt Professor (6567)
 Computer Rechner (1260), Auto (1156), IBM (957), Computern (864)
 DM Dollar (460902), Yen (46920), US-Dollar (33488), Pfund (28561), Franc
(23100), Tonnen (23072), Lire (22270), Franken (21922), Stunden
(15930), Gulden (11400), Pfennig (9918), Rubel (8883), Jahre (8633),
Liter (8384), Kilowattstunden (8062), Schilling (7872), Francs (6885),
ECU (6278), Ecu (5808), : : :
 Duma Parlament (330)
 erkl











(1927), genau (1696), fragte (1674), betont (1562), : : :
 FC Fortuna (9570), HC (7125), SC (6216), Staatsanwaltschaft (4845), Bab-
bel (4784), Helmer (4238), AC (3955), : : :
 Insel Inseln (1400), Ausstellung (1050), Tageszeitung (682), Zeitung (666),
Provinz (585), Hauptinsel (392)
 Klinik Krankenhaus (7350), Krankenh

auser (1474), Kliniken (1269), Flugha-
fen (1003), Anstalt (975), Krankenhauses (672), Dienst (648)
 Krankheit Verletzungen (1648), Unfall (910), Kosten (480), Virus (306), Mihand-
lungen (299), Brandverletzungen (276), Schuverletzung (156)
 liest schreibt (1794)
 Minister Innenminister (21762), Herr (18384), Ministerpr

asident (18032), Wirt-
schaftsminister (16650), Finanzminister (16571), Trainer (14353), Au-
enminister (10098), Verteidigungsminister (9912), Gesundheitsmini-
ster (7370), FDP-Vorsitzende (7332), Kultusminister (6528), CSU-
Vorsitzende (6141), Professor (5980), B

urgermeister (5424), Regie-
rungschef (5355), Umweltminister (5292), SPD-Vorsitzende (5250),
Staatsanwalt (5222), Landwirtschaftsminister (4860), Arbeitsminister
(4352), Staatsminister (4176), : : :
 M

uller Kinkel (2610), Schmidt (1748), Bremer (1656), Bauer (1380), : : :
 Regierungschef Ministerpr

asident (102 424), Auenminister (20313), Ministerpr

asiden-
ten (16878), Premier (14416), Premierminister (13965), B

urgermeister
(11388), Innenminister (10224), Papst (9843), Finanzminister (8979),
Chef 7812), : : :
 Richter Trainer (9504), B






uhrer (5073), Anwalt (4170), Oberb

urgermeister
(4152), Staatsanwalt (3570), H

andler (3293), : : :
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ucktritt Fall (4920), Verkauf (4699), Widerstand (1216), Schritt (1207), Waen-
stillstand (1008), R

uckzug (960), : : :
 sagte erkl

arte (70060), heit (49446), betonte (42020), gilt (39278), forderte
(36192), meinte (32318), k

undigte (26571), warf (26460), wei (25935),




alt (20979), : : :
 spielt spielen (71400), besteht (16272), sieht (11946), stehen (7293), zieht
(4991), : : :
 sp

ater pro (52500), lang (17810), danach (5016), jetzt (4921), Ende (3393),
k

urzlich (3164), Anfang (2782), nun (2405), dazu (2121), : : :
 Tor Ergebnis (12035), Publikum (5232), Fenster (1710), Treer (1344), Weg
(936), : : :
 Torwart Trainer (5978), Oberb






urmer (1176), : : :
 trinken trinkt (686), Tee (640), Wein (528), tranken (420), Kaee (252)
 Uhr Stunden (19481), Jahre (6444), Tore (4020), Tagen (2826), Grad (1628),
Hektoliter (1728), Sekunden (1560), : : :
 Umweltschutz Beitrag (780)






 Weltrekord Rekord (460)
 zul





assig (594), unwirksam (532), ver-
bindlich (182)









lokationen zweiter Ordnung kann man eine dierenzierte Clusterung der W

orter er-
reichen, die deren teilweise nicht explizierbare Verbindungen zueinander ausdr

uckt.
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3.2.2. Winkel zwischen Kollokationsvektoren
Anstatt des Kreuzproduktes ist es sinnvoll, den Winkel zwischen den Kollokations-
































































alt man beispielsweise die Paare (Riis { Rijs), (Erdbeben { Erdbeben-
katastrophe), (spielt { zugedacht), aber leider auch (FC { Wissenschaftsstandort),
da beide starke Kollokationen zu Bayern sind oder (Virchow { Prahm), da sie den
gleichen Vornamen haben (Rudolf).




Die beschriebenen Relationen werden bisher fast ausschlielich als Tabelle der W

orter
und dem Signikanzwert der jeweiligen Relation dargestellt.
Aus der Kollokationstabelle k

onnen wir aber auch Graphen um die betrachteten
W

orter ableiten. Dazu wurden diejenigen Kollokationen ausgew

ahlt, die mit dem
Ausgangswort weitere Kollokationen gemeinsam haben. So werden f

ur einen Gra-
phen um ein Wort a Tripel von W

ortern a, b und c gesucht, bei denen alle drei
W

orter zueinander paarweise signikant auftreten.
Im Programm create word fig werden mit folgendem SQL-Befehl die Tripel aus
der Datenbank geladen:
1 select w_a.wort_nr, w_b.wort_nr, w_c.wort_nr,
2 w_a.wort_bin, w_b.wort_bin, w_c.wort_bin,
3 k1.signifikanz, k2.signifikanz, k3.signifikanz,
41
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4 from wortliste w_a, wortliste w_b, wortliste w_c,
5 kollok_sig k1, kollok_sig k2, kollok_sig k3
6 where w_a.wort_bin=a
7 and k1.wort_nr1=w_a.wort_nr and k2.wort_nr1=w_a.wort_nr
8 and k1.wort_nr2<k2.wort_nr2
9 and k1.wort_nr2=k3.wort_nr1 and k2.wort_nr2=k3.wort_nr2
10 and k1.wort_nr2=w_b.wort_nr and k2.wort_nr2=w_c.wort_nr
In der Tabelle wortliste stehen die W






ussel der Tabelle. In kollok sig sind die signikanten Kol-
lokationen auf Satzbasis gespeichert. Einem Paar (wort nr1, wort nr2) ist jeweils
ein Signikanzwert signifikanz zugeordnet, der, wie in Abschnitt 3.1.2 auf Seite 25
erl

autert, nach dem Common-Birthday-Ma berechnet wurde.




orter a, b und c jeweils als w a, w b und w c
referenziert. In der sechsten Zeile wird das Wort a ausgew

ahlt. Je nach Art des
Programmaufrufs kann diese Auswahl analog

uber die Wortnummer erfolgen. In der
siebenten Zeile wird w a mit der Kollokationstabelle verkn

upft, zum einen unter dem
Alias k1 f

ur das Paar (a; b), zum anderen mit k2 f

ur (a; c). Die Bedingung in der
achten Zeile, dass die Wortnummer von b stets kleiner ist als die von c, verhindert
doppelte Tripel in der Ergebnismenge, bei denen lediglich b und c vertauscht sind
(das Wort a ist fest gew

ahlt). Als weitere Bedingung wird in der neunten Zeile
angef

ugt, dass in k3 ein Paar (b; c) existiert. In der letzten Zeile werden nur noch
die Wortlisten f

ur b und c mit dem Ergebnis verbunden, um auf die W

orter selbst





uhrt durch die Bedingung in Zeile 9 zum Ausschluss von singul

aren
Paaren (Hund { Pawlowschen), zu denen sich kein drittes Wort nden l

asst, das zu





arke der einzelnen Kollokationspaare interessiert,
sondern die Struktur der Kollokationenumgebung. So beobachten wir zum Beispiel
eine Clusterung in mehrere nur durch das Ausgangswort zusammenh

angende Teil-
graphen, wenn das Wort in verschiedenen Kontexten (z. B. Eigenname verschiedener
Personen oder sowohl Eigenname als auch Berufsbezeichnung) oder mit unterschied-
lichen Bedeutungen (Homonym) auftritt.
Anschlieend w

ahlt das Programm aus der Menge der vom SQL-Befehl zur

uck-
gegebenen Tripel die Kollokationen mit den h

ochsten Signikanzen CB(a; b) und
CB(a; c) aus. Das Kriterium f

ur diese Auswahl ist die Anzahl der gefundenen Tripel:




oer als der Logarithmus
der Anzahl der gefundenen Tripel sein:
(a; b) > log
10
(Anzahl der Tripel(a; b; c)).
Das Paar (b; c) wird nur gespeichert, wenn sowohl das Paar (a; b) als auch (a; c) das
42



























acher signikanten wie (Hund, Wallace, Gromit). Dabei ist es nicht bedeutsam,
dass das Paar (Wallace { Gromit) einen sehr hohen Kollokationswert hat.





werden, die scheinbar nur Kollokationen zum Ausgangswort sind und mit keinem der
anderen dargestellten W

orter in Relation stehen. Diese W

orter werden als st

arksten
Vertreter ihres Teilgraphen trotzdem dargestellt (siehe Abbildung 3.2). Der Teil-
graph kann aber nicht komplett dargestellt werden, weil der Gesamtgraph sonst zu





Auf die Positionierung der W

orter in der graphischen Darstellung wird im Ab-
schnitt 4.2 eingegangen, der erl






orter und der St

arke ihrer Verbindungen eine
Position des Wortes im zweidimensionalen Raum errechnet wird.
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uhrende Stufe zur Darstellung von Kollokationsgraphen ist die Suche
nach Clustern signikanter Kollokationen, in denen auch W

orter enthalten sind, die
nicht direkt mit dem Ausgangswort in Beziehung stehen.
Dazu muss eine Bewertungsfunktion aufgestellt werden, mit deren Hilfe man ent-
scheiden kann, welche Kollokationen zu einem Cluster hinzugef

ugt werden. Diese





arke der Verbindung zwischen den Paaren sehr hoch bewerten. Im
Rahmen dieser Arbeit wurden diesbez

uglich keine Untersuchungen vorgenommen.
Durch die F

ulle der vorhandenen Kollokationspaare und der Notwendigkeit, auch




3.4. Exkurs: Kombination der statistischen
Methoden mit explizitem Wissen
Die statistischen Signikanzmae in Abschnitt 3.1 beschr

ankten sich auf die Extrak-
tion relevanter Kollokationen, die r

aumlich benachbart im Textkorpus stehen. In







uberwunden. So konnten W

orter gefunden werden, die
in

ahnlichem Kontext stehen oder die

ahnlich gebraucht werden. So wurden zuMini-
ster nicht nur der Ministerpr

asident und die Bezeichnung von Ministern bestimmter
Ministerien (wie z. B. Landwirtschaftsminister) gefunden, sondern auch der Trainer.
Nun sind die Aufgben eines Trainers zwar mit denen eines Ministers vergleichbar.
Beispielsweise sagen, meinen oder erkl

aren beide oft irgend etwas, bei Trainer wie




uhere oder ehemalige eben-





ort der Trainer oft nicht zu den
erw

unschten Antworten zu Minister.
Eine M

oglichkeit, diese Resultate der Kollokationen zweiter Ordnung weiter zu be-
werten, ist die Anwendung expliziten Wissens. Im Wortschatz-Lexikon sind zu vielen
W

ortern Sachgebietsangaben gespeichert. Mit deren Hilfe k






orter die herausgeltert werden, die nicht im gleichen Sachgebiet
wie das Ausgangswort stehen.
Obwohl zu vielen W

ortern eine Sachgebietsangabe existiert, sind diese Sachgebie-
te zum Teil so speziell, dass nur wenige andere W

orter zum gleichen Sachgebiet
geh

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nen bei keinem das Sachgebiet Medizin vorliegt. Deshalb w

urden fast alle W

orter







oren, haben wir die Sachgebiete in einer Hier-









ahlten, in denen die Sachgebiete





Das Wort Molekularbiologie geh

ort zu den Gebieten Biologie, Medizin und Bio-
chemie/Biophysik/Cytologie, das Wort Gen zu Vermessungswesen, Medizin, Bio-
chemie/Biophysik/Cytologie, Genetik/Evolution und Biologe. Explizit haben die
W

orter zwei gemeinsame Sachgebiete: Medizin und Biochemie/Biophysik/Cytologie.
Diese geh

oren zu den Gebieten Biologie
2
, Naturwissenschaft und Wissenschaft. Da-







oglicht es, die Kollokationen (oder W

orter aus anderen
Relationen) umzuordnen oder W

orter ohne gemeinsames Sachgebiet herauszultern.
Vorher ist abzusch

atzen, ob die Datenbasis der Sachgebietsangaben ausreicht, um
auch die gew






Sachgebiete vorliegen, nimmt man mit der Verbesserung des gefundenen W

orter










Da wir bei der Ermittlung der Kollokationen mit den Vollformen der W

orter ar-
beiten, die Sachgebiete aber nur f

ur Grundformen vorliegen, wird dieser Ansatz im
Wortschatz-Projekt noch nicht verwendet. Neben der Grundformreduktion ist auch
eine noch gr

oere Datenbasis an Sachgebietsangaben n

otig, damit nicht zu viele
Sachgebiete ausgeltert werden.





aume aufgebaut werden, die nicht nur Sachgebietsan-





(is-a, part-of etc.) oder eine Ontologie verwendet werden. Bei der Berechnung des

Ahnlichkeitsmaes sollte hierbei aber beachtet werden, welche Relationen transitiv
sind, also

uber welche Hierarchieebenen die Anzahl h

oherer Ebenen addiert werden
kann.
Eine weitere Verfeinerung ist eine Gewichtung der Relationen, also der Kanten im
Baum. Dann wird nicht mehr die Anzahl identischer Hierarchieebenen sondern die
Werte der Relationen aufsummiert. Untersuchungen zu den M

oglichkeiten des Auf-
baus einer Ontologie im Rahmen des Wortschatz-Projektes stehen noch aus.
2
Gen ist auf Grund eines Schreibfehlers nur im Sachgebiet Biologe, nicht aber in Biologie
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4.1. Darstellung geradliniger, ungerichter Graphen
Um die in Abschnitt 3.3 abgeleiteten semantischen Netze darzustellen, suchten wir
nach einem ezienten Algorithmus, der






Asthetik eines Graphen pr

azisiert werden, indem einige objektive
Beurteilungskriterien oder

Asthetiken nach [CT94, S. 10 .] aufgezeigt werden.
 niedrige Anzahl der Kreuzungspunkte der Kanten
 geringe Ausdehnung des Gesamtgraphen
 Maximierung des kleinsten Winkels zwischen benachbarten Kanten des Gra-
phen
 symmetrische Auszulegung symmetrischer Teilgraphen
 stark zusammenh

angende Knoten liegen nah beieinander
Wie diese sich oft widersprechenden Kriterien im einzelnen angewendet und wie
sie gegeneinander gewichtet werden, h

angt von der Anwendung und der gew

ahlten
Darstellungsart ab. So haben beide Zeichnungen in Abbildung 4.1 ihre Berechtigung,
je nachdem ob die Relationen zu einem gegebenen Wort (das bei der Betrachtung
"
im
Abbildung 4.1.: kongruente Graphen, optimiert nach minima-




Zentrum steht\) oder die Relationen zwischen W





In Abbildung 4.2 wird in vielen Anwendungsf

allen die rechte Darstellung bevorzugt
werden, die den Graphen als dreidimensionale Struktur darstellt, auch wenn hier we-
der Kreuzungspunkte vermieden noch eine symmetrische Darstellung gew

ahlt wurde.
Die dreidimensionale Wahrnehmung einer zweidimensionalen Abbildung erscheint
zwar als schwierigere Aufgabe, aber nach der Wahrnehmungspsychologie wird ein
Objekt immer auf die einfachste m






asentation der rechten Figur in Abbildung 4.2 als beispielswei-
se die Repr

asentation als eine Menge von einem Quadrat, zwei Dreiecken und vier
Trapezen.
Wenn ein beliebiger Graph dargestellt werden soll, ist es aber schwierig, a priori ein
Kriterium daf

ur zu nden, ob eine zwei- oder dreidimensionale Strukturen diesen
Graphen

asthetischer und leichter wahrnehmbar repr

asentiert.
Abbildung 4.2.: Darstellungen eines 2 2 2{W

urfels
4.2. Die Simulated-Annealing-Methode zur
Erzeugung von Graphen
Zum Zeichnen der Graphen wird im Projekt Deutscher Wortschatz die Methode
des simulated annealing bzw. das force directed placement (Bezeichnung der Vari-
ante des Simulated-Annealing-Ansatzes von Fruchtermann & Reingold) verwendet.
Diese beruht aus der Optimierung eines Kr

aftegleichgewichts zwischen den Knoten
des Graphen (in diesem Fall zwischen den Positionen der W

orter). Man kann den
Graphen mit einem Atomgitter vergleichen, in dem Atome auf Grund ihrer gleichen
elektrischen Ladung voneinander abgestoen werden, benachbarte Atome aber durch










unglichen Modell von Eades [Ea84] werden benachbarte Knoten mit Fe-
dern einer bestimmten L

ange verbunden, die die optimale Entfernung zwischen den
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Knoten beschreiben; nicht benachbarte Knoten sind mit Federn unendlicher L

ange
verbunden. Um die optimale Position der Knoten zu nden, werden die aus dem
Modell resultierenden Dierentialgleichungen gel










uhrt, der im Verlauf der Simulation abgek

uhlt wird (engl.: an-
nealing = Ausgl

uhen). Zu Beginn der Simulation herrscht im Atomgitter eine ho-
he Temperatur, so dass die Knoten stark um ihren Ausgangspunkt schwingen. In
Abh

angigkeit der wirkenden Kr

afte und der Temperatur des Systems werden die
Knoten in jedem Iterationsschritt zur optimalen Posisition hinbewegt. Durch eine
anfangs sehr hohe Temperatur soll verhindert werden, dass die Knoten sich in einem
lokalen Minimum stabilisieren, indem der Knoten durch hohe Abstoungskr

afte an-
derer Knoten daran gehindert wird, sich seinen Nachbarn zu n

ahern (d. h. Schlaufen
im Graphen entwirren sich nicht). Wenn die Temperatur weiter abgek

uhlt ist, bleibt






asst sich durch folgenden Algorithmus formulieren:





ur jeden Knoten aus der Entfernung zu den anderen Knoten die
Gr










verschiebe gleichzeitig alle Knoten in Abh







uhle die Temperatur ab
Die Temperatur T des Graphen stellt in Abh

angigkeit von der Anzahl der bisherigen
Iterationen t eine sigmoide Funktion dar. Diese ist linear abh

angig von der Anzahl













bezeichnet die minimale Temperatur des Graphen.
Abbildung 4.3 stellt einen typischen Verlauf der Temperaturkurve dar, hier f

ur einen
Graphen mit 25 Knoten.










































angigkeit der Temperatur des Graphen von der Anzahl der Ite-
rationen
d bezeichnet in die alten Abst

ande zweier Knoten, k
i
sind Konstanten, mit denen
das Verfahren den eigenen Bed

urfnissen angepasst werden kann. Die abstoenden
Kr

afte berechnet Eades nur f





















afte, die in diesem Ansatz jedoch werden auch zwischen benach-
barten Knoten berechnet werden. Mit k wird der optimale Abstand zweier Knoten
im Graphen gew

ahlt, der aus der Anzahl der Knoten und der Gr

oe der fertigen
Zeichnung berechnet. In die Berechnung von k sollte eingehen, wie sich der Graph
entfalten kann, d. h. ob viele der Knoten benachbart sind und der Graph deswegen
ein Kn

auel verbundener Knoten bleibt.
Das Verfahren kann keinen optimalen Graphen garantieren, aber erzeugt mit einem
geringen Rechenaufwand einen

asthetisch akeptablen, insbesondere kreuzungsarmen
Graphen. Eine M

oglichkeit der Optimierung besteht in der expliziten Ber

ucksich-
tigung des Winkels zwischen zwei von einem Knoten ausgehenden Kanten wie bei
Davidson & Harel [DH96]. Den Algorithmus kann man auch f

ur eine dreidimen-
sionale Darstellung der Graphen anwenden.
Eine Vorstellung des urspr

unglichen Verfahrens von Eades und eine Diskussion der
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verbesserten Varianten von Fruchterman & Reingold und Kamada & Kawai
nebst der Vorstellung eines eigenen Ansatzes f

ur eine Optimierung des Verfahrens













































































































Graph, Graphen nach 15 und 30 Iterationen, fertiger Graph
4.3. Erzeugung des Kollokationsgraphen
Im Abschnitt 3.3 auf Seite 41 wurde bereits erl

autert, wie aus den Kollokationen
Tripel zur Darstellung eines Graphen ausgew

ahlt werden. Die W

orter und Kol-
lokationen werden als Knoten und Kanten in Adjazenzlistendarstellung [DuInf88,
S. 254] gespeichert. Anschlieend wird auf diesen Graphen der Simulated-Annealing-
Algorithmus (Abschnitt 4.2) solange angewendet, bis die Temperatur des Graphen







































































































































Graph, Graphen nach 11 und 21 Iterationen, fertiger Graph
55
4. Darstellungsverfahren
Schlielich werden das Koordinatensystem der Zeichnung so transformiert, dass die
Gr

oe des Graphen stets konstant ist und die Knoten und Kanten im xfig-Format
1
ausgegeben. In der fertigen Darstellung des Netzes wird das Ausgangswort farblich
hervorgehoben, w

ahrend die Breite der Verbindungslinien zwischen den Knoten mit
der Signikanz der Kollokationen korrespondiert (Breite = log()).
Zur Ausgabe des Graphen werden folgende Zeichnungselemente benutzt:
# Kante von einem Punkt (x1, y1) nach (x2, y2):
2 1 0 Breite 0 7 0 0 -1 0.000 0 0 -1 0 0 2
x1 y1 x2 y2
# Hinterlegung der Beschriftung der Knoten
# mit einer weien, gefullten Box:
2 2 0 1 7 7 0 0 20 0.000 0 0 -1 0 0 5
x1 y1 x2 y1 x2 y2 x1 y2 x1 y1
# Beschriftung der Knoten:
4 0 0 0 0 0 Schriftgrad 0.0000 4 Hoehe Breite x1 y1 Wort\001
Das Programm create word fig kann direkt aufgerufen werden, um den Graphen
als xfig-Datei zu speichern. Dazu wird die Wortnummer oder das Wort selbst als
Argument

ubergeben. Alternativ kann das Skript wort graph.pl benutzt werden,
das create word fig aufruft, um den Graphen zu erzeugen und ihn anschlieend







ache werden die Graphen in gif-Dateien
konvertiert, f

ur die lokale Betrachtung des Graphen sind ebenso die Formate Post-
script, JPEG oder TIFF m

oglich. transfig ist ein Programm von Micah Beck
(Cornell University), das xfig-Dateien in andere Grakformate umwandeln und
skalieren kann.
4.4. WWW-Interface des Projektes Deutscher
Wortschatz
Um die Daten des Wortschatz-Projektes plattformunabh

angig und ohne zus

atzlichen
Installationsaufwand nutzbar zu machen, wurde ein Programm erstellt, mit dem die





baut das Programm auf dem Common Gateway Interface (CGI) auf.
CGI basiert auf einer Vereinbarung der Entwickler von HTTP-Servern. Es ist eine
Schnittstelle zwischen Informationsservern und Programmen, um deren Ausgabe
1
xfig ist ein einfaches, objektorientiertes Zeichenprogramm, das auf den meisten UNIX-Varianten
verf

ugbar unter http://www-epb.lbl.gov/xg/; das Datei-Format der jeweils aktuellen xfig-
Version ist unter http://www-epb.lbl.gov/xg/g-format.html dokumentiert
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Abbildung 4.7.: Abfragefenster der Wortschatz-Ober

ache
den Nutzern des Informationsanbieters zu pr

asentieren. Dadurch wurde es m

oglich,
HTML-Dokumente dynamisch zu erzeugen, die vor der Einf

uhrung von CGI als
statische Dokumente auf dem Server gespeichert werden mussten. Der Standard









asentation der Wortschatz-Daten wurde ein Programm entworfen, das

uber
die CGI-Schnittstelle durch ein HTML-Formular aufgerufen wird. Es extrahiert die
angeforderten Daten aus der Wortschatz-Datenbank und bereitet sie f

ur die Dar-
stellung im WWW-Browser auf. Das Programm wurde in der Sprache C imple-
mentiert, da so bei entsprechender Programmierung eine Portierbarkeit auf andere
Plattformen m








ortern zu suchen, steht den Nutzern ein Eingabefeld zur Verf

ugung.





Abbildung 4.8.: Ergebnis f

ur die Abfrage des Wortes Hund
gen Datenbankinformationen abgerufen werden sollen. Zur Eingabeerleichterung f

ur
Nutzer ohne deutsche Tastatur k









E durch ein vorangestelltes " eingegeben werden, also beispielsweise
gem"a"s f

ur gema oder Caf"e f

ur Cafe.
Zum anderen kann auch nach Mengen von W

ortern gesucht werden, indem Jokerzei-
chen als Platzhalter verwendet werden. Dabei repr











oglicht sowohl die Bildung von Ausdr

ucken, wie sie in
der Standardabfragesprache SQL

ublich sind, als auch die Formulierung von Aus-
dr









Die durch die Abfrage gefundenen W

orter werden als sortierte Liste ausgegeben
(siehe Abbildung 4.9) und mit einem Link versehen, der auf die Informationen zu
den einzelnen W

ortern zeigt und den Nutzern die nochmalige Eingabe des gesuchten
Wortes erspart. Werden mehr als 20 W

orter gefunden, gibt das Programm { wie bei
Suchmaschinen

ublich { nur die ersten W

orter aus, gefolgt von einem Link auf die





Falls das gesuchte Wort nicht in der Datenbank enthalten ist, wird der Nutzer ge-
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Abbildung 4.9.: Darstellung des Ergebnisses f

ur die Abfrage von Ergebnis*liste*
beten, das Wort als neues Wort vorzuschlagen. Dazu kann der Nutzer beliebige
Angaben zum Wort machen (Beispielsatz, Grammatikangaben etc.), die zusammen
mit demWort unstrukturiert gespeichert werden. Dieser Eintrag wird erst nach einer
redaktionellen Bearbeitung des Wortschatz-Teams in die Datenbank aufgenommen.




uft, ob eventuell ein

ahnliches
Wort in der Datenbank enthalten ist. Dazu werden die W

orter der Datenbank in
einen Suchbaum geladen. In diesem wird nach Varianten des Ausgangswortes ge-
sucht, die dann dem Nutzer f

ur eine neuen Anfrage vorgeschlagen werden. Filgende
Varianten werden dabei ber

ucksichtigt:
 zwei benachbarte, vertauschte Buchstaben (Waldre statt Walder)
 ein eingef





 ein vertippter Buchstabe (narrem statt narren)
 Verwendung von der Schreibweise ohne Sonderzeichen (ae statt "a etc.) und
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4. Darstellungsverfahren
Vertauschung von f und ph (Filosophie statt Philosophie, Filosofie oder
Filzosophie)
































































Nach dieser Formel teilen wir die W

orter in die H

augkeitsklassen 0 bis 22 ein.
In der H

augkeitsklassen 22 sind alle W

orter, die in Texten bis jetzt nur einmal
gelesen wurden. Allgemein enth

alt eine Klasse H alle diejenigen W

orter, die ca. 2
H




der\) in den Texten vorgekommen sind. In













Die Sachgebietsangaben wurden aus verschiedenen Quellen zusammengetragen und
werden gegenw

artig genormt und in einer Hierarchie geordnet. Angezeigt wird die
unterste Hierarchieebene des Sachgebietsbaumes, in die das Wort eingeordnet ist
2
.
Um die Sachgebietsstruktur komfortabel editieren und graphisch darstellen zu k

on-
nen, benutzen wir den EditorMindMap. Zu diesem Zweck exportieren wir die Hierar-
chie aus der relationalen Datenbank in eine Textdatei, die dann in MindMap impor-
tiert werden kann. Einen Ausschnitt aus der Darstellung der Sachgebietshierarchie
durch dieses Programm zeigt Abbildung 4.10. Nachdem die Hierarchie bearbeitet





uhren wir die Bezeichnungen der Sachgebiete in die der Schlagwort-
normdatei [DB97] der Deutschen Bibliothek. Andere Sachgebietsangaben, z. B. von
feineren Unterteilungen aus Fachsprachen, werden in diese Hierarchie mit eingear-
beitet.
Beschreibung und Pragmatikangaben
Die Beschreibungen und Pragmatikangaben werden so angezeigt, wie sie in den
entsprechenden Tabellen vorliegen.
Es liegen 130.000 Beschreibungen vor, die aber auf Grund einer datenbanktechni-
schen Beschr

ankung aus den Anfangszeiten des Projekts auf eine L

ange von 64 Zei-
chen beschr







Zur Pragmatik liegen 34.000 Angaben vor, etwa obersachs. oder gebr: derb ab-
wertend. 75% der Angaben aus verschiedenen Quellen sind bis jetzt auf eine ein-
heitliche Bezeichnungsweise normiert.
Morphologie
Die morphologische Zerlegung der W

orter wurde mit dem eigens dazu entwickelten
Programm MorphDiv durchgef

uhrt. Das Programm basiert auf einer Liste zul

assi-
ger Morphempaarkombinationen. Diesen sind Informationen

uber den Typ der ein-
zelnen Morpheme (Pr

ax, Stamm, Sux, : : : ) sowie den Typ der angrenzenden
Morpheme zugeordnet. Weiterhin besitzen die Morphempaare eine

Ubergangswahr-
scheinlichkeit, die aus Frequenzangaben von Trainingsdaten gebildet wird und f

ur








ort Valenz den Sachgebieten


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 4.10.: Ausschnitt aus der Sachgebietsstruktur
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= normaler Stamm Blut, priv, punkt, stimm, tens
( franz

osischer Stamm ball, brill, cercl, drain, mass,
moul, pass, tri
) englischer Stamm camp, check, coach, cup, spray,
sex
Sux




osische Endung ag, e, ee, ier, on
_ lateinische Endung al, am, ant, at, gen, i, in, ior, it,






















Die Grammatikangaben sind in der Datenbank kodiert angelegt, um Speicherplatz




onnen, sind alle Angaben in einer Da-
tenbankspalte als Zeichenkette gespeichert, f





oten Umfang nehmen die Angaben zur Wortart und der Flexion der W

orter
ein. Die gekennzeichneten Wortarten sind: Substantiv, Verb, Adjektiv, Adverb, Pr

a-
position, Interjektion und Pronomen, Auerdem wurden auf Grund des groen Be-
standes Eigennamen gesondert markiert.
Angaben zum Flexionstyp liegen zu Substantiven und Adjektiven vor. F

ur Sub-
stantive werden bei der Anzeige des Wortes die gebeugten Formen aus der Stamm-
form und einem Flexionsschema generiert, die in einer Datenbank-Tabelle zu den






Die verschiedenen Flexionstypen haben wir aus mehreren Quellen zusammengetra-
gen und auf 76 Typen uniziert. Die Angaben zur Flexion lassen sich auf zwei
Arten automatisch bestimmen. Zum einen ist es durch die Sammlung von Vollfor-
men m

oglich, die verwendeten Endungen eines Substantives zu bestimmen. Dadurch
kann die Zahl der m

oglichen Typen meist auf wenige eingeschr

ankt werden, sofern
das Wort und seine Beugungen oft genug im Korpus auftauchen.
Zum anderen k

onnen die Angaben eines Wortes auf ein anderes

ubertragen werden,









orter mit der gleichen Endung (wie -schaft, -heit, -tion) gleich
ektiert werden. Auerdem

ubernimmt ein zusammengesetztes Wort die gramma-
tikalischen Eigenschaften des Grundwortes, d. h. ihres letzten Bestandteils. Bei der

Ubernahme von Flexion und Geschlecht stellte sich heraus, dass bei der

Uberein-
stimmung der letzten f









uber Flexionsangaben aus verschiedenen Quellen verf






uft. Wenn zu einemWort verschiedene Flexionsar-
ten bestehen (z. B. bei Homonymen: Bank { Banken, Bank { B

anke), werden diese
bei der Anzeige erg

anzt. Falls in den Grammatikangaben verschiedene Varianten an-
gegeben werden, weil zum Zeitpunkt der Erzeugung der Flexionstyp nicht eindeutig
bestimmt werden konnte, wird aus diesen Varianten die Schnittmenge gebildet.
Beispiel:
Zu einem Wort existieren die Flexionsangaben
"
a1 oder a3; c2\,
"
a1 oder a2\ und
"
c4\. Aus den ersten beiden Angaben k

onnen wir schlieen, dass das Wort nach
Typ a1 ektiert wird. Nach der ersten und dritten Angabe kann es weiterhin nach
c2 oder c4 ektiert werden. Also werden die Formen nach den Typen a1, c2 und
c4 generiert.
Neben Angaben zur Wortart und Flexion liegen noch weitere Angaben vor:
 f

ur Substantive: Genus, Numerusgebrauch (z. B. singulare tantum)
 f

ur Verben: Stammform, Partizipbildung (mit haben oder sein), transitiv/in-
transitiv, abtrennbares Pr





Relationen zu anderen W

ortern














uchern z. B. mit siehe auch bezeichnet).
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Oft liegen Relationen nicht nur zwischen zwei, sondern mehreren W

ortern vor,
z. B. sind Synonyme von Quark: Quatsch, Schichtk













ase. Dies resultiert aus der Tatsache, dass Quark verschiedenen Homonym-
gruppen angeh

ort. Deshalb wird zu solchen Relationsgruppen ein Wort gesondert
als Kopf der Gruppe gekennzeichnet gespeichert. Zum Kopf einer Relationsgrup-
pe werden alle anderen Mitglieder dieser Gruppe angezeigt (
"
Synonyme: : : : \),
zu einem Gruppenmitglied jedoch nur ausgegeben, dass eine umgekehrte Referenz
besteht (
"
ist Synonym von: : : : \).
Die W

orter aus den Relationen werden mit Hyperlinks verbunden, die auf die Anga-
ben zu dem Wort in dieser Schreibweise verweisen, denn den Nutzer interessiert sich,
wenn er von Quark zu Topfen klickt, nicht f

ur das Verb topfen (Panzen umtopfen).
Weitere Angaben zum Wort
Zu jedem Wort werden drei Beispiels






ur autorisierte Nutzer jeweils zehn weitere S

atze erreichbar. Auf das
Konzept der Nutzerberechtigung wird im Abschnitt Sicherheitskonzept (s. u.) ein-
gegangen.
Weiterhin hat der Nutzer die M










origen Signikanzwerten auf einer ge-
sonderten anzeigen zu lassen (siehe dazu Abschnitt 3.1.2 auf Seite 25). Dar

uber
hinaus wird auch der Kollokationsgraph (siehe Abschnitt 4.3 auf Seite 53) angezeigt
und die Kollokationen zweiter Ordnung, sofern sie schon berechnet wurden.





die Nutzerin, welche Informationen zu den Kollokationen sie angezeigt bekommen
m

ochte. Zusammengefasst sind Kollokationen erster Ordnung, der Kollokationsgraph
und die Kollokationen zweiter Ordnung. Diese Auswahl gilt die Anzeige aller weite-
ren Kollokationen, die

uber Links der ersten Kollokationen ausgew

ahlt wurden.
Um einen wiederholten Zugri auf den Kollokationsgraphen zu beschleunigen, wird
er eine gewisse Zeit auf dem Server zwischengespeichert, anderenfalls wird er neu
generiert. F

ur die Kollokationen zweiter Ordnung ist eine Generierung auf Anfor-
derung geplant. Eine Vorausberechnung ist hier nicht sinnvoll, da die Speicherung
aller Kollokationen zweiter Ordnung sehr speicheraufwendig ist.
Dynamische Anfragetypen
















Uberschrift in einer gesonderten Datenbank-Tabelle (abfragen)
abgelegt. In der SQL-Anfrage sind die variablen Stellen durch geschweifte Klammern
gekennzeichnet. Die Nummer der Abfragen dient auerdem dazu, die Anfragen f

ur
statistische Zwecke mit zu protokollieren.
Die








Uberschrift, wird eine Anfrageseite automatisch erzeugt. In dieser Seite
werden Eingabefelder f

ur die variablen Felder angezeigt. Die Beschriftung der Ein-
gabefelder ist der Name, der in der Tabelle der Anfragen in geschweiften Klammern
steht. Er wird auch als Beschriftung der Anfrageseite und als Variablenname des
CGI-Programms verwendet. Die Anfrageseite kann als Rohger

ust genutzt werden,
um in einer Kopie der Seite die Anfrage zu kommentieren oder grasch ansprechen-
der zu gestalten.
In der Ergebnis-Seite werden die ersten 20 Zeilen der Datenbank-R

uckgabe darge-
stellt. Wenn Datenbankspalten Wortnummern beinhalten, werden diese nicht dar-








ur Kollokationen zweiter Ordung




ur eine Testumgebung der Kollokationen
zweiter Ordnung (siehe Abbildung 4.11). Im oberen Bereich kann man ein Wort aus
den Bereichen Stoppw

orter, Mehrwortphrasen, Medizin, Informatik, Politik, Recht,




ur diese 78 W

orter haben wir
alle Kollokationen zweiter Ordnung berechnet, um die Signikanzmae bewerten zu
k

onnen und um Kombinationen der Mae zu probieren.
Die untere Bereich der Eingabeseite dient zur Auswahl der anzuzeigenden Kollo-
kationsmae, zur Angabe von Kombinationen dieser Mae, von Zusatzbedingungen
und Ordnungskriterien. Die Zusatzbedingungen k






ache des Wortschatz-Projektes wird sowohl von externen Nutzern
als auch den Projektmitarbeitern genutzt. Diesen stehen auch Informationen zur
Verf

ugung, die noch nicht f






oglichkeiten implementiert, die wir weiter ausgebauen wollen.
Auerdem sollten Nutzer Zugri auf noch nicht









Abbildung 4.11.: Testumgebung f






unden wurde in die Wortschatz-Ober

ache ein mehrstuges Sicher-
heitskonzept eingebaut. Dazu werden im Quellcode mit Compilerdenitionen Pro-
grammteile je nach Nutzergruppe aus- oder eingeblendet, um bestimmte Funktionen




Diese Programme werden in verschiedenen Pfaden des WWW-Servers abgelegt. F

ur
diese Pfade sind im WWW-Server unterschiedliche Rechte eingerichtet. Je nach
Berechtigungsebene ist eine Authentizierung des Nutzers notwendig und/oder der





Abbildung 4.12.: Ergebnis der erweiterte Abfrage f

ur Bibliothek
Eine weitere Sicherheitsfunktion dient als Schutz gegen ein automatisches Herunter-
laden der Wortschatz-Daten. Dazu wird die Anzahl der Zugrie je Nutzer je Rech-
ner, von dem der Zugri erfolgte, in der Datenbanktabelle ip_log gez

ahlt. Wenn
aus dem Teilnetz, dem der Nutzers angeh

ort, innerhalb der letzten 24 Stunden eine
bestimmte Anzahl an Zugrien (z. Zt. 250)

uberschritten wurde, wird dieser Rechner
in der Tabelle enemy vermerkt und jede Abfrage um 60 Sekunden verz

ogert. Wenn
aus dem Teilnetz einen Tag lang nicht zugegrien wurde, erlischt die Verz

ogerung.
Die Zahlenwerte geben lediglich die momentane Konguration an.
68
4. Darstellungsverfahren
Weiterhin wird gespeichert, zu welchen W

ortern Anfragen gestellt wurden. Dadurch
kann das Verhalten des Abfrageprogramms auf die Vorstellungen der Nutzer aus-
gerichtet werden. Zu diesen Einstellungen z

ahlen z. B. die Wahl der Jokerzeichen,
Eingabe der Umlaute von Rechnern ohne deutsche Tastatur, Abfrage von mehreren
W

ortern (nicht implementiert) und Einbau einer Rechtschreibkorrektur.
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5. Zusammenfassung
Ziel der vorliegenden Arbeit war die automatische Ermittlung semantischer Zusam-
menh

ange lexikalischer Einheiten. Zun

achst lag der Schwerpunkt dabei auf der Ex-
traktion von Kollokationen aus dem Textkorpus. Hierf

ur wurden verschiedene aus
der Literatur bekannte Verfahren auf ihre Anwendbarkeit hin gepr

uft und ihre Lei-
stungsf

ahigkeit verglichen. Es stellte sich heraus, dass keines der getesteten Verfah-




ugte. Dies motivierte uns zur Entwicklung eines
eigenen Verfahrens, welches auf dem Common-Birthday-Problem aus der mathema-
tischen Statistik basiert.
Dieses neue Signikanzma lieferte zuverl






uber eine Reihe vorteilhafter Eigenschaften, die in Kapitel 3
ausf

uhrlich dargestellt wurden. Eine bereits im Rahmen des Wortschatz-Projekts
entwickelte, eziente Implementierung eines Suchbaums f

ur die Aundung von














ugbar, was die Attraktivit

at der Datenbank steigert. Ausge-
nommen bei der Berechnung wurden lediglich Stoppw

orter und sehr seltene W

orter,
da bei denen a priori klar war, das keine sinnvollen Kollokationen existieren k

onnen.
Aufbauend auf die Kollokationsuntersuchungen ergaben sich neue Ans

atze zur Be-
rechnung von semantischen Relationen, die interessante Ergebnisse lieferten und eine
weitere Forschung in diesem Gebiet vielversprechend erscheinen lassen.
Ein weiterer Schwerpunkt der Arbeit lag in der Visualisierung der berechneten Da-






onnen. Da dies mit mit einer textbasier-




oglich ist, wurde eine graphische Ausgabe an-
gestrebt, die sowohl ausdruckskr








Mit dem implementierten Simulated-Annealing-Algorithmus konnten bei geringem
Ressourcenverbrauch mit akzeptabler Geschwindigkeit Graphen erzeugt werden, die
diese Vorgaben erf

ullen. Eine weitere Optimierung der Darstellung w

are nach Da-
vidson & Harel auf Kosten der Berechnungsezienz m

oglich.
Die Verfahren wurden im Rahmen des Wortschatz-Projektes implementiert und ste-





ugung. Seit der Verf

ugbarkeit der Implementierung werden die Werkzeuge
und die von ihnen generierten Daten regelm

aig verwendet und haben damit ihre
Praxistauglichkeit unter Beweis gestellt.
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reine\ Synonyme gibt, werden zu diesen Relationen zus

atzliche
Informationen gespeichert, inwieweit die Lexeme hinsichtlich ihrer Bedeu-
tung ver






S0 Ableitung eines Substantivs S0(dr

ucken) = Druck
V0 Ableitung eines Verbs V0(Druck) = dr

ucken
A0 Ableitung eines Adjektives A0(gl

atten) = glatt
Adv0 Ableitung eines Adverbs Adv0(sichern) = sicher






















at Bon(Argument) = stark
Ver default-Wert Ver(Messer) = scharf
Generische Kategorien




Mult Zusammenfassungen Mult(Haare) = B

uschel
Sing Elemente Sing(Regen) = Tropfen
Organisations-Beziehungen























Figur Standard-Metapher, in Kombina-










Epit Standard-Adjektiv, dessen Be-




A.1.3. Aspekte der Situation
Funkt. Beschreibung Beispiel
Proze
Caus Grund CausFunc0(Honung) = wecken
Germ Keim, Beginn Germ(Bach) = entspringen
Culm H

ohepunkt Culm(Turnier) = gewinnen
Degrad Verschlechterung Degrad(Farbe) = ausbleichen
Excess

Uberma Excess(Auto) = rennfahren
Obstr mit Schwierigkeiten Obstr(Redner) = stottern
Prejor an Wert verlieren Prejor(Aktien) = fallen











Result Ergebnis des Prozesses Result(Aufstehen) = stehen
Phasen
Incep Beginn IncepPred(krank) = erkranken









upft mit dem Argu-
ment, Nebenhandlung





aposition, mit der das Argu-
ment als Instrument benutzt wird
Instr(Fu) = zu (Fu)

















Prepar Vorbereiten PreparOper1(Gewehr) = laden
Propt Pr

aposition, mit der das Argu-
ment als Grund genutzt wird
Propt(Ehrfurcht) = aus




Prox(abiegen) = sich am Start-
platz benden
Sympt Symptom sein f





Son typischen Sound erzeugen Son(Hund) = bellen
S-instr Standard-Name f

ur Instrument S-instr(schneiden) = Messer
S-med Standard-Name f

ur Medium S-med(sprechen) = Stimme
S-mod Standard-Name f

ur Modus S-mod(bezahlen) = bar, per


























Loc-*-temp analog mit zeitlicher Bedeutung Loc-in-temp(Morgen) = am
(Morgen)




S1, S2, : : : f










Imper Kommando Imper(Schweigen) = Ruhe!
Kopula









A1, A2, : : : Adjektive f

ur die entsprechend
numerierten Aktanten einer Ak-
tion
A1(Liebe) = verliebt, A2(Liebe)
= geliebt
Adv1, : : : Adverbien f

ur die entsprechend





Able1, : : : Adjektive f

ur die entsprechend
numerierten Aktanten einer Akti-






Able1(lesen) = des Lesens kun-
dig, Able2(lesen) = lesbar
Qual1, : : : Adjektive f

ur die entsprechend


















Semantisch leere verbale Operatoren
Oper1, : : : Verb, welches den entsprechen-
den Aktanten als sein grammati-
sches Subjekt nimmt und das Ar-
gument als (Akkusativ-)Objekt
Oper1(Angebot) = (ein Angebot)
machen, Oper2(Angebot) = (ein
Angebot) bilden, ausmachen
Func1, : : : Verb, welches den entsprechen-
den Aktanten als sein grammati-
sches (Akkusativ-)Objekt nimmt
und das Argument als Subjekt
Func0(Sturm) = sein,
Func1(Angebot) = kommen (von
jemandem), Func2(Angebot) =
betreen (etwas)
Laborij Verb, welches die entsprechen-
den Aktanten i und j als
sein grammatisches Subjekt und
(Akkusativ-) Objekt nimmt und
das Argument als (Dativ-)Objekt
Labor12(Risiko) = aussetzen (je-
manden einem Risiko)
Semantische verbale Operatoren
Real1, : : : Verb, welches den entsprechen-
den Aktanten als sein grammati-








Fact1, : : : Verb, welches den entsprechenden
Aktanten als sein grammatisches
(Akkusativ-) Objekt nimmt und
das Argument als Subjekt
Fact0(Flugzeug) = iegen
Labrealij Verb, welches die entsprechen-
den Aktanten i und j als
sein grammatisches Subjekt und
(Akkusativ-) Objekt nimmt und
das Argument als (Dativ-)Objekt
Labreal12(Reservierung) = hal-







Pred Verbalisierung von Nomen oder
Adjektiven
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