Abstract-Synthetic Aperture Radar (SAR) images are often contaminated by a multiplicative noise known as speckle. Speckle makes the processing and interpretation of SAR images difficult. We propose a deep learning-based approach called, Image Despeckling Convolutional Neural Network (ID-CNN), for automatically removing speckle from the input noisy images. In particular, ID-CNN uses a set of convolutional layers along with batch normalization and rectified linear unit (ReLU) activation function and a component-wise division residual layer to estimate speckle and it is trained in an end-to-end fashion using a combination of Euclidean loss and Total Variation (TV) loss. Extensive experiments on synthetic and real SAR images show that the proposed method achieves significant improvements over the state-of-the-art speckle reduction methods.
I. INTRODUCTION
Synthetic Aperture Radar (SAR) is a coherent imaging technology that is capable of producing high resolution images of terrain and targets. SAR has the ability to operate at night and in adverse whether conditions, hence it can overcome limitations of the optical and infrared systems. However, SAR images are often contaminated by multiplication noise known as speckle [1] . Speckle is caused by the constructive and destructive interference of the coherent returns scattered by small reflectors within each resolution cell. The presence of speckle noise in SAR images can often make the processing and interpretation difficult for computer vision systems as well as human interpreters. Hence, it is important to remove speckle from SAR images to improve the performance of various computer vision algorithms such as segmentation, detection and recognition.
Let Y ∈ R W ×H be the observed image intensity, X ∈ R W ×H be the noise free image, and F ∈ R W ×H be the speckle noise. Then assuming that the SAR image is an average of L looks, the observed image Y is related to X by the following multiplicative model [2] Y = F X,
where F is the normalized fading speckle noise random variable. One common assumption on F is that it follows a Gamma distribution with unit mean and variance 1 L and has the following probability density function [3] 
where Γ(·) denotes the Gamma function and F ≥ 0, L ≥ 1.
Various methods have been developed in the literature to suppress speckle including multi-look processing [4] , [5] , filtering methods [6] , [7] , [8] , wavelet-based despecking methods [9] , [10] , [11] , [12] , block-matching 3D (BM3D) algorithm [13] and Total Variation (TV) methods [14] . Note that some of these methods apply homomorphic processing in which the multiplicative noise is transformed into an additive noise by taking the logarithm of the observed data [12] . Furthermore, due to local processing nature of some of these methods, they often fail to preserve sharp features such as edges and often contain block artifacts in the denoised image.
In recent years, deep learning-based methods have shown to produce state-of-the-art results on various image processing tasks such are image restoration [15] , [16] [18] and rectified linear unit (ReLU) [19] activation function (see Figure 2 ). In particular, the proposed architecture features a component-wise division-residual layer with skip-connection to estimate the denoised image. It is trained in an end-to-end fashion using a combination of Euclidean loss and Total Variation (TV) loss. One of the main advantages of using deep learning-based methods for image despeckling is that they learn parameters for image restoration directly from the training data rather than relying on pre-defined image priors or filters. Figure 1 shows a sample output from our ID-CNN method. Given the noisy image in Figure 1 
II. PROPOSED METHOD
In this section, we provide details of the proposed ID-CNN method for image despeckling. The detailed architecture of the proposed ID-CNN is shown in Figure 2 where Conv, BN and ReLu stand for Convolution and Batch Normalization and Rectified Linear Unit, respectively. Using a specific CNN architecture, we learn a mapping from an input SAR image to a despeckled image. One possible solution to this problem would be to transform the image into a logarithm space and then learn the corresponding mapping via CNN [20] . However, this approach needs extra steps to transfer the image into a logarithm space and from a logarithm space back to an image space. As a result, the overall algorithm can not be learned in an end-to-end fashion. To address this issue, a division residual method is leveraged in our method where a noisy SAR image is viewed as a product of speckle with the underlying clean image (i.e. (1)). By incorporating the proposed componentwise division residual layer into the network, the convolutional layers are forced to learn the speckle component during the training process. In other words, the output before the division residual layer represents the estimated speckle. Then, the despeckled image is obtained by simply dividing the input image by the estimated speckle.
A. Network Architecture
The noise-estimating part of ID-CNN network consists of eight convolutional layers (along with batch normalization and ReLU activation functions), with appropriate zero-padding to make sure that the output of each layer shares the same dimension with that of the input image. Each convolutional layer (except for the last convolutional layer) consists of 64 filters with stride of one. Then the division residual layer with skip connection divide the input image by the estimated speckle noise. A hyperbolic tangent layer is stacked at the end of the network which serves as a non-linear function. The details of the network configuration are given in Table I . Here, L1 and L8 stand for the sequence of Conv-ReLU layers as depicted in Figure 2 . Similarly, L2 to L7 denote Conv-BNReLU layers. 
B. Loss Function
Loss functions form an important and integral part of learning process, especially in CNN-based image reconstruction tasks. Several works have explored different loss functions and their combinations for effective learning of tasks such as super-resolution [17] , semantic segmentation [21] , and style transfer [22] . Previous works on CNN-based image restoration optimized over pixel-wise L2-norm (Euclidean loss) or L1-norm between the predicted and ground truth images.
Given an image pair {X, Y }, where Y is the noisy input image and X is the corresponding ground truth, the per-pixel Euclidean loss is defined as
where φ is the learned network (parameters) for generating the despeckled output and
Note that we have assumed that X and Y are of size W × H. While the Euclidean loss has shown to work well on many image restoration problems, it often results in various artifacts on the final estimated image. To overcome this issue, an additional TV loss is incorporated into the loss function to encourage more smooth results. The TV loss is defined as follows
Finally, the overall loss function is defined as follows
where L E represents per-pixel Euclidean loss function and L T V is total variation loss. Here, λ T V > 0 is a pre-defined weight for the T V loss function. We adjust this parameter to control the importance of the T V loss. The overall loss function ensures that the recovered image contains pixel level details and at the same time maintains the smoothness.
III. EXPERIMENTAL RESULTS
In this section, we present the results of our proposed ID-CNN algorithm on both synthetic and real SAR images. We compare the performance of our method with that of the following six despeckling algorithms: Lee filter [6], Kuan filter [23] , PPB [24] , SAR-BM3D [25] , CNN [15] and SAR-CNN [20] . Note that [24] , [25] , [15] , [20] are the most recent state-of-the-art image restoration algorithms. For all the compared methods, parameters are set as suggested in their corresponding papers. For the basic CNN method, we adopt the network structure proposed in [15] and train the network using the same training dataset as used to train our network.
To train the proposed ID-CNN, we generate a dataset that contains 3665 image pairs. Training images are collected from the UCID, BSD-500 and scraped Google Maps images [26] and the corresponding speckled images are generated using (1) . All images are resized to 256 × 256. Sample images used for training our network are shown in Figure 4 . The entire network is trained using the ADAM optimization method [27] , with mini-batches of size 16 and learning rate of 0.0002. During training, the regularization parameter λ T V is set equal to 0.002.
A. Ablation Study
We perform an ablation study to demonstrate the effects of different losses in the proposed method. Each of the losses are added one by one to the network and the results for each configuration is compared. In the first configuration, only L E loss is minimized to train the network. The number of looks, L, is set equal to 1. The restored image is shown in Figure 5 (a). It can seen that most of the speckle is removed from the noisy image, however, the denoised image still suffers from some artifacts. When the network is trained by minimizing the overall loss which consists of both Euclidean and TV losses, the results get much better. The use of TV loss removes those unwanted artifacts that were present in Figure 5(a) . This can be clearly seen by comparing the zoomed in patches shown at the bottom left corner of these figures. This experiment clearly shows the significance of having both Euclidean and TV losses in our framework.
B. Results on Synthetic Images
We randomly selected 85 speckled images out of the 3665 images in the dataset. The remaining 3580 images are used for training the network. Experiments are carried out on three different noise levels. In particular, the number of looks L is set equal to be 1, 4 and 10, respectively. The Peak Signal to Noise Ratio (PSNR), Structural Similarity Index (SSIM) [28] , Universal Quality Index (UQI) [29] are used to measure the denoising performance of different methods. Results corresponding this experiment are shown in Table II . As can be seen from this table, in all three noise levels, ID-CNN provides the best performance compared to the other despeckling methods. Interestingly, the CNN method [15] that directly learns a mapping from a noisy input image to a clean target image using a Euclidean loss performs worse than our method and PPB [24] in many cases. This experiment clearly shows the significance of the proposed componentwise division residual layer-based CNN as well as the use of Euclidean + TV loss for image despeckling.
C. Results on Real SAR Images
We also evaluated the performance of the proposed method and recent state-of-the-art methods on real SAR images [30] . Since the true reflectivity fields are not available, we use the Equivalent Number of Looks (ENL) [31] to measure the performance of different image despeckling methods. The ENL values are estimated from the homogeneous regions (shown with red boxes in Figure 3 ). The ENL results are also tabulated in Table III . It can be observed from these results that the proposed ID-CNN outperforms the others compared methods in all four homogeneous blocks. These results also demonstrate that our ID-CNN method can achieve much better performance in suppressing speckle in real SAR images.
When a clean reference is missing, visual inspection is another way to qualitatively evaluate the performance of different methods. The despeckled results corresponding to the real images are shown in Figure 3 . The second to fifth columns of Figure 3 show the despeckled images corresponding to PPB, 
D. Runtime Comparisons
Experiments were carried out in Matlab R2016b using the MatConvNet toolbox, with an Intel Xeon CPU at 3.00GHz and an Nvidia Titan-X GPU. For ID-CNN, the entire network was trained using the torch framework [32] . Interestingly, once the training is over, ID-CNN exhibits the lowest run-time complexity as shown in Table IV . Note that even compared with the other CNN-based methods, our ID-CNN still has a lower run-time possibly because it has only eight fully convolutional layers compared to seventeen in other CNNbased methods [15] , [20] . 
IV. CONCLUSION
We have proposed a new method of speckle reduction in SAR imagery based on CNNs. Compared to nonlocal filtering and BM3D image despeckling methods, our CNN-based method generates the despeckled version of a SAR image through a single feedforward process. Another uniqueness of our method is that the network is designed to recover the noise by convolutional layers and then the noisy input is divided by the estimated noise which results in the denoised output. This strategy, similar to residual learning, is inspired by the observation that a SAR image can be viewed as a product of a clean reference and noise. Results on synthetic and real SAR data show promising qualitative and quantitative results. This new process is also valuable for many SAR image understanding tasks such as road detection, railway detection, ship wake detection, texture segmentation for agricultural scenes and coastline detection. 
