Abstract We establish some identities of Euler related sums. By using these identities, we discuss the closed form representations of sums of harmonic numbers and reciprocal parametric binomial coefficients through parametric harmonic numbers, shifted harmonic numbers and Riemann zeta function with positive integer arguments. In particular we investigate products of quadratic and cubic harmonic numbers and reciprocal parametric binomial coefficients. Some illustrative special cases as well as immediate consequences of the main results are also considered.
Introduction
Let R and C denote respectively, the sets of real and complex numbers and let N = {1, 2, 3, . . .} be the set of natural numbers, and N 0 := N ∪ {0}. The classical harmonic numbers of order s are given by ( For any s ∈ C \ {0}, we assume that is probably the most important, fascinating, challenging and mysterious object of modern mathematics, in spite of its utter simplicity. This function is defined over the complex plane and plays a pivotal role in analytic number theory having applications in physics, probability theory, applied statistics and other fields of mathematics. There is an enormous amount of literature on the Riemann zeta function. A well-known (and potentially useful) relationship between the Polygamma functions ψ (m) (z) and the generalized Zeta function (or Hurwitz Zeta function) ζ(s, a) is given by Replacing n by α (α ∈ C \ Z − ; Z − := {−1, −2, . . .}) in above equations (1.2) and (1.7), we can define the generalized α-th shifted harmonic number of order m by 8) and
It is easy to otain the following expression by using the relation (1.6) and the definition of Hurwitz Zeta function ζ(s, a + 1)
The generalized harmonic functions (also called parametric harmonic numbers or partial sums of Hurwitz Zeta function) are defined by (see [12, 20, 25, 32 ])
n . By using the equation (1.6), we may write the generalized harmonic numbers, H (m) n (a) , in terms of polygamma functions
is defined, in terms of the familiar (Euler's) gamma function, by 13) which, in the special case when b = n, n ∈ N 0 , yields
Here we are interested in evaluating closed form and integral representations of Euler type sums containing both harmonic numbers and binomial coefficients. In this paper we will develop identities, closed form representations of harmonic numbers and reciprocal binomial coefficients of the form:
for r = 1, p ∈ {0, 1} and r = 2, m i = 1, p ∈ {0, 1}, where p ∈ N 0 , k, r, m i ∈ N, i = 1, 2, . . . , r and p + k > 1. When a = b = 0, then the parametric Euler type sum W (a,b) k (m 1 , m 2 , · · · , m r , p) reduces to the classical Euler type sum W k (m 1 , m 2 , · · · , m r , p) which is defined by (see [34] )
with p + k > 1. While there are many results for sums of harmonic numbers with positive terms W k (m 1 , m 2 , · · · , m r , p), for example we know that from [24] and [34] 
There has recently been renewed interest in the study of series involving binomial coefficients and a number of authors have obtained either closed form representation or integral representation for some particular cases of these series. The interested reader is referred to [12-14, 22-31, 34] , and references therein. For results on alternating quadratic harmonic number sums see [28] . When k = 0 in (1.15), then the Euler type sum W k (m 1 , m 2 , · · · , m r , p) reduces to the classical Euler sum S m,p (m := {m 1 , m 2 , . . . , m r }) defined by (see [15] )
There are many works investigating Euler sums S m,p involving harmonic numbers, see for example [4, [8] [9] [10] 15, 16, 19, 33] , and references therein. There are fewer results for sums of the type (1.14). In this paper, we will prove that all Euler type sums
for p = 0, 1 can be expressed as a rational linear combination of products of zeta values, shifted harmonic numbers and parametric harmonic numbers. Finally, we use certain integral representations to evaluate several series with alternating harmonic numbers. The alternating harmonic numbers are defined by
and we define the alternating harmonic number sums W
The following lemmas will be useful in the development of the main theorems.
. Then the following identity holds:
where the function H m (x, a) is defined by 20) with
Proof. By using integration by parts, we have the following recurrence relation
By a simple calculation, the second term integral on the right hand side is equal to
Substituting (1.22) into (1.21), we may easily deduce the desired result.
where Li s (x) denotes the polylogarithm function which is defined by
Proof. Setting a = 0 in (1.19), the result is (1.23).
Lemma 1.3 ( [35, 36]) Let s be positive integer and a / ∈ Z − , then we have
where x, y ∈ [−1, 1) and the parametric polylogarithm function Li s (a, x) is defined by
Proof. Taking x = y = q and b = a in Theorem 2.2 in the reference [35] , then letting q approach 1, we obtain formula (1.24). Putting x = y in above equation, we arrive at the conclusion that (s ≥ 2)
Li s (a, 1) = ζ (s, a + 1). When x approach 1, we arrive at the conclusion that
Hence, letting x → 1 in (1.25), we obtain
By using partial fraction decomposition, we get
Therefore, we know that the parametric Euler sums
can be expressed in term of parametric harmonic numbers and shifted harmonic numbers.
Lemma 1.4
For any real x ∈ (−1, 1), then the following identity holds:
Proof. In [21] , we prove the result
Then, we consider the nested sum
By taking the sum over complementary pairs of summation indices, we obtain a simple reflection formula
On the other hand, by the definition of polylogarithm function and Cauchy product of power series, we have
Hence, taking m = 2 in (1.30) and combining formula (1.34) we may deduce the desired result. The proof of Lemma 1.4 is thus completed.
Identities for Euler related sums
We now prove the following theorems. 
where Y m (a) is defined by the following integral
Proof. Applying the definition of Beta function, we know that for a > 0, m ∈ N,
where the Beta function is defined by
By using the notation of H (m)
a , then (2.3) can be written as
(2.4) Then with the help of formula (2.2) we may easily deduce the result.
From the recurrence relation (2.1), we obtain the following identities
Then the following identity holds:
Proof. First we note that we may rewrite the series on the left hand side of (2.9) as
On the other hand, from Lemma 1.3, we deduce that
Substituting (2.11) into (2.10), by a simple calculation, the result is
Using the definitions of shifted harmonic number and Hurwitz Zeta function we obtain the desired result.
Proof. By the definition of polylogarithm function and Cauchy product formula, we can verify that Li m (t)
Multiplying (2.15) by t a−1 − t a+k−1 and integrating over (0, 1), we obtain
In Corollary 1.2, letting x → 1 and noting that
we arrive at the conclusion that
(2.17) Combining (2.14), (2.16) and (2.17), the result is (2.13).
From Theorem 2.3, we can get the following corollary.
Corollary 2.4
For integers m, k, r ∈ N and k = r, we have
Putting m = 1, 2 in (2.13), we give the following identities
(2.21) Theorem 2.5 For k ∈ N and a > 0, we have
Proof. From [18] , we know that the generating function of Stirling numbers of the first kind is given by
where s (n, k) denotes the (unsigned) Stirling number of the first kind (see [18] ), and we have
Hence, we obtain the following formula
Differentiating this equality above, we deduce that
Multiplying (2.15) by x a−1 − x a+k−1 and integrating over (0, 1), yields
Combining (2.6) with (2.26), we get 27) which together with (2.21) gives (2.22) and finishes the proof of Theorem 2.5.
Theorem 2.6
For k ∈ N and a > 0, then the following identities hold:
Proof. First, we are ready to prove the formula (2.28). Multiplying (1.29) by x a−1 − x a+k−1 and integrating over the interval (0, 1), we can arrive at the conclusion that
From (2.5), (2.6) and (2.14), we readily find that
Therefore, by using equations (2.5) and (2.32), we deduce that
Moreover, using (2.12), by a direct calculation, then
Hence, substituting (2.31), (2.33) and (2.34) into (2.30), after simplification, we may easily deduce the result (2.28). Next, we prove the formula (2.29). By a similar argument as in the proof of (2.27), it is easily shown that
Setting p = 4 in above equation we obtain
Letting m = 3 in (2.13), we can get
(2.37) Thus, combining (2.28)), (2.36) and (2.37) we have the result (2.29). The proof of Theorem 2.6 is finished.
(m 1 , m 2 , · · · , m r , p) through parametric harmonic numbers, shifted harmonic numbers and zeta values. First, we consider the expansion
where
Taking a i = a + i in (3.2) we obtain
Furthermore, by using the equation (3.4) and the definition of binomial coefficient, we have the following expansions
Therefore, we can obtain the following relations
The main result of this paper is embodied in the following theorems.
Proof. Putting f (n) = H n in (3.8) and using the following partial fraction decomposition
then combining (2.9), we may easily deduce the result.
Theorem 3.2
For a ∈ C \ Z − and k ∈ N \ {1}. Then the following identity holds:
Combining (2.13) and (3.12), we obtain the result.
Proof. By a similar argument as in the proof of Theorem 3.1, by using (3.8) and letting f (n) = H (m) n , p = 1, we have
Substituting (2.13) into (3.14) yields the desired result.
In the same manner we also obtain the following Theorems. Similarly to the proof of (2.12), by using (2.11), we obtain
Hence, we can get the following Theorem.
Taking x = −1 in (1.25), we obtain the following result
whereζ (s, a + 1) stands for the alternating Hurwitz zeta function defined bȳ
Therefore, by using (3.7), (3.8), (4.2) and (4.3), we give the following Theorem. 
whereζ (s) denotes the alternating Riemann zeta function is defined bȳ
Proof. Similarly to the proof of Theorem 2.3, by using the definition of polylogarithm function and Cauchy product of power series, we deduce that
Then multiplying (4.8) by x a−1 − x a+k−1 and integrating over (0, 1), we obtain 
Furthermore, by using (3.7), (3.8) and (4.7), we have 
(4.13)
