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Abstract
This paper presents a model-based, Cartesian control
theoretic approach for estimating human pose from fea-
tures detected using depth images obtained from a time
of ﬂight imaging device. The features represent positions
of anatomical landmarks, detected and tracked over time
based on a probabilistic inferencing algorithm. The de-
tected features are subsequently used as input to a con-
strained, closed loop tracking control algorithm which not
only estimates the pose of the articulated human model, but
also provides feedback to the feature detector in order to re-
solve ambiguities or to provide estimates of undetected fea-
tures. Based on a simple kinematic model, constraints such
as joint limit avoidance, and self penetration avoidance are
enforced within the tracking control framework. We demon-
strate the effectiveness of the algorithm with experimental
results of upper body pose reconstruction from a small set
of features. On average, the entire pipeline runs at approxi-
mately 10 frames per second on a standard 3 GHz PC using
a 17 degree of freedom upper body human model.
1. Introduction
Recovering human pose from visual observations is one
of the most challenging problems in Computer Vision be-
cause of the complexity of the models which relate obser-
vation with pose. An effective solution to this problem
has many applications in areas such as video coding, vi-
sual surveillance, human gesture recognition, biomechan-
ics, video indexing and retrieval, character animation, and
man-machine interaction [6, 18, 8].
One of the major difﬁculties in estimating pose from vi-
sual input involves the recovery of the large number of de-
grees of freedom in movements which are often subject to
kinematic constraints such as joint limit avoidance, and self
penetration avoidance between two body segments. Such
difﬁculties are compounded with insufﬁcient temporal or
spatial resolution, ambiguities in the projection of human
motion onto the image plane, and when a certain conﬁgura-
tion creates self occlusions. Other challenges include the
effects of varying illumination and therefore appearance,
variations of appearance due to the subject’s attire, required
camera conﬁguration, and real time performance for certain
applications.
There are two main approaches in solving the pose es-
timation problem, categorized as model based approaches
and learning based approaches. Model-based approaches
rely on an explicitly known parametric human model, and
recover pose either by inverting the kinematics from known
image feature points on each body segment [3, 16], or by
searching high dimensional conﬁguration spaces which is
typically formulated deterministically as a nonlinear opti-
mization problem [11], or probabilistically as a maximum
likelihood problem [15]. Methods based on optimization
typically suffer from local minima and require good initial-
ization. When an image sequence is available, temporal
information is often used to track the human pose from a
known initialization and an approximate dynamical model.
In contrast, learning based approaches directly estimate
body pose from observable image quantities and do not re-
quire initialization and an accurate 3D model [2, 10]. In ex-
ample based learning, inferring pose is typically formulated
as a k-nearest neighbors search problem where the input is
matched to a database of training examples whose 3D pose
isknown. Computationalcomplexityofperformingsimilar-
ity search in high dimensional spaces and on very large data
sets has limited the applicability of these approaches. Al-
though faster approximate similarity search algorithms have
been developed based on Locally-Sensitive Hashing [13],
computation speed remains a challenge with learning based
approaches.
The pose estimation formulation presented in this paper
is a combination of a probabilistic method for detecting key
feature points, and a model based approach for recovering
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of a unique prediction mechanism that provides feedback
to resolve ambiguities when multiple candidate features are
detected by the probabilistic inferencing algorithm. The
feedback from the predicted pose is also used to estimate
intermittently occluded or missing features.
The proposed framework allows the representation of the
large number of human degrees of freedom involved in the
execution of movement tasks to be expressed by a small
number of features. These features describe motion by
higher level Cartesian variables corresponding to position
of landmarks on the human body. They may been keenly
chosen to simplify their detection and tracking. We show
that reasonable estimates of human pose can be constructed
from a small set of features, provided we have an appro-
priate human kinematic model. Our pose estimator is very
effective in tracking the detected features while satisfying
joint limit and self penetration constraints.
2. Overview of the entire pipeline
Figure 1 illustrates the different modules in the pipeline.
Our algorithm reconstructs human pose from a possible
k features, corresponding to 3D positions of prominent
anatomical landmarks on the body. Without loss of gen-
erality, we consider eight (k = 8) such upper body features
as illustrated in Figure 2(a).
The input to the proposed algorithm includes depth im-
age streams, captured at approximately 15 frames per sec-
ond using a time of ﬂight depth imaging device [1]. The
depth images are used as input to a visual processing mod-
ule which detects m (m = 0¢¢¢k) upper body features,
denoted by pdet, at approximately 6-12 frames per second.
Note that the number of detected features at each frame may
be fewer than eight (i.e. m < k = 8) due to occlusions
or unreliable observations. For numerical stability in sub-
sequent modules, the detected features are re-sampled to a
higher rate (usually 100 HZ) and represented by the vector
¹ pdet.
Among the eight upper body features, those features
which are undetected may be estimated using feedback
from the prediction mechanism in a pose estimation mod-
ule (feedback path 1 in Figure 2). If m < k, the detected
features are augmented with (k ¡ m) predicted features (p)
obtained from forward kinematics computations of the re-
constructed pose. The augmented feature vector, denoted
by pd, represents the k = 8 desired features used as input
to a constrained pose estimation and tracking module. The
recovered pose, parameterized by the vector q, describes the
motion of the n = 17 degree of freedom upper body model.
The predicted features are also fed-back to resolve ambi-
guities in case multiple candidate for a given feature are de-
tected (false positives detected) or if a given feature is miss-
ing or intermittently occluded. This scenario corresponds to
feedback path 2 in Figure 2.
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Figure 1. System diagram of the entire pipeline.
3. The Algorithm
The predicted position of each feature in Figure 2(a) is
described by the vector pi and referenced to a base frame
corresponding to the waist joint coordinate system. As will
be described in Section 3.3, it is possible to prioritize fea-
tures according to their importance or the level of conﬁ-
dence in the observations. For example, since elbow posi-
tions are difﬁcult to detect, we may designate them as sec-
ondary features while assigning others as primary features.
These features are expressed in Cartesian space. They
do not necessarily deﬁne the degrees of freedom required to
fully describe the motion of the human model. For an n de-
gree of freedom human model, the conﬁguration space, or
joint space, described here by the vector q = [q1;¢¢¢ ;qn]T,
fully characterizes the motion of the human model. The
mapping between conﬁguration space velocities and Carte-
sian space velocities is obtained by considering the differ-
ential kinematics relating the two spaces,
_ pi = Ji(q) _ q (1)
where Ji 2 <3£n is the Jacobian of the ith feature [5] and
_ pi is the velocity of pi.
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Figure 2. (a) Features used in experiments. (b) H-N-T template.
3.1. Feature Detection
We use depth image streams to detect the upper body
parts and extract the anatomical features. Our experimen-
tal results are based on a single 3D time of ﬂight depthcamera sensor [1] which captures images at approximately
15 frames per second. Unlike the existing body part de-
tection methods that depend on the trained classiﬁers such
as svm classiﬁers [9, 12] or boosted weak classiﬁers [7],
our method is based on low-level depth image analysis that
can take the depth image property into consideration, thus
achieve better detection performance.
3.1.1 Head-Torso Initialization and Tracking
An important ﬁrst step in the proposed feature detection
is the monitoring and tracking of the head and torso. We
design a head-neck-torso (H-N-T) deformable template de-
picted by a circle, trapezoid, and rectangle, respectively, as
shown in Figure 2(b). To initialize the tracking, the sub-
ject is asked to ﬁrst assume an open arm conﬁguration as
illustrated in Figure 2. The initialization process involves
the registration of a H-N-T template to the depth pixel blob.
The torso is represented as rectangular box with parame-
ters T = fx0;y0;wT;hT;®g, where wT and hT represent
the width and hight of the torso box, respectively, ® de-
scribes the inclination angle of the torso in the image plane
relative to the upright posture, and (xo;yo) are the frontal
(image) plane coordinates at the midpoint of the top edge in
the torso box. The torso box is initialized around the fore-
groundgravitycenterafterafewiterationsofexpandingand
shrinking operations. After initializing the torso box, we
predict the head circle based on the learned H-N-T template
as described in the next section. The head circle template
is parameterized by H = fxH0;yH0;r0g, where ro repre-
sents the radius of the head circle template and (xH0;yH0)
are the head center coordinates.
The neck template is represented as a trapezoid,
rigidly attached to the torso box as shown in Fig-
ure 2(b). The neck trapezoid is parameterized by N =
fx0;y0;wN1;wN2;hN;®g, where wN1 and wN2 corre-
spond to the width of the upper and lower trapezoid edges,
respectively. The relative edge lengths of the H-N-T tem-
plate are obtained based on anthropometric studies reported
in the biomechanics literature [19], which reporgt body seg-
ment measurements as a fraction of the total body height.
3.1.2 Head-Torso Detection
Let L = fH;N;Tg denote a conﬁguration of the H-N-T
template, that localizes the head circle, neck trapezoid, and
torso rectangle. Let µ be a set of distribution parameters
used to deﬁne the H-N-T template,
µ = f¸1;¢¢¢ ;¸5;(¹1;¾1);¢¢¢ ;(¹4;¾4)g (2)
These parameters are learned by collecting training ex-
amples from image processing operations and distribution
functions given below. Let P(IjL;µ) be the likelihood
function measured from the image observations, and let
P(Ljµ) be the prior probability of the H-N-T conﬁguration.
From Bayes’ rule, we can deﬁne the posterior distribution,
P(LjI;µ), as,
P(LjI;µ) _ P(IjL;µ) P(Ljµ) (3)
Assuming the image likelihood functions for the H-N-T pa-
rameters are independent, we obtain
P(IjL;µ) = P(IjH)P(IjN)P(IjT) (4)
The prior distribution over the H-N-T includes:
P(Ljµ) = P(r0jµ) P(wTjµ) P(hTjµ) P(cjµ) (5)
where c is the distance from the head center to top edge
midpoint of the neck trapezoid. Then the H-N-T template is
either detected or rejected based on the following criterion
imposed on the likelihood function,
L(H;N;T) =
½
yes if log(P(LjI;µ)) > thr
no otherwise (6)
where the threshold (thr) is determined empirically during
training by computing the likelihood function L for several
hundred frames and observing the H-N-T detection results.
For the head likelihood function, we use the distribution
function P(IjH) = e¡¸1N10¡¸2N01, where N10 and N01
represent the number of false negative and false positive
pixels, respectively. More precisely, N10 is the number of
background pixels in the head circle, and N01 is the number
of foreground pixels in the buffered head boundary (green
striped region above the head in Figure 2(b)). Similarly,
for neck likelihood function, we use a distribution function
P(IjN) = e¡¸3N10¡¸4N01, where N10 is the number of
background pixels in the neck trapezoid, and N01 is the
number of foreground pixels in the buffered neck boundary
(yellow striped region on the right and left side of the neck
template in Figure 2(b)). For the torso likelihood function,
we use the distribution function P(IjT) = e¡¸5N10, where
N10 is the number of background pixels in the torso box.
Note that the false positive pixels are not considered since
the arm frequently occludes the torso box. Finally, the prior
distributions are assumed to be a normally distributed Gaus-
sian distribution (´) with mean ¹ and standard deviation ¾,
(i.e. (´(¹;¾)).
P(r0jµ) = ´(¹1;¾1)
P(wTjµ) = ´(¹2;¾2)
P(hTjµ) = ´(¹3;¾3)
P(cjµ) = ´(¹4;¾4)
Figure 3 illustrates detected (top row) and rejected (bot-
tom row) H-N-T template results, showing the effectiveness
of the proposed algorithm in removing unreliable observa-
tions and occasional drifts in the tracking.Figure 3. Detected (top) and rejected (bottom) H-N-T template.
3.1.3 Arm Blob Detection
If the H-N-T template is detected, we ﬁrst perform an im-
age processing operation referred to here as skeleton anal-
ysis to detect an arm blob. If one or two arm blobs are de-
tected, we further examine the arm blobs in order to deter-
mine the hand points corresponding to each detected arm
blob. The hand blob are located at the end-points of the dis-
tance transformed skeleton which have a sufﬁciently large
distance values. If a hand point is detected, an arm tem-
plate is formed by tracing back along the skeleton until we
reach the torso template. A few examples from this type of
operation are shown as green rectangles in Figure 4.
If needed, i.e. one or fewer arm blobs are detected, we
perform a second image processing operation that we refer
to as depth slicingin order to form the arm template. This
operation is typically necessary when the arms occlude the
body. In this operation, we extract the connected blobs by
decreasing the cut-off thresholds until the area of blob is too
large to be an arm. A few examples from this operation are
shown as blue rectangles in Figure 4.
Figure 4. Arm blob detection examples from sequence 1 (Top)
and sequence 2 (Bottom). Green arm rectangles are from skele-
ton analysis operation, while blue arm rectangles are from depth
slicing operation
Once the arm templates are formed, they must accord-
ingly be labeled as right arm or left arm. If the arm is
detected by skeleton analysis, it can be labeled as right or
left based on the location of the entry point (right or left)
at the torso template. If the arm template is detected by
depth-slicing, the arm label is assigned based on temporal
continuity, i.e. the smaller distance to the left or right arm
rectangles obtained from the previous frame.
3.1.4 Upper Body Joint Localization
With the detected body parts including the head, torso, left
and right arms, we localize the 3D features shown in Fig-
ure 2(a) for further processing. The head center feature is
simply the 3D center of the head circle template. Note that
the depth values from the depth images are used to deter-
mine the z coordinates associated with the 2D image co-
ordinates. The right and left shoulder features correspond
to the upper right and left corner point of the torso tem-
plate, respectively. The waist joint feature is obtained by
projecting a vector from the mid-point of the top edge of
the torso template toward the midpoint of the bottom edge
of the torso template. The length of this vector is obtained
from the relative anthropometric parameters obtained from
the literature [19]. If the H-N-T template is undetected, or
if the features are occluded, we use temporal prediction to
estimate the missing features.
Localizing the arm features, including left and right el-
bows and wrists is more challenging. If the arm is detected
by skeleton analysis, the wrist joint is located near the end-
point of the skeleton. The elbow joint feature is located at
the intersection of the upper arm and forearm in the skele-
ton.
If the arm is detected based on the depth slicing opera-
tion, we assume that the feature points are located approx-
imately at either ends of the arm rectangle. They are ex-
tracted based on the following two effective assumptions:
1. If arm is in front of the body, the left arm should point
to right, and the right arm should point to left.
2. If arm is beside the body, the elbow and wrist are to be
labeled based on the closeness to the predicted model
elbow and wrist positions.
As shown in Fig. 5, we illustrate the application of ﬁrst as-
sumption for right arm at the bottom left image, and the ap-
plication of ﬁrst assumption for left arm at the bottom mid-
dle image, where wrist points are shown as solid red circles
and elbow points are showed as solid yellow circles. The
application of second assumption is illustrated at the bot-
tom right image, where the predicted model elbow and wrist
positions from 3D model posture are displayed as unﬁlled
circles. In the above discussion, we have taken advantage
of feedback information (See Figure 1) from the predicted
model pose to improve the feature detection by resolving
ambiguities and estimating features which may be intermit-
tently occluded.
We have compared the results of the feature detection
algorithm versus ground truth marker data obtained from a
motion capture system. The results are tabulated in Figure 6
for a Taiji motion sequence.
3.2. Cartesian tracking control
Cartesian tracking control refers to a control policy that
produces the joint variables (q) such that the Cartesian er-
ror between the estimated features and the desired (fromFigure 5. Feature point extraction results.
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Figure 6. Taiji motion: feature detection error versus ground truth
mocap data
observations) features are minimized. The tracking per-
formance is very much subject to the human model kine-
matic constraints as well as the execution of multiple and
often conﬂicting feature tracking requirements. We employ
atrackingcontrolapproachbasedonaCartesianspacekine-
matic control method known as closed loop inverse kine-
matics (CLIK). The basis for the solution of the CLIK al-
gorithm is the inversion of the differential kinematics relat-
ing Cartesian variables and joint variables as described by
Equation 1. For simplicity, we momentarily drop the super-
script i with reference to the ith feature.
Let the desired variables be denoted by a subscript d.
The joint velocities may be computed by inverting Equa-
tion (1) and adding a feedback error term to correct for nu-
merical drift.
_ q = J¤(_ pd + K e) (7)
where J¤ denotes the regularized right pseudo-inverse of J
weighted by the positive deﬁnite matrix W1,
J¤ = W
¡1
1 JT (JW
¡1
1 JT + ¸2I)¡1 (8)
The parameter ¸ > 0 is a damping term, and I is an iden-
tity matrix. The vector _ pd corresponds to the desired feature
velocity. The matrix K is a diagonal 3 £ 3 positive deﬁnite
gain matrix, and e is a vector that expresses the position
error between the observed and computed features. The po-
sition error is simply deﬁned as e = pd¡p , where pd and p
correspond to the observed and computed feature positions,
respectively.
3.3. Managing multiple features
The formulation above considers estimation of human
pose from a single feature. Multiple features can be han-
dled in two ways, namely by augmentation or prioritiza-
tion. These methods are described in detail in robot motion
control literature [14]. In this paper, we consider feature
augmentation which refers to the concatenation of the indi-
vidual spatial velocities and the associated Jacobian matrix
and feedback gain matrix.
Let i (i = 1¢¢¢k) be the index of the ith feature _ pi and
the associated Jacobian Ji. We form a 3k £ 1 augmented
spatial velocity vector _ p and a 3k £ n augmented Jacobian
matrix J as follows,
_ p =
£
_ pT
1 ¢¢¢ _ pT
i ¢¢¢ _ pT
k
¤T
(9)
J =
£
JT
1 ¢¢¢ JT
i ¢¢¢ JT
k
¤T
(10)
Likewise, _ pd in the augmented space is the concatenation
of the individual feature velocity vectors. The solution of
tracking control algorithm in the augmented system follows
exactly the same way as that previously described by Equa-
tion(7). Thetrackingerrorrateforeachelementofafeature
can be controlled by the augmented feedback gain matrix
K, which represents a 3k £ 3k diagonal matrix in the aug-
mented space. The trajectory tracking error convergence
rate depends on the eigenvalues of the feedback gain matrix
in Equation (7); the larger the eigenvalues, the faster the
convergence. In practice, such systems are implemented as
discrete time approximation of the continuous time system;
therefore, it is reasonable to predict that an upper bound ex-
ists on the eigenvalues, depending on the sampling time. A
particular feature or its individual components can be more
tightly tracked by increasing the eigenvalue of K associated
with that direction. By modulating the elements of K, we
can effectively encode the relative level of conﬁdence we
have in our observations. Measurements with higher conﬁ-
dence will be assigned higher feedback gain values.
3.4. Joint limit avoidance constraints
Chan and Dubey [4] developed a joint limit avoidance
algorithm based on a Weighted Least-Norm (WLN) solu-
tion. The WLN solution considers a candidate joint limit
function, denoted by H(q) , that has higher values when
the joints near their limits and tends to inﬁnity at the joint
limits. One such candidate function is given by
H(q) =
1
4
n X
i=1
(qi;max ¡ qi;min)2
(qi;max ¡ qi)(qi ¡ qi;min)where qi represents the generalized coordinates of the ith
degree of freedom, and qi;min and qi;max are the lower and
upper joint limits, respectively. The upper and lower joint
limits represent the more conservatives limits between the
anatomical joint limits and the virtual joint limits used to
avoid self penetration as will be described in the next Sec-
tion. The gradient of H, denoted as rH, represents the
joint limit gradient function, an n £ 1 vector whose entries
point in the direction of the fastest rate of increase of H.
rH =
@H
@q
=
h
@H
@q1 ;¢¢¢ ; @H
@qn
i
(11)
The element associated with joint i is given by
@H(q)
@qi
=
(qi;max ¡ qi;min)2 (2qi ¡ qi;max ¡ qi;min)
4(qi;max ¡ qi)2 (qi ¡ qi;min)2
The gradient
@H(q)
@qi is equal to zero if the joint is at the mid-
dle of its range and goes to inﬁnity at either limit. As de-
scribed in [4], we deﬁne the joint limit gradient weighting
matrix, denoted by WJL, by an n £ n diagonal matrix with
diagonal elements wJLi (i = 1¢¢¢n). The scalars wJLi are
deﬁned by
wJLi =
½
1 + j@H
@qij if ¢j@H=@qij ¸ 0
1 if ¢j@H=@qij < 0
(12)
The term ¢j@H=@qij represents the change in the magni-
tude of the joint limit gradient function. A positive value
indicates the joint is moving toward its limit while a nega-
tive value indicates the joint is moving away from its limit.
When a joint moves toward its limit, the associated weight-
ing factor described by the ﬁrst condition in Equation 12,
becomesverylargecausingthemotiontoslowdown. When
the joint nearly reaches its limit, the weighting factor is near
inﬁnity and the corresponding joint virtually stops. If the
joint is moving away from the limit, there is no need to re-
strict or penalize the motions. In this scenario, the second
condition in Equation (12) allows the joint to move freely.
3.5. Avoiding self penetration
Self penetration avoidance may be categorized as one of
two types: 1) penetration between two connected segments,
and 2) penetration between two unconnected segment pairs.
By connected segment pairs, we imply that the two seg-
ments are connected at a common joint and assume that the
joint is rotational.
If two segments are connected at a common rotational
joint, i.e. connected segments, self collision may be han-
dled by limiting the joint range as described in Section 3.4.
Joint limits for self penetration avoidance need not corre-
spond to the anatomical joint limits; rather, they may be
more conservative virtual joint limits whose values are ob-
tained by manually verifying the bounds at which collision
does not occur. Therefore, for two segments connected by
a rotational joint, joint limit avoidance and self penetration
avoidance may be performed by using the same formulation
presented in Section 3.4.
Considering the case of self penetration between two un-
connected bodies, i.e. bodies which do not share a joint, we
refer to the two bodies shown in Figure 7. In general, Body
A and body B may both be in motion. However, for sim-
plicity of presentation and without loss of generality, sup-
pose body A is moving toward a stationary body B. Let
pa and pb represent the coordinates of the shortest distance
d(d ¸ 0) between the two bodies, described in the base ref-
erence frame. Hereafter, we refer to pa and pb as collision
points. The coordinates pa and pb can be obtained using a
standard collision detection software. In this work, we use
the SWIFT++ library [17].
Let ^ na =
pb¡pa
jpb¡paj be the unit normal vector and ~ d = d ^ na
the vector from pa to pb. Consider a 3D virtual surface sur-
rounding body A, shown by a dashed line in Figure 7. For
every point on body A, its associated virtual surface point is
located by the vector ~ dc = dc ^ n, where dc is the critical dis-
tance, and ^ n is the unit normal vector at the surface point.
Let pvsa be the coordinates of a point on the virtual surface
of A deﬁned by
pvsa = pa + dc^ na (13)
We deﬁne the region between the actual surface of body
A and its virtual surface as the critical zone. If body B
is stationary, we can redirect the motion at pa to prevent
penetration in the critical zone. This redirection is invoked
when (d < dc).
Body A
c d
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a p d
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b p
a p  '
a p 
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b p a p
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Figure 7. Body A moving towards a ﬁxed body B
In our CLIK control framework, one way to control (or
redirect) the motion of pa is by modifying the trajectory
of the desired task feature pd. Let us specify a redirected
motion of pa by p0
a and its associated velocity by _ p0
a. To ﬁnd
themappingbetween _ p0
a and _ pd, considerﬁrsttheequivalent
redirected joint velocity vector, given by
_ q0 = J¤
a _ p0
a (14)where Ja = @pa=@q is a 3£n Jacobian matrix and J¤
a is its
Damped Least Squares inverse. A redesigned task feature
trajectory may be computed by
_ p0
d = J _ q0 (15)
The closed loop inverse kinematics equation with the mod-
iﬁed parameters is given by
_ q = J¤(_ p0
d + K0 e0) (16)
where e0 = p0
d ¡ p0 and K0 is a diagonal feedback gain
matrix whose values are modulated as a function of the dis-
tance d. Note that p0
d at the current time t may be computed
by a ﬁrst order numerical integration. The instantaneous
redirection _ pa ! _ p0
a, as described above, produces a dis-
continuous ﬁrst derivative of pa at the boundary d = dc.
The discontinuity at _ pa results in a discontinuity in _ pd, as
given by the solution in Equation 15. To preserve ﬁrst order
continuity, we may blend the solutions of _ p0
d before and af-
ter redirection occurs. A blended solution to Equation 15 is
given by
_ p0
d = (1 ¡ b) _ pd + b Jp _ q0 (17)
where b is a suitable blending function. A remaining ques-
tion is how to specify the magnitude and direction of _ p0
a. An
effective strategy would be to redirect the collision point so
that it slides along a direction which is tangent to the surface
at the penetration point, as shown in Figure 7.
_ p0
a = _ pa¡ < _ pa; ^ na > ^ na (18)
In theory, the above redirection vector will guide the colli-
sion point motion along the virtual surface boundary, pro-
ducing a more natural motion toward the target. The case
when body A is stationary and body B is in motion is the
dual of the problem considered above. When both body A
and body B are in motion, we can specify the redirection
vectors at the collision points pa and pb and use task aug-
mentation to control both critical points.
4. Pose Reconstruction Results
Experiments were performed using a single time-of-
ﬂight range image sensor [1]. The human performer was
asked to perform a Taiji dance motion and a tennis serve
motion. Figures 8and 9 show snapshots of depth images ac-
quired from the range sensor, the desired features (all eight
upper body features), as well as the 3D reconstructed pose.
The detected elbow positions are assigned a lower tracking
priority as compared to the other six features. The detected
features are shown by the colored circles overlaid on the
depth image while the predicted features are shown by the
colored spheres in the 3D reconstructed pose. Note that in
some frames, some features may be undetected by the fea-
ture detection algorithm. The feature detection algorithm
relies on feedback from the pose estimation module to re-
solve ambiguities in the detection as well as estimate those
features which are missing or intermittently occluded.
We have conﬁrmed that the joint limits and self-
penetration constraints are not violated in these sequences
as well as several other sequences we obtained using the
time-of-ﬂight sensor.
5. Summary
We have presented a computationally fast, model based
control theoretic approach to estimate human pose from a
small number of features detected using a probabilistic in-
ferencing algorithm. We illustrated the results for several
difﬁcult motion sequences which many previous algorithms
would have difﬁculty. We showed that human pose can be
reliably recovered from a small set of features provided we
have an adequate kinematic model and a good formulation
of tracking control subject to anatomical constraints such as
joint limit and self penetration avoidance. We speculate that
astheaccuracyofthehumanmodelincreasesandbyusinga
dynamic formulation of tracking control which incorporates
physical characteristics of motion such as inertial, coriolis,
and gravitational effects, we can further improve the results.
Our feature detection and pose recovery modules are
tightly integrated with a prediction mechanism that allows
us to resolve ambiguities when the feature detection algo-
rithm reports multiple possible candidate features. The pre-
dicteddescriptorscanalsobeusedtoestimateintermittently
missing or occluded features.
We have effectively used the output of our human pose
estimation algorithm to transfer human motion to a hu-
manoid robot in real time. The resulting robot motions are
smooth, continuous, andverynatural. Inthefuture, wewish
to extend these results to whole body pose estimation.
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