A novel RNN-based front-end pre-classi cation scheme for fast continuous Mandarin speech recognition is proposed in this paper. First, an RNN is employed to discriminate each input frame for the three broad classes of initial, nal, and silence. A nite state machine (FSM) is then used to classify the input frame into four states including three stable states of Initial (I), Final (F), and Silence (S), and a Transient (T) state. The decision is made based on examining whether the RNN discriminates well between classes. We then restrict the search space for the three stable states in the following DP search to speed up the recognition process. E ciency of the proposed scheme was examined by simulations in which we incorporate it with an HMMbased continuous 411 Mandarin base-syllables recognizer. Experimental results showed that it can be used in conjunction with the beam search to greatly reduce the computational complexity of the HMM recognizer while keeping the recognition rate almost undegraded.
Introduction
The recognition process of continuous speech recognition is essentially a search procedure to determine the optimal matching path that maps the testing utterance to a string of reference word (or sub-word) models. A basic problem is that there is typically a huge number of possible paths so that intensive computations are needed. Usually, the path pruning approach is used to solve the problem. It uses a mechanism to prune some unlikely paths for reducing the computational complexity. The beam search and the A ? search with a tree-based lexicon 1] 2] 3] 4] are two well-known methods. Recently, some phoneme level pruning techniques which utilize the local probability estimates generated by the detailed recognizers themselves for path pruning have also been studied. The phoneme look-ahead method 3] estimates the likelihood of each phoneme ahead of the current time frame. Only the succeeding phonemes with likelihood falling within the preset envelope remain to survive in the following search. The phone deactivation method 4] rst estimates the local posteriori probabilities of phonemes by using a recurrent neural network (RNN) and then prunes all words containing those unlikely phonemes with low posteriori probabilities.
An alternative approach uses a simple front-end processor to pre-classify the current frame or to pre-segment the input speech for reducing the search space of the following recognition process.
A method of this approach is to classify each input frame into voiced, unvoiced, or silence 5] 6] and then to compress the search space by restricting the frame to stay on some legal states.
But this approach is rarely used in the current existing continuous speech recognition systems. A fundamental problem comes from the fact that any error in the front-end processor may result in a fatal error in the following search procedure to seriously degrade the recognition performance.
In this paper, a novel pre-classi cation scheme for fast continuous Mandarin speech recognition is proposed. A small RNN classi er is rstly used to discriminate each input frame into several broad classes of speech signal. Then a nite state machine (FSM) re ecting \the domain of knowledge" is used to examine whether the responses of the RNN are good enough to make a reliable classi cation.
When the RNN discriminates well between classes, the FSM will make a rm classi cation to label the input frame into the corresponding stable state associated with the class with best response.
Otherwise, it simply puts the input frame into a transient state. Di erent search spaces are then set in the following DP search for these states in order to reduce the computational complexity.
Generally speaking, more restricted search is used in these stable states and a unrestricted search is used in the transient state. By this arrangement, most classi cation errors of the RNN can be tolerated in the sense of causing no trouble in the following recognition search to degrade the recognition rate. In other words, we can speed up the DP search while still keeping the recognition performance almost undegraded. It is noted that the pre-classi cation in the FSM is a partial-hard-decision-and-partial-soft-decision scheme from the viewpoint of the DP search.
Several advantages of the method can be found as compared with the above-mentioned fast speech recognition methods. First, it is more robust to the pre-classi cation errors than the previous frontend processor based methods. Second, in addition to making the DP search more e cient like the phoneme level pruning methods, the computations of the likelihood or the posteriori probabilities for some unlikely reference word (or sub-word) models can also be eliminated. Third, it can be used in conjunction with some path pruning techniques, such as the beam search, to further improve the recognition e ciency.
2. The Proposed Pre-classi cation Scheme The function of the RNN is to discriminate each input frame for the three classes of silence, initial, and nal. It is noted that the last two classes are chosen because initials and nals are commonly used as the basic recognition units in Mandarin speech recognition for taking advantages of the simple initial-nal structure of Mandarin syllables (see Table 1 ) 7]. The function of the FSM is to label each input frame into one of three stable states or a transient state based on examining whether the three responses of the RNN are good enough to make a reliable classi cation.
The RNN is a three-layer network with all outputs of the hidden layer feeding back to the input layer (see Fig. 2 ). An RNN of this type is a dynamic system with the outputs of its hidden layer at any time depending on a complex aggregate of all previous inputs. So it can easily catch dynamic information of the input speech signal for discriminating some speech Based on the three responses of the RNN, a four-state FSM is constructed (Fig. 4) . The FSM is designed to conform to the initial-nal structure of Mandarin base-syllables. When the RNN discriminates well between classes, we make a hard-decision to move the FSM into one of the three stable states of Initial (I), Final (F) and Silence (S). Otherwise we make a soft-decision to let the FSM stay in the Transient (T) state in order to tolerate the classi cation errors of the RNN. To realize the FSM, two thresholds, TH H and TH L , are rst empirically determined. We then compare the outputs of the RNN with these two thresholds. When one output of the RNN is higher than TH H and the other two outputs are all lower than TH L , we move the FSM into the corresponding stable state. Otherwise, the FSM stays at the T state. A typical example of the responses of the FSM is shown in Fig. 3(c) .
Integrating the FSM with the DP Search
The proposed pre-classi cation scheme can be incorporated into any initial-nal based contin- In the proposed fast recognition method, di erent search spaces in the DP search are set for those four states. Speci cally, for frames with I, F, and S states, we let the search space be restricted to stay only in the states of 100 initial HMMs, 39 nal HMMs, and the silence HMM, respectively.
On the contrary, for frames with T state, unrestricted search is used. By this way, the recognition process can be greatly speeded up with almost no degradation on the recognition rate. In practical implementation, we may slightly relax the search space for frames of F state to include HMM states of 25 short initials for compensating the previously-mentioned weak responses of the RNN to them.
Experimental results
E ciency of the proposed method was examined by simulations using a continuous The average number of states to search per frame and the average number of Gaussian components to calculate per frame by the search procedure are used to measure the computational cost in order to avoid any implementation bias.
First, the proposed pre-classi cation front-end processor was tested. An RNN with 25 hidden nodes achieved 92.9% classi cation rate calculated based on taking the segmentations of all testing utterances by using an initial-nal based continuous CDHMM recognizer as reference. The confusion matrix is shown in Table 2 . After using the FSM to put some marginal frames into the T state, we found that the classi cation becomes very reliable. For the case of TH H = 0:90 and TH L = 0:10, the classi cation rate raises to 98.2% with a cost of 26.2% of frames being classi ed as T state. The confusion matrix is shown in Table 3 
Discussions and Conclusions
In this paper, an RNN-based front-end pre-classi cation scheme for fast continuous Mandarin speech recognition has been discussed. Its e ectiveness has been demonstrated by simulations to incorporate it into an HMM-based continuous 411 Mandarin base-syllables recognizer. Experi-mental results showed that it can be used in conjunction with the beam search to greatly reduce the computational complexity of the HMM recognizer while still keeping the recognition rate almost undegraded. Obviously, it is also suitable to be incorporated with other sub-syllable based Mandarin speech recognizers.
An additional advantage of the proposed method was also found. Instead of making decision at the last frame of the testing utterance done by the conventional one-stage DP search, an early decision can be made once the FSM enters an S state. We can therefore decompose a large complex DP search for the whole utterance into several simpler DP searches for the partitioned voice segments. This is of bene t to reduce the system complexity when we consider to incorporate a language model with the continuous Mandarin base-syllable recognizer. Tables Captions:   Table 1 . The phonetic structure of Mandarin syllables. There are in total 22 initials (including a dummy one) and 39 nals. Table 2 . The confusion matrix of the classi cation by the RNN. Table 3 . The confusion matrix of the classi cation by the FSM. 
