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Introduction
Since the advent of digital images, image processing techniques are increasingly in demand. However, such techniques like compression, quantization watermarking [1] and denoising [2] affect the image perceived quality. Thus, an objective image quality assessment measure is required to compare and to monitor the performances of image processing algorithms [3] . Depending on the availability of the reference image we can distinguish three types of objective image quality assessment methods. When the reference image is available the measures belong to the Full Reference (FR) class. The Peak Signal-to-Noise Ratio (PSNR) and the Mean Structural Similarity Index (MSSIM) [4] , are both widely used FR methods. No reference (NR) methods, aim to quantify the quality of a distorted image without any cue from its original version. They are generally conceived for specific distortion type and cannot be generalized for other distortions [5] . Reduced Reference (RR) methods are typically used when one can send side information with the processed image related to the reference. Recently, a number of authors have successfully introduced RR methods based on: image distortion modeling [6] [7] , human visual system (HVS) modeling [8] [9] , and finally natural image statistics modeling [10] [11] . As our work falls in the last approach we recall its underlying assumption. Natural images statistics are the basic stimuli that our visual system is adapted to. After processing, the statistics of the images change and make it unnatural. Understanding the way by which statistics change and measuring these changes allows us to predict the visual degradation.
In [10] , Wang et al used the steerable pyramids to represent the distorted and the reference images in the spatial-frequency domain. First, the subbands coefficients are fitted with the Generalized Gaussian Density (GGD). Second, the Kullback Leibler Divergence (KLD) is used to quantify the visual degradation. This approach has introduced a convenient way to assess the quality. It provides quality scores highly correlated with human judgment for a wide range of distortion types. However, with only four orientations the steerable pyramids fails to span 360° of orientation space accurately. The PDF of the BKF model is given by [15] :
Where Γ . is the Gamma function, and are the shape and scale parameters, respectively. K is the modified Bessel function given by:
The BKF parameters can be estimated using the Maximum Likelihood method [17] : and
Distortion measures
The first two measures are based on the absolute value of the difference between the shape or scale parameter of a subband and its corresponding from the distorted image. For the rest of this section we consider ( ) and ( ) as the shape (scale) parameter of a subband from the reference image and its corresponding from the distorted image, respectively. The measures are:
The second type of measure is based on absolute deviation and relative deviation [12] . For the shape parameter, we have :
The summation of the geometric mean of and over all Subbands is computed to predict the visual degradation as follows :
,
The same measure can be derived for the scale parameter β as follows :
To quantify the difference between two PDFs the well known Kullback Leibler Divergence (KLD) can be used. Nevertheless, according to our knowledge there is no closed form for the KLD for BKF PDFs. Here, we propose the use of metric [15] . Let ; , and ; , be two BKF PDFs, the metric can be expressed as :
, , , ; , ; ,
More explicitly, this distance can be simplified as :
Where Γ .
Γ and 0.5 , ; , 1 is the hypergeometric function. Finally, the measure between a reference image and its distorted version is given by:
Experimental results
Our experimental test was carried out using the LIVE database [20] . It is constructed from 29 high resolution images and contains seven sets of distorted and scored images, obtained by the use of five types of distortion at different levels. Set1 and 2 (labeled JP2 (1) and JP2 (2)) are JPEG2000 compressed images, set 3 and 4 (labeled JPEG1 and JPEG2) are JPEG compressed images, set 5, 6 and 7 are respectively : Gaussian blur (Labeled Blur) , white noise ( labeled Noise) and transmission errors distorted images (Labeled Error). The 29 reference images have very different textural characteristics, various percentages of homogeneous regions, edges and details. The tests consist in choosing a reference image and one if its distorted versions; those later are considered as entries of the scheme given in Fig.1 . First, a tetrolet transform with three levels is applied to both images, followed by a feature extraction step. Since tetrolet transform is based on the Haar transform, we have three orientations. This leads to 9 subbands (3 levels × 3 orientations). From each subband we extract the BKF parameters, so we obtain a vector of 18 features (9 subbands × 2 parameters). Before the transmission , these features are quantized. More explicitly, both, the shape and the scale parameters are quantized into 8 bits. So 144 bits are used to represent the RR features. Second, each of the measures introduced in the previous section is computed between the reference and distorted images. Finally, The objective quality scores (DMOSp) are computed from the values generated by the distortion measures, using a non linear mapping function proposed by the Video Quality Expert Group (VQEG) Phase I FR-TV [21] . Here, we use a four parameter logistic function :
, where , , , , then ,
The quality prediction performance of the considered objective metrics is quantified in terms of accuracy and monotonicity as recommended by the Video Quality Experts Group [21] . For comparative purpose we also report the performance of the WNSIM measure proposed in [10] which is actually the standard RR measure. We believe that such comparison is a fair one as the amount of side information necessary is comparable to the one used in the proposed measures. Indeed 72 bits are necessary to represent the RR features from to , 144 bits for while for the WNISM measure 162 bits are required. Prediction accuracy is quantified using the Pearson linear correlation coefficient while the prediction monotonicity is measured by the nonparametric Spearman rank order coefficient. This measure is used to quantify if changes (increase or decrease) in one variable is followed by changes (increase or decrease) in another variable, irrespective of the magnitude of the changes. Note that after preliminary fitting objective metric values and MOS, it is, in general, possible to apply the conventional Pearson correlation instead of rank correlation. Meanwhile, it is important to underline that the quality of fitting may reduce the accuracy of assessing a metric correspondence to HVS. Performances of the introduced measures are provided for all the sets of distorted images. Table 1 presents the values of Pearson correlation coefficient for the considered 6 metrics and the subsets used in LIVE database. Similarly, Table 2 contains the corresponding values of Spearman rank order correlation.
In terms of accuracy we can see that distortion measures derived from absolute deviation and relative deviation outperforms the ones based on the absolute value of the difference. Considering measures based on one parameter is the most efficient while is the worst. Surprisingly enough these results holds for every type of distortion under study. In other words the scale parameter shows the best correspondence to the perceived image quality. If we compare the most performing single parameter measure to WNSIM except for one set of JPEG distorted images and noisy images the later show a higher degree of correlation with Human Visual System scores. This is no more the case when both parameters are used in the distortion measure. The results suggest that is globally more performing than WNISM. Note this is not the case for two sets of distorted image sets (JPEG2, JP2 (2)), but differences may not be statistically significant in this cases.
Table1. Prediction accuracy for the quality measures using LIVE database.
Let us evaluate the performances of the proposed measures, but this time in term of prediction monotonicity. The three best metrics producing the greatest correlations for each subset are marked in bold in table 2.
Table2. Prediction monotonicity for the quality measures using LIVE database.
As illustrated, the measure provides in most cases a monotonicity over 90%, whereas the measures ( , , , fall below 80% except for some few cases. Although the WNISM seems to maintain a good monotonicity over all distortions, the measure demonstrates its efficiency for noise, blur and transmission errors perturbations with a higher correlation than WNISM.
Conclusion
In this paper we investigate the design of a RR objective perceptual image quality metrics based on the natural image statistic approach. The statistics of the images derived in the tetrolet domain are modeled using a BKF distribution. This transform have demonstrate its efficiency to capture the local geometric structures of an image. It provides relevant statistical features since its statistical proprieties change considerably as the distortion type changes. The BKF parameters are involved to characterize the peakedness of the tetrolet coefficients distribution. The evaluation of the quality prediction performance reveals that the -based measure outperforms favorably the measures based on only one parameter ( scale or shape parameter ). Moreover, this measure outperforms the prominent WNSIM one. The feature extraction step ensures a low computational complexity as a reduced amount of information has to be transmitted from the sender to the receiver. As the KLD is a most suitable distance to quantify the difference between two PDFs our future work will focus in deriving a closed expression of the KLD for the BKF model. Another way of improvement to investigate is the integration the HVS frequency and orientation sensitivity to the distortion measures. 
