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Abstract
In this paper, we obtain an infinite dimensional Lie algebra of exotic gauge in-
variant observables that is closed under Goldman-type bracket associated with mon-
odromy matrices of flat connections on a compact Riemann surface for G2 gauge
group. As a by-product, we give an alternative derivation of known Goldman bracket
for classical gauge groups GL(n,R), SL(n,R), U(n), SU(n), Sp(2n,R) and SO(n).
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1 Introduction
Traces of monodromy matrices of flat connections computed along closed loops on a
Riemann surface Σ are known to satisfy the Goldman’s Poisson bracket [9] for the follow-
ing list of gauge groups: GL(n,R), GL(n,C), GL(n,H), SL(n,R), SL(n,C), SL(n,H),
O(p, q), O(n,C), Sp(2n,H), U(p, q), Sp(2n,R), Sp(p, q) Sp(2n,C) and SU(p, q). The
problem of computation of the bracket between traces of monodromy matrices for excep-
tional gauge groups so far remains open. The goal of this paper is to fill this gap for G2,
the simplest exceptional Lie group. In the process, we learn that traces of G2 monodromy
matrices are not sufficient to close an algebra under such Poisson bracket and hence de-
mands for the introduction of an infinite set of exotic G2-gauge invariant observables
that together with the canonical observables of traces of G2-monodromy matrices form a
closed infinite dimensional Lie algebra under such Goldman-type bracket.
∗shhchowdhury@gmail.com
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Given the fundamental group pi of a closed oriented surface S and a Lie group G, the
space Hom(pi,G)/G is defined as the quotient of the analytic variety Hom(pi,G) by the
action of G by conjugation. In his study (see, for example, [22]) of Weil-Petersson sym-
plectic geometry of Teichmüller space (with G = PSL(2,R)), Scott A. Wolpert discovered
an expression of the Poisson bracket between geodesic length functions (Hamiltonian po-
tential of the flow generated by Fenchel-Nielsen vector fields) in terms of the geometry
of the underlying surface. William Goldman, in [9], went steps further to investigate
the geometry of the symplectic structure of Hom(pi,G)/G for Lie group G, satisfying
fairly general conditions with the help of family of invariant functions on Hom(pi,G)/G.
He obtained the Poisson bracket between such invariant functions due to transversally
intersecting homotopically inequivalent loops on S. An instructive example of invariant
functions in the sense of Goldman [9] comprises of the traces of monodromy matrices of
flat connections on the principal G-bundle over S, also known as Wilson loop in QCD
jargon. M. Chas and D. Sullivan, in the late 90’s, generalized Goldman’s Poisson bracket
by looking at H∗(LM), the singular homology of the loop space in a compact oriented
manifold M of dimension d (see [7] for detail). This generalized Poisson bracket, known
as the string bracket, reproduces Goldman’s bracket when d = 2 and ∗ = 0. All that
we have discussed so far is intimately tied with the Q-vector space generated by free
homotopy classes of loops on S. If this infinite dimensional vector space is quotiented out
by null-homotopic loops, then the resulting vector space V , equipped with a well-defined
bracket [ , ] : V ⊗ V → V induced from the underlying string bracket and a well-defined
cobracket δ : V → V ⊗ V , has a Lie bialgebra structure [18]. The cobracket of the
Lie bialgebra (V, [ , ], δ) is known as Turaev cobracket in modern literature. Also, of
considerable importance in theoretical Physics is the notion of Batalin-Vilkovisky (BV)
operator that arises in the context of string topology as ∆ : H∗(LM) → H∗+1(LM).
Roughly speaking, it produces the (d + 1)-dimensional family of loops by rotating the
d-dimensional ones. The string operations make H∗(LM) a BV-algebra. Construction
of BV-algebra on moduli space of Riemann surfaces and its application in closed string
field theory was elucidated by Sen and Zwiebach in [17]. An excellent treatment of the
passage from string topology to topological field theory by Cattaneo et al. can be found
in [6] where the authors used BV (Lagrangian) or BRST (Hamiltonian) formalism de-
pending on whether the dimension of the base manifold is odd or even, respectively, the
relation between the two formalisms being explained in its appendix. Turning ourselves
to the physical side, an interesting variant of the usual supersymmetric nonlinear sigma
model exhibiting BRST-like fermionic symmetry was studied by Witten in [21].
Consider a G- valued (G is the Lie algebra of G) flat connection A = Az(z, z¯)dz +
Az¯(z, z¯)dz¯ on a compact Riemann surface Σ of genus g. The Atiyah-Bott bracket on
the space of flat connections can be derived from the Chern-Simons action on the 3-
2
dimensional manifold Σ× R. Let us represent the connection 1-forms as Ai =
n∑
a=1
Aai ta,
where i = z, z¯. The generators {ta} of the the gauge group G are assumed to satisfy the
normalization condition
1
2
Tr(tatb) = f(a)δab, (1.1)
with f(a) = ±1. Then the Atiyah-Bott bracket reads
{Aaz , Abz¯′} =
f(a)
2
δabδ(2)(z − z′). (1.2)
The space of flat connections modulo gauge transformation is finite dimensional and
traces of the monodromy matrices of flat connections can be chosen to be the underlying
gauge invariant observables.
Goldman in [9] derived the Poisson bracket between traces of the monodromy matrices
for classical groups already listed at the start of the introduction. For example, for any
two transversally intersecting oriented closed curves γ1 and γ2 on Σ, the Poisson bracket
between tarces of GL(n,R) monodromy matrices reads
{TrMγ1 ,TrMγ2} = TrMγ1◦γ2 . (1.3)
For the case of Sp(2n,R) the bracket looks as follows
{TrMγ1 ,TrMγ2} =
1
2
(
TrMγ1◦γ2 − TrMγ1◦γ−12
)
. (1.4)
Here, γ1 ◦ γ2 and γ1 ◦ γ−12 represent loops on Σ which are obtained from γ1 and γ2 by
appropriate resolution of their intersection points (see figure 1).
The extensions of Goldman’s results to exceptional Lie groups were not known before.
Of all five exceptional Lie groups, G2 is simultaneously the smallest and one of the most
important ones. Recently, it played pivotal roles in exceptional geometry (see [4]) and in
Lattice QCD (see [11], [16], [19] and [10], for example). Manifolds admitting G2 holonomy
are also of special interest in M-theory (see [3] and [1] for a brief review). Quantization of
Goldman bracket for loops on surfaces and its relation to (2+1)-quantum gravity are also
investigated in ([14],[15]). In ([14]), it has been shown how signed area phases appear in
the quantized version of the classical brackets due to Goldman.
The goal of this paper is to generalize Goldman’s bracket to the case of G2 gauge
group. Consider the 7× 7 monodromy matrices Mγ1 and Mγ2 to be in the fundamental
representation of G2. The existence of a new type of gauge invariant observables emerges
by noting that
{TrMγ1 ,TrMγ2} =
1
2
[
TrMγ1◦γ2 − TrMγ1◦γ−12 +
1
3
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
]
. (1.5)
Here O1, . . . ,O7 are skew symmetric 7×7 matrices representing the right action of purely
imaginary octonions lying in 6-dimensional sphere S6 (see [13] for a detailed discussion
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on left and right octonionic operators). Let φ =
7∑
i=1
φiei be a purely imaginary octonion
and the matrices {Oi} in (1.5) represent the octonionic imaginary units {ei} in the sense
of [13]. Then the action of Oi on φ is defined as
Oiφ = =(φei), i = 1, 2, . . . , 7. (1.6)
Therefore, the matrices Mγ1Oi’s and Mγ2Oi’s, appearing in (1.5), transform the purely
imaginary octonions into themselves. A new ingredient of (1.5) in comparison with the
classical Goldman bracket is the term
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi). This expression turns
out to be gauge invariant although none of the terms {Tr(Mγ1Oi)} is individually gauge
invariant. We proceed further to show that there is an infinite set of such exotic gauge
invariant observables for the case of G2 gauge group, the Poisson bracket between two
such observables being again a linear combination of exotic G2 gauge invariant observ-
ables. The Poisson bracket between the trace of a G2 monodromy matrix and an exotic
observable of this type can also be found to be a linear combination of exotic G2- gauge
invariant observables, hence proving the closedness of the algebra of G2-gauge invariant
observables (canonical+exotic) under such Goldman-type Poisson bracket.
The organization of the paper is as follows. In section 2, we recall how the Atiyah-Bott
bracket originates from the Hamiltonian Chern-Simons theory and derive an auxiliary
expression for Poisson bracket of traces of monodromy matrices along intersecting loops.
In section 3, we show how this general expression can be used to derive this bracket for a
few cases from Goldman’s list. In section 4, we derive the Poisson bracket between traces
of G2 monodromy matrices using the formalism developed in section 2 and show how it
leads to an infinite set of exotic G2-gauge invariant observables.
2 Poisson brackets for traces of monodromy matrices from
the Atiyah-Bott bracket
This section is devoted to the review of basic facts of Hamiltonian formulation of Chern-
Simons theory which will enable us to understand the symplectic structure of the infinite
dimensional phase space of flat gauge connections and eventually lead us to construct
the moduli space of flat connections, the dimension of which is given by (2g − 2) dimG
where g is the genus of the underlying Riemann surface Σ and G is the gauge group as
described in the Introduction 1. An elegant treatment of the Hamiltonian formulation of
Chern-Simons theory and the related aspects of Goldman’s Poisson bracket can be found
in [2].
In this paper, space-time is modelled as a 3-manifold Σ × R where Σ representing
“space” is a compact Riemann surface and R represents “time”. For an arbitrary real
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gauge group G, the Chern-Simons action functional on Σ× R reads
SCS = 2
∫
Σ×R
Tr (A ∧ dA+ 2
3
A ∧A ∧A). (2.1)
The connection 1-forms on the principal G-bundle, taking their values in the Lie algebra
G of the gauge group G, are given by
A = Az(z, z¯, t)dz +Az¯(z, z¯, t)dz¯ +A0(z, z¯, t)dt. (2.2)
Denote the generators of the group G are given by {ta} and write
Ai =
n∑
a=1
Aai ta, (2.3)
where the space-time label i = z, z¯, 0. Here, {ta} are chosen such that the following holds
1
2
Tr(tatb) = f(a)δab, (2.4)
with f(a) = ±1. The curvature form F = dA + A ∧ A, for the principal connections
(2.2), is easily found to vanish. The time component A0 of the flat connections can be
gauged out. From the gauge fixed Chern-Simons action, one obtains the coordinates and
momenta of the underlying phase space of flat connections. At each space-time point,
there are 2n degrees of freedom associated with {Aaz} and {Aaz¯}. The Poisson structure
of the infinite dimensional space of flat connections is given by the famous Atiyah-Bott
bracket between the phase space variables at a given time slice of space-time Σ× R:
{Aaz , Abz¯′} =
f(a)
2
δabδ(2)(z − z′). (2.5)
The space of flat connections modulo gauge transformation turns out to be a finite
dimensional space; traces of monodromy matrices of flat connections computed along
intersecting loops on Σ can be used as gauge invariant observables. In this section,
we compute the Poisson bracket between traces of the monodromy matrices along two
homotopically inequivalent loops that intersect transversally at a single point using the
formalism originating from the Hamiltonian theory of Solitons. The generalization to
many intersection points is straight forward.
Denote two loops on Σ by γ1 and γ2 that intersect transversally at a single point on Σ.
Without loss of generality, let us assume that the paths γ1 and γ2 intersect orthogonally
at O. These two loops are illustrated schematically by x1x2x1 and y1y2y1 in figure 1.
The parts x1Ox2 and y1Oy2 are taken to lie along X and Y axes, respectively. The
relevant transition matrices are denoted by T (x1, x2) and T (y1, y2). Let us denote the
monodromy matrices computed along γ1 and γ2 by Mγ1 and Mγ2 , respectively. They are
given by
Mγ1 = T (x1, x2)M˜γ1 ,
Mγ2 = T (y1, y2)M˜γ2 ,
(2.6)
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where M˜γ1 and M˜γ2 are the remaining contributions of monodromy matrices Mγ1 and
Mγ2 due to the paths x2x1 and y2y1, respectively (see figure 1). The matrices M˜γ1 and
M˜γ2 Poisson commute with each other and with other transition matrices in question
since they are due to parts of the loops far away from the intersection point O and hence
have nothing to do with each other. There are two distinct ways of resolving the point of
intersection O. One of them is shown in figure 1 to obtain the loop γ1 ◦ γ2. Monodromy
matrix around the loop γ1 ◦ γ2 is denoted by Mγ1◦γ2 .
Here, the matrices Mγ1 and Mγ2 take their values in the gauge group G. Let us
represent the connection 1-form A on Σ as
A = Az(z, z¯)dz +Az¯(z, z¯)dz¯ = A1(x, y)dx+A2(x, y)dy. (2.7)
In view of (2.7), the 1-forms, restricted to the real and imaginary axes, read
A(x, 0) = A1(x, 0)dx, and
A(0, y) = A2(0, y)dy.
(2.8)
In terms of the real and imaginary parts of the connection 1-forms, i.e. A1 and A2, the
Atiyah-Bott bracket (2.5) reduces to
{Aa1(x, y), Ab2(x′, y′)} =
1
2
f(a)δabδ(x− x′)δ(y − y′). (2.9)
Lemma 2.1. The fundamental Poisson brackets between G valued 1-forms are given by
{A1(x, 0)
⊗
, A2(0, y)} = 1
2
δ(x)δ(y)Γ, (2.10)
where Γ is the Casimir tensor for G given by
Γ =
n∑
a=1
f(a)(ta ⊗ ta). (2.11)
Proof . The above lemma is just a consequence of (2.9).
{A1(x, 0)⊗, A2(0, y)} =
{
n∑
a=1
Aa1(x, 0)ta
⊗
,
n∑
b=1
Ab2(0, y)tb
}
=
n∑
a=1
n∑
b=1
{Aa1(x, 0), Ab2(0, y)}(ta ⊗ tb)
=
1
2
δ(x)δ(y)
n∑
a=1
f(a)(ta ⊗ ta).
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Remark 2.1. We should emphasize in the context of lemma 2.1 that the basis of the
underlying Lie algebra is chosen in such a way that the trace form between the group
generators is diagonalised in order to comply with what was used in the derivation of the
Atiyah-Bott bracket (2.5). The statement of lemma 2.1 is independent of the represen-
tation of the Lie algebra, though. All it means is that the same representation has to
be chosen during both the derivations of the Atiyah-Bott brackets and the fundamental
Poisson brackets.
Using lemma 2.1, one obtains the Poisson bracket between transition matrices along
two small paths of the given loops around the intersection point O as illustrated in figure1.
Lemma 2.2. Let T (x1, x2) and T (y1, y2) be the transition matrices corresponding to
paths x1Ox2 and y1Oy2 as indicated in figure 1. The Poisson brackets between them is
given by
{T (x1, x2)
⊗
, T (y1, y2)} = 1
2
[T (x1, 0)⊗ T (y1, 0)] Γ [T (0, x2)⊗ T (0, y2)] , (2.12)
where Γ is the Casimir tensor given by (2.11). Here, T (x1, y2) and T (y1, x2), appearing
in the right side of (2.12), are computed along the loop γ1 ◦ γ2 of figure 1.
Proof . The Poisson brackets between transition matrices in the context of Hamiltonian
theory of Solitons are given in ([8], page 192). In our setting, this formula gives
{T (x1, x2)
⊗
, T (y1, y2)}
=
∫ x2
x1
∫ y2
y1
[(T (x1, x))⊗ T (y1, y)] {A1(x, 0)
⊗
, A2(0, y)} [(T (x, x2))⊗ T (y, y2)] dx dy
=
1
2
[T (x1, 0)⊗ T (y1, 0)] Γ [T (0, x2)⊗ T (0, y2)] . (2.13)
Lemma 2.3. The Poisson bracket between traces of monodromy matrices is as follows
{TrMγ1 ,TrMγ2} =
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))Γ], (2.14)
where Mγ1 and Mγ2 are given by (2.6). In (2.14), Tr and Tr12 denote trace in the vector
spaces Rn and Rn ⊗ Rn, respectively.
Proof . Using (2.6), one obtains
{Mγ1
⊗
, Mγ2} = {T (x1, x2)M˜γ1
⊗
, T (y1, y2)M˜γ2}
= {T (x1, x2)
⊗
, T (y1, y2)M˜γ2}(M˜γ1 ⊗ I2)
+[T (x1, x2)⊗ I2]{M˜γ1
⊗
, T (y1, y2)M˜γ2}
= {T (x1, x2)
⊗
, T (y1, y2)}(I2 ⊗ M˜γ2)(M˜γ1 ⊗ I2), (2.15)
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where we have exploited the fact that M˜γ1 and M˜γ2 both Poisson commute with T (x1, x2)
and T (y1, y2), and among themselves. Using lemma 2.2, one obtains
{Mγ1
⊗
, Mγ2}
= {T (x1, x2)
⊗
, T (y1, y2)}(M˜γ1 ⊗ M˜γ2)
=
1
2
[T (x1, 0)⊗ T (y1, 0)] Γ [T (0, x2)⊗ T (0, y2)] (M˜γ1 ⊗ M˜γ2)
=
1
2
[T (x1, 0)⊗ T (y1, 0)] Γ[T (0, x2)M˜γ1 ⊗ T (0, y2)M˜γ2 ]. (2.16)
Taking trace on both sides of equation (2.16) and subsequently making use of the
cyclic property of trace, one finally obtains
{TrMγ1 ,TrMγ2} =
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))Γ]. (2.17)
3 Examples of Poisson brackets between traces of monodromy
matrices for some known real Lie groups
In the previous section, we obtained an auxiliary formula (2.14) for Poisson brackets
between traces of monodromy matrices computed along free homotopy classes of loops
on Σ. In this section, we shall use it to reproduce Goldman’s brackets for GL(n,R),
U(n), SL(n,R), SU(n), Sp(2n,R) and SO(n) gauge groups.
We, first, note that the generalized Gell-Mann matrices in n dimensions read
hn1 =
√
2
n
n∑
i=1
eii,
hnk =
√
2
k(k − 1)
k−1∑
i=1
eii −
√
2− 2
k
ekk, for 1 < k ≤ n,
fnk,j = ekj + ejk, for k < j,
fnk,j = −i(ejk − ekj), for k > j.
(3.1)
Here, ejk is an n× n matrix with 1 in the (j, k) entry and 0 elsewhere.
A couple of preparatory lemmas are required in order to derive the Poisson bracket
between traces of monodromy matrices for some known real Lie groups from (2.14).
Lemma 3.1. Given the matrices hn1 and h
n
k as in (3.1), we have
hn1 ⊗ hn1 +
n∑
k=2
hnk ⊗ hnk = 2e11 ⊗ e11 + 2
n∑
k=2
ekk ⊗ ekk. (3.2)
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Proof .
n∑
k=2
hnk ⊗ hnk
=
n∑
k=2
[(√
2
k(k − 1)
k−1∑
i=1
eii −
√
2− 2
k
ekk
)
⊗
(√
2
k(k − 1)
k−1∑
i=1
eii −
√
2− 2
k
ekk
)]
=
n∑
k=2
[
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
− 2
k
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
− 2
k
k−1∑
i=1
eii ⊗ ekk
−2
k
k−1∑
i=1
ekk ⊗ eii +
(
2− 2
k
)
ekk ⊗ ekk
]
. (3.3)
Consider the right side of (3.3) and compute
n∑
k=2
[
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
− 2
k
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)]
=
n∑
k=2
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
−
n+1∑
k=3
2
k − 1
(
k−2∑
i=1
eii ⊗
k−2∑
i=1
eii
)
=
n∑
k=2
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
−
n+1∑
k=3
2
k − 1
[(
k−1∑
i=1
eii − ek−1,k−1
)
⊗
(
k−1∑
i=1
eii − ek−1,k−1
)]
=
n∑
k=2
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
−
n+1∑
k=3
2
k − 1
(
k−1∑
i=1
eii ⊗
k−1∑
i=1
eii
)
+
n+1∑
k=3
2
k − 1
(
k−1∑
i=1
eii ⊗ ek−1,k−1
)
+
n+1∑
k=3
2
k − 1
(
k−1∑
i=1
ek−1,k−1 ⊗ eii
)
−
n+1∑
k=3
2
k − 1(ek−1,k−1 ⊗ ek−1,k−1)
= 2e11 ⊗ e11 − 2
n
(
n∑
i=1
eii ⊗
n∑
i=1
eii
)
+
n+1∑
k=3
2
k − 1
(
k−1∑
i=1
eii ⊗ ek−1,k−1
)
+
n+1∑
k=3
2
k − 1
(
k−1∑
i=1
ek−1,k−1 ⊗ eii
)
−
n+1∑
k=3
2
k − 1(ek−1,k−1 ⊗ ek−1,k−1)
= 2e11 ⊗ e11 − 2
n
(
n∑
i=1
eii ⊗
n∑
i=1
eii
)
+
n∑
k=2
2
k
(
k∑
i=1
eii ⊗ ekk
)
+
n∑
k=2
2
k
(
k∑
i=1
ekk ⊗ eii
)
−
n∑
k=2
2
k
(ekk ⊗ ekk)
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= 2e11 ⊗ e11 − 2
n
(
n∑
i=1
eii ⊗
n∑
i=1
eii
)
+
n∑
k=2
2
k
(
k−1∑
i=1
eii ⊗ ekk
)
+
n∑
k=2
2
k
(ekk ⊗ ekk)
+
n∑
k=2
2
k
(
k−1∑
i=1
ekk ⊗ eii
)
+
n∑
k=2
2
k
(ekk ⊗ ekk)−
n∑
k=2
2
k
(ekk ⊗ ekk)
= 2e11 ⊗ e11 − 2
n
(
n∑
i=1
eii ⊗
n∑
i=1
eii
)
+
n∑
k=2
2
k
(
k−1∑
i=1
eii ⊗ ekk
)
+
n∑
k=2
2
k
(ekk ⊗ ekk)
+
n∑
k=2
2
k
(
k−1∑
i=1
ekk ⊗ eii
)
. (3.4)
Plugging (3.4) into (3.3), one obtains
n∑
k=2
hnk ⊗ hnk = 2e11 ⊗ e11 −
2
n
(
n∑
i=1
eii ⊗
n∑
i=1
eii
)
+ 2
n∑
k=2
ekk ⊗ ekk, (3.5)
which leads to
hn1 ⊗ hn1 +
n∑
k=2
hnk ⊗ hnk = 2e11 ⊗ e11 + 2
n∑
k=2
ekk ⊗ ekk.
Lemma 3.2. Given fnk,j for k < j and k > j as in (3.1), the following holds∑
k 6=j
fnk,j ⊗ fnk,j = 2
∑
k 6=j
ejk ⊗ ekj . (3.6)
Proof .∑
k<j
fnkj ⊗ fnkj =
∑
k<j
(ekj + ejk)⊗ (ekj + ejk)
=
∑
k<j
ekj ⊗ ekj +
∑
k<j
ekj ⊗ ejk +
∑
k<j
ejk ⊗ ekj +
∑
k<j
ejk ⊗ ejk.
(3.7)
We also have,∑
k>j
fnkj ⊗ fnkj =
∑
k>j
(−iejk + iekj)⊗ (−iejk + iekj)
= −
∑
k>j
ejk ⊗ ejk +
∑
k>j
ejk ⊗ ekj +
∑
k>j
ekj ⊗ ejk −
∑
k>j
ekj ⊗ ekj .
(3.8)
Therefore, (3.7) together with (3.8) imply∑
k 6=j
fnk,j ⊗ fnk,j = 2
∑
k>j
ejk ⊗ ekj + 2
∑
k<j
ejk ⊗ ekj
= 2
∑
k 6=j
ejk ⊗ ekj . (3.9)
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Let us now compute the Casimir tensor Γ appearing in (2.14) for the specific cases of
GL(n,R), U(n), SL(n,R), SU(n) and SO(n). In what follows, the n2 × n2 permutation
matrix is denoted by P . Given two n × n matrices A and B, P enjoys the following
properties:
P (A⊗B) = (B ⊗A)P
Tr12[(A⊗B)P ] = Tr(AB).
(3.10)
Proposition 1. For GL(n,R) and U(n) gauge groups, the Casimir tensor in the auxiliary
expression (2.14) of Poisson bracket between traces of the monodromy matrices reads
Γ = 2P, (3.11)
where P =
n∑
k,j=1
ejk ⊗ ekj is the Permutation matrix.
Proof .
Case 1: GL(n,R)
The Lie algebra associated with GL(n,R) is gl(n,R), the vector space of all real n × n
matrices. The dimension of this vector space is n2. We choose the matrix hn1 , (n − 1)
matrices hnk with 1 < k ≤ n, (n
2−n)
2 matrices f
n
k,j with k < j, and another
(n2−n)
2 matrices
ifnk,j with k > j from (3.1) to form a basis of gl(n,R). Here, in (2.4), associated with
the preceding choice of generators for GL(n,R), f(a) = −1 for the (n2−n)2 basis elements
ifnk,j with k > j. For the rest of the n
2 basis elements, we have f(a) = 1.
With the above choice of the basis of gl(n,R), the Casimir tensor Γ reads,
Γ = hn1 ⊗ hn1 +
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
−(ifnk,j ⊗ ifnk,j)
= hn1 ⊗ hn1 +
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
(fnk,j ⊗ fnk,j). (3.12)
Using lemma 3.1 together with lemma 3.2 in (3.12), one obtains the Casimir tensor for
the case of GL(n,R) gauge group:
Γ = 2
n∑
k,j=1
ejk ⊗ ekj . (3.13)
Case 2: U(n)
An appropriate choice of basis for the Lie algebra u(n), in the context of (2.4), will be
the n2 skew-Hermitian matrices (see (3.1)) ihn1 , ihnk for 1 < k ≤ n and ifnk,j for k 6= j.
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In accordance with the choice of these generators of unitary group U(n), f(a) = −1 in
(2.4) for a = 1, 2 . . . , n2. The corresponding Casimir tensor Γ reads off immediately
Γ = −(ihn1 ⊗ ihn1 ) +
n∑
k=2
−(ihnk ⊗ ihnk) +
∑
k<j
−(ifnk,j ⊗ ifnk,j) +
∑
k>j
−(ifnk,j ⊗ ifnk,j)
= hn1 ⊗ hn1 +
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
fnk,j ⊗ fnk,j
= 2
n∑
k,j=1
ejk ⊗ ekj . (3.14)
Here, again, we use lemma 3.1 and lemma 3.2 to arrive at (3.14).
Direct application of proposition 1 in (2.14) and subsequent use of the properties of
P , enumerated in (3.10), yield the formula of Poisson bracket for traces of GL(n,R) and
U(n) monodromy matrices as given by the following theorem:
Theorem 2. The Poisson bracket between traces of GL(n,R) or U(n) monodromy ma-
trices reads
{TrMγ1 ,TrMγ2} = TrMγ1◦γ2 , (3.15)
where Mγ1◦γ2 is a GL(n,R) or U(n) monodromy matrix computed along the loop γ1 ◦ γ2
of figure 1.
Proposition 3. The Casimir tensor in (2.14) for SL(n,R) or SU(n) gauge group reads
Γ = 2P − 2
n
I, (3.16)
with P =
n∑
k,j=1
ejk ⊗ ekj being the Permutation matrix and I being the n2 × n2 identity
matrix.
Proof .
Case 1: SL(n,R)
The Lie algebra sl(n,R) consists of traceless n × n real matrices. We, therefore, choose
(n − 1) matrices hnk with 1 < k ≤ n, (n
2−n)
2 matrices f
n
kj for k ≤ j and another (n
2−n)
2
real matrices ifnkj with k > j from the ones enumerated in (3.1). As was in the case of
gl(n,R), f(a) = −1 in (2.4) holds only for the SL(n,R) group generators given by ifnkj .
Therefore, the associated Casimir tensor reads
Γ =
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
−(ifnk,j ⊗ ifnk,j)
=
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
fnk,j ⊗ fnk,j
= 2P − hn1 ⊗ hn1
= 2P − 2
n
I. (3.17)
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Case 2: SU(n)
The real Lie algebra su(n) consists of n×n traceless skew-Hermitian matrices. As a basis
of su(n), we choose (n − 1) traceless skew-Hermitian matrices ihnk with 1 < k ≤ n and
another (n2 − n) such matrices ifnkj for k 6= j from the matrices enumerated in (3.1).
Here, we only have f(a) = −1 in (2.4) for all such (n2 − 1) group generators of SU(n).
The corresponding Casimir tensor then reads
Γ =
n∑
k=2
−(ihnk ⊗ ihnk) +
∑
k<j
−(ifnk,j ⊗ ifnk,j) +
∑
k>j
−(ifnk,j ⊗ ifnk,j)
=
n∑
k=2
hnk ⊗ hnk +
∑
k<j
fnk,j ⊗ fnk,j +
∑
k>j
fnk,j ⊗ fnk,j
= 2P − hn1 ⊗ hn1
= 2P − 2
n
I. (3.18)
We have repeatedly used lemma 3.1 and lemma 3.2 in establishing (3.17) and (3.18).
Following the use of proposition 3 in (2.14) and subsequent use of the properties of P
as given by (3.10), one obtains the Poisson bracket for SL(n,R) and SU(n) monodromy
matrices.
Theorem 4. The Poisson bracket between traces of monodromy matrices for SL(n,R)
and SU(n) gauge groups is given by
{TrMγ1 ,TrMγ2} = TrMγ1◦γ2 −
1
n
TrMγ1 TrMγ2 . (3.19)
In course of proving theorem 4, one also makes use of the identity Tr12(A ⊗ B) =
TrATrB for any two n× n matrices A and B.
We shall now consider the case when the gauge group is Sp(2n,R). It is being dealt
separately since an appropriate choice of basis for the associated Lie algebra sp(2n,R), in
view of (2.4), is unrelated with the generalized Gell-Mann matrices enumerated in (3.1).
The Lie algebra sp(2n,R) is an n(2n+1) dimensional real vector space. An appropri-
ate choice of basis, along with respective f(a) = ±1 for a = 1, 2, . . . , n(2n + 1) in (2.4),
is outlined in the following table:
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i, j,k Basis elements f(a) No. of elements
1 ≤ i < j ≤ n 1√
2
(ei,j+n + ej,i+n + ej+n,i + ei+n,j) 1 n
2−n
2
1 ≤ i < j ≤ n 1√
2
(ei,j+n + ej,i+n − ej+n,i − ei+n,j) -1 n2−n2
1 ≤ k ≤ n ek,n+k + en+k,k 1 n
1 ≤ k ≤ n ek,n+k − en+k,k -1 n
1 ≤ i < j ≤ n 1√
2
(eij + eji − ei+n,j+n − ej+n,i+n) 1 n2−n2
1 ≤ i < j ≤ n 1√
2
(eij − eji + ei+n,j+n − ej+n,i+n) -1 n2−n2
1 ≤ k ≤ n ekk − ek+n,k+n 1 n
Table 1: Appropriate choice of basis for sp(2n,R)
Now, the Casimir tensor for the structure Lie group Sp(2n,R) is provided by the
following proposition
Proposition 5. The Casimir tensor Γ in (2.14), for Sp(2n,R) gauge group, reads
Γ = P + χ, (3.20)
with χ given as
χ =
∑
1≤i<j≤n
(ei,j+n ⊗ ei+n,j + ej,i+n ⊗ ej+n,i + ej+n,i ⊗ ej,i+n + ei+n,j ⊗ ei,j+n
− eij ⊗ ei+n,j+n − ej+n,i+n ⊗ eji − eji ⊗ ej+n,i+n − ei+n,j+n ⊗ eij)
+
∑
1≤k≤n
(ek,n+k ⊗ en+k,k + en+k,k ⊗ ek,n+k − ekk ⊗ ek+n,k+n − ek+n,k+n ⊗ ekk). (3.21)
We shall be calling χ as the defect matrix henceforth.
Proof . In order to prove proposition 5, we first note that, for any two n× n matrices
a and b, the following holds
(a+ b)⊗ (a+ b)− (a− b)⊗ (a− b) = 2(a⊗ b+ b⊗ a). (3.22)
Using the above fact, we have the following for 1 ≤ i < j ≤ n:
1√
2
(ei,j+n + ej,i+n + ej+n,i + ei+n,j)⊗ 1√
2
(ei,j+n + ej,i+n + ej+n,i + ei+n,j)
− 1√
2
(ei,j+n + ej,i+n − ej+n,i − ei+n,j)⊗ 1√
2
(ei,j+n + ej,i+n − ej+n,i − ei+n,j)
= ei,j+n ⊗ ej+n,i + ei,j+n ⊗ ei+n,j + ej,i+n ⊗ ej+n,i + ej,i+n ⊗ ei+n,j
+ej+n,i ⊗ ei,j+n + ej+n,i ⊗ ej,i+n + ei+n,j ⊗ ei,j+n + ei+n,j ⊗ ej,i+n. (3.23)
We also compute for 1 ≤ k ≤ n,
(ek,n+k + en+k,k)⊗ (ek,n+k + en+k,k)− (ek,n+k − en+k,k)⊗ (ek,n+k − en+k,k)
= 2(ek,n+k ⊗ en+k,k + en+k,k ⊗ ek,n+k). (3.24)
14
Again, considering another set of n2 − n generators and applying (3.22), one obtains
for 1 ≤ i < j ≤ n,
1√
2
(eij + eji − ei+n,j+n − ej+n,i+n)⊗ 1√
2
(eij + eji − ei+n,j+n − ej+n,i+n)
− 1√
2
(eij − eji + ei+n,j+n − ej+n,i+n)⊗ 1√
2
(eij − eji + ei+n,j+n − ej+n,i+n)
= eij ⊗ eji − eij ⊗ ei+n,j+n − ej+n,i+n ⊗ eji + ej+n,i+n ⊗ ei+n,j+n
+eji ⊗ eij − eji ⊗ ej+n,i+n − ei+n,j+n ⊗ eij + ei+n,j+n ⊗ ej+n,i+n. (3.25)
Finally, for n diagonal generators of Sp(2n,R), we obtain with 1 ≤ k ≤ n,
(ekk − ek+n,k+n)⊗ (ekk − ek+n,k+n)
= ekk ⊗ ekk − ekk ⊗ ek+n,k+n − ek+n,k+n ⊗ ekk + ek+n,k+n ⊗ ek+n,k+n. (3.26)
Adding (3.23) to (3.25) and (3.24) to (3.26) followed by summing over 1 ≤ i < j ≤ n
and 1 ≤ k ≤ n, respectively and finally adding up the two summands, we obtain,
Γ =
 ∑
1≤i<j≤n
(ei,j+n ⊗ ej+n,i + ej,i+n ⊗ ei+n,j + ej+n,i ⊗ ei,j+n + ei+n,j ⊗ ej,i+n
+ eij ⊗ eji + ej+n,i+n ⊗ ei+n,j+n + eji ⊗ eij + ei+n,j+n ⊗ ej+n,i+n)
+
∑
1≤k≤n
(ek,n+k ⊗ en+k,k + en+k,k ⊗ ek,n+k + ekk ⊗ ekk + ek+n,k+n ⊗ ek+n,k+n)

+
 ∑
1≤i<j≤n
(ei,j+n ⊗ ei+n,j + ej,i+n ⊗ ej+n,i + ej+n,i ⊗ ej,i+n + ei+n,j ⊗ ei,j+n
− eij ⊗ ei+n,j+n − ej+n,i+n ⊗ eji − eji ⊗ ej+n,i+n − ei+n,j+n ⊗ eij)
+
∑
1≤k≤n
(ek,n+k ⊗ en+k,k + en+k,k ⊗ ek,n+k − ekk ⊗ ek+n,k+n − ek+n,k+n ⊗ ekk)

= P + χ. (3.27)
We require the following lemma to prove the main result regarding the Poisson bracket
for Sp(2n,R) monodromy matrices.
Lemma 3.3. For A,B ∈ Sp(2n,R), χ being the defect matrix as in proposition 5 and P
being the permutation matrix, we have the following identity
Tr12[(A⊗B)χ] = −Tr(AB−1). (3.28)
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Proof . Given the 2n × 2n symplectic matrix B, its inverse is given by the following
sets of equations:
For the matrix entries with 1 ≤ i < j ≤ n,
(B−1)ij = Bj+n,i+n, (B−1)ji = Bi+n,j+n, (B−1)i,j+n = −Bj,i+n
(B−1)j,i+n = −Bi,j+n, (B−1)n+i,j = −Bj+n,i, (B−1)j+n,i = −Bn+i,j
(B−1)i+n,j+n = Bji, (B−1)j+n,i+n = Bij .
(3.29)
Whereas, for the matrix entries with 1 ≤ k ≤ n, one obtains
(B−1)kk = Bk+n,k+n, (B−1)k,n+k = −Bk,n+k
(B−1)n+k,k = −Bn+k,k, (B−1)k+n,k+n = Bkk.
(3.30)
Using the explicit expression of the defect matrix χ given in (3.21) and that of the
symplectic matrix B−1 in (3.29) and (3.30), one obtains
Tr12[(A⊗B)χ]
=
∑
1≤i<j≤n
(Aj+n,iBj,i+n +Ai+n,jBi,j+n +Ai,j+nBi+n,j +Aj,i+nBj+n,i)
+
∑
1≤k≤n
(An+k,kBk,n+k +Ak,n+kBn+k,k)−
∑
1≤i<j≤n
(AjiBj+n,i+n +Ai+n,j+nBij)
−
∑
1≤i<j≤n
(AijBi+n,j+n +Aj+n,i+nBji)−
∑
1≤k≤n
(AkkBk+n,k+n +Ak+n,k+nBkk)
= −
∑
1≤i<j≤n
[Aj+n,i(B
−1)i,j+n +Ai+n,j(B−1)j,i+n +Ai,j+n(B−1)j+n,i
+Aj,i+n(B
−1)i+n,j ]
−
∑
1≤k≤n
[An+k,k(B
−1)k,n+k +Ak,n+k(B−1)n+k,k]−
∑
1≤i<j≤n
[Aji(B
−1)ij
+Ai+n,j+n(B
−1)j+n,i+n]
−
∑
1≤i<j≤n
[Aij(B
−1)ji +Aj+n,i+n(B−1)i+n,j+n]−
∑
1≤k≤n
[Akk(B
−1)kk
+Ak+n,k+n(B
−1)k+n,k+n]
= −Tr(AB−1). (3.31)
We now prove the main theorem concerning the Poisson bracket between traces of
Sp(2n,R) monodromy matrices.
Theorem 6. The Poisson bracket between traces of Sp(2n,R) monodromy matrices Mγ1
and Mγ2 is given by
{TrMγ1 ,TrMγ2} =
1
2
(
TrMγ1◦γ2 − TrMγ1◦γ−12
)
, (3.32)
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whereMγ1◦γ2 is an Sp(2n,R) monodromy matrix computed along the loop γ1◦γ2 as shown
in figure 1 while the monodromy matrix Mγ1◦γ−12 is computed along the other loop γ1 ◦γ
−1
2
as given by figure 1.
Proof . Plugging the Casimir tensor Γ (see (3.20)) back in (2.14) and using the identity
from lemma 3.3, one obtains
{TrMγ1 ,TrMγ2}
=
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))(P + χ)]
=
1
2
TrMγ1◦γ2 +
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))χ]
=
1
2
TrMγ1◦γ2 −
1
2
Tr[T (0, x2)M˜γ1T (x1, 0)T (0, y1)M˜
−1
γ2 T (y2, 0)]
=
1
2
(
TrMγ1◦γ2 − TrMγ1◦γ−12
)
. (3.33)
We now proceed to compute the Poisson bracket between traces of SO(n) monodromy
matrices. Let eij denote an n × n matrix with 1 in (i, j) entry and 0 elsewhere. There
are (n
2−n)
2 basis elements for the corresponding Lie algebra so(n) given by
ta = eij − eji with 1 ≤ i < j ≤ n. (3.34)
It can immediately be seen that the index a runs from 1 to n(n−1)2 . In this case, f(a),
appearing in (2.4) is −1 for all a. The Casimir tensor Γ for the Lie algebra so(n) now
reads
Γ =
∑
i<j
−[(eij − eji)⊗ (eij − eji)]
= −
∑
i 6=j
(eij ⊗ eij) +
∑
i 6=j
(eij ⊗ eji)
=
n∑
i,j=1
(eij ⊗ eji)−
n∑
i,j=1
(eij ⊗ eij)
= P + χ, (3.35)
where P is the so-called Permutation matrix and χ, which we refer to as the defect matrix
for the Lie algebra so(n), is given by
χ = −
n∑
i,j=1
(eij ⊗ eij). (3.36)
We state the following lemma before deriving the Poisson bracket between traces of SO(n)
monodromy matrices.
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Lemma 3.4. Let A,B ∈ SO(n) and χ be as given in (3.36). Then the following holds
Tr12[(A⊗B)χ] = −Tr(AB−1). (3.37)
Proof . For any two SO(n) matrices A and B, we note that
Tr12[(A⊗B)χ] = −Tr12[(A⊗B)(
n∑
i,j=1
eij ⊗ eij)]
= −Tr12(
n∑
i,j=1
Aeij ⊗Beij)
= −
n∑
i,j=1
Tr12(Aeij ⊗Beij)
= −
n∑
i,j=1
Tr(Aeij) Tr(Beij)
= −
n∑
i,j=1
AjiBji
= −
n∑
i,j=1
Aji(B
T )ij
= −
n∑
i,j=1
Aji(B
−1)ij
= −Tr(AB−1). (3.38)
Using the expression (3.35) for the Casimir tensor Γ of the Lie algebra so(n) in the
general formula (2.14) and repeating the same computations as in the proof of theorem
(6), one obtains the Poisson brackets between the traces of SO(n) monodromy matrices.
We state this main result for the case of rotation group SO(n) by means of the following
theorem.
Theorem 7. The Poisson bracket between traces of SO(n) monodromy matrices Mγ1
and Mγ2 is given by
{TrMγ1 ,TrMγ2} =
1
2
(
TrMγ1◦γ2 − TrMγ1◦γ−12
)
, (3.39)
where Mγ1◦γ2 and Mγ1◦γ−12 are SO(n) monodromy matrices computed along the loops
γ1 ◦ γ2 and γ1 ◦ γ−12 , respectively. These loops are obtained by an appropriate resolution
of intersection points and are illustrated in figure 1.
We note that (3.15), (3.19), (3.32) and (3.39) coincide with Goldman’s formulae in
([9], page 266). Here, we computed the Poisson bracket between traces of the monodromy
matrices for a single point of transversal intersection. The proof for many intersection
points follow similarly.
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4 Poisson bracket between G2-gauge invariant observables
This section is dedicated to the computation of the Poisson bracket between G2-gauge
invariant observables which has not been considered in the literature so far. The starting
point here is to compute the Poisson bracket between traces of G2-monodromy matrices
corresponding to two transversally intersecting loops on the underlying Riemann surface
Σ.
The exceptional real Lie group G2 is 14-dimensional. Below is a list of the appro-
priately normalized (in view of (2.4)) 14 basis elements of the corresponding exceptional
real simple Lie algebra g2 as given in [5].
C1 =
1√
2
(−e47 − e56 + e65 + e74)
C2 =
1√
2
(e46 − e57 − e64 + e75)
C3 =
1√
2
(−e45 + e54 − e67 + e76)
C4 =
1√
2
(e27 + e36 − e63 − e72)
C5 =
1√
2
(−e26 + e37 + e62 − e73)
C6 =
1√
2
(e25 − e34 + e43 − e52)
C7 =
1√
2
(−e24 − e35 + e42 + e53)
C8 =
1√
6
(−2e23 + 2e32 + e45 − e54 − e67 + e76) (4.1)
C9 =
1√
6
(−2e12 + 2e21 + e47 − e56 + e65 − e74)
C10 =
1√
6
(−2e13 + 2e31 − e46 − e57 + e64 + e75)
C11 =
1√
6
(−2e14 − e27 + e36 + 2e41 − e63 + e72)
C12 =
1√
6
(−2e15 + e26 + e37 + 2e51 − e62 − e73)
C13 =
1√
6
(−2e16 − e25 − e34 + e43 + e52 + 2e61)
C14 =
1√
6
(−2e17 + e24 − e35 − e42 + e53 + 2e71).
The Casimir tensor Γ corresponding to the fundamental representation of the Lie
algebra g2 is provided by the following proposition.
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Proposition 8. The Casimir tensor Γ for the fundamental representation of g2 reads
Γ =
7∑
i,j=1
eij ⊗ eji −
7∑
i,j=1
eij ⊗ eij + 1
3
7∑
i=1
Oi ⊗Oi, (4.2)
where the matrices {Oi} are given by
O1 = e32 − e23 + e54 − e45 − e76 + e67
O2 = e13 − e31 + e64 − e46 + e75 − e57
O3 = e21 − e12 + e74 − e47 − e65 + e56
O4 = e15 + e26 + e37 − e51 − e62 − e73
O5 = e41 − e72 + e63 − e14 − e36 + e27
O6 = e71 + e42 − e53 − e24 + e35 − e17
O7 = e52 − e61 + e43 − e34 − e25 + e16.
(4.3)
The proof is given in the Appendix 7.
The skew-symmetric 7×7 matrices {Oi} are reminiscent of the imaginary units of the
normed division algebra of octonions, the multiplication table of which can be constructed
out of the following relations (see [13]):
eiej = −δij + ijkek (i, j, k = 1, . . . , 7), (4.4)
where ijk is totally antisymmetric and is unity for the following set of combinations:
{123, 145, 176, 246, 257, 347, 365}.
Note that {Oi} can be obtained from the 8× 8 matrix representations of {ei} (see [13])
by deleting the first row and the first column of the respective matrices.
Use of proposition 8 in (2.14) yields the Poisson bracket between traces of G2 mon-
odromy matrices computed along homotopically inequivalent loops intersecting transver-
sally at a ponit on Σ.The Poisson bracket between such canonical gauge invariant ob-
servables is provided by the following proposition.
Proposition 9. The Poisson bracket between traces of G2 monodromy matrices Mγ1 and
Mγ2, computed along homotopically inequivalent and transversally intersecting loops γ1
and γ2, respectively, is given by
{TrMγ1 ,TrMγ2} =
1
2
[
TrMγ1◦γ2 − TrMγ1◦γ−12 +
1
3
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
]
, (4.5)
where Mγ1◦γ2 and Mγ1◦γ−12 are G2 monodromy matrices computed along the loop γ1 ◦ γ2
and γ1 ◦ γ−12 , respectively. These loops are illustrated in figure 1. The skew-symmetric
matrices {Oi} are as given in (4.3).
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Proof .
{TrMγ1 ,TrMγ2}
=
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))Γ]
=
1
2
Tr12
[
(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))
×
 7∑
i,j=1
eij ⊗ eji −
7∑
i,j=1
eij ⊗ eij + 1
3
7∑
i=1
Oi ⊗Oi

=
1
2
Tr12[(T (0, x2)M˜γ1T (x1, 0)⊗ T (0, y2)M˜γ2T (y1, 0))P ]
−1
2
Tr12
 7∑
i,j=1
(T (0, x2)M˜γ1T (x1, 0)eij ⊗ T (0, y2)M˜γ2T (y1, 0)eij)

+
1
6
Tr12
[
7∑
i=1
(T (0, x2)M˜γ1T (x1, 0)Oi ⊗ T (0, y2)M˜γ2T (y1, 0)Oi)
]
=
1
2
TrMγ1◦γ2 −
1
2
7∑
i,j=1
(T (0, x2)M˜γ1T (x1, 0))ji(T (0, y2)M˜γ2T (y1, 0))ji
+
1
6
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
=
1
2
TrMγ1◦γ2 −
1
2
7∑
i,j=1
(T (0, x2)M˜γ1T (x1, 0))ji(T (0, y1)M˜
−1
γ2 T (y2, 0))ij
+
1
6
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
=
1
2
TrMγ1◦γ2 −
1
2
Tr(T (0, x2)M˜γ1T (x1, 0)T (0, y1)M˜
−1
γ2 T (y2, 0))
+
1
6
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
=
1
2
[
TrMγ1◦γ2 − TrMγ1◦γ−12 +
1
3
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi)
]
. (4.6)
Remark 4.1. We remark here that the term
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi) in (4.5) is G2-
gauge invariant while none of the terms {Tr(Mγ1Oi)} is, as can easily be verified with
the help of different 1-parametric subgroups of G2.
We can obtain an infinite set of such gauge invariant observables using the following
Lemma ([12]):
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Lemma 4.1 (Due to José Figueroa-O’Farrill). Let g be an element of G2 in its 7-
dimensional fundamental representation and denote the relevant matrix by gij. Given
the 7 skew-symmetric 7× 7 matrices Oi’s as enumerated in (4.3), the following holds:
gOig−1 =
7∑
k=1
Okgki. (4.7)
Proof . The proof is based on the fact that G2 is the automorphism group of octonions.
Let e1, e2, .., e7 denote the 7 imaginary octonions that obey the multiplication rule
given by (4.4) and 1 denote the identity. Using (4.3) together with (4.4), one obtains
eiej =
7∑
k=1
ek(Oi)kj − δij1. (4.8)
Now the action of g ∈ G2 on an octonionic imaginary unit by means of its matrix
representation gij reads
g(ei) =
7∑
j=1
ejgji. (4.9)
Let us now apply g ∈ G2 on both sides of (4.8). The left hand side then gives
g(eiej) = g(ei)g(ej)
=
7∑
k,l=1
(ekel)gkiglj
=
7∑
k,l=1
(
7∑
m=1
em(Ok)ml − δkl1
)
gkiglj
=
7∑
k,m=1
em(Okg)mjgki − δij1, (4.10)
where the orthogonality of g ∈ G2 is exploited. Similarly, application of g on the right
hand side of (4.8) yields
7∑
k=1
g(ek(Oi)kj − δijg(1)) =
7∑
k,m=1
emgmk(Oi)kj − δij1
=
7∑
m=1
em(gOi)mj − δij1, (4.11)
where we have used the fact that g(1) = 1. Now comparing (4.10) with (4.11), one finds
7∑
k=1
(Okg)mjgki = (gOi)mj . (4.12)
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Multiplying both sides of (4.12) by g−1jl and summing over j, we obtain the following for
any m and l:
(
7∑
k=1
Okgki)ml = (gOig−1)ml. (4.13)
.
Now we proceed to state the main result of the paper by means of a theorem that
concerns an infinite set of G2-gauge invariant observables. The theorem is as follows
Theorem 4.1. Given 4 non-negative integers r, s, n1 and n2 satisfying r ≤ n1, s ≤ n2
and two (0, 1)-matrices K and Q of order t × n1 and t × (2n2 − s), respectively and t
being another positive integer satisfying t ≤ n1 + 2n2, the following expression involving
monodromy matrices Mγj corresponding to pairwise transversally intersecting n1 +t loops
γj’s with j = 1, 2, ..., n1 + t, is a G2 gauge invariant observable∑
lj∈{1,2,...,7}
Tr(Mγ1Ol1) Tr(Mγ2Ol2)...Tr(MγrOlr) Tr(Mγr+1Olr+1)...Tr(Mγn1Oln1 )
× Tr
(
Mγn1+1O
K1,1
l1
...OK1,rlr O
K1,r+1
ln1+1
...OK1,n1l2n1−rO
Q1,1
l2n1−r+1
...OQ1,sl2n1−r+sO
Q1,s+1
l2n1−r+s+1
OQ1,s+2l2n1−r+n2+1
...OQ1,s+(2n2−2s−1)l2n1−r+s+(n2−s)O
Q1,s+(2n2−2s)
l2n1−r+n2+(n2−s)
)
× Tr
(
Mγn1+2O
K2,1
l1
...OK2,rlr O
K2,r+1
ln1+1
...OK2,n1l2n1−rO
Q2,1
l2n1−r+1
...OQ2,sl2n1−r+sO
Q2,s+1
l2n1−r+s+1
OQ2,s+2l2n1−r+n2+1
...OQ2,s+(2n2−2s−1)l2n1−r+s+(n2−s)O
Q2,s+(2n2−2s)
l2n1−r+n2+(n2−s)
)
...
...
...
...
...
...
...
...
...
...
...
...
× Tr
(
Mγn1+tO
Kt,1
l1
...OKt,rlr O
Kt,r+1
ln1+1
...OKt,n1l2n1−rO
Qt,1
l2n1−r+1
...OQt,sl2n1−r+sO
Qt,s+1
l2n1−r+s+1
OQ2,s+2l2n1−r+n2+1
...OQt,s+(2n2−2s−1)l2n1−r+s+(n2−s)O
Qt,s+(2n2−2s)
l2n1−r+n2+(n2−s)
)
× (α1)lr+1,ln1+1(α2)lr+2,ln1+2 ...(αn1−r)ln1 ,l2n1−r
× (β1)l2n1−r+s+1,l2n1−r+n2+1(β2)l2n1−r+s+2,l2n1−r+n2+2 ...(βn2−s)l2n1−r+n2 ,l2n1+2n2−r−s ,
(4.14)
where α1, α2,...,αn1−r and β1, β2,...,βn2−s are in 7-dimensional fundamental representa-
tion of G2. The noncommuting indeterminates Olj ’s take their values in {O1,O2, ...,O7}
(see 4.3). Also, here, each column of the (0, 1)-matrix K has exactly one entry equal to
1. The (0, 1)-matrix Q of order t× (2n2 − s), on the other hand, has exactly two entries
equal to 1 in each column of the t × s-block and one entry equal to 1 in each column of
the adjacent t× (2n2 − 2s)-block.
The proof is given in the Appendix 7.
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Remark 4.2. It is worth remarking at this point that for a fixed tuple of non-negative
integers (r, n1, s, n2, t), with r ≤ n1, s ≤ n2 and t ≤ n1 +2n2, there are only finitely many
choices for the (0, 1)-matrices K and Q to obtain various G2-gauge invariant observables.
By varying r, n1, s, n2 and t subject to the above mentioned constraints, one thus obtains
an infinite set of such gauge invariant observables.
We will refer to the observables obtained in Theorem 4.1 as exotic gauge invariant
observables. The Poisson bracket between two such exotic G2 gauge invariant observables
can be seen to be a linear combination of exotic G2 gauge invariant observables by using
formula (2.16) and Lemma 4.1 repeatedly. On the other hand, the Poisson bracket
between a canonical G2 gauge invariant observable (trace of a G2 monodromy matrix)
and an exoticG2 gauge invariant observable can again be shown to be a linear combination
of exotic G2 gauge invariant observables. We will only prove the latter fact for the fact
that the Poisson bracket between two exotic G2-gauge invariant observables being a linear
combination of gauge invariant observables of the same type can be proven using exactly
similar techniques.
Let us fix a few notations first. Denote the trace monomial in theorem (4.1) by
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, γ2, ..., γn1+t; lj). Deletion of a trace term involv-
ing monodromy around the loop γi in the expression of the sum over trace monomials (see
4.14) will be denoted by F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, ..., γˆi, ..., γn1+t; lj). In
what follows, we will adopt the shorthand notation F (γ1, γ2, ..., γn1+t; lj) where no con-
fusion with r, n1, s, n2, t, K(r, n1, t) and Q(s, n2, t) arises, i.e., they remain unchanged.
One therefore obtains
{TrMγ ,
∑
lj∈{1,2,...,7}
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, γ2, ..., γn1+t; lj)}
=
∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγ1Ol1)}F (γˆ1, γ2, ..., γn1+t; lj) + · · ·
+
∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγr+1Olr+1)}F (γ1, · · · , γˆr+1, · · · , γn1+t; lj) + · · ·
+
∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγn1+1O
K1,1
l1
· · ·OK1,n1l2n1−rO
Q1,1
l2n1−r+1
· · ·OQ1,2n2−sl2n1+2n2−r−s)}
× F (γ1, · · · , γˆn1+1, · · · , γn1+t; lj) + · · ·
+
∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγn1+tO
Kt,1
l1
· · ·OKt,n1l2n1−rO
Qt,1
l2n1−r+1
· · ·OQt,2n2−sl2n1+2n2−r−s)}
× F (γ1, γ2, · · · , γˆn1+t; lj) (4.15)
The claim now is that each of the (n1 + t) summands above is a linear combination
of exotic G2-gauge invariant expressions of the type given by (4.14). It is, therefore,
sufficient to prove the claim for the following three summands in (4.15):
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• ∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγ1Ol1)}F (γˆ1, γ2, ..., γn1+t; lj),
• ∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγr+1Olr+1)}F (γ1, · · · , γˆr+1, · · · , γn1+t; lj),
• ∑
lj∈{1,2,...,7}
{TrMγ ,Tr(Mγn1+tO
Kt,1
l1
· · ·OKt,n1l2n1−rO
Qt,1
l2n1−r+1
· · ·OQt,2n2−sl2n1+2n2−r−s)}
× F (γ1, γ2, · · · , γˆn1+t; lj),
Now using formula (2.16) and lemma 4.1, one obtains∑
lj
{TrMγ ,Tr(Mγ1Ol1)}F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γˆ1, γ2, · · · , γn1+t; lj)
=
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ ◦ γ1, γ2, · · · , γn1+t; lj)
+
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ ◦ γ−11 , γ2, · · · , γn1+t; lj)
+
1
6
∑
lj
F (r − 1, n1, s+ 1, n2 + 1, t+ 1;K ′(r − 1, n1, t+ 1), Q′(s+ 1, n2 + 1, t+ 1)
; γ2, · · · , γr︸ ︷︷ ︸
r−1
, γ, γr+1, · · · , γn1︸ ︷︷ ︸
n1−r+1
, γ1, γn1+1, · · · , γn1+t︸ ︷︷ ︸
t+1
; lj), (4.16)
where K ′(r−1, n1, t+1) and Q′(s+1, n2 +1, t+1) are (0, 1)-matrices of order (t+1)×n1
and (t+1)×(2n2−s+1), respectively, as in theorem 4.1. By using formula (2.16) together
with lemma 4.1, one also obtains the following:∑
lj
{TrMγ ,Tr(Mγr+1Olr+1)}F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t)
; γ1, · · · , γˆr+1, · · · , γn1+t; lj)
=
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, · · · , γr, γ ◦ γr+1, γr+2, · · · , γn1+t; lj)
+
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, · · · , γr, γ ◦ γ−1r+1, γr+2, · · · , γn1+t; lj)
+
1
6
∑
lj
F (r, n1, s, n2 + 1, t+ 1;K
′′(r, n1, t+ 1), Q′′(s, n2 + 1, t+ 1)
; γ1, · · · , γr︸ ︷︷ ︸
r
, γ, γr+2, · · · , γn1︸ ︷︷ ︸
n1−r
, γr+1, γn1+1, · · · , γn1+t︸ ︷︷ ︸
t+1
; lj), (4.17)
where the (0, 1)-matricesK ′′(r, n1, t+1) andQ′′(s, n2+1, t+1), that are of order (t+1)×n1
and (t + 1) × (2n2 − s + 2), respectively, satisfy the properties enumerated in theorem
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4.1. Finally, for the third summand, one obtains∑
lj
{TrMγ ,Tr(Mγn1+tO
Kt,1
l1
· · ·OKt,n1l2n1−rO
Qt,1
l2n1−r+1
· · ·OQt,2n2−sl2n1+2n2−r−s)}
× F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, γ2, · · · , γˆn1+t; lj)
=
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, · · · , γn1 , · · · , γn1+t−1, γ ◦ γn1+t; lj)
+
1
2
∑
lj
F (r, n1, s, n2, t;K(r, n1, t), Q(s, n2, t); γ1, · · · , γn1 , · · · , γn1+t−1, γ ◦ γ−1n1+t; lj)
+
1
6
∑
lj
F (r, n1 + 1, s, n2, t;K
′′′(r, n1 + 1, t), Q′′′(s, n2, t)
; γ1, · · · , γr︸ ︷︷ ︸
r
, γ, γr+1, · · · , γn1︸ ︷︷ ︸
n1−r+1
, γn1+1, · · · , γn1+t︸ ︷︷ ︸
t
; lj), (4.18)
where K ′′′(r, n1 +1, t) and Q′′′(s, n2, t) are certain (0, 1)-matrices of order t×(n1 +1) and
t × (2n2 − s), respectively, satisfying the required properties as enumerated in theorem
4.1.
Let us, give a few concrete examples of such exotic gauge invariant observables and
elucidate what roles the non-negative parameters r, n1, s, n2, t and the (0, 1)-matrices
K and Q, enumerated in theorem 4.1, have got to play in these contexts.
4.1 Examples of exotic gauge invariant observables
We encountered the first instance of exotic G2-gauge invariant observables in proposi-
tion 9, namely, the term
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi) while computing the Poisson bracket
between traces of G2 monodromy matrices. In the preceding example, r = n1 = 1,
s = n2 = 0 and t = 1 so that we have the (0, 1)-matrix K to be just 1 as implicated by
theorem 4.1.
The second example, to be considered here, emerges from the explicit computation
of the following expression for pairwise transversally intersecting 4 loops {γi} on Σ:
{
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi),
7∑
j=1
Tr(Mγ3Oj) Tr(Mγ4Oj)}. Using formula (2.16) together
with lemma 4.1, one obtains
{
7∑
i=1
Tr(Mγ1Oi) Tr(Mγ2Oi),
7∑
j=1
Tr(Mγ3Oj) Tr(Mγ4Oj)}
=
1
2
7∑
i,j,k=1
αkj Tr(Mγ1◦γ3OiOk) Tr(Mγ2Oi) Tr(Mγ4Oj) (4.19)
+
1
2
7∑
i,j,k=1
βkj Tr(Mγ1◦γ−13 OiOk) Tr(Mγ2Oi) Tr(Mγ4Oj) (4.20)
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+
1
6
7∑
i,j,m,l=1
γml Tr(Mγ1OiOl) Tr(Mγ3OjOm) Tr(Mγ2Oi) Tr(Mγ4Oj) (4.21)
+
1
2
7∑
i,j,k=1
α′kj Tr(Mγ1◦γ4OiOk) Tr(Mγ2Oi) Tr(Mγ3Oj)
+
1
2
7∑
i,j,k=1
β′kj Tr(Mγ1◦γ−14 OiOk) Tr(Mγ2Oi) Tr(Mγ3Oj)
+
1
6
7∑
i,j,m,l=1
γ′ml Tr(Mγ1OiOl) Tr(Mγ4OjOm) Tr(Mγ2Oi) Tr(Mγ3Oj)
+
1
2
7∑
i,j,k=1
α′′kj Tr(Mγ2◦γ3OiOk) Tr(Mγ1Oi) Tr(Mγ4Oj)
+
1
2
7∑
i,j,k=1
β′′kj Tr(Mγ2◦γ−13 OiOk) Tr(Mγ1Oi) Tr(Mγ4Oj)
+
1
6
7∑
i,j,m,l=1
γ′′ml Tr(Mγ2OiOl) Tr(Mγ3OjOm) Tr(Mγ1Oi) Tr(Mγ4Oj)
+
1
2
7∑
i,j,k=1
α′′′kj Tr(Mγ2◦γ4OiOk) Tr(Mγ1Oi) Tr(Mγ3Oj)
+
1
2
7∑
i,j,k=1
β′′′kj Tr(Mγ2◦γ−14 OiOk) Tr(Mγ1Oi) Tr(Mγ3Oj)
+
1
6
7∑
i,j,m,l=1
γ′′′ml Tr(Mγ2OiOl) Tr(Mγ4OjOm) Tr(Mγ1Oi) Tr(Mγ3Oj),
where each of α, β, γ, α′, β′, γ′, α′′, β′′, γ′′, α′′′, β′′′ and γ′′′ is in the fundamental
representation of G2. The G2-gauge invariant observables similar to summands of the
types (4.19) and (4.20) correspond to r = 1, n1 = 2, s = n2 = 0 and t = 1 while the
(0, 1)-matrix K reads as
[
1 1
]
in theorem 4.1. Exotic G2-gauge invariant observables
similar to summands of the type (4.21), on the other hand, correspond to r = n1 = 2,
s = 0, n2 = 1, t = 2 and the (0, 1)-matrices K and Q are given by
K = Q =
[
1 0
0 1
]
in theorem 4.1.
5 Conclusion and outlook
In this paper, we have generalized the Goldman bracket to the case of G2 gauge group.
The expression for the Poisson bracket between traces of G2-valued monodromy matrices
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reveals the existence of a gauge invariant term of new type which were not present in the
cases of classical gauge groups obtained by Goldman in [9]. An infinite set of such exotic
G2-gauge inavriant observables is obtained that is closed under Poisson bracket. As a
by-product, we present an alternative derivation of the well-known Goldman’s bracket
for the following gauge groups: GL(n,R), U(n), SL(n,R), SU(n), Sp(2n,R) and SO(n).
In future, we plan to extend our formalism to find Goldman-type brackets for the other
exceptional gauge groups: F4, E6, E7 and E8. It would also be interesting to see how
the quantum Goldman bracket turns out to be for the G2 gauge group and for the other
exceptional groups in comparison with the one computed in (p 428, [15]) for SL(2,R). We
plan to investigate the underlying quantum geometry for the exceptional gauge groups
by looking at the relevant quantum Goldman bracket in a future publication.
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7 Appendix
This Appendix is devoted to rather lengthy and boring proofs of some of the results
quoted in the paper.
Proof of proposition 8
Let us, first, concentrate on one of the commuting pairs {C1, C9} of the g2 basis
elements (see (4.1)). We have,
− (C1 ⊗ C1) = −1
2
[(−e47 − e56 + e65 + e74)⊗ (−e47 − e56 + e65 + e74)]
= −1
2
(e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
1
2
(e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
− 1
2
(e47 ⊗ e56 − e47 ⊗ e65 + e56 ⊗ e47 − e56 ⊗ e74
− e65 ⊗ e47 + e65 ⊗ e74 − e74 ⊗ e56 + e74 ⊗ e65). (7.1)
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We also have,
− (C9 ⊗ C9) = −1
6
[(−2e12 + 2e21 + e47 − e56 + e65 − e74)
⊗(−2e12 + 2e21 + e47 − e56 + e65 − e74)]
= −2
3
(e12 ⊗ e12 + e21 ⊗ e21) + 2
3
(e12 ⊗ e21 + e21 ⊗ e12)
+
1
6
(e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
−1
6
(e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
1
3
(e12 ⊗ e47 − e12 ⊗ e56 + e12 ⊗ e65 − e12 ⊗ e74
−e21 ⊗ e47 + e21 ⊗ e56 − e21 ⊗ e65 + e21 ⊗ e74
+e47 ⊗ e12 − e47 ⊗ e21 + e56 ⊗ e21 + e65 ⊗ e12
−e65 ⊗ e21 − e74 ⊗ e12 + e74 ⊗ e21 − e56 ⊗ e12)
+
1
6
(e47 ⊗ e56 − e47 ⊗ e65 + e56 ⊗ e47 − e56 ⊗ e74
−e65 ⊗ e47 + e65 ⊗ e74 − e74 ⊗ e56 + e74 ⊗ e65). (7.2)
Adding (7.1) to (7.2), one obtains the following
−(C1 ⊗ C1)− (C9 ⊗ C9)
= −2
3
(e12 ⊗ e12 + e21 ⊗ e21 + e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
2
3
(e12 ⊗ e21 + e21 ⊗ e12 + e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
−1
3
(e47 ⊗ e56 − e47 ⊗ e65 + e56 ⊗ e47 − e56 ⊗ e74 − e65 ⊗ e47 + e65 ⊗ e74
−e74 ⊗ e56 + e74 ⊗ e65 − e12 ⊗ e47 + e12 ⊗ e56 − e12 ⊗ e65 + e12 ⊗ e74
+e21 ⊗ e47 − e21 ⊗ e56 + e21 ⊗ e65 − e21 ⊗ e74 − e47 ⊗ e12 + e47 ⊗ e21
−e56 ⊗ e21 + e56 ⊗ e12 − e65 ⊗ e12 + e65 ⊗ e21 + e74 ⊗ e12 − e74 ⊗ e21)
= −2
3
(e12 ⊗ e12 + e21 ⊗ e21 + e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
2
3
(e12 ⊗ e21 + e21 ⊗ e12 + e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
−1
3
[e47 ⊗ (e56 − e65 + e21 − e12) + e74 ⊗ (e65 − e56 + e12 − e21)
+e56 ⊗ (e47 − e74 + e12 − e21) + e65 ⊗ (e74 − e47 + e21 − e12)
+e12 ⊗ (e56 − e47 − e65 + e74) + e21 ⊗ (e47 − e56 + e65 − e74)]
= −2
3
(e12 ⊗ e12 + e21 ⊗ e21 + e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
2
3
(e12 ⊗ e21 + e21 ⊗ e12 + e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
+
1
3
[(e12 − e21)⊗ (e12 − e21 − e56 − e74 + e65 + e47)
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+(e47 − e74)⊗ (e47 − e74 − e56 − e21 + e65 + e12)
+(−e56 + e65)⊗ (e65 − e56 + e47 + e12 − e74 − e21)]
−1
3
(e12 − e21)⊗ (e12 − e21)− 1
3
(e47 − e74)⊗ (e47 − e74)
−1
3
(e65 − e56)⊗ (e65 − e56)
= −2
3
(e12 ⊗ e12 + e21 ⊗ e21 + e47 ⊗ e47 + e56 ⊗ e56 + e65 ⊗ e65 + e74 ⊗ e74)
+
2
3
(e12 ⊗ e21 + e21 ⊗ e12 + e47 ⊗ e74 + e56 ⊗ e65 + e65 ⊗ e56 + e74 ⊗ e47)
+
1
3
(e12 − e21 + e47 − e74 + e65 − e56)⊗ (e12 − e21 + e47 − e74 + e65 − e56)
−1
3
(e12 ⊗ e12 + e21 ⊗ e21) + 1
3
(e12 ⊗ e21 + e21 ⊗ e12)
−1
3
(e47 ⊗ e47 + e74 ⊗ e74) + 1
3
(e47 ⊗ e74 + e74 ⊗ e47)
−1
3
(e65 ⊗ e65 + e56 ⊗ e56) + 1
3
(e65 ⊗ e56 + e56 ⊗ e65)
= −(e12 ⊗ e12 + e21 ⊗ e21 + e47 ⊗ e47 + e74 ⊗ e74 + e56 ⊗ e56 + e65 ⊗ e65)
+(e12 ⊗ e21 + e21 ⊗ e12 + e47 ⊗ e74 + e74 ⊗ e47 + e56 ⊗ e65 + e65 ⊗ e56)
+
1
3
(e12 − e21 + e47 − e74 + e65 − e56)⊗ (e12 − e21 + e47 − e74 + e65 − e56).
(7.3)
Similarly, for the commuting pairs of the basis elements {C2, C10}, {C3, C8}, {C4, C11},
{C5, C12}, {C6, C13} and {C7, C14}, one obtains
−(C2 ⊗ C2)− (C10 ⊗ C10)
= −(e13 ⊗ e13 + e31 ⊗ e31 + e46 ⊗ e46 + e64 ⊗ e64 + e57 ⊗ e57 + e75 ⊗ e75)
+(e13 ⊗ e31 + e31 ⊗ e13 + e46 ⊗ e64 + e64 ⊗ e46 + e57 ⊗ e75 + e75 ⊗ e57)
+
1
3
(e31 − e13 + e46 − e64 + e57 − e75)⊗ (e31 − e13 + e46 − e64 + e57 − e75).
(7.4)
−(C3 ⊗ C3)− (C8 ⊗ C8)
= −(e23 ⊗ e23 + e32 ⊗ e32 + e45 ⊗ e45 + e54 ⊗ e54 + e67 ⊗ e67 + e76 ⊗ e76)
+(e23 ⊗ e32 + e32 ⊗ e23 + e45 ⊗ e54 + e54 ⊗ e45 + e67 ⊗ e76 + e76 ⊗ e67)
+
1
3
(−e32 + e23 − e54 + e45 − e67 + e76)⊗ (−e32 + e23 − e54 + e45 − e67 + e76).
(7.5)
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−(C4 ⊗ C4)− (C11 ⊗ C11)
= −(e14 ⊗ e14 + e41 ⊗ e41 + e27 ⊗ e27 + e72 ⊗ e72 + e36 ⊗ e36 + e63 ⊗ e63)
+(e14 ⊗ e41 + e41 ⊗ e14 + e27 ⊗ e72 + e72 ⊗ e27 + e36 ⊗ e63 + e63 ⊗ e36)
+
1
3
(e14 − e41 + e36 − e63 + e72 − e27)⊗ (e14 − e41 + e36 − e63 + e72 − e27).
(7.6)
−(C5 ⊗ C5)− (C12 ⊗ C12)
= −(e15 ⊗ e15 + e51 ⊗ e51 + e26 ⊗ e26 + e62 ⊗ e62 + e37 ⊗ e37 + e73 ⊗ e73)
+(e15 ⊗ e51 + e51 ⊗ e15 + e26 ⊗ e62 + e62 ⊗ e26 + e37 ⊗ e73 + e73 ⊗ e37)
+
1
3
(e51 − e15 + e62 − e26 + e73 − e37)⊗ (e51 − e15 + e62 − e26 + e73 − e37).
(7.7)
−(C6 ⊗ C6)− (C13 ⊗ C13)
= −(e16 ⊗ e16 + e61 ⊗ e61 + e25 ⊗ e25 + e52 ⊗ e52 + e34 ⊗ e34 + e43 ⊗ e43)
+(e16 ⊗ e61 + e61 ⊗ e16 + e25 ⊗ e52 + e52 ⊗ e25 + e34 ⊗ e43 + e43 ⊗ e34)
+
1
3
(e61 − e16 + e25 − e52 + e34 − e43)⊗ (e61 − e16 + e25 − e52 + e34 − e43).
(7.8)
−(C7 ⊗ C7)− (C14 ⊗ C14)
= −(e17 ⊗ e17 + e71 ⊗ e71 + e24 ⊗ e24 + e42 ⊗ e42 + e35 ⊗ e35 + e53 ⊗ e53)
+(e17 ⊗ e71 + e71 ⊗ e17 + e24 ⊗ e42 + e42 ⊗ e24 + e35 ⊗ e53 + e53 ⊗ e35)
+
1
3
(e17 − e71 + e24 − e42 + e53 − e35)⊗ (e17 − e71 + e24 − e42 + e53 − e35).
(7.9)
Adding (7.3), (7.4), (7.5), (7.6), (7.7) and (7.8) to (7.9), one obtains
Γ =
7∑
i=1
−(Ci ⊗ Ci)
=
∑
i 6=j
eij ⊗ eji −
∑
i 6=j
eij ⊗ eij + 1
3
7∑
i=1
Oi ⊗Oi
=
∑
i 6=j
eij ⊗ eji +
7∑
i=1
eii ⊗ eii
−
∑
i 6=j
eij ⊗ eij +
7∑
i=1
eii ⊗ eii
+ 1
3
7∑
i=1
Oi ⊗Oi
=
7∑
i,j=1
eij ⊗ eji −
7∑
i,j=1
eij ⊗ eij + 1
3
7∑
i=1
Oi ⊗Oi. (7.10)
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Proof of theorem 4.1
Without loss of generality, we assume t = 2, i.e., we will choose the (0, 1)-matrices K
and Q to be of order 2×n1 and 2× (2n2− s), respectively, with the entries in the second
row of the matrix K and in that of the t × (2n2 − 2s)-block of Q to be all zeros. One
then obtains for any g ∈ G2 in its 7-dimensional fundamental representation∑
lj∈{1,2,...,7}
Tr(gMγ1g
−1Ol1)...Tr(gMγrg
−1Olr) Tr(gMγr+1g−1Olr+1)...Tr(gMγn1g
−1Oln1 )
× Tr
(
gMγn1+1g
−1Ol1 ...OlrOln1+1 ...Ol2n1−rOl2n1−r+1 ...Ol2n1−r+sOl2n1−r+s+1
Ol2n1−r+n2+1 ...Ol2n1−r+n2Ol2n1+2n2−r−s
)
× Tr(gMγn1+2g−1Ol2n1−r+1 ...Ol2n1−r+s)
× (gα1g−1)lr+1,ln1+1 ...(gαn1−rg−1)ln1 ,l2n1−r
× (gβ1g−1)l2n1−r+s+1,l2n1−r+n2+1 ...(gβn2−sg−1)l2n1−r+n2 ,l2n1+2n2−r−s
=
∑
lj ,mj ,kj ,pj∈{1,2,...,7}
Tr(Mγ1Ok1)...Tr(MγrOkr) Tr(Mγr+1Okr+1)...Tr(Mγn1Okn1 )
× Tr
(
Mγn1+1Om1Om2 ...OmrOkn1+1 ...Ok2n1−rOk2n1−r+1 ...Ok2n1−r+sOk2n1−r+s+1
Ok2n1−r+n2+1 ...Ok2n1−r+n2Ok2n1+2n2−r−s
)
× Tr (Mγn1+2Op2n1−r+1 ...Op2n1−r+s)
× g−1k1,l1 ...g−1kr,lrg−1kr+1,lr+1 ...g−1kn1 ,ln1g
−1
m1,l1
...g−1mr,lrg
−1
kn1+1,ln1+1
...g−1k2n1−r,l2n1−r
× g−1k2n1−r+1,l2n1−r+1 ...g
−1
k2n1−r+s,l2n1−r+s
g−1k2n1−r+s+1,l2n1−r+s+1g
−1
k2n1−r+n2+1,l2n1−r+n2+1
× ...g−1k2n1−r+n2 ,l2n1−r+n2g
−1
k2n1+2n2−r−s,l2n1+2n2−r−s
g−1p2n1−r+1,l2n1−r+1 ...g
−1
p2n1−r+s,l2n1−r+s
× (gα1g−1)lr+1,ln1+1 ...(gαn1−rg−1)ln1 ,l2n1−r
× (gβ1g−1)l2n1−r+s+1,l2n1−r+n2+1 ...(gβn2−sg−1)l2n1−r+n2 ,l2n1+2n2−r−s
=
∑
lj ,mj ,kj ,pj∈{1,2,...,7}
Tr(Mγ1Ok1)...Tr(MγrOkr) Tr(Mγr+1Okr+1)...Tr(Mγn1Okn1 )
× Tr
(
Mγn1+1Om1Om2 ...OmrOkn1+1 ...Ok2n1−rOk2n1−r+1 ...Ok2n1−r+sOk2n1−r+s+1
Ok2n1−r+n2+1 ...Ok2n1−r+n2Ok2n1+2n2−r−s
)
× Tr (Mγn1+2Op2n1−r+1 ...Op2n1−r+s)
× δm1,k1 ...δmr,krδk2n1−r+1,p2n1−r+1 ...δk2n1−r+s,p2n1−r+s(g−1kr+1,lr+1)(gα1g−1)lr+1,ln1+1
× (gln1+1,kn1+1)...(g−1kn1 ,ln1 )(gα
n1−rg−1)ln1 ,l2n1−r(gl2n1−r,k2n1−r)
× (g−1k2n1−r+s+1,l2n1−r+s+1)(gβ
1g−1)l2n1−r+s+1,l2n1−r+n2+1(gl2n1−r+n2+1,k2n1−r+n2+1).....
× (g−1k2n1−r+n2 ,l2n1−r+n2 )(gβ
n2−sg−1)l2n1−r+n2 ,l2n1+2n2−r−s(gl2n1+2n2−r−s,k2n1+2n2−r−s)
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=
∑
kj∈{1,2,...,7}
Tr(Mγ1Ok1)...Tr(MγrOkr) Tr(Mγr+1Okr+1)...Tr(Mγn1Okn1 )
× Tr
(
Mγn1+1Ok1Ok2 ...OkrOkn1+1 ...Ok2n1−rOk2n1−r+1 ...Ok2n1−r+sOk2n1−r+s+1
Ok2n1−r+n2+1 ...Ok2n1−r+n2Ok2n1+2n2−r−s
)
× Tr(Mγn1+2Ok2n1−r+1 ...Ok2n1−r+s)
× (α1)kr+1,kn1+1 ...(αn1−r)kn1 ,k2n1−r
× (β1)k2n1−r+s+1,k2n1−r+n2+1 ...(βn2−s)k2n1−r+n2 ,k2n1+2n2−r−s , (7.11)
where we have repeatedly applied lemma 4.1 in order to go to the second line from the
first one. We have also made successive applications of the fact that gij is orthogonal
during the course of the proof. .
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(a) Two intersecting loops in Σ
(b) Superposition γ1 ◦ γ2
(c) Superposition γ1 ◦ γ−12
Figure 1: Transversally intersecting two loops in Σ and two different ways of resolving
the point of intersection O.
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