





interpretation this means that  morphological  parsing  unambiguously  identifies the phonological  domain
within which the phonological phenomenon applies. There are two problems with this interpretation. First,









representation which is  to be interpreted phonologically  or not,   i.e.  a given form is either  complex or
simplex. This holds true independently of (i) how domains are encoded into representations, by segment­







in  question  other   than   the  domain­sensitive  phonological  phenomenon  whose   application   requires   the


































both monomorphemic [BN] roots and back roots  with a neutral  vowel  suffix [[B]N] take back vowel
alternants  of  harmonizing  suffixes   (e.g.   li z­nɑ ː ɑk  ‘Alice­DAT’,  h l­e ­nɑ ː ɑk  ‘fish­POSS­DAT’)  while
stems of the vocalic pattern [FN] and [[F]N] take front ones (e.g.  røvid­nɛk  ‘short­DAT’,  s m­e ­nɛ ː ɛk
‘eye­POSS­DAT’).1  However,   in   the   case  of   a   compound,   it   is   not   the  vocalic  pattern  of   the  whole
compound that determines its harmonic behaviour but only the vocalic pattern of its rightmost member. In
some cases   this  can  manifest   itself  as  non­transparency.  When   the   last  member  of  a  compound only
contains neutral vowels, then the backness of the last harmonic vowel of the first member of the compound
has no effect on the suffixes attached to the compound even though that vowel is the last non­neutral vowel




expected after a BN pattern otherwise): [[B][N]H]F e.g.   h l­i z­nɑ ː ɛk  ‘fish taste­DAT’; or (ii) if the first
member is a harmonically front stem and the second member is an antiharmonic all­neutral stem, the suffix
will  be  back:   [[F][N]AH]B  e.g.  kø ­hi d­nː ː ɑk  ‘stone  bridge­DAT’.  Thus,  compounds   are  harmonically
different from other simplex or complex bases and in some contexts this results in near minimal pairs, e.g.









resulting   in   hesitation:     [B ]ɛ B/F,   e.g.  fo s r­nː ɛ ɑk/nɛk  ‘guy­DAT’,  k r­ s­nɑ ɛ ɑk/nɛk  ‘Charles­DIM­
DAT’; [BNN]B/F,  e.g.  kl rine t­nɑ ː ɑk/nɛk  ‘clarinet­DAT’. However, suffixed compounds of  the same
harmonic patterns show no variation. They always take a harmonically front suffix when the rightmost










[B ]ɛ B/F [[B] ]ɛ B/F [[B][ ]]ɛ F
[BNN]B/F [[BN]N]B or [[[B]N]N]B [[BN][N]H]F or [[B][NN]]F
Table 2 Variation­inducing contexts and the lack of variation in compounds
2.2       The problem: “obscured” compounds       Some words whose vocalic patterns are the same as
those of the ones we summarised in Table 1 do not show categorical harmonic behaviour. The harmonic
suffixes   attached   to   them are   subject   to  variation   to   some  degree:  honve d­nː ɑk/nɛk  ‘soldier­DAT’,




that  the phonologically  relevant  morphological  structure of   these words does not  fit   into any of   three
possibilities we have identified (monomorphemic root, affixed stem, compound). honve dː  and hu ve tːʃ ː  are
expected to be (a) categorically back harmonic as monomorphemic forms ([BN]B; like other such roots) or
(b)   categorically   front   harmonic   as   compounds   ([[B][N]H]F;   like   other   compounds  whose   rightmost
members are the front harmonic roots  ve dː   and  ve tː , e.g.  ha t­ve d­nː ː ɛk  ‘quarterback­DAT’ and  uta n­ː






root compound attested  example
[BN]B [[B][N]H]F B/F
hon(­)ve d­nː ɑk/nɛk  
hu (­)ve t­nːʃ ː ɑk/%nɛk







within   the   individual.   Thus,   using   parallel   representations   cannot   explain   variation   in   these   cases.
Alternatively,  we might  think that  speakers showing intraspeaker variation randomly assume a type of
representation for these forms (a multi­domain compound­like one or a single­domain monomorphemic











is typically substandard, e.g.  mo ds r­nː ɛ ɛk/%nɑk  ‘method­DAT’,   o s r­nɟ ːɟ ɛ ɛk/%nɑk   ‘medicine­DAT’.
Other forms with the same right member show no variation at all (i.e. true compound behaviour), e.g.  ta p­ː





[[B][ ]]ɛ F attested examples
+ − F/B
fo s r­nː ɛ ɑk/nɛk
n ps r­nʃ ɑ ɛ ɑk/nɛk
? ? F/%B
mo d(­)s r­nː ɛ ɛk/%nɑk
o (­)s r­nɟ ːɟ ɛ ɛk/%nɑk
− + F
ta p­s r­nː ɛ ɛk/*n k ɑ
po t­s r­nː ɛ ɛk/*n kɑ
Table 4 Morphologically complex – phonologically ambiguous
BNN­forms show similar contrasts. The word oksige nː  ‘oxygen’ can take (rare, substandard) back suffix
alternants  oksige n­nː ɛk/%nɑk  ‘oxygen+DAT’   while   ntige nɑ ː   ‘antigen’   can   only   take   front   ones:






+ − F/B bige l­nɑ ː ɛk/nɑk
? ? F/%B oksi(­)ge n­nː ɛk/%nɑk
− + F ntige n­nɑ ː ɛk/*n kɑ
Table 5 Morphologically complex – phonologically ambiguous
The examples  above   in  Table  3­5  show  that   the  behaviour  of  morphologically  complex   forms  is  not
categorical: some do not behave like compounds but do not behave like monomorphemic roots either.
Furthermore, there are forms that are certainly not compounds morphologically, but their harmonic
behaviour is unlike those of monomorphemic roots. Consider the roots that end in the string  ne zː ,  e.g.
m jone zɑ ː   ‘mayonnaise’,  m l ne zɛ ɑ ː   ‘Melanesian’,  indone zː   ‘Indonesian’,  mikrone zː   ‘Micronesian’,
poline zː   ‘Polynesian’,  b line zɑ ː   ‘Balinese’,  etc.  These roots  end in  the harmonic patterns  Beː  or  Bieː
where the former type of roots generally shows near­categorical back harmonic behaviour and the latter is
subject to a great degree of variation (cf. Rebrus & Törkenczy 2016b). By contrast, these particular words
are predominantly front­harmonic in their behaviour (and show very little if any variation), e.g. m jone z­ɑ ː
nɛk/%nɑk  ‘mayonnaise+DAT’,  poline z­nː ɛk/%nɑk  ‘Polynesian+DAT’. If we disregard the very small
degree of  variation,   it   is  unclear  how they  can be  front  harmonic.  This   is  only possible   if   they were
compound words whose final vowel eː is in the second member of the compound. Note that this behaviour
is not attested when the form does not end in  the string ne zː : e.g. siŋg le z­nɑ ː ɛk/nɑk ‘Sinhalese+DAT’,








tr pe z­nɑ ː ɛk/nɑk
siŋg le z­nɑ ː ɛk/nɑk
? ?+ F/?B
m jo(­)ne z­nɑ ː ɛk/%nɑk
poli(­)ne z­nː ɛk/%nɑk
− + F
od ­ne z­nɑ ː ɛk/*n kɑ




on  the  basis  of   their  harmonic  behaviour,   but   are   somewhere   “in  between”  a   compound  and  a  non­
compound. Informally, we can say that neither their monomorphemic status nor their compound status is








the more frequent a form is,   the more likely it   is   that   it   is  monomorphemic (or behaves like a single
morpheme phonologically). In other words, frequency is a good indicator of unity, i.e. whether a form is
stored as a unit in the lexicon. This idea is psychologically plausible since lexical access is frequency­




compared   to   the   frequency   of   its   base   rather   than   its   absolute   frequency.   The  parsability  or






















token   frequencies   of   the   prefixed   forms   are   just   the   opposite:  insane  is  more   frequent   than  infirm.



















obtained by adding up  the  token frequencies  of  these occurrences and dividing  the sum by  the  token
frequency of AB: (freq(A)+freq(AC)+freq(AD))/freq(AB). This is given as a general formula in (3a) where






















Complexity: non­compound       less parsable           more parsable 
Examples:  somse dː honve d (3.13)ː ha t­ve d (312.5)ː ː
           ŋke tɑ ː hu ­ve t (2.43)ːʃ ː uta n­ve t (227.3)ː ː
        profi, hifi fe r­fi  (1.17*)ː kira j­fi (30.7*)ː
The examples (4) show that different compounds one of whose members is identical while the other is
different may be radically differently parsable. For instance, the right member ve dː  ‘defence’ in the words
hon­ve dː   and  ha t­ve dː ː   is  relatively infrequent  in isolation or as the right member of compounds but
ha tː (­) ‘back’ is much more frequent in isolation or as the left member of compounds than hon(­) ‘home’.
Consequently, and because hon­ve dː  is much more frequent than ha t­ve dː ː , the parsability of the former
(2.70) is much lower than that of the latter (68.61). The same is true of the pairs hu ­ve tːʃ ː  (2.43) vs. uta n­ː
ve tː   (227.3) and  fe r­fiː   (1.17) vs.  kira j­fiː   (30.7*) (frequency data are from  Szószablya webcorpus, cf.
Halácsy et al. 2004). The form fe r­fiː  is especially interesting because its left member fe r­ː  only occurs in
this word, but not in isolation or other compounds. Therefore the left parsability is minimal (dL(fe r­fiː )=1).
At the same time the right member ­fi is also bound and occurs in compounds whose cumulative frequency
is lower than the frequency of  fe rfiː   by one order of magnitude. The right parsability of  fe r­fiː   is not
minimal   but   low   (dR(fe r­fiː )=1.09).   As   a   consequence,   bilateral   parsability   is   low   too   (1.05).   The
parsability of non­compounds   e.g.  somse dː   ‘neighbour’,   ŋke tɑ ː   ‘conference’,  profi  ‘pro’,  hifi  ‘id’, is
minimal (d=1), i.e. they are not decomposable.
The parsability scale in (4) can be interpreted as an ordered sequence of the types non­compound →
















never be 0)3,   this means that  d  is  relatively high and  the form is highly parsable.  These are what we
consider true compounds traditionally, e.g. ha t­ve dː ː , uta n­ve tː ː , kira j­fiː . For those forms whose unity u
is  considerably higher than zero but does not reach the maximum of 1,  parsability  d  is   low and their
compound status is uncertain,  it  has become “obscured”, e.g.  honve dː ,  hu ­ve tːʃ ː ,  fe r­fiː .  Those forms







Complexity: low unity                     intermediate unity           maximal unity 
     Examples:  ha t­ve d (0.003)ː ː      honve d (0.32)ː somse dː
            uta n­ve t (0.004)ː ː      hu ­ve t (0.41)     ːʃ ː ŋke tɑ ː
          kira j­fi (0.033*)ː      fe r­fi (0.86*)ː profi, hifi
Given the definition of unity in (5), we can define   left and right unity as the reciprocal of left and right






















the   forms   that   show   unexpected   harmonic   behaviour)   are   the   following:  u(hon­ve dː )=0.32,
u(huːʃ­ve tː )=0.41,  u(fe rː ­fi)=0.86, i.e they are positioned around the middle of the unity scale ranging
from 0 to 1. If we compare these values with those of compounds that have the same second members but
are   well­behaved   harmonically,   we   find   that   the   unity   values   of   the   latter   are   very   close   to   zero:
u(ha tː ­ve dː )=0.003, u(uta n­ve tː ː )=0.004, u(kira j­fiː )=0.03. Roots that happen to end in the same strings
(e.g. somse dː ,  ŋke tɑ ː , hifi) naturally have maximal unity u=1. Tables 7­8 below show this together with
statistical data about the harmonic behaviour of these items based on the Szószablya webcorpus. The last
four columns of Tables 7­8 show the F­ratio measured in word tokens and types of affixed forms and the
number  of   relevant   types  and   tokens     (the  F­ratio   is   the   ratio  of   the  number  of   front   suffixed   forms
compared to the number of all harmonically suffixed forms: 100% is categorical front harmonic behaviour
(F) and 0 is categorical back harmonic behaviour (B)  cf. Rebrus & Törkenczy 2016b).
Table   7   shows   that   the  F­ratio   of  ha tve dː ː   is   100%,   i.e.   it   only   takes   front   harmonic   suffixes.
Harmonically, somse dː   is (almost) always back because eː is transparent: F­ratio is 0.01% in tokens and
8% in types. By contrast,  honve dː   shows a high degree of variation: its F­ratio is 42.77% in tokens and
55% in types. Similarly, categorical vs. variable behaviour occurs with compounds whose right member is
antiharmonic (e.g. kira j­fiː  vs. fe rː (­)fi), see Table 8. The unity of true compounds is low and they behave
(near)  categorically  (the F­ratio  of  kira j­fiː   is  0.45% in  tokens,  5% in types.  Monomorphemic  hifi  is
8
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ha t­ve dː ː 0.003 front 100.00%     183 100% 18
hon(­)ve dː 0.320 back~front   42.77%     807   55% 31











kira j­fiː 0.033 mainly back     0.45%     889     5% 19
fe r(­)fiː 0.855 back~front  20.14%*  14353*   48%*  27*










Unity:  u 0≈    0<<u<<1 u=1











po ts rː ɛ  and ta ps rː ɛ , which count as “true” compounds are close to zero and their harmonic behaviour is
almost   categorical   (front):   their   B­ratios5  are   under   0.01%,   see   (13)   below.   Forms   based   on   the
monomorphemic items of this type (e.g. fo s rː ɛ ,   n ps rʃ ɑ ɛ  <card game>) show a high degree of variation:
4   In Table 8 we only counted forms with consonant­initial suffixes because two highly frequent forms (fe rfi­ kː ɑ
‘man­PL’, fe rfi­ː ɑʃ ‘man­ly’) only occur with back suffix alternants, and including them would skew the statistics.
5   There are two differences in Table 9 compared to the previous two tables 7­8: (i) B­ratio is shown instead of F­ratio;
(ii)   the numbers  are  based on a  Google search of   forms with specific  suffixes   (instrumental  ­v l/v lɑ ɛ   and dative
­n k/n kɑ ɛ ) because the small degree of substandard variation would have been undetectable in webcorpus.
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the relevant  B­ratios are  fo s rː ɛ :  48.51% / 47.70%;   n ps rʃ ɑ ɛ :  9.43% / 4.39%. The words   o s rɟ ːɟ ɛ   and













po t­s rː ɛ













o (­)s rɟ ːɟ ɛ













fo s rː ɛ














Forms like oksige nː  and  ntige nɑ ː  behave similarly. The unity of  ntige nɑ ː  is relatively low  (u=0.02) since
it is infrequent while the frequency of its first member  ntiɑ  is high. oksige nː  is more frequent and its first
member  oksi  is  unattested  in isolation and in other compounds, consequently  its  unity  is   intermediate














nti­ge nɑ ː 0.016 front   0.00%   134   0%   8
oksi(­)ge nː 0.493 front(~back)   0.36% 1665 23% 22
bige lɑː ː 1.000 front~back   7.32%     41 29%   7
Table 10  Unity and harmony (webcorpus)















i., ii. and iii. and columns a., b. and c. and are also given symbolically as   and  , where   and   areα β α β
variables each representing the suffixal harmonic values F or B.   and   must take non­identical valuesα β

















u   0≈ i.   true compound categorical ( )α categorical ( ) α categorical ( )α
0 << u << 1 ii.  “obscured” hesitation ( ~ )α β small hesitation ( ~α % )β categorical ( )α
u = 1 iii. non­compound categorical ( )β greater hesitation ( ~ )α β categorical ( )α
Table 11   The harmonic behaviour of “obscured compounds”









identities  do  not   correspond  to   semantic/morphological   identity.  However,   the  data   in  Table  6,  when
morphologically simplex forms appear to be treated harmonically as if they were intermediate between
simplex and complex (e.g.   poli(­)ne z­n kː ɛ /%n k, m joɑ ɑ (­)ne z­n kː ɛ /%n kɑ , etc.), are problematic in this
respect because this kind of “misanalysis” (the lowering of unity) only occurs when the meaningless final
sequence is recurrent and frequent as some other semantically and morphologically completely unrelated
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