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ABSTRACT
Nanoparticles have a key role in today’s biotechnological research owing to the
rapid advancement of nanotechnology. While metallic, polymer, and semiconduc-
tor based artificial nanoparticles are widely used as labels or targeted drug delivery
agents, labeled and label-free detection of natural nanoparticles promise new ways
for viral diagnostics and therapeutic applications. The increasing impact of nanopar-
ticles in bio- and nano-technology necessitates the development of advanced tools for
their accurate detection and characterization.
Optical microscopy techniques have been an essential part of research for visualiz-
ing micron-scale particles. However, when it comes to the visualization of individual
nano-scale particles, they have shown inadequate success due to the resolution and
visibility limitations. Interferometric microscopy techniques have gained significant
attention for providing means to overcome the nanoparticle visibility issue that is
often the limiting factor in the imaging techniques based solely on the scattered light.
vi
In this dissertation, we develop a rigorous physical model to simulate the single
nanoparticle optical response in a common-path wide-field interferometric microscopy
(WIM) system. While the fundamental elements of the model can be used to analyze
nanoparticle response in any generic wide-field imaging systems, we focus on imaging
with a layered substrate (common-path interferometer) where specular reflection of il-
lumination provides the reference light for interferometry. A robust physical model is
quintessential in realizing the full potential of an optical system, and throughout this
dissertation, we make use of it to benchmark our experimental findings, investigate
the utility of various optical configurations, reconstruct weakly scattering nanopar-
ticle images, as well as to characterize and discriminate interferometric nanoparticle
responses.
This study investigates the integration of advanced optical schemes in WIM with
two main goals in mind: (i) increasing the visibility of low-index nanoscale parti-
cles via pupil function engineering, pushing the limit of sensitivity; (ii) improving the
resolution of sub-diffraction-limited, low-index particle images in WIM via reconstruc-
tion strategies for shape and orientation information. We successfully demonstrate
an overall ten-fold improvement in the visibility of the low-index sub-wavelength
nanoparticles as well as up to two-fold extended spatial resolution of the interference-
enhanced nanoparticle images.
We also systematically examine the key factors that determine the signal in WIM.
These factors include the particle type, size, layered substrate design, defocus and
nanoparticle polarizability. We use the physical model to demonstrate how these fac-
tors determine the signal levels, and demonstrate how the layered substrate can be
designed to optimize the overall signal, while defocus scan can be used to maximize
it, as well as its signature can be utilized for particle discrimination purposes for both
dielectric particles and resonant metallic particles. We introduce a machine learn-
vii
ing based particle characterization algorithm that relies on supervised learning from
model. The particle characterization is limited to discrimination based on nanosphere
size and type in the scope of this dissertation.
viii
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1Chapter 1
Introduction
Optical microscopy has been a quintessential part of research in many a field spanning
from biology to microelectronics ever since its invention (Hooke, 1665; Fara, 2009).
The conventional optical microscopy based on light scattering offers limited spatial
resolution which is on the same scale as the illumination wavelength. This limitation
stems from the diffraction phenomenon. Imaging beyond the diffraction limit to vi-
sualize features that are significantly smaller than the wavelength of illumination has
been a challenging task that led to the development of super-resolution techniques
such as fluorescence microscopy and electron microscopy (Klar and Hell, 1999; Bet-
zig et al., 2006). These techniques provide remarkable imaging capabilities, however,
they are laborious, costly, and often invasive to the sample. Although it reveals struc-
turally important information about the nanoparticle, super-resolution imaging is not
the only way to detect sub-diffraction-limited particles, and often times, particularly
from a diagnostics perspective, accurate detection of the particle is more crucial than
its accurate imaging with super-resolution. Therefore, a lot of effort has been put
into developing detection techniques for sub-diffraction-limited particles (Yurt et al.,
2012; Avci et al., 2016). To this day, optical detection, imaging, and accurate charac-
terization of these biological nanoparticles poses unique challenges and opportunities
owing to small particle size and low refractive index contrast, and is the main focus
of this dissertation. In the remaining part of this chapter, we provide an overview
of nanoparticle detection along with a motivation, outline some of the widely used
2nanoparticle detection techniques that have been developed over the years and lastly,
present the dissertation objectives.
1.1 Single nanoparticle detection: Motivation
Nanoparticles have found numerous applications in nano- and bio-technology over the
last couple of decades. They are ubiquitously used as labels in biosensing, as agents
in drug delivery, and as contrast substances in microscopy (Yurt et al., 2012). Studies
investigating biomolecular dynamics in confined environments often necessitate the
use of nanoparticles as well. There is also a growing need for label-free detection of
the full-size spectrum of the low-index, non-resonant biological nanoparticles, such
as exosomes and viruses (Gefroh et al., 2014; Brooks et al., 2013), for diagnostic
and prognostic purposes. In particular, viruses are one of the most abundant natu-
ral nanoparticles with an estimated ∼ 1032 phages in the biosphere (Hendrix et al.,
1999). Their sizes vary from ∼20 nm to hundreds of nanometers in diameter (Gefroh
et al., 2014; Brooks et al., 2013). Exosomes, which are phospholipid nanovesicles se-
creted by mammalian cells (Thery et al., 2009), are another kind of abundant natural
nanoparticles, with sizes ranging from 30 nm to 100 nm (van der Pol et al., 2010).
They have sparked increasing interest over the last several years following the discov-
ery of their involvement in intercellular communication, serving as transfer vehicles of
proteins, mRNA, and miRNA between cells (Zhang et al., 2015). Therefore, nanopar-
ticles, whether they be synthetic or natural, have tremendous utility in biotechnology
and medicine as well as potential adverse effects on human health and food safety
(Somers et al., 2004; Yezhelyev et al., 2006; Cao et al., 2016). With such broad and
ever-increasing application span of nanoparticles today, it has become crucial to find
ways to detect, discriminate, and characterize them in a rapid and cost-effective man-
ner. To do so, several methods have been developed over the years; and in the next
3section, we provide an outline of some of the most widely used nanoparticle detection
and imaging schemes.
1.2 Optical nanoparticle detection techniques: An overview
The increasing need for nanoparticle detection particularly in biomedical sciences has
led to the development of many techniques in electrical, optical, and mechanical do-
mains, demonstrating varying degrees of success. In this dissertation, we focus our
attention on the optical nanoparticle detection and imaging systems. The challenge in
detecting nanoparticles often lies in the fact that the nanoparticle signal is extremely
weak, and it gets lost in the background signal, or even if the particle is detected,
discriminating it from unspecifically bound impurities, such as dust particles and ag-
gregates (Avci et al., 2016) gets incredibly challenging. This phenomenon is quite
prevalent especially when it comes to detecting low-index non-resonant nanoparticles
with optical techniques that are based solely on the scattered light. Such techniques
include Surface Plasmon Resonance Microscopy (SPRM) (Steiner, 2004), Whisper-
ing Gallery Mode (WGM) sensors (Vollmer et al., 2008), and Dark-field Microscopy
(DFM) (Gage, 1920). Typically, the signal in the scattered light based methods suf-
fer greatly, as the scattered electric field scales with the particle polarizability, hence
the particle volume. Therefore, the scattered light intensity scales with square of
polarizability, leading to a rapid falloff in signal, especially making the smaller scale
nanoparticles indistinguishable from the background.
SPRM is based on local refractive index change near the surface of the metallic
layer, where the excitation of the surface plasmon polaritons take place. The resonant
excitation is dependent upon the local refractive index, and the nanoparticle sensing
mechanism relies on the local refractive index perturbation due to the presence of the
particle near the metallic layer and is discerned from the reflection of the excitation
4light (Yurt et al., 2012). SPRM has been the leading technology among label-free
detection methods (Steiner, 2004), yet its single particle detection capability has
shown limited success, partly due to the inherent roughness of the Au surface as
shown in Fig. 1·1a.
(a) (b)
(c) (d)
Figure 1·1: (a) Surface plasmon resonance microscopy (adapted
from (Wang et al., 2010)), (b) Interferometric scattering microscopy
(adapted from (Ortega Arroyo et al., 2014)), (c) Dark-field microscopy
(adapted from (Weigel et al., 2014)), (d) Whispering gallery mode sen-
sor (adapted from (Vollmer et al., 2008)).
DFM is one of the most fundamental microscopic imaging techniques, which dates
back to early 20th century. The idea in DFM is to only accept the light modified by the
objects (scattered light) by rejecting the excitation (illumination) light. The occlusion
of the illumination light can be achieved using different configurations depending
on the illumination geometry and the imaging mode whether it be transmission or
reflection. They include using linearly polarized illumination light in conjunction
5with a cross polarizer in the collection path; oblique illumination in tandem with
an aperture stop in the illumination path; low-NA illumination with a field stop in
the collection path as demonstrated Fig. 1·1c. The imperfect extinctions and back
reflections from the optics increase the noise levels, setting a practical limit to the
sensitivity levels of this technique.
WGM, which is a resonant optical cavity based sensor, as explained in (Vollmer
and Arnold, 2008), have also shown single particle detection capability. The nanopar-
ticle detection principle of WGM is based on the interaction between the evanescent
tail of the optical wave and the nanoparticle in close proximity to waveguide, which
leads to a discernible shift in the resonant mode as demonstrated in Fig. 1·1d. How-
ever, these frequency-shift-based sensors lack robust particle detection capacity, as
their signal is highly dependent upon the binding position of the nanoparticle with
regards to the evanescent tail of the optical wave on the resonator (Yurt et al., 2012).
Scattered light based techniques tend to suffer from poor detection performance
when it comes to smaller scale (tens of nanometers in diameters) low-index nanopar-
ticles owing to the rapid signal drop with decreasing size as mentioned earlier. To
circumvent the weak signal issue observed in the conventional non-interferometric
methods, interferometric techniques that enable sensitive nanoparticle detection have
been developed. The signal in such methods comes from the cross (interference) term
that linearly scales with polarizability. This, in turn, paves the way for nanoparticle
detection with higher sensitivity compared to the non-interferometric techniques. Uti-
lizing this interferometric enhancement phenomenon, various interferometric methods
with the goal of nanoparticle detection have been introduced over the years (Lindfors
et al., 2004; Ignatovich and Novotny, 2006; Daaboul et al., 2010). Our research group
laid the foundations of a wide-field interferometric imaging technique termed Single
Particle Interferometric Reflectance Imaging Sensor (SP-IRIS), which showed capa-
6bility of detecting individual low-index, non-resonant nanoparticles down to 70 nm in
diameter, allowing direct characterization of particles simultaneously in a multiplexed
fashion (Daaboul et al., 2010). This dissertation essentially builds upon the principles
of SP-IRIS with the emphasis on the improvements of its sensitivity, resolution and
particle characterization.
iSCAT is another interferometric technique that combines standard confocal mi-
croscopy with interferometry (Ortega Arroyo et al., 2014). Unlike the conventional
confocal microscopy, iSCAT does not use a pinhole in the collection, and images the
reference that is the reflected excitation light as well as the scattered light to a camera
as shown in Fig. 1·1b. It also uses AODs to rapidly scan the laser beam (much faster
than the acquisition time) to reduce speckle and obtain a uniform illumination. It
is imperative here to note that highly coherent nature of the laser source gives rise
speckle patterns in the images, requiring further optical tools to overcome, as the
speckles contribute to reduced signal-to-noise ratio. Therefore, for such techniques,
special care using additional, often bulky optical components, such as rotating ground
glass or AOD, needs to be taken.
Other label-free optical biodetection technologies have generated interest with
their simple and high-throughput operation as well. Especially, BIND (biomolecular
interaction detector), utilizing diffraction gratings, and Total Internal Reflection Flu-
orescence (Walt, 2013) have been applied to single particle detection as well (Zhuo
et al., 2014). The aforementioned complex and delicate optical sensor systems have
fallen short to demonstrate robust single particle detection and analysis capabilities
with size discrimination in complex biological fluids (Avci et al., 2015). Below, in
Table 1.1, we summarize the detection capabilities of some of these commonly used
nanoparticle detection methods and their corresponding target analytes.
7Method Analyte Limit of Detection
Virus (Ebola-pseudotyped VSV) 10 aM α
SP-IRIS Protein (β-lactoglobulin) 60 aM β
iSCAT Protein (IgG1) 6 pM γ
Virus (InfA) 10 fM δ
WGM Protein 0.03 pg/mm2 §
Protein (β2m/cysC) 1 nM ζ
SPRi DNA 10 nM η
TIRDFM Virus (InfA) 1.2x104 pfu/mL ψ
Table 1.1: Sensor performance comparisons in terms of the limit of
detection. α : (Daaboul et al., 2014); β : (Monroe et al., 2013); γ :
(Ruthardt et al., 2014); δ : (Vollmer et al., 2008); § : (Vollmer and
Arnold, 2008); ζ : (Lee et al., 2006); η : (Nelson et al., 2001); ψ :
(Enoki et al., 2012).
1.3 Dissertation objectives
The primary goal of this dissertation is to investigate and realize advanced optical
schemes in a wide-field common-path interferometric microscopy (WIM) to enhance
its sensitivity, resolution, and nanoparticle characterization capability. To do so, we
develop a rigorous physical model, which, throughout this dissertation, is used for sim-
ulating various optical schemes. Model based analysis constitutes a crucial first step
in investigating the utility of an optical scheme. With the advent of computational
tools and our access to the shared computing cluster, we simulate ultra-large-scale
parameter sets, which guides the experimental work and significantly lessens its load.
The model also plays a crucial role as a forward model for benchmarking the experi-
mental findings. The basic elements of the model can easily be adapted analyze other
types of wide-field imaging systems as well.
In Chapter 2, we discuss the fundamentals of WIM, its working principle and
instrumentation, as well as its signal-to-noise ratio analysis and sample fabrication.
In Chapter 3, we provide the formulations for the physical model, which helps us
8realize the fundamental limitations of detection in WIM, as well as provide means
to simulate optical methods to push that limit in terms of sensitivity and resolution
for low-index sub-diffraction-limited nanoparticles. In Chapter 4, we integrate pupil
function engineering into WIM to enhance the visibility of nanoparticles, improv-
ing the limit of detection. In Chapter 5, we implement model based reconstruction
schemes to increase the resolution of the nanoparticle images with the goal of in-
ferring further shape and orientation information. The reconstruction schemes span
from defocus-based reconstruction to super-resolution reconstruction in tandem with
asymmetric illumination. In Chapter 6, we investigate the key parameters that affect
the nanoparticle signal in WIM, as well as outline a machine learning based particle
characterization strategy that makes use of supervised learning from model. First,
we examine how the layered substrate can be adapted to optimize the overall signal,
while defocus scan can be used to maximize it. To do so, we make use of the pyhsical
model to show how those key factors determine the signal levels and therefore the lim-
its of detection in WIM. Second, we realize how the nanoparticle defocus signatures
can be utilized for particle discrimination purposes for both non-resonant dielectric
particles and resonant metallic particles. The nanoparticle characterization is limited
to size and type in the scope of this dissertation. In Chapter 7, final remarks along
with the outlook of the dissertation is provided.
9Chapter 2
Fundamentals of Wide-field
Interferometric Microscopy
2.1 Background
Wide-field interferometric microscopy techniques have gained significant attention
for their highly sensitive nanoparticle detection capabilities, and their simple, high-
throughput, and cost-effective instrumentation (Avci et al., 2015). These methods
rely on the interferometrically enhanced nanoparticle signal for superior sensitivity.
The reference field in such systems can be obtained in a double-path interferometer
configuration as shown in Fig. 2·1a, or it can be obtained using a reflective substrate
in a common-path interferometer scheme as shown in Figs. 2·1b & 2·1c (Avci et al.,
2016). Each configuration offers a particular benefit: the latter has the prominent
advantage in terms of robustness and simplicity, whilst the former provides means to
manipulate the reference field, both in amplitude and phase, without affecting the
scattered field; although its alignment constraints are more stringent and susceptible
to external factors such as vibration. Perhaps the most important benefit one can
get from the common-path interferometric configuration in Fig. 2·1c – in addition to
its simpler design – is that it provides a way to enhance the scattered light in the
collection direction with the appropriate phase matching enabled by adjusting the
layer thickness (characterized by n2) between the primary backward scattered light
and the reflection of forward scattered light from the second interface in the substrate.
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This enhancement is quintessential in further enhancing the nanoparticle signal and
discussed in more detail in Section 2.3. The optical systems developed throughout
this dissertation are also based on this kind of layered common-path interferometric
scheme.
(a)
(b) (c)
Figure 2·1: (a) Double-path interferometer, (b) Common-path inter-
ferometer with back scattered light collection, (c) Common-path inter-
ferometer with multilayered substrate – forward scattered light collec-
tion – (Avci et al., 2016).
The interferometric nanoparticle signal is also primarily affected by the polariz-
ability of the particle, the amplitude of the reference field, and the phase lag between
the two, as well as, the particle geometry, substrate type, illumination wavelength,
and defocus (Avci et al., 2016). We provide an an in-depth analysis of these sig-
nal constituents in this dissertation, which lays out the groundwork for enhanced
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sensitivity and resolution in WIM.
2.2 Working principle
The nanoparticle signal in WIM is based upon the interference between the scattered
light from the particle and the specularly reflected light from the substrate. In the
case of a multilayered common-path interferometer (see Fig. 2·1c), the thickness of
the upper layer can be optimized in order to maximize the self-interference of the scat-
tered light, whilst minimizing the reflected field amplitude, enabling highly sensitive
detection and counting of weakly scattering nanoscale particles. This phenomenon is
explained in more detail in the next section.
The WIM signal is also affected by the polarizability of the particle (α), amplitude
of the reference field (Eref ) and the phase lag between them (φ) as given in the
following equations:
Idet = |Eref |2 + |Esca|2 + 2|Eref ||Esca|cos(φ) (2.1)
Esca ∝ α ∝ 4pir3 p − m
p + 2m
(2.2)
where α is the polarizability of the spherical nanoparticle, r is its radius and p & m
are the permittivities of the particle and its surrounding medium, respectively.
In this equation, for small particles, |Esca|2 can be neglected, and thus the cross
term ( |Eref ||Esca|) dominates the signal from the nanoparticles in the WIM image.
In other words, due to interference, light reflected from the sensor surface is modified
by the presence of particles producing a distinct signal that is captured by a camera
(Avci et al., 2015). It is imperative to note that accurate quantification of this
distinct signal requires imaging with high-resolution and sufficient spatial sampling.
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Therefore, imaging with a high-NA & high-magnification objective in tandem with
an imager that is typically a CCD with sufficiently small pixel pitch is necessary to
ensure the Nyquist sampling criterion that is the desired spatial sampling rate is at
least twice the resolution (Piston, 1998) as follows:
Spatial sampling rate = Effective pixel size
= Pixel pitch/Magnification
≤ Resolution/2 ≈ λ/(4NA)
(2.3)
Thus, for instance, if we use a 100x/0.9 NA objective and a green light source,
with λo = 525 nm, we need to use an imager with pixel pitch that is smaller than
14.5 µm.
2.3 Engineering the light scattering from sub-wavelength
nanoparticles using layered media
Nanoparticles that are much smaller than the excitation wavelength can be approx-
imated as dipole scatterers (Novotny and Hecht, 2006). In the vicinity of planar
interfaces, they can scatter light in a certain direction with respect to the incident
light angle (Avci et al., 2017a). This phenomenon can be utilized to enhance the
scattered light in the direction of light collection for a given wavelength. For in-
stance, in reflected light microscopy using a narrow band green light source (with λo
= 525 nm), scattering enhancement from a nanoparticle in the collection (backward)
direction can be achieved with a layered sensor surface that allows for constructive
interference between the backward scattered light and the reflection of forward scat-
tered light. This constructive self-interference of the scattered field components is
a function of the layer thickness (d) and wavelength of illuminating light, and the
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layered media can be constructed according to the illumination wavelength to max-
imize it (i.e., d ∼ λ2/4 where λ2 = λo/n2). Notice that this kind of enhancement
cannot be achieved using a broadband light source, as the layer thickness will only
allow constructive interference for a narrow range of wavelengths. The overall light
enhancement from a nanoparticle is illustrated in Fig. 2·2b for the green light.
(a) (b)
Figure 2·2: Layered sensor design can be utilized to enhance the
horizontally aligned dipole scattering in direction of collection. (a)
Layered sensor design for common-path interferometry, (b) normalized
dipole radiation patterns in the plane of dipole axis and z-axis for n1 =
1, n2 = 1.45, n3 = 4 when d = 0 nm and d = 100 nm. Note that the
excitation wavelength is chosen to be 525 nm (Avci et al., 2017a).
For sake of simplicity, the simulation uses a single wavelength, providing a reasonable
approximation for narrow bandwidth light sources, given that their coherence length
is longer than the thickness of the layer, d. Light emitting diodes that typically
exhibit several micron coherence length can easily satisfy this criterion, since d is of
the order of hundreds of nanometers. On the other hand, lasers, by nature, exhibit
extremely long coherence lengths, of the order of meters. Their use as illumination
sources in such wide-field imaging systems however, are limited due to speckle in the
images owing to their highly coherent nature. As mentioned in the previous chapter,
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the speckle in the birghtfield imaging systems that use laser as illumination source
can be reduced at the expense of additional bulky optical components, which are
investigated in (O¨zkumur et al., 2008).
The simple idea of engineering a layered substrate to increase the collected scat-
tered light from nanoparticles is an important aspect of the common-path based
interference-enhanced nanoparticle imaging. Typically, the material choice for such
layered media comprise of SiO2 atop Si owing to the controlled and well-optimized
thermal oxidation protocols on Silicon, which provides optical quality surfaces that
are broadly compatible with bioassay applications as discussed in (O¨zkumur et al.,
2008).
(a) (b)
Figure 2·3: Vertically oriented dipole atop a layered sensor, and its
scattering in the direction of collection. (a) Layered sensor design for
common-path interferometry, (b) normalized dipole radiation patterns
in the plane of dipole axis and z-axis for n1 = 1, n2 = 1.45, n3 = 4
when d = 0 nm, and d = 100 nm. Note that the excitation wavelength
is chosen to be 525 nm (Avci et al., 2017a).
We have yet to consider the radiation pattern for a dipole orientated in the vertical
direction. Particularly, for high-NA illumination geometries, considerable amount of
dipole excitation occurs in the vertical direction. In fact, the excitation of the vertical
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(a)
(b)
Figure 2·4: (a) Horizontal dipole situated above a layered sensor (ele-
vated by h from the surface), and its scattering in the forward direction.
(b) Normalized dipole radiation patterns for a horizontal dipole in the
plane of dipole axis and z-axis for n1 = 1, n2 = 1.45, n3 = 4 when d =
100 nm and h = 25 nm, 75 nm as shown in. Note that the excitation
wavelength is chosen to be 525 nm (Avci et al., 2017a).
dipole increases with increasing angle of incidence (θ). Thus, it is crucial to study
the radiation pattern for the vertically oriented dipole using the same layered sensor
design. As can be observed in Fig. 2·3b, the radiation pattern for a vertically aligned
dipole is mostly at high angles that are typically not within the range of collection,
as the dipole cannot radiate along its orientation. Also notice that the optimized
layered substrate for a horizontal dipole (d = 100 nm case) has diminishing returns
for the vertically oriented dipole.
So far, our discussion on the dipole radiation patterns have been limited to the
case of a dipole resting on the layered media surface. This is a valid assumption for
smaller scale nanoparticles (r < 50 nm), as their center is quite close to the surface
(Avci et al., 2017a). However, with the increasing particle size, this assumption
becomes no longer valid. This stems from the fact that as the particle center gets
farther from the surface, there is an extra phase introduced between backward and
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(a)
(b)
Figure 2·5: (a) Vertical dipole situated above a layered sensor (ele-
vated by h from the surface), and its scattering in the forward direc-
tion. (b) Normalized dipole radiation patterns for a vertical dipole in
the plane of dipole axis and z-axis for n1 = 1, n2 = 1.45, n3 = 4 when d
= 100 nm and h = 25 nm, 75 nm as shown in. Note that the excitation
wavelength is chosen to be 525 nm (Avci et al., 2017a).
forward scattered light components in addition to the phase introduced by the layered
surface (with thickness, d). This, in turn, changes the radiation patterns from those
demonstrated in Figs. 2·2b & 2·3b. Especially, for the given geometry of the layered
media, the change in the radiation pattern for the horizontal dipole is more apparent
compared to the vertical dipole case as demonstrated in Figs. 2·4b & 2·5b. This can
be explained by considering how a dipole emits light in that the vertical dipole emits
scattered fields at high angles (i.e., kz < k), therefore, the extra phase accumulation
due to the elevation is less than that of the horizontal dipole – the scattered fields
from the horizontal dipole are mostly at low angles (i.e., kz ∼ k) – as given in Fig.
2·5b. It is also important to note that the horizontal dipole case has more relevance
in the context of optimal scattered light collection, which can be achieved by the
low-NA illumination in an interferometric nanoparticle imaging setup. That is to say,
vertical dipole’s emission is typically not within the limit of collection set by the NA
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of the collection optics.
Although it falls outside the scope of this dissertation, it is worth noting that in-
creasing the thickness of the layer with n2 refractive index would result in higher order
radiation patterns, proving means to angularly confine the scattered field. Adjusting
the thickness of the layered sensor can therefore spatially separate the scattered field
components from the reference field in the Fourier plane. This can allow for indepen-
dent manipulations of the interferometric nanoparticle signal constituents via pupil
function engineering in the same path as well as for Optical Scatter Imaging (Bous-
tany et al., 2001) type measurements. In such an experimental design, one needs to
heed the coherence length of the light source, as it will be the limiting factor for the
thickness (d).
2.4 Signal-to-noise ratio analysis
In this section, we formulate the signal-to-noise ratio for the WIM signal. Noise is a
fundamental aspect of an imaging system whether it be for nanoparticle or macro-
scale object. In a typical imaging system, it has multiple components such as photon
(shot) noise, read noise, and dark current noise. It requires careful consideration
when choosing the components (e.g., imager, light source etc.) for an optical sys-
tem to ensure desired SNR levels as well as when determining the integration time
accordingly.
The nanoparticle signal in WIM is comprised of three constituents as given in
Eq. 2.1: the reflected light intensity (Iref = |Eref |2), which is the background sig-
nal, the scattered light intensity (Isca = |Esca|2), and the interference term (Ix =
2|Eref ||Esca|cos(φ)).
The SNR can be formulated as follows:
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SNR =
PQet√
(P +B)Qet+Dt+N2r
(2.4)
where t is the exposure time, P is the incident photon flux, B is the background
photon flux, D is the dark current value, Qe is the quantum efficiency, and Nr is the
read noise of the CCD.
In WIM, P = γ(Isca + Ix) and B = γIref where γ accounts for the illumination
source, sensor size, and the optical losses. Thus, SNR for WIM reads as follows:
SNR =
γ(Isca + Ix)Qet√
γ(Isca + Iref + Ix)Qet+Dt+N2r
(2.5)
For the CCD camera (GS3-U3-120S6M-C, Point Grey, Inc.) that we use in our
setup, we have the following parameters: D = 10.87e−/pixel/s, Qe = 0.78 (at λ = 525
nm), Nr = 11.56e
−/pixel, Full Well Capacity (FWC) = 6125e−. Assuming the
background signal, B, fills 25% of the FWC per second, and a nanoparticle with 10%
positive normalized intensity, e.g., Isca + Iref + Ix = 1.1 (a.u.) where Iref = 1 (a.u.),
we can plot the SNR as follows:
10−2 10−1 100
10−2
10−1
100
101
Exposure (s)
SN
R
Read noise
limited region
Shot noise
limited region
Figure 2·6: SNR with respect to exposure time.
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As can be observed from Fig. 2·6, to achieve shot noise limited image for a
single frame, relatively longer exposure times (>100 ms) are necessary. Multi-frame
averaging is often used to improve the SNR as well.
2.5 Instrumentation and sample fabrication
The instrumentation of WIM has been an iterative process over the course of this
dissertation. So far, we have established the fundamentals and the working principle
of the optical system, and in this section, we focus on the instrumentation as well as
the fabrication of the samples used in the experiments.
2.5.1 Instrument development
In principle, WIM builds upon the foundations of Single Particle Interferometric
Reflectance Imaging Sensor (SP-IRIS). Whilst they share the same working principle,
critical improvements on the system have been achieved by the development of WIM
and its physical model, both of which constitute a crucial part of this dissertation. As
previously explained, WIM is a common-path interferometric imaging technique that
uses a layered substrate, usually referred to as ‘chip’. Our chip design comprises of a
thin silicon dioxide layer atop a silicon surface, and the details of it along with sample
preparation techniques are provided in the next section. It is, however, important to
note here that the design of the chip, which is mainly determining the thickness of the
oxide layer, takes into account several parameters such as illumination wavelength and
physical characteristics of the particles of interest. The thickness of the oxide layer is
chosen so that optimal visibility for a nanoparticle of interest is achieved. A detailed
investigation of how these parameters affect the nanoparticle signal is presented in
Chapter 5.
The optical setup of the WIM can be divided into two main parts: the illumination
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arm, and the collection arm. In the illumination arm, two important concepts have
been realized through this dissertation, setting it apart from the original implemen-
tation of SP-IRIS. First concept is on the improvement of the illumination uniformity
via an integrating sphere, which removes the illumination artifacts caused by the light
source that is typically a light emitting diode. The non-uniformity in illumination is
typically observed as a non-uniform background in the final image, reducing the visi-
bility of the particles. Second concept is on the illumination geometry of the system.
The standard SP-IRIS uses a full-NA illumination by filling the back focal aperture
of the objective. This, in turn, results in an inferior sensitivity level due to unen-
hanced and poorly collected scattered light. Through the rigorous physical modeling
and experimental verifications presented in this dissertation, it has been realized that
low-NA illumination provides enhanced excitation and optimal collection of scattered
light for a reflected light microscopy geometry. Low-NA illumination is achieved by
utilizing an adjustable aperture in the illumination path. This aperture plane is im-
aged on the back focal aperture of the objective in a Ko¨hler illumination geometry.
In the collection path of WIM, the main distinction from the standard SP-IRIS is
the inclusion of a 4f-system to relay the back focal aperture of the objective onto a
filter plane as shown in the Fig. 2·7. This design allows for pupil function engineering
implementation in WIM to manipulate the reference light for further enhancement
of the interferometric nanoparticle signal. Chapter 4 provides in-depth discussion on
these concepts along with experimental findings and their corresponding theoretical
benchmarks. In the next section, we provide the details on fabrication of the samples
and custom-made optical components.
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Figure 2·7: Image of the WIM system with a 4-f system in the collec-
tion path (top-view).
2.5.2 Sample fabrication
The layered sensor chip consists of a thermally grown thin SiO2 layer (95 nm ± 5
nm) atop a single side polished Si substrate (Silicon Valley Microelectronics Inc.).
Silicon wafer processing has been vastly optimized owing to the rapid growth of
semiconductor industry. Therefore, silicon dioxide/silicon wafers are cost-effective,
and they have favorable optical qualities: silicon dioxide is transparent; silicon is
highly reflective with optically flat surface, and it absorbs the light that is transmitted,
preventing back reflections. Therefore, thermally grown silicon dioxide atop silicon is
our choice of material for the chip. The chip dimensions are 10 mm x 10 mm, and its
top view image is shown in the Fig. 2·8.
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Figure 2·8: The layered sensor chip image (top view).
The silicon patterns on the chip provides ease of alignment & nominal-focusing,
and reference points.
Upon following the standard silicon chip cleaning procedures – that is, washing
with Acetone, Isopropanol, DI water, followed by a plasma ash – the nanoparticle
immobilization on the chip surface can be carried out either by spotting the nanopar-
ticles in droplets on polymer-coated chip surface via a spotter, or by spin-coating
them on chemically-untreated surface. The latter is a simpler process that is typi-
cally used for artificial sample preparations, while former is used for experiments with
real biological nanoparticles. One benefit of spin-coating the sample is that it pro-
vides sparsely distributed individual nanoparticles across the chip surface, preventing
clusters. The artificial nanosphere samples of various types (gold, polystyrene, silica
etc.) and sizes used in this study are spin-coated on the layered sensor surface. The
electrostatic attraction immobilizes the particles on the chip.
We also use artificial samples fabricated using electron beam lithography atop of
the layered sensor chip in our experiments. The cross-sectional sketch of the sample
chip is given in Fig. 2·9.
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Figure 2·9: Cross-sectional sketch of the sample chip.
There are two different types of electron beam sample structure design: one is
L-shaped structures with various dimensions as shown in Fig. 2·10, and the other
type is bars of various sizes with various separations as shown in Fig. 2·12. Each
structure is given a specific number in the corresponding design for identification.
Sample SEM images of fabricated structures are also given in Figs. 2·11 & 2·13.
Figure 2·10: E-beam sample design of L-shaped structures of various
dimensions.
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Figure 2·11: SEM image of bar #41 with nominal dimensions of 200
nm x 1000 nm.
Figure 2·12: E-beam sample design of resolution bar structures of
various dimensions and separations.
25
Figure 2·13: SEM image of structure #17 with nominal dimensions
of 200 nm x 80 nm x 50 nm with 200 nm spacing between bars.
There is great utility in using artificial samples when characterizing the perfor-
mance capabilities of an optical system. While the samples with low-index spherical
nanoparticles are ideal to obtain similar responses to those of spherical biological
particles like viruses and exosomes without requiring to work in a high biosafety
level lab, the samples with spherical gold nanoparticles have applications for labeled
nanoparticle detection. The low-index nanoscale electron beam structures are ideal to
obtain similar responses to those of more complex shaped, non-symmetric biological
nanoparticles, which are as ubiquitous as spherical ones in the nature.
In addition to fabricating nanoparticle samples, we also fabricated a spatial reflec-
tive transmission filter for the pupil function engineering study detailed in Chapter 4
of this dissertation. In principle, a neutral density filter with a spatial profile match-
ing the incident beam size and a transmission characteristics of OD 1-2 can be of great
utility. There are neutral density filters readily available at various vendors, however,
due to our spatial constraint on the filter profile, custom filter was deemed necessary
to fabricate. This filter is used to reduce the amplitude of the reference field whilst
not affecting the scattered field (the high frequency components). The main purpose
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of this application is to enhance the visibility of the nanoparticle signal by reducing
the background signal. The filter fabrication involved patterning circular regions of
various sizes on a gold coated microscope slide using photolithography. The reflective
transmission filter has rate of ∼0.05 is as shown in the Fig. 2·14 below.
Figure 2·14: Transmission profile of the custom filter.
2.6 Summary
In this chapter, we have covered the fundamental concepts in interferometric mi-
croscopy. We have provided an overview on such schemes, with the emphasis on the
optical path (i.e., double-path vs common-path interferometer), and discussed the
advantages of each configuration. The optical system of choice in this dissertation,
WIM, is based on common-path interferometry with layered substrate. We have dis-
cussed how this layered substrate can be optimized to enhance the light collected from
a nanoparticle along with the working principles of WIM and its signal constituents.
In addition, we have formulated the SNR and determined a nominal exposure time to
operate in the shot-noise regime for typical set of parameters. We have also provided
details on the instrumentation and the fabrication of the sample chips as well as the
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custom optical components used in the experiments throughout this dissertation.
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Chapter 3
Theoretical Considerations on Wide-field
Interferometric Nanoparticle Imaging
A rigorous physical model for the wide-field interferometric microscopy scheme is
essential not only to understand the system in its entirety providing means to opti-
mize its nanoparticle sensing capability but also to be used as a forward model in
nanoparticle image reconstruction as well as in nanoparticle characterization in terms
of size and type. In this chapter, we formulate an analytical model for WIM using the
Angular Spectrum Representation (ASR) treatment for mapping of field components
as well as Green’s Function formulations for dipole scatterers (Novotny and Hecht,
2006; Avci et al., 2016). We first start with the definition of Ko¨hler illumination in
WIM, and how it is implemented in the model assuming a spatially incoherent light
source.
3.1 Incident and reflected fields in Ko¨hler illumination
In this section we describe the Ko¨hler illumination, and how it factors into the physical
model in terms of the incident and reflected field formulations in WIM. We begin
with a short discussion on Ko¨hler illumination, which is then followed by the field
calculations.
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3.1.1 Ko¨hler illumination
In Ko¨hler illumination configuration, the Fourier plane of light source is imaged to
the plane of the object, which is conjugate to the image plane. Therefore, unlike
the critical illumination configuration, it allows for source-free imaging of the object.
Now, let’s consider a spatially incoherent light source such as an LED in Ko¨hler
illumination configuration as depicted in Fig. 3·1. The LED is placed at the back
focal plane of a collimating lens which essentially performs a Fourier transform on
the field components emanating from the light source. The field at Afs is therefore in
the Fourier plane with regards to the LED plane, and is imaged to the object plane
by a two-lens system.
Figure 3·1: Ko¨hler Illumination geometry (Avci et al., 2016).
Different points in LED emit light independently, i.e., without a fixed phase re-
lationship, which explains its spatially incoherent nature. This translates into the
model as spatially incoherent plane waves, each originating from a specific point in
the source plane. Each of these plane waves is incident on the sample plane at a spe-
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cific angle determined by its origin, and the angular limit is set by numerical aperture
(NA) of the objective lens (f3) and the spatial extent of the source. A more math-
ematical treatment of this phenomenon, which will perhaps make this point clearer,
is in order. Let us start by segmenting the light source into small regions, where
each segment can be represented by a point source with Es(x, y) = δ(x, y). Noticing
that the first lens (f1) performs a Fourier transform, we can write the field at Afs as
follows:
Efs(u, v) = −j n
λf1
ej2k1f1
∫∫
Es(x, y)e
−j k1
f1
(ux+vy)
dxdy (3.1)
For a point at (x,y) = (0,0), Efs becomes as follows:
Efs(u, v) = −j n
λf1
ej2k1f1 (3.2)
which is a plane wave propagating along the optical axis. Similarly, for a point at
(x,y) = (xo, yo) Efs is as follows:
Efs(u, v) = −j n
λf1
ej2k1f1e
−j k1
f1
(uxo+vyo) (3.3)
which is another plane wave with (kx, ky) = (k1
xo
f1
, k1
yo
f1
). As the Afs plane and object
plane are conjugate planes, for a spatially incoherent light source, each of these plane
waves are relayed to the object plane by the two-lens system, and is incident on
the sample at a particular angle. One important consequence of using a spatially
incoherent light source is that each of these plane waves is propagated and treated
separately.
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3.1.2 Incident field
As explained previously, in an idealized Ko¨hler illumination scheme that uses a spa-
tially incoherent source, a series of incoherent plane waves covering the angular spec-
trum range defined by the NA of the objective and the spatial extent of the source
impinge on the sample plane. Thus, let us start with the mapping of these incident
field components to the sample plane that is the top surface of the layered substrate.
To do so, we follow the ASR treatment.
For a plane wave with k = (kx, ky) (see Fig. 3·2 below), the electric field upon
refraction by lens can be found using the intensity law of the geometrical optics as
follows:
Figure 3·2: Coordinate system (Avci et al., 2016).
E˜i,∞(kx, ky) = [Ep(φ)nˆθ + Es(φ)nˆφ]
√
cos(θ)/n1 (3.4)
Where Ep and Es are the p and s polarized components of the incident field,
respectively (p: in, and s: out of the plane of incidence). The field in Eq. 3.4
represents the far-field. The electric field in the near-field can then be found by using
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the following near-to-far field transformation:
E˜i(kx, ky) = j
f1e
−jk1f1
2pikz1
E˜i,∞(kx, ky) (3.5)
Taking the Fourier transform of Eq. 3.5 will then yield the classical angular
spectrum representation of fields as follows:
Ei(x, y, z) = j
f1e
−jk1f1
2pi
∫∫
k2x+k
2
y≤k2z1
E˜i,∞(kx, ky)ej(kxx+kyy)e−jkz1z
dkxdky
kz1
(3.6)
We can express Eq. 3.6 in spherical coordinates using the following transforma-
tions:
ηx = kxx+ kyy = k1ρsinθcos(φ− ψ) (3.7a)
kz1 = k1cosθ (3.7b)
dkxdky/kz1 = k1sinθdθdφ (3.7c)
Ei(ρ, ψ, z) = j
f1k1e
−jk1f1
2pi
√
n1
θmax∫
0
2pi∫
0
[Ep(φ)nˆθ + Es(φ)nˆφ]
√
cos(θ)sin(θ)ejηxe−jk1zcosθdφdθ
(3.8)
where θmax = sin
−1(NA/n1).
Since for the Ko¨hler illumination geometry with a spatially incoherent source, we
assume that a series of incoherent plane waves cover the angular spectrum range, we
can write the focal fields due to each plane wave component Ei,m as follows:
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Ei,m(ρ, ψ, z) = Ao
√
cosθm
n1
k1sinθm
Ep(φm)
cosθmcosφmcosθmsinφm
−sinθm

+ Es(φm)
−sinφmcosφm
0
 ejηx,me−jk1zcosθm
(3.9)
where
Ao =
jf1e
−jk1f1
2pi
(3.10)
3.1.3 Reflected field and total driving field
Having formulated the incident field components, now the reflected field calculations
are in order. With an interface at z = zd, as illustrated in Fig. A.1 in Appendix A,
we can find the incident field components’ corresponding reflected fields by invoking
the boundary conditions as follows:
Er,m(ρ, ψ, z) = Ao
√
cosθm
n1
k1sinθm
rp(θm)Ep(φm)
cosθmcosφmcosθmsinφm
−sinθm

+ rs(θm)Es(φm)
−sinφmcosφm
0
 ejηx,mejk1zcosθme−2jk1zdcosθm
(3.11)
where the Fresnel reflection coefficients, rp, rs, can be found in Appendix A.
The total driving field (Et,m) due to the plane wave corresponding to index m at
(ρ, ψ, z) = (ρo, ψo, zo) can then be found by simply adding the incident and reflected
electric field components as follows:
Et,m = Ei,m + Er,m (3.12)
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3.1.4 Image of the reflected field
To map the reflected field components to the image plane, we follow the same ASR
treatment used in Section 3.1.2. The reflected field components formulated earlier
gets imaged by a two-lens system with magnification M as shown in the figure below.
Figure 3·3: Reflected electric field imaging through a two-lens system
(Avci et al., 2016).
We start with the reflected field at z = 0 (top interface), E˜r(kx, ky; z = 0) – which
is the field E˜i(kx, ky) (see Eq. 3.5) upon reflection from the layered substrate as
follows:
E˜r(kx, ky; z = 0) = j
f1e
−jk1f1
2pikz1
√
cos(θ)/n1[rp(θ)Ep(φ)eˆθ,u + rs(θ)Es(φ)eˆφ]e
−2jk1zdcosθ
(3.13)
Next, we carry out a near-to-far field transformation to find the field right before
refraction by the first lens (f1),
E˜r,∞(kx, ky) = −j 2pikz1e
jk1f1
f1
E˜r(kx, ky; z = 0) (3.14)
As can be seen from Fig. 3·3, the reflected field first gets refracted by the objec-
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tive lens (f1) and then it propagates to the tube lens (f2) and gets refracted again.
Following the intensity law of geometrical optics, the field at the far-field image plane
can be written as follows:
E˜ur,∞(kx, ky) = −j
√
n1cosθu
n2cosθ
2pikz1e
jk1f1
f1
E˜r(kx, ky; z = 0) (3.15)
Now we can find the reflected field in the near field of image space by carrying
out a near-to-far field transformation (as in Eq. 3.5) as follows:
E˜ur (kx, ky) = j
f2e
−jk2f2
2pikz2
E˜ur,∞(kx, ky) (3.16)
Hence, from Eqs. 3.13 - 3.15,
E˜ur (kx, ky) = j
f2e
−jk2f2
2pikz2
√
cosθu
n2
[rp(θ)Ep(φ)eˆθ + rs(θ)Es(φ)eˆφ]e
−2jk1zdcosθ (3.17)
Thus in the image plane the reflected field is:
Eur (u, v, w) =
∫∫
k2x+k
2
y≤k2z2
E˜ur (kx, ky)e
j(kxu+kyv)e−jkz2w
dkxdky
kz2
(3.18)
From geometrical optics, as illustrated in Fig. 3·3, see that θ and θu are related
as follows:
M =
sinθ
sinθu
=
f2
f1
(3.19)
where M denotes the magnification.
Furthermore, as for high magnification imaging systems, since f1
f2
 1, we can fur-
ther make the following approximations based on trigonometric identities and Taylor
series expansion:
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sinθu =
f1
f2
sinθ → cosθu =
(
1−
(
f1
f2
)2
sin2θ
)1/2
≈ 1− 1
2
(
f1
f2
)2
sin2θ (3.20)
Note that when cosθu is in the phase term, we use its approximation as given
above, and when it is in the amplitude term, we simply use cosθu = 1, and sinθu = 0.
In addition, to further simplify the equations, we carry out the following spherical
coordinate transformations (similar to Eq. 3.7):
kxu+ kyv = k2βsinθucos(φ− ρ) = ηu (3.21a)
kz2w = k2cosθuw ≈ k2w − 1
2
(
f1
f2
)2
sin2θw = k2w − ζu (3.21b)
Since for the Ko¨hler illumination geometry with a spatially incoherent source, we
assume that a series of incoherent plane waves cover the angular spectrum range, we
can write the reflected fields in the image plane due to each plane wave component
Er,m from Eqs. 3.17 – 3.20 as follows:
Eur,m(β, ρ, w) = j
f 21 e
−jk2f2
2pikz2f2
sinθmk2
rp(θm)Ep(φm)
cosφmsinφm
0

+ rs(θm)Es(φm)
−sinφmcosφm
0
 ejηu,mejζu,me−2jk1zdcosθme−jk2w
(3.22)
3.2 Scattered field from a nanoparticle near a planar inter-
face
In this part, we formulate the scattered field components from a nanoparticle in
the vicinity of a layered substrate. Nanoparticles that are much smaller than the
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illumination wavelength can be approximated as dipole scatterers (Avci et al., 2017a).
This approximation allows us to use the Green’s functions defined for an electric
dipole in (Novotny and Hecht, 2006). The far-field scattered field components from a
nanoparticle are calculated assuming a point dipole scatterer in the following section.
3.2.1 Far-field Green’s functions for a point dipole near a planar interface
In this section, we calculate the far-field electric field radiated from a dipole near a
layered interface. Let us first start with a simple case where a dipole (µ) is located
at r0 in a homogeneous and isotropic medium. The electric field for this dipole can
be expressed as follows:
Ep(r) = ω
2µ0µ1
↔
G0(r, r0)µ (3.23)
where
↔
G0(r, r0) denotes the Green’s function as given in Eq. B.1a.
When this electric dipole is near a planar interface, apart from the far-field electric
field components in the upper half-space, from the direct radiation defined by the
primary Green’s function,
↔
G0(r, r0), we also have part of the direct radiation reflected
from the planar interface giving rise to another set of far-field components in the upper
half-space defined by the reflected Green’s function,
↔
Gr(r, r0), as given in Eq. B.1b.
Hence the overall Green’s function that defines the field in the upper half-space is the
sum of these two functions such that:
Ep(r) = ω
2µ0µ1
[↔
G0(r, r0) +
↔
Gr(r, r0)
]
µ (3.24)
where the far-field Green’s functions in spherical coordinates can be found in
Appendix B. Hence, we can express the far-field electric field in spherical coordinates
as follows:
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Ep,∞ =
[
Eθ
Eφ
]
= ω2µ0µ1
ejk1r
4pir
[
cosθcosφΦ
(2)
1 cosθsinφΦ
(2)
1 −sinθΦ(1)1
−sinφΦ(3)1 cosφΦ(3)1 0
]µxµy
µz

(3.25)
The intermediate steps of this derivation are skipped, and can be can be found in
(Novotny and Hecht, 2006).
Having established the Green’s functions (often considered as the impulse re-
sponse), next we formulate the dipole moment for a nanoparticle as follows:
µ =
↔
αEt (3.26)
where Et is the total electric field incident on the nanoparticle (see Section 3.1.3),
and the polarizability tensor,
↔
α, for a spherical nanoparticle is as follows:
↔
α =
α 0 00 α 0
0 0 α
 (3.27)
We use the quasi-static approximation given in Eq. 2.2 for particle polarizability
(α). However, to achieve a more accurate model, we also account for the electrody-
namic corrections: radiative damping correction (crad), and dynamic depolarization
correction (cdep) (Kelly et al., 2003). The radiative damping originates from the spon-
taneous emission of radiation by the induced dipole moment, whereas the dynamic
depolarization is due to finite r/λ ratio (Kelly et al., 2003). While the former is
observed as broadening in the resonance spectrum, the latter causes a red shift in the
plasmon resonance with increasing size, and is more enhanced in resonant metallic
nanoparticles. Therefore, the corrected polarizabilities, αd and αm for the dielectric
and metallic particles, respectively are as follows:
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crad = 2/3ik
3 (3.28a)
cdep = k
2/r (3.28b)
αd =
α
(1− cradα) (3.28c)
αm =
α
(1− cradα− cdepα) (3.28d)
where k = 2pi/λ. Notice that α in Eq. 3.27 is replaced by αd and αm for non-
resonant dielectric nanoparticles and resonant metallic nanoparticles, respectively.
Having established the far-field scattered field components, next we formulate how
to map them to the detector plane by a two-lens system as shown in Fig. 3·4 below.
We essentially follow the same steps as in section 3.1.4.
3.2.2 Image of a point dipole
We can start at the far-field of the object space (r = f1) where the electric field due
to a point dipole right before its refraction by the objective lens (f1) can be expressed
as follows:
Ep,∞ = ω2µ0µ1
ejk1f1
4pif1
[
cosθcosφΦ
(2)
1 cosθsinφΦ
(2)
1 −sinθΦ(1)1
−sinφΦ(3)1 cosφΦ(3)1 0
]µxµy
µz
 (3.29)
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Figure 3·4: Dipole electric field imaging through a two-lens system
(Avci et al., 2016).
As can be seen from Fig. 3·4, the field in the object space is first refracted by
the objective lens (f1) and then it propagates to the tube lens (f2) and gets refracted
by it. Following the intensity law of geometrical optics, we can write the field in the
far-field of the image plane as follows:
E˜up,∞(kx, ky) =
√
n1cosθu
n2cosθ
Ep,∞ (3.30)
By applying the near-to-far field transformation, we find the electric field due to
a dipole in the image plane as follows:
E˜up(kx, ky) = j
f2e
−jk2f2
2pikz2
E˜up,∞(kx, ky) (3.31)
Hence, from Eqs. 3.29 – 3.31,
E˜up(kx, ky) = jω
2µ0µ1
f2e
j(k1f1−k2f2)
8pi2f1kz2
√
n1cosθu
n2cosθ
×
[
cosθcosφΦ
(2)
1 cosθsinφΦ
(2)
1 −sinθΦ(1)1
−sinφΦ(3)1 cosφΦ(3)1 0
]µxµy
µz
 (3.32)
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Thus in the image plane, the field is:
Eup(u, v, w) =
∫∫
k2x+k
2
y≤k2z2
E˜up(kx, ky)e
jkxu+kyve−jkz2w
dkxdky
kz2
(3.33)
We can make use of the small angle approximations (see Eq. 3.20) and carry out
the following spherical coordinate transformations (similar to Eq. 3.21) to further
simplify this expression:
kxu+ kyv = k2βsinθu(f1/f2)cos(φ− ρ) = ηp (3.34a)
kz2w = k2cosθuw ≈ k2w − 1
2
(
f1
f2
)2
sin2θw = k2w − ζp (3.34b)
Eup(β, ρ, w) =
θmax∫
0
2pi∫
0
jω2µ0µ1
f2e
j(k1f1−k2f2)
8pi2f1kz2
√
n1
n2cosθ
E˜up (θ, φ)e
jηpejk2we−jζpdφdθ
(3.35)
where
E˜up(θ, φ) =
[
cosθcosφΦ
(2)
1 cosθsinφΦ
(2)
1 −sinθΦ(1)1
−sinφΦ(3)1 cosφΦ(3)1 0
]µxµy
µz
 (3.36)
Next step is to calculate these integrals for x-, y- and z-oriented dipole moments.
Note that the integration over φ can be evaluated analytically using the Bessel func-
tion closure relations, which, along with formulations for the electric field in the image
plane for x-, y- and z-oriented dipole moments, can be found in Appendix C. The
intermediate steps of the derivations are not included for brevity. Similar yet more
detailed derivations can be found in (Novotny and Hecht, 2006).
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3.3 Full intensity response in wide-field interferometric mi-
croscopy
Having formulated the signal constituents of WIM, we can finally write the overall
response as the interference of the reflected and scattered fields as follows:
It =
∑
mNA
|Er,m + Ep,m|2 (3.37)
A careful reader will notice that the fundamental assumption of a spatially inco-
herent light source manifest itself in this equation as incoherent summation, where
the intensities are added.
Perhaps a more widespread measure for a nanoparticle signal is the signal-to-
background ratio, also known as the normalized intensity (Inorm), which can be for-
mulated as follows:
Inorm = It/Ir (3.38)
where the interferometric nanoparticle signal is normalized by the reference signal,
Ir =
∑
mNA
|Er,m|2.
3.4 Experimental validation of the physical model
In this section, we verify our model for both non-resonant dielectric and resonant
metallic nanospheres by benchmarking the simulation results against experimental
findings as well as a numerical method. To do so, we use spherical silica beads with
60 nm nominal radius, spherical polystyrene beads with 50 nm nominal radius as di-
electric nanoparticles, and spherical gold beads with 30 nm nominal radius as metallic
nanoparticles. The particles are spin-coated on separate sample chips that consists of
thermally grown silicon dioxide atop silicon using standard chip fabrication protocol
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as previously detailed in Section 2.5.2. The electrostatic attraction immobilizes the
beads onto the surface.
First, we use gold and silica nanoparticles to compare the experimental results
with model. It is important to note that the metallic bead sample chip has 60 nm
oxide layer to enhance its signal (the negative normalized intensity peak), while the
dielectric bead sample chip uses a 100 nm oxide layer for a positive peak. One will
notice the pi phase flip in the metallic particle response as a result of the resonance
effect. That is to say, the free electrons in the metallic particles oscillate pi out of
phase with regards to the incoming excitation field, and hence the contrast (negative
peak vs positive peak) between the responses of metallic and dielectric particles.
Furthermore, the experiment uses full-NA illumination (green light: λ = 525 nm)
and collection using a 50x/0.8 NA objective. The results along with the theoretical
model simulations are shown in Fig. 3·5 below.
(a) (b)
Figure 3·5: Simulations benchmarked against experimental data for
spherical silica nanoparticles with r = 60 nm, and spherical gold
nanoparticles with r = 30 nm (Avci et al., 2016).
As can be seen from Figs. 3·5 the experimental data follows the same defocus
trends that our model predicts for both dielectric and metallic spherical nanoparticles.
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The slight deviations of the experimental data from the theory can be attributed to
the size variations of the nanoparticles, potential misalignments and vibrations in the
experimental setup, and the spectral width (∆λ ≈ 40 nm) of the illumination source
(Avci et al., 2016).
Our model has also been benchmarked against a discrete numerical model termed
boundary element method (BEM) using gold and polystyrene nanospheres in (Sev-
enler et al., 2017). This study also finds a good agreement between our model, the
BEM method, and experimental results, which further validates the accuracy of our
physical model to simulate sub-diffraction-limited interferometric nanoparticle signal.
3.5 Summary
In this chapter, we have considered WIM from a theoretical standpoint. We have
formulated an analytical model to simulate the nanoparticle response in WIM. The
model provides a thorough understanding of the system, enabling us to extend the
capabilities of WIM in terms of sensitivity, resolution, and nanoparticle character-
ization. Since WIM is an imaging technique based on Ko¨hler illumination with a
spatially incoherent light source, the model implements an idealized version of this
scheme in which a series of incoherent plane waves cover the angular spectrum range
defined by the NA of the optical system and the spatial extent of the light source.
These plane waves are treated separately – i.e., the overall signal is obtained adding
the intensities, instead of the fields. We use the angular spectrum representation
(ASR) approach, as detailed in (Novotny and Hecht, 2006), to map the input elec-
trical field components to the corresponding total driving fields at the sample plane.
Each component of the total driving field interacts with the nanoparticle separately,
resulting in scattered fields modeled using the Green’s function formulations for a
dipole near a layered substrate geometry as detailed in (Avci et al., 2016). The
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dipole approximation holds true to model the scattering of nanoparticles whose sizes
are much smaller than the wavelength of the incident light. Following the ASR treat-
ment, the resulting scattered field components due to each driving field along with the
specularly reflected input field component are mapped to the detector plane, where
the interfere takes place. The calculated intensities for each driving field component
are then summed to get the overall interferometric signal. It is also worth noting that
the scattered field components depend upon the size and type of the particle, as well
as the surrounding medium, the wavelength of the light, and the layered substrate.
We have also benchmarked the model against experimental findings, and found great
agreement between the two.
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Chapter 4
Pupil Function Engineering in Wide-field
Interferometric Microscopy for Enhanced
Nanoparticle Visibility
WIM is a powerful technique that allows for detection of many a nanoparticle simul-
taneously. In this chapter, we demonstrate that its nanoparticle detection capability
can be further enhanced by incorporating novel optical schemes into WIM. To do
so, we introduce pupil function engineering in WIM to improve the visibility of sub-
diffraction-limited low-index nanoparticles and push the limit of detection. We sys-
tematically investigate pupil function engineering in the illumination and collection
paths, and provide intuitive physical explanations along with experimental verifica-
tions. An overall of ten-fold enhancement is achieved in the visibility of low-index,
non-resonant polystyrene particles (r ∼ 25 nm) by the optical schemes detailed in
this chapter. Let us first start with pupil function engineering in the illumination
path in the following section.
4.1 Fourier filtering in the illumination path
In this section, we study how the illumination-NA (i.e., angle of the rays illuminating
the sample) affects the visibility of spherical nanoparticles. The angle of incidence
of the illuminating light changes the interferometric nanoparticle signal, and this
dependency comes from the orientation of the dipole moment excitation being a
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function of the incidence angle (θ) of the illumination (Avci et al., 2017a). With
incidence angle increasing, the dipole excitation in the vertical direction increases,
which in turn, results in energy radiating at degrees outside the collection range of
the objective (as shown in Fig. 2·3b), which is 0◦–53◦ for a 0.8 NA objective lens.
However, because WIM implements epi-illumination, those high angle illumination
rays end up getting specularly reflected from sensor surface and are collected by the
objective lens. As a result, their contribution to the background signal dominates
the resultant scattered light, which is both unenhanced and poorly collected (Avci
et al., 2017a). Hence, it follows naturally that limiting the illumination to a lower NA
will ensure dipole excitation mostly in the horizontal direction, which, in conjunction
with the layered sensor design, will have an enhanced radiation pattern well within the
range of collection angles as shown in Fig. 2·2b. Furthermore, a careful reader will also
notice that while the layered media design with d ∼ λ2/4 enhances the scattered light
collected from a nanoparticle, it simultaneously reduces the background by destructive
interference for low-NA illumination.
4.1.1 Experimental results and theoretical considerations
Based on our observations regarding dipole radiation with respect to illumination
angle thus far, we conduct an optimization study using the physical model detailed
in Chapter 3. The parameter of interest in this study is defined as the illumination
angle range. It assumes a typical system that uses a 50x/0.8 NA objective lens, a
spatially incoherent green light source (λ = 525nm), and a 25-nm-radius polystyrene
nanosphere atop SiO2/Si layered sensor with 100 nm oxide layer as depicted in Fig.
4·1.
The nanoparticle response simulations sweep the illumination-NA from 0.05 to
0.8. For example, if the illumination NA is 0.3, essentially the simulation considers an
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Figure 4·1: Wide-field Interferometric Microscopy setup. The ampli-
tude mask in the illumination path controls the range of illumination-
NA allowing for signal optimization (Avci et al., 2017a).
illumination range that spans incident plane waves from 0◦ to 17◦. This study reveals
that the maximum normalized intensity obtained from a 25-nm-radius polystyrene
nanosphere increases with decreasing illumination-NA. It converges to a 2.5% signal
at the lower end of the parameter boundary as shown in Fig. 4·2a.
Here, it is of great importance to make the following observation. When using the
full-NA illumination configuration, which has been the conventional way in SP-IRIS,
the interferometric signal gathered from a 25-nm-radius polystyrene nanosphere is
much less than what is empirically considered as the limit of detection, 1%. Hence,
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(a)
(b) (c)
Figure 4·2: (a) (Left) Maximum nanoparticle signal simulation with
respect to illumination-NA range. For instance, for a maximum
illumination-NA of 0.3, the sample gets illuminated by light rays span-
ning angles corresponding to 0 to 17◦. The red dashed line around
1.01 indicates the limit of detection in terms of particle visibility, i.e.,
<1% normalized intensity is considered indistinguishable from the back-
ground fluctuations. (Right) Defocus scans of low-NA illumination (0.3
NA) and full-NA illumination (0.8 NA) cases. (b) Median normalized
25-nm-radius polystyrene nanosphere images at their highest signal z-
plane for low- and full-NA configurations. (c) Experimentally obtained
average defocus data benchmarked against the simulations – the exper-
imental data points are laid on top of the red simulation curve from (a)
(Avci et al., 2017a).
under full-NA configuration, the particle would go undetected. This limit of detection
essentially stems from the background signal fluctuations owing to the morphological
variations in antibody spots that are typically used for biological nanoparticle capture
(Scherr et al., 2016). This study on the illumination alone reveals that, low-index,
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non-resonant polystyrene nanoparticles with 25 nm nominal radius can be rendered
visible in SP-IRIS.
Now, the experimental verification is in order. The experiment consists of two
different illumination configurations. First configuration uses a low-NA illumination
where it is limited to 0.3 NA, and the second uses a full-NA illumination where it
is set to 0.8 NA as defined by the objective lens. The model suggests that nearly
a five-fold improvement in the normalized intensity percentage should be expected
(from 0.5% to 2.3%) for 25-nm-radius polystyrene nanosphere as shown in Fig. 4·2a.
An experimentally important point to note here is that as the cone of light incident on
the sample decreases, i.e., illumination-NA range gets smaller, the necessary exposure
time to ensure data acquisition in the shot-noise limited regime increases. Hence, for
the low-NA illumination case, rather than choosing the NA range that provides the
highest signal, it can be traded for a shorter exposure time by settling for 0.3 NA
illumination. In fact, it should also be noted that in the paraxial regime, it is much
less physically challenging to achieve 0.3 NA illumination than to achieve 0.05 NA.
Doing so should only result in a negligible signal loss, which is less than 0.2% (see
Fig. 4·2a). Furthermore, multiple high power LEDs can be used in the system if
short acquisition time is essential for the application (Avci et al., 2017a).
As mentioned earlier, the experimental data are acquired by imaging the nanopar-
ticle sample at different defocus planes. The defocus is the axial shift of the top sensor
surface from the focal plane of the objective lens (Avci et al., 2016). The defocus scan
measurement is quintessential for this type of interferometric measurement, as max-
imized visibility (i.e., maximum signal-to-background ratio) for a nanoparticle can
occur in different z-planes depending on particle size, type, and the NAs of the illu-
mination and collection, owing to the change in phase between the reflected reference
field and scattered field components (Avci et al., 2017a).
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The experimental data shown in Fig. 4·2c reflect the low-NA (0.3 NA) illumi-
nation case. It is obtained by averaging the responses of 189 detected polystyrene
nanospheres with 25 nm nominal radius, and it demonstrates a great agreement with
theory. The size variations of the nanospheres might be the cause of the slight devia-
tions in the experimental data from the theory. The polystyrene nanospheres (circled
in green) are clearly visible with low-NA illumination configuration in contrast to the
full-NA configuration as shown by the median normalized images of the same field-
of-view in Fig. 4·2b. Fig. 4·2b shows the highest signal defocus plane nanoparticle
responses for both configurations. As predicted by the theory for the full-NA illumi-
nation case, the polystyrene nanospheres are not visible, hence go undetected in our
custom MATLAB particle detection software (Fig. 4·2b). Next, we discuss how this
interferometric signal can further be enhanced given its signal constituents.
4.2 Interferometric nanoparticle signal enhancement
Let us start by considering the simplest case when it comes to interferometry: two
coherent plane waves, E1 = A1e
iφ1 and E2 = A2e
iφ2 , interfering in a detector plane. If
we were to formulate the intensity measured by this detector, it would be as follows:
It = |E1 + E2|2 = A21 + A22 + 2A1A2cos(φ1 − φ2) (4.1)
where A1 & A2 are the real-valued amplitude components, and φ1 & φ2 are the
phase components for E1 and E2, respectively. Note that this intensity reaches max-
imum whenever the two waves are in phase, i.e., φ1 − φ2 = m × 2pi – where m is an
integer. Having laid the groundwork for interferometry, let’s now tie it to the problem
at hand, interferometric nanoparticle signal. To do so, we consider E1 as the reference
field and E2 as the scattered field as in Eq. 4.1. Therefore, the signal-to-background
ratio, also known as the normalized intensity (Inorm = It/Ir where Ir = |E1|2), for a
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nanoparticle can be written as follows:
Inorm = 1 +
A22
A21
+ 2
A2
A1
cos(φ1 − φ2) (4.2)
Now a crucial observation is in order. Assuming the amplitudes, A1 & A2, are
independent from one another, the normalized intensity has no upper bound, i.e.,
lim
A1→0
Inorm →∞ (4.3)
This holds true if the signal stays above the noise floor, which follows the Poisson
statistics for a shot-noise limited detection system (Avci et al., 2017a). Therefore,
one can make the claim that reducing the amplitude of the reference field will increase
the normalized intensity for a nanoparticle – again, noting that the collected signal
should stay above the noise floor. However, in reality, there are practical limitations
determined by the detector integration time, number of frame averaging, and stray
light from back reflections, which are the main factors that limit the enhancement in
nanoparticle signal.
4.3 Fourier filtering in the collection path
Based on the observations on the interferometric nanoparticle signal enhancement,
here we propose to implement a reference field amplitude reduction scheme in WIM
via pupil function engineering in the collection path. This will be carried out in
conjunction with the pupil function engineering in the illumination path. As depicted
in Fig. 4·5a, a 4f system in the collection path can relay the back focal plane of the
objective to a conjugate plane where the reference field forms an image in a Ko¨hler
illumination configuration. The pupil function engineering in the illumination path
essentially allows us to adjust the spatial extent of the reference field image in this
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filter plane. It is worth reiterating that the main purpose of this filter is to reduce
the amplitude of the reference field components. While the filter plane has the image
of the reference field, it also has the Fourier plane of the scattered field. Therefore,
one can simply minimize the spatial extent of the reference field in this plane so there
is little overlap between reference and the scattered field components. Thankfully,
as previously discovered, the low-NA illumination is the preferred configuration that
already improves the nanoparticle signal by 5-fold alone. This idea allows us to excite
the nanoparticles with high power illumination without saturating the detector with
high background signal (see Eq. 4.3). This will lead to further enhancement in the
interferometric signal especially for weakly scattering nanoparticles. The low-NA
illumination can be adjusted so that a spatial transmission filter covers the whole
angular spectrum of the illumination rays, reducing their specularly reflected fields’
amplitudes (i.e., reference field components). While this filter reduces all the reference
field components, only a part of the scattered field components (low-angle scattered
rays) will experience an amplitude reduction, which is hypothesized to lead to a
potential enhancement in the overall signal.
A careful reader will notice we have only considered an amplitude manipulation
scheme, which will provide us with a capability to reduce the background signal.
One then might ask: what about the phase? Acquiring a defocus scan, in fact,
allows us to sweep the phase difference between the specularly reflected reference
field components, which are mostly along optic axis since low-NA illumination is
used, and the scattered field components, which cover the whole angular range set by
objective NA. We essentially sample the interference curve at various phase points
and achieve maximum signal-to-background ratio at a particular defocus point. Thus,
the optical system proposed here allows for partial control over both the phase and
the amplitude of the signal constituents of a common-path interferometer (Avci et al.,
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2017a).
4.3.1 Experimental results and theoretical considerations
Our hypothesis regarding background reduction to improve nanoparticle visibility is
experimentally verified in this section. To do so, we first use a reflective off-the-shelf
apodization filter (Thorlabs, Inc) whose transmission profile is shown along with the
sketch of the optical setup in Fig. 4·3.
Figure 4·3: (a) Wide-field Interferometric Microscopy setup demon-
strating masks in both illumination and collection paths. The 4f system
in the collection path relays the back focal plane of the objective to a
conjugate plane where the filter is placed. (b) Apodization filter trans-
mission profile (Thorlabs, Inc).
As can be seen from the apodization filter transmission profile, the center of the filter
has the lowest transmission rate (∼0.1) and it increases from its center to the sides.
Therefore, in conjunction with low NA illumination, this can reduce the reference
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field more than the scattered field that spans the whole angular spectrum range set
by the objective NA (the back focal Fourier plane is 6.4 mm in diameter for a typical
50x/0.8NA objective lens), increasing the overall signal obtained from a nanoparticle.
The experiment uses 50-nm-radius polystyrene nanospheres with and without this
apodization filter in the collection path for a comparative study on the nanoparticle
signal enhancement. The results shown in Fig. 4·4 confirms our hypothesis that the
maximum nanoparticle signal can be enhanced using a spatial transmission filter to
reduce the background signal. It demonstrated a signal enhancement for 50-nm-radius
polystyrene particle, increasing from 12.8% to 19.5%.
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Figure 4·4: Nanoparticle signal enhancement through apodization
in the collection. The response of a non-resonant 50-nm-radius
polystyrene nanoparticle with filter and no filter case. Filled circles
indicate experimental data.
Our initial validation led to customizing the spatial transmission filter, as the off-
the-shelf apodization filters are not quite optimized for our application, in that, it
also reduces the scattered light significantly. The ideal transmission filter for our case
requires spatially matching the low angle reference beam with minimal impact on
the scattered light. Thus, next, we design a custom-made spatial reflective filter and
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carry out similar experiments to improve nanoparticle signal for even smaller scale
low-index, non-resonant nanoparticles.
The custom-made spatial reflective transmission filter consists of a gold layer pat-
terned on a glass cover slip. Its empirically verified transmission profile is given in
Fig. 4·5b. This filter has an optical density of 1.3 in a circular region with a diameter
of 3.2 mm, corresponding to 0.4 NA for the angular spectrum of 0.8 NA collection.
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Fig. 6. (a) Wide-field Interferometric Microscopy setup demonstrating masks in both illumination and collection paths. The 4f
system in the collection path relays the back focal plane of the objective to a conjugate plane where the filter is placed. (b) Custom-
made filter transmission profile.
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Fig. 6. (a) Wide-field Interferometric Microscopy setup demonstrating masks in both illumination and collection paths. The 4f
system in the collection path relays the back focal plane of the objective to a conjugate plane where the filter is placed. (b) Custom-
made filter transmission profile.
Figure 4·5: (a) Wide-field Interferometric Microscopy setup demon-
strating masks in both illumination and collection paths. The 4f sys-
tem in the collection path relays the back focal plane of the objective
to a conjugate plane where the filter is placed. (b) Custom-made filter
transmission profile (Avci et al., 2017a).
In the experiments, the reference beam in the back pupil aperture of the objective,
hence on the filter plane, is set at 1.6 mm in diameter. This, within the paraxial
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regime, corresponds to a 0.2 NA illumination, which ensures ease of alignment of the
reference field with regards to 0.4 NA spatial filter, and provides sufficient illumination
power for a reasonable exposure time in image acquisition. As shown in Fig. 4·5b,
the custom filter has a transmission rate of 0.05 in its center (with radius of 1.6
mm) and the rest of the filter area has a transmission rate of 0.4. As previously
explained, in a Ko¨hler illumination scheme, the light source is imaged on the back
focal plane of the objective. In our optical setup, the same plane is relayed to a filter
plane via a 4f lens system. By placing this custom filter in a conjugate plane to the
back focal plane of the objective, we can effectively reduce the reference intensity
by around 95%. The scattered field, however, is in the Fourier plane in the back
focal aperture of the objective lens. Hence, it covers a region of 6.4 mm in diameter
on the filter. The NA of the objective and the magnification of the 4f lens system
determines the extent of this area. It is important to note that the high spatial
frequency components of the scattered field (>0.4 NA) do not interact with this
low transmission part of the filter. Therefore, a partial adjustment between the
reference field and part of the scattered field can be achieved. In other words, within
this filter, the high spatial frequency components of the scattered field encounters a
transmission rate that is higher than what the entire reference field experiences. This,
in turn, allows for the interferometric signal constituents, the reference and scattered
fields, to be more comparable to one another in terms of their amplitude. We use
25-nm-radius polystyrene nanospheres in the experiments. The results demonstrate
considerable nanoparticle signal enhancement (over a factor of 2) for low-index, non-
resonant nanospheres with a nominal radius of 25 nm (see Fig. 4·6). One can observe
this enhancement by inspecting Fig. 4·6a where the highest signal defocus plane
nanoparticle responses obtained with 1.3 OD spatial filter and without this filter are
shown. The experimental normalized intensity percentage data shown in Fig. 4·6b is
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obtained by averaging the responses of 76 detected 25-nm-nominal-radius polystyrene
particles. It demonstrates an enhancement level of over a factor of 2 – the signal
increasing from 3.7% to 7.8%. We use a custom MATLAB software that implements
particle registration across images for comparative analysis of particle responses under
various conditions (e.g., filter case vs no filter case).
No filterFilter – OD 1.3
(a)
(b)
Figure 4·6: Further nanoparticle signal enhancement through spatial
filtering. (a) Median normalized 25-nm-radius polystyrene nanosphere
images at their highest signal z-plane for 1.3 OD spatial filter and no
filter configurations. (b) Experimentally obtained average defocus data
of polystyrene nanospheres with 25-nm-nominal-radius (Avci et al.,
2017a).
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4.4 Summary
In this chapter, we have introduced pupil function engineering into wide-field inter-
ferometric microscopy to enhance the visibility of sub-diffraction-limited low-index
nanoparticles. Our main goal here has been to push the limit of detection in WIM.
Having discussed the signal constituents of WIM and the scattering of nanoparti-
cles near layered surfaces, in this chapter, we have provided the motivation to carry
out Fourier filtering in both illumination and collection paths. The pupil modifica-
tion in the illumination path has resulted in the detection of low-index, non-resonant
polystyrene nanospheres of 25 nm nominal radius with a more than 3% signal-to-
background ratio, demonstrating a five-fold signal improvement over conventional
full-NA Ko¨hler illumination. This signal improvement in the nanoparticle signal can,
in fact, be attributed to the phenomenon that sub-wavelength nanoparticles scatter
the incident light as electric dipoles. By studying the nature of the energy radiation
from the electric dipole in the vicinity of a layered sensor surface (Section 2.3), we have
shown that the radiation patterns can be engineered, similar to the dipole antenna
directivity. In this chapter, we have realized that the interferometric nanoparticle
signal then can be maximized by optimizing the illumination geometry, rendering
even the smaller scale sub-wavelength nanoparticles visible in a wide-field imaging
setting. Thus, the study provided in this chapter has revealed that the conventional
implementation of full-NA illumination in a Ko¨hler illumination geometry falls short
of providing optimal nanoparticle signal in wide-field common-path interferometric
imaging, due to inefficient collection of the scattered light. That is to say, with our
layered sensor surface, we achieve optimal nanoparticle excitation and the resultant
scattered light collection in a low-NA illumination and full-NA collection configuration
(Avci et al., 2017a). We have also shown that in addition to the signal enhancement
achieved by pupil function engineering in the illumination path, we can further im-
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prove the interferometric nanoparticle signal by using a spatial reflective transmission
filter placed in the Fourier plane of the collection path. This filter essentially allows us
to reduce the amplitude of the reference field, making it more comparable to that of
the weakly scattered field. This, in turn, results in an improved signal-to-background
ratio. We have demonstrated an additional two-fold increase in the normalized in-
tensity signal, resulting in a nearly 8% signal-to-background ratio for 25-nm-radius
polystyrene nanoparticles. In summary, we have achieved an overall ten-fold enhance-
ment in nanoparticle signal compared to the original implementation of SP-IRIS. The
modifications in optical setup have rendered particles of sizes below 50 nm in diameter
visible in a high-throughput fashion. The optical schemes introduced in this chapter
opens up many possibilities to detect low-index nanoparticles. One can expect to
detect such particles down to 12 nm in radius with a conservative limit of detection
at 1%, given the nanoparticle signal in an interferometric measurement scales with
particle polarizability, hence particle volume. Thereby, our technique has a potential
as a high-throughput, label-free, and highly-sensitive detection platform, which can
be used to study weakly scattering biological particles such as viruses and exosomes,
covering almost their full size spectrum.
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Chapter 5
Reconstruction in Wide-field
Interferometric Microscopy for Imaging
Low-index Nanoparticles Beyond the
Diffraction Limit
WIM allows for high-throughput detection of weakly scattering nanoparticles. The
nanoparticles much smaller than the resolution limit are detected as diffraction-
limited-spots in the image. Through this dissertation, it has been realized that the
nanoparticle imaging capabilities of WIM can be improved significantly by incorpo-
rating optical reconstruction schemes. This chapter is dedicated to the investigation
of the optical reconstruction concepts in WIM with the goal of improving the reso-
lution of sub-diffraction-limited low-index nanoparticle images to further infer shape
and orientation information. The reconstruction schemes we explore include defocus-
based reconstruction to super-resolution reconstruction in tandem with asymmetric
illumination. Throughout this chapter, we demonstrate the utility of the model-
based reconstruction schemes in WIM to enhance the nanoparticle image resolution
and infer further from the interferometric signal.
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5.1 Model-based image reconstruction schemes in wide-field
interferometric microscopy for enhanced nanoparticle
sensing
With the advent of computational tools, scientists have increasingly gained interest in
finding solutions to many complex inverse problems in systems that are governed by
physical phenomena. Computational optical imaging has therefore seen a tremendous
progress over the last two decades or so (McLeod and Ozcan, 2016). Such inverse
problems necessitate the development of robust physical models to be used in the
reconstructions. The reconstruction algorithms used throughout this chapter make
use of the optical transfer function of our system obtained via the physical model
detailed in Chapter 3. Next, we discuss the adaptation of this physical model to
realize a linear shift invariant model.
5.2 Physical model
This section formulates a refined closed-form solution of a dipole scatterer and realizes
a linear model for the WIM signal to be used in the reconstruction schemes. The
detailed derivations for the point spread functions are provided in Chapter 3 and
elsewhere (Novotny and Hecht, 2006; Avci et al., 2016), and therefore, are skipped
here for brevity. We start with the formulation of the total driving field at the sample
as follows:
E(r)t,m =
↔
H(r)t,m ⊗ E(r)i,m (5.1)
where r denotes spatial coordinate vector,
↔
H(r)t,m denotes the point spread function
(PSF) tensor of the illumination geometry including the reflections from the layered
substrate as detailed in Section 3.1.3, E(r)i,m denotes the incident field, and super-
script m denotes each individual plane wave component. The scattered field can be
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defined as the perturbation of the driving field by the presence of the nanoparticle.
In the far-field, it can be expressed as:
E(r)s,m =
k2o
o
↔
G(r)s,mp (5.2)
p = m
↔
αE(r)t,m (5.3)
where
↔
G(r)s,m denotes the sum of the primary and the reflected dyadic Green’s func-
tions as provided in Appendix B, p denotes the dipole moment,
↔
α denotes the particle
polarizability tensor and ko denotes the wavenumber. Similar to the mapping of in-
cident fields to the object plane, the scattered and reflected reference fields can be
mapped to the image plane as follows:
E(r)us,m =
↔
H(r)s,m ⊗ E(r)s,m (5.4)
E(r)ur,m =
↔
H(r)r,m ⊗ E(r)i,m (5.5)
where u superscript denotes fields in image plane. Consequently, the total intensity at
the image plane can be found by the incoherent summation of the magnitude squares
of the interfered reflected and scattered fields within the angular spectrum range of
the system as follows:
It(r) =
∑
mNA
[
|E(r)ur,m|2 + |E(r)us,m|2 + E(r)u∗r,mE(r)us,m + E(r)ur,mE(r)u∗s,m
]
(5.6)
To further simplify this equation, we normalize it by the reflected field intensity
as follows:
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In(r) =
∑
mNA
[
1 +
|E(r)us,m|2
|E(r)ur,m|2
+
E(r)us,m
E(r)ur,m
+
E(r)u ∗s,m
E(r)u ∗r,m
]
(5.7)
As can be observed from the Eq. 5.7, the model constitutes a quadratic solution,
posing a nonlinear inverse problem in the reconstruction of the underlying object from
the signal. A linear shift invariant (LSI) model however can be realized assuming
a weakly scattering object. This linear model essentially considers the scattered
field intensity to be much smaller than that of the reference field, which is a valid
assumption for low-index sub-diffraction-limited structures due to the volume and
refractive index dependent particle polarizability. The quadratic term in Eq. 5.7 can
therefore be neglected, which reveals a LSI model. We can then define the effective
PSF of the system as follows:
I(r) =
∑
mNA
k2o
o
[↔
Gs,mpo
Eur,m
+
(
↔
Gs,mpo)
∗
Eu ∗r,m
]
(5.8)
where the po denotes the dipole moment. To obtain a generalized PSF, often known
as the impulse response in image reconstruction lexicon, the dipole moment for a
non-resonant sub-diffraction-limited spherical particle is assumed.
5.3 Model-based image reconstruction based on defocus for
improved interferometric nanoparticle imaging in WIM
In this section, we implement a defocus based reconstruction scheme in WIM to
improve on its nanoparticle imaging capability. The reconstruction makes use of the
model detailed in Chapter 3 to calculate the transfer function of the system as a
function of the defocus. In other words, through the physical model, we obtain the
PSFs for a set of defocus planes. To recover the underlying nanoparticle objects from
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the interferometric observations, we solve the following least-squares problem with a
side constraint (regularizer):
arg min
x
N∑
j=1
‖ Ajx− yj ‖22 +α ‖ x ‖22 (5.9)
where Aj denotes the convolution operator associated with the PSF matrix in Eq.
5.8 for a particular defocus plane, x denotes the underlying structure to be recov-
ered, yj denotes the system response at a particular defocus plane, α denotes the
regularization parameter, and N denotes the number of defocus observations. Note
that the first term in this optimization problem accounts for the data fidelity, which
represents, when convolved with the system PSF, how close the underlying structure
is to the observed image; the second term is the quadratic regularization term that
accounts for the prior knowledge about the underlying structure. Furthermore, the
PSF depends on multiple parameters that include the wavelength of the light, illu-
mination/collection NA, layered sensor etc. as discussed in detail in the previous
chapters. Fig. 5·1 below shows an example PSF at a particular defocus plane for
reader’s reference.
To solve the least-squares problem in Eq. 5.9 based on a set of defocus observations
and recover the underlying structure, x, we use – perhaps the most widely used
regularization method – Tikhonov regularization as follows:
x = F−1
{ ∑N
j=1 I˜
∗
j y˜j∑N
j=1 |I˜j|2 + α
}
(5.10)
where Ij denotes the PSF matrix at a particular defocus plane as given in Eq. 5.8,
·˜ denotes Fourier spectrum and F−1{·} denotes inverse Fourier transform operator.
In the next section, we provide an experimental demonstration of this defocus based
image reconstruction in WIM.
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Figure 5·1: PSF of WIM: 0.8NA illumination & collection, 50x mag-
nification, unpolarized illumination with λ = 525 nm.
5.3.1 Experimental results
We experimentally demonstrate our defocus based reconstruction scheme in WIM
using an artificial sample whose diagram and SEM image are shown in Figs. 5·2a &
Fig. 5·2b, respectively. The images are taken using a 50x/0.8 NA objective and green
LED light.
As can be observed from Fig. 5·2c, the conventional WIM image cannot resolve the
bar structures that has 300 nm separation between them. Through our model-based
defocus reconstruction however, the bar structures can be distinguished individu-
ally. We should also note that the reconstructed image introduces artifacts in the
background owing to the noise amplification inherent to most of the reconstruction
methods. It is expected that more sophisticated reconstruction techniques such as
implementation of non-quadratic regularizers or iterative approaches can significantly
lessen those artifacts. Next, we investigate asymmetric illumination based reconstruc-
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(a) (b) (c) (d)
Figure 5·2: (a) Artificial sample diagram: top and side views. (b)
SEM image of the artificial sample. (c) Conventional raw interferomet-
ric image of the sample. (d) Reconstructed image of the sample.
tion scheme in WIM, which has the potential to extend the resolution capabilities of
the optical system further, providing super-resolution interferometric images.
5.4 Structured illumination in WIM for super-resolution
imaging of nanoparticles
In this section, we aim to further extend the spatial resolution in WIM by employing
asymmetric illumination in tandem with image reconstruction. It has been previously
shown that the asymmetric illumination in DPC can double the Fourier space coverage
of the optical system in both directions, i.e., kx & ky (Tian and Waller, 2015).
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(a)
(b)
Figure 5·3: (a) WIM setup with asymmetric illumination. (b) Phase
transfer functions for each illumination configuration.
Therefore, for an optical system that uses an epi-illumination configuration, the spa-
tial resolution can potentially be improved by up to a factor of 2. In WIM, we
structure an asymmetric illumination pattern by using a semi-circular spatial ampli-
tude mask in the illumination path as shown in Fig. 5·3a above. As can be seen from
Fig. 5·3b, this type of spatially incoherent structured illumination achieves an ex-
tended coverage of the spatial frequency space along the asymmetry with significant
phase contrast. For example, four different observations of a sample of interest, each
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corresponding to a particular orientation of the mask as shown in Fig. 5·3, can then
be used to reconstruct high contrast nanoparticle images with resolution beyond the
diffraction limit. To do so, similar to Eq. 5.9, one can solve the following least-squares
problem based on a set of asymmetric illumination observations:
arg min
x
N∑
j=1
‖ Ajx− yj ‖22 +α ‖ x ‖22 (5.11)
where Aj denotes the convolution operator associated with the PSF matrix in Eq. 5.8,
this time, for a particular illumination geometry, x denotes the underlying structure
to be recovered, yj denotes the system response based on the illumination geometry,
α denotes the regularization parameter, and N denotes the number of different illu-
mination configurations. Fig. 5·3 shows an example set of four different illumination
configurations.
We use Tikhonov regularization to solve the least-squares problem in Eq. 5.11
based on a set of illumination geometry observations and recover the underlying
structure, x, as follows:
x = F−1
{ ∑N
j=1 I˜
∗
j y˜j∑N
j=1 |I˜j|2 + α
}
(5.12)
where Ij denotes the PSF matrix for a particular illumination geometry, ·˜ denotes
Fourier spectrum and F−1{·} denotes inverse Fourier transform operator. In the
next section, we provide experimental demonstrations of this asymmetric illumination
based image reconstruction in WIM.
5.4.1 Experimental results
In our experiments, we first use artificial bar structures to assess the resolution en-
hancement rendered by the asymmetric illumination in conjunction with image re-
construction. The sample diagram is shown in Fig. 5·4a. The bar structures are
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300 nm apart from one another (see the SEM image shown in Fig. 5·4b). The
images of the sample taken with conventional WIM using a 100x/0.9 NA objective
and green LED light demonstrates that the resolution of the system normally is not
sufficient to resolve the bar structures separately (see Fig. 5·4c). However, as hypoth-
esized earlier, asymmetric illumination based reconstruction enhances the resolution,
rendering super-resolution images of the same sample, where the bar structures are
distinguished individually as shown in Fig. 5·4d.
(a) (b) (c) (d)
(e) (f)
Figure 5·4: (a) Artificial sample sketch: top and side views. (b) SEM
image of the artificial sample. (c) Conventional raw interferometric
image of the sample. (d) Reconstruction image of the sample. (e)
Cross-section along the red line in (c). (f) Cross-section along the blue
line in (d).
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Next, we image a similar artificial sample, this time, with bar structures separated
by 200 nm from each other as depicted in Fig. 5·5a. The SEM image of the sample
is also given in Fig. 5·5b. As can be seen from the conventional WIM image of the
sample in Fig. 5·5c, the parallel bar structures in the sample appears as a one big
blob. Through the asymmetric illumination based reconstruction scheme however,
we start to recover the underlying objects (see Fig. 5·5d).
(a) (b) (c) (d)
(e) (f)
Figure 5·5: (a) Artificial sample sketch: top and side views. (b) SEM
image of the artificial sample. (c) Conventional raw interferometric
image of the sample. (d) Reconstruction image of the sample. (e)
Cross-section along the red line in (c). (f) Cross-section along the blue
line in (d).
We also use another type of artificial sample whose shape resembles a filamentous
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virus. The diagram for such a sample is given in Fig. 5·6a. As can be seen from the
SEM image shown in Fig. 5·6b, this L-shaped structure has a 300 nm & 1000 nm
short and long components, respectively. The experimental results obtained using a
50x/0.8 NA objective is given in Fig. 5·6. The raw interferometric image is incapable
of visualizing the short component, and the whole structure looks as though it is
cylindrical-shaped. On the other hand, through the asymmetric illumination based
reconstruction, the short component is distinguishably visualized, revealing the actual
shape of the nanostructure.
(a) (b)
(c) (d)
Figure 5·6: (a) Artificial sample sketch: top and side views. (b) SEM
image of the artificial sample. (c) Conventional raw interferometric
image of the sample. (d) Reconstruction image of the sample.
Next, we image a similar L-shaped structure, this time with 200 nm & 1000 nm
short and long components, respectively (see Figs. 5·7a & 5·7b). Moreover, we use a
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100x/0.9 NA objective to further extend the image resolution. While the conventional
WIM again falls short to produce an image with sufficient resolution to reveal the
short component of the structure as shown in Fig. 5·7c, our asymmetric illumination
based reconstruction method reveals it in the final image, elucidating the actual shape
of the filamentous virus-like sample as demonstrated in Fig. 5·7d.
(a) (b)
(c) (d)
Figure 5·7: (a) Artificial sample sketch, top and side views. (b) SEM
image of the artificial sample. (c) Conventional raw interferometric
image of the sample. (d) Reconstruction image of the sample.
Perhaps we should emphasize one more time the existence of the artifacts in the
backgrounds of the reconstructed images presented in this section. Although this
may not seem to be an issue for such sparse samples used here, it is expected that
the experiments involving real biological nanoparticles might necessitate the develop-
ment of more robust reconstruction methods based on non-quadratic regularizers or
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iterative techniques as previously mentioned.
5.5 Summary
In this chapter, we have incorporated optical reconstruction techniques into wide-
field interferometric microscopy to extend its imaging capability and spatial reso-
lution, with the goal of inferring further shape and orientation information of the
sub-diffraction-limited low-index particles. In computational imaging, model based
reconstruction schemes are ubiquitously used to recover the underlying objects with
high precision from the images. In our model based reconstruction schemes, we have
used the physical model detailed in Chapter 3. A linear model has been first realized
through weak scattering assumption. We have outlined two different reconstruc-
tion strategies: (i) a defocus-based reconstruction, (ii) an asymmetric illumination-
based reconstruction for nanoparticle imaging beyond the diffraction limit. For
each scheme, we have performed experiments involving artificially fabricated sam-
ples, demonstrated the improvements achieved with each scheme, and benchmarked
them against the gold standard images obtained with SEM. While the defocus-based
reconstruction was able to improve image quality, revealing further shape and ori-
entation information about the artificial samples, the asymmetric illumination-based
reconstruction was able to surpass that by providing images with higher image qual-
ity/contrast and with resolutions beyond the diffraction limit. The asymmetric il-
lumination based reconstruction technique enabled up to two-fold improvement in
the Fourier space coverage of the optical system, unveiling more detailed information
about the artificial samples.
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Chapter 6
Nanoparticle Signal Characterization in
Wide-field Interferometric Microscopy
Interference enhanced wide-field nanoparticle imaging is a powerful technique for
sensing and/or imaging labeled and label-free sub-diffraction-limited nanoparticles.
Beyond sensing and visualization of such particles, the interferometric signal repre-
sents unique opportunities, particularly for nanoparticle characterization purposes.
This stems from the fact that the nanoparticle defocus images result in a particle-
specific response, allowing for nanoparticle classification, especially in terms of their
type and size (Avci et al., 2016). In the first part of this chapter, we investigate this
interferometric nanoparticle response based on the design parameters. These param-
eters include particle type, size, height from surface, as well as the layered sensor type
and geometry. In the second part, we combine a model based supervised learning al-
gorithm with the wide-field common-path interferometric microscopy to demonstrate
accurate characterization of nanoparticles in terms of their type and size, and discuss
practical considerations alongside experimental results.
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6.1 Wide-field interferometric microscopy response charac-
terization based on layered sensor, nanoparticle size, type
and height from layered surface
The nanoparticle response in WIM depends on various parameters including particle
type, size, height from surface, as well as the layered sensor design as formulated in
the physical model in Chapter 3. In this section, we investigate the effects of each
of the aforementioned parameters on the interferometric nanoparticle signal. Our
simulations in this section consider the following parameters pertaining to the optical
design: λ = 525 nm, illumination-NA = 0.3, collection-NA = 0.8, n1 = 1, n2 = 1.45
(unless otherwise specified), n3 = 4, polystyrene = 2.56, gold = −4.1355 + 2.6132i.
The wavelength selection is based upon the fact that the spherical gold nanoparticles
ranging from 30 nm to 60 nm in diameter exhibit surface plasmon resonances between
523 nm and 536 nm.
The common-path nature of WIM does not allow for independent control over
the phase of the reference field with regards to the scattered field obtained from the
nanoparticle, as both fields share the same path. However, this relative phase is a
function of defocus, which is defined as the axial shift of the top sensor surface from
the focal plane of the objective lens as illustrated in Fig. 6·1 below. This stems
from the fact that in a low-NA illumination & full-NA collection configuration, the
scattered and reflected fields have largely different propagation directions: while the
reference field components travel mostly along the optical axis, the scattered field
components spread almost across the entire angular spectrum range as explained
previously in Sections 2.3 & 4.3. Therefore, the relative phase between the two fields
can essentially be swept by acquiring images at a set of defocus positions. That is
to say, one can sample the “interference envelope” by sweeping this relative phase by
changing the substrate position axially.
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(a) (b)
Figure 6·1: Defocus scan: (a) when the sensor surface is in the same
plane as the focal plane of the objective (zd = 0 case), (b) when the
sensor is displaced by zd in the negative direction (Avci et al., 2016).
6.1.1 The effects of layered sensor on the interferometric nanoparticle
response
The interferometric signal of a nanoparticle has a strong dependence on the layered
substrate, and in this section, we investigate this dependence in terms of the thick-
ness and refractive index characteristics of the layered substrate. The thickness of
first layer of the substrate (characterized with n2 in Fig. 6·1) not only affects the
reflectivity of the reference signal but also determines the amount of light scattering
collected from the nanoparticle as previously discussed in Chapter 4. In Fig. 6·2, the
simulated defocus curves for both a dielectric nanoparticle with 25 nm radius and
a gold nanoparticle with 20 nm radius for a range of thicknesses (d) are presented,
demonstrating the overall effect of the substrate geometry on the interferometric sig-
nal.
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Figure 6·2: Spherical silica nanoparticle (r = 60 nm) responses, and
spherical gold nanoparticle (r = 30 nm) responses with respect to d:
(a) Simulation parameter (shown in red), (b) Silica particle responses,
and (c) Gold particle responses.
As can be observed from Fig. 6·2, for a given set of d, the normalized intensity is
enhanced the most for d = 100 nm in both cases (non-resonant dielectric particle and
resonant metallic particle). This enhancement can be explained by the optimal self-
interference of the scattered light that occurs when d ∼ λ2/4. Furthermore, around
this thickness, the specularly reflection of the low angle illumination light is minimized
as this thin layer on the substrate acts as a partial anti-reflection coating for its given
refractive index characteristics, which contributes to the enhanced nanoparticle signal
as well.
Apart from the phase adjustments for self-interference through layered thickness,
the interferometric signal can also be further enhanced by decreasing the amplitude
of the reference field through “fine-tuning” of the reflection coefficients. This can be
achieved by adjusting the material characteristic of the spacer layer (denoted with
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the index of refraction n2) in the sensor design. As shown in Fig. 6·3, the nanopar-
ticle signal is enhanced for n2 that minimizes the reflectivity. Notice that perfect
anti-reflection coating is obtained when n2 is the geometric mean of n1 & n3 for nor-
mal incidence, i.e., n2 =
√
n1 × n3. Since in the case of zero reflection, practically
we have a dark-field measurement, and our aim is to reduce to reference field ampli-
tude without completely getting rid of it – so as not to diminish the interferometric
nanoparticle enhancement. We essentially accomplish that by adjusting the angle
of incidence. For instance, low-NA illumination of 0.3 can ensure reduced however
non-zero reference field.
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Figure 6·3: Spherical polystyrene nanoparticle (r = 25 nm) responses,
and spherical gold nanoparticle (r = 20 nm) responses with respect to
n2: (a) Simulation parameter (shown in red), (b) Polystyrene particle
responses, and (c) Gold particle responses.
As illustrated in Fig. 6·3, for n1 = 1 & n3 = 4, the interferometric nanoparticle
signal is most enhanced around n2 = 2. A careful reader will also notice that past this
geometric mean point that is n2 = 2, the reflection coefficient changes sign, hence
a phase reversal is observed in the defocus scan. In other words, the positive and
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negative peaks swap z positions owing to this pi phase shift.
6.1.2 The effects of nanoparticle size and type on the interferometric
nanoparticle response
The interferometric signal in WIM is a function of the nanoparticle size and type that
is evident in the polarizability dependency of the scattered light as given in Eq. 2.2.
Unlike the solely scattered light based techniques, whose signals scale quadratically
with polarizability, WIM signal scales linearly with polarizability. This, in turn,
provides a linear relationship between the nanoparticle size and its interferometric
signal as can be seen in Fig. 6·4. This phenomenon also opens up opportunities
for size based nanoparticle classification in WIM given the known or pre-determined
dielectric characteristics of the particles. This can be particularly useful for studying
viruses of various types and lengths, as their sizes and functionalities vary depending
on the length of their genomes, and our technique can have the potential to eliminate
the need to use laborious imaging techniques such as SEM to obtain size information.
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Figure 6·4: Spherical nanoparticle responses with respect to radius
for polystyrene and gold particles: (a) Simulation parameter (shown
in red), (b) Polystyrene particle responses, and (c) Gold particle re-
sponses.
The nanoparticles exhibit distinctive interferometric signal in WIM pertaining
to their type. This distinctiveness is especially discernible when comparing a non-
resonant particle response to that of a resonant particle as given in Fig. 6·4. The
nanoparticle signal dependence on the dielectric characteristics of the particle is again
visible in the polarizability equation (see Eq. 2.2). While non-resonant particles have
only a real dielectric constant (relative permittivity), the resonant particles have a
complex dielectric constant. Therefore, the dielectric characteristics of a nanoparticle
can affect both the amplitude and the phase of the scattered field by way of the
polarizability mechanism, which, in turn, results in a distinct signature in the WIM
signal. The non-resonant particles exhibit a strong positive peak in their signal, whilst
the resonant particles exhibit both strong positive and negative peaks. Note that the
nanoparticles are assumed to be resting on the surface of the layered substrate (i.e.,
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h = r).
As can be seen from the defocus curves given in Fig. 6·4, the nanoparticles exhibit
size- and type-dependent signals in WIM, which can be used for discrimination and
characterization purposes. We discuss this phenomenon in more detail and present a
potential application later in this chapter.
6.1.3 The effects of nanoparticle height from the layered surface on the
interferometric nanoparticle response
Another important parameter that affects the interferometric signal is the axial po-
sition of the nanoparticle (h), which factors in as an additional phase term in the
far-field calculations of the scattered field (see Eq. B.2). As the nanoparticles are
positioned farther away from the layered substrate surface, their signal drops consid-
erably, owing to the reversal of the self-interference phenomenon as seen in Fig. 6·5
for both dielectric and metallic particles. As explained before, the layered substrate
is designed to enhance the collected scattered light from nanoparticles, assuming they
rest on the surface. However, since the elevation of particles manifest itself as an extra
phase shift between the forward and backward scattered light; with the increase in
the particle elevation, the enhancement from the self-interference goes through a re-
versal, reducing the overall signal and making the nanoparticle detection challenging
especially for low-index, non-resonant nanoparticles.
83
(a)
0 20 40
60 80 100
120 140
−2−1
01
20.95
1
1.05
h (nm)
Responses of a Polystyrene Particle with r = 25 nm
Defocus (um)
No
rm
ali
ze
d 
In
te
ns
ity
 (a
.u
.)
(b)
0 20 40
60 80 100
120 140
−2−1
01
20.95
1
1.05
h (nm)
Responses of a Gold Particle with r = 20 nm
Defocus (um)
No
rm
ali
ze
d 
In
te
ns
ity
 (a
.u
.)
(c)
Figure 6·5: Spherical polystyrene nanoparticle (r = 25 nm) responses,
and spherical gold nanoparticle (r = 20 nm) responses with respect to
h: (a) Simulation parameter (shown in red), (b) Polystyrene particle
responses, and (c) Gold particle responses.
The effects of nanoparticle height from the layered surface particularly have direct
consequences concerning the interference enhanced nanoparticle imaging in solution,
as nanoparticles exhibit Brownian motion in both axial and lateral directions. The
influence of the particle height from surface on the signal is investigated in (Avci
et al., 2016) for full-NA illumination & collection geometry using 60 nm gold spherical
nanoparticle. The nanoparticle elevation from the surface of the layered substrate can
change the interferometric signature as demonstrated in Fig. 6·6 below. A 60 nm
spherical gold nanoparticle exhibits a strong negative contrast, resting on the surface
of the layered substrate, however, when its center is elevated by 40 nm, its response
changes to a strong positive peak at a different defocus plane.
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(a) (b)
Figure 6·6: Spherical gold nanoparticles (r = 30 nm) at (a) h = 0 nm
(GNP1) and h = 40 nm (GNP2), and (b) their interferometric responses
(GNP1 shown in red, and GNP2 shown in blue) (Avci et al., 2016).
For instance, a scenario, in which 60 nm gold nanoparticle labels vary in axial po-
sitions, essentially would necessitate the defocus data acquisition for accurate count
of target nanoparticles in a field of view. In fact, the following example perhaps can
further elucidate our point: In Fig. 6·7, gold nanoparticle responses with regards to
particle elevation are provided for three different defocus planes. The regions 1 and
2 define signal levels that fall within ±%1 and ±%2, respectively. When the gold
label signal falls within these regions, labeled particle detection becomes unreliable
depending the state of the assay, due to the comparable spurious signal levels from the
impurities such as dust particles in the background. For example, assuming a uniform
height distribution between 0 and 100 nm for the gold labels, the blue dashed curve in
Region 2 would corresponds to ∼ 37% of the gold labels exhibiting indistinguishable
signal levels when only imaged at at zd = −500 nm (Avci et al., 2016).
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Figure 6·7: Spherical gold nanoparticle (r = 30 nm) responses with
respect to h for three defocus planes: zd = -500 nm, 0 nm, and 500 nm.
Region 1 and Region 2 correspond to signal levels that fall between
±%1 and ±%2 contrast regions, respectively (Avci et al., 2016).
Moreover, in biological assays using DNA-directed antibody for enhanced capture
efficiency, it has been demonstrated that the nanoparticle elevations from the layered
surface can be up to 30 nm (depending on the number of base pairs in the DNA)
(Seymour et al., 2015). These assays are often used with secondary probes tagged with
metallic particles for signal enhancement in a sandwich assay format, which makes
it similar to the case in Fig. 6·7, necessitating careful design and image acquisition
strategies for accurate digital detection and counting of the labels (Avci et al., 2016).
6.2 Nanoparticle discrimination based on wide-field interfer-
ometric microscopy response and forward model
Label-free virus detection and sizing has been at the forefront of the common-path
interferometric nanoparticle imaging applications, with earlier studies relying on a
single focal plane interferometric image to do this task (Daaboul et al., 2014; Scherr
et al., 2016). This can only yield reliable and repeatable results in ideal circumstances,
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where the sample only contains a certain kind of nanoparticles and the optical prop-
erties of the target nanoparticle are known a priori. However, such single plane
interferometric image often can lead to inaccurate detection and sizing due to the
polydispersity in nanoparticles and morphological variations on the layered substrate
surface (Avci et al., 2017b). This clearly necessitates a more robust detection and
particle characterization method in WIM, which, in fact, can be realized by defocus
data acquisition strategy (Avci et al., 2016; Trueb et al., 2017). Furthermore, the
multi-defocus-plane interferometric nanoparticle imaging can not only provide more
accurate detection and visualization of weakly-scattering sub-diffraction-limited par-
ticles but also open up opportunities for classification. The development of a rigorous
physical model (detailed in Chapter 3) has made it possible to understand and utilize
the optical system on a more advanced level, leading to the realization of a more
robust approach toward nanoparticle detection and discrimination as suggested in
(Trueb et al., 2017). In this section, we introduce a new approach to nanoparti-
cle characterization in WIM by developing a supervised learning based classifica-
tion algorithm that utilizes the distinctive defocus signatures of the interferometric
nanoparticle responses. The distinctive nanoparticle defocus response stems from the
phenomenon that the additional phase introduced by the axial shift manifests itself
as a particle-specific signature as shown in Fig. 6·8b (Avci et al., 2016; Avci et al.,
2017b). Here, we define the defocus as the axial shift of the top sensor surface from
the focal plane of the objective lens as illustrated in Fig. 6·8a.
There is a growing need for a robust nanoparticle classification scheme in WIM,
which can detect thousands of particles within a single field-of-view in a labeled and/or
label-free manner. To illustrate this point, assume a multiplex assay, where label-free
viruses and metallic particle-labeled antigens are captured on the same sensor surface
(U¨nlu¨, 2015). For such assays, to achieve accurate quantitative results, it is necessary
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Figure 6·8: Defocus scan: (a) when the sensor surface is in the same
plane as the focal plane of the objective (z = 0 case), (b) when the
sensor is displaced by zd in the negative direction (Avci et al., 2017b).
to distinguish label-free nanoparticles from the metallic labels following their detec-
tion. In addition to the type classification, accurate size discrimination of a polydis-
perse pathogen population captured on the sensor surface can have clinical relevance
in diagnostics context. Hence, a reliable nanoparticle classification when combined
with the successful detection of the target nanoparticles using WIM can help us realize
the full potential of our technique, opening up many opportunities for wide variety of
applications. Therefore, our goal in this section is to realize a model based classifica-
tion algorithm for discriminating the interferometrically-detected nanoparticles based
on their size and type. To do so, we utilize the defocus signatures of nanoparticles
of different types and sizes to develop a machine learning based nanoparticle classi-
fication scheme using support vector machine classifier (SVM). Among the existing
supervised learning classifiers, e.g., bagging decision trees, boosted trees, k-nearest
neighbors algorithm etc., we choose SVM as our classification algorithm, due to its
well-established utility in many aspects of image classification, spanning from face
recognition to cell sorting (Chapelle et al., 1999; Heiselet et al., 2001; Dalal and
Triggs, 2005; Subasi, 2013; Furey et al., 2000; Guyon et al., 2002). SVM classi-
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fiers are based on constructing hyperplanes that linearly separate the labeled feature
vectors within the training data set.
Our training data set in this technique comes from the simulated interferometric
signals corresponding to different type and size nanoparticles. Upon the supervised
learning with the simulated data set, the experimental observations are processed with
the algorithm, in which the classification takes place in two steps: first, the nanopar-
ticle type determination in terms of dielectric characteristics, i.e., resonant (e.g., gold)
or non-resonant (e.g., polystyrene), and second, given the type, the nanoparticle size
determination.
Perhaps, a direct fit approach using the physical model might appear to be an
easier way for such a classification task, however, doing so would get quickly compu-
tationally expensive, considering the large parameter space and the high-throughput
of the optical system, which can detect up to 106 nanoparticles simultaneously (Avci
et al., 2017b). Here, we propose to circumvent this potential computational burden
of having to fit each particle response for every single detection event by adapting a
machine learning approach, in which a simulation based data set is used as a training
set in advance (offline). Using a model to generate the training data enables the inte-
gration of large training data sets into the algorithm, eliminating the need to obtain
training data sets manually, and perhaps more importantly ‘the human error’ that
comes with it.
In the following sections, we explain the classification algorithm in more detail,
as well as provide experimental demonstrations of our technique by using a sample
that has a mixture of gold and polystyrene nanospheres. The sample nanoparticles
are classified in terms of type and size. Our method has a particular potential ap-
plication in multiplexed WIM experiments, where classification of nanoparticles can
not only provide more information about the target but also eliminate the false count
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of spurious signal (noise) as a result of the non-specific binding events (Avci et al.,
2017b).
6.3 Classification algorithm
The classification method is based on a supervised learning algorithm known as sup-
port vector machine (SVM) as mentioned earlier. SVM realizes the hyperplane with
the largest margin, optimizing the separation of a given set of labeled training data.
For instance, if we have (xi, yi) as our training data set, where xi is a vector with
N features and yi corresponds to its label, it results in the classification function,
f(x) = y (Furey et al., 2000). Since xi is a vector with N data points, the hyperplane
is in the N-dimensional vector space (i.e., RN) (Avci et al., 2017b). The SVM based
classification scheme is focused on interferometric nanoparticle signal discrimination
in terms of type and size.
In WIM, nanoparticles exhibit unique defocus signatures that we can utilize to
discern information on their size and type. Our algorithm, in a nut shell, learns
from the characteristics of the simulated defocus signatures, and then processes the
experimental data to classify the nanoparticles in terms of type and size. The training
data set consists of 41 features, with each feature corresponding to a interferometric
nanoparticle response at a particular defocus point. The defocus range is essentially
determined by the depth of field of the optical imaging system. The simulated training
data are obtained using the following parameter ranges for gold and polystyrene
nanoparticles: 15 nm ≤ r ≤ 75 nm, 520 nm ≤ λ ≤ 530 nm; r being the nanoparticle
radius, and λ being the illumination wavelength.
We use the built-in Matlab SVM classification functions: fitcsvm for binary classif-
cation model and fitcecoc for multi-class classification model. Furthermore, a nonlin-
ear kernel function (e.g., Gaussian) is used in SVM classifiers to handle the complexity
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owing to the nonlinear features of the vectors (Guyon et al., 2002). This has provided
more accurate predictions with the test data set on the trained classifier (Avci et al.,
2017b). The supervised learning for particle type classification considers only the
dielectric characteristics of the nanoparticle as a class label, whereas the supervised
learning for particle size classification considers only the radius (r) as a class label for
a given type. We divide the classification into two steps: first, the classification based
on type, and second, the classification based on size for each type. The two-step
approach provides higher accuracy compared to training and classifying type and size
in a single step (Avci et al., 2017b).
6.3.1 Classification in terms of nanoparticle type
In WIM, as mentioned in Section 6.1.2, the resonant particle response (e.g., gold
nanoparticles) differs from the that of low-index particle (e.g., polystyrene nanopar-
ticles) by exhibiting a strong positive and negative peaks in its defocus signal, owing
to its dielectric characteristics (Avci et al., 2016). Fig. 6·8b illustrates this differ-
ence in the nanoparticle signature. This discernible difference in the interferometric
response is the mechanism that renders resonant nanoparticles distinguishable from
the low-index nanoparticles. In the experiment, the particle types are determined
upon training the simulated defocus curves that are single-labeled with type informa-
tion with the built-in Matlab SVM function (fitcsvm), a binary classification model.
6.3.2 Classification in terms of nanoparticle size
Given the particle type, its size can be determined based on its volume dependent
defocus signal. That is to say, in WIM, the nanoparticle defocus response is a size
dependent signal that scales with the particle polarizability. Notice that the polariz-
ability scales linearly with particle volume (see Eq. 2.2). For example, for polystyrene
nanospheres of radius 25, 30 and 35 nm, the peak-to-peak normalized intensities are
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2.5%, 3.4%, and 6.5%, respectively (Avci et al., 2017b). Therefore, our multi-class
SVM based size classification algorithm can determine the size distribution of a cer-
tain particle population using the size-dependent peak-to-peak intensity values of the
defocus curves. In the experiment, the particle size distributions are obtained upon
training the simulated defocus data sets, corresponding to nanoparticle responses of
various sizes (15 nm ≤ r ≤ 75 nm) for a particular type, with the built-in multi-class
SVM function in Matlab, fitcecoc. Notice that, in this case, the training data set label
is the particle size.
6.4 Experimental results and practical considerations
In this section, we present the experimental results of the proposed nanoparticle clas-
sification method in WIM. We use a sample that contains gold nanospheres of 29 nm
nominal radius and polystyrene nanospheres of 37 nm nominal radius. The nanopar-
ticles are spin-coated on SiO2/Si sensor chip (see Fig. 2·8) with 100 nm thick silicon
dioxide. The sample is imaged using WIM at 41 defocus planes (with 100 nm sep-
aration between the adjacent planes) to obtain the experimental defocus responses
of the nanoparticles in the sample. The experimental data are then processed with
a custom Matlab code, which implements difference of Gaussian spatial filtering to
find nanoparticle locations in the image (Trueb et al., 2017). Note that the Matlab
code finds the locations of the diffraction-limited nanoparticles in the images blindly,
without any consideration on the particle type or its signal strength. In the exper-
iment, we ensure data acquisition in the shot-noise limited regime by implementing
frame averaging with sufficient exposure times. For each defocus image, the exposure
time and the number of frame averaging are set to 100 ms and 10, respectively. Upon
detecting the nanoparticles in the field-of -view, their normalized intensity defocus re-
sponses are extracted for a total of 200 nanoparticles. First the type determination is
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Figure 6·9: (a) Experimentally obtained defocus curves of gold
nanospheres upon supervised learning based classification. (b) Image
of gold and polystyrene nanospheres circled in yellow and blue, re-
spectively. (c) Experimentally obtained defocus curves of polystyrene
nanospheres upon supervised learning based classification. (d) and
(e) Nanoparticle size histogram of detected gold and polystyrene
nanospheres, respectively (Avci et al., 2017b).
carried out on the experimental data. The yellow and blue circles in Fig. 6·9b shows
the detected and type-classified gold and polystyrene nanospheres, respectively. No-
tice that this figure only shows a zoomed-in image of the part of the field-of-view. For
reader’s reference, we also provide the type-classified nanoparticle responses in Figs.
6·9a & 6·9c, demonstrating a discrimination performance with 100% accuracy using
this sparse artificial sample that only contains gold and polystyrene nanoparticles.
In the second part of our classification algorithm, we determine the size distribu-
tions of the same detected particles, taking into account their previously determined
types. Given the size dependent normalized intensity strength, the size range for the
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nanoparticles of the same type can be easily realized as suggested earlier. We feed the
previously detected and type-classified gold and polystyrene nanoparticle experimen-
tal data into size classification alogithm and obtain the size histograms as shown in
Figs. 6·9d & 6·9e. The results are in reasonable agreement with the nominal particle
sizes provided by their manufacturers. The slight deviations in the distributions can
perhaps be attributed to the inherent variations in nanoparticle size and shape during
the synthesis, as well as to the spectral width of the light source (∆λ ≈ 40 nm), and
the imperfections in the experimental setup such as misalignments, vibrations, and
back reflections (Avci et al., 2016; Avci et al., 2017b).
6.5 Summary
In this chapter, we have investigated several parameters that influence the nanopar-
ticle response in WIM. In particular, particle type, size, height from surface, as well
as the layered sensor design have been examined in detail. We have shown that the
layered substrate can be engineered to optimize the interferometric signal for target
nanoparticles whose size and type have a deterministic influence on the signal. We
have also demonstrated that the nanoparticle axial positions with reference to the
layered substrate surface influence the signal considerably, necessitating careful con-
siderations, especially for in-liquid experiments. In the second part of this chapter,
we have demonstrated nanoparticle classification in WIM by combining its powerful
nanoparticle detection capability with a model-based supervised learning algorithm.
The proposed classification method achieves high accuracy as experimentally verified
in this chapter. It should be noted that the multivariable dependency of the inter-
ferometric signal poses a challenging problem to infer its constituents (Avci et al.,
2017b). Our aim is to leverage the multi-parameter-dependent nanoparticle signal in
WIM for developing a target particle classification algorithm that will complement
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its well-established detection modality. We have simplified this inverse problem with
certain a priori information/assumption. We have also imposed certain limitations
to our method in terms of nanoparticle size range and shape to maintain accuracy.
We have only considered particles of spherical shape. However, the algorithm can
potentially be extended to the classification of prolate particles by modifying the po-
larizability calculations, and carrying out the supervised learning accordingly. The
physical model imposes a size constraint, due to its inherent assumption of the dipole
approximation, which only works well when the particle size is much smaller than the
illumination wavelength. The size classification assumes a predetermined dielectric
characteristics for the particles. We should also note that polystyrene nanoparticles
exhibit similar non-resonant dielectric characteristics as the biological particles, which
are of particular interest in clinical studies. In the last part of this chapter, we have
demonstrated the utility of our model-based classification method with a simple ex-
periment, where we classify a mixture of resonant gold and non-resonant polystyrene
nanoparticles in terms of type, as well as obtain size distributions for these type-
classified gold and polystyrene particles, whose nominal radiuses are 29 nm and 37
nm, respectively. Our classification method can have a potential impact in nanopar-
ticle detection using interferometric microscopy, where it enables simultaneous use
of labeled (e.g., with gold nanoparticles) and label-free detection modalities. The
nanoparticle classification can also be used to improve the sensitivity by accurately
eliminating the count of nonspecifically-bound particles that often lead to spurious
signal in the biological experiments.
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Chapter 7
Conclusions and Outlook
7.1 Conclusion
This dissertation provides significant contributions to the advancement of detection,
imaging, and signal characterization of single nanoparticles in wide-field interferomet-
ric microscopy. We laid out the foundations of WIM and provided a rigorous physical
model that allowed us to analyze its signal constituents in depth. An accurate model
of WIM is a quintessential part of this dissertation that serves not only as a guide
for the experiments, but also as a tool to explore new optical schemes to push the
boundaries of WIM in terms of sensitivity, spatial resolution and nanoparticle signal
characterization.
In Chapter 2, we provided the fundamentals of wide-field interferometric mi-
croscopy in the context of nanoparticle detection with an emphasis on the common-
path interferometry. We examined in great detail how the layered media in WIM can
be used to engineer the light scattering collected from the nanoparticles. To do so,
we provided intuitive simulation-based illustrations. We also discussed the SNR for
WIM, and outlined the instrumentation development and sample fabrication in this
chapter.
In Chapter 3, we formulated an analytical model for a common-path wide-field in-
terferometric microscopy scheme, which can easily be adapted to model other types of
interferometric imaging techniques. We benchmarked the physical model against ex-
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perimental findings, and found great agreement between them, validating our model.
In Chapter 4, we focused on pupil function engineering to improve the sensitivity
of WIM. We showed that optimal nanoparticle excitation and the resultant scattered
light collection in the vicinity of a layered sensor surface is achieved in a low-NA illumi-
nation and full-NA collection configuration. In addition to the enhancement rendered
by pupil function engineering in the illumination path, we also showed that the in-
terferometric nanoparticle signal can further be enhanced with the implementation
of a spatial reflective transmission filter placed in the Fourier plane of the collection
path. This filter approach enabled us to reduce the amplitude of the reference field,
making it more comparable to the amplitude of the weakly scattered field, which
in turn, resulted in an improved signal-to-background ratio to detect non-resonant
particles that would normally go undetected. By modifying both illumination and
collection paths through pupil function engineering, we demonstrated an overall of
ten-fold enhancement in the visibility of low-index, non-resonant nanoparticles.
In Chapter 5, we focused on incorporating optical reconstruction strategies into
WIM to image low-index sub-diffraction-limited nanoparticles with super-resolution.
We have demonstrated model-based reconstruction techniques based on defocus and
asymmetric illumination. Each reconstruction strategy aims at recovering the un-
derlying structure that is the weakly-scattering nanoparticle using the experimental
observation data in conjunction with a corresponding model-based transfer function.
We successfully demonstrated the imaging of e-beam fabricated resolution samples be-
yond the conventional spatial resolution limits, achieving up to two-fold improvement
with the structured illumination based reconstruction strategy. We also benchmarked
the reconstructed images against their gold standards, which, in this case, are SEM
images.
In Chapter 6, we utilized the physical model outlined in this dissertation to in-
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vestigate the various parameters that influence the nanoparticle response in WIM. In
particular, particle type, size, height from layered surface, as well as the layered sen-
sor design were examined in detail. Through our analyses, we found that the layered
substrate in WIM can be adapted to optimize the nanoparticle signal, while defocus
scan data acquisition strategy can be used to maximize it, as well as its signature
can be utilized for particle discrimination purposes for both non-resonant dielectric
particles and resonant metallic particles. We also demonstrated the nanoparticle
characterization capabilities of WIM by combining this powerful nanoparticle imag-
ing technique with a model based supervised learning scheme. Our nanoparticle
classification scheme demonstrated utility not only in differentiating resonant gold
nanoparticles from non-resonant polystyrene nanoparticles but also in obtaining size
their size distributions. Our classification model can be used in multiplexed WIM
experiments where label (e.g., with gold nanoparticles) and label-free detection take
place simultaneously. Furthermore, it can be used to improve the sensitivity in biologi-
cal experiments by discriminating target nanoparticles from the nonspecifically-bound
particles.
In conclusion, this dissertation provided an in-depth analysis of the interference-
enhanced nanoparticle imaging, whose foundations were laid out in SP-IRIS. To im-
prove on it, we formulated a rigorous physical model, which was instrumental in the
realization of optical schemes to advance its nanoparticle detection, imaging, and
characterization capabilities. We achieved enhanced sensitivity in the detection of
low-index, sub-diffraction-limited nanoparticles, improved the spatial resolution of
such particles in the interferometric images, and devised a supervised learning based
nanoparticle classification method for accurate target characterization.
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7.2 Future directions
This dissertation has opened up various potential research paths that can lead to fur-
ther improvements in nanoparticle sensing, imaging, and characterization capabilities
of WIM. The physical model developed in this thesis assumes a spherical geometry
for the nanoparticles to formulate an analytical solution for their polarizability cal-
culations. The model can be made more comprehensive by making use of numerical
methods, such as finite-difference time-domain or discrete dipole approximation, to
simulate interferometric responses of asymmetric nanoparticles.
The successful demonstration of the pupil function engineering in WIM has not
only led to an overall ten-fold nanoparticle signal improvement but also cultivated
several other research ideas and collaborations that include the model based image
reconstruction with the asymmetric illumination, whose groundwork has been laid out
in this dissertation. One exciting study that is currently undergoing as a result of this
dissertation makes use of the angle-controlled illumination to recover the underlying
object image from the interferometric responses. Another direction of study is on
a hybrid common-path/double-path interferometric imaging system, in which the
layered substrate is engineered such that the scattered light is enhanced through self-
interference whilst the excitation light is extinguished through anti-reflection behavior
of the same substrate, and a separate reference arm in the optical system provides the
reference field with controllable amplitude and phase without affecting the scattered
light.
Alternative to the hybrid system, one can also partially control the phase between
the scattered and reference light through using the 4-f WIM introduced in this dis-
sertation and a mirror with two concentric regions. Such mirror can be placed in the
conjugate plane where the reference and scattered fields are mostly spatially sepa-
rated with reference field imaged in the center. While a piezo-driven central part of
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the mirror can allow for the control of the phase between the scattered and reference
light, the amplitude of the reference field can also be adjusted by engineering the
reflectivity of this moving part of the mirror via a thin-film coating, proving means
to control both the amplitude and the phase of the reference light with regards to the
scattered light.
The nanoparticle characterization algorithm via model-based supervised learning
introduced in this dissertation can be improved in junction with the model improve-
ments that will allow for simulation of the WIM signal for asymmetric nanoparticles.
Another potential improvement of the characterization algorithm can be realized by
incorporating noise into the training data sets. Inclusion of experimental data sets
into model based supervised learning can realize a more realistic and accurate char-
acterization algorithm.
A highly-sensitive, label-free, high-throughput nanoparticle detection and imaging
platform has been realized through this dissertation, and further improvements, as
outlined above, can reveal an even more powerful platform technology, which can
have a broad application span, from clinical diagnostics to biotechnological research.
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Appendix A
Fresnel Reflection Coefficients
Figure A·1: Fresnel reflections from a layered substrate.
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ki = (ω/c)ni where i = {1, 2, 3}
kz1 = k1cosθm; kz2 = k2
√
k22 − k21sin2θm;
kz3 = k3
√
k23 − k22sin2θm,2; θm,2 = asin(
n1
n2
sinθm)
(A.1c)
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Appendix B
Far-field Green’s Functions
The primary and reflected far field Green’s functions,
↔
G0(r, r0) &
↔
Gr(r, r0), in
spherical coordinates are as follows:
↔
G0(r, r0) =
ejk1r
4pir
 1− sin2θcos2φ −sin2θsinφcosφ −sinθcosφcosθ−sin2θsinφcosφ 1− sin2θsin2φ −sinθsinφcosθ
−sinθcosφcosθ −sinθsinφcosθ sin2θ
 (B.1a)
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where
Φ
(1)
1 =
[
e−ik1hcosθ + rp(θ)eik1hcosθ
]
e−ik1zdcosθ (B.2a)
Φ
(2)
1 =
[
e−ik1hcosθ − rp(θ)eik1hcosθ] e−ik1zdcosθ (B.2b)
Φ
(3)
1 =
[
e−ik1hcosθ + rs(θ)eik1hcosθ
]
e−ik1zdcosθ (B.2c)
h is the height of the dipole from the top layer of the substrate, and zd is defocus.
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Appendix C
Bessel Function Closure Relations and
Miscellaneous Math
2pi∫
0
cos(nφ)eηpcos(φ−ρ)dφ = 2pi(jn)Jn(ηp)cos(nρ) (C.1a)
2pi∫
0
sin(nφ)eηpcos(φ−ρ)dφ = 2pi(jn)Jn(ηp)sin(nρ) (C.1b)
For x-oriented dipole, its electric field in the image plane is:
Eup,x(β, ρ, w) =
θmax∫
0
2pi∫
0
jω2µ0µ1
f2e
j(k1f1−k2f2)
8pi2f1kz2
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0
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j(k1f1−k2f2)ejk2w
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√
n1
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I00 − I02cos(2ρ)−I02sin(2ρ)
0
× µx (C.3)
For y-oriented dipole, its electric field in the image plane is:
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For z-oriented dipole, its electric field in the image plane is:
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