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Abstract
Effective decision making requires understanding
the uncertainty inherent in a prediction. To esti-
mate uncertainty in regression, one could modify
a deep neural network to predict coverage inter-
vals, such as by predicting the mean and stan-
dard deviation. Unfortunately, in our empirical
evaluations the predicted coverage from existing
approaches is either overconfident or lacks sharp-
ness (gives imprecise intervals). To address this
challenge, we propose a novel method to esti-
mate uncertainty based on two distinct neural net-
works with two distinct loss functions in a similar
vein to Generative Adversarial Networks. Specif-
ically, one network tries to learn the cumulative
distribution function, and the second network tries
to learn its inverse. Theoretical analysis demon-
strates that the idealized solution is a fixed point
and that under certain conditions the approach
is asymptotically consistent to ground truth. We
benchmark the approach on one synthetic and five
real-world datasets, including forecasting A1c
values in diabetic patients from electronic health
records, where uncertainty is critical. In synthetic
data, the proposed approach essentially matches
the theoretically optimal solution in all aspects. In
the real datasets, the proposed approach is empiri-
cally more faithful in its coverage estimates and
typically gives sharper intervals than competing
methods.
1. Introduction
Deep learning techniques are a proven breakthrough in
a multitude of prediction problems; however, effective
decision-making often requires accurate assessment of un-
certainty in addition to prediction (Bellman & Zadeh, 1970).
In a single continuous outcome, the conditional probability
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distribution can be used more effectively in decision-making.
For example, consider forecasting future lab values of dia-
betic patients from electronic health records. Whether this
forecast should be used in decision making on clinical ac-
tions is dependent on how certain it is, which depends on the
recency and completeness of the data. Therefore, we want
to build a system that faithfully quantifies its uncertainty
based on the available information.
Quantifying uncertainty has a long history in statistics and
has been extended into neural network frameworks (Blun-
dell et al., 2015; Gal, 2016; Blei et al., 2017). The out-
puts of these systems should ideally be statistically cali-
brated (Mitchell & Wallis, 2011), meaning that the predicted
probability matches the ground truth occurrence rate of an
event (e.g., in binary prediction, 70% positive probability
should indicate that the event is actually positive 70% of
the time). This is checked by evaluating true hit rates on
validation data. Notably, out-of-the-box deep learning meth-
ods typically result in over-confident models, but correction
methods such as Platt scaling in binary classification can be
effective (Platt, 1999; Guo et al., 2017).
In regression, there have been many recent efforts to pro-
vide effective confidence intervals, including heteroskedas-
tic regression (Harvey, 1976), post-hoc isotonic regression
(Zadrozny & Elkan, 2002), Bayesian approximate methods
(Gal, 2016), and ensemble methods (Lakshminarayanan
et al., 2017). Empirically, we have found that existing meth-
ods are either faithful to the prediction interval (e.g., the 95%
confidence interval covers 95% of the outcomes) or sharp
(e.g., the prediction interval is narrow), but not both, as we
demonstrate in our experiments. This challenge could partly
be due to the inherent fact that existing methods achieve
sharpness by overfitting, leading to unfaithful coverage.
In this manuscript, we introduce a new modeling framework
capable of learning a network that provides both faithful
coverage intervals and sharp predictions. A straightforward
idea would be to learn a function g to approximate the con-
ditional Cumulative Distribution Function (CDF) given a
data sample. However, there is no effective loss that can be
directly used to learn this function; instead, we introduce
a second network f to approximate the conditional inverse
CDF. Despite the seeming similarity to an autoencoder with
these paired functions, the networks must be learned with
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separate losses in a similar vein as the Generative Adver-
sarial Network (GAN) (Goodfellow et al., 2014). We show
that the desired solution is a fixed point of the optimization
scheme (g and f are the true conditional CDF and inverse
CDF). Furthermore, we show that g’s optimality only re-
quires f to satisfy fairly mild conditions, yielding a stable
solution with asymptotic consistency under certain model
classes. This framework can either be used to extend exist-
ing neural network architectures or as a post-hoc correction
method. In the following sections we provide theoretical
analysis and demonstrate empirical performance on one
synthetic dataset and five real-world datasets.
2. Related Work
Uncertainty in binary classification is relatively well-
explored. In the classical logistic regression setting, the
probability is usually well calibrated (Kull et al., 2017).
However, deep networks become overconfident from over-
fitting, which can be partially addressed by the usage of
normalization and weight decay (Guo et al., 2017) or by
intelligently varying the inputs (Thulasidasan et al., 2019).
Platt scaling has been fairly effective (Platt, 1999). In this
two-step method, the initial prediction is learned as pi on
the training data, and then a small reserved dataset is used
to fit qi = σ(a + bpi) as the calibrated probability. An-
other frequently used nonparametric calibration method is
called isotonic regression (Zadrozny & Elkan, 2002), where
the interval from 0 to 1 is binned from the pre-trained net-
work, and the observed proportions on the data replaces the
original predicted probability.
For a continuous output, one needs a separate predicted
value for each percentile of interest. Succinctly, this re-
quires the coverage of full span of the conditional distribu-
tion. Classically, this has been performed with the tilted loss
functions in quantile regression (Koenker & Bassett, 1978),
which has been extended into neural network frameworks to
make it simultaneously mimic the full distribution over the
full support (Romano et al., 2019; Tagasovska & Lopez-Paz,
2019). Alternatively, Bayesian Neural Networks naturally
form a scheme to generate uncertainty estimates (Gal, 2016).
One can draw a posterior predicted distribution based on
the data we observed using sampling methods (Neal, 2012).
To address computational challenges, one can approximate
the Bayesian solution by introducing dropout training as an
approximation to Bayesian inference (Gal & Ghahramani,
2016), by using variational inference (Blei et al., 2017),
or stochastic gradient sampling methods (Li et al., 2016).
While Bayesian approaches have nice theoretical properties,
they suffer under mis-specification of the model and inabil-
ity to correctly assess the posterior, resulting in mismatch
between the claimed credibility and reality.
Alternatively, one could directly estimate uncertainty by
training the model to produce both a mean and variance esti-
mate (Nix & Weigend, 1994). However, this initial model is
not stable and prone to overfitting, but can be enhanced by
adjusting the gradient calculation and training the mean and
variance model separately (Skafte et al., 2019). We could
also combine different neural networks with mild pertur-
bations to create uncertainty estimates (Lakshminarayanan
et al., 2017) or decompose the overall uncertainty into a few
components accounting for different noises and errors on
top of ensemble model (Liu et al., 2019). Mixture models
can also be used to approximate any form of distribution
function (Brando et al., 2019). Finally, a counterpart to
isotonic regression called calibrated regression can be ap-
plied in continuous cases after an initial model has been
trained (Kuleshov et al., 2018).
Compared to these approaches, our method is unique be-
cause it does not rely on any underlying distributional as-
sumptions nor rely on any approximation in its gradient
calculation. We can incorporate all training covariates to
learn a function that effectively generates the prediction in-
terval for any possible quantile, which is precise and faithful
in uncertainty estimate. Our model is also theoretical sound
and we prove consistency to ground truth for given model
classes.
3. Preliminaries
Before introducing our learning methodology, we first set
up the notation and network definitions.
3.1. Notation
Let X denote the input features, X ∈ X ⊂ Rp, with x
denoting an observed sample. We denote Y ∈ R as the
continuous outcome variable with an observed values y. It is
assumed to have a joint distribution function p(Y,X) and an
underlying conditional distribution function, p(Y |X). Let
y(q,X) denote the q′th quantile, where P(Y < y(q,X)|X) =
q. For instance, q = 0.5 would yield the median of the
conditional distribution. p(q) is a chosen distribution to
generate the percentiles in (0, 1].
3.2. Neural Network Approximation Functions
The proposed method is based on two functions. We will
first define them along with their predictive goals, and then
discuss how such functions can be learned with neural net-
works. First, we have the function fθ(X, q) with param-
eters θ, which will be denoted as f for simplicity. The
goal of this network is to approximate the inverse CDF
Y |X . An optimal function f should have the property that
f(q,X) = y(q,X) ∀ q ∈ (0, 1], X ∈ X . Our second func-
tion is gγ(y(q,X), X) with parameters γ (simplified as g)
that tries to approximate the conditional CDF. It takes a
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Figure 1. 1(a) gives a visualization of the the f -network. The dashed line means the objective function does not produce a useful
derivative. 1(b) gives the g-network, which helps with the non-derivative objective function in Eq. (1). In this framework, f and g can be
jointly trained to learn the two functions. 1(c) gives the final mapping to the quantiles after the network has been trained.
random value a, together with covariate X , to predict its lo-
cation in conditional distribution P(Y < a|X). A perfect g
should have the property g(y(q,X), X) = q, ∀X ∈ X , q ∈
[0, 1). When both f and g perfectly match their goals, they
satisfy the following properties: (i) g(f(X, q), X) = q for
q ∈ (0, 1]; (ii) the quantile q is true in expectation, with
Ep(Y |X)[Y < f(X, q)] = q. (1)
These two properties will be exploited in the following to
create a learning scheme based on neural networks.
4. Joint Function Learning
A first approach to achieving the equality in Eq. (1) would
be to directly adopt it as an objective (e.g., minimize the
square loss ||Ep(Y |X)[f(X, q) < Y ]− q||2); unfortunately,
this objective functions gradient comes from an indicator
function that is useless for learning. We will circumvent the
learning issue by our joint learning scheme.
Specifically, the neural networks fθ and gγ are bestowed
with two distinct losses,
g-lossγ : Eu∼p(q),x,y∼p(X,Y )[
`(1(Y <fθ(u,x)), gγ(fθ(u,x),x))
]
(2)
f-lossθ : Eu∼p(q),x∼p(X)[
(u− gγ(fθ(u,x),x))2
]
(3)
The loss ` is a logistic regression loss, `(b, a) = −b log a−
(1−b) log(1−a). Eq. (2) and (3) are the losses in true expec-
tation; in practice, we would use empirical risk minimization
approach to estimate the expectation. The distribution for
quantiles p(q) can be chosen as desired. Any distribution
that fully covers the [0, 1) space satisfies our theoretical
framework; in practice, we choose U(0, 1) (uniform distri-
bution). A visualization of this proposed model framework
is given in Figure 1.
The g-loss and f-loss defined in Eq. (2) and Eq. (3) are
straightforward to optimize, allowing an alternating learning
scheme with standard gradient methods. Note that most
neural network architectures could be easily incorporated
in this framework. Remarkably, under conditions similar to
the theoretical claims in GAN (Goodfellow et al., 2014),
these losses induce a fixed point for f and g at their desired
properties (see Section 4.1). We further demonstrate that
g has a fixed point at the desired solution for very mild
conditions on f , meaning that g is robust to a sub-optimal
f . We describe the full learning strategy to exploit this
realization in Section 4.2 and Algorithm 1.
Additionally, if desired, our method could be integrated with
a heteroskedastic regression in a two-stage procedure. A
two-stage procedure works to first learn an initial model,
and then learns a second calibration estimate on a small
reduced dataset and a reduced set of variables (Weigend
et al., 1990; Steyerberg, 2019).
4.1. Theoretical Results
The functions g and f should learn the CDF and inverse
CDF of Y |X . Here, we explore when the loss functions
in (2) and (3) will lead to these goals. Suppose that f and
g have enough capacity to represent the ground truth dis-
tribution functions (a mild assumption in neural networks),
then we can show that the optimal solution is a fixed point
of the training scheme. Below is a sketch of proof of these
claims, with a significantly more detailed proofs available
in the Supplemental Material. We begin our analysis with g.
Proposition 1. Assume that f(U,X) is a function we used
to approximate the inverse CDF of Y |X (not necessarily
optimal), then a g-function minimizing (2) is optimal when
it is equivalent to the CDF, or Y |X →d g(Y,X)
Proof. First, recall our g-loss can be expanded as:
−Eu∼p(q),x∼p(X)[P (Y < f(u, x)|x) log(g(f(u,x),x))
+ P (Y > f(u,x)|x) log(1− g(f(u,x),x))] (4)
Succinctly, by fixing any {u, x} and letting f(u,x) = z,
then the inner part becomes P (Y < z|x)log(g(z,x)) +
P (Y > z|x)log(1 − g(z,x)). For any function f(b) =
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−{alogb + (1 − a)log(1 − b)}, its unique minimum is
attained when b = a. Therefore, g(z,x) is optimal when:
g(z,x) = P (Y < z|x) =⇒ Y |X →d g(Y,X).
The result is robust to the distribution p(q) over percentiles
as long as it is has support over all of [0, 1). Our default
choice is the uniform distribution.
Proposition 1 reveals an interesting result: g has a fixed
point at the optimal solution even when f is not optimal.
This leads to an additional question, which is whether our
estimate will actually achieve our optimal result. To do that,
we sketch out a consistency proof of g that is independent
of f . This assumption is critically dependent on the existing
M-Estimator theory (Van der Vaart, 2000). Prior to the
statement of the theorem, we need to denote some additional
notation. We define any learned g to be a function δ that
comes from function space ∆. We make the assumption
that the ground truth CDF function g0 is included in ∆ as
δ0. Note that using this functional space is important for
the theory because two different parameter settings in g can
map to the same function (see Supplemental Material). Let
d be a distance measurement (e.g., absolute difference in L1
or squared difference in L2).
Next, note that the g-loss of a single sample g-lossi is:
−[1(yi<zi|xi)log(g(zi,xi)) + 1(yi>zi|xi)log(1− g(zi,xi))]
Let the M -estimator Mn be the sample average of the
loss of a given, evaluated at function g: Mn(g) =
−∑i(g-lossi)/n and M(g) = −E(g-lossi) (true expec-
tation). With that, we can now state the theorem:
Theorem 1. For  > 0, If the following three conditions
are satisfied, then d(δ0, δˆn)→P 0, n→∞,
1. sup
δ∈∆
|Mn(δ)−M(δ)| Pr−→ 0
2. sup
δ:d(δ,δ0)>
M(δ) < M(δ0)
3. The sequence of estimator δˆn satisfy Mn(δˆn) ≥
Mn(δ0)− oP (1)
To show that our optimal finite sample estimator is con-
sistent (gˆn → g0, the ground truth conditional CDF (δ0
in theorem)), we need to satisfy these three conditions. A
detailed derivation can be found in Supplemental Material,
but we will give some intuition on the conditions. Note that
in our derivations we limit the function class to those that
satisfy Lipschitz continuity in order satisfy these conditions.
Lipschitz continuity can be imposed in neural networks
(Arjovsky et al., 2017) and is a realistic assumption in uncer-
tainty quantification because of the smoothness over q. The
first condition is a form of uniform convergence in probabil-
ity, and describes that the finite sample objective function
should well-approximate the objective function in expecta-
tion as the number of samples increases regardless of the
chosen δ. The second condition states that the ground truth
δ0 is the only setting that maximizes the objective function
in expectation, and the third condition states that if we have
a sequence of functions δˆn that is approximately equals δ0
in the finite sample objective Mn, then by the large sample
property of condition one the limit of the sequence will dom-
inate the objective function in expectation. Thus, if the δˆn
is not consistent proximal to ground truth, it violates these
conditions.
Succinctly, for our smooth model class, our estimator g is
consistent if we can find a way to optimize the objective
function. While we assume that the optimization will be
optimal in the proof, recent theoretical advances in deep
learning suggest that it may be a reasonable assumption
in practice (Du et al., 2018), although those results do not
cover our precise situation.
Next we explore the fixed point properties on f :
Proposition 2. When the g-function is ideal, then the f -
function is optimal under Eq. (3). The optimum is attained
when f captures the inverse CDF, i.e. f(U,x)→d Y |X
Proof. For an ideal g-function, g(z,x) = P (Y <
z|x) =⇒ g(f(u,x),x) = P (Y < f(u,x)|x). Including
this in our f -loss gives
min
θ
Eu∼p(q),x∼p(X)
[
(u− gγ(fθ(u,x),x))2
]
,
= min
θ
Eu∼p(q),x∼p(X)
[
(u− P (Y < fθ(u,x)))2
]
.
If we make u = P (Y < f(u,x)|x), then f -loss= 0 and
the loss is optimal. Let the distribution of Y |x be rep-
resented as Fx, u = P (Y < f(u,x)|x) =⇒ u =
Fx(f(u,x)) =⇒ F−1x (u) = f(u,x) =⇒ F−1x (U) =
f(U,x) =⇒ f(U,x)→d Y |X
By combining Proposition 1 and 2, it is clear that our ideal
functions are a fixed point when we have access to the
complete data distribution and our learned functions have
enough complexity.
However, a weakness is that Proposition 2 relies on g to
be optimal first. This then begs the question, if g does not
rely on an optimal f (using population distributions could
be used, for example), why is f helpful? We find that by
having f closer to the inverse conditional distribution, there
is a a more efficient exploration of the space by placing
higher emphasize on area with higher density and expedites
the convergence.
Noting that our theory is significantly more robust on g than
it is for f , we recommend using g to quantify the uncertainty
of Y |X , which does require some function evaluations and
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additional computational overhead to find the precise in-
tervals. In Section 5.2, we empirically show that using
the g network is more robust and smooth than using the f
network, matching our theoretical analysis.
4.2. Learning Initialization and Stabilization
As demonstrated in our theoretical results, the learning on g-
function has a fixed point at the optimal solution as long as
the f -function possesses some mild properties. Moreover,
a “good enough” f would help more efficiently learn g.
Therefore, we need to ensure a reasonable initialization.
Second, we note that f can collapse if g becomes “too
good” (100% prediction confidence), as the loss of f is
embedded in g. Therefore, we want to ensure that g is
initialized properly and stays stable to prevent f function
from collapsing (note that many GAN models suffer from
mode collapse (Creswell et al., 2018; Salimans et al., 2016)).
For the initialization, we start by training g independently of
f . Instead of using fθ(ui, xi) to randomly generate samples
from the conditional distribution, we adopt a generator with
enough variability to help g to have a good capture of the
distribution in whole space. As was shown in the theory, it
does not change the optimal value of g in expectation, so
this is a reasonable initialization. Here, we pick p(y) to be
a uniform distribution between the smallest and largest ob-
served outcome U(min(y),max(y)), such that z ∼ p(y).
It could also be chosen as the marginal empirical distribu-
tion of outcomes, as long as enough variability is involved.
This pre-training step adopts the following loss,
−Ez∼p(y),y,x[1(yi<zi|xi)log(g(zi,xi))+
1(yi>zi|xi)log(1− g(zi,xi))].
(5)
Second, we want to make sure that the output from the
g function actually matches the chosen p(q) distribution,
which it should theoretically do in an optimally chosen
model. This is accomplished by using a modified batch
normalization (Ioffe & Szegedy, 2015) to enforce that the
moments of the learned logits match that of the ideal the-
oretical distribution. For the uniform distribution, the first
and second moment of the transformed distribution in the
logit space is straightforwardly calculated. Then we choose
a and b such that (z − a)/b to match the ideal first and
second moment on the logit output. This technique forces
the predicted coverages to and roughly match the implied
optimal distribution over q. In our experience, these two
procedures make our network learning stable and robust.
5. Experiments
We first evaluate our proposed method on synthetic data to
explore performance compared to optimal ground truth func-
tions. Then we compare methods on multiple real datasets,
Algorithm 1 Full Learning Algorithm
Input : Training samples {xi, yi, zi}, for i = 1, · · · , T . A
random generator p(U) for percentile.
Output : Model parameters θ and γ.
Optional Reduce the raw covariates of X .
for iter = 1...N iterpre do
Sample a mini-batch from training samples.
Compute pre-train loss in Eq. (5) for g and update γ.
end for
for iter = 1, · · · , N iter do
Sample a mini-batch of training samples and the quan-
tile from p(U) for each sample.
Compute f-loss in Eq. (3) and update θ.
Compute g-loss in Eq. (2) and update γ.
end for
showing improved performance across a variety of situa-
tions. We first discuss the chosen comparison metrics.
5.1. Metrics
We base our uncertainty estimation evaluation on three main
criteria, which are described mathematically below. First
is calibration, which measures how well the predicted cov-
erage of certain interval matches with the actual coverage.
The second is sharpness, which evaluates the width of the
interval. For example, if two methods both have calibrated
intervals, but one method has a much smaller range of uncer-
tainty, it would be greatly preferred. Third, we evaluate how
well we capture the conditional distribution by evaluating a
discretized approximation to the conditional log-likelihood.
5.1.1. CALIBRATION
Our quantitative calibration definition follows established
literature (Kuleshov et al., 2018; Gneiting et al., 2007). A
predicted nominal quantile is well calibrated when
Ep(Y |X)[y(q1,X) < Y < y(q2,X)] = q2 − q1, (6)
which holds ∀0 ≤ q1 ≤ q2 ≤ 1, X ∈ X . To define a metric
on calibration, define the interval with q (e.g. 95%) nominal
level as Iq,x for Y |X . The importance of each nominal
level q can be weighted with wq , creating a metric:
cal=Eu∼p(q),y,x∼p(Y,X)
[
wu
∣∣u− PY |X(Y ∈ 1u,x)∣∣]. (7)
This can be empirically evaluated by defining desired cover-
age levels qj ∈ {q1, ...qm}between (0, 1] and evaluating
ˆcal =
m∑
j=1
wj
∣∣∣∣qj− N∑
i=1
I(yi∈Iqj,i)/N
∣∣∣∣
m . (8)
This metric evaluates the discrepancy between the nominal
coverage and the empirical coverage of any method that
provides uncertainty intervals.
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Note that several definitions of the interval could be used;
for the purpose of our study, we picked two-sided equal tail
interval [yq/2,X , y1−q/2,X ] as our uncertainty objective.
In empirical evaluation for ˆcal, we picked equally spaced 6
percentiles, with q1 = 0.02, q6 = 0.98 with all weights set
to 1.
5.1.2. SHARPNESS
At first glance, evaluating sharpness appears straightforward
because a sharper method should produce narrower interval
given a nominal level q. However, for methods that are
overconfident or conservative in their nominal (predicted)
coverage will have predicted intervals be either too narrow
or too wide, respectfully. Simply reporting the width could
reward poor calibration methods. Therefore, we focus on
making a visual approach to visualize the trade-offs between
empirical coverage generated by each method, and the pre-
dicted average width, and we use these visualizations in
the results. This will allow the reader to understand the
sharpness with regards to the actual coverage.
5.1.3. GOODNESS OF FIT
In order to assess how well the predicted conditional distri-
bution actually fits the data, a standard statistical approach
is to evaluate the log-likelihood. Because the algorithms
we are comparing more naturally produce intervals rather
than probability density functions, this is challenging to
do directly. Instead, we will use a “goodness-of-fit” (gof )
metric that approximates the log-likelihood by using a dis-
cretization of the interval. Specifically, we discretize the
real line into mutually exclusive bins B1, B2, · · · , Bm, and⋃
iBi = R. The discretion approximation to our log-
likelihood is then given by
ˆgof(Pˆ ) = 1N
m∑
j=1
N∑
i=1
I(yi ∈ Bj)log(P (Yi ∈ Bj |xi). (9)
In all our experiment, we picked 10 bins, with B1 ∈
(−∞, a1], and B10 ∈ (a9,∞), with a1 and a9 denoting
the fifth and ninety-fifth percentile of the empirical distribu-
tion on Y . The intermediate bins were chosen to be equally
spaced between those interval.
Note that the log-likelihood values here will be maxi-
mized in expectation when the estimated distribution exactly
matches the conditional distribution, which could also be
viewed as comprehensively assessing the calibration and
sharpness. Note also that the values of our gof metric are
dependent on the locations of a1, ... and the number of bins;
however, this is the same on all algorithms and is a fair
comparison.
5.2. Synthetic Data Example
Our synthetic data follows a Gaussian distribution with a
unique mean and variance for each sample, yi ∼ N (µi, σ2i ).
Specifically, i ∼ N (0, 1), µi ∼ N (0, 4), σi ∼ χ21, and
yi = µi+σi ·i. The task is to evaluate whether our training
scheme faithfully recovers true distributions. We generated
1200 training samples and 800 evaluation samples.
The input features are µi, σ2i , but their relationship to un-
certainty is unknown to the networks a priori. Assume that
F is the real distribution function of standard normal. Un-
der our simulation, the true conditional distribution for each
sample can be easily derived as the q′th quantile for example
i can be constructed as ui + σiF−1(q), and a perfectly cali-
brated sharpest q’th confidence interval can be constructed
as [ui−σi ·F−1(0.5+q/2), ui+σi ·F−1(0.5+q/2)]. This
is the theoretically sharpest interval for a Gaussian sample
(Lehmann & Romano, 2006). We denote the theoretically
optimal uncertainty estimate as TH.
We evaluate our method (denoted as Collaborating Network
(CN)) against the Ensemble model (EN) and MC Dropout
(DP) for a comprehensive comparison of how well they
approximate the ground truth conditional distribution. Be-
cause our theory suggests that we should use the g network
to estimate uncertainty, that is our default approach (CN);
However, we include the uncertainty estimate from f as
well (CN-f). Since it is a empirical evaluation, the TH
method has minor sampling error. The empirical results can
be seen in Table 1. Note that EN, CN, CN-f all did well
in calibration, but that CN and CN-f are dominant in our
goodness-of-fit metric.
Table 1. Metrics evaluation on the Synthetic dataset.
Method ˆcal ˆgof True Coverage of 90% CI
TH 0.010 -0.960 0.904
CN 0.015 -0.965 0.913
CN-f 0.022 -0.992 0.923
DP 0.115 -2.711 0.663
EN 0.044 -2.206 0.922
We next visualize calibration error at each evaluated level of
nominal coverage in Figure 2(a). Note that CN and CN-f are
drastically sharper than EN, the only other well-calibrated,
as shown in Figure 2(b). Note that this figure is recomputed
to true coverage rather than the predicted nominal coverage.
Intriguingly, DP shows sharper intervals than the proposed
methods and the theoretically optimal method in the low-
coverage regime, which we explored further by looking at
the properties of samples with predicted precise intervals
((90% nominal interval with 1 <width< 2), shown in Fig-
ure 2(c). The proposed method nearly matches optimal,
EN predicts that nothing is that sharp (despite being well-
calibrated), and DP is drastically overconfident, frequently
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Figure 2. 2(a) shows the absolute difference between the nominal and the empirical coverage. There is a mild discrepancy on the
theoretical (TH) curve due to sampling error and it is on the same scale as our proposed approach, CN. 2(b) visualizes the sharpness
versus the empirical coverage. Specifically, for each nominal level interest, the true coverage was calculated, and then plotted against
interval width, each represented by a point. 2(c) gives counts for each method of how many highly confident(1<interval width<2) 90%
intervals are generated and the proportion of actual coverage. TH gives the benchmark by using the theoretically optimal intervals, and
approximately 90% are covered as expected. CN and CN-f nearly match these predictions; DP gives an overestimation of highly confident
samples and EN is never that confident. 2(d) visualizes the estimated CDF of each method against ground truth for a random data sample.
yielding mistakes. Note that 90% of samples should ac-
tually satisfy the interval. Therefore, because the average
interval width is an average among all samples, predicting
samples with large variation pulls up the average. Note that
after removing sample with large variability (σ > 1), DP’s
sharpness advantage disappeared (details in Supplementary
Material). Therefore, EN seems to be well calibrated in
evaluating different level of coverage, and actually captures
the distribution based on the nearly matching ˆgof between
the optimal theoretical functions and CN.
Finally, we further assessed whether the estimated condi-
tional CDF reproduce the ground truth by sketching the
learned function against ground truth in Figure 2(d). Note
that there is nearly a perfect match between CN and the
ground truth, and this holds up across a variety of input
features (more examples are in the Supplemental Material).
We note that CN is smoother than CN-f and captures the
curve slightly better, whereas DP and EN are far off because
they did not capture the shift in mean.
5.3. Real Data Analysis
In this section, we compared our method against other meth-
ods in five real data examples. The first four are publicly
available UCI data sets1. Specifically, they are: Computer
Hardware Data Set (cpu), Individual household electric
power consumption Data Set (energy), Auto MPG Data Set
(mpg), Communities, and Crime Data Set (crime). Among
them, energy is the only time series data documenting the
energy measurements in a single house for 47 months. In
addition to the CN, CN-f, EN, and DP that we used perevi-
1http://archive.ics.uci.edu/ml/datasets
ously, Kuleshov et al. (2018) offers ’recalibrated regression’
to recalibate pre-trained uncertainty estimates; therefore,
we included it as a second step procedure on top of EN
(EN-CR), and DP (DP-CR). Our method can also re-explore
the data given summary statistics; therefore, we appended
it on top of EN as a additional contender (EN-CN). In all
examples, training and validation follows a 0.6/0.4 split.
The last data set was an electronic health records developed
from the Southeastern Diabetes Initiative (SEDI) (Miranda
et al., 2013). This collection of data includes diabetic pa-
tients medical records, with the goal to forecast Hemoglobin
A1c. There are records from 18,335 patients with at least
6 A1c measurements with additional demographic infor-
mation and lab values. The measurements from individual
visits were discretized to month, and a patients’ first visit
was considered to occur in the 0th month, so all time stamps
are time since first measurement. Electronic health records
are rife with missing data and informative missingness, so
recent medical-record-specific LSTM-based methods were
used to address this challenge (Che et al., 2018). We use
this example to demonstrate how the technique can adapt to
complex data structures with missing data.
The quantitative results can be seen in Table 2. In the gof
metric, CN dominated other methods with huge advantage,
and CN-f also performed well and was ranked as second in
3 out of 5 experiments. On calibration, CN is usually the
best, and was only slightly beaten by EN-CR in the crime
data set. In all situations, the generated nominal 90% from
CN are close to the true empirical coverage (the Supplemen-
tal Material gives full comparisons between method on all
datasets). CN-f did well, though not as competitive as CN,
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Figure 3. Visualization of the results on the CPU and EHR datasets showing the same coverage plot and sharpness plot as in Figure 2.
Specifically, 3(a) and 3(b) shows the nominal coverage versus the absolute difference between nominal coverage and empirical coverage;
3(c) and 3(d) shows sharpness versus the empirical coverage. Note that the proposed method is more faithful in its coverage and is either
the sharpest or equally sharp for every coverage level. The other datasets showed similar properties (see Supplemental Material).
Table 2. Quantitative results on the real datasets. Each method is given (cal / gof ) metric on each dataset. Because the EHR data was
significantly larger than the others, DP and DP-CR were infeasible due to the amount of sampling required, which is denoted by an ∗.
Method/Data CPU energy MPG Crime EHR
ˆcal/ ˆgof ˆcal/ ˆgof ˆcal/ ˆgof ˆcal/ ˆgof ˆcal/ ˆgof
CN 0.022 / -0.936 0.012 / -1.781 0.025 / -1.224 0.022 / -1.454 0.012 / -1.568
CN-f 0.018 / -1.138 0.041 / -2.071 0.043 / -1.358 0.029 / -1.710 0.023 / -1.925
DP 0.064 / -1.419 0.389 / -3.949 0.194 / -1.880 0.154 / -2.660 ∗
EN 0.163 / -2.375 0.030 / -2.147 0.041 / -2.249 0.045 / -2.241 0.029 / -2.169
DP-CR 0.029 / -1.423 0.076 / -3.618 0.101 / -1.678 0.121 / -2.403 ∗
EN-CR 0.043 / -1.691 0.014 / -2.139 0.044 / -2.139 0.010 / -1.997 0.031 / -2.037
EN-CN 0.060 / -1.656 0.056 / -1.924 0.035 / -1.678 0.070 / -2.195 0.026 / -1.787
as predicted by our theoretical analysis. Visualizations of
the results on CPU and EHR can be seen in Figure 3. Note
that although EN was well-calibrated in CPU, its generated
interval are not comparably sharp. In all tested situations,
CN was either the sharpest or equally sharp to competing
methods, and was the only method that was both sharp, well-
calibrated, and actually captured the conditional distribution
(gof ).
CR is an efficient method to calibrate existing methods for
uncertainty estimate via a two-step procedure. However, it is
post-hoc, and is strongly dependent on the original method.
In this sense, CR is useful for matching coverage level
but cannot fix poor initial predictions. In direct contrast,
CN fully utilizes the data, so it can have a faithful interval
estimate for every level. However, if desired, we can use
CN in a two-step procedure as well, as in EN-CN. We note
that this combination is substantially sharper compared with
EN. Thus, if a good uncertainty model is trained and the
summary statistics are informative (mean, variance), then
CN can also be used to correct in a two-stage fashion (EN-
CN). However, our results suggest that using CN directly is
the optimal strategy.
In the EHR data, CN was essentially perfect in calibration
and showed a vastly better goodness-of-fit. Furthermore,
our method showed its capability in drawing reliable uncer-
tainty estimate for large-scale complex data, and produced
significantly sharper data. These uncertainty estimates can
be used to derive future values for patients, and our empiri-
cal results suggest that the uncertainty intervals are highly
trustworthy.
6. Discussion and Conclusion
In this paper we propose a collaborative learning scheme by
simultaneously training two neural networks that character-
ize the CDF and inverse CDF of the conditional distribution
P (Y |X). In analyses of real data and synthetic data, our
method showed its capability in drawing reliable uncer-
tainty estimates from small to large-scale data with both
non-temporal and temporal data structures. Empirically, our
proposed method gave more accurate estimates of cover-
age and improved sharpness compared to the competing
approaches. The method is supported by our theoretical
analysis, and appears to be robust in practice. Moving for-
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ward, we will consider extensions to causal inference to
model the heterogeneous treatment effect for each individ-
ual and focus on interpretable modeling.
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A. M estimator for the consistency
We start by restating Theorem 1 in Section 4.1 for an M-Estimator due to Van der Vaart (2000):
Theorem 1
For  > 0, if the following three conditions are satisfied, then d(δ0, δˆn)→P 0, n→∞
1. sup
δ∈δ
|Mn(δ)−M(δ)| →P 0
2. sup
δ:d(δ,δ0)>
M(δ) < M(δ0)
3. The sequence of estimator δˆn satisfy Mn(δˆn) ≥Mn(δ0)− oP (1)
In this theorem, ∆ stands for the function space ∆. δ0 is the ground truth. Mn represents the sample average as a function
of δ, and M represents the expectation as a function of δ. The whole theorem to prove the consistency of estimator δˆn is
based on a maximization framework.
A.1. Marginal Consistency
We first prove the consistency of our estimating function in marginal form, without X ⊂ Rd. Throughout the rest of this
document we use K as a positive constant that may have different values in different situations.
A.1.1. CONSISTENCY OF g-NETWORK
Defining a Alternative Form of the Objective Function.
From g-loss, we have:
1[Y <f(u)] log(g(f(u)) + 1[Y >f(u)] log(1− g(f(u)),
where f(u) can be replaced by any C ∼ G(c) (a pre-defined distribution), which does not influence the consistency as long
as it has support over (0, 1).
We assume that the distance measurement is the cumulative probability density of C, i.e. µ(c) = Pr(C ≤ c). Based upon
that, the distance between two functions can be defined as
d(F1, F2) = {
∫
|F1(c)− F2(c)|2dµ(c)}1/2. (10)
Then our g-loss can be re-written as:
− [(1[Y≤C] log(g(C)) + (1− 1[Y≤C]) log(1− g(C))]
In order to use Theorem 1 to prove the function consistency, we need to transform the original minimization problem of our
g-loss into a maximization problem. The new objective function is:
max
g
[
(1[Y≤C] log(g(C)) + (1− 1[Y≤C]) log(1− g(C))
]
.
With the above objective, minimizing the g-loss is equivalent to maximizing the the objective function with respect to M(g).
Further, define
Mn(g) = 1/n
n∑
i=1
[
(1[Yi≤Ci] log(g(Ci)) + (1− 1[Yi≤Ci]) log(1− g(Ci))
]
and
M(F ) = E
[
(1[Y≤C] log(g(C)) + (1− 1[Y≤C]) log(1− g(C))
]
,
where g is the general form for a CDF function and therefore should be monotonically non-decreasing.
Defining a New Parameter Space.
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In reality, with limited training samples, it is impossible to learn the full span of the distribution (i.e., we get very few samples
on the tails). For inference, we are only interested in exploring a partial range, [φ1, 1−φ2] (i.e., [0.025, 0.975]). Assuming that
there exist two real numbers low and high, such that for positive small numbers φ1 and φ2, g0(low) = Pr(Y ≤ low) = φ1
and 1 − g0(high) = Pr(Y > high) = 1 − φ2, where g0 is the ground truth CDF. Thus, we bound the domain of the
exploring space to be within [low, high], which can be adjusted to cover our inference of interests.
Based upon the above claim, δ (function in in Theorem 1) can be further extended as any functions within the following
family.
F : {Monotonically non-decreasing [low, high]→ [φ1∗, 1− φ2∗]}, (11)
where 0 < φ1∗ < φ1, 0 < φ2∗ < φ2 (that is, ∆ = F for ∆ in Theorem 1). It is always possible to find the range, since we
can always choose small number or scale the variables in practice. Under this set up, since we are only interested in learning
a fraction of the distribution function within a bounded domain, it is possible define a well-behaved function to generate the
output C. Specifically, we define C ∼ Unif [low, high], where each point is placed with equal importance, then according
to (Van Der Vaart & Wellner, 1996), for every r ≥ 1(in our case r=1 for the L1 norm)
F ′ : {Monotonically non-decreasing and smooth, R→ [−1, 1]},
we have
logN[ ](,F ′, Lr(P )) ≤ K(r)(1/),
where we choose P = µ, the probability measure for C. Note that N[ ] is the notation for bracketing number, which stands
for the complexity of the family of functions (Van Der Vaart & Wellner, 1996). It is trivial to show that F ⊂ F ′ (when
restricting the domains of all functions in F ′ to be [low, high]). Then we have the bracketing number for our function space
logN[ ](,F , Lr(P )) ≤ K(r)(1/).
Therefore, ∀g ∈ F ,∃ui, li, s.t. li ≤ g ≤ ui, where P |ui − li| ≤  and i ∈ 1, 2, · · · , O(exp(K/)).
Based upon the above inequality, the new family of functions is defined as with
M = {mg, g ∈ F}. (12)
We can easily construct a bracket for this new function by bracketing mg with
mui = 1[Y≤C] log(ui(C)) + (1− 1[Y≤C]) log(1− li(C))
and
mli = 1[Y≤C] log(li(C)) + (1− 1[Y≤C]) log(1− ui(C)).
Then by mean value theorem | log x| ≤ K|x− 1|, for x with positive lower bound, the probability measurement for any
space (∆, C) and measurement Pδ,c, there is
Pδ,c
∣∣mui −mli∣∣ = Pδ,c (mui −mli)
= E
[
1[Y≤C] log
{
ui(C)
li(C)
}
+ (1− 1[Y≤C]) log
{
1− li(C
1− ui(C)
}]
= Ec
[
g(C) log
{
ui(C)
li(C)
}
+ (1− g(C) log
{
1− li(C)
1− ui(C)
}]
≤ KEc [g(C) {ui(C)− li(C)}+ {1− g(C)} {ui(C)− li(C)}]
= KP (ui − li) ≤ K.
Therefore, it is proved that
N[ ](K,M, L1)) = O(exp(K/)) <∞.
Hence, our newly definedM in Eq. (12) is a Glivenko-Cantelli, a standard approach to show uniform convergence to an
objective function in expectation as evaluated in the familyM, and therefore condition 1 in Theorem 1 follows naturally
(Van der Vaart, 2000).
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The second condition focuses on proving that the expectation of the loss function has enough separation between two
different functions. Let g0 denote the ground truth g-function, then the difference of evaluated objective function M under
two function g and g0 is
M(g0)−M(g) =Ec
[
g0(C) log
g0(C)
g(C)
+ {1− g0(C)} log 1− g0(C)
1− g(C)
]
=Ec
[
g(C)
{
g0(C)
g(C)
log
g0(C)
g(C)
− g0(C)
g(C)
+ 1
}]
+ Ec
[
{1− g(C)}
{
1− g0(C)
1− g(C) log
1− g0(C)
1− g(C) −
1− g0(C)
1− g(C) + 1
}]
For function with form h(x) = x log x−x+1, it can be shown that for a largeZ > 0, there existsCZ , s.t. h(x) > CZ(x−1)2,
0 < x < Z. Then
M(g0)−M(g) ≥ KEc
[
g(C)
{
g0(C)
g(C)
− 1
}2
+ {1− g(C)}
{
1− g0(C)
1− g(C) − 1
}2]
≥ Kd2(g, g0)
where d() is defined in Eq. (10). Condition 2 follows with the above inequality.
Condition 3 is obvious if we can get the maximum likelihood estimator (MLE) gˆn with the full class defined by class F in
Eq. (11). In practice, we are actually trying to attain the MLE within a function class defined by neural networks. Note that
based on the proof of Theorem 1 (Van der Vaart, 2000), F includes both g0 and gˆn for large n, i.e., gˆn is monotone. Hence,
to guarantee this monotonicity, we further assume this class attained by neural network is a subclass of F and defined by
F∗ : {Monotonically non-decreasing, attainable by neural network [low, high]→ [φ1∗, 1− φ2∗]}.
Now, we take a detour for establishing condition 3. Assuming that there exists gn ∈ F∗, s.t. Mn(gn) > Mn(g0)−op(1)and
it is trivial to find Mn(gˆn) ≥Mn(gn). Under these two conditions, we can get
Mn(gˆn) > Mn(g0)− op(1).
Hence with all three conditions are satisfied, we can arrive at
d(gˆn, g0)→p 0, n→∞
Now, we switch our focus to the existence of the function gn. To simplify the argument, assume g′0 is the true density
function which has a positive lower bound within [low, high]. From the Universal Approximation Theorem, there exists a
function g′n(x) =
∑
i viφ(wix+ b) attained by neural network, s.t. ‖g′n(x)− g′0(x)‖∞ < o(1). Then for large n, g′n also
has a positive lower bound.
Next we define gn =
∫
g′ndx. From this definition, it is easy to see that gn has form gn(x) =
∑
i viψ(wix + b), with
ψ =
∫
φ, that is, gn(x) is also attained by neural network. Besides, we have ‖gn(x)− g0(x)‖∞ < o(1). In addition, by the
fact that for any large n, g′n also has a positive lower bound, we know that gn is also a monotone function for any large n.
This proves that gn ∈ F∗.
In the following, we will show Mn(gn) > Mn(g0)− op(1) to finish the verification of condition 3 and complete the proof.
Since
|Mn(gn)−Mn(g0)| ≤ 1
n
n∑
i=1
∣∣∣∣1[Yi≤Ci] log gn(Ci)g0(Ci) + (1− 1[Yi≤Ci]) log 1− gn(Ci)1− g0(Ci)
∣∣∣∣ ,
and ∣∣∣∣1[Yi≤Ci] log gn(Ci)g0(Ci) + (1− 1[Yi≤Ci]) log 1− gn(Ci)1− g0(Ci)
∣∣∣∣ ≤ ∣∣∣∣log gn(Ci)g0(Ci)
∣∣∣∣+ ∣∣∣∣log 1− gn(Ci)1− g0(Ci)
∣∣∣∣
≤ K/min(φ1∗, φ2∗)o(1) = o(1),
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by the fact that | log x| ≤ K|x − 1| for x with positive lower bound and using the boundedness of g0 and the fact that
‖gn(x)− g0(x)‖∞ < o(1).
Then we know |Mn(gn)−Mn(g0)| ≤ o(1). Therefore,
Mn(gn) > Mn(g0)− op(1).
A.1.2. CONSISTENCY OF f
The form of f -loss determines its strong reliance on g function. This dependency shows up in both the consistency and the
fixed point solution. ALthough we can use g function to directly solve the quantiles, we are still interested in showing that f
can reach consistency under some additional assumptions.
We start by showing a stronger version of convergence of g. Previously, we have shown that g is consistent in probability,
now assume that we have:
sup
c∈[low,high]
|gˆn(c)− g0(c)| →p 0 (I)
When gˆn is attained, fˆn can be defined as gˆ−1n , which is bound to minimize the empirical f -loss, since u = gˆn(gˆ
−1
n (u)).
The question is whether the sequence of fˆn converges to f0 as expected.
We want to show that
sup
p∈[φ1∗,1−φ2∗]
|gˆ−1n (c)− g−10 (c)| →p 0
since g0 is a monotonic and continuous function, its inverse g−10 is monotonic and continuous, with its domain being a
compact set [φ1∗, 1−φ2∗]. Therefore, it is uniformly continuous. Let’s define any p ∈ [φ1∗, 1−φ2∗], we have yp = g−10 (p).
assume that we have δ > 0, s.t. when |p− p′| < 2δ =⇒ |g−10 (p)− g−10 (p′)| = |yp − g−10 (p′)| < . Hence,
g0(yp − ) < p− δ and g0(yp + ) > p+ δ (II)
if not we have g0(yp − ) ≥ p− δ then |yp − − yp| < , contradiction! same is for the second part. With (I), we also have
N1, s.t. when n > N1, we have |gˆn(c)− g0(c)| < δ. Now, let yˆn,p = gˆ−1n (p). We want to show that |yp − yˆn,p| < .
Prove by contradiction: if yp− yˆn,p ≥ ⇐⇒ yp−  ≥ yˆn,p, then g(yp− ) > gˆn(yp− )− δ ≥ gˆn(yˆn,p)− δ = p− δ, that
contradicts with (II). Therefore, yp − yˆn,p < . The other direction can be proved similarly. Then we get |yp − yˆn,p| < . In
this whole process, we showed that for n ≥ N1
|gˆn(yp)− g0(yp)| < δ =⇒ |g−10 (p)− gˆ−1n (p)| < ,
which further implies that
P
(
sup
c∈[low,high]
|gˆn(c)− g0(c)| < δ
)
≤ P
(
sup
p∈[φ1∗,1−φ2∗]
|gˆ−1n (c)− g−10 (c)| < 
)
→ 0,
that completes the proof.
A.2. Extension to conditional distribution
In general, we are estimating the distribution of Y |X , to prove the consistency of g. We still rely on the construction of
M-estimator, but limited to a multivariate function family. The major difference for the general case is using the smoothness
of the conditional distribution to establish a multivariate function family is a Glivenko-Cantelli while for the marginal case
we have shown that a univariate monotone function class is a Glivenko-Cantelli. The detailed proof for the general case
with the conditional distribution is otherwise almost the same with the previous proof and is not presented here. In the
following, we only present the theorem (Van Der Vaart et al., 1996) for evaluating the bracketing number for a smooth
multivariate function class and therefore verifying that the function class is a Glivenko-Cantelli.
Theorem 2. Suppose X ⊂ Rd to be bounded and convex with nonempty interior.
There exists a constant K, depending only on α, diagram X ,and d, s.t
logN[ ](, C
α
1 , Lr(P )) ≤ K(1/)d/a
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In terms of the convergence of f , we actually do not care about it that much, since the introducing of f , and forcing it to
learn together with g, is to make us explore the space more efficiently where the density is higher. And in real inference,
f is only a handy way to help us draw each desired quantiles. In practice, if g is perfectly captured for any conditional
distribution Y |X , we can even numerically solve for each desired conditional quantile given X , which is laborious, but
realizable.
B. Proofs of Additional Claimed Properties
Lemma 1. The sampling distribution on the quantiles does not influence the optimal solution of f(·), and F (U,X)→d
Y |X .
Proof. For g-loss and f-loss to attain its maximum, we have shown in main article that for fixed X and u ∈ (0, 1], the
optimal solution is F−1X (u) = f(u,X). Replacing the sampling distribution from U ∼ Uniform(0, 1) to any G, the
optimal solution for each fixed u ∈ (0, 1] is still F−1X (u) = f(u,X),∀u ∈ (0, 1] Therefore, for any sampling distribution
imposed on u, we still have
F−1X (U) = f(U,X),
which is a perfect mimicking of the inverse CDF.
Lemma 2. The optimal g and f functions do not change if g-loss1=g-loss+ext is used to train the g function, where
ext = λEuEx(u− g(f(u, x), x))2 (λ is the tuning parameter and λ > 0)
Proof. Since ext ≥ 0, so min g-loss≤ min g-loss1. Using the prior fixed point optimal solution of g(z, x) = P (Y <
z|x), f(u, x) = yu,x, we find that EuEx(u − g(f(u, x), x))2 = 0, since g(f(u, x), x) = P (Y < f(u, x)|x), and
P (Y < f(u, x)|x) = P (Y < yu,x|x) = u, so min g-loss= min g-loss1, so g-loss1 also gets its minimization with same
optimal solution.
(gof ) is minimized when estimated conditional density pˆ(y|x) matches the true density p(y|x):
gof(pˆ) = Ey,x∼p(Y,X) [log(pˆ(y|x)] . (13)
Lemma 3. gof(pˆ) = Ey,x∼p(Y,X) [log(pˆ(y|x)] , is minimized when estimated density pˆ(y|x) = p(y|x).
Proof. For any estimated density p(y|x), the difference
Ey,x∼p(Y,X) [log(pˆ(y|x)]− Ey,x∼p(Y,X) [log(p(y|x)] = Ex∼p(X) [log(pˆ(y|x)/p(y|x)] p(y|x)dy
< Ex∼p(X)
[
log(
∫
y
pˆ(y|x)/p(y|x)× p(y|x)dy)
]
(by Jensen’s Inequality)
= Ex∼p(X)
[
log(
∫
y
pˆ(y|x)dy)
]
= 0
Therefore, the true density always maximizes the expectation.
C. Description on Neural Network and Software Used
In all experiments, either the one step CN or two steps EN-CN are composed of two same forms of functions f and g.
The f(·) function is designed to be a network with three hidden layers, with layer sizes of 100, 50, and 30 and activation
function as eLU for each layer. g(·) is designed to be a network with two hidden layers with with layer sizes of 100, 50,
and activation function as eLU for each layer. At the end of each layer, batch normalization is used. The optimizer of both
functions are based on ADAM with the step size chosen as 1e-4. The deep ensemble model is implemented by stacking five
heteroskedastic regressions. Each of them were implemented by tensorflow probability, with negative log likelihood for
Gaussian distribution as its loss. It is designed be a three layer neural network with layer sizes of 100, 50, and activation
function as eLU for each layer. The optimizer of is ADAM with the default setting. The MC-dropout is implemented
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according to https://github.com/yaringal/DropoutUncertaintyExps. The tuning parameter length scale
is set to be 1e-2,τ = 1.0 and dropout rate is 0.08. The model consists o a three layer neural network with hidden sizes 100,
50. The activation function is eLU. The optimizer of is based on ADAM (Kingma & Ba, 2014) with the default setting. The
prediction of outcome on each subject is achieved by generating posterior samples. The second step, calibrated regression,
(Kuleshov et al., 2018) is implemented by fitting the interp1d function from python scipy package with its default setting.
We use the same network structure for all datasets.
In the synthetic experiment, the mean and variance is known, and they are directly used as input argument for the training
scheme. For the other non-temporal UCI dataset (except energy), input arguments are all normalized covaiate matrix. For
energy data, the covariate of current time and the outcome of the previous observations are combined to predict the current
outcome. For electronic health records data, the data is first discretized to month intervals. Missing data is imputed using
carry-last-one-forward or the population mean if no value is available. To help with informative missingness, a binary
indicator variable is augmented for each feature to mark whether the value is real or imputed. A second augmented variable
is added to represent the time since last measuremen for each feature. If a patient never had that feature measured previously,
this value is set to 120, equivalent to 10 years. After these preprocessing steps, an LSTM is applied to the data using 40
hidden units. The LSTM is trained initially to predict a mean output as a dimension reduction procedure for the input
feature space. Its’ missingness is imputed, but only the observed data contributed to the calculation of empirical loss. After
pre-training the mean function, we use the predicted mean and time since the last measurement is input argument for each
model as dimension reduction strategy.
The code for the experiments is also uploaded for synthetic data, we consistently carried out the same uncertainty estimate
over all dataset. Therefore, with the same code, the reader can use them to perform same set of uncertainty estimate over
continuous outcomes.
D. Figures and Tables to Visualize Additional Datasets
In this section, we have appended some other exploration and experiments on different data, that were not included in main
article. In synthetic data, we did some more studies for the heterogeneity of the data, and why DP appeared to be sharp for
lower confidence levels. In other examples, we paralleled compared different methods for uncertainty estimate, as what was
consistently done in the main article. We also generate a table for accessing the actual coverage of the 90% interval for each
method under each real data.
Table S1. This table evaluates the the actual coverage of the 90% interval for each method for each dataset. Because the EHR data was
significantly larger than the others, DP and DP-CR were infeasible due to the amount of sampling required, which is denoted by an ∗.
Method/Data CPU energy MPG Crime EHR
CN 0.887 0.889 0.868 0.887 0.885
CN-f 0.892 0.839 0.859 0.882 0.867
DP 0.825 0.233 0.647 0.693 ∗
EN 0.968 0.904 0.928 0.911 0.909
DP-CR 0.889 0.763 0.736 0.766 ∗
EN-CR 0.846 0.884 0.916 0.880 0.867
EN-CN 0.884 0.843 0.889 0.810 0.844
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Figure S1. Synthetic Data, 1(a) shows the nominal coverage versus the absolute difference between nominal coverage and empirical
coverage for synthetic data after removing subjects with high variability(std>1); 1(b) evaluates how each method responds the the
heterogeneity of data; 1(c) evaluates the estimated CDF of three methods against ground truth for another random sample.
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(b) Sharpness
Figure S2. Energy Data, 2(a) shows the nominal coverage versus the absolute difference between nominal coverage and empirical
coverage for the Energy data with all methods; 2(b) evaluates the average interval width against the true interval coverage. The two
sharpest methods are all CN based. Though EN-CN is slightly sharper than CN, it fails to be well calibrated in coverage.
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(b) Sharpness
Figure S3. Crime data, 3(a) shows the nominal coverage versus the absolute difference between the nominal coverage and the empirical
coverage for the Crime data with all methods; 3(b) evaluate the average interval width against the true interval coverage. CN has best
calibration and sharpness.
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(b) Sharpness
Figure S4. Mpg, 4(a) shows the nominal coverage versus the absolute difference between nominal coverage and empirical coverage for
MOF data with all methods; 4(b) evaluates the average interval width against the true interval coverage. CN has best calibration and
sharpness.
