Introduction
The Great Barrier Reef (GBR), situated in the Coral Sea off the coast of Queensland, north-east Australia, is the world's largest reef system, comprising over 2500 reefs with a total reef area of approximately 20,000 km 2 . The catchment area has a population of approximately 1,115,000 people that is rapidly increasing (GBRMPA, 2009 ). Current suspended sediment loads have been estimated at more than five times pre-European loads in some rivers , and the increased turbidity that results from higher sediment loads (Fabricius et al. 2013 (Fabricius et al. , 2014 has been associated with reef degradation Bartley et al. 2014) .
More than a decade ago, the Australian and Queensland Governments established Reef Plan 2003 (Queensland Department of the Premier and Cabinet 2003), a primary aim of which was to improve water quality in the GBR lagoon, by encouraging good planning and by supporting the development and implementation of best management practices (BMPs) by landholders. The intervening years have seen new and updated plans (e.g. Reef Plan 2009 Plan , 2013 Reef 2050 Long-Term Sustainability Plan) with numerous associated research and implementation programs. There are many different policy instruments that could, in theory, be used, although these plans have for the most part, focused on regulation, extension and education.
Several studies have sought to estimate the cost (and benefits) of some of these plansfor example of reduced fertiliser application and/or the adoption of other best management practices in sugar cane (Rolfe et al. 2011; Thorburn et al. 2013a ). There has also been much research on the costs and benefits of reduced, or varied, stocking rates within the grazing industry (O'Reagain et al. 2011; Star et al. 2013) , and on the benefits of improved water quality (Rolfe and Windle 2012; Farr et al. 2014; Larson et al. 2014) . Moreover, researchers have investigated land manager attitudes and motivations for adopting (or not) best management practices (Pannell et al. 2006) . Relatively little research has investigated the efficacy of different policy instruments in this region, a notable exception being Rolfe et al. (2011) , who looked at the characteristics of tenders required to generate reductions in sediment, nutrients and pesticides from the lands adjoining the GBR lagoon.
The general consensus, however, seems to be that 'Only modest improvements in water quality can be generated by farmers moving to recommended management actions' (Thorburn et al. 2013b, p. 38) . Evidently, policy instruments beyond those already tried may need consideration if further water quality improvements are to be made. This study thus sets out to shed light on the issue of whether regional land managers do, or do not, appear to respond to price signals and whether such responses ultimately affect water quality (specifically sediment loads). This is a nontrivial task: a vast body of research informs us that sediment loads respond to changes in numerous factors including, but not limited to: the flows from the river systems, rainfall volume and intensity, temperature and evaporation, soil type and hill slope (McJannet et al. 2007) . Some research has also identified the importance of socio-economic factors such as the clearing of native vegetation to enable grazing, the use of irrigation and fertilisers to facilitate the growing of crops, increases in or changes in the types of cattle on agricultural properties (Lewis et al. 2007; Bainbridge et al. 2011) , urbanisation, forestation/deforestation and dam construction (Lewis et al. 2013) . To investigate the problem 'properly', one would thus need to construct precise experiments that allow for the manipulation of prices while controlling for other factors also known to influence sediment loads.
It is clearly impossible to conduct such an experiment, so this research takes a much more modest step forward, developing a 'prototype' model that allows one to investigate the extent to which changes in the economic system impact sediment loads while controlling for various biophysical factors (such as rainfall). The study thus makes two contributions to the literature: it provides empirical information about the impact that price changes have had on sediment loads in the Burdekin; and it demonstrates a method for using time-series data to simultaneously model interactions between key variables in both biophysical and economic systems.
Materials and methods

Case study area
There are 35 different river catchments that drain into the waters of the GBRWHA (Figure 1) .
Covering an area of approximately 130,000 km 2 , the Burdekin catchmenton which this research focusesis the second largest by area and the largest by flow in the GBR catchment area. It has a population of approximately 57,000 (ABARE, 2003) and is the largest single source of fine sediment into the GBR lagoon delivering, on average, 4.7 m tonnes each year and often in excess of 10 m tonnes in single run-off events (McCulloch et al. 2003) .
The Burdekin River was discovered by Europeans in 1845 during one of Leichardt's expeditions (Lewis et al. 2007) . Cattle grazing became widespread across the whole region, increasing significantly from the late 1870s onwards. Mineral prospecting commenced in the early 1860s and sugar cane cultivation on the lower floodplain delta began in 1879 (although the current area of sugar cane is very small when compared to the size of the catchment as a whole -<200 km 2 or 0.2 per cent of the catchment area (Dight 2009) ).
The conceptual model
There is an extensive body of the literature that seeks to improve understandings of the causes and effects of sediment loads, much relying on mathematical/predictive and statistical models that identify significant determinants of sediment in a variety of different contexts (Prasannakumar et al. 2012) . Factors that have been identified as contributing to sediment loads and ultimately reef health are summarised in Figure 2 ; the key point being that while socio-economic factors (and thus policies that influence socioeconomic activities) will inevitably have some impact on the sediment loads (and hence water quality), and these factors cannot be investigated in isolation from the impact of other biophysical factors.
This study examines one catchment; the biophysical characteristics of which (such as area, length of the river, slope and soil/rock type) are invariant from one period to the next. So there is no need to include such measures within our model (multiple-catchment models would, as a matter of course, need to include such measures). Many other variables are not, however, invariant over time and thus need to be accounted for. As such, we hypothesise a simple model that describes sediment loads as a function of Climate, rainfall and catchment wetness, vegetation and land cover, and Land use (proxied by cattle numbers), which will be influenced by input and output prices and climate. This model, its justification and the data used to populate it are described in more detail below. 
Data
Sediment
Massive Porites corals can live for hundreds of years on the GBR constructing annual skeletal growth bands which faithfully record highresolution changes in the chemistry of the surrounding sea water. Previous studies have shown that the ratios of Ba/Ca, Y/Ca and Mn/Ca in coral skeletons provide evidence for increased sediment fluxes to the GBR (McCulloch et al. 2003; Lewis et al. 2007 )and we were able to use those general approaches here. Specifically, estimates of annual sediment loads were produced by first establishing a correlation between measured loads from the Burdekin River ) and the Ba/Ca and Y/Ca ratios in coral core records offshore from the Burdekin River (McCulloch et al. 2003; Lewis et al. 2007 ). The observed linear relationship was then used to reconstruct sediment loads in the Burdekin River back through time using the Ba/Ca and Y/Ca proxies (e.g. Bainbridge et al. 2011 ). These sediment estimates are shown in Figure 3 (alongside estimates of rainfall, and an indicator of extreme eventsboth of which are discussed in section 2.3.2).
Climate, rainfall and catchment wetness
Despite the fact that rainfall is often the most important determinant of stream flow and/or sediment loads (Balascio 2001) , there is no definitive guide on how best to measure it within sediment models. Jarvis et al. (2013) established that one could adequately model stream flow in the Burdekin using rainfall data from just three rain stationsand it is that approach, and data, which is used here (i.e. areal rainfall was estimated by multiplying the weights from Jarvis et al.'s (2013) regression by rainfall from each of the three Figure 3 Rainfall, extreme events and sediment loads at the mouth of the Burdekin, 1939 Burdekin, -2011 key rain stations, 1 and then adding). To ensure temporal coherence with sediment data, annual rainfall was calculated by adding daily rainfall from 1 October through to 30 September. As expected from the literature, there is a strong and clear correlation between this measure of rainfall and sediment loads during our study period ( Figure 3) .
Rainfall in the Burdekin is concentrated in the summer months (Lough 1993) . As such, it is important to consider not just total rainfall but also rainfall intensity. Here too, there is no definitive guide on how best to do so. We tested four different methods: (i) using daily rainfall data to calculate a Herfindahl-Hirschman Index for each year; (ii) using daily rainfall data to construct a variable that measured the percentage of total annual rainfall that fell within the 'wettest' consecutive 5 days of each year; (iii) constructing an index of rainfall seasonality (as per Walsh and Lawler, cited in Summer et al., 2001) ; and (iv) constructing a dummy variable set to 1 if there had been a major flood with extreme rain during that year (see Appendix), set to zero otherwise 2 (these years are highlighted in Figure 3 ). The dummy variable approach had the highest explanatory power and was thus selected.
Catchment wetness data were not available for this region and time period, so lagged measures of rainfall were used as a proxy (after Anctil et al. 2006) . Researchers often include temperature and evaporation, but these two variables were related so we only used temperature (average maximum daily temperature at the nearest site for which there were data extending back to 1940 (Townsville Aero; site 32040)).
Land use, vegetation and land cover
Land use affects both vegetation and land cover, which are known to influence run-off, erosion and thus sediment loads in numerous studies (O'Reagain et al. 2005) . But measures of land use, vegetation and land cover have only been collected during the last few decades, so they could not be used in this study. Instead, we measure land use (and factors affecting it) indirectlyusing relevant indicators of economic activity.
In this region, historical land uses include grazing, sugar cane cultivation and mining. Grazing currently accounts for 95 per cent of land use in the Burdekin catchment. Moreover, ABARE (2003) estimates that around 85 per cent of the sediment that reaches the coast in the Burdekin catchment area originates from grazing lands (using data from Brodie et al. 2003) . So grazing activity is clearly an important variable to include in the model.
While no historical records of land use exist for this region, we were able to find data on the total number of cattle within the catchment from the 1930s 1 Rainfall data were obtained from the Bureau of Meteorology website (Australian Government Bureau Of Meteorology, 2012a). The three rain stations were Dalrymple Heights (33016), Woodhouse (33073) onwards and have thus used this as an associated proxy. These estimates of cattle numbers were compiled from a variety of sources: 1939-1974: Lewis et al. (2007) . Missing data replaced with mean of year before and after. 1983-1997: Agricultural Census: Agricultural Commodities by client specified QLD SLA Estimates. 2001 and 2006, data were sourced from ABS 'Agricultural Commodities Small Area Data'. 2006+ were sourced from ABS 'Agricultural commodities by NRM Region '. 1975-1982, 1998-2002 and 2003-2005 were extrapolated from surrounding data.
Almost all of the Burdekin's sugar crop is grown downstream from the site on the lower Burdekin River from where our sediment loads are determined (Brodie and Bainbridge 2008) . As such, changes to the amount of sugar grown in this region are not expected to influence sediment loads, and have thus been excluded from the model. Although mining occurs in the upper reaches of the Burdekin, mining leases cover <3.5 per cent of the entire Burdekin catchment, so we have also excluded indicators of mining activity from our model.
Indirect factors influencing land use (cattle numbers)
Land use is likely to be impacted by numerous factors including output prices (e.g. beef prices); input prices, labour and capital costs (e.g. wage rates, interest rates); and productivityclimate being key for agriculture (Chavas 2003) .
Data on beef prices are not available from the early 1930s. We thus divided the total value of (QLD) beef exports by total volume 3 to estimate an 'average' price (AUS $per 1000 kilo)akin to the unit values/prices used by those using aggregated data to estimate systems of demand equations (Deaton and Muellbauer 1980) . These nominal 'prices' were then converted to real prices using export price indices. 4 Detailed information on production costs were not available for the period considered, so we used labour costs as a proxy. The average weekly wage paid to adult males in Queensland was sourced from the Queensland Year Book for 1938/1939 to 1940/1941 and from the ABS Time Series plus database available through DX time from December 1941 onward, then converted to real values (with base year 1989/90 = 100) using the ABS CPI index for Brisbane.
Other factors also known to influence cattle numbers include the following:
The introduction of Brahman breeds; Improved productivity resulting from the introduction of tropically adapted sown pastures, improvements in supplementary feeding technology and improvements in animal husbandry and herd genetics;
The widespread use of road trains, motorbikes and helicopters as well as strategic fencing has allowed improved ease of managing large numbers of cattle (McIvor 2012).
We could not, however, find a complete set of time-series data on these factors in the Burdekin catchment for the focal period, so our model excludes them. Although modern agricultural markets are much less competitive than often portrayed (Sexton 2013) , beef prices are still largely a function of international demand, and of organisational structure/vertical integration so are unlikely to be strongly correlated with the omitted variables. Omission of these variables is thus unlikely to significantly bias the coefficients on 'key' variables of interest.
Data preparation
Four dams were constructed during our focal period: Paluma, Eungella, Gap Creek and the Burdekin Falls Dam (Australian Government Bureau of Meteorology 2012a). The first three dams are relatively small with (sub) catchment areas of 8, 142 and 5 km 2 , respectively, so are unlikely to have had a significant effect on total sediment loads. But the same cannot be said for the Burdekin Falls Dam, which has a (sub) catchment of approximately 114,000 km 2 . Accordingly, we partitioned our data into two periods: before and after the dam. The problem here, however, is that the postdam subsample comprised only 24 observations. Consequently, we developed a single model that used pre-and postdam data, 5 plus dummy variables to capture differences in coefficients before and after construction of the dam. 6 The simple, intercept dummy (postdam dummy) was set equal to one for years after construction of the dam (1986+) and was otherwise zero. We then constructed several interactive dummies, by multiplying that simple dummy variable by the observed data for our target variable (e.g. temperature*postdam dummy). Table 1 provides summary statistics for the variables used within our model. 5 Construction years (1984) (1985) (1986) inclusive) were omitted. 6 We also constructed a model using only data from before the dam was built. Coefficients from this model were compared with (calculated) coefficients from the full model (e.g. predam coefficient on beef prices = simple coefficient on beef prices plus the coefficient on the interactive dummy). This confirmed the robustness of our full-period model.
Model estimation
Vector autoregressives (VARs) are one of the most successful and flexible models available for analysing multivariate time-series data, in a manner that captures interdependencies among variables (Watson 1994) . All (endogenous) variables in a VAR system are treated symmetrically in a structural fashion; each endogenous variable is dependent on its own lag and the lag of other variables in the system. Exogenous variables can also be included in the general model, and one can use coefficients from the equations to examine the impact of 'shocks' to the system (using impulseresponse functions).
Formally, for a set of n time-series variables y t = (y 1t , y 2t , . . ., y nt ) 0 , a VAR model that is integrated of order p [VAR(p)] can be written as follows:
where y t is a k vector of endogenous variables; x t is a d vector of exogenous variables; the A i 's and the B are (n 9 n) coefficient matrices to be estimated; and u t = (u 1t , u 2t , . . ., u nt ) 0 is a vector of innovation. The endogenous variables (y t ) may be contemporaneously correlated but must be uncorrelated with their own lagged values and uncorrelated with all of the right-hand-side variables. The error terms in the model are assumed to have the usual properties; that is, they have a constant mean and variance and are independently distributed.
To allow reliable estimation, all data needs to be transformed to their stationary values and the VAR methodology can only be applied only when there is no cointegration relationship between the variables. In the first instance, we thus conducted stationarity tests on all variables. 7 These indicated that the biophysical data (sediment, rainfall and temperature) were stationary in levels; the socio-economic data (cattle numbers, beef prices and wages) were stationary once first differenced. Visual inspection of the data clearly revealed that the three biophysical variables were strongly related ( Figure 3) ; beef prices and wages have all been trending upwards (nonlinearly), together, over time. Cattle numbers have also been trending upwards over time, with suggestions of a lagged response to beef prices (Figure 4 ). We thus conducted pre-estimation lag length tests. Three of the five tests for the full-period indicated that the optimal number of lags was 3 years; for the pre-and postdam periods separately, four (and five) of the five tests indicated that the optimal number of lags was 3 years. 8 We then used the Johannsen test to look for evidence of cointegrating vectors between the socio-economic variables in the before and after dam period; there were none, indicating that a VAR approach is appropriate. Our initial first model thus specified three lags and included both sediment and cattle numbers as the only two endogenous variables; all other variables were entered as exogenous (since sediment and cattle numbers are unlikely to influence them), with up to three lags. We ran a serious of estimations, removing variables which were insignificant, to obtain the most parsimonious model. Our final model was as follows: 
(biophysical variables in levels; socioeconomic variables in first differences).
Results and discussion
Determinants of sediment loads
Results are presented in Rainfall and extreme events both have a significant, positive and lingering impact (through lags) on sediment loads. This is in accordance with expectations given that sediment transport through catchments has been shown to be a slow process with large-scale storage for long periods, for example, in the Fitzroy catchment (Hughes et al. 2010) followed by remobilisation in large flood events. 9 The negative and statistically significant coefficient on the interactive postdam dummy/rainfall variable indicates that the amount of sediment that flows to the mouth of the river for any given rainfall event was less after the dam was built than before.
The lagged impact of rainfall on sediment loads is negative, which is likely to reflect the fact that rainfall encourages vegetative growth, which may reduce loads in subsequent years. The literature clearly supports this hypothesis, with research showing that improved pasture cover, riparian vegetation restoration, constructed wetlands and other forms of vegetation management require time to become effective in reducing sediment loads at the end of catchment (e.g. Bartley et al. 2014) .
Our results also show that cattle numbers have a positive and statistically significant impact on sediment loadsalthough with a 3 year lag. This lag is also in accordance with expectations: previous research has shown that it can take long periods (years to decades) for erosion rates to respond to changed Note: P-values are reported in () ***, **, *, significant at the 1 per cent, 5 per cent and 10 per cent levels, respectively.
cattle numbers. For fine sediments, however, once the changed erosion occurs, the 'signal' may propagate into the GBR lagoon in only a few years (McCulloch et al. 2003; Lewis et al. 2007) . Beef prices and wages impact sediment indirectly (and with a lag) by altering cattle numbers. The lagged positive effect of beef prices on cattle numbers is consistent with other research that has found long-run own-price elasticities in beef and sheep farming to be positive (Kerr and Olssen, 2012) , so too is the lagged negative effect of wages (leading to a reduction in cattle numbers).
Impulse-response analysis
Impulse-response functions (IRFs) allow one to visualise the effect of a 'shock' to the system, with the vertical axis of a graph showing the effect on a response variable (e.g. sediment), and the horizontal axis showing future time periods after a shock is imposed. 10 IRFs are often generated automatically by statistical software, but using internally generated functions in this case would have prevented us from visualising differences in the IRF from before and after the dam. We thus used coefficients from our VAR (Table 2) within Equations (1) and (2) to calculate sediment loads at different periods of time, following exogenous 'shocks' to the system (e.g. an extreme event, a 10 per cent increase in beef prices). Results are shown in Figure 5 .
Three key points are apparent from this graph. First, the dam is acting like a sediment trap: average sediment loads are lower in the postdam period, and 'shocks' have a smaller impact on sediment loads after the dam than before. Second, the impact on sediment loads of an increase in beef prices is larger postdam. This suggests that the potential effectiveness of market-based instruments (which rely on prices) as a natural resource management tool may also be increasing with time. Third, for the shocks considered here, extreme events are, without question, the most significant driver of sediment loads. Prices (and wages) have a statistically significant impact on sediment loads, but the magnitude of their impact is dwarfed by the impact of extreme events. Even if beef prices were to increase to 10 times the mean level (rather than to increase by 10 per cent, as shown in Figure 4 ), the lagged impact on sediment loads, postdam, would be <60 per cent of that of an extreme event (although the impact would be sustained). The average annual percentage change in (real) beef prices for our data set was a little over 2 per cent; the biggest rise was 41 per cent, and the biggest fall was 51 per cent. So our key pointthat extreme events appear to be a much more significant driver of sediment loads than beef pricesremains.
Conclusion
We set out to assess the extent to which changes in beef prices impact sediment loads. This was a nontrivial task primarily because of the number of confounding factors. We were able to collate data from a variety of sources, to populate a VAR that allowed us to simultaneously model changes in both economic and biophysical systems. We found a statistically significant link between cattle prices and sediment loads, the policy implication being that market-based instruments may be a viable means with which to control sediment loads in this region (i.e. a reduction in farm profits could reduce cattle numbers and thus reduce sediment loadswith a lag). Nonetheless, price effects were small relative to the impact of extreme events. To the extent that climate change is influencing the frequency and severity of extreme events in this region (Hilbert et al. 2014) , our results thus demonstrate the importance of (global) action on climate change. Focusing only on marketbased policies as a means of altering cattle numbers without considering climate change could be akin to 'fiddling while Rome burns'.
Our sample size is relatively small, with degrees of freedom limiting what could be done, so it is far from perfect. We thus urge readers not to place too much emphasis on the actual numbers generated (until they can be verified with larger data sets, which may reveal other impacts).
That said, we have achieved 'proof of concept', showing that it is possible to successfully integrate economic and biophysical data within a VAR. VARs Sediment (Tonnes p.a.)
Years after 'shock'
Extreme event (and rainfall at 90th percentile) -predam Extreme event (and rainfall at 90th percentile) -postdam
One-off 10% increase in rainfall (above mean) -predam
One-off 10% increase in rainfall (above mean) -postdam
One-off (sustained) 10% increase in beef prices -predam
One-off (sustained) 10% increase in beef prices -postdam
One-off (sustained) 10% increase in wages -predam Figure 5 Sediment loads predicted by the VAR, for 10 years, following various exogenous 'shocks'impacts differentiated according to whether shock occurs before or after dam was built.
will not be appropriate in all contextsbut, data permitting, they could be a powerful way of learning more about important complex interactions such as those considered here in a variety of different contexts.
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