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Abstract
This paper proposes a solution for multiple-impulse orbital maneuvers near circular orbits for special cases where orbital ob-
servations are not globally available and the spacecraft is being observed through a limited window from a ground or a space-based
station. The current study is particularly useful for small private launching companies with limited access to global observations
around the Earth and/or for orbital maneuvers around other planets for which the orbital observations are limited to the in situ
equipment. An appropriate cost function is introduced for the sake of minimizing the total control/impulse effort as well as the
orbital uncertainty. It is subsequently proved that for a circle-to-circle maneuver, the optimization problem is quasi-convex with
respect to the design variables. For near circular trajectories the same cost function is minimized via a gradient based optimization
algorithm in order to provide a sub-optimal solution that is efficient both with respect to energy effort and orbital uncertainty. As
a relevant case study, a four-impulse orbital maneuver between circular orbits under Mars gravitation is simulated and analyzed to
demonstrate the effectiveness of the proposed algorithm.
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1. Introduction
Impulsive orbital maneuvers (IOM) have always been a chal-
lenging issue in astrodynamics. In 1925 the well-known two-
impulse maneuver for transfer between coplanar orbits was first
proposed by Walter Hohmann (Hohmann, 1960) that was demon-
strated to be an optimal solution for the unconstrained transfer
problem. Subsequently, many researches have focused on IOM
in order to propose and improve the solutions for more com-
plex and challenging situations by considering different con-
straints on the problem (Lion and Handelsman, 1968; Prussing
and Chiu, 1986; Lawden, 1992; Taur et al., 1995; Wenzel and
Prussing, 1996; Eckel, 1982; Shakouri, 2019), while some re-
searches have tried to find more simplified methods to solve
the multiple-impulse orbital maneuver (MIOM) with less com-
putational efforts (Caruso et al., 2019; Shakouri et al., 2019b;
Sanatifar and Capuzzo-Dolcetta, 2019).
On the other hand, the Lambert’s approach (Gooding, 1990;
Albouy, 2019) has traditionally been utilized to establish conic
trajectories between any two spatial points in space within a
predefined time interval that can be directly used as the ma-
neuver trajectory, as well. Several solution methods are pro-
1Corresponding author. Email addresses: a shakouri@outlook.com (A.
Shakouri), pourtak@sharif.edu (S. H. Pourtakdoust), msayanjali@gmail.com
(M. Sayanjali).
posed in the literature to enhance the speed and accuracy of the
early algorithms in which the reader can refer to (Leeghim and
Jaroux, 2010; De La Torre et al., 2018; Russell, 2019) and the
references therein. Many enhanced versions over the classical
Lambert’s method have emerged since its original introduction
due to its vast applicability for multiple-revolution (Prussing,
2000; Shen and Tsiotras, 2003; Zhang et al., 2010), perturbed
(Engels and Junkins, 1981; Kechichian, 1997), and optimized
transfer solutions (Abdelkhalik and Mortari, 2007) in various
related contexts.
However, the majority of the state-of-the-art IOM methods
do not consider the issue of realistic uncertainties such as mea-
surement and process noise, actuation errors, etc. The inherent
nature of the stochastic uncertainty could indeed affect the mis-
sion design (MD) parameters that are usually not considered at
the initial MD stages. Of course there exist powerful estima-
tion and filtering techniques that can compensate for the role of
uncertainty with acceptable accuracy for offline MD when the
system is fully observable. On the other hand, the uncertainty
problem persists when there are lack of sufficient observabil-
ity level and time, where state estimation will no longer pro-
duce a converged solution to an acceptable error bound. In
these scenarios, the estimation uncertainty, modeled via the sys-
tem covariance matrix, can be considered as an affecting tool
in the process of MD for orbital maneuvers. The continuous-
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thrust two-dimensional coplanar orbital maneuvers under poor
measurements are studied in (Zimmer et al., 2010) where the
diagonal elements of the covariance matrix are augmented in
the cost function to be minimized alongside the control effort.
For spacecraft rendezvous, a same approach for the impulsive
maneuvers under uncertainty is discussed in (Li et al., 2010)
where a multi-objective unconstrained optimization approach
is implemented and analyzed. In (Shakouri et al., 2019a) the
multiple-impulse rendezvous problem is studied by proposing
a covariance minimization approach under several constraints
on the maximum control effort, maximum thruster limit, and
maximum flight time while satisfying some safe approach cor-
ridors.
This current study investigates the MIOM problem under
a special realistic assumption that the measurements are not
available at all times and the state estimation cannot retain its
convergence beyond the observation window (see Fig. 1). In
this situation, thrust actuation cannot be performed in the blind
regions for sure and nevertheless, the impulses should not be
applied at the early times of entering the observation window
as well, as obviously the state variables need a sufficient time
for convergence trough the filtering process. Therefore, a cost
function is introduced in which by its minimization the sum of
impulses will be reduced and also enough time will be given
to the system for the relaxation of its estimation errors. It is
also demonstrated that the cost function is quasi-convex for
two-impulse circle-to-circle maneuvers. For MIOMs, the trans-
fer trajectory is approximated by several two-impulse circle-to-
circle maneuvers and a gradient based optimization technique is
implemented to establish a solution. The Lambert’s algorithm
is also used for trajectory generation and calculation of the cost
function in which the impulse positions and impulse times are
considered as the optimization (design) variables.
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Figure 1: Schematic geometric view of the problem discussed in this paper.
The remaining parts of this paper are organized as follows:
In Section 2, the system is modeled, the Lambert’s algorithm
is inserted to the formulations, and the actuated system is in-
troduced. Section 3 is devoted to the covariance analysis and
propagation in a simplified case and some results are presented.
The optimization and simulations are performed in Section 4.
Finally, concluding remarks and future directives are presented
in Section 5.
2. Orbital Dynamics and Impulsive Control
The spacecraft dynamics is assumed to be the unperturbed
two-body problem. Let r, v, a ∈ R3 denote the position, ve-
locity, and acceleration of the spacecraft in an Earth-centered
inertial coordinate system, respectively, and t ∈ [0,∞) denote
the time. Therefore:
a(t) = − µ
r(t)3
r(t) (1)
in which r = ‖r‖ stands for the Euclidean norm. The following
discrete-time form is obtainable using Eq. (1):
ri+1 = fr (ri, vi, δt) (2)
vi+1 = fv (ri, vi, δt) (3)
where ri, vi ∈ R3 are the position and velocity vectors of the
spacecraft at step i which occurs at ti = ti−1 + δti−1,i ∈ [0,∞).
Functions fr(·, ·, ·), fv(·, ·, ·) : R3 ×R3 × [0,∞) 7→ R3 are defined
as below:
fr(ri, vi, t) =
∫
t
fv(ri, vi, τ)dτ + ri (4)
fv(ri, vi, t) =
∫
t
a(τ)dτ + vi (5)
Let us introduce two symbols of v−i , v
+
i ∈ R3 in order to
denote the spacecraft velocity vector before and after applying
the impulse vector, respectively. So,
v+i = v
−
i + δvi (6)
in which δvi ∈ R3 is the impulse vector at step i. Using the
above notation, the actuated analog of Eqs. (2) and (3) can be
written as:
ri+1 = fr
(
ri, v+i , δti,i+1
) ≡ fr (ri, v−i + δvi, δti,i+1) (7)
v−i+1 = fv
(
ri, v+i , δti,i+1
) ≡ fv (ri, v−i + δvi, δti,i+1) (8)
It is presumed that both the initial and final orbits rotate
clockwise (CW) or counterclockwise (CCW) which is the case
for almost all IOMs. Knowing the values of ri, ri+1, and δti,i+1,
the velocity vectors of v+i and v
−
i+1 can be obtained by imple-
mentation of Lambert’s algorithm (Algorithm 54 in (Vallado,
2001)). First, Consider the following assumption.
Assumption 2.1. The angle between two subsequent impulse
positions is less than pi, i.e., ∀i ∈ N : |∠(ri, ri+1)| < pi. In
other words, dividing the R2 space into two subsets R1 = {r ∈
R2 : |∠(r, ri+1)| + |∠(r, ri)| = |∠(ri, ri+1)|} and R2 = R2 − R1,
if for a two-body dynamics with the initial conditions ri and v−i
the trajectory enters R1, then it is said that this assumption is
satisfied. Otherwise, this assumption is not satisfied. See Fig. 2
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Figure 2: Schematic figure for Assumption 2.1.
The Lambert’s algorithm can give the velocity vectors of
a trajectory that goes through ri and ri+1 with a time interval
of δti,i+1. The output of the Lambert’s algorithm is unique un-
der Assumption 2.1 (for more details see (Simo´, 1973)). Let
L(·, ·, ·) : DL 7→ R3 be a function that employs the Lambert’s
algorithm whereDL ⊂ R3 ×R3 × [0,∞) is considered such that
Assumption 2.1 holds:
v+i = L
(
ri, ri+1, δti,i+1
)
(9)
Therefore, using Eqs. (9) and (6) for a two-impulse maneu-
ver from ri, v−i to ri+1, v
+
i+1 in a time interval of δti,i+1, the first
impulse vector can be obtained as follows:
δvi = L
(
ri, ri+1, δti,i+1
) − v−i (10)
and using Eqs. (8), (9), and (6) the second impulse vector is:
δvi+1 = v+i+1 − fv
(
ri,L
(
ri, ri+1, δti,i+1
)
, δti,i+1
)
(11)
On the other hand, to handle those cases where Assumption
2.1 is not satisfied (i.e., |∠(ri, ri+1)| ∈ (pi, 2pi)), first we need to
consider the following proposition:
Proposition 2.2. Let rac denote the position where orbits (a)
and (c) intersect and similarly, rbc denote the position where
orbits (a) and (b) intersect which are shown in Fig. 3. Consider
a spacecraft decides to travel from orbit (a) to (b) using an
arc of orbit (c). Then, the impulse magnitudes are equal in the
following scenarios:
1. Orbits (a) and (b) are CCW and for a two-impulse ma-
neuver between rac and rbc, an arc of orbit (c) is used
which has a CCW rotation (i.e., orbit (c)–Traj. (1) in Fig.
3).
2. Orbits (a) and (b) are CW and for a two-impulse maneu-
ver between rac and rbc, an arc of orbit (c) is used which
has a CW rotation (i.e., orbit (c)–Traj. (2) in Fig. 3).
Proof. Suppose the velocity of orbit (a) in rac is shown by vac(a)
or −vac(a) when the rotation is CW or CCW, respectively. This
rule is then used to denote the rest of the velocities. In scenario
(2) the impulse magnitudes are ‖δv1(CW)‖ = ‖vac(c) − vac(a)‖ and
‖δv2(CW)‖ = ‖vbc(b) − vbc(c)‖. In scenario (1) the impulse magni-
tudes are ‖δv1(CCW)‖ = ‖ − vac(c) + vac(a)‖ and ‖δv2(CCW)‖ = ‖ −
vbc(b)+vbc(c)‖. Therefore, ‖δv1(CW)‖ = ‖δv1(CCW)‖ and ‖δv2(CW)‖ =
‖δv2(CCW)‖, and the statement is proved. 
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Figure 3: Visualization of the parameters used in Proposition 2.2.
According to Proposition 2.2, if Assumption 2.1 is not sat-
isfied, then the problem can be viewed as an equivalent problem
at which Assumption 2.1 is satisfied. The procedure for the cal-
culation of an impulse vector is summarized in Algorithm 1 and
depicted in Fig. 4. Algorithm 2 presents the extended procedure
for the case of MIOM.
Algorithm 1: An algorithm based on Lambert’s problem
for impulse generation.
Input: Initial position ri; final position ri+1; transfer time
δti,i+1; and initial velocity v−i .
Output: Impulse vector δvi; and the final velocity v−i+1.
if Assumption 2.1 is satisfied then
1. Use Eq. (10) and calculate δvi.
2. Use Eq. (8) and calculate v−i+1.
end
if Assumption 2.1 is not satisfied then
1. v−i ← −v−i
2. Use Eq. (10) and calculate δvi.
3. Use Eq. (8) and calculate v−i+1.
4. δvi ← −δvi
5. v−i+1 ← −v−i+1
end
Return: δvi, v−i+1.
Consider the following cost functions for a two impulse ma-
neuver:
JCE =
n∑
i=1
δvi (12)
JMI = max{δv1, δv2, · · · , δvn} (13)
in which the former defines the control effort, the latter is the
maximum required impulse magnitude, and ‖δvi‖ = δvi. The
above-mentioned cost functions are expressible as follows us-
ing Eqs. (9), (10), and (11).
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Figure 4: Schematic view for Algorithm 1.
Algorithm 2: An algorithm for impulse generation in
MIOMs with n impulses.
Input: Number/index of impulses, i = 1, · · · , n; impulse
positions ri; impulse times, δti,i+1; initial velocity v−1 ;
and final velocity, v+n .
Output: Impulse vectors δvi, i = 1, · · · , n.
for i = 1, · · · , n do
1. Run Algorithm 1 with ri, δti,i+1, and v−i as inputs.
2. Save the first output of Algorithm 1, δvi, and use
the second output, v−i+1, as an input for the next
iteration.
end
3. δvn ← v+n − v−n .
Return: δvi, i = 1, · · · , n.
JCE =
∥∥∥L (r1, r2, δt1,2) − v−1 ∥∥∥
+
∥∥∥L (r2, r3, δt2,3) − fv (r1,L (r1, r2, δt1,2) , δt1,2)∥∥∥ + · · · (14)
JMI = max
{∥∥∥L (r1, r2, δt1,2) − v−1 ∥∥∥ ,∥∥∥L (r2, r3, δt2,3) − fv (r1,L (r1, r2, δt1,2) , δt1,2)∥∥∥ , · · · } (15)
To simplify the analysis for near circular orbits, polar coor-
dinates are used. In a polar coordinate system, an equatorial or-
bit can be specified by r(t) and θ(t) such that r(t) = r(t)[cos θ(t)
sin θ(t)]T . Before presenting a result, consider the following
assumption:
Assumption 2.3. The spacecraft trajectory, except of impulse
instants, is approximately circular, i.e., r˙(t) ' 0 and θ¨(t) ' 0.
Under Assumption 2.3, in a coplanar trajectory, v−i , ri and
v+i+1, ri+1 are functions of θi and θi+1, respectively. Therefore,
the cost functions of Eqs. (14) and (15) are both functions of
θi, θi+1, and δti,i+1, i.e., JCE ≡ JCE(θ1, · · · , θn, δt1,2, · · · , δtn−1,n)
and JMI ≡ JMI(θ1, · · · , θn, δt1,2, · · · , δtn−1,n).
Proposition 2.4. Suppose Assumption 2.1 is satisfied. The cost
functions JCE and JMI both have one global minimum value
with respect to δti,i+1 and if also Assumption 2.3 is satisfied,
then, they have also one global minimum with respect to θi for
all i ∈ N (See Fig. 5).
Proof. For simplicity we drop the subscripts. The semimajor
axis of the transfer trajectory, a, against the time of flight, δt,
has a single global minimum value (which corresponds to the
so-called minimum-energy transfer (Izzo, 2015)). According
to the orbital energy equation, v2/2 = µ(r − 1/a) (v can stand
for the initial or final velocity of the Lambert’s trajectory), v is
a non-decreasing function of a, therefore v has a single global
minimum with respect to δt. The square of the (first or second)
impulse magnitude, δv2, has a quadratic relation with v. There-
fore, since δv2 is a composite of a quadratic function and an
invex function of δt, it has none, a single, or two extremums
with respect to δt (because dδv/dδt = dδv/da · da/dδt, hence,
dδv/dδt can switch the sign one, two, or three times). We know
that both when t → 0 and t → ∞ the value of δv2 approaches
infinity. Therefore, δv (as well as their weighted sum) has a sin-
gle global minimum against δt (which according to Fig. 5 it is
not convex since obviously counter examples exist).
For the second part we use a proof by contradiction. Sup-
pose that the cost function with respect to θ, for a constant δt,
changes the derivative sign of the cost function (and equiva-
lently the velocity magnitudes) three (or more) times. There-
fore, corresponding to some values of δt, a (or v), and J, there
exist three (or more) solution values of θ. According to Eq. (63)
in (De La Torre et al., 2018) one can obtain:
δt2 = α2 cos2
(
θ
2
)
+ α1 cos
(
θ
2
)
+ α0 (16)
for some fixed values of α0,1,2. According to Eq. (16) it is
impossible for θ to pick more than two solutions. Therefore,
the first assumption is false and the cost function with respect
to θ, for a constant δt, has none, one, or two solutions which
means that there exists one global minimum. 
3. Covariance Propagation and Analysis
For a circular orbit, the dynamics in a polar coordinate sys-
tem is expressible as follows: r˙(t)θ˙(t)
ω˙(t)
 =
0 0 00 0 10 0 0

 r(t)θ(t)
ω(t)
 + w (17)
where w ∈ R3 is a zero-mean, normally-distributed, random
vector with the associated diagonal covariance matrix of Q =
[Qii] ∈ R3×3. Suppose the measurement vector ism = [r θ]T +
v in which v is a zero-mean, normally-distributed random vec-
tor with the associated diagonal covariance matrix ofR = [Rii] ∈
R2×2.
The propagation of the state covariance matrix, P(t) = [Pi j(t)],
can be stated as
P˙ =
0 0 00 0 P220 P22 2P23
−
P
2
11/R11 0 0
0 P222/R22 P22P23/R22
0 P22P23/R22 P233/R22
+Q
(18)
According to the above formulation, P11 and P22 are decou-
pled. Thus, for i = 1 or 2:
4
 
Figure 5: Graphical representation of JEC and JMI as functions of δt1,2 and δθ = θ2 − θ1 for a two-impulse maneuver between circular orbits with altitudes of 400
km and 500 km.
Pii(t) =
RiiPii(0) +
√
RiiQii(Pii(0) − √RiiQii)t
Rii + (Pii(0) − √RiiQii)t
(19)
In Fig. 6, the phase plane of Eq. (17) is plotted schemat-
ically which shows that if Pii(0) >
√
RiiQii, that is often the
case, the uncertainty of r(t) and θ(t) will decrease over time. If
Qii = 0, then the limit of uncertainty is zero.
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Figure 6: Phase plane of P˙ii = −P2ii/Rii + Qii.
Considering θ(t) = ωt =
√
µ/r3t for circular orbits, Eq.
(19) can be expressed as a function of θ:
Pii(θ) =
√
µRiiPii(0) + r3/2
√
RiiQii(Pii(0) − √RiiQii)θ√
µRii + r3/2(Pii(0) − √RiiQii)θ
(20)
According to Eqs. (19) and (20), the variances of r(t) and
θ(t) decrease in the window that observation exists, but in the
rest of the path, the variances increase as Pii = Qiit =
√
r3/µQiiθ.
Depending on the measurement accuracy, spacecraft orbit, and
the process uncertainty, waiting for the next window may in-
crease or decrease the orbit accuracy. However, the variance
decrement in the observation window still exists. Therefore,
another cost function on behalf of the variances can be defined
as follows:
JV =
n−1∑
i=1
|θi − θmaxi | (21)
Another source of uncertainty is the impulse vectors. A
lower amount of JCE results in a more accurate final trajectory.
In this regard, inserting JCE to the total cost function not only
results in a decrease of control effort, but as a side effect, de-
creases the uncertainty due to the impulse magnitudes.
4. Optimization and Simulations
According to the results of the previous sections, the follow-
ing total cost function can be defined which under Assumptions
2.1 and 2.3 is (quasi) convex with respect to the optimization
variables of θi, i = {1, 2, · · · , n} and δti,i+1, i = {1, 2, · · · , n − 1}.
minimize
θi,δti,i+1
wCE JCE + wMI JMI + wV JV
θmini ≤ θi ≤ θmaxi
(22)
The above problem can be easily solved under convex con-
straints on δti,i+1 and θi. The minimum and maximum values of
5
θi are constrained by θmini and θ
max
i that are determined by the
observation field provided by a ground based observation site
for example. Since a real MIOM problem has degrees of free-
dom also on the values of ‖ri‖, therefore, the following problem
is solved in this paper instead of the ideal problem defined by
Eq. (22). The following problem may has more than one local
minimum solutions, but according to Proposition 2.4, the local
minimum is near the global minimum if the initial and final or-
bits are close enough and consequently the transfer trajectory is
near circular (i.e., Assumption 2.3 is satisfied approximately).
minimize
θi,δti,i+1,‖ri‖
wCE JCE + wMI JMI + wV JV
θmini ≤ θi ≤ θmaxi
(23)
Remark 4.1. The cost function which is considered in this pa-
per is free of exact covariance elements, unlike works done by
Zimmer et al. (2010); Li et al. (2010); Shakouri et al. (2019a),
in which a representative cost function, JV , is used instead. This
approach makes the solution much more easier and faster to ob-
tain, while needs the designer to have intuitions about the level
of the uncertainties in order to select appropriate values for the
weighting parameter, wV .
Remark 4.2. An optimization problem pretty similar to problem
(23) may be written in the following form:
minimize
θi,δti,i+1,‖ri‖
wCE JCE + wMI JMI
θmini + θ
lower
i ≤ θi ≤ θmaxi
(24)
such that after θi = θmini + θ
lower
i it is known that a convergence
occurs in the filtering procedure. However, since such an infor-
mation is not known for a system (i.e., the covariance matrix
elements cannot be calculated offline) we solve the previously
mentioned problem (23) in this study.
In this paper, a gradient-based optimization method is used
at which the gradients are evaluated numerically by a finite-
difference technique. The implemented optimization method is
summarized in Algorithm 3.
If the observation field of view half angle is α, then we have:
θmaxi = cos
−1
 RR + ri sin2 α + cosα
√
1 −
(
R
R + ri
)2
sin2 α

(25)
where R is the celestial body radius and θmini is considered equal
to −θmaxi in our case studies.
Remark 4.3. It is obvious that the set of all n-impulse maneu-
vers is a subset of the set of all m-impulse maneuvers if m > n
(which is equivalent to the set of m-impulse maneuvers with
m − n zero impulses). Consequently, we have J∗m ≤ J∗n where
J∗m and J∗n are the solutions of problem (23) corresponding to
m and n impulses, respectively. Therefore, increasing the num-
ber of impulses may decrease the optimal cost function or at
least leaves it unchanged. However, the computational effort
will increase considerably which is a result of the curse of di-
mensionality.
Algorithm 3: A gradient-based numerical optimization
algorithm to solve problem (23).
Input: A desired number of impulses, i = 1, · · · , n;
initial guesses for impulse position magnitudes, ‖r(1)i ‖
(i = 2, · · · , n − 1); initial guesses for impulse angles,
θ(1)i (i = 1, · · · , n − 1); initial guesses for impulse times,
δt(1)i,i+1 (i = 1, · · · , n − 1); initial orbit, ‖r1‖ and ‖v−1 ‖ as
well as the final orbit, rn and v+n ; the observation filed of
view, α; and the weighting values, wCE , wMI , and wV .
Output: The optimum values for optimization variables,
‖r∗i ‖, θ∗i , and δt∗i,i+1.
1. x(1) ←
[‖r(1)2 ‖, · · · , ‖r(1)n−1‖, θ(1)1 , · · · , θ(1)(n−1), δt(1)1,2, · · · , δt(1)n−1,n]T
for i = 1, · · · ,N do
2. θ(i)n ← θmaxn
3. Pick an appropriate value for γ > 0.
for j = 1, · · · , 4n − 7 do
4. Run Algorithm 2 with x(i), r1, v−1 , rn, and v
+
n .
5. J ← wCE JCE + wMI JMI + wV JV (from the
outputs of step 4)
6. Pick a small enough ε > 0.
7. Add ε to the jth element of x(i).
8. Repeat step 4.
9. Jδ ← wCE JCE + wMI JMI + wV JV (from the
outputs of step 8)
10. (∇xJ) j ← Jδ − J
end
11. (∇xJ)x=x(i) ← [(∇xJ)1, · · · , (∇xJ)4n−7]T
12. x(i+1) ← x(i) − γ(∇xJ)x=x(i)
13. Extract the output values from x(i) =
[‖r(i)2 ‖, · · · , ‖r(i)n−1‖, θ(i)1 , · · · , θ(i)(n−1), δt(i)1,2, · · · , δt(i)n−1,n]T .
for i = 1 to n − 1 do
14. Obtain the values of θmaxi and θ
min
i (e.g. using
Eq. (25)).
if θi > θmaxi then
15. θi ← θmaxi
end
if θi < θmini then
16. θi ← θmini
end
end
end
17. Extract the output values from x(N) ≡ x∗ =
[‖r∗2‖, · · · , ‖r∗n−1‖, θ∗1, · · · , θ∗(n−1), δt∗1,2, · · · , δt∗n−1,n]T .
Return: ‖r∗i ‖ (i = 2, · · · , n − 1), θ∗i (i = 1, · · · , n − 1),
θ∗n = θmaxn , and δt∗i,i+1 (i = 1, · · · , n − 1).
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The four impulse orbital maneuver is considered as a nu-
merical example for a transfer between circular orbits with alti-
tudes of 500 km and 1000 km with α = 60◦. The unconstrained
optimal maneuver for this case in view of control effort is the
Hohmann maneuver that requires a maximum impulse capabil-
ity of 0.33 km/s and the sum of impulses will be as low as 0.62
km/s.
Fig. 7 shows the optimal trajectory for wCE = 1,wMI =
wV = 0 at which the sum of impulses is 1.48 km/s and requires
a maximum impulse magnitude of 0.78 km/s. This solution
has the minimum JCE such that the impulse position angles are
constrained to be located in the observation window. However,
this trajectory is not appropriate in view of uncertainty since JV
is not considered, and consequently, the first impulse is applied
at the beginning of the observation period when the filtering
procedure have not had enough time to converge. The sum of
impulses is much higher than the Hohmann solution which is
the result of the constrained impulse positions.
 
Figure 7: Maneuver trajectory generated with wCE = 1,wMI = wV = 0. The
sum of impulses is 1.48 km/s and the maximum impulse required is 0.78 km/s.
Fig. 8 shows the trajectory when the uncertainty is taken
into account in which the first impulse position is postponed
in order to provide more time for the estimation algorithm to
converge. In this case, the sum of impulses is 2.37 km/s and
the maximum required impulse magnitude is 1.26 km/s. Fig.
9 shows the case where the uncertainty has a major impact on
the selection of impulse positions which is considered by in-
creasing its cost function weight, wV . In this case, the sum of
impulses increased as high as 5.12 km/s with a required max-
imum impulse of 2.68 km/s. As is shown, when wMI is set to
zero, the four-impulse trajectory reduces to a two-impulse tra-
jectory (δv2 = δv3 = 0). By increasing the value of wMI the
maximum impulse required for the maneuver can be reduced
where accordingly, Fig. 10 shows the optimal trajectory when
the control effort and the maximum impulse are both important
while no attentions are paid to the role of uncertainty. In this
case, the sum of impulses is 1.91 km/s while the maximum re-
quired impulse magnitude reaches a lower value of 0.5 km/s.
These amounts clearly show that how the uncertainty can be
reduced by spending more energy.
 
Figure 8: Maneuver trajectory generated with wCE = 1,wMI = 0,wV = 2. The
sum of impulses is 2.37 km/s and the maximum impulse required is 1.26 km/s.
 
Figure 9: Maneuver trajectory generated with wCE = 1,wMI = 0,wV = 10.
The sum of impulses is 5.12 km/s and the maximum impulse required is 2.68
km/s.
The general solutions, when all weighting values are non-
zero, are shown in Figs. 11 and 12. As is shown in Fig. 11,
selection of the weights may have other side effects, as colli-
sions with the planet, which should be studied and devised by
the designer. In the case study shown in Fig. 12, the sum of
impulses is 2.8 km/s and the required maximum impulse mag-
nitude is 0.71 km/s.
In Figs. 7–10, Assumption 2.1 is satisfied. In case studies
shown in Figs. 11 and 12, Assumption 2.1 is violated and the
trajectory turns around the celestial body. In the former cases
the value of θ2 is less than θ3 while in the latter cases we have
θ2 > θ3. Regardless of the initial guesses used in Algorithm
3, the solutions are converged to the appropriate values which
means that the proposed algorithms are robust to initial values
without encountering any singularities.
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 Figure 10: Maneuver trajectory generated with wCE = 1,wMI = 5,wV = 0.
The sum of impulses is 1.91 km/s and the maximum impulse required is 0.50
km/s.
 
Figure 11: Maneuver trajectory generated with wCE = 1,wMI = 5,wV = 10.
The sum of impulses is 3.22 km/s and the maximum impulse required is 0.83
km/s. Collision points are shown by solid dots.
5. Conclusions
A multiple-impulse orbital maneuver (MIOM) scheme for
preliminary trajectory optimization and mission design (MD)
is proposed. The aforementioned problem is investigated while
considering a limited observation window as well as the role of
uncertainty involved in a realistic mission. The problem is for-
mulated in a simple form so that a gradient-based optimization
method can be implementable. The proposed MIOM approach
is vital when the system lacks a global observation. Impulse
positions and times have been considered as the optimization
(design) variables in an actuated spacecraft dynamics model in
which the Lambert’s algorithm is incorporated for orbital ma-
neuvers between arbitrary orbits in the three-dimensional space.
A numerical case study is performed for MIOM under Mars
gravitational field. The results showed how a trade-off can hap-
pen between the impulse time deferment (as a measure of un-
certainty level), the control effort, and the maximum required
impulse magnitude that should be considered in the MD.
 
Figure 12: Maneuver trajectory generated with wCE = 1,wMI = 5,wV = 5.
The sum of impulses is 2.80 km/s and the maximum impulse required is 0.71
km/s.
The future works may include a more realistic situation around
a planet with different sources of observation which are pro-
vided from multiple space-based and/or ground-based stations.
Solving the problem in a real operation field may needs more
advanced and combined optimization techniques. Moreover,
the same problem can rise in an asteroid environment with a
highly perturbed gravity where a lander needs to be observed
by a parent spacecraft.
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