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Résumé
Cette thèse s’est développée à l’interface entre physique statistique et traitement
statistique du signal, aﬁn d’allier les perspectives de ces deux disciplines sur les pro-
blèmes de sommes et maxima de variables aléatoires. Nous avons exploré trois axes
d’études qui mènent à s’éloigner des conditions classiques (i.i.d.) : l’importance des
événements rares, le couplage avec la taille du système, et la corrélation. Combinés,
ces trois axes mènent à des situations dans lesquelles les théorèmes de convergence
classiques sont mis en défaut. Pour mieux comprendre l’eﬀet du couplage avec la
taille du système, nous avons étudié le comportement de la somme et du maximum
de variables aléatoires indépendantes élevées à une puissance dépendante de la taille
du signal. Dans le cas du maximum, nous avons mis en évidence l’apparition de lois
limites non standards. Dans le cas de la somme, nous nous sommes intéressés au
lien entre eﬀet de linéarisation et transition vitreuse en physique statistique. Grâce
à ce lien, nous avons pu déﬁnir une notion d’ordre critique des moments, montrant
que, pour un processus multifractal, celui-ci ne dépend pas de la résolution du signal.
Parallèlement, nous avons construit et étudié, théoriquement et numériquement, les
performances d’un estimateur de cet ordre critique pour une classe de variables aléa-
toires indépendantes. Pour mieux cerner l’eﬀet de la corrélation sur le maximum et
la somme de variables aléatoires, nous nous sommes inspirés de la physique statis-
tique pour construire une classe de variable aléatoires dont la probabilité jointe peut
s’écrire comme un produit de matrices. Après une étude détaillée de ses proprié-
tés statistiques, qui a montré la présence potentielle de corrélation à longue portée,
nous avons proposé pour ces variables une méthode de synthèse en réussissant à re-
formuler le problème en termes de modèles à chaîne de Markov cachée. Enﬁn, nous
concluons sur une analyse en profondeur du comportement limite de leur somme et
de leur maximum.
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Abstract
This thesis has grown at the interface between statistical physics and signal
processing, combining the perspectives of both disciplines to study the issues of
sums and maxima of random variables. Three main axes, venturing beyond the
classical (i.i.d) conditions, have been explored : The importance of rare events, the
coupling between the behavior of individual random variable and the size of the
system, and correlation. Together, these three axes have led us to situations where
classical convergence theorems are no longer valid. To improve our understanding
of the impact of the coupling with the system size, we have studied the behavior
of the sum and the maximum of independent random variables raised to a power
depending of the size of the signal. In the case of the maximum, we have brought
to light non standard limit laws. In the case of the sum, we have studied the link
between linearisation eﬀect and glass transition in statistical physics. Following this
link, we have deﬁned a critical moment order such that for a multifractal process,
this critical order does not depend on the signal resolution. Similarly, a critical
moment estimator has been designed and studied theoretically and numerically for
a class of independent random variables. To gain some intuition on the impact of
correlation on the maximum or sum of random variables, following insights from
statistical physics, we have constructed a class of random variables where the joint
distribution probability can be expressed as a matrix product. After a detailed study
of its statistical properties, showing that these variables can exhibit long range
correlations, we have managed to recast this model into the framework of Hidden
Markov Chain models, enabling us to design a synthesis procedure. Finally, we
conclude by an in-depth study of the limit behavior of the sum and maximum of
these random variables.
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Introduction
La théorie des probabilités a parcouru un long chemin depuis sa modeste origine
au sein du "Liber de ludo aleae" de Jérôme Cardan [29]. Si les jeux de hasard furent
longtemps leur principale application, au ﬁl des siècles, les probabilités et le hasard
se sont forgés une place de choix au sein des sciences. Ce fut un long cheminement
ponctué de tiraillements philosophiques sur la place du hasard et du déterminisme
dans le monde scientiﬁque. Ainsi Laplace, déterministe acharné, pensait que sa théo-
rie des probabilités [37] ne serait qu’un palliatif temporaire aux lacunes scientiﬁques
de son temps. L’aurore du vingtième siècle avec la mécanique quantique, la théorie
du chaos ou la physique statistique révéla que cette conviction était déraisonnable-
ment optimiste.
Peut-être le hasard n’existe-t-il pas en-soi. Il n’est pas sûr que cette querelle puisse
jamais être tranchée. Néanmoins, notre ignorance et les limites aﬀérentes à notre
esprit humain sont, elles, bien réelles. De l’acceptation de ces limites jaillit le hasard
et la théorie des probabilités, donnant naissance à un des concepts scientiﬁques
les plus féconds et ce dans presque tous les domaines de la science. Que ce soit
en physique théorique avec la physique statistique, en traitement de l’information
avec les applications du traitement statistique du signal, mais aussi dans les sciences
sociales à travers les innombrables usages des statistiques, le hasard a déﬁnitivement
gagné sa place dans les sciences modernes.
Physique statistique et traitement statistique du signal
La théorie des probabilités a grandi en symbiose avec de nombreux autres champs
scientiﬁques tels que la physique statistique, le traitement du signal, les statistiques.
Malheureusement, du fait du cloisonnement des disciplines scientiﬁques, ces relations
se sont souvent développées de façon ponctuelles et limitées. D’un côté, la physique
statistique s’eﬀorce à réduire la complexité inhérente à la description de systèmes
physiques en dérivant des observables macroscopiques simples à partir d’états micro-
scopiques inaccessibles à l’observation. De l’autre, le traitement du signal s’attelle à
extraire des informations signiﬁcatives à partir de signaux complexes et bruités. Les
similitudes entre ces deux approches sont visibles. Nonobstant la diﬀérence de lan-
gage, la physique statistique et le traitement du signal se retrouvent confrontés à une
même diﬃculté : apprivoiser le hasard pour obtenir des résultats quasi-déterministes.
À partir de cette nécessité commune, les techniques adoptées et les problèmes consi-
dérés divergent considérablement. Mais cette diversité de méthodes et d’approches
crée justement une occasion d’enrichir les deux domaines.
L’interface entre physique statistique et traitement du signal est trop vaste pour
une simple thèse. Je me concentrerai donc sur un sujet aussi fondamental que fas-
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cinant : les questions de convergences de sommes et maxima de variables aléatoires
et leurs applications. Les questions liées à la convergence des sommes de variables
aléatoires furent parmi les premières à intéresser les mathématiciens et les parieurs.
Un des résultats des plus naturels de la théorie de la probabilité, formulé dès 1713
par Jacques Bernoulli [16], est la loi des grands nombres. Elle aﬃrme simplement
que si on observe la moyenne de n variables aléatoires indépendantes identiquement
distribuées (i.i.d.) et de moyenne ﬁnie,
1
n
n∑
i=1
Xi, (1)
plus le nombre n d’échantillons augmente, plus grande est la probabilité que S se
rapproche de son espérance théorique E [X]. Cette loi peut sembler évidente, sa
démonstration l’est moins ([18, 45]) et requiert que la loi des variables aléatoires Xi
soit suﬃsamment régulière aﬁn que l’espérance théorique E [Xi] soit ﬁnie. Cette loi
des grands nombres est un concept fondamental tant en physique statistique qu’en
traitement statistique du signal. L’hypothèse de base de la physique statistique n’est-
elle pas que l’on peut décrire précisément le comportement macroscopique d’un
système à partir du comportement microscopique moyen ? En d’autre termes, la
puissance descriptive de la physique statistique repose en grande partie sur la loi
des grands nombres. Parallèlement, en traitement statistique du signal, l’idée même
de l’estimation de statistiques est bâtie sur la possibilité d’obtenir une mesure quasi-
déterministe à partir d’un grand nombre d’observations d’une variable aléatoire.
L’estimateur des moments (pour des variables aléatoires positives)
S(n, q) =
1
n
n∑
i=1
Xqi (2)
est ainsi un exemple célèbre d’estimateur dont la consistance est une conséquence
directe de la loi des grands nombres.
Les raﬃnements de la loi des grands nombres sous la forme du théorème central
limite, ou de la loi des logarithmes itérés [45], ont des conséquences plus retentis-
santes encore. L’omniprésence des lois gaussiennes tant en physique statistique qu’en
traitement du signal peut s’interpréter comme une conséquence directe de ce théo-
rème et du fait que nombre d’observables physiques ou statistiques sont le résultat
d’agrégations additives d’un grand nombre de phénomènes "microscopiques" sous-
jacents. Ces résultats plus ﬁns permettent également de quantiﬁer les vitesses de
convergences des estimateurs de moments en statistiques.
Ces questions de sommes de variables aléatoires prennent une tournure encore
plus intéressante dans le contexte de la physique statistique des systèmes désordon-
nés. Dans la physique statistique des systèmes à l’équilibre, un des objets les plus
fondamentaux est la fonction de partition Z [43, 93]
Z(β) =
∑
s∈Ω
e−βEs, (3)
où la somme porte sur l’ensemble des micro-états s. Cette fonction de partition dé-
pend de l’inverse de la température β et des énergies Es associées aux micro-états
s de l’univers Ω. Il s’agit d’une fonction déterministe qui permet d’étudier le com-
portement des observables macroscopiques sous l’eﬀet des ﬂuctuations thermiques
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et d’en déduire certaines propriétés physiques du système. Deux grandeurs dérivées
de Z sont particulièrement dignes d’intérêts, l’énergie libre F
F = − lnZ
β
(4)
qui caractérise la distribution des états dans un système canonique (à température
et nombre de particule ﬁxés) et l’entropie S
S = kBβ2∂βF (5)
qui constitue une mesure de la dispersion de la distribution des états, i.e., une mesure
du désordre d’information associée à cette distribution [43, 93].
Dans le cadre des systèmes désordonnés, on rajoute un second degré de ﬂuctua-
tions "gelées" en sus des ﬂuctuations thermiques [104, 86]. Ce second niveau d’aléa
permet d’étudier l’eﬀet des ﬂuctuations structurelles des milieux complexes que sont
les verres de spin. Dans un tel système désordonné, les énergies des conﬁgurations
ne sont plus déterministes, la fonction de partition Z devient donc une somme de
variables aléatoires qui présente de troublantes similitudes avec l’estimateur des mo-
ments. Si on pose X = exp Y , l’estimateur des moments peut se réécrire comme
S(n, q) =
1
n
n∑
i=1
eqYi . (6)
Il existe donc une analogie formelle entre l’estimateur des moments S et la fonction
de partition Z d’un système désordonné. Dans cette analogie, l’ordre des moments
q joue un rôle similaire à la température inverse β.
Pour poursuivre cette analogie, un des modèles les plus célèbres de la physique
des systèmes désordonnés, le Random Energy Model (REM [40, 86]) s’est avéré être
particulièrement fructueux. Ce modèle est une illustration simple du scénario de
champ moyen pour la transition vitreuse dans les verres de spin [40] ou les liquides en
surfusion [71, 26]. Dans ce modèle, toutes les conﬁgurations s possèdent une énergie
indépendante Es, issues de la même distribution. Ces énergies sont gelées, i.e., elles
n’évoluent pas en fonction du temps. Dans la version originelle du modèle [40], ces
variables Es sont tirées à partir d’une distribution gaussienne. Un tel choix mène
à des statistiques log-normales pour les variables Xk = exp(−βEk). Le REM a été
cependant étendu à d’autres distributions, telle que les lois log-quasi-exponentielles
étirées, obtenues en choisissant une distribution Yk dont la queue est de la forme
p(y) ∼
y→+∞ exp(−cy
ρ), avec ρ > 1 et c > 0 [27]. L’intérêt principal du REM provient
de l’existence d’une transition vitreuse à température ﬁnie, et de la facilité avec
laquelle cette transition peut être étudiée analytiquement [40]. Or l’existence de cette
transition de phase vitreuse implique que la loi des grands nombres ne s’applique
pas dans le cas du REM. Cela est dû à la combinaison de deux eﬀets diﬀérents.
Premièrement, dans le cas du REM, la distribution des énergies dépend de la taille
du système. De plus, la distribution des variables Xk est irrégulière : la fonction
caractéristique d’une loi log-normale n’est pas analytique en 0, ce qui crée un certain
nombre de complications. Notamment, ces lois irrégulières ne peuvent pas toujours
être entièrement caractérisée par leurs moments entiers [8]. Dans ces circonstances,
les hypothèses sur lesquelles reposent la loi des grands nombres ne sont plus vériﬁées,
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et la transition vitreuse du REM démontre qu’il est possible de transgresser alors
la loi des grands nombres. Si on revient à l’estimateur des moments S, cela signiﬁe
que si on couple la forme des distributions avec la taille n du signal, la consistance
de l’estimateur n’est plus assurée : il est possible que l’estimateur converge vers
une valeur diﬀérente du moment théorique. Une possibilité simple pour réaliser ce
couplage est de considérer que l’ordre des moments q que l’on étudie dépend de la
taille du signal n. On retrouve alors le même type de dépendance avec la taille du
signal que dans le REM. Ben Arous et ses collaborateurs [10] ont montré qu’il est
nécessaire de fortement modiﬁer le théorème central limite dans ces conditions et,
comme le suggérait l’analogie avec le REM, la loi des grands nombres ne demeure
valide que pour certaines formes de q(n).
Il s’agit là d’une limite fondamentale de la loi des grands nombres ou encore
du théorème central limite. Ces théorèmes requièrent que les variables aléatoires
considérées soient régulières, indépendantes et identiquement distribuées. On pour-
rait penser qu’il s’agit d’hypothèses raisonnables. Si nous vivions dans un univers
parfaitement stationnaire, sans interactions, sans événements exceptionnels, tel se-
rait le cas. Heureusement, notre univers n’est ni si terne ni si raisonnable. Sans
corrélation, il est impossible de considérer des systèmes physiques en interaction. De
même, supposer que des signaux réels ne sont jamais corrélés est une aﬃrmation fort
audacieuse. On retrouve aussi nombre de systèmes en physique statistique dont les
distributions de probabilité font intervenir des lois de puissance, sans même parler
des problèmes d’estimation des lois de puissance en traitement du signal ; on ne peut
donc se satisfaire des lois régulières. Bien que le caractère identiquement distribué
puisse paraître plus consensuel, il entraîne pourtant un nécessaire découplage entre
les distributions des variables aléatoires et la taille n du système considéré.
Bien sûr, il existe des extensions des résultats de convergence dans certains cas
spéciﬁques et contrôlés, mais il s’agit encore d’exceptions plutôt que de résultats
généraux [18, 63]. Ces contraintes limitent considérablement l’application de ces
résultats aux systèmes réels. Cela d’autant plus que ces diﬃcultés apparaissent ra-
rement seules. Par exemple, dans le cadre de l’analyse multifractale [82, 49], on se
retrouve confronté à des variables aléatoires fortement corrélées, irrégulières, et dont
le comportement dépend de manière régulière de l’échelle d’analyse. Similairement
en physique statistique hors d’équilibre, les systèmes considérés sont souvent non ho-
mogènes et fortement corrélés. Les modèles de physique des systèmes désordonnées
comme le REM présentent, eux, un couplage non trivial avec la taille du système
(dans l’approximation de champ moyen) associé avec des lois irrégulières.
Problèmes et contributions
Il existe donc de nombreuses situations, physiquement et statistiquement intéres-
santes, dans lesquelles les résultats classiques de la théorie des probabilités s’avèrent
insuﬃsants. Réciproquement, ces problèmes de convergences, qui peuvent amener à
violer la loi des grands nombres, sont des signes clairs de l’existence de phénomènes
non triviaux et potentiellement intéressants. Dans cette thèse, nous distinguerons
trois causes potentielles de ces problèmes de convergence de la somme : l’importance
des événements rares, le couplage avec la taille du système, et, plus classiquement, la
corrélation. Ces trois sources de diﬃcultés mais aussi de richesse de comportement
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seront les trois axes qui structurent cette thèse. Aﬁn de pouvoir mener à bien nos
études, nous essaierons d’introduire parcimonieusement ces complications dans les
problèmes que nous étudierons, tout en essayant de préserver le plus possible les
structures mathématiques qui ont rendus possibles l’étude exhaustive des problèmes
de convergence de la somme et du maximum dans le cas i.i.d..
De la somme aux extrêmes
Si on s’intéresse aux événements rares et aux lois irrégulières, le maximum
M(n) = max{X1, . . . , Xn} (7)
est une quantité naturelle à étudier, qui sera le protagoniste de notre partie I. En
eﬀet, pour des lois irrégulières, les événements extrêmes jouent un rôle non négli-
geable dans le comportement de la somme S (cf. chapitre 1). De plus, sommes et
maxima de variables aléatoires partagent une structure mathématique commune qui
permet bien souvent de transférer des raisonnements d’un cas à l’autre. Il est ainsi
peu surprenant que l’on retrouve des résultats comparables lorsqu’on s’intéresse à
la convergence du maximum d’un jeu de variables aléatoires. Comme dans le cas
des sommes de variables aléatoires, il existe une caractérisation impressionnante du
comportement asymptotique de ce maximum de variables aléatoires [59, 53]. Les
lois limites associées à ces maxima appartiennent à une famille restreinte de distri-
butions appelées lois des extrêmes généralisées. Nous ferons brièvement le point sur
ces résultats de convergence dans le chapitre 1, aﬁn de présenter les outils mathéma-
tiques communément utilisés pour l’étude des sommes et des maxima de variables
aléatoires. En nous inspirant de l’analogie avec le REM, nous montrerons que l’équi-
valent de l’énergie libre par spin, la log-moyenne
lnS(n, q = 1)
lnn
(8)
est fort utile pour résumer le comportement de la convergence de la somme et du
maximum de lois de puissance. Cependant, dans le cas du maximum, ce comporte-
ment de convergence demeure très régulier, quelles que soient les variables aléatoires
considérées. Il est donc intéressant d’utiliser notre second axe de questionnement et
d’introduire un couplage avec la taille du système. Dans le cas de la somme, nous
avions naturellement considéré le cas de sommes de variables élevées à une puissance
dépendant de la taille du signal. La généralisation au maximum se fait aisément
M(n, q) = max{Xq1 , . . . , Xqn} = max{X1, . . . , Xn}q. (9)
Il est même plus facile d’étudier le comportement du maximum élevé à une puis-
sance M(n, q). En eﬀet, le maximum et la puissance commutent entre eux, ce qui
n’est pas le cas pour la somme S(n, q). L’élévation à la puissance préserve donc la
structure mathématique associée au maximum, ce qui facilite l’étude des lois limites
du maximum.
Bogachev et ses collaborateurs ont montré [23] qu’il est alors possible d’accéder à
des lois limites non standard dans certaines situations. En suivant une méthode par
renormalisation développée pour le cas classique [61, 62, 17], nous avons pu classiﬁer
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l’ensemble des lois limites non-standards et détailler le mécanisme de transition entre
les lois standards et non-standards dans le chapitre 2. De façon très intéressante,
cette convergence vers des lois limites non indépendantes dépend du rapport entre
l’ordre de perturbation qn et un ordre critique q∗n [3].
Ordre critique et estimateur des moments
L’élévation des variables aléatoires à une puissance dépendant de la taille du
signal peut donc faire apparaître des comportements de convergence non-standards
dans le cas du maximum. Si on revient au cas de la somme, les résultats de Ben
Arous [10] conﬁrme l’existence d’un eﬀet similaire lorsqu’on s’intéresse à la somme
de variable aléatoires i.i.d. élevées à une puissance dépendant de la taille du système
pour des variables aléatoires suivant des lois irrégulières. Nous intéresserons donc
plus en détail dans la partie II à ce changement de comportement, que l’on peut
assimiler à une transition vitreuse si on poursuit l’analogie avec le REM. Cela revient
à étudier le comportement de S le long d’une courbe (n, q(n)). L’interaction entre
somme et puissance est moins harmonieuse, il est donc plus diﬃcile de dériver un
comportement exact. Cependant, inspiré par la physique du REM, nous montrerons
dans le chapitre 4 qu’il apparaît une compétition entre deux eﬀets distincts : un eﬀet
de taille ﬁnie et un eﬀet de concentration. La compétition entre ces deux eﬀets fait
apparaître un ordre critique q∗ qui décrit jusqu’à quel ordre des moments l’estimateur
converge eﬀectivement vers le moment théorique.
Au-delà de cet ordre critique, l’estimateur ne converge plus vers la valeur théo-
rique, et il s’avère que le comportement typique de l’estimateur des moments est
correctement décrit par la valeur d’un moment tronqué
T (n, q) = E



X si X < x
†
n
0 sinon

 (10)
où x†n correspond à la limite supérieure du domaine pouvant être exploré à partir du
nombre ﬁni d’observations disponibles. Ce résultat est assez intuitif physiquement,
et sa traduction dans le langage mathématique est assez élégante, puisque celle-ci
entrelace le comportement de la log-moyenne avec les moments tronqués :
lnS(n, q(n))
ln n
p.s→
n→+∞ limn→+∞
lnT (n, q(n))
ln n
(11)
La log-moyenne conﬁrme son utilité pour une estimation grossière mais très robuste
du comportement de la somme de variables aléatoires. À partir de là, en poursuivant
l’analogie avec le modèle REM, on peut calculer quantitativement la position du mo-
ment critique au-delà duquel l’estimation des moments théoriques est impossible. Il
est presque fascinant que ce moment critique soit l’analogue exact de la température
critique de transition vitreuse du REM.
On peut aller plus encore dans l’application de cette analogie entre physique des
systèmes désordonnés et estimation des moments. Il est ainsi possible de généraliser
cette analyse de l’ordre critique des moments au cas multifractal. Cela nous a permis
d’obtenir une explication physique de l’eﬀet de linéarisation en l’analyse multifrac-
tale. Celui-ci résulte d’une compétition tripartite entre la corrélation, le couplage
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avec l’échelle d’analyse et le caractère irrégulier des lois impliquées. Le résultat de
ce conﬂit d’intérêts acharné est l’apparition d’un ordre critique intrinsèque, qui ne
dépend que des caractéristiques statistiques du processus multifractal. Au-delà de
cet ordre critique, il est impossible d’évaluer correctement le moment théorique avec
l’estimateur des moments quelle que soit l’échelle d’analyse [4].
De plus, il s’avère que dans le cas indépendant, cet ordre critique peut être estimé
empiriquement à partir d’observations de données réelles. Intrigué par la possibilité
de mesurer cet analogue de la température de transition vitreuse dans des signaux
réels, j’ai construit un estimateur pratique de ce moment critique. Le chapitre 5
développe en détail l’analyse des performances de cet estimateur. Celui-ci a été
testé sur des signaux synthétiques, soit parfaitement indépendants, soit corrélés
avec une corrélation exponentielle [1]. Les performances ouvrent des perspectives
encourageantes d’applications pratiques.
Représentation matricielle
Le traitement de la corrélation dans la partie II demeure empirique, que ce soit
dans l’analyse des performances de l’estimateur du moment critique ou l’approche
heuristique de l’eﬀet de la corrélation sur l’eﬀet de taille ﬁnie dans le cadre de
l’analyse multifractale. Cela n’est pas forcément surprenant, l’ensemble des lois non
indépendantes est vaste, et étudier simultanément le jeu d’interactions entre corré-
lation, couplage à taille ﬁnie et lois irrégulières est une entreprise trop ambitieuse.
Aﬁn de progresser plus posément, nous présenterons dans la partie III un modèle
synthétique de variables aléatoires corrélées.
Puisque nous nous intéressons aux problèmes de convergence dans les sommes
et les extrêmes, il est intéressant de considérer des modèles qui préservent le plus
possible les structures algébriques des lois sommes et extrêmes, cela aﬁn de pouvoir
adapter facilement les idées développées dans le cas indépendant. Ces contraintes
sont assez ﬂoues, cependant il s’avère que la mécanique quantique [47, 7] et la phy-
sique des systèmes hors d’équilibre ont déjà développé un modèle répondant à ces
contraintes en utilisant une représentation matricielle des probabilités jointes. Un des
exemples les plus canoniques de ces représentations en physique hors d’équilibre est
le modèle ASEP (Asymmetric Simple Exclusion Process, [41, 81, 22]). Cette forme
de loi préserve un certain nombre de propriétés structurelles des lois indépendantes
à cause de sa structure de produit, tout en introduisant de la corrélation à cause des
propriétés de non-commutativité des matrices. Ces propriétés théoriques permettent
de calculer aisément la plupart des grandeurs statistiques classiques. Ces solutions
exactes ont permis d’obtenir une description très précise de certains modèles de phy-
sique théorique. Cependant, ces approches, très spéciﬁques aux problèmes physiques
étudiés, n’avaient pas encore été complétées par une approche plus générique centrée
sur l’analyse des propriétés statistiques de ce type de distribution. Nous proﬁterons
donc du chapitre 6 pour établir une caractérisation détaillée des lois à représenta-
tion matricielle de dimension ﬁnie. Nous montrerons ainsi qu’il existe deux classes
distinctes de représentations matricielles associées à des structures de corrélations
très diﬀérentes.
Si les propriétés théoriques de ces lois à représentation matricielle sont assez
directes à dériver, il est toutefois plus diﬃcile d’en déduire immédiatement une mé-
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thode de synthèse. Cependant, il est possible de reformuler ces lois à représentations
matricielles comme des modèles à chaîne de Markov cachée particuliers. À partir de
cette reformulation, j’ai pu construire une méthode de synthèse eﬃcace et ﬂexible
pour ces variables aléatoires, détaillée dans le chapitre 7. Cet algorithme de syn-
thèse permet notamment de choisir de façon quasi-indépendante les lois marginales,
la forme de la structure de la corrélation, avec cependant une contrainte forte sur la
forme de la corrélation [2].
Pour conclure, nous reviendrons au comportement asymptotique de la somme
et du maximum au chapitre 8, proﬁtant pleinement de l’intuition obtenue dans la
construction d’un algorithme de synthèse. Nous décrirons notamment une rupture
de la loi des grands nombres dans le cadre de ces représentations matricielles. Cette
rupture est due à l’inﬂuence simultanée de la corrélation, du caractère non station-
naire et d’un couplage avec la taille du signal.
8
Première partie
De la somme aux extrêmes
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La statistique des extrêmes, c’est-à-dire la statistique des plus grandes valeurs
dans un jeu de variables aléatoires, a attiré bien des attentions dans de nombreux do-
maines, de la théorie des probabilités à la physique – où des interactions fécondes avec
les systèmes désordonnés [27, 30, 51, 52] ainsi que les marches aléatoires et les ﬂuctua-
tions d’interfaces ont récemment ﬂeuri [60, 75, 78]– en passant par l’hydrologie [70],
la ﬁnance [45, 76] ou l’ingénierie [59]. Pour des variables aléatoires indépendantes
et identiquement distribuées, les distributions asymptotiques sont connues depuis
longtemps [48, 55, 59, 53]. Suivant la forme de la queue de la distribution parente
(i.e., la distribution utilisée pour générer le jeu de variables aléatoires), émergent
trois distributions diﬀérentes. Pour les distributions parentes dont la queue décroit
plus rapidement que toute loi de puissance, la distribution limite est la célèbre loi de
Gumbel (loi qui apparaît d’ailleurs dans d’autres applications en dehors du domaine
des valeurs extrêmes [34]). Si la distribution parente décroît de manière similaire à
une loi de puissance à l’inﬁni, on obtient une distribution de Fréchet, au contraire
si cette décroissance s’avère algébrique près d’une borne supérieure, apparaît alors
une distribution de Weibull.
Sommes et extrêmes
Ces résultats sont fort semblables aux résultats de convergence de la somme
de variables aléatoires vers les lois stables. Cette similitude s’explique en grande
partie par l’existence d’une structure mathématique commune entre somme et maxi-
mum de variables aléatoires. Cependant, cette mise en miroir n’est pas parfaite et
il existe des diﬀérences irrémédiables entre somme et maximum. Nous proﬁterons
donc de l’ouverture de cette thèse pour rappeler brièvement les diﬀérents résultats de
convergence associés aux maximum et somme de variables aléatoires aﬁn de mettre
en lumière ces similitudes et diﬀérences. Nous nous pencherons plus en détail sur le
comportement des facteurs de normalisation de la somme et du maximum lorsqu’on
s’intéresse aux lois de puissance. Dans le cas de la somme, ces facteurs de normalisa-
tion présentent une rupture de comportement très intéressante qui survient lorsque
l’espérance de la loi de puissance devient inﬁnie. Nous rappellerons notamment que
ce changement de comportement peut être interprété comme une transition vitreuse
d’un modèle REM (Random Energy Model [40]) dégénéré similaire au modèle de
pièges [25]. Ce phénomène de transition vitreuse dégénérée est cependant spéciﬁque
à la somme et n’existe pas lorsqu’on étudie le maximum. Il est donc tentant d’en-
quêter plus avant sur cette intrigante diﬀérence entre somme et maximum. On peut
notamment se demander s’il est possible de provoquer une telle transition vitreuse
dans le maximum en introduisant une perturbation du maximum dépendante de la
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taille du système.
Extrêmes et transformation en puissance
Or, il a été récemment montré par Ben Arous et ses collaborateurs [10] que la
distribution limite de sommes de variables aléatoires peut être modiﬁée en élevant
les termes de la somme à une puissance divergeant avec le nombre de termes. De
telles perturbations puisent leur motivation au sein de la physique des systèmes
désordonnés. En eﬀet de telles sommes peuvent être interprétées comme la fonction
partition du REM (non-dégénéré cette fois), un des systèmes désordonnés les plus
simples –qui a déjà donné lieu à des développements récents en lien avec la statistique
des extrêmes [30, 51, 52].
Il est donc naturel de s’enquérir si de telles transformations, c’est-à-dire l’élé-
vation d’une variable aléatoire à une puissance dépendante de la taille du signal,
ne peuvent donner naissance à des distributions limites non classiques dans le cas
des extrêmes. En termes du modèle REM, cela revient à considérer la statistique
du maximum des poids de Boltzmann (qui, sommés, donnent la fonction de parti-
tion). Un exemple physique plus concret serait sans doute la statistique des temps
de piégeage des particules dans un modèle de pièges [25], dans lequel les particules
sont piégées dans des puits d’énergie et ne peuvent s’échapper que par activation
thermique. Ces temps extrêmes sont connus pour jouer un rôle important dans ce
contexte, et, dans la limite des basses températures et des grands nombres de pièges,
la statistique du temps de piégeage maximum pourrait dépendre de l’interaction
entre ces deux limites.
Ce problème du maximum transformé par une puissance fut récemment abordé
dans la littérature mathématique [23], à la suite des travaux de Ben Arous et ses
coauteurs sur le problème des sommes, obtenant des résultats précis à propos de la
transition entre le domaine d’attraction des lois Gumbel et Fréchet pour une classe
particulière de distributions. Dans un autre registre, ce problème est également lié
avec la question de l’existence de distributions limites alternatives pour des procé-
dures de normalisation utilisant des fonctions de puissance [98, 88, 57, 100, 28].
Dans le chapitre 2, nous abordons le problème général de la distribution limite
du maximum d’un jeu de variables aléatoires élevées à une puissance dépendant
de la taille de l’échantillon. Pour cela, nous généralisons l’approche par groupe de
renormalisation introduite récemment pour traiter les eﬀets de taille ﬁnie dans le cas
de la statistique des extrêmes classiques [61, 62, 17]. Pour des exposants variant avec
la taille du système, nous avons découvert des distributions limites non standards
qui s’avèrent dériver des lois standards par un changement exponentiel de variables.
Nous clariﬁerons cette surprenante relation par la suite, grâce à un argument simple
reposant sur le comportement des facteurs de normalisation.
12 INTRODUCTION
Chapitre 1
Des sommes aux extrêmes : mise
en miroir
1 Sommes
Les sommes de variables aléatoires constituent une des quantités les plus natu-
relles à étudier dans le cadre de la théorie des probabilités. Après tout, les prémisses
de la théorie abstraite des probabilités naquirent autour de la question de la conver-
gence des sommes de variables aléatoires de type Bernoulli vers une loi gaussienne
[38]. Nombre de théorèmes furent élaborés pour répondre à cette question originelle
ouvrant la voie au large panorama de la théorie actuelle.
Trois résultats fondamentaux joueront un rôle particulièrement important au ﬁl
de cette thèse. En premier lieu, la loi forte des grands nombres établit ce qui pourrait
sembler être une évidence : la moyenne empirique de variables aléatoires de même loi
tend presque sûrement vers l’espérance de ces variables aléatoires lorsque le nombre
d’observations croît.
Théorème 1. Loi forte des grands nombres.
Soit un ensemble de variables aléatoires i.i.d. (Xi)i∈N, si |E [Xi] | < +∞ alors
Sn ≡ S(n, q = 1) =
∑n
i=1Xi
n
p.s→
n→+∞ E [X] . (I.1)
La preuve de ce résultat remarquable s’appuie sur trois points-clefs : première-
ment, l’existence de E [X] limite les possibilités d’apparition de valeurs atypiques de
X. Deuxièmement, en l’absence de corrélation, une fois ces valeurs atypiques sous
contrôle, il est possible d’utiliser l’inégalité de Bienaymé-Tchebychev pour quantiﬁer
plus précisément la valeur typique de S(n, q = 1). Un troisième point important ré-
side dans l’interdépendance des valeurs de S(n, q = 1) pour des valeurs de n proches
l’une de l’autre.
Un des raﬃnements potentiels de cette loi forte des grands nombres s’exprime
au sein du théorème central limite qui détaille le comportement de la somme autour
de sa valeur moyenne, ce au prix d’une condition légèrement plus forte.
Théorème 2. Théorème central limite.
Soit un ensemble de variables aléatoires i.i.d. Xi telles que E [X2i ] < +∞. Alors∑n
i=1Xi − nE [Xi]√
nVar [Xi]
D→ N0,1. (I.2)
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Un des outils très utiles pour démontrer ce théorème central limite est la fonction
caractéristique φ
φX(z) = E
[
e−ızX
]
. (I.3)
Cette fonction caractéristique possède quatre propriétés extrêmement intéressantes
lorsqu’on étudie les propriétés de convergence de la somme. En premier lieu, elle
détermine de manière unique la loi des variables aléatoires. Si on a φX = φY alors
X et Y sont de même loi. Ensuite pour deux variables aléatoires i.i.d. X et Y ,
φX+Y (z) = φY (z)φY (z). (I.4)
L’application X 7→ φX est donc un morphisme 1 entre l’addition de variables aléa-
toires et la multiplication de fonctions caractéristiques. De plus, le théorème de
continuité de Lévy montre que ce morphisme se comporte bien avec le passage à la
limite. Si on considère une suite de variables aléatoires Xn dont les fonctions carac-
téristiques convergent simplement alors les variables aléatoires convergent bien en
distribution, i.e., (
∀z, lim
n→+∞φXn(z) = φXl(z)
)
⇔ Xn D→ Xl. (I.5)
Pour ﬁnir, la fonction caractéristique est également compatible avec la normalisation
φaX(z) = φX (az)
φX+b(z) = φX(z)e−ıbz
(I.6)
En utilisant ces quatre propriétés, il est bien souvent plus simple d’établir les ré-
sultats de convergence dans l’espace des fonctions caractéristiques avant d’utiliser
l’équivalence (I.5) pour revenir dans l’espace des distributions.
Par exemple, le théorème central limite peut se dériver simplement en utilisant
φX(z) = 1− ıE [X] z − E
[
X2
] z2
2
+ o
(
z2
)
, z → 0. (I.7)
Cela entraîne que pour la variable normalisée W =
∑n
i=1
(Xi−E[X])√
nVar[X]
φW (z) =

eı E[X]√nVar[X]φX

 z√
nVar [X]



n
=
(
1− z
2
2n
+ o
(1
n
))n
∼
n→+∞ e
− z2
2 .
(I.8)
La fonction caractéristique permet également de caractériser exhaustivement l’en-
semble des lois stables pour l’addition. C’est-à-dire l’ensemble des lois L telles que
pour tout couple de variables i.i.d. X et Y de loi L, il existe des facteurs de norma-
lisation (a, b) tels que a(X + Y − b) soit de loi L.
1. Plus précisément un morphisme de monoïde, puisque l’addition de variables aléatoires n’est
pas inversible.
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En résolvant l’équation fonctionnelle associée à cette condition [45] on peut mon-
trer que les lois stables Sα appartiennent à une famille de lois à 4 paramètres
φSα(z) = exp

ıγt− c|z|α

1− ıβsign(t)

tan
(
πα
2
)
si α 6= 1
− 2
π
ln |t| si α = 1



 (I.9)
avec 0 < α ≤ 2, −1 < β < 1 , c > 0 et γ ∈ R. Malheureusement, sauf cas particuliers
[99], il n’existe pas d’expression analytique simple des densités de probabilités de
ces lois.
Ces lois stables sont les seules lois limites possibles de la somme de variable aléa-
toires i.i.d. [56]. En utilisant ces lois stables, il est alors possible de généraliser le
théorème central limite aux lois dont la variance n’est pas ﬁnie et la queue de la
distribution se comporte comme une loi de puissance. Pour quantiﬁer ce comporte-
ment en loi de puissance, il est utile de faire appel à la notion de fonction lentement
variable. On dit qu’une fonction L est lentement variable si et seulement si
∀t > 0, lim
x→+∞
L(tx)
L(x)
= 1. (I.10)
Un exemple représentatif de fonction lentement variable est le logarithme ln x. On
peut remarquer que si L est une fonction lentement variable alors
∀ε > 0,


lim
x→+∞L(x)x
ε = +∞,
lim
x→+∞L(x)x
−ε = 0.
(I.11)
Les fonctions lentement variables varient donc plus lentement que toute fonction de
puissance. Elles possèdent de nombreuses autres propriétés qui sont décrites plus en
détail dans l’annexe A. Puisque nous sommes intéressés uniquement par les proprié-
tés générales des fonctions lentement variables, nous utilisons la plupart du temps
la même notation L pour n’importe quelle fonction lentement variable.
Dans le cas de sommes de variables aléatoires, si on considère un ensemble de
variables aléatoires Xi de cumulative F (x) ≡ P(X ≤ x) telle que
1− F (x) = c1 + o(x)
xα
L(x).
F (−x) = c2 + o(x)
xα
L(x)
(I.12)
où α ∈ [0, 2), c1, c2 ∈ R+, c1 + c2 > 0 et L est une fonction lentement variable 2, il
existe alors une suite de normalisation (an, bn) telle que
Sn − bn
an
D→ Sα. (I.13)
2. La condition 1 − F (x) = (c1 + o(x))x−αL(x) correspond au fait que 1 − F (x) soit une
fonction régulièrement variable d’indice −α [19]. Cependant, l’essentiel des propriétés des fonctions
régulièrement variables peut être formulé à partir des fonctions lentement variables. Nous nous
contenterons donc par la suite des fonctions lentement variables.
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où Sα est une loi stable de paramètre β = c1−c2c1+c2 , c = 1, γ = 0. On peut de plus
choisir 

bn =

E [Xi] si α > 1,0 sinon
an = F−1
(
1− 1
n
)
= L2(n)n1/α,
(I.14)
avec L2 une fonction lentement variable dépendant de L. On peut faire ici deux
remarques assez intéressantes sur ce résultat classique. Premièrement, pour α <
1, l’espérance E [X] devient inﬁnie, la loi des grands nombres n’est plus valide et
l’estimateur de la moyenne S(n, q = 1) croît comme n1/α (donc plus rapidement
qu’une croissance linéaire). Deuxièmement, contrairement au cas à variance ﬁnie, le
comportement du paramètre de normalisation an dépend fortement du paramètre α.
Nous reviendrons plus en détail sur ce changement de comportement par la suite.
2 Maximum
De façon intéressante, on retrouve un comportement assez similaire à celui des
sommes dans le cas des maxima, avec quelques diﬀérences notables. Par exemple, si
dans le cas des sommes de variables aléatoires, l’espace le plus naturel pour étudier
la convergence est celui des fonctions caractéristiques, dans le cas des maxima, il est
préférable de s’intéresser à l’espace des fonctions cumulatives F . On retrouve alors
les quatre propriétés fondamentales que nous avions évoquées pour les fonctions
caractéristiques.
Premièrement, la fonction cumulative d’une variable aléatoire X caractérise com-
plètement la loi de cette variable. Deuxièmement, la fonction cumulative est égale-
ment un morphisme : Soit deux variables i.i.d. X et Y , on a alors
Fmax{X,Y }(x) = FX(x)FY (x). (I.15)
La fonction cumulative se comporte également bien vis-à-vis du passage à la limite,
si on considère une suite de variables aléatoires Xn dont la fonction cumulative
converge simplement alors les variables aléatoires convergent bien en distribution
(
∀x, FXlcontinue en x, limn→+∞FXn(x) = FXl(x)
)
⇔ Xn D→ Xl. (I.16)
La fonction cumulative permet également de prendre facilement en compte les nor-
malisations
FaX(x) = FX
(
x
a
)
,
FX+b(x) = FX(x− b).
(I.17)
On peut mettre en miroir les équations (I.15), (I.16) et (I.17) avec les équations (I.4),
(I.5) et (I.6) correspondantes pour la fonction caractéristique. L’analogie est presque
parfaite exceptée que les termes de normalisation décrits dans (I.17) et (I.6) prennent
une forme diﬀérente et que la fonction caractéristique est une fonction de C → C
tandis que la fonction cumulative est une fonction de R → R. Ces diﬀérences sont
suﬃsantes pour obtenir un comportement asymptotique distinct du comportement
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asymptotique de la somme mais les structures de convergence restent remarquable-
ment similaires.
Par exemple, le maximum est plus sensible que la somme au comportement de
la queue de la distribution, il n’y a donc pas d’équivalent simple à la loi forte des
grands nombres. Cependant, on retrouve des résultats de convergence similaires à
ceux du théorème de convergence vers les lois stables.
Dans le cas du maximum, on peut exprimer les lois max-stables Fζ sous la forme
suivante
Fζ(y) =


e−(1+ζy)
−1/ζ
si ζ > 0 (y > −1/ζ),
e−e
−y
si ζ = 0,
e−(1+ζy)
−1/ζ
si ζ < 0 (y < −1/ζ).
(I.18)
Il y a donc trois type de lois limites distinctes : les lois de Fréchet ζ > 0, les lois
Gumbel ζ = 0 et les lois Weibull ζ < 0. Chacun de ce type de loi est associé à un
domaine d’attraction spéciﬁque.
Domaine d’attraction Fréchet :
Les lois ayant une queue en loi de puissance convergent vers les lois de types
Fréchet. Plus précisément, si la fonction cumulative complémentaire F (x) = 1−F (x)
vériﬁe
F (x) = L(x)x−
1
ζ , ζ > 0 (I.19)
avec L une fonction lentement variable, alors le maximum normalisé converge vers
Fζ , c’est-à-dire une loi de Fréchet :
M(n)
an
≡ max{X1, . . . , Xn}
an
D→ Fζ. (I.20)
De plus, on peut choisir
an = F
−1
(1
n
)
(I.21)
ce qui signiﬁe que an croît en
an = L2(n)nζ . (I.22)
Domaine d’attraction Weibull :
Similairement, si on considère des variables aléatoires à support borné supérieu-
rement, avec xf = sup{x, F (x) > 0}, telles que
F (xF − x) = L
(1
x
)
x−
1
ζ , ζ < 0, (I.23)
alors max{X1, . . . , Xn} converge vers Fζ , une loi Weibull :
M(n)− xf
an
D→ Fζ. (I.24)
On peut alors choisir les an comme
an = xf − F −1
( 1
n
)
= L2(n)nζ . (I.25)
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Domaine d’attraction Gumbel :
Le cas Gumbel est plus complexe et rassemble essentiellement des lois de "type"
exponentiel. Plus précisément, le maximum d’un ensemble de variables aléatoires
de cumulative F converge vers la distribution Gumbel si et seulement si F est
asymptotiquement équivalent à une fonction de Von Mises. Les fonctions de Von
Mises correspondent à une classe de fonctions rapidement décroissantes pouvant
être représentées par
F (x) = c exp
(
−
∫ x
x0
dt
g(t)
)
, c > 0, x0 < xf (I.26)
avec g une fonction positive, absolument continue vis-à-vis de la mesure de Lebesgue
et vériﬁant limx→xf g
′(x) = 0 [45]. Avec cette condition, on peut montrer que
M(n)− bn
an
D→ Fζ=0. (I.27)
avec (an, bn) vériﬁant 

bn = F
−1
( 1
n
)
,
an =
∫ xf
bn F (t)dt
F (bn)
= n
∫ xf
bn
F (t)dt.
(I.28)
On retrouve donc trois domaines de lois délimités soit par un comportement en
loi de puissance (convergence vers une loi de Fréchet), soit par l’existence d’un point
d’arrêt et un comportement algébrique dans son voisinage (loi Weibull) ou bien par
une décroissance "quasi-exponentielle" (loi Gumbel).
D’un certain point de vue, ces trois classes de lois établissent une classiﬁcation
assez lisse du comportement asymptotique des fonctions cumulatives et on peut
remarquer que contrairement au cas de la somme, on ne retrouve pas la position
singulière des lois normales.
3 Rupture de convergence pour les lois de puis-
sance
3.1 Convergence logarithmique
La similarité des résultats de convergence entre somme et maximum est frap-
pante. Par contraste, les points de divergence entre ces deux processus aléatoires
n’en deviennent que plus intrigant. Notamment, nous avions déjà remarqué que
dans le cas de la somme de lois de puissance (FX = L(x)x−1/ρ), il apparaît une
rupture de comportement remarquable lorsqu’on se trouve à la frontière ρ = 1. En
eﬀet, pour ρ < 1, on sait que 3
lim
n→+∞S(n, q = 1)
p.s
= E [X] . (I.29)
3. Les fonctions lentement variables croissant moins vite que toutes fonctions de puissance, on
a ∃C, ε, FX(x) < Cxε−1/rho. Par conséquent, E [X ] =
∫ +∞
−∞
Fxdx < +∞.
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Au contraire, pour ρ > 1, nous avons (cf. l’Eq. (I.13))
n1−ρS(n, q = 1) D→ S1/ρ, (I.30)
où S1/ρ est une loi stable de paramètre 1/ρ (cf. déﬁnition (I.9)).
Pour obtenir une vue plus synthétique, il est intéressant de considérer une moyenne
logarithmique lnS/ lnn. Dans le cas ρ < 1, la loi forte des grands nombres entraîne
immédiatement que
lim
n→+∞
lnS(n, q = 1)
ln n
p.s
= 0. (I.31)
De manière similaire, il est possible d’utiliser la convergence en distribution de X
vers une loi stable et le lemme de Borel-Cantelli, pour montrer que pour ρ > 1 4
lim
n→+∞
lnS(n, q = 1)
ln n
p.s
= ρ− 1. (I.32)
Si on réunit les deux résultats précédents, on obtient que
lim
n→+∞
lnS(n, q = 1)
lnn
p.s
=

0 si ρ ≤ 1,ρ− 1 si ρ > 1. (I.33)
Le changement de comportement est donc criant entre ρ < 1 et ρ > 1. On peut ap-
porter une première explication à ce changement de comportement en considérant
le log-maximum ln(M(n)/n)
lnn
. Le terme M(n)/n est utilisé ici pour faciliter la compa-
raison avec S(n, q = 1). La convergence des lois de puissance vers des lois de Fréchet
implique (pour des raisons similaires à celles invoquées pour l’Eq. (I.32)) que, quel
que soit ρ,
lim
n→+∞
ln(M(n)/n)
ln n
p.s
= ρ− 1. (I.34)
On a donc un comportement régulier en ρ dans le cas du maximum. Cependant, on
peut remarquer que les propriétés du maximum et de la somme impliquent que, pour
des variables X positives, M/n < S. Or si cette inégalité est amplement respectée
pour ρ < 1, pour ρ > 1, les résultats précédents et la ﬁgure 1.1 montrent que pour
n→ +∞
ln(M(n)/n)
lnn
∼ lnS(n, q = 1)
lnn
. (I.35)
Le maximum M et la somme nS sont donc du même ordre de grandeur lorsque
ρ > 1. On peut même aller plus loin en utilisant un résultat de Teugels [20, 73] qui
montre notamment que pour ρ > 1.
E
[
nS(n, q = 1)
M(n)
]
→ ρ
ρ− 1 . (I.36)
Lorsque ρ > 1, les valeurs extrêmes jouent un rôle signiﬁcatif dans le comportement
de la somme, ce qui n’est pas le cas pour ρ < 1. Le changement de comportement
de lnS/ lnn peut donc s’expliquer par ce rôle accru des valeurs extrêmes dans la
somme.
4. La convergence en probabilité est immédiate, puisque P(| lnS/ lnn − (ρ − 1)| > ǫ) =
P(ln(n1−ρS) > ǫ lnn) →
n→+∞
0. La convergence presque sûre nécessite de considérer une sous-suite
nk = 2k, et le fait que pour des variables positives S(2n, q = 1) > S(n, q = 1)/2.
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Figure 1.1 – Comportement asymptotique de lnS/ lnn (en trait plein noir) et
ln(M/n)/ lnn (en pointillé rouge) en fonction de ρ. Si le comportement asymptotique
de lnM est régulier, ce n’est pas le cas de lnS/ lnn qui présente un changement
de comportement pour ρ = 1. Pour ρ > 1, les valeurs extrêmes jouent un rôle
dominant dans la somme, ln(M/n) et lnS sont donc similaires. Au contraire, pour
ρ < 1, la somme est dominée par la contribution des termes non extrémaux, son
comportement diﬀère donc de celui de lnM . Ce changement de comportement est
bien retranscrit par lnS/ lnn.
3.2 Modèle REM dégénéré et transition vitreuse
On peut proposer une interprétation plus physique de ce changement de compor-
tement. Si on observe attentivement la ﬁgure 1.1, on peut trouver que le changement
de comportement à ρ = 1 ressemble à une transition de phase. En suivant cette in-
tuition, on peut réinterpréter la somme nS comme une fonction de partition d’un
modèle à énergie aléatoire particulier. On considère une fonction de partition de la
forme
Z(β) =
2N∑
s=1
e−βEs. (I.37)
Les énergies Es sont des variables gelées dans une conﬁguration aléatoire. La fonction
de partition Z(β) est alors une somme de variables aléatoires. Si on suppose que les
variables Es sont distribuées suivant une distribution exponentielle, les variables
exp(−βEs) sont, elles, des lois de puissance d’exposant 1/β. On a alors une analogie
formelle entre Z(β) et nS(n, q = 1) pour ρ = β. Il s’agit d’une forme dégénérée du
REM où les énergies suivent une distribution exponentielle indépendante de la taille
du système –on retombe donc dans ce cas sur le modèle de pièges. Si on poursuit
l’analogie avec la physique, il est alors naturel d’étudier l’énergie libre par spin f
déﬁnie par
f = − lnZ
βN
. (I.38)
L’analogue de f dans le cas de la somme est alors ρ (1 + lnS(n, q = 1)/ lnn). Tenant
compte du fait que n = 2N , nous savons déjà à travers l’Eq. (I.33) que
lim
n
f
p.s
=

−
ln 2
β
si β ≤ 1,
− ln 2 si β > 1. (I.39)
Cela entraîne notamment que l’entropie par spin s = β2∂βf est dans la limite
n→ +∞
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s
p.s
=

ln 2 si β ≤ 1,0 si β > 1. (I.40)
Le changement de comportement en ρ ≡ β = 1 correspond donc à une transition
vitreuse dégénérée dans laquelle on passe brutalement d’une phase gelée à entropie
par spin nulle à une phase haute température, avec une discontinuité de l’entropie
par spin. Il est intéressant de noter que cette transition vitreuse apparaît dès lors
que la loi des grands nombres est brisée et n’est pas sensible à la perte de la conver-
gence vers les lois normales pour ρ > 1/2. Cela explique pour partie la régularité de
comportement du maximum de lois de puissance puisqu’il n’existe pas d’analogue
à la loi des grands nombres lorsqu’on s’intéresse au maximum. Face à cette sin-
gularité, une question émerge naturellement : peut-on observer un tel changement
de comportement pour le logarithme du maximum lnM/ lnn ? Pour des variables
aléatoires i.i.d., nous savons déjà que cela est impossible, il faut donc s’aﬀranchir
de cette contrainte i.i.d.. Une piste potentielle réside dans le modèle REM, pour
lequel il existe un couplage entre la taille du système et la forme des distributions.
Ben Arous et ses collaborateurs ont ainsi montré dans [10], qu’il est possible de
modiﬁer les distributions limites de la somme de variables aléatoires en les élevant
à une puissance dépendant de la taille du signal. Il a été récemment montré [23]
qu’il est également possible d’induire une transition entre le domaine Gumbel et le
domaine Fréchet en élevant les variables aléatoires à une puissance dépendante de
la taille du signal. Si on s’intéresse au logarithme du maximum, on peut remarquer
immédiatement que
lnM(n)q(n)
lnn
= q(n)
lnM(n)
lnn
. (I.41)
L’introduction d’une puissance variant avec la taille n du système modiﬁe donc
manifestement le comportement du maximum, au moins pour les variables appar-
tenant au domaine d’attraction de type Fréchet. On peut se demander quelles sont
les conséquences de ce changement de comportement sur les domaines d’attraction
et les lois limites du maximum, ou s’il est possible d’observer d’autres transitions
entre diﬀérents domaines d’attractions que celle décrites dans [23]. Dans le chapitre
2, nous proposons une analyse exhaustive de ces phénomènes qui repose sur une ap-
proche par groupe de renormalisation complétée par une approche algébrique. Nous
ferons notamment la lumière sur l’existence d’une fonction puissance critique q∗n qui
caractérise la dynamique du comportement du maximum M en fonction de q(n).
Cette puissance critique du maximum fait écho à la puissance critique découverte
par Ben Arous et ses collaborateurs [10] dans le cas de la somme de variables aléa-
toires de type exponentielle. Nous reviendrons plus en détail sur cette question de
puissances critiques pour la somme de variables aléatoires dans la partie II –en nous
concentrant sur ses applications potentielles en traitement du signal.
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Chapitre 2
Extrêmes, transformations de
puissance et renormalisation
1 Définition du problème
Nous partons d’un jeu de variables i.i.d. (Wi)i=1,...,n dont nous considérons le
maximum MWn :
MWn = max{W1, . . .Wn}. (I.42)
Comme rappelé au chapitre 1, les théorèmes classiques de la statistique des extrêmes
décrivent en détail la convergence asymptotique deMWn en fonction de la forme de la
queue de la distribution de probabilité de W . Nous souhaitons nous enquérir si une
transformation, elle-même fonction de n, des variables Wi peut induire l’émergence
de distributions asymptotiques diﬀérentes des distributions classiques. Nous sommes
particulièrement intéressés par le cas des transformations de puissance, de la forme
Ui,n = W
qn
i où qn est fonction de n. Nous commençons cependant par une classe plus
générale de transformation. Pour ce faire, nous considérons une variable transformée
Ui,n = ω−1n (Wi), i = 1, . . . n, (I.43)
où ωn est une fonction bijective croissante 1. La distribution cumulative de Ui,n
s’exprime alors comme :
FU,n(u) = FW
(
ωn(u)
)
. (I.44)
Dans le cas des transformations de puissance, cette déﬁnition de ωn(u) entraîne que
ωn(u) = u1/qn, u > 0. (I.45)
Cette transformation s’inspire de l’étude [10] concernant le comportement des sommes
d’exponentielles de variables aléatoires, et notamment la perte du théorème central
limite en présence d’exposants de puissance croissant rapidement.
D’un côté, si ωn varie suﬃsamment lentement avec n, on s’attend à ce que la trans-
formation ωn n’altère pas la distribution limite du maximum. D’un autre côté, pour
des transformations bien choisies, il devrait être possible d’atteindre de nouveaux
1. Il est également possible de considérer des transformations bijectives décroissantes au prix
de changements mineurs.
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types de distributions limites. Considérons donc le maximum de la variable transfor-
mée MUn = max{U1,n, . . . Un,n}. Sa distribution cumulative Fn(m) peut s’écrire en
fonction de la cumulative FW de la variable W
Fn(m) = FW (ωn(m))
n . (I.46)
Dans la section suivante, nous concevrons une formulation par groupe de renorma-
lisation de l’Eq. (I.46), qui nous permettra de dériver directement l’ensemble des
distributions limites.
2 Approche par renormalisation
2.1 Transformation de renormalisation et conditions de nor-
malisation
Suivant la voie pavée par les articles [62, 17], nous introduisons les fonctions
gn(m) = − ln[− lnFn(m)] ainsi que gW (w) = − ln[− lnFW (w)], et réécrivons l’Eq. (I.46)
sous la forme
gn(m) = gW
(
ωn(m)
)
− lnn. (I.47)
Comme dans le cas des théorèmes de convergence standard, il est nécessaire, aﬁn
de converger, de normaliser le maximum MUn à travers Xn = (M
U
n − bn)/an, où an
et bn sont choisis aﬁn de vériﬁer certaines conditions arbitraires (par exemple, ﬁxer
la valeur des deux premiers moments de Xn). De plus, il est pratique de considérer
n comme une variable réelle positive plutôt qu’entière et de déﬁnir s = ln n. Nous
supposons par conséquent que ωn(m) peut être étendu de manière C1 aux valeurs
entières de n, et nous déﬁnissons la fonction ω(m, s) = ωes(m). En combinant ces
résultats, l’Eq. (I.47) se transforme en une équation d’évolution de la variable Xs ≡
Xes
g(x, s) = gW
(
ω(a(s)x+ b(s), s)
)
− s, (I.48)
avec
FXs(x) = exp[− exp(−g(x, s)]. (I.49)
Aﬁn de déterminer a(s) et b(s), il est nécessaire d’imposer des conditions de normali-
sation sur g(x, s). De telles contraintes sont assez arbitraires et peuvent varier selon
que l’on préfère une approche pragmatique ou plus théorique. Dans une approche
pragmatique, il peut être pratique de ﬁxer certains moments de la distribution (par
exemple les deux premiers). Au contraire, il s’avère que pour des applications plus
théoriques, il est plus facile de ﬁxer la valeur de g(x, s) et sa dérivée en un point
donné x. Ici, nous choisissons les mêmes conditions que celles appliquées dans [17],
c’est-à-dire 2
g(0, s) = 0,
∂xg(0, s) = 1.
(I.50)
Injectées dans l’équation (I.48), ces conditions impliquent que
gW
(
ω(b(s), s)
)
= s, (I.51)
a(s) = b′(s) +
∂sω(b(s), s)
∂mω(b(s), s)
, (I.52)
2. À travers ce chapitre, nous utilisons les notations ∂x ≡ ∂/∂x et ∂s ≡ ∂/∂s.
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avec b′(s) la dérivée de b(s) et ∂mω la dérivée selon le premier argument de ω(m, s).
Pour simpliﬁer l’expression de gW , nous contractons la transformation ω(x, s) et
l’opération de normalisation en une unique transformation T (x, s) :
T (x, s) = ω(a(s)x+ b(s), s), (I.53)
ce qui permet de simpliﬁer l’Eq. (I.48) en
g(x, s) = gW (T (x, s))− s. (I.54)
2.2 Équation aux dérivées partielles du flot
L’équation fonctionnelle (I.54) peut être convertie en une équation aux dérivées
partielles. La première étape est de dériver g(x, s) selon x et s :
∂xg(x, s) = g′W (T (x, s)) ∂xT (x, s), (I.55)
∂sg(x, s) = g′W (T (x, s)) ∂sT (x, s)− 1. (I.56)
En réinjectant l’Eq. (I.55) dans l’Eq. (I.56) pour éliminer g′W , on obtient
∂sg(x, s) = U(x, s) ∂xg(x, s)− 1, (I.57)
où nous avons déﬁni
U(x, s) = ∂sT (x, s)
∂xT (x, s) . (I.58)
La fonction U(x, s) peut être explicitée grâce aux Eqs. (I.53) et (I.58). Nous com-
mençons par calculer ∂xT et ∂sT (pour alléger les notations, nous éludons les dé-
pendances explicites en s de a(s) et b(s)) :
∂xT (x, s) = a ∂mω(ax+ b, s), (I.59)
∂sT (x, s) = (a′x+ b′) ∂mω(ax+ b, s) + ∂sω(ax+ b, s). (I.60)
Nous obtenons au ﬁnal
U(x, s) = a
′
a
x+
b′
a
+
1
a
∂sω(ax+ b, s)
∂mω(ax+ b, s)
. (I.61)
À partir de ce point, nous nous concentrons sur le cas des transformations en puis-
sance ω(m, s) = m1/q(s), avec m > 0. Nous avons
∂mω(m, s) =
ω(m, s)
q(s)m
, (I.62)
∂sω(m, s) = −q
′(s) lnm
q(s)2
ω(m, s), (I.63)
et U(x, s) s’écrit
U(x, s) = a
′
a
x+
b′
a
− q
′
q
(
x+
b
a
)
ln(ax+ b). (I.64)
2. APPROCHE PAR RENORMALISATION 25
CHAPITRE 2. RENORMALISATION DES EXTRÊMES
En prenant en compte les conditions de normalisation (I.52), qui s’écrivent dans
le cas d’une transformation de puissance ω(m, s),
a = b′ − q
′
q
b ln b, (I.65)
il est possible de réécrire l’Eq. (I.64) en
U(x, s) =
(
a
b
+ ∂s ln
a
b
)
x+ 1− q
′
q
(
x+
b
a
)
ln
(
a
b
x+ 1
)
. (I.66)
Si l’on déﬁnit
λ(s) =
a(s)
b(s)
, δ(s) = ∂s lnλ(s), γ(s) = λ(s) + δ(s), Q(s) =
q′(s)
q(s)
, (I.67)
il est possible de réécrire l’Eq. (I.66) sous la forme plus compacte
U(x, s) = 1 + γ(s)x−Q(s) (λ(s)x+ 1) ln(λ(s)x+ 1)
λ(s)
. (I.68)
Cette équation est une extension de celle obtenue dans [17], avec un terme supplé-
mentaire Q(s) (λ(s)x+ 1) ln(λ(s)x+1)
λ(s)
due à la transformation de puissance. On peut
d’ailleurs retrouver l’équation du ﬂot de [17] en posant Q(s) = 0.
2.3 Distributions stables
Dans le cas d’une solution stationnaire, c’est-à-dire une solution de l’Eq. (I.57)
vériﬁant ∂sg(x, s) = 0„ on peut dériver selon s l’Eq. (I.57) pour obtenir
∂s [U(s, x)∂xg(s, x)] = 0
(∂sU(s, x)) ∂xg(s, x) = 0
∂sU(s, x) = 0.
(I.69)
Une solution stationnaire g(x) n’apparaît donc qu’à la condition que U(x, s) soit
indépendant de s, c’est-à-dire U(x, s) = U(x). Dans ce cas, cette solution stationnaire
g(x) est obtenue en intégrant l’équation diﬀérentielle
g′(x) =
1
U(x) , (I.70)
avec la condition g(0) = 0.
Nous recherchons donc des conditions sous lesquelles U(x, s) devient indépendant
de s.
2.4 Cas Q = 0 : redécouverte des distributions limites stan-
dards
Dans le cas Q = 0, nous avons
U(x, s) = 1 + γ(s)x. (I.71)
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La condition ∂sU = 0 entraîne que γ(s) doit être égale à une constante γ. Par
conséquent,
g′(x) =
1
1 + γx
. (I.72)
Si on prend en compte les conditions de normalisation (I.50), on obtient la fonction
point ﬁxe
g(x) =
1
γ
ln(1 + γx). (I.73)
En reformulant ces résultats en terme de distribution cumulative F (x) = exp[− exp(−g(x))],
on retrouve les distributions limites classiques déjà décrites dans l’Eq. (I.18),
F (x) = Fγ(x) = exp
[
−(1 + γx)− 1γ
]
, 1 + γx > 0, (I.74)
où γ joue le rôle du paramètre ζ . Ainsi nous retrouvons les distributions limites
classiques dans le cas où la puissance q(s) est une constante, c’est-à-dire q(s) = q0. Ce
résultat était attendu : si X appartient au domaine d’attraction Fζ , Xq0 appartient
soit au domaine d’attraction de Fζ/q0 si ζ > 0, soit au domaine d’attraction de Fζ
si ζ ≤ 0.
2.5 Cas Q 6= 0 : émergence de distributions stables non stan-
dards
Nous nous intéressons maintenant au cas Q 6= 0. En dérivant l’Eq. (I.68) par
rapport à s, on obtient une somme de fonctions linéairement indépendantes
∂sU(x, s) = γ′(s)x−Q′(s) (λ(s)x+ 1) ln (λ(s)x+ 1)
λ(s)
−Q(s)
(
x− λ
′(s)
λ(s)2
)
ln (λ(s)x+ 1)
+Q(s)
λ′(s)
λ(s)
x
(I.75)
Observant l’Eq. (I.75), il est clair que U(x, s) n’est indépendant de s que si Q(s) et
λ(s) sont constants, Q(s) = Q et λ(s) = λ > 0. Par suite, les solutions stationnaires
ne peuvent exister que si q(s) est de la forme q(s) = K eQs, avecK > 0 une constante
réelle. Injectant Q et λ dans l’Eq. (I.66), U(x) prend la forme
U(x) = 1 + λx− Q
λ
(1 + λx) ln(1 + λx). (I.76)
La combinaison de l’Eq. (I.76) avec l’Eq. (I.70) mène à
g′(x) =
1
(1 + λx)
(
1− Q
λ
ln(1 + λx)
) . (I.77)
Par déﬁnition, g(x) doit être une fonction croissante de x, ce qui signiﬁe que g′(x) ≥
0, ce qui implique que x appartient à un intervalle restreint de valeurs, xmin < x <
xmax. Les bornes xmin and xmax sont déterminées par les conditions 1 + γx > 0 et
1− Q
λ
ln(1 + λx) > 0. Si Q > 0, on trouve
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Figure 2.1 – Densité de probabilité pλ,Q(x) associée à la distribution des extrêmes
généralisées Fλ,Q(x). En haut à gauche : Q = 0.7, ligne noire pleine λ = 0.5, ligne
rouge pointillé λ = 1.2. En haut à droite : Q = 1, ligne noire pleine λ = 1, ligne
rouge pointillé λ = 0.4. En bas à gauche : Q = 1.5, ligne noire pleine λ = 2, ligne
rouge pointillé λ = 1. En bas à droite : Q = −1, ligne noire pleine λ = 1, ligne rouge
pointillé λ = 0.01.
xmin = −1
λ
, xmax =
1
λ
(
eλ/Q − 1
)
, λ > 0. (I.78)
Parallèlement, pour Q < 0,
xmin =
1
λ
(
eλ/Q − 1
)
, xmax = +∞ , λ > 0. (I.79)
Retournant à l’Eq. (I.77), cette équation peut être intégrée pour obtenir
g(x) = − 1
Q
ln
(
1− Q
γ
ln(1 + γx)
)
, xmin < x < xmax, (I.80)
qui prend également en compte la condition g(0) = 0. Les distributions cumulatives
correspondantes Fλ,Q(x) s’écrivent
Fλ,Q(x) = exp
[
−
(
1− Q
λ
ln(1 + λx)
)1/Q]
, xmin < x < xmax. (I.81)
Ces distributions généralisent les distributions des extrêmes standards ; pour Q = 1,
cette expression se réduit à une loi de puissance sur l’intervalle [xmin, xmax]. On peut
noter que l’expression (I.81) de Fλ,Q(x) converge, dans la limite Q → 0, vers la
distribution standard Fλ(x) donné par l’Eq. (I.74). Parallèlement, il est intéressant
que la limite, lorsque λ→ 0, de la cumulative Fλ,Q soit la distribution limite standard
F−Q.
Remarquablement, ces distributions des extrêmes généralisées sont directement
reliées aux distributions standards. En termes de cumulative, l’expression (I.81) im-
plique que
Fλ,Q(x) = F−Q
(
ln(1 + λx)/λ
)
. (I.82)
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À ce sujet, en posant ζ = −Q, l’Eq. (I.82) implique que si Z est une variable aléatoire
de cumulative Fζ , alors la cumulative de [exp (λZ)− 1]/λ n’est autre que Fλ,−ζ. On
peut noter que l’Eq. (I.82) est également valide pour Q = 0, et correspond à une
relation bien connue entre les distributions Gumbel et Weibull.
Il est intéressant de constater que pour Q > 0 ces distributions sont équivalentes,
à une transformation aﬃne près, aux distributions non standards obtenues dans
[28] en utilisant des transformations de puissances comme terme de normalisation.
Cependant, il faut noter que l’essence de notre approche est fondamentalement dif-
férente de celle de [28]. Dans cet article, les puissances qn sont utilisées comme un
paramètre ajustable de normalisation aﬁn d’assurer la convergence vers une limite
non dégénérée. Dans notre approche, nous considérons les puissances qn comme une
fonction donnée a priori, et étudions les limites non dégénérées obtenus à travers
une normalisation aﬃne classique. Il est donc a priori hautement non trivial que
les deux mêmes ensembles de distributions non standard aient émergé de ces deux
approches.
Il est possible de dériver les expressions des densités de probabilités pλ,Q(x) de
ces distributions des extrêmes généralisées, ce qui donne
pλ,Q(x) =
1
1 + λx
[
1− Q
λ
ln(1 + λx)
] 1
Q
−1
exp
[
−
(
1− Q
λ
ln(1 + λx)
)1/Q]
. (I.83)
Comme illustré sur la Fig. (2.1), cette famille de densité de probabilité a un comporte-
ment non trivial près des bornes. PourQ > 0, le support de pλ,Q est (−1/λ, [exp(λ/Q)−
1]/λ). Si nous considérons le comportement asymptotique dans la limite x ≡ −1/λ+
ǫ, avec ǫ→ 0, on obtient
pλ,Q
(
−1
λ
+ ǫ
)
≈ 1
ǫ
[
Q
λ
| ln ǫ|
] 1
Q
−1
e|
Q
λ
ln ǫ|1/Q. (I.84)
Nous avons donc un changement de comportement à Q = 1 où la densité de pro-
babilité correspond à une loi de puissance d’exposant 1/λ− 1. Pour Q > 1, pλ,Q(x)
diverge lorsque x→ −1/λ plus rapidement que toute fonction de puissance, tandis
que pour Q < 1, pλ,Q(x) et ses dérivées convergent vers 0.
Similairement, dans le voisinage de la borne supérieure x ≡ [exp(λ/Q)−1]/λ−ǫ,
nous avons
pλ,Q (xmax − ǫ) ≈ e−λ/Q
(
Qe−λ/Qǫ
) 1
Q
−1
, (I.85)
et une singularité apparaît donc à la borne supérieure pour Q > 1.
À l’opposé, pour Q < 0, (exp(λ/Q) − 1)/λ devient la borne inférieure de la
distribution, et poser x ≡ xmin + ǫ avec ǫ→ 0 mène à
pλ,Q (xmin + ǫ) ≈ e−λ/Q
(
|Q|e−λ/Qǫ
) 1
Q
−1
exp
[(
|Q|e−λ/Qǫ
) 1
Q
]
. (I.86)
Puisque Q < 0, le terme exponentiel est prépondérant et la densité de probabilité et
ses dérivées à tout ordre convergent vers 0 au voisinage de xmin. De l’autre côté, pour
x→ +∞, F (x) se comporte comme l’exponentielle d’une puissance de logarithme :
F (x) ≈
x→+∞ exp

− ∣∣∣∣Qλ ln x
∣∣∣∣−
1
Q

 . (I.87)
Il y a donc quatre comportements asymptotiques distincts pour les fonctions
pλ,Q(x) en fonction de la valeur de Q (Q < 0, 0 < Q < 1, Q = 1, Q > 1).
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3 Domaine d’attraction des lois non standards
Après avoir découvert les lois limites non standards pour la distribution des ex-
trêmes en section 2, nous nous intéressons désormais à leurs domaines d’attraction.
Pour ce faire, nous utilisons l’équation aux dérivées partielles du ﬂot pour développer
une description heuristique de ces domaines d’attraction. Cette description procure
une bonne approximation des domaines d’attraction standard et donnera une bonne
intuition sur les domaines non standards. Enﬁn, ces résultats heuristiques sont vé-
riﬁés indépendamment dans la section 4 en suivant une approche indépendante qui
met en lumière la relation profonde entre les lois standards et non standards.
Bien que l’équation stationnaire résultant de (I.70) et (I.76) ne puisse pas être
utilisée directement pour décrire la dynamique de l’équation générale (I.57), elle
met en avant l’existence de deux importants paramètres de contrôle dans le cas
stationnaire : Q et λ.
Si nous retournons à l’équation générale du ﬂot (I.57) et à l’expression générale de
U décrite par l’Eq. (I.68), ces deux variables peuvent être réinterprétées comme des
termes de forçage extérieur. À un niveau heuristique, la convergence de l’Eq. (I.57)
devrait être dictée par le comportement asymptotique de ces paramètres. Notam-
ment, si γ(s) et Q(s) convergent simultanément vers leurs limites ﬁnies respectives Γ
et Q, il est raisonnable de s’attendre à ce que le maximum transformé converge vers
la loi limite FΓ,Q. En corollaire, pour des lois appartenant au domaine d’attraction
classique de paramètre ζ et dans le cas Q = 0, on devrait obtenir Γ = ζ . Cela devrait
donner lieu à un cas test intéressant pour notre argument heuristique.
3.1 Comportement asymptotique des paramètres de forçage
Si on considère la transformation x 7→ xq(s) comme une action d’un agent externe
sur les variables aléatoires Xi, on peut interpréter les termes en Q(s) induits par
cette transformation dans l’équation du ﬂot comme des termes de forçage extérieur.
Cependant, l’interprétation de λ(s) et δ(s) est bien plus ﬂoue. La déﬁnition de λ
nous dit que
λ(s) = ∂s ln b(s)− q′(s) ln b(s)
=
q(s)
g−1W (s)g
′
W
(
g−1W (s)
)
≡ q(s)λ0(s),
(I.88)
Il est donc possible de factoriser λ entre un facteur q(s) et un terme λ0(s) ne dépen-
dant que de la fonction cumulative de la distribution parente. Avec le changement
de variables s = g(x) et la relation g(x) = − ln(− lnF (x)), l’équation précédente
devient
λ0(g(x)) =
|F (x) lnF (x)|
xF ′(x)
. (I.89)
Il devrait être noté que λ0(s) > 0 grâce aux propriétés de la fonction cumulative. De
plus, si on s’intéresse au comportement asymptotique, on peut simpliﬁer plus avant
l’équation précédente en
λ0(g(x)) ∼
x→xF
− F (x)
xF
′
(x)
. (I.90)
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La variable λ0(s) correspond à l’inverse de l’exposant local de la fonction cumulative
complémentaire F au point x = g(s). Si λ0(s) admet une limite ﬁnie et non nulle
Λ0 pour s→ +∞, il existe alors une fonction lentement variable normalisée 3 L telle
que
F (x) = L(x)x−1/Λ0 . (I.91)
En d’autres termes, le paramètre Λ0 décrit le comportement en loi de puissance
de la queue de la distribution parente. Puisque pour Q(s) = 0, λ(s) et λ0(s) sont
confondues, les lois appartenant aux domaines d’attraction classiques nous procurent
des exemples pertinents du comportement asymptotique de λ0(s). En particulier, si
la loi appartient au domaine Fréchet de paramètre ζ , il existe une fonction lentement
variable L telle que
F (x) = L(x)x−
1
ζ . (I.92)
Avec l’hypothèse de régularité que L est normalisée, cela entraîne que Λ0 = ζ . De
manière opposée, pour une loi appartenant au domaine Weibull, par déﬁnition, il
existe une fonction lentement variable L telle que
F (x) = (xF − x)−1/ζL
(
(xF − x)−1
)
(I.93)
où xF est le point terminal de la distribution (c’est-à-dire F (xF ) = 1). Sous l’hypo-
thèse que L est normalisée, nous avons
λ0(g(x)) ∼
x→xF
ζ
xF
(xF − x). (I.94)
Le domaine Gumbel est plus diﬃcile à caractériser. Cependant, les lois en exponen-
tielle étirée
F (x) = exp(−xα) (I.95)
constituent souvent un sous-ensemble intéressant de ce domaine. Pour de telles lois,
un court calcul mène à
λ0(g(x)) ∼
x→+∞
x−α
α
. (I.96)
Dans le cas général, une loi appartient au domaine d’attraction Gumbel si et seule-
ment si 1/F (x) est une fonction variant rapidement :
∀t > 1, lim
x→+∞
F (x)
F (tx)
= +∞. (I.97)
En utilisant la représentation intégrale des fonctions variant rapidement [19, p. 178],
il est possible de montrer, sous une hypothèse de régularité, que pour toutes les lois
du domaine Gumbel, λ0(s)→ 0. Par conséquent, pour les lois des domaines Weibull
et Gumbel, nous avons Λ0 = 0. Pour résumer, dans le cas des lois appartenant au
domaine standard de paramètre ζ , on a Λ0 = max(0, ζ).
De manière similaire, δ(s) peut être décomposée en
δ(s) = Q(s) + δ0(s), δ0(s) = ∂s lnλ0(s). (I.98)
3. Une fonction lentement variable est dite normalisée si limx→+∞ xL′(x)/L(x) = 0 [19, p. 15]
(cf. annexe A)
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Une conséquence intéressante de l’équation précédente est que les comportements
asymptotiques de δ0(s) et λ0(s) sont entrelacés. Si nous supposons que δ0(s) et λ0(s)
admettent simultanément une limite ﬁnie lorsque s tend vers +∞, si lims→∞ λ0(s) >
0, alors nécessairement lims→∞ δ0(s) = 0. Cette situation correspond au domaine
Fréchet. Au contraire, si lims→∞ λ0(s) = 0 (une situation typique pour les domaines
Gumbel ou Weibull), et si δ0(s) admet une limite ﬁnie ∆0 lorsque s → ∞, alors
∆0 < 0. Après quelques mornes calculs, on peut étendre l’expression (I.98) de δ0(s)
en
δ0(g(x)) = | lnF (x)| − F
′′(x)| lnF (x)|
F ′(x)2
− 1− λ0(g(x))
∼
s→+∞
F (x)F
′′
(x)
F
′
(x)2
− 1− λ0(g(x)).
(I.99)
Pour continuer notre étude des domaines classiques, nous considérons une loi du do-
maine Weibull de paramètre ζ de fonction lentement variable L. Sous l’hypothèse de
régularité que L et L′ soient toutes deux des fonctions variant lentement normalisées,
on peut vériﬁer que ∆0 = ζ . Le même type de calcul pour les lois en exponentielles
étirées (un exemple type de loi de domaine Gumbel) mène à
δ0(g(x)) ∼
x→+∞ −x
−α, (I.100)
soit, ∆0 = 0. En d’autres termes, les limites Λ0 et ∆0 sont respectivement la partie
positive et la partie négative de Γ0 = lims→∞(δ0(s) + λ0(s)), plus précisément Λ0 =
max(0,Γ0) et ∆0 = min(0,Γ0).
Pour une loi appartenant au domaine d’attraction standard de paramètre ζ , nous
avons, comme attendu, Γ0 = ζ . Ainsi, pour Q = 0, nous retrouvons les résultats
classiques sur la forme des domaines d’attractions (avec toutefois des hypothèses de
régularité plus forte sur F ). À partir de là, il est facile d’étendre ces résultats au cas
non standard (Q 6= 0).
En réunissant les Eqs. (I.88) et (I.98), γ(s) peut être réécrit comme
γ(s) = δ0(s) +Q(s) + q(s)λ0(s). (I.101)
Cette expression met en exergue un jeu d’interactions très intéressant entre la queue
de la distribution et la transformation de puissance. Le comportement de la queue
de la distribution est responsable de la présence du paramètre δ0 tandis que Q(s)
dérive directement du choix de q(s). Le terme q(s)λ0(s), lui, représente au contraire
l’interaction entre les deux eﬀets.
3.2 Modifier le domaine d’attraction par le biais de q(s)
Si nous considérons une loi parente ﬁxée, les fonctions δ0(s) et λ0(s) sont égale-
ment ﬁxées. Le seul paramètre libre restant est alors q(s). Dans cette situation, la
limite Γ est déterminée par le comportement asymptotique de λ(s) = q(s)λ0(s). In-
troduisons donc la limite Λ ≡ lims→∞ λ(s), dans l’hypothèse que cette limite existe.
Si nous déﬁnissons une fonction puissance caractéristique
q∗(s) =
1
λ0(s)
, (I.102)
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nous obtenons
Λ = lim
s→∞
q(s)
q∗(s)
. (I.103)
En d’autres termes, en prenant la limite s → ∞ de l’Eq. (I.101), on s’aperçoit que
Γ ne dépend que de ∆0, Q et du ratio limite entre q(s) et la fonction puissance
caractéristique q∗(s). À partir de là, deux cas diﬀérents apparaissent. D’un côté,
un cas particulier émerge si lims→+∞ q(s)/q∗(s) = 0. En eﬀet, si lims→∞ λ(s) = 0,
l’expression de U(x, s) peut être linéarisée en
U(x, s) ≈ 1 + γ(s)x−Q(s)x. (I.104)
Par suite, si γ(s) et Q(s) admettent des limites ﬁnies Γ et Q, nous obtenons une
équation aux dérivées partielles correspondant à la distribution limite standard avec
ζ = ∆0. Cela implique que les domaines Weibull et Gumbel ne sont pas altérés par
de telles transformations. Cependant, pour une loi appartenant au domaine Fréchet,
de paramètre ζ , nous avons Λ0 = ζ et ∆ = 0. Cela signiﬁe que Λ = 0 est uniquement
possible si lims q(s) = 0 et Q < 0. En d’autres termes, une puissance décroissante
déstabilise l’ensemble du domaine Fréchet et toute loi appartenant à ce domaine
converge vers une distribution Gumbel une fois exposée à une transformation de
puissance dont les exposants tendent vers 0.
D’un autre côté, des distributions non standards apparaissent lorsque q(s) ∼
Λq∗(s). Dans ce cas, nous avons
Γ = ∆0 +Q+ Λ. (I.105)
De plus, la relation Q(s) = q′(s)/q(s) entraîne
Q(s) = −δ0(s) + λ
′(s)
λ(s)
. (I.106)
Donc, si nous supposons que lims→+∞ λ′(s)/λ(s) = 0, nous obtenons{Q = −∆0,
Γ = Λ.
(I.107)
Ainsi les transformations de puissance de la forme q(s) ∼ λq∗(s) conduisent
vers les lois limites non standards Fλ,−∆0. De plus, il est possible de calculer une
représentation analytique de q∗n en déﬁnissant le terme d’erreur ǫ(s) = Q(s) + ∆0.
Inclure l’Eq. (I.67) mène alors à l’équation diﬀérentielle exacte
∂s ln q∗(s) = −∆0 + ǫ(s). (I.108)
Résoudre cette équation donne
q∗n = L
∗(n)n−∆0 , (I.109)
L∗(n) = exp
(∫ n
0
ǫ(ln t)
t
dt
)
. (I.110)
Le facteur L∗(n) correspond à un terme correctif dépendant de la structure ﬁne de
convergence de δ0(s) et λ(s). De plus, puisque ǫ(ln n)→ 0, l’Eq. (I.110) correspond
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exactement à la représentation intégrale des fonctions variant lentement normalisées
(cf. annexe A). En d’autres termes, L∗(n) est une correction variant lentement du
comportement en puissance de q∗n, du moins si ∆0 6= 0. Si ∆0 = 0, ce terme devient
prépondérant. En particulier, pour les distributions de type Fréchet, Λ0 = ζ implique
que q∗n ≈ 1/ζ . D’un autre côté, pour le domaine Gumbel, λ0(s) → 0 implique
L∗(n) → +∞. Par exemple, dans le cas des lois en exponentielle étirée, nous avons
δ0(s) = ǫ(s) ∼ 1s , par conséquent qn ≈ K ln n (K > 0). Le calcul de λ0(s) conduit à
l’expression plus précise
q∗n ≈ α lnn. (I.111)
Par conséquent, l’usage d’une transformation de puissance appropriée (qn =
ΛL∗(n)n|ζ|) peut induire une loi appartenant au domaine Weibull à converger vers
une distribution non standard Fλ,−∆0. D’un autre côté, même une transformation
de puissance relativement lente (qn = Λα lnn pour les lois en exponentielle de puis-
sance) peut suﬃre pour induire une loi du domaine Gumbel à converger vers une loi
limite de type Fréchet. Ce résultat est d’ailleurs parfaitement cohérent avec les résul-
tats plus précis (mais plus spéciﬁques) obtenues dans [23] concernant la transition
entre les domaines Gumbel et Fréchet.
Cependant, ne considérer que des lois parentes originaires des domaines stan-
dards permet d’obtenir uniquement des distributions non standards avec un Q posi-
tif. Les domaines d’attraction non standards avec un paramètreQ < 0 correspondent
aux lois parentes dont la queue est trop lourde pour appartenir aux domaines stan-
dards mais qui peuvent tout de même être "normalisées" par des transformations de
puissance dont l’exposant tend vers 0. Un exemple de ces lois serait typiquement les
lois en puissances de logarithme avec
F (x) = 1− L(ln x)(ln x)− 1α , (I.112)
où L et sa dérivée L′ sont des fonctions variant lentement normalisées avec α > 0. Un
court calcul montre que pour ces lois λ0(g(x)) ∼ α ln x et ∆0 = α. Par conséquent
ces lois appartiennent aux domaines d’attraction de Fλ,−α avec α > 0 et λ > 0. La
fonction de puissance caractéristique associée est une loi de puissance décroissante
q∗n = L
∗(n)n−α. En allant plus loin, exposée à une transformation de puissance dont
l’exposant décroît plus vite que n−α, ces lois de puissance logarithmique convergent
vers une distribution de Fréchet de paramètre α.
Pour conclure, notre analyse heuristique a mis en lumière l’existence de transi-
tions entre les domaines d’attraction standards et non standards lorsqu’on modiﬁe
la dépendance en n de la transformation de puissance q(n). Nous avons également
montré qu’il est possible d’utiliser ces transformations de puissances pour "norma-
liser" des lois au-delà des domaines d’attraction (un exemple typique étant les lois
puissances de logarithme) de manière à les faire converger vers des distributions non
dégénérées. Cet ensemble de transitions est résumé dans la Table 2.1. Une repré-
sentation plus compacte de ces transitions peut être obtenue en utilisant le ratio
qn/q
∗
n comme clef de la classiﬁcation des distributions limites comme le montre la
Table 2.2.
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Loi parente Dépendance fonctionnelle de qn
qn = L(n)nQ, Q < 0 λ Ld(n) L(n)nQ, Q > 0
Dom. Weibull Fζ |ζ |, λL
∗
-
ζ < 0, L∗(n) Fλ,Q
Dom. Gumbel F0 0, λL
∗
-
L∗(n) Fλ
Dom. Fréchet F0 0, λ -ζ > 0 Fλζ
Puiss. log Fα −α, λL
∗
-
α > 0, L∗(n) Fλ,−|Q|
Table 2.1 – Classiﬁcation des distributions limites en fonction des dépendances
fonctionnelles de l’exposant qn. La position des transitions est décrite par le couple
(Q,L). Par exemple, pour les lois appartenant au domaine Weibull, la transition
vers les domaines non standard occure pour Q = |ζ | et L = λL∗. La fonction variant
lentement L∗(n) est une caractéristique de loi parente –cf l’Eq. (I.109). La fonction
Ld(n) est une fonction lentement variable tendant vers l’inﬁni avec n. Le signe ’-’
signiﬁe qu’aucune loi limite (non dégénérée) n’émerge.
Loi parente Limite du ratio qn/q∗n
qn/q
∗
n → 0 qn/q∗n → Λ > 0 qn/q∗n→+∞
Dom. Fréchet, ζ > 0 Gumbel F0 Fréchet FΛ -
Dom. Gumbel, F0 Gumbel F0 Fréchet FΛ -
Dom. Weibull, ζ < 0 Weibull Fζ Non standard FΛ,|ζ| -
Puiss. log, α > 0 Fréchet Fα Non standard FΛ,−α -
Table 2.2 – Classiﬁcation de la distribution limite en fonction de la limite du ratio
qn/q
∗
n lorsque n → ∞. Le signe ’-’ signiﬁe qu’aucune loi limite (non dégénérée)
n’émerge.
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4 Approche alternative de la caractérisation des
domaines d’attraction non standards
4.1 Facteurs de normalisation du maximum transformé
Dans la section précédente, des arguments heuristiques ont montré que seules des
transitions très spéciﬁques sont possibles entre les domaines d’attraction standards
et non standards. Dans le but de vériﬁer ces résultats, cette section présente une ap-
proche alternative de l’étude du maximum transformé dans laquelle nous essayerons
de rapprocher les comportements de convergence des variables transformées et non
transformées.
Pour ce faire, considérons une variable aléatoire W appartenant au domaine
d’attraction de la loi limite Fζ. Par déﬁnition du domaine d’attraction, cela signiﬁe
qu’il existe une suite de normalisation (αn, βn) telle que
∀x, FW (αnx+ βn)n →
n→+∞ Fζ(x). (I.113)
Comme nous l’avions rappelé dans le chapitre I, ces séquences de normalisation
sont bien connues et des expressions analytiques sont disponibles dans la littérature
[45, 53].
De manière similaire, la variable transformée par ω,MUn , converge en distribution
si et seulement si il existe une fonction F et une séquence (an, bn) telles que
∀x, FW
(
ωn(anx+ bn)
)n →
n→+∞ F(x). (I.114)
Cependant, il s’agit d’une généralisation du problème précédent, pour laquelle on
ne connaît ni de conditions de convergence générales ni les suites de normalisation
associées. Nous proposons dans la section suivante d’exploiter la remarquable simila-
rité entre les deux équations précédentes pour obtenir ces conditions de convergence
pour les transformations de puissance.
En premier lieu, on peut remarquer que la seule diﬀérence entre ces deux équa-
tions repose sur le terme (αnx+βn) dans l’Eq. (I.113) qui devient ωn(anx+ bn) dans
l’Eq. (I.114). Cette ressemblance suggère qu’un moyen simple d’obtenir la conver-
gence en distribution du maximum transformé est d’exploiter notre connaissance
des facteurs de normalisation de la distribution originale. S’il existe une suite de
normalisation (an, bn) telle que
∀x, ωn(anx+ bn) ∼
n→+∞ αnν(x) + βn, (I.115)
et si nous supposons de plus que
lim
n→+∞FW (ω(anx+ bn))
n = lim
n→+∞FW (αnν(x) + βn)
n, (I.116)
on obtient
F˜(x) = Fζ(ν(x)). (I.117)
Par conséquent, si les conditions (I.116) et (I.115) sont vériﬁées, il est possible de
lier la distribution limite transformée et la distribution limite originale.
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La condition (I.116) correspond à un problème de convergence assez technique.
Nous supposerons pour l’instant que ces conditions sont vériﬁées. Nous montrons
néanmoins dans l’annexe C que cette condition est bel et bien vériﬁée avec notre
choix de (an, bn).
La condition (I.115) est plus intéressante et déﬁnit à travers ν(x) le type de la
transition. Pour une transformation de puissance, celle-ci peut être réécrite
∀x, (anx+ bn)1/qn ∼
n→+∞ αnν(x) + βn. (I.118)
Si on considère la Table 2.2, quatre transitions distinctes devraient être possibles.
Pour les lois du domaine Gumbel ou Weibull, on devrait avoir soit ν(x) = x si
limn→∞ qn/q∗n = 0 soit ν(x) = ln(1+Λx)/Λ si limn→∞ qn/q
∗
n = Λ > 0. Parallèlement,
pour le domaine de Fréchet de paramètre ζ , des transitions devraient apparaître
pour des exposants qn convergeant vers une valeur ﬁnie, associés à ν(x) = [(1 +
Λx)ζ/Λ− 1]/ζ (avec Λ = limn→∞ qn/ζ). Enﬁn, pour des exposants qn tendant vers 0,
ces transitions devraient être associées à une fonction ν(x) = [exp(ζx)− 1]/ζ .
Par suite, en s’appuyant sur les résultats obtenus en section 3, il est naturel
d’étudier séparément le comportement de (anx+ bn)1/qn lorsque qn diverge, s’annule,
ou converge asymptotiquement.
4.2 Exposants qn divergents
Dans le cas où limn→∞ qn = +∞, l’expression (anx+ bn)1/qn présente deux com-
portements asymptotiques distincts, ce qui conduit à l’existence de deux régimes de
convergence diﬀérents. En premier lieu, si an/bn →
n→+∞ 0, on obtient le comportement
asymptotique suivant
(anx+ bn)1/qn ∼
n→+∞ b
1/qn
n
(
1 +
an
bnqn
x
)
. (I.119)
La condition Eq. (I.118) est alors vériﬁée si

bn = βqnn ,
an = bnqn
αn
βn
.
(I.120)
Ce choix de (an, bn) est compatible avec l’hypothèse que an/bn →
n→+∞ 0 si
qn
αn
βn
→
n→+∞ 0. (I.121)
Le terme αn/βn correspond au paramètre λ0(n) déﬁni dans la section 3. Par suite,
en utilisant la déﬁnition de l’exposant caractéristique q∗n = 1/λ0(n) introduite dans
l’Eq. (I.102), le résultat précédent énonce que si qn est négligeable par rapport à q∗n
(c’est-à-dire que limn→∞ qn/q∗n = 0) alors le maximum transformé converge vers la
même distribution limite que le maximum non transformé. Il s’agit bien du compor-
tement attendu à partir des résultats de la section 3.
Le second comportement asymptotique survient lorsque que an/bn est essentiel-
lement constant. En factorisant bn, on obtient alors
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(anx+ bn)1/qn ∼
n→+∞ b
1/qn
n
(
1 +
ln(1 + an
bn
x)
qn
)
. (I.122)
La condition (I.118) est vériﬁée si 

bn = (βn)qn,
an = λbn,
qn
q∗n
→
n→+∞ λ.
(I.123)
Dans ce cas, ν(x) = (1 + λ ln x)/λ implique que Xn converge vers les lois non
standards. Plus précisément, si qn est asymptotiquement équivalent à λq∗n alors le
maximum converge vers la distribution Fλ,−ζ. Une fois encore, nous retrouvons exac-
tement les résultats de la section 3 pour les domaines Weibull et Gumbel.
4.3 Exposant qn s’annulant à l’infini
La seconde transition intéressante apparaît lorsque qn converge vers 0 à l’inﬁni.
À partir de la Table 2.2, nous savons qu’un terme exponentiel devrait apparaître
dans (anx+bn)1/qn . La manière la plus simple d’obtenir un tel terme est de supposer
que an = bnqnζ . Nous avons alors
(anx+ bn)1/qn = (bn)
1
qn (1 + qnζx)
1
qn
∼
n→+∞ (bn)
1
qn eζx.
(I.124)
En substituant ν(x) = [exp(ζx)−1]/ζ dans l’équation, on peut satisfaire la condition
Eq. (I.118) sous l’hypothèse que


bn = (βn)
qn ,
βn
αn
≡ q∗n →n→+∞
1
ζ
.
(I.125)
Il est donc possible de passer du domaine Fréchet au domaine Gumbel en utilisant
n’importe quelle transformation de puissance d’exposant convergeant vers 0, ce qui
conforte notre analyse heuristique de la section précédente. Cela conﬁrme le fait
que le domaine Fréchet est très instable vis-à-vis d’une perturbation en fonction
de puissance. N’importe quelle transformation de puissance s’annulant à l’inﬁni est
suﬃsante pour altérer la distribution limite d’une loi de type Fréchet et la faire ainsi
converger vers la distribution Gumbel.
4.4 Exposants qn de limite finie
Dans le cas d’une puissance convergeant vers une limite ﬁnie, on s’attend à
observer uniquement des transitions entre des domaines Fréchet de paramètre ζ
distincts. En tenant compte des possibles transformations aﬃnes, on peut déﬁnir
sans perte de généralité an = λbn et bn = βqnn . On obtient alors,
(anx+ bn)1/qn = βn(1 + λx)1/qn , (I.126)
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et le choix ν(x) = [(1 + λx)ζ/λ − 1]/ζ mène à la condition


q∗n →n→+∞
1
ζ
,
qn
q∗n
→
n→+∞ λ.
(I.127)
Nous observons, comme attendu, une transition entre le domaine Fréchet de pa-
ramètre ζ et le domaine Fréchet de paramètre λ. Si le choix de ν(x) peut appa-
raître assez arbitraire, il faut noter qu’il s’agit simplement d’une conséquence de
la représentation choisie pour les lois limites Fréchet. D’autres choix de représenta-
tion (F (x) = exp(−x−1/ζ)) mènent à l’expression ν(x) = xζ/λ qui s’avère bien plus
simple. Cependant, il est justement remarquable que notre méthode par renormali-
sation nous ait permis de mettre en lumière cette transition malgré cette complexité
apparente.
Avec cette transition entre les domaines Fréchet, nous avons retrouvé l’ensemble
des transitions décrites par la Table 2.2 entre les domaines standards d’attraction
et nos domaines non standards. Pour ce faire, nous avons utilisé seulement les in-
tuitions obtenues par notre analyse de l’équation aux dérivées partielles du ﬂot de
renormalisation, combinées avec des arguments élémentaires sur les coeﬃcients de
normalisation. L’annexe C montre que ces arguments sont suﬃsants pour développer
une preuve formelle de la convergence du maximum transformé.
5 Conclusion
Dans ce chapitre, l’approche par renormalisation du problème du maximum dé-
veloppé dans [61, 62, 17] fut étendue au cas où les variables Wi sont soumises à
une transformation ωn dépendante de la taille du système. La réduction de ce pro-
blème du maximum en une équation aux dérivées partielles s’avère une généralisa-
tion directe du cas standard et mène, dans le cas des transformations de puissance
Ui,n = W
qn
i , à une classiﬁcation élégante des distributions limites.
Cette classiﬁcation a permis de mettre en lumière l’existence de lois max-stables
non standards reﬂétant les lois max-stables standards. Ces nouvelles lois limites sont
étroitement liées aux lois limites standards. Cependant le comportement de l’équa-
tion aux dérivées partielles décrivant l’évolution de la distribution du maximum est
plus complexe et met en jeu d’intrigantes interactions entre le taux de croissance de
la transformation de puissance et la queue de la distribution.
Ces interactions furent l’objet d’une analyse plus en profondeur à travers l’étude
du comportement asymptotique des paramètres de forçage apparaissant dans l’équa-
tion aux dérivées partielles du ﬂot. Par un argument heuristique, il fut montré qu’il
est possible de retrouver une légère approximation des domaines standards. De plus,
le même argument nous conduit à une description intéressante des domaines d’at-
traction des lois limites non standards, révélant l’existence de transitions spéciﬁques
entre les lois classiques et leurs reﬂets non standard. Ces transitions ne se révèlent
qu’en variant la dépendance fonctionnelle qn de la transformation, et elles sont no-
tamment associées à des exposants caractéristiques q∗n. Si qn/q
∗
n → 0, la transforma-
tion de puissance est trop lente pour inﬂuencer la convergence du maximum vers sa
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loi limite standard. Au contraire, si qn ∼ λq∗n la convergence est altérée et la distribu-
tion converge vers une loi limite non standard. Faisant usage de l’intuition âprement
gagnée grâce à l’équation du ﬂot, il fut alors possible de conﬁrmer l’existence de
ces transitions grâce à une approche plus directe, basée sur l’étude des paramètres
de normalisation. Cette approche nous permit d’ailleurs de détailler les mécanismes
sous-jacents de ces transitions.
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Introduction
Motivation
L’estimation des moments d’un ordre donné à partir d’un nombre ﬁni d’obser-
vations d’une série temporelle {Xk, k = 1, . . . , n} peut sembler être un problème
à la fois simple et naturel. Dans les conditions standards, avec peu d’informations
connues (ou conjecturées) a priori sur les données, l’estimateur classique des mo-
ments
S(n, q) =
1
n
n∑
k=1
Xqk (II.1)
s’impose comme un choix évident (du moins pour des variables aléatoires Xk po-
sitives). La théorie des probabilités fournit aux praticiens de nombreux résultats
théoriques fort utiles concernant les performances de cet estimateur, notamment
dans le cas asymptotique pour une durée d’observation tendant vers l’inﬁni, c’est
à dire n → +∞ (cf. chapitre I ou e.g., [18]). La loi forte des grands nombres,
lorsqu’elle est applicable, montre que l’estimateur des moments est consistant :
limn→+∞ S(n, q)
p.s
= E [Xq]. Le théorème central limite quantiﬁe plus précisément le
comportement asymptotique. Cependant de tels résultats peuvent être interprétés
comme la solution d’une situation très abstraite dans laquelle l’observateur s’inté-
resse à un seul ordre statistique et dispose d’une observation de durée potentielle-
ment inﬁnie. En pratique, la situation naturelle est souvent presque complètement
opposée à cette formulation théorique : Les expérimentateurs doivent fournir des
eﬀorts considérables pour obtenir une observation de taille n suﬃsamment grande
et se demandent donc naturellement jusqu’à quel ordre des moments il est possible
d’obtenir une estimation correcte, étant donnée la taille ﬁnie des données observées
{Xk, k = 1, . . . , n}. L’opposition dialectique entre les résultats théoriques classiques
et ces questions plus pragmatiques est esquissée par la Fig. 2.2. Cette diﬀérence entre
résultat théorique et questionnement pratique résulte pour partie du fait que les ré-
sultats théoriques requièrent que l’ordre des moments q soit complètement découplé
de la taille du système n.
Or pour une observation de taille ﬁnie, il est bien connu qu’il est impossible
d’estimer correctement les moments à tout ordre, même dans le cas où tous les
moments sont ﬁnis (E [Xq] < +∞). En eﬀet, pour n ﬁxé,
S(n, q) ∼
q→+∞
1
n
max
k=1,...,n
Xqk 6= E [Xq] . (II.2)
Ce comportement correspond à un eﬀet de linéarisation. Une fois n ﬁxé, la courbe
expérimentale de lnS(n, q) en fonction de q tend nécessairement vers une droite
43
INTRODUCTION
0 2 4 6 8 10
lnn
0
2
4
6
8
10
q
q
c
empirique
Loi des grands nombres
0 2 4 6 8 10 12
q
0
15
30
45
60
75
ln
S
(n
,q
)
Figure 2.2 – Plan (n, q) et effet de linéarisation. À gauche, du point de vue
théorique, la performance de l’estimateur des moments S(n, q) est caractérisée, pour
un q ﬁxé, dans la limite n → +∞, i.e., le long d’une ligne horizontale dans le plan
(n, q). En pratique, cependant, le problème expérimental consiste à déterminer quel
est le plus grand ordre q des moments que l’on peut évaluer correctement à partir
d’une observation de longueur ﬁnie n donnée. Le praticien se déplace donc le long
d’une ligne verticale dans le plan (n, q). À droite, empiriquement, dans la limite
q → +∞, pour un n ﬁxé, lnS(n, q) se comporte nécessairement comme une fonction
linéaire de q. Ceci est illustré ici par une distribution log-normale pour trois valeurs
diﬀérentes de n (n = 102 (cercle rouge), n = 103 (carré vert), n = 106 (triangle bleu) ;
la ligne noire pleine montre la valeur théorique lnE [Xq]). Ces trois courbes montrent
que la pente asymptotique et le point de divergence avec lnE [Xq] dépendent tous
deux de n. Cette partie a pour but de déﬁnir et estimer de façon pratique cet ordre
critique q∗(n) à partir duquel l’estimation commence à s’écarter de la moyenne
d’ensemble E [Xq].
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dans la limite q → +∞
lim
q→+∞ lnS(n, q) = q ln maxk=1,...,n
Xk − lnn. (II.3)
Cet eﬀet de linéarisation traduit donc une diﬀérence de comportement de la log-
moyenne qui fait écho à la rupture de convergence que nous avions évoquée au
chapitre I dans le cas des lois de puissance. Pour ces lois, ce changement de compor-
tement apparaît dès lors que les moments théoriques divergent, ce qui n’est pas le
cas ici. Cependant, lorsque cet eﬀet de linéarisation apparaît, la valeur estimée des
moments s’écarte de la valeur théorique ; sur ce point, on retrouve un parallèle fort
intéressant avec les lois de puissance, si ce n’est que cette séparation ne se produit
pas pour un ordre ﬁxe mais apparaît lorsqu’on couple l’ordre des moments avec la
taille du système.
Une question vient donc naturellement à l’esprit, question qui sera au cœur
de cette partie II : quelle est la région des ordres q ≤ q∗ au sein de laquelle les
moments peuvent être correctement estimés, ce à partir d’une seule observation de
taille ﬁnie n ? De façon surprenante, cette question semble avoir éveillée relativement
peu d’intérêt dans la littérature [68]. Dans l’analyse de données réelles, il s’agit
pourtant d’une question d’un intérêt évident. Cette question joue également un
rôle vital dans l’analyse des invariances d’échelle plus connue sous le nom d’analyse
multifractale. Dans celle-ci, les propriétés de covariance avec l’échelle sont mesurées à
travers la dépendance selon l’échelle d’analyse a des moments d’ordre q de quantités
multirésolutions calculées à partir des observations {Xk, k = 1, . . . , n}. On retrouve
donc la même problématique que dans le cas i.i.d. mais pour une classe de processus
aléatoires très diﬀérente.
Quand les Xk sont des variables aléatoires "régulières" (déﬁnies par le fait que
leur fonction caractéristique est analytique en 0), et pour des observations i.i.d., une
borne est donnée dans [68] :
q∗(n) ∝ ln n
ln ln n
. (II.4)
Bien qu’il s’agisse d’un résultat très intéressant, son usage demeure limité en pratique
par sa restriction aux observations i.i.d. de lois régulières mais aussi et surtout par le
fait qu’il s’agit d’un résultat asymptotique dont le préfacteur est diﬃcile à déterminer
en pratique.
On peut noter que ce sous-ensemble des lois régulières correspond aux lois dont
la queue décroît suﬃsamment rapidement pour que la fonction génératrice des mo-
ments g soit déﬁnie sur un voisinage de 0
∃ǫ > 0, g(ǫ) ≡ E
[
eǫX
]
< +∞. (II.5)
En eﬀet, la fonction génératrice des moments est directement reliée à la fonction
caractéristique
φ(z) = E
[
e−ızX
]
, (II.6)
par g(t) = φ(ıt). La fonction génératrice des moments correspond donc à la restric-
tion de la fonction caractéristique sur l’axe imaginaire. De plus, on peut montrer que
la fonction caractéristique est toujours analytique sur une bande horizontale [77] et
que ses singularités se trouvent nécessairement sur l’axe imaginaire. Par conséquent,
la fonction génératrice est déﬁnie sur un voisinage de 0 si et seulement si la fonction
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caractéristique est analytique en 0. Cela implique notamment que tous les moments
d’une loi régulière sont ﬁnis et pour k entier
E
[
Xk
]
= g(k)(0). (II.7)
Un exemple standard de ces fonctions régulières sont les variables aléatoires gaus-
siennes Nµ,σ dont la fonction génératrice des moments g(q) = exp(µq + q2σ2/2) est
déﬁnie sur l’ensemble de l’axe réel.
Il est donc intéressant d’essayer de généraliser le type de résultats décrits par
l’Eq. (II.4) pour d’autres classes de variables aléatoires.
On peut commencer par étudier le cas des variables aléatoires i.i.d. que nous
appellerons classe A. Dans ce contexte, un contrepoint aux lois régulières sont les
lois de puissances et assimilées dont les moments ne sont ﬁnis que jusqu’à un ordre
limite qc. On peut cependant trouver un juste milieu entre ces deux classes de lois,
en considérant des lois irrégulières dont tous les moments sont ﬁnis. Un exemple
classique de loi de ce type est la loi log-normale.
On peut donc établir la classiﬁcation suivante des lois aléatoires en fonction de
leur comportement asymptotique :
type I Les lois régulières dont la fonction caractéristique est analytique en 0.
type II Les lois irrégulières dont tous les moments sont ﬁnis.
type III Les lois irrégulières dont les moments sont inﬁnis au-delà d’un ordre limite
qc.
Il s’agit d’une déclinaison relativement naturelle des types de lois que l’on peut
rencontrer dans le cadre de notre classe A. La sous-classe A-II, faisant le lien entre
les lois régulières et les lois de puissance, retiendra l’essentiel de notre attention.
Comme nous l’avions évoqué plus haut, le phénomène de linéarisation des mo-
ments joue également un rôle majeur dans la phénoménologie de l’analyse multifrac-
tale. Cependant, dans ce contexte, les variables aléatoires étudiées sont fortement
corrélées, et diﬀèrent notablement des variables i.i.d. de la classe A. Ces processus
multifractals déﬁnissent donc une deuxième classe : la classe B. Pour cette classe de
processus aléatoires, il est courant de rencontrer des lois dont les moments ne sont
pas tous ﬁnis, nous nous focaliserons donc sur la sous-classe B-III.
Il faut cependant noter que si cette classiﬁcation permet de clariﬁer les diﬀérentes
formes de lois que nous allons étudier par la suite, les types ainsi déﬁnis sont trop gé-
néraux pour admettre une représentation pratique pour les calculs théoriques. Nous
choisirons donc par la suite des sous-types plus spéciﬁques mais qui en capturent
l’essence. Ceux-ci seront décrits en détail dans le chapitre 3.
Analogie avec la physique des systèmes désordon-
née
L’étude de l’eﬀet de linéarisation que nous proposons repose sur une analogie
formelle entre estimateur des moments et fonction de partition du REM [40].
Le REM peut être représenté comme un modèle de spins, bien que la notion de
spin n’y joue pas de rôle réellement signiﬁcatif. On considère un système de N spins
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tel que chacune des 2N conﬁgurations des spins est associée à une énergie aléatoire
Ei qui est tirée aléatoirement avec la loi
P (E) =
1
NπJ2
exp
(
− E
2
NJ2
)
. (II.8)
Les énergies Ei sont i.i.d. de moyenne nulle mais leur variance dépend de la taille
du système N . La fonction du partition du REM est alors décrite par
Z =
2N∑
i=1
e−βEi. (II.9)
La fonction de partition Z est alors visiblement une somme de variables aléatoires.
Si on pose Xi ≡ exp(−Ei), on obtient
Z =
2N∑
i=1
Xβi . (II.10)
Les variables Xi sont ici des lois log-normales. Il y a donc une analogie formelle entre
Z(N, β) et 2NS(2N , β). Pour aller plus loin, on peut réécrire la fonction de partition
Z en fonction de la densité d’énergie ρ(E),
ρ(E) =
2N∑
i=1
δ(Ei −E), (II.11)
sous la forme
Z =
∫
ρ(E)e−βEdE. (II.12)
La densité ρ(E) est également une variable aléatoire (plus précisément ρ est un
processus ponctuel), mais ces ﬂuctuations sont faibles lorsque N augmente si ρ(E) >
1, on peut donc supposer que ρ(E) ≈ E [ρ(E)] = 2NP (E). Cependant, lorsque
E [ρ(E)]≪ 1, pour une réalisation donnée, il n’y a typiquement aucune conﬁguration
d’énergie E, d’où ρ(E) ≈ 0. On peut donc considérer que la fonction de partition
typique du système peut se réduire à
Ztyp =
∫ Emax
Emin
E [ρ(E)] e−βEdE (II.13)
où [Emin, Emax] représente le domaine où E [ρ(E)] > 1. Cette réduction du domaine
des énergies fait alors apparaître deux situations bien distinctes séparées par une
température de transition vitreuse
Tg =
J
2
√
ln 2
. (II.14)
En-deçà de cette température Tg, le système est gelé et son entropie par spin s’annule.
Plus précisément, l’entropie par spin du système peut s’écrire
S(T ) =

ln 2−
J2
4T 2
si T > Tg,
0 si T < Tg.
(II.15)
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La physique sous-tendant cette transition vitreuse dans le REM est assez simple.
Au-dessus de la température critique, l’activation thermique est eﬃcace et un grand
nombre de conﬁgurations microscopiques sont explorées : le système est dans un état
liquide. En-deçà de la température critique, l’activation thermique ne joue plus un
rôle signiﬁcatif et le système est gelé dans les quelques états de plus basses énergies.
En conséquence, son entropie par degré de liberté s’annule (plus de détails sur le
REM sont rappelés brièvement dans l’annexe B). Ce caractère non trivial vient du
fait que l’entropie microcanonique S(E) du système s’annule avec une pente ﬁnie à
l’énergie minimale Emin.
Trois points-clefs concourent alors à souligner l’intérêt d’une analogie entre REM
et estimation des moments : le REM et l’estimation de moments impliquent tous
deux l’évaluation de sommes de variables aléatoires élevées à une certaine puissance
(qui constitue un paramètre de contrôle du problème) ; dans les deux cas, ces va-
riables aléatoires appartiennent aux types II ou III ; enﬁn par construction, le REM
introduit un couplage entre la taille du système et les distributions, or nous nous
intéressons ici au comportement asymptotique de l’estimateur des moments dans le
plan (n, q). Au-delà des limites q → +∞ à n ﬁxé et n→ +∞ à q ﬁxé, il est nécessaire
d’introduire un couplage entre n et q si nous souhaitons étudier le comportement
asymptotique de S(n, q) le long de courbes (n, q) plus complexes. En poursuivant
l’analogie, il est alors naturel de donner un rôle central à l’analogue de l’énergie libre
par spin qu’est la log-moyenne lnS/ lnn.
Cette démarche s’inscrit dans une féconde lignée d’analogies entre modèles de
physique statistique et analyse multifractale qui ont permis de nombreuses avancées
après la contribution déterminante de Parisi et Frisch [50] et les développements
reportés dans [9]. On peut noter que l’eﬀet de linéarisation a déjà été étudié à travers
le prisme de modèles de physique statistique. Par exemple, les modèles proposés dans
[92, 91] font appel à la notion physique d’onde progressive [79, 30].
Contributions : Vers un ordre critique
Cette seconde partie de ma thèse a pour but d’explorer jusqu’à quel point ces
arguments de physique statistique, qui interviennent dans l’étude du REM pour
expliquer la transition de phase vers une phase à entropie nulle, nous permettent de
comprendre l’eﬀet de linéarisation dans l’estimation des moments que ce soit dans
le cas i.i.d. ou dans le cadre de l’analyse multifractale. Cette contribution complète
et enrichit donc les connexions entre analyse multifractale et physique statistique
[50, 97, 9, 49].
Dans ce contexte, le but premier de cette partie II est de déﬁnir un ordre critique
q∗(n) jusqu’auquel il est possible d’estimer correctement tous les moments d’ordre
q ≤ q∗(n) à partir d’une observation de taille n ﬁnie de variables aléatoires positives
Xk, supposées être de la forme Xk = exp Yk. Nous préciserons dans le chapitre 3 les
classes de variables Yk que nous considérons.
La déﬁnition de cet ordre critique repose sur une argumentation heuristique dé-
taillée et argumentée, empruntée à l’analyse du REM [40, 86]. Celle-ci est cependant
fortement soutenue, dans le cas i.i.d., par une analyse théorique complète conduite
par Ben Arous et ses collaborateurs [10] ; cette construction est détaillée dans le
chapitre 4. Nous essaierons dans ce chapitre de mettre en avant les nombreux points
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communs entre le cas i.i.d. et le cas multifractal. Nous sonderons également les li-
mites de l’analogie entre REM et processus multifractal en analysant numériquement
les rapports de participation associés à un processus multifractal.
Enﬁn, dans le chapitre 5, nous développerons une procédure pour l’estimation
pratique de q∗(n) pour des observations de taille ﬁnie dans le cas i.i.d.. Les perfor-
mances de cet estimateur seront étudiées théoriquement et numériquement. Pour
mieux résister à l’épreuve des données réelles, nous proposons quelques améliora-
tions de cette procédure d’estimation pour tenir compte de la présence d’observa-
tions interdépendantes. Les performances de ces estimateurs modiﬁés sont étudiées
de manière détaillée en utilisant des simulations de Monte-Carlo (cf. Section 4). Le
code source implémentant ces procédures en Matlab et la documentation aﬀérente
sont disponibles sur demande.
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Chapitre 3
Classes de variables aléatoires
Nous allons commencer par déﬁnir précisément les types de variables aléatoires
que nous comptons étudier. Comme annoncé dans l’introduction, nous nous intéres-
sons à deux classes très diﬀérentes de processus aléatoires : d’un côté, nous souhai-
tons étudier l’eﬀet de linéarisation pour des variables i.i.d. irrégulières de moments
ﬁnis : la classe A-II. De l’autre côté, les processus multifractals donnent un exemple
très intéressant de variables corrélées pour lesquelles l’eﬀet de linéarisation joue un
rôle majeur dans l’estimation pratique ; ils nous fourniront donc un exemple de lois
de la classe B.
1 Classe A : Variables i.i.d.
1.1 Type II : Lois irrégulières de moments finis
Log-normale :
Un exemple typique est la loi log-normale. Des variables aléatoires i.i.d. de lois log-
normales X peuvent être générées facilement en prenant l’exponentielle de variables
aléatoires i.i.d. gaussiennes : X = exp Y avec Y D= Nµ,σ. La densité de probabilité
de X est alors
pX(x) =
1
x
√
2πσ2
exp
(
(ln x− µ)2
2σ2
)
. (II.16)
On peut aussi remarquer que la fonction cumulative de Y (FY ≡ P(Y < y)) vériﬁe
lnF (y) ≈ −y2/2 pour y → +∞.
Dans le présent chapitre, en s’inspirant des extensions rencontrées naturellement
à la fois dans le contexte du REM [40, 86] ou du multifractal (cf. e.g., [108]) mais
aussi dans le cadre théorique développé par Ben Arous et ses collaborateurs [10], nous
considérons une classe de variables plus large en généralisant le cas log-normal : tout
d’abord, le comportement en loi de puissance y2 est étendu au cas yρ. Ensuite, nous
considérons un comportement en quasi-loi de puissance, en exigeant uniquement des
propriétés asymptotiques qui capturent l’essence mathématique de ce comportement
en loi de puissance sans ﬁxer exactement la forme de la densité de probabilités, dans
l’esprit de [27].
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Lois log-quasi exponentielles étirées :
Pour ce faire, nous déﬁnissons le sous-type des lois log-quasi exponentielles étirées.
Ces lois doivent s’exprimer sous la forme
X = expY, (II.17)
où la fonction cumulative de Y , FY est supposée être une fonction continue :
F (y) = e−Ψ(y). (II.18)
De plus, on requiert que la fonction Ψ soit une fonction régulièrement variable
d’indice ρ [19], c’est-à-dire qu’elle vériﬁe :
Ψ(y) = L(y)yρ, avec ρ > 1, (II.19)
où L est une fonction lentement variable (cf. annexe A).
De plus, pour des raisons techniques que nous rendrons plus claires dans le
chapitre 4, nous nous restreignons au cas des fonctions Ψ(y) "deux fois normalisées"
(cf. l’annexe A). En d’autres termes, nous imposons que
lim
y→+∞
yL′(y)
L(y)
= 0, (II.20)
lim
y→+∞
y2L′′(y)
L(y)
= 0. (II.21)
Ces conditions imposent une certaine forme de régularité de la dérivée de L. En
particulier, l’équation (II.20) exclut les fonctions variant lentement oscillant de plus
en plus rapidement. Ainsi on peut vériﬁer qu’avec la condition (II.20), Ψ vériﬁe
lim
y→+∞
yΨ′(y)
Ψ(y)
= ρ. (II.22)
De manière similaire, l’équation (II.21) régule les oscillations potentielles de L′′
vis-à-vis de L. De plus, si on s’intéresse au logarithme de la densité de probabilité
φ (y) = − ln pY (y), (II.23)
on peut vériﬁer que Ψ et φ sont reliées par
φ(y) = Ψ(y)− lnΨ′(y). (II.24)
À partir de là, on peut montrer que si Ψ(y) = yρL(y) avec L une fonction lente-
ment variable deux fois normalisée alors il existe une fonction L2 lentement variable
normalisée telle que φ(y) = yρL2(y). Cela entraîne notamment que :
lim
y→+∞
yφ′ (y)
φ(y)
= ρ. (II.25)
Dans le cadre de ces lois quasi-exponentielles étirées, la fonction cumulative et la
densité de probabilité ont donc un comportement assez semblable et il est nécessaire
d’imposer que L(y) = x−ρΨ(y) soit deux fois normalisée aﬁn que φ soit suﬃsamment
régulière.
52 1. CLASSE A : VARIABLES I.I.D.
CHAPITRE 3. CLASSES DE VARIABLES ALÉATOIRES
1.2 Interprétation
L’équation (II.19) combinée avec les conditions (II.20) et (II.21) contrôle le com-
portement de la queue positive de la distribution Y et déﬁnit donc une large classe
de variables aléatoires X, dont tous les moments sont ﬁnis, mais dont la fonction ca-
ractéristique n’est pas analytique en 0. L’intérêt majeur de cette classe de variables
aléatoires provient de sa position intermédiaire entre d’une part les lois de type I,
dont tous les moments sont ﬁnis et dont la queue décroît exponentiellement rapi-
dement (ce qui implique que leur fonction caractéristique est analytique en 0, par
exemple la valeur absolue d’une gaussienne) et les lois de type III, dont les moments
ne sont ﬁnis que jusqu’à un ordre donné (un exemple étant les distributions de Pa-
reto). Le paramètre ρ joue un rôle clef dans l’étude de cette région intermédiaire des
lois de type II : de manière stricte, ces trois types de lois sont mutuellement exclusifs.
Cependant, à partir de la classe des lois log-quasi-exponentielles étirées, il est pos-
sible d’approcher des lois de type I en faisant tendre ρ vers +∞ et réciproquement
lorsque ρ tend vers 1, le comportement des lois log-quasi-exponentielles étirées se
rapproche de celui des lois de type III.
1.3 Conséquences
À partir des déﬁnitions (II.18) et (II.19), il est possible de déduire un certain
nombre de propriétés des variables Y (et leurs conséquences sur X). La fonction de
densité de probabilité pY de Y peut s’écrire :
pY (y) = Ψ′(y)e−Ψ(y). (II.26)
Tous les moments de X sont ﬁnis et peuvent s’écrire :
E [Xq] =
∫ +∞
−∞
Ψ′(y)eqy−Ψ(y)dy =
∫ +∞
−∞
Ψ′(y)eqy−y
ρL(y)dy. (II.27)
Néanmoins, la fonction génératrice des moments de X,
E
[
etX
]
=
∫ +∞
0
Ψ′(y)et exp(y)−L(y)y
ρ
dy, (II.28)
est ﬁnie uniquement sur R− et la fonction caractéristique de X n’est donc pas analy-
tique en 0 (voir [77] pour des conséquences plus détaillées de cette non-analyticité). Il
est intéressant de remarquer que ces propriétés entraînent que les variables aléatoires
Y sont de type I. Leur fonction génératrice est en eﬀet déﬁnie sur R car
E
[
eqY
]
= E [Xq] . (II.29)
On a donc généré des variables aléatoires de type II en exponentiant un sous-
ensemble de lois de type I.
1.4 Exposant local de lois de puissance
Dans la déﬁnition (II.19), le paramètre ρ est naturellement désigné sous le nom
d’exposant de loi de puissance. Cependant, dans la suite de notre étude, un exposant
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local joue un rôle crucial. Nous parlons d’exposant local pour désigner le comporte-
ment pré-asymptotique de la loi, c’est à dire pour un y ﬁni :
ρl(y) =
∂ lnΨ(y)
∂ ln y
=
yΨ′(y)
Ψ(y)
. (II.30)
On peut vériﬁer que les conditions (II.20) et (II.21) impliquent :
lim
y→+∞ ρl(y) = ρ, (II.31)
lim
y→+∞ ρ
′
l(y) = 0. (II.32)
1.5 Exemples
Aﬁn de disposer d’une variété intéressante de lois tests, nous déﬁnissons la famille
des lois log-gamma étirées Γρα,β. Ces lois sont déﬁnies par
Y = Γ1/ρα,β, (II.33)
où Γα,β est une variable de loi gamma de paramètre de forme α et de paramètre
d’échelle β
pΓα,β(x) =
1
βΓ(α)
(
x
β
)α−1
e−
x
β , (II.34)
où Γ(α) =
∫+∞
−∞ t
α−1e−tdt est la fonction gamma [102]. On peut vériﬁer que ces lois
log-gamma étirées appartiennent bien à la classe des lois log-quasi-exponentielles
étirées. Dans le cas ρ = 1 et β = 1,
Ψ(y) = − ln (γn(α, y)) (II.35)
où γn(α, y) est la fonction gamma incomplète inférieure normalisée [102]
γn(α, y) =
∫ y
0 t
α−1e−tdt
Γ(α)
. (II.36)
Asymptotiquement, pour y → +∞, γn(α, y) ≈ yαe−y, on peut donc en déduire que
Ψ(y) = yL(y), (II.37)
avec L une fonction lentement variable. Les lois Γα,β forment donc une famille de loi
quasi-exponentielle étirée de paramètre ρ = 1. À partir de cette famille, il est facile
de générer une famille plus générale explorant l’ensemble des valeurs de ρ. En eﬀet,
si une variable Y suit une loi de type quasi-exponentielle étirée de paramètre ρ = 1,
alors βY 1/ρ appartient à la classe des lois de paramètre ρ. Les lois gamma étirées
Γρα,β correspondent donc à des lois gamma Γα,β qui ont étés "étirées" aﬁn de donner
naissance à des lois quasi-exponentielles de paramètre ρ.
Dans les analyses numériques conduites dans le chapitre 5, nous utilisons deux
sous-familles particulièrement utiles de lois paramétrées par ρ
– Les distributions log-Weibull correspondent au cas α = 1 et β = 1. Elles
vériﬁent
F (y) = 1− e−yρ , avec ρ > 1, y > 0. (II.38)
Cela implique notamment que leur exposant de puissance local est une constante
∀y, ρl(y) ≡ ρ. (II.39)
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– Nous déﬁnissons les lois log-gamma conjuguées par α = ρ et β = 1. Leur
densité de probabilité s’exprime simplement
pY (y) =
1
2Γ(1 + 1
ρ
)
e−|y|
ρ
. (II.40)
Cela implique que leur fonction cumulative complémentaire prend la forme
FY (y) =
1
2Γ(1 + 1/ρ)
∫ y
−∞
e−|t|
ρ
dt, avec ρ > 1. (II.41)
– La distribution log-normale correspond à un cas spécial des lois log-gamma
conjuguées, avec ρ = 2 et β =
√
1/2.
2 Classe B : processus multifractals
L’analyse multifractale est aujourd’hui considérée comme un outil canonique
pour l’étude des propriétés de mise à l’échelle et des ﬂuctuations de la régularité des
séries temporelles (ou des champs de dimension d) [101, 67, 108, 5]. En pratique,
cette analyse multifractale revient essentiellement au calcul des moyennes tempo-
relles ou spatiales ( des qème moments) de X(a, t), quantités dépendantes du temps
et de l’échelle. Des exemples typiques de telles quantités sont les accroissements
X(t + a) − X(t) du signal X [49, 50], les coeﬃcients en ondelettes [9] ou les coef-
ﬁcients d’ondelettes dominants [108]. Cela donne naissance aux fameuses fonctions
de structure S(a, n, q) = 1
n
∑n
k=1 |X(a, tk)|q. Nonobstant la corrélation des variables
X, ces fonctions de structure correspondent exactement aux estimateurs des mo-
ments des quantités multirésolutions X(a, tk) avec toutefois une dépendance jointe
sur l’échelle d’analyse a et la localisation (temporelle ou spatiale) t. En pratique,
l’analyse multifractale suppose que ces fonctions de structure se comportent comme
des lois de puissance vis à vis de l’échelle d’analyse a sur un intervalle am < a < aM ,
avec aM/am ≫ 1,
S(a, n, q) ≃ S0(q) aζ(q), (II.42)
et cette analyse se concentre sur l’estimation de l’exposant d’échelle ζ(q). Cet expo-
sant ζ(q) est une fonction concave de la statistique d’ordre q qui ressemble fortement
à la log-moyenne puisque
ζ(q) = lim
a→0
lnS(a, n(a), q)
ln a
. (II.43)
Il a été observé et justiﬁé que l’exposant ζ(q) se comporte nécessairement comme
une fonction linéaire de q au-delà d’une certaine valeur – voir [89, 90] pour les des-
criptions originales du phénomène, [96] pour son analyse dans le cas des cascades
multiplicatives de Mandelbrot, et [74, 6] (ou respectivement [11]) pour des contribu-
tions plus récentes plus orientées traitement du signal (ou respectivement analyse
statistique) dans le cadre de l’analyse multifractale de réalisations des trajectoires
de processus stochastiques. Prenant exemple sur [74], nous nous référerons à cet eﬀet
sous le nom d’effet de linéarisation en analyse multifractale, faisant ainsi le parallèle
avec l’eﬀet de linéarisation apparaissant dans le cas i.i.d..
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Figure 3.1 – Construction de la cascade de Poisson composée
2.1 Cascades de Poisson composées
La quintessence des exemples de processus multifractals sont les célèbres cascades
multiplicatives de Mandelbrot (voir par exemple [82, 49, 101] pour des revues). Ce-
pendant, pour notre étude, nous utiliserons plutôt les cascades de Poisson composées
plus récemment introduite par Barral et Mandelbrot dans [13] (voir aussi [31]), parce
que leurs propriétés statistiques sont plus faciles à manier de manière tant pratique
que théorique : leurs accroissements sont stationnaires et caractérisés par une in-
variance d’échelle continue, i.e., l’Eq. (II.42) est valide pour un intervalle continu
d"échelles a ∈ [am, aM ]. Pour ces raisons, ces cascades sont désormais considérées
comme le processus multifractal de référence. La cascade Qr(t) correspond à un pro-
duit de variables aléatoires positives i.i.d. Wi, appelées multiplicateurs et associées
à un nuage de points (ti, ri) distribués aléatoirement sur un rectangle
Ir,L =
{
(t′, r′) : r ≤ r′ ≤ 1, −1
2
≤ t′ ≤ L+ 1
2
}
. (II.44)
Plus précisément, la cascade est déﬁnie pour r > 0 par
Qr(t) = Br(t)
∏
(ti,ri)∈Cr(t)
Wi, (II.45)
où seuls les multiplicateurs associés aux points appartenant au cône
Cr(t) =
{
(t′, r′) : r ≤ r′ ≤ 1, t− r
′
2
≤ t′ ≤ t+ r
′
2
}
(II.46)
sont pris en compte comme représenté sur la ﬁgure 3.1. Les points (ti, ri) sont tirés à
partir d’un processus de Poisson de mesure d’intensité dm(r, t) sur le rectangle Ir,L.
Le paramètre Br(t) est une constante de normalisation telle que E [Qr(t)] = 1.
Il a été montré que cette cascade vériﬁe la relation fondamentale :
E [Qr(t)q] = exp [−ϕ(q)m(Cr(t))] , q > −1 (II.47)
où m(Cr(t)) = ∫Cr(t) dm(r′, t′) correspond à la mesure du cône Cr(t), et où ϕ(q) est
déﬁnie par
ϕ(q) = (1− E [W q])− q(1− E [W ]). (II.48)
Pour des raisons de simplicité, nous ne considérons que les cas où ϕ(q) est une
fonction concave régulière, dont un exemple typique est le cas log-normal ϕ(q) =
cq(1 − q), avec une constante c > 0. Le mouvement de Poisson composé, Z(t),
est alors obtenu en intégrant la cascade, Qr(t), selon l’axe temporel, et en prenant
ensuite la limite r → 0 :
Z(t) = lim
r→0
∫ t
0
Qr(s) ds. (II.49)
Cette déﬁnition donne naissance à un processus bien déﬁni à condition que ϕ(1−) ≥
−1 [13].
56 2. CLASSE B : PROCESSUS MULTIFRACTALS
CHAPITRE 3. CLASSES DE VARIABLES ALÉATOIRES
2.2 Variation d’échelle et propriétés multifractales
Les accroissements X(a, t) du mouvement Z(t), déﬁnis par
X(a, t) = Z(t+ a)− Z(t), (II.50)
avec a > 0, sont positifs, du fait de la positivité de la cascade Qr(t) (cf. l’Eq. (II.49)).
Si la mesure d’intensité du processus de Poisson se factorise sous la forme dm(r, t) =
g(r)drdt, les accroissements X(a, t) correspondent alors à un processus stationnaire
[31], ce qui signiﬁe que toutes les propriétés statistiques ne dépendent pas du temps
t. De façon intéressante, il a été également montré que les moments E [X(a, t)q] ne
sont ﬁnis que pour −1 < q < qc, où qc est déterminé par [12] :
qc = sup {q ≥ 1 : q + ϕ(q)− 1 ≥ 0}. (II.51)
On s’attend donc à ce que la probabilité P(X(a, t) ≥ x) se comporte asymptoti-
quement comme P(X(a, t) ≥ x) ∼ x−qc lorsque x → +∞, et par conséquent les
variables X(a, t) ont des queues lourdes.
De plus, si g(r)dr = c[dr/r2 + δ{1}(dr)] (comme proposé dans [12]), où δ{1}(dr)
dénote une masse ponctuelle à r = 1, la loi inﬁniment divisible sous-tendant la
construction de Z(t) induit les propriétés d’invariance d’échelle suivantes
E [X(a, t)q] = Cq aλ(q), (II.52)
pour −1 < q < qc, avec λ(q) = q + ϕ(q) [12, 31]. Il faut noter que (II.52) est valide
pour tout a dans l’intervalle 0 < a < L.
Le spectre multifractal D(h) n’est autre que la dimension de Haussdorf de l’en-
semble des points t de la ligne réelle qui possèdent le même exposant de singularité
h (aussi appelé exposant de Hölder)
X(a, t) ≃ cah(t), a→ 0. (II.53)
La fonction D(h) procure donc une description globale des ﬂuctuations locales d’une
réalisation de la trajectoire X(t). Pour une introduction détaillée à l’analyse multi-
fractale, le lecteur est invité à se référer par exemple à [67].
À partir des résultats obtenus dans [13], il peut être inféré que le spectre multi-
fractal D(h) du mouvement de Poisson composé peut être dérivé de la transformée
de Legendre concave de λ(q)
λ⋆(h) = inf
q
{qh− λ(q)}, (II.54)
et peut donc être exprimé comme :
D(h) =

1 + λ
⋆(h), si 1 + λ⋆(h) ≥ 0,
−∞, sinon. (II.55)
Il est également intéressant de quantiﬁer la structure de dépendance de X(a, t). Il
a été montré que la fonction de corrélation à deux points de X(a, t) prend la forme
suivante [107] :
E [X(a, t)X(a, t+ s)] = σ2
(
|s+ a|λ(2) + |s− a|λ(2) − 2|s|λ(2)
)
, (II.56)
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où σ2 est la constante
σ2 =
1
λ(2) (λ(2)− 1) . (II.57)
Cette fonction de corrélation à deux points peut être réécrite sous la forme
E [X(a, t)X(a, t+ s)] = aλ(2) f
(
s
a
)
(II.58)
où
f(u) = σ2
(
|u+ 1|λ(2) + |u− 1|λ(2) − 2|u|λ(2)
)
. (II.59)
L’ équation (II.58) montre que les variables X(a, t) sont corrélées avec une échelle
de temps caractéristique a. Ce résultat s’avérera fort utile dans le chapitre suivant à
la section 3.3. Cependant, il est nécessaire de rappeler que ce temps de corrélation
a apparaissant dans la fonction de corrélation à deux points de X(a, t) est un eﬀet
induit par la procédure de "mesure" elle-même. En d’autres termes, c’est une consé-
quence du fait que X(a, t) correspond à un incrément du signal Z(t) à l’échelle a.
Le signal Z(t), lui, est invariant d’échelle et ne possède donc en aucune manière une
échelle de temps caractéristique.
2.3 Propriétés de grandes déviations
La statistique des incréments a été caractérisée par les moments E [X(a, t)q],
décrit par l’Eq. (II.52). Il est également possible de caractériser cette statistique
par sa densité de probabilité. Pour des raisons qui se clariﬁeront dans les sections
suivantes, il est pratique de considérer la variable aléatoire Ha(t) déﬁnie comme
Ha(t) =
lnX(a, t)
ln a
. (II.60)
Ha est directement reliée à la variable Ya déﬁnie de manière similaire au cas i.i.d.
par
Ya(t) = −| ln a|Ha(t). (II.61)
Il faut noter que dans l’Eq. (II.53), Ha(t) correspond, dans la limite des petites
échelles a → 0, à l’exposant de Hölder h(t) [108]. La densité de probabilité des
variables Ha(t), pour un t donné, est notée pa(h). Cette densité ne dépend pas du
temps, à cause de la stationnarité du processus X(a, t).
Nous souhaitons montrer que pa(h) obéit à un principe de grande déviation dans
la limite a→ 0, plus précisément
pa(h) ≈ e−| ln a|ψ(h). (II.62)
Une manière classique de dériver un principe de grande déviation est le théorème
de Gärtner-Ellis [105, 54, 44], celui-ci permettant également de déterminer une ex-
pression explicite de ψ(h). En premier lieu, nous déﬁnissons
µ(q) = lim
a→0
1
| ln a| lnE
[
eq| lna|ha(t)
]
. (II.63)
La fonction µ(q) peut être calculée à partir de l’Eq. (II.52), menant à
µ(q) = −λ(−q), −qc < q < 1. (II.64)
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À partir des propriétés de λ(q), on peut déduire que µ(q) est une fonction convexe
régulière. Si on suppose l’existence de la fonction de grande déviation ψ(h) introduite
dans l’équation (II.62), 1 le théorème de Gärtner-Ellis donne l’expression suivante
ψ(h) = sup
q
{qh− µ(q)}. (II.65)
L’existence d’un moment limite qc implique que l’équation précédente n’est valide
que pour h > hc avec hc tel que
hc = µ′(−qc) = λ′(qc). (II.66)
En utilisant l’Eq. (II.65) et la propriété λ(qc) = 1 résultant de l’Eq. (II.51), hc peut
être caractérisé par
ψ(hc) = 1− qchc, (II.67)
une propriété dont nous ferons usage par la suite.
Il faut noter que ψ(h) est la transformée de Legendre convexe de µ(q), qui est plus
employée que la transformée de Legendre concave apparaissant dans l’Eq. (II.54).
En utilisant l’Eq. (II.64), les deux transformées de Legendre peuvent être reliées de
la façon suivante :
ψ(h) = sup
q
{qh+ λ(−q)}
= sup
q′
{−q′h+ λ(q′)}
= − inf
q′
{q′h− λ(q′)},
(II.68)
avec q′ = −q, menant à
ψ(h) = −λ⋆(h), (II.69)
ou de façon équivalente, ψ(h) = 1−D(h), pourvu que D(h) ≥ 0. Finalement, nous
remarquons que le comportement aux grandes déviations de pa(h) pour a→ 0 peut
être réécrit comme
pa(h) ≈ aψ(h), (II.70)
ce qui s’accorde parfaitement avec le formalisme multifractal thermodynamique uti-
lisé pour les applications pratiques de l’analyse multifractale, qui repose sur l’hypo-
thèse heuristique que pa(h) ∼ a1−D(h) [50, 9, 49].
Nous pouvons également observer que pour h < hc, λ⋆ développe une branche
linéaire
λ⋆(h) = hqc − 1. (II.71)
Cette expression peut diﬀérer de la fonction de grande déviation ψ, mais procure au
moins l’enveloppe convexe de ψ, qui est cohérente avec la divergence des moments
de X pour q ≥ qc : en eﬀet, si pa(h) ≈ a−hqc, alors P(X(a, t) ≥ x) ∼ x−qc .
Si on revient maintenant à la variable Y que nous avions utilisée dans le cas i.i.d.,
on peut noter que
Y = −| ln a|Ha. (II.72)
1. Si µ(q) était fini pour tout réel q, le théorème de Gärtner-Ellis impliquerait directement
l’existence de ψ. Dans le cas présent, µ n’est fini que pour −qc < q < 1, nous ne pouvons que
conjecturer l’existence de ψ.
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Par suite, on peut relier Ψ et ψ par
PY (y) = Ψ′(y)eΨ(y) =
ph(y/ ln a)
| ln a| . (II.73)
Soit
Ψ(y) + lnΨ′(y) = −| ln a|ψ(y/ ln a)− ln | ln a|. (II.74)
La fonction ψ représente donc une forme invariante d’échelle de Ψ dans le cas mul-
tifractal. La variable Ha permet donc d’intégrer implicitement la dépendance de Ψ
en fonction de a.
On peut ainsi distinguer trois diﬀérences majeures entre la classe A-II et la
classe B. Premièrement, la présence d’un ordre limite qc signiﬁe que le comportement
asymptotique de la classe B correspond au type III. Deuxièmement, cette classe B est
également fortement non i.i.d., les corrélations sont à longue portée. Troisièmement,
les lois des accroissements X(a, t) dépendent de l’échelle d’analyse a.
3 Approche unifiée
Si on revient au problème de la somme de variables aléatoires, ces diﬀérences
signiﬁent que dans la classe B, l’échelle d’analyse a constitue un paramètre vital du
problème et éclipse partiellement le nombre d’observations n ; au contraire dans la
classe A, l’échelle d’analyse a n’a aucun sens physique et seul le nombre d’observa-
tions n importe. Il y a donc une certaine symétrie de comportement entre la classe
A et la classe B, ce malgré leur diﬀérence, et il est possible d’exploiter cette symétrie
pour étudier un problème uniﬁé. Il suﬃt pour cela de considérer que pour la classe
A, l’échelle d’analyse est un paramètre muet : les observations Xa(t) ne sont que
des variables aléatoires i.i.d., ce quels que soient a et t. On peut alors déﬁnir un
estimateur des moments à l’échelle d’analyse a par
S(a, n, q) =
1
n
n∑
k=1
Xa(tk)q. (II.75)
Pour la classe B, on retrouve bien la déﬁnition de la fonction de structure tandis
que pour la classe A l’équation se simpliﬁe en une somme classique de variables
aléatoires i.i.d.. Il est donc possible au prix de cette légère complication d’étudier
simultanément le comportement de l’estimateur des moments pour les classes A et
B. Tel sera l’objet du chapitre 4.
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Chapitre 4
Ordre critique de l’estimateur des
moments
Notre but dans ce chapitre est de dévoiler un changement de comportement pour
l’estimateur des moments S(a, n, q), pour les deux classes A et B de variables aléa-
toires, lorsqu’on couple l’ordre des moments q avec la taille n ou l’échelle du système
a. Dans le cas i.i.d., cela revient essentiellement à coupler q et n et donc étudier le
comportement de S le long d’une courbe dans le plan (q, n). Le cas multifractal est
plus complexe et fait intervenir principalement le couplage entre n et a. Néanmoins,
dans les deux cas, nous déﬁnirons un ordre critique q∗ au-delà duquel l’estimateur des
moments S(a, n, q) n’estime plus correctement la moyenne d’ensemble E [X(a, t)q],
et nous étudierons comment q∗ se comporte asymptotiquement lorsque n→ +∞.
Notre analyse repose sur une compétition entre deux eﬀets : un eﬀet de concen-
tration de la contribution des moments s’oppose à un eﬀet de taille ﬁnie associé à
une modélisation par troncature des moments. Une telle analyse s’inspire fortement
des analyses similaires conduites en physique statistique, notamment dans le cadre
de l’étude du REM (Random Energy Model) [40], et nous retrouverons des résultats
fort semblables à ceux d’une transition vitreuse.
1 Effet de concentration : Contribution dominante
aux moments
Si on réécrit les moments X en fonction des variables Y = lnX et de la fonction
Ψ déﬁnie à l’Eq.( II.18), on obtient
E [Xq] =
∫ +∞
−∞
eqy−Ψ(y)+lnΨ
′(y)dy. (II.76)
Cette expression présente de fortes similitudes avec les expressions intégrales utilisées
par la méthode du col [36].
1.1 Classe A-II
Dans le cas i.i.d., Ψ est essentiellement une fonction de puissance pour la classe
A-II. On peut donc adapter la démonstration utilisée pour la méthode du col pour
évaluer l’intégrale précédente (la preuve technique est reportée en annexe D) :
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E [Xq] ∼
q→+∞
√
2π
Ψ′′(ym) + (lnΨ′)′′(ym)
exp (qym −Ψ(ym) + lnΨ′(ym)) , (II.77)
où ym est déterminée par
q −Ψ′(ym) + Ψ
′′
Ψ′
(ym) = 0. (II.78)
Les conditions (II.20) et (II.21) –imposées dans la sous-section 1.1 – impliquent
que Ψ′ est croissante pour q suﬃsamment grand et que
lim
y→+∞
Ψ′′(y)
Ψ′(y)
= 0. (II.79)
En combinant ces résultats avec l’ Eq. (II.78), nous avons (en sélectionnant éven-
tuellement la solution minimale)
Ψ′(ym) ≈ q. (II.80)
Qualitativement, ym dénote la valeur de Y d’où provient l’essentiel de la contri-
bution au moment d’ordre q, E [Xq]. De plus, lorsque q augmente cette contribution
devient relativement de plus en plus importante, on peut donc parler d’un eﬀet de
concentration des moments : Pour q suﬃsamment grand, seul les observations dans
le voisinage de ym contribue de manière signiﬁcative au moment (théorique) d’ordre
q. L’Eq. (II.78) déﬁnit implicitement une fonction ym(q), qui dépend des détails de
la distribution de Y . On peut cependant remarquer que puisque Ψ(y) = yρL(y) avec
L lentement variable et normalisée, on peut en déduire que Ψ′(y) = yρ−1L2(y). On
peut donc résoudre l’équation pour quantiﬁer l’évolution de ym en fonction de q.
Puisque ρ > 1, il existe une fonction lentement variable L3 telle que
ym(q) = q
1
ρ−1L3(q). (II.81)
Ce point ym se comporte donc essentiellement, pour q → +∞, comme une fonction
de puissance d’exposant 1/(ρ− 1).
Type I
Dans les cas de lois de type I, il est plus simple d’utiliser les variables X et
ΨX = − lnP(X > x). L’équation (II.76) devient alors
E [Xq] =
∫ +∞
0
eq lnx−ΨX(x)+lnΨ
′
X(x)dx. (II.82)
La fonction ΨX vériﬁe ici ΨX(x) = xρL(x). Il est donc possible d’appliquer une ap-
proximation de type méthode du col pour calculer l’intégrale précédente (cf. l’annexe
D pour les détails techniques). Le point de concentration est alors déﬁni par
xm
(
Ψ′ +
Ψ′′
Ψ′
)
(xm) = q. (II.83)
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Utilisant le fait que Ψ′′(x) ∼ Ψ′(x)/x, l’expression précédente se simpliﬁe en
xmΨ′ (xm) ≈ q. (II.84)
On peut donc expliciter la dépendance de xm en q sous la forme
xm = q
1
ρL(q). (II.85)
Si nous revenons temporairement à y = ln x pour faire la comparaison avec les lois
de type II, nous obtenons
ym =
ln q
ρ
+ lnL(q). (II.86)
Le point de concentration se déplace donc plus lentement que dans le cas des lois de
type II, à cause de la plus grande vitesse de décroissance des queues des distributions.
1.2 Classe B
On peut également appliquer une méthode du col dans le cas d’un processus X
multifractal. Dans ce cas, l’expression sous forme de fonction de grande déviation
de ph implique que
Ψ(y)− lnΨ′(y) = | ln a|ψ(h). (II.87)
Il est donc naturel de faire le changement de variable Y = −| ln a|H dans l’équation
(II.76), ce qui donne
E [X(a, t)q] ≈
∫ +∞
−∞
e−| lna|[qh+ψ(h)] dh. (II.88)
si on ne tient pas compte du terme non exponentiel.
Dans la limite a→ 0, une évaluation par la méthode du point col montre que la
contribution dominante à l’intégrale est localisée en h = hm déﬁni par
ψ′(hm) = −q. (II.89)
Au signe près et en remplaçant h par y, on retrouve la même expression que dans
l’Eq. (II.80). Le moment E [X(a, t)q] s’écrit
E [X(a, t)q] ≈
√
2π
| ln a||ψ′′(hm)|e
−| ln a| [qhm+ψ(hm)]. (II.90)
Pour h > hc, ψ(h) = −λ⋆(h) et hm vériﬁent :
(λ⋆)′(hm) = q. (II.91)
Les propriétés de la transformée de Legendre impliquent que :
qhm − λ⋆(hm) = λ(q) (II.92)
et
hm = λ′(q), (II.93)
ce qui déﬁnit implicitement hm comme une fonction de q. On retrouve donc égale-
ment un eﬀet de concentration des moments dans le cas multifractal. Cependant,
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sa cause diﬀère. Dans le cas i.i.d., il était nécessaire d’utiliser la forme particulière
de la queue de la distribution. Dans le cas multifractal, nous n’avons utilisé ﬁnale-
ment que la dépendance en a de la fonction Ψ. Cette diﬀérence est plus visible si on
s’intéresse à ym. La relation Ya = −| ln a|Ha implique que
ym(a, q) = −| ln a|hm(q). (II.94)
Dans le cas multifractal, nous avons donc suﬃsamment d’information sur le
comportement de Ψa en fonction de a pour pouvoir décrire la dépendance en a de
ym. Mais contrairement au cas i.i.d., nous n’avons pas assez d’information sur Ψ
pour décrire la dépendance en q de ym.
2 Effet de taille finie : moments tronqués et esti-
mateur des moments
Considérons maintenant une observation de taille ﬁnie n. Ici, puisque H et Y ne
diﬀèrent que par une constante multiplicative, il est naturel d’uniﬁer le cas i.i.d. et
le multifractal en se concentrant sur les valeurs observées de Y {Yk, k ∈ 1 . . . n}. Ces
échantillons se trouvent entre le minimum empirique mk = mink{Yk} et le maximum
empirique Mk = maxk{Yk}. Une observation de taille ﬁnie n’explore donc qu’une
région bornée du support de Y .
Quand n→ +∞, les bornes de cette région s’étendent naturellement pour couvrir
progressivement tout le domaine de déﬁnition de la loi de Y . Cependant, pour des n
ﬁnis, il est vraisemblable que cette région bornée aﬀecte les propriétés de l’estimateur
des moments pour un q donné, si l’information nécessaire pour évaluer ce moment
(qualitativement ym ou hm) se trouve au-delà des frontières de cette région. Cette
section a pour but de détailler et quantiﬁer le raisonnement précédent et en tirer les
conséquences adéquates concernant les propriétés de l’estimateur des moments.
2.1 Région accessible à taille finie
Déﬁnissons donc en premier lieu une frontière au-delà de laquelle la probabilité
d’observer un échantillon Yk est faible. Pour quantiﬁer cette région des valeurs typi-
quement disponible au sein de cet ensemble d’observations, une idée consiste à ﬁxer
un seuil y†τ (a, n) tel que
P
(
∀k = 1, . . . , n, Yk < y†τ (a, n)
)
= e−τ . (II.95)
La notation P
(
∀k = 1, . . . , n, Yk < y†τ (a, n)
)
dénote la probabilité que toutes les
variables aléatoires Y1, . . . , Yn soient plus petites que la valeur seuil y†τ (a, n). La
constante positive τ est une valeur arbitraire quantiﬁant la "dureté" de la frontière
y†τ . Idéalement, τ ne devrait jouer qu’un rôle négligeable dans la limite n→ +∞.
Classe A-II
Si les variables aléatoires {Y } sont indépendantes, nous avons
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P
(
∀k = 1, . . . , n, Yk < y†τ
)
= e−τ
⇔ F (y†τ )n = e−τ
où F (y) = P(Y < y) est la fonction cumulative. En passant au logarithme et utilisant
lnF = −F + o(F ), l’expression précédente devient
−nF (y†τ ) + o(F (y†τ )) = −τ
⇔ F (y†τ ) =
τ
n
+ o
(
F (y†τ
)
⇔ F (y†τ ) =
τ
n
+ o
( 1
n
)
L’équation (II.95) se simpliﬁe donc pour les grands n, en :
F (y†τ ) =
τ
n
. (II.96)
Pour les types de variables aléatoires considérées ici (cf. les déﬁnitions. (II.18)
et (II.19)), il est plus lisible de prendre le logarithme de l’équation précédente pour
obtenir
Ψ(y†τ(n)) = ln n− ln τ. (II.97)
On peut inverser cette équation pour détailler l’évolution de y† en fonction de τ et
n. Utilisant le fait que Ψ(y) = yρL(y), on obtient
y†τ (n) = (lnn)
1/ρ
(
1− ln τ
lnn
)1/ρ
L2
(
lnn
(
1− ln τ
ln n
))
. (II.98)
On peut voir que dans la limite n→ +∞, à τ constant, les termes en τ de l’expression
précédente s’évanouissent :
y†τ (n) ∼ (lnn)1/ρ L2(lnn) (II.99)
Cela indique que τ joue bien un rôle négligeable et qu’il est naturel de considérer
simplement y†(n), déﬁni par :
Ψ(y†(n)) = ln n, (II.100)
ce qui quantiﬁe la borne supérieure de la queue de Y qu’il est réellement possible
d’observer pour une observation typique de taille ﬁnie n. Notons que y†(n) ne dépend
que de n et des détails de la queue de la distribution de Y .
Classe A-I
On peut appliquer le même raisonnement aux lois de type I, en considérant
le maximum des variables aléatoires X plutôt que celui des variables Y . Il suﬃt
d’utiliser dans ce cas les variables X et ΨX = − lnP(X < x). On obtient alors
ΨX(x†) = ln n. (II.101)
Cela implique que
x† = (lnn)
1
ρ L(ln n). (II.102)
On retrouve encore une fois une croissance logarithmiquement plus lente de y† pour
les lois de type I comparée aux lois de type II.
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Classe B
Pour un processus multifractal comme la cascade de Poisson composée les va-
riables {Ya} sont fortement dépendantes. Cependant nous pouvons postuler qu’il
existe un nombre eﬀectif d’échantillons indépendants neff(a, n) < n tel que
P
(
y < y†τ
)
=
τ
neff(a, n)
, (II.103)
ou de façon équivalente,
Ψ(y†τ ) = lnneff(a, n)− ln τ. (II.104)
En utilisant cette notion de nombre eﬀectif d’échantillons indépendants, il est donc
possible de réutiliser les résultats du cas i.i.d. en remplaçant n par neff . Ce nombre
eﬀectif d’échantillons dépend en principe de n et a. Cependant, pour une échelle
a donnée, la quantité d’information est limitée, il existe donc un nombre eﬀectif
maximum d’échantillons nmaxeff (a) = supn neff(n, a). Par la suite, nous supposerons
que n est choisi de telle sorte que neff(n, a) = nmaxeff (a) : n est alors suﬃsamment
grand pour exploiter toute l’information à l’échelle a.
Pour expliciter les calculs, il est plus pratique de revenir aux variables Ha. Nous
allons donc chercher une expression explicite de h† = −y†/| ln a|.
En utilisant la forme de grande déviation de l’Eq. (II.62) dans l’Eq. (II.104), on
obtient :
ln
(
neff(a)
τ
)
= − ln
(∫ h†(a)
−∞
e−| ln a|ψ(h)dh
)
. (II.105)
Étant donné que ψ est une fonction décroissante de h sur cet intervalle, un argument
de type méthode du col équivaut à évaluer l’intégrale sur sa borne (supérieure) :
ln
(
neff(a)
τ
)
≃ | ln a|ψ(h†(a)). (II.106)
Le seuil h†(a) est alors déterminé par l’équation implicite
ψ(h†(a)) =
1
| ln a| (lnneff(a)− ln τ) . (II.107)
Le paramètre arbitraire τ disparaît bien dans la limite a → 0 pourvu que neff(a)
croisse bien lorsque a décroît. L’Eq. (II.107) est le pendant de l’équation (II.100).
On retrouve le même type de comportement, si ce n’est l’apparition du paramètre
a dans l’Eq. (II.107).
2.2 Moments tronqués
L’analyse à taille ﬁnie précédente dit essentiellement que, pour une observation
donnée de taille ﬁnie n, le domaine d’existence de Y , R+ doit être séparé en deux
sous-régions distinctes :
- (−∞, y†), la région accessible qui contient la plupart des échantillons obser-
vés, 1
1. Pour des moments positifs, les valeurs positives de Y jouent un rôle dominant, on peut donc
se focaliser sur la frontière supérieure y†. Cependant, une extension naturelle aux moments négatifs
seraient d’introduire la contrepartie inférieure y†− de y
† qui jouerait un rôle exactement symétrique.
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- [y†,+∞), une région inaccessible, au sein de laquelle il n’y a qu’une très faible
probabilité d’observer un échantillon.
On peut donner un sens formel à cette idée de région inaccessible en utilisant le
lemme de Borel-Cantelli. Ce lemme de Borel-Cantelli nous dit que pour une suite
d’événements An, si ∑
k
P (Ak) <∞ (II.108)
alors presque sûrement les événements An ne se produisent au plus qu’un nombre
ﬁni de fois. Ici, les événements qui nous intéressent sont l’apparition d’un point Y
dans la région inaccessible. C’est-à-dire
An = {max{Y1, . . . , Yn} > y†τ}. (II.109)
Par déﬁnition de y†τ , nous avons
P (Ak) = exp(−τ). (II.110)
Il est donc nécessaire de faire lentement diminuer τ en fonction de n si nous souhai-
tons que la somme des P (Ak) soit ﬁnie. Si on choisit une suite τn, telle que∑
k
P (An) =
∑
k
exp(−τn) < +∞, (II.111)
alors, presque sûrement, tous les points Yk se trouveront dans la région accessible,
sauf pour un nombre ﬁni de valeur de n. Cela implique que pour n suﬃsamment
grand, nous avons
S(n, q)
p.s
=
1
n
n∑
k=1
eqYkχ]−∞,y†[ (Yk) (II.112)
où χE est une fonction caractéristique d’ensemble :
χE (y) =

1 si y ∈ E,0 sinon. (II.113)
L’équation (II.112) signiﬁe qu’il est parfaitement légitime d’ignorer les valeurs aty-
piques de Y dans l’estimateur des moments. Cela nous mène naturellement à déﬁnir
des moments tronqués :
T (a, n, q) =
∫ y†(a,n)
0
eqy−Ψ(y)+lnΨ
′(y)dy. (II.114)
Ces moments tronqués donnent une estimation heuristique des valeurs typiques des
moments, estimation dont on a retiré toute contribution de termes atypiques. Il ne
faut pas oublier que ces moments tronqués dépendent en principe du choix arbitraire
de τn dans la déﬁnition de y†. Cette dépendance n’a cependant aucune conséquence
dans la suite de nos raisonnements sur le moment tronqué T (a, n, q). On montrera
en eﬀet (cf. Eq. (II.99)) que pour des τn raisonnables y†τn → y†1. L’équation (II.112)
indique l’existence d’un lien clair entre T et S. En raﬃnant ce résultat 2, il est
possible de formaliser ce lien et d’obtenir des résultats de convergence presque sure
2. Notamment en choisissant plus parcimonieusement les Ak et les τk associés
2. EFFET DE TAILLE FINIE 67
CHAPITRE 4. ORDRE CRITIQUE
de lnS/ lnn vers lnT/ lnn. La preuve, inspirée par [95], repose essentiellement sur un
partitionnement intelligent de la région accessible et une application des inégalités de
Markov et Bienaymé-Tchebitchev. La démonstration reste toutefois assez technique
et nous l’avons donc reportée à l’annexe E.
En résumé, on peut montrer que pour la classe A-II si on choisit une fonction
q(n) qui vériﬁe
∃ǫ > 0, q(n)≪ (lnn)2−1/ρ−ǫ ≡ qM (n), (II.115)
alors
lim
n→+∞
lnS(n, q(n))
| lnn|
p.s
= lim
n→+∞
lnT (n, q(n))
| lnn| . (II.116)
La fonction qM (n) représente une borne pour la vitesse de croissance de q(n). Au-
delà de cette borne, q(n) croît trop vite pour assurer la convergence presque sure.
Cependant, cette borne n’est guère restrictive en pratique. 3
Parallèlement pour la classe B, au prix d’une conjecture réaliste sur la structure
de dépendance des X(a, t), on peut également montrer que pour q constant
lim
a→0
lnS(a, q)
| ln a|
p.s
= lim
a→0
T (a, q)
| ln a| . (II.117)
Ce résultat signiﬁe essentiellement qu’asymptotiquement le logarithme de l’esti-
mateur des moments converge vers le logarithme du moment tronqué, à une condi-
tion de normalisation près. Il s’agit d’un résultat assez peu surprenant mais suﬃsam-
ment robuste pour nous procurer des informations importantes sur le comportement
de S en fonction de q(n). On peut d’ailleurs remarquer que pour q constant, la loi
des grands nombres implique que l’équation (II.116) devient très sobrement
lim
n→+∞
lnS(n, q = const)
| lnn|
p.s
= 0. (II.118)
L’équation (II.116) n’est donc intéressante, pour des lois de type II, que lorsque q
et n sont couplés.
3 Transition de phase et moment critique
3.1 Frontière critique
La combinaison de l’évaluation par contribution dominante aux moments (cf.
Section 1) et des troncatures dues à la taille ﬁnie des observations (cf. Section 2)
donne naissance à deux situations fort distinctes en fonction de la position relative
de ym(q) (respectivement hm(a, q)) et y†(n) (respectivement h†(a, n)).
Si y†(a, n) > ym(a, q), le point de concentration des moments ym appartient
à la région accessible avec n observations. Les moments tronqués T , et par consé-
quent l’estimateur des moments S, représentent correctement la moyenne d’ensemble
3. Elle permet en effet une croissance proche de (lnn)2 qui est déjà plus rapide que la vitesse
de croissance de l’ordre critique pour les lois de type I.
68 3. TRANSITION DE PHASE ET MOMENT CRITIQUE
CHAPITRE 4. ORDRE CRITIQUE
E [Xq], qui peut donc être évaluée (en utilisant des méthodes du col légèrement mo-
diﬁées si besoin) par

Classe A-II : lnT (n,q)
lnn
∼
n→+∞
q(n)ym(q(n))−Ψ(ym(q(n)))
lnn
,
Classe B : lnT (a,q)| ln a| ∼a→0 −(qhm(q) + ψ(hm(q)).
(II.119)
ce qui peut être comparé avec l’Eq. (II.77) pour vériﬁer que dans ce cas lnT ≈
lnE [Xq].
Au contraire, si y†(a, n) < ym(a, q), ym appartient à la région inaccessible avec
n observations. On ne dispose donc pas des informations nécessaires pour évaluer
correctement le moment théorique à partir des observations. De plus, la contribution
dominante au moment tronqué n’est plus localisée en ym(a, q) mais sur la borne
y†(a, n) du domaine accessible. Dans ce cas, ln T (a, n, q) devient (en usant encore
une fois de la méthode du col pour a→ 0 ou n→ +∞) :
Classe A-II :
lnT (n,q)
lnn
∼ q(n)y†(n)−Ψ(y†(n))+lnΨ′(y†(n))
lnn
,
Classe B : lnT (a,q)| lna| ∼a→0 −(qh
†(a, n) + ψ(h†(a, n)).
(II.120)
On observe donc que, pour des a suﬃsamment petits ou des n suﬃsamment grands,
S subit une "transition de phase" lorsqu’on fait varier q. Cette transition a lieu à
l’ordre critique q∗(a, n), déﬁni par
y†(a, n) = ym(a, q). (II.121)
Cette égalité déﬁnit implicitement une frontière divisant le plan (n, q) (ou le
plan (a, q)) en deux. Ces deux régions distinctes correspondent à un comportement
diﬀérent des moments tronqués (dans le cadre théorique du REM, il s’agit d’une
transition de phase entre une phase vitreuse et une phase "liquide"). Il faut également
noter que l’Eq. (II.121) peut aussi être interprétée comme une déﬁnition du nombre
minimal d’échantillons indépendants n∗a(q) nécessaire pour évaluer correctement le
moment d’ordre q. De façon intéressante, l’Eq. (II.120) révèle un comportement
linéaire en q de lnSn(a, q) lorsque q ≥ q∗a, expliquant donc l’eﬀet de linéarisation
reporté dans [89, 96, 74, 6].
Les résultats précédents nous ont permis de déﬁnir un ordre critique q∗ à travers
un mécanisme commun au cas i.i.d. et multifractal. Le comportement de q∗ en
fonction des paramètres n ou a dépend cependant fortement du type de processus, il
est donc plus pratique d’étudier séparément le comportement de q∗ pour les classes
A et B.
3.2 Ordre critique pour la classe A-II
Commençons donc par le cas i.i.d.. La combinaison de l’équation (II.121) avec
les équations (II.78) et (II.100) mène à :
q∗
lnn
=
1
y†
y†Ψ′(y†)
Ψ(y†)
− Ψ
′′(y†)
Ψ(y†)Ψ′(y†)
. (II.122)
Sous les conditions décrites en (II.20) et (II.21), on peut montrer que le deuxième
terme du membre de droite de l’équation plus haut est négligeable par rapport au
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premier, en utilisant notamment que
ψ′′(x)/ψ′(x) ∼
x→+∞
ρ− 1
x
. (II.123)
De plus, dans le membre de droite de l’équation (II.122), on peut reconnaître l’ex-
posant de queue local ρl :
y†Ψ′(y†)
Ψ(y†)
= ρl(y†(n)). (II.124)
Si on déﬁnit de plus
θ(n) =
lnn
y†(n)
, (II.125)
q∗(n) peut être approché par :
q∗(n) ≃ ρl(y†(n))θ(n), (II.126)
ce qui se révélera particulièrement utile pour l’estimation pratique de q∗(n).
Un corollaire intéressant est que le taux de croissance de q∗ en fonction de n
et ρ peut être évalué. L’équation (II.19) implique l’existence d’une fonction variant
lentement L2, directement reliée à L (cf. [19]), telle que :
Ψ−1(ln n) = L2(lnn)(ln n)1/ρ. (II.127)
Si on injecte ce résultat dans l’Eq. (II.126), on obtient
q∗(n) =
ρ
L2(lnn)
(ln n)1−
1
ρ . (II.128)
Lorsque ρ → +∞, cette expression rappelle fortement l’Eq. (II.4), évoquée dans
l’introduction de cette partie et valide pour la classe régulière de variables aléatoires.
Cependant, lorsque ρ diminue et s’approche de 1, cet ordre critique s’accroît bien
plus lentement en fonction de n. Par exemple, dans le cas log-normal, ρ = 2 implique
que q∗(n) ∝ √ln n et on peut montrer que L2(x) est asymptotiquement égale à
L2(x) ∼
√
2 erf−1 (1− 2e−x)√
x
. (II.129)
Il est intéressant de noter qu’il est possible d’utiliser l’ équation (II.126) pour calculer
exactement q∗(n).
Ordre critique pour les lois de type I
On peut appliquer la méthode précédente aux lois de type I, aﬁn d’obtenir une
expression de leur ordre critique des moments. En faisant le rapport entre les équa-
tions (II.84) et (II.101), on obtient
q∗
lnn
=
x†φ′
(
x†
)
φ(x†)
→ ρ. (II.130)
Cela signiﬁe que q∗ est asymptotiquement équivalent à
q∗ ∼ ρ ln n. (II.131)
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On retrouve le même ordre de grandeur que l’équation (II.4) dérivée dans [68]. Il est
intéressant de noter que le facteur correctif en ln lnn de l’équation (II.4) n’apparaît
pas ici. Ce n’est pas forcément surprenant étant donné que nous ne nous intéressons
pas aux mêmes conditions de convergence : nous avons mis l’accent sur la conver-
gence de lnS/ lnn vers lnE [Xq] / lnn, alors que l’article [68] s’intéresse plus à la
convergence de S(n, q). Il est donc logique d’obtenir des contraintes moins fortes
dans notre cas.
3.3 Ordre critique pour la classe B
Nous nous enquérons à présent du comportement asymptotique de q∗ dans le
cas multifractal dans la limite neff(a) → ∞ (ou a → 0). En pratique, cette limite
est atteinte en considérant successivement des résolutions δt de plus en plus petites.
Nous avons vu dans l’équation (II.58) que les variables aléatoires X(a, t) sont corré-
lées sur un temps caractéristique a, ha(t) doit donc être sujet à la même forme de
corrélation. Une estimation naturelle de neff(a) est donc
neff(a) =
L
a
, (II.132)
où L est la longueur totale du signal.
Tout d’abord, nous observons que les équations (II.107) et (II.132) impliquent
ψ(h†(a, n))→ 1 (II.133)
lorsque a → 0. Par conséquent, h†(a, n) converge dans la limite a → 0 vers une
limite ﬁnie h†0, indépendante de n, et uniquement déterminée par ψ(h
†
0) = 1 ce qui,
dans notre contexte multifractal, peut être réécrit comme :
D(h†0) = 0. (II.134)
Ce résultat est particulièrement intéressant du point vue de l’analyse multifractale,
et nous rediscuterons de son interprétation dans la section 4.2.
Les équations (II.92) et (II.93) reposent implicitement sur l’hypothèse que h†0 >
hc. Discutons donc brièvement de cette hypothèse. En utilisant l’Eq. (II.67) et le fait
que ψ est une fonction décroissante de hc à h
†
0, on peut s’apercevoir que la condition
h†0 > hc équivaut à
1 < 1− hcqc. (II.135)
Par suite, la propriété λ′(qc) = qc < 0, condition qui est vériﬁée pour tout cas
intéressant, implique h†0 > hc. Cela conﬁrme donc la validité des Eqs. (II.92) et
(II.93). La combinaison de ces équations avec les Eqs. (II.106) et (II.121) mène à la
relation :
ln(neff(a)/τ)
ln a
= q∗(a)λ′(q∗(a))− λ(q∗(a)). (II.136)
Avec neff(a) = L/a, nous obtenons
ln(L/τ)
ln a
− 1 = q∗(a)λ′(q∗(a))− λ(q∗(a)). (II.137)
Dans la limite a→ 0, l’Eq. (II.137) déﬁnit une limite ﬁnie q∗ de l’ordre critique :
0 = 1 + q∗λ′(q∗)− λ(q∗). (II.138)
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On peut remarquer que le coeﬃcient numérique 1 correspond à la limite du rapport
lnneff/| ln a|. Si le nombre eﬀectif d’échantillons variait en ln neff ≈ −α ln a, on aurait
0 = α+ q∗λ′(q∗)− λ(q∗), (II.139)
ce qui correspond au résultat obtenu par [11] en considérant un processus multi-
fractal dans lequel le nombre d’échelles intégrales considérées dépend de l’échelle a
d’analyse.
La comparaison des Eqs. (II.134) et (II.138) montre de plus immédiatement que :
h†0 = λ
′(q∗). (II.140)
L’ordre critique q∗ est donc indépendant de a pour a suﬃsamment petit. Il
est important de noter que q∗ 6= qc. En utilisant les Eqs. (II.138) et (II.51), on
peut montrer aisément que q∗ < qc. Par conséquent, l’existence d’un ordre critique
jusqu’auquel Sn(a, q) évalue précisément la moyenne d’ensemble n’est pas relié à
la ﬁnitude des moments de |X(a, t)| mais intervient pour des valeurs de q bien
inférieures à qc.
Pour des processus multifractals tels que le mouvement de Poisson composé, on
vient de montrer que l’estimateur des moments (ou fonction de structure) S(a, q)
ne converge pas vers la moyenne d’ensemble E [X(a, t)q] ce quel que soit la taille
d’analyse a, si q∗ < q < qc.
L’ordre critique q∗ et l’exposant de Hölder critique h†0 sont donc indépendants
du nombre d’échantillons disponibles n. Par conséquent, accroître n (à travers une
diminution de la période d’échantillonage δt) ne permet pas d’améliorer l’estimation
de S(n, q > q∗). De plus, l’Eq. (II.137) montre qu’en pratique l’ordre critique eﬀectif
ne varie que peu avec n ou a. Il est à noter que pour certaines formes spéciﬁques de
λ(q), il est possible que la solution de l’Eq. (II.138) soit q∗ = +∞, ce qui peut être
compris soit comme une absence d’un eﬀet de linéarisation dans ces cas ou (inter-
prétation qui a notre préférence) comme un rejet à l’inﬁni de l’eﬀet de linéarisation,
eﬀet général, pour ces cas particuliers.
4 Comportement asymptotique de l’estimateur des
moments et lien avec le REM
4.1 Classe A-II
La convergence presque sure établie dans l’Eq. (II.116), démontrée quelles que
soient les valeurs relatives de ym(q) et y†(n), indique que la transition de phase
du modèle REM se transfère également à l’estimateur des moments. Si on réunit
les résultats précédents, notamment l’Eq. (II.119), cela signiﬁe que dans la limite
q → +∞, n → +∞, pour une borne qM(n) vériﬁant la condition (II.115), on a le
résultat suivant :
lnS(n, q)
lnn
p.s∼


qym(q)−Ψ(ym(q))
lnn
q ≤ q∗(n),(
ρl(y†(n))
q
q∗
− 1
)
q∗(n) ≤ q ≤ qM(n).
(II.141)
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Si on s’intéresse au comportement de S par rapport à E [Xq], on peut réécrire le
résultat précédent sous la forme approchée
lnS(n, q) ≈

lnE [X
q] q ≤ q∗(n),
lnn
(
ρl(y†(n))
q
q∗
− 1
)
q∗(n) ≤ q ≤ qM(n).
(II.142)
Ainsi, pour q ≤ q∗(n), l’estimateur des moments estime correctement la moyenne
d’ensemble E [Xq], tandis que lnS(n, q) se comporte linéairement en q lorsque q ≥
q∗(n). On observe donc une rupture de la loi des grands nombres, que l’on peut
caractériser à travers le comportement du logarithme de l’estimateur des moments
normalisé par ln n, qui n’est autre que l’analogue formel de l’énergie libre du REM.
L’eﬀet de linéarisation est donc l’analogue d’une transition vitreuse.
On peut obtenir un résultat plus précis si on suit une courbe q(n) = tq∗(n), en
utilisant
lnn = Ψ(y†),
q = Ψ′(ym) = λΨ′(y†).
(II.143)
La seconde ligne de l’équation (II.143) implique que pour t < 1
ym
y†
∼ t 1ρ−1 . (II.144)
On peut alors transformer la première ligne de l’expression (II.142)
qym −Ψ(ym)
ln n
=
ymΨ′(ym)−Ψ(ym)
Ψ(y†)
∼
(
ym
y†
)ρ
y†Ψ′(y†)−Ψ(y†)
Ψ(y†)
∼ t ρρ−1
(
y†Ψ′(y†)
Ψ(y†)
− 1
)
∼ t ρρ−1 (ρl − 1) ,
(II.145)
ce qui donne donc de manière plus synthétique
lim
n→+∞
lnS(n, tq∗(n))
lnn
=

(ρl − 1)t
ρ
ρ−1 t ≤ 1,
ρlt− 1 t > 1.
(II.146)
Cette transition de phase est illustrée par la ﬁgure 4.1 obtenue par simulations
numériques. Nous avons utilisé un grand nombre r de réalisations indépendantes de
séries de variables aléatoires i.i.d. log-normales X pour calculer une valeur moyenne
de lnS(n, q), pour diﬀérentes valeurs de n et q. Cette moyenne est ensuite comparée
à lnE [Xq]. Cette ﬁgure valide clairement le fait que pour q < q∗(n), lnS(n, q)
correspond à lnE [Xq], alors que lnS(n, q) devient signiﬁcativement plus petit que
lnE [Xq] pour q > q∗(n) et se comporte linéairement en q. Les résultats obtenus
pour diﬀérents n peuvent être superposés en traçant lnS(n, q) et lnE [Xq] comme
des fonctions de q/q∗(n) plutôt qu’en tant que fonction de q, où q∗(n) est obtenue
en résolvant numériquement l’équation (II.121) pour chaque n.
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Figure 4.1 – Prédictions quantitatives de l’effet de linéarisation. À gauche,
E [lnS(n, q)] en fonction de q, avec les valeurs prédites de qc, pour trois diﬀé-
rentes valeurs de n : n = 102 (cercle rouge), n = 103 (carré vert), n = 106 (tri-
angle bleu) ; la ligne noire pleine montre l’espérance théorique lnE [Xq]. À droite,
E [ln(S(n, q)/E [Xq])] en fonction q/q∗, pour les 3 mêmes valeurs de n. E [lnS(n, q)]
est obtenue par des simulations de Monte-Carlo, pour des distributions log-normales.
Ces graphiques valident clairement la signiﬁcation pratique du moment critique
q∗(n).
4.2 Classe B
Dans le cas multifractal, si nous assimilons S(a, q) avec T (a, q) et combinons les
équations (II.119) et (II.120), nous obtenons une fonction de structure empirique
S(a, n, q) qui se comporte typiquement comme une loi de puissance de l’échelle
d’analyse a lorsque a → 0, plus précisément S(a, n, q) ∼ S0(q) aζe(q), avec ζe(q) un
exposant d’échelle empirique. Plus formellement, nous pouvons déﬁnir l’exposant
d’échelle empirique ζe(q) comme la variable aléatoire :
ζe(q) = lim
a→0
S(a, n, q)
ln a
. (II.147)
L’Eq. (II.117) implique alors que ζe(q) est presque sûrement égal à sa valeur moyenne
E [ζe(q)] ≡ ζ(q) :
∀q ∈]− 1, qc[, ζe(q) p.s= ζ(q). (II.148)
La valeur de ζ(q) peut être exprimée, faisant usage des équations (II.119) et (II.120),
par
ζ(q) =

λ(q), −1 < q ≤ q
∗,
1 + qλ′(q∗), q > q∗.
(II.149)
Il s’agit ni plus ni moins que du transfert de l’équation (II.142) au cas de la classe
B. On retrouve donc la "transition vitreuse" que nous observions dans le cas i.i.d..
On peut justiﬁer cette analogie entre transition vitreuse et eﬀet de linéarisation
en étendant l’analogie avec le REM. Étant donné la correspondance entre, d’un côté,
la fonction de partition Z du REM et la fonction de structure de l’analyse multifrac-
tale, et entre, d’un autre côté, la température inverse β et l’ordre des moments q, on
peut établir que l’analogue de l’entropie par degré de liberté (qui est nulle dans la
phase basse température du REM β > βg ≡ T−1g ) est la quantité qζ ′(q)−ζ(q)+1, qui
est eﬀectivement nulle dans le régime linéaire c’est-à-dire pour q > q∗. La Table 4.1
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MF REM
S(a, n, q) ≈ 1
neff
∑neff
j=1X(a, tkj)
q Z/2N = 1
2N
∑2N
j=1 e
−βEj
lnneff ∼ − ln a lnn = N ln 2
q β = T−1
lnX(a, tkj ) −Ej
ha(tkj ) Ej/N ln 2
−q−1 ln (neff S(a, q)) F = −T lnZ
qζ ′(q)− ζ(q) + 1 S/(N ln 2)
q∗ βg
h†0 ǫ
†/ ln 2
hm ǫm/ ln 2
Table 4.1 – MF vs. REM. Correspondance entre les quantités déﬁnies en analyse
multifractale (MF) et dans le REM, valide dans la limite des petits a et des grands N .
Aﬁn d’interpréter S(a, q) comme une somme de variables (presque) indépendantes,
une séquence de neff instants {tkj , j = 1, . . . , neff} est extraite du jeu complet {tk, k =
1, . . . , n}.
ébauche la correspondance entre les quantités apparaissant dans le REM et en ana-
lyse multifractale (voir l’annexe B pour la déﬁnition des notations utilisées dans le
REM).
Les propriétés plus haut, qui apparaissent comme une conséquence de l’Eq. (II.134),
peuvent être interprétées en suivant un chemin parallèle aux arguments du REM
(voir l’annexe B). Dans un échantillon donné, le nombre de points indépendants pos-
sédant un exposant de singularité h croît comme neff(a) e−ψ(h)| lna|, lorsque a → 0.
Si neff(a) = L/a, ce nombre croît donc comme e(1−ψ(h)) | ln a|. Cela signiﬁe que pour
une réalisation donnée, il y aura un grand nombre de points avec un exposant de
singularité h lorsque 1− ψ(h) > 0 (ce qui correspond à D(h) > 0) ; au contraire, il
n’y aura aucun point de singularité h dans une réalisation typique si 1− ψ(h) < 0,
et ce quelle que soit la durée d’observation L et l’échelle d’analyse a. La valeur h†0,
telle D(h†0) = 0 (cf. l’Eq. (II.134)), peut donc être interprétée de manière simple
dans ce cadre théorique.
Il est intéressant de remarquer que les interprétations reportées plus haut en
termes de h comparé à h†0 et de l’entropie avait déjà été envisagée par B. Mandelbrot
dans une série d’articles déterminants dédiée aux aspects pratiques de l’analyse
multifractale, les plus marquants parmi ceux-ci étant e.g. [83, 85].
L’analyse théorique de l’eﬀet de linéarisation dans la présente contribution à par-
tir d’arguments inspirés du REM en physique statistique est similaire (et conforte
donc pleinement) la conjecture formulée dans [74, 6], qui provient de l’interpréta-
tion en termes de valeurs extrêmes et de régularité locale d’observations empiriques
obtenues de l’application du formalisme multifractal à des simulations numériques
du mouvement de Poisson composé et d’autres processus multifractals apparentés.
Des analyses théoriques complémentaires [96] ainsi que des analyses numériques
(voir section 5 plus bas) menées pour des processus multifractals distincts des MPC
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(non détaillées ici) suggèrent que ces résultats obtenus ici pour les MPC sont valides
pour une classe bien plus large de processus multifractal (cf., e.g., [74]).
5 Rapport de participation en analyse multifrac-
tale
Dans l’étude des systèmes de type REM, ou plus généralement, de la phase
gelée des verres de spins, la condensation des conﬁgurations explorées au sein d’un
petit sous-ensemble est classiquement mesurée grâce à un outil autant théorique que
numérique appelé rapport de participation [86, 87]. Dans cette section, nous mettons
à l’œuvre cet outil pour analyser davantage l’effet de linéarisation dans le contexte
de l’analyse multifractale.
La déﬁnition du rapport de participation ρ(a, q, p) est adaptée à partir de sa
formulation classique en physique statistique pour le contexte des processus multi-
fractals, avec na = L/a :
ρ(a, q, p) =
∑na
k=1 |X(a, ka)|qp
(
∑neff
k=1 |X(a, ka)|q)p
. (II.150)
En poursuivant l’analogie avec l’analyse du REM, on peut supposer que, dans la
phase vitreuse q > q∗, le rapport de participation n’est pas auto-moyennant, ce qui
signiﬁe qu’il dépend explicitement de l’observation (ou réalisation) du processus Z(t)
et par extension de ses accroissements X(a, t), ceci même dans la limite a→ 0. Dans
cette limite, son espérance satisfait l’expression fermée suivante pour tous p > 1 et
q > 0 [86, 87] :
lim
a→0E [ρ(a, q, p)] =

0 si q < q
∗,
Γ(p−q∗/q)
Γ(p)Γ(1−q∗/q) sinon .
(II.151)
Le comportement attendu rappelé par l’Eq. (II.151) est désormais testé numéri-
quement, dans le contexte des processus MPC, grâce à des simulations de Monte-
Carlo. Le rapport ρ(a, q, p), déﬁni au-dessus par l’Eq. (II.150), est calculé pour 500
réalisations indépendantes de MPC de longueur 222, pour q = 1, . . . , 15, p = 2, 4, 5
et a = 2j, avec j = 1, . . . , 18. La moyenne d’ensemble E [ρ(a, q, p)] est estimée par la
moyenne E [ρ(a, q, p)]MC de ρ(a, q, p) sur ces réalisations indépendantes. La valeur
attendue de E [ρ(a, q, p)], selon l’Eq. (II.151), et la valeur estimée E [ρ(a, q, p)]MC
sont comparées dans la Fig. 4.2. Pour q ≪ q∗, E [ρ(a, q, p)]MC ≃ E [ρ(a, q, p)] ≡ 0,
pour tout p > 1 et a > 0. Pour q ≫ q∗, E [ρ(a, q, p)]MC s’éloigne indubitablement de
0, pour tout p > 1 et a > 0, et suit de plus une dépendance en q et p, qui correspond
globalement aux valeurs attendues E [ρ(a, q, p)] décrites par l’Eq. (II.151). La transi-
tion des valeurs nulles aux valeurs non nulles de E [ρ(a, q, p)]MC a lieu typiquement
pour des valeurs de q proche de q∗, tel que calculé théoriquement par l’Eq. (II.138).
Cette correspondance entre la valeur attendue E [ρ(a, q, p)], selon l’Eq. (II.151)
et E [ρ(a, q, p)]MC n’est pas parfaite. Ce désaccord provient probablement de sources
variées. D’un côté, les énergies {Ek, k = 1, . . . , n} du REM et les {lnT (a, tk), k =
1, . . . , na} du MPC, bien que toutes deux à queues lourdes n’ont pas exactement la
même distribution. De l’autre, la dérivation des résultats théoriques de l’Eq. (II.151)
repose sur une hypothèse d’indépendance exacte des {Ek, k = 1, . . . , n}, alors que
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les {lnT (a, k), k = 1, . . . , na} sont encore signiﬁcativement corrélés, ainsi que prédit
par l’Eq. (II.56), ce qui pourrait aﬀecter la moyenne d’ensemble asymptotique. Il
est à noter que ces résultats ne sont montrés que pour une échelle arbitraire a = 4,
simplement parce que les résultats précédents sont identiques à toutes les échelles.
Nous considérons que ces observations empiriques fournissent des résultats sa-
tisfaisant, confortant numériquement l’analyse théorique des eﬀets de linéarisation
observés dans l’analyse à partir d’arguments de type REM.
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Figure 4.2 – Rapport de participation. Ligne noire pleine : E [ρ(a, q, p)], voir
l’Eq. (II.151) ; ligne rouge en pointillé : Moyenne de ρ(a, q, p) sur des simulations
Monte-Carlo, avec l’intervalle de conﬁance à 95% associé ; ligne rouge verticale et en
pointillé : position du q∗ critique calculé à partir de l’Eq. (II.138). En haut : p = 2,
au milieu p = 4, en bas p = 5. Toutes les ﬁgures correspondent à a = 4.
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Chapitre 5
Estimation de l’ordre critique
Le but de ce chapitre est de déﬁnir une procédure d’estimation de q∗(n) –pour
les variables de la classe A-II– qui peut être utilisée en pratique sur des données
réelles à partir d’un nombre ﬁni d’observations {X1, . . .Xn}. Nous étudierons éga-
lement les performances statistiques de cet estimateur, à la fois théoriquement et
numériquement. Dans la section 3, nous avons montré (cf. l’Eq. (II.126)) que q∗(n)
peut être naturellement scindé en deux composantes θ(n) et ρl(y†(n)). Il est donc
naturel de construire une procédure d’estimation séparée pour chacune de ces deux
composantes et de conduire leur étude de façon indépendante dans les sections 1
et 2 respectivement. Nous recomposerons enﬁn l’estimateur q∗ comme un produit
de ces deux estimateurs dans la section 3. Il faut noter que, dans ce chapitre, nous
ﬁxerons le paramètre arbitraire τ à la valeur τ = 1.
1 Estimation de θ
1.1 Définition
Un calcul direct montre que y†(n) = Ψ−1(lnn) = F
−1
Y (
1
n
), ce qui implique que
la déﬁnition de θ (cf. l’Eq. II.125) peut être réécrite en terme du (1 − 1/n)-ème
quantile de la distribution de Y :
θ =
ln n
F
−1
Y (
1
n
)
. (II.152)
L’estimation de θ peut par conséquent être essentiellement interprétée comme le
problème de l’estimation du (1− 1
n
)-ème quantile de Y .
Classiquement, le p-ème quantile est estimé, pour une observation de taille n, en
utilisant les statistiques d’ordre de rang [pn] [18] (où [pn] est l’arrondi entier de pn).
Dans le présent contexte, cela revient à utiliser la plus grande valeur observée
MY,n = max{Y1, . . . , Yn}, (II.153)
comme une estimation du (1− 1
n
)-ième quantile.
Pour la classe de variables aléatoires Y considérée ici,MY,n appartient au domaine
d’attraction de la loi Gumbel [45, 59, 53]. Cela implique qu’il existe une séquence de
an ≥ 0 telle que [MY,n− F−1Y (1− 1n)]/an converge en distribution vers une loi Gumbel
79
CHAPITRE 5. ESTIMATION
de fonction cumulative F (x) = exp(−e−x). Or, l’espérance E [G] d’une loi Gumbel
est non nulle. Plus précisément, elle est égale à la constante d’Euler-Mascheroni [102]
E [G] = γ ≈ 0.5772 (II.154)
Par conséquent, si on utilise directement le maximum comme estimateur du (1− 1
n
)-
ième quantile, on obtient
lim
n→+∞E

MY,n − F−1Y
(
1
n
)
an

 = γ. (II.155)
De plus, pour une loi exponentielle de paramètre λ = 1, on a an = 1. Cela indique
clairement que MY,n est un estimateur biaisé de F
−1
Y (
1
n
) pour des échantillons de
taille ﬁnie et qu’il n’est pas consistent dans le cas général.
Pour dépasser cette limitation, il est possible de raﬃner la procédure d’estimation
en utilisant non pas uniquement MY,n, mais les k valeurs les plus grandes au sein
de l’observation {Y1, . . . , Yn}. Déﬁnissons donc {Yi,n, i = 1, . . . , n} la liste ordonnée
(par ordre décroissant) des observations {Yk, k = 1, . . . , n} et soit kθ(n) une fonction
de n satisfaisant (pour des raisons qui apparaîtront plus tard) :
lim
n→+∞
kθ(n)
n
= 0. (II.156)
Nous déﬁnissons une collection paramétrée d’estimateur de θ par (avec k ≡ kθ(n)) :
θˆ(k) =
lnn
Ωk
, (II.157)
où Ωk consiste en une combinaison linéaire des statistiques d’ordre :
Ωk =
k∑
i=1
αiYi,n, avec
k∑
i=1
αi ≡ 1. (II.158)
De manière triviale, le cas k = 1 revient à utiliser uniquement MY,n.
1.2 Performances : analyse théorique
Pour étudier la performance de θˆ(k), il est nécessaire d’analyser les propriétés
statistiques de Ωk, qui peut être réécrit en
Ωk = F
−1
(1
n
)
+ an
k∑
i=0
αiUi, (II.159)
où
Ui =
Yi,n − F−1
(
1
n
)
an
. (II.160)
Dans la limite n → +∞, les {Ui, i = 1, . . . , k = kθ(n)} convergent en distribution
( D→) vers le vecteur aléatoire :
(U1, . . . , Uk)
D→ Λ(k) ≡ (G1, . . .Gk) , (II.161)
80 1. ESTIMATION DE θ
CHAPITRE 5. ESTIMATION
dont la probabilité jointe s’écrit [45, 53] :
pΛk(g1, . . . gk) = χg1>···>gk exp
(
−e−gk −∑
i
gi
)
. (II.162)
Le changement de variable Λ(k) ≡ {G1, . . . Gk} → Λ′(k) ≡ {{∆i = i(Gi − Gi+1), i =
1, . . . , k − 1}, Gk} conduit à :
pΛ′
k
(δ1, . . . δk−1, gk) = exp

−e−gk − kgk −∑
i<k
δi

 , (II.163)
ce qui montre qu’asymptotiquement (n → +∞), les {∆i, i = 1, . . . , k − 1} sont in-
dépendants.
À partir de ces déﬁnitions, on peut dériver un certain nombre de propriétés de
Ωk, pour k ≥ 2. Ces propriétés sont présentées par la suite.
Proposition 1. À condition qu’il soit appliqué à un vecteur aléatoire de distribution
pΛk , l’estimateur Ωk de variance minimale sous la contrainte d’être non biaisé à n
fini (i.e., E [Ωk] = F
−1 ( 1
n
)
ou, de manière équivalente, E
[∑k
i=1 αiGi
]
≡ 0) est
obtenu en choisissant les {αi, i = 1 . . . , k} tels que :
∀i, i 6= k αi =
∑k−1
l=1
1
l
−γ
k−1
αk = 1− (k − 1)α1
(II.164)
Cette proposition résulte presque directement des propriétés suivantes (dont les
preuves sont reportées en annexe F)
E [Gk] = γ −
k−1∑
j=1
1
j
, (II.165)
Var [Gk] =
π2
6
−
k−1∑
j=1
1
j2
, (II.166)
E [∆j] = 1, (II.167)
Var [∆j] = 1. (II.168)
Proposition 2. Lorsque n → +∞, k → +∞ avec k
n
→ 0, Ωk est un estimateur
consistent de F
−1
(1/n).
Il s’agit d’une conséquence directe de la combinaison de la proposition 1 ci-dessus
avec le fait que pour toutes les variables aléatoires appartenant à la classe étudiée ici,
le vecteur aléatoire {Ui, i = 1, . . . , k} converge en distribution vers Λ(k). Une preuve
plus détaillée est disponible en annexe F.
Proposition 3. Lorsque n→ +∞, k → +∞ avec k
n
→ 0, Ωk est asymptotiquement
normal.
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Lorsque Ωk est appliqué à un vecteur aléatoire dont la densité est exactement
pΛk , Ωk peut être scindé en
Ωk = Gk + αk
∑
i
∆i. (II.169)
En utilisant le fait que le vecteur {∆i, i = 1, . . . , k − 1} est composé de variables
aléatoires i.i.d. de variance unitaire, on obtient
Ωk + E [Gk]−Gk
(ζ(1; k − 1)− γ)2
D→ N0,1 avec ζ(s;n) =
n∑
k=1
1
ks
. (II.170)
et on a la convergence en probabilité suivante
E [Gk]−Gk p→ 0. (II.171)
Cela implique :
Ωk
(ζ(1; k − 1)− γ)2
D→ N0,1. (II.172)
Cela montre que Ωk est normal pour des n ﬁnis lorsqu’on l’applique à un vecteur
aléatoire dont la loi est exactement pΛk . La normalité asymptotique dans le cas géné-
ral s’ensuit en utilisant la convergence en distribution de {Ui, i = 1, . . . , k = kθ(n)}
vers Λ(k). Comme précédemment, une preuve détaillée est développée en annexe F.
La consistance de θ(k) est une conséquence directe de celle de Ωk. Cependant, il
faut noter que θ(k) n’est pas asymptotiquement normal.
Ces résultats analytiques sont obtenus pour des choix de kθ(n) vériﬁant la contrainte
décrite en Eq. (II.156). Le choix précis de kθ(n) est cependant une question délicate
qui peut être reformulée comme un cas classique de compromis biais-variance : de
grandes valeurs de k devraient fournir une variance plus faible alors que de faibles
valeurs de k sont nécessaires pour s’assurer de la convergence des statistiques d’ordre
vers la loi des extrêmes (Λ(k)) et donc un biais faible. Ce compromis est étudié ici
grâce à des simulations de Monte-Carlo.
1.3 Performances : analyse numérique
Nous avons mené des simulations numériques en utilisant deux classes d’exemples,
d’un côté les lois log-Weibull, de l’autre les lois log-gamma conjuguées, familles dé-
crites dans la section 3, pour diﬀérentes valeurs de ρ – qui caractérise le compor-
tement de la queue de la distribution (i.e. lnF Y (y) ≈ −yρ), et diﬀérentes tailles
d’observation n. Pour l’ensemble des simulations, 500 réalisations indépendantes
d’observations de n variables aléatoires i.i.d. sont générées.
À partir de celle-ci, le biais (relatif), la variance et l’erreur quadratique moyenne
(EQM) de θ(k) sont évalués et reportés dans la Fig. 5.1. Pour ces deux types de
lois, il apparaît que, comme prévu par l’analyse théorique ci-dessus, augmenter kθ
de 1 à 2 donne lieu à une diminution signiﬁcative du biais et par suite de l’EQM.
Pour kθ = 2, α1 ≈ α2 ≈ 12 , une simple moyenne arithmétique de la première et de la
seconde plus grande valeur observée donne donc de bien meilleurs résultats que le seul
maximum MY,n. Ce biais ne décroît que légèrement lorsqu’on augmente kθ au-delà
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Figure 5.1 – θˆ(kθ) en fonction de kθ : biais relatif et EQMs. À gauche :
distribution log-Weibull ; à droite : lois log-gamma conjuguées. De haut en bas :
ρ = 1.2, 2, 4, n = 1000. Lignes pointillées : biais relatif ; ligne pleine : EQM relative.
Ces graphiques montrent essentiellement le bénéﬁce dû à l’accroissement de kθ de
1 à 2. Ils montrent également que kθ peut être augmenté davantage avec un eﬀet
positif tant que kθ ≪ n. Ceci s’avère vrai pour tous les ρ.
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Figure 5.2 – θˆ(kθ) en fonction de ρ : biais et EQM relatifs. À gauche : distribu-
tion log-Weibull ; à droite : lois log-gamma conjuguées. En haut : EQM relative ; en
bas : biais relatif. n = 1000. ’◦’ rouge : kθ = 1 ; ’’ vert : kθ = 2 ; ’△’ bleu : kθ = 25 ;
’♦’ cyan : kθ = 50. Ces graphiques montrent une fois encore les bénéﬁces liés à l’aug-
mentation de kθ de 1 et 2, et l’existence d’un kθ optimal dépendant essentiellement
de n mais aussi légèrement de ρ.
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Figure 5.3 – θˆ(kθ) : kθ,opt et EQMs en fonction de lnn. À gauche : distribution
log-Weibull ; À droite : loi log-gamma conjuguée. En haut : kθ,opt, en bas : EQM. ’◦’
rouge : kθ = exp(
√
1.6 lnn) ; ’’ vert : kθ,opt : EQM minimale pour kθ < 1000. ρ = 2.
Ces courbes montrent l’adéquation des formules empiriques pour kθ,opt(n).
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de 2, avant de ﬁnalement augmenter à nouveau lorsque kθ devient non négligeable
par rapport à n. L’erreur quadratique moyenne, combinant biais et variance, montre
l’intérêt d’utiliser des kθ plus grand que 2 mais vériﬁant kθ ≪ n, ce quel que soit
ρ. Ce bénéﬁce bien que modéré est indubitablement présent lorsqu’on compare kθ
à kθ = 2 ou aux grandes valeurs kθ (pour lesquelles kθ est trop proche de n). On
peut également noter que plus ρ s’approche de 1, plus grandes sont les valeurs de kθ
minimisant l’erreur quadratique moyenne.
En complément, la Fig. 5.2 reporte les erreurs quadratiques moyennes relatives
(à gauche) accompagnées du biais relatif (à droite) en fonction de ρ, pour diﬀérentes
valeurs de kθ. En plus de conﬁrmer que le bénéﬁce dû à l’usage de kθ = 2, ou
légèrement plus grand, par rapport à kθ = 1 existe quel que soit ρ, cette ﬁgure
montre également que le biais et l’erreur quadratique moyenne demeurent à peu
près constants pour ρ ≥ 2, tandis qu’ils s’accroissent signiﬁcativement (dans la
plupart des cas) lorsque ρ→ 1+.
Pour ﬁnir, la Fig. 5.3 compare la valeur optimale kθ,opt de kθ (i.e., la valeur de kθ
associée à la plus faible EQM) à des paramétrisations empiriques potentielles de kθ
en fonction de n : kθ(n) = 10 lnn− 40, kθ(n) = exp(
√
1.6 lnn). Bien que totalement
empiriques, ces expressions donnent des résultats corrects pour les deux types de
distributions utilisées et ce sur un large intervalle de valeurs de ρ (ρ ∈ [1.5, 3]) et de
n, et peuvent donc servir comme valeur par défaut pratique pour l’estimateur.
2 Estimation de ρl(ym(n))
2.1 Définition
Par simplicité, ρl(y†(n)) est abrégé dans la suite en ρE . D’après sa déﬁnition
(cf. Eq. (II.124)), ρE peut être interprété comme l’exposant local mesurant le com-
portement de la fonction Ψ (cf. Eq. (II.18)) autour de la plus grande observation
disponible y†(n). Cela suggère d’utiliser directement la cumulative empirique aﬁn
d’estimer ρE. En eﬀet, pour un intervalle suﬃsamment petit autour de y†, on a
∂ln yh(y†) = ρE , ce qui nous permet d’écrire :
ln(− lnF Y (y†)) ≈ ρE ln y† + β. (II.173)
Si on considère la liste ordonnée des statistiques d’ordre Yi,n, le (1− in)-ième quantile
peut être approché par Yi,n, par suite :
ln
(
− ln i
n
)
≈ ρE ln Yi,n + β. (II.174)
Cela suggère que ρE peut être estimé à l’aide d’un ajustement par moindres
carrés (non pondérés) à partir des points Yi,n pour i ≤ kρ, où kρ est suﬃsamment
petit comparé à n :
ρˆE =
C(ln y, ln(ln n− ln i))
C(ln y, ln y)
, (II.175)
avec C(x, y) = xy − x y où x = 1
k
∑kρ
i=1 xi.
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2.2 Performances : analyse théorique
De nouveau, le choix de kρ est un problème délicat qui peut se réinterpréter
dans l’idiome usuel d’un compromis biais-variance : parce que ρE est un exposant
local, qui peut converger lentement vers ρ, il est nécessaire de l’estimer au sein d’un
intervalle étroit autour de y†, ce qui argue pour le choix d’un petit kρ ; au contraire,
de grands kρ diminuent la variance de l’estimateur, au prix d’une augmentation du
biais.
Cela suggère de choisir kρ de telle sorte que :
lim
n→+∞
kρ(n)
n
= 0. (II.176)
2.3 Performances : analyse numérique
Les performances de ρˆE ainsi que les conséquences en termes de compromis biais-
variance du choix de kρ(n) sont étudiées numériquement à travers des simulations
de Monte-Carlo, menées de la même manière que dans la section 1.3.
Le biais et l’EQM relatifs sont reportés dans la Fig. 5.4, en fonction kρ. On peut
observer que pour les distributions log-Weibull, le biais est négligeable et plus kρ
augmente, plus l’EQM décroît. Cela provient du fait que pour ces lois ρE(n) ≡ ρ, ∀n,
ce qui implique que ρˆE est non-biaisé quel que soit kρ. Par conséquent augmenter kρ
diminue la variance à coût nul. Cependant, il s’agit d’un cas particulier qui s’éloigne
fortement du cas général, qui est mieux modélisé ici par le second exemple, i.e., les
distributions log-gamma conjuguées. Pour ce deuxième exemple, la Fig. 5.4 indique
que le choix optimal de kρ(n) dépend de la valeur ρ et doit être choisi bien plus
grand pour ρ→ 1.
Le biais et l’erreur quadratique moyenne relatifs sont reportés sur la Fig. 5.5,
en fonction de ρ. Cette ﬁgure montre que pour les distributions log-Weibull, aug-
menter kρ procure un bénéﬁce uniforme en ρ. Au contraire, pour les lois log-gamma
conjuguées, la valeur optimale de kρ augmente lorsque ρ→ 1.
Pour ﬁnir, la Fig. 5.6 compare kρ,opt (i.e., kρ associé à l’EQM minimale) à des
choix empiriques potentiels pour l’estimation kρ(n) : kρ(n) = 50 lnn, kρ(n) = 8n1/3.
Comme précédemment, ces formules bien qu’empiriques donnent des repères pra-
tiques pour l’utilisation de l’estimateur.
3 Estimation de q∗
3.1 Définition
À partir de θˆ(kθ) et ρˆ(kρ)E déﬁnis plus haut, on peut proposer un estimateur de q
∗
construit à partir de leur produit :
qˆ∗
(kθ,kρ) = θˆ(kθ)ρˆ(kρ)E . (II.177)
Pour étudier les performances de qˆ∗, son biais B[qˆ∗] = E
[
qˆ∗ − q∗
]
et sa variance
Var
[
qˆ∗
]
peuvent être mis sous la forme :
B[qˆ∗] = Cov
[
θˆ, ρˆE
]
+ B[θˆ](ρE + B[ρˆE ]) + B[ρˆE ](θ + B[θˆ]), (II.178)
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Figure 5.4 – ρˆ(kρ)E en fonction de kρ : biais et EQM relatifs. À gauche :
distribution log-Weibull ; à droite : distribution log-gamma conjuguée. De haut en
bas : ρ = 1.2, 2, 4, n = 1000. Ligne bleue pointillée : biais relatifs ; ligne rouge pleine :
EQMs relatifs. Pour les distributions log-weibull, parce que ρE(n) ≡ ρ, augmenter kρ
a toujours un eﬀet bénéﬁque en faisant seulement diminuer la variance. Cependant,
en général, il existe un kρ,opt optimal qui dépend de n et ρ.
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Figure 5.5 – ρˆ(kρ)E en fonction de ρ : biais et EQM relatifs. À gauche : distri-
bution log-Weibull ; à droite : distribution log-gamma conjuguée. ’◦’ rouge : kρ = 30 ;
’’ vert : kρ = 50 ; ’△’ bleu : kρ = 100 ; ’♦’ cyan : kρ = 200.
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Figure 5.6 – ρˆ(kρ)E : kρ,opt et EQMs en fonction de ln n. À gauche : distribution
log-Weibull ; à droite : distribution log-gamma conjuguée. En haut : kρ,opt, en bas :
EQM. ρ = 2. ’◦’ rouge : kρ(n) = 8n0.4 ; ’’ vert : kρ,opt : EQM minimale pour
kρ < 1000. ρ = 2. Ces courbes montrent l’adéquation des formules empiriques
proposées avec kρ,opt(n).
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et
Var
[
qˆ∗
]
=Var
[
θˆ
]
Var [ρˆE]
+ Cov
[
θˆ2, ρˆ2E
]
− Cov
[
θˆ, ρˆE
]2
+ Var
[
θˆ
]
(ρE + B[ρE ])2 + Var [ρˆE ] (θ + B[θ])2
− 2Cov
[
θˆ, ρˆE
]
(ρE + B[ρE ])(θ + B[θ]).
(II.179)
De plus, si on suppose que les biais relatifs sont négligeables, on obtient :
B[qˆ∗]
q∗
≈ B[θˆ]
θ
+
B[ρˆE ]
ρE
+
Cov
[
θˆ, ρˆE
]
ρEθ
. (II.180)
Var
[
qˆ∗
]
(q∗)2
≈Var
[
θˆ
]
Var [ρˆE ]
(ρEθ)2
+
Cov
[
θˆ2, ρˆ2E
]
− Cov
[
θˆ, ρˆE
]2
(ρEθ)2
+
Var
[
θˆ
]
θ2
+
Var [ρˆE ]
ρ2E
− 2Cov
[
θˆ, ρˆE
]
ρEθ
.
(II.181)
Ces calculs montrent que les performances de qˆ∗ dépendent signiﬁcativement de la
covariance entre les valeurs estimées θˆ et ρˆ. Des simulations numériques permettent
d’enquêter plus en détail sur cette covariance.
3.2 Performances : analyse numérique
Pour analyser plus avant cet estimateur, nous utilisons des simulations de Monte-
Carlo, fort semblables en esprit à celles présentées précédemment, utilisant les choix
empiriques détaillés plus haut pour kθ(n) et kρ(n). La Fig. 5.7 montre que la cova-
riance Cov
[
θˆ, ρˆE
]
reste assez élevée et positive, quels que soient ρ et n, par consé-
quent celle-ci contribue signiﬁcativement au biais et à la variance de qˆ∗. De plus, les
résultats reportés dans la Fig. 5.8 montrent essentiellement que l’EQM pour qˆ∗ varie
entre 5% et 25%, suivant la distribution de Y et la valeur de ρ, avec des valeurs de
l’EQM plus grandes lorsque ρ→ 1. Bien que ces valeurs de l’EQM puissent sembler
élevées, qˆ∗ procure néanmoins aux expérimentateurs une procédure empirique qui
mène à un ordre de grandeur satisfaisant du véritable q∗ : dans les applications, il est
rare d’avoir besoin d’une valeur précise de q∗, alors que la connaissance d’un ordre de
grandeur estimé pour q∗ s’avère souvent vitale dès qu’il est nécessaire d’interpréter
les données.
4 Séries temporelles corrélées
Jusqu’à présent, nous n’avons traité que les cas d’observations {X1, . . . , Xn}
constituées d’échantillons indépendants entre eux, alors même que nous nous intéres-
sons principalement à l’analyse des séries temporelles stationnaires, pour lesquelles
il est plus vraisemblable, en pratique, que ces échantillons soient corrélés. Le but de
la section suivante est d’analyser l’impact de la dépendance au sein des observations
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Figure 5.7 – Corrélation entre θˆ(kθ,opt) et ρˆ(kρ,opt)E . À gauche : distribution log-
Weibull ; à droite : distribution log-gamma conjuguée. En haut : en fonction de ρ,
n = 1000. En bas : en fonction de n, ρ = 2.
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Figure 5.8 – qˆ∗ : biais relatif (ligne bleu tiretée) et EQMS (ligne rouge
pleine). À gauche : distribution log-Weibull ; à droite : distribution log-gamma
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sur les déﬁnitions et l’estimation de q∗. Nous proposerons également des modiﬁca-
tions simples et élémentaires de qˆc aﬁn de s’accommoder de la présence de telles
dépendances.
4.1 Analyse théorique
Dans le chapitre 4 plus haut, le moment critique émerge à partir d’un équilibre
entre deux facteurs en opposition : la contribution dominante au moment opposée à
l’eﬀet de taille ﬁnie. Si la déﬁnition et l’évaluation du premier ne dépendent que de la
distribution marginale des données et ne sont que peu aﬀectées par la dépendance,
le second facteur est bien plus inﬂuencé par les corrélations. En eﬀet, la région
accessible pour une taille ﬁnie fut déﬁnie par :
P
(
∀k = 1, . . . , n, Yk < y†
)
=
1
e
. (II.182)
Pour des données indépendantes, cette équation se simpliﬁe en Ψ(y†) = lnn. Pour
une série temporelle corrélée, il est naturel de s’attendre à ce que y†T puisse être
déﬁnie à travers un nombre eﬀectif d’échantillons neff comme nous l’avons fait dans
le cas multifractal :
Ψ(y†T ) = lnneff . (II.183)
À partir de cette modiﬁcation, l’analyse conduite en section 3.3 suggère de déﬁnir
un ordre critique des moments en présence de dépendances q∗T comme :
q∗T (n) = q∗(n∗T ). (II.184)
Comme dans le cas indépendant, q∗T peut être divisé en deux termes,
q∗T (n) = ρTE(n)θ
T (n). (II.185)
En réinjectant y†T dans la déﬁnition de ρ
T
E et θ
T on obtient
ρTE(n) = ρE(n
∗
T ), θ
T (n) = θ(n∗T ). (II.186)
Appelons τ la longueur de corrélation de la série temporelle analysée, déﬁnie comme
τ =
∫+∞
0 tC(t)dt/
∫+∞
0 C(t)dt où C(t) = EX0Xt − E [X0]2 est la fonction d’autoco-
variance de la série. Si τ est bien déﬁnie, il est naturel de penser que neff se com-
porte essentiellement comme n∗ ∝ n
τ
, avec également, comme condition naturelle,
limτ→0 neff(n, τ) = n, ce qui suggère la forme phénoménologique :
neff =
n
1 + κτ
, (II.187)
avec κ une constante positive devant être déterminée. Cela mène à :
q∗T (n) = q∗(τ, n) = q∗(n/(1 + κτ)). (II.188)
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4.2 Impact des dépendances sur qˆ∗
Aﬁn d’étudier l’impact de la dépendance sur qˆ∗ (cf. la déﬁnition (II.177)), l’es-
timateur est appliqué sur un grand nombre de réalisations indépendantes de séries
temporelles stationnaires, de longueur n, de distributions marginales (log-Weibull
ou log-gamma conjuguées) et fonctions de covariance C(t) prescrites a priori. Ces sé-
ries sont synthétisées numériquement en utilisant une méthode décrite dans [66, 64]
basée sur un développement en polynôme d’Hermite et les matrices circulantes en-
veloppantes (circulant embedded matrix). Pour mieux comprendre l’impact de la
covariance, nous analyserons le cas où C(t) prend la forme simple :
C(t) = e−
|t|
τ , (II.189)
avec τ une constante ajustable, correspondant à la longueur de corrélation.
Les résultats, reportés dans la Fig. 5.9, montrent en premier lieu un fort désaccord
entre qˆ∗ et q∗(τ, n) et en second lieu et de manière cruciale, qu’aucune opération de
mise à échelle du type proposé par l’Eq. (II.188) ne peut corriger ce désaccord. En
eﬀet, une mise à échelle comme celle décrite par l’Eq. (II.187) correspond uniquement
à des translations horizontales de qˆ∗. De plus, si on suppose que neff < n, seules des
translations à gauche sont possibles, ce qui rend impossible de superposer toutes les
courbes qˆc(τ, n) par une mise à échelle.
L’estimateur qˆ∗ ne converge donc pas vers q∗(τ, n). Pour analyser plus avant la
cause de cette incohérence, étudions séparément θˆ(kθ) et ρˆ(kρ)E .
La Fig. 5.10 obtenue à partir des mêmes simulations de Monte-Carlo, avec kθ = 1,
indique qu’il existe un κ (≈ 0.08 ici) tel que E
[
θˆ
lnn
]
≈ θ(neff)
lnneff
(assez logiquement
θˆ = lnneff/Ω doit être utilisé à la place de θˆ = lnn/Ω, comme lnneff par déﬁni-
tion ne varie pas avec τ .) Cela signiﬁe que Ω1 exhibe le comportement attendu,
E [Ω1(n, τ)] = E [Ω1(neff)]. Cependant, augmenter kθ de 1 à 2 et au-delà ne réduit
pas le biais comme dans le cas indépendant mais au contraire l’augmente signiﬁ-
cativement. Cela peut facilement être expliqué, puisqu’il est fort probable que la
seconde plus grande valeur soit très proche de la plus grande valeur et fortement
corrélée avec elle, et de ce fait n’apporte aucune réduction du biais. Au contraire,
cette corrélation empêche la convergence des statistiques d’ordre vers leur limite
statistique et compromet la consistance de Ω.
Cette corrélation signiﬁcative des statistiques d’ordre explique également les
faibles performances de ρˆE . Comme illustré par la Fig. 5.11, ρˆE ne converge pas
vers ρE(τ, n) et une mise à l’échelle n’est pas suﬃsante pour expliquer ce désaccord.
Une interprétation potentielle est que ρˆE est fortement lié à la convergence du kième
ordre statistique vers le (1−k/n) quantile. Les corrélations des échantillons génèrent
des corrélations parmi les statistiques d’ordre parce que les échantillons corrélés ont
tendance à se regrouper par clusters en terme de rang. La corrélation des échan-
tillons se transfère donc aux statistiques d’ordre, ce qui entrave drastiquement la
convergence des statistiques d’ordre vers le quantile.
Par conséquent, appliqué à des séries temporelles stationnaires corrélées, qˆ∗,
comme déﬁni en Section 3, ne peut converger vers q∗T . Cependant, il est possible
de modiﬁer simplement l’estimateur pour tenir compte eﬃcacement des corrélations.
Ces modiﬁcations consistent à imposer qu’une fois la plus grande valeur sélectionnée,
la seconde plus grande valeur doit être choisie suﬃsamment éloignée de la première,
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la troisième valeur maximale est ensuite prise suﬃsamment loin des précédentes et
ainsi de suite.
L’estimateur modiﬁé qˆ∗
T
consiste ainsi essentiellement à l’application de l’esti-
mateur original qˆ∗ à ces statistiques d’ordre suﬃsamment éloignés.
4.3 Estimateurs modifiés
Une manière eﬃcace d’implémenter l’idée décrite plus haut est de construire
l’ensemble des échantillons eﬀectivement indépendants étape par étape. Considé-
rons l’observation originale P1 = X1, . . . , Xn. En premier lieu, le maximum Xk1 =
max{P1} est sélectionné. Ensuite, tous les échantillons proches de Xk1 en temps sont
supprimés. En utilisant la distance (paramétrée par une constante arbitraire β)
dβ(Xi, Xj) = max(|j − i|, βCard{k,min(Xi, Xj) < Xk < max(Xj, Xi)}), (II.190)
l’ensemble P1 est criblé en éliminant les échantillons appartenant à la boule de centre
Xk1 et de rayon s. Un nouvel ensemble P2 = P1\Bdβ(Xk1, s) est déﬁni et la procédure
est répétée jusqu’à obtenir l’ensemble des points eﬀectivement indépendants Pe =
{Xk1, ..., Xkl}. Les estimateurs modiﬁés θˆT et ρˆTE sont alors déﬁnis par l’application
des estimateurs originaux θˆ ou ρˆE à Pe.
Des simulations de Monte-Carlo conduites comme décrit précédemment sug-
gèrent que le seuil devrait être choisi suivant la formule empirique :
s = ατ, (II.191)
avec le choix de α ≈ 0.01, comme illustré par la Fig. 5.12.
Ces simulations de Monte-Carlo montrent également que l’estimation de θ une
fois corrigée (en supposant la valeur de neff connue) mène au résultat attendu θ(neff)
(cf. la Fig. 5.13) et q∗ peut donc être estimé de façon très satisfaisante (cf. la
Fig. 5.14).
Ces performances remarquables requirent cependant une connaissance a priori
de τ , et les paramètres α et κ furent fournis par des simulations de Monte-Carlo.
Ces paramètres ne sont pas connus pour des données réelles et nécessiteraient une
estimation indépendante. De telles estimations vont au-delà du cadre de cette thèse.
Elles pourraient se baser sur l’estimation spectrale ou d’autres techniques classiques.
Cette question est encore ouverte et pourrait faire l’objet d’éventuelles futures contri-
butions. Cependant, aﬁn de conclure cette étude, la Fig. 5.15 reporte les espérances
et écart-types de qˆTc , appliqués à des lois log-normales corrélées exponentiellement
avec τ = 100, mais pour lesquelles la valeur de τ utilisée dans qˆ∗
T
est volontairement
erronée. De façon satisfaisante, la Fig. 5.15 ne montre qu’une faible sensibilité à la
valeur de τ utilisée, ce notamment lorsque la valeur de τ est surestimée. Cela signi-
ﬁe que, en pratique, une estimation grossière de la véritable longueur de corrélation
pourrait s’avérer suﬃsante pour obtenir des performances adéquates de qˆ∗.
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Figure 5.9 – qˆ(kθ,kρ)c : Impact des dépendances. Appliqué à des observations
corrélées, qˆ∗ est perturbé par un biais structurel qui ne peut être corrigé par une
mise à l’échelle (de la forme suggérée par l’Eq. (II.188)). (kθ, kρ) = (1, 100). Ligne
noire : véritable q∗. Ligne avec marqueurs : qˆ(kθ,kρ)c , pour τ = 10 (cercles rouges),
τ = 50 (carrés verts), τ = 100 (triangles bleus).
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Figure 5.10 – θˆ : Impact des dépendances. Mise à l’échelle de θ
lnn
en fonction de
n∗ = n/(1 + κτ), pour τ ∈ {10, 50, 100} (cercles rouges τ = 10, carrés verts τ = 50,
triangles bleus τ = 100). La ligne noire correspond à la valeur théorique θ(n)/ lnn.
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Figure 5.11 – ρˆE : Impact des dépendances. Ligne noire : valeur théorique,
cercles rouges τ = 10, carrés verts τ = 50, triangles bleus τ = 100.
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Figure 5.12 – Estimateur modifié ρˆTE. kρ = 100. Ligne noire : valeur théorique,
cercles rouges τ = 10, carrés verts τ = 50, triangles bleus τ = 100.
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Figure 5.13 – Estimation de θ(n∗) avec l’estimateur corrigé θˆT . kθ = 10.
Ligne noire : valeur théorique, cercles rouges τ = 10, carrés verts τ = 50, triangles
bleus τ = 100.
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Figure 5.14 – Estimation de q∗(n∗) avec l’estimateur corrigé. Ligne noire :
valeur théorique, cercles rouges τ = 10, carrés verts τ = 50, triangles bleus τ = 100.
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Figure 5.15 – qˆTc : Influence du choix de τ . Les lignes noires pleines montrent la
valeur moyenne et l’écart-type de qˆTc pour diﬀérents a priori sur τ . La ligne verticale
en tireté à τ = 100 correspond à la véritable longueur de corrélation des données.
La ligne horizontale en pointillé montre la valeur théorique de q∗(n, τ).
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Conclusions et discussion
Dans ce chapitre, nous avons discouru de la question de la déﬁnition et de l’esti-
mation d’un ordre critique q∗ jusqu’auquel il est possible d’estimer correctement les
moments théoriques à partir d’une observation de taille donnée. Notre travail s’est
concentré sur deux classes très distinctes de lois aléatoires. En premier lieu, nous
avons étudié les processus i.i.d. (classe A) de type II. C’est-à-dire des lois dont tous
les moments sont ﬁnis mais dont la queue varie suﬃsamment lentement pour que
leur fonction caractéristique ne soit pas analytique en 0 (telle que par exemple, les
distributions log-normales). Ce cas apparaît dans certaines applications modernes,
telles que par exemple le REM en physique statistique, ou bien les cascades multi-
plicatives inspirées par la turbulence hydrodynamique. En contrepoint, nous nous
sommes intéressés à la classe des processus multifractals et plus particulièrement
aux accroissements d’un mouvement de Poisson composé, choisi en tant que repré-
sentant simple des processus multifractals. Pour ces deux classes de processus, on
voit apparaître un eﬀet de linéarisation : au-delà d’un certain ordre critique, mo-
ments théoriques et estimateur des moments ne coïncident plus.
Nous avons montré qu’il est possible de donner une déﬁnition formelle, quanti-
tative et uniﬁée pour cet ordre critique en combinant des eﬀets de concentration et
de taille ﬁnie qui apparaissent pour ces classes de processus. Cependant le compor-
tement de l’ordre critique s’est avéré très spéciﬁque à la classe considérée.
5 Classe A
Dans la classe A, le paramètre ρ quantiﬁant le poids de la queue de la distribution
joue un rôle prépondérant dans la croissance de l’ordre critique q∗ en fonction de
la taille de l’observation. Le cas plus standard des lois ayant une queue gaussienne
ou en loi de puissance peut d’ailleurs être retrouvé en prenant respectivement les
limites ρ→ +∞ et ρ→ 1.
Nous avons déﬁni un estimateur qui peut être appliqué sur une réalisation unique
d’un jeu de données réelles. Nous avons mené une analyse théorique et numérique,
s’appuyant sur des simulations de Monte-Carlo. Cet estimateur procure aux prati-
ciens un outil prêt à l’emploi. Des procédures Matlab implémentant ces estimateurs
sont disponibles sur requête.
La question de la dépendance au sein de ces observations a été abordée. Nous
avons montré que celle-ci dégrade la performance de l’estimateur. Cependant, nous
avons proposé une modiﬁcation simple de la procédure d’estimation pour prendre en
compte la dépendance. L’eﬃcacité de cette modiﬁcation a été éprouvée par des simu-
lations de Monte-Carlo. L’utilisation de cette procédure modiﬁée requiert seulement
une estimation grossière d’une longueur de corrélation typique parmi les observa-
97
CONCLUSIONS ET DISCUSSION
tions, qui peut être obtenue en utilisant des méthodes classiques de traitement du
signal (telle que l’estimation spectrale).
La déﬁnition et la validation d’une procédure originale et systématique intégrant
l’estimation de la longueur de corrélation typique au sein de l’estimation de q∗ est
à l’étude et sera peut-être l’objet d’une future contribution.
6 Classe B
Dans la Classe B, cet ordre critique est entièrement déﬁni par les paramètres du
processus et ne dépend pas du nombre d’échantillons présents dans l’observation :
Augmenter la taille de l’échantillon (en diminuant la période d’échantillonnage δt)
ne permet pas d’accroître l’ordre maximal des moments pouvant être évalués. Cet
ordre critique n’est pas relié non plus à la divergence des moments au-delà d’un ordre
limite qc. De plus, pour q ≥ q∗, l’estimateur des moments exhibe un comportement
en loi de puissance en fonction de l’échelle, avec un exposant d’échelle qui varie
cependant linéairement en q. L’ordre critique q∗ et la pente de ce comportement
linéaire sont prédits de manière quantitative. Ces prédictions sont obtenues en adap-
tant aux processus multifractals des arguments de physique statistique employés
dans l’analyse du REM.
La raison pour laquelle augmenter la taille d’échantillonage ne permet pas de
calculer les moments pour q > q∗ peut être comprise comme l’analogue d’une pro-
priété de non auto-moyennage des verres de spins de type REM. Ce travail rappelle
par certains côtés l’analogie qui mène, dans le contexte de l’analyse multifractale,
du formalisme thermodynamique au formalisme multifractal, analogie couramment
utilisée pour mesurer le spectre multifractal à partir de données empiriques [50, 9].
Cette contribution peut ainsi être interprétée comme un eﬀort supplémentaire
pour rendre explicite la féconde connexion entre les formalismes thermodynamiques
et multifractals, dans l’esprit de e.g., [50, 97, 9, 49], avec une emphase spéciﬁque sur
l’alliance de diﬀérentes perspectives sur l’eﬀet de linéarisation : celle de l’estimation
statistique basée sur les réalisations de trajectoires de processus stochastiques, celle
de la physique statistique et celle de l’analyse fonctionnelle des régularités locales.
Des simulations de Monte-Carlo, basées sur la synthèse numérique de réalisations
indépendantes de trajectoires du mouvement de Poisson composé et l’estimation
de rapports de participation –un outil classique de la physique statistique de la
matière condensée– ont permis de conﬁrmer ces prédictions. Ces dites prédictions,
basées sur des arguments de physique statistique de type REM, sont parfaitement
cohérentes avec celles proposées dans [74, 6], reposant sur l’analyse de la statistique
des extrêmes du formalisme multifractal. Elles procurent une interprétation de la
raison pour laquelle les moyennes temporelles ne convergent pas vers les moyennes
d’ensemble.
L’analyse poursuivie ici peut être appliquée de manière presque directe, mutatis
mutandis, à d’autres processus multifractals. C’est notamment le cas pour le mou-
vement brownien fractionnaire à temps multifractal [84], qui est obtenu en subor-
donnant le mouvement de Poisson composé à un mouvement brownien classique. Ce
processus constitue un modèle très attractif pour restituer les propriétés multifrac-
tales des données expérimentales. Des simulations de Monte-Carlo (non présentées
ici) semblables à celles décrites dans la Section 5, de ce mouvement fractionnaire en
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temps multifractal, mènent à des résultats totalement cohérents avec les conclusions
obtenues pour l’analyse du mouvement de Poisson composé.
De plus, les analyses conduites ici peuvent être naturellement étendues à des
quantités multirésolutions autres que les accroissements. Nous avons réalisé des si-
mulations Monte-Carlo sur le mouvement de Poisson composé et le mouvement
brownien fractionnaire à temps multifractal en utilisant des accroissements d’ordre
p (c’est-à-dire, des accroissements d’accroissements d’accroissements . . . ) ainsi que
des coeﬃcients en ondelettes (calculés à partir d’ondelettes mères avec un nombre va-
rié de moments nuls, voir e.g., [80]). Ces simulations mènent toutes à des conclusions
comparables.
6. CLASSE B 99
CONCLUSIONS ET DISCUSSION
100 6. CLASSE B
Troisième partie
Représentation matricielle
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Motivation
Dans la partie II, nous avons pu constater qu’on peut observer des ruptures de
convergence si on s’intéresse au comportement asymptotique de l’estimateur des mo-
ments S(n, q) le long de certaines courbes (n, q) pour des variables indépendantes.
De manière similaire, nous avons pu montrer que l’eﬀet de linéarisation de l’analyse
multifractale résulte d’une interaction non triviale entre l’échelle d’analyse, la struc-
ture de dépendance et la distribution des accroissements. Cependant, le traitement
de la corrélation dans cette partie II demeure très empirique du fait de la relative
complexité des modèles multifractals considérés. Il est donc tentant de considérer
des modèles plus simples pour lesquels il est possible d’obtenir des formes exactes
du maximum ou de la somme de variables aléatoires corrélées. Pour ce faire, il est
nécessaire de construire un modèle qui préserve autant que possible les structures
algébriques qui nous ont permis d’étudier les comportements de la somme et des
extrêmes dans le cas indépendant.
Une idée est de s’inspirer d’une classe de solutions exactes développées dans
le cadre de la physique quantique et de la physique statistique des systèmes hors
d’équilibre qui repose sur le matrix product ansatz. Un des exemples les plus connus
en physique hors d’équilibre est la classe des modèles ASEP (pour Asymmetric
Simple Exclusion Processes [41, 81, 22]) qui décrivent la diﬀusion (asymétrique)
de particules sur un réseau unidimensionnel avec exclusion (au plus une particule
par site). Ces modèles reposent sur une généralisation de la forme en produit de
la densité de probabilité jointe P (x1, . . . , xn) sous la forme d’un produit matriciel
P (x1, . . . , xn) ∝ ∏nk=1Rd(xk). Cette forme de loi préserve un certain nombre de
propriétés structurelles des lois indépendantes grâce à sa structure de produit, tout
en introduisant de la corrélation du fait des propriétés de non-commutativité des
matrices. Les propriétés statistiques du modèle sont ainsi directement liées aux pro-
priétés algébriques des matrices Rd. Ce lien entre propriétés algébriques et propriétés
statistiques a permis d’étudier en détail les propriétés statistiques du modèle ASEP
[41, 81] ainsi que bien d’autres modèles statistiques [72, 14, 46], faisant du matrix
product ansatz un outil important de la physique des systèmes hors d’équilibres.
Étude théorique des systèmes à représentation matricielle
Nous proposons cependant d’opérer un renversement de perspective. Plutôt que
d’étudier un système physique particulier à travers le prisme du matrix product
ansatz, nous nous proposons d’étudier le matrix product ansatz aﬁn de déterminer
les propriétés statistiques générales des modèles qu’il peut décrire. Une telle étude
détaillée des propriétés statistiques de ces modèles à représentation matricielle ouvre
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également des perspectives intéressantes en traitement du signal, en donnant un
exemple concret de vecteurs aléatoires dont l’auto-corrélation mais également les
ordres statistiques supérieurs sont ﬁnement contrôlés.
Une approche exhaustive dans le cas général est diﬃcile. Cependant dans les cas
des représentations de dimension ﬁnie, les propriétés algébriques des matrices Rd sont
plus régulières et le chapitre 6 décrit de manière détaillée les propriétés statistiques
de ces systèmes à représentation matricielle. Il est intéressant de noter qu’il apparaît
deux sous-classes de modèles dont les propriétés statistiques diﬀèrent fortement. La
première classe décrit des modèles, essentiellement stationnaires, dont la corrélation
à courte portée est associée à la classe des matrices diagonalisables ; tandis que la
seconde sous-classe, intrinsèquement non stationnaire, avec des corrélations à longue
portée est associée aux matrices non diagonalisables.
Synthèse
Une fois les propriétés statistiques de ces lois à représentation matricielle dé-
rivées, il est naturel de se demander s’il est possible de générer eﬃcacement des
variables aléatoires synthétiques associées à ces lois. Si la représentation sous forme
de produit de matrices de la probabilité jointe facilite le calcul des propriétés sta-
tistiques de ces lois, elle ne donne cependant guère d’indication sur une méthode
de synthèse. Cependant, il est possible de reformuler ces lois à représentation matri-
cielle comme des modèles à chaîne de Markov cachée particuliers, détaillés dans le
chapitre 7. Cette reformulation mène à une méthode de synthèse eﬃcace et ﬂexible
pour ces lois. Cependant une telle méthode de synthèse n’est pas suﬃsante pour pou-
voir utiliser directement ces lois à représentation matricielle dans des applications
en traitement du signal. En eﬀet, il est souvent nécessaire en traitement du signal
d’imposer des contraintes sur la distribution marginale, la corrélation ou d’autres
ordres statistiques. Ces contraintes ne sont guère naturelles pour les lois à repré-
sentation matricielles. Aﬁn de pouvoir utiliser ces lois en pratique, nous proposons
des sous-classes particulières de lois à représentation matricielle pour lesquelles nous
avons développé des algorithmes de résolution de ces contraintes.
Sommes et extrêmes
Une fois ces problèmes pratiques de synthèse résolus, il est intéressant de re-
venir à notre questionnement initial : peut-on facilement prévoir le comportement
asymptotique du maximum ou de la somme de variables aléatoires à représentation
matricielle. Un des intérêts de la structure en produit de matrices est qu’elle préserve
une bonne partie de la structure algébrique associée au maximum ou la somme de
lois indépendantes. Le chapitre 8 suit donc le raisonnement classique pour obtenir
une description des lois limites sous forme d’équations fonctionnelles matricielles.
Ces équations sont cependant plus complexes à résoudre que dans le cas scalaire,
nous nous proposons donc d’analyser le comportement asymptotique de la somme
et du maximum en utilisant la reformulation sous forme de modèle à chaîne de Mar-
kov cachée développée dans le chapitre 7. De manière intéressante, on voit alors
apparaître des lois limites non standards lorsque la chaîne de Markov cachée pré-
sente des transitions irréversibles. En particulier, dans le cas de la somme, on peut
montrer que, sous certaines conditions, la loi des grands nombres n’est plus vériﬁée
104 INTRODUCTION
INTRODUCTION
à cause de la présence de corrélations à l’échelle du signal.
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Chapitre 6
Caractérisation théorique des
propriétés statistiques
1 Probabilité jointe et produit de matrices
1.1 Définition et remarques générales
Inspiré par la physique statistique hors d’équilibre et notamment le modèle ASEP
(cf. e.g. [41, 81, 22]), nous proposons un cadre général pour l’analyse et la synthèse de
vecteur aléatoire Xn de taille n dont la probabilité jointe est prescrite a priori. Notre
méthode s’appuie essentiellement sur une représentation matricielle de la probabilité
jointe P(Xn) que nous allons maintenant introduire. Cette représentation matricielle
repose sur l’alliance de quatre éléments principaux. En premier lieu, pour faciliter
notre étude, nous nous limitons (sauf mention contraire) aux matrices de dimension
ﬁnie d. Le second élément est une matrice de probabilité P(x) de dimension d × d
telle que pour tout indice (i, j), Pi,j(x) soit une densité de probabilité classique.
Adjoignons à cette matrice de probabilité une matrice de structure E de dimension
d × d, non nulle et de coeﬃcients positifs. La signiﬁcation de ce nom de matrice
de structure apparaîtra plus clairement par la suite. À partir de ces deux matrices
complémentaires, nous déﬁnissons la matrice de représentation Rd(x) = E ◦ P(x).
Ici, ◦ dénote la multiplication coeﬃcients par coeﬃcients. En d’autre termes,
∀(i, j), Rd(x)i,j = Ei,jPi,j(x). (III.1)
De plus, la matrice Pi,j étant une matrice de densité de probabilité, la matrice E
n’est autre que l’intégrale de Rd(x),∫ +∞
−∞
Rd(x)dx = E . (III.2)
Une fois la matrice de représentation construite, il ne reste plus qu’à faire le lien
entre notre représentation matricielle et une densité de probabilité. Ce lien se fera
à travers une forme linéaire L sur l’espace des matrices. Utilisant la dualité entre
forme linéaire et vecteur en dimension ﬁnie, il est souvent plus agréable d’utiliser la
matrice duale A (de dimension d× d) de L déﬁnie par
∀M,L(M) = tr
(
ATM
)
. (III.3)
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Pour des raisons qui deviendront apparentes dès le prochain paragraphe, nous nous
restreignons aux matrices A non nulles et à coeﬃcients positifs. Munis de ces déﬁ-
nitions, nous nous intéressons aux vecteurs aléatoires X dont la probabilité jointe
prend la forme :
PX(x1, . . . , xn) =
L (∏nk=1Rd(xk))
L (En) . (III.4)
Si L (En) est non nulle, la positivité de E et A et l’équation (III.2) assure que
l’équation (III.4) déﬁnit bien une densité de probabilité.
Nous nommerons par la suite les vecteurs aléatoires dont la probabilité jointe peut
s’exprimer ainsi vecteur aléatoire à représentation matricielle. Il est important de re-
marquer que dans l’expression précédente le produit
∏n
k=1Rd(xk) = Rd(x1) . . .Rd(xn)
est un produit orienté ; en eﬀet le produit matriciel n’est pas commutatif contraire-
ment à la multiplication scalaire. Cette non-commutativité du produit matriciel est
essentielle parce qu’elle brise la symétrie par permutation de la probabilité jointe,
créant par contre-coup une notion de temps pour le vecteur aléatoireX. On peut éga-
lement vériﬁer que les conditions de positivité exigées sur les matrices A, E et P sont
des conditions suﬃsantes pour que la fonction multivariée déﬁnie par l’Eq. (III.4)
soit bien une densité de probabilité (i.e. positive et d’intégrale égale à 1). Toutefois,
il ne s’agit pas de conditions nécessaires. En eﬀet, la positivité des coeﬃcients des
matrices n’est pas une notion stable par changement de base. Or, pour un couple
(A, Rd) donné, il est facile de construire un second couple (A′, R′d) correspondant à
la même probabilité jointe par changement de base B. Il suﬃt de déﬁnir
A′ = B−1TABT ,
R′d(x) = BRd(x)B
−1.
(III.5)
Il est alors facile de vériﬁer que PX′ = PX . Cependant, les nouvelles matrices A′, E ′
et P ′ n’ont alors aucune raison de vériﬁer les conditions de positivité imposées aux
matrices originelles.
1.2 Marginale, moments et dépendance
À partir de la déﬁnition (III.4), il est possible d’exploiter la structure en produit
de la probabilité jointe pour calculer analytiquement nombre de propriétés statis-
tiques utilisant la commutativité de l’intégration et du produit matriciel.
Notamment, les distributions univariées s’expriment simplement comme
Pk(Xk = xk) =
∫ L (∏ni=1Rd(xi))∏i6=k dxi
L (En)
=
L (∫ Rd(x1)dx1 . . . Rd(xk) . . .Rd(xn)dxn)
L (En)
=
L
(
Ek−1Rd(xk)En−k
)
L (En) .
(III.6)
Ces équations impliquent que la probabilité marginale s’exprime forcément comme
une moyenne pondérée des distributions Pi,j
Pk(Xk = x) =
∑
i,j
ci,j,kPi,j(x). (III.7)
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Les coeﬃcients ci,j,k dépendent des matrices A et E et vériﬁent ∀k, ∑ ci,j,k = 1. Aﬁn
de simpliﬁer l’étude des moments, déﬁnissons dès à présent les matrices des moments
M(q)
M(q)i,j = Ei,j
∫
R
xqPi,j(x)dx. (III.8)
Avec ces déﬁnitions, l’expression des moments au point k est simplement
E [Xqk ] =
L(Ek−1M(q) En−k)
L(En) . (III.9)
Il est également possible d’obtenir une expression analytique de la probabilité jointe
à p variables
P(Xk1 = xk1 , . . . , Xkp = xkp) =
L
(
Ek1−1
(∏p−1
r=1 Rd(xkr)Ekr+1−kr−1
)
Rd(xkp)En−kp
)
L (En) ,
(III.10)
ce qui mène immédiatement à l’expression des moments à p points (avec qr l’ordre
associé au point kr )
E
[ p∏
r=1
Xqrkr
]
=
L
(
Ek1−1
(∏p−1
r=1M(qr) Ekr+1−kr−1
)
M(qp) En−kp
)
L(En) . (III.11)
L’Eq. (III.11) est un résultat clef puisqu’il montre que les moments du vecteur X
ne dépendent que des matricesM(q) et du couple (A, E). Les moments de X peuvent
donc être directement déduits à partir des moments des Pi,j , de la matrice de struc-
ture E et de la forme linéaire L. Cette sobriété ouvre des perspectives intéressantes
sur lequel nous reviendrons en section 2.
1.3 Condition de stationnarité
Le vecteur X ne forme pas en général une série stationnaire. Les équations (III.6)
et (III.9) montrent clairement que ce caractère non stationnaire émerge de la non-
commutativité du produit matriciel. Cependant, sous certaines conditions, il est
possible d’obtenir un vecteur stationnaire. Une condition suﬃsante particulièrement
intéressante est d’imposer la commutativité de la matrice AT et E .
[AT , E ] ≡ ATE − EAT = 0. (III.12)
Cette condition entraîne que
∀x,L (ERd(x)) = L (Rd(x)E) . (III.13)
Cette propriété permet de simpliﬁer l’expression de la distribution marginale en
PS(X = x) =
L (Rd(x)En−1)
L (En) =
∑
i,j
ci,jPi,j(x). (III.14)
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Cette expression ne dépend plus de k, toutes les composantes de X partagent donc
la même distribution marginale. De manière similaire, l’expression de la probabilité
jointe et des moments à p points devient
P(Xk1 = xk1 , . . . , Xkp = xkp) =
L
((∏p−1
r=1 Rd(xkr)Ekr+1−kr−1
)
Rd(xkp)En−(kp−k1)−1
)
L (En) ,
(III.15)
E
[ p∏
r=1
Xqrkr
]
=
L
((∏p−1
r=1M(qr) Ekr+1−kr−1
)
M(qp) En−(kp−k1)−1
)
L (En) .
(III.16)
Ces relations indiquent clairement que le vecteur X peut être considéré comme une
série temporelle stationnaire : toutes les statistiques à p points ne dépendent plus
que des diﬀérences de temps kr+1 − kr.
Les seules matrices A vériﬁant l’Eq. (III.12), ce quelle que soit la matrice E ,
sont les matrices multiples de la matrice identité. Dans ce cas, L est exactement un
multiple (scalaire) de la trace. Cependant, l’opérateur trace induit une structure de
dépendance circulaire
l ≥ 2k, E [XkXl] = E [XkXn+2k−l] , (III.17)
ce qui peut être indésirable pour certaine applications. Aﬁn d’éviter cet écueil tout
en respectant la condition de stationnarité (III.12), il suﬃt de choisir des paires spéci-
ﬁques de matrice (A, E). Un exemple particulièrement intéressant apparaît lorsqu’on
considère une matrice A déﬁnie par
Ai,j = 1
d
. (III.18)
Dans ce cas l’ensemble des matrices commutant avec A n’est autre que l’ensemble
des matrices doublement stochastiques (et leurs multiples) :
∀i, j, ∑
k
Ek,j =
∑
k
Ei,k ∈ R. (III.19)
Avec cette paire (A, E), il est facile de vériﬁer que pour toute matrice M
∀k ∈ N, L
(
MEk
)
= L (M) , (III.20)
ce qui permet de simpliﬁer fortement les équations (III.14) à (III.16). Les distribu-
tions marginales et partielles ne dépendent plus de la taille du signal n. De plus, la
distribution marginale ne dépend plus de E :
Pk(Xk = xk) = L (Rd(xk)) , (III.21)
P(Xk1 = xk1 , . . . , Xkp = xkp) = L



p−1∏
r=1
Rd(xkr)Ekr+1−kr−1

Rd(xkp)

 , (III.22)
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E
[ p∏
r=1
Xqrkr
]
= L



p−1∏
r=1
M(qr) Ekr+1−kr−1

M(qp)

 . (III.23)
Ce choix de A et de E est donc particulièrement intéressant pour l’élaboration
de séries temporelles stationnaires avec des moments prescrits a priori. Nous en
reparlerons en section 7.
2 Structure de dépendance
Les équations (III.10) et (III.11) indiquent que la matrice E joue un rôle pri-
mordial dans la structure de dépendance du vecteur X tandis que les matrices des
momentsM(q) ne contribuent à l’expression des moments qu’en tant que constantes,
certes matricielles. Plus précisément, la structure de dépendance deX va dépendre ﬁ-
nement du comportement des puissances Ek de cette matrice de structure E . Suivant
le caractère diagonalisable ou non de la matrice E , cette structure de dépendance
sera radicalement diﬀérente. Une étude précise des formes potentielles de Ek et leurs
implications sur la corrélation s’impose donc.
2.1 Matrice de structure diagonalisable
Commençons donc par le cas le plus simple et le plus familier et supposons que E
est une matrice diagonalisable de valeurs propres distinctes λ1, . . . , λr (avec r ≤ d).
Il est alors possible de décomposer E en r matrices E1, . . . , Er telles que :
Ek =
r∑
i=1
λkiEi, (III.24)
ce qui permet en utilisant la linéarité de L de réécrire l’Eq. (III.6)
Pk(Xk = x) =
∑
i,j∈{1,...,r}2 λ
k−1
i λ
n−k
j L (EiRd(x)Ej)∑r
i=1 λ
n
i L (Ei)
, (III.25)
faisant apparaître explicitement la dépendance en k de la distribution marginale du
k-ème coeﬃcient. Cette forme fait d’ailleurs écho avec l’Eq. (III.7) étant donné que
le terme L (EiRd(x)Ej) correspond à une combinaison linéaire des Pi,j. De même,
pour les statistiques à deux points (i.e. la corrélation), l’équation générale (III.11)
se simpliﬁe en :
E [XkXl] =
∑
i,j,m∈{1,...,r}3 λ
k−1
i λ
n−l
j λ
|l−k|−1
m L (EiM(1)EmM(1)Ej)∑r
i=1 λ
n
i L (Ei)
. (III.26)
Dans le cas stationnaire, cette expression peut être simpliﬁée davantage et devient
E [XkXl] =
∑
j,m λ
n−2
j
(
λm
λj
)|l−k|−1L (M(1)EmM(1)Ej)∑r
i=1 λ
n
i L (Ei)
. (III.27)
Cette dernière équation dévoile une structure en somme pondérée d’exponentielles
exp(−(|l − k| − 1)(lnλj − lnλm)) pour la fonction de covariance. Si nous nommons
rM le nombre de modules distincts parmi les valeurs propres λk, le nombre d’échelles
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de temps τj,m = (ln |λj| − ln |λm|)−1 distinctes est au plus rM(rM − 1)/2 =
(
rM
2
)
. La
dimension d de la matrice E impose donc une limite sur la complexité potentielle de
la fonction de corrélation.
Ce comportement en somme d’exponentielles décroissantes de la corrélation est
toujours valide dans le cas non stationnaire même si les équations ne sont pas aussi
claires. Cependant, si une des valeurs propres domine en module les autres valeurs
propres, il est possible de faire émerger un comportement asymptotique simple même
dans le cas général. Supposons donc que |λ1| > |λk| et que L (E1) 6= 0. Le terme de
normalisation est alors asymptotiquement dominé par
L (En) ∼ λn1L (E1) , n→ +∞. (III.28)
En injectant cette forme asymptotique dans l’Eq. (III.6), on obtient une forme sim-
pliﬁée de la distribution marginale
Pk(Xk = x) =
∑
i,j
λk−1i λ
n−k
j
L (EiRd(x)Ej)
L (En) ∼
L (E1Rd(x)E1)
λ1L (E1) . (III.29)
De même, Eq. (III.26) devient
E [XkXl] ∼
∑
i
(
λi
λ1
)|l−k|−1 L (E1M(1)EiM(1)E1)
L (E1)λ21
. (III.30)
Ces équations montrent que dans le cas d’une matrice E diagonalisable avec une
valeur propre dominante, chaque composante du vecteur X partage asymptotique-
ment la même distribution marginale. De plus, la fonction d’autocovariance aux
points k et l s’écrit comme une somme d’exponentielles ne dépendant plus que de la
distance |k − l|. Dans la limite n→ +∞, le vecteur X est donc asymptotiquement
quasi-stationnaire.
2.2 Matrice de structure non diagonalisable
Dans le cas non diagonalisable, le panorama est radicalement diﬀérent. Les corré-
lations exponentielles s’eﬀacent pour laisser la place à des structures de corrélations
bien plus exotiques. Pour aborder en douceur ces cas exotiques, contentons-nous
tout d’abord d’une matrice non diagonalisable classique E = Id + H , où Id est la
matrice identité et H est une matrice nilpotente d’ordre p + 1 (i.e. Hp+1 = 0 et
Hp 6= 0). Les puissances de E sont alors
Ek =
p∑
j=0
(
k
j
)
Hj, (III.31)
ce qui permet de réécrire l’Eq. (III.6) en
Pk(Xk = x) =
∑
i,j≤p
(
k−1
i
)(
n−k
j
)
L (H iRd(x)Hj)∑p
i=1
(
n
i
)
L (H i) . (III.32)
De façon similaire, la fonction de covariance devient :
E [XkXl] =
∑
i,j,m≤p
(
k−1
i
)(|l−k|−1
m
)(
n−l
j
)
L (H iM(1)HmM(1)Hj)∑p
i=1
(
n
i
)
L (H i) . (III.33)
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Aﬁn de mieux comprendre ces équations, il est intéressant d’étudier leurs comporte-
ments asymptotiques. Dans la limite n→ +∞, on sait que(
n
p
)
∼ n
p
p!
, n→ +∞. (III.34)
Si L (Hp) 6= 0, cela implique que
Pk(Xk = x) =
∑
i,j≤p
(
k − 1
i
)(
n− k
j
)L (H iRd(x)Hj)
L (En)
∼ ∑
i+j=p
(
p
i
)(
k
n
)i (
1− k
n
)j L (HjRd(x)Hj)
L (Hp) .
(III.35)
Comparé avec l’Eq. (III.25), ce résultat montre que la distribution marginale de Xk
est un mélange de distributions dont les poids dépendent de la position relative k/n
plutôt que de la position absolue k comme dans le cas E diagonalisable.
La fonction de covariance diﬀère fortement, elle aussi, du cas diagonalisable
E [XkXl] ≈
∑
i+j+m=p
 p!
i!m!j!
(
k
n
)i ( |l − k|
n
)j (
1− l
n
)m L (H iM(1)HjM(1)Hm)
L (Hp)

 . (III.36)
La présence des termes algébriques
( |l−k|
n
)j
indique l’existence de corrélations à
longue portée qui s’étendent sur l’ensemble du vecteur X.
À partir de ce choix particulier de matrice non diagonalisable E , il est possible
d’esquisser le comportement du cas général. Pour une matrice E quelconque, la
décomposition de Jordan de E en blocs diagonaux permet de se ramener à une
combinaison des deux cas précédents. Et on peut voir que dans le cas le plus général,
la fonction de covariance peut être décomposée comme une somme de produits
d’exponentielles décroissantes et de fonctions algébriques.
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Chapitre 7
Application pratique à la synthèse
de signaux
1 Motivation
Le traitement du signal moderne requiert très souvent de générer numériquement
des données synthétiques de façon rapide et eﬃcace tout en garantissant certaines
de leurs propriétés statistiques (distributions marginales, covariance, spectre, distri-
bution multivariée, . . . ) prescrites a priori et, ce, avec un degré de ﬁabilité contrôlé.
C’est par exemple le cas lorsqu’on souhaite mesurer et vériﬁer les performances de
nouvelles analyses statistiques. Le calcul théorique de ces performances peut, dans
certains cas, s’avérer trop complexe pour être mené à bien, et ce particulièrement
lorsqu’on souhaite utiliser ces outils sur des données réelles, dont les propriétés ne
sont pas parfaitement connues. Une alternative dans ces situations est alors de re-
courir à des simulations de Monte-Carlo. Les performances sont alors mesurées en
moyennant les performances obtenues sur des réalisations indépendantes de données
synthétiques conçues pour être aussi proches que possible des données réelles. Un
autre exemple est fourni par les méthodes Bayésiennes d’estimation, qui nécessitent
généralement l’usage de méthodes de Monte Carlo par chaînes de Markov (MCMC)
[15] ou des schémas de résolution basés sur des méthodes variationnelles (cf. e.g.,
[106, 21]) pour générer numériquement des copies indépendantes d’hyperparamètres
avec des distributions (potentiellement complexes) dérivées du formalisme Bayésien.
Dans le cas de synthèse numérique de séries temporelles gaussiennes, avec une
covariance imposée, la méthode de synthèse par Circulant Embedded Matrix (cf.
[42, 39, 35] ) est considérée de nos jours comme l’état de l’art et est largement
utilisée. Cette méthode a été étendue pour la synthèse de séries temporelles gaus-
siennes multivariées, avec des auto-covariances et des covariances croisées imposées,
notamment dans [109, 32] (mais aussi [65] comme variation).
La synthèse de séries temporelles non gaussiennes s’est révélée être bien plus
complexe. La prescription de la distribution jointe complète s’avère diﬃcile à réali-
ser tandis que la covariance et les distributions marginales ne suﬃsent plus à déﬁnir
complètement le processus. De nombreuses approches ont été proposées pour ré-
soudre ces problèmes (e.g., [58, 66] et les références qui y sont présentes pour une
revue du sujet). D’autre stratégies reposent sur des techniques par substituts (surro-
gates) : en partant de données réelles (expérimentales) originales issues du problème
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analysé, des copies de substitution sont obtenues en redistribuant aléatoirement un
des attributs des données (par exemple la phase de sa transformée de Fourier) tout
en maintenant les autres ﬁxés (l’amplitude de sa transformée de Fourier) (cf. e.g.,
[103]). Récemment, une méthode par transport optimal a été proposée, tentant de
modiﬁer itérativement la distribution jointe des vecteurs aléatoires pour atteindre
une cible donnée a priori [24]. Le cadre théorique des simulations par chaînes de
Markov oﬀre une autre alternative et une vaste classe de solutions, se focalisant
sur les propriétés de la dynamique locale sans emphase explicite sur la distribution
jointe du processus. Les procédures par chaînes de Markov sont aussi largement uti-
lisées pour la synthèse de réalisations indépendantes de vecteurs aléatoires avec des
propriétés imposées (cf. e.g., [33] pour une revue).
Dans la suite, nous proposons d’utiliser nos modèles de variables aléatoires à re-
présentation matricielle pour mettre au point une méthode alternative de synthèse
de signaux. L’avantage d’utiliser des variables aléatoires à représentation matricielle
réside dans le fait que nous connaissons exactement la densité de probabilité jointe.
De plus, comme nous l’avons détaillé dans la chapitre 6, il est relativement aisé
de déduire les moments et autres statistiques à k points à partir de ces représenta-
tions matricielles. Il est donc tentant d’utiliser cette classe de variables aléatoires
pour construire des signaux synthétiques aux propriétés très contrôlées, notamment
aﬁn de pouvoir tester la robustesse de certains estimateurs vis-à-vis des statistiques
d’ordres élevés.
Dans la section 2, nous commencerons par réinterpréter le modèle théorique par
représentation matricielle comme un cas particulier de modèle à chaîne de Markov
cachée, ce qui fait émerger une procédure de synthèse numérique rapide et eﬃcace ;
nous explicitons ensuite comment atteindre des distributions marginales et autres
propriétés statistiques ciblées. Enﬁn, la section 4 présente deux ensembles diﬀérents
d’exemples pédagogiques ayant pour but d’illustrer l’eﬃcacité et la versatilité de
notre méthode. En premier vient un jeu de séries temporelles dont les distributions
marginales, fonction de covariances et statistiques d’ordre 4 ont été imposées a priori.
En second, un jeu de vecteurs aléatoires, avec des marginales diﬀérentes pour chaque
composante, est synthétisé et nous montrons comment il est possible de régler la
corrélation et la statistique d’ordre 4 au sein des composantes des vecteurs sans
altérer la distribution marginale desdits vecteurs.
2 Modèle par chaîne de Markov cachée
Si la déﬁnition de X à partir de sa distribution jointe P(X) (i.e. l’Eq. (III.4)) est
élégante et pratique pour le calcul des propriétés statistiques, elle n’oﬀre malheureu-
sement pas de moyen clair pour construire et synthétiser eﬃcacement les variables
aléatoires associées. Nous allons montrer que ce modèle peut être reformulé comme
un modèle à chaîne de Markov cachée aﬁn de pallier ce défaut, gagnant par là-même
un outil très intéressant pour la compréhension des propriétés statistiques de X.
La première étape de cette reformulation consiste malheureusement à développer
le produit matriciel apparaissant dans l’Eq. (III.4). Étendre la formule classique
(ABC)i,j =
∑
k,l ai,kbk,lcl,j au produit de n matrices, nous donne
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Figure 7.1 –Graphe de transition. Exemple pour d = 6 et E = α0Id+α1Jd+α2J2d
(α0 + α1 + α2 = 1) où Jd est une matrice de saut circulaire (cf. Eq. (III.53))
P(x1, . . . , xn) =
∑
Γ
κ(Γ)
n∏
k=1
P(xk)Γk−1,Γk, (III.37)
avec Γ ≡ {Γ0, . . . ,Γk, . . . ,Γn} ∈ [1, . . . , d]n+1 et
κ(Γ) =
AΓ0,Γn
L(En)
n∏
k=1
EΓk−1,Γk , (III.38)
où
∑
Γ κ(Γ) = 1. Par conséquent, κ(Γ) et P(X) peuvent être interprétés respective-
ment comme la fonction de probabilité de Γ et comme un mélange pondéré par κ(Γ)
de lois dont la densité est déﬁnie par le produit
∏n
k=1PΓk−1,Γk(xk).
Pour la seconde étape, appelons Γ≥t l’ensemble des chaînes commençant à l’indice
t et s’arrêtant à l’indice n−1 : Γ≥t ≡ (Γt, . . . ,Γn−1). Pour une paire donnée (Γ0,Γn),
l’Eq. (III.38) implique que :
P(Γk = j|Γ0 = γ0, . . .Γk−1 = γk−1) =
Eγ0,γ1 . . . Eγk−1,j
∑
Γ≥k+1 Ej,Γk+1 . . . EΓn−1,Γn
Eγ0,γ1 . . . Eγk−2,γk−1
∑
Γ≥k Eγk−1,Γk . . . EΓn−1,Γn
= Eγk−1,j
(
En−k
)
j,Γn
(En−k+1)γk−1,Γn
= P(Γk = j|Γk−1 = γk−1).
(III.39)
Ainsi Γ est une chaîne de Markov inhomogène à d états avec une matrice de transition
à l’étape k déﬁnie par :
P(Γk = j|Γk−1 = i) = Ei,j
(
En−k
)
j,Γn
(En−k+1)i,Γn
. (III.40)
En d’autres termes, la matrice E peut être interprétée comme la base de la matrice
de transition de la chaîne de Markov sous-jacente Γ, comme l’illustre la Fig. 7.1.
De plus, l’Eq. (III.38) nous permet de calculer explicitement la distribution de
l’état initial (Γ0,Γn) de la chaîne :
P(Γ0 = i,Γn = j) =
Ai,j(En)i,j
L (En) . (III.41)
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Alliant ces résultats, il est possible de synthétiser numériquement le vecteur X
en utilisant un modèle de chaîne de Markov cachée avec quatre variables cachées :
l’état courant Γk, l’état précédent Γk−1 et la paire formée par les états initial et ﬁnal
(Γ0,Γn). En combinant les Eqs. (III.40) et (III.41), l’algorithme de synthèse peut
être esquissé en 2 étapes
Étape 1 : Initialisation :
Utiliser l’Eq. (III.41) pour générer les états Γ0 et Γn.
Étape 2 : Itération pour k = 1, . . . , n :
Étape 2.1 : Choisir aléatoirement un état Γk, selon les probabilités de tran-
sition données par l’Eq. (III.40) ;
Étape 2.2 : Générer Xk selon PΓk−1,Γk .
SiAi,j = 1/d (cf. l’Eq. (III.18)) et E est doublement stochastique (cf. l’Eq. (III.19)),
il peut être montré qu’il n’y a nul besoin de ﬁxer a priori l’état ﬁnal Γn.
Si on réécrit dans ces conditions, l’équation (III.40), on obtient
P(Γk = j|Γk−1 = i) = Ei,j
∑d
f=1
(
En−k
)
j,f∑d
f=1 (En−k+1)i,f
. (III.42)
Or, si la matrice E est doublement stochastique, En−k et En−k+1 le sont également
et par conséquent
P(Γk = j|Γk−1 = i) = Ei,j. (III.43)
La chaîne de Markov devient alors homogène et les Eqs. (III.40) et (III.41) peuvent
être réécrites en :
P(Γk = j|Γk−1 = i) = Ei,j, (III.44)
P(Γ0 = i) =
1
d
. (III.45)
De telles simpliﬁcations impliquent que E est exactement la matrice de transition
de la chaîne de Markov Γ. De plus, l’état initial de cette chaîne de Markov Γ0 est
distribué uniformément.
En outre, il est intéressant d’évaluer le coût algorithmique de cette procédure.
Dans le cas général où E n’est pas inversible, la complexité algorithmique est dominée
par le coût associé au calcul des puissances de matrices Ek, ce qui mène à une
complexité totale en O(d3n ln n) (avec un algorithme de multiplication matricielle
en O(d3) et un algorithme de calcul de puissance en O(lnn) ). Si E est inversible,
le coût global est ramené à O(d3n) (puisque une seule multiplication matricielle est
requise à chaque étape). Avec le choix de matrices E doublement stochastiques et
Ai,j = 1/d, le coût algorithmique n’est plus que O(n ln d). Par conséquent, notre
procédure de synthèse s’adapte eﬃcacement non seulement pour des signaux de
grande taille (n grand) mais aussi pour des structures de dépendances complexes
(grande dimension d). Il est d’ailleurs potentiellement aisé d’optimiser plus avant
l’algorithme pour des cas spéciﬁques, par exemple pour des matrices de structures
E creuses.
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3 Conception pratique
Dans la section précédente, nous avons mis en évidence un algorithme de syn-
thèse pour les vecteurs aléatoires dont la probabilité jointe s’exprime sous la forme
matricielle décrite par l’Eq. (III.4). Cependant s’il est intéressant théoriquement de
prescrire exactement la densité de probabilité jointe, il s’agit d’une contrainte bien
trop forte et artiﬁcielle pour des applications pratiques. Il est plus naturel de décom-
poser cette contrainte en deux sous-contraintes plus simples et plus amènes en ﬁxant
a priori les lois marginales du vecteur X en premier lieu et en second lieu la structure
de dépendance (corrélation et autres statistiques d’ordres plus élevés). Les sections 1
et 2 montrent qu’il ne peut exister au plus
(
rM
2
)
échelles de temps distinctes au sein
des fonctions de corrélations (avec rM le nombre de valeurs propres de module dis-
tincts). Le choix de la dimension d limite donc la complexité de la structure de
dépendance. La forme précise de cette structure de dépendance est déterminée par
le choix conjoint de E et A (i.e., stationnarité, covariance). La section 4 explicite ce
lien dans un cas particulier intéressant et propose une méthode pour choisir E et A
en fonction de la structure de dépendance souhaitée.
Pour la suite, nous nous intéressons à la question du choix de la fonction matri-
cielle P(x) pour E et A ﬁxés. Par souci de simplicité, nous discuterons tout d’abord
du cas stationnaire avant de considérer les extensions possibles pour les cas non-
stationnaires. Nous avons donc deux contraintes à satisfaire : une contrainte sur
la distribution marginale du vecteur X mais aussi une contrainte sur la fonction
de dépendance. La contrainte sur la dépendance peut être décomposée en deux
sous-parties. Les matrices E et A déterminent la forme générale de la dépendance,
c’est-à-dire le nombre de longueurs de corrélations potentielles distinctes et les pé-
riodes associées. Les détails spéciﬁques (les coeﬃcients) dépendent des matrices de
moments M(q) et par conséquent de la matrice de probabilité P. Il est vital de
noter que cela implique que les contraintes sur les fonctions de covariances et la
distribution marginale ne sont pas indépendantes : le choix de P ﬁxe simultanément
la distribution marginale (comme indiqué par l’Eq. (III.7)) et les coeﬃcients gouver-
nant les amplitudes relatives des structures de dépendance, à travers les matrices
M(q) (cf. l’Eq. (III.11)). De plus, la distribution marginale impose des contraintes
non triviales sur l’ensemble des matricesM(q) accessibles. Par exemple, l’Eq. (III.14)
implique que :
M(1)i,j < Ei,jE [X|X > x] , x ≡ F−1S (1− ci,j), (III.46)
avecX généré selon PS (comme déﬁni par l’Eq. (III.14)), et FS la fonction cumulative
associée à la distribution marginale PS. La diﬃculté réside donc dans la mise au point
d’une approche numérique qui permette d’obtenir facilement des lois à marginales
et matrice des moments ﬁxées de façon conjointe. Aﬁn d’essayer de séparer ces
deux contraintes, nous proposons de construire la fonction matricielle P(x) à partir
d’une procédure de normalisation d’une matrice de fonctions réelles ("strictement")
positives gi,j(x)
ci,jPi,j(x) = gi,j(x)∑
l,m gl,m(x)
PS(x). (III.47)
Avec cette paramétrisation la contrainte (III.14) est automatiquement vériﬁée. Ce-
pendant, aﬁn d’assurer que tous les Pi,j soient bien des distributions, les gi,j doivent
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satisfaire l’équation suivante :
∫ gi,j(x)∑
l,m gl,m(x)
PS(x)dx = ci,j. (III.48)
En factorisant gi,j(x) en gi,j(x) = µi,jhi,j(x), il est possible d’utiliser le degré de
liberté fourni par µ ≡ {µi,j} pour résoudre l’équation précédente pour un h donné :
∫
µ[h]i,jhi,j(x)∑
l,m µ[h]l,mhl,m(x)
PS(x)dx = ci,j. (III.49)
En injectant la solution µ[h] de l’Eq. (III.49) dans l’Eq. (III.47) on obtient :
P[h]i,j(x) = µ[h]i,jhi,j(x)
ci,j
∑
l,m µ[h]l,mhl,m(x)
PS(x). (III.50)
La dernière étape consiste alors à trouver un h tel que
M(q)i,j = Ei,j
∫
xqP[h]i,j(x)dx (III.51)
où les matrices M(q) sont les matrices des moments ﬁxées a priori. Cette para-
métrisation de P(x) par la matrice de fonctions h permet essentiellement de réin-
terpréter l’équation (III.8) comme une équation non-linéaire en h. Aﬁn de résoudre
l’Eq. (III.51), nous limitons en pratique les fonctions h à une famille de noyaux para-
métrés Kp : hi,j(x) = Kpi,j(x). Un choix naturel pour les paramètres du noyau serait
d’utiliser des paramètres vectoriels avec autant de degré de liberté que le nombre
d’ordres de moments ﬁxés a priori. Par exemple, lorsque la marginale souhaitée est
une loi normale et que M(1) et M(2) sont ﬁxées a priori, il est naturel (mais non
obligatoire) de sélectionner Km,σ = Nm,σ. D’autres exemples seront donnés en sec-
tion 4. Une fois ces bases théoriques posées, les équations (III.49) à (III.51) peuvent
être résolues numériquement, étape par étape. Des exemples de résultats obtenues
par cette méthode seront détaillés en section 4 et illustrés par la Fig. 7.4.
Pour résumer, on peut dérouler la construction d’un vecteur aléatoire Xn, avec
une marginale et une structure de dépendance ﬁxée, en quatre étapes
1. Choisir d, E et A en accord avec la structure de dépendance souhaitée.
2. Sélectionner les matrices des moments M(q) pour obtenir les bons coeﬃcients
de dépendance.
3. Déﬁnir une famille de noyaux Kp.
4. Résoudre les Eqs. (III.49) à (III.51) aﬁn de construire la matrice de distribu-
tions P en accord avec la distribution marginale Pk.
Une implémentation en Matlab de cette procédure a été réalisée. Les sources sont
disponibles sur demande. Le potentiel pratique de cette méthode est exploré plus
avant dans la section 4 où des exemples simples (et pédagogiques) sont présentés et
détaillés.
Dans le cas général non-stationnaire, l’algorithme décrit plus haut ne peut être
utilisé à cause du trop grand nombre de contraintes qui apparaissent. Cependant,
si on restreint le cas non-stationnaire au cas des matrices E diagonales supérieures
par bloc décrit en section 4.2 (qui est suﬃsamment riche pour décrire tous les cas
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utilisables en pratique), il est alors aisé d’étendre l’algorithme en l’appliquant de
façon indépendante pour chacune des composantes du vecteur (non-stationnaire) X.
Comme illustré dans la section 4.2, l’alliance de cette structure de matrice en blocs
et de l’algorithme décrit précédemment donne naissance à un outil général et eﬃcace
pour la synthèse numérique de vecteurs aléatoires.
4 Illustrations
Dans cette section, nous allons tenter d’illustrer tout le potentiel de la construc-
tion générale décrite plus haut dans deux contextes spéciﬁques. Tout d’abord, nous
revisiterons le cas des vecteurs stationnaires X, c’est-à-dire le problème de la syn-
thèse de séries temporelles stationnaires. Ensuite, nous illustrerons la ﬂexibilité avec
une série de trois exemples trivariés partageant les distributions marginales et les
mêmes corrélations.
4.1 Série temporelle stationnaire
Matrice de structure circulaire
Pour façonner des séries temporelles stationnaires, nous sélectionnons la matrice
Ai,j = (1/d) associée avec une matrice E doublement stochastique :
E =
d−1∑
k=0
αkJ
k
d ,
d−1∑
k=0
αk ≡ 1, (III.52)
où Jd ∈Md(R) est déﬁnie par :
Jd =


0 1 0 · · · 0
...
. . . . . . . . .
...
...
. . . . . . 0
0
. . . 1
1 0 · · · · · · 0


, (III.53)
et J0d = Id est la matrice identité. Il est aisé de vériﬁer que [AT , Jd] = 0. Par suite,
[AT , E ] = 0 et Xn est stationnaire. De plus, les valeurs propres de Jd sont bien
connues, il s’agit des racines d-ème de l’unité. Si on appelle ω = exp(2ıπ/d), les
valeurs propres λi de E s’expriment simplement comme :
λi =
d−1∑
k=0
αkω
ik, i = 1, . . . , d. (III.54)
Les vecteurs propres de Jd ont eux aussi une expression simple :
Bi,j = ωij. (III.55)
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Avec ces déﬁnitions, il est utile d’opérer un changement de base pour se placer dans
la base des vecteurs propres de E :
A˜ = BAB−1 =


0 . . . 0
... . . .
0
... 1


E˜ = B−1EB =


λ1 0
. . .
0 λd


M˜(q) = B−1M(q)B.
(III.56)
Ces calculs mènent à une expression intéressante des dépendances à deux points :
E [Xq1k X
q2
l ] =
∑
i
λk−li M˜(q1)d,iM˜(q2)i,d. (III.57)
Pour simpliﬁer les notations, déﬁnissons le vecteur colonne (CM˜(q))k =
∑
i M˜(q)i,k,
le vecteur ligne (LM˜(q))k =
∑
j M˜(q)k,j et la transformée de Fourier discrète (norma-
lisée) d’un vecteur v :
F(v)k = 1
d
d∑
l=1
vle
2ıpikl
d =
1
d
∑
l
vlω
kl. (III.58)
Avec ces nouvelles notations, l’Eq. (III.57) devient
E [Xq0X
q
t ]− E [Xq0 ]E [Xqt ] =
⌊d/2⌋∑
k=1
mkRe
{
F(RM˜(q))kF(CM˜(q))ke−
t−1
τk λt−1k
}
,
(III.59)
où ⌊z⌋ représente la partie entière de z, mk = 1 si 2k = d et mk = 2 sinon, et Re {}
dénote la partie réelle d’un complexe. Dans ce cas spéciﬁque, il n’y a qu’au plus ⌊d/2⌋
échelles de temps distinctes dans le signal. Comme exemple pédagogique, choisir
E = α0Id+α1Jd (où α0+α1 = 1) nous permet d’analyser plus en profondeur la forme
de la fonction de covariance. Les valeurs propres de E s’écrivent λk = α0+α1e 2ıpikd ce
qui peut se mettre sous la forme λk = e
− 1
τk e
±ı 2pi
Tk , k = 1, . . . ⌊d/2⌋. En combinant ces
résultats avec l’Eq. (III.59), on montre que τk = −1/ ln |λk| et Tk = 2π/ arg(λk) sont
les échelles de temps et périodes caractéristiques de la structure de dépendance ; ces
échelles et périodes dépendent donc du choix conjoint de d et α0.
On peut aller plus loin et obtenir un développement asymptotique de τk : τk ≈α0α1→0[
α0α1
(
1− cos 2πk
d
)]−1
. De plus, accroître d augmente simultanément le nombre
d’échelles de temps distinctes et le rapport entre la plus petite et plus grande de ces
échelles caractéristiques. Plus précisément, on a asymptotiquement (pour α0α1 → 0)
λ1
λd
∼ (d/2π)
2
2
. (III.60)
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Figure 7.2 – Synthèse numérique. Deux séries temporelles diﬀérentes avec la
même distribution marginale (une gaussienne de moyenne nulle et de variance σ = 1),
la même fonction de covariance (choisie pour être une fonction δ de Dirac) mais des
fonctions de covariance de leur carré diﬀérentes, et donc une distribution jointe
diﬀérente (α0 = 0.98). À gauche X, à droite Y . Première ligne, une réalisation de la
série temporelle. Ensuite, de haut en bas, distribution marginale estimée (ligne noire
pleine) et théorique (lignes en tiret colorées), fonction de corrélation et fonction de
corrélation des carrés.
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Exemple
Pour illustrer le potentiel de notre construction théorique couplée avec notre
méthode de synthèse, nous proposons un exemple pédagogique. Tout d’abord, nous
souhaitons construire une série stationnaire de marginale gaussienne P (x) = N0,1,
avec une fonction d’autocovariance qui consiste en une fonction de Dirac δ (i.e.,
aucune corrélation et M(1) ≡ 0), mais avec une structure de dépendance ﬁxée
par la statistique d’ordre 4, c’est-à-dire par le choix de M(2). Par déﬁnition, X ne
peut être un processus conjointement gaussien (sa distribution jointe diﬀère en eﬀet
d’une loi gaussienne multivariée). En second lieu, nous utilisons les mêmes d, A et
E , pour construire une seconde série temporelle Y de taille n, indépendante de X
et partageant la même distribution marginale et la même fonction d’autocovariance.
Cependant, les fonctions d’autocovariance des carrés de X et Y –et par conséquent
leur distribution jointe– diﬀèrent (via une matrice M(2) diﬀérente).
Pour ces exemples, nous choisissons d = 6 pour obtenir trois échelles de temps
distinctes et E = α0Id + α1Jd (α0 + α1 = 1) dans un souci de simplicité. Avec ces
choix, les trois échelles de temps disponibles sont :
τ1 ≈
α1→0
2
α1
, τ2 ≈
α1→0
2
3α1
, τ3 ≈
α1→0
1
2α1
. (III.61)
Les deux séries X et Y diﬀèrent seulement par l’autocovariance de leur car-
rés (E [X20X
2
t ]− E [X20 ]E [X2t ]). Cela implique que leur matrices M(2) doivent diﬀé-
rer. Une simpliﬁcation intéressante à ce point est de considérer les matrices M(2)
de la forme M(2) = α0D + α1DJd où D est une matrice diagonale. Dans ce cas,
l’Eq. (III.59) se simpliﬁe plus avant en :
E [Xq0X
q
t ]− E [Xq0 ]E [Xqt ] =
⌊d/2⌋∑
k=1
mk|F(diag(D))k|2Re
{
(α0 + α1ωk)e
− t−1
τk e
2πı t−1
Tk
}
,
(III.62)
où diag(D)i = Di,i est le vecteur diagonal de la matrice D. Par suite, choisir pour
X,
Di,i =

σ1 i pairσ2 sinon , σ1 + σ2 = 1 (III.63)
entraîne que seulement τ3, c’est-à-dire la plus courte des échelles de temps, apparaît
dans l’auto-covariance de X2 :
E
[
X20X
2
t
]
− E
[
X20
]
E
[
X2t
]
=
(σ1 − σ2)2
4
(α0 − α1)t. (III.64)
Inversement, imposer pour Y
Di,i =

σ1 i ≤ 3σ2 i > 3 , σ1 + σ2 = 1 (III.65)
implique que τ1 et τ3 contribuent simultanément à l’autocovariance de Y 2 :
E
[
Y 20 Y
2
t
]
− E
[
Y 20
]
E
[
Y 2t
]
=
(σ1 − σ2)2
36
[
(α0 − α1)t + 4Re
{
(2− α1 −
√
3ıα1)λt−11
}]
.
(III.66)
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Cependant, τ1 ≈ 4τ3 est prépondérant pour les grands t et constitue donc le terme
dominant.
Avec ces choix pédagogiques et documentés deM(2) pour X et Y , nous pouvons
utiliser les procédures numériques décrites en section 3, avec un noyau gaussien
Km,σ(x) = exp(−(x − m)2/(2σ2)), pour construire la matrice de distribution Pi,j .
La méthode par chaîne de Markov cachée introduite en section 2 est ensuite utilisée
pour synthétiser les signaux X et Y . L’analyse des signaux synthétisés est reportée
en Fig. 7.2. Cette ﬁgure présente pour X (à gauche) et Y (à droite) un exemple
de réalisation de la série temporelle, une comparaison des distributions marginales
estimées et souhaitées, des fonctions de covariance, et des fonctions de covariance
du carré de la série (de haut en bas). En résumé, la Fig. 7.2 montre clairement que
X et Y partage la même distribution marginale et la même covariance mais avec
des distributions diﬀérentes (comme nous le souhaitions).
En utilisant le même algorithme de synthèse, il est possible de construire bien
d’autres exemples de séries temporelles partageant la même distribution marginale,
la même corrélation mais diﬀérant en termes de distributions jointes. Cela ouvre d’in-
téressantes perspectives pour tester la dégradation des performances d’estimateurs
classiques face à de la corrélation d’ordre supérieur.
4.2 Vecteur aléatoire
Conception multivariée :
Considérons maintenant la question de la synthèse de vecteurs aléatoires dont
les composantes sont inter-dépendantes et possèdent des distributions marginales
diﬀérentes. Comme nous l’avons vu dans la section 2, pour une dimension d ﬁxée,
lorsque n augmente, X a tendance à devenir stationnaire. Une méthode pour circon-
venir cet inconvénient est d’augmenter la taille (d) de la matrice Rd simultanément
avec la taille du vecteur Xn. Une possibilité est alors de choisir d = (n + 1)d∗, cela
couplé avec une structure triangulaire (supérieure) par bloc aﬁn de ne pas accroître
plus que nécessaire le nombre de degrés de liberté :
Rd(x) =


0d∗ R
(1)
d∗ (x) 0d∗
0d∗
. . .
0d∗ R
(n)
d∗ (x)
0d∗ 0d∗

 , (III.67)
où 0d∗ est un bloc de zéros de taille d∗×d∗ et R(k)d∗ est une famille de d∗×d∗ matrices,
déﬁnie comme pour l’Eq. (III.1) :
R
(k)
d∗ (x) = E (∗k)P(∗k)(x),
∫ +∞
−∞
P(∗k)i,j (x)dx = 1.
Pour compléter ce tableau, nous lui adjoignons la matrice A suivante
A =


0d∗ . . . 0d∗
...
...
A∗ . . . 0d∗

 , (III.68)
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où A∗ est une matrice de coeﬃcients positifs de taille d∗ × d∗. De plus, si on déﬁnit
L∗ (M) = tr
(
A∗TM
)
(en tant que forme linéaire sur les matrices de dimension
d∗ × d∗), l’Eq. (III.4) devient :
P(x1, . . . , xn) =
L∗
(∏n
k=1R
(k)
d∗ (xk)
)
L∗ (∏nk=1 E (∗k)) . (III.69)
En se limitant au cas E (∗k) = E∗, la distribution jointe se simpliﬁe en :
P(x1, . . . , xn) =
L∗
(∏n
k=1R
(k)
d∗ (xk)
)
L∗ ((E∗)n) . (III.70)
La distribution jointe décrite par l’Eq. (III.70) consiste en une légère variation
sur le thème de l’Eq. (III.4), où l’immuable matrice de représentation Rd(x) a été
remplacée par une matrice de représentation variable R(k)d∗ (x). Les expressions gé-
nérales (III.67) et (III.68) montrent que cette variation n’est rien de plus qu’une
notation pratique, mais qui, au ﬁnal, est équivalent au cas développé précédemment.
Tous les résultats développés dans les sections 1 à 7 s’appliquent donc pleinement.
Cela signiﬁe notamment qu’il est aisé de retrouver les expressions analytiques
de la distribution marginale, des distributions jointes partielles (à p points) et des
moments :
Pk(Xk = xk) =
1
L ((E∗)n) L
(
(E∗)k1−1R(k)d∗ (xk) (E∗)n−k
)
, (III.71)
P(Xk1 = xk1 , . . . , Xkp = xkp) =
1
L ((E∗)n)
L

(E∗)k1−1

p−1∏
r=1
R
(kr)
d∗ (xkr) (E∗)kr+1−kr−1

R(kp)d∗ (xkp) (E∗)n−kp

 , (III.72)
E
[ p∏
r=1
Xqrkr
]
=
1
L((E∗)n)
L

(E∗)k1−1

p−1∏
r=1
M (∗kr) (qr) (E∗)kr+1−kr−1

M (∗kp) (qp) (E∗)n−kp

 ,
(III.73)
avecM (∗k) (q) =
∫ +∞
−∞ x
qR
(k)
d∗ (x)dx. Avec cette structure très particulière de la matrice
Rd, chaque composante du vecteur aléatoire X est relativement indépendante des
autres. Notamment, les distributions univariées de Xk ne dépendent que de P(∗k).
De plus, les formes spéciﬁques de la matrice A et Rd imposent que la chaîne de
Markov cachée Γ commence dans le premier bloc diagonal supérieur (de taille d∗)
et ﬁnit dans le dernier bloc diagonal supérieur. En d’autres termes, à chaque pas k,
la chaîne de Markov cachée se déplace du kème bloc au (k + 1)ème en suivant une
transition i, j qui correspond à une loi de probabilité appartenant au bloc R(k)d∗ .
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Figure 7.3 – Distributions bivariées de Xn (à gauche), Y n (au milieu) et Zn(À
droite), pour les pairs de composantes 1-2 (en haut), 2-3 (milieu) et 1-3 (en bas).
Pour chacun des vecteurs aléatoires : à gauche : p = 0.1. À droite : p = 0.8.
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Figure 7.4 – Distributions marginales Pk (lignes pleines) pour Xn (à gauche), Y n
(au milieu) et Zn (à droite) et les ci,j,kPi,j correspondant (lignes en pointillés), pour
les composants X1, Y1, Z1 (en haut), X2, Y2, Z2 (au milieu) et X3, Y3, Z3 (en bas).
Exemple trivarié
Nous allons maintenant expliciter la construction de deux vecteurs aléatoires
trivariés diﬀérents X = (X1, X2, X3) et Y = (Y1, Y2, Y3). Leurs marginales seront
ﬁxées a priori à une distribution gaussienne N0,1 pour X1 et Y1, une distribution Γ,
avec un paramètre de forme α = 2 et un paramètre d’échelle β = 1 pour X2 et Y2,
et une autre distribution Γ avec α = 1 et β = 2 pour X3 et Y3. Pour illustrer le
potentiel de notre méthode, X et Y auront également les mêmes corrélations, mais
des distributions jointes diﬀérentes.
Tout d’abord, nous ﬁxons la dimension d∗ = 2. Par simplicité, la matrice de
structure sera E∗ = α0Id + α1Jd avec de plus A∗i,j = (1/d∗). Ensuite, pour contrôler
la corrélation, la matrice des moments M (∗k) (1) est ﬁxée, pour les deux vecteurs, à
(k = 1, 2, 3) :
M (∗k) (1) = E∗ ◦
(
mk,1 mk,1
mk,2 mk,2
)
, (III.74)
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avec la contrainte que :
mk,1 +mk,2 = 2E [Xk] .
Si on déﬁnit ∆k = mk,1 −mk,2, la covariance s’écrit
Cov [X1, X2] = Cov [Y1, Y2] = (1− 2α0)∆1∆2,
Cov [X2, X3] = Cov [Y2, Y3] = (1− 2α0)∆2∆3,
Cov [X1, X3] = Cov [Y1, Y3] = (1− 2α0)2∆1∆3.
Ainsi, la covariance de deux composantes successifs dépend linéairement de α0, et, si
∆k∆l > 0, cette covariance est maximum pour α0 = 1, nulle à α0 = 0.5 et minimum
pour α0 = 0.
On peut alors forcer les distributions jointes trivariées à être diﬀérentes en ﬁxant
les matrices des moments M (∗k) (q) d’ordre q = 2 à des valeurs diﬀérentes. Celles de
X sont ﬁxées à :
M (∗1) (2) = E∗ ◦
(
1 1
1 1
)
, M (∗3) (2) = E∗ ◦
(
4.5 4.5
11.5 11.5
)
,
M (∗2) (2) = E∗ ◦
(
4.5 4.5
7.5 7.5
)
;
(III.75)
tandis que pour Y , nous choisissons :
M (∗1) (2) = E∗ ◦
(
0.5 0.5
1.5 1.5
)
, M (∗3) (2) = E∗ ◦
(
8 8
8 8
)
.
M (∗2) (2) = E∗ ◦
(
2.75 2.75
9.25 9.25
)
.
(III.76)
La construction précise des matrices P(∗k) suit alors la procédure développée en
section 3, avec un noyau gaussien Km,σ(x) = exp(−(x−m)2/(2σ2)). Les matrices de
probabilité P(∗k) résultant de cette procédure n’ont que deux composantes distinctes.
La Fig. 7.4 montre de quelle manière les probabilités (pondérées) ci,j,kP(∗k)i,j sont
combinées aﬁn d’obtenir les distributions Pk pour Xn (à gauche) et Y n (au milieu).
De plus, en changeant le noyau K utilisé pour découper P(∗k)i,j , il est possible de
varier aisément la probabilité jointe tout en satisfaisant le même jeu de contraintes.
Le choix du noyau K introduit donc une versatilité intéressante dans la procédure
de construction des matrices P(∗k). Par exemple, K pourrait être choisi pour cor-
respondre à la famille des distributions Γ, voire à l’union des familles de densité
gaussiennes et Γ. Aﬁn d’illustrer cette versatilité, construisons donc un troisième
vecteur aléatoire trivarié Zn, partageant les mêmes distributions marginale et co-
variances que Xn et Y n (Zn possède en fait exactement les même matrices de mo-
ments M (∗k) (1) et M (∗k) (2) que Xn), mais obtenu avec un noyau non classique
Km,σ(x) = (0.1 + ((x−m)/σ)2) exp(−((x−m)/σ)2).
Les distributions bivariées partielles (à cause des diﬃcultés inhérentes à la repré-
sentation d’une distribution trivariée sur du papier essentiellement bidimensionnel)
sont représentées sur la Fig. 7.3 pour les paires (X1, X2) (ligne du haut), (X2, X3)
(ligne du milieu) et (X1, X3) (ligne du bas) pour Xn (bloc de gauche), Y n (bloc
du milieu) et Zn (bloc de droite), dans le cas d’une covariance négative (colonne
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de gauche dans chaque bloc) et positive (colonne de droite). Ces ﬁgures montrent
clairement que, quelles que soit les paires considérées, les distributions bivariées (et
a fortiori les distributions jointes trivariées) diﬀèrent pour les trois vecteurs, bien
que leurs composantes aient les mêmes distributions univariées et corrélations. En
complément, la Fig. 7.4 montre que les distributions marginales ciblées Pk sont ob-
tenues par un mélange des densités ci,j,kP(∗k)i,j générées par l’algorithme décrit en
section 3. Il est à noter que dans le contexte particulier des exemples proposés, ce
mélange fut limité (pour un souci de simplicité) pour n’impliquer que deux densi-
tés P(∗k) diﬀérentes pour chaque composante alors que d∗ × d∗ = 4 distributions
distinctes auraient pu être utilisées dans le cas général. De façon intéressante, une
comparaison pour chacune des composantes entre les trois vecteurs (i.e., pour une
ligne donnée) illustre le fait que la même distribution marginale Pk est reconstituée
en utilisant diﬀérents mélanges de densités ci,j,kP(∗k)i,j pour chacun des trois vecteurs,
ce qui constitue une des signatures potentielles du fait que les distributions jointes
de Xn, Y n et Zn diﬀèrent.
Nos exemples trivariés furent choisis ici en tant que compromis, suﬃsamment
simples pour être pédagogiques (Il est encore possible de lire facilement trois dis-
tributions jointe partielles de paires de composantes) mais aussi suﬃsamment com-
plexes pour illustrer le potentiel et la richesse de notre méthode. Il est assez facile
de construire d’autres exemples multivariés.
4.3 Exemple en dimension infinie
Il est possible de généraliser la procédure de synthèse décrite ci-dessus pour géné-
rer des variables aléatoires dont la représentation matricielle est de dimension inﬁnie.
En dimension inﬁnie, la déﬁnition de la classe des opérateurs considérée devient bien
plus délicate. Néanmoins, on peut commencer par se limiter aux matrices E inﬁnies
possédant un nombre ﬁni de coeﬃcients non nuls pour chaque colonne. On peut, par
exemple, considérer la matrice Ek∈Z,l∈Z déﬁnie par
Ek,l = δl+1,k + δl−1,k. (III.77)
Cette matrice E modélise un mouvement brownien sur l’espace Z des états. La
ﬁgure 7.6 présente une présentation schématique de la structure de la matrice E et
du mouvement brownien associé. Cette matrice est doublement stochastique, il est
alors intéressant de déﬁnir L par
L (M) = ∑
k∈Z
Mk,0. (III.78)
Avec cette déﬁnition de L et E la chaîne de Markov résultante est homogène. Il ne
reste ensuite plus qu’à choisir la matrice des distributions P, par exemple des lois
normales, avec
Pk,l = Nµ=l,σ=5. (III.79)
La Fig. (7.5) donne un exemple d’une réalisation d’un tel processus.
On peut cependant construire des matrices E plus exotiques. On peut par exemple
simuler un déplacement le long d’un arbre binaire complet de profondeur inﬁnie.
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Figure 7.5 – Exemple d’une réalisation de X dans le cas où E correspond à une
matrice de transition d’un mouvement brownien sur Z.
0-1-2 1 2
Figure 7.6 – Esquisse de la structure de la matrice E sur Z. Chaque ligne k de la
matrice correspond à une position sur l’axe Z. Les coeﬃcients non nuls de la matrice
correspondent à des sauts soit vers la gauche soit vers la droite.
Appelons B = {(p, k), 0 ≤ k < 2p, p ∈ N} l’ensemble des couples d’entier corres-
pondant à une position dans un arbre binaire. On peut ensuite déﬁnir une matrice
E(p,k)∈B,(q,l)∈B par

E(p,k),(0,0) = 12
(
δ(1,0),(p,k) + δ(1,1),(p,k)
)
,
E(p,k),(q,l) = 14
(
δ(q+1,2l),(p,k) + δ(q+1,2l+1),(p,k) + 2δ(q−1,⌊ l
2
⌋),(p,k)
)
.
(III.80)
La Fig. 7.8 présente une vue simpliﬁée de la structure de cette matrice E . On peut
ensuite allier cette matrice E avec
L (M) =∑
t∈B
Mt,(0,0), (III.81)
et
P(p,k),(q,l) = Nµ=k 2−p,σ=2−p . (III.82)
Une illustration d’un tel processus est visible sur la Fig. (7.7).
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Figure 7.7 – Exemple d’une réalisation de X dans le cas où E correspond à une
matrice de transition d’un mouvement brownien sur un arbre binaire complet.
D’autres exemples sont bien sûr possibles, les deux cas présentés plus haut ne
constituent qu’un bref aperçu des possibilités des variables aléatoires à représenta-
tion matricielle inﬁnie. Ce sujet n’a cependant pas pu être abordé en profondeur au
sein de cette thèse, par manque de temps.
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(0,0)
(1,0) (1,1)
(2,0) (2,1) (2,2) (2,3)
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Figure 7.8 – Esquisse de la structure de la matrice E sur l’arbre binaire B. Chaque
ligne (p, k) de la matrice correspond à une position dans l’arbre binaire B. Les
coeﬃcients non nuls de la matrice correspondent à des sauts soit vers le nœud père
(s’il existe) soit vers un des deux nœuds ﬁls .
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Chapitre 8
Sommes et extrêmes revisités
1 Motivation
Il est possible de synthétiser des variables aléatoires dont la probabilité jointe
possède une représentation matricielle en utilisant les modèles à chaînes de Markov
cachées proposés au chapitre 7. Nous allons montrer dans ce chapitre que ces mo-
dèles de chaînes de Markov cachées peuvent aussi être utilisés pour caractériser le
comportement de la somme ou du maximum de ces variables aléatoires. Cela nous
permettra également de réinterpréter les diﬀérences fondamentales entre le cas E
diagonalisable et E non diagonalisable comme une conséquence de la structure de
graphe induite par E . Cette structure de graphe est également étroitement liée à
l’apparition de distributions limites non standards pour la somme et le maximum
dans certaines situations. Aﬁn de fermer le cercle, nous conclurons sur l’apparition
d’une rupture potentielle de la loi des grands nombres pour les matrices E non
diagonalisables.
2 Équations matricielles
Nous nous intéressons au comportement de la somme
S(X) =
n∑
k=1
Xk, (III.83)
ou du maximum
M(X) = max
k=1...n
{Xk} (III.84)
des composantes d’un vecteur aléatoire X de taille n à représentation matricielle.
Un des avantages des représentations matricielles est la facilité avec laquelle il est
possible d’exprimer les sommes et maxima. En eﬀet, si on considère le maximum
sur une réalisation du processus matriciel, on a
P (X1, . . . , Xn < x) =
1
L (En)L
(
n∏
i=1
∫ x
−∞
Rd (xi) dxi
)
,
=
1
L (En)L
((∫ x
−∞
Rd(t)dt
)n)
.
(III.85)
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Si on déﬁnit la fonction cumulative matricielle F par
F (x) =
∫ x
−∞
Rd(t)dt, (III.86)
on obtient alors
P (X1 < x. . . . , Xn < x) =
L (F(x)n)
L (En) . (III.87)
On retrouve donc un résultat très similaire au cas i.i.d. (cf. Chapitre I), si ce n’est
que la fonction cumulative a été remplacée par une fonction cumulative matricielle
F , qu’un terme de normalisation L (En) est apparu, complété par la projection L.
On peut remarquer que dans le cas scalaire, ces termes disparaissent et on retrouve
bien les relations classiques.
On a un résultat très similaire pour la somme de variables aléatoires, si on
s’intéresse à la fonction caractéristique de la somme S :
φS(z) = E
[
e−ız
∑n
i=1
Xi
]
,
=
1
L (En)L
(
n∏
i=1
∫ +∞
−∞
e−ızxiRd (xi) dxi
)
.
(III.88)
Par suite, si on déﬁnit la fonction caractéristique matricielle
Φ(z) =
∫ +∞
−∞
e−ızxRd (x) dx, (III.89)
on peut simpliﬁer l’équation précédente en
φS(z) =
L (Φ(z)n)
L (En) . (III.90)
On retrouve exactement le même type de relation que dans le cas du maximum.
Maxima et sommes continuent donc de partager une structure mathématique com-
mune dans le cas des processus à représentation matricielle. Il serait donc possible
d’utiliser ces représentations matricielles pour caractériser l’ensemble des lois limites
possibles pour S et M . Toutefois, certaines diﬃcultés apparaissent rapidement. La
déﬁnition des lois stables n’est pas triviale en présence d’une taille explicite du signal.
De plus, la déﬁnition des distributions limites elles-mêmes peut poser problème. En
eﬀet, on peut déﬁnir deux formes diﬀérentes de stabilité pour ces distributions. Par
exemple, pour le maximum, on peut d’abord, considérer une condition de stabilité
sur F (ou Φ dans le cas de la somme) :
F(anx+ bn) = F(x)
n
L (En) . (III.91)
Cette équation ressemble fortement à une version matricielle de l’équation fonction-
nelle classique qui caractérise les lois max-stables dans le cas i.i.d.,
F (anx+ bn) = F (x)n. (III.92)
Cette formulation est néanmoins problématique puisque F n’a pas vraiment de sens
physique (ou statistique) ; seule L (F) en a un. Une formulation plus exacte pour les
distributions limites serait alors
L (F(anx+ bn)) = L (F(x)
n)
L (En) . (III.93)
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Il semble diﬃcile de résoudre exhaustivement cette équation fonctionnelle dans le
cas général. Alternativement, nous avons vu dans le chapitre 7 qu’il est possible de
réinterpréter les processus à représentations matricielle comme des modèles à chaîne
de Markov cachée. Cette interprétation n’est ﬁnalement qu’une manière diﬀérente
d’aborder les produits de matrices précédents. Elle présente l’avantage qu’il est pos-
sible de réutiliser en grande partie les résultats déjà connus sur les propriétés de
convergence des chaînes de Markov.
3 Modèle à chaîne de Markov cachée
Dans la reformulation sous forme de modèle à chaîne de Markov cachée, nous
savons que
P(x1, . . . , xn) =
∑
Γ
κ(Γ)
n∏
i=1
PΓi,Γi+1(xi). (III.94)
La probabilité κ(Γ) de la chaîne Γ s’écrit
κ(Γ) =
AΓ1,Γn+1
L (En)
n∏
i=1
EΓi,Γi+1. (III.95)
En utilisant cette formulation, il est possible de séparer la synthèse du vecteur aléa-
toire X en deux étapes distinctes. Tout d’abord, la chaîne de Markov Γ est générée.
Ensuite, la réalisation de Γ détermine quelles sont les lois aléatoires (indépendantes)
utilisées pour générer X. Notre approche est fondée sur une simple remarque : pour
une chaîne de Markov donnée Γ, il est très simple d’établir la fonction cumulative
de M ou la fonction caractéristique de S puisque les composantes de X sont indé-
pendantes à Γ ﬁxée, i.e.,
P(x1, . . . , xn|Γ) =
n∏
i=1
PΓi,Γi+1(xi). (III.96)
Dans le cas du maximum, on a donc
F ΓM(x) =
n∏
i=1
FPΓi,Γi+1 (x). (III.97)
Si on considère Ni,j le nombre de fois que la chaîne Γ passe par la transition i→ j
Ni,j = card{k,Γk = i et Γk+1 = j}, (III.98)
on peut réécrire l’équation (III.97) sous la forme
F ΓM(x) =
∏
1≤i,j≤d
FPi,j (x)
Ni,j . (III.99)
La loi suivie par le maximum ne dépend donc que de Pi,j et Ni,j pour une chaîne
Γ ﬁxée. De plus, une fois que l’on connaît F ΓM , obtenir la cumulative dans le cas
général revient juste à intégrer sur toutes les chaînes possibles Γ
FM(x) =
∑
Γ
κ(Γ)F ΓM(x). (III.100)
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Si on s’intéresse à la somme S, on retrouve le même type de résultat pour la
fonction caractéristique le long d’une chaîne
φΓS(x) =
∏
1≤i,j≤d
φPi,j (x)
Ni,j , (III.101)
et la fonction caractéristique globale
φS(x) =
∑
Γ
κ(Γ)φΓM(x). (III.102)
Que ce soit dans le cas du maximum et de la somme, il est donc inutile de
connaître précisément le comportement de Γ, il suﬃt de connaître le comportement
de Ni,j. On peut voir ce phénomène comme une conséquence de la commutativité et
de l’associativité de la somme ou du maximum. Puisque la somme et le maximum
sont invariants par permutation des termes, il n’est pas nécessaire de savoir dans
quel ordre (Γ) on eﬀectue la somme (ou prend le maximum) des composantes de X
et on peut se contenter de connaître la nature globale (résumée par Ni,j) des termes
sommés (ou maximisés).
La question est donc de savoir s’il est possible de prédire le comportement de Ni,j
pour les chaînes de Markov que nous considérons. Les chaînes Γ ne sont cependant
pas des chaînes homogènes, ce qui rend le problème plus complexe et intéressant. En
exploitant la riche littérature sur les chaînes de Markov et les matrices de voisinage,
il est cependant possible de caractériser précisément le comportement de la somme et
du maximum. Aﬁn de considérer simultanément le cas de la somme et du maximum,
nous appellerons F la fonction naturelle associée, i.e., la cumulative dans le cas du
maximum et la fonction caractéristique pour la somme et nous noterons X⊕ pour
indiquer soit la somme soit le maximum. Avec cette notation, les équations (III.101)
et (III.99) peuvent être fusionnées en
F
(
X⊕
)Γ
(x) =
∏
1≤i,j≤d
FPi,j (x)
Ni,j . (III.103)
Cette formulation permet d’étudier simultanément le comportement de la somme
et du maximum en utilisant leur structure algébrique commune. À partir de là, il
suﬃt d’arriver à décrire le comportement de Ni,j. Comme on peut s’y attendre, le
cas général est complexe. Il est cependant possible de réduire le cas général à un sys-
tème équivalent plus simple. Pour ce faire, il est tout d’abord nécessaire d’analyser
les diﬀérents types de comportements possibles de la chaîne Γ. On peut distinguer
deux cas diﬀérents. Le premier cas correspond à une chaîne irréductible dans lequel
le système va être mélangé rapidement. La corrélation du système est donc forcément
à courte portée. Il s’agit du cas le plus simple que nous étudierons dans la section
4. Le deuxième cas correspond aux chaînes réductibles pour lesquelles il existe des
transitions "irréversibles". Nous reviendrons plus en détail sur la déﬁnition de ces
transitions irréversibles. Cependant, dans notre étude, nous commencerons par étu-
dier des chaînes réductibles simples, c’est-à-dire des chaînes Γ dont la matrice E peut
être décomposée en E = Id +H où H est une matrice nilpotente. Pour ces chaînes
simples, toutes les transitions non diagonales (i.e. la partie nilpotente de E) sont
irréversibles. Pour donner une idée du type de système considéré, nous étudierons
en premier lieu le cas des chaînes réductibles simples à deux états dans la section
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Figure 8.1 – Exemple de graphe de matrice E irréductible. L’arête i → j n’est
présente que si Ei,j 6= 0.
5 avant d’aborder le cas des chaînes réductibles simples à d états dans la section 6.
Enﬁn, nous concluerons en montrant dans la section 7 qu’il est possible de décrire
le cas général en le réduisant à un modèle simpliﬁé de chaînes réductibles simples
en utilisant notre connaissance des chaînes irréductibles.
4 Chaînes irréductibles
4.1 Chaînes homogènes
Le cas le plus simple correspond au cas où les chaînes Γ sont des chaînes de
Markov homogènes de matrice de transition E irréductible. On dit qu’une matrice
E est une matrice irréductible si elle est fortement connectée, i.e.,
∀i, j, ∃n, (En)i,j > 0. (III.104)
Une manière pratique de visualiser cette notion de matrice irréductible est d’observer
le graphe orienté G(E) associé à la matrice E : chaque nœud de ce graphe correspond
à une ligne (ou une colonne) de la matrice E . On ajoute ensuite une arête i → j si
et seulement si Ei,j 6= 0. La matrice E est alors irréductible si et seulement si, pour
tout couple de nœuds i, j du graphe G(E), il existe un chemin de i vers j et un
chemin de j vers i. Un exemple de matrice E irréductible est donné par la ﬁgure 8.1.
Si la matrice E est irréductible, le théorème de Perron-Frobenius [94] implique qu’il
existe un ensemble de r (r divisant d) valeurs propres dominantes λk de module ν
telles que
λk = νωk−1r (III.105)
où ωr = eı
2pi
r . Grâce à l’existence de ces valeurs propres dominantes (et la nature
homogène de la chaîne), on peut montrer que les chaînes Γ vont rapidement mélanger
le système, ce qui permet d’obtenir le théorème ergodique suivant [94] : il existe des
constantes αi,j ∈ R+ telles que, pour presque toutes les chaînes Γ,
lim
n→+∞
Ni,j
n
= αi,j. (III.106)
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Le taux de transition Ni,j est donc prévisible et nous pouvons donc réécrire
l’Eq. (III.103) sous la forme
FΓX⊕(x) =

 ∏
1≤i,j≤d
FPi,j (x)
αi,j

n . (III.107)
On peut donc exprimer F comme un produit pondéré de fonctions naturelles élevées
à la puissance n. Cette forme suggère de construire une variable aléatoire synthétique
i.i.d. W telle que
FW (x) =
∏
i,j
FPi,j (x)
αi,j . (III.108)
Si on considère le maximum ou la somme W⊕ de n copies i.i.d. de W , la fonction
naturelle de W⊕ est alors
FW (x) =
∏
i,j
FPi,j (x)
αi,jn = FΓX⊕(x). (III.109)
Les fonctions naturelles de W⊕ et X⊕ coïncident donc. Grâce à l’isomorphisme
entre fonction naturelle et variables aléatoires, cela signiﬁe que W⊕ et X⊕ sont de
mêmes lois. Le comportement du maximum (respectivement de la somme) de X est
donc identique à celui du maximum (respectivement la somme) de n variables i.i.d.
Wk. Par conséquent, pour décrire le comportement asymptotique de X⊕, il suﬃt
d’appliquer les résultats classiques sur la somme ou le maximum de variables i.i.d.
à la variable synthétique W : les lois limites de la somme et du maximum X sont
donc forcément des lois limites standards.
4.2 Chaînes non homogènes
Il faut cependant noter que dans le cas général les chaînes de Markov ne sont
pas homogènes, puisque les probabilités de transition pour une chaîne d’état ﬁnal f
sont de la forme
P(Γk+1 = j|Γk = i) = Ei,j
(
En−k
)
j,f
(En−k+1)i,f
. (III.110)
Cependant, si E est irréductible et si on se trouve suﬃsamment loin de l’état ﬁnal,
cette chaîne de Markov inhomogène peut être approchée par une chaîne de Markov
homogène. Si la matrice E est apériodique et si on note µ(k) le vecteur propre associé
à la valeur propre λk de E , avec pour i 6= 1, |λ1| > |λi| on a
P(Γk+1 = j|Γk = i) ≈ Ei,j
µ
(1)
j
λ1µ
(1)
i
. (III.111)
Loin de l’état ﬁnal, la chaîne de Markov Γ se comporte donc comme une chaîne
de Markov homogène. On retrouve le même type de comportement sur une chaîne
périodique. En premier lieu, si la chaîne est périodique on peut associer un ordre
o : N→ Z/rZ à chaque état tel que
µ
(k)
i = µ
(1)
i ω
ko(i)
r , (III.112)
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ce qui permet de montrer que si n− k + o(i) ≡ o(f)[r]
P(Γk+1 = j|Γk = i) ≈ Ei,j
µ
(1)
j
λ1µ
(1)
i
. (III.113)
On peut donc bien approcher la chaîne Γ par une chaîne de Markov homogène même
dans le cas périodique lorsqu’on est suﬃsamment éloigné de l’état ﬁnal. De plus, la
convergence de la matrice de transition vers la matrice homogène se fait de manière
exponentielle en n− k, le temps de convergence est donc trop court pour perturber
le comportement ergodique de la chaîne dans la limite n→ +∞.
Les matrices E irréductibles correspondent donc au cas facile et peu intéressant
lorsqu’on étudie le comportement de la somme et du maximum. Or, dans notre étude
des propriétés statistiques des processus à représentation matricielle au chapitre 6,
nous avions mis en évidence que ces propriétés statistiques diﬀèrent fortement selon
que E est diagonalisable ou non. On peut donc se demander quels sont les liens
entre la classe des matrices E diagonalisables et celle des matrices E irréductibles.
On peut commencer par remarquer que les matrices diagonalisables ne sont pas
nécessairement irréductibles. Par exemple, les matrices E diagonales sont diagonali-
sables mais pas irréductibles. Réciproquement, une matrice irréductible peut ne pas
être diagonalisable. Cependant, il faut noter que dans ce cas le comportement de Γ
sera dominée par la présence d’un ensemble de valeurs propres dominantes d’espace
propre de dimension 1, et asymptotiquement la structure de corrélation de X sera
semblable à celle d’une matrice diagonalisable.
5 Chaîne réductible simple à deux états
Les cas intéressants apparaissent donc si on considère les matrices E non irréduc-
tibles. Pour faciliter la lecture, nous appellerons par la suite "matrices réductibles" de
telles matrices et "chaînes réductibles", les chaînes dont la matrice E est réductible.
Le cas général est cependant assez complexe, nous allons l’aborder étape par étape.
Dans un premier temps, nous nous restreindrons à l’étude des chaînes réductibles
"simples" dont la matrice de structure E peut s’écrire sous la forme
E = Id +H, (III.114)
où H est une matrice nilpotente d’ordre p+ 1 ∈ N :
p+ 1 = min{p,Hp = 0, p ∈ N}. (III.115)
Dans cette section, nous nous focaliserons sur le cas particulier des chaînes réduc-
tibles simples à deux états. Ce modèle simple permet déjà de mettre en lumière
l’existence de lois limites non standards dans le cas du maximum et de la somme,
mais aussi l’existence d’une rupture de la loi des grands nombres. Il nous permettra
également d’introduire les notions nécessaires pour traiter le cas moins spéciﬁque
des chaînes réductibles simples à d états.
Nous commençons donc par l’exemple le plus simple possible d’une matrice E
réductible
E =
(
1 1
0 1
)
. (III.116)
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1
2
Figure 8.2 – Structure de la matrice E . Seules les arêtes non nulles sont représentés.
La matrice E n’est pas irréductible car il n’existe pas de chemin de l’état 2 vers l’état
1 comme le montre la Fig. 8.2. Les puissances de E sont
Ek =
(
1 k
0 1
)
. (III.117)
On déﬁnit L par
A =
(
0 1
0 0
)
. (III.118)
Avec ces déﬁnitions, seules les chaînes Γ qui commencent dans l’état 1, restent un
certain temps dans cet état puis basculent dans l’état 2, sont possibles.
En d’autres termes, toutes les chaînes de probabilité non nulle sont de la forme
Γ(l)k =

1 k < l,2 k ≥ l. (III.119)
De plus, si on utilise l’Eq. (III.95) pour calculer les probabilités des chaînes Γ(l), on
obtient
1 ≤ l ≤ n, P
(
Γ = Γ(l)
)
=
1
n
. (III.120)
Toutes les chaînes Γ(l) sont équiprobables, ce qui implique que
p(N1,1 = k) = p(N2,2 = k) =
1
n
,
p(N1,2 = k) = δk,1.
(III.121)
Les Ni,i suivent donc une loi uniforme, avec toutefois la contrainte que N1,1+N2,2 =
n − 1. Contrairement au cas irréductible, Ni,j
n
ne converge pas presque sûrement
vers une constante déterministe. Ici la chaîne de Markov ne mélange pas les états
initiaux, elle les sépare en deux blocs indépendants dont la taille ﬂuctue fortement.
La diﬃculté par rapport à la section 4 consiste donc à normaliser simultanément
ces deux blocs et ce quel que soit l. À partir de ce point, il est nécessaire de scinder
en deux l’étude de la somme et du maximum, car leur comportement vis-à-vis de la
normalisation diﬀère fortement.
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5.1 Maximum
Pour ce faire, si on renomme Yk les variables aléatoires i.i.d. du premier bloc (i.e.,
1 ≤ k < l, Yk ≡ Xk) et Zk les variables i.i.d. du second bloc (i.e., 1 ≤ k ≤ n− l, Zk ≡
Xl+k) on peut réécrire le maximum M(X|Γ) comme
M(X|Γ) = max{ max
k=1...l−1
{Yk}, max
k=1...(n−l)
{Zk}, Xl} (III.122)
Si on normalise M(X|Γ(l)) avec la suite (an, bn), on peut négliger la variable de
transition Xl et obtenir
M(X|Γ(l))− bn
an
=
max
{
maxk=1...l−1{Yk} − bn
an
,
maxk=1...(n−l){Zk} − bn
an
,
Xl − bn
an
}
.
(III.123)
On obtient donc exactement la même normalisation sur les deux blocs. Sauf cas
particuliers, sur lesquels nous reviendrons plus tard, la normalisation devrait égale-
ment permettre de négliger la variable de transition Xl – notamment lorsque Y et
X ne sont pas majorés. Supposons pour l’instant qu’une telle normalisation (an, bn)
existe, si on note xn = anx+bn, on peut alors calculer F limΓ(l) la distribution cumulative
associée à la chaîne Γ(l). Nous avons
Fα,n(x) = FY (xn)αnFZ(xn)(1−α)n
∼ exp
(
n
[
αF Y (xn) + (1− α)FZ(xn)
])
.
(III.124)
Pour obtenir la convergence en distribution de Fα,n(x), il est nécessaire que
(an, bn) vériﬁe
∃f, lim
n
nFY (xn) = f(x), (III.125)
∃g, lim
n
nFZ(xn) = g(x). (III.126)
On peut d’ores et déjà noter que ces équations correspondent aux conditions stan-
dards d’existence d’une distribution limite pour le maximum des Y et celui des Z.
Les lois limites de cumulative F limY (x) = exp (−f(x)) et F limZ = exp (−g(x)) sont
donc soit des lois limites standards soit une loi limite dégénérée, c’est-à-dire soit une
masse ponctuelle en 0, soit une "masse ponctuelle" en −∞.
Si on injecte ensuite ces limites (III.125) et (III.126) dans l’équation (III.124),
on obtient la distribution limite Fα pour le chemin Γ(l)
Fα,n(xn) →
n→+∞ F
lim
α (x) ≡ eαf(x)+(1−α)g(x). (III.127)
On peut ensuite intégrer sur l’ensemble des valeurs de α pour obtenir la fonction
cumulative du maximum dans le cas général
F lim(x) =
∫ 1
0
eαf(x)+(1−α)g(x)dα, (III.128)
ce qui conduit à
F lim(x) =
ef(x) − eg(x)
f(x)− g(x) =
f + g
2
+
f 2 + fg + g2
6
+
+∞∑
k=3
∑k
l=0 f
lgk−l
(k + 1)!
. (III.129)
On obtient donc une loi limite qui est un mélange continu des deux lois limites
standards (mais potentiellement dégénérées) F limY et F
lim
Z .
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5.2 Lois limites pour le maximum
On peut ensuite caractériser l’ensemble des lois limites et les domaines d’attrac-
tions correspondant. Premièrement, les conditions (III.125) et (III.126) ne peuvent
être vériﬁées que si Y et Z appartiennent à un domaine d’attraction standard.
Appelons ζY et ζZ les paramètres de ces domaines d’attraction. On peut supposer
sans perte de généralité que ζY ≥ ζZ . La diﬃculté est alors de trouver une suite
de normalisation (an, bn) qui soit compatible avec X et Z simultanément. Pour ce
faire, considérons les suites de normalisation classiques (an, bn) et (cn, dn) associées
respectivement à Y et Z, i.e.
MY (n)− bn
an
D→ FζY ,
MZ(n)− dn
cn
D→ FζZ .
(III.130)
Trois cas se présentent alors : les suites de normalisation peuvent être compatibles
entre elles, une des suites peut dominer l’autre ou il est également possible qu’au-
cune des deux ne dominent l’autre sans qu’elles soient compatibles. Elles peuvent
par exemple se dominer alternativement. Dans ce cas, il n’existe pas de loi limite
correspondante.
Compatibilité :
Les suites (an, bn) et (cn, dn) sont compatibles entre elles si
limn→+∞
an
cn
= γ ∈ R+∗,
limn→+∞ bn−dnan = δ ∈ R.
(III.131)
Si deux suites de normalisation sont compatibles, on a pour une suite de variables
aléatoires Xn
Xn − an
bn
D→ L⇔ Xn − cn
dn
D→ γ(L+ δ). (III.132)
En d’autres termes, si deux suites de normalisation sont compatibles, elles mènent
à la même distribution limite à une dilatation et une translation près. Les suites
de normalisation (an, bn) ne peuvent être compatibles entre elles que si ζY = ζZ .
Cependant cette condition n’est pas suﬃsante. L’équation (III.131) implique que les
suites (an, bn) et (cn, dn) ne sont compatibles entre elles que si

limx→+∞ FYFZ (x) = c ∈ R si ζ > 0.
yf = xf et F
−1
Y (x) ∼t→yf F−1Z (t) si ζ = 0.
yf = xf et limx→yf
FY
FZ
(x) = c ∈ R si ζ < 0.
(III.133)
Dans ce cas de ﬁgure, la distribution limite sera donc un mélange continu d’une loi
limite standard et d’une version translatée ou dilatée de celle-ci. Plus précisément,
si ζ > 0, on peut choisir comme suite de normalisation (an = F
−1
Y (1/n), bn = 0) ; la
loi limite de Z est donc forcément une dilatation de la loi limite de Y . On obtient un
résultat identique si on considère le cas ζ < 0. En eﬀet, pour ζ < 0, on peut choisir
comme suite de normalisation (an = yf − F−1Y (1/n), bn = yf), d’où il résulte que
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Figure 8.3 –
Illustration des lois limites non standards (en trait plein rouge) pour ζ = −1.5 à
gauche, ζ = 0 au centre et ζ = 2 à droite. Les lois non standards résultent d’un
mélange continu d’une loi standard et d’une version dilatée (pour les lois de type
Fréchet ou Weibull) ou translatée (pour les lois de type Gumbel) de celle-ci. Ces lois
sources sont représentées en lignes tiretées noires sur la ﬁgure.
deux suites de normalisation compatibles ne peuvent diﬀérer asymptotiquement que
par une dilatation. Au contraire, dans le cas Gumbel, la condition (III.133) implique
qu’asymptotiquement pour deux suites de normalisation (an, bn) et (cn, dn), an ∼ cn.
Les lois limites ne peuvent donc diﬀérer que par une translation.
Pour résumer dans le cas ζ 6= 0, M(X) tend vers une distribution limite qui est
un mélange continu d’une loi limite classique Fζ et de sa version dilatée γFζ. Pour
ζ = 0, la distribution limite de M(X) est un mélange continu d’une loi Gumbel et
d’une loi Gumbel translatée. Une illustration de ces lois limites est présentée sur la
Fig. 8.3.
Domination :
Inversement, si on a ζY > ζZ , et que X et Z partagent le même point de termi-
naison, la variable Y va dominer Z. Plus précisément, on aura
lim
n→+∞
cn
an
= 0,
lim
n→+∞
bn − dn
dn
= 0.
(III.134)
Dans le cas ζY > 0 et ζZ > 0, cela implique
Zn − bn
an
D→ δ0 (III.135)
où δ0 est une masse ponctuelle en 0. En d’autres termes, la suite (an, bn) replie sur
un Dirac les suites de variables aléatoires qui sont normalisables par (cn, dn). Dans
le cas général, la cumulative de Z va converger vers la cumulative dégénérée
lim
n→+∞F(Z−bn)/an(x) = 1. (III.136)
Si Y domine X, on va donc dans ce cas obtenir une loi limite de la forme
F lim(x) =
ef(x)
f(x)
. (III.137)
Il s’agit donc ﬁnalement d’un mélange continu entre une loi limite standard et la loi
dégénérée.
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On peut remarquer que si Y et Z ont des points de terminaison ﬁnis yf et zf ,
Y domine Z implique que yf ≥ zf . Il faut faire cependant attention dans ce cas. Si
la loi de la variable de transition Xl possède un point de terminaison xf > yf et
xf > zf , M(X) va alors converger en probabilité vers
M(X)
p→ max{Xl, yf , zf}. (III.138)
Il s’agit d’un cas pathologique dans lequel la variable aléatoire de transition Xl joue
un rôle prépondérant dans la convergence en distribution du maximum, et ce malgré
son unique apparition.
5.3 Normalisation de la somme
On peut poursuivre le même raisonnement dans le cas de somme. Pour commen-
cer, on peut réécrire S en séparant les blocs de variables Y et Z
S(X) =
αn∑
i=1
Yi +Xl +
(1−α)n∑
i=1
Zi. (III.139)
Le comportement de la somme vis-à-vis de la normalisation diﬀère cependant du
maximum. En eﬀet, si on normalise S par (S− bn)/an, on obtient
S(X)− bn
an
=
∑αn
i=1 Yi − βYn
an
+
Xl − βXln
an
+
∑(1−α)n
i=1 Zi − βZn
an
(III.140)
avec βY + βXl + βZ = bn. Deux points contrastent fortement avec la normalisation
du maximum. Premièrement, la variable esseulée Xl sera forcément négligeable par
rapport à la somme de n termes lorsque n → +∞. Deuxièmement, il est possible
de séparer la constante de normalisation bn en trois sous-facteurs de normalisation
βY , βXl et βZ . Le choix de ces facteurs de normalisation demeure cependant assez
simple. Supposons en eﬀet, que Y et Z soient de moyennes ﬁnies. Dans ce cas, si on
souhaite normaliser Y et X en utilisant les théorèmes de convergence vers les lois
stables, il est nécessaire que
βYn = αnE [Y ] .
βZn = (1− α)nE [Z] .
(III.141)
Or, on doit avoir βYn + β
Z
n = bn + o(n) et ∂αbn = 0. Cela implique donc que
E [Y ] = E [Z] . (III.142)
On ne peut donc utiliser les théorèmes de convergence vers lois stables pour des
lois de moyenne ﬁnie que si E [Y ] = E [Z] et dans ce cas, il n’existe qu’un seul
choix acceptable pour βY et βZ . Au contraire, si une des lois ne possède pas de
moyenne ﬁnie, il est possible de la normaliser en utilisant une suite de la forme
(an = n1/ζL(n), bn = 0) avec ζ < 1 et L une fonction lentement variable. Il est donc
inutile de tenir compte des facteurs de normalisation additifs β qui seront eﬀacés
par la normalisation en an.
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5.4 Lois limites pour la somme
Lois limites pour des moyennes concordantes ou infinies
Si toutes les lois sont de moyennes ﬁnies et concordantes ou si au moins une des
lois est de moyenne inﬁnie, le comportement de la limite va dépendre du comporte-
ment relatif de la queue des distributions Y et Z. Appelons (an, bn) et (cn, dn) les
suites de normalisation classiques de la somme associées aux variables Y et Z. On
peut déjà remarquer que Y ne peut être compatible avec Z (cf. équation (III.131)
que si les deux variables possèdent la même moyenne, ou si au moins une des deux
variables est de moyenne inﬁnie.
Compatibilité :
Si (an, bn) et (cn, dn) sont compatibles (i.e. E [Y ] = E [Z] et limn an/cn = γ), il est
alors possible de normaliser simultanément Y et Z en utilisant la suite classique de
normalisation de Y . On peut remarquer que si Y et Z sont de variances ﬁnies, an
et cn sont forcément compatibles. Inversement, si an et cn sont compatibles Y et Z
appartiennent au même domaine d’attraction ζ (la réciproque est, elle, fausse). De
plus, on sait que la suite de normalisation de Y sera de la forme an = L(n)n1/ζ ,
bn = E [X]n avec 0 < ζ ≤ 2 le paramètre de la loi stable limite. En utilisant le
fait que dans le cas symétrique normalisé la fonction caractéristique de la loi stable
Sζ (cf. déﬁnition (I.9)) est φζ(z) = exp(−|x|ζ), on peut alors exprimer la fonction
caractéristique limite de X par
φ(X)α (z) = (φζ(z))
α(φζ(γz))1−α. (III.143)
Fonctions caractéristiques :
On peut ensuite intégrer sur l’ensemble des valeurs de α pour obtenir la fonction
caractéristique de S(X) normalisée dans le cas général
φ
(X)
l (x) =
∫ 1
0
(φζ(z))α(φζ(γz))1−αdα. (III.144)
Ce qui conduit à
φl(z) =
φζ(z)− φζ(γz)
| lnφζ(z)| − | lnφζ(γz)| . (III.145)
La fonction caractéristique de la loi limite est donc un mélange continu de la fonction
caractéristique classique et d’une version dilatée de celle-ci. On peut mettre en miroir
ce résultat avec l’équation (III.129) où la fonction cumulative limite du maximum
est un mélange continu de la fonction cumulative limite classique et d’ une version
dilatée (ζ 6= 0) ou translatée (ζ = 0) de celle-ci. Les comportements de la somme et
du maximum sont donc encore une fois similaires sans être identiques.
Domination :
Dans le cas de la somme, les points de terminaison ne jouent pas de rôle particulier, il
est donc impossible d’eﬀacer des variables aléatoires comme dans le cas du maximum.
Un second sous-cas apparaît si la suite (an, bn) domine la suite (cn, dn) (ou l’in-
verse). Dans ce cas, aﬁn de normaliser la somme des Y , il est nécessaire de réduire
la somme Z à un Dirac. On obtient donc une loi limite qui est un mélange continu
de ce Dirac et de la fonction limite classique
φl(z) =
φζ(z)− 1
| lnφζ(z)| . (III.146)
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5.5 Rupture de la loi des grands nombres
Que se passe-t-il dans le cas des lois de moyennes ﬁnies mais discordantes ? Si
E [X] 6= E [Y ], nous avons vu qu’il est impossible d’utiliser les théorèmes de conver-
gence vers les lois stables pour normaliserS(X). Face à cette limitation, il est naturel
de s’en remettre à la loi des grands nombres. La loi des grands nombres implique
que pour une chaîne Γ(l),
lim
n→+∞
S(Γ(l))
n
p.s
= αE [Y ] + (1− α)E [Z] . (III.147)
La loi des grands nombre implique donc que la moyenne de X à Γ ﬁxé dépend de
α qui est distribué uniformément sur [0, 1]. La moyenne de X converge donc en
distribution vers une distribution non dégénérée.
Plus précisément, on peut traduire l’équation (III.147) en terme de convergence
en distribution par
S(Γ(l))
n
D→ δ(x− αE [Y ] + (1− α)E [Z]). (III.148)
En intégrant cette distribution limite sur α, on obtient une distribution limite géné-
rale
p(x) =
1
|E [Y ]− E [Z] |

1 si xmin < x < xmax,0 sinon. (III.149)
où xmin = min{E [Y ] ,E [Z]} et xmax = max{E [Y ] ,E [Z]}. La moyenne de X suit
donc une distribution uniforme sur l’intervalle [xmin, xmax]. La loi des grands nombres
est donc fortement aﬀaiblie dans ce contexte des chaînes réductibles puisqu’on passe
d’une convergence presque sûre de la moyenne vers une quantité déterministe à une
convergence en distribution vers une distribution uniforme. Cette instabilité de la
moyenne de X peut être vue comme une conséquence à la fois de la structure de
corrélation de X et de sa nature non stationnaire. Le fait que toutes les chaînes
Γ(l) soient équiprobables signiﬁe qu’il est impossible de prévoir de manière quasi-
déterministe la moyenne de X parce que celle-ci peut osciller librement entre la
moyenne de Y et celle de Z
6 Chaînes réductibles simples à d états
6.1 Définitions
La prochaine étape est d’étendre nos résultats à l’ensemble des chaînes réduc-
tibles simples, c’est-à-dire l’ensemble des chaînes dont la matrice de structure E peut
être écrite sous la forme
E = Id +H, (III.150)
où H est une matrice nilpotente d’ordre p+ 1 ∈ N :
p+ 1 = min{p,Hp = 0, p ∈ N}. (III.151)
Cette décomposition de la matrice E nous renseigne principalement sur ses proprié-
tés algébriques. Aﬁn d’obtenir une idée plus concrète de la forme de la matrice E ,
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Figure 8.4 – Exemple de matrice E de la forme Id+H . Seuls les liens non nuls sont
représentés.
nous allons montrer que le graphe orienté G(H) des coeﬃcients non-nuls de H est
nécessairement acyclique. En eﬀet, si E est une matrice non négative (∀i, j, Ei,j ≥ 0)
la matrice H doit vériﬁer
∀i, Hi,i ≥ −1,
∀i, j, i 6= j, Hi,j ≥ 0.
(III.152)
De plus, puisque Hp = 0, la seule valeur propre de H est 0. Une conséquence directe
est alors que tr (H2) = 0, ce qui implique∑
i
H2i,i +
∑
i,j,i6=j
Hi,jHj,i = 0. (III.153)
D’après l’équation (III.152), tous les termes de gauche de l’équation (III.153) sont
positifs. Par conséquent, les coeﬃcients diagonaux Hi,i sont tous nuls et, pour tout
i 6= j, soit Hi,j = 0 soit Hj,i = 0 : la matrice H ne contient donc pas d’aller-retour
(cycle d’ordre 2) entre deux états. La matrice H est donc une matrice nilpotente à
coeﬃcients positifs, et il est bien connu que dans ce cas le graphe orienté associé
G(H) est acyclique 1.
En d’autres termes, le graphe G(H) est composé d’un ensemble de transitions
allant toujours dans le même sens, sans retour en arrière possible. La ﬁgure 8.4 donne
un exemple de tel graphe. L’existence d’un sens de parcours du graphe –conséquence
du caractère acyclique– implique également l’existence d’une permutation des noms
des indices telle que Hi,j soit triangulaire supérieure (i.e. Hi,j 6= 0 ⇒ j > i, les
arêtes du graphe relient toujours un nœud i à un nœud d’indice supérieur). Il est
donc possible de considérer uniquement les matrices H triangulaires supérieures sans
perte de généralité.
6.2 Séparation des transitions
Considérons donc un chemin Γ de la chaîne de Markov cachée. La décomposition
de la matrice de structure en E = Id + H signiﬁe que Γ peut suivre deux types de
1. Simplement parce qu’en présence d’un cycle de longueur k, on devrait avoir pour tout p
entier, Hkp ≥ 0
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transition : une transition de répétition utilisant la partie Id de E et une transition
irréversible utilisant la matrice nilpotente H . Il est donc possible de séparer Γ en un
schéma de répétition R et un chemin irréversible T de longueur r en posant
Γ =

T1, . . . , T1︸ ︷︷ ︸
R1 fois
, . . . , Tk, . . .Tk︸ ︷︷ ︸
Rk fois
, . . . , Tr, . . . , Tr︸ ︷︷ ︸
Rr fois

 . (III.154)
Il faut cependant que r et Rk vériﬁent
r ≤ p + 1, (III.155)
r∑
k=1
Rk = n+ 1. (III.156)
L’intérêt de cette décomposition réside dans le fait que la probabilité κ(Γ) de la
chaîne Γ ne dépend que de T :
κ(Γ) =
1
Z
AΓ1,Γn+1
n∏
i=1
EΓi,Γi+1
=
AT1,Tr
Z
r−1∏
i=1
ETr,Tr+1 = κ(T ).
(III.157)
Toutes les chaînes Γ qui partagent le même chemin irréversible T sont donc équi-
probables. De plus, le nombre NR(T ) de chaînes de même chemin irréversible T est
simplement
NR(T ) =
(
n
r
)
. (III.158)
La probabilité d’observer un chemin irréversible T est alors
p(T ) = NR(T )κ(T ). (III.159)
L’Eq. (III.159) montre que cette probabilité p(T ) ne dépend que de T et
(
n
r
)
(avec
r ≤ p + 1 ≤ d). Par conséquent, dans la limite n → +∞, la statistique de Γ
est dominée par la classe des chemins irréversibles de longueur maximale rmax. Si
nous supposons que L (Hp) > 0, cela signiﬁe que rmax = p + 1. Dans cette limite
asymptotique, si nous appelons CT la classe des chaînes Γ de chemin irréversible T
et |T | ≡ r la longueur du chemin irréversible, nous avons donc
p(Γ ∈ CT ) = δ|T |,p+1κ(T )
Z ′
, (III.160)
où Z ′ =
∑
|T |=p+1
p(T ). (III.161)
Combinés avec l’Eq. (III.94), ces résultats signiﬁent qu’il suﬃt d’étudier tout d’abord
les distributions limites pour chacune des classes de chemins irréversibles avant de
les recombiner pour obtenir la distribution limite générale. La ﬁgure 8.5 montre
l’exemple de la séparation du graphe de la ﬁgure 8.4 en trois chemins irréversibles
de longueur maximale.
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Figure 8.5 – Séparation du graphe de la ﬁgure 8.4 en ses trois chemins irréversibles
de longueur maximale.
6.3 Distribution limite le long d’un chemin irréversible
Considérons donc le comportement asymptotique de la fonction naturelle F sous
l’hypothèse que Γ ∈ CT pour un chemin irréversible T de longueur maximale. Nous
savons qu’à l’intérieur de la classe tous les schémas de répétition Rk sont équipro-
bables. De plus, pour un schéma Rk donné, la fonction naturelle FR associée est
FR(x) =
r∏
k=1
F
Rk
Tk,Tk
(x). (III.162)
Si nous appelons α = R/n le taux de répétition avec R = {Rk}, nous avons
Fα(x) =
r∏
k=1
F
nαk
Tk,Tk
(x). (III.163)
En d’autres termes, comme dans la section 5, il est possible de séparer la somme
(respectivement le maximum) en blocs de sommes (respectivement de maxima) de
variables i.i.d.. Nous avons cependant p blocs à la place des deux blocs de la section 5.
Aﬁn de normaliser ces p blocs, il est donc nécessaire de trouver la plus grande suite
de normalisation parmi les suites de normalisation classiques des variables PTk ,Tk ,
c’est-à-dire une suite de normalisation qui permet à au moins une distribution de
converger vers une loi limite classique tout en assurant la convergence en distribution
de l’ensemble des autres variables vers une distribution potentiellement dégénérée.
Il ne faut pas oublier non plus que cette suite de normalisation doit être valide quel
que soit T . Si on considère
{Yk, Yk D= Pk,k et k ∈ {Ti, |T | = p + 1}} (III.164)
l’ensemble des variables aléatoires qui apparaissent comme des répétitions le long
d’un chemin irréversible de longueur maximale, il est donc nécessaire de considérer
la suite de normalisation extrémale sur l’ensemble {Yk}. Fort heureusement, il est
possible d’adapter les idées développées dans la section 5 pour donner corps à cette
notion de plus grande suite de normalisation. Pour ce faire, nous pouvons déﬁnir
deux ordres partiels >M et >S en utilisant les notions de domination de suite de
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normalisation établie par l’équation (III.134). Plus précisément, nous noterons Y >M
Z (respectivement Y >S Z) si la suite de normalisation classique du maximum
(respectivement de la somme) associée à Y domine celle associée à Z. Il s’agit d’un
ordre partiel qui nous permet de déﬁnir les variables extrémales {Zk} de l’ensemble
{Yk} :
{Zk} = {Yk}\{Yk, ∃l, Yl > Yk}. (III.165)
Par déﬁnition de l’ensemble extrémal {Zk}, aucune des variables Zk n’est dominée
par une autre variable Zl. Il existe donc deux possibilités distinctes : soit les {Zk} sont
compatibles entre elles, et il est alors possible de normaliser simultanément tous les
Yk, soit elles ne sont pas compatibles (par exemple, il est possible que deux variables
Z se dominent alternativement) et dans ce cas, il ne peut y avoir de convergence en
distribution deM(X) ou de S(X) en utilisant les théorèmes de convergence vers les
lois stables (ou max-stables). Cependant dans le cas de la somme, si toutes les lois
Z sont de moyennes ﬁnies, il est possible d’utiliser la loi des grands nombres pour
obtenir une convergence en distribution.
Compatibilité :
Si les Zk sont bien compatibles entre elles, il suﬃt de choisir une suite de norma-
lisation parmi les suites de normalisation classiques Zk. Pour chacune des variables
Yk, il existe alors une fonction naturelle Fk telle que la fonction naturelle limite de
X le long de T soit
FT ,α(x) =
r∏
k=1
F
αk
Tk (x). (III.166)
Si Y est une des variables extrémales de {Z}, Fk sera une des fonctions naturelles
(cumulative ou fonction caractéristique) limites classiques, potentiellement dilatée ou
translatée. Sinon, la normalisation aura réduit Fk à une fonction naturelle dégénérée.
Pour un schéma de répétition donné α, la loi limite du maximum ou de la somme
est donc caractérisée par sa fonction naturelle FT ,α. Aﬁn d’obtenir la distribution
limite globale au sein de la classe CT , il suﬃt alors d’intégrer sur l’ensemble des
valeurs possibles de α
FT (x) =
∫∑r
k=1
αk=1
F limα (x)
r∏
k=1
dαk. (III.167)
Pour calculer cette intégrale, nous utilisons le changement de variable
βi =
∑
k≤i
αi, (III.168)
et obtenons
FT (x) =
∫
0=β0<β1<···<βr=1
r∏
i=1
e−(βi−βi−1)| lnFTi |dβ
=
∫
0<β1<···<βr−1<1
r∏
i=1
eβi(| lnFTi+1 |−| lnFTi |)
r−1∏
i=1
dβi.
(III.169)
Quelques calculs par récurrence permettent de simpliﬁer cette expression en
FT =
r∑
k=1
FTk(x)∏
j 6=k
(
| lnFTj(x)| − | lnFTk(x)|
) . (III.170)
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La distribution limite de X le long du chemin irréversible T est donc un mélange
continu de lois limites classiques (potentiellement dilatées dans le cas de la somme
ou du maximum pour ζ 6= 0 ou translatées pour le maximum et ζ = 0) et de lois
dégénérées.
La distribution limite de M(X) ou S(X) est alors un mélange discret de ces
distributions continûment mélangées et prend la forme
Fl =
∑
|T |=p+1
p(T )FT . (III.171)
On peut remarquer que cette somme porte sur un nombre ﬁni de termes puisque
le nombre maximum de chemins irréversibles distincts de longueur p + 1 dans un
graphe comportant d nœuds est
(
d
p+1
)
.
Rupture de la loi des grands nombres :
Dans le cas de la somme S, si toutes les variables Z sont de moyennes ﬁnies, mais
diﬀérentes, les variables Z seront nécessairement incompatibles. Cependant dans ce
cas, en utilisant la loi des grands nombres, il est facile de montrer que
S(X|T , α)
n
D→ δ
(
x−∑
k
αkE [YTk ]
)
. (III.172)
Il faut noter que dans ce cas la distinction entre variables extrémales Zk et variables
non extrémales n’est plus signiﬁcative. Si on intègre ensuite sur α pour obtenir la
distribution de S(X|T ), on obtient la densité de probabilité
pT (x) =
∫∑
αk=1
δ
(
x−∑
k
αkE [YTk ]
) p+1∏
k
dαk. (III.173)
Cette densité de probabilité est donc un polynôme par morceaux dont le support
correspond à l’enveloppe convexe des espérances {E [YTk ]}. Si on somme alors sur
les chemins irréversibles possibles de longueur maximale, on obtient
pl(x) =
∑
|T |=p+1
p(T )pT (x). (III.174)
Comme dans le cas précédent, il s’agit d’un polynôme par morceaux dont le support
est l’enveloppe convexe des espérances E [Yk].
7 Cas général
Nous allons maintenant décrire le comportement général de S et M pour des
processus X à représentation matricielle en utilisant l’intuition que nous avons ob-
tenue en section 4 et 6. La section 4 nous a appris que si la chaîne de Markov cachée
est suﬃsamment mélangeante, le maximum et la somme ne sont pas sensibles à la
structure de corrélation, et les distributions limites sont préservées. Dans la section
6, nous avons pu montrer que dans le cas des matrices de structure de la forme
E = Id +H avec H nilpotente, le comportement global de la chaîne est hautement
instable à cause de la présence de transitions irréversibles et cette instabilité fait
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Figure 8.6 – Exemple d’un cas générique, les nœuds appartenant à une même
composante fortement connexe sont encadrés. Les transitions réversibles sont en
bleues, les irréversibles en noir.
I II
III
Figure 8.7 – Réduction du graphe de la ﬁgure 8.6 en un graphe irréversible simple.
La structure interne de chaque composante connexe est oubliée et on ne conserve
que les arêtes reliant les diﬀérentes composantes.
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apparaître de nouvelles lois limites qui correspondent à des mélanges continus entre
des lois limites classiques de même paramètre. Nous allons montrer qu’il est en fait
possible dans le cas général de se ramener au cas des chaînes réductibles simples.
Pour ce faire, nous allons utiliser la décomposition en blocs irréductibles qui est
un des corollaires du théorème de Perron-Frobenius. Considérons notre matrice de
structure E et le graphe orienté G(E) associé. Nous dirons que i est connecté à j, ce
que nous noterons i c→ j, s’il existe un chemin orienté de i à j dans G(E), i.e.,
(
i
c→ j
)
⇔
(
∃k, (Ek)i,j > 0
)
. (III.175)
Nous souhaitons identiﬁer dans E les transitions irréversibles qui apparaissaient dans
la section 4. Pour ce faire, il est plus simple de commencer par caractériser les
transitions réversibles. Nous dirons qu’il existe une transition réversible entre i et j,
noté i c↔ j, si (
i
c↔ j
)
⇔
(
i
c→ j et j c→ i
)
(III.176)
La relation binaire c↔ est une relation d’équivalence (transitive, réﬂexive et symé-
trique). Les classes Ck associées à cette relation d’équivalence sont appelées les com-
posantes fortement connexes du graphe G(E), il s’agit des classes d’états au sein
desquelles les transitions sont toujours réversibles. Les transitions irréversibles sont
alors les transitions entre des états qui appartiennent à des classes diﬀérentes. Cela
signiﬁe que la relation de connexion i c→ j induit une relation d’ordre sur l’ensemble
des classes. Si on déﬁnit
Ci C→ Cj ⇔ ∃i ∈ Ci, j ∈ Cj , i c→ j, (III.177)
alors C→ est une relation d’ordre. La transitivité est immédiate, la réﬂexivité égale-
ment. Le caractère antisymétrique résulte du fait que si on a Ci C→ Cj et Cj C→ Ci
alors Ci et Cj sont fortement connectées, ce qui implique que Ci = Cj . La Fig. 8.6
donne un exemple de cette séparation d’un graphe réductible en ces composantes
fortement connexes.
On peut alors utiliser ces informations sur la structure de G(E) pour simpliﬁer la
forme de E . En eﬀet, si on applique une permutation telle que les états appartenant
à une même classe soient adjacents et que les classes soient ordonnées suivant C→,
on obtient nécessairement une matrice triangulaire supérieure par blocs. De plus,
chacun des blocs diagonaux correspondant à la classe Ck est irréductible. Si on
suppose de plus que ces blocs sont également apériodiques 2, ils possèdent alors une
valeur propre dominante ρk associée à un vecteur propre µ(k) (choisi positif et tel que
||µ(k)||2 = 1). L’existence de cette valeur propre dominante implique qu’à l’intérieur
des blocs, les chaînes Γ vont rapidement converger vers la mesure invariante. Il est
donc possible d’oublier les détails du comportement de la chaîne à l’intérieur des
composantes fortement connexes tout en conservant la même distribution limite.
Nous proposons dans la suite une méthode permettant de construire formelle-
ment une variable réduite où ces détails ont été eﬀacés tout en conservant la même
distribution limite de la somme ou du maximum. Pour commencer, nous décompo-
sons le chemin Γ en une suite de r sous-chaînes Γ(k), de longueurs lk et dont tous les
2. Le cas périodique se comporte essentiellement comme le cas apériodique dans le cadre de
notre étude de la somme ou du maximum.
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états appartiennent à même classe Cgk , entrecoupés par des transitions irréversibles
∆2k → ∆2k+1 de telle sorte que
Γ(k)1 = ∆2k−1, Γ
(k)
lk
= ∆2k,
Γ = Γ(1)∆2∆3 Γ(2) . . .Γ(r−1)∆2r−2∆2r−1 Γ(r).
(III.178)
On peut remarquer que pour l et ∆ ﬁxés, les sous-chaînes Γ(k) sont elles-mêmes des
chaînes de Markov issues d’une représentation matricielle dont la matrice E est le
bloc diagonal de la classe Cgk et la matrice A est A(k)i,j = δi,∆2k−1δj,∆2k – ce qui assure
que les états initial et ﬁnal de la chaîne sont bien ∆2k−1 et ∆2k. Les sous-chaînes Γ(k)
vont donc converger rapidement vers leur mesure invariante µ(k), ce qui entraîne que
X⊕ ne dépend que de l et g ≡ {gk}. Plus précisément, si on déﬁnit Wk comme le
mélange naturel au sein de la classe Ci, i.e.
FWk(z) =
∏
i,j∈Ck
FPi,j (z)
si,j ,
où si,j =
Ei,jµ(k)j
ρk||µ(k)||1 .
(III.179)
la fonction naturelle de X⊕ sera
Fl,g(x) =
r∏
k=1
FWgk (z)
lk . (III.180)
Pour caractériser le comportement de la somme ou du maximum, il suﬃt donc
d’analyser le comportement de l et g. Pour ce faire, il est plus facile de commencer
par estimer la densité de probabilité des couples (l, ∆). Si on appelle E (k) le bloc
diagonal de la classe Ck, on peut noter qu’il est possible d’exprimer simplement les
puissances de E (k) à partir de µ(k) :
(
E (k)
)m
i,j
≈ ρmk µ(k)i µ(k)j . (III.181)
Il est alors possible d’exprimer la distribution de (l,∆) en utilisant ces grandeurs
matricielles, on obtient
p(l,∆) ∼
n→+∞
∏
k
ρk
lkµ
(g1)
∆1
A∆1,∆2rµ(g2r)∆2r
∏r
j=1 µ
(gj)
∆2j
E∆2j ,∆2j+1µ(gj+1)∆2j+1
L (En) . (III.182)
Cette forme de p(l,∆) implique que seules les composantes fortement connexes de va-
leur propre ρk maximale contribuent de manière signiﬁcative à la somme ou au maxi-
mum dans la limite n→ +∞. Les classes de valeur propre ρk non maximale peuvent
toutefois jouer le rôle d’étape transitoire entre des classes de valeur propre maximale.
Cependant, pour simpliﬁer le raisonnement attenant, nous nous restreindrons dans
la suite au cas où toutes les valeurs propres ρk sont maximales (∀k, ρk = ρ). On peut
alors reconnaître dans l’expression de p(l, T ) la probabilité d’une chaîne de Markov
dérivée d’une représentation matricielle réductible simple, où les termes diagonaux
correspondent à ρ et les termes non diagonaux correspondent aux E∆i,∆j . On peut
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cependant simpliﬁer davantage le problème en sommant l’équation (III.182) sur l’en-
semble des transitions irréversibles ∆ compatibles avec la suite de classe Cgk . Pour
cela, on déﬁnit
p˜
(
l, g
)
=
∑
∆/
∀k,∆2k∈Cgk
p(l,∆). (III.183)
En injectant l’équation (III.182) dans l’équation (III.183), on obtient alors
p(l, g) = ρn−r+1
∑
∆/
∀k,∆2k∈Cgk
µ
(g1)
∆1
A∆1,∆2rµ(g2r)∆2r
∏r
j=1 µ
(gj)
∆2j
E∆2j ,∆2j+1µ(gj+1)∆2j+1
L (En) . (III.184)
L’équation (III.184) présente une certaine ressemblance avec l’expression (III.37) de
la densité de probabilité de la chaîne Γ. Pour accentuer cette ressemblance, on peut
déﬁnir
E˜i,i = ρ,
i 6= j, E˜i,j =
∑
k∈Ci,l∈Cj
µ
(i)
k Ek,lµ(j)l , (III.185)
et
A˜i,j =
∑
k∈Ci,l∈Cj
µ
(i)
k Ak,lµ
(j)
l . (III.186)
On peut alors réécrire l’équation (III.184) sous la forme
p˜(l, g) =
(∏
k
E˜ lkk,k
)
A˜g1,gr
∏r−1
j=1 E˜gj ,gj+1
L (En) . (III.187)
À partir de ce point, il est possible de réinterpréter p˜(l, g) comme la densité de
probabilité d’une chaîne réductible simple Γ˜ : les longueurs l des sous-chaînes cor-
respondent alors au nombre de répétitions dans la chaîne Γ˜ de l’état Cgk et la chaîne
des classes g n’est autre que la chaîne des transitions irréversibles (cf. section 5). Si
on associe cette chaîne Γ˜ avec la matrice de probabilité
P˜i,i(w) = p(Wi = w),
i 6= j, P˜i,j = p(Wi = w),
(III.188)
on obtient alors un processus réduit Y dont la distribution de la somme ou du maxi-
mum va converger asymptotique vers la distribution de la somme ou du maximum
de X. On peut noter que grâce à la nature transitoire des transitions irréversibles,
le choix des fonctions P˜i,j non diagonales importe peu (sauf en présence de points
de terminaisons distincts dans le cas du maximum).
Les états de Γ˜ vont correspondre aux classes d’états fortement connexes de Γ. De
même, les coeﬃcients E˜i,j traduisent les probabilités de transitions entre les classes
Ci et Cj , une fois que les sous-chaînes Γ(i) et Γ(j) ont atteint leur état d’équilibre. Le
processus Y correspond donc à une version simpliﬁée du processus X dans laquelle
on ne s’intéresse plus qu’au comportement de X à l’échelle des classes d’états forte-
ment connexes plutôt qu’à l’échelle des états. La Fig. 8.7 montre un exemple de ce
processus de réduction de graphe. Dans cette ﬁgure, le graphe initial de la Fig. 8.6 a
été épuré pour ne représenter que les transitions à l’échelle des classes. La matrice de
7. CAS GÉNÉRAL 155
CHAPITRE 8. SOMMES ET EXTRÊMES REVISITÉS
structure réduite E˜ est alors une version simpliﬁée de E qui appartient à la classe des
matrices réductibles simples. Cela implique notamment que le comportement local
de Y diﬀère de celui de X, la structure de corrélation ayant été simpliﬁée par la
réduction ainsi opérée. Cependant le comportement global est conservé, et on peut
donc étudier le comportement de la somme ou du maximum de X en étudiant le
comportement de la somme ou maximum de Y . Quelle que soit la forme de la ma-
trice E , il est donc possible de se ramener au cas des matrices E réductibles simples
par cette opération de réduction et les résultats de convergence de la somme et du
maximum obtenus dans la section 6 s’appliquent donc dans le cas général.
8 Conclusion
Les sommes et maxima de variables aléatoires à représentation matricielle pré-
sentent donc de nombreuses similitudes avec les sommes de variables aléatoires i.i.d..
L’évolution de la fonction cumulative du maximum ou de la fonction caractéristique
de la somme en fonction de la taille n du signal est ainsi décrite par des variantes
matricielles des équations i.i.d.. Il s’est avéré cependant plus facile d’étudier les
sommes et les maxima en utilisant le modèle de chaîne de Markov cachée développé
au chapitre 7.
La commutativité et l’associativité de la somme et du maximum impliquent que
ceux-ci ne sont pas sensibles à la structure locale de la dépendance des variables
aléatoires. Seul le comportement global des variables à représentation matricielle
joue donc un rôle signiﬁcatif dans la convergence vers des distributions limites. Il est
donc peu surprenant que dans les cas des variables aléatoires à représentation matri-
cielle dont la corrélation est à courte portée (i.e., dont la matrice E est irréductible),
on retrouve exactement les lois limites classiques.
Cependant, en présence de corrélation à l’échelle du système, un comportement
riche apparaît. En eﬀet, pour les représentations matricielles de matrice E réductible,
la présence de transitions irréversibles fait apparaître des ﬂuctuations dont la taille
dépend linéairement du système. Ces ﬂuctuations sont suﬃsamment importantes
pour déstabiliser la convergence vers les lois limites standards et font apparaître des
lois limites qui sont des mélanges discrets de mélanges continus de lois standards.
Plus précisément, les fonctions naturelles (cumulative ou fonction caractéristique)
limites prennent la forme d’un mélange discret
Fl =
∑
|T |=p+1
p(T )FT , (III.189)
où FT correspond à la loi limite le long du chemin irréversible T et p(T ) correspond
à la probabilité d’observer ce chemin irréversible.
Dans le cas du maximum, les fonctions naturelles sont les fonctions cumulatives.
Les fonctions cumulatives limites FT (≡ FT ) sont caractérisées par le paramètre ζ
correspondant au domaine d’attraction classique associé, et les p + 1 paramètres
de translation ou dilatation µ ≡ {µi}. L’ensemble des fonctions cumulatives limites
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Fζ,µ est donc
ζ < 0, Fζ,µ(x) =
p+1∑
k=1
|x|p/ζe−(µk |x|)−1/ζ∏
j 6=k
(
µ
−1/ζ
j − µ−1/ζk
) , x < 0, (III.190)
ζ = 0, Fζ,µ(x) =
p+1∑
k=1
exp (px− e−x+µk)∏
j 6=k (eµj − eµk)
, x ∈ R, (III.191)
ζ > 0, Fµ(x) =
p+1∑
k=1
xp/ζe−(µkx)
−1/ζ
∏
j 6=k
(
µ
−1/ζ
j − µ−1/ζk
) , x > 0. (III.192)
Dans le cas de la somme, deux situations coexistent. Si les moyennes des va-
riables aléatoires apparaissant le long de T diﬀèrent, la moyenne S du système va
ﬂuctuer en fonction du temps passé dans chacun des états. Or dans le cas des chaînes
réductibles, ces temps de piégeage sont distribués uniformément et croissent propor-
tionnellement avec la taille du système. En présence de ces ﬂuctuations à l’échelle du
signal, la loi des grands nombres est mise en défaut : la moyenne S/n ne converge
plus presque sûrement vers l’espérance E [X]. À la place, on observe une convergence
en distribution de S/n vers des lois limites polynomiales par morceaux Lµ
S
n
D→ Lµ. (III.193)
Ces lois polynomiales par morceaux sont déterminées par les moyennes µk = E [YTk ]
des variables Y rencontrées le long du chemin T . Plus explicitement, la densité de
probabilité pµ de ces lois Lµ s’écrit
pµ(x) =
∫∑
αk=1
δ
(
x−∑
k
αkµk
) p+1∏
k
dαk. (III.194)
Si les moyennes sont concordantes, la loi des grands nombres est vériﬁée, et il est
possible d’utiliser les résultats de convergence classiques des sommes de variables
i.i.d. pour dériver les fonctions naturelles limites non classiques.
Dans le cas de la somme, les fonctions naturelles sont les fonctions caractéris-
tiques. Les fonctions caractéristiques limites de ces sommes φT (≡ FT ) sont donc
déterminées par le paramètre ζ décrivant le type de lois stables et les paramètres
σ = {σk} de dilatation associés aux diﬀérentes variables. Par exemple, dans le cas
gaussien, on a
φσ(z) =
p+1∑
k=1
e−
σ2
k
z2
2
x2p
∏
j 6=k
(
σ2j − σ2k
) . (III.195)
Excepté dans le cas p = 1, la densité de probabilité associée à ces fonctions caracté-
ristiques ne semble pas avoir de forme analytique simple. Dans les cas non gaussiens,
on pourrait utiliser l’équation générale (III.170) pour obtenir une forme explicite
des fonctions caractéristiques limites φζ,σ. Malheureusement, cette forme explicite
est nettement moins lisible que l’expression générale, nous nous abstiendrons donc
de la reproduire ici.
Il est remarquable de constater que ces résultats de convergence s’appliquent à
toute variable aléatoire X à représentation matricielle positive de dimension ﬁnie. Il
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est en eﬀet toujours possible d’utiliser les résultats de la section 7 pour se ramener
au cas des variables dont la matrice E est réductible simple que nous avons étudiées
en détail dans la section 6.
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Dans ces ultimes lignes, notre périple à travers cette thèse touche à sa ﬁn. Nous
nous demandions naguère, 161 pages plus tôt, ce que nous pouvions apprendre sur la
somme et le maximum de variables aléatoires en alliant les perspectives du traitement
du signal et de la physique statistique. Dans le cas des variables aléatoires i.i.d., nous
avions déjà contemplé les résultats exhaustifs rassemblés dans la littérature. Mais
l’éclat de ces résultats ne peut que rehausser les ombres qui demeurent au-delà des
variables i.i.d. : que pouvons-nous apprendre sur les sommes et les maxima lorsque
les variables sont couplées à la taille du système, ou en présence de corrélation ? La
physique statistique des systèmes désordonnés ou l’analyse multifractale évoquaient
d’ores et déjà des situations riches et intrigantes où les résultats de convergence clas-
siques, voire la loi des grands nombres, sont mis en défaut. Force était de constater
que ces ruptures de convergences, âpres, surprenantes, intrigantes, oﬀraient un signe
clair d’un comportement physiquement intéressant. Nous partîmes donc en quête de
ces ruptures de convergence en nous appuyant sur trois axes d’exploration : l’impor-
tance des évènements rares, le couplage entre les variables aléatoires individuelles et
la taille du système, et la corrélation.
Quelles ruptures de convergence avons-nous observées ?
Maximum de variables aléatoires élevées à une puissance dépendant de
la taille du signal/système :
Dans l’étude du comportement du maximum de variables aléatoires élevées à une
puissance qn dépendant de la taille du système, nous avons vu apparaître des lois
limites non standards, directement reliées aux distributions limites standards. Ces
distributions limites non standards n’apparaissent cependant que lorsque la suite
des puissances qn croît plus rapidement qu’une suite de puissance caractéristique
q∗n. Cette suite de puissance caractéristique déﬁnit donc un seuil entre les trans-
formations asymptotiquement négligeables ou signiﬁcatives. Malheureusement, le
sens physique de cette transition nous échappe encore, même si on peut conjecturer
qu’elle trahit l’existence d’une synergie entre le couplage avec la taille du système et
l’importance des événements rares. Une étude plus approfondie de cette interaction
pourrait nous permettre de mieux comprendre le comportement à taille ﬁnie de la
convergence du maximum vers les lois limites. Le lien assez direct entre la famille
des lois limites non-standards et des lois limites standards laisse entrevoir la possi-
bilité qu’il existe d’autres familles de distributions limites non standards liées à des
transformations diﬀérentes de l’élévation à une puissance.
Estimateur des moments et transition vitreuse :
Nous avons retrouvé cette notion de puissance caractéristique q∗ dans notre étude
de l’estimation des moments pour les variables aléatoires de lois irrégulières ou de
processus multifractals. Dans ce contexte, l’existence d’une rupture de convergence
pour l’estimateur des moments lorsque l’ordre des moments est couplé à la taille
du système se manifeste par un eﬀet de linéarisation des moments. Passé un ordre
critique q∗, le logarithme de l’estimateur empirique des moments se comporte comme
une droite et s’écarte des moments théoriques. Cet eﬀet était déjà connu au sein de
la littérature avec par exemple [6, 68]. En utilisant une approche physique fondée sur
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l’étude des modèles REM, nous avons vu que cet eﬀet de linéarisation est analogue
à une transition vitreuse dans un modèle REM.
En poursuivant cette analogie, nous nous sommes concentrés sur la question de
l’évaluation quantitative et expérimentale de l’ordre critique des moments q∗ au-delà
duquel l’estimateur des moments ne converge plus vers les moments théoriques. Pour
la classe des lois log-quasi-exponentielles étirées, nous avons établi des modèles théo-
riques du comportement asymptotique de cet ordre critique q∗. Il est intéressant de
noter que pour cette classe de variables aléatoires, cet ordre critique des moments
évolue comme une puissance strictement inférieure à 1 du logarithme de la taille
du signal. Il peut donc être extrêmement coûteux d’évaluer de manière ﬁable des
moments d’ordre élevé dans ces situations. Cet état de fait rend notre construction
d’un estimateur de l’ordre critique d’autant plus intéressante pour de potentielles
applications pratiques puisqu’il oﬀre non seulement une estimation de cet ordre cri-
tique q∗ pour un nombre d’échantillons n donné mais aussi une estimation grossière
de la variation de cet ordre critique q∗ en fonction de n. L’étude du comportement
de l’estimateur des moments le long d’une courbe (n, q) oﬀre ainsi un point de vue
intéressant sur le comportement du système à taille ﬁnie en permettant de raﬃner
les comportements asymptotiques étudiés.
Une des conclusions les plus frappantes de cette étude du comportement de l’es-
timateur de moments en présence de corrélation apparaît dans le cadre de l’analyse
multifractale. En eﬀet, nous avons pu montrer que pour les cascades de Poisson
composées, l’interaction entre les corrélations à longue portée et le couplage avec
l’échelle d’analyse du système entraîne l’apparition d’un ordre critique q∗ qui ne
dépend plus que des propriétés statistiques du processus multifractal : aussi ﬁne
que soit l’échelle d’analyse considérée, il est impossible d’obtenir des informations
sur les moments théoriques au-delà de cet ordre critique. Il est d’ailleurs intéressant
de constater que, malgré la présence de corrélations à longue portée, les rapports
de participation de ces processus multifractals suivent un comportement similaire
à celui prédit pour le modèle REM, modèle sans corrélation, une fois la notion de
nombre eﬀectif d’échantillons indépendants introduite.
Variables aléatoires à représentation matricielle :
En nous intéressant aux variables aléatoires à représentation matricielle, nous
avons mis en évidence le fait que la seule présence de corrélation à l’échelle du signal
suﬃt à mettre en défaut la loi des grands nombres ou les théorèmes de convergence
classiques. Nous avons montré que si la matrice de structure E de cette représentation
matricielle est réductible, la dynamique du signal est dominée par l’existence de
transitions irréversibles au sein de la chaîne de Markov cachée. La prédominance
des transitions irréversibles entraîne l’apparition de lois limites non standards qui
sont des mixtures d’interpolations de lois limites standards. Il est intéressant de
constater que ces variables aléatoires sont suﬃsamment simples pour nous permettre
de caractériser en détail les lois limites de leurs sommes et maxima et suﬃsamment
complexes pour mettre en défaut la loi des grands nombres.
Au cours de cette thèse, nous avons également pu mettre en avant une nature
duale intrigante de ces variables aléatoires à représentation matricielle : si leurs
propriétés statistiques sont plus facilement décrites à partir de leur représentation
matricielle, il est bien plus simple pour synthétiser ces variables de les exprimer sous
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la forme de modèles à chaîne de Markov cachée particuliers. De manière similaire,
si on s’intéresse au comportement de leurs sommes ou maxima, on retrouve cette
approche duale puisque deux approches distinctes sont possibles. On peut soit ca-
ractériser les lois limites en utilisant directement la représentation matricielle des
probabilités jointes et en résolvant les équations fonctionnelles matricielles associées,
soit utiliser l’interprétation sous forme de modèle à chaîne de Markov cachée pour
caractériser le comportement global de cette chaîne. Nous avons opté dans cette
thèse pour la seconde solution qui nous a semblé oﬀrir une résolution plus aisée,
mais ce choix est probablement fort subjectif, et la généralisation du raisonnement
que nous avons adopté au cas des représentations matricielles de dimension inﬁnie
semble non triviale.
Ces représentations de dimension inﬁnie représente un déﬁ intéressant : il est
relativement aisé d’étendre les déﬁnitions que nous avons adoptées pour englober
des variables aléatoires dont la représentation est de dimension inﬁnie. Cependant
dans ce cas, la caractérisation de leurs propriétés statistiques et l’étude détaillée des
lois limites du maximum ou de la somme deviennent bien plus ardues. Parmi les
autres généralisations potentiellement intéressantes de ces lois à représentation ma-
tricielle, on peut noter que la restriction des matrices Rd à des matrices positives, si
elle permet de s’assurer que l’on obtient uniquement des probabilités jointes valides,
n’est pas strictement nécessaire. Lever cette restriction ouvre des possibilités intéres-
santes mais introduit également des diﬃcultés considérables dans la reformulation
sous forme de modèle à chaîne de Markov cachée. De manière indépendante, on
peut également constater que par essence, le produit de matrices est une opération
essentiellement unidimensionnelle, ce qui peut limiter les possibilités d’utilisation
des variables aléatoires à représentation matricielle pour des signaux non unidimen-
sionnel. Pour pallier cet inconvénient, on pourrait songer à utiliser des variables
aléatoires à représentation tensorielle qui remplacerait le produit matriciel, opéra-
teur binaire, par un opérateur ternaire, voire n-aire, plus adapté pour décrire des
structures de dimension quelconque.
Perspectives
Alors que cette thèse approche inéluctablement de sa ﬁn, il est diﬃcile de résister
à la tentation de combiner les approches précédentes. Les variables aléatoires à repré-
sentation matricielle n’ouvrent-elles pas des perspectives intrigantes pour l’étude du
comportement du maximum ou de la somme de variables aléatoires corrélées dont
le comportement individuel dépend de la taille du système ? Qu’advient-t-il de nos
résultats sur les distributions limites de maximum de variables aléatoires élevées à
une puissance dépendant de la taille du signal lorsque les dites variables aléatoires
ne sont plus des variables i.i.d. mais des variables à représentation matricielle ? De
manière similaire, on pourrait appliquer notre étude de l’ordre critique des moments
au cas des variables à représentation matricielle. Dans cette perspective, il est in-
téressant de noter que notre étude de l’eﬀet de la corrélation sur l’estimateur de
l’ordre critique des moments repose essentiellement sur la notion de nombre eﬀectif
d’échantillons indépendants. Cependant les tests que nous avons eﬀectués sur des
variables corrélées reposent sur une interprétation très empirique de ce nombre ef-
fectif d’échantillons. Or pour les variables aléatoires à représentations matricielles,
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il est possible de déﬁnir et calculer un nombre eﬀectif d’échantillons indépendants
théorique. Est-ce que ces deux notions coïncident ? Sont-elles comparables ?
Ces questions attendent encore fébrilement leur réponse, et peut être que leur
futur y pourvoira ; mais cette thèse est arrivée là où ex quo nata est, ducetur, et
s’achève ici.
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Annexe A
Fonctions lentement variables
La classe des fonctions lentement variables introduite par Karamata [69] permet
de caractériser eﬃcacement un sous-ensemble de fonctions qui varient plus lentement
que n’importe quelle fonction de puissance. Nous nous proposons dans la suite de
cette annexe de faire un résumé rapide des propriétés de ces fonctions lentement
variables. Formellement, une fonction L est une fonction lentement variable si, et
seulement si,
∀t ∈ R, lim
x→+∞
L(tx)
L(x)
= 1. (A.1)
Un exemple classique de ces fonctions lentement variables sont les fonctions constantes,
les fonctions logarithmes mais aussi les fonctions de la forme
f(x) = e(lnx)
α(ln lnx)β ... avec α < 1 . (A.2)
Deux propriétés rendent ces fonctions lentement variables particulièrement attrac-
tives. Premièrement, la classe des fonctions lentement variables est stable par mul-
tiplication. Deuxièmement, si une fonction L est lentement variable alors
∀α > 0, lim
x→+∞x
αL(x) = +∞, (A.3)
∀α > 0, lim
x→+∞x
−αL(x) = 0. (A.4)
On peut aller plus loin et montrer [19] que toute fonction lentement variable L
peut s’écrire sous la forme
L(x) = exp
(
c(x)
∫ x
t0
ǫ(t)
t
dt
)
, (A.5)
où les fonctions c(x) et ǫ(x) vériﬁent
lim
x→+∞ c(x) ∈ R, (A.6)
lim
x→+∞ ǫ(x) = 0. (A.7)
Une des limites de ces fonctions lentement variables tient au fait que la dérivée
L′ d’une fonction lentement variable L peut osciller rapidement, ce qui peut être
problématique pour les applications pratiques. Une solution potentielle à ce problème
consiste à considérer les fonctions lentement variables normalisées, pour lesquelles la
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fonction c(x) de l’équation (A.5) est une constante. C’est-à-dire qu’une fonction L
est lentement variable normalisée si, et seulement si, il existe c ∈ R et une fonction
ǫ : R→ R telles que
L(x) = exp
(
c
∫ x
t0
ǫ(t)
t
dt
)
, (A.8)
avec limx→+∞ ǫ(x) = 0. Dans ces conditions, le comportement de L′ par rapport à
L devient bien plus prévisible et on peut montrer que la condition (A.8) est équi-
valente à la déﬁnition suivante : une fonction L est une fonction lentement variable
normalisée [19] si et seulement si
lim
x→+∞
xL′(x)
L(x)
= 0. (A.9)
Les fonctions lentement variables normalisées permettent donc d’exiger des condi-
tions plus strictes sur le comportement de L′. On peut aller plus loin et considérer
les fonctions lentement variables k fois normalisées qui vériﬁent
∀j ≤ k, lim
x→+∞
∂j lnL(x)
(∂ ln x)j
= 0. (A.10)
Chaque degré de normalisation k supplémentaire ajoute alors une contrainte sur le
comportement de la k-ème dérivée L(k). On peut également déﬁnir une classe des
fonctions lentement variables régulières qui vériﬁent
∀k ∈ N, lim
x→+∞
∂k lnL(x)
(∂ ln x)k
= 0. (A.11)
Ces restrictions supplémentaires pourraient sembler draconiennes, on peut cepen-
dant montrer [19] que pour toute fonction lentement variable L, il existe une fonction
lentement variable régulière Lr telle que
L(x) ∼
x→+∞ Lr(x). (A.12)
Un autre résultat important que nous utilisons abondamment dans le cadre de
cette thèse est l’existence d’inverse asymptotique pour les fonctions régulièrement
variables. On appelle fonction régulièrement variable d’indice α [19] les fonctions f
de la forme
f(x) = xαL(x). (A.13)
Ces fonctions régulièrement variables se comportent de manière essentiellement sem-
blable à des fonctions de puissance. Par exemple, si f et g sont régulièrement va-
riables d’indice α et β alors fg est régulièrement variable d’indice α + β. De même
1/f est régulièrement variable d’indice −α. De plus, toute fonction régulièrement
variable d’indice α admet une fonction réciproque asymptotique g régulièrement
variable d’indice 1/α [19] telle que
f(g(x)) ∼
x→+∞ g(f(x)) ∼x→+∞ x. (A.14)
Ces résultats permettent de manipuler la classe des fonctions régulièrement variables
comme une extension assez naturelle de la classe des lois de puissances partageant
de nombreuses propriétés communes.
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REM (Random Energy Model)
Proposé par Derrida [40], le REM (Random Energy Model) consiste en un des
modèles les plus simples de la physique des systèmes désordonnés, mais il capture
néanmoins une grande partie de la phénoménologie des systèmes désordonnés plus
réalistes. Il peut être représenté comme un modèle de spins, ce bien que les spins
ne jouent aucun rôle essentiel dans la description du modèle – si ce n’est pour
déﬁnir le nombre de conﬁgurations. Nous considérons un système de N spins, ce qui
correspond à un nombre de conﬁgurations de n = 2N . À chaque conﬁguration j est
associée une énergie aléatoire Ej qui est tirée de manière i.i.d. avec une probabilité
P (E) :
P (E) =
1√
NπJ2
exp
(
− E
2
NJ2
)
. (B.1)
Les énergies Ej sont des variables aléatoires i.i.d.. Nous notons ρ(E)dE le nombre
de conﬁgurations dont l’énergie se trouve dans l’intervalle [E,E+dE], de telle sorte
que ρ(E) est la densité de conﬁgurations d’énergie E. La densité ρ(E) est également
une variable aléatoire, mais ses ﬂuctuations sont faibles si ρ(E) est grand, plus
précisément ρ(E) ≈ E [ρ(E)]. Par déﬁnition, E [ρ(E)] = nP (E), ce qui mène à
E [ρ(E)] = exp
(
N ln 2− E
2
NJ2
)
= exp
[
ln n
(
1− ε
2
J2 ln 2
)] (B.2)
où la densité d’énergie ε = E/N a été introduite. On voit que si 1−ε2/(J2 ln 2) > 0,
ce qui correspond à |ε| < ε† = J√ln 2, E [ρ(E)] est exponentiellement grand en
fonction de N , de telle sorte qu’il y a un grand nombre de conﬁgurations de densité
d’énergie ε, et l’hypothèse ρ(E) ≈ E [ρ(E)] est justiﬁée. Au contraire, si |ε| > ε†,
E [ρ(E)] est très faible pour de grands n. Cela signiﬁe que pour la plupart des
réalisations, il n’existe aucune conﬁguration de densité d’énergie |ε| > ε†. La valeur
non nulle, mais faible de E [ρ(E)] provient essentiellement de la contribution à la
moyenne de quelques rares échantillons, qui incluent des conﬁgurations dotées de
niveaux d’énergie exceptionnellement bas (ou haut).
Nous pouvons ensuite évaluer la fonction de partition du REM, déﬁnie comme
Z =
2N∑
k=1
e−Ek/T . (B.3)
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Cette fonction de partition est une variable aléatoire, dont la valeur typique peut
être évaluée de la manière suivante :
Z ≈ Ztyp =
∫ ε†
−ε†
dεE [ρ˜(ε)] e−Nε/T , (B.4)
avec la notation ρ˜(ε) = Nρ(Nε). Dans l’équation plus haut, nous avions remplacé
ρ˜(ε) par E [ρ˜(ε)] pour |ε| < ε†, et par 0 pour |ε| > ε†. Nous pouvons alors écrire
Ztyp =
∫ ε†
−ε†
dε e−(lnn) g(ε) (B.5)
avec
g(ε) =
ε2
J2 ln 2
+
ε
T ln 2
− 1. (B.6)
Dans la limite des grands n, nous pouvons évaluer Ztyp à travers une méthode du
col, plus précisément
Ztyp ≈ e−(lnn) gmin(ε†) (B.7)
où gmin(ε†) est la valeur minimale de g(ε) sur l’intervalle [−ε†, ε†]. Considérons tout
d’abord la valeur εm qui minimise g(ε) sur l’ensemble de la ligne réelle. En prenant
la dérivée de g(ε), on a
g′(ε) =
2ε
J2 ln 2
+
1
T ln 2
. (B.8)
À partir de g′(ε) = 0, nous obtenons
εm = − J
2
2T
. (B.9)
Comme g(ε) est une parabole, elle décroît pour ε < εm et augmente pour ε > εm. Si
εm > −ε†, alors gmin(ε†) = g(εm), par suite
Ztyp ≈ e−Ng(εm). (B.10)
La condition εm > −ε† se traduit en T > Tg, où la température de transition vitreuse
Tg est déﬁnie par
Tg =
J
2
√
ln 2
. (B.11)
Pour εm < −ε†, ce qui équivaut à T < Tg, g(ε) est une fonction croissante de ε sur
l’ensemble de l’intervalle [−ε†, ε†], par suite gmin(ε†) = g(−ε†), et
Ztyp ≈ e−Ng(−ε†). (B.12)
À partir de ces estimations de Ztyp, on peut calculer l’énergie libre F = −T lnZtyp,
et l’entropie S = −∂F/∂T . Pour T > Tg, on obtient
F = −N
(
T ln 2 +
J2
4T
)
, (B.13)
ce qui mène pour l’entropie à
S = N
(
ln 2− J
2
4T 2
)
. (B.14)
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Pour T < Tg, nous avons
F = TNg(−ε†) = −NJ
√
ln 2. (B.15)
L’énergie libre ne dépend donc pas de la température dans cette région, par consé-
quent l’entropie correspondante s’annule :
S = 0, T < Tg. (B.16)
On peut aussi vériﬁer que l’entropie donnée par l’Eq. (B.14) pour T > Tg s’annule
continûment pour T → Tg. Ainsi la température Tg correspond à une température
de transition vitreuse, où l’entropie s’annule lorsqu’on diminue la température et
demeure nulle pour toute température inférieure à Tg. En fait, pour rendre cet énoncé
plus précis, seule la densité d’entropie S/N tend vers zéro pour T < Tg, dans la limite
N tendant vers l’inﬁni. Le calcul des termes correctifs suivants pour l’entropie montre
que S est indépendant de N , mais non nulle, pour T < Tg. L’entropie est donc
intensive dans cette région de température, ce qui signiﬁe que seul un nombre ﬁni
de conﬁgurations, parmi les 2N conﬁgurations possibles, est eﬀectivement occupé :
le système est gelé dans ses états de plus basses energies.
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Annexe C
Convergence du maximum
transformé vers les distributions
limites non standards.
Les résultats de convergence obtenus dans la section 4 sont dépendants de la
condition donnée par l’Eq. (I.116). Cette condition est équivalente à F ((anx +
bn)1/qn)n − F (αnν(x) + βn)n → 0. Cette relation est automatiquement valide si gW
est uniformément continue. Cependant, une telle condition est superﬂue. Déﬁnissons
xn = αnν(x) + βn, (C.1)
ǫn =
(anx+ bn)1/qn − xn
αn
. (C.2)
Il est alors possible de montrer que pour les quatre cas présentés en section 4,
limn→∞ ǫn = 0. Pour les qn divergeant dans le cas qn/q∗n → 0, l’Eq. (I.120) mène à
ǫn ∼
n→+∞
(
1
qn
− 1
)(
qn
q∗n
)
. (C.3)
Dans le cas qn ∼ λq∗n, nous avons
ǫn = ln(1 + λx)
(
1
λ
− qn
q∗n
)
+O
(
qn
(q∗n)2
)
. (C.4)
De même, pour les qn convergeant vers 0, l’Eq. (I.125) implique
ǫn =
(
q∗n −
1
ζ
)
(eζx − 1) +O(qn). (C.5)
Puisque qn → 0 dans ce cas et que q∗n → 1/ζ , ǫn est bien un terme asymptotiquement
nul. Et enﬁn, dans le cas des puissances avec une limite ﬁnie et qn ∼ λq∗n, on a
ǫn ≈
n→+∞
1
ζ
(
(1 + λx)1/qn − (1 + λx)ζ/λ
)
+
1
ζ
− q∗n. (C.6)
Combiné avec q∗n → 1/ζ , cela conﬁrme bien que limn→∞ ǫn = 0.
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De plus, par construction limn→∞ nF (xn) ∈ R. Il est possible de montrer que
F ((anx+ bn)1/qn)n − F (αnν(x) + βn)n → 0 est équivalent à
lim
n→∞
F (xn + αnǫn)
F (xn)
= 1. (C.7)
Si l’Eq. (C.7) est vériﬁée, alors la convergence en distribution de MUn est assurée.
Dans les sections 1, 2 et 3, nous vériﬁons pas à pas que cette condition est satisfaite
pour les tous les domaines classiques. Par conséquent, les transitions décrites plus
haut sont toujours valides.
1 Domaine Gumbel
Le domaine Gumbel est le plus diﬃcile à caractériser. Aﬁn de prouver la conver-
gence dans le cas général nous emploierons temporairement les facteurs de normali-
sation classiques
βn = F
−1
(1/n), (C.8)
αn = E(βn), (C.9)
où la fonction E(x) est déﬁnie par
E(x) =
1
F
∫ +∞
x
F (t)dt, (C.10)
et vériﬁe :
lim
x→+∞E
′(x) = 0,
∀r > 0, lim
x→+∞
F (x+ rE(x))
F (x)
= e−r.
(C.11)
Une des propriétés intéressantes de E est que pour tout réel positif r
E(x+ rE(x))
E(x)
→
x→+∞ 1. (C.12)
La combinaison des Eqs. (C.11), (C.12) et (C.12) mène à
E(xn) = E(αnx+ βn)
= E(βn + xE(βn)) ∼ E(βn), (C.13)
de telle sorte que E(xn) ∼ αn. En conséquence, αnǫn/E(xn)→ 0, ce qui en conjonc-
tion avec l’Eq. (C.11) conduit à
F (xn + αnǫn) = F (xn +
αnǫn
xnE(xn)
E(xn)xn)
∼ exp
(
− αnǫn
xnE(xn)
)
F (xn)
∼ F (xn).
(C.14)
Ainsi l’Eq. (C.7) est vériﬁée pour le domaine Gumbel.
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2 Domaine Weibull
Comme énoncé dans l’Eq. (I.93), nous avons pour le domaine Weibull
F (x) = L
(
(xF − x)−1
)
(xF − x)−1/ζ . (C.15)
De plus, la déﬁnition des facteurs de normalisation mène à
xF − βn
αn
∼
n→+∞
(xF − βn)F (βn)
F
′
(βn)
. (C.16)
Par suite, sous l’hypothèse que L′/L→ 0 nous avons
lim
n→∞
xF − βn
αn
= ζ. (C.17)
Il est donc possible de montrer que
xF − (xn + αnǫn) ∼ αnx
(
1 +
ζ
x
)
. (C.18)
Les propriétés des fonctions variant lentement induisent que, pour n→∞
F (xn + αnǫn) = L
( 1
xF − xn − αnǫn
)
(xF − xn − αnǫn)ζ
∼ L
( 1
αnx
)
(αnx(1 + ζ/x))
− 1
ζ
∼ F (xn).
(C.19)
Une fois encore, l’Eq. (C.7) est vériﬁée, cette fois pour le domaine Weibull.
3 Domaine Fréchet
Au sein du domaine Fréchet, la preuve est presque immédiate en utilisant αnǫn/xn →
0 qui est une conséquence directe de limn→∞ ǫ = 0 et limn→∞ q∗n > 0. Nous avons à
partir de l’Eq. (I.92)
F (xn + αnǫn) = (xn + αnǫn)−1/ζL(xn + αnǫn)
∼ x−1/ζn L(xn) = F (xn).
(C.20)
Le résultat est immédiat et l’Eq. (C.7) est également vériﬁée pour le domaine Fré-
chet.
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Annexe D
Évaluation par la méthode du col
de E [Xq]
La méthode du col est une technique classique permettant d’évaluer le compor-
tement asymptotique d’intégrales de la forme
∫ +∞
−∞ g(x)e
tf(x)dx pour les grands t
[102, 36]. Plus précisément, si x∗ est le seul maximum f , l’évaluation par la méthode
du col s’écrit : ∫ +∞
−∞
g(x)etf(x)dx ∼
t→+∞ g(x
∗)etf(x
∗), avec f ′(x∗) = 0. (D.1)
Pour le présent problème, l’Eq. (II.76) mène à
E [Xq] =
∫ +∞
−∞
eqy−φ(y)dy, (D.2)
où φ(y) = − lnPY (y) est la densité logarithmique de probabilité de Y . Une tentative
d’identiﬁcation naïve avec l’intégrale de la méthode du col mènerait dans ce cas à
t ≡ q, f(x) ≡ x et g(x) ≡ exp(−φ(x)). Puisque la fonction f n’admet pas de
maximum, une application directe de la méthode du col est ineﬃcace. Cependant,
il est possible de dériver une variante de la méthode du col en utilisant le fait que φ
est essentiellement une fonction de puissance.
La première étape consiste à localiser le maximum ym de l’intégrande dans
l’Eq. (D.2) :
φ′(ym) = q. (D.3)
Le changement de variable y = νym nous permet de réécrire l’Eq. (D.2) en :
E [Xq] = ym
∫ +∞
−∞
eqymν−φ(νym)dν. (D.4)
Si φ était exactement une fonction puissance φ(y) = yρ/ρ, nous aurions ym = q1/(ρ−1)
et l’équation précédente deviendrait
E [Xq] = ym
∫ +∞
−∞
eq
ρ
ρ−1 (ν−νρ/ρ)dν. (D.5)
Dans cette situation, il serait possible d’appliquer directement la méthode du col avec
t ≡ qρ/(ρ−1) et f(x) ≡ x − xρ, obtenant ainsi l’Eq. (II.77). Cependant, dans le cas
général, φ(y) n’est pas exactement une fonction de puissance et une approche plus
177
ANNEXE D. ÉVALUATION PAR LA MÉTHODE DU COL DE E
[
XQ
]
indirecte est nécessaire. Les conditions (II.20) et (II.21) assurent que φ(y) ∼
y→+∞ h(y)
et φ′(y) ∼
y→+∞ h
′(y), ce qui implique que
lim
y→+∞
yφ′(y)
φ(y)
= ρ, (D.6)
lim
y→+∞
φ(νy)
φ(y)
= νρ. (D.7)
La combinaison des Eqs. (D.6), (D.7) et (D.4)) donne
qymν − φ(νym) = φ(ym)(ρν − νρ + ε(ym, ν)), (D.8)
avec ∀ν, limym→+∞ ε(ym, ν) = 0 ; et donc
E [Xq] = ym
∫ +∞
−∞
eφ(ym)(ρν−ν
ρ+ε(ym,ν))dν. (D.9)
Comme précédemment, l’intégrale précédente peut être vue comme une intégrale de
type méthode du col avec t ≡ φ(ym) et f(x) ≡ ρx− xρ + ε(ym, ν). Cependant, avec
ces déﬁnitions, la fonction f dépend de t à travers le terme correctif ε(ym, ν). La
prochaine étape est de vériﬁer que ce terme correctif n’altère pas le comportement
asymptotique de l’intégrale.
Pour ce faire, nous commençons par réécrire l’équation ci-dessus en
E [Xq] = ymeqym−φ(ym)
∫ +∞
−∞
eφ(ym)(1−ρ+ρν−ν
ρ+ε2(ym,ν))dν. (D.10)
avec ε2(ym, ν) = ε(ym, ν)−ε(ym, 1). Pour ν 6= 1, 1−ρ+ρν−νρ+ε2(ym, ν)) < 0 donc
seul le voisinage de ν = 1 contribue signiﬁcativement à l’intégrale lorsque y → +∞.
Dans le voisinage de ν = 1, il est plus simple de repartir de l’ Eq. (D.4) et de
développer à l’ordre 2 qνym − φ(νym) pour ν = 1 + h et h→ 0. On a alors
q(1 + h)ym − φ((1 + h)ym) = qym − φ(ym) + hym (q − φ′(ym))− h
2
2
y2mφ
′′(ym) + o(h2)
= qym − φ(ym)− h
2
2
y2mφ
′′(ym) + o(h2)
(D.11)
En injectant ce développement dans l’intégrale (D.4), on obtient l’intégrale gaus-
sienne suivante ∫ +∞
−∞
e−y
2
mφ
′′(ym)
(ν−1)2
2 dν =
√
2π
y2mφ
′′(ym)
, (D.12)
Or ce qui redonne bien l’équation (II.77) :
E [Xq] ∼ eqym−φ(ym)
√
2π
φ′′(ym)
. (D.13)
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Moments tronqués et estimateur
des moments
Dans cette annexe, nous démontrerons la convergence presque sûre de f(n, q) =
lnS(n, q)/ lnn vers limn lnT (n, q)/ lnn, lorsque n → +∞, pour les variables aléa-
toires de classe A. De manière similaire, nous montrerons que lnS(n, q)/| ln a| converge
vers lima lnT (a, q)/| ln a|, lorsque a→ 0, pour les variables de classe B.
L’essence de la démonstration est fort similaire dans les deux cas. Dans un pre-
mier temps, nous montrerons que presque sûrement tous les échantillons y appar-
tiennent à l’intervalle ] −∞, y†]. Nous étudions ensuite plus en détails le compor-
tement de S en sectionnant plus ﬁnement cet intervalle. Cependant, les contraintes
sont légèrement diﬀérentes dans les deux cas, nous développerons donc les preuves
séparément malgré leur forte similarité.
1 Classe A
Le point le plus fondamental est de rendre précis le rôle clef joué par y†τ en tant
que frontière. Par déﬁnition,
P
(
Y1, . . . , Yn > y
†) = 1− e−τ(n) ∼
τ(vn)→0
τ(n). (E.1)
Le lemme de Borel-Cantelli [18] nous dit que si une séquence d’événements aléa-
toires An satisfait
∑
n P (An) < +∞, alors les événements An ne se produisent qu’un
nombre ﬁni de fois. Par suite, un choix naturel d’événements serait An = {∃i <
n, Yi > y
†
τ(n)}. Si
∑
n τ(n) < +∞, alors pour un n suﬃsamment grand, tous les Yi
sont presque sûrement plus petits que y†τ(n). Cependant, pour préserver la propriété
y†τ(n) → y†1 pour n→ +∞, il est également nécessaire que ln τ ≪ lnn, i.e. :
lim
x→+∞
ln τ
lnn
= 0. (E.2)
Malheureusement, ces deux conditions sont incompatibles.
Pour résoudre ce dilemme, considérons donc une sous-suite n(r) d’échantillons
(par exemple n(r) = 2r) et les événements Ar = {∃i < n(r), Yi > y†τ(n(r))}. La
condition du lemme de Borel-Cantelli devient alors :∑
r
τ(n(r)) < +∞. (E.3)
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On peut d’ores et déjà remarquer que cette condition, pour n(r) = 2r, est compatible
avec ln τ ≪ ln n si on choisit τ = 1/ lnn. De plus, si la valeur de lnS/ lnn aux
points n(r) est connue, le comportement de S peut être inféré avec suﬃsamment de
précision pour tous les points. Considérons deux points k < l, nous avons :
f(k, q(k)) < f(l, q(l))
ln l
ln k
+ 1− ln l
ln k
. (E.4)
Pour a = n(r) < k < b = n(r + 1), l’inégalité précédente devient :
f(a, q(a))
ln a
ln b
+ 1− ln a
ln b
< f(k, q(k)) < f(b, q(b))
ln b
ln a
+ 1− ln b
ln a
. (E.5)
Si ln(n(r + 1))/ ln(r)→ 1, l’inégalité plus haut décrit précisément f , dans la limite
n→ +∞. Ceci est équivalent à déﬁnir n(r) comme
n(r) = exp(eν(r)), avec lim
r→+∞ ν(r + 1)− ν(r) = 0. (E.6)
Une solution simple est de choisir (presque) arbitrairement ν(r) =
√
r et τ(r) = 1
r2
,
alors n(r) = exp(e
√
r) et
τ(n) =
( 1
ln lnn
)4
. (E.7)
Par conséquent, si on observe uniquement les points n(r), pour r suﬃsamment grand,
presque sûrement, tous les Yi sont plus petits que y†τ .
Nous noterons χI la fonction caractéristique de l’ensemble I,
χI (x) =

1 si x ∈ I,0 sinon. (E.8)
On peut écrire
S(n, q)
p.s
=
1
n
∑
i
eqYiχ(−∞,y†] (Yi) . (E.9)
On peut évaluer plus précisément cette somme en scindant l’intervalle restant (−∞, y†τ ]
en 2R(n) + 1 sous-intervalles avec
ar = k
y†
R(n)
, (E.10)
Ik = (ar, ak+1], k ∈ −R, . . . , R− 1, (E.11)
I−R(n)−1 = I−∞ = (−∞, a−R]. (E.12)
Pour des raisons qui seront plus explicites par la suite, nous choisissons :
R(n) = ⌊ lnn
4 ln ln n
⌋, (E.13)
où ⌊x⌋ représente la partie entière de x. Comme y† = L(lnn)(ln n)1/ρ, la longueur
des sous-intervalles tend vers 0. S(n, q) peut donc être réécrit
S(n, q)
p.s
=
n∑
i=1
R(n)−1∑
k=−R(n)−1
eqYiχIk (Yi) . (E.14)
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Il est possible de compter le nombre de points dans chaque intervalle :
nr =
n∑
i=1
χIk (Yi) . (E.15)
Sous certaines hypothèses, nr ne devrait pas être très diﬀérent de
E [nr] = nE [χIk ] . (E.16)
Plus précisément, l’inégalité de Markov [18] nous donne presque sûrement une borne
supérieure :
P (∃k, nr > α(n)E [nr]) < 2R(n) + 1
α(n)
. (E.17)
Aﬁn d’utiliser le lemme de Borell-Cantelli, il faut que
∑
r
2R(n(r))+1
α(n(r))
< +∞. Plus α
croît lentement, plus grande est la quantité d’information que l’on peut obtenir du
lemme de Borel-Cantelli. Un choix valide ici nécessite lnα ≪ lnn. À cause de la
parcimonie de n(r),
α(n) = R(n) lnn (E.18)
est un choix compatible, qui mène à :
S(n, q)
p.s
<
R(n)−1∑
k=−R(n)−1
α(n)E [χIk ] e
qak+1 . (E.19)
De plus, si on note φ la densité logarithmique (comme déﬁni en Annexe D),
E [χIk ] < 2
y†
R
e−φ(ar). (E.20)
La contribution majeure à la somme provient de l’intervalle Im contenant ym(q)
déﬁni par
φ′(ym) = q. (E.21)
Cela mène à une borne supérieure assez grossière,
S(n, q)
p.s
< α(n)
(
y†τe
qam+1−φ(am) + E
[
χI−∞
]
e−qy
†
)
. (E.22)
La plupart des termes de cette équation sont logarithmiquement négligeables par
rapport à lnn. Par suite,
lim
n
lnS(n, q)
lnn
p.s
< lim
n
qam+1(n)− φ(am(n))
lnn
. (E.23)
La borne inférieure est plus diﬃcile à atteindre et la méthode proposée ici uti-
lise l’inégalité de Bienaymé-Tchebitchev et ne s’applique donc que dans le cas de
variables i.i.d. .
P
(
Nm >
E [Nm]
2
)
<
4
nE [χIm]
. (E.24)
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Or, on peut minorer nE [χIm ] par
nE [χIm] > nE
[
χIR−1
]
> n
∫ y†(1− 1
2R
)
y†(1− 1
R
)
e−φ(y)dy.
> n
y†
2R
e−φ(y
†(1− 1
2R
))
=
y†
2R
(lnn)2ρ(1+ǫ(y))
∼ ln ln n
4
(lnn)(2ρ−1+1/ρ)(1+ǫ(y)).
(E.25)
On veut de plus que ∑
r
P
(
Nm >
E [N ]m
2
)
< +∞. (E.26)
Cette contrainte (E.26) alliée à l’équation (E.25) impose la condition la plus restric-
tive sur R, elle est en grande partie responsable du choix de R(n) dans l’Eq. (E.13).
Avec ce choix de R(n), on peut utiliser le lemme de Borel-Cantelli pour obtenir
1
2
eqam−φ(am+1)
p.s
< S(n, q). (E.27)
On obtient alors une borne inférieure sur la limite de f :
lim
n
qam − φ(am+1)
lnn
p.s
< lim
n
f(n, q). (E.28)
La dernière étape est de vériﬁer que les deux bornes (E.23) et (E.28) convergent
vers la même valeur lorsque n→ +∞. Il faut d’abord vériﬁer que
lim
n→+∞
q (am − am+1)
ln n
= 0. (E.29)
Cela revient à vériﬁer que
lim
n→+∞
q(n)y†
R ln n
= lim
n→+∞
q(n)y† ln lnn
(lnn)2
= 0. (E.30)
Cette convergence est obtenue au prix d’une condition sur q(n)
∃ǫ > 0, q ≪ (ln n)2−1/ρ−ǫ. (E.31)
On veut ensuite s’assurer que
lim
n→+∞
φ(am)− φ(am+1)
ln n
= 0. (E.32)
Pour ce faire on peut remarquer que
φ(am)− φ(am+1) ∼ y
†
R
φ′(am) <
y†
R
φ′(y†) (E.33)
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et
φ′(y†)y†
R lnn
∼ 4 ln lnn
lnn
. (E.34)
Combinées, les équations (E.33) et (E.34) impliquent que la condition E.32 est véri-
ﬁée. Les bornes supérieure (E.23) et inférieure (E.28) convergent vers la même valeur
et on obtient donc
lim
n
lnS(n, q(n))
ln n
p.s
= lim
n
qym(n)− φ(ym(n))
lnn
. (E.35)
Le terme de droite de l’Eq. (E.35) correspond au résultat par l’évaluation des mo-
ments tronqués par la méthode du col spéciﬁque de l’annexe D. Par conséquent,
l’Eq. (II.116) :
lim
n→+∞
lnS(n, q(n))
| lnn|
p.s
= lim
n→+∞
lnT (n, q(n))
| lnn| (E.36)
est bien démontrée.
2 classe B
Dans cette section, nous nous proposons d’adapter la preuve précédente au cas
de processus multifractals de la classe B. Nous souhaitons démontrer que
lim
r→+∞
lnSnr(ar, q)
| ln ar|
p.s
= lim
a→0
lnM(a, q)
| ln a| . (E.37)
Une première diﬀérence avec la classe A est l’existence d’un choix naturel pour la
sous-suite nr. En eﬀet, si on s’intéresse aux accroissements sur des échelles discrètes,
il est assez naturel de considérer que nr = 2r et ar = 2−rL.
Une deuxième diﬀérence réside dans le fait que pour la classe B, il est plus aisé
de raisonner en utilisant la variable h plutôt que y. Pour commencer, nous raﬃnons
la déﬁnition de h† en choisissant
τr =
1
r2
(E.38)
dans l’ équation (II.95), à la place d’avoir un τ constant. Cette altération n’aﬀecte
pas h†0 à cause de la propriété
lim
r→+∞
ln τr
| ln ar| = 0. (E.39)
Avec ce choix de τr, nous avons∑
r
P (∃i < nr, har(i) < h†r) < +∞. (E.40)
En utilisant le lemme de Borel-Cantelli et en choisissant comme événements Ar =
{∃i < nr, har(i) < h†r}, nous pouvons donc aﬃrmer que pour r suﬃsamment grand,
tous les ha sont presque sûrement supérieurs à h†r. Nous notons χI la fonction carac-
téristique de l’ensemble I,
χI (x) =

1 si x ∈ I,0 sinon. (E.41)
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Puisque presque sûrement tous les ha sont supérieurs à h†r, nous pouvons écrire
Snr(ar, q)
p.s
=
1
nr
nr∑
i=1
aqhiχ[h†r,+∞) (hi) . (E.42)
Aﬁn de raﬃner ce résultat, nous découpons l’intervalle [h†,+∞) en un ensemble de
sous-intervalles. Tout d’abord, nous déﬁnissons un point de séparation c∞ par
φ′(c∞) = 0. (E.43)
Le sous-intervalle correspondant est :
I∞ = (c∞,+∞). (E.44)
L’intervalle restant [h†r, c∞] possède une longueur ﬁnie lr
lr = c∞ − h†r. (E.45)
Nous divisons cet intervalle en ⌊2 lnnr⌋ sous-intervalles (où ⌊x⌋ est la partie entière
de x), avec
cp = h† + p
lr
1 + ⌊ln nr⌋ , (E.46)
Ip = [cp, cp+1], |p| < 1 + [lnnr]. (E.47)
Nous appelons mp la densité de points à l’intérieur de l’intervalle Ip
mp =
1
nr
nr∑
i=1
χIp (h(i)) . (E.48)
Aﬁn d’obtenir une borne supérieure sur mp, on peut utiliser l’inégalité de Markov :
P
(
∃j,mj > (ln nr)3
)
<
1
(lnnr)2
. (E.49)
On peut alors vériﬁer que
∑
r
P
(
∃j,mj > (lnnr)3E
[
χIp
])
=
∑
r
1
(r ln 2)2
< +∞. (E.50)
On peut donc utiliser le lemme de Borel-Cantelli, pour obtenir une borne supérieure
presque-sûre de mp :
mp
p.s
< (ln nr)3E
[
χIp
]
. (E.51)
La borne inférieure est cependant plus problématique, si on utilise l’inégalité de
Bienaymé-Tchebitchev, on obtient
P

mj > E
[
χIp
]
2

 < 1
n2r
Var
[
nr∑
i=1
χIp(Hi)
]
. (E.52)
Pour que ce résultat soit utilisable, il faut donc que la somme des corrélations des
χIp croisse moins rapidement que nr/(lnnr)
2. Faisons donc l’hypothèse réaliste que
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tel est le cas. On peut alors utiliser le lemme de Borel-Cantelli pour obtenir une
borne inférieure presque-sûre
E
[
χIp
]
2
p.s
< mp. (E.53)
En combinant les bornes supérieures et inférieures, on peut encadrer presque sûre-
ment mp par
E
[
χIp
]
2
p.s
< mp
p.s
< (lnnr)3E
[
χIp
]
. (E.54)
De plus, la longueur des intervalles Ip tend vers 0, cela implique que :
E
[
χIp
]
∼
r→+∞
lr
ln nr
aφ(cp). (E.55)
Par suite, nous avons un ε1 ∈ (0, 1) tel que pour r suﬃsamment grand,
Snr(ar, q)
p.s
<
∑
p
(ln nr)2lr(1 + ε1)aqcp+φ(cp) +m∞ac∞. (E.56)
Nous sommes principalement intéressés par la contribution maximale, qui provient
de cm :
(1− ε2)lr a
qcm+φ(cm)
2 ln r
p.s
< Snr(ar, q)
p.s
< (1 + ε3)(lnnr)3lraqcm+φ(cm), (E.57)
avec ε2, ε3 ∈ (0, 1). Ces deux inégalités peuvent être réécrites en termes logarith-
miques,
−(qcm + φ(cm)) + ln(1− ε2) + ln lr − ln 2− ln lnnr| ln a|
p.s
<
lnSnr(ar, q)
| ln ar|
p.s
<
−(qcm + φ(cm)) + 3 ln lnnr + ln(1 + ε3) + ln lr| ln a| .
(E.58)
La longueur totale lr est bornée parce que les h†r et c∞ le sont. Lorsque r → +∞, la
longueur de l’intervalle Ip tend vers 0, ce qui signiﬁe que
cm → max(hm, h†). (E.59)
En prenant la limite r → +∞ dans l’Eq. (E.58), on obtient donc enﬁn
lim
r→+∞
lnSnr(ar, q)
| ln ar|
p.s
= −qmax(hm, h†)− φ(max(hm, h†)). (E.60)
Le membre de droite de l’équation précédente correspond exactement à l’évaluation
des moments tronqués par la méthode du col obtenue dans les Eqs. (II.119) et
(II.120), ce qui démontre la validité de l’Eq. (E.37). Un résultat similaire pour les
cascades multiplicatives dyadiques (cf [96]) suggère que la convergence presque sûre
tient dans le cas général, et ce sans avoir besoin d’hypothèse pour obtenir la borne
inférieure.
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Annexe F
Estimation de θ : résultats
théoriques
1 Construction
Aﬁn de démontrer la consistance et la normalité asymptotique de Ωk, il est plus
simple de considérer les variables (G1, . . . , Gn) de la loi Λ(k). Si nous déﬁnissons
ensuite
∆i = i(Gi −Gi+1), (F.1)
on peut voir que
pΛ(k)(δ1, . . . , δk−1, gk) = exp

−e−gk − kgk −∑
i<k
i δi

 . (F.2)
En d’autres termes, ∆i et Gk sont indépendants. Des calculs directs mènent à :
E [∆i] = 1, (F.3)
Var [∆i] = 1. (F.4)
De la même manière, avec γ la constante Euler-Mascheroni :
E [Gk] = γ − ζ(1; k − 1), (F.5)
Var [Gk] =
π2
6
− ζ(2; k − 1). (F.6)
où ζ(s;n) est une fonction ζ de Riemman incomplète :
ζ(s;n) =
n∑
j=1
1
js
. (F.7)
Si nous essayons d’appliquer Ωk aux variables Gi, nous pouvons transcrire
Ωk =
∑
i
αiGi (F.8)
en
Ωk = Gk +
k−1∑
i=1
βi∆i, (F.9)
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avec βi = 1i
∑
j≤i αj. Nous pouvons donc calculer l’erreur quadratique avec
E
[
Ω2k
]
= E [Ωk]
2 + Var [Ωk] . (F.10)
ce qui nous amène à
E
[
Ω2k
]
=
π2
6
− ζ(2, k − 1) +
k−1∑
i=1
β2i +
(
γ − ζ(1; k − 1) +
k−1∑
1
βi
)2
. (F.11)
Il est possible de minimiser E [Ω2k] en fonction des βi directement avec un multi-
plicateur de Lagrange λ aﬁn de s’assurer que E [Ωk] = 0 :
∂βi(E
[
Ω2k
]
− λE [Ωk]) = 2(γ − ζ(1; k − 1))− λ+ 2
k−1∑
j=1
βj + 2βi. (F.12)
Une solution évidente est alors βi = β =
ζ(1;k−1)−γ
k−1 et par conséquent :
∀i, i 6= k, αi =
γ−
∑k
l=1
1
l
k−1
αk = 1− (k − 1)α1.
(F.13)
2 Consistance
Nous pouvons maintenant vériﬁer que limk E [Ω2k] = 0 pour les variables Gk
E
[
Ω2k
]
=
π2
6
− ζ(2, k − 1) + (ζ(1; k − 1)− γ)
2
k − 1 . (F.14)
Le résultat vient immédiatement à partir de ζ(2) = π
2
6
. Utilisant la convergence en
distribution de Uk, nous obtenons alors
E
[
Ω2k(U)
]
→
k
0. (F.15)
3 Normalité asymptotique
On peut écrire Ωk comme
Ωk = gk + β
k−1∑
i=1
∆i. (F.16)
À partir de l’Eq. (F.2), il est facile de vériﬁer que les variables ∆i sont i.i.d., donc,
Ωk − gk − ζ(1; k − 1) + γ
ζ(1; k − 1)− γ
D→ N0,1. (F.17)
De plus, les relations
E [gk − ζ(1; k − 1) + γ] = 0, (F.18)
Var [gk − ζ(1; k − 1) + γ] = π
2
6
− ζ(2; k − 1), (F.19)
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impliquent que
gk − ζ(1; k − 1) + γ p→ 0. (F.20)
Il est alors possible d’éliminer ce terme dans l’équation précédente :
Ωk
ζ(1; k − 1)− γ
D→ N0,1. (F.21)
La combinaison de ces résultats avec la convergence en distribution des Uk démontre
qu’il existe une fonction k(n) telle que Ωk est asymptotiquement normal.
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Résumé : Cette thèse s’est développée à l’interface entre physique statistique et trai-
tement statistique du signal, afin d’allier les perspectives de ces deux disciplines sur les
problèmes de sommes et maxima de variables aléatoires. Nous avons exploré trois axes
d’études qui mènent à s’éloigner des conditions classiques (i.i.d.) : l’importance des événe-
ments rares, le couplage avec la taille du système, et la corrélation. Combinés, ces trois axes
mènent à des situations dans lesquelles les théorèmes de convergence classiques sont mis
en défaut. Pour mieux comprendre l’effet du couplage avec la taille du système, nous avons
étudié le comportement de la somme et du maximum de variables aléatoires indépendantes
élevées à une puissance dépendante de la taille du signal. Dans le cas du maximum, nous
avons mis en évidence l’apparition de lois limites non standards. Dans le cas de la somme,
nous nous sommes intéressés au lien entre effet de linéarisation et transition vitreuse en
physique statistique. Grâce à ce lien, nous avons pu définir une notion d’ordre critique
des moments, montrant que, pour un processus multifractal, celui-ci ne dépend pas de
la résolution du signal. Parallèlement, nous avons construit et étudié, théoriquement et
numériquement, les performances d’un estimateur de cet ordre critique pour une classe
de variables aléatoires indépendantes. Pour mieux cerner l’effet de la corrélation sur le
maximum et la somme de variables aléatoires, nous nous sommes inspirés de la physique
statistique pour construire une classe de variable aléatoires dont la probabilité jointe peut
s’écrire comme un produit de matrices. Après une étude détaillée de ses propriétés sta-
tistiques, qui a montré la présence potentielle de corrélation à longue portée, nous avons
proposé pour ces variables une méthode de synthèse en réussissant à reformuler le pro-
blème en termes de modèles à chaîne de Markov cachée. Enfin, nous concluons sur une
analyse en profondeur du comportement limite de leur somme et de leur maximum.
Abstract : This thesis has grown at the interface between statistical physics and
signal processing, combining the perspectives of both disciplines to study the issues of
sums and maxima of random variables. Three main axes, venturing beyond the classical
(i.i.d) conditions, have been explored : The importance of rare events, the coupling between
the behavior of individual random variable and the size of the system, and correlation.
Together, these three axes have led us to situations where classical convergence theorems
are no longer valid. To improve our understanding of the impact of the coupling with the
system size, we have studied the behavior of the sum and the maximum of independent
random variables raised to a power depending of the size of the signal. In the case of the
maximum, we have brought to light non standard limit laws. In the case of the sum, we
have studied the link between linearisation effect and glass transition in statistical physics.
Following this link, we have defined a critical moment order such that for a multifractal
process, this critical order does not depend on the signal resolution. Similarly, a critical
moment estimator has been designed and studied theoretically and numerically for a class
of independent random variables. To gain some intuition on the impact of correlation
on the maximum or sum of random variables, following insights from statistical physics,
we have constructed a class of random variables where the joint distribution probability
can be expressed as a matrix product. After a detailed study of its statistical properties,
showing that these variables can exhibit long range correlations, we have managed to recast
this model into the framework of Hidden Markov Chain models, enabling us to design a
synthesis procedure. Finally, we conclude by an in-depth study of the limit behavior of
the sum and maximum of these random variables.
