Huffman Codes are optimal Instantaneous Fixed-to-Variable (FV) codes in which every source symbol can only be encoded by one codeword. Relaxing these constraints permits constructing better FV codes. More specifically, recent work has shown that AIFV-m codes can beat Huffman coding. AIFV-m codes construct am m-tuple of different coding trees between which the code alternates and are only almost instantaneous (AI). This means that decoding a word might require a delay of a finite number of bits.
INTRODUCTION
Although it is often loosely claimed that Huffman coding is optimal this is only true within strictly defined conditions. Huffman coding achieves optimal average Figure 1 : A binary AIFV-2 code for X = {a, b, c, d} with associated probabilities. The encoding of bdbcaa is Y = 1011001011010. Note that d, c and the first a were encoded using T 1 while the other letters were encoded using T 0 . L(Huff X ) is the cost of the Huffman code for the same distribution.
this new interpretation to propose two O(n 5 b) time algorithms for solving the same problem. The first is essentially a simple binary search. The second is a more complicated ellipsoid-algorithm separation-oracle based solution. Section 5 briefly describes how this second technique might be extendable to m > 2.
Preliminaries and Previous Work on Binary AIFV-codes
Let X be a memoryless source over a finite alphabet X of size n. ∀a i ∈ X , let p i = P X (a i ) denote the probability of a i ocurring. Without loss of generality we assume that p 1 ≥ p 2 ≥ · · · ≥ p n > 0 and n i=1 p i = 1.
A codeword c of a binary AIFV code is a string in {0, 1} * . |c| will denote the length of codeword c. We assume that all probabilities are represented using binary. Let b i be the number of bits used to represent p i . For later use we set b = max i b i . Since min i p i = p n ≤ 1 n , this implies b = Ω(log n). Note that that the total size of the problem's input is Ω(L) where L = i b i = Ω(n log n).
We now briefly describe the structure of Binary AIFV-2 codes using the terminology of [3] . See [3] for more details and Figure 1 for an example. Codes are represented via binary trees with left edges labelled by "0" and right edges by "1". A code consists of a pair of binary code trees, T 0 , T 1 satisfying:
• Complete internal nodes in T 0 and T 1 have both left and right children.
• Incomplete internal nodes (with the unique exception of the left child of the root of T 1 ) have only a "0" (left) child. Incomplete internal nodes are labelled as either a master node or a slave node.
• A master node must be an incomplete node with an incomplete child The child of a master node is a slave node. This implies that a master node is connected to its unique grandchild via "00" with the intermediate node being a slave node.
• Each source symbol is assigned to one node in T 0 and one node in T 1 .
The nodes to which they are assigned are either leaves or master nodes. Symbols are not assigned to complete internal nodes or slave nodes.
• The root of T 1 is complete and its "0" child is a slave node. The root of T 1 has no "00" grandchild.
Let c s (a), s ∈ {0, 1} denote the codeword of a ∈ X encoded by T s . The encoding procedure for a sequence x 1 , x 2 . . . of source symbols works as follows. 0. Set s 1 = 0 and j = 1. 1. Encode x j as c sj (x j ). 2. If c sj (x j ) is a leaf in T sj , then set s j+1 = 0 else set s j+1 = 1 % this occurs when c sj (x j ) is a master node in T sj 3. Set j = j + 1 and Goto 1.
Note that a symbol is encoded using T 0 if and only if its predecessor was encoded using a leaf node and it is encoded using T 1 if and only if its predecessor was encoded using a master node. The decoding procedure is a straightforward reversal of the encoding procedure. Details are provided in [2] and [7] . The important observation is that identifying the end of a codeword might first require reading an extra two bits past its ending, resulting in a two bit delay, so decoding is not instantaneous. Also write X = x 1 x 2 x 3 x 4 x 5 x 6 . To decode 1. It is known that x 1 was encoded using T 0 . After reading y 1 y 2 = 10, the decoder does not know whether x 1 = b or if 10 is just the prefix of some longer coding word. After reading y 3 = 1 (a delay of 1 bit) it knows for certain that x 1 = b.
2. Since x 1 was encoded using a master node, it is known that x 2 was encoded using T 1 . After reading y 3 y 4 = 11 the decoder is at node c in T 1 but does not know whether x 2 = c or not. After reading y 5 = 0, it still does not know. It is possible that x 2 = c and y 5 is the beginning of the encoding of x 3 . It is also still possible that x 2 = d. After reading y 6 = 0 it knows for certain that x 2 = d.
3. Since x 2 was encoded using a leaf, y 3 was encoded using T 0 .
Algorithm 1 Iterative algorithm to construct an optimal binary AIFV-2 code [4, 7] 1: m ← 0;
Update
4. Continuing, the process finds all of X = bdbcaa.
Following [2] , we can now derive the average codeword length of a binary AIFV-2 code defined by trees
If the current symbol x j is encoded by a leaf (resp. a master node) of T sj , then the next symbol x j+1 is encoded by T 0 (resp. T 1 ). This process can be modelled as a two-state Markov chain with the state being the current encoding tree. Denote the transition probabilities for switching from code tree T s to T s by q s (T s ). Then, from the definition of the code trees and the encoding/decoding protocols:
where L Ts (resp. M Ts ) denotes the set of source symbols a ∈ X that are assigned to a leaf node (resp. a master node) in T s .
Given binary AIFV-2 code T 0 , T 1 , as the number of symbols being encoded approaches infinity, the stationary probability of using code tree T s can then be calculated to be
The average (asymptotically) codeword length (as the number of characters encoded goes to infinity) of a binary AIFV-2 code is then
(2) [2, 4] showed that the binary AIFV-2 code T 0 , T 1 minimizing Equation (2) can be obtained by Algorithm 1. In Lines, 4 and 5, T s (n) for s ∈ {0, 1} is the (exponentially sized) set of all possible coding trees T s for n characters. They T0 (x) and g (1) T1 (x) at x = C (0) and then finds C (1) , the x-coordinate of their unique intersection point.
implemented the minimization (over all T s ∈ T s (n)) as an ILP. In a later paper, [7] , the authors replaced this ILP with a O(n 5 ) time and O(n 3 ) space DP that modified a top-down tree-building Dynamic Program from [8, 9] . [4, 7] proved algebraically that Algorithm 1 would terminate after a finite number of steps and that the resulting trees T are an optimal Binary AIFV-2 code. They were unable, though, to provide any bounds on the number of steps needed for termination.
Note: Let s ∈ {0, 1} and setŝ = 1 − s. Our algorithms and analyses do not use the actual trees but only the values of L(Ts) and qŝ(Ts) = 1 − qŝ(Tŝ).
We therefore say that Ts, T s ∈ Ts(n) are equivalent if L(Ts) = L(T s ) and qŝ(Ts) = qŝ(T s ). In particular, this permits stating that, for any α ∈ [0, 1], and β > 0 there exists at most one tree Ts ∈ Ts(n) with qŝ(Ts) = α such L(Ts) = β. For every fixed T 0 ∈ T 0 (n) define the linear function
Now consider the lower envelope E 0 (x) of these lines. More formally,
As the lower envelope of a finite set of lines, E 0 (x) is concave so it is piecewise linear with decreasing slope. Thus, for small enough x, E 0 (x) has slope 1 and for large enough x it has slope 0.
Similarly, for every fixed T 1 ∈ T 1 (n), define the linear function
and consider the lower envelope E 1 of g T1 (x). More formally,
E 1 is also concave so it is also piecewise linear with decreasing slope. Thus, for small enough x, E 1 (x) has slope 0 and for large enough x it has slope −1.
Hence,
More specifically a real solution to E 0 (x) = E 1 (x) exists and either
Now set
In this notation, lines 4, 5 in Algorithm 1 can be rewritten as
Algorithm 1 can now be seen as implementing the following dynamic process on E 0 (x) and E 1 (x). Line 1 starts by setting some value x 0 = C (0) as an initial guess for C * . At the end of step m − 1, the algorithm has x m−1 = C (m−1) . Then
• Line 6 (working through the algebra) then finds the unique intersection point of those two supporting lines f T (m−1) 0 (x) and g T (m−1) 1 (x) and sets
x m = C (m) to be the x-coordinate of that point.
The analysis in [4, 7] implicitly assumes scenario (S 1 ) in Lemma 1, i.e., that E 0 (x) = E 1 (x) has a unique solution x * . Line 7 can then only be satisfied if C (m−1) = x * and their analysis of Algorithm 1 can then be recast as saying that that the algorithm converges in a finite number of steps to x * , which gives the optimal solution T 0 (x * ), T 1 (x * ).
Using our notation, their proof can be restated as:
is an optimal Binary AIFV-2 code. Furthermore, Algorithm 1 will find that code.
The difficulty in analyzing the running time of the algorithm is that, a-priori, it is possible that all the (exponential number of) trees T s ∈ T s (n) contribute a supporting line of the lower envelope E s (x). The iterative process might then need to examine all of these supporting lines, which would be very slow. In the next section we describe two new algorithms that sidestep this issue to provide explicit bounds on the number of iterations needed.
Before concluding we quickly discuss two assumptions made by [4, 7] (A 1 ) As previously noted, they assume (S 1 ) in Lemma 1, i.e., that E 0 (x) = E 1 (x) has a unique solution x * . If (S 2 ) occurred, then Line 6 in Algorithm 1 would not be feasible and Lemma 2 would not immediately follow. (Their proof could be modified so that this assumption is not necessary, though). 1] was implicitly required for the correctness of their O(n 5 ) Dynamic Program for implementing Lines 4 and 5 of Algorithm 1. Without this assumption, the DP would need to be replaced by the less efficient Integer Linear Program.
Our new algorithms will need similar assumptions, but replace (A 2 ) with the weaker condition
We will need both of these assumptions even more strongly for our algorithms and therefore provide proofs of the validity of A 1 and A 2 in the next subsection. 
Proving the Assumptions (A 1 ) and (A 2 ).
Before preceding we note that various places in this section discuss "master nodes with no codeword descendants". Since a master node must have an edge descending from it, this might, at first glance, seem impossible. The formal definition, though, only requires the existence of the edge but not that the edge leads to codewords. It is also not a-priori obvious that removing that edge (and everything below it) would keep the code cost unchanged. Tree edges are not only links to codewords below them. They may also signal that a codeword above them is a master node, forcing a transition to a new codetree, and it is this transition that could be making the code optimal. Removing unused edges might thus increase the cost of the code. The reality is that this will not be an issue but this must be proven and can not be assumed.
We first need the following simple observation. 2
Lemma 3. Assume n > 3. Let T 1 ∈ T 1 (n) and a i be the longest codeword in T 1 with v the associated node in the tree. Remove v and any descendants from T 1 . Make a i the left-left child of the root of T 1 . Call the resulting tree T 1 . Then
Proof. See Figure 3 . Note that, formally, v might be a master node (and thus with an edge descending below it) but no codewords below it. This is why v and its descendants are all removed.
Since T 1 's left child did not originally have a left child, a i can be moved there to become the leftmost grandchild of the root.
Proof. Recall that E 0 (x) is concave and nondecreasing, and E 1 (x) is concave and nonincreasing. It therefore suffices to show that E 0 (0) < E 1 (0) and that E 0 (1) ≥ E 1 (1). Then, by continuity E 0 (x * ) = E 1 (x * ) for some x * ∈ (0, 1]. 
and
Also note that T * 0 must contain at least one leaf. If not, just changing the deepest master node into a leaf would create a new tree T ∈ T 0 (n), with L(T ) = L(T * 0 ) but q 1 (T ) < q 1 (T * 0 ), contradicting Equation (4). Now, we construct ( Figure 4 ) treeT 1 by (i) removing a leaf from T * 0 and making it a leaf on the 01 path from the root ofT 1 and (ii) appending the remaining part of T * 0 as the right child of the root ofT 1 . By this construction,
. Thus, from Equation (5),
(a) The solution to E 0 (x * ) = E 1 (x * ) is unique, satisfies x * ∈ (0, 1] and
Consequentially, Scenario (S 2 ) in Lemma 1 does not occur.
(b) Let T 0 , T 1 be an optimal Binary AIFV-2 code. If q 1 (T 0 ) = 0, then
Proof. (a) From Lemma 4 we may assume that a solution x * ∈ (0, 1] exists. Let T 0 = T 0 (x * ), T 1 = T 1 (x * ) and assume that Equation (6) is incorrect, i.e. q 0 (T 1 ) = 0. Let a i be the longest codeword in T 1 with v the associated node in the tree. Because q 0 (T 1 ) = 0, v is a master node. Remove the descendants of v, so v is now a leaf. Call the resulting treeT 1 . By construction,T 1 ∈ T 1 (n), L(T 1 ) = L(T 1 ) and q 0 (T 1 ) = p i > 0. But then
leading to a contradiction. But if (S 2 ) occured, then, from Equation (3), for all solutions x * to to E 0 (x * ) = E 1 (x * ), q 0 (T 1 (x * )) = 0, contradicting the above. Thus (S 2 ) can not occur and x * is unique.
(b) Let T 0 ,T 1 be any Binary AIFV-2 code. Since q 1 (T 0 ) = 0, by the coding procedure,T 1 is never used, so
Thus, from Equation (2) L AIF V (T 0 ,T 1 ) = L(T 0 ).
In particular,
L AIF V (T 0 ,T 1 ) = L AIF V (T 0 , T 1 ).
Algorithm 2 An O(n 5 b) Binary Search algorithm for constructing binary AIFV-2 trees 1: l, r ← 0, 1; 0 = 2 −2(b+1) . Lemma 5(a) implies that assumption (A 1 ) is always true, so the condition of Lemma 2 always applies and thus Algorithm 1 of [4, 7] always returns the correct answer. Lemma 4 is slightly weaker than assumption (A 2 ) since it only states that x * ∈ [0, 1] but does not immediately imply that C (m) ∈ [0, 1] for all m. While it is possible to strengthen the proof to validate (A 2 ), we do not do so since our algorithms only needs the weaker assumption (A 2 ) to be correct.
Finally, we note that Lemma 5 does permit an optimal Binary AIFV-2 code to satisfy q 1 (T 0 ) = 0. In this case, T 0 is the optimal tree in which all codewords are at leaves, i.e., the optimal Huffman code and AIFV coding reduces to Huffman coding. This could occur, for example, if the source distribution X is dyadic so L(T 0 ) = H(X), the entropy of X. It is therefore understandable that in this case, AIFV codes could not improve upon Huffman coding. We single out this special case, because our Ellipsoid-based algorithm will need to perform extra work to handle it. The geometric interpretation in Section 3 suggests using a simple binary search to replace the iterative process of Algorithm 1. This is written in Algorithm 2 and explained below.
The O(n 5 ) time DPs from [7] for evaluating lines 4, 5 in Algorithm 1 are actually explicitly constructing the trees T 0 (x) and T 1 (x) for any fixed x ∈ [0, 1]. We will use those same construction DPs in Algorithm 2. Note that after constructing trees T 0 (x) and T 1 (x), values E 0 (x) and E 1 (x) can be evaluated in an additional O(n) time and whether E 0 (x) ≤ E 1 (x) or not can then be checked in another O(1) time.
Lemma 1 implies that, for any l < r, Since Algorithm 2 always maintains [l, r] ∈ [0, 1], all calls to the dynamic programs in lines 4, 5, 13 and 15 of Algorithm 2 are correctly finding T 0 (x), T 1 (x) in O(n 5 ) time.
Since the procedure halves r − l at each step, after log 2 1 0 = 2(b + 1) steps, r − l = 0 and the algorithm proceeds to Line 13.
Finally, recall that E 0 (x) and E 1 (x) are piecewise linear functions. Their critical points will be the values of x at which they change slope. Lemma 6. Let x 1 , x 2 be two critical points of E 0 (x) (resp. E 1 (x)). Then
Proof. We prove the lemma for E 0 (x). The proof for E 1 (x) is almost exactly the same.
Let f T0 (x) and f T 0 (x) be two supporting lines of E 0 (x) that meet at a critical point x . Then
Since every p i can be expressed using b bits, every p i can be written as c2 −b for some integer 1 ≤ c ≤ 2 b . This implies
This further implies that x = K1 K2 where K 1 , K 2 are integers and 0 ≤ K 2 ≤ 2 b+1 . This is true for every critical point x . Thus, if x 1 , x 2 are two critical points of E 0 (x), then |x 1 − x 2 | ≥ 1 2 b+1 2 = 2 −2(b+1) .
As noted, at the start of Line 13, r − l = 0 . From Lemma 6, [l, r] therefore contains at most one critical point each for E 0 (x) and E 1 (x). This means that
gT 1 (p1)(x) Figure 5 :
, the highest point in K, is the unique intersection of E 0 (x) and E 1 (x) sox 2 = E 0 (x * ). Points p, q ∈ K, so a separation oracle would report that they are inside K. Points p , q ∈ K. p is separated from from K by either one of the lines f T0(p 1 ) (x) or g T1(p 1 ) (x). q is separated from K by the line g T1(q 1 ) (x) but not by the line f T0(q 1 ) (x).
Note that it is possible that f T0(l) (x) = f T0(r) (x) and, likewise, that g T1(l) (x) = g T1(r) (x).
By construction, [l, r] also contains the unique intersection point x * of E 0 (x) and E 1 (x).
Since, in [l, r], E 0 (x) and E 1 (x) are each composed of either one or two known line segments we can, in O(1) time, calculate x * .
In another O(n 5 ) time we calculate T 0 (x * ), T 1 (x * ) which, from Lemma 2, are an optimal binary AIFV code.
To recap, in O(n 5 b) time the binary halving algorithm found [l, r] containing x * and in another O(n 5 ) time found the optimal AIFV code T 0 (x * ) and T 1 (x * ) Thus, the entire algorithm requires O(n 5 b) time.
Note that this is very different than Algorithm 1 which also used O(n 5 ) time per step but was only guaranteed to converge in a finite but unbounded number of steps.
An O(n 5 b) time Ellipsoid Algorithm
We now introduce another O(n 5 b) time algorithm for solving the problem. While it is more complicated and no faster than Algorithm 2, it is introduced because it provides some guidance as to how one might be able to solve the problem for m > 2.
Let K ∈ R m be a closed convex set. Let c ∈ R m . The convex maximization problem is to findx ∈ K such that
x * Figure 6 : Illustration of the two scenarios that can occur in Lemma 7 and Algorithm 3. Note that these correspond to the similar areas in Figure 7 . The shaded area in each diagram is the set of pointsx ∈ K such that E 0 (x * 1 )−x 2 ≤ 1 and so might be returned by Line 2 of Algorithm 3. In scenario (a), Line 12 will find x = x * 1 . In scenario (b), Line 12 might not find x * 1 but will return some x ∈ [y 1 , x * 1 ]. In both cases T 0 (x ), T 1 (x ) is an optimal Binary AIFV-2 code. In (b), x depends upon the location ofx; there are two possible trees T 1 (x ) that could be returned. Since q 1 (T 0 (x * 1 )) = 0, the returned tree T 1 (x ) is never used though; T 0 (x * 1 ) is the optimal Huffman code which, in this case, is also the optimal AIFV-2 code. See Figure 5 . In the binary AIFV-2 problem, m = 2. Set
By the concavity of E 0 (x) and E 1 (x), M (x) is concave so K is convex. Now let x * be the unique solution of E 0 (x) = E 1 (x) and set x * = (x * , E 0 (x * )) .
Since E 0 (x) is a non-decreasing function,
Similarly, since E 1 (x) is a non-increasing function,
Thusx = x * achieves the maximum value in Equation (7) with c = (0, 1). We can actually say something stronger Lemma 7. Letx = (x 1 ,x 2 ) ∈ K be any point that achieves the maximum value in Equation (7) with c = (0, 1). Then T 0 (x 1 ), T 1 (x 1 ) is an optimal Binary AIFV-2 code.
Proof. See Figure 6 .
From Lemma 2, T 0 (x * ), T 1 (x * ) is an optimal Binary AIFV-2 code. From Lemma 5, x * is unique and q 0 (T 1 (x * )) > 0. There are then only two possibilities:
(a) q 1 (T 0 (x * )) > 0: In this case, x * is the unique solution to argmax x∈ M (x).
Thus,x = x * and correctness immediately follows from Lemma 2.
(b) q 1 (T 0 (x * )) = 0 :
Let y = (y 1 , y 2 ) be the leftmost point in K such that y 2 = M (x * ). By the convexity of K,x 1 ∈ [y 1 , x * 1 ], T 0 (x) = T 0 (x * ) and
Lemma 5 then implies that T 0 (x), T 1 (x) is an optimal Binary AIFV-2 code.
Note that in this case T 0 (x) = T 0 (x * ) is the optimum Huffman code (and T 1 (x) is never actually used).
A separation oracle for K is a procedure that, for any x ∈ R m , either reports that x ∈ K or, if x ∈ K, returns a hyperplane that separates x from K. That is, it returns a ∈ R m such that ∀z ∈ K, a T x > a T z.
A famous result due to Grötschel, Lovász and Schrijver [10] states that (even if K is a polytope defined by an exponential number of constraints) an approximate optimal solution to Equation (7) can be solved via the "ellipsoid method" with only a "logarithmic" number of calls to the separation oracle. More explicitly, their result is can be found using at most 3m(log 1 + 2m log(2R) + m log 1 1 ) separation oracle calls.
Note the following observations:
From the convexity of K, the triangle with vertices (0, 0), (1, 0), (x * , 1) is contained in K, so V ol(K) ≥ 1/2.
(c) Separation Oracle: The DPs from [7] provide a simple O(n 5 ) time separation oracle for x = (x 1 , x 2 ), from the following observations:
The separating line is respectively x = 0 (a = (−1, 0) ), x = 1 (a = (1, 0)) or y = 0 (a = (0, −1)).
(ii) Otherwise, 0 ≤ x 1 ≤ 1 and 0 ≤ x 2 . Use the DPs to find T 0 (x 1 ) and T 1 (x 1 ) and thus E 0 (x 1 ), and E 1 (x 1 ). This is guaranteed to give a correct solution (in O(n 5 ) time) because 0 ≤ x 1 ≤ 1 satisfies the requirements of the DPs in [7] .
-If 0 ≤ x 2 ≤ min (E 0 (x 1 ), E 1 (x 1 )) then report that x ∈ K.
-If not, report that
Thus, plugging into Theorem 8 with m = 2, R = 4n, = 1/2 and any 1 gives that after O(log n + log(1/ 1 )) = O(b + log(1/ 1 )) oracle calls, Grötschel, Lovász and Schrijver's algorithm findsx = (x 1 ,
The new Binary AIFV-2 algorithm is given in Algorithm 3.
Algorithm 3 An O(n 5 b) Ellipsoid Based Algorithm for constructing Binary AIFV-2 trees
Construct T 0 (l), T 1 (l), T 0 (r) T 1 (r) and their corresponding lines. From the discussion above, Line 2 can be implemented via Theorem 8 using O(b + log(1/ 1 )) = O(b) oracle calls. Since each oracle call requires O(n 5 ) time, Line 2 requires O(n 5 b) total time. After Line 2 completes, some pointx "close" to x * is known.
Line 5 can be implemented in O(n 5 ) time using the DPs. Similar to the previous section, Lemma 6 implies that each of E 0 (x) and E 1 (x) have at most one critical point in [l, r] and thus the correctness of lines 8 and 9. More specifically, each of E 0 (x) and E 1 (x) comprise only one or two lines in [l, r] and these can be found from T 0 (l), T 1 (l), T 0 (r) T 1 (r) in O(1) time.
After completing Lines 5-9, Line 11 is taking the lower envelope of (at most) four lines, so it only requires O(1) time.
Line 12 can then be evaluated in O(1) time. Implementing Line 13 takes another O(n 5 ) time.
Thus the entire algorithm uses O(n 5 b) time. Figure 7 : Illustration of the two scenarios that can occur in Lemma 9. M (x) is a bounded piecewise linear concave function and K is the region below it. z is the highest y coordinate in K. The slope of all supporting lines of K have absolute value ≥ α. The "top" of K can either be one point (case (a)) or a horizontal line segment (case (b)). In (a), K must be below the lines 1 (x) and
It remains to prove the correctness of Line 13, i.e., that T 0 (x ), T 1 (x ) are an optimal Binary AIFV-2 code. From Lemma 7 it suffices to prove that there exists x ∈ [l, r] with M (x ) = M (x * ). The possible situations that can occur are illustrated in Figure 6 . The proof is below.
Recall that the slope of f T0(z) is q 1 (T 0 (z)) and the slope of g T1(z) is −q 0 (T 1 (z)). The main tool is the observation that because all of the p i are multiples of 2 −b , these slopes, if not 0, have absolute value at least 2 −b .
We now use the following basic geometric lemma: Ifx 1 ≥ x * then, by the convexity of K and the fact that the slope of M (x) everywhere in (x * , ∞] is at most −α yields
Ifx 1 ≤ x * then, again by the convexity of K and the fact that the slope of M (x) everywhere in [−∞, x * 1 ] is at least α yields
Thus
Combining the two directions proves that |x 1 − x * | ≤ α −1 , proving the lemma.
(b) F is a horizontal line segment.
Let y * = (y * , z) be the leftmost point in F and x * = (x * , z) the rightmost point in F . Then
There are then three cases -Ifx 1 ≥ x * then Equation 8 can still be applied, sox 1 − x * ≤ α −1 and the lemma is correct with x = x * 1 . -If y * ≤x 1 ≤ x * 1 then the lemma is trivially correct with x =x 1 -Ifx 1 < y * then, after replacing x * with y * , Equation 9 can still be applied. Thus y * −x 1 ≤ α −1 and the lemma is correct with x = y * .
Plugging into the lemma with α = 2 −b and = 1 says that there exists some x satisfying |x −x 1 | ≤ 2 b 1 = 0 /2 such that M (x ) = M (x * ). Thus such an x ∈ [l, r] will be found by Algorithm 3, with correctness following from Lemma 7.
Conclusion and Future Directions
This paper gave the first polynomial time algorithms for constructing optimal AIFV-2 codes. The two algorithms presented are only weakly-polynomial though, in that they depend upon the number of bits required to represent the input. An obvious open question would be to find an algorithm which, like Huffman coding, is strongly polynomial, i.e., only dependent upon n, the number of items to be encoded.
Another direction for new research would be to develop polynomial time algorithms for constructing optimal Binary AIFV-m codes. These are [3] generalizations of Binary AIFV-2 codes that code using m-tuples T 0 , T 1 , . . . , T m−1 of coding trees. They have essentially the same structure as in the m = 2 case but generalize the rule on how to flip between m different coding trees. In addition, instead of differentiating between just master and slave nodes, they classify nodes as k different types of master nodes. [5, 6] prove that an iterative algorithm similar to Algorithm 1 for m = 2 will also successfully construct an optimal Binary AIFV-m code for m > 2. Similar to the m = 2 case, their algorithm can be shown to be equivalent to associating each of the coding trees in the current m-tuple with a hyperplane in m-space, finding the intersection point of those hyperplanes, projecting that down to a (m − 1)-dimensional point C and then constructing a new m-tuple of trees as a function of the C (this is a generalization of Lines 4 and 5 in Algorithm 1). Again, similar to the m = 2 case, [5, 6] prove that this generalized algorithm converges in a finite number of steps to an optimal Binary AIFV-m code but with no bound on the actual number of such steps.
It is unclear how the simple algorithm of Section 4.1 could be extended to m > 2. Preliminary investigations show that it is very likely that the Ellipsoid Method approach described in Section 4.2 for m = 2 would work for m > 2 as well. More specifically, in the m > 2 case, the polygon K from Lemma 9 becomes a polytope and the problem reduces to finding the highest vertex in K. Again, the Grötschel, Lovász and Schrijver ellipsoid algorithm will permit finding a pointx close to the top of K in polynomial time. If the highest point in K is a unique vertex x * , an analysis similar to the one for m = 2 will permit usingx to find x * which would then yield an optimal m-tuple of coding trees. This is the non-degenerate case in which all m trees are actively used for coding messages.
The complications arise when the top of K is not a unique point but instead a higher-dimensional face. These cases would correspond to degenerate scenarios in which not all m coding trees are used by the Binary AIFV-m code 3 . To prove that knowingx permits reconstructing a vertex x * of K (and thus an optimal AIFV-m code) would require a more nuanced and detailed understanding of the geometry of K.
