



Skanowane teksty jako korpusy

Wstęp
W bibliotekach cyfrowych znajduje się obecnie wiele interesujących tekstów, otrzymanych w wyniku automatycznego rozpoznawania znaków (OCR – ang. Optical Character Recognition) zawartych w skanowanych publikacjach i dokumentach. Aby w pełni wykorzystać je do celów badawczych, należy nadać im formy korpusów. Przy realizacji tego celu musimy uwzględnić fakt, że OCR daje wyniki tylko przybliżone. Można to zrekompensować na dwa sposoby. Po pierwsze, nie jest obecnie problemem udostępnienie użytkownikowi oryginalnych skanów. Po drugie, błędy rozpoznania znaków można próbować obchodzić za pomocą odpowiednio wyrafinowanych kwerend. 
Przykładem takiego podejścia jest wyszukiwarka Poliqarp dla DjVu, dostępna od grudnia 2009 r. pod adresem http://poliqarp.wbl.klf.uw.edu.pl/. Aktualnie obsługuje ona drugie wydanie słownika Lindego, tzw. Słownik warszawski, wszystkie dotąd opublikowane tomy Słownika polszczyzny XVI wieku oraz Słownik Królestwa Polskiego i innych krajów słowiańskich. Dokładniejsze  informacje o tych publikacjach i ich wykorzystanych dygitalizacjach dostępne są na witrynie wyszukiwarki. 
Ponieważ podstawowe informacje na temat tego oprogramowania – będącego rozszerzeniem narzędzia stosowanego do obsługi Narodowego Korpusu Języka Polskiego (http://nkjp.pl/), a wcześniej do tzw. korpusu IPI PAN (http://korpus.pl/) – zostaną podane w odrębnym artykule​[1]​, tutaj omówię tylko wybrane aspekty formułowania kwerend. Ich składnia – bazująca na omawianych dalej tzw. wyrażeniach regularnych – jest taka sama, jak we wspomnianych korpusach. W związku z tym skoncentruję się na tych zagadnieniach, które wcześniej nie były moim zdaniem opisane dostatecznie szczegółowo. 
Warto podkreślić, że wykorzystanie systemu Poliqarp do rozpoznawanych automatycznie tekstów skanowanych nie wyklucza wykorzystywania go do tych samych tekstów poddanych lub poddawanych korekcie.


1. Znaki i słowa

W komputerach podstawową jednostką tekstu jest znak (ang. character) reprezentowany przez pewien zestaw bitów. Każdy taki zestaw bitów może być interpretowany jako liczba, którą nazywam współrzędną kodową znaku (ang. code point). Liczba ta może być zapisywana na różne sposoby, w szczególności jako liczba dziesiętna, ósemkowa lub szesnastkowa. Konkretna współrzędna kodowa w różnych kodowych zestawach znaków może odpowiadać zupełnie innym znakom, w konsekwencji istnieje niebezpieczeństwo niewłaściwej interpretacji napisu. Na określenie takiego błędu stosuje się japoński termin mojibake​[2]​. Konieczność zapamiętywania i przekazywania informacji o tym, jaki kod należy stosować do danego napisu, istotnie utrudniała efektywne opracowywanie programów przeznaczonych do użytku globalnego, czyli  dla użytkowników z różnych krajów posługujących się różnymi językami. W związku z tym pod koniec lat osiemdziesiątych ubiegłego wieku powstała koncepcja kodu uniwersalnego, obejmującego docelowo wszystkie języki żywe i martwe. Koncepcję tę najlepiej realizuje standard Unicode, dostępny w Internecie pod adresem http://www.unicode.org. Aktualna wersja standardu to Unicode 6.0.0, ogłoszona 11 października 2010 r., zawierająca ponad sto tysięcy znaków (w tym 109 242 tzw. znaków graficznych), które – jak pisałem w artykule z 2004 roku​[3]​ –  najwygodniej traktować jako pojęcia pierwotne, zdefiniowane przez wyliczenie. 
Najbardziej bezpośrednią formą odwołania się do konkretnego znaku jest podanie jego współrzędnej kodowej oraz kodu, do którego ona należy. W przypadku Unicodu oficjalną konwencją jest zapis współrzędnej w formie liczby szesnastkowej, opcjonalnie poprzedzonej prefiksem U+, np. odwrotny ukośnik (ang. backslash) oznaczamy przez U+005C. Alternatywnym sposobem identyfikacji jest konwencjonalna nazwa, w tym wypadku REVERSE SOLIDUS. W niniejszym tekście stosujemy w razie potrzeby konwencję ujmowania pojedynczych znaków w „łapki”, np. «\»; konwencję tę stosujemy także do innych napisów.
W celu reprezentowania znaków w tekstach źródłowych programów i np. kwerendach konieczne jest stosowanie jakiejś konwencji dla odróżniania, kiedy znak jest elementem napisu, a kiedy elementem jakiejś konstrukcji wyższego rzędu, np. instrukcji języka programowania. Podstawową metodą jest stosowanie ograniczników – w wypadku wykorzystywanego przez wspomnianą wyszukiwarkę leksykograficzną systemu Poliqarp zasadniczym ogranicznikiem napisu jest „neutralny” cudzysłów («"» – U+0022, QUOTATION MARK). Rodzi się jednak od razu naturalne pytanie, jak reprezentować cudzysłów wewnątrz napisu bez wprowadzania wieloznaczności. Wygodną metodą jest stosowanie alternatywnych ograniczników – w Poliqarpie takim alternatywnym ogranicznikiem jest „neutralny” apostrof («’» – U+0027, APOSTROPHE), którego aktualny wygląd może się bardzo różnić w zależności od użytego fontu. Tak więc napisy zawierające cudzysłów ujmujemy w apostrofy. 
Do reprezentacji tych znaków, których wprowadzanie z klawiatury jest niewygodne lub niemożliwe (chodzi w szczególności o niedrukowalne znaki sterujące, takie jak np. „dzwonek” – U+0007, BELL – stosowany pierwotnie w dalekopisach) potrzebna jest jednak bardziej ogólna konwencja. Służą do tego specjalne konstrukcje nazywane sekwencjami unikowymi (ang. escape sequences), które tutaj nazywam krótko metaznakami (dalej opiszemy również inne rodzaje metaznaków). Konstrukcje te zaczynają się od znaku uniku (ang. escape character), którym w systemie Poliqarp jest wspomniany wcześniej odwrotny ukośnik. Metaznaki możemy podzielić na trzy rodzaje: 
	 współrzędne kodowe, które zapisujemy w zależności od potrzeby przy użyciu dwóch, czterech lub ośmiu cyfr heksadecymalnych, np. \x5c (REVERSE SOLIDUS), \u1E83 (LATIN SMALL LETTER W WITH ACUTE), \U00010300 (OLD ITALIC LETTER A); 
	 nazwy mnemotechniczne, np. \n (ang. new line, U+000A, oficjalna nazwa LINE FEED (LF)); 
	 przywrócenie znakom specjalnym ich pierwotnego znaczenia za pomocą znaku uniku, np. \" czy \\ (takie metaznaki nazywane są po angielsku escaped characters, co można żartobliwie tłumaczyć np. jako znaki unikłe) .
Ten ostatni rodzaj jest szczególnie przydatny w omówionych dalej wyrażeniach regularnych. 
Znaki tekstu grupujemy w słowa, przy czym termin ten rozumiemy czysto informatycznie – słowo to napis, który w przeglądarkach, edytorach i innych podobnych programach zaznaczamy podwójnym kliknięciem myszy. Podstawowa różnica znaczeniowa w stosunku zarówno do potocznego, jak i do lingwistycznego znaczenia polega na tym, że słowem w sensie informatycznym są również znaki interpunkcyjne i inne znaki nieliterowe. 
Wspomniany standard Unicode w dodatku nr 29 zatytułowanym Unikodowa segmentacja tekstów (http://unicode.org/reports/tr29/) określa również zasady podziału tekstu na słowa. Zasady te muszą być jednak zależne od konkretnego języka, a dokładniej – od aktualnych ustawień regionalnych (to popularne, ale moim zdaniem niezręczne, tłumaczenie ang. locale – dosłownie ‘sceneria’; bywa tłumaczone też jako ‘lokalizacja’, co jednak powoduje dwuznaczność, bo termin ten ma również inne znaczenie, dalej więc stosuję roboczo tłumaczenie ‘sceneria’​[4]​), które określają przynależność poszczególnych znaków do klas takich jak litery, cyfry itp. Informacje na ten temat gromadzi konsorcjum Unicode w postaci „Unikodowego wspólnego repozytorium danych scenograficznych” (ang. Unicode Common Locale Data Repository, CLDR​[5]​). 
Istnieje kilka sposobów oznaczania języków i innych elementów scenerii. W najbardziej rozpowszechnionej konwencji pl_PL.UTF-8 oznacza język polski używany w Polsce i kodowany w formie UTF-8. Jest to jedna  z kilku możliwych reprezentacji znaków Unikodowych. Taka właśnie sceneria jest stosowana we wspomnianej wyszukiwarce leksykograficznej. Przy dalszym omawianiu wyrażeń regularnych zakładam, że wyszukiwanie odbywa się właśnie w tej scenerii. 

2.	 Reprezentacja słów w systemie Polikarp

Reprezentacja słów ma postać zbioru atrybutów i ich własności. Podstawowy atrybut nazywamy tutaj kształtem​[6]​ znakowym – jego wartością jest ciąg znaków Unicode; oryginalnie atrybut był przeznaczony do zapisu ortograficznej postaci słowa i dlatego jest oznaczany symbolem orth. Drugi atrybut pierwotnie przeznaczony był do zapisu formy hasłowej słowa i oznaczany jest symbolem base; w naszej wyszukiwarce na razie go nie wykorzystujemy. Oprócz tego każde słowo może być opisane przez pewną liczbę atrybutów o wartościach w postaci symboli należących do ustalonego wcześniej repertuaru. Oryginalnie atrybuty takie służą do reprezentacji różnych kategorii gramatycznych. W aktualnie udostępnionych słownikach nie są one wykorzystywane, ale planowane jest ich zastosowanie do opisu wyróżnień typograficznych, co stało się możliwe dzięki programom opracowanym przez Tomasza Olejniczaka i Marcina Zająca (współpracujących ze mną studentów Instytutu Informatyki UW). Dostępne atrybuty to: font-style (np. italic, straight), font-weight (np. bold, normal), font-family (np. Arial) i font-size (np. 6pt). Nazwy atrybutów są zgodne ze standardem PDF stosowanym do zapisu wyników OCR.
W kwerendach wskazujemy słowa lub ich zbiory, odwołując się do ich atrybutów za pomocą wyrażeń regularnych; dla wygody wprowadzone są pewne konwencje upraszczające ich zapis. Najprostszą kwerendą zawierającą najprostsze wyrażenie regularne jest po prostu ciąg znaków: poprawną kwerendą jest więc np. samo słowo
słownik
co jest skróconym zapisem tzw. wyrażenia atrybutywnego
[orth="słownik"]

Warto zwrócić uwagę, że odstęp, choć reprezentowany w tekście przez jeden lub więcej znaków Unicodu, nie jest słowem w naszym rozumieniu. Aby móc sprawdzić, czy pewne słowa są pisane łącznie czy osobno, każde słowo ma niejawny pseudoatrybut space, który ma wartość 1, jeśli słowo to jest poprzedzone odstępem, a 0, jeśli jest pisane łącznie z poprzedzającym je słowem​[7]​. Do atrybutu tego możemy się odwoływać w kwerendach w analogiczny sposób jak do atrybutów, np.
[space=1]

Automatyczne rozpoznawanie znaków myli niekiedy niektóre litery z innymi znakami, co w konsekwencji może prowadzić do potraktowania jednego słowa jako dwóch lub więcej słów i to również niealfabetycznych. W takich sytuacjach pseudoatrybut space może okazać się bardzo przydatny.




Bardzo pożyteczne pojęcie wyrażeń regularnych ma ponad 50 lat i wywodzi się z działu matematyki nazywanego teorią automatów; jego pierwotnym zastosowaniem było modelowanie komórek nerwowych​[8]​. Jest to doskonały przykład, że abstrakcyjne badania mogą czasami przynieść wyniki o olbrzymim znaczeniu praktycznym. Z perspektywy naszych obecnych zasad organizacji nauki zaskakuje fakt, że prace te finansowały wojska lotnicze Stanów Zjednoczonych. 
W praktyce informatycznej szerokie zastosowanie znalazły tzw. rozszerzone wyrażenia regularne, wprowadzone w opracowywanym od 1985 r. standardzie POSIX przenośnego interfejsu dla systemów operacyjnych typu Unix (ang. Portable Operating System Interface [for Unix]), którego losy są skomplikowane. Jak się wydaje, najpierw został oficjalnie przyjęty przez amerykański Instytut Inżynierów Elektryków i Elektroników (ang. Institute of Electrical and Electronics Engineers) jako IEEE 1003, a następnie stał się normą międzynarodową ISO/IEC 9945​[9]​ . Te podstawowe źródła były jednak trudno dostępne ze względu na zaporowe ceny, więc w prace nad standardem włączyła się organizacja The Open Group, która w 2002 r. udostępniła w Internecie uaktualniony standard pod nazwą „jednolita specyfikacja systemu UNIX” (ang. The Single UNIX Specification, http://www.unix.org/version3/pr.html). IEEE i ISO/IEC dalej pracują nad standardem (ostatnia norma jest datowana na rok 2009), ale – jak się wydaje – nie wprowadzają już istotnych zmian. 
Dla zwykłych użytkowników oficjalne standardy nie mają jednak bezpośredniego znaczenia, w pierwszej kolejności powinni oni korzystać z dokumentacji dostarczonej z konkretną wersją systemu operacyjnego lub programu, co ma tę dodatkową zaletę, że uwzględnia przyjętą interpretację niejasnych fragmentów standardu i ewentualne odchylenia od niego. 
System Poliqarp rozwijany jest dla systemu Debian GNU/Linux, a wersje dla MS Windows mają charakter wtórny, dlatego wiążąca definicja rozszerzonych wyrażeń regularnych znajduje się na tzw. stronie podręcznikowej (ang. man page) o identyfikatorze regex(7) i tytule “regex – POSIX 2 regular expressions”. Strona ta, jak się wydaje, nie została dotąd przetłumaczona na język polski, istnieje natomiast polskie wydanie popularnej wśród informatyków książki Jeffreya E.F Frieda Mastering regular expressions​[10]​; z niej właśnie zaczerpnąłem termin metaznaki w stosowanym tutaj znaczeniu, niewystępujący w ogóle w oryginalnej specyfikacji. 
Niestety, wspomniana strona podręcznikowa nie opisuje tych aspektów wyrażeń regularnych, które są zależne od konkretnych scenerii, nie podaje też konstruktywnych wskazówek, jak do tych informacji dotrzeć. Wyczerpująca dokumentacja wyrażeń regularnych czeka więc ciągle na napisanie… Dostępne są natomiast liczne fragmentaryczne opisy. Ponieważ system Poliqarp został stworzony na potrzeby korpusu Instytutu Podstaw Informatyki PAN, dużo przykładów kwerend z wykorzystaniem wyrażeń regularnych można znaleźć w jego dokumentacji użytkowej​[11]​; zmodyfikowany fragment​[12]​ tej książki został wykorzystany w charakterze instrukcji użytkownika do drugiego wydania korpusu IPI PAN, a następnie do Narodowego Korpusu Języka Polskiego (http://nkjp.pl), w którym również jest wykorzystywany system Poliqarp.
Przeznaczeniem wyrażeń regularnych jest zwięzłe formułowanie zasad uzgadniania (ang. matching) napisów czyli ciągów znaków. Wyrażenie regularne uzgadnia się z konkretnym napisem, jeśli napis ten jest zbudowany w sposób określony przez to wyrażenie.
Wyrażenie regularne w ogólnym wypadku jest albo alternatywą wyrażeń prostszych albo pojedynczym takim wyrażeniem (ang. branch); roboczo możemy nazywać je wyrażeniami członowymi; alternatywa wyrażeń uzgadnia się z zadanym tekstem, gdy uzgadnia się jeden z jej członów. Wyrażenie członowe jest albo ciągiem wyrażeń jednostkowych (to swobodne tłumaczenie angielskiego pieces) albo pojedynczym takim wyrażeniem. Uzgadnia się ono z zadanym tekstem, gdy uzgadniają się w zadanej kolejności wszystkie wyrażenia jednostkowe. W wypadku systemu Poliqarp tym tekstem jest ciąg słów (w opisanym wcześniej technicznym znaczeniu, nazywanych również segmentami) reprezentowanych przez wspomniane wcześniej  wyrażenia atrybutywne. Możemy je opisywać za pomocą wyrażeń regularnych określających wartości atrybutów słowa – dlatego mówimy, że w systemie tym wyszukiwanie odbywa się za pomocą dwupoziomowych wyrażeń regularnych. Jak już było wspomniane, konwencje notacyjne powodują, że najprostszą postacią  kwerendy jest po prostu zwykły napis. 
Wyrażenie jednostkowe to albo opisane niżej wyrażenie podstawowe albo wyrażenie podstawowe razem z następującym bezpośrednio po nim kwantyfikatorem (termin z książki Friedla) lub ogranicznikiem (to moje własne swobodne tłumaczenie angielskiego bound; wydaje mi się ono bardziej intuicyjne od tłumaczeń dosłownych typu zakres). 
Te elementy wyrażeń regularnych zostały dokładnie opisane we wspomnianych publikacjach Przepiórkowskiego, tutaj tylko tytułem przykładu podam, że kwantyfikator «*» (tzw. gwiazdka Kleene’ego, nazywana również domknięciem Kleene’ego, w związku z czym możemy ją nazywać krótko domknięciem) oznacza wystąpienie poprzedzającego wyrażenia dowolną liczbę razy z zerem włącznie. W podawanych dalej przykładach występują również ograniczniki {2,} (co najmniej 2) i {5} (dokładnie 5). 
Poniżej przedstawiam stosunkowo dokładnie podstawowe (atomowe) wyrażenia regularne (ang. atoms) i ich znaczenia – w takim zakresie, jaki jest właściwy dla aktualnej wersji wyszukiwarki słownikowej (koncentruję się przede wszystkim na tych aspektach, które są pomijane w innych omówieniach). 
1.	Każdy znak niebędący znakiem specjalnym jest podstawowym wyrażeniem regularnym. Wyrażenie to uzgadnia się oczywiście z tym właśnie znakiem. 
2.	Każde wyrażenie regularne ujęte w znaki specjalne w postaci nawiasów okrągłych (LEFT PARANTHESIS, RIGHT PARANTHESIS) jest podstawowym wyrażeniem regularnym (i może być składnikiem wyrażenia złożonego). Wyrażenie w nawiasach uzgadnia się oczywiście z tym samym napisem, co wyrażenie wewnątrz nawiasów. Nawiasy te w swoim zwykłym znaczeniu muszą być w konsekwencji reprezentowane w kwerendach jako metaznaki \( i \). 
3.	Znak specjalny «.» (U+002E, FULL STOP, kropka) uzgadnia się z każdym znakiem niebędącym znakiem końca wiersza. 
4.	Znak specjalny «^» (U+005E, CIRCUMFLEX ACCENT, potocznie daszek) uzgadnia się z początkiem wiersza i jest podstawowym wyrażeniem regularnym. 
5.	Znak specjalny «$» (U+0024, DOLLAR SIGN) uzgadnia się z końcem wiersza i jest podstawowym wyrażeniem regularnym. 
6.	Znak specjalny «[» (U+005B, LEFT SQUARE BRACKET) rozpoczyna szczególnie ważne podstawowe wyrażenie regularne typu bracket expression, dosłownie ‘wyrażenie w nawiasach prostokątnych’, na co będziemy mówić krócej metaznak mnogościowy. Choć ich podstawową funkcją jest definiowanie zbiorów znaków, mogą byc stosowane do jednoelementowych zbiorów znaków specjalnych jako alternatywa dla znaku uniku.
	 Najprostsza postać metaznaku mnogościowego to lista znaków nie zawierająca znaku «-» (U+002D, HYPHEN-MINUS) ujęta w nawiasy prostokątne. Znak «]» (U+005D, RIGHT SQUARE BRACKET) jest w tym kontekście znakiem specjalnym. Jest jednak znakiem zwykłym, jeśli występuje bezpośrednio po nawiasie otwierającym (puste listy znaków nie są dozwolone), a także wtedy, gdy na liście między nim a nawiasem otwierającym jest tylko „daszek” (U+005E, CIRCUMFLEX ACCENT). Jeśli na tej liście znak specjalny ^ występuje jako pierwszy, to oznacza swoistą negację; jeśli występuje na liście na dowolnej innej pozycji, to jest on znakiem zwykłym. Mamy więc dwa podstawowe typy metaznaków mnogościowych, które możemy roboczo nazywać np. metaznakami wyliczeniowymi i wykluczeniowymi: 
	 lista znaków niezaczynająca się od ^ – uzgadnia się z każdym znakiem z listy; 
	 lista znaków zaczynająca się od ^ – uzgadnia się z każdym znakiem, który nie występuje na pozostałej części listy.
Faktyczna składnia metaznaków jest jednak znacznie bardziej skomplikowana, ponieważ listy znaków mogą być zadawane w sposób niejawny. 
Najbardziej znany sposób to użycie zakresów, czyli dwóch znaków oddzielonych znakiem minus. Pierwotnie taki zapis interpretowało się względnie prosto – trzeba było zbudować listę znaków, których współrzędne kodowe znajdują się pomiędzy współrzędnymi znaków granicznych lub są im równe. Obecnie jednak zapis ten oznacza elementy graniczne razem ze wszystkimi elementami (niekoniecznie jednoznakowymi), które znajdują się pomiędzy nimi w ustalonym dla danej scenerii porządku sortowania, np. dla języka czeskiego zakres g-i zawiera również ch. Tej formy metaznaków mnogościowych powinni więc używać co najwyżej ci użytkownicy, którzy dobrze zdają sobie sprawę ze wszystkich jej niuansów.
Godną uwagi formą są natomiast klasy znakowe, choć też w dużym stopniu zależne od aktualnej scenerii. Standardowo dostępne są następujące klasy, wyliczone w kolejności alfabetycznej: 
	 [:alnum:], klasa alfanumeryczna: wszystkie znaki klasy alfabetycznej i numerycznej; 
	 [:alpha:], klasa alfabetyczna: wszystkie znaki klasy górnej i dolnej kaszty; 
	 [:blank:], klasa odstępów poziomych: spacja i tabulator; 
	 [:cntrl:], klasa znaków sterujących; 
	 [:digit:], klasa numeryczna: cyfry dziesiętne; 
	 [:graph:], znaki graficzne (termin niezręczny, ale powszechnie i od dawna przyjęty): wszystkie znaki znaki alfabetyczne, numeryczne i interpunkcyjne; 
	 [:lower:], klasa kaszty dolnej: kilkaset znaków z tzw. podstawowej płaszczyzny wielojęzycznej (ang. Basic Multilingual Plane) standardu Unicode, którym standard ten przypisuje własność kaszty dolnej; 
	 [:print:], znaki drukowalne: znaki graficzne razem ze znakami odstępów; 
	 [:punct:], znaki interpunkcyjne; 
	 [:space:], klasa odstępów: zawiera odstępy poziome oraz znaki takie, jak np. koniec strony (U+000C, FORM FEED); 
	 [:upper:], klasa kaszty górnej: kilkaset znaków z tzw. podstawowej płaszczyzny wielojęzycznej (ang. Basic Multilingual Plane) standardu Unicode, którym standard ten przypisuje własność kaszty górnej; 
	 [:xdigit:], klasa cyfr heksadecymalnych.




Ostatni człon kwerendy ogranicza szukanie do tomów „urodzonych cyfrowo”; w pozostałych tomach różnica między a kreskowanym i zwykłym nie występuje, a długie s jest z reguły rozpoznane jako f. Fragment wyniku pokazuje rys. 1.
Rys.1.jpg
Rysunek 1. Warianty graficzne słowa skarga.


4. Wybrane przykłady wyrażeń regularnych

Automatyczne rozpoznawania znaków myli często m.in. litery c i e. Aby znaleźć w Słowniku polszczyzny XVI wieku wszystkie wystąpienia słowa cecha, najlepiej użyć kwerendy
"[ce][ce][ce]ha"
ponieważ słowo to jest rozpoznawane również jako cccha, ceeha, eceha itp.
Innym ciekawym przykładem wydaje się też lokalizacja w słowniku Lindego cytatów z języka syryjskiego. Język ten jest oznaczany skrótem Syr., ale tym samym skrótem oznaczany jest również zielnik Syreniusza (http://www.zielnik-syrenniusa.art.pl/). Prosta kwerenda dla tego skrótu daje 2 355 trafień, w których dominują odwołania do zielnika, jak pokazuje to rys. 2. 

Rys.2.jpg
Rysunek 2. Wynik wyszukiwania dla skrótu Syr.


Należy jednak zwrócić uwagę, że po odwołaniu do zielnika występuje zawsze numer strony, należy więc takie wystąpienia ignorować. W tym celu trzeba użyć bardziej złożonej kwerendy 
Syr "\." "[^[:digit:]].*"







Rysunek 3. Wyniki dla skrótu Syr., po którym nie występuje cyfra.

Drugie trafienie jest niezgodne z intencją kwerendy, ale formalnie poprawne, bo cyfra została niepoprawnie rozpoznana jako litera, jak pokazuje to kontekst trafienia na rys. 4 (widać również całkowicie błędne rozpoznanie fragmentów wydrukowanych czcionką gotycką, ale to całkowicie odrębne zagadnienie). 

Rys.4.jpg
Rysunek 4. Przykład błędnego rozpoznania znaków.

W niektórych słownikach wyrazy i wyrażenia hasłowe pisane są wersalikami. Napisy składające się wyłącznie z wersalików występujące w hasłowej części np. słownika Lindego znajdziemy za pomocą kwerendy
"[:upper:]+]" within body

ale wśród nich są między innymi pojedyncze litery stanowiące elementy lokalizacji cytatów i inne nieinteresujące słowa. Kwerendę możemy ograniczyć do napisów co najmniej dwuliterowych i dodatkowo wykorzystać fakt, że po typowym haśle następuje przecinek:

"[[:upper:]]{2,}" "," within body

(przeważnie istnieje wiele równoważnych sposobów zapisu konkretnej kwerendy, to tylko jeden z możliwych).






Zastosowanie modyfikatora /x do wyrażenia "\u017f" daje taki sam efekt, jak użycie




Jeśli interesują nas tylko takie słowa zawierające dokładnie 5 znaków, to możemy to zapisać następująco: 
[orth=".{5}" & orth=".*\u017f.*"].
Rys. 5 przedstawia fragment wyniku.

Rys.5.jpg
Rysunek 5. Pięcioznakowe słowa z długim s w XXXIV tomie Słownika polszczyzny XVI wieku





Opracowanie wyszukiwarki leksykograficznej Poliqarp dla DjVu zostało sfinansowane przez grant Ministerstwa Nauki i Szkolnictwa Wyższego nr N N519 384036 i jest jednym z wyników kierowanego przeze mnie projektu Narzędzia dygitalizacji tekstów na potrzeby badań filologicznych trwającego od 13 maja 2009 r. do 12 maja 2012 r. Opisane tutaj rozszerzenie systemu Poliqarp zrealizował według moich założeń Jakub Wilk.
Sposób reprezentacji i udostępniania tekstów stosowany obecnie w naszej wyszukiwarce nie wykorzystuje jeszcze w pełni dostępnych możliwości technicznych – będzie to  przedmiotem dalszych prac. 
Z powodu służbowego wyjazdu za granicę nie mogłem być obecny na konferencji SlaviCorp – mój referat stanowiący podstawę niniejszego artykułu wygłosiła Alicja Wójcicka, za co serdecznie dziękuję. 
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Scanned texts as corpora

A modification of the Poliqarp corpus search tool is described, which is oriented towards searching scanned texts with dirty OCR (i.e. the fully automatic Optical Character Recognition without any proof-reading). This search tool operates since December 2009 and is available at http://wbl.klf.uw.edu.pl/. The two-level regular expressions, which can be used in the queries, allow, at least in principle, to circumvent the OCR errors. 
The crucial property of the search engine is its ability to highlight the hits on the original scans stored in the DjVu format. Although the feature is not original, as it has been used for the first time for the Century Dictionary and later for Jamieson’s Etymological Dictionary of the Scottish Language, it is substantially augmented by allowing so called graphical concordances and providing a convenient way to bookmark the hits. 
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