Abstract. We introduce a new potential-theoretic definition of the dimension spectrum D q of a probability measure for q > 1 and explain its relation to prior definitions. We apply this definition to prove that if 1 < q 2 and µ is a Borel probability measure with compact support in R n , then under almost every linear transformation from R n to R m , the q-dimension of the image of µ is min(m, D q (µ)); in particular, the q-dimension of µ is preserved provided m D q (µ). We also present results on the preservation of information dimension D 1 and pointwise dimension. Finally, for 0 q < 1 and q > 2 we give examples for which D q is not preserved by any linear transformation into R m . All results for typical linear transformations are also proved for typical (in the sense of prevalence) continuously differentiable functions.
Introduction
In the study of chaotic dynamical systems there has been much interest in various notions of the dimension of an attractor. Experimentalists usually measure the dimension of an attractor by creating low-dimensional 'embeddings' of the attractor from data. Does such a measurement indicate the true dimension of the attractor in its natural (often high-dimensional, or even infinite-dimensional) state space? We prove a result giving an affirmative answer to this question for part of the dimension spectrum D q that is commonly used by dynamicists, and give examples that indicate why the answer may be negative for the other parts of the spectrum. We also provide a new definition for part of the spectrum (q > 1). This definition is related to the known potential-theoretic definitions of Hausdorff and correlation (D 2 ) dimensions and may allow further analysis of the mathematical properties of the dimension spectrum.
One way to define the dimension of a chaotic attractor is to view it as a set of points. The fractal dimension of a set can be defined in a number of ways, including the box-counting, Hausdorff, and packing dimensions (see, for example, [Fal, Mat3] ). For an arbitrary set these dimensions may differ, but they are generally expected to coincide for an attracting set of a dynamical system. However, it is often useful to consider other notions of dimension that take into account the distribution of points induced by the dynamics on the attractor.
Thus we associate to each attractor its 'natural measure'-that is, the probability measure induced by the statistics of a typical trajectory that approaches the attractor (see, for example, [FOY, ER] . The natural measure is not known to exist for arbitrary attractors, but for Axiom A attractors it exists [Sin, BoR] and is often called the Sinai-Ruelle-Bowen (SRB) measure). The dimension of a probability measure can also be defined in several ways. Measuredependent dimensions of attractors can be more readily related to the dynamics on the attractor and more easily measured from numerical or experimental data than the dimensions of the attracting set.
One important notion of the dimension of a probability measure is the 'information dimension' [BaR, Far] . For natural measures associated with chaotic attractors, the information dimension is generally expected to coincide with several other notions of the dimension of a measure [Y, FOY] (the coincidence is now known for invariant measures of C 1+β diffeomorphisms with nonzero Lyapunov exponents [BPS] ). The information dimension is also conjectured for typical attractors to be equal to the 'Lyapunov dimension', which is defined in terms of the Lyapunov exponents [KY, FKYY, AY] . A more complete characterization of the fractal (or 'multifractal') structure of a chaotic attractor is obtained by considering the 'dimension spectrum' D q , which includes both the box-counting dimension (D 0 ) and information dimension (D 1 ) [Re, Gr, HP, HJKPS] . In addition the correlation dimension D 2 has received much individual attention and is perhaps the easiest dimension in the spectrum to estimate from data [GP1, GP2, C1, Pe] .
In [DGOSY, SY] there appears a definition of correlation dimension D 2 ,
which is related to the well-known potential theoretic definition of Hausdorff dimension introduced by Frostman [Fr] (see also [Kah, Fal, Mat3] ). We present a generalization of (1.1) to the dimension spectrum D q . For q > 1 the q-dimension of a measure can be defined as
This definition allows the application of techniques developed by Kaufmann [Kau] and Mattila [Mat1, Mat2] , who studied properties of intersections and projections of fractal sets in terms of the Hausdorff dimension, to part of the dimension spectrum. In this paper we concentrate on the property of dimension preservation under typical projections. We say that a particular dimension D(µ) of a Borel probability measure µ on R n is 'preserved under typical projections' (or simply 'preserved') if for all µ and all m < n, almost every orthogonal projection P : R n → R m (with respect to the Haar measure on the group of orthogonal projections) has the property that
is the same as the dimension of µ for almost every P . It has long been known that the Hausdorff dimension of a set is preserved in this sense [Mar, Kau, Mat1] . More recently it was shown that the correlation dimension D 2 and, under some restrictions on µ the information dimension D 1 , are preserved [SY] , but that there are sets in R n for which the packing dimension and box-counting dimension D 0 are not preserved under any projection to a lower-dimensional space [J, FH, SY] . (However, the constructed sets are pathological from the point of view of dynamical systems. Recall that the box-counting, Hausdorff, and packing dimensions are expected to coincide for typical attractors of dynamical systems; if they do, then since the Hausdorff dimension is a lower bound on the other two dimensions, and it is preserved under typical projections, the packing and box-counting dimensions are preserved as well.) See also [HT, FM, Ol2] for recent results on the dimension of projections, products, and cross-sections of measures.
It is important to know whether the dimensions used in the analysis of experimental data are preserved under typical projections. Assume that m simultaneous measurements are made of a system with n-dimensional state space. Typically n is a lot larger than m. The measured quantities are a function f : R n → R m of the state of the system; thus if the measurements are recorded over time then the distribution of points observed in R m is the image under f of the natural measure µ on the attractor of the system. We think of f as a 'generalized projection'-though f may not be linear, if f is C 1 then we can think of f as a diffeomorphism x → (x, f (x)) followed by a projection (x, f (x)) → x. All of the dimensions we consider in this paper are preserved under diffeomorphisms. Thus whether or not the dimension spectrum computed from the measurements should be expected to reflect the true dimension spectrum of µ depends on whether the dimension spectrum is preserved under typical projections.
Our main result is as follows. 
It follows that the same is true for almost every orthogonal projection of R n to R m (in the sense of the Haar measure). Indeed, with an appropriate change of coordinates in both R n and R m , every linear transformation of rank r can be put into the form of an r × r unit matrix with all other entries zero (see, for example, [AGV] ). Since almost every linear L : R n → R m has rank m and since the dimension spectrum is preserved under linear changes of coordinates, preservation under almost every orthogonal projection is equivalent to preservation under almost every linear transformation. Furthermore, we extend theorem 1.1 to hold for 'almost every' C 1 function f from R n to R m , in the sense of prevalence (see section 2.2 for a definition).
For 0 q < 1 and q > 2 we will give examples of µ for which D q is not preserved by any linear transformation to a lower dimensional space. For q > 2 there is a particularly simple example, which we present here. Let µ be the uniformly distributed probability measure on the unit circle S 1 in the plane R 2 ; then D q (µ) = 1 for all q 0. Every orthogonal projection P : R 2 → R yields the same measure P (µ), which has a singularity at ±1 (see figure 1 ) such that the measure of an interval of length near ±1 is proportional to 1/2 for small . We will show that as a result, D q (P (µ)) < 1 for all q > 2. (In fact, P (µ) can be thought of as the invariant measure for the quadratic map x → 1 − 2x 2 , for which the dimension spectrum was examined in [OWY] .) We emphasize that this example is not at all pathological from the point of view of dynamical systems; indeed the natural measure of an attracting periodic orbit in R n has the same properties under projection into R.
Many authors consider a different 'dimension spectrum' f (α), defined for a given µ to be the Hausdorff dimension of the set of points at which µ has pointwise dimension α (see section 4 for a definition of pointwise dimension). In some cases f (α) is the Legendre transform of (q − 1)D q (µ):
(see, for example, the introduction of [BMP] for a heuristic derivation of this formula). How generally this 'multifractal formalism' applies is a subject of ongoing investigation 1-1 a a+ ε -1 ε Figure 1 . Projection of the unit circle onto a line. [HJKPS, CLP, Ra, B, L, Po, BMP, CM, Sim, Ol1, Ri, PW] . Thus it is unclear what our results indicate for the preservation of the f (α) spectrum under typical projections.
In section 2.1 we give a formal definition of the dimension spectrum D q , and prove that (1.2) is equivalent to previous definitions of the lower q-dimension. In section 2.2 we discuss the notion of prevalence [HSY] , in terms of which we generalize our results for almost every linear transformation to hold for 'almost every' C 1 function. In section 3 we prove theorem 1.1, and in section 4 we consider the preservation of pointwise and information dimensions. Finally, in section 5 we give a counterexample to the preservation of D q for 0 q < 1 and we indicate how higher-dimensional analogues of the counterexample for q > 2 given above can be constructed. In particular, we give examples of measures for which D q decreases for large q under all projections into R m , even when m is many times larger than the dimension of the support of the measure.
Preliminaries

The dimension spectrum
Let µ be a Borel probability measure on a metric space X. For q 0 and ε > 0 define
where B(x, ε) is the closed ball of radius ε centred at x.
Definition 2.1. For q 0, q = 1, the lower and upper q-dimensions of µ are
for sufficiently regular fractal measures µ, in particular those that arise from smooth dynamical systems. For such a measure µ, the function q → D q (µ) is called the 'dimension spectrum' of µ. A fundamental property of the spectra D ± q is that they are nonincreasing as a function of q and continuous except possibly at q = 1 (see, for example, [B, St] ). The case q = 1 is discussed in section 4.
Definition 2.1 is the same as Pesin's definition [Pe] of the 'generalized spectrum of dimensions' with the notational conversion D − q = γ q−1 and D + q = γ q−1 . Our notation for the dimension spectrum follows the physics literature originating with [Gr, HP] , which use instead the following definition. For ε > 0, cover the support of µ with a grid of cubes with edge length ε. Let N(ε) be the number of cubes that intersect the support of µ, and let the measures of these cubes be
For q 0, q = 1 these limits are independent of the choice of ε-grids, and give the same values as definition 2.1 (this is proved for q > 1 in [Ri] and can be proved for 0 q < 1 as well). On the other hand, Riedi [Ri] shows that the limits in (2.2) can be grid-dependent for q < 0, so a more careful definition is needed in that case. We consider only q 0 in this paper.
For q > 1 we introduce a potential-theoretic definition of the lower q-dimension D − q . Of course it then also provides a definition for D q when the latter exists. For s 0 consider the function
which is called the s-potential of the measure µ at the point x. Let us define the (s, q)-energy of µ to be
In proposition 2.1 below we show that I s,q (µ) is finite when s < D 
Frostman [Fr] (see also [Fal, Mat3] ) showed that the Hausdorff dimension of a Borel set S ⊂ R n is equal to the supremum of s for which there exists a Borel probability measure µ with µ(S) = 1 and I s (µ) < ∞, and this characterization is used by Kaufmann [Kau] and Mattila [Mat1] to prove their results on the preservation of the Hausdorff dimension. Also, the lower correlation dimension D − 2 (µ) can be expressed [DGOSY, SY] as the supremum of s for which I s (µ) < ∞, and this in turn is used by Sauer and Yorke [SY] to establish the preservation of the correlation dimension. Proposition 2.1 generalizes this notion to the lower-dimension spectrum D − q for q > 1, and thus allows the methods of potential theory to be applied to this part of the spectrum. 
Proof. We first show that if s > D
for all k, and letting k → ∞ we have that I s,q (µ) = ∞.
Next we show that I s,q (µ) is finite for s < D − q (µ). We assume that µ({x}) = 0 for all x ∈ R n , since otherwise D − q (µ) = 0 and I s,q (µ) is trivially seen to be finite for s < 0. It then follows that
Case 1, 1 < q 2. Since 0 < q − 1 1, by Jensen's inequality
for any ε < ε 0 . Then when 2 −n < ε 0 , we have
and the sum over n converges geometrically; thus I s,q (µ) < ∞. Case 2, 2 < q < ∞. By the triangle inequality for the L q−1 norm · q−1 with respect to the measure µ,
We proceed as in case 1 to show that the sum converges geometrically and hence that I s,q (µ) is finite; this completes the proof.
Remark. Using the argument of [SY] (see the proof of proposition 2.3 therein) one can prove also that
Again, if D q (µ) exists then it too equals the right-hand side of the equalities given above.
Prevalence
It is desirable to extend the results of this paper that hold for almost every linear transformation (or equivalently, almost every orthogonal projection) from R n to R m to hold also for 'almost every' smooth function between these spaces. Indeed the measurements taken from an experiment may not be linear functions of the state variables of the system describing the experiment. An obstacle to such a result is the lack of an analogue of Lebesgue or Haar measure on the infinite-dimensional space C 1 (R n , R m ). One option for describing generic properties on infinite-dimensional spaces is to use the topological notion of a generic or residual set: a set that contains a countable intersection of open dense sets. The drawback of this approach is that topological genericity is not equivalent to the notion of 'Lebesgue almost every' on finite-dimensional spaces; indeed there are residual sets with Lebesgue measure zero (see, for example, [Ox] ). We use instead the notion of prevalence [HSY] , which is equivalent to Lebesgue almost every on finitedimensional space.
To motivate the definition of prevalence we recall the following consequence of the Fubini theorem. A subset P of R k × R has full ( + k)-dimensional Lebesgue measure if and only if for Lebesgue almost every x ∈ R the intersection P ∩ (R k × {x}) has full kdimensional Lebesgue measure. We think of an infinite-dimensional space X as the Cartesian product of a finite-dimensional space Z and a complement space Y so that every point x ∈ X as a vector has unique representation x = z + y, z ∈ Z, y ∈ Y . Roughly speaking, a subset P of X is called prevalent if for every y ∈ Y the intersection P ∩ Z + y has full Lebesgue measure (Z + y is finite-dimensional). We cannot say 'for Lebesgue almost every
The formal definition of prevalence is as follows. A Borel measure µ on the complete metric linear space X, with the property that µ(U ) is positive and finite for some compact set U ⊂ X, is said to be transverse to a Borel set S ⊂ X if µ(S +x) = 0 for every x ∈ X. A Borel set P ⊂ X is called prevalent if there exists a measure transverse to the complement of P . (In the previous paragraph we took µ to be the Lebesgue measure on the finitedimensional space L.) The definition of prevalence can be extended to infinite-dimensional manifolds that are not vector spaces; see [Kal] .
Proof of the preservation theorem
In this section we prove theorem 1.1 and the following analogue for smooth functions. Recall that if µ is a Borel probability measure on R n and f : R n → R m is a measurable function then we define the measure f (µ) by the equation
Theorem 3.1. Let µ be a Borel probability measure on R n with compact support and let
(µ) exists and is given by D q (f (µ)) = min(m, D q (µ)).
Remark. In the case that D 
Proof. First we claim that
Because µ has compact support, f has a uniform Lipschitz constant, say λ, on the support of µ. Then for all x in the support of µ we have f (µ) (B(f (x) , ε)) = µ(f −1 (B(f (x) , ε))) µ (B(x, ε/λ) ), and hence C q (f (µ), ε) C q (µ, ε/λ) for all q > 1. Our claim then follows from (2.1).
It suffices to prove that D
, and hence there is equality, for almost every L ∈ Z. In turn by proposition 2.1 it suffices to show for 0
Since 1 q < 2, we have 0 < q − 1 1, and thus by the Hölder inequality,
(3.1)
To estimate the inner integral we use a slight variation of lemma 2.5 from [SY] We apply the lemma to the cube Z ⊂ R mn described in the statement of the proposition, the linear transformation A that takes an m × n matrix L to L(x − y), and the vector b = f 0 (x) − f 0 (y) for a given x and y in R n . Note that some coordinate of x − y, say the j th coordinate, has a magnitude of at least |x − y|/ √ n. It follows that the set of matrices in Z that are zero except in the j th column takes x −y to a cube of width at least 2|x −y|/ √ n. Applying lemma 3.3 with δ = 2|x − y|/ √ n, we find that
where K is a constant depending only on s, n and m. It follows from (3.1) that
is finite for almost every L ∈ Z, and the proof is complete.
Remark. The results of this section can be extended to apply, for invariant measures of smooth dynamical systems, to almost every smooth delay-coordinate function with the same hypotheses as in [SY] .
Preservation of pointwise and information dimensions
In this section we discuss the preservation of information and pointwise dimension under typical projections. Let µ be a Borel probability measure on R n with compact support.
Definition 4.1. For each point x in the support of µ we define the lower and upper pointwise dimensions of µ at x to be
log µ (B(x, ε) ) log ε where B(x, ε) denotes the ball of radius ε centred at
If µ is an ergodic invariant measure of a C 1+β diffeomorphism with nonzero Lyapunov exponents, then α µ (x) exists and is constant for almost every x with respect to µ [BPS] . In this case the information and Hausdorff dimensions of µ (defined below) coincide with the common value of the pointwise dimension [Y] . In [SY] it is shown that in this case, the information dimension and the 'almost everywhere' value of the pointwise dimension are preserved by typical projections provided the pointwise dimension of the projected measure exists almost everywhere. We will show how to eliminate the latter assumption, and discuss preservation of these dimensions in the more general case when the pointwise dimension is not constant almost everywhere.
In [SY] it is observed that the lower pointwise dimension is equal to the supremum of values s for which the s-potential of µ at x (given by (2.3)) is finite; that is,
The proof of this formula is similar to the proof of proposition 2.1 and we omit it. We use the above characterization of the lower pointwise dimension to prove the following result. In the case of linear transformation, this theorem follows from the results of [HT] .
Theorem 4.1. Let µ be a Borel probability measure on R n with compact support. For a prevalent set of C 1 functions (also, for almost every linear transformation) f :
almost every x with respect to µ. If in addition α µ (x) exists for almost every x, then for almost every f the pointwise dimension of f (µ) at f (x) exists and is given by
for almost every x.
Proof. We use the scheme of proposition 3.2, proving the results hold for f L = f 0 + L for an arbitrary C 1 function f 0 and for almost every L ∈ Z, where Z is the set of m × n matrices with entries of magnitude at most 1. As in the proof of proposition 3.2, we begin by observing that the upper and lower pointwise dimensions cannot increase under a smooth function f . Furthermore, α + f (µ) (f (x)) m for almost every x with respect to µ. (Though it is possible for a measure on R m to have an upper pointwise dimension larger than m at some points in its support, one can show that the set of such points cannot have positive measure [C2] .) It follows that we need only prove for almost every
For a given real s and positive integer N, let S N be the set of x in the support of µ for which ϕ s (µ, x) N. Notice that the set of all x for which α − µ (x) > s is contained in the union of S N for N 1. Much as in the proof of proposition 3.2, we have that
where K depends only on s, n, and m. We conclude that for almost every
We have shown that for all real s,
Taking the union over all rational s we conclude that for almost every L ∈ Z, (f L (x) ) then there exists a rational s between the two values. The proof is now finished.
Next we turn to the case of information (or Rényi) dimension. The following definition is equivalent to standard definition [BaR, Far] . Definition 4.2. The lower and upper information dimensions of the Borel probability measure µ are defined to be
It can be shown [Ga, C1] that
(in fact from the definitions given here these inequalities are a simple consequence of the Fatou lemma). It follows that if the pointwise dimension of µ exists almost everywhere, then the information dimension of µ exists and is given by the average of the pointwise dimension; that is,
The following result is an immediate consequence of theorem 4.1 and (4.1). 
An example is when µ consists of a mass β ∈ (0, 1) uniformly distributed over an n-dimensional volume and a point mass of magnitude 1 − β. Then D 1 (µ) = βn, and for 1 m n − 1 we can choose 
Examples of nonpreservation
Nonpreservation for 0 q < 1
For 0 q < 1 we exhibit a probability measure µ supported on a compact set Q ⊂ R n such that for every
The set Q is the same as was described in [FH, SY] as an example for which box-counting (D 0 ) and packing dimensions are not preserved under any projection. Fix α > 0 and let Q consist of the origin together with sets Q k for k = 1, 2, . . ., where each Q k is a finite set of points chosen from the sphere centred at the origin with radius k −α . To form Q k choose as many points as possible on the sphere subject to the restriction that every pair of points in Q k be at least αk −1−α apart; the number of points chosen can be bounded between c 1 k
and c 2 k n−1 where c 1 < c 2 depend only on n and α. Notice that αk −1−α is also a lower bound on the spacing between the spheres of radius j −α for j = 1, 2, . . . , k; thus all points of Q 1 ∪ Q 2 ∪ · · · ∪ Q k are at least αk −1−α apart. Next fix β > 0 and define µ by assigning a mass Mk −1−β to each Q k , where
and distributing the mass within Q k equally to each point. Let ε k = αk −1−α . Since all points of Q 1 ∪ Q 2 ∪ · · · ∪ Q k are at least ε k apart, we have for 0 q < 1 that
For a given q ∈ [0, 1) we can choose β small enough that n(1 − q) − βq > 0. Then it follows that
where c 3 depends only on n, q, α, and β. Consequently
(In fact one can show that D q (µ) exists and equals the right side of the above equation.) Now let f be a C 1 function from R n to R m , with n > m, and let λ be a Lipschitz constant for f on the closed unit ball B(0, 1). Our goal is to obtain an upper bound on D + q (f (µ)), for which we need an upper bound on C q (f (µ), δ) for small δ. Let δ k = k −n/m−α , and let µ k be the restriction of µ to Q 1 ∪ Q 2 ∪ · · · ∪ Q k . It is not hard to show that
(5.1)
To estimate the first term on the right side of (5.1), notice that f (µ k ) is supported on the finite set f (Q 1 ∪ Q 2 ∪ · · · ∪ Q k ). Though we have no guarantee that these points are at least δ k of each other, since 0 q < 1 it follows from the definition of C q that the widest possible distribution of the masses making up f (µ k ) yields the greatest possible value of
As before,
where c 4 depends only on n, q, α, and β. Next, to estimate the second term on the right side of (5.1), we observe that the support of f (µ − µ k ) is contained in B(0, λk −α ), where we recall that λ is the Lipschitz constant of f . Again we reason that C q (f (µ − µ k ), δ k ) is largest when the measure is spread as evenly as possible throughout B(0, λk −α ); that is, if we take
where c 5 depends only on β. Hence
where c 6 depends only on m, q, β, and λ.
Using the results of the previous two paragraphs we conclude that
.
The above example seems pathological from the point of view of dynamical systems. Indeed since box-counting dimension and Hausdorff dimension are expected to coincide for attractors, and since Hausdorff dimension is preserved under typical projections, it seems reasonable to expect that when µ is the natural invariant measure of an attractor that D q (µ) is preserved under typical projections for 0 q < 1 as well as for 1 q 2.
Nonpreservation for q > 2
Next we consider the case q > 2. In the introduction we stated that if µ is the uniform probability measure on the unit circle in R 2 , then for every orthogonal projection P : R 2 → R we have for all q > 2 that D q (P (µ)) < D q (µ) = 1. To see this, choose ε ∈ (0, 1) and consider the contribution to C q (P (µ), ε) from a neighbourhood of an endpoint x = 1 of the support of P (µ). Notice that for x ∈ [1 − ε, 1], we have P (µ) (B(x, ε) .
(Strictly speaking, we have not proved that the limit exists, but it is not hard to show in this case.) In particular, for q > 2 the right side of the inequality is less than 1. The fact that D q (µ) = 1 is easy to check. The above argument can easily be extended to replace the circle by an arbitrary C 2 closed curve and P by an arbitrary C 2 function. The example can also be generalized to consider the projection of the uniform probability measure on a generic d-dimensional compact manifold in R n into R m . In this case D q is decreased for q sufficiently large when d m < 2d; how large q must be depends on n, m, and d. On the other hand, if m > 2d then almost every projection is an embedding (that is, a diffeomorphism from the manifold to its image) [W, SYC] and in particular D q is preserved for all q 0. (In fact, D q is preserved also for m = 2d, though this is not a direct consequence of the embedding theorem.)
Based on embedding results, one is tempted to think that the situation is similar for arbitrary Borel probability measures µ on R n . For instance, one might conjecture that if m 2D 0 (µ), then D q (µ) is preserved by typical projections for all q > 1. However, this is not the case, even if 2 is replaced by a larger constant. To illustrate we give an example of a probability measure µ supported on a C 1 curve in R n such that every projection P into R n−1 , we have D q (P (µ)) < D q (µ) = 1 for q > n. This example is a generalization of the previous example, which represents n = 2.
Let g : [0, 1] → R n be a continuous function that maps the unit interval onto the unit sphere in R n . Since the sphere is (n − 1)-dimensional, it is possible to construct g to be Hölder continuous with exponent 1/(n − 1); that is, for some constant K we have |g(t) − g(t )| K|t − t | 1/(n−1) for all t, t ∈ [0, 1]. Let h(t) = t 0 g(t ) dt , and let µ be the image under h of the uniform measure on [0, 1]. Since h (t) = g(t) has magnitude 1 for all t, it is not hard to show that D q (µ) = 1 for all q 0. Now consider a linear transformation L into R n−1 ; some point on the unit sphere in R n must be annihilated by L, and thus there exists t 0 ∈ [0, 1] such that L(g(t 0 )) = 0. It follows that
Then for ε sufficiently small, (B(L(h(t 0 where C depends only on L, K, and n. As in the example above, we can then argue that D q (L(µ) ) (n − 1)q n(q − 1) and in particular D q (L(µ) ) < 1 for q > n. What sort of positive result can be given for q > 2? We can show for integer k 2 that D q (µ) is preserved by typical projections onto R m for 1 < q k provided m (k − 1)D q (µ) , and the previous example shows that this bound is sharp. We do not know precisely the best possible result for non-integer q.
