The time domain maximum likelihood (TML) method and the sample maximum Likelihood (SML) method are two approaches for identifying errors-invariables models. Both methods may give the optimal estimation accuracy (achieve Cramér-Rao lower bound) but in different senses. In the TML method, an important assumption is that the noise-free input signal is modeled as a stationary process with rational spectrum. For SML, the noise-free input needs to be periodic. It is interesting to know which of these assumptions contain more information to boost the estimation performance. In this paper, the estimation accuracy of the two methods is analyzed statistically. Numerical comparisons between the two estimates are also done under different signal-to-noise ratios (SNRs). The results suggest that TML and SML have similar estimation accuracy at moderate or high SNR.
Introduction
The dynamic errors-in-variables (EIV) identification problem has been a topic of active research for several decades. Till now, many solutions have been proposed with different approaches. For example, the Koopmans-Levin (KL) method [3] , the Frisch scheme [2] , the Bias-Eliminating Least Squares methods [14] , [15] , the prediction error method [8] , frequency domain methods [4] , and methods based on higher order moments statistics [13] , etc. See [10] and references therein for a comprehensive survey in this respect.
In system identification, besides system properties and method performances, experimental conditions also play an important role. For example, periodic input signals will give many interesting advantages in identification. The sample maximum likelihood (SML) method [7] works under the assumption that the noise-free signal is periodic, and it provides optimal estimation accuracy under that assumption. If periodic data are not available, among the possible methods for identifying EIV systems, the time domain maximum likelihood method (TML), also called the joint output approach, [8] , will achieve the Cramér-Rao lower bound. This property is conditioned on the prior information that the true input is an ARMA process.
The comparison of the TML and SML methods is of general interest. When the input can freely be chosen it is important to know whether a random (filtered white noise) input or a periodic input will lead to the smallest uncertainty of the estimated plant model parameters. If there is no significant difference then other issues are important such as the ease of generating starting values, the optimization complexity, etc.
In general, the TML method and the SML method work under different experimental situations. An essential assumption for the TML method is that the noise-free input signal is a stationary stochastic process with rational spectrum, so that it can be described as an ARMA process. Also, in the TML method, the input and output noises are usually described as ARMA processes. In contrast, the SML method works under more general noise-free input signals and noise conditions, but with another necessary assumption: the noise-free signal is periodic. Further, for the SML method cross-correlation between the noise sources is allowed.
In this report, we focus on comparing the asymptotic covariance matrix of these two methods. The paper is organized as follows. In Section 2 we describe the EIV problem and introduce notations. The main idea of the TML and SML methods are reviewed in Section 3 and 4. In Section 5, we make a statistical comparison for TML and SML under high SNR cases. Numerical comparisons between the asymptotic covariance matrices of these two methods under different SNR are shown in Section 6. Further, discussions on how to optimally utilize the periodic data are given in Section 7 before we draw conclusions in Section 8.
Notations and setup
As a typical model example, consider the linear single-input single-output (SISO) system depicted in Figure 1 with noise-corrupted input and output measurements.
Figure 1: The basic setup for a dynamic errors-in-variables problem.
Let the noise-free input and output processes Ù 0 (Ø) and Ý 0 (Ø) be linked by a linear stable, discrete-time, dynamic system
where
are polynomials 1 in the backward shift operator Õ 1 .
For errors-in-variables systems, the input and the output are measured with additive noises:
The system has a transfer function
The unperturbed input is modeled as an ARMA process driven by white noise
The noiseÙ(Ø) andÝ(Ø) are assumed to be mutually independent zero mean white noise sequences both independent of Ù Ó (Ø) 2 .
The noise variances are denoted
Problem:
The task is to consistently estimate the system parameter vector
from the measured noisy data Ù(Ø) Ý(Ø) AE Ø=1 .
Review of the TML method
In the TML method, we consider the EIV system as a multivariable system with both Ù(Ø) and Ý(Ø) as outputs. An important assumption for this method is that the signal Ù Ó (Ø) is stationary with rational spectrum, so that Ù Ó (Ø) can be described as an ARMA process of the type
where (Ø) is a white noise with variance and the polynomials (Õ 1 ), (Õ 1 ) are relatively prime and asymptotically stable, with known degrees.
In this way the whole errors-in-variables model can be rewritten as a system with a twodimensional output vector Þ(Ø) = (Ý(Ø) Ù(Ø)) Ì and three mutually uncorrelated white noise sources (Ø),Ù(Ø) andÝ(Ø):
By transforming the model to a general state space model and then using the well-known techniques [1] to convert it into the innovations form, we will get
where Ë(Õ 1 ) is a stable transfer function matrix which can be computed from the Riccati equation for Kalman filters, and (Ø ) is the prediction error (Ø ) = Þ(Ø) Þ(Ø Ø 1; ), which depends on the data and the model matrices. Note that the parameter vector contains not only the system parameters but also the noise parameters and parameters of Ù Ó (Ø), i.e. the coefficients of the polynomials and .
The parameter vector is consistently estimated from a data sequence Þ(Ø) AE Ø=1 by minimizing the loss function:ˆ
where É( ) denotes the covariance matrix of the prediction errors. For Gaussian distributed data, the covariance matrix of the TML estimates parameters turns out to be asymptotically (AE ½) equal to the Cramér-Rao bound [9] .
Review of the SML method
The ML estimate can also be computed in the frequency domain [6] . Let Í (Û ) and (Û ), with Û = 2 AE , = 1 AE , denote the discrete Fourier transforms of the input and output measurements, respectively. Write the transfer function as ( Û ) = ( Û ) ( Û ) (note that there is no need to assume that is stable as long as the system has stationary input and output signals, e.g. an unstable plant captured in a stabilizing feedback loop is allowed). The ML criterion in the frequency domain can be written as
where 2 Í (Û ), 2 (Û ) and Í (Û ) are the variance or covariance of the input and output noise at frequency Û , respectively. If these (co)variances are known a priori, it is easy to minimize the cost function (4.1) to get good estimates. However, knowing exactly the noise model is not realistic in many practical cases. Then we have to consider the (co)variances of the noises as additional parameters which should also be estimated from the data. In this case, a high dimensional nonlinear optimization problem should be solved, which leads to infeasible situations. Instead of doing so, another way is to replace the exact covariance matrices of the disturbances by sample estimates obtained from a small number (Å ) of repeated experiments. This is the fundamental idea of the sample ML method. An important assumption is utilized in SML, namely to have periodic excitation signals, where each period plays the role of an independent repeated experiment. The definitions for the sample (co)variances ofˆ
where £ indicates the complex conjugate andÍ (Û ) and¯ (Û ) denote the sample mean of input and output which are similarly defined as:
The parameter vector is estimated by minimizing,
is an approximation of (4.1) by replacing the exact covariances of the noise by their sample estimates. The major advantage of this approach is that the plant parameters remain as the only unknowns to be estimated, which leads to a low dimension of the nonlinear optimization problem.
It is clear that this SML estimator is no longer an exact ML estimator. However, it was proved in [7] that the estimator is consistent if the number of experiments Å 4. For Å 6 the covariance matrix of the model parameters cov(ˆ SML ) is related to the covariance matrix cov(ˆ ML ) of the estimates assuming known noise variances by
i.e. for sufficiently large signal-to-noise ratios the loss in efficiency of SML is (Å 2) (Å 3) 3 which is not a large factor even for small values of Å .
Statistical analysis of the accuracy of TML and SML estimates
In this section, we will analyze the normalized asymptotic covariance matrices of SML and TML and try to reveal the behaviors of the two methods for high SNRs. We will express in terms of the noise variances
Ý rather than in the SNR values.
From the reviews above, it can be seen that the TML method and the SML method work under different assumptions. We assume here that AE Å periodic data are available, where Å is the number of periods and AE denotes the number of data points in each period. Also assume that in each period the noise-free input signal is the same realization of a stationary process. This experimental condition is suitable for both approaches.
The TML method uses all data points and the information that the input signal is an ARMA process, but does not exploit the periodicity of the data. However, the SML method uses the periodic information but disregards that the input signal is an ARMA process and does not use any parametric models of the noise terms.
Consider the case when SNRs at both input and output are high. This is achieved by keeping 
Theorem 1:
The normalized asymptotic covariance matrices of the SML and TML estimators have the relation:
where CRBA is an asymptotic Cramér-Rao lower bound when data number tends to infinity. It holds
where the ( ) elements of the matrix Å 1 is defined as
Here 0 is the spectrum of the noise-free input, and denotes the derivative of the system transfer function (Þ) with respect to the system parameters .
Proof: See Appendix A.
The theorem states that, for large SNR's,
The asymptotic estimation accuracy for SML and TML will be very similar when the SNRs at both the input and output sides are large. Both will be approximately equal to an asymptotical CRB, which is directly proportional to 1 2 Ú . As stated in [5] , this result can be weakened for SML. It is enough that for SML, either the input SNR or the output SNR becomes large, the cov(ˆ SML ) will reduce to CRBA. The covariance expressions in Theorem 1 can be simplified. The details are given in Appendix B.
Numerical comparisons of TML and SML estimates
We will show some numerical experiments for the TML and SML methods for different signal-to-noise ratios (SNR). A second order system and a sixth order system are illustrated in this paper. The polynomials of this second order system are
and the sixth order system is
The polynomials of the noise-free input signal model are
All the comparisons are based on the asymptotic case where the data number AE is assumed to be large enough, and we assume Å = 6 periods data are available. For comparison, we also give the asymptotic covariance matrix of the frequency domain maximum likelihood (FML) method calculated under the assumption of knowing the input-output noise variances and the period information. See [7] for details. The standard deviations (std) are calculated from the theoretical covariance matrices of the estimation parameters, which have been proved to well meet their relevant Monte-Carlo simulations. Details on these formulas can be found in [9] , [6] , [7] and [5] .
In the following numerical analysis, we fix the noise variance at both input and output sides to be 1 (for white noises cases), and let the noise variance of Ú(Ø) firstly be 10 and then decrease to 0 1. For these two cases, the estimation results for the second order system (6.1) and the sixth order system (6.2) are shown in Figure 2 and 3. In each figure, the upper part give the spectra of the noises and noise-free signals at the input and output sides. In the lower part of the figures, the standard deviation of the estimated system transfer function under different frequencies are plotted for different estimating methods. Besides, the amplitude of the true transfer function are also given for convenience.
Comparison results show that when the SNR at both the input and the output side are high or moderate, the two methods always give very similar performance both for low and high order systems. See Figure 2 . When the SNR becomes very low, the difference of the TML method and the SML method are observable only in the low SNR frequency regions especially for the high order dynamic systems. See Figure 3 . It seems that, in regions where SNR is poor, the benefit of using periodic information in the SML method is more pronounced, which results in the SML having a lower covariance matrix than that of the TML. In Figure 4 , new comparison results under the same condition as in Figure 3 are shown except adding the periodic information to TML by simple averaging of the data over the Å periods. It can be seen that the difference between TML and SML estimation results in the low SNR area has disappeared.
Besides, several examples with colored output measurement noises were also studied. They give similar results as for the white noise cases.
The preceeding theoretical and numerical studies show that, when the SNR level is large or modest, the estimation accuracy of SML and TML method are quite similar. However, we should note that they are not identical, since the two methods are based on different conditions/assumptions. The matrices cov(ˆ SML ), cov(ˆ TML ) and CRBA are only approximately equal to each other. It means that the difference between the two covariance matrices is not necessarily positive definite, and there are not any order relation between these three matrices. For example, let us check the eigenvalues of the matrix difference between the asymptotic covariance matrices of TML and SML. Let the vector Λ denote the eigenvalues of the difference matrix of the covariance matrices of the two methods. For the second order system as (6.1) with the noise-free input signal model as (6. ative values. Hence the difference between the two covariance matrices is indefinite. None of the two methods, SML and TML, is uniformly better than the other.
Using periodic data
When the unperturbed input is periodic, the way the estimation problem is treated so far, both for SML and for TML, is to average over the Å periods. In this way we get a new data set, where the data length is AE (not AE Å as for the original data series). The effect is also that the variance of the measurement noise decreases with a factor Å , both on the input side and on the output side.
However, using the averaged data in this way to compute the covariance matrix of estimates does not give the true CRB. The true CRB is lower. The reason can be explained as follows. Let the measured data series be a long vector, that is partitioned into Å blocks each of size AE , Let us then make a linear (nonsingular) transformation of the full data vector as
To compute the CRB from must be the same as to compute the CRB from Ï . However, in the simplified form we use only Ï 1 for computing the CRB and neglect the remaining part of the data. The parts Ï 2 Ï Å do not depend on the noise-free input, but on the noise statistics (say the variance 2 Ù of the input noiseÙ(Ø) and the variance 2 Ý of the output noiseÝ(Ø). As the CRB of the system parameters (that is, the and coefficients) and the noise parameters is not block-diagonal, it will be beneficial from the accuracy point of view, to make use of also the remaining data Ï 2 Ï Å .
To simplify things, the preceding sections consider only the case when Ï 1 is used. It is a reasonable thing to do and worthwhile enough to focus on this 'simplified or idealized CRB'. In this section, we will further examine the effect of additional data records Ï 2 Ï Å . To this aim, it is useful to use the Slepian-Bang formula, [12] , for the CRB. It holds for Gaussian distributed data
and Ê denotes the covariance matrix of the full data vector Ï .
Now split the covariance matrix Ê as
where Ê 11 corresponds to the data part Ï 1 and the block Ê 22 is associated to Ï 2 Ï Å .
It is easy to see that for large
The previous analysis, where only the data part Ï 1 was used, lead to the conclusion
see Appendix A.1.1. We now show that the same type of result holds also when the full matrix Ê is considered. More specifically, we have the following result.
Lemma 1: It holds that
tr
Proof. See Appendix D.
Lemma 1 can be made more precise. The details are given in Appendix C.
Conclusions
In this paper, the asymptotic covariance matrices of the TML method and the SML method for estimating the EIV systems have been theoretically and numerically compared. It was shown that, although these two estimates are based on the different assumptions, they have very similar estimation accuracy when the SNR values at both input and output sides are not low. When the SNR is very low (less than 0 dB), it seems that the benefit of using the periodic information is more important than knowing that both the signals and noises have rational spectra. A notable accuracy difference can be observed at low SNR regions especially for high order dynamic systems. From the efficiency point of view, SML and TML have similar estimation accuracy at moderate or high SNR cases.
A Proof of Theorem 1 A.1 Proof of cov(ˆ TML ) CRBA
The basis here is to use the Whittle formula for the information matrix, see [11] FIM = 1 4
Here, the spectrum of the measured input-output data is written as
and 0 (Þ) is the spectrum of the noise-free input.
Note that this framework and formulation can (most likely) be generalized to cover
MIMO casēÙ
Ý colored noisēÙ Ý cross-correlated
A.1.1 Neglecting noise parameters
First we study the information matrix with respect to the components associated with the and parameters (and neglect for the time being the impact of the noise parameters). Such values enter only in À, not inΦ or 0 .
Although
2) is a rank one matrix. In fact, for large
We now have
In the following, the argument Þ is dropped for convenience. Then,
In case of a large SNR we have
We also have
Using (A.7) we get
Using the high SNR approximation (A.8) we get further
½, the second and the third term in (A.11) dominate, and give the same contribution to the Fisher information matrix. Hence
Assuming the SNR is large in the sense
As shown in Appendix B, the calculations for (A.13) can be simplified.
A.1.2 Taking effects of the noise parameters into account
So far, we have considered a block of the Fisher information matrix rather than the Cramér-Rao lower bound. Let the total parameter vector be (A.14)
where the vector contains parameter describing the spectra of the noises and the noisefree input. The total information matrix has the form = (A.15)
Our previous analysis implied that
However, the true CRB for the vectorˆ is
A more careful analysis will give the following lemma:
Proof: See Appendix D.
This implies that
and we can then (asymptotically for large SNR) neglect the influence of the blocks and . A more sophisticated way of expressing this is to say that the canonical correlations between and which are the same as the singular values of 
A.1.3 Numerical illustrations of canonical correlations
In the following, we use a numerical example to support the theoretical statements as in (A.18)-(A.19). Consider a system given by
Set the noise variances at input and output sides as Secondly, Figure 6 shows the corresponding part of the Fisher information matrix, more precisely the diagonal elements of . It is seen that these four elements increase linearly with 1 .
Finally, we show in Figure 7 that the canonical correlations, that is the singular values of the matrix 
A.2 Proof of cov(ˆ SML ) CRBA
The normalized asymptotic (AE ½) covariance matrices for the SML 4 methods are derived in [5] as
So for large values of SNR, for example when 
B Simplifying the covariance expressions
The calculation for CRBA can be simplified by using the following way. Firstly, we make a spectral factorization (with Ä(Þ) being a monic polynomial)
This spectral factorization can easily be generalized to cases when the measurement noises are correlated and colored.
Next we write the noise-free input spectrum as
Then we find from (A.13) that
We next elaborate more on (Þ). It apparently holds
The matrix in (B.4) is a Sylvester one, and will be denoted by Ë( ). It is nonsingular if we assume that and are coprime. From (B.3) and (B.4) we find
. . .
The matrix È 0 can easily be determined numerically in an accurate way.
Similarity, for Å 2 in the expression of cov(ˆ SML ), we can formulate it as:
where the matrix È 2 is given by
C Proof of Lemma 1
Using the inversion lemma of partitioned matrices,
which proves the claim.
D Proof of Lemma 2
To proceed, we need to examine the magnitude of the different block terms. First we note that the the filter À does not depend on the vector . In fact,
Next we recall that, see (A.9),
We next get using (A.7), (A.8), (A.9) and letting 
E Further results for periodic data
We can in fact be more precise for Lemma 1. The blocks of the data in (7.1) can be written as
where 0 denotes the effect of the noise-free input, and the noise contributions ˜ Å
=1
are assumed to be uncorrelated between different periods. Introduce the notations As Ê in (E.4) is block diagonal, we find directly that taking the block Ê 2 into account means that we get an additional term in the Fisher information matrix. We get Using the partioning of the parameter vector into and as in (A.14) , we find easily that˜ is nonzero only for the block. In particular, when bothÝ(Ø) andÙ(Ø) are white noise, we haveỄ 
