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Single-atom-resolved detection in optical lattices using quantum-gas microscopes has enabled a
new generation of experiments in the field of quantum simulation. While such devices have been
realised with bosonic species, a fermionic quantum-gas microscope has remained elusive. Here we
demonstrate single-site- and single-atom-resolved fluorescence imaging of fermionic potassium-40
atoms in a quantum-gas microscope setup, using electromagnetically-induced-transparency cooling.
We detected on average 1000 fluorescence photons from a single atom within 1.5 s, while keeping
it close to the vibrational ground state of the optical lattice. A quantum simulator for fermions
with single-particle access will be an excellent test bed to investigate phenomena and properties of
strongly correlated fermionic quantum systems, allowing for direct measurement of ordered quantum
phases and out-of-equilibrium dynamics, with access to quantities ranging from spin-spin correlation
functions to many-particle entanglement.
The ability to observe and control quantum systems
at the single-particle level has revolutionised the field of
quantum optics over the last decades. At the same time,
the possibility to study quantum many-body systems in
well-controlled engineered environments using ultracold
atoms in optical lattices has proven to be a powerful tool
for the investigation of strongly-correlated quantum sys-
tems [1]. It was only recently that the great challenge
to have full single-site resolution and single-atom control
in optical lattices was overcome by the development of
quantum-gas microscopes [2, 3]. These have been real-
ized with bosonic 87Rb [2, 3] and 174Yb atoms [4]. How-
ever, until this work and that presented in Refs. [5, 6],
single-site resolution for fermions has remained elusive.
Some of the most interesting effects in many-body
quantum systems are due to the properties of strongly
interacting Fermi gases. Within solid state physics, the
fermionic nature of the electron is vital to understand a
range of phenomena, such as electron pairing in super-
conductivity, and quantum magnetism (including colos-
sal magneto-resistance). However, some of the proper-
ties of many-body fermionic quantum systems are very
challenging to compute, even with the most advanced
numerical methods, due to the antisymmetric nature of
the wave function, and the resulting sign problem for
quantum Monte-Carlo methods [7]. A quantum simula-
tor for fermions with single-particle resolution would be
an excellent test bed to investigate many of the phenom-
ena and properties of strongly-correlated fermionic quan-
tum systems. Such a fermionic quantum-gas microscope
will provide the possibility to probe quantities that are
difficult to access directly, such as spin-spin-correlation
functions or string-order [8]. It would allow the study
of out-of-equilibrium dynamics, the spreading of corre-
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lations [9] and the build-up of entanglement in many-
particle fermionic quantum systems [10]. It could per-
form quantum simulation of the Fermi-Hubbard model,
which is conjectured to capture the key mechanism be-
hind high-Tc superconductors, allowing researchers to
gain insight into electronic properties that could poten-
tially be applied in future materials engineering.
a b
FIG. 1. Experimental setup, laser beam configuration
and level scheme. a, Fermionic 40K atoms in an optical
lattice were observed using fluorescence detection with a high-
resolution optical microscope (NA = 0.68, working distance
12.8 mm [3]). The optical lattice (red dots) is composed of
two retro-reflected beams in the x- and y-axes, and a vertical
beam retro-reflected from the coated vacuum window. Retro-
reflected EIT cooling beams (blue) were overlapped with the
horizontal optical lattice. Raman beams (green) were used
to couple the motional states in the z-axis to the horizontal
plane. Atoms were prepared in the focal plane of the mi-
croscope objective (inset). b, Level scheme of the relevant
states of 40K, with off-resonant Raman beams (green) and
near-resonant (detuning ∆) EIT coupling and probe beams
(ΩC and ΩP , blue) with relative detuning ∆hfs + δ.
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FIG. 2. Single-atom-resolved fluorescence images of fermions. a, Fluorescence image of a dilute cloud of 40K atoms
in the optical lattice (1.5 s exposure time with EIT cooling). b, 10µm × 10µm subsection of a; white dots mark the lattice
sites. c, Magnified subsection of a showing an individual atom. d, Horizontal (red circles) and vertical (blue squares) profiles
through the centre of the averaged single-atom images e, fitted (horizontal only) with a Gaussian profile (red dashed line). The
grey line shows the diffraction-limited point-spread function (PSF) of the microscope objective. e, Measured PSF using 640
single-atom images as presented in c, averaged using subpixel shifting [2].
To achieve single-site-resolved detection of individual
atoms on the lattice, it is desirable to maximise the fluo-
rescence yield while at the same time maintaining a neg-
ligible particle loss rate and preventing the atoms from
hopping between lattice sites. These conditions can be
efficiently achieved by simultaneously laser cooling the
atoms to sub-Doppler temperatures while detecting the
fluorescence photons emitted during this process. How-
ever, cooling of fermionic alkaline atoms in optical lat-
tices is challenging, as their low mass and small excited-
state hyperfine splitting make it more difficult to ob-
tain low temperatures using the standard technique of
polarisation-gradient cooling.
In this work, we achieved single-atom-resolved fluores-
cence imaging of 40K using electromagnetically-induced-
transparency (EIT) cooling [11, 12]. This technique has
been used to efficiently cool trapped ions [13] and to
manipulate individual neutral atoms in an optical cav-
ity [14–16]. EIT cooling is similar to grey molasses, re-
cently used to cool atoms and enhance density in free-
space atomic samples [17, 18]. Both methods rely on
the existence of a spectrally narrow, Fano-like line pro-
file [19] and dark resonances arising from quantum inter-
ference in a Λ-like level scheme. In confining potentials
with quantised vibrational levels, as is the case in our
optical lattice, the narrow absorption line can selectively
excite red-sideband transitions that cool the atomic mo-
tion by removing one vibrational quantum, while car-
rier and blue-sideband excitations are suppressed. We
present EIT cooling as an alternative to Raman side-
band cooling techniques [20], which have been applied to
image atomic clouds [21] and individual atoms [22], and
which have been used recently by other research groups
to achieve single-site imaging of fermionic potassium [5]
or lithium [6], independently of the work presented here.
The key component of our experimental setup is a
high-resolution optical microscope [3] (Fig. 1a) with nu-
merical aperture NA = 0.68, providing a diffraction-
limited resolution of 580 nm (full width at half-maximum,
FWHM) at the wavelength of the 4S1/2 → 4P1/2 tran-
sition, λD1 = 770.1 nm (D1-line). We prepared a sam-
ple of cold fermionic 40K atoms within the focal plane of
the microscope (Appendix) in a three-dimensional optical
lattice (wavelength λ = 1064 nm). In order to implement
the EIT-cooling scheme, we tuned both coupling and
probe beams (Rabi frequencies ΩC and ΩP ) close to the
D1-line (see atomic level scheme in Fig. 1b). The coupling
light was blue detuned by ∆ = 10 Γ (Γ = 2pi×6.0 MHz is
the linewidth of the 4P excited states) from the F =
9/2 → F ′ = 7/2 transition in the lattice, and simi-
larly, the probe beam was detuned by ∆ = 10 Γ from the
F = 7/2 → F ′ = 7/2 transition. Both pump and probe
beams were derived from the same laser by passing the
light through an electro-optical modulator (EOM), which
generates sidebands at the frequency of the ground state
hyperfine splitting, ∆hfs = 2pi × 1.2858 GHz. A retrore-
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FIG. 3. Demonstration of EIT cooling. a, Expansion width of the atomic cloud after 1 ms time-of-flight, normalised to
the initial width, for varying duration of EIT cooling. Cooling was observed in the y-axis (green squares). In the z-axis, we
observed cooling with Raman beams present (green diamonds) and heating without (yellow triangles). b, Expansion width
in y-axis as a function of two-photon detuning δ, after 1.5 ms of EIT cooling. c, Atom numbers versus δ, after 1.5 ms (red
circles), 30 ms (blue triangles) and 300 ms (orange diamonds) of EIT cooling, measured with absorption imaging. d, Integrated
fluorescence counts over exposure times of 1.5 ms (red circles), 30 ms (blue triangles), 300 ms (orange diamonds) and 2000 ms
(grey squares) during EIT cooling. Each datapoint in a - d is the average of five independent measurements, and the error
bars represent the standard deviation.
flected EIT beam in σ+−σ− configuration is overlapped
with each of the optical lattice beams in the x- and y-
directions (Fig. 1a) to provide cooling in the horizontal
plane. We avoided the use of vertical EIT beams to
prevent stray light along the imaging axis. Instead, we
used an off-resonant two-photon Raman transition red
detuned by ∆R = 2pi × 8 GHz from the 4S1/2 → 4P3/2
transition (D2-line at 767.7 nm) to couple the motional
states between the vertical and horizontal lattice axes
(Appendix). One Raman beam was aligned vertically
and the other one horizontally at a 45◦ angle between
the x- and y-axes (Fig. 1a). We blocked the stray light
of the vertical Raman beam with narrowband interfer-
ence filters (Alluxa) placed in front of the EMCCD cam-
era, which detects fluorescence photons scattered from
the EIT beams on the D1 line.
Our cooling scheme allowed us to image individual 40K
atoms in a sparsely populated thermal cloud (Fig. 2a)
with an excellent signal-to-noise ratio. We detected on
average 1000(400) fluorescence photons per atom within
an illumination time of 1.5 s using a lattice depth of
kB × 245(20)µK on all axes (Appendix). Taking into
account the collection efficiency of 8.6 % of our imag-
ing system (Appendix), we calculated a corresponding
atomic fluorescence rate of 8(3) × 103 photons/s. This
is large enough to unambiguously identify the presence
or absence of an atom for each lattice site (Fig. 2b and
Appendix), however it is more than a factor of 10 smaller
than those obtained in the quantum-gas-microscope se-
tups with 87Rb [2, 3]. Our measured point spread func-
tion, obtained by averaging 640 fluorescence images of
individual atoms (Fig. 2e), has a FWHM of 630(10) nm,
close to the diffraction-limited resolution of the micro-
scope objective (Fig. 2d).
In order to characterise the cooling process, we deter-
mined the cloud width for increasing duration of exposure
to the EIT- and Raman beams. The cooling results in a
decrease of the cloud width (measured using absorption
images after rapid release from the lattice potential, see
Appendix) to a stationary value, with a time constant of
0.42(2) ms in the horizontal plane and 1.7(2) ms in the
vertical direction (Fig. 3a). These time constants corre-
spond to cooling rates of 6(1) ~ω/ms and 0.8(3) ~ω/ms
respectively, where ω = 2pi × 300(12) kHz is the spac-
ing of vibrational levels in all three lattice axes. From
our measured Rabi frequencies, ΩC = 2pi × 4.8(1) MHz,
ΩP = 2pi × 1.6(1) MHz (see Appendix), we estimated
the width of the narrow line in the Fano profile, γ+ =
ωΓ/(4
√
∆2 + Ω2C + Ω
2
P ) ≈ 2pi × 6 kHz [12]. This value
gives an upper limit for the combined scattering rate,
γ+/2, on the red sideband for both horizontal axes; our
observed cooling (and fluorescence) rates are about a fac-
tor of three less. The cooling rate in the vertical direction
is different as there are no vertical EIT beams, instead,
cooling is achieved by transferring vibrational excitation
quanta via Raman transitions from the vertical axis to
the cooled horizontal axes (Appendix). Without the Ra-
man beams we observed no cooling in the vertical axis,
but instead an increase of the vertical cloud width with
time (Fig. 3a), caused by heating due to spontaneously
emitted photons from the EIT beams. We estimated a
mean number of vibrational quanta of 0.9(1) in each the
horizontal axis, after 5 ms of cooling, by measuring the
steady state expansion energy with time-of-flight imaging
(Appendix).
We studied the characteristics of EIT cooling in our ex-
periment by measuring the cloud width, after 1.5 ms of
cooling, as a function of the two-photon detuning δ. On
resonance, δ = 0, cooling works most efficiently (Fig. 3b)
as the atoms are pumped into the dark state and their
lifetime is significantly enhanced (Fig. 3c). However, at
negative detuning, δ < 0, we predominantly drive car-
rier and blue side-band transitions which heat the atoms
(Fig. 3b). For δ 6= 0, heating resulted in atom loss over
timescales of milliseconds. Maximising the number of
fluorescence photons for the single-atom imaging necessi-
tates a compromise between a long lifetime (atoms in the
dark state) and a large scattering rate. This can be seen
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FIG. 4. Hopping and atom losses. Fraction of atoms,
h, appearing (blue squares) on a previously empty site in the
second of two successive fluorescence images (500 ms exposure
time, 500 ms delay between the two images), normalized to the
number of atoms in the first image. Also shown is the fraction
of atoms, l, that has disappeared between the two images
(red dots). The panels show binary maps of the lattice site
occupations of the first (red circles) and second image (blue
squares). They show regions of 20× 20 lattice sites, however
the data is analysed in a region of 70 × 70 sites. Each data
point results from the average of ten fluorescence images; the
error bars represent the standard deviation.
in a shift of the maximum of fluorescence counts with in-
creasing accumulation time (Fig. 3d), from the position of
strong heating (δ < 0) towards resonance (δ = 0), where
most efficient cooling is achieved. Note that Figs. 3c and
3d compare the atom number and the fluorescence counts
of the complete cloud without layer preparation, in order
to match the conditions of Figs. 3a and 3b. However, the
spatially varying light shift due to the Gaussian intensity
profile of the lattice beams causes a position-dependent
detuning ∆. As a consequence, optimum conditions for
EIT cooling are only met in the central 70 × 70 lattices
sites, where ∆ changes by less than 20 MHz. This fact
causes loss of atoms outside of the area of most efficient
cooling, resulting in a reduced lifetime for the full cloud
of 6.6(5) s. The lifetime of the atoms inferred by measur-
ing fluorescence from the central 70 × 70 lattice sites is
30(4) s (see Appendix, Fig. 5).
We investigated in more detail to what extent the
atoms are lost and move in the lattice during the imag-
ing process. For this purpose, we recorded two successive
fluorescence images of the same atoms with 500 ms ex-
posure time each, and a 500 ms separation between the
two images. From each of the images we determined
the atom distribution on the lattice using a deconvolu-
tion algorithm (Appendix), providing us with a binary
map of the lattice site occupation. To estimate hop-
ping, we calculated the fraction of atoms, h, that ap-
peared on previously empty lattice sites as well as the
fraction of atoms lost, l, from the first to the second im-
age (Fig. 4). Varying δ, we measured hopping fractions
as low as h = 3.5(1.5) % and observed that l increased
from 4.2(1.9) % at δ = 0 to larger values for δ 6= 0. We
attribute this increased loss to the less efficient cooling
due to the absence of a dark state, as discussed above
(Fig. 3c). Even at δ = 0, both loss and hopping could re-
sult from off-resonant excitation by the EIT- and Raman
beams to the 4P1/2 and 4P3/2 excited states. Both 4P
states experience a light shift more than five times greater
and opposite to the ground-state light shift, due to the
proximity of the lattice wavelength to the 4P → 3D res-
onance at 1180 nm. In our case, the use of blue detuned
EIT beams ensures that the atoms preferentially scat-
ter off a trapped dressed state. However, an atom res-
onantly excited to the 4P state experiences a repulsive
potential which causes the excited-state wavepacket to
expand rapidly in space. During the subsequent sponta-
neous emission the atoms can decay into a high vibra-
tional state or a high band in which the atoms are no
longer bound to the lattice sites. These hot atoms can
now move across the lattice and then potentially be re-
cooled and bound to a different lattice site. We are cur-
rently investigating this heating process in more detail
using numerical simulations of the full quantum evolu-
tion of an atom on a few lattice sites.
The single-site-resolved detection of 40K in an optical
lattice will open the path to the study of strongly cor-
related fermionic quantum systems with unprecedented
insight into their properties. In particular, our new tech-
nique will allow the study of strongly correlated phases
in the Fermi-Hubbard model, e.g., counting thermal ex-
citations in fermionic Mott insulators [23–25] and di-
rectly probing local entropy distributions [3], or detect-
ing the propagation of correlations after quenches [9].
The quantum-gas microscope will also enable manipu-
lation of the system on a local scale with single-site ad-
dressing resolution [26], allowing deterministic prepara-
tion of non-thermal initial states [27] and probing the
ensuing dynamics. This would allow, for example, fur-
ther investigation of intriguing phenomena in Luttinger
liquid theory, such as spin-charge separation [28] and
growth of many-body spatial entanglement [10]. The
high-resolution microscope could also be used to imple-
ment proposals for removing high-entropy regions by lo-
cally modifying the confining potential [29] in order to
attain low-entropy states. The fermionic quantum-gas
microscope is an ideal tool to detect the onset of antifer-
romagnetic ordering [30–34] with single-site resolution,
by directly measuring the spin-spin correlations. In dif-
ferent lattice geometries these measurements would allow
the study of, e.g., both equilibrium properties and out-
of-equilibrium dynamics in frustrated spin systems [35].
ACKNOWLEDGEMENTS
We thank G. Morigi, A. Daley, and A. Buyskikh for
fruitful discussions. We acknowledge the contribution of
A. Schindewolf, N. Sangouard and J. Hinney during the
construction of the experiment. We acknowledge support
by EU (ERC-StG FERMILATT, SIQS, Marie Curie Fel-
lowship to E.H.), EPSRC, Scottish Universities Physics
Alliance (SUPA).
5[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[2] W. S. Bakr, J. I. Gillen, A. Peng, S. Fo¨lling, and
M. Greiner, Nature 462, 74 (2009).
[3] J. F. Sherson, C. Weitenberg, M. Endres, M. Cheneau,
I. Bloch, and S. Kuhr, Nature 467, 68 (2010).
[4] M. Miranda, R. Inoue, Y. Okuyama, A. Nakamoto, and
M. Kozuma, Phys. Rev. A 91, 063414 (2015).
[5] L. W. Cheuk, M. A. Nichols, M. Okan, T. Gersdorf,
V. Ramasesh, W. S. Bakr, T. Lompe, and M. W. Zwier-
lein, Phys. Rev. Lett. 114, 193001 (2015).
[6] M. F. Parsons, F. Huber, A. Mazurenko, C. S.
Chiu, W. Setiawan, K. Wooley-Brown, S. Blatt, and
M. Greiner, Phys. Rev. Lett. 114, 213002 (2015).
[7] M. Troyer and U.-J. Wiese, Phys. Rev. Lett. 94, 170201
(2005).
[8] M. Endres, M. Cheneau, T. Fukuhara, C. Weitenberg,
P. Schauß, C. Groß, L. Mazza, M. C. Ban˜uls, L. Pollet,
I. Bloch, and S. Kuhr, Science 334, 200 (2011).
[9] M. Cheneau, P. Barmettler, D. Poletti, M. Endres,
P. Schauß, T. Fukuhara, C. Gross, I. Bloch, C. Kollath,
and S. Kuhr, Nature 481, 484 (2012).
[10] H. Pichler, L. Bonnes, A. J. Daley, A. M. La¨uchli, and
P. Zoller, New J. Phys. 15, 063003 (2013).
[11] G. Morigi, J. Eschner, and C. H. Keitel, Phys. Rev. Lett.
85, 4458 (2000).
[12] G. Morigi, Phys. Rev. A 67, 033402 (2003).
[13] C. F. Roos, D. Leibfried, A. Mundt, F. Schmidt-Kaler,
J. Eschner, and R. Blatt, Phys. Rev. Lett. 85, 5547
(2000).
[14] M. Mu¨cke, E. Figueroa, J. Bochmann, C. Hahn, K. Murr,
S. Ritter, C. J. Villas-Boas, and G. Rempe, Nature 465,
755 (2010).
[15] T. Kampschulte, W. Alt, S. Brakhane, M. Eckstein,
R. Reimann, A. Widera, and D. Meschede, Phys. Rev.
Lett. 105, 153603 (2010).
[16] T. Kampschulte, W. Alt, S. Manz, M. Martinez-
Dorantes, R. Reimann, S. Yoon, D. Meschede, M. Bi-
enert, and G. Morigi, Phys. Rev. A 89, 033404 (2014).
[17] D. R. Fernandes, F. Sievers, N. Kretzschmar, S. Wu,
C. Salomon, and F. Chevy, Europhys. Lett. 100, 63001
(2012).
[18] A. T. Grier, I. Ferrier-Barbut, B. S. Rem, M. Delehaye,
L. Khaykovich, F. Chevy, and C. Salomon, Phys. Rev.
A 87, 063411 (2013).
[19] B. Lounis and C. Cohen-Tannoudji, Journal de Physique
II 2, 579 (1992).
[20] S. E. Hamann, D. L. Haycock, G. Klose, P. H. Pax, I. H.
Deutsch, and P. S. Jessen, Phys. Rev. Lett. 80, 4149
(1998).
[21] Y. S. Patil, S. Chakram, L. M. Aycock, and M. Ven-
galattore, Phys. Rev. A 90, 033422 (2014).
[22] B. J. Lester, A. M. Kaufman, and C. A. Regal, Phys.
Rev. A 90, 011804 (2014).
[23] R. Jo¨rdens, N. Strohmaier, K. Gu¨nter, H. Moritz, and
T. Esslinger, Nature 455, 204 (2008).
[24] U. Schneider, L. Hackermu¨ller, S. Will, T. Best, I. Bloch,
T. A. Costi, R. W. Helmes, D. Rasch, and A. Rosch,
Science 322, 1520 (2008).
[25] R. Jo¨rdens, L. Tarruell, D. Greif, T. Uehlinger,
N. Strohmaier, H. Moritz, T. Esslinger, L. De
Leo, C. Kollath, A. Georges, V. Scarola, L. Pollet,
E. Burovski, E. Kozik, and M. Troyer, Phys. Rev. Lett.
104, 180401 (2010).
[26] C. Weitenberg, M. Endres, J. F. Sherson, M. Cheneau,
P. Schauß, T. Fukuhara, I. Bloch, and S. Kuhr, Nature
471, 319 (2011).
[27] T. Fukuhara, A. Kantian, M. Endres, M. Cheneau,
P. Schauß, S. Hild, D. Bellem, U. Schollwo¨ck, T. Gia-
marchi, C. Gross, I. Bloch, and S. Kuhr, Nature Physics
9, 235 (2013).
[28] C. Kollath, U. Schollwo¨ck, and W. Zwerger, Phys. Rev.
Lett. 95, 176401 (2005).
[29] J.-S. Bernier, C. Kollath, A. Georges, L. De Leo, F. Ger-
bier, C. Salomon, and M. Ko¨hl, Phys. Rev. A 79,
061601(R) (2009).
[30] M. Snoek, I. Titvinidze, C. To¨ke, K. Byczuk, and
W. Hofstetter, New J. Phys. 10, 093008 (2008).
[31] T. Paiva, R. Scalettar, M. Randeria, and N. Trivedi,
Phys. Rev. Lett. 104, 066406 (2010).
[32] J. Simon, W. S. Bakr, R. Ma, M. E. Tai, P. M. Preiss,
and M. Greiner, Nature 472, 307 (2011).
[33] D. Greif, T. Uehlinger, G. Jotzu, L. Tarruell, and
T. Esslinger, Science 340, 1307 (2013).
[34] R. A. Hart, P. M. Duarte, T.-L. Yang, X. Liu, T. Paiva,
E. Khatami, R. T. Scalettar, N. Trivedi, D. A. Huse, and
R. G. Hulet, Nature 519, 211 (2015).
[35] J. Eisert, M. Friesdorf, and C. Gogolin, Nature Phys.
11, 124 (2015).
[36] J. Steinbach, J. Twamley, and P. L. Knight, Phys. Rev.
A 56, 4815 (1997).
APPENDIX
Loading of 40K atoms into the optical lattice
Our experimental sequence started with an atomic
beam of 40K produced by a two-dimensional magneto-
optical trap (MOT) loaded from 10−7 mbar of potassium
vapour (our atomic source is enriched to 3 % 40K). This
atomic beam passes through a differential pumping sec-
tion to a standard three-dimensional MOT, which cap-
tures 2×108 atoms in 4s. The atoms were further cooled
in an optical molasses and loaded into an optical dipole
trap formed by two beams of 100 W each (beam radius
w0 = 150µm, wavelength 1070 nm) crossing at an angle
of 15◦. The atoms were then loaded into a translatable
optical tweezer (beam radius w0 = 50µm, 18 W power)
and moved 13 cm within 1.5 s to within the field-of-view
of the high-resolution microscope [3]. We initially trans-
ferred 1× 106 40K atoms from the single-beam trap into
a crossed optical dipole trap which is formed by the op-
tical lattice beams with their retro-reflectors blocked by
mechanical shutters and evaporatively cooled the atoms
to T = 4.0(1)µK. We then transferred the sample into
the vertical optical lattice (beam radius w0 = 60µm) and
subsequently switched on both horizontal optical lattices
(w0 = 75µm) with the retro-reflectors unblocked. The
6lattice depth was determined by measuring the frequency
of the blue sideband transitions in the lattice using Ra-
man transitions. Driving this sideband results in an in-
crease of the cloud width after time-of-fight. The error of
the lattice depth cited in the main text is the 1/e-width
of the excitation peak of the spectrum.
Preparation of 2D atomic samples
In order to prepare a thin sample within the focal
plane of the microscope, we used a position-dependent
microwave transition in a vertical magnetic field gra-
dient [3] of ∂B/∂z = 80 G/cm. This gradient re-
sults in a shift of the ground state hyperfine transi-
tion |F = 9/2,mF = −9/2〉 → |F = 7/2,mF = −7/2〉 of
20 kHz/µm. We initially optically pumped the atoms into
the |F = 9/2,mF = −9/2〉 state while holding them in a
shallow 3D optical lattice, before applying a microwave
sweep (HS1-pulse [26] of 5 kHz width) to transfer atoms
out of one selected layer into the |F = 7/2,mF = −7/2〉
state. All atoms remaining in F = 9/2 were then re-
moved using a circularly polarised resonant laser beam
on the F = 9/2→ F ′ = 11/2 cycling transition of the D2
line. The microwave transfer and removal processes have
an overall efficiency of >90 %, resulting in residual atoms
in the F = 7/2 manifold across all layers. In order to re-
move these atoms, we optically pumped the atoms back
to the initial |F = 9/2,mF = −9/2〉 state and again per-
formed a microwave transfer followed by a removal pulse.
Using this technique, we were able to prepare about 100
atoms in a single layer of the three-dimensional optical
lattice, with a negligible population in other layers. Note
that for the images in Fig. 2, we prepared two adjacent
layers within the depth of focus of the imaging system,
in order to increase the number of atoms visible. For the
datasets presented in Fig. 3, we used absorption images
of the full atomic cloud, without single-layer prepara-
tion. The atoms are initially in F = 9/2, but once the
EIT cooling beams are switched on, the population is
predominantly in state F = 7/2.
Analysis of fluorescence images
In order to analyse our fluorescence images, we used
procedures and computer algorithms based on earlier
work [3]. The precise orientation of the lattice angles,
47.599(3)◦ and −42.833(3)◦ with respect to the horizon-
tal baseline of the Figs. 2a and 2b, and the magnification
(5.133 pixels on the CCD camera correspond to λ/2 at
the atoms; λ = 1064 m is the lattice wavelength) were
determined by evaluating the mutual distances between
600 isolated atoms from several fluorescence images (see
Supplementary Information of Ref. [3]). Lattice angles
and spacings were taken as the input for our deconvolu-
tion algorithm [3], which uses the averaged point spread
function from Fig. 2e to determine the occupation of the
lattice sites. To estimate the average fluorescence rate,
we summed the number of counts from a 3×3 pixels area
centered on each occupied lattice site, and converted this
value to a photon number. The resulting histogram of the
detected photon number follows a Gaussian distribution
of mean 1000 and standard deviation of 400. The same
analysis performed on the empty lattice sites yielded a
photon number of less than 200.
Our imaging system has a total fluorescence collection
efficiency of 8.6 %, given by the objective’s solid angle of
Ω/(4pi) = 13 %, the 80 % transmission through the objec-
tive, lenses and interference filters and the 83 % quantum
efficiency of the EMCCD camera (Andor iXon 897).
Characterisation of EIT cooling
using time-of-flight imaging
We determined the kinetic energy of a cloud of atoms
in time-of-flight measurements after a rapid release
from the lattice potential. The initial change in kinetic
energy due to the EIT- and Raman beams was different
for the horizontal and vertical axes, with a horizontal
cooling rate of 83(14)µK/ms during the first 150µs and
a vertical cooling rate of 12(4)µK/ms during the first
400µs. After a hold time of 5 ms with EIT cooling,
the atoms maintained constant horizontal and vertical
expansion energies of 10.0(2)µK and 14.8(2)µK. These
kinetic energies correspond to mean excitation numbers
of 0.9(1) and 1.6(1), respectively, for a harmonic oscilla-
tor potential with a trap frequency ω = 2pi×300(12) kHz.
We determined the combined Rabi frequencies of all
EIT beams by measuring the off-resonant scattering rate
of one beam, with the EOM switched off. The coupling
and probe beam Rabi frequencies, ΩC = 2pi×4.8(1) MHz
and ΩP = 2pi × 1.6(1) MHz, are determined by the mod-
ulation depth of the EOM (25 % of the power in the
first sideband) and by taking into account the tran-
sition strengths. The errors of the Rabi frequencies
do not take into account the fact that there could be
different distributions of the magnetic sublevels during
this measurement compared to EIT cooling in the lattice.
Raman coupling of motional axes
In our setup, we achieved cooling of the vertical axis
by transferring its vibrational excitation quanta, via
Raman transitions, to the cooled horizontal axes [36].
We used two Raman beams of identical frequency, such
that the exchange of vibrational quanta between two
axes is a resonant two-photon process. The Rabi fre-
quency for the transition |nx, nz + 1〉 → |nx + 1, nz〉 can
be calculated as ΩR = Ω
0 〈nx + 1, nz| eiδk·r |nx, nz + 1〉,
where nx and nz are the vibrational quantum numbers,
δk = k1 − k2 is the momentum transfer from the
7Raman beams, and Ω0 is the two-photon Rabi frequency
of the carrier transition. Expanding the exponential
yields ΩR = Ω
0ηxηz
√
(nx + 1)(nz + 1), where we have
used the Lamb-Dicke factors ηj = δk · ej∆xj0 (for
our parameters, ηx = 0.118(2), ηz = 0.168(3), with
∆xj0 =
√
~/(2mω) = 20.5(4) nm the width of the ground
state wavepacket of the harmonic oscillator in directions
j = x, z (m is the mass of a 40K atom). We estimate a
Rabi frequency of ΩR = 2pi × 27(2) kHz by measuring
how the vertical expansion width after 0.5 ms of cooling
changes as a function of the detuning between the two
Raman beams.
Lifetime measurements
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FIG. 5. Lifetime measurement. The curves show fluo-
rescence counts within a region of 70 × 70 lattice sites inte-
grated over a period of 250 ms (red circles) and atom number
of the complete cloud measured by absorption imaging (blue
squares) for varying duration, t, of EIT cooling. Both curves
were normalised to the respective initial values at t = 0. We
determine the time constants of 30(4) s and 6.6(5) s from ex-
ponential fits (dashed lines).
