Abstract. Currently, RSA is a very popular, widely used and secure public key cryptosystem, but the security of the RSA cryptosystem is based on the difficulty of factoring large integers. The General Number Field Sieve (GNFS) algorithm is the best known method for factoring large integers over 110 digits. Our previous work on the parallel GNFS algorithm, which integrated the Montgomery's block Lanczos algorithm to solve the large and sparse linear systems over GF(2), has one major disadvantage, namely the input has to be symmetric (we have to symmetrize the input for nonsymmetric case and this will shrink the rank).
Introduction
Currently, Rivest-Shamir-Adleman (RSA) algorithm [16] is the most popular algorithm in public-key cryptosystem. It also has been widely used in the realworld applications such as: internet explorer, email systems, online banking, critical electronic transactions and many other places. The security of this algorithm mainly relies on the difficulty of factoring large integers. So far, many integer factorization algorithms have been developed such as: Trial division [18] , Pollard's p-1 algorithm [14] , Lenstra Elliptic Curve Factorization (ECM) [9] , Quadratic Sieve (QS) [15] and General Number Field Sieve (GNFS) [1, 2, 3, 11] algorithm.
Although GNFS algorithm is the fastest integer factoring algorithm over 110 digits so far, it still takes a long time to factor large integers. In order to reduce the execution time, one natural solution is to distribute jobs to parallel computers. The GNFS algorithm contains several time consuming steps. The most time consuming one is the sieving part which is used to generate enough relations. This step is very suitable for parallelization because the relation generations are independent. Another possible step is, in GNFS, the Montgomery's block Lanczos algorithm [12] . It is used to solve large and sparse linear systems over GF (2) generated by the GNFS algorithm. This block Lanczos algorithm has two drawbacks: 1. The input of this algorithm is restricted to a symmetric matrix. For the nonsymmetric inputs, we have to make them symmetric first by multiplying the coefficient matrix A with A T . However over GF (2) , the rank of the product A T A is, in general, much less than that of A. Thus, when applied to find elements of the nullspace of A, the Montgomery's block Lanczos method may find many spurious vectors. 2. It will break down for some case. The biorthogonal block Lanczos [5] has overcome the first drawback and can find more solutions or dependencies than Montgomery's block Lanczos method with less iterations. In this paper we have successfully implemented the biorthogonal block Lanczos algorithm and integrated together with the GNFS algorithm.
The rest of this paper is organized as follows: First we briefly describe the original GNFS algorithm in section 2. Then we present two block Lanczos algorithms, namely the Montgomery's block Lanczos algorithm [12] and the biorthogonal block Lanczos algorithm [5] in section 3 and 4 respectively. Section 5 shows the detailed implementation and corresponding parallel performance results.
The GNFS Algorithm
The General Number Field Sieve (GNFS) algorithm [2, 3, 11] is derived from the number fields sieve (NFS) algorithm, developed by Lenstra et al [10] . It is the fastest known algorithm for integer factorization. The idea of GNFS is from the congruence of squares algorithm [8] .
Suppose we want to factor an integer n where n has two prime factors p and q. Let's assume we have two integers s and r, such that s 2 and r 2 are perfect squares and satisfy the constraint s 2 ≡ r 2 (mod n). Since n = pq, the following conditions must hold [2] :
⇒p|(s-r)(s+r) and q|(s-r)(s+r).
We know that, if c|ab and gcd(b,c) = 1, then c|a. So p, q, r and s must satisfy p|(s-r) or p|(s+r) and q|(s-r) or q|(s+r). Based on this, it can be proved that we can find factors of n by computing the greatest common divisor gcd(n,(s+r)) and gcd(n,(s-r)) with the possibility of 2/3 (see [2] ).
Therefore, the essence of GNFS algorithm is based on the idea of the factoring n by computing the gcd(n, s+r) and gcd(n, s-r). There are six major steps [11] 2. Defining three factor bases: rational factor base R, algebraic factor base A and quadratic character base Q. 3. Sieving: Generate enough pairs (a,b) (relations) to build a linear dependence. 4. Processing relations: Filter out useful pairs (a,b) that were found from sieving. 5. Building up a large and sparse linear system over GF (2) and solve it. 6. Squaring root, use the results from the previous step to generate two perfect squares, then factor n.
Montgomery's Block Lanczos Algorithm
In 1995, Montgomery proposed an algorithm for solving linear systems over GF(2) named Montgomery's block Lanczos algorithm [12] . This block Lanczos algorithm is a variant of standard Lancozs method [6, 7] . Both Lanczos algorithms are used to solve linear systems. In the standard Lanczos algorithm, suppose we have a symmetric matrix A∈R n×n . Based on the notations used in [12] , the algorithm can be described as follows:
The iteration will stop when w i =0. 
The solution x can be computed as follows:
Furthermore the iteration of w i can be simplified as follows:
The time complexity of the Standard Lanczos algorithm is O(dn 2 )+O(n 2 ), d is the average nonzero entries per row or column.
The Montgomery's block Lanczos algorithm is an extension of the Standard Lanczos algorithm by applying it over GF (2) . There are some good properties on GF(2), for example, we can apply matrix to N vectors at a time (N is the length of computer word) and we can also apply bitwise operations. Instead of using vectors for iteration, we using subspace instead. First we generate subspace:
Then we define x to be:
where W is a basis of W. The iteration in the standard Lanczos algorithm will be changed to:
in which
This iteration will stop when V i T AV i =0 where i = m. The iteration can also be simplified as follows:
where D i+1 , E i+1 , F i+1 can be computed:
S i is an N × N i projection matrix (N is the length of computer word and N i < N ). We can reduce the iteration time from O(n 2 ) to O(n 2 /N) (n is the matrix's row or column size) using the block Lanczos algorithm.
Biorthogonal Block Lanczos Algorithm
The Biorthogonal block Lanczos algorithm is from standard biorthogonal scalar Lancozs algorithm. The idea of standard biorthogonal scalar Lancozs algorithm is proposed by Lanczos [7] . Like the symmetric case we described in section 3, first we choose two vector u 0 and υ 0 from K n form two basis {u 0 ,...u m−1 } and {υ 0 ,...υ m−1 }, and the following conditions must be held [5] :
Then the solution will be:
With the condition (10), now we are ready to give the new iterations: 
According to the Proposition 1, all the projections will be vanished except the last two, the iterations are simplified to follows:
Instead of using scalars in real fields, now we extend this standard biorthogonal scalar Lancozs algorithm to our problem over GF (2) . The input of this algorithm can be either symmetric or nonsymmetric. Montgomery's block Lanczos algorithm only takes a symmetric matrix as the input. For the nonsymmetric matrix, some preconditioning must be performanced first, such as A T A. Generally speaking, The rank of A T A is much less than the rank of A, Thus, when applied to find elements of the nullspace of A, the Montgomery's block Lanczos method may find many spurious vectors, then lose some solutions accordingly.
The procedure of biothogonal block Lanczos algorithm are: first we choose u 0 , v 0 ∈ K n×N randomly and uniformly. (here u and v are block vector). Then we compute u 1 , u 1 ,...u m−1 and v 1 , v 1 ,. ..v m−1 . Two matrices ξ i and ω i are also computed by the columns of u i and v i .
The following conditions must be hold through the whole algorithm:
Assuming all the conditions are held, we can give the biorthogonal Block Lanczos iterations. Let ξ i and ω i be two projection matrices and define by ξ i =u i s i and ω i =v i t i .
The iterations for u i+1 , v i+1 are:
We also want to simply the iterations like what we did in standard biorthogonal scalar Lanczos algorithm. In every iteration, we pick out as many columns as possible from the previous iteration results u i , v i then project them into the Krylov basis [5] .
We also have: when 0≤k<i<m,
So ξ
Aω i , and similarly, we can simplify ω
A T ξ i . This tells us that for some j<i, if all the columns of u k+1 have been chosen and projected into ξ k+1 ,...ξ j , this term will be vanished which means u T k+1 Aω i = 0.
Implementation Details
As we mentioned before, the most time consuming part in GNFS is the sieving part. This part has already been parallelized in our previous work [19, 20] . Another part in GNFS program can be improved is to solve the large and sparse linear systems over GF(2) by biorthogonal block Lanczos algorithm, instead of using the Montgomery's block Lanczos algorithm which only takes symmetric input. With the new algorithm, we would not lose any solutions. Our parallel code is built on the sequential source GNFS code from Monico [11] .
Parallel Sieving
The sieving step in sequential GNFS is very suitable for parallel. The purpose of sieving is to find enough (a,b) pairs. The way we do sieving is: fixing b, let a change from -N to N (N is a integer, usually larger than 500 ), then we check each (a,b) pair whether it smooth over factor bases. The sieving for next b can not start until the previous sieving is finished. After we got enough relations from the sieving step, we start building a linear system over GF (2) . This linear system's coefficient could be either symmetric or nonsymmetric, both can be solved by the biorthogonal block Lanczos algorithm. In parallel, we use several processors do sieving simultaneously, each slave node takes a small range of b, then send results back to master node. The detailed parallel sieving implementation can be found in [19, 20] .
Hardware and Programming Environment
The whole implementation uses two software packages, the sequential GNFS code from C. Monico [11] (Written in ANSI C) and sequential biorthogonal block Lanczos code from Hovinen [5] (Written in C++). For parallel implementation, MPICH1 (Message Passing Interface) [17] library is used. In order to do arbitrary precision arithmetic, the GMP 4.x is also used [4] . We use GUN compiler to compile whole program and MPICH1 [13] for our MPI library. The version of MPICH1 is 1.2.5.2. The cluster we use is a Sun cluster from University of New Brunswick Canada whose system configurations is: In the program, Each slave node only communicates with the master node. Fig.  1 shows the flow chart of our parallel program. 
Performance Evaluation
We have six test cases, each test case have a different size of n, all are listed in Table 1 . The sieving time increases when the size of n increases. Table 2 shows the average sieving time for each n with one processor. Table 3 shows the number of processors we use for each test case. Fig. 2 and Fig. 3 show the total execution time for each test case in seconds.
The total sieve time for test case: tst100, F7, tst150, Briggs and tst200 are presented in Fig. 4. Fig. 5 gives the total execution time, sieve time, speedup and parallel efficiency with different processor numbers for test case tst250. Fig. 6 gives the speed-up and parallel efficiency for each test case with different processor numbers. 
