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Abstract
Structural vector autoregression (SVAR) models are commonly used to investigate the
effect of structural shocks on economic variables.  The identifying restrictions imposed in
many of these exercises have been criticized in the literature.  This paper extends this
literature by showing that if the SVAR includes one or more variables that are efficient in
the strong form of the efficient market hypothesis, the identifying restrictions frequently
imposed in SVARs cannot be satisfied.  We argue that our analysis will likely apply to
VARs that include variables that are consistent with the weaker form of the efficient
market hypothesis, especially when the data are measured at the monthly or quarterly
frequencies, as is frequently the case. 
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1. Introduction
Economists have long been interested in measuring the economy’s response to exogenous
shocks for a variety of reasons.  The shocks are thought to result, for example, from
specific unexpected policy actions, sources that are exogenous to the domestic economy
(such as an oil price shock), or a sudden change in technology.  The economic structure
(or data generating process) that determines economic outcomes must be inferred from
the observed data.  A structural interpretation of the data is obtained from economic
theory.  However, there are alternative economic theories and, consequently, alternative
structural interpretations of the same observations.  Hence, economists are faced with the
very difficult problem of discriminating among alternative structural interpretations of the
observed data.
Before a structural model can be evaluated, however, it must be identified.  A
structural model is identified when one can obtain the structural parameters from the
estimates of the reduced-form parameters.  A model is “just identified” when there is a
one-to-one correspondence between the structural parameters and reduced-form
parameters.  On the other hand, a model is over-identified if there is more than one set of
structural parameters that is consistent with a given set of reduced-from parameters,
whereas it is unidentified when there is no way to obtain the structural parameters from
the estimated reduced-form parameters.
1
Generally speaking, there have been two broad approaches to identification, the
Cowles Commission (CC) methodology and the so-called structural vector autoregression
                                                          
1 When a model is over-identified there is a set of over-identifying restrictions that can be tested as part of
structural model evaluation.2
(SVAR) methodology.
2  The SVAR methodology developed as a result of Sims’ (1980)
critique of the CC methodology, and is now arguably the most widely used method of
structural analysis.  Both methodologies assume that the structural economy can be
approximated by a linear, dynamic system of structural equations with an additive
stochastic structure.  In applications of the CC methodology, identification was typically
achieved by placing restrictions (typically homogenous, i.e., zero, restrictions) on some
of the coefficients of a dynamic structural model of the economy.  While it was well
understood that identification could be achieved placing restrictions on the stochastic
structure of the model, this was seldom done in practice.
3
In contrast, in the SVAR methodology (which is attributed to Bernanke, 1986,
Blanchard and Watson, 1986, and Sims, 1986) identification is achieved by imposing
contemporaneous restrictions, on both the structure of the economy and the stochastic
structure of the model.
4  Exclusion restrictions on the structural dynamics—which were
frequently imposed in applications of the CC methodology—are never imposed.
The restrictions that the SVAR methodology imposes on the structural shocks
have often been criticized (e.g., Bernanke, 1986; Stock and Watson, 2001), and Cooley
and LeRoy (1985) have noted that, in the absence of these restrictions, the estimated
shocks from the SVAR would be linear combinations of all the structural shocks in the
reduced-form VAR.  This paper extends and refines Cooley and LeRoy’s observation by
noting that if the VAR includes one or more efficient market variables (EMVs)—
                                                          
2 The Cowles Commission methodology is attributable to various researchers who were in one way or
another connected to the Cowles Commission for Research in Economics. For a summary of this
methodology see Koopmans (1949).  For an early application of it, see Klein (1950).
3 See Koopmans (1949) of a discussion of variance-covariance restrictions.
4 We note that there are identification schemes that impose no contemporaneous restrictions.  This literature
includes the work of Blanchard and Quah (1989) and Shapiro and Watson (1988).  This methodology is not
discussed here.  See Keating (1992) for an excellent survey of structural VAR approaches to identification.3
variables that reflect all information relevant for their determination—the covariance
restrictions that are typically employed in SVAR identification are inappropriate and may
have to be replaced with alternative restrictions.  Our paper is close in spirit to that of
(e.g. Wallis, 1980; Pesaran, 1981) in the rational expectations literature; however, we
focus on SVARs rather than on more general structural rational-expectations models.
Strictly speaking, our analysis applies only to VARs that include variables that are
efficient in the strong form of the efficient market hypothesis (EMH).  We argue,
however, that our analysis is likely to have implications for VARs that include variables
that meet the less stringent requirements of semi-strong market efficiency.  The potential
importance of our critique for applied work is illustrated with an SVAR model that is
widely used to identify the effects of monetary policy shocks on the economy.
The paper begins with a brief discussion of the CC and SVAR approaches to
identification in Section 2.  The EMH and the various forms of market efficiency are
discussed in Section 3.  Section 4 shows the effect of including an EMV in an SVAR
model.  Section 5 discusses the implications for our analysis for applied work and
illustrates its potential importance using a widely used SVAR model.  The conclusions
are presented in Section 6.
2. The CC and SVAR Methods of Identification
Both the CC and SVAR methods of identification assume that the economy can
be approximated by a general linear structural model of the economy of the form
(1) AY BY Dv tt t  1 ,4
where Yt is an N   1 vector of endogenous variables, and vt  is a vector of iid structural
shocks, with mean zero and a constant covariance matrix.
5  Bernanke (1986, p. 52) notes
that these shocks are “primitive” exogenous forces, not directly observed by the
econometrician, which “buffet the system and cause oscillations.”  He notes that “because
these shocks are primitive, i.e., they do not have a common cause, it is natural to treat
them as approximately uncorrelated.”  Hence, it is reasonable to assume that E tt  ,
where   is a diagonal matrix.  This non-controversial assumption is common to both the
CC and SVAR approaches.
The reduced-form of the structural model (i.e., what economists observe) is given
by







(3) YY u tt t    1 ,
where 
 AB
1  and uA D v tt 
1 .
The economic model is (exactly) identified when it is possible to obtain estimates
of the structural parameters, i.e., the elements of  A,  B, D and  from the reduced-form
parameters, and vice versa—i.e., when there is a one-to-one correspondence between the
structural and reduced-form parameters.  Identification is achieved by placing restrictions
on  A, B, and D.
6
                                                          
5 The first-order autoregressive structure is used because any higher-order autoregressive process can be
written as a first-order process.  For presentation purposes, however, we will assume that the model is
strictly first order.
6 Restrictions can also be imposed on .  For example, one might assume that the variance of one
structural shock is some multiple of another.  This possibility is ignored for ease of presentation.5
In the CC methodology, identification was typically achieved by imposing
restrictions on  A and  B.  While it was widely understood that identification could be
achieved by imposing restrictions on D or , such restrictions were seldom imposed in
practice.  There are N
2 unique elements of 
 AB
1 , but N
2 elements in each of A and
B.  Hence, the necessary (order) condition for (exact) identification using the CC
methodology is that there are as many zero elements (in the case of homogenous
restrictions) in B as there are non-zero elements in A.  That is, there must be a total of
N
2 restrictions imposed on A and B—the fewer the restrictions imposed on A, the more
restrictions must be imposed on B.  If these restrictions are linearly independent (the rank
condition for identification), it is possible to go from the reduced-form parameters to the
structural parameters and vice versa.
In response to Sims’ (1980) claim that the restrictions placed on  B were
“incredible,” the SVAR literature has taken a different approach to identification.  No
restrictions are placed on  B.  Instead, identification is achieved by placing restrictions on
the elements of A and D.  To see how the model is identified in the SVAR literature,
note that Eu u A D D A tt    
 11  , where   is a real symmetric matrix of rank N.  An
estimate of   is obtained by estimating the reduced-form model, i.e.,  Eu u tt t
T    
  1 ,
where   ut  is the vector of residuals obtained by estimating Equation 3.  There are at most
N(N+1)/2 unique, non-zero elements of    .  In contrast, there are N
2 parameters in  A, N
elements in  , and N
2 elements in D.  Consequently, there are 2N
2+N structural
parameters, so that (3N
2+N)/2 restrictions are needed to satisfy the necessary (order)
conditions for identification.  Hence, identification can be achieved by imposing
(3N
2+N)/2 restrictions on the 2N
2 elements of  A and  D.6
It is frequently assumed in the SVAR literature that  D I  .  With this assumption,
there are only (N
2+N)/2 restrictions that need to be imposed on  A.  N of these
restrictions can be obtained by assuming that the diagonal elements of  A are equal to
unity (these are normalization restrictions), which leaves N(N-1)/2 required restrictions.
7
In the case of recursive structural VARs (RSVARs), these restrictions come from
assuming that A is lower triangular.
8  
3. The EMH
The assumption that SVAR models impose on  A and D to achieve identification
may not hold if the VAR includes one or more EMVs.  To see why, it is useful to briefly
discuss the EMH (Samuelson 1965; Campbell, Lo, and MacKinlay, 1997).  Malkiel
(1992, p. 739) states that a “market is said to be efficient with respect to an information
set,  , if security prices would be unaffected by revealing that information to all
participants.”  The degree of market efficiency is usually categorized by the nature of the
information set.  Markets are said to be efficient in the weak form if the information set
only includes the history of prices or returns.  For the semi-strong form of market
efficiency, the information set is all publicly available information.  When market prices
reflect the information known to any market participant, they are said to be efficient in
the strong form.
9
Market efficiency is also characterized by the speed with which information is
reflected in market prices (e.g., Chordia, Roll, and Subrahmanyam, 2002, and Schwert,
                                                          
7 Even in cases where  DI   there is a one-to-one correspondence between the structural shocks and the
variables in the VAR (e.g., Bernanke, 1986).  This is a consequence of the requirement that D must be N 
N.
8 This is often referred to as a Wold causal chain in honor of Herman Wold, who advocated the theoretical
desirability of recursive models in economics, e.g., Wold (1954).  In the case of non-recursive structural
VARs, the necessary condition for identification is usually achieved by imposing N(N-1)/2 homogenous
(or in some cases, non-homogenous) restrictions that are rationalized on the basis of economic theory.7
2001).  A shock that is initially reflected in only one asset price may, over time, be
reflected in other asset prices.  The faster the information is reflected in other prices, the
more efficient the market is said to be.  Financial markets are thought to be efficient with
respect to publicly announced (or known) information, in that such information is thought
to be rapidly, if not immediately, reflected in asset prices (Malkiel, 1992; Campbell, Lo,
and MacKinlay, 1997).  It may take longer for information that is not publicly announced
to be incorporated in asset prices; however, a shock that initially affects only one asset
price may create arbitrage opportunities.  As market participants respond to such
opportunities, prices of other assets change.  Hence, the longer the period of time over
which economic data are averaged, the more likely it is that asset prices will reflect both
publicly-announced and not publicly-announced information.
4. The EMH and the SVAR Identification
By definition, an EMV responds contemporaneously to all shocks that are
relevant for its determination.  This means that none of the elements of the row of A D
1
corresponding to the EMV are zero.  It is not important whether the response of the EMV
to structural shocks is due to the form of  A or  D; nevertheless, if the assumptions made
about the form of  A are such that the rows of  A
1 corresponding to the EMVs are zero,
the elements of the rows of  D corresponding to these variables must be non-zero. 
To better understand why this is so, consider a simple three-variable structural
model of the economy represented by Equation 1.  We initially assume that no
identifying restrictions are imposed, so that
                                                                                                                                                                            



















































The diagonal elements of D are normalized to unity under the assumption that the
structural shocks are unique.  Now assume that the second variable in the VAR, Y2, is an
EMV.




































11 1 12 2 13 3
21 1 22 2 23 3











where 1,  2, and  3 denote the first, second, and third primitive structural shocks,
respectively.
Note that the reduced-form shocks are related to the structural shocks solely by
the structure of  A.  While the point made above applies to any SVAR model, for ease of
illustration, we assume a RSVAR, i.e.,  A is assumed to be lower triangular.  With this
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Under these assumptions, the first shock is only reflected in the first reduced-form
residual, the first and second structural shocks are reflected in the second reduced-form
residual, and so on and so forth.
Note that Equation 5 is incompatible with our assumption that Y2 is an EMV
since, under the assumptions made about  A and D, Y2 only responds to shocks to the
first and second structural shock.  Hence, given the assumptions made about the structure
of  A, the EMH requires alternative assumptions be made about the structure of  D.
In the case of a RSVAR, one way the model can be made consistent with the
EMH is by letting the EMV appear last in the Choleski ordering.  The placement of the
variables in the ordering in RSVARs is usually based on economic arguments, however.
Hence, changing the recursive ordering in a RSVAR is tantamount to making different
assumptions about the structure of the economy.  Hence, while placing the EMV last in
the recursive ordering overcomes the problem we discuss in this paper, it need not be the
‘correct’ solution.
Alternatively, one could maintain the Choleski ordering and relax the assumptions
on D.  In this example this can be achieved by assuming that d23 0  .  In this case, the
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Y t 2,  responds to the third structural shock due to the assumption that d23 0  .  If the model
were exactly identified, however, an additional restriction must be imposed on either  A
or   (e.g.,  vv ij
22   for some i and j), to satisfy the necessary conditions for
identification.
Note that if there are two or more EMVs in the VAR, placing these variables last
in the Choleski ordering will not overcome the problem unless one of the EMVs deviates
from the other by an idiosyncratic shock.
10  If the recursive structure of A is maintained,
identification will have to be achieved by imposing additional restrictions on either  A or
 .
5. Implications of the EMH for Applied Work
How important is our analysis of the EMH for applied work?  This is a difficult
question to answer for at least two reasons.  First, in general, the answer depends on the
nature of the variables included in the SVAR and the structural restrictions imposed for
identification.  Consequently, the importance of including an EMV in the SVAR must be
analyzed on a case-by-case basis.
Second, strictly speaking our analysis holds only if the SVAR includes a variable
that is efficient in the strong form of the EMH, and strong-form market efficiency is a
stringent condition that is unlikely to be satisfied in the real world.  We believe that our
critique may apply to SVARS that include financial market variables that are likely to be
efficient in the weak form or in the semi-strong from of the EMH, such as stock prices,
interest rates or possibly exchange rates.
                                                          
10 For example, the expectations hypothesis holds.11
Hence, one area of research where we believe that our analysis is likely to apply is
the relatively large body of empirical work devoted to identifying the effects of monetary
policy shocks using RSVARs.  In a large strand of this literature, US monetary policy
shocks are identified using time series on a short-term interest rate—most often the
effective federal funds rate—at monthly or lower frequencies, using a RSVAR (e.g.
Christiano, Eichenbaum and Evans, 1996, 1999).
While it is perhaps unlikely that short-term interest rates reflect all market
information, there is considerable evidence to suggest that they reflect all publicly
available information rather quickly.  That is short-term interest rates (and interest rates,
more generally) are likely to satisfy the conditions for semi-strong form of market
efficiency.  Further, these markets are dominated largely by public information, with
private information playing a limited role relative to, for instance, the stock market.
Indeed, the evidence suggests interest rates respond quickly to information that market
participants believe is important for determining the stance of monetary policy.  For
example, interest rates responded quickly to unexpected changes in the stock of money
during the period when the Fed was implementing monetary policy by targeting M1 from
October 1979 through October 1982 (e.g., Cornell, 1982,1983; Roley and Walsh, 1985;
and Thornton, 1989).  There is also a large body of literature showing that interest rates
respond rapidly to a variety of macroeconomic information, albeit different information
at different times (see Fleming and Remolona, 1997, for a summary of this literature),
and intra-day to a number of macroeconomic announcements (e.g., Fleming and
Remolona, 1999).  To the extent that shocks to macroeconomic variables also reflect such
information, the identifying restrictions imposed in the recursive SVAR will be violated.12
The longer the period of time over which interest rates are averaged, more likely
it is that all rates will reflect information that was initially reflected in only one rate.  That
is, becomes more likely that interest rates will reflect information that is not publicly
known.  Hence, the covariance restrictions frequently imposed for identification are more
problematic the longer the period of time over which interest rates are averaged.
Some analysts might argue that our conclusion that short-term nominal interest
rates are likely to satisfy the EMH runs counter to the treatment of short-term rates in
many monetary policy analyses, where the short-term interest rate is treated as a choice
variable of the central bank.  In this case, the short-term rate need not be an EMV
because changes in it are made entirely in response to past information.  However, if one
takes seriously the evidence that interest rate rules are forward looking (e.g. Clarida, Gali
and Gertler, 2000), it is plausible that the short-term interest rate is consistent with the
EMH even if it is solely determined by decisions of the central bank.  Consequently,
regardless of whether the short-term interest rate is determined by the market or
determined by the central bank, it seems possible that the interest rate behaves consistent
with EMH under certain assumptions.
11 
12
To investigate the significance of our critique for applied work, we estimate a
seven-variable VAR similar to that estimated by Christiano, Eichenbaum and Evans
                                                          
11 Indeed, the emphasis on EMH as pertaining to financial prices rather than macroeconomic variables such
as output may have tensions with some recent New Keynesian literature, which has produced some models
implying forward-looking relations for output (and inflation) that resemble asset-pricing conditions (e.g.
Estrella and Fuhrer, 2002).  Frameworks of this kind would of course make the identification problems
discussed in this paper even more severe since EMH-type behavior might be expected of other variables in
the VAR beside financial prices or interest rates.
12 If the above argument applies, it applies primarily to the federal funds rate and then only over periods
when the Fed explicitly targeted the funds rate.  Moreover, Sims (1998) found that the qualitative results
were unaffected by using either the Fed’s discount rate or the commercial paper rate.  While the results are
not reported here, we confirm Sims’ finding.  The IRFs obtained using the federal funds rate were very
similar to those obtained using a variety of other short-term rates.13
(1999).  The variables uses are: industrial production, Y; the price level as measured by
the Consumer Price Index, CPI; the journal of commerce commodity price index, CP;
the effective federal funds rate, FF; nonborrowed reserves, NBR; total reserves, TR; and
the broad monetary aggregate, M2 . With the exception of CP and NBR, the variables
are identical to those used by Christiano, Eichenbaum and Evans (1999).  All of the
variables except the funds rate are in natural logs.  The data are monthly for the period
1959.01-2001.07.  Following Christiano, Eichenbaum and Evans (1999) the lag order is
12.
13
Christiano, Eichenbaum and Evans employ the Choleski factorization with the
ordering  Y P CP FF NBR TR M ,, , , , , 2 lq .  Our analysis suggests, however, that if FF is an
EMV, it should come last in the Choleski ordering.  Hence, we compare the results with
two orderings:  Y P CP FF NBR TR M ,, , , , , 2 lq  and  YPC PN B RT RM F F ,, , , , , 2 lq .
Figures 1 - 7 show the impulse response functions (IRFs) of each of the variables
to a one unit shock to the funds rate when the funds rate is fourth in the ordering (the
solid black line) and when the funds rate is last in the ordering (the solid gray line), and
the 90 percent confidence interval (the dashed lines) for the IRFs obtained when FF
comes last in the Choleski ordering.  The confidence intervals are obtained by
bootstrapping the model using 500 iterations.  The effect of placing the funds rate in the
middle rather than last in the recursive ordering is sometimes large.  This is particularly
the case for the effect of a funds rate shock on output, where the effect with the funds rate
in the middle drifts to the lower bound of the 90 percent confidence interval.
                                                          
13 Qualitatively and quantitatively similar results are obtained with shorter lag lengths.14
The effect is also large for NBR.  This is not surprising because there is a strong
and contemporaneous link between NBR and the funds rate (Pagan and Robertson, 1995;
and Thornton, 2001).  Thornton (2001) has shown that this relationship is due to the
Fed’s operating procedure, which caused NBR to respond contemporaneously and
endogenously to changes in the funds rate over much of this period.  In any event, when
the funds rate is last in the ordering, the contemporaneous relationship between the funds
rate and NBR is accounted for in the funds rate equation.  With the contemporaneous
relationship between the fund rate and NBR account for in the funds rate equation,
shocks to the funds rate have no significant effect on NBR.  Moreover, consistent with
Thornton’s (2001) analysis of the Fed’s operating procedure, the effect of shocks to the
funds rate on NBR and TR is similar.
It is well known that the response to a shock may vary with the Choleski ordering.
In this respect, these results are perhaps not surprising.  We have provided a rationale for
why the response is likely to change with the recursive ordering in some cases.  Hence,
these results raise doubts about the implications obtained from RSVARs. Note that while
we obtained different results by placing the potential EMVs last in the Choleski ordering,
we are not advocating this as a ‘solution’ to the problem of identification when RSVARs
contain a potential EMV.  We are only suggesting that these results are consistent with
our overall conclusion that special care should be taken when identifying SVARs that
include an EMV.
Of course if the VAR includes two or more financial market variables, such as
interest rates, stock prices, or exchange rates, identification is even more complicated.
14 
                                                          
14 In an effort to estimate the effect of monetary policy actions—shocks to the federal funds rate—on the
yield curve, Evans and Marshall (1998) estimate a number of SVARs that include the effective federal15
Such variables may be efficient at least in the semi-strong form of the EMH and, hence,
will quickly reflect publicly known information.  For example, a policy, or other
announcement that affects interest rates is likely to affect also stock prices or exchange
rates.  For example, Garfinkel and Thornton (1995), who investigated the relationship
between the federal funds rate, the overnight repo rate and the 3-month T-bill rate using
weekly average and daily data, found that shocks to interest rates that cause a differential
between the funds rate and other rates were quickly eliminated.  They also found that the
idiosyncratic shocks to interest rates, as they identify them, are not correlated with three
measures of monetary policy actions, suggesting that monetary policy actions were
quickly reflected in market interest rates, including the federal funds rate.  Consistent
with these results, Sarno and Thornton (2003) found that disturbances to the equilibrium
between the daily funds rate and the 3-month T-bill rate dissipate very rapidly indeed.
The problem is that if economic variables contemporaneously reflect the same
information, structural identifying assumptions that impose the condition that shocks do
not affect such variables contemporaneously will be violated.  While the importance of
this critique for applied work is an empirical question, the empirical analysis presented
here supports the argument that covariance restrictions imposed in the SVAR literature
may be inappropriate and that greater caution should be exercised in choosing the
identifying restrictions in such models.
6. Summary and Conclusions
The SVAR methodology identification is frequently applied by imposing
restrictions that prevent economic variables from responding contemporaneously to one
                                                                                                                                                                            
funds rate and a “long-term rate,” with maturities ranging from one month to 10 years.  Evans and Marshall
use three alternative identifying assumptions, including a Choleski ordering.16
or more structural shocks.  This paper shows that such restrictions are not applicable if
the variable is efficient in the strong from of the efficient market hypothesis because
efficient market variables, as we term them, respond to all information.
While, strictly speaking, our analysis applies only to variables that are efficient in
the strong form of the efficient market hypothesis, the longer the period of time over
which the data are measured, the more likely it is that the variables that are efficient in
the semi-strong or weak forms of the efficient market hypothesis will reflect information
that was initially known only to a relatively few market participants.  Hence, our analysis
is likely to have implications for empirical analyses that use variables that are efficient in
the semi-strong or weak forms of the efficient market hypothesis, especially when data
are measured a monthly and quarterly frequencies and for markets where public (as
opposed to private) information is dominant.
We illustrate the potential importance of our analysis by estimating a recursive
structural VAR often used to identify the effects of monetary policy shocks on the
economy.  Our results suggests that some of the effects of monetary policy shocks, so
identified, are sensitive to whether the interest rate is ordered in the middle of the VAR,
as is most often the case, or at the end (which avoids the problem in RSVARs that
include only one EMV).  This does not imply that one can simply overcome the problem
by putting the EMV last in the Choleski ordering.  It does, however, support our
conclusion that researchers need to be extremely careful when using the standard
contemporaneous identifying restrictions employed in the SVAR methodology when the
VAR includes one or more variables that may satisfy some form of the efficient market
hypothesis.  Caution is particularly required when the data employed are at the monthly17
or quarterly frequency, as is often the case in applied macroeconomics and monetary
economics.18
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