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ABSTRACT 
Let T=[T,,], i,j-1,2 ,..., m, be a block operator whose entries Tij are commut- 
ing normal operators on a Hilbert space. We give a simple proof of the known fact 
that such operators can be reduced to an upper triangular form via a unitary 
conjugation. Our proof brings out some useful features of the triangular form. When 
m = 2 we find the closest normal operator to the binormal operator T with respect to 
every unitarily invariant norm. This is a generalization of a result of J. Phillips, who 
solved this approximation problem for the operator bound norm. 
1. INTRODUCTION 
Let # be a complex separable Hilbert space, and let G?(X) denote the 
space of bounded linear operators on 8. When 2 has finite dimension n, 
we identify @(2Y> with the space M(n) of n-by-n complex matrices. We 
LJNEAR ALGEBRA AND ITS APPUCATZONS 147:169-179 (1991) 
Q Elsevier Science Publishing Co., Inc., 1991 
169 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
170 R. BHATIA, R. A. HORN, AND F. KI’ITANEH 
denote by (]A(] the usual operator bound norm of the operator A, i.e., 
]lAll = sup{l]Arll: x E 8, (Ix(I = 1). In addition to the operator norm we shall 
also be interested in unitarily invariant or symmetric norms, which we 
denote by the symbol I)/ * )(I. Discussions of the theory of unitarily invariant 
norms may be found in [3], [7], [ll, Chapter 71, and [12, Chapter 31. When Z’ 
is finite-dimensional, these norms are defined on all of g(X). However, 
when dim 3 = m, these norms, with the exception of the operator norm, are 
defined not on all of g(X) but on norm ideals associated with them. We 
shall not make repeated mention of these ideals, it being understood that 
when we talk of ](I A )(I, then A belongs to the appropriate ideal. For 
convenience, every unitarily invariant norm we consider is assumed to be 
normalized so that ()I E 111 = 1, w h ere E is a rank-one partial isometry of GY, 
that is, the range of E is one-dimensional and lIEI/ = 1. 
Noncommutative approximation theory, so christened by Halmos [8], 
consists of approximating an element of a(Z) by an element of some given 
class of operators, the approximation being sought in various norms. 
In a classic paper, Fan and Hoffman [6] showed that a best Hermitian 
approximant to a matrix A is its Hermitian part (A + A*)/2, while a best 
unitary approximant to A is a unitary operator U that occurs in the polar 
decomposition A = UP. They showed that this is so for all unitarily invariant 
norms. In [ZO] it was proved that the Hermitian-approximation result of Fan 
and Hoffman can be extended to infinite dimensions. However. Rogers 
showed in [17] that in infinite dimensions best unitary approximations do not 
always exist. 
Interest in the class of problems studied by Fan and Hoffman was 
rekindled by Halmos [S], who studied the problem of finding a best approxi- 
mation to an operator from the class of positive semidefinite operators in the 
usual operator norm. In this case the problem turns out to be more intricate 
than that of approximation by Hermitian and unitary operators. Also, subse- 
quent work [1,18] has shown that in this case the best approximation depends 
on the norm being used. Such norm dependence is a feature of several other 
approximation problems, including another initiated by Halmos [9] and 
pursued further by Bouldin 141 and one of the present authors [2]. There is 
now a considerable body of literature on these approximation problems. 
In contrast to the problems just discussed, the problem of finding a best 
approximation to a given operator from the class of normal operators seems 
less tractable, and little is known about it. Rogers showed in [16] that not 
every operator can have a closest normal operator when Z‘ is infinite- 
dimensional. Even in finite dimensions and for the easiest-to-study 
Frobenius norm, only some algorithms and a characterization of a best 
normal approximant have been found [19]; no explicit formula is known. 
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One might try to seek normal approximants to some special kinds of 
operators. Even here, very little is known. For example, it is not known what 
a closest normal matrix to a 3-by-3 upper triangular matrix is. Let us look at 
the 2-by-2 situations, which will also serve as a motivation for the more 
general result we then present. 
Start with a 2-by-2 matrix 
T= 
t11 t12 
[ 1. t21 tzz (1) 
By a unitary conjugation, that is, a unitary similarity, we mean the action 
T --, UTU*, where U is unitary. Since the class of normal matrices (and also 
the class of unitarily invariant norms) is invariant under such actions, we may 
assume, via Schur’s triangularization theorem, that T has been reduced to an 
upper triangular form. By applying a further unitary conjugation with an 
appropriate diagonal matrix, we may assume, without loss of generality, that 
we have reduced T to the form 
b a 0. (2) 
Now let 
x= x1 x2 
[ 1 x3 x4 
be a given normal matrix, so (x2( = (xJ. We claim that for T given by (2) we 
have 
IlIT-XIII& _“, 
3 
b;r2 > III 
To see this, note that the off-diagonal 
realized as +(A - UAU*), where 
u= ; 
[ 
=~lll[bl~[bllll. (3) 
part of any 2-by-2 matrix A can be 
0 1 -1 .
172 R. BHATIA, R. A. HORN, AND F. KI’ITANEH 
This leads to the first inequality in (3). Next note that 
b Q lb _ x2(+ lx21 = lb - X2(+ 1x31 d 2mdb - x21Tix3’). (4) 
This implies that the vector [$b, $b] is weakly majorized by the vector 
[lb - x2(, lx,l]. The second inequality in (3) now follows from standard 
properties of unitarily invariant norms 13, 7, 11, 121. Now let 
Al 
X,E - 
$b 
[ 1 ke2"b A, , (5) 
where 8 = arg(~r - A~), that is, A, - A, = e”%, - Asl. One checks that Xa is 
normal and 
III T - X, 111 =;lll[bl@[bllll. (6) 
From (3) and (6) it follows that, for any unitarily invariant norm 111. 111, X, 
given by (5) is a closest normal matrix to a T given by (2). 
The parameter b occurring in (2146) is, because of the normalization we 
have assumed for I)( * ((I, exactly the departure from normality of T as 
defined by Henrici [lo]: Given any n-by-n matrix T, consider a11 its possible 
upper triangular forms obtained by unitary similarity. Then the departure 
jkm normdity of T, in the norm 111 * 111, is defined to be inflll N III, the 
infimum being taken over all the nilpotent matrices N that occur in the 
upper triangular forms of T. For a T given by (1) that is reduced to upper 
triangular form (21, its departure from normality in any unitarily invariant 
norm III - III is 
blllK ~llll=b 
because of the normalization chosen for 111 * Ill. 
Let us now consider, instead of (11, a e-by-2 block operator 
(7) 
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in which {TJ, = 1 is a set of commuting normal operators. Such &normal 
operators were first studied by Brown [51; see [15, Section 7.51 for their 
properties. Each such operator T can be reduced by a unitary conjugation to 
an upper triangular form 
T =A B 
[ 1 0 c (8) 
in which A, B, C are commuting normal operators. 
In [I4 Phillips showed that if T has the form (8), then 
inf{llT - X11:X is normal) =~llBll. (9) 
Moreover, the infimum is attained at 
(10) 
where V is a unitary operator such that A - C = VI A - Cl (the polar decom- 
position). Notice how the formula (10) generalizes the 2-by-2 case (5). 
One aim of this paper is to show that X, defined by (10) is also a best 
normal approximant to the operator T defined by (8) for every unitarily 
invariant norm. As a consequence, we find that 
inf{ 11) T - X )I1 : X is normal} = 1 ,111[: ~]~~~-~iil B~BIII. (11) 
Notice that this reduces to Phillips’s result (9) when III * III is the operator 
norm, and to our observation (6) when T is a 2-by-2 matrix. We shall also 
relate the quantity (11) to the operators Tij occurring in the original 
representation (7) of T. To do this we shall give a simple proof of the 
reduction of T from the general form (71 to the block upper triangular form 
(8). Our proof is much simpler than the one given in [15, Section 7.51, or in 
the papers quoted there, where the greater generality of von Neumann 
algebras overshadows the simple matrix features of the situation. We shall 
pay special attention to the finite-dimensional case, in which all the essential 
features of the situation stand out clearly. 
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2. REDUCTION TO THE TRIANGULAR FORM 
Let T be a binormal operator on the space X@Z, where Z = C”. Let 
T be represented as in (71, {Tij}fj=, b ein a commuting family of normal g 
operators on Z. Let (Tij),, d enote the r, s entry of the matrix Tij. We shall 
reduce (7) to the block triangular form (8) by successive unitary similarities. 
Step 1. 
Step 2. 
step 3. 
Step 4. 
Since (Tij} is a commuting normal family, there exists a unitary 
matrix U of order n such that each UT,,U* = Rii is diagonal. We 
then have 
(U@U)T(U@U)*= :‘12  (12) 
Let P be the (unitary) operator on XCBX that permutes 
elements of the standard basis {e,, e2,. , e,, e,,,,, . . , e2,,) 
(e,9e,+l, e2, e tr+2r.. . , e,,, e2,J. Similarity transformation by P 
duces (12) to a direct sum of 2-by-2 matrices having the form 
the 
to 
re- 
(13) 
There exist 2-by-2 unitary matrices U,,. . , U, that reduce the 
respective direct summands of (13) to the special upper triangular 
form (2). The unitary matrix U,@ . . . @U, then reduces (13) to a 
direct sum of 2-by-2 upper triangular matrices. Notice that this 
direct sum now is of the form 
b(j) 2 0, (14) 
where b(j) is the departure from normality of the jth direct 
summand in (13). 
Now perform a similarity by P*, where P is the permutation matrix 
used in step 2. Then (14) is reduced to the form 
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where D,,, D,,, D,, are n-by-n diagonal matrices. The diagonal 
entries of D,, are, up to a permutation, the (nonnegative) numbers 
b(j) occurring in (I4), so their values are the departures from 
normality of the 2-by-2 matrices occurring in (13). 
This completes the promised reduction. We have obtained, as a bonus, 
the additional information that the matrix B in (8) is positive semidefinite. 
The permutation P that was crucial in steps 2 and 4 of our proof is a 
finite-dimensional concept. However, if we reinterpret this in the language of 
tensor products, an infinite-dimensional extension readily presents itself. The 
following argument is a close relative of one suggested to us by K. R. 
Parthasarathy. The reader may consult [13] or [3] for the basic facts about 
tensor products that we use here. 
The Hilbert space SCBS?? is isomorphic to the tensor product C2 8 2, 
which in turn is isomorphic to 2 Q C2. Via this isomorphism of the underly- 
ing spaces, an operator A@B on C2@X is unitarily equivalent to the 
operator B8A on Z@ C2. This equivalence is precisely the one effected by 
the permutation of the basis in the preceding steps 2 and 4. 
IMore precisely, let Eij be the 2-by-2 matrix having 1 as its i, j entry and 
zeros as the remaining three entries, i, j = 1,2. The matrix T = [Tij] in 
M(2n) can be identified with the element Ci,i Eii@ Tjj of M(2) @M(n), 
which is unitarily equivalent to Ci jTij@Eij. When the matrices Tij are the 
diagonal matrices A,,, this unitary’equivalence transforms (12) to (13) as in 
the preceding step 2. The conjugate of this transformation takes us back from 
(13) to (12). 
It is now clear how to extend these ideas to the case in which s%? is 
infinite-dimensional and each Tij is diagonalizable, that is, has a spectrum 
consisting only of eigenvalues. We have 
THEOREM 1. Let {TijIfj = 1 be a commuting family of normal operators on 
a separable Hilbert space 3. and assume that each Tii is diagonalizable with 
eigekvalws I(Aij),,ihij)2,. . .\. Let e,, e2,. . . be an 
such that 
o&honor-mat basis of A? 
(16) 
i,j=l,2, r-=1,2 ,.... Then the birwrmal operator T = [ Tij]f, j= 1 is unitatily 
equivalent to a block upper triangular operator 
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where A, B,C are diagonal; furthermore, B may be chosen to be a positive 
semidefinite diagonal operator whose diagonal entries are the departures from 
normality of the 2-by-2 matrices 
[ 
(A,,), (A,,), 
1 (A,,), (A,,), ’ 
r = 1,2 
‘... . (17) 
REMARKS. 
1. The same argument works to give a reduction to block upper triangu- 
lar form of an m-normal operator T = [Ti .]Tjzl for any m 2 2, where 
{TijITj- 1 is a commuting family of diagonaliza t: le normal operators. One finds 
that T is unitarily equivalent tc a block upper triangular operator [Dij]:rj_l 
in which each Dij is diagonal and Dij = 0 for all i > j. 
2. We can generalize Theorem 1 to the situation in which {Tij},?j_ 1 is an 
arbitrary commuting family of normal operators. This can be done by a 
standard continuity argument. We could also prove the general theorem 
straightaway by the spectral theorem. If (Tij)tj=, is a commuting normal 
family, we can find a spectral measure P on C* such that 
(18) 
where z = (z,, zs,zs, z,) is a point in C4, which we can also identify with the 
matrix 
Each of these matrices can be reduced to an upper triangular form by a 
unitary conjugation, This procedure is a measurable process: the two diago- 
nal entries of (2) are the eigenvalues of (1) and hence are continuous 
functions of the entries of (1) except on a set of measure 0. The entry b of (2) 
is given by the positive square root of the expression Ei,jltij12 - lA,12 - lA212, 
and hence is also measurable almost everywhere. The same tensor product 
argument can now be used. We omit the details. 
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3. NORMAL APPROXIMANTS 
As we mentioned in Section 1, Phillips has shown that X, defined by (10) 
is a normal approximant to the binormal operator T defined by (8); further- 
more, the distance formula (9) holds. Our proof of the reduction to triangular 
form in the preceding section allows us to generalize this result to all 
unitarily invariant norms. Furthermore, we are able to relate the distance 
formula to entries of the original operator (7). Once the steps of the reduction 
in Section 2 are clearly understood, the distance formula becomes an almost 
trivial observation. 
Let P,,P,,... be a family of mutually orthogonal projections in GV such 
that Cjq = 1. The operator 4 from &GV> into itself defined by B(T) = 
CjPjTPj is called a pinching of T (or, sometimes, a diagonal cell operator). 
It is well known [3, 121 that a pinching operator reduces every unitarily 
invariant norm, i.e., 11) 8’(T) 111 < 111 T 111. 
Now let T be a binormal operator reduced to the form (13) by unitary 
conjugation. Let Pj be the rank-two projections corresponding to this decom- 
position, and let d be the corresponding pinching. Then given any normal 
operator N we have 111 T - N 111 > 111 &(T - N)III = III T - &(N)III. For find- 
ing a lower bound on the distance of T to the set of normal operators, we can 
therefore restrict ourselves to block-diagonal normal operators of the form 
N = @ Nj, where each Nj is a 2-by-2 normal. Choosing such an N and using 
our analysis of the two-dimensional problem in Section 1, we find that the 
singular values of the operator $(B@ B) are weakly majorized by those of 
T - N. It then follows that 
Ill T - N 111 a + Ill B@B III . 
As already observed in Section 1, there exists an N for which the two 
sides of this inequality are equal. We have proved: 
THEOREM 2. Let T be a compact binormul operator with a block decom- 
position (7). Then 
inf{ 111 T - X 111 : X is -~)=~III~BBllI, (19) 
where B is the positive semidefinite operator occurring in the upper triangular 
fm of T obtiined in Theorem 1. The infimum in (19) is attained at the 
operator X, represented by the fmulu (10) in the basis in which T has the 
fm (8). 
178 R. BHATIA, R. A. HORN, AND F. KI-ITANEH 
This theorem takes care of all the norm ideals except g(Z) itself. That 
case has already been worked out by Phillips and can also be handled by our 
method. 
REMARKS. 
1. If T is binormal with real spectrum, then the Hermitian part of T is 
a nearest normal operator to T in every unitarily invariant norm. The same 
proof as in [14] works here. 
2. Notice that if T is given by (81, then the diagonal blocks of 
TT* - T*T are BB* and - B*B. Hence, again by properties of pinchings, 
111 BB* 8 ( - B*B) (11 < I[[ TT* - T*T ((I. 
Notice that if ((X]], denotes the Schatten p-norm of an operator defined by 
where s,ass,> ‘.. are the singular values of X (here, by convention, 
IIXIL = s, = IIXID, then 
lIxx*III, = IlNl&, l<pga. 
Hence. we have 
inf( IIT - XJ(2p :X is normal} <#ITT* - T*TlI~,‘2, l,<p<m. 
A similar statement can be made for Q-norms [2]. 
3. The statements in [14] about square roots of normal operators can be 
generalized to all unitarily invariant norms by our results. 
4. As our analysis shows, we can obtain a formula for the distance of an 
m-normal operator to the set of normals once we have such a formula for 
upper triangular matrices. No such formula seems to be known when m > 3. 
John Phillips has informed us that his claim about m-normal operators in 
Remark 1.3 of [14] arose from a mistaken belief that such a formula existed. 
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