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Abstract
A vectorial nonlocal linear parabolic problem in terms of the magnetic field for superconductors of type-I is consid-
ered. This problem is obtained from the quasi-static Maxwell equations, the two-fluid model of London and London,
and the nonlocal representation of the superconductive current by Eringen (space convolution). In this contribution,
a linear fully discrete approximation scheme is proposed to solve this problem. The convergence of the scheme is
proved and the corresponding error estimates are derived under appropriate assumptions. It is also shown how to
improve the error estimates under higher regularity.
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1. Introduction1
In this contribution, a superconductive material of type-I occupies a bounded polyhedral Lipschitz continuous2
domain Ω ⊂ R3, with boundary ∂Ω. The symbol ν denotes the outward unit normal vector on ∂Ω. In [1], the authors3
proposed the following model in terms of the magnetic field H for type-I superconductors:4
∂tH + ∇ × ∇ × H + ∇ × (K0 ? H) = f . (1)
This equation is obtained from the quasi-static Maxwell equations, the two-fluid model of London and London,
and the nonlocal representation of the superconductive current by Eringen [2, 3, 4]. In the two-fluid model, the
current density J is supposed to be the sum of a normal (Jn) and a superconducting part (J s). The normal density
current Jn is satisfying Ohm’s law. For the superconductive part of the current J s, the nonlocal representation of the
superconductive current by Eringen is considered [4]. This representation identifies the state of the superconductor at
time t with the field H(·, t) and is given by the linear functional
J s(x, t) =
∫
Ω
σ0
(|x − x′|) (x − x′) × H(x′, t) dx′ =: −(K0 ? H)(x, t), (x, t) ∈ Ω × (0,T ),
where the singular kernel σ0 : (0,∞)→ R is defined by
σ0 (s) =
 C˜2s2 exp (− sr0 ) s < r0;0 s > r0,
with C˜ := 34piξ0Λ > 0. The length ξ0 is called the coherence length of the material and Λ =
me
nse2
, with ns the number5
of superelectrons per unit volume, me and −e the mass and the electric charge of an electron respectively. The points6
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which contribute to the integral are separated by distances of order r0 or less, where r0 =
ξ0l
ξ0+l
, with l the mean free7
path of the electrons in the material.8
In [1], only the well-posedness of problem (1) is shown under low regularity assumptions. Also error estimates are9
derived for different time-discrete schemes. The aim of this paper is to design a fully discrete finite element scheme10
to approximate the solution of the following vectorial nonlocal linear parabolic problem11 
∂tH + ∇ × ∇ × H + ∇ × (K0 ? H) = f in QT := Ω × (0,T );
H × ν = 0 on ∂Ω × (0,T );
H(x, 0) = H0, ∇ · H0 = 0 in Ω.
(2)
The outline of this paper is as follows. In Section 2, the mathematical tools are summarized. A time-discrete12
scheme is described in Section 3. In Section 4, a fully discrete finite element scheme is proposed to approximate the13
solution to problem (2). Moreover, the error estimates for the full discretization are derived. Under higher regularity14
assumptions, better error estimates are derived in Section 5.15
2. Functional setting16
In this section, some standard notations are introduced. The Euclidian norm of a vector v in R3 is expressed by17
|v|. The Lebesgue spaces of vector-valued functions with componentwise p-th power integrable functions are denoted18
by Lp(Ω) with the usual norm ‖·‖p. For instance, in the special case p = 2, the L2(Ω) scalar product is denoted by19
(u, v) =
∫
Ω
u·v dx and the corresponding norm is ‖v‖ = √(v, v). The following spaces are used in our analysis: H1(Ω),20
H2(Ω), H(curl ,Ω) and the fractional Sobolev spaces Hs(Ω) and Hs(curl ,Ω) – see [5]. The Hilbert space H1(Ω) is21
endowed with the norm ‖ϕ‖2H1(Ω) = ‖ϕ‖2 + ‖∇ϕ‖2 . The space H(curl ,Ω) is a Banach space with respect to the graph22
norm ‖ϕ‖2H(curl ,Ω) = ‖ϕ‖2 + ‖∇ × ϕ‖2 . The spaces H10(Ω) and H0(curl ,Ω) inherit the norm ‖ϕ‖H1(Ω) and ‖ϕ‖H(curl ,Ω),23
respectively. The space of Lipschitz continuous functions f : [0,T ]→ L2(Ω) is denoted by Lip
(
[0,T ],L2(Ω)
)
.24
The values C, ε and Cε are generic and positive constants independent of the discretization parameters τ and h.25
The value ε is small and Cε = C
(
ε−1
)
. To reduce the number of arbitrary constants, the notation a . b is used if there26
exists a constant C such that a 6 Cb.27
2.1. Useful estimates28
In this subsection, some useful estimates that are crucial in the calculations are derived. Using spherical coordi-29
nates one can deduce that σ0(|x|)x belongs to Lp(Ω) for 1 6 p < 3. Hence, the following estimates on J s can be30
obtained31
|J s(x, t)| = |(K0 ? H) (x, t)| 6 C(q) ‖H(t)‖q , q > 32 , ∀x ∈ Ω. (3)
Therefore, using Young’s inequality, it is for instance true that32
(K0 ? h1,∇ × h2)
(3)
6 Cε ‖h1‖2 + ε ‖∇ × h2‖2 , ∀h1 ∈ L2(Ω), h2 ∈ H0(curl ,Ω). (4)
3. Time discretization33
Applying the semidiscretization in time, the existence of a solution to (2) is proved in [1]. This discretization is34
based on backward Euler (Rothe’s) method [6]. The interval [0,T ] is divided into n equidistant subintervals [ti−1, ti]35
with time step τ = Tn < 1, thus ti = iτ, i = 0, . . . , n. The following standard notations for the discretized fields are36
introduced: hi ≈ H(ti) and δhi = hi−hi−1τ . The variational formulation of (2) reads as37
(∂tH,ϕ) + (∇ × H,∇ × ϕ) + (K0 ? H,∇ × ϕ) = ( f ,ϕ) , ∀ϕ ∈ H0(curl ,Ω). (5)
The following linear recurrent scheme is proposed in [1] to approximate this problem38 {
(δhi,ϕ) + (∇ × hi,∇ × ϕ) + (K0 ? hi,∇ × ϕ) = ( f i,ϕ) , ϕ ∈ H0(curl ,Ω);
h0 = H0.
(6)
2
The vector fields hn and hn are defined
hn(0) = H0; hn(t) = hi−1 + (t − ti−1)δhi for t ∈ (ti−1, ti], i = 1, . . . , n;
hn(0) = H0, hn(t) = hi, for t ∈ (ti−1, ti], i = 1, . . . , n.
Similary, the vector field f n is defined. Using this notations, the variational formulation (6) can be rewritten as39
(∂thn(t),ϕ) +
(
∇ × hn(t),∇ × ϕ
)
+
(
K0 ? hn(t),∇ × ϕ
)
=
(
f n(t),ϕ
)
. (7)
The convergence of the proposed approximation scheme is shown in [1] and also error estimates for the time dis-40
cretization are derived. The most important results are summarized in the following theorem.41
Theorem 1 (Existence and uniqueness).42
• Let H0 ∈ L2(Ω) and f ∈ L2
(
(0,T ),L2(Ω)
)
. Assume that ∇ · H0 = 0 = ∇ · f (t) for any time t ∈ [0,T ]. Then43
there exists a unique solution H ∈ C
(
[0,T ],L2(Ω)
)
∩ L2
(
(0,T ),H 12 (Ω)
)
with ∂tH ∈ L2
(
(0,T ),H−10 (curl ,Ω)
)
,44
which solves (5). If H0 ∈ H0(curl ,Ω), then ∂tH ∈ L2
(
(0,T ),L2(Ω)
)
.45
• Suppose that f ∈ Lip
(
[0,T ],L2(Ω)
)
.46
(i) If H0 ∈ H0(curl ,Ω) then
max
t∈[0,T ]
‖hn(t) − H(t)‖2 +
∫ T
0
‖∇ × [hn − H]‖2 6 Cτ.
(ii) If ∇ × (K0 ? H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and ∇ × ∇ × H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖hn(t) − H(t)‖2 +
∫ T
0
‖∇ × [hn − H]‖2 6 Cτ2.
Please note that the positive constant C in this estimates is of the form CeCT .47
4. A fully discrete finite element scheme48
In this section, a linear numerical scheme discretized in time and space for finding an approximation of the solution49
to problem (2) is suggested. The purpose of the finite element method is to approximate the solution of a problem in a50
finite dimensional space. The first step is to generate a finite element mesh that covers the domain Ω. The domain Ω51
can be subdivided into a finite set of distinct thetrahedra T = {K} such that ∪K∈TK = Ω, see [7]. In our analysis, it is52
assumed that there is a regular family of meshes or triangulations {T h : h > 0}, where h denotes the mesh parameter.53
The purpose of this paper is to analyze the error as h decreases. The second step is the consideration of a finite element54
subspace Vh of H(curl ,Ω). In order to take the boundary condition H × ν = 0 into account, the finite dimensional55
subspace Vh0 = {vh ∈ Vh : vh × ν = 0 on ∂Ω} of H0(curl ,Ω) is considered. Let Ph : L2(Ω) → Vh0 the orthogonal56
projection operator such that if u ∈ L2(Ω) then Phu ∈ Vh0 satisfies57
(u, vh) = (Phu, vh) , ∀vh ∈ Vh0. (8)
Analogously, let P˜h : H0(curl ,Ω) → Vh0 the orthogonal projection operator such that if u ∈ H0(curl ,Ω) then58
P˜hu ∈ Vh0 satisfies59
(u, vh) + (∇ × u,∇ × vh) =
(
P˜hu, vh
)
+
(
∇ × P˜hu,∇ × vh
)
, ∀vh ∈ Vh0. (9)
Choosing vh = Phu in (8) and vh = P˜hu in (9), it is easy to proof that Ph and P˜h are linear bounded operators.60
3
At this point, a fully discrete scheme can be defined. After time and space discretization, the following approxi-61
mation of our problem can be obtained: find hhi ∈ Vh0 such that62 
(
δhhi ,ϕh
)
+
(
∇ × hhi ,∇ × ϕh
)
+
(
K0 ? hhi ,∇ × ϕh
)
=
(
Ph f i,ϕ
h
)
=
(
f i,ϕ
h
)
;
hh0 = P˜hH0,
(10)
is satisfied for all ϕh ∈ Vh0. This problem is equivalent with solving ah(hhi ,ϕh) = f h(ϕh) for all ϕh ∈ Vh0, where
ah : Vh0 × Vh0 → R and f h : Vh0 → R are defined by
ah(hhi ,ϕ
h) =
 hhi
τ
,ϕh
 + (∇ × hhi ,∇ × ϕh) + (K0 ? hhi ,∇ × ϕh) and f h(ϕh) = ( f i,ϕh) +  hhi−1τ ,ϕh
 .
Remark that hhi denotes the finite element solution at time t = ti.63
Theorem 2. Suppose that H0 ∈ H0(curl ,Ω). Then the variational problem (10) admits a unique solution hhi ∈ Vh064
for any i = 1, . . . , n if τ < τ0.65
Proof. This is an easy application of the Lax-Milgram lemma for any i = 1, . . . , n. It holds that
ah(vh, vh) > 1
τ
∥∥∥vh∥∥∥2 + ∥∥∥∇ × vh∥∥∥2 − ∣∣∣∣(K0 ? vh,∇ × vh)∣∣∣∣ (4)> (1
τ
−Cε
) ∥∥∥vh∥∥∥2 + (1 − ε) ∥∥∥∇ × vh∥∥∥2 .
Fixing ε < 1, proofs that the bilinear form ah(·, ·) is elliptic in the Hilbert space Vh0 for τ < τ0. Moreover, ah is66
continuous in Vh0. If H0 ∈ H0(curl ,Ω), then the functional f h(·) is linear and bounded in Vh0. 67
A stability analysis is needed to derive the error estimates for the full discretization.68
Lemma 1 (Stability analysis). Suppose that f ∈ L2
(
(0,T ),L2(Ω)
)
.69
(i) Let H0 ∈ H0(curl ,Ω). Then, there exists a positive constant C such that for all τ < τ0
max
16i6n
∥∥∥hhi ∥∥∥2 + n∑
i=1
∥∥∥hhi − hhi−1∥∥∥2 + n∑
i=1
∥∥∥∇ × hhi ∥∥∥2 τ 6 C.
(ii) If H0 ∈ H0(curl ,Ω) then for all τ < τ0
max
16i6n
∥∥∥∇ × hhi ∥∥∥2 + n∑
i=1
∥∥∥∇ × hhi − ∇ × hhi−1∥∥∥2 + n∑
i=1
∥∥∥δhhi ∥∥∥2 τ 6 C.
(iii) If f (0) ∈ L2(Ω), ∂t f ∈ L2
(
(0,T ),L2(Ω)
)
, ∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and ∇×∇×H0 ∈ L2(Ω)
then for all τ < τ0
max
16i6n
∥∥∥δhhi ∥∥∥2 + n∑
i=1
∥∥∥δhhi − δhhi−1∥∥∥2 + n∑
i=1
∥∥∥∇ × δhhi ∥∥∥2 τ 6 C.
Proof. (i) First, we set ϕh = hhi in (10). Then, we multiply the result by τ and sum up for i = 1, . . . , j to arrive at
j∑
i=1
(
δhhi , h
h
i
)
τ +
j∑
i=1
∥∥∥∇ × hhi ∥∥∥2 τ + j∑
i=1
(
K0 ? hhi ,∇ × hhi
)
τ =
j∑
i=1
(
f i, h
h
i
)
τ.
For the first term on the left-hand side (LHS), we use Abel’s summation rule70
2
j∑
i=1
(
δhhi , h
h
i
)
τ =
∥∥∥hhj∥∥∥2 − ∥∥∥∥P˜hH0∥∥∥∥2 + j∑
i=1
∥∥∥hhi − hhi−1∥∥∥2 ,
4
For the third term on the LHS, we have using (4) that∣∣∣∣∣∣∣
j∑
i=1
(
K0 ? hhi ,∇ × hhi
)
τ
∣∣∣∣∣∣∣ 6 ε
j∑
i=1
∥∥∥∇ × hhi ∥∥∥2 τ + Cε j∑
i=1
∥∥∥hhi ∥∥∥2 τ.
For the RHS, we apply the Cauchy and Young inequalities. Fixing ε sufficiently small and applying the Gro¨nwall71
argument gives the proof.72
(ii) Now, we put ϕh = δhhi in (10). Again, we multiply by τ and sum up for i = 1, . . . , j
j∑
i=1
∥∥∥δhhi ∥∥∥2 τ + j∑
i=1
(
∇ × hhi ,∇ × hhi − ∇ × hhi−1
)
+
j∑
i=1
(
K0 ? hhi ,∇ × δhhi
)
τ =
j∑
i=1
(
f i, δh
h
i
)
τ.
Abel’s summation rule gives73
2
j∑
i=1
(
∇ × hhi ,∇ × hhi − ∇ × hhi−1
)
=
∥∥∥∇ × hhj∥∥∥2 − ∥∥∥∥∇ × P˜hH0∥∥∥∥2 + j∑
i=1
∥∥∥∇ × hhi − ∇ × hhi−1∥∥∥2
and
j∑
i=1
(
K0 ? hhi ,∇ × δhhi
)
τ =
(
K0 ? hhj ,∇ × hhj
)
−
(
K0 ? P˜hH0,∇ × P˜hH0
)
−
j∑
i=1
(
K0 ? δhhi ,∇ × hhi−1
)
τ.
Hence, using (i) and (4), we obtain∣∣∣∣∣∣∣
j∑
i=1
(
K0 ? hhi ,∇ × δhhi
)
τ
∣∣∣∣∣∣∣ 6 Cε + ε ∥∥∥∇ × hhj∥∥∥2 + ε
j∑
i=1
∥∥∥δhhi ∥∥∥2 τ.
Combining all the estimates and fixing a sufficiently small positive ε conclude the proof.74
(iii) We define the following compatibility condition
δhh0 := Ph f (0) − Ph (∇ × ∇ × H0) − Ph (∇ × (K0 ? H0)) .
We subtract (10) for i = i − 1 from (10), then we set ϕh = δhhi and we sum the result for i = 1, . . . , j with 1 6 j 6 n
to get
j∑
i=1
(
δ2hhi , δh
h
i
)
τ +
j∑
i=1
∥∥∥∇ × δhhi ∥∥∥2 τ + j∑
i=1
(
K0 ? δhhi ,∇ × δhhi
)
τ =
j∑
i=1
(
δ f i, δh
h
i
)
τ.
Further, we follow the same lines as in (i) when considering δhhi instead of h
h
i . 75
Now, the following piecewise linear in time vector fields hhn and the piecewise constant in time fields h
h
n are defined
hhn(0) = P˜hH0, h
h
n(t) = h
h
i−1 + (t − ti−1)δhhi for t ∈ (ti−1, ti], i = 1, . . . , n
h
h
n(0) = P˜hH0, h
h
n(t) = h
h
i , for t ∈ (ti−1, ti], i = 1, . . . , n.
The full discretized system (10) can be rewritten by Rothe’s notation as follows76 
(
∂thhn(t),ϕh
)
+
(
∇ × hhn(t),∇ × ϕh
)
+
(
K0 ? hhn(t),∇ × ϕh
)
=
(
f n(t),ϕh
)
, ∀ϕh ∈ Vh0;
hhn(0) = P˜hH0.
(11)
The next theorem summarizes the error estimate for the full discretization.77
Theorem 3. Suppose that f ∈ Lip([0,T ],L2(Ω)).78
5
(i) Let the weak solution H of (2) at time t and the initial condition H0 satisfy H(t),H0 ∈ H0(curl ,Ω). Then for79
any τ < τ0, there exists a constant C such that80 ∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2
6 C
τ + ∥∥∥∥H0 − P˜hH0∥∥∥∥2 +
√∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2 + ∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2 + ∫ η
0
∥∥∥∥∇ × (H − P˜hH)∥∥∥∥2
 ,
is valid for any η ∈ (0,T );81
(ii) Let the weak solution H of (2) at time t and the initial condition H0 satisfy H(t), ∂tH(t),H0 ∈ H0(curl ,Ω).
Then for any τ < τ0, there exists a constant C such that
∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 6 C (τ + ∥∥∥∥H0 − P˜hH0∥∥∥∥2 + ∥∥∥∥H(η) − P˜hH(η)∥∥∥∥2
+
∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2 + ∫ η
0
∥∥∥∥∂t (H − P˜hH)∥∥∥∥2 + ∫ η
0
∥∥∥∥∇ × (H − P˜hH)∥∥∥∥2) ,
is valid for any η ∈ (0,T );82
(iii) If the initial condition satisfies ∇×H0 andK0?H0 ∈ H0(curl ,Ω), then the estimates in (i) and (ii) are satisfied83
with τ2 instead of τ.84
Please note that the positive constant C in this estimates is of the form CeCT .85
Proof. (i) We subtract (11) from (5) for ϕ = ϕh. We set ϕh = P˜hH(t) − hhn(t) and integrate in time over (0, η) for86
η ∈ [0,T ] to get87 ∫ η
0
(
∂tH − ∂thhn, P˜hH − hhn
)
+
∫ η
0
(
∇ ×
(
H − hhn
)
,∇ ×
(
P˜hH − hhn
))
+
∫ η
0
(
K0 ?
(
H − hhn
)
,∇ ×
(
P˜hH − hhn
))
=
∫ η
0
(
f − f n, P˜hH − hhn
)
.
We rearrange the terms by adding ±H and ±hhn to obtain
1
2
∥∥∥H(η) − hhn(η)∥∥∥2 − 12 ∥∥∥∥H0 − P˜hH0∥∥∥∥2 +
∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2
=
∫ η
0
(
∂tH − ∂thhn,H − P˜hH
)
+
∫ η
0
(
∇ ×
(
H − hhn
)
,∇ ×
(
H − P˜hH
))
+
∫ η
0
(
∇ ×
(
H − hhn
)
,∇ ×
(
hhn − h
h
n
))
+
∫ η
0
(
K0 ?
(
H − hhn
)
,∇ ×
(
H − P˜hH
))
+
∫ η
0
(
K0 ?
(
H − hhn
)
,∇ ×
(
h
h
n − H
))
+
∫ η
0
(
K0 ?
(
H − hhn
)
,∇ ×
(
hhn − h
h
n
))
+
∫ η
0
(
f − f n, P˜hH − H
)
+
∫ η
0
(
f − f n,H − hhn
)
=:
8∑
i=1
S i.
The following inequality is useful during the term by term estimation of the previous equality∥∥∥∥hhn(t) − hhn(t)∥∥∥∥ 6 τ ∥∥∥∂thhn(t)∥∥∥ for t ∈ [0,T ].
Using Ho¨lders inequality, Theorem 1 and Lemma 1(ii) give that
S 1 6
√∫ η
0
∥∥∥∂tH − ∂thhn∥∥∥2
√∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2 .
√∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2.
6
Again using Young’s inequality gives
S 2 6 ε
∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 + Cε ∫ η
0
∥∥∥∥∇ × (H − P˜hH)∥∥∥∥2 .
Using Lemma 1(ii) gives
S 3 6 ε
∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 + Cε ∫ η
0
∥∥∥∥∥∇ × (hhn − hhn)∥∥∥∥∥2 6 ε∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 + Cετ.
For the term S 4, we get
S 4
(4)
.
∫ η
0
∥∥∥∥H − hhn∥∥∥∥2 + ∫ η
0
∥∥∥∥∇ × (H − P˜hH)∥∥∥∥2 .
Adding ±hhn in the first term of the RHS of the inequality and employing Lemma 1(ii) gives
S 4 . τ2 +
∫ η
0
∥∥∥H − hhn∥∥∥2 + ∫ η
0
∥∥∥∥∇ × (H − P˜hH)∥∥∥∥2 .
In the same way as for the term S 4, we get thanks to Lemma 1(ii) that
S 5
(4)
6 Cε
∫ η
0
∥∥∥∥H − hhn∥∥∥∥2 + ε∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 6 Cετ2 + Cε ∫ η
0
∥∥∥H − hhn∥∥∥2 + ε∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 .
and
S 6
(4)
.
∫ η
0
∥∥∥∥H − hhn∥∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ × (hhn − hhn)∥∥∥∥∥2 . τ2 + ∫ η
0
∥∥∥H − hhn∥∥∥2 + τ . τ + ∫ η
0
∥∥∥H − hhn∥∥∥2 .
The terms S 7 and S 8 can be estimated due to the Lipschitz continuity of f by
S 7 .
∫ η
0
∥∥∥∥ f − f n∥∥∥∥2 + ∫ η
0
∥∥∥∥P˜hH − H∥∥∥∥2 . τ2 + ∫ η
0
∥∥∥∥H − P˜hH∥∥∥∥2
and
S 8 . τ2 +
∫ η
0
∥∥∥H − hhn∥∥∥2 .
Fixing a sufficiently small ε > 0, an application of the Gro¨nwall argument concludes the proof.88
(ii) The only difference with part (i) of the proof is the handling of the term S 1. Integration by parts gives
S 1 =
(
H(t) − hhn(t),H(t) − P˜hH(t)
)∣∣∣∣η
0
−
∫ η
0
(
H(t) − hhn(t), ∂t
(
H(t) − P˜hH(t)
))
6 ε
∥∥∥H(η) − hhn(η)∥∥∥2 + Cε ∥∥∥∥H(η) − P˜hH(η)∥∥∥∥2 + ∥∥∥∥H0 − P˜hH0∥∥∥∥2 + C ∫ η
0
∥∥∥H − hhn∥∥∥2 + C ∫ η
0
∥∥∥∥∂t (H − P˜hH)∥∥∥∥2 .
The rest of the proof follows closely the lines of (i).89
(iii) The term τ2 can be obtained by an application of Lemma 1(iii) instead of Lemma 1(ii) on the terms S 3 and90
S 6. 91
4.1. Example: Ne´de´lec’s first family of curl-conforming finite elements of first order92
Due to there practical importance, in the first example the lowest order Ne´de´lec edge elements are considered [8].
The finite element space Vh is then given by
Vh = {vh ∈ H(curl ,Ω) : vh∣∣∣K (x) = aK + bK × x, ∀K ∈ T h},
where aK and bK are constants in R3. The components of aK and bK are determined by the degrees of freedom
∫
e v
h · τˆ
on the six edges of a thetrahedron K with τˆ a unit vector along the edge e of K. Let us denote by rh the interpolation
7
operator valued in Vh0, defined element by element using rhu|K = rKu for all K ∈ T h, with rK the element-wise
interpolant given by ∫
e
(u − rKu) · τˆ = 0, for all edges e of K.
Unfortunately, the integrals appearing in this definition are not well defined for functions from H(curl ,Ω). The
interpolation operator rh is defined in Hs(curl ,Ω) for any s > 12 [9, Lemma 5.1]. Moreover, there exists a constant
C > 0, independent of h such that [9, Proposition 5.6]
‖H − rhH‖ + ‖∇ × (H − rhH)‖ 6 Chs
(
‖H‖Hs(Ω) + ‖∇ × H‖Hs(Ω)
)
,
for each H ∈ Hs(curl ,Ω) with s ∈
(
1
2 , 1
]
. Cea’s lemma [10] implies that the projection operator P˜h defined in Section
4 for any s ∈
(
1
2 , 1
]
has the property∥∥∥∥u − P˜hu∥∥∥∥
H(curl ,Ω)
6 ‖u − rhu‖H(curl ,Ω) . hs‖u‖Hs(curl ,Ω), ∀u ∈ H0(curl ,Ω) ∩Hs(curl ,Ω).
Now, the following corollary of Theorem 3 can be stated without proof.93
Corollary 1. Take s ∈
(
1
2 , 1
]
. Let f ∈ Lip([0,T ],L2(Ω)).94
(i) Suppose that H0 ∈ H0(curl ,Ω) ∩Hs(curl ,Ω) and that the weak solution H of (2) satisfies
H ∈ L2 ((0,T ),H0(curl ,Ω) ∩Hs(curl ,Ω)) .
Then there exists a constant C independent of both the time step τ and the mesh size h such that
∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 6 C (τ + hs)
is valid for any η ∈ (0,T ).95
(ii) Suppose that H0 ∈ H0(curl ,Ω) ∩Hs(curl ,Ω) and that the weak solution H of (2) satisfies
H ∈ H1 ((0,T ),H0(curl ,Ω) ∩Hs(curl ,Ω)) .
Then there exists a constant C independent of both the time step τ and the mesh size h such that
∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ × (H − hhn)∥∥∥∥∥2 6 C (τ + h2s)
is valid for any η ∈ (0,T ).96
(iii) If the initial condition satisfies ∇×H0 ∈ H0(curl ,Ω)∩Hs(curl ,Ω) andK0?H0 ∈ H0(curl ,Ω)∩Hs(curl ,Ω),97
then the estimates in (i) and (ii) are satisfied with τ2 instead of τ.98
Please note that the positive constant C in this estimates is of the form CeCT .99
Thus, if τ → 0 and h → 0, the convergence of the Rothe sequence hhn to the unique weak solution H of problem100
(2) in C([0,T ],L2(Ω)) is proved.101
8
5. Higher regularity102
The error estimates in the previous section have been obtained using a priori estimates, which were based on
Gro¨nwall’s argument. The convergence rates are of order O (τ, h) = eCT (τ + h) in the space C
(
[0,T ],L2(Ω)
)
under
appropriate conditions. To get rid of the exponential character of this constant, the use of Gro¨nwall’s lemma should
be avoided. This can be done by incorporation of the curl operator ∇× J s into a convolution kernelK , see [1, Lemma
3], more specific
∇ × J s(x, t) = −
∫
Ω
K(x, x′)H(x′, t) dx′ =: − (K ? H) (x, t)
when H is divergence free and H · ν = 0 on ∂Ω (see also [3, §11.7] and [4]), where the kernel K is defined by103
K : Ω ×Ω→ R : (x, x′) 7→ κ(|x − x′|), with κ : (0,∞)→ R : s 7→
 C˜2s2 (1 − sr0 ) exp (− sr0 ) s < r0;0 s > r0.
Using the vector identity −∆H = ∇ × (∇ × H) − ∇(∇ · H), the solution of problem (2) satisfies also
∂tH − ∆H +K ? H = f in QT ;
H = 0 on ∂Ω × (0,T );
H(x, 0) = H0, ∇ · H0 = 0 in Ω.
Therefore, under the additional assumption that H · ν = 0 on ∂Ω, the solution to problem (2) obeys104
(∂tH,ϕ) + (∇H,∇ϕ) + (K ? H,ϕ) = ( f ,ϕ) , ∀ϕ ∈ H10(Ω). (12)
One major advantage of this formulation is the positive definiteness of the kernel K [1, Lemma 5]. It’s this property,
that makes it possible to avoid the use of Gro¨nwall’s lemma. Note also the following important estimates:
K(x, ·) ∈ Lp(Ω) if 1 6 p < 32 ,∀x ∈ Ω.
and105
| (∇ × J s) (x, t)| = | (K ? H) (x, t)| =
∣∣∣∣∣∫
Ω
K(x, x′)H(x′, t) dx′
∣∣∣∣∣ 6 C(q) ‖H(t)‖q , ∀q > 3, ∀x ∈ Ω. (13)
Thanks to the Sobolev embeddings theorem in R3 holds that H10(Ω) ↪→ L6(Ω) [5, Thm. 3.6]. Employing this, together106
with the positive definiteness of K and Friedrichs inequality, gives for all h1 ∈ H10(Ω) and h2 ∈ L2(Ω) that107
(K ? h1, h2)
(13)
6 Cε ‖h1‖2H1(Ω) + ε ‖h2‖2 6 Cε ‖∇h1‖2 + ε ‖h2‖2 and (K ? h1, h1) > 0. (14)
Again, a numerical scheme based on Backward Euler can be developed wherein the convolution is taken from the108
actual time step. The following results are obtained in [1]. The constants C are smaller in comparison with the109
constants appearing in Theorem 1 because Gro¨nwall’s argument is avoided.110
Theorem 4 (Existence and uniqueness).111
• Let H0 ∈ L2(Ω) and f ∈ L2
(
(0,T ),L2(Ω)
)
. Assume that ∇ · H0 = 0 = ∇ · f (t) for any time t ∈ [0,T ].112
If H · ν = 0 on ∂Ω, then the solution to problem (2) belongs to C
(
[0,T ],L2(Ω)
)
∩ L2
(
(0,T ),H10(Ω)
)
with113
∂tH ∈ L2
(
(0,T ),H−1(Ω)
)
. If H0 ∈ H10(Ω), then ∂tH ∈ L2
(
(0,T ),L2(Ω)
)
.114
• Moreover, assume that f ∈ Lip
(
[0,T ],L2(Ω)
)
.115
(i) If H0 ∈ H10(Ω) then
max
t∈[0,T ]
‖hn(t) − H(t)‖2 +
∫ T
0
‖∇[hn − H]‖2 6 Cτ.
(ii) If H0 ∈ H10(Ω) ∩H2(Ω) then
max
t∈[0,T ]
‖hn(t) − H(t)‖2 +
∫ T
0
‖∇[hn − H]‖2 6 Cτ2.
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5.1. A fully discrete finite element scheme116
Now, Vh0 is a finite dimensional subspace of H
1
0(Ω). The linear bounded operator Ph : H
1
0(Ω) → Vh0 is defined117
such that if u ∈ H10(Ω), then Phu ∈ Vh0 satisfies (u, vh) + (∇u,∇vh) =
(
Phu, vh
)
+
(
∇Phu,∇vh
)
for all vh ∈ Vh0. The118
following fully discrete linear recurrent scheme is proposed: find hhi ∈ Vh0 such that119 
(
δhhi ,ϕh
)
+
(
∇hhi ,∇ϕh
)
+
(
K ? hhi ,ϕh
)
=
(
Ph f i,ϕ
h
)
=
(
f i,ϕ
h
)
;
hh0 = PhH0,
(15)
is satisfied for all ϕh ∈ Vh0. Due to the positive definiteness of K , an application of the Lax-Milgram lemma gives the120
existence of a unique solution in Vh0 of (15) for any i = 1, . . . , n and any τ > 0 if H0 ∈ H10(Ω).121
The same stability results are obtained as in Lemma 1, where the curl-spaces are replaced by analogous Hs(Ω)-122
spaces. Now, the use of Gro¨nwall’s argument is avoided.123
Lemma 2 (Enhanced stability). Assume that f ∈ L2
(
(0,T ),L2(Ω)
)
, ∇ · H0 = 0 = ∇ · f (t) for any time t ∈ [0,T ] and124
H · ν = 0 on ∂Ω.125
(i) Let H0 ∈ H10(Ω). Then, there exists a positive constant C such that for all τ > 0
max
16i6n
∥∥∥hhi ∥∥∥2 + n∑
i=1
∥∥∥hhi − hhi−1∥∥∥2 + n∑
i=1
∥∥∥∇hhi ∥∥∥2 τ 6 C.
(ii) If H0 ∈ H10(Ω), then for all τ > 0
max
16i6n
∥∥∥∇hhi ∥∥∥2 + n∑
i=1
∥∥∥∇hhi − ∇hhi−1∥∥∥2 + n∑
i=1
∥∥∥δhhi ∥∥∥2 τ 6 C.
(iii) If f (0) ∈ L2(Ω), ∂t f ∈ L2
(
(0,T ),L2(Ω)
)
and H0 ∈ H10(Ω) ∩H2(Ω) then for all τ > 0
max
16i6n
∥∥∥δhhi ∥∥∥2 + n∑
i=1
∥∥∥δhhi − δhhi−1∥∥∥2 + n∑
i=1
∥∥∥∇δhhi ∥∥∥2 τ 6 C.
Proof. (i) Set ϕh = hhi in (15). Multiply the result by τ and sum up for i = 1, . . . , j to get
j∑
i=1
(
δhhi , h
h
i
)
τ +
j∑
i=1
∥∥∥∇hhi ∥∥∥2 τ + j∑
i=1
(
K ? hhi , hhi
)
τ =
j∑
i=1
(
f i, h
h
i
)
τ.
The use of Gro¨nwall’s argument can be avoided by employing the positive definiteness ofK and Friedrichs inequality.
Indeed, it holds that
∑ j
i=1
(
K ? hhi , hhi
)
τ > 0 and∣∣∣∣∣∣∣
j∑
i=1
(
f i, h
h
i
)
τ
∣∣∣∣∣∣∣ 6 Cε
j∑
i=1
∥∥∥ f i∥∥∥2 τ + ε j∑
i=1
∥∥∥hhi ∥∥∥2 τ 6 Cε j∑
i=1
∥∥∥ f i∥∥∥2 τ + ε j∑
i=1
∥∥∥∇hhi ∥∥∥2 τ.
Fixing ε sufficiently small gives the proof.126
(ii) We put ϕh = δhhi in (15). Again, we multiply by τ and sum up for i = 1, . . . , j
j∑
i=1
∥∥∥δhhi ∥∥∥2 τ + j∑
i=1
(
∇hhi ,∇hhi − ∇hhi−1
)
+
j∑
i=1
(
K ? hhi , δhhi
)
τ =
j∑
i=1
(
f i, δh
h
i
)
τ.
Using (i), we obtain∣∣∣∣∣∣∣
j∑
i=1
(
K ? hhi , δhhi
)
τ
∣∣∣∣∣∣∣ (14)6 Cε
j∑
i=1
∥∥∥∇hhi ∥∥∥2 τ + ε j∑
i=1
∥∥∥δhhi ∥∥∥2 τ 6 Cε + ε j∑
i=1
∥∥∥δhhi ∥∥∥2 τ.
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(iii) The proof is the same as in Lemma 1(iii). Now, the following compatibility condition is needed
δhh0 := Ph f (0) − Ph (∆H0) − Ph (K ? H0) .
127
Using the Rothe’s functions, the variational formulation (15) can be rewritten as128 (
∂thhn(t),ϕ
h
)
+
(
∇hhn(t),∇ϕh
)
+
(
K ? hhn(t),ϕh
)
=
(
f n(t),ϕ
h
)
, ϕh ∈ Vh0. (16)
The following error estimates have smaller constant C in comparison with the constants appearing in Theorem 3129
because Gro¨nwall’s argument is avoided thanks to the positive definiteness of K .130
Theorem 5. Suppose that f ∈ Lip([0,T ],L2(Ω)), ∇ · H0 = 0 = ∇ · f (t) for any time t ∈ [0,T ] and H · ν = 0 on ∂Ω.131
(i) Let the weak solution H of (2) at time t and the initial condition H0 satisfy H(t),H0 ∈ H10(Ω). Then for any132
τ < τ0, there exists a constant C independent of both the time step τ and the mesh size h, such that133 ∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2
6 C
τ + ∥∥∥H0 − PhH0∥∥∥2 +
√∫ η
0
∥∥∥H − PhH∥∥∥2 + ∫ η
0
∥∥∥H − PhH∥∥∥2 + ∫ η
0
∥∥∥∥∇ (H − PhH)∥∥∥∥2
 ,
is valid for any η ∈ (0,T );134
(ii) Let the weak solution H of (2) at time t and the initial condition H0 satisfy H(t), ∂tH(t),H0 ∈ H10(Ω). Then for
any τ < τ0, there exists a constant C independent of both the time step τ and the mesh size h, such that
∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 6 C (τ + ∥∥∥H0 − PhH0∥∥∥2 + ∥∥∥H(η) − PhH(η)∥∥∥2
+
∫ η
0
∥∥∥H − PhH∥∥∥2 + ∫ η
0
∥∥∥∥∂t (H − PhH)∥∥∥∥2 + ∫ η
0
∥∥∥∥∇ (H − PhH)∥∥∥∥2) ,
is valid for any η ∈ (0,T );135
(iii) If the initial condition satisfies H0 ∈ H10(Ω) ∩ H2(Ω), then the estimates in (i) and (ii) are satisfied with τ2136
instead of τ.137
Proof. (i) We subtract (16) from (12) for ϕ = ϕh. We set ϕh = PhH(t) − hhn(t) and integrate in time over (0, η) for
η ∈ [0,T ] and rearrange the terms to obtain
1
2
∥∥∥H(η) − hhn(η)∥∥∥2 − 12 ∥∥∥H0 − PhH0∥∥∥2 +
∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 + ∫ η
0
(
K ?
(
H − hhn
)
,H − hhn
)
=
∫ η
0
(
∂tH − ∂thhn,H − PhH
)
+
∫ η
0
(
∇
(
H − hhn
)
,∇
(
H − PhH
))
+
∫ η
0
(
∇
(
H − hhn
)
,∇
(
hhn − h
h
n
))
+
∫ η
0
(
K ?
(
H − hhn
)
,H − PhH
)
+
∫ η
0
(
K ?
(
H − hhn
)
, hhn − h
h
n
)
+
∫ η
0
(
f − f n, PhH − H
)
+
∫ η
0
(
f − f n,H − hhn
)
=:
7∑
i=1
S i.
The terms S 1, S 2, S 3, S 6 and S 7 can be handled in the same way as in Theorem 3. For the others terms, we get that
S 4
(14)
6 ε
∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 + Cε ∫ η
0
∥∥∥H − PhH∥∥∥2 .
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and
S 5
(14)
6 ε
∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 + Cε ∫ η
0
∥∥∥∥hhn − hhn∥∥∥∥2 6 ε∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 + Cετ.
Fixing a sufficiently small ε > 0 concludes the proof.138
(ii) and (iii) The proof follows the same lines as in Theorem 3(ii) and (iii). 139
5.2. Example: Lagrangian finite elements140
In this example, the first-order Lagrange finite elements for the space discretization are considered. The finite141
element space Vh is now given by Vh = {vh ∈ H1(Ω) : vh∣∣∣K ∈ P1(K), ∀K ∈ T h}, with P1(K) the space of142
componentwise first-order polynomials. The coefficients of this polynomials are determined by the degrees of freedom143
vh(ai) with ai, i = 1, . . . , 4, the vertices of K. Note thatVh0 = {vh ∈ Vh : vh = 0 on ∂Ω}. The corresponding interpolation144
operator is denoted by pih. The Sobolev Embedding theorem in R3 [11, Theorem 7.57] implies that Hs(Ω) ⊂ C(Ω) if145
s > 32 . Thus pih : H
s(Ω)→ Vh0, s > 32 , to ensure that the vertex values are well defined. Then, [5, Theorem 5.48] gives146
that there exists a constant C > 0 independent of h such that147
‖u − pihu‖H1(Ω) 6 Chs−1 ‖u‖Hs(Ω) , (17)
for each u ∈ Hs(Ω) with 32 < s 6 2. The paper finishes with the following corollary.148
Corollary 2. Take s ∈
(
3
2 , 2
]
. Let f ∈ Lip
(
[0,T ],L2(Ω)
)
, ∇ · H0 = 0 = ∇ · f (t) for any time t ∈ [0,T ] and H · ν = 0149
on ∂Ω.150
(i) Suppose that H0 ∈ H10(Ω) ∩Hs(Ω) and that the weak solution H of (2) satisfies
H ∈ L2
(
(0,T ),H10(Ω) ∩Hs(Ω)
)
.
Then the error estimate ∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 . τ + hs−1,
is valid for any η ∈ (0,T ).151
(ii) Suppose that H0 ∈ H10(Ω) ∩Hs(Ω) and that the weak solution H of (2) satisfies
H ∈ H1
(
(0,T ),H10(Ω) ∩Hs(Ω)
)
.
Then the error estimate ∥∥∥H(η) − hhn(η)∥∥∥2 + ∫ η
0
∥∥∥∥∥∇ (H − hhn)∥∥∥∥∥2 . τ + h2(s−1),
is valid for any η ∈ (0,T ).152
(iii) If the initial condition satisfies ∇ × H0 ∈ H10(Ω) ∩Hs(Ω) and K0 ? H0 ∈ H10(Ω) ∩Hs(Ω), then the estimates in153
(i) and (ii) are satisfied with τ2 instead of τ.154
6. Conclusion155
In this contribution, the convergence of a fully discrete finite element scheme (10) to the solution of problem (2)156
is shown. Moreover, it is demonstrated how to improve the error estimates under higher regularity.157
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