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Source Parameters of the 23 April 1992 M 6.1 Joshua Tree, California, 
Earthquake and Its Aftershocks: Empirical Green's Function Analysis of 
GEOS and TERRAscope Data 
by S. E. Hough and D. S. Dreger 
Abstract Source parameters of the M 6.1 23 April 1992 Joshua Tree mainshock 
and 86 M 1.8 to 4.9 aftershocks are determined using an empirical Green's function 
methodology. For the aftershocks, deconvolved P- and S-wave spectra re calculated 
for 126 pairs of closely spaced events recorded on portable GEOS stations; S-wave 
spectra from the two horizontal components are averaged. The deconvolved spectra 
are fit by a ratio of omega-square source models, yielding an optimal (least-squares) 
corner frequency for both the large and the small event in each pair. We find no 
resolved ifference between the inferred P- and S-wave corner frequencies. Using 
the standard Brune model for stress drop, we also find no resolved nonconstant 
scaling of stress drop with moment, although we also conclude that detailed scaling 
systematics would be difficult o resolve. In particular, a weak increase of stress drop 
with moment over a limited moment/magnitude cannot be ruled out. For magnitudes 
smaller than M 3 to 3.5, the inferred stress-drop values will be limited by the max- 
imum observable corner frequency value of 60 Hz. For the mainshock, source-time 
functions are obtained from mainshock recordings at three TERRAscope stations 
(PFO, PAS, and GSC) using an M 4.3 foreshock as an empirical Green's function. 
The results indicate a fairly simple, single-pulse source-time function, with clear 
south-to-north directivity and an inferred rupture radius of 5 to 6 km. The decon- 
volved source-time functions are inverted to obtain a finite-rupture model that gives 
a robust estimate of rupture dimension. Early aftershocks are found to lie along the 
perimeters of regions with high mainshock slip. The inferred mainshock stress-drop 
value, 56 bars, is within the range determined for the aftershocks. Our derived main- 
shock source spectra do not show resolvable deviation from the omega-square model. 
Introduction 
The M 6.1 Joshua Tree earthquake on 23 April 1992 
occurred just north of the Coachella Valley segment of the 
San Andreas fault (SAF), within the Little San Bernardino 
Mountains (Fig. la; Hauksson et al., 1993). The earthquake 
had no surface rupture; a10- to 12-km south-to-north rupture 
was inferred from the distribution of the early aftershocks 
(Fig. lb). The mainshock was preceded by an M 4.3 fore- 
shock that occurred in very close proximity to the mainshock 
hypocenter (Mori, 1994). The Joshua Tree aftershock se- 
quence was notably energetic, producing one M 5 aftershock 
and 10 events with M 4 to 4.9; altogether, over 6,000 after- 
shocks were located by the Southern California Seismic Net- 
work (Hauksson et al., 1993). The sequence was the most 
productive r lative to its mainshock magnitude of any south- 
ern California sequence in recent decades (K. Hutton, per- 
sonal comm., 1992). 
The Joshua Tree mainshock was recorded on scale by 
six broadband TERRAscope stations, which also recorded 
larger events within the aftershock sequence. Supplementing 
the permanent s ation coverage, portable instruments were 
deployed by both the U.S. Geological Survey (USGS; Hough 
et al., 1993) and institutions comprising the Southern Cali- 
fornia Earthquake Center. The USGS instruments consisted 
of portable digital GEOS recorders (Borcherdt et al., 1985) 
with Mark Products L-22 2-Hz sensors and Kinemetrics 
force-balance accelerometers (fbas) at eight sites, with a 
sampling rate of 200 samples/sec. Most of the stations were 
deployed specifically to study site effects within sedimentary 
basins; most of the data used in this investigation will be 
from one station (FVS; Fig. 1) for which the waveforms were 
relatively less complex. Between 25 April and 27 June 1992, 
the GEOS instruments recorded several hundred of the 
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Figure 1. (a) Regional setting of the Joshua Tree earthquake, including the epicen- 
ters of the Joshua Tree, Landers, and Big Bear mainshocks. The Landers' surface 
rupture is indicated by a dark (segmented) line, and the Pinto Mountain fault, which 
generally delimits the Joshua Tree and Landers equences, is indicated by "PMF." The 
locations of events for which stress-drop results are obtained in this study are indicated 
by crosses (with sizes scaled to magnitude), and the two stations (FVS and MVB) from 
which data are recorded are indicated by small squares. The empirical Green's function 
events are not shown if no reliable corner frequency estimate could be made for that 
event. (b) Joshua Tree region, including the location of the 23 April 1992 M 6.1 main- 
shock (large star) and aftershocks in the first 12 hours (smaller stars, scaled by mag- 
nitude). The contours indicate the mainshock slip distribution, as estimated from the 
finite fault inversion. Contour intervals are 10 cm. Static stress-drop values are esti- 
mated for individual patches, assuming an equivalent circular fault area. 
(mostly larger) aftershocks. These recordings have been as- 
sociated with events in the Southern California Seismic Net- 
work (SCSN) catalog. 
The range of magnitudes and the number of events re- 
corded within the Joshua Tree sequence, including regional 
broadband recordings of the mainshock itself, make it well 
suited for investigations into seismic source properties over 
the range M 2 to 6, including investigations into the scaling 
of stress drop with moment. 
The scaling of seismic stress drop remains a relevant 
issue, one that bears both on theoretical aspects of earth- 
quake source processes (e.g., Dieterich, 1979) and on the 
prediction of earthquake ground motion for engineering pur- 
poses (e.g., Boore, 1983). To further address this issue, it is 
necessary to obtain stress-drop estimates over a broad range 
of earthquake magnitudes, from tectonically distinct regions. 
As discussed in numerous tudies, analysis of small 
events is complicated by the spectral properties at high fre- 
quencies, where path and site effects are not easily distin- 
guished from source effects (Hanks, 1982; Frankel, 1982; 
Anderson and Hough, 1984; Vernon, 1989). Anderson 
(1986) presents theoretical results that illustrate how atten- 
uation can yield an apparent corner at frequencies lower than 
the true corner frequency. Although corner frequencies for 
small events may not be determined reliably from individual 
spectra, the comparative study of spectra from a range of 
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magnitudes using an empirical Green's function technique 
can permit independent resolution of attenuation and comer 
frequency (Bakun and Bufe, 1975; Mueller, 1985; Hutchings 
and Wu, 1989; Frankel et al., 1986; Mori and Frankel, 1990; 
Frankel and Wennerberg, 1989; Hough and Seeber, 1990). 
The assumptions of this method are that the distortion due 
to propagation and attenuation through aheterogeneous me- 
dium is linear over the magnitude range considered and that 
a small event provides an "empirical Green' s function" (i.e., 
with a source-displacement spectrum fiat up to approxi- 
mately half of its comer frequency) that can be used to de- 
convolve propagation effects from a large event with a 
similar source-receiver path and focal mechanism. The de- 
convolutions can be interpreted in either the time domain or 
the frequency domain. 
Frankel and Wennerberg (1989) used the empirical 
Green's function (eGf) method with data from the Anza net- 
work in southern California and showed that there is no ev- 
idence for a decrease in stress drop with decreasing source 
size for moments from -1020.5 dyne-cm down to 1018 dyne- 
cm. Abercrombie and Leary (1993) summarize results from 
numerous high-resolution i vestigations of stress-drop scal- 
ing and show that there is compelling evidence for noncon- 
stant systematic earthquake stress-drop scaling (i.e., increases 
with moment) over the range 1019 to 1023 dyne-cm. This result 
suggests that, on a global scale, earthquake ruptures can be 
considered self-similar, with no global preferred length scale. 
One recent study supports this conclusion, presenting evi- 
dence from Mexican earthquakes that, if anything, suggests 
a slight decrease of stress drop with moment for moments up 
to 1028 dyne-cm (Humphrey and Anderson, 1995). 
It has been postulated that, within isolated tectonic re- 
gimes, preferred length scales might result from structural 
controls, such as the width of the fault zone (Aki, 1987; Gut 
et al., 1995). There is also evidence that observed apparent 
stress, which is proportional to static stress drop, also scales 
with moment (e.g., Kanamori et al., 1993). 
Despite the innumerous observational studies of source 
properties of small-to-moderate earthquakes, there remains 
no clear concensus regarding several fundamental is sues: (1) 
Does stress drop vary, randomly and universally, between 
roughly 1 and 1,000 bars, or (2) is there any systematic be- 
havior in stress-drop variations? Because stress drop fun- 
damentally reflects earthquake rupture size (for a given mo- 
ment), any nonconstant s ress-drop scaling would generally 
indicate adeparture from strict self-similarity of earthquake 
rupture processes. Any such departure would, in turn, pro- 
vide an important constraint for physical models of earth- 
quake rupture. 
In this study, we present frequency- and time-domain 
results from application of the eGf method to a recently col- 
lected, substantial data set: broadband TERRAscope main- 
shock data and aftershock data from weak- and strong-mo- 
tion portable digital instruments. We will obtain source 
parameters for earthquakes spanning the magnitude range of 
1.8 to 6.1 and examine the implications of these results for 
the scaling issues discussed earlier. In particular, we will 
address the inherent limitations in resolution for any analysis 
of this type, to focus on the following question: To what 
extent can we expect o obtain observational constraints on 
earthquake source scaling at small magnitudes? We will also 
discuss our results in the context of previous results on ap- 
parent and static stress estimates. 
Empirical Green's Function Analysis 
Mainshock 
Figure 2a presents waveforms of the Joshua Tree main- 
shock and the M 4.3 23 April 1992 foreshock, recorded on 
three broadband TERRAscope stations. To obtain source- 
time functions, a spectral deconvolution method using a wa- 
ter level correction of 1% to 5% of the maximum spectral 
level (1% for stations GSC and PAS; 5% for PFO) was ap- 
plied to the respective r cords hown in Figure 2a. Both the 
eGf and the mainshock records are rotated to obtain a tan- 
gential component, integrated todisplacement, and bandpass 
filtered between 0.02 and 5 Hz using a 2-pole Butterworth 
tilter prior to the deconvolution. 
The S-wave deconvolutions are found to be stable, 
yielding simple, single-pulse source-time functions at the 
three stations (Fig. 2b). The corresponding source spectra 
are shown in Figure 3 and will be discussed in a later section. 
The narrow pulse width at GSC to the north and broader 
pulse at PFO to the south is indicative of south-to-north di- 
rectivity. This is consistent with the distribution of early af- 
tershocks. A similar south-to-north directivity was inferred 
for the foreshock by Mori and Jones (1992); to the extent 
that this event has its own directivity, the directivity inferred 
for the mainshock could be an underestimate. However, 
Moil (1994) shows that he foreshock duration is quite short, 
0.1 to 0.2 sec, compared with our inferred mainshock du- 
rations; our mainshock source-time functions are thus con- 
sidered to be representative of the actual source duration. 
Assuming that the mainshock source pulses can be ap- 
proximated by a summation of pulses from spatially distrib- 
uted subfaults (on the mainshock plane), it is possible to 
invert he mainshock source pulses for the slip distribution. 
In this manner, the timing of the individual subfaults are 
controlled by the passage of a radially expanding rupture 
front, propagating outward at a constant velocity, and the 
relative station-subfault difference. The relationship between 
the far-field source-time function, s~, and the subfault rup- 
ture is linear, given by 
s~(t)  = ~ #Auj ~ . To), (1) 
where A is the subfault area,/~ is the rigidity, Mo is the total 
seismic moment (obtained independently), B o is the source- 
time function generated by each subfault, and uj is the slip 
at thejth subfault. The indices i andj refer to the station and 
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Figure 2. (a) Broadband isplacement recordings of the Joshua Tree mainshock at 
stations GSC (top), PAS (middle), and PFO (bottom). For each station, the mainshock 
record is the upper trace and the foreshock record is the lower trace. The mainshock 
seismograms for GSC and PFO were obtained by doubly integrating FBA-23 acceler- 
ograms. The mainshock record for PAS and all of the foreshock records were obtained 
by integrating the STS-1 velocity data. (b) Source-time functions obtained by decon- 
volving the event pairs shown in (a). The dashed lines indicate the inferred source-time 
function beginning chosen based on two different criteria, discussed in the text. The 
arrows indicate the inferred end of the source-time functions. 
subfault, respectively. The delay r u depends on both the re- 
ceiver-subfault distance and the assumed rupture velocity. 
In matrix form, equation (1) becomes 
where d/dA is a spatial differential operator that is minimized 
and w is slip weight equal to ~Auj)/Mo. This system of equa- 
tions is solved using a nonnegative l ast-squares approach, 
with a smoothness constraint imposed by the differentiation 
operator (Lawson and Hanson, 1974). A detailed iscussion 
of the method is presented by Mori and Hartzel (1990), Mori 
(1993), and, as applied to regional distance data, Dreger 
(1994). 
We use a vertical plane striking N20°W consistent with 
the distribution of aftershocks (Fig. 1) and the first-motion 
focal mechanism of Hauksson et al. (1993). The allowable 
dimension of the fault was 30 km along strike and 20 km in 
depth, with l-kin-square subfaults. Only about one-third 
(170) of the possible 600 subfaults resulted in nonzero so- 
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Figure 3. Source spectra corresponding to the 
source-time functions shown in Figure 2(b). Tick 
marks indicate inferred comer frequencies. 
lutions, yielding a relatively compact slip distribution that 
maps north of the hypocenter (Fig. 1). Peak slip is on the 
order of 200 cm, and the average slip is 32 cm. The average 
slip in the principle slip patch is 58 cm. The rupture velocity 
found to best satisfy the data was 3 km/sec (82% of the 
shear-wave velocity used), a similar value to that obtained 
by Mori (1994) for the foreshock. The long dimension from 
the hypocenter to the outside edge of slip is approximately 
10 km. Although the slip map is relatively simple, there are 
outliers of relatively low-amplitude slip. 
It is interesting to note that the early aftershocks cluster 
around the localized region of high slip. Mendoza and Har- 
tzell (1988) found that for a suite of large earthquakes, there 
was a negative correlation between the locations of early 
aftershocks and regions on the fault that experienced the 
greatest slip, suggesting a net stress increase in adjacent 
regions. The slip patches located outside the main patch are 
not well resolved and are the result of the inversion attempt- 
ing to model source-pulse complexity at PFO, which is the 
noisiest of the deconvolutions. The average slip along the 
primary mainshock rupture is found to be 58 cm. We will 
discuss the implications of these results for mainshock stress 
drop in a later section. 
Aftershocks 
To identify pairs of events for empirical Green's func- 
tion analysis, we search the SCSN catalog of associated 
events for pairs that have epicentral distances within 1 km 
and magnitude differences of at least 0.7 units. These criteria 
are similar to what has been used in other studies (e.g., Xie 
et al., 1991; Guo et al., 1995) and provide a preliminary 
identification of suitable pairs. 
With each candidate pair, we estimate deconvolved 
source spectra. We use pairs of L22 recordings where pos- 
sible so that the eGf method will deconvolve out a common 
instrument response. This removes any possible uncertainty 
associated with variations in response. Menke et al. (1991) 
have documented variability in the actual comer frequency 
of the L22 instruments, as well as spurious resonances at 
frequencies about 20 to 25 Hz. For the 10 largest aftershocks, 
it is necessary to use fba recordings because the weak motion 
recordings are clipped. We have compared results in a num- 
ber of cases in which it is possible to use both recordings 
for the larger aftershock and have not observed any signifi- 
cant differences. However, uncertainty in instrument re- 
sponse may provide an additional source of possible error 
for these cases. 
Time windows including 1 to 3 sec and 3 to 5 sec of 
the P- and S-wave arrivals, respectively, are used. Results 
were more stable, especially at the longer periods, for win- 
dows several seconds long instead of windows that include 
only the initial arrivals. (Although longer windows poten- 
tially introduce contamination from scattered energy, the 
spectra re dominated by direct-wave nergy). Shorter win- 
dows were necessary for waveforms with either very short 
S-P times or P waves that clip sometime after the initial 
arrival. The time series are tapered with a 5% cosine taper 
at each end, and spectra re computed using a standard FFT. 
The spectra re smoothed with a mnning average prior to 
computation of the spectral ratio. In the recordings analyzed, 
signal was above noise up to frequencies of at least 30 Hz; 
in many cases, it was up to 60 to 70 Hz. 
A deconvolved source spectrum is obtained at each sta- 
tion that recorded each pair of events. These source spectra 
should be independent of site and path effects and should 
exhibit the same characteristics, except for a directivity ef- 
fect on comer frequency (e.g., Frankel et al., 1986). Of the 
207 event pairs, 122 are found to yield deconvolved source 
spectra that are judged to be stable. If a given event pair 
satisfies the assumptions ofthe eGf method, the deconvolved 
source spectra will be well modeled by a theoretical ratio of 
source spectra. For illustration, Figure 4 presents nine av- 
eraged (N-S and E-W) horizontal deconvolved source spec- 
tra. These examples are not selected by any quality criteria: 
they are from the first nine pairs (of a somewhat arbitrary 
list of potential eGf pairs) for which a stable average source 
spectrum is obtained. As Figure 4 illustrates, the fits are not 
always perfect. In some cases, a fall-off higher than co- 
squared is suggested, such as the upper left example. In some 
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Figure 4. Averaged horizontal deconvolved source spectra from empirical Green's 
function analysis of nine (arbitrarily chosen) event pairs. Superimposed line indicates 
best-fitting ratio of omega-square spectra; the optimal comer frequency pair (large 
event/small event) is given in each panel. Event numbers (large, small) are given for 
each pair. Comer frequencies do not necessarily match the average values given in 
Table 1; the values hown here are for the individual source spectrum only. 
cases, such as the upper right example, one could conjecture 
that the inferred upper comer frequency is higher than the 
true comer, with the true comer frequency outside the fre- 
quency band of the data. The decision to use or discard a 
given deconvolved source spectrum is thus subjective; we 
will discuss possible biases and resulting uncertainties in a 
later section. 
Each of the final 122 deconvolved source spectra is 
modeled by a ratio of omega-square source spectra between 
lower and upper frequency limits of 0.5 to 3 Hz and 20 to 
70 Hz, respectively. The range is determined independently 
for each deconvolved source spectra, based on a subjective 
assessment of the frequency band over which the results ap- 
pear stable. Using a parameter search method, corner fre- 
quencies are fit in each case so as to minimize the least- 
squares residuals to the observed spectra. Each individual 
spectrum is thus assumed to be modeled by 
Ao 
A0 ¢) - . (3) 
We solve for the two corner frequencies,fcl andfc 2, by rain- 
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imizing the least-squares residual between the computed 
spectral ratio Rc(r') and the modeled ratio R,,(f): 
At,[1 + 07fez) 2] 
Rm(t) = A0z[ 1 + ((ifc,)z ]. (4) 
A grid-search method is used to determine the optimal pair 
of corner frequencies. For each pair of corner frequencies, 
we perform a regression to find the optimal east-squares 
amplitude ratio; we choose the corner frequency pair that 
yields the lowest overall misfit to the data. 
Uncertainties Associated withfc Estimates 
To estimate the reliability of corner frequency estimates 
for the events hown in Figure 4, we calculate the root mean 
square misfit between the modeled and observed ratio of 
spectra for a grid of corner frequency pairs (Gut et al., 
1994). Figure 5 presents an example of the contoured misfit 
values for a single deconvolved spectral ratio (between event 
numbers 1 and 4). This example is typical in that the uncer- 
tainty associated with the corner frequency of the larger 
event, fc~, is smaller than that associated with the smaller 
corner frequency event, fc2- It also suggests that a minor 
trade-off exists between the two corner frequencies. 
An assessment of error bars from the calculations illus- 
trated in Figure 5 can be made only if one makes a subjective 
determination of the maximum acceptable misfit increase 
above the optimal value. Assuming that a misfit within 20% 
of the optimal is acceptable, Figure 5 implies a corner fre- 
quency range of roughly 4 to 12.5 Hz, which in turn implies 
a stress-drop uncertainty of a factor of 30. 
Alternatively, the uncertainty associated with the corner 
frequency estimates can be evaluated by considering the 
consistency of results for the same event using different 
eGfs. Table 1 presents the final S-wave results, including an 
estimate of the standard eviation for those events for which 
corner frequency isdetermined from more than one eGf pair. 
Although this estimate of uncertainty is still not ideal, it is 
felt to give the most representative illustration of the reso- 
lution of the corner frequency estimates. 
For the five events greater than M 4 (Mo > 10 zz dyne- 
cm), we obtain standard eviations of 0.27 to 1, correspond- 
ing to average corner frequencies of 2.3 to 4 Hz. The corner 
frequencies obtained for these larger events appear to be 
more consistent than the corner frequencies for the smaller- 
magnitude events. We will discuss possible remaining biases 
in these estimates in a later section. 
Stress-Drop Estimation 
Stress drop, a, can be estimated assuming a circular 
rupture ither from the corner frequency, using 
[L  ]~ 
o- = Mo Lo.49,BJ ' (5) 
60 
,1.0 
v 
20 
20 40 6O 
~l(~._z) 
Figure 5. Contoured misfit values for trial comer 
frequency pairs for the deconvolved spectral ratio be- 
tween event numbers 1 and 4. 
where the velocity term fl is the shear-wave velocity near 
the source, or from the pulse width, using 
7M0 
a = 16 r 3' (6) 
where r is the source radius (Eshelby, 1957). Equation (6) 
is derived from equation (5), assuming thatfc = 0.37/rl/2, a 
relationship consistent with theoretical dislocation models 
(e.g., Brnne et al., 1979). However, modeling results yield 
an appreciable scatter in the coefficient of proportionality, 
which will be influenced by directivity. 
Moment, Mo, of the mainshock is determined to be 
1.9 × 1025 (Kanamori et al., 1993). For the aftershocks, M 0 
values are determined from the body-wave magnitudes using 
the scaling relationships 
log(M0) = 1.5ml + 16 (7) 
and 
log(M o) = 1.1mz + 17 (8) 
for m~ > 3.0 and m~ < 3.0, respectively (these two expres- 
sions are equivalent for m~ = 2.5; we use M 3 based on the 
ranges for which the relations were determined). These equa- 
tions were developed for California earthquakes by Bakun 
(1984). Equation (8) is motivated by the combined results 
of Bakun (1984) and Hanks and Boore (1984); Hanks and 
Boore (1984) show that a scaling break below magnitude 3 
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Table 1. 
S-and P-wave results 
N s/l dayhrmn 1~ long log(Mo) ~-s ~fc, o, fee ~f'p ap 
1 1 1162237 33.9590 -116.3288 19.31 22.5 3.5 41.0 60.0 777.3 
2 S 1162335 33.9553 -116.3553 19.64 60.0 1661.7 60.0 1661.7 
3 s 1170103 33.9637 -116.3180 19.53 9.0 4.4 60.0 1289.9 
4 1 1170117 33.9598 -116.3242 20.08 7.0 7.3 
5 s 1170220 33.9547 -116.3413 19.75 38.0 543.8 60.0 2140.7 
6 s 1170225 33.9557 -116.3555 19.31 19.0 24.7 35.0 154.3 
7 S 1170251 33.9908 -116.2847 19.75 9.0 2.0 7.2 13.0 2.0 21.8 
8 s 1170327 33.9397 -116.3442 18.87 21.0 12.1 29.0 31.9 
9 s 1170349 33.9448 -116.3130 19.20 37.0 6.0 141.7 9.0 6.0 2.0 
10 s 1170432 33.9512 -116.3678 19.31 9.0 2.6 17.0 17.7 
11 s 1170510 33.9565 -116.3462 19.42 12.0 8.0 13.0 10.2 
12 s 1170600 33.9467 -116,3082 19.20 60.0 0.0 603.3 
13 s 1170610 33.9502 -116.3628 19.31 6.0 0.8 39.0 213.5 
14 1 1170720 33.9745 -116.2683 19.75 8.0 5.1 
15 s 1170949 33.9688 -116.2803 21.10 21.0 2056.5 13.0 3.7 
16 1 1170955 33.9428 -116,3593 21.40 1.5 0.3 1.5 8.5 1.7 271.9 
17 s 1171149 34.0300 -116,3297 19.53 11.0 7.9 60.0 1289.9 
18 s 1171552 33.9695 -116,3487 19.31 44.0 15.0 306.5 28.0 13.0 79.0 
19 s 1171609 33.9700 -116,3530 19.53 60.0 1290.0 12.0 10.3 
20 s 1181818 33.9417 -116.3648 18.98 7.0 2.1 0.6 60.0 0.0 363.5 
21 S 1181026 33.9372 -116,3552 19.53 8.0 3.1 12.0 10.3 
22 s 1182056 33.9553 -116,3452 19.53 23.0 72.6 5.0 0.7 
23 s 1190030 33.9418 -116,3080 19.64 7.5 2.5 3.2 5.0 0.0 1.0 
24 s 1190243 33.9420 -116.3102 19.42 18.3 0.9 28.4 9.0 3.0 3.4 
25 S 1190318 33.9448 -116,3435 19.97 20.3 7.4 137.6 13.3 4.4 38.7 
26 s 1190732 33.9388 -116,3093 20.30 5.0 4.4 8.0 18.0 
27 S 1190959 33.9375 -116,3472 19.53 22.0 63.6 12.0 10.3 
28 S 1191040 33.9465 -116,3000 19.09 23.3 2.5 27.4 22.5 3.5 24.7 
29 s 1191113 33.9402 -116,3010 20.19 5.0 1.0 3.4 3.0 0.7 
30 1 1191151 33.9452 -116,3073 19.42 17.0 22.8 8.0 2.4 
31 1 1191427 33.9492 -116,2967 19.97 4.0 1.1 4.0 1.1 
32 s 1191432 33.9483 -116,2983 20.30 6.0 0.0 7.7 7.5 0.6 14.8 
33 1 1191525 33.9598 -116.3250 21.10 3.0 0.6 6.0 20.5 0.5 1911.5 
34 s 1201310 33.9438 -116.3025 20.30 4.6 1.0 3.4 7.4 2.1 14.2 
35 s 1201945 33.9370 -116,3763 18.87 22.0 13.9 44.0 111.3 
36 1 1211043 33.9687 -116,2857 19.86 3.0 0.3 4.0 0.8 
37 s 1211058 33.9660 -116,3538 18.65 34.0 8.0 30.9 25.5 1.5 13.1 
38 s 1211240 33.9357 -116,3477 19.20 60.0 603.3 34.0 109.8 
39 s 1211332 33.9462 -116.3158 20.65 14.0 216.0 
40 I 1211555 33.9332 -116.3657 20.19 5.5 3.5 4.5 43.0 5.0 2170.3 
41 s 1211658 33.9428 -116.3595 19.42 10.0 1.0 4.6 16.0 19.0 
42 1 1220603 34.0352 -116.3213 21.10 6.0 47.9 7.0 76.1 
43 s 1220800 34.9546 -116.3565 19.75 48.0 4.0 1095.4 46.5 6.5 61.4 
44 1 1220819 33.9787 -116.3147 20.19 6.0 5.9 18.0 159.2 
45 s 1221215 33.9500 -116.3152 19.20 33.0 9.0 100.4 32.0 21.0 91.5 
(continued) 
results from the transition to comer frequencies that are 
above the frequency response of the Wood-Anderson in- 
strument. We do not determine Mo directly from long-period 
spectral levels because of the sensitivity of this type of es- 
timate to the radiation term, the half-space assumption, and 
the poor azimuthal coverage of our stations (i.e., general 
systematics in event mechanism could alias into systematic 
biases in moment estimation). 
In many cases, we obtain multiple comer frequency es- 
timates for individual aftershocks, usually from deconvolu- 
tions with more than one event. Each deconvolved spectra 
is fit individually; multiple comer frequency estimates are 
then averaged to give one P- and S-wave comer frequency 
for each event, a total of 74 and 86 events, respectively 
(Fig. 6). 
Figure 6 also includes results for the magnitude 4.3 fore- 
shock; a range of estimates is shown, as determined via a 
finite-fault inversion by Mori (1994). The range for this 
event is high (320 to 870 bars) but consistent with the results 
obtained for the larger of the aftershocks. From the regres- 
sions shown in Figure 3b, we obtain an average comer fre- 
quency of ~ 1.4 Hz, corresponding to a much lower stress- 
drop value, 14 bars. However, we consider this estimate to 
be considerably less well resolved than that of Mori (1994). 
For illustration, we consider the mainshock deconvolved 
source spectrum at PAS (Fig. 3): If the foreshock comer 
frequency is constrained to be consistent with Mori's (1994) 
stress-drop estimate (that is, 4.9 Hz), we obtain a mainshock 
comer frequency of 0.2 Hz, instead of 0.15 Hz, with an 
imperceptible difference in the quality of the spectral fit. 
This mainshock comer frequency value is closer to that 
which would be predicted from the pulse width at this sta- 
tion, using 0.37/rlt2. 
The mainshock stress drop can be estimated both from 
the finite-fault model and from our inferred source-time 
functions. We first examine the implications of our inferred 
pulse widths; although we will argue that the finite-fault re- 
suits are more robust, this consideration provides useful in- 
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Table 1. 
Continued 
N s/l dayhrmn lat long log(Mo) fcs 6fc, % f~p 5fo~ ~e 
46 s 1221338 33.9375 -116.3150 20.19 20,0 19.0 218.4 
47 s 1222059 33.9385 -116.3148 18.98 37.0 8.7 85.3 32.4 10.5 57.2 
48 s 1230352 33.9583 -116,3313 19.42 15.5 7.5 17.3 
49 s 1230527 33.9615 -116.3372 19.42 60.0 1001.3 
50 s 1230542 33.9432 -116,3402 18.87 51.3 5.9 176.4 58.3 8.4 258.9 
51 s 1230942 33.9545 -116.3412 19.86 60.0 2757.8 28.0 280.3 
52 s 1231207 33.9595 -116.3403 19.53 55.5 4.5 1021.0 60.0 1289.9 
53 1 1231246 33.9897 -116.2867 22.30 4.0 1.0 225.1 5.0 439.6 
54 s 1231307 33.9782 -116.2698 18.98 70.0 577.3 
55 s 1231329 33.9952 -116.2830 20.30 13.0 77.3 
56 1 1231910 33.9915 -116.2862 21.40 4,0 28.3 
57 s 1232025 33,9512 -116.3670 19.31 13.0 7.9 25.5 11.6 59.7 
58 s 1232305 33.9482 -116.3082 19.09 22.0 3.3 23.0 
59 s 1232320 33.9427 -116.3025 19.64 22.0 12.0 81,0 33.0 14.0 276.5 
60 s 1232322 33.9475 -116,3327 18.98 51.0 223.3 60.0 363.5 
61 s 1240037 33.9403 -116.3030 21.10 4.0 0.5 14.2 4.0 0.8 14.2 
62 s 1240231 33,9425 -116,3097 19.20 19.6 5.5 2t.0 9.0 2.7 2.0 
63 s 1240553 33.9350 -116.3743 19.20 24.5 14.5 41.1 60.0 0.0 603.3 
64 1 1240813 33.9427 -116.3767 20.30 3.5 0.5 1.5 9.0 7.0 25.6 
65 s 1240922 34.0495 -116.3355 19.53 60.0 1289.9 58.0 1165.2 
66 1 1250116 33.9395 -116.3407 22.15 3.3 0.3 89.5 2.3 0.3 30.3 
67 s 1250125 33.9432 -116.3347 19.20 28.0 7.4 61.3 30.0 15.0 75.4 
68 s 1250421 33,9810 -116.3173 19.09 60.0 468.3 80.0 1110.1 
69 s 1250618 33.9595 -116.3350 19.09 37.0 23.0 109.8 54.0 341.4 
70 s 1250833 33.9470 -116.3338 18.65 60.0 0.0 170.0 21.5 8.5 7.8 
71 s 1251232 33.9472 -116.3525 18.32 39.5 20.5 22.7 90,0 268,4 
72 1 1251619 33.9417 -116.3042 23.35 2.7 0,3 776.7 2.1 0.3 365.4 
73 I 1270238 33.9430 -116.3145 23.05 3.6 0.4 922.6 1.7 0.3 97.2 
74 s 1270510 33.9405 -116.3152 21.10 8.5 3.5 136.5 10.0 1.0 221.9 
75 s 1271741 33.9467 -116.3147 21.40 5.6 1.3 77.7 1.4 0.4 1.2 
76 1 1281224 33.9690 -116.3538 20.80 8.5 2.5 68.3 7.0 0.6 38.1 
78 s 1290721 33.9465 -116.3148 20.08 13.4 4.2 51.0 31.6 8.1 668.6 
79 1 1390022 33.9503 -116.3600 21.40 3,4 0.2 17.4 3.0 0.6 12.0 
80 1 1391544 33.9513 -116.3378 23.35 2.3 0.3 480.0 2.4 0.3 545.4 
81 1 1392350 33.9610 -116.3398 20.80 9.5 2.0 95.3 11.0 4.0 148.0 
82 s 1401215 33.9448 -116.3415 20.65 9.6 3.3 69,6 12.3 2.7 146.5 
83 1 1441822 33.9727 -116.3527 20.30 15.0 3.0 118.7 8.0 1.0 18,0 
84 s 1451531 33.9418 -116.3492 20.30 44.5 15.5 3008.8 10.0 35.2 
85 1 1462306 34.0328' -116.3250 20.30 3.0 1.0 1.0 5.5 3.5 5.9 
First entry gives assigned event number, second entry indicates whether event was small (s) or large (1) event used in its eGf pair, third entry gives Julian 
day (1994), hour, and minute of event. Magnitudes (mag) are determined from the SCSN. Moments are determined by scaling relation proposed by Hanks 
and Boore [1984].fc,, and % are comer frequencies and stress drops determined from S waves; fop and c~p are determined from the P waves. 6fcs and 6fop 
are the standard deviations of the comer frequency estimates, for events for which more than one estimate is obtained. 
sights into the validity of the simple theoretical relations and 
the kinds of uncertainties that result from them. From Figure 
2b, we can estimate a source-time function width from both 
the "narrowest" pulses (NP) and between the zero crossings 
(ZC). The dashed lines and arrows in Figure 2b illustrate 
these picks. Both sets of durations show the northward thin- 
ning, which is consistent with directivity in that direction. 
Source radius can be estimated from to.sfl, where to5 is the 
half-duration of the pulse width and fl is the shear-wave ve- 
locity. We can attempt to account for directivity with the 
modification 
t0.5fl 
r = (9 )  
[1 .25  -- cos (0 ) ] '  
where we assume a rupture velocity 80% of fl and 0 repre- 
sents the angle between the strike of the rupture direction 
and the azimuth to the station. 
Table 2 presents cr I and ~r2, the stress-drop estimates 
corresponding to each source-time function with and without 
the directivity correction, respectively. Results are shown 
using both the NP and ZC picks. There is considerable range 
in the measurements, from 0.5 to 208 bars, demonstrating 
the unreliability of stress drop computed in this manner. In- 
terestingly, the estimates that incorporate a directivity cor- 
rection are at least variable than those that do not; this may 
reflect the fact that directivity corrections become quite large 
when 0 is near 0 ° or 180 °, as are stations GSC and PFO. It 
may also reflect a breakdown in the one-dimensional direc- 
tivity model; i.e., our finite fault model suggests that vertical 
directivity is also important. 
To investigate the consistency of our mainshock and 
aftershock analysis, we can also examine the mainshock de- 
convolved source spectra shown in Figure 3. Following the 
procedure used to analyze the aftershocks, we fit ratio of 
omega-square source models to each of the mainshock spec- 
tra. This procedure yields optimal mainshock corner fre- 
quencies of 0.175, 0.3, and 0.15 for stations PAS, GSC, and 
PFO, respectively. These values are generally consistent with 
the respective values of 0.37/zm, 0.24, 0.34, and 0.16. A1- 
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Figure 6. Stress-drop estimates for foreshock, af- 
tershocks, and mainshock. For the aftershocks, tress- 
drop estimates are made both from (a) the S waves 
and from (b) the P waves. A range of values is given 
for the foreshock, indicated by a solid line; these re- 
suits are from Mori (1994). Small triangles indicate 
stress-drop values for each event analyzed (averaged 
from different empirical Green's function pairs, if 
more than one was used); large triangles indicate av- 
erage stress-drop values computed for equal ogarith- 
mic moment bins; large square indicates mainshock 
stress-drop estimate. Dashed line indicates resolution 
limit imposed by maximum observable comer fre- 
quency (see text for discussion): stress-drop values to 
the left of this line would not be resolvable. 
though some degree of complexity is evident in Figure 3b 
(as is expected given substantial directivity effects), we con- 
clude that, within the resolution limits of the data and the 
method, no significant departure from an omega-square 
spectrum is observed for the Joshua Tree mainshock. Stress- 
drop estimates using the optimal mainshock corner frequen- 
cies are thus expected to be consistent with those estimated 
from the pulse widths (the optimal corner frequencies at sta- 
tions PAS, GSC, and PFO imply stress-drop values of 18, 90, 
and 11 bars, respectively, using equation 5). 
Table 2. 
Stn 0 NP (s) ZC (s) err~p,d~ r crMp ~zc, a~r C~zc 
GSC 4 2.0 3.5 2.8 172.4 0.5 32.0 
PAS -61  3.3 4.6 17.2 38.4 6.3 14.2 
PFO - 136 3.7 4.9 207.9 27,2 89.5 27.2 
Inferred source pulse width parameters for the Joshua Tree mainshock. 
0 is the angle between the rupture direction and the azimuth to each station. 
NP and ZC are the "nar row"  and zero-crossing pulse width picks, respec- 
tively, shown in Figure 2b. ~up and Crzc represent stress drop estimates using 
the NP and ZC pulse widths, respectively; the dir subscript indicates values 
estimated using a directivity correction. 
On the other hand, the stress drop may be computed 
from the slip distribution map directly (Fig. 1). As discussed 
previously, only the principle slip patch is considered a ro- 
bust feature. The average slip in this patch is 58 cm and the 
radius of an equivalent-area circle is 5 km. These values 
yield a stress drop of 56 bars. If all of the seismic moment 
is released from a circle with radius 5 kin, then a stress drop 
of 66 bars is obtained. We performed slip inversions using 
both the NP- and ZC-interpretted source-time functions. The 
result of this experiment revealed that the average slip and 
dimension of the principle slip patch do not change, although 
the small precursory phase in the ZC source-time functions 
do cause the position of the principle slip patch to translate 
several kilometers updip and toward the north. (It is possible 
to estimate stress-drop values corresponding to the second- 
ary slip patches; they are unremarkable, ranging from 
roughly 4 to 30 bars; Fig. 1). Based on these results, we 
consider the stress-drop estimates computed from the finite- 
fault inversion to be a more robust estimate than the values 
estimated using only pulse widths or comer frequencies. Our 
preferred value, 56 bars, is shown on Figure 6. 
A high level of variability is evident in the aftershock 
stress-drop values shown in Figure 6. To investigate whether 
this represents real variability of stress drop or simply high 
levels of uncertainty, we present in Figure 7 the subset of 
events for which a standard eviation is estimated from mul- 
tiple eGf pairs and indicates a variation of less than 30% 
(see Table 1). These values are somewhat less scattered than 
those shown in Figure 6, with most values between 1 and 
100 bars. However, extreme values are represented within 
this subset, and the M 4 to 5 events persist as notably high 
stress drop compared with the lower-magnitude events. 
Clear differences between very high and very low 
stress-drop events can be demonstrated via a simple evalu- 
ation of waveforms; Figure 8 presents a comparison of two 
events (event numbers 27 and 84) that have nearly an order 
of magnitude difference in moment but have a very similar 
frequency content. The inferred stress-drop values for these 
events differs by a factor of approximately 50:64 versus 
3,009 bars. These two events are recorded at a short epicen- 
tral distance (less than 1-sec S-P time; near-field ground 
motions are evident in event number 84) and have simple 
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Figure 7. Stress-drop values for those events for which a comer frequency standard 
deviation (estimated from multiple eGf pairs) indicates a variation of less than 30%. 
Top figure shows P-wave results and bottom shows S-wave results. Long dashed lines 
indicate 1 and 100 bars. Other plotting conventions are consistent with Figure 6. 
waveforms, which indicate a relatively uncomplicated prop- 
agation path. 
In all of the foregoing calculations, one significant 
source of uncertainty in absolute stress-drop values stems 
from the particular choice of velocity in equation (5). We 
use fl = 3.64 km/sec, consistent with the value inferred from 
our finite-fault inversion. Because this term is cubed in equa- 
tions (5) and (6), significant changes in stress-drop estimates 
will result from changes in the assumed value of ft. Stress- 
drop results are therefore much better constrained relative to 
one another than in absolute value. For the same reason, care 
is required in the comparison of different published stress- 
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Figure 8. Recorded waveform for event numbers 
27 (1190959, bottom) and 84 (1451531, top). These 
events have amplitudes that differ by approximately 
a factor of 20 (magnitude 3.0 versus 2.3) but very 
similar frequency content. 
drop results. To address the issue of scaling more directly, 
independent of absolute stress-drop estimates, Figure 9 pres- 
ents a logarithmic plot of moment versus average comer 
frequency for the mainshock and aftershocks. For the main- 
shock, comer frequency is estimated from the pulse width 
using the relations discussed earlier (equivalently, all of the 
comer frequencies can be converted to pulse widths). 
We do note in Figures 6 and 7 that there is a tendency 
for the M 4 to 5 events to be characterized by high stress 
drops. Interestingly, the averaged stress-drop values between 
102~ and 1023 dyne-cm are not inconsistent with the weak 
scaling inferred in previous tudies for apparent stress (e.g., 
Kanamori et aL, 1993; Urbancic and Young, 1993). How- 
ever, an extrapolation of this relationship to the mainshock 
moment would imply a mainshock stress drop on the order 
of 1 kbar. Using equation (5), this, in turn, implies a source 
radius of approximately 2 kin; this is clearly at odds with 
our results for the Joshua Tree mainshock. 
It is also interesting to compare P- versus S-wave esti- 
mates of comer frequency. The relationship between them 
has been the subject of considerable debate: Many theoret- 
ical models uggest aP-wave corner frequency greater than 
that for S waves by roughly 1.7 (i.e., the ratio of P- to S- 
wave velocities [Molnar et aL, 1973]). Other theoretical 
models predict no difference (e.g., Dahlen, 1974). Using an 
empirical Green's function method, Xie et al. (1991) find a 
ratio of P and S corner frequencies of 1.07 _ 0.26 for four 
aftershocks of the 1983 Goodnow, New York, event. In this 
study, we obtain a ratio of 1.1 + 1.7 from the 86 events for 
which averaged P- and S-wave corner frequency estimates 
are determined. For the five largest aftershocks, the corner 
frequency ratio implied by the difference in average stress 
drops is 1.3. 
Stress-Drop Uncertainties and Comparison with 
Previous Results 
The results of this study can be compared with previ- 
ously published results for both the mainshock and some of 
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Figure 9. Averagedfr estimates are plotted against 
M0 on a logarithmic scale. The dashed lines indicate 
constant stress-drop scaling. 
the aftershoeks. Both Lindley (1994) and Kanamori et al. 
(1993) obtain a higher-stress-drop value for the mainshock, 
203 and 162 bars, respectively (with the latter an apparent 
stress estimate). These values are within the range we obtain 
for the mainshock (Table 2). However, they are considerably 
larger than the value obtained from the slip distribution, 
which is considered a more robust estimate. In contrast, 
Lindley (1994) presents a simple corner-frequency estima- 
tion for the mainshock, which is not expected to have the 
resolution of our finite-fault inversion of deconvolved 
source-time functions. Their average also incorporates more 
results from more distant TERRAscope stations, which we 
did not judge to be of suitable quality to use in our decon- 
volutions. A stress drop of 203 bars implies a rupture radius 
on the order of 3.5 km, which in turn implies an overall pulse 
width on the order of 2 sec. This value is smaller than all of 
our inferred source pulse widths, even for station GSC, at 
which we expect significant shortening due to directivity ef- 
fects. 
Kanamori et aL (1993) obtain an apparent stress esti- 
mate that is considerably higher than the static stress esti- 
mate obtained in this study; i.e., they obtain a radiated en- 
ergy value that is high relative to the moment. However, 
Singh and Ordaz (1994) show that, for an omega-square 
source model, apparent stress is expected to be 0.43ab. 
Hough and Dreger (1994) extend this result, showing that 
apparent stress is predicted to be lower than the Brune stress 
drop for any plausible one-corner source spectral model. It 
can be shown that apparent stress drop can be higher than 
predicted for an omega-square model if the source spectrum 
has an intermediate high-frequency decay over part of its 
bandwidth (K. Mayeda, personal comm., 1995). Because we 
have shown that the Joshua Tree mainshock source spectrum 
is well characterized byan omega-square spectrum, we spec- 
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ulate that the apparent high radiated energy value estimated 
by Kanamori et al. (1993) may be biased, possibly by inclu- 
sion of nondirect phases. 
Our aftershock stress drops, on the other hand, are higher 
than those obtained by Lindley (1994). However, Lindley 
obtains aftershock stress-drop values from comer frequency 
estimations from deconvolutions between the mainshock and 
the aftershocks, rather than between pairs of aftershocks as 
done in this study. Lindley uses the same methodology asis 
used in this study, using a large aftershock as the empirical 
Green's function rather than the large event in the decon- 
volution, and we have shown in Figure 5 that the corner fre- 
quency of the eGf is often poorly resolved. Using the TERRA- 
scope data, the aftershock corner frequencies are approaching 
the upper limit of usable data in the same way as are the 
smaller of the events in each eGf pair considered inthis study. 
Thus, all of the aftershock stress drops reported by Lindley 
(1994) are likely characterized by the similar limited reso- 
lution as we infer for our smaller events. 
The aftershock stress-drop estimates obtained by Lind- 
ley (1994) are possibly biased by the (relatively) low-fre- 
quency nature of the TERRAscope data. It is also possible 
that the larger-aftershock stress-drop estimates obtained in 
this study are biased by the high-frequency nature of the 
GEOS data (that is, to the extent hat we have misidentified 
low-frequency corners near or below the bandwidth of our 
data). However, we have used fba data for the larger after- 
shocks, which should provide reliable signal to frequencies 
at least as low as 1 Hz for M 4 to 5 events. We have also 
tested our regressions using synthetic omega-square spectra 
with superimposed noise; these tests reveal that corners as 
low as 0.5 to 1 Hz should be resolvable using our approach. 
We have shown that inherent stress-drop uncertainties 
can easily reach an order of magnitude or more, even when 
the corner frequency is well within the instrumental band- 
width. Focussing on the results we consider elatively reli- 
able (Fig. 7), we find that stress-drop values tend to cluster 
within the range 1 to 100 bars, consistent with both high- 
resolution local studies (e.g., Moil and Frankel, 1990) and 
teleseismic studies (e.g., Singh and Ordaz, 1994). However, 
we do find evidence for well-resolved high-stress-drop 
events, particularly in the magnitude range M 4 to 5. 
Discussion and Conclusions 
We have shown that an empirical Green's function tech- 
nique allows independent determination f source properties 
of earthquakes with magnitudes ranging from 1.8 to 6.1, 
using data recorded by both the TERRAscope network and 
by portable instruments deployed following the mainshock. 
Within the limits of resolution, comer frequency continues 
to increase with decreasing source size down to a magnitude 
of 1.8, or a moment of roughly 1019-5 dyne-cm, consistent 
with results obtained in other high-resolution studies of 
source parameters. The stress drop of the mainshock is con- 
sistent with the range inferred for the aftershocks. 
Variation of corner frequencies for similar-sized events 
within the Joshua Tree sequence suggests a large variation 
in stress drop. One fundamental conclusion of this study is 
that he resolution of source parameters for small events (less 
than magnitude 3.5 to 4) is found to be fairly limited, even 
using the empirical Green's function method. Resolution of 
source properties of even moderate (M 4 to 5) events may 
also be inherently difficult because typical corner frequen- 
cies of this size event often fall near the edge of the instru- 
mental bandwidth. Although we conclude that stress-drop 
estimates for the M 4 to 5 events presented in this study are 
relatively reliable, the full uncertainties are difficult o quan- 
tify with precision; order-of-magnitude uncertainties appear 
entirely plausible. For large events, it may be necessary to 
take into account multi-dimensional source directivity to ob- 
tain a reasonable estimate of rupture area and, consequently, 
static stress drop. We do conclude that it is possible to re- 
solve differences between especially high and especially low 
stress-drop results; the mere existence of these examples ar- 
gues for a real variability in stress drop. However, this and 
other studies (e.g., Humphrey and Anderson) have consis- 
tently shown that stress-drop estimates are not systematically 
different between small-to-moderate nd large events. The 
results from this study thus do provide additional evidence 
that, for the purposes of extrapolation from moderate-to- 
large magnitudes, the assumption of constant scaling is jus- 
tified. 
In light of the noted limitations, the issue of stress-drop 
scaling of small-to-moderate events, which bears critically 
on an understanding of earthquake source processes, remains 
elusive. A weak scaling of stress drop with moment over a 
finite range cannot be ruled out by the observations; this 
scaling is in fact consistent with previous apparent stress- 
drop scaling results. However, previous apparent stress re- 
suits, based on estimates of radiated seismic energy, predict 
nonconstant scaling over the entire magnitude range (Fig. 
10 presents the results of Kanamori et al., 1993, replotted to 
show energy versus moment), which is not consistent with 
results of our study. Alternatively, our results could simply 
indicate a tendency for M 4 to 5 events to be characterized 
by high stress drops. 
We are left with a couple of critical uncertainties re- 
garding the issue of stress-drop scaling: (1) the apparent sys- 
tematic behavior of apparent stress shown in Figure 10, 
given the observation evidence (Abercrombie and Leary, 
1993; this study) that no strong scaling exists over the entire 
magnitude range for static stress drop; and (2) the detailed 
scaling of small-to-moderate events, which bears critically 
on our understanding of the earthquake rupture processes. 
Given the paucity of available surface recordings with good 
signal-to-noise levels at frequencies xceeding 60 Hz, down- 
hole recordings may offer the best hope of ultimate resolu- 
tion of the latter issue. Additionally, expanded frequency 
bandwidth within a single sensor-recorder configuration 
would greatly improve our ability to resolve stress-drop scal- 
ing over a significant range of seismic moment. 
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F igure  10. Energy-moment scaling results from 
TERRAscope recordings of Southern California earth- 
quakes from Kanamori  et al. (1993), replotted to show 
implied scaling directly (see Kanamori  et al., for de- 
tails). A slope of 1 would imply constant apparent 
stress scaling; a regression through the actual results 
yields a slope of 1.35. 
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