Abstract-This paper presents an approach to understanding general 3-D motion of a rigid body from image sequences. Based on dynamics, a locally constant angular momentum (LCAM) model is introduced. The model is local in the sense that it is applied to a limited number of image frames at a time. Specifically, the model constrains the motion, over a local frame subsequence, to be a superposition of precession and translation. Thus, the instantaneous rotation axis of the object is allowed to change through the subsequence. The trajectory of the rotation center is approximated by a vector polynomial. The parameters of the model evolve in time so that they can adapt to long term changes in motion characteristics.
I. INTRODUCTION DERCEPTION of three-dimensional motion from im-1 ages is an integral part of vision. It involves estimation of the nature and parameters of 3-D motion, and as a result, prediction of future positions of moving objects. Human vision is adept at using image sequences to understand and predict motion [25] . For example, after a football is kicked off, people can judge whether the football will pass through uprights long before it actually reaches there. In computer vision, cameras must be continuously reoriented to track a moving object for autonoManuscript received March 31, 1986 ; revised December 15, 1986 mous image acquisition. The motion of a robot arm or a vehicle may have to be estimated and predicted to plan safe motion trajectories. Retrieval and repair of satellites in space requires that the spacecraft rendezvous with the target, which in turn, requires that the spin and the tumbling motion of the target be detected and estimated first. An understanding of the 3-D motion makes it possible to make predictions about future locations and configurations of the moving objects. Such prediction capability allows planning of manipulatory actions on moving objects, e.g., capturing a spacecraft. We try to characterize quantitatively general 3-D motion from image sequences. The generality of the problem refers to the lack of knowledge about the structure of the objects undergoing motion as well as the type of motion they are undergoing. For example, it may not even be known if the objects are translating, rotating, or precessing, much less the motion parameters. Under special restrictions, the problem may be easier to solve although the solution may be of restricted use. Restrictions on both allowed motion as well as object structure have been used to simplify the problem, often making the solution inapplicable to real images. Broida and Chellappa [4] discuss the inference of 2-D motion from 1-D image sequences under the assumption that the object undergoes constant translation and rotational 2-D motion and the structure of the object (the 3-D coordinates of the object points in the object-centered coordinate frame) is known. Yasumoto and Medioni [28] also assume the motion to be constant through the sequence and estimate, through a search in the solution space, the parameters of the assumed constant motion from image sequence. In the field of astrodynamics, the dynamic information about the object is required to be known. For instance, the principal moments of inertia and the structures of objects are required [8] , [16] . Because the Lagrange equations of rigid body motion are nonlinear [12] , [20] , numerical methods are necessary to solve the dynamics problems [8] , [16] .
Our goal is to understand the motion with as little a priori knowledge as possible. The motion of an object is determined by underlying dynamics. By the analysis of the image sequence under a general dynamic model, the understanding and description of the motion can be derived. Furthermore, based on the motion parameter derived, we can make extrapolations and interpolations 0162-8828/87/0500-0370$01.00 c 1987 IEEE through image sequences to predict and recover part of the motion. Clearly, we do not in general know the forces acting on the object and the object structural response to the forces which would otherwise enable us to derive object's 3-D motion from the principles of dynamics. However, it is essential to impose a constraint on the object motion to make the inverse problem of 3-D inference solvable.
In general, the moving objects exhibit a smooth motion, i.e., the motion parameters between consecutive image pairs are correlated. From this assumption and given a sequence of images of a moving rigid object, we determine what kind of local motion the object is undergoing. A locally constant angular momentum model, or LCAM model for short, is introduced. The model assumes short term conservation of angular momentum and a polynomial curve as the trajectory of rotation center. This constraint is the precise statement of what we mean by smoothness of motion. However, we allow the angular momentum, and hence, the motion characteristics of the object to change or evolve over long term. Thus, we do not constrain the object motion by some global model of allowed dynamics.
As a result of the analysis presented in this paper, some of the questions that we can answer are: whether there is precession or tumbling; what the precession is if it exists; how the rotation center of the object (which may be an invisible point!) moves in space; what the future motion would probably be; where a particular object point would be located in image frames or in 3-D at the next several time instants; where the object would be if it is missing from a image subsequence, and what the motion before the given sequence could be.
As a consequence of being able to predict future locations of feature points, only a neighborhood of the predicted position may need to be searched to obtain matching points in successive images.
The imposition of local smoothness of motion constraint helps to combat the errors due to noise. One way to combat the effect of such noise would be to use a large number of feature points in the images. However, a large number of feature points is not desirable, especially in the case where very few feature points can be extracted from the objects. The use of image sequences containing a large number of frames is a better way to combat the effect of noise.
Our approach is based on the two-view motion analysis of image sequences consisting of either monocular images, or binocular image pairs. ,The two-view motion estimation problem is as follows. Given images of a moving object taken at two different time instants, the problem is to estimate the 3-D position transformation of the object between the two time instants. The rotation and translation components of such transformation are referred to as two-view rotation and two-view translation, respectively. Generally, they do not represent actual continuous motion undergone by the object between the two time instants. The physical location of the rotation axis is not determined by such two-view position transformation. Twoview motion estimation has been discussed extensively in the literature. Many researchers [10] , [19] , [22] , [23] , [24] , [31] have used point correspondences between two image frames to solve this problem. Linear algorithms for two-view motion analysis from point correspondences have been developed by Longuet-Higgins [19] , and Tsai and Huang [24] . Line correspondences can also be used to solve the problem (Yen and Huang [29] ). An alternative approach is to compute the optical flow field and then estimate motion parameters from optical flow [1] , [26] , [27] , [30] . Zhuang and Haralick [30] give a linear algorithm for such estimation using optical flow. All these motion estimation techniques use monocular images, taken by a monocular sensor such as a single video camera. With such an arrangement the 3-D translation and the range of the object can be determined up to a scale factor. If binocular images are used, we can determine the absolute translation velocities and the ranges of object points. An algorithm to find the rotation and translation given 3-D correspondences has been discussed in Huang and Blostein [15] . Shuster [21] , Faugeras and Herbert [11] propose the algorithm to find the least-squares solution of the motion parameters from 3-D coodinates in the presence of noise.
The problems of matching feature points in 2-D and 3-D have been discussed by several researchers. For monocular vision, Dreschler and Nagel [9] propose feature tracking from monocular image sequences. In binocular vision, the matching process may involve two steps. One is matching between two images taken at the same time instant (i.e., stereo matching) to derive 3-D coordinates of the features (e.g., Grimson [13] , Hoff and Ahuja [14] ). The other is matching these 3-D coordinates of features obtained at different time instants (e.g., Lin, Lee and Huang [18] , Chen and Huang [7] ). (Alternatively, the 3-D coordinates of the features may be obtained directly using range finders.)
The approach presented in this paper can use either feature points or optical flow to solve two-view motion parameters. We use feature points in the discussion here. We assume that there is a single rigid object in motion, the correspondences of points between images are given, and the motion does not exhibit any discontinuities such as those caused by collisions.
In Section II we first present the LCAM model based on dynamics. Then the solutions of the model parameters are discussed and the relationship between continuous motion and discrete two-view motion is described. The approach to estimating these parameters in the presence of noise is discussed in Section III. Section III also deals with the local understanding, prediction, and recovering of the motion. Some particular properties of monocular vision are discussed in Section IV. Section V gives the results of simulations. Section VI presents a summary.
II. THE LCAM MODEL
This section consists of four subsections. Subsection A deals with the general motion of a rigid body in 3-D. Sub-section B is devoted to the motion of the rotation center. The trajectory of the rotation center is approximated by a vector polynomial as a function of time. Subsection C discusses the solution of the coefficient equations. The relationship between the continuous precession of the LCAM model and the discrete two-view motion is investigated in Subsection D.
A. Motion of a Rigid Body in 3-D All external forces acting on a body can be reduced to a total force F acting on a suitable point Q, and a total applied torquer N about Q. For a body moving freely in space, the center of mass is to be taken as the point Q. If the body is constrained to rotate about a fixed point, then that point is to be taken as the point Q. That point may move with the supports. Letting in be the mass of the body, the motion of the center of mass is given by Id F=d (mV).
(1) dt Let L be the angular momentum of the body. The torque N and the angular momentum L satisfy [12] , [20] :
The rotation is about the point Q, which will be referred to as the rotation center. In the remainder of this subsection, we concentrate on the rotation part of the motion. The motion of the rotation center Q will be discussed in the next subsection.
In Fig. 1, where the body is fixed on the rolling cone, the axis of symmetry coincides with that of rolling conie, and the center of mass or the fixed point Q of the body coincides with the apices of the cones. Then, the motion of the rolling cone is the same as the motion of the body. Let w/ be the angular velocity at which the rolling cone rotates about 1, w be the angular velocity at which the rolling cone rotates about its own axis of symmetry in.
Then the instantaneous angular velocity X is the vector sum of w1 and wo1 as shown in Fig. 1 (5) we get Qi = bI + cb2i +c2b3i2 + + Ck-biik--1 (6) Letting a-= c j-Ibj, j = 1, 2, , we get Qi = a, + a2i + a3i2 +* + aki k-.
Equation (7) is the model for the motion of rotation cen- ter. The basic assumption we made is that the trajectory can be approximated by a polynomial. If the motion is smooth and the time interval covered by the model is relatively short, (7) is a good approximation of the trajectory.
Together with the precession model presented in the previous subsection, we have the complete LCAM model. Therefore, the model is characterized by locally constant angular momentum, i.e., the angular momentum of the moving object can be treated as constant over short time intervals. Though we derive this model from the assumption of constant angular momentum and object symmetry, the condition leading to such motion is not unique. In other words, the motion model we derived applies to any moving objects whose rotation can be locally modeled by such motion: the rotation about a fixed-on-body axis that rotates about a spatially fixed axis, and whose translation can be locally modeled by a vector polynomial.
Our goal here is to understand 3-D motion of an object over an extended time period using the two-view motion analysis of images taken at consecutive time instants. Thus we would first estimate the two-view motion parameters of the moving object.
The image sequence can be either monocular or binocular. In the binocular case, at each time instant we take a pair of images using two cameras in certain configuration. From one such image pair, we can find the 3-D coordinates of a point assuming its location in the two images are known. The 3-D coordinates of an object point at two time instants define a point correspondence. At least three point correspondences are needed to uniquely determine the relative displacement of a rigid body between these two time instants. The displacement can be represented by a rotation about an axis located at the origin of a world coordinate system, and a translation [2] . We will refer to this displacement as two-view motion. In the monocular case, only one camera is used. At each time instant, one image is taken which is a perspective projection of the object at that time instant. The image coordinates of an object point at two time instants define a point correspondence in the monocular case. At least eight point correspondence are needed to uniquely determine the rotation and the translation direction of the two-view motion using linear algorithms [24] , [31] . The magnitude of translation vector can not be determined generally from monocular images. More point correspondences are needed to improve accuracy in the presence of noise.
Let the column vector P0 be the 3-D coordinates of any object point at time to. P1 be that of the same point at time t1, RI be the rotation matrix from time to to tl, and T1 be the corresponding translation vector. Then, P0 and PI are related by PI = R1PO + T1 (8) where RI represents a rotation about an axis through the origin.
Given a set of point correspondences, RI and T1 can be determined by two-view motion analysis. In the case of monocular vision, the translation vector can only be determined up to a positive scale factor, i.e., only the direction of T, T = TI || T ||, can be determined from the perspective projection.
In (8) 
Compared to (8) , (9) Fig. 2 , which is very unnatural. In Fig. 2 the real trajectory of the center of the body is the dashed line. However, neither the rotation nor the translation components show this trajectory. As we discussed in Section II-A, the center of mass of a body in free motion satisfies Newton's equation of motion of a particle (1) . Rotation is about the center of mass (or fixed point if it exists). So motion should be expressed in two parts, the motion of the rotation center (the center of mass or the fixed point), and the rotation about the rotation center.
Let Qi be the position vector of the rotation center at time ti, Ri be the rotation matrix from ti l to ti, and Ti be the translation vector from ti l to ti. From (8) we have Q = RQo + T (10) or -RI Qo + Q1 = T1.
Similarly we get equations for the motion from ti-1 to ti, Vector equations (13) [di ]fx k. We have dite= it-hIec -(ie-t )jeu Ri. We can rewrite the coefficient equations (13) (14) D and T are determined by two-view motion analysis. The problem here is to find A, the coefficients of the polynomial in (7).
C. Solutions of Coefficient Equation
Letf = k in (13) ; then, the matrix D is a square matrix. We wish to know whether the linear equations (14) Equations (12) give the relationship among the locations of the rotation center, the two-view rotation matrices, and the two-view translation vectors. Substituting (7) into (12) 
Define number uij: 
In the case of rotation without precession, (18) implies So is singular. From (19) , the left-hand side of (20) is orthogonal to w. However if the real trajectory of the rotation center is not exactly a jth degree polynomial with j < k -1 in (7), the right-hand side of (20) can be any vector, which may not be orthogonal to w. This means that no solution exists for (20) . If the real trajectory is a jth degree polynomial with j c k -1, then (20) has a solution by our derivation of (20) . Since (7) is usually only an approximation of the real trajectory, a leastsquares solution of (20) can serve our purpose. Let al, be a least-squares solution of (20) (7) can be used to approximate the trajectory of any object points.
Thus the solutions of the coefficient equations can be summarized as follows.
1) In the case of rotation with precession, the solution of the coefficient equations is generally unique. The trajectory of the rotation center is described by (7).
2) In the case of rotation without precession, the general solution of a, gives the two-view rotation axis of the first two-view motion. All other coefficients a2, a3, . .. , ak are generally determined uniquely by Theorem 1. So the two-view rotation axes of all two-view motions are determined by (7) . Because no precession exists, any point on the rotation axis can be considered as the rotation center. This is the meaning of the general solution a1. Once a particular point on the rotation axis is chosen as the rotation center, its trajectory is described by (7) . Fig.  3 shows the possible "parallel" trajectories of the rotation center depending on which point on the axis is chosen as the rotation center.
3) In the case of pure translation without rotation, a2, a3, * * *, ak can still be determined by coefficient equations. However a, cannot be determined by coefficient equations. a1 can be chosen to be the position of any object point at time to. Then (7) describes the trajectory of this point.
In the presence of noise, both a large number of point correspondences and a large number of image frames provide overdetermination. The algorithms in [21] and [11] can be used for the least-squares estimation of two-view motion parameters. To use overdetermination based on a large number of frames, we left f > k in the coefficient equations (13) . In fact, the coefficient matrix So is essentially a high order deference. This is shown in Lemma 1 of Appendix 1. So tends to be ill-conditioned when k gets large. This meansf > k is more important when k is large. Iff > k, (14) can be solved by a least squares method. We find a solution A such that ||DA -TI = min. II 12 
D. Continuous Precession and Discrete Two-View Motion
The LCAM model we discussed is based on continuous precessional motion. We must find the relationship between continuous precession and two-view motion, before we can estimate the precession parameters of our model based on discrete two-view motions.
As we discussed in Section Il-A, a precession can be considered as the motion of a rolling cone which rolls without slipping upon a fixed cone. The angular frequency at which the symmetrical axis of the rolling cone rotates about the fixed cone is constant. (21) In the case of motion with precession, all the columns of D are generally independent. The least-squares solution is A = (DtD) 1 DT. (22) In the case of motion without precession, the column vectors of D are linearly dependent. This can be shown by letting a, in (13) be a nonzero vector parallel to the two-view rotation axes. Then the first three columns of D linearly combined by a1 is zero vector. To get this leastsquares solution of the coefficient equations (13), the largest set of independent columns of D should be found or tolerance-based column pivoting should be made [17] . The precession consists of two rotational components. One is the rotation of the rolling cone about its own symmetrical axis. The other is the rotation of the rolling cone about the fixed cone. From Fig. 4 it can be readily seen that the relative position of the rolling cone and the fixed cone is uniquely determined if the touching points of the two cones are determined. Or alternatively, starting from the previous position, the new position of the rolling cone is determined if the two angles k and 0 are determined. So no matter how we order these two rotational components, the final positions are identical as long as the angle 0 and 0 are kept unchanged. We can first rotate the rolling cone about its axis m and then rotate the rolling cone about the axis of the fixed cone, 1, or vice versa.
We hope to find the equivalent two-view rotation axis of this continuous motion between two frames at time t1 and time t2, respectively, in Fig. 4 . If we can find two fixed points which stay in the same positions before and after the motion, then the two-view rotation axis must go through these points. One trivial fixed point is the apex Q of the cones. Another fixed point can be founded as follows. In Fig. 5 let the midpoint of arc AB touch the rolling cone (at time (t1 + t2)/2). Extend line OB so that it intersects the plane containing Q, O', and B' at a point P1. Extend line OA so that it intersects the plane containing Q, O', and A' at a point P2. Draw a circle centered at O and passing through P1 and P2. Then the midpoint P of arc P1P2 is a fixed point. This can be seen by noting that the rolling cone can also reach its position at next time instant t2 in an alternative manner as follows. First, rotate the rolling cone (slipping along the fixed cone) about 1 by angle 4 / 2, thus rotating P to its new position at P1, and axis m reaches the position shown in Fig. 5 . Then rotate the rolling cone (slipping on the fixed cone) about its own axis m by angle 0. Point P now reaches position P2. Finally, rotate the rolling cone (slipping along the fixed cone) about 1 again by angle 4 / 2, taking the rolling cone to the position at time instant t2. This takes the point P back to its starting position. So the two-view rotation axis n found by two-view motion analysis from two image frames, goes through Q and P. Notice that the angular frequency, at which the symmetrical axis of the rolling cone rotates about the fixed cone is constant. From the way of finding P, it is clear that the two-view rotation axis allel to the symmetrical axis of the fixed cone, define the precession angular frequency 4 to be the angular frequency at which the symmetrical axis of rolling cone rotates about the precession axis, define the ith body vector mi to be a unit vector parallel to the symmetrical axis of the rolling cone at time ti, and define the body rotation angular frequency 0 to be the angular frequency at which the rolling cone rotates about its symmetrical axis (see Fig. 6 ).
From image sequences we find estimates of two-view motion parameters. They are the ith two-view rotation axis vector ni, a unit vector parallel to the two-view rotation axis between time instants ti-1, and ti; the corresponding ith two-view rotation angle {i and ith two-view translation vector Ti. Fig. 6 shows the precession parameters of continuous motion and discrete two-view motion. Lnznx( -cos 0) -n sin 0 nzny(I -cos 0) + n, sin 0 (n2-1)(1 -cos 0) + 1_ also rotates about 1 by a constant angle between consecutive frames. So we have the following theorem.
Theorem 3: For a body undergoing the precessional motion of the LCAM model, the two-view rotation axis between constant time intervals changes by rotating about the precession vector by a constant angle.
Without loss of generality, we assume the time intervals between consecutive image frames are of unit length.
We define the precession vector to be a unit vector 1 par- reached in the following way: First, the rolling cone rotates about its body vector mi-1 by angle 0. Then, the rolling cone rotates about the precession vector l by angle 0. The two-view motion combines these two motions into one, which is the rotation about the two-view rotation axis vector ni by angle Qi. We get (25) . Similarly, if we change the order of these two rotational components we get (26) . From Theorem 3, the two-view rotation axis rotates about the precession vector. So the precession vector l is perpendicular to ni -ni 1 and ni 1 -ni-2. The sign of l is arbitrary. So l can be determined by _ n_ n ) n -I-ni__2) (ni -ni-I) x (n'_. -n-2) (27) The precession angular frequency 0 can be determined by finding the angle by which ni 1rotates about I to reach ni. The projections of ni-1 and ni onto a plane that is perpendicular to l are ni -(ni -l * I ) l and ni-(ni * 1 ) 1, respectively. The angle between these two projections gives the absolute value of /: cos--(I1i(n l)) (n *(n 1)l) (28) The sign of 0 is the same as the sign (ni-I x ni) * I (29) After l and 0 are found by (27) , (28) , and (29), R(l, 4) can be calculated by (24) . R (mi -6, 0) and R (mi, 0) can be determined by (25) and (26): R(mi 1, 0) = R 1(1, 1) R(ni, Ai) (30) R(mi, 0) = R(ni, t i ) R-1(1, /).
(31)
We can determine mi 1, mi and 0 by (30) and (31), because n and 0 can be determined from R (n, 0) [ (33) So, we get the following.
Theorem 5: The precession vector, precession angular frequency, body axes, and body rotation angular frequency which define the precession part of the LCAM model can all be determined from three consecutive twoview motions, or four consecutive image frames.
In addition to these basic parameters which uniquely determine the motion of the model, some other parameters can also be determined from these basic parameters.
For example, the generating angles oa and e of the fixed cone and the rolling cone, respectively, in Fig. 4 can also be determined from 1, X, mi, 6 , and (23). The number of frames covered by a LCAM model can be made adaptive to the current motion. The number can be changed continuously to cover as many frames as possible so long as the constant angular momentum assumption is approximately true during the time period to be covered. The value of the number of frames chosen can be based on the accuracy with which the model describes the current set of consecutive frames. The residuals of least-squares solutions and the variances of the model pa-rameter samples indicate the accuracy. The noise level also affects the residuals and the variances of parameter samples. However, the noise level is relatively constant or can be measured. The resolution of the cameras and the viewing angle covering the object generally determined the noise level. The noise can be smoothed by determining the best time intervals and the number of frames covered by the model, according to the current motion. Because the LCAM model is relatively general, the time interval a LCAM model can cover is expected to be relatively long in most cases.
The following part deals with the estimation of model parameters using overdetermination. After finding twoview rotation axis vectors nl, n2, * , nf, precession vector 1 should be orthogonal to n2 -nl, n3 -n2, * * *, nf -nfl l* However, because of noise, this may not be true. [3] .)
Let the precession angular frequency determined from (28) and (29) The variances of samples in the summations of (37), (38), and (39) as well as the residuals in (35) and (14) indicate the accuracy of the model for the current set of frames. They also depend on the noise level.
If the object was occluded in parts of image sequences, the positions and orientations of the object as well as the locations of the feature points on the object can be recovered by an interpolation similar to the prediction procedure discussed above. For the motion of the rotation center, occlusion just means that some rows in the coefficient equations are missing. The solution can still be found if we have enough rows. For the precession part of the motion, the interpolation can be made in a way similar to prediction or extrapolation. When making interpolation we use both the "history" and the "future" of the missing part. For prediction, only the "history" is available. Furthermore, we can also extrapolate backwards to find "history", i.e., to recall what has not been seen before. The essential assumption is that the motion is smooth. 
Similarly, we can determine P2, P3, * , successively. One point should be mentioned here. In the binocular case the set of corresponding points may be different from different consecutive image frame pairs. This means that some points used in point correspondences in some images are allowed to be invisible in other images. The same is still true for the monocular case. In the above discussion we implicitly assume the point P is visible through all the image frames. However, it is not necessary.
For example, assume P is not visible in frame F2 and another point Q is visible in Fo, Fl, F2. Q can be used to convey the constant c further when P is invisible. Letting Q replace P in (46) and using (51) Equation (55) is a set of three linear equations for these unknowns. The solutions of (55), with w, and w0 as unknowns and c as a parameter, are proportional to the parameter c, i.e., we can find wl such that wv = c1i1. Then, letting Q1 = i1 [u1/wl, y, /wl, 1 ], we have Q, = cQ,.
As for determining T2 |, Q, here can take the role of PI using the following equation similar to (51): In summary, the c-scaled version of the translation vector can be determined from the c-scaled version of the 3-D position vector of a point at the time before two-view motion; the c-scaled version of the 3-D position vector of every 3-D point (used in the point correspondences) before and after the two-view motion can be determined from the c-scaled version of the translation vector. So, we choose the depth of any point at time to as the unknown scalar c. All the 3-D points and the translation vectors are then determined up to that single constant c. It is easy to see from the above discussion that as long as every three consecutive frames have at least one common visible point, all the 3-D coordinates of the points used to estimate the motion parameters as well as the translation vectors can be determined up to a global scale factor c.
V. SIMULATIONS
Two simulation experiments to test the analysis were performed on a VAX 11/780. In the first case the image data were computer generated. In the second case, binocular image sequences of a model airplane undergoing a smooth motion were recorded using video cameras.
In the first experiment, a sequence of 3-D coordinates of points on a moving cube were generated by a program. The motion of the rotation center is characterized by the coefficient vectors ai in (7) . By Theorem 3, the rotation of the body is about the two-view rotation axis n by angle 0 between consecutive frames. The two-view rotation axis rotates about a fixed precession vector / by angle 0. The object is assumed to be a transparent cube of side length 10 cm. Simulated cameras are 100 cm away from the object. The viewing lines from the two cameras to the object form an angle of 45°. The feature points used for point correspondences are the vertices of the cube. As the object is undergoing motion, these points generate a sequence of 3-D coordinates. These 3-D coordinates are digitized by simulated cameras of resolution from 64 by 64 up to 512 by 512. The cube covered about one fourth of the area of the whole image. So, the actual image resolution is reduced by a factor of 2, i.e., if the image resolution is denoted as 64 by 64 in the following figures, actually about 32 by 32 resolution is used.
The errors in the image coordinates of the feature points arise from several sources such as digitization noise, corner detector errors and lens distortion errors, etc. In a well calibrated data acquisition system, lens distortion is well compensated and so could be ignored. The corner detector errors can be approximated as digitization noise. For example, an error range of plus or minus one pixel in the corner detector could be approximated by the reducing the image resolution by a factor of two. The resolution of 64 by 64 approximates the case of a 512 by 512 image with the additional corner detector error of range +4 pixels. For the simulations, the object covers only about one fourth of the images. So, if the object covered the whole image, the errors shown in the simulation data should correspond to images at half the resolutions.
So in the simulation the noise is represented by the choice of image resolution, i.e., noise is due to the spatial quantization of the image plane. An increase in noise can be represented by a decrease in image resolution. Because of digitization errors, the set of points ceases to satisfy the rigid body constraint. Therefore, to find the best twoview motion parameters, a least-squares solution is obtained [21] , [11] .
In the experiments presented, the following motion pa- Fig. 8 . Fig. 9 shows the mean relative prediction errors at time t5 versus image resolution for diffferent numbers of point correspondences. image resolution for different number of two-view motions covered. Fig. 1 gives the mean relative prediction errors versus the number of two-view motions covered for different numbers of point coffespondences.
The data for the second experiments were taken from a model airplane. The VI. SUMMARY
We have described an approach to modeling and estimating general 3-D motion of an object from image sequences. The dynamics of the moving object is modeled by two components. First, the rotation of the object is assumed to be a precession which can be modeled by such motion: the rotation about a fixed-on-body axis that rotates about a spatially fixed axis. One of the conditions of object dynamics leading to such motion is that the object under motion is symmetric and its angular momentum is constant. Second, the object is assumed to undergo a smooth translational motion. In particular, we assume that the location of the rotation center of the object can be represented by a vector polynomial in time. The motion of any points on the object can be expressed by the superposition of these two components. The problem of modeling motion then amounts to estimating the parameters of precession with respect to the rotation center, and the parameters of translation of the rotation center. This estimation can be performed from either point correspondences or optical flow over a sequence of image frames. We discuss the former. Using the technique of two-view motion analysis, estimates of two-view rotational and translational parameters can be derived. To reduce the sensitivity to noise, least-squares estimates are obtained from multiple features in two-view motion analysis. Based on the parameters of two-view motion, the parameters of LCAM model are estimated so as to understand the local motion and predict the future motion. Again, the leastsquares method is used for model parameter estimation from multiple image frames to combat noise.
We have presented a linear algorithm that implements our approach. The experiments have been performed on image sequences obtained from simulated as well as actual moving objects. To test the accuracy of the model, the predictions of the locations of object points were obtained and the errors between the predicted and actual locations were measured. The errors of estimated model parameters have been presented for different numbers of image frames. The prediction errors have been shown for different image resolutions, different numbers of object points, different numbers of image frames covered, and different numbers of frames predicted.
Recently, Broida and Chellappa [5] , [6] have proposed a framework to deal with more general 3-D motion than their early work [4] . One of the major differences between our work and their work is that our model is based on dynamics but those in [4] [5] [6] are not. It is assumed in [4] , [6] that the complete geometrical structure of the object is known. For the cases where angular velocity varies with time (this is the case in our formulations and experiments) Broida and Chellappa [6] proposed numerical in- tegration but neither specific algorithms nor experiments were given. The approach presented in our paper assumes a general precessional motion. The relatively weak assumption of a symmetrical object is a sufficient (but not necessary) condition for such a precessional motion. The symmetry assumption can be dropped as long as the motion can be modeled in the short term by the precessional motion discussed. We now prove the rest of the equations. Let 2 < i c k -1. Consider the first i equations in (13) . Moving the terms of ai + 1, * * * , ak to the right side, we get a set of i equations similar to (13) 
