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ABSTRACT
During the past decades, heterogenous catalyzed conversion of biomass to 
hydrocarbons with similar or identical properties to conventional fossil fuels has gained 
significantly academic and industrial interest. However, the conventional heterogeneous 
catalysts such as sulfided NiMo/Al2O3 and CoMo/Al2O3 used have various drawbacks, 
such as short catalyst lifetime and high sulfur content of product. To overcome the 
limitations of the conventional sulfided catalysts, new catalysts must be developed, which 
requires a better understanding of the reaction mechanism of the biomass conversion. 
Based on density functional theory, in this thesis, we reported a computational calculation 
study of the reaction mechanism of the hydrodeoxygenation of propionic acid (our choice 
of model biomass molecules). For most of the times, however, biomass conversion is a 
very complicated process which usually have a very large reaction network, and 
thousands of intermediates and reaction steps are involved. Therefore, to theoretically 
identify the energy of those species by computational calculations is not realistic. We 
therefore also reported the potential of a combination of computational calculations and 
machine learning method to address the large reaction network of biomass conversion. 
Based on first principles calculations, a full microkinetic model have been 
developed for the vapor and liquid phase hydrodeoxygenation of propionic acid over a Pt 
(111) surface. Calculations suggest that decarboxylation does not occur at an appreciable 
rate. In the vapor phase, decarbonylation products, propionaldehyde and propanol are all 
vii 
produced at similar rates. However, in both liquid water and 1,4-dioxane, propanol and 
propionaldehyde are favored over decarbonylation products. While a condensed phase 
can shift the reaction rate and selectivity significantly, the dominant pathways towards 
the various products are hardly affected. Only for propionaldehyde production do we 
observe a shift in mechanism. A similar study was also conducted on the vapor and liquid 
phase hydrodeoxygenation of propionic acid on Rh (111) surface. Calculations suggest 
that both decarboxylation and decarbonylation do not occur at an appreciable rate in all 
reaction environments. Propanol and propionaldehyde are the main products and 
produced at similar rates in both vapor and liquid phases. Although a condensed phase 
can shift the reaction rate, the dominant pathways and selectivity towards the various 
products are hardly affected. 
In a combination of density functional theory calculations and machine learning 
method, we proposed a retraining cycle to predict the reaction mechanism of the 
hydrodeoxygenation of propionic acid on transition metal surfaces and the catalyst 
activity. With proper metal descriptors and species descriptors being used, our model 
predicts almost the same rate controlling species and reaction rates as that from models 
based on DFT calculations. We conclude that the approach we proposed can be readily 
used to address the complicated biomass conversion chemistry at a DFT accuracy without 
the need to do full DFT calculations for the large reaction network involved. 
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During the past decades, many efforts have been devoted to renewable energy 
resources, such as wind, solar, geothermal, hydropower and biomass. Among them, 
biomass is the only renewable carbon source and thus one of the most promising 
alternative energy sources for liquid fuel and chemical production. But biomass have 
their own disadvantages, such as high viscosity, poor oxidation stability, low energy 
density, and high cloud point temperature. Therefore, conversion of biomass to 
hydrocarbons with similar or identical properties to conventional fossil fuels, known as 
“green diesel”, is of significant academic and industrial interest. In recent years, 
hydrodeoxygenation (HDO), a process to convert triglycerides or fatty esters/acids 
obtained from lipid-rich biomass feedstock into liquid hydrocarbon fuels, has gained 
attention. However, the conventional heterogeneous catalysts used for the HDO process 
such as sulfided NiMo/Al2O3 and CoMo/Al2O3 have various drawbacks. For instance, 
short catalyst lifetime and high sulfur content in the final product have been found. To 
overcome the limitations of using conventional sulfided catalysts in biomass processing, 
new catalysts must be developed, which requires a better understanding of the HDO 
mechanism of triglycerides and organic esters/ acids on metal catalysts. The objective of 
my research is to understand the reaction mechanisms from an atomic level via density 
functional theory (DFT) calculations aiming to help design novel catalyst for biomass 
conversion. 
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This dissertation has been written in a manuscript style format which means that 
each chapter in this dissertation is an independent scientific publication. In chapter 2, 
based on microkinetic modeling and density functional theory calculations, we 
systematically investigated the hydrodeoxygenation of propionic acid on Pt (111) surface 
under both vapor and liquid phases. This article has recently (January 2020) been 
published as fully scientific article in Journal of Catalysis. In this work, both the 
dominant reaction pathways and the key rate controlling species has been identified for 
the hydrodeoxygenation of propionic acid on Pt (111) surface under both vapor and 
liquid phases. In all reaction environments, decarboxylation is not favored. In the gas 
phase, both decarbonylation products and propanol and propionaldehyde can be 
produced. However, propanol and propionaldehyde production is favored over 
decarbonylation products in liquid phase. Under both vapor and liquid phase conditions, 
the dominant pathway for decarbonylation is the direct path which starts with 
dehydroxylation of adsorbed propionic acid, followed by α-carbon dehydrogenation and 
then either direct decarbonylation or further dehydrogenation prior to decarbonylation. 
Propanol and propionaldehyde production also favor a direct formation pathway which 
starts with direct dehydroxylation and hydrogenation of the carbonyl group. Only the 
propionaldehyde production mechanism changes in liquid phase. Here, the propanol 
production is significantly favored such that propionaldehyde is primarily produced from 
dehydrogenated surface alcohol species. In liquid 1,4-dioxane and at 473 K, the 
conversion rate of propionic acid is predicted to increase by one order of magnitude. 
Higher temperatures further increase the solvent acceleration on the turnover frequency. 
In liquid water and at 473 K, the propionic acid consumption rate is not significantly 
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increased, primarily because of strong adsorption of propionic acid which leads to the 
surface being partially blocked by propionic acid. With increasing temperature, however, 
the TOF is dramatically increased in liquid water and becomes even larger than that in 
liquid 1,4-dioxane as the surface is much less covered by propionic acid at these 
temperatures. The rate of the reaction is solely controlled by the dehydroxylation of 
adsorbed propionic acid under both vapor and liquid phase conditions. The rate of the 
decarbonylation mechanism is barely affected by the solvents and the increase in 
propionic acid conversion due to the presence of a solvent primarily originates from an 
increase in the rate of propanol and propionaldehyde production. Thus, solvents can be 
designed to manipulate the selectivity of the HDO of organic acids. 
In chapter 3 (second publication), based on the similar method we used in chapter 
2, we systematically investigated the hydrodeoxygenation of propionic acid on Rh (111) 
surface under both vapor and liquid phases. In all reaction environments, both 
decarbonylation and decarboxylation are not favored demonstrating that Rh (111) surface 
may not be the active site for DCN and DCX reaction. Propanol and propionaldehyde 
production dominantly occur during the HDO of propionic acid on Rh (111) surface, and 
the dominant pathways for propanol and propionaldehyde production favor a direct 
formation pathway which starts with direct dehydroxylation and followed by the 
hydrogenation of the carbonyl group. The dominant pathways of the reaction remain 
unchanged in the liquid phase while the rate of the reaction was slightly increased by the 
solvent. Larger Rh cavity radius used in the liquid phase calculations further increase the 
solvent acceleration on the turnover frequency. Generally, the promotion effect of water 
is much stronger than 1,4-dioxane on the rate of the reaction. The rate of the reaction is 
4 
solely controlled by the dehydroxylation of adsorbed propionic acid under both vapor and 
liquid phase conditions. The selectivity of the main products (propanol and 
propionaldehyde) is almost the same in all reaction environments. Thus, solvents (at least 
water and 1,4-dioxane) cannot be designed to manipulate the selectivity of the HDO of 
organic acids over Rh (111) surface. 
In chapter 4 (third publication), in a combination of density functional theory 
calculations and machine learning method, we proposed a retraining cycle to predict the 
rate of the reactions without the need to fully calculated the energies of all the reaction 
intermediates at a DFT level of accuracy. After several cycles, the key species that 
control the reaction rate has been accurately identified and recalculated at a DFT 
accuracy. With the key species included in the model, we predicted a reaction rate that 
agrees very well with the value from the models that based on pure DFT calculations. 
In chapter 5, we made our conclusion on the work of this dissertations. 
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CHAPTER 2 
UNRAVELING THE MECHANISM OF THE 
HYDRODEOXYGENATION OF PROPIONIC ACID OVER A PT (111) 
SURFACE IN VAPOR AND LIQUID PHASES1 
                                                           
1 W. Yang, R.V. Solomon, J. Lu, O. Mamun, J.Q. Bond and A. Heyden. Journal of 
Catalysis, 2020, 381, 547-560. 





Microkinetic models based on first principles calculations have been developed 
for the vapor and liquid phase hydrodeoxygenation of propionic acid over a Pt (111) 
surface. Calculations suggest that decarboxylation does not occur at an appreciable rate. 
In the vapor phase, decarbonylation products, propionaldehyde and propanol are all 
produced at similar rates. However, in both liquid water and 1,4-dioxane, propanol and 
propionaldehyde are favored over decarbonylation products. While a condensed phase 
can shift the reaction rate and selectivity significantly, the dominant pathways towards 
the various products are hardly affected. Only for propionaldehyde production do we 
observe a shift in mechanism. At 473 K, the propionic acid conversion rate is increased 
by one order of magnitude in liquid 1,4-dioxane relative to the gas phase. In liquid water, 
the conversion rate is similar to the vapor phase since adsorbed propionic acid blocks a 
large fraction of the surface sites. 
Keywords: Propionic acid, Hydrodeoxygenation mechanism, Propanol, 
Propionaldehyde, Microkinetic modeling, Solvent effect, Lateral interaction 
2.2 Introduction 
During the past decades, increasing consumption of fossil fuels has caused 
growing environmental and climate concerns. As a result, many efforts have been 
devoted to renewable energy resources, such as wind, solar, geothermal, hydropower and 
biomass. Among them, biomass is the only renewable carbon source and thus one of the 
most promising alternative energy sources for liquid fuel and chemical production1, 2. 
Triglycerides, the main constituent of vegetable oils and animal fats, can be used to 
produce first generation biofuels such as fatty acid methyl and ethyl esters (FAMEs) 
` 
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through a process called transesterification3-5. But FAMEs have their own disadvantages, 
such as high viscosity, poor oxidation stability, low energy density, and high cloud point 
temperature3, 4. Therefore, conversion of triglycerides and their fatty acids to 
hydrocarbons with similar or identical properties to conventional fossil fuels, known as 
“green diesel”, is of significant academic and industrial interest6. In recent years, 
hydrodeoxygenation (HDO), a process to convert triglycerides or fatty esters/acids 
obtained from lipid-rich biomass feedstock into liquid hydrocarbon fuels, has gained 
attention2, 7. However, the conventional heterogeneous catalysts used for the HDO 
process such as sulfided NiMo/Al2O3 and CoMo/Al2O3 have various drawbacks5, 8. For 
instance, short catalyst life times and high sulfur content in the final product have been 
found5, 8. To overcome the limitations of using conventional sulfided catalysts in biomass 
processing, new catalysts must be developed, which requires a better understanding of the 
HDO mechanism of triglycerides and organic esters/ acids on metal catalysts. 
Recently, we have studied the HDO of an organic acid model molecule (propionic 
acid) to C2 hydrocarbons on different Pd and Ru transition metal surfaces based on first-
principle calculations9-14. We found that the HDO of propionic acid is mainly associated 
with two major reaction mechanisms: (1) decarbonylation (DCN) and (2) decarboxylation 
(DCX). For all the metal surfaces investigated in our previous studies, the DCN path is 
favored over the DCX pathway. Besides DCN and DCX pathways, alcohols and 
aldehydes can also be produced during the HDO of propionic acid. For example, Chen et 
al.15 found that Ru/C has a high selectivity to propanol in the HDO of propionic acid at a 
temperatures of around 400 K and high H2 partial pressure (>20 bar). Unfortunately, to 
the best of our knowledge, there is little work reporting the mechanisms of alcohol and 
` 
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aldehyde production in the HDO of propionic acid. In order to gain more insights into the 
mechanisms of the HDO of organic acids (such as propionic acid) on transition metal 
surfaces and to guide the design of metal catalysts, it is necessary to study multiple metal 
surfaces and include as many reaction mechanisms as possible in the reaction network. Pt 
catalysts have long been shown to have a high activity towards HDO reactions16-19. 
Interestingly, production of multiple reaction products appears favorable. For instance, 
Rachmady and Vannice have studied the vapor phase acetic acid hydrogenation over 
supported Pt catalysts and observed various products such as CO, CH4, ethanol, ethane 
and ethyl acetate 19. Similarly, Olcay et al. studied the aqueous-phase hydrogenation of 
acetic acid over transition metal catalysts and observed both ethanol and alkane products 
over Pt catalysts 20. In contrast, Lugo-José et al. studied the vapor phase HDO of 
propanoic acid over Pt catalysts and found essentially 100% selectivity towards DCN and 
DCX products 21. Clearly, the reaction conditions and environment appear to strongly 
affect the product selectivity and thus, Pt metal catalysts are an ideal model system for 
identifying rate and selectivity determining steps for the HDO of propionic acid towards 
DCN, DCX, alcohol and aldehyde production in various reaction environments. 
In regards to solvent effects, a few studies have reported a significant effect of a 
solvent on the reaction mechanism, activity and selectivity of HDO reactions 10, 14, 22, 23. 
For instance, Hoelderich et al. studied the deoxygenation of oleic acid (C18) over Pd/C 
catalyst in liquid water and found that water can change the selectivity towards C17 
hydrocarbons by up to 20% 24. Similarly, Behtash et al. found that in liquid water the rate 
of DCX is increased for the HDO of propionic acid and becomes competitive to the DCN 
over both Pd (111) and Pd (211) surfaces 10, 14.  Due to the increased activity of the Pd 
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surface in liquid water for C-CO2 bond cleavage, activation of the C-C bond by 
dehydrogenation (C-H bond cleavage) prior to C-C bond cleave (a necessary step in the 
vapor phase) was found to be unnecessary in liquid water. Finally, Mamun et al. studied 
the solvent effect on the hydrodeoxygenation of levulinic acid over Ru catalysts and 
observed rate increases of 2-4 orders of magnitude in liquid water relative to 1,4-dioxane 
25. Thus, in this paper, we investigated the HDO mechanisms of propionic acid over Pt 
(111) under both gas and liquid phase conditions. Water and 1,4-dioxane have been 
selected as solvents as they are among the most often used solvents in both the academic 
and industrial communities. We aimed at determining the dominant reaction pathways 
and identifying the rate- and selectivity-controlling steps for the HDO of propionic acid 
under both vapor and liquid phase conditions. The solvent effect on the full microkinetic 
modelling results, such as reaction orders, apparent activation energies and turnover 
frequencies (TOFs) have also been discussed. 
2.3 Method 
2.3.1 Computational Methods.  
All gas phase calculations were carried out using the Vienna Ab Initio Simulation 
Package (VASP)26, 27 based on density functional theory (DFT) with the projector 
augmented wave (PAW) method28. The generalized gradient approximation (GGA) with 
the Perdew and Wang 1991 functional (PW91) was used to treat exchange correlation 
effects29, 30. An energy cutoff of 400 eV is used for all DFT calculations and the energy 
convergence criterion was set to 10-7 eV. All structures were relaxed until the Hellmann-
Feynman force on each atom were smaller than 0.01 eV Å-1. The optimized lattice 
constant of a Pt unit cell (3.976Å) is in good agreement with the reported experimental 
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value of 3.912 Å31 and has been used for the construction of the Pt (111) surface model. 
To simulate the Pt surface, a 3 × 2√3 Pt (111) surface model was constructed with four Pt 
atom layers separated by a 15 Å vacuum gap. The dipole correction was applied to the 
direction perpendicular to the surface. For all surface calculations, the bottom two layers 
were fixed to their bulk positions while the top two layers were fully relaxed in all 
directions. In the vibrational frequency calculations, however, all metal atoms were fixed 
at their optimized positions. The Brillouin zone integration was sampled by 4×4×1 k-
points for the surface using the Monkhorst-Pack scheme32. In order to precisely locate the 
transition states of the elementary reactions, a combination of the climbing image nudged 
elastic band (CI-NEB) method and the dimer method was used33-36. It should be noted 
that frequencies below 100 cm-1 were shifted to 100 cm-1 for the calculation of partition 
functions in order to minimize the errors associated with the harmonic approximation for 
small frequencies12. 
The solvent effect of a liquid is investigated using the implicit solvation model for 
solid surfaces (iSMS) method. Information about the iSMS method has recently been 
published, 23 and a convergence plot of the iSMS method with system size is provided in 
Fig. A.9 in the appendix A. The key point of this model is to include the long-range metal 
interactions through periodic-slab calculations within the framework of DFT calculations 
in the absence of a solvent and to consider the effect of the liquid as a localized 
perturbation that can be described by cluster models embedded in an implicit continuum 
solvent. We define a free energy function for an adsorbed surface intermediate on a 
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  is the free energy of a metal cluster in the liquid built by removing 
selected metal atoms from the periodic slab model and removing the periodic boundary 
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the DFT energy of the same cluster model without the solvent. The COSMO-RS implicit 




  through the COSMOtherm 
program. Thermodynamic properties of the solvents are obtained from the COSMOtherm 
database at the BP/TZVP level of theory. For all the remaining structures, COSMO-RS 
input files have been generated from the COSMO calculations at the same level of 
theory. Given the uncertainty in the solvent parameters for the Pt metal atoms, the solvent 
calculations were repeated with a cavity radius that is ± 10% of the default Pt cavity. In 
this way, we study the sensitivity of our liquid phase results with respect to the most 
important Pt solvent parameter.  
2.3.2 Microkinetic Modeling 
Adsorption free energies of all intermediates, Gads, have been calculated with a 
universal reference based on the following equations: 
Gads = Gslab+intermediate – Gslab – NC × EC– NH × EH– NO × EO                                          (2.2) 
EH = 0.5 × EH2                                                                                                               (2.3) 
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EC = ECH4 – 2 × EH2                                                                                                       (2.4) 
EO = EH2O – EH2                                                                                                             (2.5) 
where Gslab+intermediate is the free energy of the intermediate on the surface slab, Gslab is the 
free energy of the clean surface slab, and ECH4, EH2O, EH2 are the energy of the CH4, H2O 
and H2 molecules, respectively. NC, NH and NO are the number of C, H and O atoms in the 
intermediate. Based on the adsorption free energy defined above, the reaction energy and 
activation energy barrier can be calculated using the following equations:  
ΔG= Σj νij × G,                                                                                                       (2.6) 
ΔGǂ= G,ǂ  - Σ G,                                                                                                      (2.7) 
with ΔG and ΔGǂ  being the reaction free energy and activation free energy of reaction 
step i, respectively. While νij and G,  are the stoichiometry coefficient and adsorption 
free energy of intermediates j in reaction step i, respectively. Finally, G,ǂ  and G,  are 
the adsorption free energy of the transition state and the sum of the adsorption free 
energies of the reactant of reaction step i, respectively. 
For surface reactions, the forward reaction rate constant (kfor) can be calculated 
according to the transition state theory as,  
 ! = #$%& '(
)*ǂ+$,                                                                                                             (2.8) 
where kB is the Boltzmann constant, h is Planck constant, T is the reaction temperature in 
Kelvin, and -ǂ is the zero-point corrected activation barrier for the forward reaction 
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obtained from DFT calculations. For adsorption processes, the reaction rate constant can 
be approximated by collision theory with a sticking coefficient of 1, 
. = /012345#$%                                                                                                        (2.9) 
where N0 is the number of sites per surface area (1.454 × 1019 m-2) and mA 
denotes the molecular weight of adsorbent A. The reverse reaction rate constant (krev) is 
determined from the thermodynamic equilibrium constant K, 
6 = #789#9:;                                                                                                                        (2.10) 
In the presence of solvents, the free energy of reaction and activation barrier were 
calculated as, 
Δ.
,ǂ  = <,ǂ  + GTS(solv) – GIS(solv)                                                                 (2.11) 
Δ.
,=  = <,=  + GFS(solv) – GIS(solv)                                                                 (2.12) 
where GIS(solv), GFS(solv), and GTS(solv) are the solvation free energies of the reactants, 
transition state and products of reaction step i, respectively, which were obtained from 
the COSMO-RS calculations.  
With all the forward and reverse reaction rate constants specified, a mean-field 
microkinetic model was built for the normalized number of surface species i per surface 
metal atoms37. The surface coverage of each species is equal to the number of sites 
occupied by the species (see Table A.3 in the appendix A) times the normalized number 
of surface species i per surface metal atoms. Steady state surface coverages and rates are 
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obtained by using the Matlab ODE solver ode15s.  No assumptions were made regarding 
the rate controlling steps in building our models. 
2.3.3 Lateral interaction effects 
The mean-field approximation of microkinetic models is typically derived under 
the assumption of no lateral adsorbate-adsorbate interactions. In particular, strong 
adsorbate-adsorbate attraction can lead to island formation which leads to an 
overestimation of the rate predicted by the mean-field approximation. At the same time, 
slight adsorbate-adsorbate repulsion can still be accommodated by mean-field models 
that consider the repulsive interaction within the free energy expression38. Without 
considering any lateral interactions, results from our mean-field microkinetic model 
showed that CO and H cover more than 95% of the Pt surface and the fraction of 
available free sites becomes exceedingly small. Since both adsorbed CO and H display 
significant lateral (repulsive) interactions, we should consider these interactions in our 
models.  Here, we used a linear lateral interaction model for describing the effects of any 
high-coverage surface species (i.e., CO and H) on the free energy of any surface species 
in the microkinetic model. To describe the lateral interaction effect on activation barriers, 
we assumed that the transition states are affected as half the reactant and half the product: 
 (>) =  (0) + @, ∗ >                                                                                                   (2.13) 
 (>/, … , >) =  (0) + ∑ @, ∗ >D                                                                                 (2.14) 
#(>/, … , >) = #(0) + 0.5(=# (0) - =# (>/, … , >)                                                            (2.15) 
where  (0) and   (>) are adsorption energies of species i on the clean surface and 
surface with > sites covered by species j, respectively. @, is the lateral interaction 
` 
15 
coefficient of species j to species i, and #(>/, … , > ) and =# (>/, … , > ) are the 
activation and reaction free energy of step k with a surface covered by species i with 
coverage >, respectively. All adsorption energies are calculated for all species at zero 
coverage and a coverage of 0.25 ML of CO and H. Table A.4 in the appendix A lists all 
the @, parameters. 
2.4 Results and Discussion 
A detailed reaction network for the HDO of propionic acid on Pt (111) along with 
the intermediates involved in various elementary reaction steps is shown in Fig. 2.1. The 
reaction network of the DCN and DCX in Fig. 2.1a is identical to our previous study on 
the HDO of propionic acid over Pd and Ru catalysts9, 12, 13 while Fig. 2.1b shows the 
reaction network of propanol and propionaldehyde production. It is to be noted that we 
did not include the water-gas shift reaction in our reaction network that is able to reduce 
the CO partial pressure in the reactor. The water-gas shift reaction hardly occurs on Pt 
(111) but is believed to be catalyzed by Pt-oxide support interface sites39, 40. Thus, in the 
absence of a meaningful active site model for the water-gas shift, we are required to set 
the CO partial pressure to a practical value that leads to CO surface coverages and 
modeling results comparable to experimental observations. Fortunately, we found that 
our microkinetic modeling results are not very sensitive to the CO partial pressure due to 
the inclusion of lateral surface species interactions with CO in our microkinetic models 
(see section 3.2). Table 2.1 gives the reaction free energies and activation free energy 
barriers at a temperature of 473 K. The solvent effects of water and 1,4-dioxane are 
treated as corrections to the reaction and activation free energies, which are also provided 
in Table 2.1. In the following section, we will discuss the effects of solvents on various 
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elementary reaction steps. Then, we will discuss the results of our microkinetic reactor 
model under both gas phase and liquid phase conditions, which includes the turnover 
frequency (TOF), the dominant pathways for various products, selectivity towards 
different products and the effects of solvent on them. Results from our sensitivity 
analysis, which includes degree of rate control, degree of thermodynamic rate control, 
and degree of selectivity control, will be discussed thereafter. Finally, reaction orders and 
apparent activation energies under both gas and liquid phases will be reported. 
2.4.1 Solvent effects on various elementary reaction steps 
Water and 1,4-dioxane are chosen as solvents because they are usually used in 
experimental studies. The free energies at a temperature of 473 K of various steps are 
shown in Table 2.1 with the effects of solvents being shown as corrections to the reaction 
and activation free energies. Generally, solvents stabilize the adsorption of gas phase 
species in the range of 0.05 eV to 0.26 eV, and water has a stronger effect than 1,4-
dioxane. For example, water stabilizes the adsorption of propionic acid and 
propionaldehyde adsorption by 0.26 and 0.22 eV, respectively, while the stabilization is 
0.20 and 0.16 eV in 1,4-dioxane, respectively. However, solvents have a weaker effect on 
the reaction and activation free energies for surface reaction steps. Only for a few steps 
do we observe changes in free energy larger than 0.10 eV as a result of the presence of 
liquid water. For decarbonylation steps that produce CO, the reaction energies in water 
are around 0.1 eV more exergonic than in the gas phase as a result of CO adsorption 
being stabilized in water by 0.15 eV. For the CH3CH2COO ɑ-carbon dehydrogenation 
step in water, the reaction and activation free energies decrease by 0.10 eV and 0.17 eV, 
respectively. Stabilization is a result of the carboxylate group changing its exposure to the 
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liquid phase during reaction (in the reactant state the carboxylate group points to the 
surface while in the product state it points at least partially to the liquid phase). For 
decarboxylation of CH3CCOO in water, the reaction and activation free energies increase 
by 0.11 eV and 0.18 eV, respectively. Again, the solvent effect can be understood from 
the change in exposure of the carboxylate group to the liquid phase during reaction (in 
the reactant state the carboxylate group points to the liquid phase since the 
dehydrogenated α-carbon is strongly bound to the surface while in the product state CO2 
species is not partially charged anymore). For almost all other surface reactions, the 
change in free energy is smaller than 0.10 eV in liquid 1,4-dioxane. The free energies 
calculated at ± 10% of the default COSMO Pt cavity are shown in Table A.1 and A.2 in 
the appendix A. Overall, the observed trends are very similar to those shown in Table 2.1. 
Interestingly, a larger Pt cavity radius leads to a larger solvent effect for adsorption 
processes and a smaller solvent effect for processes involving a change in exposure of the 
carboxylate group to the liquid phase. A more detailed discussion of the effects of 
solvents on the observed kinetics is presented in the following sections. 
2.4.2. Models and Activity Results 
The microkinetic model based on the reaction network shown in Fig. 2.1 was 
solved until steady state at temperatures of 473, 498, and 523 K. The gas phase partial 
pressure was set to 1 bar for propionic acid, 0.001 bar for CO gas, 0.1 bar for hydrogen 
and zero for all other gas phase molecules, i.e., low conversion conditions. We note that 
the partial pressures of H2O and CO2 have no effect on our results except that they might 
promote the water-gas shift reaction, which is not explicitly considered in our models. 
Also, the solvent fugacity of 1,4-dioxane and water was found not to affect our results 
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since the surface coverage of localized water and 1,4-dioxane was found to be small 
(Table A.3 in the appendix A). In the following, the reported turnover frequency (TOF) 
corresponds to the rate of consumption of propionic acid per surface Pt atom. Table 2.2 
shows the TOFs and coverages of the most abundant intermediates at different 
temperatures under both gas phase and liquid phase conditions. 
Under gas phase conditions and 473 K, the coverages of CO*, H* and free site are 
26%, 32% and 42%, respectively. Surface coverages are not a strong function of 
temperature, although the CO* coverage decreases somewhat with increasing 
temperature. In the presence of liquid 1,4-dioxane, CO*, H* and free site remain the 
dominant surface species; although at 473 K, the propionic acid coverage becomes 16%, 
somewhat reducing the hydrogen and free site coverage. The surface coverage of CO* is 
increased to 47% in liquid 1,4-dioxane mainly due to solvent stabilization of CO* as 
discussed in section 3.1. This effect is even more pronounced in the presence of liquid 
water. Here, H is not an abundant surface intermediate with a surface coverage less than 
10% at all investigated temperatures. In contrast, CO* covers nearly 50% of the surface 
sites. Due to the strong stabilization effect of water on adsorbed propionic acid, the 
coverage of propionic acid becomes 40% at 473 K, which leads to a decreasing coverage 
of free sites (7%). With increased temperature, the coverage of propionic acid decreases 
and more free sites become available for surface reactions to take place in water. 
Under gas phase conditions, DFT predicts that the reaction has a low TOF of 
1.79×10-6 s-1 at 473 K on a Pt (111) surface. This TOF increases significantly in liquid 
1,4-dioxane with the acceleration increasing with temperature (factor 25 to 50 increase). 
At 523 K, we predict a TOF in liquid 1,4-dioxane of 8.93×10-4 s-1. In contrast, liquid 
` 
19 
water does not change the TOF significantly at 473 K relative to the gas phase (less than 
factor 3 increase) because CH3CH2COOH* and CO* block 89% of the surface sites (the 
free site coverage is only 7%). However, at higher temperatures in liquid water, the 
CH3CH2COOH* coverage is significantly reduced, and liquid water starts to accelerate 
the consumption of propionic acid. For instance, at 523 K the TOF is increased by two 
orders of magnitude (factor 154) compared to the gas phase, which is even three times 
larger than that computed in 1,4-dioxane. These results suggest that solvents can 
significantly affect the reaction kinetics of propionic acid HDO on a Pt (111) surface; 
however, the selection of an optimal solvent is strongly temperature dependent since 
solvents affect many processes, some of which accelerate while others decelerate the 
overall kinetics.  
2.4.3 Dominant Pathways 
2.4.3.1 Dominant Pathways for the DCN mechanism 
There are basically two types of reaction pathways involved in the DCN 
mechanism as shown in Fig 1a, 2a and 3a: (1) pathways that start with dehydroxylation, 
CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* and followed by either direct 
decarbonylation or one step of dehydrogenation prior to the decarbonylation, which will 
be denoted as direct-DCN-path1 and direct-DCN-path2, respectively, and (2) pathways 
that involve α–carbon dehydrogenation prior to the dehydroxylation step that precedes 
the decarbonylation, which will be named as indirect-DCN-path. The rates (in s-1) of all 
elementary reaction steps involved in the DCN mechanism under both gas and liquid 
phases environments (calculated with default COSMO Pt cavity) are shown in Fig. 2.1a, 
2.2a and 2.3a, respectively.  
` 
20 
As shown in Fig. 2.1a, under vapor phase conditions, the direct-DCN-path2 has a 
rate of 8.21×10-7 s-1 which is more than two orders of magnitude larger than that of the 
indirect-DCN-path and around 8 orders of magnitude larger than that of the direct-DCN-
path1, i.e., the direct-DCN-path2 is the dominant DCN path. According to the rates 
shown in Fig. 2.1a, the DCN path starts with the direct dehydroxylation of adsorbed 
propionic acid (CH3CH2COOH* -> CH3CH2CO*** + OH*), followed by one step of α–
carbon dehydrogenation of CH3CH2CO*** (CH3CH2CO*** -> CH3CHCO** + H*) 
forming CH3CHCO**, which will go in three possible reaction directions: (1) one step of 
dehydrogenation of β–carbon prior to the decarbonylation (CH3CHCO** -> 
CH2CHCO*** + H*) step followed by hydrogenation of the decarbonylation product 
CH2CH*** to yield CH2CH2, (2) one more dehydrogenation step at the α–carbon of 
CH3CHCO** (CH3CHCO** -> CH3CCO*** + H*) followed by decarbonylation of 
CH3CCO*** and hydrogenation/dehydrogenation of the DCN product CH3C* to the final 
product CH2CH2, or (3) decarbonylation of CH3CHCO** to CH3CH** (CH3CHCO** -> 
CH3CH** + CO*) followed by hydrogenation of CH3CH** to the final product CH3CH3. 
These three reactions happen competitively on the surface with a rate of the same order 
of magnitude.  
In liquid 1,4-dioxane, the rate of the direct-DCN-path2 is increased slightly 
(~20%) over the gas phase while the rate of the indirect-DCN-path is increased by almost 
a factor 6. However, the direct-DCN-path2 is still much faster than indirect-DCN-path 
and direct-DCN-path1, and no matter whether water or dioxane is presented as solvent, 
the rate of the direct-DCN-path1 is always negligible. Therefore, the dominant pathway 
of the DCN is not changed by 1,4-dioxane except that the decarbonylation of 
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CH3CHCO** (CH3CHCO** -> CH3CH** + CO*), which is the product of the 
dehydroxylation step of the direct -DCN-path2, is slightly faster than the two competitive 
dehydrogenation steps (CH3CHCO** -> CH2CHCO*** + H*, CH3CHCO** -> 
CH3CCO*** + H*). Interestingly, the rate of the direct-DCN-path2 is decreased from 
8.21×10-7 s-1 in the gas phase to 2.82×10-8 s-1 when water is present as solvent, while the 
rate of the indirect-DCN-path is increased to 6.25×10-9 s-1, i.e., it becomes nearly 
competitive to the direct-DCN-path2. So, the dominant pathway of the DCN remains 
unchanged by the presence of liquid water, except that the decarbonylation of 
CH3CHCO** to CH3CH** (CH3CHCO** -> CH3CH** + CO*) is faster than 
CH3CHCO** -> CH2CHCO*** + H* and CH3CHCO** -> CH3CCO*** + H*. 
Surprisingly, even though the TOF is increased in liquid, the rate of the DCN pathways 
does not increase significantly and even becomes smaller in water. This is because 
propanol and propionaldehyde production dominate the HDO of propionic acid in the 
liquid phase, and around 98% of the adsorbed propionic acid is hydrogenated to propanol 
and propionaldehyde, which will be further discussed in the following section 3.2.2.2.  
Overall, under both vapor and liquid phase conditions, the dominant pathway of 
the DCN is the direct-DCN-path2, which first involves direct dehydroxylation of 
propionic acid, followed by α-carbon dehydrogenation, and then dependent on the 
reaction environment, either direct decarbonylation or dehydrogenation of the α- or β-
carbon prior to decarbonylation. Finally, hydrogenation of the decarbonylation product 




2.4.3.2 Dominant Pathways for Propanol and Propionaldehyde Production 
As shown in Fig. 2.1b, 2.2b and 2.3b, we mainly considered three possible 
pathways for propanol production: (1) direct dehydroxylation of the adsorbed 
CH3CH2COOH*, followed by hydrogenation of the carbonyl group of CH3CH2CO*** to 
form propanol, which will be referred to as direct-propanol-path, (2) a dehydrogenation 
step (either α- or β-carbon) taking place prior to dehydroxylation, followed by a couple of 
hydrogenation steps after dehydroxylation forming propanol, which will be denoted as 
the indirect-propanol-path, and (3) hydrogenation of the produced propionaldehyde to 
propanol. We intentionally neglect this third pathway in our discussion here since it is 
much slower than the other two pathways according to Fig. 2.1b, 2.2b and 2.3b. 
Similarly, we also considered three possible pathways for propionaldehyde production: 
(1) direct dehydroxylation of the adsorbed CH3CH2COOH forming a single hydrogen 
deficient aldehyde (CH3CH2CO***), followed by one hydrogenation step to form 
propionaldehyde on the surface, which will be referred as direct-aldehyde-path, (2) 
dehydrogenation of one hydrogen deficient propanol that is produced in the direct-
propanol-path to form propionaldehyde, i.e., CH3CH2COOH* -> CH3CH2CO*** -> 
CH3CH2COH* -> CH3CH2CHOH*  -> CH3CH2CHO*,  which will be called indirect-
aldehyde-path, and (3) dehydrogenation prior to dehydroxylation, followed by 
hydrogenation to propionaldehyde, which will also be neglected as it is much slower than 
the other two pathways as shown in Fig. 2.1b, 2.2b and 2.3b.    
Under vapor phase conditions, the dominant pathways for propanol and 
propionaldehyde production are both direct formation pathways, which start with 
dehydroxylation of the adsorbed propionic acid (CH3CH2COOH* -> CH3CH2CO*** + 
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OH*). About 46% of the produced CH3CH2CO*** follows a decarbonylation mechanism 
while the rest goes into two competing directions: (1) one carbon atom hydrogenation 
step to produce propionaldehyde on the surface and (2) hydrogenation of the oxygen 
atom of the carbonyl group of CH3CH2CO*** forming a propanol-like intermediate 
CH3CH2COH* on the surface. The rates for these processes are 4.12×10-7 s-1 and 
5.60×10-8 s-1, respectively. CH3CH2COH* can be further hydrogenated to 
CH3CH2CHOH*. About 33% of CH3CH2CHOH* is further hydrogenated to propanol 
while about 67% of CH3CH2CHOH* is dehydrogenated to propionaldehyde 
(CH3CH2CHO*). As shown in Table 2.3, the overall selectivity of the DCN, propanol 
and propionaldehyde production pathways in the vapor phase are predicted to be 46%, 
18% and 36%, respectively, indicating that propanol and propionaldehyde can be 
produced during the HDO of propionic acid over Pt (111) surface. This observation 
agrees very well with our preliminary experimental results. 
In both liquid water and 1,4-dioxane, the dominant pathway for propanol 
production is always the direct-propanol-path, while that for propionaldehyde is changed 
from the direct pathway to the indirect pathway. As shown in Fig. 2.2b and 2.3b, the first 
step for propanol and propionaldehyde production is still the direct dehydroxylation of 
adsorbed CH3CH2COOH* forming CH3CH2CO*** on the surface. In the following, 
however, hydrogenation of CH3CH2CO*** to propionaldehyde can no longer compete 
with hydrogenation of CH3CH2CO*** to CH3CH2COH*. In liquid water, the rates of 
these processes are 5.73×10-9 s-1 and 2.22×10-6 s-1, respectively, while they are 1.29×10-6 
s-1 and 4.25×10-5 s-1, respectively, in 1,4-dioxane. Then, CH3CH2COH* will go through 
one hydrogenation step to form CH3CH2CHOH*, which will partly be dehydrogenated to 
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propionaldehyde (from 23% to 30% depending on the solvent and the cavity of Pt as 
demonstrated by the selectivity shown in Table 2.3) with the remainder being 
hydrogenated to propanol. What’s more, unlike in the gas phase where 46% of the 
CH3CH2CO*** species is decarbonylated, almost all the produced CH3CH2CO*** 
(around 98% in both liquid water and 1,4-dioxane) will be hydrogenated to 
CH3CH2COH*. Due to this change in dominant pathway, the selectivity of propanol 
increased dramatically in the condensed phase from 18% to around 70-75%, while the 
selectivity of DCN products dramatically dropped from 46% to around 2%. The 
selectivity of propionaldehyde is less sensitive to the reaction environment and 23 to 36% 
of the reaction flux goes towards propionaldehyde.  
In summary, while the dominant pathway for propanol production remains 
unchanged in both gas and liquid phase environments, the dominant pathway for 
propionaldehyde production changed from a direct formation pathway to an indirect 
pathway. What’s more, the solvent greatly promotes the rate of propanol production, 
which leads to a dramatic increase in the selectivity towards propanol and a decrease in 
selectivity of DCN products. 
2.4.3.3 Dominant Pathways for the DCX  
There are at least five potentially relevant reaction pathways identified from our 
earlier research on Pd and Ru catalysts: (1) dehydrogenation of the carboxyl group in 
adsorbed propionic acid prior to decarboxylation followed by hydrogenation steps to the 
final products ethane or ethene (CH3CH2COOH*  CH3CH2COO**  CH3CH2*  
CH3CH3*), (2) same carboxyl group dehydrogenation as in pathway 1 followed by ɑ-
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carbon dehydrogenation before decarboxylation and hydrogenation of the 
decarboxylation product to ethane (CH3CH2COOH*  CH3CH2COO*  
CH3CHCOO***  CH3CH**  CH3CH2*  CH3CH3*), (3) this pathway is almost the 
same as pathway 2 except that the ɑ-carbon is fully dehydrogenated prior to 
decarboxylation (CH3CH2COOH*   CH3CH2COO**  CH3CHCOO***  
CH3CCOO***  CH3C*  CH3CH2*  CH3CH3*), (4) in this pathway, one or two ɑ-
carbon dehydrogenation steps occur before dehydrogenation of the carboxyl group and 
decarboxylation (CH3CH2COOH*  CH3CHCOOH**  CH3CCOOH***  
CH3CCOO***  CH3C*  CH3CH2*  CH3CH3*), (5) both ɑ- and β-carbon 
dehydrogenation prior to dehydrogenation of the carboxyl group and decarboxylation.  
No matter the reaction environment (vapor or liquid water or 1,4-dioxane), the 
dominant pathway for the DCX is always pathway 1. The rate of the DCX is very small 
and at least 3 orders of magnitude smaller than the DCN, propanol, and propionaldehyde 
production pathways, which agrees well with our preliminary experimental results. In 
condensed water and 1,4-dioxane, the DCX rate increases by at least one order of 
magnitude relative to the vapor phase but overall remains much smaller than the rate for 
propanol and propionaldehyde production. Thus, the selectivity towards DCX remains 
negligible in all reaction environments. Our prediction that the DCX pathway is not 
favored during the HDO of propionic acid, but that the rate increases in condensed phases 
agrees very well with previous studies on the HDO of propionic and acetic acid on other 




2.4.4 Sensitivity Analysis 
To carry out a sensitivity analysis of our results, we computed Campbell’s degree 
of kinetic rate control, DRCi, and selectivity control, DSCi, where i can be either a 
transition state or stable adsorbed intermediate42, 43. This enables discovery of the rate- 
and selectivity controlling steps and surface intermediates in the HDO of propionic acid 
over Pt (111).  The degree of rate control and selectivity control can be calculated using 
the following equations. 
DRCi =  HI J I K*L 1M, NOPQL1  
                                                                                                    (2.16) 
DSCi = HI( J R /T)I K*L 1M, NOPQL1  
=  HI( J R)I K*L 1M, NOPQL1
 -   HI( JT)I K*L 1M, NOPQL1
= DRCi, P - DRCi, R        (2.17) 
where the partial derivative is taken holding constant the standard-state free 
energy of all other species  U (intermediates, transition states, reactants, and products). 
The value of DRCi describes the relative increase in net rate due to the (differential) 
stabilization of the standard-state free energy for species i, holding all the other species’ 
energies constant. DRCi,P and DRCi,R are the degrees of rate control of species i for the 
rates of making product P and consuming reactant R, respectively. The value of DSCi 
describes the relative increase in net selectivity to product P from reactant R due to the 
(differential) stabilization of the standard-state free energy for species i (either a 




2.4.4.1 Degrees of Rate Control 
As shown in Table 2.4, reaction step 1 (CH3CH2COOH* + 3* -> CH3CH2CO*** 
+ OH*) solely controls the rate of the reaction (the rate of consumption of propionic acid) 
under both vapor and liquid phase conditions. The C-OH bond scission has also 
previously been identified as the rate controlling step in the HDO of propionic acid over 
Pd (111) and Ru (0001). Similarly, Olcay et al. and Pallassana and Neurock suggested 
that C-OH bond cleavage is rate controlling in the HDO of acetic acid on Pt (111), Pd 
(111) and Rh (111) surfaces20, 44. 
The degrees of thermodynamic rate control of the three most abundant surface 
intermediates H*, CO* and CH3CH2COOH* are listed in Table 2.5. In the gas phase, the 
values of the degrees of thermodynamic rate control for CO* and CH3CH2COOH* are 
1.84 and 0.96, respectively, demonstrating that stabilizing the adsorption of CO* and 
CH3CH2COOH* can increase the rate of the reaction. In the case of CO*, this 
observation can be explained by the lateral interactions of CO* with other adsorbates. In 
contrast, H* has a large negative value of the degree of rate control (-3.04), which 
indicates that destabilizing the adsorption of H* and creating more free sites for the rate 
controlling reaction step 1 facilitates the HDO of propionic acid over Pt (111). In the 
condensed phase, the thermodynamic degrees of rate control change significantly. In 
liquid water, the H* coverage is small, and a small positive degree of thermodynamic rate 
control is observed. Also, the CO* and CH3CH2COOH* coverages are high such that 
negative degrees of thermodynamic rate control are computed. Somewhat similarly, in 
condensed 1,4-dioxane, both H* and CO* have negative degrees of thermodynamic rate 
control due to the significant surface coverage of these species while CH3CH2COOH* 
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has a small positive degree of rate control that is sensitive to the Pt cavity radius in the 
solvation calculations, given the small but significant propionic acid coverage on the 
surface.  
2.4.4.2 Degrees of Selectivity Control 
The degrees of selectivity control of various key reaction steps for DCX, DCN, 
propanol, and propionaldehyde production are shown in Table 2.6, 2.7 and 2.8, 
respectively, and corresponding degrees of selectivity control of various key surface 
intermediates are shown in Table A.5, A.6, A.7, A.8, respectively, in the appendix A. 
Results shown in Table 2.6 indicate that the selectivity to the DCX path is solely 
determined by step 1 (CH3CH2COOH* + 3* -> CH3CH2CO*** + OH*), i.e., deceleration 
of the dehydroxylation step increases the selectivity towards DCX most in all reaction 
environments. From the results of the degrees of thermodynamic selectivity control 
shown in Table A.5 in the appendix A, CH3CH2COO**, CH3CH2COOH*, H* and CO* 
are the key surface intermediates that have an apparent effect on the DCX path 
selectivity. Generally, stabilization of the adsorption of CH3CH2COO**, which is the key 
species in the DCX path, can increase the DCX path selectivity. For the other three 
species, the effect varies dependent on the reaction environment. For instance, 
stabilization of the CO* adsorption in gas phase will decrease the DCX path selectivity, 
while in liquid phase, it will increase the selectivity towards the DCX path.  
For DCN products, under gas phase conditions, stabilizing the transition state of 
reaction step 4 (CH3CH2CO*** -> CH3CHCO** + H*), which competes with steps that 
lead to propanol and propionaldehyde production, increases the selectivity most. 
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Similarly, destabilizing the transition states for propanol and propionaldehyde formation 
(reaction step 51, 59 and 66) increases the selectivity towards DCN products. In liquid 
phase, the reaction flux through step 51 (direct-aldehyde-path) becomes small, so this 
transition state has a negligible effect on selectivity. In contrast, the propanol and 
propionaldehyde formation steps (steps 59 and 66) have an even more negative 
selectivity control towards DCN products in condensed phase. Also, stabilizing the 
transition state of step 4 continues to increase the selectivity towards DCN in liquid 
phase. This effect is even more pronounced in liquid 1,4-dioxane. Finally, steps 1 
(CH3CH2COOH* + 3* -> CH3CH2CO*** + OH*), 5 (CH3CHCOOH** + * -> 
CH3CHCO** + OH*), and 8 (CH3CHCO** + * -> CH3CH** + CO*) also affect the 
selectivity to DCN products somewhat in liquid water.  The origin for the selectivity 
control of these steps is that the indirect-DCN-path (which involves dehydrogenation 
steps) becomes competitive against the direct-DCN-path in water. As shown in Table A.6 
in the appendix A, stabilizing the adsorption of H*, CH3CH2CO*** and CH3CHCO** 
will increase the selectivity towards the DCN path, while stabilizing the adsorption of 
those alcohol and aldehyde like intermediates (CH3CH2CHOH*, CH3CH2CH2OH* and 
CH3CH2CHO*) will decrease the DCN path selectivity since it will promote the propanol 
and propionaldehyde production. The effect of CO adsorption on the selectivity varies 
depending on the reaction environment and the Pt cavity used in the solvent calculations 
such that we are unable to determine it reliably. 
Next, for propanol production, Table 2.8 summarizes the degrees of selectivity 
control. Stabilizing reaction step 66 (CH3CH2CH2OH* + * -> CH3CH2CHOH* + H*) and 
decelerating step 59 (CH3CH2CHOH* + * -> CH3CH2CHO* + H*) leads to increased 
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propanol production in all reaction environments. Step 66 facilitates direct propanol 
production and step 59 determines the relative reaction flux going towards 
propionaldehyde versus propanol.  In the vapor phase, decelerating steps 4 and step 51 
also increases the selectivity towards propanol. Step 4 is a key reaction step to produce 
DCN products while step 51 is instrumental for propionaldehyde production. The 
stability of these transition states plays only a minor role in condensed phases where the 
main reaction flux goes to propanol production. Table A.7 in the appendix A shows the 
thermodynamic selectivity control of various key species on propanol production. In the 
gas phase, stabilization of H* adsorption changes the selectivity towards alcohol 
production, while it has a much smaller effect in the condensed phase. In contrast, 
stabilization of CO* decreases the propanol selectivity in vapor phase, while it increases 
the selectivity towards alcohols in condensed phase. Stabilization of key intermediates in 
the DCN and aldehyde mechanism, CH3CH2CO*** and CH3CH2CHO*, decrease the 
selectivity towards propanol in the vapor phase. Given that in condensed phase the 
decarbonlyation and aldehyde production is less dominant, these species do not display a 
selectivity control in condensed phases. Also, stabilizing adsorbed propanol, 
CH3CH2CH2OH*, increases the selectivity towards propanol production in all reaction 
environments as it increases the reaction flux for the hydrogenation of CH3CH2CHOH* 
towards CH3CH2CH2OH*. 
Finally, for propionaldehyde production, Table 2.8 summarizes the degrees of 
selectivity control. Again, step 59 and 66 are the key rate controlling steps in all reaction 
environments determining the relative reaction flux going towards propionaldehyde 
versus propanol. In the vapor phase, where DCN products are also produced, decelerating 
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step 4 (CH3CH2CO*** -> CH3CHCO** + H*) and accelerating the direct aldehyde 
production step 51 (CH3CH2CHO* + 3* -> CH3CH2CO*** + H*) also favors production 
of propionaldehyde. For the surface intermediates that have a significant effect on 
propionaldehyde selectivity, shown in Table A.8 in the appendix A, the stability of 
adsorbed H*, CO*, CH3CH2CHOH* and CH3CH2CH2OH* are most relevant. Stabilizing 
H* adsorption increases the selectivity to propionaldehyde in vapor phase while it has 
practically no effect in the condensed phase. Stabilizing CO* reduces the selectivity in 
the vapor phase while it increases it in liquid water and 1,4-dioxane. Next, stabilizing 
CH3CH2CHOH* increases the selectivity in all environments, while stabilizing 
CH3CH2CH2OH* decreases the selectivity in all environments, given that these species 
determine the relative reaction flux going towards alcohol and aldehyde. 
2.4.5 Apparent Activation Barrier & Reaction Orders 
In order to understand the temperature dependence of the rate of the reaction, 
apparent activation barriers (Ea) have been calculated using the following equation with a 
temperature range from 473K to 523K in all reaction environments.  
 = VW3 X(%YZ)% [R,%                                                                                              (2.18) 
To gain insights into the pressure dependence of the HDO of propionic acid on Pt 
(111) surface, reaction orders of H2 and propionic acid have also been calculated using, 
\ = X(%YZ)(RL) [%,RPQL                                                                                                    (2.19) 
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Fig. 2.4a illustrates the reaction order with respect to H2 in the vapor phase (-
1.08), liquid 1,4-dioxane (-0.21) and liquid water (0.04). These reaction orders correlate 
(as expected) very well with the degrees of thermodynamic rate control of H* in the 
different reaction environments (see Table 2.5). Similarly, the reaction orders of 
propionic acid shown in Fig. 2.4b, 1.00 in the vapor phase, 0.15 in 1,4-dioxane, and -0.44 
in liquid water, correlate with the degree of thermodynamic rate control of adsorbed 
propionic acid.  While in the vapor phase the propionic acid coverage is very low, the 
coverage increases in condensed phase with a high coverage in liquid water, where 
adsorbed propionic acid blocks active sites for reaction. Fig. 2.5 illustrates the change in 
propionic acid reaction order with temperature in liquid water. With increasing 
temperature, the surface coverage of propionic acid decreases and thus, the reaction order 
increases until it reaches close to one at 573 K.  
Finally, Fig. 2.6 displays Arrhenius plots for the consumption of propionaldehyde 
in various reaction environments. We compute apparent activation barriers of 0.99 eV, 
1.28 eV and 3.03 eV in the gas phase, and liquid 1,4-dioxane and water, respectively. The 
large apparent activation barrier in water can again be explained by propionic acid 
inhibition at low temperatures which disappears with increasing temperature when the 
free site coverage increases (see Table 2.2 and the change in reaction order with respect 
to propionic acid as displayed in Fig. 2.4c). 
2.5 Conclusions  
Microkinetic models based on transition state theory and DFT have been 
developed for the investigation of the HDO of propionic acid over Pt (111) surface under 
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both vapor and liquid phase conditions. In all reaction environments, decarboxylation is 
not favored. In the gas phase, both decarbonylation products and propanol and 
propionaldehyde can be produced. However, propanol and propionaldehyde production is 
favored over decarbonylation products in liquid phase. Under both vapor and liquid phase 
conditions, the dominant pathway for decarbonylation is the direct path which starts with 
dehydroxylation of adsorbed propionic acid, followed by α-carbon dehydrogenation and 
then either direct decarbonylation or further dehydrogenation prior to decarbonylation. 
Propanol and propionaldehyde production also favor a direct formation pathway which 
starts with direct dehydroxylation and hydrogenation of the carbonyl group. Only the 
propionaldehyde production mechanism changes in liquid phase. Here, the propanol 
production is significantly favored such that propionaldehyde is primarily produced from 
dehydrogenated surface alcohol species. In liquid 1,4-dioxane and at 473 K, the 
conversion rate of propionic acid is predicted to increase by one order of magnitude. 
Higher temperatures further increase the solvent acceleration on the turnover frequency. 
In liquid water and at 473 K, the propionic acid consumption rate is not significantly 
increased, primarily because of strong adsorption of propionic acid which leads to the 
surface being partially blocked by propionic acid. With increasing temperature, however, 
the TOF is dramatically increased in liquid water and becomes even larger than that in 
liquid 1,4-dioxane as the surface is much less covered by propionic acid at these 
temperatures. The rate of the reaction is solely controlled by the dehydroxylation of 
adsorbed propionic acid under both vapor and liquid phase conditions. The rate of the 
decarbonylation mechanism is barely affected by the solvents and the increase in 
propionic acid conversion due to the presence of a solvent primarily originates from an 
` 
34 
increase in the rate of propanol and propionaldehyde production. Thus, solvents can be 
designed to manipulate the selectivity of the HDO of organic acids. 
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2.7 Tables and figures 
Table 2.1: Reaction free energies in eV of all elementary reaction steps in the HDO of 
PAc on a Pt (111) surface at a temperature of 473 K in the vapor phase and in the 
presence of liquid water and 1, 4-dioxane. 
 
# Reaction Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH (g) + * -> CH3CH2COOH* 0.79 N/A -0.26 N/A -0.20 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.52 0.70 0.08 0.06 0.08 0.05 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* -0.21 0.72 -0.03 -0.06 0.02 -0.02 
3  CH3CH2CO*** -> CH3CH2* + CO* + * -0.74 1.47 -0.11 -0.06 -0.08 -0.05 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.29 0.71 -0.05 -0.09 -0.02 -0.04 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* 0.44 0.78 0.06 0.11 0.04 0.06 
6  CH3CHCOOH** + 2*-> CH2CHCOOH*** + H* -0.29 0.67 0.03 -0.02 0.02 0.01 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.10 0.74 0.01 0.02 -0.01 -0.01 
8  CH3CHCO** + * -> CH3CH** + CO* -0.54 0.84 -0.10 0.01 -0.05 0.01 
9  CH3CHCO** + 2* -> CH3CCO*** + H* -0.31 0.65 -0.01 -0.02 0.01 0.00 
10  CH3CHCO** + 2* -> CH2CHCO*** + H* 0.06 0.87 -0.03 -0.09 0.00 -0.04 
11  CH2CHCOOH*** + * -> CH2CHCO*** + OH* 0.78 1.47 0.00 0.07 0.02 0.05 
12  CH2CHCOOH*** + * -> CHCHCOOH*** + H* -0.07 0.77 -0.04 -0.09 -0.03 -0.04 
13  CH3CCOOH*** + * -> CH3CCO*** + OH* 0.23 0.77 0.04 0.06 0.06 0.06 
14  CH3CCO*** -> CH3C* +CO* + * -1.18 0.75 -0.09 0.04 -0.07 0.01 
15  CH2CHCO*** + * -> CH2CH*** + CO* -0.89 0.69 -0.09 0.00 -0.06 0.00 
16  CH2CHCO*** + 2* -> CHCHCO**** + H* -0.20 0.61 -0.01 -0.05 0.00 -0.01 
17  CHCHCOOH*** + 2* -> CHCHCO**** + OH* 0.65 1.09 0.04 0.06 0.06 0.07 
18  CHCHCO**** -> CHCH*** + CO* -0.82 0.51 -0.11 0.02 -0.07 0.01 
19  CH2CH*** + * -> CHCH*** + H* -0.13 0.69 -0.03 -0.07 -0.01 -0.04 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.05 0.69 -0.03 -0.08 -0.01 -0.04 
21  CH2CH*** -> CH2C** + H* -0.38 0.38 0.00 -0.03 0.00 -0.01 
22  CH3C* + 2* -> CH2C** + H* 0.27 1.06 -0.02 -0.09 0.00 -0.05 
23  CH3CH** + 2* -> CH2CH*** + H* -0.29 0.51 -0.01 -0.11 -0.01 -0.07 
24  CH3CH** -> CH3C* + H* -0.94 0.25 0.00 -0.03 0.00 -0.02 
25  CH3CH2* + 2* -> CH3CH** + H* -0.10 0.66 -0.03 -0.07 0.00 -0.03 
26  CH3CH3* + *-> CH3CH2* + H* -0.11 0.64 -0.01 -0.07 0.01 -0.02 
27  CH3CH2* + 2* -> CH2CH2** + H* -0.34 0.57 -0.01 -0.09 0.01 -0.04 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.41 0.31 0.11 0.07 0.07 0.03 
29  CH3CH2COO** -> CH3CH2* + CO2* -0.09 1.49 -0.01 -0.01 0.00 0.02 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.47 1.24 -0.10 -0.17 -0.02 -0.05 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* 0.27 0.75 0.04 0.01 0.03 0.01 
32  CH3CHCOOH** + 2* -> CH3CH** + COOH** -0.04 1.42 -0.04 -0.01 -0.02 -0.02 
33  CH3CHCOO*** -> CH3CH** + CO2* -0.66 0.95 0.06 0.09 0.02 0.04 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* -0.22 1.04 -0.05 -0.02 -0.02 -0.01 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.15 0.90 -0.02 0.05 0.03 0.06 
36  CH3CCOOH*** + * -> CH3C* + COOH** -0.89 1.06 -0.05 0.02 -0.01 0.04 
37  CH2CHCOOH*** + 2*->CH2CH*** + COOH** -0.04 1.86 -0.08 -0.02 -0.04 0.00 
38  CH3CCOO*** -> CH3C* + CO2* +* -1.38 0.79 0.11 0.18 0.03 0.09 
39  COOH** -> CO2* + H* -0.35 0.45 0.14 0.04 0.07 0.01 
40  COOH** -> CO* + OH* -0.06 0.46 0.00 0.07 0.00 0.05 
41  H2O* + * -> OH* + H* 0.53 0.83 0.08 0.05 0.06 0.04 
42  CH3CH3 (g) + * -> CH3CH3* 0.57 N/A -0.05 N/A -0.06 N/A 
43  CH2CH2 (g) + 2* -> CH2CH2** -0.27 N/A -0.09 N/A -0.05 N/A 
44  H2O (g) + * -> H2O* 0.52 N/A -0.16 N/A -0.10 N/A 
45  CO2 (g) + * -> CO2* 0.54 N/A -0.09 N/A -0.07 N/A 
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46  CHCH (g) + 3* -> CHCH*** -1.56 N/A -0.16 N/A -0.07 N/A 
47  CO (g) + * -> CO* -0.59 N/A -0.15 N/A -0.10 N/A 
48  H2 (g) + 2* -> H* + H* -0.36 N/A 0.01 N/A 0.00 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.92 0.08 0.04 0.03 0.01 0.01 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.26 0.60 0.00 0.00 -0.01 -0.01 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.87 0.18 0.12 0.09 0.08 0.06 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.25 0.04 0.04 0.02 0.04 0.02 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.24 0.69 0.03 -0.02 0.05 0.02 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.67 -0.06 0.01 -0.02 0.01 -0.01 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* 0.15 0.50 0.02 0.02 0.03 0.03 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.28 1.07 0.00 -0.15 0.02 -0.08 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.51 0.45 0.06 0.01 0.05 0.01 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.63 0.02 -0.09 0.00 -0.06 0.00 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* 0.14 0.69 -0.07 0.00 -0.04 0.01 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.48 0.28 0.01 0.02 0.01 0.02 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* -0.20 0.69 -0.07 -0.12 -0.02 -0.05 
62  CH3CHCH2OH** + 2*-> CH3CHCH2O*** + H* 0.24 0.58 0.08 0.08 0.07 0.06 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.74 -0.06 -0.09 -0.02 -0.03 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.58 0.51 0.07 -0.14 0.05 -0.09 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* 0.35 0.71 0.01 0.02 0.03 0.03 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.41 0.46 -0.01 -0.04 0.00 -0.02 
67  CH3CH2CH2OH* + 2*-> CH3CHCH2OH** + H* -0.09 0.78 -0.14 -0.16 -0.07 -0.08 
68  CH3CH2CH2OH (g) + * -> CH3CH2CH2OH* 0.66 N/A -0.14 N/A -0.12 N/A 
69  CH3CH2CHO (g) + * -> CH3CH2CHO* 0.70 N/A -0.22 N/A -0.16 N/A 
70 C4H8O2 (dioxane) + 2* -> C4H8O2** 1.07 N/A -0.30 N/A -0.22 N/A 
 
Table 2.2: TOFs (s-1) and surface coverage of the most abundant surface intermediates 
under vapor phase and liquid water and 1,4-dioanxe conditions on a Pt (111) surface at a 
propionic acid partial pressure of 1 bar, CO partial pressure of 0.001 bar and a H2 partial 






θH* θCO* θ* θPac 
Gas 473 1.79 × 10-6 0.26 0.32 0.42 0.00 
498 5.92 × 10-6 0.26 0.27 0.47 0.00 
523 1.80 × 10-5 0.27 0.22 0.51 0.00 
water 473 2.27 × 10-6 0.04 0.49 0.07 0.40 
498 1.68 × 10-4 0.07 0.48 0.19 0.26 
523 2.77 × 10-3 0.09 0.45 0.36 0.09 
1, 4-dioxane 473 4.47 × 10-5 0.11 0.47 0.25 0.16 
498 3.52 × 10-4 0.14 0.43 0.41 0.02 
523 8.93 × 10-4 0.16 0.37 0.47 0.00 
 
Table 2.3: Product selectivity under gas and liquid phase conditions at a temperature of 
473 K with results from solvation calculations at ±10% of the default COMSO Pt cavity 
radius being also shown. 
 












SDCX N/A N/A 0.01 0.01 N/A N/A N/A 
SDCN 0.46 0.02 0.01 0.01 0.02 0.02 0.02 
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Spropanol 0.18 0.74 0.75 0.69 0.71 0.70 0.68 
Spropanal 0.36 0.24 0.23 0.30 0.27 0.28 0.30 
 
Table 2.4: Degrees of rate control for various key steps determined from gas and liquid 
phase (calculations with ±10% of default COMSO Pt cavity radius are also included) at a 
temperature of 473 K. 
 












Step 1 0.96 0.96 0.95 0.96 0.96 0.96 0.96 
Step 4 N/A -0.05 -0.10 -0.01 -0.03 -0.03 -0.01 
Step 8 N/A -0.02 -0.04 -0.01 N/A N/A N/A 
Step 25 N/A 0.06 0.12 0.03 0.02 0.02 0.01 
 
Table 2.5: Degrees of thermodynamic rate control for H*, CO* and CH3CH2COOH* 
from gas and liquid phase (±10% of default COMSO Pt cavity radius are also included) 
calculations at a temperature of 473 K.  
 












H* -3.04 0.11 0.09 0.08 -0.63 -0.35 -0.21 
CO* 1.84 -3.16 -3.28 -3.34 -2.21 -2.40 -2.61 
PAC 0.96 -0.84 -1.02 -0.96 0.18 -0.05 -0.12 
 
Table 2.6: Degrees of selectivity control for various key reaction steps that have impact 
on DCX path under gas and liquid phase conditions at a temperature of 473 K. 
 
 Step 1 Step 5 
Gas -0.965 -0.002 
Water (default) -0.957 -0.004 
Water (+10%) -0.948 -0.010 
Water (-10%) -0.957 0.002 
1,4-dioxane (default) -0.973 0.013 
1,4-dioxane (+10%) -0.963 -0.002 
1,4-dioxane (-10%) -0.937 -0.001 
 
Table 2.7: Degrees of selectivity control for various key reaction steps that have impact 
on the DCN path under gas and liquid phase conditions at a temperature of 473 K with 
N/A denoting values being smaller than 0.01. 
 
 Step 1 Step 4 Step 5 Step 8 Step 51 Step 59 Step 66 
Gas N/A 0.49 N/A 0.01 -0.23 -0.13 -0.18 
Water (default) -0.10 0.46 0.10 0.24 N/A -0.21 -0.62 
Water (+10%) -0.43 0.21 0.44 0.24 N/A -0.12 -0.39 
Water (-10%) -0.22 0.20 0.23 0.36 N/A -0.22 -0.50 
1,4-dioxane (default) -0.02 0.75 0.02 0.09 -0.03 -0.23 -0.67 
1,4-dioxane (+10%) -0.02 0.76 0.02 0.09 -0.02 -0.25 -0.64 




Table 2.8: Degrees of selectivity control for various key reaction steps that have impact 
on the propanol and the propionaldehyde production path under gas and liquid phase 
conditions at a temperature of 473 K with the values in front of the brackets and the 
values in the brackets corresponding to the degrees of selectivity control for the propanol 
and the propionaldehyde production path, respectively. 
 
 Step 4 Step 51 Step 59 Step 66  
Gas -0.41 [-0.41] -0.23 [0.39] -0.13 [0.22] 0.79 [-0.18]  
Water (default) -0.01 [-0.01] N/A [0.01] -0.24 [0.72] 0.25 [-0.71]  
Water (+10%) N/A [N/A] N/A [N/A] -0.22 [0.74] 0.23 [-0.73]  
Water (-10%) N/A [N/A] N/A [N/A] -0.30 [0.67] 0.30 [-0.67]  
1, 4-dioxane (default) -0.02 [-0.02] -0.03 [0.08] -0.23 [0.62] 0.28 [-0.68]  
1, 4-dioxane (+10%) -0.02 [-0.02] -0.02 [0.06] -0.27 [0.63] 0.30 [-0.67]  





Figure 2.1: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps under vapor phase conditions at a temperature of 473 
K and a gas partial pressure of propionic acid, CO and hydrogen of 1 bar, 0.001 bar and 






Figure 2.2: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps in liquid 1,4-dioxane at a temperature of 473 K and a 









Figure 2.3: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps in liquid water at a temperature of 473 K and a gas 










Figure 2.4: Reaction orders of (a) H2 and (b) propionic acid at a temperature of 473 K and 




Figure 2.5: Reaction orders of propionic acid at various temperatures in the range of 473-
573 K and a gas partial pressure of propionic acid, CO and hydrogen of 1 bar, 0.001 bar 






Figure 2.6: Arrhenius plot for the HDO of propionic acid in the temperature range 
473−523 K with a propionic acid gas phase partial pressure of 1 bar, a CO gas phase 
partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar. 
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Microkinetic models based on first principles calculations have been used to study 
the vapor and liquid phase hydrodeoxygenation of propionic acid on Rh (1 1 1) surface. 
Calculations suggest that both decarboxylation and decarbonylation do not occur at an 
appreciable rate in all reaction environments. Propanol and propionaldehyde are the main 
products and produced at similar rates in both vapor and liquid phases. While a 
condensed phase can shift the reaction rate, the dominant pathways and selectivity 
towards the various products are hardly affected. At 473 K, the propionic acid conversion 
rate is increased by about 1 time in liquid water relative to the gas phase. In liquid 1,4-
dioxane, the conversion rate is slightly increased comparing to the gas phase. With larger 
Rh cavity radius being used in the liquid phase calculations, the promotion effect of 
solvent to the rate of the reaction becomes more significant. 
KEYWORDS: Propionic acid, Hydrodeoxygenation mechanism, Propanol, 
Propionaldehyde, Microkinetic modeling, Solvent effect, Lateral interaction 
3.2. Introduction 
Our industry relies heavily on fossil oil as the primary feedstock to produce 
transportation fuels, commercial chemicals, electricity and many other residential 
products. However, we are now not only facing the problems of reserves completion, but 
also many environmental and climate problems brought by the usage of the fossil fuels, 
such as the global warming and air pollution. Therefore, finding renewable and ‘green’ 
energy resources is gaining increasing attention worldwide. In this concept, biomass is 
particularly interesting as it is carbon neutral and has much less negative effect on the 
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environment1-6. Unfortunately, however, biomass derivatives always suffer from 
disadvantages such as high viscosity, low energy density, high cloud point temperature 
and poor oxidative stability due to its high O/C ratio which greatly limits its compatibility 
to current infrastructure7-10. Therefore, there is an urgent need in the deoxygenation of the 
oxygen-rich biomass derivatives into hydrocarbons with similar properties to 
conventional petrol-based chemicals and fuels. Vegetable oils, waste fats, algal lipids and 
many other lipid-rich biomass feedstocks serves as one of the potential class of raw 
materials to produce biomass-based chemicals and biofuels. During the past decades, 
many research efforts have been focused on converting these fatty esters and acids into 
liquid hydrocarbons through hydrodeoxygenation (HDO) process 4, 11, 12. However, short 
catalyst lifetime, difficulty in product’s separation and many other problems have been 
reported over the traditional petrol-based catalyst system 4, 11, 13, 14. As a result, there is an 
apparent need in the design of new catalyst for the HDO of acids and esters. To rationally 
design a catalyst for the HDO of organic acids and esters, it is necessary to obtain a 
comprehensive understanding of the HDO reaction mechanism on the catalyst surface. 
Key parameters that determine the activity and product selectivity of the catalyst need to 
be identified which can be used to help the catalyst design. 
Recently, we have studied the HDO of propionic acid, our model molecule for 
organic acid, on various transition metal surfaces based on density functional theory 
calculations. Two major mechanisms for the HDO of propionic acid, decarbonylation 
(DCN) and decarboxylation (DCX), have been identified over Pd (111)15, 16, Pd (211)17, 
Ru (0001)18 surfaces. Through a combination of first-principle calculations and 
microkinetic modeling, the dominant pathways and rate-controlling steps were identified. 
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According to the results, DCN pathway is always found to prefer over DCX pathway and 
C-OH bond cleavage is controlling the rate of the HDO process. Our results are in 
agreement with the experimental results from Murzin et al that DCN pathway is favored 
over DCX pathway in the HDO of long chain fatty acids over Pd/C catalysts19-22. Besides, 
Boda et al also reported that DCN pathway is the most dominant path in the HDO of 
caprylic acid on Pd/C catalyst23. However, besides DCN and DCX pathways, alcohols 
and aldehydes can also be formed in the HDO of acids. For instance, at a temperature of 
around 400 K and a high H2 partial pressure (>20 bar), Chen et al24 found a high 
selectivity towards propanol production during the HDO of propionic acid on Ru/C 
catalyst. According to our most recent study, we also found that propanol and 
propionaldehyde can be produced in the HDO of propionic acid on Pt (111) surface under 
both vapor and aqueous phases25. However, to the best of our knowledge, very few works 
were reported on the study of the mechanisms of the propanol and propionaldehyde 
production during the HDO of propionic acid. Therefore, in order to rationally and 
efficiently design novel catalysts for the HDO of organic acids (such as propionic acid), 
knowledges on as many reaction pathways of HDO process as possible and reaction 
mechanisms on various metal surfaces need to be established. Rhodium has long been 
used in C-H activation26, 27, hydrogenation reactions28-30, olefin functionalization31 and 
cycloaddition reactions32. Interestingly, multiple reaction products have been observed 
for these Rh catalyzed reactions. For instance, in the study of the aqueous-phase 
hydrogenation of acetic acid over Rh catalyst, Olcay et al30 observed both ethanol and 
alkane production. In contrast, in their recent study of the vapor phase HDO of propionic 
acid over Rh/SiO2 catalysts, Lugo-José et al 33 found a 89% selectivity towards DCN and 
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DCX products and 10% selectivity to propane production while no alcohol was observed 
in the products. Apparently, the reaction conditions and environment appear to contribute 
to the discrepancy in the product selectivity, and thus Rh catalyst can be an ideal model 
catalyst system to investigate the activity and selectivity determining steps for the DCN, 
DCX, alcohol and aldehyde production for the HDO of propionic acid under different 
reaction conditions. 
In this work, therefore, based on microkinetic modelling and first principle 
calculations, we conducted a comprehensive study of the HDO of propionic acid on Rh 
(111) surface. Dominant pathways, reaction orders as well as rate-controlling and 
selectivity-controlling species were identified. Besides, regarding to the solvent effects, 
several studies have reported a significant effect of a solvent on the reaction mechanisms, 
activity and product selectivity of HDO reactions25, 34-37. For instance, Hoelderich et al 
studied the deoxygenation of oleic acid in water and found a maximum of 20% change in 
selectivity towards C17 hydrocarbon production38. Similarly, Behtash et al 34, 35 found 
that the rate of DCX was increased in liquid water and becomes competitive to the DCN 
pathway in the HDO of propionic acid on both Pd (111) and Pd (211) surfaces. Finally, 
Yang et al studied the HDO of propionic over Pt (111) surface25, and found that the 
reaction rate was increased by almost two orders of magnitude in liquid water and 
dioxane at a temperature of 498 K. Besides, the selectivity towards propanol productions 
was increased by almost 4 times while that of the DCN pathway was decreased 
dramatically (became negligible) in both liquid water and dioxane. Therefore, in this 
work, we also studied the HDO of propionic acid over Rh (111) surface under liquid 
phase environment. Water and 1,4-dioxane were selected as the solvent since they are 
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usually used in both academic and industrial communities. The solvent effect on the 
dominant pathways, reaction orders, turnover frequencies (TOF) and apparent activation 
energies have thus been fully studied. 
3.3. Methods 
3.3.1. Computational Methods.  
All gas phase calculations were performed using Vienna Ab Initio Simulation 
Package (VASP)39, 40 based on the density functional theory (DFT) with the projector 
augmented wave (PAW) method41. The electron exchange-correlation effects were 
described by the generalized gradient approximation (GGA) with the Perdew and Wang 
functional (PW91)42, 43. An energy cutoff of 400 eV was set to the plane wave basis set 
and the energy convergence criterion was set to 10-7 eV. All the structures were 
optimized with the Hellmann-Feynman force on each atom being smaller than 0.01 eV Å-
1. The optimized lattice constant of Rh bulk (3.786 Å) is in good agreement with the 
reported experimental value of 3.804 Å44. A 3 × 2√3 Rh (111) surface slab with four Rh 
atom layers has been built to simulate the Rh catalyst surface. The surface slab is 
separated perpendicularly by a 15 Å vacuum space in order to avoid the interactions 
between the periodic slabs. For all the surface calculations, the bottom two atom layers 
were fixed to their bulk positions while the top two layers were fully relaxed in all 
directions. In the vibrational frequency calculations, all metal atoms were fixed at their 
optimized positions. It should be noted that frequencies below 100 cm-1 were shifted to 
100 cm-1 in the calculation of vibrational partition function in order to minimize the 
errors associated with the harmonic approximation for small frequencies45. Integration 
over the Brillouin zone was sampled by a 4×4×1 k-points mesh grid based on the 
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Monkhorst-Pack scheme for the surface calculations46. Climbing image nudged elastic 
band (CI-NEB) method47 and dimer method48-50 were employed to locate the transition 
states of each elementary reaction step. 
The implicit solvation model for solid surfaces (iSMS) method developed by our 
group was used to study the solvent effect on reaction mechanisms36. In the model, we 
defined the free energy function for an absorbed surface intermediate on a periodic metal 



























	  is the DFT calculated free energy of the surface slab model 
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  is the free energy of a metal cluster in 
the liquid built by removing selected metal atoms from the periodic slab model and 
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  was 
calculated via COSMOtherm program using the COSMO-RS implicit solvation model. 
Thermodynamic properties of the solvents are obtained from the COSMOtherm database 
at the TZVP level. For all the other structures, COSMO-RS calculations were conducted 
at the same level of theory. Calculations with a ± 10% of the default COSMO Rh cavity 





3.3.2. Microkinetic Modeling 
Absorption free energies of all intermediates, Gads, were calculated based on the 
following equations, 
Gads = Gslab+intermediate – Gslab – NC × EC – NH × EH – NO × EO                                        (3.2) 
EH = 0.5 × EH2                                                                                                                (3.3) 
EC = ECH4 – 2 × EH2                                                                                                       (3.4) 
EO = EH2O – EH2                                                                                                             (3.5) 
where Gslab+intermediate is the free energy of intermediate on the surface slab, Gslab is the free 
energy of the clean surface slab, while ECH4, EH2O, EH2 are the total energies of CH4, H2O 
and H2 molecule, respectively. NC, NH and NO are the number of C, H and O atoms in the 
adsorbed surface intermediates. The reaction energy and activation energy barrier of 
various elementary steps were calculated using the following equations,  
ΔG= Σj νij × G,                                                                                                       (3.6) 
ΔGǂ= G,ǂ  - Σ G,                                                                                                      (3.7) 
where ΔG and ΔGǂ  are the reaction energy and activation barrier of reaction step i, 
respectively, and νij and G,  are the stoichiometry coefficient and adsorption energy of 
intermediates j in reaction step i, respectively. Finally, G,ǂ  and G,  are the adsorption 
energies of transition state and the sum of the adsorption energy of reactant (R) of 
reaction step i, respectively. 
Based on the transition state theory, the forward reaction rate constant (kfor) can be 
calculated as,  
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 ! = #$%& '(
)*ǂ+$,                                                                                                             (3.8) 
where kB is the Boltzmann constant, h is Planck constant, T is the reaction temperature in 
K, and -ǂ is the zero-point corrected activation barrier for the forward reaction obtained 
from DFT calculations. For adsorption reaction, the forward reaction rate constant was 
calculated based on the collision theory with an approximately sticking probability of 1 
independent of the solvent, 
. = /012345#$%                                                                                                        (3.9) 
where N0 is the number of sites per surface area (2.08 × 1019 m-2) on the Rh (111) surface 
and mA is the molecular weight of adsorbate A. With forward reaction rate constant, the 
reverse reaction rate constant (krev) can be determined from the thermodynamic 
equilibrium constant K, 
6 = #789#9:;                                                                                                                        (3.10) 
To include solvent effect in the microkinetic modeling, the reaction energy and 
activation barrier were recalculated for the liquid phase microkinetic model by the 
following equations, 
Δ.
,ǂ  = <,ǂ  + GTS(solv) – GIS(solv)                                                                 (3.11) 
Δ.
,=  = <,=  + GFS(solv) – GIS(solv)                                                                 (3.12) 
with GIS(solv), GFS(solv), and GTS(solv) being the solvation free energies of reactants, 




3.4. Results and discussion 
The detailed reaction network of HDO of propionic acid on Rh (111) surface that 
consists of DCN, DCX and propanol and propionaldehyde production path is shown in 
Fig. 3.1. Basically, there are two types of DCN reaction pathways: (1) pathways that start 
with propionic acid dehydroxylation, CH3CH2COOH* + 3* −> CH3CH2CO*** + OH* 
and followed by either direct decarbonylation or one step of dehydrogenation prior to the 
decarbonylation, and (2) pathways that involve α–carbon dehydrogenation prior to the 
dehydroxylation step that precedes the decarbonylation. For DCX reaction, there are 
generally three types of  relevant reaction pathways: (1) dehydrogenation of the carboxyl 
group followed by directly ɑ-carbon dehydrogenation  or ɑ-carbon dehydrogenation prior 
to decarboxylation, (2) one or two ɑ-carbon dehydrogenation steps occur before 
dehydrogenation of the carboxyl group dehydrogenation and the following 
decarboxylation, (3) both ɑ- and β-carbon dehydrogenation occur before dehydrogenation 
of the carboxyl group and  the following decarboxylation. While for propanol production, 
we mainly considered three possible pathways: (1) direct dehydroxylation of the 
adsorbed CH3CH2COOH*, followed by hydrogenation of the carbonyl group of 
CH3CH2CO*** to form propanol, which will be referred to as direct-propanol-path, (2) a 
dehydrogenation step (either α- or β-carbon) taking place prior to dehydroxylation, 
followed by a couple of hydrogenation steps forming propanol, which will be denoted as 
the indirect-propanol-path, and (3) hydrogenation of the produced propionaldehyde to 
propanol. Similarly, we also considered three possible pathways for propionaldehyde 
production: (1) direct dehydroxylation of the adsorbed propionic acid forming a single 
hydrogen deficient aldehyde (CH3CH2CO***), followed by one hydrogenation step to 
` 
54 
form propionaldehyde on the surface, which will be referred as direct-aldehyde-path, (2) 
dehydrogenation of one hydrogen deficient propanol to form propionaldehyde, i.e., 
CH3CH2COOH* −> CH3CH2CO*** −> CH3CH2COH* −> CH3CH2CHOH*  
−>CH3CH2CHO*, which will be called indirect-aldehyde-path, and (3) dehydrogenation 
of propionic acid prior to dehydroxylation, followed by hydrogenation to 
propionaldehyde. 
Table 3.1 shows the zero-point energy corrected reaction energies and activation 
energy barriers of all the reaction steps calculated at a temperature of 473 K. The solvent 
effects of water and 1,4-dioxane are treated as corrections to the reaction energies and 
activation energy barriers which are also shown in Table 3.1. In the following sections, 
we will firstly discuss our lateral interaction model and the results from our microkinetic 
model (with lateral interaction included) under gas phase including the turnover 
frequency (TOF), the dominant pathways and selectivity. Then, the solvent effect on both 
the thermodynamics and kinetics will be discussed systematically. Results from 
sensitivity analysis, such as degrees of rate control, degrees of thermodynamic rate 
control and degrees of selectivity control, will also be discussed thereafter. Finally, 
reaction orders and apparent activation energies under both gas phase and liquid phase 
will be reported. 
3.4.1 Lateral interaction effects 
Strong adsorbate-adsorbate attraction, especially the attraction between the most 
abundant surface adsorbates, can lead to island formation which leads to an 
overestimation of the rate predicted by the mean-field approximation. Therefore, the 
mean-field approximation based microkinetic model is typically derived under the 
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assumption of no lateral adsorbate-adsorbate interactions. However, slight adsorbate-
adsorbate repulsion can still be accommodated by mean-field models that include the 
repulsive interaction within the free energy expression51. Without any lateral interactions 
being included, our mean-field microkinetic model results showed that more than 99% of 
the Rh surface was covered by CO and H, and the fraction of available free sites is 
exceedingly small. Since both adsorbed CO and H display significant lateral (repulsive) 
interactions, we should consider these interactions in our microkinetic models. Here, we 
used a linear lateral interaction model to describe the effects of any high-coverage surface 
species (CO and H in this work) on the free energy of any surface species in the 
microkinetic model, while the transition states are assumed to be affected as half the 
reactant and half the product. The lateral interaction included free energy are calculated 
based on the following equations: 
 (>) =  (0) + @, ∗ >                                                                                           (13) 
 (>/, … , >) =  (0) + ∑ @, ∗ >D                                                                       (14) 
#(>/, … , >) = #(0) + 0.5(=# (0) - =# (>/, … , >))                                                 (15) 
where  (0) and   (>)  are the adsorption energies of specie i at low surface 
coverage and high surface coverage (>) of species j (CO or H in this work), respectively. 
While @, is the lateral interaction coefficient of specie j to specie i, and #(>/, … , > ) 
and =# (>/, … , > ) are the activation barrier and reaction energy of step k with the 
surface covered by specie i of a coverage >, respectively.  
The adsorption energies of all species with 0 and 3 CO and H on the surface 
(correspond to 0 and 0.25 ML surface coverage, respectively) were used to calculate the 
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lateral interaction coefficient based on the equation 13. All the calculated lateral 
interaction coefficients are shown in Table B.1 in the appendix B and implemented into 
the microkinetic model assuming the coefficients being constant at the investigated 
coverage region in this work. Fig. B.1 in the appendix B shows the coverage dependent 
adsorption energy of CO on the Rh (111) surface. Two straight linear regions were found 
for the coverage dependent adsorption energy of CO in the figure demonstrating that a 
linear model can perfectly describe the coverage dependent adsorption energy at a 
specific range. Obviously, we can see that the adsorption energy changes much more 
rapidly in region 2 than that in region 1, which indicating that the lateral interaction 
coefficient in region 1 is smaller than that of region 2. The corresponding coverage range 
of CO we used to calculate the lateral interaction coefficient (0.25 ML) lies perfectly in 
the linear region 1 of Fig. B.1, which make our usage of the lateral interaction coefficient 
as constant solid. Interestingly, we found that the number of sites of CO occupy via 
adsorption on the surface have a significant effect on the resulting CO coverage from 
microkinetic modeling (MKM). When 1 site were assumed for the CO adsorption, the 
MKM predicted CO surface coverage is larger than 0.60 ML as shown in Table B.2 of 
the appendix B, and it lies exactly in the linear region 2 of Fig. B.1 in the appendix B. In 
other words, the usage of lateral interaction coefficient calculated from linear region 1 
will underestimate the real values. On the contrary, however, when 3 sites were 
considered for the CO adsorption, the resulting CO coverage from MKM as shown in 
Table 3.2 is smaller than 0.30 ML which fits perfectly to linear region 1 of Fig. B.1 in the 
appendix B. The proposed scheme to calculate the lateral interaction coefficient and the 
assumption that the lateral interaction coefficient is constant are therefore very solid 
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when 3 sites were considered for CO adsorption. Therefore, unless specified in this work, 
all the results that will be discussed in the following sections are from microkinetic 
modeling with CO occupy 3 sites via adsorption on the surface. 
3.4.2 Microkinetic modeling results  
3.4.2.1 HDO of propionic acid in vapor phase 
The microkinetic model was running at a temperature of 473 K and a gas phase 
partial pressure of Pac, H2 and CO of 1 bar, 0.1 bar and 0.001 bar, respectively. The 
TOFs and the surface coverages of the most abundant surface species (MASS) are shown 
in Table 3.2. Under vapor phase, the rate of the HDO reaction is 3.43×10-5 s-1 and the 
surface is mainly covered by CO*** and H* with a surface coverage of 0.48 and 0.50, 
respectively. As a result, very few free sites (1.5%) are available for reactions to take 
place on the surface, which explains the low TOF of the reaction in vapor phase. The 
rates of various elementary surface reactions in the vapor phase are shown in Fig. 3.1, 
and the dominant pathway of DCX, DCN path and the propanol and propionaldehyde 
production is shown in dashed arrows. Apparently, the propanol and propionaldehyde 
production are favored in the HDO of propionic acid under vapor phase and dominantly 
occur on the surface with a selectivity of 55% and 45%, respectively. While both DCN 
and DCX are not preferred and the rate of which are negligible comparing to that of 
propanol and propionaldehyde production (almost 4 orders of magnitude smaller). The 
dominant pathway of propanol production is the direct-propanol-path, CH3CH2COOH* -
> CH3CH2CO*** -> CH3CH2COH* -> CH3CH2CHOH* -> CH3CH2CH2OH*, and the 
dominant pathway for propionaldehyde production is the direct-aldehyde-path that 
follows CH3CH2COOH* -> CH3CH2CO*** -> CH3CH2CHO*. In other words, direct-
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propanol-path and direct-aldehyde-path are the dominant pathways of the HDO of 
propionic acid on Rh (111) surface under vapor phase. Interestingly, we didn’t find any 
significant amount of propionaldehyde production from propanol dehydrogenation as we 
previously found in the HDO of propionic acid on the Pt (111) surface25. We also 
considered the microkinetic model with CO occupy 1 site via adsorption (CO-1-site 
model) on the surface under the same conditions that were used here. Except a 
discrepancy in the TOF and the surface coverage of the most abundant surface species as 
shown Table B.2 in the appendix B, the dominant pathway of the reaction is still the 
direct-propanol-path and the direct-aldehyde-path. DCN and DCX are also not favored 
under CO-1-site model, and the rate of which is still negligible as shown in Fig. B.2 in 
the appendix B.  
3.4.2.2 HDO of propionic acid in liquid phase 
The effects of solvent water and 1,4-dioxane are shown as corrections to the 
reaction free energies and activation free energy barriers in Table 3.1. For all the 
adsorption steps except the adsorption of CO and CO2, solvent generally has negligible 
effect, and effect of water are stronger than 1,4-dioxane. As shown in Table 3.1, the 
adsorption of CO is stabilized by 0.14 eV and 0.09 eV, respectively, in water and 1,4-
dioxane. Correspondingly, CO2 adsorption is stabilized by 0.23 eV and 0.12 eV, 
respectively, in water and 1,4-dioxane. In addition, adsorption of propionic acid also 
becomes stronger in the liquid phase than in the gas phase, being stabilized by 0.05 eV 
and 0.07 eV, respectively in water and 1,4-dioxane. For surface reactions, similarly, the 
solvents also have negligible effect on most of the reaction steps except for a few steps 
that are involved in DCX path, which caused an increase of DCX rate and will be 
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discussed further in the following sections. Specifically, the solvents have a large effect 
on reaction step of 29, 30, 31, 35, 38 and 39, and water still has a stronger effect than 1,4-
dioxane. For instance, the reaction energy and activation energy barrier of step 29 
(CH3CH2COO** -> CH3CH2* + CO2*) are decreased by 0.15 eV and 0.11 eV, 
respectively, in water, while they are decreased by 0.06 eV and 0.02 eV, respectively, in 
1,4-dioxane. Step 30 (CH3CH2COO** -> CH3CHCOO*** + H*), which is in 
competition with step 29 in DCX path, is one other step that is greatly affected by the 
solvents. The reaction energy and activation barrier of step 30 are decreased by 0.14 eV 
and 0.12 eV, respectively, in water, while in 1,4-dioxane, they are decreased by 0.03 eV 
and 0.02 eV, respectively. The stabilization can be understood from the change in 
exposure of the carboxylate group to the liquid phase during reaction (in the reactant state 
the carboxylate group points to the surface while in the product state it points at least 
partially to the liquid phase). In general, water makes DCX reaction steps more 
exothermic in reaction and easier in overcoming the reaction energy barriers which 
increase the reaction rate as a result as shown in Table 3.2. While the effects of 1,4-
dioxane is usually smaller than 0.1 eV which explain the similar TOF of the reaction in 
vapor phase and liquid 1,4-dioxane. The energies calculated at ± 10% of the default 
COSMO Rh cavity are shown in Table B.3 and B.4, respectively, with a similar trend of 
the solvent effects found in Table 3.1. Interestingly, a larger Rh cavity radius leads to a 
larger solvent effect for adsorption steps and processes involving a change in exposure of 
the carboxylate group to the liquid phase. The effects of the solvents on microkinetic 
modelling kinetic results will be discussed in the following sections. 
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The liquid phase microkinetic model with the solvent effect being included was 
conducted at the same gas phase partial pressures and temperature as that of the gas phase 
model. The TOFs and the surface coverages of the most abundant surface species are 
shown in Table 3.2. Obviously, the TOFs is increased in the liquid phase, and the larger 
the Rh cavity radius used in the liquid phase calculations, the larger the increase of the 
TOFs. For instance, in liquid water, the TOF was increased from 3.43×10-5 s-1 to 8.73×10-
5 s-1 when using the default COSMO Rh cavity, while the TOF was increased to 1.17×10-
4 s-1 if the Rh cavity was increased by 10% in the liquid phase calculations. The same 
trend was also found in the liquid 1,4-dioxane while the increasement of which to the 
TOF is smaller than liquid water since the solvent effect of 1,4-dioxane is usually smaller 
than 0.1 eV as shown in Table 3.1. For instance, when decreasing the Rh cavity by 10% 
in the liquid phase calculations, the TOF of the reaction is 8.00×10-5 s-1 in the liquid 
water, and it is only 3.85×10-5 s-1 in the liquid 1,4-dioxane with a slightly increase 
comparing to that in the vapor phase (3.43×10-5 s-1). However, with increasing Rh cavity, 
the promotion effect of 1,4-dioxane to the TOF becomes more significant as shown in 
Table 3.2. The most abundant surface species (MASS) are still CO*** and H* and 
occupies most of the surface sites (> 95%). The surface coverage of CO*** is increased 
in both water and 1,4-dioxane since CO adsorption is greatly stabilized in the liquid 
phase as discussed in the first part of this section, while the surface coverage of H* was 
decreased due to a destabilization of the solvent to its adsorption. The coverage of 
CH3CH2COOH* is increased by more than one order of magnitude because of the 
stabilization of the solvent to the propionic acid adsorption, and the increased coverage of 
CH3CH2COOH* may contribute to the increased TOF of the reaction in the liquid phase. 
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We also observed an increase of the CH3CH2COO** coverage which was caused by the 
stabilization of the solvent to the DCX reactions. However, the coverage of 
CH3CH2COOH* and CH3CH2COO** are much smaller than the coverage of CO*** and 
H*.  
As shown in Fig. 3.2 and Fig. 3.3, the solvent doesn’t change the dominant 
pathways of the reaction, and the direct-propanol-path and the direct-aldehyde-path are 
still the dominant pathways of the reaction in both liquid water and 1,4-dioxane. The 
selectivity toward propanol and propionaldehyde production are around 60% and 40%, 
respectively, in liquid water, and the corresponding selectivity are around 51% and 49%, 
respectively, in liquid 1,4-dioxane. The rate of DCN and DCX path are greatly increased 
in the liquid phase which agrees well with previous studies on the HDO of propionic acid 
and acetic acid on transition metals surfaces25, 30, 34, 35. For instance, comparing to that in 
the vapor phase, the rate of DCX in liquid water is increased from 7.23×10-12 s-1 to 
1.11×10-10 s-1, while the rate of DCN is increased by more than two orders of magnitude 
(from 2.79×10-11 s-1 to 5.00×10-9 s-1). In liquid 1,4-dioxane, the increasement in the rate of 
DCN and DCX is much smaller than that in the liquid water, i.e., the DCX rate is only 
increased by about 1 time comparing to that in the vapor phase. Despite the promotion of 
the solvent to the DCN and DCX reactions, the rates of which are still much smaller than 
propanol and propionaldehyde production in both liquid water and 1,4-dioxane (at least 5 
orders of magnitude smaller). For the CO-1-site model, as shown in Fig. B.3 and B.4 in 
the appendix B, the dominant pathways of the reaction are also the direct-propanol-path 
and the direct-aldehyde-path, and the DCN and DCX are still not favored. 
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In a summary, the dominant pathways of the reaction remain unchanged in in both 
vapor and liquid phase environments. However, the rate of the reaction is increased in 
liquid phase and water has a stronger effect that 1,4-dioxane. The rate of DCN and DCX 
is greatly increased in liquid phase, but it is still much smaller than the propanol and 
propionaldehyde production rate. In both vapor and liquid phases, the main products, 
propanol and propionaldehyde, have a similar selectivity, demonstrating that solvent (at 
least water and 1,4-dioxane) cannot be used to tune the selectivity of the HDO of 
propionic acid on Rh (111) surface. Finally, DCX and DCN path are not favored in all 
reaction environments indicating that Rh (111) may not be the active site for DCX and 
DCN reactions. 
3.4.3 Degrees of rate and selectivity control 
Campbell’s degree of kinetic rate control DRCi, where i is either one transition 
state or one surface intermediate, and degree of selectivity control DSCi were used to 
determine the rate-controlling and selectivity-controlling species52-54.  The degree of rate 
control and selectivity control are calculated based on the following equations, 
DRCi =  HI J I K*L 1M, NOPQL1  
                                                                                                       (16) 
DSCi = HI( J ] /T)I K*L 1M, NOPQL1  
=  HI( J ])I K*L 1M, NOPQL1
 -   HI( JT)I K*L 1M, NOPQL1
= DRCi, P - DRCi, R                 (17) 
where the partial derivative is taken holding the free energies of all other species  U 
constant. The value of DRCi describes the relative increase in net rate due to the 
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(differential) stabilization of the standard-state free energy for species i. DRCi,P and 
DRCi,R are the degrees of rate control of species i for the rates of yielding product P and 
consuming reactant R, respectively. The value of DSCi describes the relative increase in 
net selectivity to product P from reactant R due to the (differential) stabilization of 
species i. 
The degrees of rate control of the key species are shown in Table 3.3. For the 
transition states, step1 (CH3CH2COOH* -> CH3CH2CO***) solely determines the rate of 
the reaction in both the gas and liquid phases, demonstrating the importance of the 
dehydroxylation. In other words, stabilizing the transition state of C-OH bond cleavage 
(step1) will greatly increase the rate of the HDO of propionic acid on Rh (111) surface. 
The C-OH bond scission has also been identified as the rate controlling step in the HDO 
of propionic acid over Pd (111) surface16 and Ru (0001) surface18, and literature reveals 
that the HDO of acetic acid also has C-OH bond cleavage as the rate controlling step30, 55. 
From the degrees of thermodynamic rate control which are also shown in Table 3.3, the 
effect of the adsorption strength of surface intermediates on the reaction rate can be 
determined. In both gas and liquid phase environments, the two most abundant surface 
species CO*** and H* have a large negative value of degrees of rate control, 
demonstrating that stabilize the adsorption CO*** and H* can greatly decrease the rate of 
the reaction. The strong negative effect can be well understood by their corresponding 
large surface coverage on the surface since stabilizing their adsorption will make more 
surface free sites be blocked. As in the in liquid phase, the surface coverage of CH3CH-
2COOH* and CH3CH2COO** was increased to a significantly amount, it is therefore not 
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surprising that their effect on the rate of reaction becomes nonnegligible and stabilizing 
the adsorption strength will decrease the TOF of the reaction. 
The degrees of selectivity control of various key reaction steps for propanol and 
propionaldehyde production are shown in Table 3.4 and 3.5, and those for the DCN and 
DCX selectivity are shown in Table B.6 in the appendix B. Results shown in Table 3.4 
indicate that the selectivity towards propanol production is mainly determined by step 51 
and step 52. Stabilizing reaction step 52 (CH3CH2COH* + 3* -> CH3CH2CO*** + H*) 
and decelerating the direct propionaldehyde formation step 51 (CH3CH2CHO* + 3* −> 
CH3CH2CO*** + H*) leads to increased propanol production in all reaction 
environments. Step 66 (CH3CH2CH2OH* + * -> CH3CH2CHOH* + H*) also has 
significant effect on determining the propanol production, but it is not as important as 
step 51 and step 52. Generally, CO*** and H* adsorption strength has positive effect on 
the selectivity of propanol production and stabilizing its adsorption strength can slightly 
increase the propanol production. For propionaldehyde production, Table 3.5 summarizes 
the degrees of selectivity control. Again, step 51 and 52 are the key rate controlling steps 
in all reaction environments determining the relative reaction flux going towards 
propionaldehyde versus propanol. In contrast to propanol production, however, 
stabilizing reaction step 52 (CH3CH2COH* + 3* -> CH3CH2CO*** + H*) and 
decelerating step 51 (CH3CH2CHO* + 3* −> CH3CH2CO*** + H*) leads to decreased 
propionaldehyde production in all reaction environments. This can be well explained by 
the fact that step 52 is the key step for propionaldehyde production while step 51 is the 
key step for propanol production. Similarly, step 66 also plays a significant role in 
determining the propionaldehyde production and decelerating step 66 (the last step of the 
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dominant propanol formation pathway) favors the propionaldehyde production. For the 
surface intermediates that have a significant effect on propionaldehyde selectivity, shown 
in Table 3.5, the stability of adsorbed H* and CO*** are most relevant. Generally, 
Stabilizing H* and CO*** adsorption decreases the selectivity to propionaldehyde in 
both the vapor phase and the condensed phase.  
3.4.4 Apparent Activation Barrier & Reaction Orders 
In order to investigate the temperature dependence of the TOF of the reaction, 
apparent activation barriers (Ea) have been calculated based on the following equation 
with a temperature range from 448 K to 573 K in all reaction environments. 
 = VW3 X(%YZ)% [R,%                                                                                                             
(18) 
To study the pressure dependence of the rate of the reaction, the reaction orders of 
H2, CO and propionic acid have also been calculated using, 
\ = X(%YZ)(RL) [%,RPQL                                                                                                                   
(19) 
Fig. 3.4a and 3.4c illustrates the reaction order with respect to H2 and CO in the 
vapor phase and liquid phase. In all reaction environments, a negative reaction order was 
found for both H2 and CO. H2 has a reaction order of -1.54, -0.98 and -0.66, respectively, 
in vapor phase, liquid 1,4-dioxane and liquid water. While a reaction order of -0.23, -0.57 
and -0.80 was found for CO in gas phase, liquid 1,4-dioxane and liquid water, 
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respectively. These negative reaction orders correlate (as expected) very well with the 
corresponding large negative degrees of thermodynamic rate control of H* and CO*** in 
the different reaction environments as shown in Table 3.3. The reaction orders of 
propionic acid are all close to 1 under all reaction conditions as shown in Fig. 3.4b, which 
are 0.97, 0.90 and 0.91, respectively in the vapor phase, liquid 1,4-dioxane and liquid 
water. 
Finally, Fig. 3.4d displays Arrhenius plots for rate of the reaction (consumption of 
propionic acid) in various reaction environments at a temperature range of 448 K to 573 
K. The computed apparent activation barriers are 1.89 eV, 1.89 eV and 1.83 eV in the gas 
phase, and liquid 1,4-dioxane and water, respectively. The similar activation energies 
being found in all reaction environments agrees very well with the corresponding 
observed TOF as shown in Table 3.2. The large apparent activation energy can be 
explained by the fact the Rh (111) surface favors propanol and propionaldehyde 
production and the large reaction barriers of step 51 and step 52 (key steps in determining 
the rate of propanol and propionaldehyde production). As shown in Table B.7 in the 
appendix B, the reaction barrier of the backward reaction of step 51 and 52, which goes 
toward propanol and propionaldehyde formation (all the reactions and the corresponding 
reaction energies in Table B.7 are listed in a dissociation direction), are 0.76 eV and 0.93 
eV, respectively. The large apparent activation energy agrees very well with the low 
TOFs as shown in Table 3.2. 
3.5 Conclusions  
The HDO of propionic acid over Rh (1 1 1) surface has been systematically 
studied under both vapor and liquid phase conditions based on the microkinetic modeling 
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and DFT calculations. In all reaction environments, both decarbonylation and 
decarboxylation are not favored demonstrating that Rh (111) surface may not be the 
active site for DCN and DCX reaction. Propanol and propionaldehyde production 
dominantly occur during the HDO of propionic acid on Rh (111) surface, and the 
dominant pathways for propanol and propionaldehyde production favor a direct 
formation pathway which starts with direct dehydroxylation and followed by the 
hydrogenation of the carbonyl group. The dominant pathways of the reaction remain 
unchanged in the liquid phase while the rate of the reaction was slightly increased by the 
solvent. Larger Rh cavity radius used in the liquid phase calculations further increase the 
solvent acceleration on the turnover frequency. Generally, the promotion effect of water 
is much stronger than 1,4-dioxane on the rate of the reaction. The rate of the reaction is 
solely controlled by the dehydroxylation of adsorbed propionic acid under both vapor and 
liquid phase conditions. The selectivity of the main products (propanol and 
propionaldehyde) is almost the same in all reaction environments. Thus, solvents (at least 
water and 1,4-dioxane) cannot be designed to manipulate the selectivity of the HDO of 
organic acids over Rh (111) surface. 
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3.7 Tables and figures 
Table 3.1: Reaction free energies in eV of various elementary reaction steps in the HDO 
of Pac on Rh (111) surface at a temperature of 473 K under the vapor phase and liquid 
phase with water and 1, 4-dioxane as solvent, respectively. 
 
# Reaction Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH + * -> CH3CH2COOH* 0.41 N/A -0.05 N/A -0.07 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.08 0.65 -0.06 -0.04 0.04 0.02 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* 0.03 0.63 -0.02 -0.09 0.04 0.01 
3  CH3CH2CO*** + 2* -> CH3CH2** + CO*** -0.51 1.15 -0.06 0.01 -0.05 0.00 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.11 0.82 -0.02 -0.05 -0.01 0.00 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* -0.06 0.76 -0.05 -0.02 -0.01 -0.01 
6  CH3CHCOOH** + 3*->CH2CHCOOH**** + H* -0.22 0.40 -0.02 -0.03 0.00 -0.01 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.32 0.26 -0.03 -0.03 -0.03 -0.02 
8  CH3CHCO** + 4* -> CH3CH*** + CO*** -0.84 0.66 -0.05 0.07 -0.04 0.05 
9  CH3CHCO** + 3* -> CH3CCO**** + H* -0.35 0.45 -0.02 -0.02 -0.02 -0.01 
10  CH3CHCO** + 3* -> CH2CHCO**** + H* -0.26 0.62 -0.03 -0.02 -0.01 0.03 
11  CH2CHCOOH**** + * ->CH2CHCO**** + OH* -0.10 0.86 -0.07 -0.01 -0.01 0.02 
12  CH2CHCOOH**** + *->CHCHCOOH****+ H* -0.33 0.23 -0.02 -0.01 -0.01 0.01 
13  CH3CCOOH*** + 2* -> CH3CCO**** + OH* -0.09 0.86 -0.04 -0.02 0.01 0.02 
14  CH3CCO**** + 2* -> CH3C*** +CO***' -1.32 0.22 -0.03 -0.02 -0.03 0.00 
15  CH2CHCO**** + 2* -> CH2CH*** + CO*** -0.63 0.80 -0.01 0.00 -0.02 0.01 
16  CH2CHCO**** + * -> CHCHCO**** + H* -0.06 0.43 0.00 -0.01 0.01 0.01 
17  CHCHCOOH**** + * -> CHCHCO**** + OH* 0.17 0.92 -0.05 -0.03 0.01 0.00 
18  CHCHCO**** + 3* -> CHCH**** + CO*** -1.08 0.54 -0.06 0.04 -0.06 0.00 
19  CH2CH*** + 2* -> CHCH**** + H* -0.51 0.14 -0.05 -0.05 -0.02 -0.01 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.10 0.42 0.02 -0.01 0.01 0.01 
21  CH2CH*** + * -> CH2C*** + H* -0.58 0.04 -0.08 -0.05 -0.05 -0.03 
22  CH3C*** + * -> CH2C*** + H* 0.20 0.85 -0.07 -0.06 -0.04 -0.03 
23  CH3CH*** + * -> CH2CH*** + H* -0.05 0.50 0.01 -0.02 0.00 0.00 
24  CH3CH*** + * -> CH3C*** + H* -0.83 0.00 0.00 0.00 -0.01 0.00 
25  CH3CH2** + 2* -> CH3CH*** + H* -0.44 0.71 -0.01 -0.06 0.01 -0.01 
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26  CH3CH3* + 2*-> CH3CH2** + H* 0.09 0.62 0.01 0.01 0.02 0.02 
27  CH3CH2** + * -> CH2CH2** + H* -0.39 0.31 -0.02 0.01 0.00 0.03 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.63 0.25 0.01 -0.06 0.02 -0.01 
29  CH3CH2COO** + * -> CH3CH2** + CO2* 0.76 1.70 -0.15 -0.11 -0.06 -0.02 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.32 0.93 -0.14 -0.12 -0.03 -0.02 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* -0.33 0.42 -0.10 -0.08 -0.05 -0.05 
32  CH3CHCOOH** + 3* -> CH3CH*** + COOH** -0.23 0.93 -0.04 -0.05 -0.01 -0.01 
33  CH3CHCOO*** + * -> CH3CH*** + CO2* 0.00 0.95 -0.03 0.02 -0.03 0.02 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* 0.07 1.02 -0.07 0.02 -0.03 0.01 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.06 0.83 -0.15 -0.13 -0.04 -0.04 
36  CH3CCOOH*** + 2* -> CH3C*** + COOH** -0.74 1.00 -0.01 -0.01 0.01 0.02 
37  CH2CHCOOH**** + * ->CH2CH*** + COOH** -0.06 1.49 -0.01 -0.01 0.00 0.01 
38  CH3CCOO*** + * -> CH3C*** + CO2* -0.90 0.57 0.05 0.18 -0.01 0.05 
39  COOH** -> CO2* + H* -0.10 0.71 -0.09 -0.09 -0.06 -0.06 
40  COOH** + 2* -> CO*** + OH* -0.67 0.36 -0.07 0.00 -0.03 0.00 
41  H2O* + * -> OH* + H* -0.03 0.76 -0.01 -0.05 0.00 -0.02 
42  CH3CH3 + * -> CH3CH3* 0.57 N/A 0.02 N/A 0.00 N/A 
43  CH2CH2 + 2* -> CH2CH2** -0.10 N/A -0.01 N/A 0.00 N/A 
44  H2O + * -> H2O* 0.37 N/A -0.03 N/A 0.01 N/A 
45  CO2 + * -> CO2* 0.68 N/A -0.23 N/A -0.12 N/A 
46  CHCH + 4* -> CHCH**** -1.78 N/A -0.06 N/A -0.01 N/A 
47  CO + 3* -> CO*** -0.89 N/A -0.14 N/A -0.09 N/A 
48  H2 + 2* -> H* + H* -0.48 N/A 0.02 N/A 0.01 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.41 0.12 -0.01 -0.02 -0.02 -0.02 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.49 0.99 -0.04 0.02 -0.02 0.00 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.75 0.10 -0.04 -0.02 -0.01 -0.03 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.65 0.25 -0.08 -0.07 -0.03 -0.04 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.45 0.21 -0.05 -0.08 0.00 -0.02 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.86 0.12 -0.03 -0.04 0.00 -0.01 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* -0.57 0.34 -0.02 0.01 -0.01 0.00 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.27 0.66 -0.06 -0.05 -0.02 -0.01 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.48 0.29 0.01 0.03 0.00 0.02 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.25 0.47 0.00 -0.04 0.01 0.00 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* -0.37 0.46 0.03 -0.01 0.02 0.00 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.47 0.26 0.06 0.03 0.04 0.03 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* 0.15 0.83 -0.03 -0.08 0.01 0.00 
62  CH3CHCH2OH** + 2* -> CH3CHCH2O*** + H* -0.13 0.51 0.05 -0.02 0.02 0.00 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.44 0.00 0.00 0.03 0.03 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.42 0.38 0.05 0.01 0.03 0.01 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* -0.28 0.63 0.01 -0.05 -0.01 -0.04 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.17 0.49 -0.02 0.00 -0.02 0.02 
67  CH3CH2CH2OH* + 2* -> CH3CHCH2OH** + H* 0.00 0.67 -0.07 -0.10 -0.02 -0.04 
68  CH3CH2CH2OH + * -> CH3CH2CH2OH* 0.59 N/A 0.01 N/A -0.01 N/A 
69  CH3CH2CHO + * -> CH3CH2CHO* 0.40 N/A -0.01 N/A -0.01 N/A 
70  C4H8O2 (dioxane) + 2* -> C4H8O2** 0.99 N/A -0.13 N/A -0.10 N/A 
 
Table 3.2: TOFs (s-1) and surface coverage of the most abundant surface intermediates 
(divided by the corresponding number of sites occupied of the adsorption on the surface) 
during the HDO of Pac on Rh (111) surface at a temperature of 473 K under both vapor 
















free site 1.50×10-2 9.57×10-3 5.68×10-3 4.23×10-3 1.36×10-2 8.30×10-3 6.85×10-3 
H* 5.00×10-1 3.17×10-1 1.81×10-1 1.56×10-1 4.84×10-1 2.92×10-1 2.48×10-1 
` 
70 
CO*** 1.61×10-1 2.23×10-1 2.68×10-1 2.76×10-1 1.65×10-1 2.30×10-1 2.46×10-1 
CH3CH2COO** 1.07×10-3 2.21×10-3 2.61×10-3 3.07×10-3 3.27×10-3 2.93×10-3 2.61×10-3 
CH3CH2COOH* 2.39×10-4 6.62×10-3 2.45×10-3 6.23×10-3 8.20×10-4 2.68×10-3 3.44×10-3 
TOF (s-1) 3.43×10-5 8.00×10-5 8.73×10-5 1.17×10-4 3.85×10-5 5.91×10-5 8.81×10-5 
 
Table 3.3: Degrees of rate control of key species under gas and liquid phase conditions at 
a temperature of 473 K and a gas partial pressure of 1 bar, 0.001 bar and 0.1 bar, 
respectively, for propionic acid, CO and hydrogen. 
 












H* -2.97 -1.34 -1.15 -2.14 -1.96 -1.73 -2.82 
CO*** -0.22 -0.77 -0.83 -0.50 -0.55 -0.64 -0.25 
CH3CH2COO** -0.02 -0.06 -0.07 -0.05 -0.07 -0.06 -0.07 
CH3CH2COOH* N/A -0.03 -0.07 N/A -0.03 -0.04 N/A 
Step 1 0.96 0.96 0.96 0.96 0.96 0.96 0.96 
 
Table 3.4: Degrees of selectivity control for key species that have impact on propanol 
production path determined from gas and liquid phase calculations (solvation calculations 
with ±10% of default COSMO Rh cavity are also included) at a temperature of 473 K. 
 
 Step 51 Step 52 Step 59 Step 60 Step 66 CO*** H* 
Gas -0.34 0.35 N/A 0.01 0.09 0.05 0.05 
Water (default) -0.38 0.37 N/A N/A 0.02 N/A 0.05 
Water (+10%) -0.31 0.31 N/A N/A N/A N/A 0.04 
Water (-10%) -0.32 0.27 -0.01 N/A 0.05 0.03 0.03 
1, 4-dioxane (default) -0.47 0.43 -0.01 N/A 0.05 0.01 0.06 
1, 4-dioxane (+10%) -0.46 0.44 -0.01 N/A 0.03 N/A 0.07 
1, 4-dioxane (-10%) -0.41 0.23 -0.01 0.01 0.18 0.14 -0.03 
 
Table 3.5: Degrees of selectivity control for key species that have impact on 
propionaldehyde production path determined from gas and liquid phase calculations 
(solvation calculations with ±10% of default COSMO Rh cavity are also included) at a 
temperature of 473 K. 
 
 Step 51 Step 52 Step 59 Step 60 Step 66 CO*** H* 
Gas 0.52 -0.41 N/A -0.01 -0.10 -0.06 -0.06 
Water (default) 0.56 -0.55 0.01 N/A -0.03 N/A -0.07 
Water (+10%) 0.63 -0.63 0.01 N/A -0.02 0.01 -0.08 
Water (-10%) 0.62 -0.52 0.02 -0.02 -0.10 -0.06 -0.06 
1, 4-dioxane (default) 0.48 -0.43 0.01 N/A -0.05 -0.01 -0.07 
1, 4-dioxane (+10%) 0.49 -0.47 0.01 N/A -0.03 N/A -0.08 





Figure 3.1: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps under vapor phase conditions on Rh (111) surface at a 
temperature of 473 K and a gas partial pressure of propionic acid, CO and hydrogen of 1 







Figure 3.2: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps in liquid water on Pt (111) surface at a temperature of 
473 K and a gas partial pressure of propionic acid, CO and hydrogen of 1 bar, 0.001 bar 




Figure 3.3: TOFs (s-1) of (a) DCX and DCN reaction steps and (b) propanol and 
propionaldehyde production steps in liquid 1,4-dioxane on Rh (111) surface at a 
temperature of 473 K and a gas partial pressure of propionic acid, CO and hydrogen of 1 






Figure 3.4: Reaction orders of (a) H2, (b) propionic acid and (c) CO at a temperature of 
473 K and (d) Arrhenius plot for the HDO of propionic acid in the temperature range of 
448 - 573 K. 
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A COMBINATION OF MACHINE LEARNING METHOD AND FIRST 
PRINCIPLE CALCULATIONS TO STUDY THE 
HYDRODEOXYGENATION OF PROPANOIC ACID3
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In a combination of density functional theory calculations and machine learning 
method, a framework was proposed to identify the rate-controlling species and reaction 
rate of the hydrodeoxygenation of propionic acid on transition metal surfaces at a DFT 
level of accuracy with greatly reduced computational cost. A stacked Gaussian process 
regression model, which use ECHCHCO, EOH and fingerprints as the descriptors for the 
adsorption energy prediction and ER_Ep1_Ep2_FPR_FPP2_ECH3CH as the descriptors for the 
transition state energy prediction, can locate exactly the same rate-controlling species and 
predict the same turnover frequency as that from DFT calculations predictions. Gaussian 
process model also outperforms the linear ridge regression model that use the same 
descriptors and the most commonly used transition state scaling model. More 
importantly, with all surface species adsorption energy being calculated via DFT and the 
transition state being estimated by linear ridge regression, the predicted rate-controlling 
species and TOFs agrees well with DFT predictions, demonstrating the importance of the 
thermodynamics in the kinetic mechanisms. 
Keywords: Biomass conversion, Large reaction network, Density functional theory, 
Machine learning, Gaussian process regression, linear regression, thermodynamics 
importance 
4.2 Introduction 
The study of the usage of biomass as an alternative to fossil fuels has greatly 
increased in popularity due to the environment and climate issues brought by the 
combustion and conversion of the fossil fuels1. However, biomass has its own drawbacks, 
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such as high viscosity, poor oxidation stability, low energy density, and high cloud point 
temperature due to its high oxygen content, which makes it incompatible to current 
petrol-based infrastructure and greatly impede its direct commercial applications2-5. 
Deoxygenation therefore becomes very important for the usage of biomass. Currently, the 
so called hydrodeoxygenation (HDO) process which is conducted in both vapor and 
liquid phases is widely used for the conversion of biomass to valuable products6, 7. 
However, the conventional heterogeneous catalysts used for the HDO process such as 
sulfided NiMo/Al2O3 and CoMo/Al2O3 have various drawbacks. For instance, short 
catalyst lifetimes and high sulfur content in the final product have been found6. To 
overcome the limitations of using conventional sulfided catalysts in biomass processing, 
new catalysts must be developed, which requires a better understanding of the HDO 
mechanism of biomass. In the meanwhile, however, the reaction network complexity of 
the biomass conversion which usually involves hundreds of intermediates and thousands 
of possible reaction steps greatly limits the understanding and modeling of the reaction 
mechanisms of the biomass conversion both computationally and experimentally. What 
makes the biomass conversion study in catalysis even more difficult is the fact that the 
reaction network varies greatly across different catalyst surfaces and active sites, and thus 
the precise mechanism must be reidentified for every catalyst. Theoretically, microkinetic 
modeling based on density functional theory (DFT) calculations has been proven to be a 
very powerful tool in investigating the reaction mechanism in heterogenous catalysis8, 9, 
but models proposed mainly considered C2 molecules or smaller species, and to build a 
full microkinetic model based on first principle calculations may be possible for biomass 
conversion but should with a significant amount of computational resource cost. 
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Meanwhile, however, the extreme complexity of reaction networks can be addressed with 
the concept that most of the reaction steps and intermediates in the network has negligible 
impact on the final results which can therefore be treated with less accuracy, and the fact 
that only few key species control the rate of the reaction8. Thus, finding a good model for 
the prediction (estimation) of the properties of the majority of the reaction network and 
identifying the right species to focus computational and experimental resources on are of 
paramount importance. 
To overcome the computational cost, various semi-empirical methods haven been 
explored during the past years. One of the most important and also the simplest is the 
linear scaling relationship, which was firstly proposed by Nørskov, Bligaard and 
coworkers10-14. It relates the adsorption energy of surface intermediate to one or two key 
descriptors (usually the adsorption energy of small molecules or atomic species such as 
C, O, OH and CO are used) through a simple linear equation. Besides, the intrinsic 
properties of the catalyst can also be used as descriptors to predict the adsorption energy 
of surface intermediates15-17. For instance, Reuter and coworkers15 demonstrated that 
descriptors being expressed in a nonlinear function of various intrinsic properties of the 
catalyst, e.g. coordination numbers, d-band moments, and density of states at the Fermi 
level, are very powerful in predicting the adsorption energy of a wide range of adsorbates 
over multimetallic transition metal surfaces and facets. However, these methods are 
usually developed for C2 molecules or smaller species and each surface intermediates 
need its own model, which greatly impedes the application of these methods to larger 
biomass molecules. In order to predict the adsorption energy of large adsorbates, more 
complicated machine learning models based on group additivity13, 18-22, ‘Coulomb’ 
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matrix23-25, bag-of-bonds26 and etc. have been proposed recently. However, these 
methods usually need the adsorption coordinates and adsorbate geometry to achieve a 
reasonably good prediction accuracy, and currently there is still lack of good models to 
exactly predict the most stable adsorption configuration of adsorbates on the catalyst 
surface. To predict the transition state energies, another linear correlation called 
transition-state scaling relations27 (TSS) and Brønsted–Evans–Polanyi28 (BEP) 
correlations has been used to compute the transition state and activation barriers, 
respectively, for a family of reactions using the product energy and reaction energy, 
respectively. Usually, a reaction family is defined based on the bond type that is 
undergoing breaking (e.g., C-C, C-O, C-H, O-H scission), and correlations are built for 
each family. This linear relation has been proven to roughly hold true over various of 
catalyst facets and has been widely used in the computational catalysis community14, 15, 27-
40.  
With models being built for the estimation of the properties (adsorption energies 
of surface intermediates and transition state energies) of the reaction network, to identify 
the key rate-controlling species and the possible reaction mechanisms without the need to 
do fully computational calculations of the whole reaction network, descriptor-based, 
linear-scaling approach has been widely used for computational screening of solid 
catalysts for reactions that has a small reaction network 38, 41-50. While for large reaction 
network, such as biomass conversion reactions, the linear scaling relationship lost its 
prediction power. Because in order to build the linear scaling relationships that relates all 
the needed intermediate/transition-state energies to one or two key ‘‘descriptors’’, the 
energetics of all necessary adsorbed intermediates and transition-states for a set of 
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reference materials need to be computationally calculated by DFT, which requires a huge 
computational cost for biomass conversions which involves thousands of possible 
reactions. Additionally, there exists scatter around each of the linear scaling relationships 
due to real errors in assuming that each energy scales linearly with the descriptor(s), 
leading to inaccuracies in their energy estimates and thus in the rate predictions. Instead, 
couple of more complicated machine learning models based on more sophisticated 
descriptors have been developed recently. For instance, Ulissi and coworkers49 proposed 
a framework that is constructed on a Gaussian process based on group additivity 
fingerprints for the adsorption energies predictions, combined with transition-state 
scaling relations (TSS) to identify the key species and the most possible reaction 
mechanisms for the heterogenous catalysis reaction network. The model is interactively 
used to predict the most important species until all the key species are located and 
explicitly calculated by DFT. Applying these methods to the reaction of syngas on Rh 
(111) surface, they identified the most likely reaction mechanism. Similarly, Sutton et 
al50 presented a systematic hierarchical multiscale framework based on group additivity 
and Brønsted–Evans–Polanyi (BEP) relations for parameterization of large microkinetic 
models. Applying the approach to the moderate size ethanol steam reforming mechanism 
on Pt, which consist of 67 species and 160 reaction steps, they found that the method 
delivers first-principles' accuracy at significantly reduced computational cost. Despite the 
success of these models in determining the reaction mechanism, it still suffers from some 
intrinsic drawbacks of the models being used to estimate the surface intermediate 
adsorption energy and transition state energy. Firstly, these methods only work with 
single metal surface losing the power of screening all possible catalysts. Especially, 
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without the knowledge of the adsorbate geometry on the surface, the group additivity 
cannot predict the intermediates adsorption energies across catalyst, and there are also no 
universal rules in categorizing the groups that consist of a molecule. What’s more, the 
usefulness of the widely used simple linear relations (BEP) or TSS on biomass 
conversion reaction is not clear since biomass usually involves much more complicated 
chemistry32, 37, 51. For instance, Sutton et al.52 reported that the classic BEP relations is 
sufficient for C-H but inadequate for O-H and C-OH bond scission for ethanol on Pt 
(111) and Rh (111) surface, and the similar behavior has also been found by Lee et al. for 
the C-O scission of methoxy and hydroxyl groups in guaiacol on Pt (111) surface51. 
Alternatively, Wolcott et al48 recently introduced a degree of rate control approach that 
focuses instead only on the most relevant energies that most directly control the catalyst’s 
activity. However, they assumed the same rate control species for all the catalysts, which 
in other words, the predictions from this approach will be much less accurate when the 
materials are very different. 
Previously, we have studied the hydrodeoxygenation (HDO) of the propionic acid 
on various transition metal (111) surfaces53. Using the adsorption energies of CHCHCO 
and OH as the metal descriptors and fingerprints as the species descriptors, we found that 
both nonlinear and linear models can give a very good estimation of the adsorption 
energies of surface intermediates with a MAEs around 0.18 eV, which outperforms the 
single linear relationship that relates the energies to small species (such as C, O, OH). 
Similarly, in other work on the prediction of the transition states involved in the HDO of 
propionic acid54, we found that with the right combination of the metal descriptors 
(CHCHCO, OH, CH3CH), reaction descriptors (reaction energies, reactant energies and 
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product energies) and species descriptors (fingerprints of the reactant and product), both 
linear and nonlinear models also performs very well in the prediction of transition state 
energies, and the MAEs of the prediction is much smaller than that of the TSS and BEP 
relations. We therefore introduced here a framework that based on our previous work to 
estimate the adsorption energy and transition state energy to explore the reaction 
mechanism of biomass conversion (HDO of propionic acid was used as the model 
reaction) with greatly reduced computational cost. We demonstrated the approach on the 
HDO of the propionic acid on 8 transition metal surfaces, including Pt (111), Pd (111), Ni 
(111), Cu (111), Rh (111), Ag (111), Re (0001) and Ru (0001). Specifically, we 
determined the reaction mechanism, rate controlling species and the rate of the reactions. 
The number of DFT calculations that need to be conducted for key species in order to 
correctly identify the reaction mechanism are also reported. Finally, we showed the 
importance of thermodynamics (surface intermediate adsorption energy) in the kinetic 
analysis. 
4.3 Methods 
4.3.1 Computational Methods.  
All calculations were carried out using the Vienna Ab Initio Simulation Package 
(VASP)55, 56 based on density functional theory (DFT) with the projector augmented 
wave (PAW) method57. The generalized gradient approximation (GGA) with the Perdew 
and Wang 1991 functional (PW91) was used to treat exchange correlation effects58, 59. An 
energy cutoff of 400 eV is used for all DFT calculations and the energy convergence 
criterion was set to 10-7 eV. All structures were relaxed until the Hellmann-Feynman 
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force on each atom were smaller than 0.01 eV Å-1. To simulate the surface, a 3 × 2√3 
(111) surface model was constructed with four metal atom layers separated by a 15 Å 
vacuum gap. The dipole correction was applied to the direction perpendicular to the 
surface. For all surface calculations, the bottom two layers were fixed to their bulk 
positions while the top two layers were fully relaxed in all directions. In the vibrational 
frequency calculations, however, all metal atoms were fixed at their optimized positions. 
The Brillouin zone integration was sampled by 4×4×1 k-points for the surface using the 
Monkhorst-Pack scheme60. In order to precisely locate the transition states of the 
elementary reactions, a combination of the climbing image nudged elastic band (CI-NEB) 
method and the dimer method was used61-64. It should be noted that frequencies below 
100 cm-1 were shifted to 100 cm-1 for the calculation of partition functions in order to 
minimize the errors associated with the harmonic approximation for small frequencies65. 
4.3.2 Microkinetic Modeling 
Adsorption free energies of all intermediates, Gads, have been calculated with a 
universal reference based on the following equations: 
Gads = Gslab+intermediate – Gslab – NC × EC– NH × EH– NO × EO                                          (4.1) 
EH = 0.5 × EH2                                                                                                               (4.2) 
EC = ECH4 – 2 × EH2                                                                                                       (4.3) 
EO = EH2O – EH2                                                                                                             (4.4) 
where Gslab+intermediate is the free energy of the intermediate on the surface slab, 
Gslab is the free energy of the clean surface slab, and ECH4, EH2O, EH2 are the energy of the 
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CH4, H2O and H2 molecules, respectively. NC, NH and NO are the number of C, H and O 
atoms in the intermediate. Based on the adsorption free energy defined above, the 
reaction energy and activation energy barrier can be calculated using the following 
equations:  
ΔG= Σj νij × G,                                                                                                       (4.5) 
ΔGǂ= G,ǂ  - Σ G,                                                                                                      (4.6) 
with ΔG and ΔGǂ  being the reaction free energy and activation free energy of 
reaction step i, respectively. While νij and G,  are the stoichiometry coefficient and 
adsorption free energy of intermediates j in reaction step i, respectively. Finally, G,ǂ  
and G,  are the adsorption free energy of the transition state and the sum of the 
adsorption free energies of the reactant of reaction step i, respectively. 
For surface reactions, the forward reaction rate constant (kfor) can be calculated 
according to the transition state theory as,  
 ! = #$%& '(
)*ǂ+$,                                                                                                             (4.7) 
where kB is the Boltzmann constant, h is Planck constant, T is the reaction 
temperature in Kelvin, and -ǂ is the zero-point corrected activation barrier for the 
forward reaction obtained from DFT calculations. For adsorption processes, the reaction 
rate constant can be approximated through collision theory with a sticking coefficient of 
1, 
. = /012345#$%                                                                                                        (4.8) 
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where N0 is the number of sites per surface area (1.454 × 1019 m-2) and mA 
denotes the molecular weight of adsorbent A. The reverse reaction rate constant (krev) is 
determined from the thermodynamic equilibrium constant K, 
6 = #789#9:;                                                                                                                          (4.9) 
With all the forward and reverse reaction rate constants specified, a mean-field 
microkinetic model was built for the normalized number of surface species i per surface 
metal atoms66. The surface coverage of each species is equal to the number of sites 
occupied by the species times the normalized number of surface species i per surface 
metal atoms. Steady state surface coverages and rates are obtained by using the Matlab 
ODE solver ode15s.  No assumptions were made regarding the rate controlling steps in 
building our models. 
4.3.3 Degree of rate control 
Campbell’s degree of kinetic rate control DRCi, where i is either one transition 
state or one surface intermediate, is used to determine the rate-controlling species67-69. 
The degree of rate control is calculated based on the following equations, 
DRCi =  HI J I K*L 1M, NOPQL1  
                                                                                                   (4.16) 
where the partial derivative is taken holding the free energies of all other species  U 
constant. The value of DRCi describes the relative increase in net rate due to the 
(differential) stabilization of the standard-state free energy for species i. 
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4.3.4 The iterative algorithm 
As shown in Fig. 4.1, algorithm consist of 4 steps in total: (1) predict the surface 
intermediates adsorption energies with the optimized machine learning model; (2) using 
the necessary predicted adsorption energies to predict the transition state energies with 
the optimized models; (3) run the microkinetic model and sensitivity analysis to 
determine the rate-controlling species, run DFT calculations for these species if they are 
from model predictions and include these DFT calculated energetics into the microkinetic 
model, (4) repeat step 1,2 and 3 until all the rate-controlling species are calculated by 
DFT. The reaction mechanism and the rate of the reaction will then be determined from 
the last run of the microkinetic model. 
4.3.5 The reaction network of the HDO of propionic acid 
The detailed reaction network of the HDO of propionic acid consists of 
decarbonylation (DCN) and decarboxylation (DCX) path is shown in Fig. 4.2. Basically, 
there are two types of DCN reaction pathways: (1) pathways that start with propionic acid 
dehydroxylation, CH3CH2COOH* + 3* −> CH3CH2CO*** + OH* and followed by either 
direct decarbonylation or one step of dehydrogenation prior to the decarbonylation, and 
(2) pathways that involve α–carbon dehydrogenation prior to the dehydroxylation step 
that precedes the decarbonylation. For DCX reaction, there are generally three types of  
relevant reaction pathways: (1) dehydrogenation of the carboxyl group followed by 
directly ɑ-carbon dehydrogenation  or ɑ-carbon dehydrogenation prior to 
decarboxylation, (2) one or two ɑ-carbon dehydrogenation steps occur before 
dehydrogenation of the carboxyl group dehydrogenation and the following 
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decarboxylation, (3) both ɑ- and β-carbon dehydrogenation occur before dehydrogenation 
of the carboxyl group and  the following decarboxylation.  
4.3.6 Descriptors and models 
For surface intermediates adsorption energy prediction, we trained our model with 
the data of 7 metal surfaces and test on the 8th metal surface. While for the transition 
state, we trained our model with the data of 5 metal surfaces and test on the 6th metal 
surfaces since we only have DFT calculated transition states on 6 metal surfaces To 
compare the nonlinear and linear model, Gaussian process regression and ridge 
regression model were used since they are among the best model that we have found 
previously53, 54. For the descriptors, a paper-chemistry based fingerprints was used as the 
species descriptors as shown in Fig. 4.3. In the fingerprints, we first count the total 
number of different atoms in the molecule, and we also differentiate the atom by the 
number of unpaired electrons ( we assume O and C can have 1 and 3 unpaired electrons 
at maximum), and lastly we count the number of different bonds in the molecules taking 
the unpaired electrons of the two atoms forming the bond into consideration (we assume 
single bond for all the atom-atom connections except for C=O double bond). From 
principal component analysis (PCA) & varimax rotation, we found that about 98% of the 
variance of the data can be explained by the adsorption energy of CHCHCO and OH53. In 
a combination with the fingerprints, the MAEs of the predictions for the adsorption 
energies is 0.127 eV if trained with a Gaussian process model and with the kernel ridge 
regression, the MAEs is 0.132 eV. Therefore, the adsorption energy of CHCHCO and 
OH and the fingerprints were used as descriptors for the adsorption energy predictions. 
For the transition state energy predictions, we found that best descriptors for the linear 
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regression model and the nonlinear regression model are ER_Ep1_Ep2_FPR_FPP1_ECH3CH 
and ER_Ep1_Ep2_FPR_FPP2_ECH3CH, respectively, where ER, EP1, EP2, and ECH3CH are the 
adsorption energy of the reactant of the reaction, the smaller product and the bigger 
product of the reaction and adsorbed CH3CH, respectively, while FPR, FPP1 and FPP2 are 
the fingerprints of the reactant, smaller product and bigger product of the reaction, 
respectively. Therefore, these two descriptors were used for the prediction of the 
transition state energies in this work. 
4.4 Results and Discussion 
4.4.1 Energetics predictions 
The predictions of the energetics will largely determine the final microkinetic 
model results, we therefore first report the energetics predictions of different models at 
the very first cycle. Generally, nonlinear Gaussian process is much better than linear 
models in predicting the adsorption energies, as show in Fig. 4.4 - 4.9. Except for Cu 
(111) surface, the predicting MAEs are always smaller than 0.20 eV for the adsorption 
energy prediction on all the metals surfaces. For linear model, the average MAEs for of 
the prediction is usually larger than 0.25 eV, and the MAE for the prediction on Cu (111) 
is extremely large which is larger than 0.35 eV. For the transition state energy prediction, 
the nonlinear Gaussian process regression outperforms the linear ridge regression model 
was also found. Specifically, very large prediction errors were found for the transition 
state scaling (TSS), demonstrating the failure of the linear relation in describing the 
transition state energy predictions for complicated reactions32, 37, 51, 52. The performance 
` 
91 
of all the models to predict the reaction rate and the ability to identify the rate-controlling 
species will discussed in more details in the following sections. 
4.4.2 Application of the iterative algorithm to the HDO of propionic acid 
As shown in Fig. 4.1, we built the microkinetic model with energies from the 
predictions of the machine learning model, and for each cycle we identify the rate-
controlling species (degree of rate control larger than 0.01) and feed the corresponding 
DFT values back to the models until all the rate-controlling species are calculated by 
DFT. For the model descriptions, ‘s’ denotes one model was used to predict all the 
species, ‘r’ means the ridge regression model while ‘g’ denotes Gaussian process 
regression model. For the descriptors, metal descriptors (CHCHCH plus OH or 
CHCHCOH) with fingerprints are used as descriptors for the adsorption energy 
prediction for all the models. For transition state energy predictions, ‘sp’ means the sum 
of the energy of the product, while ‘all’ is ER_Ep1_Ep2_FPR_FPP2_ECH3CH as discussed in 
section 4.3.6, and ‘be’ denotes the descriptor, ER_Ep1_Ep2_FPR_FPP1_ECH3CH. For 
instance, s_g_s_g_all denotes that a single Gaussian process regression model was used 
to predict the adsorption energies using metal descriptor (ECHCHCO and EOH) and 
fingerprints as the input and another single Gaussian process regression model was used 
to predict the transition state energies using ER_Ep1_Ep2_FPR_FPP2_ECH3CH as the 
input. Besides, s_g_s_g_all_CH3CH and s_g_s_g_all_CHCHCO are models with 
descriptors and model type the same as describe before except that ECH3CH and ECHCHCO 
are used as the metal descriptors, respectively, excluding EOH for the adsorption energy 
predictions. Generally, for most of the metals, the predicted rate-controlling species 
converged very fast to the DFT predicted ones by only 2-3 cycles if proper models and 
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descriptors are used. The detailed performance of various models on different metal 
surfaces will be discussed further in the following sections. 
4.4.2.1 Nonlinear model versus linear model 
The MAEs of different cycles on the prediction of adsorption energies and 
transition state energies are shown in Fig. 4.4 – 4.9, respectively for all the six tested 
metal surfaces. The final predicted rate-controlling species with DFT predicted values 
and the TOFs from both DFT prediction and machine learning based model predictions 
are shown in Table 4.1 – 4.6, respectively for the six tested metal surfaces. Generally, the 
Gaussian process performs extremely well in predicting the rate control species and rate 
of the reaction for all the tested metals surfaces. Based on the Gaussian process 
predictions of the adsorption energies and transition state energies, the converged MKM 
predicts almost the same TOF as the values from DFT predictions, and the most 
important key species have all been correctly identified with the need of DFT 
calculations less than 10% of the whole reaction network, demonstrating the great 
potential of the proposed model to address the large reaction network of the biomass 
conversions. Interesting, the usage of the best nonlinear model descriptor (s_g_s_g_all in 
the tables and the figures) and the best linear model descriptors (s_g_s_g_be in the tables 
and the figures) doesn’t have a significant impact on the final converged results if a 
Gaussian process regression model was used, even though there is a difference in the 
predicting errors.  
We also tested the performance of the linear models that use the same descriptors 
as that in the Gaussian process regression models. Generally, the linear models can get 
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some good results on some metal surfaces while on some other metals not. For instance, 
on Ru (0001) and Pd (111) surfaces, linear models using either ‘all’ or ‘be’ as descriptors 
in the transition state energy predictions, the predicted rate of reaction and key species 
agree very well with DFT predictions. However, for Ru (0001), the reason for the good 
performance is due to the low prediction errors of the model in predicting both the 
transition state energies and the adsorption energies, as shown in Fig. 4.7. While for Pd 
(111), as shown in Table 4.5, a lot of DFT calculations were in need to get a satisfying 
result. For instance, the total number of transition states and surface species that need to 
be calculated for the linear model when using ‘all’ as the descriptor for the transition state 
(TS) energy prediction are 32 and 21, respectively, and the corresponding numbers for 
the model using ‘be’ as the descriptor in TS prediction, are 20 and 11, respectively. 
Considering that the total transition states and surface species that need to be optimized 
with DFT calculations for the whole reaction network of the HDO of the propionic acid 
are 41 and 27, respectively, the linear model doesn’t necessary reduce the computational 
cost greatly in determining the correct key species and may not be a good model for 
biomass conversion reactions that involves thousands of possible reaction steps and 
surface species. On Ni (111) and Pt (111) surfaces, linear model can get results close to 
the DFT predictions, while it is less accurate than the Gaussian process regression models 
as shown in Table 4.3 and 4.6. Besides, when using TSS for the prediction of the 
transition state energies, it fails to locate the right key rate-controlling species for all the 
metals surfaces except that on Pt (111). However, on Pt (111), it needs overall 20 and 13 
DFT calculated transition states and surface species, which is much more than that 
needed by the Gaussian process regression models. 
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In a summary, nonlinear Gaussian process models outperforms the linear ridge 
regression models and greatly reduced the computational cost in predicting the activity of 
the transition metal to the hydrodeoxygenation of propionic acid . TSS may not be a very 
good model in the prediction of the transition states energies in the biomass conversion 
reactions. In other words, to correctly predict the rate-controlling species and the rate of 
the reaction with largely reduced computational cost, the right model with the right 
descriptors must be used. 
4.4.2.2 How many descriptors are needed? 
For all the models discussed in section 4.3.6, three metal descriptors (catalyst 
descriptors) are used in the machine learning model. ECHCHCO and EOH are used in the 
surface intermediates adsorption energy prediction, and ECH3CH is used in the transition 
state prediction. Therefore, a potential well stablished volcano plot build on this 
framework that can be used to screen all possible catalyst will have 3 variables in total. 
From both visualization and the applicability scope, a 4-dimensional volcano plot will be 
very obscure and useless. Since ECH3CH is the indispensable descriptor in the transition 
state prediction as we found previously, we tried to reduce the metals descriptors in the 
adsorption energy predictions. We thus tried to use only ECHCHCO or ECH3CH as the metal 
descriptors in the adsorption energies prediction while keep the descriptors being used for 
the TS predictions the same as discussed in section 4.4.2.1, and we used a Gaussian 
process regression model since it is the best model that we have found as discussed in 
section 4.4.2.1. We don’t consider EOH solely as the metal descriptors in the adsorption 
energy prediction because neither nonlinear nor linear models can achieve a satisfying 
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estimation of the adsorption energies53. So, two models, namely s_g_s_g_all_CHCHCO 
and s_g_s_g_all_CH3CH were tested in this work. 
The performances of the models using ECHCHCO and ECH3CH, respectively, as the 
metals descriptors in the adsorption energy predictions, are also shown in Fig. 4.4 - 4.9 
and Table 4.1 – 4.6. For all the metals except Cu (111), both the models using ECHCHCO 
and ECH3CH as metal descriptors predicts the adsorption energies at a similar level of 
accuracy at convergence, and it also close to the models using both ECHCHCO and EOH as 
the metals descriptors in the adsorption energy predictions. For Cu (111) surface, the 
model using ECHCHCO performs much better than the model using ECH3CH as the metal 
descriptor in prediction the adsorption energies, as shown in Fig. 4.4. However, there is 
no significant difference in the transition state predictions for these two models since they 
used the same descriptors in the TS predictions. From Table 4.1, we can find that 
ECHCHCO model can locate exactly the same rate-controlling species as that found by DFT 
calculations and predicts a similar TOF, while the ECH3CH model cannot locate both the 
thermodynamic and kinetic rate-controlling species leading to a very large discrepancy in 
the predicted TOF. We thus conclude that ECHCHCO is much more important and EOH may 
not be necessary in the adsorption energy prediction, and what’s more a usage of ECHCHCO 
and ECH3CH may be enough to describe the activity of the activity of transition metals to 
the HDO of propionic acid. 
4.4.2.3 Importance of the thermodynamics 
Since both the estimated energetics of the surface intermediates and the transition 
states were used in the microkinetic model, it is therefore interesting to explore the 
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importance of each of the prediction on the correct determination of the key species and 
rate of the reactions. Since linear ridge regression model poorly predicts the key species 
and the rate of the reactions, we thus tried to provide a full DFT calculations of either all 
the surface intermediates or all the transition states to the linear regression model to study 
whether its performance could be improved. The used models are s_r_be, s_r_sp and 
s_r_CHCHCO_OH which corresponds to models using all DFT calculated adsorption 
energies with ‘be’ and ‘sp’ (TSS) as the descriptors for the TS predictions and model 
using all DFT calculated TS energies with ECHCHCO and EOH as the metal descriptors in 
predicting the adsorption energies, respectively. As shown in Table 7 -12, with DFT 
calculated adsorption energies of all the surface intermediates being provide, the linear 
ridge regression model, which use ‘be’ as the descriptor in predicting the TS energies, 
can correctly locate all the rate-controlling species for almost all the metals with few DFT 
calculated transition states. Even for the TSS relation model, it can achieve a good 
prediction on the key rate-controlling species and rate of reaction on Ni (111) and Pt 
(111) surfaces as shown in Table 8 and Table 11, respectively. However, with all the 
DFT calculated transition states being provided, the linear ridge regression model, which 
uses ECHCHCO and EOH plus fingerprints as the descriptors in the adsorption energy 
predictions, generally needs a large fraction of surface intermediates of the whole 
reaction network being calculated by DFT to obtain a good predictions of the rate-
controlling species and the rate of the reactions. Apparently, it is therefore much more 
important to accurately predict the adsorption energies of the surface intermediates in the 
kinetic analysis, which agrees very well with previous findings by Sutton et al that 




In a combination of density functional theory calculations and machine learning 
method, a iterative framework was proposed to address the complexity of the reaction 
network of the biomass conversion. In the iterative cycle, the machine learning model 
was iteratively used to predict the energetics of surface intermediates and transition states 
that are to be implemented into a microkinetic model. The microkinetic model was 
iteratively refined with the DFT calculated key rate-controlling species until all the key 
species identified were calculated a DFT level of accuracy. For the machine learning 
model, both nonlinear (Gaussian process) and linear (ridge regression) models were used, 
and the adsorption energy of CHCHCO, OH and CH3CH were used as the metals 
descriptors, a paper chemistry based fingerprints were used as the species descriptors 
while both the energy of the reactant, product were used as the reaction descriptors. For 
all the models using ECHCHCO and EOH as the descriptors in the adsorption energy 
prediction and ECH3CH used in the transition state prediction, the nonlinear Gaussian 
process regression outperforms the linear ridge regression models in identifying the rate-
controlling species and predicting the rate of the reaction. On all the tested 6 metal 
surfaces, Gaussian process models can predict the rate-controlling species and the TOF of 
the HDO of propionic acid as that at a DFT level of accuracy with greatly reduced 
computational cost. However, the widely used TSS cannot correctly locate the key 
species, and the predicted TOF is in large discrepancy comparing to the DFT predictions. 
Besides, ECHCHCO was found to be most important metal descriptors in the adsorption 
energy predictions, and the usage of ECHCHCO and ECH3CH are sufficient to describe the 
activity of the transition metals to the HDO of propionic acid. Finally, we found that it is 
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much more important to accurately predict the adsorption energies of the surface 
intermediates in the kinetic mechanisms, underscoring the importance of the 
thermodynamics. Overall, in order to correctly identify the key rate-controlling species 
and predict the rate of the reaction with a high accuracy, the right model and descriptors 
need to be well stablished, and the framework we proposed could be a good solution to 
the challenge of the large reaction network of the biomass conversion problems. 
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4.7 Tables and figures 
Table 4.1: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Cu (111) surface from machine learning and DFT calculations with KRC and 
TRC corresponding to the total number of DFT calculated transition states and surface 
species used for the machine learning models.  
 
















CH3CH2COO -0.32 -0.32 -0.32 -- -- -- -0.32 -- 
H -2.23 -2.23 -2.23 -- -- -- -2.23 -3.83 
TS1 -- -- -- 0.96 0.96 0.95 -- 0.96 
TS5 0.70 0.70 0.70 -- -- -- 0.70 -- 
TS29 0.26 0.26 0.26 -- -- -- 0.26 -- 
KRC -- 10 19 5 4 3 10 7 
TRC -- 6 16 1 1 4 6 3 
TOF 4.92x10-12 4.92x10-12 4.92x10-12 9.32x10-6 9.33x10-6 9.23x10-6 4.92x10-12 1.69x10-14 
 
Table 4.2: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Rh (111) surface from machine learning and DFT calculations with KRC and 
TRC corresponding to the total number of DFT calculated transition states and surface 
species used for the machine learning models.  
 


















CHCOOH 0.05 -- -- -- -- -- -- -- 
COOH -0.07 -- -- -- -- -- -- -- 
CO -0.98 -0.98 -0.98 -- -- -- -0.98 -0.98 
H -0.87 -0.87 -0.87 -3.70 -3.71 -3.70 -0.87 -0.87 
TS1 0.89 0.89 0.89 0.92 0.93 0.96 0.89 0.89 
TS5 0.06 0.07 0.07 0.03 0.03 -- 0.07 0.07 
KRC -- 2 2 3 8 16 2 2 
TRC -- 2 2 2 2 8 3 2 








Table 4.3: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Ni (111) surface from machine learning and DFT calculations with KRC and 
TRC corresponding to the total number of DFT calculated transition states and surface 
species used for the machine learning models.  
 


















CH -0.13 -- -- -- -- -- -- -- 
CO -0.57 -0.57 -0.57 N/A -- -- -0.57 -0.57 
H -2.10 -2.10 -2.10 -3.70 -3.70 -3.70 -2.11 -2.10 
TS1 0.93 0.96 0.96 0.96 0.94 0.95 0.96 0.96 
TS8 -0.10 -- -- -- -- -- -- -- 
TS18 -0.06 -- -- -- -- -- -- -- 
KRC -- 4 3 6 17 9 4 2 
TRC -- 3 3 4 7 6 3 2 
TOF 1.18x10-8 1.14x10-8 1.14x10-8 2.92x10-8 2.97x10-8 2.94x10-8 1.16x10-8 1.16x10-8 
 
Table 4.4: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Ru (0001) surface from machine learning and DFT calculations with KRC and 
TRC corresponding to the total number of DFT calculated transition states and surface 
species used for the machine learning models.  
 




















COO -1.34 -1.33 -1.33 -1.33 -1.33 -1.23 -1.33 -1.33 
H -0.49 -0.48 -0.48 -0.49 -0.49 -0.45 -0.49 -0.49 
TS2 0.22 0.23 0.25 0.24 0.24 0.48 0.24 0.23 
TS5 0.24 0.25 0.25 0.24 0.24 0.48 0.24 0.24 
TS9 0.26 0.24 0.24 0.25 0.25 -- 0.25 0.25 
TS41 0.24 0.24 0.24 0.23 0.23 -- 0.23 0.23 
KRC -- 8 13 11 12 17 12 17 
TRC -- 5 9 6 6 11 5 9 










Table 4.5: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Pd (111) surface from machine learning and DFT calculations with KRC and 
TRC corresponding to the total number of DFT calculated transition states and surface 



















CO -0.61 -0.61 -0.61 -0.61 -- -- -0.61 -0.61 
H -1.12 -1.12 -1.12 -1.12 -2.92 -- -1.12 -1.12 
TS1 0.05 0.05 0.05 0.05 0.08 -- 0.05 0.05 
TS5 0.91 0.91 0.91 0.91 0.88 -- 0.90 0.91 
TS29 -- -- -- -- -- 0.96 -- -- 
KRC -- 4 4 32 20 1 2 29 


















Table 4.6: The predicted rate control species and reaction rate of the HDO of propionic 
acid on Pt (111) surface from machine learning and DFT calculations with KRC and TRC 
corresponding to the total number of DFT calculated transition states and surface species 



















CO -0.34 -0.34 -0.34 -- -- -- -0.34 -0.34 
H -1.86 -1.86 -1.86 -2.85 -2.86 -2.90 -1.86 -1.87 
TS1 0.06 0.05 0.05 0.06 0.08 0.07 0.05 0.05 
TS2 0.16 N/A N/A -- 0.16 0.17 -- -- 
TS5 0.74 0.90 0.90 0.90 0.73 0.68 0.91 0.89 
KRC -- 7 6 7 9 20 6 5 


















Table 4.7 The predicted rate control species and reaction rate based on machine learning 
predictions on Pt (111) surface with all adsorption energies or transition state energies 







CO -0.61 -0.61 -0.60 -- 
H -1.12 -1.12 -1.10 -2.93 
TS1 0.05 0.05 -- 0.08 
TS5 0.91 0.91 -- 0.88 
TS29 -- -- 0.96 -- 
KRC -- 2 1 -- 
TRC -- -- -- 11 




Table 4.8 The predicted rate control species and reaction rate based on machine learning 
predictions on Ni (111) surface with all adsorption energies or transition state energies 







CH2CH -0.13 -- -- -- 
CO -0.57 -0.57 -0.57 -0.56 
H -2.10 -2.10 -2.10 -2.13 
TS1 0.93 0.96 0.96 0.90 
TS8 -0.10 -- -- -0.03 
TS18 -0.06 -- -- -0.02 
KRC -- 3 1 -- 
TRC -- -- -- 25 
TOF 1.18x10-8 1.14x10-8 1.14x10-8 1.20x10-8 
 
Table 4.9 The predicted rate control species and reaction rate based on machine learning 
predictions on Cu (111) surface with all adsorption energies or transition state energies 







CH3CH2COO -0.32 -0.32 -0.32 -- 
H -2.23 -2.23 -2.22 -2.88 
TS1 -- -- -- -- 
TS5 0.70 0.70 0.71 0.70 
TS29 0.26 0.26 0.26 0.26 
KRC -- 5 33 -- 
TRC -- -- -- 12 
TOF 4.92x10-12 4.92x10-12 4.93x10-12 7.27x10-12 
 
Table 4.10 The predicted rate control species and reaction rate based on machine learning 
predictions on Rh (111) surface with all adsorption energies or transition state energies 







CH2CHCOOH 0.05 -- -- -- 
COOH -0.07 -- -- 0.01 
CO -0.98 -0.97 -0.75 -0.98 
H -0.87 -0.87 -0.67 -0.87 
TS1 0.89 0.89  0.90 
TS5 0.06 0.07 0.96 0.07 
KRC -- 4 9 -- 
TRC -- -- -- 18 




Table 4.11 The predicted rate control species and reaction rate based on machine learning 
predictions on Pt (111) surface with all adsorption energies or transition state energies 







CO -0.34 -0.34 -0.44 -- 
H -1.86 -1.86 -2.40 -2.86 
TS1 0.06 0.06 -- 0.08 
TS2 0.16 0.16 0.05 0.16 
TS5 0.74 0.74 -- 0.73 
TS7 -- -- 0.91 -- 
TS6 -- -- -- -0.39 
TS8 -- -- -- -0.35 
KRC -- 6 5 -- 
TRC -- -- -- 5 
TOF 3.25x10-8 3.25x10-8 9.47x10-9 5.33x10-8 
 
Table 4.12 The predicted rate control species and reaction rate based on machine learning 
predictions on Ru (0001) surface with all adsorption energies or transition state energies 







CH3CH2COO -1.34 -1.24 -1.24 -1.34 
H -0.49 -0.45 -045 -0.49 
TS2 0.22 0.45 0.45 0.22 
TS5 0.24 0.48 0.48 0.24 
TS9 0.26 -- -- 0.26 
TS41 0.24 -- -- 0.24 
TS31 -- 0.02 0.02 -- 
TS32 -- 0.08 -- -- 
KRC -- 5 7 -- 
TRC -- -- -- 5 






Figure 4.1: A schematic representation of the machine learning based iteratively looping 





Figure 4.2: The reaction network of the HDO of propionic acid with reactions involved in 
DCN path being shown in red arrows and that for the DCX path being shown in blue 












Figure 4.4: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 





Figure 4.5: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 





Figure 4.6: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 





Figure 4.7: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 









Figure 4.8: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 





Figure 4.9: The MAEs for the prediction of (a) the adsorption energy of surface species 
and (b) the transition state energy that involved in the hydrodeoxygenation of the 
propionic acid on Pt (111) surface at each microkinetic model cycle.  
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The overall objective of this thesis is to theoretically investivgate the reaction 
mechanims of the hydrodeoxygenaton of propioinc acid on the transition metal surfaces, 
including the dominant pathways, rate control species, reaction orders and the apparent 
activation energy. A density functional theory (DFT) based calculations were conducted 
on the Pt (111) and Rh (111) surface to study the hydrodeoxygenation of the propionic 
acid. While, a combination of machine learning method and DFT calculations was used 
to study the reactions on 6 transition metals surfaces at a greatly reduced computational 
resources cost since a full DFT calculations for large reaction network that usually 
involved in biomass conversion is not realistic. 
Firstly, microkinetic models based on transition state theory and DFT have been 
developed for the investigation of the HDO of propionic acid over Pt (111) surface under 
both vapor and liquid phase conditions. In all reaction environments, decarboxylation is 
not favored. In the gas phase, both decarbonylation products and propanol and 
propionaldehyde can be produced. However, propanol and propionaldehyde production is 
favored over decarbonylation products in liquid phase. Under both vapor and liquid phase 
conditions, the dominant pathway for decarbonylation is the direct path which starts with 
dehydroxylation of adsorbed propionic acid, followed by α-carbon dehydrogenation and 
then either direct decarbonylation or further dehydrogenation prior to decarbonylation. 
` 
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Propanol and propionaldehyde production also favor a direct formation pathway which 
starts with direct dehydroxylation and hydrogenation of the carbonyl group. Only the 
propionaldehyde production mechanism changes in liquid phase. Here, the propanol 
production is significantly favored such that propionaldehyde is primarily produced from 
dehydrogenated surface alcohol species. In liquid 1,4-dioxane and at 473 K, the 
conversion rate of propionic acid is predicted to increase by one order of magnitude. 
Higher temperatures further increase the solvent acceleration on the turnover frequency. 
In liquid water and at 473 K, the propionic acid consumption rate is not significantly 
increased, primarily because of strong adsorption of propionic acid which leads to the 
surface being partially blocked by propionic acid. With increasing temperature, however, 
the TOF is dramatically increased in liquid water and becomes even larger than that in 
liquid 1,4-dioxane as the surface is much less covered by propionic acid at these 
temperatures. The rate of the reaction is solely controlled by the dehydroxylation of 
adsorbed propionic acid under both vapor and liquid phase conditions. The rate of the 
decarbonylation mechanism is barely affected by the solvents and the increase in 
propionic acid conversion due to the presence of a solvent primarily originates from an 
increase in the rate of propanol and propionaldehyde production. Thus, solvents can be 
designed to manipulate the selectivity of the HDO of organic acids. 
In the second part of this work, based on the similar method as that on Pt (111) 
surface, the HDO of propionic acid over a Rh (111) surface has been systematically 
studied under both vapor and liquid phase conditions. In all reaction environments, both 
decarbonylation and decarboxylation are not favored demonstrating that Rh (111) surface 
may not be the active site for DCN and DCX reaction. Propanol and propionaldehyde 
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production dominantly occur during the HDO of propionic acid on Rh (111) surface, and 
the dominant pathways for propanol and propionaldehyde production favor a direct 
formation pathway which starts with direct dehydroxylation and followed by the 
hydrogenation of the carbonyl group. The dominant pathways of the reaction remain 
unchanged in the liquid phase while the rate of the reaction was slightly increased by the 
solvent. Larger Rh cavity radius used in the liquid phase calculations further increase the 
solvent acceleration on the turnover frequency. Generally, the promotion effect of water 
is much stronger than 1,4-dioxane on the rate of the reaction. The rate of the reaction is 
solely controlled by the dehydroxylation of adsorbed propionic acid under both vapor and 
liquid phase conditions. The selectivity of the main products (propanol and 
propionaldehyde) is almost the same in all reaction environments. Thus, solvents (at least 
water and 1,4-dioxane) cannot be designed to manipulate the selectivity of the HDO of 
organic acids over Rh (111) surface. 
Finally, in a combination of density functional theory calculations and machine 
learning method, a iterative framework was proposed to address the complexity of the 
reaction network of the biomass conversion. In the iterative cycle, the machine learning 
model was iteratively used to predict the energetics of surface intermediates and 
transition states that are to be implemented into a microkinetic model. The microkinetic 
model was iteratively refined with the DFT calculated key rate-controlling species until 
all the key species identified were calculated a DFT level of accuracy. For the machine 
learning model, both nonlinear (Gaussian process) and linear (ridge regression) models 
were used, and the adsorption energy of CHCHCO, OH and CH3CH were used as the 
metals descriptors, a paper chemistry based fingerprints were used as the species 
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descriptors while both the energy of the reactant, product were used as the reaction 
descriptors. For all the models using ECHCHCO and EOH as the descriptors in the adsorption 
energy prediction and ECH3CH used in the transition state prediction, the nonlinear 
Gaussian process regression outperforms the linear ridge regression models in identifying 
the rate-controlling species and predicting the rate of the reaction. On all the tested 6 
metal surfaces, Gaussian process models can predict the rate-controlling species and the 
TOF of the HDO of propionic acid as that at a DFT level of accuracy with greatly 
reduced computational cost. However, the widely used TSS cannot correctly locate the 
key species, and the predicted TOF is in large discrepancy comparing to the DFT 
predictions. Besides, ECHCHCO was found to be most important metal descriptors in the 
adsorption energy predictions, and the usage of ECHCHCO and ECH3CH are sufficient to 
describe the activity of the transition metals to the HDO of propionic acid. Finally, we 
found that it is much more important to accurately predict the adsorption energies of the 
surface intermediates in the kinetic mechanisms, underscoring the importance of the 
thermodynamics. Overall, in order to correctly identify the key rate-controlling species 
and predict the rate of the reaction with a high accuracy, the right model and descriptors 
need to be well stablished, and the framework we proposed could be a good solution to 




SUPPORTING INFORMATION FOR UNRAVELING THE 
MECHANISM OF THE HYDRODEOXYGENATION OF PROPIONIC 
ACID OVER A PT (111) SURFACE IN VAPOR AND LIQUID PHASES4  
                                                           
4 W. Yang, R.V. Solomon, J. Lu, O. Mamun, J.Q. Bond and A. Heyden. Journal of 
Catalysis, 2020, 381, 547-560. 
Reprinted here with permission of publisher. 
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Table A.1: Reaction free energies in eV of all elementary reaction steps in the HDO of 
PAc on a Pt (111) surface at a temperature of 473 K in the vapor phase and in the 
presence of liquid water and 1,4-dioxane with 10% increase of the default COSMO Pt 




Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH (g) + * -> CH3CH2COOH* 0.79 N/A -0.30 N/A -0.22 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.52 0.70 0.08 0.06 0.08 0.05 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* -0.21 0.72 -0.03 -0.08 0.01 -0.03 
3  CH3CH2CO*** -> CH3CH2* + CO* + * -0.74 1.47 -0.13 -0.07 -0.07 -0.07 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.29 0.71 -0.06 -0.09 -0.02 -0.04 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* 0.44 0.78 0.05 0.09 0.05 0.08 
6  CH3CHCOOH** + 2*-> CH2CHCOOH*** + H* -0.29 0.67 0.00 -0.04 0.01 0.01 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.10 0.74 -0.02 0.00 -0.02 -0.02 
8  CH3CHCO** + * -> CH3CH** + CO* -0.54 0.84 -0.10 -0.01 -0.06 -0.01 
9  CH3CHCO** + 2* -> CH3CCO*** + H* -0.31 0.65 -0.01 -0.03 0.01 0.00 
10  CH3CHCO** + 2* -> CH2CHCO*** + H* 0.06 0.87 -0.03 -0.12 0.00 -0.06 
11  CH2CHCOOH*** + * -> CH2CHCO*** + OH* 0.78 1.47 0.02 0.08 0.03 0.07 
12  CH2CHCOOH*** + * -> CHCHCOOH*** + H* -0.07 0.77 -0.04 -0.09 -0.03 -0.05 
13  CH3CCOOH*** + * -> CH3CCO*** + OH* 0.23 0.77 0.06 0.09 0.08 0.09 
14  CH3CCO*** -> CH3C* +CO* + * -1.18 0.75 -0.10 0.03 -0.06 0.02 
15  CH2CHCO*** + * -> CH2CH*** + CO* -0.89 0.69 -0.10 0.00 -0.06 -0.01 
16  CH2CHCO*** + 2* -> CHCHCO**** + H* -0.20 0.61 -0.01 -0.06 0.00 -0.02 
17  CHCHCOOH*** + 2* -> CHCHCO**** + OH* 0.65 1.09 0.05 0.08 0.07 0.08 
18  CHCHCO**** -> CHCH*** + CO* -0.82 0.51 -0.11 0.03 -0.08 0.02 
19  CH2CH*** + * -> CHCH*** + H* -0.13 0.69 -0.03 -0.08 -0.01 -0.05 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.05 0.69 -0.04 -0.10 -0.02 -0.05 
21  CH2CH*** -> CH2C** + H* -0.38 0.38 0.00 -0.02 0.01 -0.01 
22  CH3C* + 2* -> CH2C** + H* 0.27 1.06 -0.02 -0.11 0.00 -0.07 
23  CH3CH** + 2* -> CH2CH*** + H* -0.29 0.51 -0.03 -0.12 -0.01 -0.07 
24  CH3CH** -> CH3C* + H* -0.94 0.25 -0.01 -0.04 0.01 -0.02 
25  CH3CH2* + 2* -> CH3CH** + H* -0.10 0.66 -0.03 -0.08 -0.01 -0.05 
26  CH3CH3* + *-> CH3CH2* + H* -0.11 0.64 -0.03 -0.08 0.00 -0.03 
27  CH3CH2* + 2* -> CH2CH2** + H* -0.34 0.57 -0.02 -0.10 0.00 -0.06 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.41 0.31 0.12 0.10 0.10 0.06 
29  CH3CH2COO** -> CH3CH2* + CO2* -0.09 1.49 -0.04 0.00 -0.02 0.01 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.47 1.24 -0.10 -0.17 -0.03 -0.08 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* 0.27 0.75 0.05 0.03 0.06 0.04 
32  CH3CHCOOH** + 2* -> CH3CH** + COOH** -0.04 1.42 -0.08 -0.05 -0.03 -0.03 
33  CH3CHCOO*** -> CH3CH** + CO2* -0.66 0.95 0.03 0.08 0.00 0.03 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* -0.22 1.04 -0.07 -0.03 -0.04 -0.01 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.15 0.90 0.00 0.09 0.04 0.09 
36  CH3CCOOH*** + * -> CH3C* + COOH** -0.89 1.06 -0.06 0.03 0.00 0.05 
37  CH2CHCOOH*** + 2*->CH2CH*** +COOH** -0.04 1.86 -0.10 -0.01 -0.05 0.01 
38  CH3CCOO*** -> CH3C* + CO2* +* -1.38 0.79 0.09 0.18 0.05 0.10 
39  COOH** -> CO2* + H* -0.35 0.45 0.16 0.06 0.09 0.03 
40  COOH** -> CO* + OH* -0.06 0.46 0.02 0.08 0.02 0.06 
41  H2O* + * -> OH* + H* 0.53 0.83 0.11 0.08 0.08 0.06 
42  CH3CH3 (g) + * -> CH3CH3* 0.57 N/A -0.08 N/A -0.06 N/A 
43  CH2CH2 (g) + 2* -> CH2CH2** -0.27 N/A -0.12 N/A -0.07 N/A 
44  H2O (g) + * -> H2O* 0.52 N/A -0.20 N/A -0.13 N/A 
45  CO2 (g) + * -> CO2* 0.54 N/A -0.11 N/A -0.08 N/A 
46  CHCH (g) + 3* -> CHCH*** -1.56 N/A -0.19 N/A -0.10 N/A 
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47  CO (g) + * -> CO* -0.59 N/A -0.16 N/A -0.10 N/A 
48  H2 (g) + 2* -> H* + H* -0.36 N/A 0.00 N/A 0.00 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.92 0.08 0.03 0.01 0.01 0.00 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.26 0.60 0.00 0.01 0.00 0.00 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.87 0.18 0.14 0.09 0.09 0.07 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.25 0.04 0.05 0.03 0.04 0.03 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.24 0.69 0.05 0.00 0.06 0.03 
54  CH3CHCH2O*** + * ->CH3CHCHO*** + H* -0.67 -0.06 0.00 -0.03 0.01 -0.02 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* 0.15 0.50 0.04 0.04 0.04 0.04 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.28 1.07 -0.01 -0.17 0.01 -0.11 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.51 0.45 0.07 0.03 0.05 0.01 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.63 0.02 -0.12 -0.03 -0.08 -0.01 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* 0.14 0.69 -0.10 -0.01 -0.06 -0.01 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.48 0.28 -0.01 0.01 0.00 0.02 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* -0.20 0.69 -0.08 -0.13 -0.03 -0.07 
62  CH3CHCH2OH** + 2* ->CH3CHCH2O*** + H* 0.24 0.58 0.11 0.12 0.10 0.10 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.74 -0.09 -0.11 -0.04 -0.06 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.58 0.51 0.07 -0.15 0.06 -0.11 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* 0.35 0.71 0.03 0.05 0.05 0.05 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.41 0.46 0.01 -0.04 0.02 -0.02 
67  CH3CH2CH2OH* + 2* ->CH3CHCH2OH** + H* -0.09 0.78 -0.15 -0.17 -0.08 -0.10 
68  CH3CH2CH2OH (g) + * -> CH3CH2CH2OH* 0.66 N/A -0.19 N/A -0.15 N/A 
69  CH3CH2CHO (g) + * -> CH3CH2CHO* 0.70 N/A -0.28 N/A -0.19 N/A 
70 C4H8O2 (dioxane) + 2* -> C4H8O2** 1.07 N/A -0.35 N/A -0.25 N/A 
 
Table A.2: Reaction free energies in eV of all the elementary reaction steps in the HDO 
of PAc on a Pt (111) surface at a temperature of 473 K in the vapor phase and in the 
presence of liquid water and 1,4-dioxane with 10% decrease of the default COSMO Pt 




Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH (g) + * -> CH3CH2COOH* 0.79 N/A -0.24 N/A -0.19 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.52 0.70 0.03 0.02 0.07 0.02 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* -0.21 0.72 -0.04 -0.08 0.03 -0.02 
3  CH3CH2CO*** -> CH3CH2* + CO* + * -0.74 1.47 -0.13 -0.02 -0.10 -0.03 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.29 0.71 -0.04 -0.08 -0.02 -0.04 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* 0.44 0.78 0.03 0.08 0.01 0.03 
6  CH3CHCOOH** + 2* ->CH2CHCOOH*** + H* -0.29 0.67 0.03 -0.04 0.01 -0.01 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.10 0.74 0.00 0.02 -0.03 -0.03 
8  CH3CHCO** + * -> CH3CH** + CO* -0.54 0.84 -0.13 0.03 -0.07 0.02 
9  CH3CHCO** + 2* -> CH3CCO*** + H* -0.31 0.65 -0.04 -0.03 -0.01 -0.01 
10  CH3CHCO** + 2* -> CH2CHCO*** + H* 0.06 0.87 -0.04 -0.09 0.00 -0.04 
11  CH2CHCOOH*** + * -> CH2CHCO*** + OH* 0.78 1.47 -0.04 0.04 0.00 0.04 
12  CH2CHCOOH*** + * -> CHCHCOOH*** + H* -0.07 0.77 -0.08 -0.09 -0.06 -0.05 
13  CH3CCOOH*** + * -> CH3CCO*** + OH* 0.23 0.77 -0.01 0.04 0.03 0.05 
14  CH3CCO*** -> CH3C* +CO* + * -1.18 0.75 -0.10 0.08 -0.05 0.05 
15  CH2CHCO*** + * -> CH2CH*** + CO* -0.89 0.69 -0.12 0.03 -0.07 0.01 
16  CH2CHCO*** + 2* -> CHCHCO**** + H* -0.20 0.61 -0.01 -0.05 -0.01 -0.02 
17  CHCHCOOH*** + 2* -> CHCHCO**** + OH* 0.65 1.09 0.02 0.04 0.05 0.06 
18  CHCHCO**** -> CHCH*** + CO* -0.82 0.51 -0.14 0.03 -0.08 0.01 
19  CH2CH*** + * -> CHCH*** + H* -0.13 0.69 -0.03 -0.06 -0.02 -0.04 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.05 0.69 -0.05 -0.06 -0.02 -0.03 
` 
121 
21  CH2CH*** -> CH2C** + H* -0.38 0.38 -0.01 -0.02 -0.01 -0.01 
22  CH3C* + 2* -> CH2C** + H* 0.27 1.06 -0.02 -0.08 -0.02 -0.05 
23  CH3CH** + 2* -> CH2CH*** + H* -0.29 0.51 -0.02 -0.11 0.00 -0.07 
24  CH3CH** -> CH3C* + H* -0.94 0.25 -0.01 -0.02 0.01 -0.02 
25  CH3CH2* + 2* -> CH3CH** + H* -0.10 0.66 -0.04 -0.06 0.01 -0.02 
26  CH3CH3* + *-> CH3CH2* + H* -0.11 0.64 -0.02 -0.06 0.00 0.00 
27  CH3CH2* + 2* -> CH2CH2** + H* -0.34 0.57 -0.02 -0.08 0.02 -0.03 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.41 0.31 0.08 -0.01 0.05 -0.02 
29  CH3CH2COO** -> CH3CH2* + CO2* -0.09 1.49 0.02 0.01 0.02 0.03 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.47 1.24 -0.16 -0.23 -0.04 -0.08 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* 0.27 0.75 -0.04 -0.08 -0.03 -0.06 
32  CH3CHCOOH** + 2* -> CH3CH** + COOH** -0.04 1.42 -0.08 -0.04 -0.05 -0.04 
33  CH3CHCOO*** -> CH3CH** + CO2* -0.66 0.95 0.13 0.17 0.07 0.09 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* -0.22 1.04 -0.08 -0.02 -0.04 -0.02 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.15 0.90 -0.12 -0.02 -0.04 0.02 
36  CH3CCOOH*** + * -> CH3C* + COOH** -0.89 1.06 -0.09 0.02 -0.01 0.04 
37  CH2CHCOOH*** + 2*->CH2CH*** + COOH** -0.04 1.86 -0.14 -0.05 -0.06 -0.02 
38  CH3CCOO*** -> CH3C* + CO2* +* -1.38 0.79 0.20 0.27 0.12 0.16 
39  COOH** -> CO2* + H* -0.35 0.45 0.17 0.00 0.09 -0.01 
40  COOH** -> CO* + OH* -0.06 0.46 -0.02 0.07 -0.01 0.05 
41  H2O* + * -> OH* + H* 0.53 0.83 0.05 -0.01 0.04 0.00 
42  CH3CH3 (g) + * -> CH3CH3* 0.57 N/A -0.04 N/A -0.05 N/A 
43  CH2CH2 (g) + 2* -> CH2CH2** -0.27 N/A -0.07 N/A -0.02 N/A 
44  H2O (g) + * -> H2O* 0.52 N/A -0.16 N/A -0.08 N/A 
45  CO2 (g) + * -> CO2* 0.54 N/A -0.09 N/A -0.08 N/A 
46  CHCH (g) + 3* -> CHCH*** -1.56 N/A -0.14 N/A -0.06 N/A 
47  CO (g) + * -> CO* -0.59 N/A -0.19 N/A -0.13 N/A 
48  H2 (g) + 2* -> H* + H* -0.36 N/A -0.01 N/A 0.00 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.92 0.08 0.04 0.05 0.01 0.02 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.26 0.60 -0.01 0.00 -0.02 -0.02 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.87 0.18 0.05 0.05 0.06 0.05 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.25 0.04 0.00 0.02 0.02 0.01 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.24 0.69 -0.03 -0.07 0.03 0.00 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.67 -0.06 0.00 0.00 0.01 -0.01 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* 0.15 0.50 -0.01 0.02 0.01 0.02 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.28 1.07 -0.02 -0.15 0.01 -0.09 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.51 0.45 0.05 0.03 0.03 0.01 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.63 0.02 -0.04 0.04 -0.03 0.03 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* 0.14 0.69 -0.07 -0.03 -0.04 -0.01 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.48 0.28 -0.03 0.00 0.00 0.01 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* -0.20 0.69 -0.07 -0.12 -0.02 -0.05 
62  CH3CHCH2OH** + 2* ->CH3CHCH2O*** + H* 0.24 0.58 0.03 0.03 0.04 0.03 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.74 -0.09 -0.08 -0.02 -0.03 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.58 0.51 0.04 -0.16 0.05 -0.10 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* 0.35 0.71 -0.07 -0.03 -0.02 -0.01 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.41 0.46 -0.04 -0.08 -0.01 -0.04 
67  CH3CH2CH2OH* + 2* ->CH3CHCH2OH** + H* -0.09 0.78 -0.17 -0.20 -0.08 -0.10 
68  CH3CH2CH2OH (g) + * -> CH3CH2CH2OH* 0.66 N/A -0.07 N/A -0.07 N/A 
69  CH3CH2CHO (g) + * -> CH3CH2CHO* 0.70 N/A -0.18 N/A -0.13 N/A 







Table A.3: Surface coverages of various surface intermediates under both vapor phase 
and liquid phase conditions on a Pt (111) surface at a propionic acid partial pressure of 1 
bar, CO partial pressure of 0.001 bar and a H2 partial pressure of 0.1 bar, and at a 
temperature of 473 K, and the number of * signifies the number of adsorption sites.  
 














 1.12x10-12 4.17x10-13 1.32x10-13 4.62x10-12 3.48x10-12 2.85x10-12 
CH2CH*** 1.67x10
-13
 4.50x10-15 1.01x10-15 3.96x10-16 8.16x10-14 6.10x10-14 3.44x10-14 
CH2CH2** 1.95x10-13 1.44x10-13 5.82x10-14 3.92x10-15 1.26x10-12 1.58x10-12 2.14x10-13 
CH2CHCO*** 1.27x10-8 5.67x10-10 7.22x10-11 1.13x10-10 2.03x10-8 1.23x10-8 1.14x10-8 
CH2CHCOOH*** 4.51x10-9 2.39x10-7 2.12x10-7 3.00x10-8 3.60x10-7 6.10x10-7 1.36x10-7 
CH3C* 2.74x10-5 4.00x10-5 2.63x10-5 1.04x10-5 7.17x10-5 5.64x10-5 4.37x10-5 
CH3CCO*** 9.48x10-12 3.69x10-13 3.50x10-14 6.17x10-14 7.34x10-12 5.61x10-12 7.02x10-12 
CH3CCOO*** 6.10x10-23 4.68x10-24 1.66x10-24 3.33x10-24 4.57x10-24 7.21x10-24 4.87x10-24 
CH3CCOOH*** 3.02x10-16 2.49x10-15 3.65x10-15 2.10x10-16 3.87x10-15 9.46x10-15 1.16x10-15 
CH3CH** 6.35x10-13 1.93x10-13 5.45x10-14 3.65x10-14 1.40x10-12 1.14x10-12 1.03x10-12 
CH3CH2* 2.29x10-13 6.35x10-14 4.13x10-14 2.37x10-14 5.01x10-13 4.51x10-13 6.66x10-13 
CH3CH2CH2O* 2.86x10-30 2.41x10-28 1.39x10-28 7.81x10-29 1.20x10-27 1.48x10-27 1.00x10-27 
CH3CH2CH2OH* 6.11x10-19 3.97x10-15 3.27x10-15 3.78x10-16 3.18x10-14 4.87x10-14 1.24x10-14 
CH3CH2CHO* 1.32x10-20 1.36x10-16 1.20x10-16 2.26x10-17 3.15x10-16 5.44x10-16 2.02x10-16 
CH3CH2CHOH* 2.46x10-13 1.82x10-12 6.38x10-13 3.35x10-13 1.17x10-11 9.36x10-12 7.09x10-12 
CH3CH2CO*** 4.61x10-12 2.75x10-14 3.39x10-15 3.55x10-15 2.68x10-12 1.97x10-12 1.13x10-12 
CH3CH2COH* 6.80x10-9 1.69x10-8 7.88x10-9 5.46x10-9 1.48x10-7 1.44x10-7 9.80x10-8 
CH3CH2COO** 9.88x10-7 1.39x10-5 8.10x10-6 8.07x10-6 5.15x10-5 3.63x10-5 5.84x10-5 
CH3CH2COOH* 2.72x10-5 4.01x10-1 4.53x10-1 4.09x10-1 1.64x10-1 2.18x10-1 2.24x10-1 
CH3CH3* 4.83x10-21 9.35x10-21 5.58x10-21 1.37x10-21 1.40x10-19 1.34x10-19 6.90x10-20 
CH3CHCH2O*** 1.56x10-25 2.77x10-26 4.32x10-27 4.36x10-27 3.86x10-25 2.51x10-25 2.22x10-25 
CH3CHCH2OH** 3.08x10-20 5.06x10-18 3.24x10-18 5.40x10-19 7.05x10-18 1.29x10-17 3.50x10-18 
CH3CHCHO*** 1.11x10-19 5.80x10-20 8.63x10-21 9.83x10-21 5.27x10-19 3.79x10-19 3.45x10-19 
CH3CHCHOH** 8.00x10-15 4.92x10-14 2.33x10-14 1.03x10-14 2.35x10-13 2.64x10-13 1.24x10-13 
CH3CHCO** 7.29x10-10 6.44x10-10 1.92x10-10 1.58x10-10 4.49x10-9 3.53x10-9 3.82x10-9 
CH3CHCOH*** 4.96x10-13 8.79x10-14 1.89x10-14 1.11x10-14 1.50x10-12 1.43x10-12 8.38x10-13 
CH3CHCOO*** 5.76x10-20 6.07x10-20 3.26x10-20 2.63x10-20 1.05x10-19 1.01x10-19 7.35x10-20 
CH3CHCOOH** 2.93x10-12 2.20x10-09 2.26x10-09 5.66x10-10 5.16x10-10 9.89x10-10 2.28x10-10 
CHCH*** 6.89x10-13 1.38x10-14 1.84x10-15 1.04x10-15 1.95x10-13 1.18x10-13 1.18x10-13 
CHCHCO**** 7.20x10-15 1.30x10-16 1.42x10-17 7.17x10-18 3.84x10-15 2.77x10-15 1.80x10-15 
CHCHCOOH*** 1.64x10-13 4.71x10-12 5.17x10-12 6.10x10-13 4.80x10-12 9.23x10-12 2.09x10-12 
CO* 3.21x10-1 4.93x10-1 4.83x10-1 5.27x10-1 4.72x10-1 4.65x10-1 5.01x10-1 
CO2* 9.84x10-23 1.04x10-20 9.63x10-21 3.45x10-21 2.62x10-20 2.90x10-20 1.98x10-20 
COOH** 9.28x10-18 2.52x10-17 2.55x10-17 1.04x10-18 1.96x10-16 3.89x10-16 5.91x10-17 
H* 2.55x10-1 3.71x10-2 2.61x10-2 2.34x10-2 1.10x10-1 1.04x10-1 8.21x10-2 
H2O* 3.21x10-18 1.67x10-15 1.05x10-15 5.24x10-16 5.97x10-15 9.33x10-15 3.49x10-15 
C4H8O2** 1.71x10-9 5.55x10-6 5.36x10-6 1.98x10-8 5.50x10-6 7.33x10-6 6.61x10-7 
OH* 6.49x10-19 7.04x10-19 4.04x10-19 8.18x10-20 6.04x10-18 7.12x10-18 2.59x10-18 









Table A.4: CO and H lateral interaction coefficients, αCO and αH, of various species on Pt 
(111) calculated at a temperature of 473 K. 
 
Species αCO αH 
CH2C** 0.873 0.749 
CH2CH*** 0.614 0.574 
CH2CH2** 0.101 0.327 
CH2CHCO*** 0.010 -0.348 
CH2CHCOOH*** -0.022 0.498 
CH3C* 0.453 0.603 
CH3CCO*** 1.155 0.674 
CH3CCOO*** 2.022 0.703 
CH3CCOOH*** 1.107 0.969 
CH3CH** 0.185 0.447 
CH3CH2* 0.024 0.278 
CH3CH2CH2O* 0.356 0.521 
CH3CH2CH2OH* -0.938 -0.031 
CH3CH2CHO* -0.682 0.208 
CH3CH2CHOH* -0.015 0.471 
CH3CH2CO*** 0.736 0.591 
CH3CH2COH* -0.058 0.250 
CH3CH2COO** -0.263 0.255 
CH3CH2COOH* -1.207 -0.027 
CH3CH3* -0.222 0.059 
CH3CHCH2O*** 0.795 0.481 
CH3CHCH2OH** 0.312 0.529 
CH3CHCHO*** 0.653 0.590 
CH3CHCHOH** 0.366 0.422 
CH3CHCO** 0.495 0.398 
CH3CHCOH*** 0.715 0.642 
CH3CHCOO*** 1.190 0.794 
CH3CHCOOH** 0.295 0.803 
CHCH*** 0.736 0.576 
CHCHCO**** 1.124 0.661 
CHCHCOOH*** 0.802 0.827 
CO* 0.734 0.328 
CO2* -0.164 0.035 
COOH** 0.143 0.279 
H* 0.300 0.234 
H2O* -0.553 -0.048 
OH* 0.539 0.389 










Table A.5: Degrees of selectivity control for various key species that have impact on the 
DCX mechanism under gas and liquid phase conditions at a temperature of 473 K, a 
propionic acid partial pressure of 1 bar, a CO partial pressure of 0.001 bar and a hydrogen 
partial pressure of 0.1 bar, and the tesults from solvation calculations with ±10% of the 
default COMSO Pt cavity radius are also shown for water and 1,4-dioxane, and N/A 
denotes that the value is smaller than 0.01. 
 












H* 1.57 -0.15 -0.11 -0.09 0.16 N/A -0.07 
CH3CH2COO** 0.97 0.96 0.96 0.96 0.98 0.96 0.96 
CH3CH2COOH* -0.96 0.07 0.21 0.16 -0.61 -0.49 -0.44 
CO* -1.22 2.18 2.25 2.31 1.84 1.88 2.02 
 
Table A.6: Degrees of selectivity control for various key species that have impact on the 
DCN mechanism under gas and liquid phase conditions at a temperature of 473 K, a 
propionic acid partial pressure of 1 bar, a CO partial pressure of 0.001 bar and a hydrogen 
partial pressure of 0.1 bar. Results from solvation calculations with ±10% of default 
COMSO Pt cavity radius are also shown for water and 1,4-dioxane, and N/A denotes that 
the value is smaller than 0.01. 
 












H* 1.30 0.09 -0.05 0.03 0.55 0.44 0.35 
CH3CH2CO*** 0.49 0.45 0.21 0.20 0.75 0.76 0.66 
CH3CHCO** 0.02 0.32 0.29 0.46 0.11 0.11 0.19 
CH3CH2COOH* N/A 0.40 0.43 0.45 -0.04 0.01 0.05 
CH3CHCOOH** N/A 0.10 0.44 0.23 0.02 0.02 0.02 
CH3CH2CHOH* -0.13 -0.22 -0.13 -0.23 -0.24 -0.26 -0.28 
CH3CH2CH2OH* -0.18 -0.62 -0.39 -0.50 -0.66 -0.64 -0.64 
CH3CH2CHO* -0.22 N/A N/A N/A -0.03 -0.02 -0.02 
CO* -2.02 -0.20 0.46 0.14 -0.42 -0.50 -0.42 
 
Table A.7: Degrees of selectivity control for various key species that have impact on the 
propanol production path under gas and liquid phase conditions at a temperature of 473 
K, a propionic acid partial pressure of 1 bar, a CO partial pressure of 0.001 bar and a 
hydrogen partial pressure of 0.1 bar and the results from solvation calculations with 
±10% of default COMSO Pt cavity radius are also shown for water and 1,4-dioxane, and 
N/A denotes that the value is smaller than 0.01 with the values in front of the brackets 
and the values in the brackets corresponding to the degrees of selectivity control for the 
propanol and the propionaldehyde production path, respectively. 
 












H* 0.81 N/A N/A 0.01 0.22 0.14 0.09 
CO* -0.61 0.88 0.93 0.99 0.95 0.81 0.90 
CH3CH2CO*** -0.41 -0.01 N/A N/A -0.02 -0.02 -0.01 
CH3CH2CHO* -0.23 N/A N/A N/A -0.03 -0.02 -0.02 
` 
125 
CH3CH2COOH* N/A 0.39 0.51 0.48 -0.05 N/A 0.02 
CH3CH2CHOH* -0.13 -0.24 -0.22 -0.29 -0.23 -0.25 -0.28 
CH3CH2CH2OH* 0.79 0.25 0.23 0.30 0.28 0.30 0.31 
 
Table A.8: Degrees of selectivity control for various key species that have impact on the 
propionaldehyde production path under gas and liquid phase conditions at a temperature 
of 473 K, a propionic acid partial pressure of 1 bar, a CO partial pressure of 0.001 bar 
and a hydrogen partial pressure of 0.1 bar, and the results from solvation calculations 
with ±10% of default COMSO Pt cavity radius are also shown for water and 1,4-dioxane, 
and N/A denotes that the value is smaller than 0.01 while the values in front of the 
brackets and the values in the brackets corresponding to the degrees of selectivity control 
for the propanol and the propionaldehyde production path, respectively. 
 












H* 0.62 -0.08 -0.05 -0.04 0.1 0.01 -0.04 
CO* -1.02 0.86 0.91 0.97 0.82 0.73 0.84 
CH3CH2CO*** -0.41 -0.01 N/A N/A -0.02 -0.02 -0.01 
CH3CH2CHO* 0.39 0.01 N/A N/A 0.08 0.06 0.04 
CH3CH2COOH* N/A 0.46 0.58 0.54 -0.03 0.04 0.07 
CH3CH2CHOH* 0.22 0.72 0.74 0.67 0.62 0.63 0.63 






Figure A.1: TOFs (s-1) of various elementary steps in the presence of liquid water (with 
10% increase in the default COSMO Pt cavity radius in the solvation calculations) at a 
temperature of 473 K, a propionic acid gas phase partial pressure of 1 bar, a CO gas 
phase partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar. For 
convenience, black arrows are the adsorption/desorption steps, blue arrows are DCX 
steps, red arrows are DCN steps, purple steps are steps involved in propanol and 
propionaldehyde productions, while gray arrows are the steps involved in both DCN and 
DCX steps and green arrows are steps involved in DCN and propanol and 
propionaldehyde productions. Dominant pathways are shown in dashed arrows. TOFs (s-
1) of reaction steps involved in DCX and DCN are shown in (a) while the TOFs (s-1) for propanol 






Figure A.2: TOFs (s-1) of various elementary steps in the presence of liquid water (with 
10% decrease in the default COSMO Pt cavity radius in the solvation calculations) at a 
temperature of 473 K, a propionic acid gas phase partial pressure of 1 bar, a CO gas 
phase partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar. For 
convenience, black arrows are the adsorption/desorption steps, blue arrows are DCX 
steps, red arrows are DCN steps, purple steps are steps involved in propanol and 
propionaldehyde productions, while gray arrows are the steps involved in both DN and 
DCX steps and green arrows are steps involved in DCN and propanol and 
propionaldehyde productions. Dominant pathways are shown in dashed arrows. TOFs (s-
1) of reaction steps involved in DCX and DCN are shown in (a) while the TOFs (s-1) for 






Figure A.3: TOFs (s-1) of various elementary steps in the presence of liquid 1,4-dioxane 
(with 10% increase of the default COSMO Pt cavity radius in the solvation calculations) 
at a temperature of 473 K, a propionic acid gas phase partial pressure of 1 bar, a CO gas 
phase partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar. For 
convenience, black arrows are the adsorption/desorption steps, blue arrows are DCX 
steps, red arrows are DCN steps, purple steps are steps involved in propanol and 
propionaldehyde productions, while gray arrows are the steps involved in both DCN and 
DCX steps and green arrows are steps involved in DCN and propanol and 
propionaldehyde productions. Dominant pathways are shown in dashed arrows. TOFs (s-
1) of reaction steps involved in DCX and DCN are shown in (a) while the TOFs (s-1) for 






Figure A.4: TOFs (s-1) of various elementary steps in the presence of liquid 1,4-dioxane 
(with 10% decrease in the default COSMO Pt cavity radius in the solvation calculations) 
at a temperature of 473 K, a propionic acid gas phase partial pressure of 1 bar, a CO gas 
phase partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar. For 
convenience, black arrows are the adsorption/desorption steps, blue arrows are DCX 
steps, red arrows are DCN steps, purple steps are steps involved in propanol and 
propionaldehyde productions, while gray arrows are the steps involved in both DCN and 
DCX steps and green arrows are steps involved in DCN and propanol and 
propionaldehyde productions. Dominant pathways are shown in dashed arrows. TOFs (s-
1) of reaction steps involved in DCX and DCN are shown in (a) while the TOFs (s-1) for 






Figure A.5: Reaction orders of (a) H2 and (b) propionic acid at a temperature of 473 K, a 
propionic acid gas phase partial pressure of 1 bar, a CO gas phase partial pressure of 
0.001 bar and a hydrogen partial pressure of 0.1 bar with a 10% increase in the default 





Figure A.6: Reaction orders of (a) H2 and (b) propionic acid at a temperature of 473 K, a 
propionic acid gas phase partial pressure of 1 bar, a CO gas phase partial pressure of 
0.001 bar and a hydrogen partial pressure of 0.1 bar with 10% decrease in the default 






Figure A.7: Arrhenius plot for the HDO of propionic acid in the temperature range 
473−523 K with a propionic acid gas phase partial pressure of 1 bar, a CO gas phase 
partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar, with 10% 
increase in the default COMSO Pt cavity radius in the solvation calculations. 
 
 
Figure A.8: Arrhenius plot for the HDO of propionic acid in the temperature range 
473−523 K with a propionic acid gas phase partial pressure of 1 bar, a CO gas phase 
partial pressure of 0.001 bar and a hydrogen partial pressure of 0.1 bar, with 10% 





Figure A.9: CO adsorption in liquid water on a Pt (111) surface with different cluster 
sizes used in the solvent calculations. We built a ring-like cluster model that is used in the 
iSMS calculations, and we used MxN to represent our model with M and N 
corresponding to the number of rings in each layer and the number of metal atoms layers, 
respectively. For instance, 3x2 denotes a cluster model containing 3 rings and 2 metal 
atom layers. (a) list the total number of metal atoms of various clusters with different 
cluster size and layers. (b) displays the shape of different ring like clusters and (c) plot 
the reaction energies of CO adsorption versus metal atom numbers of the corresponding 
cluster. For 5 rings cluster, only 1 metal atom layer cluster model calculations were 
conducted since the computational cost for larger models increases dramatically. Since 
the 4x1 and 5x1 model lead to essentially equivalent adsorption free energies, we used a 
4-ring model. Also, since the 4x2 and 4x3 cluster model lead to essentially equivalent 







Figure A.10: Optimized CH3CH2CO*** adsorption structure on Pt (111) used to illustrate 
how the number of occupied sites by a surface intermediate has been determined. The 
total number of active sites of the surface was defined to be the total number of Pt atoms 
on the surface. The number of occupied sites by a surface intermediate is estimated to be 
the number of Pt atoms that form strong bonds with the adsorbed species. For instance, 
for CH3CH2CO***, the oxygen atom forms a strong bond with one Pt atom while one 
carbon atom interacts strongly with two Pt atoms. Thus, CH3CH2CO*** occupies three 
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Table B.1: Lateral interaction coefficient (ɑ) of various surface species that were 
calculated with three H and CO molecules on the surface, respectively.  
 
Species  αH αCO 
CH2C*** 0.213 -0.035 
CH2CH*** 0.087 -0.027 
CH2CH2** 0.080 -0.785 
CH2CHCO**** 1.279 1.174 
CH2CHCOOH**** -0.251 -1.105 
CH3C*** 0.107 -0.300 
CH3CCO**** 0.304 0.326 
CH3CCOO*** 0.718 0.553 
CH3CCOOH*** 0.296 -0.838 
CH3CH*** 0.104 -0.363 
CH3CH2** 0.118 -0.317 
CH3CH2CH2O* 0.212 -0.629 
CH3CH2CH2OH* -0.121 -1.655 
CH3CH2CH3* 0.025 -0.595 
CH3CH2CHO* 0.183 -0.152 
CH3CH2CHOH* -0.025 -0.958 
CH3CH2CO*** 0.085 -0.332 
CH3CH2COH* -0.004 -0.492 
CH3CH2COO** 0.062 -0.426 
CH3CH2COOH* -0.116 -1.122 
CH3CH3* 0.070 -0.236 
CH3CHCH2O*** 0.365 0.606 
CH3CHCH2OH** 0.187 -0.408 
CH3CHCHO*** 0.260 0.583 
CH3CHCHOH** 0.461 -0.194 
CH3CHCO** 1.027 1.056 
CH3CHCOH*** 0.136 -0.276 
CH3CHCOO*** 0.385 1.101 
CH3CHCOOH** 0.334 -0.200 
CHCH**** 0.229 -0.198 
CHCHCO**** 0.389 0.460 
CHCHCOOH**** 0.727 -0.648 
CO*** 0.168 0.521 
CO2* 0.209 0.577 
COOH** -0.008 -0.306 
H* 0.065 0.113 
H2O* -0.011 -0.893 
O* 0.276 0.493 
OCH2CH2OCH2CH2** -0.098 -1.533 








Table B.2: TOFs (s-1) and surface coverage of the most abundant surface intermediates 
(divided by the corresponding number of sites occupied of the adsorption on the surface) 
during the HDO of Pac on Rh (111) surface at a temperature of 473 K under both vapor 
phase and liquid phase where water and 1, 4-dioanxe were used as the solvent, 
respectively, and the results from solvent calculations with ±10% of the default COSMO 
Rh cavity are also shown in the table, and 1 site was used for the adsorption of CO on the 


































































Table B.3: Reaction free energies in eV of various elementary reaction steps in the HDO 
of Pac on Rh (111) surface at a temperature of 473 K under vapor phase and liquid phase 
with water and 1, 4-dioxane as solvent, respectively with 10% decrease of the default 
COSMO Rh cavity being used in the liquid phase calculations. 
 
# Reaction Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH + * -> CH3CH2COOH* 0.41 N/A -0.01 N/A -0.05 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.08 0.65 -0.05 -0.04 0.06 0.03 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* 0.03 0.63 -0.04 -0.07 0.03 0.03 
3  CH3CH2CO*** + 2* -> CH3CH2** + CO*** -0.51 1.15 -0.02 0.01 -0.03 0.00 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.11 0.82 -0.01 -0.02 0.01 0.03 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* -0.06 0.76 -0.02 -0.02 0.05 -0.01 
6  CH3CHCOOH** + 3* -> CH2CHCOOH**** + 
H* -0.22 0.40 -0.01 -0.01 0.00 0.01 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.32 0.26 -0.02 -0.02 0.00 -0.01 
8  CH3CHCO** + 4* -> CH3CH*** + CO*** -0.84 0.66 -0.01 0.04 0.00 -0.01 
9  CH3CHCO** + 3* -> CH3CCO**** + H* -0.35 0.45 -0.01 -0.01 -0.03 -0.02 
10  CH3CHCO** + 3* -> CH2CHCO**** + H* -0.26 0.62 -0.02 0.00 -0.01 0.02 
11  CH2CHCOOH**** + * -> CH2CHCO**** + 
OH* -0.10 0.86 -0.04 -0.01 0.04 0.01 
12  CH2CHCOOH**** + * -> CHCHCOOH**** + 
H* -0.33 0.23 -0.01 -0.01 0.01 0.02 
13  CH3CCOOH*** + 2* -> CH3CCO**** + OH* -0.09 0.86 -0.02 -0.01 0.02 0.02 
14  CH3CCO**** + 2* -> CH3C*** +CO***' -1.32 0.22 0.00 -0.01 0.01 0.01 
15  CH2CHCO**** + 2* -> CH2CH*** + CO*** -0.63 0.80 0.01 0.01 -0.01 0.01 
16  CH2CHCO**** + * -> CHCHCO**** + H* -0.06 0.43 0.00 0.00 0.01 0.02 
17  CHCHCOOH**** + * -> CHCHCO**** + OH* 0.17 0.92 -0.03 -0.02 0.04 0.01 
18  CHCHCO**** + 3* -> CHCH**** + CO*** -1.08 0.54 -0.02 0.02 -0.02 -0.03 
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19  CH2CH*** + 2* -> CHCH**** + H* -0.51 0.14 -0.04 -0.02 0.01 0.02 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.10 0.42 0.01 -0.01 -0.02 0.00 
21  CH2CH*** + * -> CH2C*** + H* -0.58 0.04 -0.05 -0.05 0.00 0.01 
22  CH3C*** + * -> CH2C*** + H* 0.20 0.85 -0.05 -0.03 -0.01 0.01 
23  CH3CH*** + * -> CH2CH*** + H* -0.05 0.50 0.00 0.00 -0.02 0.01 
24  CH3CH*** + * -> CH3C*** + H* -0.83 0.00 -0.01 0.00 -0.01 -0.01 
25  CH3CH2** + 2* -> CH3CH*** + H* -0.44 0.71 0.00 -0.02 0.04 0.04 
26  CH3CH3* + 2*-> CH3CH2** + H* 0.09 0.62 0.00 0.00 0.01 0.02 
27  CH3CH2** + * -> CH2CH2** + H* -0.39 0.31 -0.01 0.01 0.03 0.04 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.63 0.25 -0.01 -0.05 0.00 0.00 
29  CH3CH2COO** + * -> CH3CH2** + CO2* 0.76 1.70 -0.07 -0.08 0.02 0.05 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.32 0.93 -0.10 -0.08 0.03 0.05 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* -0.33 0.42 -0.07 -0.05 0.00 0.00 
32  CH3CHCOOH** + 3* -> CH3CH*** + COOH** -0.23 0.93 -0.02 -0.01 0.01 0.02 
33  CH3CHCOO*** + * -> CH3CH*** + CO2* 0.00 0.95 0.02 0.02 0.02 0.02 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* 0.07 1.02 0.00 0.03 0.05 0.03 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.06 0.83 -0.05 -0.04 0.05 0.03 
36  CH3CCOOH*** + 2* -> CH3C*** + COOH** -0.74 1.00 0.00 0.01 0.01 0.02 
37  CH2CHCOOH**** + * -> CH2CH*** + 
COOH** -0.06 1.49 -0.01 0.00 -0.01 0.00 
38  CH3CCOO*** + * -> CH3C*** + CO2* -0.90 0.57 0.02 0.07 -0.04 -0.07 
39  COOH** -> CO2* + H* -0.10 0.71 -0.03 -0.01 0.01 0.00 
40  COOH** + 2* -> CO*** + OH* -0.67 0.36 -0.01 0.00 0.03 0.00 
41  H2O* + * -> OH* + H* -0.03 0.76 0.00 -0.02 0.01 0.01 
42  CH3CH3 + * -> CH3CH3* 0.57 N/A 0.01 N/A -0.05 N/A 
43  CH2CH2 + 2* -> CH2CH2** -0.10 N/A -0.01 N/A -0.01 N/A 
44  H2O + * -> H2O* 0.37 N/A -0.01 N/A 0.03 N/A 
45  CO2 + * -> CO2* 0.68 N/A -0.11 N/A 0.01 N/A 
46  CHCH + 4* -> CHCH**** -1.78 N/A -0.05 N/A -0.01 N/A 
47  CO + 3* -> CO*** -0.89 N/A -0.07 N/A -0.01 N/A 
48  H2 + 2* -> H* + H* -0.48 N/A 0.01 N/A 0.00 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.41 0.12 0.00 -0.01 0.01 0.01 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.49 0.99 -0.03 0.01 0.00 -0.02 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.75 0.10 -0.03 -0.01 0.01 0.00 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.65 0.25 -0.07 -0.07 -0.02 -0.04 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.45 0.21 -0.04 -0.04 0.00 0.02 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.86 0.12 -0.02 -0.02 -0.01 0.00 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* -0.57 0.34 -0.03 -0.01 -0.01 0.00 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.27 0.66 -0.06 -0.03 -0.01 0.01 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.48 0.29 -0.01 0.01 0.00 0.00 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.25 0.47 -0.01 -0.02 -0.03 -0.01 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* -0.37 0.46 0.01 -0.01 0.00 0.00 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.47 0.26 0.04 0.01 0.02 0.01 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* 0.15 0.83 -0.03 -0.06 -0.01 0.00 
62  CH3CHCH2OH** + 2* -> CH3CHCH2O*** + H* -0.13 0.51 0.02 -0.02 0.00 0.00 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.44 0.00 0.01 0.02 0.04 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.42 0.38 0.03 0.02 0.01 0.01 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* -0.28 0.63 -0.02 -0.05 -0.01 -0.02 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.17 0.49 -0.04 -0.02 -0.03 0.01 
67  CH3CH2CH2OH* + 2* -> CH3CHCH2OH** + H* 0.00 0.67 -0.08 -0.08 -0.02 0.00 
68  CH3CH2CH2OH + * -> CH3CH2CH2OH* 0.59 N/A 0.03 N/A -0.01 N/A 
69  CH3CH2CHO + * -> CH3CH2CHO* 0.40 N/A -0.01 N/A -0.04 N/A 





Table B.4: Reaction free energies in eV of various elementary reaction steps in the HDO 
of Pac on Rh (111) surface at a temperature of 473 K under vapor phase and liquid phase 
with water and 1, 4-dioxane as solvent, respectively with 10% increase of the default 
COSMO Rh cavity being used in the liquid phase calculations. 
 
# Reaction Gas Water 1-4-dioxane 
ΔGrxn ΔGⱡ ΔΔGrxn ΔΔGⱡ ΔΔGrxn ΔΔGⱡ 
0  CH3CH2COOH + * -> CH3CH2COOH* 0.41 N/A -0.10 N/A -0.07 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.08 0.65 -0.07 -0.05 0.01 -0.01 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* 0.03 0.63 -0.03 -0.11 0.03 -0.03 
3  CH3CH2CO*** + 2* -> CH3CH2** + CO*** -0.51 1.15 -0.09 0.00 -0.06 0.00 
4  CH3CH2CO*** -> CH3CHCO** + H* -0.11 0.82 -0.03 -0.05 -0.01 -0.02 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* -0.06 0.76 -0.07 -0.02 -0.02 -0.01 
6  CH3CHCOOH** + 3* -> CH2CHCOOH**** + 
H* -0.22 0.40 -0.04 -0.04 -0.02 -0.02 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.32 0.26 -0.05 -0.04 -0.05 -0.04 
8  CH3CHCO** + 4* -> CH3CH*** + CO*** -0.84 0.66 -0.10 0.05 -0.07 0.03 
9  CH3CHCO** + 3* -> CH3CCO**** + H* -0.35 0.45 -0.03 -0.03 -0.02 -0.02 
10  CH3CHCO** + 3* -> CH2CHCO**** + H* -0.26 0.62 -0.04 -0.05 -0.01 -0.01 
11  CH2CHCOOH**** + * -> CH2CHCO**** + 
OH* -0.10 0.86 -0.07 0.00 -0.01 0.02 
12  CH2CHCOOH**** + * -> CHCHCOOH**** + 
H* -0.33 0.23 -0.03 -0.01 -0.02 0.00 
13  CH3CCOOH*** + 2* -> CH3CCO**** + OH* -0.09 0.86 -0.05 -0.01 0.01 0.02 
14  CH3CCO**** + 2* -> CH3C*** +CO***' -1.32 0.22 -0.05 -0.02 -0.04 -0.01 
15  CH2CHCO**** + 2* -> CH2CH*** + CO*** -0.63 0.80 -0.04 0.00 -0.04 -0.01 
16  CH2CHCO**** + * -> CHCHCO**** + H* -0.06 0.43 -0.01 -0.01 0.00 0.00 
17  CHCHCOOH**** + * -> CHCHCO**** + OH* 0.17 0.92 -0.05 -0.01 0.01 0.01 
18  CHCHCO**** + 3* -> CHCH**** + CO*** -1.08 0.54 -0.09 0.04 -0.07 0.02 
19  CH2CH*** + 2* -> CHCH**** + H* -0.51 0.14 -0.06 -0.04 -0.03 -0.02 
20  CH2CH2** + 2* -> CH2CH*** + H* -0.10 0.42 0.01 -0.02 0.01 0.01 
21  CH2CH*** + * -> CH2C*** + H* -0.58 0.04 -0.08 -0.05 -0.05 -0.04 
22  CH3C*** + * -> CH2C*** + H* 0.20 0.85 -0.07 -0.08 -0.04 -0.04 
23  CH3CH*** + * -> CH2CH*** + H* -0.05 0.50 0.02 -0.01 0.02 0.00 
24  CH3CH*** + * -> CH3C*** + H* -0.83 0.00 0.01 0.01 0.01 0.01 
25  CH3CH2** + 2* -> CH3CH*** + H* -0.44 0.71 -0.03 -0.07 -0.01 -0.03 
26  CH3CH3* + 2*-> CH3CH2** + H* 0.09 0.62 0.01 0.01 0.02 0.02 
27  CH3CH2** + * -> CH2CH2** + H* -0.39 0.31 -0.03 -0.01 -0.01 0.01 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.63 0.25 0.02 -0.05 0.03 -0.02 
29  CH3CH2COO** + * -> CH3CH2** + CO2* 0.76 1.70 -0.21 -0.14 -0.11 -0.05 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.32 0.93 -0.17 -0.13 -0.06 -0.05 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* -0.33 0.42 -0.11 -0.07 -0.06 -0.05 
32  CH3CHCOOH** + 3* -> CH3CH*** + COOH** -0.23 0.93 -0.08 -0.07 -0.04 -0.03 
33  CH3CHCOO*** + * -> CH3CH*** + CO2* 0.00 0.95 -0.08 0.00 -0.07 0.00 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* 0.07 1.02 -0.12 0.01 -0.07 0.01 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.06 0.83 -0.18 -0.14 -0.07 -0.06 
36  CH3CCOOH*** + 2* -> CH3C*** + COOH** -0.74 1.00 -0.02 -0.02 0.01 0.02 
37  CH2CHCOOH**** + * -> CH2CH*** + 
COOH** -0.06 1.49 -0.02 0.00 0.00 0.01 
38  CH3CCOO*** + * -> CH3C*** + CO2* -0.90 0.57 0.05 0.22 0.01 0.11 
39  COOH** -> CO2* + H* -0.10 0.71 -0.11 -0.09 -0.08 -0.07 
40  COOH** + 2* -> CO*** + OH* -0.67 0.36 -0.08 0.01 -0.05 0.00 
41  H2O* + * -> OH* + H* -0.03 0.76 0.00 -0.03 0.01 -0.01 
42  CH3CH3 + * -> CH3CH3* 0.57 N/A -0.01 N/A -0.01 N/A 
43  CH2CH2 + 2* -> CH2CH2** -0.10 N/A -0.03 N/A 0.00 N/A 
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44  H2O + * -> H2O* 0.37 N/A -0.07 N/A -0.02 N/A 
45  CO2 + * -> CO2* 0.68 N/A -0.29 N/A -0.17 N/A 
46  CHCH + 4* -> CHCH**** -1.78 N/A -0.09 N/A -0.03 N/A 
47  CO + 3* -> CO*** -0.89 N/A -0.18 N/A -0.12 N/A 
48  H2 + 2* -> H* + H* -0.48 N/A 0.01 N/A 0.01 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.41 0.12 -0.01 -0.02 -0.01 -0.01 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.49 0.99 -0.04 0.02 -0.01 0.01 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.75 0.10 -0.04 -0.02 -0.02 -0.03 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.65 0.25 -0.06 -0.06 -0.04 -0.04 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.45 0.21 -0.06 -0.09 -0.02 -0.04 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.86 0.12 -0.03 -0.04 -0.02 -0.02 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* -0.57 0.34 -0.01 0.02 0.00 0.02 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.27 0.66 -0.06 -0.05 -0.03 -0.03 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.48 0.29 0.01 0.05 -0.01 0.02 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.25 0.47 0.00 -0.03 0.02 0.00 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* -0.37 0.46 0.03 0.00 0.03 0.00 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.47 0.26 0.05 0.04 0.05 0.03 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* 0.15 0.83 -0.02 -0.07 0.02 0.00 
62  CH3CHCH2OH** + 2* -> CH3CHCH2O*** + H* -0.13 0.51 0.07 0.01 0.05 0.01 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.25 0.44 -0.02 -0.02 0.02 0.01 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.42 0.38 0.04 0.00 0.03 0.01 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* -0.28 0.63 0.00 -0.03 -0.01 -0.04 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.17 0.49 -0.03 -0.01 -0.02 0.01 
67  CH3CH2CH2OH* + 2* -> CH3CHCH2OH** + H* 0.00 0.67 -0.09 -0.13 -0.04 -0.07 
68  CH3CH2CH2OH + * -> CH3CH2CH2OH* 0.59 N/A -0.04 N/A -0.02 N/A 
69  CH3CH2CHO + * -> CH3CH2CHO* 0.40 N/A -0.04 N/A -0.02 N/A 
70  C4H8O2 (dioxane) + 2* -> C4H8O2** 0.99 N/A -0.21 N/A -0.14 N/A 
 
Table B.5: surface coverages of all the surface species (divided by the corresponding 
number of sites occupied of the adsorption on the surface) under gas and liquid phase 
conditions at a temperature of 473 K. Results from solvation calculations with ±10% of 
default COSMO Rh cavity are also shown for water and 1, 4-dioxane, and the surface 

































































































































































































































CH3CH2COO** 1.07×10-3 2.21×10-3 2.61×10-3 3.07×10-3 3.27×10-3 2.93×10-3 2.61×10-3 


























































































































































































































Table B.6: Degrees of selectivity control of key species (including surface species and 
transition states) that have significant impact on the DCN path selectivity under gas and 
liquid phase conditions at a temperature of 473 K. Results from solvation calculations 
with ±10% of default COSMO Rh cavity are also shown for water and 1, 4-dioxane, and 
















Step 4 0.81 0.37 0.14 0.10 0.81 0.39 0.26 
Step 9 N/A N/A 0.02 0.01 N/A N/A N/A 
Step 51 -0.43 -0.32 -0.38 -0.31 -0.41 -0.47 -0.46 
Step 52 -0.42 -0.54 -0.56 -0.64 -0.31 -0.45 -0.48 
Step 53 0.16 0.58 0.81 0.84 0.15 0.56 0.70 
Step 60 -0.01 -0.02 N/A N/A -0.02 N/A N/A 
Step 66 -0.10 -0.09 -0.02 N/A -0.22 -0.04 -0.02 
H* -1.13 -0.36 -0.04 -0.03 -1.10 -0.39 -0.19 
CO*** 0.53 0.13 N/A N/A 0.41 0.18 0.09 
CH3CH2COO** 0.02 0.03 0.02 0.03 0.06 0.03 0.03 
CH3CH2COOH* N/A N/A 0.01 0.03 N/A 0.02 0.02 
 
Table B.7: Reaction energies in eV (without zero-point energy correction) of various 
elementary reaction steps in the HDO of Pac on Rh (111) surface under vapor phase.  
 
# Reaction ΔErxn ΔEⱡ 
0  CH3CH2COOH + * -> CH3CH2COOH* -2.94 N/A 
1  CH3CH2COOH* + 3* -> CH3CH2CO*** + OH* 0.20 0.70 
2  CH3CH2COOH* + 2* -> CH3CHCOOH** + H* 0.16 0.77 
3  CH3CH2CO*** + 2* -> CH3CH2** + CO*** -0.36 1.23 
4  CH3CH2CO*** -> CH3CHCO** + H* 0.00 0.99 
5  CH3CHCOOH** + * -> CH3CHCO** + OH* 0.04 0.87 
6  CH3CHCOOH** + 3* -> CH2CHCOOH**** + H* -0.15 0.49 
7  CH3CHCOOH** + 2* -> CH3CCOOH*** + H* -0.28 0.36 
8  CH3CHCO** + 4* -> CH3CH*** + CO*** -0.63 0.70 
9  CH3CHCO** + 3* -> CH3CCO**** + H* -0.17 0.58 
10  CH3CHCO** + 3* -> CH2CHCO**** + H* -0.20 0.76 
11  CH2CHCOOH**** + * -> CH2CHCO**** + OH* -0.01 0.99 
12  CH2CHCOOH**** + * -> CHCHCOOH**** + H* -0.19 0.35 
13  CH3CCOOH*** + 2* -> CH3CCO**** + OH* 0.15 1.04 
14  CH3CCO**** + 2* -> CH3C*** +CO***' -1.24 0.27 
15  CH2CHCO**** + 2* -> CH2CH*** + CO*** -0.45 0.92 
16  CH2CHCO**** + * -> CHCHCO**** + H* 0.10 0.58 
17  CHCHCOOH**** + * -> CHCHCO**** + OH* 0.28 1.01 
18  CHCHCO**** + 3* -> CHCH**** + CO*** -0.98 0.62 
19  CH2CH*** + 2* -> CHCH**** + H* -0.43 0.21 
20  CH2CH2** + 2* -> CH2CH*** + H* 0.05 0.57 
21  CH2CH*** + * -> CH2C*** + H* -0.50 0.11 
22  CH3C*** + * -> CH2C*** + H* 0.26 0.91 
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23  CH3CH*** + * -> CH2CH*** + H* -0.01 0.56 
24  CH3CH*** + * -> CH3C*** + H* -0.78 0.01 
25  CH3CH2** + 2* -> CH3CH*** + H* -0.27 0.90 
26  CH3CH3* + 2*-> CH3CH2** + H* 0.15 0.68 
27  CH3CH2** + * -> CH2CH2** + H* -0.34 0.42 
28  CH3CH2COOH* + 2* -> CH3CH2COO** + H* -0.53 0.45 
29  CH3CH2COO** + * -> CH3CH2** + CO2* 0.96 1.85 
30  CH3CH2COO** + 2* -> CH3CHCOO*** + H* 0.46 1.10 
31  CH3CHCOOH** + 2* -> CH3CHCOO*** + H* -0.23 0.59 
32  CH3CHCOOH** + 3* -> CH3CH*** + COOH** -0.08 1.00 
33  CH3CHCOO*** + * -> CH3CH*** + CO2* 0.23 1.08 
34  CH3CHCOO*** + * -> CH3CCOO*** + H* 0.23 1.26 
35  CH3CCOOH*** + * -> CH3CCOO*** + H* 0.29 1.12 
36  CH3CCOOH*** + 2* -> CH3C*** + COOH** -0.58 1.15 
37  CH2CHCOOH**** + * -> CH2CH*** + COOH** 0.06 1.62 
38  CH3CCOO*** + * -> CH3C*** + CO2* -0.78 0.64 
39  COOH** -> CO2* + H* 0.08 0.97 
40  COOH** + 2* -> CO*** + OH* -0.51 0.46 
41  H2O* + * -> OH* + H* 0.01 0.91 
42  CH3CH3 + * -> CH3CH3* -2.15 N/A 
43  CH2CH2 + 2* -> CH2CH2** -2.29 N/A 
44  H2O + * -> H2O* -0.91 N/A 
45  CO2 + * -> CO2* -0.32 N/A 
46  CHCH + 4* -> CHCH**** -3.21 N/A 
47  CO + 3* -> CO*** -1.76 N/A 
48  H2 + 2* -> H* + H* -1.35 N/A 
49  CH3CHCHO*** -> CH3CHCO** + H* -0.31 0.21 
50  CH3CHCOH*** -> CH3CHCO** + H* -0.38 1.17 
51  CH3CH2CHO* + 3* -> CH3CH2CO*** + H* -0.58 0.18 
52  CH3CH2COH* + 3* -> CH3CH2CO*** + H* -0.47 0.46 
53  CH3CH2CHO* + 3* -> CH3CHCHO*** + H* -0.27 0.39 
54  CH3CHCH2O*** + * -> CH3CHCHO*** + H* -0.68 0.28 
55  CH3CHCHOH** + 2* -> CH3CHCHO*** + H* -0.41 0.56 
56  CH3CH2COH* + 3* -> CH3CHCOH*** + H* -0.09 0.82 
57  CH3CHCHOH** + 2* -> CH3CHCOH*** + H* -0.34 0.45 
58  CH3CH2CH2O* + * -> CH3CH2CHO* + H* -0.13 0.70 
59  CH3CH2CHOH* + * -> CH3CH2CHO* + H* -0.26 0.66 
60  CH3CH2CHOH* + * -> CH3CH2COH* + H* -0.37 0.41 
61  CH3CH2CH2O* + 3* -> CH3CHCH2O*** + H* 0.28 1.04 
62  CH3CHCH2OH** + 2* -> CH3CHCH2O*** + H* 0.00 0.73 
63  CH3CH2CHOH* + 2* -> CH3CHCHOH** + H* -0.13 0.57 
64  CH3CHCH2OH** + * -> CH3CHCHOH** + H* -0.27 0.54 
65  CH3CH2CH2OH* + * -> CH3CH2CH2O* + H* -0.17 0.82 
66  CH3CH2CH2OH* + * -> CH3CH2CHOH* + H* -0.04 0.67 
67  CH3CH2CH2OH* + 2* -> CH3CHCH2OH** + H* 0.11 0.81 
68  CH3CH2CH2OH + * -> CH3CH2CH2OH* -3.25 N/A 
69  CH3CH2CHO + * -> CH3CH2CHO* -2.87 N/A 






Figure B.1: Coverage dependent adsorption energy for CO adsorption on Rh (111) 
surface. In the plot, E_ads_avg = (Eslab+n⋅CO - n⋅ECO - Eslab) / n and E_ads_diff = Eslab+n⋅CO - 
ECO - Eslab+ n-1⋅CO, where n is the total number of CO molecules on the surface, Eslab is the 
total energy of the clean slab, Eslab+n⋅CO is the total energy of the slab with n CO on the 
surface and ECO is the total energy of the gas phase CO. The surface coverage of CO θCO 
used in the plot was calculated by n/N, where N is the total number of surface sites of the 
surface which is 12 in this work. There is a threshold coverage of θ0, and below which 
the adsorption energy of CO on Rh (111) surface is linearly dependent on the surface 
coverage of CO (linear region 1) while above which there is another linear relationship 







Figure B.2: TOFs (s-1) of various elementary steps in the vapor phase with CO adsorption 
occupy 1 site on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase model with CO occupy 3 sites on the 
surface. Dominate pathways are also shown in dashed arrows. TOFs (s-1) of reaction 
steps involved in DCX and DCN are shown in (a) while the TOFs (s-1) for propanol and 






Figure B.3 TOFs (s-1) of various elementary steps in the presence of water as solvent 
(10% decrease of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 1 site on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 







Figure B.4: TOFs (s-1) of various elementary steps in the presence of dioxane as solvent 
(10% decrease of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 1 site on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 






Figure B.5: TOFs (s-1) of various elementary steps in the presence of water as solvent 
(10% increase of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 3 sites on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 







Figure B.6: TOFs (s-1) of various elementary steps in the presence of water as solvent 
(10% decrease of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 3 sites on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 






Figure B.7: TOFs (s-1) of various elementary steps in the presence of dioxane as solvent 
(10% increase of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 3 sites on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 





Figure B.8: TOFs (s-1) of various elementary steps in the presence of dioxane as solvent 
(10% decrease of the default Rh cavity in COSMO calculations) with CO adsorption 
occupy 3 sites on the Rh (111) surface at a temperature of 473 K with the same gas phase 
partial pressure set as that in the vapor phase. Dominate pathways are also shown in 
dashed arrows. TOFs (s-1) of reaction steps involved in DCX and DCN are shown in (a) 









Figure B.9: Reaction orders of (a) H2, (b) propionic acid and (c) CO at a temperature of 
473 K and (d) Arrhenius plot for the HDO of propionic acid in the temperature range of 







Figure B.10: Reaction orders of (a) H2, (b) propionic acid and (c) CO at a temperature of 
473 K and (d) Arrhenius plot for the HDO of propionic acid in the temperature range of 
448 - 573 K with a 10% increase of the default COSMO Rh cavity in the solvation 
calculation. 
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