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The distribution of waiting times until the occurrence of a critical event is a crucial statistical
problem across several disciplines in Science. In this work we present a statistical model in which
a relevant quantity X accumulates until overcoming a threshold X∗, which defines the collapse.
The obtained waiting time distribution is a mixture of gamma distributions, which in turn can be
approximated as an effective gamma distribution.
I. INTRODUCTION
The study of the waiting time until the occurrence
of some event is of crucial importance in reliability and
engineering [1, 2], nonequilibrium statistical physics [3],
seismology [4] among other areas. In particular, gamma-
distributed waiting times are relevant to several phenom-
ena. They have been observed, for instance, in earth-
quakes [5], in modelling survival data [6], stochastic pro-
cesses in finance [7], to name a few.
Several classes of phenomena have an interesting com-
mon theme: they can be understood in terms of the grad-
ual accumulation of some quantity (e.g. stress in the case
of earthquakes, cellular damage in the case of death of
an organism [8], social unrest in the case of an uprising),
where the collapse is triggered when some threshold is
reached. If this increment is really gradual but unrelent-
ing, the colloquial metaphor of the “last straw that broke
the camel’s back” may be quite appropriate [9].
The phenomenon of collapse by gradual accumulation
is also relevant to technological applications beside relia-
bility, for instance, in the study of damage in structural
materials [10] and biological matter [11] induced by ra-
diation.
In this work we present a general model of collapse due
to incremental accumulation, which produces a waiting-
time distribution in terms of a modified Bessel function,
that however can be approximated quite accurately by a
gamma distribution.
The rest of the paper is organized as follows. In Sec-
tions II and III, we define our model and describe a sim-
pler approximation. We finally close with some conclud-
ing remarks in Section IV.
II. A STATISTICAL MODEL FOR COLLAPSE
TIMES
We will consider a statistical process where a posi-
tive quantity X is accumulated from zero on incremental
∗ vivianne.olguin.a@gmail.com
steps, until X overcomes a threshold value X∗ which trig-
gers the collapse. On each trial step (of fixed duration
∆t), an attempt to increase the value of X is performed
with success probability p, that is, these attempts form a
Bernoulli process. On every successful trial, X increases
by an amount ∆X which may be fixed or random.
FIG. 1. Representation of the statistical process leading to
the system collapse for the case where the increment ∆X is
a positive constant. The dotted line corresponds to the value
of the threshold X∗.
In the limit of p → 0 and ∆t → 0 keeping the ra-
tio ∆t/p finite, this Bernoulli process becomes a Poisson
process [12], in which the elapsed time ∆T between suc-
cessful attempts is exponentially distributed,
P (∆T |p,∆t) = 1
τ
exp(−∆T/τ). (1)
Here we have defined the characteristic time
τ :=
∆t
p
(2)
for convenience, which corresponds to the main elapsed
time between events,
τ =
〈
∆T
〉
p,∆t
. (3)
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2FIG. 2. Representation of the statistical process leading to
the system collapse for the case where X accumulates on
each step ∆t by random, exponentially-distributed increments
∆X. The dotted line corresponds to the value of the threshold
X∗.
Now we will analyze the statistical process by consid-
ering two cases: (1) ∆X is a positive constant quantity,
as shown in Fig. 1, and (2) ∆X is a positive quantity
distributed exponentially, as shown in Fig. 2. In both
cases the quantity X accumulates from zero in incremen-
tal steps and can be analyzed by considering the number
of increments nc needed for crossing the X
∗ threshold
that triggers the collapse. After n accumulation events,
the total elapsed time and the total amount of X are
given by
Tn :=
∑n
i=1 (∆T )i, (4)
Xn :=
∑n
i=1 (∆X)i, (5)
respectively. This is in fact an instance of a continuous-
time random walk (CTRW) [13, 14]. We define the crit-
ical number of events nc by the condition,
Xnc−1 < X
∗,
Xnc ≥ X∗. (6)
Because of Eqs. 1 and 4, the quantity Tn is the sum of n
i.i.d exponential variables which is gamma-distributed [1]
with shape parameter k = n,
P (Tn = tw|τ) = exp(−tw/τ)(tw)
n−1
τnΓ(n)
. (7)
At this point the distribution of waiting times can be
written formally as,
P (tw|I, τ) =
∞∑
n=1
P (nc = n|I) · P (Tn = tw|τ), (8)
which is a mixture of gamma distributions that can be
interpreted as a superstatistical model [15] with uncer-
tainty about the shape parameter of the gamma distri-
bution in Eq. 7. In the following sections we will give
details on the procedure to compute P (nc|I) mentioned
above.
A. ∆X a positive constant
We first consider the case where ∆X is a positive con-
stant. After every interval ∆T the increment ∆X has a
single possible value, so
P (∆X = ξ|I) = δ(∆X − ξ), (9)
and therefore
Xn =
n∑
i=1
(∆X)i =
n∑
i=1
∆X = n ∆X, (10)
The sum of n successive increments Xn is clearly given
by a Dirac delta distribution,
P (Xn = X|∆X) = δ(X − n ∆X). (11)
From the definition of nc in Eq. 6 we can make use of
Bayes’s theorem as
P (nc|C, I) = P (nc|I)× P (C|nc, I)
P (C|I) , (12)
where C denotes the proposition
(rnc−1 < 1) ∧ (rnc ≥ 1), (13)
with rn := Xn/X
∗ and
P (C|nc, I) =
∫
dr d∆X P (rn−1 = r|X∗,∆X) · P (∆X|I)
×Θ(1− r)Θ
([
r +
∆X
X∗
]
− 1
)
, (14)
where
P (rn = r|X∗,∆X) =
∫ ∞
0
dX P (Xn = X|∆X) δ(r−rn).
(15)
The probability distribution P (Xn|∆X) is given by
Eq. 11, so P (rn−1 = r|X∗,∆X) reduces to
P (rn−1 = r|X∗,∆X) = X∗δ(rX∗ − (n− 1)∆X)
= δ
(
r − (n− 1)
[
∆X
X∗
])
. (16)
Replacing into Eq. 14, we get
P (C|n, I) = Θ
(
1− (n− 1)
[
∆X
X∗
])
Θ
(
n
[
∆X
X∗
]
− 1
)
.
(17)
We see that these conditions admit a single value of n
that is between
X∗
∆X
≤ n < X
∗
∆X
+ 1,
3therefore P (C|n, I) = 1 if n = ceil
(
X∗
∆X
)
, and is zero
otherwise. Then Eq. 17 is reduced to the following ex-
pression
P (C|n, I) = δ(n, nc) (18)
where nc = ceil(X
∗/∆X). By Bayes’s theorem, choosing
a flat prior P (nc|I) = p0, we have also
P (nc = n|X∗,∆X) = δ(n, ceil(X∗/∆X)) (19)
which, by replacing into Eq. 8 shows that the waiting
times until the collapse of the system follow a gamma
distribution for constant increments ∆X,
P (tw|nc, τ) = exp(−tw/τ)(tw)
nc−1
τnc(nc − 1)! , (20)
where we have replaced Γ(nc) = (nc − 1)!. This gamma
distribution with integer shape parameter is also known
as the Erlang distribution [16]. This is a well-known dis-
tribution in reliability studies, however it has also been
found in studies on discrete carcinogenic events [8].
As is well known for the gamma distribution, the mean
and variance are given by〈
tw
〉
nc,τ
= τ · nc, (21)
and 〈
(δtw)
2
〉
nc,τ
= τ2 · nc, (22)
respectively.
B. ∆X from an exponential distribution
In this case, we consider ∆X as an exponentially dis-
tributed variable,
P (∆X|λ) = λ exp(−λ∆X), (23)
which can be justified from knowledge of the mean incre-
ment 〈∆X〉 and the maximum entropy principle [17].
We use the same Eq. 6 to describe the critical number
of accumulation events nc. However, now the quantity
Xn is, just as Tn, a sum of n i.i.d exponential variables,
hence it is also gamma-distributed with shape parameter
k = n. We have then, from Eqs. 23 and 1, that
P (Xn = X|λ) = λ
n exp(−λXn)(Xn)n−1
Γ(n)
. (24)
From Eq. 24 we can see that the ratio rn = Xn/X
∗ is
also a gamma-distributed variable,
P (rn = r|α) = exp(−rα)r
n−1
Γ(n)α−n
, (25)
with α the limit of collapse, defined by
α := λX∗ =
X∗〈
∆X
〉
λ
, (26)
the last equality because of the exponential distribution
in Eq. 23. From the definition of nc in Eq. 6 we can
make use of Bayes’s theorem in Eq. 12 as
P (C|nc, I) =
∫
dr d∆Xn P ((rn−1 = r) ∧ rn|α)×
Θ(1− r)Θ(rn − 1)
=
∫
dr d∆Xn P (r|α)P (∆Xn|λ)×
Θ(1− r)Θ
([
r +
∆Xn
X∗
]
− 1
)
=
∫ 1
0
dr
exp(−rα)rn−2
Γ(n− 1)α−n+1×∫ ∞
X∗(1−r)
d∆Xn λ exp(−λ∆Xn), (27)
which reduces to
P (C|nc, I) = exp(−α)α
n−1
Γ(n)
. (28)
Now assuming a constant prior probability P (nc|I) =
p0 we finally obtain
P (nc = n|α) = exp(−α)α
n−1
Γ(n)
, (29)
because the normalization constant P (C|I) is directly
given by
P (C|I) =
∞∑
k=1
exp(−α)αn−1
Γ(n)
=
∞∑
k=1
exp(−α)αn−1
(n− 1)! = 1.
(30)
Eq. 29 is actually a Poisson distribution for the vari-
able nc − 1, hence 〈
nc
〉
α
= α+ 1. (31)
The comparison between
〈nc〉 = X
∗
〈∆X〉 + 1
and the relation nc = ceil(X
∗/∆X) for the earlier case
seems quite illustrative. Eq. 8 then reduces to our main
result,
P (tw|α, τ) =
∞∑
n=1
exp(−α)αn−1
Γ(n)
exp(−tw/τ)tn−1w
Γ(n)τn
=
exp(−α− tw/τ)
τ
I0
(
2
√
αtw
τ
)
, (32)
4FIG. 3. Distribution of normalized waiting times tw/τ (Eq.
32) for different values of the shape parameter α.
where I0 corresponds to the zero-order modified Bessel
function of the first kind. This model is a particular case
of a general purpose distribution reported originally by
Laha [18, 19], in contexts other than waiting times.
In this model, α takes the role of a shape parameter,
while τ is clearly a scale parameter. Accordingly, we
show in Fig. 3 the behavior of the distribution of the
normalized waiting time tw/τ in Eq.32 for different values
of α.
The maximum likelihood equations for P (tw|α, τ) are, for
a sample t1, . . . , tn,
τ =
t
α+ 1
, (33)√
α
α+ 1
=
[√
t∗
I1(2
√
α(α+ 1)t∗)
I0(2
√
α(α+ 1)t∗)
]
, (34)
where t = 1n
∑n
i=1 ti, t
∗
i =
ti
t
, I1(x) corresponds to the
first-order modified Bessel function of the first kind, and
[f ] := 1n
∑n
i=1 fi. The mean and variance of the distri-
bution are given by〈
tw
〉
α,τ
= τ(α+ 1) (35)
and 〈
(δtw)
2
〉
α,τ
= τ2(1 + 2α), (36)
respectively. Note that, by using Eq. 3 and 31, the mean
value of tw can also be expressed as〈
tw
〉
α,τ
= 〈∆T 〉τ · 〈nc〉α . (37)
III. AN EMPIRICAL APPROXIMATION
Even when our main result, Eq. 32 is exact, it is in-
tractable in statistical terms because the maximum like-
lihood equations cannot be written in terms of sufficient
statistics which are independent of the parameters. De-
spite this drawback, we have found empirically by direct
numerical sampling of Eqs. 24 and 7 that Eq. 32 can be
very closely approximated by a gamma distribution, as
shown in Fig. 4.
FIG. 4. Histogram of waiting times obtained by direct nu-
merical sampling, together with the analytical model of Eq.
32 for α=2.4, τ=6 (black line) and a gamma model (red line).
From Fig. 5 it is clear that this approximate gamma
distribution has parameters
k(α, τ) = k(α),
θ(α, τ) = τ ·m(α), (38)
where the universal functions k(α) and m(α) are given
by
k(α) = (Aα+B)
[
1− exp(−Cα+Dα2)]+ E, (39)
with A = 0.4582, B = 0.2546, C = 0.0116, D = 0.0116,
E = 1.0249, and
m(α) = m0 [1− exp(−α/A)] +B, (40)
with m0 = 1.1161, A = 1.0170 and B = 0.944, as shown
in Fig. 6.
It is important to note that, in the limit of α → 0 we
have from Eq. 29 that
lim
α→0
P (nc|α) = δ(nc, 1),
hence the distribution of waiting times reduces to the ex-
ponential distribution in Eq. 1. This is clearly expected,
as α → 0 corresponds to vanishing threshold X∗ → 0
which induces an immediate crossing on the first attempt.
IV. CONCLUDING REMARKS
We have developed a statistical model for the waiting
time until collapse of a system, induced by gradual accu-
mulation of some quantity, in a general context. We con-
sider for illustration two main cases of interest, namely
5FIG. 5. Upper panel, shape parameter k as a function of τ
for different values of α. Lower panel, scale parameter θ as a
function of τ for different values of α.
when the increment ∆X is a positive constant, in which
case the waiting time distribution is an Erlang distribu-
tion, and another where ∆X is an exponential random
variable, changing at each time step ∆t. The latter case
produces a waiting time distribution in terms of the mod-
ified Bessel function I0.
We have fitted an effective gamma distribution to our
model P (tw|α, τ), from which we can see that the shape
parameter k does not depend on the characteristic time
τ for fixed value of the limit of collapse α. As τ is a scale
parameter, and because
〈
tw
〉
= τ(α+ 1), the probability
distribution of tw normalized by its mean only depends
on the shape parameter α, and therefore can describe
universal behavior for a fixed α. We have that, for dif-
ferent values of α the behavior of the Bessel function
distribution in Eq. 32 (as well as the effective gamma
distribution) changes, as seen in Fig. 3.
For small values of α the distribution is narrow, re-
sembling an exponential distribution, and the waiting
time before the collapse occurs is small, concentrated
around zero. The number of steps required to cross the
threshold decreases in T as seen in Fig. 2. When α
FIG. 6. Upper panel, k(α) as a function of α. Lower panel,
m(α) as a function of α.
increases, the distribution resembles a Gaussian distri-
bution, and the waiting time for the collapse to occur
is longer, requiring therefore a greater number of steps
in T to reach the threshold, which means that when the
quantity ∆X  X∗, i.e. the value of α 1, the quantity
X accumulates enough after n events occur for a time T
until the collapse occurs. However, when ∆X ≈ X∗, we
have α ≈ 1, the number of events that occur is smaller,
and therefore the waiting time to cross the threshold X∗
decreases.
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