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1 Introduction
C-sets are sets equipped with a C-relation. They can be understood as a slight
weakening of ultrametric structures. They generalize in particular linear orders
and allow a rich combinatoric. They are therefore not classifiable, except to restrict
their class. It is what we do here: we consider ℵ0-categorical and C-minimal C-
sets. C-minimality is the minimality notion fitting in this context: any definable
subset in one variable is quantifier free definable using the C-relation alone. In the
case of ultrametric structures this corresponds to finite Boolean combinations of
closed or open balls. We classify here all ℵ0-categorical and C-minimal C-sets up
to elementary equivalence (in other words we classify all finite or countable such
structures).
To state our result let us introduce some material. A C-set M has a canonical
tree, T (M), in which M appears as the set of leaves, with the C-relation defined
as follows : for α ∈ M , call br(α) := {x ∈ T (M);x ≤ α} the branch α defines
in T (M) ; then for α, β and γ in M , M |= C(α, β, γ) iff in T (M), br(β) ∩ br(γ)
strictly contains br(α) ∩ br(β) (which then must be equal to br(α) ∩ br(γ)). Let
us give a very simple example: call trivial a C-relation satisfying C(α, β, γ) iff
α 6= β = γ and suppose M is not a singleton; then C is trivial on M iff T (M)
consists of a root, say r, and the elements of M as leaves, all having r as a prede-
cessor. The C-set (M,C) and the tree (T (M), <) are uniformly biinterpretable.
As usual the Ryll-Nardzewski Theorem makes the classification of indiscernible
ℵ0-categorical C-minimal sets as a first step in our work. Recall that a structure
is said to be indiscernible iff all its elements have the same complete type. If
M is indiscernible leaves are indiscernible in T (M) but nodes never are (except
for the trivial C-relation): given a node n, T (M) may have leaves at infinite or
different finite distances from n. We prove that a pure C-set M is indiscernible,
ℵ0-categorical and C-minimal iff its canonical tree T (M) is colored, where colored
is defined by induction as follows. Consider on leaves above a node n the relation
“br(α) ∩ br(β) contains only nodes strictly bigger than n”. Call cone above n an
equivalence class. Now a 1-colored good tree either is a singleton, or consists of a
unique node with m leaves, where m is an integer m ≥ 2 or ∞, or there exists µ,
an integer ≥ 2 or∞, such that for any leaf α of T (M), ]−∞;α[, the branch of α in
T (M) deprived of its leaf α, is densely ordered and at each node of T (M) there are
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exactly µ infinite cones, or there exist m and µ, each an integer or∞, such that for
any leaf α of T (M), α has a predecessor in T (M), say the node α−, ]−∞;α−] is
densely ordered and at each node of T (M) there are exactly m leaves and µ infinite
cones. An (n+1)-colored good tree is an n-colored good tree in which each leaf is
substituted with a copy of a 1-colored good tree, the same at each leaf, with some
constraints on the parametersm and µ occurring on both sides of the construction.
The reduction of the general classification to that of indiscernible structures
uses a very precise description of definable subsets in one variable. ℵ0-categoricity
is combined with the classical description coming from C-minimality to produce
a “canonical partition” of the structure in finitely many definable subsets, each
of them maximal indiscernible. The characterization of ℵ0-categorical and C-
minimal C-sets is done via finite trees with labeled vertices and arrows, where the
labels may be integers or/and complete theories of indiscernible, ℵ0-categorical
C-minimal C-structures; these C-structures are in fact pure C-sets or very slight
enrichments. The reconstruction of the structure from such a finite labeled tree
uses again an induction on the depth of the tree.
Chapter 2 lists some preliminaries. In Chapter 3 we draw a certain amount of
consequences of indiscernibility, ℵ0-categoricity and C-minimality of a C-structure,
which leads to the notion of precolored good tree. Chapters 4 to 6 are dedicated
to colored good trees. Chapter 4 presents 1-colored good trees, which in fact are
the same thing as precolored good trees of depth 1. In Chapter 5 we define the
extension of a colored good tree by a 1-colored good tree, construction which is
the core of the inductive definition of (n + 1)-colored good trees from n-colored
good trees. General colored good trees are defined and completely axiomatized
in Chapter 6. In Chapter 7 we show that the classes of precolored good trees, of
colored good trees as well as of canonical trees of indiscernible, ℵ0-categorical and
C-minimal C-structures do in fact coincide. Chapter 8 gives a complete classifi-
cation of ℵ0-categorical and C-minimal C-sets.
2 Preliminaries
2.1 C-sets and good trees
Definition 2.1 A C-relation is a ternary relation, usually called C, satisfying the
four axioms:
1: C(x, y, z)→ C(x, z, y)
2: C(x, y, z)→ ¬C(y, x, z)
3: C(x, y, z)→ [C(x, y, w) ∨C(w, y, z)]
4: x 6= y → C(x, y, y).
A C-set is a set equipped with a C-relation.
C-relations appear in [AN], [M–S] or [H–M], where they satisfy additional axioms.
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Our present definition comes from [D]. As already mentioned in the introduction,
a C-set M has a canonical tree, which is in fact bi-interpretable with M , as we
explain now.
Definition 2.2 We call tree an order in which for any element x the set {y; y ≤
x} is linearly ordered.
Call a tree good if :
- it is a meet semi-lattice (i.e. any two elements x and y have an infimum, or
meet, x ∧ y, which means: x ∧ y ≤ x, y and (z ≤ x, y)→ z ≤ x ∧ y),
- it has maximal elements, or leaves, everywhere (i.e. ∀x,∃y (y ≥ x ∧ ¬∃z > y))
- and any of its elements is a leaf or a node (i.e. of form x ∧ y for some distinct
x and y).
Let T be a good tree. It is convenient to consider T in the language {<,∧, L}
where ∧ is the function T ×T → T defined above and L a unary predicate for the
set of leaves (cf. Definition 2.2).
Proposition 2.3 C-sets and good trees are bi-interpretable classes.
Let us explain these two interpretations in a few words. More details can be found
in [D].
Call branch of a tree any maximal subchain. The set of branches of T carries
a canonical C-relation: C(α, β, γ) iff α ∩ β = α ∩ γ ( β ∩ γ. Now, leaves of T
may be identified to branches via the map α 7→ br(α) := {β ∈ T ;β ≤ α}. Thus,
if Brl(T ) denotes the set of branches with a leaf of T , the two-sorted structure
(T,<,Brl(T ),∈) is definable in (T,<), and the canonical C-relation on Brl(T )
also. We denote this C-set M(T ). This gives the definition of a C-set in a
good tree. The canonical tree of a C-set provides the reverse construction. It
is (almost) the representation theorem of Adeleke and Neumann ([AN], 12.4),
slightly modified according to [D]. Given a C-set (M,C), define on M2 binary
relations
(α, β) 4 (γ, δ) :⇔ ¬C(γ, α, β)&¬C(δ, α, β)
(α, β)R(γ, δ) :⇔ ¬C(α, γ, δ)&¬C(β, γ, δ)&¬C(γ, α, β)&¬C(δ, α, β).
Then the relation 4 is a pre-order, R is the corresponding equivalence relation
and the quotient T :=M2/R is a good tree. 1
Proposition Proposition 2.4 summarizes these facts in a more precise way than
Proposition (2.3) did.
1Adeleke and Neumann work in fact with the set of pairs of distinct elements of M , instead
of M2 as we do (and reverse order). It is the reason why we get maximal elements everywhere in
the tree, meanwhile they did not get any. In the other direction also, Brl(T ) is interpretable in T
meanwhile the “covering set of branches” considered by Adeleke and Neumann is not determined
by T .
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Proposition 2.4 Given a C-set M , there is a unique good tree such that M is
isomorphic to its set of branches with leaf, equipped with the canonical C-relation.
This tree is called the canonical tree of M and is denoted T (M).
Let L be the set of leaves of T (M). Then 〈M,C〉 and 〈T (M), <,∧, L〉 are first-
order bi-interpretable, quantifier free and without parameters, andM and L(T (M))
are definably isomorphic. Therefore an embedding M ⊆ N induces an embedding
T (M) ⊆ T (N). Moreover, given a good tree T , T (M(T )) and T are definably
isomorphic.
2.2 C-structures and C-minimality
Definition 2.5 A C-structure is a C-set possibly equipped with additional struc-
ture.
A C-structure M is called C-minimal iff for any structure N ≡ M any definable
subset of N is definable by a quantifier free formula in the pure language {C}.
C-minimality has been introduced by Deirdre Haskell, Dugald Macpherson and
Charlie Steinhorn as is the minimality notion suitable to C-relations ([H–M],
[M–S]). We define now some particular definable subsets of M which, due to
C-minimality, generate by Boolean combination all definable subsets of M. If
we want to distinguish between nodes and leaves of the tree T (M), we will use
Latin letters x, y, etc... to denote nodes and Greek letters α, β, etc... for leaves (cf.
Definition 2.2). According to the representation theorem, elements of M are also
represented by Greek letters.
Definition 2.6 • For α and β two distinct elements of M , the subset of M :
C(α ∧ β, β) := {γ ∈M ;C(α, γ, β)} is called the cone of β at α ∧ β.
We also use the notation, for elements y > x from T (M), C(x, y) := C(x, α)
for any (or some) α ∈M such that br(α) contains y, and we say that C(x, y)
is the cone of y at x.
• For α and β in M , the subset of M : C(α ∧ β) := {γ ∈ M ;¬C(γ, α, β} =
{γ;α ∧ β ∈ γ} is called the thick cone at α ∧ β. Note that, if α 6= β, the
thick cone at α ∧ β is the disjoint union of all cones at α ∧ β2.
• For x < y ∈ T (M) the pruned cone at x of y is the cone at x of y minus the
thick cone at y, in other words the set C(]x, y[) = {γ ∈ M ;x < γ ∧ y < y}.
The interval ]x, y[ is called the axis of the pruned cone.
Note that the word “cone” follows the terminology of Haskell, Macpherson and
Steinhorn while our “thick cone” replace their “0-levelled set” (with the motivation
that we do not use here n-levelled sets for n 6= 0). We also replace “interval” by
2 In the particular case of ultrametric spaces the C-relation is defined as follows: C(x, y, z)
iff d(x, y) = d(x, z) < d(y, z). The thick cones are the closed balls and cones are the open balls.
Some balls may be open and closed. In the same way a closed ball, say of radius r, is partitioned
in open balls of radius r, a thick cone at a node n is partitioned in cones at n.
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“pruned cone” with the intention that an “interval” always lives in a linear order.
It is easy to see that the subsets of M definable by an atomic formula of the
language {C} areM , ∅, singletons, cones and complements of thick cones. We can
therefore rephrase the above definition of C-minimality as follows: A C-structure
M is C-minimal iff for any structure N ≡M any definable subset of N is a Boolean
combination of cones and thick cones.
Given a general structure M and a subset A of M the question of the structure
induced by M on A is a delicate issue. Our particular situation prevents us of
any difficulty in the two following cases.
Proposition 2.7 Let M be a C-minimal pure C-set and A a cone, thick cone or
pruned cone with a dense axis in M . Then, considered as a pure C-set, A is still
C-minimal.
Proof: The trace of a cone on a cone, say A, is a (relative) cone: this means
that this trace can be described as {x ∈ A;C(α, β, x)} for two parameters α and
β from A. More generally the trace of a possibly thick cone on a possibly thick
cone is a possibly thick cone. Thus the above statement is trivial for cones. For a
pruned cone, C-minimality is ensured by the axis density, see [D], p. 70, Example
and Lemma 3.12 (the C-minimality considered there is in some sense “external”
and stronger than the absolute one considered in the above statement). 
Definition 2.8 Let M be a structure and A a ∅-definable subset of M .By defini-
tion the language of the structure induced by M on A consists of all subsets of
some Ar which are definable in M without parameters.
We say that A is stably embedded in M if for all integer r every subset of Ar
which is definable in M with parameters, is definable with parameters from A.
In this case the subsets of some Ar definable in M or in the structure induced by
M on A are the same.
Proposition 2.9 Let M be a C-minimal C-structure. Then any branch with leaf
of the canonical tree is stably embedded and o-minimal.
Proof: Haskell and Macpherson [H–M] have shown that each branch br(α) of
Brl(T ) is o-minimal in T , in the sense that, any subset of br(α) definable in T
is a finite union of intervals with bounds in br(α) ∪ {+∞}. This means exactly
that br(α) is 1-stably embedded in (M, α) in the sense of [P]. Now we can apply
Pillay’s criterion (Theorem 1.4 in [P]) as any C-minimal structure is NIP and any
o-minimal one rosy. 
2.3 Some definability properties in the canonical tree
We have defined (possibility thick or pruned) cones as subsets of M . But they
have their counterparts in the canonical tree. So cones are subsets of M as well
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as of T (M), we hope the context and the distinct notation C or Γ will make the
choice clear.
As previously, Latin letters x, y, etc... denote nodes of T (M) which are not leaves
and Greek letters α, β, etc... leaves.
Definition 2.10 • For α and β two distinct elements of M , the subset of
T (M): Γ(α ∧ β, β) := {t ∈ T (M);α ∧ β < t ∧ β} is called the cone of β at
α ∧ β3. Note that it is the canonical tree of C(α ∧ β, β).
As for cones in M , we also use the notation, for elements y > x from T ,
Γ(x, y) := Γ(x, α) for any (or some) α ∈M such that br(α) contains y and
we say that Γ(x, y) is the cone of y at x.
• For α and β in M , the subset of T (M): Γ(α∧β) = {t ∈ T (M);α∧β ≤ t} is
called the thick cone at α ∧ β. Note that it is the canonical tree of C(α ∧ β)
and that Γ(x) =
⋃
α
x ∈ α
Γ(x, α) ∪ {x}.
• For x < y ∈ T (M), the pruned cone at x of y is the set Γ(]x, y[) = {t ∈
T (M);x < t ∧ x < t ∧ b} := Γ(x, β) \ Γ(y) where β is the any branch such
that x, y ∈ β. It is the canonical tree of C(]x, y[). The interval ]x, y[ is called
the axis of the pruned cone.
Definition 2.11 We say that a leaf α of T is isolated if there exists a node x in
T such that x < α and there is no node between x and α, in other words, α get
a predecessor in T . If α is an isolated leaf, then its unique predecessor is denoted
by p(α).
Definition 2.12 Let x be a node of T . We say that a cone Γ at x is an inner
cone if:
1. x has no successor on any branch br(α) s.t. α ∈ Γ. Note that, x has a
successor (say x+) on br(α) for some α ∈ Γ, iff Γ is a thick cone (the thick
cone at x+).
2. There exists t ∈ Γ such that, for any t′ ∈ T with x < t′ < t, t′ is of same
tree-type as x.
Otherwise, we say that Γ is a border cone.
Note that the cone Γ(p(α), α) at the predecessor p(α) of an isolated leaf α is a
border cone which consists only of that leaf.
Definition 2.13 The color of a node x of a tree T is the couple (m,µ) ∈ N∪{∞]
where m is the number of border cones at x and µ the number of inner cones at
x.
3Be aware that in [H–M] a cone of nodes always contains its basis, in other words a cone at a
is the union of a and what we call here a cone.
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Lemma 2.14 Suppose the C-set M is ℵ0-categorical. Then the color of a node of
T (M) is definable in the pure order of T (M), which means that there are unary
formulas ϕr and ψr, r ∈ ω ∪ {∞}, of the language {<} such that, for any node x
of T (M) and r,
T (M) |= ϕr(x) iff there are exactly r border cones at x,
T (M) |= ψr(x) iff there are exactly r inner cones at x.
Proof: By the Ryll-Nardzewski Theorem, Condition 2 of Definition 2.12 is first-
order. 
3 Canonical trees of indiscernible ℵ0-categorical C-minimal
C-sets
We say that a structure is indiscernible if there is only one complete 1-type over
∅.
3.1 Finite or countable indiscernible and ℵ0-categorical C-structure
with o-minimal branches
For each leaf α the set br(α) is a chain of T with maximal element α.
Definition 3.1 A basic interval of a linear ordered set O will mean a singleton
or a dense convex subset with bounds in O ∪ {−∞}.
So a basic interval may be a singleton or otherwise open, semi-closed or closed
and denoted (a, b), where a < b and “(” and “)” are “[” or “]”. A singleton {x} is
considered as the closed interval [x, x].
Definition 3.2 A basic one-typed interval of T is a basic interval (of some branch
of T ) such that all of its element have same tree-type (over ∅).
Theorem 3.3 Let M be a (finite or countable) indiscernible and ℵ0-categorical
C-structure. Let T be its canonical good tree. Assume that for each leaf α of T ,
any subset of the chain br(α) definable in T is a finite union of intervals with
bounds in br(α)∪{−∞}. Then there exists an integer n ≥ 1 such that for any leaf
α of T , the branch br(α) can be written as a disjoint union of n basic one-typed
intervals br(α) = ∪nj=1Ij(α) ∪ {α}, with Ij(α) < Ij+1(α). This decomposition is
unique if we assume that the Ij(α) are maximal one-typed, that is, Ij(α)∪ Ij+1(α)
is not a one-typed basic interval. Possible forms of each Ij(α) are {x}, ]x, y[ and
]x, y]. The decomposition is independent of the leaf α, that is, the form (a singleton
or not, open or closed on the right) of Ij(α) for a fixed j as well as the tree-type
of its element do not depend on the leaf α.
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Remark 3.4 1. Remember that Haskell and Macpherson have shown that, if M
is C-minimal, then for each leaf α, any subset of br(α) definable in T is a finite
union of intervals with bounds in br(α)∪{−∞}. Thus the conclusion of the above
theorem remains the same if we add the hypothesis that M is C-minimal and
remove the condition on Brl(T ).
2. Pillay and Steinhorn have classified ([P–S], Theorem 5.1) all ℵ0-categorical
and o-minimal linearly ordered structures, and not only linear pure orders.
Proof of Theorem 3.3. In the following, a “branch of T” will always mean
a branch with a leaf, i.e. an element of Brl(T ). By Ryll-Nardzewski Theorem
the ℵ0-categoricity of M implies that for any integer p there is a finite number
of p-types over ∅. NowT (M) is interpretable without parameters in M where it
appears as a definable quotient of M2. Since there is a finite number of 2p-types
over ∅ in M , there is a finite number of p-types in T (M). Hence, T (M) is finite
or ℵ0-categorical. Thus we can partition the tree T (M) into finitely many sets S
such that two nodes in T have the same complete type over ∅ iff they are in the
same set S. The trace on any branch br(α) of such a set S is definable and thus,
by o-minimality, a finite union of intervals. In fact it consists of a unique interval:
if a node x belongs to the left first interval of S ∩ br(α), then by definition of the
sets S any other element of S ∩ br(α) will too. For the same reason, if S ∩ br(α)
has a first element, then this interval is in fact a singleton. (We are here making
use of the tree structure: the set {y ∈ T ; y < x} is linearly ordered.)
Hence, for a given leaf α, br(α) is the order sum of finitely many maximal one-
typed intervals. Using indiscernibility, the number of such basic intervals, the
form (singleton, open or closed on the right) of each of them, and the tree-type of
its elements, depend only on its index and not on the branch. 
Lemma 3.5 Let α, β be two distinct leaves of T . Let j⋆ be the unique index such
that α ∧ β ∈ Ij⋆(α). Then, ∀j < j
⋆, Ij(α) = Ij(β). Moreover, Ij⋆(α) ∩ Ij⋆(β) is
an initial segment of both Ij⋆(α) and Ij⋆(β).
Proof: By definition, br(α)∩br(β) = I1(α)∪· · ·∪Ij⋆−1(α)∪{t ∈ Ij⋆(α), t ≤ α∧β}
(or {t ∈ Ij⋆(α), t ≤ α ∧ β} if j
⋆ = 1). The same is true with β instead of α.
Therefore, by definition and uniqueness of the partition of each branch into max-
imal basic one-typed intervals, we get ∀j < j⋆, Ij(α) = Ij(β). Moreover, {t ∈
Ij⋆(α); t ≤ α ∧ β} = {t ∈ Ij⋆(β); t ≤ α ∧ β} = Ij⋆(α) ∩ Ij⋆(β). 
3.2 Precolored good trees
In this subsection, T will be a good tree and L its set of leaves.
Definition 3.6 One-colored basic interval
We say that a basic interval I of a branch with a leaf of T is one-colored if I
satisfies one of the following conditions:
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(0) I is a singleton {x} and the k distinct cones at x are border cones. We say
that I is of color (k, 0).
(1.a) I is open on both left and right sides: I =]x, y[. Any element of I is of color
(0, k), for a k ∈ N∗ ∪ {∞}, that is, there are exactly k distinct cones at any
element of I, and all are inner cones. We say that the basic interval I is of
color (0, k).
(1.b) I is open on the left side and closed on the right side: I =]x, y] and any
element of I is of color (m,µ), for m,µ ∈ N∗ ∪ {∞}, that is, there are
exactly m border cones and µ inner cones at any point of I. We say that
the basic interval I is of color (m,µ).
Definition 3.7 We say that T is a precolored good tree if there exists an integer
n, such that for all α ∈ L:
(1) the branch br(α) can be written as a disjoint union of n basic one-colored
intervals br(α) = ∪nj=1Ij(α) ∪ {α}, with Ij(α) < Ij+1(α).
(2) The Ij(α) are maximal one-colored, that is, Ij(α) ∪ Ij+1(α) is not a one-
colored basic interval, and for all j ∈ {1, · · · , n}, the color of Ij(α) is inde-
pendent of α.
(3) For any α, β ∈ L and j ∈ {1, · · · , n}, if α ∧ β ∈ Ij(α), then α ∧ β ∈ Ij(β),
Ij(α)∧Ij(β) is an initial segment of both Ij(α) and Ij(β); and for any i < j,
Ii(α) = Ii(β).
The integer n is called the depth of the precolored tree T .
As an immediate consequence of Theorem 3.3:
Corollary 3.8 Let M be a finite or countable ℵ0-categorical, indiscernible and
C-minimal C-set. Then T (M) is a precolored good tree.
Proposition 3.9 Let T be a precolored good tree, then all leaves of T are isolated
or all leaves of T are non isolated.
Proof: Let α be a leaf of T . Assume that α has a predecessor p(α), then the last
interval In(α) is closed on the right, that is either In(α) = {p(α)} of color (k, 0),
or In(α) =]x, p(α)] of color (m,µ) with m 6= 0. By definition of precolored good
tree, for any leaf β, the last interval of br(β) is of color (k, 0), or for any leaf β,
the last interval of br(β) is of color (m,µ), with m 6= 0. In both cases, β has a
predecessor. 
Definition 3.10 Definition of the partial functions ej .
Let T be a precolored good tree of depth n. For 1 < j < n, we denote ej−1(α) the
lower bound of Ij(α) and Ej the image of the function ej . By the above lemma, if
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ej(α), ej(β) ≤ α ∧ β, then ej(α) = ej(β). Hence, we can extend the functions ej
to partial functions from T to N in the following way:
Dom(ej) = ∪α({ej(α)} ∪ Ij+1(α) ∪ · · · ∪ In(α) ∪ {α}, ej(ej(α)) = ej(α) and,
∀x ∈ br(α) ∩Dom(ej), ej(x) = ej(α).
The ej and p are definable functions from L to N .
Corollary 3.11 Let T be a precolored good tree of depth 1. Then, uniformly in
α, I1(α) is of the form,(0): {r} = {p(α)} (r is the root), or (1.a): ] −∞, α[, or
(1.b): ]−∞, p(α)].
Let T be a precolored good tree of depth n > 1. Then, uniformly in α,
- I1(α) is of the form: {r} or ]−∞, e1(α)[ or ]−∞, e1(α)] or ]−∞, p(e1(α))].
- For 2 ≤ j ≤ n − 1, Ij(α) is of the form: {ej−1(α)} or ]ej−1(α), ej(α)[ or
]ej−1(α), ej(α)] or ]ej−1(α), p(ej(α))].
- Moreover, for j < n, if Ij(α) is open on the right, then Ij+1(α) is a singleton.
- And, uniformly in α, In(α) is of the following form:
if T has isolated leaves, (0): {en−1(α)} = {p(α)}, or (1.b): ]en−1(α), p(α)];
if T has no isolated leaves, (1.a): ]en−1(α), α[.
Proposition 3.12 Let T be a precolored good tree of depth n.
If T has isolated leaves and In(α) = {p(α)}, for any α ∈ L, then the set p(L) :=
{p(α);α ∈ L} is a maximal antichain of T .
If T has isolated leaves and In(α) =]en−1(α), p(α)], then p(L) = ∪α∈LIn(α).
Proof: If T has isolated leaves and In(α) = {p(α)} for any α ∈ L, let α and β
be two leaves such that p(α) ≤ p(β). Then α ∧ β = p(α). Hence, by Lemma 3.5,
p(α) = p(β). This shows that p(L) is an antichain of T . To prove it is maximal,
let t ∈ T ; either t is a leaf and t > p(t), or t is a node, hence there exists a leaf α
such that t < α, thus t ≤ p(α).
If T has isolated leaves and In(α) =]en−1(α), p(α)], the result comes directly from
Definition 3.6 (1.b). 
4 1-colored good trees
In section (6) we will introduce a very concrete class, the class of colored good
trees, which will turn out to be the same thing as precolored good trees. Its
definition is inductive. The present section defines 1-colored good trees. Section
(5) will present a construction which gives the induction step.
4.1 Definition
Definition 4.1 Let T be a good tree. We say that T is a 1-colored tree if T
satisfies one of the following group of properties.
(00) T consists of a unique element.
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(0) T consists of a unique node with m leaves, where m is an integer m ≥ 2 or
infinite.
(1.a) There exists µ, an integer µ ≥ 2 or infinite, such that for any leaf α of T ,
]−∞, α[ is densely ordered and at each node of T there are exactly µ cones,
all infinite.
(1.b) There exists (m,µ) where m is an integer m ≥ 1 or infinite, µ is an integer
µ ≥ 1 or infinite such that for any leaf α of T , α has a predecessor, the node
p(α), ]−∞, p(α)] is densely ordered and at each node of T there are exactly
m leaves and µ infinite cones.
We will say that (00),(0), (1.a) or (1.b) is the type of the 1-colored tree, and
(0, 0), (m, 0), (0, µ), or (m,µ) its branching color.
Remark 4.2 A precolored good tree T of depth 1 is a 1-colored good tree of branch-
ing color (m,µ) where (m,µ) is the color of any node of T .
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4.2 Examples
In the following pictures, a continous line means a dense order and a dashed line
means that there is no node between its two extremities.
(0) Trees of form (00) and (0) are canonical trees of C-sets equipped with the
trivial C-relations (C(α, β, γ) iff α 6= β = γ), in other words of pure sets.
The first picture gives the tree of case (0), where m = 3.
α3α2α1
Type (0)
r
m = 3, µ = 0
(1.a) Example of type (0, µ)
Let Q be the set of rational numbers and µ an integer ≥ 2 or ℵ0. Let M be
the set of applications with finite support from Q to µ, equipped with the
C-relation
C(α, β, γ) iff the maximal initial segment of Q where β and γ coincide (as
functions) strictly contains the maximal initial segment where α and β co-
incide.
The thick cone at α ∧ β is the set {γ ∈ M ; γ coincide with α and β on the
maximal initial segment where α and β coincide }. If α and β are different
and q is the first rational number where α(q) 6= β(q), then there are µ
possible values for γ(q), in other words there are µ different cones at α ∧ β.
Type(1.a)
m = 0, µ = 2
αx,r
αx,l
x
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(1.b) Example of type (m,µ), m and µ ≥ 1.
If the previous example has canonical tree T = N ∪L (and this times µ = 1
is possible) Example 1.b is given by the tree N ×m (we remove the leaves
of T and add m new leaves at each node).
Type(1.b)
m = 2, µ = 1
αx,l
αx,0
αx,1
4.3 Axiomatisation and quantifier elimination
In what follows the tree of type (0, 0) is not considered.
Definition 4.3 For m and µ in N∪ {∞} such that m+ µ ≥ 2, we denote Σ(m,µ)
the set of axioms in the language L1 := {L,N,≤,∧} describing 1-colored good
trees of branching color (m,µ), and S1 the set of all these L1-theories, S1 :=
{Σ(m,µ); (m,µ) ∈ (N ∪ {∞})× (N ∪ {∞}), with m+ µ ≥ 2}.
Proposition 4.4 Any theory in S1 is ℵ0-categorical, hence complete. Moreover,
it admits quantifier elimination in a natural language, Σ(m,0) in {L,N}, Σ(0,µ) in
L1 = {L,N,≤,∧} and Σ(m,µ) with m,µ 6= 0 in L
+
1 := {L,N,≤,∧, p}. Note that
in this last case, Dom(p) = L and Im(p) = N .
Proof: Trees of form (0) consist of one node and leaves. They are clearly ℵ0-
categorical and eliminate quantifiers in the language {L,N}.
From now on, we assume that Σ = Σm,µ, where µ 6= 0. Note that in this case, a
model of Σ has no root. We will prove simultaneously ℵ0-categoricity and quan-
tifier elimination using a back and forth between finite L1-substructures in the
case where m = 0 (resp. L+1 -substructures in the case where m 6= 0) of any two
countable models of Σ, say T and T ′.
Forth construction:
In what follows the set A = {x1, · · · , xs, α1, · · · , αl, } is a finite set of nodes and
leaves of T which is a substructure in the language L1 if m = 0 (resp. L
+
1 if
m 6= 0), id est closed under ∧ (resp. ∧ and p), and ϕ is a partial L1-isomorphism
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(resp. L+1 -isomorphism) from T to T
′ with domain A. We will use the following
facts.
Fact 1: Let t be an element of T , t /∈ A. Then there exists a unique node nt of
T such that nt is less or equal to an element of A, and for any i and j, 1 ≤ i ≤ s
and 1 ≤ j ≤ l, t ∧ xi = nt ∧ xi and t ∧ αj = nt ∧ αj .
Proof: The set B = {t ∧ x1, · · · , t ∧ xs, t ∧ α1, · · · , t ∧ αl} is a linearly ordered
finite set, of nodes since t is not in A. Let nt be its greatest element. So, there
exists y ∈ A such that nt = t∧ y, and therefore nt < y. Moreover, it is easy to see
that, since nt is the greatest element of B, for any z ∈ A, t ∧ z = nt ∧ z. Unicity
is clear. ⊣
Note that nt ≤ t and (nt = t iff t is a node smaller than an element of A).
Fact 2: Assume first that m = 0. Let t ∈ T \ A. Then the L1-substructure
〈A ∪ {t}〉 generated by A and t is the minimal subset containing A, t, nt (id est
A ∪ {t, nt} if nt 6= t and A ∪ {t} if nt = t).
Assume now that m 6= 0. Let x be a node of T \ A. Then the L+1 -substructure
〈A ∪ {x}〉 generated by A∪ {x} is the minimal subset containing A, x, nx. If α is
a leaf of T , the L+1 -substructure 〈A ∪ {α}〉 generated by A ∪ {α} is the minimal
subset containing A, α, nα, and p(α).
Proof: Assume first that x is a node of T . Then for any t ∈ A, x ∧ t = nx ∧ t.
By definition, there is z ∈ A such that nx ≤ z, so for any t ∈ A, nx ∧ t = nx or
nx ∧ t = z ∧ t ∈ A.
Assume now that α is a leaf of T . If α is non isolated the same argument applies.
If α is isolated then p(α) ∈ 〈A ∪ {α}〉. For any t ∈ A, p(α) ∧ t = α ∧ t = nα ∧ t.
And as above, the minimal subset containing A, α, nα and p(α) is closed under
the function ∧. ⊣
Fact 3: Let Γ be a cone at x ∈ A, such that Γ ∩A = ∅. Then there exists a cone
Γ′ of T ′ at ϕ(x) such that Γ′ ∩ ϕ(A) = ∅. Moreover, if Γ is infinite, resp. consists
of a single leaf, then we can choose Γ′ infinite, resp. consisting of a single leaf.
Proof of fact 3: If Γ is an infinite cone and µ is infinite, resp. Γ = {α} and m is
infinite, the result is obvious since A is finite.
If now Γ is infinite, and µ is finite, there are exactly µ infinite cones at both x and
ϕ(x); one of the cones at ϕ(x), say Γ′, is such that Γ′ ∩ϕ(A) = ∅. If Γ = {α} and
m 6= 0 is finite, then, x = p(α) and there are exactly m leaves above both x and
ϕ(x). So since α /∈ A, there exists α′ /∈ ϕ(A) above ϕ(x). ⊣
Fact 4: Let x /∈ A such that nx = x. Then, x is a node and ϕ can be extended to a
partial L1-isomorphism (resp. L
+
1 -isomorphism) with domain 〈A ∪ {x}〉 = A∪{x}.
Proof: Since nx = x, x is smaller than an element, say a, of A. Thus 〈A ∪ {x}〉
is equal to A ∪ {x}. Since A is closed under ∧ we can take a to be the smallest
element of A, a > x. If m = 0, ]−∞, ϕ(a)[ is dense. If m 6= 0, since A is closed
under p, a is not a leaf, neither is ϕ(a), so in this case too, ]−∞, ϕ(a)[ is dense.
So in both cases, there is x′ in this interval such that A∪{x} and ϕ(A)∪{x′} are
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isomorphic trees. ⊣
Fact 5: Let t ∈ T \ A. Then ϕ can be extended to a partial L1-isomorphism
(resp. a partial L+1 -isomorphism) with domain 〈A ∪ {nt}〉.
Proof: By Fact 4. ⊣
Fact 6: Let t ∈ T \ A. Then ϕ can be extended to a partial L1-isomorphism
(resp. a partial L+1 -isomorphism) with domain 〈A ∪ {t}〉.
Proof: By Fact 5, we can assume that t 6= nt and nt ∈ A. Let Γ be the cone of
t at nt, then by definition of nt, Γ ∩ A = ∅. Assume first that m = 0. Since Γ is
infinite, there exists by Fact 3, an infinite cone Γ′ at φ(nt) such that Γ
′∩φ(A) = ∅.
Then we can extend φ to 〈A ∪ {t}〉, by letting φ(t) = t′, where t′ is any node of
Γ′ if t is a node, or any leaf of Γ′ is t is a leaf.
Assume now that m 6= 0. If Γ consists in a leaf, id est, t is a leaf and nt = p(t),
then, by fact 3, there exists a cone Γ′ at φ(nt) which consists only in a leaf α
′.
Then, we can extend φ to 〈A ∪ {t}〉, by letting φ(t) = α′. If Γ is infinite then, by
fact 3, there exists an infinite cone Γ′ at φ(nx) in T
′ such that Γ′ ∩ φ(A) = ∅. If t
is a node, we can extend φ to 〈A ∪ {t}〉, by letting φ(t) = t′, where t′ is any node
of Γ′. If t is a leaf, p(t) ∈ Γ and we can extend φ to 〈A ∪ {t}〉, by letting φ(t) = t′,
and φ(p(t)) = p(t′), where t′ is any leaf of Γ′. ⊣
This completes the forth construction. The back construction is the same.
Hence, T and T ′ are isomorphic, thus Σ is ℵ0-categorical and complete.
Let (t1 · · · , tn) ∈ T , (t
′
1 · · · , t
′
n) ∈ T
′, satisfying the same atomic formulas. In
the above proof, we have constructed an L1-isomorphism from T to T
′, sending
(t1 · · · , tn) to (t
′
1 · · · , t
′
n). So these n-tuples have same complete type and Σ admits
quantifier elimination. 
Theorem 4.5 1. Precolored good trees of depth 1 are exactly the 1-colored good
trees. For such a tree its color is its branching color.
2. If T is such a tree, M(T ) is C-minimal, indiscernible and ℵ0-categorical.
Proof: Let T be a 1-colored tree of color (m,µ). By quantifier elimination in
the langage {L,N}, L1 or L
+
1 (see Proposition 4.4) all nodes of a 1-colored tree T
have the same tree-type. Singletons consisting of a leaf, if m 6= 0, are the border
cones and the infinite cones, if µ 6= 0, are the inner cones. Moreover all leaves
have same type. So, any branch of T is the union of its leaf and a one-colored
basic interval of color (m,µ) and T is a precolored good tree.
The converse is Remark 4.2.
Again by quantifier elimination, any definable subset of T is clearly a boolean
combination of cones and thick cones, which gives C-minimality. ℵ0-categoricity
is given by Proposition 4.4. 
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5 Extension of a good tree by a 1-colored tree
In this section T is a good tree considered in the langage L1 = {≤,∧, N,L}. The
partial function “predecessor” p and its domain are definable in the pure order
and we will make a free use of them.
5.1 Construction of T ⋊ T0
We define now T ⋊ T0, the “extension of T by T0”, where T0 is a 1-colored good
tree and T and T0 are not singletons. We require furthermore for this construction
that:
Condition (⋆): either all leaves of T are isolated or all leaves of T are non isolated.
Condition (⋆⋆): if T has non isolated leaves, T0 should be of type (0), id est has
a root.
We define T ⋊ T0 as the tree consisting of T in which each leaf is replaced by a
copy of T0. More formally, let LT and NT be respectively the set of leaves and
nodes of T , L0 and N0 the set of leaves and nodes of T0. As a set, T ⋊ T0 is the
disjoint union of NT and LT × T0. The order on T ⋊ T0 is defined as follows:
∀x, x′ ∈ NT , T ⋊ T0 |= x ≤ x
′ iff T |= x ≤ x′;
∀(α, t), (α′, t′) ∈ LT × T0,
T ⋊ T0 |= (α, t) ≤ (α
′, t′) iff T |= α = α′ and T0 |= t ≤ t
′;
∀x ∈ NT , (α, t) ∈ LT × T0, T ⋊ T0 |= x ≤ (α, t) iff T |= x ≤ α.
This construction makes T ⋊T0 a good tree (due to Conditions (⋆) and (⋆⋆)), with
set of leaves LT × L0 and set of nodes NT ∪ LT ×N0.
Remark 5.1 The good tree T ⋊ T0 satisfies condition (⋆).
Leaves of T ⋊ T0 are isolated iff leaves of T0 are.
We look now a bit more carefully at the connection between T and T ⋊ T0. By
construction the set of nodes NT of T embeds in T ⋊ T0 as an initial subtree of
NT⋊T0 . Let us call σ this embedding and, for each α ∈ LT , τα the embedding of
T0 in T ⋊ T0, x 7→ (α, x).
In the case where T0 has a root, LT also embeds in T ⋊ T0 by the map ρ : α 7→
(α, r0), where r0 is the root of T0. Via σ and ρ, T embeds as an initial subtree of
T ⋊ T0 and τα(T0) is the thick cone at ρ(α).
If T0 has no root, the embedding of NT does not extend naturally to an embedding
of T into T ⋊ T0 but T will appear as a quotient of T ⋊ T0. Define in this case
ρ : LT → T ⋊ T0 denote the (non injective) map α 7→ σ ◦ p(α). Note that by (⋆),
T has isolated leaves hence p(α) ∈ NT and σ ◦ p(α) is well defined. In this case,
τα(T0) is a cone at ρ(α).
In both cases, ρ(α) = inf τα(T0).
Definition 5.2 We define the equivalence relation ∼ corresponding to the con-
struction of T ⋊ T0:
- ∼ is the equality on NT ;
16
- if T0 has a root, say r0, the equivalence class of (α, t) ∈ LT ×T0 is the thick cone
at ρ(α); so cl(α, t) = cl(α, r0);
- if T0 has no root, for any (α, t) ∈ LT × T0, the equivalence class cl(α, t) of (α, t)
is the cone of t at ρ(α).
Remark 5.3 1. For any (α, t) ∈ LT × T0, cl(α, t) = τα(T0).
2. Distinct equivalence classes a, b ∈ T × T0/ ∼ satisfy: ∃u ∈ a,∃v ∈ b, u < v iff
∀u ∈ a,∀v ∈ b, u < v. Consequently T × T0/ ∼ inherits the (good) tree structure
of T × T0 and T × T0/ ∼ and T are isomorphic trees.
3. The ∼-class of any element of NT is a singleton. Consequently the embedding
NT ⊆ T × T0 induces when taking ∼-classes the embedding NT ⊆ T .
5.2 The language of T ⋊ T0
We require from now on an additional condition on T :
conditions (⋆ ⋆ ⋆): if all leaves of T are isolated, then p(LT ) is convex, id est
∀x, y, z ∈ T, (x, z ∈ p(LT ) ∧ x < y < z)→ y ∈ p(LT ).
Let L2 := L1∪{e,E,E≥} where e is a new symbol for a unary function and E and
E≥ are unary predicates. We interpret as follows these new symbols on T ⋊ T0:
- Dom(e) = LT × T0 if T0 has a root and Dom(e) = (LT × T0) ∪ p(LT ) if T0 has
no root;
- ∀(α, t) ∈ LT × T0, e((α, t)) = ρ(α), and if T0 has no root, for any α ∈ LT ,
e(p(α)) = p(α);
- E = ρ(LT );
- E≥ = {x;∃y ∈ E, y ≤ x}.
The predicates E> := E≥ \ E, E< the complement of E≥ and E≤ := E< ∪ E are
quantifier free L2-definable, and we will make a free use of them.
Proposition 5.4 1. The tree T0 has a root iff the L1-structure T ⋊T0 satisfies
both sentences: ∀α ∈ L, α ∈ Dom(p) and ∀α, β ∈ L,¬(p(α) < p(β)).
2. If T0 has a root, then E is an antichain and x ∼ y iff (x = y or (x, y ∈
Dom(e) and e(x) = e(y))).
3. If T0 has no root, then x ∼ y iff (x = y or (x, y ∈ Dom(e) and e(x) = e(y) <
x ∧ y)).
4. In both cases, ∀α ∈ L,E ∩ br(α) has e(α) as a greatest element.
Proof: First note that (α, β) ∈ L belongs to Dom(p) iff β has a predecessor in
T0. So Dom(p) ⊇ L iff T0 is of type (0) or (1.b). In this case p(α, β) = (α, p(β)).
Assume that T0 has a root, say r0.
Let (α, β), (α′, β′) be two leaves of T ⋊ T0 such that p(α, β) ≤ p(α
′, β′), so by
definition of order in T ⋊ T0 and the remark above, α = α
′ and p(β) ≤ p(β′). But
p(β) = p(β′) = r0, so p(α, β) = p(α
′, β′). So the second formula of (1) is satisfied.
By definition, for any (α, t) ∈ LT × T0 = dom(e), e(α, t) = ρ(α) = (α, r0). Hence,
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E is an antichain. And, for all (α, β) ∈ L, E ∩ br((α, β)) = {e(α, β)}.
Moreover, the equivalence class of (α, t) is the thick cone at (α, r0) = e(α, t).
Therefore, (α, t) ∼ (α′, t′) iff e(α, t) ∼ e(α′, t′).
Assume now that T0 has no root.
In order to prove the if direction of the first assertion, we suppose in addition that
T0 is of type (1.b). Let (α, β) be a leaf of T ⋊ T0, then by definition of such a
1-colored good tree, any element of ]−∞, p(β)[ is the predecessor of a leaf in T0,
say p(β′). So we have p(α, β) < p(α, β′).
Since T0 has no root, T has isolated leaves and then for any (α, t) ∈ LT × T0,
e(α, t) = ρ(α) = p(α) = e(p(α)). By definition, the equivalence class of (α, t) is
the cone of t at ρ(α), so (α, t) ∼ (α′, t′) iff ρ(α) = ρ(α′) and (α, t)∧ (α′, t′) > ρ(α).
In other words, (α, t) ∼ (α′, t′) iff e((α, t)) = e((α′, t′)) < (α, t) ∧ (α′, t′). This
prove the third assertion.
We have seen that in this case, E =
⋃
α∈LT
{p(α)}. So let (α, β) be a leaf of T ⋊T0
and α′ be a leaf of T , such that p(α′) ∈ br((α, β)). Then, p(α′) ≤ α in T . So,
p(α′) ≤ p(α) = e(α, β). Hence, e(α, β) is the greatest element of E ∩ br((α, β)).

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α1 α2
p(α1) = p(α2)
LT
NT
NT
e(α1, t) = e(α2, t)
τα1(T0) τα2(T0)
T (isolated) T (isolated) ⋊ T0 (dense (1.a) or (1.b))
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(α1, β1)(α1, β2)(α1, β3)
NT
τα1(T0) τα2(T0)
T (isolated)⋊ T0 (discrete)
(α2, β1)(α2, β2)(α2, β3)
e((α2, βi))e((α1, βi))
α1 ∧ α2
NT
τα1(T0) τα2(T0)
(α1, β1)(α1, β2)(α1, β3)
e((α1, βi)) e((α2, βi))
(α2, β1) (α2, β2) (α2, β3)
T (non isolated)⋊ T0 (discrete)
Corollary 5.5 The equivalence relation ∼ is L2-definable, uniformly in T and
uniformly in T0. This makes T uniformly L2-interpretable in T ⋊ T0.
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Proof: The preceding proposition, 1, allows us to first order distinguish whether
T0 has a root or not and gives the fitting definition for both cases. 
We assume now that T is equipped with some additional structure given by a
finite set F of unary partial functions and the set P = {Df , Ff ; f ∈ F} of unary
predicates satisfying Conditions (4⋆): for any f ∈ F ,
. Dom(f) = Df and Im(f) = Ff ,
. Df = (Ff )≥ and Ff ∩ L = ∅,
. ∀t ∈ Df , f(t) ≤ t,
. ∀t ∈ Ff , f(t) = t.
We define L = L1 ∪ F ∪ P and L
′ = L2 ∪ F ∪ P. Note that Conditions (4⋆) are
first order in L. We interpret L′ on T ⋊ T0 as follows.
- We have already defined the L′0-structure.
- For f a function in F :
. Dom(f)T⋊T0 = (Dom(f)T ∩NT )∪˙LT × T0 (recall that NT embeds as an initial
subtree in T ⋊ T0);
. ∀x ∈ (Dom(f)T ∩NT ), f
T⋊T0(x) = fT (x) and
∀(α, t) ∈ LT ×T0, f
T⋊T0(α, t) = fT (α) (which belongs to NT since Im(f
T )∩LT =
∅ by conditions (4⋆), hence to T ⋊ T0);
. F T⋊T0f = F
T
f and D
T⋊T0
f = (D
T
f ∩NT )∪˙LT × T0.
Conditions (4⋆) are true on T ⋊ T0 for the set of functions F ∪ {e}, De = E≥ and
Fe = E. We will generalize this construction in Lemma 5.9 and see in which sense
it is canonical.
5.3 The theory of T ⋊ T0
We will see how the construction of T ⋊ T0 can be retraced in its theory.
Definition 5.6 Let Σ′′ be the following theory in the language L2:
- (≤,∧) is a good tree;
- E is convex: ∀x, y, z, (x, z ∈ E ∧ x < y < z)→ y ∈ E;
- E≥ = {x;∃y ∈ E, x ≥ y};
- E≥ = Dom(e), E = Im(e);
- L ⊆ E≥ and E ∩ L = ∅;
- ∀x ∈ E≥, e(x) ≤ x;
- ∀x, E ∩ br(x) has e(x) as a greatest element, where br(x) := {y; y ≤ x}.
For Λ |= Σ′′, we write E< for the interpretation of E< in Λ and we will do the
same with E≤, E≤ and other symbols from L
′. “T0 has a root” will mean that
both sentences of Proposition 5.4, item 1, are true in Λ.
Lemma 5.7 Let Λ be a model of Σ′′. Consider on Λ the relation ∼ defined as
follows: either
1. T0 has a root and x ∼ y iff (x, y ∈ E< and x = y) or (x, y ∈ E≥ and
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e(x) = e(y)), or
2. T0 has no root and x ∼ y iff (x, y ∈ E< and x = y) or (x, y ∈ E≥ and
e(x) = e(y) < x ∧ y).
Then ∼ is compatible with the order in the sense of remark 4.8, 2. More precisely,
for x ∈ Λ such that (x/ ∼) 6= {x}, (x/ ∼) = Γ(e(x)) in the first case and
(x/ ∼) = Γ(e(x), x) in the second case.
Proof: Let x ∈ Λ such that (x/ ∼) 6= {x}.
Let y ∈ (x/ ∼), then by definition e(y) = e(x). Since e(y) ≤ y, y ∈ Γ(e(x)). If we
are in the second case, e(x) = e(y) < x ∧ y), thus y ∈ Γ(e(x), x).
Conversely, let y ∈ Γ(e(x)), then y ∈ E≥, and e(x) ≤ x ∧ y. Since e(x) ≤ y and
e(y) ≤ y, e(x) and e(y) are comparable. In the first case, E is an antichain, thus
e(x) = e(y). Assume now y ∈ Γ(e(x), x), so x∧ y > e(x). Then, e(x) ∈ br(y)∩E,
hence e(x) ≤ e(y). If x∧y ≤ e(y), then by convexity of E, x∧y ∈ E, so x∧y ≤ e(x)
which gives a contradiction. Thus, e(y) ≤ x ∧ y, therefore, e(y) ≤ e(x). Finally,
e(x) = e(y) < x ∧ y. 
Corollary 5.8 Let Λ be a model of Σ′′ and Λ¯ := Λ/ ∼; for x ∈ Λ, we note
x¯ := x/ ∼.
1. In case 1, Λ is the disjoint union E<∪˙
⋃˙
x∈EΓ(x), where E≤ is an initial
subtree, E is an antichain and ∼ is the identity on E<. Hence Λ¯ is a tree
canonically isomorphic to E≤ with E its set of leaves. If all cones Γ(x),
x ∈ E are isomorphic trees, say all isomorphic to Γ0 then Λ = Λ¯⋊ Γ0.
2. In case 2, Λ = E≤∪˙
⋃˙
x∈E>
Γ(e(x);x) with E≤ an initial subtree and ∼ the
identity on E≤; E≤ embeds canonically in the tree of nodes of Λ¯.
3. Thus in both cases, E≤ can be identified with E¯≤ := {x¯;x ∈ E≤} and E with
E¯ := {x¯; e ∈ E} and considered as living in Λ¯.
Proof: 1. In this case E is an antichain and by definition of the relation ∼, Λ is
the disjoint union of an initial tree with the union of disjoint final trees indexed
by points from E, namely Λ = E<∪˙
⋃˙
x∈EΓ(x) which is also E≤∪˙E>, with ∼ the
identity on E≤ and x¯ = e(x) for x ∈ E>. Thus the inclusion E≤ ⊆ Λ induces the
equality E≤ = Λ¯ where more precisely of E< is identified with the set of nodes of
Λ¯ and E with its set of leaves.
2. By definition of ∼ in case 2, Λ has the form indicated. Hence the inclusion
E≤ ⊆ Λ induces an inclusion E≤ ⊆ Λ¯. Since E ∩L = ∅, E≤ embeds in fact in the
set of nodes of Λ¯. 
Lemma 5.9 Let Λ be a model of Σ′′, Λ¯ := Λ/ ∼. Suppose furthermore Λ¯ equipped
with an L-structure model of (4*); we note L¯, p¯ and for f ∈ F , f¯ the interpretation
in Λ¯ of the symbols L, p and f from L. Then there is exactly one L′-structure on
Λ defined as follows: for each function f ∈ F :
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1. For x ∈ E≤, f is defined at x iff, in Λ¯, f¯ is defined at x¯ and in this case
f(x) is the unique y ∈ E≤ such that y¯ = f¯(x¯) in Λ¯.
2. For x ∈ E≥, f(x) = f(e(x)).
This L′-structure on Λ satisfies conditions (4∗) for the set of functions F∪{e}with
Fe = E and Ff = Ff¯ (see Corollary 5.8, (3)) for f ∈ F .
Proof: The uniqueness of x in 1. is ,given by Corollary 5.8 and 1 and 2 are
compatible since e is the identity on E. For f ∈ F and x ∈ E≥, f(x) ∈ E≤; now
e(x) := max(E ∩ br(x)) hence f(x) ≤ e(x) ≤ x; for x ∈ E≤, “f(x) = f(x) ≤ x¯ =
x”. Other Conditions (4⋆) for f on Λ follow from E ∩ L = ∅ and Conditions (4⋆)
for f¯ on Λ¯. 
Proposition 5.10 Let Σ′ be the theory in the language L′ consisting of the con-
junction of Σ′′ and the following axioms and axiom schemes:
- for ∼ the relation defined as in Lemma 5.7 and x ∈ E≥ in case 1 or x ∈ E> in
case 2, the ∼-class of x is elementary equivalent to T0 (as a pure tree);
- the quotient modulo ∼ and T are elementary equivalent L-structures;
- if T0 has no root then by Condition (⋆⋆) leaves of the quotient modulo ∼ have a
predecessor and, interpreted in the quotient modulo ∼, E¯ = p¯(L¯);
- for any f ∈ F , conditions 1 and 2 of Lemma 5.9.
Then Σ′ is a complete axiomatization of T ⋊ T0. If T is ℵ0-categorical then Σ
′
is ℵ0-categorical too. If T eliminates quantifiers in L ∪ {p,D, F} where p is the
predecessor function, D its domain and F its image, then Σ′ eliminates quantifiers
in L′ ∪ {p,D, F}.
Proof: Assume first that T0 has a root. Take Λ |= Σ
′. Assume CH for short and
Λ as well as T and T0 saturated of cardinality finite or ℵ1. As an L2-structure, Λ
must be the extension T ⋊ T0 described in Corollary 5.8, case 1. By Lemma 5.9
the rest of the L-structure on Λ as well is determined by its restriction to E≤ id
est by the L-structure T . So Σ′ has a unique saturated model of cardinality finite
or ℵ1. This shows the completeness of Σ
′.
About quantifier elimination now. Take any finite tuple from Λ. Close this tuple
under e. Write it in the form (x, y1, . . . , ym) where x is a tuple from E≤, y1, . . . , ym
tuples from E> such that all components of each yi have same image under e, call
it e(yi) (thus, e(y1), . . . , e(ym) are coordinates of x), and e(yi) 6= e(yj) for i 6= j.
Take (x′, y′1, . . . , y
′
m) ∈ Λ having same quantifier free L
′ ∪ {p,D, F}-type than
(x, y1, . . . , ym). Thus x
′ ∈ E≤ and (y
′
1, . . . , y
′
m) ∈ E>. If L ∪ {p,D, F} eliminates
quantifier of T , x and x′ have same complete type in E≤ = T and there is an
automorphism σ of T sending x to x′. Any automorphism, say f , of Λ extending
σ will send for each i, e(yi) to σ(e(yi)). Hence f(yi) and y
′
i are in the same copy
of T0, say T
i
0. Since T0 consists of one root and leaves and f(yi) as well as y
′
i
consists of distinct leaves, there is an automorphism σi of T
i
0 sending f(yi) to
y′i. The disjoint union of σ, the σi and the identity on other copies of T0 is the
automorphism of Λ we were looking for.
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We consider now the case where T0 has no root and suppose as previously
that Λ, T and T0 are saturated of cardinality finite or ℵ1. This time Λ =
E≤∪˙
⋃˙
x∈E>
Γ(e(x);x) and NT = E≤ (recall that, by Lemma 5.8 (3), NT lives
also in Λ). By the third axiom scheme, E¯ = p¯(LT ) hence the L2-structure on Λ
must be the extension T ⋊ T0 described in Corollary 5.8, case 2. By Lemma 5.9
again the rest of the L-structure on Λ is determined by the L-structure T . This
shows the uniqueness of the saturated model of cardinality finite or ℵ1 and the
completeness of Σ′.
The proof of quantifier elimination runs very similarly too, with the small differ-
ence that the existence of the σi comes from quantifier elimination in T0.
- If T0 is of type (1.a), it eliminates quantifier in L1 which gives σi as desired.
- If T0 is of type (1.b), it eliminates quantifiers in L1 = L1 ∪ {p}. In T0 the do-
main of p is LT0 . For each embedding of T0 in Λ as a cone Γ(e(x);x) we have the
inclusions LT0 ⊆ LΛ ⊆ Dom(pΛ) and for any leaf α of (this) T0, pT0(α) = pΛ(α),
which gives the σi. This shows that Λ eliminates quantifier in L
′ ∪ {pL, Im(pL)}
where pL is the restriction of the predecessor function to the set of leaves and
Im(pL) its image. Now adding pL to L
′ is quantifier free equivalent to adding p:
Dom(p) = (Dom(p¯) ∩ E≤) ∪ L, p coincide with p¯ on Dom(p¯) ∩ E≤ and with pL
on L.
Suppose now T ℵ0-categorical. By Theorem 4.5, T0 is ℵ0-categorical too. The
above proof of the completeness shows the uniqueness of the countable model of
Σ′ and its ℵ0-categoricity. 
Definition 5.11 If Σ is a complete axiomatization of T and Σ0 is a complete
axiomatization of T0, we denote Σ⋊ Σ0 the theory Σ
′.
Proposition 5.12 Σ⋊ Σ0 is C-minimal iff Σ is.
Proof: Let Λ |= Σ ⋊ Σ0. For A ⊆ L(Λ¯), AΛ := {α ∈ L(Λ); α¯ ∈ A} is a cone
in Λ¯ iff A is a cone in Λ, of same type (thick or not) except when A consists of
a non isolated leaf (in Λ¯) and AΛ a is a cone. This proves two things. First Λ¯ is
C-minimal if Λ is. Secondly if Λ¯ is C-minimal any subset of Λ of the form AΛ is
a Boolean combination of cones and thick cones. The general case is processed by
hand.
Fact: For x a leaf of Λ, a composition of functions from F ∪ {p, e} applied to x
is, up to equality, a constant or of the form x, p(x) (only if T0 is of type (1.b))
or t(e(x)) where t is a composition of functions from F ∪ {p} (hence a term of
L ∪ {p}).
Assume the first function right in the term is p. If T0 is of type (0) we replace p
with e. If T0 is of type (1.b), p(x) 6∈ Dom(p). Conclusion: at most one p right. If
a term t is a composition of functions from F ∪ {e}, then t(p(x)) = t(x). Indeed,
e(x) < x if x ∈ L hence e(x) = e(p(x)) (by definition e(x) = max(E ∩ brx)),
and f(x) = f(e(x)). Conclusion: in composition no p right needed. Finally, for
24
f ∈ F ∪ {e}, f(x) = f(e(x)). So, if a term is neither x nor p(x), we may assume
it begins right with the function e. ⊣
So non constant terms in x are all smaller that x, thus linearly ordered. Con-
sequently, up to a definable partition of L(Λ) (namely in the two sets {x; t(x) ≥
t′(x)} and {x; t(x) < t′(x)}), terms of the form t(x)∧t′(x) are not to be considered.
To summarize, it is enough to consider subsets definable by formulas t(x) ≤ t′(x),
t(x) = t′(x), t(x) ≤ a, t(x) = a, t(x) ∈ E,E≥, Ff or Df , and (t(x) ∧ a) = b where
t and t′ are of the form described in the above fact. To ϕ a one variable formula
from L without constant associate a formula ϕΛ (also from L, one variable and
without constant) such that Λ |= ϕΛ(x) iff Λ¯ |= ϕ(x¯). Then ϕ(e(x)) is equivalent
to:
- ϕΛ(x) when T0 has a root, and
- ψΛ(x) with ψ(y) = ϕ(p¯(y)) when T0 has no root,
both already handled. Are left to be considered:
- t(e(x)) < x and, if T0 is of type (1.b), t(e(x)) < p(x) < x are always true,
- x ∈ E,Ff always wrong, as p(x) ∈ E,Ff are since p(x) occurs only if T0 is if
type (1.b),
- x, p(x) ∈ E≥,Df always true,
- t(x)b and (t(x) ∧ a)b with  ∈ {<,=, >}, formulas that we treat now.
For b ∈ E>, t(e(x)) ≥ b is always wrong and t(e(x)) < b is equivalent to
t(e(x)) < e(b). For b ∈ E≤, Λ |= t(e(x))b iff Λ¯ |= t(e(x))b¯. For b ∈ E>,
(t(e(x)) ∧ a) ≥ b is always wrong and (t(e(x)) ∧ a) < b iff (t(e(x)) ∧ a) < e(b).
For a ∈ E>, (t(e(x)) ∧ a) = (t(e(x)) ∧ e(a)). Finally, for a and b in E≤,
Λ |= (t(e(x)) ∧ a)b iff Λ¯ |= (t(e(x)) ∧ a)b¯. We are left with formulas xb,
p(x)b, (x ∧ a)b and (p(x) ∧ a)b which are routine. 
Proposition 5.13 L(T ⋊ T0) is indiscernible iff L(T ) is.
Proof: The right-to-left implication follows clearly from our proof of C-minimality
transfer from L(T ) to L(T⋊T0). The other direction is trivial since T is a definable
quotient of L(T ⋊ T0) (and leaves are sent to leaves in the quotient). 
6 General colored good trees
Definition 6.1 A colored good tree is a tree of the form (. . . (T1⋊T2)⋊ · · · )⋊Tn
for some integer n ≥ 1, where T1, · · · , Tn are 1-colored good trees such that, for
each i, 1 ≤ i ≤ n− 1, if Ti is of type (1.a) then Ti+1 is of type (0).
Remark 6.2 - By Remark 5.1 and an easy induction on n, T = (. . . (T1 ⋊ T2)⋊
· · · )⋊ Tn is a well defined good tree.
- Moreover, if T = (. . . (T1 ⋊ T2) ⋊ · · · ) ⋊ Tn is a colored good tree then for any
k ≤ n, (. . . (T1 ⋊ T2) ⋊ · · · ) ⋊ Tk and (. . . (Tk+1 ⋊ Tk+2) ⋊ · · · ) ⋊ Tn are colored
good trees.
- Conversely, let T ′ = (. . . (T1⋊T2)⋊ · · · )⋊Tn and T
′′ = (. . . (Tn+1⋊T2)⋊ · · · )⋊
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Tn+m, m ≥ 2, be colored good trees such that ((T
′ ⋊ Tn+1) ⋊ Tn+2 is an colored
good tree, then, T ′ ⋊ T ′′ =: (. . . (T1 ⋊ T2)⋊ · · · )⋊ Tn+m is a colored good tree.
- T is a colored good tree iff T is a 1-colored good tree or (T = T ′ ⋊ Tn where T
′
is a colored good tree and Tn is a 1-colored good tree).
Convention: T ′ ⋊ T1 will always be T1.
Definition 6.3 Let T be a good tree and x a node of T . Extending the definition
4.1, we call branching color of x and we note b-colT (x) the couple (mT (x), µT (x)),
mT (x), µT (x) ∈ N
≥1 ∪ {∞}, where mT (x) is the number of cones at x which are
also thick cones (in other words the number of elements of T which have x as a
predecessor) and µT (x) is the number of cones at x which are not thick cones.
Remark 6.4 - Branching color is definable in the pure order of T in the sense of
Lemma 2.14 (no ℵ0-categoricity presently needed).
- If T is a 1-colored good tree then the branching color of any node of T is its color
in the sense of Definition 2.13 (so uniform on T ). We will denote (mi, µi) the
color (i.e. branching color) of any node of a 1-colored tree Ti (in Ti).
Lemma 6.5 Let T = T ′ ⋊ Tn a colored good tree. Let E,E>, E< as defined in
section 5.2. Then for x ∈ T ,
- if x ∈ E<, then b-colT (x) = b-colT ′(x),
- if x ∈ E and Tn has a root, then b-colT (x) is the branching color (in Tn) of the
root of Tn (of the form (m, 0)),
- if x ∈ E and Tn has no root, then b-colT (x) = (0, µT ′(x) +mT ′(x)),
- if x ∈ E>, then b-colT (x) is the branching color of any node of Tn.
Proof: Clear by construction of T ′ ⋊ Tn. 
We intend to define the function e associated to the extension T ′ ⋊ Tn in terms
of change of branching color, which is not always possible. Take for example
n = 2, and T = T1 ⋊ T2. If T2 is of type (1.b), then for any α ∈ LT , e(α) =
Sup (br(α) ∩ {x ∈ N,x is of branching color (mT1 , µT1)}) and T2 is of type (0),
then e(α) = p(α). But assume now that T1 is of type (1.b) of color (1, 1) and T2 is
of type (1.a) with color (0, 2). Then T is a 1-colored good tree of color (0, 2) and,
by quantifier elimination (Proposition 4.4), e is not definable.
Proposition 6.6 Let T = T ′⋊Tn be a colored tree. The function e is definable in
the pure order except when Tn is of type (1.a) of color (0, µn) and T
′ = T−⋊Tn−1
( T ′ = T1 if n = 2) and:
Exception 1: Tn−1 is 1-colored of type (1.b) of color (mn−1, µn−1) and µn = mn−1+
µn−1 or,
Exception 2: Tn−1 is 1-colored of type (0) and T
− = T= ⋊ Tn−2 ( T
− = T1 if
n = 3) and Tn−2 is of type (1.a) of color (0, µn−1) and µn−2 = mn−1 = µn.
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Proof: Note that if the restriction to LT of e is definable in the pure order, then
E≥ = {x ∈ T ;∃α ∈ LT , x ≥ e(α)} is definable and for all x ∈ E≥, e(x) = e(α) for
any α ∈ LT , α ≥ x, so e is definable.
Assume first that Tn has a root, then e(α) = p(α), for any α ∈ LT , so e is definable.
Assume now that Tn is of type (1.b), then by Lemma 6.5, the color of any element
of E> is (mn, µn), with mn 6= 0, while, if x ∈ E, b-colT (x) = (0, µT ′(x) +mT ′(x)).
Therefore, for any α ∈ LT , e(α) = Sup (br(α) ∩ {x ∈ N ; b-col(x) = (0, µ), µ ∈
N≥2 ∪ {∞}}, so e is definable.
From now on Tn is of type (1.a). Again by Lemma 6.5, the branching color of any
element of E> is (0, µn), and if x ∈ E, b-colT (x) = (0, µT ′(x) +mT ′(x)). We are
going to apply again Lemma 6.5 to the tree T ′ and its corresponding subsets E′<,
E′ and E′>.
If Tn−1 is of type (1.b), then E ⊂ E
′
>, therefore for any x ∈ E, the branching
color of x is its branching color in Tn−1. The first exception of the proposition
statement insures that mn 6= mn−1 + µn−1. Hence e is definable as follows: for
any α ∈ LT , e(α) = Sup (br(α) ∩ {x ∈ N, b-col(x) = (0,mn−1 + µn−1)}.
If Tn−1 is of type (0), E = E
′, hence for any x ∈ E, b-colT ′(x) = (0,mn−1), so
b-colT (x) = (0,mn−1). Therefore if µn 6= mn−1, e is definable as above. Now, if
µn = mn−1, we must consider the branching colors of the nodes of E
′
< thus we
must look down at the tree T− and its corresponding subsets E−, E−< and E
−
> . If
Tn−2 is of type (0), or (1.b), by the previous discussion E
− is definable in the pure
order and E′ = E is the subset of all successors of nodes of E−, hence definable in
the pure order too. If Tn−2 is of type (1.a), then the branching color of the nodes
of E−> is (0, µn−2). By the second exception of the proposition, µn−2 6= mn−1, so
as previously, the function e is definable. 
Remark 6.7 Note that in exception 1, Tn−1 ⋊ Tn is a 1-colored tree, and in
exception 2, Tn−2 ⋊ Tn1 ⋊ Tn is also a 1-colored tree. In these cases e cannot be
definable in the pure order.
Definition 6.8 We define n-colored good trees by induction on n ∈ N≥1:
A 1-colored good tree has been defined in Definition 4.1.
An (n+1)-colored tree is a colored tree which is not a k-colored tree for any k ≤ n.
Corollary 6.9 Let T be a colored tree, then there exists a unique n ∈ N≥1 such
that T is an n-colored tree.
Definition 6.10 We define and interpret now by induction the language Ln on
n-colored good trees. The language L1 has already been defined. For n ≥ 1, let
Ln+1 = Ln ∪ {en, En, E≥,n} where en is a partial functions and En and E≥,n are
unary predicates. We consider T an n-colored good tree as an Ln-structure with
an interpretation of Ln defined by induction as follows:
- if n = 1, L1 is interpreted naturally as in Proposition 4.4;
- if T = T ′ ⋊ Tn+1 symbols of function ei (resp predicates Ei and E≥,i) of Ln are
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interpreted in T as functions and predicates of F ∪ P are in the construction of
paragraph 5.2, that is
Dom(ei) = (Dom(e
T
i ∩NT )∪˙LT × Tn+1 = E≥,i,
∀x ∈ (Dom(eTi ∩NT ), ei(x) = e
T
i (x),
∀(α, t) ∈ LT × Tn+1, ei(α, t) = eTi (α),
Ei the image of ei
and en = e , En = E = Im(en), E≥,n = E≥ = Dom(en).
For 1 ≤ i ≤ n, predicates E>,i = E≥,i \ Ei, E<,i, the complement in NT of E≥,i
and E<,i = E≤,i \Ei are definable in Ln.
Remark 6.11 These definitions are legitimate since at each induction step, func-
tions of F satisfy condition (4⋆).
Proposition 6.12 Let T be an n-colored tree. Then functions and predicates of
Ln \ L1 are definable in the pure order.
Proof: Follows directly from Proposition 6.6 by induction. 
Definition 6.13 Let T = (. . . (T1 ⋊ T2)⋊ · · · )⋊ Tn be an n-colored good tree and
for any i, 1 ≤ i ≤ n, let Σmi,µi the complete theory of the 1-colored good tree Ti.
We denote Σm1,µ1⋊· · ·⋊Σmn,µn the L1-theory (. . . (Σm1,µ1⋊Σm2,µ2)⋊· · · )⋊Σmn,µn
defined by induction using Propositions 5.11 and 6.12.
We denote Sn the sets of all theories Σm1,µ1 ⋊ · · · ⋊ Σmn,µn in the language L2
when the conditions of Definition (6.8) are fullfilled.
Theorem 6.14 For any integer n ≥ 1 any theory in Sn is complete and admits
quantifier elimination in the language Ln ∪ {p,D, F} where p is the (partial) pre-
decessor function, D its domain and F its image. Furthermore Sn is the set of
complete theories of all n-colored good trees.
Proof: We proceed by induction on n. Case n = 1 is given by Proposition 4.4
and the induction step by Proposition 5.10. 
7 Classification of indiscernible ℵ0-categorical C-minimal
pure C-sets
Theorem 7.1 Let M be a countable or finite pure C-structure. Then the follow-
ing assertions are equivalent:
(i) M is ℵ0-categorical, C-minimal and indiscernible
(ii) T (M) is a precolored good tree.
(iii) T (M) is a colored good tree.
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Proof: (i)⇒ (ii)
This is a direct consequence of section 3: Theorem 3.3, Lemma 3.5 and Proposi-
tion 3.6.
(ii)⇒ (iii)
The case of depth 1 is given by Remark 4.2.
We will prove the result by induction on the depth of a precolored good tree.
Asume that any precolored good tree of depth n is an n-colored good tree. Let
T be a precolored good tree of depth n + 1. By 3.11, for any leaf α, the lat-
est one-colored interval In+1(α) of the branch br(α) is either {p(α)}, case (0), or
]en(α), α[, case (1.a) , or ]en(α), p(α)], case (1.b) .
In case (0), for any leaf α the thick cone Tα at p(α) is a 1-colored good tree of
type (0), and in the case (1.a) or (1.b), for any leaf α, the cone Tα of α at en(α)
is a 1-colored good tree of type (1.a) or (1.b). Let us call (mn+1, µn+1) the color
(independent of α) of the 1-colored good tree Tα. Thus by Proposition 4.4, for
any α, Tα |= Σmn+1,µn+1 . Let Tn+1 be the countable or finite 1-colored good tree
model of Σmn+1,µn+1 .
Moreover, T is an L2-structure, interpreting e by en, E = Im(en). We can easily
check that, as an L2-structure, T is model of Σ” (cf 5.6). Let us consider on
T the equivalence relation associated to en, as defined in 5.2, and T := T/ ∼.
Then, T is a good tree whose set of nodes is ∪α{x ∈ T
′;x < en(α)} if Tn+1 is of
type (0) and ∪α{x ∈ T
′;x ≤ en(α)} if Tn+1 has no root; and whose set of leaves
is ∪α{cl(x), x ≥ en(α)} if Tn+1 has a root, and ∪α{cl(x), x > en(α)} otherwise.
Therefore, by 5.8 and 5.9, T is an precolored good tree of depth n. From the uni-
form decomposition of any branch into one-colored intervals described in Corollary
3.11, if In(α) is open on the right, then In+1(α) is a singleton, thus T and Tn+1
satisfy conditions (⋆⋆). Then by Proposition 5.10, T is elementary equivalent to
T ⋊ Tn+1.
By induction hypothesis, T = (. . . (T1 ⋊ T2) ⋊ · · · ) ⋊ Tn, hence, T = (. . . (T1 ⋊
T2)⋊ · · ·⋊ Tn)⋊ Tn+1 is well defined. So, its remains only to verify conditions of
Definition 6.8.
Assume for a contradiction that Tn+1 is of type (1.a) of color (0, µn+1) and that
Tn is of type (1.b) of color (mn, µn), with µn+1 = mn + µn. Then for any leaf α
the intervals In(α) and In+1(α) are basic intervals of same color (0, µn+1) which
contradicts the fact that T is a precolored good tree of depth n+1 (maximality of
the intervals). The same contradiction arises if Tn is of type (0) of color (mn, 0),
Tn−1 is of type (1.a) of color (0, µn−1) and mn = µn−1 = µn+1. Hence T is an
(n+ 1)-colored good tree.
(iii)⇒ (i)
We proceed again by iduction on n.
The case n = 1 is given by Theorem 4.5.
Assume that T ′ is an (n + 1)-colored good tree. By definition, T ′ = T ⋊ Tn+1,
where T is an n-colored good tree and Tn+1 a one-colored good tree. By induc-
tion hypothesis, M(T ) is ℵ0-categorical, C-minimal and indiscernible, thus by
Propositions 5.13, 5.12 and ??, M(T ′) has the same properties. 
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Remark 7.2 The proof of the above proposition shows that an n-colored good tree
is a precolored good tree of depth n and that the color of any node x of such a tree
is the color in the basics intervals Ii(α) containing x.
8 General case
In this section we reduce the general classification of ℵ0-categorical and C-minimal
C-sets to the classification of indiscernible ones, previously achieved in section 7.
By the Ryll-Nardzewski Theorem, any ℵ0-categorical structure is a finite union
of indiscernible subsets. In a C-minimal structure M these subsets have a very
particular form. Let us give an idea: there exists a finite subtree Θ of T := T (M),
closed under ∧ and ∅-algebraic with the following properties:
- any a ∈ Θ, except its root, has a predecessor in Θ since Θ is finite, call it a−;
now, in T , ]a−, a[ is either empty or dense, and if it is dense, then the pruned cone
C(]a−, a[) is indiscernible in M ,
- for a as above and b ∈ Θ, b > a, then C(]a−, b[) is not indiscernible,
and similar other properties, to deal with cones at a ∈ Θ for example. An
equivalence relation is defined over Θ which identifies points a and b such that
C(]a−, a[) ∪ C(]b−, b[) is not empty and is indiscernible (other couples of elements
are also identified). We call vertices the elements of the quotient Θ¯ of Θ. They are
finite antichains of T and (oriented) arrows linking them are induced by the order
(it is the classical order on antichains). Vertices and arrows of Θ¯ are labeled. As
an example, on a vertex A,
- a first label gives the (finite) cardinality of A seen as a subset of T ,
- another labels says whether, for any a ∈ A, ]a−, a[ is either empty and dense or
not,
- and if it is dense, a third label gives the complete theory of the indiscernible
C-set C(]a−, a[).
There are other labels which are also either cardinals in N∪{∞} or complete the-
ories of indiscernible ℵ0-categorical and C-minimal C-structures. Conversely, we
have isolated ten properties such that, given a labelled graph Ξ sharing these
ten properties, there is an ℵ0-categorical and C-minimal C-set M such that
Θ¯(M) = Ξ. In this sense, the classification of ℵ0-categorical and C-minimal
C-sets is reduced to that of indiscernible ones.
8.1 The canonical partition
Proposition 8.1 Let M be an ℵ0-categorical structure, then there exists a unique
partition of M into a finite number of ∅-definable subsets which are maximal in-
discernible.
Proof: By ℵ0-categoricity, there is a finite number of 1-types over ∅. By com-
pacity, each of these types is consequence of one of its formulas. 
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Definition 8.2 We call this partition the canonical partition. Thereafter it will
be noted (M1, · · · ,Mr).
By C-minimality definable subsets in one variable have a simple form. We re-
formulate here for convenience the description given in [D] in the proof of Propo-
sition 5, with a small difference: instead of working with T (M) we will work with
T (M)∗ defined as follows: T ∗ := T if T has a root and T ∗ := T ∪{−∞} otherwise.
In the last case, we say that “−∞ exists”.
Definition 8.3 By C-minimality each Mi of the canonical description is a finite
boolean combination of cones and thick cones. Let C be the set of bases of cones
and thick cones appearing in these combinations. We define Θ0 := {x ∈ T (M)
∗;for
some c ∈ C, x ≤ c} and Θ1 := {x ∈ Θ0;∃i 6= j, α ∈Mi, β ∈Mj ;x ∈ br(α)∩br(β)}.
We define:
U := {suprema of branches from Θ1}
B := {branching points of Θ1}
S := {c ∈ Θ1 \ (U ∪ B); the thick cone at c without the cone of the branch of
Θ1 intersects non trivially both Mi and Mj for a couple (i, j), i 6= j }
I :=
{
infima ∈ Θ1 \ (U ∪ B ∪ S) of intervals on branches of Θ1 which are
maximal for being contained in {c ∈ Θ1 \ (U ∪B ∪ S); the thick cone at c without
the cone of the branch of Θ1 is entirely contained in a same Mi
}
Θ := U ∪B ∪ S ∪ I.
Remark 8.4 Since C is finite, Θ0 and Θ1 are trees with finitely many branches,
which implies that U and B are finite; S is finite since it is contained in C; I is
finite by o-minimality of branches of Θ1. Hence Θ is finite.
Θ1, U , B, S, I and Θ are all definable from the Mi, hence ∅-definable since the
Mi are. As Θ is finite, it is contained in the algebraic closure of the empty set.
Θ is a subtree of T (M)∗ closed under ∧. Because it is finite each element of Θ has
a predecessor in Θ. Elements of Θ which are nodes (or leaves) in T (M) may not
be nodes (or leaves) in Θ. So, to avoid confusion we will use the words vertices
and edges for the tree Θ.
We have the equivalence: M is not indiscernible iff Θ is not empty iff the root of
T (M)∗ belongs to Θ.
Proposition 8.5 Let M be a C-minimal, ℵ0-categorical structure. Then the sub-
sets M1, · · · ,Mr of the canonical partition are the orbits over ∅ of acl(∅)-definable
subsets of the form:
• a finite union of cones at a same basis
• an almost thick cone (i.e. a cofinite union of cones at a same basis)
• a pruned cone C(]a, b[) where a < b and ]a, b[ is a dense interval without
extremities (namely the cone of b at a minus the thick cone at b).
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Each of these sets, endowed with the structure induced by M, is C-minimal, ℵ0-
categorical and indiscernible. Call them (M1, · · · ,Mr).
Proof: By definition of Θ, any Mi is a finite union of pruned cones C(]a, b[),
cones and thick cones at a, with a, b ∈ Θ and a the predecessor of b in Θ. By
∅-definissability, Mi is the union of the orbits over ∅ of these sets (for more details,
see [D], Proposition 3.7). This gives almost the first assertion except the fact that
]a, b[ is a dense interval without extremity. This result follows from ℵ0-categoricity
using the following facts.
Fact 8.6 Assume some subset of the canonical partition is of the form Mj =⋃n
i=1 C(]ai, bi[) with bi 6= bj when i 6= j. Let (a, b) be one of the couples (ai, bj).
Then all the elements of the pruned cone C(]a, b[) have same type over (a, b) in M.
Proof: Assume M ω-homogeneous. Then, for x, y ∈ C(]a, b[) there exists an
automorphism of M sending x to y. Such an automorphism preserves Mj hence
preserves C(]a, b[). Therefore x and y have the same type over (a, b). ⊣
Fact 8.7 All nodes of ]a, b[ have same type over (a, b).
Proof: This is a direct consequence of the preceding Fact, since any node of ]a, b[
is of the form b ∧ x, where x ∈ C(]a, b[). ⊣
Now, since all the nodes of ]a, b[ have same type over ∅, either ]a, b[ is dense
or consists of a unique node, or contains an infinite discrete order which is not
possible by ℵ0-categoricity.
In the case where ]a, b[ consists of a single node, say c, C(]a, b[) is an almost thick
cone, that is the thick cone at c without C(c, b). So, C(]a, b[) changes from the
third category to the second category of subsets.
We may now assume that ]a, b[ is dense. Since all nodes of C(]a, b[) have same
type over (a, b), C(]a, b[) is indiscernible in M and thus for its induced structure.
C-minimality follows from [D], Lemma 3.12, and ℵ0-categoricity follows from Ryll-
Nardzewski. 
In particular, Fact 8.6 gives the following fact.
Fact 8.8 If a ∈ Θ has a predecessor in T (M)∗, then this predecessor belongs also
to Θ. ⊣
TheMi are a priori not pure Cstructures. It is true that any subset ofMi definable
in M is definable in the pure C-set Mi (it is the content of the C-minimality of
Mi). But why should it be also the case for subsets of Cartesian powers ofMi? As
an example, the function C(]a, b[) → Γ(]a, b[), α 7→ α ∧ b is a priori not definable
in the pure C-set C(]a, b[) (and Lemmas 8.7 and 8.12 will take this point into
account). Nevertheless what we have done in Section 3 applies to the (due to
Proposition 8.5 last assertion) C-minimal pure C-set Mi. In particular, if C(]a, b[)
is as in Lemma 8.6, then branches of its canonical tree Γ(]a, b[) are uniformly
decomposed in finitely many basic intervals (cf. Theorem 3.3).
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Lemma 8.9 Let C(]a, b[) be a pruned cone as in Fact 8.6. Then ]a, b[ is included
in the first level of Γ(]a, b[), the colored good tree associated to C(]a, b[).
Proof: Hence the statement follows immediately from Fact 8.7. 
Notation: Let T = (. . . (T1 ⋊ T2)⋊ · · · )⋊ Tn be an n-colored good tree and Σ its
complete theory. We will denote Σ=1 the L1-theory of the 1-colored good tree T1
which is the first level of T , and Σ>1 the L1-theory of the (n − 1)-colored good
tree (. . . (T2 ⋊ T3)⋊ · · · ) ⋊ Tn. For i ∈ {1, · · · , n}, we will note (mi, µi) the color
of any node of the 1-colored tree Ti.
By construction of the canonical partition, each Mi is maximal indiscernible,
i.e. if i 6= j, there do not exist α ∈Mi and β ∈Mj with same type. We investigate
some consequences below.
Lemma 8.10 Let a ∈ Θ be maximal in Θ, a not the root of Θ. Let a− be its
predecessor in Θ. If the interval ]a−, a[ is empty, then a is not a leaf of T (M) and
there exist at least two cones at a with different complete theories as colored good
trees.
Proof: Since a is maximal, following the notation 8.3, a is in U , i.e. a is the
supremum of some branch from Θ1. Since ]a
−, a[ is empty, a is in Θ1, hence a
belongs to at least two branches of different types in M . In particular a is not a
leaf. 
Lemma 8.11 Let M be a countable C-minimal C-structure.
Let a, b ∈ T (M), with b < a and such that the interval ]b, a[ is not empty and is
dense. Assume that the canonical tree Γ(]b, a[) of the pruned cone C(]b, a[) is an
n-colored good tree and let Σ]b,a[ be its complete theory. Assume furthermore that
]b, a[ is contained in the first level of Γ(]b, a[). Let C be the union of at least two
cones at a, such that each of these cones is indiscernible. Then, T (C(]b, a[)∪C) is
a model of Σ]b,a[ if and only if one of the following cases appears:
1. m1 = 0, n ≥ 2, and the thick cone at a in T (C(]b, a[)∪C) is an (n−1)-colored
good tree model of (Σ]b,a[)
>1.
2. m1 = 0, and C is the union of exactly µ1 cones at a, all models of Σ]b,a[.
3. m1 6= 0 and µ1 6= 0.
n = 1: C is the union of exactly m1 6= 0 cones which consist of a leaf, and
µ1 cones which are all models of Σ]b,a[.
n ≥ 2: C is the union of exactly m1 cones which are models of (Σ]b,a[)
>1 and
exactly µ1 cones wich are models of Σ]b,a[.
Proof: Note that C becomes the thick cone at a in the C-structure C(]b, a[)∪C =:
N . So for any α ∈ C, the branch, brT (N )(α) of α in T (N ) is the union of ]b, a[ and
its branch in T (C), and for any β ∈ C(]b, a[) the branch of β in T (N ) is egal to the
branch of β in Γ(]b, a[) and keeps the same decomposition into basic one-colored
intervals.
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We will prove first the ”if” direction.
(1) Assume the first case appears. Then, in T (N ), a is the root of an (n − 1)-
colored good tree model of (Σ]b,a[)
>1, so its color is (m2, 0). By ℵ0-categoricity,
Theorem 7.1, this (n − 1)-colored good tree is isomorphic to Γ(]b, a[)>1. Let T1
be the first level of Γ(]b, a[) plus an additional element a which is now the leaf of
the branch ]b, a[. Then, by eq for 1-colored good trees, T1 is a model of (Σ]b,a[)
=1.
Hence, T (N) = T1 ⋊ Γ(]b, a[)
>1. So, T (N) is model of Σ]b,a[.
(2) and (3). We will show that in these cases, T (N) is a precolored good tree
whose any branch has the same decomposition into one-colored basic intervals as
any branch of Γ(]b, a[). The conclusion will then follows by Theorem 7.1. Since
any cone of T (C) is a colored good tree and therefore a precolored good tree,
conditions of 3.7 hold for α and α′ belonging to the same cone of C. The same
is true for any β and β′ belonging to C(]b, a[). Note that, for any α ∈ C and any
β ∈ C(]b, a[), α ∧ β ∈]b, a[, so the condition (3) of Definition 3.7 holds as well in
that case.
Let us now considerate the two situations in detail.
Assume (2).
Then, by hypothesis, the color of a in T (N ) is (0, µ1). Let α ∈ C. Since ]b, a[
is included in the first level of Γ(]b, a[), the interval ]b, a] is a basic one colored
interval of color (0, µ1). So brT (N)(α) admits a decomposition into n one colored
basic intervals, whose first interval contains strictly ]b, a]. Morever, let α and α′
be two leaves belonging to two distincts cones of C. Then, I1(α)∩I1(α
′) =]b, a], so
this intersection is an initial segment of both I1(α) and I1(α
′). Therefore, T (N)
is a precolored good tree, hence an n-colored good tree model of Σ]b,a[.
Assume (3).
Then a has the same color (m1, µ1) as any node of ]b, a[.
If n = 1, any branch of T (N ) is of the form brT (N )(α) =]b, p(α)] ∪ {α}, where the
color of ]b, p(α)] is (m1, µ1) and p(α) = a iff α is in a cone at a which consists in
a leaf. So, clearly, T (N ) is a 1-colored tree.
Assume n ≥ 2. Let Γ1 be a cone at a which is a model of Σ
>1
]b,a[, then Γ1 is a
border cone at a, and for any α of Γ1, brT (N )(α) =]b, a] ∪ brT (C)(α). So, as in the
case (2), brT (N )(α) has the same decomposition into one colored basic interval as
any branch of Γ(]b, a[).
Let Γ2 be a cone at α which is model of Σ
=1
]b,a[, then Γ2 is an inner cone at a, and
for any leaf α of Γ2, the initial segment ]b, a] has the same color as the first one
colored interval of brT (C)(α), so brT (N )(α) has the same decomposition into one
colored intervals as any branch of Γ(]b, a[), with ]b, a] strictly included in the first
interval. Hence, for any α ∈ Γ1, α
′ ∈ Γ2, I1(α) ∩ I1(α
′) =]b, a] and is an initial
segment of both I1(α) and I1(α
′). So, in this case again, T (N ) is a precolored
good tree.
Conversely, if C(]b, a[)∪C is indiscernible in M, T (C(]b, a[)∪C) is an n-colored
good tree, and since ]b, a[ belongs to the first level of Γ]b,a[ ∪ Γ, the color of a is
(m1, µ1) or (m2, µ2).
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Assume first that the color of a is (m1, µ1). Let Γ(a, α) be a cone at a, then either
Γ(a, α) is an inner cone and its theory is Σ]b,a[, or Γ(a, α) is a border cone and its
theory is (Σ]b,a[)
>1. If m1 = 0, then there is only inner cones at a, all models of
Σ]b,a[, and we are in the second case.
If m1 6= 0, and n = 1, it’s clear.
If n ≥ 2, then there are m1 6= 0 border cones at a which are models of (Σ]b, a[)
>1,
and we are in the third case.
Assume now that the color of a is (m2, µ2). Then, the first level of T (C(]b, a[)∪C)
is of type (1.a). So, m1 = 0, and a is the root of an (n − 1)-colored good tree
model of (Σ]b,a[)
>1. So we are in the first case. 
Lemma 8.12 Let Σ ∈ Sn be a complete theory n-colored good tree Σ = Σ(m1,µ1)⋊
· · · ⋊ Σ(mn,µn) with µ1 6= 0 and V a unary predicate such that V /∈ Ln. Let us
consider the theory Σ(V ) in the langage LV1 := L1 ∪ {V,∧V }, which consists of
Σ together with the axiom: Ax(V ): V is a “branch” (i.e. a maximal chain) in
the first level of any (some) model of Σ and V has no leaf. Let ∧V : x 7→ x ∧ V .
Then the theory Σ(V ) is complete, admits quantifier elimination in the language
LVn := Ln ∪ {V,∧V }, is C-minimal, ℵ0-categorical and indiscernible.
Proof: Consider an n-colored good tree T = (. . . (T1 ⋊ T2) ⋊ · · · ) ⋊ Tn model
of Σ with T1 countable or finite. Since µ1 6= 0, T1 not only is infinite but has
2ℵ0 branches. Hence 2ℵ0 many of them have no leaf, which shows Σ(V ) to be
consistent. Let Σ=1 be the L1-theory of T1, and L
V
1 = L1 ∪ {V,∧V }. Since V
is included in T1, we will first prove that the theory Σ
=1(V ) = Σ=1 ∪ {Ax(V )}
admits quantifier elimination in the language LV1 . We will use a back and forth
argument between countable models T1 and T′1as in 4.4. Let A be a finite L
V
1 -
substructure of T1, and ϕ a partial L
V
1 -isomorphism from T1 to T′1 with domain
A. Let x ∈ T \ A. With the same notation as in the proof of 4.4 there exists a
node nx such that x ∧ nx is the maximal element of the set {x ∧ y; y ∈ A}.
Assume first that x ∈ V T1 \ A, then x is a node and by Fact 2 of 4.4 the LV1 -
substructure 〈A ∪ {x}〉 is the minimal subset containing A, x and nx. Since
nx ≤ x, nx belongs to V
T1 .
Assume that x = nx, so 〈A ∪ {x}〉 = A∪{x}. As in Fact 4, there exists a ∈ A∩V
T1
such that ] −∞, a[∩A = ∅ and x ∈] −∞, a[. Moreover, ] −∞, ϕ(a)[ is included
in V T
′
1 . So, there is x′ in this interval such that A ∪ {x} and ϕ(A) ∪ {x′} are
isomorphic LV1 structures.
Now, we can assume that nx 6= x and nx ∈ A. So it is possible to find x
′ ∈ V T ′1,
x′ > ϕ(nx) such that 〈A ∪ {x}〉 is L
V
1 -isomorphic to 〈ϕ(A) ∪ {x
′}〉.
Assume now that x ∈ T1 \ (V
T1 ∪ A). Then, since A is closed under ∧V , and
nx ≤ x and nx smaller then an element of A, the L
V
1 -substructure 〈A ∪ {x}〉 is
still the minimal subset containing A, x and nx if x if T has non isolated leaf and
if T has isolated leaves the minimal subset containing A, x, nx if x is a node and
the minimal subset containing A, x, nx and p(x) if x is a leaf.
If x = nx we proceed as in Fact 4 of 4.4 to extend φ. If x 6= nx, either nx /∈ V
T1
and we proceed as in Fact 6 of 4.4, or nx ∈ V and we extend φ to A ∪ {nx} as
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above. Then, we may assume that nx ∈ A and the proof runs similarly. The back
construction is the same.
So the theory Σ=1(V ) is ℵ0-categorical, hence complete.
Let (t1 · · · , tn) ∈ T
1
0 , (t
′
1 · · · , t
′
n) ∈ T
′1
0 satisfying the same atomic formulas, then
using the same arguments we can see that 〈t1 · · · , tn〉 is isomorphic to 〈t′1 · · · , t
′
n〉.
Therefore the theory Σ=1(V ) eliminates quantifiers in the language LV1 .
To achieve the proof, we will proceed as in 5.10. Let T and T ′ be two countable
models of the LVn theory Σ(V ). Then, T and T
′ are n-colored good trees, whose
restriction to the langage Ln are isomorphic. By Remark 6.2, T = T1 ⋊ T2 and
T ′ = T′1⋊T
′
2, where T2 and T
′
2 are two Ln−1-isomorphic models of Σ
>1. Moreover,
by definition of n-colored good trees, since T1 and T
′
1 are of type (1.a), T2 and T
′
2
have a root. Now take any finite tuple from T and close it under e1. Write it in the
form (x, y1, . . . , ym) where x is a tuple from (E1)≤, y1, . . . , ym tuples from (E1)>
such that all components of each yi have same image under e1, call it e1(yi) (thus,
e1(y1), . . . , e1(ym) are components of x), and e1(yi) 6= e1(yj) for i 6= j. Recall that
(E1)≤ is equal to T1 or to N(T1) (depending on the type of the first level of T1).
Take (x′, y′1, . . . , y
′
m) ∈ T
′ having same quantifier free LVn -type than (x, y1, . . . , ym).
Since LV1 eliminates quantifiers, x and x
′ have same complete type in (E1)≤, and
there exists an LV1 -isomorphism σ from T1 onto T′1 sending x to x
′. Since Σ>1
eliminates quantifiers in Ln−1 ∪ {p,D, F}, for any i, there exists an isomorphism
ϕi, from the copy of T1 above e1(yi) onto the copy of T
′
1 above e1(y
′
i) sending yi
on y′i. Since σ(e1(yi)) = e1(y
′
i), there exists a L
V
n ∪ {p,D, F}-isomorphism ϕ from
T onto T ′ extending σ and each ϕi. Therefore, Σ(V ) is complete and eliminates
quantifiers in the langage LVn ∪ p,D, F . 
Lemma 8.13 Let a, b ∈ T (M), with b < a and such that the interval ]b, a[ is
not empty and is dense. Assume that the canonical tree Γ]b,a[ of the pruned cone
C(]b, a[) is an n-colored good tree with colors (mi, µi) for 1 ≤ i ≤ n and that ]b, a[
is contained in its first level. Let Σ]b,a[(V ) be the complete theory of Γ(]b, a[).
Assume furthermore that there is c ∈ T (M), c > a, such that ]a, c[ is not empty
and (Γ(]a, c[) is a model of Σ]b,a[. Then (Γ(]b, c[)) is a model of Σ]b,a[(V ) iff there
are at a exactly m1 + µ1 cones and among those that do not contain c, m1 are
models of (Σ>1]b,a[ and µ1 − 1 models of Σ]b,a[.
Proof: The proof of the ”if” direction uses quite the same arguments as in the
preceding lemma. Note that the hypotheses imply that the color of a in the tree
Γ(]b, c[) is (m1, µ1). Let α be an element of (C(]b, c[\C(]b, a[). Assume first that α
belongs to the cone at a containing c. Then, brΓ(]b,c[(α) =]b, a] ∪ brΓ(]a,c[(α), with
]b, a] strictly included in the first one colored interval of brΓ(]b,c[(α). Therefore,
brΓ(]b,c[ has the same decomposition into one colored interval as any branch of
C(]b, a[).
If α belongs to one of the µ1 − 1 cones at a models of Σ]b,a[, say Γ1, then, Γ1 is
an inner cone at a and brΓ(]b,c[(α) =]b, a] ∪ brΓ1(α). Hence again ]b, a] is strictly
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included in the first one-colored interval of brΓ(]b,c[(α), which has the same decom-
position into one-colored intervals as any branch of C(]b, a[).
Now, let us consider α in one of them1 cones at amodel of (Σ]b,a[, say Γ2. Then, Γ2
is an border cone at a, and brΓ(]b,c[(α) =]b, a]∪ brΓ2(α). Here, the first one-colored
interval of brΓ(]b,c[(α) is exactly ]b, a]. It easy to verify that for any α,α
′ ∈ C(]b, c[,
I1(α) ∩ I1(α
′) is an initial segment of both I1(α) and I1(α
′).
Conversely, assume that (Γ(]b, c[, ]b, c[) is a model of Σ]b,a[(V ). Then the color of a
is (m1, µ1) and a ∈ V . Since ]b, c[ is included in the first level of the tree Γ(]b, c[),
the cone of c at a is one of the µ1 border cone at a and all the border cone at a are
models of Σ]b,a[. And all the inner cone at a are clearly models of (Σ]b,a[)
>1. 
8.2 The labeled tree Θ¯
The automorphism group of M acts on Θ. Let Θ := {A1, . . . , As} be the set of
orbits of elements from Θ. Each Ai is a finite antichain of T
∗.
Definition 8.14 For A and B antichains in T ∗, let us define:
- the relation A < B : ⇐⇒ ∀a ∈ A, ∃b ∈ B, a < b and ∀b ∈ B, ∃a ∈ A, a < b
(given b this a is unique);
- for (finite) antichains A < B in T ∗ such that for any a ∈ A, b, c ∈ B with
a < b, c, either b = c or a = b ∧ c, the (definable) subset ]A,B[ of M consisting of
the union of cones of elements from B at nodes from A, with the thick cones at
nodes from B removed. We extend this notation to ]{−∞}, A[, or stil ] −∞, A[,
which will denote the complement of the union of thick cones at all a ∈ A.
Fact 8.15 Let A and B be in Θ. Then
- if there is a ∈ A and b ∈ B with a < b (or a = b) then A < B (or A = B).
- (Θ, <) is a finite meet-semi-lattice tree; its root, say A0, is a singleton (either
{r} if r is a root of T , or {−∞}). I¸t allows to define the predecessor A− of an
element A 6= A0 of Θ.
- If A < B there is k ∈ N≥1 such that each a ∈ A is smaller than exactly k
elements from B.
- If A = B−, a ∈ A, b, c ∈ B, a < b, a < c, b 6= c then a = b ∧ c. 
We now aim to collect on Θ and the indiscernible blocks Mi enough information
to be able to reconstruct M from them. To each A ∈ Θ, associate
- its cardinality nA;
- an integer sA, complete theories ΣA,1, . . . ,ΣA,sA in L1 all different and coefficients
kA,1, . . . , kA,sA ∈ N
≥1 ∪ {∞} such that, at each a ∈ A, there are exactly kA,1 +
· · ·+kA,sA cones containing no branch from Θ, kA,1 of which are models of ΣA,1,...,
and kA,sA models of ΣA,sA (we are here applying Ryll-Nardzewski again);
- if A 6= A0, ]A
−, A[6= ∅, b ∈ A−, a ∈ A and b < a, the complete L1(V )theory
ΣA−,A of Γ(]b, a[) in the language L1 ∪ {V } where V is a unary predicate defined
on Γ(]b, a[) and interpreted as: V (x) ↔ x < a. Since the interval ]b, a[ is a dense
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linear order without endpoint, V is a branch without leaf from Γ(]b, a[) and the
following holds:
(∗): for all x in in a thick cone at a, for all y ∈ Γ(]b, a[), x ∧ y = V ∧ y.
We consider the sA, ΣA,i and kA,i (the ΣA−,A) as labels on the vertices (edges) of
Θ or Θ, and the nA as labels on the vertices of Θ. The ΣA,i (ΣA−,A) may also
be understood as indexing those cones at any/some a ∈ A (pruned cones Γ(]b, a[)
pour b ∈ A−, a ∈ A, b < a) which are models of it.
Lemma 8.16 1. Assume A 6= A0. There is no theory ΣA−,A labeling ]A
−, A[
iff ]A−, A[= ∅.
2. For A ∈ Θ and any/some a ∈ A, Θ has a unique branch at a iff there is a
unique B ∈ Θ such that B− = A, and furthermore nA = nB holds.
3. T ∗ 6= T iff sA0 = 0, A0 has a unique successor in Θ, say B, and nB = 1.
Proof: (1) holds by definition of the labels of Θ.
(2) is clear.
(3): The direction only if is clear. Let us prove the if direction. The unique el-
ement, say a0, of A0 is either −∞ or the root of T . If A0 has a successor, a0 is
not a leaf, and if different from −∞ it must be a branching point of T . Now the
hypotheses force Θ to have a unique branch at its root. Therefore a0 = −∞. 
The next lemma gives a list of constraints.
Lemma 8.17 Let A0 and A ∈ Θ, A0 the root of Θ.
(1) If A 6= A0, nA− divides nA; nA0 = 1.
(2) If A is maximal in Θ, then either sA = 0, or Σ1≤i≤sAkA,i ≥ 2.
(3) If −∞ exists and B ∈ Θ is such that B− = A0, then ]A0, B[6= ∅.
(4) If Θ has a unique branch in any/some a ∈ A, and A 6= {−∞} if −∞ exists,
then sA ≥ 1.
(5) Assume A 6= A0 and a ∈ A. If ]A
−, A[ is not empty, then ΣA−,A is a
theory of colored tree with an initial branch, in the sense of lemma 8.12,
with a = sup V .
(6) At most one kA,i is infinite. The ΣA,i are complete theories of C-structure
with colored canonical tree.
(7) Let A be maximal in Θ, A not the root of Θ. If ]A−, A[ is empty then sA ≥ 2.
(8) Let A be maximal in Θ, A not the root of Θ and such that ]A−, A[ is not
empty. Assume that models of ΣA−,A are n-colored trees with colors (mi, µi)
for 1 ≤ i ≤ n. Then, none of the following situation can’t appear:
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(a) m1 = 0, n ≥ 1, sA = 1, ΣA,1 = (ΣA−,A)
>1 and kA,1 = m2.
(b) m1 = 0, sA = 1, ΣA,1 = ΣA−,A and kA,1 = µ1.
(c) m1 6= 0, µ1 6= 0, n = 1, sA = 2, ΣA,1 = ΣA−,A kA,1 = µ1, ΣA,2 = Σ(0,0)
(i.e. the theory of a tree consisting only of a leaf) and kA,2 = m1.
m1 6= 0, µ1 6= 0, n ≥ 1, sA = 2, ΣA,1 = ΣA−,A, kA,1 = µ1, ΣA,2 =
(ΣA−,A)
>1, and kA,2 = m1.
(9) Let A ∈ Θ, A not the root of Θ and such that ]A−, A[ is not empty. Assume
that models of ΣA−,A are n-colored trees with colors (mi, µi) for 1 ≤ i ≤ n.
If A is not maximal teh conjonction of the following condition can’t appear:
- at least one wedge of Θ at A has a label
- let B be the successor of A on that wedge and the label of ]A,B[ is ΣA−,A
- either m1 ≥ 1, µ1 ≥ 2, sA = 2, ΣA,1 = ΣA−,A, kA,1 = µ1 − 1, ΣA,2 =
(ΣA−,A)
>1, or m1 = 0, sA = 1, ΣA,1 = ΣA−,A, kA,1 = µ1, or µ1 = 1,
sA = 1, ΣA,1 = Σ
>1
A−,A
, kA,1 = m1.
Proof. (1) nA− divides nA by indiscernibility of elements from A. It has already
been noticed in Fact 8.15 that A0 is a singleton.
(2) If A is maximal in Θ, either any a ∈ A is a leaf of T (M) and then sA = 0,
or any such a is a node in T (M) where no branch of Θ goes through and then
Σ1≤i≤sAkA,i ≥ 2.
(3) If −∞ exists, no branch of T has a first element.
(4) Indeed a must be a node in T (M)∗.
(5) It is lemma 8.7.
(6) At most one kA,i is infinite by strong minimality of the node a, for any a ∈ A.
(7) It is a reformulation of lemma 8.10.
(8) For A maximal, the situation has already been set out in Lemma 8.11, that we
apply here with b ∈ A−, a ∈ A and C the thick cone at a. In this way T (C(]b, a[)∪C)
becomes the cone Γ(b, a) of a at b. Condition (8) prevents C(b ∧ a, a) from being
a model of ΣA−,A hence indiscernible. Would it be the case, it would be as well
indiscernible inM contradicting maximal indiscernibility of (the orbit of) C(]b, a[).
(9) Follows from Lemma 8.13. 
A last constraint is given by the next proposition.
Proposition 8.18 (10) The tree Θ labeled with the coefficients n, k, s and the
theories Σ on its edges and vertices has no non trivial automorphism.
By construction two elements from Θ having same type in M are identified in
Θ. Thus, to prove the above proposition it is enough to show that, if M is the
countable model, then any automorphism of Θ lifts up to an automorphism of M.
This proof requires some new tools that we introduce now.
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8.3 Connection and sticking
8.3.1 Connection ⊔ of C-structures.
Let κ > 1 be a cardinal and the Hi, i ∈ κ, C-structures. The underlying set of the
connection H =
⊔
Hi of the Hi is the disjoint union of the Hi and its canonical
tree the disjoint union of the T (Hi) plus an additional root r with, for a, b ∈ T (H),
a ≤ b in T (H) iff a = r or a, b ∈ T (Hi) for some i, and a ≤ b in T (Hi).
Canonicity: If theHi are pure C-structures then H is the unique pure C-structure
whose canonical tree has a root, say r, and having exactly the Hi as cones at r.
Language: If each Hi is a C-structure in the language L(Hi), which contains only
unary predicates and unary functions, we consider H :=
⊔
i∈I Hi in the language
L1∪˙{(Hi)i∈I}∪˙
⋃˙
i∈I(L(Hi) \ L1)∪˙{r} where r is a new constant for the root of
T (H), each Hi is a unary predicate for the elements of Hi and each L(Hi) is
naturally interpreted in Hi. Outside of the Hi relations are never satisfied and we
consider for example functions as constant, ranging on the root of T (H).
Lemma 8.19 If I is finite then Aut(
⊔
i∈I Hi) ≃ ΠiAutHi.
Lemma 8.20 Assume that I is finite. If for any i ∈ I, Hi eliminates quanti-
fiers (respectively is C-minimal, or ℵ0-categorical)), then
⊔
i∈I Hi has the same
properties.
Proof: Preceding lemma for quantifier elimination (in a saturated model, there
is an automorphism sending an element to another one iff these two elements have
same quantifier free type). C-minimality follows, ℵ0-categoricity is trivial. 
We will slightly weaken the language to allow permutation of certain terms of
the connection and, in this way, keep control of model theoretical properties even
when the number of terms is infinite.
Notation: For H a C-structure and k > 1 a cardinal, H · k is the connection of
k copies of H. Assume that H and T (H) are the unique sort in L(H) and L(H)
consists only of function or predicate symbols (no constant). We consider H · k
as an L(H)-structure as follows. The tree structure gives the interpretation of
symbols of L1. Each copy of H in H · k is a cone at r, the root of T (H · k). This
uniform definition of the copies of H and the fact that they are disjoint in H · k,
as copies of T (H) are in T (H · k), allow us to interpret in H · k predicates and
functions from L(H) \ L1 as the (disjoint) union of their interpretations in the
different copies of H.
We define L(H ·k) = L(H)∪{er, Er} where er is the unary function sending every
element of the canonical tree to the root r of T (H·k) and Er is the unary predicate
interpreted as {r}.
By definition H · 1 = H.
Lemma 8.21 Assume k > 1 and H ℵ0-categorical or finite. Then, H · k is ℵ0-
categorical or finite. If H eliminates quantifiers in L(H), then H · k eliminates
quantifiers in L(H · k).
Proof: In H · k, copies of H are exactly cones at r. Therefore, if H is countable
or finite, H · k is the unique model countable or finite if k is finite, and H · ℵ0 is
the unique countable model if k is infinite. Let us show that, in this model, given
two finite tuples with same quantifier free type, there is an automorphism sending
one to this other. This will show quantifier elimination. We first enumerate the
copies of H in H · k (k finite or ℵ0): H · k =
⊔
i∈k Hi. A tuple in H · k may thus be
written, up to a permutation of its components, x = (x1, . . . , xj , . . . , xm) with m
finite and xj tuple of Hlj . Up to a permutation of the Hi in H · k, lj = j. A tuple
y ∈ H · k with same quantifier free type as x in the language {≤,∧, Er} has, up
to a permutation of the Hi, the same decomposition y = (y1, ..., yj , ..., ym) with
each yj a tuple of Hj with same type as xj. Since H is homogeneous, there is an
automorphism σj of Hj sending xj to yj. The disjoint union of the σj on Hj for
j = 1, ...,m and of the identity on the other factors is an automorphism of H · k
which sends x to y. 
Notation: Thereafter
⊔
i∈I Hi · ki will denote the connection of ki copies of Hi,
for i ∈ I (Σki > 1). ’This notation is a bit abusive since the connection is not
associative.)
If each Hi is a C-structure in a language L(Hi), we consider
⊔
i∈I Hi · ki in the
language L1∪˙{Hi; i ∈ I}∪˙
⋃˙
i∈I(L(Hi · ki) \L1) where each Hi is a unary predicate
for the union of the ki copies of Hi, and L(Hi · ki) is interpreted in Hi · ki as
described before Lemma 8.21.
Lemma 8.22 Suppose I finite. If each Hi eliminates quantifiers (respectively is
ℵ0-categorical), then so does
⊔
i∈I Hi · ki. If each Hi is C-minimal and at most
one ki is infinite, then
⊔
i∈I Hi · ki is C-minimal too.
Proof: The proof is not exactly the same as for Lemma 8.20. Indeed, if each Hi
is a cone, it is not true of Hi · ki. But Hi · ki is a finite union of cones if ki is finite,
and if ki is the unique one to be infinite, then Hi · ki is the complement of a finite
union of cones. 
8.3.2 Sticking ⊳ in a pruned cone M of a C-structure C whose canonical
tree has a root
Let be given two C-structures, first C, which has a root in its canonical tree, and
then (M,V ), where V is a branch without leaf from T (M). We will define the
C-structure M ⊳ C. The underlying set of M ⊳ C is the disjoint union M ∪˙C,
its canonical tree the disjoint union T (M)∪˙T (C) equipped with the unique order
extending those of T (M) and T (C), satisfying V = {t ∈ T (M); t < T (C)} and
such that no element of T (C) is smaller than any element of T (M).
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Canonicity: M ⊳C is the unique C-structure which is the union of M and C
and where C becomes a thick cone with basis the supremum of V . . We consider
M ⊳ C in the language L1∪˙{M, C}∪˙(L(M) \ L1)∪˙(L(C) \ L1)∪˙{VM ,∧VM } where
M and C are unary predicates for the elements from the eponym sets and L(M)
and L(C) are naturally interpreted in M and C respectively. Again, outside of
their natural definition domain, functions can be defined as constant with value
the root of T (C).
Lemma 8.23 If M et C eliminates quantifiers (respectively are C-minimal, or
ℵ0-categorical), then M ⊳ C has the same property.
The two previous constructions will enable us to prove proposition 8.18.
8.3.3 Proof of 8.18
Definition 8.24 Let Ξ be a finite semi-lattice tree. The depth of a vertex in Ξ is
the minimal function from Ξ to ω such that:
if a is a maximal element of Ξ, depth(a) = 0;
if x < y, depth(x) ≥ depth(y) + 1.
Lemma 8.25 Given a finite meet-semi-lattice tree Ξ0, labeled with a coefficient
nA to each A ∈ Ξ0 and satisfying (1) with A0 the root of Ξ0, there is a unique tree
Ξ which is the disjoint union of antichains UA, A ∈ Ξ0, with |UA| = nA, and such
that the set of the UA ordered by the order induced by the order of Ξ is isomorphic
to Ξ0. Furthermore Ξ is a meet-semi-lattice tree and any automorphism of Ξ0 lifts
to an automorphism of Ξ.
Proof. We define inductively an order on Ξ :=
⋃˙
A∈Ξ0
UA. Let Ξ1 ⊆ Ξ0 satisfying
[(A,B ∈ Ξ0 & A < B & B ∈ Ξ1) ⇒ A ∈ Ξ1], and assume
⋃˙
A∈Ξ1
UA already
ordered in such a way that the UA are antichains. For X ∈ Ξ0 \ Ξ1 such that
X− =: B ∈ Ξ1, we extend the order on
⋃˙
A∈Ξ1
UA∪˙UX . Since X
− = B, nB divides
nX which allows us to partition UX =
⋃˙
y∈UB
Vy where each Vy has nX(nB)
−1
elements; for x ∈ UX and y ∈ UB we set x > y iff x ∈ Vy, with no other order
relation between elements from UB ∪ UX . We define in this way an order, which
is a meet-semi-lattice tree because Ξ0 is one and nA0 = 1. The other properties
and the uniqueness (up to isomorphism) are clear. 
Proof of proposition 8.18. As already noticed, it is enough to prove that any au-
tomorphism of the labeled tree Θ(M) lifts up to an automorphism of M (M is the
countable model). The previous lemma gives the tree Θ(M) from the tree Θ(M),
and the full labels as well: if π : Θ(M) → Θ(M) is the canonical projection, a
vertex or an edge from Θ(M) and its image under π have the same label. Any au-
tomorphism of the labeled tree Θ(M) comes from an automorphism of the labeled
tree Θ(M), which comes itself from an automorphism of M as we show now by
an induction on the depth of vertices from Θ(M). Let σ be an automorphism of
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the labeled tree Θ(M), a and σ(a) two maximal elements of Θ(M). By canonicity
of the connection, the thick cone at a is the connection of all the cones at a, as
well as the thick cone at σ(a). Since σ preserves labels, theories indexing a and
σ(a) are the same. Because these theories are ℵ0-categorical and M is countable
or finite, cones at a or σ(a) are the same. So are thick cones at a and σ(a) by
canonicity of the connection. There are two different induction steps for a vertex:
- one is similar to the case of maximal elements of Θ(M): if all cones at b ∈ Θ(M)
and at σ(b) are isomorphic, so are the thick cones;
- if b ∈ B ∈ Θ(M), if the thick cones at b and σ(b) are isomorphic, then the cone
of b at c ∈ B−, c < b and of σ(b) at σ(c) are isomorphic (by canonicity of the
sticking). 
8.4 Reconstruction of M from Θ(M)
Consider a finite meet-semi-lattice Ξ0, with its vertices and edges labeled as in
8.25, A0 its root and A ∈ Ξ \ {A0}. Lemma 8.25 produces another finite meet-
semi-lattice Ξ labeled as Ξ0 plus the nA. Since here Ξ is not yet a subtree of a
given tree, we must reformulate conditions (1) to (9) of Lemma 8.17, and (10) of
Proposition 8.18 in terms of meet-semi-lattice and labels only. Lemma 8.16, makes
that reformulation possible. For example, the condition “−∞ exists in T (M)” will
be replaced by “SA0 = 0, A0 has a unique successor in Ξ0, say B and nB = 1”.
So we obtain the conditions (1′) to (10′) as follows: (1’), (2’), (6’), (8’) and (9’)
are the same as (1), (2), (6), (8) and (9) in 8.17, and (10’) is the same as in 8.18.
(3’) If SA0 = 0, A0 has a unique successor in Ξ0, say B and nB = 1, then there
is a theory ΣA0,B labelling ]A0, B[.
(4’) If Ξ has a unique branch in any/some a ∈ A, for A 6= A0 in the case where
SA0 = 0, A0 has a unique sucessor in Ξ0, say B and nB = 1, then SA ≥ 1.
(5’) Assume A 6= A0, and a ∈ A, and b ∈ A
−, b < a. If there exists a theory
ΣA−,A labelling ]A
−, A[, then ΣA−,A is a theory of colored tree with a branch
without leaf V and a = supV .
(7’) Let A be maximal in Ξ0, A not the root of Ξ0 and sA 6= 0, a ∈ A, b ∈ A
−
with b < a. If there is no theory ΣA−,A labelling ]A
−, A[, then sA ≥ 2.
We are now able to reconstruct M from Θ(M).
Theorem 8.26 Given a finite meet-semi-lattice tree Ξ0 labeled with coefficients
and theories satisfying (1’) to (10’), there exists a unique finite-or-countable pure
C-structure M which is C-minimal, ℵ0-categorical, and such that Θ(M) = Ξ0.
We will build M by induction. We build Ξ from Ξ0 according to Lemma 8.25
then we define C-structures Ma and Na for a ∈ Ξ, by induction on the maximal
length of chains in Ξ0 (or in Ξ, it is the same thing), Ma for each such a, and
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Na if furthermore a is not the root of Ξ. The Ma are destined to become thick
cones in M and the Na cones, and they are the only possible choice thanks to the
canonicity of both constructions of connection and sticking. The language of each
structure is defined by induction too. Among the labels there are theories Σ, each
of which comes with its own language.
- Let A be maximal in Ξ0 and a ∈ A. If sA = 0 then Ma is a singleton. If
Σ1≤i≤sAkA,i ≥ 2 then Ma =
⊔
1≤i≤sA
ΓA,i · kA,i, where ΓA,i is the unique finite-or-
countable model of ΣA,i. It is to be noticed that in both cases, T (Ma) has a root
(due to axiom (2) and the definition of the connection when a is not a leaf). Each
theory ΓA,i is considered in each elimination language and is given by Lemma
8.22.
- If a is not maximal in Ξ, Ma =
⊔
B−=A,b∈B,b>aNb ·(nB : nA)⊔
⊔
1≤i≤sA
ΓA,i ·kA,i,
where ΓA,i is the unique finite-or-countable model of ΣA,i (and again we use a
slightly abusive notation: we take the connection of kA,i copies of ΓA,i, and (nB :
nA) copies of Nb, for 1 ≤ i ≤ sAand B
− = A, b ∈ B, b > a. There again, by
condition (2), T (Ma) has a root and the ΓA,i are considered in their elimination
languages.
- For A different from the root A0 of Ξ0 and if ]A
−, A[ is not empty, ΣA−,A has
according to Lemma 8.12 a unique finite-or-countable model ΓA−,A and we set
Na = Ma⊲ΓA−,A with the C-relation given by (∗) and V . If ]A
−, A[ is empty, we
set Na =Ma.
In the case where SA0 = 0, A0 has a unique successor B in Ξ0 with nB = 1, then
we defineM = Nb, where b is the unique element of B and then T (M) has no root
and A0 = {−∞}. Else, we define M =Ma0 , where A0 = {a0}.
Lemma 8.27 The set M is the disjoint union of kA,i copies of ΓA,i with A ∈ Ξ0
and 1 ≤ i ≤ sA, and of (nA : nA−) copies of ΓA−,A, with A ∈ Ξ0, A 6= A0. The
labelled graph Ξ deduced from Ξ0 and the nA using Lemma 8.25 embeds canonically
in T (M)∗ and T (M)∗ is the disjoint union of Ξ, copies of T (ΓA,i), and copies of
T (ΓA−,A), with the natural tree structure. In particular the A are antichains in
T (M).
Proof: By construction, for each A,B ∈ Ξ0 with B
− = A, a ∈ A and b ∈ B, Nb
is the disjoint union of Mb and ΓA,B, and T (Nb) the disjoint union of T (b) and
T (ΓA,B); Mb is the disjoint union of kA,i copies of ΓA,i and (nB : nA) copies of
Nb; and T (MA) is the disjoint union of kA,i copies de T (ΓA,i), (nB : nA) copies of
T (Nb) and a root (conditions (2) and (3)). Therefore, by induction on the depth
of A in Ξ0, Mb is the disjoint union of kA,i(nA : nB) copies of ΓA,i and (nB : nA)
copies of ΓB−,B, for B ∈ Ξ0, B > A, and 1 ≤ i ≤ sB; and T (MA) is the disjoint
union of kB,i(nB : nA) copies of T (ΓB,i), (nB : nA) copies of T (ΓB−,B), and of
roots of the MB . Taking A the singleton consisting in the root of Ξ, we notice
that T (M) contains roots of nB copies of MB . As this set of roots is the same
thing as B, Ξ embeds in T (M). 
Proposition 8.28 M is C-minimal and ℵ0-categorical-or-with-a-finite-model.
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Proof: The proof is by induction. The conditions on labels give the zero depth,
one induction step is given by Lemmas 8.21 and 8.22, the one by Lemma 8.23.

Proposition 8.29 Θ(M) = Ξ and Θ(M) = Ξ0.
Proof: In the following, unless otherwise specified, “indiscernible” means “indis-
cernible as an autonomous C-structure”.
Let us first show Θ(Ma) = Θ(Na): either ]a
−, a[= ∅ and Ma = Na, or ]a
−, a[
is dense the interdictions given by conditions (8) and (9) apply, which imposes
a ∈ Θ(Na) and then that a is definable in Na, hence points in Ma have same type
in Na iff in Ma, and finally Θ(Ma) = Θ(Na).
Let us show now, by induction on vertices depth, that Ξ≥a = Θ(Ma) = Θ(Na).
Assume A maximal in Ξ0, A 6= A0, a ∈ A and b ∈ A
−. By condition (7), Ma
is not indiscernible, thus a ∈ Θ(Ma). By construction of M any cone in a est
indiscernible, thus Θ(Ma) = {a} = Ξ≥a.
The same argument (the use of (7) less) apply to any other point a of Ξ. So Ξ
embeds in Θ(M). Otherwise, by construction of M, the direct product
∏
A∈Ξ0
A 6=A0
(AutL∪{V,Γ}ΓA−,A)(nA : nA−)!×Π
sA
i (AutLΓA,i)kA,i!
embeds in AutLM, and the ]A
−, A[ are indiscernible in M, as are the unions of the
nAkA copies of ΓA,i, hence Ξ = Θ(M). That Θ(M) = Ξ0 follows now from (10).

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