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This paper addresses the problem of estimating signals from observation models with
multiplicative and additive noises. Assuming that the state-space model is unknown, the
multiplicative noise is non-white and the signal and additive noise are correlated, recursive
algorithms are derived for the least-squares linear filter and fixed-point smoother. The
proposed algorithms are obtained using an innovation approach and taking into account
the information provided by the covariance functions of the process involved.
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1. Introduction
Systems with multiplicative noise in the observations have been widely studied, as they make it possible to model many
situations associated with different physical phenomena, such as image processing [1,2] and communication systems [3,4]
among many others.
The estimation problem based on observations with multiplicative noise has been considered by means of various
approaches. A pioneering work was carried out by Nahi [5] who derived an optimal linear recursive mean square error
estimator for discrete-time systems with uncertain observations; that is, assuming that the multiplicative component is
modeled by independent Bernoulli random variables. Rajasekaran et al. [6] developed filtering and smoothing algorithms
considering white multiplicative noise for discrete- and continuous-time systems. Later, Jimenez and Ozaki [7] derived an
optimal linear filter for continuous–discrete models obtaining the solutions of the differential equations for the predictors
and their error covariance matrices. For discrete time-varying uncertain systems, Yang et al. [8] designed a robust finite-
horizon Kalman filter assuming that the signal is nonstationary and that both types of noises, multiplicative and additive,
are white. In order to obtain the filter, the original system is transformed into a system with state-dependent noise.
These previous papers have dealt with the estimation problem in these systems considering that the noises which
corrupted the signal, multiplicative and additive, are white; however, there exist many practical situations in which the
multiplicative component is non-white. This kind of noise is common in coherent images such as ultrasound and synthetic
aperture radar among others, as observed in [9–13]. Under the hypothesis of non-white multiplicative noise, the estimation
problem has also been addressed in some studies; thus Chow and Birkemeir [11,10] developed a linear recursive estimator
based on the recursive form of the innovation process, and a new recursive filtering algorithm has recently been obtained
in [14] in a more general case than that considered by Chow and Birkemeir; that is, assuming that the additive noises of the
state and measurement are correlated.
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In the aforementioned papers, the estimation problem of signals has been considered using a state-space approach.
However, as is well known, in many practical situations the equation generating the state process is unknown and it is
not possible to use the above approach to address the estimation problem. In this case, the least-squares linear estimation
problem can be solved using the information provided by the covariance functions of the processes involved. Thus, Nakamori
et al. [15–19] obtained recursive algorithms for estimating discrete-time signals under different assumptions concerning the
multiplicative noise that affects the measurements.
This paper examines the estimation problem of a discrete signal, u(k, l) in time k and localization l, which is affected by
additive and multiplicative noises. In order to determine the estimators of the signal, the observation model is given by
z(k, l) = u(k, l)+ u(k, l)w1(k, l)+ w2(k, l), ∀k, l ≥ 1 (1)
where z(k, l) is the observed signal, u(k, l) is the ideal signal and w1(k, l) and w2(k, l) are the multiplicative and additive
noises, respectively. To derive the linear estimators of the signal, it is assumed that the multiplicative noise is a coloured
process. This assumption, as remarked above, reflects reality in the modeling of certain some image formations. Moreover,
it is assumed that the signal and additive noise are correlated; this hypothesis, according to Budhiraja [20] and Lelescu
et al. [21], is a valid one formodelingmany practical situations in engineering and image processing. Under these hypotheses
on the noises, and assuming that the equation which describes the signal is unavailable, we propose recursive filtering and
fixed-point smoothing algorithms based on the information provided by the covariance function of the processes involved.
More specifically, these linear estimators are obtained assuming that the second-order moments of the noises and signal
as well as the correlation function of the signal and additive noise are known and expressed in a semi-degenerated kernel
form. Since the goodness of the estimators is measured by error covariance matrices, recursive formulas are also developed
for these.
2. Problem formulation
2.1. Observation model
Assume that a signal, {u(k, l); k, l ≥ 1}, is corrupted bymultiplicative and additive noises; specifically, the measurement
equation is modeled as
z(k, l) = u(k, l)+ u(k, l)w1(k, l)+ w2(k, l), k, l ≥ 1 (2)
where z(k, l) is the observed signal in time k and at location l. To obtain the estimator of u(k, l), k, l ≥ 1, assume the following
hypotheses on the signal and noises:
(I) The ideal signal, {u(k, l); k, l ≥ 1}, is a n-dimensional vector with zero mean and the autocovariance function is
expressed in semi-degenerate kernel form,
Ku(k, l, s, ξ) = E[u(k, l)uT (s, ξ)] =
{
α1(k, l, ξ)βT1 (s, l, ξ), s ≤ k
γ1(k, l, ξ)ρT1 (s, l, ξ), k ≤ s,
∀l, ξ ,
where α1(·, l, ξ), β1(·, l, ξ), γ1(·, l, ξ) and ρ1(·, l, ξ) are known n×M1 matrix functions.
(II) The multiplicative noise, {w1(k, l); k, l ≥ 1}, is a scalar coloured process with zero mean and its covariance function
is expressed in semi-degenerate kernel form as
Kw1(k, l, s, ξ) = E[w1(k, l)w1(s, ξ)] = α2(k, l, ξ)βT2 (s, l, ξ), s ≤ k, ∀l, ξ ,
where α2(·, l, ξ) and β2(·, l, ξ) are known 1×M2 matrix functions.
(III) The additive noise, {w2(k, l); k, l ≥ 1}, is a white process with zero mean and covariance function
Kw2(k, l, s, ξ) = E[w2(k, l)wT2 (s, ξ)] =
{
Σk, s = k, l = ξ
0, s 6= k or l 6= ξ .
(IV) {u(k, l); k, l ≥ 1} and {w2(k, l); k, l ≥ 1} are correlated and the correlation function is expressed by
Kuw2(k, l, s, ξ) = E[u(k, l)wT2 (s, ξ)] = α3(k, l, ξ)βT3 (s, l, ξ), s ≤ k, ∀l, ξ ,
where α3(·, l, ξ) and β3(·, l, ξ) are known n×M3 matrix functions.
(V) The multiplicative noise process, {w1(k, l); k, l ≥ 1}, is independent of ({u(k, l); k, l ≥ 1}, {w2(k, l); k, l ≥ 1}).
To establish estimation algorithms, we transform (2) into an measurement equation with additive signal-dependent
noise, that is,
z(k, l) = u(k, l)+ v(k, l), k, l ≥ 1 (3)
where v(k, l) = u(k, l)w1(k, l) + w2(k, l), k, l ≥ 1. In order to derive the linear estimation algorithms from (3), we must
study some statistical properties of the signal-dependent noise, {v(k, l); k, l ≥ 1}, which are established in the following
proposition.
796 M.J. García-Ligero et al. / Journal of Computational and Applied Mathematics 234 (2010) 794–804
Proposition 1. Under hypotheses (I)–(V), the additive signal-dependent noise, {v(k, l); k, l ≥ 1}, has the following properties:
1. {v(k, l); k, l ≥ 1} has a zero mean.
2. The covariance function of signal-dependent noise is expressed in a semi-degenerate kernel form,
E[v(k, l)vT (s, ξ)] =
α12(k, l, ξ)β
T
12(s, l, ξ), s < k, ∀l, ξ
(α12(k, l, ξ),Σk)
(
βT12(s, l, ξ)
In
)
, s = k, l = ξ
where α12(k, l, ξ) = α1(k, l, ξ) ⊗ α2(k, l, ξ), β12(s, l, ξ) = β1(s, l, ξ) ⊗ β2(s, l, ξ),⊗ denotes the Kronecker product and
In is the identity matrix of dimension n× n.
3. The signal and the signal-dependent noise are correlated and the correlation function is
E[u(k, l)vT (s, ξ)] = α3(k, l, ξ)βT3 (s, l, ξ), s ≤ k, ∀l, ξ .
Proof. Property 1 is clear from hypothesis (V) and taking into account that the processes involved have a zero mean.
By hypotheses (I), (II), (III) and (V) the covariance function of this noise is
E[v(k, l)vT (s, ξ)] =
{
α1(k, l, ξ)βT1 (s, l, ξ)α2(k, l, ξ)β
T
2 (s, l, ξ), s < k, ∀l, ξ
α1(k, l, ξ)βT1 (s, l, ξ)α2(k, l, ξ)β
T
2 (s, l, ξ)+Σk, s = k, l = ξ
and by using the properties of the Kronecker product, it can be expressed in a semi-degenerate kernel form; thus, property
2 is established.
Property 3 is immediate from hypotheses (IV) and (V), taking into account that the multiplicative noise has a zero
mean. 
Assume that the observations of the signal vector are made at m fixed localizations, l1, . . . , lm; then the available
measurements to estimate u(k, l), k, l ≥ 1 are given by
zm(k) = um(k)+ vm(k), k ≥ 1 (4)
where by um(k) and vm(k)we note themn-dimensional vectors defined by
um(k) = Col
(
u(k, l1), . . . , u(k, lm)
)
,
vm(k) = Col
(
v(k, l1), . . . , v(k, lm)
)
.
The hypotheses made for the signal and signal-dependent noise processes give rise to the following statistical properties
for the processes, {um(k); k ≥ 1} and {vm(k); k ≥ 1}:
• The signal, {um(k), k ≥ 1}, has a zero mean and its autocovariance function can also be expressed in a semi-degenerate
kernel form. Indeed, by denoting
α1(k, l) =
(
α1(k, l, l1), . . . , α1(k, l, lm)
)
,
β1(s, l) = diag
(
β1(s, l, l1), . . . , β1(s, l, lm)
)
,
γ1(k, l) =
(
γ1(k, l, l1), . . . , γ1(k, l, lm)
)
,
ρ1(s, l) = diag
(
ρ1(s, l, l1), . . . , ρ1(s, l, lm)
)
we have
Km(k, l, s) = E[u(k, l)uTm(s)] =
{
α1(k, l)βT1 (s, l), s ≤ k
γ1(k, l)ρT1 (s, l), k ≤ s
and, so,
Kmm(k, s) = E[um(k)uTm(s)] =
{
α1(k)βT1 (s), s ≤ k
β1(k)αT1 (s), k ≤ s
with
α1(k) = diag
(
α1(k, l1), . . . , α1(k, lm)
)
and β1(s) =
(
β1(s, l1), . . . , β1(s, lm)
)
.
• The additive noise, {vm(k); k ≥ 1}, has a zeromean and its covariance function can also be expressed in a semi-degenerate
kernel form, given by
E[vm(k)vTm(s)] =
α12(k)β
T
12(s), s < k
(α12(k), R(k))
(
βT12(s)
Inm
)
, s = k
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where α12(k) and β12(s) are matrix functions defined from matrix functions
α12(k, l) =
(
α12(k, l, l1), . . . , α12(k, l, lm)
)
,
β12(s, l) = diag
(
β12(s, l, l1), . . . , β12(s, l, lm)
)
of the same form as α1(k) and β1(s), respectively, and R(k) = diag(Σk, . . . ,Σk).
• {um(k); k ≥ 1} and {vm(k); k ≥ 1} are correlated and the correlation function is
E[um(k)vTm(s)] =
{
α3(k)βT3 (s), s ≤ k
0, k < s
where
α3(k) = diag
(
α3(k, l1), . . . , α3(k, lm)
)
and β3(s) =
(
β3(s, l1), . . . , β3(s, lm)
)
,
and the matrix functions α3(k, l) and β3(s, l) are those corresponding to the correlation function Kuvm(k, l, s) =
E[u(k, l)vTm(s)] = α3(k, l)βT3 (s, l), s ≤ kwhich are defined in the sameway as those appearing in the covariance function
Km(k, l, s).
2.2. Least-squares linear estimation problem
An innovation approach is used to obtain the least-squares linear estimator of the signal, u(k, l), k, l ≥ 1, based on the
measurements, {zm(1), . . . , zm(L)}. This provides a straightforward means of resolving the estimation problem.
The innovation at time i is defined by νm(i) = zm(i)− ẑm(i, i−1)where ẑm(i, i−1) is the least-squares linear estimator of
zm(i) based on all previous observations. It is known that there is a one-to-one correspondence between themeasurements,
{zm(1), . . . , zm(L)}, and the innovations, {νm(1), . . . , νm(L)}, in the sense that one sequence can be obtained from the other
bymeans of a linear transformationwithout loss of information; therefore, the estimator, û(k, l, L), based on the observations
can be expressed as a linear combination of the innovations; that is,
û(k, l, L) =
L∑
i=1
g(k, l, i, L)νm(i),
where the impulse-response function, g(k, l, i, L), i = 1, . . . , L, is determined from the Wiener–Hopf equation,
E
[
u(k, l)νTm(s)
] = L∑
i=1
g(k, l, i, L)E[νm(i)νTm(s)], s ≤ L.
Taking into account that the innovation process is white, and taking Π(i) = E[νm(i)νTm(i)] to denote the innovation
covariance matrix, from the Wiener–Hopf equation
g(k, l, i, L) = S(k, l, i)Π−1(i),
where S(k, l, i) = E[u(k, l)νTm(i)]; then the least-squares linear estimator is expressed by
û(k, l, L) =
L∑
i=1
S(k, l, i)Π−1(i)νm(i). (5)
Taking into account expression (5) for the estimator, our first aim is to derive explicit formulas for their innovations as
well as for their covariance matrices. In the following section, these expressions are obtained for the innovation and for the
covariancematrix. Then, the filter and the fixed-point smoother are established from the general expression of the estimator
given by (5).
3. Innovation process
Theorem 1. The innovation at time k is given by
νm(k) = zm(k)− (α1(k), α3(k))Om(k− 1)− α12(k)Qm(k− 1), k ≥ 1 (6)
where the vectors, Om and Qm, are recursively obtained from
Om(k) = Om(k− 1)+ Jm(k)Π−1(k)νm(k), k ≥ 1; Om(0) = 0 (7)
Qm(k) = Qm(k− 1)+ Tm(k)Π−1(k)νm(k), k ≥ 1; Qm(0) = 0 (8)
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and the matrix functions Jm and Tm satisfy
Jm(k) =
(
βT1 (k)
βT3 (k)
)
− rm(k− 1)
(
αT1 (k)
αT3 (k)
)
− cm(k− 1)αT12(k), k ≥ 1 (9)
Tm(k) = βT12(k)− cTm(k− 1)
(
αT1 (k)
αT3 (k)
)
− em(k− 1)αT12(k), k ≥ 1 (10)
with
rm(k) = rm(k− 1)+ Jm(k)Π−1(k)JTm(k), k ≥ 1; rm(0) = 0. (11)
cm(k) = cm(k− 1)+ Jm(k)Π−1(k)T Tm(k), k ≥ 1; cm(0) = 0. (12)
em(k) = em(k− 1)+ Tm(k)Π−1(k)T Tm(k), k ≥ 1; em(0) = 0. (13)
The covariance matrix of innovation is given by
Π(k) = R(k)+ β3(k)αT3 (k)+ (α1(k), α3(k)) Jm(k)+ α12(k)Tm(k), k ≥ 1. (14)
Proof. From the hypotheses of the model it is immediate that the predictor of the observation is ẑm(k, k− 1) = ûm(k, k−
1)+ v̂m(k, k− 1) and then,
νm(k) = zm(k)− ûm(k, k− 1)− v̂m(k, k− 1), k ≥ 1. (15)
Therefore, in order to derive (6), it is necessary to obtain expressions for the predictors of the signal and the additive
signal-dependent noise; from general expression of the estimators (5), these are given by
ûm(k, k− 1) =
k−1∑
i=1
Sm(k, i)Π−1(i)νm(i), k > 1; Sm(k, i) = E[um(k)νTm(i)] (16)
v̂m(k, k− 1) =
k−1∑
i=1
Gm(k, i)Π−1(i)νm(i), k > 1; Gm(k, i) = E[vm(k)νTm(i)]. (17)
Clearly, in order to determine these predictors it is necessary to obtain the coefficients Sm(k, i) and Gm(k, i), respectively.
Let us start by calculating the coefficients Sm(k, i)which from expression (15) for the innovation are
Sm(k, i) = E
[
um(k)zTm(i)
]− E [um(k)̂uTm(i, i− 1)]− E [um(k)̂vTm(i, i− 1)] .
From the properties of the signal, um(k), and the noise, vm(i), and using (16) for ûm(i, i−1) and (17) for v̂m(i, i−1), we have
Sm(k, i) = (α1(k), α3(k))
(
βT1 (i)
βT3 (i)
)
−
i−1∑
j=1
Sm(k, j)Π−1(j)STm(i, j)−
i−1∑
j=1
Sm(k, j)Π−1(j)GTm(i, j), i ≤ k
Sm(k, 1) = (α1(k), α3(k))
(
βT1 (1)
βT3 (1)
)
.
Now, introducing the function Jm(i), such that
Jm(i) =
(
βT1 (i)
βT3 (i)
)
−
i−1∑
j=1
Jm(j)Π−1(j)STm(i, j)−
i−1∑
j=1
Jm(j)Π−1(j)GTm(i, j),
Jm(1) =
(
βT1 (1)
βT3 (1)
) (18)
we have
Sm(k, i) = (α1(k), α3(k)) Jm(i), i ≤ k. (19)
Following a similar reasoning, the coefficients Gm(k, i) are calculated. Using the innovation expression (15), and taking into
account the hypotheses of model and (16) and (17), we have
Gm(k, i) = α12(k)βT12(i)−
i−1∑
j=1
Gm(k, j)Π−1(j)STm(i, j)−
i−1∑
j=1
Gm(k, j)Π−1(j)GTm(i, j), i ≤ k
Gm(k, 1) = α12(k)βT12(1).
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By introducing the function Tm(i) such that
Tm(i) = βT12(i)−
i−1∑
j=1
Tm(j)Π−1(j)STm(i, j)−
i−1∑
j=1
Tm(j)Π−1(j)GTm(i, j),
Tm(1) = βT12(1)
(20)
we have
Gm(k, i) = α12(k)Tm(i), i ≤ k. (21)
Substituting (19) and (21) in (16) and (17) respectively,
ûm(k, k− 1) = (α1(k), α3(k))
k−1∑
i=1
Jm(i)Π−1(i)νm(i)
v̂m(k, k− 1) = α12(k)
k−1∑
i=1
Tm(i)Π−1(i)νm(i)
and denoting
Om(k) =
k∑
i=1
Jm(i)Π−1(i)νm(i), k ≥ 1; Om(0) = 0 (22)
Qm(k) =
k∑
i=1
Tm(i)Π−1(i)νm(i), k ≥ 1; Qm(0) = 0 (23)
the one-stage predictors are
ûm(k, k− 1) = (α1(k), α3(k))Om(k− 1), k ≥ 1 (24)
v̂m(k, k− 1) = α12(k)Qm(k− 1), k ≥ 1. (25)
Then, the explicit expression for the innovation process, given in (6), is obtained by substituting (24) and (25) in (15).
Performing i = k in (18) and (20), respectively and taking into account expressions (19) and (21), for Sm(k, i) and Gm(k, i),
we have
Jm(k) =
(
βT1 (k)
βT3 (k)
)
−
k−1∑
j=1
Jm(j)Π−1(j)JTm(j)
(
αT1 (k)
αT3 (k)
)
−
k−1∑
j=1
Jm(j)Π−1(j)T Tm(j)α
T
12(k)
Tm(k) = βT12(k)−
k−1∑
j=1
Tm(j)Π−1(j)JTm(j)
(
αT1 (k)
αT3 (k)
)
−
k−1∑
j=1
Tm(j)Π−1(j)T Tm(j)α
T
12(k)
and defining
rm(k) = E
[
Om(k)OTm(k)
] = k∑
j=1
Jm(j)Π−1(j)JTm(j), k ≥ 1; rm(0) = 0
cm(k) = E
[
Om(k)Q Tm(k)
] = k∑
j=1
Jm(j)Π−1(j)T Tm(j), k ≥ 1; cm(0) = 0
em(k) = E
[
Qm(k)Q Tm(k)
] = k∑
j=1
Tm(j)Π−1(j)T Tm(j), k ≥ 1; em(0) = 0
(9) and (10) are obtained.
From the definitions of rm, cm and em, the recursive expressions (11)–(13) are derived easily.
Finally, let us obtain the covariance matrix of the innovation process. Since the estimation error is orthogonal to the
estimator and from ẑm(k, k− 1) = (α1(k), α3(k))Om(k− 1)+ α12(k)Qm(k− 1),
Π(k) = E [zm(k)zTm(k)]− (α1(k), α3(k)) E [Om(k− 1)OTm(k− 1)]
(
αT1 (k)
αT3 (k)
)
− α12(k)E
[
Qm(k− 1)Q Tm(k− 1)
]
αT12(k)
− (α1(k), α3(k)) E
[
Om(k− 1)Q Tm(k− 1)
]
αT12(k)− α12(k)E
[
Qm(k− 1)OTm(k− 1)
] (αT1 (k)
αT3 (k)
)
.
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Then, taking into account the hypotheses of the model,
E[zm(k)zTm(k)] = (α12(k), R(k))
(
βT12(k)
Inm
)
+ α1(k)βT1 (k)+ α3(k)βT3 (k)+ β3(k)αT3 (k).
Now, using the definitions of rm, cm and em,
Π(k) = R(k)+ β3(k)αT3 (k)+ (α1(k), α3(k))
(
βT1 (k)
βT3 (k)
)
+ α12(k)βT12(k)− (α1(k), α3(k)) rm(k− 1)
(
αT1 (k)
αT3 (k)
)
−α12(k)em(k− 1)αT12(k)− (α1(k), α3(k)) cm(k− 1)αT12(k)− α12(k)cTm(k− 1)
(
αT1 (k)
αT3 (k)
)
.
Finally, taking into account (9) and (10), expression (14) is obtained. 
4. Filtering and fixed-point smoothing algorithms
In this section, the innovation approach is used to derive the recursive formulas for the least-squares linear filter and the
fixed-point smoother of u(k, l), k, l ≥ 1. A measure of the goodness of these estimators is also obtained.
Theorem 2. Under the hypotheses set out in Section 2, the filter, û[k, l, k], of the signal u(k, l), can be obtained by
û(k, l, k) = (α1(k, l), α3(k, l))O(k, l), k, l ≥ 1 (26)
where the vector O(k, l) is obtained recursively by
O(k, l) = O(k− 1, l)+ J(k, l)Π−1(k)νm(k), k ≥ 1; O(0, l) = 0, l ≥ 1. (27)
The function J(k, l) verifies
J(k, l) =
(
βT1 (k, l)
βT3 (k, l)
)
− r(k− 1, l)
(
αT1 (k)
αT3 (k)
)
− c(k− 1, l)αT12(k), k, l ≥ 1 (28)
and the functions r and c are obtained recursively by
r(k, l) = r(k− 1, l)+ J(k, l)Π−1(k)JTm(k), k ≥ 1; r(0, l) = 0, l ≥ 1 (29)
c(k, l) = c(k− 1, l)+ J(k, l)Π−1(k)T Tm(k), k ≥ 1; c(0, l) = 0, l ≥ 1. (30)
The filtering error covariance matrix, for k, l, ξ ≥ 1 satisfies
P(k, k, l, ξ) = α1(k, l, ξ)βT1 (k, l, ξ)− (α1(k, l), α3(k, l)) d(k, l, ξ)
(
αT1 (k, ξ)
αT3 (k, ξ)
)
(31)
with
d(k, l, ξ) = d(k− 1, l, ξ)+ J(k, l)Π−1(k)JT (k, ξ); k, l, ξ ≥ 1
d(0, l, ξ) = 0; l, ξ ≥ 1. (32)
Proof. An analogous reasoning to that used to derive expression (24) for ûm(k, k−1) produces the filtering algorithm given
by (26)–(30).
We now derive the recursive expression for the filtering error covariance matrices, P(k, k, l, ξ) = E [˜u(k, l, k)˜uT (k, ξ , k)],
where u˜(k, l, k) = u(k, l) − û(k, l, k) denotes the filtering errors. Since the estimation error is orthogonal to the estimator,
we have
P(k, k, l, ξ) = Ku(k, l, k, ξ)− E [̂u(k, l, k)̂uT (k, ξ , k)].
From (26) it is clear that
E [̂u(k, l, k)̂uT (k, ξ , k)] = (α1(k, l), α3(k, l)) d(k, l, ξ)
(
αT1 (k, ξ)
αT3 (k, ξ)
)
where d(k, l, ξ) = E[O(k, l)OT (k, ξ)] and from hypothesis (I), the filtering error covariance verifies (31).
Finally, the recursive relation for d(k, l, ξ) is obtained from (27), taking into account that the innovation, νm(k), is
uncorrelated with O(k− 1, l) and O(k− 1, ξ). 
M.J. García-Ligero et al. / Journal of Computational and Applied Mathematics 234 (2010) 794–804 801
In the following theorem, a recursive algorithm is derived to estimate the signalu(k, l), k, l ≥ 1, based on the observations
{zm(1), . . . , zm(L)} for L = k+ 1, k+ 2, . . . .
Theorem 3. Under the hypotheses set out in Section 2, the fixed-point smoother, û(k, l, L), for L > k, l ≥ 1, can be recursively
obtained by
û(k, l, L) = û(k, l, L− 1)+ S(k, l, L)Π−1(L)νTm(L) (33)
with the initial condition, û(k, l, k), given by (26).
The smoothing gain, S(k, l, L), is
S(k, l, L) = γ1(k, l)ρT1 (L, l)− F(k, l, L− 1)
(
αT1 (L)
αT3 (L)
)
− H(k, l, L− 1)αT12(L) (34)
where
F(k, l, L) = F(k, l, L− 1)+ S(k, l, L)Π−1(L)JTm(L), L > k
F(k, l, k) = (α1(k, l), α3(k, l))r(k, l) (35)
H(k, l, L) = H(k, l, L− 1)+ S(k, l, L)Π−1(L)T Tm(L), L > k
H(k, l, k) = (α1(k, l), α3(k, l))c(k, l) (36)
and Jm, Tm,Π , r and c are given by (9), (10), (14), (29) and (30), respectively.
The fixed-point smoothing error covariance matrix, for L > k; l, ξ ≥ 1, is recursively expressed as
P(k, L, l, ξ) = P(k, L− 1, l, ξ)− S(k, l, L)Π−1(L)ST (k, ξ , L) (37)
and the initial condition, P(k, k, l, ξ), is given by (31).
Proof. From the general expression (5) for the estimators, the fixed-point smoother is given by
û(k, l, L) = û(k, l, L− 1)+ S(k, l, L)Π−1(L)νTm(L), L = k+ 1, k+ 2, . . . . (38)
Our aim is then determine the gain, S(k, l, L) = E[u(k, l)νTm(L)]. Taking into account the hypotheses of the model, using (16)
and (17) for k = L and the expressions (19) and (21), we have
S(k, l, L) = γ1(k, l)ρT1 (L, l)−
L−1∑
j=1
S(k, l, j)Π−1(j)JTm(j)
(
αT1 (L)
αT3 (L)
)
−
L−1∑
j=1
S(k, l, j)Π−1(j)T Tm(j)α
T
12(L) (39)
and defining
F(k, l, L) =
L∑
j=1
S(k, l, j)Π−1(i)JTm(j)
H(k, l, L) =
L∑
j=1
S(k, l, j)Π−1(i)T Tm(j)
expression (34) is derived for the smoothing gain.
From definitions of F(k, l, L) and H(k, l, L), the recursive relations (35) and (36) are immediate.
Finally, the recursive expression is derived for the smoothing error covariance matrix; this is defined by P(k, L, l, ξ) =
E [˜u(k, l, L)˜uT (k, ξ , L)], where u˜(k, l, L) is the estimation error. Since the estimation error is orthogonal to the estimator, we
have
P(k, L, l, ξ) = Ku(k, l, k, ξ)− E [̂u(k, l, L)̂uT (k, ξ , L)].
From (33) and taking into account that û(k, l, L− 1) and û(k, ξ , L− 1) are uncorrelated with νm(L)
E [̂u(k, l, L)̂uT (k, ξ , L)] = E [̂u(k, l, L− 1)̂uT (k, ξ , L− 1)] + S(k, l, L)Π−1(L)ST (k, ξ , L).
Substituting in P(k, L, l, ξ), (37) is immediate. 
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Fig. 1. Original image.
Fig. 2. Observed image.
5. Numerical example
In this section, the proposed filter is applied to restore an image which is corrupted bymultiplicative and additive noises
as in (2). Themonochromatic image to be estimated, ‘‘saturn.tif’’ with 328×438 pixels and 256 grey levels, is shown in Fig. 1.
Let {u(k, l); 1 ≤ k ≤ 328, 1 ≤ l ≤ 438} be grey level at spatial coordinate (k, l). Since the pixel levels of this image field do
not have a zero mean, and the application of the proposed filter requires the image field to be centered, let us consider the
zero-mean signal obtained by subtracting the mean of the pixel levels, u = 50.4938, from the pixel levels.
The autocovariance function of the zero-mean image, u(k, l) = u(k, l)− u, is equal to that of the original image field and
can be expressed in semi-degenerate kernel form as follows
Ku(k, l, s, ξ) = σ 2A|k−s|1 A|l−ξ |2
where A1 and A2 are the correlations of the adjacent points in the sample data in the vertical and horizontal directions,
respectively. Therefore, taking into account hypothesis (I),
α1(k, l, ξ) = σ 2Ak1, β1(s, l, ξ) = A−s1 A|l−ξ |2 .
The values of A1, A2 and σ 2 have been determined from the original image, obtaining that A1 = 0.9984, A2 = 0.9991 and
σ 2 = 5318.1.
For this simulation example, the zero-mean image is degraded according to (2) and the estimated original image is
obtained by û(k, l, k) = û(k, l, k)+ u.
The multiplicative noise that affects the signal is a coloured noise given by
w1(k+ 1, l) = 0.5w1(k, l)+ v1(k, l), k, l ≥ 1
where {v1(k, l); k, l ≥ 1} is a white Gaussian noise with a zero mean and covariance E[v1(k, l)v1(s, ξ)] = 0.075. Thus,
{w1(k, l); k, l ≥ 1} has a zero mean, its covariance function is Kw1(k, s, l, ξ) = 0.1 × 0.5|k−s|, and taking into account
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Fig. 3. Filtered image form = 3.
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Fig. 4. Error variances versus time.
hypothesis (II) it is expressed in semi-degenerate kernel form as
α2(k, l, ξ) = 0.1× 0.5k, β2(s, l, ξ) = 0.5−s.
The additive noise, {w2(k, l); k, l ≥ 1}, iswhite Gaussianwith a zeromean and E[w2(k, l)wT2 (s, ξ)] = 3000δK (k−s)δK (l−ξ).
Moreover, it is assumed that the signal and additive noise are correlated and that the correlation function is given by
Kuw2(k, l, s, ξ) = 0.015A|k−s|1 A|l−ξ |2 .
Therefore, taking into account hypothesis (IV),
α3(k, l, ξ) = 0.015Ak1 and β3(k, l, ξ) = A−s1 A|l−ξ |2 .
The original image is corrupted by the above noises in accordancewithmodel (2) and the simulated image is shown in Fig. 2.
Based on this observed image, the estimation problem is addressed by considering that the measurements are made at
m fixed points. Specifically, for this simulation example, the observations, zm(k), k ≥ 1, are taken at pixels adjacent to those
where the estimation is required; that is, to determine the estimator of u(k, l) the observations are
zm(k) = Col(z(k, l−m), . . . , z(k, l), . . . , z(k, l+m)), m = 0, 1, . . . .
To apply the filtering algorithm, it was assumed that m = 3. Now, to derive the filter of the boundary levels, u(k, 3), or
u(k, 436) and u(k, 2), or u(k, 437), we consider the observations corresponding to m − 1 and m − 2, respectively. Finally,
to obtain the filters of the pixels corresponding to the first and last columns the observations were made considering the
pixels corresponding tom− 3. Taking into account the previous comment, the filtering algorithm is applied, producing the
result shown in Fig. 3.
A filtering error variance algorithm was also implemented; this provides a measure of the goodness of the proposed
estimators. These variances were calculated for different values of m. Fig. 4 shows, for each fixed value m, the different
values of the filtering error variances, P(k, k, l, ξ), for each k and l, ξ ≥ m, which are independent of l and ξ . The variances
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are shown only for k ≤ 30, since they are stabilized, as is readily apparent. Analysis of this figure show that the filtering
error variances decrease as the value ofm increases.
6. Conclusions
In this paper, recursive filtering and fixed-point smoothing algorithms to estimate a signal are derived from observation
modelswithmultiplicative and additive noises. The proposed algorithms donot require knowledge of the state-spacemodel,
but just the covariance and cross-covariance functions of the signal and noises. Recursive expression for the estimation error
covariance matrices are also given and the proposed filter has been applied to restore an image which was degraded by
multiplicative and additive noises.
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