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MITCHELL-STYLE FORCING, WITH SMALL
WORKING PARTS AND COLLECTIONS OF MODELS
AS SIDE CONDITIONS, AND GAP-ONE SIMPLIFIED
MORASSES
CHARLES MORGAN
Abstract. We give a modification of Mitchell’s technique ([8]-
[11]) for adding objects of size ω2 with conditions with finite work-
ing parts in which the collections of models used as side conditions
are very highly structured, arguably making them more wieldy. We
use one such forcing (essentially a ‘pure side conditions’ forcing) to
answer affirmatively the question, asked independently by Shelah
and Velleman in the late 1980s, as to whether a (κ+, 1)-simplified
morass can be added by a forcing with working parts of size < κ.
Introduction
The technique of forcing is a way of moving from one collection/universe
of sets/model of set theory to another. Each forcing allows one to pass
from any collection of sets possessing the properties required to fuel
the forcing to a new one. The destination model will share many of
the features of the point of departure, including satisfying the same
basic axioms (usually ZFC or ZF) and having the same ordinals, but
will also have some differences.
Forcings are typically designed with specific desired features of the des-
tination models in mind. While the starting point either may not or
assuredly will not have these features, the destination model is guar-
anteed to have them. On the other hand, one usually wants to control
at the same time whether, or the extent to which, other important fea-
tures of the original model are lost on the voyage; being a cardinal is a
prominent example.
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2 MORGAN
The constituent elements of many forcings can be thought of informally
as each breaking down into a part which gives ‘positive’ information
about a desired destination model feature and another which gives con-
straints, limitations or ‘negative’ information – often aimed at ensur-
ing that key origin model features are not lost. Such descriptions can
be useful ways of thinking, albeit that they should not be taken too
literally. These ‘positive’ parts have also been called working parts.1
Notwithstanding the fact that everything in an element of a forcing
does some work, this evocative designation has gained currency and
we use it here.
A fascinating phenomena discovered relatively early in the development
of forcing was that some individual desired combinatorial features can
be forced into existence by forcings with differing sizes of working part.
In particular, some uncountable structures of size ω1 can be forced
not only by using conditions with countable working parts, but also,
seemingly less likely intuitively, perhaps, by ones with finite working
parts.
An early example is that of adding Souslin trees. Tennenbaum’s orig-
inal proof using a partial order consisting of finite conditions can be
contrasted with Jech’s forcing with countable initial segments. Each
forcing has a property that ensures the ω1 of an origin model remains
a cardinal in the corresponding destination model: Tennenbaum’s has
the countable chain condition, while Jech’s is countably closed.
Another instructive example is that of adding closed unbounded subsets
to stationary subsets of ω1. Baumgartner, Harrington and Kleinberg
used countable putative initial segments as conditions; the forcing is
countably closed. Baumgartner then gave a forcing with finite condi-
tions and which uses side conditions to restrict the way in which the
working parts can be extended. This partial order does not have the
countable chain condition, but cardinals are preserved as the forcing is
proper.
Somewhat later it was seen that even certain structures of size ω2 can
sometimes be added by forcing with finite working parts. Ensuring the
preservation of cardinals in such arguments, however, is more delicate.
Often, as in [17], [1], [24], [13] and later papers, it is necessary to use
auxiliary functions definable from structured objects available in the
ground model to do so. In fact, some of the most efficacious of these
1The first use of the phrase ‘working parts’ in this context of which I am aware
is in [20].
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objects are not available in all ground models and must either them-
selves be added by forcing or be derivable from the internal structure
of the ground model.
Eventually this approach was subsumed by a more powerful one, in-
troduced by Koszmider ([7] – see also [3], [14], [15]). Koszmider’s work
adapted Todorcevic’s elaboration, in terms of ∈-chains of models, of
Baumgartner’s idea of using side conditions to restrict the possible
extensions of forcing conditions, to the structured objects mentioned
above.
A key difference is that in Koszmider’s technique the structured objects
are sampled dynamically during the forcings, in contrast to fixed, static
uses in the earlier papers. For some time it was reasonable to think
that this was the ‘right’ way to do such forcing while avoiding collapsing
cardinals by using ‘collections of models as side conditions.’
Mitchell ([8]-[11]) then produced remarkable arguments where the struc-
ture on the collection of models, whilst still intricate, was produced as
part of the forcing. One needs almost nothing to power the forcing
apart from some weak cardinal arithmetic constraints (for example,
2ω < λ when one wants to preserve ω1 and some larger λ).
These arguments should be seen as being more dynamic again. Not
only are the collections of models used as side conditions chosen on
the fly, but the structured collection from which they are chosen is also
generated spontaneously.
It would be good to understand better the properties of the structured
collections added as a by-product of the constructions’ main objectives
when using Mitchell’s technique, and to see to what extent those prop-
erties rely on the collections being dynamically assembled, and when
and whether, in contrast, static axiomatizations of them could be use-
ful.
Mitchell places constraints on the collections of models which form the
side conditions which are visually strongly reminiscent of the patterns
formed by the ranges of maps in gap-one simplified morasses – see,
for example, [9], Diagrams 1 and 2. This resemblence speaks to the
prescience of Velleman’s definition of gap-one simplified morasses ([22]).
Nevertheless, this paper does not address the relationship between gap-
one simplified morasses and the structured collections of models added
in the course of Mitchell’s arguments directly.
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Instead we show that one can use Mitchell-style forcing arguments to
add gap-one simplified morasses themselves. This answers affirmatively
the question, asked independently by Shelah and Velleman in the late
1980s, as to whether a (κ+, 1)-simplified morass can be added by a
forcing with working parts of size <κ.
However, rather than use the constraints on collections of models used
as side conditions that Mitchell does, here the structure we impose
on such collections is a minaturization of that of a gap-one simplified
morass.
Hence the paper also shows that one can successfully run Mitchell-
style arguments where the structured collections of models added in the
course of the construction not only in some ways resembles a gap-one
simplified morass, but actually gives rise to one. It seems reasonable to
hope that the extensive analysis of gap-one simplified morasses already
carried out may prove useful in pushing through further Mitchell-style
arguments in which the collections of side conditions, as here, actually
give rise to a gap-one simplified morass.
In the forcings discussed so far in this introduction the models in the
collections constituting side conditions are all of the same size, for
example they will all be countable if the working parts are all finite.
In recent work, Neeman and others ([16], [4], [5] and so on) have used
forcings with small working parts and collections of models of more
than one size as side conditions to prove extentions of the proper forcing
axiom and results in cardinal arithmetic. In work in preparation we
will build on the results of this paper and discuss relations between
such forcings and higher gap simplified morasses.
This paper is self-contained, and no external material concerning sim-
plified morasses is needed. However, there is an extensive literature on
gap-one simplified morasses to which the reader looking for background
material can refer, including, inter alia, [22], [23], [2], [13], [14].
We now give a more concrete outline of the remainder of the paper. We
start by mentioning some of the notation that will be used, then remind
the reader of the definition of simplified morasses and conclude by
sketching the forcing we shall use and summarizing its key properties.
Most of our set theoretic notation is standard.
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Notation 1.1. On is the class of ordinals and Card is the collection of
infinite cardinals. The letter κ will always denote a cardinal. If X is
a set and κ a cardinal we write [X]κ for {Y ⊆ X |Y = κ} and [X]<κ
for {Y ⊆ X |Y < κ}. If a is a set of ordinals then ssup(a) is the
least ordinal ξ such that a ⊆ ξ. For α, β ∈ On with α < β we write
f : α −→o.p. β to indicate that f is an order preserving function from
α to β.
We often use the following (standard) notation as short-hand.
Definition 1.2. For α, β ∈ On with α < β we write (β)α for the set
{f | f : α −→o.p. β} – equivalently the set of increasing sequences of
length α from β, and set (β)<α =
⋃
γ<α(β)
<γ.
The following definition is also used frequently.
Definition 1.3. For θ, φ ∈ On with τ < θ we say F = { id, h}, ⊆ (θ)τ ,
is an amalgamation pair if there is some σ < τ such that h  σ = id,
for all ξ such that σ + ξ < τ we have h(σ + ξ) = τ + ξ, and τ ∪ h“τ
is an initial segment of φ. In this case we say that σ is the splitting
point of F . We say F is exact if φ = τ ∪ h“τ and almost exact if
φ = (τ ∪ h“τ) + 1.
We recall the definition of an (κ+, 1)-simplified morass. Parsing the
definition below, a simplified morass consists of an increasing sequence
of length κ+ of ordinals less than κ+, with κ++ added at the top – the
levels of the simplified morass – and collections of maps from lower
levels to higher ones.
The remaining axioms specify: the possible maps from one level to
its successor, that pairs of maps up to limit levels ‘split’, i.e., factor
through a common second factor, that maps from one level to another
factor at every intermediate level and there there are only at most κ
many maps from any level to any other below the top level. Finally,
every element of κ++ is in the range of some map up to the top level.
Definition 1.4. ([22]) 〈〈θα |α ≤ κ+ 〉, 〈Fαβ |α ≤ β ≤ κ+ 〉〉 is an
(κ+, 1)-simplified morass if
• 〈θα | i < κ+ 〉 ∈ (κ+)κ+ and θκ+ = κ++
• for each α ≤ β ≤ κ+ one has that Fαβ ⊆ {f | f : θα −→o.p. θβ }
and
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• for each α ≤ κ+, Fαα = { id}
• for each α < κ+,
Fαα+1 is a singleton or an amalgamation pair
• for each α ≤ β ≤ γ ≤ κ+,
Fαγ = {g · f | f ∈ Fαβ & g ∈ Fβγ }
• for each α ≤ β < κ+, Fαβ < κ+
• if ε ≤ κ+ is a limit ordinal then the simplified morass is directed
at ε – i.e., if α, β < ε, eα ∈ Fαε and eβ ∈ Fβε there is some
γ ∈ [α ∪ β, ε), g ∈ Fγε, fi ∈ Fαγ and fj ∈ Fβγ such that
eα = g · fα and eβ = g · fβ
• ⋃{f“θα |α < κ+ & f ∈ Fακ+ } = κ++.
Let λ > κ+ be regular. A forcing will be given to add a (κ+, 1)-
simplified morass and make λ = κ++ in the generic extension.
Conditions will consist of simplified morass segments of size less than
κ, a map into λ (the map ‘up to the top’), which will also eventually
be one of the simplified morass maps, and a collection of elementary
submodels of Hλ, which combine well with the maps in the simplified
morass segment, as side conditions. The simplified morass segments in
conditions in a generic for the forcing, having size smaller than κ, do
not constitute initial segments of the added simplified morass: stronger
conditions interleave more levels.
In section 7 we show that the forcing does indeed add an (κ+, 1)-
simplified morass.2 This allows us to observe that the forcing must
also collapse all cardinals strictly between κ+ and λ.
The forcing does not have the κ+-chain condition, and indeed this
is inevitable, because a (κ+, 1)-simplified morass provides one with a
counterexample to the weak Chang conjecture and it is well-known that
no κ+-cc forcing can add such a counterexample.
However the forcing does preserve many cardinals. We survey the back-
ground material for these results in the next section, section 2, and in
section 4 we show that the forcing is proper, so κ+ is preserved.
2The simplified morass added by the forcing is not neat – although, of course,
as is well known, Velleman ([22]) showed how to obtain a neat gap-one simplified
morass (one in which
⋃{f“θ0 | f ∈ F0κ+ } = κ++) from an arbitrary one.
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In section 5 we show that λ and all cardinals greater than it are pre-
served. The programmatic way to do this is to show that the forcing
has the variant of properness which preserves λ provided 2κ < λ and
has the λ+-chain condition if 2κ ≤ λ. We give proofs in this style in
order to make clear how such proofs should run in forcing arguments
where the forcing conditions discussed here are used as side conditions.
However, as the forcing discussed in this paper is almost a pure side
conditions forcing, we are actually able to show that it has the λ-chain
condition provided 2κ < λ, and thus have from this that λ and all
greater cardinals are preserved.
In section 6 we show that if κ is a regular cardinal the forcing is <κ-
closed and thus κ and all smaller cardinals are preserved. The proof
is similar to the proof in section 7, easier in some places, essentially
because we are dealing with a descending chain of conditions as opposed
to a directed set, but a little more involved in others because of the
technical constraints on limit levels of the working parts of the forcing
conditions. (Of course, section 6 can be skipped if one is only interested
in the case κ = ω.)
Finally, in section 8, we collect together the results proven.
2. Background material on cardinal preservation and
‘good’ models.
We start this section by reviewing some relevant definitions and results
on cardinal preservation.
Definition 2.1. Let (P,≤) be a partial order and p ∈ P. A set D ⊆ P
is predense below p if for all q ≤ p there is some r ∈ D such that there
is some s ∈ P with s ≤ q, r.
Definition 2.2. Let χ be a regular cardinal, (P,≤) be a partial order
and (P,≤) ∈ N ≺ (Hχ,∈). Then p ∈ P is (N,P)-generic if for every
dense set D ⊆ P with D ∈ N we have that N ∩D is predense below p.
The following proposition is essentially from Hyttinen and Rautila’s
[6]; Roslanowski and Shelah ([18]) cite it as being due to “folklore;
Hyttinen-Rautila.” We give the proof in detail for two reasons. Firstly,
the result in [6] only covers preservation of successor cardinals and
here we want a mild generalization covering both successor and limit
cardinals. Secondly, [6] is interested in iterable forcings whereas here
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we only need worry about single step forcings and so can pare away
some restrictions on the forcings covered.
Proposition 2.3. ( cf.[6], 3.6) Let P be a partial order, let λ be an
uncountable regular cardinal and let (2P)+ ≤ χ. Suppose that P is such
that for all regular µ < λ, there is a set U ⊆ {N ≺ (Hχ,∈) |µ ⊆
N &N < λ} which is unbounded in [Hχ]<λ and such that for every
p ∈ P there is some N ∈ U with p ∈ N and some p∗ ≤ p which is
(N,P)-generic. Then forcing with P preserves that λ is an uncountable
regular cardinal.
Proof. Let µ < λ be a cardinal. Let f : µ −→ On enumerate a set
of ordinals in V [G] of size µ. Let f = f˙G for some P-name f˙ . Let φ
be the sentence ∀κ < λ ∀C ∈ [ssup(rge(f))]κ (rge(f) 6⊆ C). Suppose,
towards a contradiction, p  φ. Let N ∈ U with f˙ , p, P ∈ N , µ ⊆ N
and N = κ < λ.
For each α < µ let Dα = {r ∈ P | ∃β r  f˙(α) = β or r is incompatible
with p}. Then for each α < µ we have that Dα is dense in P and Dα
is definable from f˙ , p and P and hence is an element of N .
For each α < κ let Cα = {β ∈ On | ∃r ∈ P ∩ N r  f˙(α) = β}, so
Cα ⊆ N .
By the hypothesis on P let p∗ ≤ p be (N,P)-generic. Then, by the
definition of (N,P)-genericity we have for each α < µ that N ∩Dα is
predense below p∗: if q ≤ p∗ there is some r ∈ N and some β ∈ On
such that r  f˙(α) = β and there is some s ∈ P with s ≤ q, r. Hence
for all α < µ and for all q ≤ p∗ we have that there is some s ≤ q such
that s  f˙(α) ∈ Cα (since r forces this) and thus p∗  f˙(α) ∈ Cα.
Set C =
⋃
α<µCα. It is clear that C ∈ V and from the previous
paragraph we have that p∗  rge(f˙) ⊆ C. Moreover, as Cα ⊆ N for
each α < µ we have that C ≤ µ.κ = κ < λ. This gives the sought after
contradiction. N2.3
Definition 2.4. If P has the property of the statement of the definition
for λ = ω1 it is proper. If P has the property of the statement of the
definition for some successor of a regular cardinal λ = κ+ it is (a mild
generalization of being) κ-proper in the sense of [6]
We shall also need some technical material on elementary submodels
of Hλ for regular λ > κ+.
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Lemma 2.5. Suppose λ, θ are regular cardinals with κ+ < λ < θ.
Suppose (N,∈) ≺ (Hθ,∈) and either λ ∈ N or Card∩N is unbounded
in Card∩λ. Then (N ∩Hλ) ≺ Hλ.
Definition 2.6. A structure (N,∈) is a good model if (N,∈) ≺ (Hλ,∈),
δN = κ+ ∩N < κ+, κ+ ∈ N and N = κ.
Lemma 2.7. If M , N are good models, M ∈ N and otp(M ∩ λ) < δN
then M ∩ λ ⊆ N .
Proof. As M ∈ N we have M ∩ On ∈ N . Let γ = otp(M ∩ λ). As
Hλ |= γ = otp(M ∩λ) and N ≺ Hλ one also has N |= γ = otp(M ∩λ).
Since γ < δ we have otp((M ∩λ)N) = otp(M ∩λ), and hence (M ∩λ)N ,
= {α ∈M ∩ λ |α ∈ N }, = M ∩ λ. N2.7
Let λ be a regular cardinal with 2κ ≤ λ.
By this assumption, let / be a well-ordering of (λ)<κ+ in order-type λ.
Definition 2.8. (N,∈, /) is a very good model if (N,∈) is a good model
and (N,∈, /) ≺ (Hλ,∈, /).
Lemma 2.9. Suppose (M,∈, /) and (N,∈ /) are very good models,
M ∈ N and otp(M ∩ λ) < δN . Then ((λ)<κ+)M ⊆ N .
(Observe that ((λ)<κ+)M = {f : γ −→o.p. λ | γ < δM & f ∈ M } =
{f : γ −→o.p. λ | γ < δM & rge(f) ⊆M ∩ λ}.)
Proof. By Lemma (2.7) we have M ∩ λ ⊆ N . Let 〈xα |α < λ〉 enu-
merate (λ)<κ+ . For all α < λ we have that α ∈ M if and only if xα ∈
((λ)<κ
+
)M , and similarly for N . Thus ((λ)<κ+)M ⊆ ((λ)<κ+)N . N2.9
Definition 2.10. If N is a good model write N for the transitive
collapse of N and let piN : N −→ N be the inverse of the transitive
collapsing map.
Lemma 2.11. Suppose N is a good model, γ < δN , and g ∈ (λ)γ and
rge(g) ⊆ N ∩ λ. Then g ∈ N if and only if (piN)−1 · g ∈ N .
Proof. Immediate. N2.11
Definition 2.12. Let θ ∈ On and let f : θ −→ λ be an order-
preserving map. A good model (N,∈) fits f if and only if f = piN  On.
Equivalently, (N,∈) fits f if and only if rge(f) = N ∩ λ.
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3. Definition of the main forcing.
Definition 3.1. S = 〈〈θi | i ≤ ζ 〉, 〈Fij | i ≤ j ≤ ζ 〉〉 is a small (κ+, 1)-
simplified morass segment (SMS ) if
• ζ < κ
• 〈θi | i ≤ ζ 〉 ∈ (κ+)ζ+1,
• if i ≤ ζ is a limit ordinal then cf(θi) < κ
• for each i ≤ j ≤ ζ one has that Fij ∈ [(θj)θi ]<κ, and
• for each i ≤ ζ, Fii = { id}
• for each i < ζ either
• Fii+1 = {fi} is a singleton and ssup(rge(fi)) < θi+1,
or
• Fii+1 = { id, hi} is an almost exact amalgamation
pair (as defined in Definition (1.3))
• if k ≤ ζ is a limit ordinal then
• for all i0, i1 < k and g0 ∈ Fi0k, g1 ∈ Fi0k there are
j ∈ [max({i0, i1}), k), h ∈ Fkj, g′0 ∈ Fi0j, g′1 ∈ Fi0j
such that g0 = h · g′0 and g1 = h · g′1.
• for each i ≤ j ≤ k ≤ ζ one has that
Fik = {g · f | f ∈ Fij & g ∈ Fjk}
For technical reasons (see the remarks in the paragraphs leading up to
the definition of S in the proof of Proposition 6.1, ensuring that we can
choose the θ∗ξ suitably) we have defined small SMS in such a way as to
make sure that the following lemma holds.
Lemma 3.2. If S is a small (κ+, 1)-SMS, i < j ≤ ζ, and f ∈ Fij then
f is not cofinal into θj.
Proof. The proof is by induction on j for each fixed i. If j = i+ 1 the
result is immediate from the definition of Fii+1. (Recall that if Fii+1 =
{ id, hi} is an almost exact amalgamation pair then ssup(rge(hi)) =
θi ∪ hi“θi < θi+1.) If j = j′ + 1 for some j′ > i then let f = g · h
for some h ∈ Fij′ and g ∈ Fj′j. Again by the definition of Fj′j we
have that g is not cofinal and hence neither is f . Finally, if j is a limit
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ordinal then choose any j′ ∈ (i, j); then f = g ·h for some h ∈ Fij′ and
g ∈ Fj′j. By the inductive hypothesis h is not cofinal, hence neither is
f . N3.2
Lemma 3.3. If S is a small (κ+, 1)-SMS, 0 ≤ i < ζ, f ∈ Fi+1ζ,
F ∈ (λ)θζ and N fits F · f then Fii+1 = {fi}.
Proof. If not then otp(N ∩ λ) = σ + ξ.2 + 1 for some ξ. But this is
clearly impossible if (N,∈) ≺ (Hλ,∈). N3.3
Unsurprisingly, a variant of a generalization of the combination of Velle-
man and Stanley’s ubiquitiously helpful lemmas for simplified morasses
([22], Lemma (3.2), and [22], Theorem (3.9), respectively) is very useful
here.
Lemma 3.4. Suppose S = 〈〈θi | i ≤ ζ 〉, 〈Fij | i ≤ j ≤ ζ 〉〉 is a small
(κ+, 1)-SMS, F ∈ (λ)θn, i ≤ j ≤ ζ, f , g ∈ Fij, and ξ, τ ≤ θi. If
ssup(f“ξ) = ssup(g“τ) or if j = n and ssup(F · f“ξ) = ssup(F · g“τ)
then ξ = τ and f  ξ = g  ξ.
Proof. By induction on j for each i. If j = i+1 the lemma is immediate
from the two possible cases for the structure of Fii+1. If j = i′ + 1 for
some i′ > i, note that one can factor f , g as f = f1 · f0 and g = g1 · g0
with f0, g0 ∈ Fii′ and f1, g1 ∈ Fi′i′+1. If Fi′i′+1 is a singleton then
this instance of the lemma is immediate from the lemma for i and i′.
Otherwise, Fi′i′+1 is an amalgamation pair with splitting point σi′ and
either f1 = g1, in which case the lemma is again immediate by the
induction hypothesis, or f1 6= g1 and hence ssup(f0“ξ) = ssup(g0“τ) ≤
σi′ and so the lemma is once again true. If j ≤ ζ is a limit ordinal
then there is some k ∈ [i, j), f ′ ∈ Fik, g′ ∈ Fik and h ∈ Fkj such that
f = h · f ′ and g = h · g′. If ssup(f“ξ) = ssup(g“τ) then ssup(f ′“ξ) =
ssup(g′“τ). By the inductive hypothesis the lemma is true for k, f ′ and
g′. Hence, applying h on both sides, it is true of j, f and g. If j = ζ
then ssup(F ·f“ξ) = ssup(F ·g“τ) if and only if ssup(f“ξ) = ssup(g“τ),
and so the lemma for F · f and F · g is true by the lemma for f and g.
N3.4
We now introduce the main forcing notion that will be considered in
this paper.
Definition 3.5. P is the forcing notion in which conditions other than
1 are of the form p = (Sp,Fp,N p) where
12 MORGAN
• Sp = 〈〈θpi | i ≤ ζp 〉, 〈Fpij | i ≤ j ≤ ζp 〉〉 is a small (κ+, 1)-SMS,
• Fp = {(F p · f, θpi ) | i ≤ ζp & f ∈ Fiζp } for some F p ∈ (λ)θ
p
np ,
• N p is a set of very good models such that for every M ∈ N p
there is a unique (iM , fM) ∈ ⋃j≤ζp{j} × Fpjζp such that M fits
F p · fM and
◦1 ∀i ≤ j ≤ iM (Fpij ⊆M)
◦2 ∀N ∈ N p ∀γ < δN ∀g ∈ (θiN )γ
(iN ≤ iM & g ∈ N =⇒ g ∈M)
We sometimes write instead, more informally, p = (Sp, F p,N p), as
clearly Fp is recoverable from F p and Sp.
We take 1 to be the empty condition (∅, ∅, ∅) and, for numerological
reasons, formally take ζ1 = −1.
The ordering is given by q ≤ p if (p = 1 or)
• ζp ≤ ζq,
• there is some k : ζp + 1 −→o.p. ζq + 1 such that
• for all i ≤ ζp one has θpi = θqk(i),
• for all i ≤ j ≤ ζp one has Fpij ⊆ F qk(i)k(j),
• if k(i+ 1) = k(i) + 1 then Fpii+1 = F qk(i)k(i)+1,
• there is some fpq ∈ F qk(ζp)ζq such that F p = F q · fpq,
• N p ⊆ N q,
• if N ∈ N q is witnessed by (k(i), fpq · g) for some g ∈ Fpiζp , then
N ∈ N p (and this is witnessed by (i, g) since F q ·fpq ·g = F p ·g).
The clauses ◦1 and ◦2 are succinct and straightforward. However it is
useful, for the proofs below, to unpack them into a sequence of condi-
tions which involve the small SMS structure more explicitly.
Lemma 3.6. Suppose (as in Definition (3.5)) that p = (Sp,Fp,N p),
where Sp = 〈〈θpi | i ≤ ζp 〉, 〈Fpij | i ≤ j ≤ ζp 〉〉 is a small (κ+, 1)-SMS,
Fp = {(F p · f, θpi ) | i ≤ ζp & f ∈ Fiζp } for some F p : θpζp −→o.p. λ, and
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N p is a collection of very good models such that for all M ∈ N p there
is some (unique) (iM , fM) ∈ ⋃j≤ζp{j}×Fpjζp such that M fits F p ·fM .
Then p ∈ P, i.e., ◦1 and ◦2 hold, if and only if the following conditions
hold:
•1 ∀i ≤ j < iM (θpi < δM &Fpij ⊆M)
•2 ∀i < iM ∀g ∈ FiiM (F p · fM · g ∈M)
•3 ∀N ∈ N p (iN ≤ iM =⇒ ((κ+)<κ+)N ⊆ ((κ+)<κ+)M)
•4 ∀N ∈ N p ∀γ < δN ∀g ∈ (θiN )γ(iN = iM =⇒
(F p · fN · g ∈ N ⇐⇒ F p · fM · g ∈M))
•5 ∀N ∈ N p ∀γ < δN ∀g ∈ (θiN )γ (iN < iM =⇒
(F p · fN · g ∈ N =⇒ g ∈M))
Proof. ForM ∈ N p we have piM  On = F p ·fM . Note that piM  δM =
id, piM(δM) = κ+ and that ∀i < iM θi < δM . Observe that it is now
immediate that for i ∈ {1, 2, 3, 4, 5} we have that •i holds if and only
if •′i does, where the •′i are given by
•′1 ∀i ≤ j < iM Fpij ⊆M
•′2 ∀i < iM FpiiM ⊆M
•′3 ∀N ∈ N p ∀γ < δN ∀g ∈ (δN)γ (iN ≤ iM =⇒
(g ∈ N ⇐⇒ g ∈M))
•′4 ∀N ∈ N p ∀γ < δN ∀g ∈ (θiN )γ (iN = iM =⇒
(g ∈ N ⇐⇒ g ∈M))
•′5 ∀N ∈ N p ∀γ < δN ∀g ∈ (θiN )γ (iN < iM =⇒
(g ∈ N =⇒ g ∈M))
The conclusion now follows as ◦1 is the conjunction of •′1 and •′2 and
◦2 is the conjuction on •′3, •′4 and •′5. N3.6
Before proceeding we give a useful lemma showing that for a condition
p ∈ P the relationship of one member of the collection of good models
N p being an element of another behaves well with respect to the SMS
structure Sp of p.
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Lemma 3.7. Suppose p = (M,F ,N ) ∈ P and write ζ for ζp. If N ,
N ′ ∈ N with iN ′ < iN and N ′ ∈ N then ∃f ∈ FiN′ iN (fN ′ = fN · f).
Proof. By •1 for p applied to θi′N and N one has otp(N ′ ∩ λ) < δN . By
hypothesis N ′ ∈ N , so, by Lemma (1.7), rge(F · fN ′) = N ′∩λ ⊆ N ∩λ
= rge(F · fN). As F is order preserving rge(fN ′) ⊆ rge(fN). By the
last property of FiN′ζ given in Definition (3.5), we may factor fN ′ as
h · f where h ∈ FiN ζ and f ∈ FiN′ iN . Then h  ssup(rge(f)) = fN 
ssup(rge(f)), by Lemma (3.4), so fN ′ = fN · f . N3.7
4. Preservation of κ+.
Proposition 4.1. P is proper and hence forcing with it preserves κ+.
Proof. Let x ∈ Hχ and p ∈ P. Suppose N is a very good model with
x, p ∈ N , {g ∈ (θp
iM
)γ |M ∈ N p & γ < δM &F p · fM · g ∈ M } ⊆ N ,
and cf(N ∩ λ) = κ. (It is easy to find such an N by the downward
Lowenheim-Skolem theorem.)
As θpζp ∈ N ∩ κ+ one has that θpζp ⊆ N . Since F p ∈ N we have that
F p“θpζp ⊆ N .
Let θ∗ = otp(N ∩ λ), let F ∗ be the inverse of the transitive collapse of
N ∩ λ and let f ∗ = F ∗−1 · F p. Now define p∗ = (S∗,F∗,N ∗) by S∗ =
〈〈θpi | i ≤ ζp 〉_θ∗, 〈Fpij | i ≤ j ≤ ζp 〉_〈{f ∗ · f | f ∈ Fpiζp } | i ≤ ζp 〉〉,
F∗ = {(F ∗ · f, θp∗i ) | i ≤ ζp + 1 & f ∈ F∗iζp+1} and N ∗ = N ∪ {N }.
Lemma 4.2. p∗ ∈ P
Proof. The witnessing pair for N is (ζp∗ , id). The only thing to check
is that N satisfies •1 - •5.
•1: It is immediate that F∗ij ⊆ N for all i ≤ j ≤ ζp as F∗ij = Fpij for all
i ≤ j ≤ ζp and Fpij ⊆ N since p ∈ N , ζp and each Fpij has size <κ and
<κN ⊆ N .
•2: It is also immediate that F ∗ · f ∗ · g, = F p · g, ∈ N for all g ∈ Fiζp
as for each g ∈ Fiζp one has g ∈ N , as mentioned in the proof of
•1, and F p ∈ N (since Fp ∈ N has size <κ and <κN ⊆ N , and
F p = F p · id ∈ Fp).
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•3 - •5: Lemma (2.9) gives •3, •4 is vacuously true, and •5 is true by
the construction of N . N4.2
Lemma 4.3. p∗ is (N,P)-generic.
Proof. Let q ≤ p∗, and let m∗ ≤ ζq be such that θqm∗ = θ∗.
By the definition of small SMS we have two cases: m∗ = 0 or m∗ is a
successor ordinal. For if m∗ were to be a limit ordinal we would have
that cf(θ∗) < κ, contradicting the fact that cf(N ∩ λ) = κ.
In the former case we take q  N = 1. Clearly in the case q  N ∈ P.
Now suppose (until the end of Claim (4.4)) that we are in the other
case, so that m∗ = m + 1 for some m < ζq. In this case θqm+1 = θ∗.
Note, as remarked in Lemma (3.3), that we must have that F qmm+1 is
the singleton {f qm}.
Define q  N as follows. Let SqN = 〈〈θqi | i ≤ m〉, 〈F qij | i ≤ j ≤ m〉〉.
Let F qN = F ∗ · f qm and F qN = {(F ∗ · f qm · f, θqi ) | i ≤ m& f ∈ F qim}.
Let N qN = N q ∩N . Set q  N = (SqN ,F qN ,N qN).
Claim 4.4. q  N ∈ P.
Proof. We start by showing that the ‘F ’-component of q  N is exactly
the intersection of the ‘F ’-component of q with N .
Subclaim 4.5. F qN = F q ∩N .
Proof. In one direction, if i ≤ m and f ∈ F qim one has that
F qN · f = F ∗ · f qm · f = F q · fp
∗q · f qm · f,
where (m + 1, fp∗q) witnesses that N ∈ N q. Consequently F qN · f is
of the form F q · g for some g ∈ F qiζq and F qN · f ∈ N (by •2 for N and
q). Thus F qN ⊆ F q ∩N .
In the other direction, suppose i ≤ ζq, g ∈ F qiζq and (F q · g, θi) ∈ N .
Then i ≤ m, since θi ∈ N , and so F q ·g“θi ⊆ N . Write g as g = l ·f qm ·f
where f ∈ F qim and l ∈ F qm+1ζq . Then F q · l  (f qm · f“θqi ) = F q · fN 
(f qm · f“θqi ), where (m + 1, fN) witnesses that N ∈ N q (and hence fN
is the map fp∗q), by Lemma (1.10). Thus F q · g = F q · fp∗q · f qm · f =
F ∗ · f qm · f = F qN · f . Hence F q ∩N ⊆ F qN . N4.5
Suppose N ′ ∈ N q∩N . Then, by Lemma (2.6), fN ′ = fN ·f qm ·f for some
f ∈ F qiN′m. Recalling that fN = fp
∗q and that F qN = F q ·fp∗q ·f qm, one
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thus has that F q · fN ′ = F qN · f . Hence (i, f) is the (unique) witness
that N ′ ∈ N qN . Consequently •1 and •2 for q  N are immediate from
these properties for q. Clearly, •3 - •5 hold since they do for q.
Thus we have shown that q  N ∈ P. N4.4
Now let s = (Ss,F s,N s) ∈ N ∩ P be such that s ≤ q  N .
Claim 4.6. There is some r ∈ P with r ≤ q, s.
Proof. Let m = ζqN . Let k : m+ 1 −→ ζs + 1 witness that s ≤ q  N .
Extend k so that dom(k) = ζq + 1 by setting k(m+ 1 + i) = ζs + 1 + i
for i ∈ otp((m, ζq]).
Set ζr = ζs + otp((m, ζq]) and θri = θsi for i ≤ ζs and θrζs+1+i = θqm+1+i
for i ∈ otp((m, ζq]). The sequence 〈θri | i < ζr 〉 is increasing because
θζs ∈ N and hence θζs < δN < otp(N ∩ λ) = θqm+1.
Let F q ·fN be the inverse of the transitive collapse of otp(N ∩λ), where
(m+ 1, fN) ∈ F qm+1ζq witnesses that N ∈ N q.
Again, as s ∈ N one has that F s ∈ N and hence F s“θζs ⊆ N . Thus
one can make the following definition.
For i ≤ j ≤ ζs let F rij = F sij. Let F rζsζs+1 = {f−1N ·(F q)−1·F s}. Hence, in
the notation for small SMSs from Definition (3.1), f rζs = f
−1
N ·(F q)−1·F s.
For 1 ≤ i ≤ j ≤ otp((m, ζq]) let F rζs+iζs+j = F qij. Finally, for i ≤ j ≤ ζr
with i ≤ ζs and j > ζs set F rij = {f · f rζs · g | g ∈ F riζs & f ∈ F rζs+1j }.
Then Sr = 〈〈θri | i ≤ ζr 〉, 〈F rij | i ≤ j ≤ ζr 〉〉 is a small SMS.
Next, set F r = F q and F r = {(F r · f, θi) | i ≤ ζr & f ∈ Fiζr }.
Lastly, set N r = N s ∪N q.
In order to finish the proof we must show that •1 - •5 hold for r. If
M ∈ N s then •1 - •5 hold for r since they do for s. So suppose
M ∈ N q \ N s.
We shall write iM for (iM)r, iN for (iN)r, and so on, in the remainder
of the proof.
•1. Let f ∈ F rij with i ≤ j < iM .
Case 1(i). i ≤ j < iN ≤ iM . Then f ∈ F sij. As s ∈ N we have
F sij ∈ N and so f ∈ N (because both s and F sij are of size <κ). As
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s ∈ N we have θsj < δN and so f ∈ ((κ+)<κ+)N . As iN ≤ iM we have
((κ+)<κ
+
)N ⊆ ((κ+)<κ+)M by •3 for q. Thus f ∈M . N(Case 1(i))
Case 1(ii). i ≤ j = iN < iM . In this case we can factor f as f = fm · g
with g ∈ F rim = F sim and fm is the (unique) map in F rmm+1. By
definition fm = (F r · fN)−1 ·Fs, so F r · fN · fm = F s. Since s ∈ N and
s, F s are of size <κ, we have that F s ∈ N . As θζs < δN , and by the
case hypothesis that iN < iM , we can apply •5 for q (to N and M),
obtaining that fm ∈ M . However, we also have that g ∈ M by Case
1(i). Hence f = fm · g ∈M . N(Case 1(ii))
Case 1(iii). i < iN < j < iM . In this case we can factor f as f = h · g
with g ∈ F riiN and h ∈ F riN j. Then h ∈ M by •1 for q and g ∈ M by
Case 1(ii). Hence f ∈M . N(Case 1(iii))
Case 1(iv) iN ≤ i ≤ j < iM . In this case F rij = F qij and so f ∈ M by
•1 for q. N(Case 1(iv)), (Verification of •1)
•2. Let i < iM and f ∈ F riiM .
Case 2(i). iN ≤ i. Then •2 for f and M holds by •2 for q. N(Case 2(i))
Case 2(ii). i < iN < iM . Factor f as f = h · fm · g where h ∈ F riN iM
and g ∈ F rim. Then F r · fM · h ∈ M by •2 for q. Also, fm · g ∈ M by
•1 for r. So F r · fM · h · fm · g = F r · fM · f ∈M . N(Case 2(ii))
Case 2(iii). i < iN = iM . Factor f as f = fm · g where g ∈ F rim.
As in Case 2(ii), g ∈ M by •1 for r. As in the proof of Case 1(ii),
F r · fN · fm = F s ∈ N . So F r · fM · fm ∈M by •4 for q.
N(Case 2(iii)), (Verification of •2)
Now let K ∈ N r. If K ∈ N q then each of •1 - •5 holds for r by the
corresponding property for q. So suppose K ∈ N s \ N q.
•3. By Lemma (2.9) we have that ((λ)<κ+)K ⊆ N . By •3 for q we have
((κ+)<κ
+
)N ⊆ ((κ+)<κ+)M . Thus ((κ+)<κ+)K ⊆ ((κ+)<κ+)M .
N(Verification of •3)
•4. As iK < iM there is nothing to check here. N(Verification of •4)
•5. Suppose γ < δK , g ∈ (θiK )γ and F r · fK · g ∈ K. By Lemma (2.9),
since s, N s and K are all elements of N , we have ((λ)<κ+)K ⊆ N , and
so F r · fK · g ∈ N .
We also have that fK = fN ·fm ·(fK)s, so F r ·fK = F r ·fN ·(fm ·(fK)s).
Thus F r · fK ∈ N by •2 for r applied to N and fm · (fK)s.
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Hence g, = (F r · fN)−1 · (F r · fN · g), ∈ N . But then g ∈ ((κ+)<κ+)N
and so g ∈M by •3 for q. N(Verification of •5)
Thus r = (Sr,F r,N r) ∈ P. N4.6
Hence we have shown that p∗ is N -generic. N4.3
Thus forcing with P preserves κ+. N4.1
5. Preservation of λ and greater cardinals.
We need with a couple of auxiliary definitions for this section.
Definition 5.1. For p ∈ P let Zp = {i ≤ ζp | ∃M ∈ N p (i = iM)} and,
for i ∈ Zp, Xpi = {g ∈ (θiM )γ | ∃M ∈ N p (i = iM & γ < δM & g ∈M)}.
Note, for each p ∈ P we have that ∀i ≤ j ≤ ζp (Xpj 6= ∅ =⇒ Xpi ⊆ Xpj ),
by ◦2, and for M ∈ N p that XpiM = {g ∈ (θiM )γ | γ < δM & g ∈M }.
For p ∈ P and i ∈ Zp one has that Xpi is a subset of (κ+)<κ+ of size at
most κ.
We start by showing that P satisfies the criterion of Proposition (2.3)
for preserving λ. Referring to that criterion, here for each p ∈ P we will
be able to take the relevant (N,P)-generic p∗ to be p itself. Because
of this, as we will see below, a similar argument allows us to show the
stronger conclusion that P has the λ-chain condition. Nevertheless, we
give the more general argument here as a template, because variants of
it will be necessary when employing P as a collection of side conditions
in forcings Q (when the (N,Q)-generic p∗ will in general not always be
able to be taken to be the p ∈ Q itself) which cannot have the λ-chain
condition.
Proposition 5.2. Suppose 2κ < λ. Then forcing with P preserves λ.
Proof. Let x ∈ Hχ and µ < λ. Suppose that D is a dense set in P and
x, p, D, P ∈ N where N ≺ Hχ, µ ≤ δN = N ∩ λ ∈ λ and cf(δN) ≥ κ+,
N < λ, and Nκ ⊆ N .
Claim 5.3. If q ≤ p and q ∈ D there is some s ∈ D ∩ N such that
s ≤ p and s and q are compatible.
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Proof. As θqζq < κ
+ we have that F q“θqζq is of size at most κ, so since
Nκ ⊆ N we have that Y = N ∩ F q“θqζq ∈ N . Also, as N ∩ λ ∈ λ we
have that Y is an initial segment of F q“θqζq . Also, again as N
κ ⊆ N ,
each Xqi for i ∈ Zq is an element of N .
Let φ(x) be the formula which is the conjunction of the following sub-
formulae: x ∈ P; Sx = Sq; x ≤ p; Y is an initial segment of F x“θxζx ;
Zx = Zq; and 〈Xxi | i ∈ Zx 〉 = 〈Xqi | i ∈ Zq 〉.
Since q witnesses Hχ |= ∃xφ(x) there is some s ∈ N such that N |=
φ(s).
It is easy now to amalgamate the morass parts of s and q - our com-
ments about Y have ensured that we have a head-tail-tail amalgama-
tion which we can use in the morass. In more detail, define r by setting
ζr = ζq + 1, Sr  ζr = Sq = Ss, θrζr = otp(rge(F s) ∪ rge(F q)) + 1,
F rζqζr = { id, hrζq }, where the splitting point of F rζqζr , σrζq , is otp(Y ),
F riζr = {f · g | f ∈ F rζqζr & g ∈ F riζq } for i < ζq, F r  otp(rge(F s) ∪
rge(F q)) is the inverse of the transitive collape of rge(F s) ∪ rge(F q),
F r(otp(rge(F s) ∪ rge(F q))) = ssup(rge(F s) ∪ rge(F q)), and N r =
N s ∪N q.
Subclaim 5.4. N r is such that r ∈ P, whence r witnesses that s and
q are compatible.
Proof. The property ◦1 holds for r immediately from ◦1 for q and s.
We will be finished if we show that ◦2 also holds for r.
Suppose that M ∈ N q and K ∈ N s. (In all other cases ◦2 holds by
virtue of holding for q or s.)
Since Zs = Zq there are M ′ ∈ N s and K ′ ∈ N q such that iM = iM ′
and iK = iK′ and, as s, q ∈ P we have that ◦2 holds for each of the two
pairs K, M ′ and K ′, M . Thus, if iK ≤ iM we have that Xq
iK
= XsiK
implies that ◦2 holds for K, M , while if iK ≥ iM then XqiM = XsiM
implies that ◦2 holds for K, M . N5.4
Thus we have shown Claim (5.3) N5.3
Hence forcing with P preserves λ. N5.2
Proposition 5.5. If 2κ ≤ λ then cardinals above λ are preserved.
Proof. As 2κ ≤ λ the forcing has the λ+ chain condition. N5.5
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Of course, if λ is strongly inaccessible then clearly the forcing P has
the λ-chain condition. However, as mentioned above in the preamble
to Proposition (5.2), we can in fact show that P always has the λ-chain
condition.
Proposition 5.6. If 2κ < λ then P has the λ-chain condition.
Proof. Suppose that A is an antichain in P and A = λ. Let χ be large
enough so that A, P ∈ Hχ (e.g., χ = (2λ)+). Let N ≺ Hχ be such that
δN = N ∩λ ∈ λ and cf(δN) ≥ κ+, N < λ, and Nκ ⊆ N and A, P ∈ N .
Choose q ∈ A \N .
Claim 5.7. There is some s ∈ A∩N such that s and q are compatible.
Proof. As θqζq < κ
+ we have that F q“θqζq is of size at most κ, so since
Nκ ⊆ N we have that Y = N ∩ F q“θqζq ∈ N . Also, as N ∩ λ ∈ λ we
have that Y is an initial segment of F q“θqζq . As N
κ ⊆ N we also have
that each Xqi ∈ N .
Let φ(x) be the formula which is the conjunction of the following sub-
formulae: x ∈ P; x ∈ A; Sx = Sq; Y is an initial segment of F x“θxζx ;
Zx = Zq; and 〈Xxi | i ∈ Zx 〉 = 〈Xqi | i ∈ Zq 〉.
As q witnesses Hχ |= ∃xφ(x) there is some s ∈ N such that N |= φ(s).
Define r exactly as in the proof of Claim (5.3): by setting ζr = ζq + 1,
Sr  ζr = Sq = Ss, θrζr = otp(rge(F s)∪ rge(F q)) + 1, F rζqζr = { id, hrζq },
where the splitting point of F rζqζr , σrζq , is otp(Y ), F riζr = {f · g | f ∈
F rζqζr & g ∈ F riζq } for i < ζq, F r  otp(rge(F s)∪rge(F q)) is the inverse of
the transitive collape of rge(F s)∪rge(F q), F r(otp(rge(F s)∪rge(F q))) =
ssup(rge(F s) ∪ rge(F q)), and N r = N s ∪N q.
Subclaim 5.8. N r is such that r ∈ P, whence r ∈ P and r ≤ q, s.
Proof. Verbatim as in the proof of Subclaim (5.4). N5.8
Thus we have shown there is some s ∈ A∩N compatible with q. N5.7
This contradicts the assumption that A is an antichain. Thus we have
shown that P contains no antichains of size λ. N5.6
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6. Preservation of κ and all smaller cardinals
In this section we show that if κ is a regular cardinal then P is <κ-
closed. The proof is similar to the proof in the following section that
forcing with P adds a (κ+, 1)-simplified morass.
Suppose that κ is a regular cardinal.
Proposition 6.1. The forcing with P is <κ-closed.
Proof. Let µ be a cardinal with µ < κ. Let 〈pα |α < µ〉 be a descending
sequence of conditions from P. For α < β < µ let kαβ witness that
pβ ≤ pα. Note that if α < β < γ < µ then kαγ = kβγ · kαβ.
We start by constructing a small SMS segment S into which each Spα
is embedded.
Define two relations ∼ and < on the set {(α, i) |α < µ& i ≤ ζpα }, by
(α, i) ∼ (β, j) if α ≤ β and kαβ(i) = j or β ≤ α and kβα(j) = i, and,
similarly, (α, i) < (β, j) and α ≤ β and k(i) < j or β ≤ α and k(j) < i.
Clearly ∼ is an equivalence relation and < is a linear ordering which
respects ∼, inducing a linear ordering on the ∼-equivalence classes
E = { [(α, i)]∼ |α < µ& i ≤ ζpα }.
For x = [(α, i)]∼ ∈ E let θx = θpαi . Note, by the definition of ∼ and
of ≤P, that θx is independent of the choice of the pair (α, i). Note,
also, that x = [(α, i)]∼ < y = [(β, j)]∼ if and only if θx < θy < κ+.
Consequently, < well-orders E .
For x, y ∈ E define Fxy =
⋃{f ∈ Fpαij |α < µ&x = [(α, i)]∼& y =
[(α, j)]∼}. Let Fx = {F pα · f |x = [(α, i)]∼& f ∈ Fpαiζpα }.
Let {xξ | ξ < ζ ′} be the <-increasing ordering of E . Note that as
{(α, i) |α < µ& i ≤ ζpα } < κ we must have that ζ ′ < κ.
If ζ ′ is a successor, i.e, there is a <-maximal element of E , then set ζ
to be the predecessor of ζ. Otherwise, let ζ = ζ ′.
For α < µ define kα : ζpα + 1 −→ ζ + 1 by kα(i) = that ξ such that
xξ = [(α, i)]∼ for i < ζpα .
For ξ < ζ ′ let θξ = θxξ . For ν ≤ ξ < ζ ′ let Fνξ = Fxνxξ . If ζ ′ = ζ + 1
and xζ = [(α, i)] for α < µ and i = ζpα , let F = F pα .
If ζ = ζ ′ let θζ = otp(
⋃{rge(F pα) |α < µ}), let F be the inverse
of the transitive collapse of
⋃{rge(F pα) |α < µ} and for ξ < ζ let
Fξζ =
⋃{F−1 · F pα · f |α < µ& kα(i) = ξ& f ∈ Fpαiζpα }.
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We shall show that the structure 〈〈θξ | ξ ≤ ζ 〉, 〈Fνξ | ν ≤ ξ ≤ ζ 〉〉 has
almost all of the properties of a small SMS and then show how to gently
interleave limit levels of small cofinality where necessary.
We start with the structure of the sets Fξξ+1 for ξ < ζ.
Given ξ < ζ let α < µ be such that for some i < ζpα one has
xξ = [(α, i)]∼ and xξ+1 = [(α, i + 1)]∼. Then, by the definition of
P, Fpαii+1 is either a singleton (consisting of a order-preserving map) or
an amalgamation pair, and for all β ∈ (α, µ) we have kαβ(i + 1) =
kαβ(i) + 1 and Fpβkαβ(i)kαβ(i)+1 = F
pα
ii+1. Hence we must then have that
Fξξ+1 = Fpαii+1 and is a singleton (consisting of a order-preserving map)
or an amalgamation pair. (Note that, by the definition of small SMS,
if Fξξ+1 = Fpαii+1 = {fi} is a singleton then fi is not cofinal.)
Now we show the Fνξ have the required factorization property.
Suppose ν ≤ τ ≤ ξ < ζ ′ and f ∈ Fντ and g ∈ Fτξ. As µ is a limit
ordinal there is some α < µ with some i ≤ j ≤ l ≤ ζpα such that
kα(i) = ν, kα(j) = τ and kα(l) = ξ (i.e., xν = [(α, i)]∼, xτ = [(α, j)]∼
and xξ = [(α, l)]∼), f ∈ Fpαij and g ∈ Fpαjl . Thus g · f ∈ Fpαil , and hence
g · f ∈ Fνξ.
Similarly, suppose ν ≤ τ ≤ ξ < ζ and h ∈ Fνξ. There is some α < µ
and i ≤ j ≤ l ≤ ζpα such that kα(i) = ν, kα(j) = τ , kα(l) = ξ and
h ∈ Fpαil . But then, as Spα is a small SMS, there are g ∈ Fpαjl , ⊆ Fτξ,
and f ∈ Fpαij , ⊆ Fντ , such that g · f = h.
Now suppose that ζ = ζ ′ and ν ≤ τ < ζ. If f ∈ Fντ and g ∈ Fτζ there
is some α < µ, i ≤ j ≤ l ≤ ζpα and h ∈ Fpαjζpα such that kα(i) = ν,
kα(j) = τ , f ∈ Fpαij and g = F−1 ·F pα ·h. Then g ·f = F−1 ·F pα ·(h ·f),
where h · f ∈ Fpαiζpα ⊆ Fντ , and hence g · f ∈ Fνζ .
Similarly, if ζ = ζ ′, ν ≤ τ < ζ and f ∈ Fνζ there is some α < µ,
i ≤ j ≤ l ≤ ζpα , h ∈ Fpαij and g ∈ Fpαjζpα such that kα(i) = ν, kα(j) = τ ,
and f = (F−1 · F pα · g) · h.
Next, we show directedness at limits.
Suppose ν, τ < ξ < ζ ′, ξ is a limit ordinal, f ∈ Fνξ and g ∈ Fτξ. Let
α < µ be such that there are i ≤ j < l ≤ ζpα with kα(i) = ν, kα(j) = τ ,
f ∈ Fpαil and g ∈ Fpαjl .
If l is a successor then Fpl−1l is a singleton, say {hl−1} (as otherwise
kαβ(l) = kαβ(l − 1) + 1 for all β ∈ (α, µ) and hence kα(l) = ξ is a
successor). Furthermore, as Sp is a SMS there are f ′ ∈ Fpαil−1 and
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g′ ∈ Fpαjl−1 such that f = hl−1 ·f ′ and g = hl−1 ·g′. But then kα(l−1) ∈
[ν ∪ τ, ξ) and f ′ ∈ Fνkα(l−1), g′ ∈ Fτkα(l−1) and hl−1 ∈ Fkα(l−1)ξ.
If l is a limit ordinal, by the definition of small SMS, there is some
m ∈ [max({i, j}), l), and h ∈ Fpαml , f ′ ∈ Fpαim and g′ ∈ Fpαjm such that
f = h · f ′ and g = h · g′. Hence f ′ ∈ Fνkα(m), g′ ∈ Fτkα(l−1) and
h ∈ Fkα(m)ξ.
Now suppose that ν, τ < ζ = ζ ′, f ∈ Fνζ and g ∈ Fτζ . Then there
is some α < µ and i ≤ j ≤ ζpα with kα(i) = ν, kα(j) = τ , and
kα(ζ
pα) = ξ < ζ, and some maps f ′ ∈ Fiζpα and g′ ∈ Fjζpα with
f = F−1 · F pα · f ′ and g = F−1 · F pα · g′. As F−1 · F pα ∈ Fξζ we are
done.
We have now shown that 〈〈θξ | ξ ≤ ζ 〉, 〈Fνξ | ν ≤ ξ ≤ ζ 〉〉 has all of the
properties of a small SMS, except possibly the property that if ξ ≤ ζ is
a limit ordinal then cf(θξ) < κ. In order to guarantee this last property,
in general, we must add additional levels to E .
In order to see why consider the example of some 〈αl | l < ω 〉 in which
for all l < ω we have kαl(i) = i for all i < l but ω = kαl(l) and
cf(θ
pαl
l ) = κ. We then need to insert a ‘new’ ω-th level in order to ensure
that the θ of the ω-th level of the lower bound we are constructing does
not have cofinality κ.
This interleaving of additional levels is not hard to do, but writing
down the details formally, as we do in the following four paragraphs,
is a little involved.
So, set ζ∗ = ζ+1 if cf(θxζ) = κ, and otherwise let ζ∗ = ζ. For α < µ we
define k∗α : ζpα −→ ζ∗ as follows. For each i ≤ ζpα let ξi be the greatest
limit ordinal such that ξi ≤ kα(i) if it exists and undefined otherwise.
If ξi is defined and cf(θξi) = κ then k∗α(i) = kα(i) + 1. Otherwise we
take k∗α(i) = kα(i).
For ξ ≤ ζ∗ such that ξ ∈ ⋃{rge k∗α |α < µ} we let θ∗ζ = θpαj for any pair
(α, j) such that k∗α(j) = ξ. If ν ≤ ξ ≤ ζ∗ and ν, ξ ∈
⋃{rge k∗α |α < µ}
let α < µ be such that ν, ξ ∈ rge k∗α, let ν ′ = kα((k∗α)−1(ν) and ξ′ =
kα((k
∗
α)
−1(ξ) and set F∗νξ = Fν′ξ′ .
Now suppose otherwise, that ξ ≤ ζ∗ but ξ /∈ ⋃{rge k∗α |α < µ}, hence
ξ is a limit ordinal. Let α∗ be least such that ξ ∈ rge(kα∗). For all α ∈
[α∗, µ) and all f ∈ Fpαij , where kα(j) = ξ let γf = ssup(rge(f)). Lemma
(3.2) shows that for all such f we have γf < θξ. Hence, as cf(θξ) = κ,
we have ssup({γf |α ∈ [α∗, µ) & kα(j) = ξ& f ∈ Fpαij }) < θξ.
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So we can choose θ∗ξ such that ssup({γf |α ∈ [α∗, µ) & kα(j) = ξ& f ∈
Fpαij }) < θ∗ξ < θξ and cf(θ∗ξ) < κ. We set F∗ξξ+1 = { id} and define
the other sets of maps in the obvious way using composition to ensure
the last clause in the definition of small SMS holds: e.g., for ν ∈⋃{rge k∗α |α < µ} if ν < ξ we take F∗νξ+1 = { id ·f | f ∈ F∗νξ } and if
ξ < ν we take F∗ξν = {f · id | f ∈ F∗ξ+1ν }.
Now set S = 〈〈θ∗ξ | ξ ≤ ζ∗ 〉, 〈F∗νξ | ν ≤ ξ ≤ ζ∗ 〉〉. It is clear that S is an
small SMS.
We also define N = {N | ∃α < µ N ∈ N pα } and set p = (S, F,N ).
In order to finish the proof we must show that p ∈ P and that p ≤ pα
for each α < µ.
For the former all that is left to show is that N is as required.
Suppose M ∈ N . Let α < µ be such that M ∈ N pα ., and let iM ≤ ζpα
and f ∈ Fpαiζpα witness this. Then M fits F pα · f , = F · (F−1 · F pα · f)
and the uniqueness of (k∗α(iM), F−1 ·F pα ·f) follows from Lemma (3.2).
Suppose i′ ≤ j′ ≤ k∗α(iM) and f ∈ Fi′j′ . If i′ ∈
⋃{rge(k∗β) | β ∈ (αµ)}
let i = i′ and otherwise let i = i′ + 1. Define j similarly. Then there
is some β ∈ (α, µ) and i, j ≤ ζpβ such that k(i) = i, k(j) = j and
f ∈ Fpβ
ij
. As M ∈ N pβ we have that f ∈M .
Similarly, if N ∈ N , γ < δN , g ∈ (θiN )γ, iN ≤ iM and g ∈ N there
is some β ∈ (α, µ) such that N ∈ N pβ and iN ∈ rge(k∗β) and hence
g ∈M .
Now let α < µ. We check that p ≤ pα.
We take the witnessing ’k’ to be k∗α. The three bulletted properties of
k∗α are immediate from the definition of k∗α and that of S. We take fpαp
to be F−1 · F pα , making it immediate that F pα = F · fpαp. It is also
immediate from the definition of N that N pα ⊆ N .
Finally, if N ∈ N is witnessed by (k∗α(i), fpαp · g) for some g ∈ Fpαiζpα
then we must show that N ∈ N p.
Let β ∈ [α, µ) be such that N ∈ N pβ . By the definition of k∗α and the
fact that k∗α = k∗β · kαβ, and since F pα = F pβ · fpαpβ , we have that this
is witnessed by (kαβ(i), fpαpβ · g). As pβ ≤ pα we have (by the final
property in the list of requirements defining ≤P) that N ∈ N pα (and
(i, g) witnesses that N fits F g · g). N6.1
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7. Showing P adds an (κ+, 1)-simplified morass.
Lemma 7.1. Let p ∈ P, θ ∈ (otp(rge(F p)∪{ζ })), κ+) and ζ < λ. Then
there is some q ∈ Q such that ζq = ζp + 1, θ = θqζq and ζ ∈ rge(F q).
Proof. Define q as follows. Let ζq = ζp + 1.
If ζ /∈ rge(F p) let γ = otp(rge(F p) ∩ ζ)). Define fζp : θpζp −→ θ by
fζp  γ = id and fζp(γ + ξ) = γ + 1 + ξ for ξ ∈ otp(θpζp \ γ). Define
F q : θ −→ λ by F q(ξ) = F p(ξ) for ξ < γ, F q(γ) = ζ, F q(γ + 1 + ξ) =
F p(γ + ξ) for ξ ∈ otp(θpζp \ γ) and F q(θpζp + ξ) = ssup(F p“θpζp) + ξ for
ξ ∈ otp(θ \ (γ + 1 + otp(θpζp \ γ))).
If, on the other hand, ζ ∈ rge(F p) let fζp = id and let F q : θ −→ λ be
given by F q(ξ) = F p(ξ) for ξ < θpζp and F
q(θpζp + ξ) = ssup(F
p“θpζp) + ξ
for ξ ∈ otp(θ \ θpζp).
Finally, let
Sq = 〈〈θpi | i ≤ ζp 〉_θ, 〈Fpij | i ≤ j ≤ ζp 〉_〈{fζp ·f | f ∈ Fpiζp } | i ≤ ζp 〉〉,
F∗ = {(F q · f, θqi ) | i ≤ ζp + 1 & f ∈ F qiζp+1} and N q = N p. N7.1
Proposition 7.2. Forcing with P adds an (κ+, 1)-simplified morass.
Proof. Let G be P-generic. Define two relations ∼ and < on the set
{(p, i) | p ∈ G& i ≤ ζp}, by (p, i) ∼ (q, j) if there is some r ∈ G
with r ≤ p, q witnessed by k : ζp −→ ζr and l : ζq −→ ζr and
k(i) = l(j) and, similarly, (p, i) < (q, j) if there is some r ∈ G with
r ≤ p, q witnessed by k : ζp −→ ζr and l : ζq −→ ζr and k(i) < l(j).
Clearly ∼ is an equivalence relation and < is a linear ordering which
respects ∼, inducing a linear ordering on the ∼-equivalence classes
E = { [(p, i)]∼ | p ∈ G& i ≤ ζp}.
For x = [(p, i)]∼ ∈ E let θx = θpi . Note, by the definition of ∼ and of ≤P,
that θx is independent of the choice of the pair (p, i). Note, also, that
x = [p, i)]∼ < y = [(q, j)]∼ if and only if θx < θy < κ+. Consequently,
< well-orders E and, by Lemma (7.1), it does so in order-type κ+, since
{θx |x ∈ E } is unbounded in κ+. Let {xα |α < κ+} be the <-increasing
ordering of E .
For x, y ∈ E define Fxy =
⋃{f ∈ Fpij | p ∈ G&x = [(p, i)]∼& y =
[(p, j)]∼}. Let Fx = {F p · f | p ∈ G&x = [(p, i)]∼& f ∈ Fpiζp }.
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For α < κ+ let θα = θxα . Let θκ+ = λ. For α ≤ β < κ+ let Fαβ =
Fxαxβ . For α < κ+ let Fακ+ = Fxα .
It remains to check that M = 〈〈θα |α ≤ κ+ 〉, 〈Fαβ |α ≤ β ≤ κ+ 〉〉 is
an (κ+, 1)-simplified morass.
Given α < κ+ let p ∈ G be such that for some i < ζp one has
xα = [(p, i)]∼ and xα+1 = [(p, i + 1)]∼. Then, by the definition of
P, Fpii+1 is either a singleton (consisting of a order-preserving map) or
an amalgamation pair, and by the definition of ≤P, one must then have
that Fαα+1 is a singleton (consisting of a order-preserving map) or an
amalgamation pair.
Suppose α ≤ β ≤ γ ≤ κ+ and f ∈ Fαβ and g ∈ Fβγ. If γ < κ+ then
by the directedness of G there is some p ∈ G and i ≤ j ≤ k ≤ ζp such
that xα = [(p, i)]∼, xβ = [(p, j)]∼, xγ = [(p, k)]∼, f ∈ Fpij and g ∈ Fpjk.
Thus g · f ∈ Fpik, and hence g · f ∈ Fαγ. Similarly, if γ = κ+ there is
some p ∈ G and i ≤ j ≤ ζp such that xα = [(p, i)]∼, xβ = [(p, j)]∼,
f ∈ Fpij and g = F p · g′ where g′ ∈ Fpjζp . Thus g · f = F p · g′ · f ∈ Fακ+ .
Similarly, suppose α ≤ β ≤ γ ≤ κ+ and h ∈ Fαγ. If γ < κ+ there is
some p ∈ G and i ≤ j ≤ k ≤ ζp such that xα = [(p, i)]∼, xβ = [(p, j)]∼,
xγ = [(p, k)]∼ and h ∈ Fpik. But then, as Sp is a small SMS, there are
g ∈ Fpjk, ⊆ Fβγ, and f ∈ Fpij, ⊆ Fαβ, such that g · f = h. Likewise, if
γ = κ+ there is some p ∈ G and i ≤ j ≤ ζp such that xα = [(p, i)]∼,
xβ = [(p, j)]∼, and h = F p · h′ with h′ ∈ Fpiζp . Then, once more, as
Sp is a small SMS, there are g ∈ Fpjζp and f ∈ Fpij, ⊆ Fαβ, such that
g · f = h′, and so F p · g ∈ Fβκ+ .
Directedness at limits: suppose α ≤ β < ε ≤ κ+, f ∈ Fαε and g ∈ Fβε,
and ε is a limit ordinal.
First of all suppose ε < κ+. By the directedness of G let p ∈ G be
such that there are i ≤ j < k ≤ ζp with such that xα = [(p, i)]∼,
xβ = [(p, j)]∼, xε = [(p, k)]∼, f ∈ Fpik and g ∈ Fpjk.
If cf(ε) = κ then k is a successor and Fpk−1k is a singleton, say {hk−1}.
Furthermore, as Sp is a SMS there are f ′ ∈ Fpik−1 and g′ ∈ Fpjk−1 such
that f = hk−1 ·f ′ and g = hk−1 ·g′. But then there is some γ ∈ [α∪β, ε)
such that xγ = [(p, k − 1)]∼ and f ′ ∈ Fαγ, g′ ∈ Fβγ and hk−1 ∈ Fγε.
If cf(ε) < κ we may suppose by the closure of P and genericity that
k is a limit ordinal. Whence by the definition of SMS that there are
l ∈ [max({i, j}), k), with xγ = [(p, l)] , h ∈ Flk, f ′ ∈ Fil and g′ ∈ Fjl
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such that f = h · f ′ and g = h · g′. Hence f ′ ∈ Fαγ, g′ ∈ Fβγ and
h ∈ Fγε.
If ε = κ+ then, again by the directedness of G, there is some p ∈ G
such that there are i ≤ j < ζp such that xα = [(p, i)]∼, xβ = [(p, j)]∼,
and there are f ′ ∈ Fpiζp and g′ ∈ Fpjζp with f = F p · f ′ and g = F p · g′.
Thus we have verified directedness at ε.
We have that
⋃{f“θα |α < κ+ & f ∈ Fακ+ } = λ by Lemma (7.1).
Finally, we shall show that V [G] |= λˆ = κ˙2.
We recall a useful lemma of Velleman’s and a couple of related defini-
tion.
Lemma 7.3. ([22], Lemma (3.2).) If α ≤ β ≤ κ+, f0, f1 ∈ Fαβ, τ0,
τ1 < θα and f0(τ0) = f1(τ1) then τ0 = τ1 and f0  τ0 + 1 = f1  τ1 + 1.
Proof. By induction on β for each fixed α, using the simplicity of the
structure of the sets Fβ′β′+1 at successor steps and the directedness at
limits at limit steps. N7.3
Definition 7.4. ([13]) If α ≤ β ≤ κ+, τ ′ < θα and there is some
f ∈ Fαβ and τ < θβ such that f(τ ′) = τ , let ψ(α,τ ′),(β,τ) = f  τ ′ + 1.
By Lemma (7.3) each such ψ(α,τ ′),(β,τ) is well defined.
Definition 7.5. ([13]) If α < κ+, τ < λ and there is some f ∈ Fακ+
with τ ∈ rge(f) write τα for the unique τ ′ such that f(τ ′) = τ .
Let ξ < λ. There is some αξ < κ+ such that for all α ∈ [αξ, κ+)
there is some ξα < θα with ψ(α,ξα),(κ+,ξ) well defined. For such α set
Aα = rge(ψ(α,ξα),(κ+,ξ)  ξα).
By directedness at the limit ordinal κ+, we have that for every τ < ξ
there is some α ∈ [α∗, κ+) and f ∈ Fακ+ such that τ , ξ ∈ rge(f),
and hence τ ∈ Aα. So ξ =
⋃{Aα |α ∈ [αξ, κ+)} and thus is the
union of the κ+ many sets of size at most κ; hence we must have that
V [G] |= λˆ = κ˙2. N7.2
In [19], Shelah, Väänänen and Veličković introduced the antichain
property for simplified morasses, a property related to prior work of
Miyamoto ([12]).
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Definition 7.6. ([19]) Let M = 〈〈θα |α ≤ κ+ 〉, 〈Fαβ |α ≤ β ≤ κ+ 〉〉
be a (κ+, 1)-simplified morass. As in Definition (7.5), if α < κ+, τ <
κ++ and there is some f ∈ Fακ+ with τ ∈ rge(f) write τα for the unique
τ ′ such that f(τ ′) = τ . We say M has the κ++-antichain property if
∀X ∈ [κ++]κ++ ∃τ, ξ ∈ X ∀α < κ+
(τα and ξα are both defined =⇒ τα ≤ ξα).
We note that the analogue for (ω, 1)-simplified morasses always fails
if Martin’s Axiom holds: whilst ZFC shows there are always (ω, 1)-
simplified morasses, MAω1 implies that no (ω, 1)-simplified morass has
the ω1-antichain property. As far as we know it is open whether there
is a similar consistency result for (κ+, 1)-simplified morasses.
Proposition 7.7. The (κ+, 1)-simplified morass added by forcing with
P has the κ++-antichain condition.
Proof. Suppose p ∈ P and p  X˙ ∈ [κ++]κ++ . We can find some
E ∈ [κ++]κ++ and for each ξ ∈ E some pξ ∈ P such that pξ  s ∈ X˙.
By Lemma(7.1) we may assume that ξ ∈ rge(F pξ) for each ξ ∈ E. By
the ∆-system lemma we may thin E, if necessary, so that for distinct
ξ, ξ′ ∈ S we have dom(F pξ) = dom(F pξ′ ), there is some ξ such that
F pξ(ξ) = ξ, F pξ′ (ξ) = ξ′, ξ′ /∈ rge(F pξ) and ξ /∈ rge(F pξ′ ). Now apply
the proof of Proposition (5.6) to the collection of pξ for ξ in the thinned
E. This gives us some ξ, ξ′ ∈ E with ξ < ξ′ and some r ≤ pξ, pξ′ such
that r  ∀α < κ+ (ξα and ξ′α are both defined =⇒ ξα ≤ ξ′α). N7.7
8. Summary of results proven
Theorem 8.1. Suppose λ is regular and 2κ < λ. There is a κ+-proper,
λ-chain condition forcing (hence preserving κ+, λ and all larger cardi-
nals and cofinalities) which collapses any cardinals µ with κ+ < µ < λ,
and such that in the forcing extension there is an (κ+, 1)-simplified
morass with the κ++-antichain condition.
Proof. Immediate from Propositions (4.1), (5.6), (7.2) and (7.7). N
Corollary 8.2. If 2κ = κ+ then there is a κ+-proper, κ++-cc forc-
ing which preserves all cardinals and cofinalities and adds an (κ+, 1)-
simplified morass with the κ++-antichain condition.
Proof. By the premise that 2κ = κ+ we may apply Theorem (8.1) with
λ = κ++. N8.2
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Corollary 8.3. If 2κ < λ the forcing P of Theorem (8.1) adds an
κ+-Kurepa tree. If κ = ω then P adds  ω1 sequence.
Proof. Immediate from Theorem (8.1) and the work of Velleman in
[22], and [22] and [21], respectively, where it is shown that if there is a
(κ+, 1)-simplified morass then there is a Kurepa tree, and if there is a
(ω1, 1)-simplified morass then  ω1 holds. N8.3
Remark 8.4. That, when κ = ω, P adds a Kurepa tree should be
contrasted with the old theorem of Jensen that if  ω1 holds there is a
ccc forcing – with finite working parts – to add an ω1-Kurepa tree. See
[24] for a proof of this result in the style of the introductory remarks
to this paper.
However there can be no direct extension of that theorem to a one
that asserts that if  ω1 there is ccc forcing to add an (ω1, 1)-simplified
morass. This is because  ω1 is consistent with the weak Chang con-
jecture holding, no ccc forcing can destroy the truth of the weak Chang
conjecture and the existence of an (ω!, 1)-simplified morass implies the
failure of the weak Chang conjecture.
In future work we shall address higher gap analogues of these results.
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