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Abstract 
Although anecdotally sex differences and the impact they may have on cognition is a hot 
topic in the media, and indeed in research, very little consensus has been found for 
hormone-related changes in behaviour. Previous work in this area tends to use a two-time 
repeated measures method to investigate the impact of hormones across the menstrual 
cycle. However this method has been shown to be relatively ineffective. The female 
menstrual cycle is roughly 28 days long with very a dynamic, and rapidly changing, 
mixture of hormone concentrations across the cycle. To capture this fully we suggest it is 
necessary to collect data at a significantly greater number of time points with more 
rigorous methods and suitably sensitive analysis.  
Four studies are presented in this thesis which focus on capturing more accurately the 
effect of hormones on cognition across the menstrual cycle. Studies One – Three present 
data from 13 participants using the standard two-time repeated measure method to 
investigate categorisation behaviour. This is a completely novel area of research in terms 
of cognition and hormones. Previous research has focused on various aspects of cognition, 
yet despite categorisation behaviour being a clearly distinct area of cognition, research 
into the impact of hormone changes has neglected to look for differences here. The focus 
on categorisation behaviour provides us with a more holistic picture of the impact of 
hormones on performances and cognition. Study Four provided a novel approach to the 
way in which studies are conducted in the area. Here we present a multiple repeated 
measures study with data from 22 participants using a figural comparison task with 
measurements at twelve time points across their cycles. A previous study by Hausmann et 
al,. (2002) using a figural comparison task showed clear impact of the menstrual cycle on 
cognitive performance using 15 time-point measurements in a sample of 12 participants. 
In addition to an increase in measurement sensitivity using more time points, we also 
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developed a novel mathematical approach to model the performance change over the 
menstrual cycle. 
From Studies One to Three we determined that categorisation performance does not 
appear to be influenced by changes in cyclical hormone changes. However we did find an 
influence of hormonal changes on performance in a 1-dimensional categorisation task 
which demonstrates that hormones may have an impact upon Rule-based categorisation. 
From Study 4 we were unable to replicate Hausmann and colleagues findings. However 
we were able to successfully develop a novel modelling method that could accurately 
predict participant performance on a figural comparison task across the menstrual cycle.  
Overall this thesis presents a comprehensive investigation into hormone related changes 
in cognition across the menstrual cycle. We looked into a novel area of behavioural 
categorisation to determine the impact of hormone related changes in performance on such 
a task. Through which we demonstrated that in this one area there is little impact despite 
most other areas of cognition being influenced by cyclical hormonal changes. We then 
investigated the methodology used in the field in an attempt to improve and develop more 
accurate and sensitive measures. We were unable to replicate a previous study using 
multiple time points, however the success of developing a model to predict performance 
on the figural comparison task provides a useful tool for researchers in the area in the 
future. The thesis clearly demonstrates that this is an area in the field of psychology and 
neurobiology that is still in need of further investigation and that we still have much to 
understand in terms of the ways in which our hormones can impact our behaviour.  
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1 Chapter One: Introduction 
It has consistently been demonstrated that sex-hormones such as testosterone, 
progesterone and estradiol have the potential to modulate human mood, cognition and 
behaviour (e.g. Gillies & McArthur, 2010; Luine, 2008; Sofuoglu, Mouratidis, & Mooney, 
2011; van Wingen, Ossewaarde, Bäckström, Hermans, & Fernández, 2011). In addition 
to this, the hormones progesterone and estradiol which fluctuate cyclically in most young 
human females can alter behaviour over a hormone cycle of only 28days (e.g. Dreher et 
al., 2007; Farage, Osborn, & MacLean, 2008; Goldstein et al., 2005). This hormonal 
modulation of behaviour has been implicated as the root of sexually differentiated 
behaviours (Halpern & Tan, 2001) especially those that are thought to be lateralised in the 
brain (Halpern, 2000; Hausmann, Slabbekoorn, Van Goozen, Cohen-Kettenis, & 
Güntürkün, 2000). 
Research has since progressed such that the study of behaviour over the female menstrual 
cycle has become a point of interest in its own right, not just as a means of discerning sex-
related differences in behaviour. To detect behaviours that can be modulated over the 
menstrual cycle, researchers mostly employ a two-time repeated-measures design. In this 
design the same female sample are asked to complete the same cognitive task at two 
different time-points during the female hormone cycle. Typically, the two time-points are 
intended to coincide with the days of the menstrual cycle when hormones are at their 
highest (day 20-22 of a 28day cycle) and again when hormones are at baseline level (days 
2-10 of 28). If all other variables are kept constant, then any differences in task 
performance seen between these two time points can then be inferred to be attributable to 
the change in hormone levels. This inference is usually, but not always, aided by the 
inclusion of hormone testing at both time-points. However, research into behaviour 
modulation by sex-hormone fluctuation over the female menstrual cycle is complicated 
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by numerous methodological confounds. Amongst others, this two-time repeated-
measures design can be seen as particularly problematic, in part because of the dependence 
of researchers on unreliable self-report data and due to the intra-variability of the hormone 
fluctuations themselves, both of which will be explored in greater detail later in the thesis.  
The following thesis is an exploration into whether two-time repeated measuring is an 
inadequate method for researching behavioural changes over the menstrual cycle and how 
we might improve the research field by refining methodology and looking for novel 
variables which might affect cognition over the menstrual cycle.  
In the ensuing introduction, background research into sex-related differences in behaviour 
and brain structure will be provided. This will be followed by an introduction to the 
menstrual cycle and the sex hormones progesterone and estradiol. Next, literature on 
hormonal modulation of behaviour and cognition shall be overviewed with a critique on 
experimental design. Finally, the research aims of the current thesis and the studies 
designed to answer the research questions shall be described. 
1.1 Sex-related differences in behaviour 
A diverse range of human behaviours show sex-specific idiosyncrasies. From romantic 
attachment (Del Giudice, 2011) to motor skills (Bryden & Roy, 2005; Moreno-Briseno, 
Diaz, Campos-Romo, & Fernandez-Ruiz, 2010), from emotional memory (Seidlitz & 
Diener, 1998) to gambling style (Grant & Kim, 2002), most sex-related differences simply 
enhance the uniqueness of the individual. However, researchers in the field of sex-specific 
behaviours have a responsibility to report their findings critically and with great care and 
accuracy as the subject of innate differences between females and males can cause a great 
deal of tension. A well-known example is when in 2002 Harvard University’s President 
Lawrence Summers caused outrage from Women’s rights organisations, Alumni and 
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faculty alike when he suggested in a speech that innate sex differences were the origin of 
the under-representation of women in mathematics and science as opposed to real 
discrimination. Although Summers was not claiming that women were inferior or 
cognitively deficit, and discrimination and bias are certainly not the only reasons for work 
force imbalances, Summers was forced to send numerous letters of apology and many 
prominent scientists and activists called for his resignation. The backlash can be attributed 
mainly to the fear that this kind of thoughtless reporting of innate sex-related differences 
could be used to justify further discrimination against women obtaining jobs in the formal 
and physical sciences. However, research into sex-related differences can have many more 
positive outcomes such as when knowledge can impact health policy and encourage 
individualised approaches to therapy. The usefulness of this is evident in literature 
pertaining to sex-related difference in substance misuse. Young men are more likely than 
young women to take illicit drugs (Chen & Jacobson, 2012; Lev-Ran, Le Strat, Imtiaz, 
Rehm, & Le Foll, 2013). Despite this, the progression from use to abuse of drugs in male 
users takes substantially more years than the same degree of substance misuse progression 
in females (Hernandez-Avila, Rounsaville, & Kranzler, 2004; Mann et al., 2005). Female 
opioid users will, on average, take 7 years between the onset of regular opioid use and 
seeking help, whilst for males the progression usually takes an average of 12 years 
(Hernandez-Avila et al., 2004). Conversely, there is reportedly no difference in the drug 
use severity on females and males upon entry into treatment. Called telescoping, this 
phenomenon also occurs in pathological gambling (Grant & Kim, 2002; Grant, Odlaug, 
& Mooney, 2012). Although these findings are feasibly attributable to sex-related 
differences in help seeking behaviour, with more women seeking treatment than men (e.g. 
Galdas, Cheater, & Marshall, 2005), the fear of losing children and social stigma 
discourages women from seeking help resulting in the underrepresentation of women in 
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treatment settings (Greenfield et al., 2007).Knowledge of these sexually differentiated 
behaviours can help to drive social and health policy change as well as highlight the 
importance of individualised treatments of substance misuse disorders. 
In general, reported sex-related differences in cognition and behaviour are widespread and 
tend to be complements of each other. Whilst Males tend to be better at gross motor 
movements (Halpern, 2000), navigation with cardinal directions and metric distances 
(Coluccia & Louse, 2004; Grön, Wunderlich, Spitzer, Tomczak, & Riepe, 2000) and 
working memory (Lynn & Irwing, 2008). Females perform superiorly in fine motor 
movements (Halpern, 2000), navigation using landmarks (Coluccia & Louse, 2004; Grön 
et al., 2000) and emotional memory (Canli, Desmond, Zhao, & Gabrieli, 2002). Male and 
female behaviour should not however be thought of as a binary classification. There are 
numerous ways in which the behaviour and cognitive processes of the sexes are similar 
(Hyde, 2005, 2007; Hyde, Lindberg, Linn, Ellis, & Williams, 2008) not to mention the 
large percentage of individuals who, whether biologically or by means of self-designation, 
fall outside of these discrete classes. Characterising each sexes brain is a plethora of 
different mechanisms (Arnold, 2009; McCarthy & Arnold, 2011) including sex-biased 
genes (Dewing, Shi, Horvath, & Vilain, 2003; Jazin & Cahill, 2010) gonadal- and neuro-
hormone concentrations (Kimura, 1992), and structural peculiarities (Goldstein et al., 
2001) each of which have varying degree of impact depending on the individual. In turn, 
each of these biological behavioural impacts effect and are effected by, the experiences 
and environment in which the individual reside. This complex interplay of psychosocial 
and biological variables is depicted in the psychobiosocial model and was first used in 
reference to sex-related differences  
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1.2 Explaining sex-related differences – The Psychobiosocial model 
As it became increasing apparent that there were discernible sex-related differences in 
behaviours, attention soon turned to focus on the ultimate origin of these differences. 
Evolutionary theory (e.g. Buss, 1995) is probably the best known of these origin theories 
with social structure theories being the alternative set of origin theories (see Eagly, Wood, 
& Diekman, 2000).  The premise of evolutionary theory is that men and women possess 
mechanisms that have evolved in a sex-specific manner which cause them to be different 
psychologically and occupy different social roles. On the other hand, social structure 
theories purport that the division of labour is the origin of psychological sex differences 
which adapt to allow the individual to adjust to their role and not the other way round. 
Although both are interactionist in that they take both biological and environmental 
factors into account, these theories allow for very little flexibility and are still ultimately 
based upon a nature-nurture dichotomy. Eagly and Wood (1999) in a review of these 
theories remarked that the basic tenets of sex differences are readily encompassed by both 
theoretic perspectives but were concerned that neither theory was substantial enough and 
required further predictions and empirical testing, As an alternative to this dichotomy, 
Diane Halpern (Halpern, 2000; Halpern et al., 2007; Halpern & Tan, 2001), proposed that 
a psychobiosocial model is likely to be more suitable for explaining sex-related 
behavioural differences.  
The psychobiosocial model (figure 1) is based largely on the premise that dividing 
behaviours into either biological or environmental origins is impossible (Halpern & Tan, 
2001). Instead, the framework promotes the idea that sex-related differences are reflective 
of both nature and nurture and thus a more integrated way of thinking is called for.  
Each individual is predisposed by their biology to learn some skills more readily than 
others (Halpern & Tan, 2001). In addition to this, assumptions by others about ones 
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qualities and preferences may ensure that a person is more frequently exposed to certain 
experiences than other. For example young girls may be more likely to be invited to try 
horse riding and cooking whilst young boys may be encouraged to explore and play 
football. The boundary between biology and experience is seamless (Halpern & Tan, 
2001) and changes can occur in neural architecture due to repeated experience as long as 
the experience is represented in the brain with enough saliency and intensity to form an 
imprint (Kleim & Jones, 2008). These neural changes can, in turn, promote certain 
attributes, subsequently leading to the increased likelihood of similar experiences. Thus 
social stereotypes about appropriate experiences for ones’ sex can shape the experiences 
an individual is exposed to which in turn confirms and enhances the original stereotype. 
The psychobiosocial model is depicted graphically in figure 1. The current thesis is 
concerned primarily with impact of hormones on the brain and how these may influence 
behaviour. However two other parts of the model can be highlighted as being particularly 
important to the current thesis and these are ‘the brain’ and ‘thoughts and behaviours’ 
which shall now be discussed briefly in light of the studies and literature in the ensuing 
thesis.  
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Figure 1: The psychobiosocial model – biological, 
psychological and social variables exert mutual influences on 
each other. Image from Halpern (2000) 
1.2.1 Thoughts and Behaviours: Stereotyping 
It is widely acknowledged that the beliefs about the abilities of males and females may 
cause an individual to react in the way that is expected of them, especially if that 
stereotype is made salient (Steele & Aronson, 1995). Stereotype threat is when an 
individual feels at risk of confirming negative stereotypes about one’s own group (Steele 
and Aronson, 1995 in Wister, Stubbs, & Shipman, 2013). When negative stereotypes are 
made salient this risk increases, this risk has a negative impact on cognition (Spencer, 
1993).  
Spencer, Steele, and Quinn (1999) demonstrated that sex differences in mathematical 
ability could be manipulated by activating stereotype threat. In a group of equally qualified 
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males and females, a difference in mathematical ability was seen if the group were told 
that the test yielded a gender difference. However, if the group were told that the test 
yielded no gender difference then there were no differences between the scores of female 
and male participants. Further to this, gender stereotypes may not only influence the 
individuals’ beliefs about their own abilities but if may influence the beliefs that the 
individuals peers have about them abilities. Becker (1981 in Halpern et al., 2007) reported 
that teachers direct 61% of praise and 55% of high-level open questions to boys during 
science and mathematics classes. This behaviour is likely to discourage girls from 
participating and attempting to do well during these classes. As our neuro-architecture is 
defined by our experiences and learning, this preferential treatment may have long-term 
knock-on effects in the brain. Therefore, it is important when conducting studies on 
behaviours that may be sensitive to gender bias that the researcher is aware of the 
importance of the way in which the test is designed. By activating an individuals’ or 
groups’ stereotype about their likelihood of being successful at a particular behaviour it 
may influence the results of the study. 
Interestingly, a study by Hausmann, Schoofs, Rosenthal, and Jordan (2009) demonstrated 
how stereotypes may also have an effect upon hormone levels, another biological variable 
thought to influence sex-related differences in ability and behaviour. In this study a group 
of females (n=59) and males (n=55) were randomly assigned to either an experimental or 
a control group. Both groups had to carry out a series of cognitive tasks that are thought 
to reliably produce sex differences in performance; two mental rotations tasks (supposedly 
male dominant), two verbal fluency and one speed of processing tasks (supposedly female 
dominant). At the end of the experiment both groups had to fill out a stereotype 
questionnaire which assessed the strength of the individuals’ gender stereotypes. The 
experimental group also had to complete this test prior to the experiment which was 
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assumed to activate gender stereotypes. (Hausmann et al., 2009) found that the males in 
the experimental group had significantly higher testosterone than those in the control 
group (about 60% higher). Although they were unable to demonstrate a direct causal link 
between gender stereotype activation and testosterone - it is unlikely that this result is a 
spurious result as the groups were sufficiently large and randomly assigned. If it is the 
case that hormones can be affected by the elicitation of a sex stereotype, then this finding 
is especially pertinent to the articles reviewed later in the thesis and the studies presented 
in chapters 2 and 3 of the thesis. Researchers should word their task instructions to be 
gender neutral and try not to influence the thoughts the participant may hold about their 
ability on the task. Unfortunately as most articles do not write verbatim the entire dialog 
the researcher and the participant engage in, this is hard to asses.  
1.2.2 Sexually dimorphic brain structures 
Sexual dimorphism is a difference in appearance between males and females of the same 
species. The most obvious difference in humans is of course differences in reproductive 
organs. There is however evidence from both post-mortem and in vivo studies that the 
human brain is also sexually dimorphic. For example, males, on average, are consistently 
reported to have brains 8-10% larger than females (Goldstein et al., 2001; Lenroot et al., 
2007). Understanding if and how sexual dimorphisms are present in brain morphology is 
important for understanding the various neurological and psychiatric conditions that vary 
in their prevalence, onset age and symptomology by sex.  
Unfortunately many findings of sexual dimorphisms in the human brain are hotly 
disputed. Discrepancies in the literature are likely to be caused by differences in 
measurement techniques and differences in de-trending differences in global brain volume 
(see Good et al., 2001). Other problems which may contribute to inconsistencies include 
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small sample sizes and the large age range of the samples used (Lenroot et al., 2007; 
Ruigrok et al., 2014)  
A recent meta-analysis by Ruigrok et al. (2014) collated findings from 126 articles 
spanning from 1990 to January 2013. Studies were included in their regional voxel-based 
meta-analysis if they provided an explicit whole-brain voxel-based analysis of brain 
volume or tissue density and spatial coordinates and statistics and effect sizes for key 
results. The results of this meta-analysis indicated sex differences in lateral asymmetries. 
Larger volumes in males were seen in bilateral limbic areas (associated with emotion and 
stress regulation) and the left posterior cingulate gyrus (an area which has been implicated 
in the default mode network, see Raichle et al, 2001). Higher densities were seen on the 
left side of the limbic system. Females however has larger volumes in the language and 
limbic areas of the right hemisphere 
This meta-analysis is just one of many to conclude that there are sex-related differences 
in the laterality of the human brain. For example Wager, Phan, Liberzon, and Taylor 
(2003) found the men demonstrate more lateralisation of emotional processing. As such, 
one area of the brain that has received particular interest in investigations of sexually 
differentiated brain regions is the corpus callosum through which the majority of 
interhemispheric connections are made (Hofer & Frahm, 2006). One of the first claims of 
sex differences in the size of the corpus callosum was made by Halloway and de Lacoste 
in 1986. In their post mortem studies on eight female and eight male brains, researchers 
blind as to the sex of the brain they were measuring consistently agreed that the dorso-
ventral splenial distance is significantly larger in females than in males even when 
accounting for brain weight (Holloway & De Lacoste, 1986).  
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Although the research group were able to replicate their findings (Holloway, Anderson, 
Defendini, & Harper, 1993), post-mortem studies by other researchers were unable to find 
the same sexual differentiation (see Resnick, 2006). Other studies have noted that it is the 
isthmus and not the splenium that is larger in females (Witelson, 1989) leading some to 
suggest that discrepancies may be due to differences in the way in which the sections of 
the CC are divided (see Resnick, 2006). However, despite a meta-analysis concluding that 
the overall size of the CC was larger in males, and that differences in size of the splenium 
are not consistently reported (Bishop & Wahlsten, 1997), using a variety of computerized 
approaches, Davatzikos et al. (1996) confirmed that the splenium is indeed larger in 
females that there are also sex differences in callosal shape. Despite these discrepancies, 
one thing that is agreed is that there is a difference growth trajectories of the CC in girls 
and boys (Luders, Thompson, & Toga, 2010) and sex differences in CC morphology have 
been purported to underlie differences seen in male and female patterns of laterality with 
males thought to have more lateralised patterns of activation than females.  
1.2.3 Sex-related differences in laterality 
Males and females use different information processing strategies when they complete 
intelligence tasks such as the raven probability matrix (Abad, Colom, Rebollo, & Escorial, 
2004)  and the Salovey–Caruso Emotional Intelligence Test (Castro-Schilo & Kee, 2010) 
which is purportedly because males tend to rely heavily upon the RH, reflecting a global 
processing approach, whilst females are more likely to use a LH based strategy reflecting 
perhaps a more local processing strategy (Castro-Schilo & Kee, 2010). Rybash and Hoyer 
(1992) who proposed that the LH is involved in categorical spatial 
representations/judgements and the RH is specialised for coordinate spatial 
representations found that males were faster than females at the coordinate task whilst 
females perform better at the categorical task. 
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Sex differences in laterality are especially interesting to the current thesis because it is 
believed that laterality of the brain can be modulated by hormones over the menstrual 
cycle. For example Hausmann et al. (2000) demonstrated that females show a typical 
pattern of lateralisation during beginning of the menstrual cycle when hormones are low 
but show an atypical pattern when hormone levels are elevated. This shall be discussed in 
more detail both in section 1.4.2 and chapter three of the current thesis. First however, it 
is important that we introduce the reader to the main hormones which are said to be one 
of the causes of sex-related differences in behaviour; progesterone and estradiol.  
1.3 Hormones 
Female humans have substantial amounts of the sex hormones progesterone and estradiol 
and small amounts of testosterone. From the first instance of menstruation (menarche) 
around the age of 12 these hormones tend to cycle every 28 days regulating important 
reproductive processes – this hormone cycle is called the menstrual cycle. Estradiol and 
Progesterone, which fluctuate substantially over the female menstrual cycle, not only 
regulate reproductive processes but are also vital modulators of human brain functioning 
(Baulieu, Robel, & Schumacher, 2001; McEwen, 2002). To coordinate reproductive 
events, hormones, the bodies’ chemical messengers, relay signals through the bloodstream 
from one group of cells to another i.e. from the ovaries and uterus to the hypothalamus 
and pituitary in the brain – the hypothalamic-gonadal-pituitary axis. This means that like 
the ovaries, the cells of the brain need to be receptive to estradiol and progesterone. In 
addition to this, estradiol in particular has regulatory effect upon non-reproductive brain 
regions including the hippocampus and prefrontal cortex (McEwen, 2001). The sensitivity 
of brain cells to sex hormones lays the foundation for the later ministrations of hormones 
on cognitive functioning. Typically, the actions of hormones occur over a matter of hours 
to days; however, progesterone and estradiol are also able to act rapidly on target organs 
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within a matter of minutes (Remage-Healey & Bass, 2006). First, a cursory overview of 
progesterone and estradiol is provided. 
1.3.1 Progesterone 
 
Figure 2: Chemical structure of 
Progesterone. 
Progesterone is a steroid hormone, part of the steroids group known as Progestogens, and 
is synthesised from pregnenolone, itself derived from cholesterol. Its chemical structure 
is shown in figure 2. Progesterone is the major progestogen in the body best known for its 
role in pregnancy – progesterone regulates expression of genes which promote extensive 
angiogenesis and cell proliferation in the uterine lining. Recently however, progesterone 
has gained increasing interest from endocrinologists after it was demonstrated that 
progesterone has “potent and direct” neuro-protective and neuro-regenerative effects in 
the hippocampus and the cortex (Brinton et al., 2008) i.e. areas not involved in 
reproduction. Progesterone, when used by the body for reproduction, tends to work in 
sync with estradiol, but this is not always the case with brain derived progesterone (see 
Brinton et al., 2008). Most of the modulatory effects of progesterone come from its 
metabolites allopregnanolone and pregnanolone. Progesterone’s physiological effects, or 
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rather its metabolites physiological effects, are amplified in the presence of estradiol via 
its ability to up-regulate progesterone receptors (Ing & Tornesi, 1997).  
 
1.3.2 Estrogen 
 
Figure 3: The chemical structure of 
Estradiol. 
 
Estrogen is probably one of the best known and most widely researched of the two 
hormones, its chemical structure is shown in figure 3. The term estrogen actually refers to 
a group of chemically similar hormones; estrone, estradiol and estriol which make up the 
steroid group Estrogens. Estradiol is the estrogen present in the highest quantities. 
Estradiol is also the most chemically active as it has the highest affinity for estrogen 
receptors (Ruggiero & Likis, 2002) and thus plays the largest part in reproduction and 
other behaviours. Estrone and estriol are metabolites of estradiol and are less potent. 
It is often thought of as a solely female hormone but this is not strictly true and is present 
in small amount in males. In females it stimulates the development of sexual 
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characteristics. Estrogens are synthesised from androgens such as testosterone and 
androstenedione and are produced mainly by the ovaries. Estrogens are steroid hormones 
and as such enter passively into cells and are reliant upon an estrogen receptor being 
present in the cell to be able to act that cell.  Estrogen has direct effects on the central 
nervous system in areas that are not directly relevant for reproductive function for example 
regulating synaptogenesis in areas involved in mood and cognition (Steiner, Dunn, & 
Born, 2003).  
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1.3.3 Biosynthesis of hormones 
Both Progestogens and Estrogens are steroid hormones. Other groups of steroid hormones, 
grouped by the receptors to which they bind, are androgens, glucocorticoids and 
 
Figure 4: The biosynthesis pathway of human sex steroids 
taken from  
http://arbl.cvmbs.colostate.edu/ 
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mineralocorticoids. Steroid hormones are produced by the adrenal glands, ovaries, testes 
and some peripheral tissues such as adipose tissue (Nelson & Bulun, 2001) as well as 
several sites of the brain (McEwen, 2002; McEwen, 2001). All steroid hormones are 
derived from cholesterol and share a similar structure. The major pathways of steroid 
biosynthesis are shown in figure 4.  
Androgens, progestogens and estrogens are classified as sex-steroids, whereas 
glucocorticoid and mineralocorticoids are referred to as corticosteroids. Sex steroids, a 
term used synonymously with sex hormones, regulate sexual differentiation, secondary 
sex characteristics and sexual behaviour patterns. The production of sex steroids is 
sexually dimorphic with differences in action, regulation and temporal patterns of 
production.  
1.3.3.1 Synthesis in the ovary 
The ovaries are a pair of tiny glands (2-4cm about the size of a grape) in the female pelvic 
cavity. They produce sex steroids that control reproduction and female gametes that are 
fertilized to form embryos. The ovaries produce estrogens (mainly estradiol), 
progesterone and androgens from cholesterol. These ovarian steroids are secreted 
primarily from the theca (androgens) and granulosa cells (estrogens and small amounts of 
progesterone) of ovarian follicles and from a temporary gland formed in the ovary after 
ovulation called the corpora lutea (progesterone and estrogens).  
1.3.3.2 The Hypothalamus-Pituitary-Gonadal axis (HPG axis) 
The synthesis and secretion of estrogens is stimulated by follicle-stimulating hormone 
(FSH) which itself is controlled by gonadotrophin releasing hormone (GnRH) both of 
which are released from the anterior pituitary. Secretion of GnRH from the hypothalamus 
depends on the levels of estrogens detected in the body – high levels of estrogen supress 
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its release in a negative-feedback loop. GnRH also stimulates luteinizing hormone (LH) 
which stimulates progesterone production and are regulated on the same negative-
feedback loop as estrogens. 
Estradiol and progesterone can have either stimulatory or inhibitory action dependent 
upon the stage of the menstrual cycle. This is demonstrated in the bullet points below. The 
menstrual cycle will be discussed in greater detail in the ensuing section.   
Post ovulation – Large amount of progesterone and estradiol are release by 
the corpus luteum this inhibits LH and FSH 
Late luteal phase – The corpus luteum regresses and estradiol and 
progesterone levels diminish resulting in an increase of FSH and LH and a 
recruitment of a new follicle. 
Early Follicular phase – the growing follicle begins to release estradiol which 
inhibits LH and FSH 
Pre ovulation – LH and FSH surge suddenly in preparation for ovulation due 
to further increase in estradiol production and due to initiation of progesterone 
secretion from the follicle.  
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Figure 5: A figure depicting relative hormone levels (top panel), 
the development of the human ovary egg follicle (middle panel), 
and womb lining (bottom panel) over the female menstrual. 
Taken from http://www.goldiesroom.org/   
1.1.1.1 The menstrual cycle 
As previously mentioned, within the average female body the major sex hormones are 
progesterone and estrogen. On the other hand, testosterone is the principal hormone in 
males, although females have small amounts of testosterone, just as males have small 
amounts of progesterone and estrogen. On average, female hormone concentrations 
fluctuate over a 28 day cycle (panel 1, figure 5), although the length differs between 
individuals, can vary slightly from cycle to cycle and can be shortened or lengthened under 
periods of stress (Harlow & Matanoski, 1991; Palm-Fischbacher & Ehlert, 2014). Based 
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on events in the ovary we can break the 28 day cycle into 4 parts; menstruation1, the 
follicular phase, ovulation and the luteal phase. Each menstrual event is then often pre-
fixed with ‘early’, ‘mid’ or ‘late’2 to enable further specificity of each process. The 
following paragraph shall provide a comprehensive appraisal of the events of the 
menstrual cycle but for ease of reference and so that the reader is aware of the current 
authors’ definition of each phase, a summary of menstrual events is provided in table 1.  
The menstrual phase begins with menstruation and usually lasts until the fifth day of 
menstruation. Menstruation is when the uterus sheds it’s lining of blood vessels and soft 
tissues called the endometrium from the vagina. The follicular phase also begins with the 
first day of menstruation and lasts 10 to 13 days. During this phase the pituitary gland in 
the brain, triggered by the hypothalamus, secretes a hormone called follicular stimulating 
hormone3 that which travels to the ovaries where it promotes egg cell growth. These eggs 
are called oocytes and each one is surrounded by a number of follicle cells to create a 
follicle. Very soon one, a maybe a few, oocytes start to become dominant and the number 
of follicle cells increase in number, causing the follicle to grow larger. Typically most of 
the developing oocytes will degenerate leaving one follicle to mature, but occasionally 
more than one follicle will mature over next 13 days. The follicle cells secrete estrogen 
which stimulates the uterus to develop the endometrium. During the follicular phase 
estrogen first suppresses production of luteinising hormone (LH) from the pituitary gland 
but then this reverses and estrogen stimulates LH production by the pituitary. On the 14th 
day, ovulation, 24-36 hours after the LH surge the ovarian follicle ruptures and releases 
                                                 
1 Although menstruation is technically part of the follicular phase it deserves mentioning as a distinct and 
important process.  
2 Or in the case of ovulations the prefixes pre- and peri- are used by researchers to further specify the exact 
time-point they are referring to.  
3 FSH is  
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the now matured oocyte into the opening of the fallopian tube where it travels towards the 
uterus over the next 24 hours. The remains of the follicle forms a structure called the 
corpus luteum which produces large amounts of progesterone and so begins the luteal 
phase. The luteal phase begins on day 15 and lasts until the end of the cycle. The uterus 
lining, under the influence of progesterone, prepares for implantation of an embryo to 
establish a pregnancy.  If a sperm cell does not impregnate the egg cell during ovulation 
the oocyte disintegrates. Additionally, if implantation does not occur, the corpus luteum 
causes a sharp drop in levels of estrogen and progesterone instigating the uterus to shed 
its lining – a process called menstruation.  
Table 1: A breakdown summary of menstrual cycle phases 
Menses/Menstruation Phase – days 1-5- menstrual bleeding. Baseline levels of 
hormones. Individual for each women but typically lasts about 5 days.  
Follicular Phase – days 5-13 – from the last day of bleeding to the day the egg 
is released. Baseline levels of progesterone and estrogen until the final day in 
which there is a sharp surge of estrogen. 
Ovulation – day 14 – the surge of estrogen at the end of the follicular phase 
stimulates the release of the egg from the ovaries. Estrogen levels return almost 
to base level but levels of luteinising hormone is high.  
Luteal Phase – days 15-28. – starts the day after the egg is released. Only phase 
which can be reliably be predicted to last a set amount of days (14). This phase 
is characterised by the rise and fall of both progesterone and estrogen from 
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baseline to peak at around 21 days and then declining again to baseline on day 
28. The decline of progesterone is what causes the womb lining the shed and 
menses to begin the following day.  
In most women, this menstrual cycle will continue until menopause except during 
pregnancy, in which case the levels of hormones are maintained at high concentrations for 
9 months until birth when the menstrual cycles resumes.  
Menopause is the natural and permanent cessation of menstruation which usually occurs 
between the ages of 45 and 50. The termination of the menstrual cycle causes hormone 
levels subside dramatically. When studying the cognitive abilities of women pre- and post-
menopause an unusual phenomenon was observed; during the first few years post-
menopause women tended to experience a subjective decline in cognitive ability (Rapp et 
al., 2010; Schaafsma, Homewood, & Taylor, 2010; Thilers, MacDonald, Nilsson, & 
Herlitz, 2010) – with memory being particularly susceptible (Weber, Mapstone, 
Staskiewicz, & Maki, 2012). Thus the withdrawal of hormones post-menopause is thought 
unbalance a plethora of brain activities previously relying on these circulating hormones 
- progesterone and estrogen, produced by the ovaries, have the capacity to cross the blood-
brain-barrier where they can exert influence upon the central nervous system (CNS). In 
addition, the brain is itself capable of producing estrogen and progesterone (Baulieu, 
1991), another route through which hormones can modulate the CNS. Although objective 
cognitive decline is hard to assess, hormone replacement treatment (HRT) seems to have 
a positive impact on cognitive ability, partially reversing the effect of hormone withdrawal 
but only if hormone treatment was initiated within ‘critical period’ after the start of 
menopause (Daniel & Bohacek, 2010; Maki, 2006; Sherwin, 2007; Sherwin & Henry, 
2008). Hormone treatment currently consists of either a) unopposed estrogen treatment or 
b) a combined estrogen plus progestin treatment. Following the rationale that hormonal 
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fluctuation has the potential to modulate human behaviour during menopause and HRT, 
researchers studying sex-related differences in behaviour sought to investigate whether 
sex hormones were able to explain some sexually differentiated behaviour, and further, 
whether fluctuation in hormones had the potential to modulate behaviour across the 
menstrual cycle.  
Research has proven that detectable changes in cognition can occur over the menstrual 
cycle (see section 1.4). For example, when females have large amounts of estrogen in their 
system which is unopposed by progesterone, such as during ovulation, they receive larger 
tips (Miller, Tybur, & Jordan, 2007) and are more likely to be attracted to masculinised 
faces (Penton-Voak et al., 1999). Another process that seems to fluctuate over the 
menstrual cycle is spatial ability (e.g. Voyer, Voyer, & Bryden, 1995). In a series of 
studies, Markus Hausmann and colleagues have demonstrated that a females’ brain acts 
significantly differently during the follicular phase of the hormone cycle than during the 
luteal phase on the same figural comparison task (Hausmann, Becker, Gather, & 
Güntürkün, 2002; Hausmann & Güntürkün, 2000). These changes in behaviour occur 
depending upon the exact combination of hormones circulating the body on the particular 
day and particular time of testing. The next section is a more in-depth look at the female 
menstrual cycle as well as an introduction into the two main hormones which fluctuate 
over the cycle. With this information the reader should be well equipped to proceed into 
a more extensive review of the literature on hormonal modulation of behaviour. 
1.3.3.3 Estrogen and Progesterone as neurosteroids 
Although it is commonly known that sex hormones are synthesised in the gonads, less 
well known is that the brain is also capable of synthesising its own progesterone and 
estrogen (Baulieu, 1991). When produced by the gonads or adrenals, hormones are called 
neuro-active steroids as despite not being produced in the brain, they are still able to 
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modulate brain functioning. When produced by the brain itself, hormones are classed a 
neurosteroids and can be synthesised de novo in the central nervous system (Baulieu, 
1991) from cholesterol or steroid precursors which cross the blood-brain barrier (Strous, 
Maayan, & Weizman, 2006). Neurosteroids are present for a considerable time after 
castration and are present in higher concentrations in the brain than in plasma (Do Rego 
et al., 2009). One area of the brain that produces hormones and is pertinent to human 
cognition is the hippocampus (Hojo et al., 2008; Kretz et al., 2004) this estrogen can 
potentiate the excitability (Smejkalova & Woolley, 2010) and synaptic physiology 
(Woolley, 2007) of hippocampal cells resulting in menstrual cycle dependant changes in 
cognition reliant on hippocampal functioning (Spencer et al., 2008) such as learning and 
memory (Woolley, 2007). Further detail as to how hormones can affect the brain is 
provided in the following section.  
1.3.4 Hormone actions  
Neurosteroids are able to affect the brain and central nervous system in three main ways; 
a) the regulation of gene expression, b) the activation of signalling cascade and c) the 
modulation of neurotransmitter systems (Baulieu, 1991). These shall now be described in 
greater detail.  
1.3.4.1 Classical and Non-classical actions of hormones 
Estrogen and Progesterone are both steroid hormones and are able to modulate gene 
transcription which contributes to overall gene expression and thus protein synthesis. First 
steroids pass passively into cells by diffusion through the lipid membrane or assisted by 
transporter proteins (Lösel & Wehling, 2003). Once within the cell, they interact with 
intracellular receptors which act as a ligand dependant transcription factors. What this 
means is that steroids are reliant upon binding with a ligand in the cell cytoplasm before 
relocating to the cell nucleus. Ligand binding also dictates whether the steroids are active 
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and able to bind to DNA and modulate the transcription of genes into mRNA (Lösel et al., 
2003). mRNA is translated into protein molecules which ultimately exert biological 
functions (Lösel et al., 2003; Lösel & Wehling, 2003). The ‘genomic’ steroid action – 
accumulation of sufficient amounts of protein – takes several hours. In contrast ‘non-
genomic’ actions of steroids are rapid with action onset occurring within seconds of 
minutes (Falkenstein, Tillmann, Christ, Feuring, & Wehling, 2000). A nongenomic action 
defines any action of steroids that does not directly influence gene expression (Falkenstein 
et al., 2000). Instead nongenomic actions will drive more rapid effects such as the 
activation of signal transduction pathways including calcium flux (Vasudevan & Pfaff, 
2008). Nongenomic responses to steroids often occur via second messenger cascades 
(Lösel et al., 2003; Lösel & Wehling, 2003) which are signalling molecules released by 
the cell to trigger changes to cellular mechanisms including proliferation, differentiation 
and homeostasis (Foradori, Weiser, & Handa, 2008). Steroids bind to ligand-gated ion 
channel receptors which are integrated into the cell membrane (Wehling & Lösel, 2006) 
but the whole process is still not very well understood (Vasudevan & Pfaff, 2008).  
1.3.4.2 Hormones and neurotransmitters 
Sex hormones whether as neurosteroids or neuroactive steroids have been shown to be 
particularly potent neuromodulators (Luine, 2014; Scharfman & MacLusky, 2008; Veiga, 
Melcangi, DonCarlos, Garcia-Segura, & Azcoitia, 2004), however they often present 
opposing forces in the brain. For example the metabolite of progesterone, 
allopregnanolone, tends to increase the effect of GABA transmission, resulting in a 
decrease in neuron excitability (Belelli et al., 2009; Kaura, Ingram, Gartside, Young, & 
Judge, 2007). Estrogen on the other hand seems to decrease the effect of GABA, having 
an increase in neuron excitability (Scharfman & MacLusky, 2006). Research on the 
modulation of neurotransmitters by hormones is mainly restricted to pre-clinical research 
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on rodents. As such there are many unknowns as to the extent of the modulation as well 
as how this results in overt behaviour changes. However, as it is pertinent to the research 
questions of the following thesis, following is a summary of some of the findings one the 
modulation of the primary neurotransmitters GABA and Glutamate by progesterone and 
estrogen.  
1.3.4.2.1 GABA 
One of the best documented examples of nongenomic actions of steroids is the ability of 
progesterone derivatives to activate γ-aminobutyric acid (GABA) receptors (Mellon & 
Griffin, 2002). GABA is the brains most potent inhibitory neurotransmitter.  GABA plays 
a role in regulating neuronal excitability throughout the nervous system by increasing the 
flow of negatively charged ions into neurons. Its role in reducing the activity of neurons 
has led GABA to be implicated in the control of fear and anxiety. Close to 40% of 
synapses in the human brain have receptors which are sensitive to GABA. Two known 
classes of GABA receptor are GABA-A, a ligand-gated ion channel, and GABA-B, a G 
protein-coupled receptor. GABA is not the only molecule that can stimulate GABA 
receptors. Benzodiazepines, such as Valium, bind to GABA receptors reducing neuronal 
activity and as such have a calming effect. Benzodiazepines are used to treat a variety of 
sleep disturbances, generalised anxiety disorders and epilepsy (Rudolph & Mohler, 2006). 
Progesterone metabolites are similarly known to be positive allosteric modulators of 
GABA-A receptors (Belelli & Lambert, 2005) meaning they amplify the effect of GABA 
at the binding site. The progesterone metabolite allopregnanolone is correlated with an 
increase in the anxiolytic effects of progesterone and to GABA-A receptor function 
(Bitran, Purdy, & Kellogg, 1993). The relationship between progesterone metabolites and 
GABA-A receptor functioning has led Mackenzie and Maguire (2014) to deem GABA-A 
receptors as a principle target for allopregnanolone. Low doses of progesterone also has 
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anticonvulsant (Scharfman & MacLusky, 2006) and sedative effects (Belelli & Lambert, 
2005) with minimal side-effects (Gasior, Carter, & Witkin, 1999). Leading to Gasior et 
al. (1999) endorsing progesterone metabolites as therapeutic alternatives for epilepsy, 
anxiety and insomnia medications.  
Importantly to the current thesis, progesterone increases over the female menstrual cycle 
have been shown to be sufficient to alter behaviours associated with GABA-A receptor 
function (Mackenzie & Maguire, 2014; Rhodes, Harney, & Frye, 2004) whilst 
progesterone administration has the capacity to alter GABA-mediated saccadic eye 
velocity (van Broekhoven, Bäckström, & Verkes, 2006) and smooth pursuit gain eye 
movements (Söderpalm, Lindsey, Purdy, Hauger, & de Wit, 2004). The effects however 
are specific to individual brain regions and even different neurons (Belelli & Lambert, 
2005) attributable to the fact that progesterone’s conversion to allopregnanolone, is 
limited to brain sites that have the available steroidogenic enzymes to make the conversion 
(Mackenzie & Maguire, 2014).  
Progesterone has repeatedly been linked to anti-convulsant effects during epilepsy, with 
the frequency and size of seizures decreasing during the mid-follicular phase (Scharfman 
& MacLusky, 2006). On the other hand, estrogen is able to lower the seizure threshold in 
certain brain areas such as the amygdala and hippocampus (Scharfman & MacLusky, 
2006) making seizures more likely. Estradiol, it seems is able to increase the actions of 
glutamate on glutamate receptors and decrease the impact of GABA at GABA receptors 
(Scharfman & MacLusky, 2006) which is likely to have an overall excitatory effect on 
neuron firing. However, Scharfman and MacLusky (2006) report that although estrogen 
has been shown to have an influence on neuronal excitability, this is not always in the 
same direction. They conclude that depending on the conditions, estrogen is able to have 
both excitatory and inhibitory effects, with lower doses being linked to decrease of GABA 
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and high doses linked to increase of GABA. They suggest that this is because estradiol, 
the main estrogen, is a hormone able to adapt its actions in a context-dependent manner 
in order to best optimise functioning. 
1.3.4.2.2 Glutamate 
Glutamate is an amino acid and the brains primary excitatory neurotransmitter with over 
half of all excitatory neurons in the central nervous system being glutamatergic and over 
half of the brains synapses releasing it (Purves et al., 2001). Glutamate is also a precursor 
to GABA and is often thought of as the most important neurotransmitter in the brain 
(Purves et al., 2001).  In conjunction with GABA it serves to regulate neuronal 
excitability. Like GABA, there are two main types of Glutamate receptors; ligand-gated 
ionotropic receptors (including NMDA and AMPA receptors) and G-protein metabotropic 
receptors (mGluR).  
Estrogen is thought to have an overall excitatory effect on the brain not only by dampening 
the effect of GABA but potentiating the magnitude of the NMDA receptor response to 
Glutamate (Nilsen, Chen, & Brinton, 2002). What’s more estrogen increases the number 
of spine synapses (MacLusky, Luine, Hajszan, & Leranth, 2005), spine density and spine 
shape. Changes which are likely lead to an increase in glutamatergic synaptic transmission 
(see Scharfman & MacLusky, 2006). Progesterone on the other hand attenuates the 
response of glutamate by 87% (Smith, 1991). However, with simultaneous application of 
progesterone and estrogen, the response is the same, down-regulation, as progesterone 
alone.  
1.4 Hormonal modulation of behaviour 
It has been presented to the reader the neurosteroids progesterone and estradiol have to a 
capability to regulate gene expression, modulate the primary neurotransmitters GABA 
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and Glutamate and activate cell signalling cascades (see section 1.3.4). It is clear that 
neurosteroids are capable of having profound global effects upon the brain and the rest of 
the CNS. Furthermore we know that, distinct to females, is a 28day fluctuation of estradiol 
and progesterone that has the potential to activate these physiological changes. The natural 
variation in estradiol and progesterone that occur over the menstrual cycle provides a non-
invasive agency in which to study the effect of sex hormones.  
Hampson (1990b) performed a large battery of cognitive and motor tasks on 45 young 
university age females (M=23.7). She hypothesised that the performance on tasks which 
were seen to be male dominant – i.e. males performed better at - would be detrimentally 
influenced by the presence of progesterone and estradiol. On the other hand those that 
were thought to hold a female advantage would be benefitted by estradiol and 
progesterone. Hampson (1990b) found improved verbal articulation and fluency and fine 
motor skills during the mid-luteal phase as compared to performance during the early 
follicular phase all of which are thought to demonstrate a female advantage. This biggest 
difference in performance was for a conglomerate measure of the spatial tasks used and 
to this day the most consistent findings for behaviour changes over the menstrual cycle 
are for performance changes on the mental rotations task – a measure of spatial ability. 
This finding shall be discussed in brief, followed by another large focus of literature – that 
of the effect of hormones on patterns of laterality. Finally the lack of studies on the effect 
of the menstrual cycle on categorisation shall be discussed.  
1.4.1 Mental Rotation 
Spatial working memory in women has been extensively studied through investigation of 
hormonal impact upon mental rotations. Mental rotation tasks are a form of active 
visuospatial working memory tasks whereby participants are required to make and 
transform a visual representation of a reference stimulus in order to decide whether it 
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matches a target stimulus. Females are notoriously poor at this task in comparison to males 
(Peters et al., 1995; Voyer et al., 1995) tending to use completely different strategies 
(Hirnstein, Bayer, & Hausmann, 2009). This difference is often attributed to levels of 
hormones present in the individual when tested. With testosterone said to facilitate and 
estradiol said to impair performance on mental rotation tasks (Hausmann et al., 2000) 
Hausmann et al. (2000) using the revised Vandenberg and Kuse 3D mental rotations test 
(MRT; Peters et al., 1995) demonstrated a decrease in mental rotation performance from 
the menstrual to the mid-luteal phase (Wilcoxon, T=1.5, n=8, p=.02) in 8 naturally cycling 
women. Moreover, estradiol was negatively correlated with performance regardless of 
phase. Interestingly, this was only true during the second sessions, perhaps indicating that 
learning variables are key to the findings. Using only a slightly larger sample of 12, 
Schöning et al. (2007) were unable to confirm a change in MRT over the menstrual cycle, 
although half of the female participants should have been excluded from phase analyses 
as hormonal analyses did no match self-reported menstrual phase.  
To examine changes in MRT performance over the menstrual cycle, Courvoisier et al. 
(2013) had seven female and 10 male participants take the MRT on the morning of every 
weekday for eight weeks. Additionally, saliva samples were provided by the participants 
twice a week (every 3-4 days) to quantify levels of testosterone, estradiol and 
progesterone. As participants were tested each day, to reduce the possibility that any effect 
found could be due to memory for the stimuli, the authors used a large pool of 554 stimuli 
from which they randomly selected 136 each day to use in the task. The first two sessions 
were discarded as “warm-up” sessions due to participants demonstrating particularly poor 
performance. Courvoisier et al. (2013) demonstrated that progesterone, estradiol and 
testosterone all affected intra-individual variation in performance but only in the 
beginning of the study – perhaps due to the decrease in variability of scores as the study 
Page 42 of 328 
 
progressed. Courvoisier et al. also found some distinct patterns in the way that hormones 
concentrations interacted with performance. Estradiol has a quadratic association with 
MRT performance; performance is high in participants with very low and very high levels 
of estradiol but is relatively poorer for those in between. Testosterone on the other hand 
has an ‘inverted-U’ shaped association; performance was lowest at high levels of 
testosterone. Intra-individual analyses demonstrated that estradiol levels also have an 
impact upon the performance of an individual on a monthly basis. Estradiol levels during 
participants’ best performance were significantly lower than estradiol levels of the worst 
performance. Overall those with naturally high levels of progesterone tended to be worse 
at the MRT.  This confirms findings reported earlier of the detrimental effect of estradiol 
on mental rotations task performance. But also indicates that hormone sensitivity may 
have a mediating role in the modulation of performance by day-to-day hormone 
concentrations. Unfortunately, as with the reported studies, most of the literature 
regarding hormones and this visual working memory task are plagued with small sample 
sizes, which always leaves the reader wondering if the effect would remain with a study 
of greater power.  
1.4.2 Hormones and Laterality  
Another visuo-spatial task in which males and females perform differentially is the figural 
comparison task. Hausmann and Güntürkün (2000) assessed the patterns of laterality in 
this and two other lateralised tasks at two time-points in the female menstrual cycle. They 
simultaneously compared behaviour to men and premenopausal women, whose hormone 
levels do not change as significantly in the same time frame of two weeks. Men, in a 
manner typical for spatial tasks, showed a left visual-field advantage, as do post-
menopausal women. Pre-menopausal women on the other hand only show this asymmetry 
when hormone levels are at baseline such as during the first few days of the female 
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menstrual cycle. During high levels of hormones however, this asymmetry disappears. 
Hausmann and Güntürkün (2000) also found that asymmetries on a lateralised lexical task 
were lessened during high hormones when compared to task performance during low 
hormones. Studying lateralisation in females over the menstrual cycle comprises a large 
body of the behavioural endocrinology literature. 
Functional cerebral asymmetry (FCA) during particular cognitive tasks refers to an 
apparent asymmetry in the activity of the brain hemispheres whereby each hemisphere is 
specialised for processing a certain type of stimuli. For example, processing of language 
rules resides mainly in the left hemisphere whilst the right hemisphere is the main centre 
of spatial heuristic processing. Hormonal manipulation of FCA is seemingly supported by 
evidence showing that the typical neural activation pattern of the sexes differs. Males tend 
to have greater FCA with a bias towards the right hemisphere (RH), whereas females tend 
to use both the right and left hemispheres (LH) in equal measure, creating a more bi-lateral 
pattern of activity (Halpern, 2000). One body of research suggests that estradiol may 
change the laterality of task-specific functional activity across the menstrual cycle 
(Hausmann, Becker, et al., 2002). These studies suggest that estradiol operates directly 
upon the hemispheres, in a differential manner, both suppressing the RH and enhancing 
the LH (Hollander, Hausmann, Hamm, & Corballis, 2005). The theory predicts that just 
before ovulation and during the mid-luteal phase when estrogen levels are relatively high, 
tasks usually showing RH dominance become more lateralised.  
Including the estrogen hypothesis, various informal theories have been proposed as to how 
hormones may affect laterality of the brain. These theories highlight the effect of 
estrogen/progesterone/both hormones on reducing/increasing the activity in the left/right 
or both hemispheres. That is to say each theory tends to focus on slightly different set of 
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components using a subset of references to support their ideas. The theories on menstrual 
cycle-related fluctuation of FCAs shall now be presented.  
1.4.2.1 Theories 
1.4.2.1.1 Single hemisphere modulation 
It has been suggested that sex hormone-modulation is restricted to just one hemisphere 
(Hampson, 1990a), however there is no consensus as to whether it is the LH or RH that is 
more sensitivity to hormones. Bibawi, Cherry, and Hellige (1995) found LH superiority 
in a chair-identification task during the mid-luteal phase which they deemed to be due to 
a selective activation of the LH. Sanders and Wenmoth (1998) reported in a dichotic-
listening task that the opposite was true. They concluded that it was mainly RH 
performance that was modulated during the mid-luteal phase. However, neither of these 
studies measured hormone levels and so hormone-FCA relationships could not be 
analysed directly.  
1.4.2.1.2 Estrogen targeted action 
Rather than specific hemispheres being targeted, one body of research suggests that 
estrogen may change the laterality of task-specific functional activity across the menstrual 
cycle (Hausmann, Becker, et al., 2002). These studies suggest that estrogen operates 
directly upon the hemispheres, in a differential manner, both suppressing the RH and 
enhancing the LH (Hollander et al., 2005). The theory predicts that just before ovulation 
and during the mid-luteal phase when estrogen levels are relatively high, tasks usually 
showing RH dominance become more lateralised.  
Despite being supported by findings in figure recognition tasks (Bibawi et al., 1995), and 
a dichotic listening task (Wadnerkar, Whiteside, & Cowell, 2008) amongst others; the 
estrogen FCA hypothesis seems inconsistent with the widely acknowledged view that 
Page 45 of 328 
 
females have a more symmetrical pattern of neural activation than men (Hausmann & 
Güntürkün, 2000; Voyer et al., 1995). If hormone levels enhance LH dominance (and thus 
increase FCA) then the finding of symmetry should not be as robust; LH dominated tasks 
would in fact become more lateral. Alexander, Altemus, Peterson, and Wexler (2002), on 
finding a decrease in right ear advantage during the luteal phase, rejected the estrogen 
hypothesis of FCA, as an enhancement of the LH by estradiol was inconsistent with their 
findings. Instead they cited a more convincing hypothesis concerning progesterone 
proposed by Hausmann and Güntürkün (2000) 
1.4.2.1.3 The hypothesis of sex hormone-modulated cortical interaction 
An alternative explanation for the change in behaviour over the female menstrual cycle is 
the progesterone-mediated inter-hemispheric decoupling hypothesis (PMIHDC-H) 
proposed by Markus Hausmann and Onur Güntürkün in 2000. The study in the paper 
where the hypothesis was first introduced is discussed in more detail in section 1.3.5, 
however, it shall now be briefly recapped here. (Hausmann & Güntürkün, 2000) found 
large FCAs in three visual half-field tasks during menses but reduced FCAs during the 
mid-luteal phase in young premenopausal females. The tasks chosen represented both left 
and RH specialised tasks and so this was taken to mean that a global mechanism was at 
play rather than the selective enhancement or diminishment of either hemisphere.  In 
contrast, the FCA of postmenopausal women and men remained stable over the same 
period of time. Hausmann and Güntürkün (2000) suggest that the increase in progesterone 
during the luteal phase decreases hemispheric asymmetries by enhancing inhibitory 
neuronal responses of colossal fibres to GABA and suppressing excitatory neuronal 
responses to glutamate. This reduction in cortico-cortical transmission allows both 
hemispheres to simultaneously process information resulting in a more symmetrical 
pattern of performance for otherwise lateralised tasks. Upon further analysis it was 
Page 46 of 328 
 
discovered that the increase in the levels of progesterone between the follicular and luteal 
phase were related to an increase in the performance of the non-dominant hemisphere – 
note the authors do not specify a particular hemisphere, only that the hemisphere is non-
dominant for the task. This finding was later replicated by Hausmann, Becker, et al. (2002) 
in a multiple repeated-measure design which analysed data from 12 participants tested 
over 15 sessions in both cross-sectional and longitudinal analyses.  
To test the PMIHD-H, Compton, Costello, and Diepold (2004), used a task that could not 
be performed without hemispheric interaction. They tested 55 women on either days 2-4 
or days 20-22 of the menstrual cycle in an independent-measures design and a subset of 
27 participants tested on both days for within-subjects analyses. The task used was 
modelled after a paradigm by Banich and Belger (1990) which “can hardly be performed 
without an integration of information between the hemispheres” (p. 2416 Bayer, Kessler, 
Güntürkün, & Hausmann, 2008). In the task the participant views three letters in a “V” 
formation. They have to decide if the letter at the bottom of the “V” has the same name as 
either of the other two letters. For example in the array: Ab
B the correct answer would be 
yes as the capitalised ‘B’ on the top has the same name as ‘b’ on the bottom. Whereas in 
the array: Gh
B the answer is no, as none of the letters have the same name. This task cannot 
be completed by physical characteristics alone and thus semantic processing must be 
carried out on the stimuli to successfully complete the task. In half of the trials per block 
one of the probe items at the top of the array matched the target. For half of the matching 
trials the probe was presented in the same visual half-field and half were presented in the 
alternate visual half-field. Thus half of the matching trials per block (14/28) could be 
performed without information from the alternate visual-field and contra-lateral 
hemisphere and half could not. 
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The PMIHDC-H predicts a phase by hemisphere interaction with a smaller across field 
advantage with higher levels of progesterone, such as during the luteal phase. Neither the 
phase nor the phase*inter-hemispheric condition interaction were significant for the 
between-subjects analysis. Once again when phase was examined as a within-subject 
variable in the subject of 27 women who came in for two sessions, phase had no significant 
effect upon performance variables. This was even the case when only women with 
relatively high levels of progesterone were included in the analysis. Furthermore, using 
only first session data the authors found no significant correlations between progesterone 
levels and a measure of across field advantage (within-field minus across-field 
performance). There was a nearly significant correlation in the opposite direction to the 
prediction of the progesterone hypothesis; for both phases higher levels of progesterone 
tended to be related to a higher levels of across-field advantage (luteal; 
r=0.33, n=31, P<0.08, menses; r=0.21, n=21, n.s.).   
Mood as measured by the profile of mood states did not change between phases but was 
related to interhemispheric effectiveness. When negative affect increased the across-field 
advantage decreased (RT). With the suspicion that the effect of negative affect may mask 
the relationship between progesterone and AFA, the authors entered the three variables 
into a regression analysis and found that both progesterone and negative affect were 
marginally significant predictors of across field advantage reactions times but not 
accuracy.  
The authors concluded that a refinement of the hypothesis was necessary with the caveat 
that not ALL callosal functions are affected by progesterone and interhemispheric 
integration may be left unaffected by hormonal modulation. Up until this point the 
PMIHDC-H had only concerned interhemispheric inhibition, however Compton’s 
findings led Hausmann (2005) to suggest that hemispheric integration is also important 
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when looking at the modulation of hormonal concentrations of behaviour. Hausmann 
(2005) further tested this idea with a visual line-bisection task. In this task participant are 
asked to bisect a line on a piece of paper. Typically it is found that those with RH damage, 
bias their bisection towards the right hand side (left pseudo-neglect) whilst healthy right-
handed people will tend to bisect the line to the left of the midline. Generally, women 
show the leftwards bias regardless of what hand they perform the task with whilst in men 
the bias is more pronounced in the left hand with the right hand being better able to bisect 
the line near the midline (Hausmann, Ergun, Yazgan, & Güntürkün, 2002). Based on these 
sex-related differences, a stronger hand difference was expected for women during 
menses and a reduced one during the mid-luteal phase. This finding was confirmed in a 
sample of 19 female participants along with the finding that hand use difference was also 
significantly correlated with estradiol.  
These are not the only findings that do not fit with the PMIHDC-H (see Hausmann, 
Hamm, Waldie, & Kirk, 2013) Even results from the Hausmann, Becker, et al. (2002) 
study highlighted estradiol as a potentially important modulator of inter-hemispheric 
communication. It seems that the hypothesis is too specific to be able to account for all 
variations of hormonally modulated interhemispheric changes. These findings coupled 
with the results of Compton et al. (2004) and (Hausmann, 2005) stimulated the revision 
of the PMIHDC-H. The revision was termed the hypothesis of sex hormone-modulated 
cortical interaction (SHMH), it proposes; 
 Interhemispheric decoupling is not solely reliant upon progesterone, estradiol also 
plays a role.  
 Effects are not restricted solely to interhemispheric inhibition but may also affect other 
aspect of interhemispheric interaction.  
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 Hormonal effects are not limited to the modulation of interhemispheric crosstalk but 
also apply to within hemisphere interaction (Hausmann et al., 2013). 
As mentioned previously, lateralised tasks such as mental rotations, have been extensively 
studied in relation to their modulation by hormones or the menstrual cycle. In addition to 
this, researchers have studies most other areas of cognition and behaviour, with one 
exception – categorisation behaviour. This lack shall now be explored in more detail. 
1.4.3 Categorisation behaviour  
Categorisation is a fundamental cognitive process underlying many high-level cognitive 
functions (Cohen & Lefebvre, 2005). As of yet however, the effect of sex hormones on 
categorisation has remained under researched. It is likely that, in having a diverse effect 
on important inhibitory and excitatory neurotransmitters in the brain, as well as other 
neural transmission processes, sex hormones will have an effect on this fundamental 
process. As a consequence, any other process relying upon it should be likewise affected.  
According to the COVIS model of categorisation (reviewed in greater detail in section 
2.1.3) the two main forms of categorisation are rule-based and information-integration. 
Rule-based but not information-integration is dependent upon working memory. In the 
last section we found that estradiol is thought to have an impact upon memory due to the 
high number of estrogen receptors found in the hippocampus. The impact of hormones 
upon working memory may then result in a change in behaviour upon working memory 
dependant categorisation. Further to this all categorisation, including perceptual 
categorisation – not included in the COVIS model but important to the current thesis – is 
dependent upon attention. Attention, as we have seen, is highly susceptible to fluctuating 
hormone levels. Combined with the impact of hormones on memory increases the 
likelihood we will see a change in categorisation behaviour over the menstrual cycle.  
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1.4.3.1 The progesterone sharpening effect 
So far we have demonstrated that hormones have diverse effect upon brain systems and 
neurotransmission. They modulate the most important inhibitory and excitatory hormones 
in the brain; GABA and Glutamate. These changes in excitation result in various subtle 
behavioural modifications. Our ability to categorise information and make decisions based 
upon those categorisations is a most fundamental yet important cognitive process. Further, 
if one accepts that categorisation is a fundamental cognitive ability common to all of the 
human race then might it also be possible that this may be subject to variation over the 
menstrual cycle as we have seen for more complex behaviours. Thus it is strange that as 
of yet, no attempt has been made to track whether or not this fundamental cognitive ability 
changes over the hormone cycle on not. Chapter 3 of this thesis is devoted to addressing 
this literary absence. Following is a brief introduction to how it is proposed that this 
behaviour might be hormonally modulated. 
Physical stimuli such as sound, colour and smell lie along a continuum. We dissect this 
continuum into meaningful categories based on what we are taught and our own 
experiences. The place at which we dissect the continuum is the category border. 
Discrimination between colour and sound across a border has been shown to be easier 
than within a border (Harnad, 1987). We suggest that the category borders become more 
distinct during the luteal phase when hormone levels are high which would be seen 
behaviourally as an increase in RTs and accuracy on categorisation tasks from the 
follicular to the luteal phase. 
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1.5 Studying Hormones and Behaviour – Methodological considerations 
1.5.1 Problems with hormone-behaviour literature 
We have seen some of the potential changes that the sex-hormones progesterone and 
estradiol have upon behaviour and cognition over the natural female menstrual cycle. 
Further to this it has been presented that more information as to the underlying processes 
of performance modulation could be found when looking at studies that assessed the 
brains’ predisposition to lateralise processes in the brain. However, it was also proposed 
that there many methodological flaws perpetuated in the hormone-behaviour literature 
which arise due to the complexity of the menstrual cycle.  
Many sources of variance are apparent when performing experiments involving hormone-
behaviour interactions including (but not limited to);  
 The study design and the days of the cycle captured for the experimental paradigm. 
 The specificities of the particular tasks employed by the researcher,  
 Individual hormone sensitivity 
 The copious inter-individual differences, each of which may potentially be 
modulated by hormone fluctuations itself. 
These methodological considerations shall now be reviewed along with observations of 
potential steps the studies in the following thesis could make to limit artefacts caused by the 
methodologies employed. 
Page 52 of 328 
 
1.5.2 Designs of hormone and behaviour studies 
There are several methodological approaches available to researchers who are interested 
in the impact of hormones in behaviour in humans4. Practical factors need to be taken into 
consideration when deciding which study design to take including, but not limited to, 
funding and time restrictions, sample availability, and ethical considerations. These 
factors need to be set against the questions the study is designed to answer. The following 
section will briefly describe some of the approaches that are often used to explore the 
hormonal impact upon behaviour; hormone administration studies and within- and 
between-group naturalistic studies.  
1.5.2.1 Hormone administration 
Hormone administration studies are not common place in the literature, probably due to 
the ethical implications involved in dosing individuals with sex steroids that could 
potentially disturb their natural hormone cycles. Instead administrations studies are most 
frequently conducted upon rodents which have a hormone cycle of only four days where 
only estrogen, and not progesterone fluctuates and thus are hard to reconcile with the 
human female menstrual cycle (Donner & Lowry, 2013). The few successful human 
administration studies of young females seems to focus on the hormonal modulation of 
substance misuse and mood.  
Sofuoglu, Babb, and Hatsukami (2001) administered 200mg of oral progesterone which 
resulted in 12ng/ml after 2hours this equate to mid-range progesterone concentrations 
during the luteal phase. Decreased subjective feelings of the good effects of the first 
                                                 
4 The current Chapter will not deal with the methodological issues surrounding the study the female rodent 
estrous cycle although it is acknowledged that the study of hormones and behaviour owes a lot to these 
studies.  
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cigarette after overnight abstinence in 12 women in their follicular phase compared to a 
placebo group. Subjective feelings of head rush and how strong the cigarette was were on 
trend lower than the placebo group. Cravings were also decreased in the treatment group. 
Importantly, the authors in this study found no adverse effects on the menstrual cycles of 
female participants following the study. In a follow up study the same authors were able 
to demonstrate an improvement in the Stroop task performance for women receiving 
200mg progesterone but not men receiving the same dose (Sofuoglu et al., 2011). 
Although the same findings of a decrease in the good effects were not replicated 200mg 
progesterone administration did decrease the liking for a cigarette smoked after 
abstinence. With 400mg of progesterone administration was able to decrease the urges 
felt by female smokers after 4 days of abstinence. Decreases in urges to smoke were 
replicated in an intravenous nicotine administration study (Sofuoglu, Mitchell, & Mooney, 
2009). A drawback of each of these studies was the low number of participants taking part 
in the study. 
In a series of similar studies on progesterone administration in cocaine smoking and 
cravings, it was found that in women, but not men, administered progesterone attenuated 
the positive subjective effects of smoking cocaine (Evans & Foltin, 2005). This study was 
interesting in that the same women were tested three times; once during the follicular 
phase, once during the luteal phase and once again during the next follicular phase but 
with oral progesterone administration. In addition to this oral progesterone was found to 
decrease some of the cocaine induced physiological effects in women. This attenuation of 
subjective cravings for cocaine and nicotine is likely to be mediated by progesterone’s 
effect upon GABAA receptors (Evans & Foltin, 2005) which produce and anxiolytic 
effects (see section 1.2.3).  
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As we have seen, progesterone is safe to administer to naturally cycling premenopausal 
women. In these studies progesterone is administered to the participants during the 
menstrual phase when endogenous levels of both hormones are naturally low. This then 
enables the researchers to be certain that the resulting behaviour is due to that specific 
application and not naturally circulating hormones. Estrogen is not typically administered 
to healthy cycling young females over fear that it might be too disruptive to the natural 
menstrual cycle. Instead, studies involving estrogen application sample postmenopausal 
women, a demographic which is vastly different from the young women in the current 
thesis.  
Despite being safe to administer, synthetic, or exogenous, progesterone can have markedly 
different effects on behaviour depending on the route of administration due differences in 
metabolism according to administration route (Kuhl, 2005). What’s more the different 
steroids themselves act in different ways under the same administration methods. For 
example, estradiol after oral administration stays in the blood for up to 12 hours whereas 
progestogens rapidly rise and decline in only three hours (Kuhl, 2005). Following is a 
brief overview hormones administration methods.  
Oral administration is convenient, non-invasive, and painless and, importantly, effects are 
rapidly reversible (Kuhl, 2005). However when progesterone is orally administered to 
subjects it can result in highly variable blood concentrations of progesterone and it’s 
metabolite allopregnanolone depending on the metabolic rate of the individual (de Wit, 
Schmitt, Purdy, & Hauger, 2001). Furthermore because of the higher metabolic rate of 
oral hormones, higher doses are necessary (Kuhl, 2005). Lower variability of ensuing 
hormone concentrations is achieved via intra-muscular administration of progesterone (de 
Wit et al., 2001). The effect of this route is also more rapid (de Wit et al., 2001; Kuhl, 
2005), however the discomfort to the participant is increased. Finally, transdermal patches 
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and gels are easy to administer but may cause skin irritation in the 50-60% of subjects and 
gels can results in over/under-administration if not carefully controlled (Kuhl, 2005). 
Metabolism of estrone and estradiol are high such that in up to 30% of participants a 50ml 
patch still results in low concentrations. As such the effects are too variable to put into 
regular use.  
None of the administration routes provides sufficient security of the actual ensuing 
hormone dose. Despite this, administration methods may prove extremely useful in 
investigating the role of progesterone without the influence of estrogen, a state not 
naturally occurring in non-pregnant young females. This methodology therefore would be 
ideal in testing the hypothesis presented in Chapter 3 of the current thesis – that 
progesterone alone sharpens the boundary between categories.  
As demonstrated by the studies presented in the preceding, administration studies are also 
useful for investigating the impact of hormones on men. This allows researchers to make 
conjectures about the impact of sensitivity to hormones on behaviour during hormone 
application; i.e. men are not typically exposed to high levels of hormones and as such it is 
interesting to see what will happen during hormone application when the brain is not used 
to such concentrations. 
1.5.2.2 Naturalistic designs 
In contrast to the unnatural administration of synthetic hormones to participants, when 
using the naturalistic approach, researchers rely on the organic cyclic properties of the 
female menstrual cycle. Depending on their specific research questions, researchers will 
determine time-points of interest during the menstrual cycle and test participants at each 
of these times using tasks designed to tap into particular behaviours. Typically researchers 
will contrast performance during the mid-luteal phase to performance during the mid-
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follicular phase to contrast behaviour during hormones at high levels compared to 
behaviour during hormones at baseline. If the researcher is more interested in estradiol 
and its impact on behaviour when unopposed by progesterone they will attempt to capture 
behaviour at ovulation and compare it the early/mid-follicular phase. In the following 
section both within- and between-subject designs are discussed, with an in-depth look at 
the within-subject design for studying hormones and behaviour. 
1.5.2.3 Between-subject design 
Between-subjects designs whereby each participant is scheduled into an experimental 
session at one biologically relevant time-point only are not frequently used in the 
literature. The recruited participant sample is split into two groups and half of the 
participants are tested during mid-follicular phase and the half during the mid-luteal phase 
(or ovulation and menses and so on). Typically only participants’ ages and health status 
are matched in the two groups. Performance of these two groups on the task or behaviour 
of interest are then compared.  
The strength of this type of study is that there are no interfering effects of task practice. 
Practice effects can often mask real effects and so their omission can profoundly improve 
the quality of the data. Single session designs are also relatively easier to run as the burden 
placed upon any single participant is less – they will only have to attend one session, 
provide one set of hormone samples, carry-out the task once – thus making the participant 
more compliant with the study requirements.    
However, there are substantial differences in both biological (hormone sensitivity, age, 
health, menstrual cycle length) and psychosocial (mood, sex roles expectancies, anxiety) 
variables both within and between participants. These differences mask meaningful group 
differences and will likely mask real cyclic effects (Sherman & LeResche, 2006).  
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1.5.2.4 Within-subject designs 
Such is the inter-individual variation in female hormone concentration and menstrual 
cycle length that it led Sherman and LeResche (2006) to claim that the only way to obtain 
meaningful phase differences in to use within-subjects designs. Within-subject designs 
are when the same participants attend two or more sessions and statistical tests are carried 
out to detect differences in the performance of each participant during each session. Two 
approaches to running within-subject designs shall now be briefly discussed followed by 
some of the problems encountered and some basic solutions.   
1.5.2.4.1 Categorical – 2-time sampling 
Typical hormone and behaviour studies will ask participants to attend two sessions at 
different biologically relevant time-points. The use of the same participant to carry-out 
the same task twice introduces the possibility of the participants becoming practiced at the 
task so that there will be a trend toward improved performance for the second session that 
may confound the data. If the two sessions are scheduled for menses and ovulation to test 
the effects of estradiol the two sessions will be a maximum of 7days apart and may be 
more susceptible to practice effects than study sessions scheduled during the mid-
follicular and mid-luteal phases where there is an average of 14days in between the 
sessions. It will likely depend on the complexity of the task as to whether participants will 
show a practice effect in performance. Practice effects are the improvements made in task 
performance attributable repeated valuation with the same test materials (Duff, Callister, 
Dennett, & Tometich, 2012). The ability to benefit from repeated exposure to a test is 
known to vary depending on age (Granholm, Link, Fish, Kraemer, & Jeste, 2010) and 
intellect (Rapport et al., 1997) and may also be directly related to attention, language and 
memory (Duff et al., 2012). Further to this we will later see how practice effects may also 
vary as a function of menstrual status.  
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1.5.2.4.2 Longitudinal – n-time sampling 
Another variation of within-subject testing that is even more vulnerable to practice effects 
is the longitudinal design. Longitudinal studies follow the same group of participants over 
a couple of days, weeks or even years. Testing during this time-period can be continuous 
(e.g. heart rate monitors) or repeated (e.g. completing diaries or attending scheduled 
experimental sessions). In order to detect whether change has occurred or not over the 
study time-period all the tests are of the same nature. 
Very few longitudinal studies across the menstrual cycle have been carried out but where 
possible these studies have been included in the introduction as the increase in time points 
allows us a more comprehensive understanding of changes in behaviour. For example in 
section 1.3.1 we saw that performance on the WCST was variable according to whether 
the hormones we increasing or decreasing during the luteal phase (Solis-Ortiz, Guevara, 
& Corsi-Cabrera, 2004).  The worst performance on the WCST was seen during the late-
luteal phase whilst the best performance was reported during the early-luteal phase 
followed by performance during menses. Studies with more time-points at regular 
intervals over the menstrual cycle provide excellent internal validity as well as deeper 
understanding. As such their relative absence in the literature is most likely due to the 
resource and time constraints or a longitudinal study and the burden placed upon the 
participant due to repeated measurements.  
1.5.3 Difficulties associated with studying behaviour over the menstrual cycle 
1.5.3.1 Menstrual cycle characteristics 
Cycle length is an essential variable for researchers to account for when scheduling 
participants to attend sessions during a particular menstrual cycle phase. However, there 
is large inter- and intra-individual variability in cycle length making the task of scheduling 
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all the much harder.  Although the collection of biological markers (blood or saliva to 
measure hormone concentrations) increases the certainty of the hormonal state at time of 
testing, results of hormone assessment is often only obtained after the fact. Researchers 
need to be aware of how the hormone cycle may vary so they can try and take this into 
consideration.  
1.5.3.1.1 Cycle Length  
Length is defined as the number of days from the first day of menses to the start of the 
next. The average cycle length is often reported as being 28/29 days from one menses to 
the next (Small, Manatunga, & Marcus, 2007). Short cycles are often defined as less than 
26days and long menstrual cycles are considered to be over 35days (Mumford et al., 
2012), although descriptions of cycle length seem to be largely subjective to the 
researcher; what is classed as “short” can range from <21 days (Ouyang et al., 2005) to 
<28 days (Arumugam & Lim, 1997), with similar variability in what is classed as a long 
menstrual cycle.  
In a large longitudinal study, Liu, Gold, Lasley, and Johnson (2004) investigated the 
environmental and biological characteristics that have an effect on a females’ menstrual 
cycle length. Liu collected daily urine samples and diary data for each of their 309 female 
participants. Progesterone and estradiol metabolites were assessed to confirm normal 
menstrual functioning. Each of the participants provided data on at least one menstrual 
cycle. The final sample were all aged between 20 and 44 years of age and reported an 
average of 3 cycles reported each. Liu et al. (2004) found that ethnicity has an impact on 
cycle length by increasing the cycle an average of 1.65day in Asian women compared to 
Caucasian women. A finding they attributed to differences in lifestyle and diet. Age was 
also a variable in menstrual cycle; once women reach the age of 35, the cycle length 
decreases by an average of 1 day and is more likely to be shorter than women under 35 
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(Liu et al., 2004). Other factors that had an impact upon menstrual cycle length included 
alcohol consumption and physical activity. These variables however related more to the 
variability in the length of the cycle and not the length itself.  
1.5.3.1.2 Cycle Variability 
This section on variability concerns those factors which can change an individuals’ cycle 
length from one menstrual cycle to the next.  
Hahn et al. (2013) presented an article on variables correlated with menstrual cycle 
characteristics based on an analysis of data collected by the Snart-Gravid web-based 
pregnancy planning study. The Snart-Gravid study collected menstrual data from a large 
cohort of women (N=2,613) between the years 2007 and 2011. In this web study 
variability was assessed with the self-report question “Are your menstrual periods regular, 
e.g., you can usually predict about when your next period starts?” Women who responded 
yes to this question were considered to have regular periods. Hahn et al. (2013) reported 
that 27% of under-25s and 28.5% of 25-29 year olds have irregular cycles compared to 
only 19.4% of 30-34 year olds and 10.7% of over 35s. Thus it seems that age plays a large 
part in the variability of menstrual cycles in women. In women aged between 25 and 29 
the likelihood of anovulatory cycles, which produce prolonged menstrual intervals, 
decreases which is likely to account for the drop in variability. In addition to this younger 
women may make lifestyle choice that effects the body and hormonal rhythms that older 
women may not. 
Body mass index (BMI) was also related to variability in cycle length. 28.5% of 
participants with a low BMI (<20kg/m2) and 29.2% of participants with a high BMI 
(>30kg/m2) had irregular cycle lengths. A sedentary lifestyle (<5 METs a week) and high 
alcohol consumption (>14 units/week) was also related to variability with, respectively, 
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37% and 35.7% of participants in these groups having irregular menstrual cycles. It seems 
therefore that those with what is considered an unhealthy lifestyle, drinking and 
over/under eating a more likely to have irregular menstrual cycles. It is interesting then 
the stability of the menstrual cycle increases the more a participant smokes. Twenty-six 
per cent of never-smokers have variable cycle lengths compared to only 19.2% of 
participants who smoke more than 30 cigarettes a day.  
It seems that the ideal cohort would be relatively healthy smokers between the ages of 25 
and 35. Smoking however has other effects upon the concentrations of hormones 
themselves and should also be avoided in potential participants. To reduce the likely 
variability on intra-individual hormone cycles age will be recorded, but as the participant 
pool (healthy females’ not taking hormonal contraceptives) is relatively small, the study 
will accept women as young as 18 but with an excellent history of regular menstrual cycles 
(no missed periods in the year prior to the study, i.e. approximately 12 successive 
successful ovulations). 
Finally it is important to note that the more the participant characteristics are limited to 
ensure regularity, the more generalisability to the female population is limited (Small et 
al., 2006). Thus the current study selects those criteria which is limited in typical 
menstrual cycle studies such as smoking and drinking habits but not weight and physical 
activity. At least then the current thesis can be easily related to other studies in the field, 
if not to the whole population. 
Menstrual cycle characteristic such as length and variability reflect endocrine function 
(Small et al., 2006). In addition to this cycle length can be an indicator of exposure to 
hormones. Shorter length may indicate higher cumulative exposure to estrogen whilst a 
longer length is associated with higher per-cycle estrogen exposure (Mumford et al., 
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2012). This is important when we consider that those exposed to higher levels of hormones 
may be less susceptible to cyclic fluctuations in hormones. Following is a brief summary 
of what the literature tells us about typical hormone characteristics.  
1.5.3.2 Prospective vs. Retrospective menstrual data 
The last few sections detailed the characteristics associated with menstrual cycle length 
and variability asked of participants in order to ascertain the ideal dates to schedule in 
each participant for the study. This information is primarily obtained through 
questionnaires which ask the participants to retrospectively recall menstrual cycle 
characteristics. Prospective data is less frequently sought as it involves asking participants 
to fill out menstrual cycle diaries prior to the experiment which can place a large burden 
upon the participant which can lead to attrition. The various benefits to each method shall 
now be discussed.  
1.5.3.2.1 Self-report menstrual details 
Details of a participants’ menstrual cycle are often obtained by the researcher prior to the 
study via an interview or questionnaire. Information pertaining to the participants’ 
menstrual cycle may well be the basis for exclusion from the study, as well as aiding 
scheduling, therefore it is important that the participant provides the researcher with 
accurate and up-to-date information. However, when requiring participants to report 
menstrual cycle characteristics, the researcher is asking participants to recall details about 
biological functions that they may not be in the habit of regularly monitoring as such 
participant have a tendency to recall information inaccurately. A comprehensive study by 
Small et al. (2007) demonstrated that 43 per cent of women self-reported “usual” cycle 
lengths at least two days different from their actual mean cycle length, as revealed by 
follow-up diary studies. Self-reporting of menstrual characteristics entails the participant 
recalling retrospectively data which may not necessarily be accurately be stored in their 
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memory, instead they may rely on what they know of the female menstrual cycle from the 
media, education and social interactions. Females are often besieged with the idea that a 
“normal” menstrual cycle lasts for 28 days. Less frequently reported is that fact that there 
is huge variability in cycle lengths. Many females, considering themselves normal, may 
not think to record their cycle data accurately. As such the main criticism of menstrual 
cycle studies is that they rely too much on self-reported length and irregularity data.  
 Small et al. (2007) report that women have a digit preference for reporting cycle lengths 
of 28 or 30 days. In a study of 855 women, 39% of women reported 28 day cycles in an 
interview that asked participants to recall the usual length of their menstrual cycle. 
However, when checking the validity of self-reports against menstrual cycle diaries and 
urine samples, Small et al. (2007) found that only 12% of their sample actually had 28 
day cycles. Additionally, 16% of participants recalled usual menstrual cycle lengths of 30 
days, but only 8% of cycles during follow-up were 30 days. Women were more likely to 
be mistaken about their cycle length if they had a cycle length of under 26 days. In 
summary, women in the Small et al. (2007) study had a statistically significant tendency 
to report shorter and less variable cycles (29.4 s.d. 5.3 vs. 30.9 s.d. 7.5 days) than were 
confirmed upon follow-up. Female participants may be more likely to report the average 
if they are unsure of their own cycle characteristics. Small et al. (2007) also report an 
effect of age on menstrual cycle information recollection. They state that the older a 
participant was, the more accurate their recollection would be, likely attributable to the 
lower likelihood of variability and the increased experience of and importance place on 
the menstrual cycle. 
In contrast, Creinin, Keverline, and Meyn (2004) in a sample of 130 women, reported no 
difference between reported and prospective average cycle lengths when at least four 
cycles were considered for each participant. With only 21% (around 26) of pariticpant 
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being more than three days out. Once again varability was negatively, and age positively, 
correlated with accuracy. They did find that 1/5 of their participants when reporting their 
expected menses data were a week away from their actualy cycle date which seems to 
contraadict their findings of no more the 21% three days out.  
Nevertheless, any error in menstrual cycle reporting can be extremely detrimental to 
session scheduling and subsequently makes the data obtained from the study questionable. 
It’s clear that the resounding problem with retrospective cycle data is the capacity of 
female participants to recall their own menstrual cycle data. The alternative of asking 
participants to complete menstrual cycle diaries prior to the experiment shall now be 
explored. 
1.5.3.2.2 Prospective diary 
Rather than relying on participants to accurately recall menstrual cycle dates and 
characteristics some studies ask participant to complete diaries for a few months prior to 
partaking in the experimental study. Researchers may either ask their participants to fill 
in diaries each day or sometimes only on days where a menstrual event occurs i.e. the start 
of menses or when menstrual cycle symptoms such as menstrual cramps occur. Data 
obtained from diary studies increases in accuracy, and therefore usefulness, the longer the 
diaries are filled out. For example data about anovulatory cycles may be missed if the 
length of the diary isn’t sufficiently long to capture any possible anovulatory cycles. 
However, a frequent criticism of prospective studies is that they can be expensive and 
labour intensive. Prospective studies also place a large burden upon the participant and 
increases attrition rates – providing sufficient incentive can be expensive. Therefore it is 
important for researchers to know where to strike the balance between data accuracy and 
the burden upon resources and the participant. To address the question of whether a 
prospective data on a single cycle is sufficiently more valid than self-report data when an 
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intensive longitudinal prospective data is not plausible. Small et al. (2007) reported the 
data from 398 participants who recorded between 2 and 6 cycles, figure 6 shows the 
difference between self-reported and prospective data cycle lengths. They concluded that 
at least two prospective menstrual cycles need to be recorded to for an accurate estimation 
of a females’ typical cycle length.  
Figure 6: A bar chart comparing the percentage of females 
reporting specific cycle lengths (shaded) and the actual 
percentage (white). A preference is demonstrated for 
reporting usual lengths of 28days. Taken from Small et al. 
(2007) 
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1.5.3.3 Scheduling 
Vital to the success of both between-subject and categorical within-subject designs is how 
well the researchers determine where in the menstrual cycle each participant is. 
Researchers have available to them two different ways to obtain the greatest likelihood of 
capturing participants at the correct time-points; the count-forward and count-back 
methods.  
The count-forward method – First researchers ask participants details about their 
menstrual cycle such as average length of cycle and onset of last menstrual bleeding. From 
this, taking particular care to account for individual cycle length, they can derive two dates 
that are likely to coincide with the sought after menstrual phases for each participant. If 
the participant has recently experienced her menstrual bleeding then she can be scheduled 
in within 7 days in order to obtain data during the early-to-mid-follicular phase. The same 
participants can then be tested again during the mid-luteal phase approximately 14 days 
later. 
The count-back method – If the participant is mid-cycle then the researchers can use the 
estimated date of the participants next period and count back by seven days to obtain an 
ideal date to schedule in a session coinciding with the mid-luteal phase.  
These methods are highly dependent upon self-report data of menstrual cycle information 
which can be unreliable (See section 2.5). Researchers need to have accurate information 
about the start date, typical length and likelihood of variability of each participants’ 
menstrual cycle. However, if the researcher schedules in sessions on the basis of 
inaccurate self-report data, the conclusions drawn from the participants’ data may be 
incorrect. Further to this, the length of the menstrual cycle can be subject to a great deal 
of variation between cycles (see section 2.4) increasing the difficulty to researchers trying 
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to schedule in participants. After all the trouble with scheduling, knowledge of menstrual 
status is only a proxy for actual hormonal status, giving a vague idea of whether a female 
has high or low hormones at a given time point but not how high or how low – for this 
hormonal verification is needed (See section 1.6.7).  
Inaccurate reporting of menstrual cycle characteristic by the participant is not the only 
manner in which error is introduces into scheduling. Researchers themselves may have 
bad habits when scheduling in sessions that contribute to data being obtained at the wrong 
time-points. The researcher may have a tendency to under- or over-estimate when the 
luteal peak is or they may fail to acknowledge length as a factor in scheduling. Total 
verification of exact point in the hormone cycle can only be achieved if hormone 
concentrations are obtained for every day in the cycle. However, this is of course 
impracticable. Finally as, on average 25-27% of participants are lost through scheduling 
mistakes (Hausmann & Güntürkün, 2000), it may be prudent for the researcher to test a 
bigger sample than needed. 
With the use of hormone assaying to verify hormonal status, scheduling is less important 
in longitudinal studies as the study will typically be designed to run for more than the 
average menstrual cycle. Thus, at the end of the study, the researcher will examine the 
hormone concentrations and post-hoc determine which session coincides with the relevant 
time-points. This method has the added benefit of the researcher(s) being blind as to the 
participants’ menstrual status.  
1.5.3.4 Carry-over (practice) effects 
Repeated measures designs, whereby participants complete in each condition and serve as 
their own control, have smaller error variation than independent measures designs due to 
the same participants being used which reduces the introduction of error from differences 
Page 68 of 328 
 
in biological variables between participants. A reduction of error results in an increase in 
power of the experiment to detect the impact of hormones upon performance. This added 
to the fact that less participants are needed makes the repeated measures the design of 
choice for most researchers. However there are two types of order effects that need to be 
taken into account when using repeated measures designs these are practice (positive) and 
fatigue (negative). Practice effects, when performance improves across conditions, can be 
due to increased familiarity with the task, development of successful problem-solving 
strategies, relaxation or a realisation of the true purpose of the study. Fatigue effects, when 
performance declines across conditions, can be due to tiredness, boredom or irritation. 
1.5.3.4.1 Limiting the impact of order effects 
There are a few options available to the researcher in order to reduce the impact of order 
effects.  
1. Counterbalancing – Holding the order of conditions constant will confound the 
experiments.  
a. Across-subject counterbalancing – participants are divided into two groups. 
One group is tested in condition A and then B and the other in condition B 
followed by A. This type of counterbalancing distributes order effect across 
experimental condition effectively equalising it. 
b. Reverse counterbalancing – participants can be tested in an ABBA pattern 
whereby conditions are administered twice in mirror image e.g. follicular-
luteal-luteal-follicular. In this way both conditions will hold the same amount 
of error.  
2. Excluding first few sessions – While practice effects never cease, they do decelerate. 
Discarding one or two sessions at the beginning of the study – if the researcher has the 
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luxury to do so – means the results obtained are from session with lessened practice 
effects. 
3. De-trending the data – de-trending attempts to removes the effect of time or by 
removing the mean thus removing the mean effect of practice also. 
4. Providing breaks in between blocks – participants can get very uncomfortable during 
experiments, providing chances for the participants to rest can limit the effects of 
fatigue and restlessness during long tasks, or ones where the participant has to hold 
themselves in a certain position for a reasonable amount of time. For example the eye-
tracking in Study 4 of the present thesis means that participants are required to place 
their chins on a rest which, without regular breaks, could make the participant 
uncomfortable. 
5. Introducing randomness – if the experimenter is able to prevent the participant from 
predicting what they will experience in the next trial/block/session the effect of 
practice will be reduced. This can be easily be done by a) introducing new, equivalent 
stimuli in successive blocks/sessions b) limiting the likelihood of long runs of stimuli 
for which participants are required to respond the same. Participants will try and 
predict the next trial type even when the sequences are random, constraining same-
trial runs should limit the likelihood a participant does this. 
6. Pre-training – The initial untrained performance of participants is slow and highly 
variable. Training participants on each condition increases the likelihood that 
variability in RT during the experiment proper is reduced.  
1.5.3.4.2 Phase-by-test order interactions 
Practice effects whereby the participant gains an advantage in follow-up sessions due to 
prior exposure to the task have been briefly described in the previous section. These 
practice effects are modulated by age, intellect and cognitive abilities. They are also 
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potentially modulated by hormones. Hausmann and Güntürkün (2000) reported a phase-
by-test-order interaction whereby participants who were tested first in the follicular phase 
demonstrated a stronger detriment in performance during their luteal phase than 
participants who had been tested in the luteal phase first. This potentially indicates that 
participants tested in the less efficient luteal phase first benefitted more from practice that 
those tested in the follicular phase. Hampson (1990b) reported a similar finding of phase-
by-test-order interactions but in the opposite direction. Hampson hypothesised that; 
“…subjects who initially perform a test in a physiological state conducive to good 
performance may develop better skills for doing the test a second time, even if retesting 
takes place under less favourable endocrine circumstances.” Hampson (1990) pg. 35 
Carryover effects shall be examined in the current studies to ensure that if there is indeed 
a modulation or practice effects by hormones, it will be recorded. 
1.5.3.5 Participant characteristics and Lifestyle that may affect hormones 
Normal menstrual functioning depends on complex interactions between gonadal 
hormones and the hypothalamic-pituitary-gonadal axis (see section 1.3.3; Hahn et al., 
2013; Windham, Mitchell, Anderson, & Lasley, 2005). Alterations to hormone levels can 
upset this balance and cause disturbances to bleeding patterns and menstrual cycle length 
and regularity. We have already mentioned that age plays a factor in the length and 
variability of an individuals’ menstrual cycle. Other variables that may have an impact 
include BMI, sleep, and drinking, smoking and exercising habits.  
It is the aim of the current set of studies to assess the impact of hormones over the female 
menstrual cycle on certain cognitive tasks. It is not however our intention to measure 
spurious results as a consequence of our participants’ lifestyles. As such it is the aim of 
the current researcher to identify and control for most of the possible external influences 
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that may cause a fluctuation in hormone concentration not due to the menstrual cycle. 
Although it is not possible to control for each of these variable having an awareness of 
them will aid the researcher in interpretation of results. Furthermore measurement of the 
variables enable researcher to later test their impact and, if necessary, add them into 
statistical tests as covariates.  
1.5.3.5.1 Drinking habits 
1.5.3.5.1.1 Alcohol 
High levels of alcohol consumption increases the likelihood of irregular cycles and heavy 
bleeding (Hahn et al., 2013) disruptions which vary according to the age of the individuals 
(Gill, 2000). Alcohol is consistently found to be estrogenic (Gill, 2000; Kinney, Kline, & 
Levin, 2006; Muti et al., 1998; Reichman et al., 1993); The effect of alcohol on estrogen 
is most evident in situations where levels of hormones are high, for example during 
pregnancy and during the ovulation and the luteal phase of a normal menstrual cycle 
(Augustyńska et al., 2007; Gill, 2000). In a controlled-diet study it was found that two 
alcoholic drinks a day were sufficient to significantly increase levels of estrogen during 
ovulation and the luteal phase in comparison to a control group not drinking any alcohol 
(Reichman et al., 1993). Alcohol consumption is not associated with a rise in estrogen 
metabolites during the follicular phase (Lucero, Harlow, Barbieri, Sluss, & Cramer, 2001; 
Sowers et al., 2006). A rise in estrogen levels due to alcohol consumption is attributed to 
an increase in estradiol production in the liver stimulated by the increased levels of ethanol 
(Muti et al., 1998).  
Moderate levels of alcohol consumption are also related to a later age at menopause onset 
(Nilsson, Möller, Köster, & Hollnagel, 1997; Torgerson, Thomas, Campbell, & Reid, 
1997). Kinney et al. (2006) confirmed this with longitudinal data from 494 women. 
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Menopause was delayed by an average of 2.2 years and 1.2 years in women who drank on 
5-7 days of the week and 1-2 days a week respectively in comparison with women who 
did not drink at all. The finding of delayed menopause is attributed to increased levels of 
estrogen as is the finding of decreased fertility in moderate drinkers (for review see 
Homan, Davies, & Norman, 2007). 
As drinking alcohol can have an effect upon estrogen levels, it is desirable that only 
moderate or infrequent drinkers should be recruited for hormone and behaviours studies. 
It is certainly necessary to ask that participants do not drink excessively prior to 
experimental sessions.  
1.5.3.5.1.2 Caffeine 
In contrast to alcohol, caffeine seems increase estrogen levels independent of cycle-related 
hormone levels. Alcohol consumption was found to increase estrogen levels only when 
hormone levels were high during the cycle such as during ovulation and the luteal phase 
(Gill, 2000; Reichman et al., 1993) but not when hormone levels were low such as during 
the follicular phase (Lucero et al., 2001; Sowers et al., 2006) . The effects of caffeine on 
hormone levels are far less clear however with some reporting a caffeine-induced increase 
of estradiol in the follicular phase (Lucero et al. 2001) and others finding an increase in 
the luteal phase of the menstrual cycle (Kotsopoulos, Eliassen, Missmer, Hankinson, & 
Tworoger, 2009).  
However, forced abstinence from caffeine can result in a myriad of unwanted effects such 
as headaches, depressed mood, difficulty concentrating and even clinically significant 
impairment (Juliano & Griffiths, 2004). As it was expected that the majority of participant 
would be University students and the perceived intake of caffeine is high, it was felt that 
although caffeine exerts influence upon estradiol levels, the consequence of prolonged 
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caffeine abstinence would be far more detrimental to the studies that a possible rise of 
estradiol.  
1.5.3.5.2 Smoking 
It has been found that heavy smokers have significantly shorter cycle lengths than non-
smokers (Rowland et al., 2002a; Windham, Elkin, Swan, Waller, & Fenster, 1999)  likely 
due to a shortened follicular phase (Windham et al., 1999; Windham et al., 2005). 
Smoking over 20 cigarettes is also associated with and increased likelihood of irregular 
cycles (Rowland et al., 2002a) which leads to an increase in the likelihood of anovulatory 
cycles (Kapoor & Jones, 2005). Although some older studies did not find significant 
differences in the length of the menstrual cycle due to smoking, this is usually dismissed 
as a consequence of small sample sizes (Kapoor & Jones, 2005) and thus underpowered 
studies.  
The effects of smoking cigarettes on menstrual cycle functioning is most likely 
attributable to the effect that nicotine has upon biological processes including the secretion 
of hormones (Kapoor & Jones, 2005). Smoking is associated with a decrease in estrogen 
levels due to some of the components in tobacco being antiestrogenic (Tankó & 
Christiansen, 2004; Windham et al., 2005) cause by changes in hapatic estrogen 
metabolism (Kapoor & Jones, 2005). Smoking also decreases progesterone levels and 
increases FSH levels during the luteal phase (c.f.Whitcomb et al., 2010). A diary study by 
Windham et al. (2005) of 403 premenopausal women age 18-39 found the moderate 
smokers (>9 cigarettes a day) had elevated follicular estrogen levels by 25-35%.  
Due to its potential impact upon hormone levels, and the increased likelihood of short, 
irregular and anovulatory cycles, heavy smokers should be excluded from taking part in 
menstrual cycle studies. Their exclusion will increase the quality of the data, especially 
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for categorical methodologies, insomuch as the likelihood of scheduling sessions at 
biologically relevant time-points is increased.  
1.5.3.5.3 Stress 
Sex difference in responsivity of psychological stress have been reported where HPG and 
autonomic responses tend to be lower in women who show an enhanced responsiveness 
during the luteal phase. Studies suggest that women during the luteal phase have enhanced 
adrenal sensitivity depending on the stressor (Kajantie & Phillips, 2006). Kajantie and 
Phillips (2006) claimed that this was probably due to physiological differences in estrogen 
level  
In a sample of 1,300 female nursing students, high levels of psychiatric stress as measured 
by the Chinese Health Questionnaire was shown to be significantly associated with 
irregular menstrual cycles (a variability of more than 7days inter-cycle) and abnormal 
premenstrual mental symptoms. Abnormal premenstrual mental symptoms was defined 
as reporting more than four of the following symptoms; anxiety, tension, depression, 
lethargy, fatigue, mood swings, aggressiveness, feelings of insecurity, confusion and a 
craving for sweet food). This was attributed by the authors to the disruption of the HPG 
axis functioning by the bodies stress response (Chang, Chen, Hsieh, & Chiu, 2009). 
In a five-cycle diary study of 276 healthy working women it was found that women with 
highly stressful jobs (high psychological demand with low control and low social support) 
were two-times more at risk of having a short cycle length of under 24days that women 
without stressful jobs (Fenster et al., 1999). In contrast to this, in a study of young (17-19) 
college women Harlow and Matanoski (1991) found stressors which create performance 
demand (e.g. exams, paper deadlines and team try-outs) increase the likelihood of long 
menstrual cycles (>43 days). Harlow and Matanoski (1991) asked 166 women to complete 
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menstrual cycle diaries throughout their freshman year. The study also measured three 
aspect of life stress; major life events, performance demand events and perceived stress. 
In particular, starting college increased the likelihood of long cycles. These two studies 
are now incompatible however, it is feasible the high levels of stress that are nevertheless 
normal to the individual may indeed cause shorter cycle lengths, while out-of-the-blue or 
infrequent stressors may have the ability to increase cycle duration. 
It was expected that the participants recruited for the studies in this thesis would be 
predominantly students and University staff where the stress and work-load is high. A 
restriction on stress levels would not only decrease the likelihood of recruiting 
participants, thus sacrificing sample size and power, but would also be hard to implement.  
1.5.3.5.4 Body-weight 
Individuals with a body mass index (BMI) of over 25kg/m2 are considered by the NHS to 
be overweight. Being overweight is associated in women with cycle irregularity and a 
long cycle length (Chang et al., 2009) – due to an overly long follicular (Jain et al., 2007) 
and shorter luteal length (Santoro et al., 2004) and infertility (Jungheim & Moley, 2010). 
Rowland et al. (2002b) found that overweight women were nearly 5 and a half times more 
likely to have long menstrual cycles (>36 days). Women with a BMI >25kg/m2 are also 
more likely to have lower luteal phase progesterone  (Santoro et al, 2004) and lower 
overall estrogen levels  (Freeman, Sammel, Lin, & Gracia, 2010) than women with BMIs 
<25kg/m2. Furthermore obesity (a BMI >30 kg/m2) is associated with abnormalities in 
HPG axis functioning.  
Participants with a BMI in the ‘normal’ range are therefore more suitable for participation 
in hormone and behaviour studies – they are more likely to have regular length menstrual 
cycles and less likely to have HPG axis irregularities. However, it was felt that asking 
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participants BMI would make them feel unnecessarily uncomfortable and so was not 
included in the screening questionnaire of the studies in this thesis.  
1.5.3.5.5 Hormone Sensitivity  
Findings from breast cancer research indicate that there may be a cumulative effect of 
cycling hormones over a females’ lifetime (Mumford et al., 2012). These studies 
demonstrate that factors such as late menarche, early menopause and long menstrual 
cycles all led in greater lifetime exposure to estrogen and progesterone. Conversely short 
cycles mean the individual has more menstrual cycles in a lifetime and thus more exposure 
to ovarian hormones. The luteal phase is typically always around 14 days long regardless 
of length. As such in shorter menstrual cycles the follicular phase is briefer resulting in 
less of a break between periods of high hormones.  
The effect of exposure to hormones is thought to be cumulative (Mumford et al., 2012). 
If this is the case then hormone sensitivity might also be a factor in how individuals are 
effected by fluctuations in the menstrual cycle. In addition to the effect of cycle length on 
hormone sensitivity, the concentrations of hormones themselves may also lead to an 
increase in sensitivity/insensitivity. For example, we would expect an individual who had 
naturally high levels of hormones to be insensitive to small fluctuations in hormones 
levels. On the other hand an individual with typically very low levels of hormones should 
be very sensitive to even small changes in hormone levels.  
As such we can feasibly build up a profile of individuals likely to be sensitive to hormones; 
those with short cycle lengths and low average levels of hormones are most likely to be 
sensitive to hormones and exhibit a change in behaviour over the menstrual cycle. Least 
likely to be sensitive to hormones are females with long cycles and high hormone levels. 
The relative impacts of cycle length and average hormone levels will determine where 
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individual with short lengths-high average and long lengths- short average will fall in this 
profile of hormone sensitivity. To build a comprehensive profile one would need also to 
take into account age at the time of testing and the length of time since menarche which, 
together with cycle length, will inform the researcher of cumulative lifetime exposure to 
hormones. Nonetheless hormonal sensitivity is likely to have more than just a passing 
effect upon how individuals react to fluctuating levels of hormones. 
1.5.3.6 Menstrual threat 
Menstruation has long been associated with debilitated function (Stubbs, 2008). Thus it is 
possible that if menstruation is made salient to women and they are aware of negative 
stereotypes surrounding menstruation then this may have a negative impact upon their 
cognition during cognitive tasks. Unfortunately when carrying out menstrual cycle studies 
it is necessary to gain self-report or diary data about menstruation from the individual thus 
making the individual very aware of the purpose of the study and thus making it salient. 
On the other hand, menstruation is a demonstration of biological healthiness, of maturity, 
of ability and fitness to bear children and many positive primes associated with being 
female. If menstruation activated these prime instead then making menstruation salient 
may subsequently improve cognition not deteriorate it.  
Despite these positive ministrations, Wister et al. (2013) claim that the most worldwide 
prevalent attitude toward menstruation is negative. Wister et al. (2013) designed an 
experiment to see whether simply asking questions about the menstrual cycle in a 
menstrual cycle questionnaire can activate stereotype threat. To elicit menstruation threat 
the authors administered the menstruation history survey to 92 undergraduates (M=20.76). 
The menstruation history survey has 6 items asking participants to provide descriptive 
information about their menstrual cycle including; age at first menstruation, length of a 
typical menstrual period and how many days until the next expected period, whether the 
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participant was menstruating at the time and whether the participant use hormonal 
contraception. The survey was expected to make menstruation salient without conveying 
any explicit stereotypes. There were four conditions menstrual threat/no menstrual threat 
combined with positive prime/no positive prime. A paragraph detailing some positive 
aspect of menstruation on cognition was used as a positive prime. Each group of 
participants then had to complete two cognitive tasks – the Stroop task and a 15 question 
math test. Following the study, all participants were given the menstrual attitudes 
questionnaire. Participants in the menstrual threat questionnaire conditions completed 
significantly fewer items on the Stroop task than those who didn’t receive the menstrual 
threat questionnaire (F(2,68)=4.909, p<.01.). There was no effect of menstruation threat 
on math performance. There was no effect of positive prime or prime/threat interaction on 
either task.  
Finally, the authors wanted to see if those who saw menstruation as “bothersome” or 
“debilitating” would have poorer performance than those who did not hold these beliefs. 
It seemed that the women in the study did not hold strong beliefs as to the nature of their 
menstruation, they regarded it neither positively nor negatively, they also did not report 
that they found menstruation impacted upon their cognitive ability. Furthermore, contrary 
to the hypothesis of the authors, those in the menstruation threat condition saw 
menstruation as less bothering and having less impact on their cognition than those in the 
no menstruation threat conditions.   
It seems then that menstrual threat can affect cognition by lowering performance, but only 
on a less cognitively challenging task and this is regardless of how these women report 
feeling about the impact of menstruation. What’s more the closer the women in the 
menstrual threat condition got to menstruation the poorer they performed on the Stroop 
task, the opposite was reversed for women in the ’no menstruation threat’ condition. 
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Moreover, positive priming when no menstrual threat was given seem to improve 
cognition the closer the individual was to menstruation, but intensified the threat 
(saliency) when menstrual threat was given. However, the math test which demands more 
menstrual resources from the participant was not subject to influence by menstrual threat.  
Hampson and Morley (2013) in an independent measures design took a sample of 39 
women and 31 males and examined the effect of estrogen on performance of a spatial 
working memory task. In the task participants were instructed to remember and pair 
locations of 10 sets of matching stimuli that were hidden behind doors. The researchers 
were blind to the hormonal status of participants until after the study was completed where 
saliva samples were assayed for progesterone and estrogen levels and women 
retrospectively assigned to either high (n=21) or low (n-18) estrogen groups. The 
participants in the high estrogen phase had less working memory errors and quicker 
response times. Salivary estrogen (averaged over two samples pre and post-test), 
regardless of group, was negatively correlated with total working memory errors (r(37) = 
-.40, p=.01).  
Participants in the Hampson and Morley (2013) experiment also completed the mental 
rotations task (MRT) which involves mentally manipulating representations of stimuli and 
thus might be said to tap into both spatial and visual working memory. The high estrogen 
group were less accurate on the task than either the low estrogen group although this 
difference missed significance (t(34) = 1.67, p=.05, d=.56). In their discussion of the 
results the authors intimated that estrogen is bound not to affect every cognitive task in 
the manner. They also pointed out that typically women show better performance on the 
SPWM whilst men are characteristically better on the MRT. It is intuitive then, that high 
levels of the female hormone estradiol tended to decrease errors in the “female stereo-
typical” task whilst impairing performance in the “male stereotypical” task.   The authors 
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made clear that the groups were assigned on hormone levels and not menstrual status per 
se which is an unusual research design when most menstrual cycle studies use repeated-
measures designs. This a-typical method of design is perhaps a good way of 
circumventing the problems with menstrual cycle threat 
1.5.3.7 Hormonal verification of menstrual status 
Due to the problems with scheduling mentioned in section 1.6.3, hormone verification of 
menstrual status has become an essential component for menstrual cycle studies. Without 
hormone verification one cannot be certain that the desired time-point of the menstrual 
cycle has been achieved. Indeed, the most habitually cited reason for discrepancy in 
hormone-behaviour literature is that many older studies, and even some recent studies, do 
not verify the menstrual status of their participants with hormone analysis. Hormone 
verification benefits the research by improving the ability of readers to generalise the 
findings to other studies.  
1.5.3.7.1 Saliva vs. Blood 
Following is a brief review of these two most frequently used methods of measuring 
hormone concentrations followed by a commentary on the implications of their strengths 
and benefits to psychological studies.  
1.5.3.7.1.1 Salivary hormone concentrations as an indicator of levels of hormone  
Hormones are lipid-soluble making them detectable in saliva. Salivary assessment of 
estradiol and progesterone is a reliable representation of free (unbound) hormone levels 
(Kaufman & Lamster, 2002) i.e. the amount of hormone not bound to plasma proteins. 
Unbound hormones represent 2-5% of total plasma concentration. The general consensus 
is that target cells are most influenced by unbound hormones and as such unbound 
hormones, the biologically active fraction of hormone, is a better indicator of target organ 
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exposure than serum levels(Lu, Bentley, Gann, Hodges, & Chatterton, 1999). Correlations 
of hormones in saliva and in unbound hormones in plasma are about 0.78 for estradiol and 
0.50 for progesterone (Kaufman & Lamster, 2002). The ratio between plasma and saliva 
hormone does however change over the menstrual cycle.  
In many instances standard plasma (blood) sampling techniques do not provide the 
optimum sampling conditions. As such, saliva has become an important diagnostic tool. 
Listed below are the main advantages to saliva sampling over blood sampling (which shall 
be described in the next section); 
1. Safe to collect – Collecting saliva samples does not carry the risks of venepuncture 
such as needle-stick injuries and contamination. There is also little risk of contracting 
anything from handling saliva.  
2. Easy to collect – saliva samples can be obtained with little inconvenience to the 
participants. This added to the fact that it’s safe to collect means that, after training, 
samples can be obtained at home. The participant does not have to travel to the lab 
each time if samples need to be obtained frequently. Instead they can be provided the 
sample kits, express the saliva at home and freeze in the home freezer. They only need 
be present in the lab when experimental testing is taking place. 
3. Non-invasive and painless – Saliva collection is less likely to cause stress to the 
participant compared with other invasive procedures such as blood draw. This is 
important to increasing compliance but also an important consideration when 
researching hormones and mood/stress/emotion. 
4. Affordable – Whilst blood collection can be expensive, saliva sampling is cost-
effective on a large scale (Kaufman & Lamster, 2002). 
5. Frequent sampling – A consequence of the above points is that saliva sampling is 
suitable for multiple measure designs. It also allows frequent sampling over the course 
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of an experiment. Hormone levels can change over the course of the day. As such 
many samples taken over the course of the day and averaged will give a better 
representation of the diurnal mean than a single measurement. This makes saliva 
hormone assays increasingly advantageous over the alternative of blood serum 
sampling which shall be discussed next. 
Disadvantages 
1. Contamination by blood – Saliva can be contaminated with blood by vigorous teeth 
brushing. As the levels of hormones in blood are significantly higher, the measurement 
of salivary concentrations may be spuriously high with blood contamination.  
2. Contamination by food – Saliva when collected immediately after food intake make 
cause falsely elevated levels of steroid hormones, especially if the participant has 
consumed meat or milk. This is also true for blood samples.  
3. Biological variability – Already we have mentioned that the ratio of unbound hormone 
in plasma and saliva seems to change over the menstrual cycle although the amount is 
yet to be sufficiently quantified. Other biological variables which may affect this ratio 
include diurnal rhythms and inter- and intra-subject variation and age all of which 
have yet to be defined. 
4. Other variability – Diet, physical activity medication, smoking, and alcohol may also 
influence the level of hormones present in saliva. 
5. Sampling methods – Methodological variation caused by saliva sampling, handling 
and storage conditions are also yet to be defined. What is clear however is that saliva 
sampling methods that involve cotton swabs pressed to the inside of the cheek are 
more inaccurate, due to interaction with the materials used, than when saliva is 
obtained by free expression into a collection tube.  
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1.5.3.7.1.2 Blood hormone draw 
Saliva is a reliably accurate representation of unbound hormones, however, the most 
accurate way to measure total hormone and metabolite concentration is through blood 
draws. What’s more, although saliva assessment is the best technique for frequent 
sampling, a single blood draw is a better indicator of total progesterone levels over a 
24hour period than repeated progesterone saliva samples in an individual (Delfs et al., 
1994) 
Blood plasma collection will give the researcher an accurate idea of both the bound and 
unbound levels of hormone circulating in the body. However as already mentioned, only 
unbound levels reflect what is actually available to target cells.  
There are few advantages of blood sampling over saliva sampling but they are pretend 
below; 
1. Reference ranges – blood sampling is by far the most common method used for 
assessing steroid hormone levels. This is probably a fallout of the initial debate over 
the efficacy of saliva testing and its initial unpopularity after it was developed in the 
1980’s. As such common resources and journal articles often make reference to blood 
and not hormone steroid levels which are about 10-100 times higher than in saliva 
making it hard to make comparisons. Only in the last decade has the development of 
non-radioactive techniques seen the popularity of saliva sampling increase and a slow 
increase in the number of cognitive papers using the technique. 
Disadvantages include; 
1. Collection – Blood collection has to be carried out by a trained professional and so, 
unlike saliva sampling cannot be carried out by the participant at home. Venepuncture 
can be particularly stressful to the participant and may put off potential participants. 
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A stressful bio-collection which potentially elevates stress levels and changes mood 
is not ideal when there are alternatives. On the other hand during for saliva collection, 
there are less compliance problems.  
2. Serum testing methods ‘unreliable’ – it has been demonstrated that serum testing for 
hormones with low concentrations is reliable (see Vesper, Botelho, Shacklady, Smith, 
& Myers, 2008). A finding that has led to many calls of better standardisation of blood 
serum measurement. 
1.5.3.7.2 Hormone assessment method used in the present thesis. 
Saliva assessment was deemed to be the best method to obtain hormone concentrations 
for each of the studies in the present thesis. This method was chosen primarily because it 
was cheaper and less invasive to participants. It is also a better indicator of the amount of 
each hormone available for use by the brain.  
1.5.3.7.2.1 Pre-requisites 
Participants were asked to have had nil-by-mouth, except water, for at least half hour prior 
to each experimental session. In this time participants were also asked not brush their teeth 
– due to potential blood contamination of the samples.  
1.5.3.7.2.2 Collection and Storage 
To obtain saliva samples, participants had to express at least 0.5mL saliva into a 
polypropylene Salicap tube. Participants were allowed to drink water prior to collection 
in order to stimulate saliva.  
Five saliva samples were collected at regular intervals during each session. Five samples 
were obtained to enable samples to be pooled and an average hormone concentration 
obtained this was upon recommendation by the immunodiagnostics company used to 
assay the samples – IBL-International (http://www.ibl-international.com). Samples were 
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stored in a freezer (-21C) until the end of the study when they were sent by courier for 
assay by IBL-international in Hamburg, Germany  
1.5.3.7.2.3 Hormone Assay 
The concentration of free 17β-estradiol and free progesterone in saliva were determined 
by Luminescence Immunoassay by IBL-Hamburg. The sensitivity of the progesterone 
analysis was 2.6pg/mL with a mean intra-assay variation of 3.4% and inter-assay variation 
of 9.9%. The sensitivity of the estradiol assay was 0.3pg/mL with a mean intra-assay 
variation of 9.9% and inter-assay variation of 11.6%.  
1.5.4 Methodological concerns in reaction time analysis 
Reaction time (RT; also called response time or latency) is the time between the arousal 
of a sensory organ to a motor action (Bajec & Zakrajšek, 2001). For all of the studies in 
the present thesis the sensory organ is the eye and the motor action is a finger movement 
via a mouse. RTs are useful for hypothesis testing which, depending on results can lead 
to new hypotheses or the revision of the existing one.  
The measurement of RTs to stimuli are especially relevant to researchers in the field of 
Neuroscience where RT experiments are often used to study the neural basis of the 
function we are interested in (Bajec & Zakrajšek, 2001). In experiments, the process of 
interest to the researcher can be facilitated by use of a task which requires the participants 
to react fast. The RT in response to certain stimuli in a task can be seen the duration of a 
set of mental processes, one of which is the process of interest. In this way RTs provide 
an insight into to the temporal organisation of mental processes. It is the job of the 
researcher to manipulate experimental conditions in order to tease out which mental 
processes are occurring during testing, and the impact of each, whether additive or 
modulating to the process of interest, upon RTs. Experimental studies are rigorously 
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controlled in an attempt to reduce the influence of other confounding variables. Despite 
this RTs are random variables in that, RTs, even for the participant in the same condition, 
vary across trials. The ubiquitous impact of individual differences such as age, intellect 
and personality, on RTs is yet another reason why researchers prefer within-subject 
designs to between-subject deigns (see section 1.5). Naturally, within-subject designs 
present their own problems to the analysis of RTs – we have already alluded to the impact 
of order-effects upon outcome variables in the previous section – but, as mentioned 
previously, these effects are more readily controlled and measured.  
Both of the hypotheses (the hypothesis of sex hormone-modulated cortical interaction and 
the progesterone sharpening hypothesis) tested in the following studies make predictions 
about how hormonal fluctuations over the menstrual cycle will modulate the speed of 
individual’s reaction times to stimuli. As such, reaction time is an important measure of 
performance on all of the tasks used to test these hypotheses. It is important therefore that 
the reader is aware that additional processing is needed for reaction time data. Following 
is a brief overview of the problems with reaction time data and what has been proposed 
to overcome these problems.  
1.5.4.1 The distribution of reaction times 
RT distribution are not Gaussian (normal) in their distribution. They are instead positively 
skewed i.e. the rise rapidly on the left and have long positive tails. As we have already 
seen, some RTs are not a product of the process of interest; overly long RTs may be due 
to inattention, fatigue or even that the participants temporarily forgot which button to 
press, particularly short RTs (<100ms) on the other hand are often attributable to guessing. 
The assumption that RTs below 100ms are spurious can be made as it has been 
demonstrated that the time needed from stimulus perception to motor response is at least 
100ms (Whelan, 2010). Spurious RTs in the middle of the distribution are hard to detect 
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but the likelihood of them occurring may be reduced by implementing tight control over 
the experiment and the task itself (Whelan, 2010). 
1.5.4.2 Errors 
It is reasonable to assume that if the participant made an error during a task the process 
being undertaken was not done so in a typical manner i.e. in a manner that would have 
resulted in efficiency. Thus, although interesting in themselves, the removal of trials in 
which the participant made an error is the first step towards dealing improving RT data.  
1.5.4.3 Methods of dealing with outliers. 
Outliers as we refer to them here, are extreme values which lie in the tails of a distribution 
that have an influence on the mean of the RT. The term outlier is also used in relation to 
participants who, when compared to the rest of the sample, perform abnormally. These, 
like trial outliers, should be removed if they influence the outcome of the data in such a 
manner that it obscures true effects. For trial outliers, removal is not the only method in 
which to deal with them instead, some researchers prefer to transform the data or to use 
the median as a measure of central tendency instead of the mean. In a recent paper, Whelan 
(2010), described three main ways to deal with spurious slow RTs. These are now 
discussed. 
1.5.4.3.1 Trimming the mean 
Cut-off points in the long right tail of the data eliminate slow RTs by excluding data longer 
than a) some absolute time, b) a percentage of the data c) certain standard deviations above 
the mean. Which of these methods the researcher will chose will be highly dependent on 
the particular data, there is not definitive rule, although Ratcliff states a cut-off point that 
eliminates no more than 5% of the data is desirable.  Cut-off points can maintain power if 
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the effect is in the body of the data, but it can reduce power if the effect is in the tail and 
is removed from analysis.  
1.5.4.3.2 Transformations 
Transforming RT data normalises the distribution and reduces the impact of outliers 
because data points that have a large value are reduce more than data points with small 
values. This method maintains good power but interpretation of the data once a 
transformation is made is hard as the relationship between variables changes. 
1.5.4.3.3 Using the Medians  
If the data is skewed the mean of the data is distorted towards the direction of the skew. 
The researcher may choose to report the medians and interquartile range of the data instead 
of reporting means and standard deviations as they are more robust. A disadvantage of 
using the media is that it is a biased estimate of the population which is particularly a 
problem when conditions have different number of trials, especially in small sample sizes. 
1.5.4.3.4 Choice made in this thesis 
In order to maintain coherence of the data, transformation was immediately rule out as a 
possibility of dealing with RT data. The use of median RT which is not for use with uneven 
trial number is also unavailable to be used in this stud as, with the removal of trials due to 
being incorrect will certainly occur, and it is not likely to happen proportionately across 
all conditions. As such a choice of a cut-off of 1.5sd above the mean was decided. 
1.6 Research Proposal 
1.6.1 Statement of purpose 
The purpose of the following thesis is to improve the current literature pertaining to 
behavioural change over the menstrual cycle.  
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1.6.2 Aims 
Despite a relatively comprehensive body of research on the impact of hormones over the 
menstrual cycle on many different types of cognition, categorisation, an essential building 
block of higher cognition has yet to be researched in the hormone-behaviour literature. As 
such, the primary aim of studies 1-3 is to meet this need with a comprehensive set of 
studies that will address the question of whether hormones affect categorisation.  
Aim one of the current thesis shall be to address the gap in the hormone-behaviour 
literature that is the effect of hormones over the menstrual cycle on categorisation 
behaviour. 
The typical methodology used in the hormone-behaviour literature is to compare 
performance of female participants on the same task at two hormonally distinct time-
points in the female menstrual cycle. This method, reliant upon self-report data is prone 
to inaccuracies which may lead to inaccurate data being reported. As the impact of 
hormones on mood, cognition and behaviours has wide reaching implications for 
countless different groups of people, for example postmenopausal women and 
transsexuals taking hormone therapy, it is important that the literature is as scientifically 
sound as possible. To improve the likelihood of getting representative results researchers 
could try to increase the number of time-points which will enable researchers to know the 
effects of decreasing and increasing hormones as well as peak and base-line hormone 
levels.  
Aim two of the current thesis is to improve the quality of future publications by 
ascertaining the benefits of a longitudinal design over that of a categorical 2-time 
sampling method.  
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1.6.3 Objectives 
The following objectives were designed to enable a research plan to be drawn up that 
comprehensively addresses the aims of this thesis. 
To address the gap in the literature pertaining to the study of categorisation behaviour over 
the menstrual cycle (Aim One) the current thesis has the following objectives.  
1. To comprehensively assess whether performance on three 
different types of categorisation is different at two hormonally 
distinct time-points in the menstrual cycle.  
The COVIS model proposes that there are three different types of categorisation, implicit, 
explicit and perceptual each of which are sub served by different memory systems and 
areas of the brain. Each of these brain areas has, in the past, been found to be affected by 
hormones and so it is possible that fluctuations of these hormones could affect 
categorisation processes which are controlled by them. As the studies are exploratory and 
completely novel in the field there is a worry that using multiple measures could be costly 
as such for the present purpose only two time-points will be assessed. 
The COVIS model provides a perfect framework on which to base our exploration into 
categorisation behaviour over the menstrual cycle, but a hypothesis that provides 
predictions as to the likely outcome is also necessary. As such the Progesterone 
sharpening hypothesis was presented as a candidate for this. This hypothesis stipulates 
that progesterone serves to make the boundary between two classes of stimuli more 
distinct thus aiding the categorisation of stimuli. The second objective for the current 
thesis is;  
2. To test the predictions made by the Progesterone Sharpening 
Hypothesis.  
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These two objectives should serve to adequately address the question of whether 
categorisation behaviour changes over the female menstrual cycle but to assess the 
benefits of longitudinal sampling a more comprehensive study schedule will be 
necessary. As such, to enable the improvement of the future publications by 
ascertaining the benefits of a longitudinal design over that of a categorical 2-time 
sampling method as tasks that has been repeatedly demonstrated to reveal menstrual 
cycle performance changes shall be used. The following objectives are designed to 
satisfy aim two using the figural comparison task (Hausmann, Becker, et al., 2002; 
Hausmann & Güntürkün, 2000; Rode, Wagner, & Güntürkün, 1995).  
 
3. To compare two-time and longitudinal sampling methods using a 
rigorous methodology and task that has previously demonstrated 
robust changes in the lateralisation over the menstrual cycle.  
Hausmann and colleagues have several times demonstrated that the laterality of 
performance found during the early-follicular phase of the menstrual cycle disappears 
during the mid-luteal phase. The increase symmetry of performance as the menstrual cycle 
progresses is attributed to the modulations of the neurotransmitters GABA and Glutamate 
by progesterone and estradiol. With the use of a task that has already been thoroughly 
established as revealing distinct behavioural differences, the current author can then focus 
on establishing whether or not longitudinal sampling improves the quality (and not just 
the quantity) of the data obtained and the conclusions derived from it. 
The primary limitation of two time-point sampling methods is that they provide no 
information about what happens to performance when females are not at these very 
specific time-points in their menstrual cycle. To truly improve the quality of future 
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publications, it would be useful to have a model with which predictions about behaviour 
on this task can be made for any time-point. As such, the final objective of the current 
thesis is;  
4. To develop a model which can be used to predict behaviour on the 
figural comparison task at any given time-point during the 
menstrual cycle. 
If these research objectives are met then this thesis will not have only provided 
information about the impact of hormones on a completely novel area of cognition but it 
will also be the first time someone has critiqued the current methodology used in the 
literature and provided the reader with a way to improve future studies. In addition to this 
it will also provide the first model that can predict behaviour on a simple cognitive task 
from hormone concentrations.  
1.6.4 Research plan 
To fulfil aim one, studies 1-3 look at how the menstrual cycle changes categorisation 
behaviour. This research is original to the field as, to my knowledge, no other study has 
tested categorisation ability across the female menstrual cycle. The studies will also test a 
hypothesis that progesterone facilitates categorisation during the luteal phase of the 
menstrual cycle. 
Study 1: Assessing Perceptual categorisation at two hormonally distinct time points in the 
female menstrual cycle 
Study 2: Assessing Rule-based categorisation at two hormonally distinct time points in 
the female menstrual cycle  
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Study 3: Assessing Information-Integration categorisation at two hormonally distinct time 
points in the female menstrual cycle 
To fulfil aim two, Study 4 implements the best combination of methodological and 
analytical features to improve the quality of research output in the field.  
Study 4: A longitudinal study to assess whether hormone concentrations can be used to 
predict performance on cognitive tasks. 
  
Page 94 of 328 
 
2 Chapter Two: A study comparing performance on three types of 
categorisation tasks during the follicular and luteal phase. 
2.1 General Introduction 
During an assessment of the literature pertaining to the effects of progesterone and 
estradiol on behaviour over the female menstrual cycle, it was realised by the current 
author that there was a lack of research into the effects of these hormones on categorisation 
behaviour. Given that the aforementioned literature, albeit inconsistent in its findings, is 
comprehensive in its breadth, this lack of any studies on categorisation demands to be 
appeased. Thus, the following research is aimed at providing data about the effect of 
menstrual cycle phase on categorisation performance. Categorisation is a fundamental 
cognitive process underlying many high-level cognitive functions (Cohen & Lefebvre, 
2005). The ensuing studies, which will be conducted at two time-points during the 
menstrual cycle, is novel in that it uses six different tasks which have never before been 
tested in this population with the aim of measuring hormone effects on performance of 
the categorisation. By identifying if and how the menstrual cycle has an impact upon this 
supporting process we aim to extend the current knowledge about the effect of hormones 
upon both categorisation and any processes that may depend upon it.  
2.1.1 Definition of categorisation  
For the purpose of the current thesis categorisation is defined as follows; 
Categorisation allows us to derive what a novel stimulus is by what it is equivalent to 
and what it is different from; it helps us to know what things are and guides action. 
 
An automatic cognitive process in which individuals classify stimuli into predefined 
semantic concepts, leading individuals to treat different objects in the same way. 
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When considering particular stimuli we not only note basic physical qualities; size, colour, 
distance from us, but we also tend to classify the stimuli into a predefined category; 
animal, book, drink.  Stimuli can be put into a category if it meets a specific set of 
requirements. The requirements or rules range from basic; has three sides therefore it is a 
triangle, to complex; a master sommelier will note – amongst many other qualities – wine 
clarity, colour, aroma, body, viscosity, to enable them to determine a good wine. This 
example illustrates another point – stimuli categorisation can be subjective with 
differences in categorisation attributable to language, learning and experience.  
The importance of our ability to sort objects into these basic categories becomes salient 
when we consider classifying stimuli for our own survival; eat-abstain, approach-avoid, 
fight-flight. Information load is high in our day-to-day lives whilst capacity is, generally 
speaking, low. Categories divide our world into meaningful pieces that allow us economy 
of memory. Individuals encode stimuli exemplars of categories so that each and every 
instance of a category does not have to be stored. Category learning involves laying down 
a memory trace of these exemplars which can later be used to improve efficiency (Maddox 
& Ashby, 2004) when categorising novel stimuli.  
An important perceptual consequence of our tendency to try to categorise each and 
everything we see is that objects we categorise together tend to appear more similar to 
each other than objects from another category, even if this is not physically true. This 
phenomenon is called categorical perception and shall be described in more detail in the 
following section.  
2.1.2 Categorical Perception 
Physical sensory stimuli such as sound, colour and smell lie along a continuum. We dissect 
this continuum into meaningful categories based on what we are taught and our own 
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experiences. The place at which we dissect the continuum is the category border. An 
individual will perceive two stimuli grouped into the same category, i.e. within the border, 
as more similar to each other than to stimuli in another category, i.e. across the border, 
this occurs in spite of their actual physical similarity (Harnad, 2003). To demonstrate this, 
figure 7 shows four colour swatches; A, B and C. The hue distance between A and B and 
B and C is identical. However, because both A and B are given the category label of ‘Blue’ 
and C is given the category label of ‘Green’, swatches A and B appear more similar to 
each other than B and C. Discrimination between stimuli across a border, such as between 
B and C in figure 7, has been shown to be easier than discrimination between stimuli 
within a border, such as between swatches A and B. This is seen behaviourally as an 
increase in reaction time and decrease in accuracy at the category border.  
 
Figure 7: Green/Blue category boundary – although the distance 
between A and B is identical physically as the distance between B 
and C, A and B are often labelled green and C is often labelled 
blue 
Most category structures are not linear like colour and sound, despite this, all categories 
have two properties; a category exemplar and a category boundary. The category 
boundary is the line of discrimination between what is inside the category and what is 
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outside the category. When the category structure is linear, being outside of one category 
means that the stimuli is within another categories’ boundary. The category exemplar is a 
single salient member of a category. Category membership of a novel stimulus is 
dependent upon its similarity to the exemplar. The exemplar is located within the centre 
of the category structure, the more in common a member has with the exemplar the closes 
to the centre it is located. Periphery items, close to the category boundary, are still category 
members but are harder to categorise as such.  
2.1.3 The COVIS model of categorisation 
Numerous different theories and models of categorisation have been proposed, however, 
due to the scale of the literature, it is far beyond the scope of the present study to report 
them all. Instead the reader is directed to a review of important theories by Ashby and 
Maddox (2005) should they be interested in reading such. All told, successful theories 
have tended to promote multiple process accounts of categorisation whereby 
categorisation is moderated by qualitatively distinct systems. The following section shall 
focus on the COmpetition between Verbal and Implicit Systems (COVIS) model first 
proposed by Ashby and Alfonso-Reese (1998). Prior to this seminal paper, theorists of 
category learning did not discriminate between two quite distinct types of categorisation 
tasks; those in which the individual can easily verbalise the reasoning with which they 
categorise stimuli, and those in which the categorisation “rule” is not so easily verbalised. 
Instead, it had been presumed that all categorisation rules were learnt via the same 
processes, the COVIS model was the first to discriminate between the neuropsychological 
processes underlying non-verbal (implicit) and verbal (explicit) categorisation.  
The COVIS model states that when learning of complex non-verbalisable rules, 
information-integration and a procedural learning system is implemented mediated by the 
tail of the caudate nucleus (Ashby & Maddox, 2005) and the basal ganglia (Ashby & 
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O'Brien, 2005). On the other hand, when the categorisation rule is explicit, working 
memory systems are employs and brain regions used include the head of the caudate 
nucleus and the pre-frontal cortex (Ashby & Maddox, 2005). To this binary classification 
system, Ashby and Maddox (2005) added a third type of categorisation - perceptual 
learning categorisation. This is the most basic, fundamental categorisation which occurs 
without conscious thought in our day to day lives i.e. colour or sound categories. These 
categories often enable the perceiver to split into parts a physical continuum using learnt 
category boundaries for example we use colour names to distinguish blue from green. 
Later we will see how by simply grouping physical stimuli under a category name will 
make the stimuli seem more similar to ones grouped under another category name despite 
their actual physical similarity. Each type of categorisation will be explored in more detail 
in the following chapter, however, table 2 presents to the reader the three types of 
categorisation, examples of tasks used in their study, and brain regions thought to be 
involved in each different categorisation process.  
Categorisation Example Tasks Memory System Brain Regions 
Perceptual 
 
Prototype distortion tasks such 
as the A, not A task and the A, B 
task (Ashby & Maddox, 2005).  
For the A, not A task, the 
perceptual representation 
system is used. 
Unknown for the A,B 
version of the prototype 
distortion task. 
PFC 
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Rule-Based 
(explicit) 
WCST 
Working memory and 
executive attention 
PFC 
Information-
Integration 
(implicit) 
 
Procedural Memory Basal Ganglia 
(Ashby & 
O'Brien, 2005) 
Table 2: Examples of tasks, memory systems purported by Ashby 
and O'Brien (2005) to be employed by each type of categorisation 
and the main brain region thought to be used during task 
execution for each of the three types of categorisation. WCST = 
Wisconsin card sorting task; PFC = Pre-frontal cortex.  
 
2.1.4 Hormones and Categorisation 
It has been presented to the reader that hormones have known effects upon higher 
cognitive functioning. In a natural extension of this, there is a reasonable possibility that 
hormones are also able to modulate a low-level but fundamental function such as 
categorisation. What’s more hormones have the ability to modulate the main 
neurotransmitters, GABA and Glutamate, in the brain effecting many overt behaviours 
such as we have seen in Chapter 1. It is therefore highly likely hormones will have an 
impact upon categorisation behaviour although whether it is progesterone or estradiol 
remains to be seen. To the authors knowledge there is no existing literature regarding 
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category learning or categorisation ability and female sexual hormones. However there is 
an effect of hormones on cognitive components of categorisation such as attention  (e.g. 
Hatta & Nagaya, 2009) but not others such as decision-making (Reavis & Overman, 2001; 
van den Bos, Homberg, & de Visser, 2013). In addition to this, there is an impact of 
hormones on some of the brain regions implicated in the COVIS multiple systems model 
of categorisation such as the basal ganglia and the PFC. This literature and the possible 
impact of this upon categorisation behaviour over the menstrual cycle shall now be 
discussed. 
2.1.4.1 Hormones and Attention 
Attention is the action of directing concentration to one aspect of an environment whilst 
ignoring others. There are many different types of attention including sustained, divided, 
focused and selective, demonstrating that this concentration guidance need not be under 
conscious control, nor must the ignorance of other aspects in the environment be absolute. 
Once an object has been selected for attention the information regarding the object is 
prioritised for processing in the brain. Attention is arguably one of the most consequential 
tasks to other processes; we cannot learn or understand efficiently that which we do not 
pay attention to. Leading some to suggest that there could be no visual perception in the 
absence of attention (see Fei-Fei, VanRullen, Koch, & Perona, 2005).  
Attention is integral most models of categorisation (Blair, Watson, & Meier, 2009). 
Learning to distribute attention effectively is important to optimise categorisation 
performance and is the principal difference between-category novices and category 
experts (Blair et al., 2009). On the other hand there is some evidence that categorisation 
can occur pre-attentively in natural scenes (Li, VanRullen, Koch, & Perona, 2002). 
Humans possess substantial capabilities to rapidly process the presence of relevant object 
categories such as vehicles and animals in rapid presentation of natural scenes (Peelen, 
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Fei-Fei, & Kastner, 2009). This ability persists even when an individual performs a 
concurrent attentionally demanding task.   
Of the six categorisation tasks presented in this chapter, all place varying degrees of stress 
upon attentional resources. The literature on the impact of hormones on attention deals 
mainly with the attentional blink task and the stroop task, both of which are useful in 
aiding our understanding of what might occur in categorisation over the menstrual cycle.  
Rapid categorisation of items and events in the visual scene requires effective attentional 
systems. The ability of an individual to do this is often measured using rapid serial visual 
presentation tasks such as the attentional blink task (Einhäuser, Koch, & Makeig, 2007). 
The attentional blink is thought to occur at the encoding stage of attention. 
The Stroop task (Stroop, 1935) is a paradigm that measures conflicts in attention at the 
retrieval or response selection stage. Parallels were drawn between performance on the 
Stroop task and explicit categorisation by Waldron and Ashby (2001) in that both involve 
the executive attention on a single dimension of the stimulus.  
2.1.4.1.1 The Attentional Blink  
The visual system is limited as to how much information it can process. Within the first 
few milliseconds of viewing a scene the visual system is bombarded with substantially 
more information than it can handle (Dux & Marois, 2009). To deal with this, attentional 
processes prioritise salient, or target, stimuli to process further while discarding 
information pertaining to stimuli that are less relevant to behaviour (Dux & Marois, 2009). 
These information limiting prioritisations occur across two dimensions; space and time. 
Multiple simultaneous inputs cannot be processed all at once nor can rapid serial 
presentations be processed at high rates (Jiang & Chun, 2001). The attentional blink 
paradigm is a measure of the temporal aspect of attention.  
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Attentional blink (AB) occurs when the second of two targets cannot be identified if 
presented too rapidly after the first. In a typical AB paradigm participants are asked to 
name a single white target letter in a stream of rapidly presented (10 per second) letters or 
numbers. Participants are also instructed to respond to the absence or detection of a probe 
stimuli (an “X”) if it is presented after the target. Both target and probe are presented 
within a rapid stream of distracters. The target-probe presentation can be manipulated by 
changing the rate of presentation, the number or distracters and the position of the target-
probe within the distracters. It has been reliably found that if the probe is presented 
anywhere between 100-600ms after the target has been reported, then the detection of the 
probe by the participant is inaccurate (Dux & Marois, 2009) – interestingly, detection of 
the probe is preserved if presented within 100ms of the target. The AB deficit occurs 
predominantly in the right visual-field (see Verleger et al., 2009). 
In a study assessing the AB over the female menstrual cycle, Holländer, Hausmann, 
Hamm and Corballis (2005) found that the same women were more accurate at detecting 
a probe, implying a shorter AB, during menses than during the mid-luteal phase (F(1,18) 
= 5.17, p<.05). The author’s report that this effect seems to be mediated by estradiol as 
demonstrated by a large positive correlation between estradiol concentrations and AB. 
Hollander et al. (2005) also demonstrated that the left-visual field/right hemisphere 
advantage on the task is reduced during the mid-luteal phase in normally cycling women. 
This finding is in accordance with other studies finding greater symmetry in brain 
functioning during the mid-luteal phase (Bibawi et al., 1995; Hausmann & Güntürkün, 
2000; Heister, Landis, Regard, & Schroeder-Heister, 1989; c.f. Sanders & Wenmoth, 
1998).  
A shorter AB during menses indicates that the rapid categorisation of visual stimuli may 
be impaired by estradiol, thus in any categorisation task that rely upon rapid 
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categorisation, we may see a decrease in performance during the luteal phase when 
estradiol levels are high.  
2.1.4.1.2 The Stroop Task 
The Stroop task (Stroop, 1935) is a well-known psychological test designed to assess 
participants’ attention and processing speed. As a measure of attention and processing 
speed the Stroop task is very popular, well validated and reliable (MacLeod, 1992). In this 
task participants are asked to read aloud a list of colour names as quickly and as accurately 
as possible. In half of the trials the name of the colour and the ink it is written in match 
(congruent trails). An example of a congruent trial is the colour word ‘Red’ written in red 
ink. In the other half of the trials, the incongruent trials, the word and the ink it is written 
in do not match, for example, the colour word ‘Red’ written in blue ink. More attentional 
resources are required to read aloud the colour name in incongruent trials where the 
participant has to inhibit the interference from the processing of the colour ink and only 
attend to the word.  
Lord and Taylor (1991) tested fifty naturally menstruating women on a version of the 
Stroop task once every seven days for four weeks. The authors reported that female 
participants’ accuracy on incongruent trials rose until mid-cycle and then dropped as 
menses approached. This would suggest that as levels of progesterone and estradiol are 
on the incline participants become increasingly able to supress task irrelevant information. 
However, when concentrations of progesterone and estradiol start to subside before 
menses this ability also subsides. In contrast to this finding, Resnick, Perry, Parry, 
Mostofi, and Udell (1998), did not find any significant phase differences on the Stroop 
task, nor did they find any difference between women with and without PMDD symptoms 
– thought to be caused by hormonal sensitivity. Resnick et al. (1998) also measured 
attention using the Trail Making Test-Part B and the Digit Vigilance task (see paper for 
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more details) but these tasks likewise showed no change over the menstrual cycle. These 
findings are supported by Keenan, Lindamer, and Jong (1995) who found no change in 
Stroop interference between menses and mid-luteal phase for neither women with or 
without premenstrual syndrome. However each of these two findings of negative change 
has methodological issues which make findings hard to interpret. In the Keenan et al. 
(1995) study, the mid-luteal phase was taken as any day between 1 and 9 days before 
menses (days 19-27 of the typical cycle). This broad catchment of nine days encompasses 
both the increase and decrease in performance predicted by the Lord and Taylor (1991) 
findings. Typically the mid-luteal phase is characterised by a 3 or 4 day segment which, 
although still broad and encompassing both rising and falling hormones, is not quite as 
variable as a 9 day catchment. In the Resnick et al. (1998) study, no verification, such as 
serum or salivary hormone concentrations, of the menstrual cycle were obtained. With no 
hormonal verification, one simply cannot know if the reported findings in these studies 
are indeed a true reflection of behaviour at biologically relevant time-points in the 
menstrual cycle. As such readers should interpret the results of Lord and Taylor (1991) 
and Resnick et al. (1998) with caution. Despite this, some support for the findings reported 
by Resnick et al. (1998) of no menstrual cycle changes in Stroop task performance have 
been provided by hormone treatment studies. A 1-month hormone treatment study found 
no improvement on either the Stroop or the digital vigilance task after treatment of 
estradiol, approximately 70pg/ml every 3-4 days for 28 days, via adhesive skin patches 
(Bartholomeusz et al., 2008).  
Conversely, in a typical menstrual cycle experiment with a repeated-measures design, 
Hatta and Nagaya (2009) found that participants were quicker at performing the Stroop 
task during menses than during the mid-luteal phase (t(26)= 4.49, p<.01). Importantly 
however, there was no direct correlation of RTs with blood serum levels for either 
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estradiol or progesterone supporting the findings of Bartholomeusz et al. (2008) of no 
effect of estradiol treatment on Stroop task performance. Unfortunately, in Hatta and 
Nagaya (2009) there was only a 0.07% error rate, and so accuracy on the task could not 
be assessed. However, the RT findings appear to partially contradict Lord and Taylors 
(1991) finding of increases in accuracy concurrent with rises of hormones during the 
follicular phase. Decreased reaction times during the menses section of the follicular phase 
would tend to oppose the idea that the ability of females to disregard task irrelevant 
information in enhanced during the luteal phase in comparison to the follicular phase. 
However, the two are not entirely orthogonal, and therefore more controlled studies are 
necessary to try and determine once and for all the exact hormonal modulations of 
attention during the Stroop task. 
If indeed there is a shift in the ability of females to disregard task irrelevant information 
pre- and post-menstruation this may implicate the pre-frontal cortex as a site for 
modulation by sex hormones (Hatta & Nagaya, 2009), something which will be discussed 
in more detail later. Categorisation tasks whereby attention is divided whilst the 
participant has to dampen attention to information that is irrelevant to successful 
categorisation may have similar results to that found in the Stroop task i.e. that participants 
are more readily able to disregard this information during menses as per Hatta and Nagaya 
(2009).  
2.1.4.2 Hormones and decision making 
Seger and Peterson (2013) demonstrate the similarities between categorisation and 
decision making processes and conclude that categorisation is a form of decision making. 
Categorisation, they claim, involves identifying and evaluating category candidates, and 
selecting the category to which the candidate belongs to.  Decision making involves a 
similar set of processes such as isolating and evaluating a variety of options and selecting 
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one option. Although we have no literature on the menstrual cycle and categorisation, we 
do have research on the effect of the menstrual cycle on decision making. 
Decision making seems to be highly variable over the menstrual cycle. This is most 
frequently demonstrated with female mate-preferences. During the follicular phase when 
the risk of conception is high, females are more likely prefer a masculine looking male 
face (Johnston, Hagel, Franklin, Fink, & Grammer, 2001) indicating genetic health (Fink 
& Penton-Voak, 2002) thus improving the prospect of health of any offspring. Conversely, 
during the luteal phase where conception risk is low females take more account qualities 
reflecting increased likelihood partnership stability and commitment (Little, Jones, & 
DeBruine, 2011). It has been proposed that a preference for high stability males when 
progesterone is high is a by-product from the necessity of stability during pregnancy 
(Jones et al., 2005). During pregnancy progesterone levels are continuously high, during 
this time women need to make quick decisions about perceived threats as well as about 
other individuals in order to best protect their growing foetus. The hormone conditions 
during the luteal phase are similar, in that hormones are at a higher-than-average level for 
an extended period of time, the body is in fact preparing the womb for pregnancy, and 
therefore similar behaviour may be expected to be prompted.   
In contrast to this finding, performance on the typical task used for studying decision 
making processes, the Iowa Gambling Task (IGT), does not seem to change over the 
menstrual cycle (see van den Bos et al., 2013). Nor is performance related to levels of 
progesterone or estradiol (Reavis & Overman, 2001). As the IGT is most often carried out 
in a laboratory setting artificial gambling task, it may be that decision making when there 
are no social pressures to consider, such as during the mate-preference literature, may not 
be affected by hormone status, while mate-preference decision making is.  
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2.1.4.3 Hormones and the Pre-Frontal cortex – implications for Rule-based categorisation. 
The pre-frontal cortex (PFC) is a collection of highly interconnected brain areas at the 
very front of the brain that send and receive projections from nearly all subcortical, 
sensory and motor areas (Miller & Cohen, 2001). It is not however, involved in simple 
automated processes and instead is implicated in executive function and abstract thinking. 
Functioning of the PFC has been demonstrated to be manipulated by estradiol possibly 
via dopamine’s actions upon the PFC (Jacobs & D'Esposito, 2011). Dopamine signalling 
in the PFC is critical to WM functioning but in insufficient and excessive amounts DA is 
detrimental upon PFC functioning. Estradiol enhances DA synthesis, release and turnover 
(Dluzen, 2000; Pasqualini, Olivier, Guibert, Frain, & Leviel, 1995). Jacobs and D'Esposito 
(2011) propose that inconsistencies in the literature concerning estradiol’s effect upon 
working memory are due to unaccounted variability in baseline DA in individuals citing 
a study by Shansky et al. (2003) which demonstrated that DA administration had 
differential effects upon working memory dependent upon estrous status.  
The Wisconsin card sorting task (WCST) is a test widely used to assess many frontal lobe 
executive functions such as attention, abstract reasoning, rule-learning and cognitive 
flexibility. At first a number of cards with coloured shapes are given to the participant 
who is given no other instruction other than to sort the cards into two piles. The cards 
differ in three ways; the number of shapes on the card, the colour of these shapes, and the 
form of the shapes. Only one dimension is ‘active’ at one time, for example only the colour 
of the shape is important to sort the card correctly. It is the job of the participant to discover 
on which dimension to sort the cards. To facilitate this, the participant is given immediate 
feedback as to whether they are right or wrong in their sorting. After sorting the cards 
successfully ten times, the active dimension changes. The WCST can be performed 
manually using a deck of special cards or on the computer. The ability of participants to 
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adapt to the change in the rules can be a measure of their cognitive control, perseveration 
and reasoning ability. The WCST is also a measure of attention in that the participant is 
required to attend to the active dimension and disregard interfering information about the 
other dimensions. Attentional skills also enable the participant to shift attention to a new 
dimension after an error instead of persevering with the old dimension (Bishara et al., 
2010).  
The task is administered to assess the functioning of the PFC in patients with 
schizophrenia and dementia. patients with damage to the frontal lobe make significantly 
more perseverative errors than those with damage to other regions (Demakis, 2003). Some 
researchers have proposed the PFC to be a critical site of estradiol action (Brann, 
Dhandapani, Wakade, Mahesh, & Khan, 2007) through which hormone concentrations 
may affect behaviour in post-menopausal women (Duff & Hampson, 2000; Keenan, 
Ezzat, Ginsburg, & Moore, 2001; Krug, Born, & Rasch, 2006).  
Solis-Ortiz et al. (2004) used the WCST as a prefrontal measure of attention whilst female 
participants underwent EEG recording. Nine female participants were tested at four time-
points during the menstrual cycle; menses (days 1-2), ovulation (days 13-14), early-luteal 
(days 20-21) and late-luteal (days 24-25). Basal body temperature was taken to confirm 
ovulation and therefore menstrual phase. Although subject reports of menstrual status 
were also provided, however no hormonal verification was sought. Performance was 
measured by calculating the average number of trials it took the participant, after changing 
the rule, to arrive at a correct match.  The worst performance on the WCST was seen a) 
during the late-luteal phase when both hormone levels are high but declining and un-stable 
and b) during ovulation when estradiol levels are high and unopposed by progesterone. 
The best performance was reported during the early-luteal phase. The authors suggest that 
high levels of progesterone during the early-luteal phase, which potentiate GABA 
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inhibition, might useful during the task where attention to the outcome of the last choice 
and working memory is necessary. That is, progesterone increases the ability of the frontal 
lobes to inhibit superfluous information. They did not speculate on the participants’ 
similarly proficient performance during menses when progesterone is at baseline or on the 
poor performance during the late-luteal phase when hormone progesterone levels are high 
but on the decline.   
Solís-Ortiz and Corsi-Cabrera (2008) later released results of a test of sustained attention 
in the same women. The nine female participants performed a continuous performance 
test on the same schedule as the WCST – four time-points corresponding with menses, 
ovulation and the early- and late-luteal phase. Measures of performance included RTs, 
correct responses and errors of commission and omission. Mirroring performance during 
the WCST, the authors found an increase in performance during the early luteal phase 
when progesterone is high and poor performance during ovulation. There was also an 
increase in reaction time during the late-luteal phase when hormones are declining and are 
relatively unstable.  
To summarise, performance on the WCST, a measure of sustained attention, is best when 
hormones levels are at a stable baseline (menses) or are on the rise (early-luteal). 
Relatively poor performance is seen during times of high unopposed estradiol (ovulation) 
or when hormone levels are declining (late-luteal). The finding that hormones differed 
depending on whether levels of hormones were on the incline or on the decline 
demonstrates the importance of knowing exactly at which point in the cycle all the 
participants are. Consider for example how confounded results would be if, due to 
measurement error a research testing participants with a bias to sampling on either side of 
the luteal hormone peak. If the researcher, through miscalculation, always sampled when 
hormones were declining, the researcher would assume that WCST performance was at 
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its worst during the luteal phase. If the measurement error always occurred with a bias 
toward the incline, the researcher would probably conclude that WCST performance was 
at its best during the luteal phase. Even for the study in question it cannot be completely 
ascertained that the performance measurements were recorded at the expected times. 
Every care should be taken to ensure that researchers are aware of exactly where a 
participant is in in her menstrual cycle. 
The rule-based categorisation paradigm used most frequently in the literature (and what 
will be used in one of the current studies) is a form of the WCST, as such on these tasks 
too we would expect to see performance increase during time-points with high levels of 
hormones.  
2.1.4.4 Hormones and the basal ganglia – implications for information-integration 
categorisation. 
The basal ganglia is a subcortical limbic structure made up of the striatum, the caudate 
nucleus and the palladium. Several neuropsychiatric disorders which are clearly related to 
basal ganglia dysfunction have sex-specific prevalence, onsets and symptoms (Rijpkema 
et al., 2012). For example men have 1.5 times higher risk of contracting Parkinson’s 
disease (de Lau et al., 2004) and there is a gender difference in the symptoms reported 
(Scott, Borgman, Engler, Johnels, & Aquilonius, 2000). Parkinson’s disease (PD) results 
from a degeneration of dopamine synthesising neurons in the substantia nigra, a structure 
in the midbrain, leading to a reduction in dopamine in the striatum (Deroo & Korach, 
2006). Interestingly, this diminished risk of PD, decreases once females reach menopause 
(Ragonese et al., 2006) with some reporting that estradiol treatment after menopause 
reduces the risk of PD (Currie, Harrison, Trugman, Bennett, & Wooten, 2004). 
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Basal ganglia cells have a high level of sex steroid receptors (Rijpkema et al., 2012) and 
estradiol surges are associated with an increase, and progesterone with a decrease, in 
striatal dopamine activity (Munro et al., 2006) which provides a potential mechanism for 
sex differences in basal ganglia related neuropsychiatric disorders. The nucleus 
accumbens of the striatum which has repeatedly been implicated in reward-learning has 
also been demonstrated to be a target of estradiol actions (Walf, Rhodes, Meade, Harney, 
& Frye, 2006). An impact of hormones of learning from rewards may be one mechanism 
which underlies the differences in drug taking behaviours reported earlier. Reward-related 
behaviours such as drug abuse and pathological gambling have been demonstrated to have 
sex-specific manifestations (e.g. Becker & Hu, 2008; Lynch, Roth, & Carroll, 2002; Petry, 
2005; Westermeyer & Boedicker, 2000). For example females are more likely to report 
difficulty in cessation and have an increased likelihood of relapse (Hudson & Stamp, 
2011, but c.f. Walitzer & Dearing, 2006). However, in a series of studies, Sofuoglu and 
colleagues have demonstrated and interaction between progesterone and reward-driven 
behaviours (Sofuoglu et al., 2001; Sofuoglu, Mitchell, & Kosten, 2004; Sofuoglu et al., 
2009; Sofuoglu et al., 2011). For example, Sofuoglu et al. (2001) claimed that 
progesterone attenuated cravings for cigarettes and decreased subjective ratings of 
positive nicotine effects. This finding is supported by Sofuoglu et al. (2004) whom, on 
administering intravenous cocaine to male and female participants during the follicular 
phase of the menstrual cycle, found that progesterone attenuated participants’ subjective 
ratings of the drugs’ effects, but importantly did not alter self-administration behaviour. 
However as of yet, little direct evidence has been reported regarding the hormonal 
influence on the reward-system itself (Dreher et al., 2007). Although, one hormone-
reward study, Dreher et al. (2007) reported that ovarian hormones mediate females’ 
response to gambling. In an event-related gambling task Dreher et al. (2007) found that 
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upon reward delivery, the midbrain, left fronto-polar cortex and the striatum were 
activated more when females were in the follicular phase than when in the luteal phase. 
This finding potentially implicates high levels of hormones, likely progesterone, in a 
dampening effect on striatum activity and may reflect some of the results we have seen 
about the effect of progesterone on lowering drug cravings.  
Ashby and O'Brien (2005) have proposed that the Basal ganglia is involved in 
information-integration categorisation and we are therefore likely to see a worsening of 
performance  during the luteal phase when learning from reward, or rather feedback is 
worsened by progesterone.  
2.1.5 The progesterone-mediated boundary sharpening hypothesis 
As there is still little information upon the possible impact of estradiol and progesterone 
on categorisation behaviour itself we propose an alternative hypothesis regarding the 
impact of hormones upon GABA functioning. A novel hypothesis was chosen because it 
enables specific predictions about behaviour to be made. We suggest that to facilitate 
quicker decision making during pregnancy, progesterone enhances the decision making 
process. This process, integral to the survival of mother and baby, may be detectable 
during the luteal phase when progesterone reaches similarly high levels. Progesterone is 
known to amplify the effect of GABA inhibition (Belelli & Lambert, 2005) and has been 
proposed to help the PFC inhibit superfluous information (Solis-Ortiz et al., 2004). It is 
therefore possible progesterone modulation of GABA inhibition facilitates decision 
making speed by inhibiting interference from task-irrelevant information which would 
slow down processing of task-relevant information. With the reduction of interference, 
we propose that category would borders become more distinct during the luteal phase 
when hormone levels are high thus enhancing the likelihood of correctly categorising a 
stimuli. This would be seen behaviourally as a decrease in RTs and an increase in accuracy 
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on categorisation tasks from the follicular to the luteal phase. We propose that this effect 
will be mainly driven by progesterone. Figure 8 below is a figural representation of what 
is hypothesised to occur during the follicular (blue) and luteal phase (pink) across the 
stimuli boundary. 
 
Figure 8: The progesterone-mediated boundary sharpening 
hypothesis - As stimuli along a continuum approach a 
category boundary their probability of assignment to the 
correct category is decreased and reaction times for categorical 
decisions will increase. The hypothesis suggests that the 
categorization boundaries are sharpened during luteal stages 
(pink). This model predicts reduced reaction times and 
increased likelihood of ‘correct’ categorization during the 
luteal phase. 
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2.1.6 Tasks and Paradigm Choice 
We have described the three different types of categorisation that were outline in the 
COVIS model (Ashby & Alfonso-Reese, 1998; Ashby & Maddox, 2005; Ashby & 
O'Brien, 2005); perceptual categorisation, rule-based categorisation and information-
integration. This model of categorisation provides a perfect platform for driving the choice 
of tasks in the first study to assess categorisation behaviour over the female menstrual 
cycle. Each type of categorisation in the COVIS model shall be investigated in its own 
study, and each study will see participants completed two different tasks. One of these 
tasks is a typical task frequently used to investigate that type of categorisation but which 
has artificial stimuli. The other task is a task that fits the categorisation type but which is 
not frequently used in the literature, but has a more ecologically valid footing. 
The chosen tasks are as follows, a the following sections will describe the justification for 
the selections made; 
Study 1 is a perceptual categorisation study. Tasks chosen to investigate perceptual 
categorisation over the menstrual cycle are the proto-type distortion task (study 1A) and 
the colour target discrimination task (study 1B).  
Study 2 is a rule-based categorisation study. Tasks chosen to investigate this explicit form 
of categorisation are a one-dimension card-sorting task (Study 2A) and a word 
categorisation task (Study 2B). 
Study 3 is an information-integration study. Tasks chosen for this implicit categorisation 
study are a multi-dimension card-sorting task (Study 3A) and a face preference task (Study 
3B).  
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2.1.6.1 Justification of study design 
Categorisation tasks will be given to female participants twice during their menstrual 
cycle at time-points chosen to coincide with the mid-follicular and the mid-luteal phase. 
The choice to employ a two-time repeated measures design was due to the explorative 
nature of the study – the study is explorative in that the categorisation performance of 
individuals over the hormone cycle and the progesterone-mediated boundary sharpening 
hypothesis are novel and untested. Longitudinal studies provide the richest data sets, 
however they are costly and not appropriate for exploratory studies. The cheapest way to 
conduct hormone-behaviour studies is to run independent-measures designs. However, as 
demonstrated in section 2.1, this type of design has a large amount of error introduced by 
biological variables that differ between participants. As participants serve as their own 
controls in repeated-measures studies, the amount of error is lower which is preferable 
when sensitive tests are needed to pick up subtle changes in behaviour.  
2.1.6.2 Investigating the differential impact of hormones dependent upon type of 
categorisation 
The studies in the current Chapter are designed to investigate whether categorisation 
behaviour changes over the menstrual cycle and, if so, whether this change is dependent 
upon the type of categorisation. The tasks were chosen to assess performance changes on 
the three types or forms of categorisation; perceptual, rule-based and information-
integration (see section 3.1.3 and 3.1.4). Each of these three types of categorisation are 
widely believed to involve different processes and thus employ different brain regions. It 
is likely that any effect of hormones upon categorisation will be specific to the type of 
categorisation and which brain regions are employed. Data from each should give us some 
understanding of whether the modulation of categorisation performance is indeed 
dependent upon the type of categorisation.  
Page 116 of 328 
 
2.1.6.3 Testing the predictions of the progesterone sharpening hypothesis. 
One of the primary aims of the following studies was to test the predictions of the 
progesterone-mediated boundary sharpening hypothesis (PSH). This hypothesis predicts 
that high levels of progesterone serves to exaggerate category boundaries making 
decisions about category membership easier. Some of the tasks for the studies in this 
Chapter were also chosen on the basis of their suitability for testing the predictions made 
by the PSH. The prototype distortion, colour categorisation, word gender and facial 
attraction task all had stimuli within each category that was either close to the category 
boundary or close to the centre of the category structure. Those stimuli that are close to 
the category boundary are ‘subtle’ members of the category whilst those stimuli close to 
the category centre are designated as ‘extreme’ category members. These two terms shall 
be used throughout the present thesis to distinguish these types of stimuli.  
2.1.6.4 Experimental control vs. Ecological validity 
In addition to this, each type of categorisation will be examined using with two different 
types tasks; one which allows the researchers to enforce experimental control and one 
which is more ecologically valid. In the experimental control tasks the stimuli used are 
artificial allowing as to ensure that the stimuli members of each category are equivalent. 
The more ecologically valid tasks use stimuli which occur in day to day life such as 
colours, faces and words. These categories are more dynamic, meaning they may not be 
equal and may be influenced by such things as bias and preferences. They are however 
intended to reflect categorisation in everyday life which will be exposed to the same 
influences. 
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2.1.7 Chapter Hypotheses 
The fluctuation of hormones over the menstrual cycle is likely to have an effect upon 
categorisation due to the ability of neurosteroids to modulate neurotransmission in areas 
that control categorisation processes such as the prefrontal cortex. However, hormones 
are unlikely to affect all types of categorisation equally. Instead neurosteroids are more 
likely to have a detectable effect upon basic categorisation processes such as rule-based 
categorisation involving few brain areas than they are to effect categorisation which 
involves integration of information from multiple brain regions. Thus we predict we will 
see an effect of progesterone ‘sharpening’ more during tasks involving rule-based 
categorisation than information-integration categorisation. Perceptual categorisation on 
the other hand, may be too integral to the everyday processing of information. Therefore, 
in accordance with De Vries (2004) theory of compensation, we would expect 
compensatory mechanisms to kick in and ensure such an integral component of human 
functioning was not susceptible to the ministrations or rapidly fluctuating neurosteroids.  
Although other literature has been presented pertaining to the possible outcomes of 
categorisation tasks, it is only the progesterone-sharpening hypothesis that makes specific 
predictions as to the performance of participants over the menstrual cycle. As such the 
hypotheses for the following chapter are based upon this but when discussing the findings, 
the aforementioned literature will be taken into account. The hypotheses for the current 
Chapter are as follows; 
1. The efficiency of categorisation of stimuli (response times and correct response 
rate) will be enhanced during the luteal phase.  
2. This effect will be strongest in rule-base categorisation, then information 
integration but will not be present in perceptual categorisation.  
3. Progesterone, and not estradiol, will be the mediator of any effects found 
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2.2 General Method 
Seventeen participants completed a battery of six tasks twice at two crucial time-points in 
the menstrual cycle; one session to coincide with the early-follicular phase (days 2-7 of 
the menstrual cycle) and one to coincide with the mid-luteal phase (days 20-22). The tests 
in the battery were designed to assess participants’ changes in performance on three types 
of categorisation between the two menstrual cycle phases. Following is a general methods 
section which will describe to the reader the demographics, study design and overall 
procedure of each experimental session. The Chapter will then be divided into three 
studies for each of the three types of categorisation. Each study will have two experiments; 
one which taps into the core elements of the type of categorisation by exhibiting tight 
experimental control over the stimuli and one which presents a more naturalistic task to 
the participant. 
2.2.1 Participants  
Seventeen healthy, naturally cycling women were recruited on the University of Surrey 
Campus via posters and word of mouth. Participants ranged in age from 18-28. All 
participants were right handed (scored >60 on the Edinburgh Handedness Inventory; 
Oldfield, 1971, Appendix B), reported speaking English fluently, and had at least college 
level higher education. Upon completion of the study, prior to analysis, the progesterone 
and estradiol levels of the participant were checked for outliers. Two participants were 
removed from study due to non-compliance with study requirements. A further two 
participants were removed due to outlier progesterone values. The remaining 13 
participants had a mean age of 20.21 years (s.d. 2.46, range 18-28). The mean self-reported 
cycle length for the group was 29.07 days (s.d. 2.16, range 27-36). 
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2.2.1.1 Exclusion Criteria 
When recruiting the participants, researchers were able only to recruit participants 
meeting certain requirements. Exclusion criteria included the use of hormonal 
contraceptives, substance abuse, treatment with psychiatric drugs, or being outside the 
ages of 18-30 years old. All participants filled out an online questionnaire to self-report 
date of last menses and confirmed that their cycles were regular and stable in length. Those 
reporting missed menstrual cycles or overly long cycles (>36 days) within the past six 
months were excluded. 
2.2.1.2 Hormone assessment 
Hormone concentrations were assessed from saliva samples provided by the participants 
five time during each session. Details concerning hormone assessment are provided in 
section 1.6.7 and reference ranges provided by the company that runs the salivary tests for 
the author is provided in table 2 below.  
The mean progesterone concentration for participants in the follicular phase was 
41.14pg/ml and the mean estradiol concentration was 2.60pg/ml. The mean progesterone 
concentration for the luteal phase was 83.64pg/ml and the mean estradiol concentration 
was 5.36pg/ml. According to the reference ranges given for the salivary diagnostics, these 
values are within normal ranges. A students T-tests confirmed that concentrations of both 
hormones were significantly higher in the luteal phase as we would expect (progesterone: 
t(13)=-3.205, p=.007, estradiol: t(13)=-3.748, p=.002).  
 Age group  Mean (pg/mL) S.D. (pg/mL) Range (pg/mL) 
Progesterone 
Children 6-12 N = 129 16.9  9.5  3.0 – 32.9  
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Women 21-50 Follicular Phase 
N = 124 
22.0 11.1  8.2 – 41.1  
Luteal Phase 
N = 128 
51.2  17.3  28.1 – 84.8  
Men 21-70 N = 152 24.9  12.6  10.6 – 54.8 
Estradiol 
Women 19-43 Follicular Phase 
N = 18 
- - 0.8 – 7.7 
Ovulation 
N = 18 
- - 3.4 – 14.3  
Luteal Phase 
N = 18 
- - 1.1 – 7.8  
Men 21-70 N = 40 - - 0.4 – 3.3  
Table 3: References ranges for progesterone and estrogen. From 
http://www.ibl-international.com  
 
2.2.2 Experimental Design 
The study was a two-time repeated-measures design. The sessions were scheduled via 
email to coincide with the participants’ self-reported early follicular (days 2-7) and mid-
luteal (days 20-23) phase. The study was counter-balanced; one half of the participants 
took the first session during the follicular phase and the second during the luteal phase, 
the other group was tested in the reverse order. Of the final participant sample, seven 
participants were tested in the luteal phase first. Independent T-tests with test-order as the 
grouping variable found no significant differences in the age (t(12)=.315, p=.758), 
menstrual cycle length (t(12)=1.122, p=.284) or average progesterone (t(12)=-1.083, 
p=.300) and estradiol concentration (t(12)=-.790, p=.445) of the two groups.  
Page 121 of 328 
 
2.2.3 Procedure  
Experimental sessions were carried out approximately 14 days apart depending upon the 
individuals’ menstrual cycle and scheduling availability. So much as was possible, 
sessions were scheduled at the same time of day. Both experimental sessions were carried 
out while participants lay supine in a dummy-scanner. The dummy-scanner is a large MRI 
scanner replica. Participants lie within the ‘bore’ of the dummy-scanner and can complete 
experiments viewing a screen via a mirror on a cage place over the participants head. If 
the experiment requires it, participants can be played sounds and instructions through a 
set of headphones and can interact with tasks using a mouse. In addition to this the dummy 
scanner has speakers through which a soundtrack of an MRI sequence can be played. The 
set up closely imitates the way experiments are carried out in a real MRI scanner. 
Importantly, the dummy scanner puts the participants under similar conditions as during 
a real MRI scan in terms of lying in a confined space with loud noise distractions. This 
was done so that each session for each participant was carried out in the exact same 
conditions5. At each session participants provided five saliva samples in between 
experiments. These samples were kept in a fridge until the following Monday where they 
were sent to be assayed by IBL-International in Berlin. 
Six tasks were carried out in succession in the following order; the colour target-detection 
task, one-dimension categorisation task, prototype distortion task, facial attractiveness 
task, word categorisation task and finally, the multi-dimension categorisation task. Prior 
                                                 
5 It was also anticipated that the study would give rise to a fMRI study whereby it would be useful to compare 
behaviour from the behavioural study conducted under similar conditions (lying supine, viewing a screen 
and being played a noise similar to that make by the scanner). 
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to the experimental studies, participants were also asked to rate the face stimuli used in 
Study 3B on attractiveness (see section 3.6.2 for more details). 
2.2.3.1 Hormone Assessment 
Five saliva samples were collected over the course of the session. Saliva samples were 
stored in a freezer until the end of the study when they were sent by courier to IBL-
International for hormone analysis. For further details please refer to section 2.6. 
2.3 STUDY 1: Assessing Perceptual categorisation at two hormonally distinct 
time points in the female menstrual cycle 
Joaquin Fuster, in his book Cortex and Cognition, argues that the very act of perception 
is categorisation:  “Perception is the classing of the world into categories” (Fuster, 2005, 
p. 59). The working definition of perceptual categorisation here is the categorisation of 
stimuli that is dependent upon the stimuli’s perceptual similarity to other category 
members. Some similarity judgements are highly influenced by cultural and linguistic 
training whilst others are purely perceptual. Here we test our participants’ abilities to learn 
to distinguish between distortions of two prototypes as well as their ability to detect target 
circles of one colour on a closely matched colour background.  
2.3.1 Study 1A: Prototype distortion task 
2.3.1.1 Introduction 
In order to see if perceptual categorisation, as assessed by an experimental paradigm with 
proven experimental rigour, changed between the follicular phase and the luteal phase, 
study 1A used the prototype distortion task by Posner and Keele (1968). The prototype 
distortion task is a widely applied method used to study perceptual categorisation (Ambrus 
et al., 2011; Ashby & O'Brien, 2005). In this task participants have to learn to successfully 
categorise stimuli that are each created by distorting a prototype stimuli. Commonly, the 
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prototype stimulus is a number of black dots arranged in a pattern (either random or a 
recognisable shape) on a white square. Participants first undergo a training phase whereby 
they are exposed to limited number of low and high distortions of the prototype. During a 
testing phase, participants are presented with novel distortions of the prototype as well as 
other dot-pattern stimuli. The instructions given to the participant are dependent upon 
which variant of the study is employed by the researcher. In the A, not-A classic version 
of the task participants are asked to respond ‘Yes’ or ‘No’ depending on whether the 
stimulus presented to them is part of the category they saw in the training phase. In the A 
or B variant, participants are asked to decide whether the stimulus is part of the already 
exposed category A or whether the stimulus is part of a new, unseen category, B. 
Typically, it is found that healthy participants and amnesic patients with declarative 
memory impairments are able to correctly assign prototypes and distortions to their 
categories when feedback is provided. In contrast, Alzheimer’s patients with prefrontal 
impairments tend to have substantially more problems with this task (see Ambrus et al, 
2011). 
2.3.1.2 Methods 
2.3.1.2.1 Stimuli 
Stimuli were a set of eight white dots on a black background. Two stimuli prototypes were 
created from eight white dots using MATLAB. Prototypes were created in a 100*100mm 
square with a black background. Prototype A was arranged to look like a diamond and B 
to look like a square (see figure 9). To make 105 prototype distortions each dot in 
Prototype A was perturbed by some amount towards the location of a dot in Prototype B 
thereby creating a quasi-continuum as shown in figure 9. In low distortions, the dots were 
not allowed to move more than 5mm. In high distortions the dots were allowed to move 
between 10 and 15mm. Similar distortions were made to prototype B. Thirty low 
Page 124 of 328 
 
distortions and 30 high distortions of prototype A were used for the study and 30 low and 
30 high distortions of prototype B were used, the rest of the stimuli were not analysed. 
 
Figure 9: Prototype distortion stimuli – examples of subtle and 
extreme prototype distortions 
 
2.3.1.2.2 Procedure 
The participants’ instruction was to categorise stimuli into two groups; A and B. The 
participants were told verbally prior to the study to use the left mouse button to categorise 
as ‘A’ and the right mouse button to categorise as ‘B’ (half of the participants had the 
opposite instructions). The verbal instructions were switched for the second session. 
Participants were instructed to make their decision as to category status as quickly and 
accurately as possible. 
Upon starting the experiment, participants were given the on-screen reminder; "Sort the 
images into the correct category using left and right mouse clicks." After clicking the left 
mouse button to start the study, a crosshair was presented on the centre of the screen for 
50ms after which participants were shown a centrally presented stimulus of one of the 
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prototype distortions.  The stimulus was kept on the screen until the participants had made 
their decision. Visual and auditory feedback was provided as to whether their selection 
was correct, this trial structure is depicted in figure 10.  
 
Figure 10: Trial structure for Study 1A, the prototype 
distortion task 
 
2.3.1.3 Results 
2.3.1.3.1 Pre-processing 
All trials whereby the reaction time was over 1.5sd above the mean were removed. Trials 
less than 100ms were also removed. Reported reaction times are for correct stimuli only. 
Data was prepared on MATLAB and analysed using SPSS. 
One participant did not perform above chance on this experiment and was therefore 
removed from further analysis as it was deemed she had not understood the study 
instructions. 
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2.3.1.3.2 Test of normality  
Kolmogorov-Smirnov tests run on each of the main performance variables indicated that 
most variables were not normally distributed. As such non-parametric tests will be run on 
the following analysis. 
2.3.1.3.3 Test of paradigm validity 
2.3.1.3.3.1 Practice Effect 
A Wilcoxon signed-rank test demonstrated that participants were significantly faster 
during the second session than during the first (Z=-2.830, p=.005). However accuracy rate 
did not improve (Z=-.035, p=.972) 
2.3.1.3.3.2 Subtle vs. Extreme 
A Wilcoxon test demonstrated that there was a significant difference in participant 
reaction time to subtle and extreme stimuli (Z=-2.123, p=.033). However, there was no 
significant difference in correct responses to the same stimuli (Z=-,734, p=.463). 
2.3.1.3.4 Follicular vs. Luteal performance 
Wilcoxon Signed-Rank test found no significant differences between the follicular and 
luteal phase for either correct response rate (Z=-.664, p=.507) or reaction times (Z=-.664, 
p=.507) 
2.3.1.3.4.1 Is categorisation of subtle stimuli easier during the luteal phase? 
According to the PSH when participants have high levels of progesterone category 
boundaries become “sharper” as such we should see a decrease in reaction time for stimuli 
close to the boundary from the follicular to the luteal phase. We should also see an increase 
in correct responses. A repeated-measures ANOVA was run between Phase and Subtlety. 
No significant interaction between Phase and Subtlety was found for either correct 
responses (F(1,12)=.387, p=.545) or reaction times (F(1,12)=2.446,p=.144).   
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2.3.1.3.5 Phase-by-Test-Order 
A mixed-model ANOVA was performed to assess whether there was an interaction 
between phase and test-order. The within-subject variable was either correct response rate 
or reaction time for the follicular and the luteal phase. The between-subject grouping 
variable was whether the participant had been in the luteal or follicular phase during their 
first session. No interactions were found for either reaction times (F(1,12)=1.737,p=.214) 
or correct response rates (F(1,12)=.28, p=.870).  
2.3.1.4 Conclusion 
Contrary to prediction by the PSH, participants were not better at categorising stimuli 
close to the category boundary during the luteal phase. Further to this no association 
between hormone concentration and performance on boundary stimulus trials was found. 
Indeed, no change in overall performance on the prototype distortion task was seen across 
the menstrual cycle at all. This was surprising as both estradiol and progesterone have 
been demonstrated to have global effects on the brain and have been implicated in the 
modulation of behaviours such as attention (Hatta & Nagaya, 2009; Hollander et al., 2005; 
Solís-Ortiz & Corsi-Cabrera, 2008; Solis-Ortiz et al., 2004) and working memory (Hatta 
& Nagaya, 2009) both of which have a role to play in the prototype distortion task. On the 
other hand, it had been anticipated that perceptual categorisation may be immune to the 
ministrations of hormones i.e. compensatory mechanisms (De Vries, 2004) were put into 
play to halt the effect of fluctuating hormones on such a fundamental process. 
2.3.2 Study 1B: Colour categorisation 
2.3.2.1 Introduction  
Study 1A tested for differences in female participants’ perceptual categorisation between 
the follicular and luteal phases of the menstrual cycle. The paradigm used, the prototype 
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distortion task, was designed to be experimentally controlled but not ecologically valid. 
To assess whether or not menstrual cycle status also has an impact on more ecologically 
valid perceptual tasks, Study 1B utilised a colour target-detection task. Whereas learning 
to categorise dot patterns is relatively abstract, participant will experience colour 
categorisation every single day.  
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Figure 11: A figure representing how individuals arbitrarily 
divide up a physical continuum 
Categorical perception (CP) in the domain of colour is experienced by most of us every 
day; when physical continuum of visible colour comes to be perceived as qualitatively 
discrete segments i.e. red, green and blue (see figure 11). Differences between items in 
different colour categories and perceived as greater than difference in items from the same 
colour category. Individuals are faster and more accurate at distinguishing two colour 
stimuli of different colour categories (between or cross-category judgements) then they 
are at distinguishing two colour stimuli from the same colour category (within-category 
judgements;Harnad, 1987) but only if the categorical distinction is marked in the 
individuals’ language (Roberson, Davies and Davidoff, 2000). This between-category 
advantage seems to occur even if the differences in physical colour space are identical 
(see figure 12).  
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Figure 12: Example from Bornstein et al in Franklin, Pilling & 
Davies (2005) demonstrating the within- and between-category 
distinction 
 
Linguistic-relativity theory proposes that language is able to influence thought and 
cognitive boundaries. Therefore proponents of this theory would claim that CP occurs 
because individuals, when categorising colours, activate verbal category labels such as 
green or blue (Bornstein & Korda, 1984; Franklin et al., 2008). This activation makes all 
colours with the same colour label appear more similar to each other than colours with a 
different category label. Despite colour boundaries shifting cross-culturally (see 
Roberson, Davies, & Davidoff, 2000), the finding that our language is able to influence 
the way we perceive colour, has been demonstrated to be extremely robust (Daoutis, 
Pilling, & Davies, 2006; Drivonikou, Davies, Franklin, & Taylor, 2007; Drivonikou, Kay, 
et al., 2007; Franklin, Clifford, Williamson, & Davies, 2005; Franklin et al., 2008; 
Roberson, Pak, & Hanley, 2008). On the other hand, there is some argument that CP is 
driven by an innate categorising abilities universal to everyone. Evidence for this 
argument comes from studies demonstrating that pre-language infants also show colour 
CP (Franklin, Clifford, et al., 2005; Franklin & Davies, 2004; Franklin, Pilling, & Davies, 
2005) and evidence for universal colour naming tendencies (see Berlin, 1991; Kay & 
Page 131 of 328 
 
Regier, 2003; Regier, Kay, & Cook, 2005). However, it has been claimed that infant and 
adult colour perception are not equivalent and instead infant colour perception is based on 
preference and exposure to certain colour pairings (Özgen, 2004).  
Although there are many arguments in support of both proposals it has been the language 
hypothesis that has been sustained with the bulk of empirical evidence. In fact, the 
question asked is usually no longer whether language drives CP but how it drives it. To 
support this authors such as Franklin et al. (2008) have demonstrated that the across-
category advantage is stronger when stimuli are presented in the RVF than when stimuli 
is presented in the LVF. As language seems to be predominantly lateralised to the left 
hemisphere, the faster processing of stimuli that has more direct access to these language 
areas indicates that individuals do indeed invoke colour names when categorising. 
Much of the evidence that language drive categorical perception comes from tasks that 
involve memory (Franklin, Pilling, et al., 2005; Kay & Regier, 2006). It has therefore been 
suggested that category effects could stem from memory and not perception. The colour 
target-detection task, was developed to answer these criticisms by assessing colour 
categorical perception in both adults and infants (Franklin, Pilling, et al., 2005) with a task 
that minimises memory involvement. In the target-detection task, participants are shown 
a coloured background. Somewhere on the background is a coloured target. The 
participant has to locate the target as quickly as possible and respond to whether they see 
the target on the left or the right of the screen (see figure 13). The target is presented for 
only 40ms upon a background colour that is perceptually quite similar to the target colour.  
The target-background colour pairings can be manipulated to test several hypotheses 
about colour categorisation;  
1. Colour  
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a. Between/Within - The colour of the target and background can be altered 
so that they are either from the same colour category (within-category) or 
from different colour categories (between-category). Between-category 
target-background pairs should be easier to detect than within-category 
pairs.  
b. Extreme/Subtle - There are two colour stimuli from each colour category, 
one which is near to the category boundary and as such is a ‘subtle’ colour 
category member, and one which is far from the category boundary, close 
to the category exemplar, making it an ‘extreme’ category member. 
Extreme category target should be easier to detect than subtle ones on a 
background of a colour with a different category name. 
2. Position – Stimuli can be presented in the left or right visual field but is limited to 
a position in one of eight spots in a circular formation (see figure 13). Targets 
appearing on the right hand side of the screen should be easier to detect than targets 
appearing on the left hand side. 
 
Figure 13: Possible locations of the stimulus in Study 1B, the 
target-detection task  
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2.3.2.2 Methods  
2.3.2.2.1 Stimuli  
There were eight colour stimuli; four greens (Munsell codes 10G, 3.75G, 5BG & 6.25BG) 
and four blues (Munsell codes 5B, 1.25B, 10BG & 8.75BG) with a boundary at 
approximately 7.5BG (see figure 14). Stimuli varied in hue but were constant in saturation 
and lightness. Two colours were used each trial, one colour for the background which 
filled the screen and the other for the target which was a circle of 30mm diameter. The 
relationship between the target and background could be manipulated in two ways. First 
the target was either in the same colour category as the background (e.g. 5B on 10G, blue 
target on blue backgound) or in different colour categories (e.g. 10BG on 5BG, blue target 
on green background. Second Hue separations could be varied so that the target-
background pairs were either five steps (i.e. 5B & 10GB; extreme) or 2.5 steps (e.g. 1.25B 
& 8.75BG; subtle) from each other. For the subtle and extreme pairs, there were three 
possible pairings; a within-green, a within-blue and a between-category pair. 
 
Figure 14: The munsell hue colours and category structure of 
the stimuli in Study 1B, the colour target detection task. From 
Drivonikou et al. (2007) 
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2.3.2.2.2 Procedure 
Study 1B was the only task completed outside of the dummy-scanner. This was because 
fulfilment of the task requires the participants’ to view stimuli through accurately 
calibrated colour monitors. Instead participants were seated at a desk, approximately 70cm 
away from a 21-inch Sony Trinitron monitor so that the center of the monitor was at eye 
level. 
There were 12 possible locations for the target to appear. Locations were arranged radially 
around a central fixation point. The location of the target in these positions was pseudo-
randomised. The constraint was that the target had to appear equally on the left and the 
right for within- and between-category conditions. There were 32 trials in total, with 16 
trials for each of the within- and between-category conditions.  
A trial begun with a black fixation cross at the centre of a grey screen which appeared for 
250ms after which a target appeared in a random location for 40ms. Participants were told 
to remain centrally fixated until a target appeared. Participants were instructed to click the 
left mouse button if the stimuli appeared on the left and the right mouse button if the 
stimuli appeared on the right. Figure 16 shows the trial structure for Study 1B 
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Figure 15: Trial structure for Study 1B, the colour target 
detection task 
2.3.2.3 Results 
2.3.2.3.1 Pre-processing 
All trials whereby the reaction time was over 1.5sd above the mean were removed. Trials 
less than 100ms were also removed. Reported reaction times are to correct stimuli only. 
Data was prepared on MATLAB and analysed using SPSS. 
Two participants were detected as being extreme outliers in most of the reaction time 
variables. As such these two participants were removed. Analysis for Study 1B therefore 
includes only 12 participants.  
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2.3.2.3.2 Test of normality  
Kolmogorov-Smirnov tests were run on each of the main performance variables. All but 
three of 19 variables were normally distributed. As such it was decided that parametric 
tests would be appropriate. 
2.3.2.3.3 Test of paradigm  
2.3.2.3.3.1 Left vs. Right 
According to prior studies participants would be faster and more accurate at detecting 
stimuli in the right visual field than stimuli in the right visual field. A t-test was run to see 
if there were any significant differences in the performance of participant detecting stimuli 
in he left and right visual field.  Neither the reaction time (t(11)=-1.088, p=.300) or correct 
response performance (t(11)=-.318, p=.756) were significantly different for stimuli in the 
left and right visual field.  
2.3.2.3.3.2 Subtle vs. Extreme 
According to the classical view of categorisation stimuli close to a category boundary then 
stimuli further from a boundary/close to the category exemplar. T-tests were run for our 
two performance variables to see if this was the case for the current study. The students 
T-test confirmed that stimuli close to the category boundary was both harder (80.57% vs. 
87.70%, t(11)=-3.3590, p=.004) and slower (683.74ms vs. 616.59ms, t(11)=-3.590, 
p=.004) to categorise than  extreme stimuli close to the category exemplar.  
2.3.2.3.3.3 Between vs. Within 
Two stimuli with the same colour name (within-category) should be harder to distinguish 
from each other than two stimuli with different colour names (between-category). A 
students T-test confirmed that within-category stimuli were harder to distinguish than 
between-category stimuli. Correct response rates we significantly lower when the target 
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and background were from the same colour category than when they were form different 
colour categories (82.40% vs. 89.44%, t(11)=2.669, p=.022). However the difference in 
reaction times were not significant (652.23ms vs. 635.37ms, t(11)=-1.333, p=.209).  
2.3.2.3.4 Follicular vs. Luteal performance 
Students T-test were run to see if there was a significant difference in performance 
between the low and high hormone phases. There were no overall significant phase 
differences in reaction time (t(11)=-.433, p=.674) and correct response rate (t(11)=-.609, 
p=.555) between the low and high hormone phase. 
In addition to this, no significant correlations were found between session 1 hormone 
concentrations and performance variables. 
2.3.2.3.4.1 Is categorisation of subtle stimuli easier during the luteal phase? 
According to the PSH when participants have high levels of progesterone category 
boundaries become “sharper” as such we should see a decrease in reaction time for stimuli 
close to the boundary from the follicular to the luteal phase. We should also see an increase 
in correct responses. A repeated-measures ANOVA was run between Phase and Subtlety. 
No significant interaction was found for either correct responses or reaction times.   
No significant correlations were found between session 1 hormone concentrations and 
performance variables. 
2.3.2.3.4.2 Does task laterality change over the menstrual cycle? 
According to the SHMH during the luteal phase when levels of hormones, especially 
progesterone, are high any asymmetry in performance between the left and right 
hemisphere disappears. The finding of non-significance in the performance of the left and 
right hemisphere included data from females in both phases. However, if the predictions 
of the SHMH are true then the fact that the test ignored menstrual phase may have 
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obscured the results. As such a 2-factor repeated measure ANOVA was run between Phase 
(Low/High) and VHF (Left/Right) to see if there was an impact of phase upon lateralised 
performance.  
2.3.2.3.4.2.1 Reaction Times 
There were no significant main effects of either phase (F(1,11)=.879, p=.369) or VHF 
(F(1,11)=.747, p=.406) . However there was a significant interaction (F(1,11)=7.284, 
p=.021) in the direction predicted by the SHMH; less laterality during the luteal phase 
(see figure 17 – note that the LVF is quicker than the right which is contrary to what we 
would expect to find).  
To corroborate this there was a significant difference between functional cerebral 
asymmetries (FCAs) in the low and high phase (t(11)=-2.699, p=.021) but no correlations 
between FCA and hormone concentrations in either the low or high phase. 
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Figure 16: A bar chart showing mean reaction times (mRT) to 
stimuli in the Left (blue) and right (red) visual field for both 
phases. Error bars represent standard error of means. 
2.3.2.3.4.2.2 Correct responses 
No significant main effects, interactions or correlation between phase and visual field 
were found for accuracy data. 
2.3.2.3.4.3 Is there a phase difference in the between-category advantage? 
The SHMH predicts that during the luteal phase, when progesterone levels are high, 
hemispheric asymmetries disappear. As the between-category advantage is supposed to 
be a product of lateralised processing, we might expect to see an advantage only during 
the follicular phase. A 2-factor repeated measure ANOVA was run between Phase 
(Low/High) and Category (Between/Within) to see if there was an impact of phase upon 
the between-category advantage. This too demonstrated no significant main effects or 
interactions. 
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2.3.2.3.5 Phase-by-Test-Order 
A mixed-model ANOVA was performed to assess whether there was an interaction 
between phase and test-order. The within-subject variable was either correct response rate 
or reaction time for the follicular and the luteal phase. The between-subject grouping 
variable was whether the participant had been in the luteal or follicular phase during their 
first session. A main effect of session for both reaction times (F(1,10)= 20.970, p=.001) 
and correct responses (F(1,10)= 6.387, p=.030) was found, indicating the expected 
practice effect. However, no significant interactions were found for either performance 
variable.  
2.3.2.4 Conclusion 
The present study used a well-validated target-detection task to investigate the effects of 
menstrual cycle status upon perceptual categorisation. Evidence from adults tested with 
this paradigm demonstrates that a) subtle differences between the target and background 
colour are harder to detect than extreme ones b) between-category target-background pairs 
are easier to detect than within-category pairs and c) stimuli presented in the RVF are 
more quickly detected than stimuli presented in the LVF. The current study was able to 
replicate the effects of a) and b) but not c). As it was then demonstrated that the laterality 
effect varied with menstrual cycle phase – laterality was evident during the luteal phase 
but disappeared during the luteal phase – it is likely that any overall laterality effect would 
be obscured. This finding supported the SHMH in yet another paradigm although no 
correlation between hormone concentrations and either FCA or left or right performance 
was found.  
Contrary to prediction by the PSH, participants were not better at categorising stimuli 
close to the category boundary during the luteal phase. Further to this, no association 
between hormone concentration and performance on boundary stimulus trials was found.  
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2.3.3 Interim Discussion: Study 1 
Study 1 found that the menstrual cycle has an effect upon one of the two types of 
perceptual categorisation tested in this study. Menstrual cycle phase had an effect on the 
lateralisation of colour categorisation as would be predicted by the PMIHDC-H proposed 
by Hausmann and Güntürkün (2000). On the other hand, neither menstrual phase nor 
hormone concentrations themselves were found to modulate performance on the prototype 
distortion task.  
We predicted that hormones might have less impact on perceptual categorisation due to 
compensatory mechanisms such as De Vries (2004) suggests. This may certainly apply to 
the prototype distortion task, however, it does not apply to colour categorisation where 
we saw an effect of hormones on the laterality of this perceptual categorisation task.  
 
2.4 STUDY 2: Assessing Rule-Based categorisation at two hormonally distinct 
time points in the female menstrual cycle 
Study 2 is designed to determine whether or not female menstrual cycle hormones are able 
to modulate behaviour on categorisation tasks in which the basis for categorisation of 
stimuli is easily verbalised. This type of categorisation whereby the rule that maximises 
accuracy is easy to describe verbally is called rule-based (RB) categorisation (Maddox, 
Ashby, & Bohil, 2003). An example of a RB categorising system is the categorisation of 
simple shapes such as circles, triangles and squares. Squares have four sides, triangles 
have three sides and circles have no sides; these rules are explicit and very easy to 
verbalise. All information not increasing the likelihood of successful categorisation such 
as the colour and size of the shape is ignored. Both working memory and executive 
functions have been implicated in RB categorisation – Working memory is necessary for 
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storing current and previous rules whilst pre-frontal executive functions are needed for 
updating and transitioning between new and old rules (Miles, Matsuki, & Minda, 2014).  
The rule-based categorisation system is thought to be the dominant learning system. It is 
has been demonstrated that the strategy of normally functioning adults during 
categorisation tasks first involves the verbal system and then, if no simple rule exists, a 
switch to the more complex nonverbal information-integration system (e.g. Maddox, 
Filoteo, & Hejl, 2004; Markman, Maddox, & Worthy, 2006). However, if feedback is not 
provided when learning nonverbal categorisation rules, a subject will persist with the 
verbal system. Finally, RB categories are easier to learn than information-integration 
categories. 
In a typical RB categorisation task, the participants’ objective is to determine which of the 
stimuluses’ dimensions is relevant and to sort stimuli into categories with different 
dimensional values (Maddox et al., 2003). The single-dimension categorisation task used 
in Study 2A is typical in this manner; there are four possible dimensions that the stimuli 
could be categorised upon the participant has to determine which one. In contrast, in the 
word categorisation task of Study 2B, participants already know the relevant rule with 
which to categorise – male? Or female? – their task is to simply decide which of these two 
categories each word is a member of. 
2.4.1 Study 2A: Single-dimension card sorting task 
2.4.1.1 Introduction 
In order to see if RB categorisation, as assessed by an experimental paradigm whereby the 
researcher has a high degree of control, changed between the follicular phase and the luteal 
phase, study 2A used a one-dimension stimuli-sorting task. The stimuli to be categorised 
were coloured squares with a number of shapes on them. These stimuli could vary along 
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four dimensions; the form of the shape, the number of shapes, the colour of the shapes 
and the colour of the square background. During each study, one dimension was chosen 
at random to be important to categorisation, all other dimensions are therefore arbitrary. 
It is upon this dimension which the participant had to sort the tasks into either category A 
or B. For example if, for that session, the important dimension is the stimuli background 
colour (yellow/blue; such as in figure 18), information pertaining to the form, colour and 
amount of shapes on that card is irrelevant – only the square background matters. 
Typically, in this type of paradigm the rule for sorting the stimuli into categories changes 
after a certain number of successful categorisations. How long it takes participants to adapt 
to the rule can then be used as a measure of perseverative error. For the current study 
however, the rule did not change as we were only interested in how long it took 
participants to learn a single category structure. 
2.4.1.2 Method 
2.4.1.2.1 Stimuli  
The stimuli were coloured geometric figures presented in the centre of a coloured 
background (70*70mm). The stimuli could vary on four binary dimensions; background 
colour (blue/yellow), number of symbols (1/2), symbol shape (square/circle) or symbol 
colour (green/red). There was 16 possible stimuli. One dimension was selected at random 
to be relevant to categorisation. Categories were derived from this binary dimension. For 
example if the relevant dimension was background colour, to correctly categorise the 
stimuli participants would have to categorise all stimuli with a blue background as A and 
all stimuli with a yellow background as B (see figure 18). Responses were made using 
mouse buttons which were varied over session.   
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As previously mentioned, stimuli were presented on a screen via a mirror attached to a 
head-cage in a dummy MRI scanner. The experiment was run on a program designed to 
run behavioural experiments called Presentation.  
 
A B 
Figure 17: Stimuli for Studies 2A and 3A. Stimuli could vary 
along four different dimensions, however only one was 
important for successful categorisation. The cards in this 
figure demonstrate a category structure based upon the 
colour of the card itself. Therefore all information about the 
shapes need to be ignored.  
 
2.4.1.2.2 Procedure 
The trial started with a white crosshair presented for 50ms in the centre of a black screen. 
After which a stimulus was randomly presented in the centre of the screen. Participants 
were instructed to decide whether the stimuli should be categorised as category A or B. 
Participants had no prior knowledge of the categories, and therefore the first few 
categorisations were complete guesses. Each category was assigned a mouse-button which 
was counter-balanced over session. The stimulus remained on the screen until the 
participant had made a response using the mouse. When a correct response was made the 
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stimulus was surrounded by a green 20mm border and a brief (10ms) high-pitched tone 
was played through the headphones. When an incorrect response was made the stimulus 
was surrounded by a red 20mm border and a low-pitched tone was played. Response was 
counterbalanced over session. The trial structure for this study is shown in figure 19. 
 
Figure 18: Trial structure for Studies 2A and 3A. 
2.4.1.3 Results 
2.4.1.3.1 Pre-processing 
All trials whereby the reaction time was over 1.5sd above the mean were removed. Trials 
less than 100ms were also removed. Reported reaction times are to correct stimuli only. 
Data was prepared on MATLAB and analysed using SPSS. 
One participant did not perform above chance on this experiment and was therefore 
removed from further analysis as it was deemed she had not understood the study 
instructions. 
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2.4.1.3.2 Tests of normality 
The Kolmogorov-Smirnov test indicated that the RT variables were not normally 
distributed but the CR variables were. As such it was decided that non-parametric tests 
would be chosen to test the RT variables and parametric tests chosen to test the CR 
variables.  
2.4.1.3.3 Paradigm test 
If the participants had learned to categorise the stimuli efficiently during their first session 
there should be an increase in performance (an increase in correct response rate and a 
decrease in reaction time) between the first and second session. There were no significant 
differences between correct response rate in the first and second session (t(11)=-1.588, 
p=.141). Reaction times were not significantly improved during the second session (Z=-
1.804, p=.071). This seems to indicate that the participants did not show a practice effect. 
However the mean correct response rate during session 1 was 96.02% (range: 80.95%- 
100%). It is likely that the participants found the task too easy and the findings 
demonstrate a ceiling effect where no improvement could have been made during the 
second session.  
2.4.1.3.4 Follicular vs. Luteal Phase performance  
Reaction times during the follicular phase were significantly slower than during the luteal 
phase (701.99ms vs 575.64ms, see figure 20, Z=-1.396, p=.050). However during neither 
phase were the hormone concentrations correlated with reaction time performance. 
Correct response variables were not included due to the ceiling effect found in the 
paradigm analyses. 
There were no significant correlations between hormone concentrations and either 
performance variables during session one.  
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Figure 19: Median RTs to category stimuli on Study 2A, 
the one-dimension category task, during the Follicular and 
Luteal phase. Error bars represent standard error of 
means. 
 
2.4.1.3.5 Phase-by-Test order interaction 
A mixed-model ANOVA was performed to assess whether there was an interaction 
between phase and test-order. The within-subject variable was reaction time for the 
follicular and the luteal phase. Correct response variables were not included due to the 
ceiling effect found in the paradigm analyses. The between-subject grouping variable was 
whether the participant had been in the luteal or follicular phase during their first session. 
There was a significant main effect of phase (F(1,10)=5.282, p=.044) and a significant 
interaction between phase and test-order (F(1,10)=7.990, p=.018). 
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Figure 20: Figure demonstrating the phase-by-test order 
interaction in Study 2A, the one-dimension category task. Low-
High=This group of participants had their first session during 
the Follicular phase when hormone levels were low. High-
Low=This group of participants had their first session during 
the Luteal phase. Notice that the High-Low group did not 
significantly change in their mean reaction times (mRT) whilst 
the Low-High group who were significantly slower during 
session 1 had a large practice effect. Error bars represent 
standard error of means. 
 
To investigate this further, performance change between session 1 and session 2 were 
computed. An independent samples Wilcoxon was then run on these variables with test-
order (Low-High or High-Low) as the grouping variable. This test revealed that 
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participants in the Low-High group were significantly more likely to have a decrease in 
reaction times (Z=-2.242, p=.026) 
2.4.1.4 Conclusion 
It appears that the participants found the task too easy to make any reasonable assumption 
about what the correct response data from Study B1 means. Despite the task being 
exceptionally easy for the participants to complete (4 participants achieved 100% 
accuracy by the second session) a phase effect was found for RTs. The PSH would predict 
that due to a sharpening of category boundaries resulting from increased progesterone in 
the luteal phase, categorisation during this phase would be easier. Tests of difference 
detected a small but significant increase in the RTs of female participants during the luteal 
phase. No association between hormone concentrations and performance variable was 
found however. 
For each of the studies that impact of test-order, i.e. whether participants took the first 
session whilst in the follicular phase and the second during the luteal phase or vice-versa, 
on the performance variables was assessed with an ANOVA. This was done because 
previous researchers had alluded to the potential confounding effect of test-order on 
menstrual cycle data (Hausmann & Güntürkün, 2000). This forewarning allowed us to 
reveal a phase-by-test-order interaction which, upon further testing, was revealed to be a 
practice effect in the Low-High group but equal performance on both sessions in the High-
Low group. As the High-Low group had the quicker RTs during session 1, this indicates 
that the high hormones during the first session facilitated quicker categorisation which 
was maintained in the second session. This would appear to support the PSH.  
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2.4.2 Study 2B: Word-gender sorting task 
2.4.2.1 Introduction 
In order to see if RB categorisation, as assessed by an ecologically valid paradigm, 
changed between the follicular phase and the luteal phase, study 2B used word-gender 
sorting task. Although in English words are not given grammatical genders such as in 
French or German; words can be ascribed “natural genders” (Grosjean, Dommergues, 
Cornu, Guillelmon, & Besson, 1994). Natural gender refers to a words’ semantic 
properties such as sex, shape and texture which dictate its gender category (Grosjean et 
al., 1994).  
In this task the participants were simply asked to decide whether a given noun was male 
or female. Like other RB tasks, successful categorisation depends on only one dimension 
– gender. Words used for the task had been rated previously, in a pilot task not reported 
here, to be either highly representative of the gender category such as queen or king 
(extreme stimuli) or only slightly representative such as diamond or build (subtle stimuli). 
Like in the other studies we anticipated that females would be better overall at categorising 
during the luteal phase and that an improvement would be especially prominent when 
analysing the subtly gendered words.  
2.4.2.2 Method  
2.4.2.2.1 Stimuli 
A word list was generated by the researchers of words which they considered to be either 
feminine or masculine in nature. Each item on the word list had been previously rated as 
to how much they typified the category labels of ‘male’ and ‘female’. 240 items were 
used, half of which were female. Both groups of words were comprised of 35 items which 
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were thought to strongly represent the gender label (extremely gendered words) and 35 
items which weakly represented the gender label (subtly gendered words).  
2.4.2.2.2 Procedure 
Words were presented in the centre of the screen in a randomised order. Participants were 
instructed to categorise each word as male or female as quickly and as accurately as 
possible. A word did not disappear off the screen until the participant had categorised the 
word as either female or male using the mouse buttons which were counter-balanced 
across session. No feedback was given to categorisations during this task. The trial 
structure is shown in figure 22. 
 
Figure 21: Trial structure for Study 2B, the word 
categorisation task. Note no feedback was provided during this 
study 
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2.4.2.3 Results 
2.4.2.3.1 Pre-processing 
All trials whereby the reaction time was over 1.5sd above the mean were removed. Trials 
less than 100ms were also removed. Reported reaction times are to correct stimuli only. 
Data was prepared on MATLAB and analysed using SPSS. 
2.4.2.3.2 Normality 
The Kolmogorov-Smirnov statistics for the main performance variables indicated that half 
the variables were normally distributes and half were not. As such non-parametric tests 
were preferred for the analysis of Study 2B 
2.4.2.3.3 Test of paradigm validity 
To test the paradigms validity it was important to ensure that participants were both faster 
and more accurate at categorising an extreme word than subtle words. Wilcoxon signed-
rank test indicated that subtle stimuli were indeed harder (84.00% vs. 95.78%Z=-3.180, 
p=.001) and slower (1097.74ms vs. 931.66ms, Z=-3.180, p=.001) to be categorised that 
extreme words.  
2.4.2.3.4 Follicular vs. Luteal Phase performance 
Neither the correct response times (Z=-.314, p=.754) or reaction times (Z=-1.852, p=.064) 
were significantly different between the two phases. However there was a trend for 
participants in the follicular phase to be slower than during their luteal phase (922.11ms 
vs. 1031.00ms).  
2.4.2.3.4.1 Phase-by-Subtlety interactions 
There were no significant phase-by-subtlety interactions for either the reaction time 
(F=2.829(1,12), p=.118) or correct response data (F=.963(1,12), p=.346).  
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2.4.2.3.5 Phase-by-Test-order interactions.  
A mixed-model ANOVA was performed to assess whether there was an interaction 
between phase and test-order. The within-subject variable was either correct response rate 
or reaction time for the follicular and the luteal phase. The between-subject grouping 
variable was whether the participant had been in the luteal or follicular phase during their 
first session. 
For the reaction time variables, there was large main effect of phase (F(1,11)=21.401, 
p=.001). There was also a significant interaction between phase and test-order 
(F(1,11)=8.501, p=.014). Participants performed similarly during session one regardless 
of phase; however, those who took their first session during the luteal phase seemed to 
have a larger practice effect (see figure 23).  
 
Figure 22: Figure demonstrating the phase-by-test order 
interaction in Study 2B, the word categorisation task.  
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Low-High=This group of participants had their first 
session during the Follicular phase when hormone levels 
were low. High-Low=This group of participants had their 
first session during the Luteal phase. Notice that the Low-
High group and the High-Low group had similar Session 1 
mean reaction times (mRT). However the High-Low group 
had a larger practice effect than the Low-High group. 
Error bars represent standard error of means. 
 
To confirm this, an independent sample T-test was run with test-order (Low-High or High-
Low) as the grouping variable. Those who took the first session during the luteal phase 
had a significantly larger practice effect than those who had taken their first session during 
the follicular phase (-170.00ms vs. -38.56ms, t(11)=-2.916, p=.014).   
In addition to this change in progesterone was significantly correlated with change in RT 
(r=.681, n=13, p=.010; see figure 24). 
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Figure 23: Change in mean reaction time(mRT) is related to 
change in progesterone during Study 2B, the word 
categorisation task 
2.4.2.4 Conclusion 
Study 2B was designed to test the ability of participants to categorise words into gender 
categories. Although in English words are not typically given a grammatical gender, they 
are often ascribed semantic genders. The results of Study 2B demonstrated female 
participants were able to correctly categorise words as male or female with little trouble. 
Results also demonstrated that words that were subtly gendered were harder to categorise 
than words that were extreme members of the category.  
No effect of phase was found except for a nearly significant tendency for participants to 
be faster during the follicular phase – a finding that, if significant, would be contrary to 
the predictions of the PSH. No support for the PSH was found during the analysis of Study 
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2B, of particular note was that the ability to categorise subtly gendered words did not 
differ with menstrual cycle phase.  
Like Study 2A, analysis of the data from Study 2B revealed a significant interaction 
between phase and test-order. In Study 2A the High-Low group were significantly faster 
in the session 1 and maintained these fast RTs. The Low-High group who performed 
slowly in the first session demonstrated a large practice effect, with the RTs in the second 
session being in-line with the Low-High group. In Study 2B however, both groups started 
off equally fast but the High-Low group demonstrated a large practice effect – knocking 
170ms off their original time whilst the Low-High group only gained 39ms. As neither 
group improved in their ability to correctly categorise the stimuli, although this may have 
been due to a ceiling effect, it appears that the practice effect was facilitated by Low 
hormones during the second session.  
2.4.3 Interim Discussion: Study 2 
Study 2 found that the menstrual cycle had significant impact upon only one rule-based 
categorisation task, the single-dimension categorisation task in study 2A. For this task 
participants were significantly faster during the luteal phase when both hormones were 
high. This finding partially supports the PSH prediction that categorisation would be 
enhanced in the luteal phase, however as performance was not correlated with 
progesterone level the hypothesis is not entirely supported.  
Both studies demonstrated an impact of test-order but these seem to be meditated by 
different processes. For Study 2A high hormones during the first session seemed to result 
in perfect categorisation of the stimuli in so much as the correct response rate was high 
and the quick RTs left no need for improvement. Conversely in Study 2B the Low-High 
and High-Low participants were equally quick, but the High-Low group had the more 
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dramatic time improvement. This could be driven by one of two things; a) high levels of 
hormones during the first session for the High-Low group facilitated memory for the 
categories or b) low hormones during the second session enabled quicker RTs during the 
second session once the RTs were no longer subject to effects of task novelty etc. 
Unfortunately, as accuracy appeared to demonstrate a ceiling effect, and as such we were 
unable to see if accuracy rose to support the memory theory, these remained untested.  
2.5 STUDY 3: Assessing Information-integration categorisation at two 
hormonally distinct time points in the female menstrual cycle 
In information-integration (II) tasks, categorisation accuracy depends upon the integration 
of information from more than one rule dimension. Participants are typically unable to 
verbalise their response strategy (Ashby & Alfonso-Reese, 1998) with even highly 
accurate participants being poor at describing their strategy (Ashby & Maddox, 2005). 
Instead learning to categorise objects using the nonverbal system is based on similarity to 
other category members (Miles et al., 2014) in this manner it is similar to perceptual 
categorisation. A concurrent working memory task will not interfere with II categorisation 
learning (Zeithamova & Maddox, 2007) whereas it will interfere with a RB task, showing 
working memory does not have a large part to play in this form of categorisation. Instead 
categorisation responses are thought to be driven by dopamine mediated procedural 
learning system (Ashby, Maddox, & Bohil, 2002; Maddox, Bohil, & Ing, 2004). The most 
commonly used II task involves categorising sine wave gratings based on both orientation 
and frequency, however this task only invokes the need to integrate information from two 
stimulus dimensions. To truly test participants on information integration, the current 
study employs two tasks which involve combining information from three stimulus 
dimensions. Study 3A uses a task identical in stimuli to Study 1A but instead of only one 
dimension being relevant for categorisation, information about three dimensions are 
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needed to effectively categorise the stimuli. Study 3B is a study in which participants are 
asked, after an introductory vignette, whether they would go on a coffee date’ with an 
unknown male (a friend of a friend) shown in the picture. Participants also have to rate 
the attractiveness of the same male faces. As the only information the participants have to 
go on is the facial features, one would expect decision making to be based upon their 
weighting of the only three facial features observed; eyes, mouth and nose.  
2.5.1 Study 3A: Multi-dimension card-sorting task 
2.5.1.1 Introduction 
In order to see if II categorisation, as assessed by a tightly controlled experimental 
paradigm, changed between the follicular phase and the luteal phase, Study 3A used a 
three-dimension card-sorting task. The stimuli used in the current study were the identical 
to those in Study 2A described earlier. However, this time, three of the four possible 
dimensions were relevant to the card-sorting. Therefore information from three of the four 
stimuli dimensions had to be integrated and only one dimension could be ignored for 
successful categorisation. For example if, for the session the important dimensions were 
shape colour (red/green), form (circle/square) and number (one/two), information 
pertaining to the background colour can be ignored – information about all other stimulus 
dimensions has to be combined. 
2.5.1.2 Method 
2.5.1.2.1 Stimuli  
The stimuli used are the same as Study 2A (see section 3.5.1) and created following the 
instructions of Ashby, Noble, Filoteo, Waldron, and Ell (2003). The stimuli could vary on 
four binary dimensions; background colour, number of symbols, symbol shape or symbol 
colour. This time three dimensions were selected to be relevant to categorisation. To create 
Page 159 of 328 
 
the category structure, one level on each relevant dimension is arbitrarily assigned a 
numerical value of 1, the other is assigned the value 0. Category A is assigned all stimuli 
that the sum of values on the relevant dimensions is greater than 1.5. All other stimuli are 
assigned to category B (see figure 25). 
 
A B 
Figure 24: Stimuli for Study 3A, the multi-dimension 
category task - The stimuli could vary along four different 
dimensions, three of which were important for successful 
categorisation.  
 
2.5.1.2.2 Procedure 
The procedure is the same as Study 2A. The trial started with a white crosshair presented 
for 50ms in the centre of a black screen. After which a stimulus was randomly presented 
in the centre of the screen. Participants were instructed to decide whether the stimuli 
should be categorised as category A or B. Participants had no prior knowledge of the 
categories, and therefore the first few categorisations were complete guesses. Each 
category was assigned a mouse-button which was counter-balanced over session. The 
stimulus remained on the screen until the participant had made a response using the 
mouse. When a correct response was made the stimulus was surrounded by a green 10mm 
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border and a brief (10ms) high-pitched tone was played through the headphones. When 
an incorrect response was made the stimulus was surrounded by a red 10mm border and 
a low-pitched tone was played. Response button was counterbalanced over session. 
2.5.1.3 Results 
2.5.1.3.1 Pre-processing 
All trials whereby the reaction time was over 1.5sd above the mean were removed. Trials 
less than 100ms were also removed. Reported reaction times are to correct stimuli only. 
Data was prepared on MATLAB and analysed using SPSS. 
2.5.1.3.2 Tests of normality 
All variables were normally distributed according to the Kolmogorov-Smirnov test of 
normality. As such it was decided that parametric tests would be used in the following 
analysis. 
2.5.1.3.3 Paradigm tests 
Correct response rates were not significantly different between session 1 and 2 
(t(12)=.199, p=.845), for both sessions correct response rates had a mean of 65%. Reaction 
times increased significantly from session 1 to session 2 (1070.40 vs. 914.89, t(12)=2.401, 
p=.033).  
2.5.1.3.4 Follicular vs. Luteal Phase performance  
Neither correct responses (t(12)=-2.074, p=0.060) or reaction times (t(12)=-1.648, 
p=.125) were significantly different between the follicular and the luteal phase.  
Pearson correlations were run between hormone and performance variables for the first 
session only. One significant correlation was found between progesterone and correct 
Page 161 of 328 
 
response rate (r=-.629, n=13, p=.021) – as progesterone increases correct response rate 
decreases. 
2.5.1.3.5 Phase-by-Test order interaction 
For the reaction time variables there was a main effect of group (i.e. high phase first or 
low phase first) was significant (F(1,11)=8.774, p=.013). There was also a significant 
main effect of phase (F(1,11)=6.080, p=.031) but no interaction. Such that if participants 
took the first session during the luteal phase, they had a greater practice effect than those 
who had their first session during the follicular phase.  
For the correct response variables there was a significant main effect of group 
(F(1,11)=17.083, p=.003) but no interaction between group and phase (F(1,11)=3.901, 
p=.074). The large group effect indicates that the two groups perform entirely differently 
between the first and second session. This was confirmed by a series of significant effects 
being found by independent groups T-Test (shown in table 4.  
Variable  Low-High 
mean(s.d) 
High-low 
mean(s.d.) 
T 
statistic 
P-
level 
CR Session 1 72.97(9.77) 58.85(9.22) -2.667 .022 
Session 2 78.24(9.18) 53.19(11.00) -4.418 .001 
RT Session 1 1242.67(170.17) 922.74(357.84) -1.996 .071 
Session 2 1201.09(271.40) 669.56(271.03) -3.523 .005 
Table 4: Results from Independent-groups t-test on Study 3A 
performance variables 
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A Pearson correlation was run between change in progesterone/estradiol between the first 
and second session and change in RT. Change in estradiol was significantly correlated 
with change in correct responses (r=.551, n=13, p=.051) 
2.5.1.4 Conclusion 
Study 3A was designed to test the ability of participants to make category judgements of 
experimental stimuli by integrating information from three stimulus dimensions. No 
significant differences in performance were found over the female menstrual cycle. 
However there was a moderate negative relationship between progesterone and accuracy 
which suggested that high levels of progesterone are detrimental to performance of this 
task. This finding contradicts the PSH which predicts that category boundary sharpening 
during the luteal phase will make categorisation easier. Unlike performance in the RB 
categorisation tasks, no effect of test-order was found.  
2.5.2 Study 3B: Facial attraction – date decision task 
2.5.2.1 Introduction 
In order to see if II categorisation, as measured by an ecologically valid paradigm, changed 
between the follicular phase and the luteal phase, Study 3B used a facial attraction task. 
Heterosexual females’ attraction to male faces has repeatedly been demonstrated to 
change over the menstrual cycle (Penton-Voak & Perrett, 2000; Penton-Voak et al., 1999). 
These studies demonstrated that females were attracted to more masculine faces during 
ovulation than they were during the luteal phase. This is thought to reflect an evolutionary 
preference for indicators of good genetic health when a female is fertile (Johnston et al., 
2001).  
Study 3B investigated acquiescence to a coffee date from an unknown male, based only 
on his face, as a category structure. As participants had no other information about the 
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male to go by, in order to make the decision of whether to go for a coffee, participants 
were required to combine information from three facial features. Based upon these 
features they would then decide whether the male fell into the ‘Yes’ category or the ‘No’ 
category. For example participants may decide to say ‘Yes’ to a date because they liked 
the males eyes and the shape of their mouth, whilst they may so no to a male with a big 
nose and small mouth. Each of these male faces were rated for attractiveness by the 
participants prior to the study to ensure participants were relating their choices to the 
attractiveness of facial features. Masculinity was also investigated as a mediating variable.  
2.5.2.2 Methods 
2.5.2.2.1 Stimuli 
Stimuli were images of 54 male faces photographed whilst keeping a neutral face. An oval 
mask was placed round the stimuli to ensure only the face was showing with included as 
much of the hair removed from the stimuli as possible. A further 54 images of the same 
faces that had been morphed to appear more masculine were also included as stimuli. 
Stimuli, a sample of which are shown in figure 26, used were identical to Penton-Voak 
(1999) and have been successfully used in many facial attractiveness tasks. 
 
 
Morphed 
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Un-morphed 
     
Figure 25: Examples of Morphed and Un-Morphed stimuli 
for Study 3B, the facial attractiveness study  
 
2.5.2.2.2 Procedure 
Prior to the study, each participant first had to rate one-by-one, each of the 108 faces on 
how attractive they found them on a 5-point Likert scale. The scale ranged from 1, very 
unattractive to 5, very attractive. Participants were the given a small vignette after which 
they decided for each face whether or not they would date the person who’s face was in 
front of them. The stimuli did not leave the screen until they had made a decision (see 
figure 27 for the trial structure). 
2.5.2.2.2.1 Vignette 
The vignette the participants saw was as follows;  
“You are about to view images of some male University students. 
We would like you to imagine the following: 
 
Page 165 of 328 
 
The guy you see is a friend of friend whom you have met briefly once before and he 
seemed a nice enough guy. 
 
You meet casually in the street and chat for a moment. 
After a minute the guy asks you out for a coffee, would you accept graciously or kindly 
decline?" 
 
Figure 26: Trial structure for Study 3B, the facial 
attractiveness study 
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2.5.2.3 Results 
2.5.2.3.1 Normality 
All variables were normally distributed according to the Kolmogorov-Smirnov test of 
normality. As such it was decided that parametric tests would be used in the following 
analysis. 
2.5.2.3.2 Paradigm tests 
2.5.2.3.2.1 Rating frequencies 
A cursory glance of the data revealed that participants were most likely to rate men as 1s 
and 2s on the Likert scale which means “Very Unattractive” and “Slightly Unattractive” 
respectively. It appears that regardless of morphing, participants in our study did not find 
our males faces attractive. Despite this there were an equal number of acceptances and 
there were declines.  
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a)  
  
 
b)  
 
Figure 27: Overall frequency of atractiveness ratings (a) 
and Yes/No decisions (b), Overall and for Morphed and 
Un-morphed faces 
 
 
2.5.2.3.2.2 Morphed vs. Un-morphed faces 
A paired samples T-test confirmed that morphed faces were more likely to be rated as 
more attractive (2.49 vs. 1.94; t(12)=9.947, p=.000) than un-morphed faces. They were 
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however significantly slower at making rating decisions about un-morphed faces 
(163.31ms vs. 148.06ms t(12)=2.825, p=.015). 
Despite also making dating decisions based on an un-morphed face slower (147.78ms vs. 
121.26ms t(12)=3.147, p=.008) there was no difference in the amount of date acceptances 
(t(12)=.270, p=.791) or date declines to a morphed face (t(12)=-.270, p=.791). 
2.5.2.3.3 Follicular vs. Luteal Phase performance  
2.5.2.3.3.1 Attractiveness ratings 
There were no significant differences in how attractive faces were rated between the luteal 
and follicular phase. Nor were there any differences in how fast participants made the 
ratings. 
2.5.2.3.3.2 Dating 
There were no significant differences in how often a participant said yes to a date between 
the luteal and follicular phase. Nor were there any differences in how fast participants 
made these decisions. 
2.5.2.3.3.3 Morphed vs. Un-morphed 
A series of repeated-measures Phase(Follicular/Luteal)*Face-type (Morphed/Un-
morphed) ANOVAs confirmed that phase had no effect on attractiveness and dating 
variables and that morphing has no influence on these.  
 
2.5.2.4 Conclusion 
Study 3B was designed to test the ability of participants to make decisions on whether to 
go for a date with another individual based purely on the integration of information from 
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facial features. The study had an additional element of assessing the impact of masculinity 
upon this decision making process.  
It appears that attractiveness was not a factor in the dating judgements of our participants 
during this task as there were no significant differences in the average rating of faces the 
participants said no to, and those they said yes to. We conjecture that participants were 
combining information from facial features for a different purpose and instead of making 
their decisions based on attractiveness – which was un-useful to them as all faces were 
deemed unattractive – they based the decision upon whether they thought the male look 
sad or happy, sporty or scholarly etc.  
Finally, morphed faces were rated by the participants more attractive but overall the 
ratings for all the faces were extremely low. Participants were no more likely to accept a 
date offer from a morphed face than an un-morphed face which seems to indicate that the 
effect of increased attraction to morphed faces at certain times of the menstrual cycle is 
limited to just ovulation.  
2.5.3 Interim Discussion: Study 3 
Study 3 found no effect of menstrual cycle phase on II categorisation for either a date 
decision task or a multi-dimension stimuli A/B categorisation task. Only one menstrual 
cycle-related effect was seen for the whole of Study 3, this was for Study 3A whereby 
progesterone levels were negatively correlated with correct responses. As such the PSH 
has to be rejected for II categorisation.  
In contrast to Study 2, in which performance on both tasks seemed to demonstrate an 
effect of test order, no such menstrual cycle phase modulation of practice effects occurred 
in Study 3. For Study 3A it is likely the case that the task was too complicated to be subject 
to order effects. What’s more, the task itself, although long enough for the purpose of 
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assessing categorisation speed and accuracy, was likely too short for participants to 
become completely accustomed to the task. I.e. for the second session, participants would 
still experience a novelty effect, and will have to spend just as many trials learning which 
three dimensions are relevant. For Study 3B, as we did not seen any menstrual cycle 
related changes in attractiveness ratings or speed of categorisation, the participants would 
simply make the same decisions in the same manner.  
2.6 General Discussion 
2.6.1 Restatement of aims 
It has been repeatedly established that changes in estradiol and progesterone concentration 
across the menstrual cycle have measurable effects on cognition in various domains (see 
Chapter 1). Surprisingly, as of yet, no study has investigated whether categorisation 
behaviour similarly changes over the menstrual cycle – despite a comprehensive literature 
and categorisation being integral to an organisms survival. The studies in Chapter 2 were 
designed to comprehensively address this gap in the literature. A battery of six 
categorisation tasks were administered to 17 naturally cycling females during two distinct 
phases in the menstrual cycle; the follicular phase and the luteal phase. The six tasks were 
chosen and developed to assess performance of participants on both experimental and 
ecologically valid measurements of three different types of categorisation; perceptual, 
rule-based and information-integration categorisation. 
It was hypothesised that, on a very basic level, performance, measured by reaction times 
and accuracy, would be different between the mid-follicular and mid-luteal phases. In 
order to expand upon this and to make testable predictions about categorisation behaviour 
over the menstrual cycle, the progesterone-mediated boundary sharpening hypothesis 
(PSH) was developed. In particular, the PSH predicts that the modulation of GABA 
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transmission by high levels of progesterone serves to inhibit irrelevant information 
pertaining to category structure when making categorisation judgements. Behaviourally 
this would be seen as an increase in the speed and accuracy of categorisation during the 
follicular phase when progesterone levels are high. Further to this, stimuli that is close to 
the category boundary, which is typically harder to categorise than stimuli in the centre of 
the category structure, will become more readily categorised by females in the luteal 
phase. For this reason some of the tasks in the test battery involved categorising both 
subtle and extreme members of the categories being judged upon in the tasks. 
In addition to this, during the introduction, suppositions were made as to what would occur 
during these categorisation tasks based upon  
 the effect of hormones on processes used in categorisation such as decision making 
and attention  
 the effect of hormones on cortical structures implicated by (Ashby & O'Brien, 2005) 
to be involved in categorisation such as the PFC (implicated in perceptual and rule-
based categorisation) and the Basal Ganglia (implicated in information integration)  
With this in mind, following is a summary and discussion of the findings in light of the 
above aims and suppositions.  
2.6.2 Summary of findings 
2.6.2.1 Carry-over effects and Phase by test-order interactions 
Carry-over effects, whereby the performance during a session is effected by those prior to 
it, may result from a) practice effects or b) fatigue effects. The session in the current set 
of studies were scheduled with a two week gap between the first and second session (give 
or take a few days due to variation in menstrual cycle lengths). An increase in reaction 
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times but not correct response rate was seen in studies 1A and 3A indicating possibly that 
participants were gaining familiarity with the task but may not have recalled the category 
structures. In one task, the colour target detection task, participants improved their 
accuracy and their reaction times. As the task is perceptual and thus involves no memory 
component it is likely the result was due to a novelty effect during the first session 
whereby participants were unsure of what to do which slowed their reaction times and 
decreased their accuracy from which they could improve upon during their second session. 
The fact that neither correct response rate nor reaction time decreased between sessions 
indicates that there were no evident fatigue effects. 
Phase-by-test order interactions reveal that the menstrual status of the female participants 
has impact on these carry-over effects between session one and session two. Our results 
indicated two apparent phase-by-test order interactions; 
1. During study 2A those participants who were tested during the follicular phase first 
experience a large practice effect for reaction times which not present in the luteal 
phase first groups, who had consistently lower reaction times than their fellows.  
2. The results of study 2B indicated that the participants in the luteal phase first group 
has a much larger practice effect than the other group, who showed only a modest 
decrease in reaction times.  
Hausmann and Güntürkün (2000) reported findings that indicate that the participant group 
who were tested first in the luteal phase benefitted more from practice than the other 
group. This was also the case for participants in the luteal phase first group in study 2B 
but the opposite was true for study 2A. A great body of literature reports that language 
processing occurs predominantly in the left hemisphere (see Gazzaniga, 2005; Pinel & 
Dehaene, 2010) although this leftward bias of processing is reportedly altered over the 
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menstrual cycle so that there are no apparent asymmetries during the luteal phase (e.g. 
Hausmann & Güntürkün, 2000). The tasks used in Hausmann and Güntürkün (2000) had 
a lateralised nature that was shared by study 2B but not study 2A a may be a reason why 
these two shared common findings in this aspect. It is possible that the mechanisms 
underlying phased-by-test order interactions are different for lateralised and non-
lateralised tasks. However, if this were the case then we would likely see a similar effect 
in the colour target detection task which is similarly purported to be lateralised in the 
brain.  
Another process may instead be driving findings and that is likely to be the impact of 
hormones, predominantly estradiol, on memory. There is some evidence to support a 
potential modulation of retention/recall by hormones. For example, estradiol has been 
implicated in the amplification of long term potentiation magnitude and this in turn is 
thought to be the mechanism behind the improvement in memory acquisition seen under 
elevated levels of estradiol (Smith & McMahon, 2006). Our findings may however 
contradict this possibility. An effect of memory recall of the stimuli would likely be 
established by an increase in both correct response rates and reaction times. However, the 
only task where this was evident is the colour-target detection task which is perceptually 
driven and likely has very little influence by memory. 
Finally, it is interesting in that neither the perceptual categorisation or information-
integration tasks were susceptible to test order effects. Demonstrating that these test order 
effects may be specific to this type of categorisation. In any case, it is clear that carry-over 
effects that are mediated by hormones in the very least require acknowledgement by 
researchers and suitable precautions put in place and likely warrant further investigation 
into the underlying mechanisms. 
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2.6.2.2 PSH 
Support for the PSH would appear either as a decrease in reaction times during the luteal 
phase of the menstrual cycle of as an association between progesterone levels and reaction 
times or correct response rates. No substantial evidence for the PSH was found by any of 
the studies. In total, one significant difference and two phase-related trends were detected; 
 In the one dimension category sorting task, participants were significantly slower 
at responding during the follicular phase than during the luteal phase. This seems 
to support the PSH. 
 In the word categorisation task there was a trend for categorisation to be slower in 
the luteal phase. This contradicts the predictions of the PSH. 
 In the multi-dimension categorisation sorting task there was a trend for participants 
to be better at the task during the luteal phase. This too seems to support the PSH.   
Although useful for driving analysis, the PSH was a speculative hypothesis making 
predictions about performance of participants on a process that has never before been 
tested under the conditions in which the hypothesis was theorising. In its role as a testable 
hypothesis the PSH was able to stimulate the experimental implementation, and analysis 
of, previously unexplored processes. In its role as a comprehensive theory about hormones 
and categorisation behaviour however, the PSH was lacking. One major limitation of the 
PSH was that it made no predictions about the effect of estradiol and the cortical 
excitability associated with it. If we suppose that progesterone is able to mediate 
behaviour on a particular process, we must also assume that the more potent estradiol, a 
modulator of progesterone effects in some regions of the brain, also plays a part. 
Importantly, estradiol has been demonstrated to modulate cortical excitability. This may 
have facilitated the speed of category learning at the category boundary due to the 
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resulting increase in speed of processing, which would behaviourally appear as an increase 
in RT during high levels of estradiol but not an increase in accuracy. Despite this, no 
correlations were seen between estradiol and performance on any of the measures. 
However, without testing participants at ovulation when high estradiol levels are 
unopposed by progesterone levels, it is hard to determine whether or not estradiol has had 
any effect upon behaviour.    
2.6.2.3 PMIHDC-H 
It has been repeatedly demonstrated that colour categorisation is faster and more accurate 
when colour stimuli are presented in the RVF (Franklin et al., 2008) i.e. the information 
is quicker to reach the language dominant LH and is therefore processed quicker than 
when presented in the LVF. The PMIHDC-H predicts that if a task has been shown to be 
subject to FCAs then this pattern will be apparent in the follicular phase only and any FCA 
will be reduced during the luteal phase. Data from the colour target-detection task of Study 
1A support this hypothesis; the degree of FCA was significantly higher in the follicular 
phase.  
One of the central tenets of the PMIHDC-H is that FCA changes are seen in tasks that 
demonstrate sex-related differences in performance such as the Vandenberg and Kuse 
Mental rotations task (Hausmann et al., 2000). As of yet, no studies report testing whether 
this perceptual phenomenon tested in the colour-target detection task is sexually 
differentiated and this presents an opportunity for further study. 
2.6.3 Methodological limitations 
Lack of a mood measurement- One variable that could have had an effect on behaviour 
which wasn’t controlled for in the current study is mood. It is known that hormones affect 
mood and that mood can impact upon decision making (Schwarz, 2000). In particular, 
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mood has been demonstrated to improve some forms of PFC functioning whilst impairing 
others such as the Stroop task (Phillips, Bull, Adams, & Fraser, 2002). In contrast, we 
would not expect to see mood influencing the perceptual tasks such as colour 
categorisation as the processing of these task should occur prior to any potential influence 
of mood. An exception might be fatigue, as if a person is feeling sluggish at a particular 
time-point they are likely to perform slower even on the perceptual tasks. As such, it is 
clear that a mood measurement such as the Profile of Mood states (McNair, Lorr, & 
Droppleman, 1989) which measures fatigue as well as vigour may have helped our 
interpretations of the results.  
Small sample sizes - The sample sizes for Studies 1-3 were relatively small, although 17 
participants completed the battery of tasks, actual sample sizes were smaller at 12/13 
participants after removing outliers. Small sample sizes make it impossible to determine 
whether effect (or lack thereof) actually occurs, and as such the current data may not be 
powerful enough to detect slight changes in categorisation behaviour.  
Little-No change in progesterone between phases - It appears that for some of our 
participants there was very little change in progesterone between the two sessions. This 
could be indicate a genuine lack of hormone variation in our sample. Although unlikely, 
this is in fact possible; as only two measures of hormone concentrations were obtained, 
this there is no way of telling how much these participants normally fluctuated, and 
whether the values obtained reflect the true hormonal variability in these participants. 
More likely is that the time-point scheduling was ineffectual which would lead to 
participants being too close together, or too far apart. To schedule in the participants for 
this study, we relied on self-reporting of menstrual cycle details including last 
menstruation and then counted-forward from that point to determine days 7 and 21 of the 
cycle. Although an estimate of menstrual cycle length was also obtained from the 
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participants was obtained, this is notoriously inaccurate (Small et al., 2007) and reliance 
on this statistic could have introduced error into our scheduling process. A longitudinal 
design would have avoided this problem as more hormone samples would increase our 
ability to ascertain cycle status for each time-point. In addition to this, in a task very 
similar to Study 2A, Solis-Ortiz et al. (2004) demonstrated that behaviour was different 
between sessions at the early-luteal phase and the late-luteal phase when hormones are 
increasing and decreasing respectively. Even so, a longitudinal design for this sort of 
exploratory study into a novel area was inconceivable – the time and money costs far 
outweighed the benefits gained from running a longitudinal study.  
2.6.4 Implications to theory 
Expectations based upon attention and decision making literature 
Attention 
So that that we are not bombarded with information about the visual scene in front of us, 
rapid attentional systems are in place that prioritise salient information which is relevant 
to behaviour (Dux & Marois, 2009). The attentional blink paradigm measures the 
temporal aspect of attention regulation. The attentional blink is the length of time between 
two stimuli that a participant need to be able to perceive the second stimuli. Hollander et 
al. (2005) found that this length of time was exaggerated during the mid-luteal phase as 
compared the early-follicular phase. Evidently attention to rapidly displayed stimuli is 
better when hormone levels are low. In the colour target detection task of study 1B, 
participants have 40ms to detect the presentation of a randomly located target. We would 
expect that the participant would be less accurate and slower at detecting this rapid 
presentation during the mid-luteal phase. However, there were no phase related difference 
in either performance variable. One explanation for this is the aforementioned novelty 
Page 178 of 328 
 
effects seen in this task, a result therefore could be obscured as we use data from both 
sessions to assess performance.  
Another prediction was made regarding selective attention and hormones following 
literature on the impact of the menstrual cycle on the Stroop task. Superior performance 
on the Stroop task is dependent upon the individuals’ ability to filter out information 
superfluous to the task. Hatta and Nagaya (2009) demonstrated a decrease in Stroop 
reaction time performance from the early-follicular to mid-luteal phase, evidently 
participant were better able to ignore task-irrelevant information during the phase with 
lower levels of hormones. During the one-dimension task of study 2A participants are 
presented stimuli with four dimensions. Throughout the study they have to learn which 
dimension upon which to categorise stimuli and ignore the other three task-irrelevant 
dimensions. With the parallel between this and the Stroop task we would expect 
performance on study 2A to be poorer during the mid-luteal phase. The results do not 
support this prediction with quicker reaction times for categorising stimuli being found 
during the luteal phase and not the follicular phase. This may be due to the complexity of 
the task; the stimuli in study 2A are very basic and involve categorising the stimuli based 
on either shapes, colour or numbers which most participants will have been doing adeptly 
since pre-school. On the other hand the Stroop task involves a relatively novel 
phenomenon for most participants. Perhaps increasing the complexity by reducing the 
presentation time of the stimuli would demonstrate this effect.  
Decision Making 
The reader was also presented with literature pertaining to decision making over the 
menstrual cycle. It was shown that decision making relating to judgements on facial 
attractiveness seem to change according to fertility status (Johnston et al., 2001; Penton-
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Voak & Perrett, 2000; Penton-Voak et al., 1999), however judgements on the IGT do not 
seem to be similarly modulated (Reavis & Overman, 2001; van den Bos et al., 2013).  
Thus we may expected decisions about the attractiveness of a face to be quicker during 
the follicular phase when females are approaching or during their fertile ovulation period. 
On the other hand decision about going on a date with the male in question may not be as 
susceptible to modulation by hormones. No change in reaction time over the menstrual 
cycle was seen for either attractiveness judgements or dating decisions.  
A large body of literature has been dedicated to research surrounding the fact that changes 
in attractiveness ratings are changeable over the female menstrual cycle (Johnston et al., 
2001; Penton-Voak & Perrett, 2000; Penton-Voak et al., 1999). Our findings stand in stark 
contrast to this body of literature in that no such hormonally modulated difference was 
found. However, this may very simply be due to the fact that our participants did not find 
any of the face attractive at all. Rating were given in a scale of 1-5 with 5 being very 
attractive and 1 being very unattractive. All faces, regardless of whether they were 
morphed or not were five times more likely to be rated a 1 or 2 than they were a 4 or 5. 
The general level of unattractiveness of our stimuli make it hard to drawn conclusive 
inferences from our data. This includes the decisions about whether or not participants 
would go for a coffee date with the males presented to them. Although on the face of it, 
our lack of change in these decisions would seem to support our prediction that hormone 
levels would not effect this type of decision.   
Expectations based upon brain structure. 
The Pre-frontal Cortex (PFC) 
Soliz-Ortiz (Solís-Ortiz & Corsi-Cabrera, 2008; Solis-Ortiz et al., 2004) demonstrated that 
performance on the WCST, a task that taps into PFC performance, was poorer during the 
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late-luteal phase and during ovulation. During both these time points estradiol levels are 
high but unstable. Estradiol has been shown to increase dopamine levels by enhancing 
synthesis, release and turnover (Dluzen, 2000) but dopamine in large amounts can be 
detrimental to PFC functioning, which is possible the mechanism behind the decrease in 
performance seen during ovulation in this study. The rule-based categorisation tasks 
chosen in Study 2A was similarly designed to engage the PFC and so, following this 
argument, one could predict a relative decrease in performance on the one-dimension card 
sorting task during the late-luteal phase.  
The opposite effect was found in study 2A to that which was found by (Solis-Ortiz et al., 
2004) in that performance was at its worst during the follicular phase when hormones are 
more stable. This finding is based solely on the results from the reaction time analysis as 
the accuracy rate demonstrated little variance because correct response rate were 
extremely high indicating a ceiling effect. As reaction times were not reported in the Solis-
Ortiz et al. (2004) and the current study was unable to test accuracy rates, it is possible 
that we could still have seen a similar effect. It is possible that the levels of estradiol in 
our study were not sufficient enough to cause detrimental performance, instead 
demonstrating an improvement due to the increase in dopamine circulation. However, as 
Solis-Ortiz et al. (2004) did not measure hormone levels we cannot compare this to our 
findings.  
In another distinction to Solis-Ortiz et al. (2004) only two time-points were measured in 
the current study whereas in Soliz-Ortiz et al., four measures were taken. Consequently, 
the authors were able to distinguish between PFC functioning in the early- and late-luteal 
phase. Using our the two time-point methodology of the current study it is impossible to 
confirm what part of the luteal phase our participants were in and thus whether hormone 
levels were increasing, decreasing or relatively stable.  
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Study 2B of the current study like, 2A showed a slowing of performance during the 
follicular phase as compared to the luteal phase, albeit this was only at trend level. Part of 
the PFC, the left inferior frontal gyrus has been implicated in processing grammatical 
gender (Miceli et al., 2002) and so it is possible that our word gender task also taps into 
PFC functioning. However, like with reaction times on Study 2A, this was unrelated to 
estradiol levels. Nonetheless, it is interesting that both out PFC tasks should show a 
slowing of performance during the follicular phase. Further studies should be conducted 
into the impact of hormones on reaction times on tasks demonstrating PFC use to firmly 
establish whether or not increases in estradiol level during the luteal phase are capable of 
speeding reaction times. Any tasks conducted in this area should, at minimum, test the 
same four time-points as Solis-Ortiz et al. (2004) – menses, late-follicular, early-luteal 
and late-luteal – to make sure the impact of increasing and decreasing hormone levels can 
be measured.  
The Basal Ganglia 
Information-integration categorisation is dependent upon basal ganglia functioning 
(Ashby & O'Brien, 2005) and dopamine is assumed to improve the information-
integration feedback learning by strengthening recently active synapses (Nomura et al., 
2007). As hormones purportedly have an effect on the dopamine functioning of some 
basal ganglia structures it is possible that these changes will manifest in overt behaviour 
changes with fluctuating hormone levels. Whether our categorisation studies are capable 
of tapping into these changes remains to be seen. Nevertheless with the increased 
dopamine activity when high levels of estradiol are present we might expect to see an 
increase in categorisation ability during the luteal phase.  
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The analysis of 3A revealed no impact of menstrual status on performance of this task. 
However a significant negative relationship was detected between progesterone and 
correct response rates. This finding might be explained by the fact that most of the output 
connections of the basal ganglia are GABAergic and are therefore inhibitory (Wichmann 
& DeLong, 1996). Allopregnanolone, the metabolite of progesterone, is a positive 
allosteric modulator of GABA-A receptors (Belelli & Lambert, 2005). However so far the 
impact of GABA inhibition in the basal ganglia has only been described in terms of motor 
functions (e.g. Graybiel, 2005). It is possible that high levels of progesterone led to 
increases in GABA inhibition of basal ganglia which has implications on the learning 
functioning of the basal ganglia though this is purely speculative. 
The basal ganglia has also been associated with judging the attractiveness of faces 
(Werheid, Schacht, & Sommer, 2007), likely due to the supposedly rewarding nature of 
attractive faces (see Aharon et al., 2001) that increases our attraction to healthy individuals 
(purportedly manifested in facial symmetry). Thus with the increased dopamine activity 
when estradiol levels are high, we should may a decrease in reaction times when deciding 
the attractiveness of a face during the luteal phase when estradiol levels are high. Once 
again however, it is possible that the contemporaneously high levels of progesterone-
relate GABA inhibition will negate this estradiol-related enhancement of dopamine 
activity. Unfortunately it is likely that our participants were not attracted to any of the 
faces used in Study 3B so we are unable to tell if here to we see an effect of progesterone 
on basal ganglia functioning.  
The PSH, developed to make predictions about the effect of progesterone in categorisation 
behaviour, found no support from the current studies; findings indicate no fluctuation in 
categorisation behaviour across the menstrual cycle forcing the current authors to reject 
the PSH as a viable hypothesis of categorisation behaviour. It could be argued that no 
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support was found because, despite best efforts, it was unlikely that the researcher was 
able to capture performance at the exact time-points required. The progesterone-estradiol 
peak in the mid-luteal phase is particularly troublesome to capture. However this does not 
fully account for our findings as no correlation between progesterone and performance 
were detected on any of our categorisation tasks. Furthermore in the very least we would 
expect to find a change in categorisation speed of stimuli that were closest to the category 
boundary, however this was not the case. That being said it is possible that the exact profile 
of hormones and whether they are increasing or decreasing at the time of testing seems to 
have some importance (e.g. Solis-Ortiz et al., 2004). 
In regard to the question as to whether hormones and categorisation behaviour should be 
studied further – the current author believes that there is a lot more the needs to be done 
before it can be categorically state that hormones do not effect categorisation of stimuli. 
In particular the effect of the menstrual cycle on colour target detection tasks and the one- 
and multi-dimension card sorting tasks should be re-examined. In subsequent studies 
researchers should look to include more participants in the study and to measure 
performance at four different time-points to coincide with menses, ovulation and early- 
and late-luteal phases. Furthermore running fMRI studies of the one- and –mutli-
dimension card sorting tasks would be ideal firstly to confirm the recruitment of the PFC 
and the basal ganglia respectively and, secondly, to assess changes in neuronal activity in 
these areas across the menstrual cycle.   
Finally, the current study found large interactions between phase and test order which may 
have masked effects.. Most hormone-behaviour studies are counterbalanced so that half 
the participants have their first experimental session during the follicular phase and their 
second during the luteal phase (Low-High) whilst the other half take to tests in the 
opposite order (High-Low). Unfortunately, this leaves the data vulnerable to practice 
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effects that may be moderated by hormone group. This is not the first study in which this 
interaction was observed, and interactions between phase and test order have previously 
been found on lateralised figural comparison and lexical decisions making tasks 
(Hausmann and Güntürkün, 2000) but as of yet no attempt has been made to explain this 
phenomenon, We advise that test order effects should be avoided when possible by testing 
participants in non-consecutive menstrual cycles i.e. participants should be tested four 
weeks apart thus limiting the effect of enhanced learning during session 1, or enhanced 
recall during session 2 due practice effects. Interestingly, phase by test-order interactions 
were only found for the rule-based categorisation tasks indicating the possibility that the 
PFC plays some role in moderating these effects. There is some support for this idea in 
that PFC has before been implicated in practice effects whereby it has been demonstrated 
that over time tasks that involve the control by the PFC become less dependent upon the 
PFC as performance becomes more automatic (Miller & Cohen, 2001). This however does 
not explain similar test-order interactions found for the figural comparison task.  
2.7 Conclusions 
The present study compared performance on six categorisations tasks during the follicular 
and luteal phase of the menstrual cycle. It was predicted that performance on these tasks 
would change across the menstrual cycle and that this change would be attributable to 
progesterone. The results of these studies were unable to support this hypothesis. 
Although surprising, we found only one change in performance attributable to menstrual 
status and this was in a rule-based categorisation paradigm. Furthermore, it was shown 
that, in these studies, hormones are unrelated to performance on any of these tasks during 
either the follicular or luteal phase.  
Methodological limitations associated with the use of repeated measures designs for 
hormone-behaviour research precludes any grand conclusions beings drawn from any of 
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these studies. A most debilitating limitation of this design is that inability of researchers 
to definitively say that their participants were in the correct part of the correct phase. As 
such it cannot be definitely stated that categorisation behaviour does or does not change 
over the female menstrual cycles. In the very least, rule-based categorisation warrant 
further exploration. 
  
Page 186 of 328 
 
3 Chapter Three: STUDY 4: A longitudinal study to assess whether 
hormone concentrations can be used to predict performance on a 
lateralised figural comparison task.  
 
The findings from the following study has been published in the open access journal PLoS 
One (McNamara, Moakes, Aston, Gavin, & Sterr, 2014). 
3.1 Introduction 
The steroids progesterone and estradiol are capable of exerting powerful neuromodulatory 
actions on the central nervous system. Beyond regulating sexual behaviour, hormones are 
also capable of exerting influence on cognitive processes. Hampson (1990a, 1990b) 
detailed how those cognitive processes that seem to be most affected by hormones are 
those which have been demonstrated to be sexually differentiated such as spatial and 
verbal processes. Incidentally, these processes have also been repeatedly demonstrated to 
be lateralised in the brain; spatial processes are specialised in the RH (Corballis, 2003; 
Jager & Postma, 2003; Smith & Jonides, 1997) and verbal in the LH (Gazzaniga, 2005; 
Pinel & Dehaene, 2010; Smith & Jonides, 1997). When looking at sex-related differences 
in lateralisation, it was found that men are more likely to manifest pronounced brain 
lateralisation than women who, on the whole, demonstrate a more symmetrical pattern of 
activation (see Tomasi & Volkow, 2012). Sex hormones therefore seem to preferentially 
effect lateralised processes and it was resolved that the impact of hormones on functional 
cerebral asymmetries (FCAs) was a possible root of sexually differentiated behaviour. 
The most common method with which to study the impact of hormones on FCAs is to 
assess changes in performance of lateralised tasks across the female menstrual cycle. 
Using this approach, a number of studies have demonstrated FCA fluctuations across the 
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menstrual cycle (Bayer et al., 2008; Bibawi et al., 1995; Hampson, 1990a, 1990b; 
Hausmann, 2005; Hausmann, Becker, et al., 2002; Hausmann & Güntürkün, 2000; 
Hausmann et al., 2000; Heister et al., 1989; Rode et al., 1995; Sanders & Wenmoth, 1998). 
However there is little consistency in detected changes as can be seen in the distinct 
theories which have been put forward (see section 1.4.2). The following introduction and 
subsequent study explores FCAs across the menstrual cycle and details the development 
of a model that could change the way we approach the study of hormones and behaviour. 
The study has since been published in the open acess journal PLoS One (McNamara et 
al., 2014) 
The following sections shall first describe in greater detail functional cerebral 
asymmetries including the anatomy which is proposed to be involved – namely the corpus 
callosum. Next the figural comparison task, a task which has demonstrated the most robust 
menstrual cycle FCAs, and which is the task chosen for the current study shall be 
introduced. 
3.1.1 Changes in laterality across the menstrual cycle 
The mammalian brain is typified by two cerebral hemispheres separated down the mid-
line by a large white-matter structure called the corpus callosum. Although similar in 
appearance, differences in functionality between the two hemispheres are a frequently 
replicated finding in neuropsychology with cerebral asymmetries even being 
demonstrated in the human foetus (Hepper, Shahidullah, & White, 1991).  One of the most 
obvious demonstrations of human brain laterality is the near-universal preference for 
using, and skill with, the right hand. Nearly 95% of the population is right-handed (Knecht 
et al., 2000) and, as the right side of the body is controlled by the left hemisphere (LH), 
for nearly 95% of the population the LH is the dominant controller of motor movements. 
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Despite this preference for the right hand it is also self-evident that the left hand, even in 
right-dominant people, is capable of much of the same skills if not with the same dexterity.  
Like hand preference, most cognitive processes are thought to be preferentially processed 
in a single hemisphere. However, also as with hand preference, this is not the whole story. 
Instead, both hemispheres have the capability to process all types of information, with 
information being passed from one hemisphere to the other in a matter of milliseconds via 
the corpus callosum. The hemispheres often need to collaborate on tasks so that in 
complex and multi-modal tasks, the best hemisphere is employed for the job. Task 
variables such as attentional load and simultaneous processing (e.g Banich, 1998) as well 
as biological variables such as hormone concentrations (e.g Wisniewski, 1998), have all 
been implicated in the efficiency of the intra- and inter-hemispheric transfer and the 
recruitment of that non-dominant hemisphere.  
The following section aims to provide a detailed background and mechanisms of brain 
lateralisation including the anatomy and function if the corpus callosum. After some 
history on how our interest in the corpus callosum has developed the topic of sex-
differences in lateralisation shall be introduced. Finally the hypothesis of Markus 
Hausmann and Onur Güntürkün (2000) shall be re-introduced to the readers and the 
research questions in the current thesis clarified.  
3.1.2 Anatomy and neurobiology of lateralisation 
Control of the bodies’ basic sensory and motor functions is divided between hemispheres. 
This control occurs in a contra-lateral manner; the LH of the brain controls the right half 
of the body, the right ear, eye, hand and leg etc. whilst the RH of the brain controls the 
left half of the body. It’s not only control of motor functions that occurs contra-laterally 
but also the processing of cognitive and sensory information; the right ear and eye will 
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send auditory and visual information, respectively, to the left side of the brain and so on. 
This information is then sent to the ipsi-latateral (same) side of the brain via one of the 
brains’ commissures.  
3.1.2.1 The brain commissures 
A commissure is a set of myelinated axons and connects distinct parts of the human brain, 
the largest commissure of the brain is the corpus callosum and shall be described in detail 
in later sections. The other commissures of the brain are the anterior, hippocampal, 
habenular, posterior and supraoptic commissures. The anterior commissure connects the 
olfactory and limbic systems. Although over 10 times smaller than the corpus callosum, 
the anterior commissure still plays a fundamental role in the survival of the organism as 
it is main connection between the left and right inferior temporal lobes and the rest of the 
brain, and as such is implicated in the sensation of pain, smell and emotion. The 
hippocampal commissure connects the left and right hippocampal formations and 
therefore plays an integral role in memory. The supraoptic commissure also plays a role 
in memory but as the commissures get smaller, their functions get less distinct. For 
example, the smallest of the commissures is the habenular commissure, it connects 
amygdala and the hippocampus of the two hemipshere but its function is unknown. The 
final commissure, the posterior commissure, is important in vertical eye movements.  
3.1.2.2 The corpus callosum 
The corpus callosum is only present in placental mammals and is thought to result from a 
complex evolutionary history (Raybaud, 2010). The corpus callosum (CC), the largest 
white matter structure in the human brain, runs down the midline of the brain and contains 
both intra- and inter-hemispheric axonal projections. The CC contains more than 
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300million transcallosal fibres (Hofer & Frahm, 2006) most of which project to 
homotropic areas.  
3.1.2.2.1 Anatomy 
The CC is ‘C’ shaped and can be split into five distinct regions which from posterior to 
anterior are the splenium, the isthmus, the mid-body, the genu and the rostrum. The genu 
contains the highest density of thin myelinated axons which connect the prefrontal cortex 
and higher order sensory organs (van der Knaap & van der Ham, 2011). The genu is 
typically implicated in mood and impulsivity regulation (Matsuo et al., 2010; Moeller et 
al., 2004). The midbody, or trunk, which can be further broken down into the posterior 
body, the anterior body and the rostral body, contains motor, somatosensory and auditory 
projections (Aboitiz, Ide, & Olivares, 2003; van der Knaap & van der Ham, 2011). The 
posterior end of the CC is the splenium and here axonal fibres are dense. Between the 
body of the CC and the splenium is the isthmus which is characterised by particularly thin 
projections.   
3.1.2.2.2 Function  
Historically it was believed that the CC was unimportant for cognitive functioning, instead 
it was seen mainly as a mechanical support for the cerebral hemispheres (Bogen, 1995). 
Later it was thought that the CC was the seat of consciousness, the entity in which the two 
hemispheres having separate personalities and motivations is combined. Today we know 
that the CC is vital for communication between the two hemispheres and integral for 
higher level cognitive processing.  
Both hemispheres are equipped with much of the same architecture to enable it to function 
as a stand-alone entity. Furthermore information can be sent between the cortices of the 
brain via coritco-cortical pathways. Thus, for any given task, as long as the route from the 
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sensory organ to the hemisphere is intact, the processing can technically be accomplished 
by either hemisphere. Assimilation of information is necessary to maintain cohesion; 
however, if the hemispheres were to work as if separate entities, they might process 
information in distinct ways and achieve different outputs. An example of when this is 
thought to occur is in the instance of stuttering, which thought to be a result of the two 
hemispheres competing for dominance of motor control related to speech production 
(Alm, Karlsson, Sundberg, & Axelson, 2013).Therefore, competing outputs from both 
hemisphere can be detrimental. This is further demonstrated in individuals who do not 
show a clear hand preference which is thought to be another example of “hemispheric 
indecision”. It has been demonstrated that young children without a clear hand preference 
perform worse on reading comprehension and mathematical tasks than those who were 
with a clear hand preference (Crow, Crow, Done, & Leask, 1998). Although absent in 
younger children (Mayringer & Wimmer, 2002), this was also true for ambidextrous 
adults in arithmetic, memory and reasoning (Corballis, Hattie, & Fletcher, 2008) 
demonstrating that too much symmetry is inefficient. Ringo, Doty, Demeter, and Simard 
(1994) conclude that the “forebrain commissures continually achieve a unification of mind 
and action from otherwise complete and independent neuronal systems, the right and left 
hemispheres.” (p331, 1994)  In summary the corpus callosum is deemed an important 
anatomical structure necessary to ensure that the hemispheres do not compete against each 
other providing the individual with two different and rivalling outputs (Corballis, 1991).  
3.1.3 Laterality 
Brain lateralisation refers to the specialisation of functions to either the LH or RH. The 
hemisphere that specialises in a particular function is said to be ‘dominant’ and the other 
hemisphere ‘non-dominant’. The CC which was explored in the last section is the main 
facilitator of cerebral dominance, it allows the dominant hemisphere to work unhindered 
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by the other, or if the task requires it, employs the non-dominant hemisphere to work on 
specific aspects of a task. 
A basic demonstration of laterality is the contralateral control of sensory organs6 in the 
body. However, higher level cognitive processes also seem to be similarly 
disproportionately shared within the brain with the LH prominently taking control of 
analytical tasks such as reading and arithmetic whilst the RH takes principal control over 
creative and emotional tasks such as visuo-spatial manipulation and emotion recognition. 
Whilst the dominant hemisphere leads these processes, the passive hemisphere deals with 
other types of information received simultaneously, only getting involved when the 
complexity of the information increases. For example when an individual hears a string 
of words, the LH takes the lead in processing the words whilst the RH controls any 
information simultaneously presented, perhaps a visual stimulus. The RH only becomes 
involved when processing the semantic meaning of the words or when the words are not 
in the individuals’ native language, i.e. when the complexity increases.  
The evolutionary theory behind laterality is that the pre-language brain, which was 
specialised predominantly for grouping spatial elements, made room in the LH for 
language areas once the human ability for language developed. In effect the LH gave up 
its ability to process spatial elements (Gazzaniga, 2005) in favour of processing language. 
The following sections shall describe in more detail the lateralised processing of language 
and other complex cognition, and shall then explore some of the mechanisms proposed to 
support lateralisation. This shall be followed by an appraisal of some of the relevant 
                                                 
6 Control of and information from sensory organs on the left side of the body such as the left ear, eye and 
hand are managed by the contralateral, right hemisphere of the brain. The reverse is true for sensory organs 
on the right side of the body. 
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historical and theoretical literatures which lead to the development of the progesterone 
mediated inter-hemispheric decoupling hypothesis proposed by Hausmann and 
Güntürkün in 2000. The hypothesis and its successor, the hypothesis of sex hormone-
modulated cortical integration, are the basis for the research questions answered in 
Chapter 4. But first the relevant information in which to place this hypothesis including 
sex-related differences in lateralisation, shall be presented. 
3.1.3.1 Laterality of Language and Handedness 
The oldest and best known example of one hemisphere prominently dealing with a process 
is the LH s’ dominance over language processes such as speech comprehension 
(Gazzaniga, 2005; Pinel & Dehaene, 2010). Laterality of language was first demonstrated 
in the early 1860’s first by Broca and then by Dax (1861 and 1865 respectively, see 
Suchan & Karnath, 2011) when studying neurological patients post-mortem. Today we 
know that approximately 95% of individuals with a strong preference for using their right 
hand have LH language dominance (Knecht et al., 2000).  Moreover a relationship has 
been found between the sinestrality of a right-handed individual and the strength of their 
left-hemisphere language dominance (Knecht et al., 2000). Thus, for 95% of right-handed 
individuals the majority of language processing occurs in the LH; for the remaining 5% 
of right-handed individuals, language processing is bilateral (Knecht et al., 2000). 
Given that 95% of the population are right-handed and 95% of the right-handed population 
have left-hemisphere language processing, right-handed individuals are usually the 
preferred participants of cognition and neuroscience researchers. Use of only right-handed 
individuals means the subject pools’ brains is likely to be wired in a “typical” manner and 
as such generalizable assumptions based on the underlying brain mechanisms involved in 
a process can be made with more confidence. Handedness is used as a proxy to determine 
laterality and left-handed individuals often excluded from partaking in experiments aimed 
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at understanding cognition in the brain. This thesis is no exception and as the aim is to 
expand knowledge on hormones and laterality, only right-handed participants are used in 
these studies.  
Although 95% of right-handed individuals have left-hemisphere language, left-handed 
individuals are less homogeneous with approximately 20-25% of strongly left-handed and 
15% of ambidextrous individuals having right-hemisphere language dominance (Knecht 
et al., 2000). The RH then, does have a capacity for language. Even those with strong left-
hemisphere language lateralisation have a degree of RH semantic language processing 
(Sinai & Pratt, 2003). In a study investigating ERP time-courses of 17 participants 
completing various language tasks, Sinai and Pratt (2003) found that the brain can rapidly 
change from left to RH prominence depending on the specifics of the task and whether 
the test is in the participants’ first language. Although readiness for a linguistic task and 
immediate processing of acoustic cues was indeed carried out by the LH the information 
could be quickly passed to the RH to free up processing in the LH for new incoming 
information.  
3.1.3.2 Laterality of vision 
Information from one side of the body is sent first to the contra-lateral hemisphere; this is 
true for all sensory organs and is an interesting phenomenon. As the current study involves 
individuals viewing and partaking in a lateralised figural comparison task following is a 
brief description of the way visual information is delivered to the brain.   
Light refracted off of an object is focused on the retina by the lens. The retina is the light 
sensing structure at the back of the eye by the lens. The half of the retina by the nasal 
passage of each eye is called the nasal half and the other half, by the temples, is called the 
temporal half. Each half of the retina receives light information from the opposite hemi 
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field (half of the visual field). Thus the nasal half of the left eye receives information from 
the left hemi field and the temporal half receives information from the right hemi field. 
As such much of the field of view of each eye is overlapped, this is important in order for 
the brain to determine information regarding depth of objects. After reaching the retina, 
information about the colour, intensity and placement of the light is transferred into 
electrical impulses, which the brain interprets as vision, by rhodopsin contained in rod and 
cone cells in the retina. Visual information is then transferred down the optic nerve to the 
brain, crossing at the optic chiasm so that visual information from the RVF is processed 
initially by the LH and vice versa. The majority of the information from the optic nerve is 
projected first to the lateral geniculate nucleus of the thalamus and then to the visual 
cortex. Following this, the information is passed to the other hemisphere via the corpus 
callosum. Thus both hemispheres eventually get the visual information but the 
contralateral hemisphere receives it directly and thus more rapidly.  
Visual information from the left half of an individuals’ visual world, i.e. what is seen by 
the left half of both eyes (See figure 29), is first processed by the RH of the brain. A 
stimulus from the RVF is processed first by the LH of the brain. Information is then 
rapidly transferred inter-hemispherically to the other hemisphere. As the RH is widely 
thought to be adept at processing visual information (e.g Pisella et al., 2011), information 
from the LVF is processed by the specialised hemisphere before information from the 
RVF which has to first be transferred from the LH.  
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Figure 28: A diagram depicting the transfer of visual half field 
information across the corpus callosum. Image from Bourne 
(2006) 
 
3.1.3.3 Other forms of laterality 
Since the 1860’s cognitive tasks other than language have been shown to be preferentially 
processed by one hemisphere over the other despite both having the capability to process 
all types of information. The LH seems to have processing dominance for arithmetic 
functions (Pinel & Dehaene, 2010) and fine motor control of the hands (Gotts et al., 2013), 
whilst the RH seems to have prominence in processing of spatial attention (de Schotten et 
al., 2011), motion detection and spatial matching and relationships (see Gazzaniga, 2005). 
Although preference for processing a task laterally or bilaterally may just as much reflect 
individual strategies for dealing with information as opposed to any definitive functional 
lateralisation.  
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3.1.3.4 Genes and Evolution 
Right handedness is believed to be more prominent in humans due to a slight change in 
the human genome over time that favoured right handedness. The same cerebral 
dominance or ‘left-shift’ gene (Corballis, Badzakova‐Trajkov, & Häberling, 2012) may 
be responsible for the LH language dominance which emerged from a brain network used 
for tool use (see Corballis et al., 2012). It was initially thought that the LH bias for 
language had some evolutionary benefit, however, in normal subjects, those with right or 
bilateral hemisphere language do not seem to be disadvantaged (Knecht et al., 2001). 
3.1.3.5 Studying Lateralisation 
When studying language in a research setting, a common way for a psychologist to assess 
the degree of asymmetry in a participants’ language processing is to use a dichotic 
listening task. In this task, participants are required to listen to two different auditory 
stimuli that are presented, via headphones, to the left and the right ear simultaneously. The 
participants are required to repeat aloud the word or syllable they hear best. In healthy 
controls dichotic listening tasks often reveal a better perception of verbal stimuli in the 
right ear compared to the left (Hugdahl, Westerhausen, Alho, Medvedev, & Hämäläinen, 
2008) this is called a right ear advantage. Contrarily, visual information is processed 
quicker if it is presented in the RVF than the LVF. This is because information presented 
to sensory organs on one side of the body is first projected to the contralateral (opposite 
side) hemisphere of the brain before it is sent to processing areas in the same hemisphere. 
This connection is stronger, and consequently faster, than the connection to the ipsilateral 
(same side) hemisphere of the brain.  For example, stimuli falling in the LVF project to 
the right lateral geniculate nucleus and then to the visual cortex of the RH and vice versa 
for stimuli in the RVF (Jordan et al., 1998). Thus, as long as an individuals’ gaze can be 
accurately fixed in the centre of the screen, stimuli can be projected to whichever visual 
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half field (and, therefore, directly to whichever cerebral hemisphere) is chosen by the 
experimenter (Jordan et al., 1998). This is most frequently done by verbal instruction 
(Jordan et al., 1998). 
3.1.3.6 Patterns of Activation 
Although initially it was assumed that these hemispheric asymmetries were constant, it is 
now known that this is not the case. Instead hemispheric prominence for a particular task 
is dynamic in nature (in Hirnstein et al., 2009) with the specifics of a particular task 
dictating which hemisphere has prominence at any one time. Even though RH functioning 
has been demonstrated, it is persistently less lateral than LH functioning. Gotts et al. 
(2013) scanned 62 right-handed male participants at rest with the purpose of detecting 
cortico-cortical interactions both within and between hemispheres. They found that the 
LH functions within itself and the RH tends to interact in an integrative fashion. Iturria-
Medina et al. (2011) proposed that such differences signify the RH specialisation to broad 
processes such as visuo-spatial integration tasks whilst the LH is for much more specific, 
highly demanding, processes such as language. Thus it is apparent that hemispheres are 
specialised in that they work in distinct ways but we also know that this processing can 
be dynamic, using the resources of the other hemisphere to bolster the speed and quality 
of the output.  
3.1.4 Figural comparison 
The figural comparison task is a matching task that asses lateralised visuospatial 
processing. Completion of the task requires a participant to compare two simple figures 
and make rapid decisions as to whether one figure (the probe), is the same as another (the 
target). Hormonal modulation of performance on this type of task was first assessed by 
Rode et al. (1995), who manipulated probe position to either the left or the right visual 
field (LVF/RVF). In this study the probe stimuli, an irregular polygon, is presented 
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laterally 120ms after the centrally presented target stimuli. The participants objective is to 
decide whether the two polygons, presented on a computer screen, are identical or not and 
to make a choice using mouse buttons. The task has a spatial component which is 
reportedly mediated by the right hemisphere (RH; Corballis, 1997). When the probe is 
presented in the LVF which has a direct route to the RH (see section 1.4), performance is 
enhanced over stimuli presented to the RVF. The next section is devoted to detailing the 
processes thought to underlie this advantage and how hormones are theorised to have an 
effect upon this phenomenon. For now, however, a brief consideration of the literature 
pertaining to the hormonal modulation of this specific task shall complete this ‘Hormonal 
modulation of behaviour’ section.  
Apparently consistent finding sex-related differences in the strength of lateralisation have 
been demonstrated for many tasks including emotion processing (Bourne, 2005), language 
(Kansaku, Yamaura, & Kitazawa, 2000), and speech production (Medland, Geffen, & 
McFarland, 2002) to name but a few. Rode et al. (1995),  in what appears was the first 
time the figural comparison task was used to assess cycle-related changes of figural 
comparison, postulate that hormone fluctuations during the female menstrual cycle could 
underlie these sex-related difference in lateralisation speculating that elevated levels of 
estradiol, during the luteal phase, suppress RH spatial specialisation. Rode et al. (1995) 
tested 14 female participants twice over the menstrual cycle on both the figural 
comparison task and a lexical task. Whilst only finding a main-effect of lateralisation for 
the lexical task, a phase-by-visual half field (VHF) interaction was detected for response 
times in the figural comparison task (F(1,16)=5.66, p=.03). The figural comparison task 
revealed a change in asymmetry over the menstrual cycle with a distinct RH advantage 
during the low hormone follicular phase but a lessening of functional cerebral asymmetry 
(FCA) during the luteal phase. With further analysis the authors were unable to confirm a 
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relationship between the levels of hormones themselves and performance using either 
correlation or regression analyses. An important methodology flaw however was that the 
authors did not report counterbalancing which menstrual phase participants were in for 
each session. As such, it is possible that the phase effect was a product of practice, not 
phase, explaining why no hormone-performance association was found. Note that there 
was only a phase effect in reaction times (RTs); correct response rates were very high 
during this study and, as such, the authors were unable to find any significant interactions 
or main effects in correct response rate analyses.  
Due to a lack of direct relationship between hormone concentrations and performance 
variables, Rode et al. (1995) theorised that another hormone or neurotransmitter may serve 
as an intermediary between sex hormones and lateralisation. In 2000,   Hausmann and 
Güntürkün, proposed that these intermediary substances are the neurotransmitters GABA 
and Glutamate. Using a similar paradigm7, Hausmann and colleagues conducted several 
experiments in order to investigate the mechanisms behind the apparent phase-related 
change in laterality and developed the Progesterone Mediated Interhemispherisc 
Decoupling Hypothesis (discussed in more detail in the next section). In this seminal 
paper, Hausmann and Güntürkün (2000) tested a sample of 26 naturally cycling women 
(NC), 19 men (M) and 21 postmenopausal women (PM) twice on the figural comparison 
task. The NC group were tested on days coinciding with the follicular and mid-luteal phase 
and phases were counterbalanced. The M and PM groups were tested 14 days apart to 
mimic the same time lag between sessions as for the NC group. As reported above, Rode 
et al. (1995), found a low error rate and were unable to perform analyses on accuracy but 
                                                 
7 The exposure time was increased from 120ms to 180ms during the Hausmann & Gunturkun study which 
was done so that the exposure time for the figural comparison task matched that of the other experiments in 
the study.  
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did find a change in response times over the cycle. Conversely, Hausmann and Güntürkün 
(2000) found a significant change in laterality of correct response performance over the 
menstrual cycle but no change in reaction times.  
In a sample of 19 of the 26 recruited NC sample, Hausmann and Güntürkün (2000) 
demonstrated equal performance of the LH and RH during the mid-luteal phase but a 
strong LVF-RH dominance during the luteal phase. The interaction between visual half-
field and menstrual cycle phase was significant (F(1,17)=7.93, P <.05). A measure of 
hemispheric dominance was calculated by subtracting the percentage of correct responses 
in the LVF-RH from the percentage of correct responses in the RVF-LH. Thus negative 
values indicate a right- and positive values a left-hemispheric dominance. This dominance 
score was computed for all NC women for the first session, and was entered into a 
regression analysis to assess whether progesterone concentration could predict visual half-
field differences. It was found that progesterone concentrations could successfully be used 
to significantly predict differences in the accuracy of the visual fields (F(1,17)=4.70, 
P=.045), correlation between the two variables was moderate (r=.47). Progesterone was 
correlated to the performance in RVF but not in the LVF. In M and PM women neither 
the correct responses rate not response time changed between the two sessions. 
Interestingly, there was an overall LVF-RH speed dominance (F(1,37)=11.58, P<.01) for 
these two groups, a finding absent in the NC group at either phase. 
One of the improvements that Hausmann and Güntürkün (2000) made to the Rode et al. 
(1995) figural comparison paradigm was the inclusion of menstrual cycle phase 
counterbalancing over session. Now common practice, hormone-behaviour researchers 
counterbalance the phase condition participants are tested in in order to try and negate the 
confounding impact or practice-effects (see section 2.1.2.2). Interestingly, Hausmann and 
Güntürkün (2000) report a significant effect of test-order; NC participants who were tested 
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first in the follicular phase demonstrated a larger decrease in correct responses than those 
who were tested first during the follicular phase and then during the luteal phase. This has 
to be borne in mind for future experiments, as the phenomenon is not only interesting in 
itself but also may mask or overstate real effects.  
In a multiple measures design, Hausmann, Becker, et al. (2002) attempted to remove 
session effects by de-trending and standardising data prior to analysis. To investigate 
performance on the figural comparison task over the entire menstrual cycle, Hausmann, 
Becker, et al. (2002) tested 12 naturally cycling women 15 times every 3-days. This 
schedule ensured that most participants were guaranteed to have at least one full cycle 
during the time that the study was running. The time-rich data enabled Hausmann, Becker, 
et al. (2002) to conduct both cross-sectional and longitudinal analyses allowing for an 
assessment of performance FCAs not only during distinct time-points but also across 
multiple time-points of the menstrual cycle. Participants started the study at a time 
independent of their menstrual cycle and thus it is unlikely test-order will be a problem as 
with the previous study. Although all women reported normal menstrual cycles within the 
range of 27 and 29 days, the cycle length during the study was actually found to be 
between 25 and 55days. Blood samples were taken after the sessions to asses levels of 
progesterone, estrogen and testosterone.  
As results indicated a clear practice effect, Hausmann, Becker, et al. (2002) endeavoured 
to remove the effect of learning by de-trending the data using methods detailed by Schlict 
(see Hausmann, Becker, et al., 2002). This methods see’s the trend curves for individual 
participants calculated and removed and remaining data standardized in an attempt to 
examine the results independently of time. The current authors, due to having a sample 
size of only 12 and thus a lack of power, did not perform typical ANOVA analyses but 
instead performed correlational and non-parametric tests.  
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The authors explained that due to low levels of hormones, and thus low variability during 
the menstrual and pre-menstrual phases, they would not carry out correlations on data 
during these phases. Instead they focused on the pre-ovulatory part of the follicular phase 
and mid-luteal phase. The authors hypothesised that they would see reduced FCA with 
high levels of progesterone. Progesterone was correlated to accuracy in the RVF-LH 
(r=0.52, p<0.05) and showed a positive correlation to degree of FCA but in the opposite 
direction expected (r=0.55, p<0.05). RTs however showed no significant correlations with 
progesterone. Estradiol was highly correlated to reaction time performance in both the 
LVF (r=0.76, p=<0.01) and RVF (r=0.83, p=0.001). 
Hausmann et al. (2002) additionally performed a longitudinal analysis to see whether the 
relationship between hormones and behaviour on the figural comparisons task remained 
after multiple measures over the menstrual cycle. These longitudinal analyses 
demonstrated that the relationship between progesterone and FCA-RT, and progesterone 
and RVF-LH changed over the length of the study. From their findings the authors 
concluded that not only progesterone, as they had first assumed, but estrogen also 
contributes to changing patterns in FCA a finding which probably initiated the revision of 
the Progesterone Mediated Interhemispheric Decoupling Hypothesis (PMIHDC-H) to a 
less specific hypothesis of sex hormone-modulated cortical interaction (SHMH). 
3.1.5 The current study 
The current thesis has repeatedly expounded the many methodological flaws perpetuated 
in the hormone-behaviour literature which arise due to the complexity of the menstrual 
cycle and due to inadequate study design. The latter was clearly demonstrated in Studies 
1-3, in which female participants completed a battery of categorisation tasks which 
attempted to test three different levels of categorisation twice during the menstrual cycle 
using the typical design approach for these types of study. It was proposed that the two-
Page 204 of 328 
 
time repeated measures design was inadequate to accurately capture the full extent of rapid 
hormone fluctuations due to lengthy session intervals. In the following chapter an attempt 
is made to put into practice the methodological lessons learnt from the review on 
methodology in Chapter 1 as well as the first three studies on categorisation to try and 
improve upon current methods.  
3.1.5.1 Task choice 
FCAs in performance are seen more prominently in women during the early-follicular 
phase than during the luteal phase. The hypothesis of sex hormone-modulated cortical 
interaction (SHMH) has been put forward to explain why this occurs and to date is the 
only influential hypothesis on hormone-behaviour interactions. The hypothesis was based 
on literature but derived from findings progesterone-mediated changes in figural 
comparison performance. The hypothesis’ authors have replicated the findings from the 
figural comparison task itself and have tested and updated their hypothesis in a logical 
way.  
It was decided that this study should also use the figural comparison task in order to allow 
direct replication and comparison to previous findings. As the aim of the study was to 
improve research on hormonal-modulated behaviour and devise the best possible method 
and analysis or this type of data, it was decided to first replicate and then enhance this 
design. It is hoped that sticking to this robust, well-known, paradigm will maintain 
coherence within the literature allowing comparison to results from the same task whilst 
going beyond their means of analysis. Therefore the figural comparison task was chosen 
to be used in the current study with one main improvement; 
The use of an eye tracker to ensure participant were adhering to task instructions. Analysis 
of data from the eye-tracker allows researcher to determine when the participant has made 
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anticipatory eye-movements before the presentation of the probe stimuli. The use of an 
eye-tracker also introduced another change in the paradigm which was the increase of 
stimuli exposure time by 15ms, which would allow the eye-tracker to adequately capture 
pupil data.  
3.1.5.2 Design choice 
Chapter 1 described some of the problems associated with the repeated measures design 
and in Chapter 2 some of these issues were realised. Although the repeated measures 
design is useful for testing novel hypothesises about processes not before studies in 
hormone-behaviour literature, the current author is left unsatisfied that the results found 
in the studies of Chapter 2 were not due to problems with the methodology. As such, Study 
4 will use a longitudinal design in which multiple observations on a single process will be 
made across the menstrual cycle. This is similar to the longitudinal study of Hausmann, 
Becker, et al. (2002) which tested participants 15 times on the figural comparison task 
across the menstrual cycle. However, in the current study the number of participants shall 
be increased with 30 recruited participants compared to the 12 participants in Hausmann 
et al. (2002). This will increase the power to detect an effect. 
 
Due to the increase in time-points afforded by the longitudinal design, the quality of data 
can be expected to increase as it does not rely on the ability of researchers to schedule in 
participants at the correct time-points. What’s more as the study can start at any point 
during the menstrual cycle the impact of hormones on test order will be spread amongst a 
large number of data points.  
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3.1.5.3 Building a model to predict behaviour 
Currently there is little coherence or agreement in the hormone-behaviour literature. It has 
been suggested here that above all this is due to the dependence of researchers on one type 
of methodology. This two time-point method of data collection is ineffective because it 
does not provide data as to what is occurring in the interval between the two sessions i.e. 
these two time-point are but a small snapshot of hormone fluctuation. Obtaining data from 
the whole cycle will give a bigger picture of what is occurring.  After first replicating the 
analysis carried out in Hausmann, Becker, et al. (2002), this data shall then be subjected 
to data modelling procedures in order to develop a model that can predict behaviour at 
any given time-point on the menstrual cycle. It is believed that progesterone and estradiol 
concentrations alone will not be sufficient to create a model that is fully descriptive. As 
such, data concerning various behavioural and performance variables shall be collected 
such as; cycle length and variability ratings, mood ratings, reaction times and correct 
response rates. Each of these variables as well as hormone concentrations shall be 
explored as a potential source of performance variation that can be modelled in order to 
provide further understand exactly what underlies the hormone related change in 
performance of the figural comparison task. 
If a model can be successfully developed then this model can be used by future researchers 
to make predictions about other cognitions and behaviours over the menstrual cycle. If 
however it is found that an increase in time-points does not increase the quality of the data 
obtained, then we should not be able to develop a model that improves our understanding 
of hormone-behaviour relations. If this is the case then researchers should nevertheless 
endeavour to look for ways to improve the literature using new analyses and improved 
methodology on tried and tested tasks rather than the same old analyses on an ever 
increasing number of tasks which are hard to reconcile with each other. This type of 
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analysis is novel in the hormone-behaviour literature and as of yet no other researchers 
have tried to use exact hormone concentrations to predict future behaviour. Such 
predictions would be useful to drive forward the area in a more focused direction based 
upon specific, linked hypotheses. The purpose of developing the model is to try and create 
a medium through which these linked hypotheses can be developed.  
3.1.6 Chapter Objectives and Hypotheses  
It is the goal of the current chapter to address objectives three and four of the thesis which 
were reported in chapter one; 
“To compare two-time and longitudinal sampling methods using a rigorous 
methodology and task that has previously demonstrated robust changes in the 
lateralisation over the menstrual cycle.” 
“To develop a model which can be used to predict behaviour on the figural 
comparison task at any given time-point during the menstrual cycle.” 
The first objective for the current chapter shall be met using the figural comparison task 
which has been demonstrated to shown lateralised performance that is susceptible to 
changes in hormone concentrations across the menstrual cycle. The study will require 
female participants to complete this task at twelve time-points across their menstrual cycle 
in a similar study to that of Hausmann et al (2002). The data shall then be used to compare 
two-time and multiple-time sampling designs.  
It is expected that the findings shall replicate that of Hausmann and Gunturkun (2000) and 
Hausmann et al (2002) in that we will see a change in reaction time and correct response 
variables that indicate a reduction of FCAs during the mid-luteal phase. It is expected that 
both progesterone and estradiol will have a role to play in this asymmetry reduction. In 
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particular it is expected that progesterone will moderate RH functioning and estradiol will 
be related to overall decreases in FCAs as shown in Hausmann et al (2002).  
The data obtained will then be used to develop a model with which to predict behaviour 
on this task in an attempt to satisfy the second of the chapters’ objectives. The model 
development will be completely exploratory although it is expected that progesterone and 
estradiol alone will not be sufficient to predict behavioural outcomes. As such measure 
such as mood and personality will be collected a variables of interest to model 
development.  
The specific hypotheses of the current chapter are; 
1. Study findings will replicate previous findings in that; 
a. Early-Follicular phase – Reaction times will be faster and the 
correct response rate higher for the dominant hemisphere (RH) than 
the non-dominant hemisphere (LH) 
b. Mid-luteal phase – Reaction times and correct response rates will 
be equal for the RH and LH. 
c. Progesterone –Levels will be related to FCA level across the entire 
menstrual cycle. With high levels in the mid-luteal phase leading 
to a decrease in FCA. 
d. Estradiol - High levels will correspond to slower reaction times in 
the categorical (two time-point) analyses and will affect VHF 
performance but not FCA in the longitudinal analysis.  
2. Longitudinal designs will prove to be more useful to the researcher than 
the two-time repeated measures design. 
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3. A model that includes more than just absolute progesterone and estrogen 
levels will be best at predicting outcome variables 
3.2 Methods 
3.2.1 Participants  
Thirty female participants (M=21.50, SD=4.04) were recruited from posters placed around 
Surrey university campus, the Surrey universities study recruitment site (https://surrey-
uk.sona-systems.com) and by word of mouth. Participants were a mixture of post and 
under-graduate students, university staff and professionals living in the local vicinity. 
Participants were accepted onto the study if they met strict eligibility criteria (See below) 
and if they were available to complete twelve study sessions scheduled every 3-4 days at 
the same time of day.   
 
Figure 29: The frequency of ages of the 
thirty female participants recruited for the 
study. Most participants were between 18 
and 23 years old.   
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Participants were asked to not drink (>20 units per week) or smoke (>10 cigarettes per 
day) heavily throughout the duration of the study. Participants were asked to immediately 
report if they experienced anything unusual with their cycle, i.e. menstrual spotting or 
missing a cycle, or if they experienced unusual levels of stress. None of the 30 participants 
reported any unusual menstrual cycle or stressful events for the duration of the study.   
To increase the likelihood participants were ignorant of the study intentions, participants 
had not taken part in other menstrual cycle studies carried out at the university. 
Remuneration of £100 was given to the participants upon completing the entire study. The 
study was approved by the University of Surrey Ethics Committee and informed written 
consent was obtained prior to participation (consent forms can be found in appendix A). 
3.2.1.1 Eligibility criteria 
All women were required to be right-handed, have normal or normal-to-corrected vision 
and no history of psychiatric illness.  
What’s more each of the women were carefully screened to ensure a low likelihood of an-
ovulatory cycles; Women were only accepted for the study if they had not missed a period 
for an entire year and reported no history of abnormal menstrual cycles (see appendix C 
for the screening questionnaire). Finally participants were screened to ensure they did not 
take recreational drugs and did not do anything regularly previously demonstrated to have 
an effect on hormone concentration such as smoking heavily (>10 cigarettes per day) or 
drinking heavily (>20 units per week). 
3.2.1.2 Hormones 
Hormone concentrations were assessed from saliva samples provided by the participants 
five time during each session. Details concerning hormone assessment are provided in 
section 1.5 and reference ranges provided by the company that runs the salivary tests for 
Page 211 of 328 
 
the author are provided earlier in this thesis. Table 5 shows the mean progesterone and 
estradiol values at the mid-follicular and mid-luteal phases and at ovulation when 
captured.  
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  M SD Variance Min Max Range 
Mid-
Follicular* 
PRO 35.18 18.91 357.61 12 75 63 
EST 2.64 0.79 0.63 1.4 4.9 3.5 
Ovulation** PRO 37.65 24.72 611.08 9 101 92 
EST 5.46 1.63 2.67 3 8.3 5.3 
Mid-
Luteal* 
PRO 163.66 92.00 8464.30 50 427 377 
EST 5.78 2.30 5.30 2.6 11.8 9.2 
*N=22 
**N=20 
Table 5:  Mean participant hormone values for each phase. 
3.2.2 Experimental design 
The study was a longitudinal repeated-measures design consisting of one preparatory 
session and 12 1hour experimental sessions. The sessions were scheduled to be within 2-
3 days of each other and in practice were an average of 2.88 days (s.d. 1.44) apart. 
Participants could start the study during any part of their menstrual cycle. 
3.2.3 Materials 
3.2.3.1 Stimuli  
The stimuli set consisted of 120 irregular black polygons with at least 8-sides (see figure 
31). Stimuli were identical to those used in Hausmann and Güntürkün (2000) and 
Hausmann, Becker, et al. (2002). Stimuli were kindly provided upon request by Markus 
Hausmann. 
Participants were seated 40cm from the screen so that lateral stimuli were presented 2° 
outside of focal view. Participants were instructed to keep their head positioned in a chin 
rest and to remain centrally fixated throughout the blocks.  
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Figure 30: Two sample stimuli for Study 4, the figural comparison 
task 
3.2.3.2 Hormone Assessment 
See section 1.6.7 
3.2.3.3 Menstrual cycle questionnaire  
The menstrual cycle questionnaire for this experiment is shown in appendix C. 
3.2.3.4 Profile of Mood states  
The profile of mood states (PoMS; appendix D) was used on each session to measure 
mood. This measure has been demonstrated to be sensitive to subtle changes in mood over 
short periods of time. It has also been shown to relate to personality scores. 
The PoMS first developed by McNair et al. (1989) consists of 65 adjectives that are rated 
by participants on a five-point likert scale. The questionnaire used for the study asked 
participants to rate how they were feeling ‘Right now’.  Participants could answer as ‘not 
at all’, ‘a little’, ‘moderately’, ‘quite a bit’ and ‘extremely’.  
The PoMS determines how participants measure on six subscales; tension-anxiety (scores 
range from 0-36), depression-dejection (0-60), anger-hostility (0-48), fatigue (0-28), 
vigour-activity (0-32) and confusion-bewilderment. A total mood disturbance (TMD) 
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score can be calculated by adding scores from the tension, depressions anger, fatigue and 
confusion subscales and subtracting the vigour score.  
3.2.3.5 Personality Questionnaire   
To measure personality participants completed the international personality inventory 
prior to starting the study. This test gives measures of agreeableness, extraversion, 
emotional stability, conscientiousness and intellect. It is available freely from 
www.ipip.com and has been shown to be a reliable and well validated measure of 
personality.  
Personality was measured to ensure that the results obtained were not an extreme reaction, 
or rather sensitivity, of a particular personality type to hormones.  
3.2.3.6 Eye-tracking  
Eye-tracking was carried out using a Tobii x120 eye-tracker (http://www.tobii.com/) 
positioned below the screen on which the task was presented.  Because of the conditions 
necessary for the eye-tracking, each session was carried out in a lit room and participants 
were asked to not wear heavy make-up.  
Calibration8 for each participant was carried out prior to the session start. Only x and y 
pupil position data were used in the analysis. An ‘eye tracking baseline’ was created by 
asking participants to make purposeful eye-saccades to the same positions later used for 
                                                 
8 Eye-tracker calibration was carried out prior to the study starting using Tobii eye-tracker calibration 
software which required the participant to track a red-dot to each of nine positions on the screen. The 
software produced an on screen assessment of how well the participants’ eye-movements were tracked to 
each of the positions. If there was any doubt as to whether the eye-tracker was capturing the position of the 
participants eyes accurately a secondary calibration tool was available that was able to estimate where on 
the screen a participant was looking at a given time, the participant was able to verbally verify this and thus 
the researcher could assess the ability of the eye-tracker at that point in time 
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probe stimuli. During analysis this could be used as a basis for eliminating ‘bad’ trials 
whereby the participant had made anticipatory eye-saccades. 
3.2.4 Procedure 
3.2.4.1 Experimental set-up 
Participants were seated 60cm from the PC screen, resting their chin on a chin rest. 
Lateralized stimuli (30mm2) were presented 7.6° from centre (6.2°= inside edge; 9.0° = 
outside edge of stimulus). Participants were instructed to keep their head positioned on 
the chin rest and to maintain their gaze centrally fixated throughout the experiment. 
3.2.4.2 Experimental procedure 
3.2.4.2.1 Preparatory meeting 
Each participant met with the researcher once before they were booked onto the study. 
This preparatory meeting was implemented primarily so that the researcher could give an 
informal interview to assess the participants’ eligibility for the study. A secondary 
function was to introduce the participant to the task, the saliva sampling method and the 
eye-tracker. Finally, the session served to put the participant at ease and to build rapport 
between the women and the researcher and induce a friendly, confidential environment 
for the remainder of the study. It was hoped that by creating this environment throughout 
the study the women would feel at ease sharing intimate cycle details and informing the 
researcher of any breaches of the study requirements for example heavy drinking on the 
night before a session. If any breaches did take place the session was simply rescheduled 
and the participant not penalised unless the breach meant the study could no longer be 
continued. 
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3.2.4.2.2 Paradigm Design 
The paradigm essentially replicates the experiments conducted by Hausmann and 
colleagues (Hausmann, Becker, et al., 2002). Stimuli (white squares with black polygons; 
see section 4.3.3) were presented on a black background using Presentation version 16 
(Neurobehavioural Systems). Each session consisted of ten test trials, and two blocks of 
120 trials. Participants changed response hand between blocks in a counterbalanced 
manner. A single trial consists of five frames. Frame one was a white crosshair centrally 
presented for 2000ms. Frame two was a single stimulus (polygon) centrally presented for 
200ms. Frame three was a white crosshair centrally presented for 200ms. Frame four 
consisted two simultaneous, laterally presented stimuli for 200ms. One stimulus was an 
empty white box, the other contained a polygon which was either the same (50% of trials) 
or different from the polygon shown in frame one. Left and right presentation of the 
polygon was counterbalanced. Frame five was a white crosshair centrally presented until 
the participant had indicated by button press on a computer mouse whether the two 
polygons shown in Frames 2 and 4 were the ‘same’ or ‘different’. Figure 32 depicts this 
trial structure. 
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Figure 31: The trial structure for Study 4, the figural 
comparison task 
 
3.2.4.2.3 Session procedure 
Each of the 12 sessions was scheduled so that it fell between 2-3 days of the one preceding 
it. Where this wasn’t practicable, the participant was scheduled in as soon as possible after 
this time. On average the study lasted 33 days but could be as short as 24days or as long 
as 36days.  
Each participant was assigned a 2 hour time-slot for which each of their sessions would 
be scheduled in on the appropriate day, as much as was practicable the participant was 
always tested in that time window. This was to control for intra-session effects due to the 
time of day the session was held such as mood, appetite and fatigue. Unfortunately, due 
to time constraints of both the participants and the researcher it was not always practical 
to test each participant at exactly the same time each session.  
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During each session participants followed the same routine. Upon entering the room they 
were greeted and asked whether they had had nil by mouth for the preceding 2 hours (a 
requirement of the assaying technique, see section 1.6.7). If participants confirmed nil by 
mouth except water they were asked to fill out the daily mood questionnaire. If 
participants had eaten within the two hours prior to the session then their session was 
rescheduled. Whilst completing the mood questionnaire the participants provided the first 
saliva sample. They then carried out a 10 trial practice block which was kept the same 
each session to neutralise the participants prior to the experiment. It was also hoped that 
the practice block would serve to eliminate some of the effects of repeated measures 
designs and learning. Participant would then take their next saliva sample after which they 
would start the first block of trials (120 trials; approximately 15minutes depending on the 
speed of the participant – see previous section for details). Once the block ended the 
participant was instructed to rest for as long as they wished, given water should they want 
it and asked to take their third saliva sample when ready. Once ready the participant 
proceeded with the final block (120 trials; ≈15 minutes).  
After participants had completed block 2 they were instructed to take their final 2 saliva 
samples but leave approximately 15minutes in-between. Once the participant had finished 
the entirety of their session the saliva samples were stored in a freezer at -21c until they 
were ready to be sent off to be assayed. They were sent by courier to IBL in Hamburg 
3.3 Analysis 
The analysis was conducted in two different stages for ease of reference these analyses 
have been labelled analysis A and B. The aim of analysis A was to enable comparisons of 
the current findings to those of Hausmann and colleagues in their longitudinal analysis 
(Hausmann et al., 2002). Hausmann and colleagues first de-trended and standardised their 
data in an attempt to remove the practice effects that plague multiple measures designs. 
Page 219 of 328 
 
They then used correlational analyses to assess longitudinal and cross-sectional (referred 
to here as categorical) data. 
Analysis B will involve complex mathematical modelling aimed to answer whether or not 
hormone concentrations can be used to predict performance and whether we can improve 
the way in which we study and think about the impact of hormones upon behaviour.  
3.3.1 Measurement Variables 
3.3.1.1 Performance variables 
Reaction times (RT) to the probe stimuli (lateral presentation) will be recorded for each 
trial. Accuracy will be measured as the percentage of correct trials for the whole 
experimental session (correct response rate – CR). Both performance variables will be 
calculated for trials in the left visual field (LVF) and in the right visual field (RVF). Finally 
an asymmetry index to determine which visual field, for any given time-point, each 
participant is better at will be calculated for each performance variable. The asymmetry 
index (ASY) is calculated by subtracting the score (RT or CR) of the LVF from the RVF. 
As such for each participant six performance measures will be obtained for each of the 12 
sessions; LVF-RT, RVF-RT and ASY-RT, LVF-CR, RVF-CR and ASY-CR. 
3.3.1.2 Hormone variables 
For each participant, progesterone (PRO) and estrogen (EST), will be measured at every 
session.   
3.3.1.3 Mood variables 
Seven mood variables will be calculated from the PoMS for each session; tension-anxiety 
(TA), anger-hostility (AH), depression-dejection (DD), confusion-bewilderment (CB), 
fatigue (F) and vigour-activity (VA). Finally, a total mood disturbance (TMD) variable 
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will also be calculated by totalling the TA, AH, DD, CB and F scores and subtracting the 
VA score. 
3.3.2 Data pre-processing 
Before analyses can be carried out upon the data, raw data needs to undergo several pre-
processing steps. The aim of pre-processing is to remove potentially confounding outliers 
and to make the data ready for the statistical tests to be performed upon it.  
3.3.2.1 Removal of outliers 
Group outliers were removed on the basis of menstrual cycle/hormone characteristics to 
ensure that real effects would not be masked. To do this each of the participants’ hormone 
concentrations will be graphed to see if there is any unusual variability in the hormones 
and to ensure that the menstrual cycles captured during the study was typical in nature i.e. 
hormones were at a relatively stable baseline for around 14 days before rising and 
declining together over another 14 days (of course taking into account individual cycle 
lengths). As it was known that due to the schedule of sessions every 2-3 days ovulation (a 
rapid 1-2day surge and decline of estrogen) was not always going to be captured, the 
absence of an ovulatory estrogen surge could not be used as a basis for removal from the 
study.   
Grounds for removal from the study were therefore as follows; 
 Lack hormonal variation  
 Too much hormonal variation 
 Too short/long overall reaction times. 
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3.3.2.2 Cleaning 
Reaction time data are negatively skewed in nature (See section 1.7). To deal with this 
concern, Ratcliff suggested that researchers should aim only to account for 85-95% of the 
data (Ratcliff, 1993). As such the longest 5% (12 of 240) of the trials were removed.  Only 
correct trials were used for reaction time analysis in analysis A.  
3.3.2.2.1 Removing anticipatory eye movements 
The eye-tracker recorded the position (x and y coordinates) of the participants’ pupils 
throughout the duration of the experiment. The participants were instructed to keep their 
eyes fixated in the centre of the screen at all times. Eye saccades that began within 100ms 
of the stimulus onset were classed as anticipatory and removed from analysis.  
3.3.2.3 Normality  
Both the Students’ t-test and ANOVA assume that the data the tests are independently 
sampled from a normal distribution (i.e. the mean, median and mode are equal and 50% 
of the data points are spread equally above and below the mean). It allows us to make 
inferences about the shape of our data. To test the assumption of normality the 
Kolmogorov-Smirnov Goodness of fit test shall be used.  
It is likely that due to the nature of reaction time data (see section 2.2 of the methodology 
Chapter 2) this type of data will not be found normal. There are three ways to deal with 
reaction time data; to analyse a trimmed mean of the data, to transform the data or to use 
parameters less sensitive to outliers such as the median as a measure of central tendency 
and the inter quartile range as a measure of dispersion. Median reaction times were used 
as a measure of central tendency per participant, per session. The session variables were 
then checked for normality. 
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3.3.3 Analysis A: Categorical and Longitudinal analysis 
Analysis A will, as much as is practicable, follow the same analysis procedures that were 
used during the 2002 article by Hausmann, Becker, Gather and Güntürkün. Some 
supplementary analyses will be carried out to test performance during ovulation and 
performance differences between the three time-points. Additional analysis will also 
explore whether hormone sensitivity is an important variable in hormone-behaviour 
relationships.  
3.3.3.1 Further pre-processing 
Following the methodology of Hausmann et al (2002), several steps were necessary to get 
the raw data prepared for analysis that were not necessary for Analysis B.  
3.3.3.1.1 De-trending 
Often time-series data may exhibit a systematic up-ward or down-ward trend over time. 
This trend may present itself as a change in mean and/or variance over time. De-trending 
removes systematic trends allowing the researcher to investigate the fluctuations in the 
data about the trend. After de-trending the mean of the data is zero. De-trending keeps 
clear relationship to the original data.  
3.3.3.1.2 Standardisation 
Standardisation turns each data point into a representation of how many standard 
deviations that point is above or below the mean. First the population mean is subtracted 
from an individual data point and the remainder is divided by the population standard 
deviation. By turning the data points into standard deviations the variable is dimensionless 
and can be used to compare to other variables with different distributions.  Standard scores 
are often called z-scores. 
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The de-trended performance data were computed into z-scores. Raw estrogen and 
progesterone and mood data were similarly computed into z-scores. 
3.3.3.2 Categorical analysis  
The term categorical analyses here is intended to denote a two/three-time repeated 
measure methodology whereby hormone measurement and performance data are recorded 
at time points over the menstrual cycle that are assumed to be distinct in their hormone 
concentrations. Categorical analyses are performed in the majority of studies that aim to 
investigate the impact of hormones on cognition and behaviour in females over the 
menstrual cycle and are useful for the broad overview of processes they can provide. The 
problems with this method of analyses are addressed in section 2.1. 
As the current study is a longitudinal study with many different measures taken we need 
to first select data from session that represent biologically relevant time-points in the 
menstrual cycle (see below). Once time-points are selected we can then not only directly 
compare performance during these time-points but also, like in Hausmann et al (2002), 
we can see if behaviour is correlated to hormones at each time-point. Like Hausmann we 
expect that progesterone will be negatively correlated with degree of functional 
asymmetry (ASY; RVF performance – LVF performance). As such one-tailed statistics 
will be used when progesterone is analysed, for estrogen two-tailed statistics will be used. 
3.3.3.2.1 Time-point selection  
For each participant the hormone levels over the sessions were plotted on a line graph 
with two y-axes, on the left y-axis PRO was plotted and EST on the right. Time runs along 
the X-axis. Using the line graph it is then easy to detect peaks and troughs in hormone 
concentration. For example, figure 33 shows the hormone line graph for participant 3. 
With the data from this longitudinal study we are left in little doubt where, for this 
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participant, the landmarks of the menstrual cycle lie. However others are less clear as seen 
in appendix E. 
During the follicular phase, hormones are relatively stable but we should expect a small 
amount of variation so a straight but uneven line is to be expected. The green section in 
figure 33 demonstrates where we would consider the follicular phase for participant 3 to 
be. From this part of the graph a session that demonstrates the lowest hormone 
concentrations in a period of relative stability should be picked. For the cycle represented 
in the line graph of figure 33 we would select session 8 as both EST (blue line) and PRO 
(red line) are low and relatively stable.  
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Figure 32: A line graph demonstrating how clearly menstrual 
phase can be determined with longitudinal data. Three critical 
hormonally distinct periods can be seen in this line graph; 
ovulation (orange), the luteal phase (purple) and the follicular 
phase (green). From this critical time-points can be selected. 
 
The purple shaded area represents the luteal phase. Landmarks to seek for the luteal phase 
include the rise, peak and fall of PRO, and a smaller rise and fall of EST. In addition we 
can look for a standalone estrogen rise just prior to the luteal phase. For the cycle shown 
in figure 33 ovulation has been captured at session 1 and is depicted in orange. Ovulation 
appears where EST is elevated and PRO is at baseline. This occurs just prior to the rise in 
PRO and secondary peak in EST for the luteal phase. The optimal time-point for the luteal 
phase is probably session 4 (session 5 is also plausible but it is just prior to a dramatic 
drop in hormones and thus it is less certain as to what is occurring at this time-point). It is 
important to note that ovulation will not be captured for every participant and therefore 
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any analyses upon those that ovulation had been captured will be a subset of the original 
sample. 
3.3.3.2.2 Hormone Verification 
Hormone concentrations at each time-point will be used to verify their correct selection. 
The mid-follicular phase base line levels of both PRO and EST are expected. The time-
point selected for the mid-luteal phase should show approximately double (or more) PRO 
than the mid-follicular phase and an elevated level of EST. 
Although the selection of the best session could have been achieved with solely with the 
hormone concentration, time plots were useful to illuminate and avoid periods of time 
where hormones were unstable which found to be best highlighted visually. Another 
method would be to find the peak of progesterone which should indicate day 21 of the 
cycle 
3.3.3.2.3 Planned tests 
3.3.3.2.3.1 Categorical analyses 
Tests of difference will be run on hormone, mood and performance variables to see if 
there is any difference in behaviour of the participants between mid-follicular, mid-luteal 
and ovulation (for those participants who it was obtained). 
Relationships between hormone and mood and performance variables will be assessed in 
correlational analyses.  
3.3.3.2.3.2 Longitudinal Analysis  
Cross correlations will be calculated between hormone variables and the asymmetry 
variables for each participant. One-sample Wilcoxon signed rank tests will then be run to 
Page 227 of 328 
 
see if the mean correlation between the performance variables and progesterone or 
estradiol were significantly different from zero.  
3.3.4 Analysis B: Linear modelling of behaviour 
Hormones cycle on a periodic function. What this means is that they repeat themselves 
after a specific period of time – although for each individuals’ cycle we don’t know the 
exact time period9. Of the hormones, progesterone has the most predictable peak; when it 
rises, progesterone will rise, peak and fall over the period of 14days with very little 
variation. Estrogen on the other hand peaks twice, the first of which can be hard to capture 
due to its brevity. Using nonlinear least square optimization, progesterone will be fitted 
with a third degree trigonometric polynomial in which the period was unknown. The 
period will be restricted to between 25 and 33 days unless the participant has specified 
that their cycle was shorter or longer. The estradiol, accuracy and response time data will 
then fitted in the same manner as the progesterone.  
As the average length of the female cycle is 28days, time will be scaled to the length of 
28days and shifted so that the progesterone peak falls at day 21 of the cycle. All other 
variables will be scaled and shifted in the same manner.   
Average plots of all data against time will be created to help visualize changes common 
across the average cycle. All 12 data points will be used for the hormone variables, but 
the first two sessions of each participant should excluded on the behavioural variables to 
counter possible learning effects occurring early in the experiment. 
                                                 
9 Although we are informed by the participants the length of a typical cycle, self-reported cycle length can 
be unreliable and the cycle length subject to variation.  
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3.4 Results 
3.4.1 Data ‘Pre-processing’ 
3.4.1.1 Data cleaning  
Data cleaning was performed on the data before any further analysis was conducted to 
ensure a correct representation of the real data could be presented. 
3.4.1.1.1 Removing incorrect trials and overly long/short RTs 
A mean of 23.63 incorrect trials were removed per session (9.72% of total). Data cleaning 
(<100ms & >2 SD) resulted in an average of a further 8.43 trials being removed per 
session.  
3.4.1.1.2 Removing anticipatory eye movements 
Removal of anticipatory eye-movements resulted in an average of 13.12 of trials per 
session being removed from analysis. 
3.4.1.2 Normality 
As expected, the Kolmogorov-Smirnov Goodness of fit test found that none of the RT 
variables were normally distributed. Like most RT data the sample distribution was 
positively skewed. 
As a consequence of not meeting the assumptions for parametric test, all tests on the data 
shall be non-parametric. This therefore will make the correlational tests used here different 
from the ones used by Hausmann et al (2002) in that they were able to use Pearson’s 
correlation whilst the current analysis will use Spearman’s Rho. In the Spearman’s Rho 
correlation test, the data is ranked. Therefore some information about the true relationship 
between the variables is lost, however Spearman’s correlation is less sensitive to outliers.  
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3.4.2 Participants 
3.4.2.1 Demographics  
The demographics of participants are reported in table 6. The average units per week for 
the participants was 3.85 (equal to just over 1 pint of 4%abv beer or 175ml of 13%abv 
wine). Only two participants smoked and on average they smoked 8.75 cigarettes a week 
– these participants were asked to keep this relatively low level of cigarettes throughout 
the duration of the study. All participants reported being right-handed as required for 
participation in the study. 
Despite the recruitment advertisements used all asking for participants between the ages 
of 18 and 40, the mean of the sample in this study tended to fall towards the lower end of 
this range at 21.50. Possibly due to the recruitment of friends of participants via word of 
mouth.   
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Age (years) 21.50(±4.04) 
Handedness quotient 84.95(±22.66) 
Average  Progesterone (pg/ml) 75.30(±13.07)  
Average  Estradiol (pg/ml) 1.27(±0.37) 
Reported cycle length (days) 28.1(±2.64) 
Participants wearing glasses f=8 
Participants reporting themselves as smokers 
Average cigarettes smoked a week 
f=2 
8.75(±1.76) 
Participants who regularly consumed alcohol 
Average alcohol units drunk a week 
f=20 
3.85(±4.28) 
Table 6: Participant demographics for study 4. All demographics are means and 
standard deviations unless otherwise stated. f=frequency 
 
3.4.2.2 Cycle length and variability 
The average reported cycle length was 28.1days (median=28) with over half of the 
participants (n=19) reporting a cycle length of either 28 or 30 days. Figure 34 shows the 
frequency of reported cycle lengths.  
 
Figure 33: Frequency of reported cycle lengths 
2 1 2 2
12
1
7
1 2
22 24 26 27 28 29 30 31 33
Fr
e
q
u
e
n
cy
Age
REPORTED CYCLE LENGTH
Page 231 of 328 
 
 
Participants were asked in the menstrual cycle screening questionnaire (see section 4.3 
and appendix C) the variability of their menstrual cycle length. This item was rated as 
either ‘[my period is] always the same’, ‘[it] fluctuates by 1-2 days’ or ‘[it] fluctuates 
more’. Sixteen participants reported no variation in their menstrual cycle, the remaining 
14 all reported 1-2 days fluctuation. 
 
3.4.2.3 Hormones 
 
Figure 34: Relative average Progesterone (Red) and Estradiol 
(Blue) concentrations for each participant  
 
0
2
4
6
8
10
12
14
16
0
20
40
60
80
100
120
140
160
180
200
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
Es
tr
ad
io
l (
p
g/
m
l)
P
ro
ge
st
er
o
n
e 
(p
g/
m
l)
Participant Number
Mean Progesterone Mean Estrogen
Page 232 of 328 
 
Figure 34 is an area graph of showing each participants’ mean PRO and EST 
concentration. The graph demonstrates how variable hormone concentrations can be 
within a group. It also reveals that there are likely to be one or two hormone concentration 
outliers such as participant 21 who has extremely high mean estrogen concentrations.  
3.4.2.4 Mood 
The group mean mood scores for each POMS subscale (Tension-Anxiety, Anger-
Hostility, Fatigue, Depression-Dejection, Confusion-Bewilderment and Vigour) are 
presented in table 7 alongside measures of variance and dispersion. Mean mood scores 
are generally low for each sub-scale however the standard deviations are also large.  
 M SD Variance Min Max Range 
TA 5.82 3.69 13.68 1.58 14.42 12.83 
AH 2.38 3.35 11.23 0 12.92 12.92 
F 3.89 2.65 7.04 0.08 9.50 9.42 
DD 3.56 4.93 24.31 0 17.25 17.25 
CB 5.21 2.98 8.87 1.5 12.17 10.67 
V 11.69 4.67 21.80 3.42 22 18.58 
Table 7: Mood statistics for Study 4. TA=Tension-Anxiety, AH=Anger-
Hostility; F=Fatigue; DD=Depression-Dejection; CB=Confusion-
Bewilderment; V=Vigour 
 
3.4.2.5 Personality  
Personality scores of each of the 30 participants are graphically represented in figure 29. 
A darker bar signifies a score +sd above the mean and a score –sd from the mean is 
signified by a lighter bar. As you can see the sample seems to differ in personality within 
the normal ranges. 
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Figure 35: The score on each personality dimension for each 
participant. Lighter bars indicate a score –sd of the group mean 
personality score and darker bars indicate a score +sd above the 
group mean. 
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3.4.3 Analysis A 
3.4.3.1 Outliers  
Two outliers were removed from the study because their average hormone levels were 
detected as extreme outliers. A further 6 participant were removed because their hormone 
cycles, when plotted along a time-series, demonstrated a large amount of variation. This 
variation made it hard to determine where in the cycle these participants were at any given 
time and so they were also excluded from further analysis.   
 
 Outliers Experimental Group A Test of difference 
Age 20.13(1.81) 22.00(4.53) n.s 
HQ 90.96(14.52) 82.76(24.90) n.s. 
Cycle Length 27.50(3.93) 28.46(1.84) n.s. 
Av. Pro 79.36(42.86) 73.83(39.84) n.s. 
Av. Est 5.30(3.49) 3.89(0.86) n.s. 
RT 646.39(90.87) 630.00(99.98) n.s. 
% 87.55(3.73) 90.43(5.22) n.s. 
Table 8: A table demonstrating that no significant difference if performance or 
behaviour variables existed between the experimental group and the outliers. 
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The demographics of these outliers are shown in table 8 and compared to the experimental 
group. None of the demographic or performance variables were significantly different 
between the groups.  
For Analysis B participants were not eliminated in this manner as the analyses are less 
influenced by variability. Instead only participants whereby the eye-tracking data was 
incomplete were excluded.  
3.4.3.2 Categorisation Analysis 
A typical hormone and behaviour study will compare low and high hormone phases. The 
results reported here are of a similar nature and include and additional analysis of our 
variables during ovulation for a subset of 20 women. Before these analyses took place 
however the raw means of the performance variables were de-trended for each participant. 
Lastly each of the mean scores for each of the variables per participant were transformed 
into z-scores. It is upon these z-scores that all further analysis is conducted. 
3.4.3.2.1 Hormones 
As expected both PRO and EST concentrations were significantly different between the 
follicular and luteal phase. 
 
3.4.3.2.2 Mood 
There were no significant differences between in mood during the follicular phase and 
mood during the luteal phase. There was however a significant increase in Fatigue during 
ovulation (figure 37) 
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Figure 36: Average sample Mood scores. Lines represent data 
at different time-points.  
 
3.4.3.2.3 Follicular vs Luteal Phase 
3.4.3.2.3.1 Reaction times 
There were no significant differences between reaction times during the follicular and 
reaction times during the luteal phase. This was true for all stimuli regardless of 
presentation side (LVF or RVF). No difference was found in the asymmetry of 
performance either.  
3.4.3.2.3.2 Accuracy 
There were no significant differences between correct responses during the follicular and 
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presentation side (LVF or RVF). No difference was found in the asymmetry of 
performance either.  
3.4.3.2.4 Ovulation 
No significant different in reaction time of accuracy variables was seen between the 
follicular, luteal and ovulation phases.  
3.4.3.2.5 Cross-Sectional correlations 
Cross section correlation revealed only one significant correlation between progesterone 
in the follicular phase and correct responses in the LVF. However further analysis found 
this correlation to be driven by two spurious data points. 
 PRO 
(follicular) 
PRO 
(Luteal) 
EST 
(follicular) 
EST 
(Luteal) 
LVF-RT .272 -.216 .209 .064 
RVF-RT -.021 -.211 .270 -.034 
ASY-RT -.317 .023 .116 -.177 
LVF-CR -.416* .001 .123 -.030 
RVF-CR -.209 -.215 .176 .128 
ASY-CR .004 .116 .043 -.406 
* significant at P<0.5 
Table 9: Correlations between performances and hormone 
variables(detrended z-scores) 
3.4.3.3 Longitudinal analysis 
Longitudinal analyses were carried out to assess female functional cerebral asymmetries 
(FCAs) in relation to individual fluctuations in progesterone and estradiol throughout the 
entirety of the menstrual cycle. The analysis here is the same as that which is presented in 
Hausmann et al (2002) upon which this study was based. Cross correlations were 
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calculated between hormone variables (progesterone and estradiol) and the output 
variables (Asymmetry, LVF and RVF) for each participant. One-sample Wilcoxon signed 
rank tests were then ran to see if the mean correlation between the performance variables 
and progesterone or estradiol differed from zero. Hausmann et al (2002) found the mean 
cross-correlation between progesterone and the degree of FCA and progesterone and RVF 
was significant significantly different from zero for the reaction time data. Our results 
however demonstrated no such result (see appendix F). As such we are unable to 
substantiate the claim by Hausmann et al (2002) that progesterone modulates the less 
specialised RH resulting in an overall decrease of FCAs. 
Hausmann et al (2002) also demonstrated that mean estradiol levels were significantly 
correlated to the degree of FCA but not to either of the VHFs. The posited that high 
estradiol levels reduced FCAs. Like for progesterone, the current study found no 
supporting evidence for this. Appendix F contains all non-significant correlations as well 
as bar charts showing the mean cross-correlations for each participant for Progesterone 
and RVF and FCA reaction times, and Estradiol an RVF reaction times. 
3.4.4 Analysis B 
For this analysis, performance variables were not de-trended, therefore to try and negate 
some of the learning effects on the data, the first two sessions were removed from the 
analysis.  
The purpose of this analysis was to determine whether hormone concentrations at a given 
time-point could be used to predict performance on the figural-comparison task.  
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3.4.4.1 Variability in performance data 
 
Figure 37: Fitted average curves for hormone (top left=estradiol, 
top right=progesterone) and performance data (bottom 
left=accuracy, bottom right=average reaction time). A blue line 
indicates performance in the right visual field and a red line 
indicates performance in the left visual field.  
As is apparent by the shape of the curves, a lot of variation in 
both performance variable is evident across the menstrual cycle. 
 
Before attempting to address the aims of Analysis B – are hormones able to predict 
behaviour? – It is important to highlight to the reader the variability in performance data. 
Variability in performance data across the cycle is not often reported in hormone studies, 
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however in the current study a vast amount of variability was found which may mask, or 
indeed cause, some effects. Fitted average curves of our data were created and are shown 
in figure 37 note the huge variability in reaction time data across the menstrual cycle. The 
fitted average curve of the RVF performance was subtracted from the average curve of 
the LVF performance for both performance variables. There was little effect of visual field 
as you can see from figure 38 which depicts the RVF/LVF differences in RT and CR Data.  
a)  
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b)  
Figure 38: Visual Field Advantage (VFA) plots for a) RT and b) 
CR. The solid black line represents the mean VFA across all 
participants. If this line crosses into the top light grey section this 
demonstrated a left visual field advantage at this time-point. If 
the line is in the dark grey section then there is a right visual 
field advantage at this time-point. 
 
3.4.4.2 Are Estrogen and Progesterone ALONE sufficient to predict behaviour? 
A phase plane plot allows a researcher to visualise data with a periodic function. A phase 
plane plot whereby the change in EST and PRO were plotted against one another was 
created (Figure 39). A colour scale was implemented to illustrate the average performance 
of the participants at each individual time-point.  
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Figure 39: Phase Plane plots for the outcome variables. Reaction 
time (left) and Accuracies (right) are shown for each time-point 
(represented by a dot). Simultaneously, data is given as to the 
progesterone and estradiol concentrations (pg/ml) at each time 
point. In addition to this, the colour of each dot represents the 
outcome data for that particular time-point the legend for which is 
shown on the colour bar. The numbers have been put onto the 
graphs in bold to indicate where days 0, 7, 14 and 21 of the cycle 
are. 
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Please note that the colour blue in the accuracy plots (left) 
represents poor performance whilst in the RT plots it represents 
good performance 
 
A cross-over in the phase plane plot indicates where the variable plotted on the x-axis (in 
this case EST) and the variable plotted on the y-axis (PRO) are at the same concentrations 
for two distinct time-points. Preliminary analysis indicates crossovers in the data whereby 
hormone and estrogen concentrations were the same (i.e. on the upsurge and down surge 
of progesterone) but the performance data was not equivalent. Although these crossovers 
have now disappeared we can see that the performance varies significantly between time-
points with equivalent hormone concentrations. If it were only PRO and EST driving the 
behavioural changes over the menstrual cycle then we would expect the data points at this 
cross over to these points to be the same colour (indicating a similar performance). As you 
can see, in figure 40, for our performance variables this is not the case. As such there was 
sufficient evidence that hormone concentration alone was not sufficient to describe 
variability in performance. Rate of change was investigated as a variable for predicting 
behaviour. Rate of change was derived by determining the derivatives of PRO (PROd) 
and EST (ESTd) at each data point. 
To compare the ability of PRO and EST alone to predict each of our performance variables 
with the ability of PRO, PROd, EST and ESTd, we inserted each variable into variations 
of a simple linear model (see figure 41a) 
LVF/RVF (CR/RT)  
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How each of the variations of this model performed at predicting behaviour is shown in 
figure 40a and figure 40b-e demonstrates how well the complete model represents the data 
for each performance variable over the menstrual cycle. Note LVF-CR (figure 40c) stands 
alone as poorly predicted by the model 
a)  
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b)  
c)  
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d)  
e)  
Figure 40: a) Outcome fit for each set of predictor combinations. 
Each set of bars represents a different model including two or 
more of the predictors; progesterone (P), estrogen (E), 
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progesterone derivative (Pd) and estradiol derivative (Ed). The 
bars represent how well this model would have predicted our four 
outcome variables LVF accuracy (black bar), RVF accuracy 
(dark grey), LVF reaction time (light grey) and RVF reaction 
time (white). Finally for each model is the average fit across all 
outcome variables. As you can see the final set of bars, 
representing the model including all four predictor variables has 
the best average fit for all four of the outcome variables.  
b-e) how well the complete model fits performance on each 
outcome variable across the entire menstrual  cycle. The solid 
line represents the actual data for each of the outcome variables 
and the dotted line represents what the model would predict the 
outcome to be.  
PCR=Percentage correct; RT=Reaction time; LVF=Left visual 
field; RVF=Right visual field 
3.4.4.3 Considering additional variables 
Despite relative success of the model fitting to RVF- and LVF-RT data as well as RVF-CR 
data, LVF-CR isn’t fitted satisfactorily by the model (R2=.37). Therefore it was investigated 
whether a 5th psychological predictor could improve the models fit to each of the performance 
data, paying particular attention to improving LVF-CR. Subsequently mood variables were 
entered individually into the model to see if mood variables could enhance the fir of the model 
to the data. 
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Adding an additional predictor never reduced fit although impact on fit varied across output 
variables. The average fit (black horizontal line, Figure 41) of the model to the four output 
variables showed little variation with the best improvement to fit or each variable equally 
being ‘anger’, (LVF-ACC adjusted R2= 0.95; RVF-ACC adjusted R2= 0.92; LVF –RT 
adjusted R2= 0.94; RVF –RT adjusted R2= 0.83). It is felt however, these slight model 
improvements do not sufficiently improve the model to justify the additional complexity to 
an otherwise simple model.  
 
Figure 41: Average fit of the model to data when mood variables 
are systematically entered. TA=Tension-Anxiety; AH=Anger-
Hostility; CB=Confusion-Bewilderment; DD=Depression-
Dejection; F=Fatigue; V=Vigour 
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3.4.4.4 Testing the models predicative ability 
To assess the models predictive ability we can test the proficiency of the model in 
predicting behaviour of a new participant from their hormone concentrations. A group 
model was created using n-1 participants, the fit of this model was measured to the data 
from the excluded participant.  
The fit of the excluded participants’ data to the model did not meet the accepted threshold 
of 0.6 for a moderate fit of model to data. The model therefore has limited used in 
predicting the behaviour of participants not included in the model development.  
3.5 Discussion 
A lateralized figural comparison task was implemented in a multiple repeated measures 
design whilst measuring salivary concentrations of progesterone and estradiol in normal 
menstruating university age females. The aim of the experiment was to improve future 
studies into hormone-behaviour relationships by comparing two different types of design 
methodologies and by developing a model with which to predict behaviour using hormone 
concentrations.   
First the reader shall be re-familiarised with what the author’s objectives were in 
conducting the study. Next a summary of the findings shall be presented followed by a 
review of some of the limitations that should be taken into consideration when assessing 
the success of the study in fulfilling its objectives. Finally, with these limitations in mind 
the implications of the study to current theory and future studies shall be discussed. 
3.5.1 Restatement of objectives 
The current longitudinal study looked to first replicate findings made by Markus 
Hausmann and colleagues on the modulation of performance on a figural comparison task 
by naturally fluctuating levels of progesterone and estradiol. It was then the objective of 
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the study to ascertain whether or not longitudinal sampling methods could improve upon 
data found during only two time-points. This was approached by running a longitudinal 
study whereby naturally cycle female participants completed a figural comparison task 12 
times over the menstrual cycle. Performance on this task was compared between two 
biologically relevant time-points as well as correlated with hormone concentrations to 
assess relationships in both a cross-sectional and longitudinal manner. An additional 
analysis was carried out on the data with females for whom ovulation was detected (n=19). 
This was carried out to test predictions about the modulation of performance on the figural 
comparison task by estradiol alone.  
The second objective of the current study was to develop a model which can be used to 
predict behaviour throughout the menstrual cycle. This was done by collating all the data 
collected throughout the study and exploring it using mathematical modelling techniques. 
A model was developed that could predict behaviour one three of the four predictor 
variables. This model developed comprised of both progesterone and estradiol 
concentration and their derivatives. A model using concentrations alone was not sufficient 
to predict behaviour and a model using mood predictor complicated the model without 
sufficient benefit to the fit of the model.  
3.5.2 Summary of findings 
3.5.2.1 Non-Replication of Hausmann et al. 2002 
To assess the appropriateness of the current standard of design methodology to assess 
behavioural variation over the female menstrual cycle, it was first deemed necessary to 
determine a study that had demonstrated replicable effects. This was necessary because if 
task chosen did not demonstrate performance changes over the menstrual cycle it would 
be impossible to assess whether the longitudinal or two-time point design was more 
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appropriate for studying changes. The figural comparison task was chosen for this study 
because it has been repeatedly demonstrated to reveal behavioural changes over the 
female menstrual cycle in both two-time point (Hausmann and Güntürkün, 2000) and 
multiple measures (Hausmann et al, 2002) designs. Moreover, these authors are the only 
authors in the Hormone-related FCA literature that provide assumptions about the neural 
mechanisms likely underlying FCA changes over the menstrual cycle.  
Hausmann and Güntürkün (2000) tested female participants during the early-follicular and 
mod-luteal phase on two RH dominant visual half field (VHF) tasks (figural comparison 
and face discrimination) one LH dominant VHF task (word matching). They found that 
an enhancement of the non-dominant hemisphere for the task decreased asymmetries in 
performance. This reduction in asymmetry was associated with progesterone levels in the 
figural comparison task. Hausmann et al (2002) replicated this effect in a follow-up study 
using the same tasks whereby participants were tested 15 times across the menstrual cycle. 
In cross sectional (categorical) and longitudinal analyses, authors demonstrated a 
relationship between progesterone levels and reduced FCAs for the figural comparison 
task. The authors also found an effect of estradiol concentrations on both VHFs. 
A partial replication of the longitudinal study was designed. The study was distinct in that 
it endeavoured to overcome two limitations of the study; the small number of participants 
and the lack of eye-tracking to confirm lateralisation  
A sample of 12 participants was used for the 2002 longitudinal study which although is in 
line with other samples sizes in the field is still relatively small. Although the increase in 
data points in this study can overcome some of the issues concerned with small n numbers, 
generalising behaviour from the results of 12 participants in risky and prone to error. The 
current study tested 30 participants and, after removing outliers, analysed the data of 22. 
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This increase in participant numbers was expected to improve the power of the study to 
detect changes in behaviour, and to reduce the likelihood of making type-I and type-II 
errors.  
In neither the 2000 study nor the 2002 study did the authors report measures taken to 
ensure that the stimuli they assumed to be lateralised were indeed lateralised. For the 
current study participants positioned their head on a chin rest that was placed so that the 
midline of the participants head would be exactly at the centre of the screen which the task 
was presented on. This chin rest was placed exactly 60cm away from the screen so that 
the stimuli were lateralised to 7.6 degrees of the visual angle. Furthermore, as longitudinal 
studies that ask participants to complete the same task at every session can be tedious, it 
was decided that an eye-tracker would be used in the current study to ensure that 
participants were carrying out the study in the expected manner – i.e. making eye saccades 
to either the left or right VF in the same direction that the stimulus was presented only 
after the stimulus had been presented. These measured satisfied the current author that the 
stimuli was indeed lateralised and that the participants were behaving in the expected 
measure. However, an unforeseen consequence of using the eye-tracker was that the 
stimulus exposure times had to be extended in order for the eye-tracker, which was fairly 
archaic, to accurately capture eye-saccades. It was not anticipated that this increase in 
exposure time would cause any radical changes in such a robust paradigm of FCAs.  
These changes were made to improve the quality but not the outcome of the results 
obtained. Accordingly it was predicted that our study would similarly show changes in 
FCA that were related to progesterone levels. More specifically we hypothesised that 
reaction times would be faster and accuracy rates higher for stimuli presented in to the 
dominant hemisphere (RH) than the non-dominant hemisphere in the early-follicular 
phase and that this advantage would disappear during the mid-luteal phase. Further to this 
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we expected to see progesterone modulate FCAs and estradiol to influence VHF 
performance across the entire menstrual cycle. Instead we found no differences in 
hemispheric performance either overall or across the menstrual cycle. Additionally no 
relationships were found between hormone levels and performance. Finally, as part of the 
model development we plotted average FCA data across the menstrual cycle, this too 
demonstrated little changes in FCA except a very small RVF advantage during the mid-
luteal phase which is contrary to expectations.  
The absence of FCA effect across the menstrual cycle, contrasting to a plethora or existing 
literature and theoretically unexpected, warrants further explanation. This lack of 
replication could be attributable to one of a number of methodological differences 
between the Hausmann study such as age group of the participants, stimulus eccentricity 
and stimulus exposure time each of which will be discussed later in this discussion section.  
3.5.2.2 The Model 
Despite this lack of replication, a model with which to predict performance on this 
behavioural task was successfully developed. This simple linear model, taking into 
account not only absolute hormone concentrations, but their derivatives (i.e. whether the 
hormone was currently surging or declining) was most successful at predicting reaction 
time performance in the dominant hemisphere (the RH; adjusted R2=.82) but poorest at 
predicting accuracy in the same hemisphere (adjusted R2=.37). Following is a summary 
of the model findings. 
3.5.2.2.1 The Hormone Derivative 
Our third hypothesis assumes that a more sophisticated analysis taking into account more 
than just the absolute concentrations of progesterone and estrogen may be effective in 
explaining variance in behaviour. To investigate how the hormonal fluctuations may 
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account for observed variance in behaviour we implemented a simple linear model with 
four predictor variables, progesterone (P), estrogen (E) and their derivatives Pd and Ed. 
An optimized model was identified for average data and the fit of the model to the each 
of the four outcome variable assessed using adjusted R2. 
After creating models using each combination of predictor variables to see how important 
the inclusion of each variable was, it was decided that the model that fit the data the closest 
was the one whereby all four predictor variables were included. The exercise was 
important however in that it facilitated an understanding of the impact of each of our 
predictor variables in the process. The fit was at its worst if only Pd and Ed were included 
which led to an average adjusted R2 of 0.2 and seemed to predict accuracy outcomes more 
than it did reaction time outcomes. Using only P and Pd in the model led to a better overall 
model fit than using solely E and Ed. This improvement was mainly due to improvement 
in predictability of the non-dominant LH outcome variables, it was substantially worse at 
predicting the outcome of accuracy in the RH. Thereby we can conclude that progesterone 
and its derivative appears to be the dominant, but not sole factor for predicting reaction 
times and accuracy in the non-dominant LH. All models that did not include Ed were 
conspicuous in their inability to predict accuracy in the LVF (RH) compared to those 
models that did include Ed. For the first time a model has been developed that 
demonstrates that the gradient and direction of change in hormone concentration, i.e., the 
derivative, is a useful measure in determining cognitive performance.  
3.5.2.2.2 Hemispheric differences in model predictability 
The outcome variable for accuracy in the dominant hemisphere (RH) stands alone as not 
fitted by our approach. Good quality prediction of this variable is not attained under any 
combination of the four predictor variables although the estrogen derivative has the 
greatest impact upon successful prediction. The differential effects observed for 
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the E and P derivatives in the present study suggest different functional roles for E and P in 
the modulation of cognitive function. Specifically we propose that E facilitates specialised 
(i.e. lateralised) circuits while P affects predominately none-specialised circuits. 
3.5.2.3 Categorical versus Longitudinal sampling 
Hypothesis two proposed that longitudinal designs would be more useful to the researcher 
than traditional two time-point (categorical) designs. Categorical comparisons between 
early-follicular and mid-luteal progesterone phases are the standard manner in which to 
conduct studies of the impact of ovarian hormones upon behaviour (Becker et al., 2005). 
Often findings are contradictory and one potential reason may be due to the large inter- 
and intra-variability in menstrual cycles leading to inaccurate sampling. Due to the regular 
sampling of our cohort we are able to more accurately select time points for a similar 
comparison as to that made in other studies. Despite this, neither the categorical nor the 
longitudinal analysis revealed any changes in performance attributable to menstrual or 
hormone status.  
We are still however able to accept this hypothesis for two reasons;  
1. The categorical method leaves unable to determine whether or not we should 
reject the SHMH as we cannot unquestionably say that our lack of findings 
was not due to capturing participants at the wrong menstrual time-point 
2. The model developed demonstrates that hormone derivative information is 
important when looking at hormone-behaviour relationships and this 
information is not available in categorical designs.  
3.5.3 Methodological Limitations 
As proposed earlier, the lack of replication of the FCA in the figural comparison task, and 
thus lack of hormonal and menstrual status modulation of this FCA, may be attributable 
Page 256 of 328 
 
to several paradigm differences between the current study and Hausmann et al (2002). 
The two main changes that had to be made to accommodate the eye-tracker in the current 
study are a change in stimulus eccentricity and exposure duration. As the precise 
perceptual characteristics of lateralised paradigms can have an impact on the strength and 
direction of hemispheric asymmetries (e.g. Christman, 1989) – the basic premise is that 
as stimulus visibility decreases, the likelihood of hemispheric asymmetries increases 
(Christman, 1989; Evert & Kmen, 2003). The differences between the two paradigms shall 
now be discussed as limitations.  
3.5.3.1 Stimulus presentation.  
Stimulus Eccentricity – the nerve fibres of the visual system are organised so that stimuli 
received by the retina hemifield closest to the nose are projected to the contralateral 
hemisphere. Stimuli received by the retina hemifield closest to the temples are projected 
to the ipsilateral hemisphere. However there is a degree of overlap and to ensure 
lateralised presentation, stimuli need to be presented outside this area of overlap (Bourne, 
2006). Focal vision (the overlap) is believed to be within 2° of the centre of an individuals’ 
midline and peripheral is between 2-10°. Hausmann and colleague presented their stimuli 
at an angle of 6° whereas in the current study, the stimuli were presented at 7.6°. This was 
due to participant having to be placed further back from the screen to enable accurate and 
complete gaze capture by the eye-tracker. It has been demonstrated that as the stimulus 
eccentricity increases, visual acuity decreases although this is mainly a problem restricted 
to word stimuli (Bourne, 2006). Nevertheless the increased eccentricity of stimuli in the 
current study may have made visual acuity worse and therefore lowered performance.  
The overall accuracy rate of the current study was 90% was comparable to the 87% 
accuracy rate found in Hausmann and Güntürkün (2000). Thus despite a harder paradigm 
in terms of acuity, our accuracy rate were similar to the original study. This may in part 
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be due to increase in exposure time in the current study compared to the original study 
which will now be discussed.  
Stimulus Exposure – When studying hemispheric asymmetries, researchers tend to try and 
keep stimulus exposure time down below 200ms due to potential eye movements 
(Christman, 1989). However, Walker and McSorley (2006) demonstrated that when two 
stimuli appear at the same time to the left and right of the fixation location, participants 
needed more than 200ms to initiate a saccade to the target. Meaning that bilateral displays 
can be presented for up to 200ms. 
In the earliest figural comparison task, conducted by Rode et al (1995) the stimulus 
exposure duration was 120ms, they demonstrated a difference in the correct responses 
made in the left and right visual field during menses but not during the luteal phase – 
indicating less asymmetry in the high hormone phase of the menstrual cycle. Hausmann 
and Güntürkün (2000) ran the same figural comparison task in young females at two time-
points in the menstrual cycle. In the same experiment, participants were to complete two 
other tasks one of which, the facial processing task, necessitates an increase in the time 
between the presentation of the target and probed stimuli. To keep the protocols the same 
for the three experiments in the study, the stimulus exposure times for the lexical and 
figural comparison tasks were lengthened to the same length of 185ms (an increase of 
65ms on the figural comparison task). In contrast to Rode et al (1995), Hausmann and 
Güntürkün (2000) found no difference in correct response rate, but instead found a 
difference in response times between the two visual fields that disappeared during the 
luteal phase. in the current study the stimulus duration was again lengthened, this time the 
duration was 200ms (15ms longer than Hausmann and Güntürkün, 2000).This was done, 
in short, to increase the quality of the eye-tracker data. However, this may have caused an 
increase in the performance of participants as they had more time to appraise the stimuli 
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before making a decision, this may, in turn, have resulted in our inability to replicate the 
menstrual cycle effect on FCAs found by Hausmann and Güntürkün (2000) and 
Hausmann et al (2002). However, when comparing the reaction of the participants in the 
current study to those in Hausmann et al, (2002), it is clear that our participants were no 
faster than those in the Hausmann study. The participants in the two different studies even 
show the same rate of decrease in reaction time due to practice.  
We can thus conclude that the participants in the current study neither suffered nor 
benefitted from the changes in methodology, however it is impossible for us to discern 
whether or not the underlying hemispheric asymmetries were different as a result of these 
differences. 
3.5.3.2 Study procedure  
Age range – the age of the participants in the current study were younger than those in the 
Hausmann study. As the variability in cycle length does not settle until the late 20s it is 
possible that this difference in participants may have caused a difference in data obtained 
for the study. When asked to report on the variability of their menstrual cycle most 
participants recalled having little variability in length. However, as this is down to 
subjective recall and we have shown how inaccurate this can be we cannot take this for 
granted.  
Hormone Assessment – The current study gained hormone concentrations from saliva 
whilst Hausmann et al, (2002) used blood serum samples. In section 2.6.1 we found that 
whilst saliva hormone levels represent the unbound levels of hormone free to target cells, 
blood serum samples also include bound level of hormones which, although constituting 
95% of serum samples, are thought to not reflect the amount of hormone available to the 
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target organ. As such it is difficult to reconcile our absence of hormone relationships with 
those that Hausmann et al found. 
3.5.4 Implications to theory 
3.5.4.1 Using an eye-tracker in FCA research.  
Participants were encouraged to keep up a repertoire with the experimenter about how 
they felt they performed on the task and about the study itself. This was done primarily to 
build rapport between the subject and the experimenter but also served to inform the 
experimenter about the experimental procedure. Participants reported being conscious of 
the eye-tracker and trying to keep their eyes from straying from the central fixation point. 
It is probable that without the presence of an eye-tracking device the participants would 
be less inclined to commit such attention to the instruction to remain centrally fixated 
especially considering the longitudinal nature of the study – boredom with the task may 
make participants less likely to comply. Using the fixation data obtained from the eye-
tracker we were able to remove from further analysis any trials whereby the participant 
was not looking in the correct central position when the stimuli were presented. 
Conversely, Hausmann and colleagues (Hausmann, Becker, et al., 2002; Hausmann & 
Güntürkün, 2000) were unable to confirm central fixation and thus that the stimuli were 
laterally presented as expected.  
Verleger et al. (2009) demonstrated in a series of experiments that used a rapid serial 
visual presentation task that ensuring central fixation with the use of an eye-tracker 
changed the nature of a RH advantage for that particular task. The authors implied that 
there was a possibility that a RH advantage for this task when an eye-tracker was not 
employed could have been due to failures of fixation or the influence of strategies which 
the participant was discouraged from doing knowing their eye movements would be 
Page 260 of 328 
 
strictly controlled for. Jordan, Patching, and Milner (1998) described how without control 
of eccentricity, the stimuli in a lateralised task could inadvertently be projected to the 
wrong hemisphere. Without fixation controls it has been demonstrated that participants 
presented with lateralised paradigms make anticipatory eye movements to the right of a 
central fixation point (e.g. Terrace, 1959; Jones and Santi, 1978 in Jordan et al., 1998) 
which occurs despite explicit instructions to maintain central fixation and the presence of 
an eye-tracker (Jordan et al., 1998). 
One indirect method of control that could be used is to present a stimulus in the centre of 
fixation that cannot be determined unless participants are centrally fixated. The 
participants would then have to verbally report what this stimulus was. However this 
method was abandoned after worries that it would interfere with the processing of task 
related stimuli. See Jordan et al., 1998 for a review on this procedure. A simpler control 
method is, like in the current study, to ask participants to focus on a centrally presented 
fixation cross prior to the presentation of lateralised stimuli with the hope that participants 
will remain centrally fixated when the stimuli themselves are presented. Using only verbal 
instructions to remain centrally fixated is the most common method of fixation control in 
the literature as is simple and does not contaminate the data with task irrelevant 
information. However, this control method is not without its own problems, as it presumes 
that the participant is able to achieve and maintain central fixation, can judge where they 
are fixating and will adhere precisely to the instruction to maintain central focus (Jordan 
et al., 1998).  
Instead direct methods of controlling for eye gaze have been put forward as the only sure 
way to ensure central fixation. The most successful of these methods is the use of an eye-
tracker which can be used in two ways. First, like the current study, data about the fixation 
of participant during the course of the task can be collected and data retrospectively 
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thrown out on a trial-by-trial basis if it is found the participants are not adhering to the 
task instructions. However, this method can potentially result in low power to detect an 
effect if too many trial are removed. Alternatively, some researchers have taken a baseline 
measure of a participants’ central fixation at the beginning of the study then during the 
experiment the participant is required to return back to this fixation spot before the next 
trial is presented. However studies using eye-trackers are rare (Jordan et al., 1998) perhaps 
because they are costly and the collation, analysis and interpretation of gaze data can be 
lengthy.  
Each of the studies in which an FCA was found for the figural comparison task did not 
use any control method other than verbal instruction to ensure central fixation (e.g. Rode 
et al., 1995; Hausmann and Güntürkün, 2000; Hausmann et al., 2002). Nor, to my 
knowledge, has any of the studies on FCAs across the menstrual cycle. As such none of 
these studies can confidently state that the data they obtained was not due to artefacts 
cause by gaze shift. Future studies need to use eye-tracking as a method of fixation control 
to ensure that the task measures what it purports to measure. In addition to this it may be 
interesting to see if the RVF bias seen in fixation is modulated by hormones.  
3.5.4.2 The value of hormonal derivatives as predictors for behaviour. 
This model demonstrates for the first time that the gradient and direction of change in 
hormone concentration is a useful measure for determining behaviour on a cognitive task. 
Although a model incorporating both hormones and their derivatives provides the best fit 
for explaining the data, it is progesterone in particular that appears to explain most of the 
variation in performance – removing progesterone from the model has the greatest 
detrimental impact to the fit of the model.  
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The finding that hormone derivatives impact behaviour is of great interest because it 
perhaps demonstrates why there is a lack of cohesion in the hormone-behaviour literature. 
It demonstrates that the rate and direction of the rise/fall of the hormones being measured 
may well be critical to the understanding of hormone-behaviour interactions. It is unlikely, 
due to the variability in menstrual cycle length and the problems with scheduling 
participants in at critical time-points that data from the mid-luteal phase is captured 
exactly at the peak of the phase. Previously this lack of specificity has been ignored 
unapologetically in most hormone-behaviour studies. Evidence form the current study 
suggests however specificity in time-point selection could be critical to the outcome of 
the study; the hormone surge and decline appear to be distinct behaviourally. 
The origin of this hormone derivative effect which perhaps demonstrates a time lag effect 
of hormones could possibly be due to genomic effects of hormones which are slower than 
the nongenomic effect we assume to be impacting behaviour on a short time course.  
Despite a time lag in the course of hormonal effect being reported as standard in rodent 
studies (see Blaustein, 2008) this effect has yet to be picked up on by the human hormone-
behaviour researchers. To the knowledge of the current author, only one study in humans 
has purposely looked for and measured this effect. Roney and Simmons (2013) found that 
progesterone levels was associated with a decrease in sexual desire ratings on the same 
day where as a estradiol two days earlier positively predicted sexual desire in a group of 
43 young women (age; M=18.76, SD=1.15). The two-day time lag of estradiol is 
comparable to the same time lag in rodents (Roney & Simmons, 2013). If it is the case the 
estradiol has a time-dependant effect upon behaviour then data from one or two time-
points could be misleading if this time lag is not taken into account. More studies are 
needed that examine this effect in other behaviours as well as in cognition, for this 
longitudinal studies will need to be employed 
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3.5.5 Conclusion 
The sex-hormones estradiol and progesterone are both linked to response times and 
accuracy rates in a simple figural comparison task. The derivatives of these two measures 
are important predictors of behaviour in addition to the raw sex-hormone concentration. 
Differentiating between upsurges and declines of hormonal changes is necessary to predict 
behaviour. The findings suggest neural circuits specialized for particular tasks are 
attenuated in regard to their sensitivity to sex-hormones. Non-specialized circuits appear 
more sensitive to sex-hormones, specifically progesterone. Specialized circuits, whilst 
attenuated, are more influenced by estradiol.  
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4 Chapter Four: General Discussion  
The present thesis aimed to improve current attempts to measure behavioural changes over 
the menstrual cycle. Using two different methodological designs; the two-time repeated 
measures design and the longitudinal design, all four studies indicate that the two-time 
repeated measures design, the most frequently used design in the current literature, is 
ineffectual for the purposes it is intended for. Further to this, the final study indicates that 
the speed and direction of hormone change is relevant to the study of hormones and 
behaviour. 
In addition to these findings, the current study also established the basis of a hormonal 
modulation of categorisation behaviour from which subsequent studies can draw upon. To 
aid the exploration of this matter the progesterone sharpening hypothesis was developed 
and subsequently rejected.  
Following is an overview of the empirical findings of the four studies in this thesis.  
4.1 Summary of Empirical Findings 
4.1.1 Study One 
The purpose of study 1 was to assess the performance of participants across the menstrual 
cycle and to test predictions of the progesterone sharpening hypothesis (PSH) on 
perceptual categorisation behaviour. The hypothesis predicted that categorisation 
behaviour would be enhanced during the luteal phase when progesterone levels are 
increased relative to the follicular phase. Specifically, the hypothesis states the 
progesterone’s effect upon the neurotransmitters GABA and Glutamate would serve to 
sharpen the boundary between categories making it easier to distinguish between two 
stimuli from different categories. Tasks were primarily chosen on their ability to test this 
hypothesis.  
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Perceptual categorisation was highlighted by Ashby and O’Brien (2005), alongside the 
COVIS model of categorisation as one of the three types of categorisation. Two perceptual 
categorisation tasks were implemented; the prototype distortion task and the colour target-
detection task. The prototype distortion task is a typical way in which to study perceptual 
categorisation (Ashby & O’Brien, 2005) and is thought to be supported by the PFC which 
has previously been shown to be modulated by sex-hormones (Keenan et al., 2001; 
Shansky et al., 2003). The colour target detection task is a categorical perception task that 
has never before been used to study sex-related differences or menstrual cycle fluctuations 
in cognition.  
Neither task demonstrated any phase or hormone-related differences in categorisation 
performance which was anticipated because of the compensatory mechanisms thought to 
protect frontline processes from the ministrations of hormones (De Vries, 2004) which 
may have compensated for the impact of estradiol on the PFC (Keenan et al., 2001; 
Shansky et al., 2003).  
However, some support was found for the hypothesis of sex hormone-modulated cortical 
interaction (SHMH) which states that FCAs will be found in the follicular phase but not 
in the luteal phase. In study 1B it was demonstrated that there is a change in functional 
cerebral asymmetries (FCAs) which was related to menstrual cycle phase; a left 
hemisphere bias that was demonstrated in the follicular phase for our participant disappear 
in the luteal phase.  
4.1.2 Study Two 
The purpose of study 2 was to assess rule-based (RB) categorisation behaviour across the 
menstrual cycle and to test the predictions of the PSH. This was achieved with the 
implementation of two RB categorisation tasks; the one-dimension category sorting task 
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and the word categorisation task. The one-dimension sorting task is a typical task used to 
study rule-based categorisation and has been demonstrated to be mediated by the PFC 
(Ashby & O'Brien, 2005). The word categorisation task is a novel way to assess RB 
categorisation and involves the participants sorting words into two categories based upon 
gender. Neither task has before been used to study cognitive performance over the 
menstrual cycle.  
A phase-related difference was detected in the one-dimension task only. It appears that 
overall reaction times on this task were slower during the follicular phase than they were 
during the luteal phase, although no progesterone-performance relationships were found 
this means that we can accept hypothesis 1 but not hypothesis 3. This is partially consistent 
with the predictions of the PSH. Importantly, the study demonstrated that phase-related 
differences in RB categorisation behaviour warrant further investigation.  
Finally, both tasks in Study 2 demonstrated significant interactions between test order and 
phase. Although anticipated, this was interesting in that neither the perceptual 
categorisation or information-integration tasks were susceptible to test order effects. 
Demonstrating that these test order effects may be specific to this type of categorisation - 
perhaps there is a susceptibility for practice effect in working memory systems but not 
procedural memory systems.  
4.1.3 Study Three 
Study 3 was designed to test how information-integration (II) categorisation performance 
changes over the female menstrual cycle and to the test predictions made by the PSH. This 
was achieved with the implementation of two tasks; the multi-dimension category sorting 
task and a facial attractiveness task. Like the one-dimension sorting task has been for RB 
categorisation, the multi-dimension sorting task has often been used to assess II 
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categorisation in participants. This particular version of the task has not been used to test 
menstrual cycle performance before. The facial attractiveness task is a novel way to test 
II categorisation as is based on the premise that an individual, when deciding on the 
attractiveness of a face, combine information from many different stimulus dimensions 
including eyes, nose and mouth. Studies not directly assessing categorisation has found 
that attractiveness ratings for masculine looking men increase during the fertile period of 
the menstrual cycle (Penton-Voak & Perrett, 2000; Penton-Voak et al., 1999). 
Neither of the information-integration tasks demonstrated any phase- or hormone-related 
changes, contrary to all three hypotheses of chapter 2. Whether this might be due to the 
memory system involved, the brain areas used or the tasks employed is hard to say, 
although methodological limitations certainly hindered successful evaluation. 
4.1.4 Study Four 
Study 4 was designed to improve the way in which we conduct hormone-behaviour 
research by assessing two different study designs and by trying to develop a model to help 
predict behavioural outcomes of tasks given hormone concentrations. Using a task that 
had been repeatedly proven to be sensitive to fluctuation in FCA symmetry across the 
menstrual cycle (e.g. Rode et al, 1995; Hausmann & Güntürkün, 2000; Hausmann et al. 
2002) we conducted a 12-time repeated measures study devised to gain time-rich data 
with which we could develop a mathematical model. The purpose of the mathematical 
model was to see if behaviour could be predicted from hormones concentrations. Much to 
our surprise, the best model of behaviour – one that was acceptable at predicting 
performance in the LVF/RVF-RT and RVF-CR – was a simple linear model. What this 
model revealed that had not previously been found before in humans, was that 
progesterone and estrogen as well as their derivatives were necessary in accounting for 
behaviour. The time-rich data set also enabled us to compare two-time repeated measures 
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designs against longitudinal designs and it was concluded that the longitudinal is far 
superior for this type of study.  
4.2 Realisation of Thesis aims and objectives 
The findings in the current thesis fulfilled the first aim which was to address the gap in 
the hormone-behaviour literature pertaining to the lack of categorisation study by 
conducting six experiments which sought to see the effect of the menstrual cycle and 
hormones on perceptual, rule-based and information-integration categorisation. It was 
discerned that RB categorisation is the most likely of the different types of categorisation 
to be affected by menstrual cycle status but that this type of categorisation was also subject 
to some significant carry-over effects, probably due to the impact of hormones on the 
brain areas underlying RB categorisation – namely the PFC (Ashby & Alfonso-Reese, 
1998; Ashby & Maddox, 2005; Ashby & O'Brien, 2005). The studies also indicated that 
perceptual and II categorisation, as assessed by our tasks, do not seem to be effected by 
the menstrual cycle. It should be acknowledged however that it is particularly hard to rule 
out the impact of the menstrual cycle on information-integration categorisation due to 
limitations with the tasks chosen which obstruct us from conclusively assessing this 
particular area of categorisation.  
The second aim was to improve the quality of future publications by establishing whether 
a longitudinal design benefitted research over a categorical design. The benefits of a 
longitudinal design was partially established by the finding that the hormone derivative 
plays a part in determining outcome behaviour. The categorical design simply does not 
allow a researcher to definitively know at what point in the cycle a participant is, they can 
only gain an approximate date which could be inaccurate for numerous reasons. The 
longitudinal design on the other hand provides a larger amount of time-points from which, 
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like in study 4, hormones can be plotted and a better idea of menstrual cycle status, 
including whether hormones are ascending or descending, can be ascertained.  
4.3 Thesis limitations 
The current set of studies was hindered from fully achieving the objectives of the thesis 
by a few methodological limitations. These limitations can be separated into three broad 
groups; limitations with the sample, limitations with the task chosen and limitations with 
the study design.  These shall now be discussed. 
4.3.1 Limitations with the study samples 
4.3.1.1 Age 
The age of our sample ranged from 18 to 28 for Studies 1-3 and from 18 to 35 in Study 4, 
with the majority of participants age between 18 and 22. The younger the participants are 
the more the likelihood of variability in menstrual cycle length due to the increased 
likelihood of anovulatory cycles (Hahn et al., 2013). Using a young sample is therefore 
likely to introduce more measurement artefact into the scheduling of participants for the 
studies. All the participants in all of the current studies reported very low levels of 
variability, however, it is known that self-report of menstrual cycle characteristics is 
unreliable (Small et al., 2005). The sample used for the current studies was, like most 
studies in the area, from a university cohort and are therefore most likely to be 18-21 years 
of age. This group is most often sought because they are readily available to university 
based researchers, however the impact of age on cycle variability need to be further 
investigated in term of how it effect hormone-behaviour studies. A larger age range and 
thus less potential artefacts have given the studies more power to detect menstrual cycle 
differences. 
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4.3.1.2 Stress 
The other significant downfall with a predominantly university based sample is the high 
levels of stress that these groups are under due to assignment deadlines, exam performance 
pressure and financial worries (Andrews & Wilding, 2004). Chang et al (2009) 
demonstrated that high levels of stress in female students is associated with irregular 
menstrual cycles and abnormal premenstrual symptoms including anxiety tension and 
fatigue. In addition to this, females respond differently to stress depending on menstrual 
phase (Kajantie & Phillips, 2006). This increased variability in menstrual cycle length 
could introduce more measurement artefact into the study scheduling process, as well as 
changing the premenstrual symptoms of females which may have a direct impact on 
performance. The participants in study 4 experienced no menstrual cycle related changes 
in any mood variables (as measures by the Profile of Mood States) nor did any of the 
participants in any of the studies report noticeable variability in the menstrual cycle length. 
However, the researcher, to be fully able to assess the impact of stress on performance 
and how this may be related to hormone fluctuations, could incorporate into the design a 
stress measure. With a quantifiable measure of stress obtained from daily stress measure 
such as The Daily Life Experiences Checklist (Stone & Neale, 1980) the interaction 
between stress and the menstrual cycle can be assessed and controlled for.  
4.3.2 Limitations with the study tasks  
A few of the tasks chosen for the studies in the current thesis had limitations that precluded 
us from successfully assessing the effect of the menstrual cycle on categorisation. In 
addition to this, the changes made to the figural comparison task may have similarly 
precluded us from successfully replicating the findings of Hausmann and Güntürkün 
(2000) and Hausmann et al (2002). These limitations shall now be discussed in brief.  
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In Chapter 2, the one- and multi-dimension categorisation tasks both had methodological 
issues in their level of difficulty. It appeared that the one-dimension card sorting task was 
too easy for the participants with most achieving a 100% accuracy rate by the end of the 
second session. On the other hand, the multi-dimension had only a 65% accuracy rate for 
both sessions whilst the average reaction time was 1,070ms for the first and 914ms for the 
second session. These small accuracy rates, and large reaction times indicate that the 
participants found it hard to complete the task. If the participants in the study find the task 
to hard or too easy this might obscure real hormonal effects. If the study were to be run 
again, then a pilot study would allow researcher to assess how easy of difficult potential 
participants would find the tasks to be used. Despite this, a hormonal effect on 
performance of the one-dimension card sorting task was still found. Additionally, the 
facial attractiveness task had problems with the stimuli whereby none of the male faces 
presented to our participants were considered sufficiently attractive. As such it was hard 
to determine whether or not these male faces seemed more or less attractive from one 
session to another. 
In Chapter 3, study 4 employed a figural comparison task that has previously been shown 
to demonstrate FCA changes over the menstrual cycle (Hausmann, Becker, et al., 2002; 
Hausmann & Güntürkün, 2000; Rode et al., 1995) to see if the effect could be replicated. 
Furthermore the study was to assess the efficacy of the two-time repeated measures design 
and to develop a model to predict performance from hormone concentrations. 
Unfortunately, despite expectations to the contrary, replication of the effects, a lessening 
of asymmetry during the luteal phase compared to the follicular phase, was not present in 
the current study. It has been reported already that several changes were made to the 
paradigm to facilitate the use of an eye-tracker during the study. These changes to the 
eccentricity and exposure duration of the stimulus could have changed the hemispheric 
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laterality of the stimulus (Christman, 1989; Evert & Kmen, 2003). The consequence of 
this may have been that we would not see similar changes in FCA as in the previous 
studies because of the potential difference in the lateral presentation of the stimuli. Despite 
this, the performance of the participants appeared, in every other way, to be similar to the 
participants in the Hausmann and Güntürkün (2000) study. The overall reaction times and 
accuracy rates were similar and, in addition to, this we do still see some modulation of 
performance by hormones and their derivatives as demonstrated by the model developed 
during the study analysis. Furthermore this model demonstrates a different level of fit for 
outcome variables depending on whetehr they were presented in the left- or right-visual 
field indicating that the paradigm in our study did indeed tap into some form of 
hemispheric laterality. 
4.3.3 Design limitations: Carry-over effects 
Discernible practice effects which were moderated by menstrual status were found in both 
of the rule-based categorisation tasks. Similar effects were also reported by Hampson 
(1990a, 1990b) and Hausmann and Güntürkün (2000). Interestingly though, it was only 
the rule-based categorisation tasks that demonstrated a practice effect and not the other 
perceptual and information integration categorisation. This is possibly due to the reliance 
of rule-based categorisation on the working memory system which similarly seems likely 
to govern practice effects. This idea needs to be investigated further in targeted studies 
directed to investigate the practice effect in different types of tasks.  
Until such time as the full extent of practice effects are discerned and able to be controlled 
and/or accounted for then measures should be put into place avoid generating practice 
effects. To avoid these effects researchers should endeavour to, where possible, obtain 
data from two separate menstrual cycles so that the time between sessions is longer. 
Ideally however this effect should be measured so that we can discern the types of task 
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that are susceptible and the hormone responsible. It is likely that tasks that rely on working 
memory systems are more susceptible than other memory systems as practice effects 
reduce the load on working memory. The effect of hormones on these memory systems is 
likely to be the root of the phase-test order interaction. In support of this there is ample 
research demonstrating an effect of estradiol on working memory in rodents (e.g. Daniel, 
Hulst, & Berbling, 2006; Luine, 2008, 2014; O'Neal, Means, Poole, & Hamm, 1996; Walf 
et al., 2006) and postmenopausal women (e.g. Duff & Hampson, 2000; Krug et al., 2006) 
which demonstrates that estradiol has a beneficial effect on working memory. Research 
into working memory in premenopausal women is less definitive with some reporting no 
effect of hormones on working memory tasks such as the n-back (e.g. Halari et al., 2005) 
and others reporting a positive effect estradiol treatment on the same task (Bartholomeusz 
et al., 2008) with discrepancies being attributed to unaccounted variability in baseline 
dopamine (see Jacobs & D'Esposito, 2011). 
4.4 Theoretical Implications 
Despite these limitations the studies in the current thesis will still impact current research 
and theory particularly in the field of colour perception research and in menstrual cycle 
behaviour research. Following is a summary of the impact the current research has on 
these areas of existing research.  
4.4.1 Colour categorisation and the menstrual cycle. 
Categorical perception (CP) of colour occurs when individuals are faster and more 
accurate at distinguishing between two colour stimuli of different colour categories (e.g. 
Red-Orange) than they are at distinguishing two colour stimuli from the same colour 
category (e.g. Red-Red; Harnad, 1987). This is true in so much as it occurs only if the 
colour distinction is marked by an individuals’ language (Franklin et al., 2008; Kay & 
Regier, 2003, 2006) i.e. the language that the individual speaks has a colour term for both 
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orange and red stimuli. It is thought that CP is facilitated by the language areas of the 
brain when the individual accesses colour terms or categories (Bornstein & Korda, 1984; 
Franklin et al., 2008). The majority of language processes are thought to be lateralised to 
the left hemisphere (LH; Gazzaniga, 2005; Pinel & Dehaene, 2010) and as a consequence 
if colour CP was driven by activation of verbal colour terms, the LH should be better at 
colour categorisation than the right hemisphere (RH). Using a target-detection paradigm 
(Drivonikou, Davies, et al., 2007) found that this was the case in adults but not children 
(Franklin, Clifford, et al., 2005; Franklin, Pilling, et al., 2005). In the colour target-
detection task a participant has to correctly identify whether a target stimuli is presented 
to the left or the right of the screen. The colours of the stimuli and the background colour 
it is presented on can either be from the same colour category or from two different colour 
categories. Franklin, Pilling, et al. (2005) demonstrated in 30 participants that colour 
categorisation is faster and more accurate when stimuli is presented on the right side of 
the screen (and thus with a direct route to the LH) that when stimuli is presented to the 
left side of the screen. Importantly the authors do not consider sex as a variable of interest 
in any of their set of studies although they do give details of the participants’ sex.  
Hausmann and Guntukun (2000) developed a hypothesis to predict the performance of 
females’ on tasks that demonstrate a FCA, depending on their hormone levels at the time 
of testing. This hypothesis stated that progesterone reduced FCAs during the luteal phase 
of the menstrual cycle that were otherwise present during the follicular phase of the 
menstrual cycle. They demonstrated this reduction of asymmetry in figural comparison 
tasks in both a two-time repeated measures design and in a longitudinal design (Hausmann 
et al., 2002). 
The current study saw 12 female participants carry out the colour target detection task, 
which typically shows pronounced leftward bias, at two hormonally distinct time-points 
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in the menstrual cycle, once when both progesterone and estrogen are at baseline level 
(approximately day 7 of the cycle) and once when hormones are at  their peak level (day 
21 of the cycle). A FCA that fluctuated with the menstrual cycle was found. The typical 
pattern of lateralisation to the LH was seen during the follicular phase but this pattern was 
eliminated during the luteal phase. This finding provides support for the SHMH, however 
the FCA was not associated with progesterone or estrogen. Indicating that this finding 
need to be explored further by hormone-behaviour researchers to explicate the exact 
mechanisms underlying it. 
Within the colour CP literature although the sexes of participant are recorded, there is not 
attempt to control the ratio of males and females. In fact, often the ratio weighs heavy on 
the side of females with one study reporting the effects of 50 females and only 8 males 
(Drivonikou, Kay, et al., 2007), whilst in others the difference in numbers is not so 
extreme, for example 18 female participants to 12 males in Franklin, Pilling, et al. (2005) 
and 11 females to 7 male participants in Franklin et al. (2008). There is currently no 
suggestion that there might be individual variation in the CP of colour effect that is 
attributable to sex. The current author would propose that those using this paradigm 
should be careful to ensure that female participants are in the follicular phase of their 
menstrual cycle to limit the effect of hormones.  
In regards to already existing literature, a finding like this may mean that FCAs in colour 
CP are stronger than first thought. It is likely that the females on which the data was 
heavily weighted towards were in various different stages of their menstrual cycle whilst 
some would be taking various forms of hormone contraception. We have demonstrated 
that menstrual status at the time of completing the task can very much change the FCA 
profile of female participants so that those in the luteal phase of the menstrual cycle have 
a less pronounced FCA than those in the follicular phase. As such, the varying hormone 
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profiles of these female participants may have masked an even stronger effect than the 
one already determined.  
4.4.2 Studying hormone behaviour interactions: the importance of the hormone 
derivative.  
A new theoretical framework emerges from the analysis of Study 4 regarding the way in 
which we conceptualise and run studies that aim to test behaviour over the female 
menstrual cycle. Prior to the current thesis it was known that the sex hormones 
progesterone and estradiol that naturally fluctuate over the course of the female menstrual 
cycle have the capability to alter neural processes and, as a result, can have diverse impacts 
upon overt behaviour. However, there is little agreement in the field as to the exact 
changes that occur over the menstrual cycle and the literature is rife with inconsistencies; 
take for example the study of the Stroop task over the female menstrual cycle, while Lord 
and Taylor (1991) and Hatta and Nagaya (2009) both found distinct changes in Stoop task 
performance a similar study by Keenan et al. (2001) was unable to find any such 
differences over the cycle.  
The process of model development and the model itself highlighted that not only absolute 
concentrations of progesterone (P) and estradiol (E) are important, a fact which has been 
known since the late 1980’s, but also their derivative, which is a novel finding in the field 
of human menstrual cycle studies. The derivative is an indication or whether these 
progesterone and estrogen are increasing or decreasing at the time of sampling and their 
gradient (Pd and Ed respectively).  
The model was developed using nonlinear least square optimisation, progesterone (which 
has the most predictable fluctuations) was first fitted with a trigonometric polynomial. 
The time period was taken as an unknown (but restricted to between 25 and 33days). The 
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estradiol and both performance variables were then fitted to the progesterone curve. 
During a preliminary analysis of the data and model, it was discovered that, for some of 
the data, performance at two different time points in the menstrual cycle that had 
equivalent levels of progesterone and estradiol was different. What this indicated that 
something other than pure hormone concentration was in play. With further analysis it 
was found that the gradient and direction of change for these hormones was as important 
as the hormone levels themselves.  
The idea that the gradient and, more importantly, the direction of hormone change perhaps 
indicates that hormones may not only have an effect on current behaviour but behaviour 
in the future as well. Support for this idea is found in research on rodents and non-human 
primates (see Blaustein, 2008) where it is considered typical to find a hormone time-lag 
of around two days for the effects of estradiol but effects within hours that are related to 
progesterone. Support in human research is however lacking with only one paper found 
by the current author that describes a time-lag between hormone concentrations and 
subsequent behaviour in humans (Ronye and Simmons, 2013). This study demonstrated 
that, like in animals, estradiol concentrations has an impact upon sexual desire two days 
later but progesterone concentrations has impacts on behaviour that are more immediate 
(within minutes-hours). Quite distinct to the idea that most of the hormonal impact on 
behaviour is non-genomic, the time-lag for estradiol is most likely to be a genomic effect 
of the hormone which takes longer than a non-genomic effect.  
It is clear now that potential discrepancies in the literature could have resulted from the 
underestimation of the impact of the hormone derivative on behaviour as the frequently 
used design cannot fully account for the change in hormones as it only takes a snap shot 
of two single time points in the 28day cycle with no real indication of where in the cycle 
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the snap shot was taken, whether hormones were currently surging or declining and what 
happens subsequent to the snap shot being taken.  
4.4.3 Studying hormone behaviour interactions: the importance of study design.  
In most of the literature concerning the menstrual cycle or hormones and behaviour the 
most typical study design is a categorical one. In this type of design, the female 
participants are tested twice, once during the participants’ low hormone early-follicular 
phase and once during the mid-luteal or ovulation phase, depending on whether the 
researchers are interested in high hormones per se or estradiol alone respectively. This 
design is flawed because the interval between the two sessions, typically one to two weeks 
is too long to fully account for the rapid fluctuations in estradiol or progesterone over the 
menstrual cycle. What’s more the aim of this design is to schedule the mid-luteal or 
ovulation sessions to that they fall at the peak of the hormone fluctuations but as the peak 
hormone level is only a day long and on the days either side the hormones are either 
surging or declining which we now know has an impact upon behaviour.  
4.5 Suggestions for future research  
A few practical suggestions for future studies as well as suggestions for future research 
has been made in the proceeding discussion. Following is a collaboration and elaboration 
of these ideas. 
4.5.1 Eye-trackers in Hormone research investigating FCAs 
In none of the studies presented in the literature throughout the thesis that concerned 
laterally presented stimuli was an eye-tracker used. It has been proposed by Jordan et al. 
(1998) that without an eye-tracker participants are prone to stay from central fixation 
towards the RVF (Verleger et al., 2009) thus potentially biasing the laterality outcome. It 
is the opinion of the current author that the use of an eye-tracker for laterality studies and 
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all further studies investigating FCAs over the menstrual cycle. This would ensure that 
participants are complying to the study instructions and that the stimuli are being 
presented laterally as expected. 
4.5.2 Applying the Model 
We have demonstrated that, for a lateralised figural comparison task, a model derived of 
hormone concentrations and their derivatives is a good predictor of performance. Future 
research should focus on applying the model to data from different lateralised tasks to see 
if the model continues to fit the data from non-dominant hemispheres. Furthermore it 
would be useful to know whether the model is limited to predictions of lateralised 
behaviour or whether I can be applied to other types of tasks. We expect that the need to 
account for the hormone derivative when assessing behaviour over the menstrual cycle 
will be a global and not specific phenomenon  
4.5.3 Hormone time-lag in humans 
The time-lag uncovered by the model in the final study of this thesis and demonstrated 
repeatedly in preclinical research needs to be extensively tested in human behaviour 
research. For example factors such as how large the time-lag is and what sort of tasks it 
applies to should be investigated.  
4.5.4 The least-best session number 
The current thesis has repeatedly expounded the necessity of multiple measures to study 
hormone-mediated behaviour over the menstrual cycle. However, studies such as ours and 
Hausmann et al. (2002) are costly to fund. Future research should look into the minimum 
amount of sessions needed in order to gain an accurate picture of any particular behaviour 
over the menstrual cycle. It is likely this minimum amount of sessions will be around 6; 
2xearly follicular, pre-ovulation, ovulation, early-mid luteal and mid-late luteal. In 
Page 280 of 328 
 
additional to this, if one of the follicular phase sessions is at the beginning of the study 
and one is at the end, the researcher will then be able to compare behaviour during low 
hormone concentration before and after task learning - thus enabling them to gain a better 
understanding of practice effects. If more than two measure are simply not feasible then 
the researchers have two options available to them which are very infrequently used in 
current studies; 1) a prospective diary and 2) ovulation detection kits. If the researcher 
asks their participants to fill out a menstrual-cycle diary for two months prior to the study, 
the data from the diary can be used to enable the researcher to increase the likelihood of 
scheduling in sessions at the correct time-points. The alternative, ovulation detection kits, 
will see participants taking home ovulation detection kits that they should use around the 
time of ovulation. As the luteal phase is nearly always 14 days long, upon detection of 
ovulation the researcher only need schedule the participant in for seven days’ time to 
increase the likelihood of capturing the peak of the luteal phase. The downside is that 
ovulation is highly unpredictable and as such, in order to capture it the participant will 
likely have to use a kit every day from day eleven in her cycle to when ovulation occurs, 
a factor which likely negates its cost worthiness in comparison to multiple measures. Both 
of these alternatives improve the likelihood of capturing the correct time-points but not 
sufficiently and those studies that do not use longitudinal methods will still not be 
capturing sufficient data to understand the full extent of hormonal impact upon the 
behaviours being tested. 
4.5.5 Counteracting carry-overs 
Study 2 of the current thesis demonstrated that there is an impact of hormones on practice 
effects if the task involves working memory. This phenomenon needs to be investigated 
fully in its own right with directed experiments. However, until such time as we can fully 
know the extent of hormone modulations of practice effects they should be avoided for 
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fear of affecting the outcome and potentially masking or exaggerating any real effects of 
hormones on the target behaviour. This could easily be done by extending the interval 
between the sessions maybe by testing over two menstrual cycles rather than one. 
4.6 Conclusion 
This thesis presents novel finding that contribute to our understanding of hormone-
mediated behaviours. Whilst previous literature has not studied the impact of hormones 
on categorisation behaviour, this thesis provided three studies in which categorisation 
behaviour is studied across the female menstrual cycle thus extending our knowledge of 
hormone-related behaviour into a new domain. Through these studies and the literature in 
the chapter proceeding them, several methodological limitations were highlighted 
concerning the use of two-time repeated measures designs to study menstrual cycle-
related behaviour. This in itself is novel in that no previous literature so directly 
emphasised the failings of this type of design for this type of research. These limitations 
were further highlighted in a study in which a model was developed demonstrating the 
importance of hormone derivatives which have a large impact upon cognitive 
performance. The study was unable to replicate previous findings regarding the 
fluctuation of functional cerebral asymmetries across the female menstrual cycle which 
demonstrates the sensitivity of previous findings to small changes in methodology and 
make poignant that we still have a lot to learn about hormonal-modulations of behaviour. 
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Consent Form 
 
 
 I the undersigned voluntarily agree to take part in the study: MODELLING MENSTRUAL 
HOMONES AND BEHAVIOUR 
 I have read and understood the Information Sheet provided.   I have been given a full explanation 
by the investigators of the nature, purpose, location and likely duration of the study, and of what I 
will be expected to do.   I have been advised about any discomfort and possible ill-effects on my 
health and well-being which may result.   I have been given the opportunity to ask questions on 
all aspects of the study and have understood the advice and information given as a result. 
 I agree to comply with any instruction given to me during the study and to co-operate fully with the 
investigators.   I shall inform them immediately if I suffer any deterioration of any kind in my health 
or well-being, or experience any unexpected or unusual symptoms. 
 I consent to my personal data, as outlined in the accompanying information sheet, being used for 
this study and other research.  I understand that all personal data relating to volunteers is held 
and processed in the strictest confidence, and in accordance with the Data Protection Act (1998). 
 I understand that the saliva samples I provide shall be sent by courier to be processed by IBL in 
Hamburg. 
 I understand that I am free to withdraw from the study at any time without needing to justify my 
decision and without prejudice. 
 I acknowledge that in consideration for completing the study I shall receive the sum of £100.  I 
recognise that the sum would be less, and at the discretion of the Principal Investigator, if I 
withdraw before completion of the study, or do not attend all sessions. 
 I understand that in the event of my suffering a significant and enduring injury (including illness or 
disease) as a direct result of my participation in the study, compensation will be paid to me by the 
University, subject to certain provisos and limitations.  The amount of compensation will be 
appropriate to the nature, severity and persistence of the injury and will, in general terms, be 
consistent with the amount of damages commonly awarded for similar injury by an English court 
in cases where the liability has been admitted 
 I confirm that I have read and understood the above and freely consent to participating in this 
study.  I have been given adequate time to consider my participation and agree to comply with the 
instructions and restrictions of the study. 
 
Name of volunteer (BLOCK CAPITALS)                                             ......................................  
Signed                                                          ......................................  
Date                                                          ......................................  
 
 
 
Name of researcher/person taking consent (BLOCK CAPITALS)        ......................................  
Signed                                                          ......................................  
Date                                                          ......................................  
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Edinburgh Handedness Inventory (Oldfield, 1971) 
Your Initials:    
 
Please indicate with a check () your preference in using your left or right hand in 
the following tasks. 
Where the preference is so strong you would never use the other hand, unless 
absolutely forced to, put two checks ().  
If you are indifferent, put one check in each column (   |  ). 
Some of the activities require both hands. In these cases, the part of the task or object 
for which hand preference is wanted is indicated in parentheses. 
  
Task / Object Left Hand Right Hand 
1. Writing   
2. Drawing   
3. Throwing   
4. Scissors   
5. Toothbrush   
6. Knife (without fork)   
7. Spoon   
8. Broom (upper hand)   
9. Striking a Match (match)   
10.  Opening a Box (lid)   
Total checks: LH =  RH =  
Cumulative Total CT = LH + RH =  
Difference D = RH – LH =  
Result R = (D / CT)  100 =  
Interpretation: 
(Left Handed: R < -40) 
(Ambidextrous: -40  R  +40) 
(Right Handed: R > +40) 
 
 
Oldfield, R. C. (1971). The assessment and analysis of handedness: The Edinburgh 
inventory. Neuropsychololgia, 9, 97-113. 
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MODELLING MENSTRUAL HORMONES AND BEHAVIOUR: Menstrual cycle 
pre-screening questionnaire 
 
Name 
_______________ 
Birthday 
__/__/____ 
Email Address  
_____________________________ 
Contact Number (preferably a mobile) 
___________________ 
Do you wear glasses for computer use?  
Yes/No 
Are you right or left handed?  
Right/Left 
Do you drink alcohol?  
Yes/No 
If so, approximately how many units do you drink in a week? NB. Half pint 
of beer = 1 unit. Small glass of wine (125ml) = 1.5 units. Single Spirit (25ml) 
= 1 unit 
____ units 
Do you smoke?  
Yes/No 
If so, approximately how many cigarettes do you smoke on a typical day?  
_________________ 
 
Do you currently take any form of hormonal contraception?  
Yes/No 
Have you done so in the past 6months?  (Please note this includes the 
morning-after pill) 
Yes/No 
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Approximately how long do you think your cycle is in days? 
____ days 
How accurate do you think this length is?   
Exactly/1-2 day’s different/3-4 day’s different/within a week 
How regular (in length) are your periods?  
Always the same/fluctuate by 1-2 days/fluctuate more 
When did your last period start? 
 _________________ 
How accurate do you think this date is?   
Exactly/1-2 day’s different/3-4 day’s different/within a week 
Was this a typical period?  
Yes/No 
If not please let us know why: 
________________________________________________________________
________________________________________________________________
____________________________________ 
Do you ever miss periods?   
Never/Once in the past year/More than once in the past year 
 
Would you be happy for the team to contact you to participate in further 
studies on hormones?  
Yes/No 
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MODELLING MENSTRUAL HORMONES AND BEHAVIOUR : Profile of mood 
states 
 
Participant ID :  
Date :    Session number : 
 
Instructions:  Below is a list of words that describe feelings people have. Please read 
each one carefully. Then mark ONE box according to that which best describes how you 
have been feeling today. 
 
 Not at 
all 
A 
Little 
Moderately 
Quite a 
bit 
Extremely 
1 Friendly Not at all A Little Moderately Quite a bit Extremely 
2 Tense Not at all A Little Moderately Quite a bit Extremely 
3 Angry Not at all A Little Moderately Quite a bit Extremely 
4 Worn out Not at all A Little Moderately Quite a bit Extremely 
5 Unhappy Not at all A Little Moderately Quite a bit Extremely 
6 Clear-headed Not at all A Little Moderately Quite a bit Extremely 
7 Lively Not at all A Little Moderately Quite a bit Extremely 
8 Confused Not at all A Little Moderately Quite a bit Extremely 
9 Sorry for things done Not at all A Little Moderately Quite a bit Extremely 
10 Shaky Not at all A Little Moderately Quite a bit Extremely 
11 Listless Not at all A Little Moderately Quite a bit Extremely 
12 Peeved Not at all A Little Moderately Quite a bit Extremely 
13 Considerate Not at all A Little Moderately Quite a bit Extremely 
14 Sad Not at all A Little Moderately Quite a bit Extremely 
15 Active Not at all A Little Moderately Quite a bit Extremely 
16 On Edge Not at all A Little Moderately Quite a bit Extremely 
17 Grouchy Not at all A Little Moderately Quite a bit Extremely 
18 Blue Not at all A Little Moderately Quite a bit Extremely 
19 Energetic Not at all A Little Moderately Quite a bit Extremely 
20 Panicky Not at all A Little Moderately Quite a bit Extremely 
21 Hopeless Not at all A Little Moderately Quite a bit Extremely 
22 Relaxed Not at all A Little Moderately Quite a bit Extremely 
23 Unworthy Not at all A Little Moderately Quite a bit Extremely 
24 Spiteful Not at all A Little Moderately Quite a bit Extremely 
25 Sympathetic Not at all A Little Moderately Quite a bit Extremely 
26 Uneasy Not at all A Little Moderately Quite a bit Extremely 
27 Restless Not at all A Little Moderately Quite a bit Extremely 
28 Unable to concentrate Not at all A Little Moderately Quite a bit Extremely 
29 Fatigued Not at all A Little Moderately Quite a bit Extremely 
30 Helpful Not at all A Little Moderately Quite a bit Extremely 
31 Annoyed Not at all A Little Moderately Quite a bit Extremely 
32 Discouraged Not at all A Little Moderately Quite a bit Extremely 
33 Resentful Not at all A Little Moderately Quite a bit Extremely 
34 Nervous Not at all A Little Moderately Quite a bit Extremely 
35 Lonely Not at all A Little Moderately Quite a bit Extremely 
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36 Miserable Not at all A Little Moderately Quite a bit Extremely 
37 Muddled Not at all A Little Moderately Quite a bit Extremely 
38 Cheerful Not at all A Little Moderately Quite a bit Extremely 
39 Bitter Not at all A Little Moderately Quite a bit Extremely 
40 Exhausted Not at all A Little Moderately Quite a bit Extremely 
41 Anxious Not at all A Little Moderately Quite a bit Extremely 
42 Ready to fight Not at all A Little Moderately Quite a bit Extremely 
43 Good natured Not at all A Little Moderately Quite a bit Extremely 
44 Gloomy Not at all A Little Moderately Quite a bit Extremely 
45 Desperate Not at all A Little Moderately Quite a bit Extremely 
46 Sluggish Not at all A Little Moderately Quite a bit Extremely 
47 Rebellious Not at all A Little Moderately Quite a bit Extremely 
48 Helpless Not at all A Little Moderately Quite a bit Extremely 
49 Weary Not at all A Little Moderately Quite a bit Extremely 
50 Bewildered Not at all A Little Moderately Quite a bit Extremely 
51 Alert Not at all A Little Moderately Quite a bit Extremely 
52 Deceived Not at all A Little Moderately Quite a bit Extremely 
53 Furious Not at all A Little Moderately Quite a bit Extremely 
54 Efficient Not at all A Little Moderately Quite a bit Extremely 
55 Trusting Not at all A Little Moderately Quite a bit Extremely 
56 Full of ‘pep’ Not at all A Little Moderately Quite a bit Extremely 
57 Bad-tempered Not at all A Little Moderately Quite a bit Extremely 
58 Worthless Not at all A Little Moderately Quite a bit Extremely 
59 Forgetful Not at all A Little Moderately Quite a bit Extremely 
60 Carefree Not at all A Little Moderately Quite a bit Extremely 
61 Terrified Not at all A Little Moderately Quite a bit Extremely 
62 Guilty Not at all A Little Moderately Quite a bit Extremely 
63 Vigorous Not at all A Little Moderately Quite a bit Extremely 
64 Uncertain about things Not at all A Little Moderately Quite a bit Extremely 
65 Bushed Not at all A Little Moderately Quite a bit Extremely 
 Please make certain you have answered every item 
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Appendix E: Hormone Cycles and concentrations. 
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Progesterone Concentrations (pg/ml) Study 4  
1 2 3 4 5 6 7 8 9 10 11 12
Participant 
Mean
1 229 155 89 21 24 24 18 27 24 44 199 46 75.00
2 25 118 154 132 72 24 25 39 21 44 180 212 87.17
3 55 99 128 214 230 79 42 42 35 42 45 69 90.00
4 44 131 138 93 29 26 32 34 29 112 59 163 74.17
5 61 29 25 24 12 16 30 73 41 18 16 34 31.58
6 11 94 212 171 77 19 16 16.53 53.72 204.6 97.91 31.22 83.66
9 140 156 107 41 38 40 43 35 51 41 173 179 87.00
10 15 17 29 37 42 50 48 33 30 26 23 29 31.58
11 52 57 19 21 16 37 94 93 54 25 22 21 42.58
13 171 155 104 29 30 15 62 73 167 138 33 39 84.67
14 59 151 328 246 331 117 64 97 65 65 56 48 135.58
15 22 16 14 57 128 109 14 20 15 40 20 21 39.67
16 15 26 16.93 17.51 15.53 38.31 111.4 115.3 14.6 30.05 17.04 13.5 35.93
18 23 10 19 52 92 97 69 23 20 23 24 24 39.67
20 54 66 113 104 103 18 38 26 45 17 28 39 54.25
22 53 30 33 18 21 23 29 35 71 91 116 26 45.50
24 101 160 338 287 133 87 52 65 86 34 36 82 121.75
26 283 133 59 43 67 56 22 25 90 404 232 230 137.00
27 60 69 75 57 152 146 187 188 7 138 63 142 107.00
28 32 71 17 8 11 12 8 14 9 19 54 73 27.33
29 266 133 71 120 100 90 185 158 259 260 142 328.6 176.05
30 43 70 195 233 196 69 53 35 272 427 303.7 49.72 162.20
Participant No
Se
ss
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n
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u
m
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Estradiol Concentrations (pg/ml) – Study 4  
 
 
  
1 2 3 4 5 6 7 8 9 10 11 12
Participant 
Mean
1 3.7 5.2 3.4 1.7 2.2 2.6 1.4 4.1 7 4.1 4.9 2.8 3.59
2 3.9 4.4 6.6 3.9 4.1 1.9 2 2.3 2.6 3.1 3.1 8.1 3.83
3 6.9 5 4.6 5.3 6.3 5 4.5 3.3 4.2 3.7 4.9 8.7 5.20
4 4.8 5.6 5.7 4.2 4.7 3.4 3.8 5.7 5.9 4.3 3.6 6.3 4.83
5 4 3.7 2 1.9 2.4 7 3.5 4.1 3.5 2.6 2.6 2.7 3.33
6 3.5 4.5 4 3.2 2.8 2.2 2.6 4.1 3 3.1 3.5 1.1 3.13
9 4.7 5.1 4.3 3 2.4 4 3.8 3.6 5 3.1 3.7 3.5 3.85
10 2.4 2.9 5.1 3.8 3 4 3.9 3.5 2.1 2.6 2.9 3.9 3.34
11 2 6.9 1.4 3.3 3.5 3.3 3.3 3.9 3.4 2.4 1.8 2 3.10
13 3.8 5.4 4 2 1.5 2.7 4 1.9 5.7 3.6 3 2.2 3.32
14 5.4 5 4.2 4.4 4.8 2.4 3 2.7 2.7 3.4 3 4.3 3.78
15 2.9 2.9 3.7 2.3 3.3 2.9 1.9 1.4 2 2.6 2.7 5.1 2.81
16 6.6 6 2.2 1.9 4.5 5 6.6 5.7 2.2 2.5 2.4 3 4.06
18 2.9 2.3 3.2 3.3 12 4.9 2.9 2.4 1.6 2.5 3.5 2.5 3.65
20 4.2 7.6 4.2 3.7 3.9 3 4.3 3.7 2.9 3 3.2 3.6 3.94
22 3 2.5 3.4 1.9 3.1 3.4 4.7 6.5 8.3 4.8 6.2 2.8 4.22
24 7.4 6.1 9.6 10 5.3 3.2 3.9 4.9 7.3 5.6 6 3.9 6.11
26 7.4 5 2.8 2.5 2.2 2.2 4.7 7.3 4.5 5.5 3.6 5.2 4.41
27 4.5 3.8 2.8 3.6 6.1 8.9 5.2 5.2 4.9 4 3.7 3.4 4.68
28 1.5 1.5 1.4 2.9 1.7 1.4 1.8 2.9 3 2.6 2.6 1.2 2.04
29 4.2 4.2 3.6 5.3 3.1 2.7 3.6 4.5 4.9 6.6 4.7 3.6 4.25
30 3.7 3.3 4.3 4.1 3.5 1.9 2.7 2.2 3.5 5.5 6.1 3.4 3.68
Participant Number
Se
ss
io
n
 N
u
m
b
er
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Appendix F: Study 4 – Longitudinal Analysis A 
Spearman’s correlations and p-values (in brackets) from Estradiol and Progesterone levels 
(pg/ml) against the main outcome variables/ 
 Estradiol Progesterone 
ASY(%) -.438(.661) -.243(.808) 
LVF(%) -.179(.858) .081(.935) 
RVF(%) .081(.935) .341(.733) 
   
ASY(RT) .763(.445) .925(.355) 
LVF(RT) -.730(.465) -.471(.636) 
RVF(RT) .306(758) .828(.408) 
 
Bar charts showing the mean cross correlation for each participant for the main findings 
in Hausmann et al (2002) i.e. that Progesterone significantly effects RVF and Asymmetry 
RTs and Estradiol effects Asymmetry RTs. 
 
Page 328 of 328 
 
 
 
