Abstract. We consider integrable, category O modules of indecomposable symmetrizable Kac-Moody algebras. We prove that unique factorization of tensor products of irreducible modules holds in this category, upto twisting by one dimensional modules. This generalizes a fundamental theorem of Rajan for finite dimensional simple Lie algebras over C. Our proof is new even for the finite dimensional case, and uses an interplay of representation theory and combinatorics to analyze the Kac-Weyl character formula.
Introduction
Our base field will be the complex numbers C throughout.
1.1. In [7] , Rajan proved the following fundamental theorem on unique factorization of tensor products: Theorem 1. Let g be a finite dimensional simple Lie algebra, and C be the category of finite dimensional g-modules. Let n, m be positive integers and V 1 , V 2 , · · · , V n and W 1 , W 2 , · · · , W m be non-trivial irreducible g-modules in C such that
Then n = m and there is a permutation σ of {1, 2, · · · , n} such that V i ∼ = W σ(i) for 1 ≤ i ≤ n.
The following is an equivalent formulation of theorem 1 in which n = m, but with trivial modules allowed. Theorem 2. Let g be a finite dimensional simple Lie algebra, and C be the category of finite dimensional g-modules. Let n be a positive integer, and suppose V 1 , V 2 , · · · , V n and W 1 , W 2 , · · · , W n are irreducible g-modules in C such that
Then there is a permutation σ of {1, 2, · · · , n} such that V i ∼ = W σ(i) for 1 ≤ i ≤ n.
The characters of g-modules are Weyl group invariant polynomial functions on the maximal torus. Rajan's proof of theorem 1 proceeds via an intricate inductive analysis of the characters of tensor products, by fixing one of the variables, and passing to a suitable lower rank Lie algebra.
Special cases of this theorem for g = sl r appear in later works of PurbhooWilligenburg (for n = 2) [6] , and Bandlow-Schilling-Thiéry (for highest weights corresponding to rectangular Young diagrams) [1] . Their proofs employ the combinatorics of Young tableaux.
The primary goals of this paper are (i) to give an alternate, elementary proof of theorem 2, and (ii) to obtain a generalization to a natural category of representations of symmetrizable Kac-Moody algebras.
First, suppose g is a Lie algebra (possibly infinite dimensional) and C is a category of g-modules closed under ⊗ and containing the trivial module. If the assertion of theorem 2 holds for (g, C), then C cannot contain non-trivial one-dimensional gmodules. For, if V is a non-trivial one dimensional g-module in C, then so is W := V ⊗ V . But both V and W are irreducible, violating uniqueness (with
When g is a symmetrizable Kac-Moody algebra, a natural category of representations is O int , whose objects are integrable g-modules in category O. When the generalized Cartan matrix of g is singular (for example, when g is affine), we have g/[g, g] = 0; in other words, there are non-trivial one dimensional g-modules in O int . Thus, unique factorization of tensor products fails in general for (g, O int ). We show that this is essentially the only obstruction, i.e., uniqueness still holds upto twisting by one-dimensional representations. The following is the statement of our main theorem: Theorem 3. Let g be an indecomposable symmetrizable Kac-Moody algebra. Let n be a positive integer and suppose
Then there is a permutation σ of the set {1, ..., n}, and one-dimensional g-modules
indecomposable is the same as simple and (c) the only one dimensional g-module is the trivial one. Thus, theorem 3 is a generalization of theorem 2.
Remark 2. Unique factorization of tensor products upto twisting by one dimensional modules also appears naturally in the finite dimensional context when g = [g, g], for instance, when considering the Lie algebra gl n instead of sl n [7, theorem 3] .
Remark 3. Theorem 3 can be interpreted at the level of characters. For example, the characters of finite dimensional irreducible sl n -modules are the Schur functions; so if a symmetric polynomial can be factored as a product of Schur functions, then this factorization is unique (cf. [1, proposition 5.1] and [6, theorem 2.6]). Analogously, when g is an affine Kac-Moody algebra, the formal characters of irreducible modules in category O int form a distinguished basis for the space of theta functions considered as a module over the algebra of holomorphic functions on the upper half plane [4, chapter 13] . In this setting, our main theorem implies that if a theta function has a factorization as a product of irreducible characters, then such a factorization is unique.
1.2. The main idea of our proof of theorem 3 is easily illustrated in the simplest case of g = sl 2 . Here, the highest weights of V i and W j are indexed by positive integers a i and b j . Comparing highest weights of the modules in equation (1), one obtains n i=1 a i = n j=1 b j . Taking formal characters on both sides and simplifying, one gets:
where x := e −α and α is the positive root of sl 2 . Note that equation (2) is essentially just the equality of the product of numerators that appear in the Weyl character formula. It is a classical fact 1 that equation (2) implies the equality of the multisets {a i + 1 : 1 ≤ i ≤ n} and {b j + 1 : 1 ≤ j ≤ n}. We recall [7, proposition 4] that one way to prove this is by observing that if these multisets are disjoint (which can be ensured by cancelling common terms in equation (2)), then x := exp(2πi/K), where K is the largest element in the union of these multisets, is a zero of exactly one side of equation (2). Alternatively, we can apply the logarithm to equation (2) to obtain an equality of formal power series:
Now, letting k denote the minimal element in the union of the (disjoint) multisets as above, we observe that (a) all terms appearing on both sides of equation (3) involve only x r for r ≥ k and (b) the term x k appears on exactly one side of the equation (and with coefficient 1). This is the required contradiction.
Our proof of theorem 3 is based on this latter approach. We reinterpret the given isomorphism of tensor products as an equality of products of (normalized) Weyl numerators. These are now power series in l-variables, where l is the the rank of g. We then show that the logarithm of a Weyl numerator has a unique monomial of smallest degree containing all variables (propositions 1, 2). This is sufficient to establish uniqueness of the irreducible factors in the tensor product, along the same lines as for sl 2 .
We remark that if g is a finite dimensional simple Lie algebra, then the Weyl numerator is a priori a polynomial, but its logarithm is in the larger ring of formal power series. When g is infinite dimensional, the Weyl numerator is a formal power series to begin with.
The paper is organized as follows: §2 sets up the notational preliminaries, §3 contains the key statements concerning the logarithm of normalized Weyl numerators, and the proof of our main theorem, while §4 uses an interplay of combinatorics and representation theory to prove the key propositions of §3. The reader who is only interested in the finite dimensional case can skip the discussion concerning non-trivial one dimensional representations of g, and follow the rest of the paper taking g = [g, g] =a finite dimensional simple Lie algebra and O int =the category of finite dimensional g-modules.
2. Preliminaries 2.1. We will broadly follow the notations of Kac [4] . Let g be a symmetrizable Kac-Moody algebra with Cartan subalgebra h. Let Π be the set of simple roots, ∆ the set of roots, and ∆ + the set of positive roots of g. For α ∈ Π, let α ∨ denote the corresponding simple coroot. Let P , Q, P + , Q + be the weight lattice, the root lattice and the sets of dominant weights and non-negative integer linear combinations of simple roots respectively. Let W be the Weyl group of g, generated by the simple reflections {s α : α ∈ Π}, and let ε be its sign character. Let (·, ·) be a nondegenerate, W -invariant symmetric bilinear form on h * . Let h ′ be the span of the simple coroots of g and g ′ = [g, g] be the derived subalgebra of g. We then have g = g ′ + h and g ′ ∩ h = h ′ . The category O int consists of integrable g-modules in category O [4] . The simple objects of O int are the highest weight modules L(λ) indexed by λ ∈ P + . Given λ ∈ h * , define λ := λ | h ′ . Let G be the graph underlying the Dynkin diagram of g, i.e., G has vertex set Π, with an edge between two vertices α and β iff (α, β) < 0. We will refer to G as the graph of g. Observe that G does not keep track of the Cartan integers 2(α,β) (β,β) ; thus for instance the classical series A n , B n and C n all have the same graph.
We define the normalized character by χ λ := e −λ ch(L(λ)), and the normalized Weyl numerator by:
where ρ is the Weyl vector, satisfying ρ, α ∨ = 1 for all α ∈ Π. The Weyl-Kac character formula gives:
2.2. Now, let X α := e −α , α ∈ Π and consider the algebra of formal power series
. Since L(λ) has highest weight λ, it is clear that χ λ ∈ A. We also have that U λ ∈ A, since (λ + ρ) − w(λ + ρ) ∈ Q + for all w ∈ W . Both χ λ and U λ have constant term 1.
We call a monomial κ =
Given f ∈ A, say f = κ b κ κ (the sum running over monomials κ), the regular part of f , denoted f # , is defined to be the sum of only the regular terms in f , i.e., f
It is easy to see that f # is given by the formula
|J| f | Xα=0,α∈J but we will not need this.
Also given γ ∈ P + , define the associated regular monomial
Proof of the main theorem
The following lemma collects together some well-known properties :
Lemma 1. Let g be a symmetrizable Kac-Moody algebra and λ, µ ∈ P + . The following statements are equivalent:
Proof. The Weyl character formula (equation (5) Next, recall that if η ∈ A is a formal power series with constant term 1, its logarithm is a well defined formal power series: log η = − p≥1 (1 − η) p /p. The next two propositions are the key ingredients in the proof of our main theorem. Proposition 1. Let g be a symmetrizable Kac-Moody algebra. Given λ ∈ P + , we have:
for some c(g, λ) ∈ Z ≥0 . Further, c(g, λ) is independent of λ, and only depends on the graph of g.
Proposition 2. Letting c(g) := c(g, λ)
, we have further that c(g) ≥ 1 iff g is indecomposable, or equivalently, iff the graph of g is connected.
Thus, when g is indecomposable, the above propositions imply that M λ is the unique regular monomial of minimal degree appearing with nonzero coefficient in log U λ . When g is a finite dimensional simple Lie algebra, we will in fact show ( §4) that c(g) = 1. We defer the proofs of propositions 1 and 2 to section 4. We first deduce a unique factorization theorem for Weyl numerators (see also [7, theorem 2] ), and use this to prove our main theorem. Theorem 4. Let g be an indecomposable symmetrizable Kac-Moody algebra. Let n, m be positive integers and suppose λ 1 , · · · , λ n , µ 1 , · · · , µ m ∈ P + are such that the following identity holds in A:
Then n = m, and there is a permutation σ of the set {1, 2, · · · , n}, such that
Proof. Let a := min({deg(λ i ) :
We can assume without loss of generality that deg(λ 1 ) = a. Now apply the operator − log to equation (6) and consider the regular monomials on both sides :
By propositions 1 and 2, it is clear that M λ1 occurs on the left hand side of equation (7) with nonzero coefficient. Since all µ j 's have degree ≥ a, there must exist 1 ≤ j ≤ m for which M µj = M λ1 . By lemma 1, U λ1 = U µj . Cancelling these terms and proceeding by induction, we obtain the desired conclusion.
We now complete the proof of theorem 3. Given irreducible g-modules V i , W j as in equation (1), we let λ i , µ j be dominant integral weights such that V i = L(λ i ) and 
Multiplying both sides by e −β U n 0 and using the Weyl-Kac character formula (equation (5)), we get U λ1 · · · U λn = U µ1 · · · U µn . Theorem 4 and lemma 1 now complete the proof.
Proof of propositions 1 and 2
Throughout this section, we fix a dominant integral weight λ of g.
Let a
where c α (w) ∈ Z ≥0 , and define X(w) := α∈Π X cα(w) α = e w(λ+ρ)−(λ+ρ) .
For w ∈ W , let w denote a reduced word for w. We define I(w) := {α ∈ Π : s α appears in w}; this is a well defined subset of Π, since I(w) is independent of the reduced word chosen [3] . A non-empty subset K ⊂ Π is said to be totally disconnected if (α, β) = 0 for all distinct α, β ∈ K, i.e., there are no edges in G between vertices of K. Let I := {w ∈ W \{e} : I(w) is totally disconnected}. Given a totally disconnected subset K of Π, there is a unique element w(K) ∈ I with I(w(K)) = K; it is clear that w(K) is just the product of the commuting simple reflections {s α : α ∈ K}. Thus, I is in natural bijection with the set of all totally disconnected subsets of Π. Note that the elements of I are involutions in W . We now have the following key lemma.
Proof. We set γ := λ + ρ. First, observe that (c) follows immediately from definitions. Further, equation (8) shows that c α (w) = 0 for all α / ∈ I(w). Thus (a) follows from (b). We now prove (b) by induction on l(w). If w = e, then (b) is trivially true. Suppose that l(w) ≥ 1, write w = σs α with l(σ) = l(w) − 1 and α ∈ Π. This implies σ(α) ∈ ∆ + . Now
Now, either (i) I(w) = I(σ) or (ii) I(w) = I(σ) ⊔ {α}. In case (i), we are done by the induction hypothesis. If (ii) holds, observe that σα = α + α ′ for some α ′ in the Z ≥0 -span of I(σ). Equation (9) and the induction hypothesis now complete the proof of (b). The proof of (d) is along similar lines, by induction on l(w). Observe l(w) ≥ 2 since w / ∈ I ∪ {e}. Write w = σs α as above. If σ / ∈ I, then the result follows by the induction hypothesis and the fact that I(σ) ⊂ I(w). If σ ∈ I, then clearly I(w) = I(σ) and so I(w) = I(σ) ⊔ {α}. Since I(w) is not totally disconnected, we must have σα = α, i.e., σα = α + α ′ for some non-zero α ′ ∈ Z ≥0 -span of I(σ). We are again done by (c) and equation (9). 4.2. We now make the following useful definition. We let P k (G) denote the set of k-partitions of G and c k (G) :=| P k (G) |. We also define
where l = |Π| is the cardinality of the vertex set of G. Finally, given J : Since − log U λ = ξ + ξ 2 /2 + ... + ξ k /k + · · · , lemma 2 clearly implies that any regular monomial κ = α∈Π X pα α that occurs in − log U λ must satisfy p α ≥ a α for all α ∈ Π. It further implies that there is no contribution of ξ 2 to the coefficient of the regular monomial M λ = α∈Π X aα α , i.e., M λ occurs with the same coefficient in − log(1 − ξ) and in − log(1 − ξ 1 ). Thus, the coefficient of
Since ε(w(J )) = (−1) l for all J ∈ P k (G) and all k ≥ 1, we deduce that this coefficient is equal to c(G). Thus c(g, λ) = c(G) only depends on the graph G of g. This establishes all assertions of proposition 1, except for the non-negative integrality of the coefficient c(G). This will be established in proposition 3 below.
4.4.
In this section, we obtain another characterization of c(G). Since c(G) = c(g, λ) is independent of λ, we can take λ = 0. Thus, c(G) is the coefficient of M 0 in − log U 0 . Now, by the Weyl-Kac denominator identity, we have
where mult β is the root multiplicity of β. So The following statement about roots is well-known, but is included for completeness sake.
Proposition 4.
α∈Π α is a root of g ⇔ g is indecomposable. Proof. One half (⇒) follows from [4, Lemma 1.6] . For the converse, observe that the connectedness of G allows us to order the set Π of simple roots as (α 1 , α 2 , · · · , α l ) such that the partial sums β j := j i=1 α i satisfy (β j , α j+1 ) < 0 for 1 ≤ j < l = |Π|. Since (β j − α j+1 ) / ∈ ∆, a standard sl 2 argument proves that β j+1 ∈ ∆ if β j ∈ ∆. Since β 1 ∈ ∆, we conclude β l = α∈Π α is also a root.
Finally, observe that propositions 3 and 4 prove proposition 2. 4.5. In this subsection, we obtain an algorithm for the computation of c(G), and give an alternate proof of proposition 2.
We note that the definitions of §4.2 only need G to be an abstract graph. The main results of this subsection can be viewed as statements about abstract graphs.
Proposition 5. Let G be a graph containing at least two vertices, and p a vertex of G that is adjacent to a unique vertex of G. Let G ′ be the graph which is obtained from G by deleting the vertex p. Then c(G) = c(G ′ ).
Proof. Let q denote the unique vertex adjacent to p. Consider J = (J 1 , · · · , J k ) ∈ P k (G). Then, there are only two (mutually exclusive) possibilities: (a) J i = {p} for some i, or (b) p ∈ J i for some i for which |J i | ≥ 2. We enumerate the number of k-partitions of each type. If J is of type (a), then removing J i gives us a (k − 1)-partition of G ′ . Thus, the number of J 's of type (a) is precisely kc k−1 (G ′ ), since there are k possibilities for i. Next, if J is of type (b), deleting p from the part in which it occurs leaves us with a k-partition J ′ of G ′ . Conversely given J ′ ∈ P k (G ′ ), the vertex p can be inserted into any of the k − 1 parts of J ′ which do not contain q. Thus the number of J 's of type (b) is (k − 1)c k (G ′ ). Putting these together, we obtain for all k ≥ 1:
where c 0 (G ′ ) := 0. Plugging this into equation (10), we obtain c(G) − c(G ′ ) = (−1)
where l is the number of vertices in G. Since c 0 (G ′ ) = 0 and c k (G ′ ) = 0 for all k ≥ l, the telescoping sum on the right evaluates to 0. n (n ≥ 2) (in the notation of Kac [4] ). Then c(g) = 1.
Proof. The first part immediately follows from the above theorem by induction on the number of vertices of G. The second follows from the first since for such g, the associated graph is a tree.
Next, let G be a graph and e be an edge in G. Define G † e to be the graph obtained from G by deleting the edge e alone (keeping all vertices, and edges other than e intact). Let G e be the graph which is obtained from G by contraction of the edge e [2, §1.7], in other words, letting p, q denote the vertices at the two ends of e, G e is constructed in two steps as follows: (i) delete the vertices p, q of G and all edges incident on them; call this graph Γ, (ii) create a new vertex r; for each vertex s in Γ, draw an edge between r and s iff s was adjacent to either p or q (or both) in G.
