Abstract-Radar-derived refractivity from stationary ground targets can be used as a proxy of near-surface moisture field and has the potential to improve the forecast of convection initiation. Refractivity retrieval was originally developed for a single radar and was recently extended for a network of radars by solving a constrained least squares (CLS) minimization. In practice, the number of high-quality ground returns can be often limited, and consequently, the retrieval problem becomes ill-conditioned. In this paper, an emerging technology of compressive sensing (CS) is proposed to estimate the refractivity field using a network of radars. It has been shown that CS can provide an optimal solution for the underdetermined inverse problem under certain conditions and has been applied to different fields such as magnetic resonance imaging, radar imaging, etc. In this paper, a CS framework is developed to solve the inversion. The feasibility of CS for refractivity retrieval using single and multiple radars is demonstrated using simulations, where the model refractivity fields were obtained from the Advanced Regional Prediction System. The root-mean-squared error was introduced to quantify the performance of the retrieval. The performance of CS was assessed statistically and compared to the CLS estimates for various amounts of measurement errors, numbers of radars, and model refractivity fields. Our preliminary results have shown that CS can consistently provide relatively robust and high-quality estimates of the refractivity field.
I. INTRODUCTION

I
T HAS been shown that high temporal and spatial resolution measurements of the moisture field have the potential to improve the forecast of convection initiation [1] - [4] . However, spatial resolution from surface weather stations such as mesonets is often limited to 10-100 km [4] , [5] . On the other hand, radar-derived refractivity, which can be used as a proxy for near-surface moisture field, can provide better spatial resolution of a few kilometers and comparable temporal resolution of a few minutes [6] . High correlations can be generally found between refractivity derived from radar measurements and mesonet observations [7] , [8] . Note that the vertical profile of refractivity can be estimated from Global Positioning System based method [9] and is complementary to radar measurements.
Radar-derived refractivity is obtained by exploiting the phase of radar signals from ground targets [6] . The refractivity reconstruction using a single radar can be achieved by taking the range derivative of phase measurements and has been implemented on S-, C-, and X-band radars [7] , [10] - [12] . However, the resolution can be degraded due to the lack of high-quality ground targets in adjacent range gates. Note that the quality of ground target signals is affected by the changes in targets' shapes, ranges from the radar, variations in the height of targets, and precipitation delays, for example [7] , [8] . A network of weather radars was proposed to address this issue, where phase measurements from multiple radars are represented by a linear model with gridded refractivity field [13] . Consequently, refractivity retrieval is postulated as an inverse problem. The issue is that the number of measurements is typically fewer than the number of refractivity pixels to be estimated and the inversion is ill-conditioned. In other words, the commonly used least squares (LS) approach will lead to erroneous refractivity reconstruction. Therefore, a constrained LS (CLS) method was proposed, where a locally smoothed refractivity field is assumed [13] . The CLS method was verified using simulation [13] , and the principles were demonstrated by a field experiment with multiple S-band radars in CO [14] . It is shown that the performance of CLS can be improved by using two radars rather than a single radar for the same number of ground targets and measurements [13] .
The theory of compressive sensing (CS) has been developed to recover sparse signals using much fewer measurements than normally required [15] - [17] . Theoretically, CS can provide exact solutions via l 1 -norm minimization if signals are strictly sparse and are acquired with maximum incoherence in the absence of noise [15] - [17] . In practice, CS has been applied to many fields such as magnetic resonance imaging [18] , highresolution radar imaging [19] - [21] , etc. Previous studies have shown that CS can reconstruct compressible signals with high accuracy from noisy measurements [17] , [22] . The concept of sparsity and compressibility will be discussed in more detail later. In this paper, CS is introduced to reconstruct the refractivity field from a limited number of phase measurements and is compared to the CLS method.
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presented. The CLS method is briefly reviewed in Section III. In Section IV, the theory of CS is briefly discussed, and the application of CS to refractivity retrieval is developed. A numerical simulation to verify CS is discussed in Section V. The performances of CS and CLS methods will be assessed in Section VI. A summary and a conclusion are presented in Section VII.
II. FORMULATION OF REFRACTIVITY RETRIEVAL WITH NETWORKED RADARS
Given a stationary ground target located at a distance of R from the radar, the phase difference of radar signals at two observation times of t and t 0 [δφ(R, t − t 0 )] is determined by the integration of refractivity difference along the ray path [6] , as shown in the following equation:
where λ is the radar wavelength and δN is the refractivity difference between time t and t 0 as a function of range. The refractivity field at time t 0 is termed the reference map and is measured prior to the experiment typically on a calm day, when the meteorological condition is steady with cool temperature that leads to spatially uniform refractivity [6] . The introduction of the reference map made the refractivity retrieval possible because otherwise the radar's phases are severely wrapped, i.e., wrapped every half-wavelength due to the two-way ray path. For a single radar, the refractivity difference δN can be estimated from the range derivative of smoothed and interpolated phase differences. Consequently, the refractivity field at time t is obtained by adding back the reference map [7] , [12] . A more detailed description of refractivity retrieval using phase measurements from a single radar can be found in [7] and [12] . A linear model was introduced to represent the phase measurements from multiple radars [13] , [14] , and it is briefly reviewed here. Let us assume that the field of refractivity difference to be reconstructed consists of M × N pixels and is subsequently arranged into a column vector of η with a size of P × 1, where P = MN. As a result, the phase difference from a network of K radars and J ground targets can be represented in the following matrix form:
where Φ is a column vector of measured phase differences with a length of L = KJ, e is the measurement errors with size of L × 1, and H is the measurement matrix with size of L × P . Let h i be the ith row of H that represents one measurement from a radar to a ground target. Then, (1) is approximated by the product of h i and η. The values in h i are zero, except where the ray passes the pixels and the value is the length of ray path in that pixel. Therefore, the measurement matrix H is likely sparse. Note that, in this paper, the first J measured phase differences in Φ are obtained from the first radar, the second J measurements are from the second radar, etc. Note that the linear model can also be applied to a single radar (K = 1). Consequently, the refractivity retrieval is posed as an inverse problem to estimate P values of η from L measurements of Φ. If L is smaller than P , then (2) becomes an underdetermined problem. The LS method is not sufficient to produce unique solution. Therefore, CLS was developed to reconstruct refractivity from multiple radars by adding the criterion of smoothed field to constrain the solution space [13] . In this paper, CS is proposed to estimate refractivity from both single radar and networked radars. These two retrieval approaches are now briefly reviewed. Additionally, the root-mean-squared error (rmse) between the model and recovered images is used to quantify the quality of reconstruction and is defined as
T is the recovered or reconstructed refractivity difference field with size of P × 1. Although the refractivity N is dimensionless, it is often expressed in N-unit.
III. CLS
As mentioned previously, (2) is underdetermined due to the limited number of measurements. As a result, no unique solution exists. As such, the commonly used LS solution is often noisy due to the spatial discontinuity on the retrieved refractivity difference field [13] . In order to improve the LS solution, a smoothness function is proposed to minimize the sharp changes and to provide spatial continuity in the refractivity field. The smoothness function is defined as the squared second differences of the image as shown in the following equation [13] :
where Q is a P × P matrix that performs the squared second finite differences of the gridded field in horizontal, vertical, and diagonal directions [13] . In other words, the lower the D 2 value is, the smoother is the refractivity image. Moreover, the refractivity difference using CLS has two minimization processes that can be postulated as follows:
where the squared l 2 -norm is defined as x 2 2 = i |x i | 2 . In other words, the regularization for the reconstruction of refractivity difference can be performed in two parts by exploiting singular value decomposition (SVD) of H and the smoothness function D 2 . The SVD of H is written as H = UΣV T , where U and V are square unitary matrices and Σ represents the diagonal matrix of successively decreasing singular values. Note that the SVD computational time cost of H can be expensive because the H matrix is often large. Subsequently, the forward phase difference in (2) can be rewritten as Φ = (−4π10 −6 /λ)UΣV T η + e. In order to derive successive minimization, we define
. By multiplying both sides with V, η can be formulated as η = Vz = V t z t + V r z r (6) where
Note that the CLS solution in (6) has two parts asη CLS = η LS +η m . The LS solutionη LS is obtained from the truncated SVD (TSVD) of H (H t = U t Σ t V T t , where U t is L × t, V t is P × t, and Σ t is a t × t truncated matrix). t is determined by assuming that the Frobenius norm of the smaller singular values does not exceed a threshold [13] . Specifically, the LS solution from (2) is obtained by the inverse of the TSVD as shown in the following equation:
In other words, z t in (6) is derived as
As a result, V r is also known and has a size of P × (P − t). The next step is to derive z r in (6), which can be used to update the LS solution to meet the requirement of smoothed field. This can be achieved by substituting (6) into (4) and by minimizing D 2 with respect to z r . Consequently, the CLS solution can be derived in the following equation:
where I is a P × P identity matrix. Note that the CLS solution in (8) was derived from the LS solution by estimating from a prior assumption, i.e., smoothness. Therefore, the smoothness constraint in the minimization can mitigate sharp and strong variation in the refractivity field and results in smoothed refractivity. It should also be noted that CLS-derived refractivity becomes smoother if the threshold level to determine t is higher.
IV. CS
The emerging theory of CS has been studied as a new framework for solving underdetermined problems in a linear model [16] , [17] . It has been shown in CS that sparse images or signals can be reconstructed accurately from a limited number of incoherent measurements using a nonlinear reconstruction mechanism [15] , [16] . In this paper, CS is applied to solve the inverse problem of refractivity retrieval from radar phase measurements, where the number of measurements can be small due to the lack of high-quality ground clutter. The key elements required in CS to produce satisfactory reconstructions include sparsity, incoherence, and l 1 -norm minimization, which will be discussed in the following sections. Note that the discussion of restricted isometry property (RIP) with the relations sparsity and incoherence is made in Section VII.
A. Sparsity
In CS theory, images can be reconstructed with high accuracy from a limited number of measurements if the images are sparse [15] , [16] , [22] , [23] . A sparse image means that the image can be represented by only a few nonzero coefficients in either the original domain or its transform domain. For example, even if an image has all pixels of nonzero values, it might only contain a few nonzero coefficients after a linear transformation, such as Fourier transform or wavelet transform. Practically, the condition of sparsity might not be met, but most of natural images can be compressible in transform domains. The word "compressible" means that an image can be well approximated by a few large coefficients in the transform domain, but the rest of the coefficients have relatively smaller values and only contribute ignorable contents to the original image. In other words, if the coefficients for a compressible image are sorted, they decay rapidly. In this paper, the level of compressibility for a given image is defined based on the rmse between the image and its approximation using a portion of large coefficients. It will be explained in more detail in Section VI-C.
In this paper, the discrete cosine transform (DCT) [24] was applied to the field of refractivity difference. In other words, the refractivity difference can be represented by η = Ψθ, where Ψ is the DCT transformation basis function with size of P × P and θ is the transformation coefficients of η with size of P × 1. Two scenarios of refractivity difference with two different degrees of compressibility are exemplified in Fig. 1 , where the field of refractivity difference is shown from −12.5 to 12.5 km with resolution of 0.5 km in both directions (i.e., P = 2500). In scenario I, refractivity difference is shown in the upper left panel, and its sorted DCT coefficients are shown in the upper middle panel in a descending order. The rapid decrease of these coefficients suggests that the image is compressible but not sparse because small values are nonzero. In other words, the image can be well approximated by a few largest coefficients. For example, if only 6% of the largest transform coefficients is used, the approximated image is shown in the upper right panel with an rmse of 0.051 N-unit. The difference between the original image and the recovered image using a small number of coefficients is almost indistinguishable visually. In contrast to scenario I, a less compressible image is shown in the lower panels for scenario II. The decreasing rate of sorted DCT coefficients is slower than the one in scenario I. The image recovered using only 6% of the largest coefficients is presented at the bottom right panel with an rmse of 0.648 N-unit. Although the rmse value is significantly larger than that in scenario I, the general pattern of the refractivity difference field in scenario II is still preserved. This indicates that both scenarios are compressible, and the degree of compressibility in scenario I is higher.
The impact of different compressibility factors on CS refractivity retrieval will be discussed in more detail in Section VI-C. Additionally, the values of smoothness D 2 for both scenarios I and II are 35.68 and 6452.06 N -unit/km 2 , respectively. In other words, the refractivity difference in scenario I is smoother than that in scenario II.
B. Incoherence
To reconstruct sparse or compressible images using CS, the second important element is that the measurements should be obtained as incoherently with the sparse representation basis functions as possible [15] , [25] . The coherence is mathematically defined as the maximum value of inner products between the transformation basis Ψ and the measurement matrix H in the following equation [17] :
where ψ j is the jth column of Ψ and k i is the normalized ith row of H. Coherence is a measure of how these two bases are similar to each other and has a theoretical range of
. If each measurement vector k i spreads out in Ψ, μ approaches 1, indicating maximal incoherence. If one k i from H and one ψ j from Ψ are exactly the same, μ is √ P , indicating maximal coherence. Large coherence values suggest that some measurements are only sensitive to certain coefficients. Therefore, if the number of measurements is limited, the possibility of missing information from other coefficients that are not sensitive to these measurements increases. This can lead to poor reconstructions since missed information might be the important ones. On the contrary, incoherent measurements receive contributions from almost all or a significant portion of all the coefficients. While these contributions are linearly mixed in measurements, they are not lost, and the possibility of accurate reconstruction is increased. Therefore, CS needs the coherence to be as low as possible for better recovery. From another point of view, if the coherence becomes low, the minimal number of measurements needed for exact reconstructions decreases [15] , [17] . In the present study, while the computed coherence is relatively low (10 in a range of 1 to 60), such a value cannot guarantee exact recovery (similar to conditions with unsatisfied RIP) unless the sparsity property of signals to be recovered and the transformation matrix are also considered [15] , [26] . It is also worth to note that the condition of incoherence can be further improved by designing a better transformation matrix, which can result in better sparsity of signals in the transformed domain and incoherence to measurement matrices.
C. l 1 -Norm Minimization l 1 -norm is the sum of the magnitudes of the coefficients and is defined as x 1 = i |x i |. The l 1 -norm penalizes small values heavily compared to the l 2 -norm approaches, and thus, it tends to generate sparse solutions. It has been shown that the l 1 -norm minimization is more efficient in retrieving sparse signals than the conventional methods based on the l 2 -norm approach because sparse signals have a small l 1 -norm relative to the l 2 -norm [27] . It has also been shown that the unique solution for sparse signals can be found by using the l 1 -norm minimization [25] .
In this paper, another objective function termed as total variation (TV) norm was used in the minimization, which is defined by the sum of the magnitudes of gradients of the image [28] . It has been shown that TV in the optimization can mitigate high-frequency oscillations in the reconstructed images, which are typically caused by noise [29] . Consequently, the refractivity retrieval using CS is obtained by solving the following minimization problem:
where Ψ −1 is the inverse of Ψ, τ controls the consistency between the estimated data from reconstruction and measured data, and α controls the sparsity in Ψ and TV of the reconstructed refractivity field. The minimization problem was solved by using nonlinear conjugate gradients and backtracking line search [16] , where the error term and solution were updated in each iteration.
V. NUMERICAL SIMULATIONS
Numerical simulations were developed to demonstrate and verify the feasibility of CS for refractivity retrieval with both single and networked radars. The model refractivity field was generated from the Advanced Regional Prediction System (ARPS), a compressible nonhydrostatic storm-scale numerical weather prediction model developed at the Center for Analysis and Prediction of Storms, University of Oklahoma, Norman, OK, USA [30] . In this paper, a numerical simulation was performed for a period of approximately 2 h, from 1800 to 1945 UTC May 19, 2010, with 5-min intervals. The domain used for this refractivity study was with the size of 30 by 30 km and resolution of 0.1 by 0.1 km.
The simulation was initialized from a North American Mesoscale Model (NAM) 12-km analysis at 1800 UTC interpolated to the ARPS grids. The interpolated NAM analysis also served as lateral boundary conditions throughout the simulation. Given the high grid resolution (100 m horizontally), the model was configured to run as a large eddy simulation in order to develop more complex structures of the moisture field in the boundary layer. Since the initial conditions for model integration were interpolated from a much coarser 12-km NAM grid, there was a model spin-up period of less than 10 min that allowed for these complex structures to fully develop via forward integration. Absolute refractivity was obtained in the model every 5 min through the use of the classic Bean and Dutton equation [31] .
In this paper, the first model refractivity at 1800 UTC was considered to be the reference map, and the subsequent refractivity changes were obtained by the difference between the reference map and the current model refractivity. The resulting refractivity differences vary from approximately −9 to 12 N-units over the simulation period. The model field of refractivity differences is considered to be the truth.
For simplicity, the ground targets were located randomly with uniform distribution within the domain. Furthermore, it was assumed that all of the radars are operated at the same frequency of 10 GHz and are able to sense all the ground targets. Each radar range gate is defined by the beamwidth of 1
• and a range resolution of 100 m. For a given radar and ground target location, a row vector in the measurement matrix H (h i ) was obtained by gridding the simulation domain [13] as shown in Section II, and the resultant phase measurements were obtained using (2) . If multiple targets were presented within one range gate, the phase of the radar signal was obtained after the superposition of the complex signals from multiple targets. The measurement errors were simulated by adding random fluctuations, generated from a zero-mean Gaussian random variable with a desirable standard deviation (SD), to the model of refractivity difference. The SD of error is denoted by σ e .
The maps of simulated phase difference measurements from a radar located at the south-west corner of the domain, (−12.5, −12.5) km, together with 1200 ground target points and σ e = 1 N -unit are demonstrated at the left and right panels of Fig. 2 for the two scenarios discussed in Fig. 1 . The fields of refractivity for the two scenarios were obtained from the simulation at 1845 and 1920 UTC. In order for better presentation, the phase differences were interpolated to a grid size of 0.1 × 0.1 km. Although one of the practical and important issues for refractivity retrieval is the phase unwrapping, in this paper, it is assumed that the same unwrapped phases were to be used by both CLS and CS. The simultaneous phase unwrapping algorithm proposed for CLS reconstruction can be used for CS retrieval [13] . The idea is to group the ground targets that are locally close and have similar phase change within π/4 with respect to 2π and then unwrapping them locally.
In the reconstruction, the grid size of 0.5 by 0.5 km was used for refractivity retrieval within the domain of 25 by 25 km. Without any prior knowledge of the ground target locations, the H matrix was obtained by assuming only a single ground target located at the center of the gate. Practically, it is highly difficult to determine the number of ground targets and their exact locations within a range gate. In other words, even without noise contamination, errors can exist for model-based refractivity retrieval.
VI. NUMERICAL RESULTS
The goal of this section is to investigate the performance of CS for different amounts of noise, different numbers of radars, and various refractivity structures through statistical analysis. Additionally, the performance of CS will be compared to CLS under these conditions. The performances of both retrieval methods are quantified by the rmse defined in (3) . Note that the reconstructed field is the refractivity difference, and the absolute refractivity field can be easily obtained by adding back the reference refractivity field. For each case, 50 realizations were performed, each with independent ground target location and noise sequence. In Section VI-A, the SD of measurement errors (σ e ) is varied from 0 to 1.5 N-unit with a step of 0.5 N-unit to study the impact of noise for the two scenarios, given two radars located at (−12.5, −12.5), (−12.5, 12.5) km and 1200 ground targets. In Section VI-B, the number of radars is varied from one to four for the two scenarios, given 600 ground targets and σ e = 1 N-unit. In Section VI-C, the evolution of refractivity difference over the simulation period is investigated using three radars, σ e = 1 N-unit, and 800 ground targets.
A. Impact of Noise
In order to investigate the robustness of CS in refractivity retrieval, various amounts of noise were added, and the mean of the rmse values for CLS and CS in both scenarios is shown in Fig. 3 . The degradation of CS and CLS as a function of noise can be observed for both scenarios. Recall that refractivity difference field in scenario I is relatively more compressible than the one in scenario II, as demonstrated in Section IV-A (Fig. 1) . As a result, CS performs better in scenario I than scenario II for different noise levels, given the same number of measurements, manifested by the lower rmse. Similar results are observed for CLS because the smoothness of D 2 in scenario I is relatively low (in Section IV-A), and CLS is designed to reconstruct smooth fields. The performances of CS and CLS for different levels of compressibility and smoothness will be discussed in more detail in Section VI-C. Moreover, it can be observed that the degree of degradation of CS and CLS with noise also depends on the corresponding compressibility and smoothness levels. The rmse from the noiseless case can be thought of the upper bound of the performance for each algorithm under the given conditions.
It is important to point out that CS performs better than CLS in both scenarios for all noise levels considered. Moreover, in scenario II, the degree of degradation of CS with noise is comparable with CLSs. On the other hand, in scenario I, the degradation of CS is significantly slower than CLS, while CS and CLS have similar rmse values for the noiseless case. In other words, although CLS has better performance for the smoother condition in scenario I compared to scenario II, it is more susceptible to noise under such conditions. On the other hand, the degradation of CS with noise is relatively stable for both scenarios. One of the reasons is the use of TV constraint in CS. The inclusion of TV enforces adjacent pixels in horizontal and vertical dimensions to have similar values. In other words, CS searches for the solution with the minimal value of TV-norm and l 1 -norm, based on the parameter of α. On the other hand, it should be noted that the smoothness function D 2 used in CLS also enforces adjacent pixels in orthogonal and diagonal dimensions to have similar values based on the LS solution.
Examples of CS and CLS retrievals from one realization of the noiseless and noisy cases with σ e = 1 N-unit in scenarios I and II are provided at the left and right panels of Fig. 4 , respectively. Note that the models of refractivity differences are presented in Fig. 1 . It is clear that the refractivity differences for scenarios I and II can be grossly reconstructed using both CS and CLS for both noiseless and noisy cases, but some detailed structures are not recovered accurately. First of all, for both algorithms and scenarios, large errors often occur in the vicinity of regions with strong gradient, such as the V-shaped boundary of the positive refractivity difference in scenario I and the north-south-oriented arc-shaped boundary in scenario II. Second, in scenario I, the degradation of CLS from noiseless to noisy case of σ e = 1 can be clearly observed and is more evident than the degradation of CS, as indicated in Fig. 3 . Specifically, more fluctuations caused by the noise were produced by CLS for σ e = 1. Third, the sharp change of the arc-shaped boundary in scenario II is better resolved using CS than with CLS for both cases. Additionally, the smaller values of negative refractivity change on the south-west side of the domain are not recovered using either of the algorithms.
B. Impact of the Number of Radars
Expanding from a single radar to a network of four radars was studied by adding radars at the location on the order of (−12.5, −12.5), (−12.5, 12.5), (12.5, 12.5), and (12.5, −12.5) km. Note that the number of phase measurements is determined by the product of the numbers of radars and ground targets. In this experiment, a fixed number of 600 ground targets was used for various numbers of radars. It is shown in Fig. 5 that, for both CLS and CS in the two scenarios, the mean of the rmse values decreases as the number of measurements is increased by adding more radars. Note that the mean rmse of CS is lower than that of CLS for one to four radars in both scenarios. The impact of the number of radars on CS and CLS reconstructed refractivity difference is exemplified in Fig. 6 for σ e = 1 N-unit for both scenarios. It is evident that, for both CS and CLS, additional radars can provide better reconstruction, especially in the region of strong gradient. For example, the CS in scenario I with four radars can provide better refractivity difference field of the V-shaped boundary than CS with only a single radar located at (−12.5, −12.5) km. Similar results can be observed for CLS. Moreover, both CS and CLS can better reconstruct the sharp arc-shaped boundary using four radars than with a single radar. Additionally, CS can better reconstruct the shape of the structure in the refractivity difference field than CLS does for both scenarios and cases. It is also evident in Fig. 6 that the estimation of the refractivity difference using both CS and CLS is improved by using more radars for both scenarios.
It is interesting to compare the lower panels in Figs. 4 and  6 , where the number of measurements and noise level is the same. Note that two radars with 1200 ground targets were used in Fig. 4 , while four radars with 600 ground targets were used in Fig. 6 . It is more evident from scenario II that the combination of four radars with 600 ground targets produces better reconstruction in the upper portion of the arc-shaped boundary, where the refractivity difference of approximately 4 N-units is better recovered. Indeed, the mean values of the rmse using CS and CLS with two radars, namely, 0.88 and 0.98, are reduced to 0.82 and 0.89 with four radars, respectively. For a given ray path between the radar and the clutter, this path can be intercepted more often if additional radars were used. 
C. Evolution of Refractivity
To further demonstrate the feasibility of CS for refractivity retrieval, the fields of refractivity difference over the entire simulation period were used with three radars located at (−12.5, −12.5), (−12.5, −12.5) , and (12.5, 12.5) km; σ e = 1 N-unit; and 800 ground targets. The smoothness of D 2 from all of the 23 models of refractivity difference is denoted by a dashed line in Fig. 7(a) . Moreover, a compressibility index was introduced in this paper to quantify the compressibility of refractivity difference images. Note that a lower compressibility index indicates a more compressible refractivity image. Compressibility index is defined by the percentage of the number of largest DCT coefficients used to reconstruct the image that meets a predefined rmse between the original and recovered images. In this paper, an rmse of 0.051 was set to represent the case where the original image is well approximated, as shown in the upper panel of Fig. 1 . The compressibility index for the 23 modeled refractivity difference is denoted by solid line in Fig. 7(a) . Furthermore, the coherences under the conditions of various random target locations and different radar configurations were calculated to be approximately 10 for all the cases, which is considered to be low, given the theoretical value between 1 and 60. Since the coherence for all conditions is similar, the performance of CS is expected to largely depend on the compressibility index. Both compressibility index and smoothness increase (become less compressible and less smooth) with time in the first 75 min and subsequently become stable at the approximate compressibility level of 70% and smoothness of 6400 N-unit/km 2 . The evolution of refractivity difference from the model is exemplified in the first column of Fig. 8 for a 15 -min interval. The mean of the rmse values for CS and CLS over 50 realizations is shown in Fig. 7(b) for the entire simulation at 5-min intervals. The dependence of CS on the sparsity level and CLS on the smoothness level can be clearly observed. Specifically, the mean rmse of CS and CLS increases as the value of compressibility index and smoothness increases. Note that CS provides better performance than CLS for the entire simulation period. The difference of the rmse between CS and CLS is as large as 0.27 at 1805 UTC and decreases to approximately 0.07 at 1915 UTC. It is interesting to point out that the degradation of CS is faster than CLS from 1805 to 1900 UTC in Fig. 7(b) . It indicates that the CS is more sensitive to the level of compressibility than CLS is to smoothness, under the 1-N-unit noise.
Examples of CS and CLS reconstruction are shown in the second and third columns of Fig. 8 , respectively. Strong gradient in refractivity difference becomes more evident as the time evolves, and therefore, the smoothness value increases (less smooth). Generally speaking, both CS and CLS can qualitatively reconstruct the refractivity difference most of the time. This can be observed easily from the results in Fig. 8 after 1850 UTC. Moreover, CS provides better reconstructions than CLS especially for the first hour, when the compressibility level is relatively low. Additionally, CLS produces noisier reconstruction than CS over the 2-h simulation period.
VII. SUMMARY AND CONCLUSION
The performance of conventional refractivity retrieval can be limited by the number of high-quality ground returns. In this paper, the emerging technique of CS has been proposed to improve the refractivity retrieval using a network of radars. CS has been applied to other fields and has shown promising image reconstruction with much fewer measurements than those used in the conventional sampling scheme. The application of CS to refractivity retrieval was formulated using a linear model and subsequently demonstrated using simulations, where the modeled refractivity fields were obtained from a numerical weather prediction model. The performances of CS and CLS were quantified using rmse and were tested statistically as a function of noise, number of radars, and refractivity models with different compressibility and smoothness. Note that both CS and CLS rely on the same linear model and can be implemented for a single radar. It is evident that both CS and CLS can grossly reconstruct the refractivity difference for most of the time. Moreover, from the cases investigated, CS always provides better reconstruction than CLS, manifested by the lower rmse. In addition, the results have shown that CS is also less susceptible to noise contamination, especially when the image for reconstruction is more compressible.
By taking advantage of networked radars, both CS and CLS performances are improved as the number of measurements and the viewing angles increase. However, the shape of the refractivity difference is better preserved in CS than CLS. The CS algorithm can be further improved by more carefully choosing penalty parameters between the DCT and TV terms. In CLS, the selection of the threshold level for the singular values may not be optimal. Based on the cases presented in this paper, CS has the potential to perform better reconstructions than CLS given the same condition such as noise, number of radars, etc.
In the present study, the coherence condition has been studied to assess the probability of exact reconstruction using l 1 -norm minimization on sparse images. It is important to note that, while coherence is fundamental in evaluating quality of sparse approximation, the satisfaction of the RIP enables more robust and stable reconstruction of sparse signals [26] . RIP ensures that two sparse images with the same transform coefficients at different locations cannot produce the same measurement vector and thus guarantees a unique solution [26] . However, it is computationally expensive to check the RIP condition [32] . On the other hand, coherence provides an alternative way in checking the probability of robust recovery [33] . Additionally, coherence can be conservatively used to bound RIP and enables stable recovery via l 1 -norm minimization [21] . Furthermore, it is also important to note that compressible images can be reconstructed by approximating most significant transform coefficients, even when RIP is not satisfied [34] , [35] . While, under such conditions, the recovery of images might not be exact, they are still valuable in solving practical problems. In the present study, while the computed mutual coherence is relatively low (10 in a range of 1 to 60), such a value cannot be used to guarantee exact recovery (similar to conditions with unsatisfied RIP) unless sparsity property of signals to be recovered and the transformation matrix are also considered [15] . On the other hand, the present simulation results demonstrate that the proposed method based on the CS theory indicates better performance than CLS in reconstructing refractivity. It is also worth to note that the condition of incoherence can be further improved by designing a better transformation matrix, which can result in better sparsity of signals in the transformed domain and incoherence to measurement matrices.
In this paper, the selection of radar location on the corners as well as random target locations are for simplicity. Note that ground targets are likely to group together and are sparsely distributed, which makes even more challenging to estimate the phase. This paper is just the first step to tackle the problem, and a more general and convenient setup was used. As such, the improvement in the overlap region of refractivity from additional radar can be easily observed and quantified. For the future study, a realistic radar configuration and target locations will be considered. The phase unwrapping algorithm will be tested and implemented for refractivity field experimentation.
