We present QNet, a method for constructing split networks from weighted quartet trees. QNet can be viewed as a quartet analogue of the distance-based Neighbor-Net method for network construction. Just as Neighbor-Net, QNet works by agglomeratively computing a collection of circular weighted splits of the taxa set which is subsequently represented by a planar split network.
network construction approaches since (possibly expensive) character-based treebuilding methods may be used to derive weighted quartet trees from which, in turn, relationships between the full collection of taxa can then be efficiently deduced, see e.g. (Colonius and Schulze 1977; Bandelt and Dress 1986; von Haeseler 1988) .
It should also be noted in this context that some data-analysis methods produce genuine quartet data -see e.g. (Weyer-Menkhoff et al. 2005) where rate matrices accounting for amino-acid mutation rates in mitochondrial protein sequences have been used to derive such genuine quartet data.
Indeed, based upon this philosophy, various methods have been concocted for constructing phylogenetic trees from quartets, including Tree-puzzle (Strimmer and von Haeseler 1996) , Addquart (Berry and Gascuel 2000) , quartet cleaning (Berry et al. 1999 ), a dynamic programming approach (Ben-Dor et al. 1998) , and a linear programming method (Weyer-Menkhoff et al. 2005) .
QNet can be viewed as a quartet analogue of the distance-based Neighbor-Net (NNet) method for constructing planar split networks (Bryant and Moulton 2004 ).
As we shall explain below, QNet works in a fashion similar to NNet by agglomeratively computing a collection of so-called circular weighted splits of the taxa set which is subsequently represented by a planar split network. This can provide a useful alterative to NNet when distance data are not available, or a character based approach is preferred. Moreover, it can be helpful in determining whether a quartet-based tree-building method (such as one of those mentioned above) might be appropriate for a given data set or not.
Methods
Before presenting the QNet method in detail, we briefly summarize the way in which it works: QNet takes as input each of the 3 possible resolved quartet trees on each subset of 4 taxa, each having a weight that we assume to be pre-computed using whatever method the user wants to apply. Using this information, QNet agglomeratively computes a circular ordering of the taxa to which a collection of bipartitions or splits of the taxa is canonically associated. This determines the topology of the QNet network. A least-squares procedure is then applied to estimate the length of the network's edges.
Compatible and circular split systems
A (proper) split of a given set X of taxa is a bipartition of the set X into two (nonempty) subsets or "parts". A split is called trivial if one of its two parts contains one taxon, only. Splits naturally arise in the context of (unrooted) phylogenetic or, more generally, X−labeled trees since the removal of any edge of such a tree T leads to a split of X into the two disjoint and non-empty (!) subsets of X that are contained in the label set of either one of the two connected components of the resulting X-labeled forest (cf. (Semple and Steel, 2003) for more details). Any collection of splits that can be derived in this way from a fixed X−labeled tree is called a compatible split system (for X).
In order to display more complex evolutionary patterns, we employ a generalization of compatible split systems called circular split systems. To define such split systems, define first a circular ordering of X to be a cycle C = (X, E) with vertex set X and edge set E 1 . Using this concept, we define a collection S of splits of X to be a circular split system (for X) if there exists a circular ordering C of X such that, for every split A|B ∈ S, there are two edges e, e ′ of C such that A and B are the vertex sets of the two components of the graph obtained from C by removing e 1 In technical terms, a cycle is a connected and 2-regular graph. Note that, given a set X of cardinality n ≥ 3, there exist exactly
distinct circular orderings of X (and none if n ≤ 2). Note also that, in the context of the Traveling Salesman's Problem, such a circular ordering is often also called a tour. 4}|{5, 6, 7, 8, 9, 10}, {5, 6, 7, 8}|{9, 10, 1, 2, 3, 4}, and {1, 2, 3, 4, 5, 6}|{7, 8, 9, 10}. and e ′ .
To visualise circular split systems, we can also make use of the fact that a cycle C can be embedded into the plane as the boundary of a convex polygon. Then, every pair {e, e ′ } of edges that corresponds to an element of the split system can be visualized as a straight line that cuts the edges e and e ′ (see Figure 1 ).
Note that, given a circular ordering (X, E) of X, the unique largest circular split system S(X, E) := {S e,e ′ : {e, e ′ } ∈ E 2 } resulting from a circular ordering (X, E)
Note also that compatible split systems are always circular and that a split system is weakly compatible if (and only if) all of its 3-subsets are circular (Bandelt and Dress 1992a) . Hence, the class of circular split systems encompasses the class of split systems corresponding to a tree.
Weighted split systems
For edge-weighted phylogenetic trees, it is natural to assign a weight to each split equal to the length of the corresponding branch in the tree, and the weight 0 to every other split of X.
More generally, any assignment Σ that associates a non-negative real number to each split of a given set X is called a weighted split system (for X). It is called a compatible weighted split system (for X) if it is derived from a weighted phylogenetic tree. And it is called a circular weighted split system (for X) if its support (i.e., the set of splits S with Σ(S) = 0) is a circular split system (for X).
A circular weighted split system is therefore completely determined by (i) a circular ordering (X, E) of X and (ii) a map that assigns a non-negative weight to every split in S(X, E) (as it assigns the weight 0 to all other splits of X).
Planar split networks
Weighted circular split systems can always be visualized by a special kind of phylogenetic network called a planar split network, in which every split corresponds to a collection of parallel edges all of which are of the same length proportional to the weight of the corresponding split (Dress and Huson 2004 ) -see also (Bryant and Moulton 2004) for an elementary explanation. Split networks were introduced by Bandelt and Dress (see e.g (Bandelt and Dress 1992b) ), and are commonly used to represent incompatible and ambiguous phylogenetic signals in a data set (Huson and Bryant 2006) . Such networks can be generated from weighted circular split systems using SplitsTree4 (Huson and Bryant 2006) , see also (Bryant and Dress 2006 ) for more general types of split systems.
Realizing quartets
A quartet is a split of a 4-taxa set into two parts each containing two distinct taxa.
We denote the quartet on the taxa set a, b, c, d that groups a, b versus c, d, by ab|cd.
An arbitrary split of a given set of taxa is said to display a quartet ab|cd if a, b are in one part of that split and c, d in the other (see Figure 2 for an example). We say that a quartet is realized by a circular ordering if it is displayed by some split in the maximal circular split system corresponding to that ordering. A quartet weight function is a function that assigns a non-negative weight to each possible quartet.
In this terminology, the input to QNet is a quartet weight function that is assumed to be precomputed by the user.
A weighted split system naturally gives rise to a quartet weight function: To each quartet, we assign the sum of the weights of all those splits that display the quartet. We call a quartet weight function circular if it can be obtained from a weighted circular split system in this way. It can be shown that, for a circular quartet weight function and for every 4 taxa a, b, c, d, at least one of the weights of the three possible quartets ab|cd, ac|bd, and ad|bc has to vanish. If the input quartet weight function does not have this property, we subtract the smallest of the three possible weights on each quartet from each of their three weights, in order to obtain a function that does.
Since trivial splits do not display any quartet, the quartet weight function obtained from a weighted split system does not depend on the weights of the trivial splits. Hence, a method that reconstructs split systems from quartet data cannot calculate appropriate weights for the trivial splits. To make sure that the trivial splits are easy to see in the final split network, QNet associates the average weight of all non-trivial splits in the system to every trivial split.
Constructing a cyclic ordering
First we recall that, given a natural number k ≥ 0, a path of length k is defined to be a connected graph (V, E) having a vertex set V of cardinality k + 1 and an edge set E of cardinality k such that no vertex in that graph has a degree larger than two, i.e., a path is a "highly degenerate" tree with exactly k + 1 vertices without any "branching points". In consequence, any path of length k ≥ 1 has exactly two vertices of degree 1 which are also called the ends of the path, while all others vertices have degree 2. Note that, given a path (V, E) of length k and two distinct vertices u, v ∈ V , the smallest subgraph of (V, E) containing the vertices u and v is a path of length k ′ ≤ k whose two ends are the vertices u, v. Note also that adding to a path of length k ≥ 3 the unique edge that connects its two ends yields a circular ordering of V , while connecting any two ends (or, more generally, any two vertices of degree at most 1) of two disjoint paths (V 1 , E 1 ) and (V 2 , E 2 ) of length k 1 and k 2 , respectively, by an edge yields a paths of length k 1 + k 2 + 1.
The main idea behind QNet is to find a circular quartet weight function that is as similar as possible to the input quartet weight function. Since every quartet that is not realized has weight 0, QNet tries to choose a cyclic ordering of the taxa for which the sum of the weights of all realized quartets is maximal. However, the corresponding optimization problem is NP-hard (Grünewald and Moulton 2006) .
Therefore, QNet uses a heuristic agglomeration process that we describe now:
QNet employs an agglomeration procedure that starts with a graph G 0 with vertex set a set X of taxa of cardinality n ≥ 4 that has no edges, allowing us to consider every taxon as a path of length 0. It then iteratively constructs a sequence of graphs
. . , G n−1 = (X, E n−1 ) with the same vertex set X by adding one new edge at a time to the current graph G ν so that the resulting graph G ν+1 remains a disjoint collection of paths. The collection of paths whose disjoint union forms the graph G ν will be denoted by P ν . The process ends when a graph G n−1 is obtained that consists of a single path. By adding the one edge that joins its two ends, this determines a circular ordering of the taxa set X (for example, see Figure 3 ).
Note that a quartet ab|cd is realized by every circular ordering (X, E) of the taxa set X that contains one such intermediate graph This process is clearly determined by the way in which the two taxa are selected that are to be joined by a new edge at each stage. The selection is made in two steps.
In the first step, two paths are chosen that will be joined next. For any four distinct paths P 1 , P 2 , P 3 , P 4 ∈ P ν from the intermediate graph G ν , let w(P 1 , P 2 |P 3 , P 4 ) be the average weight of all quartets p 1 p 2 |p 3 p 4 with p 1 , . . . , p 4 representing taxa in the paths P 1 , . . . , P 4 , respectively. We then choose two paths P 1 and P 2 for which
is maximal where the sum is taken over all pairs P 3 , P 4 of distinct paths that are also distinct from P 1 and P 2 . If there are at most three paths left, then all sums vanish and an arbitrary pair of paths is selected. Note that, for phylogenetic trees, the quartet selection criterion is equivalent to the NJ criterion in case the quartets are appropriately weighted (Pachter and Sturmfels 2005, p. 77 ).
In the second step, one of the (at most two) ends v 1 of P 1 and v 2 of P 2 is chosen that maximizes the sum over the weights of all quartets x 1 x 2 |x 3 x 4 for which x 1 is in P 1 , x 2 is in P 2 , x 3 is in P 1 or P 2 , and neither x 3 nor x 4 are on the path from x 1 to v 1 in P 1 or on the path from x 2 to v 2 in P 2 . This maximizes the sum of the weights of all quartets that are realized by every cyclic ordering that can be obtained by further joining the new collection of paths obtained by joining P 1 and P 2 by adding one edge connecting v 1 and v 2 .
Least squares estimation of split weights
In a fashion similar to NNet, after a cyclic ordering (X, E) of the taxa set X has been computed, QNet employs a non-negative least-squares algorithm to calculate a weight for each of the splits in S = S(X, E) as follows: Let Q = Q(X) denote the set of all quartets that can be formed using the elements of the taxa set X, and let A = (a Q,S ) Q∈Q,S∈S be the |Q| × |S| matrix, with rows indexed by Q and columns indexed by S, and entries a Q,S = 1 if Q is displayed by the split S in S and a Q,S = 0 else. Then, for the input quartet weight function w, considered as a vector in R Q , QNet computes the non-negative vector l in R S that minimizes the Euclidian norm of the vector Al − w. This solution is unique as the matrix A has full rank |S| since, for every split S ∈ S, there is a quartet Q ∈ Q that is realized by S and by no other split in S. In practice, the solution is obtained using the non-negative least-squares algorithm NNLS the details of which can be found in (Lawson and Hanson 1974, pp. 160-165) .
Consistency and efficiency of QNet
An important property that any algorithm for reconstructing phylogenies should satisfy is that it is consistent, i.e., that if a certain tree or network is used to generate the input for that algorithm, the algorithm should return precisely this tree or network.
Just as NNet, the design of the QNet algorithm was in part dictated by insisting that it should be consistent, i.e., that if the input quartet weight function to QNet is circular, then the ouput should be the (up to trivial splits) unique weighted circular split system corresponding to this weight function. The proof that this is indeed the case is quite long and technical and is given in (Grünewald and Moulton, 2006) .
As a consequence, it follows that if a quartet weight function corresponding to an edge-weighted phylogenetic tree is taken as input to QNet, then QNet will return the splits and branch weights corresponding to this tree, excluding pendant edges.
Concerning efficiency, the QNet agglomeration procedure is O(n 4 ) in time and space for a set consisting of n taxa. For the least-squares estimation algorithm, if negative split weights are allowed, the running time is O(n 6 ). However, the NNLS algorithm has a super-polynomial worst case running time. Nevertheless, as with NNet (which also employs a non-negativity constraint) the constrained least-squares algorithm tends to terminate quite quickly in pratice, and we have been able to analyze data sets containing up to 120 taxa. For example, it took approximately 3.5 minutes on a PC with an AMD Athlon XP processor with 1.67 Ghz to compute a QNet on 64 taxa. Moreover, even though the matrix A described above has O(n 6 ) entries, we reduced the required storage space for the least-squares procedure to O(n 4 ) by calculating A T A directly (Grünewald and Moulton 2006).
Implementation
QNet has been implemented in java and is available for download at http://www.cmp.uea.ac.uk/∼vlm/qnet. The output of QNet is a weighted circular split system in NEXUS format. SplitsTree4 (Huson and Bryant 2006) can be used to produce a split network from the QNet output file.
Results
To demonstrate the applicability of QNet, we present an analysis of the Salmonella data set presented in (Kotetishvili et al. 2002 ) that was originally analysed using split decomposition, and reanalysed in (Bryant and Moulton 2004) using NNet.
We computed quartet weights using default parameters in the Tree-Puzzle program (Strimmer and von Haeseler 1996) . This computes a posterior likelihood for each quartet using the Hasegawa-Kishino-Yano (HKY) model of substitution (Hasegawa et al. 1985) . In Figure 4 , we present the associated likelihood mapping -a visualisation of the phylogenetic content of a sequence alignment in which each point represents a weighted quartet (Strimmer and von Haeseler 1997) -and the tree-puzzle tree.
From the likelihood mapping, we see that the majority of quartets are mapped close to the three vertices of the triangle which, at first glance, seems to suggest a tree-like behaviour. However, the Tree-puzzle tree is only moderately resolved indicating that there are many conflicts in the data. In particular, 4 high scoring splits -those contained in over 25 percent of the 10,000 trees used to generate the tree-puzzle tree -conflict with the Tree-Puzzle tree and there are 3 more pairs of conflicting high scoring splits.
As input for QNet, we used two different methods to compute quartet weights:
(1) Using Tree-puzzle, we computed the posterior likelihood and the maximum likelihood branch length of the interior edge of every quartet, and took the quartet weight to be the product of these two numbers. These weights have the attractive property that, under the maximum likelihood model, they converge to the true branch length as the sequence length grows (David Bryant, personal communication). We refer to these weights as the expected branch lengths. (2) We computed quartet weights by applying the extension of the statistical geometry method described in (Nieselt-Struwe and von Haeseler 2001, p. 1206) . For short, we call these the geometric weights.
In Figure 5 , we present an NNet and two QNets for the Salmonella data set.
The NNet in (a) was computed using the distance matrix described in (Bryant and Moulton 2004) , the QNet in (b) was computed using expected branch lengths, and the QNet in (c) was derived from geometric weights. All three networks exhibit the same major splits. Also, as expected from the analysis performed in (Bryant and Moulton 2004) , all of the networks indicate complex patterns of evolution. Note that, although the split with one part consisting of Sha146, Sha135, UND8, Sjo99, Sha151 and Sty19* occurs in 93% of the trees constructed by Tree-Puzzle, it is only represented in the network depicted in Figure 5 (b) and that, moreover, this network represents also a conflicting split of higher weight. This indicates that trying to represent data by a tree can result in high support for splits that are not supported if the restriction to trees is omitted.
The two QNets are quite similar to the NNet, although they both exhibit more splits. We found that this was the case for many of the data sets that we have analyzed so far (data not shown). As discussed in the methods section, in contrast to NNet, QNet does not allow the estimation of the length of pendant edges. This could explain why the major splits in NNet are comparatively shorter than the same splits in the QNets. Note also that the QNet computed using expected branch lengths in Figure 5 (b) displays less splits than the QNet in (c), which might indicate the statistical-geometry estimation procedure picks up more noise than the expectedbranch lengths procedure.
All of the networks in Figure 5 display a considerable number of low weight splits which could be related to the amount of noise in the data. To deal with this phenomenon, we tried filtering out all splits displayed by a split network for which there is a conflicting split represented that has a much higher weight (we took 10 times the weight). This method has the attractive property that if it is applied to a tree, the tree will remain unchanged. We applied this method to the networks in Figure 5 (b) and (c); the resulting networks are presented in Figure 6 . We see that the number of splits decreases from 123 to 82 for Figure 6 (a) and from 159 to 97
for Figure 6 (b). Even so, the major splits and the main conflicts are still displayed after the filtering. in the text. The QNet in (b) was computed using expected branch lengths, and the QNet in (c) was computed using geometric weights.
Discussion
We have introduced and implemented a new method called QNet for inferring phylogenetic networks. As with NNet, QNet outputs circular split systems, although it infers these from weighted quartet trees as opposed to distances.
To demonstrate QNet's applicability and some of its properties, we applied it to a Salmonella data set origanally appearing in (Kotetishvili et al. 2002) . We found that QNet produced similar results to NNet, but that it tended to infer more splits than NNet. As expected, we found that QNet clearly depends on the method used to compute quartet weights although, for the two methods we applied (expected branch lengths and geometric weights), the main splits inferred by QNet were the same. We also found that QNet was able to determine incompatibilities in quartet data that were not apparent in the associated "likelihood mapping" (cf. Figure 4) , a fact that might explain why the tree-puzzle tree exhibited, in spite of a reasonably well looking "likelihood mapping", an unexpected degree of "unresolvedness". Thus, QNet may be useful for determining whether quartet-based tree-building methods may be appropriate for a given data set.
QNet has various useful features. As with all network methods, QNet does not force the data onto a tree. In addition, QNet is consistent: If quartets corresponding to a circular split system are used as an input into QNet, it will reproduce this split system. In particular, if QNet is applied to the quartet weights corresponding to a tree, then QNet will produce that tree. We therefore expect that QNet could provide a useful alternative to NNet when distance data are not available. Moreover, since reduction of data complexity in terms of quartets is probably more conservative than in terms of distances, QNet could also provide a useful complementary method to NNet if both, quartet and distance data, are available. In regards to this, we note that QNet uses all quartet information, as opposed to some tree building methods such as Tree-Puzzle and Addquart that make selective (and input-order dependent) use of the quartet data they generate.
QNet does have some drawbacks. As with NNet, QNet produces outerplanar split networks which, even though they are easier to visualize, might not be suitable for high dimensional data (Bryant and Moulton 2004) . In addition, for n taxa, QNet runs in O(n 4 ) in memory and O(n 6 ) in time if non-constrained least squares is employed. Thus, QNet is probably not appropriate for very large data sets (for which it might anyhow be difficult to obtain a good visualization in terms of networks).
Moreover, as with all pure quartet methods, QNet does not allow the estimation of the length of pendant edges, and could profit considerably from improved strategies for computing quartet weights (Felsenstein, 2004, Chapter 12 ).
In 
