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One of the major portions of the analytical procedure used by
 
NASA-JSC in determining crop acreage is the method used for estimating
 
crop proportions. One of the major tasks of this contract was to
 
evaluate a set of five potential crop proportion estimators. Several
 
studies of these proportion estimators are contained in this annual
 
report including an empirical comparison of the different estimators using
 
actual data and also an empirical study on the sensitivity (robustness)
 




A concern when constructing a practical procedure for estimating
 
crop production is the problem of encountering missing data, primarily
 
due-to cloud cover on one or more passes of the earth observation
 
satellite. 
 The effect of missing data upon the crop classification­




A basic discussion of the potential methods of crop acreage (pro­
portion) estimation is contained in Paper 1. A literature study on
 
these various estimators is contained in the report along with a complete
 
description of each estimator including their known properties, bias,
 
and MSE (mean square error). Paper 2 contains an empirical comparison
 
of these proportion estimators using actual ERTS-A four channel multi­
spectral scanner data taken over a 14 square mile test area site in Hill
 
County, Montana. 
The report contains the results of several experiments
 
including (for each experiment) the MSE's for each proportion estimator.
 
One such proportion estimator, the Odell-Chhikara (O-C) estimator,
 
cannot be evaluated as previously proposed in earlier reports if the
 
confusion matrix used to estimate the population proportions is singular.
 
Paper 3 removes this problem by demonstrating two different methods for
 
evaluating the proportion estimate utilizing matrix pseudoinverses and
 
a modified Simplex procedure. The MSE for this estimator is also derived.
 
Paper 4 is a simulated sensitivity study of one class of these
 
proportion estimators, the mixture estimators. Graphs and MSE's are
 
included for each of the mixture proportion estimators for each simulated
 
experiment. Paper 5 contains a technique for determining one such mix­
ture proportion estimator, the maximum likelihood mixture estimator. The
 
solution to the normal equations for determining the maximum likelihood
 
estimates is an iterative one requiring initial estimates. This report
 
compares the number of iterations necessary for convergence using
 
different initial estimates on a set of actual ERTS data.
 
As mentioned previously, a major problem in any workable crop
 
production estimation procedure is the problem of missing data. One
 
such question that must be answered is "what happens to the quality of
 
the proposed classification schemes when one encounters cloud cover on
 
a pass of the satellite during one of the biological phases of the crops
 
in-some particular region?" In fact, this raises the general question
 
of how to classify a region when one encounters missing data. For example,
 
one could classify using only the complete data that exists or possibly
 
estimate the missing values in some optimum fashion and proceed as if
 
the estimated values were actual values. These and other methods of
 
treating missing data are discussed at length in Paper 6 which includes
 
iv 
a comparison of the different methods using different sets of simulated
 
data. Assuming a multivariate normal for the distribution of the multi­
spectral scanner measurements, Paper 7 develops expressions for the
 
estimators of the mean vector and covariance matrix using both complete
 
and incomplete data. The report alto contains a maximum likelihood
 
scheme for classifying an observation vector into one of two multivariate
 
populations with unknown means but known covariance matrices: Finally,
 
Paper 8 considers the a priori probabilities of encountering missing
 
data and calculates (and plots) the various probabilities of mis­
classification for the two population case.
 
The final problem addressed in this report is the problem of taking
 
yield data (bushels per acre) gathered at several yield stations and
 
extrapolating these values over some specified large region. For example,
 
one might have such yield data at ten locations (stations) in the state
 
of Kansas and wish to derive a yield estimate at each grid point (for
 
some pre-determined grid) lying within the state. Paper 9 examines
 
ten such methods ranging from merely using the sample mean to estimate
 
the yield at every grid point to much more sophisticated techniques
 
requiring extensive computer programming. The report also compares
 
these ten extrapolation procedures using an empirical study with five
 
years of wheat data from North Dakota covering the years 1962-1966. The
 
authors also wrote a Fortran contour mapping program that plots the
 
extrapolated results of any one method as a contour map of the entire
 
region of interest. A contour is defined to be a line (or area) of
 
roughly constant yield (i.e. lying within some specified interval).
 
The effects of using one extrapolation method over another can
 
v 
readily be determined by comparing the corresponding contour maps.
 
The final report, Paper 10, is a description of the Fortran com­
puter programs written by the University of Texas at Dallas in support
 
of some of the research activities carried out in these reports. The
 
descriptions are very brief and are not meant to be program users'
 
guides but instead are intended to acquaint the reader with their basic
 
intent and input requirements. Further program documentation and computer
 
card decks are available upon request.
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In many areas of application of statistical data analysis unlabelled
 
observations (observations of unknown classification) are available from
 
several homogeneous populations constituting a single heterogeneous popu­
lation and on the basis of these observations along with varying amount of
 
information regarding these homogeneous subpopulations one has to estimate
 
the proportions and sometimes the number and distribution parameters of
 
these subpopulations. For example, in crop acreage estimation problem
 
unlabelled observations, sometimes along with some labelled observations
 
and perhaps some information about the distribution of individual crop
 
populations, from several crops are available and on the basis of such in­
formation one has to estimate the acreage of a particular crop of interest 
or of all crops as proportion or proportions of total crop acreage. 
The general statistical problem therein can be formulated as follows. 
Let 
= F(x,O) : eE@QcE 1 (1)m 
be a family of p-dimensional distribution functions, e denoting a vector of m
 
parameters belonging to a subset f of the m-dimensional Euclidean space Em,
 




H(x) = f F(x,e) dG(e) (2) 
is called a mixture on 4 with mixing distribution G(0). When i = [81, 82, en1 
is a finite set, then a probability distribution on 2 can be described by a 
finite set G {=a a2 ,.., aN}, where 
ai = P(e = 8.), (3) 
and a mixture H(x) can be obtained as
 
H(x) 1 a. F(x, 8) , ai = 1, 
 (4) 
a convex combination of a finite number of distinct elements of *. The
 
function IL(x) is now called a finite mixture and the set G a finite mixing
 
distribution. The probabilities a. (i=l,.., N) given by(3) can also be in­
terpreted as prior probabilities of F(x,i)'s. The class H of all finite
 
mixtures on is said to be identifiable (Teicher, 1960, 1961; Yakowitz,
 
1969), or, equivalently, the class 
+ of fnite mixing distributions are said
 





E (F(x,§ i ) = Z a! F(x,e)i=1 
 j=l 3
 
implies that N = N' and for each i, l<i<N, there is some j, 1 j<N, such that
 
a, = a and 9i = ' 
 A sample from H(x) is a set of observations {Xl..
 
on random vectors whose distribution functions F(x,0) constitutes H(x) accord­
ing to (2) or (4). Given a sample xl,.. 
, xk from H(x) and the parametric
 
family of distribution functions to which the component distribution function
 
of H(x) defined by (4)belong, the identification problem in its most general
 
form is the problem of determining the number N, the mixing distribution G
 
consisting of the proportions ai,'. aN and the parameter vector N"
 
When the parametric family of distribution functions of the homogeneous
 
subpopulation of crops is known, the crop acreage estimation problem can be
 
viewed as a special case of identification problem. It is well known (Robbins,
 
1964) that the proportions a,.' aN' the parameter vectors eS,..
 , SN and the
 
number N of subpopulations are estimable if, and only if, the class H of finite
 
mixtures-of distribution functions of subpopulations are identifiable. When
 
the parametric family of the distribution functions of the subpopulations are
 
not known the acreage estimation problem then consists of estimating the pro­
portions a,.., aN and sometimes the number N of subpopulations. In this case
 
also, estimation is possible if, and only if, the unknown subpopulation distribu­
tion functions define a class H of identifiable finite mixtures. Teicher.
 
(1960, 1961, 1963) and Yakowitz (1969) have proved that normal (multivariate
 
amd univariate), binomial and Poisson families of distribution functions are
 
some of the families of distribution function, the class of finite mixtures
 
on which are identifiable. 
In remote sensing data analysis, the mixtures are
 




When the number N of subpopulations in a mixture is unknown, Yakowitz (1969)
 
has suggested a method of estimation for G and N using Levy distance between
 
two distribution functions. But computation of Levy distance between multi'
 
variate distribution functions including even multivariate normal distribution
 
functions is extremely difficult, practically impossible. Therefore, Yakowitz's
 
method of estimation, the only available method of estimation in this case,
 
is of no practical use.
 
In deriving all other estimators, so far mentioned in literature, the
 
number N of subpopulations has been assumed to be known: 
Assuming N to be
 
known, we have described some of the available methods of estimation for the
 
mixing distribution C. Using the concept of statistically equivalent blocks
 
(Tukey, 1947; Wilks,, 1962) we have proposed some new estimators for the mixing
 
distribution of a mixture of multivariate distributions. We have excluded
 
graphical or semigraphical techniques (Harding, 1949, Cassie, 1954, Bliscke,
 
1964 and Bhattacharya, 1966) used in case of mixtures of univariate distri­
butions, because, as Day (1969) has observed, these are difficult to extend to
 
higher dimensions and appear to have poor sampling properties.
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The moment estimators were first introduced by Karl Pearson (1894) in
 
an'attempt to estimate for a mixture of two univariate normal populations the
 
means, variances and proportions by equating the first five moments with their
 
sample values. Solving these five equations in the five unknown parameters
 
leads to a ninth degree polynomial equation having at least one real root, eac
 
real root giving a set of estimates for the parameters. Pearson proposed that
 




Rao (1948) simplified the method of solution assuming the two univariate 
normal distributions in the mixture to have equal variances. Assume 
H(x) a FI(X) + (1-a) F 2 (x), (5) 
where F1 , F2 are univariate normal distributions with mean 11' P2 and common 
2
 
variance a . Let s2's3 and s4 be the second, third and fourth sample moments
 
about the mean, and s, the first sample moment about the origin for a sample
 
obtained from H. Equating these to the corresponding population moments in­
troduces bias in the estimating" equations for a. Hence, equating the first
 
four k-statistics of Fisher to their expected values, which are the cumulants
 






















2 =1 +d 1 + (1-a) d2­
ad3 + (1-a) d23
k = 3 12 
4 d4 2
k dl4 + (1-a) -a) d22
 
k4 a (1 2 3[d1 U d2]
 
where dI i k and d2 = P2 -kl
 






x +-k x +1k2 = 0.
2 4 2 3
 




dl +-dl +x =0 
and 2 - d . The estimates p 1 2V a and G are given by 
A A 
= kl1 + d12 










a = + x.k2 
The fundamental cubic equation'
 




has a single negative root greater than -k Since the coefficient of x is
 
absent it is readily obtained.
 
The expressions for the standard errors of pl P2 $ a and ; are very
 




percentage of error whereas the estimates of Pl' P2 and 2 will be fairly 
reliable in large samples.
 
Using multivariate analogue of k-statistics Day (1969) has extended Rao's
 
method to mixtures of two multivariate normals with common covariance matrix.
 
2In the p-variate case, with p /2 + 5p/2 + 1 parameters to estimate, there are p 
first moments, p(p+l)/2 second moments, p + p(p-l) + p(p-l)(p-2)/6 third 
moments and p + 3 p'(p-l)/2 + p(p-l)(p-2)/2 + p(p-l)(p-2)(p-3)/24 fourth moments. 
When p>l, since not all third or fourth moments are functionally independent, 
a choice has to be made as to which third and fourth moments, or functions of 
these moments, to use to obtain moment estimates. 
When the covariance matrics of the two multivariate normal distributions
 
forming the mixture are unequal, Martin (1936) observed that the multivariate
 
analogue of Pearson's moment equations failed to provide any useful estimate.
 
Kabir (1968) considered moment estimates of the mixing distribution for a
 
finite (more than two component) mixture on exponential families of distribu­
tions. It is believed that these estimates are of little practical use.
 
3. Maximum Likelihood Estimators
 
The maximum likelihood method has also been used in determining estimates
 
of alla2 N and 01162,"'eN in the mixture H(x) = t aiFi(x). The pro­
i=l
 
cedure is to determine values of all, 2,...aN and 8 62'2,.... N, that maximize
 












are univariate normal distributions with 6i = (Piai). The estimates can be
 
obtained by solving the system
 
9L
DL (a 1 ',...leN) 0 , (6) 
-e-L ( e,..0) = 0 
This system is nonlinear, but can be solved by known iterative techniques such
 
as the Newton-Raphson or gradient method. Hasselblad (1966) has considered the
 
maximum likelihood approach, in the case of grouped data. The asymptotic vari­
ances for the estimates of the parameters were calculated and plotted. The
 
asymptotic variances can be obtained from the diagonal elements of -H­1 where
 




















3 6 L -~ 3cr1'2 ' 3NaN 
The expected values in (7) are evaluated at the estimated parameter values. 
It
 
is very difficult, if not impossible, to determine the asymptotic variances of
 
the estimates analytically. The variances can, however, be obtained numerically.
 
Hasselblad (1969) considered finite mixtures of Poisson, Binomial and ex­
ponential distribution in a later study by means of maximum likelihood method.
 
Day (1969) considered the method-of maximum likelihood in estimating the 
parameters of the mixture 
H(x) = aFl(x) + (1-a) F2 (x), 
where F1 and F2 are multivariate normal distributions with pxl vector of means 
UI and P2, respectively and common covariance matrix E. In this case the log 
likelihood function for a sample of size n is 
L(Pj2, Z) = ln[(2)-np/21SI-n/2. n exp 1 T-1 




+ (1-a) exp [ -j (Xi -X2)T - (8) 
Taking logarithm and derivatives of L with respect to a, pi1 2 and Z, we obtain
, 

n eli - e21 
E =0 
i=l &eli + (l-.&)e 2i 







i=l eli +(1-&)e 2i
 
-n E +iZ {(X-p)(Xi
-
p1 ) &eli +(Xi-0 2 )T(l )e2 1.{&e l +(l ­- -a)e2 i =0






e e 2Xi_ j 
If F(kIX.) denotes the probability that observation X arises from population 
k, then 
?(lIX*) d eij /{a eli + (1-) e2j 
P(21X.) = 1 - P(ljX )3 
10 










P1 ={Z X. P(IJXj}/ E P(1IX) 
 (9)
jj= j=l 
n P n A
 




A= 1 n - T TAn EfX0)(.O)P(ljX.)+(xj-2)(Xj-D2) P(21X.)l 
j=1 
The mean i', and covariance matrix, Z , of the mixture are given by 
1m= ap + (1-a) 2, Zm = S + 
Thus from the 12+p + 1 equations in (9), the m.i. estimates of Um and Em 
are given by the set of 12 + 3equations 









+ a T x + b]-1P(I1X) = [ 
where 
a = Z (~ 
iT -I T n-a)1-




The likelihood funtion can be written in terms of pm 'E a, and b, and
 
at o s ofof ( ) an
equations (9) are transformed into the + equ tions (4) and theeq at onq h 
p + 1 equations 
a= {fm - &(l-&)( (T2--1 
1 ^ (11_)()T- 1-_1)_ 
b = (a1-0 2 ) n(-%2){sm-a(i-&) ) 
which can be written as
 
A 1 (1- 2 ) 
a a
01-02 
b- (012) + Xn .(1 
2^
 
the inversion of E rather than Z might be preferable since E is more apt
m 
to be ill-conditioned. Now from equations (9), &, 01 and 02 are functions 
of the X's, A and b;- and Z is given from (10). Equations (11) then form a

-- m 
set of equations of the type 
a i(';X1,.. Xn ) b = *2 (&,b;X1 . ,Xn) 
These equations can be solved by the usual methods; however, the solution may
 
be somewhat laborious. The equations may yield several local maxima for the
 
likelihood function. Thus the likelihood function-should be examined at all
 
local maxima so as.tp choose the solution yielding the overall maximum.
 
According to Day (1969) the m.g. technique in the case of a mixture of 2 
multivariate normals is computationally feasible for p < 10. 
12 
When the covariance matrices are not equal, the m.l. technique breaks
 
down, since each sample point generates a singularity in the likelihood function.
 
4. Minimum Chi-Square Estimators
 









Ck be k p-dimensional cubes of equal volume containing all n sample
 
points from H(x), H(Ci) be the probability of an observation falling in the
 
ith cell C. and n. be the frequency of sample points in'C.. Then estimates of
 
1 1 .1 
the parameters of the mixture, namely ai's and the parameters of the F'Is, can
 




X =E [{n. - 2H(Cj2/nH(C )], (13) 
or similar criteria, such as modified X2 , Hellinger distance and Kullback-

Leibber separator (see Rao, 1965, p 289).
 
In one dimension the minimum chi-square estimates cad be obtained without
 
great difficulty, and as one would expect,.they behave well. In higher dimen­
sions, however, the computation becomes prohibitive as it involves the evalua­
tion of p-dimensional normal integrals over a series of cells.
 
Hasselblad (1966) used this approach in case of univariate mixtures when
 
the data are grouped such that the length h of each class interval is relatively
 
2 2
small compared with the variances a1,.., oN. Assuming h to be 1, he approxi­
mated Fi(C.) by the density fi(x.) of F. evaluated at the mid point x. of the
 
jth cell C. and obtained his estimates by minimizing X2 given by (13) with
 
H(C.) replaced by E aifi(x) j=l, ,k. Hasselblad then used his minimum chi­
square estimates as an approximation to the maximum likelihood estimates.
 
13 
,Inhigher dimension also the computation difficulties involved in the
 
evaluation of cell probabilities can be minimized by approximating the cell
 
probabilities by hPZ aitfi (xj), where fi(xj) denote the value of the density
 




cell is taken to be sufficiently small compared to Zi /p the pth root of the
 
determinant of the covariance matrix of F. However, it can be expected that
 
use 	of such approximate values of cell probabilities in the chi-square criterion
 
(13) 	may introduce serious bias in the estimates.
 
5. 	 Least Square Estimator
 
A technique, which can be termed "least square" has been proposed by Choi
 
(1969) and Choi and Bulgren (1968) for estimating parameters of a mixture (4)
 
of univariate distribution functions. The proposed estimator based on a
 
sample X(n)=(X1,...,X) , denoted.by G(Xn)= . ) is
 
any G(X(n )) which minimizes SN(G) given by
 
SN(G) = f[H(x) - Hn(x)]2 dHn(x) 
N 
a F(:K; - Hn(x) di (x) 
1 n N i2 
n Z [ E ajF(X(i)$0.) - -] ;"j=l
i=l 

where Hn(X) is the empirical distribution function of H(x),-and X(j) denotes
 
the 	ith order statistic of X(n) = (X1 ,X2 ,...,Xn). To illustrate the procedure,
 
let 	m = 1, that is, each Fi is indexed by a scalar 
. 





















Some 	properties of the estimator Cn = (l&2,...,I are (und r 
(i) 	If GO = (alOl2,...,N 'e2'"".,N) denotes the true
 (1 2 

values of the parameters then Gn GO0 with probability one.
 
( If N 

(ii) With probability one, there exists a neighborhood of G such 
that, for all but finite n, Cn is the unique solution of n = 0. 
(iii) 	G has an asymptotic multivariate normal distribution
 n
 
6. 	 Statistically Equivalent Blocks
 
Let X, .., Xnbe n observations on a pxl random vector X with distribution
 
function F(x), h1 (x), h2 (x),.., hn(x) be n functions of x, not necessarily
 
different, such that the distribution of hi(x), i=l,.., n, is a continuous
 
distribution function. Then forall-i,
 
P[hi(X ) = hi(X ), a # 8] 0. 
Also let 1l, k2 .., kn.be a permutation of 1, 2,.., n and XCkl) be defined as 
that X for which h.k (X ) is the k th order statistic among hk (XI),.., 
a 1 a 1 k 
(Xn). Then the cut 








Bk1+1...n+l {x : hl(x) > hk (XtKl))}. 
The procedure is continued. Let 0 < k2 < k1 . Then the function h2(x) is used 
(k 2to order k-i X's in B and X(k2) is defined as that Xa for which k2 (X) 
is the k2th order statistic among k-i hk2(Xe), x5a Bl..k . Let 
Bl..k2 = Bl.kl n{x."hk2 W A 2(X(k2)) 
Bk2+l-kl = B1 *k1 A{x : 2(x)> h 2(x(k2))}.
 
If kI < k rank the n-k, Xa's in.Bk according to h ( x) and let X(k2)) be
 
the (k2-kl)th in the ranking. Then
 
Bkl+l.k2 l. {x : h2(x) hk2(X(k2))} 
and Bk2+V1n+1 =-Bkl+l-+ 1 n x : hk( x).> h 2(x(k2))}. 
At the end of the mth stage there will be m+l blocks: B..j1,BjI+I .. .,
 
Bjm+l..n+l, where 
 jl"Jm are k,,.., k arranged in ascending order. The
 
function hkm 
 (x) is then used to order Xa 's in the block having km+1 as one of
 
its indices and X(km+l) is defined to be the Xa in this block such that km l-l
 
Xa 's are either in lower-ranking blocks (blocks with indices less than km+l)
 
or ranked lower in this block by hkm+l(x). This block is replaced by its
 
intersection.with {x : 
 (x) < hk (Xk+l))} and its intersection with
 
fx h1 (x) > h(m+l (x(km+l))}. The procedure is continued until after n
{X m+l 

stages there are n+l blocks Bl,..
 
, 
Bn+I The blocks Bl,.., Bn+ are called
 
statistically equivalent blocks (Tukey , 1947). 
 The procedure has been
 
described by Fraser (1957, section 4.3) and by'Wilks (1962, section 8.7).
 
16 
Example. To illustrate this method let
 
X1 =[2]=[31] 'X3=jr2] [23]X2 x4 = 
X5= L41J, X6 = []. X7={PJ. X r][8 
be 8 observations. Let (kl,', k8) = (3,6;1,2,4,5,7,8) and let h3 (x) = h6 (x)=Xl, 
the first coordinate, and h(x) = x., the second coordinate, for k # 3,6. Then 
(3) is the observation vector with the third smallest value of the first-co­
ordinate and X(3) = X Next, X (6) is the observation among the latter five
 
which has the (6-3)th smallest value of the first coordinate. So, X(6) = X7.
 
Of the two observations, Xland X5 having the value of first coordinate less
 
than the value of first coordinate of X(3) , X1 has the smallest second coordi­
nate and X the second smallest. So, X(l) = X and X(2) = X5 . The process is
 
.515 
continued until X(k 8) = (8 ) is obtained. The blocks Bl, .., B8 are shown in 
the following figure. 
B6 
B3 (6) 
x (2) x (8)2 (2)B 




Extension of Least Square Method
 
Using the concept of statistically equivalent blocks, the least square
 
method of Choi can now be extended very easily. Now we have,
 
17 
SN(0) = il[ aj=F (xi E) - i/n]2 (15) 
where F(X(i), 0.) = Z F.(Bk) F. = F(x, @j).,
J k=l k j
 




may be very difficult.
 
7. Comparison of Estimation Procedures
 
In sections 2-6 we have discussed some of the most interesting procedures
 
for estimating the mixing distributions of mixtures of univariate and multi­
variate identifiable distributions in the absence of training samples from the
 
component distributions. The performances of these estimators are usually com­
pared on the basis of bias and mean square error. But the sampling distribu­
tions of these estimators are extremely difficult, rather impossible, to obtain
 
analytically. Robertson and Fryer (1970)' obtained some approximate expression
 
for the bias of moment estimators of a special type. Hasselblad (1966) was able
 
to obtain graphs of variances of the estimates of the proportions (mixing dis­
tributions) against population distances in case of mixtures of univariate
 
normal distributions. On the basis of Monte Carlo studies Day (1969) has
 
tabulated the mean and variances of the moment estimators and m.l. estimators
 
of the mixing distribution (a, l-a) of a mixture of two normal distributions
 
with equal variance or covariance matrix. Choi and Bulgren (1968) have also
 
tabulated the-mean square error of the least square estimates of the mixing
 
distribution of mixtures of univariate normal distribution.
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II 	 Training Sample Available
 
In the following section we discuss some procedures for estimating the
 
mixing distribution G(al, ..., aN) of mixtures H(x), given by (4), when we
 
have 	training samples from the component distributions Fl,.,FN. For the sake
 
of simplicity we shall restrict our attention to mixtures of two populations.
 
Throughout our discussions in the following sections we shall assume that
 
X,.,Xn1is a sample from the firstpopulation 1il Y1, "' Yn2a sample from
 
112 andZ" Zn a sample from H, a mixture of H1 and 112 The distribution
 
14(x) 	of the mixture is given by
 
1(x) 	= 1F1 (x) + a2F2 (x), a1 + 2 = . 
8. 	 Confusion Matrix Estimators
 
A detailed account of this estimation method can be found in the papers by
 
Odell and Chhikara (1974). In this procedure unlabelled sample from H is
 
classified by an arbitrarily preassigned classifier C. Let e1 and e2 be the
 
expected proportion of the sample classified under 11,and 112 respectively
 
=
and 	as a result of using the classifier let *l = P(1l1112) and @2 P(112 ' ) be
 1
 
the respective probabilities of misclassifjing an element from R2 into 1 and
 




eI = (- 2)a1 + '(i-a1), e2 = 1-e1 
(16)
 
, = 	 (ea-@l)/(l-4f- 2). 	 a 2 1-al. 
The 	matrix
 
has been called confusion matrix. The misclassification probabilities are
 
estimated from the training samples and the expected proportions from the
 




a - 1)e(1 2), (17) 
if 1 and 2 are known and 
a = (eI 1 /(i-@i-2) (18)
A 




Var a = Var (21)I(iM- 1-2) 
 (19)
 
Some approximate expression or the mean square error or a can be round in
 
- J< V4-"I,qr 
Odell and a 
9. Least Square Estimators
 
Let the component distributions F1 and F of the mixture H(x) be known.
 




(G)E [Z a . F (Z ) - i/n]2i=l j=l 
where Z W is the i-th order,statistic of Zl, ., Zn, we obtain 
n(i 
[F((i)[F1~ )) F 2 (Z )][F (Z )-i/n]
1__ W 
 2 M 2 W(20) 
A i=n F(i)]2i= [F (Z(i)) F(Z 
A n2 (Z )[ -( )] 
and Var (a 1 ) = _ IFZi) - F2 (Z1 ) I2H(Z.)[1-H(Z)(i~l (21) 
n 12)2 
1=1 IF 1 (Z,)-F (i 
20 
In the multivariate case, one way to obtain an estimate of a, and an
 
expression for its variance may be to replace Fj(Z Wi), j=l,2, in (20) and
 
(21) by ' F.(Bk), where Bl,.., Bn+1 are the statistically equivalent blocks
 
determined by any prechoosen ordering functions h1 (x), ., hn(x) and the sample 
Zi , ;, Z . Since evaluation of Fj(Bk) may be extremely difficult, the least 
square method may not work very well in case of multivariate data. 
In crop acreage estimation problem we are interested in estimating the
 
mixing distribution only. So, the following estimation procedure may be of
 
interest. Let F.j(X1), Fj2 (x2), ., Fjp (xp) be the marginals of the distribu­
tion function F.(x), j=L,2 and H(X 1 ), ., Hp (xp) that of H(x). Then we have
 
aIF1 1 (X1 ) + (1-al)F21 (x1 ) = H1 (x1 ) 
a1 F1 2 (x 2) + (1-a1 ) F2 2 (x) H2 (x1 ) 
aiF(lp(x) + (l-a1 )F 2px) = Hp(xp) 
An estimate of a1 can be obtained by minimizing 
Q(G) = E Z Z F. 
k=l i=l j= j Jk(Zk(i)) , (22) 




the k th components
 
of Z1,. , Zn. Thus we obtain 
A p n 
a = E=1 Ei=l [Flk(Zk(i)) - F2k(Zk(i))][F 2 (Zk(i) - i/n] 




and Var (A1) = p Z= I Flk(Z) - F (Z ) 12 H(Z )[l-H(Zi)]k=l 1= kik 2kik ik ik (24)
 
np (Z1=l i=1 I Flk(Zik) - F2k(Zik)12)2 
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When F (x)'s are not completely known, but are only known to belong to
 
certain parametric family of distribution functions and we have training
 
samples from both F1 (x) and F2 (x), a fairly good estimate of F1 and F2 can be
 
obtained by plugging in the estimates of their parameters in their functional
 
forms. An estimate 	a. of a. can now be obtained from (20)or (23) by replacing
 
F. (x) 	's or Fk(xk)'s by their estimates. The sampling distribution of a., is 
extremely difficult to obtain analytically. So, we have been unable to give
 




Let the p-variate population H be a mixture of N p-variate populations
 
I[, 	., Rm such that 
H(x) = aiFl(X) + --- + aN FN(X ) , a + *+ aN = , (25) 
where H(x) is the distribution function of R and F.(x) that of H. and al's are
 
1 	 1 1
 




fg(x) 	dH(x) = Ei=lai fg(x) dFi(x), (26) 
where g(x) is any monotone function of x such that all the integrals involved
 
in (26)exist. When a.'s are unknown, but H(x) and P.(x)'s are known, then
 




fgk(x) dH(x) = Zi=lai fgk(x) dFi(x), il,-,N-l, (27)
 
where g (x),.., gN X) are (N-l) linearly independent monotone functions such
 
that integrals on both sides of (27) exist. When Fi(x)'s and/or H(x) are also
 
unknown, it has been proposed by Hartley (1974) that for estimating the a.'s
 
1 
the moments of gk(x)'s in the system of equation (27) should be replaced by
 
the corresponding sample moment, provided one has N sample from Fi(x)'s and a
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sample from H(x). Let Y-,.., Y" be a sample from the p-variate population 1(x) 
and XF1(.)n
xi.., X a sample from the p-variate pppulation Fx, i=l,.., N; also
 




Y/n v ,1' ju. = ix=k1Y j/  and E , i J p,iij andi = k=l i 
n k k /ni k k 
uj+p = y 1 YI/n, v.iP =1 i x x. n, i,.., N; 12t4j$ p 
n- n. 

uj+2p+(p-l) = Zk=l Y3 Yj i,j+2p+(p-1) k=x n ,il, I I ,N; 3 . j S 
n k 2 - ni k 2 
U = Zkl(Yp) /n, V Zk(Xp)In., i1,., N; m=p+p(p-+l)
m p i,N n.l 1 2
 
Then estimates of c'±'s can be obtained as a set of values a1 ,.., aN for which
 
N 
ii U - i=lii II 
is a minimum, denoting some suitable norm. Apprehending difficulty in 
minimizing Q based on 12-norm, Hartley (1974) has suggested that 1 - or 
weighted 1i- norm should be used as the norm. Thus, when ll norm is used,
-

m NE - Zil a i Vj 
or when weighted 1 - norm is used,
 
m N 
Q Z j iuj Ei=1 i :ij'=1 w ­
where w. 's are proportional to the inverse of sample standard derivation of u..
3 3 
We shall refer to these estimates as moment estimates with minimum weighted l'-norm
 





Feiveson (1974) used this method to estimate proportions of 9 crop
 
classes. He found appreciable change in the estimates due to
 
(i) change in weights beyond 3rd decimal place,
 
(ii) translation of the entire data.
 
The estimates are not expected to be translation invariant. It is believed,
 
that the relative sample sizes n1 /n, .., nm/n will also influence the estimates.
 
This method of estimation has also been found to do better when the number of
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AN EMPIRICAL COMPARISON 	OF FIVE PROPORTTON FSTTMATfRS 
W.A. Coberly I and P. L. Odell 2
 
I. Introduction: Let , m be m 
pattern classes having
 
probability density functions 
fl"." fm respectively. Let a = 
m)Ti. be the proportion vector defining the mixture density
 




where ak = 1 and ak >0 k=l,o.,, m. The measurement vector x is
 
n - dimensional. Consider the following problem: Given a random sample
 
X1 0..o, XN from the mixture distribution, find an estimate for a.
 
The density functions f fk are assumed to be known. 
A short
 




Classification Estimator (CL) Define
 




for k=l,...., m. Now the CL estimate is given by
 
a)k~1N=a19 Z- Xk(Xi) kMo..C2) 
Simply, k is the proportion of the sample whicn wouza oe classified
 










P be the confusion matrix
 
defined by the maximum 

- likelihood classifier. 'That is, P = (Pij) 
where
 
pij = Pr 1i X = 1 i ) 
for i, j=l,0 0 o, m. Simply, Pij is the probability of classifying an
 
observation from ITj into ri. 1f2] it is shown the E[fl = Pa, 
where a is the CL estimator defined in (2). This relation suggests 






zai = 1 and a. > 0. Denote this estimate 	by 8. The
 
)roperties of 0 are discussed at length in [1].
 
Maximum 
- Likelihood Estimator 









=glN - A 
log f(Xi) (zak-1)i=l k=l 
N m 	 mE log z akfk(Xi) x(ZakE )i=l k=l ­k=l 
)w dL/da = 0 implies that 
(4) 	akf =i N kfk(xi)/ m
 k jN =1i
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for k~l,ooo, m. Let G. be a
vector valued function whose components
 
are defined by the RHS of (4). 
Then the ML estimate of 
a, if itexists,
 









Mixture Estimate (MX) The equation relating the mixture distribu­








Denote the corresponding jth marginal dist
 
and F(j) respectively, j=l,,.., 




m F J 
(6) F(j) (x..) = a F (j)
1 k= k 
j=l,..., 
n, i=l,..., s. Inthis experiment the functions Fu ) 
were
 
estimated from the sample XI.... XN and xij was chosen to be the
 
lOOi/(s+l) percentile of F(J). 






aPk = Fk(J)(xij )
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for p = (j-l)s+i, j=l,..., n, 1=1,..., 
s. Then the mixture estimate
 
MX is defined to be the least squares solutions of the linear-system
 
(7) Y = A
 
constrained by z i = 1, ai > 0. (It is assumed that for each j the
 
percentiles xij.i=,..., s are unique. If not, the redundant equa­
tion: is deleted.) 
Moment Estimator (MO) Let p and 1k denote the jth com­
ponent of the mean vector for the mixture density and the kth compo­k
 
nent density k=l,..., m. Likewise let pij and vik denote the ijth
 
element of the Eoncentral dispersion matrix of the mixture density and
 








for i=o,...., n, j=l,..., n. Estimate the raw moments 
pij. from the
 
sample X1,..., XN and denote these by 
pij. Now define a vector Y
 
and a matrix A by
 
Y = Poj, ak k
 
i ~Ik oj 
for j=l,..., n and 
Yp = nij' apk = k 
where p = n+(i+l)i/2+j and i=l,..., n; j=l,..., i and k 1,..., m.
 
Then the moment estimate MO is defined to be the least squares solu­





constrained by Eai = 1 and ai > o. Here W is a diagonal weighting
 













for p = n + (i+l)i/2+j, i=1,..., n, j=l,..., i.-

A comment is now in order about the assumption that the component
 
densities fk are known. In this experiment the densities are esti­
mated by sampling labeled or ground truth data prior to the estimation
 
of the proportion vector a based on the mixture sample XI,..., X 
.
 
Hence the density estimates ,and the proportion estimates are found in­
dependently. This distinguishes the problem posed here from the
 
general mixture problem in which the component density functions and
 
the proportions are estimated simultaneously from the-mixture sample.
 
That is,no labeled data is assumed available.
 
II. Experimental Procedure The data base used for this experiment
 
consisted of ERTS-A 4-channel multispectral scanner data, taken on
 
May 5, May 23, June 11, and June 29, 1973, over a 14 square mile test
 
site in Hill County (N),-Montana. Only the data from the June 11 pass
 
was used in these results. A ground truth map and summary dated May 5,
 
were used in conjunction with the Earth Resources Interactive Processing
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System (ERIPS) at NASA/JSC to identify and tag pixels, which fell into
 
recognized homogeneous fields of one of five general classes: Wheat,
 
fallow, barley, grass and stubble. Of a total of 8400 pixels in the
 
test site, 2600 were labeled accordingly. The training and test samples
 
were determined as follows. A random'sample of 30% of the labeled data
 
was selected for the training data set and (after replacement) another
 
30% random sample was selected for the test data set. For the training
 
set, each pixel selected was grouped according to class tag and statis­
tics and marginal histograms for the total 16 channel data set were
 
computed and saved for each class. 
The test data was then classified
 
using the training statistics (June 11 pass only) and-the confusion
 
matrix estimate was based on those results. This procedure was repeated
 
30 times. The five proportion estimates described in the previous sec­
tion were then computed for each of the 30 trials, first using the
 
2600 labeled pixels as the mixture sample (Experiment I) and second
 
using the total 8400 pixels (Experiment II). The results of each of the
 
30 trials for both experiments are exhibited inAppendices A and B.
 
Five major computer programs were required. CLASS computes the
 
CL and ML estimates. This program reads each set of training statis­
tics, classifies the mixture sample and computes the CL estimate. Fur­
thermore, as the values of the density functions fl(X 1 ),..., fm(Xi) (m=s)
 
are computed to make the classification decision, they are written
 
to temporary storage for use incomputing the ML estimate. A simple
 
iteration method was used to solve this fixed point equation a = G(a).
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The initial guess, denoted by a', was taken to bd CL estimate juft 
computed, then successive approximations were found by the following 
rule. 
an = G(n-l), n=l, 2,... 
until II a n-I was "sufficiently small." In this experiment
 
ten iterations were sufficient to achieve 3 or 4 place convergence.
 
The CONF program reads the training statistics and classifies a random
 
sample of the labeled data in order to estimate the confusion matrix.
 
The ODE program reads the CL estimates and the confusion matrix esti­
mates and finds the constrained least squares solution of (3). The
 
MIXTUR program reads the mixture and component histograms, sets up the
 
linear system given in (6) and finds the constrained least squares solu­
tion. The MOMENT program reads the mixture and component statistics,
 
converts them to the noncentral moments, sets up the linear system
 
given in (B) and finds the constrained least square solution. The last
 
three programs require subroutines PREP and QUADPR which set up the
 
quadratic objective function and solve the resulting quadratic program­
ming problemjrespectively. The program QUADPR was adapted from [2].
 
All programs were coded in Fortran and are listed in Appendix C.
 
Table 1. Summary of Experiment I. 
(Labeled Data, 2600 Pixels) 


































































TOTAL VAR .000937 .003628 .001017 .005020 .008383 
MSE .015172 .013322 .010086 .016572 .032066 
Table 2. Summary of Experiment II 
(Total Data Set, 8400 Pixels) 


































































TOTAL VAR .000829 .017924 .002350 .007257 .007974 
MSE .008622 .057982 .010273 .055378 .180347 
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III. Results and Conclusions In Experiment I only the 'labeled subset of
 
the Hill County data was used. In Table 1. the mean and variance of the
 
components of the proportion vector estimates are tabulated, averaged
 
over the 30 trials. TOTAL VAR is the sum of the variances and MSE is the
 
mean square error about the true proportion vector given in the column GT.
 
It shduld be noted that one wheat field, accounting for 6.4% of the labeled
 
data was consistantly described as barley, apparently-by all five estima­
tors. Hence the discrepancy between the ground truth and the five esti­
mates with respect to wheat and barley.
 
If however, the 6.4% is added to the Barley Class, then the MSE in
 
Table 1. would read MSE .002858 .004393 .001286
 
.018915 .006146 which reverses the ordering of (MO, MX)'and (CL, OD).
 
The ML estimator remains the .best. Otherwise all five estimates apparently
 
will be relatively stable with CL and ML having the lowest variance and
 
MSE with MO apparently having a significantly larger variance and MSE than
 
the others. A trial by trial summary is given in Appendix A'
 
In Experiment II the total Hill County data set was used. In Table 2
 
the GT column is not precise since many small classes listed in the ground
 
truth summary were arbitrarily consolidated into the five class model.
 
Conclusions drawn from the MSE should reflect this uncertainty. The CL
 
and ML estimates are again lowest in variance and MSE followed by the OC
 
and MX estimates. However, in this experiment the MO estimate is very
 
bad. Apparently the moments of the total data set deviated sufficiently
 
from the five class model to cause the distorted results. In Experiment I
 
when only the labeled data was used the model more accurately reflected
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the sample and the MO estimate performed reasonably well. Iffurther
 
studies find this lack of robustness to be a consistant problem, then the
 
moment estimate should be eliminated from consideration inthe applica­
tion.
 
Based upon the results of these two experiments the following order­
ing of the five estimates issuggested:
 
(CL, ML) > (OC, MX). > MO
 
Several operational considerations should also be noted however.
 
The MX and MO require design decisions prior to implementations such as
 
choice of the percentiles and weights used inthe construction of the
 
linear systems in (6)and (8)respectively' Inan automated system thes
 
additional parameters might be cohsidered as a nuisance. The OC estima­
tor requires allocation of some labeled data inorder to estimate the
 
confusion matrix. 
An alternative would be to use Monte Carlo-methods on
 
the model described in [1 ] 
to obtain numerical approximations of the con­
fusion matrix given the estimates of the component densities. The CL,
 
OC and ML estimators require classification of the total data set and
 
hence require much more computational time than the MX and MO estimates.
 
Inconclusion, on the basis of this study, the maximum likelihood
 
estimator would appear to be the best of the five with respect to MSE,
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[2] Kuester, J. L. and Mize, J. H., "Optimization Techniques with 
Fortran," pp. 106-119, McGraw-Hill. 
[3] Peters, Charles, Personal communications. 
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ON SOLVING FOR THE PROBABILITY VECTOR p IN
 
EQUATION Ap = e WHERE THE COLUMNS OF A
 












Consider m different populations i, 2, .
V "'' m and a random
 
sample of n values from these populations. Let n. be the number of
 
1 
points classified into wi, i = 1, ..., m, 
using a classification al­
gorithm. 
If n (ifj) is the number of data points classified into
 
i. but actually belonging to it, then
 
n. = 	 n(ill) + n(if2) + ... + n(ilm) (1.1) 
n. 	 mn
Also -1 
 i = 1, 2,....
 
n 	 j=l n
 
are the observed proportions for the sample data under the class­
ification algorithm used. The observed proportion ni/n is a biased
 
=
estimate of pi, where pi the actual proportion of the sample that is
 
in 7it ni/n is an unbiased estimate of ei, where
 









and where P(iJ) denotes the probability of classifying a data point
 
from 7ri into i under the classification algorithm.
 
If P(ijj) = 0 for i # j or n(ijj) =n(jli) for all i,j then 
ei = Pi for i 1, 2, ... , m, i.e. the sample proportions provide un­
biased estimates of the actual proportions. In general, a classifica­
tion algorithm will be subject .to error and these two proportions 
will not be the same.
 












e M (Pm 
P(l 1) P(1 2) ... P(l M)
and P= P(211) P(212) P(21m) 
P(mil) P(m]2) ... P(mli) 
Considering the case where P is unknown, th,
 








where 1 is an estimate of P , P non-singular.
 
p is clearly a biased estimate of p, where both bias and mean
 
square error of p depend on the performance of the classification al­
gorithm as well as the degree to which the sample represents the pop­
ulation.
 
Consider the case for m = 2. If N sample values are used to
 









x = the number correctly classified into i
 
y = the number correctly classified into f2 .
 
Now, P is singular iff x+y = N. Since X and Y are independently
 
distributed as binomial variables, then P is singular with positive
 






Definition 1.1 A matrix A+ is called a pseudoinverse of 






AA+A = A 
A+AA+ =A + 
(AA ) = AA+ 
(A+A)T A+A. 
Theorem 1.1 Each matrix has one and only one pseudo­
inverse. [1 ]. 
II. DEFINITION OF PROBLEM 
The problem is to 
S A A 
Min jj Pp -e I 
subject to JTp = 1 
p> 0 
(2.1) 
where JT = (i,,,..., ) 







subject to JT p = 1 
p> 0 
(2.2). 
Another approach would be to solve 
Min i T - t 
subject to p > 0. 
This approach may not produce a solution vector , which sums to 
(exactly). For this reason (2.1) will be solved instead.
 
Two methods for solving (2.2) will be discussed. The first method 
(Iterative Search Method) is due to D. L. Nelson [ 3 ], and the second 
method uses a modified version of the Simplex procedure. 
III. Iterative Search Method (Method I)

^
(I JJT) ('T jT
 
Define C = (I-J P P) (I - -J
m m 
and H = (I -JJ pT (e- P J)

m m 
Let p* j + +9(e -- Ppj)y m m 
(3.1)
 
+ (I m JJT - CtC) y 
where y is any mxl (real) vector.
 
Theorem 3.1 If P*y > 0 for some y, say Y., then p*Y is an 
optimal solution to (2.2). If p* <0 for all vectors (i.e. p* > 0 
y 
is infeasible), then let { pn.' i = 1, 2, ..., k} be the negative 
components of p* . Then there exists a vector p which satisfies
 
(2.2) such that at least one of the p = 0. 
To determine if p* > o has a feasible solution use the Phase I
 
procedure of the Simplex method. This procedure will determine if
 
there is a feasible solution to the matrix inequality
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A y < b (3.2) 
C+C +JJT _I





J + C+P^T (e- m P J) 




Min 4 Z (v. + v )
 
subject to (A -A I I -I)=b
 





Consequently, (3.2) has a solution iff the sum of the artificial 
ariables equal zero, i.e. 4 = 0. If this is the case, the y vector 
atisfying (3.2) is given by 
+ y = y-y 
+6
 
For the case where no feasible py exists, then'by Theorem 3.1,
 
a solution to (2.2) exists of the form (3.1), where at least one of
 









Choose any real vector y, say yo.
 
Lets {i p >0PYoi > 
0* 
and To {i p <01o
 
where pPYoi = the i-th component of y0~ 
For each i s T , set p1 = 0 and see if a teasioue sotution 
exists in the (m-1) - dimensional space which remains. This is
 
^* 




Let S = i iT 0 and pi = 0 provided a feasible solution} 
and T fi ieT0 and pi = 0 provided an infeasible solution}.
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If T= , go to Step 4. Otherwise continue to Step 2. 
Step 2
 
Consider all pairs of components (i, j) such that i ST1 and 
5j S and set pi = p1 = 0. Solve the remaining (m-2) ­
dimensional space, if possible. This is equivalent to removing 
the i-th and j-th columns of P and again solving for py as 
before. 
Let S2 = f (i, J) P = p1 = 0 provided a feasible solution) 
and T . = { (i, j) P, = p = 0 provided an infeasible solution}. 
If T2 = 4, ,go to Step 4. Otherwise continue to Step 3. 
Step 3
 
Do the same for all triples (i, J, k) such that at least one
 
element 6 T2 and such that (i, j), (i, k), (Q,k) j S2.
 
Next consider 4- tuples, etc., until all tuples have been con­
sidered or Ti = for some i.,
 
Note: In Steps 2, 3, at no time should a set of components be set 
equal to zero when some proper subset (set equal to zero) brought a 
solution. For such a situation, the objective junction in (2.2) will 
not be improved [ 3 1. 
Step 4 
After a finite number of steps, the optimum solution can be
 
derived by determining which vector obtained in Steps 2, 3 maximizes
 
the expression in (2.2).
 
C+
Case B: CH # H
 
Step 1' 
Attempt to find a solution by setting pj =0 for j
 
1 one at a time.
, 2, ..., m, 

=
Let S1 = Ti I p 0 provided a feasible solution) 
and T1 = Ti Pi = 0 provided an infeasible solutioni
 
If T1 = 4,go to Step 4'. Otherwise go to Step 2. 
Steps 2', 3', 4' are exactly the same as Steps 2, 3, 4
 
(respectively) for Case A.
 
IV. Simplex Method (Method II)
 
T~ T'
Let f = ^T- and D = PBP.
 




Max po = f p - 1,T p 0.
 
subject to JT P = 1, p > 0. 
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Let g(p) = JT P 2 1.
 
Imposing the Kuhn-Tucker conditions for this problem (see
 






A , unrestricted in sigr
 
Thus (since D is symmetric)
 
fT _ Dp + J < 0. 
Introduce a set of slack variables S = (s., s2  sM)T
 
such tbnt 
fT _ Dp + X J + S = 0' (4.2)
 
As a consequence of (4.2) (see [2 ]), it follows that pjsj
 
must equal zero in the optimum solution.
 
=
A starting feasible solution is p1 1, P2 P3 .' = Pm = 
0, and so Phase I of the Simplex method can be omitted. The second 
step is to introduce a set of non-negative artificial variables 
v. These are subtracted from the equation set (4.2) and the
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objective function is defined as the sum of these artificial variables.
 
Letting V = (vl; v2, ... , vm)T, then the problem is 
Max -JT V 
(4.3) 
subject to (a) Jp l
 
(b) fT Dp + AJ - J + S - V 0 
(c) p s = 0 
(d) p > 0. 
(4.3) can be expressed in matrix notation as
 
Max -JT V 
 (4.4)
 
subjecttoa Ja J 1 = (f) 
p, s. = 0 
i > 0,X'2 > 01,p >O, S 0,> V >0. 
First, (4.4) will be put in canonical form with starting bas±b 
PI' vi, v21 ....Vm" 
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The constraints in (4.4) can be written
 
d1 1  d1 2  .. d -1 1 -1 0 ...01 1 0 ...0
 
d21 d22 d2m -1 1 0 -1 ...0 0 1 ...0
 
dm d 2 dmm-l 1 0 0 ...-1 0 0 ...l f 
1 ... 00 01 0 0 ...o 1 
The first step is to remove d1l, ..., dMI Thus row (m + i) is 
multiplied by - d and added to row i providing 
0 d12 .d" -1 1 -1 0 ...0 10 ...0 im 









1 1 ... 1 0 0 0 0 ...0 0 0 ...0 1 
where d'. = i - d 
'3 ij ii
 
i = f -di 
The next step is to multiply each row by -1 for which ft < 0,
i 
except for column (2m + 2 + i). This remains a positive 1 . For sake
 
of discussion, it is assumed that f > 0 for i = 1, ..., m. Writing
± 
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the objective function as 
the first row, the simplex tableau becomes
 
-Po- P P2 m 2 sl" 1 2 ... sm vi v2 ... v
 
1 0 0 .... 0 
 0 0 0 0 ... 0 -1 -1 ... -1 0 
0 0 d12 ... dm-i 1-1 0 ... 0 1 0 ... 0 f1 




0 0d' d -1 1 0 '-
0 0 0 1 f
m2 mm 
 m 
0 1 1 ... 1 0 0 0 0 ... 0 0 0 0... 1 




from the objective function. This is accomplished by adding the sum of
 
rows 2 through (m + 1) to row 1 providing the tableau
 
-Po P1 P2 Pm l s2 . '1 '2 sm v1 v2 vm
 
1 002... 0 - m -i- ­.. 0 0.. 0 y 
S 0 d2 . dm-1 1-1 0 ... 0 1 0... 0 f12 Im1 
S 0 d d2 -1 1 0 -1 ... 0 0 1... 0 f222 2m 
 2
 





0 1 1... 1 0 0 0 0 ... 0 0 0 ... 0 1
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Note that the first row may differ slightly if previously any
 
of the rows were multiplied by -1. Columns 1, 2m + 3, ..., 3m + 2
 
will always contain zero. The simplex method can now be applied to the
 
above tableau with the restriction that s. and p. cannot be in the basis
 





A. m =3 , rank (P) = 3 






PY*= -14 + (O)y (Infeasible).\ •45/ 
The optimal solution is found for P2 = 0, where 


















All 	other variables = 0.
 
Here it can be seen that Nelson's procedure is rather inefficient 
since it was necessary to examine all solutions for which p2 = 0. For 
each method, the norm in (2.1) = .0056 > 0. 


















.11 .01 .66 .03 .07 .02 .22 
.03 .05 .04 .75 .01 .01 .28 
.06 .03 .08 .06 .85 .03 .12 















Since 	each pi > 


















All other variables = 0.
 
The norm in (2.1)in each case = 0.0
 
C. m 	= 6, rank ( P ) = 4 
71 .246 .13 .040 .03 .050
 
^ .02 .052 .06 .'015- .02 .01 .18
 
P .11 .550 .66 .045 .07 .02 e .22
 
.03 .038 .04 .010 .01 .01 .28
 
.06 .076 .08 .440 .85 .03 .12
 





.1248 .024 -.119 .'095 0 0 C 
, = .2410 -.119 .595 -.476 0 0 0 
py .2701 + .095 -.476 .381 0 0 0 y 
.1214 0 0 0 .667 -.333 -. 333 
.1233 
.1194 L 0 0 0 0 0 -.333 0 -.333 .167 .167 .167 .167 
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All other variables = 0.
 











the result using Method I reduces to the above results
 
using the Simplex method.
 




VI. 	Mean Square Error of p
 
First consider the possible values for P. 
If n, sample values-are
 














is the number of data elements from population nj
 
that 	are classified into population 7i" Assuming that the m samples
 
(one for each column) are independently taken, then column .jhas a
 
multinomial distribution with probability
 
n ! 	 n(l j) n(21j) n(mlj)
 
•~~)... 	n f f jP p . ... P M. 






If P 	is defined as in (6.1), then there are Z = :r 
^ il n. 
possible values of P. \ n 




( + x + x + ... + x i)m 	 (6.2) 
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Consider (6.2) as the product of m terms of the form
 
2 n. n.
(I + x + x 
+ ... + x I). Consequently the coefficient of 
x I in the
 
expanded expression in (6.2) will be the total number of ways of con-

A 
structing the i-th comun 
of P. This is generally called the number of
 
ordered partitions of n1 . Now,
 
n .+ (i + x + x2 +_.. xni m ( I= 1-x )m(l~xx++ ) +.. (1- )m(6.3) 
(l-x)m
 




Thus the right hand side of 
(6.3) can be written
 
n.+l .-l+i. (1-x )m 
i=O 
i i X (6.4) 
A-. 





Thus the total number of possible values for P is
 
=1=1 niml 
By the previous discussion, for each value of the matrix 
P, say
 











where k. = 
3. n(Iji) ! ... n(mli) ! 
n i = n(lli) + n(21i) + ... ­
1 = + P 2 i + + Pmi'­i . 
If py* as given by (3.1) is 
 > 0 for some y, say y , then for 
0 
some y = y (possibly y°), p* 
> 0 (hence optimal by Nelson's procedure)
 
and is also equal to the solution obtained by using the Simplex Method.
 
If there is no y such that 
p* > 0, then by the previous discussion,
 
there does exist a solution which minimizes the norm in (2.1) such that
 
at least one of the components equals zero. 
Setting one of the components,
 
say Pk' equal to zero and resolving the problem amounts to deleting the
 
A A 




replaced by P with the k-th column removed. Thus an optimal solution
 
of the form (3.1) always exists where it is understood-that P represents
 
the original P 
matrix with a certain number of columns, say r, re­




m is replaced by m-r. For the sake of discussion, in deriving the MSE
 





Since P is a discrete random variable with 
z possible values,
 
then the expected value of any function of P is easily derived, e.g.
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A Z A 
E(P) = E qi P " 1=1 11
 
A A Z AA 
T zT
E(p P) E q.i P P.i=l 1 1
 
+
E(C+C) += Ez q C.iC 
i='l 2 
where C. = (I--Ijj) p. P. (I-- J ) 
1 m m 
AA
 
We will assume here that P and 
e are obtained from independent
 
samples. Furthermore, e is obtained from a sample of size n, where
 
ne has a multinomial distribution, hence it follows that
 




Consequently, as with P, e has s = 
 n possible values 
(say S(i), e(2), ... , s(s)) with corresponding probabilities 
q' (i=l, ... , s) 
where q k n! . 1 2 k 
LV m 
k1l/n 
and e(i) kn 
kmiiJ 
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Thus it is possible to determine the exnected un1,ii nf nnv function 
A A 
of P and e, e.g.
 
^A T T zAA A2s T
 




i= E(py) = j + (I- 1JJ) y + E + E + E
p . m 1 
 2 3
 
where E1 = E(C p e)
 








= -- E(C P P) J
2 m 
1 z + ^T
 
=ml [ q. C. PT p.]11~ 1 1 
E3 =-E(C+C) y
 
- Eq. C.] y 
Also,
 




= E(Pp*T - P T -* pT + pT) 





Now, E(p* p*') {[-J+ c - pJ)
 
(I	1jjT_ C+C)y] 1T T 1 T Tp+, T 1 T +m x [mJ + (e - P )PC +'y (I - mJ' C0 )]} 











E(p*p* ) = E E qi qj P.. W
 




where Tij [ij + C. P. (a(i) --m P J) + (I -m JJT - +C. Cj)y]
 
1iT 	 AC+
1iTAT ' U J + ( iJ- P) C. + (I - JJT 
m 3 jjmnJ 
Thus MSE (p*) =W p 11T - P'pT + PeT 
y p P 
and MSE (p* = w + p2 _2 p pi 
where (i) p* = i-th component of p*

y1 	 y 




=pii-th component of 
 p.
 
To illustrate the derivation of MSE (p*) consider the case for
 
y 
m=2, n1=2, n2=2, n=3, i.e.
 
P 	 x, y = 0, 1, 2 
e (3 	 k = 0, 1, 2, 3. 
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Referring to the previous discussion, the number of possible values of 
P is z = 3)= 9, and the number of possible values of e is 
4 
s = (3) = 4. Assuming that an optimal solution is obtained using the 
A 
entire P matrix (for same vector y), then
 
311- = E (P*) 1 I iT j)y+EE
 
p y (i3JY+ i=l





E1 q. C P. e
i=l 1 1 
a22 21 00and 1 0 0 2 =0 ) ' "' 9 2 2 
q 	 = (2) p2(1i1) [1 - p(lIl)]0 .() p0(212 ) [ 1- p ( 2 12)]2 
= 1 2 2 2 
q9 	= p0 (1I)[l p(all)] 2)p .(2) 	 - (0 2 (212)10 
+ 1 T 22 21 T +Thus, 	for example, C = [(I- 1 T)(11 ) (0 1) (I - 1 11T)]+. 







" MSE (p*) = q. q p 

3 i=l j=l '- j 3 p p
 
where, for example, q (3) e0 (1-e) 3
 
4 Z 9TTT - P - + pT 
22 2 0 
q= (2 p (l1l)[1-pll)]0 . (l)p(212)[1-p-(212)] 
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wj = + +2 0 1 1 T C2+C2]Y}
1 T R2) (0 2 ) ] + [I __ jJT _CC+] }
 
1T 2T 02 1 T T +
 
xf1 JT + [(0 3)- 2 0 M 2 1) Ci+ I I2 _ C +
2 	 21 101 




It has been shown that a vector p=p* exists which minimizes
 
y 
SP- e 11 subject to JTp=l and p>O. Using the Iterative Search 
Technique (Nelson's procedure), the form of the solution was derived 
and was given by (3.1). Two methods of determining the solution vector 
were derived and illustrated by several examples. The modified Simplex 
Method appears to provide the most "efficient" solution to the problem 
and can be easily coded for a digital computer. The two methods provide
A 
identical (and unique) results when 
P is of full rank. When P is
 
less than full rank, there will exist no unique solution; however, for
 
some vector y, the Simplex result is-identical to the result using
 









tion vector provided by the Simplex Method since, for some vector y,
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The sensitivity of several proposed estimators of the
T
 
mixture proportions a = (a1 ,... ,m) defining the normal mix­
m 




component densities Pk are subjected to bhanges in location.
 
The particular deviations studied are motivated by an applica­






A current problem in the NASA Earth Resources Program is
 
the application of mixture proportion estimators to crop acre­
age assessment using multispectral sensor data from s'atellite
 
platforms. The Earth Resources Technology Satellite (ERTS)
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records reflected (or radiated) energy in four spectral wave
 
bands corresponding to square 80 meter plots on.the ground from
 
an altitude of approximately 500 nautical miles. In an agri­
cultural region training areas (labeled data), consisting of
 
known crops, are used to model or estimate the probability
 
density functions of the existing crops. Then these density
 
functions are used to construct a mixture model of a nearby
 
recognition area in which no labeled data exists. That is,
 
the mixture density of the recognition is given by
 
m 
p(x;a) = a Wk~k(X) (1) 
k=l 
where Pk is the component density and ak the proportion of the 
kth crop in the recognition area. The proportion vector 
T 1 an
a (c1,...,am)T must satisfy the constraints E a = 1 and 
k=l 
akLO for k=l,...,m where m is the number of crops. In this 
application ak is interpreted as the acreage proportion of 
crop k in the recognition area. It is assumed that the compo­
nent densities pk and the number of components m of the mixture 
are completely specified and a is the only unknown parameter. 
Several estimators of a have been proposed.[2,4,5,6) for
 
this model. (See [1,3,7] for a discussion of the mixture esti­
mation problem in a more general setting, i.e. when the densi­
ties Pk are not completely specified.) The following four
 
estimators were chosen for this study.
 
i) Classification (CLASS) - ak is the proportion of
 
points in the recognition area which are classified into the
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ii) Maximum Likelihood (MLE)- a is the vector which
 
maximizes the likelihood function defined in (1).
 
iii) Moment (MOM) - a is the vector which fits the mix­
ture moments with the empirical moments of the unlabeled data
 
in the least squares sense.
 
iv) Minimum Chi-suare (MIX) - a is the vector which 
fits the percentiles of the marginal mixture distribution 
functions with the corresponding empirical percentiles of the 
unlabeled data set in the least squares sense. 
A detailed description of each estimator is given in the
 
appendix. The estimator proposed in [5], which modifies the
 
classification estimate'by using the knowledge of the confusion
 
matrix associated with the classification rule, was not,
 
included in this study since its behavior would exactly paral­
lel that of the classification estimator if the confusion
 
matrix were based only on the training area data. If addi­
tional information was known in the recognition area, then it
 
is felt that this method would be worth considering.
 
In this application it is common for the components den­
sities of the crops in the recognition area to deviate from
 
the model which was based on the training area, even though
 
the two areas are close geographically. For example, if the
 
planting times of one crop, say wheat, were different in the
 
two areas, other crops remaining fixed, then the difference in
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maturity would cause a shift in the wheat distribution and the
 
model would be inaccurate. If the data acquisition times were
 
different, say by a day, then different sun angleyand atmos­
pheric conditions would cause a shift in all crop distributions.
 
This study was undertaken in order to determine how each of
 
the 	above estimators behave under such deviations of the model.
 
It is assumed that no labeled data exists in the recognition
 
area, otherwise the crop distributions would be adjusted to
 




2.1 Description of the Simulation
 
The aim of this simulation study was to evaluate the
 
effectiveness of the proportion estimators when the data in
 
the recognition area has been "shifted" from the training
 
area. The simulation was made as simple as possible in order
 
to remove as many extraneous factors (sampling error, corre­




(a) 	Generate a random sample X1).. X from pop­
ulation ui, where X(i) ~ MVN(.i,l) for i=1,2,3
 
when ni, Vi and a are known fixed parameters.
 
(b) 	Train the proportion estimators using the train­
ing segment.
 









a known scalar and v. 
1 
is a fixed direction 
vector for population T.. 
(d) 	Determine the proportion estimates in the new
 
recognition segment and evaluate the estimators
 
using the sum of squared error deviation from 
the ground truth. 
In this study V, = (30"30)T' P2 = (40,40)T P3 = (40,20)T 
and a = 7. Using these parameters we defined-two experiments, 
(1) nI = 180, n2 = 75, n3 = 45, (2) n1 = n2 = n3 = 100. For 
both experiments we defined the following three sets of direc­
tion 	vectors:
 
(1) 	vI = (1,0)T , v2 = (0,0)T , v3 = (0,0) T and 
d = 3,6,9. 
(2) -v = (l,1)T , v2 =(0,0)T , v3 = (0,0)T and 
d = 3,6,9. 
(3) 	v = v2 v3 = (1,0) and d = 3,6,9. 
Each case was repeated three times for each experiment using
 
an independent data set. F I­
2.2 	Results
 
The results of the simulation have been summarized in
 
Figures 1-6 and Tables 1-2. 
 The values found in both the
 
figures and tables represent the average mean-squared error
 
and crop proportions, taken over the three data sets. 
 In
 
Figures 1-6 the mean-squared error is plotted against the
 




CASE 1 EXPERIMENT 
--- CLASS 
0.72 - MOM 
-0MIX 
MSE 0 48 
0.24 
0 3. 6 9 
DISTANCE 
FIG 2 














0 3 6 9 
DISTANCE 
FIG 4 
















-DIS TAN CE 
FIG 6 










CASE DIST. POP. CLASS MLE MOM MIX ANS. 
1.1 0. I .5956 .6036 .6027 .6000 .6000 
II .2533 .2491 .2431 .2500 .2500 
III .1511 .1472 .1494 .1500 .1500 
3. I .5600 .5773 .4368 .4640 
-I.2711 .2630 .3216 .3155 
III .1689 .1598 .2416 .2205 
6. I ,4122 .4560 .2565 .3536 
II .3422 .3267 .4035 .3663 
III .2456 .2173 .3400 .2801 
9. I .1811 .1954 .0677 .2052 
II .4300 .4493 .4886 .4305 
III .3889 .3553 .4437 .3643 
1.2 3. I .4878 .5188 .4412 .4525 
II .3622 .3342 .4094 .4474 
III .1500 .1471 .1494 .1002 
6. I .1644 .1364 .2626 .3034 
II .6878 .7153 .5877 .5676 
III .1478 .1483- .1497 .1291 
9. I .0122 .0005 .0727 .0661 
II .8411 .8500 .7723 .7639 
III .1467 .1494 .1500 .1700 
1.3 3. I .5567 .5745 .3023 .4140 
II .2711 .2626 .3825 .3370 
III .1722 .1628 .3153 .2488 
6. I .4089 .4651 .0072 2707 
II .3422 .3125 .5171 .4039 
III .2489 .2224 .4757 .3254 
9. I .1778 .2635 .0000 .0953 
II .4300 .3939 .5350 .4815 




CASE DIST. POP. uCAlfr MLE MOM, MIX ANS. 
2.1 0. I .3322 .3357 .3260 .3333 .3333 
II .3333 .3324 .3390 .3333 .3333 
III .3344 .3320 .3350 .3333 .3333 
3. I .3133 .3148 .2307 .2824 
II .3433 .3458 .3827 .3588 
III .3433 .3394 .3866 .3588 
6. I -2300 .2272 .1304 .2223 
II .3900 -.3945 .4283 .3898 
III .3800 .3782 .4413 .3879 
9. I .1017 .0867. .0070 .1407 
II .4417 .4625 .4797 .4342 
III .4567 .4510 .5133 .4251 
2.2 3. I .2656 .2684 .2335 .2731 
II .4000 .39-96 .4317 .4144 
111 .3344 .3320 .3349 .3126 
6. I .0756 .0532 .1342 .1955 
II .5900 .6137 .5310 .4819 
III .3344 .3331 .3348 .3226 
9. I .0022 .0008 .0296 .0628 
II .6644 .6674 .6326 .6074 
III .3333 .3319 .3341 .3297 
2.3 3. I .3122 .3133 .0173 .1769 
II .3444 .3485 .4787 .4168 
III .3433 .3381 .5039 .4063 
6. I .2289 .2549 .0000 .0913 
II .3911 .3790 .5009 .4610 
III .3800 .3661 .4991 .4476 
9. I .1056 .2124 .0000 .0000 
II .4400 .3886 .5079 .5081 




AI CA SE 1 
n












Since the training model consists of component classes
 
in which the interclass confusion is small, all estimators do
 
well when the model is exact (d=O). Furtherthe behavior of
 
the estimators is similar under both experiments. That is,
 
the true proportion vectbr does not seem to be a definite
 
factor in the sensitivity analysis. Now consider each case
 
separately. In case 1 the CLASS, MLE, and MIX estimators
 
perform similarly with the first two better for d = 3,6. The
 
MOM estimator is uniformly the most sensitive to the model
 
deviations. In case 2 when the first class is shifted toward
 
the second the likelihood based estimators (CLASS &nd MLE) are
 
worse as the ist class crosses the classification boundary,
 
and the MOM and MIX perform similarly. In case 3 the MOM and
 
MIX estimators are more sensitive than the CLASS and MLE.
 
In conclusion, based on the types of deviations considered
 
here, it appears that the ordering of the four estimators,
 
according to the degree of sensitivity, which is suggested by
 
this experiment would be (CLASS, MLE) > MIX > MOM. It is also
 
apparent however that the particular type of shift deviation
 
from the model may give a different ordering. Therefore, if
 
the suspected deviation is known to be of one particular type
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or direction, then a experiment should beV-ato
 








X(X) = 1 if PO(X) > pj (X) 
Xkx otherwise
 
for k = 1,...,m. Now th? CLASS estimate is given by
 
1 N 
=k N j Xk(X) k = i, 
where Xl,...,XN is the sample of unlabeled data, ak is simply
 
the proportion of thesample which is classified into the kth
 




A necessary condition for & to be a maximum-likelihood 
estimator of a is that 
akJ= N j=l JNS NakPk(X.)/P(X;a) 






For each class k let k j = 1, ...,n+ (n+ l ) 
2 denote the 
fiist and second order noncentral moments. (Here n is the 
dimension of the multivariate observations and k is the mean
 
i




elements of the noncentral second moment matrix for j = n+l,
 
n(n+l) .) Let Xjo be the corresponding sample moment
 
from the unlabeled data for j = ,, n+n(n+l)
 
j. n 2 Now con­
struct the system of equations
 
m k j lnkn(n+l)
Wj5j = w. Z ak i 2 
where the weights w. are proportional to the variance of the
J
 
sample moment T.. Now the MOM estimator is defined to be the
 
constrained least squares solution of this linear system.
 
4.4 Minimum Chi-square (MIX)
 
For each class k let F. be the jtn marginal distribution 
function and let F. be the jth marginal empirical distribution 
function of the unlabeled data for j = 1,... ,n. Let Y. be 
the 10
e100sl percentile o F. for i = 1.... ,s. Now construct
 
m F(ki­
Fj(Xij) Z kj j
J ~ k=l 
for i = 1,...,s and j = 1,...,n. (In this experiment s = 9 
and n = 4). The MIX estimator is defined to be the constrained
 




Let P = (pij) be the confusion matrix defined by the max­
imum likelihood classification procedure where
 
Pij = Prxi(x) = lixcfi].
 
Since E(&) = Pa, where a is the estimator defined by CLASS, the
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. ,Let p 1, P be multivariate density functions and let a= (a1 , 
be a proportion vector defining the mixture density p(x,t) = -i' 1 (p (x) , where 
= I1 and a, > 0 for i = 1, , m. This paper investigates the problem of evalu­
-ation of the maximum-likelihood estimate for a. An acreage estimation application is 
presented using remotely sensed data. 
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1. Introduction 
Let 	 ' I . '"" mbe in pattern classes having distinct multivariate probability 
mT 
density functions p,, . . . , 	 pm respectively. Leta= (a1 , . a) T be the proportion 
vector defining the mixture density 
(1) 	 p(x c) = S lctkPk(x) 
k kk=1 
where 	
_>0a=and a>Ok1, . .. ,m. Let 3E=fX1, . . ,X bearandom
 
sample drawn from the mixture density p. A necessary condition for a vector
 
1 GS =[Y eRm :EY.i=1;, Y>il_ . . . nm)
 
to be the maximum-likelihood estimator (MLE) of amn (1) is well known (see [2,p.192]). 
However, the problem ii usually considered in the context of the general mixture problem, 
where the component density functions and the proportion vector are simultaneously estimated 
from the mixture sample X. In this paper the component densities are assumed to be completely 
specified. This is an appropriate mathematical model even when labeled data, independent 
of9, is used to estimate the 	component densities prior to drawing the mixture of unlabeled 
sample. The following is included for completeness. 
Theorem 1 	 A necessary condition for 0 e S to be a MLE of a in (1) is 
NNi1 k~k(Xi)/p(X I ;(2) (2 	 1k = N i E=1 ~ X) P( 
for k = 1, .. * m. That is, the MLE must be a solution of the fixed point equation 
(3) 	 = G( ), 
where G is a vector valued function defined component-wise by the RHS of (2). 
Proof: The log-likelihood function 
N m 
I ( Z)= log 1pi(X.)S E 
j=1 i=1
 
is concave and the constraint 	set S is compact and convex. Hence, 1 E S maximizes 
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I on S if and only ifvl ()YP - 0) < 0forall Y S. That is, if and only if 
81 (0) < V1(0) k =1,. .m 
a' 
-It is eaiily verified that vl(0) 0 i N and thus 0 maximizes I on S if and only if 
1- 1 .L <1 
(4) alS N pk(X)NTk(03)--N j=1 p(X; P) -
J 
k= 1, . . . , m, with equality whenever Pk> 0. Multiplying both sides of these inequalities 
by the corresponding 1kYields the required necessary condition. 
2. An Iterative Method for Obtaining the MLE. 
The fixed point equation (3) suggests that a possible method of obtaining the MLE, 
say a*, is to iterate G and form the sequence of successive approximations 0n = Gn (s), 
where Pis the initial guess of al. . The purpose of this section is to provide partial theoretical 
justification for its use. 
Let S denote the relative interior of the conbtraint set S. We wilI assume that 
the Nxm matrix P = (p,(Xj) has rank m so that the Hessian of the log-likelihood 
fun ction 
PIi .X pI(X)PRM(j) 
N02 
(5) H(0)=- Sl* (X, 
. .Pm (Xj) 2 Pm(Xj) P(X). 
is negative definite for all 0 e S and consequently the MLE c* is unique. Moreover, 
with this assumption, both S and S0 are invariant under G. In practice, N is very much 
larger than m, so that the assumption that P has rank m isalmost always satisfied. 
Note that G has fixed points other than ct*. In particular, each vertex of S is 
fixed by G .- The next theorem shows that G is unstable near these extraneous solutions 
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of the likelihood equations. 
.Theorem 2 	 If OG S0 and = lr Gn(0),then P=ca* 
Proof: If 0 is not a MLE, then since P= G( P) it follows from (4) 




I !!1 ( )>I 
N a1 k 
n 	 0and 1Bk > 0, since BE S0 . Therefore, 
n I (B5>1n n 
for sufficiently large n. It follows that Bk cannot converge toO = Bk" a contradiction. 
The next theorem shows that under certain restrictions, G is a local contraction at 
the MLE " . That is, for some norm on Rm there exists e > 0 and k, 0 < k < 1. Such that 
Ila* - G(1) ll<kjfa* -II 
whenever I1a* - B 11< e Thus if B issufficiently near c*, the sequence n = Gn(,) 
converges geometrically to cL*. The proofs of Theorems 3 and 4 are given in the Appendix. 
Theorem 3 If the rank of P is m and the MLE ta*is in S0 . then G is a local 
contraction at a*. 
For the two class case, we have the following somewhat stronger result. 
Theorem 4 If m =2 and 1 S O then Gn(,) converges to a* . 
3. 	 Choosing a Starting Vector: 
0It is clear that any starting vector B should be in S . If no other information is 
available, then a naive starting vector would be B = ( 1,..., 1)T . If the com­
m 
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component densities are widely separated, then the probability of error P of the 
maximum-likelihood classifier is small and the proportion of observations classified into 
each component class would be approximately the MLE. That is, let 
1 I f Pk (X) > p-(k )forj4=k(x)(x dr~
 
k~ 
 0 otherwise 
and 
1 zN (1X. k=1 M 
k N j=I k 
Even if P is not negligable, 0 should serve as a very good starting vector pro­
e 
viding 0 E S 
4. An Example: 
In this section, the previous results are applied to the problem of estimating crop 
acreage from satellife data. The data used was taken by the multispectral scanner aboard 
the NASA launched, Earth Resources Technology Satellite (ERTS) . This sensor records 
reflected (or radiated) energy in four spectral wave bonds corresponding to square 80 meter 
plots on the ground from an altitude of approximately 500 nautical-miles. Five crops were 
identified and their density functions were estimated from labeled data using a multivariate 
normal model. In Case I , all five crops werb represented by at least 10% of the total 
mixture (unlabeled) sample of 1000 points. In Case 1I, the fourth crop was retained in 
the model, but deleted from the mixture sample. 
The seven starting vectors which were tried in each case are listed in Table I, along 
with the MLE in each case. All starting points converged to the MLE in both cases under 
the iterative procedure. The first two starting vectors are those proposed in section III. 
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The last five were chosen near vertices of S to illustrate the convergence rate when a 
"poor" choice of starting point is used. 
CROP 
MLE 1 2 3 4 5 
I .2937060 .3616114 .1581606 .1000086 .0865135
 
II .3224670 .4115446 .1745424 .0032386 .0882074
 
1 2 3 45
 




II .304444 .306667 .186667 .023333 .178889 
2 .20 .20 .20 .20 .20 
3 .01 .01 .01 .01 .96 
4 .01 .01 .01 .96 .01 
5 .01 .01 .96 .01 .01 
6 .01 .96 .01 .01 .01 
7 .96 .01 .01 .01 .01 
TABLE 1 Starting Vectors 
IrTable 2 the number of iterations required for 2,3, and 4 place accuracy (using 
the sup-norm)are noted for each starting vector. That is, the table entry is the number 
of iterations n for which 
-
max G. (P)1< .5xI aG I I0 for k =2,3,4. 
j= I j...5 j J -­
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CASE I CASE II 
k= 2 3 4 2 3 4 
-1 20 37 55 18 33 49
 
2 22 40 58 20 36 52
 
3 31 49 66 29 44 60
 
4 21 38 56 19 35 51
 
5 22 40 58 21 36 52
 
6 29 48 66 26 42 58 
7 22 40 58 20 36 52 
TABLE 2. Iterations needed for k place accuracy 
using starting vector 1 
For these two-examples the iteration procedure appears to be very stable with only starting 








-the mxm matrix (8--- -()) From (2) it follows after a brief calculation that
 
(6) G'(0) =diag( - 81(0)) + + diag(1 ) H(5) 
'where H(O) is the Hessian of I given in (5) . Since G'(5) is a continuous function 
of R, it follows from the mean value theorem that G is a local contraction at e, 
if, with respect to some norm on Rm 
J!G' (a*) 11< I
 
where IIG'(a*) 11-1 sup IG(e) By [2 ,p.461 this is true if and only if the spectral
I 0 1. 
0radius p(G'(al) is less than I. Since * is the MLE and c*e'S , it follows from (4) and (6) 
that 
GW() = 1+'-L diag(a~k H(a ) . 
N1 
Since the eigenvalues of drag (a*) H(a*) are negative, p(G' (a*) ) < I if and only if 
p(diag(a*)H(a ) ) <2N. The entries in the matrix diag (c*)H(a*) are all <0 and it is 
-easily verified that 
diag (0k) H(a*)c =a* N a. 
It follows by Frobenius' Theorem, [5,p. 49] , that the spectral radius of diag (a* )H (ca*) is N. 
Hence p(G'(a4j) < 1 and the proof is complete. 
-Proof of Theorem 4: We will show that whenever 1 S0 and 11 a* then 
from which the theorem follows. From the concavity of I we have 
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S< v 1(1 ) ((a (-))II l a0 2 a
 
Hence, P < if and only if 81 a I(). Since P - + N, 
Hene 2 1 2 2-11 
ifandonlyif a'(0)>N. Similarly P. > a" if and only --- 1 (1)<N. 
Assuming that D <a* 1' a 
G (a) g > N. 
and (7)' follows if G1 (0)<& i.e., if '(G()) >N. 
But, 
P (X)
a I (0())= NE
 









> E 0 pI alj=1 (X+ 
Th i (P 1 X 2)+P2 (XJ)) N a?1 
= N. 
Therefore, Gn(0) converges to a. 
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Some Results on Randomly
 




Several alternatives are available for handling randomly
 
missing data from multispectral scanner measurement acquired over
 
an agricultural area. One such procedure is described in [1].
 
In this report, other methods are investigated and compared using
 
the asymtotic unconditional probability of correct classification.
 
The five methods considered are (1) Use only the complete
 
observation vectors. All vectors with any missing components
 
are discarded. The linear discriminant function is calculated
 
in the usual manner with only the-complete observation vectors.
 
(2) Use all sample values in computing means and variances for
 
each variable, but only complete pairs to compute covariances.
 
Then the linear discriminant function is calculated with the
 
sample covariance matrix formed from these statistics. (3) Compute
 
means based on all available values and substitute these mean
 
values for the missing values. Calculate the discriminant
 
function from this completed set of vectors. (4) Use the
 
estimate from the regression equations, regressing the missing
 
values on those which are not missing, to complete the vectors
 
with missing components. The linear discriminant function is
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calculated trom tnis set of completed vectors. (5) Use the first
 
principal component from each of the two sample matrices to
 
estimate the missing values as follows-: Let X and X be the
 
pkm 1 P3m 2
 
data matrices whose columns are the observation vectors on two
 
crops of interest. Replace Xi by Yi' i = 1,2 where
 
= (xjk - )/sv _3 for known values and Yjk = 0 for missing 
values. xj is the sample mean of the jth variate and s.3 is the 
.th 
pooled variance of the j variate. The coefficients of the 
. (i) 
first principal component of Y. are then obtained, say q1 where 
_,i , i) (i),T 
= (ql ,... ,q ) is the eigenvector of unit length associated 
T
with the largest eigenvalue of Y.Y . Missing values in Y. are
ll 1
 
replaced by the coordinate of the nearest point on the first
 
principal component. That is, for each data matrix, Y is re­
jk 
placed by a qj, where a K = • After all missing valuesJ 
are estimated, Y1 and Y2 are transformed back to their original
 
units X1 and X2, and the usual discriminant function calculated.
 
To compare the methods,-the actual probability of correct
 
classification using the usual discriminant function based on a
 
single pair of samples is used. The expression is
 
P I [ () ((1) +y(2) ]Ts-I1(y (1)_ (2) ) 
p= 71) Em 2 x xJ7x + 
(i) _ (2))y (1)_R(2) ) TS-ls-I1 ( 
S'(2) _(1 (Z) T -1 () (1) (i)}_( 
/(Y(1)-K(2)TS-S-ES ( )­
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In the above p(i), i = 1-2 are the population means, Z is the
 
population covariance matrix, R(i) 
is the vector estimate of 11(i)
 
from the particular missing value method used, and S is the
 
pooled estimate of Z from the particular missing value method.
 
The asymptotic limits of 
 y(2) and S for each missing
 
value method were obtained and substituted into (1) to obtain
 
numerical values for the asymptotic probability of correct
 
classification which equals E 
. The variances were taken equal to 
one without any loss of generality and all correlation coefficient 
were taken equal; hence E = R = (p). 
Methods (1) and (2) attain the maximum probability of correct
 
classification, hence only methods 
(3), (4) and (5) were compared.
 
The Mahalanobis distance A2 = pTR-I 
between the two populations 
was taken to be 4, and the proportion of missing values was taken 
to be m = .2. The correlation p was restricted to being greater 
than -1/(p-l) so that the equicorrelation matrix would be positive 
definite. 
Partial results are given in table I. 
TABLE I 






.5 .2 0 
 -.1 -.2 -.4
 
(a) 1 = (d,O,...,o)T 
2 (3) .8330 .8397 .8411 .8413 
98 
(4) .8399 .8400 .8411 .8413 
(5) .8413 .8405 .8388 .8370 
3 (3) .8370 .8410 .­8411 .8413 .8406 .8299 
(4) .8410 .8409 .8411 .8413 .8407 .8388 
(5) .8413 .8410 .8400 .8381 .8325 .8022 
4 (3) .8387 .8404 .8411 .8413 
(4) .8412 .8411 .8412 .8413 
(5) .8413 .8412 .8405 .8388 
8 (3) .8406 .8410 .­8412 .8413 .8376 .... .... 
(4) .8413 .8413 .8412 .8413 .8374 .... 
(5) .8413 .8413- .8411 .8400 .8292 .... .... 
(b) = (d,d,0) T (dfd,010)T, (dddta,0,0,0 0)T 
for p = 3,4 and 8, respectively. 
3 (3) .8300 .8390 .8410 .8413 .8408 .8359 
(4) .8404 .8402 .8410 .8413 ---- .8410, .8405 
(5) .8413 .­8406 .8390 .8372 .8332 .8158 
4 (3) .8348 .8394 .8409 .8413 .8391 .... 
(4) .8410 .8407 .8410 .8413 - 8400 
(5) .8413 .8409 .8397 .8373 ---- .8265 
8 (3) .8370 .8396 .8406 .8413 .8374 ---­
(4) .8412 .8409 .8408 .8413 .8392 .... .... 
(5) .8413 .8411 .8404 .8374 .8233 
A = 2, p1 = .8413, m = .2, R = 
99 
pl = .8413 is the highest attainable probability of correct
 
classification. For P = (d,...,d)T, Ep = p1 for all entries.
 
Though the asymtotic performance among the missing value
 
methods have slight variations, the differences of Ep are not
 
substantial. Thus, it is concluded that the treatment of missing
 




With this in mind, a pilot study was conducted, comparing
 
methods (1) and (4) in the two population discrimination problem.
 
This missing data problem is such that there are numerous
 
variables which affect the outcome. This study focuses on two
 
of these: 1) The percent of complete versus incomplete vectors
 
and 2) The discriminatory power in the mean vector relative to
 
the particular component or components which are missing. To
 
gain insight into the effect of these factors several simplifying
 
conventions were adopted. First of all, only two class patterns
 
were specified at any time. The first class of vectors consisted
 
of those which were complete and the second class consisted of
 
vectors with one particular component missing. The second con­
vention was that two simple but strong covariance structures were
 
used throughout in order that the strongest statement with respect
 
to the use of method (1) and (4) could be obtained. The first
 
covariance structure exhibited near perfect correlation between
 
the component which was to be missing in the second class pattern
 
and one of the other components; all other covariances were zero.
 
The first covariance structure for p = 4 might be represented as
 
100 
= 0 1 
The second covariance structure had the correlation between
 
the component to be missing in the second class pattern and all
 
other components to be 1/p-- (i.e. the multiple correlation
 
coefficient is arbitrarily close to one); 
all other covariances
 
are zero. This structure might be represented by
 
/1/- 1) 
11/- 0 1 
1//T 0 a 1 
Thus, viewing the missing daftaproblem in terms of filling
 
in the missing components with their regression estimates, given
 
the components of the vector which are not missing, the above
 
convention adopted in this study will provide for the maximum
 
increase in information brought about by the inclusion of the
 
partial data vectors. 
The mean vector for group 1 either had all
 
components equal and nonzero or otherwise the mean associated with
 
the particular component in the second class pattern which was 
to
 
be missing was nonzero, and all other means were zero. 
 The mean
 
vector associated with group 2 was 
always the zero vector.
 
The actual simulation methodology will now be described. It
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was arbitrarily determined that p 4. Mean vectors and a co­
variance matrix were specified and training samples of sizes
 
n = n2 = 100 were generated from each of two groups such that a
 
specified percentage of the vectors were complete and the rest
 
had a particular conponent missing. The well known Bayes linear
 
classification rule was determined using only the complete vectors
 
in the training samples and the method (4) was employed using all
 
the data. Next, samples of size N1 = N2 = 100 were generated
 
from the two groups and the vectors classified by both rules
 
into one of the two groups and the number of misclassifications
 
were counted. The entire procedure was then repeated until 25
 
simulations had been performed. It was determined that 25
 
simulations per particular set of mean vectors, common covariance
 
matrix, and training sample design was sufficient to ascertain
 
the relative performances of the two rules. The actual simulation
 




H For a fixed set of 
parameters ,1142EZ, 
n,=n2=100 and nij(i=1,2;j=1,2), 
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it seems logical that the 
 inclusion of additional information
 
into a classification rule might reduce the probability of
 
misclassification; however, it must be remembered that given a
 
set of parameters (i.e. mean vectors and covariance matrices) and
 
the Bayes linear discriminant rule, the probability of misclass­
ification is fixed and that the classical Bayes rule, regardless
 
of sample size, can be used to provide unbiased estimates of such.
 
Hence, one should expect the increase in performance resulting
 
from the imput of additional information (i.e. data, whether it
 
be complete or incomplete) to manifest itself in the variances
 
of the associated estimates of the probability of misclassification.
 
However, the estimated-variances of the estimates of the pro­
babilities of misclassification as 
computed in this simulation
 
study do not in general tend to support this claim with respect
 
to the inclusion of incomplete data. 
Even with the exceptional
 
covariance structures specified in this study, the only evidence,
 
and it is extremely weak, found in support of smaller variances
 
associated with method (4) is found when the percentage of incom­
plete vectors is very high (i.e. 90%) and when the population
 
mean vectors differ in every component. Further interpretation
 
of the above results is left to the reader. 
It is felt that
 
the common and known covariance matrix is at least partially
 
responsible for the results obtained in this study since the
 
estimation involved in the development of the two rules is only
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ESTIMATION AND CLASSIFICATION WITH INCOMPLETE DATA
 
Thomas L. Boullion, Benjamin S. Duran and Patrick L. Odell
 
1. 	Introduction and Summary
 
In this paper we consider the problem,of missing data from multispectral
 
scanner measurements acquired over an agricultural area. Frequently, due
 
to partial cloud cover and other factors, not all elements of the multi­
variate observation vectors are meaningful on every occasion. Since these
 
occur randomly, this information is taken into account to estimate para­
meters using the incomplete as well as the complete data vectors.
 
Assuming a multivariate normal for the distribution of the multi­
spectral scanner measurements we develop expressions for the estimators
 
of the mean vector and covariance matrix based on all the data. Also,
 
expressions are given showing the gain in precision which may be obtained
 
by using incomplete as well as the complete data.
 
Since this phenomenon of missing data is present in the training
 
samples as well as for vector observations to be classified later, we develop
 
a maximum likelihood scheme for classifying an observation vector in one of
 
two multivariate populations with unknown means, but known covariance matrices.
 
2. Description of the Model
 
Assume a training sample of size N is taken from a p-variate normal
 
distribution, but some of the p-vectors of observations have randomly oc­
curring missing entries. In remote sensing applications, each observation
 
vector X is of the form x [T, X2, X3, X ], where Xi(4xl) represents a 
multispectral scanner measurement taken at time i. (For instance, each X 
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could be an observation on an agricultural unit at various growth stages
 
for a crop of economic interest, such a8 wheat.) In this case, missing
 
data occurs whenever a complete subvector X. is missing, or can be identi­1
 
fied to be cloud cover over the unit. Thus, there are 2 -1 (in general,
 
there are 2P-I) possible sets of partial data vectors. Let RI be the set
 
consisting of all complete data vectors. 
Let R. denote the i-th set of
1
 




illustrate, let R2 be the set of all vectors with X4 missing, R3 be the
 
set of all vectors with X3 and X4 missing, etc.
 
Let Xi( 




to H.(i=l,2,.., 2P-i), and X.=- E X., where X. does not exist if m.=0.
1 
 'mi a=1 1 
This leads us to assume the following statistical model:
 
Xl is distributed as a p-variate normal with means p and covariance E;
 
and X. (i>l) is distributed as a p.-variate normal with mean P. and co­
variance Zi, where pi = DiP and E. T
= DiED., where Di is a matrix of
1 . 1 2. 
ones and zeros indicating which observations are missing. For instance,
 




0 ) = 2 
2110 0 I '21
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IO /S l 12 Z13 Z14'' 02 11 E12 E1 
and Z= 0 0 021 E22 E23 Z24 0 1 0 = S21 E23r 2 

0 130 \ 31 32 E33 E34 0 0 1 Z31 E32 Z33
 
£41 £42 £43 544 000
 
3. The Likelihood Equations When E is Known
 
Having the training sample properly categorized in the sets Ri(i=l,2,...,k)
 
,
(note k = 2P-l if none of the Ri are empty), R1 = {XI,XI2,...,Xlm





L = LL 2,...Lk' where 
m. 
1 .11r 
L. e 2 




(21) 2 jZ 1 2 
K 
The logarithm of the likelihood function is thus, log L 
milog 1 og(2'-
- -- 'ii' 
= E 
i__l 
log Li, where 
1 T±Ll 2 1 lPfi tr'sk'3 
M.3. T 
where the matrix M. is given by M. = E (Xi -li ) (Xia-- ) = m.(E i + H.). The1 1 1 it i 1l 
.
 
matrices E. and H. are given by Zi = Ei (X -11)X. -P and 
T nit
 





log L. = 7 pM~ log(27r) - y oii - i nM,.] 
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-loii 21 tr - -El = - ml *Q: . 2(pi-p)) = _ mi.l(1i_1i).log 1. t 1'-1-1.
 
1I \S±E aI§ 2 i 2P3 i i 1.0 i1i
 
a log L. D log L, \ log L. k
 
Since = _____ we have 1 - miDiT (n--li).
 




.1 = -m ii But, the negative expected value of this is the portion 
3Ii il, 

of the information matrix corresponding to V. say WP, which is equal to
 
M.-l Siial,- o k T­
-
m.t. . Similarly, 	 .D. and thus the total informa­
ti mari p = -IpT -1 ZiD ifo sk




_ 1 k 
which upon setting -equal to zero and solving for ityields the maximum likeli­
hood estimator p for p(for Z known) as 
p=W E D.iW ii i=l 
The matrix W- is of interest since it is the asymptotic covariance 
matrix of p. Also, if k=2 the estimator pibecomes 
p = 	 I [W i 1 + DwW 2 or 









where pij is the sample mean of the j-th component-of p computed from vectors
 









-I = - 1 D-I(DW1D + 4- -)D 
Pi 	 2 2 i 2 P2) 
 WI 
The second term represents the gain in precision which may be expected if
 
both groups of data are used as 
opposed to only the complete observation
 
vectors to estimate p. Investigating the variances of each component of p
 
we obtain the following:
 
var(pi ) = o&i/N if-the i-th component of the data vectors is not 
m2 R2 / otherwise. 
missing in R2 , and var(.) 
= ( - ) a ii ote i 
is the multiple correlation coefficient obtained when regressing the
 
i-th 	variable on the variables corresponding to R2.'
 
4. 	The Likelihood Equations When Z is Unknown
 
It is convenient to display the elements of Z as a column vector
 
whose elements are ordered as the columns of E. To illustrate, let
 
E a22 	 then a =23 (alla12, 22 ,G13, 23 ,933. Thus, ais a
 
11 212 a h3e 
a33
 
vector of length I p(p+l) 
-defined by a.= (a..; lij ~l,2,...,p). The
 
vector a of length 
2 p.(P.+l) will represent the corresponding column
 
array of Z., i=l,2,...,k. 
To relate a. to a we introduce the matrix C.








Letting airs denote the element in the (r,s) position of Si and irs
 
aE.
 denote the matrix 



















a .i irs iirs
 
Using these results we obtain
 












tuai 1 1 lE Etr(Zi 1 IE -i )
 
lt(-lE 
 Z§1s.E E-ti.)2 i irs i itu i .
 
Recalling that E(Mi) 
= m.SY 
 we find that the negative expected value of
 
3. ii 
the above expression is given by
 
112 
E -1 E(3). 1 
i . irs i itu 
Hence, the portion of the information matrix of L. corresponding to a.
 
1 




In order to express (2) in a more tractable form, we note that
 
Pi
Z. = E.ta 




tr(Eis) = . E ) tr(z. E. Z. E )aFtr(S. S.Z E E 

=i irs i irs i t,u1l flitu itu t,uz1 i irs i itu itu. 
It can be confirmed that this is just the rs-th component of -W a..
 
a. i1 
Similarly, the second term on the right side of (2) is just the rs-th com­
ponent of the vector W (a.+h.), where a. and hi are the vector forms of
 
.1 1 






- W  [-(a +h )] 
and since
 
alog Li T log Li 
= C we obtain 
Z TY [.ua.h) -W aii+ T W" (ui+hi (4)alog L k T k T 
kT 
where W is the total information matrix for a given by W = Z Cw C. 
i=l 1 
It has been tacitly assumed in the above development that all elements
 
of V are estimable. This is not the case for all elements of a; hence, in
 
(4) the vector a should be interpreted as the vector of estimable parameters 
of S. 
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In order to obtain estimates for V and a from (1) and (4), we could
 
use the method of steepest ascent to determine a stationary point for the
 
likelihood function, since we have the expressions for the gradient vectors
 
alog and alog L An alternative is to equate (1) and (4) to zero, 





=W D w (5)
i=l 3. 
k T 
and W • a E C W (a.+h) . (6)a i a a.i=l 1. 




the parameters. Then solving the likelihood equations for p and a by
 
-
nultiplying by W-1 and 14 , respectively, yields new estimates for p and a.
 
Using these estimates to estimate W , W and hi, the process can be' 
repeated. This process should converge rapidly, and at termination, we have
 




Consider the case k=2, that is, we have a set of m1 complete observa­
tion vectors and a set of m2 incomplete vectors. The large sample covariance
 
matrix is W-1 where W = W + C W2C Hence W can.be written as
 
a aF ai 2aG 2 a2 
-1 -1 T 1-1 CT +1-1) ­
, 2 a 23a~W:= [1-14a 2 (C2 
1 1 2 1 
The second term represents the gain in precision which may be expected 
if both groups of data are used as opposed to only the complete observation 
vectors to estimate Z. 
Considering the variances of each component of a we obtain the following: 
var(a..) = 2 a../N if the i-th component of the data vectors is not 
missing in R2 
and var(a..) = U- -) 2 aii/n, otherwise. 
Although the likelihood equations (5), (6) in general must be solved
 
numerically as indicated, there are certain special cases in which they may
 
be solved analytically. This is true for any situation with only two groups
 
of data where one group consists of the complete observation vectors, and
 
for nested incomplete vector observations. By nested we mean that group
 
R consists of ml>p complete vectors and it is possible to label the remain­
ing groups so that Z is a principal submatrix of E. for i=l,2,...,k-l.
 
Consider the likelihood equations (5), (6) for the nested case. They
 
can be solved sequentially as follows: Consider equations (5) and (6) with
 
k=2 and replace the elements of W and W in (5) by their estimates using
 
a1 only. The solution of (5) yields p which is maximum likelihood for p if
 




enables us to solve for a, say a, which is maximum likelihood for c if k=2.
 
We next consider k=3 and repeat the above process with a as initial estimate
 
rather than ci The resulting estimates are maximum likelihood for k=3.
 




For the remote sensing application, it is expected that k=2 will be the
 
most frequently occurring situation since a portion of the subvectors repre­
senting data for a particular pass at a point in time over a certain region
 
will be missing due to partial cloud cover.
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5. Derivation of Maximum Likelihood Classifier
 
We now consider the problem of clatsifying an observation vector in one
 
of two multivariate normal populations when dealing with incomplete data
 
vectors. It will be assumed that sufficient training data are available to
 
estimate the covariance matrices very accurately. Hence, we assume the
 
covariance matrices are known and unequal. These will be denoted by Z1 and
 
Z2 with corresponding submatrices Eli and Z2S. Let X0 denote an observation
 
vector to be classified into either N(pI,9Z) or N(P2 ,S2. Letting Xi denote
 
the samples from N(p1 ,EI) and Yia from N(P2,Z2) , the logarithm of the likeli­
hood function Li of all the observations can be expressed as
 
_3k m T -1 . 3 T -Il~ogLi = lgKi- 2[Z I E MX a-Blj) ZIj(X. -11j)+ E (Y.a-I'2j) Z2' (Y -p2j) 




P.(m.+nj)-P 0 M. 

where K. i (2q) 2 ij, 2 2 2 and is 
' j=l 
the covariance matrix corresponding to X0 of size p0. Likewise, pi0 is the
 








2 log L1 k D logL1 + -L
 
= F D! 
 + z-i0 - Vi0 ) 
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alogL -I -,hT -1
11 = £ Z




DTis to be multiplied on the left by the appropriate if p0<p. This will3 
T' -1be denoted by writing D0 E 0(X0 -p1 0). Thus, we have 
Dlog L1 k T -1- T -1 l X3 m=i @EI
all j j J l + DIoE~oX 0 J(DT
= Zim.D.(E X.j 0 L m.j D.)+D o 
Similarly, 
alog L1 k DT - fk T-i] 
ap2 j=l ji 2j J n5D5X2 j 
For ease of presentation we introduce the following definitions:
 
k T k -1- T -1
 
= S m.(DEZD.) + ]IT0 1 D1 0' = Z m.D? (E5z.X.) + D X
 j=1 3 3 ± 0 101 j=l 1 OX0 
k . 1 k 
E il -515 q E TE­
j=1 j j ljj
 
k T -1 T -01 R m.D.T.-.-I 





= D21j =21 i 2 j 21 j=l 3 52 5 
a log L1 a log L1 
Setting - = 0, = 0 yields QIP qll and Q21 p2 = q2 1 " 
alogL 2 a log L2 
Similarly a = 0, 9 = 0 yields Q12 I = q and Q22v2 = q22 
Thus, the maximum likelihood estimates for PiP 2 under the hypothesis 









Likewise, if is from N(D2T 2' D2052D20), the maximum likelihood
 





2)]l1= Q12q12 and 2V'2 = Q22q22 
Letting Li denote the maximum of Li(i=l,2) under variation of 
11,2
 
we get Pj (mj+n.) n. P0 
k -- m _ 1 
L1 = [ (2r) 2 I j 1 2 2 2 j=l lj 2j 0 (2 
k 1 T 1 3
+ E (Y 1
 Aexp E E A . T E-1(X. 
-1
( 2 1 Aj) 2 
(Yj- l 2 j + (Xo- 1 0) 





_ 1 Po12L = 1(27r) 2 i 2 l 2(2~ 2 E ij ,j 2 jzxf0 2(27r)j=l
 
A T-1 ^. 
Yja-22j ) + (X0-p20) 520 (X0 -^20) 








T -l T -1 T -i A -1 T -1 T - -1
04D
q1 2Q1 2q1 2 - q2 1Q2 1q2 1 - ql1 QjI(DoZ10)Q11q11 +_q22Q 2 2 (D2 0 2 0 )Q22q22
 
T -1 Tn-kT ,-l x+T 
_ T-i 	 s
Z1 +T T' 

-q1lQllqll + 2qll 11 1lO10 + q22Q22q22 -q22Q22D20E20'XO if X0 is of
 
size p0 <p. 
L1 __T =T =T =--T T 
If L(Z) = -2 log Z = L(XX2XoY then classify X 
L2 
in N(I,E1 ) if L(Z)<0 and in N(p2,F2) if L(X)>O. 
The above expression simplifies whenever X0 is.pxl. In that case, 
-	 T -1 -i T -1 T -l T -1
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In the problem of discriminant analysis the probability of misclassifica­
tion is of significant importance. The difficulty in obtaining explicit
 
expressions for the measure of probability of misclassification has prompted
 
various developments of statistical methodology of classification. The
 
problem of misclassification is further complicated by the problem of missing
 
data. This report investigates the relationship between the probability of
 
missing data and the probability of misclassification. Since divergence is
 
a widely used measure of distance, it will be investigated as a criteria
 
upon which to base a disctiminant function.
 
2. Definition of the Problem
 
Let X X 









where X consists of p subvectors, each of length n. The data will be lost
 
in such a way that an entire subvector will be lost. Let qi be the probability
 
that the ith ssubvector is missing, i=l, 2,...,p.
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As a mechanism for identifying the outcome of missing data define I as 
a random vector of O's and l's, with 0 indicating a missing subvector. I 
will be of length p, i.e. for some j, I' = (0 1 1 ... 1) indicates the 
33first subvector, X1, is missing. That is, we use the notation Ijto denote 
a value of I. There will be 2p possible outcomes of I which are mutually 




P[I! = (0 1 1 1 ... 1 )]= ql(l-q(l-q3) ... (l-qp) = 
3 2 3)p 





corresponding a priori probabilities. Let P[ijI be the probability of 
.th .thclassifying an observation from the j population into the i population 
and C(ijj) = the associated cost. For the remainder of this paper the cost 
C(ilj) = 1 if i # j and C(iji) = 0. 
If fi(x) represents the density function of the ith population, 
divergence, A, is defined by 
A = f [fi(x) - f.(x)] Zn [fi(x)/f.(x)] dx . (3) 
Letting fi(x), i=1,2,...,m be the multivariate normal density function 




{tr(Xi-Z)(Z 1-E1)+ )P -P-)'(4) 
11 1I1 i 3 13 1 
3. Equal Variance-Covariance Matrix Case 
Anderson [1] considers the case for equal variance-covariance matrices 
and multivariate normal distribution. Divergence then reduces to 
A = ((5-))' - -
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In the case of two populations and a priori probabilities p1 and P2'
 
the probability of drawing a sample from population 
2 and misclassifying it
 
into T1 is P(112)p 2 and the probability of drawing a sample from population
 
i and misclassifying it into 7r2 is P(2j1)p .




P[misclassification]'= P2 P(l12) + p1 P(211) 
 (6)
 
Anderson shows the discriminant function which minimizes the P[misclassi­
fication] is the usual Bayes discriminant function: 
= XI. (1) (2>] -l[ ( (2) . (7)
 
The best regions of classification are given by, classify into 7I if
1 

x'S- l(P(1)-(2))_ itj(1) (2))! Z-l(P(1)-V(2) ) n p2 /P . (8) 
Otherwise classify into 2" 
Anderson finds the distribution function for (7) and using this distribu­
tion obtains the probability of misclassification as follows (still with
 
I = 2 =E): 1 2 
P(112) = f 





e'a/l In p/P - 1 2 
r21 2 -2F 
e dy . (10) 
Both probabilities are monotonically decreasing functions of A. 
Therefore,
 
the total probability of misclassification is given by:
 
P[misclassification] = P2 P(12) + p1 P(211) 
 (11)
 
which is a monotonically decreasing function of divergence.
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4. 	The Bayes Discriminant Function with Missing Data
 
We wish to incorporate the probability of missing ,subvectors into the
 
problem of the probability of misclassification.
 
For the remainder of this report we will for convenience restrict
 
ourselves to the case of two populations, wi and 2' with a priori 
probabilities p and p2 The extension to n populations is obvious. We 
will consider Ei = E 2 = E and take n=4 and p=4. Of course the development 
which follows is the same for any n and p but we have selected these values 
from the physical model for definiteness. Thus 
X =X 







There are 24 = 16 ways in which the subvectors can be lost and 16 
mutually exclusive and independent outcomes of I with associated probabilities, 
yj, j=l,2,... 16. For example, if I' = (1,0,1,0) we have 
P[I= (1,0,1,0)] = (l-ql) q2 (1-q3) q4 Y (13) 
16 
(Clearly E yj = 1). 
j=l 
Definition 1: 
Define D(U,I ) as the usual Bayes discrimination function, but based 
3 
only on the available data as reflected in outcome I. 
In calculating the probability of misclassification using D(U,I.) the 
probability of misclassification is based on-the parameter 
J (j(1) (2); (1) (2) (14)
= 	 - j Si(1
 
where the subscript indicates that the parameter is caluclated only from the
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in the outcome I1 = (1, 1, 1, 1), where no data is missing does a1 = A.
 
The distribution of the Bayes discrimination function has been altered
 
by including the probability of missing data. It is now the function of
 
two random variables. Thus, the probabilities of misclassification and
 






 1 e d y (15)
 












 Yin - p2 3 2
 
F[ihsclassification and Ih el dy b 

+ p1 fan p2 h1 12 dt2 1e F y y(17)
 
We can then define an "expected probability of misclassification," 
which is actually just the probability of misclassification in the problem 
as we have now modeled it. We have simply used the term "expected 
12!
 
misclassification" to emphasize that we have accounted for the possibility of
 
missing data in our calculations, thus
 
P[misclassification] = E P[misclassification] F­
£n p2/p1 -­






Figures A-I through A-15 demonstrate the behavior of (18) with 
different y., i.e. different ql = q2 = q3 = q4 = q. 
Definition 2:
 
In the case where all the data is missing but a region must be classified,
 
we can classify the region by making use of the a priori probabilities. That
 
is, we simply sample from a random device with those a priori probabilities
 
and make the classification. For example, in the two population case we take 
a "coin" which has probability pl of heads and P2 = l-pl of tails. Then we 
flip the coin and classify the region accordingly. Thus we have once more 
P[misclassification] = Pi112] P2 + P[2f1] p1 
= plP2 + p2pl = 2plP2 (19) 
= 2p1(l-pl) 
Thus, if we denote outcome (0, 0, 0, 0) by 16' we have 
15
 
EIlf[misclassification E y1 [P(112) 5-p, P(112)] + 2y 1 6 pl 1 )j=1
 
15 
= E yj[P2P(112) + p1P(211)] + 2 qlq2 q 3q4 pl(l-pl) 
j=l 





By definition (and by a realistic approach to the physical problem)
 
the data obtained will be considered "essential data" in-the sense that any
 
data lost will increase the probability of misclassification, i.e.
 
P[ijj, I ] > P[ilj , Y (21) 
if Ik represents an outcome where more data is lost than in outcome I i.e.
 
every element in I is contained in I . Since the outcome of I determines k£
 
the parameter in the calculation of the probability of misclassification,
 








Definition 3. Data will be said to be essential data if every element of Ik 
is in I implies ak S a V 
One such case would be where E- =-diag [i] i = l,2,..,16. 
Theorem 1
 
Let q = (ql,q2,q3,q4) and consider two cases. Case 1: at least one
 
of the qi is greater than 0. Case 2: qi=O,Ii. This implies'no missing
 
data, i.e. the only outcome-possible for I is I= (1,1,i,). Then
 
E[P[misclassification; I.] in case 1] > E[P[misclassification; I.] in case 2]. 
Proof:
 





C f e dy (22)
 
Zn p2/pl-+ 
Now in case 1, if there exists at least one qi greater than zero, yI
 





EI[P(112)] yl I e dy +... 
Zn P2 p1 l +2 
12 12
 
+ yj 1 e dy + ... + y-6 1 e dy. (23) 
_" e dy16.+ 1 6
 
kn p2/Pl+Z n p2/P + 
But by definition 3, each a < A and thus each integral of equation (23) 
(other than the first integral) is greater than C and equation (23) can be 
written 






=C since Z I=1. 
Si=l
 
in a similar fashion, we can show
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EI[P(2f1) for at least one qi > 0] > E[P(211, I.) q1 = 0,#i] , 
and finally 
P[misclassification; if at least one q, > 0] > P[misclassification; 
qi= ,-V q] 
5. P[misclassification] as a function of divergence
 
Unfortunately, P[misclassification] = E [P[misclassification]] is not
 




Example: Let the divergence between populations r1 ,r 2 , 3 ," 4 be the following 
(without loss of generality we can assume equal a priori probabilities). 
Let A1 ,(6r2,Zl= 2) = 16 A2 (72,7r3,S2=E3) = 36 in.the following way: 
A, (() -_(2). El(1) 1(2) 






_.007 .003 _! 
16 x 16 16 x 1 




A 2 V-4)(2(3) P(4)) 












16 x 16 	 16xl
 
= 4(2.75) + 11(2) + 1(3) = 36 
=
Now let ql = .5 and q2 = q3 = q4 0.
 
Then Ti = .5 and 2= .5 and all the remaining terms, yi = 0. The only two
 




E[P(112,Al) = .5(.0228) + .5(.4602) = .2415 
and 
E[P(112,A2) = .5(.0013) + .5(.0065) = .0039 




6. 	Equal qi' i=1,2,3,4 
While it is probably true that for equal E and q = 2=qq 2 q3=q4, that
 





Consider the two dimensional case and equal a priori as a function of 
q:g(q) = P[misclassification] 
= (lq) 2 C1 + q(l-q) C2 + q(l-q) C3 + q2C 0 c q < I 
where by def. 3 C1 > C2,C 3 and C2,C3 > C4 (25) 
Now g(O) = C1 and g(l) = C4 so we know 0 < g(0) < g(l). Note that this is 
true for any dimensional case. 
However, in general to prove there are no critical values for n dimensions 
would involve proving there are no roots for an n-i degree polynomial for 
0 < q < 1. This may be very difficult to show analytically. 
The question also arises with equal qi whether or not P[misclassification] 
SEIj[P[misclassification]] is a monotonically decreasing function of divergence 
in the equal covariance case, even though it has been shown not to be true
 




7. Unequal Covariance Matrices Case
 
It would be desirable to extend the above theory to encompass the case
 
of unequal covariance matrices. However, Chang[4] points out that divergence
 
is neither uniquely nor monotonically related to Bayes' classification errors.
 
Since the relationship of the new model which incorporates the probability of
 
missing data and divergence with equal covariance matrices is still uncertain,
 
further investigation into the properties and possibly other discriminant
 





Appendix A contains several plots of probabilities of misclassification
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Appendix A. Plots-of Probability of Misclassification
 
Figures A-I through A-15 contain plots of the probability of misclassifi­




P(112) = Eyj[l -(A)
 
1 ~ ~ c 
-where (1) 4 = standard normal distribution function 
(2) Aj = n p2/pl + v-j/2 




P(211) = E y;-I(B.)i c 
where B Zn p/p - ./E2 
j2 21 - i 
The total probability of misclassification is 
P ( 11 ) Pi[misclassification] = p2 P(112) + p,
1
 
For each plot S = I. Let 
d = ith component of P(i)-P (2).
 
The values for the di's for each of the plots is given in Table.A.1-.
 
i = 1 2 3 4 5 6 7 8 9110111112113114115116 
Figures A-i thru A-9-1 1 1 1 1 l'1 1 1 1 1 1 1 1 1 
Figures A-10 thru A-12 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 
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EXTRAPOLATION PROCEDURES FOR IRREGULARLY
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Much work has been done in recent years concerning the problem
 
of extrapolating a set of irregularly spaced data to obtain a surface
 
(possibly continuous but not necessarily) covering a large region of
 
interest. The example used in this paper to illustrate the various
 
extrapolation procedures will be an agricultural one but the methods
 




Suppose that we are given yield data (bushels per acre) for a
 
particular agricultural crop such as wheat at several irregularly
 
spaced locations within a region R. Designate these data as
 












Consider these yield data as being particular points on a
 
surface, henceforth referred to as a yield surface. 
The problem
 
then is to devise a method which extrapolates this set of data
 
over the entire region R, producing a yield estimate for each
 
point of R. The term "extrapolate" as used in this paper may
 
actually mean "interpolate" if the point under consideration lies
 
within the convex hull defined by the data points. All of the
 
proposed procedures for solving this problem will assume that a
 
grid (coordinate system) has been constructed over R with each
 
data point assigned to the nearest grid point. The problem then
 




A number of techniques ([1], [4 ],[ 8 ]) exist for interpolating
 
within the convex hull of a set of data points, where the convex
 
hull is the convex region of minimum area containing all of the
 
data. The methods examined in this paper were selected because
 
of their ability to extrapolate outside the convex hull of a sparse
 
data set. One method (referred to as Method 3) is to fit the data
 
points with a least squares linear surface of the form
 
zi= C0 + clXi + c2yi i =1,2,..N. 
McLain [3 1 expands this approach to.include quadratic terms and 
(more importantly) uses a weighted least squares regression to 
determine the ci's where the weights reflect the distance of the 
data points from (xi,Yi). Consequently, a new set of regression 
coefficients is derived for each extrapolated point on the yield 
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surface. This method is referred to as Method 10 and will be
 
discussed further in Section 2.9.
 
Shepard [9] has derived a surface generation technique which
 
produces a surface that is continuous and passes through the data
 
points. The method uses a weighted average of the data points to
 
estimate the surface height at a given point where the weights
 
reflect the relative distance and direction of the data points.
 
This method is referred to as Method 9 in this paper and will be
 
described in more detail in Section 2.8.
 
The methods described in subsequent sections were chosen
 
because they seemed to be likely candidates for extrapolating
 
sparse data. Because of the assumption of sparse data, the degree
 
of sophistication the extrapolating procedure should have is
 
questionable. 
One could argue that with an extremely sparse data
 
set of yield data that using the sample mean to estimate the
 
entire yield surface would be a "safe and reasonable" thing to do.
 
On the other hand, one should possibly use a more sophisticated
 
technique to glean as much information as possible from the set
 
of data, although it becomes increasingly difficult to substantiate
 
this sophistication from your sample data. 
Consequently, the authors
 
present and compare ten methods ranging from the sample mean to
 
the highly sophisticated procedure proposed by Shepard. 
It is
 
hoped that the reader will apply each of these procedures to his
 






In Section 3.0, the authors compare these methods using five
 
years of wheat yield data from North Dakota. For this study, five
 
years of data existed for seven yield test stations along with
 
yield data for approximately 45 check points (cities). A Fortran
 
contour mapping program was written and used on several of the
 
methods to compare the final yield surfaces to each other and to
 
a contour map of the full set of available data (i.e*, the 52
 
yield data points). The latter map was assumed to accurately
 
model the actual wheat yield distribution of North Dakota and
 
was used as a check of the various extrapolation procedures.
 
Section 4.0 contains the conclusions of this study along with
 




2.0 Proposed Methods of Solution
 
As mentioned previously, these methods will vary considerably
 
in their complexity beginning with a very simple technique of
 
yield extrapolation (Method 1) to the more sophisticated procedures
 
of Shepard and McLain (Methods 9 and 10).
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2.1 	Method 1 - Composite Average
 
If one wishes to ignore the relative location of the yield
 
data points, then a reasonable estimator for the yield at any
 




Zpl yield estimate at'P using Method 1
 
N 
where zi = yield at Pi.
 
This method would be appropriate if the user ignores location
 
because of the extreme sparcity of the data or he feels that the
 
yield values are randomly distributed about R. This estimator
 
provides a continuous surface which is well behaved near the
 
boundary of R. 
 However, it does not reflect any variations within
 
the region, in particular in small neighborhoods about each data
 
point. One rationale behind using z is that while it may serve
 
as a relatively poor local (point) estimator it should provide
 
an accurate global estimate of the total yield for the region, R.
 
2.2 	Method 2 - Nearest Neighbor (NN)
 
This method (another conservative estimator) estimates the
 
yield at P by the yield of that data point which is nearest P, i.e.
 








(2) d. = Euclidean distance from P to Pj. 
This estimator provides better estimates in small neighborhoods 
about each data point and also is well behaved near the boundaries
 
of R. 
 However, the resulting yield surface is discontinuous with
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the maximum yield estimate being the maximum zi . For each point
 
P, this estimator completely ignores the yield information of the
 
N-1 furthest data points.
 
2.3 Method 3 - Least Squares Linear Surface 
(LS)
 
The Method 3 estimator fits the yield data with a plane that
 
provides a least squares fit to the set of yield data. 
So
 
Zp, 3 = + 1 XP + c2Yp 
where (1) coordinates of P are 
(xp,yp)
 
(2) coclc 2 are given by
 
=l (s s -s s
D yy xz Xy yZ
 
021 (s sc2 D (Sxx yz Sxy sxz) 


































This estimator provides intuitively "good" yield estimates in
 
the convex hull 
(see Section 2.4) of the data points. The resulting
 
surface is continuous and does reflect trends 




yield values increase from North to South). The major problem
 
with this technique, as with any linear regression technique, is
 
that it may be extremely ill behaved outside the range of the input
 
data points, i.e. near the boundary of R.. If the yield surface
 
(a plane) is extremely inclined, one can encounter negative or
 
unrealistically large yield estimates.
 
2.4 Method 4 - LS/NN
 
This method attempts to provide more conservative yield
 
estimates for points outside the convex hull defined by the input
 
points. 
The convex hull of a set of data points is defined to be
 
that convex region of minimum area containing all of the points.
 
The authors have developed an algorithm (see Appendix A) and
 
computer program (Fortran) to determine the convex hull of an
 
input set of two-dimensional data points. Figure 3 illustrates
 








Convex Hull x -
P3 R 
Figure 3 
The LS/NN estimator uses the LS estimator (Method 3) inside 
the convex hull and the nearest neighbor estimator (Method 2) 
outside this region, i.e. 




The resulting surface although possibly better behaved near the
 
boundary of R will be discontinuous at the boundary of the convex
 
hull. However, for data that varies considerably, this more
 




2;5 Method 5,6 - Average Linkage
 
The average linkage estimator predicts yield by a using a
 
weighted average of the data points. Thus
 
N N 
AZp,j = (Z g(di)z i)/(E g(diJi=l
= =l 
where (1) di = distance from P to P. 
(2) g(di) is a monotonically decreasing function of di such
 
that g(di).-> o as d1--4 -. 
For j=5, g(d.) = l/di and for j=6, g(d.) = l/di2 The Method 6 
estimator will reduce the effect of distant data points more so 
than Method 5, i.e. the effect of the i-th data point on the 
yield estimate at P "dies out" faster using Method 6. If one 
wishes to further decrease the effect of distant data points, a 
-
= e di or e-di
 possible candidate would be g(di) 

The resulting yield surface using either method will be
 
continuous and is well behaved near the boundary of R. 
Moreover,
 
it includes the effect of each data point yet is completely
 
dominated by the yield at Pk for any P in a small neighborhood
 
about Pk The resulting surface is conservative, however, since
 
the maximum yield value will occur at one of the data points. The
 
average linkage method is also unable to reflect any directional
 




2.6 Method 7 - Average Linkage with Directional Correlation
 
The Method 7 estimator attempts to improve the average linkage
 
estimator by incorporating significant directional trends that are
 
present in the data.
 
2p,7 ,' (!-wl-w2 ) Zp, 6 + Wj2 P, 7 ,x + w2P,7,y 
or6y = 1where (1) Fvr x [ 6x/(6 x + 6y)] if 	6x 
6if 0Sx =W 0 
( =x [6y/( 6x + y)] if 6x or 6y = 1 
(2 wif 6x = Sy = 0 
(3) 	 w = Wma x+6 i y x '6x + 6y)-i 
ax if I x,z I y 0 zi 
(4) =[ f px,z y A 	 X 7
 
if ^xz 	 0min
 
(1 if IPy,zl Pmin (5) 	 if y^ 

0fi  I, 1< 0Pmin
 




(7) 	 =P sample correlation between yi's and zi s
 
yield estimate at P obtained by regressing yield
(8) 	 = (8p,7, x 

Ax + Rx xp
on the x-coordinate, i~e. =zP,7,ox 

for regression coefficients Ax,Bx
 
yield estimate at P obtained by regressing yield
(9) z 

on the y-coordinate, i.e. %P,7,y = Ay + By - yp 
for regression coefficients Ay,By 




Wmax essentially measures the maximum importance that the
 
experimenter wishes to give to the directional trend estimates
 
and pmin is the minimum significant directional correlation that
 











P1.4- 'PT3 (18,11,-4)1 




Here we have yield sample data of 40,20, and 70 at PI,P2P3
 
respectively. Setting pmin = .8, and computing directional 
correlations, then Pxz = .114 (not significant) and 3y,z = .992 
(significant). Regressing yield on the y coordinates produces 
ZP,7,y= 13.78 + 2.86 yp" Letting wmax = .8, then w = .8 x .992 
.794, and 2P,7 = .206 P,6 + .794 2P,7,y 
= .206 P + .794 x (13.78 +2.86
 
02P,6 













t47 = .206 (42.08) + 10.941 + 2.271 (11) 
= 44.59
 
The choice of wmax is, of course, very subjective. If the
 
experimenter feels that apparant directional data trends should be
 
heavily considered, then a large value of wmax would be appropriate.
 
If one is uncertain about such trends, then a lesser value of
 
-Wmax (.3 .7) should be used, and if one wishes to totally disregard
 
any apparant trends, then the average linkage estimator should be
 
used. It should be pointed out that 2 (the average linkage

P'-, 6 
estimator) can be replaced by any of the remaining methods in this
 
paper. Whichever method one uses in place of zP,6' the result of
 
Zp,7 will be to incorporate the effect of directional correlations
 
into this yield estimator. Another question to consider in choosing
 
wmax is "how representative are the data points of the entire
 
region, R?" If the points are, say, clustered in a small portion
 
of R, then one may be wary of directional predictors and may wish
 
to use a more conservative estimator by choosing a small value for
 
wMax . If, however, the points are distributed evenly about the
 






The resulting yield surface will be continuous, but could, in
 
some cases, be ill behaved near the boundary of R. This can be
 
controlled somewhat by the choice of wmax.
 
2.7 Method 8 - Objective Analysis 
This method is a result of a meteorological approach to
 




have proposed such a method referred to as 

This method also utilizes a low pass
to analyzing data fields. 

filter to compensate for the sparcity of data and to suppress the
 
This procedure
high-frequency noise contained in the initial data. 





The region of interest, R, is fitted with a grid and, as in
 






estimate at each such grid point. 

begins by assigning the N sample values to their nearest grid point
 
and setting the remaining z (yield estimate) values equal to zero.
 
Finally, R is augmented by a set of boundary grid values, all 
set
 
Call the new region R'.












Referring to Figure 5, consider an arbitrary grid point P.
 
The initialization process is actually a sequential procedure which
 
continues until all grid points have been assigned a non-negative
 
yield estimate. At each step, the yield estimate at point P is zP, 
where- Zp =existing zjp if >0 
average of the if at least one of 
9 points in Figure 5 these points is > 
unspecified if all 9 points = 
Thus on the fitst pass, zp = the existing z only if point P is
 
After point Ptis finally
one of the original N data points. 

assigned a non-zero initial estimate, it remains unchanged on
 
succeeding steps of the initialization procedure. This procedure
 
continues until all of the grid points have been assigned on non­




As a first attempt to filter o-tr-some of the high-frequency
 











Considering, for the moment, a one dimensional situation,
 
this smoothing filter can be written as 
- S) f + (f + fj) (2.7.1)(1 
 2 j+l j-1
 
263 
for an arbitrary function f. and constant S. 
 For S = 	1/2, (2.7.1)
J 
reduces to ft = 1/4 (fj+i + 2fj + f.-l). 
Referring to Figure 6 for the two-dimensional case, the 




where (1) the index runs over the 9 points in Figure 6
 
(2) the weights (wi) are the numbers to the left of each
 
point in Figure 6.
 
For points on the boundary (but not the corner) of R (not
 
R'), the nine point weighted average of (2.7.2) is replaced by
 
the corresponding six point average where the weights are illustrated
 
in Figure 7. Finally, using-Figure 8, the smoothed values for the
 
corner points of R can be determined using a four point weighted
 




1 2 	 3
 








Briefly, this step attempts to define a surface (field) of
 
data which does not differ a great deal from the surface generated
 
by Step 2 yet, at the same time, contains a minimum of high­
frequency modes. The problem is essentially one belonging to the
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where (1) z' represents the final surface generated by Step 2
 
I = ER [c(z - z')2 + 2 (2.7.3)
 
(2) z is the desired yield estimate after Step 3
 
(3) Viz is a difference operator applied to the yield
 




(4) a and a1 are predetermined weighting factors.
 
Thus Step 3 determines a yield surface which resembles that
 
of Step 2 but minimizes rapid changes in yield across the grid
 
points of R. The Method 8 estimator is the outcome of Step 3
 
with'the addition of another term in the summation in (2.7.3),
 
namely another low pass filter term of higher order!
 
= R [a(z-z')2 + a1 (Vz)2 + (V2z)2] (2.7.4)a2 

For a more in depth and concise description of Sasaki's approach
 
and difference operators, see Haltiner [2, Chapter 14.5]:
 
The Step 3 algorithm proposed by Wagner [10], minimizes I'
 
by determining the Euler-Lagrange .equations corresponding to 
(2.7.4)
 
and then solving these equations by a numerical method known as
 
relaxation. This method is 
an iterative solution which continues
 
until the yield at each grid point of R changes by an amount less
 
than some predetermined amount. 
It is similar to the procedures
 
of Steps 1 and 2 in that a weighted average (using a, al, and a2 )
 
is computed for each grid point of R and compared to the existing
 
yield value. The yield estimate at the grid point is then adjusted
 
towards 
(not see equal to) this new estimate and the procedure
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continues to the next grid point.
 
The choice of weighting factors in (2.7.4) is of course
 
very subjective. In Wagner's thesis, he often uses weights of
 
a = 100, a,= a2 = 1, i.e. placing a very high weight on fitting
 




In summary, the resulting surface using Method 8 will be a
 
"smooth" surface which will be well behaved throughout R but will
 
not exactly fit the original set of N data points. For a set of
 
data of low variance and using a large a value (e.g. a = 100)
 
we would expect the final yield surface to strongly resemble the
 
"smoothed" surface generated by Step 2. For this reason, there
 
appears to be a serious lack of attention paid to this smoothing
 
procedure and, in fact, Wagner essentially describes his low-pass
 
filtering approach beginning with a complete grid of smoothed data.
 
2.8 Method 9 - Modified Linkage
 
This approach, proposed by Shepard [ 9], is an extension of
 
the average linkage estimators (Methods 5,6).. Shepard attempts to
 
improve the straight weighted average estimator by (1) selecting
 
only nearby data points to be used in estimating the yield at
 
some grid point in R, (2) including the effect of the directions
 
between this grid point and the data points used in the estimation,
 
and (3) correcting for the zero gradients at the N data points on
 
the yield surface generated by Methods 5 and 6.
 
To correct for the zero gradient at data point P., small
 
increments were added to nearby data points so that the generated
 
yield surface would have "desired" partial deviatives at Pi" Since
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we are assuming a sparse data set (e.g. 1% grid occupancy) the authors
 
did not feel that this modification would improve the accuracy of the
 
linkage estimators. Later experiments showed this to be true.
 
Consequently, only the nearby point rule and the direction correction
 
were used in the Method 9 estimator.
 
Step 1: Selecting Nearby Points 
 NSwizi 
Denote the Method 6 estimator by fl(P) = 1 
EW. 
where w. = i/d i , i = 1,2,...,N. 
Since this estimator practically removes the effect of distant
 
data points and we are using a sparse data set, using only nearby
 
data values may not provide a significant improvement in estimation.
 
The resulting suface should however contain less noise..
 
The first step is to define a circle of radius R, which when
 
constructed arbritrarily about R, will contain 
( on an average)
 




- Trr = nl* (A/N) 
where A = approximate total area of R. The choice bf n, will 
primarily be a function of the sparcity of the data. For each grid
 
point P, a collection C' of data points near P and a new radius r' 
P 
will be defined. Let Cp = £Pi I di < ri where P. = i-th data 
point and di = distance from P to P. 
 Also let n(Cp) = the number 
of points in C . Next, order the N data points by increasing distance
 
from P, i.e. d. < di < ... < diN, and let
 









Suppose that each yield estimate should use at least n 
main 
- Cpnmin if 0 < n(Cp) < nmi n 
Cp if nmin < n(Cp) < nmax 
Cp n m a x if nmax < n(CP)
 
nm
 and rp =-r(C in) if 0 < n(Cp) < nin 
r if nmin < n(Cp) < nmax 
r'(Cpnmax) if n < n(CP). 
Finally, a new weighting function s (di ) is defined which 
is continuously differentiable for di>0 and such that-s(d i) = 0 
for d.>r'. This is given by 
1r
 





1)2 if < r
( 7 1) di 
4W r3 1 
0 if r'< di .
 
The new yield approximation equation is given by
 
f2(P) = [E si2zi] / E s.2 	 ).8.1)
Pic P PiE£C,
 
where f2 (P) = 	zk if dk = 0 for any Pk CP.
 
Step 2: Correcting for Direction
 










p1 p P) PA
 
Intuitively, it would seem the yield value at P in Figure 9(a)
 
should be closer to the yield at P3 than in Figure 9(b) due to the
 
intervening effect of P2 in (b). A weighted average based strictly
 
on distances would provide identical yield estimates at P for
 
both configurations. Thus a new directional weighting term is
 
derived which represedts this shadowing effect and is denoted by
 





is included in the definition of
The distance weighting factor sj 

since data points near P should have a larger shadowing effect
ti 

< 2 for i = 1,2,...,N.
than distant data points. Note that 0 < ti 

The final weighted average incorporates this directional
 
correlation and is given by (2.8.2).
 
2 =P f93(P) = [E w-z.] / Z w, (2.8.2)PiEC , i I PiECP 
2where () w 5s x (I1 i 
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(P )
and (2) f = Zk if dk = 0 for some Pk E C. 
The resulting yield surface using Method 9 will be continuously
 
differentiable and will pass through the N data values. 
For
 
extremely sparse data situations, we might expect little improvement
 
over the average linkage estimators.
 
2.9 Method 10 - Modified Least Squares
 
This method, proposed by McLain [3 1, is an attempt to
 
improve the linear regression estimator (Method 3) by (1)
 
performing a weighted linear regression where the weights are
 
functions of the distances di (2) deriving a different set of
 
regression coefficients for each grid point P and (3) introducing
 
2 2
x y ,xy terms into the regression model. For extremely sparse
 
data sets one might expect to gain very little by adding the
 
quadratic directional effects into the model (as later experiments
 
demonstrated). Howeverthe procedure of requiring-those data
 
points close to P to carry more weight than distant points seemed
 
very desirable. Consequently, for each point P, this method
 
determines a polynomial of the form
 
f(xp,yp) = coo + cl0xP + c01YP + c20 xP + c1 1xpyP 2+ c0 2yp .
 
The coefficients are chosen to minimize
 
N [f(xi,Y i ) - z. w(d i ) (2.9.1)
 
i=l 1 
for some weighting function w(d.), e.g. w(d.) = i/d.. The 
1 1 1 






for the six coefficients co c01,, C10, C ll c20, c02.
 
Having determined these coefficients, then the Method 10
 





2Pl0 = C00 + c10 Xp + c
0 1 yp + C Xp 2 
2 0 + C1 1 Xpyp + c 0 2 yp
 
The weighting function w(di) is again subjective. McLain
 
discusses such functions ranging from w(d) 
= l/di (slow die-out) 
2 
 1
to 	w(di) = exp (-cdi2) / (di + ) for suitable constants a and E
 
(fast die-out). McLain recommends the latter weighting function
 
although it should be pointed out that he is assuming a grid
 
containing between a hundred and a thousand data points. 
The
 
authors in working with sparse data sets 
(see Section 3.0) had more
 





This method will produce a surface which should better reflect
 
yield differences across the entire region R and will pass through
 
the N sample data values. By using a different regression equation
 
for each grid point, the problem of ill behavior near the boundary
 




a better mean square error using Method 10 over Method 3.
 




The authors used five years of yield data 
(bushels/acre) for
 
wheat in North Dakota to test the ten extrapolation procedures*.
 
The intent of the test was to see how well these methods extrapolated
 
across the entire state from data acquired at seven yield stations
 
located at Jamestown, Minot, Grafton, Bismark, Dickinson, Fargo, and
 
*obtained through NASA contract NAS9-13512
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Williston. The data existed for the years 1962 - 1966 at these seven 
stations along with yield data at approximately forty five additional 
check points (cities) (Figure 3.1). The methods could then be 
checked for accuracy by applying each to the seven yield observations 
and comparing to the actual yield data at the forty five check points.
 
The yield data for these seven stations is contained in Table 3.1.
 
1962 1963 1964 1965 1966
 
Bismark 31.3 15.9 20.5 22.4 19.1
 
Dickinson 26.1 22.1 20.4 22.2 23.1 
Fargo 24.1 24.0 24.2 28.8 24.7 
Grafton 28.8 29.3 29.8 30.7 26.0 
lamestown 27.6 17.1 23.7 22.5 22.7 
Ainot 34.8 26.7 27.4 28.2 29.0 
gilliston 28.5 - 26.3 23..l 22.0 20.3 
Table 3.1 Yield Data (bu/acre) for
 
North Dakota Yield Stations
 
3.2 Method 9 Results
 




n 	= the average number of data points contained in a
 
circle of radius r
 













































































































set equal to 7 with nmin and n, ranging from 2 to 7. The
 
results of these computer runs are contained in Table 3.2. In four
 
of the five years we obtained a good improvement over the average
 
linkage estimates by using Shepard's modifications. The adjustment
 
to the weights for direction (shadowing) provided a slight improve­
ment in three of the five years and was actually the best of the
 
three in two of the years. The value of n, made no difference since
 
any value from 2 to 7 provided the same MSE. The ideal value for
 
nmin unfortunately varied considerably and there appears to be no
 




Year Method 6 Nearest Points for Direction
 
1962 MSE= 11.20 nI =.2-7 nI 
= 2-7
 
* nmin =,6,7 nmin = 6,7 
MSE 12.10 MSE = 11.85 
1963 MSE = 7.92 n, = 2-7 nI 2-7 
nmin =6,7 nmin =6,7
 
MSE = 7.55 MSE = 7.52 
1964 MSE= 12.06 =2-7nI nI 2-7
 
nmin = 3 nmin 
= 3 * 
MSE = 10.23 MSE = 10.16 
1965 MSE = 7.61 nI = 2-7 nI = 2-7
 
nmin * nmin 3 
MSE = 5.42 MSE = 5.46 
1966 MSE = 8.17 n, =2-7 n= 2-7
 
nmin = 6,7 * 5nmin 
*Best for year MSE = 7.81 MSE = 7.98 
Table 3.2 Best MSE's using Method 9
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3.3 	Method 10 Results
 








Model II: 2p = A +-B xp + C yp
 
Model III: 2p = A + B x + C yp + D xpyp
 
Model IV: 2p, A + B xp + C yp + D xpy + E xp2 + F yp2 
Five weighting factors were considered in deriving the regression
 
coefficients; 1.0, (i/di), (1/d.) , exp (-.002 di2), and exp 
(-adi2)
 
where a = (average distance between data points)- I 
and di = distance
 
from P to data point Pi- For the five sets of data, the Model III
 
estimator was found to provide the minimum MSE using a weighting
 




3.4 Summary of Results
 
Appendix B contains the results of Methods 1-8 and lists the
 
actual and approximated results for each of the available check
 
points. Table 3.3 summarizes the results of this experiment and
 
contains the MSE's for each method and for each year. 
The MSE's
 







Method Description 1962 1963 	
1966
 
16.53 21.78 16.55 12.84
1 	 Composite Average 13.84 

10.69 7.53 9.59
 2 	 Nearest Neighbor 14.96 14.33 

14.73 9.00** 5.95 7.00**







4 	 LS/NN 

12.00 10.36 15.56 10.98 9.88



























11.20*** 7,52** 10.16 5.42* 7.81
***
 
9 Modified Linkage 

5.63** 6.68*
7.77* 	 12.40 8.86*






with wt. = 1/d
 





* = smallest ** 
3.5 Contour Maps
 
The authors wrote a Fortran contour mapping program 
to further
 
analyze 	the results of the ten extrapolation procedures. 
Appendix
 
Figures 	C-1 through C-5 applied Method 10
 C contains 12 such maps. 

(or whatever number was available) yield values
 to the 	full set of 52 

to obtain the most accurate representation of the 
North Dakota yield
 
These figures can be compared to Figures C-6
 data for that year. 





procedure (Methods 8,9 or 10) to the set of seven data points as
 
discussed in Section 3.1. Figure C-7 is a contour map after 50
 
iterations of Step 3 using Method 8. Figure C-I demonstrates
 
Method 8 applied to the 1963 data immediately after Step 2 (the
 
smoothing procedure). This figure illustrates an early point that
 
due to the nature of the data, the basic contours are determined
 
after the smoothing process. Finally, Figure C-12 is a contour
 
map of Method 3 (one of the more consistently good estimators)
 




Based on the results of Section 3.4, the superior method for
 
extrapolating North Dakota yield data appears to be Method 10
 
(Weighted Linear Regression). It provided the minimum MSE in
 
three of the five years. Not far behind are Method 8 (Objective
 
Analysis with Low-Pass Filtering Constraints), Method 3 (Least
 
Squares Linear Surface), and Method -9-(Modified Average Linkage).
 
The Method 3 estimator provided very consistently good MSE's.
 
The main point to be made here is that it does appear that the 
more sophisticated methods (8,9,10) appear to work very well on these 
sets of extremely sparse data. It should be pointed out however that 
there was not a lot of variation in the yearly yield data. 
Table 4.1 contains -1-hmnin rA n A,- A\ : n n-F 
the ten methods. 
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Method 	 Advantages 

1 	 Provides "reasonable estimates 

over entire region. Yield 

Composite surface is continuous and well 

Average behaved on boundaries, 

2 	 Provides good estimate in 

small neighborhoods about each 

Nearest data point and is well behaved 

Neighbor on boundaries, 

3 	 Provides good estimate in 

convex hull. Extremely good 

Least at picking up directional 





4 	 Provides good estimate in 

convex hull and reflects 

LS/NN 	 directional trends in this 





5 	 More accurately models the 

influence of all N data points, 

Average yet in a small neighborhood 

Linkage about data point k, the yield 

(l/d) estimate is completely dominated 

by zk. Yield surface is contin-





Does not reflect varia­



















influence of the other
 
N-1 points. Rather poor
 










boundary of R if slope
 
of plane is large.
 
Yield surface is discon­
tinuous. Ignores
 








occurs at that data
 
point having the largest
 
yield. Does not reflect
 
directional trends in­
the data. Yield surface
 





Method 	 Advantages 

6 
 Same as Method 5 - in addition 

the yield estimates appear to
 
Average more accurately reflect the
 





 Same as Method 6 - in addition 








8 	 Provides a "smooth" well behaved 

surface over R. Considers the 





9 Continuously differentiable. 

Passes through data points.
 




10 Passes through data points. 

Adjusts model for each point 









Same as Method 5
 
Could be ill behaved
 



































The convex hull (C) of a set of-two-dimensional data is the
 
smallest (in area) convex region containing all of the data points.
 
See Figure A.l. 
 Given a set of data points PI,...,PN with coordinates
 
(xlyl),..., (xNYN), this procedure defines Pi to be
 
(a) an interior point of C if Pi lies within any triangle
 
formed by three other data points (P2 ,P4,P7 
in Figure A.1)
 
or (b) a boundary point of C if Pi lies in no such triangle
 
(PIP3fP5,P6,P8 in Figure A.1).
 
The procedure will be to determine the set of boundary points
 
of the input data. 
Once these points have been determined, it is a
 





Thus, it remains to determine if Pi lies in any triangle formed
 
by three other data points.
 
r 
03'- c L! 
/N I 
kN 





Referring to Figure A.2, P1 will lie within the triangle formed
 
by P2,P3, and P4 if
 
(1) P1 and P4 lie on the same side of LI"
 
(2) P! and P3 lie on the same side of L2
 
(3) P1 and P2 lie on the same side of L3.
 
Care must be taken to insure that P2 ,P3 , and P4 are not colinear.
 
If P1 passes the above three tests for all sets of points Pi,Pj, and
 
Pk (i,j,k + 1), then P1 will be classified as an interior point. The
 
Fortran programs required to accomplish this are relatively straight
 
forward and consist of
 
(1) 	a routine to determine a matrix containing the possible
 
set of subscripts for triangles containing data point P"
 








2 	 4 5
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(2) a routine to determine if P. lies within the triangle
 
formed by PJPk, and P1.
 
The output from these computer programs will be the set of
 




When using the Method 4 yield estimation procedure, the above
 
technique can be used to determine if a particular grid point P lies
 
within the convex hull of the N sample points (in which case one
 
would use the linear regression estimator). The point P will
 
lie in the convex hull if it lies within (or on) any triangle
 
formed by any three data points and this can be determined using
 
the previously defined computer programs. 
For N = 5, the matrix 
of possible coefficients becomes 
1 2 3 
1 2 4 
1 2 5 
1 3 4 
1 3 5 
1 4 5 
2 3 4 
2 3 5 
2 4 5 






---------------------- ------------ -------------------- ---------
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NO. NAME ACTUAL METHI DIFF METH2 DIFF METH3 DIFF METH4 DFF 
I AMID 20.20 28.74 -8.5 26.10 -5.9 27.80 -7.6 26.10 -5.9 
2 ASHL 23940 28.74 -5.3 27.60 -4.2 25.28 -1.9 27,60 -4.2 
3 BEAC 27.30 28.74 -1.4 26.10 1,2 28.89 -lo 26,10 1.2 
4 BELC 30.10 28.74 1.4 34.80 -4.7 31.53 -1.4 34.80 -4.7 
5 BEUL 32.10 28.74 3.4 26.10 6.0 28.97 3.1 28.97 3.1 
6 BISB 29.00 28.74 0.3 34,80 -5.8 30.95 -1.9 34.80 -5.8 
7 BOTT 32980 28.74 4.1 34.80 -2*0 31.74 1.1 34.80 -2.0 
8 BOWM 22.60 28,74 -6.1 26.10 -3,5 27,15 -4.5 26,10 -3.5 
9 CARR 31.50 28,74 2e8 27.60 3.9 28,48 3.0 28.48 3,0 
10 CARS 25.00 28,74 -3.7 31.30 -6.3 26,94 -1.9 31.40 -6.3 
11 CAVA 25.60 28.74 -3,1 2880 -392 30,74 -5.1 28.8o -3.2 
12 CENT 26.10 28.74 -2.6 31.30 -5,2 28,39 -2.3 28.39 -2.3 
13 COOP 32.60 28,74 3.9 27.60 5.0 27,90 4.7 2790 4.7 
14 CMOS 28.20 28.74 -0.5 28.50 -0o3 32.96 -4.8 28.50 -0.3 
15 DEVI 28.00 28.74 -0.7 28980 -0.8 29.64 -1,6 29%64 -1.6 
16 DUNN 29.00 28q74 0.3 26.10 2,9 29,48 -0.5 29.48 -0.5 
17 EDGE 24.30 28.74 -4,4 27.60 -3,4 25.94 -1.6 27.bO -3,3 
18 ELLE 24.80 28,74 -3.9 27.60 -2.8 24,99 -0.2 27.;0 -2.8 
19 FAIR 27,00 28.74 -1.7 2b.10 0,9 29.26 -2.3 .26.10 0.9 
20 FEsS 31.20 28.74 2.5 27,60 3.6 2884 2.4 28.U4 2,4 
21 FORM 24.00 28.74 -7.7 24.10 -3.1 24.85 -3.9 24.10 -3.1 
22 FORT 31.00 28.74 2.3 31.30 -0.3 25,93 5.1 31.30 -0.3 
23 GARR 31.80 28.74 3.1 34.80 -3.0 29.70 2.1 29.70 2.1 
24 GRAN 29.90 28.74 1.2 34,80 -4.9 30,79 -0.9 34,0 -4.9 
25 HANK 17.60 28.74 -11.1 24.10 -6.b 24.64 -7.0 24.10 -6.5 
26 HILL 29.00 28.74 0.3 24o10 4.9 27,47 1.5 27.47 1.5 
27 KEEN 29.80 28.74 1o1 28.50 1.3 30.71 -0.9 30.il -09 
28 LANG 27.80 28.74 -0.9 28.80 -1.0 31.03 -3.2 28.60 -1.0 
29 LARI 31o30 28,74 2.6 28.80 2o5 28,78 2,5 28.78 2.5 
30 LINT 27.40 28.74 -1.3 31,30 -3.9 26.22 1.2 31.30 -3.9 
31 LISB 22.00 28.74 -6.7 24.10 -2.1 25.51 -3.5 24.10 -2.1 
32 MADD 30.40 2874 1.7 34,80 -4o4 29.71 0.7 29,71 07 
33 MCCL 28.30 28.74 -0.4 31,30 -3,U 28,91 -0,6 28.91 -0.6 
34 MCHE 28,50 28.74 "0*2 27.60 0o9 28,48 0.0 28.48 0.0 
35 MOHA 30,90 28.74 2.2 34,80 -3,9 32,17 -1.3 34o,0 -3,9 
36 MOTT 25.00 28.74 -3.7 26.1o -1.1 27.23 -2.2 26.10 -1.1 
37 NAPO 25,40 28.74 -3.3 31.30 -5,9 26.51 -1.1 31.J0 -5.9 
38 NEW 31.00 28.14 2.3 31.30 0,3 27,74 3.3 31.o0 -0.3 
39 PETE 30.10 28.74 1.4 28.80 1.3 29.14 1.0 29.14 1.0 
40 RUGB 29,60 28.74 0.9 34,80 -5.2 30.73 -1,1 34.80 -5.2 
41 SHAR 34.70 28974 6.0 27,60 7.1 28.27 6.4 28.27 6.4 
42 STAN 30.40 28.74 1.7 34.80 -494 31.37 -1.0 34,d0 -4.4 
43 TUTT 26.70 28,74 -2.0 3193o -4.6 27.89 -1.2 27.89 -1,2 
44 VALL 27.90 28.74 -098 27.60 0o, 26,74 1.2 26,4 1.2 
--------------------------------------------------------------
-----------
AVERAGE ABS, DIFF. 2.85 3,35 2.42 
 2.78
 




NORTH DAKOTA SIMULATION - 1962 F7OI1?l? JR-'
 
--------------------- ESTIMATIONS ---------------------
NO. NAME ACTUAL METH5 DIFF METH6 DIFF METH7 DIFF METH8 DIFF 
1 AMID 20920 28.25 -8.1 27o23 -7.U 27.23 -7.0 26.20 -6.0 
2 ASHL 23,40 28960 -5.2 28.57 -5.2 28.57 -5o2 31.o -7.8 
3 BEAC 27.30 28,40 -1.1 27o53 -092 27.53 -0,2 26.10 1.2 
4 BELC 30.10 29.73 0.4 30,88 -08 30.88 -0.8 33.80 -3#7 
5 BEUL 32.10 29.24 2.9 29.32 2.b 29.32 2.8 30,10 2.0 
6 BISS 29.00 29.53 -0.5 30.33 -1.3 30.33 -l.3 32.00 -3.0 
7 BOTT 32.80 30.12 2.7 31.82 1.0 31.82 1.0 34.50 -1.7 
8 8OWM 22.60 28.49 -5.9 27.81 -5.i 27.81 -5,2 26.10 -3.5 
9 CARR 31.50 28.85 2.6 28.77 2.7 28.77 2.7 29.00 1.9 
10 CARS 25.00 29.05 -4.1 29,43 -4.4 29.43 -4.4 30,.0 -5.2 
11 CAVA 25.60 28.84 -3.2 28.83 -3.2 28.83 -3.2 28.90 -3,3 
12 CENT 26,10 29.45 -3.3 30.04 -3.9 30o04 -3.9 30.40 -4.3 
13 COOP 32.60 28.20 4.4 27,67 499 27.67 4.9 27,b0 5.1 
14 CROS 28.20 29.47 -1.3 29,81 -i9b 29.81 -1.6 29ob0 -1.4 
15 DEVI 28,00 29.04 -1.0 29.21 -1.2 29.21 -1.2 30.00 -2.0 
16 DUNN 29,00 28.82 0.2 28.24 0o8 28,24 0.8 28.70 0.3 
17 EDGE 24.30 28.28 -4.0 27.90 -39b 27.90 -3.6 27.80 -3.5 
18 ELLE 24980 28.29 -3.5 27.91 -3.1 27.91 -3.1 27.b0 -2.8 
19- FAIR 27.00 28.24 -1.2 27.14 -0.1 27.14 -0.1 26.90 0.1 
20 FESS 31.20 29.21 2.0 29.55 1.7 29.55 Io7 30.60 0.6 
21 FORM 21.00 27.85 -b.8 26.92 -5.9 26,92 -5.9 25.40 -4.1 
22 FORT 31.00 29,01 2.0 29.53 1.5 29.53 1,5 31,30 -0.3 
23 GARR 31.80 30.20 1.6 31.77 0.0 31.77 0.0 32,10 -0.3 
24 GRAN 29.90 31.81 -1.9 34.17 -4. 34.17 -4.3 34.40 -4.4 
25 HANK 17.60 27.64 -10.0 26.40 -8,8 26.40 -8.8 24.40 -6.5 
26 HILL 29a00 27.44 lb 26.03 3.0 26.03 3.0 2bUO 3.0 
27 KEEN 29.80 29.17 0.6 28.99 0,8 28.99 0.8 29.50 0.3 
28 LANG 27.80 29.04 -1.2 2913 -1,3 29.13 -1.3 29.20 -1,4 
29 LARI 31.30 28.46 2.8 28.34 3.0 28.34 3.0 28.00 3,3 
30 LINT 27.40 29.07 -1.7 29,65 -2.3 29.65 -2.3 30.90 -3.5 
31 LISB 22.00 27.58 -5.6 26.44 -4#4 26.44 -4.4 25.40 -3.4 
32 MADD 30.40 29.55 0.8 30.44 -0OU 30.44 -0.0 31ob0 -1.2 
33 MCCL 28.30 29.63 -1.3 30.46 -2.2 30.46 -2.2 31.60 -3.3 
34 MCHE 28.50 28.b0 -0.1 28,35 0.2 28,35 0.2 28.60 -0.1 
35 MOHA 30.90 30,33 0.6 32.16 -i.3 32,16 -1.3 34.40 -3.5 
36 MOTT 25.00 28.51 -3.5 27.84 -2.8 27.84 -2.8 27,90 -2.9 
37 NAPO 25.40 28.93 -3.5 29,25 -3.b 29.25 -3.8 30.00 -4.6 
38 NEW 31.00 29.54 I5 30.39 0.6 30.39 0.6 30.40 0.8 
39 PETE 30.10 28.65 1.4 28.60 1.5 28,60 1.5 28,o0 1.5 
40 RUOB 29,60 30.11 -0.5 31.80 -2.2 31.80 -2.2 33',10 -3.5 
41 SHAR 34.70 28.30 6.4 27.85 6.8 27.85 6.8 27.70 7.0 
42 STAN 30,40 30.02 0,4 30,99 -Oob 30,99 -0.6 31.80 -1.4 
43 TUTT 26,70 29. 3 -2.5 29.69 -3.0 29.69 -3,0 30.30 -3.6 
44 VALL 27.90 27.71 0.2 27.05 0,9 27.05 0.9 2b.40 1.5 
AVERAGE ABS, DIFF. 2.64 2,64 2.64 2,84
 
11.65
MSE 12.00 11.20 11.20 





NORTH DAKOTA SIMULATION - 1963
 
---------------------- ESTIMATIONS -----------------
NO, NAME ACTUAL METHI 0IFF METH2 DFF METH3 0IFF METH4 DIFF 
1 AMID 20.10 23.06 -3.0 22.10 -2,0 16,54 3,6 22.10 -2o0 
2 ASHL 10.70 23.06 -12.4 17.10 -6.4 14.b6 -4.0 17*10 -6.4 
3 BEAC 20.20 23.06 -2.9 22410 -19 18.14 1.5 22,i0 -1.9 
4 BELC 25960 23.06 2.5 26.10 -1.1 31.10 -5.5 26,10 -1,1 
5 BEUL 19.10 23.06 -4.0 22.10 -3.0 21.70 -2.6 21.70 -2.6 
6 BISB 26.50 23.06 3.4 26,70 -0*2 30.03 -3,5 26,70 -0.2 
7 BOTT 24.80 23.06 1.7 26.10 -1.9 30.94 -6.1 26.10 -1.9 
8 BOWS 25.20 23.06 2,1 26.70 -1.b 30,45 -5.3 26.10 -1.5 
9 BOWM 20,20 23,06 -29 22.10 -1.9 14.77 5.4 22.10 -109 
10 CARR 23.70 23906 0.6 17.10 6.6 23.58 0,1 23,b8 0.1 
11 CARS 16,50 23.06 -6.6 15.90 0.6 16.43 091 15.90 0.6 
12 CAVA 22.00 23.06 -1.1 29.30 -7.3 31.69 -9.7 29.30 -7.3 
13 CENT 16.00 23,06 -71 15.90 0.1 20.62 -4.6 20.02 -4.6 
14 COOP 21.10 23.06 -2.0 17.10 4.0 23.26 -2.2 23.d6 -2.2 
15 CROS 25.40 23.06 2.3 26a30 -0.9 30.77 -5,4 26.40 -0.9 
16 DEVI 27.20 23.06 4.1 29,30 -2.1 27.23 -0.0 27o43 -0.0 
17 DUNN 21.00 23.06 -2@1 22.10 -1.1 22.07 -1.1 22.07 -1.1 
18 EDGE 16,70 23.0b -6.4 1710 -0,4 17.19 -0.5 17.10 -0.4 
19 FAIR 20.50 23.0b -2.6 22.10 -1.6 20,73 -0.2 22.10 -1.6 
20 FESS 22.50 23.06 -0*6 17.10 5.4 24,06 -1,6 24.06 -1.6 
21 FORM 19.00 23.06 -4.1 24,00 -5.0 15.74 3.3 24.00 -5.0 
22 FORT 15.90 23.06 -7.2 15.90 0.0 14,93 1.0 159o 0.0 
23 GARR 23.80 23,06 0.7 26,70 -2.9 24.17 -0.4 24.17 -0.4 
24 GRAN 19,50 23.06 "3.6 26.70 -7.2 27.88 -8,4 26.70 -7.2 
25 HANK 20.40 23.06 -2.7 24,00 -3.6 15,90 4,5 24.00 -3.6 
26 HILL 26o40 23.06 3,3 24.00 2.4 23.58 2*8 239b8 2.8 
27 KEEN 21950 23.06 -1.6 26.30- -4,8 24.92 -3.4 24.92 -3.4 
28 LANG 26,50 23.0b 3.4 29.30 -296 31.48 -5.0 29.30 -2.8 
29 LARI 26.10 23.06 3.0 29.30 -3.2 26o38 -0.3 26.48 -0.3 
30 LISB 17.90 23.06 -5.2 24.00 -691 17,51 0.4 24.00 -6.1 
31 MADD 24,00 23.06 0.9 26,70 -2.7 26.43 -2.4 26.43 -2.4 
32 MCCL 20.10 23.06 -3.0 15.90 4.2 23,26 -3.2 23.?6 -3.2 
33 MCHE 18.70 23.0b -4.4 17910 1.6 24,33 -5.6 24.43 -5.6 
34 MOHA 26.20 23.06 3.1 26.70 -o.b 30.61 -4.4 26.00 -005 
35 MOTT 20a00 23.06 -3.1 22.10 -2.1 16.22 3,8 22.10 -2.1 
36 NEW 18.10 23006 -5.0 15,90 2.2 18.85 -0.8 15.90 2.2 
37 PETE 27.60 23.06 4.5 29.30 -1.7 26.86 0.7 26.86 0.7 
38 RUGS 23,10 23,06 0.0 26,70 -3.6 28.68 -5,b 26.70 -3.6 
39 SHAR 28.20 23,06 5.1 17.10 i1, 24.50 3,7 24.bO 3.7 
40 STAN 26,00 23.06 2.9 26.70 -.o7 27.44 -1.4 26.70 -0.7 
41 VALL 20.10 23.06 -3,0 17.10 3.U 20,36 -0.3 20.46 -0.3 
AVERAGE ABS. 0IFF. 4.41 2.96 3o03 2.35 









NO. NAME ACTUAL METH5 DIFF METH6 DIFF METH7 DIFF METH8 DIFF
 
I AMID 20,10 22.24 -2.1 21,94 -1.8 18.92 1.2 22.00 -1.9
 
2 ASHL 10.70 21o22 -10.5 19,55 -8.8 16.18 -5.5 16.60 -5.3
 
3 BEAC 20.20 22966 -2.5 22.47 -2.3 20,67 -0.5 22.10 -1.9
 
4 BELC 25.60 24901 1.6 25.05 o.5 29.00 -3.4 27.60 -1.4
 
5 8EUL 19.10 22.40 -3.0 21.39 -2.3 21.90 -2.8 21.50 -2.4
 
6 BISB 26.50 24,01 2.5 25,11 ].4 28.23 -1.7 27,70 -I2
 
7 BOTT 24.80 24.06 0.7 25.19 -0.4 29.04 -4.2 26.b0 -2.0
 
8 BOWB 25.20 24.10 1l 25.20 -o*U 29,04 -3.8 26,bo -1.4
 
9 BOWM 20.20 22.18 -2.0 21.72 -i,5 17.67 2@5 22.10 -1.9
 
10 CARR 23.70 21.92 1.8 20,59 3.1 22.43 1.3 21.40 2.3
 
11 CARS 16.50 20.94 -4.4 19*13 -2.6 17.63 -1.i 17.20 -0.7
 
12 CAVA 22.00 25.56 -3.6 28.13 -6.1 29,98 -8.0 29.30 -7.3
 
13 CENT 16,00 21.00 -5.0 18.99 -3.0 20.34 -4,3 19.40 -3.4
 
14 COOP 21.10 22.13 -1.0 21.02 01 22.18 -1.1 22,20 -1.1
 
15 CROS 25.40 24.05 1.4 25.11 0o3 29,41 -4.0 26.40 -1.0
 
16 DEVI 27.20 23.74 3.5 24,76 2*4 26,14 1.1 26.90 0.3
 
17 DUNN 21.00 22,77 -1.8 22,68 -1.7 22.71 -1.7 23.30 -2.3
 
18 EDGE 16.70 20.83 -4.1 18.88 -2.2 17,54 -0,8 17.40 -0.7
 
19 FAIR 20.50 22.65 -2.2 22.41 -1,9 21.84 -1.3 22.10 -2.2
 
20 FESS 22.50 22o23 0.3 21.38 li 23.08 -0. 22.10 0.4
 
21 FORM 19.00 21,99 -3.0 21,34 -2.3 17.15 1.8 22.40 -391
 
22 FORT 15.90 20.91 -5.0 18,88 -3.0 16.36 -0.5 15.90 0.0
 
23 GARR 23.80 23.20 0.6 23,95 -0.1 24.30 -0.5 23.90 .-0.1
 
24 GRAN 19,50 24,79 -5o3 26.28 -6.8 27,42 "7.9 26.50 -7.0
 
25 HANK 20e40 22.33 -199 22,14 -17 17.41 3.0 24.00 -3.6
 
26 HILL 26.40 23.21 3.2 23.54 2,9 22,99 3.4 24.60 1.8
 
27 KEEN 21.50 24.16 -2.7 25.4o -3.9 25.56 -4.1 25.10 -4.2
 
28 LANG 26950 24.72 1.8 26.83 -0.3 29.57 -3.1 29.10 -2.6
 
29 LARI 26.10 24.34 1.8 26.24 -0.1 25,83 0.3 27.00 -009
 
30 LISS 17.90 21.99 -4.1 21,51 -3.6 18.39 -0.5 21.40 -3.5
 
31 MADD 24.00 23.24 0.8 23.62 O.4 25.38 -1,4 25.50 -1.5
 
32 MCCL 20,10 22.06 -2o0 21.21 -i 22.63 -2.5 21.40 -1.3
 
33 MCHE 18.70 22.48 -3.8 21.75 -3.1 23.20 -4,5 23,eo -4.5
 
34 MOHA 26.20 24.17 2.0 25.39 0.8 29,10 -2.9 26.70 -0.5
 
35 MOTT 20,00 21.73 -1o7 21,12 -1.1 18.26 1.7 20,0O 0.0
 
36 NEW 18.10 20,12 -2.0 17.63 o,5 18.72 -0.6 17.80 0.3
 
37 PETE 27,60 24,38 3.2 26.35 1.3 26.26 1.3 27.20 0.4
 
38 RUGB 23o10 23.90 -0.8 24,98 -1.9 27.40 -4.3 2b6d0 -3.7
 
39 SHAR 28.20 22.95 5.3 22.91 5,3 23.57 4.e 24.30 3.9
 
40 STAN 26,00 24,19 1.8 25.36 0.6 27.12 -1i 26,J0 -0.3
 
41 VALL 20.10 21,30 -1.2 19.76 093 19.80 o.3 20,0 0.0
 
-AVERAGE ABS, DIFF. 2.65 2.07 2.47 2.06
 






NORTH DAKOTA SIMULATION - 1964 11711R" -5 
--------------------- ESTIMATIONS ---------------------
NO. NAME ACTUAL METH1 DIFF METH2 01FF METH3 DIFF METH4 DIFF 
I AMID 19.90 24.16 -4.3 20.40 -0.5 17.90 2.0 20.40 -0.5
 
2 BELC 26.90 24.16 2.7 27.40 -0.5 29.75 -2.8 27.40 -0.5
 
3 SEUL 20.20 24.16 -4.0 20.40 -Oe 22.29 -2.1 22,29 -2.1
 
4 BISB 28.40 24.16 4.2 27.40 1.0 29.28 -0.9 2740 1.0
 
5 BOTT 28.70 24.16 495 27.40 13 29,28 -0.6 27.40 1.3
 
6 BOWB 24.70 24,16 0.5 27,40 -2.7 27.88 -3.2 279,o -2.7
 
7 BOWM 17.40 24.16 -6.8 20.40 -3.0 16.72 0.7 20.40 -3.0
 
8 CARR 28.00 24.16 3.8 23.70 4.3 25.11 2,9 25.i 2.9
 
9 CARS 16,00 24o16 -8.2 20.50 -4.5 18,91 -2.9 20,bO -495
 
10 CAVA 25.80 24.16 1,6 29.80 -4.0 31,47 -5,7 29,60 -4.0
 
11 CENT 19.30 24.16 -4,9 20950 -lee 21.82 -2.5 21.82 -2.5
 
12 COOP 27.30 24.16 3.1 23.70 3.6 25.49 1,8 25,49 1.8
 
13 CROS 22.80 24.16 -I4 23.10 -0.3 27,49 -4.7 23.10 -0.3
 
14 DUNN 17.60 24.16 -6.6 20.40 -2,8 22.06 -4.5 22o66 -4.5
 
15 EDGE 19.50 24,16 -4.7 23.70 -4.d 21,09 -1.6 23.70 -4.2
 
16 FAIR 16.20 24.16 -8,0 20.40 -4.2 20.80 -4.6 20.40 -4.2
 
17 FESS 28.70 24,16 4,5 23.70 5.0 25.19 3.5 25.19 3.5
 
18 FORM 19.10 24.16 -5.1 24.20 -5,1 20985 -1.7 24,o0 -5.1
 
19 GARR 25.70 24.16 lob 27.40 -1.7 24.18 1.5 24.18 1.5
 
20 GRAN 23.10 24.16 -1.1 27.40 -4.3 27.00 -3,9 27.40 -4.3
 
21 HANK 18.80 24.16 -5.4 24,20 -5.4 21.32 -2*5 24,t0 -5.4
 
22 HILL 27.80 24.16 3.6 24,20 3.6 26o43 1.4 26.43 1.4
 
23 KEEN 18.30 24,16 -5.9 23.10 -4.8 23.71 -5.4 23.71 -5.4
 
24 LANG 28.90 24.16 4.7 29.80 -0.9 30.84 -1,9 29,60 -0.9
 
25 LISB 19,40 24.16 -4,8 24.20 -4.8 22.03 -2.6 24.e0 -4.8
 
26 MADD 28,10 24.16 3,9 27,40- 0.7 26.76 1.3 26.16 1.3
 
27 MCCL 22.00 24.16 -2.2 20.50 1&5 24.17 -2.2 24.17 -2.2
 
28 MCHE 25.90 24.16 1.7 23,70 2.2 25.97 -0.1 25.97 -001
 
29 MOHA 29.30 24o16 5.1 27.40 1*9 28,35 1.0 27.40 1.9
 
30 MOTT 19,l0 24.16 -5,1 20.40 -i3 18.28 0.8 20,40 -1.3
 
31 NAPO 15.70 24.16 -8,5 20.50 -4.8 20.71 -5.0 20.bO -4.8
 
32 NEW 19.20 24.16 -5.0 20.50 -1,3 20.64 -1.4 20.bO -1.3
 
33 RUG8 24.20 24.1b 0.0 27,40 -3.d 28,02 -3,8 27.40 -3.2
 
34 SHAR 29.80 24.16 596 23.70 6.1 26.44 3.4 26,44 3.4
 
35 STAN 25.70 24.16 1.5 27.40 -197 25.75 -0.1 27.40 -1.7
 
36 TUTT 16,70 24.16 -7.5 20.50 -3.8 22,91 -6.2 22.91 -6.2
 
37 VALL 23970 24,16 -0.5 23.70 0.0 23,68 0.0 23.b8 0.0
 
AVERAGE ABS. DIFF. 4e12 2.77 2.52 2.69
 





NORTH DAKOTA SIMULATION - 1964
 
--.---------------- ESTIMATIONS ---------------------
NO, NAME ACTUAL METH5 DIFF MLIH6 DIFF METH? DFF METH8 DIFF 
1 AMID 19.90 22.54 -2.6 21.21 -1@3 21.21 -1.3 20,0 -0.5 
2 BELC 26.90 25.09 1.8 26.06 0.8 26.06 0,8 27.70 -0.8 
3 BEUL 20.20 23.13 -2.9 22.31 -2.1 22.31 -2.1 22.40 -2.2 
4 BISB 28.40 25.20 3.2 26.27 2.1 26.27 2.1 28.40 0.0 
5 BOTT 28.70 25.02 3o7 26.01 2.7 26.01 2.7 27.50 1.2 
6 BOWB 24,70 24.51 0.2 25.08 -0,4 25,08 -0.4 26,80 -2.1 
7 SOWM 17,40 22.82 -5.4 21.64 -4.2 21.64 -4.2 20,40 -3.0 
8 CARR 28.00 24.25 3.8 24.17 3.8 24.17 3,8 25.30 2.7 
9 CARS 16,00 22.65 -6.6 21.45 -5.b 21,45 -5.5 20.50 -4.5 
10 CAVA 25.80 26.61 -0.8 28.84 -3.0 28.84 -3.0 29,80 -4.0 
11 CENT 19.30 22a78 -3.5 21.62 -2.3 21.62 -2.3 21.a0 -2.3 
12 COOP 27.30 24.48 2.8 24.49 2.8 24,49 2.8 25.50 1.8 
13 CROS 22.80 24,10 -1o3 24.04 -1,2 24,04 -1.2 23.dO -1.0 
14 DUNN 17.60 23.01 -5.4 22.07 -4.5 22.07 -4.5 22.20 -4.6 
15 EDGE 19.50 23.75 -4.2 23954 -4.0 23.54 -4,0 23.J0 -3.8 
16 FAIR 16.20 22952 -6.3 21,24 -5,0 21,24 -5.0 21.00 -4.8 
17 FESS 28,70 24,25 4,4 24.25 4.4 24.25 4.4 25.40 3.3 
18 FORM 19,10 24,02 -4.9 23,93 -4.8 23.93 -4.8 24.10 -5.0 
19 GARR 25.70 24.23 1.5 24.88 0.8 24.88 0.8 24,90 0.8 
20 GRAN 23,10 25.68 -2.b 27.01 -3.9 27.01 -3.9 27,30 -4.2 
21 HANK 18.80 24.13 -5.3 24,09 -5.3 24,09 -5.3 24.20 -5.4 
22 HILL 27,80 24.74 3,1 24.84 3,0 24.84 3.0 25.70 2.1 
23 KEEN 18.30 23.58 -5,3 23,30 -5.0 23.30 -5.0 23.60 -5,3 
24 LANG 28,90 25.87 3.0 27.77 i.1 27.77 1.1 29.60 -0.7 
25 LISB 19.40 24.08 -4.7 24.02 -4.b 24.02 -4.6 24.00 -4.6 
26 MADD 28,10 24.77 3.3 25.38 2.7 25.38 2,7 27.do 0.9 
27 MCCL 22.00 23.89 -1.9 23.66 -11 23,66 -1.7 24.30 -2.3 
28 MCHE 25,90 24.61 1.3 24.82 1.1 24.82 1.1 26.30 -0.4 
29 MOHA 29°30 24.82 4.5 25e77 3,5 25.77 3,5 27.20 2.1 
30 MOTT 19.10 22,56 -3.5 21,30 -2.2 21.30 -2.2 20.40 -1.3 
31 NAPO 15.70 23.23 -7.5 22.48 -6, 22.48 -6.8 21.60 -5.9 
32 NEW 19,20 22.33 -3.1 21.05 -I*9 21.05 -1,9 20.60 -1.4 
33 RUG8 24,20 25,06 -0.9 26.06 -I.9 26.06 -1.9 2700 -3.5 
34 SHAR 29.80 24.86 4,9 25,34 4,5 25,34 4,5 26.60 3.2 
35 STAN 25.70 24,32 1.4 24.74 1.0 24,74 1.0 25.30 0.4 
36 TUTT 16.70 23.34 -6.6 22.50 -5,b 22.50 -5.8 22.70 -6.0 
37 VALL 23.70 24.11 -0.4 23.95 -0.2 23.95 -0.2 24.00 -0.3 
----------------------------------------------------------------------
AVERAGE ABS, DIFF. 3.48 3,03 3.03 2.66
 











NO. NAME ACTUAL METHI DIFF METH2 DIFF METH3 DIFF METH4 D1FF
 
I AMID 21990 25.26 -3.4 22.20 -0.3 18,93 3.0 22.20 -0.3 
2 ASHL 18,60 25.26 -69 7 22.50 -3.9 21.79 -3.2 22.bO -3.9 
3 BEAC 22.30 25.26 -3.0 22.20 0.1 19.47 2.8 22.20 0.1 
4 BELC 26.70 25.26 1.4 28,20 -i.b 29.69 -3.0 28.20 -1.5 
5 BEUL 24.50 25.26 -0.8 22.20 2.3 23,05 1.4 23,U5 1.4 
6 BISB 28.90 25.26 3.6 28.20 0.7 29.53 -0.6 28.20 0.7 
7 BOTT 29.20 25.26 3.9 28.20 IOU 29.04 0.2 28.eO 1.0 
8 BOWS 30.00 25.26 4.7 28,20 18 27.09 2.9 28.20 1.8 
9 BOWM 18,80 25.26 -6.5 22.20 -394 18e04 0.8 22,0 -3.4 























13 CENT 21.50 25*26 -3.8 22.40 -0.9 22.89 -1.4 229b9 -1.4 
14 COOP 28.20 25.26 2.9 22,50 5.7 27.26 0.9 27.26 0.9 
15 CROS 27920 25,26 1.9 22,00 5.2 26,30 0.9 22.U0 5.2 
16 DEVI 31.30 25,26 6.0 30.70 O.b 28.69 2.6 28,69 2.6 
17 DUNN 22.50 25.26 -2.8 22.20 03 22,48 0,0 22.48 0.0 
18 EDGE 24960 25.26 -0.7 22&50 2.1 23963 1.0 22,50 2.1 
19 ELLE 20,90 25.26 -4.4 22.50 -1,6 22o65 -I. 22.b0 -1.6 
20 FAIR 22.00 25.26 -3.3 22.20 -0.2 21,23 0,8 22,0 -0.2 
21 FESS 24.40 25.26 -0.9 22.50 19 26.33 -1.9 26.33 -1.9 
22 FORM 25,80 25,26 0.5 28.80 -3.0 24.04 1,8 28,0 -3.0 
23 FORT 20.20 25.26 -5.1 22a40 -2.2 20.78 -0.6 22.40 -2.2 
24 GARR 28.70 25.26 3.4 28.20 0.5 24.68 4,0 24.68 4.0 























28 KEEN 23.10 25.26 -2.2 22.00 1.1 23.54 -0.4 23,.4 -0.4 
29 LANG 33.30 25.26 8.0 30.70 2.6 31.21 2.1 30.10 2.6 
30 LARI 30.90 25.26 5o6 30.70 0.2 29.40 1.5 29,40 1.5 
31 LINT 22.20 25.26 -3.1 22,40 -0.e 21.81 094 22,40 -0.2 
32 LIS8 24,60 25,26 -0.7 28,80 -4.2 24.93 -0.3 28.50 -4.? 
33 MADD 25.70 25.26 0.4 28,20 -29b 27,53 -1.8 27,3 -1.8 
34 MCCL 22.50 25.26 -2.8 22.40 0,1 25.17 -2,7 25.17 -2.7 
35 MCHE 22,70 25.26 -2.6 22,50 0.2 27,42 -4,7 27,42 -4.7 
36 MOHA 30.10 25.26 4.8 28,20 1.9 27.74 2.4 28.20 1.9 
37 MOTT 23,00 25.26 -2.3 22.20 0.8 19,72 3.3 22.C0 0.8 
38 NAPO 19o60 25.26 -5o7 22.40 -2,8 22.84 -3.2 22.40 -2.8 
39 NEW 22,10 25,26 -3.2 22.40 -0.3 22,00 0.1 22.40 -0.3 
40 PETE 34,40 25.26 9.1 30.70 3.7 29.26 5.1 29.26 5.1 
41 RUGB 23.80 25.26 -1.5 28.20 -4.4 28,28 -4.5 28.20 -4.4 
42 SHAR 31.20 25o26 5.9 22.50 897 28.07 3.1 28.07 3.1 
43 STAN 27.40 25.26 2.1 28.20 -o.8 25.38 2.0 28*?0 -0.8 
44 TUTT 20.20 25.26 -5.1 22.40 -2.2 24.41 -4,2 24.41 -4.2 




AVERAGE ABS, DIFF, 3o45 2.08 2.02 







NORTH DAKOTA SIMULATION - 1965 
....-----------.------- ESTIMATIONS ---------------













































5 BEUL 24.50 24921 '03 23.56 09 23,56 0.9 23.10 0.8 
6 BISB 28.90 26.19 2.7 27,17 1.7 27.17 1.7 29.20 -0,3 
7 BOTT 29.20 25.93 3.3 26.80 2.4 26,80 2.4 28.J0 0.9 
8 BOWB 30.00 25,20 4.8 25.50 4ob 25.50 4.5 27.30 2.7 
9 BOWM 18.80 23,98 -5.2 23.01 -4.2 23.01 -4e2 22.20 -3.4 
10 CARR 23.30 25.13 -1.8 24,63 -i.3 24,63 -1.3 25940 -2.1 
11 CARS 20.50 23.90 -3.4 22,97 -2.5 22.97 -2.5 22.40 -1#8 
12 CAVA 29.90 27,67 2.2 29,81 0.1 29,81 0.1 30.70 -0.8 























16 DEVI -31.30 26.27 5.0 27.32 4.0 27.32 4.0 28.90 2.4 
17 DUNN 22.50 23.98 -1.5 23.16 -0.7 23.16 -0.7 23.10 -0.6 























21 FESS 24.40 25,19 -0.8 24.95 -0.6 24.95 -0.6 254(0 -1.3 
22 FORM 25s80 25.49 0.3 25.73 0.1 25.73 0.1 27.10 -1.3 
23 FORT 20*20 24.23 -4.0 23.34 -3,1 23,34 -3.1 22.40 -2.2 
24 GARR 28.70 25,15 3.6 25,76 2.9 25,76 2.9 25.bo 2.9 
25 GRAN 24,30 26.53 -2.2 27.81 -3.5 27,81 -3.5 2b.lo -3.8 
26 HANK 25.70 25981 -0.1 26.49 -0.8 26.49 -0.8 28.80 -3.1 
27 HILL 32.20 26.62 5.6 27.67 4.5 27.67 4.5 28,bo 3.6 























31 LINT 22,20 24,19 -2.0 23.26 -li 23.26 -1.1 22.40 -0.2 
32 LISB 24.60 25.67 -1.i 26.08 -l.b 26.08 -1.5 26.b0 -1.9 
33 MADD 25.70 25,74 -0.0 26.23 -05 26,23 -0,5 27.60 -2.1 
34 MCCL 22.50 24.89 -2.4 24.64 -2.1 24,64 -2.1 25,10 -2,6 
35 MCHE 22.70 25,61 -2.9 25.53 -2.6 25,53 -2.8 26,70 -4.0 
36 MOHA 30.10 25,60 4.5 26.41 3.7 26.41 3,7 27.90 2.2 
37 MOTT 23.00 23.80 -0.8 22.82 09e 22.82 0.2 22.20 0.8 
38 NAPO 19,60 24.22 -4,6 23.29 -397 23,29 -3o7 22.40 -2.8 
39 NEW 22.10 23,67 -1.6 22.73 -0.0 22.13 -0.6 22.t0 -0.4 























43 STAN 27,40 24.89 2.5 24,95 2.5 24,95 2.5 25.30 2.1 
44 TUTT 20.20 24.32 -4.1 23.41 -3.4 23,41 -3.2 23,20 -3.o 
'45 VALL 26.30 25.20 1.i 24.62 19, 24.62 1.7 25920 1.1 
AVERAGE ABS. DIFF. 2.75 2.2b 2.26 

MSE 10.98 7.61 7.61 5968
 
---------------------------------- .------ m......---------------------I ........... 

2.05 
-------- ------- ----------- ---------------------- ------ ------------
191
 





NO. NAME ACTUAL METHI DIFF METH2 DIFF METH3 DIFF METH4 DIFF
 













































6 BISB 26.90 23.56 3.3 29.00 -2.1 26.78 0.1 29.00 -2.1 
7 8OTT 28.00 23.56 4.4 29.00 -1.U 26.74 1.3 29.0 -1.0 
8 80W8 25,70 23,56 2.1 29.00 -3.3 25,78 -0.1 29.U0 -3.3 
9 BOWM 16,40 23.56 -7.2 23.10 -6.7 18.78 -2.4 23.10 -6.7 
10 CARR 23.60 23.56 0.0 22.70 0.9 24,19 -0.6 24.i9 -0.6 
11 CARS 21a50 23.5b -2.1 19.10 2,4 20o23 1.3 19,0 2,4 
12 CAVA 24.30 23.56 0.7 26.00 -i7 28.22 -3,9 26900 -1.7 
13 CENT 17010 23.56 -6.5 19.10 -2.0 22.05 -4.9 22.05 -4.9 
14 COOP 24910 23o56 0.5 22.70 1.4 24,48 -0.4 24.48 -0.4 
15 CROS 24,60 23.56 1.0 20,30 493 25.50 -0.9 200jo 4.3 
16 DEVI 27,20 23,56 3.6 26.00 I. 25.87 i,3 25.b7 1.3 
17 DUNN 20.50 23.56 -3.1 23.10 -2.6 22.14 -I.6 22o14 -1.6 
18 EDGE 21.20 23.56 -2.4 22.70 -1,5 21.71 -0.5 22.70 -1.5 
19 ELLE 18.10 23.56 -5.5 22.10 -4.6 20,84 -2.7 22.70 -4.6 
20 FAIR 20,50 23.56 -3.1 24.10 -2.6 21o34 -0.8 23.10 -2.6 
21 FESS 21.30 23.56 -2,3 22,70 -i.4 24o22 -2.9 24.22 -2.9 
22 FORM 21,90 23.56 -1.7 24.70 -2,8 21,62 0.3 24,70 -2,8 
23 FORT 17a50 23,56 -6.1 1910 -1.6 20.02 -2.5 19.10 -1.6 
24 GARR 24,00 23956 0.4 29.00 -5@0 23o52 0.5 23.52 0.5 
25 GRAN 22.20 23,56 -1.4 29.00 -6.8 25.30 -3.1 29.00 -6.8 
26 HANK 21.10 23.56 -2,5 24,70 -3*b 21.93 -0.8 24.70 -3.6 
27 HILL 25.00 23.56 1.4 24.70 0.3 25,11 -0o 25.11 -0.1 
28 KEEN 21.10 23.56 -2.5 20,30 0.8 23,16 -2.1 23.16 -2.1 
29 LANG 28o40 23,56 4.8 26,00 2,4 27.80 0.6 26O00 2.4 
30 LARI 24.10" 23.56 0.5 26.00 -1.9 26.02 -1.9 26.02 -1.9 























34 MCCL 17.50 23,56 -6.1 19,10 -1.6 23956 -6.1 23.56 -6.1 























38 NAPO 18,60 23.56 -590 19,10 -o.5 21.43 -2,8 19.10 -0.5 
39 NEW 18,50 23,56 -5.1 19.10 -Oob 21.31 -2.8 19,10 -0,6 
40 PETE 28,40 23.56 4.8 26.00 2.4 26.05 2.3 26.05 2.3 
41 RUGB 22.00 23.56 -1.6 29.00 -7.0 25.97 -4,0 29.00 -7.0 
42 SHAR 25a60 23.56 2.0 22,70 2.9 25,07 0,5 25.07 0.5 
43 STAN 24,50 23.56 0.9 29.00 -4,5 24,45 0.0 29,00 -4.5 
44 TUTT 17.00 23,56 -6.6 19,10 -2.1 22,79 -5.8 22.79 -5.8 
45 VALL 24.70 23.56 1.1 22.70 2.0 23.36 1,3 23.46 1.3 
---------------- ------------------------- ----- ----------W--------­mm---

AVERAGE ABS. DIFF. 2.91 2.51 2.07 2.55
 








NORTH DAKOTA SIMULATION - 1966
 
--------------------- ESTIMATIONS --------------------
NO. NAME ACTUAL METH5 DIFF METH6 DIFF METHT DIFF MEIH8 DIFF 
1 AMID 25.60 22.96 2o6 22.81 29d 22.81 2.8 23.00 2.6 
2 ASHL 16.40 22.98 -6.6 22.40 -6.U 22.40 -6.0 19.Jo -2,9 
3 BEAC 22.80 22.96 -0,2 22.75 0.1 22.75 0.1 23.10 -0.3 
4 BELC 25.00 24.49 0,5 25,63 -0,6 25,63 -0,6 28.bO -3,5 
5 BEUL 22.50 23.07 -0.6 22.70 -0.2 22,70 -0.2 23.00 -0.5 
6 BISB 26.90 24.45 2.5 25.41 15 25.41 1.5 27.60 -0.7 
7 BOTT 28,00 24.66 3.3 26.19 Id 26,19 1.8 28.90 -0.9 
8 SOWS 25.70 24,09 1.6 24o92 0,8 24s92 0.8 27,70 -2.0 
9 UOWM 16*40 22.95 -b.6 22.66 "6.4 22.66 -6.3 23&10 -6.7 
10 CARR 23.60 23.56 0.0 23,37 0.2 23.37 0,2 24,20 -0.6 
11 CARS 21.50 22.40 -0.9 21.29 0.2 21o29 0.2 1990 1.6 
12 CAVA 24s30 24.76 -0.5 25968 -i.4 25,68 -1.4 26.00 -1.7 
13 CENT 17.10 22.47 -5.4 21.23 -4.1 21.23 -4.1 21.70 -4.6 
14 COOP 24.10 23.70 0.4 23,61 o~b 23.61 0.5 24.10 0.0 
15 CROS 24.60 23.37 102 22.95 17 22,95 1.7 21.b0 2.8 
16 DEVI 27,20 24.24 3.0 24.86 2.3 24,86 2.3 26.20 1.0 
17 DUNN 20.50 23.10 -2.6 22.89 -2.4 22,89 -2.4 23.00 -2.5 
18 EDGE 21.20 23.11 -1.9 22,76 -1.6 22.16 -1,6 22,40 -1.2 
19 ELLE 18.10 23922 -5.1 22.92 -4.8 22.92 -4.8 22,70 -4.6 
20 FAIR 20.50 22.98 -2*5 22.86 -2*4 22.86 -2.4 22,0 -2.4 
21 FESS 21,30 23.66 -2.4 23966 -2.4 23,66 -2.4 24.80 -3,5 
22 FORM 21.90 23'52 -1.6 23.55 -lb 23.55 -1.6 24,40 -2.2 
23 FORT 17,50 22,56 -5.1 21.42 -3,9 21.42 -3,9 19.10 -1.6 
24 GARR 24,00 24.16 -0.2 25.39 -1.4 25.39 -1.4 25.60 -1.6 
25 GRAN 22.20 26.08 -3.9 28,34 -6.1 28.34 -6.1 28.70 -6.5 
26 HANK 21.10 23.66 -2.6 23,86 -2.od 23.86 -298 24.10 -3.b 
27 HILL 25,00 24.08 0.9 24.42 O.b 24,42 0.6 24,80 0.2 
28 KEEN 21.10 22.68 -1,6 21,57 -0.5 21.57 -0.5 22.30 -1.2 
29 LANG 28.40 24.52 3.9 25o39 3.0 25.39 3,0 26.20 2.? 
30 LARI 24o10 24.39 -0.3 25.12 -1.0 25.12 -1.0 25.40 -1.3 
31 LINT 18.50 22.47 -4,0 21,24 -2.7 21.24 -2.7 19b.0 -1.0 
32 LISB 21o30 23,60 -2.3 23.73 -2.4 23.73 -2,4 23,90 -2.6 
33 MADD 24,50 24.21 0.3 24.97 -0.5 24.97 -0,5 26.70 -292 
34 MCCL 17950 23.48 -6,0 23e36 -5.9 23.36 -5.9 24.40 -6.9 























38 NAPO 18,60 22.58 -4.0 21.61 -3@0 21.61 -3.0 20.40 -1.8 
39 NEW 18.50 21.89 -3.4 20,29 -1,8 20.29 -l8 20.40 -1.9 
40 PETE 28.40 24.40 490 25.17 3,2 25.17 3.2 25,60 2.8 
41 RUGS 22.00 24.69 -2,7 26,22 -4.2 26,22 -4e2 28.20 -6,2 
42 SHAR 25.60 23.95 1.7 24.15 1.4 24.15 1.4 24.10 0.9 
43 STAN 24.50 23.88 0.6 24o35 0.2 24.35 0.2 25.00 -0.5 
44 TUTT 17.00 22,70 -5.7 21e65 -4o6 21.65 -4,6 21.80 -4,8 
45 VALL 24.70 23.49 1.2 23,31 1.4 23,31 1.4 23.60 3.1 
AVERAGE ABSo DIFF. 2.54 2.29 2.29 2.35
 




Appendix C. Contour Maps
 
Table C.1 contains a description of the contour maps contained
 
in the appendix and Table C.2 contains the ranges used for each
 




Method 10 applied to 51 data points, 196.2
 
C-2 Same, 1963 (48 points) 
C-3 Same, 1964 (44 points) 
C-4 Same, 1965 (52 points) 
C-5 Same, 1966 '(52 points)
 
C-6 Method 10 applied to 7 data points, 1962
 
C-7 Method 8 applied to 7 data points, 1963
 
-8 Method 10 applied to 7 data points, 1964
 
C-9 Method 9 applied to 7 data points, 1965
 
C-10 Method 10 applied to 7 data-points, 1966
 
-11 Method 8 (7 point data) after Step 2, 1963
 
2-12 Method 3 applied to 7 data points, 1963
 
Table C.1 Description of Contour Maps
 
0 = less than 15
 
1 = 15.0 - 17.5
 
2 = 17.5 - 20.0
 
3 = 20.0 - 22.5
 
4 = 22.5 - 25.0 
5 = 25.0 - 27.5 
6 = 27.5 - 30.0 
7 = greater than 30
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9 	-666666666666666666b 77777777771 777777777777777777771777777777777777777 66666666666666666666666666666066666666666+ 
1666666666b6666t660 77177777171711777777 7777777777777'777777777777777777777 66666666666666666666666666666666666666666661 
!666666666666b6660666 71777(7Y777777777777/77717171?7777(l77777777777777777 66o66666666666666 666666666666666666661 
+6666666666666666666 77777777777777777117717777777777777717(777777777777777 A666666666666666666 555555 66666666666666666664 
16666666o666666666666 777777777777777777777777777177777777777777777777 6664666666666A66666 55q555 66A66666666666666661 
I666666bt666666666bb6 777777777777777717 1777(7777777777771177777777777 666666666666666666666 55q55 666666666666666666661 
8 	 *666666666666666L666 777777777777777777777777777777777777771777777777 666666666666666666666r666 666666666666666666666+ 
1666666ob6666666666o 77777777777777777777777777777717717771777777777 66666666666666666666666666666666666666666666666666661 








7 66666666666666b*66 777777777777777777777777777777777777777t/777 4666666066t66666666666660 6666666666666666666666666666666+ 
16666666b6666666666 777777777777777777717777777771777777777(777 66666666666666666666666666666666666666666666666666666666661 
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+666666660666666666666 777777777777777777777777777777777 (7 66666666666066666666666666666666e666666A666666666666666 
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6 	+66666b6b666b606666bl666 777777777t77717777777 6666o66666 777 66666666666666666666 666 6666666(666666666666666
 
16666666666666666666666666666b6 777771777777777 66 666666666 7 6666666666666666666666666 77 66666606666666666666661
 
16666666u6666666666666666b66666666 777/777777 66666666606666666 6666666666666(666666666666 77777 666666666666S666666661
6 6
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I6666666666666666t6666666666666666666 77777 6666666666666660666666666666666666666666666666 77 66666F66666666666666661
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6 6 6 6 6 6
5 	.666666666666666666666666666666666666 777 66 6 o 066660 6666666666m66666o606666666666 7777777 66666066 66666666666666666.
6 6 6
 1	66 66bf6 6 60666&066b6,66666666666 6666666 06665666bobE66666666 666666666666666 7777777 6666666666666066666666
 







 6666666666666666666666666666 I6	 6 6




I 6 66b6o66666666666666b666666L6666 66 666666 666 6 6 60 66b 6 6 6 6 6 6 6666 6 6 6 6 6 6 6 55555555555SI




I555s5s55S555s 55b 6o06666666666666 6666666666666666C 66666666666666666666666666666606 555555555555655555555551
 
15555555555555555555555 6666666666666* 6666666666666666660 b5 6666666666666666666666666 54'55555555r5 5 55 5 555955 5 I
5
3 +555555 55555b5555555b6555 66b6666666666666660666666666666 55 S555555555555555555555555555555
 
155555555S5b55555SbS555b555555 66666666b66666666666666666 555 55555555555555555555555555555555 D5555555b551
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I555555 555555 555555%55s55555 6666666666666666 5555155559555555555555555555,s5555555 4444444444444444441 
2 	 +5 44444 555555555555555ss 66666666o 55555555 555555555 55 44444444444444444444444+ 
I 44444444444444 5 555 b555 555555 55555555555555555555555555 5 44444444444444444444444444I 
1444444444 4444444 554544555 555555b555555555 55s5s54444444444444444444444444441 
*44444444 3 44444444 5555555555555S55555555s5555s55b55555555555555s 444444444444444444444444444444444 + 
14444444 333 44444444 55555555 5 5555555555555555555555555555 44444444444444444444444 331 
144444444 3 44444444444 555555555 ;S5Ss5555 SS5s55s5s5555 ss55554555 4444444444&4444444444 333333333333333I 
1 +444444444 4444444444444 555355555b 555 55555555 5 555 4444444444444444444 33333333333333333333333+ 
144444444444444444444444444 55555555555555555555555555 s5 5555 44444444444444444444 313333333';113333333333333I 
14444444444444444444444444444 555555555555555555555 444444444444444444444 333333333333333333333333333155 

+444444444444444444a44444444444 555b55Sb555955b 55b55555 4444444444444444444444 3333333333 33333333+ 
14444444444444444444444444444444 5555b55555555, 66 66 555n5555955 .444444444444444444444 33333333333 222?222222 31 
1444444 44444444444444444444444444 5555b5555555555 6 66 555o55555 44444444444444444444444 33333333333 2P2222222222222222 I 
0 -44 .3 44444444444444444444444444 S555b555555555 5 5555b555S 4444444444444444444444444 33333333333 2??2222222222222222+ 
-
0 1 c .3 4 5 6 7 8 9 10 11 12'0 
---------------------------------------------------- 
NORTh DAKUTA UATA 1963 : MLiMOD 10
 
9 66666666+ 
II)5b 5 5bbb I, I,5555bt55 555555iI555555 666666661 
5 4 555555b55555 66666661 
5555555b55555S5555 5 555 5 ba555 b5b555bbb55S55555555555555555555555b5 5555 444444 5555555555555 666666
 
I 5555555S5b55555b555b55555555~b555555555555555b55'555555555555535 55555b55 44444444 5555555555555 66666
 
I55555555555S5555b55 b
55~b5555555555b~b~b555555bS555555555555555555555555 444444 r,5555555555555 66661
 
8 +55555555555555555555b5b5555555555555555b5S5555S5555555S~5555s55'5SbsS5555555s555555 5555 555555555555 666.
 
1555555555555555555555555555S55555S5555555 55S5555 s;55555555555555 ,5555;5 5 555ssss s55555 661
 
I 55555555555555555555S55 44444444 555'b5555555555555555555 555555555555555 5555555b5555 I
 
+4444444444444444 555555555 4444444444444444444 555555555555555555555555555555595555 555555555555555555555+
 
144444444444444444444 555 4444444444444444444444444444444444 55 555555555555555555595555 55t, 5 6 955955555555595q5I
 
14444444444444444444444 5555 4444444444444444444444444444444444444 5s555s555 sSS5555sis5;5 6666 55555';5555555951

7 	 -4444444444444444444444 5555 44444444444q44444444 44444444444444444 5555555555555555555555555555 666 S%55555555555 
14444444444444444444444 5 44444444444444444444444444444444444444444 55555595555b555555S5555 55S555555555555555I 
144444 44444444444444444 4444444444444444 4444444444444444444444444444 5555555555555559555555555555555 5555555555s51 
.4444 55 444444444444444444444444444444444444444444444444444444444444444 55555555555555555555 5555555555555555 
14444 555 44444444444444444444444444444444444444444444444444444444444444444 555g555555555555555S93555555555555555555555s5I

4 4 4
14444 5 44 4444 444444444444444444444w444444444444444444444444'4444444444 55555555555 555595r555555555555555555555 
6 +444444 444444444444444444444444444444444444444&4444444444444444444444444444 S55'5555; 5 
1444444444444444 44444444444444444444444444444444444f4444444444644444444444444444 S5%555555SS5555555555555 
1444444444444 3 44444'4444444444444444444444444444444444444444444444444444444444444 555555555555555555b5555555555555551 
+4444444444444 3333 4444444444444444444444444444444444444444444444444444444444444444444 5555555595555555555555555555­
14444444444 3333333 4444444444444444444444444444444444444444444444444444444444 5555555555555s5555555555s5551
 
1 333333333333333333333 444444 44444444444444444444444444444444 555555555555555555955555555551
 
5 *3333333333332333333333333333333333333 444 333333333333333 444444444444444444 44444444 55 55 S5555555555555
 
13333333333332333,333343313333:33333333 3333333s3J333333343333 444444444444 3 4444444 5 444444444 553555S555S5%55S5I
 
I33333333333333333 33 333333333333j33333333333333332433333, 3 444444 3333 444444 444444444444 555q5555 I
 
+33333333333343333,333333333333333333j333333333333333334333333 33333 4 *33333333 44444 4444444444444 515r 44444444+
 
3 3 3
13333333 33332333 333333333333333333333 3333333333333333333333333 333333 333333333333 4444444444444444 5555 44444444444!
 
33333333333333333333333333333333333333333333333333333333333333333333333333333333333333 444444444444444 5 4444444444441
 




1333333333333333333333 3 333333313 2 33333333333333j3333333333333333333333333333333333 44444444444444.444444444444
 
+333333333333J33333333333333333 222?222222 333333333J333333333333333333333333333331333333 44444444444444444444444+
 
1333333333333 3333333333333333 22222222 22 222222 33333333333333333333333333333333333333333 444444444444444444441
 
13333333333333333333333333333 22?222222d2222222222222222 33.33333333333333333333333333333333333 4444444444444444441
 
3 	+333333333333J33333333333J3 2222222??222222222222222?22222 3333333333333333333333 44444444444444444+ 
!333333333333333333333333 22222?222?24222222222222222?222422?2222222222222?P?2 333333313333333333333 44444444444444441 
133333333333233333333334 22222222222Pde2222d222d2 2222222:222222222222222222222 2 2!3333333333333333 4444444444444441 
+33333333333333333333333 222 2?? 222?a222c222222222A2222Z22???,??2?2?2?22?22222222? 33333333333333333 44444 * 
1333333333333333333333 22222222222222222222222 2222222?222 222?22222222222 333333333331333 3333333331 
I 33a3333333 22222222222222224222222222 22?2222222??P?22?2222?2?22222222222??2 333333333333333333333333331 
2 	*22222 222c2222222?22?222??2 222 & 222222d2e2?2222?222222222222222?222222p22 3332333333333333333333333.
 
12??222222 22222222222222?2222?222 p222??22222?22222222 2??22 ?2222?22222222222P22222P?2 33333333333333333333331
 
2 2222222222222e222222222e222222d222-222222222222R22222422?2222?2222 2?2?2?2?222222?22 2 2 33333333333333333331
 




122222?2122 2I2222222 22222 212 1l l2?22??22???2?2???2??2?2 333333333333331
 
1 +2222222222 222d222t?222?222 22 l?222?22?2?2?2???2222?2? 33333333333.
 
122222222222222222222?2222222?2 l1allll1l1lll1ll1l1l1111ia1111]2Illllll111111!I 2222??2222222??222?2P?222 33311
 
1222222222 222 i i2}I]222222222?2 2?2222?22P?2222 ?a2222 ? I
 
*2222222222222222222222222222222 111111111111111 1111l111l1111l111 111lll11111l11111111 222222222?2222222 222222222222222
 
122222222222222222222222222222 11111111111111 222222?222222222 222222222222221
 
1222222222222222222222222222 1111111111liii aiiiii 1111111 00000000 111111111111 2??2A22?2?22222 22222222222222?I
 
0 	+2222222222222222222U2222 l0l0lll0i llllllllalllllllll 0000000000 11111111111111 ? 2222???2222222 ?22222222?222.
 
-- - - - ------- I-------­
0 	 2 3 4 5 6 78 910 11 12 
NORTH DAKOIA DATA 1t94 : METh1O0 tO 
9 	+44444444444444444444 55b555555%5555 6666666666660666666666bbob6666666666666666666666h66666666666666666666A66 777.7777777777+ 
14444 44444444444444 5555 5,555 6&..b666666666b6b6666o0666666r66666ob666666A66t,666666666666,6 6666666 7777f777777771 
1444444444444444444 55b555b555555 66b666b066o666666666o6666666666666666666666666666666666666 66665666666 7777777777771 
+4444444444444444444444 t5555b55555 6666666666&o6606666b6bo66666666666666b66A6666666666666666 5 6666666666 77777777777+ 
I 44444444444444444444444 5555555 6b66 666666666b66 66666666666666666666666666666 5555 6666666666 77777777771 
13 44444444444444444444444444 5555b5 6 55555555b 66666666 555 46666666666666666666666666666 1RS 66666666666 77777777771 
8 	 +33 444444444444444444444444 55555555 SSSSSSSSSSSSS 5555 66666666666666666666666A666666 6666666666666 777777777+ 
1333 44444444444444444444444 55555555;5555555555b555555 6666666666666666666666666666666666666666666666 777777T771 
13333 44444444444444444444444 5555555555555555555555555 666666666666666666666666666666666666666666666 777777771 
+33333 4444444444444444444444 55555555%b55555555555555555i555555 6666666666666666666666666666666666666666666 77777777+
 
1333333 4444444444444444444444 5555555%55555555!5555555555 66666666666666666666666666666666666666t66 77777771
 
13333333 44444444444444444444444 555555555555555555555555555555 6666666666666666666666666666666666666666 7777771
 
7 	+33333333 444444444444444 44444444 55555555555 555555S,35555555555 666666666666666666666(66666646666666666 77777+ 
1333333333 44444444444444444444444444 5b59555555 44 555555555555555555555 666666666666666666666666666b6666666666 77771 
13333333333 44444444444444444444444 65555555 44 b555SbS555555555555555 6666666666666666666666666666666666666 771 
4333333 333333 444444444444444444444 555555b 44 5555556S555555555555r)555S5qss5 6666666666666666666666666666666666666 + 
133333 44 33333333 44444444444444444444 5 4444 55s55555555555455555555555 666666S6666666666666A6666666666666666I 
1333333 3333333333j3 44444444444444444444 '4444444 55b56555555b5E5555555 6666666666r6666666466666666666666661 
6 	+33333333333333333333 4444444 4444444l4444444444 55 b555c55 555bb5; E555 64 6666666666.666666666666666666+66 
1333333333333333 33333333 444 4 444444-44444444A4,44444 4 41 bb5555R5555bb5555555555 6466666666666666666666566666666661 
13333333333333 P 33333333 4444444444'4444444444444444 b555555555555555555555555 6666666666666666666666666666666661 
+3333333333333 222 J3333333333 44444444+444444444444444444 5555555555555 55555555 66666666666666666666666666566666+ 
1 333333333333 3333333333333 4444444444444444444444444444 555 q55555555555555555555559 66666666666666A66666666666666661
 
122 333333333333333333333 444444444444444444444444444 5r5,55 b55555555555555555 666A6666666666666666666666666661
 
5 	 *22222222222 33333333333333333333 44444444444444444444444444 5c 5 55T555555555555555 66666 66666666666666666666666666+ 
I22222222222222 333333333333333333 4444444444444444444444444 5bS5b5555555b55S5b5 666666 6666A6666666666666666! 
12?2222222222222 433333333333335' 4444444 4444444444*44 S55555S5RSS555555 666 55 6t66666666666666661 
-2?2222222222222 222 33333333333333333 44444444444444444 55555555SS55555555b55 455955555 66666666666666666+ 
12222222R22222222222222 333333333333333333333 44444444444444 555555955555555555955c5595555555s5 666 6666661 
12222222222222222222222222 333333333333J3333333333333 44444444444444 5555555555r555555555555555 5555555 I 
4 	 .2222222222222222222222222 3333333333333333333333333333 44444444444444444444 5555S55555S555555555555555555, 
I?222222222222222222d?22222? 3333333334J44333333.333333333J 444444444444444444 5 
12222222222 222 2242222222 333333333J333333333333333333333333 4444444444444444444 555555555'555555,555555555555555s1 
+222222222222 222222U22222222 3333333333333333333333333333 3333 444444444444444444444 555555555q5555595555555555+
 
1222222222222222222222222222222 33 33333333333333333 2 33.133 44444444444444444444444444 55555S5S55555555591
 
122222222222222222222222222222222222 2222 33333333333333333 22 33133 44444444444444444444444444444 555555555555551
 
3 	.222222222?2222222d2422e222? 222222?222 333333333333333333 3331331333 444444444444444444444444444444444 5555555r+ 
122222222222 222c22d2 22222222?2222222 3333333333233323333333333333333' 4444444444444444444444444444444444444 551 
12222222222222222i2 22222222222?22 ?22c22222 333333333333,33333333333333333 444444444444444444444444444444444444444444 I 
+2222222222222222222222d22222222222222d222222 3333333333333333333333333?3 44 4444444444444444444444444444444444444,
 
12222222222222222e22222a222?22222222222e22222a22 33 33333333333333333 3333 44444444444444444444444444444441
 
122222222222222222222e22e?2222222222?222222 22 22222222d22 333333333333333333333133 444444444444444444444
 
2 	 .222222222222222222222222222?2222?22?2e4!?222222222222222c?4222?2?2 333333333333333333333333333133 4444444444444444+ 
1222222222222?2?2222222222222222222?22222?222222222222?22222222222222? 33333333333333332333333333333333 444444444441 
1222222222222222222e22222e222222?2222??22?222222222222?222242222a2? 222 33333333333333333333333.4333333333333 444441 
.22222222222222222222 222222222222222?2222222222242e222222222222?22222222 333333333333333333333333333233333333333 + 
1222222222222222222222222222222222 222222222222222222?222 2222222222 33333331333331333333333333333333333333331 
1222222222222222222222222 22222222 11111 2222222222222222222222222222??222?222?22 31333333 3331333113333333333333331 
1 +2222222222222222222222222222 22 2222222a22222222 ??22?2222,?2??22? 2?11111Li 22Pa 2z?2 333333333333333333333+
 
I 2222222222222222222 222?2 11111111 2222222222222222222??22?2222?2??22222222,2222?P??? 3333333333333333I
 
ill 222222222222222222 111111111111111 22222 222222?2???2222222?222222222222222?2222222 333333333331
 




z~iiini11x111 iiinax1!1111111 1Illlalalillillii1] 222222222??2222?22??2222?22?222222?2222?22222222? I
 
0 	+i1i111111111I11111111111111111111111111111111111EIiIIii 11 i 222?222222?2?22?22?222222??2?2222222222222222222?.
 
o----------------------------------------------	 -------- I --------­
0 12 3 4 	 6 7 A 9 10 11 12 . 
NORTH UAKOIA DATA 19Ob ; METMOD l')
 
9 	 .55555556555 6666666b666bb6bb66666666,b6b6666666666b6666bn666666666 777177777777777777777777777777777777777777777777777+ 
I5555b55b55b 666b6t6666666§66660,66oo66560666bb 56566666666As6b f777777777777777777777177777777777777777777777777771 
155555555b55555 66666 5o6666666666666b606666666666b6666o66)6666666 77777777777771777777717777777777777777717777777777T
 
*5555555b5555555 6666b666666666666666666666o6b6666666666b6666666666 777717777777177777 1717777777777717777777777777777+
 
I55555555555555 66666,6b6666666666606066666666666666666006666 66666o66 7777777777777777777777777777777777777777777777771
 
1555555555555355555 6666666666666666666o666666666666666666666666(6666660 7777777177777777777777777777 7777777777777771771
 
8 +555555555555555555 666666666666666o666666b5666b66b66bbb6b66666(66b6bb 1777777777777777777777777777777777777777777777
 




+ 5555555555555555555555 6666666o666666 66 666666666666666 777777777777777777777777777777777777777777.
 
1444 5555S5555S555555S55555 5555555 55b555 666666666666A66 777777777777777777777777777777777777777771
 
1444444 55555555555b555555555555555555555555 55555 66666666666f666 77777777777777777777777777777777777777771
 
7 	+44444444& b55 5S55z555555555Sbb5555555555b55555555 66666666&666666 777777777777777777777777777777777777777+ 
1444444444444 55 5555555555555 55 55 6666666666666666 777777771777777777777777777777777777771
 
144444444444444 5b55=555b55555i5,5555555 55Sb55555555555S5 6666666666666666 7777777777777777777777 7777777777777771
 
+444444444444444 5555555555555555b5555 555555555555 6666666666b 666 7777777777777777777777777777777777777.
 
144444 4444444444 5555555555555555555555555555555555ss 	 666666666 77 666 *7777777777777777777777777.7 777777771 
14444444444444444444 5555%5555555555S555555555Sb5555555555555555555 66b66666 6666 7777777777777777777777777777777777771
 
6 +444444444444444444444 55555S5555S5Sb555S5 55555'55b5555555 66666666666666 77777777777777777777777777777777777 
I444444444444444444444 5 5 bh666666666066 77777777777777777777777777777777771 
144444444 44444444444444444 555b55S55555555 5 555555 6666666666666 7777777777777777777777777777777771 
+444444444 444444444444444444 5555555555b5555555555555555ss55 666666666666 7777777777777777777777777777777+ 
14444444444444*444444444444444 4 5553,5SSL5555555555$5555555b55555 666666666666 7777777777777777777777777771 
1444444444444 4444444444444444544 555 S5555b5555S5S55S55555555555555 666666666666 7777777777777777777777771 
5 + 4444444444444444444444444444444 5555bbS55b555S5b5555555555555555555b555 555 6666666666666 7777777777777777777777. 
133 4444444444444444444444444444444 555b55555555 Sb5555%555S55555555555555 66666666666666 777777777777777777771 
1333 4444444444444444444444444444444 44444444 5555S555555555559555555S5 666666666666666 77777777777777777771 
+33333 44444444444444444444444444444444444444444444444444 S55555)55%55555555555S 666666666666666 777777777777777t77* 
13333333 444444444444444444444444444444444444444444444444444 55;5"65555555555555 666666666666666 7777777777777777771 
1333333333 444444444,444444444444444444444444444444444444444444 55b5555555555555 646666666666666 7777777777777777771 
4 	+33333333333 444 44'4444444&4444444444444444444444444444444444444 555555555555555555 6666666666666 777777777777t7777+
 
733333333333333 44444444444444444444444444444444444444444444444444444 555 555555i5555555q 6666666666666 7777771
 
13333333333333333 44444444444444444444444444444444444444444444444444444 555555S555555555 6666666666666666666666 71
 
+333333333333333333 444444444q44444444444444444444444444444444444444444 555555555555555S555 6666666666666666666666666 +
 
13333333333333333j3333 44444*444444444 4444&4444444A4444 444444444444 555555555555155559 666666666666666666666661
 
13333333333333333333333 444444444444 33 44444444444444444 44L444444444444 55555555:55555 666666666666666666666661 
3 +3333333333333333333333 4444444 44444444444444444444444446444444444444 5555554555s55555 666666666666666666666+ 
13333333433j333333.3433333333333 3 444444444444444444444444444444444444444 555555555555559555 666666666666666666661 
13333333j3333z333333J3333333333333333333 444444444444444444444444444444444444444 55555 55555555 6666666666666666661 
+333333333333333333333J3J3333 3333333333333 44444444444 444444444444444444444444 555555SS5r555q555 66666666666666666+ 
133333333333333333333i3333333333333333333333333 444444444444444444444444444444444 555q5555555555555 6666666666666661 
133333333333333333333333333S333333333 33333333333333 44444444444A4.44444444444444 5555555S555,55S5 5 6666666666661 
2 +3333333S333333333333333333333333333 3 3 3333333 33333333 4444444444444444444444& S5S555555'555 5 6A6666666+3 3 3 3 3 

733333333333333333333333333 333333335333333333333333333333 4444444444444444444444 5555555555S6555;555 6666666143I33333343333.3 333333333333333333333 3 3 3 333 3 33 3 3 3 3 333333 3 444444444444444444444 555555S555 5555S55 66661 
+3333333333333333333333333333333333333333333333333333333333333333 4444444444444444444444 555555555r595-555555555 6* 
13333333333333333333333333333323333333333333333333333333333J3333333333 44444444444444444444444 55555555595555555555555 I 
I 333333333333333 3 33333333333333333333.Ji33333333333333333333333333333 444444444444444444444444 55555%55S55Sb55 
1 +2 333333333333333333333333333333 333333333J33333333333.3333 33333 444444444444444444444444 55555595%55555555555555 
12222222 333j333 33 43333333333333.33333333333333333J3333333333333 44444444444444444444444 5555555555555555555551 
1222?22222222 33333J333333333333333333333333333333333 3333 3333333333 4444444444444444444 5555"'Sb',5555S5555 5 5I 
+22222? 2222222 333333333333333333333j3 333333433334333334333331333333333333 44444444444444 5555555555555555555599+ 
122222222222??222 333j333333333333333343333333333333333333333323333333333333333 444444444444 5555555555c,55555555555555I 
12222222222222 222 33333333333333433333333333333333333333333333 3333333333333 4444444444 55 555555555555555559551 
0 22222222222222222222222 333333333333333433333333 22 3333333333333 4444444444 444 555555555C;5555555+
* ----------------- ----- I --------- ---- ---------- ----------- I - H 
0 a 2 a 4 5 6 7 8 9 10 11 12 ' 
NORTH DAr,)dA DATA 19t)6 : MEL.00 
9 	 +4444444444444 555555b55555b5 S bSoSSb5b555 SSm%3S55b595 666666 555 5 555 5555 6666666+ 
144444444.4444 5b5Ss6bDbb&,sS5%5 SsS35Ssb s5Nss s5 6Ab6 95S, 5br59s555%55-r,5 666b66I
 
1444444444444444 5555sm5rsb5 6 bs S55b S55S5 5Th5,55b555C 6666 5 5L5 6661

-44444444444444 5444 5 bSb555555bS 666 (,bS55bbSSSSb bSS5555 5b55b5S 5t; 6666 b5Sb55359Y55 55555555 6+
 
14444444444444 55bbsb5555bb55 666t,b 5555555s5bbb555s55 555 666 ';'55559S5 555555555555555555555 I 
14444444444444444444 53bob55 bb bSSb5 SSbSbSo bS'Sb'b k5%b 5S5 
8 4444444444.4444444 55sb5;bbS 5 
14444444444444444444444 51444444444444444444444444 55b5555555S5 5 555555555L)bl; 55555-5 qS5 5555q 55q555-5S55559q5s55 SS5S55555555555
 
+44444444444444444444444444 b5555'5r;bS,5555 5 55b55555555b
 
14444444444444444444444444444 555555'5b5b555S555b 
 444 5S55C55555 55555SSb5s 55555555S5555555 5 ss555 
1444444444444444444444444444444 55S5,5;555S5 4444444444 5 
7 + 4'4444444-44444444444444444 5bSktAb5D 44,4Q44444'4§q45544A 5 
1333333 44444444444444,44444444,,4 b 4L1t11,4444-44444+4444444 5
 
1333323333 4444444S44t4444,t444&41. 5bb575; 44,,4444444444444444- 5L555;5, 55 "5S5% I
' sb 

33333343333 4444444444444444444444444 5b5b5S 444444444444444a44 4444 55'53
 
13333333333333 444444444444444444444444 5 444444444444.444444444444 555 5555555 5555 55555555555S555555I
 
2333333333333333 4444444444444444444444444 4444444444444444444444444444 bSS,55555555355b555$ 5j 5 55
 5 %5 55 16 333233433j333333 44444 44 4444444444,444q4qt&444444.,44.,4444444 4 :,4 4 ;44 q4 5sh5 w 5ibr5555 h5555;.
:31334343 333333333 +4444444444+4'4t44 44444444*4',444,444 44 A4444444-+444 5;55ySb b'd' R'C55'55551 
I3i33333333 33333 44 444 4444 ,44444444w'f444444444 44444444t44444444 55 A 553 R5b55 55S5s1 
-333323333333333334333 4 4 4444444t444444444444%4444444'.444444444444444444,444 9qL55S5 4444 55 5555 55555; 
1333333333333333333333 441444444444444444444444%44 4 4 4se, 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 44 4 4  44444 5555555955555555555551
 1333333333333333333333333 444444444444444444444444444444444444444444444 44444444444444444444444444 
 5S5'5555555555555I 
5 	-3333333333333333333333333 44444444'4444444444',44444444444444444444444444444444444444 4444,44 4 4 4  %5'5S555555555+ 1333333333333333 333J33333333333 444&44444444 444444444444444444444444444444444444444444 55r55555b%5555 
:333333 3333343 3 34 33333333333 33333SS3.3 4 44444444444444444444444444'444444444444 5$S5555555S I 
*33333333333333333333333J3333.l3j333333ij3433333j333j33333s343S33 333 4444444444444444444444444444.444444444 4 55555555­13333 3333 3333 3 3333 33333333333333343333J3i33333j3,j333333J333333313 44444 444444444444444444444444444444444444 4 4 5513 3 3 3 3 3
1333 33 333J333333s3333333333333J333333s33J3333J33333 33 44444444444444444444444444444444444444444444444444 1 
4 *3333333 3 333333333433333333333s33443.3333333J33443334.333333333 44444444444444444444444444444444444444444444444444, 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 I 3 43 3 j3j3333335333333333333433334333333343j333331333333 44444444444444444444444444444444444444444444441
 
3 3 3
I333 3 333 333 3333 433 3 3J34333333.3333334J43Z333333a3333333S333333133333 44444444444444444444444444444444444444444444441
 
*33333333333333333333333333333 333333., i333333333333335443 333'3333333333 44444444444444444444444444444444444444444444,
 
133333333333333333333333333333333333 
 2 3333:33333333333 2 33;3333333333 444444444444444444444444444444444444444444
 
!333333333333333333333333333333j3333 
42 33332333333323 2? 313333333333333 4444444444444444444444444444444444444444 





1 3333333333333333i 3 333333333333333J333333333333333s3333.3333;3333333333333333333 4444444444444444444444444444444444441
 
+33333334333333333333333333333333333333 333333 3333333333333333333333333333333333 
4444444444444444444444444444444444, 
13333333333333333333333333333333333331 222 333 2 33313333333333333333333333333333333 44444444444444444444444444444444 
13333333333333333333333333333333 333 222 22222 33333j3333333333333333333333333331 44444444444444444444444441 
2 *3333333333333333333j333333333 33 3 222222 33334333333;33333333333333333333 3 44444444444444444444­
13333333 33333333j33333333333233333 2?22,2?c2 3333333313 33333333333333333333 444444'4444444444
 
1333333 4444 3sj3j33s33333 333333333 22c222 22t222?, 3U333333333331,,333333333333333333 44%4444444444I
 
-3333333 4444, 3333333333333333333333334J.333 222222222?222d22222??? 333333433333333333333333333333333333333 444444444
 
133333333 44 333333333333 333333333333JJ333 22222d222 22 22d2??????P 333333333333333333333333333333333333333333 41
 
133333333 3333333333333333333333313333 22222e2 2 22?2Z222? 22???? 33333333333 333 3333s33333333133333333333 
 I 
1 *33333333333333334333333.333133333333333. Z222dCAd9d222z?2?2:'? 3333333333333333f33333333333333333$3333333.
 
13333 333323343333334333333334 27222222? 22e2a22?P???2 ??7z? 333333333,33333333333333133333333333333333
 
i 222e2 2222 333J333333333333 22 22222?22 2333333 
 333333333333333333333333
 
*222222222 222222 333333333333333 222222d2 At2222Z22222?????22?2222, 2 ? 3333333333333333333333333333333333+
 
I2?2222222222222i2 3333333333 22?72 2222 222222222?22ac22322?p??? 2222???22?R??? 3333333333333333333333333333333331
 
I2222222222222222e222 
 2222227222222222 22222222222 222?22? 7?22222?222?2222?22 333333333333333333333333333333331 
0 2222227222222e22P222222222222222222222222 ? 1I222222222222222242,?7 2 2 ?? 3331333333333333333333333333333 
0 - I ------------------------------------------------	 H 
0 1 	 3 4 5 6 7 89 	 10 11 12 ' 
------ 






















































166666666t6666 6 b 777777777777777777777777777777777777777777777777777 666666666666666666666666666666666666666666661
 
*666666cb666cb 6 6b 777717777771777777177777777777777777777777777777777 6666666666666666666666666666666666666666656 +
 
166 6b66666666 b6bo 7777777777777777777'77777777177777977777777777 66eb6F666666666666666 66666666655,6666 555
 
166to66666.6666t66c6 777777777777777777777777777777777777(77777777 64666666666666666A666666666666666666 5565551i
 
*666666666666666666b6 777777777777777777777777777 777777'77777777 6666666666666666666666666666666666666 55555bS55555
 
I6666666t66666666666666 777777777777777777777777777777777777777 666666666666666666666666666666666666 5555555555555551
 
1666666b666666666b666666 77777777777777777777777777777777777 66666666666666666666666A66666666A66A 55555555555555551
 
6666b66ci066560666066666o66 7777777771777777777777777777777 666666666666666666666666666666666666 555q5555S5655555 5
 
166666566666 6 6t6 6 6 t06 o6666 77777777777777177777777777 e66666666666666t6666666666666666 655555b555555555I
 
I666666606b66666666b6cb6o6666566 77777777777777777 6 6666666666666666 666666666606A6666666 5S5555555555555$555+
 
+66666t66666b6666666666666666666666 77777777777 6 66666666666666666666666666666666666 55555555555555555555555,
 
I66666666666666t666666666666660666bb 6666666066666666666666666666666666666666 555555555 55555555555555551
 
6
I666666666666666b 60666b666666666 666660b66666666666b6666boo6666666666666666666666666666 55555555Sb55555555S555555551
 
+6664666666666t06b b66b66656666o66660ob6666666tb66666bob66666666666o6666A6666666666 55555 555555 55555555555q55b55
 
1666,666066666666666b66666 66660666b6666666660o666e006666666666666666,0666666666 5555 55555655555555555555
 
I6666666b6666b6t666o66666666,06b6606b666'-66b6o666o660tbb666b6s66b66bb66666666666 5r;5355555555.55I 
+666666666666666bb6666666666666666666666o666b6z0666bbb(,666666666666666666666t6 5551 )5b55sss555555555 4+
 
1666 6b6666666666666n666666666666o66666606660 6666b666666666666A6 5559SS5SSS555S55SSS555 4444444!
 
I 555555555555S55555 666666666666o6666t6666S6666666666666A6666666666666666 5555555595b95555555 444444444441
 
55S5 555b5bbbS5Sm5b 606666666666e666666e666666666b666666666666666666666 5555S55555$S55555$5S5 444444444444444+
 
I5555b555b5655bb5Sbb55 55 666t6666bt6-66Sb6 664666bt666666066666666666666 55 5555 5555S59 555 44444444444444444!
 
I555~5b 5Sb6b b5bh 6666L6u66666666646666666666 555555555555555 5595 44444444444444444441
555 5555 6b666666066666 777771 

6 6 6 6 6

.555555S55 5555bsbsbb5Sb5 5 66666666"66666 7777777 66 66 6 66(n66666b666 5555555555515555%SS55 44444444444444444444
 
I555555bb5bbb55555b555b5b55b55 66666f66666 777777771 44545555555V55
6665066666666A6666 4 444444444444444441
 
I55555555555555555b5 b5ob555 66b6666666666 7777777 66666666666666666 545 555 5555S55S55 44444444444444444444441
 
55b555bbS, mb %bo55 6555G6646obA66,6 7777 666666060666666666 9b5-bSr5b5bb5%5555;b559555 444444444444444444444444­
15DS 5bbSb5bb5b55cb 5s555~b 6b666o66A6666 666b6666o6 6f.AA6 5f555 65S§65b5b,56 44444444444444444444444441
 
b555S5555555565SD5 55b55555 666AAco6666666466666A666666666A66 555D555 55A55S5555S 444444444444444+44444444444
 
+5*555z55555Sb5b bSb~b555555 6656o666666566666066660oo6666666 55555555S555555555555555 444444444444444444444444444*
 
IS5S bSoS6b5b6 3Sbo56h65b6b5555 6660060r60666b66665666ob066666 ',b',b5b55Sb bb555 bS3SSS'S 444444444444444444444444444 I
 
IS55bb 5 SbSbSb~35~~ b55S55%T 66660bAA66b6o6h66t66666obb666 55 bb5S5 5%5S%559b 44444444444444444444444444 31
 
+55b Z 53bb,,b5S~b~5 ',bbS$ :5'b 6Ao-6o~ 66 bbot o66C6600 55 3S~5C 55%~bbSS 55q 44444444444444444444444444 333­
it55DbD5n rD5i %b% 66A o6o60,0t6 5 4444444444444444444444444 333331
 
IT555E5b s~b:h55SSD sboSt 5~ 064666 666666066660 65 5 5S~55555b5,555 444444444444444444444444 33333337
 
*bSSS5bSSbi55bS~sb~bS~b555555b5%5 b666666b606o6b Sb55 555Sbo5S5SSS5555b 4444444444444444444444444 333333333+
 
5555S5555bb>5S5b355S 55535%b 5sbb 6b55 5-5555555 444444444444444444444444 33333333331
 
5 555 5 5b~55~5mbb55S5~5 55565555s555 444444444444444444444444 3333333333331
 
.555 555bb55b55 5555qb5555555b5 55Sbb5b55SS5q555b5'5H5q 4444444444444444444444444 3333333333333,
 
------------- -------------- --------- ----- 4 -------- - ------ -------­
---------------------- 
NORTH DAKUIA DATA 1963 : METMOD B 
- - - - - - --- - - - - ---- I ---------------- I -- - -- - -- - - -- - -- ­-

9 5 555555 55bbbS556555555%555bb55555bbSb5bbb5555555 6666666b 66666666666666666666666666666666666666+ 
15 66666666666666666666666666s6b6666666666666666666661
 

























15555~S555 5555 55 66 66 b666666666666666666666666666666666666666666E,61
 
1555555555555 5DbSb555555555b5555555b~bbSb55555555s5555 ss555 s55 66666666b66666A666666e6A66e66e666666666666I
 
'55555SbSSbb55~~555555 hs55 555 555 553b5559;bSS555s 5bb55bssssb5,sssq 6666666666666666666666666666666666666666666666+5 5 5 5 5 5 











I55 5555555555555555b5$55b5555Sb5Sbe55S5b555555b5555bS 55s55Sb5sb55ss5b~ssssc 6A66666A6666666A( 666666A6I
~
 5 q5 5 5 5 5

+5555b2555555 b5b5555555555b5sb5s5bb 555 6 555555555555555555555 66666666666666666 
I 55555'5555355bb~b555 S5555b5555b5555bb 4444444444'4444444444444444 5555b555'>5555555555555 66666646155555555555555b,5Sb55555 44444*44444444444444444444444444444444444 5b5555555555 $5555555 I5 +55D5555bb55555b 444444444444444444444444444444444444444444444444444444444 555555955555555z555555555555 
15555555D55 44444444-44444444444444444444444 4444444444444 95555555555555555555555551
 
155555 444 444444444444444444444444*4444444 33333333 333333333333313 44444444444 5q55555555555 5S I

+ 4444444444444444444444444444444444 333333333333333333133333333333333333333 44444444444 5555555555555556 *
 
14444444444444444444444444444444 333333333333333j33-3333 3233333333333 444444444444 55555555 441
 
144444444444444444444444444444 333333J3333333333333 227P22P22222 
 3333333333 44444444444444 4444441
 
4 *4444444444444444444444444d 33333333333333 2222d222222P2?222 222?2
a? 33333333 44444444444644444444444444+
 
I444444444444444444444 3333333333134 222222222222ed22222?? 22222 ?2 2 ?22?222 333333333 4444444444444444444444441
 144444444444444444444 3333333333333 222222222222222222222222222222222222222 33333333 444444444444444444444441
 
+ 44444444444444444 3333333333333 2 2222222222222222222 2222222222222 333333333 4444444444444444444444.
 
133 44444444 3333333333333 2222 222222222 111]111111111l1l11 22222222222 333333333 4444444444444444444441
 
13333333 3333333333333333 2222222222 11111111111111111111111)1 222222222? 333333333 444444444444444444441
3 *3333333333333333333333333334 2 222?22222 llllllll±11111f11}j11iljlfll 2?222222?? 333333333 4444444444444444444+
 
133333333333333333.%3333333433 22222 22? lll11111l1:11l111l1111111111111111 11 222 22 222 321333333 44444444444444444441
 
13333333333333333333333333333 222e22d2 111111111111111111)llllhIlllllilll 1111 2222222222 333!3333 44444444444444444441
 
+33333323333333333333333333333 22222222d1 1 1ii 
 1ii~i1i1111i11ii1 222222222? 33333333 4444444444444444444,
 
15-33333333333333333333333333 22222222d 
 2222222222 333333333 44444444444444444441
 
13333333333333333333333333333 22?222??a2d uxiiiinaiaiiiaiiuainn llilllllli ll 2222222?22 331333333 44444444444444444441 
2 +333333333333333333333333333 222222 llllllllllllllalllllil 22222222?2 333333 4444444444444444444+
 
1333333333333333333333333333 222?2222?2 l111111111111I1lfln1lll22?722222 333433333 4444444444444444.441
 
133333333333333333343333333 222?222?2 211111111111111111111ll1:llilli 111 222222220 33'333333 44444444*4444444441
 
+33333333333333335333333333 22P22222222 lllllllllllllun 
11811111111111 2222 22?22 339333333 444444444444444444
 
133333333333333333333333333 222e22222 1121111111 111111111131111111111111111111 22?2222722 33.3333333 44444444444444444441
 
13333333333333333333333333 2222222222 llll2lillllllllllllllilnnn]inui 2222222?2 33133333 44444444444444444441
 
1 -33333333333333333j333333 2222,22222 1111111121111111111111181ii 111111111 222222222 33,334333 4444444444444444444.
 
13333333333333333333333 2222222222 
 222222222 333333332 44444444444444444443
 
133333333333333333333 2 22222222 l1a11111111111111a1111anliii 11111111111 11 222222;222 31333333 44444444444444444441
 
+3333333333333333333 2222222222 llillllllllllliilll ])1l 11il1 
222222?222 3'33333 44444444444444444444+
 
133333333333333333333 22222222 l 
 222 222 2 3333333 444444444444444444441
 
13333333333333333533 i22222 1111i13111131ll1111ll1i11111111111111111111 
222222222 333133 4444444444444444444441
 0 '33333333333333333 22222 111118111111111111111111111111111111111 11111111111111111 22222222 333333 444444444444444444444
 
-----------
-- I------------ 4 
---. I------------------ *.--- ­
0 1 2 3 4 5 6 7 8 9 10 11 12 o0 
pftalip C-8
 
NORTH DAKOTA DATA 1964 ; METHOD 0f
 
4 - - - - ------- - 777777777-7----------------------------------------77---- 777-7­
9 	 *55555b5555b5555 66666b6666666666666666666666 777777777777777777777777771777777777777777777777777777777777777777777777777 
155555b555,5555 t66666666606,6b666v06066666 71777717/777777777777777777777777777777777777777777777777777777777777771 







8 - S55555555555555555555556666666666666666666666666666u666666,6666666 7777777777777777777777777777777777777777777
 
6
144 SS5S5S555,SS 55S55SS 666666666 6 6666666 b6666666666666666666666666666 777777777777777777777777777777777777771
 
144444 55555b555555555555 666666o666b6b6666666666666c66t666466r66666666666666 777777777777777777777777777777771
 
'44444444 5555555555555555555555 6666b6666666b66666666666b666666666666b6666666666666666 77777777777777777777777777
 
14444444444 555555555555555555 5 66660666666666666666666666666666666666666666666666666666 7777777777777777777771
 
14444444444444 55555555555b5555555 6666666666666666666bb666666666666666666666666666666666666666 777777777777777771
 
7 	 +444444444444444 5555555555bS55555'55 66666666bob6b666bbb66A666666666666666666666666666666666666666e6 77777777777771 
144444444444444444 Sb55555555555555b5 66b6666666666b6606666666666666666666666666666666666666666666666666 7777777771 
14444444444444444444 b5555b55 bb556666bb66666666666666666666666666666666666666666666666666 666 777771 
.444444444444444444444 5555566666666666666666666666666666666666666666666666666666555555555b55S5 7+
 
144444444444444444444444 555555555555525555555555555555555555 666666666666666666666666666666666666666666666666666 1
 
14444444444444444444444444 SSS:b553555 555555555Sbb55b5555bb55S5555 55 6666666666666666666666666666666666666666666661
 
6 44444444444444444'444444444 5555555555S55bS5SbSS 5S5555555555555S 6666666666666,6666666666666666666666666666+
 
I 444444444444444444444444444 55555bb55555S5555b55bb55555555555 55 5 S5,55 55 6666666666666666666666666666666666 
1333 4444444444444444444+4444444 5Sb5S555555555SSS5b55b5555S595595S5555555555 5555 6666666666666666666(666666666661 
433333 4444444444444444444444444444 5555555555SS5555555b5555555555555555555555555555s5 66666666666666666666666666­
13333333 444444444444444444444444444444 555555555555b55555555555555555555555555555B 6666666666666666666661 
1333333343 44444444444444444444444444444444 5SS555555555555555S5559S955555555555555555555 66666666666666661 
S33333333333 4444444444444444444444444444444444 5 55555;s5ss555555b5555555555555s55555 5 666666666666+ 
133333333333333 44444444444444444444444444444444444444 5555 555555 656555555556555555555555555556666I 
13333333333333333 44444444444444444444444444444444444444444 95S55555555555555555555555555555555555555555555 661
 
.3333333333333333333 444444444444444444444444444444444444444444 555555555555555555555555S555555555555555555555555 4
 




4 333333333333333333333333333333 4444444444444444444444444444444444444444444 55555555555555555555q555555555555555 







I 3333333333333333333333333333333333334333333333333333 444444444444444444444444444444444444444444444444 5555555551 
3 *22 333333333333333333333333333333333333333333333333333 44444444444444444444444444444444444444444444444444 5ss5s5. 
1222222 33333333333333333333333333333333333333333333333333 444444444444444444444444444444444444444444444444444 51
 






122222222222a2 2222222 3333333333333333333333333333333333333333 44444444444444 44444444444444444444444441
 
2 	.222222222222222222222222222222 333333333323333333333333333333 444444444444444444444444444444444444444444+
 
12222222222222222 22222222222222222222222222 333333333433333333333333333133 44444444444444444444444444444444
 




1222222222222222 2222222222222222222Zred2222222222222? z333333333333333333333333333333333333333333 4444444441444
 
2 2
12222222 222 222 2222222222?222222222 2222222222222?22e 333 3333333333333333333333333133333333333333333333 44444441 
1 + 222222222222222222?2222222 22222 e222222222222222222c222 33333333333333333333333333333333333333333333333333 444 
I 222222222d2222222222222 2222e22 2222222222222222 c22222 3333333333333333333333333333333333333133333333333333 1
 




111i11i1i111 I111i11i22222222?2?2222222222222222222222222222?22222222 33333333333333333333333333333333333333333I 
1111111111111111111112?? 22222222222222222222222??22222222n?2 33333333333333333333333333333333333331 
0 *iia aI11111111111111111111111111 22222222222222222222222222222222222222222222 3333333333333333333333333333333 
- I - 4 --------------I I ------------------------- ---------­
0 1 234 	 5 6 7 8 9 in11 12o 
H 
---- ---------------
NORTH DAKurA DATA ;965 NLrCD ( 3 o' 
9 .4444444444444444444444 5555'555555555 6 6666666666666b66666666666666 7777777777777777777777777777777777777777777777.
 
14444444444 4444444444 555F5555555b5 6666666be,66666A6toe666666 6 6 777777777777777777777777
 
1444444444.44,4444444444 55555S55555555s bb666t66b6666666C6666666&666 66&66 777777777777777777777777
+4444444444444444444444 5555)5,D55b555SS b6666666 
 6666666u666666666 6 666 77777777777777777777777777777777777777777777777
 
14444444444444444444444 55555555555 
 66b66666b6f,66666 66 66 666666 7777777777777777777777777777777777777777777777
 
144444444444444444444444 b55b55555555 b666b66b6666b66ob6666e66666666 77777777777777777777777777777777777777777777771
 +4444444444444444444444 55555b55555 
6066666666666666666b5666666666666666 777777777777777777777777777777777777777777777
 
144444444444444444444444 b55555555555 b 6 6 6 6 6 66b66666666b666666,66666 7777777777777777777777777777777777777777777777
 
144444444444444444444444 5S555555555 66066666666b6666666666c666666666666666 7777777777777777777777777777777777777777777771
 
* 77
444444444444444444 55555555555 666bb666666666666666bb6b6666eb66e6,66 77 7 7777777777777777777777777777777777777777+
 
133333 444444444444444 555555555 6bb6b6666666666b66666b6666666666666666 
7 77777 7 7777777777777777777777777777777777 1
1333333333 4444444444444 555555555 666o6b666666b6666666666b66666666666666 77777 7777777777777777777777777777777777771
 33333333333 444444444444 55555555 bA666666666666666666bb6b66666 6 6 777777777777777777777777777777777777777777777+
6 6 6 
 7 7 7
133333333333 44444444444 55555555 666 6666666666b6666666666666666666666 777 77 7 7777777777777777777777777777777777771
 
133333333333 4444444444 55555555 666b66666666666666r666b6666fb 6 66666A 7777777777777777777777777777777777777777777771 
+3333333333333 444444444 555D5555 66666666666666666666660b6666666.66666666 777777777777777777777777777777777777777777777+
 
1333333333333333 444444444 5555555 666 6 t1 6 6666666666666 6b6666666 66666666 777777777777777777777777777777777777777777 71
 1333333333333333 444444444 
5555555 666b6&6666666666666666bo66666666666666 6 eA 777777777777777777777777777777777777777I 6 -333333333333333 444444444 55555 55 6666b666t66b666666b66o6 66666666666666 6 6 6 6  77777777777777777777777777777777 6+ 133333333333333 444444444 55555555 66 6666,bo665666o666 66666666666 777777777777777777 666667
 
13333333333333 4444444444 5555555 6b666666666666666656 55555555 6666666(6666666 66666666661
 
63333333333333 444444444444 5555555 666bA6c6666666666666066666666666666666666666777777777676777 
 66+
 
1333333333333 4444444444444q 6555555S556 666botoob66o666 555555555555 4 55 6 6 6666666666666666666666666666666661 [33333333333 44444444444 555555b5666666666 5555 5
555 4444444 5555 66666666666666666666666666666666661
 
5 3333333333 444444444444444444 5555555 6 S5b5555555555 
 44444444444444 5555 6666666666666666666666666666666+
 
13333333333 4444444444444444445555555555555 
 55555555555555 44444444444444444444 55555 66666666666666666666666666661
 
13333333333 4444444444444444 Sb555SS66666665b 5 t,5444444444444444444444 555555 666666666666666666666666661
 
+3333333333 444444444444444444444 53555555555b 444444444444444444444444444444 5555555 666666666666666666666666.
44444444444444444444t444 44444444544444444444444444444444
133333333333 6 6 6 6
55555555 6 6 6 666666666666661
 
1333333333333 44444444444444444444444444444444444444444444444444444444 4444444444444444 55555555 6666 66666666666666661
 
4 +3333333,j J333 444444444444444444444444444444444444444444444444 
3 4444444444444444 555555555 66666666666666666666.
 
133333333333333333333 44444444444444444444444444444444444444444444 3 
 44444444444444444 55555555 666666666666666666661
 
13333333J3333333333334333 4444444444444444444444444444444444444444 44444444444444444444 55555555 6666b6666666666b66661

*33333333333333333 33333333 4444444444444444444444444 44 444444444444444444444 
5555555 666666666666666666666+
 
133333333333333333333333333333333333333 44444444444444 3f3 5554555444444444444444444444 6666666666666666666661
 
1333333333333333333333333333 
 444 333333333444444444444444444444 5555555 6666666666666666666661
3 +3 33333333333333333333333333333333 33344333333y3 44444444444444444444444 555555 66666666 66666666 
13 3 3
33 333 3333 333333333333333333333334 44 4 3 3 3 3 4444444444444444444444 5555553 6666666666666666666661 13333333333233333333333333 33333.333333333333333333 3333333333 444444444444444444444 
5;55S5 66666666666666666666633333333J33333333 3333333333333 3 4444444444444444444444 555555 66666666666666666666,

I333333333333333 33333333333333333333 
333333333333333333 3333 4444444444444444444444 555555 6666666666666666666661 
I333333333J3333333333333333s33a333 333333333333333333a333 3 33 3 3 3 4444444444444444444444 55555 66666666666666666666612 +3333333333333333333333333333333333q33.=333333333333 3 3 3333 3 3 3 3 3 3 3333 4444444444444444444444 5555555 66646666666666666666+
3 3 3 3 3 3
l 3 Z 333 333 J3 .33333333333333J3 33333333333333433'.33q 3 44444444444444444444444 5555555 6666666666666666666661
3 3 3 3 3 3 3 3 3
333 3 3333 3 143333333333333333133333333333333333333 44444444444444444444444 55555555 666666666666666666613 33 3 3 3 

+333333333333333J333333333333333333333333333333333333333J333333 
3 3 3 44444444444444444444444 555q555555 6666666666666666666*
 1333 33 33333333 333J3333333333333333.3j3333333333333333J3333 333 444444444444444444444444 55555555 666666666666666661
 
I333333333333333333J.33J3333333333333J:3333333333s 
 333333333 444444444444444444444444 55s5S5555s556A6666666666666611 *333333333333333233333333333333333333333333333333333333333333333 444444444444444444444444 5555555555 666666666666666,
3
1333333333333333333 333333324333333333333a33s3333333333333333 4444444444444444444444444 555555555 665 6666666666661
 
133333333333o33333333333333333333333333 33333333333333333333333 
4444444444444444444444444 55555S55'i5555 5f 6666666666!3 3 3 3 3
1 3 33 3333333J3333333333333333333333333333Ja33333333s33 444444444444444444444444 5555555555555(,666 
 6666666+
 
I333333333333333323333333333333333 33.33333334.33.3333333333333 4444444444444444444444444 E555555555 5 5L5j55 565 66661
 133333333333333333333333333333333333333333333333433333J33333 
44444444444444444444444444 95S55555555556555555555556 661 
0 *33333333333333333333333333333333333333.33333333333 
433 3 3 333333 444444444444444444444444444 555
 
*-----------*--------------------------------------I---------------
0 1 2 3 4 5 6 7 8 9 10 11 12 o 
------------------- ----- ---------------
NURTH DAKOTA DATA 1966 ! MLTrOD 11
 
9 +33 4444444'4444444 55555555555555 66660666A666666bb6666b6666666666666666666666666666666666666 55S555555555555555 666664 
133 444444444441444 555 555555555 t66 66666666b6obb6666boo6666AA666666666666666666666666A 555555"555555595555 1 
1333 44444444444444 b5555555555555 66606 666666b666666666660666666666666666666666666 555555555555555555555 555555 
+33333 44444444444444 55b5555bbs55666b666666666666666606606660 66666666666666 6 66 5555 q55555555 5 5555 55 5 55555 5 55 555,55 4
 
1333333 44444444444444 55555b555555 66b 6 66666b666b66666666b66666666b666666666 55555555 555555 55555s555555555
 
13333333 444444444444 5555555555555 666666666666666666666b66666th)66s66666 5955555555 5555555595555555555555555555551
 
8 +333333333 444444444444 55',5b5)555 5 60bb666666b66666666o6666666666 5555555555555555555595555555555555555555555b554 
13333333333 44444444444 555,55555b5 6606666666666666666666666666666 55555555555555555q55555555q5555555555555555555i555
133333333333 444444444444 5555555555 66b66666666066666666bbo666666 $555555555555555555555555555r9C% 55555555551
+333333333333 44444444444 555555555 6b60666666666666b6666b06666 S5555555b55555555555555555555555555qs555s55555555554
 
13333333333333 44444444444 5555555555 b6b6666666666666666bo6 55955SS555555555555555555555555555555s5555555555551
 
133333333333333 4444444444 555%55555 6066666666666666666b6 555555555555555555s5555555555s5555s5555555555555555555555j
 
7 333333333333333 4444444444 555555555 666A666666666666666 5
 
13333333333333333 44444444 55i555555 b666666666666666 5655555555555595555555555555S555555555 55595555555555555
 
133333333333333333 444444444 555555555 b6666666666666 5555555555q55555555 55555555555555555555555555555555555551

+33333333333j33333 4444444444 55556555 b66666666666 55555t55555 5555555555555555555555555555555b55955555555555555554
 
1333333333333333333 4444444444 55555595 6666666 5555555555555555555555555555555555555555955555555 5555555555555
 
1333333333333333333 444 444444 b955555 55 
6 .333333333333333.s33 4,4444444444 
5 5I333333343333J33333 4444+4444444 5 5S 55555 555555q55555S5555sS555555; 	 q 5q55555555 
1333333333333333333 44444444444444 55555555 S5555b555555555555555555555555s55 b5s s 5 s5	 5 5 5 5 5 5 5 5 5 5 5
-333333333333333333 4444444444444444 SSb5555b~s5555555S55b5555 55 5 5 55 55 55 5555 5 55 55 55 55 55 5 555 5 95 55 55 555 5 55 5 5555 5 55 55 55 55 5,
13333333333333333333 44444444444444444 55555555555555 555555 555555 
555555555 555555555 55555555555555
 
1333333333333333.333 44444444444444444444 	 555 555555555555555q5555555555555551

5 	 *333333333333J333333 4444-444444444444444444444444444444444444444444444444444444444444 55555555q55555555555555 513333333333333333433 4444 44444444444444444444444444444444444444444444444444444444444444444 555r5S5555%55555555b555555
I333333333333.332:333 444444444444444t4444444444444444444444444c44444444444444444 4 444444 44 444 555S555555555555%55555 




73333333A333j333333 4444444444444444444444444444444444444444444444444444444444444444444444444444444444 55555555555555591 





133333333333333 4444444444444444 1 44444444444444444444444444444444444444444444444444444 55555555555551
 
+3333333333333 444444444444444 3333333333333333J33333 4444444444444444444444444444444444444444444444444 555555555555.
 
133333333333 44444444444444 3333J3333333333333333333333333 44444444444444444444444444444444444444444A4 5555555551
4 4 4 
13333333333 444444444444444 333333333333333333333333333333333333 444444444444444444444444444444444444444444444 5555555591
3 	 +333333333 4444444444444444 333333333333333333333333333333343333333 4444444444444444444444444444444444444444444 5555559+ 
1333333333 444444444444444 3333333333333j3333333333333333333333333333 444444444444444444444444444444444444444444 555551 
1333333333 4444444444444. 333333333333.33333333333333333333333333333333 44444444444444444444444444444444444444444 555!
 
+333333333 4444444444444 33333333333333333333 333333343333333333333333 4444444444444444444444444444444444444444 +
 
13333333333 44444444444 33333333333333333333 222222 3333333333333333333333333 44444444444444444444444444444444444444441
 
13333333333 44444444 3333333333333333j333 22222a2222 33333333333333333333333331 444444444444444444446444444444444444444
 
2 	 '333333333333 333333333333333333333 222222222222 333a333333333333333333333333 444444444444444444444444444444444444,
 







222222a22 2222 333333333333333333333333333333 444444444444444444444444444444441
 
*3333333333333333333333333333333333333 e22222222222222P22 4333333333333333333333333333331 
 4444444444444444444444444444444
 
13333333333332333233333333333333333333 22222222222222222222 333333331333333333333333333333 44444444444444444444444444441
 
1333333333333333333J33333333333333333 222222222222222222222d2 33333333333333333333333333313333 4444444444444444444444444447
 
1 33333333333333333333333333333333 222722? 2 22222?2e22 3333313333333333333333333133333 4444444444444444444444444­
1333333333333333333333333333333333 22?2222222222222222222222222 33333333331313333333333333333333 444444444444444444444441 
13333333333333333233333333333333 222222222222222222 222 222222 33333333333333333333333333333333 4444444444444444444441 
+33333333333333333333333333333 22222?22222222 22222222222e222222?2 33333333133333333333333333333333 4444444444444444444,
1333333333333333333333333333 22222??2d2222222222222222222222222?2?2 33333333333333333333333333333333 444444444444444441 
13333333333333333333333333 222222222e2d22222222222222222d22222222 33333333333333333333333333333333 4444444444444441 
0 *33333333333333333333333 222222222222222222222222222222222222222222,222 33333333333333333333333333333333 444444444444+ 
--------------- *----- -----------
0 1 2 3 4 5 6 78 	 9 10 11 12 t 
NORTH DAKOTA DATA 1963 t MEtHOD 83 
---	 --- -- - -- - -- - - - - - - - - - - - -- -- - - --- - - - - - -- - - - - - I -- - - - - -- - - - - - - ­9 	 .5S555555555555555555555bS5b5555S55955b555 5b5S55555555b55S%55555 66666666666666666666666666666666666666666666666666I5555555555655565b55bb555555555b ;555555555b55bbbb55555s55 6666666666666E666666666666666666666666666666666666 
I 5555=5b5655b55b 565555bb555555S55b555Sb5bb5bb555bb'5555555555 666666666666666666666666666666666666666666666666661 
5 666666666666666666666666666666666666666666666666661 
155555555555$5555555555b5555555555555555555555555555555555 66666666666666666666666666666666666666666666666666+ 
I55555555555bbb565555555555555,555 55555555S5555555555555;55555 66666666666666666666666666666666666666666666666661 
S55555555b5555b555b5555555555555s555,55 sbbs5555bbb55555555 55551;555sb 66666666666666666666666666666666666666666666666666. 
85555 55555 55555 55555555555 5555bb55555bbb555t55 666666666666666666666666666666666666666666666666661 






7 .555555555555S55bbbbS555S55b5555b5355555555b5 55555 Sb 6666666666666666666666666666666666666666666666666. 
755 666666666666666666666666666666666666666666666666661 








.55555555555555555555b555555s5555R555b5655555555555555555555 5 666666666666666666666666666666666666666666666. 
I55555555555555555b555555555555555555555555555b555b555555b55S555 44 3 44 66666666666666666666666666666666666666666661 
I555§55555555555555 55555555555555555555555555555555555555 4 33 3 4 4 666666666666666666666666661 
6 .555555555b5555555bb55555555555555555bbS5b55555b5b5b5555,b5b 44 33 2 2 3 44444444444444 55q
 
555555555555b5555b555555555555555555 4 3 2222222 3 44 55955555555555555555555I
 
=55555555 6555555 4444444444444444444 3 3 2 222 22 222222222222 3333 44 I
 
44444444444444444 333 3 2 2222 11111 22222222222222 333 4444444444444444444444444k 
J4144444444444444444444444444444 33 2222222222222222222 222 111111111 2222 333 444444444444444444444444I 
!4'44-444444444444444444444 3333 2222222222222222222 1 11131i111111111111111 2?22 33 4444444444444444444444441 
4 - 33333333 P2112111111111111111111111111121 222 33 444444444444444444444444+ 
S3333333333333333333333333333333 22 11111111111111111111111111112121l111111111111111 222 33 4444444444444444444444441 
I2333233333333333333343333333 3333 22 11111111111111112111111111111111111111111111111111 222 33 44444444444444444444444 
-33333333333333333333333333333333 222 111!11111111111111111111211111111111111111111111111 222 33 444444444444444444444444+
 
153333333333333333333333333333333 222 11111111111111 1111 11111111111111111111 11111111 222 33 444444444444444444444444I
 
1333J333333333333333333-333333333 22 111111111111111311111111]111111111111111111111111 2?2 33 4444444444444444444444
 
3 -3333&334333333333333333333333333 22 l1111l111l1111l1111111111]1l11111111111l1l1111111 2?2 33 444444444444444444444444+
 
I3333333.3333J33333333333333333 22 12±111111111211111'11111111111111111111111111 222 33 444444444444444444444444I
 
133333333233433333333333333333333 22 111111111111111111111111 1l1111111121111111111111 222 33 4444444444444444444444441
 
-32333333333333333333333333333333 22 L11111121111111l111111121l11111111111111l11 41 222 33 444444444444444444444444+
 
:2333333333333333j333333333333333 22 111111111111111111111l1111111 1l111l1111111111111111] 2fl 33 444444444444444444444441
 
!23333333333333333333333333333133 2 llllllllllllllllllllllallllllli 111111111 111 222 33 444444444444444444444444I
 
2 -3333333333333333333333333333333 22 ]1111111111111l111|111i111l1]]11111111111111111111111 222 33 444444444444444444444444+
 
13 333333333333333333333333333333 22 111111111111111111111111111111111111ll111111] 1111111 222 33 4444444444444444444444441
 
13323333333333333333333333333333 22 1112111111 222 33 444444444444444444444441
112111 111111111111211111111 

-2333333333333333333333333333333 22 l1111111l1111111111111111111i 11111111111111111111111 222 33 444444444444444444444444+
 
133325333333333333333333333333333 22 11111111111111111111111111111111111111111121111111111 222 33 4444444444444444444444441
 
I3'33333333333333333333333333333 22 1111111111111111111P1111111111111111 11l111111111 2222 33 4444444444444444444444441
 
1 	-133S333- 333333333333333333333 22 111 1111l111111111111l111111111111111111 1111111111111 2222 33 44444444444444444444444+
 
;333, 333333333J3333333333333 22 11a111l1l 11l1i1111 ll l1111fl[ll jlpll 2222 33 44444444444444444444444I
 
±3:3133333333333333333J333 222 ll111111111 111 11 111111111]3 22222 333 444444444444444444444441
 
-333323333333333333333333 222 i1l111i 111111111111111111111111ala111:11l11 111121111 2?2222 333 44444444444444444444444.
 
.333333333333333333331333 222 111111111111111111111111111111111112111111111111111l1111 22222 39333 44444444444444444444441,
 
1333333333333333333333 22 111l111111111111111111111111u1 11111111111 222222 33333 4444444444444444444444!
 
0 -333333333333333333 13 22 1111111111111111111111111111111111111111111111111l111111111 222222 33333 4444444444444444444444+ 
----------------- - --- - - ---- ----------------------------------------- --­
12 3 4 5 6 7 8 9 10 11 120 
NORTH DAKUTA DATA 1903 : NEIMOD I 
















 6 6 66b6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 77777777777777777777,




6b666666666b666 6666666566666666666666 666666666666666666666666 17 + 666b6t6666 6666666 bbo6666 6 66666666666666 6666666666666666 6666b6Ci)666A666 6666 66666666i66666Gbt,
I5555 55555556(,6bb6 
 66666 6o6 6b665 o66 6666666 666 f6666666 66666f6 6b666666h666666666666 66666666 I 
S5555 55 55 55 6666b666666A666666666666666666 6666666666666665555555 5555555555555555555555555555555555555555555 6 6 6 6 6 6 6 6 6 6 t6 6 6 6 6 6 6 6 6 61
6666666666666666666666666666666666666666666666666
 































3 3 3 3
I33 333 333 3333333333333333333333333333333333333333343 



















22?22222222222222222222 2222222222222?2P2222222222222 222 2P222222
 
2 * 222222-2222 ?2222?2222222222222222222222222222222 22222222 22?222222?2?22?22?2222222 2222 
l1l:llll 22222 222?2 c222 222222?222222?222?? 2 2?2222 2z??zp????,??2?2?2?2222?
2 2? 22 22 2?I
111111111111111111111111111 222222222222222222 22zp az ? 22 2?a2222222222222 22 22 221? 2 22222?? 
+ 11 11 ii+llllllllllll~llllllllll~lllllilllll2 22222222222222?222722222?22222222?222222P2 22222222222222+11l1111ll 11I11i 11111111111111 l2???22222222l22?2222222222222?22222222a2 2 22222222 




iliiiiaia111]1111 111111 1111111]1111111111I11111111111 ii11111 1111111111111111111111111111111
 
IOOOOUOO 1OO1Ooooooool'lal1111111111111 1 11111111
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A number 	 of Fortran Computer Programs were written during the 
completion of this contract. Rather than include all of the corresponding
 
listings (approximately 50 pages), this section contains a list of the 
programs written by The University of Texas at Dallas along with the correspond­




Purpose: Perform variational analysis using low-pass filtering 
constraints as outlined by Wagner [7]. 
Input: (1) Coordinates and values of data points. 
(2) Coordinates of check points. 
Output: (1) A complete grid of extrapolated yield values after the 
completion of Wagner's iterative procedure. 
(2) A separate list of the yield values at the specified check 
points. 
2.0 METH09 
Purpose: 	Determine MSE's after Steps 1 and 2 using Method 9 as proposed 
by Shepard [61. Different values of the various parameters 
are considered. 
*The descriptions are brief. For a more detailed program description of
 
any of these routines, contact The University of Texas at Dallas.
 
209 
Input: (1) Coordinates and values of the data points. 
(2) Parameter ranges to be considered. 
(3) Coordinates and actual values for check points. 
Output: Fot.each set of parameter values, the output consists of 
the MSE's and average absolute deviations for (1) Method 6 
(2) Method 9 after Step 1 (3) Method 9 after Step 2. 
3.0 METHIO 
Purpose: Determine MSE's for each of the four models using Method 9 as 
proposed by McLain [2] and discussed inE51- For each model, 
four weighting factors are considered. 
bput: (1) Coordinates and values of the data points. 
(2) Coordinates and actual values for check points. 
)utput: For each weighting factor, a one page listing is obtained 
giving the actual vs. approximated value using each of the 
four models at each check point. Also determined are the 
MSE's and average absolute deviation for each model. 
4.0 EXTRAP 
Purpose: Calculate and display the results of applying Methods 1 
through 8 to a set of yield data as described in (51. 
Input: (i) Number of check points and data points. 
(2) Check point coordinates. 
(3) Data point coordinates and values. 
(4) Actual values for check points. 
(5) Method 8 (OBJECT) values for check points. 
210 
Output: 	 Actual vs. estimated yield values for each check point
 
and each method. Included also are the MSE's and average
 
absolute deviation for each method.
 
4.1 	REGION (part of EXTRAP)
 
Purpose: Determine if each of a set of input points lies within
 
the convex hull of a set of data points (input).
 
Input: (1) Coordinates of data points.
 
(2) Coordinates of points to be checked.
 
Output: 	 A vector of zero's and one's for each check point where
 
a one indicates that the point lies within the convex
 
hull of the data.
 
4.2 	COMBIN (part of EXTRAP) 
Purpose: Determine the matrix of n objects using 3 at a time. 
Input: 	 n 
Output: 	 Corresponding matrix, e.g. for n = 4. the output would be
 
1I 	2 3" 
1 2 4 
1 3 4 
2 3 4 
5.o 	 COMO-
Purpose: 	 Plot a contour map for a grid of data.
 
Input: (1) The ranges for each of the 9 symbols in the map,
 
'e.g. I = 15-17.5, 2 = 17.5-20, etc.
 
(2) The value at each grid point. 




6. o 	 QUADH 
Purpose: Calculate the proportion vector p for the equation Pp = e 
as discussed in £41. This routine uses a modified simplex 
method to determine p. 
Input: Matrices P and e 
Output: Value of p 
7.0 	NELSEM 
Purpose: Same as 6.0 except this routine uses the procedure outlined 
by Nelson [3]-
Input: Matrices P and e
 
Output: Value of p given by
 
p = a + By 
where (1) y is an arbitrary vector 
(2) a is an output vector
 
(3) B is an output matrix 
7.1 	PSEUDO (part of NELSPM)
 





Output: Pseudoinverse of A = A
 
8.o 	 MISCLS 
Purpose: To plot probabilities of misclassification as discussed in Il]. 
-Input: (i) a priori probability of I 1 = Pl 
(2) Values for ,A(l) (2)
 






(3) 	 Total probability of misclassification 
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