C heteronuclear dipolar couplings are used to produce the NMR ͑nuclear magnetic resonance͒ version of a two bit controlled-NOT quantum logic gate. This gate is coupled with the Hadamard gate to complete a circuit which generates the Einstein-Podolsky-Rosen ͑EPR͒ state which is the maximally entangled state of a pair of spins. The EPR state is crucial for the potential exponential speed advantage of quantum computers over their classical counterparts. We sample the deviation density matrix of the two spin system to verify the presence of the EPR state. EPR state lifetimes are also measured with this technique, thereby demonstrating the viability of liquid crystals as a platform for quantum computing.
I. INTRODUCTION
Nuclear magnetic resonance ͑NMR͒ has received considerable attention as a platform for quantum computing. [1] [2] [3] [4] [5] [6] NMR quantum computation ͑NMRQC͒ requires quantum bits ͑i͒ to be individually addressable, ͑ii͒ to have a strong coupling network and ͑iii͒ a coherence time long when compared to the length of the computation. To date, NMRQC has been accomplished using organic molecules in the liquid ͑isotropic͒ phase 3, 5 because such systems meet these requirements. It is the chemical shift which provides addressability, the scalar coupling that generates a limited coupling network, and the rapid isotropic tumbling of the molecules that provides a long state lifetime. In liquids, as in any NMRQC experiment, the strength of the network coupling ͑given the symbol ⌬͒ determines the gate time of the quantum computer (tϭ1/(2⌬)). 1 For organic molecules in the isotropic phase, typical proton-carbon scalar couplings are on the order of 200 Hz, thus the gate time of these computers is around two or three milliseconds.
Small organic molecules also dissolve nematic liquid crystals, 7 but this phase has received little attention as a platform for NMRQC. Molecules in liquid crystals have several advantages over those in the isotropic phase for NMRQC. Most importantly, the ordering induced by the liquid crystal introduces a dipolar coupling between the spins. Dipolar couplings span a much greater range of values and act over a much greater distance than the scalar couplings. A stronger, more far-reaching coupling network leads to a faster, potentially more versatile quantum computer. When dipolar couplings exceed the chemical shift separation, these couplings, rather than the chemical shift, can be used to address spins. This method of dipolar field spectroscopy has been previously reported, 8 but its potential as an aid to NMR quantum computing has yet to be investigated. An added benefit of the liquid crystal environment is that the dipolar coupling strengths can be tailored by the amount of ordering imparted by the liquid crystal as well as the geometry of the molecule. 7 These properties could potentially be modified within the course of a computation.
There is a trade-off, however. The induced order, or slower tumbling of the molecules in the liquid crystal phase, produces shorter coherence times than the isotropic phase. The shorter coherence times can countermand any advantage gained by a strong coupling network. For purposes of comparing efficiency of isotropic and liquid crystal NMRQC, a better indicator is the ratio of the coherence time to the gate time. To measure this efficiency, we have generated the Einstein-Podolsky-Rosen ͑EPR͒ states 9 of two bits via dipolar or scalar couplings in samples of 13 C-chloroform in the liquid crystal and isotropic phases. By creating these states, and measuring their lifetimes, we demonstrate that liquid crystal solutions perform as well or better than isotropic solutions as platforms for quantum computation.
II. METHODS

A. NMRQC circuit for creation of an EPR state
The circuit for creation of an EPR state is composed of two fundamental gates, shown in Fig. 1 . The action of this circuit on a pure state of two spins down represented by ͉00͘ is shown below. The first step is a /2 pulse applied to spin A which accopmplishes a Hadamard transform on spin ͑bit͒ A given by a͒ Author to whom correspondence should be addressed. Electronic mail: kubinec@dirac.cchem.berkeley.edu
The coherence formed is an equal superposition of the upper, ͉1͘ and lower, ͉0͘ states
The superposed spin A then acts as the control spin in a two bit controlled-NOT ͑CNOT͒ gate which is accomplished by a selective /2 pulse on spin B ͑see 
͑3͒
The result of the CNOT acting on the state of Eq. ͑2͒ is one of the four EPR or Bell states
Four EPR states are identified when the EPR circuit is applied to each of the eigenkets in the ͕I 1z ,I 2z ͖ basis representation. These states are identified with the singlet and triplet states of two spins 1/2 as follows ͑normalization suppressed͒:
͉11͘→͉01͘Ϫ͉10͘ϭS. ͑8͒
B. EPR state deviation density matrix
NMR does not act on the isolated spin pairs, but rather on an ensemble of some 10 23 spins. The ensemble is in a thermal Boltzmann distribution at room temperature because the spin flip energies ⌬⑀ ͑the energy difference between the ͉0͘ and ͉1͘ states͒ are much less than k b T. 10 We describe the ensemble in terms of the thermal deviation density matrix ͑reduced density matrix͒ which to first order in ⌬⑀/kT is proportional to ͑in the ͉00͘, ͉01͘, ͉10͘, ͉11͘ basis͒
where
and H 0 is the static magnetic field strength and ␥ X the gyromagnetic ratio. In this high temperature representation of the density matrix, only the diagonal elements are nonzero, so we can take the density matrix to represent an ensemble of the pure states whose populations are given by the corresponding diagonal elements of . As long as all measurements are taken over the entire ensemble, this view has experimental validity. We record the value of by state tomography. 1 In state tomography experiments are run that either leave the magnetization alone ͑I͒ or tip it by /2 pulses along the X and Y axis. The nine tomography experiments for the two spin case are II, XI, YI, IX, IY, XX, XY, YX, YY. Using signal intensity from all the spectral lines, we calculate intensity of each element of the . The II experiment gives no signal and is used as a noise calibration. Intensities of the carbon and proton line spectra are adjusted such that the proper ratio of gyromagnetic ratios (␥1 H /␥13 C Ӎ4/1) is reflected in the thermal state density matrix. This procedure adjusts for the arbitrary differences in the detection hardware between the 1 H and 13 C channels on the spectrometer. The action of an NMR pulse is equivalent to a unitary transformation ͑rotation͒ of the density matrix . 10 The challenge of NMRQC is to use only pulse rotations and the free precession Hamiltonian to accomplish the overall transformation desired. Figure 1 shows the NMR pulse sequence used to implement the EPR transformation of the density matrix shown below
Under this transformation, each state ͉00͘, ͉01͘, ͉10͘, ͉11͘ is transformed into an EPR or Bell pair according to Eqs. ͑5͒-͑8͒. Mathematically, the ideal thermal density matrix 0 transforms as 0 ϭ 
͑12͒
In NMR parlance, the ideal EPR state density matrix is a mixture of zero and double quantum coherences, which are the antidiagonal elements of , and some residual dipolar order represented by the diagonal elements. 
C. Sample preparation
Two samples of 13 C labeled chloroform ͑Cambridge Isotope Laboratories Inc.͒ were prepared. One was dissolved in d 6 -acetone, degassed and sealed in a high performance thin walled, 5 mm NMR tube. The second was dissolved in nematic liquid crystal 4-octylphenyl 2-chloro-4-͑4-heptylbenzoyloxy͒benzoate ͑Kodak͒ and sealed in a standard NMR tube. Experiments were performed on a Bruker DRX300 spectrometer at 10°C and 25°C, with a 13 C dedicated probe equipped with a 1 H decoupling coil.
III. RESULTS
A. Relaxation times
Relaxation times T 1 and T 2 of the individual lines were measured using the usual inversion-recovery and CPMG sequences respectively. The results are shown in Table I . The liquid crystal samples display the shorter T 1 and T 2 values typical of a more ordered environment. All 1 H and 13 C spectra were acquired in a single scan with the spectrometer frequency within 0.5 Hz of the chemical shift frequency of the species involved to eliminate chemical shift evolution. Each spectrum consisted of a doublet about the center of the spectrum. In the liquid crystal sample the doublet separation was measured to be ϳ4711 Hz and varied slightly from day-today and with temperature. The doublet speration in the isotropic phase was measured to be 215 Hz.
B. Thermal and EPR state density matrices
The thermal ͑deviation͒ density matrix was mapped by tomography after equilibrating in the field for an hour. The theoretical results, calculated by application of Eq. ͑12͒, are compared with experimental results in Fig. 2 . Tomography can also be used to sample the density matrix after completion of the EPR circuit pulse program and these results are also shown in Fig. 2 . The antidiagonal density matrix for the EPR state is achieved in each case to within 20% of the theoretical result ͓Eq. ͑12͔͒. The EPR state density matrix is a mixture of zero and double quantum coherences along with some residual dipolar order. Zero and double quantum coherences are not directly observable and the NMR signal after implementation of the EPR circuit is zero ͑to within 5%͒ as expected.
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C. Decay of EPR states
The decay of the EPR state can be monitored by inserting a delay between the EPR circuit and the tomographic measurement of the density matrix. The relaxation of the EPR state then can be cast in terms of the lifetime of the singlet and triplet states of Eqs. ͑5͒-͑8͒, or in terms of the NMR zero and double quantum coherence lifetimes by forming the trace of the resulting density matrices with the appropriate operator. For the purpose of quantum computing where we keep track of single spin flips, the single-triplet notation is more convenient. The singlet-triplet results for the liquid crystal at 10°C and 25°C and the isotropic sample at 25°C are shown in Table I .
IV. DISCUSSION
A. EPR circuit with liquid crystals
The data in Fig. 2 indicates that EPR states can be generated in nematic liquid crystals as effectively as in the isotropic phase. The liquid crystal data, however, has slightly poorer agreement with theory ͑about 5% greater error than the isotropic data͒. The theoretical results calculated as in Eq. ͑12͒ for Fig. 2 assume that the influence of the spin Hamiltonian is negligible during rf ͑radio frequency͒ pulses and totally neglect relaxation of any kind. Each of these assumptions is less valid in the liquid crystal samples ͑see Table I͒ . For the liquid crystal, the free evolution, or gate time is around 100 s which is relatively short compared to the 15-20 s pulse times. One might expect that time evolution of the spin Hamiltonian during the pulse is an important source of error in the liquid crystal case. To compensate, we modified the free evolution period based on a computer simulation that included free evolution during the pulse times. This experiment, however, produced poorer agreement with the theoretical result. We suspect the more serious sources of error are: ͑1͒ the broader lines and the lower concentration of observed species in the liquid crystal sample give lower signal to noise ratios, ͑2͒ the larger dipolar splittings put greater demands on the bandwidths of the pulses leading to a greater off resonance error, and ͑3͒ the physical inhomogeneity of the sample leads to line broadening and exacerbates the pulse field ͑B 1 field͒ inhomogeneity problem. The bandwidth problem is not readily addressable with our current hardware as we are running at the highest power available. The signal to noise ratio problem, however, has been addressed, and a longer acquisition time improves the agreement with theory in both the isotropic and liquid crystal cases. This can be seen in comparison of the 10°C and 25°C experiments. The 10°C experiment has poorer agreement with theory and the major difference from the 25°C case is in the effective signal to noise ͑linewidths are broader, see Table I͒ . Better agreement with theory was also observed at 500 MHz proton frequency ͑data not shown͒, where the higher sensitivity improves the data presumably for the same reasons.
B. State lifetimes and computational efficiency
When comparing computational efficiency of liquid crystal and isotropic solutions, two parameters must be weighed: coupling strengths ͑or gate times͒ and coherence times. Liquid crystal samples have the advantage of short gate times, but does this benefit outweigh the long coherence times obtainable in isotropic samples? This question is addressed in Table II where we calculate computational efficiency as the ratio of coherence time to the gate time for various state lifetimes. A larger value for the efficiency indicates a more favorable combination of coupling strength and coherence time. For the single quantum coherence times given by T 2 the decrease in coherence time is offset exactly by the increased coupling strength ͑at least in this example͒. More interesting is the comparison of the multiple quantum, or singlet-triplet lifetimes shown in the last two columns of Table II ͑calculated using the longer of the two lifetimes noted͒. These data suggest there are subspaces of the spin Hilbert space of molecules in a liquid crystal solution that have favorable computational efficiency. One can imagine using these subspaces in higher dimensional Hilbert spaces as computational subspaces wherein information can be manipulated with greater resistance to errors from decoherence. The data also indicate that the computational efficiency of subspaces is quite variable and not readily predictable at this time. The factors that effect this efficiency are to some extent sample and hardware dependent and are currently being investigated.
C. Outlook for liquid crystals and NMRQC
The use of liquid crystals for NMRQC has a promising future. The data presented here suggests that computational efficiency in nematic liquid crystals is the same or improved over the isotropic phase. Additionally, in the liquid crystal environment the dipolar coupling field can produce larger separation of spectral lines than the chemical shift. Detection of dipolar shifted spectra, or local field spectra has been developed at a rudimentary level 8 and could hold great promise for creating NMR quantum computers that have not only good computational efficiency, but superior addressability of the bits via dipolar field shifts as well. We are currently implementing pulse sequences that separate NMR quantum bits by their dipolar coupling to a heteronucleus, while using homonuclear ͑or other͒ dipolar interactions to generate the coupling network for computations. Comparison of computational efficiency of liquid crystal and isotropic solutions. ⌬ is the coupling strength. In the case of singlet and triplet efficiencies, the longer of the two lifetimes noted was used in the calculation. 
