In 15], 16] Kreisel introduced the no-counterexample interpretation (n.c.i.) of Peano arithmetic. In particular he proved, using a complicated "-substitution method (due to W. Ackermann), that for every theorem A (A prenex) of rst-order Peano arithmetic PA one can nd ordinal recursive functionals A of order type < " 0 which realize the Herbrand normal form A H of A.
Introduction
Let 9x A 0 (x; a) be a 0 1 -formula in the language L(PL) of rst-order predicate logic PL (a = a 1 ; : : :; a k ) are all its free variables). . . .
Then
(+) 8a; f; g A 0 ( 1 afg; f( 1 afg); 2 afg; g( 1 afg; 2 afg); a) holds in a suitable extension of PL. We say (following Kreisel 15] ) that 1 ; 2 satisfy the no-counterexample interpretation of A (short: 1 ; 2 n:c:i: A). If A is no longer logically true but provable in some rst-order theory, e.g. PA, then de nition by cases will not be su cient in general. In the case of PA for instance one needs all -recursive functionals for < " 0 and these functionals are also su cient. This was proved rstly in 16] using an "-substitution procedure based on 1]. 2 Later Schwichtenberg 25] gave a proof of this result using a form of cut-elimination (due to 30]) instead.
The cut-elimination procedure does not give a local interpretation of proofs, i.e. given proofs of A and A ! B, a realization of the n.c.i. of B is not computed out of given realizations for the n.c.i of A and A ! B but by a global proof transformation of the proof of B (which in general will cause a non-elementary increase in the length of this proof). 3 The method of "-substitution can be used (as indicated in the proof of the condition ( ), to be discussed below, in 16]) to obtain (< " 0 )-recursive functionals satisfying the n.c.i. of B out of given (< " 0 )-recursive functionals satisfying the n.c.i. of (prenex normal forms of) A and A ! B. This method however (which again in general has a non-elementary complexity in the logical depth of A) does not yield a uniform procedure (given by functionals of type level 3) which would provide functionals satisfying the n.c.i. of B uniformly in arbitrary functionals satisfying the n.c.i. of A and A ! B.
A third way to prove the no-counterexample interpretation of PA (by functionals which are (< " 0 )-recursive) is via G odel's functional interpretation (combined with negative translation) of PA in the calculus T of primitive recursive functionals of nite type (see e.g. 31] ). This (combination of negative translation and) functional interpretation is a local 2 A formalization of the method of "-substitution was given by 29] and used in 20](thm.12). 3 One should also mention here G odel's discussion of Gentzen's 1936 consistency proof in his amazing Vortrag bei Zilsel' from 1938, rst published (together with an English translation in 8]). Here G odel interprets Gentzen's proof in terms of the no-counterexample interpretation and gives a discussion of the modus ponens rule in these terms which emphasizes the fact that this rule is decisive for the ordinal exponentiation indicating even a kind of local treatment of this rule, however without giving any details ( 8] The passage through higher types makes it necessary to use a normalization procedure for T in order to obtain the n.c.i. in terms of (< " 0 )-recursive functionals rather than type 2 functionals de ned in terms of primitive recursion in higher types (see e.g 21], 25]).
Instead of functional interpretation one could also use a combination of (negative translation plus) the Friedman-Dragalin A-translation and a suitable notion of realizability. If one uses here the so-called`minimal realizability' of 3] one can avoid the use of higher types but the resulting interpretation again is not local at the level of the n.c.i. but only at the level of thè minimal realizability' interpretation of (the Friedman-Dragalin translation of the negative translation of) A, A ! B. 4 In this paper we calibrate the complexity of performing the modus ponens rule directly on the level of the n.c.i. without using higher types. It turns out that even for PA-provable sentences A and A ! B with n.c.i. in T 0 no xed subsystem T n of T su ces: 5 In special cases we can even solve the n.c.i. of the modus ponens as a uni cation problem yielding functionals satisfying the n.c.i. of B by uni cation (not depending on the quanti erfree part of A; B but only on the quanti er-pre x of their prenex normal forms): This is 4 In connection with 3] one should mention that some of the result obtained in this paper by`minimal realizability' can in fact be derived (sometimes in much stronger form) using only well-known facts from the literature ( 31] , 24]), see 14]. and section 2 below.
true for A 2 0 3 and B 2 0 1 (but already in this case T is not su cient). This particular matter will be studied further in a subsequent paper.
Kreisel introduced his n.c.i. of arithmetic as an instance of his general de nition of aǹ interpretation of a system ' which we recall here from 15]:
A computable function f(n; a) is called an interpretation of the system if ( ) f(n; a) is the number of a free variable formula A n when a is the number of a formula A of (some G odel numbering being assumed), ( ) if A is proved in , from the proof we nd an n such that A n is veri able, ( ) if :A is proved in , for each n we nd a substitution for the (individual and function) variables of A n which makes A n false, ( ) if B is proved from A in , we nd a g(n) so that B g(n) is veri able if A n is veri able.' For the n.c.i. of PA by (< " 0 )-recursive functionals (resp. functionals in T) condition ( ) follows immediately from the fact that the resulting set of free variable formulas is recursively enumerable. Condition ( ) follows from each of the proof-methods discussed above. The condition ( ) and in particular the condition ( ) however (which are proved in 16] using the method of "-substitution) do not follow from the approachs to the n.c.i. Classically the existence of h satisfying ( ) can be shown quite easily (see remark 4.10). A constructive proof of ( ) was given in 16], again by the use of the "-substitution method.
We give a new proof of a uniform strengthening of ( ) in section 4. Convention: By the phrase`a functional 2 T (n) ' we always mean`a closed term of T (n) '. Sometimes we only write 2 T (n) but again always refer to a closed term of T (n) representing the functional. In PRA, the variables x 1 ; : : :; x k ; a and the variables y 1 ; : : :; y k can be coded together as single variables x; y. Although we do not carry out this coding for the sake of better readability we are free to consider these tuples as single variables from now on. As a consequence we only have to deal with the following prenex normal forms of A ! 8u9v B 0 (u; v) (1) 9x; a8u9v8y( : : :) pr ; (2) 9x; a8y( : : :) pr ; (3) 8u9x; a8y( : : :) pr ; (4) 8u9v; x; a8y( : : :) pr ; where ( : : :) pr refer to any prenex normal form of the remaining formula in each case. For i = 1; : : :; 4 the Herbrand normal from (i) H of (i) is implied by the partial Herbrand normal form where Herbrand index functions are introduced only for the universal quanti ers in front of ( : : :) pr . So e.g. for (1), (1) H is implied by (+) 8f; g9x; a; v ( u=f(x; a)]; y=g(x; a; v)]) pr :
One easily shows by classical logic (and -abstraction) that (+) is equivalent to
In a similar way one shows the corresponding result for (2); (3) Remark 2.3 We can replace`' 2 T n ',` 2 T 0 ' in the proposition above by`' is (< ! n+1 (!))-recursive' and` is primitive recursive in the sense of Kleene', since the closed terms t 2 2 T n denote just the (< ! n+1 (!))-recursive functionals (see e.g. 21] ). In the following we only state the T n -versions of our results explicitly since it is straightforward to formulate them in terms of ordinal recursive function(al)s as well.
We now consider the condition ( ) mentioned in the introduction. This condition was veri ed for the n.c.i. of PA (by (< " 0 )-recursive functionals) in 16] using the method of "-substitution. It does not follow from the proofs of the n.c.i. by cut-elimination or functional interpretation. In section 4 below we will prove a new strong uniform version of this condition.
Let PA n be the subsystem of PA with induction restricted to 0 n -formulas. In 22] it is shown that PA n+1 has (via negative translation) a functional interpretation in T n . Hence also the n.c.i. of PA n+1 -provable formulas can be satis ed in T n . However as a corollary of Remark 3.9 Note that the system of equation (1) is the same as the one resulting from the functional interpretation of the double{negation shift 8x 0 ::9y 0 8z 0 A 0 (x; y; z) ! ::8x9y8zA 0 (x; y; z)
solved by Spector 28] using bar recursion in his functional interpretation of classical analysis (via negative translation). For completeness we include here the solution.
In our case it su ces in fact to construct an f such that there exists a g so that (1) holds for x = 1 fh, since the functionals~ do not depend on g.
In fact we solve (following Spector 28]) (2) 9f8n 1 fh9g n ( 0 (g n ; n) = 0 fn^g n (fn) = 0 2 fh) for f. Note that this solves (1) as well: take x := n := 1 fh and g := g x .
Solution of (2): De ne A(f; n) : n 1 fh ! 9g n ( 0 (g n ; n) = fn^g n (fn) = 2 fh): We de ne a functional B 2 1(0)(1) which satis es (i) 8i < x(B(f; x; x)(i) = fi), (ii) 8n x A(B(f; x; x); n). Then B(0 1 ; 0 0 ) satis es 8n A(B(0; 0); n), i.e. solves`9f' in (2).
We now de ne B(f; x; x) by bar recursion: Case 1): 1 (f; x)h < x. Take B(f; x; x) := f; x. Then B(f; x; x) trivially satis es (i) and because of n x ! n > 1 (f; x)h (by the case) also (ii). g x (B(f; x; x)(x)) = 2 (B(f; x hB(f; x; x)(x)i; x 0 ))h = 2 (B(f; x h 0 (g x ; x)i; x 0 ))h = 2 (B(f; x; x))h, which concludes the proof. 2 We call the system of equations (1) 
