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In der vorliegenden Arbeit wird eine Tehnik vorgestellt, die Software
bereits aufgrund ihrer Modellbeshreibung in ihrem zeitlihen Verhal-
ten bewertbar maht. Dazu wird eine Tehnik zur Beshreibung dyna-
misher Ausführungsmodelle für Zeitverhalten, sogenannte dynamishe
Performanz-Modelle, eingeführt. Ein Modellierungtehnik für Umge-
bungen wird beshrieben. Shlieÿlih erlaubt die Denition einer zeit-
behafteten Semantik die Bewertung einzelner Bearbeitungsabläufe.
Mittels einer Petrinetzsemantik wird einerseits das Modellverhal-
ten exakt festgelegt und andererseits ein Wohlgeformtheitsbegri ein-
geführt, der einer späteren Werkzeugimplementierung dient. Die vor-
teilhaften tehnishen Eigenshaften dieses Entwurfes erlauben zudem
eine Übersetzung aus UML-Aktivitätsdiagrammen.
Anhand der Bewertung einzelner Abläufe wird das zeitlihe Ver-
halten eines dynamishen Modells analysiert. Diese einzelnen Abläufe,
sogenannte Szenarien, werden durh das Werkzeug bewertet. Jeweils
ein Tripel aus einem dynamishen Modell, einem Szenario und einer
passenden Umgebung läÿt sih mit einen Zeitwert bewerten. Dynami-
sher Modelle können direkt aus UML-Aktivitätsdiagrammen erzeugt
werden. Szenarien können graphish editiert und Last- und Ressour-
enmodellen aus Meÿwerttabellen generiert werden. Die ermittelten
Zeitwerte können dann graphish aufbereitet und zur Beurteilung der
dynamishen Eigenshaften herangezogen werden.
Die hier entwikelten Modelle und eingesetzten formalen Spezika-
tionstehniken werden in der Werkzeugstudie vollständig gekapselt und
müssen vom Werkzeuganwender niht beherrsht werden. Somit stellt
diese Arbeit auh ein Musterbeispiel für den Software-Entwurf unter
Einbeziehung formaler Methoden dar.
6Abstrat
This book introdues a new tehnology to aess performane proper-
ties of software based on its design artifats. A tehnology of desription
of performane models and a tehnique of environment desription is
introdued. Finally time assessment of single runs is dened by a time
semantis.
A Petri nets semantis is introdued to grant a spei dynami
behaviour at one hand, and on the other hand the semantis grants
a well formedness that is helpful for a later tool implementation. The
advantageous semantis design allows a translation from UML ativity
graphs.
One analyses temporal behaviour by assessment of distint runs of
the dynami model. These runs are alled senarios and are evaluated
in a simulation environment. Eah tuple of a dynami model, a senario
and an simulation environment denes a distint exeution time. Dy-
nami performane models an be translated diret from UML ativity
diagrams. Senarios ab be developed graphially. Load and ressoure
models an be generated based on measurement tables. Obtained re-
sults an be edited graphially and an be utilised for the assessment
of the models dynami behaviour.
All models introdued in this approah are ompletely apsuled by
the toolbenh ase study and need not to be handled by the user.
Hene this approah represents also a paradigm for a modern software
enigineering utilising formal methods.
Entwiklung und Bewertung
zeitkritisher Softwaremodelle
Simulationsbasierter Ansatz und Methodik
Mihael Barth
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Bei Software spriht man aus Siht eines Entwiklers meist von
einem Quellode-Dokument, welhes in einer Programmiersprahe ver-
fasst ist. Diese Verkürzung ist deshalb interessant, weil man die Abbil-
dung eines syntaktish korrekten Programmes auf eine ausführbare Bi-
närdatei durh einen Compiler praktish niht weiter hinterfragt. Heute
ist dies meist ein automatisher, problemloser und wiederholbarer Vor-
gang. Dabei ist die vollständige Delegation des Übersetzungsvorgangs
einiger Programmiersprahen an einen Compiler erst seit wenigen Jahr-
zehnten kein Gegenstand der Diskussion mehr.
Die fehlerfreie Übersetzbarkeit belegt aber niht, daÿ ein Programm
die von der Software erwarteten Aufgaben erfüllt, also funktionale An-
forderungen realisiert. Es wurden viele Tehniken entwikelt, um sol-
he Anforderungen ausdrüklih zu spezizieren. In der industriellen
Software-Fertigung hat sih dabei besonders die Sprahfamilie der UML
zur Spezikation durhgesetzt. Die vershiedenen Notationen haben ih-
ren Erfolg einerseits der intuitiv leiht verständlihen Notationen zu
verdanken, andererseits aber auh der weihen Semantik, die oft eine
freie Interpretation im lokalen Kontext zuläÿt. Dies ist im industriellen
Bereih ausdrüklih erwünsht, auh wenn das einer Entwiklung von
Werkzeugen hinderlih ist, die Software-Eigenshaften in die Ebene der
Programmiersprahe überträgt. Compiler, die vollständig und problem-
los - wie bei höheren Programmiersprahen - eine automatishe Über-
setzung von Softwarespezikationen in Quellode ermöglihen, bleibt
aus vielen Gründen Zukunftsmusik.
Die Trennung der Ebene der Implementation und der Ebene der
Spezikation der Anforderungen führte zwangsläug zur Verbreitung
eines Prozeÿverständnisses der Software-Entwiklung, die Abshnitte
von Analyse, Entwurf, Implementierung und Test untersheidet. Je-
der Abshnitt weist dabei typishe Artefakte auf. Abhängig davon, wie
bewuÿt in der Praxis die Trennung dieser Abshnitte betrieben wird,
erfolgt die Entwiklung von Software in Iterationen dieser Abshnitte.
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Mit dem Fortshritt im Entwiklungsprozeÿ lassen sih typishe Pro-
blembereihe identizieren, die den Inhalt der Artefakte bestimmen
und einen spezishen Aufwand erfordern. Dazu wurden Prozeÿmo-
delle entwikelt, die vershiedene Phasen in der Kette an Iterationen
untersheiden. Beispielsweise der Unied Proess [40℄, der Ineption-,
Elaboration-, Constrution Phase und andere untersheidet. Ein weite-
rer Grund der weiten Verbreitung der UML ist die Durshgängigkeit in
den vershiedenen Phasen eines Projektes. Wird dieser Einsatz bewuÿt
durhgeführt, skalieren die Tehniken gut für die vershiedenen Stufen
der Abstraktion.
In den letzten Jahren kann man Anstrengungen beobahten, die
Aufwendungen im Prozeÿ quantizierbar und damit den Prozeÿ wirt-
shaftlih besser planbar mahen. Da die Entwiklung von Software
kostspielig ist, sind belastbare Vergleihsstudien niht in ausreihen-
dem Umfang verfügbar. Der Prozeÿ selbst und das Wissen um sein
Management werden als shützenwerte Güter betrahtet und unterlie-
gen der Geheimhaltung. Wirklih befriedigende Maÿfunktionen bleiben
problematish.
Der gröÿte Teil der Arbeiten zur Spezikation und der Umsetzung
von Software-Projekten befaÿt sih mit diesen funktionalen Eigenshaf-
ten. Eigenshaften wie Siherheit, Verfügbarkeit, Stabilität und Perfor-
manz wurden meist implizit von den ersten Interview-Protokollen bis
zur fertigen Software mitgeführt. Trend ist eine gesonderte Beshäfti-
gung mit diesen niht-funktionalen Eigenshaften. Fragestellungen zu
einer geeigneten Spezikation und einer Thematisierung im Software-
Entwiklungsprozeÿ müssen dabei behandelt werden.
In der vorliegenden Arbeit wird das Problem der zeitbezogenen Per-
formanz von Software behandelt. Möglihkeiten zur Beshreibung die-
ser niht-funktionalen Eigenshaften existieren zwar bereits, einige in
der Praxis relevanten Eigenshaften können aber niht oder noh niht
gut genug ausgedrükt werden. Unser Ansatz soll mehrere wihtige Zie-
le erreihen:
• Unterstützung gängiger Tehniken (zB. UML)
• Nahtlose Integrierbarkeit in gängige Softwareentwiklungs-
oder Prozeÿ-Modelle (zB. RUP)
• Legung eines Fundamentes für die Entwiklung eines qualitativ
hohwertigen Werkzeugs
Die entsheidende Hemmshwelle für die Einführung neuer Tehnologi-
en in einen Prozeÿ sind selten die Anshaungskosten eines Werkzeu-
ges. Eine Tehnik, die eine Übertragung in einen eigenen Formalismus
verwendet, in den übersetzt werden muÿ, setzt meist ein umfassendes
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Verständnis dieses neuen Formalismus voraus. Verlangt dieser Forma-
lismus auh noh mathematishe oder andere gehobene fahlihe Qua-
likation ist er bei niht wissenshaftlih ausgebildetem Personal ein
Ausshluÿkriterium. Andernfalls aber immer noh ein entsheidendes
Gegenargument gegen den Einsatz der Tehnik. Darum ist das vierte
und vielleiht wihtigste Ziel eine Tehnik zu entwikeln, die durh ein
intuitiv anwendbares Werkzeug ershlossen ist und zu deren Nutzung
kein Verständnis einer komplizierten Theorie nötig ist.
Die Grundlagen des hier präsentierten Ansatzes werden im ersten
Teil der Arbeit herausgearbeitet. Dazu werden im zweiten Kapitel Auf-
bau und Darstellung dynamisher Modelle, die zur Simulation heran-
gezogen werden, exakt speziziert. So wird sihergestellt, daÿ alle nah
dieser Spezikation wohlgeformten Modelle eindeutig interpretiert wer-
den können. Auÿerdem werden Modelleigenshaften sihergestellt, die
eine spätere Umsetzung in ein Simulationswerkzeug begünstigen und
groÿe Ausdrukskraft begünstigen.
Im dritten Kapitel wird zum besseren Verständnis zunähst die
Menge der möglihen Abläufe eines solhen Modells, Szenarien genannt,
in die existierenden Theorie eingeordnet. Die Entwiklung eines Editors
für Testabläufe im Simulationswerkzeug wird durh das Verständnis der
Struktur von Szenarien erheblih begünstigt.
Im vierten Kapitel werden die Mindestanforderungen zur Beshrei-
bung einer virtuellen Umgebung durh Zeitfunktionen entwikelt. Da-
durh wird im Simulationswerkzeug eine Beshreibung des zeitlihen
Verhaltens einer Ressoure durh eine beliebig zu gestaltende Funktion
ermögliht, die für eine konkrete Lastsituation eine Bearbeitungszeit
ermittelt. Solhe Werte können in der Praxis durh eine Messung meist
leihter bestimmt werden als beispielsweise eine mittlere Verweildauer
in einer Prozeÿshlange.
Im fünften Kapitel wird eine Bewertungsfunktion für einzelne Ab-
läufe, jeweils bestehend aus einem Tripel aus dynamishem Modell,
Szenario und einer Umgebung eingeführt. Die deniert einen Zeitwert,
der zur Ausführung des Ablaufes benötigt wird. Somit greift das fünfte
Kapitel die Ergebnisse der drei vorigen Kapitel auf.
Durh Änderung dieser Shätzwerte im Laufe des Entwiklungspro-
zesses kann auf Erfolge oder Miÿerfolge geshlossen werden.
Im zweiten Teil der Arbeit werden die unter vershiedenen Blik-
rihtungen formulierten Ziele dieser Tehnik in der Anwendung erprobt.
Im sehsten Kapitel wird die Tehnik in ein klassishes Prozeÿverständ-
nis eingebettet. Die bekannten Phasen, Artefakte und Rollenbeshrei-
bungen werden ergänzt, soweit es die neue Tehnik notwendig maht.
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Damit wird ein Anwendungsvorshlag für den Einsatz in der Praxis
vorgestellt. Im siebten Kapitel wird die Anwendbarkeit dieser Teh-
nik auf aktuell verwendete Notationen der UML, hier Aktivitäts- und
Implementationsdiagramme, untersuht. Eine Übersetzung für UML-
Notationen wird deniert. Eine Arhitektur für ein Werkzeug wird vor-
gestellt, in der jede Komponente einen Teilformalismus vollständig kap-
selt. Shlieÿlih wird am Anwendungsbeispiel der prototypishen Werk-
zeugimplementierung |SEMPER|
1
sihtbar, daÿ die Kenntnisse aus dem
ersten Teil dieser Arbeit zum Verständnis der Funktion des Werkzeu-
ges hilfreih, zu seinem Einsatz in der Praxis aber niht notwendig sind
und das Ziel einer hohgradigen Intuitivität erreiht wurde. Weiterhin
wird am Beispiel gezeigt, daÿ eine Ableitung der Ressourenmodel-
lierung aus einfah durhzuführenden Messungen unproblematish ist.
Shlieÿlih wird im letzten Kapitel der Einsatz dieser Tehnik in risi-
kobehafteten Software-Entwiklungs-Prozessen thematisiert. Chanen
und Grenzen bei der Verringerung von Fehlshlagsrisiken und der Ver-
besserung der Qualität bezüglih der Performanz-Eigenshaften werden
aufgezeigt.
1.2. Verwandte Arbeiten
In der Vergangenheit sind eine Reihe von Ansätzen zur Bewertung
der Performanzeigenshaften von Software entstanden. Diese Ansätze
lassen sih nah drei Aspekten klassizieren. Ein Aspekt betrahtet
die Tehnik oder Notation, in der ein dynamishes Modell speziziert
wird, ein weiterer Aspekt ist das Modell, welhes zur Bewertung der
dynamishen Eigenshaften herangezogen wird, und shlieÿlih die An-
sätze zur Methodik, mit denen durh verwendete Tehniken gewonnene
Erkenntnisse den Software-Entwiklungsprozeÿ beeinussen sollen.
Spezikationstehniken
Klassishe Tehniken zur Beshreibung dynamisher Eigenshaften
verwenden Netzgraphen, Transitionssysteme oder Zustandsautomaten.
Formalismen sind dann zur Beshreibung dynamisher Modelle geeig-
net, wenn sih sequentielle und parallele Abhängigkeiten ausreihend
ausdrüken lassen.
1
SEMPER ist ein Akronym für: Simulationswerkzeug zur Evaluierung von
Modellen auf Performanz-Eigenshaften und Ressourennutzung
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Gewihteter Automat. Neben den bekannten deterministishen
und niht-deterministishen Automaten ndet man stohastishe Zu-
standsautomaten, die einen niht-deterministishen Automaten dar-
stellen, dessen Übergangsfunktion mit einer Wahrsheinlihkeitsfunk-
tion annotiert ist. [38℄
Eine weitere allgemeine Form stellt ein gewihteter Automat dar.
Es handelt sih dabei um ein Fünftupel A = (Q,Σ, δ, λ, θ). Dabei spe-
zizieren die Übergangsfunktion δ : Q×Σ×Q → K und die Funktionen
λ : Q→ K und θ : Q→ K Kosten, wobei die Werte für Kosten aus ei-
nem Halbring K = (K,+, ∗, 0, 1) entnommen sind. δ und θ spezizieren
Einstiegs- und Ausstiegsgewihte zu den Zuständen und δ Kantenge-
wihte zu jeder Transition. Mit der Summe der Produkte der Einstiegs-
und Ausstiegsgewihte sowie der Transitionsgewihte wird ein Wortge-
wiht des Automaten bewertet. Stephane Gaubert [32℄ beshreibt die
Möglihkeit, damit Performanzeigenshaften zu berehnen.
Prozess-Algebra. Zur Spezikation von Sequentialität und Ne-
benläugkeit von Prozessen kann Prozess-Algebra verwendet werden
[31℄. Analysen wie Verhaltensäquivalenz und Verklemmungsfreiheit
werden durh diese Spezikation ermögliht. Um Performanzuntersu-
hungen durhführen zu können, sind aber Erweiterungen des Modells
notwendig. Hillston und Gilmore [33, 34, 35℄ haben dazu die Perfor-
mane Evaluation Proess Algebra - PEPA eingeführt. PEPA stellt eine
eigene Sprahe dar, mit der Modelle beshrieben werden können und
ist mit einem mathematishen Modell unterlegt, welhes stohastishe
Prozesse verwendet. Genauso aber wird PEPA als Formalismus ver-
wendet, in den man von anderen Notationen aus hineinübersetzt [34℄.
PEPA zeigt darin also ein ambivalentes Verhalten. Grundzüge von PE-
PA werden im folgenden Kapitel eingeführt.
Petrinetze. Besonders ausdruksmähtig zur Darstellung ei-
nes dynamishen Modells sind Petrinetze [57℄. Ein Petrinetz
(S, T, F,m,m0) besteht aus einem bipartiten, gerihteten Graphen
(Stellen S, Transitionen T und Fluÿrelation F ) und einer Markierung
m : S → N, welhe die Anzahl an Token auf jeder Stelle speziziert.
Die Startmarkierungm0 deniert dabei die initiale Belegung der Stellen
des Netzes.
Ein solher Graph kann unmittelbar zur Spezikation eines dy-
namishen Modells verwendet werden. Es existieren in der Literatur
zahlreihe bekannte Varianten höherer Petrinetze, die spezielle Eigen-
shaften durh Transitionsannotationen spezizieren. Solhe Annota-
tionen könne beispielsweise durh positive ganze Zahlen als Prioritäten
22 1. EINLEITUNG
(prioritäts-basierte Netze), Zeitwerte (gezeitete Netze), Zufallsvariablen
(stohastishe Netze) oder beliebige Attribute realisiert sein. [17℄
Message Sequene Charts. Zur Spezikation dynamisher Ei-
genshaften anhand der Nahrihtenfolgen komunizierender Objekte
wurden von der International Teleommuniation Union Message Se-
quene Charts (MSC) als Standard eingeführt. Dieser Standard kennt
die Darstellung beispielhafter Kommunikationsabläufe in graphisher
und textueller Notation. [4℄
Unied Modelling Language. Die Unied Modelling Language
[62, 61℄ kennt eine Reihe an graphishen Notationen, die vershiede-
ne Spezikationstypen erlauben. Dabei sind UML-Zustandsautomaten
und UML-Aktivitätsdiagramme geeignet, um allgemeine dynamishe
Modelle zu spezizieren. Sequenz- und Kollaborationsdiagramme hin-
gegen erlauben die Spezikation einzelner Abläufe. Ein vollständige
Beshreibung benötigt eine sehr groÿe Anzahl solher Diagramme. Alle
Notationen sind geeignet, Aspekte von Parallelität und sequentieller
Abhängigkeit auszudrüken.
Die UML kennt zwei Erweiterungmehanismen. Die eine ist die Ent-
wiklung von Stereotypen. Durh Vererbungsmehanismen läÿt sih so
das Metamodell der UML erweitern. Hier wurden vor allem durh die
Objet Management Group selbst Erweiterungsstandards [60℄ erarbei-
tet, die eine Spezikation von Performanz-bezogenen Eigenshaften er-
laubt.
Weiterhin hat man die Möglihkeit, Elemente in einem UML-Modell
direkt mit Werten (tagged values) zu versehen, für deren Interpretation
man eine eigene Semantik vorsehen kann. Dazu ist es niht nötig das
UML-Metamodell zu erweitern.
In jedem Fall aber muss der Spezikation eines UML-Modells ein
weiteres Modell zugeordnet werden, das die quantitative Bewertung
dann durhführt, da die Spezikation der UML dazu keine ausreihen-
den Formalismen aufweist. Im Folgenden werden einige bekannte Mo-
delle vorgestellt.
Quantitative Modelle
Von einigen dynamishen Modellen wie beispielsweise einem gewih-
teten Automaten lassen sih Werte ableiten, die man als quantitative
Aussagen über Performanz-Eigenshaften interpretiert. Manhmal mag
man unmittelbar in diesen Formalismen modellieren, oft sind aber die
Spezikationen dynamisher Modelle in einem weiteren Formalismus
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festgehalten, in dem keine quantitative Bewertung durhgeführt wer-
den kann. Dann wird aus diesen in geeignete quantitative Modell über-
setzt. Im fogenden sollen einige bekannte Modelle angesprohen und
auf die Probleme hingewiesen werden, die durh den hier vorliegenden
Ansatz besser bewältigt werden sollen. Zum Verständinisse der Darstel-
lung der Problematik werden dabei Kenntnisse des Lesers bezüglih der
angesprohenen Modelle weitgehend vorausgesetzt.
Markov-Prozesse. Betrahtet werden so genannte Markov-
Ketten. Eine solhe Kette wird gebildet durh die Zustandsfolge eines
stohastishen Prozesses, für den die Einshränkung erhoben werden
muss den Folgezustand als nur vom aktuellen Zustand abhängig darzu-
stellen. Die Forderung dieser so genannten Markov-Eigenshaft ist für
die gute mathematishe Handhabbarkeit entsheidend.
Kritik. Die dadurh bewirkte Gedähtnislosigkeit des Prozeÿmo-
dells ist zugleih der entsheidende Kritikpunkt. Die Abhängigkeit eines
Prozesses von den Vorzuständen ist oft wesentliher Teil der Fragestel-
lung und kann mit diesem Formalismus shleht ausgedrükt werden.
Warteshlangenmodelle. Warteshlangennetze sind zusammen-








Abbildung 1.2.1 zeigt shematish die Vorstellung von einer Be-
dienstation. Jede Bedieneinheit kann nur einen ankommenden Auftrag
gleihzeitig bedienen. Nebenläugkeit wird modelliert, indem die Be-
dienstation über mehrere Bedieneinheiten verfügt. Eine Bedieneinheit
ist daher entweder frei oder belegt. Wihtige Charakteristika werden
ausgedrükt durh die Zwishenankunftszeit tδ und die Bedienzeit ts,
die jede Bedieneinheit für einen Auftrag benötigt. Damit ergeben sih
die Ankunftsrate zu ra =
1
tδ




Ankunft und Bedienung in gewissem Rahmen streuen bzw. Zufallsha-
rakter haben, werden sie meist durh eine Verteilung ausgedrükt. Die
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Auslastung der Bedieneinheit ist dabei durh η = ra
rb
gegeben. Weitere
grundlegende Festlegungen müssen durh die sogenannte Warteshlan-
gendisziplin getroen werden. Möglihe Disziplinen sind beispielswei-
se First-Come-First-Served oder Round-Robin. Mit dem Durhsatz
d = m ∗ η ∗ tb und einem Mittelwert der Anzahl an Aufträgen k ergibt
sih die Antwortzeit für einen Auftrag gemäÿ t = k
d
.
Netze von Warteshlangen werden realisiert, indem man aus einer
Menge N an Knoten deren Zusammenhang wie folgt betrahtet. Die
Bearbeitung durh einen Knoten i ∈ N und den Wehsel zur Warte-
shlange des Knotens j ∈ N wird durh eine Wahrsheinlihkeit pij , mit
der ein fertiger Auftrag von Knoten i zu Knoten j wehselt, modelliert.
k k1 2
Abbildung 1.2.2. Geshlossenes Netz
Beispiel. Das einfahe Warteshlangennetz in Abbildung 1.2.2 ist
geshlossen und verfügt über zwei Knoten N = {k1, k2}. Man nimmt
an, daÿ in dem Netz drei Aufträge kreisen. Die Permutation der mög-




Abbildung 1.2.3. Zustandssystem der Warteshlange
Abbildung 1.2.3 zeigt das Zustandssystem mit den Übergängen.






. Damit sind p(3, 0) ∗ k1 = p(2, 1) ∗ k2, p(2, 1)(k1 + k2) =
p(3, 0) ∗ k1+ p(1, 2) ∗ k2, p(1, 2)(k1+ k2) = p(2, 1) ∗ k1+ p(0, 3) ∗ k2 und




−k1 k1 0 0
k2 −(k1 + k2) k1 0
0 k2 −(k1 + k2) k1




Kritik. Bereits an den Elementen einer Warteshlange läÿt sih an-
merken, daÿ nötige Annahmen und geforderte Restriktionen die Mo-
dellierung einshränken.
(1) Aufträge müssen gleihförmig sein.
(2) Gröÿe und Anzahl der Aufträge haben nur Einuÿ auf die
Bedienzeit, wenn alle Bedieneinheiten besetzt sind.
(3) Die Disziplin der Warteshlange ist niht exibel.
(4) Aufträge sind niht untersheidbar.
Wegen (1) können keine Aufträge vershiedener Gröÿe modelliert wer-
den. Aus (2) resultiert eine sehr dierenzierte, vorgegebene Modell-
vorstellung für die Realisierung von Nebenläugkeit. Ein einfahes
Ethernet-Netzwerk, beispielsweise, kann so nur durh groÿe Umwege
nahgebildet werden. Ressouren sind durh (3) nur eingeshränkt mo-
dellierbar. Aufträge können keine Zwishenzustände ihrer Bearbeitung
annehmen und wegen (4) nur anonym in die Warteshlange zurükge-
stellt werden (Round-Robin).
Für Modelle, die alle Einshränkungen erfüllen, sodaÿ die stationäre
Verteilung berehnet werden kann, lassen sih interessante Kennzah-
len ableiten. Diese sind beispielsweise die Auslastung, der Durhsatz,
die mittlere Anzahl von Aufträgen und mittlere Antwortzeiten. Auf
die Möglihkeiten wird hier nur auf die Literatur [21, 19℄ verwiesen.
Auh und gerade für diese Tehnik wurden Übersetzungen aus UML-
Notationen vorgeshlagen [11℄. Kernpunkt ist wieder der Hinweis auf
die Beshränkungen. Prozesse müssen einförmig sein, das Modell einer
Bedienstation ist uniform vorgegeben, die Prozesse sind unabhängig
und die Funktionen für die Bedienwahrsheinlihkeiten sind zustands-
los. Auÿerdem können manhe Ergebnisse nur bei gewissen Netzen er-
zielt werden. In unserem Beispiel war es ein geshlossenes Netz, in
dem Aufträge kreisen. Alle Ansätze dieser Art haben ähnlihe Ein-
shränkungen. Die Anwendungsbeispiele zeihnen sih meist dadurh
aus, daÿ durh eine implizite Einshränkung der Auswahl an Beispie-
len erst die wesentlihen Probleme vermieden wurden. Um die Eignung
der Tehnik zu beurteilen, sind Vorbedingungen zu prüfen, die mehrere
Aspekte gleihzeitig betreen und eine tiefe Kenntnis der Quell- und
der Zieldomäne erfordern.
Shlieÿlih setzt eine Extraktion von praktishen Ergebnissen wie-
der eine Rüktransformation in die Begrie der Quelldomäne voraus.
Die ermittelten Ergebnisse sind nur dann siher bewertbar, falls über-
prüft wurde, daÿ keine der zahlreihen Voraussetzungen verletzt wur-
den. Die Überprüfung der Plausibilität der Werte ist notwendig und
hoh kompliziert. Werden einzelne Voraussetzungen niht erfüllt, zB.
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eine oenes anstatt ein geshlossenes System, oder ein inhärent pe-
riodishes Modell, muÿ der Formalismus gewehselt und eine Menge
an anderen Voraussetzungen erörtert werden. Diese setzen wiederum
andere Fahkenntnisse voraus.
Bildhaft gesprohen, ist in der Tehnik der Performanz-
Modellierung durh Markov-Prozesse, der Formalismus in das Netz und
die Matrix zerlegbar. Parameter und Funktionen, welhe den zeitlihen
Einuÿ einer beshriebenen Ressoure kennzeihnen, sind aber über
beide Teile verstreut. Die Modellierung des dynamishen Systems ist
ebenso in beiden Teilen zu nden. Sie spiegelt sih in dem Netzgraphen
ebenso wider, wie in der Matrix des Markov-Prozesses. Der Grund ist
einfah. Ausgangspunkt der Entwiklung dieser Tehnik war ein exis-
tierender Kalkül, der auf eine Problemstellung angewendet wird. Die
Zerlegung bringt also keinen analytishen Gewinn, sondern zusätzlihe
Fehlerquellen durh erhöhte Redundanz.
Performane Evaluation Proess Algebra - PEPA. Basie-
rend auf einer klassishen stohastishen Prozessalgebra bietet PEPA,
[33, 34, 35℄ die Möglihkeit Ausführungszeiten zu spezizieren. Es
werden Komponenten (omponents) und Aktivitäten (ativities) be-
trahtet und man versteht ein System als Menge von interagierenden
Komponenten, die Aktivitäten ausführen. Eine Aktivität a ∈ A ist da-
bei ein Tupel (α, r) aus einem Aktionstyp α und einer Aktionsdauer r,
die als exponentiell verteilte Zufallsvariable gesehen wird. Dieser Wert
kann auh unbestimmt sein.
Es wird die Vorstellung eingeführt, daÿ eine Aktivität aktiviert
wird. Die Dauer der Ausführung ist bestimmt durh eine zugeordnete
Funktion Fa(t) = (1 − e
rt). Ist diese Zeit verstrihen, betrahtet man
die Aktivität als beendet.
Die PEPA-Sprahe besteht aus zwei Primitiven (Komponenten und
Aktivitäten) und mehreren Operatoren mit folgender Syntax:
P ::= (α, r).P |P ⋊⋉L Q|P +Q|P/L|X|A
Die Operatoren bedeuten im Einzelnen:
Prex: (α, r).P bildet das Grundmuster der Verhaltensbeshrei-
bung. Die Aktivität (α, r) beshreibt das zeitlihe Verhalten der Kom-
ponente P . Dabei wird vorausgesetzt, daÿ Ressouren immer zur Ver-
fügung stehen, unbegrenzt sind und niht explizit modelliert werden.
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Choie: Die Ausführung einer aus P und Q zusammengesetzte
Komponente P +Q wird so verstanden, daÿ beide Aktivitäten gleih-
zeitig gestartet werden. In der Semantik ist deniert, daÿ sih beispiels-
weise P + Q → Q′ ableiten läÿt, falls die Aktivität, die P beshreibt,
früher terminiert.
Cooperation: Mit Kooperation wird eine Synhronisation mehrerer
Aktivitäten der kooperierenden Komponenten P ⋊⋉L Q ausgedrükt.
Kooperierende Aktivitäten besitzen den gleihen Aktivitätstyp L und
erhalten die jeweils langsamste Funktionsvariable der jeweiligen Ak-
tivität. Auh hier wird für beide Komponenten die uneingeshränkte
Verfügbarkeit jeweils eigener Ressouren vorausgesetzt.
Hiding: Der Ausdruk P/L zeigt an, daÿ die Aktivitäten der Kom-
ponente L in der Komponente P verborgen.
Weiterhin werden VariablenX und Konstante A eingeführt. Abhän-
gigkeiten vershahtelter Komponenten sind durh einen gerihteten
Graphen darstellbar. Durh die Denition einer Semantik lassen sih
Ausdrüke als Ganzes Auswerten und berehnen. Interessant ist an die-
sem Ansatz die leihte Übertragbarkeit von Spezikationen aus Netz-
graphen von QN-Modellen und einfahen UML-Diagrammen in PEPA.
Dies wird unter anderem durh ein Werkzeug (PEPA-Workbenh) [34℄
genutzt.
Kritik: Der bestehenden Eleganz und guten Handhabbarkeit der
Methode stehen groÿe Einshränkungen gegenüber. Die Berehnung
der wahrsheinlihsten Raten eines beshriebenen Gesamtsystems ist
einfah, zuverlässig, shnell und mit hohem Grad an Automatisierbar-
keit möglih. Es ist ein groÿer Vorteil, daÿ Aktivitäten niht (wie bei
Markov-Prozessen) unabhängig und gleihförmig sind.
Jedoh stellen die Annahmen und Voraussetzungen erheblihe Ein-
shränkungen dar. Ressouren können niht explizit modelliert wer-
den. Daraus folgt, daÿ Nebenläugkeit in Aktivitätsgraphen zwar aus-
gedrükt werden kann. Die Auswirkung einer geteilten Ressoure auf
die Bearbeitungszeitfunktion ist darstellbar, da Ressouren immer und
uneingeshränkt verfügbar sind. Eine Fragestellung für welhes Modell
sih eine shlehte Performanz durh strukturell bedingte, übermäÿige
Belastung einer Ressoure ergibt, läÿt sih nur shwer ausdrüken.
Stohastishe Petrinetze - SPN. Ähnlih wie bei PEPA nden
exponentiell verteilte Zeitvariablen hier als Annotationen an den Tran-
sitionen eines Petrinetzes Verwendung. Die eigentlihe Ausführung der
Aktion, repräsentiert durh das Feuern der Transition, wird als zeitlos
betrahtet. Die Konzessionierung ist durh die Anshrift aber zeitab-
hängig.
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Einige Ansätze (Balsamo, Mirandola, Mersenguer et. al.) [9, 47℄
verwenden diesen Formalismus unmittelbar, oder übersetzen beispiel-
weise auh UML-Diagrammen in diesen Formalismus [6, 7, 10℄.
Kritik: Auh bei diesen Ansätzen sind keine Möglihkeiten gege-
ben, Abhängigkeiten der Wahrsheinlihkeitsfunktionen von dem Be-
lastungszustand gemeinsam genutzter Ressouren zu betrahten. Auh
bleibt die Gewinnung der Zufallsvariablen ein ungelöstes Problem.
Palladio-Component-Model. Der neueste Ansatz geht den Weg
der Simulation zeitlihen Verhaltens. Reussner et al. [18, 41℄ führen
ein Komponentenmodell (Palladio) ein, welhes es erlaubt, Verhalten
einer Komponenten-basierten Arhitektur in einem Simulator zu be-
werten. Dieser interessante Ansatz enstand parallel bzw. zeitlih nah
den Grundlagen zu dieser Arbeit und ist wohl durh ähnlihe Kritik an
anderen Tehniken motiviert. Die Ausdruksfähigkeit des Modells ist
auf genau denierte Arhtitektur-Elemente beshränkt und eignet sih
nah eigenen Beispielen besonders zur Simulation und Bewertung von
Software, die auf passenden Komponentenarhitekturen basieren, wie
beispielsweise EJB- und Webservie-Anwendungen.
Methodik
Da alle vorgestellten Tehniken den Weg der Modellbildung be-
shreiten, ist eine Integration dieser Tehniken in die Praxis in einem
Entwiklungsprozess zu erwarten, der mindestens Phasen von Analyse,
Entwurf, Implementierung und Test untersheidet.
Eine zusammenfassende Übersiht liefert der tehnishe Beriht
Software Performane: state of the art and perspetives von S. Bal-



















In dieser Übersiht ist zu sehen, daÿ untershiedlihe Tehniken in
einzelnen Phasen gut zu verwenden sind. Keine Tehnik eignet sih zur
METHODIK 29
Begleitung der Entwiklung durh den gesamten Prozeÿ. Das PEPA-
Modell und die verfügbaren Werkzeuge wie etwa die PEPA-Workbenh
zeigen noh eine gute Kontinuität von den ersten Studien bis zum
Komponenten-Entwurf. Eine weitreihende Methodik, die jedoh auh
auf die frühen Projektphasen beshränkt ist, liefern Cortellessa und
Miradola mit PRIMA-UML [25℄.
Für den Entwurf von Datenstrukturen und Algorithmen, der Imple-
mentierung, dem Deployment, dem Test und der Verikation bieten die
gängigen Tehniken niht durhgängig ausreihende Ausdrukskraft.
Aus den bereits vorgebrahten Kritikpunkten war zu entnehmen, daÿ
eine Beshränkung beispielsweise auf die Darstellung durh azyklishe
Graphen, die Vereinheitlihung der Aktivitäten, die Voraussetzung de-
ren Atomizität und Unabhängigkeit und shlieÿlih den Ausshluÿ der
Modellierung von Ressouren, deren Verhalten von ihrem Lastzustand
abhängig und variabel ist, in Kauf genommen werden muÿ.
Diese Beshränkungen mahen eine Darstellung der Entwurfsent-
sheidungen bereits für einen Implementations-Entwurf problematish.
Spätestens bei Fragen des Deployments ist ein weiterer Einsatz ausge-
shlossen.
Zusammenfassung. Aus einem pragmatishen Blikwinkel sieht
man eine Weiterentwiklung der Ausdrukskraft der Modelle, von den
shon lange bekannten und verwendeten Markov-Ketten, die azykli-
she Graphen durh Warteshlange mit unabhängigen gleihförmigen
Prozessen untersuhen, über PEPA, in dem Komponenten vershieden-
artige Aktivitäten aufweisen können, die über eine Art Typsystem in
der Nebenläugkeit aufeinander reagieren, bis hin zu stohastishen
Petrinetzen, in denen Zyklen niht ausgeshlossen sind und auh die
Aktivitäten durh vershiedene Funktionen speziziert werden können.
Viele Tehniken zeihnen sih durh mathematishe Eleganz und
eine mit kalkulierbarem Aufwand erbringbaren Entwurfsleistung aus.
Sie sind leistungsfähig bezüglih ihrer Ausdrukskraft zu den Gesamt-
modellen. Die Vorhersagequalität der Laufzeiten einzelner Abläufe sind
niht beliebig skalierbar. Auh ist keine Tehnik in Siht, die über in
allen Phasen eines Entwiklungsprozesses benutzt werden kann.
Will man komplexe Funktionen zulassen, um beispielsweise die Ab-
hängigkeit der Antwortzeiten von Ressouren von dem Gesamtzustand
des Systems auszudrüken, werden mathematishe Modelle, die alle
Fragestellungen in einem Ansatz lösen shnell komplex.
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1.3. Unser neuer Ansatz
Eine simulationsbasierte Tehnik
In der Anforderungsanalyse werden die Performanz-Eigenshaften
informell eingefordert und dokumentiert. Bereits im ersten Entwurf
werden Eigenshaften speziziert, die das zeitlihe Verhalten entshei-
dend beeinussen können. Die tehnishe Umsetzung durh die Imple-
mentierung löst die Aufgabenstellung des Entwurfes und in der Test-
phase kann am laufenden Programm zum ersten Mal das zeitlihe Ver-
halten authentish beobahtet und gemessen werden.
Analyse          Entwurf            Implementierung      Test 
Beobachtung von entwurfsbedingten
Performanzeigenschaften
Abbildung 1.3.1. Entwurfsabhängige Performanzeigenshaften
Frühe Bewertung durh Mikrozyklen. In Abbildung 1.3.1 ist
ein Lastenuÿ-Shema im Projektablauf dargestellt. Die Breite der ein-
ieÿenden Ströme soll dabei die Einbringen von zu bewältigenden Ar-
beitslasten shematish quantizieren. Beispielsweise sind dies Anfor-
derungen in die Analyse, die zu erfüllen sind. Der den Fluÿ verlassende
Strom soll diejenigen Lasten symbolisieren, die in der Phase abshlie-
ÿend bewältigt wurden. In der Analysephase kann dies beispielsweise
in der Identikation von redundanter Funktionalität bestehen, die auf
sprahliher Basis bereits in den Interviews geleistet wird. In der Ent-
wurfsphase können durh Spezikation geforderter, struktureller Ei-
genshaften, oder der Nahweis eines konsistenten Entwurfes bereits
Ergebnisse erreiht werden.
Der in Abbildung 1.3.1 hervorgehobene Strom an Arbeitslast hebt
eine Performanz-Eigenshaft hervor, die durh Bestandteile des Ent-
wurfes in das Projekt eingebraht wurde. Hier wird sihtbar gemaht,
daÿ die Eingenshaft weder an den Entwürfen sihtbar wird, noh in
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der Implementierung entdekt, sondern erst in der Testphase beobah-
tet werden kann. Erst nah der Implementierung des Entwurfes und der
Durhführung der Tests ist es möglih, die Performanz-Eigenshaften
zu beobahten und zu messen. Eine abshlieÿende Beurteilung vermag
sie dann, im Erfolgsfall, wieder aus dem Arbeitsuÿ entfernen. Gelingt
dies niht müssen unzureihende Eigenshaften auh über mehrere Ite-
rationen mitgeführt werden. Könnten bereits Modelldokumente zur Be-
wertung der Performanz-Eigenshaften herangezogen werden, wäre es
möglih, viele Eigenshaften innerhalb einer Entwurfsphase einer Ite-
ration durh Mirozyklen siherzustellen.
Analyse          Entwurf            Implementierung      Test 
Simuliertes Verhalten Beobachtbares Verhalten
Abbildung 1.3.2. Modellsimulation
Abbildung 1.3.2 zeigt die Auswirkung der möglihen Bewertung von
Modellen auf den Lastuÿ im Idealfall. Die performanzrelevanten Ei-
genshaften, die durh den Entwurf bestimmt werden, können bereits
während des Entwurfes quantitativ abgeshätzt und optimiert werden.
Die Performanz-Eigenshaften, die durh tehnishe Umsetzung be-
stimmt sind, werden separat im Test identiziert. Auswirkungen der
Implementierung auf die Performanz könnten zusätzlih durh ein ge-
sondertes Implementierungsmodell erfasst werden, was in der Graphik
niht dargestellt ist.
In der Praxis wird sih ein solher Mikrozyklus nur leiht etablie-
ren lassen, falls genau die Modelle, die funktionale Eigenshaften aus-
drüken, bewertet werden können. In den Projekten, auf die diese Ar-
beit zielt, sind dies meist UML-Dokumente, die dynamishe Modelle
spezizieren, also Aktivitätsdiagramme oder Zustandsautomaten. Die
Verwendung von Kalkülen, welhe die Überführung in einen anderen
Formalismus notwendig mahen, setzen diesem Mikrozyklus einen oft
entsheidenden, kostenintensiven Widerstand entgegen.
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Ein Ansatz zur Modellbewertung. Aktivitätsdiagramme der
UML 1.X Versionen erfreuen sih in der Praxis groÿer Beliebtheit, weil
die ausgedrükte Abstraktion dem algorithmishen Denken einer späte-
ren Implementierung am ähnlihsten ist. In der gewünshten Werkzeu-
gimplementierung wird versuht, Aktivitätsdiagramme möglihst un-
mittelbar zu bewerten. In diesem Ansatz wird die Beurteilung durh
Simulation gewählt. Es werden lediglih einzelne Abläufe eines Modells,
als eine Art von Testdurhführung, bewertet. Dies erlaubt ausdruks-
stärkere Modelle zuzulassen. Aussagekräftige Testfälle können aus den
in der Anforderungsanalyse dokumentierten Geshäftsfällen entnom-
men werden. Somit stellt die Beshränkung der Bewertungsmöglihkeit
auf Testfälle meist keinen wesentlihen praktishen Nahteil dar.
Wohlgeformte, dynamishe Modelle. Ausführlihe Untersuhungen
[13℄ haben gezeigt, daÿ die unmittelbare Verwendung eines implemen-
tierten UML-Modells aufgrund der ungenauen Semantik problematish
ist. Beispielsweise ist eine Verwendung der Fork - und Join-Knoten der-
art erlaubt, daÿ Modelle möglih sind, bei denen die Multiplizität ein-
zelner Aktivitätsinstanzen vom jeweiligen Ablauf abhängig ist. Die-
renzierter Umgang mit den einzelnen Instanzen aber ist niht vorge-
sehen. Ein Modell wird eingeführt, welhes einen Wohlgeformtheits-
begri deniert, der genau die in diesem dynamishen Sinne eindeu-
tig interpretierbaren Modelle zuläÿt. Dies wird unter anderem durh
Einführung nebenläuger und sequentieller Regionen erreiht. In Ka-
pitel 2 wird ausführlih auf die Menge der wohlgeformten, dynamishen
Modelle und ihre strukturellen Eigenshaften eingegangen. Dann wird
eine formale Semantik eingeführt, welhe das dynamishe Verhalten
durh Abbildung auf ein Petrinetz [17, 51, 58℄ exakt deniert. Die
Wahl dieser semantishen Domäne bringt den Vorteil, daÿ Petrinetze
unmittelbar implementiert werden können [52, 20, 63, 64℄ und dies
die korrekte Umsetzung in ein Werkzeug später erleihtert. Die Aus-
druksmähtigkeit der Modelle muÿ dabei einer späteren, praktishen
Umsetzung Rehnung tragen. Beispielsweise wird die Endlihkeit des
Erreihbarkeitsgraphen für eine Werkzeugiplementierung eine wihtige
tehnishe Eigenshaft sein.
Ablaufspezikation. Die Menge mögliher Testfällen wird vom je-
weiligen dynamishen Modell vorgegeben. Der hier entwikelte Ent-
wurf für dynamishe Modelle bereitet bereits eine gute Handhabung
der Theorie dieser Testfälle (hier Szenarien genannt) vor. In Kapitel 3
wird ein Begri für Szenarien deniert und in die vorhandene Tehnik
eingebettet. Einzelne Abläufe stellen sih hier als konkrete Shaltseqen-
zen, bzw. Feuersequenzen (je nah Sprahgebrauh der Literatur) eines
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Petrinetzes dar. Die in den 80er und 90er Jahren ausgearbeiteten Spur-
theorie [39, 43, 1, 44, 45, 2, 26, 27℄ und die Theorie der endlihen
asynhronen Automaten [53, 65, 66℄ bieten eine gute Basis für eine
theoretishe Einbettung. Nah einer kurzen Einführung in die Begrie
dieser niht mehr so gebräuhlihen Theorie wird ein exakter Begrie
einer Spurgrammatik deniert, die eine Feuersequenz eines Modells ge-
nau soweit speziziert, daÿ eine Simulation automatish durhgeführt
werden kann. Auh diese theoretishe Einbettung leistet neben einer
exakten Denition der verwendeten Begrie die nötigen Vorarbeiten
für eine eziente Umsetzung in ein Werkzeug.
Virtuelle Umgebung. Zeitlihes Verhalten zeigt jede Software na-
türlih nur in einer ausführenden Laufzeitumgebung. Demgemäÿ ist
die Beurteilung eines dynamishen Modells nur in der Gegenüberstel-
lung mit einer virtuellen Umgebung möglih. In einem, im Jahre 2003
von der OMG verabshiedeten Prol Shedulability, Performane and
Time [60℄ wird eine sehr gegenständlihe Beshreibungsmöglihkeit für
solhe Umgebungen geshaen. Diese bietet auh eine abweihende Ver-
wendung der Aktivitätsdiagramme der UML [62℄ und ein konkretes
Zeitmodell. Diese Denition stellt aber auh eine Festlegung dieser Be-
grie dar. In der vorliegenden Arbeit sollte diese Festlegung aber durh
den Modellierer frei bleiben. Soweit frei, daÿ der Begri Ressoure bei-
spielsweise sogar auf einen Arbeiter im Prozeÿ selbst angewendet wer-
den kann und somit das Bewertungsverfahren sogar eine Reektion
über die Performanz des Software-Entwiklungsprozesses erlaubt. Die
Begrie des Prols für Shedulability, Performane and Time wurden
deshalb bewuÿt niht angewendet.
Der Ressouren- und des Zeitbegri soll in den Modellen gestaltet
werden. Als Ressoure wird vorab nur eine abstrakte Einheit aufgefaÿt,
die mehrere Lasten gleihzeitig bearbeiten kann. Die konkrete Beshrei-
bung erfolgt für jeden einzelnen Last- und Ressourentyp getrennt. Die
Beshaenheit des Modells und dessen Abstraktionsgrad soll frei ge-
wählt werden.
Eine solhe Ressoure muÿ nur durh die Geshwindigkeit beshrie-
ben werden, in der diese Bearbeitung fortshreitet. Das reduziert die
Beshreibung auf zwei Funktionen. Die Eine beshreibt die benötig-
te Zeit für die Bearbeitung einer Last und die Andere shreibt den
Zustand der Ressoure mitsamt ihrer Lastmenge fort. In Kapitel 4
werden diese Funktionen exakt deniert und am Beispiel verdeut-
liht. Die konkrete Angabe solher Funktionen kann auf Shätzungen,
Messungen oder Ableitung von Modellen beruhen und begründet so-
mit die Anwendbarkeit des Shemas in allen Phasen eines Software-
Entwiklungsprozesses. Die Bedeutung der Modellelemente, zeitlihen
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Funktionen und Maÿeinheiten werden also ausserhalb des Werkzeugs
deniert und niht in die Denition des Metamodells hineingetragen.
Sie müssen also auh bei der Auswertung der Ergebnisse adäquat an-
gewendet werden.
Laufzeitsemantik. Mit jeweils einem wohlgeformtem, dynamishen
Modell, einer Szenariospezikation und einer virtuellen Umgebung las-
sen sih die Dauer dieses Ablaufes simulieren. In Kapitel 5 wird eine
Laufzeitsemantik [16℄ zu dieser zeitlihen Interpretation deniert, die

















Abbildung 1.3.3. Shematisher Simulationsablauf
als Inhalts- und Themenaufteilung des ersten Teils
Jedes Tripel führt demgemäÿ zu einem Wert für die benötigte Be-
arbeitungszeit eines Ablaufs. Abbildung 1.3.3 zeigt im Überblik, wie
die im ersten Teil der Arbeit denierten Funktionen zu einer zeitlihen
Bewertung eines Ablaufes führen.
Methodik.
Eine Fallstudie, welhe die Vorteile dieses Ansatzes belegt, kann
sih niht auf ein Rehenbeispiel einer Modellbewertung beshränken.
Der Ansatz strebt eine in den gesamten Software-Entwiklungsprozeÿ
integrierbare Tehnik an, sowie eine Integrierbarkeit in die aktuell in
der Praxis verwendeten Modellierungsmethoden und einen Entwurf,
der die Entwiklung eines Werkzeuges begünstigt.
Die versprohenen Vorteile werden im zweiten Teil dieser Arbeit
untersuht. Einige Grundbegrie des Software-Entwiklungsprozesses,
so wie sie im Unied Software Development Proess [40℄ eine groÿe
Verbreitung gefunden haben, werden in Kapitel 6 aufgegrien. Aus
der Umsetzung des Shemas in Abbildung 1.3.3 in der Praxis erge-
ben sih neue Artefakte. Es handelt sih dabei um dynamishe Model-
le mit speziellen Performanz-Annotationen. Diese sollen von Modellen
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abgeleitet werden, die auh die funktionalen Eigenshaften spezizie-
ren. Weiterhin werden Abläufe, also die Szenario-Spezikationen, einge-
führt. Eine Ableitung von Sequenzdiagrammen böte sih hier an. Auf-
grund deren Detailreihtums wären diese aber oft zu umfangreih. Ab-
läufe, die typishe Fälle funktionaler Aspekte kennzeihnen sind niht
notwendig identish mit den Abläufen, die kritishe Ekpunkte zeitli-
hen Verhaltens markieren. Durh eine Anpassung der Granularität der
Sequenzdiagramme wäre dieser Diagrammtyp zwar verwendbar, aber
die visualisierten Eigenshaften beinhalten keinen Erkenntnisgewinn.
Deshalb haben wir uns entshieden eine eigenständige Notation für
diesen Artefakttyp vorzusehen. Die Umgebungen shlieÿlih entspre-
hen den Implementationsdiagrammen der klassishen Modelle, die um
Ressourenmodell-Annotationen erweitert werden. Diese müssen mit
den adäquaten Meÿwerten und Performanzfunktionen korrespondieren.
Dieser Zusammenhang und die Performanzfunktionen selbst müssen in
bislang niht verwendeten eigenen Artefakten verwaltet und dokumen-
tiert werden.
Diese neuen Artefakte werden den klassishen Artefakten gegen-
übergestellt und deren Zusammenhänge und Abhängigkeiten identi-
ziert. Eine problemlose Anwendbarkeit der im ersten Teil entwikel-
ten Begrie auf die Notationen der UML zeigt in Kapitel 7 unter Ab-
shnitt 7.1 die Übersetzung der Aktivitätsdiagramme und Implemen-
tationsdiagramme in den im ersten Teil vorgestellten Formalismus.
Die neuen Aktivitäten, die sih aus dem Ablauf des Prozesses
ergeben, werden skizziert und zu neuen Rollenbeshreibungen zu-
sammengefaÿt. Dies sind beispielsweise der Performanz-Analytiker,
der Ressouren-Designer, der Performanz-Modellierer, der Szenario-
Entwikler oder der Simulations-Ingenieur. Die notwendigen Fah-
kenntnisse und Tätigkeiten der Akteure, die diese Rollen besetzen sol-
len, werden herausgearbeitet. Die neuen Rollen werden den klassishen
Rollen in einem Prozeÿ, der Analyse, Entwurf, Implementierung und
Test untersheidet, gegenübergestellt und eine nahtlose Integration ge-
zeigt [14, 15℄.
Die erwünshte Eignung des Ansatzes zur ezienten Entwiklung
eines Werkzeuges wird im Kapitel 7 im Abshnitt 7.2 demonstriert. Hier
wird ein Arhitektur-Vorshlag aus den Denitionen abgeleitet, aus
dem sih ein Komponentenmodell für ein Werkzeug ableiten läÿt. Der
dort vorgestellte Entwurf erlaubt niht nur eine Implementierung einer
Simulations- und Auswertungssoftware, sondern auh eine Umsetzung
derart, daÿ die in Kapitel 6 erarbeiteten Rollen durh die Shnittstelle
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des Werkzeuges gestützt werden. In den Jahren 2005 bis 2007 wur-
de am Lehrstuhl für Programmierung und Softwaretehnik der LMU
Münhen die Software |SEMPER|, als Prototyp eines Werkzeuges, ent-
wikelt [13, 48, 49, 29, 30, 12, 56, 46, 55℄. Dieser Prototyp belegt
anshaulih den Erfolg dieses Ansatzes und demonstriert die problem-
lose Umsetzbarkeit in einem Entwiklungswerkzeug.
Trotz der groÿen Komplexität der Zusammenhänge zwishen den
drei Simulationselementen erlaubt das Werkzeug eine intuitive Bedie-
nung. In Kapitel 7, Abshnitt 7.3 ist dies an einem einfahen Modellie-
rungsbeispiel, das durh das Werkzeug bewertet wurde, leiht nah-
vollziehbar. Eine Bewertung eines Modells wird besonders anshau-
lih, wenn mehrere Simulations-Ergebnisse zu Gruppen zusammenge-
stellt und diese graphish aufbereitet werden können. Das führt shlieÿ-
lih noh zu einer Diskussion um die Anwendungsmöglihkeiten dieser
Tehnik. Grundlegende Klassen von Fragestellungen in Bezug auf den
Entwurf und ihre methodishe Behandlung werden herausgearbeitet.
Performanz ist oft auh ein wirtshaftliher Risikofaktor. Ebenso
wie Funktionalität, die niht erreiht wird, kann eine unzureihende
Performanz einen Projektfehlshlag bedeuten. Damit ergeben sih für
den Einsatz dieser Tehnik und Methodik niht nur inhaltlihe Fra-
gen. Die Kosten der Modellierung und Bewertung selbst werden zum
Thema und müssen bei wihtigen Management-Entsheidungen in die
Bewertung miteinbezogen werden. Eine Diskussion des Managements
risikobehafteter Prozesse [14, 15℄ in Kapitel 8 shlieÿt diese Arbeit
ab. Diese Diskussion arbeitet Begrie und Maÿzahlen heraus, die nur
in einem vollständig gemanagten Prozeÿ des höhsten Reifegrades [28℄
zugänglih sind. Da sih nur wenige Unternehmen weltweit dieses Rei-
fegrades rühmen können, önet diese Diskussion ein Themengebiet, das
den Blik des Lesers mit Spannung in die Zukunft entläÿt.
Zusammenfassung. Ausgangspunkt für den Ansatz dieser Ar-
beit, und damit ein zentrales Alleinstellungsmerkmal, bildet die ge-
genständlihe Vorstellung von den zu modellierenden Bestandteilen:
Dynamishe Modelle und deren Abläufe, sowie Ressouren und deren
Lasten. Dafür werden jeweils getrennte Modellierungstehniken entwi-
kelt, welhe die interessanten Aspekte auh wirklih separat behan-
deln. Die Modellvorstellungen sind praxisnah und intuitiv leiht ver-
ständlih. Somit erlaubt die Tehnik eine leihtere Plausibilitätsprü-
fung, bessere Anwendbarkeit und Interpretation der Ergebnisse. Eine
benutzerfreundlihe Integration in ein Werkzeug, das den Benutzer von
der Beshäftigung mit fundamentalen theoretishen Wissen um die ver-




Da die Notation der UML weitläug bekannt ist, motivieren wir
das im Anshluÿ eingeführte dynamishe Modell durh eine Reihe von
Mustern, die wir als Aktivitätsdiagramme darstellen. Es werden Be-
grie berührt wie die des letzten gemeinsamen Vorgängers (least om-
mon anestor/LCA), der Wohleinbettung (well nestedness), der Berei-
he (orthogonal regions) und der korrespondierenden Synhronisations-
balken (orresponding join). Die Grenze zwishen problematishen und
unproblematishen Mustern soll dabei verdeutliht werden.
Muster werden genau dann problematish, wenn einer Spaltung des
Kontrollusses niht eindeutig eine korrespondierende Vershmelzung
zugeordnet werden kann. Wir werden zeigen, daÿ eine explizite Unter-
sheidung von nebenläugen und sequentiellen Regionen, welhe die




Abbildung 2.1.1. Kontrolluÿ ohne Nebenläugkeit
2.1.1. Einfahe Muster.
2.1.1.1. Unverzweigter Kontrolluÿ. Im einfahsten Fall ist ein
Kontrolluÿ, wie in Abb. 2.1.1 dargestellt, auÿer den Aktivitätszustän-
den (ativity states) nur aus Knoten aufgebaut, an denen sih der Akti-
vitätsgraph verzweigt (deisions). Nah der UML Spezikation werden
die durh Rauten dargestellten Verzweigungspunkte auf Pseudozustän-
de (juntion states) abgebildet. In Graphen dieser Art werden also nur
Sprünge und Shleifen dargestellt. Während der Ausführung ist genau
ein Element aktiviert. Sind an allen Verzweigungen die Bedingungen
eindeutig auswertbar, oder werden dort entsprehende Entsheidungen
getroen, kann der Graph zu einer Sequenz von Aktivitätszuständen
entfaltet werden. Einshränkung: Dies kann tehnish nur umgesetzt
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2.1.1.2. Verzweigter Kontrolluÿ. Nebenläugkeit wird in Aktivi-
tätsgraphen durh Synhronisationsbalken ausgedrükt, die in Pseudo-
zustände zur Verzweigung (fork vertex ) und zur Vershmelzung (join
vertex ) abgebildet werden. Wenn auh nur ein graphishes Symbol ver-
wendet wird, ist im Metamodell [62℄ die Eindeutigkeit von fork und
join gefordert. Weiterhin wird dort festgelegt, daÿ die aus einem fork
ausgehende Transitionen in voneinander vershiedene Regionen weisen
müssen und Transitionen, die in einen join münden, aus vershiedenen
nebenläugen Regionen entspringen müssen. Solhe Regionen werden
graphish niht dargesellt und bleiben auh weitgehend unklar.
Für jeden fork wird ein korrespondierender join und die Wohlein-
bettung dieser Paare gefordert, ohne daÿ diese Begrie genau de-
niert werden. Legen wir diese Forderungen streng aus, erhalten wir
eine Struktur, die einer mathematishen Klammerung entspriht. Das
einfahe Beispiel in Abb. 2.1.2 stellt zwei Aktivitätszustände P1 und
P2 dar, die in nebenläuge Bereihe eingebettet nah der Aktivität A
ausgeführt werden und beide vor Beginn der Aktivität B terminieren
müssen. Durh die Einführung eines Konkatenationsoperators ◦ und
eines Paralleloperators ‖ kann dieser Sahverhalt durh den Ausdruk
A ◦ (P1 ‖ P2) ◦ B dargestellt werden. Graphen, die durh solhe Ter-
me dargestellt werden können, sind gut handhabbar und würden zur
Verwendung anderer Methoden zu einer Performanz-Bewertung einla-
den, die auh allgemeinere Aussagen zulieÿen. Oft sollen in Modellen






Abbildung 2.1.3. Asynhrone Kommunikation und Events
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2.1.1.3. Asynhrone Kommunikation und Events. Kommunikation
über das Erzeugen und Empfangen von Events wird gewöhnlih als
Annotation an Transitionen speziziert. Für Aktivitätsgraphen werden
konkave und konvexe Pentagone als graphishe Repräsentation für das
Senden und Empfangen von Nahrihten oder Ereignissen eingeführt.
In Abb. 2.1.3 wird nah der Terminierung des Aktivitätszustands A
ein Objekt (message) erzeugt und vor der Aktivierung des Zustan-
des D wieder empfangen. Wir thematisieren dieses Musterbeispiel, da
eine Transition (hier ist eine gestrihelte Linie vorgeshrieben) oen-
sihtlih zwei untershiedlihe nebenläuge Bereihe verbindet. Wenn
wir diesen Fall ausshlieÿlih als Datenuÿ spezizieren, betrahten wir
ihn niht als Verletzung der Wohleinbettung. Nur die durhgezogene Li-
nie repräsentiert in diesem Fall den Kontrolluÿ. (In Abshnitt 2.1.1.4
repräsentiert die gleihe gestrihelte Linie unglükliherweise sowohl







2.1.1.4. Datenuÿ. Werden die in einem Aktivitätsgraphen durh
eine Aktivität erzeugten Daten, die von einer folgenden Aktivität ver-
wendet werden, unmittelbar dargestellt, so muÿ nah der Spezikation
(UML 1.X)
1
der durhgängige Kontrolluÿpfeil unterdrükt werden.
Abb. 2.1.4 zeigt Varianten dieses Datenusses. Wir betrahten Da-
ten im Sinne der Performanz-Bewertung ebenso als Last und mahen
keinen wesentlihen Untersheidung zu den Aktivitätszuständen. Wir
behandeln in diesem Beispiel den Aspekt des Kontrollusses und die
Transitionen gleih den durhgehenden Pfeilen, die sonst den Kontroll-
uÿ darstellen.
2.1.2. Erweiterte Muster.
2.1.2.1. Synhronisation. Bei vielen Beispielen in der Literatur
(zum Beispiel auh bei Arbeitsprozeÿbeshreibungen) nden wir eine
Synhronisation, wie in Abb. 2.1.5, die niht durh die SynhStates der
UML [62℄ darstellbar sind.
1
Die Arbeiten zu diesem Thema fanden im Jahre 2004 statt. Die UML 2.0 lag
zu dieser Zeit immer noh niht in oziell verabshiedeter Version vollständig vor.
Somit werden in Folge nur die Diagramme nah der UML 1.X betrahtet.






Abbildung 2.1.5. Teilweise Vershmelzung nebenläu-
ger Kontrollüsse
Die Aktivität D kann erst aktiviert werden, wenn die Aktivitäten A,
C und S terminiert sind
2
. B kann dagegen direkt nah dem Terminieren
von A aktiviert werden. Auh hier synhronisiert die Region, zu der A
und B gehören, die Region von C und D, umgekehrt aber niht. Die
Aktivität S ist in diesen Synhronisationsvorgang irgendwie integriert.
Dieses Beispiel ähnelt bis auf den Aktivitätszustand S den syn-states-
Beispiel der UML-Spezikation. Auh behaupten wir an dieser Stelle,
daÿ die Interpretation dieses Graphen intuitiv unproblematish ist. Be-
züglih der Begrie der korrespondierenden Synhronisationselemente





Abbildung 2.1.6. Problematishe Shleifen
2.1.3. Poblematishe Muster. Einige Modelle sollen niht ak-
zeptiert werden. Im Folgenden geben wir Beispiele typisher Muster,
die vershiedene Probleme bei der Interpretation verursahen.
2.1.3.1. Shleifengebundene fork-Knoten. In Abb. 2.1.6 wird ein
Graph thematisiert, der nebenläuge Regionen untershiedliher Iden-
tität verbindet. Als typishes Beispiel dient hier die Einbindung ei-
nes fork -Knotens in eine Shleife. Derselbe fork -Knoten kann aus einer
der nebenläugen Regionen mehrfah erreiht werden. Eine durh die
Shleife bestimmte Zahl an Instanzen des Aktivitätszustands A kann
erzeugt werden und es bleibt unbestimmt, welhe terminierten Instan-
zen der Aktivität A mit welher Instanz der Aktivität B synhronisiert
werden.
2
Dabei werden fehlerbehaftete und fehlerlose Ausführung niht untershieden
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Beispiel aus der UML
2.0 Spezikation
Zusätzlih wird ein on-
sume-Zustand eingeführt, der
nur mit dem neuen Begri
des Tokens, welhes den gera-
de in Ausführung bendlihen
Zustand markiert, verstanden
werden kann. Tokens entste-
hen in einer solhen Shlei-
fe niht zwangsläug gleih-
zeitig. Einige können am join
warten, während das Fluÿen-
de in der Shleife noh niht
erreiht ist. Dann setzt eine eindeutige Interpretation des Verhaltens
ein sehr komplexes Identitätsmodell eines solhen Tokens voraus. Ein
Tokenbegri analog zu Petrinetzen löst das Problem niht. Die Begris-
bildung in der UML 2.0 Spezikation bleibt zumindest für den Aspekt
der Performanzeigenshaften unzureihend. Deshalb werden Graphen,








Abbildung 2.1.8. Alternative Join-Knoten
2.1.3.2. Alternative Join-Knoten. Abb. 2.1.8 zeigt eine Möglihkeit
wie ein Graph eine Auswahlmöglihkeit zwishen zwei Synhronisa-
tionsbalken speziziert, die zu einer Verklemmung führt. Auh wenn
niht alle Graphen dieser Art notwendig zu einer Verklemmung führen,
weisen wir Graphen, die Strukturen der Art von Abb. 2.1.6 enthalten,
zurük.
42 2. DYNAMISCHE MODELLE
2.2. Dynamishes Kontrolluÿmodell
2.2.1. Einführung der Modellelemente. Das dynamishes Mo-
dell einer Implementierung nah unserer Lesart benennt die Aktivitä-
ten, die im Verlauf des Programmes ausgeführt werden, die Daten, die
erzeugt und verbrauht werden, und speziziert deren Reihenfolge, Ab-
hängigkeiten und Nebenläugkeiten durh einen geeigneten Graphen.
Die Aktivitäten, Daten und andere Elemente selbst müssen als Las-
ten nur insofern speziziert werden, als dies für die Beurteilung des
Zeitverbrauhs während der Bearbeitung nötig ist. Wir fassen diese
zunähst vereinfahend als Lastelemente zusammen und betrahten al-
lein die strukturellen Eigenshaften des Graphen. Dieser Graph dient
zunähst ausshlieÿlih als Modell für den Kontrolluÿ. Dem reinen
Datenuÿ und der Kommunikation zwishen nebenläugen Prozessen
widmen wir uns in Kapitel 3.
Wir streben die Denition eines Kontrolluÿmodells an, daÿ se-
quentielle und nebenläuge Bereihe sihtbar untersheidet, wihtige
tehnishe Eigenshaften für die spätere Werkzeugimplementierung ga-
rantiert, nur eindeutige Interpretation in allen möglihen Anwendungen
zuläÿt und eine groÿe Nähe zum intuitiven Verständnis des Modells be-
wahrt. Wir werden dazu Elemente einführen, die der graphishen Dar-
stellung eine strenge Einteilung in sequentielle und parallele Regionen
ermöglihen. Strukturelle Modellelemente werden als zeitlos interpre-
tiert. Als zeitbehaftete Elemente werden wir Lasten einführen, deren
Bewertung wir später erörtern.
Sequentielle und parallele Regionen werden wir durh eine Über-
setzung in ein Petrinetz zusammenführen. Dieses Petrinetz und sein
Erreihbarkeitsgraph werden dann unmittelbar der Simulation und der
Bewertung zugrunde liegen. Eine Marke an einer Stelle wird den den
Zustand des Kontrollusses anzeigen, weshalb wir 1-beshränkte Petri-
netze verwenden. Einige Stellen des Petrinetzes werden aus der Über-
setzung von Lastelementen stammen. Diesen Stellen fügen wir An-
shriften bei, die später vom Simulator verwendet werden, um das zeitli-
he Verhalten zu bewerten. Bei diesen Elementen abstrahieren wir vom
qualitativen Einuÿ auf einen Programmzustand. In einer Simulation
nehmen die zeitlihen Eekte, die aus den Zuständen der Lastmodel-
le durh das Shalten spezieller Transitionen ermittelt werden, Einuÿ
auf die Markierung des Petrinetzes. Die neue Markierung dient dann
wieder zur Ermittlung des nähsten Zustandes der Lastmodelle. Die
Wehselwirkung beider Systeme modelliert das zeitlihe Verhalten des
dynamishen Modells in Bearbeitung. Diese Wehselwirkung spezizie-
ren wir shlieÿlih durh eine zeitlihe Semantik. Beide Spezikationen
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werden wir später zur Implementierung einer Simulationssoftware her-
anziehen.
Zunähst wollen wir die Elemente einzeln herleiten, aus denen ein
dynamishes Kontrolluÿmodell aufgebaut sein soll.
2.2.2. Unverzweigter Kontrolluÿ. Zunähst wird ein Kon-
trolluÿ ohne Nebenläugkeit betrahtet.
2.2.2.1. Sequentielle Abfolge von Lasten. Ein Lastelement, dessen
Bearbeitung durh eine Ressoure Zeit beanspruht, wird durh ein
Rehtek dargestellt. Dieses Rehtek muÿ vom Graphen durh mindes-
tens eine eingehende Kante erreihbar sein und mindestens eine Kante
muÿ ihn verlassen. Die Last wird gekennzeihnet durh einen Namen,
der in das Rehtek geshrieben wird (in unserem Beispiel in Abbildung
2.2.1: A, bzw. B), durh die Spezikation eines Lastmodells und einer
Ressoure, durh die diese Last bearbeitet werden soll. Auf die beiden





Ein Startpunkt wird durh
einen kleinen gefüllten Kreis sym-
bolisiert, von dem mindestens eine
Kante ausgeht. Der Startpunkt des
gesamten Systems hat keine einge-
hende Kante. Zum Startzeitpunkt
aktiviert er das nähste, durh die
von ihm ausgehende Kante erreih-
bare Element unmittelbar (In unserem Fall das Lastelement A). Dieser
Vorgang wird als zeitlos betrahtet. Ist eine Last aktiviert, wird da-
durh eine Aktivität modelliert, die von einer Ressoure ausgeführt
wird und erst nah Ablauf einer gewissen Zeit t(A) terminiert3. Erst
nah dem Verstreihen dieser Zeit wehselt die Last in einen inaktiven
Zustand. Zeitgleih aktiviert sie das Element, welhes durh ihre aus-
gehende Kante erreihbar ist (im Beispiel ist dies Last B), da dieser
Vorgang wiederum als zeitlos betrahtet wird.
Ein Endpunkt unseres Modells wird durh ein gefülltes kleines Qua-
drat dargestellt, welhes mindestens eine eingehende Kante aufweist.
Der Endpunkt des gesamten Systems weist keine ausgehende Kante
auf.
2.2.2.2. Bedingte Ausführung und Shleifen. Der Entwikler eines
Modells erwartet Ausdruksmöglihkeiten, um Sprünge, Alternativen
und Shleifen zu formulieren. Dies wird möglih, wenn mehrere Kanten
3
In unserem Beispiel ergibt sih die Bearbeitungszeit zu tges = t(A)+ t(B). Die
Ermittlung und Berehnung der Funktion t werden wir in Kapitel 4 erörtern.
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auf ein Element zeigen und mehrere Kanten von einem Element aus-
gehen können. Um eine Auswahl eindeutig festlegen und eine Shleife
ausführen und abbrehen zu können, fordern wir eine eindeutige Kenn-
zeihnung bei mehr als einer ausgehender Kante. Ein aus diesen Dar-
stellungsmitteln aufgebauter Graph erlaubt noh keine Verzweigung
des Kontrollusses und verkörpert somit gut den Begri einer sequen-
tiellen Region. Die Elemente eines Teilgraphen, der einen unverzweig-
ten Kontrolluÿ modelliert, fassen wir zu einer Region zusammen und
stellen sie in einem grau unterlegten, durh eine gestrihelte Linie be-







zeihnen wir als Se-
quenzkartushe. Sie hat
genau einen Eintritts-





In Abbildung 2.2.2 sind eine Shleife und eine Auswahl beispiel-
haft realisiert. Dieses Beispiel stellt die Übertragung des Beispiels aus
Abbildung 2.1.1 dar. Aktivität A hat hier mehr als eine ausgehende
Kante. Die Auswahl der Kante a realisiert hier eine Shleife. Aktivi-
tät B hat zwei ausgehende Kanten. Die Wahl der Kante x überspringt
die Aktivität C , wogegen die Auswahl der Kante  zur Bearbeitung
von Aktivität C führt. Mehrfah ausgehende Kanten ermöglihen also
keine Nebenläugkeit. In Teilmodellen, die zu solh einer Kartushe
zusammengefaÿt sind, ist stets nur ein Element aktiviert. Damit sind
mehrere eingehende Kanten unproblematish, da nur über jeweils eine








2.2.2.3. Lastelement. Wie shon in den
vorhergehenden Abbildungen eingeführt, wer-
den Lastelemente durh ein Quadrat darge-
stellt. Lastelemente allein sind zeitbehaftet.
Dieses Element kann eine beliebige Anzahl von
eingehenden Kanten aufweisen. Es kann eine
beliebige Anzahl von ausgehenden Kanten auf-
weisen, die aber jeweils untersheidbare An-
shriften tragen müssen. Lastelemente sind im-
mer in einer Sequenzkartushe untergebraht. War eine Last aktiviert
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und terminiert, kann nur eine ausgehende Kante entsprehend einer be-
stimmten Anshrift eine Folgelast aktivieren. Im Gegenzug kann eine
Last nur von einer eingehenden Kante aktiviert werden. Lastelemente
innerhalb einer Sequenzkartushe können ausshlieÿlih jeweils nah-
einander aktiviert sein. Es ist also möglih, eine bestimmte Folge
4
von
aktivierten Elementen einer Sequenzkartushe abzuleiten.
2.2.2.4. Sequenzen. Eine sequentiell ausführbare Region, die Se-
quenzkartushe, setzt sih zunähst aus der Menge an Lastelementen
zusammen. Weiterhin fügen wir als weiteren Elementtyp noh neben-
läuge Regionen ein, so genannte Parallelkartushen, deren Struktur
und Interpretation wir später denieren.
Jedes Element kann beliebig viele ausgehende und eingehende Kan-
ten haben. War ein Element aktiviert, so war gefordert, daÿ es höhs-
tens ein Folgeelement aktivieren kann, das von ihm durh eine eindeu-
tig bestimmbare Transition erreiht wird. Die erwünshte Intuition,
daÿ die Elemente einer solhen Sequenzkartushe sih analog zu einem
deterministishen, endlihen Automaten verhalten, festigen wir durh
folgende Denition.
Definition 1 (SK-Automat). Ein SK-Automat ASK ist ein
Quintupel
(
Z,Σ, δ, zstart, zend
)
, mit
Z, der endlihen Zustandsmenge,
zstart ∈ Z, dem Startzustand,
zend ∈ Z, dem Endzustand,
Σ, dem SK-Alphabet,
δ : Z × Σ→ Z, die Übergangsfunktion.
Dabei betrahten wir im Folgenden gesondert die Eigenshaften von
l ∈ Σ, jeweils einem Bezeihner aus dem SK-Alphabet,
ZPK ⊂ Z, der Menge der eingebetteten Parallelkartushen und
ZLE ⊂ Z, der Menge der eingebetteten Lastelemente,
für die auÿerdem gilt:Z = ZPK ·∪ ZLE ·∪ {zstart, zend}
An den gewählten Bezeihnungen erkennt man die Ähnlihkeit zu
einem deterministishen endlihen Automaten. Seine Zustandsmenge
setzt sih aus zwei Teilmengen zusammen, erstens aus der Menge an
Lastelementen, die bei der Performanz-Bewertung eine Rolle spielen




Aus tehnishen Gründen müssen wir die Endlihkeit dieser Folge fordern.
5
Die Struktur dieser Teilmodelle werden wir später noh einführen
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Eine Parallelkartushe wird aktiviert, wenn das Modell eine nebenläu-
ge Aktivität beshreibt. Die innere Struktur dieser Elemente beshrei-
ben wir im nähsten Abshnitt.
Die Start- und Endzustände deken sih mit den Start- und End-
punkten einer Sequenzkartushe des graphishen Modells. Die Aus-
drüke l des Kartushenalphabets Σ deken sih mit den Transitionsan-
shriften, die im graphishen Modell zur Untersheidbarkeit mehrfaher
ausgehender Transitionen gefordert waren. Die Transitionen wiederum
werden im formalen Modell durh die Übergangsfunktion δ dargestellt.
2.2.2.5. Sequenzkartushen. Die l ∈ Σ dienen später zur Spezi-
kation einer bestimmten Zustandsfolge dieses Automaten. Um dies zu
gewährleisten, fordern wir die zweifelsfreie Untersheidbarkeit mehre-
rer Transitionen, die einen Zustand verlassen, anhand der Bezeihner.
Eine endlihe Folge ω über dem Kartushenalphabet Σ, das von diesem
Automaten akzeptiert wird, kann somit während der Simulation die In-
teraktion des Systems mit der Auÿenwelt
6
modellieren. Eine eindeutige
Spezikation dieser Zustandsfolge muÿ möglih sein.
Definition 2 (Eindeutige Übergangsfunktionen). Eine Übergangs-
funktion δ heiÿt eindeutig, falls
∀z, z′, z′′ ∈ Z.∀ l ∈ Σ . δ(z, l)→ z′ ∈ δ ∧ δ(z, l)→ z′′ ∈ δ ⇒ z′ = z′′
Sei (z1, z2, . . . , zn+1) eine Zustandsfolge (und damit ei-
ne Lastfolge), die sih aus einer Folge von Übergängen
(oder Transitonen) (δ1, δ2, . . . , δn) derart ableiten läÿt, daÿ
∀(1 ≤ i < n) . δi = (zi, li, zi+1) ⇒ δi+1 = (zi+1, li+1, zi+2), so kann
diese durh ihre Bezeihnerfolge ω = (l1, l2, . . . , ln) über dem Kartu-
shenalphabet Σ eindeutig beshrieben werden.
Definition 3 (Vollständiger Lauf). Eine Bezeihnerfolge
ω = (l1, l2, . . . , ln) erzeugt einen vollständigen Lauf, wenn es eine
Folge δ1, δ2, . . . , δn von Zustandsübergängen gibt mit:
δ1 = (z1, l1)→ z2 . z1 = zstart und
δn = (zn, ln)→ zn+1 . zn+1 = zend.
Wir fordern dabei, daÿ für eine Sequenzkartushe stets mindestens




Ein Wort stellt genau einen Testfall dar. Wir behandeln die Bedeutung der
Testfälle (Szenarien) in Kapitel 3
7
In der Einführung der graphishen Elemente hatte wir diese Forderung shon
eingebraht
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Definition 4 (Sequenzkartushe). Eine Sequenzkartushe KSK ist
ein SK-Automat
8
und für den mindestens ein vollständiger Lauf ω über
seinem Alphabet existiert.
2.2.3. Verzweigter Kontrolluÿ. Da innerhalb einer Sequenz-
kartushe zu jeden Zeitpunkt nur ein einziges Element aktiv sein darf,
führen wir zur Modellierung nebenläuger Kontrollüsse eine eigene
Region ein.
In einem nebenläugen Bereih können mehrere Elemente gleih-
zeitig aktiviert sein. Dies wird modelliert, indem diese Elemente durh
gerihtete Kanten gleihzeitig erreihbar sind. Wir führen die Darstel-
lung einer Parallelkartushe ein. Die Parallelkartushe selbst stellen wir
in weiÿem Hintergrund mit einer gestrihelten Begrenzungslinie dar. Sie






Die Parallelkartushe selbst ist wieder-
um in eine Sequenzkartushe eingebet-
tet. Der Eintritt in eine solhe neben-
läuge Region ist also der vorübergehen-
de Austritt aus einer sequentiellen Re-
gion. Der Austritt aus der nebenläu-
gen Region ist dann derWiedereintritt in
die vormals verlassene, sequentielle Re-
gion. Deshalb wählen wir die (shein-
bar) gegensätzlihen Symbole von Qua-
drat und Kreis, die hier Austritt und
Eintritt aus Siht der übergeordneten
Sequenzkartushe symbolisieren. Wir le-
gen fest, daÿ jeweils ein verübergehender
Austrittspunkt und ein Wiedereintrittspunkt paarweise zusammenge-
hören und die Sequenzkartushe mit der Parallelkartushe verbinden,
in der wir Nebenläugkeit modellieren. Eine Sequenzkartushe kann
mehrere, ihr zugeordnete Parallelkartushen
9
besitzen. Eine Parallel-
kartushe gehört aber stets nur zu einer Sequenzkartushe.
In Abbildung 2.2.5 ist ein Graph dargestellt, der speziziert, daÿ
nah der Ausführung der Aktivität A die Aktivitäten M und N paral-
lel ausgeführt werden. Sobald beide Aktivitäten terminieren, beginnt
die Aktivität B und shlieÿt die Bearbeitung des Modells ab. Elemen-
te, die in einer nebenläugen Region aktiviert werden sollen, müssen
8
Mit diesem beiden Denitionen handelt es sih bei einer Sequenzkartushe um
einen deterministishen endlihen Automaten
9
Dies sind eben die Elemente der Teilmenge PK









Abbildung 2.2.5. Kartushe mit nebenläuger Region
also ihrerseits wieder in eine Sequenzkartushe eingebettet werden, de-
ren Startpunkt von einer Kante des Graphen in der Parallelkartushe
erreiht wird. Der Graph in der Parallelkartushe besteht nur aus Kan-
ten und eingebetteten Sequenzkartushen. Daÿ Sequenzkartushen ih-
rerseits wieder Parallelkartushen aufweisen können, ist in Abb. 2.2.5
angedeutet. In dieser Darstellung wird auh der Grund für die Wahl
eines weiÿen Quadrates als temporärer Austrittspunkt und der eines
weiÿen Kreises als Wiedereintrittspunkt augenfällig.
Diese Abbildung realisiert genau das in Abshnitt 2.1.1.2 einge-
führte Beispiel einer wohleingebetteten Nebenläugkeit aus Abbildung
2.1.2.
2.2.3.2. Unterliegender Netzgraph. In einer Parallelkartushe hat-
ten wir ein anderes Verhalten der Kanten gefordert als das der Sequenz-
kartushen. Alle von einem aktivierten Knoten ausgehenden Kanten
sollten den folgenden Knoten gleihzeitig aktivieren und so Nebenläu-
gkeit modellieren. Auÿerdem sollte Synhronisation ausgedrükt wer-
den, indem ein Knoten mit mehreren eingehenden Kanten nur aktiviert
werden kann, wenn alle eingehenden Kanten aktiviert sind. Die Mög-
lihkeit mehrerer gleihzeitig aktivierter Knoten maht eine andere for-
male Beshreibung notwendig. Intuitiv handelt es sih zwar strukturell
um einen gerihteten Netzgraphen, aber für die zusätzlihen Verhal-
tenseigenshaften sind weitere Denitionen nötig.
Definition 5 (PK-Graph). Ein PK-Graph GPK ist ein
Quadrupel
(
E ,K, eein, eaus
)
, mit K ⊆ E × E , wobei
E eine endlihe Menge an Elementen
K eine endlihe Menge an gerihteten Kanten,
eein ∈ E die Quelle und
eaus ∈ E die Senke ist.
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Dabei betrahten wir im Folgenden gesondert die Eigenshaften von
ESK ⊂ E der Teilmenge eingebetteter Sequenzkartushen, wobei
ESK = E \ {eein, eaus}.
Lastelemente kommen in der Parallelkartushe niht vor. Selbst falls
dort nur ein einziges Lastelement zu bewerten ist, müÿte dieses in die
Sequenzkartushe eingebettet sein. Alle in ein beliebiges e ∈ ESK einge-
henden Kanten werden mit dem Startpunkt zstart der Sequenzkartushe
verbunden. Analog werden alle von e ∈ ESK ausgehenden Kanten als
vom Endpunkt bzw. zend der Kartushe ausgehend interpretiert. Mit
ausgezeihneten Start- und Endknoten, eein und eaus, die oft auh als
Quelle und Senke bezeihnet werden, beshreiben wir die geforderten,
eindeutigen Start- und Endpunkte der Parallelkartushe.
2.2.3.3. Strukturelle Eigenshaften des Netzgraphen. Für die in Ab-
shnitt 5 denierten Netzgraphen führen wir weitere Einshränkun-
gen ein, um wihtige Eigenshaften zu erreihen. Jeder Knoten der
Menge ESK modelliert eine eingebettete Sequenzkartushe. Die aus-
gezeihneten Elemente eein und eaus repräsentieren die Austritts- und
Wiedereintritts-Knoten. Zur Vollständigkeit führen wir einige aus der
Graphentheorie bekannten Begrie explizit ein.
Definition 6 (Kopf- und Fuÿknoten). Für ei, ej ∈ E und k ∈ K
mit k = (ei, ej) bezeihnen wir mit
k− = ei den Anfangsknoten und
k+ = ej den Endknoten der Kante k.
Die Anzahl von eingehenden bzw. ausgehenden Kanten aus einem Kno-
ten ist ein interessantes Maÿ bei der Betrahtung des Graphen.
Definition 7 (Grade von Kanten). Sei
(
E ,K, eein, eaus
)
ein PK-
Graph und e ∈ E ein Knoten, dann bezeihnen wir die Anzahl der
eingehenden Kanten (In-Grad) mit
d+(e) = |
{
k ∈ K . k+ = e
}
|
und die Anzahl der ausgehenden Kanten (Aus-Grad) mit
d−(e) = |
{
k ∈ K . k− = e
}
|
Ein Fluÿ in diesen Graphen muÿ an Knoten (Quellen) beginnen, die
keine eingehenden Kanten haben, und an denen (Senken) enden, die
keine ausgehenden Kanten haben.
Forderung 1 (Abgrenzung). Ein PK-Graph heiÿt abgegrenzt,
falls er keine eingehenden Kanten an der Quelle und keine ausgehenden
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Kanten an der Senke aufweist, also
d+(eein) = 0 und d
−(eaus) = 0 gilt.
Diese Start- und Endknoten, eein und eaus, sind gemäÿ Denition 5
eindeutig. Ein Weg, den man über die gerihteten Kanten auh über
mehrere Knoten hinweg zurüklegen kann, bezeihnen wir als Pfad.
Definition 8 (Pfad). Eine endlihe Folge von Kanten en heiÿt
Pfad Pn der Länge n ≥ 0 im PK-Graphen, falls zwei aufeinanderfol-
gende Knoten jeweils mit einer Kante verbunden sind:
∀ 1 ≤ i < n . (ei, ei+1) ∈ K
Als vollständigen Pfad P!n der Länge n ≥ 0 bezeihnen wir einen
Pfad Pn, der Quelle und Senke verbindet.
Definition 9 (Vollständiger Pfad). Ein Pfad Pn heiÿt vollständi-
ger Pfad P!n , falls gilt:
(e1 = eein) ∧ (en = eaus)
Würde eine Shleife modelliert werden, könnte diese durh keine
Angabe in einem Szenario abgebrohen werden. Die mehrfahe Aus-
führung einer Sequenzkartushe innerhalb einer Parallelkartushe muÿ
in der übergeordneten Sequenzkartushe formuliert werden, zu der die-
se Parallelkartushe gehört. Jeder PK-Graph selbst muÿ also azyklish
sein.
Forderung 2 (Zyklenfreiheit). Ein PK-Graph heiÿt zyklenfrei,
falls für alle Pfade Pn = (e1, e2, . . . , en) in diesem Graphen gilt:
(en, e1) /∈ K
Zusätzlih zu der Forderung 1, daÿ nur die Senke keine ausgehenden
Kanten aufweist, müssen wir noh GPK als zusammenhängend fordern
und jeder Knoten sollte Element mindestens eines Pfades sein, der die
Quelle eein mit der Senke eaus verbindet.
Forderung 3 (Vollzusammenhang). Ein PK-Graph heiÿt vollzu-
sammenhängend, falls für alle Kanten e ∈ E ein vollständiger Pfad
P! im PK-Graphen existiert, sodaÿ e im Pfad enthalten ist.
Folgerung 1 (Sakgassenfreiheit des Graphen). Ein vollzusam-
menhängender, azyklisher, abgegrenzter PK-Graph ist sakgassenfrei:
∀e ∈ ESK . d
−(e) ≥ 1
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Beweis: Dies folgt unmittelbar aus der Annahme: ∃e ∈ ESK |
d−(e) = 0 durh Widerspruh. Denn existierte ein Pfad Pn, mit der
Eigenshaft, daÿ (ex ∈ Pn)∧(e1 = eein)∧(en = eaus) nah Forderung 3.
Dann ex ∈ Pn ⇒ ∃(ex, ex+1) ∈ K nah Denition 8. Aus der Annah-
me d−(ex) = 0 folgt aber nah Denition 7: {k ∈ K | (k
− = ex)} = ∅,
was ein Widerspruh ist. Nur falls ex = en wäre die Annahme erfüllt, da
damit ex = eaus. Damit ist nah Denition 5 zwar ex ∈ E , aber durh
ex 6∈ ESK ein weiterer Widerspruh entstanden. 
Durh die gerihteten Kanten des Graphen GKP wird die Aufspal-
tung des Kontrollusses in nebenläuge Bereihe dort formuliert, wo ein
Knoten mehrere ausgehenden Kanten trägt. Alle Zweige des Kontroll-
usses müssen shlieÿlih wieder zusammengeführt werden. Um den
Anteil einer Kante am aufgespaltenen Kontrolluÿ anshauliher zu
mahen, denieren wir einen Fluÿanteil.
Definition 10 (Fluÿanteil). Der Fluÿanteil ist der Anteil einer
















Dadurh ist es in einer Werkzeugimplementierung möglih, eine wei-
tere nötige Einshränkung zu überprüfen. Nah unserem Modellver-
ständnis muÿ der Kontrolluÿ genau dann wieder in den Bereih der
Sequenzkartushe wehseln, wenn alle nebenläugen Stränge beendet
sind. Dies wäre genau dann erreiht, wenn eine Kante erneut den Fluÿ-
anteil 1 trägt, also einen einzigen Übergang zwishen zwei Bereihen
des Graphen GPK, der eine sogenannte Brüke bildet.
Forderung 4 (Brükenfreiheit). Ein PK-Graph ist brükenfrei,
falls
∀k ∈ K . ∃n ∈ N, ∃P!n . k 6∈ P
!
n .
Die Anforderung gemäÿ dieser Beshreibung liegt nahe an dem Ver-
ständnis unserer Modellelemente. Die Überprüfung dieser Eigenshaft
kann aber in einer Implementierung wieder besser durh leihter ver-
fügbare Parameter ermittelt werden [29, 30℄.
Bemerkung 1. Interessant ist weiterhin folgender Zusammen-
hang. Wir betrahten eine Adjazenzmatrix A(GPK). Ein PK-Graph
weist hier in der Diagonalen nur Nullen und im Übrigen nur die Werte
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0 a1,2 . . . a1,x
. . . 0 . . . . . .
. . . . . . 0 . . .
ay,1 . . . ay,x−1 0

 , mit ai,j ∈ {0, 1} ∧ ai,i = 0.
Da ein gerihteter Graph zusammenhängend ist, wenn sein unter-
liegender, ungerihteter Graph zusammenhängend ist, können wir auf
diesem die folgenden Betrahtungen durhführen. Wir führen das Ge-
rüst als Hilfskonstruktion ein. Unter einem Gerüst versteht man einen
zusammenhängenden, zyklenfreien Untergraph, der alle Knoten enthält
und gleihzeitig mit einer minimalen Kantenteilmenge auskommt. Da-
mit hat ein niht zusammenhängender Graph genau kein Gerüst (und
ein Baum genau ein Gerüst). Führen wir nun eine Gradmatrix D ein,








mit ax,x = d
+(ex) + d
−(ex).
Dann können wir, unter Verwendung der vorher denierten Adjazenz-
matrix A, die Admittanzmatrix (oder Laplae-Matrix) L berehnen
durh L = D − A. Nah dem Satz von Kirhho berehnet sih die
Anzahl der Gerüste des Graphen aus der Determinante von Lx nah
t(GPK) = detLx, wobei man Lx durh Streihung einer beliebigen Zeile
und Spalte x aus L erhält [59℄. Existiert mindestens ein Gerüst, ist der
Graph der Parallelkartushe zusammenhängend.
Somit kann auf diesem Wege der Zusammenhang und die Brüken-
freiheit gleihzeitig ermittelt werden, indem man t für jeden Graphen
bestimmt, den man durh Weglassen einer jeweils anderen Kante er-
hält. Der Graph GPK ist also zusammenhängend und brükenfrei, falls
∀ki ∈ K . t(GPK \ ki) ≥ 1.
10
Man bemerke noh einige zusätzlihe statishe Eigenshaften des Gra-
phen. Den Eingangsknoten eein verlassen stets mehr als eine Kante,
was unmittelbar aus Denition 10 und Forderung 4 ablesbar ist (Ohne
Beweis).
10
Mögliherweise ist die fortshreitende Berehnung eines Fluÿanteil perfor-
manter, worauf wir in den Vorshlägen zu einer Werkzeugarhitektur noh näher
eingehen.
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Folgerung 2 (Initiale Spaltung des Kontrollusses). Für jeden
vollzusammenhängenden brükenfreien PK-Graphen gilt:
d−(eein) > 1
Ebenso kann niht eine einzelne Kante in den Ausgangsknoten führen.
Folgerung 3 (Finale Vereinigung des Kontrollusses). Für jeden
vollzusammenhängenden brükenfreien PK-Graphen gilt:
d+(eaus) > 1
Durh die Kanten in GPK werden Aufspaltung und Synhronisati-
on des Kontrollusses ausgedrükt. Ein Teilkontrolluÿ, der aber niht
weiter aufgespalten wird, soll durh genau eine Sequenzkartushe mo-
delliert werden. Daraus folgt, daÿ Kanten nie als einzige ausgehende
und einzige eingehende Kanten zwei Knoten verbinden (Zwei so verbun-
dene Kartushen müÿten zwangsläug die gleihe Identität haben
11
).
Forderung 5 (Eindeutige Modellierung eines Kontrollusses).





Abbildung 2.2.6. Beispiel mit Synhronisation
Beispiel 1. Abbildung 2.2.6 zeigt einen wohlgeformten Graphen ei-
ner Parallelkartushe. Er ist zyklenfrei, brükenfrei, sakgassenfrei und
zusammenhängend. Kein Knoten mit nur einer ausgehenden Kante ist
mit einem Knoten mit nur einer eingehenden Kante verbunden. Dieses
Beispiel zeigt auÿerdem, daÿ das erweiterte Modell aus Abbildung 2.1.5
in einem PK-Graphen ausgedrükt werden kann. Hier wäre die Last A
im Knoten e1 zu nden, die Last B im Knoten e2, die Last C im Kno-
ten e3, die Last D im Knoten e4 und die Last S, die zwishen den
nebenläugen Strängen kreuzt, wäre in der Kartushe zu nden, die
durh Knoten e5 repräsentiert wird.
Das einfahere Beispiel in Abbildung 2.2.7 repräsentiert die Paral-
lelkartushe aus dem einfahen Beispiel mit Nebenläugkeit in Abbil-
dung 2.2.5. Der Knoten e1 verweist dann auf die Kartushe, welhe die
11
Die Brükenfreiheit allein ist bezüglih dieser Modelleigenshaft zu shwah.
Diese zusätzlihe Forderung dient nur der Gestaltung der Modellelemente und ist
keine formale Notwendigkeit.




Abbildung 2.2.7. Beispiel zweier nebenläuger Kartushen
Last M enthält. Der Knoten e2 referenziert die Kartushe mit der Last
N .
Bemerkung 2 (Eindeutigkeit von Fork und Join). Erzeugen wir
später dynamishe Modelle aus UML-Diagrammen, verlassen Kanten
nie Knoten mit mehreren ausgehenden Kanten und gehen ein in Knoten
mit mehreren eingehenden Kanten.
∀k ∈ K : (d−(k+) = 1 ∧ d+(k−) > 1) ∨ (d−(k+) > 1 ∧ d+(k−) = 1)
Dies würde gleihzeitig eine Spaltung und Synhronisation des Kon-
trollusses bedeuten und die Eindeutigkeit von Fork und Join verletzen.
Für die weitere Betrahtung ist dies zwar unerheblih, soll hier aber als
Beobahtung erwähnt werden.
1eeein e 3 e 4 e5 e6 eaus
e2 7e
e8
Abbildung 2.2.8. Kein wohlgeformter PK-Graph
Beispiel 2 (Fehlerhafter Graph). Der Graph in Abbildung 2.2.8 ist
aus mehreren Gründen niht wohlgeformt. Die gestrihelt dargestellte
Kante (e2, eein) bildet einen Zyklus und wäre eine niht erlaubte ein-
gehende Kante in die Quelle eein. Die Kante (e3, e4) bildet die einzige
Verbindung zwishen den beiden Knoten. e3 und e4 müÿten deshalb ein
einziger Knoten sein. Und shlieÿlih wird durh die Kante (e5, e6) eine
Brüke gebildet.
Der beshriebene Graph deniert ausreihend die statishe Struktur
einer wohlgeformten Parallelkartushe.
Definition 11 (Parallelkartushe). Eine Parallelkartushe KPK
ist ein abgegrenzter, zyklenfreier, vollzusammenhängender und brüken-
freier PK-Graph.
Da die Elemente des PK-Graphen nebenläuge Prozesse modellie-
ren und die Knoten jeweils synhronisierende Wirkung haben, müssen
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wir unsere Modellvorstellungen noh um dynamishen Aspekte erwei-
tern.
2.2.3.4. Dynamishe Eigenshaften. Eine Bearbeitung eines PK-
Graphen startet an der Quelle. Es ist zu zeigen, daÿ jeder Knoten
genau einmal besuht wird, bevor auf allen vollständigen Pfaden die
Senke erreiht wird. Synhronisation drükt die Einshränkung aus,
daÿ ein Knoten nur besuht wird, nahdem alle unmittelbaren Vogän-
ger besuht worden sind. Deshalb muÿ zusätzlih gezeigt werden, daÿ
die Senke auh mit dieser Einshränkung immer erreihbar ist.
Zur Untersuhung der dynamishen Eigenshaften führen wir eine
Partition π der Knotenmenge E , in dem Paar (B,B) ein. Dabei sind
B ⊆ E und B ⊆ E disjunkt, sodaÿ B∩B = ∅. Auÿerdem giltB∪B = E .
Ein Knoten gilt als besuht, wenn er inB enthalten ist, sonst gilt e ∈ B.
Daraus ergeben sih Start- und Endpartitionen.
Definition 12 (Start- und Endpartition). Sei KPK =(
E ,K, eein, eaus
)
eine Parallelkartushe mit einer Teilmenge ESK ⊂ E
an Knoten, die Sequenzkartushen modellieren. Dann denieren wir als
Startpartition: πStart =
(
{eein}, ESK ∪ {eaus}
)
und als Endpartition: πEnd =
(
{eein} ∪ ESK , {eaus}
)
.
Wir betrahten eine Kante genau dann als aktiviert, wenn sie einen
besuhten Knoten als Fuÿpunkt und einen niht besuhten Knoten als
Kopfpunkt hat. Damit ergibt sih die Menge der aktivierten Kanten
für jede Partition unmittelbar aus der Menge, die man in der Graphen-
theorie als Shnitt S(B,B) bezeihnet.
Definition 13 (Menge der aktivierten Kanten (Shnitt)). Sei
KPK =
(
E ,K, eein, eaus
)
eine Parallelkartushe. Die Menge aller Kan-
ten mit {k ∈ K . (k− ∈ B) ∧ (k+ ∈ B)} heiÿt Shnitt von B und B.
Die Menge der Shnitte wird bezeihnet mit
S(B,B).
Die aktivierten Kanten der Startpartition sind also genau die
von der Quelle ausgehenden Kanten. Um die Synhronisation auszu-
drüken, fordern wir, daÿ ein Knoten aktiviert ist und besuht werden
kann, wenn alle eingehenden Kanten aktiviert also im Shnitt sind.
Definition 14 (Aktivierte Knoten). Sei KPK =
(
E ,K, eein, eaus
)
eine Parallelkartushe und π = (B,B) eine Partition. Ein Knoten e
heiÿt aktiviert in π, falls für alle Kanten k . (k+ = e) gilt:
(k− ∈ B) ∧ (k+ ∈ B)
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Wird der Knoten besuht, so fordern wir dessen Wehsel von der
Menge B in die Menge B und wir erhalten eine neue Partition.
Definition 15 (Folgepartition). Sei πi = (Bi, Bi) eine Partition
einer Parallelkartushe KPK =
(
E ,K, eein, eaus
)
und Di die Menge der
aktivierten Knoten in πi. Die Partition πi+1 = (Bi+1, Bi+1) heiÿt Fol-
gepartition von πi, wenn gilt:
(Bi+1 = Bi ∪Di) ∧ (Bi+1 = Bi \Di),
Wenn für jede Partition πi gilt Di 6= ∅ und somit eine von πi ver-
shiedene Folgepartition πi+1 erzeugt werden kann, ist eine Partitions-
folge P πk = πStart, π1, π2, . . . , πk, πEnd, (k ≥ 0) ableitbar.
Lemma 1 (Erreihbarkeit des Endzustandes). In jeder Parallelkar-
tushe KPK ist die Endpartition von der Startpartition durh eine Par-
titionsfolge P πk erreihbar.
πStart  πEnd
Beweis: Diese Eigenshaft läÿt sih für gewöhnlihe, gerihtete Gra-
phen aus der zwingenden Existenz einer Quelle und einer Senke ab-
leiten. Durh die Synhronisationseigenshaften, die wir in unserem
Modell den Knoten zushreiben, können wir die Eigenshaft durh Wi-
derspruhsbeweis zeigen. Eine Menge D der aktivierten Knoten einer
Partition π wäre leer und damit keine weitere Folgepartition erzeug-
bar, falls jeder Knoten in B mindestens eine Kante besitzt, die niht
aktiviert ist. Es müÿte also gelten: ∀ei ∈ B . ∃(ej , ei) ∈ K . ej ∈ B. Bei
der Betrahtung eines längsten Pfades in der Teilmenge B führt dies
zum Widerspruh. Sei ein Pfad Pn = (e1, e2, . . . , en) der längste Pfad
in B, müÿte nah unserer Forderung eine Kante (e0, e1) ∈ K existieren,
für die gilt: e0 ∈ B. Damit wäre dieser Pfad aber niht der längs-
te. Auh kann der Knoten niht bereits im Pfad vorkommen, sodaÿ
ein 1 ≤ i ≤ n existiert mit e0 = ei. Das wäre ein Widerspruh zur
Forderung 2. Somit muÿ stets mindestens ein Knoten e existieren, für
den gilt: ∀(ek, e) ∈ K. ek ∈ B. Die Menge D ist also nie leer. (Ist
D = B = {eaus}, ist die Endpartition πEnd erreiht.)
Lemma 2 (Summe der Fluÿanteile). Die Summe der Fluÿanteile
der aktiven Kanten, d.h. die Summe der Fluÿanteile der Kanten im
Shnitt jeder Partition einer Partitionsfolge ist stets 1.
∀(B,B) .
(∑
{φ(k) . k ∈ S(B,B)} = 1
)
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Beweis: Für die Anfangspartition sind nur die Kanten aktiviert,
welhe die Quelle verlassen. Wie man leiht nahprüfen kann, läÿt
sih zu allen ausgehenden Kanten ein und desselben Knotens der
gleihen Fluÿanteil berehnen. Das Summenzeihen der Fluÿanteils-
Denition kann eliminiert werden. Die Summe der Fluÿanteile der
von der Quelle ausgehenden Kanten ergibt sih nah Denition 10 zu:
x =
∑
{φ(k).k− = eein} =d





nehmen an, die Summe der Kanten im Shnitt jeder gültigen Partition
n wäre xn = 1. Wir betrahten nun jeden Knoten en, der aktiviert ist,
d.h. dessen eingehende Kanten im Shnitt sind einzeln. Besuhen wir
sie, liegt sie in Folge in B. Seine eingehenden Kanten sind dann niht
mehr aktiviert, aber dafür sind es alle seine ausgehenden Kanten. Nun
läÿt sih die Summe der Fluÿanteile der Kanten im Shnitt der Folge-
partition berehnen, indem wir von einer gegebenen Anfangssumme die
Summe der Fluÿanteile der eingehenden Kanten subtrahieren und die
der ausgehenden Kanten addieren. Wenden wir Denition 10 an, sieht
man, daÿ die Summe der Fluÿanteile der eingehenden Kanten so in die
Denition der ausgehenden Kanten eingearbeitet ist, daÿ sie eliminiert
werden kann. Damit ist:







































































Beispiel 3 (Partitionsfolge). Das bereits eingeführte Beispiel aus
Abbildung 2.2.9 ist hier mit einer hervorgehobenen Partition dargestellt
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(durh die ausgezeihnete Teilmenge B) und der zugehörigen Menge
D der aktivierten Knoten. In diesem Fall ist die Partitionsfolge π2
dargestellt.
Die gesamte Partitionsfolge P π4 = (πStart, π2, π3, πEnd) dieser Paral-




{eein}, {e1, e2, e3, e4, e5, eaus}) und D1 = {e1, e3}
π2 =
(
{eein, e1, e3}, {e2, e4, e5, eaus}) und D2 = {e2, e5}
π3 =
(
{eein, e1, e2, e3, e5}, {e4, eaus}) und D3 = {e4}
πEnd =
(






Abbildung 2.2.9. Einzelne Partition in einer Folge
Es gilt zu bedenken, daÿ die jeweilige Menge an aktivierten Kno-
ten niht gleihzeitig in den bearbeiteten Zustand wehseln muÿ. Dieses
Modell dient nur dem Beweis, daÿ mindestens eine möglihe Partiti-
onsfolge existiert. Die Knoten e ∈ D einer Menge sind unabhängig
voneinander. Würde z.B. in π2 der Knoten e2 alleine in B transpor-
tiert, ergäbe sih ein D′2 = {e4, e5} und damit ein Element, das niht
in dieser Partitionsfolge enthalten ist. Die Mengenfolge dieser Partiti-








2.2.4. Verbindungselemente der Kar-
tushen. Das dynamishe Gesamtmodell ent-
steht, wie shon der Beshreibung der einzel-
nen Elemente zu entnehmen war, aus der weh-
selweisen Einbettung von Sequenz- und Par-
allelkartushen. Die Einbettung erfolgt über
die jeweils auf den Grenzlinien liegenden
Start- und Endpunkten bzw. den temporä-
ren Austritts- und Wiedereintrittspunkten. An
diesen graphishen Elementen vershmelzen jeweils Endzustände send
und Quellen eein, bzw. Senken eaus und Startzustände sstart. Wir be-
trahten zunähst nohmals die graphishen Verbindungselemente und
danah formal das Gesamtmodell.
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2.2.4.1. Startpunkte. Startpunkte sind zeitlos. Eine Sequenzkartu-
she besitzt genau einen Startpunkt, der auf der Grenzlinie der Kar-
tushe angeordnet ist und den Eintritt in die Kartushe von auÿen
erlaubt. Kanten gehen in den Startpunkt nur ein, wenn sie von au-
ÿerhalb der Kartushe kommen. Eine Kartushe ist als Wurzelelement
ausgezeihnet. Diese selbst ist in keiner Parallelkartushe eingebettet
und hat keine eingehenden Kanten. Ausgehende Kanten führen nur zu
Elementen innerhalb der Kartushe. Jeder Startzustand hat mindes-
tens eine bis beliebig viele ausgehende Kanten, die dann aber durh
eindeutige Anshriften untersheidbar sein müssen.
Das Modell wird aktiviert, indem der Startpunkt der Wurzelkar-
tushe aktiviert wird. Jeder weitere Startpunkt wird aktiviert, wenn
die eingehende Kante
12
aktiviert ist. Gehen mehrere Kanten ein, wird
der Startpunkt erst dann aktiviert, wenn alle eingehenden Kanten ak-
tiviert
13









einen leeren Kreis werden Wiedereintritts-
punkte dargestellt. Für eine Sequenzkartu-
she kann es mehrere Wiedereintrittspunkte
geben, jeweils einer, für jede eingebettete
Parallelkartushe. Aus dieser Parallel-
kartushe führen mehrere Kanten in den
Wiedereintrittspunkt. Analog zu der De-
nition des Startpunktes aktivieren diese,
falls es mehrere sind, den Wiedereintritts-
punkt erst, wenn alle eingehenden Kanten
aktiviert sind.
Ausgehende Kanten verbinden den Wiedereintrittspunkt aus-
shlieÿlih mit Elementen, die sih innerhalb der Sequenzkartushe be-
nden. Gibt es mehr als eine ausgehende Kante, muÿ jede eine ein-
deutig untersheidbare Anshrift tragen, da ein aktivierter Wieder-
eintrittspunkt nur jeweils eine ausgehende Kante aktiviert. Das einer
von einem Startzustand oder einem Wiedereintrittszustand ausgehen-
den Kante folgende Element X−out, kann ein beliebiges Element einer
Sequenzkartushe sein, also entweder ein Last-Element oder ein End-
oder Austritts-Zustand oder eine Parallelkartushe.
12
Auh Kanten werden grundsätzlih als zeitlos interpretiert.
13
Zur Vollständigkeit sei erwähnt, daÿ die Kanten, die zur Aktivierung beige-
tragen haben, danah deaktiviert werden.
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Wiedereintrittspunkte, wie in Abbildung 2.2.11 dargestellt, sind be-
züglih der ausgehenden Kanten mit den Startzuständen identish. Ihre







2.2.4.3. Endpunkte. Endpunkte sind zeit-
los. Eine Sequenzkartushe besitzt genau einen
Endpunkt, der auf der die Kartushe begren-
zenden Linie, durh ein ausgefülltes Quadrat
dargestellt wird. Der Endpunkt symbolisiert
den Austritt aus der Kartushe. Kanten ge-
hen in den Endpunkt nur von Elementen inner-
halb der Kartushe ein. In der ausgezeihneten
Wurzelkartushe, die selbst in keiner Parallel-
kartushe eingebettet ist, hat der Endpunkt keine ausgehenden Kanten.
Jeder Endzustand hat eine bis beliebig viele eingehende Kanten.
Jeder weitere Endpunkt wird aktiviert, wenn eine eingehende Kan-
te aktiviert ist. Von mehreren eingehenden Kanten wird stets nur eine
einzige aktiviert. Ein solher aktivierter Endpunkt aktiviert die ausge-
hende Kante, oder, falls es mehrere gibt, alle zugleih. Das Modell ist
vollständig bearbeitet, wenn der Endpunkt der Wurzelkartushe akti-







punkte. Durh ein leeres Quadrat wer-
den Zustände dargestellt, die einen
vorübergehenden Austritt aus der se-
rialisierbaren Region in eine zur Kar-
tushe gehörigen, nebenläugen Re-
gion symbolisieren. Es handelt sih
dann um vorübergehende Austritts-
punkte. Davon kann es in einer Se-
quenzkartushe mehrere geben, jedoh
nur eine je Parallelkartushe. Zu je-
dem vorübergehenden Austrittspunkt gehört genau ein Wiederein-
trittspunkt, wie er in Abshnitt 2.2.4.2 beshrieben wurde.
Das einer in den Endzustand oder den Austrittszustand eingehen-
den Kante vorausgehende Element X − in kann ein Last-Element aus
der serialisierbaren Region oder unmittelbar ein Start- oder Wieder-
eintrittszustand sein. Vorübergehende Austrittspunkte, wie in Abbil-
dung 2.2.13 dargestellt, sind bezüglih der eingehenden Kanten mit
14
Der Startzustand und der Wiedereintrittszustand entsprehen somit einem
UML-Join mit anshlieÿendem optionalem Deision-Knoten.
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dem Verhalten der Endpunkte identish. Ihre ausgehenden Kanten ge-
hen jedoh in die nebenläugen Regionen einer eingebetteten Parallel-
kartushe. Alle ausgehenden Kanten werden gleihzeitig aktiviert und
nahfolgend alle Startpunkte.
Der End- und der vorübergehende Austrittspunkt entsprehen mit
den folgenden Startpunkten somit einem UML-Fork mit vorgehendem,
optionalem Merge-Knoten.
2.2.5. Modellstruktur. Wir führen eine formalere, zunähst nur
statishe Siht auf das Gesamtmodell ein. In Beispiel 2.2.6.1 wird die
Interpretation der statishen Struktur erläutert. Abshlieÿend ndet
man die Struktur nohmals in der rekursiv formulierten formalen Kar-









2.2.5.1. Modellbaum. Auf oberster Ebe-
ne betrahtet, ist ein dynamishes Modell
M ein bipartiter Graph in Baumform. Die
Knoten sind also in zwei disjunkte Mengen
unterteilt. Es handelt sih dabei um Υ, die
Menge der Parallelkartushen und Θ, die
Menge der Sequenzkartushen. M ist dabei
ein Baum mit einem ausgezeihneten Wur-
zelelement K0SK ∈ Θ, in der Abbildung ent-
spriht S0 der Wurzelkartushe K
0
SK .
In Abbildung 2.2.14 ndet sih der einfa-
he Baum des Beispiels aus Abbildung 2.2.5
mit einer parallelen Region. Der Knoten,
welher die Parallelkartushe verkörpert, ist durh einen leeren Kreis
dargestellt. Die Repräsentanten der Sequenzkartushen sind ausgefüll-
te Kreise. Die Blätter sind stets Sequenzkartushen. Auh Parallelkar-
tushen, die nur einen Sohn haben, sind niht sinnvoll. Viele weitere
Eigenshaften ergeben sih aus der Denition der Einzelkomponenten.
Definition 16 (Statishe Struktur eines dynamishen Mo-




Υ, einer endlihe Menge von Parallelkartushen,
Θ, einer endlihe Menge von Sequenzkartushen,
R ⊆ (Υ×Θ) ∪ (Θ×Υ), der Kartushenrelation,
ρ = ρSK ∪ ρPK, der Kartushenzuordnungsfunktion und
eM ∈ Θ, dem Startknoten des Modells.
Ausserdem gilt: |Υ|+ |Θ| − 1 = |R|
und der Graph (Υ ∪Θ,R) ist zusammenhängend.
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Die Interpretation des Modells beginnt an derK0SK-Kartushe. Kon-
krete, ausführbare Lastmodelle, welhe in dieser Kartushe enthalten
sind, werden hier niht behandelt. Das Hauptaugenmerk liegt auf ne-
benläugen Bereihen, die abstrakt als Parallelkartushen eingebunden
werden und über eine entsprehende Relation r ∈ R erreihbar sind. Je-
de dieser Parallelkartushen ist wiederum die Wurzel eines Teilbaumes,
der diese nebenläuge Region modelliert. Auf der nähst tieferen Ebene
ist eine nebenläuge Region erneut durh eine Menge an sequentiali-
sierbaren Regionen modelliert, die jeweils durh die Relation zu einer
Sequenzkartushe eingebunden werden. Jede so erreihbare Sequenz-
kartushe enthält entweder ausshlieÿlih konkrete Lastmodelle, oder
ist die Wurzel eines weiteren Teilbaumes, der in diesem Sinne rekursiv
als Modell interpretiert wird. Es sind also p-Teilbäume mit Parallel-
kartushen als Wurzeln von s-Teilbäume mit Sequenzkartushen als





Beispiel: p-Teilbaum Beispiel: s-Teilbaum
Abbildung 2.2.15. Zwei Arten von Teilbäumen
Im einfahsten Fall besteht der Baum nur aus dem K0SK-Element,
also dem im Beispiel mit S0 bezeihneten Knoten. In den anderen Fällen
lassen sih aus Siht jedes Knotens, der kein Blatt ist weitere Teilbäume
betrahten.
Für die im nähsten Kapitel denierte formale Semantik führen wir
noh, aus syntaktishen Gründen, die Funktionen ρSK und ρPK ein.
Sie ermitteln die jeweils zu den Zuständen, bzw. Knoten, gehörenden
Kartushen, die sie repräsentieren.
Definition 17 (Ermittlung der eingebetteten Parallelkartushen).
Die jedem Zustand z ∈ ZPK einer Sequenzkartushe KSK zugeordnete
Parallelkartushe KPK wird durh eine injektive Funktion
ρPK : ZPK → Υ
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für eine Sequenzkartushe KSK =
(
Z,Σ, δ, zstart, zend
)
und
z ∈ ZPK ⊂ Z ermittelt, setzen wir





Analog denieren wird die Funktion, welhe die in Parallelkartu-
shen eingebetteten Sequenzkartushen ermittelt.
Definition 18 (Ermittlung der eingebetteten Sequenzkartushen).
Die jedem Zustand e ∈ E+SK eines Modells oder einer Parallelkartushe





mit Denitionsbereih E+SK = ESK ∪ {eM} ermittelt.
Durh die Erweiterung des Denitionsbereihs ist die Wurzelkartu-








∈ R, falls e ∈ ESK
K0SK, falls e = eM .
Diese Funktionen verwenden wir im nähsten Kapitel zu einer in-
duktiv denierten, semantishen Funktion, die bei der Modellsemantik
eingesetzt wird.
2.2.6. Beispielmodelle. Jeweils ein Beispiel für nebenläuge und
sequentielle Modelle werden nun das statishe Modell veranshaulihen.
2.2.6.1. Nebenläugkeit. Das bereits vorgestellte Beispiel, welhes
in Abbildung 2.2.16 bereits mit den Annotationen aus dem Modell
















Abbildung 2.2.16. Beispiel-Kartushe mit paralleler Region
64 2. DYNAMISCHE MODELLE






Parallelkartushen: Υ = {P1}
Sequenzkartushen: Θ = {S0, S1, S2}
Modellrelation: R = {(S0, P1), (P1, S1), (P1, S2)}





Z,Σ, δ, zstart, zend
)
mit:
Lasten: ZLE = {(z1 . β(z1) = A), (z3 . β(z3) = C)}
Parallelkartushen: ZPK = {(z2 . ρPK(z2) = P1)}
Kartushenalphabet: Σ = {ǫ}
Übergangsfunktion: δ = {(zstart, ǫ, z1), (z1, ǫ, z2), (z2, ǫ, z3), (z3, ǫ, zend)}
S1 =
(










Parallelkartushen: Z ′PK = ∅
Kartushenalphabet: Σ′ = {ǫ}


















1 ) = N)}
Parallelkartushen: Z ′′PK = ∅
Kartushenalphabet: Σ′′ = {ǫ}










E ,K, eein, eaus
)
mit:
Sequenzkartushen: ESK = {(e1 . ρSK(e1) = S1), (e2 . ρSK(e2) = S2)}
Kanten: K = {(eein, e1), (eein, e2), (e1, eaus), (e2, eaus)}
Für dieses Beispiel wird am Ende des nähsten Abshnitts formal eine
Semantik abgeleitet.
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2.2.6.2. Unverzweigter Kontrolluÿ. Für das Beispiel ohne neben-







Abbildung 2.2.17. Beispiel einer Sequenzkartushe






Parallelkartushen: Υ = ∅
Sequenzkartushen: Θ = {S0}
Modellrelation: R = ∅










(z1.β(z1) = A), (z2.β(z2) = B), (z3.β(z3) = C)
}
ZPK = ∅
Σ = {a, b, , x, ǫ}
δ =
{
(zstart, ǫ, z1), (z1, a, z1), (z1, b, z2), (z2, , z3),
(z2, x, zend), (z3, ǫ, zend)
}
Diese Beispiele sind Ausdrüke aus dem syntaktishen Bereih der
dynamishen Kontrolluÿmodelle, der im nähsten Abshnitt mit einer
Semantik ausgestattet wird.
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2.3. Kontrolluÿsemantik
Motivation. Durh das formale Modell, welhes wir im Ab-
shnitt 2.2 eingeführt haben, wurden vershiedene strukturelle Aspekte
getrennt behandelt, Begrie deniert und Einshränkungen gefordert,
die wihtige Eigenshaften begründen. Diese Begrie und Einshrän-
kungen sollen vor allem die Entwiklung eines Testwerkzeugs erleih-
tern. Die vorrangige Frage bei der Entwiklung solher Software ist
immer ein algorithmish leiht zugängliher Wohlgeformtheitsbegri,
der es erlaubt, ein zu bewertendes Modell elementweise zu behandeln.
Mit dem Modell aus Abshnitt 2.2 gelingt es uns, niht wohlgeformte
dynamishe Modelle zurükzuweisen. Für eine Simulation des Verhal-
tens sind aber noh keine ausreihenden dynamishen Eigenshaften
speziziert.
Hierzu unterlegen wir die eingeführten Elemente erst jetzt mit ei-
ner eigenen Semantik. Dieses Vorgehen bringt zwar den Nahteil einer
zusätzlihen Indirektion. Jedoh wird so die Gestaltung einer intuitiv
leiht verständlihen graphishen Notation von der Denition einer ex-
akten Semantik entohten und voneinander unabhängig.
Als Formalismus für die Kontrolluÿsemantik wählen wir Petrinet-
ze. Wir ordnen jedem Element genau das dynamishe Verhalten zu, das
dem Shalten des Petrinetzes entspriht. Petrinetze sind ein mittler-
weile weithin akzeptierter, leiht verständliher Formalismus, der spä-
ter einen formalen Zugang zur Interpretation des Performanz-Aspektes
erlauben wird. Es existieren zahlreihe Standards und Implementie-
rungen, die eine unmittelbare Speiherung und Verarbeitung der hier
beshriebenen Modelle erlaubt [52, 63, 64℄. Ein weiterer Vorteil dieser
Indirektion ist die Möglihkeit die Semantik unmittelbar zu implemen-
tieren und eine Instanz eines so implementierten Netzes in einem Simu-
lationwerkzeug zu untersuhen. So wird bei der praktishen Umsetzung
in der Werkzeugentwiklung wieder eine Indirektionsstufe eingespart.
Eben diese Indirektionsstufe ist in der Softwareentwiklung oft sehr
fehlerträhtig, weil die Modelle dieser Phase weniger präzise ausfallen.
2.3.1. Informelle Einführung.
2.3.1.1. Sequenzkartushenübersetzung. In Tabelle 1 sind die Über-
setzungsmuster für die graphishen Elemente der Sequenzkartushen
shematish aufgeführt. In der zweiten Zeile ndet sih die Übersetzung
als Petrinetz-Fragment in graphisher Darstellung. Sowohl Lasten als
auh einzubindende Parallelkartushen werden hier durh eine Stelle
(als Kreis dargestellt) repräsentiert. Diese Vereinfahung nden wir in
2.3. KONTROLLFLUSSEMANTIK 67



























[ Wächter ] Id Id
Tabelle 1. Übersetzungstabelle der Sequenzkartushen
der formalen Semantik niht mehr. Beide Stellen müssen weiter ver-
feinert werden, was durh die Substitution durh ein Subnetz erreiht
wird, welhes die Semantik der Elemente repräsentiert. Dann werden
immer zwei Stellen erzeugt, zwishen die später das Subnetz eingefügt
wird. Transitionen (als Balken dargestellt) mit Ausnahme der einmali-
gen Übersetzung eines Start- und eines Endpunktes resultieren aus der
Übersetzung von Modellkanten. Kanten des Petrinetzes haben immer
die Vielfahheit 1 und werden immer in Verbindung mit einer Tran-
sition übersetzt. Deshalb besitzt eine Transition in einer Übersetzung
einer Sequenzkartushe stets eine eingehende und eine ausgehende Kan-





Abbildung 2.3.1. Beispiel einer Sequenzkartushe
Abbildung 2.3.1 zeigt das shon in Abbildung 2.2.2 eingeführte Bei-
spiel einer einfahen Sequenzkartushe. Zunähst betrahten wir das
Petrinetz, welhes sih aus der vereinfahten shematishen Überset-
zung nah Tabelle 1 ergäbe.
In Abbildung 2.3.2 ist das Petrinetz dargestellt, welhes sih aus
der Übersetzung des Beispiels nah der Tabelle ergibt. Die mit Start
und Stop bezeihneten, in grau dargestellten Stellen stammen aus der







Abbildung 2.3.2. Beispielübersetzung einer Sequenz-
kartushe (1.Shritt)
Übersetzung des Grundmodells. Dieses wird am Ende dieses Abshnit-
tes eingeführt. Das Netz ist mit der Startmarkierung dargestellt.
Lastelemente und Parallelkartushen haben vershiedene Semanti-
ken. Die Übersetzung muÿ also durh eine Ersetzung der jeweiligen
Stellen fortgeführt werden. Eine Last oder eine Parallelkartushe wird
ihrerseits in ein stellenberandetes Subnetz transformiert, welhes dann










Die Stellen eines Subnetzes aus einer Sequenzkartushe stammen
nah Denition 1 entweder aus der Menge der Lastelemente, oder sie
stammen aus der Menge der eingebetteten Sequenzkartushen. In letz-
terem Fall repräsentieren diese Stellen Parallelkartushen und damit
p-Teilbäume. Die Lastelemente oder Parallelkartushen werden jeweils
in Subnetze übersetzt. Diese Stellen werden dann durh diese Subnetze
substituiert.
2.3.1.2. Lastzustände. Jede Last wird im Modell durh ein einzel-
nes Symbol dargestellt. Zur Bewertung ihres Zeitverbrauhs muÿ ei-
ne Mindestzahl von inneren Bearbeitungszuständen untershieden wer-
den. Wird ein Lastelement durh eine eingehende Kante aktiviert, kann
es gestartet werden. Es ist also bereit. Nahdem es gestartet wurde, ist
sein Zustand aktiv, es belegt eine Ressoure und verändert dadurh
deren zeitlihes Verhalten und die Ressoure bestimmt den Zeitpunkt,
zudem diese Last vollständig bearbeitet ist. Nah diesem Zeitpunkt ist
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das Lastelement fertig. Erst dann kann eine vom Lastelement ausgehen-






Abbildung 2.3.4. Lastzustandssemantik (verfeinert)
Grundsätzlih ist davon auszugehen, daÿ die Bearbeitung einer Last
unmittelbar nahdem sie bereit ist gestartet wird,. Sollte eine zusätz-
lihe Synhronisation nötig sein, müÿte dies im dynamishen Modell
explizit speziziert werde. Der bereit-Zustand und die erste Transiti-
on können eliminiert werden. Der sofortige Start der Lastbearbeitung
muÿ in der Implementierung der Simulationsumgebung realisiert wer-
den. Somit gelangt man zu einem einfaheren semantishen Modell für
die Lastelemente, wie in Abbildung 2.3.5 dargestellt.
#Last aktiv #Lastfertig
[#Last_bearbeitet]
Abbildung 2.3.5. Lastzustandssemantik (vereinfaht)
Die beiden Stellen für die Zustände aktiv und fertig sind selbst die
randständigen Stellen, die in der Semantik zur Ersetzung der Stelle
verwendet werden, welhe bis dahin die Last repräsentierte. Bei der
Substitution der Lastsubnetze wird in der vereinfahten Version ledig-
lih eine Transition eingefügt, welhe den Namen der Last trägt. Später
kann sie vom Simulator, wenn sie konzessioniert ist, nah Ablauf der
berehneten Bearbeitungszeit geshaltet werden. Ebenso ist der Einuÿ
dieser zusätzlihen Transition auf die Struktur des Erreihbarkeitsgra-
phen interessant.
2.3.1.3. Parallelkartushenübersetzung. In Tabelle 2 sind die Über-
setzungsmuster für die graphishen Elemente der Parallelkartushen
shematish aufgeführt. Auÿer der Quelle eein und der Senke eaus weist
eine Parallelkartushe nur einen interessanten Knotentyp auf, der die
eingebettete Sequenzkartushe repräsentiert. Jede Kante des Netzgra-
phen wird in eine Kombination aus einem eingehenden Bogen, einem
ausgehenden Bogen und einer Stelle übersetzt. Dadurh wird siher-
gestellt, daÿ jede Stelle nur einen eingehenden und einen ausgehenden
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Tabelle 2. Übersetzungstabelle der Parallelkartushen
Bogen besitzt. In Parallelkartushen können mehrere Kanten aktiviert
sein. Da aber keine Zyklen existieren, bleibt die 1-Siherheit des Netzes
gewahrt. Jeder Knoten, der eine Sequenzkartushe repräsentiert, wird
in eine Transitionen übersetzt. Analog zur Semantik der Sequenzkar-
tushen werden diese Transitionen später substituiert, wie shematish










Aus der Übersetzungstabelle der Sequenzkartushen war bereits zu
ersehen, daÿ die resultierenden Netze genau die geforderten randstän-
digen Stellen aufweisen.
2.3.1.4. Gesamtmodell. Die Interpretation eines Modells beginnt an
der Wurzelkartushe, der sogenannten K0SK-Kartushe. Wir betrahten
zunähst informell ein Grundmodell M0, welhes die Semantik eines
Modells auf der abstraktesten Ebene repräsentiert.
ModelStart Stop ModelStart Stop
Startmarkierung Endmarkierung
Abbildung 2.3.7. Petrinetz des Grundmodells
Das Startmuster zur Übersetzung des Petrinetzes besteht aus dem
Netz nah dem Shema in Abbildung 2.3.7. Die Modell-Transition ist in
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der Startmarkierung m0 konzessioniert. Die Abarbeitung eines konkre-
ten Szenarios eines dynamishen Modells wird durh das Shalten der
einzigen Transition tModell verkörpert. Die Nahmarkierung mstop mo-
delliert das bearbeitete Szenario. Die Modell-Transition ist hier niht
mehr konzessioniert.
15
Ohne (den trivialen) Beweis halten wir die wihtigen Eigenshaf-
ten dieses Netzes fest: M0 ist 1-beshränkt und die Endmarkierung
ist erreihbar. Später ist noh für jedes Subnetz zu zeigen, daÿ diese
Eigenshaften dort ebenso niht verletzt werden.
Die initiale Interpretation der K0SK-Kartushe ist die erste Transiti-
onssubstitution. Ähnlih wie in der Deklaration der Teilfunktionen er-
zeugen wir unmittelbar die Start- und Stop-Stellen, eine Eingangstran-
sition pK0SK , eine Ausgangstransition K
0
SK p und die beide Elemente der
Fluÿrelation. Dann substituiert man dieK0SK-Kartushe. Die dort mög-
liherweise eingebetteten Parallelkartushen werden rekursiv durh die
bekannten Substitutionsfunktionen eingebettet. Die Rekursion briht






Abbildung 2.3.8. Kartushe mit paralleler Region
2.3.1.5. Beispiel. In Abbildung 2.3.8 sieht man nohmals das Bei-
spiel aus Abbildung 2.2.5, erweitert um die Bezeihnung der Kartu-
shen, damit im Folgenden die Übersetzung shrittweise nahvollzogen
werden kann.
Zunähst wird die S0-Kartushe übersetzt. Das Netz in dieser Zwi-
shensituation ist in Abbildung 2.3.9 dargestellt.
16
Hier sind die Ele-
mente aus der Übersetzung des Grundmodells und der S0-Kartushe
zu sehen. Die Stelle P1, welhe aus der Parallelkartushe P1 entstanden
ist, wird in diesem Netz noh niht substituiert.
15
Hier ndet sih auh die Erklärung der im Beispiel 2.3.2 eingeführten Start-
und Stop-Stellen.
16
Wobei zu bedenken ist, daÿ die später zu substituierenden Stellen niht wirk-
lih erzeugt werden.















Abbildung 2.3.10. Übersetzung der Parallelkartushe (2.Shritt)
In Abbildung 2.3.10 zeigen wir das Subnetz aus der zu substituie-
renden Parallelkartushe an ihrem Platz. Die Elemente des vorherigen
Modells sind grau dargestellt. Ebenso sind die Bezeihner weggelassen,
zB. tein oder sein, die nah der letzten Substitution niht mehr notwen-
dig sind. Wir sehen im Subnetz die mit S1 und S2 bezeihneten Transi-
tionen, die für die eingebetteten Sequenzkartushen eingefügt wurden.
Diese Transitionen müssen nun wiederum durh je ein Subnetz sub-
stituiert werden. Die beiden Subnetze sind denkbar einfah aufgebaut
und bestehen nur aus je einem Lastelement M und N . Dem bekann-
ten Mehanismus folgend, werden Ein- und Ausgangstransitionen und

















Abbildung 2.3.11. Übersetzung der eingebetteten Se-
quenzkartushen (3.Shritt)
In Abbildung 2.3.11 ist das resultierende Gesamtnetz zu sehen.
Zwar ist die Herkunft jeder Transition und Stelle nahvollziehbar, aber
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das Netz wurde durh Einfügung vieler Leerstellen und redundanter
Transitionen unübersihtlih. Für die folgenden Beispiele werden wir
uns oft auf die Elemente des Netzes beshränken, die wihtige Anno-






Abbildung 2.3.12. Reduktion unbeshrifteter Stellen
und spontaner Transitionen (Zum leihteren Verständ-
nis)
Wie bei dieser Betrahtung interpretieren wir jede Stelle, die mit
einer Last assoziiert ist, als deren Zustand. Die Last sehen wir als
in Bearbeitung bendlih, falls sih eine Marke an dieser Stelle be-
ndet. So bleibt vom Gesamtnetz von Abbildung 2.3.11 nah Reduk-
tion niht bedeutender Elemente nah dieser Lesart nur noh das in
Abbildung 2.3.12 dargestellte Netz übrig. Dieser Vorgang wird in der
formalen Semantik im Folgenden niht beshrieben und dient für dieses
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Abbildung 2.3.13. Untersheidung laufender und be-
arbeiteter Lasten
Nah der Substitution der Lastmodelle (hier in der reduzierten
Form) ergibt sih das Gesamtbild, wie in Abbildung 2.3.13 dargestellt.
Die Transitionen, welhe zwishen den mit aktiv und fertig gekenn-
zeihneten Lastzuständen liegen, werden bei der Simulation noh einer
weiteren Diskussion unterliegen. Nah dieser informellen Einführung
folgt die Denition einer formalen Semantik für das dynamishe Kon-
trolluÿmodell.
2.3.2. Syntaktishe Bereihe. Wir verwenden die in Ab-
shnitt 2.2 formal eingeführten Elemente als syntaktishe Bereihe. Zur
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leihteren Lesbarkeit der in diesem Abshnitt eingeführten Denitionen
verwenden wir folgende Konvention.
KSK =
(
Z,Σ, δ, zstart, zend
)
, eine Sequenzkartushe aus
KSK , der Menge der betrahteten Sequenzkartushen, es wird
ZLE , die Menge der Lastelemente und
ZPK , die Menge der Parallelkartushen untershieden und
Z = ZLE ∪ ZPK ∪ {zstart} ∪ {zend}.
Für Parallelkartushen bezeihnen wir nah folgender Konvention:
KPK =
(
E ,K, eein, eaus
)
, eine Parallelkartushe aus
KPK , der Menge der betrahteten Parallelkartushen, dabei ist
ESK , die Teilmenge der Sequenzkartushen, für die gilt
E = ESK ∪ {eein} ∪ {eaus}.






, ein dynamishes Modell aus
M, der Menge der betrahteten dynamishen Modelle.
Damit ist die endlihe Menge der Parallelkartushen eines dynamishen
Modells eine Teilmenge des Denitionsbereihs Υ ⊆ KPK und die end-
lihe Teilmenge der Sequenzkartushen eine Teilmenge des Denitions-
bereihs Θ ⊆ KSK .
Für die Denition der folgenden Funktionen verwenden wir stets die
entsprehenden Kleinbuhstaben wie für die Zustände der Sequenzkar-
tushe z ∈ Z, die Bezeihner eines Zustandsübergangs l ∈ Σ, einen
Knoten im Graphen der Parallelkartushe e ∈ E und eine Kante im
Graphen der Parallelkartushe k ∈ K.
Wo in Denitionen Kartushen als Parameter verwendet werden,
bezeihnen wir sie mit KSK im Falle einer Sequenzkartushe und mit
KPK im Falle einer Parallelkartushe, die gegebenenfalls zusätzlih in-
diziert werden können.
2.3.3. Semantishe Bereihe. Struktur und Shaltregeln von
Petrinetzen denieren das genaue Verhalten der Modelle. In der Lite-
ratur der letzten Jahre wurden Petrinetze vershiedenster Komplexität
beshrieben. Um die Lesart der hier verwendeten einfahen Petrinetze
eindeutig festzulegen, führen wir die nötigen Denitionen kurz ein.
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2.3.3.1. Einführung in einfahe Petrinetze.
Definition 19 (Petrinetz). Ein Quintupel N = (S, T, F, V,m0)
wird Petrinetz (oder Stellen/Transitionsnetz) N genannt, wenn
S, T jeweils zwei Mengen sind, für die gilt:
S ∩ T = ∅ , und
F ⊆ (S × T ) ∪ (T × S) eine Relation (Fluÿrelation) ist, und
V , die sogenannte Vielfahheit, eine Funktion ist, die jedem Element
f der Relation F eine natürlihe Zahl zuordnet:
V : F → N+0
und jede Abbildung der Stellenmenge S in die natürlihen Zahlen N+0
ist eine sogenannte Anfangsmarkierung m0 ∈ NS.
Wir verwenden als semantishen Bereih sogenannte gewöhnlihe
Petrinetze.
Definition 20 (Gewöhnlihes Petrinetz). Ein Petrinetz, für das
gilt ∀f ∈ F . V (f) = 1, heiÿt gewöhnlihes Petrinetz.
Da im Folgenden nur gewöhnlihe Petrinetze betrahtet werden,
kann die Vielfahheit der Kanten ignoriert werden. Ein Petrinetz N
wird hinreihend durh (S, T, F,m) beshrieben. Alle Denitionen wer-
den ebenso nur für gewöhnlihe Netze eingeführt.
Definition 21 (Konzession). Sei N = (S, T, F,m0) ein Petrinetz,
m eine Markierung (oder Belegung) von N und t ∈ T eine Transition
des Netzes. Dann hat t Konzession, falls gilt (∀s ∈ S . (s, t) ∈ F ) ⇒
m(s) ≥ 1
Definition 22 (Hilfsfunktionen). Wir führen drei Hilfsfunktionen
ein. Sei s ∈ S eine beliebige Stelle und t ∈ T eine beliebige Transition,
dann denieren wir als:
t+(s) =
{




1, falls (s, t) ∈ F
0, sonst.
und ∆t(s) = t+(s)− t−(s).
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Das Shalten einer Transition und damit die Ableitung einer Fol-
gemarkierung m′ aus einer Markierung m wird mit diesen Funktionen
wie gewohnt deniert.
Das Shalten der Transitionen ist niht alleine abhängig von deren
Konzessionierung. Eingabe und Interaktion mit der Umgebung (reali-
siert durh das Szenario) und zeitlihe Abhängigkeiten, die durh den
Simulator aufgelöst werden, legen später die Shaltreihenfolgen fest.
Darauf wird im Folgenden detailiert eingegangen.
2.3.3.2. Notation der semantishen Kategorien. Als semantisher
Bereih nden gewöhnlihe Petrinetze Verwendung. Die Kontrolluÿ-
semantik konzentriert sih zunähst hauptsählih auf die Mengen der
Stellen und Transitionen und der Fluÿrelation.
Definition 23 (Semantishe Kategorien).
N = (S, T, F ) das einem Petrinetz zugrundeliegende Netz mit
S der Menge der betrahteten Teilmengen der Stellen,
T der Menge der betrahteten Teilmengen der Transitionen,
F der Menge der betrahteten Teilmengen der Fluÿrelationen,
P der Menge aller betrahteten Netze und im Einzelnen,
für deren Elemente N,N ′ ∈ P gelte (S ∪ S ′) ∩ (N ∪N ′) = ∅.
2.3.3.3. Besondere Operatoren. Zur Vereinigung zweier Netze mit-
tels der Vereinigung ihrer Teilmengen benutzen wir den Vereinigungs-
operator:
Definition 24 (Netzvereinigung). Es seien zwei Petrinetze
N = (S, T, F ),N ′ = (S ′, T ′, F ′) ∈ P, dann ist
N ∪ N ′ := (S ∪ S ′, T ∪ T ′, F ∪ F ′)
Es wird ein Netzsummen-Operator für die Vereinigung aller Netze, die
durh die Funktion f aus den Elementen einer Menge erzeugt werden
können, eingeführt.
Definition 25 (Netzsumme). Gegeben eine beliebige Funktion f :
X −→ P, die aus beliebigen Parametern x ∈ X ⊆ X ein Netz erzeugt.
Gegeben die Menge X = {x1, x2, . . . , xn}, die n Elemente enthält, auf
welhe durh einen Index i = 1 ≤ i ≤ n als xi zugegrien werden kann.
Dann denieren wir⋃
x∈X
f(x) := f(x1) ∪ f(x2) ∪ . . . ∪ f(xn)
2.3.3.4. Semantishe Hilfsfunktionen. Die Übersetzung der Ele-
mente in ein Petrinetz führt, wie in der informellen Einführung gezeigt,
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manhmal zu einem einzelnen Element manhmal aber auh zu meh-
reren Elementen des semantishen Bereihes. Um die korrekte Verbin-
dung der Elemente im semantishen Bereih untereinander zu gewähr-
leisten, aber auh eine Zuordnung zum Element aus dem ursprünglihen
Denitionsbereih zu ermöglihen, werden diese Elemente des Werte-
bereihs von S und T durh Paare (elem, type) dargestellt. Dabei ist
elem das Element des Wertebereihes und type ein Element aus:
type ::= Spre | Spost | Sitem | Tpre | Tpost | Titem
Um die textlih umfangreihen Beispiele der Petrinetzsemantik im
Folgenden übersihtliher zu halten, werden folgende Operatoren als
Abkürzung verwendet:
Definition 26 (Semantishe Operatoren). Sei x ∈ X ein Element
eines beliebigen Denitionsbereihs und FJ−K : X → P eine beliebi-
ge Funktion, die das Element des Denitionsbereihs in ein Petrinetz
übersetzt, mit FJxK = (S, T, F ), dann ist
◦x = (elem, type).(elem = x) ∧ (type = Spre) ∈ S
x◦ = (elem, type).(elem = x) ∧ (type = Spost) ∈ S
◦x◦ = (elem, type).(elem = x) ∧ (type = Sitem) ∈ S
px = (elem, type).(elem = x) ∧ (type = Tpre) ∈ T
xp = (elem, type).(elem = x) ∧ (type = Spost) ∈ T
pxp = (elem, type).(elem = x) ∧ (type = Sitem) ∈ T
Analog dazu wird eine Umkehrfunktion deniert, die erst in Kapi-
tel 3 benötigt wird. Dort ermögliht es bei der Denition einer Szena-
riogrammatik auf die Elemente des dynamishen Modell zuzugreifen,
die für entsprehende Petrinetzelemente ursählih waren.
Definition 27 (Semantishe Umkehrfunktion). Sei für ein e, als
ein Element einer beliebigen Menge eines Petrinetzes mit (e ∈ S) ∨
(e ∈ T ) ∨ (e ∈ F ), dessen Domäne bezeihnet mit E. Damit sei eine
Umkehrfunktion
elem : E→ X
gegeben derart, daÿ
elem(FJxK) = x.
Auf die Elemente einzelner Übersetzungsfunktionen muÿ in an-
deren Funktionen zugegrien werden können, damit eine Verbindung
(namentlih durh die Elemente der Fluÿrelation) mit den rihtigen
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Elementen erfolgen kann. Die interessanten Elemente sind die Stel-
len (elem, Spre) und (elem, Spost) und Transitionen (elem, Tpre) und
(elem, Tpost), welhe die randständigen Netzelement der Subnetzüber-
setzungen sind. Auÿerdem ist ein Zugri auf die Elemente nötig, die
wihtige Funktionen tragen oder weiter substituiert werden müssen.
2.3.4. Lastsemantik. Wir denieren nun exakt die verfeinerte
Lastsemantik aus Abbildung 2.3.4.
Definition 28 (Lastsemantik). Die Semantik der Lastelemente
wird durh folgende Funktion deniert:





{(◦z, pzp), (pzp, z◦)}
)
2.3.5. Kartushensemantik. Wir denieren nun die Semantik
der beiden Kartushenarten. Zur Denition der Semantik einer Kartu-
shenart wird die Semantik der jeweils anderen Kartushenart benötigt.
2.3.5.1. Signaturen. Die Paralellkartushen-Semantik übersetzt die
Kartushe selbst in ein Subnetz und verbindet sie mit dem Netz der
Kartushe, in die sie eingebettet war.
Definition 29 (Parallelkartushensemantik). Die semantishe
Funktion der Parallelkartushe hat die Form:
PKJ−K(−,−) : Υ→ (M× ZPK −→ P)
Analog dazu benötigt die semantishe Funktion der Sequenzkartu-
she noh einmal das Knotenelement der Parallelkartushe, in die sie
eingebettet ist, um ihre Einbettung in das Netz zu erreihen.
Definition 30 (Sequenzkartushensemantik). Die semantishe
Funktion der Sequenzkartushe hat die Form:
SKJ−K(−,−) : Θ→ (M× ESK −→ P)
2.3.5.2. Formale Sequenzkartushensemantik. Lasten und Parallel-
kartushen sind deniert durh stellenberandete Subnetze. Die Seman-
tik der Zustandsübergangsfunktion δ muÿ diese Subnetze verbinden.
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Definition 31 (Übergangsfunktionssemantik). Die Übergangs-
funktion δ ist deniert durh
T J−K : δ −→ P





{(z◦, pδip), (pδip, ◦z
′)}
)
Die semantishe Gesamtfunktion der Sequenzkartushe lautet so:
Definition 32 (Formale Semantik der Sequenzkartushen).
SKJ−K(−,−) : Θ→ (M× ESK −→ P)
mit SKJ
(


















T J(z, l, z′)K
2.3.5.3. Formale Parallelkartushensemantik.
Definition 33 (Kantensemantik). Die Semantik der Kantenele-
mente der Parallelkartushen ist formal deniert mit





{(k−p, ◦k◦), (◦k◦, pk+)}
)
Damit läÿt sih die Parallelkartushe durh folgende Gesamtfunktion
darstellen:
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Definition 34 (Formale Semantik der Parallelkartushen).
PKJ−K(−,−) : Υ→ (M×ZPK −→ P)
mit PKJ
(
E ,K, eein, eaus
)
K(M, z.z ∈ ZPK) =(
{◦z, z◦},
{eeinp, peaus},










In der Parallelkartushe sind alle Knoten Repräsentanten von Se-
quenzkartushen. Die semantishen Funktionen der Sequenzkartushen
erzeugen transitionsberandete Subnetze. Die Kanten des Kartushen-
graphen müssen die rihtigen randständigen Ein- und Ausgangstransi-
tionen der Subnetze verbinden. Dazu führen wir zunähst die semanti-
she Funktion für die Kanten ein.
2.3.6. Modellsemantik. Die informelle Einführung zeigte, daÿ
die Interpretation eines Modells an der K0SK-Kartushe beginnt.
Die initiale Interpretation der K0SK-Kartushe ist die erste Transiti-
onssubstitution. Ähnlih wie in der Deklaration der Teilfunktionen er-
zeugen wir unmittelbar die Start- und Stop-Stellen, eine Eingangstran-
sition, eine Ausgangstransition und die beiden Elemente der Fluÿrelati-
on. Dann substituiert man dieK0SK-Kartushe. Die dort mögliherweise
einzufügenden Parallelkartushen werden rekursiv durh die bekannten
Substitutionsfunktionen eingebettet. Die Rekursion briht an den Se-
quenzkartushen KSK ab, deren Teilmenge ZPK leer ist.
Definition 35 (Modellsemantik). Formal ist die Semantik des
Kontrolluÿmodells gegeben mit:
MJ−K : M −→ P











{peM , eM p},




2.3.7. Beispiele. Als Beispiel wird nun das in Abshnitt 2.2.6.1 in
seiner Syntax vollständig dargestellte Modell eines nebenläugen Ab-
laufes interpretiert und seine Semantik durh die vorgestellten Funk-
tionen abgeleitet.
Beispiel 6 (Beispielsemantik mit Nebenläugkeit). Die Modellse-







{Start, Stop}, {peM , eM p},
{(Start, peM ), (eM p, Stop)}
)
∪ SKJρSK(eM)K(M, eM )
mit ρSK(eM) = S0 ergibt sih der zweite Summand zu:
SKJS0 =
(
Z,Σ, δ, zstart, zend
)
K(M, eM ) =(
{zstart◦, ◦zend}, {peM , eM p}, {(peM , zstart◦), (◦zend , eM p)}
)
∪ LEJz1K ∪ LEJz3K
∪ PKJρPK(z2)K(M, z2)
∪ T Jδ1 = (zstart, ǫ, z1)K ∪ T Jδ2 = (z1, ǫ, z2)K
∪ T Jδ3 = (z2, ǫ, z3)K ∪ T Jδ4 = (z3, ǫ, zend)K
Die Semantik der Kanten löst sih auf zu:
T Jδ1 = (zstart, ǫ, z1)K = ({zstart◦, ◦z1}, {pδ1p}, {(zstart◦, pδ1p), (pδ1p, ◦z1)})
T Jδ2 = (z1, ǫ, z2)K = ({z1◦, ◦z2}, {pδ2p}, {(z1◦, pδ2p), (pδ2p, ◦z2)})
T Jδ3 = (z2, ǫ, z3)K = ({z2◦, ◦z3}, {pδ3p}, {(z2◦, pδ3p), (pδ3p, ◦z3)})
T Jδ4 = (z3, ǫ, zend)K = ({z3◦, ◦zend}, {pδ4p}, {(z3◦, pδ4p), (pδ4p, ◦zend)})
Die Semantik der Lastelemente ergibt im Einzelnen:
LEJz1K =
(





{◦z3, z3◦}, {pz3p}, {(◦z3, pz3p), (pz3p, z3◦)}
)




E ,K, eein, eaus
)
K(M, z2) =(
{◦z2, z2◦}, {peein, eausp}, {(◦z2, peein), (eausp, z2◦)}
)
∪SKJρSK(e1)K(M, e1) ∪ SKJρSK(e2)K(M, e2)
∪KJ(eein, e1)K ∪ KJ(eein, e2)K ∪ KJ(e1, eaus)K ∪ KJ(e2, eaus)K
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In der Parallelkartushe P1 ergeben sih die Kanten zu:
KJk1 = (eein, e1)K =
(
{◦k1◦}, {peein, e1p}, {(peein, ◦k1◦), (◦k1◦, e1p)}
)
KJk2 = (eein, e2)K =
(
{◦k2◦}, {peein, e2p}, {(peein, ◦k2◦), (◦k2◦, e2p)}
)
KJk3 = (e1, eaus)K =
(
{◦k3◦}, {pe1, eausp}, {(pe1, ◦k3◦), (◦k3◦, eausp)}
)
KJk4 = (e2, eaus)K =
(
{◦k4◦}, {pe2, eausp}, {(pe2, ◦k4◦), (◦k4◦, eausp)}
)
Shlieÿlih ist die Semantik der beiden eingebetteten Sequenzkartu-
shen S1 und S2 zu bestimmen. Die Menge der Knoten der eingebetteten
Parallelkartushen ZPK ist bei beiden Kartushen leer. Die Semantik
der Kartushe S1 ist damit:
SKJS1 =
(















































































































1 , ǫ, z
′′
end)K
Die Übergangsfunktionen für S2 ergeben sih zu:




















T Jδ′′2 = (z
′′




































Damit ist die Übersetzung abgeshlossen, und wir können die Teilnet-
ze vereinigen. In diesem Beispiel wurde auf eine eindeutige Benennung
der Übergangsfunktionen der drei jeweiligen Sequenzkartushen verzih-
tet. Es existieren lediglih ǫ-Übergänge.
Werden die einzelnen Funktionen ineinander eingesetzt, ergibt sih





mit den jeweiligen Teilmengen, die im Einzelnen wie folgt zusammen-
gesetzt sind:






























F = {(Start, peM), (eM p, Stop), (peM , zstart◦), (◦zend, eM p), (zstart◦, pδ1p),
(pδ1p, ◦z1), (z1◦, pδ2p), (pδ2p, ◦z2), (z2◦, pδ3p), (pδ3p, ◦z3), (z3◦, pδ4p),
(pδ4p, ◦zend), (◦z1, pz1p), (pz1p, z1◦), (◦z3, pz3p), (pz3p, z3◦), (◦z2, peein),
(eausp, z2◦), (peein, ◦k1◦), (◦k1◦, e1p), (peein, ◦k2◦), (◦k2◦, e2p),




















































Besondere Aufmerksamkeit verdienen hier die Transitionen pz1p und
pz3p, die shalten sollen, wenn die Aktivitäten A und C terminieren
und die Transitionen pz′1p und pz
′′
1 p für die Aktivitäten M und N . Die
Mengendarstellung entspriht dem Netz in Abbildung 2.3.11. Die Zu-
ordnung aller syntaktishen Elemente zu der Graphik an dieser Stelle
verbleibt dem interessierten Leser.
Beispiel 7 (Unverzweigter Kontrolluÿ). Folgend wird die Seman-
tik des Beispiels eines unverzweigten Kontrollusses, wie es in Ab-
shnitt 2.2.6.2 eingeführt wurde, abgeleitet. In diesem Beispiel, dessen
graphishe Darstellung in Abbildung 2.2.17 zu sehen ist, existiert nur
die Wurzelkartushe S0. Die Modellsemantik ergibt sih wie im vorigen
Beispiel zu:






{Start, Stop}, {peM , eM p}, {(Start, peM), (eM p, Stop)}
)
∪ SKJρSK(eM)K(M, eM )




Z,Σ, δ, zstart, zend
)
K(M, eM ) =(
{zstart◦, ◦zend}, {peM , eM p}, {(peM , zstart◦), (◦zend , eM p)}
)
∪ LEJz1K ∪ LEJz2K ∪ LEJz3K
∪ ∅
∪ T Jδ1 = (zstart, ǫ, z1)K ∪ T Jδ2 = (z1, b, z2)K
∪ T Jδ3 = (z2, , z3)K ∪ T Jδ4 = (z3, ǫ, zend)K
∪ T Jδ5 = (z1, a, z1)K ∪ T Jδ6 = (z2, x, zend)K
Die Semantik der Kanten läÿt sih unmittelbar berehnen zu:
T Jδ1 = (zstart, ǫ, z1)K = ({zstart◦, ◦z1}, {pδ1p}, {(zstart◦, pδ1p), (pδ1p, ◦z1)})
T Jδ2 = (z1, b, z2)K = ({z1◦, ◦z2}, {pδ2p}, {(z1◦, pδ2p), (pδ2p, ◦z2)})
T Jδ3 = (z2, , z3)K = ({z2◦, ◦z3}, {pδ3p}, {(z2◦, pδ3p), (pδ3p, ◦z3)})
T Jδ4 = (z3, ǫ, zend)K = ({z3◦, ◦zend}, {pδ4p}, {(z3◦, pδ4p), (pδ4p, ◦zend)})
T Jδ5 = (z1, a, z1)K = ({z1◦, ◦z1}, {pδ5p}, {(z1◦, pδ5p), (pδ5p, ◦z1)})
T Jδ6 = (z2, x, zend)K = ({z2◦, ◦zend}, {pδ6p}, {(z2◦, pδ6p), (pδ6p, ◦zend)})
Die Semantik der drei Lastelemente ergibt:
LEJz1K =
(








{◦z3, z3◦}, {pz3p}, {(◦z3, pz3p), (pz3p, z3◦)}
)
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S = {Start, Stop, zstart◦, ◦zend, ◦z1, z1◦, ◦z2, z2◦, ◦z3, z3◦}
T = {peM , eM p, pδ1p, pδ2p, pδ3p, pδ4p, pδ5p, pδ6p, pz1p, pz2p, pz3p}
F = {(Start, peM), (eM p, Stop), (peM , zstart◦), (◦zend, eM p), (zstart◦, pδ1p),
(pδ1p, ◦z1), (z1◦, pδ2p), (pδ2p, ◦z2), (z2◦, pδ3p), (pδ3p, ◦z3), (z3◦, pδ4p),
(pδ4p, ◦zend), (z1◦, pδ5p), (pδ5p, ◦z1), (z2◦, pδ6p), (pδ6p, ◦zend), (◦z1, pz1p),
(pz1p, z1◦), (◦z2, pz2p), (pz2p, z2◦), (◦z3, pz3p), (pz3p, z3◦)}
Die Abbildung 2.3.2 aus der informellen Einführung zeigte nur den ers-
ten Übersetzungsshritt, ohne Übersetzung der Lastelemente. In Abbil-






























Abbildung 2.3.14. Vollständige Übersetzung der Sequenzkartushe
In dieser Darstellung sind die Bezeihnungen der Kartushendar-
stellung entnommen. Die Stellen im Einzelnen sind: Start und Stop
wie bezeihnet. Die unbenannten Stellen an der zweiten und vorletzten
Postion entsprehen den Elementen zstart◦ und ◦zend. Abereit entspriht
◦z1 und Afertig dem Element z1◦. Die Stellen, die B repräsentieren,
sind ◦z2 und z2◦ und C wird verkörpert durh ◦z3 und z3◦.
Die randständigen Grundmodell-Transitionen tein und taus entspre-
hen peM und eM p, die aus der Übersetzung des Modellknotens resultie-
ren. Dann sind weiterhin zwei unbeshriftete Transitionen zu sehen (die
zweite und die vorletzte), welhe aus den beiden unbeshrifteten Über-
gängen der Sequenzkartushe vom Startzustand zur Last A und von Last
C zum Endzustand stammen. Diese entsprehen den Transitionen pδ1p
und pδ6p. Dann sind drei Transitionen zu erkennen, die das Terminieren
der Lastbearbeitung der Lasten A, B und C modellieren. Diese werden
durh pz1p, pz2p und pz3p modelliert. Die Elemente pδ2p, pδ3p, pδ4p und pδ5p
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werden in die Transitionen übersetzt, welhe die Wähterannotationen
a, b, c und x tragen und zur Interpretation der Szenarien dienen, die
im nähsten Kapitel beshrieben werden.
2.4. Erreihbarkeitsgraph
Das Petrinetz modelliert durh die Stellen unter anderem die Las-
ten, deren Zeitverbrauh wir abshätzen wollen. Jede Stelle repräsen-
tiert die Instanz einer Last. Diese Instanz kann im Verlauf eines Ab-
laufszenarios mehrfah naheinander, aber nie mehrfah gleihzeitig ab-
gearbeitet werden. Nebenläug bearbeitete Lasten müssen explizit mo-
delliert werden und mehrfah vorkommen. Transitionen verwenden wir,
um Ablaufszenarios zu realisieren. An den Stellen, an denen durh eine
vorhandene Marke ein Konikt entsteht, war es nah unserer Forde-
rung möglih, durh untersheidbare Anshriften genau eine aus mehre-
ren gleihzeitig konzessionierten Transitionen auszuwählen. Eine Mar-
ke an einer Stelle zeigt an, daÿ die dadurh repräsentierte Last sih
in Bearbeitung bendet. Durh diese Interpretation forderten wir ein
1-beshränktes Netz. Später werden wir Informationen über die Ver-
teilung von Lasten auf Ressouren hinzufügen. Aus Teilmengen der
Markierung läÿt sih dann auf die jeweiligen zeitbestimmenden Fakto-
ren shlieÿen. Verfolgen wir also die Markierung und ihre Änderungen,
ist der Erreihbarkeitsgraph des Modellnetzes besonders interessant.
Dieser drükt genau die Übergänge zwishen möglihen Markierungen
aus.
Satz 3 (Erreihbarkeitsgraph). Ist ein Petrinetz N k-beshränkt,
ist sein Erreihbarkeitsgraph EG(N) erzeugbar und endlih.
Beweis: siehe [57℄.
2.4.1. Performanzdeterminierte Verzweigungen. Betrahtet
man nohmals das vereinfahte semantishe Modell aus Abbil-
dung 2.3.12, das wir hier in Abbildung 2.4.1 wiederholen, ergibt sih





Abbildung 2.4.1. Reduktion unbeshrifteter Stellen
und spontaner Transitionen (Zum leihteren Verständ-
nis)
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In Abbildung 2.4.2 ist der Erreihbarkeitsgraph dieser Se-
mantik graphish dargestellt. Der dargestellte Vektor der
Markierung ordnet den einzelnen Stellen nah dem Shema








Abbildung 2.4.2. Erreihbarkeitsgraph des Beispielmodells
Wir sehen an z3 unmittelbar die nebenläuge Bearbeitung der bei-
den Lasten M und N. Da sie nur in einem Zustand markiert sind, wird
ihre Nebenläugkeit augenfällig. Beide Lasten benötigen aber niht
zwingend die gleihe Bearbeitungszeit. Da der Folgezustand z4 bei-
de Lasten als terminiert modelliert und im Erreihbarkeitsgraphen un-
mittelbar folgt, kann das zeitlih frühere Terminieren der einen oder
anderen Last niht ausgedrükt werden. Die Zustände laufend und














t tA Ctt fork join
Abbildung 2.4.3. Untersheidung laufender und bear-
beiteter Lasten
Abbildung 2.4.3 wiederholt das vollständige Modell mit jeweils ei-
ner zusätzlihen Stelle, welhe die abgeshlossene Bearbeitung einer
Last modelliert. An diesem Netz kann nun anhand der Markierung
untershieden werden, ob die Last M oder N terminiert ist oder bei-
de terminiert sind. In Abbildung 2.4.4 wird der Erreihbarkeitsgraph
dieser Semantik dargestellt.











Abbildung 2.4.4. Erreihbarkeitsgraph des Beispielmodells
Der Erreihbarkeitsgraphe ist in zwei Pfade aufgespalten. Der Eine
modelliert das Terminieren der Last M zeitlih nah der Last N (ge-
strihelt dargestellt), der Andere die umgekehrte Reihenfolge (durh-
gezogen dargestellt). Betrahtet wird der Vektor der Markierung nah:
〈m(Start), m(A), m(Maktiv), m(Naktiv),
m(Mfertig), m(Nfertig), m(B), m(Stop)〉
Dargestellt ist, der Übersihtlihkeit halber, nur der Teil der Markie-
rung, der für das Vorhandensein mehrerer Pfade im Erreihbarkeits-
graphen verantwortlih ist.
Der Pfad über [. . . tM , tN . . . ] stellt die Ablaufvariante vor, in
der die Bearbeitung von M als erstes terminiert, und der Pfad über
[. . . tN , tM . . . ], in der die Bearbeitung von N als erstes terminiert.
In einem späteren Kapitel wird eine zeitlihe Semantik als Bewer-
tungsfunktion für einen Pfad des Erreihbarkeitsgraphen eingeführt
und als zentrales Mittel zur Bewertung des zeitlihen Verhaltens dis-
kutiert. Im hier gezeigten Beispiel haben wir keine Interaktion mit der
Auÿenwelt. Es ist kein anderer Ablauf durh bedingte Ausführung von
Aktivitäten möglih. Die Wahl eines bestimmten Pfades im Erreih-
barkeitsgraphen hängt nur von der Reihenfolge des Terminierens von
Lasten ab. Damit ist der Pfad nur durh die Leistungsfunktionen der
Ressouren determiniert. Sind in den Sequenzkartushen bedingte Aus-
führungen speziziert, entstehen im Erreihbarkeitsgraphen neue Grup-
pen von Pfaden. Ein Testfall (dh. ein Szenario) stellt genau eine voll-
ständige Auösung dieser Konikte dar. Die formale Struktur dieser
Szenarien wird im nähsten Kapitel eingeführt.
2.4.2. Kommunikationsdeterminierte Verzweigungen. Das
zweite Beispiel des unverzweigten Kontrolluÿes zeigt keine perfor-
manzdeterminierten Verzweigungen. Die Verzweigungen am Erreih-
barkeitsgraphen, der sih aus diesem Modell ermitteln läÿt, sind deter-
miniert durh die entsprehenden Wähter, die von den Anshriften an








Abbildung 2.4.5. Beispielübersetzung der Sequenzkar-
tushe (1.Shritt)
Betrahtet man an dem bereits eingeführten Beispiel, das hier
in Abbildung 2.4.5 wiederholt wird, die Markierung der relevan-
ten Stellen für die Lasten und den Start- und Endzustand nah:
〈m(Start), m(A), m(B), m(C), m(Stop)〉, ergibt sih der Erreihbar-











Abbildung 2.4.6. Erreihbarkeitsgraph des Beispielmodells
Die Bestimmung eines Pfades in diesem Erreihbarkeitsgraphen ist
das Ergebnis einer Kommunikation mit der Auÿenwelt, der in Form
der Szenariospezikation in die Interpretation des Modells einieÿt. Die
beiden in diesem Kapitel bemühten Beispiele weisen jeweils nur einen
Typ an den Verzweigungen auf. Modelle in der Praxis stellen Mishfor-
men dar. Im nähsten Kapitel werden die vershiedenen Aspekte der
Kommunikation eingeführt.
2.5. Zusammenfassung
In diesem Kapitel wurde ein graphishes Modell zur Beshreibung
des Kontrollusses eingeführt, das mit einer formalen Spezikation sei-
ner strukturellen und dynamishen Eigenshaften ausgestattet ist. Es
soll ausdruksstark genug sein, um gängige Modelle unmittelbar be-
shreiben zu können. Es ist darauf ausgelegt, in seiner graphishen
Notation intuitiv leiht verständlih zu sein. Dabei wurde darauf Wert
gelegt, Doppeldeutigkeiten bei der Interpretation weitgehend zu ver-
meiden und Intuition und Eigenshaftsdenition kohärent zu halten.
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Vor allem aber formuliert das hier eingeführte Modell in einem kla-
ren Wohlgeformtheitsbegri die Trennung von nebenläugen und se-
quentiellen Regionen und garantiert tehnishe Eigenshaften, die bei
der späteren Interpretation als Performanzmodell eine eindeutige und
reproduzierbare Bewertung durh eine Simulationsumgebung ermögli-
hen und eindeutige Interpretierbarkeit und das Terminieren einer Si-
mulation garantieren. Die formale Petrinetzsemantik gibt niht nur eine
exakte Denition der Bedeutung jedes Modells, sondern bietet durh
den gewählten Formalismus eine Grundlage für die unmittelbare Ver-
wendung der Semantik in der Implementierung eines Testwerkzeugs.
KAPITEL 3
Szenarien
In Kapitel 2 wurde ausführlih die Struktur und die Semantik von
dynamishen Modellen (Kontrolluÿmodellen) diskutiert. Um Perfor-
manzeigenshaften, also das zeitlihe Verhalten eines im Lauf bendli-
hen Modells zu betrahten, müÿen einzelne zu testende Abläufe, soge-
nannte Szenarien speziziert werden. Dies ist eine der Aufgaben bei der
Modellbewertung. Der Entwikler möhte Szenarien auf eine bequeme
und intuitive Art erstellen können und dabei von einem leistungfähigen
Werkzeug unterstützt werden.
In diesem Kapitel werden Szenarien in theoretishe Kategorien ein-
geordnet. Aus dieser Einordnung ergeben sih wihtige Erkenntnisse für
die spätere Implementierung eines Szenario-Editor in einem Werkzeug
und ein gröÿeres Verständnis deren grundlegender Struktur.
3.1. Grundlagen
Die Ausführungszeit für einen vollständigen Lauf steht im Mittel-
punkt der Betrahtung. Als vollständiger Lauf wurde dabei eine Folge
aktivierter Lastzustände bezeihnet, die vom Startzustand der K0SK-
Kartushe zu deren Stoppzustand führt. Jedes dynamishe Modell ver-
fügt über mindestens einen vollständigen Lauf. Dazu wurden die im
letzten Kapitel denierten Einshränkungen für Parallelkartushen auf
syntaktisher Ebene gemaht, die Erreihbarkeit des Endzustandes in
Lemma 1 bewiesen und die Existenz eines Laufes für Sequenzkartu-
shen gefordert. Diese Eigenshaft muÿ später durh die syntaktishe
Analyse eines Editors eines Werkzeugs sihergestellt werden.
Die meisten Modelle in der Praxis werden aber eine Vielzahl mög-
liher Läufen spezizieren. Existiert in einer Sequenzkartushe eine
Shleife, so ist diese Menge bereits abzählbar unendlih und enthält
prinzipiell auh Läufe unbeshränkter Länge. In der Praxis beshäfti-
gen wir uns aber nur mit endlihen Verläufen. Die Auswahl geeigneter
Läufe ist ein Willensakt des Entwiklers, der durh sein Wissen über
diese Domäne begründet ist.
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In der Spurtheorie [43, 1, 66, 44, 45, 2, 26, 27, 53℄ und bei asyn-
hronen Automaten [65, 66, 53℄ ndet man passende sprahtheoreti-
shen Modelle zur Beshreibungen einzelner Abläufe von Petrinetzen.
3.1.1. Läufe als Shaltsequenz. Das Beispiel einer
Sequenzkartushen-Übersetzung aus Abbildung 2.3.14, hier in
Abbildung 3.1.1 wiederholt, zeigt drei Lasten A, B und C. Eine Marke






























Abbildung 3.1.1. Beispiel 1 (Sequenzkartushe)
Die Folge der aktivierten Lasten kann somit der Folge der Markie-
rungen entnommen werden. Die Last A ist aktiv, falls m(A
aktiv
) = 1.





das sihere Netz eines dynamishen Performanz-
modells, •t der Vorbereih der Transition t mit •t = {s.(s, t) ∈ F}, t•
der Nahbereih der Transition t mit t• = {s.(t, s) ∈ F}, so bezeihnet
man die Überführung der Markierung m in die Folgemarkierung m′





m(s), falls s 6∈ •t ∪ t•
1, falls s ∈ t•
0, falls s ∈ •t
Eine Folge von Transitionen heiÿt Shaltsequenz von m0 nahmn falls:
tseq = (t1, . . . , tn)⇔ ∃m0, . . . , mn.m0[t1〉m1[t2〉 . . . [tn〉mn
Kurz: m0[tseq〉mn für n ≥ 0.
Da es für jedes Modell mindestens einen vollständigen Lauf gibt,
existiert mindestens eine Shaltsequenz tseq mit m[tseq〉m
′
, sodaÿ
m(Start) = 1 und m′(Stop) = 1.
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In Abbildung 3.1.2 ist der Erreihbarkeitsgraph des Beispiels erneut
dargestellt. Bei der Markierung wurde der Vektor auf die interessanten











Abbildung 3.1.2. Erreihbarkeitsgraph des Beispielmodells
Anshriften an Transitionen sind in diesem Beispiel, wenn vorhan-
den, in ekigen Klammern (als Wähter) dargestellt. Diese Art von
Transitionen ndet man an einer Stelle s genau dann, wenn sih nah
dieser Stelle Transitionen im Petrinetz in Konikt benden, d.h. für
diese Transitionen gilt | {t.(s, t) ∈ F} |> 1. Durh Interaktion mit der
Auÿenwelt können diese Konikte aufgelöst werden. In der Praxis wird
ein koniktfreier Lauf genau durh Vorgabe einer Shaltsequenz tseq
determiniert. Dazu genügt es hier die Transitionen darzustellen, die
solhe Annotationen tragen. Repräsentieren wir eine solhe Transiti-
on durh das den Wähter repräsentierende Zeihen, sind Beispiele für
Shaltsequenzen tseq = (a,a,b,x), tseq = (b,) oder tseq = (a,a,a,b,).
Am Beispiel mit einfaher Nebenläugkeit in Abbildung 3.1.3 ndet























Abbildung 3.1.3. Beispiel 2 (Nebenläugkeit)
Diese Transitionen feuern erst, wenn die Last, die sie repräsentie-
ren, vollständig bearbeitet wurde. Der Wähter beshreibt also das













Abbildung 3.1.4. Erreihbarkeitsgraph bei Nebenläugkeit
Dieses Beispiel enthält keine Transitionen im Konikt. Es existie-
ren zwei Shaltsequenzen tseq = (tM, tN) und tseq = (tN, tM). Anders
als beim vorherigen Beispiel ist das Vorkommen der Transitionen in
der Reihenfolge unabhängig. Betrahtet man nur die Transitionen im
Konikt, kann nur die leere Sequenz tseq = ω vorgegeben werden. Die
beiden möglihen Sequenzen entsprehen den beiden möglihen Pfaden
im Erreihbarkeitsgraphen, der in Abbildung 3.1.4 dargestellt ist.
3.1.2. Äquivalenzklassen von Läufen. Betrahtet man die
Menge an Transitionen als Alphabet Σ, so speziziert das Petrinetz
eine Menge an möglihen Shaltsequenzen, die man als Sprahe L über
dem Alphabet Σ auassen kann. Eine Shaltsequenz kann durh ei-
ne Transitionssequenz, also als ein Wort w ∈ L repräsentiert werden.
Für Nebenläugkeit reiht der Begri der Wortsprahe zur Beshrei-
bung niht aus, und es werden Spurtheorie und endlihe asynhrone
Automaten eingeführt.
3.1.2.1. Spuren und Spursprahen. Die Klasse an Wörtern, die sih
innerhalb einer Sprahe nur durh die Vertaushung der Zeihen aus
einer Teilmenge jeweils unabhängiger Elemente untersheidet, bezeih-
net man als Spur. Die Bezeihnung geht auf Mazurkiewiz zurük. Eine
umfassende Darstellung ist unter anderem bei [44, Mazurk.℄, [45, Ma-
zurk.℄, [2, Rozenb.℄, [26, Diek.℄ und [27, Diek.℄ zu nden. Hier wird die
Menge der unabhängigen Elemente explizit deniert.
Definition 37 (Alphabet mit Unabhängigkeitsrelation). Ein Al-
phabet mit Unabhängigkeitsrelation ist ein Paar (Σ, I) bestehend aus
einem Alphabet Σ und einer irreexiven, symmetrishen zweistelligen
Relation, der sogenannten Unabhängigkeitsrelation I ⊆ Σ2.
Später wird die Quasitransitivität als Eigenshaft der Unabhän-
gigkeitsrelation eine wihtige Grundlage wünshenswerter tehnisher
Eigenshaften begründen.
Definition 38 (Quasitransitivität). Sei (Σ, I) ein Alphabet mit
Unabhängigkeitsrelation, dann heiÿt I quasitransitiv, falls gilt:
∀a, b, c ∈ I, a 6= b, b 6= c . ((a, b) ∈ I ∧ (b, c) ∈ I)⇒ (a, c) ∈ I
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Zwei Ausdrüke, die sih nur um Elemente aus der Unabhängig-
keitsrelation untersheiden, sind bezüglih dieser Relation äquivalent.
Definition 39 (Äquivalenz von Ausdrüken). Sei (Σ, I) ein Al-
phabet mit Unabhängigkeitsrelation. Zwei Ausdrüke v, w ∈ Σ∗ heissen
äquivalent (v ∼=I w) bezüglih der Unabhängigkeitsrelation I, wenn
v ∼=I w ⇔ (∃u, u
′ ∈ Σ∗, ∃a, b ∈ Σ) .v = uabu′ ∧ w = ubau′ ∧ (a, b) ∈ I
Die Teilmenge von äquivalenten Ausdrüken bildet eine Äquivalenz-
klasse, die man als Spur bezeihnet.
Definition 40 (Spuren und Spursprahe). Es sei (Σ, I) ein Al-
phabet mit einer Unabhängigkeitsrelation. Eine Menge von Ausdrüken
t ⊆ Σ∗ für die gilt: v, w ∈ t⇔ v ∼=I w, heiÿt Spur.
Sei E(Σ, I) die Menge der Äquivalenzklassen (Spuren) über dem
Alphabet Σ bezüglih der Unabhängigkeitsrelation I. Dann heiÿt jede
Teilmenge T ⊆ E(Σ, I) Spursprahe.
Für jedes w ∈ Σ∗ bezeihnet [w]I die Äquivalenzklasse aller zu w
bzgl. I äquivalenten Wörter und ist damit eine Spur t ∈ E(Σ, I).
Um die Begrie auf ein Petrinetz anzuwenden, muÿ nur die Transi-
tionsmenge TTrans als Alphabet interpretiert werden (Σ = TTrans) und
die Unabhängigkeitsrelation aus dem Netz abgeleitet werden.
Definition 41 (Relation unabhängiger Transitionen). Es sei T die
Menge der Transitionen eines Petrinetzes N . Die Unabhängigkeitsre-
lation des Petrinetzes ist wie folgt erklärt
t1, t2 ∈ Σ, (t1, t2) ∈ IN ⇔
(•t1 ∩ •t2) = ∅ ∧ (•t1 ∩ t2•) = ∅ ∧ (t1 • ∩ • t2) = ∅ ∧ (t1 • ∩t2•) = ∅
Definition 42 (Spursprahe über einem Petrinetz). Sei TTrans =
Σ und IN die Unabhängigkeitsrelation über dem Petrinetz N , so nennt
man PT ⊆ E(TTrans, IN) eine Spursprahe über dem Petrinetz N .
3.1.2.2. Endlihe asynhrone Automaten. In den Formalismen wur-
den bisher Strukturierungsmöglihkeiten für Σ∗-Mengen eingeführt.
Zur Beshreibung des Szenarios wäre dies ausreihend. Wenn die Be-
shreibung von Performanzmodellen angestrebt wird, muÿ eine Teil-
menge L ⊆ Σ∗ betrahtet werden. Mehr noh ist uns diese Teilmenge
als Sprahe über einem Petrinetz L = L(MJMK) vorgegeben. Fragen,
wie Worte dieser Sprahe erzeugt und erkannt werden, spielen aber bei
der praktishen Umsetzung eine groÿe Rolle. Eine sehr anshaulihe
Theorie, welhe die praktishe Umsetzung unterstützt, ndet sih bei
[65, 66, Zielonka℄, in Form der endlihen, asynhronen Automaten.
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Definition 43 (Endliher, asynhroner Automat). Ein endliher,
asynhroner Automat EAA, bestehend aus n-Teilautomaten, mit
n ≥ 1, ist ein (n + 3)-Tupel A = (P1, . . . ,Pn, I,D,F). Dabei sind
• Pi = (Σi, Si) ist dabei der i-te Teilautomat, mit Σi dem Alpha-
bet und Si der endlihen nihtleeren endlihen Zustandsmenge
des Teilautomaten,
• I ⊆ S der endlihen Menge der Anfangszustände,
• D einer Familie von Übergangsrelationen und
• F ⊆ S der endlihen Menge der Endzustände.
Dabei ist das Gesamtalphabet des Automaten ΣA gleih der Vereinigung
der Zeihenmengen der Teilautomaten ΣA = ∪i∈{1..n}Σi.
Unter einem globalen Zustand von A versteht man dann ein Tupel S
aus S1× · · ·× Sn. Für jedes Zeihen a ∈ ΣA läÿt sih die Heimat über
die Menge Dom(a) = {i ∈ {1..n}.a ∈ Σi} ermitteln.
D = {δa . a ∈ ΣA} ist eine Shar von Übergangsrelationen
δa : Πi∈Dom(a)Si → P(Πi∈Dom(a)Si). Ein a-Übergang (s1, . . . , sn) ⇒a
(s′1, . . . , s
′
n) von einem globalen Zustand (s1, . . . , sn) in einen Nahfol-
gezustand (s′1, . . . , s
′
n) ∈ S wird deniert als (s1, . . . , sn)⇒a (s
′





s′i = si , i 6∈ Dom(a)
(s′i1 , . . . , s
′
ik
) ∈ δa(si1 , . . . , sik) , i ∈ Dom(a).
Ein a-Übergang bewirkt einen Zustandsübergang in den Heimatau-
tomaten des Terminals und läÿt die übrigen Teilautomaten unberührt.
Daraus ergibt sih die Wortsprahe eines EAA aus der Menge an
Terminalfolgen, die einen Anfangszustand in einen Endzustand über-
führen.
Definition 44 (Wortsprahe eines EAA). Es seien A ein EAA,
w ∈ Σ∗A ein Wort über dem Alphabet von A und s,s
′ ∈ S globale Zu-





{s} , falls w = ǫ⋃
δw∈δa(s)
δv(s
′) , falls w = av, a ∈ ΣA, v ∈ Σ
∗
A
Somit ergibt sih die Wortsprahe des EAA zu
L(A) = {w ∈ Σ∗A|δw(I) ∩ F 6= ∅}
Das Vorkommen zweier Terminale mit disjunkter Heimat ist unab-
hängig von der Reihenfolge.
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Lemma 4 (Parallele Zeihenverarbeitung). Sei A ein EAA, a, b ∈
ΣA und Dom(a) ∩Dom(b) = ∅, dann gilt für alle s, s
′ ∈ S:
δab(s) = s
′ ⇔ δba(s) = s
′
Beweis siehe [65℄. Um den EAA auf den Spurbegri übertragen zu
können, leitet man die Unabhängigkeitsrelation über das Alphabet des
EAA ab und nutzt die parallele Zeihenverarbeitung.
Lemma 5 (Erkennung von Spuren). Sei A ein EAA. Mit
IA = {(a, b) ∈ Σ
2
A . Dom(a) ∩Dom(b) = ∅},
gilt für zwei Wörter v, w ∈ Σ∗A, für die gilt v
∼=IA w und beliebige
Zustände s, s′ ∈ S
δv(s) = s
′ ⇔ δw(s) = s
′
Darauf läÿt sih die von einem EAA erkennbare Spursprahe de-
nieren.
Definition 45 (Spursprahe eines EAA). Sei A ein EAA, (ΣA, IA)
das Alphabet mit Unabhängigkeitsrelation, [w] ∈ E(ΣA, IA) eine Spur,
s, s′ ∈ S beliebige Zustände und s0 ∈ I, sf ∈ F , dann denieren wir
δ[w](s) = s
′ ⇔ δw(s) = s
′
und die Spursprahe von A als
T (A) = {t ∈ E(ΣA, IA) . δt(s0) = sf}
Nah Lemma 5 akzeptiert ein EAA alle Wörter einer Spur w ∈
Σ∗A . [w] = t oder keines. Also ist T (A) = [L(A)]. Der EAA A über
seine globale Zustandsmenge S betrahtet ist ein DEA. Daher ist die
Sprahe L(A) regulär und damit gilt nah Korollar ??:
Lemma 6 (Erkennbarkeit der Spursprahe). Die Spursprahe T (A)
über einem EAA A ist erkennbar.
Durh Einführung zweier weiterer Begrie in dieser Einordnung in
die Theorie werden später weitere Vorteile der Denition des hier ver-
wendeten dynamishen Performanzmodells oenbar.
Definition 46 (Deterministisher und siherer EAA). Ein EAA
A = (P1, . . . ,Pn, I,D,F) heiÿt deterministish, wenn
• es genau einen globalen Anfangszustand gibt: | I |= 1
• ∀(δa.a ∈ ΣA), s ∈ Πj∈Dom(a)Sj . | δa(s) |≤ 1.
A heiÿt siher, wenn
∀s ∈ S, s0 ∈ I, sf ∈ F , v ∈ Σ
∗ . ∃w ∈ Σ∗ . δv(s0) = s⇒ δw(s) = sf .
98 3. SZENARIEN
Sihere EAAs können von jedem ihrer globalen Zustände zu ih-
rem Endzustand fortgesetzt werden und nur in diesem verklemmen.
Intuitiv sieht man bereits jetzt, daÿ Szenarien als die Shaltsequenzen
der Petrinetze durh Ausdrüke rationaler Spursprahen repräsentiert
werden können. Sie können durh deterministishe, sihere, endlihe,
asynhrone Automaten repräsentiert werden.
Abshluÿeigenshaften und Entsheidbarkeitsfragen werden später
wihtige tehnishe Eigenshaften begründen. Deshalb folgen einige
Sätze, zitiert aus [65, Ziel.℄, bzw. [53, Rein.℄ die später diskutiert wer-
den.
Satz 7 (Wortproblem). Sei T ⊆ E(Σ, I) eine beliebige rationa-
le Spursprahe über einem Alphabet und einer Unabhängigkeitsrelation
und t ∈ E(Σ, I), dann ist t ∈ T entsheidbar.
Entsheidbarkeit der Gleihheit für rationale Spursprahen.
Satz 8 (Gleihheitsproblem bei rationalen Spursprahen). Seien
T1, T2 ⊆ E(Σ, I) zwei beliebige rationale Spursprahen. Genau dann,
wenn I quasi-transitiv ist, ist T1 = T2 entsheidbar.
Satz 9 (Gleihheitsproblem bei erkennbaren Spursprahen). Sei-
en T1, T2 ⊆ E(Σ, I) zwei beliebige, erkennbare Spursprahen, deniert
durh die endlihen Automaten der Wortsprahen L(T1), L(T2), dann
ist T1 = T2 entsheidbar.
Die Untersuhung auh Gleihheit spielt in Werkzeugen eine Rolle,
wenn die Kompatibilität von Szenario und Modell festgestellt werden
muÿ. Die Beantwortung des Wortproblems geshieht während der Si-
mulation selbst, was im Folgenden konkretisiert wird.
3.2. Dynamishe Modelle während der Simulation
Nah Einführung grundlegender Begrie und Vorstellungen aus der
Theorie der Spuren und endlihen asynhronen Automaten soll die Be-
shreibung von einzelnen Abläufen dynamisher Modelle untersuht
werden.
3.2.1. Grammatikalishe Einordnung. Die Auswahl einer
Kante durh Kommunikation ist für den Modellierer im dynamishen
Performanzmodell sihtbar. Rein laufzeitbedingte Vorgänge sind im
Modell unsihtbar. Die Bildung der Begrie Ablauf und Szenario sind
also für die Entwiklung von Testfällen sinnvoll. Folgend wird der Sze-
nariobegri anhand der eingeführten formalen Begrie deniert.
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3.2.1.1. Endliher, asynhroner Automat eines Modells. Für ein






Abbildung 3.2.1. Kartushe mit paralleler Region
Beispiel 8 (Beispielmodell als EAA).
Das Modell in Abbildung 3.2.1 weist eine einfahe Nebenläugkeit
zweier Lasten auf. In der in Abbildung 3.2.2 dargestellten Petrinetz-
übersetzung wird aus Platzgründen wieder auf einige Modellelemente














Abbildung 3.2.2. Petrinetz des Modells













aufgeführt, die aus der Übersetzung der Struktu-
relemente des Modellbaumes stammen. Zur Erläuterung der Shaltse-
quenzen waren diese Stellen verzihtbar. In der Darstellung des asyn-
hronen Automaten werden sie aber zur Synhronisation benötigt und
haben eine wihtige Aufgabe. Im Beispiel sind die Lasten nur durh
eine Stelle repräsentiert und das Augenmerk lastet auf der folgenden
Transition, die das Terminieren dieser modelliert. Für die Last A ist
diese folgende Transition in diesem Beispiel der einfaheren Lesbarkeit
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halber mit a annotiert
1
. Die bislang unbeahteten Transitionen, die
aus der Verzweigung und Vereinigung des Kontrolluÿes in der Paral-
lelkartushe stammen, bekommen jetzt eine zentrale Bedeutung. Die
Verzweigung ist mit f (für fork) und die Vereinigung mit j (für join)
annotiert.
Die Ereignisse m und n sind unabhängig, die Ereignisse a und f
beispielsweise aber abhängig. Die Struktur eines Kartushenmodells
kann nun hilfreih sein einen EAA zu konstruieren, der diesen Eigen-
shaften Rehnung trägt. Die Synhronisation mit den Automaten der
jeweils korrespondierenden nebenläugen Region erfolgt durh gemein-
sam verwendete Terminale. Diese Terminale ergeben sih genau aus
den Transitionen der Parallelkartushe in welhe die entsprehenden
Sequenzkartushen eingebettet sind. Im Beispiel sind dies die Termi-
nale f und j der entsprehende Transitionen.
Pein Paus




a f j c
m n
f fj j
Abbildung 3.2.3. Asynhroner Automat des Beispiels
Das Beispiel gibt unmittelbar folgende formale Darstellung:
A = (P1,P2,P3, I,D,F) mit :
P1 = (Σ1, Q1), Σ1 = {a, , f, j},





P2 = (Σ2, Q2), Σ2 = {m, f, j},





P3 = (Σ3, Q3), Σ3 = {n, f, j},





I = {(Start, S1, S2)},
F = {(Stop, S1, S2)},
1
Kleine Buhstaben nden im Folgenden wieder Verwendung, um Wähter,
also Interaktion mit der Auÿenwelt, anzuzeigen. In diesem Beispiel 8 soll nur die
ansonsten verwendete lange Shreibweise a
term
vermieden werden.
3.2. DYNAMISCHE MODELLE WÄHREND DER SIMULATION 101
Und die partiell denierte globale Übergangsfunktion ergibt sih zu:
D = { δa(A) → (Pein),
δc(C) → (Stop),

















δǫ(S2ein) → (N) }
Hinweis: ǫ-Transitionen des EAA existieren nur im Beispiel durh
Weglassung uninteressanter Netzelemente. Eine Werkzeugimplementie-
rung wird die Lasten kontrolliert aktivieren. Jede Transition eines Mo-
dells hat eine eindeutige Identität, die zum Gesamtalphabet gereh-
net wird. Damit ist ∀(δa.a ∈ ΣA), s ∈ Πj∈Dom(a)Sj . | δa(s) |≤ 1, d.h. daÿ
keine zwei Übergangsrelationen für das gleihe Terminal (bzw. die glei-
he Transition) in einem Teilautomaten existieren, und | I |= 1 folgt
nah Denition 46, daÿ A siher und deterministish ist. Aus den De-
nitionen des dynamishen Performanzmodells läÿt sih dies generell für
alle Petrinetz-Übersetzungen sagen. Weiterhin ist die getrennte Dar-
stellung des Start- und Stopzustands optional. Ebenso ist die Aufnah-
me der Endzustände der Teilautomaten in den globalen Endzustand
überüÿig, da dies aus der Modellstruktur folgt.
Diese Erzeugung eines EAA aus dem Modell soll als Grundlage für
eine Werkzeugimplementierung formal skizziert werden.
3.2.1.2. Erzeugung des endlihen, asynhronen Automaten aus dem
Modell. Jede Transition des Netzes wird zu einem Terminal in einem
der Kartushe zugeordneten Teilalphabet. Jede Stelle wird zu einem
Zustand und aus der Fluÿrelation läÿt sih die Shar der Übergangsre-
lationen ableiten. Die Zugehörigkeit zur rihtigen Teilmenge läÿt sih
dabei ausdrüken durh eine Hilfsfunktion, die eine Umkehrung der
semantishen Funktionen darstellt.
Mit der semantishen Umkehrfunktion aus Denition 27 läÿt sih
die Spursprahe des dynamishen Modells in Form eines endlihen,
asynhronen Automaten unmittelbar darstellen.
Definition 47 (Spursprahe eines Modells). Sei NM das Petri-




mit MJMK = (S, T, F ). Die
Menge aller Kartushen wird zusammengefaÿt als: Ξ = Υ ∪Θ.
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Die Spursprahe des Netzes wird deniert durh den endlihen,
asynhronen Automaten A = (P1, . . . ,Pn, I,D,F). Dabei ist n = |Ξ|.
Die Teilalphabete P1, . . . ,Pn leiten sih ab von den Kartushen
X1, . . . , Xn ∈ Ξ. Dabei erzeuge eine Funktion A den EAA nah
A = A(NM ) wie folgt:
Jeder Teilautomat Pk = (Σk, , Zk).1 ≤ k ≤ n setzt sih aus dem
Teilalphabet Σk und der Zustandsmenge Zk wie folgt zusammen:
Σk = {t ∈ T . elem(t) ∈ Ξk}
Zk = {s ∈ S . elem(s) ∈ Ξk}
Die Shar der Übergangsfunktionen ergibt sih zu:
D =
{
δt∈T ({s ∈ S.(s, t) ∈ F}) = ({s ∈ S.(t, s) ∈ F})
Shlieÿlih sind:
I = {Start ∈ S}
F = {Stop ∈ S}
Diese Denition sieht eine vollständige Übersetzung aller Kartu-
shen vor. Parallelkartushen X ∈ Υ ⊆ Ξ fügen stets spontane Tran-
sitionen in die Teilalphabete ein. Diese entsprehen ǫ-Übergängen. In
den folgenden Beispielen wird das Netz der Übersihtlihkeit halber
um die spontanen Transitionen reduziert und eine Zerlegung nur in die














Abbildung 3.2.4. Beispiel für Spursprahen
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3.2.1.3. Modelle mit Ablaufsteuerung und Nebenläugkeit. In Ab-
bildung 3.2.4 wird ein Modell vorgestellt, welhes Nebenläugkeit auf-
weist, Transitionen mit Auswahlmöglihkeit besitzt und mehrere Zy-
klen besitzt. Hier sind untershiedlihe Transitionstypen kombiniert
und sollen zur informellen Einführung des Problems dienen.
Auf die Darstellung der Petrinetze wird aus Platzgründen verzih-
tet. Wir betrahten unmittelbar den Erreihbarkeitsgraphen mit dem
interessanten Teil der Markierung, die neun Stellen, welhe die Be-
reitshaft der Lasten A, M, N, C und deren vollständige Bearbeitung































































Abbildung 3.2.5. Erreihbarkeitsgraph, Beispiel
Beispiel 9 (Komplexes Beispielmodell).
Sind die Lasten der eingebetteten Sequenzkartushen fertig be-
arbeitet, muÿ in beiden Kartushen jeweils zunähst die Entshei-
dung getroen werden, ob die Last M, bzw N wiederholt bearbei-
tet wird, oder die Parallelkartushe verlassen werden soll. Der leih-
teren Lesbarkeit halber teilen wir die Markierung in drei Vekto-



























)〉. In Abbildung 3.2.5 ist der
resultierende Erreihbarkeitsgraph dargestellt.
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In Abshnitt 2.4 wurden performanzdeterminierte Verzweigungen
und kommunikationsdeterminierte Verzweigungen am Erreihbarkeits-
graphen vorgestellt. An Verzweigungen, die mit performanzbezogenen
Annotationen bezeihnet sind, kann durh den Simulator eine Auswahl
getroen werden. Dies waren die alleinigen Transitionen des Beispiels 8.
Kommunikationsbezogene Verzweigungen resultieren aus Transitio-
nen des Petrinetzes, die im Konikt stehen. Diese bilden Shleifen oder
Sprünge und tragen jeweils an der Verzweigung untersheidbare Kan-
tenanshriften. Dies war eine Anforderung für Transitionen im Konikt.
Der durh diesen Erreihbarkeitsgraphen gebildete Automat ist also de-
terministish. Die Wahl einer solhen Kante entspriht dem Shalten
der entsprehenden Transition, welhe diese Anshrift trägt. Im Er-
reihbarkeitsgraphen sind nur die Anshriften abgetragen. Da aber die
Anshriften im Zusammenhang mit den Transitionen interpretiert wer-
den, sind auh zwei Transitionen mit dem gleihen Label modellweit
eindeutig untersheidbar.
Im Erreihbarkeitsgraphen sind ebenso alle Kombinationen an An-
notationstypen zu nden. Beispielsweise Markierungen, deren Folge-
markierung nur anhand kommunikationsbezogener Anshriften zu er-
mitteln ist, wie z.B. die Markierung 〈0, 1, 0, 0, 0〉〈0, 0, 0〉〈0, 0, 0〉, welhe
die Auswahl oder die Umgehung der Parallelkartushe realisiert. An
der Markierung 〈0, 0, 0, 0, 0〉〈1, 0, 0〉〈1, 0, 0〉 erkennt man ausshlieÿlih
performanzbezogene Annotationen. In dieser Markierung entsheidet
das frühere Terminieren einer Lastbearbeitung über die Wahl des Fol-
gezustandes.
Ein besonderer Fall ist die Markierung 〈0, 0, 0, 0, 0〉〈0, 1, 0〉〈1, 0, 0〉.
Diese Markierung mit ihren ausgehenden Transitionen ist in Abbil-











Abbildung 3.2.6. Einzelzustand des Erreihbarkeitsgraphen
Auf den ersten Blik sieht man, daÿ von den Zuständen des Erreih-
barkeitsgraphen ausgehende Kanten zu beiden Typen gehören können.
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Später führen wir ein, daÿ das Shalten einer performanzdeterminier-
ten Transition nur erfolgt, falls keine anderen Transitionen Konzession
haben, und man auf diese Transition gewissermaÿen warten muss. Die-
se Anforderung, die sih aus dem willentlih festgelegten Zeitbegri
ergibt, wird in den nähsten Kapiteln formal deniert.
Zur Spezikation eines Testfalles müssen nur für alle Transitionen
an denen eine Auswahl stattnden muÿ eine Entsheidung getroen
und geeignet gespeihert werden. Die Ableitung des gesammten EAAs
für dieses Beispiel würde deutlih zu umfangreih sein. Hauptsählih
würden auh Zustände und Transitionen speziziert, die strukturellen
Ursprung haben oder performanzbezogen sind. Das Modell von Bei-
spiel 9 eignet sih gut um interessante Szenarien zu formulieren. Die
im folgenden Kapitel herausgearbeiteten Denitionen dienen einer e-
zienten Implementierung und einer inuitiven Darstellung, die Szenarien
auf die wesentlihen Elemente reduziert. Beipiel 9 wird deshalb in den
nähsten Abshnitten wiederholt zitiert.
3.2.2. Abläufe. Die Sprahe T (A) des Modells aus Beispiel 9 ist
mähtiger als die des vorherigen Beispiels. Zunähst notieren wir einen
Ablauf durh eine Kette von Zeihen, die einen konkreten Ablauf an-
geben. Groÿbuhstaben symbolisieren zunähst das Terminieren einer
Lastbearbeitung. Kleinbuhstaben symbolisieren eine Auswahl einer
Kante. Zum Beispiel ACx heiÿt nah beendigter Bearbeitung der Last
A wird die Kante  gewählt, dann beginnt die Bearbeitung der Last
C. Terminiert diese, wird Kante x gewählt und man erreiht den End-
zustand. Tritt das Modell in eine nebenläuge Region ein, ist die Rei-
henfolge der Lasttermination niht mehr eindeutig zu beantworten, da
der die Reihenfolge der Termination nebenläuger Lasten erst in der
sequentiellen Simulation entshieden werden kann. In diesem Fall ge-
hört ein Ablauf zu einer Äquivalenzklasse. Jedes Element dieser Klasse
untersheidet sih dann nur durh eine Vertaushung von Elementen,
die unabhängig voneinander sind.
Die Gröÿe der Äquivalenzklassen ist untershiedlih. Für die Bei-
spiele w1 = ACx und w2 = ApMNyzjCx, die zum Erreihbarkeitsgra-
phen in Abbildung 3.2.5 passen, ergeben sih |[w1]| = 1 und |[w2]| = 6.
Die Gröÿe von w2 verwundert, da erkennbar ist, daÿ nur die zwei Fälle,
nämlih das frühe Terminieren von M oder N für die Simulation inter-
essant sind. Am Erreihbarkeitsgraphen läÿt sih die Gröÿe an der An-
zahl an Pfaden ablesen, auf denen der Endzustand zu erreihen ist. Als
Einzelszenarien geshrieben sind dies sehs Einzelabläufe ApMNyzjCx,
ApNMyzjCx, ApMNzyjCx, ApNMzyjCx, ApMyNzjCx und ApNzMyjCx, die
zu einer Äquivalenzklassen gehören. Das Terminal j rührt hier von der
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Transition her, welhe die Kontrollüsse der Parallelkartushe wieder
vereint. Im Erreihbarkeitsgraphen in Abbildung 3.2.5 ist die entspre-
hende Kante so beshriftet. Da diese Transition die zur Synhronisati-
on tragende Rolle spielt wird sie hier mitgeführt und der Umgang mit
ihr später erläutert.
3.2.2.1. Performanz-Szenario. Jeder bislang betrahtete Ablauf
modellierte eine eindeutige Reihenfolge aller Ereignisse. Es wird fest-
gelegt, daÿ alle Transitionen, die niht zeitbehaftet sind und Konzessi-
on haben, unmittelbar feuern können. Dies sind Transitionen, die aus
Strukturelementen stammen und die Auswahl bei Transitionen im Kon-
ikt. Erst an Zuständen des Erreihbarkeitsgraphen, deren ausgehen-
de Kanten nur performanzabhängige Annotationen tragen sollen, diese
aufgelöst werden.
In den Symbolsequenzen galt die Aufmerksamkeit Transitionen, die
das Terminieren von Lasten modellieren für alle a ∈ ΣA.(elem(a) ∈
ZLE), sowie den Transistionen, die Interaktion mit der Auÿenwelt mo-
dellieren für alle a ∈ ΣA.(elem(a) ∈ δ). Beispiele wie w1 = ACx,
w2 = ApMNyzjCx oder w3 = ApMNynNzjCx.
Der Szenarioentwikler möhte nur die Reihenfolge der Interaktio-
nen mit der Auÿenwelt spezizieren. Diese Auswahl an Transitionen
im Konikt können als Modelle für Benutzerauswahl, Ereignisse oder
Bedingungen verstanden werden. Wie sie im Softwaremodell zu verste-
hen sind, muÿ niht angegeben werden, da nur die Auswirkung durh
die Auswahl einer Transition für die Simulation entsheidend ist. Eine
Szenariodarstellung, die Elemente, die Lastterminierung modellieren
reduziert ist, bietet eine bessere Übersiht. In den vorherigen Beispie-
len würde also w1 = x, w2 = pyzx oder w3 = pynzx zum Verständnis
eines Ablaufes genügen.
Definition 48 (Spurreduktion). Sei AM = A(NM) der aus dem
Netz NM erzeugte EAA, a ∈ ΣA und v, w ∈ ΣA∗, dann ist die Reduk-
tion redδ : Σ




a ◦ redδ(v), falls w = av, a ∈ ΣA . (elem(a) ∈ δ)
redδ(v), falls w = av, a ∈ ΣA . (elem(a) ∈ ZLE)
ǫ, falls w = ǫ
Das Beispiel w3 = pynzx drükt aus, daÿ die Parallelkartushe ein-
mal bearbeitet, die Last M in der Sequenzkartushe S
1
einmal und die
Last N in der Sequenzkartushe S
2
zweimal abgearbeitet werden sollen.
1
Die Darstellung zur Vereinfahung um weniger bedeutende Terminale
verkürzt.
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Da die Reihenfolge der Bearbeitung der Auswahl von y, n und z in Be-
zug auf das Szenario unabhängig ist, ist der Ausdruk w′3 = pnyzx äqui-
valent. Was ausgedrükt werden soll, ist die Spur [w3] ∈ T (A). Diese
Spur speziziert eine eindeutige Auswahl einer Reihe von Entsheidun-
gen, aber niht die Reihenfolge, die nah der Unabhängigkeitsrelation
äquivalent ist und niht die Reihenfolge des Terminierens von Lasten.
3.2.2.2. Spurzerlegung. Ein Szenario der nah der eingeführten De-
nition enthält alle nötigen Informationen zur Ablaufsteuerung. Die
Darstellung ist bislang aber niht sehr anshaulih. In der Theorie
der Spursprahen gibt es zahlreihe Zerlegungstehniken. Hier soll eine
Zerlegung deniert werden, die einen Ausdruk in Teilausdrüke zer-
legt, welhe die Abläufe einer bestimmten Sequenzkartushe beshrei-
ben und reduziert sind auf die Terminale, welhe die Auswahl einer
bestimmten Übergangsfunktion bewirken. Ein so zerlegtes Szenario ist
im Hinblik auf ein dynamishes Modell leiht lesbar und hält sowohl
für den Szenarienentwikler, als auh bei der Werkzeugimplementie-
rung benötigte Informationen in geeigneter Form bereit.
Bei w3, das noh aus einem reht einfahen Ablauf stammt, ist
shwer zu erkennen, durh welhen Weg der Verlauf bestimmt ist.
Damit ist gemeint, daÿ Begrie wie die Anzahl der Ausführung von
Shleifen niht oensihtlih sind. Die Verteilung der Terminale auf die
Teilautomaten ist eine wihtige strukturelle Information, die erhalten
werden soll.
Definition 49 (Spur-Reduktion auf Teilautomaten). Sei
A = (P1, . . . ,Pn, I,D,F) ein aus einem Modell erzeugter EAA,
ΣA das globale Alphabet, Pi = (Σi, Si) ein Teilalphabet von A, a ∈ Σi
ein beliebiges Terminal aus dem Alphabet des Teilautomaten Pi,
v, w ∈ Σ∗A, Teilausdrüke über dem globalen Alphabet, dann ist die








a ◦ redi(v), falls w = av . a ∈ Σi
redi(v), falls w = av . a 6∈ Σi
ǫ, falls w = ǫ
Definition 50 (Spurzerlegung). Sei A = (P1, . . . ,Pn, I,D,F) ein
aus dem Modell M erzeugter EAA mit n-Teilautomaten, w ∈ L(A) ein
Ausdruk über der Sprahe von A und [w]A ∈ T (A) eine Spur über der
durh den Automaten denierten Spursprahe, dann ist die Zerlegung
einer Spur die Menge ∆([w]A) mit den Eigenshaften:
∆([w]A) = {[v1], . . . , [vn]}, mit
∀vi, 1 ≤ i ≤ n . vi = redi(w)
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Beispiel 10 (Vershiedene Szenario-Darstellungen). Folgendes be-
















Abbildung 3.2.7. Beispiel zur Reduktion
Ein Ablauf der durh die Auswahl p die Parallelkartushe betritt,




startet. Die Last M wird in
der Kartushe S
1
nur einmal bearbeitet. Die Kartushe wird durh die
Auswahl y sofort verlassen. Die Last N soll hingegen zweimal bearbeitet
werden. Dazu muÿ einmal die Auswahl n getroen werden um die Be-
arbeitung zu wiederholen. Dann wird die Kartushe S
2
durh die Wahl
von z verlassen. Die Parallelkartushe kann nun verlassen werden und
die Bearbeitung der Last C beginnt. Nah der Termination von C wird
das Modell durh Auswahl von x beendet. Dieser Ablauf wurde bereits
als Beispiel w3 = ApMyNnNzjCx eingeführt. w3 ist dabei ein typishes
Element, welhes aber die gesamte Äquivalenzklasse [w3] repräsentieren
soll. Dabei haben wir die spontane Transition, welhe aus der Vereini-
gung der Kontrollüÿe der Parallelkartushe stammt wieder mit dem
Terminal j mitgeführt.
Die Spurreduktion nah Denition 48 entfernt dabei die bei der Spe-
zikation der Abläufe unwihtigen Lastterminationen und ergibt damit
redδ(w3) = pynzx.
Bei der Spurzerlegung bleibt die Information über die Teilal-
phabete erhalten und man kommt zu einer intuitiveren Dar-
stellung. w3 = ApMyNnNzjCx wird somit festgelegt durh
∆(w3) = {ApjCx,Myj,NnNzj}. Die sequentiellen Teilabläufe der
einzelnen Kartushen sind gesondert dargestellt. In der zerlegten
vollständigen Darstellung wird die Synhronisation über das Terminal
j augenfällig. Dies wird bei der Simulation äuÿerst wihtig sein, für
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das Verständnis der Szenarien ist es aber überüssig. Die lokalen Ent-
sheidungen an Verzweigungen in den einzelnen Kartushen werden in
der Darstellung eines zerlegten Szenarios mit ∆(redδ(w3)) = {px,y,nz}
ausreihend dargestellt. Jedes Element der zerlegten Spur kann damit
als Ausdruk eines Teilablaufs einer einzelnen Sequenzkartushe
verstanden werden.
Die reduzierte, zerlegte Spur ist günstig für eziente Speiherung
eines Testfalles und für die Visualisierung für den Szenarienentwikler,
da diesem vor allem die Annotationen an den auswählbaren Kanten
geläug sind. Für die spätere Simulation ndet die vollständige Spur
Verwendung.
Definition 51 (Performanz-Szenario). Sei NM =MJMK das Pe-
trinetz zum Modell M , AM = A(NM ) der aus dem Modell erzeugte
EAA, LM = L(AM) die Sprahe des Modells, w ∈ LM ein beliebiger
gültiger Ausdruk, dann ist die zerlegte, reduzierte Spur
szenw,M = ∆
(
redδ([w]M ∈ T (AM))
)




[w]M ∈ T (AM)
)
ist ein Szenario oder vollständiges Szenario. Die Menge aller Szenarien
eines dynamishen Modells bezeihnen wir folgend mit ISzenario.
3.2.2.3. Ablaufsteuerung. Zwek eines Szenarios ist die Steuerung
eines Modells während der Simulation bezüglih der Aspekte des Ab-
laufes, die niht performanzabhängig sind. Basierend auf dem Szenario
läÿt sih ein Prädikat über alle Transitionen des Petrinetzes und damit
über alle Kanten des Erreihbarkeitsgraphen denieren, die Wähteran-
notationen tragen.
Definition 52 (Ablaufsteuerung). Sei in = 〈u1, . . . , un〉 ∈
ISzenario ein Szenario für das Modell M , A der zugrundeliegende end-
lihe, asynhrone Automat. Dann ist:




true, falls es ein δt ∈ D des zugrunde
liegenden Automaten A gibt,
false, sonst.
Es wird festgelegt, daÿ ein Szenario während der Simulation sei-
nem Modell folgt, d.h. von ihm gelesen wird. Shaltet eine Transition
des Modells oder wird nah Auswahl einer wähterbewehrten Kante,
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im Erreihbarkeitsgraphen ein Folgezustand eingenommen, so wird das
Szenario gelesen.
Definition 53 (Lesen des Szenarios). Sei in = 〈u1, . . . , un〉 ∈
ISzenario ein Szenario für das Modell M mit dem zugrundeliegenden
endlihen asynhronen Automaten A. Sei α : T → Σ eine Funktion,
die das Terminal liefert, welhes durh die Transition gebildet wurde.
Für das Shalten einer Transition t, das die Markierung in eine
Folgemarkierung gemäÿ m[t > m′ überführt, a = α(t) das Terminal
welhes der Transition entspriht und δa die a-Übergangsfunktion des
Automaten A und S ein globaler Zustand aus Πi∈{1..n}Si gemäÿ De-
nition 43. Dann wird festgelegt: Eine feuernde Transition überführt
auh das angewendete Szenario mit seinem zugrundeliegenden endli-
hen asynhronen Automaten A in einen Folgezustand gemäÿ:
S ′ = δa(S)
Sei weiterhin jeder Ausdruk ui der Form ui = aivi, mit (a ∈ Σ ∧ v ∈
Σ∗), oder ui = ǫ, so wird für das Shalten einer Transition t, das die
Markierung in eine Folgemarkierung gemäÿ m[t > m′ überführt, wird
festgelegt: Eine feuernde Transition überführt auh das angewendete
Szenario in einen Lesezustand gemäÿ der Funktion:
stin : ISzenario × T → ISzenario
mit: stin(〈u1, . . . , un〉, t) = 〈u
′






ui, falls (ui = aivi) ∧ (ai 6= α(t))
vi, falls (ui = aivi) ∧ (ai = α(t))
ǫ, falls ui = ǫ
Die tehnishe Vereinbarung sorgt dafür, daÿ das Szenario mit dem
Modell gekoppelt ist und bei einer Zustandsänderung selbsttätig das
Szenario gelesen wird. Man kann sih dies als eine Art Cursor vorstel-
len, der für jeden Ausdruk der zerlegten Menge existiert und beim
Shalten einer Transition inkrementiert wird. Die Denition ist in der
formalen Darstellung intuitiv verständlih und gleihzeitig direkt im-
plementierbar.
Die Kopplung des Modells, repräsentiert durh den Erreihbarkeits-
graphen, und des Szenarios ist so eng, daÿ später bei der Denition
der Simulation der Erreihbarkeitsgraph niht mehr referenziert wer-
den muÿ. Der Erreihbarkeitsgraph des Modells enthält Zyklen. Das
Szenario beshreibt einen Pfad im Graphen und ist somit eine Abwik-
lung des azyklishen gerihteten Graphen. Jedem Lesezustand eines
Szenarios kann also eindeutig ein Knoten des Erreihbarkeitsgraphen
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zugeordnet werden. (Die Umkehrung gilt niht). Diese Zuordnung ist
durh iterative Anwendung der stin-Funktion denierbar, kann aber
auh unmittelbar aus dem Lesezustand abgeleitet werden.
Definition 54 (Ermittlung des Knoten im Erreihbarkeitsgra-
phen). Gegeben ein Modell M und (S, T, F ) = MJMK die zugehö-
rige Netzsemantik, (V,E) = G(MJMK der Erreihbarkeitsgraph. Sei
α : T → Σ eine Funktion, die das Terminal liefert, welhes durh eine
Transition gebildet wurde.
Sei in = 〈u1, . . . , un〉 ∈ ISzenario ein Szenario für das Modell M .
Sei weiterhin jeder Ausdruk ui ∈ in der Form ui = aivi, mit (a ∈
Σ ∧ v ∈ Σ∗), oder ui = ǫ.
Dann ist eine Funktion v : ISzenario → V , welhe zu einem Lese-
zustand des Szenarios den zugehörigen Knoten des Erreihbarkeitsgra-
phen v liefert gegeben mit:
v(in) = v .
(
m(s) = 1⇔ (∃t, (s, t) ∈ F ) ∧ (∃ai, α(t) = ai)
)
Dh. alle markierten Stellen s ∈ S konzessionieren mindestens eine
Transition t ∈ T , die im Lesezustand des Szenarios speziziert wird.
3.2.2.4. Shleifen. Im Beispiel 10 wurde die Last N zweimal aus-
geführt. Eine wiederholte Ausführung spiegelt sih in der Iteration von
Teilspuren wieder. Das Szenario einer 5-fahen Wiederholung etwa wür-
de wie folgt aussehen: w4 = {[cx], [y], [nnnnz]}. Da in der Testfallent-
wiklung vor allem die Kardinalität solher Wiederholungen ausshlag-
gebend ist, empehlt sih für eine geshikte Implementierung der Ite-
ration beispielsweise die Angabe eines Multiplikators.
Die Erstellung von Szenarien erfolgt sequentiell, und die Steuerung
eines Werkzeugs kann unmittelbar durh das Petrinetz übernommen
werden. Ein spezielles Problem ist die Identikation von Shleifen.
Legt man folgende Notation fest:
t−(s) =
{




1, falls (t, s) ∈ F
0, sonst,
kann man das Netz N = (S, T, F ) als |S| × |T |-Matrix betrahten,




j (si). Eine Shleife ist dadurh harakterisiert,
daÿ sie eine Markierung m in einer endlihen Shaltsequenz in eine
Markierung m′ überführt, für die gilt m = m′. Man bezeihnet dies als
eine Transitions- oder T -Invariante, siehe [57, 30℄. Eine T -Invariante
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hat eine ganzzahlige Lösung λ des Gleihungssystems Ci,j · λ = 0. Die
Menge der Zyklen im Modell entspriht also {λ.(Ci,j ·λ = 0)∧(λ > 0)}.
So identizierte Shleifen können in einer Werkzeugimplementie-
rung gesondert behandelt werden. Die Shaltfolge, welhe diese Shleife
bildet, kann als Ganzes zur Auswahl gestellt werden, und dem Testfall-
Entwikler kann die Möglihkeit gegeben werden, die Kardinalität die-
ser Shleife als Zahl anzugeben.
3.3. Kommunikation
Das bislang behandelte Modell erlaubt die Spezikation des Kon-
trollusses. Zwar kann man Szenarien als Kommunikationsaspekt mit
der Auÿenwelt betrahten. Das Problem des Datenusses und der Kom-
munikation innerhalb des Modells wurde jedoh bislang niht behan-
delt.
3.3.1. Kommunikation im Kartushenmodell. Zeitrelevante
Bearbeitung von Daten kann mit den besprohenen Tehniken als Last
modelliert werden, falls der Datenuÿ dekungsgleih mit dem Kon-
trolluÿ ist. Bislang niht ausdrükbar ist das Abweihen des Daten-
usses vom Kontrolluÿ und die Synhronisation zwishen nebenläu-
gen Bereihen, die als wesentliher Eekt der Kommunikation zwishen
Prozessen betrahtet werden müssen.
3.3.1.1. Notation. Das Thema Kommunikation wird hier nur am
Beispiel der asynhronen Kommunikation behandelt. Dazu wird das









Abbildung 3.3.1. Parallelkartushen mit Kommunikation
In Abbildung 3.3.1 ist eine Parallelkartushe dargestellt, die zwei
kommunizierende, nebenläuge Bereihe darstellt. Es sind zwei Last-
elemente dargestellt, die das Senden und Empfangen einer Nahriht
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modellieren. Das Element, welhes das Senden bezeihnet, ist mit ei-
nem S gekennzeihnet und trägt einen Identikator. In Beispiel hier ist
es die Zeihenkette msg. Das korrespondierende, empfangende Element
trägt ein E und den gleihen Identikator, den das korrespondierende
Send-Element trägt. Die Visualisierung der Kommunikation durh den
gestrihelten Pfeil ist niht notwendig und kann unterdrükt werden.
Dieser Aspekt unterstreiht die graphishe Intuition, daÿ die Grenzen
der in die Parallelkartushe eingebetteten Sequenzkartushen und da-
mit auh der Wohlgeformtheitsbegri niht verletzt werden, obwohl die
Kante die Grenzen der Kartushen übershreitet.
msggesendet
empfangenmsg
Abbildung 3.3.2. Kommunikation im Petrinetz
3.3.1.2. Informelle Semantik. Abbildung 3.3.2 zeigt shematish
die Übersetzung in das Petrinetz. Strukturell ergeben sih keine Unter-
shiede zur Semantik einer einfahen Last. Lediglih die Annotationen
werden anders interpretiert. Somit muÿ die Semantik niht erweitert
werden. Die in Abbildung 3.3.1 eingetragene gestrihelte Kante ist niht
in das Netz übertragen. Für konventionelle Lasten wurde eine Modell-
vorstellung angenommen in der ein Terminieren der Lastbearbeitung
zwingend auf den Start folgt. In der Semantik folgte die annotierte
Transition immer unmittelbar auf die Stelle, welhe den Start der Last
darstellte. Dieser kausale Zusammenhang wird für die Kommunikation
genutzt, um einen Zusammenhang zwishen zwei nebenläugen Berei-
hen herzustellen. Die Lastsimulation wirkt durh diesen tehnishen
Kni als Puer. Zunähst beshränken wir uns auf die Betrahtung ei-
nes einelementigen Puers. Durh diese Lösung ist zwar die Semantik
weiterhin verwendbar, aber das Problem der Verklemmung zur Laufzeit
muÿ behandelt werden.
3.3.2. Abläufe in Modellen mit Kommunikation. Kommu-
nikation führt zu neuen sequentiellen Abhängigkeiten, gegebenenfalls
sogar zu Zyklen, in dynamishen Modellen. Nah der hier verwendeten
informellen Semantik wird ein Paar aus Senden und Empfangen durh
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einen einelementigen Puer, also eine asynhrone Kommunikation rea-
lisiert. In der Denition der Szenarien über endlihe, asynhrone Auto-
maten ist dies aber niht leiht ausdrükbar. Es könnten mit gröÿerem
Aufwand Zwishenzustände in Puerteilautomaten eingeführt werden,
die sih den Zustand des Puers merken. Wegen des unverhältnismä-
ÿig groÿen Aufwands und der Tatsahe, daÿ wir in der Darstellung der
EAAs die erreihte Anshaulihkeit vershlehtern würden, werden die
Bewertung des performanzrelevanten Aspektes auf den Simulationsvor-
gang delegiert und nur tehnish wihtig Probleme durh eine Analyse
der einzelnen Szenarien behandelt.
Um die Ereignisse der untershiedlihen Lasttypen zu untershei-
den und Gleihheit ihrer Namen feststellen zu können, gelten folgende
Prädikate:
Definition 55 (Lastprädikate). Sei w ∈ L(A) ein Ablauf eines
Modells und a, b ∈ ΣA Elemente, die im Ablauf vorkommen, so sind
s : Σ→ B und e : Σ→ B wie folgt deniert:
s(a) =
{




true , falls a eine Empfangsaktivität ist
false , sonst
und für Sende- und Empfangsaktivitäten gelte weiter, daÿ sie durh ein
Variable ausgezeihent sind (Diese Variable kann als Bezeihner eines
Nahrihtenkanals aufgefasst werden, für die es einen eigenen Namens-
raum Vmsg gibt). Diese Variable sei ermittelbar durh eine Funktion:
msg : Σ→ Vmsg
und für die jeweils zusammengehörigen Sende- und Empfangselemente
sei dann das Prädikat p : Σ× Σ→ B deniert als:
p(a, b) =
{
true , falls (s(a) ∧ e(b) ∧ (msg(a) = msg(b)))
false , sonst
Beispiel 11 (Senden und Empfangen). Für das bereits in Abbil-
dung 3.3.2 eingeführte einfahe Beispiel seien die Sendeaktivität im
Szenario mit S
msg
und die Empfangsaktivität mit E
msg
bezeihnet. Da-
mit ist s(Smsg) = true, e(Smsg) = false, s(Emsg) = false und











Abbildung 3.3.3. Parallelkartushen mit Kommunikation
3.3.2.1. Verklemmung durh Kommunikation. Die in Abshnitt 2.2
denierten, dynamishen Modelle hatten den, für den Werkzeugbau
entsheidenden Vorteil, daÿ mindestens ein vollständiger Pfad durh
das Modell führen muÿte. Man konnte also die Erwartung haben, daÿ
ein syntaktish korrektes Modell niht klemmt. Das Modell in Abbil-
dung 3.3.4 hat oensihtlih zwei empfangende Elemente, die niht ter-












Abbildung 3.3.4. Verklemmung, Beispiel 1
Modelle wie in Abbildung 3.3.5 führen nur in speziellen Fällen
zu einer Verklemmung. Beispielsweise kann problemlos ein Szena-
rio ∆[w4] = {[AS
msg
Mx], [BEmsgNbBEmsgNy]} simuliert werden. Dieses
neue Problem muÿ also auf Ebene der Szenarien gelöst werden. Dies be-
gründet die Entsheidung, das Problem der Verklemmung durh Kom-














Abbildung 3.3.5. Verklemmung, Beispiel 2
Sollte die Kardinalität der Shleife der oberen Kartushe in einem
Szenario unter der der Unteren liegen, könnte diese niht terminie-
ren. Mit einem Szenario ∆[w5] = {AS
msg
Mx,BEmsgNbBEmsgNy}, würde
die Bearbeitung in der zweiten Wiederholung stekenbleiben. Bei die-
sen Arten von Verklemmung handelt es sih gewissermaÿen um Lauf-
zeitfehler. Deshalb wird eine Analyse der Szenarien Aufshluÿ geben
müssen. Zwar ist die Identikation von Verklemmungen niht eine der
Aufgaben der Performanzsimulation, aber eine notwendig insoweit sie
dazu führen, daÿ die Bewertung der Modelle selbst niht terminiert.
Verklemmungsfreiheit ist eine wihtige tehnishe Eigenshaft für die
Simulation, die abshlieÿend nur bei Betrahtung eines Paares von Mo-
dell und Szenario entshieden werden kann.
3.3.2.2. Synhronisierte Szenarien. In der Literatur zu Spurspra-






Abbildung 3.3.6. Synhronisation in der Spurtheorie
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Abbildung 3.3.6 zeigt ein Netzbeispiel, welhes diese Art der
Synhronisation informell verdeutliht. Die hier eingeführte, gerihte-
te Kommunikation entspriht dem Modell des Erzeuger-Verbrauher-
Problems, beziehungsweise der Anforderung von Ressouren durh Pro-
zesse. Das Problem der Verklemmung (Deadlok) wird für verteilte Al-
gorithmen beispielsweise thematisiert in [24, Coman℄ und [22, Chan-
dy℄. Deadlokerkennung basiert hier vorwiegend auf der Erkennung von
Zyklen in Abhängigkeitsgraphen.
Eine Abhängigkeit eines Empfangsereignisses b, mit e(b) = true
und eines Sendeereignisses a, mit s(a) = true, tritt dann auf, wenn
beide Ereignisse zusammengehören p(a, b) und b. Im hier vorliegenden
Fall muÿ zusätzlih bedaht werden, daÿ nur ein einelementiger Puf-
fer zur Verfügung steht. Zur Beurteilung dieser Abhängigkeiten ist die
Einführung eines Folgeoperators zwekmäÿig:
Definition 56 (Unmittelbare Folge). Sei |v|a die Anzahl der Vor-
kommnisse eines Terminals a im Ausdruk v, [w ∈ L(A)] ∈ T (A) eine
Spur eines Ablaufes, und a, b ∈ ΣA zwei beliebige Ereignisse, dann wird
die unmittelbare Folge eines Paares aus Senden und Empfangen a⊲ b
deniert als:
a⊲ b⇔ p(a, b) ∧ (∃s, t, u ∈ Σ∗A.((satbu) ∧ (|t|a = 0) ∧ (|t|b = 0)))
Jedes Szenario eines Modells ist genau dann simulierbar, wenn ein
vollständiger Ablauf möglih ist. Das ist genau dann der Fall, wenn
jedes Empfangsereignis unmittelbar einem zugehörigen Sendeereignis
folgt.
Definition 57 (Simulierbares Szenario). Ein beliebiges Szenario
szenw,M zum Modell M heiÿt simulierbar, wenn:
∃w ∈ L(A(MJMK)) . (szenw,M = redδ([w]M)) ⇒
∀(b ∈ w | e(b)) .
(
∃a ∈ w | s(a) ∧ p(a, b) ∧ (a⊲ b)
)
3.4. Zusammenfassung
Nah der Entwiklung dynamisher Modelle ist die Spezikation
von Testfällen, die auf die Modelle anwendbar sind, der nähste Shritt
auf dem Weg zur Simulation eines zeitlihen Ablaufes. In einer Werk-
zeugimplementierung kann die Semantik des Kontrolluÿmodells als
Petrinetz unmittelbar implementiert werden. Das Auösen der Shalt-
konikte des Netzes führte zur Auswahl einer Teilmenge an möglihen
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Shaltsequenzen, deren einzelne Elemente nur noh durh performanz-
abhängige Kriterien ausgewählt werden können. Die Vorgabe einer sol-
hen Auswahl, die mindestens einen Ablauf ermögliht, der zu einem
Endzustand führt speziziert ein simulierbares Szenario.
Im vergangenen Abshnitt wurde dieser Begri präzise deniert
und zum besseren Verständnis in die passende Theorie der Spurspra-
hen eingeordnet. Es wurde eine Spurzerlegung vorgestellt, die eine an-
shaulih strukturierte Darstellung eines Szenarios erlaubt. Das Pro-
blem einer möglihen Verklemmung, die erst durh Einführung von
Datenussÿ und Kommunikation in Zusammenhang mit einem unge-
eigneten Szenario entstehen kann, wurde diskutiert, aber niht gelöst.
Ähnlih einer Software, die neben statish erkennbaren Syntaxfehlern
auh in ungeeigneten Abläufen Laufzeitfehlern erliegen kann, müssen
Verklemmungen, die sih in Szenarien durh Kommunikation ergeben,
zur Laufzeit vom Werkzeug erkannt und behandelt werden.
KAPITEL 4
Umgebungen
In den letzten Kapiteln wurde eine Modellierungssprahe beshrie-
ben, mit der dynamishe Modelle dargestellt werden können. Darunter
ist eine Art Automat zu verstehen, der eine groÿe Menge mögliher
Abläufe aufspannt. Dann wurden Szenarien eingeführt und sprahlih
eingeordnet. Szenarien sind Ausdrüke, also Einzelfallbeshreibungen,
die eine Äquivalenzklasse von Abläufen bilden, die sih untereinander
nur bezüglih zeitbezogener Aspekte untersheiden lassen.
Nah der hier verwendeten Modellvorstellung entsteht ein Zeitver-
brauh, erst durh den Ablauf eines Modells in einer Umgebung, auf
atomarer Ebene der Bearbeitung einer einzelnen Last in dieser Umge-
bung. Im einfahsten Fall mag man sih unter einer Last ein Programm-
fragment vorstellen, als Binärdatei gespeihert, oder genauer noh, be-
reits als Abbild in den Arbeitsspeiher geladen und zur Ausführung
bereit. Ein Computer sei ein Beispiel für eine Umgebung, in welher
diese Last bearbeitet werden kann. Ist das Programmfragment bearbei-
tet und bereit, aus dem Speiher entfernt zu werden, gilt es als termi-
niert. In diesem Kapitel wird diskutiert, wie man beshreiben kann, mit
welhem Inkrement der Bearbeitungszeit dies zu der Bearbeitungszeit
des gesamten Modells beiträgt. Dazu wird der Begri des Lastmodells
nur auf eine Quantität zu bewältigender Arbeit eines spezishen Typs
aufgefasst. Der Begri der Umgebung wird als Quantität der Zeit pro
bewältigter Arbeit eines spezishen Typs aufgefasst.
Durh diese abstrakte Siht wird keine Festlegung auf die Art von
Lasten und Umgebungen getroen und es sind spezishe Paarun-
gen wie beispielweise: Programm/Computer, Datenübertragungsmen-
ge/Netzwerk oder auh Arbeitslast/menshliher Entwikler denkbar.
4.1. Lasten, Ressouren und Umgebung
Einer Diskussion der Begrie auf dieser abstrakten Ebene folgt die
formale Denition der Modellelemente und shlieÿlih wird mit einem
einfahen Beispiel deren Anwendung erläutert.
4.1.1. Informelle Einführung. Bereits in Kapitel 2 wurde
von Lastelementen gesprohen, die als eine Teilmenge der Knoten
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z ∈ ZLE ⊆ Z einer Sequenzkartushe eingeführt wurden. Es wird als
zusätzlihe Struktur der Umgebung der Begri der Ressoure einge-
führt. Eine Ressoure ist in der Lage, spezishe Lasten, grundsätzlih
auh mehrere nebenläuge, zu bearbeiten. Die Menge der Ressouren,
die ein dynamishes Modell benötigt, bildet die Umgebung.
Umgebung Ressource Last
stellt zur 
Verfuegung  * bearbeitet  *
Abbildung 4.1.1. Umgebung und Lasten
Umgekehrt ausgedrükt ist die Umgebung eine Menge an Ressour-
en, und eine Ressoure weist jeweils eine Menge an zugeordneten Las-
ten auf. Eine im dynamishen Modell spezizierte Last steht für eine
Lastinstanz, die einer Ressoure zugeordnet wird. Eine Last ist also
eindeutig in der Umgebung lokalisierbar. Während eines Ablaufes ist
eine Last entweder in Bearbeitung (aktiv) oder niht. Jede Last kann
während eines Ablaufes mehrfah aktiviert sein oder auh nie. Jede Res-
soure hat ein typishes Laufzeitverhalten. Durh dieses untershiedli-
he Verhalten kann die Feinstruktur einer Umgebung modelliert und
durh die Lastlokalisation eine Lastverteilung (Deployment) und an-
satzweise auh eine Hardware-Arhitektur modelliert werden.
Bei den Lasten selbst wurde bislang nur von deren Terminierung
gesprohen. In Abshnitt 2.3.1.2 wurde mit Abbildung 2.3.4 das voll-
ständige Netz eingeführt. Zwei Transition waren hier für jedes Lastele-
ment vorgesehen: die erste beim Aktivieren der Last, die zweite beim
Terminieren. Es wurde informell angegeben, daÿ jede Last unmittel-
bar dann aktiviert wird, wenn sie aktiviert werden kann, dh. eine Ak-
tivierungstransition konzessioniert wird. Es kann weiterhin mit dieser
Vereinfahung gearbeitet werden, wenn man im Gedähtnis behält, daÿ
jede Implementation eines Werkzeugs bei der entsprehenden Markie-
rung den Zustand der spezizierten Last auf aktiv setzt, dh. initialisiert.
Am zerlegten Ablaufausdruk heiÿt das: die Aktivierung erfolgt unmit-
telbar nah dem Lesen des letzten Terminals, bevor das entsprehende
Lastterminal zum Lesen ansteht.
Nahfolgend werden die diskutierten Elemente formal eingeführt
und dann am Beispiel deren Anwendung bei der Modellierung erläutert.
4.1.2. Formale Ressouren- und Last-Modelle.
4.1.2.1. Lasten. Die Menge aller Lasten L ergibt sih aus der Ver-
einigung aller Lastelemente aller Sequenzkartushen.
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ein Modell, θ =
(
Z,Σ, δ, zstart, zend
)
∈ Θ eine Sequenzkartushe des
Modells und ZLE ⊆ Z die Menge der Lastelemente dieser Kartushe,





Bei der Erstellung des Modells muÿ der Entwikler spezizieren,
von welher Ressoure eine Last bearbeitet werden soll.
Definition 59 (Lastlokalisation). Es seien L eine Menge von Las-
ten, und R eine Menge von Ressouren. Dann wird die ausführende
Ressoure einer Last bestimmt durh:
locL : L → R
Tehnishe Probleme, die entstehen, weil ein Entwikler in einem
Modell eine unbekannte Ressoure speziziert, werden hier niht be-
handelt.
4.1.2.2. Ressouren und Umgebung. Wir stellen uns vor, eine Um-
gebung u ∈ U besteht aus einer Menge an Ressouren R, denen jeweils
eine Menge an Lasten zugeordnet sind. Der Einführung einer Men-
ge von Ressouren bewirkt, daÿ eine Umgebung in jeder Ressoure
ein untershiedlihes Verhalten besitzen kann. Dies wird durh unter-
shiedlihe Funktionen modelliert. Weiterhin betrahten wir die Menge
der Lasten L und den jeweiligen Bearbeitungszustand einer Ressoure
σ ∈ ΣT bezüglih der dort lokalisierten Lasten.
Definition 60 (Umgebung).
Umgebung: u = 〈locU , resU〉 : U
Lastlokalisation: locU : L → R
Ressouren: resU : R →
〈







Dabei reiht die Umgebung die Lokalisation der Last weiter und ermit-
telt locU(l ∈ L) = locL(l).
Eine Ressoure wird durh die Funktionen modelliert, die das zeit-
lihe Verhalten der Umgebung bezüglih dieser Ressoure speziziert.
So können lokal (innerhalb der Ressoure) nur unter Betrahtung des
lokalen Zustandes Aussagen gemaht werden. Unter der Annahme, daÿ
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sih dieser Zustand niht ändert, wird nun eine Funktion (Bearbei-
tungszeitfunktion) verlangt, welhe die Zeit berehnet, die für jede Last
verstreihen muÿ, bis diese vollständig bearbeitet ist
1
.
Weiter ist eine Funktion nötig, die einen Folgezustand einer Res-
soure aus einer zur Verfügung gestellten Zeit errehnet. Die Anwen-
dung dieser sogenannten Einzelshrittfunktion fs ist natürlih nur auf
einen Zeitwert sinnvoll, der kleiner oder gleih dem kleinsten Zeitwert
ist, der für die vollständige Bearbeitung einer auf dieser Ressoure lo-
kalisierten Last benötigt wird. Dieser Zeitwert muÿ durh eine Bearbei-
tungszeitfunktion ft bestimmt werden können. Diese beiden Funktio-
nen modellieren eine Ressoure r ∈ R ausreihend und werden durh
die Funktion resU bestimmt.
Definition 61 (Performanzfunktionen).








Es bestehen kaum Einshränkungen, wie die Funktionen fs und ft
gestaltet werden. Ergibt die Zeitfunktion ft für eine Last einen Wert t,
so fordern wir lediglih, daÿ der Wert von ft für dieselbe Last 0 sei, im
mit t erzeugten Folgezustand snext. Wir stellen uns also vor, daÿ diese
Last im Folgezustand als vollständig bearbeitet gilt.
Axiom 10 (Korrelation von Shritt- und Zeitfunktion).




⇒ ft(resU , r)
(





Auÿerdem wird festgelegt, daÿ sih der Zustand der Umgebung
niht ändert, wenn keine Zeit vergeht.
Axiom 11 (Zeitlihe Bestimmtheit).
∀s′, s′′ ∈ ΣT , (l ∈ L, r ∈ R . locU(l) = r) . s




⇒ s′ = s′′
Mit diesen Performanzfunktionen läÿt sih eine Funktion δ denie-
ren, welhe für eine Last l die Zeit ermittelt, die in einem gegebenen
Zustand s und einer Umgebung u, für die vollständige Bearbeitung
dieser Last (bei unverändertem Zustand s) vergehen würde.
1
Man kann nur erwarten, daÿ der Wert für die kürzeste Last sinnvoll ist, da
jede vorher terminierende Last notwendig den Zustand der Ressoure ändern muÿ
und damit die Annahme verletzen würde.
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Definition 62 (Bearbeitungszeit).
δ : L × ΣT × U → R
+
0




Diese Funktion betrahtet den lokalen Zustand. Da aber der Ge-
samtzustand sgesamt nur für eine Bearbeitungszeit, nämlih die kürzeste
der gesamten Umgebung, unverändert bleibt, ist für uns ausshlieÿlih
das Minimum dieser Funktionen über die Menge der aktiven Lasten,
eine Teilmenge laktiv ⊆ L der gesamten Umgebung, interessant.
Definition 63 (Kleinste Bearbeitungszeit).
δmin : P(L)× ΣT × U → R
+
0
δmin(L, s, u) = min
{
δ(l, s, u) . l ∈ L
}
Diese Funktionen können zur Bewertung von Abläufen herangezo-
gen werden.
4.2. Anwendung
Die Anwendung der hier eingeführten Beshreibung einer Ressour-
e durh eine Zeitfunktion und eine Zustandsübergangsfunktion bieten
Spielraum zur Implementierung von Ressourenmodellen. Eine Absiht
dieser Arbeit ist es, keine Vorgaben für die Realisierung dieser Funk-
tionen zu mahen. Wenn nun in Folge einige Möglihkeiten skizziert
werden, sollen diese nur Denkanstöÿe darstellen.
4.2.1. Eindimensionale Ressoure. Eine sehr einfahe Res-
soure soll nur die Anzahl an ausgeführten Operationen pro Zeitein-
heit modellieren, also nur Lasten aus einem Skalar bearbeiten. Abbil-
dung 4.2.1 zeigt die Bearbeitung zweier Lasten auf dieser Ressoure. In






Abbildung 4.2.1. UML Beispiel
Diese Arbeit maht keine Aussage über die Struktur von Lastmo-
dellen, Ressourenmodellen und der sie realisierenden Funktionen. Fol-
gend sollen einfahe Beispiele einzelne Möglihkeiten zeigen. Alle dafür
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folgend gemahten Denitionen sind aber als willkürlihe Festlegun-
gen eines Modellierer, also als Teil der Anwendung dieser Methode zu
betrahten.
4.2.1.1. Lastmodell. Eine Last ist beshrieben durh eine Quanti-
tät, anhand der mit einer bekannten Ressoure die Bearbeitungszeit
ermittelt werden kann.
Sei j ∈ L eine beliebige Last, so werde ihr Initialwert ermittelt
durh eine Funktion:
qinit : L → R
n
0,+
Das einfahste Lastmodell modelliert ein feste Gröÿe, welhe
die durh die Ressoure zu bewältigende Arbeit quantiziert. Die
Last wird dargestellt durh einen Skalar lN ∈ R1. Sei für un-
ser Beispiel qinit(lA) = 15 und qinit(lB) = 33 eine Modellierung der
Lasten A und B.
(0, 0, 0, 0, 0, 1)(0, 1, 0, 0, 1, 0)
(0, 0, 0, 1, 1, 0)(0, 0, 1, 1, 0, 0)
(0, 1, 1, 0, 0, 0)
(1, 0, 0, 0, 0, 0)
t2
t3
Abbildung 4.2.2. Erreihbarkeitsgraph des Beispiels
Für dieses Beispiel existiert nur ein Szenario, aber zwei Ausdrüke.
Der Weg über t2, der das frühere Terminieren von A und der andere
von B modelliert. Die beiden Initialwerte 15 und 33 werden in der Si-
mulation, die hier auh vorweggenommen wird, shrittweise verringert.
4.2.1.2. Einfahe Ressoure. Bezeihnen wir folgend Ativity A
mit lA und Ativity B mit lB. Der Zustand der Ressoure ist damit in
diesem Beispiel die Menge der aktuellen Werte der jeweiligen Lasten.
Beshreibt man den Bearbeitungszustand einer einzelnen Last mit ei-
ner Funktion s : L → Rn0,+ mit n = 1 für dieses Beispiel, so kann man
sih den Zustand vorstellen als Menge s = {s(lA)→ xA, s(lB)→ xB}.
Die Ressoure p1 sei bezeihnet mit r
p1
. Die Umgebung u ∈ U
für dieses Beispiel ist u = 〈locU , resU〉, mit locU(l) = rp1, falls (l =
lA) ∨ (l = lB) und resU(rp1) = 〈ft, fs〉.
Die Funktionen ft und fs für die Ressoure rp1 müssen nun festge-
legt werden. ft modelliert die lastabhängige Antwortzeit. fs modelliert
das harakteristishe Verhalten bei der nebenläugen Bearbeitung.
Die Berehnung der Antwortzeit soll hier nah einer einfahen Re-
gressionsgerade y = ax+ b erfolgen. Da wir von keiner Latenzzeit aus-
gehen, ist der Nullpunkt im Ursprung: b = 0. Die Einheit der Initi-
alwerte legen wir für dieses Beispiel willkürlih mit Operation fest,
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und die Zeiteinheit wird als T ick festgelegt. Durh Shätzung oder
Messung wird nun die Funktion festgelegt. Es benötigen beispielsweise
eine Operation eine Zeit von 20 T icks. Shätzungen oder Messungen
mögen beispielsweise zeigen, daÿ die Bearbeitungszeit durh die An-
zahl der nebenläugen Prozesse vervielfaht wird (d.h. 2 nebenläuge
Prozesse bedeuten doppelte Anzahl an Tiks für die gleihe Last). Be-
rehnen wir die Anzahl nebenläuger Prozesse aus dem Zustand mit
n = |s|, kann, mit der aktuellen Restlast s(l), die Funktion ft der Res-
soure deniert werden als:
ft(l, s) = 20 ∗ (|s|) ∗ s(l).
Wäre lA die einzige Last auf der Ressoure, würde die Zeit bis zur
vollständigen Bearbeitung, mit s0(lA) = qinit(lA), berehnet werden
können zu:
ft(lA, s0) = 20 ∗ 1 ∗ 15 = 300 Tiks.
Nah unserem Beispiel ist die Last lB auf der selben Ressoure unter-
gebraht. Daraus ergibt sih die Berehnung eines anderen Wertes. Die
Anzahl aktiver Lasten ist somit n = 2. Ungeahtet des Einuÿes der
zweiten Last würde die Bearbeitungszeit für lA berehnet werden nah:
ft(lA, s0) = 20 ∗ 2 ∗ 15 = 600 Tiks.
Die vollständige Bearbeitungszeit für lB berehnete sih aber zu:
ft(lB, s0) = 20 ∗ 2 ∗ 33 = 1320 Tiks.
Der Zustand der Ressoure ändert sih aber in dieser Zeit, da die Last
A vollständig bearbeitet ist, bevor B terminiert (ft(lA, s0) < ft(lB, s0)).
Dieser Zwishenzustand, unmittelbar nahdem A terminiert, muÿ nun
berehnet werden. Dazu wird die Shrittfunktion fs benötigt.
Die Ressoure kann nur für die Periode t′ = ft(lA, s0) in diesem
Zustand berehnet werden. Danah ist das System im Folgezustand s1.






Mit dieser Gleihung kann oensihtlih, als Implementierung für fs,
der Restlast im Folgezustand für jede Last berehnet werden, deren
Bearbeitung im Zeitintervall niht abgeshlossen werden kann. Für Last





) · 33 = 18.
Weiterhin sieht man, daÿ das Axiom 10 bei der Bearbeitung von lA




) · 15 = 0.
Mit einem Initialzustand, der sih unter der Verwendung der qinit-
Denition ergibt zu:
s0 = 〈s(lA) = qinit(lA), s(lB) = qinit(lB)〉,
kann die Shrittfunktion formal deniert werden als:
fs(s, t) = 〈 s(l)
′ . s(l)′ = (1−
t
ft(l, s)
) · s(l) , falls locU(l) = rp1〉
In Vorwegnahme der Auswertungssemantik, die im nähsten Ka-
pitel eingeführt wird, vermutet man rihtig, daÿ die gesamte Bearbei-
tungszeit sih errehnet aus t′ und der Zeit, die im Folgezustand noh
für die vollständige Berehnung der Restlast von B in s1 benötigt wird
und sih damit berehnet zu:
tges = ft(lA, s0) + ft(lB, s1)
Mit t′′ = ft(lB, s1) = 20 ∗ 1 ∗ 18 = 360 T icks ergibt sih tges zu
t′ + t′′ = 960 T icks. Dieses triviale Beispiel sollte die Idee der Zeit-
und Shrittfunktion verdeutlihen. Es wird nohmals darauf hingewie-
sen, daÿ viele anderen möglihen Realisierungen für Ressouren und
Lasten denkbar sind und die Tehnik niht auf das gewählte Beispiel
beshränkt ist.
Der zeitlihen Ablaufbewertung liegt ein intuitives Verständnis ei-
ner nebenläugen Bearbeitung von Lasten zugrunde. Mit einer Auswer-
tungssemantik, die im nähsten Kapitel vorgestellt wird, wird dieses
Modellverständnis deniert und gezeigt, daÿ die gewählte Denition
wiederholbare und eindeutige Ergebnisse erreiht.
4.2.2. Mehrdimensionale Lasten. Nah diesem Shema können
auh komplexere Last- und Ressourenmodelle entwikelt werden. Ein
für die zeitlihe Beurteilung wihtige Aspekt kann in die Last- und Res-
sourenmodelle als eine weitere Dimension eingearbeitet werden. Dabei
muÿ eine Funktion niht unbedingt als Funktion über den ganzen De-
nitionsbereih konstruiert werden. Eine weitere Möglihkeit wäre es
eine Tabelle mit Meÿwerten aus Performanzmessungen aufzubauen, die
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als Stützstellen für eine Interpolationsfunktion dienen. Die Antwortzeit
kann durh die Interpolationsfunktion bestimmt werden, sofern der ge-
suhte Wert in einem Intervall zwishen den Stützstellen liegt.
Zur Durhführung einer Performanzmessung kann beispielsweise für
jede Attributskombination ein Code-Beispiel implementiert und auf ei-
ner Ressoure ausgeführt werden. Bei groÿen Abweihungen der Meÿ-
werte können diese wiederholt ausgeführt und dann der Mittelwert be-
rehnet werden. Das Mitführen statistisher Parameter wie etwa einer
Standardabweihung wäre hier sinnvoll. Dies würde aber den Rahmen
dieser Arbeit sprengen und muÿ deshalb auf zukünftige Erweiterungen
delegiert werden.
Tabelle 1 zeigte ein Beispiel der Ergebnisse einer solhen Messung.
Die Bedeutung des abstrakten Begris Anzahl-Ops und Code-Gröÿe
wird festgelegt durh Zuordnung des Code-Beispiels. Zur Durhfüh-
rung einer solhen Messung ist eine geshikte Versuhsanordnung und
zusätzlihes Wissen über die wirklihen Ressouren nötig, das hier niht
behandelt werden kann.











Fehler bei der Bemaÿung setzen sih natürlih in die Ergebnisse
der Simulation fort. Solhe Tabellen können mit Shätzwerten gefüllt
werden, mit vorab entwikeltem Beispielode oder vorhandenen au-
thentishen Code-Fragmenten. Im zweiten Teil folgen grundsätzlihe
Überlegungen zur Fortentwiklung der Modelle im Verlauf eines itera-
tiven Prozesses.
Im hier angedeuteten Beispiel können Simulationen für Lasten
durhgeführt werden, deren Werte für den Initialvektor in den Inter-
vallen 10 ≤ n ≤ 500 und 1 ≤ g ≤ 250 liegen. Mit einer lineare In-
terpolation würde ft eine allein in Bearbeitung bendlihe Last mit
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einem Initialwert von s(l) = 〈250, 50〉 zu ft(l, s) = 0.1495 ausgewertet
werden.
Um die Abhängigkeit der Performanz-Eigenshaften von der An-
zahl der nebenläugen Prozesse zu bestimmen, sind weitere Meÿreihen
notwendig. Wählt man diesen Weg der Bestimmung der Zeitfunkti-
on, muÿ der Kontext der zur Messung verwendeten Ressoure stan-
dardisiert und genau dokumentiert werden. Eine Verwendung eines so
kalibrierten Modells zur Beurteilung von Szenarien, die später in ganz
anders kongurierter Umgebung laufen würden, wäre sonst wertlos. Die
hier vorgestellte Methode bietet die Möglihkeit, ein Modell als Refe-
renz zu bestimmen und an diesem Urmaÿ das Verhalten von Modellen
zu untersuhen. Wie bei jeder in der Realität eingesetzten Meÿtehnik
sind hier Geshik und Erfahrung für den Erfolg entsheidend.
4.3. Zusammenfassung
In diesem Abshnitt wurden die abstrakten Funktionen eingeführt,
die eine Ressoure aufweisen muÿ, um in einer Simulation verwendet
werden zu können. Die Funktionen dienen zur quantitativen zeitlihen
Bewertung des Bearbeitungszustandes einzelner Lasten und zur Fort-
shreibung der Folge an Zuständen der gesamten Umgebung längs des
in der Simulation ermittelten Ablaufes. Diese Funktionen wurden aber
auh als die Hilfsmittel eingeführt, die zur Modellierung einer Umge-
bung verfügbar sind.
An einem einfahen Beispiel wurden die Ideen für diese Funktionen
verdeutliht und Probleme und Möglihkeiten bei der Erstellung und
Kalibrierung von Modellen diskutiert. Die Berehnung der Bearbei-
tungszeit des einfahen Beispiels wurde hier intuitiv beshrieben und
von Hand durhgeführt. Im folgenden Kapitel wird eine Auswertungs-
semantik für Modelle, Szenarien und Umgebungen vorgestellt, welhe




In Kapitel 2 wurden dynamishe Modelle deniert. In Kapitel 3
wurden Grundlagen zur Spezikation von Szenarien als Äquivalenz-
klassen von Abläufen, die sih nur in zeitlihen Aspekten untershei-
den, ausgearbeitet. In Kapitel 4 werden auf hoher Abstraktionsebene
die Anforderungen an die Beshreibung einer Umgebung deniert, die
zeitlihe Bewertung von Einzelshritten zwishen Zustandsänderungen
erlauben. Mit einer adäquaten Umgebung kann aus einer Äquivalenz-
klasse, die durh ein Modell und ein Szenario deniert wurde, genau
ein Lauf ausgewählt werden. Dieser Lauf soll mit einer Bearbeitungszeit
bewertet werden.
In diesem Kapitel wird eine Auswertungssemantik vorgestellt, die
zu einem Tripel aus Modell, Szenario und Umgebung, einen Pfad im
Erreihbarkeitsgraphen des Modells auswählt, der Anfangs- und End-
zustand verbindet. Diese semantishe Funktion terminiert mit einer
Bewertung des gewählten Pfads. So shätzt diese Funktion den Zeit-
aufwand zur Bearbeitung dieses spezishen Ablaufs.
Lasten benötigen Zeit, um bearbeitet zu werden. Ihr Terminieren
war deshalb an eine Zeitshrittfunktion gekoppelt. Im Gegensatz da-
zu werden spontane Übergänge, durh Szenarien determinierte Über-
gänge, Senden und Empfangen von Nahrihten und das Starten der
Lasten als zeitlos betrahtet. Informell gesprohen erwartet man, daÿ
alle Lasten, die gestartet werden können, auh gestartet werden. Erst
wenn der danah ermittelte Gesamtzustand der Umgebung stabil ist,
soll die Bewertung des nähsten Zeitshritts erfolgen. Aus dieser Vor-
stellung resultiert eine weitere spezishe Auswahl von Pfaden aus der
szenario-determinierten Äquivalenzklasse. Es wurde bereits darauf hin-
gewiesen, daÿ diese Auswahl auÿerdem die Regularität der Äquivalenz-
klasse zerstört. Folgende formale Semantik folgt dieser Vorstellung. Die
Funktion wählt shrittweise Übergänge des Erreihbarkeitsgraphen aus
und inkrementiert gegebenenfalls einen Zeitwert, der nah Erreihen




Die Simulation besteht in der wiederholten Fortsetzung der Ermitt-
lung eines Folgezustandes (d.h. eines Folgeknotens), der Fortshreibung
des Zustandes und dem Inkrement des Zeitverbrauhswertes.
5.2.1. Hilfsfunktionen. Zur Denition einer formalen Auswer-
tungssemantik werden einige Hilfsfunktionen benötigt.
5.2.1.1. Struktur der Lastmenge. Die Semantik soll einen Ablauf
des Modells M identizieren und bewerten. Folgend wird mit dem Er-
reihbarkeitsgraphen G(MJMK) = (V,K) und seiner Menge an Knoten
V und Kanten E argumentiert. Dabei seimV : V → (S → N
+
0 ) verwen-
det um die Markierung für einen Knoten des Erreihbarkeitsgraphen zu
darzustellen. Eine Umgebung u ∈ U wird es in der Simulation ermögli-
hen die Last zu identizieren, die im aktuellen Zustand eines Modells
als nähstes terminiert.
Definition 64 (Aktive und terminierende Lasten). Sei M ein
dynamishes Modell, MJMK = N = (S, T, F ) die Netzsemantik,
G(N) = (V,E) der zugehörige Erreihbarkeitsgraph, dann sind die Teil-
menge der aktiven Lasten mit
lact : V → P(ZLE)





und die Teilmenge der in den möglihen Folgezuständen terminierten
Lasten mit
lterm : E → P(ZLE)
lterm(vi → vj) =lact(vi) \ lact(vj)
gegeben.
Jedes Modell speziziert eine endlihe Menge an Lasten, die, abhän-
gig vom Szenario, im aktuellen Zustand bearbeitet werden oder niht.
Eine einzelne Last mag in einem Szenario beliebig oft, mögliherweise
auh nie bearbeitet werden.
Bemüht man wieder das bekannte Beispiel in Abbildung 5.2.1 und
nimmt an, daÿ die Bearbeitung beider Lasten M und N gerade bekom-
men hat, so wäre lact = {M,N}. Beide Lasten wären aktiv, was an der
Markierung des Petrinetzes, also am Erreihbarkeitsgraphen erkennbar
ist (ohne Darstellung). Wählt man nun eine Kante und entfernt alle
Elemente, die im Folgezustand immer noh aktiv sind, bleiben dieje-
nigen übrig, die bei diesem Shritt terminieren. Sei N die Last, deren















5.2.1.2. Struktur der Kantenmenge. Wie informell bereits einge-
führt, untersheiden sih die Kanten, die vom aktuellen Zustand ausge-
hen. Zeitlos interpretiert sind Übergänge sind einerseits spontane und
andererseits durh Szenarien bewahte Übergänge. Zeitbehaftet sind
































































Am Erreihbarkeitsgraphen, wie am Beispiel in Abbildung 5.2.2,
die Kanten, die eine Annotation in ekigen Klammern tragen vom Sze-
nario bewaht. Diejenigen, welhe Lastnamen Name mit dem Index
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Nameterm tragen, modellieren das Terminieren einer Last zu diesem
Übergang und diejenigen, welhe keine Annotationen besitzen, werden
als zeitlos betrahtet erfolgen spontan. (Im Beispiel ist dies nur eine
Kante, die die Rükkehr in die S0-Sequenzkartushe modelliert.)
1
Definition 65 (Kantengruppen). Sei M ein dynamishes Mo-
dell, N = (S, T, F ) = MJMK die Netzsemantik, G(N) = (V,E)
deren Erreihbarkeitsgraph, mit der Menge der Knoten V und der
Menge der Kanten E. Dabei wird eine Kante ei,j ∈ E, welhe die
Knoten vi, vj ∈ V verbindet auh notiert als (vi, vj). Sei weiterhin
in = 〈u1, . . . , un〉 ∈ ISzenario ein Szenario mit seiner Ablaufsteuerung
ηin und s ∈ ΣT der aktuelle Lastzustand. Dann läÿt sih die Menge
E(v) ⊆ E der vom Knoten v ∈ V ausgehenden Kanten des Erreihbar-
keitsgraphen wie folgt denieren und in Kantengruppen zerlegen:
E(v) = {(vi → vj) ∈ E . (v = vi) ∧ ηin(t(vi → vj)) }
ELast(v) = {(vi → vj) ∈ E(v) . (elem(α(t(ei,j))) ∈ ZLE)
∧(δmin(lTerm(vi → vj), s, u) > 0) }
ESpontan(v) = {(vi → vj) ∈ E(v)} \ (ELast(v)
Die Einführung dieser Bezeihnungen erleihtert im Folgenden die
Denition nötiger Funktionen.
Im aktuellen Zustand ist jeweils eine Teilmenge an Transitionen
konzessioniert. Aus dieser Teilmenge speziziert das Szenario mittels












Abbildung 5.2.3. Ein Zustand im Erreihbarkeitsgraphen
Betrahtet man am Beispiel in Abbildung 5.2.3 die ausgehenden
Kanten des aktuellen Zustands, können niht beide durh das Szenario
bewahten Transitionen geshaltet werden, da sie zur selben Sequenz-
kartushe gehören und durh das Szenario eine Auswahl getroen wer-
den muÿ - hier y oder m. Da auh Kanten vershiedener Kartushen
1
Zustände, die von spontanen Transitionen verlassen werden, werden übrigens
nie von Transitionen der anderen Arten verlassen. Dies folgt aus der Forderung,
daÿ Transitionen im Konikt mit untersheidbaren Wähtern zu versehen sind.
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existieren können, handelt es sih bei den auswählbaren Kanten um
eine Menge.
In Abbildung 5.2.3 ergäbe sih η(vk, redδ(w)) = {y}, falls man wie-
der das Beispielszenario w = ApNnNzMyjCx, mit redδ(w) = pnzyx
2
ausgeht.
5.2.2. Shrittfunktionen. Vom Startknoten v0 ∈ V im Erreih-
barkeitsgraphen G(MJMK) eines Modells M aus wird solange ein je-
weils nähster Knoten ausgewählt, bis der Endknoten vStop ∈ V erreiht
ist. In der Markierung, die dieser Knoten modelliert, ist der Endzustand
erreiht. Auf dem Weg werden bei jedem Übergang Funktionen benö-
tigt, die den rihtigen Übergang auswählen, einen Zeitwert für diesen
Übergang ermitteln und den Zustand der Umgebung aktualisieren.
5.2.2.1. Kleinster Zeitshritt. Die willentlihe Festlegung der spon-
tanen und szenario-determinierten Übergänge als zeitlos führt folgende
Funktion mit der durh δmin berehenbaren, kleinsten Bearbeitungs-
zeit aus der Teilmenge an Lasten aus, die im nähstmöglihen Zustand
terminieren können.
Definition 66 (Kleinster Zeitshritt). ES sei M ein dynamishes
Modell, N = (S, T, F ) = MJMK die Netzsemantik, G(N) = (V,E)
deren Erreihbarkeitsgraph. Dann ist der kleinste möglihe Zeitshritt
aus einem Knoten v gegeben durh











falls ESpontan(v) = ∅
0, sonst.
Beispiel 12 (Kleinster Zeitshritt bei paralleler Lastbearbeitung).
Das Beispiel einfaher Nebenläugkeit aus Abshnitt 4.2.1.2 ist in Ab-
bildung 5.2.4 diesmal in Kartushendarstellung abgebildet. Aus dem
Modell ergibt sih der Erreihbarkeitsgraph in Abbildung 5.2.5. Es wer-
2
In diesem Szenario kommt ausshlieÿlih die Annotation y vor. Somit ist die
Auswahl trivial. Sollten alle Annotationen vorkommen wäre diejenige Annotation
gewählt auf die der Cursor des entsprehenden Ausdruks der zerlegten Spur zeigt,




Abbildung 5.2.4. Einfahe Nebenläugkeit








(0, 0, 0, 0, 0, 1)(0, 1, 0, 0, 1, 0)
(0, 0, 0, 1, 1, 0)(0, 0, 1, 1, 0, 0)(1, 0, 0, 0, 0, 0)
Abbildung 5.2.5. Erreihbarkeitsgraph des Beispiels
den die gleihen Zeitfunktionen wie in Abshnitt 4.2.1.2 angewendet.
Die Zeitfunktion wird durh eine Regressionsgerade nah y = ax + b
mit b = 0 festgelegt. Für das Beispiel sollen 10 Ops eine Zeit von
200 T icks benötigen und die Lasten seien quantiziert mit qinit(A) = 15
und qinit(B) = 33. Wie in Abshnitt 4.2.1.2 nehme man an, daÿ eine
Ressoure die Antwortzeit um den Faktor der Anzahl an zu bearbei-
tenden Lasten n erhöht, womit ft(l, s) = 20 ∗ n ∗ s(l) die Zeitfunkti-
on ergibt. Der Parameter zur Lastlokalisation wird der Anshaulihkeit
halber wieder weggelassen.
Zur Veranshaulihung des kleinsten Zeitshritts betrahtet man den
Zustand z0. Hier ergibt sih
⋃
e∈E(v)
lterm(e) = {A,B}. Da δ(A, s(z0), u) =
20 ∗ 2 ∗ 15 = 600 und δ(A, s(z0), u) = 20 ∗ 2 ∗ 33 = 1320, berehnet sih
τ(z0, s(z0), u) = 600.
5.2.2.2. Folgeknoten. Wie informell bereits eingeführt, sollen die
Kanten, die vom aktuellen Zustand ausgehen, niht gleih behandelt
werden. Zeitlos interpretierte Übergänge müssen vorrangig behandelt
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werden. Solhe sind spontane und durh Szenario bewahte Übergän-
ge. Die Übergänge, die das Terminieren einer Last modellieren, werden
nahrangig behandelt.
Definition 67 (Menge der Folgeknoten). Sei M ein dynamishes
Modell, N = (S, T, F ) = MJMK die Netzsemantik, G(N) = (V,E)
deren Erreihbarkeitsgraph, in = 〈u1, . . . , un〉 ∈ ISzenario ein Szenario
mit seiner Ablaufsteuerung ηin und der dadurh gegebene Teilmenge der
durh das Szenario erlaubten Übergänge η. Die Menge der Folgeknoten
im Erreihbarkeitsgraphen der Netzsemantik wird durh folgende Funk-
tion deniert:
νSet : V × ISzenario × ΣT × U → P(V)
νSet(v, in, s, u) =


{vj . δmin(lterm((v → vj)), s, u) = τ(v)},
falls ESpontan(v) = ∅ (Zeitshritt),
{vj . (v → vj) ∈ ESpontan(v)},
sonst (Neutraler Shritt).
Die Modellierung von Nebenläugkeit bewirkt, daÿ anhand der aus-
gehenden Kanten des Erreihbarkeitsgraphen der Folgeknoten niht de-
terministish bestimmt werden kann. Sind in nebenläugen Bereihen
einer Parallelkartushe mehr als eine spontane Transition konzessio-
niert, so entsteht im Erreihbarkeitsgraphen ein Nihtdeterminismus.
Ebenso kann gleihzeitig das Lesen eines Terminals aus vershiedenen
Teilalphabeten des Szenarios anstehen. Und shlieÿlih ist es niht aus-
geshlossen, daÿ zwei Lasten, die rehnerish zur exakt gleihen Zeit
terminieren, die minimalen Zeitshritte aller Lasten benötigen.
Definition 68 (Simulationsteilmenge). Sei M ein dynamishes
Modell, in ∈ ISzenario ein Szenario und u ∈ U eine Umgebung. Die
Teilmenge der durh ein Szenario denierten Spur, welhe unter Beah-
tung der Auswahl durh die umgebungsdenierte Zustandsfolge, durh
die nihtdeterministishe Auswahl von Folgeknoten durh die Funkti-
on νSet bestimmt ist, heiÿt Simulationsteilmenge.
Zunähst wird ein beliebiger Knoten ausgewählt, um die Zeitse-
mantik für einen einzelnen Pfad zu denieren. Um eine Wahl von einer
anderen untersheiden zu können, wird die Funktion mit einem Index
versehen.
Definition 69 (Auswahl eines Folgeknoten). Sei M ein dynami-
shes Modell, N = (S, T, F ) = MJMK die Netzsemantik, G(N) =
136 5. SIMULATION
(V,E) deren Erreihbarkeitsgraph, in ∈ ISzenario ein Szenario. Sei
νSet(v, in, s, u) = {v1, . . . , vn}, mit n ≥ 1, die Menge der möglihen
Folgeknoten und mit vlin({v1, . . . , vn}) = 〈v1, . . . , vn〉 eine beliebige Li-
nearisierung gegeben. Für ein 1 ≤ i ≤ n sei eine Funktion νi, die einen
Knoten vi bestimmt, folgendermaÿen deniert:
νi : V × ISzenario × ΣT × U → V
νi(v, in, s, u) = vi . vi ∈ vlin(νSet(v, in, s, u))
sodaÿ i 6= j ⇔ νi(v, in, s, u) 6= νj(v, in, s, u)
Später muÿ gezeigt werden, daÿ alle Pfade der Simulationsteilmenge
bezüglih der Zeitsemantik invariant sind.
5.2.2.3. Folgezustand. Mit jedem besuhten Folgeknoten muÿ auh
der Zustand der Umgebung fortgeshrieben werden. Für eine gegebene
Zeit t ≥ 0 läÿt sih eine ressouren-spezishe Shrittfunktion ableiten,
die angewendet auf eine Ressoure deren Zustand fortshreibt.
Definition 70 (Ressouren-Shrittfunktionen).
stRes : ΣT × U ×R
+
0 → (R→ ΣT )
stRes
(
s, 〈locU , resU〉, t
)




Es gilt: ∀s, s′ ∈ ΣT , u ∈ U , r ∈ R . s




Damit kann eine Funktion g deniert werden, die auf alle Lasten
die von ihren Ressoure abhängigen Funktionen anwendet.
Definition 71 (Last-Shrittfunktion).
g : (L → R)× (R→ ΣT ) −→ (L → ΣT )






Damit läÿt sih die Funktion denieren, die abhängig von einem
Zeitintervall t den Folgezustand für die Simulation berehnet:
Definition 72 (Folgezustand).
state :ΣT × U ×R
+
0 → ΣT









Zur Bewertung der Bearbeitungszeit eines Ablaufes wird einem Tri-
pel aus dynamishem Modell, Szenario und Umgebung ein Zeitwert
zugeordnet.
5.3. LAUFZEITSEMANTIK 137
5.3.1. Semantik einzelner Abläufe. Für vershiedene Vorgän-
ge bei der Simulation werden einzelne Funktionen deniert. Die Lauf-
zeitsemantik wird dann aus diesen Elementen zusammengesetzt. Dies
erlaubt einige wihtige Lemmata zu zeigen, aus welhen sih die Ein-
deutigkeit der Bewertung folgern läÿt.
Grundsätzlih lassen sih Zustandsübergänge untersheiden, in wel-
he ein Zeitfortshritt stattndet, von solhen, in denen die Zeit unver-
ändert bleibt. Letztere, sogenannte neutrale Shritte, lassen auh den
Lastzustand unverändert.
Lemma 12 (Neutraler Shritt). Neutrale Shritte lassen Lastzu-
stand s ∈ ΣT und die Zeit t unverändert.
Beweis. Nah Denition 67 gilt beim neutralen Shritt τ(v) = 0.
Dadurh ist t′ = t + τ(v) = t. Der Folgezustand ist s′ = state(s, u, 0)
und damit nah Axiom 11: s′ = s. 
Zur Auswahl einer Kante an einem Knoten mit mehreren ausge-
henden Kanten wurde in der νi-Funktion der Index i eingeführt. Für
mehrere aufeinander Folgende Shritte wird eine endlihe Folge von
Indizes i betrahtet.
Definition 73 (Wohlgeformte Indexfolge). Eine Folge i =
〈i0, . . . , in〉, (n ≥ 1) von Indies heiÿt wohlgeformt bezüglih in, s und
u, falls für jeden Index ij in dem Lesezustand in des Szenarios, dem
Lastzustand s und der Umgebung u, in dem er zur Anwendung kommt,
gilt: 1 ≤ ij ≤ |νSet(v(in), in, s, u)| und erst dann i = 〈〉 gilt, wenn
v(in) = vStop.
Weiterhin werden Hilfsfunktionen zur Ermittlung des ersten Index
und der restlihen Indexfolge wie folgt eingeführt:
Definition 74 (Kopf- und Restindexfolge). Es sei eine niht leere
Indexfolge i = 〈i0, i1, . . . , in〉, dann sind:
k(i) = i0
r(i) = 〈i1, . . . , in〉
Zunähst führen wir eine Funktion ein, welhe neutrale Shritte auf
dem Pfad im Erreihbarkeitsgraphen abarbeitet.
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Definition 75 (Sem0-Funktion). Es sei eine wohlgeformte Index-
folge i gegeben. Dann ist:
sem0i : ISzenario × ΣT × U → ISzenario × ΣT × U ∪ {⊥}
mit:





falls τ(v(in)) > 0 ∨ v(in) = vStop
sem0r(i)(stin(in, t(v(in)→ νk(i)(v(in), in, s, u))), s, u),
falls r(i) 6= 〈〉 und wohlgeformt,
⊥, sonst.
Ausgehend von einem Tripel aus Lesezustand des Szenarios in, ei-
nem Lastzustand s und einer Umgebung u wird das Tripel ermittelt,
beim dem der erste Zeitshritt erfolgt.
Eine zweite Funktion arbeitet Zeitshritte im Pfad des Erreihbar-
keitsgraphen ab.
Definition 76 (Sem1-Funktion).
sem1i : ISzenario × ΣT × U × R
+




sem1i(in, s, u, t) =


〈stin(in, t(v(in)→ νi(v(in), s, u))),
state(s, u, τ(v(in))),
u,
t+ τ(v(in))〉, falls τ(v(in)) > 0,
und νi(v(in), s, u) deniert.
⊥, sonst.
Shlieÿlih kombinieren wir beide Funktionen zu einem Gesamt-
shritt, indem jeweils ein Zeitinkrement erfolgt und alle folgenden neu-
tralen Shritte abgearbeitet werden.
Definition 77 (SemS-Funktion). Sei eine wohlgeformte Indexfol-
ge i gegeben. Dann ist:
semSi : ISzenario × ΣT × U × R
+





semSi (in, s, u, t) =

(in′′, s′′, u, t′), mit: (in′, s′, u, t′) = sem1k(i)(in, s, u, t),
falls i wohlgeformt und




Gehen an Knoten mehrere gleihberehtigte Kanten aus, sind alle
Funktionen von der Auswahl der Kante abhängig. Dies wurde durh
eine spezishe Folge i an Indizes, angedeutet durh den Index i, auf-
gelöst. Die Folge zeitbewerteter Shritte ist für alle durh ein Szenario
erlaubten Pfade gleih. Für zwei vershiedene, beliebige, wohlgeformte
Indexfolgen i und j gilt somit folgende
Proposition 1 (Unabhängigkeit von der Wahl des Pfades). Für
alle gültigen, nihtleeren in, s, u und t einer Simulation gilt, bezüglihe
zweier, vershiedener, wohlgeformter, beliebiger Indexfolgen i und j:
semSi(in, s, u, t) = semSj(in, s, u, t).
Die Rihtigkeit der Proposition wird in Abshnitt 5.3.3 bewiesen.
Da ein Performanzszenario stets einen Pfad zum Endknoten beshreibt,
liefert νSet bis zum Erreihen des Endknotens vStop stets mindestens
einen Folgeknoten. Daraus folgt ν1 ist stets deniert, da der kleinste
Index 1 nah unserem Verständnis bei einer mögliherweise einelementi-
gen Menge mindestens dieses eine Element bezeihnet. Deniert man 1
als unendlihe Folge von 1-Indies, mit k(1) = 1 und r(1) = 1, läÿt sih
damit eine allgemeingültige, willkürlihe Denition einer Shrittfunkti-
on angeben, die stets das siher vorhandene Element mit dem kleinsten
Index auswählt. Die Rihtigkeit der Proposition vorausgesetzt, beein-
uÿt diese willkürlihe Auswahl das Ergebnis der Bewertungsfunktion
niht.
Definition 78 (Shritt-Funktion).
semS : ISzenario × ΣT × U ×R
+




semS(in, s, u, t) =
{
sem01(in, s, u, t) , falls v(in) = vStart,
semS1(in, s, u, t) , sonst.
Damit kann shlieÿlih die Laufzeit deniert werden, die einen Ab-
lauf eines Modells in einer Umgebung in einem Shritt bewertet:
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Definition 79 (Laufzeitsemantik). Gegeben seien:
Modell M
Netzsemantik N = (S, T, F ) =MJMK
Erreihbarkeitsgraph G(N) = (V,E)
mit den Knoten v ∈ V
und Kanten e ∈ E
dabei Anfangsknoten v0 ∈ V
und Endknoten vStop ∈ V
Umgebung u ∈ U
Szenario in ∈ ISzenario
im Lesezustand in0 . v0 = v(in0)
Bearbeitungs-Zustand s ∈ ΣT
und dem Start-Zustand s0 ∈ ΣT
Mit diesen Elementen erhalten wir die simulierte Laufzeit des
Tripels von G(MJMK), in und u zu:
ZJG(MJMK)Ku,in = sem(in0, s0, u, 0) ;









sem(in′, s′, u, t′), falls
v(in) 6= vStop
∧ semS(in, s, u, t) = 〈in′, s′, u, t′〉
t, sonst.
Die Funktion ZJ−Ku,in bewertet das zeitlihe Verhalten eines dynami-
shen Modells, welhes als Parameter übergeben wird. Die Umgebung
und die Spezikation eines Ablaufs sind die bei der Auswertung be-
trahteten Kontextaspekte. Dies soll durh die Funktion, welhe diese
nah der Denition mitführt, ausgedrükt werden. Die Auswertung be-
ginnt am Startknoten v0 über einen Pfad aus Folgeknoten im Erreih-
barkeitsgraphen und endet mit dem Endknoten vStop. Die Denition
der Funktion als eine Rekursion über den ersten Parameter v und das
Abbruhkriterium v 6= vStop soll dies anshaulih mahen. Das Szenario
in wird während der Abarbeitung gelesen. state ermittelt den Folgezu-
stand der Lasten in der Umgebung.
5.3. LAUFZEITSEMANTIK 141
Der Haupteekt der Funktion Z ist aber das Inkrement des Zeit-
wertes t, ausgehend von Anfangswert t0 = 0. Dies modelliert das Fort-
shreiten der virtuellen Zeit. Ist der Endzustand vStop im Erreihbar-
keitsgraphen erreiht, repräsentiert der Wert t die für diesen simulierten
Ablauf nötige Zeit.
5.3.2. Eindeutigkeit der Laufzeitsemantik. Um die Eindeu-
tigkeit der Laufzeitsemantik zu zeigen, führen wir zunähst einige Lem-
mata und Hilfsdenitionen ein, die es erlauben das Problem weiter zu
strukturieren.
Wir führen eine Funktion ein, die eine iterierte Anwendung der stin
ermögliht.
Definition 80 (Iterierte Lesefunktion). Sei eine endlihe Folge
an Transitionen 〈t1, . . . , tn〉 ∈ T
<N
so gegeben, daÿ sie von einem Sze-
nario im gegebenen Lesezustand in eine gültige Folge an Übergängen
im Erreihbarkeitsgraphen, des dem Szenario zugrundeliegenden Mo-
dells speziziert. Dann wird ein Folgezustand des Szenarios nah dem
Shalten der Transitionsfolge deniert durh:
stseq : ISzenario × T
<N → ISzenario
mit: stseq(in, 〈〉) = in
stseq(in, 〈t1, . . . , tn〉) = stseq(stin(in, t1), 〈t2, . . . , tn〉)
In der Auswahl der Transitionsfolge ieÿt die Auswahl eines Fol-
geknoten ein, falls Nihtdeterminismus besteht. Wir führen nun eine
Hilfsfunktion ein, die für Folgen neutraler Shritte eine Transitionsfol-
ge in Abhängigkeit zu einem Index i erzeugt, so wie wir den Index in
der Denition der sem0-Funktion verwendet haben mit:
Definition 81 (Folge neutraler Shritte). Eine Transitionsfolge ist
gegeben mit:
−→
t i(in, s, u) =


〈〉, falls τ(v(in)) > 0
t(v(in)→ νk(i)(v(in), in, s, u)) ::
−→
t r(i)(stin(in, t(v(in)→ νk(i)(v(in), in, s, u))), s, u),
falls i wohlgeformt,
⊥, sonst.
Die iterierte Lesefunktion erzeugt mit einer solhen Transitionsfolge
genau den Folgelesezustand, der sem0-Funktion.
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Lemma 13. Für alle wohlgeformten i und geeigneten in, s und u
ist:
π0(sem0i(in, s, u)) = stseq(in,
−→
t i(in, s, u))
Beweis: Induktion nah der Länge l von
−→
t i.
IA: l = 0 ⇒ τ(v(in)) > 0 ⇒ stseq(in, 〈〉) = in. Somit ist
π0(sem0i(in, s, u)) = π0(〈in, s, u〉) = in.
IV: Die Aussage gilt für l = n− 1.
IS: Für ein beliebiges l = n und geeignetes i, mit n ≥ 1, gilt τ(v(in)) =
0 nah Denition 81. Wir verwenden der leihteren Lesbarkeit halber
die Abkürzung t1 = t(v(in)→ νk(i)(v(in), in, s, u)). Damit ist:
stseq(in,
−→
t i(in, s, u)) =
(nah Def 81) = stseq(in, t1 ::
−→
t r(i)(stin(in, t1)))
(nah Def 80) = stseq(stin(in, t1),
−→
t r(i)(stin(in, t1)))
und π0(sem0i(in, s, u)) = π0(sem0r(i)(stin(in, t1), s, u)). Da die Län-
ge von
−→
t r(i)(stin(in, t1)) nah Konstruktion gleih l − 1 ist, folgt die
Aussage aus der IV mit in′. 
Bereits ein mögliher zeitloser Übergang bedingt einen neutralen
Shritt.
Lemma 14. Seien in ∈ ISzenario und ui ∈ in mit ui = a1 . . . an und
a1 kennzeihnet einen zeitlosen Übergang, dann ist τ(v(in)) = 0.
Beweis: Da ui ∈ in gilt auh ∃e ∈ ESpontan(v(in)) . a1 = α(t(e))⇒
ESpontan 6= ∅. Nah Denition von τ gilt somit die Aussage. 
Lemma 15. Sei uj ∈ in, uj = a1 . . . amam+1 . . . an und a1 . . . am
neutrale Shritte und am+1 der erste Zeitshritt des Teilausdruks. Sei
−→
t i(in, s, u) = 〈t1, . . . , tk〉, dann gilt:
(1) a1 . . . am ∈ stin(in, t1) oder a2 . . . am ∈ stin(in, t1)
(2) Für alle l mit 1 ≤ l ≤ k gilt:
am+1 . . . an ∈ stseq(in, 〈t1, . . . , tl〉)⇒
am+1 . . . an ∈ stseq(in, 〈t1, . . . , tk〉)
(3) Sei m ≥ 1. Dann ist a1 . . . an 6∈ stseq(in, 〈t1, . . . , tk〉).
(4) am+1 . . . an ∈ stseq(in, 〈t1, . . . , tk〉).
Beweis zu (1): Die Rihtigkeit der ersten Behauptung folgt unmit-
telbar aus Denition 53 der stin-Funktion.
Beweis zu (2): Sei in′ = stseq(in, 〈t1, . . . , tl〉). Nah Denition von
−→
t i gilt τ(v(stseq(in, 〈t1, . . . , tp〉))) = 0 (V1) für alle p mit 0 ≤ p ≤
k − 1. Sei am+1 . . . an ∈ stseq(in, 〈t1, . . . , tl〉) (V2). Wir zeigen durh
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Induktion nah q, daÿ gilt am+1 . . . an ∈ stseq(in, 〈t1, . . . , tl, . . . , tl+q〉),
für alle 0 ≤ q ≤ k − l + 1.
IA: Für q = 0 folgt die Aussage aus der Voraussetzung.
IV: Für alle q ≤ k − l und alle t′1, . . . , t
′
l mit am+1 . . . an ∈
stseq(in, 〈t
′
1, . . . , t
′
l〉) gilt am+1 . . . an ∈ stseq(in, 〈t
′
1, . . . , t
′
l+q〉).
IS: Für jeden einzelnen Shritt gilt stSeq(in, 〈t1, . . . , tl+q, tl+q+1〉) =
stin(stSeq(in, 〈t1, . . . , tl+q〉), tl+q+1). Sei ein am+1 . . . an ∈
stseq(in, 〈t1, . . . , tl+q〉) und am+1 Terminal eines zeitbewerten
Shritts, dann gilt t(am+1) 6= tl+q+1. Denn ist am+1 zeitbewehrt,
so gilt für die Transition t(am+1) = v → vj ein Zeitwert gröÿer
Null δmin(lterm((v → vj)), s, u) ≥ 0 und damit gilt nah Deni-
tion 67: vj 6∈ νSet(v, in, s, u). Da nah (V1) ein neutraler Shritt
ausgeführt wird, kann ein Ausdruk 〈am+1, . . . , an〉 niht um am+1
verkürzt werden, da Widerspruh zu Denition 81. Somit ist
am+1 . . . an ∈ stseq(in, 〈t1, . . . , tl+q+1〉). Aus der Induktionsvorausset-
zung folgt die Rihtigkeit der Behauptung für q = k.
Beweis zu (3): Für m ≥ 1 würde a1 eines zeitlosen Shritt
kennzeihnen. Wäre a1 . . . an ∈ stseq(in, 〈t1, . . . , tk〉), so wäre
τ(v(stseq(in, 〈t1, . . . , tk〉))) = 0, nah Lemma 14. Damit wäre aber
−→
t i(stseq(in, 〈t1, . . . , tk〉), s, u) 6= 〈〉, in Widerspruh zu Denition 81.

Beweis zu (4): Induktion nah m.
IA: m = 0, die Rihtigkeit folgt nah Denition 80 und 81.
IV: am+1 . . . an ∈ stseq(in, 〈t1, . . . , tk〉).
IS: m > 0 Nah (3) gibt es l mit a1 . . . an 6∈ stseq(in, 〈t1, . . . , tl〉).
Aufgrund der Wohlordnung der natürlihen Zahlen gibt es ein kleins-
tes solhes l. Wegen a1 . . . an ∈ in gilt l ≥ 1. Somit gilt a1 . . . an ∈
stseq(in, 〈t1, . . . , tl−1〉), a1 . . . an 6∈ stseq(in, 〈t1, . . . , tl〉), dh. daÿ genau
in diesem Shritt der Ausdruk um a1 verkürzt wird. Aufgrund von
Lemma 15, (1) folgt dann a2 . . . an ∈ stseq(in, 〈t1, . . . , tl〉). Somit folgt
nah IV: am+1 . . . an ∈ stseq(in, 〈t1, . . . , tk〉). 
Im Lesezustand in′, der sih aus der Anwendung der sem0-Funktion
ergibt, folgt zwingend ein Zeitshritt. Die Rihtigkeit der Aussage folgt
unmittelbar aus Denition 75.
Existieren in einem Lesezustand eines Szenarios Teilausdrüke, die
neutrale Shritte konzessionieren, bleiben alle anderen Teilausdrüke,
die Zeitshritte konzessionieren in Folgezustand unverändert.
Lemma 16. Seien uj ∈ in, mit uj = a1 . . . an derart, daÿ a1 einen
Zeitshritt zu einem Folgeknoten kennzeihnet. Sei τ(v(in)) = 0. Dann
gilt für alle i, s und u: uj ∈ stin(in, t(v(in)→ νi(v(in), s, u))).
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Der besseren Lesbarkeit wegen führen wir folgende Notationen ein
um die Folgezustände für Szenario, Last und Zeitwert aus der sem1-
Funktion zu gewinnen.
Definition 82 (Hilfsfunktionen).
szi(in, s, u, t) = π0(sem1i(in, s, u, t))
tstatei(in, s, u, t) = π1(sem1i(in, s, u, t))
ttimei(in, s, u, t) = π3(sem1i(in, s, u, t))
Das Inkrement ist bei mehreren möglihen Folgeknoten für einen
Zeitshritt gleih für jeden diesem Folgeknoten.
Lemma 17. Für alle möglihen i, j gilt: ttimei(in, s, u, t) =
ttimej(in, s, u, t)
Beweis: ttimei(in, s, u, t) = t − τ(v(in)) = ttimej(in, s, u, t) folgt
unmittelbar aus Denition 76, falls τ(v(in)) > 0. ttimei(in, s, u, t) =
⊥ = ttimej(in, s, u, t), sonst.
Nun lassen sih vershiedene Eigenshaften des Lesezustandes nah
einem Shritt durh eine sem0-Funktion zeigen.
Lemma 18. Sei ein Szenario in ∈ ISzenario in einem Lesezustand,
sodaÿ τ(v(in)) = 0 und mit einer beliebigen, wohlgeformten Indexfolge
i: (in′, s′, u) = sem0i(in, s, u). Dann gelten:
(1) Für alle u′i ∈ in
′
, seien entweder der Form u′i = a1 . . . an, sodaÿ
a1 einen zeitbehafteten Übergang kennzeihnet, oder u
′
i = ǫ.
(2) Seien von den ui ∈ in diejenigen der Form ui =
a1 . . . amam+1 . . . an derart, daÿ alle a1 . . . am neutrale Übergän-
ge und am+1 den ersten zeitbehafteten Übergang kennzeihnen.
Dann gilt für diese am+1 . . . an ∈ in
′
.
(3) Sei u′i ∈ in
′
, dann gibt es ein Prex aus Terminalen a1 . . . am,
die neutrale Übergänge kennzeihnen, mit a1 . . . anu
′
i ∈ in.
Beweis zu (1): Sei u′j ∈ in
′
, u′l 6= ǫ. Zu zeigen, daÿ uj = a1 . . . an,
sodaÿ a1 einen Zeitshritt kennzeihnet, gelingt durh Widerspruh.
Angenommen a1 würde einen neutralen Übergang kennzeihnen, dann
wäre τ(v(in)) = 0, nah Lemma 14 und damit im Widerspruh zu
Denition 75. 
Beweis zu (2): Nah Lemma 13 gilt in′ = stseq(in,
−→
t i(in, s, u)).
Nah Lemma 15 folgt die Aussage unmittelbar.
Beweis zu (3): Sei u′j ∈ in
′
. Nah Lemma 13 gilt in′ =
stseq(in,
−→
t i(in, s, u)). Die Aussage folgt über einfahe Induktion über
die Länge von
−→
t i(in, s, u)
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Folgende Hilfsfunktion soll anzeigen, ob ein Terminal eines Teilaus-
drukes einen zeitbewehrten möglihen Übergang kennzeihnet.
Definition 83 (Hilfsfunktion). Sei ein in ∈ ISzenario und ein ui ∈






true, falls τ(v(in) > 0)
∧(a = α(t(e)) . e ∈ ELast(v(in)))
∧δmin(lterm(e), s, u) = τ(v(in))
false, sonst.
Für einen Zeitshritt lassen sih über die Folgezustände von Last-
zustand und Lesezustand des Szenarios mit untershiedlihen Indizes
i, j nun folgende Aussagen mahen.
Lemma 19. Sei in ∈ ISzenario mit τ(v(in)) > 0. Seien i, j gültige
Indizes. So gilt:
(1) tstatei(in, s, u, t) = tstatej(in, s, u, t)
(2) Teilausdrüke im folgenden Lesezustand des Szenarios:(






k . zb(a, in)
∧((uk ∈ szj(in, s, u, t)) ∨ (u
′
k ∈ szj(in, s, u, t)))
)
Dh. die folgenden Lastzustände niht deterministisher Shritte sind
gleih. Für die Lesezustände folgt entweder, daÿ sie jeweils unverändert
bleiben, oder ein führendes Terminal einen zeitbewehrten Shritt be-
zeihnet und mögliherweise im folgenden Lesezustand verkürzt ist.
Beweis zu (1): Folgt aus der Denition der state-Funktion.
Beweis zu (2): Folgt aus der Denition von stin.
In der Umkehrung zu Lemma 19, (2) läÿt sih sagen:
Korollar 20. Sei in ∈ ISzenario mit τ(v(in) > 0 und vershiede-
nen i, j, dann gilt:(






k . ¬zb(a, stin(in, t(v(in)→ νj(in, s, u))))
∧( (uk ∈ szj(in, s, u, t) ∨ u
′
k ∈ szj(in, s, u, t)) )
)
Dh. Teilausdrüke sind jeweils im folgenden Lesezustand unverän-
dert, oder sind sie mögliherweise verändert, kennzeihnen sie im Fol-
gezustand keine zeitbewehrten Lasten mehr.
Ein Zeitshritt terminiert minimale Lastelemente unabhängig von
der gewählten Kante.
146 5. SIMULATION
Lemma 21. Sei ein in ∈ ISzenario und ein uk = au
′
k so gegeben, daÿ
zb(a, in) gilt. Dann gilt für zwei Indies i, j:
¬zb(a, stin(in, t(v(in)→ νi(in, s, u))))⇔
¬zb(a, stin(in, t(v(in)→ νj(in, s, u))))
Sind die Indies i und j eht vershieden, bezeihnen sie das Termi-
nieren jeweils vershiedener, aber mit gleiher minimaler Zeit bewehrter
Lasten. Unabhängig von der Wahl der Kante sind in Folgezustand bei-
de Lasten niht mehr zeitbewehrt. Dies realisiert im Lastzustand ehte
Nebenläugkeit.
Beweis: Die Aussage folgt unmittelbar aus Axiom 10.
5.3.3. Beweis der Rihtigkeit von Proposition 1: Die Deni-
tion der Bewertungsfunktion basierend auf der willkürlihen Auswahl
des kleinsten Index bei einer nihtdeterministishen Auswahl war nur
sinnvoll, diese Auswahl ein etwaiges Ergebnis niht quantitativ beein-
uÿt. In Proposition 1 wurde dies für jeden zeitbewehrten Einzelshritt
behauptet. Die Rihtigkeit der Proposition 1 ergibt nun durh die bis
hier gezeigten Lemata wie folgt:
Seien in, s, u und t und zwei wohlgeformte Indexfolgen i und j der-
art, daÿ gilt τ(v(in)) > 0 oder v(in) = vStop.
Somit ergeben sih aus in, s, u und t mit den Indexfolgen i und j die
Funktionen zu semSi(in, s, u, t) = (in
′, s′, u, t′) und semSj(in, s, u, t) =
(in′′, s′′, u, t′′):
• t′ = t′′ = t+ τ(v(in), nah Lemma 17
• Für sem1k(i)(in, s, u, t) = (in
∗, s∗, u, t∗) und
sem1k(j)(in, s, u, t) = (in
∗∗, s∗∗, u, t∗∗) ergibt sih nah
Lemma 19-(1) s∗ = s∗∗. Nah Lemma 12 bleibt der
Zustand in einer Folge neutraler Shritte unverändert,
sodaÿ mit sem0r(i)(in
∗, s∗, u, t∗) = (in′, s′, u, t′) und
sem0r(j)(in
∗∗, s∗∗, u, t∗∗) = (in′′, s′′, u, t′′) folgt s′ = s′′.
• Für sem1k(i)(in, s, u, t) = (in
∗, s∗, u, t∗) und
sem1k(j)(in, s, u, t) = (in
∗∗, s∗∗, u, t∗∗) ergibt sih zwar
in∗ 6= in∗∗. Nah Lemma 21 gilt aber ∀a . zb(a, in) ⇒
¬zb(a, in∗), bzw.∀a . zb(a, in) ⇒ ¬zb(a, in∗∗). Dar-
aus folgt nah sem0r(i)(in
∗, s∗, u, t∗) = (in′, s′, u, t′)
und sem0r(j)(in
∗∗, s∗∗, u, t∗∗) = (in′′, s′′, u, t′′) gilt
∀a . zb(a, in) ⇒ ∄uk ∈ in′ . uk = au′k oder
∀a . zb(a, in) ⇒ ∄uk ∈ in′′ . uk = au′k, da sonst Wider-
spruh zu Lemma 18-(1). Daraus folgt in′ = in′′ nah der
Entfernung aller niht zeitbewehrten Elemente.
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Daraus folgt, daÿ eine Rekursion über die semS-Funktion für al-
le übergebenen Parameter in, s, u und t unabhängig von einem ausge-
wählten Index, bei einer möglihen niht-deterministishen Auswahl zu
den selben Folgezuständen in′, s′, u und t′ führt. Das Ergebnis der Be-
wertungsfunktion ist damit von der gewählten Indexfolge unabhängig.

5.4. Zusammenfassung
In Kapitel 2 wurden dynamishe Performanzmodelle mit einer Pe-
trinetzsemantik so deniert, daÿ deren Erreihbarkeitsgraph stets end-
lih ist und vom Startknoten aus mindestens ein Pfad zum Endknoten
führt. In Kapitel 3 wurde die Auswahl eines solhen Pfades so spe-
ziziert, daÿ genau die Klasse an möglihen Abläufen eines Modells
eingegrenzt wird, die sih nur durh in untershiedliher Reihenfolge
terminierende Lasten untersheiden. Kapitel 4 führte einen abstrakten
Umgebungsbegri ein. Ressouren dieser Umgebung werden mit den
Funktionen beshrieben, die unter Beahtung eines Zustands gerade
die Bestimmung der Reihenfolge der terminierenden Lasten und dabei
verstreihenden Zeitintervalle erlauben.
In diesem Kapitel wurden diese drei Komponenten shlieÿlih in ei-
ner sehr einfahen Funktion zusammengeführt, die für jedes Szenario
eines Modells auf einer gegebenen Umgebung einen Zeitwert für die
gesamte Bearbeitung aufsummiert. Mit jeder Berehnung dieser Funk-
tion kann ein Testfall simuliert werden. Im Anshluÿ an ein kleines Bei-
spiel folgt im zweiten Teil dieser Arbeit eine Auseinandersetzung mit
der Methodik zu einer solhen Simulationstehnik für niht-funktionale
Eigenshaften. Die shon in der formalen Denition erahnbare Arhi-
tektur eines Werkzeuges wird eingeführt und mit einer Anwendungs-
studie |SEMPER| belegt. Auÿerdem wird die erfolgreihe Integration
der Aspekte Tehnik und Methodik in diesem Werkzeug aufgezeigt.
Teil 2
Entwiklung zeitkritisher Software
Ein Entwurf zu performanzzentrierter
Softwareentwiklung
Die bisher vorgestellte Tehnik der Entwiklung performanz-
kritisher Modelle erlaubt die Bewertung niht-funktionaler, zeitabhän-
gigen Eigenshaften in spezishen Szenarien, vor ihrer vollständigen
Implementierung. Wohlgeformte Performanzmodelle beshreiben aber
nur strukturelle und dynamishe Aspekte, soweit sie für die Bewertung
relevant sind und fordern an einigen Stellen sogar eine weiterreihende
Abstraktion, als sie für das Modell einer Software wünshenswert wäre.
Den Szenarien, die für eine Simulation deniert werden, folgen Ergeb-
nissen der Anforderungsanalyse oder müssen durh eigenständige Er-
gebnisse weiterer Analysen begründet werden. Für Umgebungsmodelle
wurde ein abstraktes Konzept entwikelt und beispielhaft die Erstel-
lung von Ressouren aus Meÿprotokollen erläutert. Für keines dieser
zahlreihen Artefakte wurde aber bisher entwikelt, wie und wann sie
im Verlauf eines Softwareentwiklungsprozesses entstehen können und
welhe Abhängigkeiten sih daraus ergeben. Weiterhin muÿ geklärt wer-
den, wie die Erkenntnisse, die aus einer Performanz-Bewertung gezogen
werden können, in qualitative, tehnishe oder wirtshaftlihe Verbes-
serungen umsetzbar sind. Eine Auseinandersetzung mit einer Metho-
dik, welhe die Integration dieser neuen Artefakte in den Software-
Entwiklungs-Prozeÿ diskutiert, soll Grundlagen liefern, die auf viele
Prozeÿmodelle anwendbar sind, soweit sie sinngemäÿ Phasen wie Ana-
lyse, Modellierung, Implementierung und Test untersheiden.
Zunähst begründet eine Klassikation der neuen Artefakte und
deren Abhängigkeiten zu klassishen Artefakten neue Rollen für
Performanz-Modellierer, Szenario-Entwikler, Tester und Ressouren-
Ingenieure. Die Denition ihres Aufgabengebietes, der nötigen An-
sprehpartner und ihrer Verantwortung im Ablauf des Prozesses erlaubt
eine klar umrissene zeitlihe Planung ihrer Tätigkeit und der Ansprü-
he an ihre Qualikation. Dadurh wird die Entwiklung performanz-
kritisher Software in zeitliher und damit auh in wirtshaftliher Siht
besser kalkulierbar und gewinnt an Transparenz.
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Weiterhin wird aber auh der Zusammenhang von qualitativen
Modelleigenshaften, Design- und Arhitekturentsheidungen, zeit-
lih/wirtshaftlihen Vorgaben, besonderen Risikosituationen und per-
sonellen Restriktionen diskutiert. Die Bereitstellung von zuverlässigen
Maÿtabellen, die Management-Entsheidungen im Entwiklungsprozeÿ
begründen, setzt umfangreihe Studien über eine Groÿzahl an personal-
und kostenintensiven Softwareprojekten voraus, denen eine eingehende
nahprüfbare Erfolgsanalyse folgt. Solhe Feldstudien gingen weit über
das Maÿ hinaus, welhes diese Dissertation erreihen könnte. Auÿer-
dem würde die stets seitens der Industrie geforderte Anonymisierung
der Datensätze aus empndlihen Bereihen eine nützlihe Interpreta-
tion weitgehend verhindern. Der Ansatz hier ist daher die Diskussion
der Abhängigkeiten und der Entsheidungskriterien, sodaÿ innerhalb
einer Firma auf dieser Grundlage ein Prozeÿ instantiiert werden kann,




Grundsätzlih lassen sih Artefakte im Softwareentwurfsprozeÿ
nah ihrer Abstammung aus den vershiedenen Phasen des Prozesses
gruppieren. Wir untersheiden hier die bekannten Phasen der Analyse,
die in Anforderungsanalyse und die Erstellung eines Analysemodells













Abbildung 6.0.1. Artefakte nah Prozeÿphasen
Prinzipiell werden diese Phasen sequentiell durhlaufen und die Ar-
tefakte unterliegen entsprehenden Abhängigkeiten. Meist wird in der
Literatur von Iterationen über diese Phasen gesprohen, wenngleih
in der Praxis Mikrozyklen benahbarter Phasen
1
häuger anzutreen
sind. Zunähst werden Beispiele einzelner Dokumenttypen der jeweili-
gen Phasen angesprohen. Da die verwendeten Formalismen projekt-
abhängig sind, kann eine solhe Klassikation nur unvollständig sein
und als oen verstanden werden. Hier werden beispielhaft unter ande-
rem UML-Artefakte diskutiert, da sih so das Anwendungsbeispiel der
1
Im Unied Software Development Proess [40℄ werden diese Phasen als Core-
Workows bezeihnet. Als Phasen bezeihnet man dort gröÿere Gruppen von Itera-
tionen, in denen eine jeweils andere Zielrihtung und inhaltlihe Gewihtung erfolgt.
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Übersetzung aus Aktivitäts- und Implementationsdiagrammen fortset-




Analyse       Entwurf       Implementierung      Test 
Inspektionen und Reviews Testprotokolle
Abbildung 6.0.2. Entwurfsabhängige Performanz-Eigenshaften
Die Bewertung von Performanz-Eigenshaften nah diesem An-
satz baut auf dem Entwurfsmodell auf, in welhes Tehnologie-
Entsheidungen eingeossen sind und bis hinunter auf algorithmi-
she Ebene die spätere Implementierung festgelegt wird. Das Analyse-










Abbildung 6.0.3. Inspektion mit Simulationstehniken
Modell, das nur speziziert, was implementiert werden muÿ, aber niht
wie dies geshieht, dient vorwiegend zur Denition der niht funktio-
nalen Ziele. Viele Dokumenttypen, die statishe Strukturen des Analy-
semodells betreen, werden niht behandelt.
Die in Abbildung 6.0.2 dargestellte Normalsituation zeigt, daÿ erst
am Ende einer Iteration im Test zeitlihe Eigenshaften beobahtet
werden können. Wird sihergestellt, daÿ die Spezikationen des Ent-
wurfes tatsählih in Code umgesetzt werden
2
, kann davon ausgegan-
gen werden, daÿ die wihtigsten leistungsbestimmenden dynamishen
2
Dies ist eine wihtige Anforderung an die Einhaltung der Phasen
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Strukturen bereits dem Implementierungsmodell entnommen werden
können.
Werden auÿer Inspektionen und Reviews auf dem Modell eine
Performanz-Simulation durhgeführt, können bereits hier Grundlagen
für wihtige Entsheidungen vorliegen. So kann eine Modell-Inspektion
negativ bewertet werden, falls die Simulation unzureihende Werte lie-
fert. Die Modelle müssen dann nohmals verbessert werden. Aber auh
ein Anhalten des ganzen Projektes wäre an dieser Stelle begründbar.
Der Erfolg der Performanz-Bewertung wäre dann, Kosten für Imple-
mentierung und Test eingespart zu haben. Die shon aus der Einfüh-
rung bekannte Graphik in Abbildung 6.0.3 zeigt shematish die in















Abbildung 6.0.4. Modellsimulation (shematish)
Dabei nehmen wir an, daÿ die Simulation eine rihtige Vorhersa-
ge des später beobahtbaren Verhaltens ist, wie es in Abbildung 6.0.4
shematish dargestellt wird. Durh die gestrihelten Pfeile ist darge-
stellt, daÿ mit der hier vorgestellten Tehnik ein Umgebungsmodell
erstellt werden muÿ. Dies geshieht etwa durh ein UML-Deployment-
Diagram (oberer gestrihelter Pfeil). Um eine Simulation durhführen
zu können, muÿ die Funktion, welhe die Zeitshritte bewertet, mit
zuverlässigen Shätzungen oder Meÿwerten kalibriert werden. In der
ersten Iteration müssen diese Werte geshätzt werden oder an eigens
entwikelten Code-Proben gemessen werden. In weiteren Iterationen
können Meÿwerte aus früheren Iterationen verwendet werden, falls si-
hergestellt werden kann, daÿ der zugrunde liegende Code noh den
aktuellen Modellen entspriht. Ziel ist es, den linken Strang der she-





6.1.1.1. Interviewprotokolle. Falls die Neuentwiklung von Softwa-
re Ziel des Prozesses ist, stellen Interviewprotokolle die klassishe pri-
märe Informationsquelle der Anforderungsanalyse dar. Selbst umfang-
reihe Dokumente, die zum Beispiel für eine Ausshreibung vorab durh
einen Auftraggeber erstellt worden sind, gehören, gleih welhe Be-
shreibungstehniken sie verwenden, ausshlieÿlih in diese Kategorie.
Bei der Pege, Erweiterung oder Verbesserung groÿer, bereits existie-
render Systeme stehen sie mögliherweise neben Artefakten, die das
existierende System beshreiben oder aus dem Herstellungsprozeÿ die-
ses Systems erhalten sind.
Häug ndet man hier eine Zerlegung des Problems nah den
funktionalen Anforderungen des Auftraggebers. In klassishen Ge-
shäftsfeldern ist hier die Geshäftsprozeÿanalyse zu nennen. Oft
verwendet man neben der textuellen Aufbereitung auh UML-
Anwendungsfalldiagramme.
6.1.1.2. Anwendungsfälle und Subsystemzerlegung. Eine gute
Grundlage des Analysemodells ist die Entwiklung eines Systems-
begris, der die Subsysteme, oder Komponenten identiziert. Dann
werden die für die jeweiligen Subsysteme relevanten Anwendungsfälle
3
entwikelt.
6.1.1.3. Domänenmodell, Datenmodell, Klassendiagramme. Die
Dokumente des Entwurfs, welhe Datenstrukturen spezizieren, sind
insofern interessant, wie sie quantitative Aussagen über Datenstruktu-
ren zulassen, die eine Ressoure belasten, auf der ein implementiertes
System laufen wird.
6.1.1.4. Dynamishes Modell, Aktivitätsdiagramme, Zustandsdia-
gramme. Die Dokumente, welhe den Entwurf dynamisher Strukturen
verkörpern, haben hier eine zentrale Stellung. Bezüglih dynamisher
Aspekte muÿ ein Modell vollständig sein und der tatsählihen späteren
Implementierung entsprehen.
6.1.1.5. Deployment- oder Implementationsmodell. Der Entwurf
der tehnishen Umgebung modelliert die Arhitektur der tehnishen
Ressouren, die später die implementierte Software ausführen soll. Ein
wihtiger Aspekt ist die eindeutige Zuordnung jeder Funktionalität zu
einer Ressoure und die Spezikation deren tehnisher Ausführung
und Leistungfähigkeit.
3
Diese liegen im Idealfall orthogonal zu den Anwendungsfällen, welhe in
den Geshäftprozessen identiziert wurden und untersheiden sih von diesen
grundsätzlih.
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6.1.1.6. Quellode, Implementierung, Kongurationen. Da funktio-
nale Eigenshaften niht Gegenstand der Betrahtung sind, muÿ kein
Untershied gemaht werden zwishen Quellode und Kompilat. Von
einem Quelldokument wird stets erwartet, daÿ es kompilierbar ist und
fehlerfrei im Sinne der funktionalen Anforderungen läuft.
6.1.1.7. Testdokumente. Testprotokolle, Logles oder Debugging-
Protokolle sind interessant, soweit sie es erlauben einzelne Abläufe
konkret nahzuvollziehen. Hier werden ebenso nur die Arten von Do-



































Abbildung 6.1.1. Artefakte des Simulators
6.1.2. Neue Artefakte. Dynamishe Modelle und Umgebungs-
modelle bilden eine Gruppe neuer Artefakte, die unmittelbar mit den
klassishen Artefakten verbunden sind. Dazu gehören die angesprohe-
nen Szenarien, die jeweils einzelne Testfälle spezizieren. Die zweite
Gruppe neuer Artefakte sind Last- und Ressourenmodelle. Diese neh-
men eine Sonderstellung ein. Zwar werden sie meist spezish in einem
Projekt meist sogar in einer spezishen Iteration entwikelt. Sie sind
aber niht auf eine Verwendung allein in diesem Projekt beshränkt,
sondern tragen zu einem Modellarhiv bei, von dem kommende Pro-
jekte protieren können. Abbildung 6.1.1 bietet einen Überblik über
diese Artefakte.
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6.1.2.1. Anforderungsanalyse. Performanzeigenshaften benöti-
gen eine separate Anforderungsanalyse. Oft bauen Performanz-
Anforderungen bereits auf Entwurfsentsheidungen auf oder können
erst formuliert werden, wenn die relevanten Elemente bekannt sind
und für niht funktionale Eigenshaften adressiert werden können.
Die Anforderungsanalyse erstrekt sih von den ersten Interviews
bis über das Ende der Erstellung des Analysemodells hinaus, dessen
Fertigstellung erfolgt sein muÿ, bevor Performanzanforderungen
integriert werden können. Dokumente der Anforderungsanalyse teilen
sih auf in Spezikation grundlegender Anforderungen, tehnishe
Anforderungen, die später die Umgebung beeinussen werden und
explizite Einzelanforderungen des Auftraggebers, die ausdrüklih
erfüllt sein müssen. Letztere müssen unmittelbar in die Entwiklung
von Szenarien münden und später durh Tests nahgewiesen werden.
Aufbauend auf die in diesen Dokumenten spezizierten Anforderungen





















6.1.2.2. Last- und Ressourenspezikationen. In Abbildung 6.1.2
werden die Abhängigkeiten der Artefakte untereinander shematish
dargestellt. Aufbauend auf den Vektortabellen der Lastmodelle, erzeugt
der Lastmodellgenerator des Werkzeugs generishe Klassen für die Si-
mulationsumgebung. Die Performanz-Meÿprotokolle, mit deren Hilfe
Ressourenmodelle erzeugt werden, liefern die Stützstellen der Funkti-
on, mit der die Zeitabstände zwishen einzelnen Zustandsübergängen
bewertet und der Simulationszustand fortgeshrieben wird. Die Arte-
fakttypen sind die Grundlagen für die Last- und Ressourenbibliothek
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des Simulationswerkzeugs, das selbst keine Modelle vorsieht. Sie spielen
somit eine Sonderrolle dieses Ansatzes.
6.1.2.3. Umgebungsmodelle. Die eine Software ausführende Um-
gebung wird durh Umgebungsmodelle beshrieben. Diese können
zum Beispiel durh UML-Implementierungsdiagramme (Deployment-
Diagramms) dargestellt werden. Die Spezikation der Simulationsum-
gebung durh Implementierungsdiagramme, wie sie hier beispielhaft
gezeigt wird, erbt die Struktur der klassishen Umgebungsmodelle, be-
nötigt aber zusätzlih spezishe Annotationen, die Ressourenmodelle
festlegen, sie mit Namen versehen und gegebenefalls initialisieren.
6.1.2.4. Dynamishe Performanz-Modelle. Aus den dynamishen
Modellen der klassishen Artefakte müssen Modelle gewonnen wer-
den, welhe den Kontrolluÿ genau wiedergeben, aber von qualitativen
Aspekten abstrahieren. Es sind Annotationen nötig, die auszuführende
Aktivitäten quantizieren. Dazu müssen Lastmodelle gewählt werden,
die im Modellpaket des Simulationswerkzeugs vorhanden sind. Eine
weitere Abhängigkeit existiert bei Umgebungsmodellen bezüglih des
Namensraumes. Im Performanz-Modell spezizierte Lasten müssen auf
adäquate Ressoureninstanzen des Umgebungmodells lokalisiert wer-
den.
6.1.2.5. Szenarien. Die meist zahlreihen Szenarien hängen nur
vom dynamishen Performanz-Modell ab. Ein Szenario legt genau einen
möglihen Bearbeitungsablauf eines dynamishen Performanz-Modells
fest. Im Regelfall werden Szenarien von einem Performanzmodell direkt
abgeleitet. In manhen Fällen können Szenariospezikationen auh auf
Performanz-Modelle angewendet werden, die ihrer Erstellung niht zu-
grunde lagen. Dies ist dann möglih, wenn Modelle sih zum Beispiel
nur in der Lokalisation der Lasten untersheiden, Permutationen in rein
sequentiellen Bereihen aufweisen oder sih nur in der Annotation von
Lastmodellen oder deren Parametern untersheiden.
6.1.2.6. Performanz Analyse. Das Ergebnis einer Simulation ist ei-
ne quantitative Bewertung eines Tripels aus dynamishem Modell, Um-
gebungsmodell und einem spezishen Szenario. Es besteht meist aus
einem numerishen Wert und einer Einheit. Ein solher Wert ist mit der
Spezikation einer Anforderung in der Anforderungsanalyse oder dem
Analysemodell assoziierbar. Hieraus kann auh eine sinnvolle Zusam-
menfassung mehrerer Werte sowie tabellarishe oder graphishe Aufbe-
reitung abgeleitet werden. Eine solhe Aufbereitung sollte sinnvolle An-
merkungen beinhalten, die es dem Leser ermöglihen, den Inhalt rihtig
zuzuordnen. Solherart aufbereitete Artefakte werden als Performanz-




6.2.1. Hauptprozeÿstrang. Zunähst wird die Entstehung der
Artefakte verfolgt, die parallel zu den klassishen Dokumenten, die di-
rekt mit der Umsetzung funktionaler Anforderungen in Zusammenhang
stehen. Gesondert wird später noh die Klasse an Artefakten betrah-
tet, die zum Kontext gerehnet werden können, da sie zur tehnishen
Realisierung der Simulationsumgebung gehören. Tatsählih müssen sie
spezishen Vorgaben entsprehen, die aus den Hauptartefakten abge-

























6.2.1.1. Anforderungsanalyse. Die bereits geforderten speziellen
Performanz-, Umgebungs- und Szenarioanforderungsanlysen müssen in
der Analysephase erstellt werden. Abbildung 6.2.1 weist eine eigene
Rolle eines Performanz-Analytikers aus, die später noh eingeführt
wird. Weiterhin zeigt sie shematish die Einuÿnahme der Erkenntnis-
se aus der Geshäftsprozeÿanalyse und dem gesamten Analysemodell.
Die untershiedlihen Klassen von Anforderungen sollten in gesonder-
ten Dokumenten formuliert werden. Später begründen sie Quelldoku-
mente für vershiedene Rollenprole.
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6.2.1.2. Umgebungsmodell. Zunähst wird wieder davon ausgegan-
gen, daÿ alle notwendigen Lastmodelle und adäquaten Ressouren be-
reits speziziert sind und verwendet werden können. Betrahtet man
erneut die in Abbildung 6.1.2 dargestellten Abhängigkeiten, ist erkenn-
bar, daÿ zuerst das Umgebungmodell entwikelt werden muÿ. Da diese
Reihenfolge niht immer üblih ist, sondern tehnishe Entsheidun-
gen über die Umgebung meist nah der Wahl der Software-Tehnologie
getroen werden, muÿ dem bereits während der Anforderungsanaly-
se durh den Anforderungsanalytiker Rehnung getragen werden. Un-
ter Einbeziehung des Analysemodells, des tehnishen Umgebungsent-
wurfes und der in den Umgebungsanforderungen identizierten per-
formanzrelevanten Einshränkungen wird ein Umgebungsmodell entwi-
kelt, wie in Abbildung 6.2.2 dargestellt. In diesem Dokument werden
alle Ressourentypen identiziert. Deshalb sollten diese Ressourenty-
pen in den Ressourenmodell-Arhiven der Simulationsumgebung be-
reits bekannt und verfügbar sein. Auh Ressouren, die noh unbekannt
sind, können aber hier modelliert werden. Ihre Beshreibung muÿ spä-
ter nahgefordert werden. Hier liegt ein Umgebungsmodell beispielhaft
als UML-Implementierungsdiagramm (Deployment Diagram) vor.
In der Darstellung sind die zwei parallel existierenden Umgebungs-
modelle zu erkennen. Eines das die tehnishen Spezikationen der spä-
teren Ressouren bezüglih ihre funktionalen Anforderungen enthält
und das Andere welhes davon abstrahiert und sih auf Annotationen
zum zeitlihen Verhalten beshränkt.
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6.2.1.3. Dynamishe Performanz-Modelle. Liegt ein Umgebungs-
modell vor, kann ein dynamishes Performanz-Modell entwikelt wer-
den. Hier wird ein Entwurf bezüglih Kontrolluÿ und Lasttypen ent-
wikelt, aber auh die Zuordnung der einzelnen Lasten zu Ressour-



















Abbildung 6.2.3. Performanz Modellierung
Performanz-Modell ieÿen die Erkenntnisse des Analysemodells und die
Entsheidungen des Software-Entwurfs mit ein. Wie in Abbildung 6.2.3
dargestellt, muÿ der Performanz Modellierer auh Sorge tragen, daÿ
das entwikelte Performanzmodell bezüglih aller identizierter Anfor-
derungen ausreihend aussagekräftig ist.
6.2.1.4. Szenarien. Aufbauend auf das Performanz-Modell können
Szenarien für die Performanzanalyse entwikelt werden. In die Szena-
rien ieÿen die Erkenntnisse aus der Anforderungsanalyse und dem
Entwurf mit ein. Eigentlih können Szenarien aber unabhängig von
klassishen Artefakten, aufbauend auf dem Performanzmodell, die
Performanz- und Szenarioanforderungen formulieren. Abbildung 6.2.4
zeigt diese Unabhängigkeit shematish. Szenarien sind für das dyna-
mishe Performanz-Modell, für das sie entwikelt wurden spezish.
Jedoh ist eine Wiederverwendung niht ausgeshlossen, falls keine Än-
derungen am Kontrolluÿ des dynamishen Modells vorgenommen wor-
den sind.
6.2.1.5. Performanz-Analyse. Liegen Umgebungsmodell, dynami-
shes Performanzmodell und Szenarien vor, kann die Performanz-
Simulation durhgeführt werden, und das zeitlihe Verhalten des Soft-






















bevor die Implementierung beginnt. In der Herleitung der Dokumente
war zu erkennen, daÿ eine Implementierung (unter der Annahme, Last-
und Ressourenmodelle seien vorhanden) bis zu diesem Zeitpunkt niht
























der Performanzanalyse abhängig gemaht. Abbildung 6.2.5 zeigt she-
matish die Entsheidung mit der Implementierung zu beginnen oder
nohmals Verbesserungen am Modell vorzunehmen. Auh die bereits
angesprohene Möglihkeit des Projektabbruhs kann an dieser Stelle
begründet sein.
6.2.2. Kontextprozeÿ. Es wurde bis zu dieser Stelle immer an-
genommen, daÿ adäquate Last- und Ressourenmodelle in der Biblio-
thek der Simulationsumgebung ausreihend zur Verfügung stehen. Eine
der Stärken der hier vorgestellten Tehnik liegt in der Ausdrukstärke
und Anpassbarkeit der Last und Ressourenmodelle. Diese sollten, um
diesen Vorteil zu nutzen, auh spezishe, leistungsentsheidende Cha-
rakteristika ausdrüken. Deshalb folgt eine Auseinandersetzung mit der
Erzeugung solher Modelle in einem eigenen, sogenannten Kontextpro-
zeÿ.
6.2.2.1. Initiale Lastmodell-Entwiklung. Am Anfang des ersten
Software-Entwiklungsprozesses existieren keine Lastmodelle, die zur
Simulation verwendet werden können. Dennoh wird, wie vorher be-
shrieben, ein dynamishes Performanzmodell erstellt. In diesem Mo-
dell werden alle benötigten Lastmodelle verwendet, als würden sie be-
reits existieren. Zusätzlih kann eine Dokumentation informell Auf-
shluÿ über die gewünshten Eigenshaften der Lastmodelle geben.
Die Menge der verwendeten Lastmodelle muÿ nun von einem Si-
mulationsingenieur realisiert werden. Er erstellt für jedes Modell ei-
ne Lastklasse in der Werkzeugbibliothek und gibt gleihzeitig bei ei-
nem Software-Entwikler die Implementierung eines Codefragments in
Auftrag. Sollten die Informationen, die der Simulationsingenieur dem
Modell-Dokument entnehmen kann, unzureihend sein, können eigene
Interviews und Analysesitzungen anberaumt werden.
Eine Bearbeitung des entsprehenden kompilierten Codefragments
soll genau ein Beispiel für die Bearbeitung einer Instanz der model-
lierten Last sein. Diese Fragment dienen später zur Erstellung von
Laufzeittests mit deren Ergebnissen die Ressourenmodelle kalibriert
werden. Abbildung 6.2.6 zeigt diesen Vorgang shematish. Die Ent-
wiklung und Kalibrierung der Ressourenmodelle, die im nähsten
Abshnitt beshrieben wird, kann eine iterierte Abarbeitung dieses Teil-
prozesses anstoÿen, was in dieser Abbildung niht explizit dargestellt
ist. Die möglihen Zusatzinformationen des Modellierers sind hier niht
extra aufgeführt.
6.2.2.2. Initiale Ressourenmodell-Entwiklung. Für jeden im Um-

















kalibriert werden. Die Modelle sind prinzipiell alle gleihartig und wer-
den nur durh die beiden Funktionen zur zeitlihen Bewertung eines
Rehenshritts und einer Funktion zur Ermittlung des nähsten Folge-
zustandes realisiert. Der Denition dieser Funktionen liegen im hier
ausgearbeiteten Beispiel Messungen ehter Laufzeiten als Stützstellen
einer Interpolationsfunktion zugrunde. Um diese Messungen durhfüh-
ren zu können, muÿ eine repräsentative tehnishe Umgebung instal-
liert werden, die der im Umgebungsmodell spezizierten entspriht.
Aus dem dynamishen Performanzmodell muÿ ermittelt werden, in wel-
hem Intervall welhe Dihte an Stützstellen nötig ist, um zuverlässige
Shätzungen zu erhalten. Eine vorausshauende Planung solher Gren-
zen kann sinnvoll sein. In dieser Voraussiht sollten Bereihe abgedekt
werden, die Modellierer bei erwartbaren Erweiterungen oder für die
Auslotung der Modelleigenshaften in Problembereihen nutzen wer-
den. Gemäÿ den so festgelegten Bereihen werden für jedes Lastmodell
eine Testlauf-Matrix entwikelt.
Ein Systemtehniker muÿ nun die in dieser Matrix geforderten
Werte zusammentragen. Dies kann durh Erfahrungswerte geshehen,
manuellen Berehnungen, die auf Leistungsangaben des Herstellers
beruhen, oder willentlihe Festlegungen von Performanz-Verhalten.
In diesem Fall stellt eine solhe Performanz-Funktion an sih eine
























Abbildung 6.2.7. Ressourenmodell Entwiklung
Ein typisher Vorgang ist die Erstellung der Funktion durh Mes-
sung des zeitlihen Verhaltens existierender Hardware. Entsprehend
der Testlauf-Matrix werden die dem Lastmodell zugeordneten Code-
proben, in dem in der Matrix festgelegten Kontext ausgeführt. Die
gemessenen Bearbeitungszeiten werden in einem Meÿprotokoll doku-
mentiert. Dieses Meÿprotokoll ist die Grundlage der Modellfunktionen,
die der Simulator bei der Interpretation des dynamishen Performanz-
modells zugrundelegt. In Abbildung 6.2.7 ist dieser komplexe Vorgang
shematish dargestellt.
6.2.2.3. Iterierte Simulationsmodellentwiklung. Abbildung 6.2.6
stellt eine Neuentwiklung von Codeproben zur Repräsentation von
Lastmodellen dar. Die Kosten dieser Entwiklung lassen sih später
niht in der Software wirksam bezüglih qualitativer Eigenshaften ein-
bringen, da sie nur dem Betrieb der Simulationstehnologie dienen. Be-
ndet sih der Software-Entwiklungsprozeÿ in einer höheren Iteration,
kann diese gesonderte Codeerstellung entfallen, falls repräsentative Co-
defragmente aus der letzten Iteration isoliert werden können. In diesem
Fall muss durh den Simulations-Ingenieur nur sihergestellt werden,
























Abbildung 6.2.8. Iteration der Lastmodell Entwiklung
Mögliherweise ist es sinnvoll, die Performanzbewertung insgesamt erst
in der zweiten Iteration zu starten, um diese zusätzlihen Kosten zu ver-
meiden. Grundlage für eine solhe Entsheidung muss eine Risikoana-
lyse sein. In einem gröÿeren Software-Projekt, das beispielsweise nah
dem Shema des Unied Software Development Proess [40℄ durhge-
führt wird, können aussagekräftige Codebeispiele mögliherweise sehr
spät, etwa am Anfang der Constrution-Phase zur Verfügung stehen.
Zwishen diesem erhöhten Fehlshlagsrisiko und den niht unmittel-
bar produktiven Aufwendungen für Performanzmodelle ist eine kauf-
männish vertretbare Abwägung durhzuführen. Die strukturellen Ab-
hängigkeiten solher Managemententsheidungen werden im nähsten
Kapitel diskutiert. Abbildung 6.2.8 zeigt die Verwendung von existie-
rendem Code für die Entwiklung von Lastmodell-Codeproben. Exis-
tierender Code aus einer vorhergegangenen Iteration ist ein wihtiger
Anhaltspunkt für den Implementierer, der es erlaubt, spezishere Mo-
delle zu shaen, die bezüglih der interessanten Aspekte genauere Aus-
sagen erlauben. Die Verfügbarkeit von ehten Codeproben aus einer
vorhergehenden Iteration bedeutet dabei niht notwendig eine Arbeits-
zeitersparnis.
Die Ressourenmodelle müssen nah einer Veränderung der Lastmo-
delle, adaptiert und gegebenenfalls rekalibriert werden. Der Prozeÿ geht
dabei unverändert nah dem in Abbildung 6.2.7 dargestellten Shema
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vor. Die Ausgangsartefakte sind jeweils in der neuesten Version gemäÿ
des Iterationsshritts zu verwenden. Organisatorish handelt es sih
zwar um eine fortshreitende Versionierung, aber die Kontextmodelle
sind vollständig unabhängig. Lediglih eine Analyse der Veränderun-
gen längs ihrer geshihtlihen Entwiklung wäre interessant, womit
sih diese Arbeit aus Platzgründen niht beshäftigen kann.
6.3. Rollen
Neben neuen Artefakten wurde vor allem auh von neuen Rollen
gesprohen, die eine besondere Beahtung verdienen. Folgend werden
verwandte Tätigkeitsbereihe zu Rollen zusammengefaÿt und fahlihe
Anforderungsprole skizziert.
6.3.1. Klassishe Rollen. Mitarbeiter in klassishen Rollen
übernehmen in der Entwiklung performanzkritisher Software gegen-
über Mitarbeitern in neuen Rollen häug eine interne Kundenfunk-
tion. Oft übershneiden sih fahlihe Anforderungsprole, sodaÿ sie
mit neuen Rollen vershmolzen werden können. Darauf wird im Fol-
genden gesondert eingegangen. Bei manhen Tätigkeiten, wie etwa der
Entwiklung und Durhführung von Performanz-Tests, ist aber auh
eine personelle Trennung begründet. Die Aspekte der Kundenfunktion
überwiegen bei Modellierern und Analytikern. Bei Systemtehnikern
und Implementierern nah dem klassishen Rollenverständnis dagegen
überwiegt eher der Kooperationsharakter. Um diese Aspekte zu be-
leuhten, werden folgend die neuen Rollenbilder umrissen.
6.3.2. Neue Rollen im Hauptprozeÿstrang.
6.3.2.1. Performanz Analytiker. In hronologisher Betrahtung er-
sheint zuerst der Performanz-Analytiker. Er muÿ die Beahtung per-
formanzrelevanter Fragestellungen von Anfang an unterstützen und
durhführen. Dazu sollte er auh bei Kundengesprähen und Interviews
anwesend sein. Seine Aufgabe ist es, performanzrelevante Sahverhalte
zu identizieren und durh zusätzlihe Fragen wihtige primäre Infor-
mationen gewinnen. Er beobahtet die Integration der identizierten
Sahverhalte in die Geshäftsprozeÿanalyse und die Analysemodelle
durh den Analytiker. Gegebenenfalls muÿ er in der Lage sein, antago-
nistishe Forderungen des Kunden aufzuzeigen und zu visualisieren.
Durh eigene Reviews der in der Analyse entstehenden Artefakte
muÿ er garantieren, daÿ Performanzanforderungen und alle relevanten
Aspekte in den Artefakten bewahrt werden. Alle Analyse-Dokumente
müssen durh den Performanz-Analytiker abgenommen werden. In Ab-











Abbildung 6.3.1. Der Performanz-Analytiker
Vom Performanz-Analytiker werden soziale Kompetenz, angeneh-
mer Umgang mit Menshen und besonderes psyhologishes und
sprahlihes Geshik im Gestalten von Interviews erwartet. Er benö-
tigt essentielle Kenntnisse des Ziel-Geshäftsbereihes, der eingesetz-
ten Modellierungstehniken und Formalismen. Auÿerdem muÿ er mit
der hier beshriebenen Bewertungstehnik gut vertraut sein. Er benö-
tigt, um vorausshauend analysieren zu können, profunde Kenntnisse
in Hardware, Implementierungstehniken, Laufzeitkomplexität von Al-
gorithmen und umfangreihe Erfahrung zum zeitlihen Verhalten von
Systemen. Wie oft am Anfang eines Prozesses sind die Anforderungen
an fahlihe Qualikation überdurhshnittlih hoh, da jetzt Fehler
begründet werden können, welhe die Kosten aller folgenden Fehler
deutlih übersteigen.
6.3.2.2. Performanz-Modellierer. Ressouren- und Performanz-
Modellierer sollten eng zusammen arbeiten, haben viele Übershnei-
dungen in ihren fahlihen Anforderungen, sodaÿ diese beiden Rollen
vershmolzen werden können.
In Abbildung 6.3.2 sind beide Rollen zusammengelegt. Der
Performanz-Modellierer extrahiert aus den dynamishen Modellen des
Entwurfes den Kontrolluÿ, eliminiert rein funktionale Annotationen
und reihert das entstehende Modell um performanzrelevante Annota-
tionen an. Das so entstehende dynamishe Performanz-Modell muÿ dem
Entwurf äquivalent sein und unmittelbar für die Simulation verwendet








Abbildung 6.3.2. Der Performanz-Modellierer
Ressouren durhzuführen, und es ist das Umgebungsmodell als be-
kannt vorauszusetzen. Der Ressouren-Modellierer baut seine Artefak-
te ebenso auf Analyse- und Entwurfs-Dokumente auf, entnimmt aber
andere Aspekte und muÿ seine Arbeit bereits beendet haben, bevor
der Performanz-Modellierer beginnt. Auh diese Abhängigkeit erlaubt
es, beide Rollen zu vershmelzen, da es hier zu keinen Engpässen bzw.
Überforderungen in der Arbeitsbelastung kommt.
Performanz- und Ressouren-Modellierer müssen niht bei Kunden-
gesprähen anwesend sein. Ihre fahlihen Anforderungen sind aber
dennoh hoh. Es müssen profunde Kenntnisse in Hardwaretehnik,
zeitlihem Verhalten von Systemen vorhanden sein und das Wissen,
wie Entwürfe implementiert werden würden.
Szenario−EntwicklungModellierer
Szenario−Entwickler
Abbildung 6.3.3. Der Szenario-Entwikler
6.3.2.3. Szenario-Entwikler. Szenarien sind Testfälle der Perfor-
manz. Es ist von Vorteil, den Entwikler dieser Testfälle auh personell
von den Entwiklern der Software-Modelle zu trennen. Ein Szenarien-
Entwikler sollte sih unbeeinuÿt von den Entwurfsideen ein eigenes
Verständnis der dynamishen Strukturen mahen. Darauf aufbauend,
sollen die Szenarien Testfälle darstellen, die Standard- oder auh Aus-
nahmefälle und Extremsituationen simulieren. Der Entwikler bezieht
in seine Testfall-Entwiklung die vorhandenen Artefakte ein, je nah-
dem, ob es sih um Blak- oder Whitebox-Testvorgehen handelt.
In Abbildung 6.3.3 ist eine Beteiligung des Modellierers dargestellt,
die sih aber ausdrüklih nur auf eine nahrangige Referenzfunktion
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beshränkt. Der Modellierer sollte nur bei einer zusätzlihen Garnitur
an Szenarien unmittelbar mit in die Entwiklung einbezogen werden.
Der Szenario-Entwikler sollte Modellierungskenntnisse besitzen
und ein guter Implementierer sein, damit er typishe Grenzfälle iden-
tizieren kann. Theoretishe Kenntnisse über das Testen und das Ab-
leiten von Testfällen aus dem Kontrolluÿgraphen des dynamishen
Modells müssen beherrsht werden. Ebenso ist eine selbstständige Ein-
shätzung des Anwendungsgebietes der entstehenden Software von Vor-
teil. Dadurh kann eine zweite Meinung zu den kritishen Grenzfällen
weitere Erkenntnisse bringen. Trotzdem ist es sinnvoll, dem Szenario-





Abbildung 6.3.4. Der Ressouren-Entwikler
6.3.2.4. Ressouren-Entwikler. Ähnlih wie beim dynamishen
Modell entspriht das Performanz-Umgebungsmodell bis auf die Ano-
tationen dem Umgebungsmodell aus dem klassishen Prozeÿ. Die Ano-
tationen, die über funktionale Eigenshaften Auskunft geben, müssen
durh performanzrelevante Annotationen ersetzt werden. Der System-
entwikler muÿ dem Performanz-Umgebungsentwikler dazu Auskünfte
geben. Diese können in der ersten Iteration aus Erfahrungswerten be-
stehen oder später aus Performanz-Messungen entnommen werden. Ab-
bildung 6.3.4 zeigt als einzigen Ansprehpartner den Systementwikler.
Tatsählih ist der Ressourenentwikler aber ein entsheidendes Bin-
deglied zwishen Performanzmodellierer, Systementwikler und dem Si-
mulationsingenieur
6.3.3. Neue Rollen im Kontextprozeÿstrang. Die neuen Ar-
tefakte werden im Kontextprozeÿ erstellt. Eine Aufteilung in mehrere
Rollen mit spezishen Anforderungen wäre zwar möglih, es ist aber
auh wegen des engen Zusammenhangs von Lasten und Ressouren,
eine Zusammenfassung zu einer Rolle des Simulationsingenieurs be-
gründbar.
6.3.3.1. Simulationsingenieur. Seine Aufgabe besteht in der Ent-
wiklung von Lastmodellen und den zugehörigen Beispielimplementie-








Abbildung 6.3.5. Der Simulationsingenieur
beispielsweise einfah parametrisiert, so müssen den vershiedenen Pa-
rameterwerten jeweils Codebeispiele zugeordnet werden, die den Wert
des Parameters auh quantitativ repräsentieren. Fehler, die hier in der
Zuordnung der Referenzmodelle gemaht werden, setzen sih in der
Bewertung fort. Aus der Anforderungsanalyse muÿ extrahiert werden,
in welhen Wertebereihen der jeweiligen Parameter bei der Durh-
führung der Simulation Bewertungen durhgeführt werden. In diesen
Bereihen müssen durh Laufzeitmessungen mit den Codebeispielen
Stützstellen für eine Interpolation geshaen werden. Auh die Wahl
einer Interpolationsfunktion, die dem Modellverhalten gereht wird, ist
Bestandteil der Modellierung. Im Aufgabenbereih des Simulationsin-
genieurs ist es auh, die nötige Dihte der Stützstellen festzulegen. Ab-
bildung 6.3.5 zeigt, neben der Zusammenarbeit mit einem Implemen-
tierer, den Systemtehniker als Kooperationspartner. Durh zahlreihe
Serien von Laufzeitmessungen werden Meÿwert-Matrizen mit Stütz-
stellen aufgefüllt. Diese Tabellen dienen dann den Ressourenmodellen
als Grundlage für die zeitlihe Bewertung der Lastbearbeitung in den
vershiedensten Situationen.
Da die Artefakte des Kontextprozesses nur dem Betrieb des Si-
mulationswerkzeugs dienen, sind alle Aufwendungen zu deren Erstel-
lung mit Kosten verbunden, die niht unmittelbar den funktionalen
Eigenshaften der entstehenden Software zugute kommen. Falls Per-
formanzeigenshaften wihtige Anforderungen an die Software selbst
sind, können diese Aufwendungen mittelbar gegen einen geldwerten
Vorteil aufgerehnet werden. Ist Performanz aber nur ein Risikofaktor,
der das Sheitern des Softwareprozesses betrit, sind die oft niht un-
erheblihen Kosten für eine Performanzanalyse im Zusammenhang mit
dem Gesamtrisiko des Projektes zu sehen. Aufwendungen für eine voll-
ständige Performanzanalyse können nur durh ein erheblih gröÿeres
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Gesamtrisiko des Prozesses gerehtfertigt werden. Im nähsten Kapi-
tel werden die wihtigsten Abhängigkeiten bei einer Risikobewertung
diskutiert.
6.3.4. Zusammenfassung. In diesem Kapitel wurde skizziert,
welhe zusätzlihen Artefakte die in dieser Arbeit vorgestellte Be-
wertungstehnik erfordert und wie diese erstellt werden. Neue Rollen
im Software-Entwiklungsprozeÿ wurden entwikelt und Aktivitäten in
einen klassishen Prozeÿ, der Analyse, Entwurf, Implementierung und
Test untersheidet, integriert. Wihtige Abhängigkeiten zwishen den
untershiedlihen Artefakten wurden diskutiert. Wihtigstes Ergebnis
ist die Möglihkeit, den Prozeÿablauf nah der Erstellung einer Per-
formanzanalyse zu unterbrehen und den Implementierungsentwurf in
einem Mikrozyklus so lange zu iterieren, bis die Ergebnisse der Perfor-
manzanalyse eine gröÿere Erfolgswahrsheinlihkeit versprehen. Auh
die Möglihkeit den gesamten Prozeÿ zu stoppen, wenn sih andeutet,
daÿ das Projekt niht erfolgreih sein kann, besteht an dieser Stelle.
Im ersten Fall besteht der Nutzen dieser Methodik in den eingesparten
Aufwendungen für die Implementations- und Testphase, die niht in die
Mirozyklen der folgenden Iterationen eingeshlossen werden muÿten.
Im letzteren Fall ist der Nutzen durh die Menge der Kosten bewertbar,
die niht zusätzlih sinnlos aufgewendet wurden, bis der Fehlshlag des
Projektes in den Tests des implementierten Systems festgestellt werden
kann.
Performanzmodellierung ist kostenintensiv. Artefakte, die zur Risi-
kobewertung angefertigt werden, tragen zur Problembewältigung eines
Projektes niht bei. Somit ist die Performanzmodellierung an sih ein
Kostenrisiko und muÿ durh ein Fehlshlagsrisiko gerehtfertigt wer-
den. Prozeÿkennzahlen, Fehlshlagsrisiko und Quantizierung von Kos-
ten für die Einführung einer Tehnik zu bewerten, ist problematish.
Da sie aus Erfahrungen vergangener Prozesse ermittelt werden und
die Struktur kommender Prozesse beeinussen soll, ist eine Einuÿ-
nahme dieser Parameter auf den Prozeÿ nur möglih, falls dieser im
höhsten Reifegrad betrieben wird. (Vergleihe CMM - Level 5, in [28,
Dymond℄). Da es in ganz Europa nur wenige Firmen gibt, welhe die-
sen Reifegrad erreihen, liegt eine wissenshaftlihe Untersuhung, die
auf ehten Maÿen basiert, in weiter Ferne. In Kapitel 8 werden den-
noh grundlegende Zusammenhänge einer ausgewählte Risikosituation
beispielhaft skizziert.
Entwiklung und Bewertung von
Software-Modellen in der Praxis
Im ersten Teil dieser Arbeit wurden Tehniken zur Spezikation
von dynamishen Performanz-Modellen, Szenarien und virtuellen Si-
mulationsumgebungen vorgestellt. Im zweiten Teil wurde eine Metho-
dik zur Anwendung und die relevanten Begrie diskutiert. Die Ent-
wiklung der Tehnik verwendet formale Methoden niht unmittelbar,
um Ergebnisse zu erzielen, sondern um die Präzision der Spezikation
zu erhöhen. Erwünshte tehnishe Eigenshaften wurden auf formaler
Ebene gezeigt. Die Spezikation sollte eine tehnishe Umsetzung in
ein Werkzeug mit minimalem Aufwand (dh. einer minimalen Anzahl
an Iterationen) und mit maximalem Erfolg (dh. umfangreiher Funk-
tionalität und hervorragenden Stabilitätseigenshaften) ermöglihen.
Shlieÿlih sollte die Ausdrukskraft der entwikelten Modellierungs-
tehnik in aktuelle Tehnologien integrierbar sein und mit dem Prozeÿ
einer Software-Entwiklung nah dem Stand der Kunst harmonieren.
Als Beispiel für die Anwendbarkeit auf aktuelle Modellierungsteh-
niken wird der Einsatz der Modellierungssprahe UML mit der hier
vorgestellten Tehnologie begleitet. Im Abshnitt 7.1 werden Vorshlä-
ge zur Integration von Dokumenten der UML Version 1.X vorgestellt.
Zur Umsetzung dieses Vorshlages wird in Abshnitt 7.2 eine kom-
ponentenbasierte Software-Arhitektur entwikelt. Die zu erwartende
Paÿgenauigkeit der Komponenten wird durh die Kompatibilität der
einzelnen Spezikationen erzielt. Einzelne Abbildungen dokumentie-
ren die Ausgaben des am Institut entwikelten Werkzeugs |SEMPER|.
Dieses Werkzeug stellt eine stabile Software dar, welhe die Anwen-
dung aller vorgestellten Tehniken und die Auswertung der Ergebnisse
auf komfortablem graphishem Weg erlaubt. Die Applikation wurde in
nur einer Iteration, basierend auf den Ergebnisse dieser Arbeit, ent-
wikelt. Durh einen kleines Einsatzbeispiel in Abshnitt 7.3 wird die





7.1. UML - Eine Anwendung
Shon in der Einleitung wurden Aktivitätsdiagramme der UML ver-
wendet, um vershiedne Fragestellungen zu formulieren. Die weite Ver-
breitung der UML auh in der Industrie legt eine Anwendung der hier
entwikelten Beshreibungsmöglihkeit für dynamishe Modelle auf die
UML nahe. Da sih Aktivitätsdiagramme zur Beshreibung von imple-
mentierungsnahen Modellen erfahrungsgemäÿ gröÿerer Beliebtheit er-
freuen als Zustandsautomaten, waren diese die Notation der Wahl. In
den UML Versionen 1.X laden Aktivitätsdiagramme aufgrund der frei-
zügigen Verwendbarkeit der syntaktishen Elemente dazu ein, Modelle
zu entwikeln, die auf höherer Abstraktionsebene betrahtet mehrdeu-
tige Interpretationen zulassen. Dies betrit erfahrungsgemäÿ vor allen
die Wohleinbettung nebenläuger Regionen. Bei der Verwendung von
Zustandsmashinen wird der Modellierer durh Conurrent States bes-
ser in seinem Entwurf geleitet. So lassen sih an Aktivitätsdiagrammen
die Vorteile der hier eingeführten dynamishen Modelle eindruksvoll
zeigen.
Gegenwärtig wird die Version 2.0 der UML in Literatur und in der
Praxis eingeführt. In Abshnitt 2.1.3 wurden bereits Problemfälle ange-
deutet, die ihre Ursahe in der unausgereiften Semantik der Aktivitäts-
diagramme nah der Lesart von UML 2.0 haben. In Zukunft kann man
dort eine deutlihe Nahbesserung (etwa zum Tokenbegri) erwarten.
In weiten Bereihen der Industrie wurde auh aus diesen Gründen die
Entsheidung getroen, die UML 1.X Version weiterhin zu verwenden.
In dieser Anwendungsstudie steht daher die UML 1.X im Mittel-
punkt. Sollte der Tokenbegri in Zukunft besser speziziert werden,
ist die Erweiterung dieses Ansatzes auf die UML 2.0 und dort neu
eingeführter Begrie, wie beispielsweise die Ausnahmebehandlung, ein
interessanter Zukunftsaspekt.
7.1.1. Aktivitätsdiagramme. Das in Abshnitt 3.3 eingeführte
Kartushenbeispiel, hier noh einmal als Abbildung 7.1.1 dargestellt,
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Abbildung 7.1.1. Beispiel mit Kommunikation
Das UML-Aktivitätsdiagramm, welhes die gleihe Semantik hat,












Die Deision- bzw. Merge-Knoten werden oft weggelassen. Die Pen-
tagon für das Senden und Empfangen visualisieren nah der UML Spe-
zikation nur einen Ereignis, bzw. einen Auslöser einer Transition. So-
mit bilden nah der UML-Spezikation das Symbol, die eingehende und
die ausgehende Kante eine erweiterte Darstellung einer einzigen Kante.
Die Trennung der beiden nebenläugen Bereihe muÿ sih der Betrah-
ter im UML Diagramm selbst dazudenken. In der hier gewählten Dar-
stellung wurde dies durh ein günstiges Diagrammlayout erleihtert.
Folgend sind die einzelnen syntaktishen Elemente dem dynami-
shen Performanzmodell zugeordnet.
Die Übersetzung der in Tabelle 1 dargestellten Last- und Datenzu-
stände bedürfen keiner weiteren Erläuterung. Es sei nur darauf hinge-
wiesen, daÿ eine Übersetzung nur dann erfolgen muÿ, falls die Zustände
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Tabelle 1. Übersetzungstabelle 1. Teil
im UML-Diagramm als Zeit-relevante Lasten ausgewiesen sind. Wie das
geshieht, wird im Abshnitt 7.1.2, bei den Performanz-Annotationen
erläutert. Die eingehende Kante eines Deision-Zustand und der Zu-
stand selbst werden reduziert und die mit Wähtern bewehrten Transi-
tionen an das vorhergehende Element angefügt, das in der Tabelle mit
der Last N angedeutet ist. Der Merge-Zustand wird analog behandelt.










Tabelle 2. Übersetzungstabelle 2. Teil
Ein Fork-Knoten verläÿt eine Sequenz-Kartushe und tritt in eine
eingebettete Parallel-Kartushe ein. Dadurh wird das Betreten einer
nebenläugen Region formuliert. An dem korrespondierenden Join-
Knoten verläÿt man diese Parallel-Kartushe und tritt wieder in die
übergeordnete Sequenz-Kartushe ein.
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Sollte sih ein Kontrolluÿ in Folge niht mehr isoliert vereinen,
kann als ein Sonderfall ein Fork-Knoten auh eine Sequenz-Kartushe
endgültig shlieÿen. Dazu wird auf das Kapitel 2 über dynamishe Mo-
delle verwiesen.
Das Senden und Empfangen einer Nahriht kann in der UML auh
durh einen Datenuÿ mit einem Objektzustand speziziert werden.
Diesen als Last zu betrahten, ist in der derzeitigen Version noh niht
vorgesehen. In Tabelle 2 wird nur das Pentagon der UML dargestellt.
Der durh die gestrihelte Linie im Performanz-Modell dargestellte Zu-
sammenhang ergibt sih aus der Namensgleihheit der Nahriht. Start-
und Stop-Zustand eines Aktivitätsdiagramms werden in die Eintritts-
und Austrittspunkte der Wurzelkartushe übersetzt.
7.1.2. Performanz-Annotationen. Um Aktivitätsdiagramme
aus allen Phasen und Iterationen eines Softwareprozesses unverändert
übernehmen zu können, ist es sinnvoll, keine vordenierten Elemente
des Metamodells für diese Simulation zu verwenden. Es werden Tag-
ged Values zur Spezikation verwendet, das sind Werte, die exibel
in einem Diagramm mit einem Bezeihner speziziert werden können.
Jedem Bezeihner wird ein Wert in Form einer Zeihenkette beigefügt.
Für Aktivitätsdiagramme sind folgende Bezeihner mit spezishen Be-
deutungen belegt:
• StartL: Name der Performanz-Lastmodell-Instanz
• TypL: Typ der Lastinstanz
• ParamL: Parameterstring
• LoR: Ressoure auf der die Last ausgeführt wird
• Cond: Name eines Wähters
Der Parameterstring selbst ist nah folgendem Shema aufgebaut:
ParamL : PName "=" PWert. PName und PWert sind dabei Zeihen-
ketten. Dabei muÿ PWert zusätzlih je nah Ressoure gültig inter-
pretierbar sein, dh. zum Beispiel als ganze Zahl ausgewertet werden
können.
In Abbildung 7.1.3 ist ein Aktivitätsdiagramm dargestellt. Ein Ak-
tivitätszustand und zwei Transitionen sind mit Annotationen ausge-
stattet, die während der Performanz-Simulation im Werkzeug interpre-
tiert werden. Die Werte für den Cond-Wert aller von einem Zustand
ausgehenden Transitionen müssen natürlih eindeutig sein. Die Last
Funktion_X, so der Name im Modell, trägt für die Simulationsumge-
bung den Namen meinJob und ist vom Typ exe_meth_01. Ein Para-
meter namens Groesse ist für diesen Lasttyp vorgesehen und erwartet
einen ganzzahligen Wert. Der hier spezizierte Wert 10 sollte dabei im








Abbildung 7.1.3. Annotiertes Aktivitätsdiagramm
Gültigkeitsbereih dieses Lastmodells liegen. Diese Last soll während
der Simulation von einer Ressoure namens Server bearbeitet werden.
Die beiden Cond-Werte, fertig und nohmal, sind die Zeihenket-
ten mit denen der Testfall-Ablauf, also das Szenario, speziziert werden
kann.
7.1.3. Testfall-Spezikation. Als Spezikation für Einzelabläu-
fe bietet sih in der UML das Sequenzdiagramm oder das Kolla-
borationsdiagramm an. Zur Simulation ist aber lediglih die Auö-
sung der Konikte an den Deision-Knoten interessant. Beide UML-
Diagrammtypen sind also deutlih zu aufwendig, weshalb hier auf die
Verwendung einer UML-Quelle verzihtet wird. Die Speiherung eines
Testfalls wird in einem XML-Format durhgeführt, das geeignet ist,
Cond-Sequenzen nah einer in Kapitel 3 eingeführten Spurzerlegung
zu speihern.
7.1.4. Implementationsdiagramme. Für die Beshreibung der
Simulationsumgebung sind Deployment- oder Implementationsdia-
gramme hervorragend geeignet. Zur Beshreibung einer Ressoure kann
beispielsweise eine Knoteninstanz verwendet werden. Die Assoziationen
bleiben uninterpretiert, ebenso, analog zu der Entsheidung für die Ak-
tivitätsdiagramme, alle UML-spezishen Attribute. Zur Interpretation
während der Simulation werden wieder Tagged Values verwendet.
Für Implementationsdiagramme sind folgende Bezeihner mit spezi-
shen Bedeutungen belegt:
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• LoR: Name einer Ressoure
• TypR: Typ einer Ressoure
Durh die Übereinstimmung der LoR-Werte in Aktivitäts- und Im-










Abbildung 7.1.4. Annotiertes Implementationsdiagramm
In Abbildung 7.1.4 ist beispielhaft ein Server und ein Client spezi-
ziert. Im Modell, das funktionale Aspekte beshreibt, hat der Server
den Namen Server_X. Für die Simulationsumgebung ist seine Bezeih-
nung Server. Der für den Typ AMD_Blade muÿ natürlih in der Simu-
lationsumgebung eine Ressoure speziziert und kalibriert sein. Analog
sind die Namen für den Client-Knoten vom Namen, den die Simulation
verwendet, unabhängig.
7.2. Werkzeugimplementation
Eine Werkzeugstudie sollte alle Aspekte umfassen, die in dieser
Arbeit angeshnitten wurden. Daraus ergeben sih einige Vorgaben
für die Auswahl der Tehnologien und Arhitektur. Der Zugri auf
UML-Dokumente, die durh eine groÿe Bandbreite an kommerziellen
Werkzeugen bearbeitet werden können, legt die Verwendung von XML-
Formaten nahe. Die meisten dieser Werkzeuge verwenden selbst den
von der OMG vorgeshlagenen Standard XMI, siehe [50℄. In der Ein-
leitung wurde die Lösung über eine formale Semantik, die die Petrinetz-
Theorie als semantishe Domäne verwendet, mit der unmittelbaren Im-
plementierbarkeit als vorteilhaft beworben. Eine unmittelbare Imple-
mentierung der Semantik als Petrinetz-Mashine liegt also nahe. Im Ka-
pitel 6 wurden auÿerdem die Rollen und Artefakte beshrieben, welhe
die Integration dieser Tehnik in eine klassishe Softwareentwiklungs-
Methode erlauben. Ein Werkzeug sollte ein Rollenverständnis von Be-
nutzern mit untershiedlihen Aufgaben unterstützen. Funktionalität
und Zugri auf Dokumente und Artefakte in diesem Prozeÿ sollten
durh das Werkzeug sinnvoll bereitgestellt werden.
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7.2.1. Arhitektur. Am Institut für Informatik der Universität
Münhen wurde dazu |SEMPER|, eine Werkzeugstudie entwikelt. Das
Werzeug soll dynamishe Modelle aus UML-Diagrammen erzeugen kön-
nen. Es soll die Entwiklung von Szenarien, Last und Ressourenmodel-
len unterstützen und shlieÿlih Modelle in einer Simulation bewerten.
Die so gewonnen Ergebnisse sollten mit dem Werkzeug graphish auf-
bereitet werden können. Die Vorgaben, die für die Entwiklung einer









Abbildung 7.2.1. Arhitektur mit Einzelkomponenten
Der statishe Arhitekturanteil läÿt sih praktish aus den Ka-
piteln der einzelnen Bestandteile einer Simulation ableiten. Ein
Aktivitätsdiagramm-Compiler ermögliht die Erzeugung dynamisher
Performanzmodelle. Ohne Anwendung in der UML können in ei-
nem Szenario-Editor Testfall-Abläufe entwikelt werden. Die Simu-
lationsumgebung, bestehend aus den Instanzen der Ressouren und
Lastmodelle, wird durh einen Environment-Compiler aus den UML-
Deploymentdiagrammen erstellt. Eine weitere Komponente, der Simu-
lator, muÿ die Simulation eines einzelnen Ablaufes für ein Modell in
einer spezishen Umgebung durhführen, also die Bewertungsseman-
tik implementieren und berehnen. Diese Ergebnisse müssen, wie in
Kapitel 6 gefordert, in anshaulihen Analyse-Dokumenten (möglihst
graphish ansprehend) aufbereitet werden. Dafür ist ein Analyse-
Werkzeug erforderlih, das durh eine eigene Komponente realisiert
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wird. Die im Kapitel 4 auf abstrakter Ebene beshriebenen Funktio-
nen, die eine Ressoure modellieren, müssen nun konkret vorgegeben
werden können. Dies wird durh eine Ressouren-Workbenh realisiert.
Shlieÿlih sollte das Zusammenspiel dieser Komponenten im Sinne ei-
nes geordneten Prozeÿablaufs durh ein Workow-Management reali-
siert werden. Abbildung 7.2.1 zeigt diese Komponenten im Überblik.
7.2.1.1. Aktivitätsdiagramm-Compiler. Zur Erstellung von dynami-
shen Modellen steht aus den Ergebnissen dieser Arbeit eine graphi-
she Modellierungssprahe zur Verfügung. Eine Komponente zur Hand-
habung dynamisher Modelle kann also einen graphishen Editor für
dynamishe Performanz-Modelle anbieten. Die Verwendbarkeit eines
Werkzeugs steht und fällt mit der Integrierbarkeit in eine bestehende
Werkzeuglandshaft. Somit ist es unumgänglih, die Artefakte der zahl-
reihen im Handel bendlihen UML-Modellierungswerkzeug bearbei-
ten zu können. Die Komponente für dynamishe Performanz-Modelle
benötigt eine Import-Shnittstelle für UML-Aktivitätsdiagramme. Die-
se müssen in das Performanz-Modell übersetzt werden können, falls sie
den strukturellen Anforderungen entsprehen.
Da groÿer Aufwand zur Denition einer Petrinetz-Semantik betrie-
ben wurde, liegt es nahe, die Übersetzung in die semantishe Domäne
früh durhzuführen und das erhaltene Netz in einem geeigneten Format
zu speihern. Vor einigen Jahren hat sih durh die von der Deutshen
Forshungsgemeinshaft geförderten Arbeiten der Humboldt Universi-
tät zu Berlin der XML Standard PNML (siehe [20, 63℄) zur Verarbei-
tung von Petrinetzen durhgesetzt. Im Rahmen dieser Arbeiten wurde
eine frei verfügbare Version eines Netzsimulators entwikelt [52, 64℄,
die sih zur Verwendung anbietet. Die geshikte Wahl eines Petrinet-
zes als semantishe Domäne erlaubt die unmittelbare Implementierung
der Semantik. Der Nahweis einer korrekten Implementierung wird da-
durh erheblih vereinfaht. Selbst die Verwendung bereits vorhandener
Implementationen ist möglih, von denen das Werkzeug durh die weit
















Der Compiler selbst funktioniert nah dem Shema aus Abbil-
dung 7.2.2. Der Compiler übersetzt die Elemente des Aktivitätsdia-
gramms (UML) in das dynamishe Performanz-Modell (DPM), dem
Shema der Übersetzungstabellen 1 und 2 folgend. Mit einer Implemen-
tierung der semantishen Funktion MJ−K, die in Kapitel 2 eingeführt
wurde, wird das Petrinetz erzeugt und durh den Petrinetzkernel der
Humboldt Universität (PNK) in PNML gespeihert.
fehlerhaftkorrekt
check
/trans( element )/trans( element )
[sonst][syntax_ok]
Abbildung 7.2.3. Zustandssystem für den Compiler
Der Übersetzungsvorgang selbst ist ausführlih in den tehnishen
Berihten zu der Werkzeugimplementierung dokumentiert [48, 49℄.
Nah grundlegendem Shema erfolgt die Übersetzung der Darstellung
in Abbildung 7.2.3. Elementweise wird die Übersetzung durhgeführt.
Eine Tabelle an Wohlgeformtheitsbedingungen formuliert die durh die
Denitionen in Kapitel 2 gegebenen Einshränkungen. Die Auswertung
aller Wohlgeformtheitsbedingungen über das gesamte bislang übersetz-
te Modell erlaubt, die korrekte Syntax zu prüfen. Sind keine weiteren
Elemente mehr zu übersetzen, bendet sih der Compiler in einem der
beiden Zustände korrekt oder fehlerhaft. Je nahdem wird das UML-
Modell als korrekt angenommen oder verworfen.
7.2.1.2. Szenarioeditor. Sequenzdiagramme und Kollaborations-
diagramme werden im klassishen Software-Entwiklungsprozeÿ ver-
wendet, um typishe und kritishe Einzelfälle dynamisher Abläufe in
Hinsiht auf die funktionalen Eigenshaften der Software zu spezi-
zieren. Diese Einzelfälle sind meistens von den typishen und kriti-
shen Einzelfällen in Hinsiht auf die niht-funktionalen Eigenshaften
grundlegend vershieden. Sequenzdiagramme aus dem klassishen Pro-
zeÿ können also niht durh einfahe Annotationen unverändert in die
Performanz-Analyse übernommen werden. Eigene Sequenzdiagramme
für die Ablaufspezikation zu entwikeln, sheint niht sinnvoll, da die
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Auösung von Konikten an Verzweigungspunkten nur ein vershwin-
den kleiner Bestandteil dieses UML-Diagrammtyps und dadurh unge-
eignet ist.
Ein Szenarioeditor soll dem Performanz-Tester möglihst eine in-
tuitiv verständlihe und eziente Möglihkeit geben, einzelne Ablaufe
eines dynamishen Modells auszuwählen und zu speihern. Diese Form
soll dann unmittelbar zur Steuerung eines Simulationslaufs (nah Ka-
pitel 3) verwendet werden können. Da ein einmal gespeihertes Szena-
rio mögliherweise auf ein bis zur Durhführung der Simulation mo-
diziertes Modell trit, soll eine Funktion die Kompatibilität mit ei-
nem dynamishen Modell
1
feststellen können. Falls dynamishe Mo-
delle Kommunikations- und Synhronisationszustände verwenden, soll
auÿerdem vor einem Simulationslauf entshieden werden können, ob
eine Verklemmung vorliegt. Die entsheidenden Aufgaben sind also:
(1) Interaktion mit einer graphishen Modellrepräsentation
(2) Strukturierte Auswahlmöglihkeit
(3) Persistente Form von Szenarien
(4) Implementierung eines Simulationsinterfaes
(5) Implementierung eines Kompatibilitätstests
(6) Implementierung eines Tests auf Verklemmungsfreiheit
Zu (1) muÿ der Ablauf von nebenläugen Vorgängen so visualisiert
werden, daÿ die jeweilige Position einem spezishen Element aus dem
UML-Diagramm oder der Kartushe des dynamishen Performanz-
Modells zugeordnet werden kann. Zu (2) müssen an Konikten Aus-
wahlmöglihkeiten
2
gegeben werden. Eine möglihe Iteration über den
bereits beshrittenen Pfad (Shleifenerkennung) soll die Möglihkeit
bieten, die Anzahl der Iterationen unmittelbar zu spezizieren. Zu (3)
bietet sih als Grundlage einer XML-Datenstruktur die bereits darauf-
hin gestaltete Spurzerlegung nah Denition 50 in Kapitel 3 an. Dar-
aus ergibt sih eine Menge an Einzelsequenzen, die jeweils genau einer
Sequenz-Kartushe zugeordnet werden können. Um die Gröÿe der per-
sistenten Form in Grenzen zu halten, sollten iterierte Sequenzen nur
einfah gespeihert und mit ihrer Kardinalität annotiert werden. Zu
(4) muÿ eine mit der Simulationskomponente abgestimmte Implemen-
tierung die in Kapitel 3 in Denition 52 spezizierte Ablaufsteuerung
übernehmen und im Verlauf der Simulation den Zustand des Szena-
rios gemäÿ der Denition 53 fortshreiben. Zu (5) muÿ eine Funktion
1
Kompatibilität heiÿt formal die Entsheidung des Wortproblems der durh das
dynamishe Modell spezizierten Spursprahe
2
Beispielsweise durh Pulldown- oder Kontextmenüs
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verklemmungsfrei ermitteln können, ob durh das Lesen des Szenari-
os der Endzustand eines spezishen Modells erreiht werden kann.
Unabhängig davon kann (zu (6)) das Szenario erst als vollständig ge-
speihert werden, falls es bezüglih der Kommunikation eines Modells
keine bereits vorab erkennbaren Verklemmungen beinhaltet.
PN
A(−)













Abbildung 7.2.4. Funktionsshema des Szenario-Editors.
Eingebettet in die formale Betrahtung ergibt sih das in Abbil-
dung 7.2.4 dargestellte Shema. Der Szenario-Editor (SE) nutzt eine
Funktion des Petrinetz-Kernels, um das Petrinetz aus dem PNML zu
erzeugen (hier als PNK.load()-Methode dargestellt). Die Erzeugung
der Spursprahe entfällt nur fast, da sie durh das Petrinetz unmittel-
bar verfügbar ist. Ein graphisher Editor erlaubt dem Benutzer, eine
Shaltfolge zu selektieren. Der Ablauf wird auf die Sequenz der relevan-
ten Transitions-Anshriften nah der Reduktionsfunktion redδ aus De-
nition 48 reduziert und in einem geeigneten XML-Format (hier SzML
genannt) durh eine im Szenario-Editor zu implementierende Funktion
(hier durh eine SE.save()-Methode dargestellt) gespeihert.
Abbildung 7.2.5. Shleifenerkennung
Der Szenario-Editor der |SEMPER|-Implementierung realisiert die-
se geforderten Funktionen. Das Beispiel der einfahen Shleife über eine
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Aktivität aus Abbildung 7.1.3 dient jetzt beispielhaft als Modell, für
das ein Szenario entwikelt wird.
Abbildung 7.2.6. Manuelle Auswahl
Abbildung 7.2.5 zeigt die Ansiht im Editor, welhe die möglihe
Shleife erkannt hat und die Iteration der gesamten Shleife oder die
manuelle Auösung der einzelnen Konikte zur Auswahl stellt.
Wählt man die manuelle Auösung, kann im nähsten Shritt zwi-
shen den mit nohmal oder fertig annotierten Kanten ausgewählt
werden. Abbildung 7.2.6 zeigt diese Interaktionsmöglihkeit. Wird die
im Bild sihtbare Auswahl der mit nohmal annotierten Kante getrof-
fen, erfolgt eine einmalige Ausführung der Aktivität Funktion_X. Um
dem Bearbeiter des Szenarios die Orientierung zu erleihtern, wird die
Aktivität mit dem Namen des UML-Modells gekennzeihnet. Abbil-
dung 7.2.7 zeigt diese einmalige Ausführung und erkennt am Deision-
Knoten erneut die Möglihkeit einer Shleife. Soll die Shleife n-Mal
durhlaufen werden, genügt hier die Eingabe von n. Wird einmal die
mit fertig annotierte Kante gewählt, ist der Endzustand erreiht und
das Szenario kann im Repository gespeihert werden.
7.2.1.3. Ressouren-Workbenh. Ressouren und deren spezishe
Lasten wurden in Kapitel 4 durh eine Reihe an Funktionen höhe-
rer Ordnung speziziert, zu deren mögliher Realisierung ein groÿer
Freiraum geben wurde. Die Aufgabe einer Ressouren-Workbenh ist
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Abbildung 7.2.7. Wiederholte Shleifenerkennung
es, vorrangig Möglihkeiten zur konkreten Entwiklung solher Funk-
tionen anzubieten. Alle Wege, die in dieser Werkzeugstudie beshrit-
ten werden, sind spezish und können nur als Einzelbeispiele ge-
wertet werden. Für die eingehende Umsetzung wird auf das Projekt-
Dokumentationsmaterial verwiesen.
In |SEMPER| werden zwei grundsätzlihe Möglihkeiten angebo-
ten. Die Bearbeitungszeitfunktion ft aus Denition 61 wird durh eine
Regressionsgerade oder als kubisher Spline realisiert. Im ersten An-
satz der Performanz-Analyse durh White-Box-Modellierung aus [13℄
waren beide Verfahren bereits sehr erfolgreih. Die grundlegende Idee
ist für beide Möglihkeiten gleih.
Jede Last wird durh eine Zahl an unabhängigen Parametern ge-
kennzeihnet, die ihre Gröÿe beshreiben. Für jeden Parameter wird
in einer Messung oder Shätzung die abshlieÿende Bearbeitungszeit
durh eine Ressoure für eine Menge an Stützstellen bestimmt. Das
Intervall zwishen der Stützstelle mit dem kleinsten und dem gröÿten
Wert ist der Gültigkeitsbereih dieser Ressoure. Die Berehnung der
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benötigten Bearbeitungszeit für eine Last mit einem beliebigem Wert
innerhalb dieses Intervalls erfolgt nun durh eine Funktion ft die durh





Abbildung 7.2.8. Regressionsfunktion aus Stützstellen
Abbildung 7.2.8 zeigt shematish die Bestimmung einer Regres-
sionsfunktion durh gegebene Stützstellen. Die Ressouren-Workbenh
hält für jede dieser Methoden generishe Klassen bereit. Jede Klasse
wird mit einen Satz an Meÿdaten aus einer Basisdatenbank instan-
tiiert. Jedes dieser generishen Ressouren-Modelle bietet dann eine
Shnittstelle mit den beiden Funktionen ft und fs an. Die berehneten
Werte lassen sih individuell für jeden Ressourentyp aus den im Kon-
struktor übergebenen Stützstellen ableiten. Jedes Lastmodell ist für ein
Ressourenmodell kompatibel, wenn es die passende Anzahl an Para-
metern aufweist und sih dessen Initialwerte im Gültigkeitsbereih des
Ressourenmodells benden. Ein einfahes Typsystem ist tehnish in
|SEMPER| durh zusätzlihe Bezeihner realisiert, die den Parameter-
Werten beigefügt sind.
Abbildung 7.2.9 zeigt shematish die von der Ressouren-
Workbenh bereitgestellten Funktionen. Aus einer Datenbasis für Meÿ-
werte, werden die Datensätze für einzelne Ressouren- und Lastmodel-
le zusammengestellt. Aufbauend auf diesen Datensätzen arbeiten die
generishen Implementierungen der Ressourenmodelle und berehnen
die jeweiligen Werte für ft und fs. Auÿerdem stellt die Ressouren-













Abbildung 7.2.9. Funktionsshema der Ressouren-Workbenh.
Abbildung 7.2.10. Editor für Meÿwerttabellen
Der gröÿte Implementierungsaufwand liegt in der Realisierung ei-
nes leiht bedienbaren Editors zur Eingabe der Stützstellen und Pe-
ge der Datenbasis. Da die Gröÿe der Meÿwerttabellen mit der An-
zahl der modellierten Parameter exponentiell wähst, bringt die Pe-
ge der Datenbasis ein erhebliher Aufwand. Die Visualisierung einer
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Abbildung 7.2.11. Splinefunktion im Editor
mehr-dimensionalen Funktion ist weiterhin eine bleibende Herausforde-
rung. Abbildung 7.2.10 zeigt den Editor der |SEMPER|-Ressouren-
Workbenh, der die Eingabe der Performanz-Meÿwerte oder Shätzwer-
te in tabellarisher Form erlaubt. Nah der Eingabe der Meÿwerte kann
für jede einzelne Ahse des Systems, welhes das zeitlihe Verhalten der
Ressoure modelliert, eine eingene Interpolationsfunktion (Spline oder
Regressionsgerade) gewählt werden. Ein eigener Editor erlaubt die ge-
trennte Visualisierung der Funktion auf der ausgewählten Ahse gegen
die Bearbeitungszeit. Die Funktion kann hier nohmals graphishe dar-
gestellt und nahbearbeitet werden.
Abbildung 7.2.11 zeigt beispielhaft die Abbildung einer Erhöhung
der Antwortzeit in ms in Abhängigkeit von der Anzahl der nebenläu-
gen Prozesse. Hier werden Messungen für einen, zwei und fünf neben-
läuge Prozesse als Stützstellen zugrundegelegt.
7.2.1.4. Environment-Compiler. Eine Umgebung besteht aus einer
Menge an Ressouren - soweit die Denition in Kapitel 4. Die Umge-
bung ist somit nur ein Container für Ressouren. Die Implementierung
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muÿ nur die Lokalisierung einer Ressoure anhand ihres Namens be-
werkstelligen. Die Instanz eines Ressourenmodells muÿ die in Deniti-
on 61 festgelegten Methoden für Shritt- und Zeitfunktion bereitstellen.
Die Instantiierung dieses Modells übernimmt die Ressourenworkbenh.
Der rihtige Typ, der Name und die Initialparameter sind aber in ei-
nem UML-Implementationsdiagramm speziziert. Jede Ressoure ist
im Laufe einer Simulation mit der Bearbeitung vershiedener Lasten
beshäftigt. Aus dem dynamishen Performanzmodell läÿt sih die ge-
samte Menge der möglihen Lasten ermitteln. Die Instanzen der Last-
modelle müssen initialisiert sein, der Ressoure zugeordnet werden und
bezüglih des Ressourentyps adäquat sein.
Umgebung Ressource Last1..* 1..*
Abbildung 7.2.12. Modell einer Simulationsumgebung
Abbildung 7.2.12 zeigt shematish das Modell einer solhen virtu-
ellen Simulationsumgebung. Zur Erzeugung dieser virtuellen Simulati-
onsumgebung gehören vershiedene Funktionalitäten, die eng gekoppelt
sind. Obwohl im ersten Teil keine formale Begriihkeit für das gesam-
te Simulationsmodell entwikelt wurde, ist eine Einführung einer sol-
hen Datenklasse sinnvoll. Aus dieser Arhitekturentsheidung erwah-
sen an diese Datenstruktur und dem sie erzeugenden Environment-
Compiler folgende Funktionsanforderungen:
(1) Ermittlung aller Ressourenmodelle aus einem UML-
Implementationsdiagramm (Deployment-Diagramm)
(2) Erstellung passender Ressouren-Modellinstanzen
(3) Zusammenfassung zur Umgebung mit Konsistenzprüfung
(4) Laden des Performanzmodells
(5) Ermittlung aller Lastmodelle aus dem Petrinetz
(6) Erstellung passender Last-Modellinstanzen
(7) Zuordnung zu den rihtigen Ressouren-Modellinstanzen
(8) Umfassende Konsistenz und Typprüfung
(9) Persistenzform zur Wiederverwendung
Der Environment-Compiler erzeugt also die in Denition 60 be-
shriebene Umgebung. Dieser Vorgang wird niht weiter speziziert.
Analog zu den vorangegangenen Abbildungen sind diese Vorgänge
wie in Abbildung 7.2.13 shematisierbar. Dabei sind die Funktionen
aufgeteilt in Methoden, die durh den Environment-Compiler (EC) zu

















Abbildung 7.2.13. Funktionsshema des Umgebungsompilers.
implementieren sind, und solhe, die der Environment-Compiler als
Funktionalität der Ressouren-Workbenh (RWB) nutzt.
7.2.1.5. Simulation und Analyse. Bei der Simulation wird aus einer
Petrinetzsemantik eines dynamishen Modells PN dessen Erreihbar-
keitsgraph G(PN) erzeugt. Es wird ein Pfad im Erreihbarkeitsgraph
bestimmt. An Knoten mit mehreren ausgehenden Kanten wird der je-
weils nähste entweder durh ein Szenario in ∈ ISzenario oder durh
die Ermittlung der Last mit der minimalen Bearbeitungszeit durh die










Abbildung 7.2.14. Funktionsshema des Simulators.
Dieses in Kapitel 5 ausführlih beshriebene Verfahren ist in Abbil-
dung 7.2.14 nohmals shematish zusammengefaÿt. Jeder Simulations-
lauf ermittelt durh das Inkrement über die ft-Funktion einen Zeitwert
für die Bearbeitung.
Die einzelnen simulierten Zeitwerte sollen in einem Analyse-
Werkzeug zu Dokumenten zusammengefaÿt und graphish ansprehend
gestaltet werden. Durh die nahe Koppelung beider Vorgänge, der Ge-
staltung der Graphiken und der Auswahl der im Sinnzusammenhang
stehende Simulationen, sind beide Komponenten in |SEMPER| zusam-
mengefaÿt.
Abbildung 7.2.16 zeigt (ohne Diskussion des Inhalts) ein Beispiel ei-
nes Diagramms, welhes mit dem |SEMPER|-Analyse-Werzeug erstellt
worden ist.
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Abbildung 7.2.15. Zusammenstellung einer Simulation
Abbildung 7.2.16. Chart-Erstellung im Analyse-Werkzeug
Graphish aufbereitete Dokumente sollen zu jedem in der
Requirements-Analyse identizierten Testfall angefertigt werden. Die-
se Dokumente können als Grundlagen für die Bewertung vershiedener
Entwürfe oder der Erfolgs- und Fortshrittsbewertung der in den Itera-
tionen des Projektes wahsenden Artefakte herangezogen werden. Auh
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eine Risikobewertung eines Projektes, welhes eine kritishe Abhängig-
keit von Performanz-Eigenshaften hat, kann sih auf diese Dokumente
stützen. Im Kapitel 8 werden auf abstrakter Ebene einige Aspekte des


















Abbildung 7.2.17. Arhitektur mit Artefakttypen
7.2.2. Arhitektur aus Datensiht. Bevor die Anforderungen
an eine Datenhaltung formuliert werden können, werden in Abbil-
dung 7.2.17 die Komponenten in Abhängigkeit zu den von ihnen ver-
wendeten Dokumenttypen dargestellt.
Für |SEMPER| kann ein einfahes Datenverwaltungskonzept bei-
spielsweise einen Bearbeitungszustand und einen abgeshlossenen Zu-
stand für alle Dokumente vorsehen. Jedes Dokument kann in den pri-
mären Verantwortungsbereih einer Komponente gestellt werden. Diese
Komponente bearbeitet das Dokument und stellt es shlieÿlih durh
ein ommit den anderen Komponenten in der Datenhaltung bereit. Da-
nah bauen diese Komponenten weitere Dokumente auf den Zustand
auf, weshalb es niht mehr verändert werden darf. Eine Veränderung
setzt eine neue Versionierung voraus und damit eine neue Instanz des
Dokumentes. Folgende Zuständigkeiten wurden für |SEMPER| festge-
legt:
• AD-Compiler → PNML (XMI-Import)
• Szenario-Editor → SzML
• Environment-Compiler → EnvML (XMI-Import)
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• Simulator (& Analyse-Werkzeug) → Simulationsparameter,
Charttabellen
• Ressouren-Workbenh → Meÿwert-Datenbasis
Abbildung 7.2.18. Rollenbasierter Nutzerzugang
Eine weitere Komponente, das Workow-Management, vervollstän-
digt die Werkzeug-Arhitektur. Eine Aufgabe ist die Bereitstellung und
Verwaltung der Dokumente nah dem hier skizzierten Shema. Eines-
teils sind die Zugrisrehte vom Zustand der Dokumente selbst abhän-
gig, andererseits aber auh von der Rolle des Nutzers, die noh niht
diskutiert wurde. Die im Kapitel 6 eingeführten Rollen müssen hier






den Login zu |SEMPER|, bei
dem niht nur Nutzername
und Passwort angegeben wer-
den müssen, sondern auh
die gewünshte Rolle. Die
hier realisierten Rollen tra-
gen niht nur den in Kapi-
tel 6 geforderten Rollen Reh-
nung, sondern auh den in




beliebige Dokumente zu im-
portieren und dynamishe Performanz-Modelle bereitzustellen. Die
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Rolle ist nahezu dekungsgleih mit der Beshreibung des Performanz-
Modellierers
3
. Abbildung 7.2.19 zeigt ein rollenbasiert gesteuertes
Funktionsmenu. Nur die Funktionalität, die der Nutzerrolle im gegen-
wärtigen Prozeÿzustand zukommt, ist aktiviert.
Als Feinheit wurde der Workow nahdem hier erarbeitetem Pro-
zeÿmodell in |SEMPER| mittels eines Petrinetzes formuliert. Alle
Software-Funktionalität ist jeweils an eine Transition gekoppelt. Die
entsprehende Funktion ist nur dann aktiviert, wenn die zugeordnete
Transition konzessioniert ist. Somit ist das Prozeÿmodell leiht anpaÿ-
bar. In kleineren Firmen, in denen die Übernahme mehrerer Rollen
durh einen Arbeiter unvermeidlih ist, läÿt sih der Prozeÿ so umge-
stalten, daÿ zahlreihe Rollenwehsel im Arbeitsablauf vermieden wer-
den können.
7.2.3. Implementierung. |SEMPER| wurde selbst in Java ent-
wikelt. Die Verfügbarkeit einer groÿen Zahl leistungsfähiger Werkzeu-
ge und die Integration in die Tehnologien, die durh |SEMPER| selbst
erweitert werden sollen, legen diese Wahl nahe. Die Aufteilung in un-
abhängige Einzelkomponenten, deren Realisierung durh Editoren und
deren Kommunikation über Dokumentenaustaush legte die Verwen-
dung eines Komponenten-Frameworks nahe. |SEMPER| wurde in der
Elipse-Plattform realisiert, die eine weite Verbreitung und Beliebtheit
in den Java- und UML-Tehnologien genieÿt. Die Implementierung der
Petrinetz-Mashine wurde, niht zuletzt um die Plattformunabhängig-
keit des Konzeptes zu belegen, mit einem externen Werkzeug, dem
Petrinetz-Kernel der Humboldt-Universität, Berlin [64, 52℄ umgesetzt.
Die Realisierung erfolgte im Jahr 2005 und 2006 durh Arbeiten des
Autors und diverser Praktika und Diplomarbeiten, siehe [29, 30, 48,
49, 56, 46, 55, 12℄. Die Abbildung der Bildshirmausgaben stammen
von der |SEMPER| Version 0.9, Ende 2006.
7.3. Anwendungsbeispiel
An einem einfahen Beispiel soll nun der Ablauf einer Modellbe-
wertung dargestellt werden. Dazu gehören die Erstellung einer Simu-
lationsumgebung aus Meÿwerten, die Annotation eines zu bewerten-
den UML-Aktivitäts- und Implementations-Diagramms, einer Festle-
gung einer ausdruksstarken Menge an Testfällen und einer Auswer-
tung durh |SEMPER|. Abshlieÿend erfolgt eine Interpretation des
Ergebnisses.
3







7.3.1. Ressoure. Dem Beispiel liegt die einfahe, aber häuge
Fragestellung zugrunde, ob eine Verarbeitung ezienter auf dem Cli-
ent ausgeführt wird oder es Vorteile bringt, eine Übertragung von Da-
ten über ein Netzwerk in Kauf zu nehmen, um auf den shnelleren
Server zugreifen zu können. Die im Implementationsdiagramm in Ab-
bildung 7.3.1 dargestellte Umgebung liegt dieser Bewertung zugrunde.
Abbildung 7.3.2. Erzeugung eines Rohdatensatzes
Beispielhaft wird hier die Erzeugung eines Simulationsmodells für
den Server gezeigt. Als erstes wird im Werkzeug ein Rohdatensatz an-
gelegt. Abbildung 7.3.2 zeigt den Eintrag im Repository als Bildshir-
mausshnitt.
In diesem Beispiel wurde für die Ressoure ein Lasttyp vorgesehen,
der einen Sortiervorgang (bzw. die Erstellung eines binären Index) mo-
delliert. Er verfügt über einen Parameter item, der die Anzahl der zu
sortierende Elemente festlegt. Zur Messung der Ressoure wurde ein
Codefragment implementiert, welhes Testdaten nah dem Quiksortal-
gorithmus sortiert. Der Parameter item bezeihnet die Gröÿe des Test-
datensatzes. Es wurden zwei Messungen zur Kalibrierung der Funkti-
on durhgeführt. Die Stützstellen waren item=16384 und item=65536.
Die Messung wurde einige Male wiederholt und aus den Meÿwerten das
arithmetishe Mittel gebildet. Diese Meÿdaten werden in den Editor für
die Tabelle des Rohdatensatzes eingetragen.
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Abbildung 7.3.3. Erstellen der Meÿwerttabelle
Abbildung 7.3.3 zeigt einen Bildshirmausshnitt des Editors und
die eingegebenen Meÿwerte in ms. Nah vollständiger Eingabe aller
Meÿwerte kann die Tabelle gespeihert werden. Beim nähsten Önen
des Rohdatensatzes ersheint ein Editor, in dem die Interpolationsfunk-
tionen für die entsprehenden Sihten erzeugt werden können.
Da es sih bei der Performanzfunktion um eine n-stellige Funkti-
on handelt, ist allein die Darstellung der eingegebenen Werte eine an-
spruhsvolle Aufgabe. In einer zweidimensionalen Graphik, kann stets
nur ein freier Parameter gegen die Antwortzeit der Ressoure aufge-
tragen werden. In dem hier dargestellten Beispiel haben wir zwar nur
einen freien Parameter geshaen, aber durh die möglihe nebenläu-
ge Bearbeitung mehrerer Lasten implizit als weiteren Parameter die
Anzahl der Lasten erzeugt. In der Tabelle wird dieser als T (ount-
Threads) abgekürzt. Das hier gezeigte Beispiel ist stark vereinfaht.
Da wir im Modell nur eine einzige Last annehmen, die gleihzeitig be-
arbeitet wird, kann T nur die Werte 0 und 1 annehmen. Längs der
Ahse, der Anzahl der zu sortierenden Elemente, muÿ aber eine Inter-
polationsfunktion ermittelt werden, die auh Antwortzeiten zwishen
den Stützstellen berehenbar maht. In Abbildung 7.3.4 ist die Ober-
ähe des Editors dargestellt, mit der diese Interpolationsfunktionen
gestaltet werden können. Im ersten Auswahlfeld kann die Ahsensiht
bestimmt werden. Hier wurde die Anzahl der Elemente gewählt. Im
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Abbildung 7.3.4. Erzeugung der Interpolationsfunktion
zweiten Auswahlfeld können vorbereitete Funktionen ausgewählt wer-
den. In diesem Fall wurde eine Lagrange Interpolation gewählt. Die-
se Entsheidung ist eine bewuÿte Wahl des Simulationsingenieurs, der
weiÿ, daÿ ein Quiksort-Algorithmus zur Anzahl der verarbeiteten Ele-
mente eine Laufzeitkomplexität von n ∗ log2n hat. Eine quadratishe
Interpolationsfunktion liefert hier gute Ergebnisse. Die Abbildung im
Editor zeigt die berehnete Kurve und die zugrundeliegenden Stütz-
stellen. Die Parameter der Funktion sind zusätzlih angegeben.
Sind alle Interpolationsfunktionen festgelegt und abgespeihert,
können diese zur Initialisierung einer generishen Ressouren- und
Lastmodell-Kasse herangezogen werden. Zur Identikation der rihti-
gen Funktion wird ein Bezeihner festgelegt, der dann im dynamishen
Modell unmittelbar als Typbezeihnung Verwendung ndet. Gleihes
3
Natürlih könnte eine log-Funktion auh unmittelbar implementiert werden.
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erfolgt für die Last. Im Beispiel ist der Bezeihner des Typs der Last
server_sort und der Ressoure System_Netfinity5000_Dualore.
Abbildung 7.3.5. Spezikation der virtuellen Umgebung
7.3.2. Umgebungsspezikation. Das bereit eingeführte Imple-
mentationsdiagramm wird mit Eigenshaftswerten versehen, die Aus-
kunft für die Simulation geben. In Abbildung 7.3.5 ist unter ande-
rem der Typ System_Netfinity5000_Dualore verwendet. Weiterhin
werden unter dem Eigenshaftswert LoR Namen vergeben. Über diese
Namen kann später im dynamishen Modell speziziert werden welhe
Ressoure eine Last bearbeitet.
7.3.3. Modellspezikation. Das zu untersuhende Modell wird
als UML-Aktivitätsdiagramm speziziert. In Abbildung 7.3.6 ist der
Graph dargestellt. Die zusätzlihen Eigenshaftswerte sind hier mit
angegeben. StartL bezeihnet dabei einen frei wählbaren, aber ein-
deutigen Namen für die Last. Für das Sortieren auf dem Server ist
der Wert hier server_sort_ativity. Der Lasttyp wird als TypL mit
server_sort speziziert. Dadurh wird das Lastmodell verwendet, des-
sen Erzeugung im vorletzten Abshnitt erläutert wurde. Der Name der
Ressoure wird durh LoRmit server angegeben. Eine Bewertung die-
ses Modells kann nur erfolgen, wenn das Implementationsdiagramm un-
ter dem Namen server eine Ressoure speziziert, deren Typ mit dem
Typ server_sort der Last kompatibel ist. Zusätzlih ist ein notwen-
diger Parameter als ParamL mit dem String "item=10000ÿpeziziert.
Dabei ist vorausgesetzt, daÿ der Bezeihner des Lastparameters item
existiert. In diesem Fall ist item der Bezeihner, mit dem die Anzahl der
zu sortierenden Elemente speziziert wurde. Damit das Modell bewer-
tet werden kann, muÿ auh der Parametername bekannt sein. Auÿer-
dem muÿ der Wert, der dafür angegeben wird, innerhalb des Intervalls
der zur Generierung des Modells angegebenen Stützstellen liegen.
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Abbildung 7.3.6. Spezikation des dynamishen Modells
Alle beshriebenen Vorgänge müssen für alle Parameter, Lasten und
Ressouren dieses Diagramms durhgeführt worden sein.
7.3.4. Testfallspezikation. Das Modell stellt inhaltlih zwei al-
ternative Abläufe gegenüber. Wird die Alternative sort_loal ge-
wählt, wird eine Sortieraktivität auf dem Client durhgeführt. Nah
Abshluÿ der Bearbeitung ist der Ablauf beendet. Die andere Alterna-
tive wird durh die Wahl der mit sort_on_server bezeihneten Tran-
sition gewählt. Danah werden die Daten zunähst über das Netzwerk
zum Server transportiert und dann dort sortiert. Die beiden Abläufe
können also gegenübergestellt werden. Zwei Szenarien, lient-side und
server-side, sind hier denkbar.
Weiterhin sollen vershiedene Last-Quantitäten verglihen werden.
Hier ergeben sih quantitative Untershiede niht aus untershiedlih
häugen Iterationen im Graphen, sondern aus den Lastparametern. Für
vershiedene Datensatzgröÿen müssen die Werte für ParamL und item
verändert werden. In diesem Beispiel wurden Diagramme für 10000,
20000, 40000 und 60000 Elemente speziziert (ohne Darstellung).
Jedes Diagramm wird später mit jeweils den Szenarien lient-side
und server-side simuliert.
204 7. BETRACHTUNGEN ZUR ANWENDBARKEIT
Abbildung 7.3.7. Zusammenstellung der Simulationen
7.3.5. Simulation. Es ergeben sih für die Durhführung des Ver-
gleihes aht Tripel aus dynamishem Modell, Szenario und passendem
Environment. Diese werden im Simulator konguriert und können ein-
zeln oder zusammen durh Simulation nah der Laufzeitsemantik be-
wertet werden. Abbildung 7.3.7 zeigt die Konguration im Simulator.
Abbildung 7.3.8. Simulationsauswertung
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7.3.6. Auswertung. Durh ein dem Simulator angeshlossenes
Auswertungswerkzeug können die simulierten Meÿwerte graphish an-
sprehend aufbereitet werden. In Abbildung 7.3.8 ist eine Darstellung
als zwei dimensionales Balkendiagramm gewählt. Die Bewertung in
dem hier gezeigten Beispiel ergibt, daÿ ein Szenario, welhes das Sor-
tieren serverseitig durhführt, bei Feldgröÿen über 40000 Elemente be-
züglih der Performanz vorteilhaft ist. Diese Erkenntnis kann verwen-
det werden, um den Wähter an dem Verzweigungszustand (Deision
State) zu formulieren oder um diese Entsheidung grundsätzlih zu tref-
fen und in einer entsprehende Arhitektur festzugieÿen. Beispielsweise
kann die Entsheidung sinnvoll sein eine Übertragungsmöglihkeit zum
Server niht zu implementieren, falls aus der Geshäftsprozeÿ-Analyse
feststehen sollte, daÿ Datensätze über 40000 Elemente selten auftreten.
Auÿerdem kann der aus der Graphik erkennbare marginale Laufzeitun-
tershied diese Entsheidung, das der Laufzeitgewinn keine weiteren
Implementierungskosten rehtfertigt.
Interpretationen setzen aber voraus, daÿ alle impliziten Annah-
men beahtet worden sind. Beispielsweise kann eine Messung der
Performanz-Eigenshaften am unbelasteten Netzwerk unrealistishe
Bewertungen hervorbringen. Die Interpretation einer solhen Auswer-
tung sowie die Gestaltung aller nötigen Artefakte ist ein Vorgang, der
zusätzlihe Kunst und Erfahrung benötigt. Das Werkzeug |SEMPER|
gewährleistet nur die eindeutige Berehnung einer Konguration.
7.4. Auswertungsklassen
Eine niht vollständige Klassikation von Auswertungsklassen
shlieÿt dieses Kapitel ab. Grundsätzlih eignet sih das Werkzeug zu
einer Darstellung der Antwortzeit bei einer Reihe von Abläufen. Diese
Abläufe sollten in eine Ordnung gebraht werden, die auf der Abszisse
in der graphishen Darstellung maÿgenau oder zumindest die Ordnung
erhaltend, aufgetragen werden können.
Diese Ordnung kann auf einzelnen oder zusammengesetzten Krite-
rien beruhen. Zur Klassikation können diese aber auf ihren Ursprung
in einem Element aus dem Simulationstripel zurükgeführt werden. In
Tabelle 3 sind die Quellen zusammengefasst, nah denen die Organisa-
tion der Einzelsimulationen zu einem geordneten Satz erfolgen kann.
Simulationssätze, die bereits mit dieser eindimensionalen Ordnung
auskommen, können typisherweise in einer zweidimensionalen Graphik
durh ein Balkendiagramm oder einen Polygonzug dargestellt werden.
Hier wird eine, meist manuell zu bestimmende Ordnung in der Menge
der untershiedlihen Simulationen als Reigenfolge für den Auftrag an
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Lokalisation Ausdruksmöglihkeit Interpretation

































Tabelle 3. Ordnungsklassen der Simulationssätze
der Abszisse verwendet. Auf der Ordinate werden dann die durh den
Simulator bestimmten Antwortzeiten angetragen. So können in einem
Polygon, oder durh die abgebildeten Balken, Minima, Maxima oder
in der Analyse identizierte kritishe Grenzwerte identiziert werden.
In Tabelle 4 sind Möglihkeiten zur Zusammensetzung von Bewer-






Szenario Typ 1 Typ 2 Typ 3
Dynamishes
Modell
Typ 2 Typ 4 Typ 5
Umgebung Typ 3 Typ 5 Typ 6
Tabelle 4. Klassikation der Simulationsgruppen
Eine Simulationsgruppe ist dabei eine geordnete Menge an Simula-
tionssätzen. Die Klassikation wird dabei eingeteilt durh das Artefakt,
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nahdem sih die Ordnung der Gruppe bzw. des Satzes rihtet. Simula-
tionsgruppen eignen sih besonders zu folgenden Auswertungen (nah
Typ geordnet):
(1) Szenario/Szenario: Diese Gruppierung bietet sih dann an,
wenn Abläufe nah mehreren unabhängigen Kriterien geordnet
werden können. Beide sind in der Anforderungsanalyse identi-
ziert worden, und das Modell muÿ in einem zweidimensiona-
len Feld an kritishen Konstellationen beurteilt werden.
(2) Dynamishes Modell/Szenario: Zwei Arhitekturen oder im-
plementationsabhängige Lastkonstellationen sollen bezüglih
untershiedliher Abläufe miteinander verglihen werden
4
.
(3) Umgebung/Szenario: Fragestellungen nah der rihtigen Ar-
hitektur der Hardwareumgebung, der notwendigen Leistungs-
parameter der Ressouren oder der Optimierung von Ressour-
eneinsatz und Verteilung der Applikationen kann durh diesen
Auswertungstyp beurteilt werden. Voraussetzung: Die Abhän-
gigkeit besteht zu der Art des Ablaufes der Bearbeitung.
(4) Dynamishes Modell/Dynamishes Modell : Sollen die Arhi-
tektur unabhängiger Komponenten in einer gröÿeren Softwa-
re oder die zeitlihen Eekte zweier voneinander unabhängi-
ger Lastgröÿen miteinander verglihen und quantitativ abge-
shätzt werden, eignet sih die Gruppierung mehrerer dyna-
misher Modellmengen, die in ihrer jeweils eigenen Ordnung
gegeneinander aufgetragen werden.
(5) Umgebung/Dynamishes Modell : Der Vergleih vershiede-
ner Arhitekturen oder implementationsabhängiger Lastkon-
stellationen mit einer Verteilung, Hardware-Arhitektur oder
Hardware-Umgebung werden durh diesen Gruppentyp am
besten dargestellt. Wobei es gleihgültig ist, ob die Arhitek-
turen der Software oder der Hardware variabel sind.
(6) Umgebung/Umgebung : Das dynamishe Modell ist bekannt,
unveränderbar und bereits implementiert. Die Abläufe sind ge-
geben und beshreibbar. Nur eine Verteilung auf einer existie-
renden Umgebung, die Modikation der Umgebung oder ein-
zelner Umgebungskomponenten kann durhgeführt werden.
Auswertungen dieser zusammengesetzten Typen müssen meist in
dreidimensionalen Diagrammen mittels Polygonzug oder Balkendia-
grammen dargestellt werden. Sollte die Gröÿe der Gruppe nur zwei
4
Dieser Typ lag dem vorangegangenen Beispiel in Abshnitt 7.3 zugrunde
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oder drei Alternativen aufweisen, kann einer zweidimensionale Gra-
phik ausreihen, wenn die Alternativen durh Farbgebung anshaulih
getrennt werden können.
Die anfangs besprohenen alleinstehenden Simulationssätze können
als einelementige Gruppen aufgefaÿt werden. Ihr Gruppenordnungstyp
gibt dann dennoh Aufshluÿ darüber, welhe Interpretationen dadurh
intendiert sind.
Das Beispiel in Abshnitt 7.3 und die Auswertung in Abbil-
dung 7.3.8 zeigen ein Beispiel für den Typ 2 und die zweidimensio-
nale Darstellung
5
, die hier im Druk nur durh Grauwerte untershie-
den werden kann. Die Gruppe hat hier zwei Elemente, der Satz mit
den serverseitigen und den Satz mit den lientseitigen Simulationen. In
dieser Fragestellung ist die Gröÿe der Datensätze interessant, ab der
die Sortierung der jeweils anderen Hardware-Komponente ezienter
durhgeführt werden kann. Als Polygonzug wäre dies der Shnittpunkt
der Züge. Durh die Balkendiagramme ist nur das Intervall indem dieser
Wehsel angesiedelt ist bestimmbar. Der Shnittpunkt des Polygonzu-
ges würde nur einen exakten Wert suggerieren, der durh die Simulation
und die zugrundeliegenden Shätzwerte niht belegt werden kann.
Eine später durh geführte Implementierung dieses Beispiels be-
stätigte die Lage des tatsählihen Punktes gleiher Performanz im
vorhergesagten Intervall.
7.5. Zusammenfassung
Die wesentlihen Erwartungen an den in dieser Arbeit gezeigten
Ansatz waren:
(1) Praktishe Anwendbarkeit und Integrierbarkeit in verbreitete
Modellierungstehniken für funktionale Eigenshaften.
(2) Ausreihend groÿe Ausdrukskraft, Flexibilität und Skalier-
barkeit.
(3) Siherung wihtiger tehnisher Eigenshaften durh geeignete
Spezikation.
(4) Zwekmäÿigkeit der Spezikation für eine umfangreihe Werk-
zeugentwiklung.
Hier haben die problemlose Übertragbarkeit auf die Aktivitätsdia-
gramme und der Zugewinn an begriiher Klarheit für nebenläuge
und sequentielle Regionen den Beleg für den Erfolg der ersten Anfor-
derung erbraht. Die Ausdrukskraft übersteigt die der meisten Kalkü-
le, die auf reinen Netzgraphen bestehen. Weitere wihtige Leistungen
5
Die dreidimensionale Darstellung ist hier kein inhaltstragender Bestandteil
7.5. ZUSAMMENFASSUNG 209
sind die Behandlung zustands-behafteter Systeme, die freie Wahlmög-
lihkeit der Grenze zwishen Ressouren und dynamishem Modell, so-
wie der Granularität der betrahteten Einheiten. Dadurh wurden eine
überdurhshnittlihe Ausdrukskraft, Flexibilität und Skalierbarkeit
erreiht.
Die Implementierung des Werkzeugs |SEMPER| zeigt eine groÿe
Stabilität und gute Reife der Entwiklung, bei Betrahten der hohen
Komplexität der Implementierung kleinem Arbeitsaufwandes. Die In-
tegration der einzelnen Komponenten erfolgte im Anshluÿ an die Ent-
wiklung in einer einzigen Iteration innerhalb von a. zwei Wohen.
Dieser geringe Zeitaufwand für ein Projekt dieser Gröÿe ist der "Paÿge-
nauigkeit"der einzelnen Komponenten zu verdanken. Während der Im-
plementierung wurde durh zahlreihe Tests die Einhaltung der Spezi-
kationen sihergestellt. Somit konnte die exakte Spezikation im ersten
Teil dieser Arbeit unmittelbar in einen Qualitäts- und Zeitvorteil um-
gesetzt werden. Die Realisierung eines Projektes dieser Gröÿenordnung
wäre ohne die in dieser Arbeit demonstrierte strukturierte Vorgehens-
weise unmöglih gewesen.
An dem |SEMPER|-Anwendungsbeispiel konnte man vor allem
auh die vielleiht wihtigste Eigenshaft dieser Tehnik beobahten.
Keines der nötigen Artefakte war in seinem Ausdruk durh die verwen-
dete Tehnik qualitativ eingeshränkt. Finden beispielsweise Markov-
Prozesse Verwendung, so bietet sih zur Darstellung der Prozeÿverhal-
ten nur die Exponentialfunktion an, die sie die Markov-Eigenshaft
erfüllt. Die Beshränkung der Gestaltung der Ressourenfunktionen
auf Lagrange-Interpolation und Regressionsrehnung, beispielsweise,
ist nur der begrenzten Funktionalität der prototypishen Implementie-
rung geshuldet. Die Ressouren-Workbenh ist beliebig erweiterbar.
Die gleihzeitig entwikelte Methodik hat die Tehnik in ihrer Ge-
staltung entsheidend beeinuÿt: Sie war grundlegend für die Mög-
lihkeit, ein Werkzeug zu shaen, welhes stabil funktioniert, intuitiv
bedienbar ist und die, von der Natur der Problematik bestimmten Ar-
beitsabläufe in solher Art unterstützt, daÿ für eine marktreife Imple-
mentierung eine hohe Akzeptanz im Arbeitsprozeÿ zu erwarten ist.
Risikomanagement im Prozeÿablauf
Zwishen dem Ablauf einer Software in einer Umgebung und dem
Prozeÿ, in dem Software selbst gefertigt wird, gibt es Ähnlihkeiten.
Ethishe und rehtlihe Gründe mögen es ershweren, einen Arbeiter
als Ressoure zu betrahten und seine täglihen Aufgaben als Last.
Dennoh ist, niht zuletzt aufgrund enormer Kosten in der Software-
Herstellung, eine quantitative Modellierung des Software-Prozeÿes
selbst wünshenswert. Die hier vorgestellte Tehnik bietet sih auh
für diese Anwendung an. Dies würde eine vollständige Entwiklung
eines Metamodells für die Begrie im Software-Entwiklungsprozeÿ,
für funktionale und niht-funktionale Aspekte, wirtshaftlihe Gesihts-
punkte, Risiko-Klassikation, Leistungstypen von Mitarbeitern, Klas-
sikation von Mitarbeiter-Qualikationen und vieles mehr erfordern.
Dies im Rahmen dieser Arbeit zu leisten, ist unmöglih. Es darf sogar
bezweifelt werden, ob es in einer eigenständigen Arbeit bewältigt wer-
den kann. Gründe nden sih in den Kosten und der Langwierigkeit
der Prozeÿabläufe. Theorien in der Praxis zu testen ist nahezu un-
nanzierbar. Erfahrungswerte aus Industrieprojekten werden meist als
vertraulih klassiziert und entziehen sih so dem Zugri.
Im letzten Kapitel sollen dennoh Begrie an einem abstrakten
Beispiel angesprohen werden, das durh die Diskussion gewebt ist.
Erfahrungs- und Meÿwerte aus zwei kleinen, niht repräsentativen, Ver-
suhsimplementierungen, die noh unter dem ersten Ansatz der White-
Box-Modellierung entstanden sind [13℄, sollen Annahmen über Gröÿen-
ordnungen stützen. Wenn sih auh ehte Prozeÿe der exakten Vermes-
sung entziehen, ist der Versuh, Erkenntnisse allein durh Plausibilität
zu gewinnen, niht von vorn herein verwerih. Die Bestätigung muÿ
dann im realen Projekt erfolgen. Mögen die im folgenden diskutierten
Begrie die Aufmerksamkeit eines Managers mit Projektverantwortung





Anforderungen an zeitlihes Verhalten können in mannigfaherWei-
se gestellt werden. Ebenso vielfältig sind die Abhängigkeiten zwi-
shen den Anforderungen an andere Komponenten einer entstehenden
Software und genauso vielfältig die Möglihkeiten, wie im Software-
Entwiklungsprozeÿ darauf reagiert werden kann. Es wird anhand der
Auswahl typisher Muster ein Überblik gegeben.
Im folgenden Kapitel wird ein Prozeÿ betrahtet, der zum Ziel hat,
neue Software zu entwikeln, die in einzelnen Funktionen performan-
ekritish ist, in anderen niht. Die Performanzanforderung bei diesem
Typ sind so geartet, daÿ beispielsweise die Einhaltung von Antwort-
zeiten gewisser Funktionen eine unverzihtbare Notwendigkeit ist. Ei-
ne niht ausreihende Performanz ausgwählter Funktionen würde zum
Sheitern des Projektes führen. Durh diese Vorgabe lassen sih alle
Teile des Systems entweder denjenigen zuordnen, die von diesen Anfor-
derungen betroen sind, oder denjenigen, an die keine unmittelbaren
Performanzanforderungen gestellt werden. Im letzten Kapitel wurde
dargestellt, wie ein erhebliher Teil der Kosten einer Implementierungs-
und Testphase vermieden werden kann, indem der Prozeÿ nah einer er-
folglosen Performanzanalyse nah der Entwurfsphase abgebrohen oder
verbessert wird. Da in dieser Darstellung aber noh das gesamte Sys-
tem modelliert werden muÿte, waren Einsparungen nur im Bereih der
Implementierung möglih. Durh die Zweiteilung der Untereinheiten
bietet sih eine weitere Verfeinerung des Prozesses an, die es erlaubt,
im Fehlshlagsfall sogar die Modellierungskosten der unkritishen Kom-
ponenten gespart zu haben. Die Idee ist, performanerelevante Teile
vorrangig und unkritishe Teile nahrangig zu modellieren. Zur Per-
formanzanalyse ist ein vollständiges dynamishe Modell notwendig. Es
müssen nah dieser Vorgehensweise fragmentarishe Modelle entwikelt
werden, um die Abhängigkeiten mit den unkritishen Teilen aufzulö-
sen. Dieser (neue) Artefakttyp stellt aber wiederum einen Kostenfak-
tor dar, der betrahtet werden muÿ. Bei geringem Fehlshlagsrisiko
213
214 8. RISIKOZENTRIERTER PROZESSENTWURF
kann es sinnvoll sein, einen Fehlshlag in Kauf zu nehmen, statt gröÿe-
re Investitionen zur Vermeidung zu tätigen, die keinen unmittelbaren
wirtshaftlihen Wert an sih generieren. Die Quantizierung der dazu
nötigen Kennzahlen bleibt stets problematish. Dennoh soll folgend
ein dierenzierter Prozeÿ diskutiert werden.
Klassikation von Projekten. Bezüglih der zu entwikelnden









Entwiklung neuer Komponenten. Es bestehen
Analogien zu der hier beshriebenen Methodik.
Zusätzlih müssen existierende Komponenten
analysiert und remodelliert werden. Die
Interoperabilität der neuen Komponenten ist
meist eine zentrale Eigenshaft. Dadurh wird ein
gründlihes Verständnis der Funktion aller bereits




Analyse, Reversmodellierung und Dokumentation
der existierenden Software. Neuentwurf und
Revision.
Tabelle 1. Basistypen vershiedener Softwareprojekte
Eine weitere Fragestellung kann auh die Verbesserung von
Hardware-Ressouren sein. Die Software wäre nur ein konstanter Fak-
tor. Die hier beshriebene Tehnik läÿt sih auh für diese Problemstel-
lung einsetzen. Ein dynamishes Modell dient hier als Referenz. Das
Umgebungsmodell steht auf dem Prüfstand. Die Messungen während
der Ressourenkalibrierung erzeugen die Artefakte, deren Variabilität
Ziel der Performanzanalyse ist.
Die vershiedenen Ausgangssituationen sind in Tabelle 2 aufgeführt.
Methodiken zur prozeÿgesteuerten Entwiklung von Hardware sind ein
eigenes Thema, weshalb es bei dieser shematishen Aufzählung bleibt.
8.2. Prozeÿ mit Fehlshlagsrisiko
Beispielhaft wird nun ein Softwareprozeÿ diskutiert, in dem neue
Software erstellt werden soll. Gegeben seien mehrere Anwendungsfälle,









In diesem interessanten Fall wird ein weiterer
Shritt in der Hardware-Modellierung notwendig.
Ein vollständiges Performanzmodell der Software
wird vorausgesetzt. Erste Ressourenmodelle
bauen auf Shätzungen auf, die während der
Hardware-Entwiklung iterativ nahgeführt wird.
Vorhandene
Hardware
Die Vorgaben für die Ressourenmodelle liegen
fest. Die Modellierung erfordert nur einen Shritt
(Erstellung des Umgebungsmodells). Iterationen
erfolgen nur für die Ressourenkalibrierung.
Tabelle 2. Basistypen bei der Hardwareentwiklung
die als Anforderungen speziziert und von denen einzelne zeitkritish
sind. Dabei stelle ein Nihterreihen einer vorgegebenen Antwortzeit













Abbildung 8.2.1. Anwendungsfälle im Beispiel
8.2.1. Beispiel zeitkritisher Anwendungsfälle. Gegeben sei-
en vershiedene Anwendungsfälle auf Subsysteme oder Pakete in der
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Analyse verteilt worden. In den Anwendungsfällen sind jeweils zahl-
reihe funktionale Anforderungen formuliert. Abbildung 8.2.1 zeigt ein
shematishes Beispiel. Zunähst ist erkennbar, daÿ der Anwendungs-
fall A auf den Anwendungsfall X, sowie der Anwendungsfall C auf Y
aufbaut. Diese Abhängigkeiten funktionaler Eigenshaften werden von
den in der Literatur bekannten Prozeÿmodellen hinreihend behandelt.
Dies würde nahelegen, die Pakete 2 und 3 nebenläug, aber mit Vor-
rang vor Paket 1 zu implementieren. Werden die Abhängigkeiten aus
funktionalen Eigenshaften ignoriert, ergäbe sih die Möglihkeit, alle
drei Pakete nebenläug zu implementieren. Abbildung 8.2.2 zeigt die





Abbildung 8.2.2. Nebenläuger Entwurf mehrerer Pakete
Ein ktiver Anwendungsfall Z ist dabei mit einer Vorgabe für ei-
ne Mindest-Antwortzeit (hier 500 ms) versehen und stellt eine Perfor-
manzanforderung dar. Gegeben sei weiterhin, daÿ das gesamte System
niht zufriedenstellend funktioniert, falls diese Performanzanforderung
verletzt wird. Eigentlih könnten die Pakete nah erfolgter Analyse un-
abhängig voneinander implementiert werden. So ergibt sih eine ab-
strakte Abhängigkeit aus dieser niht funktionalen Anforderung. Die
Implementierung der Pakete 1 und 2 ist unsinnig, falls die niht funk-
tionalen Anforderungen in Paket 3 niht erreiht werden.
Die Modellierung von Untereinheiten eines Systems vorrangig zu be-
handeln, könnte hier bedeuten, daÿ alle Funktionalität, die mit Anwen-
dungsfall Z zusammenhängt, modelliert wird, bevor Fragestellungen
aus anderen Systemteilen behandelt werden. Es sind Abhängigkeiten
der Anwendungsfälle untereinander dargestellt. Etwa die Abhängigkeit
der Anwendungsfälle Y und Z. Daraus folgt, daÿ der Anwendungsfall Z


















Abbildung 8.2.3. Zusammenfassung der Entwiklung
kritisher und unkritisher Subsysteme
mögliherweise auf Vorbedingungen aufbaut, die durh Nahbedingun-
gen des Anwendungsfalls Y siher gestellt werden. Dieser Zusammen-
hang kann mögliherweise eine zusätzlihe Last der Ressouren dar-
stellen, die von der Bearbeitung dieser Anwendungsfälle betroen sind.
Weitere Abhängigkeiten, wie etwa die Bearbeitung durh eine geteilte
Ressoure, können zu ähnlihen Eekten führen.
Solhe Abhängigkeiten können aufgelöst werden, indem die Funk-
tionalität, die den Anwendungsfall Y realisiert, ebenso vorrangig be-
handelt wird. Oder indem, ein (weniger aufwendiges) Kontextmodell
erstellt wird, das eine quantitative Abshätzung der Mehrbelastung er-
laubt, aber die vollständige Modellierung umgeht. Abbildung 8.2.3 zeigt
den modizierten Prozeÿ, der die Abhängigkeiten auöst, indem er das
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ganze Pakage 3 vorrangig behandelt. Mit der Modellierung der bei-
den anderen Pakete wird erst begonnen, falls eine Performanz-Analyse
erfolgreih verlaufen ist.
Dennoh soll ein Projekt meist in kurzer Zeit abgeshlossen wer-
den, sodaÿ Nebenläugkeit erwünsht ist. Selbst wenn ein Projekt niht
so zeitkritish ist, daÿ eine Bearbeitung nah dem Shema aus Abbil-
dung 8.2.2 zwangsweise gegeben ist, muÿ ein Verfahren nah dem She-
ma aus Abbildung 8.2.3 wirtshaftlih begründbar sein. Diesen Konikt
zu bewerten, ist eine shwierige Aufgabe. Die dabei relevanten Begrie



































Abbildung 8.2.4. Software Entwiklung
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8.2.2. Softwaremodellierung. Die im vorhergehenden Ab-
shnitt bereits eingeführten Artefakte werden hier nohmals im Über-
blik in Abbildung 8.2.4 gezeigt. Die Entwiklung eines dynami-
shen Modells, die Last- und Datenmodelle und die Erstellung einer



























Abbildung 8.2.5. Hardware Administration
8.2.3. Umgebungsmodellierung. Die quantitative Abshät-
zung des zeitlihen Verhaltens verlangt vor allem die aufwendige Mo-
dellierung der Laufzeitumgebung. In Abbildung 8.2.5 wird das Ver-
fahren shematish dargestellt, welhes beim Aufbau neuer Hardware
anwendbar ist. Nah der Spezikation der Anforderungen an Leistungs-
fähigkeit, Kapazität und Arhitektur der Umgebung kann die benötigte
Hardware eingekauft und installiert werden. Auf Messungen basieren-
de Performanz-Eigenshaften können niht verfügbar sein, bevor die
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lauähige Umgebung verfügbar ist. Nur durh Shätztehniken können
diese Informationen vorweg genommen werden.
Aus dem Umgebungsmodell kann eine Simulationsumgebung er-
zeugt werden, deren Kalibrierung nah den gemessenen Verhaltensbe-
obahtungen den entsheidenden, erheblihen Zeitaufwand fordert. Da
eine solhe Messung dynamishe Modelle, Last- und Datenmodelle und
authentishe Quellode-Beispiele erfordert, kann sie typisherweise erst
sehr spät durhgeführt werden.
8.3. Zusätzlihe Aspekte des Prozeÿentwurfs
In der klassishen Literatur [40℄ wird dem Aspekt der Umsetzung
funktionaler Anforderung weiter Raum eingeräumt. Die Erfassung und
Umsetzung von Performanz-Eigenshaften, die Thema dieser Arbeit
sind, ist ein Beispiel der Betrahtung niht-funktionaler Eigenshaften.
In diesem Abshnitt wird ein weiterer niht-funktionaler Aspekt behan-
delt: die Kosten der Umsetzung und deren strukturelle Abhängigkeiten
zur Arhitektur. Anders als Performanz-Eigenshaften sind diese nur
mittelbar mit den Artefakten der Anforderungsanalyse verbunden.
Aus Platzgründen wird hier nur ein spezishes Beispiel dargestellt.
Ein Software-Entwiklungsprozeÿ kann über mehrere Iteration gesteu-
ert werden, um weihe Kriterien wie harmonishes Gesamtverhalten,
gute Balane in der Nutzung der Ressouren oder Minimierung der
Antwortzeiten zu erfüllen. Das aktuelle Beispiel konstruiert ein ktives
hartes Kriterium, welhes das Projekt sheitern läÿt, falls das Ziel niht
erreiht wird. Der Aspekt der Entwiklungskosten rükt so plastisher
in den Vordergrund.
8.3.1. Frühzeitige Abshätzung. In jedem Fall ist eine frühzei-
tige Bewertung von Modellen wünshenswert. Wie bereits in Kapitel 6
eingeführt, unterliegen die Simulations-Artefakte ebenso wie die Mo-
dellartefakte einer inkrementellen Verbesserung. Da die Steuerung des
Entwiklungsprozesses bereits in der ersten Iteration greifen muÿ, ist
man hier auf Shätzungen angewiesen, die später durh gemessene Ar-
tefakte ersetzt werden.
Abbildung 8.3.1 zeigt shematish den Ablauf dieser ersten Itera-
tion. Im Wiederholungfall werden die Shätz-Artefakte durh die Ar-
tefakte der jeweils vorhergehenden Iteration ersetzt bzw. Shätzungen
durh Rekalibrierungsaktivitäten. Von den mit Stern markierten Ak-
tivitäten und Artefakten betrahten wir diejenigen Instanzen, die nur
der Steuerung des Prozeÿuÿes selbst dienen.
In der Kongruenzanalyse soll einerseits die Nähe zum erstrebten Ziel
quantiziert und damit der Eintritt in die nähste Phase angestoÿen












































Abbildung 8.3.1. Prozeÿsteuerungs-Artefakte inner-
halb einer Iteration
werden. Andererseits sollen mit den Artefaktinstanzen, die qualitati-
ve Projektinformationen erhalten, die Arbeitsaufgaben einer folgenden
Iteration identiziert werden.
Die Instanzen der grau dargestellten Artefakte und Aktivitäten
müssen zur Justierung des Prozesses zusätzlih erzeugt werden. Dies
verursaht erheblihe Kosten. Die Berehnung der Kosten als eigener
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Aspekt und deren Einuÿ auf die Prozeÿsteuerung ist ebenso Gegen-
stand der Kongruenzanalyse, kann aber im Rahmen dieser Arbeit niht
erörtert werden. Die Klassikation aller Parameter und die Formalisie-
rung eines Prozeÿmodells würde eine eigene Theorie mit erheblihem
Ausmaÿ erfordern. Deshalb beshränkt sih die Einführung dieses Ka-
pitels mit einer informellen Thematisierung.
8.3.2. Nebenläugkeit bei der Paketentwiklung. Wie be-
reits in Abbildung 8.2.2 dargestellt, kann die Entwiklung unabhängi-
ger Pakete nebenläug durhgeführt werden.
Parallelisierung abhängiger Pakete. Das abstrakte Beispiel aus Ab-
bildung 8.2.1 zeigt sequentielle Abhängigkeiten, die auh eine sequenti-
elle Entwiklung abhängiger, dh. aufeinander aufbauender Pakete und
Komponenten nah sih ziehen. Unter Zeitdruk kann eine nebenläu-
ge Entwiklung ermögliht werden, indem Abhängigkeiten durh Kon-
textkomponenten aufgelöst werden. Beispielweise durh Test an Fra-
meworks oder Simulationsumgebungen, die bei Übersetzung und Test
von Teilkomponenten die Aufgaben fehlender Bestandteile überneh-
men. Diese Kontextkomponenten werden später verworfen. Ihre kost-
spielige Entwiklung muÿ also immer dem erreihten Zeitgewinn wirt-
shaftlih gegenübergestellt werden.
Im hier diskutierten speziellen Beispiel eines kritishen Projektes
ergibt sih ein entgegengesetztes Bild. Das möglihe Sheitern eines
ganzen Projektes bei Nihterreihen eines Performanzwertes ist mit-
unter ein Argument für eine erzwungene Sequentialisierung der Paket-
entwiklung. Kann ein mit Vorrang entwikeltes Performanz-kritishes
Paket nötige Anforderungen niht erfüllen, wurden zur Entwiklung
der als nahrangig eingestuften Pakete mit Einshränkungen noh kei-
ne nanziellen Mittel verwendet. Im behandelten Beispiel würde ein
Sheitern der Implementierungen für Anwendungsfall Z dazu führen,
daÿ die Anwendungsfälle A, B, C und X niht entwikelt werden. Die
Einshränkung ergibt sih aus den Kosten der auh hier bereitszustel-
lenden Kontextkomponenten. Somit ist die Frage nah der Zwekmäÿig-
keit einer vorrangigen Behandlung kritisher Pakete niht kategorish
zu beantworten.
Priorisierung von Prozeÿsträngen. Die getrennte Behandlung von
vorrangigen und nahrangigen Paketen wurde in Abbildung 8.2.3 she-
matisiert. Wesentlih ist die Darstellung zweier in Reihe geshalteter
Shleifen. Kritishe Pakete werden in der ersten Shleife vorrangig be-
handelt. Der Prozeÿ tritt in die zweite Shleife erst ein, wenn die
Performanz-Analyse das Erreihen der kritishen Anforderungen für
ausreihend siher hält. Das Bild ist trotz einer abstrakten Darstellung
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nur als allgemeiner Lösungsansatz für das hier diskutierte abstrakte
Problem zu betrahten.
Da mit der im ersten Teil beshriebenen Tehnologie eine Bewer-
tung bereits im Modellstadium erfolgen kann, gilt dieses Shema niht
nur für eine Iteration, sondern kann als Mikrozyklus jeweils auf Ent-
wurf und Implementierung getrennt angewendet werden. Dadurh wird
dem Wunsh einer möglihst frühzeitigen Bewertung in hohem Maÿe
Rehnung getragen und eine Verringerung des wirtshaftlihen Risikos
erreiht.
Planung nebenläuger Prozeÿstränge. Unter den Bedingungen des
hier behandelten Beispiels ergeben sih für den Entwiklungsprozeÿ nur
zwei Szenarien, ein erfolgreihes Projekt oder sein Fehlshlag.
Ein erfolgreihes Projekt rehtfertig alle Investitionen, die unmit-
telbar in Zusammenhang mit der Funktionalität und den Eigenshaf-
ten stehen, die den Erfolg dieses Projektes begründen. Der nanzielle
Aufwand für Kontextkomponenten war aus Siht des erfolgreihen Pro-
jektes aber umsonst, da sie niht Bestandteil der Lösung sind und nur
zur Risiko-Minimierung gedient haben, also auh zum Erreihen der
Lösung niht notwendig gewesen sind.
Im Falle eines Fehlshlages aber erlauben eben diese Komponen-
ten die frühzeitige Entsheidung zum Projektabbruh. Die Dierenz
der Kosten für die Kontextkomponenten und den vermiedenen Kos-
ten bis zur Fertigstellung des als Fehlshlag identizierten Projektes
können als nanzieller Erfolg (in Form von Kostenvermeidung) des Ri-
sikomanagments betrahtet werden. Aus der Vermutung, daÿ dieser
Dierenzbetrag mitunter negativ werden kann ergeben sih die in die-
sem Abshnitt folgenden Betrahtungen.
8.3.3. Fallbeispiele. Zunähst soll ein Gefühl für typishe Grö-
ÿenordnungen und Proportionen von Arbeitszeitaufwendungen entwi-
kelt werden. Dazu werden zwei kleine Fallbeispiele mit untershiedli-
hen Zielsetzungen betrahtet.
Beispiel einer Treiberimplementierung. In einem kleinen exempla-
rishen Versuhsprojekt wurde eine Treibersoftware für ein Steuer-
gerät implementiert und von der Anforderungsanalyse bis zum Test
eine Arbeitszeiterfassung durhgeführt. Abbildung 8.3.2 zeigt quan-
titativ die Aufwendungen in Stunden aufgegliedert in die drei Ite-
rationen
1
und nah ihrer Zugehörigkeit zu den Bereihen Modellie-
rung/Requirementsanalyse, Implementierung/Test und gesondert die
1
Die hier dargestellten drei Iterationen hätten nah der Nomenklatur des
Rational Unified Proess auh als 3 Phasen mit je einer Iteration dargestellt
werden können.






























































































Performanz−ModelleImpl. & Test Entwurfs−Modelle
Abbildung 8.3.2. Arbeitsaufwendungen im Prozeÿverlauf
Entwiklung von Performanzmodellen. Implementierung und Test re-
präsentieren im Balken der Performanzmodelle quantitative Zeitauf-
wendungen für Testfallspezikation, Simulation und Ergebnisauswer-
tung.
Die Dynamik des Steuervorgangs erforderte eine strenge Einhaltung
von Antwortzeiten, da sonst der Regelvorgang in Ehtzeit undurhführ-
bar ist. Hierzu wurden die kritishen Funktionen vorrangig implemen-
tiert und getestet. Da diese Software eine vollständige Neuentwiklung
war, muÿten zunähst mit dem Entwurfsmodell und der Analyse eini-
ge Quellode-Fragmente entwikelt werden (Aufwand 4 Stunden), um
grundlegende Hardwarefunktionen zu verstehen. Den gröÿten Arbeits-
zeitanteil aber vershlang in der ersten Iteration die Entwiklung des
dynamishen Performanz-Modells. Dazu muÿten einige simple Code-
beispiele implementiert werden, um Test- und Meÿläufe auf dem Steu-
ergerät auszuführen. Teile der Quellodefragmente fanden hierbei Ver-
wendung. Dadurh konnte das initiale Umgebungsmodell kalibriert wer-
den. Der ersten Abshätzung des Laufzeitverhaltens lag die Annahme
zugrunde, die angestrebte Implementierung würde aus Codebestand-
teilen aufgebaut sein, die in ihrem zeitlihen Verhalten den zur Kali-
brierung verwendeten gleihen. Die so durhgeführte Simulation ergab
ein positives Ergebnis und lies den Erfolg einer Implementierung nah
diesem Modell erwarten. In der zweiten Iteration wurde das Modell ver-
feinert. Erst jetzt wurde der eigentlihe Teil der Implementierung an-
gefertigt. Lediglih ein Interpolationsalgorithmus zur Berehnung von
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Einstellungen, die zwishen denierten Zuständen des Steuergerätes la-
gen, wurde auf die letzte Iteration vershoben. Umgebungs- und Last-
modelle wurden mit Fragmenten des tatsählih verwendeten Codes
rekalibriert.
Die Implementierung des Interpolationsalgorithmus stellte die gröÿ-
te Zeitaufwendung in der Entwiklung dieses Treibers dar, obwohl in
der Literatur bereits gut beshriebene mathematishe Verfahren (ku-
bishe Splines) als Modellgrundlagen verfügbar waren. Mit einer gut
kalibrierten Testumgebung konnte jeder Teilfortshritt auf Einhaltung
der Laufzeitobergrenzen getestet werden. Jeder Shritt erwies sih in
diesem Beispiel als unkritish.
Die Performanzmodellierung in einem solh übershaubaren Pro-
jekt ist wirtshaftlih niht begründet. Das Beispiel belegt aber eine
typishe Verteilung von Arbeitsaufwand auf die einzelnen Artefakt-
typen. Augenfällig ist hier der groÿe Aufwand für die Performanz-
Modellierung. Wäre die Simulation nah Abshluÿ der ersten Iteration
so deutlih negativ verlaufen, daÿ man von einer weiteren Entwiklung
Abstand genommen hätte, wäre dieser hohe Aufwand dennoh lohnend
gewesen. Der in den beiden folgenden Iterationen betriebene Aufwand
für die Implementierung der funktionalen Eigenshaften belief sih auf
118 Stunden. Durh die Entsheidung, das Projekt abzubrehen, stehen
diese eingesparten 118 Stunden den aufgewendeten 50 Stunden für die
Performanz-Analyse gegenüber. Qualitative Verbesserungen wurden in
diesem Beispiel niht bewertet.
Bewertung untershiedliher Entwürfe. In einem zweiten Fallbei-
spiel war die Frage zu klären, ob eine gewisse Funktionalität (Daten-
management) zwekmäÿig lokal durhgeführt oder auf den Server trans-
feriert werden sollte. In Abbildung 8.3.3 werden die Arbeitszeitaufwen-
dungen dieses zweiten Fallbeispiels analog zu dem ersten aufgeshlüs-
selt. In der ersten Version wurde die Client-Version der Arhitektur
modelliert, in der zweiten die Server-Variante. In der zweiten Iterati-
on ist der geringere Aufwand für die Performanz-Modellierung. Beide
Arhitekturen verwenden das gleihe Umgebungsmodell und ähnlihe
Last- und Datenmodelle. Ohne die Verwendung von simulationsbasier-
ter Performanz-Modellierung hätten für einen Vergleih beide Modell-
Varianten implementiert und getestet werden müssen.
In diesem Beispiel ergibt sih zwar kein typisher Vorteil für die
Ausdrukskraft der in dieser Arbeit beshriebenen, dynamishen Mo-
delle. Einige klassishe Performanz-Modellierungstehniken wie Mar-
kovketten hätten ebenso verwendet werden können. Dennoh läÿt sih
aus der Anwendung von Aktivitätsdiagrammen zur Beshreibung von
dynamishen Performanz-Modellen ein Vorteil ziehen. Diese können






































































































































Performanz−ModelleImpl. & Test Entwurfs−Modelle
Abbildung 8.3.3. Modellierung und Bewertung unter-
shiedliher Entwurfsmodelle
shon als Implementierungsmodell betrahtet und fast vollständig zur
Spezikation einer Umsetzung in Quellode genutzt werden. Eine zu-
sätzlihe Beshreibung des zeitlihen Verhaltens auf einer eigenen Ab-
straktionsebene (Entwiklung einer stohastishen Funktion) entfällt.
8.3.4. Gesteuerter Prozeÿ. Bislang wurden in diesem Kapitel
(ohne den Anspruh auf Vollständigkeit) Artefakte des klassishen Pro-
zesses, Artefakte der Performanz-Modellierung und zusätzlihe Arte-
fakte, die mit der vorrangigen oder nebenläugen Bearbeitung von Auf-
gaben in Zusammenhang stehen, thematisiert. Folgt man der Strategie,
kritishe Pakete mit Vorrang zu behandeln, ist die Entsheidung zur
nahrangigen Behandlung von unkritishen Paketen dann eindeutig ge-
geben, falls diese niht von kritishen Paketen abhängig sind. Existiert
eine solhe Abhängigkeit ist die Zuordnung zu klären.
Diese Initialisierung des Software-Entwiklungsprozeÿes ist einma-
lig für alle Pakete durhzuführen. Der Vorgang wird in Abbildung 8.3.4
shematish dargestellt. Die Feststellung der Zuordnung wird im Fol-
genden diskutiert.
Wie im letzten Abshnitt angedeutet war, spielen dabei die Auf-
wendungen an Kosten zur Erstellung einzelner Artefakte eine groÿe
Rolle. Ist der einzige Zwek der Performanz-Modellierung die Verringe-
rung des Fehlshlagsrisikos eines kritishen Projektes und übersteigen
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Identifikation unabhaengiger Prozessstraenge









Abbildung 8.3.4. Zuordnungsalgorithmus zu Work-
ow-Bereihen
die Kosten der Performanz-Modellierung die Kosten der Implemen-
tation, ist es oensihtlih niht zwekmäÿig, ein Risikomanagement
durhzuführen. Im umgekehrten Fall gilt die Umkehrung der Entshei-
dung aber auh niht zwingend. Zur vorausshauenden Abshätzung
von Entwiklungskosten einzelner Teilfunktionen sind mehrere Tehni-
ken (z.B. Funtion-Point-Analysis) in der Literatur beshrieben wor-
den. Diese Tehniken sollen hier niht erläutert werden. Wir gehen
davon aus, daÿ ausreihend präzise Shätzungen und Erfahrungswer-
te zur Verfügung stehen. Hätte im ersten Beispiel in Abbildung 8.3.2
eine Aufwandsshätzung für die Performanzmodellierung 50 Stunden
ermittelt und für die Modellierung einen kleineren Betrag, hätte man
wohl auf die Entwiklung eines dynamishen Modells verzihtet.
Doh selbst wenn die Kosten des Risikomanagements durh
Performanz-Modellierung wesentlih kleiner sind als die Aufwendun-
gen zur Implementierung der Funktionalität, kann es sinnvoll sein,
einen Fehlshlag ohne Risikomanagement zu riskieren. Dazu folgen-
des Gedankenexperiment: Betrahtet wird die Klasse an Paketen mit
gleihem Fehlshlagsrisiko frisk. Es sei frisk abshätzbar oder aus Er-
fahrungswerten ermittelbar. Seien weiterhin die Kosten cMod ermittel-
bar, die aufgewendet werden Artefakte zu erzeugen, die ausshlieÿlih
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Bestandteil der Problemlösung sind. Seien shlieÿlih die Kosten der
Kontext-Modellierung cCont ermittelbar, die aufgewendet werden Ar-
tefakte zu erzeugen, die ausshlieÿlih dem Risikomanagement dienen
und niht Bestandteil der Lösung sind.
• frisk : Fehlshlagsrisiko, mit: 0 ≤ frisk ≤ 1,
dabei ist 0 das sihere und 1 das unmöglihe Ereignis,
• cCont : Absolute Kosten der zusätzlihen Artefakte,
• cMod : Kosten des Lösungs-Entwurfes.
Dann wäre durh eine Funktion prio eine Entsheidung für die Mehr-
kosten der Kontextmodellierung berehenbar nah:
2
prio → B
mit : prio =
{
false, falls ((1− frisk) ∗ cCont) < (frisk ∗ cMod)
true, sonst.
In der Praxis werden Entsheidungen oft nah der einfaheren In-
tuition getroen. Das priorisierte Modellieren sei dann zwekmäÿig,
falls die absoluten Kosten für die Kontextmodellierung geringer sind
als die Modellierung des ganzen Paketes, also cCont < cMod. Die Die-
renz cMod− cCont wäre positiv und damit etwas zu gewinnen. An einem
abstrakten Rehenbeispiel sei gezeigt, daÿ diese Intuition falsh ist.
Beispiel 13. Projekt mit aufwendiger Kontextmodellierung
Sei ein Paket mit einer Fehlshlagswahrsheinlihkeit von 10% be-
haftet, dh. frisk = 0, 1. Der Aufwand für die Modellierung des Pa-
ketes sei cMod = 10h. Der Aufwand für die Kontextmodellierung sei
cCont = 5h.
Nah der einfahen Intuition würden man sih für die Entwiklung
eines Kontextmodells entsheiden, da die Kosten geringer sind als die
Kosten für das vollständige funktionale Modell. Bezogen auf die rihtige
Grundgesamtheit wäre diese Entsheidung aber falsh und würde einen
erheblihen Verlust bedeuten, was man leiht an Tabelle 3 ablesen kann:
Erst durh die Einbeziehung des Risikofaktors frisk in die Entshei-
dungsndung erhält man die rihtig gewihtete Bewertung der Leis-
tungsaufwendungen. Dem Wert von prio folgend würde man die Mo-
dellierung priorisieren und über einen längeren Zeitraum die geringeren
Verluste erleiden, indem die gelegentlih vergeblih investierten Stun-
den in die Modellentwiklung toleriert werden.
2
Um sprahlihe Verwirrungen zu vermeiden sei darauf hingewiesen: Priori-



















1 ∗ cMod = 10h (vergebl.
Modellentwiklung)
Summe 45 h 10 h
Tabelle 3. Quantitativer Vergleih vergeblih aufge-
brahter Arbeitsaufwendungen über mehrere Projekte
Nutzt man diese Erkenntnis bei der anfänglihen Entsheidung für
die Zuordnung unkritisher, aber abhängiger Pakete ein, ergibt sih
das Shema nah Abbildung 8.3.5. Der Risikofaktor klassiziert das
Fehlshlagsrisiko des gesamten Projektes. Kontextmodellierungskosten
und Kosten der Modellentwiklung werden jeweils für die Pakete spezi-
sh geshätzt. Diese Zuordnung realisiert die Zuordnungsaktivität aus
Abbildung 8.3.4.
Alle in diesem Abshnitt eingeführten Begrie sind hoh proble-
matish. Jede aufgewendete Arbeitsstunde beinhaltet gewöhnlih das
Shaen von Artefakten, die allen hier klassizierten Dokumenttypen in
vershiedenem Maÿ zugeordnet werden können. Eine eindeutige Klassi-
kation ist praktish niht durhführbar. Ebenso ergeben sih aus den
Abhängigkeiten der Dokumente untereinander Redundanzen.
Die konkrete Management-Entsheidung wird weiterhin auf Erfah-
rung gestützt sein. Mit solhen abstrakten und sehr punktuellen Überle-
gungen kann es aber gelingen, diese Intuition mit passenderen Mustern
zu versorgen und ihre Verläÿlihkeit deutlih zu verbessern.
8.4. Zusammenfassung
Über die Verwendung der Methodik. Oftmals werden formale
Modellierungstehniken gerade dann zu komplex, wenn die Problem-
beshreibung interessant wird. Der Aufwand der hier vorgestellten Si-
mulationstehnik ist zwar oft niht weniger komplex. Sie bleibt aber in
ihrer Abstraktion näher an den funktionalen Aspekten. Dadurh bringt
ein Aufwand für die Modellierung nihtfunktionaler Eigenshaften mit
der hier vorgestellten Methodik auh einen Gewinn für den klassishen
Entwurf. Der hohe Aufwand läÿt sih dadurh wirtshaftlih besser
rehtfertigen. Niht zuletzt die Anwendung der Methodik auf die UML
hat daran für Projekte, die mit der UML modelliert werden entshei-
denden Anteil. Durh den ieÿenden Übergang von den geshätzten
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Schaetzung der Kontextmodellierungskosten
Schaetzung der Modellierungskosten
Zuordnung zu unkritischen Paketen
Berechnung des Fehlschlagsrisikos





[alle Pakete behandelt][naechstes Paket]
[sonst] [prio]
Abbildung 8.3.5. Zuordnung unkritisher aber abhän-
giger Pakete
zu den gemessenen/kalibrierten Funktionen und der freien Wahl der
gewünshten Abstraktionsebene ist diese Methodik exibel einsetzbar.
Reproduzierbarkeit und Genauigkeit dieser Tehnik und der Metho-
dik lassen sih durh exaktere Modelle verbessern und den Notwendig-
keiten anpassen. Die Ausdrukskraft der dynamishen Modelle wurde
gegenüber einfahen Netzmodellen deutlih verbessert. Die Möglih-
keit, die nebenläuge Bearbeitung von Lasten durh Ressouren als ei-
genen zustandsbehafteten Aspekt auszudrüken, ist eine groÿe Verbes-
serung. Bei Markovprozessen ist man meist gezwungen, alle Vorgänge
zustandslos zu formulieren. Sih erst in der Bewertung eines Ablaufes
ergebende Nebenläugkeiten könne niht ausgedrükt werden, da die
stohastishen Funktionen darauf niht spezish reagieren.
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Jedoh ist auh diese Tehnik niht frei von Einshränkungen. Der
Ansatz erfordert eine feste Spezikation des Lastlokalisation und ist
daher zur Modellierung von Load-Balaning-Systemen niht geeignet.
Über die Integration in den klassishen Prozeÿ. In Kapitel 6
wurden neue Rollen und Artefakte eingeführt, die mit einer Behand-
lung der Performanz als niht funktionale Eigenshaft einer zu entwi-
kelden Software neu auftreten. Die Rollen mit ihren Aufgaben und
Ansprehpartnern wurden skizziert und eine Integration in einen klas-
sishen iterativen Softwareentwiklungsprozeÿ, der Analyse, Entwurf,
Implementierung und Test untersheidet, vorgeshlagen.
Der Performanz-Modellierer wurde als eigene Rolle empfohlen. Es
ist sogar vorteilhaft, diese Rolle mit einer eigenen Person zu besetzen,
die diese Rolle extern oder projektübergreifend innerbetrieblih wahr-
nimmt. Der Vorteil liegt darin, daÿ eine Person, die niht zusätzlih mit
der Modellierung funktionaler Eigenshaften betraut ist, Kritik und
Änderungsvorshläge unbefangener entwikeln und beisteuern kann.
Die Steuerung des Prozesses durh quantitative Bewertungen und
Vorhersagen bleibt auh mit einer Bewertungstehnik und Methodik,
die stabile und repoduzierbare Werte liefert shwierig. Die Abshätzung
der Wihtigkeit niht funktionaler Eigenshaften und die Möglihkeit
wihtige Abhängigkeiten zu übersehen, kann keine Methodik leisten.
Über das Prozeÿmanagement. Im Kapitel 8 shlieÿlih wurden
vershiedene Risiken diskutiert und an einigen Beispielen Zusammen-
hänge aufgezeigt. Es ist deutlih geworden, welh groÿes Feld abgedekt
werden müÿte, um alleine die vershiedenen Begrie bezüglih eines
wirtshaftlihen, performanetehnishen oder funktionalen Risikos zu
klassizieren. Eine auf Bewertung von Artefakten beruhende Forma-
lisierung von Management-Entsheidungen ist eine Aufgabe, die eine
eigene, erheblih gröÿere wissenshaftlihe Auseinandersetzung mit die-
sem Thema fordert. Zumal eine Validierung dort aufgestellter Theorie
am praktishen Beispiel wegen der in der Softwareentwiklung extrem
hohen Projektkosten rein zu experimentellen Zweken kaum zu leisten
sein wird.
Dennoh wurde versuht, durh abstrakte gedanklihe Experimente
aufzuzeigen, wie man im Projekt auh die Entsheidungen hinterfragen
kann, bei denen man sih mangels Theorie auf Intuition verlassen muÿ.
Wie beispielsweise in dem Fahgebiet der Medizin, gibt es auh in der
Informatik Sahverhalte, bei denen sih niht die Möglihkeit bietet,
sie im Versuh zu erforshen.
Doh ist es niht das Ende eines Weges zu neuer Erkenntnis.
Shluÿwort
In dieser Arbeit wurde das zeitlihe Verhalten von Software the-
matisiert. Es wurde eine Möglihkeit geshaen, dynamishe Model-
le zu spezizieren, die eine Klasse mögliher Abläufe beshreiben. Die
Struktur dieser Klasse wurde näher untersuht und eine Möglihkeit zur
Spezikation einzelner Teilmengen dieser Klassen, sogenannte Szenari-
en zu spezizieren. Dies wurde so gestaltet, das sih einzelne konkrete
Abläufe aus einem Szenario nur in der Reihenfolge der Termination
unabhängig konkurrierender Lasten untersheiden und die konkreten
Abläufe bezüglih der Interaktion mit der Auÿenwelt äquivalent sind.
Diese Reihenfolge der Termination konnte erst bestimmt werden, indem
Funktionen die Dauer jeder einzelnen Lastbearbeitung quantizierbar
mahten. Die Menge dieser Funktionen, die als einzelne Ressouren
verstanden werden, wurde als Laufzeitumgebung aufgefaÿt und eine
Simulation als Bewertung eines Szenarios verstanden. Es wurde eine
Bewertungsfunktion deniert, die für jedes Tripel aus dynamishem
Modell, Szenario und Umgebung eindeutig und wiederholbar eine Ab-
laufzeit berehnet.
Im ersten Teil wurde auf eine hohe Abstraktionsebene wert gelegt
und versuht jede Interpretation dessen, was eine Last oder eine Res-
soure ist zu vermeiden. Ebenso wurden keine Festlegungen über die
Art der Quantizierung von Lasten oder die Beshaenheit und Reali-
sierung einer Ressourenfunktion gemaht, um eine gröÿtmöglihe Viel-
falt an Anwendungsmöglihkeiten zu erreihen. Die ganze Tehnik wur-
de niht aus einem einzigen Kalkül heraus entwikelt, sondern mittels
einzelner, gut verstandener, adäquater Formalismen konstruiert. Ziel
war es wihtige tehnishe Eigenshaften zu erhalten, die eine möglihst
unmittelbare Umsetzung in eine Werkzeugimplementierung erlauben.
Der Erfolg bei der Implementierung der prototypishen Werkzeugstudie
|SEMPER| belegen diesen Erfolg. Somit ist diese Arbeit auh ein er-
folgreihes Praxisbeispiel für Softwareentwiklung unter Einbeziehung
formaler Methoden.
Im zweiten Teil wurde die praktishe Anwendung und die Integrati-
on dieser Tehnik in den Softwareentwiklungsprozeÿ diskutiert. Durh
die Abstraktion der eingeführten Artefakttypen ergibt sih deren kon-
krete Bedeutung und Auswirkung erst an dieser Stelle. Dadurh wurde
oenbar, daÿ diese Tehnik andere Einsatzgebiete, wie etwa die quan-
titative Untersuhung des Softwareentwiklungsprozeÿes selbst, niht
ausshlieÿt.
Weiterhin wurde eine Anwendung für die UML als weitverbreitete
industrielle Spezikationstehnik vorgeshlagen. Die hier vorgestellte
Modellierungstehnik ist auf einer Metaebene ausgeführt und damit
niht an den Einsatz in einem aktuellen Standard gebunden.
Als Hinweis für interessante Arbeiten in der Zukunft wurde das
Themengebiet der maÿbasierten Steuerung des Entwiklungsprozeÿes
performanz-kritisher Software thematisiert, wenn dies auh ein span-
nendes aber zu groÿes Themengebiet darstellt, um in dieser Arbeit
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