One way to represent a machine learning algorithm's bias over the hypothesis and instance space is as a pair of probability distributions. This approach has been taken both within Bayesian learning schemes and the framework of U-learnability. However, it is not obvious how an Inductive Logic Programming (ILP) system should best be provided with a probability distribution. This paper extends the results of a previous paper by the author which introduced stochastic logic programs as a means of providing a structured de nition of such a probability distribution. Stochastic logic programs are a generalisation of stochastic grammars. A stochastic logic program consists of a set of labelled clauses p : C where p is from the interval 0; 1] and C is a range-restricted de nite clause. A stochastic logic program P has a distributional semantics, that is one which assigns a probability distribution to the atoms of each predicate in the Herbrand base of the clauses in P . These probabilities are assigned to atoms according to an SLD-resolution strategy which employs a stochastic selection rule. It is shown that the probabilities can be computed directly for fail-free logic programs and by normalisation for arbitrary logic programs. The stochastic proof strategy can be used to provide three distinct functions: 1) a method of sampling from the Herbrand base which can be used to provide selected targets or example sets for ILP experiments, 2) a measure of the information content of examples or hypotheses; this can be used to guide the search in an ILP system and 3) a simple method for conditioning a given stochastic logic program on samples of data. Functions 1) and 3) are used to measure the generality of hypotheses in the ILP system Progol4.2. This supports an implementation of a Bayesian technique for learning from positive examples only. This paper is an extension of a paper with the same title which appeared in 12]
Introduction
The integration of logic and probability theory has been the subject of many studies 1, 3, 9, 5, 6, 17, 20] . It has also been investigated within logic programming 16, 19] . Recently the motivation for many such studies has been the development of formalisms for rule-based expert systems which employ uncertain reasoning.
By contrast, the motivation for the present paper comes from machine learning. One way to represent a machine learning algorithm's bias over the hypothesis and instance space is as a pair of probability distributions. This approach has been taken in various ways within the frameworks of PAC-learnability 21], Bayesian learning 2, 7] and U-learnability 11, 14] . However, it is not obvious how a machine learning algorithm, in particular an Inductive Logic Programming (ILP) system 10, 15] should best be provided with a probability distribution over a set of logical formulae. This paper proposes stochastic logic programs (SLPs) as a means of providing a structured de nition of such a probability distribution. SLPs are a generalisation of stochastic grammars 8]. Although they have a distributional semantics, SLPs' relationship to Probabilistic Logic Programs 16] and BS-programs 19] is unclear.
This paper is organised as follows. In Section 2 the formal framework for Ulearnability is introduced. Stochastic grammars are then de ned and described in Section 3. Section 4 introduces stochastic logic programs as a generalisation of stochastic grammars. Section 5 describes a Prolog implementation of stochastic logic programs. A discussion of research issues and applications of stochastic logic programs concludes the paper in Section 6.
U-learnability
The following is a variant of the U-learnability framework presented in 11, 14] for time taken to test entailment) and instances X (ground w s) respectively. The teacher uses D H and D X to carry out an in nite series of teaching sessions. In each session a target theory T is chosen from D H . Each T is used to provide labels from f ; 2g (True, False) for a set of instances randomly chosen according to distribution D X . The teacher labels each instance x i in the series hx 1 ; ::; x m i with if T j = x i and 2 otherwise. An hypothesis H 2 H is said to explain a set of examples E whenever it both entails and is consistent with E. On the basis of the series of labelled instances he 1 ; e 2 ; ::; e m i, a Turing machine learner L produces a sequence of hypotheses hH 1 ; H 2 ; ::H m i such that H i 2 H explains fe 1 ; ::; e i g. with probability at least (1 ? ) in any of the sessions m is less than a xed polynomial function of 1 and 1 .
In 14] positive results were given for the U-learnability of time-bounded logic programs. For these proofs it was assumed that a logic program P could be chosen by the teacher according to a distribution D H and that instances could be chosen from the Herbrand base of P according to a distribution D X . Clearly both D H and D X are functions over countably in nite domains. Stochastic grammars provide one approach to de ning a probability distribution over a countably in nite set. Proof. Suppose the theorem is false. Either q 2 F or q 6 2 F. Suppose q 2 F.
Then by the de nition of stochastic automata q has no outgoing transitions. Therefore by de nition Pr(ujq; A) is 1 for u = and 0 otherwise, which is in accordance with the theorem. Therefore suppose q 6 2 F. Suppose in state q the transitions are (q; a 1 ) = hq; p 1 i; : : :; (q; a n ) = hq; p n i. Then 2 If the probability of u being accepted by A is now de ned as Pr(ujA) = Pr(ujq 0 ; A) then the following corollary shows that A de nes a probability distribution over .
Corollary 2 Stochastic automata represent probability distributions. Proof. Pr(ujA) = Q juj i=1 p i , where p i is the probability associated with the ith transition in A accepting u. Clearly each p i is bounded below by p min and above by p max , and thus p juj min Pr(ujA) p juj max . 2 This theorem shows that a) all strings in L(A) have non-zero probability and b) stochastic automata express probability distributions that decrease exponentially in the length of strings in L(A). 
Labelled productions
Stochastic automata can be equivalently represented as a set of labelled production rules. Each state in the automaton is represented by a non-terminal symbol and each transition hq; ai ! hq 0 ; pi is represented by a production rule of the form p : q ! aq 0 . Figure 2 is the set of labelled production rules corresponding to the stochastic automaton of Figure 1 . Strings can now be generated from this stochastic grammar by starting with the string q 0 and progressively choosing productions to rewrite the leftmost non-terminal randomly in proportion to their probability labels. The process terminates once the string contains no non-terminals. The probability of the generated string is the product of the labels of rewrite rules used.
Stochastic context-free grammars
Stochastic context-free grammars 8] can be treated in the same way as the labelled productions of the last section. However, the following di erences exist between the regular and context-free cases.
To allow for the expression of context-free grammars the left-hand sides of the production rules are allowed to consist of arbitrary strings of terminals and non-terminals. Since context-free grammars can have more than one derivation of a particular string u, the probability of u is the sum of the probabilities of the individual derivations of u. The analogue of Theorem 4 holds only in relation to the length of the derivation, not the length of the generated string.
Example 5 The language a n b n . Figure 3 shows a stochastic context-free grammar G expressed over the language a n b n . The probabilities of generated 
Stochastic SLD-refutations
For SLPs the stochastic refutation of a goal is analogous to the stochastic generation of a string from a set of labelled production rules. Suppose that P is an SLP. Then n(P) will be used to express the logic program formed by dropping all the probability labels from clauses in P. A stochastic SLD procedure will be used to de ne a probability distribution over the Herbrand base of n(P). The stochastic SLD-derivation of atom a is as follows. Suppose g is a unit goal with the same predicate symbol as a, no function symbols and distinct variables. Next suppose that there exists an SLD-refutation of g with answer substitution such that g = a. Since all clauses in n(P) are range-restricted, is necessarily a ground substitution. The probability of each clause selection in the refutation is as follows. Suppose the rst atom in the subgoal g 0 can unify with the heads of stochastic clauses p 1 : C 1 ; : : :; p n : C n , and stochastic clause p i : C i is chosen in the refutation. Then the probability of this choice is pi p1+:::+pn . The probability of the derivation of a is the product of the probability of the choices in the refutation. As with stochastic context-free grammars, the probability of a is then the sum of the probabilities of the derivations of a. This stochastic SLD-strategy corresponds to a distributional semantics 19] for P. That is, each atom a in the success set of n(P) is assigned a non-zero probability (due to the completeness of SLD-derivation). For each predicate symbol q the probabilities of atoms in the success set of n(P) corresponding to q sum to 1 (the proof of this is analogous to Theorem 1).
Fail-free SLPs
It should be noted that the de nition of SLPs in the previous section has problems. For instance, consider the case in which P has an empty success set. In this case the probability distribution is not well de ned since it does not sum to 1. A less extreme case occurs when at least some derivations exist, though other derivations reach a deadend in which the goal g 0 cannot unify with the heads of any clauses. In this case the probabilities of individual atoms must be normalised by multiplying each derivation probability by the reciprocal of the sum of all such probabilities.
Fail-free logic programs avoid this issue, since no selection choice leads to enforced backtracking. Fail-free clauses, logic programs and SLPs are de ned as follows 1 .
De nition 7 Fail-free clause. A clause h B is said to be fail-free if and only if B contains no function symbols and each variable occurs at most once in B.
De nition 8 Fail-free logic programs. A logic program P is fail-free if and only if each clause in P is de nite and fail-free, and each predicate symbol in the body of each clause in P occurs in the head of at least one clause in P.
De nition 9 Fail-free stochastic logic programs. A stochastic logic program P is fail-free if and only if n(P) is a fail-free logic program. We now show fail-free logic programs avoid forced backtracking.
Theorem 10 Non-backtracking of fail-free logic programs. Let P be a fail-free logic program and g be a fail-free goal containing only predicate symbols found in P. Irrespective of the choices made in the stchastic SLDderivation of goal g there will be no subgoal g 0 which fails to resolve with Proof. Assume the theorem is false. First note that the resolvent of any failfree goal and a fail-free de nite clause is itself fail-free and that the uni cation involved is one-sided. However, there must exist an intermediate goal g 0 with substitution 0 which fails to resolve with the predicate de nition for a predicate p in P. But since every predicate symbol in g has a de nition in P and each predicate symbol in the body of each clause in P has a de nition in P it must be that g 0 0 fails to unify with any of the clauses in the de nition of p.
However, since all uni cations are one-sided, 0 will contain no substitutions for the variables in g 0 , and thus the rst atom of g 0 0 will have no function symbols and distinct variables, and thus must be able to resolve with all clauses of the corresponding de nition. This contradicts the assumption and completes the proof. 2 Note that the class of fail-free logic programs includes all normal unary denitions of types (such as list/1 or natural/1) as well as the standard recursive de nitions of predicates such as member/2 and append/3.
Polynomial distributions
It is reasonable to ask whether Theorem 4 extends in some form to SLPs. The distributions described in 14] include both those that decay exponentially over the length of formulae and those that decay polynomially. SLPs can easily be used to describe an exponential decay distribution over the natural numbers as follows.
Example 11 Exponential distribution. However, SLPs can also be used to de ne a polynomially decaying distribution over the natural numbers as follows.
Example 12 Polynomial distribution. 
A Prolog implementation
Stochastic logic programs can be used to provide three distinct functions. 
The predicate sample/1
This section describes a Prolog interpreter for SLPs. Figure 7 shows the code for the top-level interpreter, which is similar to a standard`proves' interpreter for Prolog. Note that backtracking is disabled by the use of cuts. The reason for this is that each atom should be sampled independently of its predecessors. The third clause uses the predicate clause/3, the third argument of which is a unique number associated with the returned clause. Though this predicate is non-standard it is relatively straightforward to implement. (It is implemented as a primitive in CProgol4.2 which can be obtained by anonymous ftp from ftp.comlab.ox.ac.uk in directory pub/Packages/ILP/progol4.2). The predicate random clause/3 and its sub-predicate choose/6 are shown in Figure 8 . In choose/6 the probability label of the clause is extracted using the predicate label/2, which is also implemented as a primitive in CProgol4.2 (see above). Note that since P1 is simply a ratio, it is immaterial whether the labels are themselves in the interval 0; 1] or simply arbitrary positive reals. CProgol4.2 by default assigns all clauses a label value of 1. CProgol4.2 also contains alterations to a standard Prolog interpreter which allow e cient sampling of stochastic logic programs using the built-in predicate sample/3.
Information content
Predicates for computing the information content of atoms are shown in Figures  9 and 10 . For simplicity it is assumed here that each atom has at most one proof, and that each uni cation is deterministically chosen given the substitution so far. The predicate info/3 again acts like a`proves' interpreter which computes the info(Goal,Bits) :-functor(Goal,F,N), functor(GGoal,F,N), info(GGoal,Goal,Bits1), Bits is Bits1.
info((GGoal1,GGoal2),(SGoal1,SGoal2),Bits1+Bits2) :-!, info(GGoal1,SGoal1,Bits1), info(GGoal2,SGoal2,Bits2). % Conjunction info(GHead,SHead,Bits1+Bits2) :-bagof( GBody,GN],clause(GHead,GBody,GN),GBag), clause(SHead,SBody,SN), info_choice(GBag,SN,GBody,0,_,Bits1), !, info(GBody,SBody,Bits2). % User predicate info(Goal,Goal,0) :-not(clause(Goal,_)), Goal. % System predicate probabilities of the choices of a given ground goal (Goal) relative to a general form of the same goal (GGoal). The predicate info choice/6 acts much like choose/6 in Figure 8 except that it computes the negative log probability of the choice.
The predicate condition/1
Predicate condition/1 in Figure 11 uses label/1 to condition an SLP according to a given ground goal. The built-in predicate label/1 in CProgol4.2 simply increments an integer label associated with each clause. The conditioner can be used to learn the parameters of a given distribution from a given set of ground atomic clauses. The generality is thus the sum of the probability of all instances of hypothesis H. Clearly such a sum can be in nite. However, if a large enough sample is generated from D X (implemented as an SLP) then the proportion of the sample entailed by H gives a good approximation of g(H). CProgol4.2 (see Section 5.1) uses an implementation of SLPs in this way for learning from positive data.
The implementations of information content and conditioning (Sections 5.2 and 5.3) are both unsatisfactory in that they assume there is only one derivation of every atom. A complete implementation would sum over all derivations. Unfortunately, it is possible that an in nite set of derivations exist for certain atoms. However, since the probabilities associated with such derivations decrease exponentially in the length of the description it may be the case that summing over the short derivations gives good bounds for the complete sum. This question requires further attention.
The author believes that stochastic logic programs provide an important new representation for machine learning and logic programming. 
