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Abstract
We present another expression to regularize the Euler product representation of the
Riemann zeta function. The expression itself is essentially same as the usual Euler product
that is the infinite product, but we define a new one as the limit of the product of some terms
derived from the usual Euler product. We also refer to the relation between the Bernoulli
number and P (z), which is an infinite summation of a z power of the inverse primes. When
we apply the same technique to the L-function associated to an elliptic curve, we can evaluate
the power of the Taylor expansion for the function even in the critical strip, which is deeply
related to problems known as the Birch and Swinnerton-Dyer conjecture and the Beilinson
conjecture.
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1 Introduction
In the situation of successful applications to the physics, the zeta function have been
used for convenient regularizations for divergent calculations in the physics. In the previous
work[1], we developed a regularization for the Euler product representation by way of the
expansion of the logarithm of the zeta function but not using Mo¨bius function like the Artin-
Hasse exponential[2]. This was an effort to search the regularized expression for the Euler
product of the zeta function in the critical strip 0 < ℜz < 1, whereas the usual definition of
the Riemann zeta function is
ζ(z) =
∞∑
n=1
1
nz
=
∞∏
n=1
(
1− 1
pnz
)−1
(1)
for ℜz > 1, where the right hand side is the Euler product representation and pn is the n-th
prime number. In this paper, we continue to deal with the Euler product of the zeta function
to well-define even in the critical strip 0 < ℜz < 1, such as the alternating summation in
the case of the summation definition:
ζˆ(z) =
1
1− 21−z
∞∑
n=1
(−1)n−1
nz
, (2)
where we adopt a hat notation as in ζˆ(z) for the regularized functions, which is well defined
even in the critical strip 0 < ℜz < 1. In the same way as the previous paper, we are
only interested in the region ℜz ≥ 1
2
for the Riemann zeta function, because the functional
equation ensures us that the regularized nature of the zeta function for the other half plane
ℜz < 1
2
.
In order to get the regularized expression of the Euler product for the Riemann zeta
function, we consider another expression defined by the limit of some expressions in section
2. In section 3, we argue a relation between the Bernoulli number and P (z) =
∞∑
n=1
pn
−z.
When we develop same technique for regularized expression applied to the Euler product for
the L-function associated to an elliptic curve, we can get the Taylor expansion at the pole
in critical strip which is deeply related to the Birch and Swinnerton-Dyer (BSD) conjecture
and the Beilinson conjecture. So in §4 we discuss the BSD and the Beilinson conjecture and
concluding remarks.
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2 Another expression for the Euler product represen-
tation
When we think about the Euler’s alternating series
ζˆ(z) =
1
1− 21−z
∞∑
k=1
(−1)k−1
kz
(3)
for the Riemann zeta function, we can evaluate the function for the valuable z even in the
critical strip 0 < ℜz < 1 as well as 1 < ℜz. We search for a similar expression for the Euler
product of the Riemann zeta function in this section.
In the same way as the previous work[4], here we define the n-term summation or product
which converges to the Riemann zeta function in the limit of n→∞,
ζΣn (z) =
n∑
k=1
1
kz
(4)
ζΠn (z) =
n∏
k=1
(
1− 1
pkz
)−1
(5)
and
ζ(z) = lim
n→∞
ζΣn (z) = lim
n→∞
ζΠn (z) (6)
for ℜz > 1. For the hat notation, we write well-regularized zeta function even in the critical
strip 0 < ℜz < 1 as
ζˆ(z) = lim
n→∞
ζˆn(z) = lim
n→∞
1
1− 21−z ξn(z), (7)
where ξn(z) is defined by ξn(z) =
n∑
k=1
(−1)k−1
kz
.
The relation between ζΣn (z) and ζ
Π
n (z) was also discussed in the previous work[4] and we
evaluate as
ζΣn (z) = ζ
Π
n (z) + σn(z)
ξ2n(z) = ζ
Σ
2n(z)− 21−zζΣn (z), (8)
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where σn(z) becomes zero for n→∞. We can easily find an expression of ξ(z) using these
two equations above as
ξ(z) ≡ lim
n→∞
ξ2n(z) = lim
n→∞
{ζΠ2n(z)− 21−zζΠn (z)}
= lim
n→∞
(
2n∏
k=1
1
1− p−zk
− 21−z
n∏
k=1
1
1− p−zk
)
= lim
n→∞
{
ζΠn (z)
(
2n∏
k=n+1
1
1− p−zk
− 21−z
)}
, (9)
where we have used the fact that lim
n→∞
σn(z) = 0 in Eq.(8).
Each zero is the solution for ζˆ(z) = 0 in the region of ξ(z) = 0 for |z| > 0 because of
the last line in Eq.(9). Each solution for ζˆn(z) = 0 is also the solution ρ for ξ2n(z) = 0 for
ζΠn (z) 6= 0. So the condition for ρ is
2n∏
k=n+1
(1− p−ρk ) = 2ρ−1 + o(nρ−1) (10)
and for z 6= ρ, namely ξ2n(z) 6= 0, the relation
2n∏
k=n+1
(1− p−zk ) = 2z−1 +O(nz−1) (11)
is satisfied, where ζΠn (z) = ζˆn(z) +
n1−z
1− z − σn(z).[1]
lim
n→∞
2n∑
k=n+1
log(1− p−ρk ) = (ρ− 1) log 2 (12)
lim
n→∞
2n∑
k=n+1
log(1− p−zk ) = (z − 1) log 2 +O(− log(z − 1)) (13)
Under the Riemann hypothesis, we get
2n∑
k=n+1
(
1
pρk
+
1
2
1
p2ρk
+
1
3
1
p3ρk
+ · · ·
)
= (1− ρ) log 2 (14)
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and we add this equation and the other given by substituting 1− ρ for ρ, we get finally
2n∑
k=n+1
{(
1
pρk
+
1
p1−ρk
)
+
1
2
(
1
p2ρk
+
1
p1−2ρk
)
+ · · ·
}
= log 2. (15)
In order to refer to the condition of the zeros on the critical line for the Riemann hy-
pothesis, we introduce the ratio fn(z) of two products as
fn(z) ≡ ζ
Π
2n(z)
ζΠn (z)
=
2n∏
r=n+1
1
1− pr−z ≪∞ (16)
≃ ζ
Σ
2n(z)
ζΣn (z)
=
ξn(z) + 2
1−zζΣn (z)
ζΣn (z)
≃ 21−z, (17)
where we made use of Eq.(9).
The distinctive features of fn(z) for the Euler product are
1. We get a finite expression of the Euler product for |z| < 1, whereas the usual one
diverges in the critical strip.
2. We can decide the value of regularized zeta function itself.
ζˆn(z) =
ζΠ2n(z)− 21−zζΠn (z)
ζΠ2n(z)− ζΠn (z)
n1−z
z − 1 (18)
3. We cat get the expression of ζˆn(z) by way of fn(z). Thus it can be regarded the
condition fn(z) = 0 of regularized quantities as the Euler product expression for ζn(z).
ζˆn(z) =
fn(z)− 21−z
fn(z)− 1
n1−z
z − 1 (19)
After all, we conclude that
fn(z) ≡ ζ
Π
2n(z)
ζΠn (z)
= 21−z +O(nz−1)
lim
n→∞
fn(ρ) = 2
1−ρ. (20)
Thanks to these expressions, we have become to be able to evaluate a limit of finite series
in the Euler product compared with the previous work[3], in which we regularized infinite
amounts by way of the dipole limitation method.
5
3 The Bernoulli number and the regularized Euler prod-
uct representation
As is stated in the previous paper,[1] we can transform the zeta function to followings by
taking logarithms of Eq.(1):
log ζ(z) =
∞∑
n=1
(
1
pnz
+
1
2pn2z
+
1
3pn3z
+
1
4pn4z
+
1
5pn5z
+ · · ·
)
= P (z) +
1
2
P (2z) +
1
3
P (3z) +
1
4
P (4z) +
1
5
P (5z) + · · · (21)
= P (z) +R(z),
where we have used P (z) =
∞∑
n=1
1
pnz
in the second line. We easily recognize that each term
after the second converges in Eq.(21) in the region ℜz > 1
2
and it can be shown that
the infinite sums after the forth term converges by using the formula
∞∑
k=2
ζ(k)− 1
k
= 1− γ
with the Euler constant γ. Thus we express only the first term P (z) as the term for a
regularization and the expression for P (z) for ℜz > 1 can be got by adding or subtracting
a term of
∑ 1∏
p
log ζ(
∏
p z),
P (z) = log ζ(z)−
∞∑
i=1
1
pi
log ζ(piz)+
∞∑
1≤i<j
1
pipj
log ζ(pipjz)−
∞∑
1≤i<j<k
1
pipjpk
log ζ(pipjpkz)+− · · · ,
(22)
where a coefficient of
1
m
P (mz) term for m = pi1
α1pi2
α2 · · · pinαn cancels out by using the
relation
n∑
i=1
(−1)n
(
n
i
)
= 0.
A regularization of P (z) in the region of 1
2
< ℜz < 1 is also performed in the previous
work[4, 1] where we have introduced
ζˆ(z) = lim
n→∞
ζˆn(z) = lim
n→∞
{
ζΣn (z)−
n1−z
1− z
}
, (23)
Pˆ (z) = lim
n→∞
Pˆn(z) = lim
n→∞
{
Pn(z)−
∫ n
1
dt
(t log t)z
}
(24)
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with Pn(z) ≡
n∑
k=1
1
pkz
, and we define the term
Rn(z) ≡ log ζΣn (z)− Pn(z), (25)
which is finite in the limit of n→∞.
The conclusions we have got are
Pn(z) = log
n1−z
1− z + o(n) (26)
Pˆ (z) = log
1
1− z +O(1). (27)
For getting an expression Rn(z) in Eq.(25), we have evaluated Pn(z) =
∫ n
1
dt
ptz
+O(1). After
all for 1
2
< ℜz < 1, Pˆ (z) is finite and ζˆ(z) = −e{Pˆ (z)+R(z)} cannot vanish in this strip.
We focus on the relation between the Bernoulli number and P (z) from now on. We put
down the relation
ζ(1− z) = −1
z
lim
n→∞
n∑
r=1
(
z
r
)
br = −1
z
lim
n→∞
bn(z) (28)
for any z, where this is only true for z = 2m+1(m:positive integer) before the regularization
though,
(
z
r
)
≡ Γ(z + 1)
Γ(z − r + 1)Γ(r + 1) and br’s are the r-th Bernoulli number. Here we
consult the relation of Eq.(22) in the work[4]
ζˆ(1− z) = ζΣn (1− z) +H(1− z)ζΣn (z) + rn(1− z), (29)
where H(z) = 2Γ(1− z)(2pi)z−1 sin piz
2
, and the residue rn(z) converges to zero in the limit
of n→∞. Taking this limit in Eq.(29)
lim
n→∞
ζˆn(1− z) = lim
n→∞
−bn(z)− nz
z
= − lim
n→∞
bˆn(z)
z
, (30)
namely we get
b(z) ≡ lim
n→∞
bˆn(z) = − lim
n→∞
zζˆn(1− z) = −zζˆ(1− z). (31)
We can write down the relations using Eqs.(21),(27) and (31)
b(1 − z) = eR(z), R(z) = log b(1− z) (32)
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and
b(z) = −zζˆ(1− z) = −zζˆ(z)Γ(z)21−zpi−z cos piz
2
=
[
∞∑
r=0
(
z
r
)
br
]DC
=
[
1− z
2
+
z(z − 1)
2
B1 − z(z − 1)(z − 2)(z − 3)
24
B2 (33)
+
z(z − 1)(z − 2)(z − 3)(z − 4)(z − 5)
720
B3
−z(z − 1)(z − 2)(z − 3)(z − 4)(z − 5)(z − 6)(z − 7)
40320
B4 + · · ·
]DC
,
where [· · · ]DC means that a regularization[3] is performed inside the parentheses and Bk’s
are also called the Bernoulli numbers whose values are B1 =
1
6
, B2 =
1
30
, B3 =
1
42
, B4 =
1
30
and so on. Here we present the formula for the Riemann zeta function by way of b(z) given
by
ζˆ(z) = −b(1 − z)ePˆ (z). (34)
Some terms of n-th term for b(z) defined in Eq.(28) are
b0(z) = 1
b1(z) = 1
b2(z) = 1− 1
2
+
z(z − 1)
12
=
1
12
(z − 3)(z − 4)
b4(z) =
1
12
(z − 3)(z − 4)− 1
720
z(z − 1)(z − 2)(z − 3)
= − 1
720
(z − 3)(z − 5)(z − 6)(z + 8) (35)
b6(z) =
1
30240
(z − 3)(z − 5)(z − 7)(z − 8)(z2 + 8z + 36)
· · ·
and a general 2n-th term of b(z) is
b2n(z) =
b2n
(2n)!
(z − 3)(z − 5)(z − 7) · · · {z − (2n− 1)}(z − 2n)g2n(z), (36)
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where gn(z)’s are given by
g1(z) = −2
g2(z) = 1
g4(z) = z + 8 (37)
g6(z) = z
2 + 8z + 36
· · · .
As we factorized trivial zeros out from b2n(z), solutions of the limit of the regularized
[g2n(z)]
DC = 0, namely zeros of limn→∞ gˆ2n(z) = 0 should be identical to non-trivial ze-
ros of the Riemann zeta function, which means that we could get an Hadamard expression
of the Riemann zeta function by way of the Bernoulli numbers and same of the L-functions.
The reason why we can get the relations stated in this section without the Mo¨bius
function is deeply related to an expression using by primes like Eq.(22). When we assume
the expression
f(x) =
∞∑
n=1
nαg(nβx) (38)
is absolute convergent, we get the expression for g(x) by way of f(x) and primes as
g(x) = f(x)−
∑
pxf(pβx)+
∑
p1<p2
(p1p2)
αf((p1p2)
βx)−
∑
p1<p2<p3
(p1p2p3)
αf((p1p2p3)
βx)+− · · · ,
(39)
where we suppress the residue as we like taking a sufficient large prime pM(p1 < p2 < · · · <
pM). In this way we have got Eq.(22), where we can get the relation by putting z = 0
P (0) = log ζ(0)−
∑
i
1
pi
log ζ(0) +
∑
i<j
1
pipj
log ζ(0)−
∑
i<j<k
1
pipjpk
log ζ(0) +− · · ·
= log ζ(0)
∞∏
k=1
(
1− 1
pk
)
= log
(
−1
2
)
· 0 = 0. (40)
So this formula is well defined even in z = 0 which should be compared with Pˆ (0) = 0. Some
other values for P (z) of an integer z are got by Eq.(34) like P (−1) = − log 2, P (−3) =
− log 4.
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4 The BSD conjecture and the Beilinson conjecture
The BSD conjecture[7][8] claims that the rank of the abelian group of rational points on
an elliptic curve E
E : Y 2 + aY = X3 + bX2 + cX + d (41)
is equals to the order of zero of the associated L-function
L(E, z) =
∞∏
n=1
1
1− (pn −Npn(E))p−zn + p1−2zn
(42)
at z = 1 and that the equation (41) has infinite rational roots and L(E, 1) = 0 are identical.
This conjecture leads to the theorem[9][10] that Eq.(41) has finite rational roots in case of
L(E, 1) 6= 0 and that Eq.(41) has infinite rational roots in case that L(E, z) = 0 has the
order-one zero at z = 1.
When we apply the regularization for the Euler product developed in the previous section
to the L-function associated to an elliptic curve, (in which the Riemann hypothesis holds[4],)
the BSD conjecture can be taken into account.
As is mentioned in the previous work[1], the case of L(E, 1) 6= 0 is followed by the
regularization of the Euler product and L′(E, 1) 6= 0 in case of L(E, 1) = 0 is satisfied by the
generalized Riemann hypothesis. Here we express the coefficients numerically of the Taylor
expansion of the Riemann zeta function at z = 1, which is deeply related to the Beilinson
conjecture.
When we expand the Riemann zeta function around z = 1, it gives
ζ(z) =
1
z − 1 +
∞∑
n=0
(−1)n
n!
γn(z − 1)n, (43)
where the coefficients γn are refered to as the Stieltjes constants given by
γn ≡ lim
m→∞
{
m∑
k=1
(log k)n
k
− (logm)
n+1
n + 1
}
(44)
and γ0 is known as the Euler constant γ.
We introduce the function Z(n) which is the summation the negative integer powers of
such zeros by
Z(n) ≡
∑
k
ρ−nk
=
∞∑
j=1
{(
1
2
+ iλj
)−n
+
(
1
2
− iλj
)−n}
, (45)
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where ρk is the k-th nontrivial zero of ζ(z) and ρk =
1
2
± iλj under the condition of the
Riemann hypothesis[3, 4] which proof is given in Appendix.
Such summations can be represented by the Stieltjes constants γn as
Z(1) =
1
2
(2 + γ − log(4pi))
Z(2) = 1 + γ2 − 1
8
pi2 + 2γ1
Z(3) = 1 + γ3 + 3γγ1 +
3
2
γ2 − 7
8
ζ(3)
Z(4) = · · · .
Using these relations above, we can solve γn by way of Z(n+ 1) and γk where k < n as
γ0 = 2Z(1)− 2 + log(4pi) = γ
γ1 =
1
2
(
Z(2)− 1− γ2 − pi
2
8
)
γ2 =
2
3
(
Z(3)− 1− γ3 − 3γγ1 + 7
8
ζ(3)
)
γ3 = · · ·
After all every γn is expressed by λj ’s, γ and the zeta function of odd integers. This story
is easily understood by comparing Eq.(43) with Eq.(28). The equation (28) should be read
that the Bernoulli numbers are coefficients of the Riemann zeta function when it is expanded
around z = 1. When we look at Eq.(33) replaced z by z − 1, any coefficient of Eq.(43) can
be represented by the Bernoulli numbers.
When the generalized L-function is formed by the Euler product expression, coefficients
of the generalized L-function expanded around the pole are given by the generalized Bernoulli
number or the zeros of the generalized Riemann hypothesis. This leads us to the goal of the
Beilinson conjecture.
We know about some examples which show the relation between specials of the zeta
function and the generalized Bernoulli numbers as
∑
(a,b,c)∈S
ψ(abc)
(1− ζa)(1− ζb)(1− ζc) = −
√
p
(
p+ 1
4
B1,ψ +
1
6
B3,ψ
)
, (46)
where S = {(a, b, c) ∈ (F×p )3; ab + bc + ca = 0}, ψ is the index of quadratic residue, p is a
prime satisfying p ≡ 3 mod 4 and ζ = e2pii/p. And some are equalities got by the comparison
between the trace formula and the Riemann-Roch theorem for the automorphic form, where
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generalized Bernoulli numbers often appear. We also know that the Dirichlet L-function
on the integer can be represented by the generalized Bernoulli number, which is defined by
generating function as
f∑
a=1
χ(a)teat
eft − 1 =
∞∑
n=0
Bn,χ
tn
n!
(47)
and the generalized Bernoulli number Bn,χ itself is written by way of the Bernoulli polynomial
as
Bn,χ = f
n−1
f∑
a=1
χ(a)Bn(a/f). (48)
Another example of the L-function L(E, z) associated with an elliptic curve is also written
by
L(E, z)
(z − 1)r
∥∥∥
z=1
=
| ∐∐(E)| · Reg(E) ·∏v:bad Tamv
|E(Q)tor|2 · Ω , (49)
where Reg(E) is the height pairing, Tamv is a local Tamagawa number and Ω is the period
of E.
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Appendix
Here we present a brief proof of the Riemann hypothesis for the Riemann zeta function.
As we cited above, the true mechanism of the proof can be seen in previous work[4], we take
the essence of the proof by using the functional equation. The functional equation is given
by
ζˆ(z) = H(z)ζˆ(1− z), (A1)
where H(z) = 2Γ(1− z)(2pi)z−1 sin piz
2
. We easily get the relation
H(z + 2)
H(z)
= − 4pi
2
z(z + 1)
(A2)
and we can transform it as
z(z + 1) = −4pi2 H(z)
H(z + 2)
= − 4pi
2
H(z + 2)
ζˆ(z)
ζˆ(1− z)
= − 4pi
2
H(z + 2)
lim
n→∞
ζn(z)√
n
− n
1/2−z
1− z + o(
√
n)
ζn(1− z)√
n
− n
z−1/2
z
+ o(
√
n)
(A3)
=
4pi2
H(z + 2)
z
z − 1 limn→∞n
1−2z ,
where we used the relation derived from Eqs.(7) and (8) in the work[4] such as
ζn(z) = ζˆ(z) +
n1−z
1− z + o(n). (A4)
Finally we get the relation
(z2 − 1)H(z + 2)
4pi2z
= lim
n→∞
n1−2z, (A5)
where ℜ(1− 2z) must be equal to zero, because the left hand side is finite for z 6= ±1.
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