Abstract. We estimate the boundary behavior of the Kobayashi metric on C \ {0, 1}. We also compare the Bergman metric on the ring domain in C 2 to the Bergman metric on the ball.
Introduction
The Kobayashi metric and the Carathéodory metric are the generalizations of the Poincaré metric in higher dimensions and it is known that the Kobayashi metric is the largest and the Carathéodory metric is the smallest among such metrics, i.e., metrics that coincide with the Poincaré metric on the unit disc in C and satisfy the non-increasing property under holomorphic mappings. For example, the Sibony metric and the Azukawa metric, whose definitions can be found in section 2, are both examples of such metrics and we always have the following inequality: Carathéodory metric ≤ Sibony metric ≤ Azukawa metric ≤ Kobayashi metric.
On the other hand, the Bergman metric is neither equal to the Poincaré metric on the unit disc in C, nor does it satisfy the non-increasing property under holomorphic mappings. Hence the inequality between the Bergman metric and the Carathéodory metric or the Kobayashi metric is not obvious. It was K.T. Hahn who proved that the Bergman metric is always greater than or equal to the Carathéodory metric in [5] . Diederich-Fornaess [2] and Diederich-Fornaess-Herbort [3] showed that there is no simple inequality that always holds between the Kobayashi metric and the Bergman metric.
Comparison of metrics in C.
The first question we ask is regarding the Kobayashi, Carathéodory, Azukawa, and Sibony metrics. As stated above, one can always find a simple inequality between these metrics. Then one may wonder how differently these metrics can behave. That leads to the following question: can one find a domain where one metric does not vanish anywhere but another metric vanishes at some point? In other words, can one find a domain, where the hyperbolicity of these metrics are not equivalent?
The domain C \ {0, 1} is an example of such a domain. The Kobayashi metric does not vanish everywhere since its covering space is the unit disc and the Kobayashi metric does not vanish on the unit disc. The Carathéodory metric, on the other hand, vanishes everywhere, since there does not exist a bounded holomorphic function on C \ {0, 1}. The Sibony and Azukawa metrics are also identically zero on C \ {0, 1} because the bounded plurisubharmonic functions on C \ {0, 1} are all constant.
A higher dimensional example of the same phenomenon is given by Ω×∆ n where Ω = C \ {0, 1}. It is easy to check that this domain is Kobayashi hyperbolic using the known formula for the Kobayashi metric on product domains [6, p. 106 
]. But
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this domain is not Carathéodory, Azukawa, or Sibony hyperbolic because it contains copies of Ω.
We then study how the Kobayashi metric behaves as the point approaches one of the punctures and obtained the following theorem: Theorem 1. Let Ω = C \ {0, 1}, and let dist(p, 0) = δ, ξ = 1. Then for δ > 0 sufficiently small we have
where F Ω K (p, ξ) denotes the Kobayashi metric on Ω at the point p in the direction ξ. We prove the above result in Section 3 by using the elliptic modular function and calculating its derivatives.
1.2.
Comparison of the Bergman metric on a ring domain in C n . If a metric F satisfies the non-increasing property under holomorphic mappings, then it is immediate that
where F A and F B denote the metric F on A and B respectively, since the metric should not increase under the inclusion mapping.
We consider a ring domain Ω = {r < z < 1} ⊂ C n , r ∈ (0, 1). Since Ω ⊂ B n = { z < 1}, we have the following inequality F Ω ≥ F B n , where F denotes any of the Kobayashi, Carathéodory, Azukawa and Sibony metrics. In fact, the Sibony, Azukawa, and the Kobayashi metrics blow up near the inner boundary of Ω in the normal direction, see [4] , [8] .
In section 4, We study how the Bergman metric behaves on a ring domain in C n . First, we show that the Bergman metric does not blow up near the inner boundary. In Proposition 2, we show this in a more general setting: if K ⊂⊂ Ω ⊂⊂ C n and K, Ω are domains, then F Ω\K B ≈ F Ω B , where F B denotes the Bergman metric. We then show the following strict inequality in the tangential direction on a ring domain in C n :
Theorem 2. Let B n be the unit ball in C n and Ω be the ring domain, Ω = {z ∈ C n : r < |z| < 1}, r ∈ (0, 1). Let p ∈ Ω and ξ ∈ T p Ω be such that ξ · p = 0, i.e., ξ is in the tangential direction to the inner boundary. Then
Carathéodory, Azukawa, and the Sibony metric for all p ∈ Ω and for all ξ ∈ C n . We show the strict inequality in the normal direction on a ring domain in C 2 near the inner boundary when the inner radius is small enough, see Proposition 3.
Hence we obtain the strict inequality in all directions in the ring domains in C 2 in such cases:
2 be the unit ball in C 2 and Ω be the ring domain, Ω = {z ∈ C 2 : r < |z| < 1} for r > 0 small. Let p = (r + , 0) for > 0 small and let ξ ∈ C 2 . Then we have
B (p, ξ). This paper is organized as follows: In Section 2 we give definitions and background for the metrics. We prove Theorem 1 in Section 3 and Theorem 2, 3 in Section 4.
Definitions and Background
In this section, we give definitions and properties of the metrics which are used in later sections. For more detailed discussion of the metrics, see [6] .
Definition 1.
Let Ω ⊂ C n be a domain, p ∈ Ω, and ξ = (ξ 1 , ..., ξ n ) ∈ C n . Let ∆ be the unit disk in C, and let B n (p, r) ⊂ C n be the ball of radius r centered at p.
•
where O(Ω, ∆) is the set of holomorphic functions from Ω to ∆.
where O(∆, Ω) is the set of holomorphic functions from ∆ to Ω.
where S Ω (p) is the set of functions u such that u : Ω → [0, 1) vanishes at p, log u is plurisubharmonic, and u is C 2 near p.
where K Ω (p) is the set of functions u such that u : Ω → [0, 1), log u is plurisubharmonic, and there exits M > 0, r > 0 such that B n (p, r) ⊂ Ω and
Let K Ω be the Bergman kernel of Ω.
provided that K Ω is nonvanishing on Ω.
Except for the Bergman metric the other four metrics are non-increasing with respect to holomprhic mappings, that is, if Φ :
Moreover, they satisfy the following relationship:
for all p and ξ. The Bergman metric behaves differently from the rest of metrics in the sense that it does not have non-increasing property, nor does it fit in the comparison (2.1). Between the Carathéodory and the Bergman metric the following is known.
Theorem 4 (K. Hahn, [5] ). In any complex manifold Ω, the Bergman metric F Ω B is always greater than or equal to the Carathéodory differential metric F Ω C if M admits them:
However, Kobayashi and Bergman metrics do not have any such relation and they are in fact incomparable as discussed in the introduction.
The boundary behavior of the Sibony metric on the ring domain in C 2 near the inner boundary is a special case of domains studied in [4] .
, and ξ = (1, 0). Then we have
In particular since the Sibony metric blows up towards the inner boundary in the normal direction, so does Azukawa metric by (2.1). In section 4 we show that Bergman is bounded in the inner boundary, hence not comparable with either the Sibony or the Azukawa metric.
For the convenience to readers, we provide the formula for Bergman kernel and Bergman metric on the unit ball:
where z = (z 1 , . . . , z n ), and ζ = (ζ 1 , . . . , ζ n ).
Boundary behavior of the Kobayashi metric on C \ {0, 1}
One technique for studying the Kobayashi metric of a domain is to study instead the Kobayashi metric of its covering space. In general, if π :Ω → Ω is the covering map it is known that
In the case that the covering space is a half-plane H we have the following equation. We provide a proof for the convenience of the reader.
Lemma 1.
Let Ω be a connected domain in C whose universal covering is H. Let q ∈ H and let m : H → ∆ be the biholomorphism such that m(q) = 0. Let p ∈ Ω, ξ ∈ C n and π : H → Ω, with π(q) = p. Then
Proof. Let f be a candidate for the Kobayashi metric at the point p, that is, f (0) = p and f (0) is the multiple of ξ. Since the unit disc is simply connected there exists the unique liftingf : ∆ → H such thatf (0) = q as in the following diagram.
This estimate holds for any candidate function and the map π • m −1 is itself a candidate for the Kobayashi metric. The claim follows.
We will use Lemma 1 to estimate boundary behavior of the Kobayashi metric on the domains ∆ \ {0} and C \ {0, 1}. Proposition 1. Let p be the point in ∆ \ {0} such that dist(p, 0) = δ and let ξ = 1. For every δ > 0 we have
Proof. The map z → ze iθ is a self map of ∆ \ {0}, hence it is enough to show the proposition in the case that p = δ. Let H left denote the left half plane {Re(z) < 0} ⊂ C. The covering map is given by π :
By Lemma 1 we have
.
In order to use Lemma 1 to obtain a boundary estimate for Ω = C \ {0, 1} we consider the elliptic modular function as the covering map from the half-plane to Ω and estimate its derivative. Let λ(τ ) be the elliptic modular function. We include some properties and estimates related to λ to be used for our purpose. For a more complete reference on λ, see [1, Ch 7. Section 3.4].
It is known that the elliptic modular function can be written as follows: 
We first restrict λ on a strip shaded in the figure. The figure shows how λ maps the region and its boundary to the upper half plane. By the Schwarz reflections we can see images of λ will then cover the complex plane except for {0, 1} since they are the images of boundary points {0, 1} of the upper half plane.
We also notice that λ maps the infinity to the origin. To estimate the Kobayashi metric on C \ {0, 1} near the origin at the point p, we will consider the preimage 
Lemma 2. As Im (τ ) → ∞, the derivatives of N (τ ) is uniformly bounded by a constant:
for some C > 0 and the derivatives of D(τ ) satisfies the following estimate:
Proof of Lemma 2. For z = x + iy we have
Hence, for |y| > Using (3.6) and (3.7) the derivatives of cosine terms of D(τ )
Similarly, we have
Hence, the derivative of D(τ ) we have
By (3.8) and (3.9), it is uniformly bounded above. Similarly the derivative of
Proof of Theorem 1. Let Ω = C \ {0, 1} and let H upper denote the upper halfplane {Im(z) > 0} ⊂ C. Let p be a point close to the origin and let λ : C → C\{0, 1} be the elliptic modular function as the covering map of Ω. From Figure 3 .1 we see that an inverse image of p is a point q of the form r + iM where M > 0, M → ∞ as p → 0. From Schwarz reflection argument if we allow r to be in [0, 2] then λ(q) would be approaching the origin in every direction. We estimate the Kobayashi metric at the point p by applying Lemma 1. The Möbious transformation m : H upper → ∆ sending q = r + iM to the origin is given by
Lemma 1 gives that
Using the notation we used in (3.1) the derivative of λ is
From (3.2), (3.3) and Lemma 2 we have
as Im(τ ) → ∞. Hence combining with (3.11) we have
The equation (3.3) gives δ = dist(p, 0) ≈ e −πM , that is, M ≈ log(1/δ). It follows from (3.12) we have lower bound estimate :
On the other hand ∆ \ {0} is a subset of C \ {0, 1}. By non-increasing property of Kobayashi metric we have
This completes the proof.
Remark 1. The Kobayashi metric has the same boundary beahvior near 1 as it does near 0 on the domain C \ {0, 1}. One can see this by noting that the map z → 1 − z is a biholomorphism that exchanges the points 0 and 1 and leaves length of the tangent vector unchanged.
Corollary 1.
Let Ω ⊂ C be a domain with discrete punctures, i.e., Ω = U \ J, where U is a domain in C and J is a union of discrete points in U with at least two points and no limit point. As p ∈ Ω approaches a point p j ∈ J the Kobayashi metric on Ω satisfies the estimate
Proof. Let p j ∈ J with j = j. Then since the points in J are discrete there exists a disk ∆(p j , r) of radius r centered at p j such that ∆(p j , r) \ {p j } ⊂ Ω. We have the following inclusions
giving us corresponding inequalities of the metrics:
Proposition 1 and Theorem 1 imply the Corollary.
Estimation of the Bergman Metric Near the Inner Boundary of the Ring Domain
We show first that if Ω is a bounded domain in C n and K is a relatively compact subset of Ω then the Bergman metric on Ω\K is comparable to the Bergman metric on Ω. Hence the metric does not blow up on Ω \ K near ∂K. We denote the space of square integrable functions holomorphic in Ω by L 2 h (Ω).
Proposition 2.
Let Ω ⊂⊂ C n , n ≥ 2 be a bounded domain and K ⊂⊂ Ω be a domain in C n . Then there exists a constant d, 0 < d < 1 depending on K such that
Proof. We use the following property for the Bergman metric:
where
Every holomorphic function f on Ω \ K holomorphically extends to Ω. We use the same f for extension.
We shall show that there exists d such that
2 -norm of f n is uniformly bounded, |f (z)| is also uniformly bounded for all z ∈ K. Hence there exists a convergent subsequence, call it again as f n , whose limit function
From (4.1) and (4.2) we have proposition.
We now consider the case that Ω is the unit ball in C 2 and K is a ball of smaller radius centered at the origin. In this special case we can obtain a specific constant d using the orthonormal basis. We let B = z ∈ C 2 :
Hence, we can take d = r 2 and apply Proposition 2 to have
One can see that if Ω is the unit ball in C n , then we can take d = r n and have similar inequalities to (4.3). In the rest of this section we focus on improving the upper bound. We prove that the Bergman metric on Ω r is strictly smaller than the Bergman metric on B near the inner boundary when the inner radius r is small enough. To do the comparison we express the Bergman kernel K Ωr (z, z) in terms of the renormalized basis of L 2 h (B) and compute the Levi form of log K Ωr in normal and tangential directions. Let {a jk z
The coefficients a jk is a multiple of a jk :
This is because
Ωr
For later convenience we compute the derivatives of K Ωr :
We now prove Theorem 2 that the Bergman metric on the ring domain is strictly smaller than the Bergman metric on the unit ball in the tangential direction.
Proof of Theorem 2 . Since the Bergman metric is invariant under biholomorphic mappings, we may assume z 0 = (x, 0), x = r + , > 0 and T = (0, 1). Let c j = |a j1 | 2 and c j = |a j1 | 2 . Then using equation (4.5) we have
Again from the equation (4.4) , a jk = a jk / √ 1 − r 2(j+k)+4 with k = 1 we have (4.6) c j = β j c j where
The c j 's can be written explicitly :
See [6, p. 172] . Recall that the formulas for b j , γ j , and β j are given by equations (4.9) and (4.6) and that b j = b j γ j . We want to show the following:
We cross multiply to have
Note that the terms in the first summation are all negative since β j < γ j . Let
The term B jk < 0 if
Since j > k, it is sufficient to show that B < 1.
If j − k = 1, then B = 0. Hence (4.7) is satisfied. If j − k > 1, then we have the following:
where h n = 1 + r + · · · + r n . Since h n /h m < 1 if n < m, it is enough to show that
Since a/b < (a + )/(b + ), if 0 < a < b and > 0, we get the following inequality:
where the second inequality follows from j > k and r ∈ (0, 1). Hence (4.8) is proved. Therefore we have B jk < 0 for all j > k ≥ 0 and F
Theorem 2 can be easily generalized to higher dimensions and also to a polydisc minus polydisc. We do not know at this point whether the same estimate holds on other rings of Reinhardt domains.
In the normal direction we have the estimate for the ring domain in C 2 when the inner boundary is close to zero. Our computation is restricted to the case of the ring domain in C 2 .
Proposition 3. Let B 2 be the unit ball in C 2 and Ω be the ring domain, Ω = {z ∈ C 2 : r < |z| < 1}, r ∈ (0, 1). Let z 0 ∈ Ω. For sufficiently small r > 0 we have
for z 0 close to the inner boundary of Ω r .
Proof. Because the Bergman metric is invariant under biholomorphic mappings we may assume z 0 = (x, 0) with
The coefficients a jk s are known explicitly, see [6, p. 172] . From (4.4) with k = 0 we have
Let z 0 = (x, 0), x ∈ (r, 1). Then we have
For notational convenience we use Ω = Ω r . Using (4.5) and N = (1, 0) one can calculate the Bergman metric on Ω as follows:
We can simplify this as
Rewriting the second and third terms we have
Putting together we have
We use the formula (2.3) for Bergman metric on the unit ball provided in section 2 to have (
We rewrite (4.11) as (4.12)
We shall show that for x close to r and sufficiently small r > 0, C 0 < 0 and C 0 = O(r 4 ), C 1 < 0 and C 1 x 2 = O(r 8 ),
For l ≥ 3, C l x 2l = O(r 2l ) = O(r 6 ) for l ≥ 3. Hence, the constant and x 2 terms dominate the higher order terms and they are negative. Hence the claim follows. The rest of the proof is explicit computation of coefficients. We recall the formulas for b j and γ j given in (4.9): b j = (j + 1)(j + 2)/π 2 , b j = γ j b j and γ j = 1/(1 − r 4+2j ). The constant term is: (1 − r 6 )(1 − r 4 ) 2 .
The coefficient of the x 2 term is: (1 − r 4 )(1 − r 8 ) (1 − r 6 ) .
The coefficient of the x 4 term is: (1 + r 2 )(1 + r 2 + r 4 + r 6 + r 8 )(−1 + r 6 )(1 + r 2 + r 4 )(−1 + r 8 ) .
Proof of Theorem 3
We may assume z 0 = (x, 0), x ∈ R since the Bergman metric is invariant under biholomorphic mappings. Let ξ = (ξ 1 , ξ 2 ) = ξ 1 N + ξ 2 T . Then This equality also holds for the unit ball. Therefore, by Theorem 2 and Proposition 3, we have that F Ω B (z 0 , ξ) < F B B (z 0 , ξ) assuming r is small enough and z 0 is close to the inner boundary.
