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a b s t r a c t
In Part I we introduced the generalized Wiener rational basis functions, and here in Part II
we continue our investigationwith numerical experiments.Wiener’s generalized basis can
utilize the fast Fourier transform for integer values of the decay parameter s;we outline two
algorithms for doing so. In addition, the issue of Galerkin representations for polynomial
nonlinearities of expansions is addressed.
The Wiener basis set is compared against domain truncation methods (Fourier and
Chebyshev polynomials), Hermite functions, Sinc interpolations, and mapped Chebyshev
expansions, and we show that for both exponentially and algebraically decaying functions,
the Wiener approximation is as good as or superior to these alternatives. In addition, we
carry out preliminary investigations regarding tuning of the decay parameter s. Numerical
simulations of Korteweg–de Vries type equations show the effectiveness of the Wiener
expansion. We also explore the practical use of the Wiener basis functions on the semi-
infinite interval, which is compared against Laguerre function methods and other Jacobi
polynomial mappings.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
For many problems in scientific computing, the approximation of a function is realized by a finite sum of basis elements.
The familiar Fourier Series or orthogonal polynomial options succeed admirably in a variety of situations. However,when the
domain is infinite the available options are less satisfactory. Hermite functions decay exponentially and are suboptimal for
approximating functionswithout such a strong (exponential) rate of decay. Sinc functions can also successfully approximate
exponentially-decaying functions as long as care is taken to refine themesh as the number of degrees of freedom is increased.
A widely-used method we shall also consider in this article, mapped Chebyshev polynomials, do not require exponential
decay for successful approximation and can use the fast Fourier transform (FFT) to transform between point-evaluations
and expansion coefficients. However, while the Chebyshevmethod is more robust than the Hermite or Sinc options, we will
show that theWiener rational functions are as good and in some cases superior tomethods based on themapped Chebyshev
functions.
In Part I [1] we discussed the derivation and some properties of the generalized Wiener rational function basis set. We
summarize these properties: for any s > 12 , the generalized Wiener basis set {φ(s)k }k∈Z
• is orthonomal and complete in L2(R,C) = {f : R→ C,  |f |2dx <∞}
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• contains basis elements φ(s)k that decay like |x|−s as |x| → ∞• can be generated by Jacobi polynomial recurrence relations
• has N × N Galerkin differentiation matrices that are sparse (6N entries) with O(N) spectral radius
• has Gauss-type quadrature rules
• has sparse connection relations between basis sets with integer-valued separations of the class parameter s.
Aswewill see in this paper, the last property allows us to use the FFT to computemodal–nodal transformations (in particular,
determination of the expansion coefficients and evaluation of the expansion). This, coupled with the sparse stiffness matrix,
gives an algorithm for asymptotic O(N logN) calculation of spectral pointwise derivatives.
Although we have listed some desirable properties of this basis set, there is yet no evidence that this basis choice is a
suitable one for a numerical analyst. In this paper we present an empirical study to show that the Wiener basis set is very
competitive with any of the existing methods on the real line. The outline of this paper is as follows. Section 2 recalls some
properties from [1] of the Wiener basis set and introduces the computational steps necessary for the usage of the FFT. In
Section 3 we will describe the basis sets we use for comparison against the Wiener basis over the infinite and semi-infinite
intervals; the common element we seek from all these basis sets is the ability to approximate functions in the unweighted
L2-norm. Section 4.1 follows with numerous examples for approximating functions using the Wiener basis set, including
studies investigating the role of the decay parameter s. Finally, Section 4.2 applies the Wiener basis set to the solution of
differential equations. Section 5 contains a summary and closing remarks.
2. Wiener rational functions
We define the space L2w(A; B) containing square-integrable measurable functions f : A → B to be endowed with the
inner product defined as
⟨f , g⟩w =

A
f (x)g(x)w(x)dx,
where g is the complex conjugate of g when B = C. Without the subscriptw the weight function is assumed to be unity.
The generalized Wiener rational functions are a complete L2-orthonormal basis of functions parameterized by s ∈
( 12 ,∞). As introduced in [1],mapping a generalized Fourier series from the interval θ ∈ [−π, π] toR via themap x = tan( θ2 )
produces the functionsΦ(s)k : R→ C defined as
Φ
(s)
k (x) =

1√
2
P˜ (α,β)0 , k = 0
1
2

P˜ (α,β)|k|

1− x2
1+ x2

+ 2ix sgn(k)
x2 + 1 P˜
(α+1,β+1)
|k|−1

1− x2
1+ x2

, k ≠ 0,
where α = − 12 and β = s− 32 . The function P˜ (α,β)n is the nth-degree classical Jacobi polynomial [2] orthonormal under the
norm
∥u∥2
w(α,β)
=
 1
−1
u2(r)(1− r)α(1+ r)βdr,
with the restrictionα, β > −1.When s = 1 theΦ(s)k are simply amapped normalized Fourier series. TheΦ(s)k are orthogonal
under the weighted L2 inner product defined as
⟨u, v⟩w(s) =

R
u v w(s)dx,
where the weight function is defined as
w(s) := 2
s
(x2 + 1)s .
We can define a phase-shifted square root ofw(s) as
∗√
w(s) = 2
s/2
(x− i)s =

i√
2
(1+ e−iθ(x))
s
, (2.1)
which satisfies ∗
√
w(s) × ∗√w(s) = w(s). The generalized Wiener rational functions φ(s)k for k ∈ Z are then defined as
φ
(s)
k (x) = ∗
√
w(s)Φ
(s)
k
=

2(s−1)/2
(x− i)s P˜
(α,β)
0 , k = 0
2(s−2)/2
(x− i)s

P˜ (α,β)|k|

1− x2
1+ x2

+ 2ix sgn(k)
x2 + 1 P˜
(α+1,β+1)
|k|−1

1− x2
1+ x2

, k ≠ 0.
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When s = 1, the functions φ(s)k revert to a basis set originally proposed in [3] and subsequently developed in [4–6]. In this
case they are a direct map of the Fourier series to the real line, weighted by a phase-shifted version of the square root of the
map Jacobian. Because of this, one may use the FFT for computational determination of expansion coefficients. In addition,
it has been shown that the Wiener functions for s = 1 have sparse Galerkin differentiation matrices [5].
The generalization from s = 1 to s ∈ ( 12 ,∞) provides us with functions φ(s)k that decay like |x|−s as |x| → ∞. The
attractive properties of the these functions outlined in the introduction have been shown in [1]. However, algorithms
utilizing the FFT have yet to be presented. Before outlining the FFT algorithms, we must review the connection problems
presented in [1].
2.1. The Wiener connection problem and the FFT
The original discussion of theWiener basis functions presented in [1] viewed themprimarily as functions of θ ∈ [−π, π];
this was done for simplicity and clarity since functions on finite intervals are much better understood. In particular, we can
define the following function sets for any γ > − 12 :
Ψ
(γ )
k (θ) = Φ(γ+1)k (x(θ)),
ψ
(γ )
k (θ) = ∗

w(γ )(x(θ))φ(γ+1)k (x(θ)).
This close relationship between theWiener functionsΦ/φ and the Fourier functionsΨ /ψ defined above allows us to phrase
all of our mathematical queries with Wiener functions in terms of Fourier functions, and then simply rewrite the solution
back in terms of Wiener functions. We define the linear Fourier spaces
P
Ψ ,(γ )
N = span{Ψ (γ )k (θ), |k| ≤ N},
P
ψ,(γ )
N = span{ψ (γ )k (θ), |k| ≤ N}.
The Wiener spaces PΦ,(s)N and P
φ,(s)
N can be similarly defined. We then define projection operators π so that e.g. the L
2
w(γ )
projection of f onto the space P Ψ ,(γ )N is written as π
Ψ ,(γ )
N .
The discussion in [1] was concerned with and provided algorithms for completing the following connection problems,
assuming any γ > − 12 and G,H ∈ N0 = N ∪ {0}.
(A) Given (the expansion coefficients for) πΨ ,(γ )N f , determine π
Ψ ,(γ+G)
N f .
(B) Given πΨ ,(G)N f , determine π
ψ,(G)
N f .
(C) Given πψ,(G)N f , determine π
ψ,(H)
N f .
The results of [1] showed that each of these problems can be completed inO(N) computational steps (assuming N ≫ G,H).
In addition, certain accuracy criterion were satisfied; namely, the exact connections for all but the terminal G expansion
coefficients in connection problem (A), 2G expansion coefficients in problem (B), and |H − G| + H expansion coefficients
in problem (C). ‘Terminal’ refers to both the positive and the negative expansion index k. We note that any of the three
connection problems above can be rewritten in terms of Wiener functions instead of Fourier functions and the algorithms
remain unchanged. Because these fast connection operations are only possible when the family parameter is augmented
by an integer, we will restrict our attention of the Wiener–FFT method to families satisfying s ∈ N. Fast methods for other
values of s require fast polynomial transforms for non-Chebyshev-like families. A discussion of such methods is outside the
present scope.
The resolutions of these connection problems were the result of two observations: first that Jacobi polynomials for
α, β ≥ 1/2 are orthogonal families whose measures are polynomial modifications of Jacobi polynomials for α, β < 1/2,
and second that the phase-shifted square root function in (2.1) is a compact representation of canonical Fourier functions
in θ-space.
In all that followswe assume thatwe are given a function f in the formofN point-evaluations fk $ f (xk), where xk = x(θk)
and θk are the canonical equispaced Fourier quadrature points over [−π, π]. The use of this mesh is required in order to
utilize the FFT. We seek an approximation to πφ,(s)N/2 f (we assume that N is even for simplicity of notation, and acknowledge
the degeneracy of the terminal mode in this case). We observe that a straightforward application of the classical FFT on the
given point evaluations produces approximations to the coefficients fˆ Φ,(1). There are now two ways to proceed: we call the
first way the ‘interpolatory’ method. With this method, we observe that
fˆ φ,(s)k = ⟨f , φ(s)k ⟩ =

f × 1∗√
w(s)
,Φ
(s)
k

w(s)
=

f × 1∗√
w(s)
Φ,(s)
k
.
Therefore the ‘interpolatory’ Wiener–FFT algorithm entails the following elementary steps.
1. Compute gk := fk × 1∗√
w(s)(xk)
.
2. Use the FFT to obtain theΦ(1) modes for g .
3. Perform aΦ(1) − Φ(s) connection problem, problem (A) to recover gˆΦ,(s)k = fˆ φ,(s)k .
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Fig. 1. Flowchart of operations for aΦ(1) − φ(s) connection, assuming s ∈ N. This connection problem is necessary in the ‘projective’ FFT algorithm.
We note that while we incur the unavoidable aliasing error by directly applying the FFT to the fk, the interpolatory FFT
method introduces the additional aliasing error by employing pointwise multiplication prior to application of the FFT. One
suspects then that this method is sensitive to the magnitude of s ∈ N.
The second method we present for utilizing the FFT is called a ‘projective’ method; the main difference between the
methods is that the projective algorithm restricts the aliasing error to that already present in the point-evaluations fk. The
required elementary steps are the following.
1. Use the FFT to obtain fˆ Φ,(1)k .
2. Perform connection problems (B) and (A) in succession to obtain first the expansion coefficients in the φ(1) and then the
coefficients in the φ(s) basis. See Fig. 1.
The full details of this latter connection operation are given in [1]. Flowchart summaries of the interpolatory and projective
methods are given in Fig. 2.
2.2. The FFT — numerical results
We have introduced the ‘interpolatory’ and ‘projective’ FFT approaches for Wiener function transformations. In this
section we evaluate the efficiency and accuracy of adopting these methods.
Our first experiment tests the computational efficiency that both of the FFT-based methods offer. In Table 1 we show
the speedup factors for both the interpolatory and projective methods against direct quadrature. Note that much of the
time is spent performing the Jacobi–Jacobi connection, so the s = 1 case, where no Jacobi connection is required, boasts
much better speedup factors, almost twice as good. The insensitivity of the timings beyond s = 2 is because a significant
portion of the computational time required for the procedure for s ≥ 2 relies on additional overhead, e.g. memory access
and allocation.
The speedup factors are computed for an ‘online’method; that is, the connection coefficients are precomputed and stored,
and the timing results in the table only measure the required time to apply the coefficients. However, onlyO(sN) storage is
required for the coefficients and it is very inexpensive to compute them, so that even the overhead time required is small.
The projective method requires more computation than the interpolatorymethod. This is a result of employing the exact
spectral representation of ∗
√
w(s) instead of a pointwise representation. However, the results of Table 1 show us that the
extra price paid for the projective approach is not too excessive.
The next question we may consider then is whether one method is more accurate than the other. We consider the test
function
f (x) = e−(x−1)2 , (2.2)
as a non-symmetric, analytic, exponentially decaying function. We compute ‘exact’ expansion coefficients using a 5× 104-
pointWiener s = 1 direct quadrature rule. For various values of s andN we compute themean-square error between πφ,(s)N/2 f
and the approximation that results when using an N-point quadrature to compute N expansion coefficients. This test does
not explicitly measure the fidelity of the expansion, but only the accuracy of the computational algorithm used to calculate
the expansion coefficients.
The tabulated results of the errors for various values of s and N are shown in Table 2.We see that as long as N is relatively
large, the errors are small, meaning that the aliasing error is small. It is interesting to note that for small N the aliasing error
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Fig. 2. Flowchart of collocation and Galerkin Wiener FFT methods.
Table 1
Computational speedup factors for the Wiener FFT interpolatory and projective methods.
N s = 1 s = 2 s = 3
Interpolatory Projective Interpolatory Projective Interpolatory Projective
100 1.33 0.99 0.47 0.37 0.46 0.38
200 3.96 2.76 1.65 1.39 1.67 1.38
432 16.63 12.13 6.75 5.69 6.85 5.71
648 32.44 24.65 13.83 13.54 15.14 12.63
800 50.29 37.60 22.60 19.99 23.31 19.65
1000 63.00 47.97 31.10 26.82 30.52 25.72
1250 90.83 70.75 44.51 39.48 46.26 39.68
1500 115.32 90.87 60.21 51.04 58.66 49.62
s = 5 s = 7 s = 10
Interpolatory Projective Interpolatory Projective Interpolatory Projective
100 0.48 0.40 0.54 0.30 0.47 0.39
200 1.61 1.33 1.63 1.35 1.62 1.32
432 6.81 5.62 6.60 5.39 6.48 5.37
648 14.15 12.04 14.42 11.95 13.29 11.04
800 22.35 18.56 21.98 16.66 21.49 16.99
1000 29.47 23.96 28.51 22.84 25.57 20.60
1250 46.43 38.10 40.33 32.56 39.60 31.09
1500 55.50 45.49 50.09 37.77 48.66 34.69
Table 2
Mean-square aliasing error using the function (2.2) as a test functionusing the interpolatory andprojective
FFT algorithms. Results for s = 1, 2, 3 are omitted because they are almost equivalent to results for s = 5.
N s = 5 s = 7 s = 10
Interpolatory Projective Interpolatory Projective Interpolatory Projective
25 1.98e−04 1.98e−04 4.80e−05 4.80e−05 7.18e−07 7.18e−07
40 1.62e−05 1.62e−05 8.40e−06 8.40e−06 1.68e−06 1.68e−06
50 3.10e−06 3.10e−06 1.89e−06 1.89e−06 6.27e−07 6.27e−07
75 6.52e−08 6.52e−08 4.82e−08 4.82e−08 2.16e−08 2.16e−08
100 2.43e−09 2.43e−09 1.92e−09 1.92e−09 1.08e−09 1.09e−09
125 9.10e−11 9.10e−11 7.33e−11 7.33e−11 4.75e−11 6.35e−11
200 2.36e−14 2.48e−14 2.02e−14 2.15e−14 2.57e−14 2.18e−12
for large s is significantly smaller than that for small s. However, any value of s produces good results with this test function,
and given the slight speed advantage of the collocation method one may be tempted to immediately dismiss the projective
algorithm. However, an exponentially decreasing function like (2.2) does not show the potential aliasing errors that the
interpolatory method can introduce. To see this, let us consider a function where the collocation method will generate
nodal values with uncontrolled large magnitudes:
f (x) = 1
(x− 1)2 + 1 . (2.3)
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Table 3
Mean-square error using the function (2.3) as a test function using the interpolatory and projective
Wiener–FFT algorithms. We omit results for s = 1, 2, and 3 since the two methods produce nearly
identical results, both converging to machine precision for N ∼ 100.
N s = 5 s = 7 s = 10
Interpolatory Projective Interpolatory Projective Interpolatory Projective
25 1.63e−05 1.63e−05 7.96e−06 7.96e−06 7.99e−07 6.08e−07
40 7.16e−08 7.16e−08 5.18e−08 5.13e−08 4.15e−05 2.10e−08
50 1.35e−09 1.35e−09 6.10e−09 1.06e−09 1.75e−04 1.16e−08
75 1.17e−11 1.18e−12 2.16e−08 3.44e−10 1.57e−03 5.01e−07
100 2.82e−11 1.97e−12 1.08e−07 1.13e−09 2.47e−02 2.84e−06
125 4.44e−11 5.99e−12 2.64e−07 3.42e−09 1.15e−01 1.82e−05
200 2.04e−10 1.22e−11 3.23e−06 3.39e−08 6.11e+00 6.59e−04
We repeat the same experiment and tabulate the results in Table 3. The results are very different for large s. The
interpolatory method, which requires us to multiply by the inverse ∗
√
w(s), works very well when s does not significantly
overestimate the rate of decay. In (2.2) the function decays exponentially so in principle any s will produce good results.
However, (2.3) decays like |x|−2 but we are attempting to approximate it by functions decaying like |x|−10. The interpolatory
approach produces nodal evaluations for a function increasing like |x|8 as |x| → ∞. Furthermore, these nodal evaluations
are fed into the FFT. Naturally we will then obtain a highly-aliased collection of expansion coefficients, which are then fed
as input into a relatively ill-conditioned connection problem. The large errors in the projective FFT method are due to the
roundoff error coupled with the ill-conditioned connection algorithm; nevertheless the projective errors are much smaller
than the interpolatory errors.
The projective method is mathematically more pleasing than the collocation method. It is slightly more expensive to
perform. When the decay parameter s is not severely overestimated with respect to the actual decay of the function, both
methods yield accurate expansion information. However, if s is chosen very poorly then aliasing errors and/or roundoff errors
pollute the solution enough that the connection operations produce an ill-conditioned output. We have seen empirically
however, that the projective method produces results that are orders of magnitude better than the interpolatory method. In
such cases one can argue that the small increase in computational cost is worth the added robustness when being uncertain
about the choice of s.
One may vary the rate of decay of (2.3) and measure what effect this has on the rate of divergence for the FFT-based
algorithms when attempting to expand in a basis set with a much faster rate of decay. Our investigations suggest that a
general rule-of-thumb is divergence like CN s−s0 , where s is the Wiener parameter for the basis set and s0 is the rate of the
decay for the function. This pattern of divergence is only apparent when s > s0; the FFT algorithms converge until some
value of N after which they cannot reliably compute higher expansion coefficients. This critical value N decreases as s− s0
increases. The constant C is empirically many orders of magnitude smaller for the projective method than the interpolatory
method as evidenced by Table 3.
2.3. Galerkin computation of nonlinearities
Consider a function u ∈ L2 with known expansion πφ,(s)N u. A salient practical question is how to compute the quantity
π
φ,(s)
N [πφ,(s)N u× πφ,(s)N u],
which is of importance in the numerical solution of nonlinear PDEs. In other words, given the expansion coefficients for
u, how can we compute those for u2? The essence of this problem lies in finding an expression for πφ,(s)N (φ
(s)
k φ
(s)
l ). For the
Fourier series, this problem is easily solved via the relation Ψ (0)k × Ψ (0)l = Ψ (0)k+l . However, the Wiener basis set for s ≠ 1
does not possess such a compact representation. When s = 1, we can use a relation from [5]:
φ
(1)
k × φ(1)l =
1
4
√
π
[φ(1)k+l+1 − φ(1)k+l], (2.4)
which mimics the Fourier case very nicely. If s ∈ N, we can use the φ–φ connection algorithm given in [1] to accomplish the
quadratic product.
1. Perform a φ–φ connection to obtain πφ,(1)N u.
2. Use (2.4) to recover πφ,(1)N (u
2).
3. Finally, perform another φ–φ connection to obtain πφ,(s)N (u
2).
Note that this is not a particularly fast method: it is O(N2) asymptotically, whereas a collocation-type FFT approach would
require only O(N logN) time. These observations regarding computational complexity are the same for a standard Fourier
Series: utilizing the FFT to compute expansion coefficients for u2 is fast, but introduces the aliasing errorwhich is not present
if one uses the slower Galerkin method (i.e. a convolution) to compute the exact projection of the product.
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The quadratic nonlinearity considered here may be extended to other types of polynomial nonlinearities as well; one
must only generalize (2.4).
2.4. The semi-infinite interval
We have discussed properties of the Wiener basis functions φ(s)k that live on the doubly-infinite interval R. These basis
functions are complex-valued, and so we can take appropriate real/complex-parts to obtain basis functions with odd/even
parity with respect to x = 0. For illustrative purposes, we present the idea for s = 1. As is done in [1], define
ρn(x) =

w(1)(x)Φ(1)n (x) =
2√
x2 + 1 P˜
(−1/2,−1/2)
n

1− x2
1+ x2

,
which is a mapped, weighted Chebyshev polynomial for n ∈ N0. We note that these functions decay like 1/x and are even
with respect to x = 0. This is analogous to properties of a real-valued cosine series derived from a full complex-valued
Fourier series. We note that these are similar to the Christov functions Cn defined in [5], which decay as 1/x2. We use the
s = 1 basis ρn as a representative of the Wiener basis set for expansions on [0,∞). We omit results on the semi-infinite
domain for varying the decay parameter s because we have found that such comparisons behave similarly to the results for
the Wiener rational functions φ(s)k on the doubly-infinite domain.
3. Other approximation methods
Classical approximation techniques for the infinite and semi-infinite intervals exist and have been found useful in many
situations. In this section, we delineate these methods and describe some of their advantages and disadvantages. Numerical
comparisons between these methods and the Wiener expansion will be performed in Sections 4.1 and 4.2. Our goal is not
to comprehensively review all alternatives, and so we present only superficial results that are salient for our discussion.
3.1. The infinite interval
Expansions on the infinite interval have been well-explored in the past. The usual methods include Hermite-type
approximations, Sinc function expansions, and mapping techniques. For an excellent discussion of these existing methods
and some approximation theory, see [7].
3.1.1. Hermite expansions
The Hermite polynomial (e.g. [2]), denoted by Hn : R → R, is the nth-degree polynomial satisfying orthogonality
under the weight wH = e−x2 . Since all non-constant polynomials are unbounded at infinity the pointwise quality of the
approximant is not very good [8]. Other surveys have noted that Hermite functions are much better suited in practice for
approximation on the real line compared to the polynomials [7]. We can multiplicatively shift the weight onto the basis
functions anddefine theHermite functions as hn = √wHHn, which are orthogonal in L2, and decay exponentially at x = ±∞.
These functions (compared to the Hermite polynomials) are better suited for expansions from a pointwise approximation
point-of-view. The Hermite functions also have a bidiagonal stiffness matrix, which makes the Galerkin computation of
derivatives efficient and straightforward.
3.1.2. Whittaker cardinal functions
The Sinc (or ‘Whittaker Cardinal’, or ‘cardinal sine’) functions [9] form a basis for the infinite interval that are orthogonal
under the equidistant interpolation projector:
Ck(x) = sinc(π(x− k))
π(x− k) , k ∈ Z.
The interpolation points are xk = k, and the functions satisfy Ck(xj) = δk,j. Naturally a scaling can be introduced to
linearly expand or contract the interpolation grid (and also the cardinal functions). The functions Ck aremutually orthogonal
in L2, and there are quasi-optimal interpolation properties [10]. One major appeal of these functions comes from the
fact that the Whittaker Cardinal functions are orthogonal with respect to the interpolation operator on the nodes xk;
thus obtaining expansion coefficients from equispaced nodal evaluations is trivial. However, the corresponding Galerkin
differential operators are full matrices and thus require O(N2) operations to apply. The simplicity and elegance of the
cardinal interpolation functions has led to much investigation and application of these functions [11].
3.1.3. Mapped Chebyshev functions
The basic idea of mapping a finite-domain basis to an infinite domain is classical. One of the more popular mappings
that has gained momentum in the literature are the ‘mapped Chebyshev’ functions/polynomials. In [1] we introduced the
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mapped Jacobi functions PB(s,t)n and their weighted counterparts pb
(s,t)
n as the classical Jacobi polynomials with the domain
mapped from the finite interval [−1, 1] to the real line. These functions were defined as directly-mapped analogues to the
Wiener basis set. For all s, t > 12 , the functions PB
(s,t)
n (x) are defined as
PB(s,t)n (x) = P((2s−3)/2,(2t−3)/2)n

x√
1+ x2

,
orthonormal on the real line under the weight
w
(s,t)
PB =

1− x√
1+ x2
(2s−3)/2 
1+ x√
1+ x2
(2t−3)/2
.
Define the weighted functions pb(s,t)n =

w
(s,t)
PB PB
(s,t)
n , which are orthonormal under the unweighted inner product. When
s = t = 1, the functions PB(s,t)n coincidewith themapped Chebyshev polynomial TBn(x) introduced in [12] and subsequently
developed in [13,14]. The mapped Jacobi functions pb(s,t)n decay like
1
|x|s for x → −∞ and 1|x|t for x → +∞. There is
convergence theory in function spaces [15] and applications to differential equations [16] for the Chebyshev case s = t = 1.
In Section 4 when we present numerical examples, we will use the basis set pb(s,t)n with s = t = 1.
We end this section by noting that it is not our goal to comprehensively review all mappings from finite to infinite
domains that have been considered. For example, [8,17] provide alternatives for the doubly- and semi-infinite domains,
respectively, that we will not consider further. There is an infinite multitude of maps that would connect the domain and
the range. It is common to select a mapping that is advantageous for a particular problem. We consider only the maps that
are most popular in the current literature.
3.2. The semi-infinite interval
Spectral expansions on the semi-infinite interval [0,∞) have likewise been successful in the past. Two of the more
popular methods in practice are Laguerre functions and mapped Jacobi polynomials. The generalized Wiener basis may be
restricted to the semi-infinite interval as done in Section 2.4,where it reverts to amapping of the classical Jacobi polynomials.
Themapping is not the same one previously proposed in the literature, and sowewill make a comparison between different
mappings and approximations via Laguerre functions.
3.2.1. Laguerre functions
The formation of the Laguerre functions follows a very similar route to the formation of the Hermite functions. We
start with the classical Laguerre polynomials, which we denote by L˜n are orthonormal over [0,∞) under the weight
wL = e−x. The Laguerre functions are defined as ln(x) = √wLL˜n, orthonormal under the unweighted inner product. As they
are exponentially decaying, the Laguerre functions suffer the same difficulties as Hermite approximations. Nevertheless,
Laguerre expansions have enjoyed success both regarding developments in approximation theory and in efficient practical
implementations [18–22].
3.2.2. Mapped Jacobi polynomials
As discussed in [1], the classical Jacobi polynomials P˜ (α,β)n may be mapped from r ∈ [−1, 1] to x ∈ [0,∞) and weighted,
resulting in a basis set that naturally decays at x = ∞. There is no unique way to accomplish the mapping or the weighting,
but some established standards exist [23–25]. Wewill choose to explore the standardization given in [1]; namely, we define
the functions
pl(s)n (x) =

2
1+ x
s
P˜ (α,β)n

1− x
1+ x

, (3.1)
for s > 14 , α = − 12 and β := 2s − 32 . The functions are complete and orthonormal under the weighted-L2 inner product
defined by
⟨f , g⟩ =
 ∞
0
1√
2x
fgdx.
The functions pl(s)n decay like x
−s for any valid s. Our definition makes the functions amenable to the FFT when s ∈ N, the
use of other definitions does not always preserve this property.
The functions pl(s)n are a good representative of any polynomial mapping method using the map
x = 1− r
1+ r .
In practice we will only use the s = 1 functions.
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Fig. 3. Plots of the result of the affine scaling rationale (δ = 0.8) based on locations of the canonical N = 21 interpolation nodes for various basis sets
with a fixed L0 .
4. Numerical results
In this section we will compare approximations using the Wiener basis set to the approximations outlined in Section 3.
All tests are run on a workstation with a 1.8 GHz processor and 1 GB of RAM. We will consider two broad classes of
problems: function approximation and solutions of partial differential equations. Our main considerations are obtaining
accurate solutions in comparison with existing spectral expansions. In order to lessen the discrepancy in error due to affine
scaling, we propose a method for standardizing the choice of scaling parameter: for each basis set and each N , we identify a
‘canonical’ interpolation nodal set that indicates resolution of the expansion. For example, for the Hermite functions hn it is
the Gauss quadrature grid; the mapped Jacobi functions use the Jacobi–Gauss quadrature grid mapped to the real line; the
sinc functions have their natural interpolation points; the Wiener rational functions have their natural quadrature nodes
[1]. Basis-independent parameters L0 > 0 and δ ∈ (0, 1] are specified, and the affine scaling is chosen so that δ × N of the
canonical nodes lie inside the interval [−L0, L0]. This scaling rationale is used for every example below. We change L0 and
δ for any given function or problem to accommodate any special structure that is present. However, L0 and δ are uniform
with respect to the choice of the basis set. The end result of the affine scaling is given in Fig. 3 for N = 21 and δ = 0.8. In our
simulations, we use this same value of δ. We attempt to choose L0 so that the domain truncation and the expansion error
are roughly equivalent [26]. For the basis sets that require domain truncation, the pointwise evaluation of the function is
set to zero outside the interval of approximation.
4.1. Function approximation
To test howwell theWiener basis functions approximate some generic function f , we compare πφ,(s)N f against similarly-
defined projections for other basis sets. We compute ‘exact’ expansion coefficients via a 5× 104-point quadrature rule. The
same quadrature rule is used to compute L2-errors, whereas the L∞-error is computed with a refined 105-point sampling
on the quadrature nodes. We investigate robustness of expansions with respect to rate of function decay at infinity and the
effect of the decay parameter s on the quality of expansions. We omit data exploring the effect of function regularity on
convergence rate as the results are as expected and uninteresting.
4.1.1. Function decay
To explore the effect of function decay on accuracy of the expansions, the model function we consider is
gq(x) := exp

sin

πx√
1+ x2

×

exp

2x
1+ x2

− 1
q
. (4.1)
This function is analytic on the real line and decays like x−q. The choice (4.1)wasmade because it is not exactly representable
by any of the basis sets we have defined; if not true this would give an advantage to one of the basis sets. We have found
that this test function is a reasonable candidate among many others that have similar decay.
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Table 4
L2-errors of approximations of the functions gi for various basis projections.
N = 20 N = 40 N = 80 N = 160
Error Order Error Order Error Order Error Order
Function g1
Cheb. (trunc.) 3.60e+00 – 2.85e+00 0.34 1.92e+00 0.57 1.00e+00 0.93
Four. (trunc.) 3.39e+00 – 2.53e+00 0.42 1.55e+00 0.70 6.86e−01 1.18
Sinc 3.33e+00 – 2.42e+00 0.46 1.44e+00 0.75 5.94e−01 1.28
Hermite 4.17e+00 – 3.65e+00 0.19 2.38e+00 0.62 8.63e−01 1.46
Mapped Cheb. 2.52e+00 – 1.39e+00 0.85 4.44e−01 1.65 3.25e−02 3.77
Wiener 2.52e+00 – 1.39e+00 0.86 4.33e−01 1.68 3.25e−02 3.73
Function g2
Cheb. (trunc.) 4.42e+00 – 3.14e+00 0.49 1.56e+00 1.01 3.42e−01 2.19
Four. (trunc.) 4.09e+00 – 2.59e+00 0.66 9.94e−01 1.38 1.28e−01 2.96
Sinc 3.97e+00 – 2.42e+00 0.72 8.46e−01 1.52 8.74e−02 3.27
Hermite 5.91e+00 – 3.54e+00 0.74 1.36e+00 1.37 1.70e−01 3.00
Mapped Cheb. 2.66e+00 – 8.59e−01 1.63 6.77e−02 3.67 1.87e−04 8.50
Wiener 2.65e+00 – 8.41e−01 1.65 6.45e−02 3.70 1.66e−04 8.61
Function g3
Cheb. (trunc.) 5.73e+00 – 3.20e+00 0.84 8.39e−01 1.93 4.68e−02 4.17
Four. (trunc.) 5.02e+00 – 2.20e+00 1.19 3.70e−01 2.57 8.23e−03 5.49
Sinc 4.78e+00 – 1.94e+00 1.30 2.74e−01 2.83 4.51e−03 5.93
Hermite 6.47e+00 – 3.03e+00 1.10 4.86e−01 2.64 9.49e−03 5.68
Mapped Cheb. 2.46e+00 – 2.97e−01 3.05 1.76e−03 7.40 1.22e−08 17.14
Wiener 2.35e+00 – 2.79e−01 3.07 1.73e−03 7.34 1.00e−08 17.39
Function g4
Cheb. (trunc.) 8.00e+00 – 3.39e+00 1.24 5.26e−01 2.69 8.19e−03 6.01
Four. (trunc.) 6.59e+00 – 2.06e+00 1.68 1.55e−01 3.73 2.04e−03 6.25
Sinc 6.28e+00 – 1.70e+00 1.88 9.79e−02 4.12 1.15e−03 6.41
Hermite 7.61e+00 – 2.65e+00 1.52 1.99e−01 3.74 2.16e−03 6.52
Mapped Cheb. 2.26e+00 – 1.10e−01 4.36 4.82e−05 11.16 1.79e−08 11.40
Wiener 2.37e+00 – 1.09e−01 4.45 5.42e−05 10.97 2.17e−12 24.57
We take the values q = 1, 2, 3, 4 and tabulate the L2 and L∞ errors in Tables 4 and 5, respectively. We use an s = 1
Wiener grid with 105 grid points to approximate both the L2 and L∞ errors.
For all expansion types, the accuracy of the expansion increases with q. The Fourier truncation and Chebyshev truncation
methods exhibit very similar behavior, with the notable observation that the Fourier expansion seems to be a little more
accurate than the Chebyshev truncation expansion. The difference fits in relatively well with the rule-of-thumb π2 factor
Fourier advantage as noted in [26].
The Sinc method seems to outperform the Fourier, Chebyshev, and Hermite methods to a small but noticeable degree.
However, it is clear that themapped Chebyshev andWiener expansions generally do better than any of the other expansions
for any N and q. These latter expansions have better accuracy and convergence rates. Among these two, the Wiener
expansion seems to do a little better; this can be attributed to the fact that the functions gq are analytic, and so are theWiener
functions; this is not true of mapped Chebyshev functions, which have a singularity at infinity (caused by the distribution
of the weight function).
Although the Wiener functions are inherently periodic at ∞, this does not seem to be a restriction in practice as it is
generally the rate of decay of a function that dictates the convergence rate. We note that the Wiener functions seem to
perform at least as well as any other alternative presented, including the mapped Chebyshev functions.
For functions that are not in the unweighted Lebesgue-measure L2 space, but perhaps in some weighted L2 space, we
may use the functionsΦ(s)k , which are the unweighted versions of the Wiener functions and do not decay at x = ∞.
4.1.2. Effect of the decay parameter s
To illustrate how the parameter s affects expansions of functions, we expand the functions gq considered above using
different values of the decay parameter s for the Wiener basis set φ(s)k . We have used an interpolating Vandermonde matrix
method to compute these approximations; although we have chosen to use a variety of integer values for s, we will not
employ the FFT algorithms; this decision will be addressed in the closing remarks of this section.
Results are shown in Fig. 4. We see that the error norms appear to increase as s is increased. The sharper the decay of the
function, the more of a penalty that is paid by using higher values of s. However, the plots are not monotonically increasing
in s. For example, there are small oscillations for the L2 error of g1. Nevertheless this superficial test suggests that lower
values of s are generally better.
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Table 5
L∞-errors of approximations of the functions gi for various basis projections.
N = 20 N = 40 N = 80 N = 160
Error Order Error Order Error Order Error Order
Function g1
Cheb. (trunc.) 3.40e+00 – 2.74e+00 0.31 1.85e+00 0.57 9.12e−01 1.02
Four. (trunc.) 3.21e+00 – 2.44e+00 0.39 1.49e+00 0.71 5.96e−01 1.32
Sinc 3.16e+00 – 2.35e+00 0.43 1.38e+00 0.77 5.07e−01 1.44
Hermite 4.11e+00 – 3.89e+00 0.08 2.86e+00 0.44 6.16e−01 2.22
Mapped Cheb. 2.47e+00 – 1.36e+00 0.86 4.58e−01 1.57 3.44e−02 3.74
Wiener 2.45e+00 – 1.37e+00 0.84 4.48e−01 1.61 3.43e−02 3.71
Function g2
Cheb. (trunc.) 4.67e+00 – 3.22e+00 0.54 1.59e+00 1.02 3.81e−01 2.06
Four. (trunc.) 4.25e+00 – 2.63e+00 0.69 1.07e+00 1.29 1.38e−01 2.95
Sinc 4.12e+00 – 2.44e+00 0.76 9.19e−01 1.41 9.36e−02 3.30
Hermite 6.68e+00 – 4.29e+00 0.64 1.62e+00 1.40 1.89e−01 3.10
Mapped Cheb. 2.66e+00 – 9.23e−01 1.53 7.36e−02 3.65 1.79e−04 8.68
Wiener 2.67e+00 – 9.13e−01 1.55 6.95e−02 3.71 1.66e−04 8.71
Function g3
Cheb. (trunc.) 6.27e+00 – 3.37e+00 0.89 9.70e−01 1.80 5.09e−02 4.25
Four. (trunc.) 5.39e+00 – 2.34e+00 1.21 4.20e−01 2.48 6.78e−03 5.95
Sinc 5.09e+00 – 2.09e+00 1.29 3.10e−01 2.75 3.09e−03 6.65
Hermite 8.27e+00 – 3.96e+00 1.06 4.40e−01 3.17 6.23e−03 6.14
Mapped Cheb. 2.57e+00 – 3.34e−01 2.94 1.83e−03 7.51 9.66e−09 17.53
Wiener 2.44e+00 – 3.08e−01 2.99 1.74e−03 7.46 9.44e−09 17.49
Function g4
Cheb. (trunc.) 8.94e+00 – 3.70e+00 1.27 6.17e−01 2.59 7.88e−03 6.29
Four. (trunc.) 7.22e+00 – 2.35e+00 1.62 1.74e−01 3.75 1.46e−03 6.90
Sinc 6.84e+00 – 1.97e+00 1.79 1.09e−01 4.18 6.39e−04 7.42
Hermite 6.26e+00 – 3.95e+00 0.66 2.81e−01 3.81 1.68e−03 7.38
Mapped Cheb. 2.58e+00 – 1.21e−01 4.41 4.93e−05 11.26 1.23e−09 15.29
Wiener 2.61e+00 – 1.15e−01 4.50 5.19e−05 11.12 7.76e−13 26.00
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Fig. 4. L2 and L∞ errors as a function of s for N = 80.
4.2. Solving differential equations
Our last examples consider the solution of differential equations using function expansions on the infinite line, as well
as semi-infinite expansions as presented in Section 3.2.
The differential equations we choose are well-known equations that model physical phenomena. A standard strategy for
solving particular equations with spectral methods is to choose a basis that has advantageous properties when applied to
the equation in question. A salient example is provided in [27], where it is shown that the s = 1 Wiener rational functions
φ(1) are eigenfunctions of the Hilbert transform over the real line. This fact is exploited in order to approximate solutions to
the Benjamin–Ono equation in [28].
In attempt to give all basis sets equal footing, we shy away from such situations where properties special to a given
basis are advantageous for solving a differential equation. A notable exception is that we will solve an equation whose
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u
Fig. 5. Colliding soliton solution as given by (4.3). The figure shows the Wiener s = 1 solution for N = 150.
exact solution is algebraically decaying, making approximation by an exponentially decaying basis (e.g. Hermite functions)
suboptimal.
4.2.1. The Korteweg–de Vries equation — 2-soliton solution
In this example, we consider the solution of the one-dimensional Korteweg–de Vries (KdV) equation
ut + uxxx + 6uux = 0, x ∈ R. (4.2)
This equation admits the solution
u(x, t) = 2(ff
′′ − (f ′)2)
f 2
, (4.3)
where prime (′) denotes partial differentiation with respect to x. f (x, t) is defined as
f = 1+ ex−t + e2x−8t + 1
3
e3x−9t .
The solution defined in (4.3) decays exponentially and exhibits a faster soliton overtaking a slower one. A graphical depiction
of the evolution is shown for |x| ≤ 15 and |t| ≤ 3.5 in Fig. 5.
We solve this problem using the following.
• Traditional Fourier series with domain truncation (Φ(0,0)k ).• Cardinal/Sinc approximation (Ck).
• Hermite function approximation (hn).
• Mapped Jacobi (Chebyshev) polynomial approximation (pb(s,t)n with s = t = 1).
• The Wiener basis set φ(s)k with s = 1, 2, 5.
Although there are domain truncation methods that are competitive with or in some cases superior to Fourier domain
truncation [29], we assume that the Fourier simulation is a reasonable representative for domain truncation methods in
general. We run the simulation from time t = −3.5 to t = 3.5, which encompasses the behavior shown in Fig. 5. A spectral
exponential filter identical for all methods is used in the computation and we use the FFT whenever possible. We run the
temporal evolution with a fourth-order Runge–Kutta method.
To assess how strict the CFL restriction is for each method, we gradually decrease the time-step from some large value
(e.g.1t = 0.1) until the first few (∼100) evolution steps are stable. These timesteps are tabulated in Table 6; in addition, we
also give the required evolution time using these timesteps. The Sinc method has an extremely restrictive timestep, usually
an order of magnitude smaller than all of the other methods. The Fourier and Hermite timesteps are the best of all the
methods. The mapped Jacobi functions and Wiener time steps are only smaller by a constant factor of about 2/π . Although
the Sinc function grid is equidistant like the Fourier grid, the far more restrictive time step is likely due to properties special
to the Sinc functions that make pointwise derivatives more sensitive to the function values. We note however that the
asymptotic behavior of the empirically stable timestep is consistent across the basis choices, and decreases by about an
order of magnitude when the spatial order N is doubled.
The total evolution time is the smallest using the truncated Fourier method; the Wiener and mapped Jacobi polynomial
methods trail slightly behind. Themapped Jacobi polynomialmethod requires almost twice asmuch time as an s = 1Wiener
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Table 6
Largest empirically-stable1t (top) and required evolution time (seconds) under this timestep (bottom). We include
the Wiener s = 2, 5 data to show the impact of the parameter s on these quantities.
N = 50 N = 100 N = 150 N = 200 N = 300 N = 400 N = 500
Heuristically-determined stable1t
Fourier 7.64e−02 1.06e−02 3.54e−03 1.67e−03 4.85e−04 2.13e−04 1.13e−04
Hermite 6.79e−02 8.20e−03 2.63e−03 1.24e−03 4.69e−04 2.11e−04 1.00e−04
Sinc 6.65e−03 9.26e−04 3.27e−04 1.43e−04 4.19e−05 1.80e−05 –
Mapped Cheb. 5.78e−02 6.05e−03 1.85e−03 8.11e−04 2.98e−04 1.43e−04 7.09e−05
Wiener, s = 1 5.52e−02 5.96e−03 1.85e−03 8.13e−04 2.98e−04 1.43e−04 7.09e−05
Wiener, s = 2 5.31e−02 5.86e−03 1.75e−03 8.11e−04 2.98e−04 1.43e−04 7.09e−05
Wiener, s = 5 5.29e−02 5.79e−03 1.75e−03 8.11e−04 2.93e−04 1.34e−04 7.09e−05
Total evolution time, t = −3.5, . . . , 3.5
Fourier 5.45e−01 4.53e+00 1.44e+01 3.47e+01 1.51e+02 3.92e+02 8.64e+02
Hermite 5.15e+00 4.88e+00 2.37e+01 7.05e+01 5.46e+02 2.13e+03 7.81e+03
Sinc 1.40e+00 2.31e+01 1.24e+02 4.63e+02 3.38e+03 – –
Mapped Cheb. 8.90e−01 9.68e+00 3.72e+01 9.79e+01 3.60e+02 9.95e+02 2.65e+03
Wiener, s = 1 9.43e−01 9.70e+00 3.49e+01 8.88e+01 2.99e+02 7.25e+02 1.66e+03
Wiener, s = 2 2.06e+00 2.03e+01 7.45e+01 1.71e+02 5.34e+02 1.26e+03 2.81e+03
Wiener, s = 5 2.31e+00 2.33e+01 8.35e+01 1.91e+02 6.20e+02 1.51e+03 3.18e+03
Table 7
L2- and L∞-errors for the KdV 2-soliton solution. The Wiener s = 2, 5 results are
omitted because they are almost identical to the s = 1 results.
N = 50 N = 100 Order N = 150 Order
L2 errors
Fourier 1.36e+00 2.43e−03 9.13 2.00e−03 0.474
Hermite – 3.29e−02 – 2.12e−03 6.76
Sinc 4.71e−02 1.74e−04 8.08 1.74e−04 –
Mapped Cheb. 3.84e+00 5.74e−01 2.74 5.96e−02 5.59
Wiener, s = 1 3.54e+00 5.12e−01 2.79 5.57e−02 5.47
L∞ errors
Fourier 9.80e−01 1.48e−03 9.37 1.50e−03 –
Hermite – 1.60e−02 – 1.62e−03 5.65
Sinc 2.38e−02 1.30e−04 7.52 1.29e−04 –
Mapped Cheb. 2.18e+00 4.21e−01 2.37 2.39e−02 7.07
Wiener, s = 1 2.20e+00 3.82e−01 2.52 2.26e−02 6.97
method. The Wiener methods become more expensive as s is increased; this is due to two factors: first the connection
problem using the FFT becomes linearly more expensive in s. Second, for all s > 1 the stiffness matrix has twice as many
non-zero entries as for s = 1.
To quantify the spatial errors, we run simulations for up to N ≤ 150 using 1t/10, where 1t is the stable timestep for
N = 150 for each basis set. In Table 7 we give L2- and L∞-errors and order of convergence for this test at the terminal time.
The Sinc method is the most impressive: it converges very quickly before stagnating due to the temporal error; however
unless N is small then the Sinc method is not computationally practical. The Hermite and Fourier methods both converge
quickly, but the Fourier method exhibits an impressively small error for the relatively small value of N = 100. In addition,
the time required for performing the Hermite computation becomes much more expensive than other methods for large
N (see Table 6). The mapped Jacobi functions and the Wiener basis approximations all converge at roughly the same rate.
However, the Wiener method is significantly less accurate than the Fourier domain truncation method for small N . The
primary source of the error in this case is the initial discretization error; the initial function is much better represented by
the Fourier basis at the initial time.
We conclude for this particular example with an exponentially decaying solution that the mapped methods (mapped
Jacobi polynomials and Wiener functions) produce very similar results. The Sinc and Hermite methods do produce very
promising results, but they are suboptimal for reasons of computational effort. The Fourier domain truncationmethod seems
to produce better results than the others in terms of purely spatial error. However, the next example explores a situation
where the truncation error is more important and the results are quite different in that case.
4.2.2. A modified KdV equation
The previous section considered different expansions on the infinite line for a nontrivial PDE with an exponentially-
decaying solution. We consider now a similar PDE with an algebraically-decaying soliton solution:
ut + 6(u+ 1)2ux + uxxx = 0, x ∈ R.
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Fig. 6. Time evolution of the L2 (left) and L∞ (right) errors for the example of Section 4.2.2 with N = 150. On the right figure, the Wiener and mapped
Chebyshev errors overlap.
The soliton solution to the above modified KdV equation is given by
u(x, t) = −4
4(x− 6t)2 + 1 .
Because this solution decays algebraically rather than exponentially, the traditional truncation methods, Hermite
approximations, and Sinc expansions will all have trouble approximating the function and accurately evolving a PDE with
such a solution. However, both the mapped Chebyshev and Wiener methods are amenable to approximation of this type
of solution. Most of the same observations comparing the different methods are identical from Section 4.2.1. However, the
accuracy consideration is now tipped in favor of themapped Chebyshev andWiener expansions.We plot the time evolution
of the L2- and L∞-errors with N = 150 for the Fourier, Sinc, Hermite, mapped Chebyshev, and Wiener expansions in Fig. 6.
We can very clearly see the advantage of the rational function methods. In particular, the Wiener method outperforms the
mapped Chebyshev method in the L2-metric.
4.2.3. Semi-infinite intervals: the wave equation
In this last example we simulate a simplified version of the model time-dependent wave equation
u˜tt = c21u˜, (x, t) ∈ (Γ , [0, T ]), (4.4)
for Γ ⊂ R3 some exterior domain inR3. Eq. (4.4) is a common equation in problems that determine the scattering response
of an object, which is surrounded with, e.g., an unstructured finite-element grid. This grid eventually terminates, and we
must somehow simulate radiation outflow. There is a vast literature regarding absorbing boundary conditions to complete
such a task. These boundary conditions are often mathematically complex and computationally expensive. An alternative
is to use an infinite element method, which involves surrounding the finite element grid with several elements that extend
infinitely in the radial direction. To use these elements, we must employ basis functions on a semi-infinite interval. To keep
the example simple, we assume that the scattering object together with the finite element grid forms a sphere of radius R.
Γ is then the (infinite) exterior of this sphere.
Using an expansion in spherical harmonics and examining the system in the radial direction ρ, Eq. (4.4) can be cast asu
v
w

t
=

v
c2

wρ + 2w
ρ
− n(n+ 1)
ρ2
u

vρ
 ,
where v = ut andw = uρ . We impose the boundary and initial conditionsu
v
w

ρ=R
=
cos(ct)jn(R)
−c sin(ct)j′n(R)
R cos(ct)j′n(R)

,
u
v
w

t=0
=
j′n(ρ)
0
ρj′n(ρ)

,
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Fig. 7. Plot of the pointwise error at T = 25 (top) and the corresponding time evolution of the L2 errors (bottom) with the Wiener, Laguerre (function),
and mapped Chebyshev methods. All methods use N = 100 grid points.
where the spherical Bessel function jn is defined as
jn(ρ) =

π
2ρ
Jn+1/2(ρ).
Jn(·) is the Bessel function of the first kind. These conditions correspond to the exact solution u(ρ, t) = cos(ct)jn(ρ). We
take c = R = 1 and evolve the above first-order hyperbolic system up to T = 25, almost four periods. Since we are on
a semi-infinite interval we cannot explicitly use our derived basis φ(s)k since these functions are defined on a fully infinite
interval. However, this can be remedied by simply taking the even/odd portions of these functions and expanding with
those. The basis sets we choose for comparison are the following.
• Laguerre functions, Section 3.2.1
• mapped Jacobi/Chebyshev functions, Section 3.2.2.
• Wiener rational functions, Section 2.4.
An exponential filter is employed in the computation for every basis set. We run the simulation using all three methods
with N = 100 terms and compare the qualitative result as well as the time evolution of the L2 error in Fig. 7. For all three
cases, the L2 error was computed by interpolating to an N = 104-point Re{φ(1)n } grid, and then employing the associated
quadrature against the exact solution.
The exact solution to this problem is very difficult to approximate due to its very slow decay and infinitely oscillatory
behavior; therefore, none of the methods give optimal results. The Laguerre case seems to have the smallest L∞-error in the
top figure of Fig. 7 for smallρ but the pointwise errors forρ > 50becomevery large, and one can see from the bottomportion
of the figure that the Laguerre case has a bad history of L2 error; most of this error is attributable to the exponential decay of
the initial approximation where the true solution decays algebraically. In the pointwise error, the rational Chebyshev basis
does quite admirably. However, it is noticeably worse than the Wiener basis in the region 10 < ρ < 50, which is where
most of the grid points lie.
TheWiener basis calculation took about 34 s; lhe Laguerre case has amuch stricter CFL requirement and took about 391 s;
finally the mapped Chebyshev basis has an even stricter CFL requirement and took about 1101 s. Note that theWiener basis
on the infinite interval admits anO(N) spectral radius for the stiffness matrix; while we cannot prove that this carries over
to the semi-infinite interval, we observe a timestep restriction that would be consistent with an O(N) spectral radius. The
mapped Chebyshev basis on the finite interval is known to have O(N2) eigenvalues for the collocation stiffness matrix;
the mapping used to generate the mapped Chebyshev functions preserves this structure and thus we still see the O(N2)
restriction.
It isworth noting that theWiener basis functions on the semi-infinite interval do not approximatemany functions aswell
as the mapped Chebyshev basis: on the semi-infinite interval theWiener basis functions all have zero-valued derivatives at
x = 0. Therefore expanding functions that are not even around x = 0 is not optimal. If, for some r > 0 all odd derivatives
up to order 2r + 1 vanish at x = 0 but the (2r + 3)rd derivative does not, then the order-(2r + 2) derivative is not an even
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Table 8
Qualitative comparison of methods for solving the wave problem.
Accuracy Time step FFT Boundary conditions
Wiener (+) (+) (+) (◦)
Laguerre function (◦) (−) (−) (+)
Mapped Jacobi/Chebyshev (+) (−) (+) (+)
function; in this case only algebraic, and not spectral, convergence will be achieved. We note that similar restrictions hold
for certain formulations of the Discrete Cosine Transforms on finite intervals. The concern of even/odd parity for function
expansions is well-studied in the Discrete Co/Sine Transform community, and techniques from that community (e.g. choice
of collocation points at vs. near the boundary, usage of odd vs. even functions. etc.) may be applied for theWiener functions
on semi-infinite intervals. However, we merely summarize the foundation of such exercises above and leave more detailed
analysis to future investigations.
For the even Wiener functions on the semi-infinite interval that we have presented homogeneous Neumann boundary
conditions at x = 0 are more natural, though as described above they do not guarantee spectral accuracy of the expansion.
An informal summary of the advantages and disadvantages for the three semi-infinite methods is given in Table 8.
5. Conclusion
Building on the presentation of the generalized Wiener rational basis functions in [1] we have shown various numerical
results. The FFT can be used for fast computations using the Wiener basis and two algorithms have been presented
for transforming nodal evaluations to expansion coefficients. The ‘interpolatory’ type approach is straightforward to
conceptualize and implement but is more numerically unstable than the ‘projective’ algorithm. However, both FFT
algorithms are ill-conditionedwhen the decay parameter s is greatly overestimated. The FFTmay be used to quickly compute
expansion coefficients of polynomial nonlinearities in a collocation-type approach, but the Wiener–Wiener connection
algorithm presented in [1] also allows for the possibility of computing polynomial nonlinearities in a Galerkin fashion.
When approximating exponentially decaying functions, the generalizedWiener rational basis functions perform as well
or better than established existing methods. For algebraically decaying functions, the observation is the same except for
particular classes of functions whose singularity at infinity exactly matches that of the mapped Chebyshev functions.
The Wiener functions can also be applied to solutions of differential equations. The usage of the FFT when s ∈ N and
the sparse stiffness matrix for any value of smake this possibility very attractive. In addition, the CFL time-step restriction
scales like O(N) for a size-N expansion.
On the semi-infinite interval, the Wiener basis functions can provide accurate solutions to difficult problems at the
fraction of the cost due to the more lenient CFL restriction; however, they suffer the disadvantage of built-in boundary
conditions that may render approximation of functions that defy these conditions difficult.
Acknowledgments
We are indebted to an anonymous referee whose comments greatly improved the presentation of the paper, and made
us aware of the Hilbert transform property of the Wiener basis functions for s = 1 as derived in [27] and applied in [28].
The authors acknowledge partial support for this work by AFOSR award FA9550-07-1-0422.
References
[1] A.C. Narayan, J.S. Hesthaven, A generalization of the Wiener rational basis functions on infinite intervals: part I – derivation and properties,
Mathematics of Computation 80 (2011) 1557–1583.
[2] G. Szegö, Orthogonal Polynomials, fourth ed., vol. XXIII, AMS Colloquium Publications, American Mathematical Society, 1975.
[3] N. Wiener, Extrapolation, Interpolation, and Smoothing of Stationary Time Series, MIT Technology Press, John Wiley & Sons, 1949.
[4] J.R. Higgins, Completeness and Basis Properties of Sets of Special Functions, Cambridge University Press, 1977.
[5] C.I. Christov, A complete orthonormal system of functions in L2(−∞,∞) space, SIAM Journal of Applied Mathematics 42 (6) (1982) 1337–1344.
[6] J.A.C. Weidemann, The eigenvalues of Hermite and rational spectral differentiation matrices, Numerische Mathematik 61 (1992) 409–431.
[7] J. Shen, L.-L. Wang, Some recent advances on spectral methods for unbounded domains, Communcations in Computationals Physics 5 (2–4) (2009)
195–241.
[8] D. Gottlieb, S.A. Orszag, Numerical Analysis of Spectral Methods: Theory and Applications, in: CBMS-NSF Regional Conference Series in Applied
Mathematics, SIAM, 1977.
[9] E.T. Whittaker, On the functions which are represented by the expansions of the interpolation theory, Proceedings of the Royal Society of Edinburgh
35 (1915) 181–194.
[10] M. Sugihara, Near optimality of the sinc approximation, Mathematics of Computation 72 (242) (2002) 767–780.
[11] J. Lund, K.L. Bowers, Sinc Methods for Quadrature and Differential Equations, SIAM, 1992.
[12] J.P. Boyd, The optimization of convergence for Chebyshev polynomial methods in an unbounded domain, Journal of Computational Physics 45 (1982)
43–79.
[13] J.P. Boyd, Spectral methods using rational basis functions on an infinite interval, Journal of Computational Physics 69 (1987) 112–142.
[14] J.P. Boyd, Chebyshev and Fourier Spectral Methods, in: Lecture Notes in Engineering, vol. 49, Springer-Verlag, 1989.
[15] B.-Y. Guo, Z.-Q. Wang, Modified Chebyshev rational spectral method for the whole line, in: Proceedings of the Fourth International Conference on
Dynamical Systems and Differential Equations, 2002, pp. 365–374.
34 A.C. Narayan, J.S. Hesthaven / Journal of Computational and Applied Mathematics 237 (2013) 18–34
[16] Z.-Q. Wang, B.-Y. Guo, A rational approximation and its applications to nonlinear partial differential equations on the whole line, Journal of
Mathematical Analysis and Applications 274 (1) (2002) 374–403.
[17] J.P. Boyd, C. Rangan, P.H. Bucksbaum, Pseudospectral methods on a semi-infinite interval with application to the hydrogen atom: a comparison of the
mapped fourier-sine method with laguerre series and rational chebyshev expansions, Journal of Computational Physics 188 (1) (2003) 56–74.
[18] D. Funaro, Polynomial Approximation of Differential Equations, Springer-Verlag, 1992.
[19] B.-Y. Guo, J. Shen, Laguerre–Galerkinmethod for nonlinear partial differential equations on a semi-infinite interval, NumerischeMathematik 86 (2000)
635–654.
[20] J. Shen, L.-L. Wang, Laguerre and composite Legendre–Laguerre dual-Petrov–Galerkin methods for third-order equations, Discrete and Continuous
Dynamical Systems – Series B 6 (6) (2000) 1381–1402.
[21] B.-Y. Guo, H.-P. Ma, Composite Legendre–Laguerre approximation in unbounded domains, Journal of Computational Mathematics 19 (1) (2001)
101–112.
[22] B.-Y. Guo, X.-Y. Zhang, Spectral method for differential equations of degenerate type on unbounded domains by using generalized Laguerre functions,
Applied Numerical Mathematics 57 (2007) 455–471.
[23] J.P. Boyd, Orthogonal rational functions on a semi-infinite interval, Journal of Computational Physics 70 (1987) 63–88.
[24] B.-Y. Guo, J. Shen, On spectral approximations usingmodified Legendre rational functions: applications to the Korteweg–de Vries equation on the half
line, Indiana University Mathematics Journal 50 (1) (2001) 181–204.
[25] T. Matsushima, P.S. Marcus, A spectral method for unbounded domains, Journal of Computational Physics 137 (1997) 321–345.
[26] J.P. Boyd, Chebyshev domain truncation is inferior to Fourier domain truncation for solving problems on an infinite interval, Journal of Scientific
Computing 3 (2) (1988) 109–120.
[27] J.A.C. Weideman, Computing the Hilbert transform on the real line, Mathematics of Computation 64 (210) (1995) 745–762. ArticleType: research-
article / Full publication date: Apr., 1995 / Copyright 1995, American Mathematical Society.
[28] J.P. Boyd, Z. Xu, Numerical andperturbative computations of solitarywaves of the BenjaminOno equationwith higher order nonlinearity using Christov
rational basis functions, Journal of Computational Physics 231 (4) (2012) 1216–1229.
[29] H. Li, H. Ma, Shifted Chebyshev colloation domain truncation for solving problems on an infinite interval, Journal of Scientific Computing 18 (2) (2003)
191–213.
