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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se presenta el disen˜o de la investigacio´n, que comprende la
contextualizacio´n del problema cient´ıfico sujeto a estudio. Un enfoque integrado
multicriterio para la planificacio´n de las frecuencias de paso y las tablas de tiempo
de una empresa de transporte urbano.
A continuacio´n se presenta la estructura de este cap´ıtulo. En la Seccio´n 1.1 se
analiza el proceso de planeacio´n del transporte urbano, luego se describen brevemente
trabajos previos. En la Seccio´n 1.2 se evidencia que existen pocos trabajos que han
abordado el problema propuesto en este trabajo. A continuacio´n en la Seccio´n 1.3 se
describe de manera general el problema que se aborda en esta investigacio´n. En la
Seccio´n 1.4 se presenta la justificacio´n de este problema. En las Secciones 1.5 y 1.6 se
describen: el objetivo general y los objetivos espec´ıficos que rigen esta investigacio´n.
Luego se presenta la novedad cient´ıfica en la Seccio´n 1.7 y las tareas cient´ıficas
de la investigacio´n en la Seccio´n 1.8. La seccio´n de tareas cient´ıficas hace mencio´n a
la metodolog´ıa empleada por la autora para llevar a cabo esta investigacio´n, descri-
biendo detalladamente cada una de las tareas.
En la Seccio´n 1.9 se describe el contenido de cada uno de los cap´ıtulos que
conforman esta tesis y finalmente en la Seccio´n 1.10 se presentan las conclusiones
del cap´ıtulo.
1
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1.1 Contexto
Segu´n Ceder [11], el proceso de planeacio´n de transporte urbano comunmente
incluye cuatro actividades ba´sicas, usualmente ejecutadas en secuencia: (1) Disen˜o
de la red, (2) Confeccio´n de la tablas de tiempos, (3) Asignacio´n de veh´ıculos y (4)
Asignacio´n de operadores.
Estas actividades segu´n Desaulniers & Hickman [16] esta´n divididas en tres
subsistemas: estrate´gico, ta´ctico y operacional. El objetivo del subsistema estrate´gi-
co (disen˜o de la red) es maximizar la calidad del servicio bajo ciertas restricciones de
cartera, mientras que el subsistema de la planeacio´n ta´ctica concierne a las decisio-
nes relacionadas al servicio ofrecido al pu´blico (las frecuencias de paso de las rutas
y las tablas de tiempo). Estos subsistemas tambie´n se enfocan al nivel de servicio,
finalmente el subsistema de planeacio´n operacional (asignacio´n de veh´ıculos y asig-
nacio´n de operadores) se ocupa de como la operacio´n debe ser hecha para brindar el
servicio propuesto a un menor costo.
Segu´n Desaulniers & Hickman [16] el problema del establecimiento de frecuen-
cias mı´nimas de paso consiste en seleccionar las frecuencias que maximicen el servicio
de los pasajeros, esto incluye restricciones de flota de veh´ıculos, capacidad y pol´ıticas
para un mı´nimo de frecuencias deseadas. El problema del establecimiento de frecuen-
cias mı´nimas de paso es fundamental para los programadores de la planeacio´n del
transporte urbano en cuya solucio´n deben considerarse al menos dos objetivos en
conflicto [23]: por una parte, las empresas desean minimizar los costos de operacio´n
y por la otra, los pasajeros desean un menor tiempo de viaje.
La confeccio´n de tablas de tiempos consiste en la planificacio´n de salidas de
autobuses a partir de las frecuencias de paso y otros para´metros. Un objetivo t´ıpico
consiste en maximizar las sincronizaciones de autobuses que refleja las necesidades
de transportacio´n de la comunidad. La tabla de tiempos es la base del e´xito para
las dos siguientes actividades dentro del proceso de planeacio´n de transporte urbano
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como se sen˜ala en Borndorfer et al.[5].
Generalmente, la planificacio´n de una empresa de transporte urbano se rea-
liza manualmente. Los programadores de la operacio´n intentan crear horarios de
salida en una tabla de tiempos mientras cumplen con la frecuencia requerida y la
sincronizacio´n de nodos o tramos preestablecidos [12].
La construccio´n de las tablas de tiempos (itinerarios) segu´n Molinero & Sa´nchez
[40] es determinante para brindar un nivel deseado de servicio en diferentes periodos
del d´ıa. En general, las tablas de tiempo son importantes para la empresa porque
ayudan a mantener bajo control salarios y otros costos de la operacio´n. Adema´s, las
tablas de tiempo son la base de una operacio´n controlada y ordenada.
1.2 Antecedentes
Existen pocos trabajos que han integrado dos o ma´s etapas del proceso de
transporte como disen˜o de red y tablas de tiempos o disen˜o de red y frecuencia
mı´nima. Sin embargo, en la literatura no se ha encontrado ningu´n trabajo que integre
las etapas de frecuencia mı´nima de paso y tablas de tiempo como se propone en esta
tesis.
En la literatura revisada se han encontrado investigaciones con mu´ltiples obje-
tivos, siendo los ma´s t´ıpicos: maximizacio´n de sincronizaciones [12, 28, 18], minimiza-
cio´n de costos [32, 15], minimizacio´n de tiempos (de espera, de viaje, de transferencia)
[13, 48], maximizacio´n del nivel de servicio [48], maximizacio´n del cumplimiento de la
demanda [19]. Son muy pocos los trabajos encontrados en la literatura que incluyan
la transicio´n entre periodos.
En general, los aspectos que se consideran del problema en este trabajo de
investigacio´n al cual llamaremos FTT (integracio´n de etapas, modelos multiobjeti-
vo, transicio´n entre periodos) han sido abordados en otras investigaciones pero de
manera individual, no se ha encontrado en la literatura ningu´n trabajo que integre
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todos estos aspectos.
1.3 Descripcio´n del problema cient´ıfico
En este trabajo se investiga el problema de establecer de forma integrada la
frecuencia mı´nima de paso y la tabla de tiempos de las rutas de los autobuses de
una empresa de transporte pu´blico, considerando:
Diferentes criterios que brinden beneficios a todos los actores sociales involu-
crados en el proceso del transporte urbano.
La transicio´n de periodos adyacentes con diferencias notables en la demanda.
Por ejemplo, la transicio´n de un periodo que representa una hora pico a un
periodo valle.
1.4 Justificacio´n
El establecimiento de frecuencias mı´nimas de paso y confeccio´n de tablas de
tiempo son los dos problemas a los que los planeadores de la operacio´n se enfrentan
d´ıa a d´ıa. Tipicamente, los programadores de la operacio´n suelen modificar en base
a su experiencia la tabla de tiempos para ajustarla a la realidad. Esto repercute en
las etapas de asignacio´n de veh´ıculos y asignacio´n de operadores, ya que se modifica
la planeacio´n hecha, y cualquier cambio efectuado en las frecuencias mı´nimas y su
tabla de tiempos puede implicar que se asigne un mayor nu´mero de veh´ıculos y
operadores. Lo que ocasiona incremento en los costos de operacio´n y disminucio´n
del nivel de servicio de los pasajeros.
El transporte pu´blico en Me´xico esta´ a cargo de empresas privadas. Muchas
de ellas no cuentan con algu´n sistema computarizado y eficiente que determine la
frecuencia de paso, tabla de tiempos, horario de veh´ıculos, etc; por lo general, la
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planeacio´n realizada es de manera manual lo que trae los inconvenientes descritos
arriba.
1.5 Objetivo general
Desarrollar una metodolog´ıa de apoyo a la decisio´n al problema integrado del
establecimiento de frecuencias de paso mı´nimo y la construccio´n de la tabla de
tiempos en una empresa de transporte urbano, considerando objetivos de diversos
actores sociales (empresa, pasajeros, gobierno, etc...) y la transicio´n entre periodos
con demandas dispares.
1.6 Objetivos espec´ıficos
1. Crear el modelo general que integre la frecuencia de paso mı´nimo y la tabla
de tiempos, tomando en consideracio´n la transicio´n entre periodos con diferen-
cias notables en la demanda y aplicar diferentes criterios para dar un mayor
beneficio a los actores sociales involucrados en el proceso de planeacio´n del
transporte urbano.
2. Implementar y comparar algoritmos o me´todos de solucio´n.
3. Mostrar la aplicabilidad de la metodolog´ıa en ejemplos concretos generados
aleatoriamente.
1.7 Novedad cient´ıfica
Metodolog´ıa de apoyo a la decisio´n (inteligencia, disen˜o y eleccio´n) para el
problema integrado del establecimiento de la frecuencia de paso mı´nima y la
tabla de tiempos de autobuses.
Modelo matema´tico entero mixto, considerando:
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• Integracio´n de frecuencia de paso mı´nima y tabla de tiempos.
• Mu´ltiples periodos.
• La transicio´n entre periodos con demanda promedio diferente.
• Criterios de todos los actores sociales del sistema de transporte pu´blico.
Implementacio´n de un me´todo de solucio´n que resuelve instancias de taman˜o
razonable.
1.8 Tareas cient´ıficas
En la Figura 1.1 se presentan las tareas cient´ıficas que se llevan a cabo en la
presente investigacio´n. La primera tarea ejecutada es la investigacio´n de la literatu-
ra, haciendo una bu´squeda intensiva de los art´ıculos cuyo tema esta´ relacionado con
el tema de investigacio´n de este trabajo. Posteriormente, de esa lista de art´ıculos se
seleccionan los veinte art´ıculos mas citados, luego se clasifican los veinte art´ıculos
por subtema y por fecha de publicacio´n, teniendo cla´sicos (antes del 2000), con-
tempora´neos (del 2000 al 2008) y recientes (2009 a la fecha). Despue´s, del total de
art´ıculos seleccionamos los veinte autores ma´s citados y realizamos una clasificacio´n
similar a la elaborada con los art´ıculos.
Para cada uno de los art´ıculos seleccionados se realiza una ficha bibliogra´fica
que incluye t´ıtulo, autores, revista, an˜o de publicacio´n, resumen, innovacio´n cient´ıfi-
ca, conclusiones y una cr´ıtica personal.
Posteriormente, se establecen los supuestos del problema bajo los cuales es
va´lido. Posteriormente, se procede a desarrollar un modelo matema´tico que satisfaga
las condiciones necesarias para resolverlo.
Despue´s, se procede a desarrollar e implementar me´todos metaheur´ısticos que
resuelven instancias en menor tiempo. A continuacio´n, se selecciona un me´todo
MCDM (Multicriteria Decision Making).
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En seguida, se realizan experimentos nume´ricos y finalmente, la escritura de la
tesis.
Figura 1.1: Tareas cient´ıficas para resolver FTT.
1.9 Estructura de la tesis
El presente documento esta´ organizado de la siguiente manera: en el Cap´ıtulo
2, despue´s de esta introduccio´n, se presenta el marco teo´rico abarcando los temas
que esta´n relacionados con el problema y la perspectiva desde la cual se aborda
el problema. En ese cap´ıtulo se exponen temas como programacio´n entera, optimi-
zacio´n con metaheur´ısticas, optimizacio´n multiobjetivo, la teor´ıa de planeacio´n del
transporte pu´blico, entre otros. Tambie´n, se presenta el estado del arte y se exponen
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semejanzas y diferencias con problemas similares.
En el Cap´ıtulo 3 se plantea detalladamente el problema, se presenta el modelo
matema´tico desarrollado y los supuestos considerados. En el Cap´ıtulo 4 se describe la
metodolog´ıa general que se sigue para resolver FTT, se presentan las adaptaciones
que se hacen a los metaheur´ısticos con los cuales se resuelve FTT (estructuras,
vecindades, movimientos, etc...).
En el Cap´ıtulo 5 se presentan los resultados de la prueba de conflictos de
criterios y una prueba de sobreclasificacio´n. Tambie´n se analizan y discuten los re-
sultados obtenidos con MOTS y SSPMO. Finalmente, en el Cap´ıtulo 6 se presentan
las conclusiones y recomendaciones.
1.10 Conclusiones del cap´ıtulo 1
Hasta la fecha no existen trabajos que modelen de forma simulta´nea las etapas
de frecuencia mı´nima de paso y tablas de tiempo multiperiodo y multiobjetivo, con
transicio´n entre periodos con demandas diferentes.
La solucio´n del problema tratado en esta tesis es importante para Me´xico pues
generalmente el mismo es resuelto de forma manual de dos rutas en dos rutas esto
implica un mayor esfuerzo y mayor costo, puede generar aglomeramiento entre rutas
que cuentan con tramos en comu´n.
Cap´ıtulo 2
Marco teo´rico
En este cap´ıtulo se hace una revisio´n a algunos temas necesarios para una mejor
comprensio´n del problema que se aborda en esta tesis, al cual le llamaremos FTT. En
la Seccio´n 2.1 se muestran conceptos ba´sicos relacionados a la programacio´n entera.
En la Seccio´n 2.2 se exponen conceptos de optimizacio´n multiobjetivo. Posterior-
mente, en la Seccio´n 2.3, se aborda el tema de optimizacio´n con metaheur´ısticas,
se explica que´ es una metaheur´ıstica y cua´les son las ma´s populares, tambie´n se
explica brevemente las metaheur´ısticas multiobjetivo. Dentro de esta misma seccio´n
se explican los metaheur´ısticos que se utilizan para resolver FTT.
Despue´s en la Seccio´n 2.4 se presentan conceptos ba´sicos de la teor´ıa de la deci-
sio´n multicriterio. Posteriormente, en la Seccio´n 2.5 se expone la teor´ıa del transporte
urbano. En seguida, en la Seccio´n 2.6 se hace un ana´lisis cr´ıtico sobre el estado del
arte. Finalmente, en la Seccio´n 2.7 se exponen las conclusiones del cap´ıtulo.
2.1 Programacio´n entera
Existen problemas lineales donde es aceptable que las variables de decisio´n
tomen valores fraccionales, por ejemplo se puede producir 3.5 litros de vino o decir
que se tiene en promedio una produccio´n de 58.5 automo´viles. Sin embargo, existen
muchos problemas donde las soluciones fraccionales no son realistas [52]. Tal es el
caso de programacio´n de tablas de tiempo, donde se busca encontrar un horario de
autobuses o trenes y que los tiempos sean los suficientemente pequen˜os para que
9
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el tiempo de espera no sea excesivo pero sea suficientemente grande para permitir
el transbordo. Otro ejemplo es en telecomunicaciones, un problema t´ıpico en esta
a´rea es la instalacio´n de nueva capacidad para satisfacer una demanda prevista de
voz/datos, el problema es minimizar el costo tomando en cuenta la posibilidad de
falla de una l´ınea o un centro. Otro problema es la planeacio´n de una programacio´n
de generacio´n de electricidad por hora o por semana para decidir que´ generadores
producira´n electricidad y a que´ nivel, por mencionar algunos [52].
Suponga que tiene un problema representado por un modelo lineal
ma´x{cx : Ax ≤ b, x ≥ 0}
donde A es una matriz de m×n, c es un vector renglo´n n-dimensional, b es un vector
columna m-dimensional de variables. Ahora se agregan restricciones tal que ciertas
variables tomen valores enteros. Este tipo de problemas son llamados problemas de
programacio´n entera [52] (IP por sus siglas en ingle´s).
Tipos de formulacio´n de programacio´n que existen
Existen dentro de la programacio´n entera diferentes formulaciones [52]:
La programacio´n entera (IP por sus siglas en ingle´s) es cuando todas las va-
riables son enteras.
ma´x cx
Ax ≤ b
x ≥ 0 enteras
En la programacio´n entera binaria (BIP por sus siglas en ingle´s) todas las
variables son restringidas a tomar valores de 0-1.
ma´x cx
Cap´ıtulo 2. Marco teo´rico 11
Ax ≤ b
x ∈ {0, 1}n
La programacio´n entera mixta (MIP, por sus siglas en ingle´s) se aplica cuan-
do algunas variables, no todas, son enteras. El modelo que se presenta en el
Cap´ıtulo 3 corresponde a este tipo de formulacio´n.
ma´x cx + hy
Ax + Gy ≤ b
x ≥ 0, y ≥ 0 entera
2.2 Optimizacio´n multiobjetivo
La mayor´ıa de los problemas de optimizacio´n del mundo real son de naturaleza
multiobjetivo. La optimizacio´n multiobjetivo o multicriterio (MOP) tiene la particu-
lar caracter´ıstica de que no existe una solucio´n u´nica que optimice simulta´neamente
todos los criterios de calidad (objetivos), sino un conjunto de soluciones va´lidas donde
todas y cada una de ellas deben ser consideradas. Esta caracter´ıstica es consecuencia
del conflicto de los atributos y da lugar al concepto de soluciones no dominadas, que
se abordara´ en rigor ma´s adelante.
Un problema de optimizacio´n multiobjetivo (MOP) es definido en [20] como:
El problema de encontrar un vector de variables de decisio´n que satisfaga las restric-
ciones y optimice una funcio´n vectorial cuyos elementos representen las funciones
objetivo. Estas funciones forman una descripcio´n matema´tica de criterios de desem-
pen˜o que esta´n usualmente en conflicto entre s´ı.
Variable de decisio´n: es un conjunto de n variables cuyos valores dan una
solucio´n (puede o no ser va´lida) a un problema de optimizacio´n. Agrupadas en
un vector X y cada variable representada por xj; donde j=1,2...n.
Cap´ıtulo 2. Marco teo´rico 12
Restricciones: delimitan el problema y validan las soluciones. Por lo tanto, se
puede decir que las restricciones dibujan el contorno de la regio´n donde se
encuentra el conjunto factible del problema. Las restricciones son funciones
de las variables de decisio´n y son expresadas con ecuaciones de igualdad o
desigualdad.
Funcio´n objetivo: Las funciones objetivo forman el criterio de evaluacio´n para
saber que tan buena es una solucio´n; al igual que las restricciones, son funciones
de las variables de decisio´n. En la optimizacio´n multiobjetivo existen dos o ma´s
funciones objetivos (f1(X), f2(X), ..., fk(X)) en cada problema. El vector de
funciones objetivo puede representarse:
f(X) =
[
f1(X), f2(X), ..., fk(X)
]T
.
En resumen, un problema de optimizacio´n multiobjetivo es un conjunto de n
variables de decisio´n, k funciones objetivo, m restricciones de desigualdad y p de
igualdad. En estos problemas el objetivo de la optimizacio´n es encontrar el vector
de decisio´n X para:
Minimizar o Maximizar
f(X) =
[
f1(X), f2(X), ..., fk(X)
]T
.
cumpliendo con:
g(x) ≤ 0; g = [g1, g2, ..., gm],
h(x) = 0; h = [h1, h2, ..., hp].
Generalmente, no existe la solucio´n o´ptima ideal (aquella o´ptima en todos los
objetivos simulta´neamente) [20]. Buscamos entonces el mejor compromiso. En este
afa´n, es necesario tener claros los conceptos conjunto factible, dominancia de Pareto,
o´ptimo de Pareto y frente de Pareto.
Conjunto factible: El conjunto factible S esta´ definido como el conjunto de
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vectores de decisio´n X que satisfaga las restricciones de desigualdad gi(x) y
las restricciones de igualdad hi(x).
Dominancia de Pareto: Para dos vectores de decisio´n x∗, y∗ ∈ X se dice que
x∗ domina a y∗, si y solo si:
• La solucio´n x∗ no es peor que y∗ en ninguno de sus objetivos. En caso de
minimizacio´n la fo´rmula es:
fj(x∗) < fj(y∗), ∀ j = 1, 2, ...,m.
• La solucio´n x∗ es estrictamente mejor que la solucio´n y∗ en al menos un
objetivo:
fj(x∗) ≤ fj(y∗) para al menos un j ∈ 1, 2, ...,m
y lo denotaremos como fj(x
∗) ≤ fj(y∗).
O´ptimo de Pareto: Una solucio´n factible x ∈ X es llamada eficiente u o´ptima
de Pareto, si no existe otra x ∈ X talque f(x) ≤ f(x). El concepto de o´ptimo
de Pareto tiene gran importancia en optimizacio´n multiobjetivo.
Frontera de Pareto: Para un MOP dado y un conjunto o´ptimo de Pareto P ∗,
la frontera de Pareto (FP) se define como:
FP ∗ = {(f1(x), f2(x), ..., fk(x))|x ∈ P ∗}.
Es decir, la frontera de Pareto esta´ compuesto por los valores en el espacio de
objetivos del conjunto o´ptimo de Pareto.
Existen diferencias fundamentales en los principios de funcionamiento de los
algoritmos para optimizacio´n mono y multiobjetivo. As´ı, las te´cnicas utilizadas para
resolver MOPs no se restringen normalmente a encontrar una solucio´n u´nica, sino un
conjunto de soluciones de compromiso entre los mu´ltiples objetivos en conflicto, ya
que no suele existir una solucio´n que optimice simulta´neamente todos los objetivos.
Se pueden distinguir, por tanto, dos etapas cuando se aborda este tipo de problemas:
por un lado, la optimizacio´n de varias funciones objetivo involucradas y, por otro, el
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proceso de toma de decisiones sobre que´ solucio´n de compromiso es la ma´s adecuada.
Atendiendo a co´mo manejan estas dos etapas, las te´cnicas para resolver MOPs se
pueden clasificar en [35]:
Sin modelacio´n de preferencias.
• Me´todo del criterio global.
• Me´todo multiobjetivo de los paquetes pro´ximos.
A priori.
• Me´todo de la suma ponderada.
• Me´todo de restricciones.
A posteriori.
• Me´todo de la funcio´n valor.
• Me´todo lexicogra´fico.
• Programacio´n de metas.
• Programacio´n borrosa.
Una forma cla´sica de resolver los problemas de optimizacio´n multiobjetivo, es
la de agregar todos los objetivos en una funcio´n de utilidad, y resolver el problema
como un problema de un solo objetivo, o a trave´s de un me´todo interactivo [47]. La
teor´ıa de optimizacio´n multiobjetivo se aborda debido a que el modelo presentado
en el Cap´ıtulo 3 es multiobjetivo.
2.3 Optimizacio´n con metaheur´ısticas
En los an˜os setenta surgio´ una nueva clase de algoritmos aproximados, cuya
idea ba´sica era combinar diferentes me´todos heur´ısticos a un nivel ma´s alto para
conseguir una exploracio´n del espacio de bu´squeda de forma eficiente y efectiva.
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Estas te´cnicas se han denominado metaheur´ısticas. Este te´rmino fue introducido
por primera vez por Glover [24].
Osman & Laporte [44] dicen que una metaheur´ıstica es un proceso de genera-
cio´n iterativo que gu´ıa a una heur´ıstica subordinada combinando inteligentemente
diferentes conceptos para explorar y explotar el espacio de bu´squedas, estrategias
de aprendizaje son usadas para construir informacio´n y encontrar eficientemente
soluciones cercanas al o´ptimo.
Existen dos conceptos de gran importancia para las metaheur´ısticas diversifi-
cacio´n e intensificacio´n [3]. El te´rmino diversificacio´n se refiere a la evaluacio´n de
soluciones en regiones distantes del espacio de bu´squeda (de acuerdo a una distan-
cia previamente definida entre soluciones); tambie´n se conoce como exploracio´n del
espacio de bu´squeda. El te´rmino intensificacio´n, por otro lado, se refiere a la eva-
luacio´n de soluciones en regiones acotadas y pequen˜as con respecto al espacio de
bu´squeda centradas en el vecindario de soluciones concretas (explotacio´n del espacio
de bu´squeda) [35].
La razo´n por la que el uso de las metaheur´ısticas ha recibido ma´s y ma´s atencio´n
en los u´ltimos 30 an˜os es que existen problemas para los que no se puede obtener
una solucio´n o´ptima en un tiempo aceptable segu´n las condiciones espec´ıficas del
problema que se intenta resolver. Con las metaheur´ısticas se sacrifica la garant´ıa de
encontrar una solucio´n o´ptima por obtener una “buena solucio´n”segu´n el tomador
de decisiones en un tiempo razonable [3]. Una caracter´ıstica de las metaheur´ısticas es
su flexibilidad pues los cambios en la estructura del problema pueden ser fa´cilmente
incorporados [50, 49].
Las metaheur´ısticas ma´s populares
El intere´s en las heur´ısticas ha ido en aumento y algunas de las populares son
recocido simulado, algoritmos gene´ticos, busqueda tabu´, entre otros [50]. A continua-
cio´n, hablaremos de las caracter´ısticas de algunas de ellas, para finalmente explicar
las metaheur´ısticas que se utilizan en FTT.
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Recocido simulado [54] es una heur´ıstica adaptativa general que pertenece a la
clase de los algoritmos no deterministas. Su ventaja principal es la habilidad para
evitar ser atrapado en mı´nimos locales. Trata de imitar el proceso de termodina´mica
del recocido. Este algoritmo utiliza el procedimiento de metro´polis el cual simula el
proceso del recocido a una temperatura T dada. La idea ba´sica del recocido simulado
es usar bu´squedas aleatorias en te´rminos de cadena de Markov, la cual no solo acepta
cambios que mejoren el valor de la funcio´n objetivo, sino que tamb´ıen acepta cambios
que no son ideales si cumplen con una propabilidad p.
Los algoritmos gene´ticos [54] emulan el proceso natural de evolucio´n para eje-
cutar una bu´squeda en el espacio de soluciones. Pertenecen a los algoritmos no
deterministas. Los algoritmos gene´ticos operan en una poblacio´n (o conjunto) de in-
dividuos (o soluciones) codificados como cadenas. La representacio´n de una solucio´n
al problema de optimizacio´n en forma de cadena codificada se llama cromosoma, los
s´ımbolos que forman al cromosoma se llaman genes y los diferentes valores que puede
tomar el gen se llaman alelos. Los algoritmos gene´ticos requieren un constructor de
poblacio´n inicial y utilizan operadores gene´ticos ba´sicos como el cruzamiento (aplica
para un par de cromosomas) y la mutacio´n (aplica a un solo cromosoma).
Bu´squeda tabu´ es un procedimiento metaheur´ıstico cuya caracter´ıstica distin-
tiva es el uso de memoria adaptativa y de estrategias especiales de resolucio´n de
problemas. La filosof´ıa de la bu´squeda tabu´ es derivar y explotar una coleccio´n de
estrategias inteligentes para la solucio´n de problemas, basadas en procedimientos
impl´ıcitos y expl´ıcitos de aprendizaje. La memoria adaptativa de bu´squeda tabu´ no
solo explota la resolucio´n del problema, sino que tambie´n exige la creacio´n de es-
tructuras para hacer posible tal explotacio´n. Estas estructuras de memoria funcionan
mediante referencia a cuatro dimensiones principales: reciente, frecuencia, calidad e
influencia [25].
Un algoritmo ba´sico de bu´squeda tabu´ usa memoria a corto plazo en la forma
de las llamadas listas tabu´ para escapar de un o´ptimo local o para evitar ciclos. En los
algoritmos esta´ndar de bu´squeda tabu´ las listas tabu´ con implementadas en la forma
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de el primero que entra el primero que sale. Las listas tabu´ generalmente almacenan
caracter´ısticas de soluciones visitadas recientemente. Al inicio del algoritmo la lista
tabu´ es inicializada como vac´ıa.
Para realizar un movimiento, el algoritmo primero determina aquellas solu-
ciones del vecindario de la solucio´n actual que contengan caracter´ısticas que son
encontradas en la lista tabu´. Se dice que esas soluciones violan la condicio´n tabu´ y
son excluidas del vecindario resultando en un conjunto restringido de vecinos. Sin
embargo, almacenar solo caracter´ısticas de soluciones permite la posibilidad de que
soluciones de alta calidad sin visitar sean excluidas del conjunto de vecinos. Para
superar este problema, se define un criterio de aspiracio´n que permite incluir una
solucio´n en el conjunto de vecinos restringidos au´n cuando viole la condicio´n tabu´.
En cada iteracio´n la mejor solucio´n del conjunto de vecinos restringidos es
seleccionada como la nueva solucio´n actual. Las caracter´ısticas correspondientes a
esta solucio´n son agregadas a la lista tabu´, en caso de que la lista tabu´ hubiera
alcanzado su ma´xima longitud, las caracter´ısticas de la solucio´n que ingreso´ con
mayor anterioridad son eliminadas. Este algoritmo se detiene cuando llega a una
condicio´n de expiracio´n. En general, una lista tabu´ previene de regresar a soluciones
recientemente visitadas [3]. En esta investigacio´n, se emplean dos me´todos basados
en bu´squeda tabu´ [26], [39]. Los cuales se explicara´n ma´s adelante en este mismo
cap´ıtulo.
2.3.1 Metaheur´ısticas multiobjetivo
Las adaptaciones de las te´cnicas metaheur´ısticas para resolver los problemas
de optimizacio´n multiobjetivo ha crecido u´ltimamente de forma significativa [50].
Jones et al [29] (en el an˜o 2002) dice que el 70 % de los art´ıculos que emplean las
metaheur´ısticas en problemas de optimizacio´n multiobjetivo, utilizan los algoritmos
gene´ticos como metaheur´ıstica principal, el 24 % utilizan el recocido simulado y el
6 % la bu´squeda tabu´. A continuacio´n se describen los dos metaheur´ısticos utilizados
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en FTT:
Bu´squeda tabu´ multiobjetivo: MOTS
Es un algoritmo basado en una bu´squeda tabu´ multiobjetivo [26] que se utiliza
para resolver el problema abordado en este trabajo, las adaptaciones requeridas
para resolver FTT se mencionan en el Cap´ıtulo 4. El me´todo bu´squeda tabu´ para
optimizacio´n multiobjetivo (MOTS) es una adaptacio´n del bu´squeda tabu´. Trabaja
con un conjunto de soluciones que a trave´s de manipulacio´n de pesos son optimizados
hacia la frontera de los no dominados mientras que al mismo tiempo busca dispersarse
a lo largo de la frontera. Este metaheur´ıstico emplea el me´todo de la suma ponderada.
A continuacio´n, se muestra el pseudoco´digo de este me´todo.
1. Para cada solucio´n xi en X generar solucio´n factible xi y hacer TLi = { }
2. ND = φ , count = 1 y pik = 1
n
para todos los objetivos k
3. Repetir
4. Para cada solucio´n xi en X hacer
5. λ = 0
6. Para cada solucio´n j en X donde f(xj) es no dominada por f(xi) y f(xi) 6= f(xj)
hacer
7. w = g(d(f(xi), f(xj), φ))
8. Para todos los objetivos k donde fk(xi) > f
k(xj) hacer pi
k = λk + pi · w
9. Fin
10. Si λ = 0 entonces λ = vector aleatorio de Λ
11. Normalizar(λ)
12. Encontrar la solucio´n yi que maximiza λ · f(xi) donde yi ∈ N(xi) y A(xi,yi) /∈
TLi
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13. Si TLi esta´ a su ma´xima capacidad entonces se elimina el elemento ma´s viejo
de TLi
14. Agregar A(yi,xi) a TLi como el elemento ma´s reciente
15. xi = yi
16. Si f(yi) es no dominado por ningu´n punto en ND entonces implementar el punto
f(yi) a ND y actualizar pi
17. Si criterio de cambio entonces seleccionar solucio´n aleatoria de X igual a otra
solucio´n aleatoriamente seleccionada de X
18. Contador ++
19. Fin
20. Hasta criterio de parada.
En la l´ınea 1 se genera una solucio´n factible en el conjunto de soluciones (X ) y la
lista tabu´ (TL) se declara vac´ıa, en la l´ınea 2 el conjunto de puntos no dominados
(ND) se vac´ıa, un contador de iteraciones se restablece y el rango de equalizacio´n
(pi) se establece a un vector u´nico, entonces se inicia el ciclo que permite que cada
solucio´n haga un movimiento a una solucio´n vecina hasta un criterio de parada.
En las l´ıneas 5-11 el vector de pesos (λ) es determinado. La cercan´ıa es medida
por una funcio´n de distancia (d) basada en algunas me´tricas en el espacio de las
funciones objetivo y utlizando pesos en el rango de equalizacio´n.
En las l´ıneas 12-15 se reemplaza la solucio´n factible actual por la mejor solucio´n
vecina factible (N ). El mejor vecino es determinado por el producto escalar entre el
vector de pesos y el vector de funciones objetivo.
En la l´ınea 16 el nuevo punto es agregado al conjunto de los no dominados
(ND), el rango de equalizacio´n (pi) se actualiza. En la l´ınea 17 reemplazamos una
solucio´n seleccionada aleatoriamente por otra solucio´n seleccionada aleatoriamente
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si un cierto criterio es alcanzado. Finalmente en la l´ınea 18 el contador de iteraciones
es incrementado y continuamos con la siguiente iteracio´n.
SSPMO: Un procedimiento basado en bu´squeda tabu´ y bu´squeda
dispersa para la optimizacio´n multiobjetivo
Una bu´squeda dispersa consiste en la construccio´n y mantenimiento del con-
junto de referencia de soluciones mediante la aplicacio´n de cinco me´todos:
1. Generacio´n diversificada.
2. Generacio´n de subconjunto.
3. Combinacio´n.
4. Mejora.
5. Actualizacio´n del conjunto de referencia.
Este metaheur´ıstico consiste en una bu´squeda tabu´ y una bu´squeda dispersa
h´ıbrida que incluye dos fases:
Generacio´n de un conjunto de puntos eficientes mediante varias bu´squedas
tabu´.
Combinacio´n de soluciones y la actualizacio´n de la frontera eficiente mediante
una bu´squeda dispersa.
En lo que sigue se describe de forma general cada fase del me´todo SSPMO,
para mayor detalle en su descripcio´n o funcionamiento se recomienda revisar [39]:
Fase inicial
El procedimiento inicia ligando p+1 bu´squedas tabu´: La primera bu´squeda
tabu´ inicia desde un punto arbitrario e intenta encontrar la solucio´n o´ptima al pro-
blema con un solo objetivo f1(x). Supongamos, que x1 es el u´ltimo punto visitado
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en esta bu´squeda. Despue´s, una bu´squeda tabu´ se aplica nuevamente para encontrar
la mejor solucio´n con f2(x) usando x1 como el punto inicial. Este proceso se repite
hasta que el problema se ha resuelto para todos los p objetivos. Aqu´ı se resuelve
nuevamente el problema para la f1(x) iniciando de xp para terminar el ciclo alrede-
dor del conjunto eficiente. Posteriormente, se lanzan varias bu´squedas tabu´ usando
un me´todo de criterio global. En este paso se busca minimizar una funcio´n que mide
la distancia hacia el punto ideal fmax (aquel para el cual cada criterio alcanza su
ma´ximo valor). En general un punto que minimize la distancia a fmax es un punto
eficiente.
Segunda Fase: bu´squeda dispersa
El principal mecanismo de la segunda fase consiste en la combinacio´n de so-
luciones que son consideradas como eficientes y por lo tanto pertenecen al conjunto
eficiente. Las soluciones que son combinadas son seleccionadas del conjunto de refe-
rencia (Refset) el cual es un subconjunto del conjunto eficiente. El Refset consiste
en b soluciones (b > p) e inicialmente se construye de la siguiente manera:
1. Seleccionar la mejor solucio´n en el conjunto eficiente (E) para cada funcio´n
objetivo y se agregan al Refset.
2. Seleccionar b-p soluciones de E \Refset que maximice la distancia entre ellas
y aquellas soluciones ya existentes en Refset. Debido a que las soluciones son
seleccionadas aleatoriamente, la medida de la distancia es actualizada despue´s
de cada iteracio´n.
Se mantiene una lista de soluciones que han sido seleccionadas como puntos de
referencia para prevenir su seleccio´n en futuras iteraciones. As´ı cada solucio´n que es
agregada al Refset es tambie´n agregada al TabuRefset.
Un me´todo de combinacio´n lineal es usado para enlazar soluciones de referencia.
Todos los pares de soluciones en Refset son combinados y cada combinacio´n crea
cuatro nuevas soluciones. Cada una de estas soluciones es sometida a un me´todo
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de mejora, aqu´ı se utiliza un me´todo tabu´ para mejorar las soluciones, el mismo
tabu´ que se usa en la fase inicial. Las soluciones generadas en la fase de mejora son
revisadas para saber si es posible agregarlas al conjunto eficiente (E).
Una vez que todos los pares de soluciones en Refset son combinados y las nuevas
soluciones son mejoradas, el procedimiento actualiza el conjunto de referencia para
la siguiente iteracio´n de la bu´squeda de dispersa. El primer paso en el proceso de
actualizacio´n es elegir las mejores soluciones de acuerdo a cada funcio´n objetivo por
separado, no considera si esos puntos eficientes no pertenecen a TabuRefset. Las b-p
soluciones restantes se eligen as´ı:
Para cada solucio´n x ∈ E \ TabuRefset se calcula la distancia al punto ideal
(normalizada). Digamos que la mı´nima distancia es Lmin∞ (x). Esta distancia
mı´nima es usado como la probabilidad de que x sea declarada elegible como una
solucio´n de referencia. Esta es la probabilidad de que la solucio´n sea inclu´ıda
en la lista de soluciones elegibles LES.
De la lista LES, se escoge b-p soluciones con la ma´s mı´nima distancia a Tabu-
Refset. La distancia es medida en relacio´n al TabuRefset en lugar de Refset para
alejarse de a´reas que han sido exploradas. TabuRefset tambie´n es actualizado
para evitar seleccionar puntos que son muy cercanos entre s´ı.
2.4 Teor´ıa de la deciso´n multicriterio
De acuerdo a lo sen˜alado por Prado [14] el proceso de la toma de decisio´n
esta´ conformado por las siguientes etapas: inteligencia, disen˜o, seleccio´n o eleccio´n e
implementacio´n. En la Figura 2.1 se describen cada una de estas etapas.
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Figura 2.1: Proceso de toma de decisiones [33].
De acuerdo a Bohanec [4] la toma de decisio´n se clasifica en dos tipos: toma de
decisiones por dispositivo artificial y toma de decisiones por humanos. Ver Figura
2.2.
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Las ciencias de la decisio´n cubren tres posibles aspectos en comu´n de la toma
de decisio´n por humanos [4]:
Normativo: incluye aproximaciones teo´ricas tales como la teor´ıa de la decisio´n,
teor´ıa de la utilidad multiatributo, entre otras.
Descriptivo: Esta´ relacionada con la psicolog´ıa cognitiva, ciencias sociales y
conductuales.
Apoyo a la decisio´n: Conjunto de disciplinas relacionadas para ayudar a las
personas a tomar decisiones.
Figura 2.2: El rol del apoyo a la decisio´n en la toma de decisiones [4].
La mayor´ıa de los problemas de la vida diaria tienen naturaleza multicrite-
rio. Por tal motivo, los problemas multicriterio son extremadamente importantes
y requieren un tratamiento especial. La solucio´n a este tipo de problemas no solo
depende de los datos involucrados en la evaluacio´n sino tambie´n de la subjetividad
del tomador de decisiones, misma que refleja sus preferencias que en definitiva son
las que se incorporan a los modelos [6].
Los problemas de decisio´n se clasifican [34]:
Segu´n la naturaleza de las consecuencias asociadas a las alternativas.
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• Decisio´n bajo certeza.
• Decisio´n bajo incertidumbre.
• Decisio´n bajo estricta incertidumbre.
Segu´n la cardinalidad del conjunto de alternativas.
• Finito, nu´mero pequen˜o.
• Infinito, nu´mero muy grande o infinito contable o infinito incontable.
Segu´n las operaciones que se realizan sobre el conjunto de alternativas.
• Jerarquizacio´n.
• Seleccio´n.
• Clasificacio´n.
Si el tomador de decisiones es una persona o un grupo de personas.
En los problemas de decisio´n bajo certeza se utiliza frecuentemente una re-
lacio´n denominada sobreclasificacio´n para representar las preferencias del tomador
de decisiones. Esta relacio´n puede interpretarse de la siguiente manera: sean a y b
dos alternativas del problema de decisio´n en cuestio´n, si a sobreclasifica a b (aSb)
puede interpretarse como que existen argumentos claros o razones suficientes para
considerar que a es al menos tan buena como b.
Tipicamente las preferencias del tomador de decisiones se describen por un
sistema de relaciones compuesto por las relaciones P, Q, I y R donde [45]:
P denota preferencia estricta entre dos alternativas (el tomador de decisiones
elige sin dudar una de las dos alternativas que le son presentadas).
Q representa la preferencia de´bil (el tomador de decisiones elige una de las dos
alternativas pero tiene algunas dudas sobre la preferencia).
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I denota una relacio´n de indiferencia (el tomador de decisiones elegir´ıa ambas
alternativas sin mostrar preferencia a favor de una o de la otra).
R representa la incomparabilidad (el tomador de decisiones rehu´sa elegir cual-
quiera de las dos alternativas considerando que no puede emitir preferencia
entre ellas).
El problema FTT se clasifica como un problema de decisio´n bajo certeza. Pro-
methee es una familia de me´todos disen˜ados para resolver esta clase de problemas
que es un me´todo popular y efectivo por su simplicidad y su flexibilidad. En la si-
guiente subseccio´n se explica este me´todo que es le que se eligio´ para incorporarlo a
nuestra metodolog´ıa de apoyo a la decisio´n.
2.4.1 Promethee
Uno de los me´todos que existen para lograr el ordenamiento de un conjunto de
alternativas de acuerdo a las preferencias del tomador de decisiones es Promethee.
El cual requiere informacio´n adicional como, el peso para cada uno de los criterios, el
peso ma´s alto refleja el criterio ma´s importante. La suma de todos los pesos debe ser
igual a uno. Tambie´n requiere valores que representen la preferencia e indiferencia
del tomador de decisiones [6].
La estructura de preferencia de Promethee esta´ basada en comparaciones de
alternativas. Una desviacio´n pequen˜a entre dos alternativas en un criterio particu-
lar indica poca preferencia y mientras mayor sea la desviacio´n mayor preferencia.
Esto significa que para cada criterio el tomador de decisiones tiene en mente una
funcio´n. A fin de facilitar la identificacio´n 6 tipos de funciones de preferencia han
sido propuestos [6]. Aqu´ı solo se menciona en la Figura 2.3 las dos funciones que son
utilizadas en FTT.
La primera de ellas se llama criterio-V, en esta funcio´n mientras la diferencia
aumenta, aumenta la preferencia del tomador de decisiones. Cuando sobrepasa el
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umbral de preferencia (p) existe preferencia estricta. Es el menor valor de la diferencia
(d) sobre el cual el tomador de decisiones considera que existe preferencia estricta
de una de las correspondientes acciones.
La segunda funcio´n se llama criterio gaussiano, la funcio´n de preferencia se
mantiene creciente para todas las desviaciones y no tiene discontinuidades, ni en su
forma, ni en sus derivados. Requiere el para´metro s, determinada de acuerdo a la
experiencia obtenida con la distribucio´n normal. Define un punto de inflexio´n, se
recomienda fijar p y q para luego fijar s entre estos umbrales. Si esta´ cerca de las
preferencias se vera´ reforzada por pequen˜as desviaciones. Esta funcio´n es continua
importante para garantizar estabilidad de los resultados.
Figura 2.3: Funciones de agregacio´n [6].
En las funciones de preferencia mostradas en la Figura 2.3 la informacio´n adi-
cional requerida es la siguiente:
q representa la indiferencia.
p indica preferencia estricta.
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s valor intermedio entre q y p.
Promethee esta´ basado en comparaciones de alternativas por pares. Primero se cal-
cula un ı´ndice de preferencia agregada y los flujos de ordenamiento. Digamos que
a,b ∈ A (conjunto de alternativas) y :

pi(a, b) =
k∑
j=1
Pj(a, b)wj,
pi(b, a) =
k∑
j=1
Pj(b, a)wj,
(2.1)
En la Ecuacio´n 2.1, pi(a, b) expresa el grado en que a es preferida sobre b y
pi(b, a) b es preferida sobre a. El flujo positivo (2.2) de ordenamiento expresa como
una alternativa a esta´ superando a todas las otras. A mayor flujo positivo mejor
alternativa [6].
θ+(a) =
1
n− 1
∑
x∈A
pi(a, x) (2.2)
El flujo negativo (2.3) de ordenamiento expresa como una alternativa a es
superada todas las otras. A menor flujo negativo mejor alternativa.
θ−(a) =
1
n− 1
∑
x∈A
pi(x, a) (2.3)
Frecuentemente el tomador de decisiones solicita un ordenamiento completo,
mismo que se puede obtener con el flujo neto, que se calcula de la siguiente manera:
θ(a) = θ+(a)− θ−(a) (2.4)
El flujo neto (2.4) es el balance entre el flujo positivo y negativo. A mayor flujo
neto, mejor posicio´n en el ordenamiento de las alternativas [6].
Algoritmo
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1. Para cada criterio j definir funcio´n de preferencia, peso (wj), preferencia(p) e
indiferencia(q).
2. Amplitud de diferencia entre evaluaciones de alternativas dj(a, b) = gj(a) −
gj(b).
3. Para cada criterio y cada alternativa aplicar funcio´n de preferencia (Pj(a, b)).
4. Para cada alternativa determinar el ı´ndice de preferencia agregado 2.1.
5. Para cada alternativa calcular el flujo positivo 2.2 y flujo negativo 2.3.
6. Para cada alternativa obtener el flujo neto 2.4.
Promethee permite identificar soluciones satisfactorias para el tomador de de-
cisiones que no puede ser identificadas empleando me´todos de la investigacio´n de
operaciones cla´sica.
2.5 Teor´ıa del transporte urbano
El objetivo principal de la planeacio´n del transporte pu´blico es ofrecer a la po-
blacio´n un servicio de calidad que permita a los pasajeros viajar fa´cil y ra´pidamente
a una baja tarifa. Adema´s, las agencias de transporte pu´blico tienen una misio´n
social, reducir la contaminacio´n y el tra´fico [16]. El objetivo de abordar la teor´ıa
del transporte urbano, es para que el lector tenga una idea general del problema
presentado en esta tesis, las etapas que conforman el proceso del transporte urbano,
as´ı como los objetivos de cada una de ellas.
El proceso de planeacio´n se divide en subproblemas que generalmente se resuel-
ven secuencialmente: estrate´gico, ta´ctico y operacional. Los problemas de planeacio´n
estrate´gica se relacionan con decisiones a largo plazo como el disen˜o de las rutas y
la red. La mayor´ıa de estos problemas caen dentro de la categor´ıa del disen˜o de la
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red y resuelven problemas de asignacio´n como subproblemas. El objetivo de los pro-
blemas estrate´gicos consiste en maximizar la calidad del servicio bajo restricciones
de cartera [16].
El disen˜o de la red es un problema estrate´gico que consiste en determinar
que´ arcos incluir en la red, el disen˜o de la red de transporte incluye ensamblar estos
arcos en rutas fijas y determinar la frecuencia de servicio en cada ruta. El resultado
del disen˜o de la red es un conjunto de rutas y sus frecuencias. El objetivo del disen˜o de
la red puede ser minimizar el tiempo total de viaje. Se desea asegurar una cobertura
adecuada de la red para brindar acceso a nodos espec´ıficos.
Los problemas de planeacio´n ta´ctica conciernen a decisiones relacionadas al
servicio ofrecido al pu´blico, como las frecuencias de las rutas y la tablas de tiempos.
Estos problemas tambie´n se enfocan en la calidad del servicio.
El establecimiento de frecuencias es un problema que forma parte de la pla-
neacio´n ta´ctica; su meta es seleccionar las frecuencias que maximicen la calidad del
servicio. La tarea ma´s comu´n es disen˜ar la frecuencias sin exceder la capacidad de los
autobuses. Estas frecuencias son especificadas por hora del d´ıa y d´ıa de la semana.
La tabla de tiempos es otra de las actividades que se encuentran dentro de la
planeacio´n ta´ctica y consiste en convertir las frecuencias de servicio en una progra-
macio´n fija. Sus entradas son la estructura de la red, frecuencia de servicio y los
tiempos de cabecera. El resultado es un conjunto de viajes y los tiempos progra-
mados en las terminales. Es en base con la tabla de tiempos que la asignacio´n de
veh´ıculos y asignacio´n de operadores (actividades de la planeacio´n operacional) son
constru´ıdas [16].
Los problemas operacionales esta´n relacionados a como la operacio´n debe ser
conducida para ofrecer el servicio propuesto al menor costo. El objetivo de los pro-
blemas operacionales es claramente minimizar el costo total.
La asignacio´n de veh´ıculos es la primera actividad de la planeacio´n operacional,
juega un rol importante en la administracio´n de las agencias de transporte pu´blico
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ya que es la primera actividad que se enfoca en minimizar los costos. La asignacio´n
de veh´ıculos es la programacio´n de los mismos para satisfacer los viajes fijados al
menor costo [16].
La siguiente actividad es la asignacio´n de operadores, al igual que la asignacio´n
de veh´ıculos esta actividad es importante para la agencia de transporte pu´blico, desde
el punto de vista econo´mico, ya que determina el total a pagar a los operadores,
consiste en determinar los d´ıas de trabajo para los operadores a fin de cubrir los
veh´ıculos.
La Figura 2.4 muestra las etapas del proceso de transporte urbano, los datos
que se requieren como entrada y lo que cada etapa produce [10].
Figura 2.4: Proceso de planeacio´n del transporte urbano [10].
A continuacio´n, se presentan algunos conceptos ba´sicos del transporte [18]:
Ruta: Una ruta contiene secuencias ordenadas de paradas de autobu´s, con un
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origen y destino.
Nodo: Es un lugar o tramo donde los autobuses se detienen para carga y
descarga de pasajeros.
Tiempo de cabecera: Es un tiempo definido entre dos salidas sucesivas de cada
ruta.
Frecuencia: Nu´mero posible de salidas en cada ruta dentro de un intervalo de
tiempo.
Periodo pico: Son las horas en las que existe mayor cantidad de pasajeros.
Periodo valle: Son las horas en las que existe menor cantidad de pasajeros.
Transicio´n entre periodos: Es cuando la programacio´n de los autobuses pasa
de un periodo pico a un periodo valle o viceversa con la cantidad justa de viajes
a fin de satisfacer la demanda. Por lo tanto, en la transicio´n de un periodo pico
a uno valle ira´ disminuyendo gradualmente la cantidad de viajes y en el caso
contrario (de periodo valle a periodo pico) ira´ incrementando la cantidad de
viajes, en ambos casos satisfaciendo la demanda.
Sincronizacio´n: Es la llegada de dos autobuses de dos rutas diferentes a un
mismo nodo dentro de una ventana de tiempo.
2.6 Estado del arte
Metodolog´ıa desarrollada para llevar a cabo el ana´lisis bibliogra´fico
A continuacio´n, se describen de forma general, los pasos de la metodolog´ıa que
se emplea para llevar a cabo el ana´lisis bibliogra´fico:
1. Primeramente se definen los temas y subtemas relacionados al trabajo de in-
vestigacio´n.
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2. Buscar 50 y 60 art´ıculos ma´s citados relacionados con el tema y segu´n un
conjunto de palabras clave. Ordenar en forma descendente segu´n nu´mero de
citas. Seleccionar los 20 ma´s citados o los que tengan 50 citas o ma´s.
3. En el total de art´ıculos identificar los 20 autores ma´s citados (aplicar un pro-
cedimiento similar al anterior para seleccionarlos) de los 50 o 60 art´ıculos se-
leccionados anotar los autores y coautores y sumar las citas de los art´ıculos en
los que aparezcan. Ordenar por nu´mero de citas descendendentes y seleccionar
los 20 primeros.
4. Clasificar art´ıculos y autores segu´n: subtemas, fecha de publicacio´n consi-
dera´ndolos de la siguiente manera:
cla´sico: antes del 2000,
contempora´neo: del 2000 al 2008 y
recientes: del 2008 a fecha actual.
5. Posteriormente se crea un libro de MS Excel, que contenga dos tablas en hojas
separadas, una para los 20 art´ıculos ma´s citados y otra para los 20 autores ma´s
citados. La tabla de art´ıculos contiene las columnas siguientes: an˜o, autores,
t´ıtulo, revista (o editorial en caso de libro, o institucio´n en caso de tesis), pala-
bras clave del art´ıculo, subtema, nu´mero de citas. La tabla de autores contiene
las columnas siguientes: nombre completo, nu´mero de citas de art´ıculos cla´si-
cos, nu´mero de citas de art´ıculos contempora´neos y nu´mero de citas de art´ıculos
recientes, nu´mero de art´ıculos cla´sicos, nu´mero de art´ıculos contempora´neos y
nu´mero de art´ıculos recientes, nu´mero de subtemas.
6. Repetir los pasos 2-4 restringiendo ahora el dominio a las listas de bibliograf´ıas
que aparecen en los 20 art´ıculos. Actualizar en consecuencia las tablas de excel
creadas en el paso 5. Como resultado se seleccionan los 20 art´ıculos ma´s citados
y los 20 autores ma´s citados.
7. Para cada uno de los art´ıculos crear ficha bibliogra´fica que contenga:
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T´ıtulo.
Autores.
Revista/editorial, an˜o de publicacio´n.
Subtema.
Resumen.
Conclusiones.
Novedad cient´ıfica.
Cr´ıtica personal resaltando con relacio´n al tema o subtema que falta por
tratar, o se trata de forma insuficiente o poco rigurosa, o el alcance es
limitado, etc...
Estos art´ıculos constituyen un nu´cleo ba´sico para continuar profundizando en
la bibliograf´ıa relacionada con el tema sujeto a investigacio´n.
En la Tabla 2.1 se muestra la cantidad de art´ıculos ma´s citados de acuerdo a
la clasificacio´n presentada anteriormente.
Cla´sicos Contempora´neos Recientes
9 17 6
Tabla 2.1: Art´ıculos ma´s citados.
En la Tabla 2.6 se presenta la cantidad de autores ma´s citados de acuerdo a la
clasificacio´n presentada antes.
Cla´sicos Contempora´neos Recientes
8 18 4
Tabla 2.2: Autores ma´s citados.
Los art´ıculos ma´s citados se dividen por subtemas, la Tabla 2.3 muestra los
resultados.
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Subtema No. de art´ıculos
Tablas de tiempo 13
Disen˜o de la red 18
Asignacio´n de personal 1
Tabla 2.3: Clasificacio´n de art´ıculos por subtema.
En la Tabla 2.4 se presentan el t´ıtulo, an˜o de publicacio´n, autor y el nu´mero
de citas de los cinco art´ıculos ma´s citados.
Art´ıculo An˜o Autor No. de
citas
Urban transit opera-
tions, planning, econo-
mics
2005 Vuchik Vukan R 104
Creating bus time-
tables with maximal
synchronization
2001 Ceder, Golany,Tal 53
Methods for creating
bus timetables
1987 Avishal Ceder 51
Setting frequencies on
bus routes theory and
practice
1981 Furth PG and Wilson
NHM
46
Periodic timetable op-
timization in public
transport
2007 Christian Liebchen 43
Tabla 2.4: Los cinco art´ıculos ma´s citados.
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2.6.1 Ana´lisis cr´ıtico.
Entre los art´ıculos ma´s citados podemos encontrar el propuesto por Wilson &
Furth [23], quienes indican que una de las principales decisiones que toma el plani-
ficador es la frecuencia de cada ruta. El modelo que presentan asigna los autobuses
disponibles en el horizonte de planeacio´n a las rutas, al mismo tiempo que maximiza
el beneficio neto social, ahorrando tiempos de espera y de una manera colineal a
los viajes se puede hablar de reduccio´n del congestionamiento vial, contaminacio´n y
ahorro de energ´ıa. Este problema esta´ sujeto a restricciones de subsidio, taman˜o de
la flota vehicular, y pol´ıticas de tiempo de cabecera. El modelo propuesto maneja un
solo objetivo y u´nicamente trata el problema de frecuencia de paso. En FTT no solo
se considera la frecuencia de paso, sino que tambie´n se genera una tabla de tiempos
que considera costos, tiempos de transbordo, transferencia entre periodos y sincro-
nizaciones. Una de las principales limitaciones del modelo propuesto por Wilson &
Furth [23] es el supuesto de la independencia de todas las rutas en el sistema.
En el trabajo propuesto por Wilson & Furth [23] se utiliza una instancia de 15
rutas. Los datos y supuestos ma´s importantes son los siguientes:
1. Se examina un periodo pico y un periodo valle. Los tiempos de cabecera durante
estos periodos son constantes.
2. Los tiempos de viaje redondo (round-trip) son usados con un tiempo escala
del 25 % del tiempo de ejecucio´n (run time).
3. Los costos por corrida se basan en la Autoridad de Transporte de la Bah´ıa de
Massachusetts (MBTA por sus siglas en ingle´s), los costos por milla-veh´ıculo
y por hora-conductor.
4. Se usa el beneficio promedio por corrida de 18 centavos.
5. El de´ficit del sistema es usado como el subsidio disponible y el nu´mero de
veh´ıculos usados en el periodo pico de la man˜ana es usado como la restriccio´n
del taman˜o de flota en cada periodo.
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6. La pol´ıtica de tiempo de cabecera de 30 minutos en periodos pico y de 60
minutos en periodos valle son basados en MBTA.
7. MBTA usa dos esta´ndares de factor de carga para periodos pico. Para periodos
picos de 2 horas el factor de carga no debe ser mayor a 1.2, para periodo pico
de media hora no debe ser mayor que 1.4. La pol´ıtica de factor de carga para
periodos valle es de 1.0 segu´n la MBTA.
8. Se usa una capacidad del autobu´s de 45 asientos para las restricciones del
factor de carga.
9. Los pasajeros por rutas son tomados de una encuesta de 1978 [23].
Tambie´n, se incluye en el trabajo de Wilson & Furth [23] un caso de estudio, en
el que el ana´lisis de sensibilidad demuestra que los resultados son muy robustos
con respecto a los para´metros utilizados. El modelo tambie´n incorpora una funcio´n
objetivo que consiste en una suma ponderada de pesos del total de pasajeros y el
total de ahorros de tiempos de espera de los pasajeros.
Entre los resultados de [23] se tienen que 59 de los 70 autobuses disponibles son
usados en el periodo pico. Solo un 44 % del total de subsidio es asignado al periodo
pico comparado con el 58 % del sistema actual. Los periodos picos son fuertemente
restringidos por la capacidad. En general, las rutas ma´s cortas tienen las cargas mas
pequen˜as pero no necesariamente tienen el beneficio ma´s alto. Tal vez la debilidad
ma´s grande de este caso de estudio es la incertidumbre de la funcio´n de demanda.
Para probar la importancia de la incertidumbre [23] un conjunto de experimentos
son hechos para variar los para´metros de demanda y ver si la asignacio´n de recursos
cambia significativamente los resultados que se obtienen, cuando la demanda asume
ser inflexible difieren poco de aquellos donde la demanda es ma´s realista.
Otro de los trabajos ma´s citados es el presentado por Liebchen [31], quienes
modelan la optimizacio´n de la tabla de tiempos para la planificacio´n de las salidas de
trenes usando el problema de programacio´n de eventos perio´dicos (PESP). El autor
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propone un enfoque sistema´tico para seleccionar una buena formulacio´n basada en
la bu´squeda de una representacion gra´fica, a trave´s de ciclos cortos y agregando
desigualdades va´lidas. Posteriormente, realiza un ana´lisis para demostrar el beneficio
de estas estrategias. Los arcos del grafo representan un evento (salida o llegada a
una estacio´n), una tabla de tiempos asigna a cada ve´rtice un punto en el tiempo
entre 0 y el horizonte de planeacio´n.
En el art´ıculo de Liebchen [31] propone encontrar una tabla de tiempos que
satisfaga el ma´ximo nu´mero de restricciones. Para ello, el autor realiza un estudio
computacional unificado que incluye cut & branch (algoritmo de programacio´n en-
tera), cumplimiento de restricciones y algoritmos gene´ticos. El caso de estudio se
realiza en el sistema de trenes de la ciudad de Berl´ın, y la cantidad de l´ıneas uti-
lizadas son de 10 a 40. Los resultados obtenidos con algoritmos gene´ticos y cut &
branch se pueden considerar como buenos. Las te´cnicas de programacio´n entera son
extremadamente sensibles con respecto a la eleccio´n de ciertos para´metros importan-
tes; para las instancias de taman˜o medio donde las te´cnicas de programacio´n entera
au´n alcanzan una solucio´n o´ptima, la calidad alcanzada con algoritmos gene´ticos no
es muy buena. Comparados con la tabla de tiempos con la que el sistema de trenes
contaba, la tabla de tiempos obtenida a trave´s de este estudio [31] ofrece mejoras
simulta´neas en dos criterios clave que t´ıpicamente esta´n en conflicto: tiempo de tran-
ferencia (aumento´ en un 8 %) y el tiempo de permanencia (se redujo en un 30 %), y
se concluye que la tabla de tiempos podr´ıa ser operada con un tren menos.
En el trabajo de Liebchen una tabla de tiempos perio´dica es una tabla de tiem-
pos sime´trica, es decir que los tiempos son ide´nticos en cada viaje. En FTT todos
los viajes de una ruta requieren igual tiempo para completarse en un mismo perio-
do.Se tiene una cantidad mayor de funciones objetivo y se incluye la caracter´ıstica
de multiperiodo.
Otro art´ıculo relevante en el tema de investigacio´n es el de Anitha Eranki
[18], en el que se propone un modelo entero mixto cuyo objetivo es maximizar el
nu´mero de sincronizaciones sujeto a: la primera salida es antes del tiempo ma´ximo
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de cabecera y la u´ltima salida es antes del fin del periodo de planeacio´n, la diferencia
entre dos salidas consecutivas esta´ dentro de los tiempos de cabecera. Eranki en su
trabajo agrega una caracter´ıstica especial permitiendo que las sincronizaciones se
den dentro de una ventana de tiempo. Sin embargo, al agregar estos tiempos de
espera el problema se vuelve ma´s complejo, haciendo que el problema sea dif´ıcil
de resolver en un instancia real. Debido a su alta complejidad Eranki propone una
heur´ıstica para resolver el problema.
Una instancia con la que se probo´ el funcionamiento de la heur´ıstica propuesta
por Eranki, consta de 3 nodos y 6 rutas, los tiempos mı´nimos y ma´ximos de cabecera
son 14 y 20 minutos para cada ruta, el periodo de planeacio´n esta´ dentro del intervalo
[0,240] minutos, cada ruta tiene una frecuencia de 12, los tiempos mı´nimos y ma´ximos
de espera son de 5 y 10 minutos en cada nodo respectivamente; de esta forma se
obtuvieron 58 sincronizaciones en el nodo 2 y 187 en el nodo 3, dando un total de
245 sincronizaciones. Ahora bien, si se considera el supuesto de que un autobu´s de
cualquier ruta dada puede encontrar con al menos dos autobuses de otra ruta, se
tiene que el nu´mero ma´ximo de sincronizaciones al nodo 2 es de 72 y en el nodo 3
de 360 sincronizaciones.
En este trabajo Eranki hace mejoras al modelo propuesto por Ceder et al. [12],
dando una mayor flexibilidad para lograr una sincronizacio´n al agregar ventanas de
tiempo. Considera la frecuencia como un para´metro a su problema, en su propuesta
solo cuenta con un solo objetivo, maximizar el nu´mero de sincronizaciones; objetivo
que beneficia u´nicamente a un actor social, su modelo solo utiliza un solo periodo.
Adema´s, no relaciona su problema con alguna otra etapa del proceso de planeacio´n
del transporte urbano. En cambio, en FTT se integran el ca´lculo de frecuencia de
paso y las tablas de tiempo, considera objetivos que benefician a todos los actores
sociales involucrados en el problema de planeacio´n del transporte urbano.
El trabajo propuesto por Ceder et al. [12] presenta un modelo diferente que
permite a los planeadores establecer restricciones de tiempos de cabecera para cada
ruta, introducir diferentes frecuencias a cada ruta, adema´s de aplicar otras restric-
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ciones. La funcio´n objetivo consiste en maximizar el nu´mero de llegadas simulta´neas
en el sistema sujeto a que, el primer viaje sale antes del tiempo ma´ximo de cabecera,
el u´ltimo viaje sale antes del fin del horizonte de planeacio´n, la diferencia entre dos
salidas consecutivas debe estar dentro de los tiempos de cabecera y la sincronizacio´n
existe si la llegada de las dos rutas a un nodo ocurre en el mismo tiempo.
En este mismo trabajo, Ceder et al. proponen una heur´ıstica para la resolucio´n
de este problema, ya que resolverlo de manera exacta puede llevar horas incluso
d´ıas. Al utilizar un algoritmo heur´ıstico desarrollado por los autores, se hace posible
obtener una solucio´n en un tiempo razonable. El heur´ıstico es probado con un ejemplo
de 2 rutas y 2 nodos, la ruta 1 tiene una frecuencia de 4, los tiempos de cabecera
mı´nimo y ma´ximo de 5 y 15 minutos, la ruta 2 tiene una frecuencia de 3 y los
tiempos de cabecera mı´nimo y ma´ximo de 8 y 20 minutos. El nu´mero ma´ximo de
sincronizaciones para esta instancia es de 4.
En este trabajo Ceder et al. consideran la sincronizacio´n como la llegada de
dos rutas a un nodo en un mismo tiempo. Con esto no se le proporciona a los usua-
rios flexibilidad para cambiar de una ruta a otra en caso de ser necesario. Tambie´n
toma la frecuencia como un para´metro para su problema y tiene un solo objetivo
que es maximizar el nu´mero de llegadas simulta´neas, el cual beneficia a un solo actor
social del proceso de transporte, adema´s en este trabajo no considera el multiperio-
do y los problemas asociados a esto. En FTT adema´s de maximizar el nu´mero de
sincronizaciones, tambie´n se consideran otros objetivos y es multiperiodo.
En otros trabajos, Ceder [9, 11] propone cuatro me´todos para determinar la
frecuencia de paso agrupados en me´todos de ma´xima carga (point check) y me´todos
de perfil de carga.
Es comu´n, que los datos de perfil de carga se recopilen de forma manual, cada
cierta cantidad de an˜os se actualizan, a lo largo de toda la longitud de la ruta (ride
check). Por lo general, la informacio´n ma´s reciente de carga de pasajeros vendra´ de
una o ma´s paradas seleccionadas a lo largo del tramo de la ruta donde el autobu´s
Cap´ıtulo 2. Marco teo´rico 41
lleva la ma´xima carga. La informacio´n de los me´todos de ma´xima carga es estudiada
varias veces al an˜o con el propo´sito de una posible revisio´n a los horarios que pueden
ser tablas de tiempos nuevas o ajustes a las tablas de tiempo ya existentes.
Los me´todos basados en perfil de carga brindan informacio´n ma´s completa que
los basados en la ma´xima carga, pero a un costo mas alto debido a la necesidad,
ya sea de revisores de datos (data checkers) adicionales para proporcionar los datos
requeridos o un sistema de vigilancia automatizado (por ejemplo, de APC, LAV,
etc...).
Los cuatro me´todos para determinar la frecuencia de paso que a continuacio´n se
presentan, se basan en los perfiles anteriormente presentados y dan la oportunidad
al tomador de decisiones de evaluar el nu´mero de corridas de veh´ıculos y evitar
la sobrecarga. Estos me´todos son importantes en FTT pues son empleados en la
metodolog´ıa de solucio´n como se puede ver en el modelo presentado en el Cap´ıtulo
3.
Me´todos de ma´xima carga
• Me´todo 1: Este me´todo se basa en la obtencio´n de datos en un punto
durante todo el d´ıa. Este punto representa el segmento de ma´xima carga
en el d´ıa a lo largo de toda la ruta. Al calcular la frecuencia con este
me´todo se garantiza que en el punto de ma´xima carga de todo el d´ıa para
una determinada ruta no presentara´ sobrecarga. La frecuencia se calcula:
F1j = ma´x(
Pmdj
doj
, Fmj),
Pmd = ma´x
i∈S
q∑
j=1
Pij =
q∑
j=1
Pi∗j
,
Pmdj = Pi∗j,
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donde Fmj es la frecuencia mı´nima requerida para el periodo j, S repre-
senta todas las paradas i, excluyendo la u´ltima parada, i∗ es el punto de
ma´xima carga en el d´ıa, Pij representa el promedio del total de pasajeros
a bordo, Pmd carga ma´xima observada en ese punto, doj es la ocupacio´n
deseada.
• Me´todo 2: Garantiza que el punto de ma´xima en un determinado periodo
no excedera´ la carga deseada:
F2j = ma´x(
Pmj
doj
, Fmj),
donde Pmj = ma´xi∈S Pij.
El objetivo de estos me´todos es garantizar el espacio adecuado para acomodar
al ma´ximo nu´mero de pasajeros a bordo a lo largo de la ruta en un periodo de
tiempo dado [11].
Me´todos de perfil de carga
• Me´todo 3: Garantiza que los pasajeros en el tramo de ma´xima carga no
experimentan sobrecarga. Este me´todo es apropiado cuando el planifica-
dor quiere conocer la cantidad de salidas que pueden esperarse teniendo el
autobu´s al nivel ma´ximo de la ocupacio´n deseada sin llegar a la sobrecar-
ga. Sin embargo, puede resultar en un viaje inco´modo para los pasajeros si
la carga promedio esta´ por encima de la ocupacio´n deseada. La frecuencia
a trave´s de este me´todo se calcula segu´n:
F3j = ma´x(
Aj
doj · L,
Pmj
c
, Fmj),
Aj =
∑
i∈S
Pij · li,
L =
∑
i∈S
li,
donde,
li : Distancia entre el nodo i y el siguiente nodo (distancia entre nodos).
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Aj : A´rea de pasajeros bajo perfil de carga en periodo j.
L : Longitud de la ruta.
doj : Ocupacio´n deseada.
Fmj : Frecuencia mı´nima requerida.
Pmj : Es la ma´xima carga observada (a trave´s de todas las paradas) en
cada periodo j.
c : Capacidad del veh´ıculo.
• Me´todo 4: Para controlar la situacio´n que se puede presentar con el me´to-
do 3, es posible establecer un criterio de nivel de servicio considerando la
porcio´n total de la ruta teniendo cargas mayores que la ocupacio´n desea-
da. Elimina o controla la posibilidad de un viaje no placentero.
F4j = ma´x(
Aj
doj · L,
Pmj
c
, Fmj)
s.a. ∑
i∈Ij
li ≤ βj · L,
donde matema´ticamente Ij = {i : PijFj > doj}
Los datos requeridos para la obtencio´n de la frecuencia son: distancia entre nodos
(en kilo´metros), ocupacio´n deseada (por autobu´s), pol´ıticas de tiempos de cabecera
para cada intervalo de tiempo, el nu´mero de autobuses en cada intervalo, la carga
observada (promedio) entre dos paradas adyacentes y para cada intervalo de tiempo,
adema´s de la capacidad del autobu´s.
Estos cuatro me´todos cumplen con dos objetivos principales:
1. Establecer las frecuencias para mantener una calidad de servicio adecuado y
minimizar el nu´mero de autobuses y
2. Ubicar de manera eficiente los puntos de carga de pasajeros.
Con estos me´todos se puede obtener la frecuencia para una ruta, de hecho Ceder
[11] menciona que se puede hacer una combinacio´n de me´todos e indica el proceso
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para seleccionar el me´todo ma´s apropiado. En el diagrama de flujo de la Figura 2.5
se presenta este proceso. Primeramente, se requiere tener un registro de cantidad
de pasajeros, posteriormente se construye el perfil de carga por periodo, despue´s
se calcula la densidad del perifil de carga ρ, que es el total de pasajeros/kilo´metro
dividido por el producto de la longitud de la ruta y la ma´xima carga. Si la densidad
es menor o igual a 0.5, entonces se calcula la frecuencia con el me´todo 3 y me´todo
4 (con diferentes porcentajes), se mantiene los resultados del me´todo 3 como una
cota inferior, se selecciona un porcentaje adecuado, se utiliza el me´todo 4 con el
porcentaje seleccionado. Si la densidad es mayor que 0.5, entonces, se compara el
me´todo 1 y me´todo 2 con una prueba estad´ıstica χ2. Si el valor obtenido para el
me´todo 1 es igual al me´todo 2 entonces se utiliza el me´todo 1, en caso contrario se
utiliza el me´todo 2.
Registro de 
pasajeros
Construcción de 
perfiles de carga
(por hora)
Calcular la densidad 
del perfil de cargaρ
ρ≤0.5?
Calcular 
frecuencia con 
Método 3 y 
Método 4 
(diferentes %)
Resultados Método 
3 (cota inferior) y 
seleccionar un % 
adecuado
Usar Método 4 con % 
seleccionado
SI Comparar 
método 1 y 
método 2 con 
 
χ2
Método 
1 =
Método 
2?
Usar
Método 1
Usar
Método 2
SI
NO
NO
Figura 2.5: Diagrama de bloque para determinar la frecuencia de paso [11].
Cap´ıtulo 2. Marco teo´rico 45
Tambie´n [9, 11], proponen dos te´cnicas para la creacio´n de tablas de tiempo con
transiciones entre periodos con demandas diferentes. Al aplicar estas te´cnicas se logra
controlar el nivel de servicio a lo largo de periodos contiguos que tengan demandas
dispares, disminuyendo as´ı el costo de operacio´n. En FTT se emplea tiempos de
cabecera variables con cargas promedio iguales, me´todo que se explica ma´s adelante.
En comparacio´n con el trabajo presentado por [11] la autora de FTT considera otros
criterios adema´s del costo, los cuales se ven en el Cap´ıtulo 3.
Tiempos de cabecera iguales: El objetivo es establecer en el tiempo de
transicio´n una ocupacio´n deseada promedio en lugar de un tiempo de cabecera pro-
medio. Para lograr lo anterior se utiliza el siguiente principio [9, 11].
Principio: Para cada periodo de tiempo se determina la frecuencia requerida.
En el tiempo de transicio´n entre dos periodos, se combinan las dos frecuencias, as´ı la
carga esperada es igual a la ocupacio´n deseada promedio. Esto permite ahorrar algu-
nos viajes innecesarios y tambie´n permite estabilizar el promedio de carga durante
el segmento de transicio´n entre periodos.
Ceder [11] obtiene la hora de salida mediante esta te´cnica utilizando la ecuacio´n
de la recta que pasa por dos puntos:
x− x1
x2 − x1 =
y − y1
y2 − y1 . (2.5)
Para ejemplificar, utilizamos los puntos que aparecen en la Figura 2.6 (6:00,1)
y (7:00,3.68). Primeramente, se convierte la hora en decimales as´ı las 6:00 y 7:00 son
equivalentes a 6 y 7 respectivamente, 1 es la primera salida predeterminada, 3.68 es la
frecuencia obtenida para el periodo de 6:00 a 7:00 ma´s la frecuencia predeterminada,y
es la frecuencia acumulativa. Ahora bien, aplicando la ecuacio´n 2.6.1 obtenemos la
hora de salida para y=2, x = 2−1
3.68−1 · (7− 6) + 6 = 6.37 que en hora-minutos indica
las 6:22. El procedimiento se repite para el resto de las frecuencias.
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Figura 2.6: Tabla de tiempos con cabecera iguales [11].
Tiempos de cabecera variables con cargas promedio iguales: El obje-
tivo de esta te´cnica es establecer la hora de salida para cada autobu´s en un periodo
de tiempo dado; as´ı la ma´xima carga se aproximara´ a la ocupacio´n deseada de ese
periodo. En otras palabras, el objetivo es desplazar los horarios de salida. As´ı, en
lugar de tener salidas separadas de manera uniforme, se tendra´n salidas no uniformes
para obtener cargas promedio iguales en el punto de ma´xima carga. Para lograr esto
se propone el siguiente principio.
Principio: Para cada salida de autobu´s observada se determina la llegada
uniforme de pasajeros al punto de ma´xima carga. Basado en este se dibuja una
curva acumulativa de la ma´xima carga observada en cada autobu´s con respecto a su
tiempo de salida. Se construyen los nuevos tiempos de salida en la curva acumulativa
mediante la coordinacio´n apropiada de la ocupacio´n deseada acumulada y el tiempo,
[9, 11].
Este principio satisface los siguientes supuestos: 1) la ma´xima carga consi-
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derada en cada autobu´s es un valor representativo de la ma´xima carga realmente
observada; 2) los pasajeros observados a bordo en el punto de ma´xima carga son
acumulados de manera uniforme.
Ceder [11] obtiene la hora de salida mediante esta te´cnica utilizando un pro-
cesamiento manual, debido a lo cual para poder implementarlo en FTT mediante
computadora fue necesario realizar un estudio de este me´todo. As´ı la autora con-
sigue saber que utilizando la ecuacio´n 2.6.1 se puede tener la hora de salida. Para
ilustrarlo utilizamos los siguientes puntos de la Figura 2.7 (6:15,35) y (6:50,100).
Primero, es necesario convertir las horas en decimales, asi 6:15 es equivalente a 6.25
y 6:50 es equivalente a 6.83, las cargas observadas acumuladas son representadas por
35 y 100 y y es la ocupacio´n deseada del periodo. Ahora x−6.25
6.83−6.25 =
50−35
100−35 , entonces
x = 50−35
100−35(6.83− 6.25) + 6.25. El valor de x=6.38 que convertido en horas es equi-
valente a 6:23.
Es importante hacer notar que en esta te´cnica la carga observada en el instante de
salida no debe exceder la ocupacio´n deseada del periodo.
Figura 2.7: Tabla de tiempos con cargas promedio [11].
Con estas te´cnicas se puede obtener la tabla de tiempos para una ruta en
un determinado periodo de planeacio´n y permite manejar la transicio´n suave entre
periodos con demandas dispares. Sin embargo, no considera diferentes criterios ni
relaciona su trabajo con otras etapas del proceso de planeacio´n del transporte, tal
como se hace en FTT, pues recordemos que se consideran diferentes criterios, adema´s
la etapa de frecuencia de paso y tabla de tiempos esta´n integradas.
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Chakroborty [13], propone un modelo do´nde maneja el disen˜o de la red y la
creacio´n de tablas de tiempo de manera secuencial. En su modelo, incluye restric-
ciones para el problema de tablas de tiempo relacionadas con el taman˜o de la flota
vehicular, capacidad del autobu´s, ventana de tiempos de espera, pol´ıticas de tiempos
de cabecera y tiempos de transferencia. Dos de sus restricciones garantizan que una
persona pueda transbordar al siguiente autobu´s disponible en el nodo de tranferen-
cia.
El objetivo del modelo es minimizar los tiempos de transferencia y de espe-
ra. En el modelo matema´tico propuesto se supone que la capacidad del autobu´s es
mayor que la demanda y que los tiempos de llegada de los autobuses son determi-
nistas cuando en realidad son estoca´sticos y resolver un problema de manera exacta
con estas caracter´ısticas es complicado. Sin embargo, al implementar el algoritmo
gene´tico considera los tiempos de llegada estoca´sticos y la capacidad del autobu´s
limitada. Utiliza algoritmos gene´ticos para resolver el problema y un mecanismo de
optimizacio´n evolutiva como herramienta para resolver el problema de disen˜o de red.
Los resultados de disen˜o de red son superiores (segu´n el autor) en todos los aspectos
(porcentaje de demanda satisfecha sin transferencia, porcentaje de demanda satisfe-
cha con una transferencia, porcentaje de demanda satisfecha con dos transferencias,
porcentaje de demanda insatisfecha, tiempo promedio de viaje, ahorro total de tiem-
po de viaje) y sus resultados remarcan que algoritmos gene´ticos es un metaheur´ıstico
apropiado para los problemas del disen˜o de red, mientras para los resultados de ta-
blas de tiempos se presentan 5 casos diferentes definidos por el nu´mero de nodos de
transferencias, tiempo de llegada determinista o estoca´stico, capacidad del autobu´s
y taman˜o de flota vehicular. Algunos de los resultados obtenidos son un balance de
sus caracter´ısticas, cambios marginales de un escenario a otro, el tiempo de espera
promedio se reduce conforme la capacidad del autobu´s aumenta, al comparar ho-
rarios con tiempo de espera estoca´stico y determinista, el tiempo obtenido por el
me´todo estoca´stico es menor que el determinista. La propuesta de [13] maneja dos
etapas del proceso de planeacio´n del transporte urbano de manera secuencial. Sin
embargo, en FTT las etapas que se consideran son de manera integrada, se consi-
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deran otros objetivos adema´s de los tiempos de transferencia, FTT es tambie´n un
problema multiperiodo caracter´ıstica que no es considerada por [13]. Salvo la consi-
deracio´n del tiempo estoca´tico, el modelo en FTT es ma´s completo que el propuesto
por Chakroborty.
Fang Zhao & Xiaogang Zeng [56], presentan un heur´ıstico que maneja los pro-
blemas de disen˜o de red, tiempos de cabecera y tablas de tiempo de manera inte-
grada. La meta es identificar una red que minimize el costo de los pasajeros. La
metodolog´ıa esta´ basada en un algoritmo de bu´squeda local iterativa combinada con
recocido simulado, bu´squeda tabu´ y greedy.
Los supuestos que se establecen en este trabajo son: los tiempos de cabecera y
tabla de tiempo para rutas individuales permanecen sin cambio en el periodo que se
esta´ analizando, la eleccio´n de ruta de los pasajeros esta´ hecha por el menor tiempo
de viaje, los autobuses tienen la misma capacidad y pueden ser asignados a cualquier
ruta, cualquier origen-destino que requiera ma´s de 2 transferencias se considera como
no servido por el sistema, los pasajeros llegan de manera aleatoria a la parada del
autobu´s para el abordaje inicial, entre otros.
Para probar la eficacia de su me´todo utilizan un problema de la literatura que
tiene 15 nodos, una demanda de 15,570 viajes diarios, la penalidad de transferencia
es de 5 minutos. De acuerdo a los autores los resultados que obtuvieron tienen
mejoras significativas sobre los trabajos existentes. Los viajes con cero transferencias
aumentaron de un 14.38 % a un 35.66 %, los viajes con una transferencia aumentaron
de un 55.17 % a un 92.33 %. Otra observacio´n que se puede hacer de los experimentos
hechos, es que el costo del pasajero es sensible al nu´mero de veh´ıculos, que refleja el
costo del operador. Dicho feno´meno necesita un mayor estudio pues tal implicacio´n
es innecesaria.
En FTT, no se genera el disen˜o de la red y los tiempos de cabecera son un
para´metro, a diferencia del trabajo propuesto por Fang Zhao & Xiaogang Zeng,
FTT considera otros objetivos adema´s del costo y se presenta el problema como
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multiperiodo. Es importante resaltar que en el trabajo de Fang Zhao & Xiaogang
Zeng ya se integran dos etapas del proceso de transporte urbano.
El trabajo de Chung Min Kwan & C.S. Chang [30] presenta una nueva medida
a la sincronizacio´n de tablas de tiempo, aplicado en trenes. El objetivo es minimizar
la insatisfaccio´n de los pasajeros y la desviacio´n total de la tabla de tiempos sincro-
nizada contra la tabla de tiempos original sin sincronizar asignando una penalidad
cuando ocurren desviaciones. Las restricciones que se incluyen en esta modelacio´n
son cotas en los tiempos de cabecera, en los tiempos que dura el tren en la estacio´n
y en los tiempos que les toma cambiar el tren de direccio´n, tambie´n se incluye la
capacidad del tren, nu´mero de trenes y conductores disponibles.
Hicieron algunos supuestos en relacio´n al flujo de pasajeros, como el tiem-
po de transferencia es constante y fijo, todos los pasajeros que realizan transbordo
prefieren tomar el siguiente tren inmediato. Utilizan NSGA2 para resolver el pro-
blema, pero le hacen tres modificaciones. La primera reemplazan los operadores de
mutacio´n y crossover normales con los operadores de evolucio´n diferencial. La se-
gunda mejora es que incorporan un dominio conocido en la forma de solucio´n sin
sincronizar en la poblacio´n inicial de NSGA2 para mejorar el conjunto de solucio-
nes generadas, a este proceso se le llama semillado y la u´ltima mejora es combinar
NSGA2 y evolucio´n diferencial con te´cnicas de bu´squeda local como hill climbing,
recocido simulado y bu´squeda tabu´. Se realizaron pruebas en un sistema de trenes
con lineas bidireccional, analizaron un periodo pico matutino y los resultados que se
obtuvieron demuestran que NSGA2-DE demuestra tener mejor convergencia y mejor
dispersio´n de soluciones que NSGA2, el semillado ayuda a mejorar la convergencia
del algoritmo multiobjetivo evolutivo y la combinacio´n evolutiva brinda soluciones
ma´s finas. La solucio´n genera una frontera de Pareto con soluciones mu´ltiples rele-
vantes que proveen flexibilidad de eleccio´n al tomador de decisiones. La metodolog´ıa
empleada en este art´ıculo muestra una mejora considerable en te´rminos de esfuerzo
computacional, convergencia y dispersio´n.
En este enfoque se introdujeron dos nuevos conceptos recie´n perdido cuando al
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llegar al ande´n del tren justo se acaba de ir y recie´n encontrado cuando al llegar al
ande´n el tren va llegando, solo aplica para un u´nico periodo de tiempo.
Ciertamente, los me´todos de Chung Min Kwan & C.S. Chang [30] , no se pueden
aplicar a FTT. Sin embargo, es conveniente mencionarlo, la modelacio´n multiobjetivo
contiene ideas interesantes que sirven de gu´ıa para FTT.
Szeto & Wu [48] presentan un modelo donde resuelven el disen˜o de la red y
el establecimiento de la frecuencia de manera simulta´nea. Su objetivo es mejorar el
servicio de los autobuses reduciendo el nu´mero de transferencias y el tiempo total de
viaje (incluye tiempo de espera y tiempo en el autobu´s), dentro de sus restricciones
se encuentra el taman˜o de la flota vehicular, frecuencia, tiempo promedio de viaje,
limitar el nu´mero de paradas. Los autores mencionan que solo unos pocos investiga-
dores han atacado el problema de disen˜o de red y establecimiento de frecuencia de
manera simulta´nea.
El problema investigado en este art´ıculo se caracteriza por dos aspectos que
lo hacen distinto a los dema´s, primero los objetivos y restricciones son diferentes a
los vistos en otros art´ıculos, segundo el disen˜o del estudio de la red de autobuses es
diferente; el disen˜o envuelve la planeacio´n de las rutas troncales de autobuses para
conectar las a´reas suburbanas con el a´rea urbana.
El me´todo de solucio´n propuesto por Szeto & Wu [48] es un algoritmo gene´tico,
desarrollado para resolver el problema de disen˜o de red, mientras que un heur´ıstico es
incorporado al algoritmo gene´tico para resolver el problema de frecuencia. Tambie´n,
tiene un mecanismo de control de diversidad basado en distancia hamming la cual
se define como el nu´mero de bits que tienen que cambiarse para transformar una
palabra de co´digo va´lida en otra palabra de co´digo va´lida. Si dos palabras de co´digo
difieren en una distancia d, se necesitan d errores para convertir una en la otra.
Szeto & Wu realizaron experimentos con una instancia de 10 rutas y 176 auto-
buses, crean un total de 8 conjuntos de algoritmos gene´ticos con diferentes configu-
raciones, para cada uno de los conjuntos los tiempos computacionales son similares
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y aceptables. Sin embargo, se observa que es bene´fico aplicar todos los operadores de
mutacio´n en el algoritmo para obtener el mejor rendimiento del mismo. Se comparan
los resultados obtenidos por este me´todo con un disen˜o existente, el cual tiene 6966
transferencias y un tiempo total de viaje de 1,578,830 minutos y se redujo a 5508
transferencias que representa una reduccio´n de 20.9 % y un tiempo total de viaje de
1,220,128 minutos que representa un 22.7 % de reduccio´n. Esto es equivalente a una
reduccio´n de 16.5 minutos por usuario.
Este trabajo resuelve de manera simulta´nea el disen˜o de la red y el estableci-
miento de la frecuencia para un solo periodo, dentro de los trabajos a futuro que
tienen los autores se encuentra incorporar las tablas de tiempo y expandirlo a multi-
periodo. En FTT se integra la frecuencia mı´nima de paso y la creacio´n de las tablas
de tiempo, los objetivos son diferentes a los propuestos por Szeto & Wu y FTT es
considerado como multiperiodo.
En la Tabla C.1 del Ape´ndice C se presentan algunos trabajos previos ma´s
relevantes do´nde se ha abordado el problema de planeacio´n del transporte urbano.
La tabla incluye el autor, el an˜o de publicacio´n, el tema principal, los objetivos
que se considera en cada trabajo, as´ı como el me´todo utilizado para dar solucio´n al
problema planteado en cada uno de ellos.
2.7 Conclusiones del cap´ıtulo 2
FTT es un problema de decisio´n complejo en el que intervienen intereses de
diversos actores sociales. Ma´s adelante en este trabajo se desarrolla un MIP por lo
que se incluye en este marco teo´rico una seccio´n en la que se exponen los fundamentos
ba´sicos de programacio´n entera.
En el modelo desarrollado se incluyen objetivos de diversos actores sociales,
por ello el modelo que se presenta en el Cap´ıtulo 3 es un modelo de optimizacio´n
multiobjetivo. Al respecto se presenta en la Seccio´n 2.2 una breve introduccio´n a la
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optimizacio´n multiobjetivo.
El modelo al que se hizo referencia en el pa´rrafo anterior es resuelto mediante
el uso de metaheur´ısticos multiobjetivo: MOTS y SSPMO. Por tal motivo, se incluye
la teor´ıa ba´sica de optimizacio´n con metaheur´ısticas.
La intencio´n de este trabajo es aportar una metodolog´ıa de apoyo a la decisio´n,
por lo tanto se incluye teor´ıa ba´sica de la decisio´n multicriterio. Las etapas de la
teor´ıa del transporte urbano, como se puede apreciar en este cap´ıtulo esta´n relacio-
nadas entre s´ı y cada una de ellas requiere retroalimentacio´n de la etapa anterior,
convirtiendo al problema de planeacio´n del transporte en un problema complejo.
En el estudio del estado del arte realizado, notamos que existen muchos traba-
jos relacionados al proceso de transporte urbano los cuales han sido abordados con
diferentes heur´ısticos y considerando varias caracter´ısticas del problema. Sin embar-
go, no se encontroo´ ningu´n trabajo en la literatura revisada que resuelva de manera
integrada el establecimiento de la frecuencia mı´nima de paso y la creacio´n de tablas
de tiempo, como se hace con FTT.
Cap´ıtulo 3
Formulacio´n de FTT
En la Seccio´n 3.1 de este cap´ıtulo se describe FTT de una manera detallada.
Posteriormente, se describe la estructura del problema y los para´metros que son
necesarios para la resolucio´n del mismo, as´ı como los retos que se imponen en esta
investigacio´n.
Despue´s, en la Seccio´n 3.2 se presentan los supuestos del problema y en seguida,
en la Seccio´n 3.3 primeramente se describe de manera general las caracter´ısticas
ma´s importantes del modelo aqu´ı propuesto, en esta misma seccio´n se presentan los
conjuntos, variables y para´metros, as´ı como el modelo completo y una descripcio´n
detallada del mismo. Finalmente, se encuentran las conclusiones del cap´ıtulo en la
Seccio´n 3.4.
3.1 Planteamiento del problema
El problema de planeacio´n de transporte se conforma de los siguientes subpro-
blemas [16]: disen˜o de la red, frecuencia mı´nima de paso, tablas de tiempo, asignacio´n
de veh´ıculos y asignacio´n de operadores. En este trabajo se consideran dos subpro-
blemas del problema de planeacio´n del transporte urbano de manera integrada: el
ca´lculo de las frecuencias mı´nimas de paso y la confeccio´n de tablas de tiempo.
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Figura 3.1: Proceso de planeacio´n de frecuencia mı´nima y tabla de tiempos (integra-
do).
En el proceso de planeacio´n de estos dos subproblemas (ver Figura 3.1), pri-
mero es necesario disen˜ar el escenario de operacio´n para el cual se desea hacer la
planeacio´n, es decir, se necesita definir si la planeacio´n sera´ para un d´ıa ha´bil donde
se tiene un flujo de pasajeros en promedio constante, fin de semana donde el flujo es
menor y se tienen identificadas las horas de mayor afluencia, periodo pico (man˜ana
o tarde), periodo valle, etc. Una vez que se ha disen˜ado el escenario se establecen
los para´metros de operacio´n como: costos, velocidad comercial, tiempos de cabecera
entre otros. Posteriormente, se selecciona que me´todo de frecuencia se aplica en cada
periodo de tiempo y es ahora cuando se calcula la frecuencia mı´nima de paso que
cubrira´ la demanda y se crea la tabla de tiempos.
Es importante manejar estos dos problemas de manera integrada ya que si no
se realiza un buen ca´lculo de las frecuencias, el planificador al llegar a la etapa de
creacio´n de la tabla de tiempos hace una serie de modificaciones de acuerdo a su
experiencia, mismos que pueden provocar consecuencias en la planificacio´n de las
etapas siguientes a esta, lo que puede llevar a planificaciones suboptimales.
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Para las agencias de transporte y los pasajeros la sincronizacio´n entre dos rutas
es importante, ya que para los pasajeros cua´ndo existe sincronizacio´n les permite
minimizar tiempos de viaje y espera y para las agencias al lograr sincronizaciones
permite brindar un servicio de calidad a los usuarios.
A lo largo de la literatura revisada se han encontrado una gran cantidad de
trabajos que manejan un solo objetivo en cada una de las etapas del intere´s del
autor [12, 23, 5, 18, 38, 31]. Son escasos los trabajos encontrados donde los autores
incorporan a sus propuestas diferentes objetivos [37]. La modelacio´n multiobjetivo
tiene sus ra´ıces en la necesidad de incorporar en los modelos objetivos de los dife-
rentes actores sociales que son impactados por el proceso, como los son los usuarios
quienes buscan mayor comodidad durante su viaje, un tiempo mı´nimo de recorri-
do y una tarifa baja. Tambie´n, podemos encontrar a la agencia de transportes que
buscan minimizar sus costos, atender la demanda y brindar un servicio de calidad.
Por u´ltimo, otro actor social que participa en este proceso es el gobierno que espera
que las agencias de transporte brinden una mayor movilidad a la ciudadan´ıa que
utiliza el transporte pu´blico adema´s de velar por el medio ambiente, cuidando que
las unidades de las agencias de transporte no contaminen. Un reto en la modelacio´n
de FTT es precisamente incorporar objetivos que representen a todos los actores
sociales involucrados en el problema.
Otro reto al que se enfrenta un planificador es el de realizar la programacio´n
para diferentes periodos de tiempo con demandas distintas. Esto es la carga de
pasajeros es variable de un periodo a otro, incluso dentro de un mismo periodo de
tiempo. Es por eso que se considera el problema de la transicio´n entre periodos
con demandas diferentes, ya que al realizar la tabla de tiempos para un periodo
con demanda baja (periodo valle) se requiere una cierta cantidad de veh´ıculos y
de operadores que trabajan para cumplir una frecuencia determinada. Sin embargo,
cuando se cambia del periodo valle a un periodo con demanda alta (periodo pico)
la cantidad de veh´ıculos, operadores y la frecuencia tambie´n deben de aumentar.
Ceder [11] presenta varios me´todos para realizar la planificacio´n manual de mu´ltiples
Cap´ıtulo 3. Formulacio´n de FTT 57
periodos con una transicio´n suave entre periodos, en esta tesis esos me´todos son
transformados o adaptados para incorporarlos en un modelo matema´tico que se
emplea para la planificacio´n con soporte computacional automatizado.
Recientemente Ibarra-Rojas & Rı´os-Sol´ıs [28] demostraron formalmente que el
problema de la confeccio´n de tablas de tiempos con sincronizacio´n resulta ser NP-
dif´ıcil, por lo que otro reto que se impone en la solucio´n de FTT, es el desarrollo de
algoritmos eficientes para el ca´lculo de soluciones del mismo.
Una solucio´n para FTT consiste en obtener la cantidad de viajes y los instan-
tes de salida de cada uno de ellos para cada ruta en cada periodo. Esta solucio´n
debe tener el mayor nu´mero de sincronizaciones al menor costo, el menor tiempo de
transferencia y la mejor transicio´n entre periodos. Al tener en el problema cuatro
objetivos y una gran cantidad de variables hace que la obtencio´n de soluciones a
este problema sea un proceso complejo. Al resolver FTT, se ayuda al planificador
con la determinacio´n de las frecuencias mı´nimas de paso y tablas de tiempo. Con
FTT se obtiene un conjunto de soluciones a partir del cual el tomador de decisiones
selecciona la ma´s conveniente en base a su experiencia y preferencias.
En resumen, el problema abordado en esta investigacio´n puede formularse co-
mo: desarrollar un modelo matema´tico para realizar el ca´lculo de forma integrada
de las frecuencias mı´nimas de paso y las tablas de tiempo para la planificacio´n de la
operacio´n de una empresa de transporte urbano. Considerando mu´ltiples periodos
con demanda diferente, mu´ltiples objetivos derivados de los requerimientos de los
actores sociales involucrados; entre los que se encuentra la sincronizacio´n de rutas
en determinados tramos, desarrollar e implementar algoritmos eficientes de solucio´n
que exploten la estructura del problema.
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3.2 Supuestos del problema
A continuacio´n se exponen los supuestos para el problema presentado en esta
investigacio´n:
1. No esta´ permitido el aglomeramiento en los nodos de sincronizacio´n (tiempo
de espera mı´nimo es mayor a 0). Debido a que muchas rutas comparten un
mismo tramo, se decide que el tiempo mı´nimo de espera para la sincronizacio´n
sea mayor a 0.
2. Los tiempos de cabecera y las ventanas de tiempo para la sincronizacio´n son
determinados por el planeador. Suponemos que estos tiempos son conocidos
por el planeador.
3. La demanda no var´ıa significativamente en cada periodo y es conocida (pue-
de ser aproximada por un valor determinista de forma satisfactoria). En este
trabajo suponemos conocer la demanda, pues de lo contrario se tendr´ıa que
incorporar informacio´n estoca´stica de la demanda y flujo de pasajeros.
4. El tiempo promedio de recorrido de cada tramo en cada periodo es conocido.
Lo suponemos conocido para facilitar el ca´lculo de los tiempos de viaje de un
tramo origen al tramo destino de la sincronizacio´n.
5. La duracio´n del periodo de planeacio´n debe resultar suficiente para programar
las salidas. Si el tiempo no es suficiente para programar todos los viajes, nunca
se podr´ıa llegar a una solucio´n factible.
6. Los requerimientos de planeacio´n deben ser tales que garanticen la satisfaccio´n
de la demanda durante el periodo de planeacio´n establecido.
7. Los puntos de sincronizacio´n son fijados por el planeador. Solo son tomados
en cuenta los viajes que inician dentro del periodo al cual este pertenece.
Suponemos que el planificador conoce los puntos donde se desea realizar la
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sincronizacio´n en base con su experiencia. Para este trabajo solo se consideran
sincronizaciones con viajes que salen dentro del mismo periodo, para permitir
sincronizaciones con viajes que salen en periodos diferentes ser´ıa necesario
realizar ciertas modificaciones al presente trabajo.
3.3 Modelo lineal entero mixto
En el modelo que se propone en este trabajo no se conoce la cantidad de viajes
que se generera´n, as´ı, que los viajes son representados con una variable binaria para
indicar la existencia de un viaje. As´ı, la variable Xvip es 1 si existe un viaje en la ruta
i con salida en el tiempo p dentro del periodo v.
Otro aspecto que se representa son las sincronizaciones. Esto se realiza con
una variable Y vijkupq que indica la existencia de sincronizacio´n (valor 1) si el autobu´s
de la ruta i con tiempo de salida p y el autobu´s de la ruta j con tiempo de salida
q en el periodo v, llegan al tramo k - u (punto de sincronizacio´n predeterminado)
dentro de la ventana de tiempo dada. Adema´s de las sincronizaciones se toman
otras funciones objetivo t´ıpicas de la literatura como costo, tiempo de transbordo y
transicio´n entre periodos. Para poder saber si el resultado obtenido da una buena
transicio´n entre periodos, es necesario comparar la tabla de tiempos obtenida con
el me´todo propuesto en este trabajo con la tabla de tiempos de cargas promedio
propuesta por Ceder [11].
Otros aspectos considerados en este modelo son la satisfaccio´n de la demanda,
la determinacio´n de la cantidad de viajes (frecuencia) utilizando los me´todos pre-
sentados en el Cap´ıtulo 2 propuestos por Ceder [11], el cumplimiento de los tiempos
de cabecera, la sincronizacio´n entre dos rutas que salen en el mismo periodo.
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3.3.1 El modelo
Conjuntos:
M : Conjunto de rutas.
K: Conjuntos de tramos.
V : Conjunto de periodos.
Bvij: Conjunto de pares de tramos en los que potencialmente se sincronizan las rutas
i y j.
J(i): Conjunto de rutas que tienen tramos en comu´n con la ruta i.
Variables:
Xvip = 1 si existe viaje en la ruta i con tiempo de salida p en el periodo v y 0 en otro
caso.
Y vijkupq = 1 si el autobu´s de la ruta i con tiempo de salida p y el autobu´s de la ruta j
con tiempo de salida q en el periodo v, llegan al tramo k - u (punto de sincronizacio´n
predeterminado) dentro de la ventana de tiempo dada y 0 en otro caso.
µvip: Representa la diferencia absoluta respecto a la salida ma´s cercana programada
por el me´todo de cargas promedio si existe un viaje en la ruta i al tiempo p en el
periodo v.
Zvijku : la diferencia entre el tiempo de llegada de las rutas i y j en los tramos k-u
en el periodo v.
Para´metros
P vma´xi : Ma´xima carga de pasajeros a bordo en la ruta i en el periodo v.
Pmaxdi : Ma´xima carga de pasajeros a bordo en el d´ıa en la ruta i.
dvi : Ocupacio´n deseada del autobu´s de la ruta i en el periodo v.
Pasvi : Cantidad total de pasajeros/km en la ruta i en el periodo v.
Li : Longitud de la ruta i.
capvi : Capacidad del autobu´s de la ruta i en el periodo v.
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lk : Longitud del tramo k.
βvi : Porcio´n permitida de la ruta i de exceder la carga en el periodo v.
Hvmaxi : Tiempo de cabecera ma´ximo (en minutos) para la ruta i en el periodo v.
Hvmini : Tiempo de cabecera mı´nimo (en minutos) para la ruta i en el periodo v.
T v: Periodo de planeacio´n (en minutos); [T vini, T
v
fin].
T vini: Tiempo (en minutos) en que inicia el periodo de planeacio´n en el periodo v.
T vfin: Tiempo (en minutos) en que termina el periodo de planeacio´n en el periodo v.
γvi : Tiempo (en minutos) deseado antes del fin de T
v para la u´ltima salida de la ruta
i en el periodo v.
W vma´xi : Tiempo (en minutos) ma´ximo de espera de la ruta i en el periodo v.
W vmı´ni : Tiempo (en minutos) mı´nimo de espera de la ruta i en el periodo v.
tvik: Tiempo (en minutos) de viaje desde el punto de origen en la ruta i al tramo k
en el periodo v.
δvijku: Cantidad mı´nima de tiempo (en minutos) que un pasajero necesita para cam-
biar del tramo k de la ruta i al tramo u de la ruta j en el periodo v.
θvi (t): Tiempo (en minutos) de la salida ma´s cercana a la tabla de tiempos de carga
promedio a t en la ruta i en el periodo v.
pivijku : Nu´mero de pasajeros que cambian del tramo k de la ruta i al tramo u de la
ruta j.
P
v
ma´xi
: Promedio de ma´xima carga de pasajeros a bordo de la ruta i en el periodo
v.
MCv : Me´todo que se aplica para determinar la frecuencia en el periodo v.
f vmri : Frecuencia mı´nima requerida para satisfacer la demanda de la ruta i en el
periodo v f vmri =
P
v
maxi
dvi
.
Cvip: Hora calculada mediante el me´todo de cargas promedio del cap´ıtulo anterior. 1
si hay salida en el instante p para la ruta i en el periodo v.
CostoF ijovi : Costo fijo para la ruta i en el periodo v.
CostoV ariablevi : Costo variable para la ruta i en el periodo v.
P vk : Promedio de pasajeros abordo en el tramo k en el periodo v.
svjk : Tiempo (en minutos) que dura un autobu´s de la ruta j en el tramo k durante
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el periodo v.
Funciones Objetivo
mı´n
∑
i∈M
∑
v∈V
(CostoF ijovi + CostoV ariable
v
i · Li ·
∑
p∈T v
Xvip) (3.1)
ma´x
∑
i∈M
∑
j∈J(i)
∑
(k,u)∈Bvij
∑
v∈V
∑
p∈T v
∑
q∈T v
Y vijkupq (3.2)
mı´n
∑
i∈M
∑
j∈J(i)
∑
v∈V
∑
(k,u)∈Bvij
pivijku · Zvijku (3.3)
mı´n
∑
v∈V
∑
i∈M
∑
p∈T v
µvip (3.4)
sujeto a las restricciones.
MCv == 1⇒∑
p∈T v
Xvip ≥
Pmaxdi
dvi
; v ∈ V ; i ∈M (3.5)
MCv == 2⇒∑
p∈T v
Xvip ≥
P vma´xi
dvi
; v ∈ V ; i ∈M (3.6)
MCv == 3⇒∑
p∈T v
Xvip ≥
Pasvi
dvi · Li
&&
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∑
p∈T v
Xvip ≥
P vma´xi
capvi
(3.7)
MCv == 4⇒∑
p∈T v
Xvip ≥
Pasvi
dvi · Li
&&
∑
p∈T v
Xvip ≥
P vma´xi
capvi
&&∑
k∈Iv
lk ≤ βvi · Li;
v ∈ V ; i ∈M ; Iv = {k| P
v
k
f vmri
≥ dvi } (3.8)
∑
p∈T v
Xvip ≥ f vmri ; v ∈ V ; i ∈M (3.9)
θvi (t) =

r si r, h ∈ T v ∧ Cvir = Cvih = 1 ∧ r ≤ t ≤ h ∧ |t− r| ≤ |t− h|
h si r, h ∈ T v ∧ Cvir = Cvih = 1 ∧ r ≤ t ≤ h ∧ |t− h| < |t− r|
λ si λ = ma´x{l|Cvil = 1 ∧ l ∈ T v} ∧ λ ≤ t
g si g = mı´n{l|Cvil ∧ l ∈ T v} ∧ t ≤ g
(3.10)
p = mı´n{l|Xvil = 1 ∧ l ∈ T v} ∧ 0 < θvi (p) ≤ T vini +Hvmaxi =>
p = θvi (p) ∧Xvip = 1 ∧ µvip = 0 ; v ∈ V (3.11)
p = mı´n{l|Xvil = 1 ∧ l ∈ T v} ∧ T vini +Hvma´xi < θvi (p) =>
Xvip · p ≤ T vini +Hvma´x ∧ µvip = θvi (p)− p ; v ∈ V (3.12)
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Xvih = 1 ∧ p = mı´n{l|Xvil = 1 ∧ l > h ∧ l ∈ T v} ∧
Xvih · h+Hvmı´ni ≤ θvi (p) ≤ Xvih · h+Hvma´xi ⇒
p = θvi (p) ∧Xvip = 1 ∧ µvip = 0; v ∈ V, h ∈ T v (3.13)
Xvih = 1 ∧ p = mı´n{l|Xvil = 1 ∧ l > h ∧ l ∈ T v} ∧
Xvih · h+Hvma´xi ≤ θvi (p)⇒
Hvmı´ni ≤ Xvip · p−Xvih · h ≤ Hvma´xi ∧
µvip = θ
v
i (p)− p; v ∈ V, h ∈ T v (3.14)
Xvih = 1 ∧ p = mı´n{l|Xvil = 1 ∧ l > h ∧ l ∈ T v} ∧
θvi (p) ≤ Xvih · h+Hvmı´ni ⇒
Hvmı´ni ≤ Xvip · p−Xvih · h ≤ Hvma´xi ∧
µvip = p− θvi (p); v ∈ V, h ∈ T v (3.15)
p = ma´x{l|Xvil = 1 ∧ l ∈ T v} ∧ T vfin − γvi ≤ θvi (p) ≤ T vfin ⇒
Xvip = 1 ∧ p = θvi (p) ∧ µvip = 0 (3.16)
p = ma´x{l|Xvil = 1 ∧ l ∈ T v} ∧ θvi (p) < T vfin − γvi ⇒
T vfin − γvi ≤ Xvip · p ≤ T vfin ∧ µvip = p− θvi (p) (3.17)
Y vijkupq = 1 =>
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Xvip = 1 & X
v
jq = 1 ∧ W vmı´ni − tvju − svjk + p+ tvik + δvijk ≤ q ∧
q ≤ W vma´xi − tvju − svjk + p+ tvik + δvijku ∧ q + tvju + svjk ≥ p+ tvik + δvijk;
v ∈ V ; i ∈M ; (k, u) ∈ Bvij; j ∈ J(i); p, q ∈ T v (3.18)
Y vijkupq = 0 => (X
v
ip = 0 || Xvjq = 0 ||
q ≤ W vmı´ni − tvju − svjk + p+ tvik + δvijku ||
W vma´xi − tvju − svjk + p+ tvik + δvijku ≤ q || q + tvju + svjk ≥ p+ tvik + δvijk);
v ∈ V ; i ∈M ; (k, u) ∈ Bvij;
j ∈ J(i); p, q ∈ T v (3.19)
Zvijku = mı´n{(q + tvju + svju) − (p+ tvik + δvijku) |
q + tvju + s
v
jk ≥ p+ tvik + δvijk
∧ Y vijkupq = 1 ∧ p, q ∈ T v};
i ∈M, j ∈ J(i), v ∈ V, (k, u) ∈ Bvij (3.20)
Y vijkupq = 0 <=> Z
v
ijku = 0;
i ∈M, j ∈ J(i), v ∈ V, (k, u) ∈ Bvij, p, q ∈ T v (3.21)
El modelo consta de 4 funciones objetivo, la primera funcio´n objetivo (3.1)
minimiza el costo. Se consideran el costo fijo y el costo variable, el cual esta´ afectado
por la longitud de la ruta y la cantidad de viajes hechos por la ruta en el periodo.
La segunda funcio´n objetivo (3.2) maximiza el nu´mero de sincronizaciones entre 2
rutas en un periodo. La tercera funcio´n objetivo (3.3) minimiza los tiempos que a los
usuarios les toma cambiar de ruta, es decir los tiempos de transferencia. La cuarta
funcio´n objetivo (3.4) minimiza la penalidad por no cumplir con la hora calculada
por el me´todo de cargas promedios, el cual nos garantiza una buena transicio´n entre
periodos con demandas dispares.
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Estas funciones objetivo esta´n sujetas a restricciones de frecuencia (3.5 - 3.8),
las cuales nos indican la cantidad mı´nima de viajes que una ruta necesita hacer to-
mando en cuenta diversos para´metros de carga. El Me´todo I de ca´lculo de frecuencia
(3.5) representa el punto de ma´xima carga en el d´ıa a lo largo de la ruta, el Me´todo
II de ca´lculo de frecuencia (3.6) se basa en la ma´xima carga observada en cada pe-
riodo de tiempo, el Me´todo III de ca´lculo de frecuencia (3.7) garantiza que el tramo
con ma´xima carga no presentara´ sobrecarga y el Me´todo IV de ca´lculo de frecuencia
(3.8) establece un nivel de servicio restringiendo una porcio´n del total de la longitud
de la ruta con sobrecarga.
En la restriccio´n (3.9) la cantidad de viajes programados deben ser mayor o
igual a la frecuencia mı´nima requerida, la cual satisface al punto de ma´xima carga,
de esta manera se garantiza el cumplimiento de la demanda.
En la definicio´n (3.10) se busca que la salida obtenida con nuestro me´todo
este´ lo ma´s cerca posible a la salida propuesta por el me´todo de cargas promedio,
as´ı la solucio´n propuesta por nuestro me´todo tambie´n tendra´ una buena transicio´n
entre periodos. Se cuenta con cuatro casos:
Si θvi (t) = r, indica que si existen salidas consecutivas obtenidas con el me´todo
de cargas promedio en los instantes r y h (Cvir = 1 y C
v
ih = 1, salidas conse-
cutivas), adema´s r y h esta´n dentro del periodo de planeacio´n y el tiempo de
salida obtenido por FTT (t) se encuentra entre r y h y la diferencia absoluta
de t con respecto a r es menor o igual que la diferencia absoluta de t con
respecto a h.
Si θvi (t) = h, significa que si existen salidas consecutivas con el me´todo de
cargas promedio en los instantes r y h (Cvir = 1 y C
v
ih = 1, salidas consecutivas),
adema´s r y h esta´n dentro del periodo de planeacio´n y el tiempo de salida
obtenido por FTT (t) se encuentra entre r y h y la diferencia absoluta de t
con respecto a h es menor que la diferencia de t con respecto a r.
Si θvi (t) = λ, indica que λ es la u´ltima salida obtenida por el me´todo de cargas
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promedio dentro del periodo de planeacio´n y λ es menor o igual que el tiempo
(t) obtenido con FTT.
Si θvi (t) = g, significa que g es la primera salida obtenida por el me´todo de
cargas promedio dentro del periodo de planeacio´n y el tiempo (t) obtenido con
FTT es menor o igual que g.
Las restricciones (3.11) y (3.12) son para la primera salida. En (3.11) se indica
que si la hora de salida ma´s cercana al me´todo de cargas promedio es menor o igual al
tiempo ma´ximo de cabecera, la penalidad es cero. En caso contrario (3.12) se asigna
una penalidad que es la diferencia entre la hora de salida ma´s pro´xima del me´todo
de cargas promedio y la hora de salida calculada por el me´todo aqu´ı propuesto.
Las restricciones (3.13) a la (3.15) son para los viajes siguientes. En la restric-
cio´n (3.13) si θvi (p) se encuentra entre los tiempos mı´nimo y ma´ximo de cabecera
entonces la penalidad es cero, pero si el tiempo ma´ximo de cabecera es menor o igual
a θvi (p) entonces la penalidad es calculada como la diferencia entre la hora de salida
ma´s pro´xima del me´todo de cargas promedio y la hora calculada por nuestro me´todo
(3.14). En la restriccion (3.15) si θvi (p) es menor o igual que el tiempo mı´nimo de
cabecera entonces la penalidad es la diferencia entre la hora de salida obtenida por
nuestro me´todo y θvi (p).
Para la u´ltima salida en la restriccio´n (3.16) se indica que si θvi (p) esta´ entre
el final del periodo menos el tiempo deseado antes del u´ltimo viaje y el final del
periodo entonces la penalidad es cero, pero si (3.17) θvi (p) es menor que el tiempo
final del periodo menos el tiempo deseado antes del final, entonces la penalidad es
la hora calculcada por FTT menos la hora del me´todo de cargas promedio.
La restricciones (3.18-3.19) representan la sincronizacio´n. En 3.18 indica que
cuando dos autobuses de rutas diferentes llegan a un tramo dentro de la ventana de
tiempo y considerando los tiempos de transbordo, el tiempo de permanencia en el
tramo y el tiempo de viaje, de ser as´ı Y vijkupq=1 en caso contrario (3.19) Y
v
ijkupq=0.
Las dos u´ltimas restricciones (3.20) y (3.21) contabilizan los tiempos que los usuarios
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esperan, al realizar un transbordo.
3.4 Conclusiones del cap´ıtulo 3
Se ha demostrado en la literatura revisada que FTT es un problema NP-dif´ıcil.
Por lo tanto se emplean metodos heur´ısticos (metaheur´ısticos, hiperheur´ısticos, evo-
lutivos, etc.). Los supuestos establecidos para la formulacio´n del modelo matema´tico
de FTT tienen una base racional derivada de las fuentes bibliogra´ficas consultadas
y de la experiencia de la autora en el tema. Por lo tanto, no limitan la aplicabilidad
del mismo para modelar y resolver problemas reales. La limitacio´n estar´ıa dada por
la eficiencia de los me´todos de solucio´n que se aplican a las instancias representadas
en el modelo.
Cap´ıtulo 4
Metodolog´ıa para FTT
En este cap´ıtulo se presenta en la Seccio´n 4.1 la metodolog´ıa de apoyo a la
decisio´n. En la Seccio´n 4.2 se explica como se genera una solucio´n para MOTS y
como se crea el vecindario. Posteriormente, en la Seccio´n 4.3 se presenta como se
generan los vecinos y como se realiza la combinacio´n de soluciones para SSPMO. En
la Seccio´n 4.4 se explica como se aplica Promethee. Finalmente, en la Seccio´n 4.5 se
encuentran las conclusiones del cap´ıtulo.
4.1 Metodolog´ıa de apoyo a la decisio´n
En la Tabla 4.1 se presentan las tres primeras fases del proceso de toma de deci-
siones (presentado en el Cap´ıtulo 2), indicando la propuesta hecha en cada fase para
FTT. Cabe sen˜alar que en este trabajo de investigacio´n la etapa de implementacio´n
(IV) no es abordada.
En la fase de inteligencia es cubierta con el modelo propuesto en el Cap´ıtulo 3,
la fase de disen˜o abarca la optimizacio´n, en el caso espec´ıfico de FTT, es optimizacio´n
con metaheur´ısticos (MOTS y SSPMO). Por u´ltimo en la fase de seleccio´n se utiliza
Promethee ya que mediante el ordenamiento de alternativas que brinda, el tomador
de decisiones puede seleccionar a la mejor posicionada.
69
Cap´ıtulo 4. Metodolog´ıa para FTT 70
Fase Accio´n
I.- Inteligencia Modelo
II.- Disen˜o Optimizacio´n
III.- Seleccio´n Promethee
Tabla 4.1: Proceso de toma de decisio´n.
4.2 Implementacio´n de MOTS
Primero, se desarrolla un programa en el lenguaje OPL (Optimization Pro-
gramming Lenguaje) que a trave´s del diagrama 2.5 presentado en el Cap´ıtulo 2,
determina que me´todo de frecuencia utilizar en cada ruta en cada periodo y se cal-
cula la frecuencia correspondiente en base a los perfiles de carga (demanda). Los
resultados son le´ıdos por MOTS y en base a esos datos se genera el nu´mero de
salidas correspondiente.
Despu´es, se genera la tabla de tiempos por el me´todo de cargas promedio
presentado presentado en el Cap´ıtulo 2 dentro de la Seccio´n 2.6. Esta tabla de
tiempos garantiza la transicio´n entre periodos y la solucio´n obtenida con FTT se
compara con la tabla de tiempos de carga promedio y lo que se intenta es que la
diferencia entre las dos propuestas sea minimizada.
Se crea un conjunto de soluciones iniciales (X ). Los tiempos de salida pro-
ducidos por MOTS, son generados de manera aleatoria dentro del intervalo de los
tiempos de cabecera de cada ruta en cada periodo, pero son representados con ceros
y unos. Por ejemplo, se tiene un arreglo de 60 posiciones para cada periodo de una
hora, este arreglo contiene ceros y unos, en la posicio´n do´nde se encuentra un uno
indica el tiempo de salida del viaje. En la Tabla 4.2 se muestran los instantes de
salida para la ruta 1 en el periodo 1. En el minuto 2 y en el minuto 59 existe un
viaje.
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0 1 2 ... 58 59
P1R1 0 0 1 ... 0 1
Tabla 4.2: Arreglo que indica los tiempos de salida en MOTS.
Para generar vecinos se utiliza el siguiente procedimiento:
La cantidad de soluciones candidatas (vecinos) esta´ determina por la cantidad
de rutas y periodos. Por ejemplo en una instancia de tres periodos y dos rutas
se tienen seis soluciones candidatas. Como se puede ver en la Figura 4.1, do´nde
los renglones representan los periodos y las columnas las rutas.
Figura 4.1: Cantidad de soluciones candidatas.
Para cada ruta en cada periodo, determino aleatoriamente la cantidad de des-
plazamientos de los instantes de salida (adelanto o atraso) entre -2, -1, 1 y 2.
Donde -2 indica atraso de dos minutos, -1 atraso de un minuto, 1 adelanto de
un minuto y 2 representa adelanto de dos minutos. Tomemos como ejemplo el
arreglo presentado en la Tabla 4.2, si el nu´mero aleatorio es -1, se mueve una
posicio´n a la izquierda como se muestra en la Tabla 4.3.
0 1 2 ... 58 59
P1R1 0 1 0 ... 0 1
Tabla 4.3: Ejemplo de movimientos en el arreglo.
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Ese nu´mero aleatorio determinado en el paso anterior, solo aplica a la primera
salida y de ser necesario se ajustan los siguientes tiempos de salida para que
cumplan con las restricciones de cabecera.
En seguida, se forma la solucio´n con esa ruta modificada y el resto de la solucio´n
original, creando as´ı una solucio´n candidata. Como se puede ver en la Figura
4.2 donde la celda en color rojo representa las salidas para la ruta en el periodo
modificadas y las celdas en el color gris indican las salidas originales (X ).
Figura 4.2: Nuevas de soluciones candidatas.
Se calcula para la solucio´n candidata costo, sincronizaciones, tiempo de trans-
bordo y la transicio´n entre periodos.
Despue´s de haber generado y evaluado todas las soluciones candidatas, se se-
lecciona la mejor de ellas.
Al cumplirse cierto criterio (en este caso un incremento tipo de una variable
contador) se seleccionan aleatoriamente dos soluciones iniciales (X ) digamos solucio´n
a y solucio´n b y se hace a = b y MOTS continu´a con su proceso. Esto se hace con
la finalidad de explorar la frontera de los no dominados y poder alcanzar soluciones
eficientes no soportadas.
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4.3 Implementacio´n de SSPMO
Los tiempos de salida para cada viaje son generados aleatoriamente cumpliendo
con los tiempos de cabecera de cada ruta en cada periodo. A diferencia de MOTS,
aqu´ı se almacena en un arreglo el tiempo de salida de cada viaje. Por ejemplo,
supongamos que se tiene el periodo de 6am a 7am y se deben generar 4 viajes para
la ruta 1 en el periodo 1. Ver Tabla 4.4 que indica que los viajes salen en el minuto
5, 20, 40 y 55.
P1R1 5 20 40 55
Tabla 4.4: Arreglo de tiempos de salida.
En SSPMO, para generar vecinos busca seleccionar una ruta en un periodo que
cumpla con lo siguiente:
Aleatoriamente se selecciona un viaje y se incrementa en uno el tiempo de
salida de ese viaje.
Se evalu´a para la funcio´n objetivo que esta´ siendo evaluada. Recordemos que
en SSPMO el problema se resuelve para cada funcio´n objetivo.
Se revisa si esa nueva solucio´n es tabu´.
Se verifica que sea factible. Si lo es, entonces se revisa que sea mejor que el
punto actual, si es mejor entonces punto actual = solucio´n vecina.
Si incrementando el tiempo de salida no se logra generar un vecino, se repite el
procedimiento anterior pero ahora decrementado en uno el tiempo de salida. Si con
el decremento no logra generar un vecino, entonces va generando una nueva solucio´n
para cada ruta en cada periodo, lo evalu´a para la funcio´n objetivo, verifica que no
sea tabu´, que sea factible y si es mejor que el punto actual entonces punto actual =
solucio´n vecina y continu´a con la ejecucio´n de SSPMO.
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Para combinar soluciones se realiza de la siguiente manera:
Cada solucio´n del conjunto de soluciones de referencia (RefSet) se combina con
el resto de las soluciones del mismo conjunto generado un nu´mero determinado
de hijos. Llamemos al par de soluciones de RefSet: solucio´n papa´ y solucio´n
mama´.
Cada hijo de ese par de soluciones se hace igual a la solucio´n papa´.
Despue´s, para cada ruta en cada periodo se decide aleatoriamente si las salidas
de ese hijo en esa ruta y en ese periodo se hacen igual a las salidas de esa ruta
y ese periodo de la solucio´n mama´.
En ambos metaheur´ısticos se desarrollan funciones que calculen el costo, el
nu´mero de sincronizaciones, el tiempo de transbordo y que determine la penalidad
por no cumplir con el me´todo de cargas promedio, siguiendo lo presentado en el
modelo de la Seccio´n 3.3.1.
4.4 Implementacio´n de Promethee
Promethee es implementado por la autora de FTT en C++, para lograrlo se
requiere determinar que´ funcio´n utilizar para cada funcio´n objetivo. En la Tabla 4.5
se muestran las funciones de preferencia que se han utilizado para cada objetivo y
en la Figura 2.3 del Cap´ıtulo 2 se puede observar la forma asociada.
Objetivo Funcio´n
Costo Gaussiano
Sincronizaciones Criterio-V
Tiempo Criterio-V
Penalidad Criterio-V
Tabla 4.5: Funciones para cada objetivo.
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Una vez que se define que la funcio´n de preferencia con la que se evalu´a cada
funcio´n objetivo, se define el peso, el umbral de preferencia y el umbral de indife-
rencia.
El objetivo de utilizar Promethee es el de obtener una relacio´n de sobreclasifi-
cacio´n que se establece en el conjunto de alternativas [45].
4.5 Conclusiones del cap´ıtulo 4
Se presenta una metodolog´ıa de apoyo a la decisio´n que asiste al tomador de
decisiones en las tres primeras fases del proceso de toma de decisiones (inteligencia,
disen˜o y seleccio´n) lo que le permite desarrollar un comportamiento racional en el
proceso de toma de decisiones, que es la finalidad de todo procedimiento de apoyo a
la decisio´n.
La metodolog´ıa presentada no debe interpresentarse como algo r´ıgido sino ma´s
bien como un marco de trabajo do´nde se expone como llevar a cabo el apoyo a la
decisio´n a FTT en las tres primeras etapas del proceso de toma de decisiones. Por
ejemplo, en lugar de usar los metaheur´ısticos aqu´ı propuestos se pueden utilizar otros
me´todos de optimizacio´n multiobjetivo, lo mismo aplica para el me´todo de MCDM
que se utiliza en la fase de seleccio´n.
En la metodolog´ıa propuesta no se aborda la fase de implementacio´n, dado
que las recomendaciones para esta fase dependen en gran medida de las condiciones
concretas de la empresa en la que se aplique la metodolog´ıa. Sin embargo, algu-
nas acciones generales orientadas al apoyo a la decisio´n en esta etapa puede ser el
desarrollo e implementacio´n de un sistema de apoyo a la decisio´n, en el cual se im-
plemente la metodolog´ıa y brindar entrenamiento a los usuarios del sistema as´ı como
a los tomadores de decisiones.
Cap´ıtulo 5
Resultados
Para evaluar la eficiencia de los me´todos de solucio´n de FTT se utilzaron instan-
cias generadas de manera aleatoria, en la Seccio´n 5.1 se explican las caracter´ısticas
de las instancias. En la Seccio´n 5.2 se presentan los resultados obtenidos de una
prueba de conflictos de criterios. Posteriormente, en la Seccio´n 5.3 se muestran los
resultados obtenidos mediante MOTS y SSPMO. Adema´s, debido a la gran cantidad
de soluciones eficientes conseguidas, se empleo´ Promethee para ayudar al tomador de
decisiones a encontrar una solucio´n satisfactoria. Despue´s en la Seccio´n 5.4 se mues-
tran los resultados que se obtuvieron al realizar una prueba de sobreclasificacio´n con
ambos me´todos. Finalmente, en la Seccio´n 5.5 se encuentran las conclusiones del
cap´ıtulo.
5.1 Planeacio´n del experimento
Se crearon instancias aleatorias clasificadas segu´n la cantidad de periodos, tra-
mos y rutas en pequen˜as, medianas y grandes. En relacio´n a la sincronizacio´n, se cla-
sificaron las instancias en poco densas, medianamente densas y muy densas basa´ndo-
se en un porcentaje de combinaciones de los tramos de cada ruta. Ver Tabla 5.1. El
generador de instancias se desarrollo´ en OPL. Se generaron un total de 25 instancias
tal como se muestra en la Tabla 5.2.
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Pequen˜as Medianas Grandes
Periodos 3-5 8-10 8-10
Tramos 10-18 19-23 35-50
Rutas 2-4 5-8 8
Densidad 1 %-2 % 2 %-4 % 4 %-7 %
Tabla 5.1: Caracter´ısticas de las instancias.
Pequen˜as Medianas Grandes
Poco densas 4 3 2
Medianamente densa 4 3 1
Muy densa 4 2 2
Tabla 5.2: Cantidad de instancias generadas para cada tipo.
Tipo y para´metros del periodo.
Periodos valle:
Wmin (tiempo de espera mı´nimo) se genero´ aleatoriamente entre 3 y 13 minutos,
Wmax (tiempo de espera ma´ximo) entre 25 y 35 minutos, el tiempo en el nodo o tramo
entre 3 y 9 minutos, el factor de ocupacio´n es un 35 % de la capacidad del autobu´s
y la demanda para cada tramo de un periodo valle se genero´ aleatoriamente entre
un 35 % y 45 % menos de la ocupacio´n deseada.
Periodo pico:
Wmin (tiempo de espera mı´nimo) se genero´ aleatoriamente entre 0 y 10 minutos,
Wmax (tiempo de espera ma´ximo) entre 13 y 23 minutos, el tiempo en el nodo o tramo
entre 9 y 15 minutos, el factor de ocupacio´n es un 90 % de la capacidad del autobu´s
y la demanda para cada tramo de un periodo pico se genero´ aleatoriamente entre un
30 y 40 % ma´s de la ocupacio´n deseada.
La capacidad del autobu´s para ambos tipos de periodo es de 70 personas, el
costo variable esta´ entre 4 y 15 pesos y el tiempo de salida del u´ltimo viaje entre
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7 y 13 minutos, los tiempos de cabecera pueden variar entre 6 y 10 minutos o´ 4 y
12 minutos (segu´n el tipo de periodo), los tiempos de transbordo var´ıan de 5 a 10
minutos.
Longitud y tiempo de tramos.
Primero se determino´ aleatoriamente si el tramo que se hiba a generar es pe-
quen˜o, mediano o grande y en base a eso se definio´ el rango en que se genera la
longitud y tiempo del tramo. En la Tabla 5.3 se puede observar los rangos que se
emplearon en este trabajo.
Tramo Longitud Tiempo
Pequen˜o 1-3 km 5-10 min
Mediano 3-5 km 10-12 min
Grande 5-11 km 12-20 min
Tabla 5.3: Longitudes y tiempos de tramos.
Sincronizacio´n.
Se compararon todos los pares de tramos de las rutas y aleatoriamente se
decide si es o no un tramo de sincronizacio´n; si lo es, entonces se genera un nu´mero
aleatorio que es como una probabilidad para saber si era un punto de sincronizacio´n
del tipo do´nde comparten un tramo comu´n o del tipo do´nde solo cruzan por el tramo.
La cantidad de tramos de sincronizacio´n debe ser igual al nu´mero obtenido con el
porcentaje de densidad de sincronizacio´n.
Pasajeros que transbordan.
El nu´mero de pasajeros que cambian de una ruta a otra se calcula de manera
aleatoria entre la demanda del periodo por el porcentaje de densidad mı´nimo y la
demanda del periodo por el porcentaje de densidad ma´ximo, despue´s esa cantidad
de pasajeros se distribuye aleatoriamente entre los tramos de sincronizacio´n.
Puntos de observacio´n (evaluacio´n).
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Se predetermina una cantidad de puntos de observacio´n para cada periodo
segu´n sea un periodo pico o valle y tambie´n se fija a que´ instante del periodo se
desea dicho punto de observacio´n. Esto se utiliza para calcular la tabla de tiempos
con el me´todo de cargas promedio.
Punto ideal.
Se desea conocer la distancia al punto ideal de cada solucin´ obtenida, para
saber que tan alejadas o cercanas se encuentran las soluciones de FTT del punto
ideal. Para obtener el ideal en cada funcio´n objetivo se realiza lo siguiente:
Costo: Basados en los tiempos de cabecera ma´ximos se calcula la cantidad de
viajes mı´nimos para la solucio´n, esta cantidad de viajes se multiplica por el
costo mı´nimo y as´ı obtenemos el costo ideal.
Sincronizaciones: En cada una de las instancias tenemos una cantidad de pun-
tos donde se quiere lograr sincronizacio´n entre rutas, suponemos que se tiene
mı´nimo una sincronizacio´n en cada periodo.
Tiempo: Una vez obtenida la cantidad de sincronizaciones ideal se multiplica
por un promedio de personas que realizan transbordo.
Penalidad: En todos los casos la penalidad ideal es cero.
5.2 Prueba de conflicto de criterios
Se selecciono´ una instancia y se modificaron las metaheur´ısticas multiobjetivo
para optimizar un u´nico objetivo por corrida. De esta manera se obtuvieron solucio-
nes correspondientes a los valores o´ptimos de cada objetivo.
En la Tabla 5.4 se muestra en cada fila la solucio´n obtenida tras la optimizacio´n
de cada objetivo. Los valores o´ptimos para cada funcio´n objetivo se encuentran en
la diagonal principal. En las otras columnas por cada fila se presentan los valores
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de cada solucio´n en el resto de los objetivos. Como se observa los objetivos esta´n en
conflicto. Los soluciones obtenidas con esta prueba se encuentran en el Ape´ndice D.
Costo Sincronizacio´n Tiempo Trans. Penalidad
Costo 45940.30 105 17910 1
Sincronizacio´n 59991.85 184 29127 11
Tiempo Trans. 50347.17 88 12637 0
Penalidad 53017.20 124 19613 0
Tabla 5.4: Soluciones prueba de conflicto de criterios.
5.3 Resultados de los me´todos metaheur´ısticos
El me´todo MOTS es una bu´squeda tabu´ multiobjetivo que se desarrollo´ en
OPL; la pantilla en C++ de SSPMO fue ofrecido generosamente por los autores,
solo se le hicieron adecuaciones para representar FTT. Ambos me´todos se aplicaron
a las instancias generadas, ya que se tiene 4 objetivos en la formulacio´n de este
problema se obtienen una cantidad considerable de soluciones y la toma de decisiones
se convierte en un proceso complicado por lo cual se sometio´ cada conjunto de
soluciones a Promethee.
De las 25 instancias con las que se hicieron pruebas, hemos seleccionado tres de
ellas para ejemplificar los resultados y comparar ambos me´todos ya que en el resto el
comportamiento es similar. Los datos que se presentan en la Tabla 5.5 representan
una instancia pequen˜a y poco densa.
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Rutas 3
Periodos 5
Tramos 37
Tiempo de cabecera 9-19, 11-17, 10-18,8-20
No. puntos de sincronizacio´n 45
Ventana de espera 10-29, 5-16, 6-33, 10-14,3-29
Tabla 5.5: Datos de instancia pequen˜a poco densa.
La Tabla 5.6 muestra los datos de una instancia mediana poco densa. Una
instancia que consta de 4 rutas, 9 periodos y 88 tramos, tambie´n se observa los
tiempos de cabecera, la cantidad de puntos de sincronizacio´n y las ventanas de
espera.
Rutas 4
Periodos 9
Tramos 88
Tiempo de cabecera 6-10,4-12
No. puntos de sincronizacio´n 271
Ventana de espera 4-34, 4-18, 10-26, 1-16, 10-29, 2-22, 7-
28, 3-15, 5-34
Tabla 5.6: Datos de instancia mediana densa.
La Tabla 5.7 se presenta los datos de una instancia grande medianamente
densa. La cual consta de 6 rutas, 10 periodos y 153 tramos, tambie´n en esta tabla
se puede observar los tiempos de cabecera, el nu´mero de puntos de sincronizacio´n y
las ventanas de espera.
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Rutas 6
Periodos 10
Tramos 153
Tiempo de cabecera 6-10,4-12
No. puntos de sincronizacio´n 1201
Ventana de espera 7-28, 7-18, 5-28, 4-19, 9-27, 1-21, 10-30,
2-19, 13-29, 8-15
Tabla 5.7: Datos de instancia grande medianamente densa.
5.3.1 Instancias pequen˜as
Se generaron cuatro instancias de cada tipo poco densa, medianamente densa
y muy densa; se observo´ que la densidad no genero´ un cambio significativo en la
comparacio´n de resultados obtenidos por ambos me´todos.
Despue´s de resolver la instancia con MOTS, se encontraron 14 soluciones que
forman la frontera de Pareto, la mejor solucio´n tiene un costo de 48253.48, 93 sin-
cronizaciones, un tiempo de 13933 y penalidad de 3 de acuerdo a la jerarquizacio´n
encontrada con Promethee, como se muestra en la Tabla A.1 del Ape´ndice A.
Con SSPMO se obtuvieron 199 soluciones eficientes, en la Tabla B.1 del Ape´ndi-
ce B solo se presentan las 20 primeras soluciones de acuerdo a Promethee, la solucio´n
con costo de 45613.01, 104 sincronizaciones, tiempo 14547 y penalidad 0 es la mejor
de ellas de acuerdo a la jerarquizacio´n de Promethee.
En la Tabla 5.8 se comparan los porcentajes de los resultados obtenidos con
los dos me´todos para la instancia pequen˜a, se puede observar en la Figura 5.1 que
la cantidad de viajes, costo, sincronizaciones son muy similares en ambos me´todos,
la penalidad es mayor en MOTS, sin embargo la diferencia es despreciable.
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No. Viajes Costo No. Sinc. Tiempo Penalidad
MOTS 0.51 0.51 0.47 0.49 1.00
SSPMO 0.49 0.49 0.53 0.51 0.00
Tabla 5.8: Porcentajes comparativos para instancia pequen˜a.
Figura 5.1: Gra´fica comparativa para instancia pequen˜a.
En la Tabla 5.9 se muestran los valores del punto ideal para la instancia pe-
quen˜a. En la Figura 5.2 se observa la distancia de las mejores soluciones de ambos
me´todos (soluciones son no dominadas entre s´ı segu´n Pareto) en costo, sincroniza-
ciones y tiempo de transbordo al punto ideal (centro del gra´fico) ambos me´todos
esta´n cerca del punto ideal, sin embargo, en penalidad MOTS esta´ ubicado a una
mayor distancia.
Costo Sincronizaciones Tiempo Penalidad
18470.06 225 6750 0
Tabla 5.9: Punto ideal para instancia pequen˜a.
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Figura 5.2: Distancia al punto ideal para instancia pequen˜a.
5.3.2 Instancias medianas
Para esta instancia se obtuvieron 19 soluciones en MOTS, la mejor tiene un
costo de 52717.56, 1265 sincronizaciones, un tiempo de 189139 y una penalidad de
23, de acuerdo a la jerarquizacio´n obtenida con Promethee. En la Tabla A.2 del
Ape´ndice A se presentan los resultados.
Con SSPMO se obtuvieron 99 soluciones eficientes, en la Tabla B.2 del Ape´ndi-
ce B se muestran algunas de las soluciones obtenidas, tambie´n podemos observar que
la mejor de ellas cuenta con un costo de 53625.87, 1507 sincronizaciones, un tiempo
de 216810 y penalidad de 207.
En la Tabla 5.10, se observa que en la instancia mediana no existe mucha
diferencia entre los valores de las funciones objetivo, de hecho en la Figura 5.3
podemos ver claramente que en la mayor´ıa de los objetivos los dos me´todos dan
resultados muy similares. Sin embargo, la penalidad que se obtiene con SSPMO
para esta instancia es mucho mayor.
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No. Viajes Costo No. Sincro. Tiempo Penalidad
MOTS 0.49 0.50 0.46 0.47 0.10
SSPMO 0.51 0.50 0.54 0.53 0.90
Tabla 5.10: Porcentajes comparativos para la instancia mediana.
Figura 5.3: Gra´fica comparativa para instancia mediana.
El punto ideal para esta instancia es presentado en la Tabla 5.11. Este punto
ideal esta´ representado por el centro del gra´fico de la Figura 5.4 donde se observa
que es justamente la alta penalidad obtenida con SSPMO la que ocasiona que la
solucio´n se aleje del punto ideal y el resto de los objetivos se encuentran a una
distancia semejante. Estas soluciones son no dominadas entre s´ı segu´n Pareto.
Costo Sincronizaciones Tiempo Penalidad
112732.51 3645 109350 0
Tabla 5.11: Punto ideal para instancia mediana.
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Figura 5.4: Distancia al punto ideal para instancia mediana.
5.3.3 Instancias grandes
Los resultados que se pueden observar en la Tabla A.3 del Ape´ndice A muestran
para esta instancia 21 soluciones eficientes con MOTS, siendo la mejor de acuerdo
con la jerarquizacio´n de Promethee la que tiene un costo de 92416.32, 5667 sincro-
nizaciones, un tiempo de 856020 y una penalidad de 21.
En la instancia grande, se obtuvieron 99 soluciones eficientes que forman parte
de la frontera de Pareto, en la Tabla B.3 del Ape´ndice B se muestran las 20 mejores
soluciones que se lograron despue´s de haber conseguido la jerarquizacio´n con Pro-
methee, siendo la mejor aquella con un costo de 81718.18, 4983 sincronizaciones, un
tiempo de 732845 y penalidad de 34.
Para la instancia grande los valores que se obtienen con los dos me´todos son
bastante similares lo anterior lo podemos ver en la Tabla 5.12.
No. Viajes Costo No. Sincro. Tiempo Penalidad
MOTS 0.52 0.50 0.50 0.50 .68
SSPMO 0.48 0.50 0.50 0.43 .32
Tabla 5.12: Porcentajes comparativos para la instancia grande.
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En la Figura 5.5 vemos como SSPMO brinda un menor nu´mero de viajes
aunque la diferencia es mı´nima y en penalidad MOTS supera a SSPMO puesto que
el valor es mayor en el u´ltimo mencionado.
Figura 5.5: Gra´fica comparativa para instancia grande.
En relacio´n al punto ideal cuyos valores se pueden observar en la Tabla 5.13
ambos me´todos se encuentran en puntos muy semejantes en costo y sincronizaciones.
Sin embargo, la diferencia la hacen el tiempo y la penalidad, pues mientras MOTS
es de´bil en tiempo, SSPMO lo es en penalidad. En este caso ambas soluciones (so-
luciones son no dominadas entre s´ı segu´n Pareto) pueden ser atractivas para los
tomadores de decisiones con diferentes preferencias. Por ejemplo, para el tomador
de decisiones que tenga preferencia sobre el tiempo preferira´ la solucio´n de SSPMO
y quien tenga preferencia sobre la penalidad seleccionara´ la solucio´n de MOTS. Ver
Figura 5.6.
Costo Sincronizaciones Tiempo Penalidad
207057.04 18000 540000 0
Tabla 5.13: Punto ideal para instancia grande.
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Figura 5.6: Distancia al punto ideal para instancia grande.
En la Tabla 5.14 se presentan los tiempos de ejecucio´n para cada tipo de
instancia.
MOTS SSPMO
Pequen˜a 30 84420
Mediana 1320 2704620
Grande 2820 124140
Tabla 5.14: Tiempos de ejecucio´n en segundos.
En la Gra´fica 5.7 se observa claramente como los tiempos de SSPMO son muy
superiores a los de MOTS.
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Figura 5.7: Tiempos de ejecucio´n.
En la Tabla 5.15 se exponen un resumen de los resultados que se lograron en
cada instancia con cada metaheur´ıstico, as´ı como el tiempo de ejecucio´n.
F.O. Pequen˜as Medianas Grandes
MOTS SSPMO MOTS SSPMO MOTS SSPMO
Costo .51 .49 .50 .50 .50 .50
Sincr. .47 .53 .46 .54 .50 .50
T. Trans. .49 .51 .47 .53 .50 .43
Penalidad 1 0 .10 .90 .68 .32
T. Ej. 30 84420 1320 2704620 2820 124140
Tabla 5.15: Resu´men de resultados.
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5.4 Prueba de sobreclasificacio´n
Para establecer los valores de preferencia se simulo´ un tomador de decisiones.
Se considera como umbral de indiferencia el 5 % y para el umbral de preferencia
el 20 % para todos los objetivos. Estos valores son tomados respecto al rango de
variacio´n de los valores de los objetivos de las alternativas.
Respecto a los pesos dados en la Tabla 5.16 se considero´ que el costo era
el objetivo ma´s importante (se le asigno´ un peso del 50 %), las sincronizaciones y
la transicio´n entre periodos se le asigno´ igual importancia (20 % a cada una) y el
atributo menos importante fue tiempo de transbordo (con un peso del 10 %).
Peso
Costo .50
Sincronizaciones .20
Tiempo .10
Transicio´n .20
Tabla 5.16: Valores de Promethee.
En la Tabla 5.17 se presentan las comparaciones entre MOTS y SSPMO a
partir de la relacio´n de sobreclasificacio´n, entre las soluciones obtenidas por ambos
me´todos para las tres instancias descritas en secciones previas en este cap´ıtulo. Estos
resultados se obtuvieron al aplicar Promethee I al conjunto de alternativas, confor-
mado por las soluciones eficientes arrojadas por ambos me´todos en una instancia
concreta, de esta manera se obtuvo un ordenamiento en el cual, las soluciones que
esta´n ma´s arriba son las ma´s preferidas y las que aparecen ma´s abajo son las menos
preferidas (segu´n la relacio´n de sobreclasificacio´n).
En cada celda de la Tabla 5.17 se exponen la cantidad de soluciones que sobre-
clasifican por unos de los dos me´todos seguidas por la cantidad total de soluciones
eficientes obtenidas por ese me´todo entre pare´ntesis, despue´s de la diagonal (/) se
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presenta la cantidad de soluciones del otro me´todo que son sobreclasificadas seguidas
de la cantidad total de soluciones obtenidas por ese me´todo entre pare´ntesis.
Mientras mayor sea el nu´mero de soluciones del primer me´todo que sobrecla-
sifiquen a un mayor nu´mero de soluciones del otro me´todo, significa que el primer
me´todo arroja soluciones ma´s cercanas al verdadero frente de Pareto. Ejemplo, en
la instancia pequen˜a el valor que aparece en MOTS/SSPMO indica que las 14 so-
luciones eficientes obtenidas por MOTS 3 sobreclasifican a 46 soluciones eficientes
de las 199 obtenidas por SSPMO. En la segunda columna de esa primera fila el
resultado se interpreta de 138 soluciones eficientes (de 199 obtenidas por SSPMO)
sobreclasifican a todas las soluciones eficientes obtenidas por MOTS. Comparando
estos dos resultados, se obtiene que SSPMO arroja para esta instancia 138 solucio-
nes que esta´n ma´s cerca del frente verdadero de Pareto que todas las arrojadas por
MOTS incluyendo las 3 que sobreclasifican a 46 soluciones de las 61 restantes.
A partir de los resultados es posible afirmar que SSPMO arroja soluciones de
ma´s calidad (respecto a la cercan´ıa del verdadero frente de Pareto) que MOTS. Un
razonamiento similar se aplica al resto de las instancias, donde se observa que al
menos una solucio´n de SSPMO sobreclasifica a todas las soluciones aportadas por
MOTS.
Estas comparaciones aportan un criterio para descartar soluciones eficientes:
si una solucio´n eficiente generada por uno de los dos me´todos es sobreclasificada
por al menos una solucio´n de otro me´todo, entonces debe ser descartada. Tambie´n
sirve esta comparacio´n para elegir un grupo de soluciones que se le presentara´n al
tomador de decisiones. Por ejemplo, se puede aplicar un criterio de seleccionar las
primeras cinco soluciones del ordenamiento de Promethee.
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MOTS/SSPMO SSPMO/MOTS
Pequen˜a 3(14)/46(199) 138(199)/14(14)
Mediana 1(19)/89(99) 9(99)/19(19)
Grande 5(21)/3(99) 96(99)/21(21)
Tabla 5.17: Resultados prueba de sobreclasificacio´n.
5.5 Conclusiones del cap´ıtulo
Se disen˜o´ un experimento para la generacio´n de instancias, mismo que arrojo´ un
total de 25 instancias que cubre los escenarios ma´s t´ıpicos que se pueden presentar
en un problema real.
Se realizo´ una prueba para verificar que en las instancias generadas los objetivos
del modelo se encuentran en conflicto.
Al realizar la comparacio´n empleando una prueba de sobreclasificacio´n de los
resultados aportados por los dos me´todos metaheur´ısticos utilizados, se observo´ que
en todas las instancias al menos una de las soluciones aportadas por SSPMO re-
sulto´ mejor ubicada en el ordenamiento preferencial que todas las soluciones eficien-
tes encontradas por MOTS.
A pesar de que SSPMO aporto´ siempre soluciones que no eran dominadas por
ninguna solucio´n de las aportadas por MOTS, esto lo logro´ a base de utilizar tiempo
computacional considerablemente mayor.
Si las preferencias del tomador de decisiones no son muy sensibles con respecto
a pequen˜as diferencias en los valores de los objetivos, respecto sus rangos, entonces
cualquiera de los dos me´todos puede ser utilizado.
Se observo´ que las variaciones en densidad de sincronizaciones en las instancias
no afecta significativamente los resultados obtenidos.
Cap´ıtulo 6
Conclusiones y recomendaciones
En este cap´ıtulo se presenta en la Seccio´n 6.1 las conclusiones del presente
trabajo, donde se encuentra el tema que se investiga, los criterios que se aplican,
as´ı como la metodolog´ıa que se empleo´. Posteriormente, describen las fortalezas y
debilidades de la propuesta hecha en esta investigacio´n. En seguida, en la Seccio´n 6.2
se describen las recomendaciones que la autora hace para trabajos futuros similares
a este. Despue´s en la Seccio´n 6.3 se explica el trabajo futuro que la autora propone.
6.1 Conclusiones
En este trabajo se ha definido el problema de FTT y por primera vez se ha
desarrollado un modelo matema´tico que recoge caracter´ısticas tales como: integracio´n
de las frecuencias mı´nimas de paso y las tablas de tiempo, considerando mu´ltiples
periodos y mu´ltiples objetivos con transicio´n entre periodos con demandas diferentes.
Se define´ tambie´n los l´ımites y el alcance de este modelo mediante el estableci-
miento de un conjunto de supuestos que condicionan la validez en la aplicacio´n del
mismo a situaciones reales.
Se desarrollo´ una metodolog´ıa de apoyo a la decisio´n, para asistir al tomador de
decisiones en las tres primeras fases del proceso de toma de decisiones, ayuda´ndole
a estructurar el problema, establecer sus preferencias y elegir racionalmente aque-
llas alternativas que le resulten atractivas. Esta metodolog´ıa sirve como gu´ıa para
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implementar un sistema de apoyo a la decisio´n para resolver FTT.
Los resultados del experimento estad´ıstico realizado sobre un conjunto de ins-
tancias generadas semialeatoriamente (controlando ciertas carater´ısticas como: ta-
man˜o de la instancia, densidad y demanda) arrojan que SSPMO aporta soluciones
de ma´s calidad que MOTS (ma´s cercanas al frente verdadero de Pareto) aunque le
toma un tiempo de co´mputo considerablemente mayor que MOTS.
Fortalezas y debilidades
Una de las fortalezas de esta propuesta es que integra dos etapas del proceso de
transporte urbano frecuencia mı´nima y tablas de tiempo, de acuerdo a la revisio´n de
bibliograf´ıa que se hizo son pocos los trabajos que combinan estas etapas. Adema´s,
consideramos beneficios para diversos actores sociales involucrados en el proceso de
tranporte urbano, otro de las principales fortalezas es que la planeacio´n que se desea
obtener es multiperiodo y busca una transicio´n suave entre periodos con demandas
dispares.
Pero esta propuesta tambie´n tiene algunas debilidades, la primera de ellas es
que el tiempo de recorrido y la demanda se consideran conocidos, las sincronizaciones
solo ocurren entre viajes del mismo periodo. Tambie´n, los periodos son solo de una
hora y no se cuenta con informacio´n de trayectoria, es decir no se considera la
cantidad de pasajeros que suben y bajan en cada tramo de la ruta.
6.2 Recomendaciones
Para aplicar la metodolog´ıa propuesta en esta investigacio´n a un problema real
concreto a una empresa de transporte urbano se recomienda:
Realizar un estudio de cargas de pasajeros usando uno de los me´todos propues-
tos por Ceder [11] para estimar la demanda en escenarios t´ıpicos en diferentes
periodos del d´ıa, identificando periodos pico y periodos valle.
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Extraer de los decisores reales la informacio´n de preferencia utilizada en Pro-
methee, ya que de otra forma no se garantiza que los ordenamientos de las
soluciones obtenidas satisfagan las expectativas y preferencias de los tomado-
res de decisiones.
En el estado actual de la implementacio´n de la metodolog´ıa se recomienda
que sea un analista de la decisio´n quien lleve a cabo el proceso de apoyo a la
decisio´n y elabore la recomendacio´n, dado que es necesario estar familiarizado
con los me´todos de optimizacio´n y los me´todos de MCDM para problemas de
decisio´n bajo certeza.
6.3 Trabajo futuro
Para el trabajo futuro existen las siguientes propuestas:
Incorporar en el modelo el comportamiento estoca´stico de la demanda, esto
acerca ma´s el modelo a las instancias reales donde la demanda es desconocida
en general.
Incorporar informacio´n relacionada con las trayectorias de los pasajeros lo que
permite tener un control ma´s preciso de la distribucio´n de cargas de pasajeros
durante los viajes en los diferentes periodos.
Permitir la sincronizacio´n entre dos viajes con tiempos de salida en periodos
distintos.
Desarrollar me´todos heur´ısticos que resuelvan eficientemente instancias de ta-
man˜o real en problemas en los cuales se hayan incorporado las caracter´ısticas
mencionadas arriba.
Implementar la metodolog´ıa de apoyo a la deciso´n en un sistema de apoyo a
la deciso´n que pueda ser utilizado por personas que no tengan conocimientos
en las a´reas de investigacio´n de operaciones y toma de decisiones.
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Lo anterior se puede ver de forma gra´fica en la Figura 6.1. Los cuadros en rosa
representa lo ya implementado que no requiere modificaciones, en azul aquello que
ya esta´ implementado y requiere modificacio´n y en amarillo lo que au´n no ha sido
implementado.
Figura 6.1: Propuesta de trabajo futuro.
Ape´ndice A
Ape´ndice: Resultados MOTS
Tabla A.1: Soluciones de instancia pequen˜a poco densa con MOTS que forman la
frontera de Pareto.
Costo Sincronizaciones Tiempo Penalidad Promethee
48253.48 93 13933 3 -0.0886
48253.48 103 15688 15 -0.1257
48253.48 107 16855 15 -0.1274
48253.48 104 16291 9 -0.1284
48253.48 100 15061 24 -0.1329
48253.48 108 16962 35 -0.133
48253.48 108 16962 35 -0.133
48253.48 101 15400 21 -0.1341
48253.48 99 14865 27 -0.1353
48253.48 107 16855 36 -0.1387
48253.48 102 15586 38 -0.1461
48253.48 102 15586 38 -0.1461
48253.48 106 16495 42 -0.1483
48253.48 102 16230 37 -0.1554
48253.48 91 13674 39 -0.1592
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Tabla A.2: Soluciones de instancia mediana densa con MOTS que forman la frontera
de Pareto.
Costo No. Sincronizaciones Tiempo Penalidad Promethee
52717.56 1265 189139 23 0.1119
52717.56 1270 190792 33 0.0972
52717.56 1270 190792 33 0.0972
52717.56 1229 182720 14 0.0937
52717.56 1229 182720 14 0.0937
52717.56 1272 188872 41 0.0936
52717.56 1270 188807 49 0.0893
52717.56 1252 187820 37 0.0867
52717.56 1252 189421 29 0.0845
52717.56 1240 182315 39 0.0805
52717.56 1222 183748 24 0.0781
52717.56 1241 183838 38 0.0765
52717.56 1239 181687 52 0.0711
52717.56 1270 188767 73 0.0689
52717.56 1258 188373 58 0.0648
52717.56 1258 188373 58 0.0648
52717.56 1273 189602 82 0.0597
52717.56 1237 181558 69 0.0561
52717.56 1230 180894 58 0.0553
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Tabla A.3: Soluciones de instancia grande medianamente densa con MOTS que for-
man la frontera de Pareto.
Costo No. Sincronizaciones Tiempo Penalidad Promethee
92416.32 5667 856020 21 -0.1416
92416.32 5667 856020 21 -0.1416
92416.32 5699 850568 33 -0.1419
92416.32 5608 840765 8 -0.1435
92416.32 5628 834633 26 -0.1468
92416.32 5554 831509 17 -0.1525
92416.32 5559 832911 13 -0.1538
92416.32 5698 850349 35 -0.1548
92416.32 5614 841135 24 -0.16
92416.32 5633 838078 36 -0.1712
92416.32 5567 832436 36 -0.1827
92416.32 5635 838344 46 -0.2464
92416.32 5625 834167 47 -0.2553
92416.32 5683 846622 50 -0.2967
92416.32 5571 833009 49 -0.3136
92416.32 5571 833009 49 -0.3136
92416.32 5627 833847 58 -0.372
92416.32 5671 845084 99 -0.4865
92416.32 5702 852624 115 -0.5136
92416.32 5561 831722 100 -0.5137
92416.32 5555 828033 106 -0.5331
Ape´ndice B
Ape´ndice: Resultados SSPMO
Tabla B.1: Soluciones de instancia pequen˜a poco densa con SSPMO que forman la
frontera de Pareto.
Costo No. Sincronizaciones Tiempo Penalidad Promethee
45613.02 104 14547 0 0.3109
45613.02 107 15335 0 0.3079
45613.02 106 15159 0 0.3067
45613.02 105 14977 0 0.3057
45328.68 105 15626 0 0.3046
45613.02 102 14477 0 0.3023
45328.68 104 15541 0 0.3017
44887.62 87 12607 0 0.2973
44887.62 89 13279 0 0.2969
45613.02 101 14475 0 0.2967
44887.62 88 13143 0 0.2964
44887.62 86 12423 0 0.296
45328.68 102 15372 0 0.2954
45328.68 101 15115 0 0.295
45328.68 100 15077 0 0.2923
45328.68 98 14820 0 0.2884
46337.35 108 15013 0 0.2782
46495.05 112 16256 0 0.2753
46337.35 107 14913 0 0.274
45510.81 96 14737 0 0.2726
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Tabla B.2: Soluciones de instancia mediana densa con SSPMO que forman la frontera
de Pareto.
Costo No. Sincronizaciones Tiempo Penalidad Promethee
53625.87 1507 216810 207 0.1751
52637.79 1500 217220 267 0.1310
53308.41 1403 205524 256 0.1278
52589.54 1405 207249 255 0.1275
52870.48 1395 203055 257 0.1246
52637.79 1501 217182 269 0.1222
52637.79 1500 217039 269 0.1218
52589.54 1390 204081 255 0.1169
52609.17 1383 201555 256 0.1125
53065.54 1418 209198 263 0.1013
51617.17 1335 194510 225 0.0949
53162.78 1430 214336 262 0.0925
51925.57 1356 200415 250 0.0839
51405.14 1330 195819 251 0.0826
50378.97 1292 192268 273 0.0823
52263.86 1384 205478 262 0.0810
52263.86 1386 205852 262 0.0808
51034.40 1300 187681 261 0.0783
52190.19 1408 209459 264 0.0773
53625.87 1508 217099 270 0.0753
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Tabla B.3: Soluciones de instancia grande medianamente densa con SSPMO que
forman la frontera de Pareto.
Costo No. Sincronizaciones Tiempo Penalidad Promethee
81718.19 4983 732845 34 0.2411
79922.31 4947 726909 44 0.2371
79922.31 4938 725077 44 0.2345
79922.31 4937 724912 44 0.2335
79796.59 4763 702251 28 0.2244
81605.44 4992 738909 38 0.2193
80757.81 4814 704818 36 0.219
81540.10 4896 721761 36 0.2154
81102.36 4901 726460 39 0.2112
79783.26 4813 712226 41 0.1979
79783.26 4814 712572 41 0.1963
81495.15 4943 730504 42 0.1961
81268.36 4867 728175 33 0.1888
82931.69 5103 749632 35 0.1884
79922.31 4889 716191 47 0.1763
79922.31 4888 716048 47 0.1755
80363.09 4818 713765 41 0.172
80784.37 4866 712449 46 0.1535
80418.80 4981 736018 48 0.1524
83324.88 5172 756183 41 0.1513
Ape´ndice C
Ape´ndice: Trabajos previos
Tabla C.1: Tabla de trabajos previos.
Autor An˜o Tema principal Objetivo(s) Me´todo
Min Kwan y
C.S. Chang
2008 Tabla de tiempos Mı´n insatisfaccio´n +
desviacio´n de tiempos
NSGA2
Fang Zhao y X.
Zeng
2007 Disen˜o de red, Tiem-
pos de cabecera-Tabla
de tiempos
Mı´n costo pasajeros SA-TS-
Greedy
Partha Chakro-
borty
2003 Disen˜o de red-Tabla
de tiempos (secuencia-
do)
Mı´n tiempos transfe-
rencia + tiempo de es-
pera
GA
Lang Fan y Ch-
ristine Mumford
2008 Problema de rutas Mı´n tiempo de viaje +
nu´mero de transferen-
cias
Hill-
climbing-
SA
Liu, Olszewski y
Goh
2010 Disen˜o de red Mı´n costo ( pasajeros
y operadores)
SA-GA
Continu´a en siguiente pa´gina
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Autor An˜o Tema principal Objetivo(s) Me´todo
Mauttone y Ur-
quhart
2007,
2009,
2010
Disen˜o de red Mı´n tiempos + mı´n
costos, mı´n tiem-
po(usuario) + mı´n
route milage (opera-
ciones)
GRASP
combin.
Con Pair
Insertion
Alg. RGA
y PIA
Moz,Respicio y
VazPato
2009 Rostering Mı´n tiempos extras y
mı´n nu´mero trabaja-
dores con carga de tra-
bajo incompleta
Utopic
Genetic
heuristic
(UGH) y
Adapted
SPEA2
(ASP)
W.Y. Szeto,
Yongzhong Wu
2011 Frecuencia-Disen˜o de
red (simulta´neo)
Mı´n nu´mero de trans-
ferencias + Tiempo de
viaje
GA hybrid
Shangyao Yan,
Chin-Jen Chi,
Ching-Hui Tang
2005 Tabla de tiempos (de-
manda estoca´stica)
entre ciudades
Mı´n flujo de veh´ıculos
+ costo pasajeros
Link-based
heuristic
algorithm
(LBHA)
y Path-
based
heuristic
algorithms
(PBHA)
Continu´a en siguiente pa´gina
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Autor An˜o Tema principal Objetivo(s) Me´todo
Ralf Borndorfer,
Martin Grotss-
chel y Marc
Pfetsch
2004 Disen˜o de red Mı´n tiempo de viaje y
costos de operacio´n
branch and
price algo-
rithm (au´n
trabajaban
en la so-
lucio´n del
programa
entero)
Wei Fan 2004 Disen˜o de red Mı´n costo de usuarios
+ costo de operadores
+ costo de insatisfac-
cio´n de demanda
GA,LS,
SA, Ran-
dom
Search,
TS, Ex-
haustive
Search
method
Andre´ de Palma,
Robin Lindsey
2000 Tabla de tiempos Mı´n costos por retraso
de los viajes
Me´todos
nume´ricos
Christian Lieb-
chen
2002 Tabla de tiempos Mı´n tiempos de trans-
ferencia + tiempo de
permanencia
Cut and
Branch,
Constraint
program-
ming,
GA
K. Nachtigall 1993 Tabla de tiempos Mı´n tiempo de espera Branch
and bound
algorithm,
GA
Continu´a en siguiente pa´gina
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Autor An˜o Tema principal Objetivo(s) Me´todo
Mohaymany and
Amiripour
2008 Tabla de tiempos Mı´n tiempo de espera Simulacio´n
Anita Schobel,
Susanne Scholl
2006 Disen˜o de red Mı´n tiempo de via-
je (incluye penalida-
des por transbordo)
Dantzing
Wolfe
decom-
position,
Branch
and pri-
ce, y
heur´ıstico
(traba-
jaban en
ello)
Ceder, Golany,
Tal
2003,
2001,
2000,
1983,
1986
Tabla de tiempos,
frecuencia, Disen˜o de
red. Incluye multipe-
riodo y transferencia
entre periodos
Ma´x sincronizacio´n,
mı´n costo de opera-
cio´n, mı´n tiempo de
pasajeros + mı´n flota
vehicular
Algoritmo
heur´ıstico
Barra, Carvalho,
Teypaz, Cung,
Balassiano
2007 Disen˜o de red Modelo de satisfaccio´n
de restricciones
Constraint
program-
ming
Furth y Wilson 1981 Frecuencia Ma´x beneficio social
neto
Algoritmo
heur´ıstico
M. Hadi Baaj
y Hani S. Mah-
massani
1994 Disen˜o de red Mı´n costo (pasajeros y
operadores)
Hybrid
route ge-
neration
algortihm
Continu´a en siguiente pa´gina
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Autor An˜o Tema principal Objetivo(s) Me´todo
Ibarra-Rojas y
R´ıos-Sol´ıs
2011 Tabla de tiempos Ma´x sincronizacio´n Multi-start
itera-
ted local
search
Ape´ndice D
Ape´ndice: Soluciones prueba de
criterios
Ruta 1 Per 1 salidas 4
18 31 44 54
Ruta 1 Per 2 salidas 5
65 80 91 106 118
Ruta 1 Per 3 salidas 4
129 145 156 171
Ruta 1 Per 4 salidas 4
199 210 227 236
Ruta 1 Per 5 salidas 3
258 275 290
Ruta 2 Per 1 salidas 4
16 31 42 58
Ruta 2 Per 2 salidas 4
73 85 96 112
Ruta 2 Per 3 salidas 4
134 152 161 176
Ruta 2 Per 4 salidas 4
184 200 215 233
Ruta 2 Per 5 salidas 4
257 270 282 294
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Ruta 3 Per 1 salidas 4
17 33 48 60
Ruta 3 Per 2 salidas 3
79 97 113
Ruta 3 Per 3 salidas 4
136 148 164 178
Ruta 3 Per 4 salidas 3
198 216 230
Ruta 3 Per 5 salidas 4
255 269 284 300
Costo = 45940.30
Tabla D.1: Solucio´n obtenida para costo.
Ruta 1 Per 1 salidas 4
17 28 38 55
Ruta 1 Per 2 salidas 4
71 87 98 113
Ruta 1 Per 3 salidas 5
122 137 148 161 175
Ruta 1 Per 4 salidas 5
193 202 211 226 236
Ruta 1 Per 5 salidas 6
248 258 268 278 289 300
Ruta 2 Per 1 salidas 5
0 15 27 38 50
Ruta 2 Per 2 salidas 5
69 84 97 109 120
Ruta 2 Per 3 salidas 5
122 133 143 159 171
Ruta 2 Per 4 salidas 5
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181 196 211 229 239
Ruta 2 Per 5 salidas 5
242 255 268 279 296
Ruta 3 Per 1 salidas 5
6 17 29 43 54
Ruta 3 Per 2 salidas 5
79 89 100 109 120
Ruta 3 Per 3 salidas 5
124 142 153 164 175
Ruta 3 Per 4 salidas 4
192 207 219 234
Ruta 3 Per 5 salidas 6
241 252 267 278 289 300
Sincronizaciones = 184
Tabla D.2: Solucio´n obtenida para sincronizaciones.
Ruta 1 Per 1 salidas 4
13 32 50 60
Ruta 1 Per 2 salidas 4
65 81 98 115
Ruta 1 Per 3 salidas 4
138 155 170 180
Ruta 1 Per 4 salidas 4
194 207 219 235
Ruta 1 Per 5 salidas 4
254 268 284 300
Ruta 2 Per 1 salidas 4
15 31 42 55
Ruta 2 Per 2 salidas 4
73 84 99 113
Ape´ndice D. Ape´ndice: Soluciones prueba de criterios 111
Ruta 2 Per 3 salidas 4
136 155 163 176
Ruta 2 Per 4 salidas 5
181 193 207 220 236
Ruta 2 Per 5 salidas 4
249 260 273 289
Ruta 3 Per 1 salidas 4
6 21 36 53
Ruta 3 Per 2 salidas 4
76 92 108 120
Ruta 3 Per 3 salidas 4
130 141 157 172
Ruta 3 Per 4 salidas 4
193 211 221 236
Ruta 3 Per 5 salidas 5
241 254 267 281 292
Tiempo Trans = 12637
Tabla D.3: Solucio´n obtenida para tiempo de transbordo.
Ruta 1 Per 1 salidas 4
5 22 40 54
Ruta 1 Per 2 salidas 5
65 77 92 105 120
Ruta 1 Per 3 salidas 5
124 141 157 170 180
Ruta 1 Per 4 salidas 6
186 195 209 219 229 238
Ruta 1 Per 5 salidas 5
252 261 270 283 297
Ruta 2 Per 1 salidas 4
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15 30 43 55
Ruta 2 Per 2 salidas 4
67 83 98 112
Ruta 2 Per 3 salidas 4
139 154 162 177
Ruta 2 Per 4 salidas 5
187 199 211 224 239
Ruta 2 Per 5 salidas 4
253 267 278 294
Ruta 3 Per 1 salidas 5
17 27 37 48 60
Ruta 3 Per 2 salidas 4
79 89 100 113
Ruta 3 Per 3 salidas 4
126 143 158 170
Ruta 3 Per 4 salidas 4
199 215 226 238
Ruta 3 Per 5 salidas 4
257 272 286 300
Penalidad = 0
Tabla D.4: Solucio´n obtenida para penalidad.
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