Coarse-grain modelling of protein–protein interactions  by Baaden, Marc & Marrink, Siewert J
Coarse-grain modelling of protein–protein interactions
Marc Baaden1,3 and Siewert J Marrink2,3
Available online at www.sciencedirect.com
ScienceDirectHere, we review recent advances towards the modelling of
protein–protein interactions (PPI) at the coarse-grained (CG)
level, a technique that is now widely used to understand protein
affinity, aggregation and self-assembly behaviour. PPI models
of soluble proteins and membrane proteins are separately
described, but we note the parallel development that is present
in both research fields with three important themes: firstly,
combining CG modelling with knowledge-based approaches
to predict and refine protein–protein complexes; secondly,
using physics-based CG models for de novo prediction of
protein–protein complexes; and thirdly modelling of large scale
protein aggregates.
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Introduction
The cytoplasm contains thousands of different proteins,
at an estimated concentration of 200–300 mg/ml.
Together with other biomolecular constituents, the total
macromolecular concentration (proteins, lipids, nucleic
acids, and sugars) of the cytoplasm can be as high as
400 mg/ml and occupy 20–30% of its volume [1]. In such a
crowded environment, protein–protein interactions are
essential, and in fact regulatory of almost all cellular
processes. Likewise, membrane proteins function at high
concentration in the cell membrane with a protein area
coverage of 15–30% [2] and many membrane-related
processes require formation of membrane protein (super)
complexes. Therefore it is of fundamental importance to
understand and predict protein–protein binding modes,
association–dissociation equilibria, as well as mechanisms
by which proteins avoid sticking to each other under such
crowded conditions [3].
Open access under CC BY-NC-SA license.Current Opinion in Structural Biology 2013, 23:878–886 To understand the driving forces governing the organiz-
ation of cellular components, computer simulation has
become an indispensible tool. To deal with the range of
spatio-temporal scales involved in cellular processes,
modelling at a coarse-grained (CG) level of description
is required. The use of reduced representations enables
us to consider large and complex systems, often beyond
binary complexes, towards multi-protein assemblies [4,5].
Multiple levels of coarse-graining are now available and
CG models of proteins can be combined with other
biomolecules to simulate the structure and dynamics of
complex biosystems [6,7]. Increasingly the aim is to
derive quantitative rather than qualitative data. The
accurate prediction of protein–protein binding affinities
is seen as a major target for future developments [8], for
instance. The ultimate challenge is to predict the struc-
ture and dynamics of protein–protein complexes and
multi-protein assemblies de novo, that is without prior
knowledge of the bound state. These endeavours are
limited by several challenges for CG computational
methods [9], which form the topic of this review. We
restrict ourselves to CG PPI models that retain chemical
specificity, focusing on progress over the past few years.
We first describe progress in CG modelling of soluble
proteins, followed by membrane proteins, and we end
with a short outlook section.
Soluble proteins
Coarse-graining using knowledge-based approaches
For many protein assemblies, experimental data is avail-
able that may be used as effective restraints to guide CG
models. Such prior knowledge about protein–protein
assemblies can be integrated in CG models at various
levels. The spatial symmetry of an assembly, for instance,
may be used as an original way to coarse-grain spatial
degrees of freedom as has been demonstrated for the
rational computational design and optimization of self-
assembled protein nanomaterial interfaces [10]. Sym-
metry can furthermore be combined with experimental
data such as cryo-EM maps to drive the computational
assembly of protein complexes [11]. Another level of
integration of prior knowledge is to directly embed refer-
ence data within knowledge-based CG potentials, for
example by refining the description of PPI in docking
scores [12,13]. A promising novel route to guide protein–
protein assembly is to include multi-body interactions
and evolutionary information in scoring functions for the
prediction of protein interactions. This idea has been
implemented in a CG statistical potential, showing sig-
nificant improvement on a common protein docking
benchmark [14]. Knowledge-based CG representations
may be designed based on publicly available databaseswww.sciencedirect.com
Coarse-grain modelling of protein–protein interactions Baaden and Marrink 879and resources, many of which are referenced at http://
www.vls3d.com/links.html (section 12). It may be very
profitable to combine such knowledge-based potentials
with structure modelling approaches using low-resolution
biochemical or biophysical data to devise integrative
computational tools [15,16]. In this context it is important
to incorporate inherent uncertainties into CG or multi-
scale models, for example relating to the shapes and
positions of proteins in an assembly. This can be achieved
in a quantitative manner with so-called ‘toleranced’
models [17].
Physics-based simplified representations of protein–
protein interfaces
A major challenge in computational modelling of PPI is
the de novo prediction of protein–protein interfaces. The
large sampling space naturally invokes the use of CG
representations. A recurrent issue with CG models,
however, is the implementation of realistic structural
flexibility. An original approach has been suggested for
the coarse-grained ATTRACT representation, where a
concurrent hybrid all-atom/CG representation was used
[18] allowing full flexibility of the protein. In such a
model, however, computational efficiency is a major
challenge. The SCORPION CG force field was specifi-
cally designed to describe the dynamics of protein–
protein recognition in water, focusing on the parameter-
ization of non-bonded potentials that are compatible
with a polarizable particle-based solvent model. The
internal structure and flexibility of the protein is
maintained via an elastic network model [19]. Starting
from different initial configurations, the model repro-
duces the association of the Barnase/Barstar complex
(Figure 1a) in Molecular Dynamics (MD) simulations.
Such a dynamic description including surface flexibility
may be very complementary to coarser static
models used in Brownian Dynamics (BD) approaches
[20]. Solernou and Fernandez-Recio introduced the
pyDockCG CG potential for computational protein–
protein docking [21], an extension of the UNRES model
with additional terms accounting for a solvation energy
contribution and explicit electrostatic interactions. Pre-
dictions are comparable to the all-atom pyDock scoring
function but at a significantly lower computational cost,
which enables the future introduction of flexibility at
the interface. Concerning the importance of interface
solvation, Ceres et al. showed that a solvation energy
deficit term calculated at a CG level discriminates the
nature of a protein interface patch between its mono-
meric and dimeric forms [22].
General principles of PPI can be derived from systema-
tic comparative studies. Zheng et al. [23] successfully
predicted the quaternary structures of 12 protein–
protein complexes starting from unbound and/or
unfolded monomers. Their model recovers the native
interfaces of eight homodimers and four heterodimerswww.sciencedirect.com reconstructing binding free energy surfaces that enable
the analysis of possible protein–protein recognition
mechanisms. Their results suggest that protein–protein
association is well represented by funnelled energy
landscapes, similar to those employed for folding of
monomers. Cross-docking experiments between large
sets of arbitrary binding partners require reduced inter-
face representations, one possibility among many being
the description of protein shape as spherical harmonics.
Using shape complementarity and physical properties in
a cross-docking study of 314 probe and 198 target
proteins, Martin and Lavery have shown that partner
molecules dock in a non-random fashion and biologi-
cally pertinent recognition interfaces can be identified
by such an approach [24].
Towards reliable modelling of large-scale aggregates:
association–dissociation dynamics
In order to move towards the modelling of large and
complex assemblies such as those encountered in a cell,
it is important to adequately reproduce association–dis-
sociation dynamics, including transient weak bindings
either driven by enthalpic or entropic terms. A difficult
task in the modelling of PPI is to account for flexible
loops. Using a simple CG representation, De Simone et al.
showed that large flexible loops actually hinder protein
aggregation, suggesting that their role may be to maintain
protein solubility [25]. The sampling of protein–protein
aggregation can be accelerated by coarsening the phase
space exploration as shown by Ravikumar et al. using a
push–pull-release approach at a residue-level CG descrip-
tion of five well-characterized protein complexes to gen-
erate a comprehensive energy landscape picture of
complex association [26]. Emperador et al. combine the
use of discrete molecular dynamics with a multi-scale
representation of protein–protein binding interfaces to
introduce flexibility in the docking process [27]. They
show a significant improvement of the predicted com-
plexes, notably over rigid body docking, with particular
benefits in the case of large conformational changes.
Using a residue-level CG model of the actin–myosin
complex with Debye–Huckel electrostatics implicitly
representing ionic concentration and repulsive steric
terms, Okazaki et al. showed that concentration and
temperature dependent effects can be reproduced [28].
This study provides insights into the driving forces for
protein–protein recognition. Modelling of actin filaments
poses further challenges: Saunders and Voth [29] compare
three F-actin models from the literature using CG mol-
ecular dynamics with a focus on structural and dynamic
features. Although significant differences exist among the
models, a coherent picture emerges when they are linked
to different phases in the actin polymerization cycle.
Coarse-grained modelling of the association pathway of
b–b–a protein, a small and simple homotetrameric com-
plex, provides an interesting test case for studying the
underlying assembly mechanisms [30]. The studyCurrent Opinion in Structural Biology 2013, 23:878–886
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Protein aggregates of increasing complexity in solution. (a) Barnase–Barstar complex from [19] in green and red color solvated by a coarse-grained
water box shown in transparent blue; image courtesy of N Basdevant, T Ha Duong and D Borgis. (b) Model of a monoclonal antibody from [31] with the
all-atom structure in cyan and the coarse-grained model in red; image courtesy of A Chaudhri and GA Voth. (c) A model for the study of virus
indentation revealing mechanical properties mediated by protein–protein interactions [34]. Coat proteins adopt slightly different folds of type a, b and
c, colored pink, green and blue, respectively.suggests the possibility that structures of protein assem-
blies adopt different forms in crowded environments,
diluted solution and in a crystal structure. Modelling of
monoclonal antibodies at high concentrations represents
another challenge for coarse-graining self-association
phenomena [31], requiring a reliable description of the
antibody-antibody interface (Figure 1b). A different
approach to treat concentrated protein solutions is to
coarse grain the solvent representation, yet maintain an
all-atom interface description using many-protein BD
simulations [32].
Viruses represent a long-standing benchmark for CG PPI
studies as their shear size is very challenging, self-assem-
bly is a typical feature and experimental reference data is
abundant. They offer the possibility to exploit symmetry
to guide the computational approach. Virus maturation
is a process involving the concomitant rearrangement of
many protein–protein interfaces. May et al. studied matu-
ration pathways of bacteriophage  HK97 with a biased CG
potential suggesting that icosahedral motions govern the
assembly process [33]. With appropriate optimized CG
models it was furthermore possible to predict inter-
protein conformational flexibility and mechanical prop-
erties relevant to virus capsid deformation [34]. The
study used an iteratively refined distance-based elasticCurrent Opinion in Structural Biology 2013, 23:878–886 network representation to maintain the inter-monomer
arrangement within the assembly and derive accurate
fluctuation dynamics of the ensemble (Figure 1c). In a
previous study, atomistic and unbiased CG simulations
were combined to characterize the geometrical interfaces
at symmetry points within the capsid [35]. Cieplak and
Robbins studied the mechanical response of 35 virus
capsids to nanoindentation [36] and some studies
indicate that even very coarse models can be used to
represent mechanical stress in viral shells [37]. The HIV-
1 capsid is another major target that has been modelled at
a CG level [38] and more recently even at an all-atom
level [39], providing a demanding testcase for protein–
protein interactions.
Membrane proteins
Refinement of membrane protein complexes using
experimental constraints
CG modelling is progressively used as an effective tool to
optimize the structure of various membrane protein com-
plexes. Similar to soluble protein complexes, optimiz-
ation of membrane protein complexes is most effective in
combination with experimental data. For instance, Stein-
brecher et al. [40] used a number of biophysical assays
together with CG modelling to study the structure and
membrane interactions of the bacterial stress–responsewww.sciencedirect.com
Coarse-grain modelling of protein–protein interactions Baaden and Marrink 881
Figure 2
(a) (c)
(b)
Current Opinion in Structural Biology
Membrane protein aggregates. (a) Self-assembly of bacterial chemoreceptors in a small liposome from [49]; image courtesy of BA Hall, JP Armitage,
and MSP Sansom. A cross-section of the liposome is shown, with receptors depicted in green and lipids in grey. (b) Supramolecular organization of
rhodopsins in disk membranes from [55]; image courtesy of X. Periole. Top view of the membrane with pairs of rhodopsins shown in red/orange, lipids
in grey. (c) Clustering of TM helices in multi component membranes under crowding conditions from [65]. Tilted view of the membrane with saturated
lipids in cyan, unsaturated lipids in red, cholesterol in grey with white hydroxyl group, and WALP peptides in yellow with grey flanking residues.peptide TisB, aiming to find out whether it forms pores or
other proton-selective channels. On the basis of their
findings, the authors postulate that antiparallel dimers
could be assembled via a ladder of salt bridges that enable
protons to pass along a wire of trapped water molecules
across the membrane. Marius et al. [41] employed chemi-
cal cross-linking and fluorescence resonance energy trans-
fer (FRET) measurements in conjunction with CG MD
simulations to determine the oligomeric state of the
membrane protein Fukutin-I. Their studies reveal that
the N-terminal transmembrane domain of Fukutin-I
exists as a dimer driven by interactions between a
characteristic TXXSS motif. Oguchi et al. [42] combine
time-resolved amide hydrogen exchange and various
biochemical assays together with CG modelling to predict
the positioning and mechanistic role of M domains in
ClpB hexamers. They show that M-domains nestle at the
ClpB ring surface and contribute to maintaining a
repressed ClpB activity state. Together, the results
underline the vital nature of tight ClpB activity control
and elucidate a regulated M-domain toggle control mech-
anism. Another example of predicting protein–proteinwww.sciencedirect.com binding modes is provided by the study of Kalli et al.
[43] on the integrin–talin complex. Activation of the
integrin aIIb/b3 dimer by the talin head domain was
probed using multiscale MD simulations. The results,
combined with various published experimental obser-
vations, suggest a model for the mechanism of inside-
out activation of integrins by talin. Davies et al. [44] used
electron cryotomography and CG simulations to investi-
gate the structure and organization of ATP synthase
dimers in mitochondrial membranes. The combined
approach shows that isolated dimers induce a plastic
deformation in the lipid bilayer, which is partially
relieved by their side-by-side association. In many of
these studies, in a so-called serial multi-scale approach,
the favourable association interface determined from CG
models is further optimized using atomistic simulations
after a backmapping procedure. In addition to structural
refinement, CG protein models also offer a direct con-
nection to the time scales probed by state of the art
kinetic experiments. Casuso et al. [45], for instance,
computed the unbinding pathways of OmpF dimers to
interpret high speed AFM experiments.Current Opinion in Structural Biology 2013, 23:878–886
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interfaces
Ultimately one would like to be able to predict the
structure of membrane protein complexes de novo. Like
soluble proteins, the large number of possible interfaces
still poses a major sampling problem. On the one hand,
due to the two-dimensional nature of the membrane,
prediction of membrane protein interfaces is easier. On
the other hand, sampling of the desolvation of the
protein–protein interface is problematic due to trapping
of lipids. In case of single transmembrane (TM) helices, a
growing number of studies demonstrate that the exper-
imental interfaces can be reproduced using CG self-
assembly (reviewed in [46]). Self-assembly simulations
are typically performed using many independent replicas
to probe the reproducibility of the interfaces formed, and
the behaviour of WT and mutant proteins are compared
providing additional insights into the packing motifs of
TM helices. The ability to predict packing of TM helices
has paved the way for CG modelling studies of self-
assembly of larger protein complexes, in particular,
protein complexes in which the interface is formed by
single TM helices [47,48]. In a large scale study, Hall et al.
[49] simulated self-assembly of bacterial chemoreceptors
embedded in a small liposome (Figure 2a). Notably,
receptor dimers, representing the non-kinase activating
form, were observed to self-assemble. The association
process was driven by the large bending fluctuations of
the aqueous domains of the receptor. Self-assembly stu-
dies of polytopic membrane proteins are still hampered
by slow kinetics. Reversible sampling of protein–protein
binding/unbinding events is extremely challenging for
models that retain chemical specificity. Pioneering stu-
dies on respiratory chain complexes by Arnarez et al. [50]
show complexation between cytochrome bc1 and cyto-
chrome c oxidase during self-assembly simulations, with a
specific role attributed to cardiolipins in bridging the
proteins together. However, on the multi-microsecond
time scale of the simulations, equilibration of the protein–
protein interfaces could not be achieved.
An alternative strategy aimed at de novo prediction of
protein–protein complexes is through computation of the
potential of mean force (PMF), that is the dimerization
free energy profile as a function of protein–protein dis-
tance. The PMF can be used to predict specific binding
modes and obtain insight into the thermodynamic driving
forces for protein–protein aggregation. However, PMFs
are notoriously difficult to calculate because of the
sampling problems mentioned above. Even between
simple TM helices convergence of the PMF requires
sampling on the microsecond time scale, requiring the use
of CG models [51,52,53,54]. Calculation of PMFs be-
tween polytopic membrane proteins so far has therefore
been limited to specific interfaces only. Recent studies on
G-protein coupled receptors (GPCRs) [55,56] reveal
specific, favourable, association interfaces stabilized byCurrent Opinion in Structural Biology 2013, 23:878–886 energies of the order of 30–60 kJ mol1. Remarkably,
Periole et al. [55] found that the amount of protein burial
(i.e. number of protein–protein contacts not exposed to
lipids) does not correlate with the binding strength of the
interface. This finding challenges the potential utility of
buried accessible surface area as a predictor of the
strength of membrane-embedded protein–protein inter-
faces, a strategy that works well for soluble proteins. To
further increase the predictive power of these kinds of
simulations, future studies should benefit from smart
sampling techniques [57,58]. Another approach is the
use of biomimetics (such as octanol or dodecane) that
allow PMF calculation even at the all-atom level [59], or
to resort to generic protein models for which many state
conditions can be systematically probed [60]. Alterna-
tively, implicit membrane models can be used which lead
to an obvious speed-up [61,62].
Towards large scale membrane protein assembly
Many integral membrane proteins assemble in oligomeric
structures in biological membranes. Again, reduced mod-
elling approaches are beginning to address the key ques-
tions in the field, with an increasing number of studies
based on the CG MARTINI force field [63] that com-
bines parameters for lipids and proteins. Periole et al. [55]
carried out CG MD simulations over time scales reaching
100 ms for model membranes containing up to 64 mol-
ecules of the visual receptor rhodopsin, constituting one
of the largest membrane patches simulated to date at
near-atomistic resolution. Based on the observed inter-
faces, and supported by PMF calculations and chemical
cross-linking data, a model was built for the supramole-
cular organization of the rows-of-dimers as observed in
AFM images of the rod outer segment disk membrane
(Figure 2b). In a joint experimental/modelling effort, van
den Boogaart et al. [64] showed that syntaxin clustering is
mediated by electrostatic interactions with the strongly
anionic lipid phosphatidylinositol-4,5-bisphosphate
(PIP2). Domanski et al. [65] found that, at lipid/protein
ratios characteristic of real membranes, TM peptides can
induce domain segregation resulting in large clusters of
aggregated proteins (Figure 2c). Goose and Sansom [66]
and Javanainen et al. [67] also simulated membranes
under crowded conditions, with formation of extended
clusters and networks of proteins that could lead to
compartmentalisation of lipids in extreme cases. Other
studies based on the MARTINI force field have
addressed the driving forces for sorting and clustering
of TM and membrane anchored proteins between
ordered and disordered membrane domains [68,69,70].
Although the above studies are able to show tendencies
of membrane proteins to oligomerize under various con-
ditions, equilibrium sampling of the supra-structural
organization is currently not possible. To this end, coar-
ser models are needed. Using less detailed CG models, an
extensive systematic study on aggregation of modelwww.sciencedirect.com
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match, membrane curvature, and protein class, was per-
formed by Parton et al. [71]. Kovalenko et al. [72]
developed a new BD-based method that takes into
account explicit electrostatic interactions between
proteins and an implicit membrane model. The approach
was demonstrated for photosynthetic electron transport
reaction kinetics taking place in the thylakoid mem-
brane, involving hundreds of proteins. A different
approach to upscaling was taken by Lai et al. [73]. Using
a very coarse 16-site bead model, they studied self-
association of hundreds of epsin N-terminal homology
domains embedded on membrane tubes. The chemical
specificity of the protein model was retained by matching
the essential dynamics of a reference all-atom model with
a heterogeneous elastic network. A similar large scale
description of membrane protein organization can be
obtained using a shape-based CG approach, in which
all-atom simulations are used to calibrate effective inter-
actions between entire secondary protein units. Yu and
Schulten [74], for instance, used this method to study the
membrane curvature induced by lattices of F-BAR
domains.
Conclusions and outlook
The recent development in coarse-grained techniques
has given a boost to computational modelling of protein–
protein interfaces. The accessibility of long time scale
(micro-millisecond range) has opened up the compu-
tation of binding free energies in self-assembly simu-
lations, and spatially resolved PMFs are used to
discriminate between different protein–protein inter-
faces. Nowadays multiscale modelling provides a power-
ful tool, especially in combination with experimental
data, to refine and predict the structural and dynamic
aspects of both soluble and membrane protein complexes,
and to understand the physico-chemical nature of the
driving forces.
We expect progress in combining dynamic CG models
with protein–protein docking platforms. Inclusion of side
chain flexibility, solvent entropy, and induced confor-
mational changes are important factors to improve the
accuracy of current docking approaches [75]. Using ato-
mistic models is still prohibitively expensive, at least for
high throughput assays, but CG models that retain chemi-
cal specificity are a powerful alternative. This specificity is
particularly important for future applications of interest to
the pharmaceutical industry, given that more and more PPI
are found to be modulated by small molecules [76,77].
Another important area where advances should be
expected is in hybrid multi-scale methods, that is models
combining CG and atomistic levels of resolution concur-
rently in a single simulation. For instance, PPI could be
efficiently simulated with only the surface residues in full
atomic detail and protein interior and solvent environmentwww.sciencedirect.com treated at a CG level. An even more sophisticated scenario
would have the proteins change resolution on the fly upon
close contact. Although hybrid multi-scale methods are
being developed by many groups [78,79], applications to
real biomolecular processes involving PPI are still ahead.
To deal with protein organization on scales reaching the
size of the cell, the challenge is to develop supra CG
models that still connect to the underlying structure.
Current efforts in this direction include essential dynamics
based CGing [73], ultra CG models with embedded states
[80] and shape-based CG models [74]. More detailed CG
models can be used in the parameterization, for example,
protein–protein PMFs may define effective interactions
between the supra-CG models with the prospect of fully
resolved (i.e. distance and angle dependent) multi-dimen-
sional protein–protein free energy landscapes. In that
respect, it will be important to develop enhanced sampling
methods to obtain converged protein–protein PMFs;
promising novel methods in this field are window-
exchange umbrella sampling [57] and the use of smart
restraints [58].
Future developments of integrating experiment and CG
simulation are particularly appealing for hypothesis
generation, as the experimental data can be used to
rapidly guide the CG models towards compatible
solutions. A great variety of experimental data of varying
precision is available, some of which is very straight
forward to introduce in a simulation, for example distance
constraints from FRET measurements or shape envel-
opes derived from CryoEM or SAXS experiments. The
availability of osmotic second virial coefficients for a
number of different proteins in a range of conditions of
pH and ionic strength offers an excellent opportunity in
the near future to undertake a systematic parameteriza-
tion of CG models to match thermodynamic data on the
interactions of proteins in aqueous solution [81]. The
experiment-simulation feedback loop can be further
improved by adding interactivity to the model construc-
tion process. A recent example using virtual reality and
haptic manipulation was performed on the RecA nucleo-
filament complex [82].
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