For subsets in the standard symplectic space (R 2n , ω 0 ) whose closures are intersecting with coisotropic subspace R n,k we construct relative versions of their Ekeland-Hofer capacities with respect to R n,k , establish representation formulas for such capacities of bounded convex domains intersecting with R n,k , and also prove a product formula and a fact that the value of this capacity on a hypersurface S of restricted contact type containing the origin is equal to the action of a generalized leafwise chord on S.
Introduction

Coisotropic capacity
Recently, Lisi and Rieser [14] introduced the notion of a coisotropic capacity (i.e., a symplectic capacity relative to a coisotropic submanifold of a symplectic manifold). Let (M, ω) be a symplectic manifold and N ⊂ M a coisotropic submanifold. (In this paper all manifolds are assumed to be connected without special statements!) An equivalence relation ∼ on N was called a coisotropic equivalence relation if x and y are on the same leaf then x ∼ y (cf. [14, Definition 1.4] ). A special example is the so-called leaf relation ∼: x ∼ y if and only if x and y are on the same leaf. For two tuples (M 0 , N 0 , ω 0 , ∼ 0 ) and (M 1 , N 1 , ω 1 , ∼ 1 ) as above, a relative symplectic embedding from (M 0 , N 0 , ω 0 ) and (M 1 , N 1 , ω 1 ) is a symplectic embedding ψ : (M 0 , ω 0 ) → (M 1 , ω 1 ) satisfying ψ −1 (N 1 ) = N 0 ([14, Definition 1.5]). Such an embedding ψ is said to respect the pair of coisotropic equivalence relations (∼ 0 , ∼ 1 ) if for every x, y ∈ N 0 ,
The standard symplectic space (R 2n , ω 0 ) has coisotropic linear subspaces R n,k = {x ∈ R 2n | x = (q 1 , · · · , q n , p 1 , · · · , p k , 0, · · · , 0)} for k = 0, · · · , n, where we understand R n,0 = {x ∈ R 2n | x = (q 1 , · · · , q n , 0, · · · , 0)}. Denote by ∼ the leaf relation on R n,k , and by V n,k 0 = {x ∈ R 2n | x = (0, · · · , 0, q k+1 , · · · , q n , 0, · · · , 0)}, (1.1) V n,k 1 = {x ∈ R 2n | x = (q 1 , · · · , q k , 0, · · · , 0, p 1 , · · · , p k , 0, · · · , 0)}. (1.2) Then two points x, y ∈ R n,k satisfy x ∼ y if and only if their difference sits in V n,k 0 . Note that V n,0 1 = {0} and L n 0 := V n,0 0 = {x ∈ R 2n | x = (q 1 , · · · , q n , 0, · · · , 0)} = R n,0 is a Lagrangian subspace, and that V n,n 0 = {0} and V n,n 1 = R 2n . Obverse that R 2n has the orthogonal decomposition R 2n = J 2n V n,k 0 ⊕ R n,k = J 2n R n,k ⊕ V n,k 0 with respect to the standard inner product. Hereafter J 2n denotes the standard complex structure on R 2n given by (q 1 , · · · , q n , p 1 , · · · , p n ) → (p 1 , · · · , p n , −q 1 , · · · , −q n ).
For a ∈ R we write a := (0, · · · , 0, a) ∈ R 2n . Denote by B 2n (a, r) and B 2n (r) the open balls of radius r centered at a and the origin in R 2n respectively, and by W 2n (R) := (x 1 , . . . , x n , y 1 , . . . , y n ) ∈ R 2n | x 2 n + y 2 n < R 2 or y n < 0 , According to [14, Definition 1.7] , a coisotropic capacity is a functor c that assigns to every tuple (M, N, ω, ∼) as above a non-negative (possibly infinite) number c(M, N, ω, ∼) that satisfies the following conditions:
(i) Monotonicity. If there exists a relative symplectic embedding ψ from (M 0 , N 0 , ω 0 , ∼ 0 ) to (M 1 , N 1 , ω 1 , ∼ 1 ) respecting the coisotropic equivalence relations, and dim M 0 = dim M 1 , then c(M 0 , N 0 , ω 0 , ∼ 0 ) ≤ c(M 1 , N 1 , ω 1 , ∼ 1 ).
(ii) Conformality. c(M, N, αω, ∼) = |α|c(M, N, ω, ∼), ∀α ∈ R\{0}.
(iii) Non-triviality. With the leaf relation ∼ it holds that for k = 0, · · · , n − 1, c(B 2n (1), B n,k (1) , ω 0 , ∼) = π 2 = c(W 2n (1), W n,k (1) , ω 0 , ∼).
(1.5)
As remarked in [14, Remark 1.9] , it was because of the non-triviality (iii) that c cannot be any symplectic capacity.
From now on, we abbreviate c(M, N, ω, ∼) as c(M, N, ω) if ∼ is the leaf relation on N . In particular, for domains D ⊂ R 2n we also abbreviate c D, D ∩ R n,k , ω 0 as c D, D ∩ R n,k for simplicity.
Given a n + k-dimensional coisotropic submanifold N in a symplectic manifold (M, ω) of dimension 2n we called in [12, Definition 1.3] Here we always assume k ∈ {0, 1 · · · , n − 1}. (If k = n then w G (N ; M, ω) is equal to the Gromov width w G (N, ω| N ) of (N, ω| N ).)
When k = 0, N is a Lagrangian submanifold and this relative Gromov width was introduced by Barraud, Biran and Cornea [1, 2, 3, 4] . It is easily seen that w G satisfies monotonicity, conformality and w G (B 2n (r) ∩ R n,k ; B 2n (r), ω 0 ) = πr 2 , ∀r > 0.
So the latter shows that w G is not a coisotropic capacity by the first equality in (1.5) . We may derive from these and monotonicity of c and w G that w G (N ; M, ω) ≤ 2c(M, N, ω).
Similar to the construction of the Hofer-Zehnder capacity, Lisi and Rieser [14] constructed an analogue relative to a coisotropic submanifold, called the coisotropic Hofer-Zehnder capacity. Using it they also studied symplectic embeddings relative to coisotropic constraints and got some corresponding dynamical results. This capacity also played a key role in the proof of Humiliére-Leclercq-Seyfaddini's important rigidity result that symplectic homeomorphisms preserve coisotropic submanifolds and their characteristic foliations ( [9] ).
For the coisotropic Hofer-Zehnder capacity of bounded convex domains with special coisotropic submanifolds and leaf relation (introduced by Lisi and Rieser recently), we [12] proved a representation formula, some interesting corollaries, and corresponding versions of a Brunn-Minkowski type inequality by Artstein-Avidan and Ostrover and a theorem by Evgeni Neduv.
1.2 A relative version of the Ekeland-Hofer capacity with respect to a coisotropic submanifold R n,k Prompted by Gromov's work [7] , Ekeland and Hofer [5, 6] constructed a sequence of symplectic invariants for subsets in the standard symplectic space (R 2n , ω 0 ), the so-called Ekeland and Hofer symplectic capacities. (In this paper, the Ekeland and Hofer symplectic capacity always means the first Ekeland and Hofer symplectic capacity without special statements.) We introduced the generalized Ekeland-Hofer and the symmetric Ekeland-Hofer symplectic capacities and developed corresponding results ( [10, 11] ). The aim of this paper is to construct a coisotropic analogue of a Ekeland-Hofer capacity for subsets in (R 2n , ω 0 ) relative to a coisotropic submanifold R n,k --the coisotropic Ekeland-Hofer capacity.
Fix an integer 0 ≤ k ≤ n. For each subset B ⊂ R 2n whose closure B has nonempty intersection with R n,k = ∅, we define a number c n,k (B), called coisotropic Ekeland-Hofer capacity of B (though it does not satisfies the stronger monotonicity as in (i) above), which is equal to the Ekeland-Hofer capacity of B if k = n. c n,k satisfies c n,k (B) = c n,k (B) and the following:
(ii) (Conformality) c n,k (λB) = λ 2 c n,k (B).
The group Sp(2n) = Sp(2n, R) of symplectic matrices in R 2n is a connected Lie group. We do not know whether or not its subgroup
is connected. Let Sp(2n, k) 0 be the connected component of Sp(2n, k) containing the identity.
Then c n,k (φ(B)) = c n,k (B 
Then c n,k (ϕ(A)) = c n,k (A). In particular, for a subset A ⊂ R 2n satisfying A ∩ R n,k = ∅, if it is starshaped with respect to some point w 0 ∈ R n,k and there exists a symplectic embedding ϕ from some open neighborhood U of A to R 2n such that (1.7) holds, then c n,k (ϕ(A)) = c n,k (A).
For a bounded convex domain D in (R 2n , ω 0 ) with boundary S, recall in [11, Definition 1.1] that a nonconstant absolutely continuous curve z :
(Generalized characteristics and generalized leafwise chords on S become characteristics and leafwise chords on S respectively if S is of class C 1 .) The action of a GLC z : [0, T ] → S is defined by
As generalizations of representation formulas for the Ekeland-Hofer capacities of bounded convex domains we have:
is only a bounded convex domain such that D ∩ R n,k = ∅, then the above conclusions are still true after all words "leafwise chord" are replaced by "generalized leafwise chord".
This theorem and [12, Theorem 1.5] show that the coisotropic Hofer-Zehnder capacity of a bounded convex domain D ⊂ R 2n such that D ∩ R n,k = ∅, c LR (D, D ∩ R n,k ), is equal to c n,k (D). From this fact, (3.23) and interior regularity of c LR we derive that
for any convex domain D ⊂ R 2n such that D ∩ R n,k = ∅. Hence Corollaries 1.6-1.9 in [12] are still true if c LR is replaced by suitable c n,k . As the Ekeland-Hofer capacity, c n,k satisfies the following product formulas.
Theorem 1.5. For convex domains D i ⊂ R 2ni containing the origins, i = 1, · · · , m ≥ 2, and integers 0 ≤ l 0 ≤ n := n 1 + · · · + n m , l j = max{l j−1 − n j , 0}, j = 1, · · · , m − 1, it holds that
Moreover, if all these domains D i are also bounded then (1) , p (1) ), · · · , (q (m) , p (m) )) → (q (1) , · · · , q (m) , p (1) , · · · , p (m) ) ∈ R 2n .
If l 0 = n then l i = j>i n j and thus min{n i , l i−1 } = n i for i = 1, · · · , m. It follows that Theorem 1.5 becomes Theorem in [16, § 6.6] . We pointed out in [12, Remark 1.10] that Theorems 1.4, 1.5 and [12, Theorem 1.5] can be combined to improve some results therein. Corollary 1.6. Let S 1 (r i ) be boundaries of discs B 2 (0, r i ) ⊂ R 2 , i = 1, · · · , n ≥ 2, and integers 0 ≤ l 0 ≤ n, l j = max{l j−1 − 1, 0}, j = 1, · · · , n − 1. Then c n,l0 (S 1 (r 1 ) × · · · × S 1 (r n )) = min i c 1,min{1,li−1} (B 2 (0, r i )).
Here c 1,1 (B 2 (0, r i )) = πr 2 i and c 1,0 (B 2 (0, r i )) = πr 2 i /2. Precisely, c n,0 (S 1 (r 1 ) × · · · × S 1 (r n )) = min{πr 2 1 /2, · · · , πr 2 n /2}, c n,k (S 1 (r 1 ) × · · · × S 1 (r n )) = min{min i≤k πr 2 i , min i>k πr 2 i /2}, 0 < k < n, c n,n (S 1 (r 1 ) × · · · × S 1 (r n )) = min{πr 2 1 , · · · , πr 2 n /2}.
Note that Corollary 1.6 becomes [16, Corollary 6.6] for l 0 = n.
By (1.10) and [12, Corollary 1.8] we obtain for k = 0, 1, · · · , n − 1,
Corresponding to a representation of the Ekeland-Hofer capacity of a bounded domain in R 2n with boundary of restricted contact type we have:
, ω 0 ) be a bounded domain with C 2n+2 boundary S of restricted contact type. Suppose that U contains the origin and that there exists a globally defined C 2n+2 Liouville vector field X transversal to S whose flow φ t maps R n,k to R n,k and preserves the leaf relation of R n,k . Then
has empty interior and contains c n,k (U ) = c n,k (S).
In order to show that c n,k is a coisotropic capacity (with the weaker monotonicity), we need to prove that c n,k satisfies the non-triviality as in (1.5). By Theorem 1.4 we immediately obtain c n,k (B 2n (1)) = π 2 , k = 0, · · · , n − 1.
(1.16) Proposition 1.1(i) and (1.14) also lead to c n,k (W 2n (1)) ≥ c n,k (U 2n (1)) = π 2 directly. Using the extension monotonicity of c LR in [14, Lemma 2.4], Lisi and Rieser proved that
above [14, Proposition 3.1]. However, our Proposition 1.1 and Theorem 1.2 cannot yield such strong extension monotonicity for c n,k . Instead, we may use Theorems 1.5 and 1.7, which does not hold for c LR in general, to derive: Theorem 1.8. For k = 0, · · · , n − 1, it holds that c n,k (W 2n (1)) = π 2 .
By this, Corollary 1.6 and Theorem 1.2 we deduce:
. Let τ 0 ∈ L(R 2n ) be the canonical involution on R 2n given by τ 0 (x, y) = (x, −y). We shall prove in Section 8:
Theorem 1.10. The τ 0 -symmetrical Ekeland-Hofer capacity c EH,τ0 (B) of each subset B ⊂ R 2n such that τ 0 B = B and B ∩ L n 0 = ∅ is greater than or equal to c n,0 (B). Plan of the paper. In Section 2 we provide necessary variational preparations on the basis of [14, 12] . In Section 3 we give the definition of the coisotropic Ekeland-Hofer capacity and proofs of Proposition 1.1, Theorem 1.2 and Corollary 1.3. In Section 4 we prove Theorem 1.4. In Section 5 we prove a product formula, Theorem 1.5. In Section 6 we prove Theorem 1.7 about representation of the coisotropic capacity c n,k of a bounded domain in R 2n with boundary of restricted contact type. In Section 7 we prove Theorem 1.8.
Variational preparations
We follow [14] and our [12] to present necessary variational materials. Fix an integer 0 ≤ k < n. Consider the Hilbert space defined in [14, Definition 3.6 ]
with L 2 -inner product. We proved in Proposition 2.3 of [12] that the Hilbert space L 2 n,k is exactly L 2 ([0, 1], R 2n ). (If k = n this is clear as usual because V n,n 0 = {0} and V n,n 1 = R 2n .) For any real s ≥ 0 we follow [14, Definition 3.6 ] to define Furthermore, if s > t, then the inclusion  : H s n,k → H t n,k and its Hilbert adjoint  * : H t n,k → H s n,k are compact. Let · s,n,k denote the norm induced by ·, · s,n,k . For r ∈ N or r = ∞ let C r n,k ([0, 1], R 2n ) denote the space of C r maps x : [0, 1] → R 2n such that x(i) ∈ R n,k , i = 0, 1, and x(1) ∼ x(0), where ∼ is the leaf relation on R n,k . (Note: H s n,n is exactly the space H s on the page 83 of It has orthogonal decomposition into
Let P + , P 0 and P − be the orthogonal projections to E + , E 0 and E − respectively. For x ∈ E we write
Then there holds
(See [14] .) The functional a is differentiable with gradient ∇a(x) = x + − x − . From now on we assume that for some L > 0,
Then there exist positive real numbers C i , i = 1, 2, 3, 4, such that 
The Ekeland-Hofer capacity relative to a coisotropic subspace
We closely follow Sikorav's approach [16] to Ekeland-Hofer capacity in [5] . Fix an integer 0 ≤ k ≤ n. Let E = H 
is a continuous map from E × [0, 1] to (0, +∞) 3 × E and maps any closed bounded sets to compact sets.
Let Γ n,k be the set of all admissible deformations on E. It is not hard to verify that the composition γ •γ ∈ Γ n,k for any γ,γ ∈ Γ n,k . (If k = n, Γ n,k is equal to Γ in [16] .) Corresponding to [16, Section 3, Proposition 1] or [5, Section II, Proposition 1] we also prove easily the following intersection property.
where z 1 ∈ C is the projection of z. Correspondingly, we have
It follows that
This and Proposition 3.2 lead to
and hence (3.8).
We say H ∈ C 0 (R 2n , R + ) to be R n,k -admissible if it satisfies:
(H1) Int(H −1 (0)) = ∅ and intersects with R n,k ,
where a > π for k = n, and a > π/2 for 0 ≤ k < n.
Moreover, an R n,n -admissible H is said to be nonresonant if a in (H2) does not belong to πN; and an R n,k -admissible H with k < n is called strong nonresonant if a in (H2) does not sit in Nπ/2.
Clearly, for any R n,k -admissible
where a = π for k = n, and a = π/2 for 0 ≤ k < n. In particular, we have c n,k (H) < +∞ for H ∈ C 0 (R 2n , R + ) satisfying (H2). In fact, for k = n this can be derived from (3.7) (cf. [16] ).
Then Proposition 3.3 leads to c n,k (H) < +∞. It is easy to prove that c n,k (H) satisfies:
Proposition 3.4. Let H, K ∈ C 0 (R 2n , R + ) satisfy (H1) and (H2). Then there holds:
(iii) (Homogeneity) c n,k (λ 2 H(·/λ)) = λ 2 c n,k (H) for λ = 0.
By Proposition 2 in [16, Section 3.3] the following proposition holds for k = n.
for some z 0 ∈ R n,k and for constants C 1 > 0 and C 2 > 0. Then c n,k (H) > 0. In particular,
Proof. We assume k < n. For a constant ε > 0 define γ ε ∈ Γ n,k by γ ε (x) = z 0 + εx ∀x ∈ E. We claim inf
for sufficiently small ε. Since
it suffices to prove that lim
Otherwise, suppose there exists a sequence (x j ) ⊂ E and d > 0 satisfying
x j E → 0 and
Let y j = xj xj E and hence y j E = 1. Then Lemma 2.1 implies that (y j ) has a convergent subsequence in L 2 . By a standard result in L p theory, we have w ∈ L 2 and a subsequence of (y j ), still denoted by (y j ), such that y j (t) → y(t) a.e. on (0, 1) and that |y j (t)| ≤ w(t) a.e. on (0, 1) and for each j. It follows from (3.10) that
a.e. on (0, 1), ∀j,
The first claim in (3.14) implies that (x j ) has a subsequence such that x j l (t) → 0, a.e. in (0, 1). Hence the Lebesgue dominated convergence theorem leads to
This contradicts the second claim in (3.14) .
, since (H1) implies that H vanishes near z 0 , by (H2) and the Taylor expansion of H at z 0 ∈ R 2n , we have constants C 1 > 0 and C 2 > 0 such that (3.10) holds. Lemma 3.6. Let H ∈ C 0 (R 2n , R + ) satisfy (3.9) and (3.10). Then
Moreover, if H is also of class C 2 and has bounded derivatives of second order, then F n,k is positive invariant for the flow ϕ u of ∇Φ H (which must exist as pointed out above Lemma 2.6).
Proof. Since c n,k (H) is a finite positive number by Proposition 3.5 and the arguments above Proposition 3.4, the first claim follows. When H has bounded derivatives of second order, (2.4) is satisfied naturally. Then ∇Φ H satisfies the global Lipschitz condition, and thus has a unique global flow 
Clearly V is locally Lipschitz and has linear growth. These imply that V has a unique global flow which we will denote by Υ u . Moreover, it is obvious that Υ u has the same property as
Clearly, an R n,k -admissible H ∈ C 2 (R 2n , R) satisfies the conditions of Lemma 3.6.
is nonresonant for k = n, and strong nonresonant for k < n, then c n,k (H) is a positive critical value of Φ H .
The case of k = n was proved in [5, Section II, Proposition 2] (see also [16, Section 3.4 , Proposition 1]). It remains to prove the case k < n. By Lemma 2.4 the functional Φ H is C 1,1 , and its gradient ∇Φ H satisfies a global Lipschitz condition on E. By a standard minimax argument Theorem 3.7 may follow from Lemma 3.6 and the following.
Proof. The functional b is differentiable. Its gradient ∇b is compact and satisfies a global Lipschitz condition on E. Since ∇Φ H (x) = x + − x − − ∇b(x) for any x ∈ E, we have
Then (x 0 j ) is a bounded sequence in R n,k which is of finite dimension. Hence (x 0 j ) has a convergent subsequence. Moreover, since ∇b is compact, (∇b(x j )) has a convergent subsequence, and so both (x + j ) and (x − j ) have convergent subsequences in E. Hence (x j ) has a convergent subsequence. Case 2. (x j ) is unbounded in E. Without loss of generality, we may assume lim j→+∞ x j E = +∞. For z 0 ∈ R n,k defined as in (H2), let
Also by (H2) there exists constants C 1 and C 2 such that
(3.17) implies that (y j ) has a convergent subsequence in E. Without loss of generality, we may assume that y j → y in E. Since (H2) implies that H(z) = Q(z) := a|z| 2 + z, z 0 + b for |z| sufficiently large, there exists a constant C > 0 such that |∇H(z) − ∇Q(z)| ≤ C for all z ∈ R 2n . It follows that as j → ∞,
This implies that  * (∇H(x k )/ x k E ) tends to  * (∇Q(y)) in E, and thus we arrive at
Then y is smooth and satisfieṡ
Clearly y(t) is given by
Since y + 1 2a z 0 E = 1 implies that y + 1 2a z 0 is nonconstant, using the boundary condition satisfied by y and the assumption that z 0 ∈ R n,k , we deduce that 2a ∈ mNπ. This gives a contradiction because H is strong non-resonant.
Corresponding to [16, Section 3.5 , Lemma] we have Proof. The method is similar to that of [12, Lemma 3.5] . For clearness we give it. By Lemma 2.4, Φ H is C 1,1 . Lemma 2.5 implies that all critical points of Φ H sit in C 2n+2 n,k ([0, 1], R 2n ). Thus the restriction of Φ H to C 1 n,k ([0, 1], R 2n ), denoted byΦ H , and Φ H have the same critical value sets. As in the proof of [11, Claim 4.4] we can deduce thatΦ H is of class C 2n+1 .
Let P 0 and P 1 be the orthogonal projections of R 2n to the spaces V n,k 0 and V 2k 1 in (1.1) and (1.2), respectively. Take a smooth g : [0, 1] → [0, 1] such that g equals 1 (resp. 0) near 0 (resp. 1). Denote by φ t the flow of
These and [11, Corollary B.2] show that ψ gives rise to a C 2n map
For a critical point y of Φ H , that is, y ∈ C 2n+2 n,k ([0, 1], R 2n ) and solvesẏ = J 2n ∇H(y) = X H (y), with z y := y(0) ∈ R n,k we have
The desired claim is obtained.
Having this lemma we can prove the following proposition, which corresponds to Proposition 3 in [5, Section II]. B) . By the definition, we immediately get: Proof. We only prove (iii). By (ii) it suffices to prove that for each given H ∈ E n,k (R 2n , B) ∩ C l (R 2n , R + ) there exists a G ∈ E l n,k (R 2n , B) such that G ≥ H. We may assume that H(z) = a|z| 2 + z, z 0 + b outside a larger closed ballB 2n (R 1 ), where a > π and a / ∈ πN for k = n, and a > π/2 and a / ∈ πN/2 for 0 ≤ k < n. Let U (B) be the -neighborhood of B. We can also assume that H vanishes in U 2 (B). SinceB 2n (R 1 ) is compact, we may find a > a, b such that a / ∈ πN for k = n, a / ∈ πN/2 for 0 ≤ k < n, and a |z| 2 + z, z 0 + b ≥ H(z) for all z ∈ R 2n . Take a smooth function f : R 2n → R + such that it equal to zero in U (B) and which there exists z 0 ∈ R n,k and a real number a such that H(z) = a|z| 2 outside a compact subset, where a > π and a / ∈ πN for k = n, and a > π/2 and a / ∈ πN/2 for 0 ≤ k < n. As in the proof of Proposition 1.1 it is not hard to prove that H n,k (R 2n , B) is a cofinal subset of F n,k (R 2n , B). When k = n this shows that Sikorav's approach [16] to Ekeland-Hofer capacity in [5] defines the same capacity.
Proof of Proposition 1.1. Proposition 3.4(i)-(iii) lead to the first three claims. Let us prove (iv). We may assume that B is bounded. By (3.22) we have a sequence (H j ) ⊂ F n,k (R 2n , B) such that c n,k (H j ) → c n,k (B). Note that H j (· − w) ∈ F n,k (R 2n , B + w) for each j. Hence Proof. Note that
is an one-to-one correspondence. Then
Here the third equality comes from Proposition 3.10.
Proof of Theorem 1.2. We may assume that B is bounded, and complete the proof in two steps.
Step
We have a smooth function [0, 1]×R 2n (t, z) → G t (z) ∈ R 2n such that the path Φ t is generated by X Gt and that G t (z) = 0 ∀z ∈ R n,k . (See Step 2 below). Since ∪ t∈[0,1] Φ t (B) is compact, there exists R > 0 such that the ball B 2n (0, R) contains it. Take a smooth cut function ρ : R 2n → [0, 1] such that ρ = 1 on B 2n (0, 2R) and ρ = 0 outside B 2n (0, 3R). Define a smooth functionG : [0, 1] × R 2n → R bỹ G(t, z) = ρ(z)G t (z) for (t, z) ∈ [0, 1] × R 2n . Denote by ψ t the Hamiltonian path generated bỹ G in Ham c (R 2n , ω 0 ). Then ψ t (z) = Φ t (z) for all (t, z) ∈ [0, 1] × B 2n (0, R). Moreover each ψ t restricts to the identity on R n,k becauseG(t, z) = ρ(z)G t (z) = 0 for all (t, z) ∈ [0, 1] × R n,k . Hence we obtain c n,k (Φ(B)) = c n,k (Φ 1 (B)) = c n,k (B) by Proposition 3.13.
Step 2. Prove c n,k (φ(B)) = c n,k (B) in case w 0 = 0. Let Φ = (dφ(0)) −1 . Since c n,k (Φ • φ(B)) = c n,k (φ(B)) by Step 1, and Φ • φ(w) = w ∀w ∈ R n,k , replacing Φ • φ by φ we may assume dφ(0) = id R 2n . Define a continuous path in Symp(R 2n , ω 0 ),
which is smooth except possibly at t = 0. As in [15, Proposition A.1] we can smoothen it with a smooth function η : R → R defined by
25)
where e is the Euler number. Namely, defining φ t (z) := ϕ η(t) (z) for z ∈ R 2n and t ∈ R, we get a smooth path R t → φ t ∈ Symp(R 2n , ω 0 ) such that
where the integral is along any piecewise smooth curve from 0 to z in R 2n . Then R × R 2n (t, z) → H t (z) ∈ R is smooth and X t = X Ht . By the final condition in (3.26), for each (t, z) ∈ R × R n,k we have X t (z) = 0 and therefore H t (z) = 0. Since ∪ t∈[0,1] φ t (B) is compact, it can be contained a ball B 2n (0, R). Take a smooth cut function ρ : R 2n → [0, 1] as above, and define a smooth functionH :
Then the Hamiltonian path ψ t generated byH in Ham c (R 2n , ω 0 ) satisfies
It follows from Proposition 3.13 that c n,k (φ(B)) = c n,k (ψ 1 (B)) = c n,k (B) as above. Proof of Corollary 1.3. As above the proof is reduced to the case w 0 = 0. Moreover we can assume that both sets A and U are bounded and that U is also starshaped with respect to the origan 0 ∈ R 2n .
Next the proof can be completed following [15, Proposition A.1]. Now [0, 1] t → φ t (·) := ϕ η(t) (·) given by (3.24) and (3.25) is a smooth path of symplectic embeddings from U to R 2n with properties
(3.28) 1] , such that ψ t (z) = φ t (z) for all (t, z) ∈ [0, 1] × A. Moreover, the final condition in (3.26) implies that R n,k ∩ U ⊂ φ t (U ) and X t (z) = 0 for any t ∈ [0, 1] and z ∈ R n,k ∩ U . Hence for any (t, z) ∈ [0, 1] × R n,k we haveĤ(t, z) = χ(t, z)H(t, z) = 0 and so ψ t (z) = z. As above Proposition 3.13 leads to c n,k (A) = c n,k (ψ 1 (A)) = c n,k (φ 1 (A)) = c n,k (ϕ(A)).
Proof of Theorem 1.4
The case of k = n was proved in [5, 6, 16] . We assume k < n below. By Proposition 1.1(iv), c n,k (D) = c n,k (D + w) for any w ∈ R n,k . Moreover, for each x ∈ C 1 n,k ([0, 1]) there holds
Recalling that D ∩ R n,k = ∅, we may assume that D contains the origin 0 below. Let j D be the Minkowski functional associated to D, H := j 2 D and H * be the Legendre transform of H. Then ∂D = H −1 (1), and there exist constants R 1 , R 2 ≥ 1 such that
for all z ∈ R 2n . Moreover H is C 1,1 with uniformly Lipschitz constant. By [12, Theorem 1.5] Σ n,k ∂D := {A(x) > 0 | x is a leafwise chord on ∂D for R n,k } contains a minimum number , that is, there exists a leafwise chord x * on ∂D for R n,k such that A(x * ) = min Σ n,k ∂D = . Actually, the arguments there shows that there exists w ∈ C 1 n,k ([0, 1]) such that (4.30)
Let us prove (1.8) in the following two steps. As done in [10, 11] (see also Step 4 below), by approximating arguments we can assume that ∂D is smooth and strictly convex. In this case Σ n,k ∂D has no interior points in R because of [12, Lemma 3.5], and we give a complete proof though the ideas are similar to those of the proof of [16] (and [10, Theorem 1.10] and [11, Theorem 1.17]).
Step 1. Prove that c n,k (D) ≥ . By the monotonicity of c n,k it suffices to prove c n,k (∂D) ≥ . For a given > 0, consider a cofinal family of F n,k (R 2n , ∂D),
and where α is required to satisfy for some constant C > 0 αH(z) ≥ π 2 |z| 2 − C for |z| sufficiently large (4.33) because of (4.29) and Int(Σ n,k ∂D ) = ∅. Then each H ∈ E n,k (R 2n , ∂D) satisfies all conditions in Lemma 3.6. Indeed, it belongs to C ∞ (R 2n , R + ), restricts to zero near ∂D and thus satisfies (H1). Note that f (s) = αs + − αs 0 for s ≥ s 0 , where s 0 = inf{s > 1 | f (s) ≥ }. (4.33) implies that H(z) ≥ π 2 |z| 2 −C ∀z ∈ R 2n for some constant C > 0, and therefore c n,k (H) < +∞ by the arguments above Proposition 3.4. Moreover, it is clear that R n,k ∩ Int(H −1 (0)) = ∅ and |H zz (z)| is bounded on R 2n . Then (3.10) may be satisfied with any z 0 ∈ R n,k ∩ Int(H −1 (0)) by the arguments at the end of proof of and H(x(t)) ≡ c 0 (a positive constant). Since 
Since for any > 0 and G ∈ F n,k (R 2n , ∂D), there exists H ∈ E n,k (R 2n , ∂D) such that H ≥ G, we deduce that c n,k (G) ≥ c n,k (H) ≥ min Σ n,k ∂D − . Hence c n,k (∂D) ≥ min Σ n,k ∂D = . 
In particular, taking λ = 1 Since
Fixing γ ∈ Γ n,k and In order to prove that that c n,k (D) ≤ , it suffices to prove that for any ε > 0 there exists H ∈ F n,k (R 2n , D) such that c n,k (H) < + ε, which is reduced to prove: for any given γ ∈ Γ n,k there exists x ∈ h(S + ) such that
(4.36)
Now for τ > 0 there exists H τ ∈ F n,k (R 2n , D) such that
For γ ∈ Γ n,k choose x ∈ h(S + ) satisfying (4.35). We shall prove that for τ > 0 large enough H = H τ satisfies the requirements.
Choose τ > 0 so large that the right side the last equality is more than . Then H(x(t))dt ≤ 0.
In summary, in two case we have Φ Hτ (x) < + ε. (4.36) is proved. Step 3. Prove (1.9). Clearly, for any u ∈ D ∩ R n,k the straight line uR ⊂ R n,k has at least two intersecting points with ∂D. Then c n,k (∂D) is well-defined. As in the proof of [16, Theorem 6.5 ] (see also the end of [10, Section 5.1]) we can show that c n,k (∂D) = c n,k (D).
Step 4. Prove the final claim. By [12, Theorem 1.5] we have c LR (D, D ∩ R n,k ) = min{A(x) > 0 | x is a leafwise chord on ∂D for R n,k }.
Using Proposition 1.12 and Corollary 2.41 in [13] we may choose two sequences of C ∞ strictly convex domains with boundaries, (D + j ) and (D − j ), such that
Now
Step 1-Step 2 and [12, Theorem 1.5] give rise to c LR (D + j , D ∩ R n,k ) = c n,k (D + j ) and c LR (D − j , D ∩ R n,k ) = c n,k (D − j ) for each j = 1, 2, · · · . We have also
. Moreover for each j there holds c n,k (D − j ) ≤ c n,k (D) ≤ c n,k (D + j ) by the monotonicity of c n,k . These lead to c n,k (D) = c LR (D, D ∩ R n,k ).
Proof of Theorem 1.5
Clearly, the proof of Theorem 1.5 can be reduced to the case that m = 2 and all D i are also bounded. Moreover, by an approximation argument in Step 4 of Section 4 we only need to prove the following theorem.
Theorem 5.1. For bounded strictly convex domains D i ⊂ R 2ni with C 2 -smooth boundary and containing the origins, i = 1, 2, and any integer 0 ≤ k ≤ n := n 1 + n 2 it holds that
We first prove two lemmas. For conveniences we write E = H 1 2 n,k as E n,k , and E * as E * n,k , * = +, −, 0. As a generalization of Lemma 2 in [16, § 6.6] we have:
Lemma 5.2. Let D ⊂ R 2n be a bounded strictly convex domain with C 2 -smooth boundary and containing 0. Then for given integer 0 ≤ k ≤ n, function H ∈ F n,k (R 2n , ∂D) and any > 0 there exists γ ∈ Γ n,k such that
39)
where B + n,k is the closed unit ball in E + n,k .
Proof. The case k = n was proved in Lemma 2 of [16, § 6.6]. We assume k < n below. Let S + n,k = ∂B + n,k and E n,k /2 (R 2n , ∂D) be as in (4.31). Replacing H by a greater function we may assume H ∈ E n,k /2 (R 2n , ∂D). Since H = 0 near ∂D, by the arguments at the end of proof of Proposition 3.5, the condition (3.10) may be satisfied with any z 0 ∈ R n,k ∩ Int (H −1 (0) ). Fix such a z 0 ∈ R n,k ∩ Int(H −1 (0)). It follows that there exists α > 0 such that inf Φ H |(z 0 + αS + n,k ) > 0 and Φ H |(z 0 + αB + n,k ) ≥ 0, (5.40) (see (3.11)-(3.13) in the proof of Proposition 3.5). Define γ ε : E n,k → E n,k by γ ε (z) = z 0 + αz.
It is easily seen that γ ε ∈ Γ n,k . The first inequality in (5.40) shows that γ ε (S + n,k ) belongs to the set F n,k = {γ(S + n,k ) | γ ∈ Γ n,k and inf(Φ H |γ(S + n,k )) > 0} in (3.15) . Lemma 3.6 shows that c n,k (H) = sup
and F n,k is positive invariant for the flow ϕ u of ∇Φ H . Define S u = ϕ u (z 0 + αS + n,k ) and d(H) = sup u≥0 inf(Φ H |S u ). It follows from these and (5.40) that Because Φ H is nondecreasing along the flow ϕ u , we arrive at
The first and second lines imply γ( 2 B + n,k ) = (z 0 + αB + n,k ) and γ(B + n,k \ 2 B + n,k ) = 0≤u≤r S u , respectively, and so
the third line implies γ(B + n,k \ B + n,k ) = S r . It follows from these, (5.40) and (5.41)-(5.42) that γ satisfies (5.39).
Finally, we can also know that γ ∈ Γ n,k by considering the homotopy
Lemma 5.3. Let integers n 1 , n 2 ≥ 1, 0 ≤ k ≤ n := n 1 + n 2 . For a bounded convex domain D ⊂ R 2n1 with C 2 smooth boundary S and containing 0, it holds that
Moreover, if Ω ⊂ R 2n2 is a bounded convex domain with C 2 smooth boundary and containing 0, then c n,k (R 2n1 × Ω) = c n2,max{k−n1,0} (Ω).
Proof. Let H(z) = (j D (z)) 2 for z ∈ R n1 and define
By the definition and the monotonicity of c n,k we have Namely, u is a leafwise chord on S R for R n,k with action λ. Let k 1 = min{n 1 , k} and k 2 = max{k − n 1 , 0}. Clearly, k 1 + k 2 = k, and (5.44) is equivalent to the followinġ Hence we have also λ ∈ Σ n1,min{n1,k} S by the first line, and
In summary, we always have
A solution x of (5.45) siting on S gives a solution u = (x, 0) of (5.44) on S R . It follows that min Σ n,k S R = min Σ n1,min{n1,k} S for R sufficiently large. (5.43) is proved. The second claim may be proved with the similar way.
Proof of Theorem 5.1.
by Lemma 5.3. In order to prove the inverse direction inequality it suffices to prove c n,k (∂D 1 × ∂D 2 ) ≥ min{c n1,min{n1,k} (D 1 ), c n2,max{k−n1,0} (D 2 )} (5.49) because c n,k (D 1 × D 2 ) ≥ c n,k (∂D 1 × ∂D 2 ) by the monotonicity. We assume n 1 ≤ k. (The case n 1 > k is similar!) Then (5.49) becomes
because c n1,n1 (D 1 ) = c EH (D 1 ) by definition. Note that for each H ∈ F n,k (R 2n , ∂D 1 × ∂D 2 ) we may choose H 1 ∈ F n1,n1 (R 2n1 , ∂D 1 ) and
Let k 1 = n 1 and k 2 = n − k 1 . By Lemma 5.2, for any
it follows from this and (5.51) that
This leads to (5.50) because c n1,n1 (D 1 ) = c EH (D 1 ).
6 Proof of Theorem 1. On the other hand, since the flow of X maps R n,k to R n,k , X is tangent to R n,k and therefore ω 0 (X,ẏ) = 0, i.e., y * λ = 0. It follows that
This and (6.53) lead to (6.52).
Choosing ε > 0 so small that R 2n \ ∪ t∈(−ε,ε) φ t (S) has two components, we obtain a very special parameterized family of C 2n+2 hypersurfaces modelled on S, given by
which is C 2n+2 because both S and X are C 2n+2 . Define U := ∪ t∈(−ε,ε) φ t (S) and
. This is C 2n+2 . Denote by X K ψ the Hamiltonian vector field of K ψ defined by ω 0 (·, X K ψ ) = dK ψ . Then it is not hard to prove 
In addition, y(t) = φ τ (x(e −τ t)) implies y λ = e τ x λ. By (6.52) and (6.54) we deduce
Fix 0 < δ < ε. Let A δ and B δ denote the unbounded and bounded components of
Let F n,k (R 2n ) be given by (3.15) . We call H ∈ F n,k (R 2n ) adapted to ψ if Clearly, H defined by (6.55) is C 2n+2 and its gradient ∇H : R 2n → R 2n satisfies a global Lipschitz condition. Proof. (i) By Lemma 2.5 x is C 2n+2 and satisfiesẋ = X H (x) = f (τ )X K ψ (x), x(j) ∈ R n,k , j = 0, 1, and x(1) ∼ x(0). Moreover x(0) ∈ ψ({τ } × S) implies H(x(1)) = H(x(0)) = f (τ ) and therefore x(1) ∈ ψ({τ } × S) by the construction of H above. These show that x is a leafwise chord on ψ({τ } × S) for R n,k . By the arguments below (6.54) y(t) := φ −τ (y(t)) for t ∈ [0, 1] is a leafwise chord on S for R n,k . It follows from (6.54), these and (6.52) that
These show that e −τ f (τ ) = A(y) ∈ Σ S . By (6.52) we have
(ii) By the assumption there exists y : [0, 1] → S satisfyinġ y(t) = e −τ f (τ )X K ψ (y(t)), y(0), y(1) ∈ R n,k and y(1) ∼ y(0).
Hence x(t) = ψ(τ, y(t)) = φ τ (y(t)) satisfieṡ
Proposition 6.3. Let S be as in Theorem 1.7. Then the interior of Σ S in R is empty.
Proof. Suppose that T ∈ Σ S is an interior point of Σ S . Then for some small 0
It follows that the critical value set of Φ H has nonempty interior. This is a contradiction by Lemma 3.9. Hence Σ S has empty interior. . For completeness we are also to give it. For C > 0 large enough and δ > 2η > 0 small enough, define a H = H C,η ∈ F n,k (R 2n ) adapted to ψ as follows: We can choose such a family H C,η (C → +∞, η → 0) to be cofinal in F n,k (R 2n , S) defined by (3.21) and also to have the property that Proof. In fact, let ϕ t denote the flow of X K ψ . It is not hard to prove
Suppose that (T k ) ⊂ Σ S satisfy T k → T 0 ≥ 0. Then there exists a sequence (z k ) ⊂ S∩R n,k such that ϕ T k (z k ) ∈ S ∩R n,k and ϕ T k (z k ) ∼ z k for k = 1, 2, · · · . Define γ k (t) = ϕ T k t (z k ) for t ∈ [0, 1] and k ∈ N. Thenγ k (t) = T k X K ψ (γ k (t)). By the Arzelá-Ascoli theorem (γ k ) has a subsequence converging to some γ 0 in C ∞ ([0, 1], S), which satisfiesγ 0 (t) = T 0 X K ψ (γ 0 (t)) for all t ∈ [0, 1], γ 0 (0) = lim k→∞ γ k (0) = lim k→∞ z k ∈ S ∩ R n,k , γ 0 (1) = lim k→∞ γ k (1) = lim k→∞ ϕ T k (z k ) ∈ S ∩ R n,k , and γ 0 (1) − γ 0 (0) = lim k→∞ (γ k (1) − γ k (0)) ∈ V n,k 0 , i.e., γ 0 (1) ∼ γ 0 (0). Hence γ 0 (t) = ϕ T0t (z 0 ) and
Note so far that we do not use the assumption a H / ∈ Nπ/2. Claim 6.5. If a H / ∈ Nπ/2 then either Υ(C) ∈ Σ S or
In Case 1, since c n,k (H C,ηn ) → Υ(C) by (6.60), the sequence a n = e −τn (c n,k (H C,ηn ) + f C,ηn (τ n )) is bounded. Passing to a subsequence we may assume a n → a C ∈ Σ S . Then a C = lim n→∞ a n = lim n→∞ e −τn (c n,k (H C,ηn ) + f C,ηn (τ n )) = Υ(C) because e −τn → 1 and f C,ηn (τ n ) → 0.
Similarly, we can prove Υ(C) + C = a C ∈ Σ S in Case 2.
Step 1. Prove c n,k (S) ∈ Σ S . Suppose that there exists a sequence C n ↑ +∞ such that C n /R 2 / ∈ Nπ/2 and Υ(C n ) ∈ Σ S for each n. Since (Υ(C n )) is non-increasing we conclude
Otherwise, we have there existsC > 0 such that (6.62) holds for each C ∈ (C, +∞) satisfying C/R 2 / ∈ Nπ/2. (6.64)
Step 2. Prove c n,k (U ) = c n,k (S). Note that c n,k (U ) = inf η>0,C>0 c n,k (Ĥ C,η ), wherê
It suffices to prove c n,k (H 0 ) = c n,k (H 1 ). If x is a critical point of Φ s with Φ s (x) > 0. As in Lemma 6.2 we have x([0, 1]) ∈ S τ = ψ({τ } × S) for some τ ∈ (η, 2η). The choice ofĤ C,η shows H s (x(t)) ≡ H C,η (x(t)) for t ∈ [0, 1]. This implies that each Φ s has the same positive critical value as Φ H C,η . By the continuity in Proposition 3.4(ii), s → c n,k (H s ) is continuous and takes values in the set of positive critical value of Φ H C,η (which has measure zero by Sard's theorem). Hence s → c n,k (H s ) is constant. We get c n,k (Ĥ C,η ) = c n,k (H 0 ) = c Ψ EH (H 1 ) = c n,k (H C,η ). Summarizing the above arguments we have proved that c n,k (S) = c n,k (U ) ∈ Σ S . Noting that c n,k (U ) > 0, we deduce c n,k (S) = c n,k (U ) ∈ Σ S by Claim 6.4.
Proof of Theorem 1.8
For W 2n (1) in (1.3), note that W 2n (1) ≡ R 2n−2 ×W 2 (1) ⊇ R 2n−2 ×U 2 (1) via the identification under (1.12) . For each integer 0 ≤ k < n, (1.14) and (1.11) yield
We also need to prove the inverse direction inequality. Fix a number 0 < ε < 1 100 . For N > 2 define
Let us smoothen W 2 (1) and W 2 (1, N ) in the following way. Choose positive numbers δ 1 , δ 2 1 and a smooth even function g : R → R satisfying the following conditions:
(iii) g is strictly monotone decreasing, and g(t) ≥ √ 1 − t 2 for 1 − δ 1 ≤ t ≤ 1.
Denote by W 2 g (1) := {(x n , y n ) ∈ R 2 | y n < g(x n )}, and by W 2 g (1, N ) the open subset in R 2 (x n , y n ) surrounded by curves y n = g(x n ), y n = −N , x n = N and x n = −N (see Figure ) . Then W 2 g (1, N ) contains W 2 (1, N ), and we can require δ 1 , δ 2 so small that 0 < Area(W 2 g (1, N )) − Area(W 2 (1, N ) ) < ε 2 .
(7.68) Take another smooth function h : [0, ∞) → R satisfying the following conditions:
(iv) h(0) = ε 2 and h(t) = 0 for t > ε 2 , (v) h (t) < 0 and h (t) > 0 for any t ∈ (0, ε 2 ). Let 1 be the closed domain in R 2 (x n , y n ) surrounded by curves y n = h(x n ), y n = 0 and x n = 0 (see Figure 1 ). Denote by 2 = {(x n , y n ) ∈ R 2 | (−x n , y n ) ∈ 1 }, Then W 2 g,ε (1, N ) is a star-shaped domain with smooth boundary (see Figure 2 ) and 0 < Area(W 2 g (1, N )) − Area(W 2 g,ε (1, N )) = 4Area( 1 ) < 4
For n > 1 and N > 2 we define W 2n g (1) := {(x, y) ∈ R 2n | (x n , y n ) ∈ W 2 g (1)} = R 2n−2 × W 2 g (1), W 2n (1, N ) := (x, y) ∈ W 2n (1) | |x n | < N, |y n | < N = R 2n−2 × W 2 (1, N ), W 2n g (1, N ) := {(x, y) ∈ R 2n | (x n , y n ) ∈ W 2 g,N (1)} = R 2n−2 × W 2 g (1, N ), W 2n g,ε (1, N ) := {(x, y) ∈ R 2n | (x n , y n ) ∈ W 2 g,ε (1, N )} = R 2n−2 × W 2 g,ε (1, N ).
Clearly, W 2n g,ε (1, N ) ⊂ W 2n g,ε (1, M ) for any M > N > 2, and each bounded subset of W 2n g (1) can be contained in W 2n g,ε (1, N ) for some large N > 2. It follows that c n,k (W 2n g (1)) = sup N >2
{c n,k (W 2n g,ε (1, N ))} = lim N →+∞ c n,k (W 2n g,ε (1, N ) ). (7.69) Figure 2 : The domain W 2 g,ε (1, N ).
Define j g,N, : R 2 → R by j g,N, (z n ) := inf λ > 0 z n λ ∈ W 2 g,ε (1, N ) , ∀z n = (x n , y n ) ∈ R 2 .
Then j g,N, is positively homogeneous, and smooth in R 2 \ {0}. For (x, y) ∈ R 2n we write (x, y) = (ẑ, z n ) and define W 2n g,ε,R (1, N ) := |ẑ| 2 R 2 + j 2 g,N, (z n ) < 1 , ∀R > 0.
Then we have W 2n g,ε,R1 (1, N ) ⊂ W 2n g,ε,R2 (1, N ) for R 1 < R 2 , and W 2n g,ε (1, N ) = R>0 W 2n g,ε,R (1, N ), which implies that c n,k (W 2n g,ε (1, N )) = lim R→+∞ c n,k (W 2n g,ε,R (1, N )). (7.70) Obverse that for arbitrary N > 2 and R > 0 there holds
where for r > 0, U 2n (r) := {(x, y) ∈ R 2n | x 2 n + y 2 n < r 2 or |x n | < r & y n < 0 }.
We obtain c n,k (W 2n g,ε,R (1, N ) ) ≤ c n,k (W 2n g,ε (1, N )) ≤ c n,k (U 2n (N )) = π 2 N 2 . (7.71)
Note that W 2n g,ε,R (1, N ) is a star-shaped domain with respect to the origin and with smooth boundary S N,g,ε,R transversal to the globally defined Liouville vector field X(z) = z. Since the flow φ t of X, φ t (z) = e t z, maps R n,k to R n,k and preserves the leaf relation of R n,k , by Theorem 1.7 we obtain c n,k (W 2n g,ε,R (1, N )) ∈ Σ S N,g,ε,R . where Σ S g,N,ε,R = {A(x) > 0 | x is a leafwise chord on S N,g,ε,R for R n,k }.
Arguing as in the proof of (5.47) we get that Σ S g,N,ε,R ⊂ Σ ∂W 2 g,ε (1,N )
Hence for R > N , by (7.71) we have c n,k (W 2n g,ε,R (1, N )) ∈ Σ ∂W 2 g,N,ε (1) . (7.72)
Let us compute Σ ∂W 2 g,ε (1,N ) . Obverse that there only exist two leafwise chords on ∂W 2 g,ε (1, N ) for R 1,0 . One is the curve in R 2 (x n , y n ), γ 1 := {(x n , g(x n )) ∈ R 2 | |x n | ≤ 1 + δ 2 }, and other is γ 2 := ∂W 2 g,ε (1, N ) \ γ 1 . Then A(γ 1 ) is equal to the area of domain in R 2 (x n , y n ) surrounded by curves γ 1 and x n -axes, that is, A(γ 1 ) = Area(W 2 g (1, N )) − 2N 2 , and thus A(γ 2 ) = Area(W 2 g,ε (1, N )) − A(γ 1 ) = 2N 2 − 4Area( 1 ) > 2N 2 − ε. Hence Σ ∂W 2 g,N, (1) = A(γ 1 ), 2N 2 − 4Area( 1 ) . Note that 2N 2 − 4Area( 1 ) > 2N 2 − ε and that (7.68) implies
Choose N > 2 so large that π 2 + ε 2 < 2N 2 − ε and π 2 N 2 < 2N 2 − ε. Then (7.71) and (7.72) lead to c n,k (W 2n g,ε,R (1, N )) = A(γ 1 ) < π 2 + ε 2 .
From this and (7.69)-(7.70) we derive c n,k (W 2n (1)) ≤ c n,k (W 2n g (1)) ≤ π 2 + ε 2 and hence c n,k (W 2n (1)) ≤ π 2 by letting ε → 0+.
Comparison to symmetrical Ekeland-Hofer capacities
For each i = 1, · · · , n, let e i be a vector in R 2n with 1 in the i-th position and 0s elaewhere. Then {e i } n i=1 is an orthogonal basis for L n 0 := V n,0 0 = {x ∈ R 2n | x = (q 1 , · · · , q n , 0, · · · , 0)} = 
