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1. Introduction and outline 1.1. Introduction. Links between regularity of spectral metrics built from noncommutative representations (spectral triples) and aperiodic behaviour of Sturmian subshifts, in the case that the continued fraction entries of the slope are bounded, were first observed in [39] . We show new relations between regularity properties of spectral metrics of Sturmian subshifts (where the continued fraction entries of the slopes are unbounded), fractal level sets (defined in terms of the Diophantine properties of θ) and related complexity properties (which generalise and extend known notions of aperiodic behaviour) of Sturmian subshifts. Here, the nontrivial and challenging task was to determine the exact Diophantine condition on θ and the optimal regularity on the spectral metrics, namely well-approximable of α-type (Definition 2.1) and sequential Hölder regularity (Definitions 2.16 and 2.17) respectively. In defining the fractal level sets the so-called Jarník sets surface in a very natural way, and as such, our findings provide a nice application of this prominent class of number theoretic sets to aperiodic order.
The full shift over a finite alphabet A is the N-action given by the left-shift σ on the set of infinite A -valued sequences. A subshift X is the restriction of this dynamical system to a closed σ-invariant subspace, see Section 2.2; of particular interest are minimal aperiodic subshifts, the prototypes being Sturmian subshifts. Properties of such subshifts are encoded in the C * -algebras C(X) σ Z and C(X).
The central object in Connes' theory of noncommutative geometry is that of a spectral triple, for which one of the predominant motivations is to analyse geometric spaces, or dynamical systems, using operator algebras, particularly C * -algebras. This idea first appeared in the work of Gelfand and Naȋmark [29] , where it was shown that a C * -algebra can be seen as a generalisation of the ring of complex-valued continuous functions on a locally compact space. In [18, 20] , Connes formalised the notion of noncommutative geometry and, in doing so, showed that the tools of Riemannian geometry can be extended to nonHausdorff spaces known as "bad quotients" and to spaces of a "fractal" nature. In particular, Connes proposed the concept of a spectral triple (A, H, D). The C * -algebra A acts faithfully on the Hilbert space H together with an (essentially) self-adjoint operator D, called the Dirac operator, which has compact resolvent and bounded commutator with the elements of a dense sub- * -algebra of A. Additionally, Connes defined a pseudo-metric on the state space S(A) of A analogous to how the Monge-Kantorovitch metric is defined on the space of Borel probability measures supported on a given compact metric space. Subsequently, Rieffel [53] and Pavlović [52] established conditions under which Connes' pseudo-metric is a metric and conditions under which the topology of Connes' pseudo-metric is equivalent to the weak- * -topology, see Proposition 2.14 for a counter-part to the metric results of [52, 53] in our setting.
While spectral triples for cross product algebras of the form C(X) σ Z seem difficult to set up, see for instance [11, 19, 54] and references therein, there has been a lot of activity in constructing spectral triples for commutative C * -algebras C(Y ), where Y does not carry an obvious differential structure. A series of works has been devoted to general metric spaces [5, 52, 53, 54] and specially to sets of a fractal nature [4, 6, 10, 20, 27, 32, 33, 36, 39, 40, 42, 43, 56] .
Kellendonk and Savinien [39] proposed a modification of the spectral triple and spectral metric pioneered by Bellissard and Pearson [10] , which in turn stems from the work of Connes [20] and Guido and Isola [32, 33] , that can be used to analysis Sturmians subshifts; this construction was later generalised to minimal subshifts over a finite alphabet in [38] . It is with the spectral triple and spectral metric of [39] that we will work. As is often the case, once one is lead to consider certain objects by an abstract theory (here spectral triples) and these objects turn out to be useful in another field (here aperiodic order) one finds that they can be defined ad hoc, that is, without any knowledge of the abstract theory. This is the case here, and so, in the sequel we work with the combinatorial version of the spectral metric given in [39] .
The essential ingredients in the construction of [39] are an infinite weighted graph (augmented weighted tree, as introduced by Kaimanovich [37] ), whose (hyperbolic) boundary is homeomorphic to the given Sturmian subshift, and the notion of a choice function, which can be seen as the noncommutative analogue of a vector in the tangent space of a Riemannian manifold. The main result of [39] showed that the spectral metric is Lipschitz equivalent to the underlying ultra metric if and only if the continued fraction entries of the slope of the Sturmian subshift are bounded, which in turn is equivalent to several known notions of aperiodic behaviour, as we will shortly explain in further detail. The typical choice of weightings used in [39] to define the spectral triple (in particular the Dirac operator) is suggested to be δ n = ln(n)n −t , where t > 0, and investigations of spectral metrics when δ n = n −1 have recently been carried out in [36] . Thus our choice of the weightings δ n = n −t , for t > 0, is a natural choice, generalising and extending this line of research.
In the case of a Sturmian subshift of slope θ having unbounded continued fraction entries, in Theorems 3.1 and 3.2 and Corollary 3.3, we give necessary and sufficient conditions (well-approximable of α-type, see Definition 2.1) on the Diophantine properties of θ for when the spectral metric, proposed in [39] , is sequentially Hölder regular to the underlying ultra metric. Moreover, we show that the sequential Hölder regularity cannot be strengthen to Hölder equivalence, see Remark 3.6. Additionally, in Theorem 3.7 we compute the Hausdorff dimension of the set Θ α of θ's which are well-approximable of α-type, by relating Θ α to Jarník and exact Jarník sets and by using the results of [16, 17, 21, 41] .
The theory of aperiodic order is a relatively young field of mathematics which has attracted considerable attention in recent years, see for instance [7, 8, 9, 14, 28, 38, 39, 49, 50, 51, 55] . It has grown rapidly over the past three decades; on the one hand, due to the experimental discovery of physical substances, called quasicrystals, exhibiting such features [35, 57] ; and on the other hand, due to intrinsic mathematical interest in describing the very border between crystallinity and aperiodicity. Here, of particular interest are point sets, such as Delone sets, of which Sturmian subshifts are the quintessential examples. While there is no axiomatic framework for aperiodic order, various types of order conditions, in terms of complexity, have been studied, see [7, 8, 14, 28, 34, 39, 44, 45, 46, 50] and references therein. Such order conditions include linear repetitiveness, repulsiveness and power freeness. Here, we introduce generalisations and extensions of these notions (Definitions 2.9, 2.10 and 2.13) and show the exact impact these new notions have on the Diophantine properties of θ, see Theorem 3.4. This generalises and extends the well-known result [14, 25, 39, 50] that the following are equivalent. Such notions of complexity, and the associated implications on the Diophantine properties of θ, correspond to properties of the dynamical system and hence of the C * -algebras C(X) σ Z and C(X). Therefore, it is natural to consider spectral triples with these algebras and to compare how these can be used to classify Sturmian subshifts in terms of the Diophantine properties of θ. Indeed, we show precisely how our new notions are related to each other (Theorem 3.4) and to the sequentially Hölder regularity of the spectral metric (Theorems 3.1 and 3.2 and Corollary 3.3). Note, in [38, 55] the equivalence of (2) and the Lipschitz equivalence of the ultra and spectral metric was generalised to minimal aperiodic subshifts over a finite alphabet and tilings.
Extending our results concerning the sequential Hölder regularity of the spectral metric and the new complexity concepts we introduce (Definitions 2.9, 2.10 and 2.13) to suitable S-adic subshifts would be a worthwhile and fruitful venture. Such suitable S-adic subshifts should consist of those which allow to describe their letter frequencies by a multidimensional continued fraction algorithm, for example Arnoux-Rauzy, Brun and Jacobi-Perron subshifts, see [2, 3] and references therein for further details. That such an extension is feasible can in principle be seen in the work of [38] . Further, we remark that a class of S-adic subshifts, referred to as (generalised) Grigorchuk subshifts, have been investigated in this context in a sequel to this article [24] . The construction of these subshifts were inspired by Lysenok's [48] presentation of the Grigorchuk group G (the first known finitely generated group to exhibit intermediate growth) and have been shown to exhibit a rich variety of behaviours, see for instance [24, 30, 31 ].
1.2. Outline. In the following section, we present all of the necessary notations and definitions required to state our main results. This section is broken down into three parts; definitions concerning continued fraction expansions (Section 2.1), definitions concerning Sturmain subshifts and aperiodic order (Section 2.2) and definitions concerning spectral metrics (Section 2.3). In Section 3, we present our main results; Theorems 3.1, 3.2, 3.4 and 3.7 and Corollary 3.3. We then give several preliminaries on Sturmian subshifts (Section 4.1) and spectral metrics (Section 4.2). After which in Section 5.1 we present the proofs of Propositions 2.11, 2.14 and 2.15; Proposition 2.11 demonstrate why our new notions of complexity are generalisations and extensions of existing forms of complexity; Proposition 2.14 gives a condition when the spectral metric is not a metric; and Proposition 2.15 justifies the limit superior in the definition of sequential Hölder regularity. In Section 5.2, the proofs of Theorems 3.1 and 3.2 are given, in Section 5.3 we present the proof of Theorem 3.4 and we conclude with the proof of Theorem 3.7 on the Hausdorff dimension of the set Θ α in Section 5.4.
Notation and Definitions

Continued fractions.
Here, we review the definition of continued fraction expansions and introduce the new concept of well-approximable of α-type. Let θ ∈ [0, 1] denote an irrational number. For a natural number n ≥ 1, set a n = a n (θ) ∈ N to be the n-th continued fraction entry of θ, that is θ = [0; a 1 , a 2 , . . . ] := 1
We let q 0 = q 0 (θ) := 1, q 1 = q 1 (θ) := a 1 , p 0 = p 0 (θ) := 0, and p 1 = p 1 (θ) := 1 and for a given integer n ≥ 2, we set q n = q n (θ) := a n q n−1 + q n−2 and p n = p n (θ) := a n p n−1 + p n−2 .
It is known that gcd(p n , q n ) = 1 and that p n /q n = [0; a 1 , . . . , a n ], for all n ∈ N, see for instance [21, 41] . We observe that if a 1 = 1, then 
Further, we say that θ is
Notice, any irrational θ ∈ [0, 1] is well-approximable of 1-type. Further, the condition that an irrational θ ∈ [0, 1] is well-approximable of 1-type, and hence of 1-type, is equivalent to the continued fraction entries of θ being bounded. Proof. This is a consequence of (2.1) and Definition 2.1.
2.2.
Sturmian subshifts and aperiodic order. Here, we review the key definitions of subshifts and introduce three new concepts of complexity: α-repetitive, α-repulsive and α-finite, for a given α ≥ 1.
For n ∈ N we define {0, 1} n to be the set of all finite words in the alphabet {0, 1} of length n, and set
where by convention {0, 1} 0 is the set containing only the empty word ∅. We denote by {0, 1} N the set of all infinite words and equip it with the discrete product topology. The continuous map σ :
On every subshift Y we can define a metric inducing the product topology: let δ = (δ n ) n∈N be a strictly decreasing null sequence of positive real numbers and
Here, |v ∨ w| denotes the length of the longest prefix which v and w have in common, and if there is no such prefix, then we set |v ∨ w| = 1. (Recall that a finite word u is called a prefix of a finite or infinite word v if there exists a word u such that v = uu . Similarly, a finite word u is called a suffix of a finite word v if there exists a finite word v such that v = v u.)
There are plenty of ways to introduce Sturmian subshifts. For example, they can be defined via a cut and project scheme [8] , as extensions of circle rotations [14] , using a substitution sequence [50] or, as in the definition below, via so-called mechanical (infinite) words, also known as rotation sequences, see for instance [14, 47] . 
Theorem 2.4 ([14]).
A Sturmian subshift is aperiodic and minimal with respect to σ.
, that is the concatenation of w and v. Note that {0, 1}
* together with the operation of concatenation defines a semigroup. The length of v is the integer n and is denoted by |v|. We set v| m := (v 1 , v 2 , . . . , v m ) for all integers 0 ≤ m ≤ n = |v|. Further, we say that a word u ∈ {0, 1} * is a factor of v if there exists an integer j with u = σ j (v)| |u| . We use the same notations when v is an infinite word. The language L(Y ) of a subshift Y is the set of all factors of the elements of Y . Following convention, the empty word ∅ is assumed to be contained in the language L(Y ). We call w ∈ L(Y ) a right special word if both w(0) and w(1) belong to L(Y ). We denote the set of right special words by L R (Y ); following convention, we assume ∅ ∈ L R (Y ).
Remark 2.5. Let η denote the involution on {0, 1} N given by η(w 1 , w 2 , . . . ) := (e(w 1 ), e(w 2 ), . . . ) with e(0) := 1 and e(1) := 0. Let x be the rotation sequence for θ and y be the rotation sequence for 1 − θ, then by a result of [14] , it follows that Ω(x) = Ω(η(y)). Remark 2.6. A known characterisation of (Epi-) Sturmian subshifts (over a finite alphabet) is that L(X) contains a unique right special word per length, see for instance [14] . Further, if w ∈ L R (X), then σ k (w) is a right special word for all k ∈ {1, 2, . . . , |w|}. 
Definition 2.9. Let α ≥ 1 be given and set
A subshift Y is called α-repetitive if R α is finite and non-zero.
The notion of 1-repetitive implies linearly recurrent and in the case of a Sturmian subshift these notions coincide. Also, if 1 ≤ α < β and 0 < R β < ∞, then R α = ∞. Similarly, if 0 < R α < ∞, then R β = 0.
After the completion of this article the authors learnt that the term α-repetitive has been used before, see for instance [23] . However, the definition given above and that given in [23] , although related, record different information. We refrain from giving the precise definition of [23] here as we believe it would not provide further inside to the reader. Definition 2.10. For α ≥ 1 and for a subshift Y , set α := lim inf n→∞ A α,n where for n ≥ 2 an integer
, w is a prefix and suffix of W, |W | = n and W = w = ∅ . If α is finite and non-zero, then we say that Y is α-repulsive.
We recall that a subshift Y is called repulsive if the value
, w is a prefix and suffix of W, and W = w = ∅ is non-zero. The following proposition, which is proven in Section 5.1, relates the notions 1-repulsive and repulsive. In fact, in a sequel to this article [24] , this result is shown to hold for general subshifts over finite alphabets. In particular, it was shown in [38] that power free and repulsive are equivalent and, as we will shortly see, we have that power free and 1-finite (Definition 2.13) are equivalent. The general result follows, by combining these observations with Theorem 3.1 of [24] where it is shown that 1-repulsive and 1-finite are equivalent.
Proposition 2.11. A Sturmian subshift is 1-repulsive if and only if it is repulsive.
Remark 2.12. If 1 ≤ α < β and if 0 < β < ∞, then α = 0. To see this, suppose that 0 < β < ∞. Thus, for n ∈ N sufficiently large, there exist words w, W ∈ L(Y ) with w a prefix and suffix of W , |W | = n and W = w = ∅, so that
Hence, |w| ≥ n(2 β + 1) −1 , and
Therefore, we have that α = 0.
The next definition is a generalisation of the notion of a subshift being power free. Indeed, one sees that if α = 1, then 1-finite is equivalent to the (asymptotic) index being finite, which in turn is equivalent to the property of being power free. For further details on the index of Sturmian subshifts, see for instance [1, 22] .
Let α ≥ 1 be given. We say that the subshift Y is α-finite if the value
n α−1 is non-zero and finite.
Spectral metric.
Here, we give the definition of a spectral metric as introduced in [39] ; we also define sequential Hölder regularity of metrics.
As is often the case, once one is lead to consider certain objects by an abstract theory (here spectral triples) and these objects turn out to be useful in another field (here aperiodic order) one finds out that they can also be defined ad hoc, that is, without any knowledge of the abstract theory. This is the case here and so we present a combinatorial version of the spectral metric as introduced in [39] and refer to [38, 39] for the definition of the spectral triple used to defined the spectral metric.
Let X denote a Sturmian subshift and let δ = (δ n ) n∈N denote a strictly decreasing null sequence of positive real numbers. The spectral metric d s,δ : X × X → R is defined by
for all v, w ∈ X. Here, for n ∈ N and z = (z 1 , z 2 , . . . ) ∈ X, we set
. . , z n ) is a right special word, 0 otherwise. Setting δ n = n −t , for n ∈ N, the following result gives a necessary condition for when the spectral metric d s,δ is not bounded; complementing [39, Theorem 4.14] . The proof is presented in Section 5.1.
Proposition 2.14. Let α > 1 and let X be a Sturmian subshift of slope θ ∈ Θ α . For t ∈ (0, 1 − 1/α], setting δ n := n −t , for n ∈ N, the spectral metric d s,δ is not a metric and for t > 1 − 1/α, the spectral metric d s,δ is a metric.
To define sequentially Hölder regularity we set for w ∈ X and r > 0,
For all r ∈ (0, 1), we observe that by replacing limit superior with limit inferior in the definition of ψ w (r), then ψ(r) = 0, compare with Theorems 3.1 and 3.2. The proof is presented in Section 5.1.
Proposition 2.15. For α > 1 and r ∈ (0, 1), we have that
Definition 2.16. Let r, > 0 be given.
We will also require the following weaker notion of sequential Hölder regularity. For α > 1 define the continuous function α : R → R by
Notice, α is concave on [1 − 1/α, ∞) and, on the interval (1 − 1/α, 1), it is strictly increasing, see Figure 1 . Also, for
Theorem 3.1. Let X be a Sturmian subshift of slope θ, let α > 1 be given, set δ := (n −t ) n∈N and fix t ∈ (1 − 1/α, 1). Theorem 3.2. Let X be a Sturmian subshift of slope θ, let α > 1 be given, set δ := (n −t ) n∈N .
(1) If t = 1, then we have the following.
Corollary 3.3. Let X be a Sturmian subshift of slope θ, let α > 1 be given, set δ := (n −t ) n∈N and fix t > 1 − 1/α. If θ ∈ Θ α , then the metric d s,δ is critically sequentially α (t)-Hölder regular to d δ .
We conjecture that Theorems 3.1 and 3.2 hold true for δ n = (n)n −t , where is a slowly varying function. See [15] for further details on slowly varying functions. Remark 3.5. An analogue of Theorems 3.1 and 3.4 also holds for the case that α = 1, see [39] and [25] respectively. In this case, the sequential Hölder regularity is replaced by Lipschitz equivalence and the following conditions are required on the sequence δ = (δ n ) n∈N . The sequence δ = (δ n ) n∈N is a strictly decreasing null-sequence, and there exist constant c, c, such that cδ n ≤ δ 2n and δ nm ≤ cδ n δ m , for all n, m ∈ N. Indeed, in [39] the typical choice for such a sequence is suggested to be δ n = ln(n)n −t , where t > 0, and investigations of spectral metrics when δ n = n −1 are carried out in [36] . Thus our choice of the sequence δ n is a natural choice. Further, it has been shown in [39] that if the sequence δ n is exponentially decreasing, then the metric d s,δ is Lipschitz equivalent to d δ , independent of the Sturmian subshift. The latter part of Theorem 3.2 (3)(b) gives the counterpart condition to conclude Hölder continuity, independent of the Sturmian subshift. A very natural question is if the three combinatorical properties (α-repetitive, α-repulsive and α-finite) are equivalent outside of the setting of Sturmian sequences. This was one of the main motivations of the sequel to this article [24] , where in Theorem 3.1 it is shown that in general α-repulsive and α-finite are equivalent. Moreover, examples are given which demonstrate that the notions of α-repetitive and α-repulsive are in fact different. To obtain that dim H (Θ α ) = 2/(α + 1), we show that Θ α is contained in a countable union of Jarník sets each with the same Hausdorff dimension, namely 2/(α + 1). We also show that the exact Jarník set Exact(α + 1) is contained in Θ α . Jarník sets and exact Jarník sets are defined directly below. From these observations and the results of [16, 17] , one may conclude that dim H (Θ α ) = 2/(α + 1).
Definition 3.8. Given a strictly positive monotonically decreasing function ψ : R → R, the set
is called the ψ-Jarník set. When ψ(y) = cy −β , where β > 2 and c > 0, we denote the set J ψ by J c β and define
to be the set of real numbers that are approximable to rational numbers p/q to order q β but no better. 
Theorem 4.1 ( [7] ). Let X denote a Sturmian subshift of slope θ. Let x, y denote the unique infinite words with x|
The words x and y belong to X, and hence, by the minimality of a Sturmian subshift, X = Ω(x) = Ω(y). 
Proof. An inductive argument together with the definitions of R k and L k yields the required result.
Proof. An application of Proposition 4.2 and Theorem 4.1 yields that R k and L k+1 are right special words for all k ∈ N 0 . For all n ∈ {1, . . . , a 2(k+1) − 1} and m ∈ {1, . . . , a 2(k+1)−1 − 1}, we observe
The above in tandem with Remark 2.6 and Proposition 4.2 yields the result. Proof. Corollary 4.3 gives the reverse implication: if n = jq 2k−1 + q 2k−2 , for some k ∈ N and some j ∈ {0, 1, . . . , a 2k − 1}, then b n (x) = 1, and if m = iq 2l + q 2l−1 , for some l ∈ N and i ∈ {0, 1, . . . , a 2l+1 − 1}, then b m (y) = 1.
For the forward implication, we show the result for b n (x) and b m (y) where n ≤ |R 1 | = q 2 and where m ≤ |L 2 | = q 3 after which we proceed by induction to obtain the general result.
By Remark 2.6 and Corollary 4.3 it follows that b 1 (x) = 1 and, for m ∈ {1, 2, . . . , q 1 − 1}, that b m (y) = 0. Consider the word R 1 = x| |R1| = x| q2 . Let n = kq 1 + (j + 1)q 0 for some k ∈ {0, 1, . . . , a 2 − 1} and some j ∈ {1, 2, . . . , a 1 }. For k = 0,
).
By Proposition 4.2 and Corollary 4.3,
is a right special word and thus, by Remark 2.6, the set of all right special words of length at most
Since there exists a unique right special word per length, it follows that b n (x) = 0. In the case that k ∈ {1, . . . , a 2 − 1}, 
and hence |σ l|R1|+1 (y| m )| = (i + 1)|L 1 | = (i + 1)q 1 . By Remark 2.6 and Corollary 4.3,
is a right special word of length (i + 1)|L 1 | = (i + 1)q 1 . Since there is a unique right special word per length and since
it follows that b m (y) = 0. An application of Corollary 4.3 yields the result for m ≤ |L 2 | = q 3 .
Assume there is r ∈ N so that the result holds for all natural numbers n < q 2r and m < q 2r+1 , namely, (i) b n (x) = 1 if and only if n = jq 2k−1 + q 2k−2 for k ∈ {1, 2, . . . , r} and j ∈ {0, 1, . . . , a 2k − 1}, and (ii) b m (y) = 1 if and only if m = iq 2l + q 2l−1 for l ∈ {1, 2, . . . , r} and i ∈ {0, 1, . . . , a 2l+1 − 1}.
The proof of (i) and (ii) for r + 1 follow in the same manner; thus below we provide the proof of (i) for r + 1 and leave the proof of (ii) to the reader. To this end consider the word
.
By way of contradiction, suppose there exists an integer n such that |R r | < n ≤ |R r+1 |, n is not of the form stated in Part (1) and b n (x) = 1. For if not, the result is a consequence of Corollary 4.3. By our hypothesis, we have that,
, so that |v| = n, |w| = R r+1 − n, x| |Rr+1 = R r+1 = vw and |σ |w| (R r+1 )| = |v|. Corollary 4.3 implies
) is a right special word. Since we have assumed that b n (x) = 1 and since there exists a unique right special word per length (Remark 2.6) it follows that σ |w| (R r+1 ) = v. If a = 1, then
This is a contradiction to the assumption b n (x) = 1; since if this were the case we would have that σ |w| (R r+1 ) = v, but the first letter of v is 0 and the first letter of σ |w| (R r+1 ) is 1. Hence, a ≥ 2, and so
where we observe a 2(r+1) − (a − 2) − 1 ≥ 1 and a 2(r+1) − b − 1 ≥ 0. This contradicts the assumption b n (x) = 1; since if this were the case we would have σ |w| (R r+1 ) = v, but the first letter of v is 0 and the first letter of σ |w| (R r+1 ) is 1.
Spectral metrics.
Let X denote a Sturmian subshift of slope θ = [0;
and let x, y ∈ X denote the unique infinite words such that x| |Rn| = R n and y| |Ln| = L n , for all n ∈ N. By Proposition 4.2, we have, for all n ∈ N, that
Combining Corollary 4.4 and (2.2), we obtain that
where 1 2Z denotes the characteristic function on the group 2Z of even integers. For r > 0, we set
Notice that lim sup n→∞ ψ z,n (r) ≤ ψ z (r) ≤ ψ(r) for z ∈ {x, y}. (1) (a) If t ∈ (1 − 1/α, 1) and Remark 4.6. In the proof of all three parts of Proposition 4.5, we will use the following observation. From the iterative definition of the sequence (q k ) k∈N and using an inductive argument, we have that q k+j > f j+1 q k , for all k ∈ N and j ≥ 0. Here, f k denotes the k-th Fibonacci number, that is, f 1 = 1, f 2 = 1 and
. Thus, we have q k+j > q k γ j /(2 √ 5), for k ∈ N and j ≥ 0.
Proof of Proposition 4.5 (1)(a).
Since A α (θ) < ∞, there exists a constant c > 1 with a k+1 q 1−α k < c, for all sufficiently large k ∈ N. This with Remark 4.6 and the fact t ∈ (1 − 1/α, 1) yields the following.
This latter value is equal to zero if 0 < r < α − (α − 1)/t, and finite if r = α − (α − 1)/t. This together with (4.1) and (4.2) yields that, for r ∈ (0, α − (α − 1)/t), This completes the proof.
Proof of Proposition 4.5 (1)(b).
Since A α (θ) > 0 and since (q n ) n∈N is an unbounded monotonic sequence, there exists a sequence of natural numbers (n k ) k∈N , such that a n k q
Hence, we have the following chain of inequalities. 
Proof of Proposition 4.5 (2)(a).
Since A α (θ) < ∞, there exists a constant c > 1 so that a k+1 q 1−α k < c, for all k ∈ N. We recall that the sequence (q k ) k∈N is strictly increasing and notice, for x > e 1 , that the function x → ln(x)/x is strictly decreasing. Combining these observations with Remark 4.6 yields the following chain of inequalities. Since A α (θ) > 0, the continued fraction entries of θ are unbounded and so this latter value is infinite. Combining this with (4.1) and (4.2) gives the required result.
Proof of Proposition 4.5 (3)(a).
Using Remark 4.6 and the assumption that t > 1, we conclude the following chain of inequalities.
For r ∈ (0, 1) we observe that this latter value is zero and for r = 1 that it is finite. This in tandem with (4.1) and (4.2) yields that sup For our next proposition we require the following notation. As above let X denote a Sturmian subshift of slope θ = [0; a 1 + 1, a 2 , . . . ] and let x, y ∈ X denote the unique infinite words with x| |Rn| = R n and y| |Ln| = L n , for all n ∈ N. By Proposition 4.2, we have
for all n ∈ N, j ∈ {1, 2, . . . , a 2(n+1) } and i ∈ {1, 2, . . . , a 2(n+1)−1 }.
The words σ (a 2(n+1) +1)|Ln+1| (y) and σ |Ln| (y) are distinct and as we will shortly see, although the ultra metric distance between these words and x are equal, the respective spectral distances are not equal; the same holds for σ (a 2(n+1)−1 +1)|Rn| (x) and σ |Rn| (x) and their ultra metric distance, respectively their spectral distance, to y.
For n ∈ N, j ∈ {1, 2, . . . , a 2(n+1) } and i ∈ {1, 2, . . . , a 2(n+1)−1 }, we have that
and combining Corollary 4.4 and (2.2), we obtain that
For n ∈ N, j ∈ {1, 2, . . . , a 2(n+1) }, i ∈ {1, 2, . . . , a 2n+1 } and r > 0 set
Notice that lim sup
Proposition 4.7. Let α > 1, let t > 1 − 1/α and set δ := (n −t ) n∈N .
(
We divide the proof of each part of the above proposition into three cases: the first case when t ∈ (1−1/α, 1), the second case when t = 1 and the third case when t > 1. We will also use the following lemma and remark in the proof of Proposition 4.7.
Lemma 4.8. Let α > 1 and let t > 1 − 1/α. Let X denote a Sturmian subshift of slope θ ∈ [0, 1/2] where A α (θ) < ∞. Given r ∈ (0, min{1, α − (α − 1)/t}) and given > 0, there exists M = M t,r ∈ N such that for all m ≥ M and j ∈ {1, 2, . . . , a m+2 },
Proof of Lemma 4.8. The lower bound follows trivial since the quantities involved are non-negative. Since A α (θ) < ∞ there exists a constant c > 1 so that a m+1 ≤ cq α−1 m , for all m ∈ N, and hence, for all j ∈ {1, 2, . . . , a m+2 }, we have the following chain of inequalities, where I α denotes the interval (−1/α, 1).
In the last inequality we have used the result given in Remark 4.6 and the fact, for x > e 1 , that the function x → ln(x)/x is strictly decreasing. Since r ∈ (0, min{1, α − (α − 1)/t}), γ > 1, t > 1 − 1/α and the sequence (q n ) n∈N is unbounded and monotonically increasing, the result follows.
Given m ∈ N, j ∈ {1, 2, . . . , a m+2 }, r > 0 and t > 0 set φ(m, j, r, t) := (jq m+1 + q m ) (a m+1 q m+1 + q m )
This in tandem with the facts that 1 − (α − 1)/(αt) < α − (α − 1)/t if and only if t > 1 − 1/α and that (q n ) n∈N is an unbounded monotonic sequence, yields the result.
Case t = 1: Since A α (θ) < ∞, there exists a constant c > 1 so that a m+1 ≤ cq This in tandem with the fact that (q n ) n∈N is a monotonic unbounded sequence, yields the result.
Case t > 1: Since A α (θ) < ∞, there is a constant c > 1 with a m+1 ≤ cq 
This in tandem with the fact that (q n ) n∈N is an unbounded monotonic sequence, yields the result.
Proof of Proposition 4.7 (2). Case t ∈ (1 − 1/α, 1): Since A α (θ) > 0, there is an increasing sequence of integers {n k } k∈N with 2a
Combing this with the fact that (q n ) n∈N is an unbounded monotonic sequence, and setting j m = a nm+2 /2 , we have that
. This in tandem with the fact that (q n ) n∈N is an unbounded monotonic sequence, yields the results.
Case t = 1: Since A α (θ) > 0, there exists an increasing sequence of non-negative integers {n k } k∈N so that 2a
This in tandem with the fact that (q n ) n∈N is an unbounded monotonic sequence, yields the results.
Case t > 1: Since A α (θ) > 0, there exists an increasing sequence of natural numbers {n k } k∈N so that 2a
Proposition 4.9. Let α > 1 and let X denote a Sturmian subshift of slope θ
m , for all m ∈ N, then, for r > 0,
Proof. Let w = (w 1 , w 2 , . . . ) ∈ X be fixed and let n ≥ 2 denote a natural number with b n (w) = 1. Set k z (n) = sup{l ∈ {1, 2, . . . n} : b l (z) = 1}, where z ∈ {x, y}. (Note that k x (m(n)) = k y (m(n)) as there exists a unique right special word per length.) By definition we have b kz(n) (z) = 1, and so, by Corollary 4.4, there exist l(n), l (n) ∈ N, p(n) ∈ {1, 2, . . . , a 2(l(n)+1) } and p (n) ∈ {1, 2, . . . , a 2(l(n)+1)−1 }, with
An application of Remark 2.6 and Proposition 4.2, yields that
Thus, since δ k = k −t , we have that
Let w ∈ X be fixed. We set m(0) := 0, define m(n) := min{k > m(n − 1) : b m(n) (w) = 1} and let (w (n) ) n∈N denote a sequence in X such that w (n) | m(n) = w| m(n) and w (n) | m(n)+1 = w| m(n)+1 . Combining the above with (2.2), (4.1), (4.4) and (4.10) we conclude the following.
On the other hand by (4.1), (4.5) and (4.9), for r ∈ (0, 1), we have that
To complete the proof we observe the following. Since d δ induces the discrete product topology on X, any sequence in X \ { w} converging to w with respect to d δ is a subsequence of a sequence of the form (w (n) ) n∈N , and hence
This completes the proof. 
, and w :
all belong to L(X). Hence, letting k n denote the integers with a kn = 1, we have A α,a kn q kn −1 ≤ (a kn −1) −1 , and so, 1 = lim inf n→∞ A 1,n ≤ lim inf n→∞ (a kn − 1) −1 ≤ 1.
Suppose we do not have that a k = 1 infinitely often, namely that there exists N ∈ N such that a N +j = 1, for all j ∈ N. In which case the continued fraction entries of θ are bounded and so the sequence (q k+1 /q k ) is convergent, with a non-zero and finite limit L.
, by Proposition 4.2, we have that
For the forward implication, we show the contra-positive. 
, and so,
yielding that X is not 1-repulsive.
Proof of Proposition 2.14. For the first part of the result let [0; a 1 + 1, a 2 , . . . ] ∈ [0, 1/2] be the continued fraction expansion of θ. Since α ≥ 1/(1 − t), A α (θ) = 0 and since (q k ) k∈N is an unbounded monotonic sequence, there exists a sequence of natural numbers (m i ) i∈N , so that
and a mi ≥ 4, and thus, for all n ∈ N,
The result follows from (4.2).
For the second part of the result, in [39] it has already been shown that d s,δ is a pseduo metric; and thus, it remains to show that d s,δ (w, v) < ∞, for all w, v ∈ X. However, this follows directly from Propositions 4.5, 4.7 and 4.9.
Proof of Proposition 2.15. The result follows from an application of (4.5), (4.6) and Lemma 4. Setting r = α (t) = 1 − (α − 1)/(αt), we have that
Hence, it follows that A α (θ) is finite.
The reverse implication is a consequence of Propositions 4.5, 4.7 and 4.9.
Proof of Theorem 3.1 (2) . For the forward implication, we prove the contra-positive; namely that, if A α (θ) = 0, then ψ X (1 − (α − 1)/(αt)) = 0. Using Lemma 4.8 and Proposition 4.9 it is sufficient to show the following equalities.
lim sup
Using an identical argument to that presented in (4.3) yields the first equality; and using an identical argument to that presented in (4.8) yields the second equality.
The reverse implication, follows using an identical argument to that presented in (5.2).
Proof of Theorem 3.2 (1)(a). By the hypothesis we know that the metrics d s,δ and d δ are not Lipschitz equivalent and so by Remark 3.5, the continued fraction entries of θ are not bounded. Let a nm denote the m-th continued fraction entry of θ, such that a nm+2 ≥ 8. Set j m = a nm+2 /2 and r = α (t), and let φ(m, j, r, t) be as in (4.7). Using (4.5) and (4.6) notice ψ X (r) ≥ lim sup m→∞ φ(n m , j m , r, t)
≥ lim sup m→∞ ( a nm+2 /2 q nm+1 + q nm ) tr ( a nm+2 /2 q nm+1 + q nm ) 1−t − q where the last inequality holds since t ∈ (1, α/(α − 1)) and hence (α − t(α − 1))/α > 0. Thus, A α/(α−t(α−1)) (θ) < ∞.
Proof of Theorem 3.2 (3)(b)
. This is a consequence of (2.2) and the fact that, for all m ∈ N,
This completes the proof. for all n ≥ |w|. Further, for all i ∈ {1, 2, . . . , |w|}, we have that
where we recall that w k and W k respectively denote the k-th letter of w and W . By the property of α-repetitive, for all words u ∈ L(X) with |u| = |w|
we have that u is a factor of w. In particular, letting ξ ∈ X and k ∈ N, the factor ξ k , ξ k+1 , . . . , ξ k+ |w| 1/α 2 −1/α R −1/α α , of ξ is a factor of w. This together with (5.3) and (5.4) yields that ξ k = ξ k+|W |−|w| for all k ∈ N, and thus, ξ is periodic. This contradicts the aperiodicity and minimality of X. Therefore, if X is α-repetitive and not α-repulsive, then α = ∞. For easy of notation set B k = inf{A α,n : n ≥ a k q k−1 }. By Proposition 4.2, for all k ∈ N we have that
, w := L k . . . Thus, since by assumption α = ∞, since B k ≤ B k+1 , for all k ∈ N, and since (q k ) k∈N is an unbounded monotonic sequence, given N ∈ N there exists M ∈ N so that a j q 1−α j−1 < N −α , for all j ≥ M . For all n ∈ N let m (n) be the largest natural number so that q m (n) ≤ n. By Theorem 2.8, for all n ∈ N, so that m (n) ≥ M ,
Hence, we have that R α ≤ N −α . However, N was chosen arbitrary and so R α = 0, this contradicts the initial assumption that X is α-repetitive. 1, a 2 , . . . ] denote the continued fraction expansion of θ. Since the Sturmian subshift X is α-repulsive and α > 1, by Proposition 2.11 and Remarks 2.12 and 3.5, we have that the continued fraction entries of θ are unbounded. In particular, infinitely often we have that a n = 1. Setting B k = inf{A α,n : n ≥ a k q k−1 }, as in (5.6), we have that B k ≤ q 1−1/α k−1 (a k − 1) −1/α , for all k ∈ N with a k = 1. Since B k ≤ B k+1 , there exists N ∈ N so that, 2 α / α α ≥ (a n − 1)q 1−α n−1 , for all n ≥ N with a n = 1. Hence, since the sequence (q n ) n∈N is an unbounded monotonic sequence and since, X is α-repulsive, 
