A hybrid entropic proximal decomposition method with self-adaptive strategy for solving variational inequality problems  by Han, Deren
Computers and Mathematics with Applications 55 (2008) 101–115
www.elsevier.com/locate/camwa
A hybrid entropic proximal decomposition method with
self-adaptive strategy for solving variational inequality problemsI
Deren Han
Institute of Mathematics, School of Mathematics and Computer Science, Nanjing Normal University, Nanjing, 210097, China
Received 17 November 2006; received in revised form 1 February 2007; accepted 16 March 2007
Abstract
In this paper, we propose a hybrid nonlinear decomposition–projection method for solving a class of monotone variational
inequality problems. The algorithm utilizes the problems’ structure conductive to decomposition and a projection step to get the next
iterate. To make the method more practical, we allow solving of the subproblems approximately and adopt the constructive accuracy
criterion developed recently by Solodov and Svaiter for classical proximal point algorithm and by the author for generalized
proximal point algorithm. The Feje´r monotonicity to the solution set of the problem is obtained by only assuming the underlying
mapping is monotone and the solution set is nonempty. The parameter is allowed to vary in a larger interval than that of Auslender
and Teboulle, and we also propose some improved self-adaptive strategies to choose the sequence of parameters, which makes the
algorithm more flexible.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Let Ω be a closed convex subset of Rn , F be a continuous mapping from Rn into itself, and 〈·, ·〉 stands for the
usual product in Rn . The variational inequality problem, which we abbreviate as VIP(F,Ω ), is the problem of finding
a vector u∗ ∈ Ω , such that
〈u − u∗, F(u∗)〉 ≥ 0, ∀u ∈ Ω . (1)
In this paper, we pay our attention to the VIP(F,Ω ) with the following form
u =
(
x
y
)
, F(u) =
(
f (x)
g(y)
)
, (2)
Ω = {(x, y) | Ax + By = b, x ∈ Rn+, y ∈ Rm}, (3)
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where Rn+ is the nonnegative orthant of Rn , A ∈ Rl×n and B ∈ Rl×m are given matrices, b ∈ Rl is a given vector,
f : Rn+ → Rn and g : Rm → Rm are given monotone operators, respectively. Although problem (2) and (3)
is a special case of the general VI problem, it has numerous important applications, especially in economics and
transportation equilibrium problems [1–3]. For solving structured problem (2) and (3), a number of decomposition
methods have been suggested in the literature, such as [1,3–7].
It is well known that VIP(F,Ω ) is closely related to the problem of finding a zero of a maximal monotone operator
T : find u∗ ∈ Rn , such that
0 ∈ T (u∗). (4)
Recall that an operator T is said to be monotone if for all u1, u2 ∈ Rn ,
〈u1 − u2, v1 − v2〉 ≥ 0, ∀v1 ∈ T (u1), v2 ∈ T (u2),
and T is said to be maximal monotone if the graph
G(T ) = {(u, v) ∈ Rn × Rn | v ∈ T (u)}
is not properly contained in the graph of any other monotone operators. If the relative interior of Ω intersects the
interior of the domain of F , then the operator T = F + NΩ is maximal monotone, and (1) can be reformulated as (4),
where
NΩ (u) =
{{v : 〈u′ − u, v〉 ≤ 0, ∀u′ ∈ Ω}, if u ∈ Ω
∅ otherwise
is the normal cone operator. Conversely, if Ω = Rn , then (1) reduces to (4) with T = F .
A classic method for solving (4) is the proximal point algorithm [8,9]. By solving a class of subproblems
0 ∈ Tk(u), Tk(u) = ckT (u)+ (u − uk),
a sequence {uk} is generated, where uk is the current approximation to a solution, and ck is a positive regularization
parameter. When applied to (1), the method needs to solve a sequence of variational inequality problems of the form
VIP(Fk,Ω), Fk(u) = ckF(u)+ (u − uk).
Especially when applied to the problem (2) and (3), a class of decomposition methods such as the Douglas–Rachford
splitting method and its variants were proposed [1,3,5,6,10–12]. Recently, generalized proximal point algorithms
using nonlinear functions such as Bregman functions, ϕ-divergence and logarithmic–quadratic have been studied
extensively [13–20]. A nonlinear proximal point algorithm consists of solving subproblems of the form
0 ∈ ckT (u)+ Φ′(uk, u), (5)
where Φ′ is a strictly monotone operator. When applied to variational inequality problems, the subproblems are
essentially systems of equations, which are structurally considerable easier to solve than the variational inequality
problems.
In [15], Auslender and Teboulle proposed an entropic decomposition method for solving convex programs and
variational inequality problems with structure (2) and (3):
Let {ck} be a sequence of positive scalars and θ > 0. Start with an arbitrary point (x0, y0, λ0) ∈ Rn++ × Rm × Rl
and generate the sequence {xk, yk, λk} ∈ Rn++ × Rm × Rl by the following steps:
Step 1. Compute
pk+1 = λk − (2θ)−1ck(Axk + Byk − b). (6)
Step 2. Find (xk+1, yk+1) ∈ Rn++ × Rm by solving
f (xk+1)− A> pk+1 + c−1k Φ′(xk, xk+1) = 0. (7)
g(yk+1)− B> pk+1 + 2θc−1k (yk+1 − yk) = 0. (8)
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This method is an extension of the predictor–corrector proximal multiplier method developed by Chen and
Teboulle [6]. They showed that under the assumption that
ck ≥ η > 0, ck‖A‖ ≤ θ(θ¯ − )1/2, ck‖B‖ ≤ θ(1− )1/2, ∀k ≥ 0, (9)
the generated sequence converges to a solution of (2) and (3), where θ¯ = (ν − θ)/θ , ν is a parameter used to define
Φ′ and  ∈ (0, θ¯ ). From (9), if ck is chosen too large the method might not converge, while a choice for it that is
too small might result in slowing the convergence. The choice of an approximate parameter ck is thus crucial in any
practical implementation of the algorithm.
Note that the main task of the method is to solve two systems of equations, which is structurally much easier to
solve than variational inequalities, the subproblems of the classical decomposition algorithms [1,3,5–7,10,11,21,22].
However sometimes it could be very expensive or impossible to find the accurate solutions of (7) and (8). On the
other hand, little justification has been provided to seek an accurate solution of (7) or (8) per iteration. In this paper,
we propose a hybrid nonlinear proximal decomposition–projection method for solving these structured variational
inequality problem (2) and (3). At each iteration, we first decompose the problem to two small problems with respect
to x and y, respectively. Then, we take a projection step to generated the next iteration. This is what our method is
named after. We show the convergence of the algorithm under the condition that the underlying mappings f and g are
monotone and the parameter satisfies
0 < c ≤ ck ≤ c¯ < +∞. (10)
Note that this condition is much less stringent than (9), which allows us to choose a large ‘suitable’ parameter ck . The
self-adaptive rules we used here are the improved versions of the ones proposed in [21,23–26], where the summability
of the adjustment parameter is relaxed to any positive constants, which means that we can adjust the parameter at any
time when necessary. This may result in fast convergence and make the method more flexible, as shown in [21,23–26].
To make the method more practical, we allow solving of the subproblems approximately. The accuracy criterion we
adopt here is just the one proposed in [27] for classical proximal point algorithms and in [28] for generalized proximal
point algorithms, which is more constructive than the classical one assuming the summability of the parameters [6,9,
29,30], and allows us to solve the subproblems via a few Newton-type steps.
Some other error criteria for the inexact version of the generalized proximal point alogorithm (5)
ek+1 ∈ ckT (uk+1)+ Φ′(uk, uk+1), (11)
are [18,20,31,32]. Among them, Eckstein’s criterion [18]
∞∑
k=0
‖ek‖ <∞ and
∞∑
k=0
〈ek, uk〉 exists and is finite (12)
is the simplest and easiest to use in practice. Still, the approximate criterion (12) is more restrictive than that for
classical proximal point algorithm, which only requires the first inequality in (12). Recently, Solodov and Svaiter [19]
proposed a new generalized proximal point algorithm. At the kth step, for given uk , they get a proximal solution
uk+1 ∈ Ω by solving
0 ∈ ckT (vk)+ Φ′(uk, vk) (13)
and
uk+1 = Φ′(uk, ·)−1(−ckT (vk)) (14)
satisfying
d(vk, uk+1) ≤ σ 2d(vk, uk), (15)
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where d(·, ·) is “D-function” which will be defined in the sequel and σ ∈ (0, 1) is a constant. Note that the error
tolerance (15) is more constructive than (12), because σ ∈ (0, 1) is a constant. However, to verify if vk is an acceptable
proximal solution, we have first to solve the problem (14)
Φ′(uk, u) = −ckT (vk),
to get a trial point uk+1, which may be computationally expensive in many cases when Φ′ is difficult to invert. Their
method, therefore, has an advantage only for the case that Φ′(uk, ·)−1 is easy to get. The most recent one of Burachik
and Svaiter [33] shares the same limitation as the one of Solodov and Svaiter [19].
The rest of the paper is organized as follows. In Section 2, we state the definition and summarize some properties
of logarithmic–quadratic functions. In Section 3, the new algorithm is described. In Section 4, we prove the global
convergence of the proposed method. Two improved adjustment strategies are discussed in Section 5, and we conclude
the paper by giving some remarks in Section 6.
2. Logarithmic–quadratic function
In this section, we state the definition and summarize some properties of logarithmic–quadratic functions that will
be used in the following discussion.
Let ν > µ > 0 be given fixed parameters and define the logarithmic–quadratic function as
ϕ(t) =
{ν
2
(t − 1)2 + µ(t − log t − 1) if t > 0
+∞ otherwise. (16)
From the definition of ϕ, we have that ϕ is a differentiable strongly convex function on Rn++ with modulus ν > 0 and
lim
t→0+
ϕ′(t) = −∞.
Associated with ϕ we define for any v ∈ Rn++
d(u, v) =

n∑
i=1
(
ν
2
(ui − vi )2 + µ
(
v2i log
vi
ui
+ uivi − v2i
))
if u ∈ Rn++
+∞ otherwise.
For any u, v ∈ Rn++, the above defined functional d can be rewritten as
d(u, v) =
n∑
i=1
v2i ϕ(uiv
−1
i ).
It follows from the definitions of ϕ and d that for any u, v ∈ Rn++
d(u, v) ≥ ν
2
‖u − v‖2 (17)
and
d(u, v) = 0⇐⇒ u = v.
For convenience, we set θ := (ν +µ)/2 and θ¯ := (ν − θ)/θ . We use the following notation in the rest of the paper
Φ′(a, b) := (a1ϕ′(b1/a1), . . . , anϕ′(bn/an))>, ∀a, b ∈ Rn++. (18)
The following result was recently derived in [13].
Lemma 2.1. Let ϕ be given in (16) and Φ′ be defined in (18). For any a, b ∈ Rn++ and c ∈ Rn+, we have
〈c − b,Φ′(a, b)〉 ≤ θ(‖c − a‖2 − ‖c − b‖2 − θ¯‖b − a‖2). (19)
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From this lemma, it is easy to derive the following result (just by replacing c with a in the above lemma).
Lemma 2.2. Let ϕ be given in (16) and Φ′ be defined in (18). For any a, b ∈ Rn++ we have
〈b − a,Φ′(a, b)〉 ≥ ν‖a − b‖2. (20)
Let PX [a] denote the projection of a vector a ∈ Rn on X = Rn+, i.e., PX [a] = max{a, 0}. Then for any a, b ∈ Rn
‖PX [a] − PX [b]‖ ≤ ‖a − b‖. (21)
3. The hybrid algorithm
In this section, we propose the hybrid algorithm for solving variational inequality problems with the structure (2)
and (3). This algorithm can be viewed as an extension of the method [28] to the separable problem (2) and (3).
We make the following standard assumption for the variational inequality problem VI(F,Ω ):
Assumption A. (a) Problem VI(F,Ω ) has a solution;
(b) dom T ∩ (Rn++ × Rm) 6= ∅,
where dom T denotes the domain of the operator T , which is defined as
dom T := {x | T (x) 6= ∅}.
Then, it is well known that (x∗, y∗) solves VI(F,Ω ) if and only if there exists a λ∗ ∈ Rl , multiplier for the constraint
Ax + By = b such that (x∗, y∗, λ∗) solves the following variational inequality problem: Find w∗ ∈ W , such that
〈Q(w∗), w − w∗〉 ≥ 0, ∀w ∈ W, (22)
where
w =
xy
λ
 , Q(w) =
 f (x)− A>λg(y)− B>λ
Ax + By − b
 , W = Rn+ × Rm × Rl . (23)
For convenience, we denote VI problem (22) and (23) by MVI(Q,W ). In the following of this paper, instead of
solving the primal problem (2) and (3), we will give our attention to solving the equivalent problem MVI(Q,W ).
Algorithm 1 (Hybrid Decomposition–Projection Algorithm).
Step 0. Choose some 0 < c ≤ c < +∞, t ∈ (0, 1), the error tolerance parameter σ ∈ (0,min{1, ν}), and
(x0, y0, λ0) ∈ Rn++ × Rm × Rl . Set k := 0.
Step 1. Choose the regularization parameter ck ∈ [1 − σ, c], find an inexact solution x¯k ∈ Rn++ of the proximal
subproblem
ck( f (·)− A>λk)+ Φ′(xk, ·) = 0,
satisfying
‖rkx ‖ ≤ σ‖xk − x¯k‖, (24)
where
ck( f (·)− A>λk)+ Φ′(xk, ·) = rkx . (25)
Step 2. Find an inexact solution y¯k ∈ Rm of the proximal subproblem
ck(g(·)− B>λk)+ (· − yk) = 0
satisfying
‖rky‖ ≤ σ‖yk − y¯k‖, (26)
where
ck(g(·)− B>λk)+ (· − yk) = rky . (27)
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Step 3. Set
pk = λk − (Axk + Byk − b),
and compute xk+1, yk+1 via
xk+1 = (1− t)PX [xk − αk( f (x¯k)− A> pk)] + t xk, (28)
yk+1 = yk − (1− t)αk(g(y¯k)− B> pk), (29)
where
αk = ζk/ξk (30)
and
ζk = 〈 f (x¯k)− A>λk, xk − x¯k〉 + 〈g(y¯k)− B>λk, yk − y¯k〉 + ‖Axk + Byk − b‖2, (31)
ξk = ‖ f (x¯k)− A> pk‖2 + ‖g(y¯k)− B> pk‖2 + (1− t)‖Ax¯k + B y¯k − b‖2. (32)
Step 4. Compute λk+1
λk+1 = λk − (1− t)αk(Ax¯k + B y¯k − b). (33)
Step 5. Choose a parameter ck+1 for the next step. Set k := k + 1 and go to Step 1.
Remark 3.1. In the above algorithm, we have not specified the rules on how to choose ck and the concrete description
will be given in Section 5. Here, we just require ck ∈ [1 − σ, c] ⊂ (0,∞), and any strategy satisfying this condition
can be used in Step 5.
Lemma 3.1. For any ck > 0, (xk, yk, λk) ∈ Rn++ × Rm × Rl and ∀k ≥ 0, there exists a unique point (x, y) ∈
Rn++ × Rm satisfying
ck( f (·)− A>λk)+ Φ′(xk, ·) = 0,
and
ck(g(·)− B>λk)+ (· − yk) = 0.
Proof. This is an immediate consequence of Proposition 2 in [14]. 
The above lemma guarantees that the generalized proximal subproblems (25) and (27) always have exact solutions
in Rn++ (rkx = 0) and Rm (rky = 0). These two problems certainly always have inexact solutions x¯k and y¯k satisfying
x¯k ∈ Rn++, y¯k ∈ Rm , respectively. The proximal subproblems are thus well defined for all k ≥ 0. Hence, we can
conclude that the whole algorithm is well-defined. Moreover, since PX (·) ∈ Rn+, the generated sequence {(xk, yk)} is
contained in Rn++ × Rm .
In Step 1, to find the solution x¯k , one can solve the equation
ck( f (·)− A>λk)+ Φ′(xk, ·) = 0 (34)
by Newton’s method [34] (with starting point x0 := xk), and stop with the first Newton iterate satisfying (24). Since
f is continuous and monotone, the mapping Φ′ + ck f is strongly monotone. This system of nonlinear equations is
well conditioned. Moreover, since for k large enough, xk is close to x¯k (see the following proof), Newton’s method
can find a solution of this equation within finitely many iterations
4. Global convergence
In this section, we will show that the proposed algorithm converges to a solution of the variational inequality
problem (2) and (3) globally. In the remainder of this section, we always suppose that (22) and (23) has at least one
solution w∗ ∈ W .
We now begin to analyze the convergence of the proposed algorithm with the following result, which is a classical
estimate in proximal point algorithms, see e.g. [35].
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Lemma 4.1. Let f :→ (−∞,+∞] be a closed proper convex function, and s˜ ∈ Rn be given by
s˜ = argmin
s∈Rn
{
f (s)+ 1
2c
‖s − s¯‖2
}
,
where c > 0. Then, for any s ∈ Rn , the following inequality holds:
2c{ f (s˜)− f (s)} ≤ ‖s¯ − s‖2 − ‖s˜ − s‖2 − ‖s˜ − s¯‖2. (35)
This lemma states a useful relation between two consecutive iterates generated by the hybrid proximal
decomposition algorithms.
Lemma 4.2. Let {xk}, {yk}, {x¯k}, {y¯k} and {λk} be generated by Algorithm 1. Then, for all (x, y, λ) ∈ Rn+× Rm× Rl ,
the following inequalities hold:
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + (1− t)α2k‖ f (x¯k)− A> pk‖2 − 2(1− t)αk〈 f (x¯k)− A> pk, xk − x〉, (36)
‖yk+1 − y‖2 ≤ ‖yk − y‖2 + (1− t)α2k‖g(y¯k)− B> pk‖2 − 2(1− t)αk〈g(y¯k)− B> pk, yk − y〉 (37)
‖λk+1 − λ‖2 ≤ ‖λk − λ‖2 − 2αk(1− t)〈λk+1 − λ, Ax¯k + B y¯k − b〉 − ‖λk+1 − λk‖2. (38)
Proof. It follows from (28) that
‖xk+1 − x‖2 = ‖(1− t)(PX [xk − αk( f (x¯k)− A> pk)] − x)+ t (xk − x)‖2
= (1− t)2‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + t2‖xk − x‖2
+ 2t (1− t)〈PX [xk − αk( f (x¯k)− A> pk)] − x, xk − x〉.
Since 2〈a, b〉 ≤ ‖a‖2 + ‖b‖2, we have
2t (1− t)〈PX [xk − αk( f (x¯k)− A> pk)] − x, xk − x〉
≤ t (1− t)‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + t (1− t)‖xk − x‖2.
Thus,
‖xk+1 − x‖2 ≤ (1− t)2‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + t2‖xk − x‖2
+ t (1− t)(‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + ‖xk − x‖2)
= (1− t)‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + t‖xk − x‖2.
Since the projection operator PX is nonexpansive and x ∈ Rn+, we have
‖xk+1 − x‖2 ≤ (1− t)‖PX [xk − αk( f (x¯k)− A> pk)] − x‖2 + t‖xk − x‖2
≤ ‖xk − x‖2 − 2(1− t)αk〈 f (x¯k)− A> pk, xk − x〉 + (1− t)α2k‖ f (x¯k)− A> pk‖2, (39)
which is just (36). This completes the proof of the inequality (36), and the inequality (37) can be proved in a similar
way.
Observe that (33) implies
λk+1 = argmin
λ∈Rl
{
〈λ, Ax¯k + B y¯k − b〉 + 1
2(1− t)αk ‖λ− λ
k‖2
}
.
From Lemma 4.1, we have that
2(1− t)αk〈λk+1 − λ, Ax¯k + B y¯k − b〉 ≤ ‖λk − λ‖2 − ‖λk+1 − λ‖2 − ‖λk+1 − λk‖2.
By rearranging terms, we obtain (38) immediately. 
Lemma 4.3. Suppose that f , g are continuous and monotone, and w∗ = (x∗, y∗, λ∗) ∈ W is a solution of
MVI(Q,W ). Then
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1. The generated sequence {wk} is bounded;
2. The sequence {(x¯k, y¯k)} is bounded;
3. limk→∞(xk − x¯k) = limk→∞(yk − y¯k) = limk→∞ ‖Axk + Byk − b‖ = 0.
Proof. Since f and g are monotone mappings, we have that for any w1 = (x1, y1, λ1) and w2 = (x1, y1, λ1)
(w1 − w2)>(Q(w1)− Q(w2)) =
x1 − x2y1 − y2
λ1 − λ2
> f (x1)− f (x2)− A>(λ1 − λ2)g(y1)− g(y2)− B>(λ1 − λ2)
A(x1 − x2)+ B(y1 − y2)

= (x1 − x2)>( f (x1)− f (x2))+ (y1 − y2)>(g(y1)− g(y2))
≥ 0.
That is, Q defined by (23) is a monotone mapping from W to Rn × Rm × Rl . Since (x∗, y∗, λ∗) is a solution of
MVI(Q,W ) and x¯k ∈ Rn+, y¯k ∈ Rm , we have f (x¯k)− A>λkg(y¯k)− B>λk
Ax¯k + B y¯k − b
>x¯k − x∗y¯k − y∗
λk − λ∗
 ≥
 f (x∗)− A>λ∗g(y∗)− B>λ∗
Ax∗ + By∗ − b
>x¯k − x∗y¯k − y∗
λk − λ∗
 ≥ 0,
which means that
〈 f (x¯k)− A>λk, x¯k − x∗〉 + 〈g(y¯k)− B>λk, y¯k − y∗〉 ≥ −〈λk − λ∗, Ax¯k + B y¯k − b〉. (40)
Using the identity
Ax∗ + By∗ = b,
it follows from (31) and (40) that
〈 f (x¯k)− A> pk, xk − x∗〉 + 〈g(y¯k)− B> pk, yk − y∗〉 ≥ ζk − 〈λk − λ∗, Ax¯k + B y¯k − b〉. (41)
Adding (36) and (37) and substituting (x∗, y∗) for (x, y), we have
‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2
≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 + (1− t)α2k {‖ f (x¯k)− A> pk‖2 + ‖g(y¯k)− B> pk‖2}
− 2(1− t)αkζk + 2(1− t)αk〈λk − λ∗, Ax¯k + B y¯k − b〉, (42)
where the inequality follows from (41). Substituting λ by λ∗ in (38) and using (33), we have
‖λk+1 − λ∗‖2 ≤ ‖λk − λ∗‖2 − 2αk(1− t)〈λk+1 − λ∗, Ax¯k + B y¯k − b〉 − α2k (1− t)2‖Ax¯k + B y¯k − b‖2. (43)
Adding (43) to (42), it follows that
‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2 + ‖λk+1 − λ∗‖2
≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 + ‖λk − λ∗‖2 − 2(1− t)αkζk
+ (1− t)α2k {‖ f (x¯k)− A> pk‖2 + ‖g(y¯k)− B> pk‖2 + (1− t)‖Ax¯k + B y¯k − b‖2}
= ‖xk − x∗‖2 + ‖yk − y∗‖2 + ‖λk − λ∗‖2 − (1− t)αkζk, (44)
where the last equality follows from the definition of αk . Note that
f (x¯k)− A>λk = 1
ck
[rkx − Φ′(xk, x¯k)]. (45)
Thus, it follows from Lemma 2.2 that
〈 f (x¯k)− A>λk, xk − x¯k〉 = 1
ck
〈rkx − Φ′(xk, x¯k), xk − x¯k〉
≥ 1
ck
(〈rkx , xk − x¯k〉 + θ(1+ θ¯ )‖xk − x¯k‖2)
D. Han / Computers and Mathematics with Applications 55 (2008) 101–115 109
≥ 1
ck
(θ(1+ θ¯ )‖xk − x¯k‖2 − ‖rkx ‖‖xk − x¯k‖)
≥ 1
ck
(θ(1+ θ¯ )− σ)‖xk − x¯k‖2, (46)
where the second inequality follows from the Cauchy–Schwarz inequality, and the last one follows from (24). In a
similar way, from (26), we have
〈g(y¯k)− B>λk, yk − y¯k〉 ≥ 1
ck
(1− σ)‖yk − y¯k‖2. (47)
Let
γ := min{1, θ(1+ θ¯ )} ≥ σ.
Then, substituting (46) and (47) in (44), we have
‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2 + ‖λk+1 − λ∗‖2 ≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 + ‖λk − λ∗‖2
− (1− t)αk
[
(γ − σ)
ck
(‖xk − x¯k‖2
+ ‖yk − y¯k‖2)+ ‖Axk + Byk − b‖2
]
. (48)
Since t ∈ [0, 1], σ ∈ [0, γ ] and αk ≥ 0, we have
‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2 + ‖λk+1 − λ∗‖2 ≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 + ‖λk − λ∗‖2,
which means that the sequence {wk} = {(xk, yk, λk)} is bounded.
From the monotonicity of f and (46), we have
〈 f (xk)− A>λk, xk − x¯k〉 ≥ 〈 f (x¯k)− A>λk, xk − x¯k〉 ≥ 1
ck
(γ − σ)‖xk − x¯k‖2.
Using again the Cauchy–Schwarz inequality, we have
‖ f (xk)− A>λk‖ ≥ 1
ck
(γ − σ)‖xk − x¯k‖.
Since {xk}, {λk} are bounded and f is continuous, {x¯k} is bounded. The boundedness of {y¯k} can be proved in a
similar way.
Since f and g are continuous and the sequences {wk} = {(xk, yk, λk)}, {(x¯k, y¯k)} are bounded, there exist constants
M1 > 0, M2 > 0 and M3 > 0, such that
‖ f (x¯k)− A> pk‖ ≤ M1,
‖g(y¯k)− B> pk‖ ≤ M2,
and
‖Ax¯k + B y¯k − b‖ ≤ M3.
From the definition of αk and (46) and (47), we have
αk ≥ (γ − σ)(‖x
k − x¯k‖2 + ‖yk − y¯k‖2)+ ck‖Axk + Byk − b‖2
ck(M21 + M22 + (1− t)M23 )
≥ (γ − σ)(‖x
k − x¯k‖2 + ‖yk − y¯k‖2)+ c‖Axk + Byk − b‖2
c¯(M21 + M22 + (1− t)M23 )
.
Thus,
‖xk+1 − x∗‖2 + ‖yk+1 − y∗‖2 + ‖λk+1 − λ∗‖2 ≤ ‖xk − x∗‖2 + ‖yk − y∗‖2 + ‖λk − λ∗‖2
− (1− t)
c¯2(M21 + M22 + (1− t)M23 )
[
(γ − σ)2(‖xk − x¯k‖2 + ‖yk − y¯k‖2)+ c‖Axk + Byk − b‖2
]2
.
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It thus follows immediately that
lim
k→∞ ‖x
k − x¯k‖ = lim
k→∞ ‖y
k − y¯k‖ = lim
k→∞ ‖Ax
k + Byk − b‖ = 0.
This completes the proof. 
Lemma 4.4. Suppose that f and g are continuous and monotone mappings and the sequence {wk} has a cluster point
w∞, then w∞ solves the variational inequality problem MVI(Q,W ).
Proof. It follows from (24) and (26) and Lemma 4.3 that rkx → 0 and rky → 0. Let {wk j } be the subsequence that
converges to w∞. Then, from Lemma 4.3 we have that x¯k j → x∞ and y¯k j → y∞.
For any x ∈ Rn+, it follows from (45) and Lemma 2.1 that
〈 f (x¯k j )− A>λk j , x − x¯k j 〉 = 1
ck j
〈rk jx − Φ′(xk j , x¯k j ), x − x¯k j 〉
≥ 1
ck j
〈rk jx , x − x¯k j 〉 − θck j
(‖x − xk j ‖2 − ‖x − x¯k j ‖2 − θ¯‖xk j − x¯k j ‖2).
Taking limits on both sides of the above inequality along the subsequence, we have
〈 f (x∞)− A>λ∞, x − x∞〉 ≥ 0.
In a similar way, we can prove that
〈g(y∞)− B>λ∞, y − y∞〉 ≥ 0.
On the other hand, it follows from Lemma 4.3 that
Ax∞ + By∞ − b = 0.
Thus, f (x∞)− A>λ∞g(y∞)− B>λ∞
Ax∞ + By∞ − b
>x − x∞y − y∞
λ− λ∞
 ≥ 0, ∀(x, y, λ) ∈ W,
which means that w∞ is a solution of MVI(Q,W ). 
Theorem 4.5. Suppose that f and g are continuous and monotone and the solutions set of MVI(Q,W ) is nonempty.
Then, the sequence {wk} generated by the hybrid method converges to a solution of MVI(Q,W ).
Proof. By Lemma 4.3, {wk}, conforming to the algorithm, is bounded. It thus has at least one cluster point. Let w˜
be a cluster point of {wk} and {wk j } be the corresponding subsequence converging to w˜. Since {wk} contained in W ,
we have w˜ ∈ W¯ . It follows from Lemma 4.4 that w˜ solves MVI(Q,W ). Substitute (x∗, y∗, λ∗) in Lemma 4.3 and by
(x˜, y˜, λ˜), we have
‖xk+1 − x˜‖2 + ‖yk+1 − y˜‖2 + ‖λk+1 − λ˜‖2 ≤ ‖xk − x˜‖2 + ‖yk − y˜‖2 + ‖λk − λ˜‖2.
Thus, the whole sequence {wk} converges to w˜, a solution of MVI(Q,W ). 
5. Choose the parameter
In a practical implementation of the algorithm, the choice of an appropriate parameter ck is important, for on the
one hand, if the parameter is set to be too small, the algorithm will converge slowly, and on the other hand, if ck
is too large, it may cause the divergence of the generated sequence. In practical applications, to choose a ‘suitable’
parameter c is difficult and many computational results [21,23–26] indicate that the method with a fixed parameter
converges extremely slowly duo to the parameter being too small. Although we just require the boundedness of the
sequence {ck} ⊆ [c, c¯] ⊆ (0,∞), which is much less stringent than that of Auslender and Teboulle [15] (see also (9)),
it seems reasonable to choose ck self-adaptively per iteration.
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Note that in Step 1 and Step 2, we need to solve approximately the system of equations of
ck( f (·)− A>λk)+ Φ′(xk, ·) = 0
and
ck(g(·)− B>λk)+ (· − yk) = 0,
respectively. For the sake of balance, it is reasonable to hope that∥∥∥∥xk+1 − xkyk+1 − yk
∥∥∥∥ ≈ ck ∥∥∥∥ f (xk+1)− f (xk)g(yk+1)− g(yk)
∥∥∥∥ .
This consideration provides a way of choosing the parameter ck , and in a similar way to He, Liao and Wang [26], we
can use the following strategy:
Self-adaptive Strategy 1: From the viewpoint of subproblems
Let
ωk =
∥∥∥∥xk+1 − xkyk+1 − yk
∥∥∥∥/ck ∥∥∥∥ f (xk+1)− f (xk)g(yk+1)− g(yk)
∥∥∥∥ , (49)
Then, let
ck+1 =

min{(1+ τk)ck, c¯} if ωk < 1
(1+ µ),
max{c, 1
(1+ τk)ck} if ωk > 1+ µ,
ck otherwise,
(50)
where µ > 0 is a given constant.
Remark 5.1. In He, Liao and Wang [26], they need the condition that the nonnegative sequence {τk} satisfies∑
k→∞ τk < ∞ to prove the global convergence of their method. Note that the above requirement is quite stringent,
which means that we can just increase or decrease ck by finite times. Here, the adjustment parameter τk can be a
positive constant, due to the fact that we just need the boundedness of {ck}. This is quite desirable, since it means that
we can choose a suitable parameter by increasing or decreasing it whenever necessary.
Recall that instead of solving the original problem (1)–(3), we solve its equivalent form (22) and (23). It is well
known (see for example, [36]) that solving (22) and (23) is equivalent to finding a zero point of E(w, c):
E(w, ck) :=
Ex (w, ck)Ey(w, ck)
Eλ(w, ck)
 =
x − PX [x − ck ∗ ( f (x)− A>λ)]ck ∗ (g(y)− B>λ)
Ax + By − b
 .
It follows from the nonexpansivity of the projection operator, that we have that
‖E(w, ck)‖ ≤
∥∥∥∥∥∥
ck ∗ ( f (x)− A>λ)
ck ∗ (g(y)− B>λ)
Ax + By − b
∥∥∥∥∥∥ .
Let
Eu(w, c) =
(
Ex (w, c)
Ey(w, c)
)
,
and note that for any fixed w, Eu(w, ·) is an increasing function for the second parameter [37]. At the same time,
Eλ(w, c) is irrelative to c. Therefore, for the sake of balance, He, Liao, Han and Yang [21] suggested to adjust ck with
the following rule:
Self-adaptive Strategy 2: From the viewpoint of the original problem
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Let
ωk = ‖Eu(wk, ck)‖/‖Eλ(wk, ck)‖, (51)
Then, adjust ck in a similar way as Strategy 1:
ck+1 =

min{(1+ τk)ck, c¯} if ωk < 1
(1+ µ),
max{c, 1
(1+ τk)ck} if ωk > 1+ µ,
ck otherwise,
(52)
where µ > 0 is a given constant.
Remark 5.2. Note that in He, Liao, Han and Yang [21], they also need the condition that the nonnegative sequence
{τk} satisfies∑k→∞ τk <∞ to prove the global convergence. Here, due to the fact that we only need ck be bounded,
we just require τk > 0. A similar strategy has been used in the primal-dual methods of multipliers for complementarity
problems [38], where the computational results reported there show that the strategy can make the method quite robust.
6. Computational results
We implement Algorithm 1 in MATLAB and test it on a PC. The examples used here are modifications of the test
problem of Marcotte and Dussault [39] and Taji, Fukushima and Ibaraki [40]. The constraint set Ω and the mapping
F are taken respectively as
Ω =
{
u ∈ R5
∣∣∣ 5∑
i=1
ui = 10, ui ≥ 0, i = 1, 2, . . . , 5
}
and
F(u) = Mu + ρC(u)+ q,
where M is a 5 × 5 asymmetric positive definite matrix and Ci (u) = arctan(ui − 2), i = 1, 2, . . . , 5. The parameter
ρ is used to vary the degree of asymmetry and nonlinearity. The data of this example are given as follows.
f (x) =

0.726 −0.949 0.266 −1.193 −0.504
1.645 0.678 0.333 −0.217 −1.443
−1.016 −0.225 0.769 0.934 1.007
1.063 0.587 −1.144 0.550 −0.548
−0.256 1.453 −1.073 0.509 1.026


u1
u2
u3
u4
u5
+ ρ

arctan(u1 − 2)
arctan(u2 − 2)
arctan(u3 − 2)
arctan(u4 − 2)
arctan(u5 − 2)
+

5.308
0.008
−0.938
1.024
−1.312
 .
Thus, in our formulation, u = x , y = 0, g = 0, and
A = (1, 1, 1, 1, 1), B = 0, b = 10.
The parameters used in the algorithm are set as µ = 0.6, σ = 0.001, c = 0.1, c¯ = 5, t = 0.01. The stop criterion
is set to be
max {‖E(w, ck)‖, ‖E(w, ck)‖/ck} ≤ 
with  = 10−6. For comparison, we also code the globally convergent Newton method (GCNM) of Taji, Fukushima
and Ibaraki [40]. We use the quadratic-program solver quadprog.m from the MATLAB optimization toolbox to perform
the projection. We rewrite the subproblem in [40] as a linear complementarity problem (LCP) and solve it by Lemke’s
complementarity pivoting method [41], which finds a solution of LCP in a finite number of steps. The parameters used
in their algorithm are set to be the same as those in [40].
Tables 6.1 and 6.2 report the computational results for ρ = 10 and 20, respectively. For simplicity, we denote the
proposed method by HEPDM in Tables 6.1 and 6.2.
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Table 6.1
Numerical results for ρ = 10
Starting pint Algorithm Num. of iter. CPU (s)
(25, 0, 0, 0, 0) GCNM 7 0.03
HEPDM 32 0.02
(10, 0, 10, 0, 10) GCNM 6 0.04
HEPDM 33 0.02
(10, 0, 0, 0, 0) GCNM 8 0.03
HEPDM 26 0.01
(0, 2.5, 2.5, 2.5, 2.5) GCNM 5 0.03
HEPDM 21 0.01
Table 6.2
Numerical results for ρ = 20
Starting pint Algorithm Num. of iter. CPU (s)
(25, 0, 0, 0, 0) GCNM 8 0.04
HEPDM 29 0.02
(10, 0, 10, 0, 10) GCNM 6 0.04
HEPDM 34 0.02
(10, 0, 0, 0, 0) GCNM 8 0.05
HEPDM 41 0.02
(0, 2.5, 2.5, 2.5, 2.5) GCNM 6 0.03
HEPDM 22 0.01
The results in Tables 6.1 and 6.2 indicate that the modified alternating direction method is quite efficient.
Though the iterative number is larger than Newton-type method [40], the total CPU time is smaller. Especially, the
computational cost at each iteration is much smaller.
7. Conclusions
In this paper, we propose a decomposition method for solving variational inequality problems with separable
structure (2) and (3). Under mild assumptions, we show the global convergence of the method, especially, the Feje´r
monotone to the solution set. Many applications of the decomposition methods showed that a proper sequence of
parameters {ck} is crucial to the efficiency. In our algorithm, we just require that the sequence be bounded below from
zero and above from infinity, which makes us able to choose the parameters freely and allows us to use improved
adjustment strategies with constant parameter, which is important from the viewpoint of computation. To make the
method more practical, we solve the subproblems approximately. The accuracy criterion we adopt here is the one
proposed by the author [28] for nonlinear proximal point algorithms, which is a modification of the one proposed by
Solodov and Svaiter [27] for classical proximal point algorithms.
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