ABSTRACT In this paper, we propose a novel face recognition system based on fusing thermal and visible descriptors. The proposed approach is divided in two steps: training and validation. In the training stage, the system obtained the optimal weights from the particle swarm optimization (PSO) algorithm to maximize the recognition rates obtained from different combinations of local descriptor methods using a standard thermal face database (Equinox database). The weights were then used to fuse visible and thermal face descriptors to achieve high recognition rates during the validation stage using the Pontificia Universidad Católica de Valparaiso-Visible Thermal Face (PUCV-VTF) database. Three local matching methods were used to perform the face recognition: local binary pattern, histograms of the oriented gradients, and local derivative pattern. In addition, this paper considers a comparison with the following methods: a previous work based on Genetic Algorithms and a modified PSO approach. The results of this paper show recognition rates over 99% for the PUCV-VTF database, largely surpassing the results for Genetic Algorithms. The fusion methodology is found to be unaffected to variations in illumination and expression conditions, combining the visible and thermal information efficiently through the PSO algorithm, and thus choosing the optimal regions where a given spectrum is more relevant.
I. INTRODUCTION
Face recognition systems in the visible spectrum have been studied for decades, focusing on the areas of pattern recognition, computer vision, robotics and biometry. This area of research has grown steadily due to its diverse applications in security such as identification and access control [1] , [2] . Nonetheless, researchers must overcome the diminished recognition ability of algorithms due to variations in the type and intensity of illumination in the visible images. In realistic applications, where lighting intensities may vary due to outdoor conditions, weather or time, the recognition of faces using visible images may not have the necessary robustness, due to decreased recognition rates [3] - [5] .
A direct solution to the lighting problem is the use of images captured in the long wave infrared spectrum, LWIR (8-12 µm) , since the images captured in the infrared (IR) are invariant to changes in lighting. Thermal cameras capture the emitted radiation by the objects instead of any reflected light, following the Boltzmann law. Thermography [6] is the process to estimate a body temperature (energy emission), without requiring any contact with the body surface. Through thermography, it is possible to obtain information on the distribution of the temperature of the thermal face, which is unique to each person [7] , [8] .
Unfortunately, the IR spectrum has the disadvantage that the energy captured by the camera not only depends on the body emission, but also from contribution of different elements present in the scene such as: the emission of the target object, the infrared radiation emitted by the background reflected by the object and the infrared radiation from the atmosphere. If these components vary, the estimated body temperature is directly affected. In the case of facial recognition, by varying the emission of the thermal face, the face recognition rate of the system will be affected. In addition, thermal images also present variations given by alterations in the metabolic processes of the subjects (such as physical work or illness), camera sensitivity to external factors and responsivity changes of thermal detectors when worked for extended periods [9] - [11] , such as the self-heating effect.
In order to solve the limitations of each of the two spectra (visible and LWIR), we propose to create a novel face recognition approach that fuses thermal and visible descriptors obtained from local matching based methods. The proposed face recognition system is based on the research carried out in [12] , where a GA was used to fuse visible and thermal descriptors. The proposed method incorporates the PSO algorithm to perform fusion and to compare the results fairly, in the same way as with GA. Our method differs from other fusion studies mainly because they use face recognition methods based on appearance description to select the most important features of the visible and thermal spectra. For example, PCA with a GA and the wavelet transform with PSO are used in [13] and [14] , respectively. A different fusion algorithm was presented in [15] , considering the replacement of an eye template in the case where eyeglasses were detected in the thermal images. A commercial software for facial recognition (Face It) has also been used for the evaluation of different fusion methods [16] . A GA approach was used in [17] to combine images by using an information theoretical criteria. Although the work in [17] was not aimed for facial recognition, it presented an efficient way to combine thermal and visible features. There are applications of multimodal fusion, but at the level of scoring, where metaheuristic techniques are used. For example, in [18] a hybrid of PSO and GA is used, where in each iteration, when the particle of the PSO algorithm is updated, a crossing and mutation in the best particle is performed to obtain an optimal result. In addition, there are research's where hyperspectral cameras are used to compensate the limitations of illumination of the visible images together with the application of thermal cameras in near infrared (NIR) and thus improve the performance of face recognition [19] . On the other hand, we can find in [20] methods of analysis of two-dimensional canonical correlation (2D-CAA), where two sets of images can be correlated without reshaping the images.
Thus, the aim of the present study is detailed as follows: i) this work presents a novel fusion approach which combines thermal and visible descriptors using the Particle Swarm Optimization (PSO) algorithm to generate a face recognition system. The fusion of descriptors is performed using multiplicative weights to give importance to certain regions of the fused image. These weights will be optimized by PSO technique [21] - [24] , maximizing the face recognition rate of the system; ii) the system will use thermal and visible descriptors generated by different combinations of state-of-the-art local matching descriptors: Local Binary Pattern (LBP) [25] , Histograms of the Oriented Gradients (HOG) [26] , and Local Derivative Pattern (LDP) [27] ; iii) two datasets are used to obtain the face descriptors and to perform cross validation and thus evaluate the results by means of a statistical analysis; iv) a comparative study will be performed to contrast the current results with another metaheuristic, Genetic Algorithms (GA) [28] - [30] , obtained from [12] and the fusion methodology used in that study.
As mentioned above, the present study includes the fusion of different combinations of local pattern descriptors, where one method is selected for the visible spectrum and another for the thermal spectrum. These methods are selected in accordance with [8] , [9] , [11] , and [12] , a study in which a high level of performance was obtained. The process used to obtain the descriptors consists of applying the local matching method to the visible and thermal images, dividing the image into different regions, calculating one histograms of each region, and then concatenating all histograms to obtain a descriptor that represents the complete and local information of the face.
To increase recognition rates, multimodal recognition systems were implemented, where two or more sources of biometric information were used [31] , [32] . In [33] , the fusion of the information of the face with the fingerprints at the level of score is used. In [34] , the fusion of thermal images is performed using appearance and feature extraction approaches, applying 3D models. In [35] , the fusion of images is done using the Fourier and Wavelet transforms. Others publications of the state of the art, [5] , [12] , [29] , [36] , show mainly the use the classic Eigen-Face (PCA) method for assessing aptitude for the fusion approach. However, use of the PSO technique improves feature selection. In contrast to these studies, the present research aims to use the PSO algorithm to combine visible and thermal descriptors obtained from a facial recognition process, optimizing facial recognition rates as a fitness function. There are also face recognition algorithms that have been applied in other research, such as the Principal Component Analysis (PCA) [36] , Independent Component Analysis (ICA) [37] Weber Law Descriptor (WLD) [38] , Scale-Invariant Feature Transform [39] , Speeded-Up Robust Features (SURF) [40] , Gabor Jet Descriptor (GJD) [41] , among others. However, these methods have not been applied to perform the fusion of descriptors with the application of metaheuristics, as proposed in this study. The application of each of these methods can be found in the following articles [9] , [10] , [12] , [36] .
In more recent studies, considering the advances in machine learning, research has been developed by applying neural networks (NN). In [42] , NN with discrete wavelet transforms (WDT) are used, and the results obtained are compared with the implementation of either WDT and NN separately. In [43] , NN are applied to facial recognition in the next generation of mobile devices. Lately, in [44] they presented a model based on deep neural networks instead, which allows the assignment of features obtained in the VOLUME 6, 2018 visible spectrum to infrared images by learning a non-linear mapping that preserves visible face information.
The novelty of the article consists of the use of a robust methodology to combine visible and thermal features obtained from local descriptors using the PSO metaheuristic to optimize the recognition rate of the fusion system. Moreover, the proposed fusion methodology will be evaluated using the Equinox [45] and the PUCV-VTF databases [46] created in our laboratory, to test different algorithms to perform visible and thermal fusion descriptors. In our current experiments, we used the Equinox database to obtain the fusion weights using PSO in an offline stage, which was then evaluated using the PUCV-VTF database. Finally, the results obtained in this study are compared with the fusion method formerly proposed in [12] , where the GA is applied. Additionally, we will conduct comparative experiments using the modified PSO (MPSO) [13] algorithm.
II. LOCAL DESCRIPTOR METHODS
Three local matching methods were selected to generate the face recognition system. The methods were chosen considering a high degree of performance and requirements, such as working in real time; the use of only one image per person in a gallery (database) for face recognition matching; and high recognition rates obtained by the algorithms in related comparative studies [4] - [7] .
A. LBP HISTOGRAMS
The Local Binary Pattern was originally proposed in [25] , and has been used in a variety of investigations since then. LBP is one of the best texture descriptors. It compares the intensity differences between the central pixel and its neighborhood within a 3×3 region to generate a binary code which represents the local information of the face. The method uses three levels of locality: pixel level, regional level and the holistic level, where a global description of the face is obtained by combining the regional LBP extracted features using histograms by region. For the implementation of LBP histograms we use the LBP(8,1), the number of regions of the image used to give a holistic feature was 32 divisions (8×4 regions) and 256 divisions (16×16 regions).
B. HOG HISTOGRAMS
The histograms of oriented gradients was introduced in [26] as a human descriptor for pedestrian applications. The HOG method employs the information contained in both orientation and magnitude of the gradients of an image. Face images are divided into different regions VxU, where histograms are computed using the magnitude and angular information. The histograms of each region are concatenated to obtain a general HOG descriptor of the image, overlapping the middle of the preceding region in both directions. In the implementation of HOG histograms, the number of regions of the image was 32 divisions (8×4 regions) and 256 divisions (16×16 regions).
C. LDP HISTOGRAMS
The n-th order local derivative pattern [27] works by obtaining micro-patterns with the information contained in the (n−1)-th order directional derivatives of the face image, using different directions to obtain a descriptor, for example: 0 • , 45 • , 90 • and 135 • . The micro-patterns are computed from a neighborhood of 8 pixels surrounding a central pixel. In particular, each face image is divided into rectangular regions where the LDP histograms are calculated. The final n-th order LDP descriptor is obtained from concatenating all the histograms in every direction and region. The number of regions of the image was 32 divisions (8×4 regions) and 256 divisions (16×16 regions).
III. METAHEURISTIC TECHNIQUES
Metaheuristics are intelligent strategies to solve, improve or design heuristic procedures of a specific problem. In this study, two metaheuristics based on the behavior of a population were applied. They were selected for their different applications and high performance in face recognition [13] , [14] , [18] .
A. PARTICLE SWARM OPTIMIZATION (PSO)
PSO is a metaheuristic, population-based optimization technique aimed at finding a solution to an optimization problem in a search space. The PSO algorithm was first described by Kennedy and Eberhart in 1995 [21] - [23] . The principal objective of PSO is to optimize a given function called the fitness function.
PSO is initialized with a population of particles distributed randomly over the search space. Each particle corresponds to a point in the N-dimension space. The i-th particle is represented as X i = {x 1, x 2, . . . , x N }. At every iteration, each particle is updated by two best values called Pbest and Gbest. Pbest is the best position associated with the best fitness value of particle ''i'' obtained so far and is represented as Pbest i = {Pbest i1, Pbest i2, . . . , Pbest iN } with the fitness function f (Pbest i ). Gbest is the best position among all the particles in the swarm. The rate of the position change (velocity) for particle ''i'' is represented asV i = {v i1, v i2, . . . , v iN , }. The particle velocities are updated according to the following equations:
where p is the length of the particles and has the shape p = 1, 2, . . . , P and µ is the inertia weight. Optimizing the choice provides a balance between global and local explorations, and results in fewer iterations on average to find near optimal results. ϕ 1 and ϕ 2 are the acceleration constants used to pull each particle towards Pbest and Gbest.
Low values of ϕ 1 and ϕ 2 allow the particle to roam far from the target regions, while high values result in abrupt movements towards or past the target regions. rand 1 are the current and updated positions. For more details of the parameters of PSO see [23] .
B. GENETIC ALGORITHM
Genetic algorithms are a well-known and frequently used metaheuristic technique. The GA is inspired by the principles of genetics and evolution, and mimics the reproduction behavior observed in biological populations. Genetic algorithms are basically an iterative method to find solutions to a problem. In GA, a candidate solution for a specific problem is called an individual or a chromosome and consists of a linear list of genes. GA begins its search from a random population of chromosomes that evolve over successive generations (iterations). To perform its optimization process, the GA employs three operators: selection, crossover and mutation [28] . The selection considers the best solution to generate individuals that are adapted to their environment. The crossover operator mimics mating in biological populations, propagating features of good surviving chromosomes from the current population into the future population, which will have a better fitness value on average. Finally, mutation promotes diversity in population characteristics. This operator allows a global search and prevents the algorithm from getting trapped in local optimums. Our fusion methodology will be compared with the one proposed in [12] , where a GA is applied.
IV. VISIBLE-THERMAL DATABASES
In order to perform face recognition, it is necessary to have one or more sets of images, which are contained within a database. For this purpose, different databases have been created to evaluate the performance of local descriptor methods. For this study, we use the Equinox [40] and PUCV-VTF databases [41] .
A. EQUINOX DATABASE
The Equinox database contains a variety of sets with frontal face images taken in both infrared and visible spectra simultaneously, with a total of 18,629 images for each spectral class of size 320 × 240 pixels. The gallery set has 81 different subjects, with images captured under different illumination conditions (frontal, right lateral and left lateral), different expressions (e.g. frown, surprise, smile). In addition, the test sets contain extra images per subject (see Table 1 ). All the images of the different sets were aligned with respect to the eyes, and resized in such a way that between them there is a distance of 42 pixels using a Viola-Jones eye detector. This procedure has been successful used before in previous work [9] , [10] . They were then cropped such that the images have a final size of 150 pixels by 81 pixels. The eyes of the individuals have the same position spatially and horizontally centered, so that only the face of the individuals is shown. In Figure 1 we can see images of one of the subjects in the Equinox database, with different expressions in both spectra.
B. PUCV-VTF DATABASE
The PUCV-VTF database was obtained from 76 subjects divided into five subsets, totaling 12,160 images simultaneously captured in the thermal and visible spectra. Each sets contain normal faces (frontal view), as well as faces with some alterations, such as a frown, glasses, a smile and the mouth making a vowel sound. Each set contains only one face image per subject. The frontal (normal) set is assigned as the gallery-because it is neutral-and the other sets are used as test sets. The sets are detailed in Table 2 , with the following differences: normal faces represent a serious pose of the subject; frown faces represent anger; glasses are images of subjects wearing transparent or dark glasses at random; smile faces show some grinning; and finally, vowel faces are images of the subjects articulating a random vowel. The images in the visible spectrum were obtained using a PS3Eye camera, with an image resolution of 640×480 pixels, a field-of-view of 56 • and 75 • , and a frame rate of 60 fps. On the other hand, thermal LWIR images were captured using a FLIR Tau 2 camera [47] , with an image of 640 × 512 pixels of resolution at 14 bits, a field-of-view of 56 • and 69 • , and a frame rate of 30 fps. The thermal sensibility of the LWIR detector is of 50 mK, and the spectral responsivity ranges between 7.5 and 13.5 µm. We show the acquisition setup in Figure 2 , which comprises a tripod with the two camera mounted on top (PS3 Eye and FLIR Tau 2) placed with 6.5 cm of separation. Both cameras are located at 1.15 m from the ground, and 91.5 cm from the background, which is a white wall-chosen to minimize visible and thermal variations that may affect the acquisition process. All images are finally aligned and cropped relative to the eyes positions, similar to Equinox database, leading to a final image size of 150 × 81 pixels. Examples of the different sets of PUCV-VTF are shown in Figure 3 .
V. PROPOSED FACE RECOGNITION SYSTEM
The fusion of images seeks to compensate the disadvantages of the visible and thermal spectra for face recognition. The disadvantages are caused by: lighting, posture, facial expressions, changes in the temperature in the environment, and variations in subjects' metabolic processes. This study therefore proposes the use of a fusion technique based on the PSO algorithm, combining the most discriminative features from both thermal and visible images. The PSO algorithm maximize the recognition rate by defining an objective function that finds the optimal particle that properly weights the contribution from the different thermal and visible descriptors.
The proposed fusion approach considers an input pair of training images (thermal and visible) that are compared to the gallery set. For each image, face descriptors obtained from the local descriptor methods are generated: the visible descriptor and the thermal descriptor. The fusion process uses the histogram intersection as the similarity measure to combine the information of the image sets to obtain a fusion descriptor. The fusion descriptor is used to find the weights that optimize the face recognition rates for the PSO process.
This face recognition system has two stages: a training stage and a validation stage. The training stage finds the optimal multiplicative weights using the PSO metaheuristic, which will be applied to each region of the visible and thermal image, maximizing the face recognition rate. After that, the validation stage takes the optimal weights and applies them to the gallery and test images to generate the face recognition.
A. TRAINING STAGE
As stated above, the training stage uses the PSO algorithm to find the optimal weights in the fusion process. The training stage is composed of three processes: i) application of local descriptor methods, ii) matching, and iii) fusion of the descriptors using the PSO algorithm. The whole training stage can be seen in Figure 4 .
1) APPLICATION OF FACE RECOGNITION METHODS
Face recognition systems usually use two sets of images, the ''gallery set'' and the ''training set''. The gallery set is a set of images stored in the recognition system, which allows the verification and identification of a person, usually having only one image per subject. The training set are images of the subjects with variations, for example in lighting and pose, used to test the identity of a subject through the entire database.
For the training set, the visible and thermal pair of images will be called as a j-training pair. The local descriptor methods are applied to each pair of images to generate the image face descriptors. The local descriptor algorithm divides the images into P regions, where the histogram is computed for each region. The histograms of all the regions are concatenated to form a single descriptor, which contain the global and local information of each spectra. The visible descriptor will be called ''VD'' and the thermal descriptor ''TD''. Figure 5 shows a representation of the two descriptors from application of the LBP method. See details of the implementation of the local descriptor methods in Section II. Note that the local descriptor process is also applied to the gallery to generate a database called k-gallery images, containing visible descriptors and thermal descriptors of the gallery sets.
2) MATCHING
Once the descriptors VD and TD are obtained from the pair of j-training images, the matching process with the database is performed. The matching process consists of combining each region of the pair of descriptors of the j-training set with each region p of the pair of descriptors of the k-gallery set. The histogram intersection measure HI () is used to combine the descriptors of each regions (see equation 3) , where S j correspond to the training vectors and S k to the gallery vectors obtained from the face recognition descriptors. The process combines the visible images of the k-gallery set with all visible images of the j-training set, generating the intersection of HI (VD) histograms, likewise the thermal images of the sets generate the intersection of HI (TD) histograms.
HI S
The total numbers of vectors obtained in the HI (VD) and HI (TD) are J * K , where J is the number of training images and K is the number of gallery images. Each vector will have a length of the P divisions of the image. The final vector is the combination obtained from applying HI () to VD and TD, generating a vector of size 2P. The fusion process assigns a random multiplicative weight to each region of the feature vector, modifying its information. PSO is then used to fuse the descriptors, optimizing the multiplicative weights of each region in order to highlight the most relevant information of both spectra.
The fusion descriptor (FD) (equation 4) is defined as the concatenation of the results of HI (VD) and HI (TD) multiplied by the vector of weights of the PSO. The FD represents an optimized feature vector which combines the visible and thermal information through the multiplicative weighs. The PSO assigns weights w =[w visible w thermal ] to each image partition (thermal and visible), representing the particle to be optimized.
where j is the training image, k is the gallery image, P represent the number of partitions of the images, VD is the descriptor of the visible images and TD is the descriptor of the thermal images. The weights used in the PSO process are random and complementary values between [0, 1] and depend on the P partitions of the image.
B. FUSION USING PSO
The process continues to modify the weights w =[w visiblep w thermalp ] using the PSO algorithm to find the optimal values VOLUME 6, 2018 for FD. These weights are evaluated in the fusion fitness function, which is the recognition rate. In the present case, the recognition rate is measured using the similarity value (SV) represented by equation 5.
SV represents the sum of each component of the vector FD, considering the training image j and the gallery image k.
Face recognition is performed finding the maximum of the similarity value (SV) for each training image j. Note that the fitness value for each particle is the recognition rate, which is ultimately optimized. The recognition rate is calculated at each iteration of the PSO algorithm, thus the whole process of fusion can be defined in the following steps: Initial particle population 1. The parameters corresponding to the inertia factor µ, individual intelligence ϕ 1 and social intelligence ϕ 2 are assigned. Those parameters define the behavior of the algorithm during the fusion process. 2. An initial population of N particles is randomly made with 2P weights with values in the interval [0, 1]. The maximum velocity (vmax) and range [−vmax, vmax] are defined previously. 3. Pbest = X ip is assigned, where Pbest is the best position that each particle has reached so far. 4. The fitness value of Pbest is obtained; this is applied to each particle in the database of descriptors FD using the dot product of the particle with each descriptor FD. The final value obtained is the similarity value
The recognition is performed by finding the maximum similarity value for each image j, among the K values obtained from the comparison of the training image j with each gallery image k. 6. The particle that has the best fitness inside the Pbestvector is assigned as Gbest which then leads the cluster of particles.
Particles Update 7. The particle velocities are modified using the individual intelligence and social intelligence (equation 1).
After that, the positions are updated using equation 2. 8. The fitness value is obtained. If the fitness of X ip is better than Pbest, Pbest is assigned as X ip . 9. The highest fitness value of Pbest is assigned as Gbest. 10 . If the iteration number is under 100,000 or the fitness value of Gbest is less than 100%, step 7 is repeated. 11. End.
C. VALIDATION STAGE
Once the optimal weights have been obtained from the PSO algorithm, the face recognition is then performed by applying the weights to the visible and thermal face descriptors. Figure 6 shows the validation process.
VI. EXPERIMENTS
To evaluate the performance of our new fusion approach using PSO, we performed experiments with two databases: PUCV-VTF and Equinox. The experiments, like the methodology proposed, were divided into two stages. Firstly, the experiment was carried out to obtain the best combination of weights to fuse the visible and thermal descriptors using the PSO metaheuristic. Note that the experiments used three local matching methods in order to generate different combinations of local descriptor methods. The steps described in Section V were followed to obtain the fusion process using PSO.
Once the optimal weights were determined, the second experiments used these optimal weights to perform the face recognition. The weights were applied to the PUCV-VTF database. Finally, the results obtained of the fusion process using PSO were compared with a Genetic Algorithm, in order to compare the face recognition rates with different data sets.
A. EXPERIMENT 1. OPTIMAL PARAMETER OF THE FUSION APPROACH
Before beginning the experiments, it was necessary to find the parameters of the PSO. The PSO algorithm depends on a series of parameters that determine its performance [16] , including: intelligence constants, maximum velocity, particle swarm size, inertia factor and number of iterations. The parameters were obtained in previous experiments (not detailed here), in which they were adjusted to attain the correct functioning of the PSO methodology. A summary of these parameters can be seen in the Table 3 .
For the present experiment, the aim was to find the best particle containing the optimum weights using the PSO algorithm for each combination of visible and thermal descriptors. As mentioned in section 5, in the training stage two sets of images are needed, one to be used as a gallery and the other as training sets. For this experiment, different gallery and training sets from the Equinox database were used. Note that in [12] EA images are used as the gallery sets and RR as training sets, since EA have the subjects with all expressions and illuminations and RR has random images. Our fusion schema also used the combination of EA and RR sets in the same way as [12] , but in order to add more variability, sets were used in which the face recognition is more difficult. These sets are those where the subjects use glasses, since this means a loss of information for both spectra. In the visible spectrum the light is reflected, whereas in the thermal images the glasses produce occlusion of the thermal radiation. The idea behind the use of more difficult sets is that the PSO algorithm finds other areas that deliver relevant information in the fusion process, increasing the recognition rates in these cases. In addition, sets are included in which the illumination conditions are variable. Therefore, the sets used for the gallery-training in the present experiment are EA-RR, EF-EG, EL-EG and EL-VG.
For the fusion method, a descriptor must be selected for each spectrum and then combined using image divisions of 32 (4×8) and 256 (16×16) regions. Combinations for the fusion scheme were therefore based on: LBP-LBP, LBP-HOG, HOG-HOG, HOG-LBP, and LDP-LBP for visible and thermal descriptors. It can be noted that the length of the particle given by the PSO is 64 or 512 weights, where the first half (32 or 256 weights) belong to visible weights and the other half to thermal weights.
In addition, the LDP-LBP scheme is a special case, since LDP operates better with 256 regions than 32 regions for the visible spectrum, see [12] for details. Thus, to perform the fusion, groups of 8 regions were taken for the visible LDP descriptor, converting the 256 regions into 32. To evaluate the face recognition system, the fused descriptor was denoted as follows: FD-M-VD-TD-P-W, where FD is a fusion of descriptors, M corresponds to the metaheuristic, VD is the visible descriptor, TD is the thermal descriptor, P indicates the regions used in the images and finally W indicates the type of weights used during the process: R when the weights are random, and M for complementary weights. The results of applying the fusion scheme are presented in Table 4 .
The results shown in Table 4 correspond to the recognition rates in the training stage of the proposed fusion system. The highest face recognition rates for the different fusion methods proposed with the different combinations of sets are highlighted. Each fusion method generates a Pbest vector of 30 particles which represents the best weights applied to the regions of the images, with the same face recognition rates. Note that each particle contains different weights.
The best combinations of descriptors were selected considering a face recognition rate over 90%. Using the EA-RR sets, two fusion methods obtained the best results: FD-PSO-LDP-LBP-32-C and FD-PSO-LBP-LBP-32-R, with a performance of over 98%. However, when the glasses sets were used, the performance of the fusion methods decreased, as expected. In this case, the fusion method FD-PSO-LBP-LBP-32-R achieved a 94.14% recognition rate, followed by the two combinations of HOG-LBP: FD-PSO-HOG-LBP-32-R and FD-PSO-HOG-LBP-32-C, with ∼94% performance. In addition, the HOG fusion method variants were the most affected by the use of glasses, decreasing performance. Thus, for the next experiment, only the methods marked in bold were considered.
Observing the use of the random and complementary weights, the behavior of the fusion methods is not clear, since in some cases the performance increases and in other VOLUME 6, 2018 cases decreases. Thus, there is no clear tendency in the results. However, it can be noted that the combination of LDP and LBP increases the results when complementary weights are used in the fusion process.
B. EXPERIMENT 2: VALIDATION OF THE PROPOSED FACE RECOGNITION SYSTEM
The second experiment consists of evaluating the proposed face recognition system using the PUCV-VTF database with the selected fusion methods and then comparing the results against genetic algorithms. In addition, the results of visible and thermal faces recognition methods are included, without performing the fusion scheme. Note that the fusion methods used the best particles obtained by the PSO algorithm in the training process, because in the validation stage re-training of the weights for the PSO was not performed.
The experiments were performed using the top recognition criteria, finding the most similar face image as a success. Thus, to determine the performance of this database, different test sets (glasses, frown, vowels, and smile sets) were compared with the normal set (gallery) using the fusion methods obtained from Table 4 (marked in bold). See Section IV for details about the PUCV-VTF database. Table 5 shows the results of applying the fusion methods previously trained with the Equinox database in terms of Average Recognition Rate (ARR). Note the high performance obtained from the combinations of LBP-LBP and HOG-LBP. The fusion methods based on FD-PSO-LBP-LBP-32-C achieve over 99% recognition rates, surpassing the results even when the fusion methods were trained with the glasses sets (EG and VG). The method FD-PSO-HOG-LBP-256-R also achieved ∼99% recognition. The other fusion combinations such as LBP-HOG, HOG-HOG and LDP-LBP, do not pass the ∼99% recognition rate.
In general terms, the performance of the fusion methods is high for the validation stage, mainly because the PSO algorithm was trained with the Equinox database, which has difficult cases (glasses, illumination variations), adding robustness to the system.
Once the best variants of each fusion scheme (marked in bold) were validated and selected, the performance obtained was compared to the results of [12] , in which genetic algorithms were used to perform the fusion of descriptors. The face recognition results by applying recognition methods individually to each spectrum are also included. See Table 6 for details. Table 6 shows the average face recognition rates obtained from visible and thermal methods. The variants of the LBP method obtain very good results when compared to the visible spectrum. In addition, when comparing the fusion schemes created in this study, it can be seen that there is a considerable increase in recognition rates when using fusion with PSO, even reaching rates above 99% recognition.
To make a fair comparison with the results obtained in [12] , the genetic algorithms approach from [12] was implemented using the best combinations of fusion methods obtained in Table 6 . In addition, we added the modified PSO (MPSO) obtained from [13] to observe the behavior of our system with another PSO metaheuristic. Thus, it can be seen that when using the PSO metaheuristics, the results obtained surpass those obtained from the application of genetic algorithms. Note that the best results were obtained with the fusion methods: FD-PSO-LBP-LBP-32-C and FD-PSO-HOG-LBP-256-R, with a performance of 99.34%, while the best result obtained with GA is 99.01% for FD-GA-LBP-LBP-32-R. It is important to mention that the difference in performance of PSO and GA is due to the fact that our system used more variable training sets (lenses, different lighting) than in the case of GA, thus obtaining a system with greater robustness.
C. COMPUTATIONAL PERFORMANCE
Finally, we present a comparative analysis of the selected methods in terms of processing time in order to evaluate the speed of the training stage because it is an important constraint in face recognition applications. We evaluated the time required for feature extraction (FET, feature extraction time) and the time required to perform the fusion process (FPT, fusion process time). Note that the feature extraction occurs before applying matching, after this step, we obtain a feature vector of size 2P, where P represent the partitions of the image. The experiments were carried out on a computer running Windows 8.1, with Intel Core i7-5500U @240 GHz processor. We used Matlab R2017a to perform the implementations. Table 7 shows the computed processing time of all methods in terms of FET and FPT, and was built using the same subsets for all methods, EL and VG, with 81 and 324 images respectively. All the experiments were performed with 300 iteration for the fusion process. Note that the FET and FPT shown in Table 7 correspond to all features computed for the entire subsets. In terms of feature extraction FD-GA-LBP-LBP-32-R [12] is the fastest method. HOG descriptors are very time consuming because of the quantity of features; HOG has 65536 against 8192 for LBP features. In terms of FPT (time to fuse pairs of descriptors), the fastest method is FD-GA-LBP-LBP-32-R [12] , because GA is a stochastic process that only updates the best chromosomes and adds the evolutionary character using mutation and crossing. The FD-MPSO-HOG-HOG-256-C is the slowest method mainly due to the amount of features to be merged and the nature of the MPSO method.
By analyzing these results, we consider that to perform face recognition that is both robust and computationally efficient, it is important to use some feature selection technique such as the one proposed in [48] and [49] , which seems to significantly reduce computational time. In particular, the Kriskal-Wallis's technique used in [48] and [49] present promising results when applied to different classifiers where weights are optimized using GA and PSO, and may become an interesting asset to our currently proposed framework.
VII. CONCLUSIONS
In this study, a novel face recognition approach based on fusing thermal and visible descriptors using the PSO metaheuristic was proposed. The presented fusion method was trained with the Equinox database to obtain the optimal weights for the PSO algorithm, and validated using the PUCV-VTF database.
The system combines the information of the visiblethermal face descriptors, assigning multiplicative weights to each region of the face image. These weights are randomly created and optimized by the PSO algorithm using a fitness function to increase the recognition rate.
The proposed system was divided into two stages: training and validation. The training stage was the most important process because the system learned to recognize faces using difficult sets. In order to obtain more variation in the images, random face images, images with variable illumination conditions and images with glasses were used to train the PSO to obtain the optimal weights. Thus, the PSO algorithm can be used to efficiently and elegantly combine thermal and visible images to generate a robust face recognition system. The validation stage was then performed using the PUCV-VTF database, where the best results were obtained from the following fusion schemes: FD-PSO-LBP-LBP-32-C and FD-PSO-HOG-LBP-256-R, with average recognition rates of 99.34%. These results show a very high level of performance in terms of the recognition rates and also validate the fusion method.
In addition, the proposed system was compared using standard local descriptor methods and other fusion approaches using genetic algorithms [12] and the modified PSO (MPSO) [13] . The comparison of the results shows that the proposed system exceeds the results of [12] and increases the performance of the recognition system when using standard methods. This is because when using visible and thermal information, the PSO fusion tends to improve the recognition rates of the visible and thermal spectrum acting alone.
It is therefore concluded that the proposed fusion process can be used to optimally exploit thermal and visible descriptors to obtain high recognition rates for multimodal systems, generating a system that is robust to disturbances such as glasses and different types of lighting. By using PSO, the method obtains optimal multiplicative weights, and when used with unknown images, it allows recognition of subjects with a high success rate. Finally, in the future it should be possible to explore new solutions based on Deep Learning using deep convolutional networks (Inception V3 [50] and Xception [51] ) to merge visible and thermal images.
