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Abstract
We establish an asymptotic expansion of the steady-state voltage potentials in the presence of a
diametrically small conductivity inhomogeneity that is nearly touching the boundary. Our asymptotic
formula extends those already derived for a small inhomogeneity far away from the boundary and is
expected to lead to very effective algorithms, aimed at determining location and certain properties
of the shape of a small inhomogeneity that is nearly touching the boundary based on boundary
measurements. Viability of the asymptotic formula is documented by numerical examples.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Consider a homogeneous conducting object occupying a bounded domain Ω ⊂ R2,
with a connected C2-boundary ∂Ω . We will assume, for the sake of simplicity, that its
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H 1(Ω) to the boundary value problem
{
U = 0 in Ω,
∂U
∂ν
∣∣
∂Ω
= g, ∫
∂Ω
U = 0. (1.1)
Here ν denotes the unit outward normal to the domain Ω and g represents the applied
boundary current; it belongs to the set L20(∂Ω) = {f ∈ L2(∂Ω),
∫
∂Ω
f = 0}.
Consider a small inhomogeneity D inside Ω of conductivity equal to some positive
constant k = 1 that is nearly touching the boundary ∂Ω . We assume that
D = B + z,
where z ∈ Ω is such that
dist(z, ∂Ω) = M.
Here B is a bounded domain in R2 containing the origin with a connected C2-boundary
and the constant M > maxx∈∂B |x|.
The voltage potential in the presence of the conductivity inhomogeneity D is denoted u.
It is the H 1-solution to {∇ · (1 + (k − 1)χD)∇u = 0 in Ω,
∂u
∂ν
∣∣
∂Ω
= g, ∫
∂Ω
u = 0, (1.2)
where χD is the indicator function of D.
Our objective in this paper is to derive an explicit formula for the leading order boundary
perturbations resulting from the presence of the small conductivity inhomogeneity D. Our
new asymptotic formula extends those already derived for a small inhomogeneity far away
from the boundary [2,4,5,11,13,14,16,21,35] to the case of one nearly touching the bound-
ary. If the conductivity inclusion is not too close to the boundary it can be modeled by a
dipole. This approximation is valid when the field within the inclusion is nearly constant.
On decreasing the inclusion–boundary separation, the assumption that the field within the
inclusion is nearly constant begins to fail because higher order multi-poles become sig-
nificant due to the inclusion–boundary interaction. Our new approximation which is valid
when the inclusion is at a distance comparable to its diameter apart from the boundary
provides some essential insight for understanding the inclusion–boundary interaction.
Asymptotic formulae for the boundary perturbations due to the presence of conductivity
inhomogeneities are of significant interest from an “imaging point of view”. For instance:
if one has a very detailed knowledge of the “boundary signatures” of conductivity inho-
mogeneities, then it becomes possible to design very effective algorithms to identify their
location and certain properties of their shapes. We refer the reader to [6–10,12,16,23,24,
30] for examples of numerical methods based on such specific formulae. Since our formula
carries information on the location, the conductivity and the volume of the inclusion, it can
be efficiently exploited for imaging inclusions close to the boundary.
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2. Known results
2.1. Layer potentials for the Laplacian
We first review some well-known facts in the theory of layer potentials. The theory of
layer potentials has been well developed during the last few decades in relation with the
boundary value problems for the Laplacian in Lipschitz domain.
A bounded open connected domainO in R2 is called a Lipschitz domain with Lipschitz
character (r0,L) if for each point x ∈ ∂O there is a coordinate system (x1, x2), so that with
respect to this coordinate system x = (0,0), and a double truncated cylinder Z centered
at x with axis parallel to the x2-axis and whose bottom and top are at a positive distance
r0 < l < 2r0 from ∂O, and a Lipschitz function ϕ with ‖∇ϕ‖L∞(R)  L, so that Z ∩O =
Z ∩ {(x1, x2) | x2 > ϕ(x1)} and Z ∩ ∂O = Z ∩ {(x1, x2) | x2 = ϕ(x1)}.
Let O be a bounded Lipschitz domain in R2. Let Γ (x) be the fundamental solution of
the Laplacian : Γ (x) = 12π ln |x|. The single and double layer potentials of the density
function φ on ∂O are defined by
SOφ(x) =
∫
∂O
Γ (x − y)φ(y) dσy, (2.1)
DOφ(x) =
∫
∂O
∂
∂νy
Γ (x − y)φ(y) dσy, x ∈R2 \ ∂O. (2.2)
For a function u defined on R2 \ ∂O, we denote
∂
∂νx
u
∣∣∣∣±(x) = limt→0+
〈
νx,∇u(x ± tνx)
〉
, x ∈ ∂O,
when the limit exists. Here νx is the outer unit normal vector to O at x.
We now collect well-known facts with proper references where one can find proofs of
them:
• Trace formula [34] (see [19,22] for smooth domains):
∂
∂ν
SOφ
∣∣∣∣±(x) =
(
±1
2
I +K∗O
)
φ(x), x ∈ ∂O, (2.3)
DOφ
∣∣∣∣±(x) =
(
∓1
2
I +KO
)
φ(x), x ∈ ∂O, (2.4)
where
H. Ammari et al. / Advances in Applied Mathematics 35 (2005) 368–391 371KOφ(x) = 12π p.v.
∫
∂O
〈νy, y − x〉
|x − y|2 φ(y)dσy
and K∗O is the L2-adjoint of KO , that is,
K∗Oφ(x) =
1
2π
p.v.
∫
∂O
〈νx, x − y〉
|x − y|2 φ(y)dσy.
Here p.v. denotes the Cauchy principal value.
• KO is a singular integral operator and known to be bounded on Lp(∂O) (1 <p < ∞)
[15,17]. (If O is a C1-domain the operator KO is a compact operator [19,22].)
• There exists a positive constant C that depends only on the Lipschitz character of O
such that [34]
‖f ‖Lp(∂O) C
∥∥∥∥
(
−1
2
I +KO
)
f
∥∥∥∥
Lp(∂O)
,
∀f ∈ Lp(∂O),
∫
∂O
f = 0, 1 <p < ∞. (2.5)
• For any real number λ with |λ| > 1/2 or λ = −1/2, λI −K∗O is invertible on L2(∂O).
If |λ| 1/2, then λI −K∗O is invertible on L20(∂O) [18,34].• If O is a two-dimensional disk with radius R, then for x, y ∈ ∂O,
〈νx, x − y〉
|x − y|2 =
1
2R
,
and hence
K∗Oφ(x) =KOφ(x) =
1
4πR
∫
∂O
φ(y)dσy. (2.6)
2.2. Representation formula
We are now ready to present the representation formula that serves to express the solu-
tion u to the conductivity problem (1.2) through its harmonic part H defined by
H(x) :=DΩ(u|∂Ω)(x)− SΩg(x) for x ∈R2 \ ∂Ω. (2.7)
The following representation formula holds [25–27]:
u(x) = H(x)+ SD
(
λI −K∗D
)−1(∂H
∂ν
∣∣∣∣
∂D
)
for x ∈ Ω, (2.8)
where λ = k + 1/(2(k − 1)).
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That is, N is the solution to

xN(x, z) = −δz in Ω,
∂N
∂ν
∣∣
∂Ω
= − 1|∂Ω| ,∫
∂Ω
N(x, y) dσx = 0 for y ∈ Ω.
(2.9)
The following formula relates the fundamental solution with the Neumann function [2]:
(
−1
2
I +KΩ
)(
N(·, y))(x) = Γ (x − y) modulo constants,
x ∈ ∂Ω,y ∈ Ω. (2.10)
Observe that if Ω is two-dimensional disk, then N(x,y) = −2Γ (x−y) modulo constants,
for x ∈ ∂Ω , y ∈ Ω. We also have from [2] that
u(x) = U(x)−
∫
∂D
N(x, y)
(
λI −K∗D
)−1(∂H
∂ν
∣∣∣∣
∂D
)
(y) dσy, for x ∈ Ω. (2.11)
This representation formula provides us with an ideal tool for the rigorous derivation of
the leading order boundary perturbations resulting from the presence of the conductivity
inhomogeneity D.
We will need the following equivalent definition of H :
H(x) =
{
u(x)− (k − 1) ∫
D
∇yΓ (x − y) · ∇u(y)dy, for x ∈ Ω,
−(k − 1) ∫
D
∇yΓ (x − y) · ∇u(y)dy, for x ∈R2 \Ω, (2.12)
which can be seen from identities
(λI −K∗D)−1
(
∂H
∂ν
∣∣∣∣
∂D
)
= (k − 1)∂u
∂ν
∣∣∣∣− on ∂D,
H(x)+ SD
(
λI −K∗D
)−1(∂H
∂ν
∣∣∣∣
∂D
)
(x) = 0, x ∈R2 \Ω.
See [27] for proofs of these results. We also need the energy identities [1,28]:
∫
Ω
∣∣∇(u−U)∣∣2 dx + (k − 1)∫
D
|∇u|2 dx =
∫
∂Ω
(U − u)g dσ, (2.13)
∫
Ω
(
1 + (k − 1)χD
)∣∣∇(u−U)∣∣2 dx − (k − 1)∫
D
|∇U |2 dx = −
∫
∂Ω
(U − u)g dσ.
(2.14)
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DΩ(u−U)(x) = H(x), x ∈R2 \Ω, (2.15)
which follows immediately from the fact that DΩ(U)(x)− SΩ(g)(x) = 0 for x ∈R2 \Ω .
3. Energy estimates
Let us begin with the following estimate of the trace of u−U on the boundary ∂Ω .
Proposition 3.1. If ∂Ω is Lipschitz then there exists a positive constant C independent of
, k, and g such that, for  small enough,
‖u−U‖L2(∂Ω) 
{
C(k − 1)‖g‖L2(∂Ω), if k > 1,
C 1−k
k
‖g‖L2(∂Ω), if 0 < k < 1.
Proof. According to the estimate (2.5) we write
‖u−U‖2
L2(∂Ω)  C
∥∥∥∥
(
−1
2
I +KΩ
)
(u−U)
∥∥∥∥
2
L2(∂Ω)
,
where C depends only on the Lipschitz character of Ω . It then follows from the trace
formula (2.4) that
‖u−U‖2
L2(∂Ω)  C lim
t→0+
∫
∂Ω
∣∣DΩ(u−U)(x + tνx)∣∣2 dσx,
which gives with the help of (2.12) and (2.15) that
‖u−U‖2
L2(∂Ω) C(k − 1)2
∫
∂Ω
∣∣∣∣
∫
D
∇yΓ (x − y) · ∇u(y)dy
∣∣∣∣
2
dσx.
Thus we get
‖u−U‖2
L2(∂Ω)  C(k − 1)2
(∫
D
∣∣∇u(y)∣∣2 dy) ∫
∂Ω
(∫
D
∣∣∇yΓ (x − y)∣∣2 dy
)
dσx. (3.1)
If k > 1, then using the energy identity (2.13) we arrive at
‖u−U‖L2(∂Ω) C(k − 1)‖g‖L2(∂Ω)
∫ (∫ ∣∣∇yΓ (x − y)∣∣2 dy
)
dσx.∂Ω D
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that ∫
∂Ω
(∫
D
∣∣∇yΓ (x − y)∣∣2 dy
)
dσx  C,
for  small enough. Inserting this into the above inequality yields the desired estimate for
k > 1.
If 0 < k < 1, then we have∫
D
∣∣∇u(y)∣∣2 dy  2∫
D
∣∣∇(u−U)(y)∣∣2 dy + 2∫
D
∣∣∇U(y)∣∣2 dy
 2
k
∫
Ω
(
1 + (k − 1)χD
)∣∣∇(u−U)(y)∣∣2 dy + 2∫
D
∣∣∇U(y)∣∣2 dy
 2
k(1 − k)‖u−U‖L2(∂Ω)‖g‖L2(∂Ω).
Here we have used the energy identity (2.14). Combining (3.1) with the above estimate
gives the desired estimate for 0 < k < 1. 
As a consequence of Proposition 3.1 and its proof we get the following corollary:
Corollary 3.2. Let 0 < k = 1 < +∞. There exists a constant C(k) independent of  such
that
‖∇u‖L2(D)  C(k)1/2. (3.2)
From now on, we assume for simplicity that k > 1. All the results in this paper work
for the case 0 < k < 1 with the argument just given in the proof of Proposition 3.1 and
Corollary 3.2.
Next we employ the Rellich identity to show that the L2-norm of the tangential deriva-
tive of u−U on the boundary ∂Ω remains bounded as  goes to zero.
Lemma 3.3. Let Tx be the tangent vector to ∂Ω at x. If ∂Ω is Lipschitz then there exists a
positive constant C depending only on the Lipschitz character of ∂Ω such that∥∥∥∥ ∂∂T (u−U)
∥∥∥∥
L2(∂Ω)
 C‖g‖L2(∂Ω).
Proof. Let Ω = {x ∈ Ω,dist(x, ∂Ω) > (M − maxx∈∂B |x|)}/2 so that D ⊂ Ω and
dist(Ω, ∂Ω) ≈ . Let α be a smooth vector field such that the support of α is compact
and lies in R2 \ Ω and 〈α, ν〉 > c1 > 0 on ∂Ω for some c1 depending only on the Lip-
schitz character of ∂Ω . One can choose α such that |∇ α| = O(1/) (a cut-off type function
H. Ammari et al. / Advances in Applied Mathematics 35 (2005) 368–391 375obtained from an appropriate rescaling for example). Using the Rellich identity [20] with
this α it follows that
∫
∂Ω
〈α, ν〉
∣∣∣∣ ∂∂T (u−U)
∣∣∣∣
2
= −
∫
Ω
2
〈∇α∇(u−U),∇(u−U)〉+ (∇ · α)∣∣∇(u−U)∣∣2,
since ∂
∂ν
(u−U) = 0 on ∂Ω . Therefore
∫
∂Ω
〈α, ν〉
∣∣∣∣ ∂∂T (u−U)
∣∣∣∣
2
 C

∫
Ω
∣∣∣∣∇(u−U)
∣∣∣∣
2
. (3.3)
Combining the energy identity (2.13) together with Proposition 3.1 yields
∫
Ω
∣∣∇(u−U)∣∣2  ∫
∂Ω
(U − u)g  ‖U − u‖L2(∂Ω)‖g‖L2(∂Ω)
 C‖g‖2
L2(∂Ω).
Therefore, from (3.3), we conclude that the estimate∥∥∥∥ ∂∂T (u−U)
∥∥∥∥
L2(∂Ω)
 C‖g‖L2(∂Ω)
holds. 
Proposition 3.4. If ∂Ω is of class C2, then there exists a positive constant C that is inde-
pendent of , k, and g such that
‖u−U‖L∞(∂Ω)  C(k − 1)‖g‖L2(∂Ω)1/2, (3.4)
for  small enough.
Proof. Since ∂Ω is of class C2, we have
‖u−U‖L∞(∂Ω)  C
∥∥∥∥
(
−1
2
I +KΩ
)
(u−U)
∥∥∥∥
L∞(∂Ω)
,
where C depends only on the C2 character of Ω . Therefore
‖u−U‖L∞(∂Ω)  C lim
t→0+
sup
x∈∂Ω
∣∣DΩ(u−U)(x + tνx)∣∣.
Using (2.12) we readily get
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x∈∂Ω
∣∣∣∣
∫
D
∇yΓ (x − y) · ∇u(y)dy
∣∣∣∣
 C(k − 1) sup
x∈∂Ω
(∫
D
∣∣∇yΓ (x − y)∣∣2 dy
)1/2
‖∇u‖L2(D).
Since ‖∇u‖L2(D)  C1/2 by Corollary 3.2 and supx∈∂Ω(
∫
D
|∇yΓ (x − y)|2 dy)1/2 is
bounded, we obtain the promised result. 
The following estimates hold:
Proposition 3.5.
(i) If Ω is Lipschitz, then
‖H −U‖L2(∂Ω)  C‖u−U‖L2(∂Ω)  C(k − 1)‖g‖L2(∂Ω).
(ii) If Ω is of class C2, then
‖H −U‖L∞(∂Ω)  C‖u−U‖L∞(∂Ω)  C(k − 1)‖g‖L2(∂Ω)1/2.
(iii) If Ω is of class C2, then
‖H −U‖L∞(Ω)  C(k − 1)‖g‖L2(∂Ω)1/2.
(iv) If Ω is of class C2, then
‖H −U‖H 1(Ω) C(k − 1)1/2‖g‖L2(∂Ω)1/2.
Proof. Items (i) and (ii) follow from the fact that H − U = (I/2 +KΩ)(u − U) on ∂Ω ,
together with
‖KΩv‖L2(∂Ω)  C‖v‖L2(∂Ω) if Ω is Lipschitz,
‖KΩv‖L∞(∂Ω)  C′‖v‖L∞(∂Ω) if Ω is of class C2,
where the constants C and C′ are depend only on the Lipschitz and C2 character of Ω ,
respectively. Item (iii) is a direct consequence of (ii) and the maximum principle applied
to the harmonic function H −U .
To prove (iv) we write
∥∥∇(H −U)∥∥2
L2(Ω) =
∫
∂
∂ν
(H −U)(H −U) ‖H −U‖L2(∂Ω)
∥∥∥∥ ∂∂ν (H −U)
∥∥∥∥
L2(∂Ω)
.∂Ω
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∥∥∥∥
L2(∂Ω)
 C‖H −U‖H 1(∂Ω)  C‖u−U‖H 1(∂Ω)  C‖g‖L2(∂Ω).
Therefore we get
∥∥∇(H −U)∥∥2
L2(Ω)  C(k − 1)‖g‖2L2(∂Ω),
and the proof is complete. 
4. Asymptotic expansion
Since ∇H = ∇U + ∇DΩ(u−U) in Ω , we obtain from (2.11) that for x ∈ ∂Ω
(u−U)(x)+
∫
∂D
N(x, y)
(
λI −K∗D
)−1(
ν · ∇DΩ(u−U)
)
(y) dσy
= −
∫
∂D
N(x, y)
(
λI −K∗D
)−1
(ν · ∇U)(y)dσy. (4.1)
This is a representation formula for the perturbations u−U on ∂Ω . For v ∈ L∞(∂Ω), let
T v(x) :=
∫
∂D
N(x, y)
(
λI −K∗D
)−1
(ν · ∇DΩv)(y) dσy, x ∈ ∂Ω. (4.2)
Since (λI −K∗D)−1(ν · ∇DΩv) has the mean value zero, we get
T v(x) =
∫
∂D
N(x, y)−N(x, z)

(
λI −K∗D
)−1
(ν · ∇DΩv)(y) dσy. (4.3)
We view (4.1) as an integral equation
(I + T )(u−U) = F on ∂Ω (4.4)
where the definition of F is obvious. We now investigate the invertibility of I + T on
C0(∂Ω).
Lemma 4.1. Suppose that ∂Ω is of class C2. Then there is a constant C independent of 
such that
‖T v‖L∞(∂Ω)  C‖v‖L∞(∂Ω) (4.5)
for any v ∈ L∞(∂Ω).
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∣∣T v(x)∣∣ 1

(∫
∂D
∣∣N(x,y)−N(x, z)∣∣pdσy
)1/p∥∥(λI −K∗D)−1(ν · ∇DΩv)∥∥Lq(∂D)
where 1/p + 1/q = 1, p,q > 1. We observe that for each y ∈ ∂D
∣∣∇DΩv(y)∣∣ C 1dist(y, ∂Ω)‖v‖L∞(∂Ω),
and hence∥∥(λI −K∗D)−1(ν · ∇DΩv)∥∥Lq(∂D)  ‖ν · ∇DΩv‖Lq(∂D)  C1/q‖v‖L∞(∂Ω).
(4.6)
On the other hand, since ∂Ω is C2, −I/2 +KΩ is invertible on L∞(∂Ω). Therefore we
get from (2.10)
1

sup
x∈∂Ω
(∫
∂D
∣∣N(x,y)−N(x, z)∣∣p dσy
)1/p
 C

sup
x∈∂Ω
(∫
∂D
∣∣∣∣
(
−1
2
I +KΩ
)(
N(·, y)−N(·, z))(x)∣∣∣∣
p
dσy
)1/p
 C

sup
x∈∂Ω
(∫
∂D
∣∣Γ (x, y)− Γ (x, z)∣∣pdσy
)1/p
.
Thus we get
1

sup
x∈∂Ω
(∫
∂D
∣∣N(x,y)−N(x, z)∣∣p dσy
)1/p
 C

sup
x∈∂Ω
(∫
∂D
|y − z|p∣∣∇yΓ (x, y∗)∣∣p dσy
)1/p
 C−1+1/p
where y∗ denotes some point between y and z. This together with (4.6) yields (4.5). 
Lemma 4.2. If ∂Ω is of class C2, then the operator I + T is invertible on C0(∂Ω).
Proof. Since ∂Ω is of class C2, T is a compact operator on C0(∂Ω) (see, for instance,
[22]). Thus by Fredholm alternative it suffices to prove the injectivity of I + T .
Suppose that (I + T )v = 0 on ∂Ω . Then(
−1I +KΩ
)
v +
(
−1I +KΩ
)
T v = 0 on ∂Ω.2 2
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−v(x)+DΩv(x)|− +
∫
∂D
Γ (x − y)(λI −K∗D)−1(ν · ∇DΩv)(y) dσy = 0, x ∈ ∂Ω.
Let H :=DΩv in Ω . Then v on ∂Ω can be extended to Ω by
v(x) = H(x)+ SD
(
λI −K∗D
)−1
(ν · ∇H)(x), x ∈ Ω.
Hence v is a solution of the transmission problem ∇ · (1 + (k − 1)χD)∇v = 0. Then by
(2.7) and uniqueness of the representation (2.8), we get
H(x) =DΩ(v)(x)− SΩ
(
∂v
∂ν
)
(x), x ∈ Ω,
which yields
SΩ
(
∂v
∂ν
)
(x) = 0, x ∈ Ω.
Thus we get ∂v/∂ν = 0 on ∂Ω and hence v = constant in Ω . Since ∫
∂Ω
v dσ =
− ∫
∂Ω
T v dσ = 0, we conclude that v ≡ 0. This completes the proof. 
So far we prove that
u(x)−U(x) = (I + T )−1(F )(x), x ∈ ∂Ω. (4.7)
To derive an asymptotic expansion of u−U on ∂Ω we now investigate asymptotic behavior
of the operator T as  → 0.
Lemma 4.3. Suppose that ∂Ω is of class C2 and D = B + z as before. Let z0 be the
normal projection of z onto ∂Ω . Define
w(x) := 
2(z0 − x) · νz0
, x ∈ ∂D. (4.8)
For f ∈ C0(∂Ω), let
sf () := sup
|x−z0|
∣∣f (x)− f (z0)∣∣. (4.9)
Then,
sup
x∈∂D
∣∣∇DΩ(f )(x)+w(x)f (z0)νz0 ∣∣C(sf (√)+ √)‖f ‖L∞(∂Ω), (4.10)
where C is independent of  and f .
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of DΩ(f ) we get
∇DΩ(f )(x) = − 12π
∫
∂Ω
f (y)νy
|x − y|2 dσy +
1
π
∫
∂Ω
〈νy, x − y〉
|x − y|4 (x − y)f (y) dσy
:= I (x)+ II (x)
for x ∈ ∂D. Since ∂Ω is of class C2,
|〈νy, x0 − y〉|
|x0 − y|4  C
1
|x0 − y|2 , for any x0 ∈ ∂Ω,
and hence II (x) has a finite limit as x goes to ∂Ω . Moreover,
∣∣II (x)∣∣C‖f ‖L∞(∂Ω), x ∈ ∂D. (4.11)
Lemma 4.3 now follows from (4.11) and the following lemma. 
Lemma 4.4. Let h ∈ C0(∂Ω). Then for each x ∈ ∂D∣∣∣∣ 12π
∫
∂Ω

|x − y|2 h(y)dσy −w(x)h(z0)
∣∣∣∣ C(sh(√)+ √)‖h‖L∞(∂Ω) as  → 0.
Proof. By rotation and translation if necessary, we may assume that z0 = 0 and νz0 =
(0,−1) so that z = (0,M). Then there is δ0 > 0 such that
Ω ∩Cδ0(0) =
{
(x′, xd) | xd > ϕ(x′)
}∩Cδ0(0),
where Cδ0(0) is the cube centered at 0 with side length 2δ0, and ϕ is a C2 function near 0
such that ϕ(0) = 0 and ∇ϕ(0) = 0. Choose δ = √ < δ0, and let
1
2π
∫
∂Ω

|x − y|2 h(y)dσy =
1
2π
∫
∂Ω∩Cδ(0)
+ 1
2π
∫
∂Ω\Cδ(0)
:= I1(x)+ I2(x).
It is easy to see that
∣∣I2(x)∣∣C√‖h‖L∞(∂Ω), x ∈ ∂D. (4.12)
For x ∈ ∂D, write x = z + (v1, v2) where |(v1, v2)|  C < M . Then I1(x) takes the
form
I1(x) = 12π
∫
′ √

|y′ − v1|2 + |M + v2 − ϕ(y′)|2 g(y
′) dy′,|y | 
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1
|y′ − v1|2 + |M + v2 − ϕ(y′)|2
= 1
(|y′ − v1|2 + (M + v2)2)
[
1 + ϕ(y′)2−2(M+v2)ϕ(y′)|y′−v1|2+(M+v2)2
]
= 1|y′ − v1|2 + (M + v2)2
[
1 +O(|y′|2 + )].
It then follows that
I1(x) = 12π
∫
|y′|√

|y′ − v1|2 + 2(M + v2)2 g(y
′) dy′ +O().
After a change of variables y′ − v1 = (M + v2)t , I1(x) takes the form
I1(x) = 12(M + v2)
1
π
∫
|(M+v2)t+v1|√
1
|t |2 + 1g
(
(M + v2)t + v1
)
dt +O().
Since 1
π
1
|t |2+1 is the Poisson kernel on R
2
, it is now easy to show that
∣∣∣∣I1(x)− 12(M + v2)g(0)
∣∣∣∣ C sup|t |√
∣∣g(t)− g(0)∣∣. (4.13)
Observe that
1
2(M + v2) =

2(z0 − x) · νz0
= w(x)
in the original coordinates. By (4.12) and (4.13), the proof is complete. 
Let
W(x) := νz0 ·
∫
∂D
N(x, y)−N(x, z)

(
λI −K∗D
)−1
(wν)(y) dσy, x ∈ ∂Ω. (4.14)
Then Lemma 4.3 shows that for f ∈ C0(∂Ω)
Tf (x) = −W(x)f (z0)+ T1f (x), (4.15)
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T1f (x) =
∫
∂D
N(x, y)−N(x, z)

(
λI −K∗D
)−1((
∇DΩf +wf (z0)νz0
) · ν)(y) dσy.
The proof of (4.5) and (4.10) show that
‖T1f ‖L∞(∂Ω) C−1+1/p
∥∥∇DΩf +wf (z0)νz0∥∥Lq(∂D)
C
(
sf
(√

)+ √)‖f ‖L∞(∂Ω), (4.16)
where 1/p + 1/q = 1, p,q > 1. Moreover one can show in a similar way that if x is far
away from z0, then
∣∣T1f (x)∣∣ C(sf (√)+ √)‖f ‖L∞(∂Ω). (4.17)
Let
MWf := W(x)f (z0), f ∈ C0(∂Ω).
Then we get
I + T = I −MW + T1. (4.18)
It is easy to see that I −MW is invertible provided that W(z0) = 1. In fact, (I −MW)−1 is
given by
(I −MW)−1(f )(x) = f (x)+ W(x)1 −W(z0)f (z0). (4.19)
In view of (4.7), we get
u−U = (I −MW)−1(F )− (I + T )−1T1(I −MW)−1(F ) on ∂Ω. (4.20)
We now investigate the asymptotic behavior of F as  → 0. We suppose from now on
that g ∈ C1(∂Ω) and Ω is of class C2 so that U ∈ C2(Ω). We first observe that
‖F‖L∞(∂Ω)  C‖∇U‖L∞(∂D).
This can be proved in a similar way as before.
Since U ∈ C2(Ω),
∇U |∂D = ∇U(z0)+O(),
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F(x) = −∇U(z0) ·
(∫
∂B
N(x, z+ y)(λI −K∗B)−1(ν) dσy
)
+O(2), (4.21)
if x is close to z0. Moreover, if x is far away from z0 or |x − z0|  O(), then∫
∂B
N(x, z+ y)(λI −K∗B)−1(ν) dσy =
∫
∂B
[
N(x, z+ y)−N(x, z)](λI −K∗B)−1(ν) dσy
= ∇N(x, z)P +O(2)
= ∇N(x, z0)P +O
(
2
)
,
where P = ∫
∂B
y(λI −K∗B)−1(ν) dσy is the polarization tensor. Thus in this case we obtain
F(x) = −2∇U(z0)tP∇N(x, z0)+O
(
3
)
if |x − z0|  O(). (4.22)
The reader is referred to [3,5,14,16,29,31–33] for extensive studies on the polarization
tensors.
We claim that
sF
(√

)= O(√ ). (4.23)
In fact, since ∂Ω is C2, |∇xN(x, y)| C|x − y|−1 for x ∈ ∂Ω and y ∈ Ω . Therefore,
∣∣F(x)− F(z0)∣∣
∫
∂D
∣∣N(z0, y)−N(x,y)∣∣∣∣(λI −K∗D)−1(ν · ∇U)(y)∣∣dσy

(∫
∂D
∣∣N(z0, y)−N(x,y)∣∣pdσy
)1/p∥∥(λI −K∗D)−1(ν · ∇U)∥∥Lq(∂D)
 C−1+1/p‖∇U‖Lq(∂D)  C‖∇U‖L∞(∂D)|x − z0|.
We then obtain from (4.16) and (4.17) that
T1(I −MW)−1F(x) =
{
O(3/2), if |x − z0| = O(),
O(5/2), if |x − z0|  O(). (4.24)
In a similar way one can see that
W(x) =
{
O(1), if |x − z0| = O(),
O(), if |x − z0|  O(). (4.25)
We finally obtain the following theorem from (4.7), (4.19), (4.21), (4.22), (4.24), and
(4.25):
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W(z0) = 1, where W is the function introduced in (4.14). Then the following asymptotic
expansion holds uniformly on ∂Ω :
(u−U)(x) = −∇U(z0) ·
(∫
∂B
N(x, z+ y)(λI −K∗B)−1(ν) dσy
)
−  W(x)
1 −W(z0)∇U(z0) ·
(∫
∂B
N(z0, z+ y)
(
λI −K∗B
)−1
(ν) dσy
)
+O(3/2).
Moreover, if |x − z0|  O() then
(u−U)(x) = −2∇U(z0)tP∇N(x, z0)
− W(x)
1 −W(z0)∇U(z0) ·
(∫
∂B
N(z0, z+ y)
(
λI −K∗B
)−1
(ν) dσy
)
+O(5/2),
where P = ∫
∂B
y(λI − K∗B)−1(ν) dσy is the polarization tensor and N is the Neumannfunction defined in (2.9).
Since
∫
∂B
N(x, z + y)(λI − K∗B)−1(ν) dσy = O(1) for x near z0, Theorem 4.5 and
(4.25) show that (u − U)(x) = O() near z0, while (u − U)(x) = O(2) for x far away
from z0. Thus u−U has a relative peak near z0.
Some words are in order for the condition W(z0) = 1. Since
∣∣W(z0)∣∣ C‖w‖L∞(∂D),
where the constant C is independent of M , the condition is fulfilled if M is large enough.
5. A unit disk containing a single disk-shaped imperfection: A numerical example
In this section, we consider a unit disk in R2 with background conductivity 1 containing
a single disk-shaped imperfection of small radius  and conductivity k. The imperfection
is centered at z = (1 −M,0) on the axis y = 0 at a distance (M − 1) from the boundary
where the constant M > 1. Let z0 = (1,0).
Our aim is to examine the perturbation due to the presence of the imperfection, on the
Dirichlet boundary measurements as  tends to zero and document the viability of our
results in Theorem 4.5 by numerical examples.
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∫
∂D
νy dσy = 0 and
∫
∂Ω
N(x, y) dσx = 0, for y ∈ Ω,
then using property (2.6) we have
(
λI −K∗D
)−1
(ν)(y) = 1
λ
νy, ∀y ∈ ∂Ω,
and
N(x,y) = −2Γ (x − y) modulo constants, ∀x ∈ ∂Ω,y ∈ Ω.
From Theorem 4.5 it then follows that
(i) (u−U)(x)  − 
πλ
∇U(z0) ·
( ∫
∂B
log |x − z− y|νy dσy
)
− W(x)
πλ(1 −W(z0))∇U(z0)
×
( ∫
∂B
log |z0 − z− y|νy dσy
)
, x ∈ ∂Ω.
(ii) (u−U)(x)  − 4
2
λ
∇U(z0) · x − z0|x − z0|2
− W(x)
πλ(1 −W(z0))∇U(z0)
×
( ∫
∂B
log |Mνz0 − y|νy dσy
)
, if |x − z0|  O().
(iii) (u−U)(z0)  − 
πλ(1 −W(z0))∇U(z0) ·
( ∫
∂B
log |Mνz0 − y|νy dσy
)
.
We now present numerical simulations using these asymptotic expansions. In these exper-
iments, we examine numerically the transmission problem (1.2) in cylindrical coordinates
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the homogeneous problem (1.1) is then given by U(r, θ) = r(cos θ + sin θ). Therefore,
(u−U)(z0) can be approximated as follows:
(u−U)(z0)  − (k − 1)
π(k + 1)(1 −W(z0))
×
2π∫
0
log
(
(M − cos θ)2 + sin2 θ)(cos θ + sin θ) dθ, (5.1)
where
W(z0) = 1 − k2π(k + 1)
2π∫
0
log
(
(M − cos θ)2 + sin2 θ
M2
)
cos θ
M − cos θ dθ.
The first set of computations (see Fig. 1) show the dependence of the perturbation of the
boundary conductivity (u − U)|∂Ω as a function of the distance variable M for different
values of  and for a fixed imperfection conductivity of k = 2. The next three figures
(Fig. 2) show the results for a larger value of the conductivity, k = 10. We observe that the
minimal value (near θ = 0) is constant and this is clearer as the distance M decreases. We
can conclude that the perturbation amplitude is asymptotically first order in .
We can also plot these same results for k = 10 fixed as a function of M with  = 0.1—
see Fig. 3(a). We clearly observe the dependence of the amplitude and sharpness of the
peak as a function of the distance.
The results of the above computations are resumed in Tables 1 and 2 where the maximal
value of |u − U | on the boundary ∂Ω is given as a function of the three parameters k, M
and .
To check the influence of the angular position of the perturbation, a computation with
z = (0.5, 0.5) was performed. In Fig. 4 we observe that the perturbation is indeed centered
at θ = π/4. We conclude that the angular position of the imperfection corresponds to the
position of the perturbation peak.
Next, we compare in Table 3 the values of (u −U)(z0) computed from the asymptotic
formula (5.1) with those computed by a direct simulation as in Tables 1 and 2.
Finally, we consider a homogeneous disk with a perfectly conducting circular imper-
fection. The boundary condition on the perimeter of the imperfection is homogeneous
Dirichlet, u = 0. The results as a function of M are shown in Fig. 3(b). As in the cases
above,
• the peak of the perturbation corresponds to the angular position of the imperfection;
• as the imperfection approaches the boundary, the peak amplitude tends to a finite limit.
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Fig. 1. k = 2 and  varying with (a) M = 1.5, (b) M = 2 and (c) M = 3.
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Fig. 2. k = 10 and  varying with (a) M = 1.5, (b) M = 2 and (c) M = 3.
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Fig. 3.  = 0.1 and varying distance M with (a) k = 10, (b) k = +∞.
Fig. 4. Boundary perturbations for z = (0.5,0.5).
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max∂Ω |u−U | and max∂Ω |u−U |/ (in bold) for k = 2
M = 1.5 M = 2.0 M = 3.0
 = 0.20 0.119 (0.60) 0.097 (0.49) 0.075 (0.38)
 = 0.15 0.086 (0.57) 0.069 (0.46) 0.051 (0.34)
 = 0.10 0.055 (0.55) 0.044 (0.44) 0.031 (0.31)
 = 0.05 0.027 (0.54) 0.021 (0.42) 0.014 (0.28)
Table 2
max∂Ω |u−U | and max∂Ω |u−U |/ (in bold) for k = 10
M = 1.5 M = 2.0 M = 3.0
 = 0.20 0.270 (1.35) 0.227 (1.14) 0.180 (0.90)
 = 0.15 0.196 (1.30) 0.162 (1.07) 0.123 (0.82)
 = 0.10 0.126 (1.26) 0.103 (1.03) 0.075 (0.75)
 = 0.05 0.061 (1.22) 0.049 (1.00) 0.035 (0.69)
Table 3
Comparison of (u−U)(z0) computed numerically (upper lines) and (u−U)(z0)
computed from the asymptotic formula (5.1) (lower lines) for k = 2
M = 3.0 M = 4.0 M = 5.0
 = 0.05 0.0118 (0.236) 0.0093 (0.185) 0.0076 (0.152)
0.0116 (0.232) 0.0085 (0.171) 0.0068 (0.135)
 = 0.02 0.0046 (0.228) 0.0035 (0.173) 0.0028 (0.140)
0.0046 (0.232) 0.0034 (0.171) 0.0027 (0.135)
 = 0.01 0.0023 (0.230) 0.0017 (0.170) 0.0014 (0.135)
0.0023 (0.232) 0.0017 (0.171) 0.0014 (0.135)
Bold values are (u−U)(z0)/.
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