In this work, we introduce a new Burr XII power series class of distributions, which is obtained by compounding exponentiated Burr XII and power series distributions and has a strong physical motivation. The new distribution contains several important lifetime models. We derive explicit expressions for the ordinary and incomplete moments and generating functions. We discuss the maximum likelihood estimation of the model parameters. The maximum likelihood estimation procedure is presented. We assess the performance of the maximum likelihood estimators in terms of biases, standard deviations, and mean square of errors by means of two simulation studies. The usefulness of the new model is illustrated by means of three real data sets. The new proposed models provide consistently better fits than other competitive models for these data sets.
Introduction and Motivation
Burr XII distribution is the most commonly used distribution for non-monotonic hazard rates. Burr XII distribution has algebraic tails useful for modeling failures that occur with lesser frequency than those with corresponding models based on exponential tails. Burr XII distribution finds its application in flood frequency, software reliability, structural and wind engineering. Burr XII distribution has two popular distributions as sub models i.e., Lomax distribution and Log logistic distributions. Weibull distribution is a limiting case of Burr XII distribution. Many extensions of the Burr XII distribution are found in literature, such as Kumaraswamy Burr XII distribution by [1] , extended Marshall Olkin Burr XII distribution by [2] , McDonald Burr XII distribution by [3] and a new generalized Burr family of distributions is proposed by [4] .
The cumulative distribution function (cdf) and probability density function (pdf) of the two parameter Burr XII (BXII) distribution are given by
and f c,k (x) = c k x c−1 (1 + x c ) −k−1 .
If c = 1, the scaled BXII distribution reduces to Lomax distribution, if k = 1, then Burr XII distribution reduces to log logistic distribution (see [5] ). Furthermore, Burr XII distribution finds Stats 2019, 2 its application in various areas such as flood frequency, software reliability, structural engineering, wind engineering, renewable energy and climatology (see Garcia et al. [6] ; Harris [7] , Kantar and Usta [8] ; Carta et al. [9] ; Panteli and Mancarella [10] ; Chiodo and De Falco [11] ; Feijóo [12] ). On the other hand, Noack [13] proposed and studied the power series class of distributions; this class of distribution includes binomial, geometric, logarithmic and Poisson distributions as special cases. However, these distributions may not be useful when a random variable (rv) takes the value of zero with high probability i.e., zero inflated. In such situations, it is more appropriate to consider the distribution which is truncated at zero.
The cdf of the G-power series (G-PS) distributions is
A discrete rv N is a member of power series distributions (truncated at the zero), if the probability mass function (pmf) is given by P(N = n|λ) = a n λ n /C(λ)| (n=1,2,...) ,
where a n ≥ 0, C(λ) = ∞ ∑ n=1 a n λ n and λ ∈ (0, s) is chosen such that C(λ) is finite and its first, second and third derivative are defined also
n a n λ n−1 .
Some example of C(λ) functions are given by Table 1 . The pdf, survival function (sf) and hazard rate function (hrf) corresponding to Equation (3) are f λ,ξ (x) = λ g(x) C [λḠ(x; ξ)] /C(λ),
and
The quantile function can be obtained by using Lambert function. Table 1 . Useful quantities for power series distributions.
We provide three motivations of the G-PS class of distribution, which can be applied in some interesting situation: due to the Stochastic reorientation Z = min(X 1 , X 2 , ..., Z N ), the G-PS class of distributions can arise in many industrial applications and biological organisms. The G-PS class of distributions can be used to model approximately the time to the first failure of a system of identical components that are in a series. The G-PS class of distributions exhibit some interesting behaviors with non-monotonic failure rates such as bathtub, upside bathtub and increasing-decreasing failure rates which are more likely to be encountered in real life situations.
The justification for the practicality of the new model is based on the wider use of the BXII model. In addition, we are motivated to introduce the exponentiated Burr XII power series (EBXIIPS) model because it exhibits increasing, decreasing, bathtub and reversed J shaped hazard rates as illustrated in Figures 1-4 . It can be viewed as a suitable model for fitting the right skewed and unimodal data.
The rest of the paper is outlined as follows. Construction of the new family is given in Section 2. Four special models of the new family are presented in Section 3. In Section 4, we derive some mathematical properties of this family. Maximum likelihood estimation of the parameters is addressed in Section 5. Two simulation studies are given by Section 6 to see performance of the maximum likelihood estimators for two special members of this family. In Section 7, the potentiality of the proposed models is illustrated by means of two real data sets. In Section 8, we offer some concluding remarks.
Construction of the New Family
Let X (1) = min(X 1 , X 2 , ..., X n ). The conditional cdf of X (1) |N = n is given by
IfḠ(.) is the survival function of exponentiated Burr XII (EBXII) distribution, with cdf and pdf as under
Then, Equation (8) becomes
Then, the cdf and pdf of the EBXIIPS distribution are, respectively, given by
where Θ = (λ, c, k, α) T . For α = 1, the EBXIIPS family is reduced to a Burr XII power series family that has been introduced by [14] . The hrf of EBXIIPS distribution is obtained with
The quantile function of EBXIIPS distribution, Q x (p), can be defined as
where 
Now, applying the limit on the right side, we have
Proposition 2. The infinite mixture representation of EBXIIPS can be expressed in terms of EBXII distribution with parameters c, k and n α.
Proof. The pdf of EBXIIPS distribution can be expressed as an infinite mixture representation of order distribution i.e.,
where P(N = n) is defined in (4). Now, (17) becomes
where
Using (9) and (10), we have
Now, (21) becomes
where w n = n α c k a n λ n C(λ) and g(x; c, k, n α) = x c−1
is the EBXII density function with parameters c, k and n α.
Special Sub Models
In this section, we will discuss some special models of the power series distributions such as logarithmic, binomial, Poisson and geometric distributions.
EBXII Logarithmic Distribution
Consider the logarithmic distribution to be the zero truncated power series distribution with a n = 1 n and C(θ) = − log(1 − θ). Then, the cdf and pdf and hrf of EBXII logarithmic (EBXII-L) distribution are respectively given by
For the EBXII-L model, we can say that θ parameter is also valid on (−∞, 1). In Figure 1 , the plots of density and hazard rate functions are displayed. The density is right skewed, reversed J and symmetrical, while hrf is decreasing and upside-down bathtub. 
EBXII Binomial Distribution
Consider the binomial distribution to be the zero truncated power series distribution with a n = ( m n ) and C(θ) = (θ + 1) m − 1, where m(n ≤ m) is the number of replicas. Then, the cdf and pdf and hrf of EBXII binomial (EBXII-B) distribution are respectively given by
In Figure 2 , the plots of density and hazard rate functions are displayed. The density is right skewed and reversed J, while hrf is decreasing and upside-down bathtub. 
EBXII Poisson Distribution
Consider the Poisson distribution to be the zero truncated power series distribution with a n = 1 n! and C(θ) = e θ − 1. Then, the cdf and pdf and hrf of EBXII Poisson (EBXII-P) distribution are respectively given by
We note that EBXII-P distribution has been introduced by [15] . In Figure 3 , the plots of density and hazard rate functions are displayed. The density is reversed J, symmetrical and left skewed, while hrf is decreasing, increasing and bathtub shaped. 
EBXII Geometric Distribution
Consider the geometric distribution to be the zero truncated power series distribution with a n = 1 and C(θ) = θ 1−θ . Then, the cdf and pdf and hrf of EBXII geometric (EBXII-G) distribution are respectively given by
For the EBXII-G model, we can say that θ parameter is also valid on (−∞, 1). In Figure 4 , the plots of density and hrfs are displayed. The density is reversed J, symmetrical and right skewed, while hrf is decreasing, bathtub and upside-down bathtub. 
Mathematical Properties

Moments
The r th moments of EBPS distribution can be obtained by using the following expressions:
Using the infinite mixture representation in (21), we have
Using the generalized binomial theorem and, after some algebra, we have
where B (·, ·) is the ordinary beta function. Similarly, the r th incomplete moment is
and B z (·, ·) is the incomplete beta function. The moment generating function of EBPS distribution can be obtained as
Using generalize binomial theorem and after some algebra, we have
The mean deviations about mean and median of EBPS distribution can be obtained as
where µ = E(x) = µ 1 can be obtained from (12), F(.) can be obtained from (15) and T 1 (z) is the first incomplete moment.
Estimation
The maximum likelihood estimators (MLEs) has a desirable properties and can be used for constructing confidence intervals and regions and also in test statistics. The normal approximation for these estimators in large samples can be easily handled either analytically or numerically. Thus, we consider the estimation of the unknown parameters of this family from complete samples only by maximum likelihood. Let x 1 , ..., x n be a random sample from the EBXIIPS distribution with parameters λ, α, k and c. Let Θ = (λ, α, k, c) T be the 4 × 1 parameter vector. For determining the MLE of parameters,
we have the log-likelihood function
The components of score vector are
Setting the nonlinear system of equations U λ = U α = U k = U c = 0 above and solving them simultaneously yields the MLE Θ = ( λ, α, k, c) T . To solve these equations, it is usually more convenient to use nonlinear optimization methods such as the quasi-Newton algorithm to numerically maximize . The above log-likelihood function also can be maximized numerically by using R (optim), SAS (PROC NLMIXED) or Ox program (sub-routine MaxBFGS), among others.
For interval estimation of the parameters, we obtain the 4 × 4 observed information matrix
∂r ∂s } (for r, s = λ, α, k, c), whose elements are available upon request from the authors. Its elements also can be computed numerically by the packet program. Under standard regularity conditions when n → ∞, the distribution of Θ can be approximated by a multivariate normal N 4 (0, J( Θ) −1 ) distribution to construct approximate confidence intervals for the parameters. Here, J( Θ) is the total observed information matrix evaluated at Θ. Then, approximate 100(1 − δ)% confidence intervals for α, λ, c and k can be determined by:
kk , where z δ/2 is the upper δth percentile of the standard normal model and J
−1
ii are diagonal elements of J( Θ) −1 for i = α, λ, c and k.
Simulation Studies
In this section, we perform two simulation studies by using the EBXII binomial and EBXII logarithmic distributions to see the performance of MLEs corresponding to these distribution. The random numbers generation is obtained by the inverse of their cdfs. Thus, we use the following steps:
Solve the following nonlinear equation for given parameters values,
The uniroot routine of the R packet program can be used to solve the nonlinear equation given in the second item. All results related to MLEs were obtained using the optim-CG routine in the R program.
Simulation Study 1
In the first simulation study, we obtain the graphical results. We generate n = 1000 samples of size n = 20, 25, . . . , 400 from EBXII binomial distribution with true parameters' values α = 1.5, θ = 10, c = 8 and k = 0.5. We assume that the parameter m, number of replicas, is 3. In this simulation study, we empirically calculate the mean, standard deviations (SD), bias and mean square error (MSE) of the MLEs. The bias and MSE are calculated by (for h = α, θ, c, k)
respectively. We give results of this simulation study in Figure 5 . From Figure 5 , we observe that, when the sample size increases, the empirical means approach the true parameter value, whereas all biases, SDs and MSEs approach 0 in all cases. 
Simulation Study 2
In the second simulation study, we generate 1000 samples of sizes 50, 100 and 200 from selected EBXII logarithmic distributions. For this simulation study, we obtain the empirical means and SDs of the MLEs. The results of this simulation study are reported in Table 2 . Table 2 shows that, when the sample size increases, the empirical means approach true parameter values, whereas the SDs decrease, as expected. 
Data Analysis
In this section, we provide applications to three real data sets to prove empirically the potentiality of some members of the EBXIIPS distributions. We also compare the fits of these models with Burr XII geometric (BXII-G) model, which is studied by [14, 16] . To determine the optimum model, we also compute the estimated log-likelihood valuesˆ , Akaike Information Criteria (AIC), Kolmogorov-Smirnov (KS), Cramer-von Mises (W * ) and Anderson-Darling (A * ) goodness of-fit statistics for all models. The statistics W * and A * are described in detail in [17] . In general, it can be chosen as the best model which has the smaller values of the AIC, KS, W * and A * statistics and the larger values ofˆ .
All computations of the MLEs are performed by the maxLik routine and all goodness-of-fits statistics are calculated by the goftest routine in the R program. The details are given by followings.
Stress Data
The first real data set introduces the stress-rupture life of kevlar 49/epoxy strands which are subjected to constant sustained pressure at the 90% stress level until all had failed such that we obtain complete data with exact failure times. This data set was studied by [1, 18, 19] 1.1, 1.11, 1.15, 1.18, 1.2, 1.29, 1.31, 1.33, 1.34, 1.4 Table 3 lists the MLEs, their standard errors of the parameters,ˆ and goodness-of-fits statistics from the fitted models. Table 3 shows that the EBXII-L model could be chosen as the best model among the fitted models since these models have the lowest values of the AIC, KS, W * and A * statistics and have the biggestˆ values. Table 3 . MLEs, standard errors of the estimates (in parentheses),ˆ and goodness-of-fits statistics for the first data set. The plots of the fitted densities and cdfs are displayed in Figure 6 . We also draw probability-probability (P-P) plot of all models in Figure 7 . These plots shows that the EBXII-L provides the good fit to these data compared to the other models. 
Model
Service Times Data
The second real data set represents the data on service times of 63 aircraft windshield given in [20] . [21] . The unit for measurement is 1000 h for both data sets. Table 4 lists the MLEs, their standard errors of the parameters,ˆ and goodness-of-fits statistics from the fitted models. Table 4 shows that the EBXII-L model fits this data set better than the other models according to the statisticsˆ , AIC and A * . At the same time, we can say that the data set is better fitted by the EBXII-G according to the statistics K and W * .
We draw the fitted densities and cdfs, and the P-P plots in Figures 8 and 9 , respectively, for the data set. Clearly, the EBXII-L distribution provides a closer fit to the empirical cdf. From all these results, we may choose the EBXII-L model as the best model for this data set. The plots of the fitted densities and cdfs are displayed in Figure 8 . We also draw P-P plot of all models in Figure 9 . These plots shows that the EBXII-L provides the good fit to these data compared to the other models. Observed Probability
Expected Probability of BXII Figure 9 . P-P plots of all models for the second data set.
Failure Data
The third real data consists of the number of successive failures for the air conditioning systems reported for each member in a fleet of 13 Boeing 720 jet airplanes. The pooled data with 213 observations was considered by [22, 23] . Table 5 lists the MLEs, their standard errors of the parameters,ˆ and goodness-of-fits statistics from the fitted models. Table 5 shows that the EBXII-G model fits this data set better than the other models according to the statisticsˆ , AIC and A * .
We draw the fitted densities and cdfs, and the P-P plots in Figures 10 and 11 , respectively, for the data set. Clearly, the EBXII-G distribution provides a closer fit to the empirical cdf. From all these results, we may choose the EBXII-G model as the best model for this data set. Observed Probability
Expected Probability of BXII Figure 11 . P-P plots of all models for the third data set.
Conclusions
In this work, we introduce a new Burr XII power series class of distributions, which is obtained by compounding Burr XII and power series distributions and has a strong physical motivation. The new distribution contains several important lifetime models. We derive explicit expressions for the ordinary and incomplete moments and generating functions. We discuss the maximum likelihood estimation of the model parameters. The maximum likelihood estimation procedure is presented. We assess the performance of the maximum likelihood estimators in terms of biases, variances, and mean square of errors by means of two simulation studies. The usefulness of the new models is illustrated by means of three real data sets. The new models provide consistently better fits than other competitive models for these data sets.
