In this paper, we provide the accuracy of the multiscaling model reduction for a stochastic reaction network under a certain multiscaling regime. When a subset of chemical species in a reaction network has much higher abundance than others, the associated stochastic process can be modeled under multiscaling regime. Previous works in the literature showed that the original stochastic system can be approximated with a reduced limiting system, as the scaling parameter N tends to infinity. In general scaling regimes, the convergence to the limiting system can be studied by using the law of large numbers and the relative compactness in a measure space. In this work, by using the Kolmogorov equation we study the convergence rate of a stochastic network system in the multiscaling nature to a reduce system assuming that each reaction has a constant order propensity. We also provide the convergence of the marginal probability distribution.
Introduction
Regarding the intrinsic noise of a reaction network system, the copy number of the chemical species in the system can be modeled by a continuous-time, discrete-space Markov process. One of the typical goals for a stochastically modeled reaction network is to compute or to estimate the time evolution of the distribution. The distribution can be computed by solving the Kolmogorov equation, but this direct approach is rarely valid because of its high dimensionality. Therefore computational and analytic methods for estimating the distribution associated with a stochastic reaction network system are developed [12, 18, 19, 6, 7, 14, 5, 13, 15, 16] . In a stochastic system with multiscaling setup, some chemical species in a network system have much higher molecular counts that the others. Furthermore, the rate constant assigned to each reaction can also have different orders of magnitude. Hence each species can be modeled with different time scale due to the different orders of reaction propensities under usual mass action kinetics [14] . In this case, the limiting behavior of the associated multiscale stochastic system could be either a stochastic, deterministic or so-called hybrid system. [14, 2, 5, 13, 9] .
Preliminaries

stochastic reaction network systems
In this section, we provide a stochastic model associated with a chemical reaction network. We first introduce reaction networks. A chemical interacting system can be described with a reaction network. A reaction network is a graphical configuration consisting of constituent species, complexes that are combinations of species, and reactions between complexes. A triple (S, C, R) represents a reaction network where S, C and R are collections of species, complexes and reactions, respectively. We formally define a reaction network (S, C, R). Definition 2.1. A reaction network is defined with a triple of finite sets (S, C, R) such that 1. the species set S = {S 1 , S 2 , . . . , S d } contains the species of the reaction network, 2. the complex set C = {y 1 , y 2 , . . . , y c } contains complexes y k 's where for each k,
y ki S i for some non-negative integers y ik , and 3. the reaction set R = {R 1 , R 2 , . . . , R r } consists of ordered pairs (y, y ′ ) such that y, y ′ ∈ C.
In the graphical configuration of a reaction network (S, C, R), we use y → y ′ with y, y ′ ∈ C to denote a reaction (y, y ′ ) ∈ R. For defining a dynamical system associated with a reaction network (S, C, R), we denote a complex y k by either a combination of species such as d i=1 y ki S i or a d-dimensional vector y k = (y k1 , . . . , y kd ) T , interchangeably. In case y ki = 0 for all i, the corresponding complex y k = d i=1 y ki S i is denoted by ∅ in the graphical configuration of the reaction network. 
. . , d} gives the counts of each species in a reaction network at time t. The transitions of the Markov process are determined by the reactions. In order to define the transition probabilities, we use state-dependent intensity (or propensity) functions λ k :
Then we assume that
for each state z in the state space S of the associated Markov process X. In this paper, the counts of a species S at time t will be denoted by S(t) and z will represent a state in the state space S of the associate Markov process X.
Let E x denote the expectation of X with X(0) = x and let p
We often omit the subindex x when the circumstance does not incorporate an initial condition x. Then for a non-explosive Markov process X associated to a reaction network (S, C, R), each p(z, t) solves Kolmogorov forward equation (master equation)
where k denotes the sum over all reactions in R. The usual choice of intensity of a reaction y k → y ′ k in a network system (S, C, R, K) with a set of rate constants K is
where
This choice of intensities is termed stochastic mass action kinetics. The stochastic proess X(t) also has another representation, so-called random time change representation. [17] 
where Y k 's are independent unit Poisson random variables.
In the associated graph of a reaction network, the rate constants typically appeared next to the reaction arrow as in y κ − → y ′ . Letting K be a set of rate constants, (S, C, R, K) stands for a system dynamics associated with a reaction network (S, C, R). We call X(t) with the probabilities (1) a stochastic process associated with a network system (S, C, R, K). Throughout this manuscript, we model a stochastic process with the stochastic mass action kinetic (3) for a reaction network.
Multiscaling for reaction networks
In this section, we provide a multiscale stochastic model associated to a reaction network. We use the same multiscaling model introduced in [14, 5, 13] . In the entire paper, we use the conventional 'big O' notation. Let N be a scaling parameter which could be interpreted as either the volume of the system, Avogadro's number or any biological parameter.
Let X N (t) = (S N 1 (t), . . . , S N d ) be a stochastic model associated to (S, C, R, K) for which each species has different order of abundance. Typically it has two sets of scaling exponents, {α i |S i ∈ S} and {β k |y k → y ′ k ∈ R}. Each α i represents the size of the abundance of species S i such that
If α i = 1, then N −α i S i (t) may represent the concentration of S i at time t. We also assume the rate constants of each reaction have different order of magnitude so we define scaled intensities λ N k 's as
That is, a rate constant κ k is scaled as N β k κ k for each reaction y k → y ′ k . For a given set of rate constants K = {κ k : y k → y ′ k ∈ R}, we denote the set of the scaled rate constants (6) by K N . Then by the representation (4), the scaled process
where α = (α 1 , . . . , α d ). Under time scaling Z N,γ i = Z N (N γ t), we have
When z is not an integer valued vector, we read λ k (z) as
One can find more details about the backgrounds of this multiscale setting in [14, 5, 13 ].
Projection of reaction networks
In this section, we introduce the projection of reaction networks. We begin with an example. Consider the following reaction network,
Suppose the associated Markov process X(t) = (X A (t), X B (t)) started at (X A (0), X B (0) where X A (0) = 10 and X B (0) = N, with a scaling parameter N. The stochastic mass action (3) defines the intensity of the reaction A + B → 2B at time t as
Until t < ∞, we expect the reaction fires finitely many times and hence a N X A (t)X B (t) → aX A (t), as N → ∞. This means that if N is sufficiently large, the counts of species A in this network behaves similarly as the counts of species A in the following network,
Network (10) is a projection of network (9) in the sense that we only count species A assuming B is fixed at N. As this example shows, a projected network can be used to describe an asymptotic behavior of certain species under a scaling regime for the original network system. We first define two projection functions for complexes and reactions in (S, C,
respectively. We demonstrate the usage of q L and q H with the network (9) for which we set S L = {A} and S H = {B}. Since the associated vector for the complex y = A + B in (9) is y = (1, 1) T , we have q L (y) = 1 which means one A ∈ S L . Similarly, we have q H (y) = 1 meaning that one B ∈ S H . As a complex is denoted by a combination of species, we also let q L (A + B) = A and q H (A + B) = B. In the same way, for y → y ′ where y = A + B and y ′ = 2B, the projected reaction by
In this way, the projected network (S L , C L , R L ) of the original reaction network (S, C, R) by q L is defined with
If the set of rate constants K are given to the original network (S, C, R), then the rate constants for the reduced system (S L , C L , R L ) are inherited as
The stochastic process associated with the projected network system (S L , C L , R L , K L ) is also modeled with the stochastic mass-action kinetics. Note that some species in S L could be negligible because it neither appears in any reactions in R L nor changes its count by any reaction in R L . For example, if S L = {A, B}, S H = {C} and R = {A + C → C, A + B → A}, then the R L consists of a single reaction A + B → A. In this projected network, the copy number of A ∈ S L never changes. For the sake of simplicity, we do not consider such a case.
As the rate constant in the example (9) is scaled with N, the projection we use in this paper is based on multiscale among the counts of species. This multiscaling regime is introduced in [10] .The author of the paper reduced a given network by freezing the counts of species whose initial copy number is of order N. Under the same principle, we project an original network onto the space of species of low copy numbers obtained by freezing species of high copy numbers. Thus we term (S L , C L , R L ) the projected network by freezing the species in S H . Example 2.2. Let the following network be (S, C, R).
Main results
In this section, we introduce our main results. In [5, 14] , it was shown that if scaling exponents α i 's and β k 's and γ in (8) satisfy some balance conditions, then species of high abundance follow a system of differential equations with random coefficients, and the species of low abundance follow a piece-wise deterministic Markov process. In this paper, we assume that α k 's, β k 's and γ are chosen so that the species in S H are confined around their initial values with high probability until a finite time t. Under this scaling regime, we show that the species in S L approximately follow the projected network system (S L , C L , R L , K L ) until t as the scaling parameter tends to infinity. This somewhat special scaling regime allows us to investigate the convergence of marginal distributions as well as the convergence rate. These extra outcomes may not be guaranteed with the usual weak convergence of probability measures. In order to investigate such results, we assume that the projected system admits a stationary distribution (a solution of the Kolmogorov's equation (2)) with a fast-decaying tail. Then it follows that not only the marginal distribution of the original system converges to the corresponding marginal of the projected network system. but also that the convergence rate can be evaluated for a fixed t with respect to N.
Lemmas for the main theorem
We first give a list of the notations we use throughout this manuscript. Proofs of some lemmas are introduced in Appendix A 1. For the proof of the necessary lemmas and the main theorem, we use abbreviated notations Z N and Z instead of Z N,γ and Z γ , respectively.
2. Let K be a given set of rate parameters for (S, C, R). For each N, let Z N (t) = (Z N 1 (t), . . . , Z N d+r (t)) be the stochastic process associated with (S, C, R, K N ) as introduced in Section 2.2, where K N is the set of scaled rate constants as (6) . Let Z(t) be the stochastic process associated with (S L , C L , R L , K L ), where K L is as (13) . We define
3. In order to distinguish the intensities for (S L , C L , R L , K L ) from the intensities for (S, C, R, K), we use λ L,u for the intensity of each reactionȳ u →ȳ ′ u ∈ R L . The intensity function of a reaction y k → y ′ k ∈ R can be split into two parts as
. Then by the definition of the projection and from (8)
4. We denote the distribution of Z N (t) by p N (·, t). In particular, for
The distribution of the stochastic process Z(t) is denoted by p(·, t).
5.
We use the usual ∞-norm and 1-norm for vectors in Z m . That is,
Then we let
6. Note that the state space of Z N is a subset of Z d ≥0 × R r ≥0 . Note further that the state space of (Z N d+1 , . . . , Z N d+r ) depends on the scaling parameter N, as the scaling exponent α i in (8) is
7. The transitions of the i-th component of the scaled process Z N i are given by (y ′ k,i −y k,i )/N α i , where y k → y ′ k ∈ R. We denote this scaled reaction vector by y ′ N k − y N k whose i-th component is equal to (y ′ k,i − y k,i )/N α i .
The followings are assumptions for the main theorem.
(CD1) We suppose species in (S, C, R) are classified into two classes; high and low copy number species. Thus for each species S i ∈ S, the scaling exponents α i 's shown in (5) are chosen to be
and a x h ∈ R r . We further assume that for i = 1, 2, . . . , r, S d+i (0) = N α d+i so that each component of x h is 1.
(CD3) We choose the scaling exponents for reaction rate constants β k 's shown in (6) and the time scaling exponent γ so that all reactions are fired evenly likely with respect to N. Thus for each reaction y k → y ′ k , we assume
This implies that all reaction intensities in (8) are of order 1. In this case, we use abbreviated notations Z N and Z instead of Z N,γ and Z γ , respectively. More general condition for γ that prevents the system from explosion is introduced in [14] being termed the species balance condition.
(CD4) We also assume that the stochastic system associated with the projected network (S L , C L , R L , K L ) admits a stationary distribution π such that for any positive integer m
In [4] , it is known that the stochastic system associated with complex balanced reaction networks, that arise in many biology systems, admits a product form of Poissons stationary distribution satisfying (CD4)..
Note that (CD2) can be generalized for the main theorem. One of the key ideas for the main theorem in this paper is to show that Z N stays in S M until a finite time t with high probability. In the following lemmas we show that the probability of Z N to escape S M is low if N is sufficiently larger than M. 
In particular, for z h ∈ S H,M ,
Proof. Note that by (17) and (CD3), we have 
In particular, if M = f (N) such that lim N →∞ f (N ) 2 N = 0, then
for some c ′ > 0.
Another key step for the main theorem is to truncate the state space of Z N and Z onto S M and S L,M , respectively. On the truncated state spaces, the probability distributions p N (·, t) and p(·, t) can be represented with finite-dimensional vectors.
To truncate the state spaces, we use finite state projection that has been proposed by [18, 19] . For a given continuous time, discrete state Markov chain X, the FSP model of X is a Markov chain confined on on a finite set S. The transition rates of the FSP model are defined as the followings. i) The transition rates between states inside S are same as X. ii) All transitions outgoing from S are merged into a transition to a single state z 0 . The corresponding transition rates are summed up.
iii) The transitions between states in S c set to be zero. We define the FSP model formally.
Definition 3.1. Let X be a continuous time, discrete state Markov process, and let S be the state space of X. A finite state projection (FSP) model of X on a finite set S ⊂ S is a Markov chainX for which there is a single state z 0 ∈ S \ S such that
Under the conditions we assumed above, two FSP models of Z N and Z truncated are close. Let z 0 and q L (z 0 ) be the absorbing states of the two FSP models as defined in Definition 3.1. For the simplicity of the proof of Lemma 3.5, we assume that z 0 is not accessible for Z N from S with a single transition. Note that under (CD1), the i-th component scaled reaction vector
Let p f sp (t) and p f sp (t) be probability distribution of Z N f sp (t) and Z f sp , respectively. Since the state space of two FSP models are finite, the probability distributions can be represented finitedimensional vector. Hence for the distance of two vectors, we use the following lemma.
Lemma 3.4. Suppose
A is an n × n matrix such that for any vector u 0 ∈ R n ≥0 with u 0 1 = 1, system of differential equation
admits a unique solution u(t) ∈ R n ≥0 with u(t) 1 = 1 for any t. Let A max be the maximum entry
Now we introduce two key lemmas for the main theorem in Section 3. 
respectively. We will show that after summing (23) over z h ∈ S H,M , two differential equations (23) and (24) are very close. In order to do that, we go through the following two steps.
1. We have also, for a z ℓ ∈ S L,M
where the constant c 1 is such that
2. By the definition of the projection q ℓ and λ N L,k 's, we have
For (23), we add 1 and −1 to terms λ N H,k 's, and we summing over z h ∈ S H,M . Then (25), (26) and Lemma 3.1 imply that
where h(N) = c 2 κ M c ℓ +1 N with some c 2 > 0. Similarly we have
Since S L,M is a finite subset of Z d ≥0 , we regard p N f sp (·, S H,M , t) and p f sp (·, t) are vectors in R
. Then p f sp is a solution of the following system of differential equations,
where A M is a matrix for which (29) is equivalent to the system of differential equations (24). Let v N (t) = p N f sp (t) − p f sp and let b(N) be a |S L,M |-dimensional vector each of whose component is h(N). Then by (27) and (28), we have
where the inequality is component-wise. Hence by Lemma 3.4 and the upper bound of d dt v(t) in (30), we have for each t ≥ 0,
where A max is the largest entry of A M . Applying Lemma 3.4 with −v(t), the lower bound of
Finally, an upper bound of A max ≤ c 1 κM c ℓ is obtained with (25). Thus we conclude that there exists a constant c > 0 such that for any subset A ⊂ Z d ≥0 , we have
Lemma 3.6. Suppose the same conditions in Lemma 3.5. We further assume (CD4). If M = f (N) such that lim N →∞ f (N ) 2 N = 0, then for N sufficiently large, there exists a constant c > 0 such that
Main theorem and its application
Theorem 3.7. Suppose for the stochastic processes Z N (t) associated with (S, C, R, K N ), conditions (CD1), (CD2) and (CD3) hold. Suppose further that the stochastic process associated with (S L , C L , R L , K L ) admits a stationary distribution π such that (CD4) holds. Then for each t, the projected process q L (Z N (t)) converges to Z(t) in distribution. Moreover for each t and for any A ⊂ Z d ≥0 and for ν ∈ (0, 1), there exists C > 0 such that
Proof. Note that for any M > 0, we have
Thus we have
Lemma 3.3 in Appendix A shows that
for any positive integer m and for some constant c 0 > 0. Now we show that the term |p N (A ∩ S L,M , S H,M , t) − p(A ∩ S L,M , t) | in (32) is less than
M m for any positive integer m and for some positive constant c 1 . To show this, we break up this term into three parts.
where p N f sp and p f sp are the distribution of the FSP models of Z N and Z on (S L,M , S H,M ) and S L,M , respectively. Lemma 3.6 in Appendix B shows that both the first sum and the second sum in (34) are less than c 2 t m+1 M m for any positive integer m and for some positive constant c 2 . It is also shown by Lemma (3.5) in B that the third term of (34) is less than c 3 t 2 M c ℓ +r+2 N . We choose M = N ρ for sufficiently small ρ > 0 and choose large enough positive integer m to conclude the result.
Appendix A : Proof of Lemmas in Section 3.1 Proof of Lemma 3.2. Let N x,k be independent Poisson processes with intensity λ L,u (x). In [1] , it is shown that J(t) has the following representation.
Note that the process Z can only reach J(t) different points by time t. Moreover [1, Theorem 2] and (CD4) imply that we have E(J(t)) < ∞ Hence, the summation x is a finite summation with J(t) terms almost surely. Therefore by applying Jesen's inequality twice, we have
Since t 0 N x,k (ds) = λ k (x)t, Jensen's inequality implies that
By the monotonicty of the chemical master equation, there exists a constant c such that P (X(t) = x) ≤ cπ(x) for all t when X(0) is a point almost surely. Thus finally we have
Since λ L,u (x) is a polynomial for eachȳ u →ȳ ′ u ∈ R L , the proof completes by (CD4). 
for j = 1, 2, . . . , M, where
Let A η represent the event of M consecutive jumps for Z N along the reactions in η ∈ P ath M in its order. Let alsoĀ η represent the event of M consecutive jumps for Z along the ordered reactions q L (y(η, 1)) → q L (y ′ (η, 1)), . . . , q L (y(η, M)) → q L (y ′ (η, M)).
In the following main steps of this proof, we take three key ideas into account. First, under the event A η , the stopping time τ M is exponentially distributed with rate λ ( w(η, j)) [20] , where λ ( w(η, j)) = y k →y ′ k ∈R λ N k (w(η, i)). More precisely,
where T N i 's are independent exponential distributions with rate λ N (w(η, i)). Secondly, by Lemma 3.1, we have for sufficiently large N,
. This combined with (36), we have
where T i 's are independent exponential distributions with rate λ L (w(η, i) ℓ ). Finally note that for each η ∈ P ath M , the event A η occurs if and only if reaction y(η, i) → y ′ (η, i) fires at each state w(η, i) out of all reactions in R. This implies that
where λ N η,i is the intensity function of the reaction y(η, i) → y ′ (η, i). As shown in Lemma 3.1, we split λ N η,i (w(η, i)) into two parts as
for each z = (z ℓ , z h ). Therefore Lemma 3.1 and (38) imply that
for some c > 0. Hence by (37) and (39), we have
To show the result (20) , let J(t) = sup{n : τ n ≤ t} be the number of jumps of Z by time t. Then, applying the Chebyshev's inequality, we have For the term z ℓ ∈A∩S L,M |p f sp (z ℓ , t)−p(z ℓ , t)|, we use the monotonicity argument of system of ordinary differential equations. Let c 4 > 0 be a constant such that p(z, 0) ≤ c 4 π(z) for all z ∈ Z d ≥0 . Then by the monotonicty argument for the Kolmogorov equation, we have p(z, t) ≤ γπ(z) for any z and for any t. Theorem in [19] combined with the monotonicty of p(z, t), there exists a constant c ′′ > 0 such that By ((CD4)), for any m > 0, we have max z ℓ ∈G L,M π(z ℓ ) ≤ 1 M m for M sufficiently large. Thus with c = max{c ′ , c ′′ }, the proof completes.
Appendix B : Relation between two different system size scales
In this section we show that when the reactant of each reaction contains at least one species of high copy number, the system scaling regime used in this paper and the system scaling regime used in [3] are equivalent under certain time-scaling.
Note that we denote S 1 , . . . , S d for species of low initial copy number (constant order) and denote S d+1 , . . . , S d+r for species of high initial copy number (order N). In [3] , the rate constant κ N y→y ′ for each reaction y → y ′ is scaled as
for some constant κ y→y ′ . For a reaction network (S, C, R), we denoteK N the set of rate constants under the scaling in (40). Then we denoteλ N y→y ′ the intensity of a reaction y → y ′ for the network system (S, C, R,K N ). Note that
if u(y) 1 > 0 by the definitions. where Y y→y ′ 's are independent unit Poisson random variables.
