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Abstract
In this paper, we study asymptotic behavior of solution near 0 for a class of
elliptic problem. The uniqueness of singular solution is established.
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1. Introduction
In this paper, we study the elliptic equation
∆u+K(|x|)up + µf(|x|) = 0, (1.1)
where n ≥ 3,∆ = Σn1 ∂
2
∂x2
i
is the Laplace operator, p > 1 is a constant, µ ≥ 0 is a
parameter, and f and K are given locally Ho¨lder continuous function in Rn \ {0}, so
that the solutions of (1.1) are classical on 0 < |x| <∞. However, at x = 0, when K is
”bad”, usually we cannot expect the solutions to be differentiable, or even continuous
owing to the singularity of K at x = 0. Let u be a solution of (1.1), the singular point
x = 0 of u is called a removable singular point if u(0) ≡ limx→0 u(x) exists, otherwise
x = 0 is called a nonremovable singular point. It is shown by Ni and Yotsutani [13]
that when x = 0 is a removable singular point of a solution of (1.1), the existence
of the derivatives of the solution depends on the ”blow up” rate of K at x = 0 [13,
Proposition 4.4].
Let u ∈ C2(Rn \ 0) be a solution of (1.1). If x = 0 is a removable singular point of
u, then u is said to be a regular solution of (1.1), otherwise u is said to be a singular
solution.
The purpose of this paper is to study the asymptotic behavior of singular positive
solutions and to obtain the uniqueness of singular positive solutions of (1.1) which has
diverse physical and geometrical backgrounds. In particular, in the case K = 1 and
p = 2, (1.1) arises naturally in establishing occupation time limit theorems for super-
Brownian motions which requires analyzing cumulant generating functions satisfying
some integral equations equivalent to the parabolic counterparts of (1.1). There are
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many works devoted to the studying the existence, monotonicity and asymptotic ex-
pansion at infinity of positive solutions of the equation (1.1). We refer the interested
readers to [2,3,4,6,7, 9-12] and the references therein.
In this paper, we consider positive radial solutions of (1.1) with radial functions
K, f . The radial version of (1.1) is of the form
u′′ +
n− 1
r
u′ +K(r)up + µf = 0.
For the same reasons, the regular solutions that have finite limits at r = 0, are
particularly interesting , which lead us to consider the initial value problem{
u′′ + n−1
r
u′ +K(r)up + µf = 0,
u(0) = α.
(1.2)
We use uα = u(r, α) to denote the unique solution of (1.2).
First, we introduce the following notations, which will be used throughout this
paper:
m ≡ l + 2
p− 1 , L ≡ [m(n− 2−m)]
1
p−1 ,
pc =


(n−2)2−2(l+2)(n+l)+2(l+2)
√
(n+l)2−(n−2)2
(n−2)(n−10−4l)
, n > 10 + 4l,
∞, 3 ≤ n ≤ 10 + 4l.
λ2 = λ2(n, p, l) =
(n− 2− 2m) +
√
(n− 2− 2m)2 − 4(l + 2)(n− 2−m)
2
.
The hypotheses of K(|x|) are often divided into two cases: the fast decay case and
the slow decay case. In this paper, we will focus on the slow decay case, i.e. K(r) ≥ crl,
for some l > −2 and r large. First, let us introduce a collection of hypotheses on K(|x|)
and f :
(K.1) K(|x|) = k∞|x|l + O(|x|−d1) at |x| → ∞ for some constants k∞ > 0 and
d1 > n− λ2 −m(p + 1).
(K.2) limx→0 |x|−lK(|x|) = k0 > 0.
(K.3) K(r) is locally Lipschitz continuous and d
dr
(r−lK(r)) ≤ 0 for a.e. r > 0.
(f.1) lim|x|→0 |x|df(|x|) = b ≥ 0, where 0 < d ≤ m+ 2.
(f.2) f(x) = O(|x|−q) near ∞ for some q > n−m− λ2.
(f ′.2)
∫
0(r
df)+r dr <∞.
(K ′.2)
∫
0(r
−lK(r))+r dr <∞.
(f ′.3)
∫
0(r
df)−r dr <∞.
(K ′.3)
∫
0(r
−lK(r))−r dr <∞, where k± = max{±k, 0}, r = |x|.
Our main result is as follows:
Theorem 1. Suppose that K(r) satisfies (K.1) − (K.3), (K ′.2) f satisfies (f.1)
and (f.2), (f ′.2), p > pc, 0 < d < 2. Then (1.2) has one and only one singular solution
U(r), Furthermore, for any regular solution u(r), the following holds
u(r) < U(r) ≤ L
(r−lK(r))
1
p−1 rm
.
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This paper is organized as follows. In Section 2, the asymptotic behavior of singular
positive solution of (1.2) near 0 is studied. Finally, the uniqueness result about the
singular positive solution is established.
2 Asymptotic behavior of singular solution near 0
In this section, we obtain the asymptotic behavior of the positive radial solution of
(1.2) near 0. First, we obtain the prior estimates of the positive solution of (1.2) near
0.
Lemma 2.1. Let p > 1 and u be a positive solution of (1.2) in Br \ {0}. Then,
there exists a positive constant R such that for 0 < r < R, u(r) ≤ Cr− 2+lp−1 for some
constant C.
Proof. From (1.2), we have
(rn−1u′(r))′ + rn−1K(r)up ≤ 0,
then, there exists a small positive constant rk < r such that
rn−1u′(r) = rn−1k u
′(rk)−
∫ r
rk
rn−1K(r)updr
≤ −
∫ r
rk
rn−1K(r)updr,
since u′(rk) < 0 near 0. From that,
u′(r)
up(r)
≤ − C
rn−1
∫ r
rk
sn−1K(s)ds ≤ Crl+1 (2.1).
Integrating (2.1) over (0, r), we have u(r) ≤ Cr− 2+lp−1 , and the proof is completed.
Now, we verify the following asymptotic behavior of u near 0 by using the Li’s
energy method in [9]
Theorem 2.2. Let u be a positive solution of (1.2) near 0. Assume that u(r) =
O(r−m) at 0 and K, f satisfy
(i) (f.1), (K.1) and (f ′.2), (K ′.2) if p > n+2+2l
n−2
or
(ii) (f.1), (K.1) and (f ′.3), (K ′.3) if n+l
n−2
< p < n+2+2l
n−2
with d = m+ 2, b ≥ 0.
Then, b ≤ maxz∈R+{Lp−1z − k0zp} and limr→0 rmu(r) = z1 or z2, where z1 and z2,
z1 ≤ z2 are two roots of the equation k0zp − Lp−1z + b = 0.
Proof. Denote v(t) := rmu, t = log r, then
v′′(t) + av′(t)− Lp−1v + k(t)vp + g(t) = 0, (2.2)
where a = n− 2− 2m, k(t) = e−ltK(et) and g(t) := e(m+2)tf(et). Suppose that
0 ≤ α = lim inf
t→−∞
v(t) < lim sup
t→−∞
v(t) = β <∞.
Then, there exist two sequences {ηi} and {ξi} going to −∞ as i→ −∞ such that {ηi}
and {ξi} are local minima and local maxima of v, respectively, satisfying ηi < ξi <
ηi+1, i = 1.2, .... Define an energy function
E(t) :=
1
2
(v′)2 − L
p−1
2
v2 +
1
p+ 1
k(t)vp+1 + bv. (2.3)
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Now, multiplying (2.2) by v′(t) and integrating by parts over [t, T ] (T is a constant)
we obtain
E(t)+a
∫ T
t
(v′)2ds+[g(t)−b]v(t) = C(T )+
∫ T
t
g′ds+
1
p+ 1
∫ T
t
vp+1k′ds. (2.4)
Assume that f,K satisfy (f.1), (K.1) and (f ′.2), (K ′.2) and p > n+2+2l
n−2
, from (2.4), we
have
E(t) + a
∫ T
t
(v′)2ds+ [g(t)− b]v(t) + 1
p+ 1
∫ T
t
vp+1[k′]−ds+
∫ T
t
[g′]−ds
= C(T ) +
∫ T
t
[g′]+ds+
1
p+ 1
∫ T
t
vp+1[k′]+ds.
Since v is bounded, E(ηi) is bounded independently of i and [k
′]+, [g′]+ ∈ L1(T,∞),
we conclude that ∫ ηi
T
V 2s ds,
∫ ηi
T
[k′]−V p+1ds and
∫ ηi
T
[g′]−ds
are bounded independent of i which implies that
∫ T
−∞
(v′)2ds <∞. (2.5)
Similarly, if f,K satisfy (f.1), (K.1) and (f ′.3), (K ′.3), we also have Vs ∈ L2(−∞, T ).
It follows from (2.4) and (2.5) that E = limt→−∞E(t) exists, which in turn from
(2.3) implies v′(t) is bounded. Then, from (2.2), v′′(t) is bounded also and from (2.5),
v′(t)→ 0 as t→ −∞.
Let h(v) = −Lp−1
2
v2 + k0
p+1
vp+1 + bv. Since
lim
i→∞
E(ηi) = h(α) = E = h(β) = lim
i→∞
E(ξi),
we choose α < γ < β and ti ∈ (ηi, ξi) such that v(ti) = γ, dhdv (γ) = 0 and h(γ) 6=
E. However E = limi→∞E(ti) = limi→∞(
1
2
v′(ti)
2 + h(γ)) = h(γ), a contradiction.
Therefore, v∞ = limt→−∞ v(t) exists. For given ξ˜ > 0, there exists a sequence {si}
converging to −∞ such that |v′(si)| ≤ ξ˜ for i = 1, 2, .... Since E(si) is bounded, we
obtain (2.5) from (2.4). From (2.4) and (2.5), limt→−∞E(t) exists. Thus, (2.3) implies
limt→−∞ v
′(t) = 0. Then, by (2.2), limt→∞ v
′′(t) exists and must be 0. Therefore, we
conclude from (2.2) that b ≤ maxz∈R+{Lp−1z − k0zp} and v∞ = z1 or z2. The proof is
completed.
Corollary 2.3. Let u be a positive solution of (1.2) near 0, and f,K satisfy the
same condition as in Theorem 2.2 except that d = m+2 is replaced by 0 < d < m+2.
Then limr→0 r
mu(r) = L
p−1
k0
or 0.
In case 0 < d < m + 2, then limt→∞ g(t) = limt→−∞ e
(m+2)tf(et) = 0, similar to
that of Theorem 2.2, we can immediately obtain limr→0 r
mu(r) = L
p−1
k0
or 0. The detail
proof is omitted here
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Theorem 2.4. Let p > n+l
n−2
. Suppose that f(r) = O(r−d) at 0 with d < m + 2.
Then, any positive solution of (1.2) satisfying limr→0 r
mu(r) = 0 has the asymptotic
behavior at 0 such that
u(r) =


O(r2−d) if 2 < d < m+ 2,
O(| log r|) if d = 2,
O(1) if d < 2.
Proof. First, we claim that there exists a constant β > 0 such that u(r) =
O(r−m+β) near 0. Set v(r) = rmu(r) for r > 0 and Lεv ≡ ∆v − 2mv′r −m(n− 2−m−
ε) v
r2
+ µrmf. Then, v(r) satisfies
Lεv −mε v
r2
+
vp
r2
K(r)r−l = 0
and for any ε > 0, there exists Rε > 0 such that Lεv ≥ 0 for 0 < r ≤ Rε.
On the other hand, for 0 < ε < n− 2−m, let ϕε(x) = |x|βε we have
Lεϕε = [β(β − 1) + (n− 1− 2m)β −m(n− 2−m− ε)]|x|βε−2 + µrmf
in Rn \ {0}. Choosing βε > 0 sufficiently small such that
βε(βε − 1) + (n− 1− 2m)βε −m(n− 2−m− ε) ≤ 0,
and
rmf
rβε−2
→ 0 as r → 0.
So there exists an R′ε > 0 such that
Lεϕε ≤ 0 in 0 < r < R′ε.
Setting R′′ε = min{R′ε, Rε}, Cε = v(R′′ε)(R′′ε )−βε, we see that

Lε(v − Cεϕε) ≥ 0 for 0 < r ≤ R′′ε ,
v − Cεϕε = 0 at R′′ε ,
v(r)− Cεϕε(r)→ 0 as r → 0,
since βε > 0. Observing that the coefficient of the term v in Lε is negative, we conclude
by the maximum principle that v−Cεϕε ≤ 0 for 0 < r ≤ R′′ε , i.e. v(r) ≤ Cεrβε near 0.
This guarantees that u(r) ≤ Cεr−m+βε near 0. Since, there exists a sequence ti going
to −∞ such that v′(ti)→ 0 with ri = eti , then, r
p+1+l
p−1
i u
′(ri)→ 0 as ri → 0 and thus
lim
ri→0
rn−1i u
′(ri) = 0. (2.6)
By (1.2) and (2.6), we observe that
u′(r) = − 1
rn−1
∫ r
0
(K(r)up + µf)sn−1ds (2.7)
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for 0 < r ≤ R. Integrating (2.7) over [r, R], and changing the order of integration, we
have
u(r) =
∫ R
r
1
tn−1
[
∫ t
0(K(s)u
p + µf)sn−1ds]dt+ u(R)
≤ r2−n
n−2
∫ r
0 (K(s)u
p + µf)sn−1ds+ 1
n−2
∫R
r (K(s)u
p + µf)sds+ u(R).
(2.8)
Then, for small r > 0,
u(r) ≤
{
C(1 + r−m+pβ + r2−d if pβ 6= m, d > 2,
C(1 + | log r|+ r2−d) if pβ = m, d > 2.
If m + 2 − pβ ≤ d, then u(r) = O(r2−d) near 0. Otherwise, repeating the above
arguments with β replace by pβ leads to m+2− p2β > d and in turn m+2− pkβ > d
for any positive integer k, which is absurd. Therefore, we have u(r) = O(r2−d) near 0.
If d = 2, then it follows (2.8) that for small r > 0,
u(r) ≤
{
C(1 + r−m+pβ + | log r|) if pβ 6= m,
C(1 + | log r|) if pβ = m.
The case pβ 6= m can be dealt as same in the above. Therefore, u(r) = O(log r) near
0. On the other hand, if d < 2, then it follows (2.8) that for small r > 0,
u(r) ≤
{
C(1 + r−m+pβ) if pβ 6= m,
C(1 + | log r|) if pβ = m.
If −m+ pβ > 0, then u(r) = O(1) near 0. Otherwise, repeating the above arguments
with β replace by pβ leads to −m + p2β < 0 and in turn −m + pkβ < 0 for any
positive integer k, which is absurd. Therefore, we have u(r) = O(1) near 0. The proof
is completed.
3 Uniqueness of singular solution
In order to prove the Theorem 1, we need following Lemma
Lemma 3.2. Suppose thatK(r), f(r) satisfy the same condition as in the Theorem
2.2 except that d = m+ 2 is replaced by d < m+ 2. Let u(r) be a positive solution of
(1.2), then,
lim
r→0+
r
d
dr
(rmu(r)) = 0.
Proof. Let v(t) = rmu(r), r = et, then
v′′ + b0v
′ − Lp−1v + k(t)vp + µf(et)e(m+2)t = 0
or
(eb0tv′(t))′ + eb0t(k(t)vp − Lp−1v + µf(et)e(m+2)t) = 0.
Integrating from T to t for T < t, we have
eb0tv′(t)− eb0Tv′(T ) +
∫ t
T
eb0s(k(s)vp − Lp−1v + µf(es)e(m+2)s) = 0.
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By Corollary 2.3, we know that limt→−∞(k(t)v
p − Lp−1v + µf(et)e(m+2)t) = 0. Given
ε > 0, there exists tε such that |k(t)vp − Lp−1v + µf(et)e(m+2)t| < ε, when t < tε, and
|v′(t)| ≤ |eb0(T−t)v′(T )|+ ε
b0
(−e−b0(t−T ) + 1).
Letting T (if necessary, take a subsequence) go to −∞, we have |v′(t)| ≤ ε
b0
, if t <
tε, since ε can be arbitrary small, we conclude limt→−∞ v
′(t) = 0, or equivalently
limr→0+ r
d
dr
(rmu(r)) = 0.
Lemma 3.3.[11] Suppose f(t) and g(t) are continues functions, limt→+∞ f(t) =
b > 0, limt→+∞ g(t) = c > 0. Let y(t) be a solution of
y′′ − f(t)y′ + g(t)y = 0.
Then y(t) is unbounded as t→ +∞.
Proof of Theorem 1. First, we prove (1.2) has only one singular solution. Suppose
u1(r) and u2(r) are two different singular solutions. As we did in Lemma 3.2, let
vi(t) = r
mui(r), i = 1, 2, r = e
t, and h(t) = v2(t)
v1(t)
, then we have
h′′ + (b0 +
2v′1
v1
)h′ + k(t)vp−11 (h
p − h)− µf(et)e(m+2)t(h− 1
v1
) = 0.
Let Q(t) = h(−t) − 1, f(t) = b0 + 2v
′
1
v1
, g1(t) = k(t)v
p−1
1 (h
p − h)/(h − 1) when h 6= 1,
and g1(t) = (p− 1)k(t)vp−11 when h = 1, g2(t) = µf(et)e(m+2)t/v1, g(t) = g1(t)− g2(t).
Then Q(t) satisfies
Q′′ − f(−t)Q′ + g(−t)Q = 0.
SupposeQ(t) 6≡ 0. By Corollary 2.3 and Lemma 3.2, limt→−∞Q(t) = 0, limt→−∞Q′(t) =
0, limt→+∞ f(−t) = b0 and limt→+∞ g(−t) = c0. But by the Lemma 3.3, Q′(t) is un-
bounded as t→ +∞. The contradiction shows (1.2) has only one singular solution.
Now we show the existence of singular solution of (1.2). By Theorem A, for any
α > α∗∗, there exists a positive solution uα of (1.2) which is strictly increasing in α,
and rmuα <
L
[r−lK(r)]
1
p−1
by Lemma 2.2 of [6]. From (1.2) we have that
(rn−1u′α(r))
′ + rn−1(K(r)upα + µf(r)) = 0
Integrating from 0 to r, we have that, from the fact r−lK(r) is non-increasing,
u′α(r) = −
1
rn−1
∫ r
0
(K(s)upα(s) + µf)s
n−1
≤ L
p
rn−1
∫ r
0
sn−1−
2p
p−1K(s)−
1
p−1ds+
1
rn−1
(
∫ r0
0
+
∫ r
r0
µf(s)sn−1ds
≤ L
p
rn−1
r
l
p−1K(r)
−1
p−1
∫ r
0
sn−1−
2p
p−1
− l
p−1ds+ (Cr1−n + Cr1−q)
=
(p− 1)Lp
[(n− 2)p− (n + l)][rp+1K(r)] 1p−1
+ (Cr1−n + Cr1−q),
where r0 is positive number. Hence, u
′
α is uniformly bounded on any compact sub-
set of (0,∞) for α and consequently, uα is equicontinuous on any compact subset of
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(0,∞). By the Arzela-Ascoli Theorem and a standard diagonal argument, there exists
a sequence αj tending to ∞ as j →∞ such that uαj converges uniformly on compact
subsets, and thus U(r) := limαj→∞ uαj is continuous on (0,∞). From the Lemma 2.2
of [6], we have that, for each α > 0,
rmuα < r
mU(r) ≤ L/(r−lK(r)) 1p−1 on (0,∞).
Considering the equation
u′′α = −
n− 1
r
u′α −Kupα − µf, (3.1)
we observe that u′′α is uniformly bounded in α on any compact subset of (0,∞). The
Arzela-Ascoli Theorem implies again that there exists a subsequence of αj (still denote
it by αj) such that u
′
αj
(r) converges uniformly on any compact subset of (0,∞) as
αj → ∞. Then, U is differentiable on (0,∞) and u′αj(r) → U ′ uniformly on any
compact subset of (0,∞) as αj → ∞. By (3.1), u′′αj converges also uniformly on any
compact subset. Therefore, U ′ is differentiable on (0,∞) and u′′αj → U ′′ uniformly on
any compact subset of (0,∞) as αj →∞. From (3.1), letting j →∞, U ≥ 0 satisfies
U ′′ = −n− 1
r
U ′ −KUp − µf on (0,∞)
and is a singular solution. By the maximum principle, U > 0, which completes the
proof.
Acknowledgement
The authors would like to express their thanks to Prof Yi-Li for some helpful sug-
gestions and the referee for helpful comments.
References
[1] S. Bae, Separation structure of positive radial solutions of a semilinear elliptic equations
in Rn, J. Differential Equations 194 (2003) 460-499.
[2] S. Bae, T.-K. Chang, D.-H. Pank, Infinit multiplicity of positive entire solutions for a
semilinear elliptic equation, J. Differential Equations 181 (2002) 367-387.
[3] S. Bae, W.-M. Ni, Existence and infinite multiplicity for an inhomogenouse semilinear
elliptic equation on Rn, Math. Ann. 320 (2001) 191-210.
[4] G. Bernard, An inhomogenous semilinear equation in entire space, J. Differential Equa-
tions 125 (1996) 184-214.
[5] Y.-B. Deng, Y. Li, Y. Liu, On the stability of the positive radial steady states for a
semilinear Cauchy problem, Nonlinear Anal. 54 (2003) 291-318.
[6] Y.-B. Deng, Y. Li, F. Yang, On the stability of the positive steady states for a nonho-
mogeneous semilinear Cauchy problem, J. Differential Equations 228 (2006) 507-529.
8
[7] C.-F. Gui, Positive entire solutions of equation ∆u+ F (x, u) = 0, J. Differential Equa-
tions 99 (1992) 245-280.
[8] C.-F. Gui, On positive entire solutions of the elliptic equation ∆u + K(x)up = 0 and
its applications to Riemannian geometry, Proc. Roy. Soc. Edinburgh Sect. A 126 (1996)
225-237.
[9] Y. Li, Asymptotic behavior of positive solutions of equation ∆u + K(x)up = 0 in Rn,
J. Differential Equations 95 (1992) 304-330.
[10] Y. Li, W.-M. Ni, On conformal scalar curvature equations in Rn, Duke Math. J. 57
(1988) 895-924.
[11] Y. Liu, Y. Li, Y.-B. Deng, Separetion Property of solutions for a semilinear elliptic
equation, J. Differential Equations 163 (2000) 381-406.
[12] W.-M. Ni, On the elliptic equation ∆u+K(x)u
n+2
n−2 = 0, Its generalizations and appli-
cations in geometry, Indian Univ. Math. J. 31 (1982) 493-529.
[13] W.-M. Ni, S. Yotsutani, Semilinear elliptic equations of Matukuma type and relate
topics, Japan J. Appl. Math. 5 (1988) 1-32.
9
