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Abstract
The Musielak–Orlicz setting unifies variable exponent, Orlicz, weighted Sobolev,
and double-phase spaces. They inherit technical difficulties resulting from general
growth and inhomogeneity.
In this survey we present an overview of developments of the theory of existence
of PDEs in the setting including reflexive and non-reflexive cases, as well as isotropic
and anisotropic ones. Particular attention is paid to problems with data below
natural duality in absence of Lavrentiev’s phenomenon.
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1 Introduction
Vast literature describes various aspects of PDEs with the leading part of the operator
having a power–type growth with the preeminent example of the p-Laplacian. There
is a wide range of directions in which the polynomial growth case has been developed
including variable exponent, convex, weighted, and double-phase approaches. Musielak-
Orlicz spaces cover all of the mentioned cases. They are equipped with the norm defined
by means of
̺M(∇u) =
∫
Ω
M(x,∇u) dx,
called modular and M : Ω × RN → [0,∞) is then called a modular function. We call
this function non-homogeneous due to its x-dependence. We assume M to be convex with
respect to the gradient variable. Note thatM can be an anisotropic function, which means
that it depends on whole gradient∇u, not only its length |∇u| and the behaviour ofM may
vary in different directions. The typical anisotropic example isM(x,∇u) =
∑N
i=1 |uxi|
pi(x),
but the anisotropy does not have to be expressed by separation of roles of coordinates.
Let us point out a few basic references. We refer to pioneering works by Orlicz [169],
where variable exponent spaces are introduced, and by Zygmund [205] with elements
of Orlicz spaces. Variable exponent spaces are carefully treated in the monographs by
Cruz-Uribe and Fiorenza [67] and Diening, Harjulehto, Ha¨sto¨, and Ruzˇicˇka [74]. The
foundations of Orlicz spaces are described by Krasnosel’skii and Rutickii [131] and Rao
and Ren in [176]. The most exhaustive study on weighted Sobolev setting is presented by
Turesson in [191].
Passing to general Musielak-Orlicz spaces – the first systematic approach to non-
homogeneous setting with general growth was provided by Nakano [166], then Skaff [179,
180] and Hudzik [123, 124], but the key role in the functional analysis of modular spaces
is played by the comprehensive book by Musielak [164]. None of these sources is focused
on the theory of PDEs.
We start with a brief presentation of spaces included in the framework of the Musielak-
Orlicz setting in connection to PDEs highlighting only samples of vastness of results
therein. Our aim is to present difficulties that each of examples carry rather than to pro-
vide a comprehensive overview of results in each setting. Moreover, to keep our guide
pocket-sized we restrict ourselves to the theory of existence of solutions to problems in
classical euclidean spaces slipping over regularity issues comprehensively described in [158]
with further developments in variable exponent spaces mentioned in [119]. Particular at-
tention is paid here to the issue of existence to problems with data below natural duality
and relate them either to growth conditions, or to the absence of Lavrentiev’s phenomenon
when asymptotic behaviour of a modular function is sufficiently balanced.
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2 Overview of spaces
This section is devoted to concise summary of features and difficulties of spaces included
in the framework of the Musielak-Orlicz setting.
2.1 Sobolev spaces: classical, weighted, and anisotropic
The natural setting to study solutions to elliptic and parabolic partial differential equations
involving Laplace or p-Laplace operator
∆pu = div
(
|∇u|p−2∇u
)
are classical Sobolev spaces, when the modular function has a formM(x,∇u) = |∇u|p. Let
us restrict ourselves to the classical references [137, 138]. However, if one wants to study
more degenerate partial differential problems involving various types of singularities in the
coefficients, e.g. the weighted ω-p-Laplacian
∆ωpu = div
(
ω(x)|∇u|p−2∇u
)
,
the relevant setting are weighted Sobolev spaces, see [91, 122], where the modular function
is M(x,∇u) = ω(x)|∇u|p.
We refer to [132], where Kufner and Opic introduce the assumption sufficient for
the weighted space to be continuously embedded in L1loc(Ω), and consequently for any
function from the weighted space to have well-defined distributional derivatives. This
condition is called Bp–condition, and yields that the weight ω is a positive a.e. Borel
measurable function such that ω′ = ω−1/(p−1)(x) ∈ L1loc(Ω). This condition is weaker
than Ap-condition, cf. [161]. Turesson’s book [191] consists of a comprehensive study
on the case of Ap–weights. It provides weighted analogues of multiple results from the
theory of non-weighted Sobolev spaces and from non-weighted potential theory. Useful
embeddings are proven in [16, 168]. PDEs in the weighted setting are considered e.g.
in [34, 35, 41, 45, 49, 89, 90, 94].
To describe anisotropy, that is when energy density is not the same in various directions,
one can use the Sobolev space with different exponents. The model example involves
anisotropic ~p-Laplacian
∆~pu = div
(
N∑
i=1
|uxi|
pi−2uxi
)
with ~p = (p1, . . . , pN)
and thus, the appropriate space is
W 1,~p(Ω) :=
{
f ∈ W 1,1loc (Ω) : f ∈ L
p0(Ω), fxi ∈ L
pi(Ω), for i = 1, . . . , N
}
,
where p0 is a harmonic mean of p1, . . . , pN . See [52] for the embedding result.
The research on partial differential equations in the anisotropic setting comes back
to [157, 185, 192, 194] and with merely integrable data to [31]. For some results on regular-
ity and existence we refer to e.g. [88, 96, 97, 145, 182, 193], for other estimates on solutions
to [15, 11, 13], while for nonexistence to [71, 96].
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2.2 Variable exponent spaces
To describe setting in which energy density varies with the space variable, the basic idea
is to consider
∆p(x)u = div
(
|∇u|p(x)−2∇u
)
or ∆˜p(x)u = div
(
p(x)|∇u|p(x)−2∇u
)
.
Therefore, the relevant setting is provided in the framework of the variable exponent
Lebesgue space defined by the mean of the modular function M(x,∇u) = |∇u|p(x).
Namely,
Lp(·)(Ω) =
{
f - measurable :
∫
Ω
|f(x)|p(x)dx <∞
}
.
Variable exponent Lebesgue and Sobolev spaces have received significant attention. For
good theoretical basis we refer to books of Cruz-Uribe and Fiorenza [67] and of Diening,
Harjulehto, Ha¨sto¨, and Ruzˇicˇka [74]. Typical examples of equations involving the variable
exponent setting include models of electrorheological fluids [3, 175, 177], image restoration
processing [43], elasticity equations [201], and thermistor model [202]. Since the setting
is carefully examined and broad range of problems is already addressed, we mention only
a few attempts to basic properties of PDEs such as existence [75, 93, 148, 174], regularity
results [1, 2], maximal principle [118], and nonexistence [4, 83]. Existence to L1-data
problems within isotropic approach were studied in [24, 195] and anisotropic case in [22,
23]. For more information on this issue see Section 3. Let us refer also to the survey [119]
describing carefully developments of the theory of differential equations within the setting.
Complicated further setting of weighted variable exponent spaces are considered e.g. from
the point of view of harmonic analysis in [65].
Variable exponent spaces are reflexive for every exponent 1 << p <<∞, which equippes
with lots of tools of functional analysis. Nonetheless, we deal with difficulties resulting from
non-homogeneity of such space, namely, from the fact that density of smooth functions
depends on the regularity of a modular function. If exponent is not regular enough, we
meet so-called Lavrentiev’s phenomenon [140, 200], originally meaning the situation when
the infimum of a variational problem over regular functions (e.g. smooth or Lipschitz)
is strictly greater than infimum taken over the set of all functions satisfying the same
boundary conditions. See e.g. [200, Example 3.2] by Zhikov with p(·) being a step function.
The notion of the Lavrentiev phenomenon became naturally generalised to describe the
situation, where functions from certain spaces cannot be approximated by regular ones,
cf. Section 4.
Its presence plays an important role in the calculus of variations [63], but also in the ex-
istence theory [74], and homogenization (see Zhikov’s pioneering work [200] and more
in [203, 204]). Typically to ensure density of smooth functions the assumption imposed
on exponent is log-Ho¨lder continuity, see [74] where one can find an explanation that this
is not always a necessary condition. Nonetheless, it is handy and certainly the most com-
monly assumed one. This entails that, although the x-dependence of p enables to study
problems with different exponents in various subdomains, PDEs considered in the setting
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are in the overwhelming majority formulated for log-Ho¨lder exponents, which excludes
dramatic changes of the energy density. The opposite approach is taken into account in
double-phase spaces.
2.3 Double-phase spaces
The natural direction of relaxing power-type growth of the leading part of the operator
relaxing is considering the growth sandwiched between two power-type functions comes
from Marcellini [153, 154]. Here we concentrate on the particular non-uniformly elliptic
operator of this kind, namely,
div
((
|∇u|p−2 + a(x)|∇u|q−2
)
∇u
)
with 1 < p < q < ∞ and a weight function a : Ω → [0,∞) which may disappear,
that can describe the diffusion-type process in the space whose certain subdomains are
distinguished from the others. In this case we shall consider modular function given by
the formula
M(x,∇u) = H(x, |∇u|) = |∇u|p + a(x)|∇u|q
and – corresponding to solutions to an equation involving the above non-uniformly elliptic
operator – minimizers of variational functionals, cf. [21, 62, 63, 64].
This case is related to the variable exponent space with an exponent being a step
function, rather than with the weighted Sobolev space. With this analogy notice that
it describes the composite material having on {x ∈ Ω : a(x) = 0} the energy density
with p-growth, whereas on {x ∈ Ω : a(x) > 0} the growth of order q. The relation
between the double-phase space and the variable exponent one is explored in [20]. The
space investigated therein, being kind of borderline line case of the double-phase space, is
equipped with
M(x,∇u) = Hlog(x, |∇u|) = |∇u|
p + a(x)|∇u|p log(e+ |∇u|).
The key feature of both settings (the double-phase space and its borderline case) is that
regularity of the weight function a dictates the ellipticity rate of the energy density indi-
cating the range of parameters necessary to ensure good properties of the space including
the modular approximation, cf. Definition 4 and Remark 3.
The double-phase spaces appeared originally in context of homogenization and
the Lavrentiev phenomenon (see [203] and Section 2.2). Let us mention that recently
regularity theory of minimisers to variational functionals in this setting is getting increas-
ing attention, starting from [63, 62]. In this context the optimal approximation in the
modular topology (called also absence of Lavrentiev’s phenomenon in [63] and Gossez’s
approximation theorems in [8], cf. Section 4) plays crucial role in the sharp regularity
results. As far as a variable exponent is expected to be log-Ho¨lder continuous, here the
exponents p < q should be close to each other. The optimal closeness condition in the case
of a Ho¨lder continuous weight a ∈ C0,α obtained in [88] requires q/p ≤ 1 + α/N . There
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is an interesting counterexample provided by Colombo and Mingione in [63, Theorem 4.1]
that illustrates the sharpness of this condition. To exclude Lavrentiev’s phenomenon in
the borderline case it is needed that a is log-Ho¨lder continuous – the same what is assumed
on the variable exponent in the corresponding context. What is more, it is interesting to
note that, while considering the variable exponent functional and the borderline case of
the double phase functional, the regularity conditions to assume on the exponent p(x) and
the coefficient a(x) in order to get regularity of minimizers, are the same. See [20] for
detailed information on the nature of the mutual relation of these two function spaces.
Let us note that the double-phase space together with the borderline case with bounded
a ≥ 0 and 1 < p, q < ∞ are reflexive, no matter how is the interplay of the parameters
or how irregular the weight is.
2.4 Isotropic and anisotropic Orlicz spaces
Let us concentrate on the operator of the form
div
(
B(∇u)
|∇u|2
∇u
)
,
where to come back to p–Laplacian one shall choose B(t) = |t|p. Problems involving B with
growth more general than just of power-type are studied from Talenti [186], Donaldson [78],
and Gossez [103] with new spirit given by Fusco and Sbordone [99], Lieberman [143] and
Cianchi [51]. The applied motivation for the Orlicz setting includes modelling of non-
Newtonian fluids [36] and of elastodynamics [167]. In the framework of Orlicz spaces a
modular function then has the form M(x,∇u) = B(∇u) with B being an N -function, i.e.
convex function with B(0) = 0 and accelerating faster than linear in the origin and in the
infinity. The natural setting is the space
LB(Ω) =
{
f - measurable :
∫
Ω
B(f(x))dx <∞
}
.
As in the variable exponent case the relevant form of norm has the Luxemburg type,
i.e.
‖f‖LB(Ω) := inf
{
λ > 0 :
∫
Ω
B
(
f(x)
λ
)
dx ≤ 1
}
.
Note that this definition is not isotropic. This approach is classically homogeneous (B
is not a function of the space variable), but admit modular functions B far from being
of power-type as well. In particular, we can expect exponentially fast growth
B(t) = |t| exp |t|
or slower than any power strictly bigger than 1
B(t) = |t| log(1 + |t|)
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or mixed condition (other in the origin and in infinity, or in various directions).
We refer to the short book with the basics of isotropic Orlicz spaces by Krasnosel’skii and
Rutickii [131] introducing the setting in a geometric way. The classical, comprehensive
book of Rao and Ren [176] systematises the framework, while [6, Section 8] highlights
clearly the crucial points of the theory relevant to isotropic differential equations.
In the functional analysis of the Orlicz setting the key role is played by B∗ – the
defined below complementary function (called also the Young conjugate, or the Legendre
transform) to a function B : RN → R. The complementary function is given by the
following anisotropic formula
B∗(η) = sup
ξ∈RN
(ξ · η − B(ξ)), η ∈ RN .
See [131] for appropriate explanation how B and B∗ complement each other accompanied
by nice graphs. To give a basic example let us note that
B(s) =
1
p
|s|p =⇒ B∗(s) =
1
p′
|s|p
′
.
Typically the assumptions on growth control of B play technical role, whereas describing
growth of B∗ fixes a structure of a space.
Growth restrictions
Major part of the studies concern the case when a modular function satisfies ∆2–condition
called also the doubling condition and denoted M ∈ ∆2 or ∆2({M}) < ∞. We say that
an N -function M : RN → R satisfies ∆2–condition, if there exists a constant c∆2 > 0 such
that
B(2ξ) ≤ c∆2B(ξ).
Note that the condition is anisotropic, since it describes the behaviour in every direction.
Obviously, power-type functions
B1(ξ) = |ξ|
p with 1 < p <∞,
as well as Zygmund-type functions
B2(ξ) = |ξ|
p logα(1 + |ξ|) with 1 < p <∞ and α ≥ 0
satisfy ∆2-condition. Moreover, their conjugates B
∗
1 , B
∗
2 ∈ ∆2. What is more, the fam-
ily of functions satisfying ∆2-condition is invariant with respect to multiplications and
compositions. Let us indicate that this condition excludes too quick growth. When we
consider
B(ξ) = (1 + |ξ|) log(1 + |ξ|)− |ξ| ∈ ∆2,
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we note that its complementary function does not satisfy ∆2-condition. Indeed,
B∗(ξ) = exp(|ξ|)− |ξ| − 1 6∈ ∆2.
Moreover, in the isotropic case when a function B is differentiable the condition
1 < iB = inf
t>0
tB′(t)
B(t)
≤ sup
t>0
tB′(t)
B(t)
= sB <∞
is equivalent to B,B∗ ∈ ∆2, [176, Section 2.3, Theorem 3], denoted sometimes
∆2({B,B
∗}) < ∞, cf. [73]. Indeed, if sB < ∞ then B ∈ ∆2, whereas iB > 1 entails
the ∆2-condition imposed on B
∗. Note that if B,B∗ ∈ ∆2, then B is trapped between
two power–type functions, i.e.
B(t)
tiB
is nondecreasing and
B(t)
tsB
is nonincreasing,
see [176, Section 2.3]. The reverse implication is not true. There exist functions sandwiched
between tp and tq for arbitrary 1 < p < q and not satisfying ∆2-condition. See [46] for
a construction.
If we do not restrict the growth of a modular function B, the Orlicz space LB is not
reflexive and – thus – weak and weak-∗ convergence does not coincide. What is more, in
reflexive spaces we are equipped with Mazur’s Lemma implying that we do not leave the
space, when we construct a function as a weak limit of smooth ones. To ensure reflexiveness
in the Orlicz case, it is necessary and sufficient to impose ∆2-condition on both – a modular
function and its conjugate. See related Section 2.5.
Modular topology
When the growth of a modular function is arbitrary another type of approximation is
more appropriate. In his seminal paper [103] Gossez proves that weak derivatives in
Orlicz-Sobolev spaces are strong derivatives with respect to the modular topology given
by the definition of the modular convergence
ξδ
M
−−→
δ→0
ξ ⇐⇒ ∃λ>0 :
∫
Ω
B
(
ξδ − ξ
λ
)
dx→ 0.
Therefore, the modular closure is the relevant tool in this setting.
Embeddings
For Sobolev–Orlicz spaces expected embedding theorems hold true, namely
W 1,B0 (Ω) →֒ LBˆ(Ω), Ω ⊂ R
N ,
with Bˆ growing in a certain sense faster than B. The classical references are [5, 79, 187,
189]. The embedding theorems optimal from certain points of view comes from Cianchi
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and are concisely described in [56]. In the case of quickly growing modular function,
i.e. under the integral condition corresponding to the case of p-growth with p > N , it
holds that W 1,B0 →֒ L
∞. When B grows slowly, corresponding to p ≤ N , we expect
W 1,B0 →֒ LBˆ. Let us refer to [50] for best possible embeddings into Orlicz target space
and to [53] for embeddings into Lorentz-Orlicz spaces being optimal target among all
rearragement invariant spaces. The fully anisotropic optimal version of [50] is provided
in [52], whereas the higher-order embeddings can be found in [54].
There are certain simple versions of modular Sobolev-Poincare´ inequalities implying
W 1,B0 (Ω) →֒ LBN′ (Ω), N
′ = N/(N − 1). They are indeed far from optimal, but for some
purposes very handy since capturing all kinds of growth, see [19, 46].
Sample of PDE results
The classical reference for existence in the reflexive isotropic Orlicz-Sobolev setting is the
already mentioned paper [186] by Talenti. We refer for other results on existence and
gradient estimates to [10, 12, 60, 160, 44, 59, 61], nonexistence [95, 126], regularity [143,
144, 58] and then [37, 73], and foundations of the potential theory to [19].
The cornerstones of nonlinear boundary value problems in non-reflexive Orlicz-Sobolev-
type setting were laid by Donaldson [78] and Gossez [101, 102, 103]. We refer to a very
nice survey on elliptic problems [165] by Mustonen and Tienari, while the most relevant
reference on parabolic ones are [85, 86] by Elmahi and Meskine. This research was con-
tinued in direction of problems with data below natural duality [84, 87] and the degree
theory [104, 139, 188]. Fully anisotropic Orlicz spaces were engaged in PDEs in [55]
and [9, 10, 11, 14, 18].
Amongst the very few regularity results outside spaces when a modular function is con-
trolled by power-type functions, we shall refer to [98] for investigations on slowly growing
functionals (L logL), to [155] capturing quick growth (exponential), and [156] admitting
both slow and quick (but not arbitrary) growth. We give more information on solu-
tions to problems with data below duality in Section 3, thus we give here sole references
to [7, 26, 141].
Difficulties
Let us describe main struggles of the Orlicz setting with some ideas how to cope with
them.
Anisotropy. Anisotropic modular function that can be considered is not necessarily
describing each direction separately, i.e.
B(ξ) =
N∑
i=1
Bi(ξi) ξ = (ξ1, . . . , ξN) ∈ R
N .
A modular function (and then the space) which does not admit the above decomposition
is called fully anisotropic. The two-dimensional example of fully anisotropic function
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provided in [190] is
B(ξ) = |ξ1 − ξ2|
α + |ξ1|
β logδ(c+ |ξ1|), α, β ≥ 1,
and δ ∈ R if β > 1, or δ > 0 if β = 1, with c >> 1 large enough to ensure convexity.
In the fully anisotropic case to ensure that the Luxemburg-type norm is still a norm,
besides convexity, a modular function has to be even (B(ξ) = B(−ξ)). See Definition 1
and ignore x-dependence. Note that the structure of a space is poorly controlled and
admissible tools are restricted. The behaviour of B can be wilder than in the above
example, because the speed of growth can change dramatically with the direction. Let us
point out that unlike the isotropic case, where we can define the Orlicz-Sobolev space as{
u ∈ LB(Ω) : ∇u ∈ LB(Ω;R
N)
}
,
in the fully anisotropic case, we shall rather consider{
u ∈ L1(Ω) : ∇u ∈ LB(Ω;R
N )
}
or
{
u ∈ Lb(Ω) : ∇u ∈ LB(Ω;R
N)
}
with some isotropic N -function b growing essentially less rapidly than B. Note that
symmetrization technique [52] leads to a different embedding i.e. u ∈ Lb with b = BN
constructed therein.
Many facts holding in the isotropic case are not true in the anisotropic setting any-
more. It concerns in particular those which describe the interplay between a behaviour of
a modular function and its complementary.
The technique with the fundamental meaning in anisotropic Orlicz spaces is symmetriza-
tion coming from [130, 173]. It has been developed in PDE context in [52, 55] and applied
in studies on existence and regularity [9, 15, 14, 10, 11, 18]. For symmetrization-free ap-
proach in the setting let us refer to [109, 141] and results in the Musielak-Orlicz setting
mentioned in Sections 2.5 and 3. The important issue is then to choose proper growth
and coercivity conditions to by-pass the lack of structure of a space.
Description of growth and coercivity. Let us consider problems modelled upon
−divA = f or ut − divA = F,
where A is going to be governed by a modular function B.
In an Orlicz space
B,B∗ ∈ ∆2 ⇐⇒ LB∗ = (LB)
∗,
see [6, Section 8]. See also Section 2.5 for Definition 2 and some remarks on the functional
analysis of Musielak-Orlicz spaces, that applies also here while ignoring x-dependence.
Note that in the Orlicz case classes EB and LB does not coincide outside ∆2–family of the
modular functions.
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Thus, growth and coercivity conditions can be expressed similarly to the typical as-
sumptions in the power-type case with B(ξ) = |ξ|p, 1 < p <∞, namely
A(x, ξ)ξ ≥ B(|ξ|) and |A(x, ξ)| ≤ cB′(|ξ|),
cf. [60], which is enough to control the structure of the space. The reason for which the
above conditions are sufficient is the fact that in the doubling case we have
B∗
(
B′(s)
)
≤ cB(s) implying B′(s) ≤ (B∗)−1
(
cB(s)
)
.
Then we deal with proper dual pairing. Namely, for a solution u, such that ∇u ∈ LB
we get A(·,∇u) ∈ LB∗ = (LB)
∗. Let us stress again that it is not the case of B without
growth restrictions, e.g. spaces L logL or Lexp. In fact, outside the doubling case we shall
rather consider
A(x, ξ)ξ ≥ B(|ξ|) and |A(x, ξ)| ≤ c1(B
∗)−1
(
c2B(|ξ|)
)
,
cf. [85, 101, 160, 165].
If one wants to keep anisotropic structure more relevant would be to consider
A(x, ξ)ξ ≥ B(ξ) and B∗
(
c1A(x, ξ)
)
≤ c2B(ξ)
or to hide them both in one assumption as e.g. in [112, 106]
c
(
B(ξ) +B∗
(
A(x, ξ)
))
≤ A(x, ξ)ξ.
Lack of factorization. On the other hand, there are noticable difficulties in the study
on parabolic problems resulting from the lack of the integration by parts formula, which
therefore has to be formulated in an advanced way. There are two main reasons for this.
The first one is the lack of strong density of smooth functions described more carefully
in Section 4 (as already mentioned above the modular topology in more relevant in the
setting), whereas the second one is that in general
LB(ΩT ) 6= LB(0, T ;LB(Ω)).
Indeed, to ensure equality, the growth of B has to be restricted.
Proposition 1 ([100]). Suppose Ω ⊂ RN is a bounded subset, T <∞, B : [0,∞)→ [0,∞)
is an N-function. Then
LB(ΩT ) = LB(0, T ;LB(Ω))
if and only if there exist constants k0, k1, such that for every s ≥ 1/T and r ≥ 1/|Ω| it
holds that
k0B
−1(s)B−1(r) ≤ B−1(sr) ≤ k1B
−1(s)B−1(r).
The above condition, due to [176, Chapter II.2.3, Proposition 12], is equivalent to the fact
that the growth of B is comparable to a certain power-type function with a fixed exponent.
Traces and extensions. Let us only mention that the theory of the trace operator is
not yet extensively examined. There are results within the doubling setting [136, 170]
developed in [57] and further in [125] towards Orlicz-Slobodetskii spaces.
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2.5 General Musielak-Orlicz setting
The general isotropic approach is investigated starting from the pioneering monograph
of Nakano [166] and articles by Skaff [179, 180] and Hudzik [123, 124]. The preemi-
nent role for the functional analysis of Musielak-Orlicz spaces is played by the mono-
graph of Musielak [164]. Applications in modelling involving the setting start from clas-
sical Ball’s paper [17] on elasticity, investigated recently e.g. in [42, 129]. We refer
also to [107, 108, 110, 111, 196, 197] for some developments arising around the theory
of non-Newtonian fluids and for existence to some parabolic problems within the setting
to [183, 184]. Nowadays intensively investigated fields are also potential theory [115],
harmonic analysis [72, 121], regularity theory [116, 120], and homogenization within the
setting is studied in [39, 40]. We want to stress embedding results of [66, 152]. Coming
back to PDEs we note that [184] and [48] investigate existence of parabolic problems, when
modular function depends not only on the space variable, but also on time, that is – in the
space changing with time. Renormalized solutions to L1-data problems in nonreflexive
anisotropic Musielak-Orlicz spaces are considered in the elliptic setting in [106, 112, 113]
and in the parabolic one in [47, 48, 114]. More on this issue can be found in Section 3.
Basic definitions
In general, we refrain from precise formulations here, but the following ones have a fun-
damental meaning and cannot be omitted. Note that they are all anisotropic.
Definition 1. Suppose Ω ⊂ RN is an open bounded set. A function M : Ω× RN → R is
called an N-function if it satisfies the following conditions:
1. M is a Carathe´odory function (i.e. measurable with respect to x and continuous with
respect to the last variable), such that
i) M(x, 0) = 0
ii) infx∈ΩM(x, ξ) > 0 for ξ 6= 0,
iii) M(x, ξ) = M(x,−ξ) a.e. in Ω;
2. M(x, ξ) is a strictly convex function with respect to ξ,
3. lim|ξ|→0 ess supx∈Ω
M(x,ξ)
|ξ|
= 0,
4. lim|ξ|→∞ ess infx∈Ω
M(x,ξ)
|ξ|
=∞.
Remark 1. We call an N-function M locally integrable if for any fixed c ∈ RN and any
measurable set K ⊂ Ω we have ∫
K
M(x, c)dx <∞.
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Definition 2. Let M be a locally integrable N-function. We deal with three Orlicz-
Musielak classes of functions.
i) LM(Ω) — a generalised Orlicz-Musielak class is the set of all measurable functions
ξ : Ω→ RN such that ∫
Ω
M(x, ξ(x)) dx <∞.
ii) LM(Ω) — a generalised Orlicz-Musielak space is the smallest linear space containing
LM(Ω), equipped with the Luxemburg norm
||ξ||LM(Ω) = inf
{
λ > 0 :
∫
Ω
M
(
x,
ξ(x)
λ
)
dx ≤ 1
}
.
iii) EM(Ω) — the closure in LM -norm of the set of bounded functions.
Remark 2. Let us point out that outside ∆2-family LM is not a linear space and that
space EM(Ω) is separable. Directly from the definition we know that
EM(Ω) ⊂ LM(Ω) ⊂ LM (Ω).
Definition 3. The Young conjugate M∗ to a function M : Ω× RN → R is defined by
M∗(x, η) = sup
ξ∈RN
(ξ · η −M(x, ξ)), η ∈ RN , x ∈ Ω.
Fact 1 ([196]). If M is a locally integrable N-function, then we have the duality
(EM(Ω))
∗ = LM∗(Ω).
Definition 4. We say that a sequence {ξδ}δ converges modularly to ξ in LM (Ω) (and
denote it by ξδ
M
−−→
δ→0
ξ), if there exists λ > 0 such that
∫
Ω
M
(
x,
ξδ − ξ
λ
)
dx→ 0.
Main challenges
Let us summarise difficulties resulting from inhomogeneity and Orlicz–type growth obvi-
ously applying here.
Structure. The considerations on structure of growth and coercivity conditions prob-
lems modelled upon
−divA(x,∇u) = f or ∂tu− divA(t, x,∇u) = f, (1)
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with A governed by M are basically the same as in the Orlicz setting. In the anisotropic
Musielak-Orlicz case under no growth restrictions should read
A(x, ξ)ξ ≥M(x, ξ) and M∗
(
x,A(x, ξ)
)
≤ cM(x, ξ) (2)
or be merged in one assumption
c
(
M(x, ξ) +M∗
(
x,A(x, ξ)
))
≤ A(x, ξ)ξ. (3)
Let us imprecisely say that ∇u is considered in LM and A(x,∇u) in LM∗ , where in
general LM∗ 6= (LM )
∗. We explain further consequences.
Elliptic PDEs can be posed in isotropic Musielak–Orlicz–Sobolev spaces, namely
Wm0 LM(Ω) =
{
u ∈ W 1,10 (Ω) : u ∈ LM (Ω), D
αu ∈ LM(Ω), |α| ≤ m
}
,
but in the anisotropic setting there is no generalisation of symmetrization techniques and
related embeddings. Thus, as in e.g. [106, 112], the problems are more likely to be posed
in Musielak–Orlicz spaces having the following structure
V M0 (Ω) = {ϕ ∈ W
1,1
0 (Ω) : ∇ϕ ∈ LM (Ω)}. (4)
Sometimes the meaning of zero boundary value is defined in some other way, e.g. simply
by extension by zero outside Ω, see [60], or by the closure of smooth compactly supported
in Ω in proper topology, see [8].
Due to the same reason anisotropic parabolic problems would be then considered, as in
e.g. [47, 48, 114], in
V MT (Ω) = {u ∈ L
1(0, T ;W 1,10 (Ω)) : ∇u ∈ LM(ΩT )}. (5)
Note that whenever M is a locally integrable N -function, each of the spaces Wm0 LM(Ω),
V M0 (Ω), V
M
T (Ω) is a Banach space, cf. [196].
Lavrentiev’s phenomenon. As much as the modular convergence is a natural tool in
the Orlicz setting [103], it is still of great significance in Musielak-Orlicz spaces. Here as
well weak derivatives are strong ones with respect to the modular topology, but only in
absence of Lavrentiev’s phenomenon.
It is well known in the inhomogeneous setting of variable exponent spaces, as well as of
the double-phase space, that one is equipped with the density of the smooth functions only
if the interplay between the behaviour of the modular function with respect to each of the
variables is balanced. This delicate interplay acts on a global level. Indeed, as initially
noticed in the papers of Zhikov [202, 203], in the variable exponent case the conditions
on the exponent p(x) ensuring the absence of Lavrentiev’s phenomenon and the density
of smooth functions via mollification, are the same as those required for the regularity
of minimizers. The same phenomenon extends to the several other energies including
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double phase, see for instance [8, 20, 88, 202, 203]. See Section 4 for more details in the
general setting.
Lack of the integration-by-parts formula. The lack of the integration-by-parts formula
as in Orlicz spaces, see Section 2.4, is a meaningful difficulty. It is necessary in passing
from distributional formulation of an equation to the particular class of test functions
involving the solution itself. Note that in fighting with this the modular approximation
plays key role, cf. [47, 48, 114].
Growth restrictions
We already pointed out how important and structural is the role of the ∆2–condition
in the Orlicz setting, which is obviously forwarded to Musielak-Orlicz spaces. Let us
present a generalized version of the condition and discuss its role.
The Orlicz definition of ∆2-condition can be slightly generalized by additive x-dependent
preturbation. We say that an N -function M : Ω×RN → R satisfies ∆2–condition, if there
exists a nonnegative integrable function h : Ω→ R such that for some constant c∆2 > 0
M(x, 2ξ) ≤ c∆2M(x, ξ) + h(x) for a.e. x ∈ Ω.
Note that, as in Orlicz spaces, the family of functions satisfying ∆2 condition is invariant
with respect to multiplications and compositions.
Doubling examples. Let us present examples of non-homogeneous and possibly
anisotropic modular functions, for which M,M∗ ∈ ∆2:
• M(x, |ξ|) = |ξ|p(x), where 1 << p << ∞; covering variable exponent case with
possibly not regular exponent;
• M(x, |ξ|) = |ξ|p(x) logα(x)(e + |ξ|), where 1 << p << ∞ and α ≥ 0, or 1 ≤ p << ∞
and α >> 0;
• M(x, ξ) =
∑
i ai(x)|ξi|
pi(x), where 1 << pi <<∞, weight functions ai are nonnega-
tive and bounded a.e. in Ω, and there is no subset of Ω, where all ai disappear; this
case covers anisotropic weighted variable exponent case with possibly not regular
exponent;
• M1(x, |ξ|) = |ξ|
p + a(x)|ξ|q or M2(x, |ξ|) = |ξ|
p + a(x)|ξ|p log(e+ |ξ|), where 1 < p <
q <∞ and a weight function a : Ω→ [0,∞) is bounded and possibly touching zero;
covering the case of the double-phase space;
• M1(x, |ξ|) = |ξ|
p(x)+ a(x)|ξ|q(x) or M2(x, |ξ|) = |ξ|
p(x)+ a(x)|ξ|p(x) log(e+ |ξ|), where
1 << p < q << ∞ and a weight function a : Ω → [0,∞) is bounded and possibly
touching zero; covering the case of variable exponent double-phase space;
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• M(x, ξ) =M0(ξ)+
∑k
i=1 ai(x)Mi(ξ), k ∈ N, or M(x, ξ) =M0(ξ)+
∑N
i=1 ai(x)Mi(ξi),
where the Orlicz modular functions Mi,M
∗
i ∈ ∆2, while the weight functions ai :
Ω → [0,∞) are bounded and possibly touching zero; covering anisotropic weighted
Orlicz case under the most common nonstandard growth conditions.
Non–doubling examples. There is a vast range of N -functions not satisfying ∆2-
condition, for instance:
• M(x, ξ) = a(x) (exp(|ξ|)− 1 + |ξ|) with a bounded weight a : Ω→ (0,∞);
• M(x, ξ) = a(x)|ξ| log(e+ |ξ|) + b(x)|ξ|p with 1 < p <∞ with bounded and possibly
touching zero weights a, b : Ω → [0,∞), if only there is not subset of Ω of positive
measure, where both of them disappear;
• M(x, ξ) = M1(ξ) + a(x)M2(ξ) with bounded and possibly touching zero weight
a : Ω → [0,∞) relating to the double phase space, but with Mi 6∈ ∆2 for i = 1
or i = 2. Recall that M 6∈ ∆2 can be trapped between two power-type functions,
see [46] for a construction;
• M(x, ξ) = a(x)
(
exp(|ξ1|)−1
)
+ |ξ|p(x), ξ = (ξ1, . . . , ξN) with a bounded and possibly
touching zero weight a : Ω → [0,∞) and variable exponent 1 << p << ∞ on
{x : a(x) = 0}. It is an example of a fully anisotropic modular function (with not
separated roles of coordinates of the second variable);
• M(x, ξ) = a(x)|ξ1|
p1(x) (1 + | log |ξ||) + exp(|ξ2|
p2(x)) − 1, when (ξ1, ξ2) ∈ R
2 and
pi : Ω→ [1,∞]. It is also an example of a fully anisotropic modular function.
The role of growth control. The remarkable consequences of the doubling condition,
which we want to expose in the beginning are the following facts:
M ∈ ∆2 =⇒ EM(Ω) = LM(Ω) = LM(Ω),
and
EM∗
M∗∈∆2====== LM∗
M is loc. int.
========= (EM )
∗ M∈∆2===== (LM)
∗.
Thus, the space equipped with M,M∗ ∈ ∆2 is reflexive and separable, which essentially
simplifies methods of PDEs. Then, also the modular topology coincides with the norm one.
What is more, ifM is locally integrable, the set of simple functions integrable on Ω is dense
in LM(Ω) with respect to the modular topology, [164]. Unlike variable exponent Lebesgue
spaces or the double phase space generalised Musielak-Orlicz spaces with M 6∈ ∆2 or
M∗ 6∈ ∆2 stop to be separable or reflexive.
The further consequences of growth control or its lack in the theory of existence of renor-
malized solutions to problems of the type (1) are described in Section 3.
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3 Problems with data below duality
In studies of partial differential equations of a general form
−divA(x,∇u) = f or ∂tu− divA(t, x,∇u) = f,
when f belongs to the natural dual space to the leading part of the operator, there are
already classical existence results. We can mention here those in various settings starting
from the classical linear case involving Laplacian e.g. [181, 146], the power-type growth
involving p-Laplacian e.g. [137, 138], ending with those posed in the Orlicz setting with ∆2
structure [185, 186] or without growth restrictions [102, 101]. In Musielak-Orlicz spaces
existence of weak solutions to problems with bounded data are provided in [48, 105, 106,
183, 184].
The challenge starts, when one wants to consider less regular data, namely f merely
integrable.
3.1 Necessity of special notion of solutions
Investigating problems
−divA(x,∇u) = f ∈ L1(Ω) and ∂tu− divA(t, x,∇u) = f ∈ L
1(ΩT ) (6)
involving A with a growth governed by a function from the Orlicz class we need to employ
a special notion of solutions. The reason is that data is merely integrable and it does not
belong to the natural dual space to the leading part of the operator. To illustrate the issue
let us think first about the classical Poisson equation on RN , namely{
−∆u = f,
u = 0.
Its solution can be expressed by the mean of the Green function G via the formula
u(x) =
∫
RN
f(y)G(x, y) dy
N>2
= c(N)
∫
RN
f(y)
1
|x− y|N−2
dy,
which apparently does not belong to the natural energy space W 1,2(Ω), when f ∈ L1(Ω).
To find a solution one needs to consider a generalised notion of solutions. The easy
way would be analysing distributional solutions, but then we cannot ensure uniqueness.
The classical example of Serrin [178] concerns a linear homogeneous equation of the type
div(A(x)Du) = 0 defined on a ball, with strongly elliptic and bounded, measurable matrix
A(x), that has at least two distributional solutions, among which only one belongs to
the natural energy space W 1,2(B). Nonetheless, not accidentally the second solution is
called pathological. The point is to distinguish solutions having proper interpretation,
say physical interpretation, excluding wild ones. The framework which we need should
provide unique and interpretable solutions.
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Therefore, the key property expected from an interesting special notion of solutions
besides existence is uniqueness. The problem with uniqueness appearing in the linear
equation is obviously shared by the p-harmonic problem −∆pu = f ∈ L
1(Ω), as well as its
anisotropic, Orlicz, and Musielak-Orlicz generalisations. Indeed, consider (6), where the
growth of A – the leading part of the operator is governed by M via conditions (2) or (3).
When on the right–hand side data is merely integrable the weak formulations of (6), i.e.∫
Ω
A(x,∇u)∇ϕdx =
∫
Ω
fϕ dx,
cannot be expected to hold for every ϕ ∈ V M0 (Ω) given by (4), respectively, in parabolic
case, the weak formulation
−
∫
ΩT
(u− u0)∂tϕdx dt+
∫
ΩT
A(t, x,∇u) · ∇ϕdx dt =
∫
ΩT
f ϕ dx dt,
cannot hold with every ϕ ∈ V MT (Ω) given by (5).
Let us stress once again that under no growth conditions onM orM∗ the understanding
of the dual pairing complicates due to
(LM)
∗ 6= LM∗
and even for nice data an approximation result is needed from the very beginning. Indeed,
we cannot test an equation by the solution itself (or even its truncation) in order to get
a priori estimates, because ∇u is considered in LM and A(x,∇u) is supposed to live in
LM∗ . In order to get a priori estimates, we need to test the formulation by a sequence
of functions admissible in proper pairings and convergent in the modular topology to the
solution. See how it works e.g. in [106, 47].
3.2 Various notions of solutions
There are a few classical notions of solutions introduced in order to consider a datum f
not belonging to the dual space.
DiPerna and Lions investigating the Boltzmann equation in order to deal with this
challenge introduced the notion of renormalized solutions in [76] with fundamental devel-
opments by Boccardo, Giachetti, Diaz, and Murat [33] and Murat [162]. Another seminal
idea for problems with L1-data comes from Boccardo and Galloue¨t [29, 30], who studied
the solutions obtained as a limit of approximation, SOLA for short. Finally, the entropy
solutions are considered starting from cornerstones laid by Benilan, Boccardo, Galloue¨t,
Gariepy, Pierre, and Vazque´z [25], Boccardo, Galloue¨t, and Orsina [32], and Dall’Aglio [70].
Below we present the definitions in the simplest case presenting clearly the main ideas,
i.e. in the case of p-harmonic elliptic problem with merely integrable data, namely
−∆pu = f ∈ L
1(Ω). (7)
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It should be stressed from the beginning that the mentioned distinct notions of solutions
can coincide. See [127] for an elliptic result and [82] for the equivalence between entropy
and renormalized solutions to parabolic problems with polynomial growth and [198, 199]
for the corresponding results in the variable exponent and the Orlicz settings, respectively.
To our best knowledge there are no such results in Musielak-Orlicz spaces.
Before we present the definitions of the three notions of solutions, we introduce the sym-
metric truncation given by
Tk(f)(s) =
{
f(s), if |f(s)| ≤ k,
k f(s)
|f(s)|
, if |f(s)| ≥ k.
We note that according to [25, Lemma 2.1], for every u ∈ W 1,1(Ω), there exists a unique
measurable function Zu : Ω→ R
N such that
∇(Tt(u)) = χ{|u|<t}Zu a.e. in Ω, for every t > 0.
Thus, in the theory Zu is called the generalized gradient of u and, abusing the notation,
for u in the space of truncations, it is written simply ∇u instead of Zu.
We consider the space of truncations
T 1,p(Ω) = {u is measurable in Ω : Tk(u) ∈ W
1,p(Ω) ∀k>0},
where zero trace can be defined in several ways, for instance as in
T 1,p0 (Ω) = {u is measurable in Ω : Tk(u) ∈ W
1,p
0 (Ω) ∀k>0}.
We are in position to present the three notions.
Definition 5. We call a function u ∈ W 1,1loc (Ω) a SOLA to (7), if problems
−∆puk = fk ∈ L
∞(Ω)
with k ∈ N and
lim
k→∞
∫
Ω
ϕ fk dx =
∫
Ω
ϕ f dx for every function ϕ ∈ Cc(Ω)
and lim sup
k→∞
∫
B
fk dx ≤
∫
B
f dx for every ball B ⊂ Ω,
have solutions {uk}k ⊂W
1,p
loc (Ω) such that
uk −−−⇀
k→∞
u weakly in W 1,ploc (Ω).
Definition 6. We call a function u an entropy solution to (7), when
(E1) u ∈ T 1,p0 (Ω).
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(E2) for every ϕ ∈ C∞c (Ω) and for every k > 0 we have∫
{|u−ϕ|<k}
|∇u|p−2∇u · (∇u−∇ϕ) dx ≤
∫
Ω
Tk(u− ϕ)f dx ∀k>0
Definition 7. We call a function u a renormalized solution to (7), when it satisfies
the following conditions.
(R1) u ∈ T 1,p0 (Ω).
(R2) For every h ∈ C1c (R) and all ϕ ∈ W
1,p
0 ∩ L
∞(Ω) we have∫
Ω
|∇u|p−2∇u · ∇(h(u)ϕ)dx =
∫
Ω
fh(u)ϕdx.
(R3)
∫
{l<|u|<l+1}
|∇u|p dx→ 0 as l →∞.
Stressing the role of the generalized gradient Zu is of particular meaning when we
compare renormalized or entropy solutions to SOLA. Indeed, the notion of SOLA takes
into account only u ∈ W 1,1loc (Ω), which in the case of equations involving the p-Laplace
operator and arbitrary measure data requires p > 2− 1/N . For an explanation see [25].
There are also certain other notions also sharing fundamental property of uniqueness
for L1-data. Recently in [60] in the Orlicz setting the notion of approximable solutions
has been introduced, somehow merging the ideas of SOLA and entropy solutions, see
also [10, 46].
Some of the mentioned results are relevant in the context of measure data problems. Let
us refer to [29, 30, 32, 68, 69, 128] and further to e.g. [27, 80, 163] for elliptic results and [28,
38] and further to e.g. [82, 171, 172] for parabolic ones. Nonetheless, the uniqueness in
the case of arbitrary measure data is a long-standing open problem.
We note that for solutions with data below the natural duality we can provide gradient
estimates. As for already classical result we to [30], and further to [159, 77]. The global
approach to estimates to measure data problems, that works both in the case of very weak
solutions and in the case of energy solutions, has been provided via potential estimates.
For a full account of estimates for general elliptic equations of p-Laplace-type in the scalar
case we refer to [133], while for the vectorial one to [135], whereas the corresponding
results for parabolic problems are provided in [134]. For gradient estimates to solutions in
generalized settings see [44, 58, 59, 60, 61, 145].
3.3 Towards nonstandard growth and inhomogeneity
Let us concentrate on the nonstandard growth problems.
Elliptic existence. For the existence results for elliptic problems with nonstandard
growth and data below duality we refer to [7, 26, 81, 92, 112, 113, 117, 141, 147]. Note
that [24, 195] concern isotropic variable exponent spaces, while [22, 23, 141] the anisotropic
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ones. Isotropic and reflexive Orlicz spaces are employed in [7, 26, 60, 61, 80], isotropic
and nonreflexive in [46], while anisotropic and nonreflexive ones in [10]. In [92, 117,
147] isotropic, separable and reflexive Musielak-Orlicz spaces are employed, [81] studies
separable, but not reflexive Musielak-Orlicz spaces, while in anisotropic and non-reflexive
Musielak-Orlicz spaces in [106, 112, 113].
Parabolic existence. For results concerning parabolic problems we refer to [24, 47,
48, 114, 142, 149, 198, 199]. Among them the variable exponent setting is employed
in [24, 142, 198] and non-reflexive Orlicz-Sobolev spaces are studied in [149, 199]. Problems
stated in the anisotropic and non-reflexive Musielak-Orlicz spaces in [114] under certain
growth conditions on a modular function and in [47, 48] under regularity restrictions only.
Note that in [48] the investigated space is inhomogeneuos not only with respect to x, but
also to the time variable.
The framework. Let us concentrate on problems stated in the Musielak-Orlicz setting
with data below duality of the type
−divA(x,∇u) = f ∈ L1(Ω) and ∂tu− divA(t, x,∇u) = f ∈ L
1(ΩT )
under growth and coercivity given by the means of an inhomogeneous and anisotropic
N -function of general growth via conditions having the form (2) or (3). Solutions to such
problems would live in spaces of truncations (cf. Definitions 6, and 7)
T V M(Ω) = {u is measurable in Ω : Tk(u) ∈ W
1,1
0 (Ω), ∇Tk(u) ∈ LM(Ω) ∀k>0},
T V MT (Ω) = {u is measurable in Ω : Tk(u) ∈ L
1(0, T ;W 1,10 (Ω)) : ∇Tk(u) ∈ LM (ΩT ) ∀k>0}.
Let us recall the notion of generalized gradient Zu which, abusing the notation, is usually
denoted by ∇u despite in general u 6∈ W 1,1loc (Ω).
In the case of renormalized solutions the key property expected from this type of so-
lutions, which ensures proper interpretation and uniqueness, describes radiation control.
Namely, we expect decay of energy on the level sets of the solution, which here has a form∫
{l<|u|<l+1}
A(x,∇u) · ∇u dx −−−→
l→∞
0.
The role of ∆2-condition. We would like to highlight here the role of the technical
assumption M ∈ ∆2 and the structural assumption M
∗ ∈ ∆2 in studies on (1) and its
generalisations in nonreflexive and anisotropic Musielak-Orlicz spaces due to the instance
of [106, 47, 48, 112, 114]. The main idea in each of these papers involves showing existence
of weak solutions to a bounded regularized problem, then passing to a non-regularized
problem with bounded data, and finally to a non-regularized problem with L1-data. This
is a multi-stage construction of solutions via passing to the limit starting with regular
(smooth) functions. An interesting idea of proofs in the parabolic case in [47, 48, 114] is
that the notion of renormalized solution is employed to get weak solution to truncated
and regularized problem.
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Typically assumption M ∈ ∆2 can be imposed for reflexivity, facilitation of computa-
tions (e.g. factoring a constant out of a modular function), classical embeddings, or the
Aubin Lions Lemma (in order to get almost everywhere convergence). To use the Sobolev
embedding it may be enough instead of M ∈ ∆2 to assume essentially less restrictive
condition M(x, ξ) ≥ c|ξ|1+ε for |ξ| > |ξ0| and arbitrarily small ε > 0 (as in [112, 114]). To
obtain almost everywhere convergence one can use the comparison principle (as in [47]).
Let us stress that resigning from ∆2-condition on the conjugate of a modular function
is much more demanding, since it essentially affects the understanding of the dual pair-
ing. This problem is striking. While testing equation by Tk(u) (in order to get a priori
estimates), assumption M∗ ∈ ∆2 fixes structure of a space. Indeed, we expect the duality
pairing:
∇Tk(u) ∈ LM and A(x,∇Tk(u)) ∈ LM∗
M∗∈∆2====== EM∗ predual to LM ,
followed by [112, 114]. Otherwise, that is when M∗ 6∈ ∆2 (i.e. very fast, or slow, or
having irregular growth – cf. Section 2.4), to pass it by we need to employ some ap-
proximate sequence (Tk(u))δ of admissible functions converging in the modular topology.
However, since a space is inhomogeneous, we expect Lavrentiev’s phenomenon and growth
restrictions cannot be just skipped – they can be traded towards regularity ones. Namely,
modular function has to satisfy a condition related to the log-Ho¨lder continuity of a vari-
able exponent capturing decent interplay between a behaviour of a modular function with
respect to the space and the gradient variable. See Section 4 for more information.
The proofs in [106, 47, 48] are formulated under no growth conditions and in the absence
of Lavrentiev’s phenomenon. The method keeps a solution in the modular closure of
smooth functions, which coincides with the strong closure when M,M∗ ∈ ∆2. Thus,
to avoid considering Lavrentiev’s phenomenon, it can be assumed instead that M,M∗ ∈
∆2 and then an approximation via Mazur’s Lemma turns to be sufficient in order to
get existence of renormalised solutions. In turn, the mentioned studies include (without
additional assumptions) in particular
i) the anisotropic Orlicz case under no growth restrictions,
ii) reflexive spaces, that is among others: the variable exponent, the weighted Sobolev,
and the double phase space.
4 Density and approximation
One of important features of the non-homogeneous setting that Musielak-Orlicz spaces
inherit is problem with density of smooth functions, which is closely related to absence of
the Lavrentiev phenomenon [140]. It is necessary to know how to exclude the possibility
of existence of functions which cannot be approximated by regular ones.
The Lavrentiev phenomenon was already mentioned in the context of variable exponent
spaces (with M(x, s) = |s|p(x)) with not regular p(·), cf. [200], and in the context of the
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double-phase spaces (with M(x, s) = |s|p+ a(x)|s|q) with p and q are far from each other,
cf. [63]. In brief, if a Musielak-Orlicz space is equipped with a modular function whose
behaviour is not sufficiently balanced, there exist functions that cannot be approximated
in the relevant topology by regular (smooth) functions.
The above examples involve reflexive spaces, when the modular topology coicides with
the strong one. The strong closure of the smooth functions, however, is not a relevant type
of handy approximation here. In fact, as in Orlicz spaces (see Section 2.4) in nonreflexive
Musielak-Orlicz spaces the relevant topology is not the norm topology, but the modular
one. The fundamental results by Gossez [103] in the Orlicz setting are extended to the
anisotropic Musielak-Orlicz setting in [106] and refined in the isotropic case in [8] under
regularity restrictions on the modular function.
Let us stress again that it entails that kind of the Meyers-Serrin theorem, saying that
weak derivatives are strong ones with respect to the modular topology, in Musielak-Orlicz
spaces holds only in absence of Lavrentiev’s phenomenon.
Assumptions on the modular function
To ensure the modular density of smooth functions, it is necessary to impose a restriction
balancing a behaviour of a modular function M for big |ξ| and small changes of the space
variable.
In the isotropic case in [106], the authors prove that it suffices to impose onM continuity
condition of log-Ho¨lder-type with respect to x, namely for each ξ ∈ RN and x, y, such that
|x− y| < 1
2
we have
M(x, ξ)
M(y, ξ)
≤ max
{
|ξ|
−
a1
log |x−y| , b
−
a1
log |x−y|
1
}
, with some a1 > 0, b1 ≥ 1.
Note that this condition forM(x, ξ) = |ξ|p(x) relates to the log-Ho¨lder continuity condition
for a variable exponent p, namely there exists a > 0, such that for x, y close enough and
|ξ| ≥ 1
|p(x)− p(y)| ≤
a
log
(
1
|x−y|
) .
Indeed, whenever |ξ| ≥ 1
M(x, ξ)
M(y, ξ)
=
|ξ|p(x)
|ξ|p(y)
= |ξ|p(x)−p(y) ≤ |ξ|
a
log( 1|x−y|) = |ξ|−
a
log |x−y| .
Let us refer to the approaches of [117, 120] and [150, 151], where the authors deal
with the isotropic modular function of the form M(x, ξ) = |ξ|φ(x, |ξ|). As for the types
of regularity, in [150, 151] the authors restrict themselves to the case when
φ(x, |ξ|) ≤ cφ(y, |ξ|) when |ξ| ∈ [1, |x− y|−n].
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Meanwhile in [117, 120], the proposed condition yields
φ(x, b|ξ|) ≤ φ(y, |ξ|) when φ(y, |ξ|) ∈ [1, |x− y|−n].
In the end we point out that it is explained in [106, 8], why it was necessary to fix the
previously existing proofs of the approximation theorems whose insufficient conditions got
somehow propagated.
Gossez’s approximation theorems
Let us go to the conditions capturing the known optimal cases, i.e. the log-Ho¨lder con-
dition on the exponent in the variable exponent case and the double-phase space with
α-Ho¨lder continuous weight a within the sharp range of the involved parameters. Merg-
ing approaches of [106, 8] we consider the modular function M be a locally integrable
N -function. We present the approximation result when M with arbitrary growth satisfies
anisotropic condition (M) or much easier to interpret isotropic condition (M i) given below.
(M) Consider
Mx,ε(s) := inf
y∈B(x,ε)
M(y, s), ε > 0,
and (Mx,ε)
∗∗ =
(
(Mx,ε)
∗
)∗
standing for its the second conjugate (coinciding with
its greatest convex minorant). Assume that there exists a function Θ :
[
0, 1/2] ×
[0,∞)→ [0,∞) such that Θ(·, s) and Θ(x, ·) are nondecreasing functions and for all
x, y ∈ Ω with |x− y| ≤ 1
2
and for any constant c > 0
M(y, s) ≤ Θ(|x− y|, s)(Mx,ε)
∗∗(s) with lim sup
ε→0+
Θi(ε, cε−N) <∞.
(M i) Assume that there exists a function Θi :
[
0, 1/2]× [0,∞)→ [0,∞) such that Θi(·, s)
and Θi(x, ·) are nondecreasing functions and for all x, y ∈ Ω with |x − y| ≤ 1
2
and
for any constant c > 0
M(y, s) ≤ Θi(|x− y|, s)M(x, s) with lim sup
ε→0+
Θ(ε, cε−N) <∞.
The following approximation result can be understood as excluding the Lavrentiev phe-
nomenon in the class of Musielak-Orlicz spaces equipped with modular functions satisfying
regularity condition (M). Let us recall that modular convergence is defined in Definition 4.
Theorem 1. Assume that Ω ⊂ RN is a bounded Lipschitz domain and a locally integrable
N-function M satisfies (M) or (M i). Then for every u ∈ V M0 (Ω) ∩ L
∞(Ω), there exist
λ > 0 and a sequence of functions uδ ∈ C
∞
c (Ω) such that ∇uδ → ∇u modularly in LM(Ω)
for δ → 0.
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The above theorem implies modular approximation result in the variable exponent case
under the log-Ho¨lder continuity assumption on an exponent. Recall that variable exponent
spaces (with 1 << p << ∞) are reflexive and, consequently, modular and strong closure
coincides. Therefore, as a result we end with approximation in the norm topology.
Example 1. We have the following isotropic examples of pairs M and Θ satisfying (M),
and thus are admissible in our results on density of smooth functions, [8].
1. Orlicz. If M(x, s) = M(s) is independent of x, then it satisfies obviously (M)
by choosing Θ(τ, s) = 1. Anisotropic case included.
2. Variable exponent. Suppose that M(x, s) = |s|p(x), 1 << p <<∞, satisfies (M)
with Θ(τ, s) = max{sω(τ), s−ω(τ)}, where ω(τ) = c/(log(1/τ)) is modulus of continu-
ity of p. Thus, it is ensured when p is log-Ho¨lder continuous.
3. Borderline double-phase. When M(x, s) = |s|p + a(x)|s|p log(e + |s|), condi-
tion (M) is satisfied with Θ(τ, s) = 1 + ω(τ) log(e + s−N), where ω(τ) is modulus
of continuity of a. For this it is enough to deal with log-Ho¨lder continuous a.
4. Musielak-Orlicz. Let M(x, s) =
∑K
i=1 ki(x)Mi(s) + M0(x, s), where for all
i = 1, · · · , K there exist functions Θi :
[
0, 1/2]→ R+ satisfying
ki(x) ≤ Θi(|x− y|)ki(y) with lim
ε→0+
Θi(ε) <∞,
whereas M0(x, s) satisfies (M) with Θ0. Then, we can take
Θ(τ, s) =
K∑
i=0
Θi(τ, s).
Similar example can be provided with M(x, s) =
∑N
i=1 ki(x)Mi(si) +M0(x, s).
The method of [106, 8] leads to the sharp result when a modular function has at least
power-type growth, then we can relax (M i) to the following one (the difference in claim
is under the limsup).
(M ip) Assume that M satisfies
M(x, s) ≥ c|s|p with p > 1 and c > 0
and there exists a function Θi :
[
0, 1/2] × [0,∞) → [0,∞) such that Θi(·, s) and
Θi(x, ·) are nondecreasing functions and for all x, y ∈ Ω with |x−y| ≤ 1
2
and for any
constant c > 0
M(y, s) ≤ Θi(|x− y|, s)M(x, s) with lim sup
ε→0+
Θ(ε, cε−
N
p ) <∞.
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Theorem 2. Assume that Ω ⊂ RN is a bounded Lipschitz domain and a locally integrable
N-function M satisfies (M ip). Then for every u ∈ V
M
0 (Ω)∩W
1,p
0 (Ω), there exist λ > 0 and
a sequence of functions uδ ∈ C
∞
c (Ω) such that ∇uδ →∇u modularly in LM(Ω) for δ → 0.
There is an interesting application concerning the celebrated case of the Musielak-Orlicz
space, when a modular function has at least power-type growth, namely the double-phase
space. Let us recall H(x, s) = |s|p + a(x)|s|q.
Example 2 (Double phase). Consider 1 < p < q and nonnegative a ∈ C0,αloc (Ω) with
α ∈ (0, 1], then M = H satisfies the (M ip) with
Θ(τ, |s|) = Caτ
α|s|q−p + 1
with proper limit within the sharp range of parameters, namely
q
p
≤ 1 +
α
N
. (8)
When we denote the associated space
W 1,H(Ω) =
{
u ∈ W 1,10 (Ω) : H(·, |∇u|) ∈ L
1(Ω)
}
,
we have the following consequence, which is sharp due to [63, Theorem 4.1].
Remark 3. Suppose p, q > 1, α ∈ (0, 1), and a ∈ C0,α(Ω) satisfying (8). Then for any
u ∈ W 1,p0 (Ω) ∩W
1,H(Ω) there exist a sequence {uδ}δ ⊂ C
∞
c (Ω) converging to u:
uδ −−→
δ→0
u in W 1,p(Ω) and ∇uδ
M
−−→
δ→0
∇u modularly in W 1,H(Ω),
which entails H(·,∇uδ) −−→
δ→0
H(·,∇u) in L1(Ω).
We have yet another example, for which [8] gives the approximation within the pre-
scribed below family of exponents and parameters.
Example 3 (Variable exponent double phase). Consider 1 < p− < p < q << ∞ and
nonnegative a ∈ C0,αloc (Ω) with α ∈ (0, 1], then M(x, s) = s
p(x) + a(x)sq(x) satisfies (M ip)
with
Θ(τ, |s|) = max{sωp(τ), s−ωp(τ)}+max{sωq(τ), s−ωq(τ)}
(
Caτ
α|s|supx∈Ω
(
q(x)−p(x)
)
+ 1
)
which has the proper limit if
p, q are log-Ho¨lder continuous and sup
x∈Ω
(
q(x)− p(x)
)
≤ αp−/N.
This coincides with the sharp range (8) in the constant exponent case, that is we are then
again in Example 2.
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Regularity of domain
Using the already existing proofs it is easy to provide the above results for broader class
of Ω, but only to segment or cone property.
Open problem. How far can we resign from the assumption on a regularity of the bound-
ary ∂Ω in Theorems 1 and 2?
Let us note that known approximation results not only in anisotropic Musielak-Orlicz
spaces cf. [106, 8], but even in homogeneous and isotropic setting of Orlicz spaces broader
class of domains considered are ones satisfying segment property, cf. [103]. Relaxing
requirement on regularity of ∂Ω in each of the mentioned settings results would attract
attention.
References
[1] E. Acerbi, I. Fonseca, and G. Mingione. Existence and regularity for mixtures
of micromagnetic materials. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci.,
462(2072):2225–2243, 2006.
[2] E. Acerbi and G. Mingione. Regularity results for a class of functionals with non-
standard growth. Arch. Ration. Mech. Anal., 156(2):121–140, 2001.
[3] E. Acerbi and G. Mingione. Regularity results for stationary electro-rheological
fluids. Arch. Ration. Mech. Anal., 164(3):213–259, 2002.
[4] T. Adamowicz and P. Go´rka. The Liouville theorems for elliptic equations with
nonstandard growth. Commun. Pure Appl. Anal., 14(6):2377–2392, 2015.
[5] R. A. Adams. On the Orlicz-Sobolev imbedding theorem. J. Functional Analysis,
24(3):241–257, 1977.
[6] R. A. Adams and J. J. F. Fournier. Sobolev spaces, volume 140 of Pure and Applied
Mathematics (Amsterdam). Elsevier/Academic Press, Amsterdam, second edition,
2003.
[7] L. Aharouch, J. Bennouna, and A. Touzani. Existence of renormalized solution of
some elliptic problems in Orlicz spaces. Rev. Mat. Complut., 22(1):91–110, 2009.
[8] Y. Ahmida, I. Chlebicka, P. Gwiazda, and A. Youssfi. Gossez’s approximation the-
orems in Musielak-Orlicz-Sobolev spaces. submitted, arXiv:1711.06145, 2017.
[9] A. Alberico. Boundedness of solutions to anisotropic variational problems. Comm.
Partial Differential Equations, 36(3):470–486, 2011.
[10] A. Alberico, I. Chlebicka, A. Cianchi, and A. Zatorska-Goldstein. Fully anisotropic
elliptic problem with L1 or measure data. preprint, 2018.
27
[11] A. Alberico and A. Cianchi. Comparison estimates in anisotropic variational prob-
lems. Manuscripta Math., 126(4):481–503, 2008.
[12] A. Alberico, A. Cianchi, and C. Sbordone. Gradient regularity for quasilinear elliptic
Dirichlet problems in the plane. Nonlinear Anal., 145:143–161, 2016.
[13] A. Alberico, G. di Blasio, and F. Feo. Comparison results for nonlinear anisotropic
parabolic problems. Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl., 28(2):305–322,
2017.
[14] A. Alberico, G. di Blasio, and F. Feo. Estimates for fully anisotropic elliptic equa-
tions with a zero order term. arXiv:1711.10559, 2017.
[15] A. Alberico, G. di Blasio, and F. Feo. A priori estimates for solutions to anisotropic
elliptic problems via symmetrization. Math. Nachr., 290(7):986–1003, 2017.
[16] C. T. Anh and T. D. Ke. On quasilinear parabolic equations involving weighted p-
Laplacian operators. NoDEA Nonlinear Differential Equations Appl., 17(2):195–212,
2010.
[17] J. M. Ball. Convexity conditions and existence theorems in nonlinear elasticity.
Arch. Rational Mech. Anal., 63(4):337–403, 1976/77.
[18] G. Barletta and A. Cianchi. Dirichlet problems for fully anisotropic elliptic equations.
Proc. Roy. Soc. Edinburgh Sect. A, 147(1):25–60, 2017.
[19] P. Baroni. Riesz potential estimates for a general class of quasilinear equations.
Calc. Var. Partial Differential Equations, 53(3-4):803–846, 2015.
[20] P. Baroni, M. Colombo, and G. Mingione. Nonautonomous functionals, borderline
cases and related function classes. St. Petersburg Math. J., 27(3):347–379, 2016.
[21] P. Baroni, M. Colombo, and G. Mingione. Regularity for general functionals with
double phase. Calc. Var. Partial Differential Equations, 57(2):57–62, 2018.
[22] M. Bendahmane, K. H. Karlsen, and M. Saad. Nonlinear anisotropic elliptic and
parabolic equations with variable exponents and L1 data. Commun. Pure Appl.
Anal., 12(3):1201–1220, 2013.
[23] M. Bendahmane, M. Langlais, and M. Saad. On some anisotropic reaction-diffusion
systems with L1-data modeling the propagation of an epidemic disease. Nonlinear
Anal., 54(4):617–636, 2003.
[24] M. Bendahmane, P. Wittbold, and A. Zimmermann. Renormalized solutions for a
nonlinear parabolic equation with variable exponents and L1-data. J. Differential
Equations, 249(6):1483–1515, 2010.
28
[25] P. Be´nilan, L. Boccardo, T. Galloue¨t, R. Gariepy, M. Pierre, and J.-L. Va´zquez. An
L1-theory of existence and uniqueness of solutions of nonlinear elliptic equations.
Ann. Scuola Norm. Sup. Pisa Cl. Sci., 22 (4)(2):241–273, 1995.
[26] A. Benkirane and J. Bennouna. Existence of renormalized solutions for some ellip-
tic problems involving derivatives of nonlinear terms in Orlicz spaces. In Partial
differential equations, volume 229 of Lecture Notes in Pure and Appl. Math., pages
125–138. Dekker, New York, 2002.
[27] M. F. Betta, A. Mercaldo, F. Murat, and M. M. Porzio. Uniqueness of renormalized
solutions to nonlinear elliptic equations with a lower order term and right-hand side
in L1(Ω). ESAIM Control Optim. Calc. Var., 8:239–272, 2002. A tribute to J. L.
Lions.
[28] L. Boccardo, A. Dall’Aglio, T. Galloue¨t, and L. Orsina. Nonlinear parabolic equa-
tions with measure data. J. Funct. Anal., 147(1):237–258, 1997.
[29] L. Boccardo and T. Galloue¨t. Nonlinear elliptic and parabolic equations involving
measure data. J. Funct. Anal., 87(1):149–169, 1989.
[30] L. Boccardo and T. Galloue¨t. Nonlinear elliptic equations with right-hand side
measures. Comm. Partial Differential Equations, 17(3-4):641–655, 1992.
[31] L. Boccardo, T. Galloue¨t, and P. Marcellini. Anisotropic equations in L1. Differential
Integral Equations, 9(1):209–212, 1996.
[32] L. Boccardo, T. Galloue¨t, and L. Orsina. Existence and uniqueness of entropy
solutions for nonlinear elliptic equations with measure data. Ann. Inst. H. Poincare´
Anal. Non Line´aire, 13(5):539–551, 1996.
[33] L. Boccardo, D. Giachetti, J. I. Diaz, and F. Murat. Existence and regularity of
renormalized solutions for some elliptic problems involving derivatives of nonlinear
terms. J. Differential Equations, 106(2):215–237, 1993.
[34] M. Bonforte, J. Dolbeault, M. Muratori, and B. Nazaret. Weighted fast diffusion
equations (Part I): Sharp asymptotic rates without symmetry and symmetry break-
ing in Caffarelli-Kohn-Nirenberg inequalities. Kinet. Relat. Models, 10(1):33–59,
2017.
[35] M. Bonforte and N. Simonov. Quantitative a priori estimates for fast diffusion
equations with Caffarelli-Kohn-Nirenberg weights. Harnack inequalities and Ho¨lder
continuity. arXiv:1804.03537, 2018.
[36] D. Breit and A. Cianchi. Negative Orlicz-Sobolev norms and strongly nonlinear
systems in fluid mechanics. J. Differential Equations, 259(1):48–83, 2015.
29
[37] D. Breit and A. Verde. Quasiconvex variational functionals in Orlicz-Sobolev spaces.
Ann. Mat. Pura Appl. (4), 192(2):255–271, 2013.
[38] M. Bul´ıcˇek, L. Consiglieri, and J. Ma´lek. On solvability of a non-linear heat equation
with a non-integrable convective term and data involving measures. Nonlinear Anal.
Real World Appl., 12(1):571–591, 2011.
[39] M. Bul´ıcˇek, P. Gwiazda, M. Kalousek, and A. S´wierczewska-Gwiazda. Homoge-
nization of nonlinear elliptic systems in nonreflexive Musielak–Orlicz spaces. ArXiv,
(1703.08355), 2017.
[40] M. Bul´ıcˇek, P. Gwiazda, M. Kalousek, and A. S´wierczewska-Gwiazda. Existence
and homogenization of nonlinear elliptic systems in nonreflexive spaces. ArXiv,
(1801.07590), 2018.
[41] P. Caldiroli and R. Musina. On a variational degenerate elliptic problem. NoDEA
Nonlinear Differential Equations Appl., 7(2):187–199, 2000.
[42] K. Che lmin´ski and S. Owczarek. Renormalised solutions in thermo-visco-plasticity
for a Norton-Hoff type model. Part II: the limit case. Nonlinear Anal. Real World
Appl., 31:643–660, 2016.
[43] Y. Chen, S. Levine, and M. Rao. Variable exponent, linear growth functionals in
image restoration. SIAM J. Appl. Math., 66(4):1383–1406 (electronic), 2006.
[44] I. Chlebicka. Gradient estimates for problems with Orlicz growth. preprint, 2018.
[45] I. Chlebicka, P. Dra´bek, and A. Ka lamajska. Caccioppoli–type estimates and Hardy–
type inequalities derived from degenerated p–harmonic problems. submitted, 2016.
[46] I. Chlebicka, F. Giannetti, and A. Zatorska-Goldstein. Elliptic problems in the Orlicz
setting without growth restrictions with measure or L1 data. preprint, 2018.
[47] I. Chlebicka, P. Gwiazda, and A. Zatorska-Goldstein. Well-posedness of parabolic
equations in the non-reflexive and anisotropic the Musielak-Orlicz spaces in the class
of renormalized solutions. submitted, arXiv:1707.06097, 2017.
[48] I. Chlebicka, P. Gwiazda, and A. Zatorska-Goldstein. Parabolic equation in
Musielak-Orlicz space dependent on time and space in absence of Lavrentiev’s phe-
nomenon. preprint, 2018.
[49] I. Chlebicka and A. Zatorska-Goldstein. Existence to nonlinear parabolic problems
with unbounded weights. submitted, arXiv:1611.07904, 2017.
[50] A. Cianchi. A sharp embedding theorem for Orlicz-Sobolev spaces. Indiana Univ.
Math. J., 45(1):39–65, 1996.
30
[51] A. Cianchi. Boundedness of solutions to variational problems under general growth
conditions. Comm. Partial Differential Equations, 22(9-10):1629–1646, 1997.
[52] A. Cianchi. A fully anisotropic Sobolev inequality. Pacific J. Math., 196(2):283–295,
2000.
[53] A. Cianchi. Optimal Orlicz-Sobolev embeddings. Rev. Mat. Iberoamericana,
20(2):427–474, 2004.
[54] A. Cianchi. Higher-order Sobolev and Poincare´ inequalities in Orlicz spaces. Forum
Math., 18(5):745–767, 2006.
[55] A. Cianchi. Symmetrization in anisotropic elliptic problems. Comm. Partial Differ-
ential Equations, 32(4-6):693–717, 2007.
[56] A. Cianchi. On some aspects of the theory of Orlicz-Sobolev spaces. In Around the
research of Vladimir Maz’ya. I, volume 11 of Int. Math. Ser. (N. Y.), pages 81–104.
Springer, New York, 2010.
[57] A. Cianchi. Orlicz-Sobolev boundary trace embeddings. Math. Z., 266(2):431–449,
2010.
[58] A. Cianchi and N. Fusco. Gradient regularity for minimizers under general growth
conditions. J. Reine Angew. Math., 507:15–36, 1999.
[59] A. Cianchi and V. Maz’ya. Global boundedness of the gradient for a class of nonlinear
elliptic systems. Arch. Ration. Mech. Anal., 212(1):129–177, 2014.
[60] A. Cianchi and V. Maz’ya. Quasilinear elliptic problems with general growth and
merely integrable, or measure, data. Nonlinear Anal., 164:189–215, 2017.
[61] A. Cianchi and V. Maz’ya. Second-order two-sided estimates in nonlinear elliptic
problems. to appear in Arch. Ration. Mech. Anal., 2018.
[62] M. Colombo and G. Mingione. Bounded minimisers of double phase variational
integrals. Arch. Ration. Mech. Anal., 218(1):219–273, 2015.
[63] M. Colombo and G. Mingione. Regularity for double phase variational problems.
Arch. Ration. Mech. Anal., 215(2):443–496, 2015.
[64] M. Colombo and G. Mingione. Caldero´n-Zygmund estimates and non-uniformly
elliptic operators. J. Funct. Anal., 270(4):1416–1478, 2016.
[65] D. Cruz-Uribe, L. Diening, and P. Ha¨sto¨. The maximal operator on weighted variable
Lebesgue spaces. Fract. Calc. Appl. Anal., 14(3):361–374, 2011.
[66] D. Cruz-Uribe and P. Ha¨sto¨. Extrapolation and interpolation in generalized Orlicz
spaces. Trans. Amer. Math. Soc., 2018.
31
[67] D. V. Cruz-Uribe and A. Fiorenza. Variable Lebesgue spaces. Applied and Numer-
ical Harmonic Analysis. Birkha¨user/Springer, Heidelberg, 2013. Foundations and
harmonic analysis.
[68] G. Dal Maso, F. Murat, L. Orsina, and A. Prignet. Definition and existence of
renormalized solutions of elliptic equations with general measure data. C. R. Acad.
Sci. Paris Se´r. I Math., 325(5):481–486, 1997.
[69] G. Dal Maso, F. Murat, L. Orsina, and A. Prignet. Renormalized solutions of
elliptic equations with general measure data. Ann. Scuola Norm. Sup. Pisa Cl. Sci.,
28 (4)(4):741–808, 1999.
[70] A. Dall’Aglio. Approximated solutions of equations with L1 data. Application to
the H-convergence of quasi-linear parabolic equations. Ann. Mat. Pura Appl. (4),
170:207–240, 1996.
[71] L. D’Ambrosio. Liouville theorems for anisotropic quasilinear inequalities. Nonlinear
Anal., 70(8):2855–2869, 2009.
[72] L. Diening. Maximal function on Musielak-Orlicz spaces and generalized Lebesgue
spaces. Bull. Sci. Math., 129(8):657–700, 2005.
[73] L. Diening and F. Ettwein. Fractional estimates for non-differentiable elliptic systems
with general growth. Forum Math., 20(3):523–556, 2008.
[74] L. Diening, P. Harjulehto, P. Ha¨sto¨, and M. Ru˚zˇicˇka. Lebesgue and Sobolev spaces
with variable exponents, volume 2017 of Lecture Notes in Mathematics. Springer,
Heidelberg, 2011.
[75] T. Dinu. Entire solutions of multivalued nonlinear Schro¨dinger equations in Sobolev
spaces with variable exponent. Nonlinear Anal., 65(7):1414–1424, 2006.
[76] R. J. DiPerna and P.-L. Lions. On the Cauchy problem for Boltzmann equations:
global existence and weak stability. Ann. of Math. (2), 130(2):321–366, 1989.
[77] G. Dolzmann, N. Hungerbu¨hler, and S. Mu¨ller. The p-harmonic system with
measure-valued right hand side. Ann. Inst. H. Poincare´ Anal. Non Line´aire,
14(3):353–364, 1997.
[78] T. Donaldson. Nonlinear elliptic boundary value problems in Orlicz-Sobolev spaces.
J. Differential Equations, 10:507–528, 1971.
[79] T. K. Donaldson and N. S. Trudinger. Orlicz-Sobolev spaces and imbedding theo-
rems. J. Functional Analysis, 8:52–75, 1971.
32
[80] G. Dong and X. Fang. Existence results for some nonlinear elliptic equations with
measure data in Orlicz-Sobolev spaces. Bound. Value Probl., pages 2015:18, 22,
2015.
[81] G. Dong and X. Fang. Differential equations of divergence form in separable
Musielak-Orlicz-Sobolev spaces. Bound. Value Probl., pages 2016:106, 19, 2016.
[82] J. Droniou and A. Prignet. Equivalence between entropy and renormalized solutions
for parabolic equations with smooth measure data. NoDEA Nonlinear Differential
Equations Appl., 14(1-2):181–205, 2007.
[83] S. Dudek and I. Skrzypczak. Liouville theorems for elliptic problems in variable
exponent spaces. Commun. Pure Appl. Anal., 16(2):513–532, 2017.
[84] A. Elmahi and D. Meskine. Non-linear elliptic problems having natural growth and
L1 data in Orlicz spaces. Ann. Mat. Pura Appl. (4), 184(2):161–184, 2005.
[85] A. Elmahi and D. Meskine. Parabolic equations in Orlicz spaces. J. London Math.
Soc. (2), 72(2):410–428, 2005.
[86] A. Elmahi and D. Meskine. Strongly nonlinear parabolic equations with natural
growth terms in Orlicz spaces. Nonlinear Anal., 60(1):1–35, 2005.
[87] A. Elmahi and D. Meskine. Elliptic inequalities with lower order terms and L1 data
in Orlicz spaces. J. Math. Anal. Appl., 328(2):1417–1434, 2007.
[88] L. Esposito, F. Leonetti, and G. Mingione. Sharp regularity for functionals with
(p, q) growth. J. Differential Equations, 204(1):5–55, 2004.
[89] E. B. Fabes, D. Jerison, and C. E. Kenig. Necessary and sufficient conditions for
absolute continuity of elliptic-harmonic measure. Ann. of Math. (2), 119(1):121–141,
1984.
[90] E. B. Fabes, C. E. Kenig, and D. Jerison. Boundary behavior of solutions to de-
generate elliptic equations. In Conference on harmonic analysis in honor of Antoni
Zygmund, Vol. I, II (Chicago, Ill., 1981), Wadsworth Math. Ser., pages 577–589.
Wadsworth, Belmont, CA, 1983.
[91] E. B. Fabes, C. E. Kenig, and R. P. Serapioni. The local regularity of solutions of
degenerate elliptic equations. Comm. Partial Differential Equations, 7(1):77–116,
1982.
[92] X. Fan. Differential equations of divergence form in Musielak-Sobolev spaces and a
sub-supersolution method. J. Math. Anal. Appl., 386(2):593–604, 2012.
[93] X. Fan and Q. Zhang. Existence of solutions for p(x)-Laplacian Dirichlet problem.
Nonlinear Anal., 52(8):1843–1852, 2003.
33
[94] J. D. Fernandes, J. Groisman, and S. T. Melo. Harnack inequality for a class of
degenerate elliptic operators. Z. Anal. Anwendungen, 22(1):129–146, 2003.
[95] A. Fiorenza and F. Giannetti. On Orlicz capacities and a nonexistence result for
certain elliptic PDEs. NoDEA Nonlinear Differential Equations Appl., 22(6):1949–
1958, 2015.
[96] I. Fragala`, F. Gazzola, and B. Kawohl. Existence and nonexistence results for
anisotropic quasilinear elliptic equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire,
21(5):715–734, 2004.
[97] I. Fragala`, F. Gazzola, and G. Lieberman. Regularity and nonexistence results for
anisotropic quasilinear elliptic equations in convex domains. Discrete Contin. Dyn.
Syst., (suppl.):280–286, 2005.
[98] M. Fuchs and G. Mingione. Full C1,α-regularity for free and constrained local mini-
mizers of elliptic variational integrals with nearly linear growth. Manuscripta Math.,
102(2):227–250, 2000.
[99] N. Fusco and C. Sbordone. Higher integrability of the gradient of minimizers of func-
tionals with nonstandard growth conditions. Comm. Pure Appl. Math., 43(5):673–
683, 1990.
[100] H. Gajewski, K. Gro¨ger, and K. Zacharias. Nichtlineare Operatorgleichungen und
Operatordifferentialgleichungen. Akademie-Verlag, Berlin, 1974. Mathematische
Lehrbu¨cher und Monographien, II. Abteilung, Mathematische Monographien, Band
38.
[101] J.-P. Gossez. Nonlinear elliptic boundary value problems for equations with rapidly
(or slowly) increasing coefficients. Trans. Amer. Math. Soc., 190:163–205, 1974.
[102] J.-P. Gossez. Orlicz-Sobolev spaces and nonlinear elliptic boundary value problems.
In Nonlinear analysis, function spaces and applications (Proc. Spring School, Horni
Bradlo, 1978), pages 59–94. Teubner, Leipzig, 1979.
[103] J.-P. Gossez. Some approximation properties in Orlicz-Sobolev spaces. Studia Math.,
74(1):17–24, 1982.
[104] J.-P. Gossez and V. Mustonen. Variational inequalities in Orlicz-Sobolev spaces.
Nonlinear Anal., 11(3):379–392, 1987.
[105] P. Gwiazda, P. Minakowski, and A. Wro´blewska-Kamin´ska. Elliptic problems in
generalized Orlicz-Musielak spaces. Cent. Eur. J. Math., 10(6):2019–2032, 2012.
[106] P. Gwiazda, I. Skrzypczak, and A. Zatorska-Goldstein. Existence of renormalized
solutions to elliptic equation in Musielak-Orlicz space. J. Differential Equations,
264(1):341–377, 2018.
34
[107] P. Gwiazda and A. S´wierczewska-Gwiazda. On non-Newtonian fluids with a property
of rapid thickening under different stimulus. Math. Models Methods Appl. Sci.,
18(7):1073–1092, 2008.
[108] P. Gwiazda and A. S´wierczewska-Gwiazda. On steady non-Newtonian fluids with
growth conditions in generalized Orlicz spaces. Topol. Methods Nonlinear Anal.,
32(1):103–113, 2008.
[109] P. Gwiazda and A. S´wierczewska-Gwiazda. Parabolic equations in anisotropic Or-
licz spaces with general N -functions. In Parabolic problems, volume 80 of Progr.
Nonlinear Differential Equations Appl., pages 301–311. Birkha¨user/Springer Basel
AG, Basel, 2011.
[110] P. Gwiazda, A. S´wierczewska-Gwiazda, and A. Wro´blewska. Monotonicity methods
in generalized Orlicz spaces for a class of non-Newtonian fluids. Math. Methods Appl.
Sci., 33(2):125–137, 2010.
[111] P. Gwiazda, A. S´wierczewska-Gwiazda, and A. Wro´blewska. Generalized Stokes
system in Orlicz spaces. Discrete Contin. Dyn. Syst., 32(6):2125–2146, 2012.
[112] P. Gwiazda, P. Wittbold, A. Wro´blewska, and A. Zimmermann. Renormalized so-
lutions of nonlinear elliptic problems in generalized Orlicz spaces. J. Differential
Equations, 253(2):635–666, 2012.
[113] P. Gwiazda, P. Wittbold, A. Wro´blewska-Kamin´ska, and A. Zimmermann. Corrigen-
dum to “Renormalized solutions of nonlinear elliptic problems in generalized Orlicz
spaces” [J. Differential Equations 253 (2) (2012) 635–666] J. Differential Equations,
253(9):2734–2738, 2012.
[114] P. Gwiazda, P. Wittbold, A. Wro´blewska-Kamin´ska, and A. Zimmermann. Renor-
malized solutions to nonlinear parabolic problems in generalized Musielak-Orlicz
spaces. Nonlinear Anal., 129:1–36, 2015.
[115] P. Harjulehto and P. Ha¨sto¨. The Riesz potential in generalized Orlicz spaces. Forum
Math., 29(1):229–244, 2017.
[116] P. Harjulehto, P. Ha¨sto¨, and A. Karppinen. Local higher integrability of the gra-
dient of a quasiminimizer under generalized Orlicz growth conditions. to appear in
Nonlinear Anal., 2018.
[117] P. Harjulehto, P. Ha¨sto¨, and R. Kle´n. Generalized Orlicz spaces and related PDE.
Nonlinear Anal., 143:155–173, 2016.
[118] P. Harjulehto, P. Ha¨sto¨, V. Latvala, and O. Toivanen. The strong minimum principle
for quasisuperminimizers of non-standard growth. Ann. Inst. H. Poincare´ Anal. Non
Line´aire, 28(5):731–742, 2011.
35
[119] P. Harjulehto, P. Ha¨sto¨, U´. V. Leˆ, and M. Nuortio. Overview of differential equations
with non-standard growth. Nonlinear Anal., 72(12):4551–4574, 2010.
[120] P. Harjulehto, P. Ha¨sto¨, and O. Toivanen. Ho¨lder regularity of quasiminimizers under
generalized growth conditions. Calc. Var. Partial Differential Equations, 56(2):56:22,
2017.
[121] P. A. Ha¨sto¨. The maximal operator on generalized Orlicz spaces. J. Funct. Anal.,
269(12):4038–4048, 2015.
[122] J. Heinonen, T. Kilpela¨inen, and O. Martio. Nonlinear potential theory of degenerate
elliptic equations. Oxford Mathematical Monographs. The Clarendon Press, Oxford
University Press, New York, 1993. Oxford Science Publications.
[123] H. Hudzik. A generalization of Sobolev spaces. I. Funct. Approximatio Comment.
Math., 2:67–73, 1976.
[124] H. Hudzik. A generalization of Sobolev spaces. II. Funct. Approximatio Comment.
Math., 3:77–85, 1976.
[125] A. Ka lamajska and M. Krbec. Traces of Orlicz-Sobolev functions under general
growth restrictions. Math. Nachr., 286(7):730–742, 2013.
[126] A. Ka lamajska, K. Pietruska-Pa luba, and I. Skrzypczak. Nonexistence results for
differential inequalities involving A-Laplacian. Adv. Differential Equations, 17(3-
4):307–336, 2012.
[127] T. Kilpela¨inen, T. Kuusi, and A. Tuhola-Kujanpa¨a¨. Superharmonic functions are lo-
cally renormalized solutions. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 28(6):775–
795, 2011.
[128] T. Kilpela¨inen and J. Maly´. Degenerate elliptic equations with measure data and
nonlinear potentials. Ann. Scuola Norm. Sup. Pisa, 19 (4):591–613, 1992.
[129] F. Z. Klawe. Thermo-visco-elasticity for models with growth conditions in Orlicz
spaces. Topol. Methods Nonlinear Anal., 47(2):457–497, 2016.
[130] V. S. Klimov. Isoperimetric inequalities and imbedding theorems. Dokl. Akad. Nuak
SSSR, 217:272–275, 1974.
[131] M. A. Krasnoselski˘ı and J. B. Ruticki˘ı. Convex functions and Orlicz spaces. Trans-
lated from the first Russian edition by Leo F. Boron. P. Noordhoff Ltd., Groningen,
1961.
[132] A. Kufner and B. Opic. How to define reasonably weighted Sobolev spaces. Com-
ment. Math. Univ. Carolin., 25(3):537–554, 1984.
36
[133] T. Kuusi and G. Mingione. Guide to nonlinear potential estimates. Bull. Math. Sci.,
4(1):1–82, 2014.
[134] T. Kuusi and G. Mingione. The Wolff gradient bound for degenerate parabolic
equations. J. Eur. Math. Soc. (JEMS), 16(4):835–892, 2014.
[135] T. Kuusi and G. Mingione. Vectorial nonlinear potential theory. J. Eur. Math. Soc.
(JEMS), 20(4):929–1004, 2018.
[136] M.-T. Lacroix. Espaces de traces des espaces de Sobolev-Orlicz. J. Math. Pures
Appl. (9), 53:439–458, 1974.
[137] O. A. Ladyzˇenskaja, V. A. Solonnikov, and N. N. Ural′ceva. Linear and quasilinear
equations of parabolic type. Translated from the Russian by S. Smith. Translations
of Mathematical Monographs, Vol. 23. American Mathematical Society, Providence,
R.I., 1968.
[138] O. A. Ladyzhenskaya and N. N. Ural’tseva. Linear and quasilinear elliptic equations.
Translated from the Russian by Scripta Technica, Inc. Translation editor: Leon
Ehrenpreis. Academic Press, New York-London, 1968.
[139] R. Landes and V. Mustonen. Pseudomonotone mappings in Sobolev-Orlicz spaces
and nonlinear boundary value problems on unbounded domains. J. Math. Anal.
Appl., 88(1):25–36, 1982.
[140] M. Lavrentiev. Sur quelques proble`mes du calcul des variations. Ann. Mat. Pura
Appl., 41:107–124, 1927.
[141] V. K. Le. On second order elliptic equations and variational inequalities with
anisotropic principal operators. Topol. Methods Nonlinear Anal., 44(1):41–72, 2014.
[142] Z. Li and W. Gao. Existence of renormalized solutions to a nonlinear parabolic
equation in L1 setting with nonstandard growth condition and gradient term. Math.
Methods Appl. Sci., 38(14):3043–3062, 2015.
[143] G. M. Lieberman. The natural generalization of the natural conditions of Ladyzhen-
skaya and Ural′tseva for elliptic equations. Comm. Partial Differential Equations,
16(2-3):311–361, 1991.
[144] G. M. Lieberman. Sharp forms of estimates for subsolutions and supersolutions of
quasilinear elliptic equations involving measures. Comm. Partial Differential Equa-
tions, 18(7-8):1191–1212, 1993.
[145] G. M. Lieberman. Gradient estimates for anisotropic elliptic equations. Adv. Dif-
ferential Equations, 10(7):767–812, 2005.
37
[146] J.-L. Lions. Quelques me´thodes de re´solution des proble`mes aux limites non line´aires.
Dunod; Gauthier-Villars, Paris, 1969.
[147] D. Liu and P. Zhao. Solutions for a quasilinear elliptic equation in Musielak-Sobolev
spaces. Nonlinear Anal. Real World Appl., 26:315–329, 2015.
[148] J. Liu. Positive solutions of the p(x)-Laplace equation with singular nonlinearity.
Nonlinear Anal., 72(12):4428–4437, 2010.
[149] M. Mabdaoui, H. Moussa, and M. Rhoudaf. Entropy solutions for a nonlinear
parabolic problems with lower order term in Orlicz spaces. Anal. Math. Phys.,
7(1):47–76, 2017.
[150] F.-Y. Maeda, Y. Mizuta, T. Ohno, and T. Shimomura. Approximate identities
and Young type inequalities in Musielak-Orlicz spaces. Czechoslovak Math. J.,
63(138)(4):933–948, 2013.
[151] F.-Y. Maeda, Y. Mizuta, T. Ohno, and T. Shimomura. Boundedness of maximal
operators and Sobolev’s inequality on Musielak-Orlicz-Morrey spaces. Bull. Sci.
Math., 137(1):76–96, 2013.
[152] F.-Y. Maeda, Y. Sawano, and T. Shimomura. Some norm inequalities in Musielak-
Orlicz spaces. Ann. Acad. Sci. Fenn. Math., 41(2):721–744, 2016.
[153] P. Marcellini. Regularity of minimizers of integrals of the calculus of variations with
nonstandard growth conditions. Arch. Rational Mech. Anal., 105(3):267–284, 1989.
[154] P. Marcellini. Regularity and existence of solutions of elliptic equations with p, q-
growth conditions. J. Differential Equations, 90(1):1–30, 1991.
[155] P. Marcellini. Everywhere regularity for a class of elliptic systems without growth
conditions. Ann. Scuola Norm. Sup. Pisa Cl. Sci., (4) 23(1):1–25, 1996.
[156] P. Marcellini and G. Papi. Nonlinear elliptic systems with general growth. J. Dif-
ferential Equations, 221(2):412–443, 2006.
[157] V. G. Maz′ya. Weak solutions of the Dirichlet and Neumann problems. Trudy
Moskov. Mat. Obsˇcˇ., 20:137–172, 1969.
[158] G. Mingione. Regularity of minima: an invitation to the Dark Side of the Calculus
of Variations. Appl. Math., 51(4):355–426, 2006.
[159] G. Mingione. Gradient estimates below the duality exponent. Math. Ann.,
346(3):571–627, 2010.
[160] H. Moussa, F. Ortegon Gallego, and M. Rhoudaf. Capacity solution to a coupled
system of parabolic–elliptic equations in Orlicz–Sobolev spaces. NoDEA Nonlinear
Differential Equations Appl., (25):14, 2018.
38
[161] B. Muckenhoupt. Hardy’s inequality with weights. Studia Math., 44:31–38, 1972.
Collection of articles honoring the completion by Antoni Zygmund of 50 years of
scientific activity, I.
[162] F. Murat. Soluciones renormalizadas de edp elipticas no lineales. Publ. Laboratoire
d’Analyse Nume´rique, Univ. Paris 6, R 93023, 1993.
[163] F. Murat and A. Porretta. Stability properties, existence, and nonexistence of renor-
malized solutions for elliptic equations with measure data. Comm. Partial Differen-
tial Equations, 27(11-12):2267–2310, 2002.
[164] J. Musielak. Orlicz spaces and modular spaces, volume 1034 of Lecture Notes in
Mathematics. Springer-Verlag, Berlin, 1983.
[165] V. Mustonen and M. Tienari. On monotone-like mappings in Orlicz-Sobolev spaces.
Math. Bohem., 124(2-3):255–271, 1999.
[166] H. Nakano. Modulared Semi-Ordered Linear Spaces. Maruzen Co., Ltd., Tokyo,
1950.
[167] H. T. Nguyen and D. Pa¸czka. Weak and Young measure solutions for hyperbolic ini-
tial boundary value problems of elastodynamics in the Orlicz-Sobolev space setting.
SIAM J. Math. Anal., 48(2):1297–1331, 2016.
[168] B. Opic and A. Kufner. Hardy-type inequalities, volume 219 of Pitman Research
Notes in Mathematics Series. Longman Scientific & Technical, Harlow, 1990.
[169] W. Orlicz. U¨ber konjugierte exponentenfolgen. Studia Math., 3:200–211, 1931.
[170] G. Palmieri. An approach to the theory of some trace spaces related to the Orlicz-
Sobolev spaces. Boll. Un. Mat. Ital. B (5), 16(1):100–119, 1979.
[171] F. Petitta. Renormalized solutions of nonlinear parabolic equations with general
measure data. Ann. Mat. Pura Appl. (4), 187(4):563–604, 2008.
[172] F. Petitta, A. C. Ponce, and A. Porretta. Diffuse measures and nonlinear parabolic
equations. J. Evol. Equ., 11(4):861–905, 2011.
[173] G. Po´lya and G. Szego¨. Isoperimetric Inequalities in Mathematical Physics. Annals
of Mathematics Studies, no. 27. Princeton University Press, Princeton, N. J., 1951.
[174] P. Pucci and Q. Zhang. Existence of entire solutions for a class of variable exponent
elliptic equations. J. Differential Equations, 257(5):1529–1566, 2014.
[175] K. Rajagopal and M. Ru˚zˇicˇka. On the modeling of electrorheological materials.
Mech. Res. Commun., 23:401–407, 1996.
39
[176] M. M. Rao and Z. D. Ren. Theory of Orlicz spaces, volume 146 of Monographs and
Textbooks in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1991.
[177] M. Ru˚zˇicˇka. Electrorheological fluids: modeling and mathematical theory, volume
1748 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2000.
[178] J. Serrin. Pathological solutions of elliptic differential equations. Ann. Scuola Norm.
Sup. Pisa, 18 (3):385–387, 1964.
[179] M. S. Skaff. Vector valued Orlicz spaces generalized N -functions. I. Pacific J. Math.,
28:193–206, 1969.
[180] M. S. Skaff. Vector valued Orlicz spaces generalized N -functions. II. Pacific J.
Math., 28:413–430, 1969.
[181] G. Stampacchia. Le proble`me de Dirichlet pour les e´quations elliptiques du second
ordre a` coefficients discontinus. Ann. Inst. Fourier (Grenoble), 15(fasc. 1):189–258,
1965.
[182] B. Stroffolini. Some remarks on the regularity of anisotropic variational problems.
Rend. Accad. Naz. Sci. XL Mem. Mat. (5), 17:229–239, 1993.
[183] A. S´wierczewska-Gwiazda. Anisotropic parabolic problems with slowly or rapidly
growing terms. Colloq. Math., 134(1):113–130, 2014.
[184] A. S´wierczewska-Gwiazda. Nonlinear parabolic problems in Musielak-Orlicz spaces.
Nonlinear Anal., 98:48–65, 2014.
[185] G. Talenti. Elliptic equations and rearrangements. Ann. Scuola Norm. Sup. Pisa
Cl. Sci., 3 (4)(4):697–718, 1976.
[186] G. Talenti. Nonlinear elliptic equations, rearrangements of functions and Orlicz
spaces. Ann. Mat. Pura Appl. (4), 120:160–184, 1979.
[187] G. Talenti. An embedding theorem. In Partial differential equations and the calculus
of variations, Vol. II, volume 2 of Progr. Nonlinear Differential Equations Appl.,
pages 919–924. Birkha¨user Boston, Boston, MA, 1989.
[188] M. Tienari. A degree theory for a class of mappings of monotone type in Orlicz-
Sobolev spaces. Ann. Acad. Sci. Fenn. Ser. A I Math. Dissertationes, (97):68, 1994.
[189] N. S. Trudinger. On imbeddings into Orlicz spaces and some applications. J. Math.
Mech., 17:473–483, 1967.
[190] N. S. Trudinger. An imbedding theorem for H0(G, Ω) spaces. Studia Math., 50:17–
30, 1974.
40
[191] B. O. Turesson. Nonlinear potential theory and weighted Sobolev spaces, volume 1736
of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2000.
[192] N. N. Ural′tseva and A. B. Urdaletova. Boundedness of gradients of generalized so-
lutions of degenerate nonuniformly elliptic quasilinear equations. Vestnik Leningrad.
Univ. Mat. Mekh. Astronom., (vyp. 4):50–56, 1983.
[193] J. Ve´tois. Existence and regularity for critical anisotropic equations with critical
directions. Adv. Differential Equations, 16(1-2):61–83, 2011.
[194] H. F. Weinberger. Symmetrization in uniformly elliptic problems. In Studies in math-
ematical analysis and related topics, pages 424–428. Stanford Univ. Press, Stanford,
Calif., 1962.
[195] P. Wittbold and A. Zimmermann. Existence and uniqueness of renormalized solu-
tions to nonlinear elliptic equations with variable exponents and L1-data. Nonlinear
Anal., 72(6):2990–3008, 2010.
[196] A. Wro´blewska. Steady flow of non-Newtonian fluids—monotonicity methods in
generalized Orlicz spaces. Nonlinear Anal., 72(11):4136–4147, 2010.
[197] A. Wro´blewska-Kamin´ska. Unsteady flows of non-Newtonian fluids in generalized
Orlicz spaces. Discrete Contin. Dyn. Syst., 33(6):2565–2592, 2013.
[198] C. Zhang and S. Zhou. Renormalized and entropy solutions for nonlinear
parabolic equations with variable exponents and L1 data. J. Differential Equations,
248(6):1376–1400, 2010.
[199] C. Zhang and S. Zhou. The well-posedness of renormalized solutions for a non-
uniformly parabolic equation. Proc. Amer. Math. Soc., 145(6):2577–2589, 2017.
[200] V. V. Zhikov. On Lavrentiev’s phenomenon. Russian J. Math. Phys., 3(2):249–269,
1995.
[201] V. V. Zhikov. Meyer-type estimates for solving the nonlinear Stokes system. Differ.
Uravn., 33(1):107–114, 143, 1997.
[202] V. V. Zhikov. On some variational problems. Russian J. Math. Phys., 5(1):105–116
(1998), 1997.
[203] V. V. Zhikov. On variational problems and nonlinear elliptic equations with non-
standard growth conditions. J. Math. Sci. (N.Y.), 173(5):463–570, 2011. Problems
in mathematical analysis. No. 54.
[204] V. V. Zhikov, S. M. Kozlov, and O. A. Ole˘ınik. Homogenization of differential
operators and integral functionals. Springer-Verlag, Berlin, 1994. Translated from
the Russian by G. A. Yosifian [G. A. Iosif′yan].
41
[205] A. Zygmund. Trigonometric series. 2nd ed. Vols. I, II. Cambridge University Press,
New York, 1959.
42
