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Startingwith a simple observation about one conventional die,we extend to the three cubic
dice based upon Platonic solids and then to cubic maps in general. We take special interest
when a 3-region coloring exists, for then 3’s abound: we find a 3-edge coloring of a special
sort, and also three partitions of the vertex set of the cubic graph which lead to various
topological constructions.
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1. Introduction
Manymathematicians have a set of dice on their desk, one for each Platonic solid, eachwith r faces (or regions) numbered
1, 2, . . . , r (where r = 4, 6, 8, 12, and 20). For each of the three cubic dice (r = 4, 6, and 12), the face numbering at a
vertex induces either a clockwise (increasing) order of the three numbers on the faces at that vertex or a counterclockwise
(decreasing) one. For the hexahedron, see Fig. 1, where we have followed the Ringel/Youngs convention of solid vertex for
clockwise, hollow vertex for counterclockwise. Note that there are four vertices of each type. This balance is maintained for
both the tetrahedron and the dodecahedron, independently of which assignment of distinct numbers to distinct faces we
use. (Of course, for either the octahedron or the icosahedron, we have more than two possible cycles at each vertex, and
hence cannot perform the experiment.) This is no accident, as we shall soon see.
In general, we consider maps of cubic graphs 2-cell imbedded on closed orientable 2-manifolds Sn, where n is a
nonnegative integer. Such graphs are necessarily connected. We want to properly color the r regions of such a map (regions
sharing a common edge are colored differently), so we allow no loops in the dual—that is, no region sharing a boundary edge
with itself. We use integers from {1, 2, . . . , r} as colors for the regions, and define clockwise vertex and counterclockwise
vertex as above.
Theorem 1. For a cubic map on Sn, with the r regions colored using all of {1, 2, . . . , r}, the number of clockwise vertices always
equals the number of counterclockwise vertices.
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Fig. 1. The common die.
Fig. 2. Four regions at one edge.
Proof. As the graph G underlying the map is cubic, the number of vertices is even, so the claimed equality is at least
conceivable. Now, for each edge of themap,wehave twodistinct numbers on its opposite sides—one for each region bounded
by that edge. Assign − 1 (− for short) to the side whose region has the smaller color, and+1 (+ for short) to the other side,
as in Fig. 2. Impose a fixed clockwise orientation on Sn, and assign a cyclic triple at each vertex consisting of the (three) signs
first encountered at each edge incident with that vertex, always in the clockwise sense. In Fig. 2, the hollow (decreasing)
vertex is assigned (++−), summing to+1, and the solid (increasing) vertex gets (−−+), summing to−1. Next, sum over
all 2q terms (where q is the number of edges in G), each either−1 or+1, in two ways:
(1) by edges: we get q · 0 = 0;
(2) by vertices: we get p summands (where p is the number of vertices of G), each either−1 or+1. (Note that each edge
contributes−1 at one end vertex and+1 at the other. On a nonorientable surface this might not occur.)
Since the sum in (2) must equal 0, by (1), the number of ‘‘−1’’ vertices must equal the number of ‘‘+1’’ vertices. That is,
the number of clockwise vertices equals the number of counterclockwise vertices. 
We observe that Theorem 1 still holds (with the identical proof) if we use a more efficient coloring, say {1, 2, . . . , k},
where k is the chromatic number of the map. The case k = 3 has special interest. For example, all regions colored 1 have
−1 on the interior side of each boundary edge, and all of these sum to−p. All regions colored 3 have+1 on the interior side
of each boundary edge, and all of these sum to+p. Since the sum across all boundary edges is 0 (each edge contributes−1
once and+1 once), all regions colored 2 sum to 0, and in fact each such region boundary is even and alternates−1 with+1.
Thus we have begun a study of the structure of 3-chromatic cubic maps, to be continued in the next section.
2. 3-maps
We are focusing on 3-chromatic maps M of cubic graphs G on the surfaces Sn, including n = 0 for plane cubic graphs;
we call such an object a 3-map. Among the dice (Platonic solids), only the hexahedron qualifies, as both the tetrahedron and
the dodecahedron have (face, or region) chromatic number four—and the octahedron and the icosahedron are not cubic.
In Fig. 3 we show a (unique, up to permutation of colors) 3-region coloring of the hexahedron (the graph Q3, the 3-cube)
which displays the properties we are interested in:
(a) The map is 3-region colored (i.e. it is a 3-map).
(b) The graph Q3 is bipartite (as given by the clockwise/counterclockwise dichotomy).
(c) The graph Q3 is 1-factorable (i.e. 3-edge colorable), with each of the three 1-factors given by the number of hash marks
on the edges. Note that every bi-colored cycle bounds a region of the map, and every region is so- described.
(d) The vertex set of Q3 has three partitions, one for each region color class. (This will be very useful, for the topological
considerations of Section 5.)
Note the interchange between region and edge colors: each edge receives the unique color not used on the two regions
it bounds. Conversely, each region receives the unique color not used by its bounding edges.
Note also that (b) corrects the situation in Fig. 1, where the clockwise/counterclockwise distinction does not agree with
the bipartition (of the vertex set of the imbedded bipartite graph). In general, we call the bipartition of a bipartite graph
canonical if it agrees with the increasing/decreasing dichotomy of colors 1, 2, and 3 (for both the regions and the edges of a
3-map), as in Fig. 3. For example, Q3 is always bipartite, but the bipartition is not canonical in Fig. 1, whereas in Fig. 3 it is so.
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Fig. 3. A 3-map.
Before extending this example into a theorem, and then providing numerous examples of 3-maps, we digress to survey
some relevant results from the literature. Jensen and Toft [4] was useful in identifyingmany of these references.We see that
there are many connections between 3-maps and the four-color theorem.
Theorem A. (König [5]) A cubic bipartite graph is 3-edge colorable.
Theorem B. (Grötzsch [1]) Every plane graph with no triangles is 3-vertex colorable.
Theorem C. (See Wilson [11, p. 91]) If every cubic plane map is 4-region colorable, then every plane map is 4-region colorable.
Theorem D. (Tait [6]) Let G be a bridgeless cubic plane graph. Then G can be 3-edge colored if and only if G can be 4-region
colored.
Theorem E. (Tait; See Wilson [10, p. 49]) Let G be a cubic graph (not necessarily planar). Then G can be 3-edge colored if and
only if G is spanned by a collection of disjoint cycles of even length.
Combining Theorems D and E, we get
Theorem F. Let G be a bridgeless cubic plane graph. Then G can be 4-region colored if and only if G is spanned by a collection of
disjoint cycles of even length.
Theorem G. (Heawood [3]) A plane triangulation can be 3-vertex colored if and only if all vertices have even degree.
In dual form:
Theorem G′. A plane cubic map can be 3-region colored if and only if all regions have even length.
Lemma. A plane graph is bipartite if and only if all region lengths are even.
Proof. The necessity is immediate. For the sufficiency, note that any cycle C on the plane of the map is the mod 2 edge sum
of all the region boundaries inside C . 
We remark that the lemma fails for positive genus, as the Cartesian product C3 × C3 on the torus S1 (with all 9 regions
quadrilateral) demonstrates. The difference, of course, is that the Jordan Curve Theorem no longer applies.
Now we can restate Heawood’s result as:
Theorem G′′. A plane cubic map can be 3-region colored if and only if it is bipartite.
Conjecture H. (Grünbaum [2]) For a triangulation of Sn with no loops or multiple edges, the edges can be 3-colored so that every
triangle uses all three colors.
In dual form:
Conjecture H′. A cubic graph G on Sn can be 3-edge colored, provided that the dual has neither loops nor multiple edges.
Conjecture H′ is false for nonorientable surfaces, as the Petersen graph imbeds on the projective plane N1 (with dual
graph K6), yet it is not 1-factorable. The Petersen graph also imbeds on the torus, but the dual has multiple edges.
Conjecture I. (Tutte [7]) If G is cubic, with no loops or multiple edges, and no bridges and no subdivision of the Petersen graph
as a subgraph, then G can be 3-edge colored.
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Fig. 4. The canonical bipartition.
Fig. 5. Property (c).
Conjecture I would imply that a plane cubic graph with no loops, multiple edges, or bridges has a 3-edge coloring.
By Theorems C and D, this would prove the Four-color Theorem.
Here is our theorem characterizing 3-maps.
Theorem 2. Let M be a map for a cubic graph G. Then the following statements are equivalent:
(a) M is 3-region colorable (i.e. M is a 3-map).
(b) G is bipartite, and the bipartition is canonical.
(c) G is canonically 3-edge colorable, and every bi-colored cycle bounds a region. Moreover, every region is so described.
(d) S(G) = {(u, v) : uv is in E(G)} is partitioned into three sets, each inducing a collection of region-bounding directed cycles
partitioning V (G).
Proof. We show that (a)⇒ (b)⇒ (c)⇒ (d)⇒ (a).
(a)⇒ (b): Consider an arbitrary edge, with colors x and y on opposite sides (see Fig. 4). Then color z is the third color
at each end of our edge. In the clockwise sense, the left vertex gives (x, y, z), while the right vertex gives (x, z, y). These
determine the two partite sets, in the canonical manner.
(b)⇒ (c): Color each edge with the unique color not used by either region it bounds (see Fig. 5).
(c)⇒ (d): Set i (i = 1, 2, 3) comes from the bi-colored cycles not using color i.
(d)⇒ (a): Use the standard topological identification procedure to regainM , and then use color i for set i. 
Note that, whereas the hexahedron satisfies all four properties of Theorem 2 (as seen in Fig. 3), the tetrahedron and the
dodecahedron (also cubic maps) fail all four.
It is natural to ask which cubic, bipartite graphs have 3-maps. In fact, they all do.
Theorem 3. A connected cubic graph is the underlying graph for some 3-map if and only if it is bipartite.
Proof. If a cubic graph G underlies a 3-map, then by Theorem 2(b) G is bipartite.
Conversely, let G be connected, cubic, and bipartite. By Theorem A, G has a 3-edge coloring. Fix any such coloring, say
using {1, 2, 3}. This induces a rotation scheme (see Section 6-6 of White [9]) for an orientable 2-cell imbedding of G as
follows. For v in V (G), let N(v) = {u1, u2, u3} give the vertices adjacent to v, with colors c {v, u1} = 1, c {v, u2} = 2, and
c {v, u3} = 3 on the incident edges. Let V (G) = V1 ∪ V2 be the bipartition of V (G). Then set the (clockwise, say) rotation at
v as: p(v) = (u1, u2, u3), if v is in V1; but p(v) = (u3, u2, u1) if v is in V2. Then the rotation scheme {p(v)}v∈V (G) determines
a mapM for G, and by Theorem 2(c)M is a 3-map. The region sizes can then be calculated, by the algorithm of Section 6-6
of [9]. 
For example, consider the prism graph K2 × C6, easily seen to be cubic and bipartite. A natural 3-edge coloring is found
by alternating the same two colors around the two 6-cycles, and then using the third color for the six connecting edges. If
this is done so that each 4-cycle formed by the cartesian product operation uses only two colors, then the construction in
the above proof gives the standard planar 6-prism 3-map, with region sizes (by color class) 6 and 6; 4, 4, and 4; 4, 4, and 4.
We can find another 3-edge coloring for K2 × C6 by exchanging the two colors on any one bi-colored cycle. If we do this for
one of the 4-cycles, we get a 3-map for K2 × C6 on S1, with region sizes 12; 8 and 4; 4, 4, and 4. If, instead, we exchange on
either hexagon, then we get a 3-map for K2 × C6 on S2, with region sizes 12; 12; 6 and 6.
We observe that Heawood’s result, as stated in Theorem G′′, cannot be generalized for all surfaces, as the cubic bipartite
Q3 has an imbedding on S1 with all four regions hexagonal, each bordering all the others. (The Q3 bipartition is not canonical
for this map.) What Theorem 3 tells us about Q3 is that it will have a 3-map somewhere (such as on S0, as in Fig. 3).
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We observe that if all we want is to get the sizes of the regions from a 3-edge coloring of a cubic graph G, it suffices to
count the lengths of the bi-colored cycles, independent of any imbedding of G. But the corresponding imbedding might not
be orientable. For example, K4 has only one 3-edge coloring, and it produces three bi-colored cycles, each of length 4. The
corresponding imbedding is on the projective plane. This is almost a 3-map; but of course K4 is not bipartite, and it makes
little sense to talk of orientations on a nonorientable surface.
3. Examples of 3-maps
We find 3-maps in many different contexts.
A. Every even prism (K2 × C2n on the plane, for n ≥ 2; n = 2 gives the hexahedron) is a 3-map.
B. Starting with a bipartite plane map (such as a plane 3-map, for example), perform two operations:
(a) Stellate, by which we mean: add a vertex in the interior of each region, and join each new vertex by an edge to each old
vertex in the boundary of its region.
(b) Truncate all vertices (new and old), by adding a cycle around each vertex, introducing new vertices at the intersection
with each edge, and deleting all vertices and edges within each new cycle.
The result is a cubic plane map, with all regions of even length. By the lemma of Section 2, the graph is bipartite, and
by Theorem G′′ the map is a 3-map. Moreover, whenever M is a planar multigraph whose every vertex has even degree,
T [M] is a 3-map. (This is also true when M is a pseudograph, provided no region is completely bounded by a loop.) For
example, ifM is constructed from a triangle by tripling two of its edges, then T [M] is the 3-mapM2 shown in Fig. 8.
In fact, this ‘‘stellate and then truncate’’ construction works if we commence with an arbitrary bipartite map (not just for
the planar case). In general, we could use the bipartition of the original map to induce one on the stellated and truncated
map that readily establishes the canonical 3-region coloring. But we prefer the following approach. Define a tri-map to be a
triangulation of an orientable surface by a tripartite graph. We use the following notation: for map M,M∗ will denote the
result of stellatingM;M ′ will denote the dual ofM; and T [M]will denote the result of truncatingM .
Proposition 1. A map M is a 3-map if and only if its dual M ′ is a tri-map.
Proof. Amap is cubic if and only if its dual triangulates. Amap is 3-region colorable if and only if its dual is 3-vertex colorable.

We illustrate this correspondence by means of the Platonic solids. The octahedron is a tri-map (the graph is K2,2,2) and
its dual, the hexahedron, is the 3-map that inspired this study. The dodecahedron is cubic, but not 3-region colorable (and
hence not a 3-map); and its dual the icosahedron is a triangulation, but not tripartite (and hence not a tri-map). The self-dual
tetrahedron is cubic and triangulates, but is neither 3-region colorable nor tripartite.
Proposition 2. If M is a map for a bipartite graph G, then M∗ is a tri-map.
Proof. The stellating process converts a region with k sides in M (k arbitrary) into k triangles in M∗. The vertex set for M∗
partitions into the two partite sets for G and the stellating vertices. 
Proposition 3. If M is a map for a bipartite graph, then (M∗)′ is a 3-map.
Proof. Apply Proposition 2, and then Proposition 1. 
Proposition 4. For any map M, (T [M ′])′ = M∗, or equivalently T [M ′] = (M∗)′.
Proof. Consider what happens locally at Fig. 2, and extend to all ofM . 
Wecomment that Proposition 4 establishes the stellating and truncating operations as being ‘‘conjugate’’, via the self-inverse
duality operation.
Proposition 5. If M is a map for a bipartite graph, then T [M∗] is a 3-map.
Proof. Two applications of Proposition 3 give (((M∗)′)∗)′ as a 3-map. By Proposition 4 (second form), this is T [((M∗)′)′],
which simplifies to T [M∗]. 
C. Here are two ways to extend one 3-map to another.
C.1 Internally, by selecting two identically colored edges in the same region boundary of a 3-map, subdividing each edge
twice, and then joining the new vertices with two new edges inside the common region, as shown in Fig. 6 for Q3 on S0. The
result is a new 3-map, but on the same surface. (In our example, we get the 6-prism, K2 × C6 on S0. This is the unique plane
3-map of order 12.)
C.2 Externally, by starting with two mirror-image copies of the same 3-map, selecting two corresponding edges
(necessarily of the same color), and subdividing and joining as before (except that now a topological cylinder would be
used to join the two initial surfaces into one connected surface and to accommodate the two new edges). See Fig. 7, again
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Fig. 6. Internal extension.
Fig. 7. External extension.
Fig. 8. M2 .
starting with Q3 on S0, for an illustration of this process. The same procedure can be used to combine two different 3-maps
into one, so long as the cylinder blends two regions of the same color (one from each 3-map) and connects, via the two edges
it carries, two edges of the same color (which is not the common region color). After the procedure, the cylinder carries parts
of two regions, of different colors.
D. Using C.2, we can construct, for each positive integer n, a 3-map of genus n. Start with n disjoint tori, each with K3,3
imbedded with three hexagonal regions; these are all 3-maps, individually. (In fact, K3,3 on S1 in this way is the unique
smallest (p = 6) 3-map.) Join themsequentially, via n−1 applications of C.2. The result is a 3-mapminimally imbedded on Sn.
E. Given a 3-map M for a cubic graph G and a connected bipartite graph H , we can ‘‘concatenate’’ H with G to form a new
3-map M# as follows. Let H have p vertices and q edges. Start with p disjoint copies of M , with orientations clockwise or
counterclockwise in accordancewith the bipartition of V (H). Use C.2 p−1 times, to connect the p copies ofM , in consonance
with a spanning tree of H . Now model the remaining q − p + 1 edges of H , using a variation of C.2 q − p + 1 times. (Here,
for each such edge e, a topological cylinder is added as a handle between the two copies ofM corresponding to the two end
vertices of e.) The result is a new 3-map,M#. The new graph, whichwe designate by G∗H , is not well defined. But the surface
for M# is well defined. To see this, suppose M is on Sm. Then M# is on Spm+q−p+1. For example, the construction of D above
uses H = Pn (so p = n), andm = 1. We check that n · 1+ (n− 1)− n+ 1 = n.
F. Here we study ordered pairs (p, n) corresponding to 3-maps of order p on Sn. Specifically, we define an ordered pair of
integers (p, n), with p positive and even and n nonnegative, to be realizable if there is a 3-map of order p on Sn. Our approach
is to construct a small number of base maps, for various pairs (p, n), that we can then extend to larger p, using C.1, without
changing n.
M1. This is the Q3 imbedding on S0 of Fig. 3.
M2. We seek a planar 3-map of order 14. (The importance of such a map will soon become apparent.) We need
p = 14, q = 21, and r = 9. This forces the partition of V (G) for each color class (see Theorem 2(d)) to correspond to
two quadrilaterals and one hexagon (4+ 4+ 6 = 14). Such a map appears in Fig. 8.
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Fig. 9. A voltage graph forM4n+2 .
Fig. 10. A voltage graph forM4n+4 .
M4n+2. For n ≥ 1, consider the voltage graph of Fig. 9, using ∆ = {1, 2n + 1} for Γ = Z4n+2. (See Chapter 10 of White
[9], for the theory and application of voltage graphs.) The covering space is the cubic Cayley graph G∆(Γ ) 2-cell imbedded
on Sn, with 3 regions, each bounded by a Hamiltonian cycle (and thus a (4n + 2)-gon). The ‘‘half-edge’’ carrying voltage
2n+ 1 represents a loop covered by 2n+ 1 digons, each of which collapses to a single edge, following the usual convention
for involutions in Cayley graphs. The map is readily seen to be a 3-map, by calculating region boundaries and then applying
Theorem 2(d). For example, for n = 1 the Cayley graph that covers the voltage graph is K3,3. The interior region of Fig. 9 is
covered by a 6-gon bounded by (in the clockwise sense) (0, 1, 2, 3, 4, 5), while the exterior region produces the two 6-cycles
(0, 3, 2, 5, 4, 1) and (1, 4, 3, 0, 5, 2).
M4n+4. For n ≥ 1, we now use the voltage graph of Fig. 10, with Γ = Z4n+4. The covering space is two isomorphic copies
of a cubic bipartite graph of order 4n+ 4, each 2-cell imbedded on Sn, with two (4n+ 4)-gons and two (2n+ 2)-gons. We
choose the copy with V (G) = {b0, b2, b4, . . . , b4n+2} ∪ {a1, a3, a5, . . . , a4n+3}. As with Fig. 9, this too is readily seen to be a
3-map using Theorem 2(d). For example, for n = 1 we get color classes:
(1) (b0, a3, b2, a5, b4, a7, b6, a1)
(2) (b0, a5, b2, a7, b4, a1, b6, a3)
(3) (b0, a1, b4, a5) ∪ (b2, a3, b6, a7).
We note that the canonical bipartition above ‘‘lifts’’ from that below, via the covering-space construction. That is, the ‘‘a’’
vertices are counterclockwise, and the ‘‘b’’ vertices are clockwise.
We also observe that the two base graphs forM6 andM8 are, respectively, K3,3 and Q3; both are on S1. Now we put first
M1 andM2, and thenM4n+2 andM4n+4 to work.
Theorem 4. Let p be even. The ordered pair (p, 0) is realizable if and only if p = 8 or p ≥ 12.
Proof. There is no 3-map anywhere for p = 2 or 4, and for p = 6 there is only M6, on S1. The pair (10, 0) is not realizable,
since there are at most six regions attained as one square and one hexagon for each color class, which cannot yield the
necessary seven regions. (Recall that each color class of regions is bounded by a 2-factor consisting of even cycles.) Now, for
p = 4m,m ≥ 2, use M1 and apply operation C.1 m − 2 times. For p = 4m + 2,m ≥ 3, use M2 and apply C.1 m − 3 times.

Theorem 5. Let p be even. For n ≥ 1, (p, n) is realizable if and only if p ≥ 4n+ 2.
Proof. Fix n in N . If p = 4n− 2k, where k is a nonnegative integer, then a 3-map of order p on Sn would have q = 6n− 3k
and p− q+ r = (4n− 2k)− (6n− 3k)+ r = 2− 2n, so that r = 2− k, an impossibility.
Now letm ≥ 0. For p = 4n+ 2+ 4m, useM4n+2 and apply C.1m times. For p = 4n+ 4+ 4m, useM4n+4 and then apply
C.1m times. 
Thus we have characterized all those pairs (p, n) which are realizable. Next we ask: for a given realizable (p, n), what
might the corresponding 3-maps look like, in terms of their region distributions?
We define a multiset of p/2 + 2 − 2n even integers, each at least 4, to be feasible for (p, n) if it can be partitioned into
three sub-multisets, each summing to p. It is realizable if there is a 3-map of order p on Sn with such a partition given by
property (d) of Theorem 2.
Thus, for example, {6 × 4, 3 × 6} is both feasible and realizable for (14, 0), by M2. However, although {7 × 4, 1 × 8} is
feasible for (12, 0), it is not realizable. Hence the realizability of (p, n) is a sufficient, but not a necessary, condition for its
feasibility. The problem remains to characterize those feasible multisets which are realizable, for each (p, n).
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Fig. 11. A voltage graph for 6-gons on S1 .
Fig. 12. A voltage graph for (4s)-uniform 3-maps of order 8s.
4. m-uniformmaps
For a fixed cubic and bipartite graph G, if we want to minimize n for which G has a 3-map on Sn, then since G is bipartite
it would be natural to seek a quadrilateral imbedding. This would require p = 4k, for some positive integer k, with q = 6k
and r = 3k. Then p− q+ r = k, and we must have k = 2. This yields:
Remark 1. The only 3-map having a quadrilateral imbedding is Q3 on S0, as in Fig. 3.
In contrast, we have:
Remark 2. A 3-map having a hexagonal imbedding must be on the torus, S1. There are infinitely many of these.
This is because p = 6k, q = 9k, and r = 3k force p− q+ r = 0 = 2− 2n, so n = 1. The smallest such 3-map isM6, K3,3
on S1. In fact, for each positive integer k, we find a toroidal 3-map with the above parameters, by using the voltage graph
of Fig. 10, nowwithΓ = Z6k and imbedded on the torus as shown by Fig. 11. As before, we have two isomorphic components
in the covering space to choose from, and we pick the one having even subscripts on the vertices that cover vertex b below
(in the voltage graph imbedding), odd subscripts on the ‘‘a’’ vertices. For x = 2, we display the region boundaries above (in
the covering graph imbedding), partitioned in columns by color class. For ease of notation, we record only the subscripts
(from Z12).
(0, 1, 10, 3, 2, 5) (2, 3, 0, 5, 4, 7) (4, 5, 2, 7, 6, 9)
(6, 7, 4, 9, 8, 11) (8, 9, 6, 11, 10, 1) (10, 11, 8, 1, 0, 3)
Then Theorem 2(d) guarantees that this is a 3-map.
We wish to summarize and extend the above observations. Define a map to be m-uniform if all its regions are m-gons.
If a 3-map of order p is m-uniform, then each color class consists of k m-gons, where k is a fixed positive integer, so that
p = mk. We call k the partition size of the map. Here is a summary of what we have shown so far in this context:
(1) For each n in N,M4n+2 is (4n+ 2)-uniform, with partition size k = 1.
(2) The only 4-uniform 3-map isM1, with k = 2.
(3) For each k in N , there is a 6-uniform 3-map on S1 having partition size k.
In contrast to (1), we observe that there is no (4n)-uniform 3-map with k = 1, since 4n− 6n+ 3 is the characteristic of
no orientable surface. Also, there is no m-uniform 3-map of order 4n + 2 with k = 2, since then m = 2n + 1 in a bipartite
graph.
Now we establish
(4) For each s in N , there is a (4s)-uniform 3-map of order 8s, and hence partition number k = 2, on S2s−2.
To see this, use the plane voltage graph of Fig. 12, with voltage group Γ = Z2s. This time the covering space has just
one component. Each square below lifts to two (4s)-gons, while each digon lifts to one (4s)-gon. Since r = 6 = 3k, k = 2.
Since p = 8s, q = 12s, and we readily calculate that the genus of the covering surface is 2s − 2. Each square lifts to one
(region) color class, while the two digons combine to produce the third (region) color class. The bipartition {a, c} ∪ {b, d} of
the voltage graph lifts to give the canonical bipartition of the cubic covering graph. Below we display the region boundaries
for the case s = 1. Note that this yields Q3 on S0, as in Fig. 3 yet again, in intersection with summary item (2).
(1) (a0, b1, c1, d0) (2) (a0, d1, c0, b1) (3) (a0, d0, a1, d1)
(a1, b0, c0, d1) (a1, d0, c1, b0) (c0, b0, c1, b1)
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Fig. 13. Surgical modification of Fig. 12 for (4s+ 2)-uniform 3-maps of order 8s+ 4.
(5) For each s in N , there is a (4s+ 2)-uniform 3-map of order 8s+ 4, and hence partition number k = 2, on S2s−1.
We begin with the (4s)-uniform 3-map constructed above in (4). Observe that the vertices a0 and b0 cover all six of
the regions in that each region boundary includes exactly one of these vertices. Moreover, these vertices have opposite
orientations relative to the regions and edge colorings. Fig. 13(a) shows both of these vertices and their neighbors with
colorings indicated as usual.
First delete the vertices a0 and b0, leaving two regions. Join (the interiors of) these regions with a handle. Encircle this
handle with a 6-cycle. Join the former neighbors of a0 to alternate vertices in this 6-cycle. Now do the same with the former
neighbors of b0 in such a way that the end result is a 3-map, as shown in Fig. 13(b).
A comparison of the newmap to the original one shows that the order has increased by 4 (as 2 vertices were deleted and
6 were added) and the genus of the surface has increased by 1. Also, each region boundary has been lengthened by two by
replacing a single vertex (a0 or b0) with three consecutive vertices along the added 6-cycle.
We close this section with one more observation aboutm-uniformity.
(6) For each k in N , there is a (2k)-uniform 3-map of partition size k, and hence order 2k2, on S(k−1)(k−2)/2.
To see this, commence with the well-known (see, for instance, Example 5 on page 133 of White [9]) triangulation of
S(k−1)(k−2)/2 by the regular complete tripartite graph Kk,k,k. This is a tri-map (having p = 3k, all of degree 2k; q = 3k2;
and r = 2k2, all triangles). By Proposition 1, the dual imbedding is a 3-map (of order 2k2, with 3k regions—all (2k)-gons).
These 3-maps are ‘‘complete’’, in the sense that every pair of regions from different color classes share a boundary edge.
The bipartite nature of the 3-map graph is useful in design theory (see Example 3, page 166 of [9]). All these 3-maps are
symmetrical (see Thm. 16-36(ii) of [9]); that is, the automorphism group of the map has order 6k2, twice the size of the
graph Kk,k,k. The case k = 1 starts with K3 on S0, and the dual ‘‘3-map’’ is for an order 2 cubic multigraph. The case k = 2, the
dual of the tri-map for the octahedral graph K2,2,2, brings us back to Q3 on S0 yet again. For k = 3, this construction agrees
with that of (3) above in terms of parameters (but not as to the imbeddings, since the dual in (3) is a tripartite multigraph).
The 3-maps of (6) can also be constructed directly as coverings of a voltage graph consisting of a (2k)-gon carrying voltage
0 on each edge, with alternate edges doubled and carrying voltage 1 (in the same direction). The voltage group is Zk. The
dual of this 3-map gives a new proof of the genus formula for Kk,k,k.
5. Genus constructions
In the preceding section, we used topological constructions involving surgery (in C.2, D, and E) to make new 3-maps
out of old ones. In this section we use all three characterizations of those cubic maps which are 3-maps ((b), (c), and (d)
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of Theorem 2) to find the genera of (cartesian product) powers of graphs G having 3-maps. Curiously, this will not depend
upon the genus of G itself. We begin with a more general result.
Theorem 6. Let G be an order p(G) graph for a 3-map M and let H be a connected, bipartite, cubic graph with order p(H). Then
γ (H × G) = 1+ p(H)p(G)/4.
Proof. Since both factor graphs are bipartite (H as given;G by Theorem2(b)), then so isH×G (by Proposition 1 ofWhite [8]).
Thus a quadrilateral imbedding will be minimal. We begin a surgical construction of such an imbedding by associating each
vertex w of H with a copy of M , denoted M(w). Associate the partite sets of vertices of H with orientations clockwise and
counterclockwise respectively, and orient the copies ofM accordingly. Assume a consistent 3-coloring from {1, 2, 3} of the
regions of these p(H) disjoint copies ofM (making them identical except for orientation). By Theorem 2(d), each color class
partitions V (G). Moreover, by Theorem A, H is 3-edge colorable, so assume such a coloring using the same colors {1, 2, 3}.
For each edge e = uv of H , we need to join the corresponding vertices of M(u) and M(v). Let i be the color of e in H .
Use a tube to join each i-colored region ofM(u) to the corresponding region ofM(v) and run the required edges along the
resultant collection of tubes, taking advantage of the fact thatM(u) andM(v) are mirror images. A tube connecting copies
of a region bounded by a k-cycle will accommodate k edges and k quadrilateral regions. As each vertex in H is incident with
three edges—colored 1, 2, and 3—all original regions of H(w) are ‘‘destroyed’’ in this process, for each vertexw of H , leaving
only quadrilateral regions.
By Corollary 6–15 of White [9], the genus of the surface just constructed, and the genus of the graph H × G, will be
Q/4−P/2+1,where P and Q are the order and size respectively, of H×G. But P = p(H)p(G), and, since H×G is 6-regular
(since H and G are both cubic), Q = 3P = 3p(H)p(G). Thus the genus is 3p(H)p(G)/4− p(H)p(G)/2+ 1 = 1+ p(H)p(G)/4.

Theorem 7. Let G be a cubic graph of order p having a 3-map M. Then γ (G× G) = 1+ p2/4.
Proof. This follows directly from Theorem 6, using also Theorem 2(b and c). 
For example, let G = Q3, and consider two different 3-maps for G:
(1) On S0, with six quadrilateral regions, as in Fig. 3. (This isM1.) By Theorem 7, γ (Q3 × Q3) = 17. Our construction adds
12× 2 = 24 tubes to 8S0 (12 edges, two squares in each partition of V (Q3)means two tubes per edge). The first seven
tubes form S0 as a connected surface, and the final 17 tubes produce S17.
(2) On S1, with two quadrilateral and two octagonal regions. (This is M8.) Now our construction starts with 8S1 and uses
4 · 2+ 8 · 1 = 16 tubes, the first seven of these to form a connected S8. The final nine tubes are handles on S8, yielding
S17 again.
As an extra check, we know that γ (Qn) = 1 + 2n−3(n − 4) (see, for example, Theorems 6–36 of White [9]). Then
γ (Q3 × Q3) = γ (Q6) = 1+ 23 · 2 = 17.
The graph Q3 also imbeds on S1 with four hexagonal regions, but this is not a 3-map (all four conditions of Theorem 2
fail).
Inductively, let Gm = G× Gm−1 form ≥ 2.
Theorem 8. Let G be a cubic graph of order p having a 3-map G. Then γ (Gm) = 1+ ((3m− 4)/8)pm, for m ≥ 2.
Proof. We induct on m ≥ 2. The anchor is given by Theorem 7. The inductive step follows as in the proof of the genus
formula for Qn given in White [8]. We omit the details here, except to note that, having imbedded G × G as above, we find
three sets of regions, each set partitioning V (G× G), by taking, from each tube, either alternating set of quadrilaterals. The
quadrilaterals selected from a tube i (i = 1, 2, 3) contribute to partition i. Again, a quadrilateral imbedding is obtained, and
the calculation of the genus of the surface is routine. This situation generalizes, and is the heart of the inductive step. 
Of course, form > 1,Gm is not cubic (it is 3m-regular), and hence does not give a 3-map. However, it does give a 3m-map;
see Section 6.
6. n-maps
We conclude with a natural generalization of 3-maps.
First, say that a map is n-chromatic if its regions can be colored with a minimum of n colors in such a way that regions
with intersecting boundaries are assigned different colors. This is stricter than the usual chromatic number of an imbedded
graph since regions sharing a single boundary vertex are required to have distinct colors. (However, the properties of being
‘‘3-chromatic’’ and having ‘‘chromatic number 3’’ are equivalent for cubic maps.) Observe that if an n-chromatic map has
maximum degree∆ then n ≥ ∆.
This section concerns n-regular, n-chromatic maps for which there are only two mirror image orderings of region colors
around all vertices, say (1, 2, . . . , n) and (n, n − 1, . . . , 1). Such a map with this canonical region coloring is said to be
canonically n-chromatic and is called an n-map. Since this region coloring requires adjacent vertices to have these mirror
image region-coloring orders, we have a canonical bipartition of the vertices. This region coloring extends naturally to a
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Fig. 14. K4,4 on S1 .
Fig. 15. A voltage graph of a (4n− 2)-uniform n-map.
canonical edge-coloring by coloring an edge i if it separates regions colored i+ 1 and i+ 2 (working modulo n). Clearly, the
resulting colors of edges incident with a given vertex exhibit the same cyclic (clockwise or counterclockwise) order as the
incident regions. Fig. 14 shows K4,4 on S1 as a 4-map.
The following near-analogs of Theorems 2 and 3 for n-maps are presented without the corresponding nearly analogous
proofs.
Theorem 9. Let M be a map for an n-regular graph G. Then the following statements are equivalent:
(a) M is canonically n-chromatic (i.e., M is an n-map).
(b) G is bipartite and the bipartition is canonical.
(c) G is canonically n-edge colorable, and every cycle colored with two consecutive colors bounds a region. Moreover, every region
is so described.
In addition, each of these statements implies
(d) S(G) = {(u, v) : uv is in E(G)} is partitioned into n sets, each inducing a collection of region-bounding directed cycles
partitioning V (G).
It is also worth noting that statement (d) of Theorem 9 implies thatM is n-chromatic, though not necessarily canonically
n-chromatic. For example, consider the octahedral map on the plane, which is 4-regular and 4-chromatic but not bipartite.
A curious feature of this map is that – far from having only two mirror-image arrangements of region colors around each
vertex – the six vertices exhibit all six possible cyclic permutations of the four colors, with mirror-image arrangements at
antipodal vertices.
Theorem 10. A connected n-edge colorable, n-regular graph is the underlying graph for some n-map if and only if it is bipartite.
A nice example of a class of n-maps is given by the voltage graph in Fig. 15 using ∆ = {1, 3, . . . , 2n− 1} in Z4n−2. This
lifts to two copies of an order 4n− 2, (4n− 2)-uniform n-map on S(n−1)(n−2). The voltage 2i− 1 edge in the voltage graph
lifts to the color class of i-colored edges.
By replacing the voltages in Fig. 15 with the standard basis vectors in Γ =∏nj=1 Z2 we obtain the usual genus imbedding
of Qn as a 4-uniform n-map.
The following gives two ways to construct n′-maps from n-maps for which n′ > n.
Theorem 11. Let M be an n-map on Sk with underlying graph G having ri regions of color i.
(a) There is an (n+ 1)-map on S2k+ri−1 with underlying graph G× K2.
(b) There is a 4-uniform 2n-map on S1+p2(n−2)/4 with underlying graph G× G.
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Proof. (a) LetM be a map as described. Begin construction with twomirror image copies ofM , sayM1 andM2. Fix i and use
a tube to join the interior of each i-colored region of M1 to the interior of the corresponding region of M2. The first of
these tubes acts to join two surfaces of genus k into a single surface of genus 2k. Each remaining tube is a handle added
to this surface increasing the genus by 1, resulting in S2k+ri−1. Finally, join corresponding vertices of M1 and M2 with
edges drawn over these tubes.
This can be seen as an (n+ 1)-map via edge-coloring as follows. Observe that the regions into which the tubes were
joined were originally colored i so their boundary edges alternate between the colors i− 2 and i− 1. Thus, each of the
new edges is added to the rotation around each vertex between edges with these two colors. In the newmap, each edge
originally colored 1 through i − 2 retains its color, each remaining original edge has its color advanced by 1 and, each
new edge is colored i− 1. This edge coloring is clearly canonical.
(b) The same technique is used on a broader scale to imbed G × G as a 2n-map. Associate each vertex of G with a copy of
M—orienting these copies according to the bipartition of G. Now two copies of M associated with the endpoints of an
edge colored i inM are joined by tubes as in (a) for i = 1, 2, . . . , n. Each new region formed is quadrilateral, so the map
is 4-uniform. The genus of the surface is derived using the Euler-Poincaré formula, from np = 2q = 4r .
Thus, we are able to construct sequences of the form n-map, (n + 1)-map, (n + 2)-map, . . . or n-map, 2n-map, 4n-
map, . . . . Moreover, since each of the newly formed regions is quadrilateral, if M for G is 4-uniform, so will be the map
for G× K2. 
Let us say that the ordered pair (n,m) is realizable if there exists an n-map on Sm. Despite the infinite classes of n-maps
already described, we are far from a complete characterization of realizable pairs. The remaining results form a beginning
for this investigation.
Theorem 12. If (n,m1) and (n,m2) are realizable then (n,m1 +m2) is realizable.
Proof. Let M1 and M2 be n-maps on Sm1 and Sm2 respectively. Let u and v be oppositely oriented vertices in M1 and M2
respectively. That is, let x1, x2, . . . , xn be the clockwise ordering of the vertices adjacent to u, so the edge uxj is colored j.
Similarly, let y1, y2, . . . , yn be the counterclockwise ordering of the vertices adjacent to v, so the edge vyj is colored j. Delete
u and v, join the surfaces with a tube between the interiors of the expanded regions left by the vertex deletions, and run j
new edges xjyj along this tube to reestablish an n-map on the new surface Sm1+m2 . 
Lemma. An n-map of order p on Sm satisfies m ≥
⌈ 1
4 (n− 2)2
⌉
.
Proof. A straightforward application of the Euler-Poincaré formula, using the fact that n-maps are triangle-free, gives
m ≥ 1 + p(n−4)8 . Since an n-map is n-regular and bipartite, each partite set contains at least n vertices, making the order p
of the underlying graph at least 2n. Thus,m ≥ 1+ 2n(n−4)8 = n
2−4n
4 + 44 = (n−2)
2
4 . The fact thatm is an integer allows us to
round up. 
This result will establish the lower bounds in the following results. The reader may recall that
⌈ 1
4 (n− 2)2
⌉
is the genus
of Kn,n.
Theorem 13. (4,m) is realizable if and only if m ≥ 1.
Proof. The lemma above, with n = 4, yieldsm ≥ 1 when (4,m) is realizable.
LetM be a 4-map on S1, such as Q4. This shows that (4, 1) is realizable. Using this as the basis of an induction, if (4, k) is
realizable then (4, k+ 1) is realizable by Theorem 12. 
Theorem 14. (5,m) is realizable if and only if m ≥ 3.
Proof. Let n = 5 in the lemma to obtainm ≥ 3 when (5,m) is realizable.
Now supposem ≥ 3. The basis for our construction is the 4-mapM on S1which is the imbedding of the complete bipartite
graph K4,4 shown in Fig. 14. This is a 4-uniformmapwith partition number 2. Designate the two regions ofM that are colored
2 (whose boundary edges alternate 4 and 1) as A and B.
Begin with m − 1 identical copies of M , denoted M(1),M(2), . . . ,M(m − 1). For each i, join M(i) to M(i + 1) (added
modulom) with a tube from the interior of region A inM(i) to the interior of region B inM(i+1). Imbed four edges from the
boundary vertices of A to the boundary vertices of B, in one-to-one fashion, in any way that will result in a bipartite map.
Anym− 2 of these tubes can be viewed as linking the surfaces holding the copies ofM into a single surface of genusm− 1
(i.e., one for eachM). The last tube is a handle on this surface that increases the genus by 1 so the new map is on Sm.
To see this map as a 5-map, let edges in all copies of M retain their colors as 4-maps. Then use 5 to color all new edges
joining copies ofM across tubes. These edge colors then induce the region colors. 
Theorem 15. (6,m) is realizable if and only if m ≥ 4.
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Proof. Once again we use the lemma, this time with n = 6, to obtainm ≥ 4 when (6,m) is realizable.
The remainder of the proof is a sequence of imbeddings based on the dipole in Fig. 15. Use 6 edges labeled with the six
elements of the dihedral group D3 so that rotations and reflections alternate. This lifts to a imbedding of K6,6 on S4, as a
4-uniform, 6-map. To see this, first observe that the lifted graph has a single component since all voltages appear on edges
incident with each vertex. Secondly, each region of the voltage graph is a digon whose voltages (a rotation and a reflection)
compose to give an order 2 element (a reflection). Thus, each digon lifts to three quadrilaterals. Since the liftedmap is clearly
a quadrilateral imbedding of K6,6, the surface must be S4.
We will obtain imbeddings of K6,6, as 6-maps on S5 and S6, as variations of the voltage construction just given. Let
ρ0, ρ1, ρ2 denote the rotations (with ρ0 being the identity) and let µ0, µ1, µ2 denote the reflections. The imbedding just
given has the form ρ0, µ0, ρ1, µ1, ρ2, µ2. Rearranging these as ρ0, µ0, ρ1, µ1, µ2, ρ2 gives K6,6, as a 6-map on S5. The
arrangement ρ2, ρ0, ρ1, µ0, µ1, µ2 gives K6,6, as a 6-map on S6. Similar computations establish the genera.
To obtain K6,6 on S7, use Γ = Z6 (instead of D3) and arrange the voltages as 0, 2, 4, 1, 3, 5 on the same dipole. Again, by
using all elements of Z6 on the edges incident with each vertex, the lifted graph has a single component. Each of the four
digons with a boundary sum of±2 lifts to two hexagons. The digon with boundary sum 1 (= 0− 5) lifts to a single 12-gon.
And the digon with boundary sum 3 (= 4 − 1) lifts to 3 quadrilaterals. So the lifted map has 12 vertices, 36 edges and 12
regions, giving the genus 7.
Finally, using these 6-maps on S4, S5, S6, and S7 as building blocks, we can iteratively construct 6-maps on each surface
of higher genus using Theorem 12. 
Theorem 16. For n ≥ 1, K2n,2n has a quadrilateral imbedding as a 2n-map on S(n−1)2 , so (2n, (n− 1)2) is realizable.
Proof. The cases n = 1, 2 are easily dispatched by noting that K2,2 = C4 is clearly planar and that Fig. 14 shows K4,4 as a
4-map on S1. When n ≥ 3, simply generalize the construction at the beginning of the proof of Theorem 15. Namely, use the
usual digon with 2n edges, labeling these with all voltages from Γ = Dn, making sure to alternate reflections and rotations.

7. Open problems
For further study, we suggest:
(1) In reference to Theorem 1, characterize those partitions of the vertex set of a cubic map into two, equal-sized classes A
and B for which A is the set of clockwise vertices and B is the set of counterclockwise vertices for some region coloring.
(2) For a given (p, n), characterize those feasible multisets which are realizable, for a 3-map of order p on Sn.
(3) Is there an intermediate value theorem for 3-maps; that is, if G has a 3-map on both Sn and Sm, with n < k < m, does G
have a 3-map on Sk?
(4) For a given cubic bipartite graph G, find all n for which G has a 3-map on Sn. For example, if G = K2 × C6, then we have
seen (end of Section 2), that G has a 3-map on Sn precisely when 0 ≤ n ≤ 2.
(5) Define the 3-map genus of a cubic bipartite graph G as: γ3m(G) is the minimum n such that G has a 3-map on Sn. For
example, γ3m(K2 × C6) = 0. Study this parameter. Since q = 3p2 and 2q ≥ 4r , γ3m ≥ 1 − p8 for p ≥ 6. This is not very
helpful, except to check that 2q = 4r if and only if p = 8.
(6) Likewise, define the 3-map maximum genus as: γ3M(G) is the maximum n such that G has a 3-map on Sn. For example,
γ3M(K2×C6) = 2. Study this parameter too. Clearly, r ≥ 3, for every 3-mapM forG. Thus γ3M(G) = 1+(1/2)(q−p−r) ≤
1+ (1/2)((3/2)p− p− 3) = (p− 2)/4. Note that the upper bound is attained (after rounding down), for K2 × C6.
(7) Continue the study of n-maps.
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