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Abstract
We introduce a new model of interacting spin 1/2. It describes in-
teraction of three nearest neighbors. The Hamiltonian can be expressed
in terms of Fredkin gates. The Fredkin gate (also known as the CSWAP
gate) is a computational circuit suitable for reversible computing. Our
construction generalizes the work [4]. Our model can be solved by means
of Catalan combinatorics in the form of random walks on upper half of a
square lattice [Dyck walks]. Each Dyck path can be mapped on a wave
function of spins. The ground state is an equally weighted superposition
of Dyck walks [instead of Motzkin walks]. We can also express it as a
matrix product state. We further construct the model of interacting spins
3/2 and greater half-integer spins. The models with higher spins require
coloring of Dyck walks. We construct SU(k) symmetric model [here k is
the number of colors]. The leading term of the entanglement entropy is
then proportional to the square root of the length of the lattice [like in
Shor-Movassagh model]. The gap closes as a high power of the length of
the lattice.
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1 Introduction
Entanglement is a feature separating classical and quantum worlds. It was
discovered 80 years ago, but it becomes important now because of building
quantum devices. Entanglement is used in quantum communication and com-
putation. Entropy of a subsystem is a good measure of entanglement [1], it
is called entanglement entropy. It was studied in models of interacting spins.
Quantum fluctuations in spin models enhance with lowering of space dimension.
Spin chains provide good models for the experimental realization of quantum
devices such as quantum computers [7] [3] [5] [6]. Entanglement entropy in
spin chains was studied intensely. Recently Peter Shor and Ramis Movassagh
constructed an spin chain describing local interaction of integer spins [4], [2].
It display abnormally high levels of entanglement. We generalize their results
to half-integer spins.
2 The Hamiltonian and ground state
Our bulk Hamiltonian is given by an interaction between singlet pairs with
neighbouring sites. Specifically, the Hamiltonian can be written as
H = Hbulk +H∂ = H∂ +
∑
j
Hj (1)
where we have the boundary term H∂ = |↓1〉〈↓1|+ |↑N 〉〈↑N |, and where the
bulk term is given by the following three-site interaction between singlet pairs
and neighbouring sites:
Hj = |↑j〉〈↑j | ⊗ |Sj+1,j+2〉〈Sj+1,j+2|+ |Sj,j+1〉〈Sj,j+1| ⊗ |↓j+2〉〈↓j+2| (2)
where |Si,j〉 is the familiar singlet state 1√2 (|↑i〉|↓j〉 − |↓i〉|↑j〉). In other
words, we have an interaction term for a spin up on the left of a singlet, and a
term for a spin down on the right of a singlet.
Despite its simplicity, this seemingly innocent Hamiltonian turns out to have
a highly entangled ground state with a very rich combinatorial structure, as we
will see in the following section which introduces the necessary formalism to
write down the ground state.
Before we move on however, we allow ourselves to rewrite the bulk Hamil-
tonian in a few alternate ways. The first is in terms of Pauli spin operators,
where it can be written as:
Hj = (1 + σ
Z
j )(1− ~σj+1 · ~σj+2) + (1− ~σj · ~σj+1)(1 − σZj+2) (3)
finally, we have yet another way to write down the bulk terms of the Hamil-
tonian, by noting their relationship to Fredkin (Controlled-Swap) gates:
Hj = (1− Fj,j+1,j+2) + (1− σxj+2Fj+2,j+1,jσxj+2) (4)
Where Fi,j,k is the Fredkin gate acting on three qbits, which is both Hermi-
tian and unitary. It swaps j,k if site i is in state |↑〉 and does nothing if it is in
state |↓〉.
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2.1 Combinatorial prerequisites: Dyck Words
In this section we consisely describe the of combinatorics necessary to describe
the ground state and its relation to the Hamiltonian.
The central idea for defining our model is to think of the basis states of our
length N chain of two-state systems as the set of N-symbol words in a two-letter
alphabet. Depending on context, the letters would then be called ↑ and ↓ for
the basis states |↑〉 and |↓〉, 0 and 1 for |0〉 and |1〉, or more suggestively for our
purposes, ( and ) for |( 〉 and |)〉.
Among generic two-letter words, we may single out the set of Dyck words.
These are precisely the set of words consisting of an equal number of left and
right parentheses, such that every left parenthesis has a matching right parenthe-
sis further right along the word. That is, there are no right or left parentheses
that are unmatched on either side of the word.
For example, ()(()) and (()()) are both valid six-letter Dyck words, while
)(()() or ())(() are not.
Clearly, a word can only be Dyck if N = 2n is even, however since splitting
up a word into pieces that may be odd is a useful operation we will still consider
words of odd length.
The Dyck-ness of a word is thus a global feature which forces symbols at
different places in the word to be correlated. For example, if we slice up the
word along the middle the number of unmatched left parentheses in the left half
must be equal to the number of unmatched right parentheses in the right half.
These correlations will be the key source of entanglement in the physical model
that we propose below.
2.1.1 Dyck words as an equivalence class
Having defined Dyck words and observed that their definition is global, we then
observe that they do admit a local description.
To do this, we consider the larger set of arbitrary words and introduce the
following moves, which in analogy to Reidemeister moves we call the Fredkin
moves:
())↔)() (5)
(()↔ ()( (6)
where we allow a matched pair of adjacent parentheses to be moved any-
where. The reason why we call these the Fredkin moves is that when viewed
as bit strings, the involution that takes one side to the other is a three-bit re-
versible logic gate known as the Fredkin gate, up to a flipped control bit. We
will sometimes also refer to these as Fredkin relations.
We now consider how these relations divide up the set of words of length
N into equivalence classes. We immediately observe that the relations preserve
the matchings of the parentheses, and as such map Dyck words to Dyck words
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only and non-Dyck words to non-Dyck words only.
A full classification of the equivalence classes may be performed fairly straight-
forwardly by observing that:
1) If any given word has at least one pair of adjacent matched parentheses,
we may use the Fredkin relation to move it to the front of the word. This allows
us to focus on a subword of length N-2
2) The only words that have no matched pair of adjacent parentheses are of
the form , i.e. consist of a left parentheses followed by b right parentheses.
Together, these observations imply that every word of length N is equivalent
to exactly one word consisting of 2k matched parentheses, followed by a un-
matched right parenthese, followed by b left parentheses. That is, of the form
()()...k times () () )))... a times ...)) ((((... b times...(((, where a+ b+ 2k = N .
We call this the standard form of the word. Since clearly none of these words are
equivalent to each other this completes our classification. We may denote these
equivalence classes Ca,b(N), and observe that C0,0(N), which is non-empty for
even N, is exactly the set of Dyck words of length N = 2n.
We finish off by stating that the number of words in each equivalence class
Ca,b(N) is given by:
|Ca,b(N)| =


(
N
N+a+b
2
)− ( NN+a+b
2
+1
)
if N − a− b is even and positive
1 if N = a + b
0 otherwise
(7)
which in the nonzero cases match the numbers in the Catalan triangle (where
each number is the sum of the numbers above it and the one to its left). We
note that in the special case where N = 2n and a = b = 0, we recover the famous
Catalan numbers CN =
1
n+1
(
2n
n
)
.
We may prove this by constructing an explicit bijection between Ca,b and
C0,a+b, which incidentally is also a symmetry of the bulk Hamiltonian. This
simply consists of exchanging each unmatched right parenthesis in a member
of Ca,b with an unmatched left parenthesis. Since the subword between one
unmatched parenthesis of a word and the next must be a Dyck word, this must
map matched parentheses to matched parentheses and unmatched parentheses
to unmatched parentheses, which makes the inverse of the map trivial to find.
The number of elements in C0,a+b can then be obtained directly from Bertrand’s
ballot theorem with ties allowed [8], or by using the combinatorial definition of
the numbers in Catalan’s triangle.
2.1.2 Dyck words reinterpreted as Dyck paths
In this section, we introduce the path notation to describe Dyck words. This
notation is particularly useful in handwritten work and has the advantage of
being easier to parse. The path formalism is also generally the most convenient
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Figure 1: In this figure we show the different ways in which our basis states can
be expressed: as a sequence of spins up or down, as Dyck words, or as paths. It
also shows the relation between matched parentheses and matched steps.
to use for counting the number of elements in a given Fredkin equivalence class.
The key observation is that two-letter words can also be interpreted as paths
on the upper half plane of a lattice. Specifically, all words in the equivalence
class Ca,b(N) can be viewed as a path from the lattice point (0, a) to the lattice
point (N, b) such that on each step the path can only travel diagonally from
(x, y) to (x+ 1, y ± 1), and such that it is always stays in the upper half plane
y ≥ 0. The bijection is given simply by associating left parentheses with a step
up and right parentheses with a step down.
Parenthesis matching can be obtained in the following way: for any word of
the form W = w1(w2)w3, we have that w2 must be a Dyck word if and only
if the two parentheses we have written out are matched, since otherwise, ei-
ther the left or right parentheses would instead be matched with an unmatched
parenthesis of w2.
As a result, the path corresponding to w2 never goes further down than
its starting point. The matching of parentheses can then be translated into
matching steps in the following way: for a given up step from y = y0 to y =
y0 + 1, the first down step after it which goes from y = y0 + 1 to y = y0, if
it exists, is the matching down step which corresponds to the matching right
parenthesis. The two-dimensional nature of paths make matchings significantly
easier to parse, at the expense of using a less compact notation.
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Figure 2: The Fredkin moves in path notation.
2.2 The ground state
The ground state of our model with 2n sites |Dn〉 can be written as a uniform
superposition of the basis states corresponding to Dyck words(or paths).
To give some low-n examples, using the bracket notation where |↑〉 = |( 〉
and |↓〉 = |)〉, we have:
|D1〉 = |( )〉
|D2〉 = |( )( )〉+ |(( ))〉
|D3〉 = |((( )))〉+ |(( )( ))〉+ |( )(( ))〉+ |(( ))( )〉+ |( )( )( )〉
and
|D4〉 = |((( )( )))〉+
|((( )( )))〉+ |((( ))( ))〉+ |(( )(( )))〉+
|( )((( )))〉+ |((( )))( )〉+ |(( ))(( ))〉+
+|(( )( )( ))〉+ |)((( )( ))〉+ |(( )( ))( )〉
+|(( ))( )( )〉+ |( )(( ))( )〉+ |( )( )(( ))〉
+|( )( )( )( )〉
which have 1, 2, 5, and 14 terms, respectively.
To see that it is the unique ground state, we do the following: first, we show
that |Dn〉 is indeed a zero eigenstate of all individual terms in the Hamiltonian.
Next, we observe that this implies frustration freeness: each term is positive
semidefinite, therefore any other eigenstate with zero eigenvalues must be a
zero eigenstate of all individual terms. Finally, we show that any state with
that last property must be equal to |Dn〉. Alternatively, one can simply apply
the orbit theorem in the appendix to the bulk Hamiltonian, and check which
ground states are also ground states of the boundary terms.
We start with the boundary terms. Since every Dyck word must start with
an opening parenthesis and end with a closing parenthesis(for walks, start with
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a step up and end with a step down), |Dn〉 is indeed a ground state of the
boundary terms.
Next, we consider the bulk terms. Consider the term
|↑j〉〈↑j| ⊗ |Sj+1,j+2〉〈Sj+1,j+2| =
[|(( )〉j − |( )( 〉j][〈(( )|j − 〈( )( |j]
, where the index j denotes the position of the first site.
This term is a projector onto the state |(( )〉j − |( )( 〉j . We then observe
that we may generically write the Dyck state as |ψ1〉 ⊗ |(( )〉j ⊗ |ψ2〉 + |χ1〉 ⊗
|( )( 〉j ⊗ |χ2〉 + |ψ〉, where |ψ〉 is orthogonal to both |(( )〉j and |( )( 〉j . By
definition, the last term is annihilated by our projector, so we may focus on the
first two.
However, we note that the invariance of the set of Dyck words under the
Fredkin moves (5) give us that if w1w2 is a Dyck word, so is w1( )(w2 and
vice versa. Therefore, in our expression above we must have |ψ1〉 = |χ1〉 and
|ψ2〉 = |χ2〉, and we have |Dn〉 = |ψ1〉 ⊗
[|(( )〉j + |( )( 〉j] ⊗ |ψ2〉 + |ψ〉. Both
terms are orthogonal to |(( )〉j−|( )( 〉j and will be annihilated by our projector.
The process is analogous for the second bulk term.
Therefore, the Dyck state is indeed a ground state of all individual terms
of our Hamiltonian. Since such a state exists, any other ground state of the
Hamiltonian must also be a ground state of all individual terms.
Now, we consider the possible ground states of the bulk terms. We now
know that it must be a ground state of each individual term. We may then
perform the above calculation in reverse: we break up an arbitrary ground state
candidate |ψ〉 into |Ψ〉 = |ψ1〉⊗ |(( )〉j ⊗|ψ2〉+ |χ1〉⊗ |( )( 〉j ⊗|χ2〉+ |ψ〉, where
|ψ〉 is orthogonal to both |(( )〉j and |( )( 〉j . If this is annihilated by the projec-
tor
[|(( )〉j − |( )( 〉j][〈(( )|j −〈( )( |j], we must have [〈(( )|j −〈( )( |j]|Ψ〉 = 0.
Expanding this, we get |ψ1〉 ⊗ 〈(( )|j |(( )〉j ⊗ |ψ2〉 − |χ1〉 ⊗ 〈( )( |j |( )( 〉j ⊗ |χ2〉,
so we come to the conclusion that for any such ground state |χ1〉 = |χ2〉 and
|ψ1〉 = |ψ2〉. In other words, the parts of the ground state containing |( )( 〉j
and |(( )〉j are exactly equal. We can then simply repeat this for all bulk terms
in the hamiltonian.
This is the key observation we needed to make. Writing out the ground state
as |Ψ〉 =∑i ci|wi〉, we have just proven that if the words wi and wj are related
by a Fredkin move, then ci = cj .
To formulate this in terms of an explicit orthogonal basis for our ground
states, we can use our discussion of equivalence classes under Fredkin moves in
section 2.1.1 to define the states |Ca,b(N)〉 =
∑
wi∈Ca,b(N) |wi〉 which are direct
superpositions of all states in the equivalence class Ca,b(N). Then, we see that
any ground state |Ψ〉 of the bulk terms can be written as |Ψ〉 =∑a,b |Ca,b(N)〉,
so the states |Ca,b(N)〉 form a complete basis for the space of bulk term ground
states.
Among these, for even N = 2n, only |C0,0(N)〉 = |Dn〉 which has no unpaired
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parentheses/steps is also a ground state of the boundary terms, which finally
proves that the Dyck state is indeed the unique ground state of our Hamiltonian
when the boundary terms are introduced.
2.2.1 Schmidt decomposition and measures of entanglement
The Dyck state is highly entangled. If we break up the chain into two halves
with lengths L and N-L, where without loss of generalization we may assume
that L < N − L. The Schmidt rank will then be ξ = ⌊L2 ⌋, while the the
entanglement entropy will scale as
S =
1
2
log(L) +O(1)
.
Our primary tool to study the entanglement between blocks will be the the
Schmidt decomposition. The Dyck state can be decomposed into the states
|Dn〉 =
L∑
m=0
√
pm|C0,m(L)〉 ⊗ |Cm,0(N − L)〉 (8)
where we define the states |Ca,b(L)〉 as a direct generalization of the Dyck
state, which is a direct superposition of the basis states corresponding to the
equivalence classes Ca,b(N) that we defined in section 2.1.1.
In particular, we note that Ca,b(L) is non-empty if and only if a + b < L
and the parity of a + b matches that of L. As a result, the nonzero terms
|C0,m(L)〉⊗ |Cm,0(L)〉 will be those with even m < L if L is even, or odd m < L
if L is odd.
This leads to our above expression for the Schmidt rank, since the number
of even integers ≤ L if L is even is given by L2 , and the number of odd integers
less than L if L is odd is given by L−12 . The two expressions may be combined
concisely with the floor function.
Now we may move on to compute the entanglement entropy. We start by
deriving a useful expression for pm, which must be the product of the normal-
ization factors of |C0,m(L)〉 and |Cm,0(L)〉 divided by the normalization factor
of |Dn〉. This gives us pm = |C0,m(L)||C0,m(N−L)||C0,0(N)| .
To find a useful expression for the pm, we will start by cleaning up our no-
tation a bit. We have already written N = 2n. We will split the expression into
two cases where L is odd or even.
For the even case, we write L = 2l, and m = 2h, h ∈ [0, l] as the pm will be
zero for odd m. Then for the h < l case we may simplify:
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|C0,m(L)| =
(
2l
l + h
)
−
(
2l
l + h+ 1
)
=
2h+ 1
l + h+ 1
(
2l
l + h
)
|Cm,0(N − L)| =
(
2(n− l)
n− l + h
)
−
(
2(n− l)
n− l + h+ 1
)
=
2h+ 1
n− l + h+ 1
(
2(n− l)
n− l + h
)
while in the odd case we write L = 2l + 1 and m = 2h + 1, h ∈ [0, l] which
gives us
|C0,m(L)| =
(
2l+ 1
l + h+ 1
)
−
(
2l + 1
l + h+ 2
)
=
2h+ 2
l + h+ 2
(
2l+ 1
l + h+ 1
)
|Cm,0(N − L)| =
(
2(n− l)− 1
(n− l) + h
)
−
(
2(n− l)− 1
(n− l) + h+ 1
)
which in the even case gives us:
ph =
1
Cat(n)
(2h+ 1)2
(h+ 1 + n2 )
2 − (l − n2 )2
(
2l
l + h
)(
2(n− l)
n− l + h
)
Our next step is then simply to use the Gaussian approximation for binomials(
2n
n+k
) ≈ 4n√
pin
exp(−k2n ), which gives us:
ph ≈ 4
n
πCat(n)
√
l(n− l)
(2h+ 1)2
(h+ 1 + n2 )
2 − (l − n2 )2
exp
[
−h2(1
l
+
1
n− l )
]
Which is a good approximation when n is large, and peaks when h
2n
l(n−l) ≈ 1.
Since the Gaussian factor will suppress the parts where h is comparable to n2 ,
our final approximation becomes
ph ≈ h
2
Z
exp
[
−h2 n
l(n− l)
]
where Z is a normalization factor.
This expression is largely analogous to the one in [2], [4], and from here on
we may proceed in a manner fully analogous to the method outlined in these
publications. The key idea is to approximate sums with integrals, and perform-
ing a change of variables to isolate the L(N −L) dependence. In particular, we
have:
S = −
∑
h
phlog(h) ≈ −
∫ ∞
0
pxlog(px)dx =
[√
l(n− l)
l
dα = dx
]
=
−
∫ ∞
0
σρα log(σρα)σ
−1dα = −
∫ ∞
0
ρα[log(σ) + log(ρα)]dα =
− log(σ) −
∫ ∞
0
ρα log(ρα)dα =
1
2
log
[
l(n− l)
l
]
−
∫ ∞
0
ρα log(ρα)dα
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Where px =
x2
Z˜
exp
[
−x2 nl(n−l)
]
, Z˜ is a normalization factor so that
∫
pxdx =
1 and α = σx and σ =
√
N
L(N−L) . Furthermore, we define ρα =
1
Z′α
2 exp[−α2]
where Z ′ is a constant such that
∫
ρα = 1, which gives us px = σρα (with a
factor σ3 from the normalization factor and a σ−2 from x2 = σ−2α2 ), which we
used to insert the correct sigma factors. Thus, when N and L are large enough
for the integral approximation to be valid, we have:
S =
1
2
log
[
L(N − L)
N
]
+O(1)
2.2.2 Matrix product state definition
To find the MPS formulation we let ourselves be guided by the form of the
Fredkin moves (5). We would like the product A(A) to commute with A( and
A), or at least have a commutator which can easily be projected out, while hav-
ing a more nontrivial expression for A)A(. Here A is a local matrix in matrix
state represettation of the ground state. It can be compared with L operator of
quantum inverse scattering method.
We can do this by setting A
(
ij = δ
i+1,j and A
)
ij = δi, j + 1 for ∞ > i, j ≥ 1
and 0 otherwise. In that case, before we truncate to a finite bond dimension,
we have A(A) = 1 while A)A( is a projector that does not commute with A( or
A).
To obtain the Dyck state, we introduce the boundary (basis) vector vi = δ
i,1.
Then we have that a the matrix element vTAk1Ak2 ...AkN−1AkN v of the product
will be nonzero if and only if the indices k1k2...kN−1kN , which each are ) or
( -valued, together form a Dyck word.
This is true because for any index values we can remove A(A) = 1 without
changing the value of the product until we are left with an expression of the form
vT [A)]
a
[A(]
b
v. Hence the matrix product depends only on to which equivalence
class of the word formed by the indices belongs to under the Fredkin moves, and
using the boundary vector vi = δ
i,1 the relevant matrix element this will yield
zero if the word belongs to any equivalence class other than that of Dyck words.
Hence, the matrices above do indeed give a matrix product state description of
the Dyck state.
We now only have to check whether we can truncate our infinite-dimensional
matrices to finite-dimensional matrices to obtain an MPS description that is
actually useful. This can be done by observing that the entries of Aij with i or
j larger than N do not affect the product [ground state]
vTAi1Ai2 ...AiN−1AiN v
, meaning that we can simply truncate it to an N-dimensional MPS (which can
be refined to N/2 exactly, and to O(
√
N) with arbitrarily small errors as N
becomes large).
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2.3 Spin wave solutions
The Fredkin model is closely related to the XXX Heisenberg model. In par-
ticular, since it commutes with z-component of total spin Z =
∑
j σ
z
j , we can
straightforwardly apply the coordinate Bethe ansatz analyze the 1-magnon sec-
tor of the model.
In fact, since our model has two invariants a and b, we can obtain a slightly
stronger result, namely that all sectors with a+b = N−2 have a spectrum fully
isomorphic to the 1-Magnon sector of a ferromagnetic Heisenberg XXX chain
of length N-1.
The key insight is that when viewed as a path, these equivalence classes
consist of a long dip with a single /\ peak that may be moved around. The N-1
basis states of this class, which we call |ψj〉 , correspond to the path where the
single peak has an up-step at site j and the down-step at site j + 1.
For each j, the only terms in the Fredkin Hamiltonian that can affect |ψj〉
non-trivially will be the three-site terms that act on both site j and j+1, which
leads to four candidates. By brute force consideration of all cases, we will see
that up to constants there will be exactly two terms remaining, one which maps
|ψj〉 to −|ψj+1〉 and one which maps |ψj〉 to −|ψj−1〉. Therefore, the restriction
of the Fredkin model Hamiltonian with open boundary conditions to this sector
is isomorphic to the ferromagnetic Heisenberg XXX Hamiltonian with open
boundary conditions restricted to the one-magnon sector, on a chain of length
N-1.
2.4 Ground states with alternative boundary conditions
While we have been focusing on the ground states with boundary terms H∂ =
|↓1〉〈↓1| + |↑N〉〈↑N |, our model does exhibit some rather surprising properties
with other boundary conditions.
The first generalization we could make is to a H∂(α, β) = (1 − ασz0) + (1 +
βσzN ), which yields our previous boundary terms for α = β = 1. For α = −β,
the bulk ground states |CN,0〉 and |C0,N 〉 will be ground states of the case
where α = 1 and α = −1, respectively. For α = β = −1, we have an N − 2
degeneracy as all the domain wall states |Ca,b〉 with a + b = N and a, b ≥ 1
are ground states. Since in call cases we have bulk ground states which are also
boundary ground states, the model stays frustration free meaning these are the
only possible ground states for these boundary conditions.
Furthermore, since the model is frustration free for all possible sign com-
binations of α, β, the ground state depends only on the signs of α, β and not
on their magnitude. In other words, phase transitions may happen only when
α or β is zero. These results may be combined into the phase diagram in figure 3.
2.4.1 Periodic boundary conditions
We get a somewhat more surprising result with periodic boundary conditions.
Here, we note that the Hamiltonian commutes with Z =
∑
j σ
z
j and with the
11
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Figure 3: A phase diagram describing the different phases of the model as we
vary the boundary conditions.
cyclic permutation operator CN which maps the site j to the site j + 1. We
may use the eigenvalues of these two operators to index our ground states in
the model with periodic boundary conditions.
For odd N, all ground states are eigenstates with eigenvalue 1 of CN , and
can be indexed solely using the Z operator. In this case all ground states also
happen to be eigenstates of the Heisenberg XXX model and are totally sym-
metric. The degeneracy in this case is N.
For even N = 2n, the situation is different, and we have a ground state
degeneracy N+1. N of these are eigenvectors with unit eigenvalues of the CN
operator and are also Heisenberg XXX ground states. However, there is one
additional state, which we call the anomalous state |Dan〉, which is an eigenstate
of CN with eigenvalue -1, and a zero eigenstate of Z. Is is given by:
|Dan〉 = 1√(
2n
n
)
n∑
m=0
√
|Cm,m|(−1)m|Cm,m〉
To see why this is the case, we consider what happens to the equivalence
classes as we add Fredkin moves that continue periodically across the edge.
We may define a periodic matching across the edge, which is most easily
done by going back to the Dyck word formalism: two parentheses are period-
ically matched if they are matched in the usual sense for at least one cyclic
permutation of the Dyck word. Two steps are periodically matched if their cor-
responding parentheses in the Dyck word formalism are periodically matched.
The key idea is then that we can use our previous algorithm that reduces
any path to a series of down steps (right parentheses), followed by a series of
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/\ peaks (matched pairs), followed by a series of up steps (left parentheses).
However, whenever we have a down-step at site 1 and an up step at site N, we
have a peak wound across the edge.
If we have any unmatched step adjacent to it, we can move this peak away
from the edge to join the other peaks. By repeating this process, we can then
always reduce to the case where all matched steps are adjacent to their match,
and we are left with Z unmatched up steps and no unmatched down steps if
Z is positive, or |Z| unmatched down steps and no unmatched upsteps if Z is
negative.
At this point, we are left with two cases: Either there is a peak wound across
the edge, or there isn’t. If Z > 0, we can move an unmatched up-step to site
N-1, move the peak past it, and we will be left with no peaks wound across the
edge. For Z < 0, we may perform the mirror image of this algorithm. However,
for Z = 0 there is no way to transform one case into the other.
Thus, for Z 6= 0 we are left with exactly one equivalence class for each value
of Z:
CZ =
{
∪kCZ+k,k if Z > 0
∪kCk,Z+k if Z < 0
which all just contain all basis states that satisfy
∑
j σ
z
j = Z. Using the orbit
theorem we see that these all generate the same ground states as the Heisenberg
XXX Hamiltonian.
In the the Z = 0 case, we have two equivalence classes that classify whether
the number of pairs matched across the edge is odd or even. Each of these gives
us a ground state. The symmetric sum of these is the Z = 0 ground state of
Heisenberg XXX, while the difference yields the anomalous state above.
3 Generalizing to a colored SU(k)-symmetric model
with a square root entanglement entropy lead-
ing term
It is possible to generalize the Fredkin model to exhibit a colored Dyck state
as its ground state in a manner largely analogous to [4], which yields an ex-
ponentially increasing Schmidt rank and entanglement entropy. However, since
we consider Dyck paths rather than Motzkin paths the Hilbert space for each
site will be of even dimension, which allows us to naturally write it as a tensor
product of a two-dimensional Hilbert space and a k-dimensional ”color” Hilbert
space.
In particular our colored model has a manifest U(1) × SU(k) symmetry
which generalizes the U(1) symmetry of the uncolored Fredkin model, where k
is a positive integer giving the number of colors.
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The expression for the Fredkin Hamiltonian above in terms of Pauli matri-
ces can be generalized to an expression in terms of SU(2)⊗ SU(c) matrices for
each site j of the form T aj = σ
z
j ⊗ taj where the ta are the generators of SU(k)
in the fundamental representation. For convenience we will also use the SU(2)
matrices that by abuse of notation we write σij = σ
i
j ⊗ 1j .
Finally, we define the projection operators P±j =
1±σzj
2 and the cyclic per-
mutation operator Cj1,j2,j3 which cyclically permutes the sites j1, j2, j3.
This allows us to conveniently write the Hamiltonian in a manifestly SU(k)-
invariant way as:
H = HF +HX +H∂ (9)
where
HF =
N−2∑
j=1
P+j P
+
j+1P
−
j+2 + P
+
j P
−
j+1P
+
j+2 − P+j P+j+1P−j+2Cj,j+1,j+2 − C†j,j+1,j+2P+j P+j+1P−j+2+
+P+j P
−
j+1P
−
j+2 + P
−
j P
+
j+1P
−
j+2 − P+j P−j+1P−j+2C†j,j+1,j+2 − Cj,j+1,j+2P+j P−j+1P−j+2
HX =
N−1∑
j=1
P+j P
−
j+1
[∑
a
(T aj + T
a
j+1)
2
]
H∂ = P
−
1 + P
+
N
All three of these operators manifestly commute with the SU(k) generators
T a =
∑N
j=1 T
a
j , and with the operator Z =
∑N
j=1 σ
z
j , which together generate
the symmetry group SU(k)×U(1) of the model, which can naturally be viewed
as a full U(k) symmetry. The Hilbert space at each site is then most naturally
viewed as a sum of two mutually conjugate fundamental representations of U(k).
To illustrate the Hamiltonian more clearly, we can expand it in the product
state basis as a sum of projectors. In that case, we can naturally write:
HF =
N−2∑
j=1
∑
c1,c2,c3
(
∣∣↓c1j ↑c2j+1↓c3j+2〉− ∣∣↑c2j ↓c3j+1↓c1j+2〉)(〈↓c1j ↑c2j+1↓c3j+2∣∣− 〈↑c2j ↓c3j+1↓c1j+2∣∣)+
(
∣∣↑c1j ↑c2j+1↓c3j+2〉− ∣∣↑c2j ↓c3j+1↑c1j+2〉)(〈↑c1j ↑c2j+1↓c3j+2∣∣− 〈↑c2j ↓c3j+1↑c1j+2∣∣)
HX =
N−1∑
j=1
[
1− 1
k
(
∑
c1
∣∣↑c1j ↓c1j+1〉)(∑
c2
〈↑c2j ↓c2j+1∣∣)
]
P+j P
−
j+1
H∂ = P
−
1 + P
+
N =
∑
c1
|↓c11 〉〈↓c11 |+ |↑c1N 〉〈↑c1N |
where c1, c2, c3 are colour indices running from 1 to k.
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This model can be shown to reduce to the Fredkin model when k = 1,
and in general the ground states can be obtained in a fully analogous manner
and described in terms of combinatorial objects. The extension we will need is
colored Dyck paths.
3.1 Invariants of the Hamiltonian and characterization of
the bulk ground states
The basic idea here is the same as before: identifying basis states with paths,
where we generalize the k=1 case by considering colored paths.
Our first move should then be to identify invariants of HF that may allow us
to block diagonalize it. In the uncolored case, the only invariants were the num-
ber of unmatched up/down steps in the path notation or unmatched left/right
parentheses in the word notation.
In the colored case, the Fredkin moves have more invariants, as we have al-
ready seen from the fact that the Hamiltonian commutes with the T a operators.
The key observation here is that the Hamiltonian generates the colored Fred-
kin moves, which we have presented in path notation in figure 4. We see that
these must preserve the color and order of the unmatched steps, as well as the
color of the matched pairs.
Since we can move any /\ peak to any point in the path, we may use our
previous algorithm where we repeatedly move the last peak to the beginning of
the path until we are left with a series of single peaks followed by a dip, which
up to permutations of the peaks will give the same result for any member of an
equivalence class. This allows us to clearly see what equivalence classes we will
be left with.
Specifically, the equivalence classes are fully specified by an ordered list of the
colors of the unmatched up and down steps, along with the number of matched
pairs corresponding to each color combination along the path.
To keep our approach SU(k)-covariant, it is convenient to work with basis
states that are not quite product states when trying to use the orbit theorem.
Since the colors of up and down steps form mutually conjugate fundamental
representations of SU(k), they can combine into an SU(k) singlet or a member
of the adjoint representation of SU(k). Our choice of basis states will thus corre-
spond to paths(σzj eigenstates), where the colors of each matched pair combine
to either a color singlet |0〉, or to an element |a〉, a ∈ [1, k2 − 1] in the adjoint
representation of SU(k).
Therefore, we may define the equivalence classesCa,ca,b,cb,N0,N1...Nk2−1 , where
a,b are analogous to in the uncolored case, ca, cb are lists of length a,b, of the
colors of the unmatched steps, N0 is the number of matched pairs whose colors
combine to singlets, and Na is the number of matched pairs that combine into
the adjoint representation state a, and where we have the additional relation
~~
Figure 4: The colored Fredkin moves in path notation. Note that the color of
the matched pair and of the unmatched step is preseved, as well as the height
of the unmatched step.
Figure 5: An example of a path corresponding to a product state basis element.
2(N0 +
∑k2−1
a=1 N
a) + a+ b = N .
3.1.1 The bulk ground states
The colored Fredkin moves generates a group that permute our chosen SU(k)-
covariant basis vectors, preserve the equivalence classes, and can map any
element of an equivalence class to any other. Therefore, as a consequence
of the orbit theorem each equivalence class will have a unique ground state∣∣∣Ca,ca,b,cb,N0,N1...NN2−1
〉
which is just the symmetric sum of all basis states in
the class. These provide a nice orthogonal basis for all ground states of HF .
0
3
1
Figure 6: An example of a path corresponding to a covariant basis element,
with one SU(k) singlet pair and two pairs in the SU(k) adjoint representation.
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Figure 7: An example of a properly colored path.
This characterization is exactly what we will need to find out the combined
ground state of HF +HX +H∂ . The condition that the combined ground state
is also a ground state of HX leaves us with N
a = 0 for all a, and clearly the
entire subspace that does not fulfill this can not have any common HF + HX
zero eigenstate. Since in that case N0 = N − (a + b), we can simply call the
bulk HF +HX ground states |Ca,ca,b,cb〉.
For an even number of sites N = 2n this leaves us with the unique ground
state
∣∣C0,∅,0,∅〉 as we add in the boundary terms, which we call the colored Dyck
state
∣∣Dkn〉.
3.2 The colored Dyck state
We have now fully introduced the ground state
∣∣Dkn〉. Depending on whether
we use the covariant or the product state basis. In the nonlocal covariant basis
that we used in the previous section to simultaneously block-diagonalize HF
and HX ,
∣∣Dkn〉 is the symmetric sum of all paths colored such that all matched
pairs form SU(k) singlets.
We may expand this expression as a sum of product states. In the local
product state basis,
∣∣Dkn〉 is instead the sum of all basis states corresponding to
properly colored paths, i.e. colored paths such that matching parentheses have
the same color. The number of basis states in the sum is given by knCat(n).
For k = 2, we will give some low-n examples in bracket notation:
∣∣D22〉 = 1√
2
(|()〉+ |[]〉)
∣∣D22〉 = 1√
8
(|()()〉+ |[]()〉+ |()[]〉+ |[][]〉+
|(())〉+ |([])〉+ |[()]〉+ |[[]]〉)
3.2.1 The Schmidt decomposition and measures of entanglement
Just as before, our primary tool to analyze the entanglement of the colored Dyck
state will be the Schmidt decomposition, which is given by
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∣∣Dkn〉 = L∑
m=0
∑
c∈Zm
k
√
pm,c
∣∣C0,∅,m,c(L)〉⊗ ∣∣Cm,c,0,∅(N − L)〉 (10)
where c is a list of length m consisting of the colors of the unmatched paren-
theses of
∣∣C0,∅,m,c(L)〉 and ∣∣Cm,c,0,∅(N − L)〉. Since as before
pm,c =
|C0,∅,m,c(L)||Cm,c,0,∅(N − L)|
|C0,0,0,0(N)|
, and since
∣∣Dkn〉 is an equally weighted sum of every coloring of each path, we
get pm,c is independent of c. By inserting the correct powers of k to account for
every possible color combination we obtain
pm,c = pm
k
L−m
2 k
N−L−m
2
k
N
2
= k−mpm
where pm are the Schmidt coefficients from the uncolored case.
This allows us to compute the Schmidt rank and the Entanglement entropy
in the colored case. We will start with the Schmidt rank. The number of nonzero
pm,c coefficient is a geometric sum. In the case where L is even and L = 2l, the
Schmidt rank is
∑l
h=0 k
2h = k
L+2−1
k2−1 . In the case where L is odd and equal to
2l+ 1, we have
∑l
h=0 k
2h+1 = k k
L+1−1
k2−1 . The two may be combined into:
ξ = kL (mod 2)
k⌊L+2⌋ − 1
k2 − 1
Now we may move on to the entanglement entropy. By definition, we have:
S =
∑
m,c
−pm,c log(pm,c) =
∑
m
−pm log(k−mpm) =
∑
m
mpm log(k)− pm log(pm)
which gives us
S = S1/2 + log(k)
L∑
m=0
pmm (11)
where the first term is just the log-scaling entanglement entropy from the
uncolored case. The second term however, is the expectation value of the height
at L for a random Dyck walk, which scales as O(
√
L) and is thus the key term
leading to our violation of the area law.
3.2.2 Computing the coefficient of the leading square root term in
the entanglement entropy
We are interested in computing the expression
∑L
m=0 pmm. We proceed much
like in the uncolored case. We consider the even case L = 2l with nonzero pm
when m = 2h, h ∈ [0, l], and consider the coefficient ph ≈ h2Z exp
[
−h2 nl(n−l)
]
,
so that we are left with 2
∑
h hph. Replacing the sum with an integral gives us:
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∑
h
hph =
∫ ∞
0
xpxdx =
[√
l(n− l)
l
dα = dx
]
=
∫ ∞
0
σρασ
−1ασ−1dα
= σ−1
∫ ∞
0
αραdα =
√
l(n− l)
n
∫ ∞
0
α3
Z
exp
[−α2] dα
where just like before, px =
x2
Z′ exp
[
−x2 nl(n−l)
]
,
∫
pxdx = 1 , α = σx and
σ =
√
N
L(N−L) . We move to ρα =
1
Z′α
2 exp[−α2] where Z is a constant such
that
∫
ρα = 1, which gives us px = σρα (with a factor σ
3 from the normalization
factor and a σ−2 from x2 = σ−2α2 ), which we used to insert the correct sigma
factors.
The integral
∫∞
0
α3
Z exp
[−α2] dα is the third absolute central moment of the
normal distribution, while in this formalism the constant 1Z is chosen such that
the second moment is one. Thus, we have:
S ≈ S1/2 + log(k)
M3
M2
√
2
L(N − L)
L
whereM2 and M3 are the second and third absolute moments of the normal
distribution. Computing these gives us our final approximate expression:
S ≈ S1/2 +
2√
π
log(k)
√
2
L(N − L)
L
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A The orbit theorem
In this appendix, we will prove a useful theorem that we (implicitly or explicitly)
repeatedly make use of throughout this paper. It is our main tool for classifying
ground states by looking at equivalence classes. We chose to call it the orbit
theorem. It reads as follows:
Theorem 1 Let V be a Hilbert space of finite dimension, and let v1...vn be an
orthonormal basis of V. Let G be a finite group which acts on B = {v1, v2...vn}
by permutations. Suppose that G is generated by the generators g1, g2...gn and
let P1, P2...Pn be the corresponding permutation matrices. Let H be a Hamilto-
nian defined by H =
∑m
i=1(1− P †i )(1− Pi) =
∑m
i=1 2− P †i − Pi and let W ⊂ V
be the zero eigenspace of H.
Then H is positive semidefinite, is a frustration free Hamiltonian, and the
dimension of the ground state space W is equal to the number of orbits under
the action of G on B. Furthermore, The Hamiltonian can be block diagonalized
into the different vector spaces Vi spanned by the elements of Bi, and each block
has a unique ground state which is a zero eigenstate of H. The ground states of
the different blocks form an orthogonal basis for W.
Proof 1 H is clearly positive semidefinite since it is a sum of the form
∑
iA
†
iAi.
Let B1, B2...Bk be the orbits of G and Vi the spaces spanned by the elements of
Bi. Then the linear representation of G on V decomposes into representations
of G on the subspaces V1...Vk such that W is a direct sum of the spaces Wi :=
W ∩Vi. and dimW = dimW1+dimW2+ ...+dimWk. It is thus enough to show
that dimWi = 1 for all i, or after change of notation that dim W = 1 when
G acts transitively on V (if G can map any element to any element). Suppose
that |v〉 ∈ W . Then we have ∑i[〈v|(1 − P †i )][(1 − Pi)|v〉] = 〈v|H |v〉 = 0 which
implies that (1 − Pi)|v〉 = 0, which finally gives us Pi|v〉 = |v〉 for all i. Any
v ∈ W will therefore be fixed by all permutations generated by the Pi matrices,
and since they can map any basis state to any other basis state (act transitively)
the coordinates of v corresponding to any two basis states must coincide. So dim
W = 1 as the equally weighted sum of all basis states is the only ground state of
H in V, as desired. The last part of the theorem then simply follows by noticing
that the sets Bi of basis vectors do not intersect, therefore their spanned vector
spaces Vi are orthogonal to each other.
We note that in all cases where we apply this theorem, the permutation
matrices (corresponding to Fredkin moves) happen to be involutions(and as such
have eigenvalues ±1, so (1− P †i )(1− Pi) = 2(1− Pi), which we for convenience
normalize as 1− Pi.
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