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PLURIPOTENTIAL ENERGY
T. BLOOM* AND N. LEVENBERG
1. Introduction.
In [9], the authors describe a variational approach to the complex
Monge-Ampe`re equation. In addition, they define a notion of an elec-
trostatic energy E∗(µ) associated with a probability measure µ on a
compact Ka¨hler manifold X of dimension n ([9], Definition 4.3). More-
over, given a compact subset H ⊂ X and a continuous function v on H ,
they show that the equilibrium measure µeq(H, v), which is the Monge-
Ampe`re measure associated to the equilibrium weight of (K, v), is the
unique minimizer of the functional
(1.1) Iv(µ) := E∗(µ) +
∫
H
vdµ
over all probability measures µ on H . The functional in (1.1) can thus
be considered as a weighted electrostatic energy of a probability mea-
sure µ on H and their result gives a beautiful analogue of the classical
weighted logarithmic energy minimization for weights and compact sets
in the complex plane. We will elaborate on this in Section 6.
We specialize to the situation whereX = Pn, complex n−dimensional
projective space. For probability measures µ on compact subsets of
C
n ⊂ Pn we define two functionals J(µ) and W (µ). Both involve
discrete approximations to µ and multivariate Vandermonde determi-
nants, and each has a clear one-variable analogue. Theorem 2.2 im-
plicitly shows that J(µ), defined via L2−type approximation, is related
to exp(−E∗(µ)). This is made explicit in Corollary 5.7. We also show
that W (µ), which uses L∞−type approximation, coincides with J(µ).
These functionals give a direct interpretation of E∗(µ), which we prefer
to call the pluripotential energy of µ. For a continuous function Q on
a compact subset H ⊂ Cn we define weighted versions of these func-
tionals, JQ(µ) and WQ(µ), related to (1.1) (Corollary 5.8 and equation
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(6.1)). We remark that it is essential to consider the weighted versions
of these functionals even if one only wants to prove unweighted results.
One of the origins for the approach used in this paper lies in the large
deviation results for the empirical measure of certain random matrix
ensembles (a good general reference on the subject of random matri-
ces is [1]). The joint probability distribution of the eigenvalues in the
Gaussian unitary ensemble (GUE) is the (square of a) weighted Van-
dermonde determinant in one variable, normalized to give a probability
measure. The large deviation result expresses the asymptotic value (as
d → ∞) of the average of the joint probability distribution of a point
a = (a1, ..., ad) ∈ Hd for a compact set H ⊂ C as the discrete measures
1
d
∑d
j=1 δ(aj) approach a fixed probability measure µ in H .
G. Ben Arous and A. Guionnet [4], building on work of Voiculescu,
first gave a large deviation result for the GUE. Subsequently it was
extended to any unitary invariant ensemble (equivalently, any (square
of a) weighted Vandermonde determinant in one variable) (cf., [1]). The
essential part of the rate function for the large deviation results, i.e.,
the part which is nonlinear in µ, when normalized, is the (negative of
the) logarithmic energy of the planar measure µ. In this context it was
called the entropy of the measure by Voiculescu. In effect, in this paper
as well as in [9] and [5], one starts from this point of view of logarithmic
energy of planar measures in order to develop a concept of energy of a
measure in several variables.
In [5] Berman proves a large deviation result in the setting of deter-
minantal point processes on a complex manifold X with an appropriate
Hermitian line bundle. The case X = Pn and the hyperplane bundle
over X is the setting of pluripotential theory in Cn. Berman uses deep
results from his work with Boucksom (cf., [6] and [7]) and results in [9]
and [10]. In particular, the rate functional is given in terms of E∗(µ).
Our approach in this paper is somewhat different (although we cer-
tainly also use deep results from [6], [7], [9] and [10]). We follow the
outline of the one-variable paper [13]; this outline was conjectured to
work in the higher-dimensional case as well in [14]. Section 2 gives
the definitions of our functionals along with background material from
(weighted) pluripotential theory and states our main result, Theorem
2.2. Elementary properties of our functionals J(µ) andW (µ), including
a simple upper bound, are proved in Section 3. The more difficult lower
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bound, and the proof of Theorem 2.2 for measures with finite pluripo-
tential energy, is dealt with in Section 4. Briefly, Markov’s polynomial
inequality, together with the equidistribution result of [10] on Fekete
points, is used to establish the lower bound in the case µ is a weighted
equilibrium measure and then approximation arguments are used in the
general case. Finally, we relate J(µ) = W (µ) with exp(−E∗(µ)) for all
probability measures µ and we give some final remarks in Sections 5
and 6.
We are deeply indebted to S. Dinew for the proof of Proposition 5.9.
2. Background and main result.
Let s = s(d) :=
(
d+n
d
)
which is the dimension of the (complex) vector
space of holomorphic polynomials Pd of degree at most d in Cn. We
fix a standard basis of monomials {e1, ..., es} for Pd and given s points
a1, ..., as ∈ Cd, we write
V DMd(a) = V DMd(a1, ..., as) = det[ei(aj)]i,j=1,...,s.
This is a polynomial of degree ld :=
∑s
j=1 degej =
n
n+1
ds in a1, ..., as.
More generally, given a nonnegative function w := e−Q, we write
(2.1) V DMQd (a) = V DMd(a1, ..., as)w(a1)
d · · ·w(as)d.
For any compact set H ⊂ Cn, we have that
lim
d→∞
(
max
a∈Hs
|V DMd(a)|
)1/ld =: δ(H)
exists [26]; this is called the transfinite diameter of H . More generally,
given an admissible weight w = e−Q on H , i.e., w is uppersemicontin-
uous (usc) and {z ∈ H : w(z) > 0} is nonpluripolar,
lim
d→∞
(
max
a∈Hs
|V DMQd (a)|
)1/ld =: δw(H)
exists [16]; this is called the weighted transfinite diameter of H,w. For
simplicity, we define the slightly modified versions
δ(H) := δ(H)
n
n+1 and δ
w
(H) := δw(H)
n
n+1 .
Given a compact set H ⊂ Cn and a measure ν on H , the pair (H, ν)
satisfies a Bernstein-Markov property if for all pd ∈ Pd,
(2.2) ||pd||H ≤Md||pd||L2(ν) with lim sup
d→∞
M
1/d
d = 1.
4 T. BLOOM* AND N. LEVENBERG
Then we have, for (H, ν) satisfying a Bernstein-Markov property (2.2),
lim
d→∞
[
∫
Hs
|V DMd(a)|2dν(a)]1/2ld = δ(H)
(cf., [16]). Here we use the shorthand notation
dν(a) := dν(a1) · · · dν(as)
for the product measure on Hs.
Let M(H) denote the space of probability measures on H . The
weak-* topology on M(H) is given as follows . A neighborhood basis
of any µ ∈M(H) is given by sets of the form
{ν ∈ M(H) : |
∫
H
fi(dµ− dν)| < ǫ for i = 1, ..., k}
where ǫ > 0 and f1, ..., fk are continuous functions on H . We note
that M(H) is a complete metrizable space and a neighborhood basis
of µ ∈M(H) is given by sets of the form
G(µ, k, ǫ) := {ν ∈M(H) : |
∫
H
xαyβ(dµ− dν)| < ǫ for |α|+ |β| ≤ k};
i.e., all probability measures on H whose (real) moments, up to order
k, are within ǫ of the corresponding moments for µ.
We write L(Cn) for the set of all plurisubharmonic (psh) functions u
on Cn with the property that u(z)− log |z| = 0(1), |z| → ∞ and
L+(Cn) = {u ∈ L(Cn) : u(z) ≥ log+ |z| + C}
where C is a constant depending on u. For H ⊂ Cn compact and
an admissible weight function w = e−Q on H , we define the weighted
pluricomplex Green function V ∗H,Q(z) := lim supζ→z VH,Q(ζ) where
VH,Q(z) := sup{u(z) : u ∈ L(Cn), u ≤ Q on H}.
The case w ≡ 1 on H ; i.e., Q ≡ 0, is the “unweighted” case and we
simply write VH . We have V
∗
H,Q ∈ L+(Cn) and we call the complex
Monge-Ampe`re measure
µeq(H,Q) := (dd
cV ∗H,Q)
n
the weighted equilibrium measure; if Q ≡ 0 we write µeq(H) = (ddcV ∗H)n.
An example which we use later is the case where T = {(z ∈ Cn : |z1| =
· · · = |zn| = 1} is the unit torus; then
(2.3) VT (z) = max
j=1,...,n
max[log |zj|, 0].
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We say H is locally regular if for each z ∈ H the unweighted pluri-
complex Green function for the sets H ∩B(z, r), r > 0 are continuous.
Here B(z, r) denotes the Euclidean ball with center z and radius r. If
H is locally regular and Q is continuous, then VH,Q is continuous (cf,
[24]). We will use the elementary fact that for such H and Q,
(2.4) VH,Q(z) = V
∗
H,Q(z) ≤ Q(z) on H.
In general, it is known that
supp(µeq(H,Q)) ⊂ {z ∈ H : V ∗H,Q(z) ≥ Q(z)}
and that V ∗H,Q = Q on supp(µeq(H,Q)) except perhaps a pluripolar set
(cf., [23], Appendix B).
We remark that for locally bounded psh functions, e.g., for u ∈
L+(Cn), (ddcu)n is well-defined as a positive measure. For simplicity,
we choose our definition of ddc = i
π
∂∂ so that
∫
Cn
(ddcu)n = 1 for all u ∈ L+(Cn).
For arbitrary u ∈ L(Cn) one can define the nonpluripolar Monge-
Ampe`re measure as the weak-* limit
NP (ddcu)n := lim
j→∞
(
1{u>−j} · (ddcmax[u,−j])n
)
(cf., [2]). For u ∈ L(Cn) with
(2.5)
∫
Cn
NP (ddcu)n = 1,
we write (ddcu)n := NP (ddcu)n. We only consider u ∈ L(Cn) satisfying
(2.5) in this paper.
Our setting will be as follows. We let H be a nonpluripolar compact
set in Cn with VH continuous and we fix a positive measure ν on H
with total mass at most one. We will assume (H, ν) satisfies a density
property: there exists T > 0 so that
(2.6) ν(B(z0, r)) ≥ rT
for all z0 ∈ H and all r < r(z0) where r(z0) > 0. The density hypothesis
implies that (H, ν) satisfies a Bernstein-Markov property (2.2); cf., [12],
[15] and the end of Section 6.
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Given µ ∈M(H), and given a fixed neighborhood G of µ in M(H),
for each s = 1, 2, ... we set
G˜s(µ) = G˜s(µ,H) := {a ∈ Hs : 1
s
s∑
j=1
δ(aj) ∈ G}.
Technically, G˜s(µ) depends on G, but not µ; however, to emphasize
that we begin with the measure µ in constructing these neighborhoods
G, we maintain the notation. Define
Jd(µ,G) := [
∫
G˜s(µ)
|V DMd(a)|2dν(a)]1/2ds
and
Wd(µ,G) := sup{|V DMd(a)|1/ds : a ∈ G˜s(µ)}.
Definition 2.1. We define
J(µ) := inf
G∋µ
J(µ,G) where J(µ,G) := lim sup
d→∞
Jd(µ,G)
and
W (µ) := inf
G∋µ
W (µ,G) where W (µ,G) := lim sup
d→∞
Wd(µ,G)}.
Here the infimum is taken over all neighborhoods G of the measure µ
in M(H).
Our main result is the following:
Theorem 2.2. Let H be a nonpluripolar, compact, convex set. For
µ ∈M(H) we have
(2.7) log J(µ) = logW (µ) = inf
w
[log δ
w
(H) +
∫
H
Qdµ]
where the infimum is taken over all w = e−Q > 0 continuous on H.
The weighted versions of our functionals are defined starting with
JQd (µ,G) := [
∫
G˜s(µ)
|V DMQd (a)|2dν(a)]1/2ds
and
WQd (µ,G) := sup{|V DMQd (a)|1/ds : a ∈ G˜s(µ)}.
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Definition 2.3. We define
JQ(µ) := inf
G∋µ
JQ(µ,G) where JQ(µ,G) := lim sup
d→∞
JQd (µ,G)
and
WQ(µ) := inf
G∋µ
WQ(µ,G) where WQ(µ,G) := lim sup
d→∞
WQd (µ,G).
Corollary 2.4. For w = e−Q > 0 a continuous weight function on a
nonpluripolar, compact, convex set H, and for µ ∈M(H) we have
log JQ(µ) = logWQ(µ) = inf
w˜
[log δ
w˜(H)
+
∫
H
Q˜dµ]−
∫
H
Qdµ
where the infimum is taken over all w˜ = e−Q˜ > 0 continuous on H.
We also show that if µ := µeq(H, Q˜) where w˜ = e
−Q˜ > 0 is contin-
uous, we can replace the “lim supd→∞” in Definitions 2.1 and 2.3 by
“lim infd→∞” thus by “limd→∞.”
3. Elementary properties.
We prove some elementary properties of the functionals in Definitions
2.1 and 2.3. In this section H need not be convex. Our first observation
is that each functional is uppersemicontinous on M(H). Indeed, we
prove the following.
Lemma 3.1. The functionals
µ→ inf
G∋µ
lim sup
d→∞
log Jd(µ,G)
and
µ→ inf
G∋µ
lim inf
d→∞
log Jd(µ,G)
defined for µ ∈M(H) are usc; analogous statements hold for the func-
tionals JQd (µ,G), Wd(µ,G) and W
Q
d (µ,G).
Proof. Given µ ∈ M(H), take a sequence of measures µn in M(H)
converging weak-* to µ and fix a neighborhood G ⊂ M(H) of µ. For
n sufficiently large, let Gn ⊂ M(H) be a neighborhood of µn with
Gn ⊂ G. Then
log Jd(µn, Gn) ≤ log Jd(µ,G)
and hence
lim sup
d→∞
log Jd(µn, Gn) ≤ lim sup
d→∞
log Jd(µ,G);
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thus for n sufficiently large
inf
Gn∋µn
lim sup
d→∞
log Jd(µn, Gn) ≤ lim sup
d→∞
log Jd(µ,G).
We conclude that
lim sup
n→∞
inf
Gn∋µn
lim sup
d→∞
log Jd(µn, Gn) ≤ lim sup
d→∞
log Jd(µ,G)
for all neighborhoods G of µ; thus
lim sup
n→∞
inf
Gn∋µn
lim sup
d→∞
log Jd(µn, Gn) ≤ inf
G∋µ
lim sup
d→∞
log Jd(µ,G)
which is the desired (first) result. A similar proof works for the func-
tional µ→ infG∋µ lim infd→∞ log Jd(µ,G). 
Some elementary inequalities follow from the definitions.
Lemma 3.2. Let µ ∈ M(H) and let w = e−Q be admissible on H.
Then
JQ(µ) ≤WQ(µ) ≤ δw(H).
Proof. We have, since ν(H) ≤ 1,
JQd (µ,G) := [
∫
G˜s(µ)
|V DMQd (a)|2dν(a)]1/2ds
≤WQd (µ,G) := sup{|V DMQd (a)|1/ds : a ∈ G˜s(µ)}
≤ sup{|V DMQd (a)|1/ds : a ∈ Hs}.
From the definition of the weighted transfinite diameter,
lim
d→∞
sup{|V DMQd (a)|1/ds : a ∈ Hs} = δ
w
(H)
and the result follows. 
To prove Corollary 2.4 from Theorem 2.2, and to get an upper bound
on J(µ) and W (µ), we begin with a lemma.
Lemma 3.3. Let µ ∈ M(H) and let Q be continuous on H. Given
ǫ > 0, there exists a neighborhood G ⊂M(H) of µ with
|
∫
H
Q(dµ− dµ˜)| < ǫ for µ˜ ∈ G.
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Corollary 3.4. Let µ ∈ M(H) and let Q be continuous on H. Given
ǫ > 0, there exists a neighborhood G ⊂M(H) of µ with
|
∫
H
Q(dµ− 1
s
s∑
j=1
δ(aj))| < ǫ for a ∈ G˜s(µ)
for s = 1, 2, ....
To prove Lemma 3.3, we assume the conclusion is false; hence we get
an ǫ > 0 and a sequence of measures µn in M(H) converging weak-*
to µ with
|
∫
H
Q(dµ− dµn)| ≥ ǫ for all n.
But this contradicts the weak-* convergence since Q is continuous.
Rewriting the conclusion of Corollary 3.4, we have
−ǫ ≤
∫
H
Qdµ− 1
s
s∑
j=1
Q(aj) ≤ ǫ.
Thus for w = e−Q > 0,
(3.1) e−sdǫ ≤ w(a1)d · · ·w(as)d
(
e
∫
Qdµ
)sd ≤ esdǫ.
Now we use (3.1) to prove the following relationship between the un-
weighted and weighted functionals, which immediately yields Corollary
2.4 from Theorem 2.2.
Proposition 3.5. Let µ ∈ M(H) and let w = e−Q > 0 be continuous
on H. Then
J(µ) = JQ(µ) · e
∫
H
Qdµ and W (µ) =WQ(µ) · e
∫
H
Qdµ.
Proof. Using (3.1) and (2.1), given ǫ > 0, for a ∈ G˜s(µ),
|V DMd(a)|eds(−ǫ−
∫
H
Qdµ) ≤ |V DMQd (a)| ≤ |V DMd(a)|eds(ǫ−
∫
H
Qdµ).
Hence
|V DMQd (a)|eds(−ǫ+
∫
H
Qdµ) ≤ |V DMd(a)| ≤ |V DMQd (a)|eds(ǫ+
∫
H
Qdµ).
Now we take the supremum over a ∈ G˜s(µ) and take ds−th roots of
each side to get
(3.2) WQd (µ,G)e
−ǫe
∫
H
Qdµ ≤Wd(µ,G) ≤WQd (µ,G)eǫe
∫
H
Qdµ.
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Precisely, given ǫ > 0, these inequalities are valid for G a sufficiently
small neighborhood of µ. Hence we get, upon taking lim supd→∞, the
infimum over G ∋ µ, and noting that ǫ > 0 is arbitrary,
W (µ) =WQ(µ) · e
∫
H
Qdµ
as desired. A similar proof shows that J(µ) = JQ(µ) · e
∫
H
Qdµ. 
We can now give a useful upper bound on J(µ) and W (µ).
Proposition 3.6. For µ ∈M(H) we have
log J(µ) ≤ logW (µ) ≤ inf
w
[log δ
w
(H) +
∫
H
Qdµ]
where the infimum is taken over all continuous weights w = e−Q > 0
on H.
Proof. Using W (µ) = WQ(µ) · e
∫
H
Qdµ for any continuous weight w =
e−Q > 0 on H from Proposition 3.5, Lemma 3.2 gives
log J(µ) ≤ logW (µ) = logWQ(µ) +
∫
H
Qdµ ≤ log δw(H) +
∫
H
Qdµ.

4. Proof of Theorem 2.2 if J(µ) =W (µ) > 0.
In this section we prove Theorem 2.2 in the case when µ ∈ M(H)
is such that there exists u ∈ L(Cn) satisfying (2.5) with (ddcu)n = µ
and
∫
H
udµ > −∞. In Section 5 we will see that this happens precisely
when J(µ) =W (µ) > 0.
Proof. The proof proceeds in several steps.
Step 1: We prove the lower bound
log J(µ) ≥ inf
w
[log δ
w
(H) +
∫
H
Qdµ] > −∞
where the infimum is taken over all w = e−Q > 0 continuous on H
in the case µ = µeq(H,Q) := (dd
cV ∗H,Q)
n for some polynomial weight
w = e−Q > 0 on H ; i.e., w is a real polynomial in R2n with w > 0 on
H . Hence (2.7) holds in this case.
We begin with some preliminaries. First, since H is assumed to
be convex, considering H as a subset of R2n, H satisfies a Markov
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inequality of exponent two for real polynomials: there exists M =
M(H) > 0 with
|∇p(x)| ≤M(degp)2||p||H for all x ∈ H
for all real polynomials on R2n (cf., [25]). Thus for any two points
x, y ∈ H , integrating this inequality along the line segment in H joining
the points, we have
(4.1) |p(x)− p(y)| ≤M(degp)2||p||H|x− y|.
Lemma 4.1. Let Λd(a) = Λd(a1, ..., as) be a nonnegative polynomial
on Hs, where s = s(d) :=
(
d+n
d
)
, such that for each j = 1, ..., s, the
polynomial
t→ Λd(a1, ..., aj−1, t, aj+1, ..., as)
is a polynomial of degree at most αdβ for positive constants α, β (inde-
pendent of d). If a∗ = (a∗1, ..., a
∗
s) ∈ Hs satisfies
Λd(a
∗) = max
a∈Hs
Λd(a),
then for all a ∈ ∆d(a∗) := {a ∈ Hs : |aj − a∗j | ≤ e−
√
d, j = 1, ..., s},
Λd(a) ≥ Λd(a∗)
(
1− α′dβ′e−
√
d
)
for positive constants α′, β ′ (independent of d).
Proof. One writes, for a ∈ ∆d(a∗),
Λd(a
∗)− Λd(a) =
s∑
j=1
(
Λd(a
∗
1, ..., a
∗
j , aj+1, ..., as)− Λd(a∗1, ..., a∗j−1, aj , ..., as)
)
and applies (4.1). Thus
|Λd(a∗)− Λd(a)| ≤ sMΛd(a∗)[αdβ]2e−
√
d
so that
Λd(a) ≥ Λd(a∗)
(
1− sM [αdβ]2e−
√
d
)
.

Remark 4.2. The lemma is valid more generally if s ≤ adb for positive
constants a, b (independent of d).
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We proceed with the proof of Step 1. Thus we let w = e−Q > 0 be a
polynomial on H of degree k and we observe that for each d = 1, 2, ...,
a→ |V DMQd (a)|2
is a nonnegative polynomial on Hs of degree at most 2kds+ ds ≤ αdβ.
Choose a∗,d ∈ Hs to be a weighted Fekete set of order d for H,Q (i.e.,
maximizing |V DMQd (a)| and hence |V DMQd (a)|2 over all s−tuples a in
Hs). By [10],
1
s
s∑
j=1
δ(a∗,dj )→ µeq(H,Q) weak- ∗ .
In particular, given a neighborhood G of µeq(H,Q), for d sufficiently
large, 1
s
∑s
j=1 δ(a
∗,d
j ) ∈ G. Moreover, by Proposition 1.3 of [13], for d
sufficiently large, ∆d(a
∗,d) ⊂ G. Thus, for such d,
JQd (µeq(H,Q), G)
2ds =
∫
G˜s(µeq(H,Q))
|V DMQd (a)|2dν(a)
≥
∫
∆d(a∗,d)
|V DMQd (a)|2dν(a).
From Lemma 4.1 and (2.6) this last integral satisfies∫
∆d(a∗,d)
|V DMQd (a)|2dν(a) ≥ |V DMQd (a∗,d)|2 · e−
√
dTs(1− α′dβ′e−
√
d).
We conclude that
log JQd (µeq(H,Q), G)
≥ 1
ds
log |V DMQd (a∗,d)| −
√
dTs
2ds
+
1
2ds
log(1− α′dβ′e−
√
d).
Hence
lim inf
d→∞
log JQd (µeq(H,Q), G) ≥ log δ
w
(H)
so that
(4.2) inf
G∋µeq(H,Q)
(
lim inf
d→∞
log JQd (µeq(H,Q), G)
) ≥ log δw(H).
Using the version of (3.2) for Jd, J
Q
d , we have, given ǫ > 0, for G a
sufficiently small neighborhood of µeq(H,Q),
JQd (µeq(H,Q), G)e
−ǫe
∫
H
Qdµeq(H,Q) ≤ Jd(µeq(H,Q), G).
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Taking logarithms we conclude that
log Jd(µeq(H,Q), G) ≥ log JQd (µeq(H,Q), G)− ǫ+
∫
H
Qdµeq(H,Q).
Hence, given ǫ > 0 and for G a sufficiently small neighborhood of
µeq(H,Q),
lim inf
d→∞
log Jd(µeq(H,Q), G)
≥ lim inf
d→∞
log JQd (µeq(H,Q), G)− ǫ+
∫
H
Qdµeq(H,Q).
Since ǫ > 0 is arbitrary, from (4.2) we have
inf
G
(
lim inf
d→∞
log Jd(µeq(H,Q), G)
) ≥ log δw(H) +
∫
H
Qdµeq(H,Q).
The right-hand-side is a candidate for the infimum in infw˜[log δ
w˜
(H) +∫
H
Q˜µeq(H,Q)]; thus we have proved the lower bound in Step 1. To-
gether with the upper bound in Proposition 3.6 we have shown that
(2.7) holds in this case and we can replace “limsup” by limit in the
definitions of J,W ; i.e.,
inf
G∋µeq(H,Q)
(
lim
d→∞
log Jd(µeq(H,Q), G)
)
= inf
w˜
[log δ
w˜
(H)+
∫
H
Q˜dµeq(H,Q)]
(4.3) = log δ
w
(H) +
∫
H
Qdµeq(H,Q) = log J(µeq(H,Q)) > −∞.
Step 2: We prove the lower bound
log J(µ) ≥ inf
w
[log δ
w
(H) +
∫
H
Qdµ] > −∞
where the infimum is taken over all w = e−Q > 0 continuous on H
in the case µ = µeq(H,Q) := (dd
cV ∗H,Q)
n for some continuous weight
w = e−Q > 0 on H . Hence (2.7) holds in this case.
We take µ := µeq(H,Q) where w = e
−Q > 0 is continuous. Let {wn}
be a sequence of polynomials in R2n which converge uniformly to w on
H . Since w > 0 on H , we can take wn > 0 on H for n sufficiently large.
It follows that VH,Qn → VH,Q uniformly on Cn so that, in particular,
µn := µeq(H,Qn)→ µ weak- ∗ .
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By the uniform convergence of Qn to Q,
lim
n→∞
∫
H
Qndµn =
∫
H
Qdµ.
We also have
lim
n→∞
log δ
wn
(H) = log δ
w
(H).
Using the uppersemicontinuity in Lemma 3.1,
inf
G∋µ
(
lim inf
d→∞
log Jd(µ,G)
) ≥ lim sup
n→∞
inf
Gn∋µn
(
lim inf
d→∞
log Jd(µn, Gn)
)
.
By Step 1, the right-hand-side equals
lim sup
n→∞
[log δ
wn
(H) +
∫
H
Qndµn]
which equals
log δ
w
(H) +
∫
H
Qdµ > −∞
from the above observations. This proves the lower bound. Together
with the upper bound in Proposition 3.6 we have again shown that
(2.7) holds in this case and we can replace “limsup” by limit (4.3).
Step 3: We prove the theorem if µ ∈ M(H) is such that there exists
u ∈ L(Cn) satisfying (2.5) with (ddcu)n = µ and ∫
H
udµ > −∞.
We begin with the following.
Proposition 4.3. There exist continuous uj ∈ L+(Cn) with uj ↓ u on
Cn and µj := (dd
cuj)
n supported in H. In particular, µj → µ = (ddcu)n
weak-*. Moreover,
(4.4) lim
j→∞
∫
H
ujdµj = lim
j→∞
∫
H
ujdµ =
∫
H
udµ > −∞.
Proof. We know there exist vj ∈ L+(Cn) continuous (even smooth)
with vj ↓ u. Define the weighted pluricomplex Green functions
uj = VH,vj |H := sup{U ∈ L(Cn) : U ≤ vj on H}.
Since {vj} are monotone, so are {uj} and clearly uj ≥ vj . Moreover,
since H is locally regular and vj|H is continuous, uj is continuous and
uj ≤ vj on H . But each vj is a competitor in the definition of uj =
VH,vj |H so that vj ≤ uj on Cn and we have uj = vj on H . Thus
u˜ := limj→∞ uj ≥ u everywhere and u˜ = u on H . From the domination
principle (Corollary 5.10 to be proved in Section 5), u˜ = u on Cn.
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Relation (4.4) follows from Theorem 2.1 of [18] and the fact that each
measure µj is supported in H . 
Remark 4.4. If u ∈ L(Cn) and (ddcu)n is not supported in H , the
proof of Proposition 4.3 yields the existence of continuous uj ∈ L+(Cn)
satisfying uj ↓ u˜ ≥ u with u˜ = u on H and µj := (ddcuj) supported in
H . This will be used in Section 5.
Now since µj is supported in H and uj = VH,vj |H we have, from Step
2 with wj = e
−Qj where Qj = vj |H = uj|H , that
logW (µj) = log J(µj) = log δ
wj
(H) +
∫
H
ujdµj.
Since wj ↑ w on H where w = e−Q with Q = u|H, the limit
lim
j→∞
log δ
wj
(H)
exists and is finite; hence by (4.4)
lim
j→∞
logW (µj) = lim
j→∞
log J(µj) = lim
j→∞
[log δ
wj
(H) +
∫
H
ujdµj] > −∞.
For simplicity in notation, we work with the functional W . The up-
persemicontinuity of the functional W (Lemma 3.1) gives
logW (µ) ≥ lim
j→∞
[log δ
wj
(H) +
∫
H
ujdµj].
In particular, given ǫ > 0, for j > j0(ǫ) we have, from this and from
(4.4),
(4.5) logW (µ) ≥ logW (µj)− ǫ = log δwj(H) +
∫
H
ujdµj − ǫ
≥ log δwj (H) +
∫
H
ujdµ− 2ǫ.
Since wj = e
−Qj where Qj = uj|H is a continuous weight on H ,
log δ
wj
(H) +
∫
H
ujdµ ≥ inf
w˜
[log δ
w˜
(H) +
∫
H
Q˜dµ].
From the upper bound for W (µ) in Proposition 3.6,
logW (µ) ≤ inf
w˜
[log δ
w˜
(H) +
∫
H
Q˜dµ] ≤ logW (µj) + ǫ ≤ logW (µ) + 2ǫ
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and hence
logW (µ) = inf
w˜
[log δ
w˜
(H) +
∫
H
Q˜dµ].
The same arguments apply using the functional J ; hence we conclude
that
(4.6) logW (µ) = log J(µ) = inf
w˜
[log δ
w˜
(H) +
∫
H
Q˜dµ].

Remark 4.5. In particular, since J(µ) = W (µ), J(µ) is independent
of the measure ν, provided (2.6) holds. Another observation is that
the convexity of H was used in Step 1 in order to have a line segment
joining a pair of points in H along which a Markov inequality could be
integrated (equation (4.1)) and in Proposition 4.3 to conclude that H
is locally regular. If H is a fat (H = Ho) connected, subanalytic set, a
similar proof holds using the facts that such an H is locally regular [22]
and satisfies a Markov inequality with perhaps a different exponent and
that pairs of points x, y in H can be joined by rectifiable arcs whose
length is dominated, up to a universal constant, by a fixed power of the
Euclidean distance from x to y since H is Whitney p−regular for some
p ([11], Definition 6.9 and Theorem 6.10).
5. Relation with E∗(µ) and the case J(µ) = W (µ) = 0.
We give a brief synopsis of a special case of [9] and reconcile it with
our results. A good discussion of the material can be found in [20], [21],
and [5]. Let X = Pn with the usual Ka¨hler form ω normalized so that∫
Pn
ωn = 1. Define the class of ω−psh functions
PSH(X,ω) := {φ ∈ L1(X) : φ usc, ddcφ+ ω ≥ 0}.
For any φ ∈ PSH(X,ω) one can define the nonpluripolar Monge-
Ampe`re measure as
MA(φ) := lim
j→∞
(
1{φ>−j} · (ddcmax[φ,−j] + ω)n
)
.
Definition 5.1. We write
E(X,ω) := {φ ∈ PSH(X,ω) :
∫
X
MA(φ) = 1}.
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It is known that E(X,ω) is convex ([21], Proposition 1.6). For φ ∈
E(X,ω), we write MA(φ) = (ddcφ+ ω)n.
For bounded φ ∈ PSH(X,ω), define
(5.1) E(φ) :=
1
n+ 1
n∑
j=0
∫
X
φ(ddcφ+ ω)j ∧ ωn−j
and extend E to PSH(X,ω) via
E(ψ) = lim
j→∞
E(max[ψ,−j]).
This operator is monotone (cf., [6], [7]):
(5.2) u1 ≥ u2 implies E(u1) ≥ E(u2).
If φ ∈ E(X,ω), the nonpluripolar part of (ddcφ + ω)j ∧ ωn−j has total
mass one ([17], Corollary 2.15); indeed, formula (5.1), appropriately
interpreted, makes sense for such φ ([17], Corollary 2.18).
Definition 5.2. We write
E1(X,ω) := {φ ∈ E(X,ω) : E(φ) > −∞}.
LetM(X) denote the probability measures on X . A result of Guedj
and Zeriahi in [21] is the following.
Theorem 5.3. [21] Let µ ∈M(X).
(1) If µ(P ) = 0 whenever P ⊂ X is pluripolar, there is a φ ∈
E(X,ω) with MA(φ) = µ.
(2) If E1(X,ω) ⊂ L1(µ), there is a φ ∈ E1(X,ω) with MA(φ) = µ.
We remark that an equivalent characterization of E1(X,ω) is the
following: for φ ∈ PSH(X,ω), we have φ ∈ E1(X,ω) if and only if∫
X
MA(φ) = 1 and
∫
X
φMA(φ) > −∞ ([17], Proposition 2.11).
In [9], a variational approach to Theorem 5.3 is given. Given µ ∈
M(X), define a functional Fµ on PSH(X,ω) via
Fµ(φ) = E(φ)−
∫
X
φdµ.
Theorem 5.4. [9] Given µ ∈M(X) with E1(X,ω) ⊂ L1(µ),
Fµ(φ) = sup
ψ∈E1(X,ω)
Fµ(ψ)
for some φ ∈ E1(X,ω) if and only if µ =MA(φ).
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Following [9], we define the electrostatic energy of µ ∈M(X):
E∗(µ) := sup
φ∈E1(X,ω)
Fµ(φ) = sup
φ∈E1(X,ω)
[E(φ)−
∫
X
φdµ].
In terms of E∗(µ), Theorem 5.4 yields (see also Proposition 2.5 of [5]):
Corollary 5.5. [9] Given µ ∈M(X)
(5.3) E∗(µ) < +∞ if and only if E1(X,ω) ⊂ L1(µ),
and, in this case, writing µ = MA(φ) for φ ∈ E1(X,ω),
(5.4) E∗(µ) = E(φ)−
∫
X
φdµ.
For µ ∈ M(H) where H is a compact set in Cn, the connection
between E∗(µ) and our functionals J(µ), W (µ) begins with equation
(2.3) in [5]. Since this is a crucial result, we provide details. Let
[z0 : z1 : · · · : zn] be homogeneous coordinates on X = Pn. Identifying
C
n with the affine subset of Pn given by {[1 : z1 : · · · : zn]}, we can
identify the ω−psh functions with the Lelong class L(Cn), i.e.,
PSH(X,ω) ≈ L(Cn),
and the bounded (from below) ω−psh functions coincide with the sub-
class L+(Cn). Indeed, if φ ∈ PSH(X,ω), then (cf., [20])
u(z) = u(z1, ..., zn) := φ([1 : z1 : · · · : zn]) + 1
2
log(1 + |z|2) ∈ L(Cn);
if u ∈ L(Cn), define φ ∈ PSH(X,ω) via
φ([1 : z1 : · · · : zn]) = u(z)− 1
2
log(1 + |z|2) and
φ([0 : z1 : · · · : zn]) = lim sup
t→∞, t∈C
[u(tz)− 1
2
log(1 + |tz|2)].
Abusing notation, we write u = φ+ u0 where u0(z) :=
1
2
log(1 + |z|2).
For u ∈ L+(Cn) we consider the functional
E(u) :=
1
n + 1
n∑
j=0
∫
Cn
(u− u0)ddcuj ∧ ddcun−j0 .
To justify our use of the same notation as in (5.1), note for u ∈ L+(Cn)
and its associated bounded φ ∈ PSH(X,ω), we have E(u) = E(φ).
We extend the functional to u = φ + u0 ∈ L(Cn) using the canonical
approximations uj := max[φ,−j] + u0 and observe that the relation
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E(u) = E(φ) still holds if u ∈ L(Cn) satisfies (2.5) as the nonpluripolar
part of each ddcuj ∧ ddcun−j0 has total mass one.
Now suppose µ ∈ M(H) with H ⊂ Cn is such that there exists
u = φ + u0 ∈ L(Cn) with (ddcu)n = µ and
∫
H
udµ > −∞, our a priori
assumption in Section 4. Since∫
H
(ddcu)n = 1 implies
∫
H
u0(dd
cu)n < +∞
we have∫
H
(u− u0)(ddcu)n > −∞ is equivalent to
∫
H
u(ddcu)n > −∞.
But this says that φ ∈ PSH(X,ω) satisfies µ = MA(φ); ∫
X
MA(φ) =
1; and
∫
X
φMA(φ) > −∞ – that is, φ ∈ E1(X,ω).
Proposition 5.6. Let µ ∈ M(H) where H is a compact set in Cn.
Then
E∗(µ) = sup
Q˜
[E(V ∗
H,Q˜
)−
∫
H
Q˜dµ] +
∫
H
u0dµ
where the supremum is taken over all continuous Q˜ on H.
Proof. We first show that the right-hand-side coincides with
(5.5) E˜∗(µ) := sup[E(u)−
∫
H
(u− u0)dµ]
where the supremum is taken over all u ∈ L(Cn) satisfying (2.5) and∫
u(ddcu)n > −∞. Indeed, for an arbitrary µ ∈M(H), from (5.5) and
(2.4) we have
E˜∗(µ) ≥ sup
Q˜
[E(V ∗
H,Q˜
)−
∫
H
Q˜dµ] +
∫
H
u0dµ
where the supremum is taken over all continuous Q˜ on H . For the
reverse inequality, fix u ∈ L(Cn) with∫
Cn
(ddcu)n = 1 and
∫
Cn
u(ddcu)n > −∞.
From Remark 4.4, we can construct continuous uj ∈ L+(Cn) with uj ↓
u˜ ≥ u such that u˜ = u on H and µj := (ddcuj) supported in H for
all j. In particular, uj = VH,Qj where Qj = uj|H is continuous. Thus,
20 T. BLOOM* AND N. LEVENBERG
given ǫ > 0, we can choose j sufficiently large so that, by monotone
convergence,
−
∫
H
ujdµ ≥ −
∫
H
udµ− ǫ;
and, by (5.2),
E(VH,Qj) ≥ E(u).
Hence
E(VH,Qj)−
∫
H
(uj − u0)dµ ≥ E(u)−
∫
H
(u− u0)dµ− ǫ.
so that
sup
Q˜
[E(V ∗
H,Q˜
)−
∫
H
Q˜dµ] +
∫
H
u0dµ ≥ E˜∗(µ)
and equality holds.
To see that E∗(µ) = E˜∗(µ), first assume E∗(µ) < +∞. By Corollary
5.5, µ = MA(φ) for some φ ∈ E1(X,ω) and
E∗(µ) = E(φ)−
∫
H
φdµ.
For the associated u = φ+ u0 ∈ L(Cn) we have∫
Cn
(ddcu)n =
∫
H
(ddcu)n =
∫
H
MA(φ) = 1
and ∫
H
(u− u0)(ddcu)n =
∫
H
φMA(φ) =
∫
H
φdµ > −∞
so that E˜∗(µ) ≥ E(u)− ∫
H
(u− u0)dµ. But
E(φ)−
∫
H
φdµ = E(u)−
∫
H
(u− u0)dµ
so E∗(µ) = E˜∗(µ). If, on the other hand, E∗(µ) = +∞, Corollary 5.5
provides the existence of φ ∈ E1(X,ω) with φ 6∈ L1(µ). By subtracting
a constant we can assume φ ≤ 0 so that ∫
H
φdµ = −∞. Then for the
associated u = φ + u0 ∈ L(Cn) we have
∫
H
(u − u0)dµ = −∞; hence
E˜∗(µ) = +∞.

The following corollary combines Proposition 5.6 with Theorem 2.2.
Recall (2.3): VT (z) = maxj=1,...,nmax[log |zj |, 0].
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Corollary 5.7. Let µ ∈ M(H) where H is a nonpluripolar, compact,
convex set in Cn. Then
(5.6) log J(µ) = logW (µ) = inf
w
[log δ
w
(H) +
∫
H
Qdµ]
= −E∗(µ) +
∫
H
u0dµ+ E(VT )
where the infimum is taken over all w = e−Q > 0 continuous on H. In
particular, we have E∗(µ) = +∞ if and only if J(µ) = W (µ) = 0.
Proof. First of all, from results of Berman and Boucksom in [7],
− log δw(H) = (n+ 1
n
)[E(V ∗H,Q)− E(VT )]; i.e.,
− log δw(H) = E(V ∗H,Q)− E(VT ).
Thus we get from Theorem 2.2 and Proposition 5.6 that
log J(µ) = logW (µ) = inf
w
[log δ
w
(H) +
∫
H
Qdµ]
= −E∗(µ) +
∫
H
u0dµ+ E(VT ) > −∞
for all µ ∈M(H) for which there exists u ∈ L(Cn) satisfying (2.5) with
(ddcu)n = µ and
∫
H
udµ > −∞. From Corollary 5.5, to complete the
proof we must show that if E∗(µ) = +∞ then J(µ) = W (µ) = 0. This
follows from Proposition 5.6 and Proposition 3.6:
log J(µ) ≤ logW (µ) ≤ inf
w
[log δ
w
(H) +
∫
H
Qdµ]
= −E∗(µ) +
∫
H
u0dµ+ E(VT ).

From Corollary 2.4 and Corollary 5.7, we also have the following.
Corollary 5.8. Let µ ∈ M(H) where H is a nonpluripolar, compact,
convex set in Cn and let Q be continuous on H. Then
(5.7) log JQ(µ) = logWQ(µ) = −E∗(µ)−
∫
H
(Q− u0)dµ+ E(VT ).
We conclude this section with the statement and proof of a version of
the domination principle needed for the proof of Proposition 4.3. This
is due to S. Dinew.
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Proposition 5.9. Let ψ ∈ PSH(X,ω) and φ ∈ E(X,ω) satisfy ψ ≤ φ
a.e.-(ddcφ+ ω)n. Then ψ ≤ φ on X.
Proof. By [21] Proposition 1.6, max(φ, ψ) ∈ E(X,ω); similarly, fixing
ǫ > 0, max(φ+ ǫ, ψ) ∈ E(X,ω). We have(
ddcmax(φ+ ǫ, ψ) + ω
)n ≥ 1{φ+ǫ>ψ}(ddcmax(φ+ ǫ, ψ) + ω)n
≥ 1{φ+ǫ>ψ}
(
ddc(φ+ ǫ) + ω
)n
= 1{φ+ǫ>ψ}
(
ddcφ+ ω
)n
where the inequality in the previous line uses Corollary 1.7 of [21]. From
Theorem 1.9 of [21],
(5.8)
(
ddcmax(φ+ ǫ, ψ) + ω
)n → (ddcmax(φ, ψ) + ω)n
weak-* as ǫ→ 0; while
1{φ+ǫ>ψ}
(
ddcφ+ ω
)n → 1{φ≥ψ}(ddcφ+ ω)n
weak-* as ǫ→ 0. By hypothesis,
1{φ≥ψ}
(
ddcφ+ ω
)n
=
(
ddcφ+ ω
)n
.
We claim that these limiting measures satisfy
(5.9)
(
ddcmax(φ, ψ) + ω
)n ≥ (ddcφ+ ω)n.
Assuming (5.9), since∫
X
(
ddcmax(φ, ψ) + ω
)n
=
∫
X
(
ddcφ+ ω
)n
= 1,
we conclude that
(
ddcmax(φ, ψ) + ω
)n
=
(
ddcφ+ ω
)n
. By the unique-
ness result in [19], max(φ, ψ)− φ is a constant, which must be zero by
hypothesis.
Finally, to prove (5.9), it suffices to show that if f ∈ C(X) with
f ≥ 0, then ∫
X
f
(
ddcmax(φ, ψ) + ω
)n ≥
∫
X
f
(
ddcφ+ ω
)n
.
By (5.8),∫
X
f
(
ddcmax(φ, ψ) + ω
)n
= lim
ǫ→0
∫
X
f
(
ddcmax(φ+ ǫ, ψ) + ω
)n
≥ lim
ǫ→0
∫
X
f · 1{φ+ǫ>ψ}
(
ddcφ+ ω
)n
=
∫
X
f
(
ddcφ+ ω
)n
.

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Writing u, v ∈ L(Cn) as u = φ+u0, v = ψ+u0 with φ, ψ ∈ PSH(X,ω),
we have the Cn−version of the domination principle.
Corollary 5.10. Let u, v ∈ L(Cn) and suppose u satisfies (2.5). If
v ≤ u a.e-(ddcu)n, then v ≤ u in Cn.
Remark 5.11. Corollary 5.10 generalizes not only the multivariate
(n > 1) domination principle of Bedford-Taylor (Lemma 6.5 in [3]),
but also the univariate (n = 1) version, Theorem 3.2 in Chapter II of
[23].
6. Final comments.
We end with some comments. In the univariate setting, it was proved
in [13] that, using our notation,
− logW (µ) = 1
2
I(µ) :=
1
2
∫
H
∫
H
log
1
|z − t|dµ(t)dµ(z),
the logarithmic energy of µ, and, more generally,
− logWQ(µ) = 1
2
IQ(µ) :=
1
2
∫
H
∫
H
log
1
|z − t|w(z)w(t)dµ(t)dµ(z)
=
1
2
I(µ) +
∫
H
Qdµ,
the weighted logarithmic energy of µ. The factor 1/2 comes from our
use of the normalized weighted transfinite diameters δ
w
(H) = δw(H)1/2.
The equilibrium measures µeq(H) and µeq(H,Q) minimize I(µ) and
IQ(µ) over all µ ∈ M(H). In the higher dimensional case, as we have
noted, our functional − logW (µ) is related to the electrostatic energy
E∗(µ) defined by Berman, Boucksom, Guedj and Zeriahi in their semi-
nal paper [9]. In that paper, a special case of their Theorem 5.3 corre-
sponding to the setting described in our Section 5 shows that µeq(H,Q)
mimimizes the functional
(6.1) E∗(µ) +
∫
H
(Q− u0)dµ = − logWQ(µ) + E(VT )
(see (1.1) and (5.7)) over all µ ∈ M(H), generalizing the univariate
result. Thus from Corollaries 5.7 and 5.8 one can interpret
− logW (µ) and − logWQ(µ) = − logW (µ) +
∫
H
Qdµ
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as energies (weighted energies) to be minimized in the pluripotential
theoretic setting; i.e., pluripotential energies.
Our definition of W (µ) essentially involves only the support of µ
and shows that for a “good” sequence of discrete approximations µs :=
1
s
∑s
j=1 δ(aj)→ µ weak-*, we have
|V DMd(a)|1/ds → W (µ).
In particular, we have W (µ) = 0 if and only if for any array of points
{An} in H where An = {a1n, ..., asnn } is a set of sn = sn(dn) points in
Hsn with dn ↑ ∞ such that µn := 1sn
∑sn
j=1 δ(a
j
n)→ µ weak-* we have
|V DMdn(An)|1/dnsn → 0.
Thus although our definitions involve an underlying compact set H ,
given a probability measure µ with compact support, information about
µ near its support is sufficient to detect positivity of its pluripotential
energy. Indeed, for µ a probability measure with compact support,
Corollary 5.7 shows that for any convex, compact nonpluripolar set H
containing supp(µ) (or even any fat, connected, subanalytic set H ; cf.,
Remark 4.5), the functionals J(µ) andW (µ) defined relative to H agree
and coincide with exp(−E∗(µ)) up to the term ∫
H
u0dµ+E(VT ). Since∫
H
u0dµ is the same for any such H , our definitions are independent of
which set H we choose.
Finally, a comment on the density condition: we noted that this hy-
pothesis on ν implies that (H, ν) satisfies a Bernstein-Markov property
for holomorphic polynomials on Cn; indeed, (H, ν) satisfies a Bernstein-
Markov property for real polynomials on R2n. Following the proof of
Proposition 3.1 in [13], for any positive, continuous weight w on H ,
the triple (H, ν, w) satisfies a weighted Bernstein-Markov property for
holomorphic polynomials on Cn: for all pd ∈ Pd,
(6.2)
||wdpd||H ≤Md
(∫
H
|pd(z)|2|w(z)|2ddν(z)
)1/2
with lim sup
d→∞
M
1/d
d = 1.
In [5], such measures ν were called strongly Bernstein-Markov on H .
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