Abstract: In this paper, we review Shirshov's method for free Lie algebras invented by him in 1962 [17] which is now called the Gröbner-Shirshov bases theory.
Introduction
What is now called the Gröbner-Shirshov method for Lie algebras invented by A. I. Shirshov in 1962 [17] . Actually, that paper based on his paper [15] when Shirshov invented a new linear basis for a free Lie algebra which is now called Lyndon-Shirshov basis (it was defined independently in the paper [9] in the same year). We remark that LyndonShirshov basis is a particular case of a series of bases of a free Lie algebra invented by A. I. Shirshov in his Candidate Science Thesis (Moscow State University, 1953, and his adviser was A. G. Kurosh) and published in 1962 [16] (cf. [13] where these bases are called Hall Bases). We now cite the Zbl review by P. M. Cohn [10] of the paper [15] : "The author varies the usual construction of basis commutators in Lie rings by ordering words lexicographically and not by length. This is used to give a very short proof of the theorem (Magnus [12] , Witt [18] ) that the Lie algebra obtained from a free associative be the free monoid generated by X. For u = x i 1 x i 2 · · · x i k ∈ X * , let
x β = min(u) = min{x i 1 , x i 2 , · · · , x i k }, f ir(u) = x i 1 , length of u : |u| = k. Definition 2.1 Let u = x i 1 x i 2 · · · x i k ∈ X * . Then u is called Weak-ALSW if f ir(u) > min(u) or |u| = 1, where ALSW means an "associative Lyndon-Shirshov word".
Let u be a Weak-ALSW, min(u) = x β and |u| ≥ 2. We define
Note that
is just a symbol. Now, we order X ′ (u) by the following way:
Suppose that u, v are Weak-ALSW's and min(v) ≥ min(u) = x β . Then we define
where x i j > x β , m j ∈ N, 1 ≤ j ≤ t. For the sake of simpler notation, we use u ′ instead of u ′ u .
Throughout Section 2 and 3, we assume that x 1 < x 2 < x 3 < · · · . The following lemma is obvious. 
Recall that without specific explanation, we always use the lexicographic order both on (X ′ (u)) * and X * (i.e., w > wt if t = 1 and
Proof. Let x β = min(uv). Assume that u > v. Then there are two cases to consider. Case 1:
Case 2:
Conversely, assume that u
We will prove that u > v. There are also two cases to consider.
In both cases, it is clear that u > v.
Remark: Let u, v ∈ X * and the v ′ u ∈ (X ′ (u)) * be as before. We denote by |v| the length of v in X * and |v " ⇐= " Let u = vw and
Hence, u is an ALSW. Remark: For a Weak-ALSW u, it is clear that |u
Proof. We apply induction on |u|. If |u| = 1, then there is nothing to do. Assume that |u| > 1. Since |u ′ | X ′ < |u| and
by induction and by Lemma 2.7, the result follows.
Therefore, by Lemma 2.8, u is an ALSW.
Lemma 2.10 Let u ∈ X * . Then u is an ALSW if and only if
Proof. " =⇒ " Induction on |u|. If |u| = 1, then the result clearly holds. Suppose that |u| ≥ 2, x β = min(u) and u = vw, v, w = 1. If
Hence, by Lemma 2.5, u > w. " ⇐= " Induction on |u|. If |u| = 1, then u = x i is an ALSW. If |u| > 1 and
follows from u > w. By induction, u ′ is an ALSW. Hence, by Lemma 2.7, u is an ALSW.
Lemma 2.11
Suppose that u is an ALSW, x β = min(u) and |u| > 1. Then ux β is an ALSW.
Proof. Follows from Lemma 2.10.
Lemma 2.12 Let u and v be ALSW's. Then uv is an ALSW if and only if u > v.
Proof. " =⇒ " Suppose that uv is an ALSW. Then, by Lemma 2.10, u > uv > v. " ⇐= " We use induction on |uv|. Suppose that u > v. If |uv| = 2 or v = x β = min(uv), then the result is obvious. Otherwise, we can get that u
′ is an ALSW and so is uv.
Lemma 2.13
For any u ∈ X * , there exists a unique decomposition
Proof. To prove the existence, we use induction on |u|. If |u| = 1 then it is trivial. Let |u| > 1 and x β = min(u). If u = x β v, then v has the required decomposition and so does u. Otherwise, u is a Weak-ALSW. Thus, u ′ has the decomposition and so does u, by Lemma 2.5 and Lemma 2.7.
To prove the uniqueness, we let u = u 1 · · · u k = w 1 · · · w s be the decompositions such that u i , w j are ALSW's for any i, j; u 1 ≤ · · · ≤ u k and w 1 ≤ · · · ≤ w s . If u = x β v, then u 1 = w 1 = x β and the result follows from the induction on |u|. Otherwise, u is a Weak-ALSW and
su are the decompositions of u ′ . Now, by induction again, the result follows. Remark: In Lemma 2.13, the word u k is the longest ALSW end of u.
is the decomposition of u. Proof. Suppose that v is not an ALSW. Then, by Lemma 2.13, we can assume that
where each v i is an ALSW and
and |v m w| > |w|, a contradiction. If v m ≤ w, then we get another decomposition of u which contradicts the uniqueness in Lemma 2.13. Thus, v must be an ALSW. Now, for an ALSW u, we introduce two bracketing ways. One is up-to-down bracketing which is defined inductively by
where u = vw and w is the longest ALSW proper end of u.
The other is down-to-up bracketing. Let us explain it on a sample word
Join the minimal letter x 1 to the previous letters:
Form a new alphabet of the nonassociative words x 2 , [x 2 x 1 ] and x 1 ordered lexicographically, i.e.,
Form a new alphabet
Join the minimal letter [[x 2 x 1 ]x 1 ] to the previous letter:
Finally, join the minimal letter [x 2 x 1 ] to the previous letter: 
Hence, in this case, 
Free Lie algebras
Now we give the definition of a non-associative Lyndon-Shirshov word. 
Remark: In Definition 3.1 (ii), v > w by Lemma 2.12. 
where x i j > x β = min(u).
is the unique bracketing way such that [[v] ] is a NLSW. According to the definition of NLSW, any associative word in a bracket must be ALSW. Hence,
Let X * * be the set of all non-associative words (u) in X. If (u) is a NLSW, then we denote it by [u] .
From now on, let k X be the free associative algebra generated by X. We consider ( ) as Lie bracket in k X , i.e., for any a, b ∈ k X , (ab) = ab − ba. Denote by Lie(X) the subLie-algebra of k X generated by X.
Given a polynomial f ∈ k X , it has the leading wordf ∈ X * according to the above order on X * such that
We call f the leading term of f . Denote the set {u|f (u) = 0} by suppf and deg(f ) by |f|. f is called monic if α = 1.
Note that if |u| = |v| and u < v, then the lexicographic order which we use before is the same as the degree-lexicographic order on X * .
Theorem 3.3
Let the order < be as before. Then, for any (u) ∈ X * * , (u) has a representation: is a NLSW. Suppose that |v| > 1 and
There are two subcases
By induction,
). By noting that min{t i , v 2 } and min{t ′ j , v 1 } > min{v, w} = w, the result follows from the inverse induction on min{v, w}.
and hence,
is a linear combination of NLSW's. 
where α i , β j ∈ k, v, v i , w, w j ∈ X * . It is easy to see that |v i | = |v| and |w j | = |w| for any i, j. Then, 
Proof. Suppose
Then, all α i must be 0.
By Theorem 3.3 and Lemma 3.6, we have the following corollary.
Corollary 3.7 NLSW's are linear basis of Lie(X).
From Corollary 3.7 and Lemma 3.5, we have Corollary 3.8 For any f ∈ Lie(X), f is an ALSW.
Theorem 3.9 Lie(X) is the free Lie algebra generated by X.
Proof. Let L be a Lie algebra and f : X −→ L a mapping. Then, we define a mappinḡ
where [x i 1 · · · x in ] is NLSW. It is easy to checkf is a unique Lie homomorphism such that
The following theorem plays a key role in proving the Composition-Diamond lemma for Lie algebras (see Theorem 5.8). (ii) Let
Moreover,
where each α i ∈ k and a i vb i < avb. 
where each c i is an ALSW and
. Now, we use induction on |u|. If |u| = 1, then this is a trivial case. Suppose that |u| > 1 and |v| > 1. Then, by (i),
and by induction,
where each a i
where each a j vb j < avb.
Remark. By the proof of Theorem 3.10, if we consider
Definition 3.11 Let S ⊂ Lie(X) with each s ∈ S monic, a, b ∈ X * and s ∈ S.
If asb is an ALSW, then we call [asb]s = [asb]s| [s] →s a normal S-word (or normal s-word) while [asb]s is called a relative nonassociative Lyndon-Shirshov word, denoted by RNLSW, where [asb]s is defined by (3.1) (see Theorem 3.10).
Corollary 3.12 Let u, v be ALSW's, f ∈ Lie(X),f = v and u = avb, a, b ∈ X * . Then,
Composition-Diamond lemma for associative algebras
In this Section, we cite some concepts and results from the literature which are related to the Gröbner-Shirshov basis for the associative algebras. (ii) If w =f = aḡb for some a, b ∈ X * , then the polynomial (f, g) w = f − agb is called the inclusion composition of f and g with respect to w.
If this is the case, then we write
In general, for p, q ∈ k X , we write p ≡ ass q mod(S, w)
which means that p − q = α i a i s i b i , where α i ∈ k, a i , b i ∈ X * and a i s i b i < w. If a subset S of k X is not a Gröbner-Shirshov basis, then we can add to S all nontrivial compositions of polynomials of S, and by continuing this process (maybe infinitely) many times, we eventually obtain a Gröbner-Shirshov basis S comp . Such a process is called the Shirshov algorithm.
A well order > on X * is monomial if it is compatible with the multiplication of words, that is, for u, v ∈ X * , we have
A standard example of monomial order on X * is the deg-lex order to compare two words first by degree and then lexicographically, where X is a linearly ordered set.
The following lemma was proved by Shirshov [17] for free Lie algebras (with deg-lex ordering) in 1962 (see also Bokut [2] ). In 1976, Bokut [3] specialized the approach of Shirshov to associative algebras (see also Bergman [1] ). For commutative polynomials, this lemma is known as the Buchberger's Theorem in [7] and [8] . (ii) f ∈ Id(S) ⇒f = asb for some s ∈ S and a, b ∈ X * .
(
(iii) Red(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a basis of the algebra A = k X|S .
Composition-Diamond lemma for Lie algebras
In this section, we give the Composition-Diamond lemma for Lie algebras. Throughout this section, we extend the lexicographic order on X * mentioned in Section 2 to the deg-lex order < on X * .
Lemma 5.1 Let ac, cb be ALSW's, where a, b, c ∈ X * and c = 1. Then w = acb is also an ALSW.
Proof. We use induction on |w| = n. If n = 3, then w = x i x j x k is an ALSW, because ac and cb are ALSW's implies that x i > x j > x k . In the inductive case n > 3, suppose min(w) = x β , b = x Similarly, for the case of the compositions of inclusion, we have the same conclusion.
Theorem 5.6 ([4], [5] ) Let S ⊂ Lie(X) ⊂ k X be a nonempty set of monic Lie polynomials. Then S is a Gröbner-Shirshov basis in Lie(X) if and only if S is a Gröbner-Shirshov basis in k X .
Proof. Note that, by the definitions, for any f, g ∈ S, they have composition in Lie(X) if and only if so do in k X . Suppose that S is a Gröbner-Shirshov basis in Lie(X). Then, for any composition f, g w , we have f, g w = Hence, S is a Gröbner-Shirshov basis in k X . Conversely, assume that S is a Gröbner-Shirshov basis in k X . Then, for any composition f, g w in S, by Lemma 5.5, we obtain f, g w ≡ ass (f, g) w ≡ ass 0 mod(S, w). 
