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ADMISSIBILITY AND NONUNIFORM POLYNOMIAL
DICHOTOMIES
DAVOR DRAGICˇEVIC´
Abstract. For a general one-sided nonautonomous dynamics de-
fined by a sequence of linear operators, we consider the notion of a
polynomial dichotomy with respect to a sequence of norms and we
characterize it completely in terms of the admissibility of bounded
solutions. As a nontrivial application, we establish the robustness
of the notion of a nonuniform polynomial dichotomy.
1. Introduction
The problem of characterizing hyperbolic behaviour of dynamical
systems in terms of the spectral properties of certain linear operators
has a long history that goes back to the pioneering works of Perron [32]
and Li [23]. More precisely, Perron [32] established a complete charac-
terization of the exponential stability of a linear differential equation
x′ = A(t)x
in Rn in terms of the solvability (in x) of the nonlinear equation
x′ = A(t)x+ f(t), (1)
where f and x belong to suitable function spaces. Similar results for
the discrete time dynamics were obtained by Li [23]. The condition
that (1) has a (unique) solution x in some space Y1 for any choice
of f that belongs to some (possibly different) space Y2 is commonly
referred to as admissibility condition. We note that this requirement
can be formulated in terms of spectral properties of the linear operator
(Lx)(t) = x′ − A(t)x
acting between suitable function spaces.
A fundamental contribution to this line of the research is due to
Massera and Scha¨ffer [25, 26] (see also Coppel [15]). Indeed, in a con-
strast to the work of Perron, they have established complete charac-
terization (in terms of admissibility) of the notion of a (uniform) expo-
nential dichotomy which includes the notion of exponential stability as
a very particular case. More precisely, rather than considering only the
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dynamics that exhibits stable behaviour, they have considered the case
of dynamics with the property that the phase space splits into two com-
plementary directions, where in one direction dynamics exhibits stable
behaviour while in the complementary direction it possesses an unsta-
ble (chaotic) behaviour. In addition, they have developed an axiomatic
approach to the problem of constructing all possible pairs (Y1, Y2) of
function spaces with the property that the corresponding admissibility
condition is equivalent to the existence of exponential dichotomy. The
related results in the context of smooth dynamics have been estab-
lished by Mather [27] and by Chicone and Swanson [13]. To the best
of our knowledge, the first results that deal with the case of infinite-
dimensional dynamics are due to Dalec′ki˘ı and Kre˘ın [16] in the case
of continuous time and by Henry [18] for noninvertible dynamics with
discrete time. For a detailed overview of those developments, we refer
to [12].
For more recent relevant contributions that deal with continuous
or discrete evolution families, we refer to [1, 19, 20, 21, 33, 34, 37,
38, 39, 40, 41, 43, 45]. Furthermore, for results devoted to linear co-
cycles over maps and flows, we refer to [14, 22, 35, 42, 44] and ref-
erence therein. We stress that all the above mentioned works deal
with uniform exponential behaviour. Related results which deal with
various flavours of nonuniform exponential behaviour can be found
in [2, 3, 5, 24, 28, 36, 46, 47, 48]. Finally, for a detailed survey devoted
to this line of the research, we refer to [6].
We emphasize that all the works that we mentioned deal with ex-
ponential dichotomies. While exponential behaviour certainly has a
privilaged role due to its presence in the context of smooth dynam-
ics, it is not the only possible form of the asymptotic behaviour. To
the best of our knowledge, the first ones to study dichotomies with
non-exponential growth rates were Preda and Megan [36]. Subsequent
results are due to Muldowney [29] and Naulin and Pinto [30, 31]. A sys-
tematic study of nonuniform dichotomies with arbitratry growth rates
was initiated by Barreira and Valls [7]. An important class of those
dichotomies are the so-called nonuniform polynomial dichotomies in-
troduced independently (and in a slightly different form) by Barreira
and Valls [8] and by Bento and Silva [10, 11]. In addition, Barreira
and Valls gave sufficient conditions (in terms of nonvanishing of the so-
called polynomial Lyapunov exponents) for the existence of nonuniform
polynomial dichotomies (see Remark 1).
The main objective of the present paper is to obtain a full character-
ization of the class of nonuniform polynomial dichotomies for dynamics
with discrete time in terms of the appropriate admissibility property.
This is achieved by studying the notion of a polynomial dichotomy with
respect to a sequence of norms which includes the notion of a nonuni-
form polynomial dichotomy as a particular case. To the best of our
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knowledge, our results are the first one devoted to the characterization
of nonuniform dichotomies with non-exponential growth rates via ad-
missibility property (some much weaker results that deal only with con-
tractions and expansions were obtained in [4]). Our methods combine
classical admissibility techniques (the so-called test sequence method
developed by Perron) together with recent contributions to the ad-
missibility in relation with nonuniform exponential dichotomies [2, 3].
Furthermore, we build on the work of Hai [17] who obtained similar
results for evolution families and considered uniform polynomial con-
tractions and expansions. We then apply our results to give a short
proof of the robustness of nonuniform polynomial dichotomies. Al-
though the robustness property of nonuniform polynomial dichotomies
has been obtained earlier in [9], we here present a much shorter proof.
The paper is organized as follows. In Section 2 we introduce the
notion of a polynomial dichotomy with respect to a sequence of norms.
Then, in Section 3 we obtain a complete characterization of this notion
in terms of the appropriate admissibility property. Finally, in Sections 4
and 5 we apply our results to the study of nonuniform polynomial
dichotomies.
2. Preliminaries
Let X = (X, ‖·‖) be a Banach space and let B(X) denote the space
of all bounded linear operators on X . Moreover, let ‖·‖m for m ∈ N be
a sequence of norms on X such that ‖·‖m is equivalent to ‖·‖ for each
m. Given a sequence (Am)m∈N ⊂ B(X), we define
A(m,n) =
{
Am−1 · · ·An if m > n,
Id if m = n.
We say that (Am)m∈N admits a polynomial dichotomy with respect to
the sequence of norms ‖·‖m if:
• there exist projections Pm, m ∈ N satisfying
AmPm = Pm+1Am, m ∈ N, (2)
such that each map Am|KerPm : KerPm → KerPm+1 is invertible;
• there exist λ,D > 0 such that for every x ∈ X and m,n ∈ N we
have
‖A(m,n)Pnx‖m ≤ D(m/n)
−λ‖x‖n for m ≥ n (3)
and
‖A(m,n)Qnx‖m ≤ D(n/m)
−λ‖x‖n for m ≤ n, (4)
where Qn = Id− Pn and
A(m,n) = (A(n,m)|KerPm)
−1 : KerPn → KerPm
for m < n.
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We also introduce a class of sequence spaces that will play a major
role in our arguments. Let Y be the set of all sequence x = (xm)m∈N ⊂
X such that
‖x‖∞ := sup
m∈N
‖xm‖m <∞.
Clearly, (Y, ‖·‖∞) is a Banach space. Furthermore, for a given closed
subspace Z ⊂ X , let YZ be the set of all x = (xm)m∈N ∈ Y such that
x1 ∈ Z. It is easy to verify that YZ is a closed subspace of Y . In the
particular case when Z = {0}, we write Y0 instead of Y{0}.
Let
D(TZ) :=
{
x = (xm)m∈N ∈ YZ : sup
m∈N
(
(m+1)‖xm+1−Amxm‖m+1
)
<∞
}
.
Moreover, we consider the linear operator TZ : D(TZ)→ Y0 defined by
(TZx)1 = 0 and (TZx)m+1 = (m+ 1)(xm+1 − Amxm) for m ∈ N.
Proposition 1. We have that TZ is a closed linear operator.
Proof. Let (xk)k∈N be a sequence in D(TZ) converging to x ∈ YZ such
that TZx
k converges to y ∈ Y0. For each m ∈ N, we have (recall that
each ‖·‖m is equivalent to ‖·‖) that
(m+ 1)(xm+1 −Amxm) = lim
k→∞
(m+ 1)(xkm+1 − Amx
k
m)
= lim
k→∞
(TZx
k)m+1
= ym+1.
Hence, TZx = y and consequently x ∈ D(TZ). We conclude that TZ is
a closed operator. 
For x ∈ D(TZ), let
‖x‖TZ := ‖x‖∞ + ‖TZx‖∞.
It follows from Proposition 6 that (D(TZ), ‖·‖TZ) is a Banach space.
Furthermore, the operator
TZ : (D(TZ), ‖·‖TZ)→ Y0
is bounded and from now on we will denote it simply by TZ .
3. Main results
In this section we present the main results of our paper. More pre-
cisely, we show that the notion of a polynomial dichotomy with respect
to a sequence of norms can be characterized in terms of spectral prop-
erties of operators TZ .
Theorem 2. If the sequence (Am)m∈N admits a polynomial dichotomy
with respect to the sequence of norms ‖·‖m, then for the closed subspace
Z = ImQ1 the operator TZ is invertible.
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Proof. Let Z = ImQ1 and let us show that TZ is an invertible operator.
We begin by showing that TZ is surjective. Observe that without any
loss of generality we can assume that (3) and (4) hold with λ ∈ (0, 1).
Choose y = (yn)n∈N ∈ Y0 and define a sequence x = (xn)n∈N ⊂ X by
xn =
n∑
k=1
1
k
A(n, k)Pkyk −
∞∑
k=n+1
1
k
A(n, k)Qkyk, n ∈ N. (5)
Observe that it follows from (3) that∥∥∥∥
n∑
k=1
1
k
A(n, k)Pkyk
∥∥∥∥
n
≤
n∑
k=1
1
k
‖A(n, k)Pkyk‖n
≤ D
n∑
k=1
1
k
(n/k)−λ‖yk‖k
≤ Dn−λ‖y‖∞
n∑
k=1
1
k−λ+1
≤ Dn−λ‖y‖∞
(
1 +
∫ n
1
tλ−1 dt
)
= Dn−λ‖y‖∞(1 + n
λ/λ− 1/λ),
(6)
for each n ∈ N and thus
sup
n∈N
∥∥∥∥
n∑
k=1
1
k
A(n, k)Pkyk
∥∥∥∥
n
<∞. (7)
Similarly, (4) implies that∥∥∥∥
∞∑
k=n+1
1
k
A(n, k)Qkyk
∥∥∥∥
n
≤
∞∑
k=n+1
1
k
‖A(n, k)Qkyk‖n
≤ D
∞∑
k=n+1
1
k
(k/n)−λ‖yk‖k
≤ Dnλ‖y‖∞
∞∑
k=n+1
1
kλ+1
≤ Dnλ‖y‖∞
∫ ∞
n
t−λ−1 dt
≤
D
λ
‖y‖∞.
We conclude that
sup
n∈N
∥∥∥∥
∞∑
k=n+1
1
k
A(n, k)Qkyk
∥∥∥∥
n
<∞. (8)
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By (7) and (8), we have that x ∈ Y . Since y1 = 0, it follows from (5)
that x1 ∈ Z and thus x ∈ YZ . Furthermore, we have that
xn+1 − Anxn =
n+1∑
k=1
1
k
A(n+ 1, k)Pkyk − An
n∑
k=1
1
k
A(n, k)Pkyk
−
∞∑
k=n+2
1
k
A(n+ 1, k)Qkyk + An
∞∑
k=n+1
1
k
A(n, k)Qkyk
=
n+1∑
k=1
1
k
A(n+ 1, k)Pkyk −
n∑
k=1
1
k
A(n + 1, k)Pkyk
−
∞∑
k=n+2
1
k
A(n+ 1, k)Qkyk +
∞∑
k=n+1
1
k
A(n+ 1, k)Qkyk
=
1
n + 1
Pn+1yn+1 +
1
n + 1
Qn+1yn+1
=
1
n + 1
yn+1,
for each n ∈ N and thus TZx = y.
Let us now prove that TZ is injective. Take x = (xn)n∈N ∈ YZ such
that TZx = 0. We have that xn = A(n, 1)x1 for each n ∈ N. Therefore,
it follows from (4) that
‖x1‖1 = ‖A(1, n)xn‖1 ≤ Dn
−λ‖xn‖n ≤ Dn
−λ‖x‖∞,
for every n ∈ N. By passing to the limit when n → ∞, we conclude
that x1 = 0 and thus xn = 0 for each n ∈ N. We conclude that
x = 0. 
Theorem 3. Assume that there exists a closed subspace Z ⊂ X such
that TZ is an invertible operator. Furthermore, suppose that there exist
M, a > 0 such that
‖A(m,n)x‖m ≤M(m/n)
a‖x‖n for m ≥ n and x ∈ X. (9)
Then, (Am)m∈N admits a polynomial dichotomy with respect to the se-
quence of norms ‖·‖m.
Proof. For each n ∈ N, let
X(n) =
{
x ∈ X : sup
m≥n
‖A(m,n)x‖m <∞
}
and Z(n) = A(n, 1)Z.
Note that X(n) and Z(n) are subspaces of X for each n ∈ N.
Lemma 1. For n ∈ N, we have
X = X(n)⊕ Z(n). (10)
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Proof of the lemma. Let us first consider the case when n ≥ 2. Take
v ∈ X and define a sequence y = (ym)m∈N ⊂ X by
ym =
{
v if m = n,
0 if m 6= n.
Obviously y ∈ Y0. Since TZ is invertible, there exists x = (xm)m∈N ∈
YZ such that TZx = y. Hence,
xm −Am−1xm−1 =
{
1
n
v if m = n,
0 if m 6= n.
In particular,
sup
m≥n
‖A(m,n)nxn‖m = n sup
m≥n
‖xm‖m ≤ n‖x‖∞ <∞,
and thus nxn ∈ X(n). On the other hand,
−nAn−1xn−1 = A(n, 1)(−nx1) ∈ A(n, 1)Z = Z(n).
Since v = nxn − nAn−1xn−1, we conclude that v ∈ X(n) + Z(n).
Take now v ∈ X(n) ∩ Z(n). Choose w ∈ Z such that v = A(n, 1)w.
Let us define a sequence x = (xm)m∈N by
xm = A(m, 1)w, m ∈ N.
Observe that x ∈ YZ and TZx = 0. Since TZ is injective we have that
x = 0 and consequently v = 0. We conclude that (10) holds.
Let us now establish (10) for n = 1. Take v ∈ X and define the
sequences
x1 = (v, 0, 0, . . .) and y1 = (0,−2A1v, 0, 0, . . .).
Note that
x1m+1 −Amx
1
m =
1
m+ 1
y1m+1 for m ∈ N.
On the other hand, since y1 ∈ Y0, there exists x
2 = (x2m)m∈N ∈ YZ such
that TZx
2 = y1. Consequently,
x1m − x
2
m = A(m, 1)(v − x
2
1)
for m ∈ N. Since x1 − x2 ∈ Y , we have that v − x21 ∈ X(1). On the
other hand, since x2 ∈ YZ we have that x
2
1 ∈ Z and thus
v = v − x21 + x
2
1 ∈ X(1) + Z = X(1) + Z(1).
Take now v ∈ X(1) ∩ Z(1) and define a sequence x = (xm)m∈N by
xm = A(m, 1)v, m ∈ N.
Clearly, x ∈ YZ and TZx = 0. Hence, x = 0 and thus v = 0. We have
proved that (10) holds for n = 1 also. Hence, the proof of the lemma
is completed. 
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Observe that
AnX(n) ⊂ X(n + 1) and AnZ(n) = Z(n+ 1), (11)
for each n ∈ N.
Lemma 2. For each n ∈ N,
An|Z(n) : Z(n)→ Z(n+ 1)
is an invertible linear map.
Proof of the lemma. Clearly, An|Z(n) is surjective. Assume now that
there exists v ∈ Z(n) such that Anv = 0. Hence, A(m,n)v = 0 for
m > n and therefore v ∈ X(n). Therefore, it follows from (10) that
v ∈ X(n) ∩ Z(n) = {0}.

We now show that vectors in X(n) exhibit uniform polynomial decay
under the action of the cocycle A.
Lemma 3. There exist D, λ > 0 such that
‖A(m,n)x‖m ≤ D(m/n)
−λ‖x‖n, for m ≥ n and x ∈ X(n). (12)
Proof of the lemma. We first claim that there exists L > 0 such that
‖A(m,n)x‖m ≤ L‖x‖n for m ≥ n and x ∈ X(n). (13)
Let us first consider the case when m ≥ 2n and take x ∈ X(n) such
that A(m,n)x 6= 0. Consequently, A(k, n)x 6= 0 for n + 1 ≤ k ≤ m.
Let us consider sequences y = (yk)k∈N and x = (xk)k∈N defined by
yk =


0 if 1 ≤ k ≤ n,
A(k,n)x
‖A(k,n)x‖k
if n+ 1 ≤ k ≤ m,
0 if k > m,
and
xk =


0 if 1 ≤ k ≤ n,∑k
j=n+1
A(k,n)x
j‖A(j,n)x‖j
if n + 1 ≤ k ≤ m,∑m
j=n+1
A(k,n)x
j‖A(j,n)x‖j
if k > m.
Note that y ∈ Y0. Furthermore, since x ∈ X(n) we have that x ∈ YZ .
It is straightforward to verify that TZx = y. Consequently,
‖x‖∞ ≤ ‖x‖TZ = ‖T
−1
Z y‖TZ ≤ ‖T
−1
Z ‖ · ‖y‖∞ ≤ ‖T
−1
Z ‖.
Therefore,
‖T−1Z ‖ ≥ ‖x‖∞ ≥ ‖xm‖m = ‖A(m,n)x‖m
m∑
j=n+1
1
j‖A(j, n)x‖j
, (14)
and thus
‖T−1Z ‖ ≥ ‖A(m,n)x‖m
2n∑
j=n+1
1
j‖A(j, n)x‖j
.
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On the other hand, (9) implies that
‖A(j, n)x‖j ≤M(j/n)
a‖x‖n ≤M2
a‖x‖n, for n < j ≤ 2n.
Hence,
‖T−1Z ‖ ≥
‖A(m,n)x‖m
M2a‖x‖n
2n∑
j=n+1
1
j
≥
‖A(m,n)x‖m
M2a+1‖x‖n
,
which yields
‖A(m,n)x‖m ≤M2
a+1‖T−1Z ‖ · ‖x‖n. (15)
Moreover, (9) implies that
‖A(m,n)x‖m ≤M2
a‖x‖n for n ≤ m ≤ 2n and x ∈ X . (16)
By (15) and (16), we conclude that (13) holds with
L := max{M2a,M2a+1‖T−1Z ‖} > 0.
We next show that there exists N0 ∈ N such that
‖A(m,n)x‖m ≤ e
−1‖x‖n for m ≥ N0n and x ∈ X(n). (17)
Since
N0n∑
j=n+1
1
j
≥ log(N0n+ 1)− log n− 1 ≥ logN0 − 1, (18)
we have (using (13) and (14)) that
‖T−1Z ‖ ≥ ‖A(m,n)x‖m
m∑
j=n+1
1
j‖A(j, n)x‖j
≥ ‖A(m,n)x‖m
m∑
j=n+1
1
jL‖x‖n
≥ ‖A(m,n)x‖m
N0n∑
j=n+1
1
jL‖x‖n
≥
(logN0 − 1)‖A(m,n)x‖m
L‖x‖n
,
and thus
‖A(m,n)x‖m ≤
L‖T−1Z ‖
logN0 − 1
‖x‖n.
Hence, if choose N0 large enough so that
L‖T−1Z ‖
logN0 − 1
≤ e−1,
we conclude that (17) holds.
Take now arbitrary m ≥ n, x ∈ X(n) and choose largest l ∈ N∪{0}
such that N l0 ≤ m/n. It follows from (13) and (17) that
‖A(m,n)x‖m = ‖A(m,N
l
0n)A(N
l
0n, n)x‖m ≤ Le
−l‖x‖n.
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Since m/n < N l+10 , we have that
l >
logm/n
logN0
− 1,
and thus
e−l ≤ e(m/n)−1/ logN0.
Consequently,
‖A(m,n)x‖m ≤ Le(m/n)
−1/ logN0‖x‖n,
and we conclude that (12) holds with
D = Le and λ = 1/ logN0.
The proof of the lemma is completed. 
Next we show that nonzero vectors in Z(n) exhibit uniform polyno-
mial expansion under the action of the cocycle A.
Lemma 4. There exist D, λ > 0 such that
‖A(m,n)x‖m ≥ D(n/m)
−λ‖x‖n, for m ≤ n and x ∈ Z(n). (19)
Proof of the lemma. Take z ∈ Z \ {0} and n > 2. We consider se-
quences y = (yk)k∈N and x = (xk)k∈N defined by
yk =


0 if k = 1;
− A(k,1)z
‖A(k,1)z‖k
if 2 ≤ k ≤ n;
0 if k > n,
and
xk =
{∑n
j=k+1
A(k,1)z
j‖A(j,1)z‖j
if 1 ≤ k ≤ n− 1;
0 if k ≥ n.
Observe that y ∈ Y0 and x ∈ YZ (note that x1 = az for a ∈ R).
Furthermore, it is straightforward to verify that TZx = y. Hence,
‖x‖∞ ≤ ‖x‖TZ = ‖T
−1
Z y‖TZ ≤ ‖T
−1
Z ‖ · ‖y‖∞ ≤ ‖T
−1
Z ‖.
Therefore, for each 1 ≤ k ≤ n− 1, we have that
‖T−1Z ‖ ≥ ‖A(k, 1)z‖k
n∑
j=k+1
1
j‖A(j, 1)z‖j
.
Letting n→∞, we conclude that
‖T−1Z ‖ ≥ ‖A(k, 1)z‖k
∞∑
j=k+1
1
j‖A(j, 1)z‖j
, (20)
for each k ∈ N and z ∈ Z \ {0}. We now claim that there exists L > 0
such that
‖A(m, 1)z‖m ≥ L‖A(n, 1)z‖n for m ≥ n and z ∈ Z. (21)
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Using (9) and (20), we have that
1
‖A(n, 1)z‖n
≥
1
‖T−1Z ‖
∞∑
j=n+1
1
j‖A(j, 1)z‖j
≥
1
‖T−1Z ‖
2m∑
j=m+1
1
j‖A(j, 1)z‖j
=
1
‖T−1Z ‖
2m∑
j=m+1
1
j‖A(j,m)A(m, 1)z‖j
≥
1
‖T−1Z ‖
2m∑
j=m+1
1
jM(j/m)a‖A(m, 1)z‖m
≥
1
M2a‖T−1Z ‖ · ‖A(m, 1)z‖m
2m∑
j=m+1
1
j
≥
1
M2a+1‖T−1Z ‖ · ‖A(m, 1)z‖m
,
which readily implies that (21) holds with
L =
1
M2a+1‖T−1Z ‖
.
We next claim that there exists N0 ∈ N such that
‖A(m, 1)z‖m ≥ e‖A(n, 1)z‖n for m ≥ N0n and z ∈ Z. (22)
Indeed, it follows from (20) and (21) that
1
‖A(n, 1)z‖n
≥
1
‖T−1Z ‖
∞∑
j=n+1
1
j‖A(j, 1)z‖j
≥
1
‖T−1Z ‖
N0n∑
j=n+1
1
j‖A(j, 1)z‖j
≥
L
‖T−1Z ‖ · ‖A(m, 1)z‖m
N0n∑
j=n+1
1
j
≥
L(logN0 − 1)
‖T−1Z ‖ · ‖A(m, 1)z‖m
,
where in the last step we have used (18). Consequently, if we choose
N0 such that
L(logN0 − 1)
‖T−1Z ‖
≥ e,
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we have that (22) holds. Proceeding as in the proof of the previous
lemma, one can easily conclude that there exist D, λ > 0 such that
‖A(m, 1)z‖m ≥
1
D
(m/n)λ‖A(n, 1)z‖n for m ≥ n and z ∈ Z. (23)
Take now m ≥ n, v ∈ Z(n) and choose z ∈ Z such that v = A(n, 1)z.
Hence, (23) gives that
‖A(m,n)v‖m = ‖A(m, 1)z‖m
≥
1
D
(m/n)λ‖A(n, 1)z‖n
=
1
D
(m/n)λ‖v‖n,
which readily implies that (19) holds. 
By taking the maximum over the two values of D obtained in the
previous two lemmas, we can assume that (12) and (19) hold with the
same D > 0. Similarly, by taking the minimum of the two obtained
values, we can also assume that those bounds hold with the same λ.
Let Pn : X → X(n) be the projection associated with the decompo-
sition (10) for n ∈ N.
Lemma 5. We have that (2) holds.
Proof of the lemma. Take an arbitrary m ∈ N and x ∈ X . Further-
more, write x as x = x1 + x2 with x1 ∈ X(m) and x2 ∈ Z(m). Then,
Amx = Amx1 + Amx2 and it follows from (11) that Amx1 ∈ X(m+ 1)
and Amx2 ∈ Z(m+ 1). Hence,
Pm+1Amx = Amx1 = AmPmx,
which yields the desired conclusion. 
The final ingredient of the proof is the following lemma.
Lemma 6. We have that
sup
n∈N
‖Pn‖ <∞. (24)
Proof of the lemma. For each n ∈ N, let
γn := inf{‖v
s + vu‖n : ‖v
s‖n = ‖v
u‖n = 1, v
s ∈ X(n), vu ∈ Z(n)}.
Then (see [45, Lemma 4.2]),
‖Pn‖ ≤
2
γn
. (25)
Let us fix vs ∈ X(n) and vu ∈ Z(n) such that ‖vs‖n = ‖v
u‖n = 1. It
follows from (9) that for all m ≥ n,
‖A(m,n)(vs + vu)‖m ≤ M(m/n)
a‖vs + vu‖n,
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and thus by (12) and (19) we have that
‖vs + vu‖n ≥
1
M(m/n)a
‖A(m,n)(vs + vu)‖m
≥
1
M(m/n)a
(
‖A(m,n)vu‖m − ‖A(m,n)v
s‖m
)
≥
1
M(m/n)a
(
1
D
(m/n)λ −D(m/n)−λ
)
.
(26)
Choose now N0 ∈ N such that
1
D
Nλ0 −DN
−λ
0 > 0.
Hence, it follows from (26) (by taking m = N0n) that
‖vs + vu‖n ≥
1
MNa0
(
1
D
Nλ0 −DN
−λ
0
)
=: c > 0.
Therefore, γn ≥ c and thus the conclusion of the lemma follows readily
from (25). 
The conclusion of the theorem now follows directly from (12), (19)
and (24). 
Let us now discuss Theorems 2 and 3 in the particular case of polyno-
mial contractions and expansions. We say that the sequence (Am)m∈N
admits a polynomial contraction with respect to the sequence of norms
‖·‖m if it admits a polynomial dichotomy with respect to the sequence
of norms ‖·‖m and with projections Pm = Id, m ∈ N.
Similarly, we say that the sequence (Am)m∈N admits a polynomial
expansion with respect to the sequence of norms ‖·‖m if it admits a
polynomial dichotomy with respect to the sequence of norms ‖·‖m and
with projections Pm = 0, m ∈ N.
The following two results are direct consequences of Theorems 2
and 3.
Theorem 4. The following two statements are equivalent:
• the sequence (Am)m∈N admits a polynomial contraction with re-
spect to the sequence of norms ‖·‖m;
• there exist M, a > 0 such that (9) holds and for each y =
(yn)n∈N ∈ Y0, the sequence x = (xn)n∈N defined by
xn =
n∑
k=1
1
k
A(n, k)yk n ∈ N, (27)
belongs to Y0.
Proof. Assume that the first statement holds. Obviously, (3) (with
Pn = Id) implies that (9) holds with M = D and any a > 0. Further-
more, by proceeding as in (6), it is easy to show for each y = (yn)n∈N ∈
Y0, the sequence x = (xn)n∈N defined by (27) belongs to Y0.
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Conversely, under the assumption that the second statement is valid,
we have that TZ is invertible for Z = {0}. Then, Theorem 3 implies
that the sequence (Am)m∈N admits a polynomial contraction with re-
spect to the sequence of norms ‖·‖m. 
Theorem 5. Assume that there exist M, a > 0 such that (9) holds.
Then, the following two statements are equivalent:
• the sequence (Am)m∈N admits a polynomial expansion with re-
spect to the sequence of norms ‖·‖m;
• TZ is an invertible operator for Z = X.
Proof. The conclusion of the theorem follows directly from Theorems 2
and 3. 
We stress that it was proved in [3] that the version of Theorem 3 for
classical exponential dichotomies holds without an assumption of the
type (9). Therefore, it is natural to ask if the conclusion of Theorem 3
is valid in the absence of (9). However, the following example shows
that the answer to this question is negative.
Example 1. Let X = R with the standard Euclidean norm |·|. Fur-
thermore, let ‖·‖m = |·| for m ∈ N. We consider the sequence (An)n∈N
of operators (which can be identified with numbers) on X given by
An =
{
n if n = 2l for some l ∈ N;
0 otherwise.
Let A(m,n) be the corresponding linear cocycle. Note that A(m,n) = 0
whenever m − n ≥ 2. We claim that for each y = (yn)n∈N ∈ Y0, the
sequence x = (xn)n∈N defined by
xn =
n∑
k=1
1
k
A(n, k)yk,
also belongs to Y0. Indeed, observe that
xn =
{
1
n
yn + yn−1 if n = 2
l + 1 for some l ∈ N;
1
n
yn otherwise.
We conclude that
|xn| ≤
1
n
|yn|+ |yn−1| for every n ≥ 2,
and thus
‖x‖∞ ≤ 2‖y‖∞.
However, the sequence (An)n∈Z obviously doesn’t admit a polynomial
contraction since supn∈N‖An‖ =∞.
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4. Nonuniform polynomial dichotomies
In this section we recall the notion of a nonuniform exponential di-
chotomy and establish its connection with the notion of a polynomial
dichotomy with respect to a sequence of norms.
We say that a sequence (Am)m∈N ⊂ B(X) admits a nonuniform
polynomial dichotomy if:
• there exist projections Pm, m ∈ N satisfying (2) and such that
each map Am|KerPm : KerPm → KerPm+1 is invertible;
• there exist λ,D > 0 and ε ≥ 0 such that for m,n ∈ N we have
‖A(m,n)Pn‖ ≤ D(m/n)
−λnε for m ≥ n (28)
and
‖A(m,n)Qn‖ ≤ D(n/m)
−λnε for m ≤ n, (29)
where Qn = Id− Pn and
A(m,n) = (A(n,m)|KerPm)
−1 : KerPn → KerPm
for m < n.
Remark 1. The results of Barreira and Valls [8] show that the no-
tion of a nonuniform polynomial dichotomy is quite common. Indeed,
assume that X = Rd = Rk ⊕ Rd−k and that each operator Am has a
block-form
Am =
(
Bm 0
0 Cm
)
,
where Bm : R
k → Rk and Cm : R
d−k → Rd−k are linear operators. Fur-
thermore, let B(m,n) and C(m,n) be linear cocycles associated with
those two sequences and suppose that
lim
n→∞
log‖B(n, 1)v‖
log n
< 0 for v ∈ Rk,
and
lim
n→∞
log‖C(n, 1)v‖
log n
> 0 for v ∈ Rd−k \ {0}.
Then, (Am)m∈N admits a nonuniform polynomial dichotomy.
Proposition 6. The following properties are equivalent:
1. (Am)m∈N admits a nonuniform polynomial dichotomy;
2. (Am)m∈N admits a polynomial dichotomy with respect to a se-
quence of norms ‖·‖m satisfying
‖x‖ ≤ ‖x‖m ≤ Cm
ε‖x‖ x ∈ X, m ∈ N (30)
for some C > 0 and ε ≥ 0.
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Proof. Assume first that the sequence (Am)m∈N admits a nonuniform
polynomial dichotomy. For each n ∈ N and x ∈ X , let
‖x‖n := sup
m≥n
(‖A(m,n)Pnx‖(m/n)
λ) + sup
m≤n
(‖A(m,n)Qnx‖(n/m)
λ).
It follows readily from (28) and (29) that (30) holds with C = 2D.
Furthermore, for m ≥ n and x ∈ X we have that
‖A(m,n)Pnx‖m = sup
k≥m
(‖A(k,m)A(m,n)Pnx‖(k/m)
λ)
≤ sup
k≥n
(‖A(k, n)Pnx‖(k/m)
λ)
= (m/n)−λ sup
k≥n
(‖A(k, n)Pnx‖(k/n)
λ)
= (m/n)−λ‖x‖n,
and thus (3) holds. Similarly, one can show that (4) holds. Therefore,
(Am)m∈N admits a polynomial dichotomy with respect to the sequence
of norms ‖·‖m.
Conversely, suppose that (Am)m∈N admits a polynomial dichotomy
with respect to a sequence of norms ‖·‖m satisfying (30) for some C > 0
and ε ≥ 0. It follows that (3) and (30) that
‖A(m,n)Pnx‖ ≤ ‖A(m,n)Pnx‖m
≤ D(m/n)−λ‖x‖n
≤ CD(m/n)−λnε‖x‖,
for m ≥ n and x ∈ X . Therefore, (28) holds. Similarly, one can
establish (29) and therefore (Am)m∈N admits a nonuniform polynomial
dichotomy. 
However, we will not be able to apply our main results for general
nonuniform polynomial behaviour due to the fact that the norms ‖·‖m
constructed in the proof of Proposition 6 can fail to satisfy (9). There-
fore, we will consider a stronger notion of a nonuniform polynomial
dichotomy.
We say that (Am)m∈Z admits a strong nonuniform polynomial dich-
totomy if it admits a nonuniform polynomial dichotomy and there exist
K, b > 0 and ε ≥ 0 such that
‖A(m,n)‖ ≤ K(m/n)bnε for m ≥ n. (31)
Observe that it is always possible to achieve that (28), (29) and (31)
hold with the same ε.
Proposition 7. The following properties are equivalent:
1. (Am)m∈N admits a strong nonuniform polynomial dichotomy;
2. (Am)m∈N admits a polynomial dichotomy with respect to a se-
quence of norms ‖·‖m satisfying (9) and (30) for some C,M, a >
0 and ε ≥ 0.
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Proof. Assume that (Am)m∈N admits a strong nonuniform polynomial
dichotomy. Without any loss of generality, we can suppose that λ ≤ b.
Observe that it follows from (29) (applied for m = n) and (31) that
‖A(m,n)Qnx‖ ≤ KD(m/n)
bn2ε‖x‖ for m ≥ n and x ∈ X . (32)
For x ∈ X and n ∈ N, set
‖x‖n = ‖x‖
s
n + ‖x‖
u
n,
where
‖x‖sn := sup
m≥n
(‖A(m,n)Pnx‖(m/n)
λ)
and
‖x‖un := sup
m≤n
(‖A(m,n)Qnx‖(n/m)
λ) + sup
m>n
(‖A(m,n)Qnx‖(m/n)
−b).
It follows readily from (28), (29) and (32) that (30) for C = (2+K)D
and with 2ε instead of ε.
On the other hand, for m ≥ n and x ∈ X we have that
‖A(m,n)Pnx‖m = ‖A(m,n)Pnx‖
s
m
= sup
k≥m
(‖A(k,m)A(m,n)Pnx‖(k/m)
λ)
= (m/n)−λ sup
k≥m
(‖A(k, n)Pnx‖(k/n)
λ)
≤ (m/n)−λ‖x‖n.
Therefore,
‖A(m,n)Pnx‖m ≤ (m/n)
−λ‖x‖n for m ≥ n and x ∈ X . (33)
Furthermore, for m ≤ n and x ∈ X we have that (using that λ ≤ b)
‖A(m,n)Qnx‖m = ‖A(m,n)Qnx‖
u
m
= sup
k≤m
(‖A(k, n)Qnx‖(m/k)
λ)
+ sup
k>m
(‖A(k, n)Qnx‖(k/m)
−b)
≤ sup
k≤m
(‖A(k, n)Qnx‖(m/k)
λ)
+ sup
m<k≤n
(‖A(k, n)Qnx‖(k/m)
−λ)
+ sup
n<k
(‖A(k, n)Qnx‖(k/m)
−b)
≤ (n/m)−λ sup
k≤n
(‖A(k, n)Qnx‖(n/k)
λ)
+ (n/m)−λ sup
k≤n
(‖A(k, n)Qnx‖(k/n)
−λ)
+ (n/m)−b sup
k>n
(‖A(k, n)Qnx‖(k/n)
−b)
≤ 2(n/m)−λ‖x‖un,
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and thus
‖A(m,n)Qnx‖m ≤ 2(n/m)
−λ‖x‖n for m ≤ n and x ∈ X . (34)
Similarly, one can show that
‖A(m,n)Qnx‖m ≤ 2(m/n)
b‖x‖n for m ≥ n and x ∈ X . (35)
We conclude that (33) and (34) imply that (Am)m∈N admits a polyno-
mial dichotomy with respect to the sequence of norms ‖·‖m. Further-
more, (33) and (35) imply that (9) holds.
The converse statement is straighforward to prove. 
5. Robustness of strong nonuniform polynomial
dichotomy
Theorem 8. Let (Am)m∈N and (Bm)m∈N be two sequences in B(X)
such that:
1. (Am)m∈Z admits a strong nonuniform polynomial dichotomy and
let ε ≥ 0 be as in the definition of the notion of a strong nonuni-
form polynomial dichotomy;
2. there exist c > 0 such that
‖Am −Bm‖ ≤
c
(m+ 1)2+ε
for m ∈ Z. (36)
If c is sufficiently small, then (Bm)m∈N also admits a strong nonuniform
polynomial dichotomy.
Proof. Since (Am)m∈N admits a strong nonuniform polynomial dichotomy,
there exists a sequence of norms ‖·‖m satisfying conclusions of Propo-
sition 7. Furthermore, it follows from Theorem 2 that there exists a
closed subspace Z ⊂ X such that TZ : D(TZ) → Y0 is an invertible
operator.
Let us consider an operator T˜Z : D(TZ)→ Y0 defined by
(T˜Zx)1 = 0 and (T˜Zx)m+1 = (m+ 1)(xm+1 −Bmxm) for m ∈ N.
It follows from (30) and (36) that
‖((TZ − T˜Z)x)m+1‖m+1 = (m+ 1)‖(Am − Bm)xm‖m+1
≤ C(m+ 1)1+ε‖(Am −Bm)xm‖
≤ C(m+ 1)1+ε
c
(m+ 1)2+ε
‖xm‖
=
cC
m+ 1
‖xm‖
≤ cC‖xm‖m
≤ cC‖x‖∞
≤ cC‖x‖TZ ,
(37)
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for each m ∈ N and x = (xm)m∈N ∈ D(TZ). Therefore,
‖TZ − T˜Z‖ ≤ cC. (38)
It follows from (38) together with the invertibility of TZ that for c
sufficiently small, T˜Z is also an invertible operator. Hence, Theorem 2
implies that (Bm)m∈N admits a polynomial dichotomy with respect to
the sequence of norms ‖·‖m. Moreover, note that in (37) we proved
that
‖(Am −Bm)x‖m+1 ≤
cC
m+ 1
‖x‖m for m ∈ N and x ∈ X . (39)
Let B(m,n) denote the linear cocycle associated with the sequence
(Bm)m∈Z. Furthermore, let (ym)m∈N ⊂ X be the sequence such that
ym+1 = Bmym for each m. Observe that
ym = A(m,n)yn +
m−1∑
j=n
A(m, j + 1)(Bj − Aj)yj.
It follows from (9) and (39) that
‖ym‖m ≤M(m/n)
a‖yn‖n +McC
m−1∑
j=n
(m/j + 1)a(j + 1)−1‖yj‖j ,
and thus
(m/n)−a‖ym‖m ≤M‖yn‖n +McC
m−1∑
j=n
(n/j + 1)a(j + 1)−1‖yj‖j .
Using induction, it is easy to verify that
(m/n)−a‖ym‖m ≤M‖yn‖n
m−1∏
j=n
(1 +MCc(j + 1)−1),
and thus
‖ym‖m ≤M(m/n)
a‖yn‖n exp
(m−1∑
j=n
MCc(j + 1)−1
)
≤M(m/n)a‖yn‖n exp
(
MCc(1 + log(m/n))
)
= MeMCc(m/n)a+MCc‖yn‖n.
Therefore,
‖B(m,n)x‖m ≤Me
MCc(m/n)a+MCc‖x‖n for m ≥ n and x ∈ X .
(40)
It follows from Proposition 7 and (40) that (Bm)m∈N admits a strong
nonuniform polynomial dichotomy. 
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Remark 2. A careful analysis of the proof of Theorem 8 (see (37))
shows that one can deduce that (Bm)m∈N admits a nonuniform poly-
nomial dichotomy under weaker assumption than (36). Indeed, it is
sufficient to assume that
‖Am −Bm‖ ≤
c
(m+ 1)1+ε
for m ∈ Z,
with c > 0 sufficiently small. We conclude that the more restrictive
condition (36) was imposed to deduce that (Bm)m∈N admits a strong
nonuniform polynomial dichotomy.
We conclude by noting that our main results can be used to estab-
lished parametrized robustness of nonuniform polynomial dichotomies.
More precisely, one can easily obtain versions of Theorems 3 and 4
from [3] in the present context. We refrein from doing so explicitly
since this would require copying arguments from [3].
6. Acknowledgement
I would like to thank anonymous referees for careful reading and for
constructive comments that helped me improve the paper.
References
1. B. Aulbach and N. Van Minh, The concept of spectral dichotomy for linear
difference equations II, J. Difference Equ. Appl. 2 (1996), 251–262.
2. L. Barreira, D. Dragicˇevic´ and C. Valls, Nonuniform hyperbolicity and admis-
sibility, Adv. Nonlinear Stud. 14 (2014), 791–811.
3. L. Barreira, D. Dragicˇevic´ and C. Valls, Nonuniform hyperbolicity and one-sided
admissibility, Rend. Lincei Mat. Appl. 27 (2016), 235–247.
4. L. Barreira, D. Dragicˇevic´ and C. Valls, Characterization of nonuniform con-
tractions and expansions with growth rates, Mediterr. J. Math. 13 (2016), 4265–
4279.
5. L. Barreira, D. Dragicˇevic´ and C. Valls, Admissibility on the half line for evo-
lution families, J. Anal. Math. 132 (2017), 157–176.
6. L. Barreira, D. Dragicˇevic´ and C. Valls, Admissibility and hyperbolicity,
Springer Briefs in Mathematics (2018), Springer.
7. L. Barreira and C. Valls, Growth rates and nonuniform hyperbolicity, Discrete
Contin. Dynam. Syst. 22 (2008), 509–528.
8. L. Barreira and C. Valls, Polynomial growth rates, Nonlinear Anal. 71 (2009),
5208–5219.
9. L. Barreira, M. Fan, C. Valls, and J. Zhang, Robustness of nonuniform poly-
nomial dichotomies for difference equations, Topol. Methods Nonlinear Anal.
37, 357–376.
10. A. Bento and C. Silva, Stable manifolds for nonuniform polynomial dichotomies,
J. Funct. Anal. 257 (2009), 122–148.
11. A. Bento and C. Silva, Stable manifolds for nonautonomous equations with
nonuniform polynomial dichotomies, Q. J. Math 63 (2012), 275–308.
12. C. Chicone and Yu. Latushkin, Evolution Semigroups in Dynamical Systems
and Differential Equations, Mathematical Surveys and Monographs 70, Amer.
Math. Soc., 1999.
ADMISSIBILITY AND NONUNIFORM POLYNOMIAL DICHOTOMIES 21
13. C. Chicone and R. Swanson, Spectral theory for linearizations of dynamical
svstems, J. Differential Equations 40 (1981), 155–167.
14. S. N. Chow and H. Leiva, Existence and Roughness of the Exponential Di-
chotomy for Skew-Product Semiflow in Banach Spaces, J. Differential Equations
120 (1995), 429–477.
15. W. Coppel, Dichotomies in Stability Theory, Lect. Notes in Math. 629,
Springer, 1978.
16. Ju. Dalec′ki˘ı and M. Kre˘ın, Stability of Solutions of Differential Equations in
Banach Space, Translations of Mathematical Monographs 43, Amer. Math.
Soc., 1974.
17. P. V. Hai, On the polynomial stability of evolution families, Appl. Anal. 95
(2016), 1239–1255.
18. D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes
in Mathematics 840, Springer-Verlag, Berlin-New York, 1981.
19. N. Huy, Exponential dichotomy of evolution equations and admissibility of func-
tion spaces on a half-line, J. Funct. Anal. 235 (2006), 330–354.
20. N. Huy and N. Van Minh, Exponential dichotomy of difference equations and
applications to evolution equations on the half-line, Comput. Math. Appl. 42
(2001), 301–311.
21. Y. Latushkin, T. Randolph and R. Schnaubelt, Exponential dichotomy and mild
solution of nonautonomous equations in Banach spaces, J. Dynam. Differential
Equations 10 (1998), 489–510.
22. Y. Latushkin and R. Schnaubelt, volution semigroups, translation algebra and
exponential dichotomy of cocycles, J. Differential Equations 159 (1999), 321–
369.
23. T. Li, Die Stabilita¨tsfrage bei Differenzengleichungen, Acta Math. 63 (1934),
99–141.
24. N. Lupa and L. Popescu, A complete characterization of exponential stability
for discrete dynamics, J. Difference Equ. Appl. 23 (2017), 2072–2092.
25. J. Massera and J. Scha¨ffer, Linear differential equations and functional analysis.
I, Ann. of Math. (2) 67 (1958), 517–573.
26. J. Massera and J. Scha¨ffer, Linear Differential Equations and Function Spaces,
Pure and Applied Mathematics 21, Academic Press, New York-London, 1966.
27. J. Mather, Characterization of Anosov diffeomorphisms, Indag. Math. 30
(1968), 479–483.
28. M. Megan, A. L. Sasu and B. Sasu, On nonuniform exponential dichotomy of
evolution operators in Banach spaces, Integral Equations Operator Theory 44
(2002), 71–78.
29. J. S. Muldowney, Dichotomies and asymptotic behaviour for linear differential
systems, Trans. Amer. Math. Soc. 283 (1984), 465–484.
30. R. Naulin and M. Pinto, Roughness of (h, k)-dichotomies, J. Differential Equa-
tions 118 (1995), 20–35.
31. R. Naulin and M. Pinto, Stability of Discrete Dichotomies for Linear Difference
Systems, J. Difference Equ. Appl. 3 (1997), 101–123.
32. O. Perron, Die Stabilita¨tsfrage bei Differentialgleichungen, Math. Z. 32 (1930),
703–728.
33. M. Pituk, A Criterion for the exponential stability of linear difference equations,
Appl. Math. Lett. 17 (2004), 779–783.
34. C. Preda, A discrete Perron-Ta Li type theorem for the dichotomy of evolution
operators, J. Math. Anal. Appl. 332 (2007), 727–734.
22 DAVOR DRAGICˇEVIC´
35. C. Preda, P. Preda and A. Craciunescu, Criterions for detecting the existence
of the exponential dichotomies in the asymptotic behavior of the solutions of
variational equations, J. Funct. Anal. 258 (2010), 729–757.
36. P. Preda and M. Megan, Nonuniform dichotomy of evolutionary processes in
Banach spaces, Bull. Austral. Math. Soc. 27 (1983), 31–52.
37. P. Preda, A. Pogan and C. Preda, (Lp, Lq)-admissibility and exponential di-
chotomy of evolutionary processes on the half-line, Integral Equations Operator
Theory 49 (2004), 405–418.
38. P. Preda, A. Pogan and C. Preda, Scha¨ffer spaces and exponential dichotomy
for evolutionary processes, J. Differential Equations 230 (2006), 378–391.
39. A. L. Sasu and B. Sasu, Exponential dichotomy on the real line and admissibility
of function spaces, Integral Equations Operator Theory 54 (2006), 113–130.
40. A. L. Sasu, Exponential dichotomy and dichotomy radius for difference equa-
tions, J. Math. Anal. Appl. 344 (2008), 906–920.
41. A. L. Sasu and B. Sasu, Exponential dichotomy and (ℓp, ℓq)-admissibility on the
half-line, J. Math. Anal. Appl. 316 (2006), 397–408.
42. A. L. Sasu and B. Sasu, Integral equations in the study of the asymptotic be-
havior of skew-product flows , Asymptotic Anal. 68 (2010), 135–153.
43. A. L. Sasu and B. Sasu, On the dichotomic behavior of discrete dynamical
systems on the half-line, Discrete Contin. Dynam. Syst. 33 (2013), 3057–3084.
44. A. L. Sasu and B. Sasu, Admissibility and exponential trichotomy of dynamical
systems described by skew-product flows, J. Differential Equations 260 (2016),
1656–1689.
45. N. Van Minh, F. Ra¨biger and R. Schnaubelt, Exponential stability, exponential
expansiveness, and exponential dichotomy of evolution equations on the half-
line, Integral Equations Operator Theory 32 (1998), 332–353.
46. L. Zhou, K. Lu and W. Zhang, Roughness of tempered dichotomies for infinite-
dimensional random difference equations, J. Differential Equations 254 (2013),
4024–4046.
47. L. Zhou and W. Zhang, Admissibility and roughness of nonuniform exponential
dichotomies for difference equations, J. Funct. Anal. 271 (2016), 1087–1129.
48. L. Zhou, K. Lu and W. Zhang, Equivalences between nonuniform exponential
dichotomy and admissibility, J. Differential Equations 262 (2017), 682–747.
Department of Mathematics, University of Rijeka, Croatia
E-mail address : ddragicevic@math.uniri.hr
