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An exotic phase, the bond order wave, characterized by the spontaneous dimerization of the
hopping, has been predicted to exist sandwiched between the band and Mott insulators in sys-
tems described by the ionic Hubbard model. Despite growing theoretical evidences, this phase still
evades experimental detection. Given the recent realization of the ionic Hubbard model in ultracold
atomic gases, we propose here to detect the bond order wave using superlattice modulation spec-
troscopy. We demonstrate, with the help of time-dependent density-matrix renormalization group
and bosonization, that this spectroscopic approach reveals characteristics of both the Ising and
Kosterlitz-Thouless transitions signaling the presence of the bond order wave phase. This scheme
also provides insights into the excitation spectra of both the band and Mott insulators.
In solid state materials, the combination of strong in-
teractions, quantum fluctuations and finely tuned energy
scales gives rise to rich physics. For example, in a large
class of materials including transition metal oxides [1],
organics [2] and iridates [3], the presence of strong on-
site repulsion between fermions leads to the suppression
of charge motion and to the formation of Mott insulat-
ing states. Inducing charge fluctuations around these
Mott insulators, e.g. by doping, reveals intricate phase
diagrams highlighting the presence of multiple compet-
ing orders. Perhaps one of the best known examples
is the emergence of d-wave superconductivity in high-
temperature cuprates at the interface between antiferro-
magnetic and Fermi liquid phases [4].
Complex states also arise near phase transitions when
competing insulating effects are present. In the neigh-
borhood of such transitions, where the strength of the
insulating terms is comparable, the effect of smaller
terms, such as the kinetic energy, leads to the emer-
gence of metallic phases or exotic correlations. For exam-
ple, at the interface between the Mott and band insula-
tors, such a competition is believed to play an important
role in the ionic to neutral transitions in organic charge-
transfer solids [5, 6] and at ferroelectric transitions in
perovskites [7]. The ionic Hubbard model, which gained
prominence over the last decade, was first developed to
explain the physics near these transitions. In this model,
the on-site Hubbard repulsion and staggered potential
terms induce insulating behavior when taken separately,
but when taken together they can compete and give rise
to a region of increased charge fluctuations. This re-
gion, occuring where these two terms are of comparable
strength, is of great interest as this competition leads to
the emergence of the bond order wave phase signaled by
a spontaneous dimerization of the hopping.
This model is described by the standard Hubbard
Hamiltonian to which a staggered potential, with an en-
ergy offset ∆ between neighbouring sites, is added
Hˆ0 = −J
L−1∑
j=1,σ
(c†jσcj+1σ + h.c.) + U
L∑
j=1
nj↑nj↓
+
∆
2
L∑
j=1,σ
(−1)jnjσ.
Here c
(†)
j,σ are the fermionic annihilation (creation) oper-
ators and nj,σ is the particle number operator on site
j with spin σ = {↑, ↓}. The amplitude J is the hop-
ping matrix element, U the repulsive on-site interaction
strength, and L the number of sites. In one dimension,
this model has been the subject of a large number of stud-
ies using a variety of techniques including bozonization,
density renormalization group, exact diagonalization and
quantum Monte Carlo methods [8–19]. A smaller num-
ber of studies have also focused on the excitations of
the ionic Hubbard model [20–24]. Despite initial contro-
versy, theoretical investigations point to the existence, at
half filling, of a bond order wave phase occuring around
U ∼ ∆ characterized by the spontaneous dimerization of
the hopping, i.e. the order parameter B = |〈Bˆ〉|,
Bˆ =
L−1∑
j=1,σ
(−1)j
(
c†jσcj+1σ + h.c.
)
.
The bond order wave spontaneously breaks site-inversion
symmetry, and, in the limit of infinite system size, the
state is two-fold degenerate with restored bond-inversion
symmetry on either even or odd bonds. The bond or-
der wave phase possesses finite charge and spin gaps
and is separated, on the one side, from a band insulat-
ing state by an Ising quantum phase transition and, on
the other side, from a Mott insulator by a Kosterlitz-
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2FIG. 1. (a) Phase diagram of the 1D ionic Hubbard model as a function of U for fixed ∆ and J . ∆c and ∆s are the
charge and spin gaps. (b) The bond order parameter |〈Bˆ〉| at fixed ∆ = 50J for different system sizes calculated from
DMRG keeping up to 400 states. The dashed vertical lines mark the position of the maximum of the derivative located at
Uc1 ∼ 51.2J, 51.26J, 51.28J, 51.3J for system sizes L = 64, 96, 128, 192, respectively. (c)-(e) Energy absorption rate for
different regions of the phase diagram at fixed ∆ = 50J : (c) Deep in the band insulator for U = 10J , A = 0.001J , dashed
vertical lines mark the width of the band of excitations; (d) At the Ising critical point for different system sizes and amplitudes
A = 0.001J (filled symbols) and A = 0.0005J (open symbols). The Gaussian fits (solid and dashed lines) are guides to the eye
where the maxima are fixed to λ(~ω/J)−3/4 with λ chosen to agree with the L = 128 peaks; (e) In the bond order wave phase
near the KT transition for L = 64, U = 52J and A = 0.005J [25]. Vertical dashed lines indicate multiples of the spin gap.
Thouless (KT) transition. The ground state phase di-
agram as a function of the onsite interaction strength,
U , is shown in Fig. 1(a). Despite strong theoretical evi-
dence, the bond order wave has yet to be experimentally
detected.
Ultracold fermionic gases provide an appealing novel
avenue to detect this state. The ionic Hubbard model
was recently realized using fermions loaded into an opti-
cal superlattice potential [26]. Furthermore, over the last
decade, powerful detection techniques were developed to
probe the intricate physics of quantum gases. For in-
stance, characteristic excitations of correlated systems
can be probed using various spectroscopic techniques
such as radio frequency, Raman, Bragg and lattice mod-
ulation spectroscopy [27, 28]. In particular, for fermionic
systems, modulating the lattice potential was proposed
as an approach to detect the pairing gap in a superfluid
state and the spin ordering in Mott insulating states [29],
and as a possible thermometer [30]. Numerous theoret-
ical studies have also considered the response of dou-
ble occupancy to the modulation of the lattice ampli-
tude [29, 31–38]. Experimentally, this response was used
to investigate the fermionic Mott insulator [39], to probe
nearest-neighbor correlations [40], and to determine the
lifetime of doublon excitations [41]. In addition, mapping
out higher Bloch bands in a quasimomentum-resolved
fashion [42] and studying interband dynamics [43] were
also carried out using lattice modulation. Directional lat-
tice modulation spectroscopy was used to study charge
density wave order in the two-dimensional ionic Hubbard
model on an honeycomb lattice [44].
Detecting the bond order wave and characterizing the
nature of the neighboring phase transitions requires the
development of a technique which couples directly to
the order parameter. We demonstrate here, using time-
dependent matrix renormalization group (t-DMRG) [45–
47] and bosonization techniques [48–50], that superlat-
tice amplitude modulation spectroscopy reveals features
of both the Ising and KT transitions in one-dimensional
systems signaling the presence of the bond order wave
3phase. This modulation, also provides insights into the
excitation spectra of both the band and Mott insulators,
the two phases bordering the bond order wave. On the
band insulating side, close to the Ising transition, and in
the bond order wave, close to the KT transition, one can
follow the closing of the excitation gaps.
The proposed detection method relies on inducing a
small time-periodic modulation of the superlattice poten-
tial described by the perturbation Hˆpert = A sin(ωt) Bˆ,
with A the strength and ω the frequency of the modu-
lation directly coupling to the order parameter. By con-
trast with standard lattice amplitude modulation, here
the lattice is modulated in a dimerized fashion. Ex-
perimentally such a perturbation is achievable by time-
periodically tuning the phase between the two laser waves
generating the optical superlattice. The number of exci-
tations created through the modulation is then assessed
by monitoring the absorbed energy.
Using t-DMRG, we determine the evolution of the full
system Hˆ0 + Hˆpert, with open boundary conditions, and
compute the energy of the system as a function of time.
Typically, the energy shows a quadratic rise at initial
times before entering a linear regime and then saturates
at later times. We extract the slope of the linear energy
increase, a quantity we identify as the energy absorption
rate. For the time evolution using t-DMRG we typically
keep 120 states (except at the Ising critical point where
we keep 160). The error analysis are performed by in-
creasing the matrix dimension to 160 states (and 240 at
the Ising critical point). The time-step of the Trotter-
Suzuki time evolution is set to J∆t = 0.001~ and we use
J∆t = 0.0005~ to conduct the error analysis. The error
bars provided in the figures represent the maximal uncer-
tainties due to the matrix dimension, the time-step and
the fit error (as the fit range has been varied).
In the limit of sufficiently weak modulation strength,
where linear response theory applies, the energy absorp-
tion rate is related to the imaginary part of the dynamic
susceptibility associated with the order parameter of the
bond order wave, i.e. dE/dt ∼ ωA2ImχBˆBˆ†(ω). Here the
imaginary part of the dynamic susceptibility χBˆBˆ†(ω) is
determined by the Fourier transform of the retarded cor-
relation function χBˆBˆ†(t) = −iθ(t)〈[Bˆ(t), Bˆ†(0)]〉0 where
〈·〉0 denotes the expectation value with respect to the
ground state.
We first consider the structure of the energy absorp-
tion rate under the effect of superlattice modulation at
the Ising critical point Uc1. Within bosonization, Bˆ is
proportional to the Ising order parameter in the vicinity
of the Ising transition [8, 9]. At the Ising quantum crit-
ical point, the scaling dimension of the order parameter
is 1/8. Estimating its dynamic susceptibility at critical-
ity by a scaling argument, we find the absorbed power
to diverge as L ω−3/4 in the thermodynamic limit as
the modulation frequency decreases to zero signaling the
Ising transition. At frequencies lower than the spin gap,
the charge fluctuations dominate causing the divergence.
One should note that normal lattice modulation fails to
detect the existence of the Ising phase transition. In this
case, the energy absorption rate does not present a di-
vergence at the Ising transition as this latter modulation
scheme does not couple to the bond order wave.
The form of the divergence is affected by the system
size. In a finite system, the imaginary part of the dy-
namic susceptibility is
ImχBˆBˆ†(ω) ∼ L
7
4
∞∑
n=0
(
Γ (n+ 1/8)
Γ (n+ 1)
)2
δ (~(ω − Ω(n)))
with ~Ω(n) = 4pi ~uaL (n+
1
16 ) where a is the lattice spacing
and u the sound velocity of the low energy excitations.
Thus, for a finite system, the divergence will be signaled
by the presence of a series of peaks occuring at ~Ω(n)
with spectral weight scaling as ω−3/4.
In order to test these low energy predictions, we time-
evolve systems of different sizes at the Ising critical
point for a range of modulation frequencies and extract
the energy absorption rates. At low energies (~ω/J <
0.15), our numerical results are in good agreement with
bosonization and in particular the peak height follows
well the predicted (~ω/J)−3/4 divergence. To identify
values of U/J near the Ising critical point (U/J)c1, we
find for each system size the location of the maximum of
the derivative of the order parameter, ∂|〈Bˆ〉|/∂U (Fig.
1(b)). Analyzing the energy absorption rate at these val-
ues, we then identify the n = 1 peak [51]. We estimate
the peak position by fitting a Gaussian to the t-DMRG
data for the system of size L = 128 and modulation am-
plitude A = 0.0005J finding ~ωpeak/J ≈ 0.098 ± 0.005.
From this we extract the sound velocity of excitations
~u
aJ ≈ 0.94 ± 0.05, a typical value for lattice systems.
Using the value of the sound velocity u extracted for
L = 128, we then determine the n = 1 peak positions for
the other system sizes which we indicate in Fig. 1(d) by
shaded regions. The agreement between these peaks pre-
dicted from bosonization and the t-DMRG ones is good.
We attribute the disagreement in the peak position and
height for L = 64 to the breakdown of bosonization in
the energy range where the corresponding n = 1 peak
appears. While the asymmetry of the n = 1 peak at
L = 192 and A = 0.001J is due to saturation effects in
the numerics.
The approach to the Ising phase transition is also de-
tected from the signal obtained on the band insulating
side as one can follow the linear closing of the charge
gap as the system approaches the critical point. In Fig.
1(c), we present the response deep within the band in-
sulator. The absorption peak is located approximately
at ~ω ∼ (∆ − U), it is very sharp and its width scales
approximately as J2/(∆−U). A strong rise occurs at its
left boundary corresponding to a divergence at the lower
excitation band edge as also seen in the non-interacting
4FIG. 2. The position of the maximum of the absorption peak
~ωpeak corresponds approximately to the charge gap on the
band-insulating side (∆ > U) at fixed ∆ = 50J and L = 64.
Inset: close to the transition the deviation from the naive
expectation ∆− U (dashed line) increases.
model. The location, width and shape of the peak deep
in the band insulator (see solid line in Fig. 1(c)) is under-
stood within an effective model using a Schrieffer-Wolff
transformation for the excited states [52]. When ap-
proaching the Ising transition by increasing U , the peak
broadens and shifts towards smaller energies. The posi-
tion of the peak maximum as a function of U is shown in
Fig. 2, thus confirming that the charge gap closes when
approaching the Ising phase transition.
By comparison to the Ising transition, the location of
the KT quantum critical point is harder to pinpoint in fi-
nite size systems as the bond order wave order parameter
falls off very slowly, see Fig. 1(b). Nevertheless, to the
left of the KT transition on the bond order wave side,
bosonization predicts a gapped response followed by a
sharp increase of the energy absorption rate at twice the
minimum energy (mass) of a soliton, µ, corresponding to
the creation of a soliton-antisoliton pair
ImχBˆBˆ†(ω) ∼
1
J
√(
~ω
2µ
)2
− 1 .
In the spontaneous dimerized phase, singlets form either
on even or odd bonds giving rise to a doubly degenerate
ground state and solitons are interpreted as domain walls
between the two ground states. The operator Bˆ is SU(2)
invariant, and can only induce transitions from the sin-
glet ground state to excited states within the same spin
sector. The lowest available state is a pair of domain
walls (solitons) of opposite spins giving a threshold at
twice the soliton mass [53].
To test this prediction, we time-evolve the system near
this second phase boundary at U = 52J for a range of
modulation frequencies and extract the energy absorp-
tion rate. As shown in Fig. 1(e), we observe sharp
rises of the absorption rate at multiples of the spin gap
value. The spin gap is obtained from static DMRG calcu-
lations in different Sz = N↑ −N↓ sectors, ∆s = E0(N =
N↑ +N↓ = L, Sz = 2)− E0(N = N↑ +N↓ = L, Sz = 0).
For U = 52J we find ∆s ≈ 0.049J for L = 64 converged
in the matrix dimension. Note, that the normal lattice
modulation does not couple to the soliton-antisoliton ex-
FIG. 3. (a) Width of the low energy band of spin excitations
in the Mott insulator, extracted from the energy absorption
rate, as a function of the effective spin coupling JXY for ∆ <
U at fixed ∆ = 50J and L = 64, A = 0.005J . The dashed
line is a linear fit to the data. (b) Energy absorption rate as
a function of ~ω (∆ = 50J , L = 64, A = 0.005J).
citation. Approaching the KT transition from the bond
order wave side, the soliton mass becomes smaller and
smaller until at the transition the gap closes and a low
energy feature, associated with spin excitations, arises on
the Mott-insulating side. Hence, superlattice modulation
succeeds in signaling the proximity of the KT quantum
critical point. In the Mott insulating phase, the aver-
aged energy absorption rate is predicted by bosonization
to be constant at low modulation frequencies in the infi-
nite size limit. In fact, in a finite system we expect equal
weight peaks which blend into a constant spectrum when
L→∞. This spectrum, whose amplitude decreases with
increasing U , is bounded by the low energy cutoff. Our
numerical results for the case of the Mott insulator show
at low energies a broad excitation spectrum (see Fig. 3
(b)). We also find that the width and height of the spec-
trum decrease with increasing U . These different features
corroborate the predictions from bosonization. Addition-
ally, due to the dominant role played by the spin de-
grees of freedom in this region of the phase diagram, for
J  U − ∆, the ionic Hubbard model can be mapped
at low energies onto an isotropic Heisenberg chain with
exchange interaction JXY = JZ =
4J2
U
1
1−(∆/U)2 [6]. As
seen in Fig. 3, the width of the spectrum increases lin-
early with the strength of the Heisenberg exchange in-
teraction confirming the spin nature of this excitation
spectrum. Substructures in the spectrum might arise at
longer timescales as revealed in [33] for the homogeneous
Hubbard model.
In summary, we demonstrated that superlattice mod-
ulation spectroscopy can be used to detect features of
both the Ising and KT transitions signaling the presence
of the bond order wave phase. This approach would pro-
vide a first experimental glimpse into a phase that has
evaded detection in the solid state context and highlights
the versatility of spectroscopic methods.
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