ABSTRACT Recommender systems help users find items they are likely to interact within the near future, such as products to buy in e-commerce or songs to play in music websites. The Traditional recommendation methods make predictions based on long-term user profiles, i.e., the items a user interacted with in the past while ignoring the time and order of the interactions. Recent findings, however, suggest that users may exhibit interest to items in a certain order depending on situations and more recent items in a sequence have a larger impact on the subsequent choices. Moreover, in many practical applications, user-item interactions are organized into short sessions, where each session reflects the user's short-term interest in addition to long-term preferences. Leveraging both long-term user profiles and short-term sequential patterns from sessions can lead to more accurate models known as the session-aware recommendation methods. In this paper, we explore various strategies to integrate user long-term preferences with session patterns encoded by recurrent neural networks (RNNs). The strategies include integrating user embeddings with input and output of session RNNs, integrating with fixed or adaptive contributions of the user and session components by using a specially designed gating mechanism. We conducted an empirical evaluation of three publicly available datasets. The results indicate that combining user long-term profiles with the output of session RNNs yields improved predictions and the proposed adaptive integration model outperforms the state-ofthe-art sequential and session-aware recommendation methods.
I. INTRODUCTION
Recommender systems (RS) have become key components in many online services, e.g. e-commerce, social media, news service, or online music [1] , [3] , [26] , [38] . Such a system helps users find items of interest by proactively recommending items from large collections of available products. Internally, an RS makes recommendations by analyzing past interactions of the users with items such as viewing events, purchases, or ratings, which allow the system to predict about user preferences [5] .
Most RSs rely on modeling the user's general preferences, while ignoring the recency and order of interactions. General preferences represent the user's long-term behaviors, which are assumed to be static over time. For example, some users always prefer Nike's sportswear to Adidas's sportswear. Recommendation methods that rely only on the user's general preferences, e.g. collaborative filtering, consider user-item
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interactions as independent events, ignoring any order or temporal dynamics of the interactions [18] , [20] . In practice, however, there are cases where user behaviors depend on short-term interests. In such cases, user actions often exhibit certain patterns, e.g. sequential patterns, which come from a relationship between items or actions the user engaged within a short time period. For example, a user buying soccer shoes will also buy soccer socks with a high probability, though in general buying soccer socks is not his/her longterm behavior. In this case, the systems that rely only on long-term general preferences will not include soccer socks in the recommendations because those are not a long-term user behavior, thus missing an opportunity of recommending a right product. This example provides evidence that relying solely on long-term models is insufficient to make good recommendations, as long-term models cannot cover the user's short-term behaviors in many situations.
Several approaches exist to address the above issue. Among those approaches, recently introduced sessionbased recommendation methods have attracted special interest [16] , [36] . In the session-based setting, interactions between users and items are organized into sessions where each session is an ordered group of interaction events of a user, which occur within a time period. Such organization of data exists in many application domains, e.g. shopping sessions of music listening sessions. Since sessions are anonymous, no long-term user profiles are available and the system should adapt the recommendations according to short-term interests of an anonymous user for each session. Given the high relevancy of such settings in practice, a considerable number of session-based recommendations methods have been proposed. Most of those methods rely on sequence modeling techniques, among which recurrent neural networks (RNNs) present a natural choice and have shown to deliver state-of-the-art results [16] , [21] .
Although session-based recommendation methods are suitable for modeling short-term behaviors, their outputs are not personalized and do not reflect the user's long-term general preferences. In many practical scenarios, however, the identities and long-term histories of users are available to the system, in addition to session data. For example, users might log-in or be identified through cookies or other identifiers. This problem setting is known as session-aware recommendation [31] , a special form of sequential and session-based recommendation. In such cases, it is desired that the system can take into account both session-based short-term interests and long-term preferences of the users. Simple ways of incorporating the user's historic data into session-based recommendations, e.g. by concatenating past user sessions with the current session, have been shown not to yield the best results [28] , [30] , showing the need for more sophisticated solutions.
In this work, we propose a Neural Session-Aware Recommendation approach (or NSAR for short) that combines short-term and long-term user behaviors to address the session-aware recommendation problem. Based on an RNN model that represents session sequences, we design and evaluate several strategies to integrate long-term user profiles into the RNN model. The strategies cover two main design choices, namely 1) where to integrate user-related information into the RNN, and 2) how to integrate different vectors representing the user and session components. To improve the effectiveness of the integration process we propose a novel gating mechanism that adaptively regulates the contributions of user and session components depending on concrete situations. The design of NSAR brings several advantages. First, our model can leverage the proven success of RNNs in capturing sequential patterns from session sequences, which reflect short-term user interests. Second, it offers a flexible way to incorporate long-term user profile represented as user embeddings into the RNN models, which leads to improvements in recommendation performance. To the best of our knowledge, this is the most comprehensive study of methods for integrating user-related information with session RNN for session-aware recommendation. Integration methods such as post-combine using adaptive weights (see section III.C) are novel and have achieved state-of-the-art results as shown by experiments.
We based the evaluation of the proposed models on reallife log data from three online services: one from music online domain and two from e-commerce domain. We then compared the proposed method with state-of-the-art methods that are representatives of session-based, sequential, and session-aware approaches. Experimental results indicate the importance of selecting a proper strategy to combine user general preference with short-term interest. The results also demonstrate the superiority of our approach over state-of-theart recommendation methods.
The remainder of this paper is organized as follows. First we review related work in section II. Second, we present our approach NSAR with different strategies for user and session integration in section III. Next, in section IV, we describe the experiments we used to evaluate the methods and present experimental results. Finally, we conclude the paper and provide suggestions for future work.
II. RELATED WORK
Conventional recommendation algorithms, e.g. matrix factorization [20] , neighborhood-based algorithms [10] , [14] , or hybrid methods [5] , [27] are designed to model user general preferences and consider user-item interactions as independent events without temporal dynamics. Such methods are not suitable for capturing sequential patterns in session sequences because they ignore the order of actions. In addition, those methods consider all interactions equally important without paying attention to recent events, thus ignoring short-term goals that are often associated with sessions.
A. SEQUENTIAL RECOMMENDATION
Because sessions are sequences of ordered events, most approaches for modeling session data rely on some form of sequential pattern learning. Sessions from the same user can be concatenated to a long sequence, then sequence learning algorithms are applied to predict the next clicked items. Early approaches of this direction used frequent sequential pattern mining algorithms, for example to predict the user navigation [25] . Another work by Yap et al. [42] combines a so-called Competence Score measure with frequent sequential pattern mining to produce personalized patterns, which they use to make personalized next-item recommendations. In newer works, more sophisticated methods were introduced which use more sophisticated sequence modeling techniques. Among approaches of this kind, methods based on Markov Chain models [13] , [33] and deep learning, e.g. RNNs [12] , are the most popular. Figueiredo et al. [13] propose learning a transition graph over actions of users which they use to predict the next action based on the last few ones. Lian et al. [22] introduce a short and long-term preference model for next check-in location prediction. Cheng et al. [8] describe a factoring personalized Markov chain model with localized region constraint for successive point-of-interest recommendation. Ding et al. [11] and Liu et al. [23] introduce other models which exploit spatial and temporal contextual information for predicting the next locations. Donkers et al. [12] propose a new type of gating cells that can take as input user and item vectors and jointly model sequence of user actions with an RNN. In addition to RNNs, which are specially designed for sequences, convolutional neural networks (CNN) have also found their application in sequential recommendation tasks. Tang and Wang [35] apply convolutional filters to few previous items to capture local patterns that are predictive of the next clicked item. The main advantage of CNNs over RNNs is the ability to model complex local patterns, while the main limitation of CNNs is the difficulty in modeling long-range dependencies.
B. SESSION-BASED RECOMMENDATIONS
Introduced recently, session-based recommendation has attracted a great research interest thanks to its high applicability in practice. In the session-based setting, interactions are anonymous, making conventional recommendation methods such as CF unsuitable. To address this problem, early systems rely on item-to-item approach [10] , in which items that are often clicked together in sessions are considered similar. Recent session-based algorithms use more sophisticated deep learning methods to model session sequences. Hidasi et al. [16] is the first to use RNNs for session-based recommendation and achieved substantial improvements over item-based methods. RNNs remain popular modeling tools for session data in newer works with a number of modifications and improvements made to the original RNN architecture, e.g. using more suitable objective functions [17] , applying data augmentation techniques [34] , incorporating content features [15] , [26] , or adding attention mechanisms to capture the user's purpose [7] , [21] . Other deep learning architectures have also been explored to model session sequences. Tuan and Phuong [36] are among the first to use CNNs for session-based recommendation. Yuan et al. [43] propose a CNN architecture with multiple convolutional layers to capture longer dependencies. A recent work has considered more complex transitions between items in sessions by using graph neural networks [40] .
C. SESSION-AWARE RECOMMENDATION
Unlike session-based recommendation, in the session-aware setting we have information about the users' past behavior in addition to their actions in the current session. Recommender systems, therefore, can take into account both long-term preferences and short-term interests. One of the first studies along this direction is the work of Xiang et al. [41] . They introduce a method called session-based temporal graph (STG), which can model users' long-term and short-term preferences over time simultaneously. Jannach et al. [19] present an empirical study to explore and quantify the effectiveness of using and combining long-term and short-term adaptation strategies for personalized online shopping recommendation. To integrate long-term user profiles with short-term interests in sessions, a natural solution is to combine matrix factorization with RNN network, as done in [37] . Another approach is to consider user general preferences as a special kind of contextual information and apply context-aware techniques to filter the output of session-based algorithms [2] , [29] . In recent works, modified network architectures have been proposed to incorporate user-related information. Quadrana et al. [30] present a hierarchical RNN architecture with two layers: the lowlevel layer models the session, whereas the high-level layer maintains the hidden state for each user, which is exploited to initialize the hidden state of the next session for the user. A recent work by Phuong et al. [28] has proposed a modification to the GRU cell of RNNs to integrate multiple input vectors such as user, item, and context vectors. Our work is different from [28] in several ways. First, we propose novel and more effective strategies for integrating user and session information such as post-combine mode that does not require modifying the GRU cell, with an attentive mechanism for regulating the contribution of the session and user components. Second, we present a more comprehensive comparative study of methods for integrating user profiles with session RNN, including where to integrate and how to integrate.
III. METHODS
A session-aware recommender system takes as input the current session of the active user, which is the sequence of items (their IDs) the user has clicked up to the current time point, and computes for each available item a score of how likely it will be clicked next. The system then provides the top-scored items as recommendations to the user. Unlike session-based recommendation task, in which sessions are anonymous, here each session is associated with a user's ID.
Formally
is the index of one clicked item. Here P denotes the set of all items and user index u is omitted from item indices to keep the notation simple. For any prefix [x 1 , x 2 , . . . , x l ](1 ≤ l < L) of the session, the task is to estimate for each possible item from P a recommendation score y i , which is the likelihood of being clicked next by user u. The K items with the highest scores are then recommended to the user.
A. EMBEDDINGS
We use trainable embedding vectors to represent users and items. Although for pure session-based setting, using onehot encoding of items has been shown to work well [16] , for session-aware recommendation, however, representing users and items as dense embedding vectors offer several advantages. Specifically, the user vectors can be trained with the model so that users with similar tastes are also close in the embedded space. Thus, user embeddings can be used to represent long-term user preferences across sessions. Similarly, items that appear together in the same session or are consumed by the set of users are also spatially close in the embedded space [20] , [39] .
The embedding process is done by using an embedding layer that projects each user or item to a dense vector representation. We consider embedding matrices U ∈ R d×|U | and X ∈ R d×|P| for users and items respectively, where U is the set of all users and d is the embedding size (to simplify the notation we assume the embedding sizes be the same for users and items although this is not necessarily the case). The embedding layer is a lookup layer that returns column u i of U as the vector representation for user u i , and column x i of X as the vector representation for item x i (we overload the notation by using x i and x i to denote the item and its vector, and similarly for users and user vectors). The embedding matrices are randomly initialized and jointly learned during the training process. Note that the user matrix is updated with each click during training process while it is kept fixed throughout the session at prediction time.
B. SESSION MODELING WITH GRU RNN
In this section we first describe the RNN model we use to encode session sequences. This model ignores information about users and serves as a base model. We then elaborate by integrating user related information. RNNs with gated recurrent units (GRU) [9] have been chosen for session data based on their good performance reported in previous work [16] , [24] .
RNNs are a type of neural network architectures specially designed for modeling sequential data. Given an input sequence x = (x 1 , x 2 , . . . , x L ) of variable length, an RNN operates on x by updating a hidden state h and optionally computes an output y over x. At each time step t, the hidden state is updated from the previous hidden state h t−1 and the current input vector x t by:
where g is a element-wise non-linear activation function. In this work, as function g we use GRUs. GRUs have been shown to work well for session-based recommendation task while is less computationally expensive than long short-term memory (LSTM) [16] . A GRU network updates the hidden state as follows:
where • denotes element-wise multiplication, σ g and tanh are sigmoid and tangent functions respectively, W, V, and b are parameter matrices and vectors. The so-called reset gate r t and update gate z t control how information is updated to the new hidden state. Here, we consider the variant of RNN that is trained to predict the next clicked item in the sequence, given the previous clicks (see Fig. 1a for an illustration). In this case, the output at time t is the conditional distribution over the next item given the historical sequence, i.e. y t = p(x t |x t−1 , . . . , x 1 ). For example, the multinomial distribution for one-hot encoding, which we use in this work, is output by applying an affine transformation to the hidden state followed by a softmax function:
for all possible item j ∈ P, where w j y is the j-th row of a weight matrix W y (also called output embeddings). The model is trained to minimize cross-entropy loss between the distribution over items and the one-hot vector representation of the actual next clicked item. Unlike other works that train the model in the sequence-to-sequence manner, our models consider each session sequence separately and are trained to predict each next item in that sequence.
In the pure session-based setting, where user IDs are not available, the input vector at each time point t is simply the item embedding vector x t .
C. SESSION-AWARE RECOMMENDATION MODELS
We have described the base GRU RNN architecture we use to model sequences of clicked items. This RNN model is not personalized, i.e. it ignores information about users and generates the same recommendations for all users. We now describe how to make the model personalized for the sessionaware setting. The key difference to the base model is that the session-aware model considers user information as a context that can be used to adjust the input to the GRU or to regulate the contribution of hidden state to the output. Given a user represented by a dense user vector, there are several ways to integrate the user vector into the model. Here, we explore options along two dimensions: where to integrate the user vector, and how to combine different vectors.
• Where to integrate. We consider two options, which we call pre-combine mode and post-combine mode depending on whether the user vector is introduced to the model before or after the GRU layer. In pre-combine mode, the user vector is combined with item vector to form the input for the GRU cell. In contrast, post-combine mode combines the user vector with the hidden state or the output of the GRU cell. Fig. 1b and 1c show an illustration of how pre-combine and post-combine work.
• How to integrate. Given a user vector and other information, which can be an item vector, a hidden state vector, or a distribution over items, depending on precombine or post-combine positions, we consider the following operators for combining the vectors: linear integration, weighted integration with fixed weights, and adaptive integration. In what follows, we describe in detail each of these design options.
1) PRE-COMBINE MODE FOR USER INTEGRATION
In pre-combine mode, at each time step t, user vector u is combined with item vector x t to form the input vector for GRU layer. In this mode, the user vector influences the output of the model indirectly through updating the hidden state of GRU cell. Note that u remains the same throughout the session while x t changes at each time step. An important question when integrating user vectors with session-related information is which operator is used to combine the vectors. Here, we consider several options for this question, namely linear, weighted, and adaptive integration.
a: LINEAR INTEGRATION
This is the simplest method to integrate user vector into the model. In this method, user vector u can be viewed as an additional input layer for the GRU cell, which can influence the decision of which part of hidden state to forget and which part to update. The contributions of the item and user components to the computation of hidden state are equal and additive. Concretely, the update and reset gates are now computed by:
The candidate hidden stateh t is then computed as:
Given candidate stateh t and the update gate z t , the final updating step for computing h t remains the same as in (5).
b: ADAPTIVE INTEGRATION
As mentioned above, the user vector encodes stable information about user long-term preferences. In contrast, item vector x t expresses short-term aspects that change between sessions. Depending on situations, the long-term or shortterm component may have larger impact on the next user actions. By design, the linear combination method treats the two components equally important regardless of the context. Alternatively, it is desired that the model can adaptively change the focus between user and item components. For example, the influence of the item component should be low at the beginning of a session when no information about the short-term aspect is available, and then progressively increases as the sequence is further propagated.
Adaptive integration uses a gating mechanism that adaptively controls the contribution of user and item components at each time step depending on the user vector and the current item. This is achieved by using an attention gate that, at each time step, computes the weights of each component as follows:
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for j = u, x; and α j denotes the weight of the user and item components respectively. In other words, we feed user and item vectors through one-layer MLPs to get the hidden representation vectors a u and a x . Then we compute the importance scores of user and item components as their similarities with context vectors v j (j = u, x), and use a softmax function to get normalized weights α j . Vector v u can be seen as an abstraction of the concept ''which user has consistent preferences across sessions'', whereas vector v x can be seen as abstracting the concept ''which item has strong influence on subsequent events''. A high similarity score between user representation vector and context vector v u means the user is consistent in his/her choices across sessions and thus the user component must receive higher weight and has stronger influence on the output of the model. Similarly, a high similarity score between item representation vector and context vector v x means the next click will depend more on the current item, and thus the item component should get higher weight to influence the output of the model. The context vectors a j (j = u, x) are initialized randomly and jointly learned with the model. The update and reset gates of GRU cell are now modified to include item and user vectors weighted by α j as follows:
The mechanism for updating the hidden state in equation (9) is also modified to incorporate α:
The final state update step remains the same as in (5) with the new update vectorh t and update gate z t . The whole updating process is shown in Fig. 2 . By introducing update gate α j the model now can choose to focus more on the user aspects and ignore the item when the values of α u elements are close to 1, or it can completely ignore the user aspects when α u is equal zero. In other words, the attention gate guides the model to pay more attention on users or items, at each time step. The parameter matrices U, W, V are jointly learned with the model.
c: WEIGHTED INTEGRATION
The adaptive integration method allows adaptively shifting focus between users and items by modifying their weights at each time step. As an alternative, we also consider a weighted integration method, in which the weights of the user and item components remain unchanged. In this method, weight α j are not computed at each step but directly learned with the model. The model computes update gate z t , reset gate r t , and hidden state update vectorh t similarly to (13) , (14) , and (15) but with globally learned α j instead of re-computing the weights at each step. In this way, the extent to which user-related aspects are considered as opposed to items is learned and remains fixed at test time regardless of the context.
2) POST-COMBINE MODE FOR USER INTEGRATION a: LINEAR INTEGRATION
In contrast to pre-combine, in post-compute mode userrelated information directly influences the output but has no impact on the GRU cell. Specifically, the input to GRU layer is the item vector as in the base model. User vector u is then combined with the hidden state of the GRU cell at each time step. The combined vector is then fed to the final softmax layer. Concretely, output y t = p(x t |x t−1 , . . . , x 1 ) is now computed by:
for all possible item j ∈ P, where w j y and v j y are the j-th rows of weight matrices W y and V y . In this case, u serves as an additional input layer to the softmax, which has no impact on the GRU state but directly influences the output distribution for the next item.
b: ADAPTIVE INTEGRATION
Similar to pre-combine mode, we consider an integration method that can shift the focus between the sequence history encoded in the hidden state and the user aspect. To focus more on users with consistent preferences across sessions and historical sequences that are predictive of subsequent events, we again introduce a gating mechanism with context vectors v u and v s for user and session components, and we use the vectors to measure the importance of each component. This results in:
for j = u, s; and α j denotes the weight of the user and session components respectively. Similar to pre-combine mode, we use one-layer MLP to map user and hidden state vector to their new representation vectors a u and a s . After that, we compute the weights as similarity scores between these vectors and corresponding context vectors and normalize the weights by a softmax. In this case, user context vector v u represents the same high-level concept as in the precombine mode, whereas session context vector v s can be seen as abstracting the concept ''which historical sequence is predictive of subsequent clicks''. For example, in video-ondemand domain, this context vector can abstract TV series, in which viewing previous episodes will lead to viewing the next episode in the series with a high probability. In this way, a session represented by a hidden state vector that is similar to context vector v s should get higher weight and thus can have more impact on the next predicted item. The context vectors are learned with the model. The output distribution is now computed as:
In contrast to the linear integration method that consider h t and u equally important, gates α j act as an attentive mechanism that can choose to completely ignore one of the components or simply copy it. Since h t encodes the past events of the current session up to time t, the gate regulates the extent to which the model considers the session context as opposed to users when making decision. The update mechanism for GRU remains the same as in (2)-(5). The whole integration process in shown in Fig. 3 . 
c: WEIGHTED INTEGRATION
Similar to pre-combine mode, instead of computing attention gates α j at each time step, we also consider using fixed weights in (20) . In this case, the weights are learned with other model's parameters. Once learned, the weights remain unchanged at prediction time. As the effect, the proportions the user and sequence component contribute to the final softmax layers are fixed, regardless of the context.
d: VOTING
For post-combine mode, we also consider another option, in which the user vector is used as input to a separate model that produces an output independent of the base RNN model. The output of the user model, which is also a distribution over all items, is then combined with the output of GRU RNN by voting. This can be achieved by summing two distributions before selecting top-K items for recommendation. While the base RNN model remains the same, the user model is a onelayer MLP with softmax activation function that outputs a distribution of how likely user u chooses item x as follows:
for all possible item j ∈ P. v j y is the j-th row of weight matrix V y (output embeddings). This model always produces the same results for a given user, regardless of items the user has clicked in the current session. These values are then added to the distribution computed by (6) to get the final scores, i.e.:
The main difference between voting and other integration methods is that the voting model does not consider any interaction between session and user until the output step.
D. TRAINING
Training the proposed models involves minimizing a chosen loss function, which is done by truncated Back-PropagationThrough-Time (BPTT). We use the negative log likelihood of the actual next clicked items from training sequences (i.e. cross-entropy loss between the 1-hot representation of the next item and the predicted vector) as training loss:
where T is the number of training sequences. At prediction time, the model takes as input a prefix of a session and outputs the next predicted item. We thus generate training sequences with similar input and output by applying the preprocessing steps described in [34] , [36] , then we assign user ID to each training sequence. Specifically, given a training session (x 1 , x 2 , . . . , x L ) by user u, we generate the following training sequences
with the same user ID. For each training sequence (contained within parentheses), the item(s) in the brackets are input and the item outside the brackets is the output. We sort the produced sequences by user ID and length and form mini-batches so that each batch contains sequences of the same size but with different user IDs. Grouping sequences of similar lengths together is common in practice as it speeds up training, while grouping sequences from different users introduces more diversity within a single batch.
IV. EXPERIMENTS AND RESULTS
In this section we describe the experiments we performed to evaluate the proposed method and provide an analysis of the results.
A. DATASETS
We evaluated the proposed method and baselines on the following datasets:
• Last.fm 1K Users. 1 This dataset was collected by Celma [6] from online music service Last.fm using the provided API. The dataset contains listening log of 992 users, which has a total of 19150868 tuples, each tuple has the form user-timestamp-artist-song. Based on timestamps provided, we partitioned listening events into sessions using one-hour idle threshold. If a session is too long, it was further partitioned into sessions of 20 events with an overlap of 5 events. Following [12] , we formed training-test splits by randomly applying a sliding window on the dataset. Each split contains 20% of data and consists of sessions from consecutive days.
1 http://www.dtic.upf.edu/~ocelma/MusicRecommendationDataset/ • Avito. 2 Avito.ru is an e-commerce website selling different types of goods. The Avito dataset was collected from Avito.ru for a period of about two weeks (16 days or more) and made available for a challenge on Kaggle platform. The dataset contains logged events of different types such as search, view, and phone request. We used only view events and items from category 43 in the experiments. As for Last.fm dataset we set session boundaries by using one-hour user inactivity threshold. We applied the same sliding-window protocol to form training-test splits so that each split contains data of 10 consecutive days.
• Tmall. 3 This dataset was made available for an IJCAI'15 competition. The data are interaction logs collected from tmall.com -an e-commerce website in China -over a period of six months. Because only the dates of click events were provided, we divided data into sessions so that each session contained click events of the same user from the same day. We sampled consecutive click events of one month to formed training-test splits, as also done in [24] . The following preprocessing steps were performed on the datasets. First, we divided data into sessions as described above. Then, we removed sessions having only one click since those do not contain enough information for recommendations. Only users with five or more sessions were retained to provide enough user-related information, and to make the experiments comparable with previous work [30] . Finally, we removed items that appear less than 10 times because such items cannot be modeled reliably. Table 1 summarizes the statistics of the datasets.
For each dataset, five training-test splits were sampled as described above. For each data sample, we used the last session of each user to build the test set and the second last session to build the validation test. The remaining session were used for training. As a common practice, we also filtered out from the validation and test sets items that did not appear in the training set. The use of multiple samples for each dataset allows avoiding the bias of a specific split, and provides information to assess the statistical significance of the results. We evaluated the performance for each data slice and report the average results over all slices.
B. EXPERIMENTAL SETUP 1) EVALUATION METRICS
Based on the ordered list of items clicked so far in the ongoing session, our objective is to predict the item the user will likely click next. In real-life scenarios, a recommender can suggest only a short list of items at once, thus the actual next item should appear among the first few items of this list. We therefore used the following metrics to evaluate the proposed and baseline methods:
• Recall@K. Given a test sequence, Recall@K is defined as the fraction of times the actual next item appears in the top-K recommended items. Note that Recall@K considers all top K items equally, ignoring their order, which is equivalent to the settings where there is no highlight in the recommendations.
• MRR@K (Mean Reciprocal Rank). This metric is used to measure the effectiveness of a recommender system in placing the actual next item higher in the recommendation list. This is important in many settings, for example when only a few highest ranked items are presented to the user and he/she should scroll down to see more items. MRR@K is defined as the average of reciprocal ranks of the actual items. If the reciprocal rank is higher than K then it is set to zero. In the experiments we used Recall@K and MRR@K with K = 5, 20, which correspond to different deployment situations, e.g. when recommendations are displayed on mobile and desktop devices.
2) BASELINES
We compare our proposed models with the following methods, which are representatives of conventional, sessionaware, session-based, and sequential recommendation methods.
• BPR-MF. This method, introduced by Rendle et al. [32] , is a popular matrix factorization approach. BPR-MF was designed to work with implicit feedback (i.e. when only clicks are observed) but does not consider the order of interactions.
• GRU4Rec. GRU4Rec [16] is the first session-based recommendation method that employs deep learning techniques. The authors of GRU4Rec have made several modifications to original GRU RNNs such as specially chosen loss function, session-parallel training procedure and shown improvements over item based nearest neighbor methods.
• Improved-GRU4Rec. The authors of GRU4Rec have later made a number of modifications to the original algorithm (e.g. using better loss function). The modifications have yielded significant performance improvement over GRU4Rec [17] and achieved state-of-the-art accuracy among session-based recommendation methods.
• Caser [35] . Caser is a new sequential recommendation method that uses convolutional neural networks to model short-term dependencies between few preceding items and the next one, which are then used to make predictions.
• BPRMF + Improved-GRU4Rec. This model follows the framework proposed by Jannach et al. [19] for session-aware settings, in which long-term user models learned by BPRMF are combined with session contexts by merging the rankings returned by each method. Here we combine BPRMF with Improved-GRU4Rec to utilize the strong performance of the latter.
• HGRU4Rec. This is a session-aware method that uses a hierarchy of two GRU RNNs: the network of lower level models session sequences while the upper level network models user states across sessions [30] . Among these methods, BPR-MF is a representative of conventional matrix factorization approaches but modified to handle implicit feedback. GRU4Rec and ImprovedGRU4Rec are two representatives of session-based recommendation algorithms using RNNs. Caser is a state-ofthe-art sequential recommendation method with convolutional neural networks at its core. BPRMF + ImprovedGRU4Rec is among the first session-aware approaches whereas HGRU4Rec is the state-of-the-art method of this class. We used the implementations provided by the authors of those methods.
3) OPTIMIZATION AND HYPERPARAMETER TUNING
To fairly compare the models, we tuned the hyperparameters of each model by performing random search on the validation set. In particular, the learning rate for all methods was search in [0.001, 0.005, 0.01, 0.02, 0.05]. The item and user embedding dimensions for matrix factorization and deep learning methods (except GRU4Rec based methods) were tuned in [50, 100, 200, 300]. The size of GRU hidden units was searched in [50, 100, 200, 300]. We trained our NSAR models using truncated backpropagation through time (BPTT) for 20, 8, and 10 steps for Last.fm, Avito, and Tmall respectively. These numbers of steps corresponds to the maximum lengths of the major parts of sessions on each dataset. Optimization was done using standard stochastic gradient descent with learning rate of 0.001 and batch size of 64. We trained the NSAR models for 20 epochs. To prevent overfitting, the NSAR models use one dropout layer after the embedding layer with dropout probability of 0.25. All model parameters (including embeddings) were initialized uniformly over range [-0.5, 0.5] . During BPTT steps we constrained the L2 norm of gradients as follows: if the L2 norm exceeds 5 we renormalize the gradients to get the L2 norm equal to 5. The models were implemented and trained using TensorFlow (the code is available at https://github.com/thanhtcptit/ RNN-for-Resys). Table 2 shows the hyperparameter values of the NSAR models.
C. RESULTS

1) PERFORMANCE COMPARISON OF DIFFERENT INTEGRATION MODES
We first evaluated and compared the accuracies of different integration modes and methods as measured by Recall@K and MRR@K. In particular, we compared the following variants of our NSAR:
• PreLinear NSAR: Pre-combine mode with linear integration.
• PreWeight NSAR: Pre-combine mode with (fixed) weighted integration.
• PreAdap NSAR: Pre-combine mode with adaptive integration.
• PostLinear NSAR: Post-combine mode with linear integration.
• PostWeight NSAR: Post-combine mode with (fixed) weighted integration.
• PostAdap NSAR: Post-combine mode with adaptive integration.
• Voting NSAR: This method combines the output of GRU RNN with the output of MLP for the user component. Tables 3, 4 , 5 summarize the average Recall@K and MRR@K scores for Last.fm, Avito, and TMALL datasets, respectively. As can be seen, post-combine mode consistently outperforms pre-combine mode in all metrics and across datasets. Regardless of integration methods, post-combine methods achieved higher Recall@K and MRR@K scores than pre-combine methods. The result of a Wilcoxon signed rank test showed that the differences between pre-combine and post combine methods are statistically significant in many cases, especially on Last.fm and Avito datasets (for examples: Recall@5, Recall@20, MRR@20 on Last.fm; all metrics on Avito; Recall@5, and MRR@20 on Tmall). Recall that in post-combine mode, the user vector does not influence the updating process of the RNN layer, whereas in pre-combine mode, the user component directly forms the input to RNN. These results indicate that sequence and user components can be modeled independently first and then combined later. Among post-combine options, Voting NSAR, which models sequence and user components as completely independents parts and simply integrates the outputs, achieved lower Recall and MRR scores than the remaining options. This result suggests that the model should take into account the interactions between user-related and sessionrelated information within the integration process as done in other post-combine methods. This is also consistent with previously reported results, where the interactions between sequence data and context are explicitly modeled [4] .
Among integration methods, there is no clear winner between linear integration and weighted integration methods, in both pre-combine and post-combine modes. On Avito dataset, the two methods achieved nearly the same Recall@K and MRR@K values for both pre-combine and post-combine modes. On Last.fm dataset, linear combination achieved slightly higher MRR@K scores in pre-combine mode but slightly lower scores in other cases. Similar results were observed on Tmall, where linear integration achieved slightly better accuracy in pre-combine but slightly worse accuracy in post-combine mode. Moreover, the differences were not significant, indicating that linear integration worked relatively well and using general and fixed weights for user and sequence components does not yield any improvement.
Adaptive integration of user information with RNN improved recommendation performance and outperformed linear and weighted methods in terms of both metrics when combined with post-combine mode. The improvements are substantial and statistically significant in most cases according to a Wilcoxon signed rank test with threshold p = 0.05. For example, on Last.fm, PostAdap achieved the Recall@20 and MRR@20 scores of 0.360 and 0.287 respectively, which correspond to 10% and 11% improvement over PostWeight. On Avito dataset, PostAdap yielded 5% and 9% improvements in Recall@20 and MRR@20, respectively, over PostWeight and PostLinear. Similar improvements were also observed on Tmall dataset. The only exception is MRR@5 on Last.fm dataset, when PostAdap achieved a score of 0.247 vs that of 0.249 achieved by PostWeight, but the difference is negligible. The superiority of PostAdap over PostWeight that also assigns different but fixed weights to user and sequence components shows that it is important to adaptively change, at each time step, the extent to which the user is considered as opposed to the session sequence. Overall, PostAdap that adaptively regulates the contribution of the user and session components in postcombine mode achieved the best performance in terms of Recall@K and MRR@K metrics. This superior performance of PostAdap comes from the combination of the right choice of integration mode (post-combine) and integration method (adaptive gated control).
2) OPTIMIZATION EFFICIENCY OF PRE-COMBINE AND POST-COMBINE MODES
To get insight of how pre-combine and post-combine modes are effective at modeling session data we analyzed the efficiency of optimizing the models of each mode as measured by the loss values. Fig. 4 shows the loss values of PreAdap and PostAdap for each training epoch on three datasets. From the figure, we can see that training PostAdap was easier than training PreAdap, especially on Avito and Tmall datasets. On these datasets, the loss of PostAdap decreased more stably and reached lower values. Note that Avito and Tmall are more difficult datasets compared to Last.fm, as shown by the lower accuracies of the models on those datasets compared to the accuracies on Last.fm. On Last.fm, PreAdap and PostAdap showed more similar optimization progress but PostAdap still reached lower loss in general.
3) COMPARISON WITH BASELINES
In the next experiment we compared the proposed PostAdapt NSAR with baselines. We ran baselines with the best hyperparameter values (as tuned on the validation set) and compared their Recall@K and MRR@K scores with those of PostAdap NSAR. Tables 6, 7, 8 show the results for Last.fm, Avito, and Tmall datasets respectively. The first observation is that BRPMF -a representative of matrix factorization approaches -does not perform well for sequential recommendation settings. The method achieved the lowest Recall and MRR scores across three datasets. The poor performance of BRPMF can be attributed to the fact that it was not designed to take into account the order of user-item interactions. Caser achieved the second lowest scores among the methods but substantially higher than those of BPRMF. Given the fact that Caser models the order of only few last clicks, the improved accuracy of Caser over BPRMF suggests the importance of explicitly modeling sequential patterns of session data, even for only recent interactions.
The next observation is that all methods specially designed for session recommendation (GRU4Rec, Improved-GRU4Rec, BPRMF + GRU4Rec, HGRU4Rec, and PosAdap NSAR) are superior to BPRMF and Caser, and the differences are significant. Among these methods, GRU4Rec and Improved-GRU4Rec are pure sessionbased methods that do not consider user identity, whereas BPRMF + GRU4Rec, HGRU4Rec, and PosAdap NSAR are session-aware methods that model both session sequences and user long-term profiles. Among these methods, there is no clear winner between GRU4Rec and HGRU4Rec: GRU4Rec achieved better results on Last.fm and Avito but HGRU4Rec was more accurate on Tmall. This result is somewhat surprising since HGRU4Rec is a session-aware version of GRU4Rec, which was designed to take into account user historic data, in addition to session sequences. BPRMF + GRU4Rec, another session-aware method outperformed GRU4Rec and HGRU4Rec on Last.fm and Tmall but was inferior to them on Avito. Improved-GRU4Rec, a pure session-based recommendation algorithm originated from GRU4Rec but modified to better model sequential patterns achieved substantially higher Recall and MRR scores than not only session-based GRU4Rec but also session-aware BPRMF + GRU4Rec and HGRU4Rec. These results suggest that session sequences provide more information than user long-term profiles in predicting the next clicks, although considering both components may lead to improved results.
As can be seen from the tables, our session-aware PosAdap NSAR achieved the highest Recall and MRR scores on Last.fm and Tmall, and comparable scores with ImprovedGRU4Rec on Avito (slightly higher Recall@20 and MRR@20 but slightly lower Recall@5 and MRR@5). The result of a Wilcoxon signed rank test showed that the differences between PosAdap NSAR and Improved-GRU4Rec were significant on Last.fm and Tmall for all metrics. On Avito, the difference is significant only for Recall@20 and is not significant for the other metrics. On Tmall, the most difficult dataset as witnessed by low scores of all methods, our PosAdap NSAR outperformed other methods by a large margin (for example, PosAdap NSAR achieved Recall@20 value of 0.244 compared to the second highest 0.143 by BPRMF + GRU4Rec, which corresponds to 70% relative improvement). On Avito, PosAdap NSAR achieved higher Recall@20 (0.447 vs 0.418) and MRR@20 (0.181 vs 0.179) scores than Improved-GRU4Rec but slightly lower Recall@5 (0.261 vs 0.263) and MRR@5 (0.160 vs 0.161), and the differences are not significant in the last three cases, indicating that the two methods are comparable on this dataset whereas they are superior to the remaining methods. Overall, our PosAdap NSAR is the most accurate method as measured by Recall@K and MRR@K. A possible explanation for the success of PosAdap NSAR is the combination of underlying GRU RNN with an appropriate method for integrating user global preferences. While GRU RNN can capture sequential patterns of session events, the gated mechanism that adaptively controls the contributions of the user and session components allows focusing on the factor that influences the user target at each time step. Other baseline methods do not have such important characteristics.
V. CONCLUSION
We have presented NSAR -a novel solution to the sessionaware recommendation problem. The proposed solution consists of two recipes: a GRU RNN model for session modeling and a mechanism for effective integration of userrelated information into the model. While the RNN part is responsible for capturing short-term user interests from session sequences, the integration of user profiles represented as embedding vectors is responsible for taking into account long-term user preferences. This unified architecture provides an effective way to generate personalized session-based recommendations. We have explored several strategies for integrating user long-term preferences and proposed a novel gating mechanism for controlling the contributions of longterm and short-term components into final prediction. Experimental results show that the proposed NSAR substantially outperformed state-of-the-art session-aware and sequential recommendation methods on three real-world datasets from two different domains. In addition, by comparing different integration strategies, we noticed that the success of NSAR mainly come from the right choice of integration method, which is adaptive integration of the user vector with the hidden state of RNN network but not the input item vector. The same integration method may be modified to incorporate other types on contextual information, which we left for future work.
