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From the Ising model and the Lennard-Jones fluid, to water and the iron-carbon system, phase diagrams
are an indispensable tool to understand phase equilibria. In spite of the effort of the simulation community
the calculation of a large portion of a phase diagram using computer simulation is still today a significant
challenge. Here we propose a method to calculate phase diagrams involving liquid and solid phases by the
reversible transformation of the liquid and the solid. To this end we introduce an order parameter that
breaks the rotational symmetry and we leverage our recently introduced method to sample the multithermal-
multibaric ensemble. In this way in a single molecular dynamics simulation we are able to compute the
liquid-solid coexistence line for entire regions of the temperature and pressure phase diagram. We apply our
approach to the bcc-liquid phase diagram of sodium and the fcc-bcc-liquid phase diagram of aluminum.
Phase diagrams are a central tool in many areas of
physics, chemistry and engineering. They encode in a
simple fashion the phase equilibria of a system. They do
so by defining regions of stability of the different phases
as a function of one or more thermodynamic control vari-
ables such as the temperature, pressure, and/or compo-
sition. In its own region of stability a phase has the
minimum free energy with respect to all phases. The
determination of phase diagrams using computer simula-
tion is crucial to understanding the properties of a given
model and eventually being able to improve it. However,
calculating a phase diagram implies calculating free en-
ergy differences and this task is far from trivial.
Several methods have been devised to calculate phase
diagrams using computer simulation1. The Gibbs ensem-
ble technique developed by Panagiotopoulos2 has proved
useful to compute liquid-vapor phase diagrams as well
as the properties of liquid mixtures. Another promi-
nent technique is thermodynamic integration1 that has
been used in different flavors. The variant developed by
Frenkel and Ladd3 allows calculating the free energy of
solids using the Einstein crystal as reference. Another
variant of thermodynamic integration to calculate free
energy differences between liquid and solids was devel-
oped by Grochola4. All these techniques require per-
forming at least one Monte Carlo (MC) or molecular dy-
namics (MD) simulation for each point in the space of the
control variables, for instance for each temperature and
pressure. Another interesting approach is that of nested
sampling5,6 that also allows the phase transition lines to
be drawn.
In a recent work7 we have introduced a computational
approach that allows entire regions of the temperature-
pressure (TP) phase diagram to be explored in a single
simulation. Applications of this method, however, were
limited to one-phase regions of the TP phase diagram.
Here we propose an extension of this idea that expands
significantly the scope of this type of calculation by mak-
ing it possible to explore regions of the phase diagram
crossed by first order phase transitions. In this way free
energy differences between phases can be calculated. The
method is based on the introduction of a bias potential
that is a function of the energy, the volume, and an order
parameter that describes the first order phase transition.
The bias potential is determined by using a variational
principle. We illustrate our approach with the bcc-liquid
phase diagram of sodium and the fcc-bcc-liquid phase
diagram of aluminum.
I. COMPUTING FREE ENERGY DIFFERENCES
In order to calculate free energy differences between
the liquid and the solid ∆G(T, P ) at temperature T and
pressure P we make use of an order parameter or collec-
tive variable (CV) s which is a function of the atoms’
coordinates R. If s < s0 the configuration of the system
is compatible with the liquid state and if s > s0 it is
compatible with the solid state. Using s the free energy
difference can be expressed as
∆G(T, P ) = − 1
β
log
(PT,P (s > s0)
PT,P (s < s0)
)
, (1)
where β = 1/kBT is the inverse temperature, kB is the
Boltzmann constant, and PT,P (s > s0) and PT,P (s < s0)
are the probabilities of finding the system in the solid and
liquid state, respectively. In the isothermal-isobaric en-
semble at temperature T and pressure P the probability
of finding a configuration R is e−β(U(R)+PV)/Zβ,P where
Zβ,P is the appropriate partition function and thus Eq.
(1) can be rewritten as
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2∆G(T, P ) = − 1
β
log

∫
s>s0
ds
∫
dR
∫
dV e−β(U(R)+PV)δ(s− s(R))∫
s<s0
ds
∫
dR
∫
dV e−β(U(R)+PV)δ(s− s(R))
 , (2)
where U(R) is the potential energy and V is the volume.
Therefore our goal is to calculate the ratio of the integrals
in Eq. (2) in a region of the TP plane.
This ratio of integrals can be calculated using MD or
MC but in order to do so the simulation must explore
reversibly the liquid and the solid state. Standard simu-
lations are unable to do so in a reasonable time since the
transformation from the liquid to the solid and vice versa
is hindered by a kinetic bottleneck. This kinetic bot-
tleneck exists because crystallization and melting, like
any first order phase transition, are triggered by nu-
cleation. During nucleation a cluster of the new phase
emerges from the mother phase and this process has an
energy cost associated with the formation of an inter-
face. This gives rise to a free energy barrier that must
be surmounted to proceed with the transformation. The
path that we shall take here to explore reversibly the
liquid and the solid states is to construct a bias poten-
tial that alters the Boltzmann probability of observing a
given configuration as described below.
II. ORDER PARAMETER
Another key issue is the choice of the order parameter
to describe the liquid-solid transformation. The qual-
ity of the order parameter will determine the efficiency
and precision of the phase diagram calculation. Most
order parameters employed in the study of crystalliza-
tion are rotationally invariant, that is to say their value
is unchanged under rigid rotation. The Steinhardt or-
der parameters8–10 fall in this class and so do more re-
cent alternatives11,12. Here instead we generalize an ap-
proach pioneered in ref. 13 and we construct order pa-
rameters that break the rotational symmetry, thus facil-
itating crystallization in a preassigned direction. If this
direction is aligned to the simulation box and the appro-
priate number of atoms is chosen, the crystal will form
without defects or artificially induced strains. In such a
way the computed free energies will be representative of
the perfect crystal arrangement.
The starting point for the definition of our order pa-
rameter is the definition of a local density around an
atom14,15. We consider an environment χ around an
atom and we define the density by
ρχ(r) =
∑
i∈χ
exp
(
−|ri − r|
2
2σ2
)
, (3)
where i runs over the neighbors in the environment χ
and ri are the coordinates of the neighbors relative to
the central atom. We now define a reference environ-
ment or template χ0 that contains n reference positions
{r01, ..., r0n} that describe, for instance, the nearest neigh-
bors in a given lattice. The environments χ and χ0 are
shown schematically in FIG. 1(a) taking the example of
the first 14 nearest neighbors of a bcc lattice. In the
choice of σ care must be taken that the overlap between
different neighbors be negligible. We now draw inspira-
tion from the kernel proposed in ref. 14 and we compare
the environments χ and χ0 using the kernel
kχ0(χ) =
∫
drρχ(r)ρχ0(r). (4)
At variance with the kernel in ref. 14, in Eq. (4) we do
not integrate with respect to all possible rotations. If
we insert Eq. (3) in Eq. (4) and perform the integration
analytically we obtain
kχ0(χ) =
∑
i∈χ
∑
j∈χ0
pi3/2σ3 exp
(
−|ri − r
0
j |2
4σ2
)
. (5)
The kernel is then normalized
k˜χ0(χ) =
kχ0(χ)
kχ0(χ0)
=
1
n
∑
i∈χ
∑
j∈χ0
exp
(
−|ri − r
0
j |2
4σ2
)
, (6)
such that k˜χ0(χ0) = 1. The kernel in Eq. (6) is similar
in spirit to the local order metric defined in ref. 16. It
is instructive to calculate the distributions of k˜χ0 for the
solid and the liquid. In FIG. 1(b) we show the distribu-
tions of k˜χ0 for the liquid and the bcc phase of a model
of sodium.
We now consider a system of N atoms, and we label the
environment of each atom j by χj with j = 1, ..., N . An
order parameter s for the whole system is constructed by
counting the number of atoms that satisfy k˜χ0(χ
j) > k0
where k0 is chosen to be 0.5. This can be done in a
continuous and differentiable fashion using,
s =
N∑
j=1
1− (k˜χ0(χj)/k0)p
1− (k˜χ0(χj)/k0)q
(7)
with p = 12 and q = 24. In this way s ≈ 0 for the liquid
and s ≈ N for the solid structure in the appropriate
orientation.
The kernel can be generalized to crystal structures de-
scribed as a lattice with a basis of more than one atom. In
this case there is more than one type of environment. We
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FIG. 1. Kernel employed to construct the order parameter. (a) Illustration of the environments χ and χ0. The central
atom is depicted in black, the reference environment or template χ0 is shown in blue, and the current environment χ is shown
in orange. The current environment was extracted from a trajectory of bcc sodium at 300 K and atmospheric pressure. (b)
Distributions of k˜χ0(χ) for liquid (blue) and bcc (orange) sodium at 375 K and atmospheric pressure. The distributions have
a relatively small overlap.
consider the case of M environments X = χ1, χ2, ..., χM
and we define the kernel through a best match strategy:
k˜X(χ) =
1
λ
log
(
M∑
l=1
exp
(
λ k˜χl(χ)
))
. (8)
For a large enough λ this expression will select the largest
k˜χl(χ) with χl ∈ X. This approach can be used for
instance to target the hexagonal closed packed or the
diamond structure.
During an MD simulation, the crystal might form in
directions not aligned with the simulation box. In or-
der to avoid this undesired phenomenon, we employ the
following quantity,
sc =
Q6 −Ql6
Qs6 −Ql6
− k¯ − k¯
l
k¯s − k¯l (9)
where Q6 is the global Steinhardt parameter as defined in
refs. 9,17 and k¯ =
∑N
i=1 k˜(χi, χ
′)/N is the average of the
kernels defined in Eq. (6). The superscripts in Eq. (9) re-
fer to the values of the order parameters in the liquid (l)
and solid phases (s). The rationale behind sc is as follows.
Q6 is a rotational invariant parameter and if the crystal
forms in any direction it increases from Ql6 to Q
s
6. In-
stead, k¯ is not rotationally invariant and progresses from
k¯l to k¯s only if the crystal forms in the chosen direction.
Therefore sc is close to zero only if Q6 and k¯ increase
simultaneously and by constraining sc to remain close to
zero, crystals with orientations different from the desired
one are avoided. The value of sc can be constrained to
remain close to zero by adding a restraining potential to
the system’s Hamiltonian. Further details are provided
in the Methods section.
III. MULTITHERMAL-MULTIBARIC SIMULATION
Recently we have shown7 that entire regions of the TP
phase diagram can be sampled in a single MD simulation
by constructing a bias potential V (s) using a variational
principle18. Within this formalism, the bias potential is
determined through the minimization of the functional,
Ω[V ] =
1
β
log
∫
ds e−β[F (s)+V (s)]∫
ds e−βF (s)
+
∫
ds p(s)V (s), (10)
where s is a set of CVs that are a function of the atomic
coordinates R, the free energy is given within an immate-
rial constant by F (s) = − 1β log
∫
dRδ(s − s(R)e−βU(R),
U(R) is the interatomic potential, and p(s) is a preas-
signed target distribution. The minimum of this convex
functional is reached for:
V (s) = −F (s)− 1
β
log p(s). (11)
which amounts to saying that in a system biased by V (s),
the distribution is p(s).
In ref. 7 in order to sample the multithermal-multibaric
ensemble the potential energy E and the volume V were
chosen as CVs, and the target distribution was chosen to
be
p(E,V) =

1/ΩE,V if there is at least one β′, P ′ such
that β′Fβ′,P ′(E,V) <  with
β1 > β
′ > β2 and P1 < P ′ < P2
0 otherwise
(12)
where ΩE,V is a normalization constant, β′Fβ′,P ′(E,V)
is the free energy at temperature T ′ = 1/β′kB and pres-
sure P ′, and  is a predefined energy threshold. In this
way the final energy and volume distribution contains the
energies and volumes relevant for all the desired combina-
tions of temperatures and pressures. Key to the success
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FIG. 2. Example of the relevant region to sample
in the energy and order parameter space. Three free
energy surfaces at 350, 375, and 400 K are shown. The left
and the right basins correspond to the solid and the liquid,
respectively. The threshold of exploration  is chosen to be
26 kBT and the contour line of value  is shown for each of
them. On the bottom the p(E, s) is shown in gray and it
represents the relevant region to sample if the temperature
range 350-400 K is to be studied up to the threshold .
of this approach is the ability to calculate Fβ′,P ′(E,V)
from Fβ,P (E,V) since the latter free energy can be ob-
tained from Eq. (11). This can be done using the formula,
β′Fβ′,P ′(E,V) =βFβ,P (E,V) + (β′ − β)E
+ (β′P ′ − βP )V + C, (13)
where C is a constant chosen such that
β′Fβ′,P ′(Em,Vm) = 0, and Em,Vm is the position
of the free energy minimum.
Once the bias potential has converged, the mean value
of an observable in the isothermal-isobaric ensemble at
temperature T ′ and pressure P ′ can be calculated from
the multithermal-multibaric simulation using,
〈O(R,V)〉T ′,P ′ = 〈O(R,V)w(R,V)〉T,P,V〈w(R,V)〉T,P,V , (14)
where w(R,V) = e(β−β′)E(R)+(βP−β′P ′)VeβV , 〈·〉T ′,P ′ is
the ensemble average in the isothermal-isobaric ensemble
at temperature T ′ and pressure P ′, and 〈·〉T,P,V is the
ensemble average at temperature T and pressure P with
bias potential V .
However, in ref. 7 only regions that did not contain
first order phase transitions could be studied. During
a first order phase transition the system must squeeze
through a bottleneck in phase space. Since E and V
do not describe this bottleneck properly, a bias potential
constructed using these variables is incapable of driving
the transformation reversibly and efficiently. To circum-
vent this problem we leverage our order parameter s and
define a bias potential V (E,V, s) that is a function of
the energy, the volume and the order parameter. We
then define a target distribution
p(E,V, s) =

1/ΩE,V,s if there is at least one β′, P ′ such
that β′Fβ′,P ′(E,V, s) <  with
β1 > β
′ > β2 and P1 < P ′ < P2
0 otherwise
(15)
where the symbols have the same meaning as in the equa-
tions above. The  parameter must be chosen comparable
to or larger than the crystallization free energy barrier
such that the system is able to surmount it. As we shall
see, in the cases studied here an epsilon of 15-20 kBT
seeems to be a good choice. This will however limit the
exploration of the metastable phase as discussed below
for aluminum. β′Fβ′,P ′(E,V, s) in Eq. 15 can be calcu-
lated using a formula analogous to Eq. (13),
β′Fβ′,P ′(E,V, s) =βFβ,P (E,V, s) + (β′ − β)E
+ (β′P ′ − βP )V + C ′. (16)
where C ′ is a constant chosen such that
β′Fβ′,P ′(Em,Vm, sm) = 0, and Em,Vm, sm is the
position of the free energy minimum. The demonstra-
tion of this formula can be found in the appendix.
In order to illustrate these ideas we anticipate some of
the results that will be described below. Consider the
case of the liquid-solid transformation of sodium. We
would like to study the temperature range from 350 to
400 K at atmospheric pressure and we know that the
melting temperature is inside this range. For simplicity
we ignore the volume and consider a target distribution
that is only a function of the energy E and the order pa-
rameter s. In FIG. 2 we show the free energy surfaces for
three temperatures 350, 375 and 400 K. We would like
to explore configurations for each temperature that are
below a threshold  = 26 kBT . The contour line of value
 is shown in FIG. 2 for each temperature. The points
inside these contour lines have free energies lower than
. In order to sample configurations relevant at tempera-
tures from 350 K to 400 K, the union of the regions inside
the contours must be sampled. On the bottom of FIG.
2 p(E, s) is shown in gray and it represents the relevant
region to sample if the temperature range 350-400 K is
to be studied up to the threshold .
Once the bias potential V (E,V, s) that allows us to
sample the distribution p(E,V, s) has been determined,
statistics can be gathered to calculate free energy differ-
ences ∆G(T ′, P ′) using Eq. (2) for T1 < T ′ < T2 and
P1 < P
′ < P2. Since a biased ensemble is being sampled,
Eq. (14) must be used to calculate ∆G(T ′, P ′). In order
to use Eq. (14), we recast Eq. (2) as an ensemble average,
∆G(T ′, P ′) = − 1
β
log
( 〈H(s− s0)〉T ′,P ′
〈1−H(s− s0)〉T ′,P ′
)
(17)
where
H(s− s0) =
{
1 if s > s0
0 if s < s0
(18)
5is the Heaviside function and s0 is the value of the order
parameter that defines the watershed between the liquid
and the solid. We have chosen s0 = N/2, that is to say,
all configurations in which less than half the atoms are
solid-like are considered liquid and those with more than
half solid-like atoms are classified as solid. This choice is
not crucial since the regions of s that contribute most to
∆G(T ′, P ′) are s ≈ 0 and s ≈ N . Now that ∆G(T ′, P ′)
is a function of ensemble averages it is easy to employ
Eq. (14) to calculate it.
Using this formalism we shall study the phase diagram
of sodium and aluminum. Further details of the VES
calculations are provided in the Methods section.
IV. PHASE DIAGRAM OF SODIUM
We set out to study the liquid-bcc phase diagram of a
model of sodium19 using the algorithm described above.
We perform a simulation at 400 K and 0.5 GPa and we
aim at gathering information of the temperature inter-
val 350-450 K and the pressure interval 0-1 GPa. We
run the simulation for 10 ns using multiple walkers20 and
during this period the bias potential is determined such
that the marginal distribution of E,V, s is given by Eq.
(15). After this transient the simulation is continued with
fixed coefficients for a total simulation time of 100 ns.
Using this part of the simulation, we calculate the free
energy difference between the liquid and the bcc phase
∆Gl→bcc(T, P ) using Eqs. (14) and (17). The determi-
nation of the bias potential and the calculation of free
energy differences required 2×107 and 5×107 force eval-
uations, respectively. The results are shown as a function
of temperature and pressure in FIG. 3(a). The coexis-
tence line ∆Gl→bcc(T, P ) = 0 is shown as a solid gray
line. Further results can be found in the supplementary
information (SI).
In order to validate these results we compare some free
energy isobars with references calculated from simula-
tions in the isothermal-isobaric ensemble. In FIG. 2(b)
we show the 0 and 1 GPa isobars from the multithermal-
multibaric simulation and the references. The results are
equivalent within the margins of statistical error.
It is also interesting to calculate the average of the
order parameter s in the isothermal-isobaric ensemble
〈s〉T,P . This is shown as a function of T and P in FIG.
3(c) where 〈s〉T,P has been normalized between 0 and
1. 〈s〉T,P changes abruptly at the coexistence line giving
rise to a function that resembles a cliff. This is expected
for a first order phase transition such as crystallization.
The change in 〈s〉T,P is not perfectly discontinuous due
to finite size effects.
We also found useful to plot the target distribution
p(E,V, s) once the simulation has converged. This func-
tion represents all points of the E,V, s space that have
a free energy lower than the threshold  for some T and
P in the chosen TP interval. In this case we have cho-
sen  < 15 kBT . FIG. 3(d) shows a contour surface of
p(E,V, s) and it is shaped as an hourglass. This figure
illustrates the bottleneck in the order parameter dimen-
sion where the system must squeeze through in order to
transform.
V. PHASE DIAGRAM OF ALUMINUM
We now consider the important case of a system that
exhibits polymorphism. We choose as example a model
of aluminum21 that crystallizes in the fcc phase at atmo-
spheric pressure and in the bcc phase at high pressures.
We aim at calculating a region of the phase diagram of
this model where the liquid, fcc, and bcc phase coexist.
Based on ref. 6 we choose to study the temperature in-
terval 1800-2400 K and the pressure interval 20-40 GPa.
The target temperature and pressure of the thermostat
and barostat were 2000 K and 30 GPa.
The approach that we shall take to obtain the phase
diagram is to perform two multithermal-multibaric sim-
ulations. In one simulation we explore the liquid and
fcc phase reversibly and we calculate the difference
in free energies between the liquid and the fcc phase
∆Gl→fcc(T, P ) as a function of temperature and pres-
sure. In the other simulation we explore the liquid and
the bcc phase reversibly and we calculate ∆Gl→bcc(T, P ).
In each simulation we optimized the bias potential for
30 ns using multiple walkers. After this transient
the bias was kept fixed and statistics were gathered
for 180 ns. Using the latter part of the simulations
we calculated the coexistence lines through the for-
mulas ∆Gl→fcc(T, P ) = 0, ∆Gl→bcc(T, P ) = 0, and
∆Gbcc→fcc(T, P ) = ∆Gl→fcc(T, P ) − ∆Gl→bcc(T, P ) =
0. The determination of the bias potential and the cal-
culation of free energy differences required 9× 107 force
evaluations each.
The phase diagram obtained from these two simula-
tions is shown in FIG. 4(a). The triple point liquid-fcc-
bcc is located at 2084 K and 29.16 GPa for the system size
studied here (∼250 atoms). Further results can be found
in the SI. In order to validate our results we calculated
reference free energy differences from isothermal-isobaric
simulations. In FIGs. 4(b) and 4(c) we compare the
free energy differences obtained from the multithermal-
multibaric simulations and the references. The overall
agreement is very good yet the accuracy seems to deteri-
orate for higher free energy differences.
The rationale for this behavior is as follows. In the
multithermal-multibaric simulations we employ an ex-
ploration threshold  = 20 kBT . This value is chosen
in order to overcome the crystallization barrier. How-
ever, it will also affect the exploration of the metastable
phase. For instance, well inside the region of stability of
the solid, the metastable liquid phase might not be ex-
plored if |∆Gl→solid| > , while if |∆Gl→solid| <  the
exploration is guaranteed. For this reason in FIGs. 4(b)
and 4(c) we show in white the regions in which results are
guaranteed and in gray the regions in which information
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FIG. 3. Phase diagram of sodium. (a) Coexistence line calculated from the multithermal-multibaric simulation. (b)
Free energy difference between the liquid and the bcc phase ∆Gl→bcc. The filled areas correspond to the estimates obtained
using the multithermal-multibaric algorithm and the points are references calculated with isothermal-isobaric simulations. (c)
Average of the normalized order parameter s as a function of temperature and pressure. (d) Target distribution p(E,V, s)
contour surface.
about the metastable phase might not be available.
We also performed reference simulations in order to
validate our results for the fcc-bcc free energy differences
∆Gbcc→fcc. In the reference simulations we transform
reversibly the bcc and the fcc phases via a Bain trans-
formation. This transformation was achieved by using
two CVs based on the box lengths Lx, Ly, Lz. The CVs
are λ1 =
Lz/nz−afcc
abcc−afcc and λ2 =
Lx/nx−afcc√
2abcc−afcc where afcc
and abcc are the lattice constants of the bcc and fcc lat-
tice, and nx and nz are the number of unit cells in the
x and z dimensions. The simulation is performed using
λ1 or λ2 to construct a bias potential and under the con-
straints Lx ≈ Ly and λ1 ≈ λ2. The CV is zero in the fcc
phase and one in the bcc phase, and changes smoothly
between the two. The results of these reference simula-
tions are shown and compared with the results from the
multithermal-multibaric simulations in FIG. 4(d). The
agreement is good in the region where results are guar-
anteed (shown in white).
VI. CONCLUSIONS
We have presented a method for calculating liquid-
solid coexistence lines in relatively large regions of the
TP plane using a single MD simulation. The method is
based on a previously introduced approach to sample a
multithermal-multibaric ensemble and on a novel order
parameter that drives crystallization with a particular
orientation in space. We have shown the fruitfulness of
our method by studying the bcc-liquid phase diagram
of sodium and the fcc-bcc-liquid phase diagram of alu-
minum.
The results clearly show the constriction of the relevant
region of the configuration space during the liquid-solid
transformation. The constriction manifests itself in the
space of the energy, volume, and order parameter as an
hourglass shaped region. This is shown for sodium in
FIG. 3(c), and for fcc and bcc aluminum in FIG. SI-3.
Another interesting result is that with a single MD
simulation we obtain the ensemble average of the order
parameter in a large region of the TP plane. This func-
tion shows the discontinuity that characterizes first order
phase transitions.
In the case of aluminum we performed two simulations
that reproduce the fcc-liquid and the bcc-liquid trans-
formation. From these simulations we computed a large
portion of the TP phase diagram. We also calculated
the fcc-bcc coexistence curve in the vicinity of the liquid-
solid coexistence. Our results are compatible with those
obtained using nested sampling6.
The approach presented here cannot be used directly
to discover polymorphs. We envisage that the calculation
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FIG. 4. Phase diagram of aluminum. (a) Coexistence lines calculated from the multithermal-multibaric simulations.
(b) Free energy differences between the liquid and the fcc phase ∆Gl→fcc. (c) Free energy differences between the liquid and
the bcc phase ∆Gl→bcc. (d) Per atom free energy differences between the fcc and the bcc phase ∆Gbcc→fcc. References were
calculated using a Bain transformation. The filled areas correspond to the estimates obtained using the multithermal-multibaric
algorithm and the filled circles are references calculated with isothermal-isobaric simulations. Regions shaded in gray are beyond
the energy threshold chosen for the exploration.
of more complicated phase diagrams could be performed
in two stages. During the first stage the possible poly-
morphs of a system are explored using a crystal struc-
ture prediction algorithm (see for instance refs. 11,22,23).
Once the polymorphs are known, in a second stage one
can tailor the order parameter presented here to target
each structure. The methods described in the introduc-
tion, with the exception of nested sampling, also need to
know the possible polymorphs beforehand. In our opin-
ion, there is merit in seeking generality or specificity in
this kind of method. However, methods that target a
specific structure use sampling time more efficiently in
spite of not being able to predict new structures.
We emphasize that the method is not limited to liquid-
solid transitions but that any first order phase transition
can be studied provided that an appropriate order pa-
rameter is available.
VII. METHODS
MD simulations were performed with LAMMPS24 and
a development version of PLUMED 225 supplemented
by the VES module26. The temperature was controlled
using the stochastic velocity rescaling thermostat27 and
the pressure was kept constant employing the isotropic
version of the Parrinello-Rahman barostat28. The inte-
gration time step was 2 fs and the relaxation times of the
thermostat and barostat were 0.1 and 1 ps, respectively.
Sodium and aluminum were described using the EAM
potentials of Wilson et al.19 and Mishin et al.21, respec-
tively. We employed systems of 250 and 256 atoms for the
simulations involving bcc and fcc lattices, respectively.
The kernel for sodium was defined using σ = 0.065
nm (see Eq. 6) and the reference environment χ′ cor-
responded to the 14 nearest neighbors of the bcc lattice
with lattice parameter abcc = 0.423 nm. The kernel for
fcc aluminum had a σ = 0.04 nm and the target envi-
ronment was based on the 12 nearest neighbors of the fcc
lattice with afcc = 0.38 nm. The parameters of the kernel
for bcc aluminum were σ = 0.045 nm and abcc = 0.3 nm.
Although the lattice constants change with temperature
and pressure, the values reported above are effective in
driving crystallization in the chosen regions of the TP
plane.
For the multithermal-multibaric simulations a bias po-
tential was constructed using VES and employing the
energy, the volume, and s as CVs. Legendre polynomials
8of order 8 were used in each dimension for a total of 729
variational coefficients. For sodium the intervals where
the polynomials were defined are −26500 < E < −23500
kJ/mol, 8.0 < V < 11.5 nm, and 0 < s < 250. For
bcc aluminum the polynomials were defined in the inter-
vals −76000 < E < −50000 kJ/mol, 2.8 < V < 4.2 nm,
and 0 < s < 250, and for fcc aluminum −80000 < E <
−51000 kJ/mol, 2.9 < V < 4.3 nm, and 0 < s < 256.
The multithermal-multibaric distribution was updated
using Eqs. (15) and (16) every 1 ns. The exploration
threshold was  = 15 kBT for sodium and  = 20 kBT
for aluminum. The condition in Eq. (15) was controlled
for 21 equally spaced temperatures and pressures for a
total of 441 points in TP space. The target distribution
was smoothed using Gaussians with σE = 250 kJ/mol,
σV = 0.1 nm3, and σs = 10. The integrals of the tar-
get distribution were performed with grid size 41x41x41.
The coefficients of the bias potential were optimized ev-
ery 500 steps using the averaged stochastic gradient de-
scent algorithm with step sizes of 10 kJ/mol for sodium
and 50 kJ/mol for aluminum. 4 and 6 multiple walkers
were used for sodium and aluminum, respectively.
The differences in free energy ∆Gl→solid(T, P ) were
calculated in 161x161 equally spaced points Ti, Pj
in the TP plane with i = 1, ..., 161 and j =
1, ..., 161. ∆Gl→solid(T, P ) = 0 was calculated by find-
ing for each temperature Ti the pressure Pj′ such that
|∆Gl→solid(Ti, Pj′)| < |∆Gl→solid(Ti, Pj)| ∀ j 6= j′ . We
thus obtained pairs Ti, P
′
j that define the coexistence line.
We then fitted a B-spline to these points to create the co-
existence lines shown in FIGs. 3(a) and 4(a).
The reference simulations were run at constant tem-
perature and pressure, and the bias potential was con-
structed using VES employing s as CV. Legendre polyno-
mials of order 10 were used to describe the bias potential
and the well-tempered distribution with bias factor 50
was targeted29. The coefficients of the bias potential were
optimized as described for the multithermal-multibaric
case. The target distribution was updated every 1 ns.
As described earlier, we constrained sc with a harmonic
potential,
V (sc) =
{
κ(sc − s0c)2 if sc > s0c
0 otherwise
(19)
with κ = 105 kJ/mol and s0c = 0.1. In the same way
as the VES potential, V (sc) is added to the Hamilto-
nian and affects the dynamics through the force −∂V (sc)∂Rαi
where Rαi is the α = x, y, z component of the position of
atom i. The cutoff in the calculation of Q6 was 0.45 nm.
For the references calculated via the Bain transforma-
tion 256 atoms were used. The simulation box was con-
strained to remain orthogonal throughout the simulation
and the barostat was chosen such that Lx and Ly were
coupled while Lz was independent of the other dimen-
sions. A bias potential was constructed along the CV
λ1 using VES. Legendre polynomials of order 20 defined
in the interval −0.5 < λ1 < 1.5 were used to describe
the bias potential. The well tempered target distribu-
tion with bias factor 15 was targeted and a step size of
10 kJ/mol was used in the optimization. Other simu-
lation details were the same as those reported above.
Three static bias potentials were added to avoid visit-
ing non relevant regions of configuration space. λ1 was
constrained to the region 0 < λ1 < 1 using the bias po-
tentials V1(λ1) = κλ
2
1 if λ1 < 0 and V2(λ1) = κ(λ1 − 1)2
if λ1 > 1 with κ = 10
4 kJ/mol. A third bias potential
V3(λ1−λ2) = κ(λ1−λ2)4 was used to force the transfor-
mation via a smooth Bain transformation. These biases
affect the dynamics in the same way as V (sc).
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APPENDIX
We here demonstrate the formula:
β′Fβ′,P ′(E,V, s) =βFβ,P (E,V, s) + (β′ − β)E
+ (β′P ′ − βP )V + C. (20)
We start from the definition of the configurational parti-
tion function in the isothermal-isobaric ensemble:
Zβ,P =
∫
dRdVe−β(U(R,V)+PV) (21)
that can be rewritten as:
Zβ,P =
∫
dE dV ds e−β(E+PV)N(E,V, s) (22)
where N(E,V, s) is a density of states defined as,
N(E,V, s) =
∫
dRδ(E − U(R,V)δ(s(R,V)− s). (23)
which naturally is independent of β and P .
Thus, the probability of finding a state characterized
by E, V and s is:
Pβ,P (E,V, s) = N(E,V, s)e−β(E+PV) (24)
and using the definition of free energy Fβ′,P ′(E,V, s) =
− 1β logPβ,P (E,V, s), Eq. (16) is demonstrated.
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