Abstract. This paper deals with optimal control problems described by a controlled version of Moreau's sweeping process governed by convex polyhedra, where measurable control actions enter additive perturbations. This class of problems, which addresses unbounded discontinuous differential inclusions with intrinsic state constraints, is truly challenging and underinvestigated in control theory while being highly important for various applications.
Introduction and Problem Formulation
This paper addresses the following optimal control problem labeled as (P ):
Minimize the Mayer-type cost functional J[x, u] := ϕ x(T ) (1.1) over the corresponding (described below) pairs (x(·), u(·)) satisfying ẋ(t) ∈ −N x(t); C + g x(t), u(t) a.e. t ∈ [0, T ], x(0) = x 0 ∈ C ⊂ R n , u(t) ∈ U ⊂ R d a.e. t ∈ [0, T ], (1.2) where the set C is a convex polyhedron given by 3) and where N (x; C) stands for the normal cone of convex analysis defined by N (x; C) := v ∈ R n v, y − x ≤ 0, y ∈ C if x ∈ C and N (x; C) := ∅ if x / ∈ C.
(1.4)
Observe that due to the second part of definition (1.4) mandatory yields the presence of the hidden pointwise state constraints on the trajectories of (1.2):
x(t) ∈ C, i.e. x j * , x(t) ≤ c j for all t ∈ [0, T ] and j = 1, . . . , s.
(1.5)
Considering the differential inclusion in (1.2) without the additive perturbation term g(x, u), we arrive at the framework of the sweeping process introduced by Jean-Jacques Moreau who was motivated by applications to problems of elastoplasticity; see [23] . It has been well recognized that the (uncontrolled) Moreau's sweeping process has a unique absolutely continuous (or even Lipschitz continuous) solution for convex and mildly nonconvex sets C; see, e.g., [13] and the references therein. Thus there is no room for optimization of the sweeping process unless some additional functions or parameters of choice are inserted into its description. It is very different from control theory for Lipschitzian differential inclusionṡ x(t) ∈ F x(t) a.e. t ∈ [0, T ], x(0) = x 0 ∈ R n , (1.6) which have multiple solutions. The latter type of dynamics extends the classical ODE control setting with F (x) := f (x, U ) in (1.6) , where the choice of measurable controls u(t) ∈ U ⊂ R d a.e. t ∈ [0, T ] creates the possibility to find an optimal one with respect to a prescribed performance. The main issue here is that the normal cone mapping N (·; C) in the sweeping process is highly non-Lipschitzian (even discontinuous) while being maximal monotone. On the other hand, the well-developed optimal control theory for differential inclusions (1.6) strongly depends on Lipschitzian behavior of F (·); see, e.g., [21, 27] with the references therein as well as more recent publications.
Introducing controls into the perturbation term of (1.2) allows us to have multiple solutions x(·) of this system by the choice of feasible control functions u(·) and thus to minimize the cost functional (1.1) over feasible control-trajectory pairs. Problems of this type were considered in the literature from the viewpoint of the existence of optimal solutions and relaxation; see [1, 9, 15, 26] among other publications.
More recently, necessary optimality conditions for local minimizers were derived in [6, 7] by the method of discrete approximations for problems of type (P ) with smooth (in fact W 2,∞ ) control functions without any constraints. Later on these results were further extended in [8] to nonconvex (and hence nonpolyhedral) problems with prox-regular sets C in the same control setting. Note that both C and g in (1.2) may be time-dependent; we discuss the autonomous case just for simplicity. The discrete approximation approach implemented in [6] - [8] was based on the scheme from [11] developed for the unperturbed sweeping process with controls in the moving set. The later was in turn a sweeping control version of the original discrete approximations method to derive necessary optimality conditions for Lipschitzian differential inclusions (1.6) suggested and implemented in [19] ; see also [21] .
Quite recently, other approximation procedures were developed to derive necessary optimality conditions for global minimizers of (P ) in the class of measurable controls while under rather strong assumptions. The first paper [3] assumes, among other requirements, that the boundary of the sweeping set C in (1.2) is C 3 -smooth, the control set U is compact and convex, and its image g(x, U ) under g is convex as well. The C 3 -smoothness assumption on C was relaxed in [14] , by employing a smooth approximation procedure not relying on the distance function as in [3] , for the case of C := {x ∈ R n | ψ(x) ≤ 0} with ψ being a C 2 -smooth convex function. The necessary optimality conditions obtained in both papers [3, 14] can be treated as somewhat different counterparts of the celebrated Pontryagin Maximum Principle (PMP) for state-constrained controlled differential equationsẋ = f (x, u).
Note that necessary optimality conditions in some other classes of optimal control problems governed by various controlled versions of the sweeping process were developed in [2, 5, 6, 7, 8, 10, 11, 18] .
The main goal of this paper is to derive necessary optimality conditions for local minimizers (in the senses specified below) of the formulated problem (P ), with the constraint set U in (1.2) given by an arbitrary compact and with the (nonsmooth) polyhedral set C from (1.3), by significantly reducing regularity assumptions on the reference control. Although problem (1.2) is stated in the class of measurable feasible control actions, we assume that the local optimal control under consideration is of bounded variation, hence allowing to be discontinuous.
Our approach is based on developing the method of discrete approximations, which is certainly of its own interest and has never been implemented before in control theory for sweeping processes with discontinuous controls. The novel results in this direction establish a strong approximation of every feasible control-state pair for (P ) in the sense of the L 2 -norm convergence of discretized controls and the W 1,2 -norm convergence of the corresponding piecewise linear trajectories. Furthermore, we justify such a strong convergence of optimal solutions for discrete problems to the given local minimizer of (P ).
Dealing further with intrinsically nonsmooth and nonconvex discrete-time approximation problems, we derive for them necessary optimality conditions of the discrete Euler-Lagrange type by using appropriate unconvexified tools of first-order and second-order variational analysis and generalized differentiation. Employing these tools and passing to the limit from discrete approximations lead us to new nondegenerate necessary optimality conditions for local optimal solutions of the sweeping control problem (P ). The obtained results significantly extend those recently established in [7] for unconstrained W 2,∞ optimal controls in (P ), contain a maximum condition, while being essentially different from the necessary optimality conditions derived in [3, 14] for problems of type (P ) with smooth sets C in addition to other assumptions. We present nontrivial examples that illustrate the efficiency of the new results. Further applications to some practical models are considered in our subsequent paper [12] .
The rest of the paper is organized as follows. In Section 2 we formulate the standing assumptions, discuss the types of local minimizers under consideration, and present some preliminary results. Section 3 is devoted to the construction of discrete approximations of the controlled constrained sweeping dynamics (1.2) that allows us to deal with measurable controls (in fact of bounded variation) and to strongly approximate any feasible solutions of (P ) as mentioned above. This result plays a major role in the justification of the developed version the method of discrete approximations for problem (P ).
In Section 4 we construct a sequence of discrete approximation of a given "intermediate" local minimizer for (P ) that occupies an intermediate position between weak and strong minimizers in variational and control problems. The major result of this section justifies the strong W 1,2 × L 2 approximation of the given local minimum pair (x(·),ū(·)) by extended optimal solutions to the discretized problems. It makes a bridge between the continuous-time sweeping control problem (P ) and its discrete-time counterparts.
It occurs that the discrete-time approximating problems are unavoidably nonsmooth and nonconvex, even when the initial data are differentiable. It is due to the presence of increasingly many geometric constraints generated by the normal cone graph. To deal with them, we need adequate tools of variational analysis involving not only first-order but also second-order generalized differentiation. The latter is because of the normal cone description of the sweeping process. In Section 5 we present the corresponding definitions of the first-order and second-order generalized differential constructions taken from [20] together with the results of their computations entirely in terms of the given data of (1.2).
Section 6 provides the derivation of necessary optimality conditions for discrete-time problems by reducing them to problems of nondifferentiable programming with many geometric constraints, using necessary optimality conditions for them obtained via variational/ extremal principles, and then expressing the latter in terms of the given data of (P ) by employing calculus rules of generalized differentiation. Section 7 is the culmination. We pass to the limit from the necessary optimality conditions for discretetime problems by using stability of discrete approximations, robustness of then generalized differential constructions, and establishing an appropriate convergence of adjoint functions, which is the most difficult part. In this way we arrive at new necessary conditions for local minimizers of (P ) expressed in terms of the given data of the original problem. The usefulness of the nondegenerated optimality conditions obtained is illustrated in Section 8 by nontrivial examples.
Throughout the paper we use standard notations of variational analysis and optimal control; see, e.g., [20, 21] . Recall that N := {1, 2, . . .}.
Standing Assumptions and Basic Notions
Dealing with the polyhedron C from (1.3) and havingx ∈ C, consider the set of active constraint indices
Recall that the linear independence constraint qualification (LICQ) holds atx if
Our standing assumptions in this paper are as follows:
(H1) The control region U = ∅ is a compact set in R d (in fact it may be an arbitrary metric compact). (H2) The perturbation mapping g : R n × U → R n is continuous in (x, u) while being also Lipschitz continuous with respect to x uniformly on U whenever x belongs to a bounded subset of R n and satisfies there the sublinear growth condition
with some positive constant β.
(H3) The LICQ condition (2.2) holds along the reference trajectoryx(t) of (1.2) for all t ∈ [0, T ].
It follows from [15, Theorem 1] that for each measurable control u(·) there is a unique solution
Thus by a feasible process for (P ) we understand a pair (
, and all the constraints in (1.2) are satisfied. The above discussion tells us that the set of feasible pairs for (P ) is nonempty.
Furthermore, it follows from [15, Theorem 2] that under the assumptions above the sweeping control problem (P ) admits an optimal solution provided that the image set
is convex. Since in this paper we are interested in deriving necessary optimality conditions for a given local minimizer of (P ), we do not impose the aforementioned convexity assumption.
Let us now specify what we mean by a local minimizer of (P ).
Definition 2.1 We say that a feasible pair
For the case of differential inclusions of type (1.6) with no explicit controls, this notion corresponds to intermediate local minimizers of rank two introduced in [19] and then studied there and in other publications; see, e.g., [21, 27] and the references therein. Quite recently, such minimizers have been revisited in [18] for controlled sweeping processes different from (1.2); namely, for those where continuous control actions enter the moving set C(t) = C(u(t)). It is easy to see that strong C × L 2 -local minimizers of (P ) withx(·) ∈ W 1,2 ([0, T ]; R n ) fall into the category of Definition 2.1, but not vice versa.
In the general setting of W 1,2 × L 2 -local minimizers we need to use a certain relaxation procedure in the line of Bogolyubov and Young that has been well understood in the calculus of variations and optimal control; see, e.g., [16, 15, 21, 26, 27] for more recent publications in the case of differential inclusions. Taking into account the convexity and closedness of the normal cone N (x; C) and the compactness of the set g(x, U ), the relaxed version (R) of problem (P ) consists of minimizing the cost functional (1.1) on absolutely continuous trajectories of the convexified differential inclusioṅ
where 'co' signifies the convex hull of the set. Then we come up with the following notion.
Definition 2.2 Let (x(·),ū(·)) be a feasible pair for (P ). We say that it is a relaxed
where u(·) is a measurable control with u(t) ∈ co U (t) a.e. on [0, T ], and where x(·) is a trajectory of the convexified inclusion (2.3) that can be strongly approximated in W 1,2 ([0, T ]; R n ) by feasible trajectories to (P ) generated by piecewise constant controls Consider further a set-valued mapping F : C × U ⇒ R n defined by
and deduce from the Motzkin's theorem of the alternative the representation
Discrete Approximations of Feasible Solutions
In this section we start developing the method of discrete approximations to study the sweeping control problem (P ) under our standing assumptions. For simplicity, consider the standard Euler explicit scheme for the replacement of the time derivative in (1.2) bẏ 
where we have u 
As a part of the proof of Theorem 3.1, we establish the following lemma, which is of its own interest. (ii) The sweeping differential inclusioṅ x(t) ∈ −N x(t); C + g x(t),ū(t) , withẋ(t) taken from (i) and the right continuous representative ofū(t), is satisfied for each t ∈ [0, T ].
Proof. Considering the differential inclusioṅ
we deduce from, e.g., [4, Propositions 3.8 and 3.12] that there exists one and only one Lipschitz continuous solutions on [0, T ], which therefore agrees with the given trajectoryx(·). Furthermore,x(·) is a unique solution of the differential inclusioṅ
where the perturbation term depends only on t. Then the assumptions imposed onū(·) and g ensure that the mapping t → g(x(t),ū(t)) is BV on [0, T ]. The result of [4, Proposition 3.3] tells us thatx(·) is right differentiable at each t ∈ [0, T ) and satisfies the equalitieṡ
written via the (unique) projection onto the convex set N (x(t); C), where the second one can be easily verified. Our goal is to show thatẋ(t) is right continuous on [0, T ] while satisfying (3.6) for each t ∈ [0, T ].
Observe preliminary that, thanks to LICQ, the polyhedron C has nonempty interior and so the normal cone N (x; C) is pointed at each x ∈ ∂C. Denote v(t) := g(x(t),ū(t)), fix 0 ≤t < T , and let t k →t + as k → ∞. We need to verify that v(t k ) → v(t), which is equivalent by (3.6) to
Note that there is nothing to prove ifx(t) ∈ int C, since N (x(t k ); C) = {0} for all k sufficiently large. To proceed further, assume thatx(t) ∈ bd C and observe easily that N (x(t k ); C) ⊂ N (x(t); C) for all large k. Consider now the following three possible cases:
(2) If v(t) ∈ N (x(t); C), then arguing similarly to (1) and using the second equality in (3.6) show that proj T (x(t k );C) v(t k ) → 0 = proj T (x(t);C) (v(t)) as k → ∞ and hence verifies (3.7) directly.
where λ j (t) ≥ 0 for all j ∈ I(x(t)). If in this case λ j (t) = 0 for some j ∈ I(x(t)), then
due to the LICQ assumption. This implies that x(t k ), x j * ≤ x(t), x j * for all k sufficiently large. Consequently, the corresponding vector x j * appears being multiplied by zero in the representation
Recalling that I(x(t k )) ⊂ I(x(t)) for all large k, it turns out that the set of active indices in (3.9) is the same as in (3. 
Then denote ω m (t) :=ẋ m (t) for which we have the representation
It follows from the right continuity ofū that u m (t) →ū(t) as m → ∞ for all t ∈ [0, T ). Hence we get that 
Indeed, the first equality in (3.10) is a consequence of the construction of ω m (t) and the right continuity of the derivativeẋ(t) on [0, T ] by Lemma 3.2(i). This in turn yields the second equality therein by basic real analysis and thus justifies the strong W 1,2 convergence of x m (·) tox(·).
To proceed further, for any t ∈ [0, T ) denote τ m (t) := min{t 
Discrete Approximations of Local Optimal Solutions
As seen above, Theorem 3.1 provides a constructive discrete approximation of any feasible solution to problem (P ) by feasible solutions to discrete-time problems, with no connections to optimization. The main goal here is to study a given local optimal solution to (P ) by using discrete approximations as a vehicle to derive further necessary optimality conditions for it. To proceed in this direction, we construct a sequence of discrete-time optimization problems such that their optimal solutions always exist and strongly converge in the sense below to the given local minimizer of the original sweeping control problem.
Our main attention in this section is paid to relaxed W 1,2 × L 2 -local minimizers (x(·),ū(·)) for (P ) introduced in Definition 2.2 while recalling that the relaxation is not needed if either the set g(x, U ) is convex, or (x(·),ū(·)) is a strong local minimizer for (P ); see the discussions in Section 2. 
) subject to the constraints 
To implement the method of discrete approximation, we have to make sure that each problem (P m ) admits an optimal solution. By taking into account Theorem 3.1, we deduce it from the classical Weierstrass existence theorem in finite dimensions due to the construction of (P m ) and the assumptions made.
Proposition 4.1 In addition to the assumptions of Theorem 3.1, suppose that the cost function ϕ is lower semicontinuous (l.s.c.) on bounded sets. Then each problem (P m ) admits an optimal solution provided that m ∈ IN is sufficiently large.
Proof. It follows from Theorem 3.1 that the set of feasible solutions (x m , u m ) to (P m ) is nonempty for any large m. It follows from the constraint structures in (P m ) and the assumptions imposed on U and g that the feasible sets are closed. Furthermore, it easy to deduce from the localization in (4.3) that the feasible sets are bounded as well. Thus the lower semicontinuity assumption on the cost function ϕ ensures the existence of optimal solutions to (P m ) by the Weierstrass theorem. ✷ Now we are ready to derive the main result of this section that establishes the strong W 1,2 convergence of any sequence (x m (·),ū m (·)) of optimal solutions to (P m ), which are extended to the entire interval [0, T ], to the given local minimizer (x(·),ū(·)) for the original problem (P ).
-local minimizer for the sweeping control problem (P ), and let ϕ be continuous aroundx(T ) in addition to the assumptions of Theorem 3.1. Consider any sequence of optimal solutions (x m (·),ū m (·)) to problems (P m ) and extend them to [0, T ] piecewise linearly forx m (·) and piecewise constantly forū m (·) without relabeling. Then we have the convergence
Proof. It is sufficient to show that
Arguing by contradiction, suppose that there exists a subsequence of the integral values γ m in (4.5) that converges, without relabeling, to some number γ > 0. Due to (4.3), the sequence of extended optimal
, and thus it contains a weakly convergence subsequence in this product space, again without relabeling. Denote by ( v(·), u(·)) the limit of the latter subsequence and then let
Invoking the Mazur weak closure theorem tells us that there is a sequence of convex combinations of (x m (·),ū m (·)), which converges to (
, and thus (ẋ m (t),ū m (t)) → (˙ x(t), u(t)) for a.e. t ∈ [0, T ] along a subsequence. Furthermore, we can clearly replace above the piecewise linear extensions of the discrete trajectoriesx m (·) to the interval [0, T ] by the trajectories of (1.2) generated by the controlsū m (·) piecewise constantly extended to [0, T ]. The obtained pointwise convergence of convex combinations allows us to conclude that u(t) ∈ co U for a.e. t ∈ [0, T ] and that x(·) satisfies the convexified differential inclusion (2.3). Passing now to the limit as m → ∞ in the cost functional and constraints (4.1)-(4.4) of problem (P m ) with taking into account the assumed local continuity of ϕ and the constructions above, we conclude that the pair ( x(·), u(·)) belongs to the prescribed W 1,2 × L 2 -neighborhood of the given local minimizer (x(·),ū(·)) and satisfies the inequality
due the aforementioned strong convergence of (x m (·),ū m (·)) to ( x(·), u(·)) and the structure of (4.1). Appealing to Definition 2.2 tells us that (4.6) contradicts the very fact that (x(·),ū(·)) is a relaxed W 1,2 × L 2 -local minimizer of (P ). Thus we get (4.5) and complete the proof of the theorem. ✷ Recalling the discussion after Definition 2.2 leads us to the following consequence of Theorem 4.2, which provides the strong approximation of local minimizers for (P ) without an explicit relaxation. 
Tools of Variational Analysis
The results of Section 4 make a bridge between the given local minimizer (x(·),ū(·)) of the original problem (P ) and (global) optimal solutions for the sequence of discrete approximations (P m ) that exist by Proposition 4.1 and strongly converge to (x(·),ū(·)) by Theorem 4.2. This supports our approach to derive necessary optimality conditions for (x(·),ū(·)) by establishing firstly necessary conditions for optimal solutions to the discrete-time problems (P m ) and then passing to the limit in them as m → ∞.
Looking at the structures of each problem (P m ) and the equivalent problem of finite-dimensional mathematical programming defined in Section 6, we observe that they are always nonsmooth and nonconvex, even when the initial data of (P ) possess these properties. This is due to the graphical set constraints associated with the discrete-time inclusions (4.2) that are generated by the normal cone mapping in (2.4).
To proceed with deriving necessary optimality conditions for (P m ) and then for (P ) by passing to the limit, we have to employ appropriate generalized differential constructions of variational analysis. These constructions should be robust, enjoy comprehensive calculus rules, and such that the corresponding normal cone is not too large while being applied to-specifically-graphical sets. It does hold, in particular, for the Clarke normal cone N , which is always a linear subspace of a maximum dimension for sets that are graphically homeomorphic to graphs of Lipschitzian functions; see [20, 25] for more details and references. For example, we have N ((0, 0); gph |x|) = R 2 for the graph of the simplest convex function on R.
All the required properties are satisfied for the generalized differential constructions initiated by the second author. Elements of the first-order theory and various applications can be found by now in many books; see, e.g., [20] - [22] , [25] , [27] . We refer the reader to [21, 22] and the bibliographies therein for second-order constructions used in what follows.
To briefly overview the needed notions, recall first the (Painlevé-Kuratowski) outer limit of a set-valued mapping/multifunction F :
Given now a set Ω ⊂ R n locally closed aroundx ∈ Ω, we define by using (5.1) the (basic, limiting, Mordukhovich) normal cone to Ω atx by
where Π(x; Ω) := u ∈ Ω x − u = dist(x; Ω) is the Euclidean projection of x onto Ω, and where 'cone' stands for the (nonconvex) conic hull of the set. When Ω is convex, (5.2) reduces to the normal cone of convex analysis, but it is often nonconvex otherwise.
Given further a set-valued mapping F : R n ⇒ R m with its domain and graph
locally closed around (x,ȳ) ∈ gph F , the coderivative of F at (x,ȳ) is generated by (5.2) as
When F : R n → R m is single-valued and continuously differentiable (C 1 -smooth) aroundx, we have
via the adjoint/transposed Jacobian matrix ∇F (x) * , whereȳ = F (x) is omitted.
standing for its domain and epigraph. The (first-order) subdifferential of φ atx ∈ dom φ is defined geometrically via the normal cone (5.2) by
while admitting equivalent analytic representations; see, e.g., [20, 25] . Note that N (x; Ω) = ∂δ(x; Ω) for anyx ∈ Ω, where δ(x; Ω) denotes the indicator function of Ω equal to 0 for x ∈ Ω and ∞ otherwise. Then given a subgradientv ∈ ∂φ(x) and following [20, 22] , we define the second-order subdifferential (or generalized Hessian) of φ atx relative tov by
via the coderivative (5.3) of the first-order subdifferential mapping x → ∂φ(x) from (5.4). If the function φ is C 2 -smooth aroundx, then we have the representation Theorem 5.1 Given F in (2.4) with C from (1.3) , denote G(x) := N (x; C) and suppose in addition to standing assumptions that g is C 1 -smooth around the reference points. Then for any (x, u) ∈ C × U and ω + g(x, u) ∈ G(x) we have the coderivative upper estimate
where w ∈ dom D * G(x, ω + g(x, u)), where I 0 (w) and I > (w) are taken from (5.5), and where γ j ∈ R for j ∈ I 0 (w), while γ j ≥ 0 for j ∈ I > (w). Furthermore, (5.6) holds as an equality and the domain dom D * G(x, ω + g(x, u)) can be computed by
provided that the generating vectors {x j * | j ∈ I(x)} of the polyhedron C are linearly independent.
Proof. Picking any w ∈ dom D * G(x, ω + g(x, u)) and z ∈ D * F (x, u, y)(w) and then denoting G(x, u) := G(x) and f (x, u) := −g(x, u), we deduce from [21, Theorem 1.62] that
Observe then the obvious composition representation
where the latter mapping has the surjective derivative. It follows from [21, Theorem 1.66] that 
Necessary Optimality Conditions for Discrete-Time Problems
Here we derive necessary optimality conditions for solutions to each problem (P m ), m ∈ IN , formulated in (4.1)-(4.4). It will be done by reducing each (P m ) to a nondynamic problem of nondifferentiable programming with functional and many geometric constraints, then employing necessary optimality conditions for the latter problem obtained in terms of generalized differential constructions of Section 5, and finally expressing the obtained conditions in terms of the given data of (P m ) by using calculus rules of generalized differentiation. In this way we arrive at the following necessary conditions, which will be further specified below by applying the second-order calculations presented in Section 5. subject to finitely many equality, inequality, and geometric constraints given by 
Note that the first line in (6.6) comes by applying the normal cone intersection formula from [20, Corollary 3.5] toz ∈ Ω i ∩ Ξ i for i = 0, . . . , 2 m − 1. It follows from the structure of the sets Ω i and Ξ i that the inclusions in (6.6) can be equivalently written as
with every other components of z * i equal to zero, where ψ Thus we obtain the following relationships which allow us to arrive at all the necessary optimality conditions claimed in the theorem. Indeed, observe first that (6.7) yields (6.2). Extending p m by p 0 m := x * 02 m ensures that (6.3) follows from (6.11). Then we deduce from (6.10), (6.12), and (6.13) that
, and
Substituting this into the left-hand side of (6.8) justifies the discrete-time adjoint inclusion (6.4). 
with ψ Proof. Using the necessary optimality conditions of Theorem 5.1, we can rewrite (6.4) as 
Optimality Conditions for the Controlled Sweeping Process
In this section we derive necessary optimality conditions for the local minimizer under consideration in the original problem (P ) by passing to the limit as m → ∞ in the necessary optimality conditions of Theorem 6.1 for the discrete-time problems (P m ). Furnishing the limiting procedure requires the usage of Theorem 4.2 and the tools of generalized differentiation reviewed in Section 5.
Theorem 7.1 Let (x(·),ū(·)) be a relaxed W 1,2 × L 2 -local minimizer of problem (P ) such thatū(·) is of bounded variation and admits a right continuous representative on [0, T ]. In addition to (H1) and (H2), assume that LICQ holds alongx(·) on [0, T ], that g(·, ·) is C 1 -smooth around (x(t),ū(t)) with the full rank of the matrices ∇ u g(x(t),ū(t)) on [0, T ], and that ϕ is locally Lipschitzian aroundx(T )
R n ) such that the following conditions are fulfilled:
(i) The primal-dual dynamic relationships:
where the functions
are well defined at t = T while being uniquely determined by the representation in (7.1);
where the right continuous representative of q(·), with the same notation, satisfies
for all t ∈ [0, T ] except at most a countable subset;
4)
which gives us the maximization condition
provided that the set U is convex. Furthermore, for a.e. t ∈ [0, T ] including t = T and for all j = 1, . . . , s we have the complementarity conditions
(ii) The transversality conditions at the right endpoint:
(iii) The measure nonatomicity condition: If t ∈ [0, T ) and x j * ,x(t) < c j for all j = 1, . . . , s, then there is a neighborhood V t of t in [0, T ] such that γ(V ) = 0 for all the Borel subsets V of V t .
(iv) Nontriviality conditions: It always holds that
Assuming in addition that x j * , x 0 < c j for all j = 1, . . . , s, we have the enhanced nontriviality
Proof. Given the local minimizer (x(·),ū(·)) for (P ), construct the discrete-time problems (P m ) for which optimal solutions (x m (·),ū m (·)) exist by Proposition 3.1 and converge to (x(·),ū(·)) in the sense of Theorem 4.2. We derive each of the claimed necessary conditions in (P ) by passing to the limit from those in Theorem 6.1. Let us split the derivation into several steps.
Step 1: Verifying the primal equation and complementarity condition. First we prove (7.1) together with the first complementarity condition in (7.6). Based on (6.5), define the functions
It is easy to see that
Using the strong convergence (
This implies that a subsequence of {θ y m (t)} converges, without relabeling, to zero a.e. on [0, T ]. Likewise
which tells us, again by using Theorem 4.2, that (7.12)
Furthermore, we get −ẋ(t) ∈ G(x(t)) − g(x(t),ū(t)) for a.e. t ∈ [0, T ] with the mapping G(·) = N (·; C), which is measurable by [25, Theorem 4.26] . The well-known measurable selection result (see, e.g., [25, Corollary 4.6] ) allows us to find nonnegative measurable functions η j (·) on [0, T ] for j = 1, . . . , s such that equation (7.1) holds. Combining (7.12) and (7.1) implies thaṫ . Then the first complementarity condition in (7.6) follows from (6.19) and (6.22).
Step 2: Continuous-time extensions of approximating dual elements. In the notation of Theorem 6.1, define q m (t) by extending p , and (7.14) The latter implies due to (7.14), (7.15) , and the index definitions in (5.5) thaṫ
for every t ∈ (t which tells us, in particular, that all the terms in (7.20) are uniformly bounded.
Step 3: Verifying the dual dynamic relationships and the maximization condition. By ( 
On the other hand, we get due to (7.20) that Proceeding further by induction, we get the inequalities 
and observe furthermore that
The latter ensures the boundedness of the first term on the right-hand side of (7.23) due to the boundedness of {p We see from (7.19 ) and (7.20) that the measure sequence {γ m } is bounded in C * ([0, T ]; R n ). Thus the weak * sequential compactness of bounded sets in this space allows us to find a measure γ ∈ C * ([0, T ]; R n ) such that {γ m } weak* converges to γ in C * ([0, T ]; R n ) along a subsequence. It follows from (7.18), (7.20) , and the uniform boundedness of q m (·) on [0, T ] that the sequence {p m (·)} is bounded in W 1,2 ([0, T ]; R n ) and thus weakly compact in this space. By Mazur's theorem we conclude that a sequence of convex combinations ofṗ m (·) converges to someṗ(·) ∈ W 1,2 ([0, T ]; R n ) a.e. pointwise on [0, T ]. This gives us (7.2) by passing to the limit along (7.18) as m → ∞ with the usage of (7.10) and (7.11) . Note also that and thus arrive at (7.3) by passing to the limit in (7.16). The second (dual) complementarity condition in (7.6) follows from (6.23) while arguing by contradiction with the usage of the established a.e. pointwise convergence of the functions involved therein.
To finish the proof of (i), it remains verifying the validity of the inclusion in (7.4) and the maximization condition (7.5) . Using the strong convergence of the discrete optimal solutions from Theorem 4.2, the convergence of (θ y m (t), θ u m (t)) → (0, 0) for a.e. t ∈ [0, T ] obtained above as well as the robustness of the normal cone (5.2), we arrive at (7.4) by passing the limit in (6.17) and in the inclusions ψ If U is convex, the maximization condition (7.5) follows directly from (7.4) due to the structure (1.4) of the normal cone to convex sets.
Step 4: Verifying transversality inclusions. It follows from (6.18) and representation (2.5) that Passing now to the limit therein as m → ∞ verifies both inclusions in (7.7).
Step 5: Verifying measure nonatomicity. Take t ∈ [0, T ] with x j * ,x(t) < c j for all j = 1, . . . , s and by continuity ofx(·) find a neighborhood V t of t such that x j * ,x(τ ) < c j whenever τ ∈ V t and j = 1, . . . , s. 
by the construction of γ m in (7.19) . Passing now to limit therein and taking into account the measure convergence established above, we get γ (V ) = 0, which justifies the claimed measure nonatomicity.
Step 6: Verifying nontriviality conditions. First we establish (7.8) Indeed, by q m (T ) = p m (T ) and the assumption above we get q m (T ) → 0 and thus deduce from (6.21) and (7.28) that 2. This shows that the violation of (7.8) implies the failure of (7.20), a contradiction.
To complete the proof of the theorem, it remains to verify the validity of the enhanced nontriviality condition (7.9) under the additional assumption made. Suppose on the contrary that (λ, p(T )) = 0 while x j * , x 0 < c j for all j = 1, . . . , s. It follows from the above arguments in the step, by using the complementarity conditions (6.21), thatṗ(t) = 0 for a.e. t ∈ [0, T ], which yields p(t) = p(T ) = 0 on [0, T ]. Then we get by (7.3) and (7.27) that
where A ⊂ [0, T ] is a countable set. Consider the two possible cases regarding (7.32):
• 0 / ∈ A, and thus q(0) = 0.
• 0 ∈ A. In this case the measure nonatomicity condition and the fact that A is at most countable allow us to find τ > 0, τ ∈ A, with (0,τ ] dγ(t) = 0, and thus q(0) = (τ,T ] dγ(t) = 0.
Hence we always have q(0) = 0 in (7.32) while showing in this way that the failure of (7.9) contradicts the validity of (7.8) established above. ✷
Numerical Examples
In this section we consider two examples illustrating some characteristic features and strength of the necessary optimality conditions for the sweeping control problem (P ) obtained in Theorem 7.1.
Prior to dealing with specific examples, let us present the following useful assertion, which is a consequence of the measure nonatomicity condition.
Proposition 8.1 Assume that x * ,x(τ ) < c j for all τ ∈ [t 1 , t 2 ] with t 1 , t 2 ∈ [0, T ) and some vector x * ∈ {x j * | j = 1, . . . , s}, and that the measure nonatomicity condition of Theorem 7.1 is satisfied with the measure γ. Then we have γ([t 1 , t 2 ]) = 0 and γ({τ }) = 0 whenever τ ∈ [t 1 , t 2 ], and so γ((t 1 , t 2 )) = γ([t 1 , t 2 )) = γ((t 1 , t 2 ]) = 0.
Proof. Pick any τ ∈ [t 1 , t 2 ] with x * 1 ,x(t) < c j and find by the measure nonatomicity condition a neighborhood V τ of τ in [0, T ] such that γ(V ) = 0 for all the Borel subsets V of V τ ; in particular, γ({τ }) = 0. dγ(τ ) = ψ(t) ∈ N [−1,1] 2 ū 1 u 2 (by (7.4) and (7.3));
(5) λ + p + q(0) > 0 (by (7.8)); (6)] η(t) = 0 for a.e. t ∈ [0, 1] withx 2 (t) > 0 and η(t) > 0 =⇒ q(t) 0 1 = 0 a.e. t ∈ [0, 1] (by (7.6)); (7) dγ {t |x2(t)>0} = 0 (by the measure nonatomicity condition).
To apply these conditions, consider first the case where x 0 2 > 1 in which the constraint is automatically satisfied for all the trajectories. Sincex 2 (1) > 0, we get η(1) = 0 from (6)). If λ = 0, then p ≡ 0 and the nontriviality condition (3) is violated. Thus we can suppose that λ = 1, and so p = −1 −1 . Condition (7) implies that dγ = 0 on the set in question; hence q ≡ p = −1 −1 ≡ ψ. This shows that ψ = −1 −1 .
Since ψ ∈ N [−1,1] 2 ū 1 u 2 , the optimal control isū(t) ≡ −1 −1 . It conforms that in this case we do not loose information with respect to the classical PMP.
Consider now the case where 0 < x 0 2 ≤ 1. Assuming that x 2 (1) > 0 yields η(1) = 0. Repeating the above arguments with the usage of (4) = 0 requires a longer discussion, which we omit here for the sake of brevity. This example was treated also in [3] , and the given discussion allows us to compare the two sets of necessary conditions obtained in [3] and in this paper. Actually most of them, including the adjoint equation and the transversality condition, are different. Those presented here deal only with reference trajectories where the control has bounded variation, but are more detailed and-at least in this exampleare more effective for the control u 2 while being more difficult to use for u 1 . This difference can be explained by the methods that are used to obtain the necessary conditions. Actually, the argument presented here takes into account the constraint at all the steps of the procedure. On the contrary, the method used in [3] is based on penalization, and so it does not see the hard constraint in the approximation steps. This explains why it behaves well with respect to u 1 that is not influenced by the constraint, while it is almost degenerate with respect to u 2 . . As a result, we arrive at a feasible solution giving the optimal value to the cost functionals:
satisfying all the assumptions above.
