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Summary
The main focus of this study is to investigate the climate vari-
ability in the North Atlantic region on timescales ranging from
centuries to millennia to better understand the origin and dynam-
ics of these ﬂuctuations. A focus is set on analyzing multidecadal
cold events and climate transitions from one climate state to an-
other. These climate events and shifts can have severe conse-
quences ranging from temperature anomalies, an expansion of
sea-ice cover, and social and economical impacts, e.g., ﬂoods and
decreasing crops. Although many studies deal with climate state
transitions, the trigger of these transitions often remains unclear.
Important factors that may cause or support these transitions are
the stability of the background climate, external forcings (e.g.,
orbital parameters), or internal forcings either by a natural source
or due to anthropogenic impact (e.g., sea-ice-atmosphere interac-
tions or the change of greenhouse gas concentrations). All these
factors could lead the climate system to a lower stability and
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further to switch to another climate state. The point where a
system does not longer react linearly to a slowly changing forcing
(e.g., orbital parameters) but undergoes an abrupt transition is
called bifurcation or tipping point. In the North Atlantic region,
where deep-water is formed that drives the conveyor belt of the
ocean circulation, a climate transition can lead to a shutdown of
the Atlantic Meridional Overturning Circulation (AMOC), which
transports warm and relatively salty water northwards to the po-
lar regions and relatively cold and fresh water southwards. At the
moment it is not fully understood which variables play a key role
as well as which regions react most sensitively prior to and during
a shift. Furthermore, several studies try to predict shifts by using
potential early-warning signals.
In this thesis the low-resolution Community Climate System Model
version 3 (CCSM3) is used to analyze feedbacks and mechanisms
that favor low-frequency variability. These are e.g., the inﬂu-
ence of parameters and of the background climate and potential
boundary conditions. In addition, the sensitivity of variables and
regions to state changes is analyzed as well as their potential role
in providing data for early-warning systems is tested.
The analysis of the multidecadal cold events during an orbitally
forced Holocene simulation suggests that atmospheric variabil-
ity above the North Atlantic (a persistent positive phase of the
NAO) possibly due to slowly changing orbital parameters can lead
to such multidecadal cold events during a warm climate state.
These events go along with a severe cooling and freshening of
large parts of the North Atlantic region and Nordic Seas as well
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as an expand in sea-ice cover. After the end of the persistent
positive phase of the NAO the climate switches back to its warm
state.
Furthermore, spatial analysis of early-warning signals was per-
formed for several variables prior to a climate transition in the
late Holocene during an orbitally forced model run. The results
show that autocorrelation, standard deviation, and skewness can
serve as potential early-warning signals especially in the north-
ern North Atlantic for the sea-surface salinity. The results were
tested for their sensitivity to analysis parameters and a signiﬁ-
cance test was performed to check for false positive alarms. For
the analysis parameters we found that for both, a too narrow or
too wide choice, long term trends can remain in the data set or
an over ﬁtting of the data can occur. Both would be followed by
falsiﬁed results in the early-warning signal analysis. If the sliding
window is too short the small number of data points in this win-
dow makes the calculation of early-warning signals less reliable. A
very long sliding window leads to a reliable result within this slid-
ing window, while a trend over time cannot be resolved anymore.
Approximately 6 % ﬁltering bandwidth and 50 % sliding window
size have been proven to be a good choice.
Sensitivity experiments were performed and analyzed to study the
inﬂuence of the orbital forcing and atmospheric CO2 concentra-
tion on the North Atlantic climate. Orbital parameters repre-
senting 130 ka and 9 ka before present as well as pre-industrial
conditions and atmospheric CO2 concentrations between 210 ppm
and 330 ppm were used. Eight of the nine model runs revealed a
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climate transition from a relatively warm climate state towards a
climate state with a weakened AMOC and an overall cooling. The
results suggest that the 130 ka climate has cold temperature win-
ter anomalies in large areas of the earth, especially in the North
Atlantic at around 35° N and in the Nordic Seas while the region
of the sub-polar gyre warms during the warm climate state. Even
with high atmospheric CO2 concentrations the climate switches to
a cold climate state without deep-water formation in the north-
ern North Atlantic and Nordic Seas. The surface temperature
changes are potentially triggered by the chosen orbital parameter
and a negative anomaly of the NAO. One 9 ka simulation and the
two pre-industrial simulations undergo a climate transition to the
same cold climate state but due to another mechanism. The sur-
face temperature anomaly in the sub-polar gyre is negative, the
sea-ice cover is extended and the chosen atmospheric CO2 con-
centrations are relatively low. Both mechanism lead to a change
in density stratiﬁcation of the water column and a change in deep-
water formation and the climate state transition.
To improve the knowledge about the origin and sequence on a
temporal and spatial scale a model can help to better understand
the mechanisms in observations. Identifying variables and regions
that should be observed to acquire reliable information about the
stability of the North Atlantic climate is a possible application of
the results of the analysis.
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Zusammenfassung
Der Schwerpunkt dieser Arbeit ist es die Klimavariabilität in der
Region des Nordatlantiks auf Zeitskalen von Jahrhunderten bis
Jahrtausenden zu erforschen und den Ursprung und die Dyna-
mik dieser Schwankungen besser zu verstehen. Insbesondere wer-
den multidekadische Kaltereignisse und Klimaübergänge von ei-
nem Klimazustand zu einem anderen analysiert. Diese Klimae-
vents und -verschiebungen können schwerwiegende Folgen haben,
die von Temperaturanomalien und einer Ausweitung des Meerei-
ses bis hin zu sozialen wie ökonomischen Einﬂüssen reichen, wie
z.B. Überﬂutungen und sinkende Ernteerträge. Auch wenn viele
Studien sich mit Klimazustandswechseln beschäftigen, so bleibt
der Auslöser dieser Wechsel oft unklar. Wichtige Faktoren, die
diese Wechsel auslösen oder fördern könnten, sind die Stabilität
des Hintergrundklimas, externer Antrieb (z.B. Orbitalparameter)
oder interner Antrieb entweder durch natürlichen Ursprung oder
anthropogenen Einﬂuss ausgelöst (z.B. Meereis-Atmosphären In-
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teraktion oder eine Veränderung von Treibhausgaskonzentratio-
nen). All diese Faktoren könnten das Klima zu einer niedrigeren
Stabilität und weiter zu einem Wechsel zu einem anderen Kli-
mazustand führen. Der Punkt, an dem das System nicht länger
linear auf einen sich langsam ändernden Antrieb (z.B. Orbital-
parameter) reagiert, sondern einen abrupten Wechsel durchläuft,
nennt man Bifurkations- oder Kipppunkt. In der nordatlantischen
Region, in der Tiefenwasser gebildet wird, das das globale Förder-
band der Ozeanzirkulation antreibt, kann ein Klimaübergang mit
einer Abschaltung der Atlantischen Meridionalen Umwälzzirkula-
tion (AMOC) einhergehen, die warmes und relativ salziges Wasser
nordwärts in die Polarregionen transportiert und relativ kaltes und
frisches Wasser Richtung Süden. Welche Variablen eine Hauptrolle
spielen und welche Regionen vor und während einer Klimaverschie-
bung empﬁndlich reagieren, ist noch nicht vollständig verstanden.
Weiterhin wird in vielen Studien versucht Verschiebungen vorher-
zusagen indem potentielle Frühwarnsignale genutzt werden.
In dieser Studie wird das niedrig aufgelöste Community Clima-
te System Model Version 3 (CCSM3) genutzt, um Feedbacks
und Mechanismen, die tieﬀrequente Variabilität fördern, zu ana-
lysieren. Diese sind z.B. der Einﬂuss von Parametern, des Hin-
tergrundzustandes und potentielle Randbedingungen. Zusätzlich
wurde analysiert wie empﬁndlich Variablen und Regionen sich be-
züglich Klimaveränderungen verhalten, sowie ihre potentielle Eig-
nung als Grundlage für Frühwarnsignale getestet.
Die Analyse der multidekadischen Kaltereignisse während einer
orbital getriebenen Holozänsimulation weisen darauf hin, dass at-
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mosphärische Variabilität über dem Nordatlantik (eine anhaltend
positive Phase der NAO), die möglicherweise durch sich ändern-
de Orbitalparameter entstand, zu dieser Klimavariabilität führen
kann. Diese Ereignisse gehen einher mit einem schwerwiegenden
Absinken der Temperatur und Verringerung des Salzgehaltes in
weiten Teilen der nordatlantischen Region und den Nordmeeren
sowie einer Ausdehnung der Meereisbedeckung. Nach dem Ende
der langen positiven Phase der NAO wechselt das Klima zurück
zum warmen Zustand.
Des Weiteren wurde eine räumliche Analyse von Frühwarnsigna-
len für verschiedene Variablen vor einem Klimazustandswechsel
im späten Holozän während eines orbital angetriebenen Modell-
laufes durchgeführt. Es wurde festgestellt, dass Autokorrelation,
Standardabweichung und Schiefe als potentielle Frühwarnsignale
dienen können, insbesondere im nördlichen Nordatlantik und für
den Salzgehalt des Oberﬂächenwassers. Die Ergebnisse wurden
bezüglich Sensitivität und Signiﬁkanz im Hinblick auf falschen
positiven Alarm getestet. Bezüglich der Analyseparameter wur-
de festgestellt, dass ein zu kurzes oder langes Filterfenster dazu
führen kann, dass Langzeittrends in der Zeitreihe zurückbleiben
oder eine Überanpassung der Daten stattﬁndet. Beides würde zu
verfälschten Ergebnissen der Frühwarnsignale führen. Wenn das
gleitende Analysefenster zu kurz ist, führt die geringe Anzahl der
Datenpunkte zu einem weniger verlässlichen Ergebnis innerhalb
dieses Fensters. Ein sehr langes Analysefenster kann hingegen eine
verlässlichen Berechnung innerhalb des Fensters nach sich ziehen,
jedoch ist der Trend über die Zeit (von Fenster zu Fenster) wo-
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möglich nicht mehr sichtbar. Eine Filterbreite von etwa 6 % und
ein Analysefenster von etwa 50 % hat sich als gute Wahl heraus-
gestellt.
Um den gemeinsamen Einﬂuss des orbitalen Antriebs und der at-
mosphärischen CO2 Konzentration zu untersuchen, wurden Sensi-
tivitätsexperimente durchgeführt und analysiert. Für diese wurden
Orbitalparameter gewählt, die 130 ka und 9 ka vor heute (BP)
sowie vorindustrielle Bedingungen darstellen, sowie atmosphäri-
sche CO2 Konzentrationen zwischen 210 ppm und 330 ppm. Die
Ergebnisse weisen darauf hin, dass das 130 ka Klima kalte Win-
tertemperaturanomalien in weiten Teilen der Erde, speziell in der
nordatlantischen Region bei ca. 35° N und den Nordpolarmeeren,
aufzeigt, während die Region des subpolaren Wirbels im ersten Zu-
stand eine warme Anomalie aufzeigt. Sogar mit hohen atmosphä-
rischen CO2 Konzentrationen wechselt das Klima zu einem kalten
Klimazustand ohne Tiefenwasserbildung im nördlichen Nordatlan-
tik und den Nordmeeren. Die Anomalie der Oberﬂächentempera-
tur wird potentiell durch die gewählten Orbitalparameter und eine
negative Anomalie des NAO angetrieben. Eine der 9 ka Simula-
tionen und beide vorindustrielle Simulationen durchlaufen einen
Klimawechsel hin zu dem gleichen kalten Klimazustand wie von
130 ka, jedoch aufgrund eines anderen Mechanismus. Die Anoma-
lie der Oberﬂächentemperatur im subpolaren Wirbel ist negativ,
die Meereisbedeckung weiter ausgedehnt und die gewählten at-
mosphärischen CO2 Konzentrationen relativ niedrig. Beide Me-
chanismen führen zu einer Anomalie der Dichteschichtung der
Wassersäule sowie zu einer Änderung der Tiefenkonvektion und
xii
schließlich zum Klimazustandswechsel.
Das im Modell gewonnene Wissen über den Ursprung und den
Ablauf von Klimaübergängen auf zeitlicher und räumlicher Ska-
la kann helfen diese Mechanismen auch in Beobachtungen bes-
ser zu verstehen. Außerdem ist eine mögliche Anwendung für die
Ergebnisse der vorgestellten Analyse Variablen und Regionen zu
identiﬁzieren, die beobachtet werden sollten, um verlässliche In-
formationen über die Stabilität des nordatlantischen Klimas zu
erhalten.
xiii

Contents
Summary v
Zusammenfassung ix
1 Introduction 1
1.1 Climate Variability and Transitions . . . . . . . 1
1.2 Objectives and Outline of this Thesis . . . . . . 12
2 Methods 19
2.1 Model Description and Experimental Setups . . 19
2.1.1 Description of the CCSM3 . . . . . . . 21
2.1.2 Experimental Setup . . . . . . . . . . . 25
2.2 Bifurcation and Stability Properties . . . . . . . 26
2.3 Early-warning Signals . . . . . . . . . . . . . . 30
2.3.1 Metric-based Early-warning Signals . . . 30
xv
CONTENTS
2.3.2 Model-based Indicators . . . . . . . . . 34
3 Abrupt Cold Events in the North Atlantic Ocean in
a Transient Holocene Simulation 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . 38
3.2 Model Description . . . . . . . . . . . . . . . . 42
3.3 Results . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 General State Description . . . . . . . . 43
3.3.2 Anomalies during Cold Events . . . . . . 47
3.3.3 Development prior to the Events . . . . 50
3.4 Discussion . . . . . . . . . . . . . . . . . . . . 51
3.4.1 SST Anomaly Pattern and Changes in Ocean
Circulation . . . . . . . . . . . . . . . . 54
3.4.2 Increase of Freshwater Transport . . . . 58
3.4.3 Quasi-decadal Oscillations . . . . . . . . 63
3.4.4 AMOC and Reduced Deep-water Formation 64
3.4.5 Link to Drift-ice Events . . . . . . . . . 68
3.5 Summary and Conclusions . . . . . . . . . . . . 68
4 Spatial Analysis of Early-warning Signals for a North
Atlantic Climate Transition in a coupled GCM 71
4.1 Introduction . . . . . . . . . . . . . . . . . . . 72
4.2 Methods . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 Model Description and Experimental Setup 75
4.2.2 Determining Early-warning Signals . . . 76
4.3 Results . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Warm Climate State, Transition and Cold
Climate State . . . . . . . . . . . . . . 77
xvi
CONTENTS
4.3.2 Early-warning Signals . . . . . . . . . . 81
4.3.3 Sensitivity Analysis and Signiﬁcance Test-
ing for Bandwidth and Sliding Window . 92
4.4 Discussion . . . . . . . . . . . . . . . . . . . . 94
4.4.1 Abrupt Climate Transition . . . . . . . . 96
4.4.2 Interpretation of Early-warning Signals . 102
4.5 Summary and Conclusions . . . . . . . . . . . . 106
5 Instability of the Atlantic Meridional Overturning
Circulation in Response to Orbital and Greenhouse
Gas Forcing 109
5.1 Introduction . . . . . . . . . . . . . . . . . . . 110
5.2 Model Description . . . . . . . . . . . . . . . . 113
5.3 Results . . . . . . . . . . . . . . . . . . . . . . 116
5.3.1 Climate States and Transition Phases . . 117
5.3.2 Anomalies between Model Simulations . 122
5.4 Discussion . . . . . . . . . . . . . . . . . . . . 128
5.5 Summary and Conclusions . . . . . . . . . . . . 138
6 Conclusions and Outlook 141
References 167
Appendices 169
A Supporting Information for Chapter 4 169
B Supporting Information for Chapter 5 173
Acknowledgments 179
xvii

List of Figures
1.1 Simpliﬁed scheme of the current system in the
North Atlantic resion . . . . . . . . . . . . . . 4
1.2 Internal ocean motions and feedbacks with atmo-
sphere and sea ice . . . . . . . . . . . . . . . . 8
2.1 Components of the CCSM3 . . . . . . . . . . . 22
2.2 Example for stability properties of a system . . . 31
3.1 Areas of investigation . . . . . . . . . . . . . . 40
3.2 Time series of SST, SSS, sea-ice concentration,
mixed-layer depth, and AMOC . . . . . . . . . 45
3.3 Sea-level pressure maps . . . . . . . . . . . . . 48
3.4 Zoom-in on event 1 . . . . . . . . . . . . . . . 52
3.5 Zoom-in on event 2 . . . . . . . . . . . . . . . 53
xix
LIST OF FIGURES
3.6 Diﬀerence maps for event 1 and event 2 . . . . 57
3.7 Freshwater ﬂux through CAA and DS during the
events . . . . . . . . . . . . . . . . . . . . . . 59
3.8 Leading principal component of the SLP and mixed-
layer depth during the events . . . . . . . . . . 62
3.9 SSS and ocean circulation and their diﬀerences 67
4.1 Time series of sea-ice concentration, mixed-layer
depth, SST, SSS, SSH, and AMOC . . . . . . . 79
4.2 Maps of SST, ice-edge, and SSS and their anoma-
lies . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3 Maps for Kendall's τ for α1, σ, and sk for sea-ice
concentration, SST, SSS, and SSH . . . . . . . 85
4.4 Maps for number of parameters with signiﬁcant
Kendall's τ . . . . . . . . . . . . . . . . . . . . 87
4.5 α1 for the NNA and the Nordic Seas . . . . . . 89
4.6 Same as Fig. 4.5 for σ and sk . . . . . . . . . 91
4.7 Sensitivity analysis for α1, σ, and sk for SST in
the NNA . . . . . . . . . . . . . . . . . . . . . 95
4.8 Same as in Fig. 4.7 but for SSS . . . . . . . . . 97
4.9 Signiﬁcance testing for SST in the NNA . . . . 98
4.10 Same as in Fig. 4.9 but for SSS . . . . . . . . . 99
5.1 Annual mean AMOC for the nine diﬀerent simu-
lations . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Annual mean SST, sea ice margin, and SSS for
warm and cold state and their anomalies for 130k210. 119
xx
LIST OF FIGURES
5.3 Maps of winter mixed-layer depth for 9k240 for the
warm state and anomaly compared to the other
simulations . . . . . . . . . . . . . . . . . . . . 121
5.4 Same as Fig. 5.3, but for the surface density . . 125
5.5 Same as Fig. 5.3, but for sea-level-pressure . . . 127
5.6 Same as Fig. 5.3, but for surface heat ﬂux . . . 131
5.7 Time series of winter surface heat ﬂux in the Nordic
Seas . . . . . . . . . . . . . . . . . . . . . . . 135
A.1 Anomaly maps for sea-level pressure, the barotropic
streamfunction, and the sea-surface salinity for the
decades prior to the transition. . . . . . . . . . 171
A.2 Potential analysis for SST in the NNA. . . . . . 172
xxi

List of Tables
2.1 Overview over the model simulations and control
parameters used in this study. . . . . . . . . . . 27
5.1 Values for obliquity and precession for the diﬀerent
experiments in this study . . . . . . . . . . . . 116
B.1 Annual averages of AMOC, SST, SSS, MLD, sea-
ice concentration, and surface heat ﬂux for the
warm and cold state . . . . . . . . . . . . . . . 175
B.2 Same as Table B.1 but for winter values (JFM) 177
xxiii

List of Abbreviations
α1 autocorrelation coeﬃcient
AR(1) autoregressive model of order 1
AMOC Atlantic Meridional Overturning Circulation
BIC Baﬃn Island Current
CA1 convection area 1
CAA Canadian Arctic Archipelago
CAM3 Community Atmosphere Model version 3
(atmosphere component of CCSM3)
CCSM3 Community Climate System Model version 3
CESM Community Earth System Model
CH4 methane
xxv
LIST OF ABBREVIATIONS
CLM Community Land Model (land component of
CCSM3)
CO2 carbon dioxide
CSIM5 Community Sea Ice Model version 5 (sea ice
component of CCSM3)
EGC East Greenland Current
GCM general circulation model
GSA Great Salinity Anomaly
HLRN North German Supercomputing Alliance
IC Irminger Current
IP25 Sea ice biomarker
IPCC Intergovernmental Panel on Climate Change
IS Irminger Sea
LC Labrador Current
LS Labrador Sea
NAC North Atlantic Current
NAO North Atlantic Oscillation
NNA northern North Atlantic
NO2 nitrogen dioxide
NS Nordic Seas
NWA North West Atlantic
PANGAEA data publisher for earth and environmental
xxvi
LIST OF ABBREVIATIONS
science
POP Parallel Ocean Program (ocean component of
CCSM3)
PSU Practical Salinity Units
RA1 research area 1
σ standard deviation
sk skewness
SSS sea-surface salinity
SST sea-surface temperature
THC thermohaline circulation
WGC West Greenland Current
xxvii

CHAPTER 1
Introduction
1.1 Climate Variability and Transitions
Variability on multidecadal to millennial time scales is perma-
nently present in the Earth's climate system e.g., in the North
Atlantic and Arctic region, as it can be seen in paleoceanographic
records (Bond , 1997, 2001; Thornalley et al., 2009; Hoogakker
et al., 2011). This variability can be driven by external forcing,
e.g., solar forcing (Jiang et al., 2005; Steinhilber et al., 2009; Gray
et al., 2010), internal variability, e.g., sea-ice-atmosphere interac-
tion or changes in the atmosphere by either natural reasons or
human inﬂuence (Hall and Stouﬀer , 2001; Li et al., 2010; Deser
et al., 2010; Hurrell et al., 2013) or can even be random (Kleppin
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et al., 2015). Since the exchange of heat and freshwater between
ocean and atmosphere varies not only on short time scales but
also on inter-annual and longer time scales (Siedler et al., 2013),
the ocean plays an active role in the development of regional
and global climate variability. The Labrador Sea and the Atlantic
Meridional Overturning Circulation (AMOC) possibly play a key
role in the development of centennial-to-millennial scale climate
oscillations in the Northern Hemisphere (e.g., Broecker and Den-
ton, 1989; Alley et al., 2003; Schulz et al., 2007). Several mod-
eling studies indicate that the AMOC has multiple modes and
reacts to changes in wind stress and surface buoyancy balance
(Stommel and Hall , 1961; Manabe and Stouﬀer , 1988; Stocker
and Wright, 1991). Reconstructions of the density proﬁle and
deep-water formation in the Labrador Sea during the Holocene
revealed millennial-scale oscillations after ca. 8 ka BP (Hillaire-
Marcel et al., 2001). A weakening of the deep-water formation in
the Labrador Sea and of the AMOC (e.g., due to freshwater input
by melting sea ice) could lead to a climate transition dominated
by a severe and abrupt cooling from one climate state to another.
During the new climate state not only polar and sub-polar regions
but even large parts of Europe and Northern America could cool by
several degrees Celsius (Jackson et al., 2015). Due to weakened
or ceased deep-water formation, not only the climate components
on small and large scale might be inﬂuenced by this transition, the
marine ecosystem could be aﬀected signiﬁcantly as well (Schmit-
tner , 2005). It is fundamental to understand the sensitivity of
the North Atlantic to perturbations and external forcings in the
2
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past and especially with regard to its future development. Dif-
ferent approaches using multiproxy paleoclimate reconstructions
and climate models are necessary to enlarge our knowledge and to
inform about potential impacts of anthropogenic climate change.
Furthermore, the analysis of potential early-warning signals would
help to obtain reliable predictions of climate mode transitions.
Climate Background State
One substantial factor to create climate variability in the North
Atlantic region is the ocean circulation. The global overturn-
ing circulation transports e.g., heat and salt and leads to an ex-
change between and formation of new water masses. A scheme
of the global overturning circulation is described in Kuhlbrodt
et al. (2007). The large scale circulation pattern consists of wind-
driven and thermohaline circulation (THC) driven by diﬀerences
in salinity and temperature (Marshall and Plumb, 2008). The
North Atlantic and Nordic Seas (located north of Iceland and
south of Svalbard) are important areas due to deep-water forma-
tion, ocean circulation, and heat-transport. Deep-water is formed
in the Labrador Sea (located in the northwest of the North At-
lantic between the Labrador Peninsula (Canada) and Greenland),
the Irminger Sea (marginal sea of the North Atlantic directly
south of Denmark Strait) and the Nordic Seas (Fig. 1.1). The
AMOC, a ﬁeld related to the THC, is deﬁned by a streamfunction
on the depth-latitude plane and includes wind-driven circulation
(Kuhlbrodt et al., 2007). The AMOC (and as part of it the North
Atlantic Current (NAC)) is an important component of the Earth's
3
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climate system and transports warm and salty water in the upper
ocean northwards from the Gulf of Mexico towards the Nordic
Seas and colder water in the deep layers southwards (Kuhlbrodt
et al., 2007). Changes in this circulation and in the deep-water
formation in the Labrador Sea have a profound impact
Figure 1.1: Simpliﬁed scheme of the current system in the North
Atlantic region and the Nordic Seas including the North Atlantic
Current (NAC), East Greenland Current (EGC), West Greenland
Current (WGC), Baﬃn Island Current (BIC), Labrador Current
(LC), and the Irminger Current (IC). Areas of deep-water forma-
tion are indicated by yellow circles: Labrador Sea (LS), Irminger
Sea (IS), and Nordic Seas (NS). The currents are represented as a
temporal mean over time without eddies resolved. Adapted from
Douarin et al. (2015) and Stein (2006).
4
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on the global climate system, as indicated by paleoclimate records
(e.g., Bond , 1997, 2001; Paul and Schulz , 2002; Hoogakker et al.,
2011).
In addition to the AMOC, the North Atlantic region and the
Nordic Seas are characterized by several main currents (Kuhlbrodt
et al., 2007, Fig. 1.1): The East-Greenland Current (EGC) along
the East Greenland shelf usually transports relatively cold and
fresh water from the Arctic southwards through Fram Strait (lo-
cated at ∼80 °N, between Northeast-Greenland and the Svalbard
archipelago) and Denmark Strait (located between Greenland and
Iceland). The West-Greenland Current (WGC) along the West
Greenland shelf (northward direction) transports cold polar wa-
ter transported from the EGC and warm Atlantic water from the
Irminger Current (IC). The Baﬃn Island Current (BIC; south-
ward direction), is fed by water from the WGC and water that
is transported through the Canadian Arctic Archipelago (CAA).
The Labrador Current (LC) along the coast of Labrador meets
the warm NAC at the Grand Banks southeast of Newfoundland.
The warm water that is transported northwards with the NAC,
takes turn and sinks down in certain areas, where deep-water
formation occurs (Fig. 1.1): Nordic Seas, Irminger Sea, and
Labrador Sea. This production of deep-water and the associated
density diﬀerences, as well as wind stress force the thermohaline
circulation. IC, EGC, LC, and NAC form the sub-polar gyre (SPG;
Fig. 1.1). If the SPG is strong, cold and fresh water is shifted
eastwards, while warm and relatively salty water can extend north
and west if the SPG is weak (Hátún et al., 2009). The sub-tropical
5
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gyre (STG) is located south of the SPG.
The ocean can interact and be forced by other components of
the climate system, especially by the atmosphere and sea ice
(Fig. 1.2). Sea ice can dampen or even inhibit the interaction
between atmosphere and ocean. Freshwater ﬂuxes (e.g., precip-
itation, evaporation, river runoﬀ, sea-ice formation and melting,
melting of glaciers) as well as surface air temperature (SAT), solar
irradiance, concentration of greenhouse gases or other atmosphere
constituents, sea-level pressure, and winds can have a direct or
indirect impact on the ocean system (Hartmann, 2015). The
North Atlantic Oscillation (NAO), which is the leading mode of
the variability in the atmosphere above the North Atlantic region
(e.g., Visbeck et al., 2003), plays one substantial role. Its dimen-
sionless index is calculated from the pressure diﬀerence between
the pressure system above the Azores (high) and Iceland (low).
The NAO is highly correlated with the sea-surface temperature
(SST) and the SAT in large areas of the North Atlantic region
(Hurrell and Deser , 2010). During periods of a positive NAO the
westerlies across the North Atlantic towards Europe intensify and
are shifted further north (Hurrell , 1995; Talley et al., 2011). Fur-
thermore, the ocean can also aﬀect sea ice and atmosphere e.g.,
by its temperature.
Possible Triggers, Feedbacks and Consequences of Past and
Possible Future Transitions
Climate transitions that might be accompanied by severe temper-
ature anomalies have been topic of multiple studies (e.g., Rahm-
6
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storf , 2002; Lenton et al., 2008; Drijfhout et al., 2015; Kleppin
et al., 2015). It is found that the background climate state af-
fected by a slowly changing external forcing is an important con-
tributor while approaching a climate transition (Scheﬀer et al.,
2001). This slowly changing external forcing (i.e., orbital param-
eter) can push the system towards a background climate with
lower stability (Ditlevsen and Johnsen, 2010).
Several possible triggers for multidecadal climate events and cli-
mate transitions exist. They can be purely random (Kleppin et al.,
2015), be driven by internal variability or external forcing. Exter-
nal forcing can be e.g., changes in the earth's orbit around the
sun and sunspots (Jiang et al., 2005; Steinhilber et al., 2009; Gray
et al., 2010). Internal variability e.g., changes in the atmosphere
(e.g., phase of the NAO) or sea ice-atmosphere interaction (Hall
and Stouﬀer , 2001; Wanner et al., 2008; Li et al., 2005, 2010;
Deser et al., 2010; Hurrell et al., 2013, ; Klus et al., subm.) by
either natural reasons or human inﬂuence (e.g., input of green-
house gases) can also trigger a climate transition. Depending
on the background climate state, important control parameters
(e.g., freshwater input, changes in wind stress, or greenhouse gas
concentration) possess the possibility to create an hysteresis e.g.,
for the AMOC, and lead to abrupt climate transitions if a certain
threshold is reached (Hu et al., 2012).
One possibility of freshwater input is due to the melting of the
Greenland ice-sheet which then disturbs the deep-water formation
in the North Atlantic and Nordic Seas. The process of melting
7
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Figure 1.2: Internal ocean motions and feedbacks
with the atmosphere and sea ice; adapted from https:
//www.ucar.edu/communications/CCSM/overview.html,
accessed on 24.01.2018.
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ice leading to climate transitions was already discussed by Bond
(2001). Due to the current global warming the possibility of
melting icebergs in the vulnerable regions of deep-water forma-
tion becomes more likely (Lenton et al., 2008). Another possible
trigger, a change in wind stress, could be induced by a random
change in NAO phase like discussed in Kleppin et al. (2015). A
change in the strength of the westerlies or an intensiﬁcation of
northern winds along Denmark Strait can lead to a change in
ocean circulation as well as deep-water formation. A strong and
a weak mode of the AMOC (associated with a strong or weak
deep-water formation) of approximately 17 and 10 Sv have been
described by Yoshimori et al. (2010). The authors described the
modes detected in a long-term simulation with the comprehensive
climate model CCSM3 (Collins et al., 2006a), but did not study
the stability and bifurcation properties systematically.
The consequences of a climate transition in the North Atlantic
region towards a cooler state e.g., due to freshwater input, can
be severe. Large areas in the North Atlantic and Nordic Sea can
freshen and cool, and drift ice as well as the sea-ice edge can
extent far south (Wanner et al., 1995; Bond , 2001; Massé et al.,
2008). A severe weakening of the AMOC can also be followed by
a signiﬁcant decline of plankton stocks, which could have a dras-
tic inﬂuence on ﬁsheries, agricultural crops, and therefore human
food supply (Rahmstorf , 1997; Keller et al., 2000; Link et al.,
2004; Schmittner , 2005; Brander , 2010).
After a climate transition the climate can maintain the new cli-
mate mode for timescales ranging from years to millennia (e.g.,
9
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Drijfhout et al., 2013; Kleppin et al., 2015, Klus et al., in review).
This is due to feedbacks between the components of the climate
system which can further support the development and mainte-
nance of a new climate state so it can persist for longer times.
Freshwater input in the Labrador Sea (e.g., caused by sea-ice
melting due to global warming) could lead to a freshening, stop
the deep-water formation and therefore weaken the AMOC. This
could cool large areas of the northern North Atlantic so sea ice
could expand and also cover the Labrador Sea and Nordic Seas.
This could stop the interaction between atmosphere and ocean in
this region, complicating a restart of deep-water formation.
Stability Properties, Multiple Climate States, Bifurcation
Points, and Early-warning Signals
Various parts of the Earth's system show the capability to shift
between multiple stable states (Scheﬀer et al., 1993, 2001; Al-
ley et al., 2003). While a stable system usually just varies in a
certain range around its mean state, it is more likely for the sys-
tem to undergo a mode transition, triggered by often even small
changes in parameters, the closer it gets to a critical threshold
(i.e., 'tipping point' Rahmstorf , 1995; Schulz and Paul , 2002;
Scheﬀer et al., 2009; Thompson and Sieber , 2011). Approach-
ing a critical threshold (or bifurcation point) can be caused by a
slowly changing external forcing e.g., orbital parameters, which
lead to a temporal trend towards a climate background which has
a lower stability. Hence, the system is more likely to switch to
a new climate state. This development can be described as the
10
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formation of an additional potential well (Ditlevsen and Johnsen,
2010). This new potential well corresponds to a second (or third,
...) mode of the (climate) system. These modes represent the
possible solutions of the diﬀerential equations that describe the
system (Khalil , 2002; Blanchard et al., 2006). In a certain range
of the parameters systems often consist of multiple possible states.
If a threshold (bifurcation) is reached the system does no longer
react slowly to slow changes in parameters, but 'jumps' to the
other mode / solution of the diﬀerential equation.
To enhance the knowledge of Holocene climate variability in the
North Atlantic region it is attempted to determine thresholds that
lead to decreased stability in the North Atlantic region. Further-
more, the possibility to predict an approaching bifurcation is a
topic of ongoing research. Several methods (early-warning sig-
nals) have been tested and further enhanced in the past (Lenton,
2011). One possibility is to check the surface temperature ﬁeld for
increasing temporal and spatial variability (Lenton et al., 2017).
Furthermore, by using potential analysis the number of modes of
the system that exist at a certain time can be identiﬁed (Liv-
ina et al., 2009). Detecting critical slowing down is another
method. Critical slowing down means that the system's recovery
time towards its equilibrium state after a disturbance increases
while approaching a bifurcation point (van Nes and Scheﬀer ,
2007). Therefore, properties (e.g., variance, lag-1 autocorrela-
tion) increase or decrease over time and can serve as potential
early-warning signals for upcoming transitions (e.g., Dakos et al.,
2008, 2012; Scheﬀer et al., 2009; Drake and Griﬀen, 2010). By
11
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now, a variety of diﬀerent ﬁelds of scientiﬁc applications have
successfully used early-warning signals (e.g., LeBaron, 1992; Liv-
ina and Lenton, 2007; Dakos et al., 2008; Scheﬀer et al., 2009;
Drake and Griﬀen, 2010; Veraart et al., 2012). A more detailed
description of bifurcation types and bifurcation points as well as
possible early-warning signals is given in section 2.2.
1.2 Objectives and Outline of this Thesis
The primary focus of this study is to improve the knowledge about
the triggers and sequence of climate transitions and multidecadal
cold events. Furthermore, the study aims to enlarge the knowl-
edge about the stability properties of the North Atlantic climate
and its variability as well as to provide possible early-warning sig-
nals for climate state transitions. Therefore, the behavior of cli-
mate variables and feedbacks in the North Atlantic realm is inves-
tigated to provide a better understanding of origin and sequence
of cold climate events and climate state transitions. Their oc-
currence may depend on the climate background, may be noise
driven, and could be preceded by early-warning signals. By an-
alyzing climate simulations with diﬀerent orbital conditions and
carbon dioxide values we want to answer the following scientiﬁc
questions:
 What happens during a persistent positive NAO phase that
leads to multidecadal cold events with weakened deep-water
formation in the North Atlantic region?
 Which variables and regions have to be chosen to get a
12
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reliable data set for a robust calculation of autocorrelation,
standard deviation, and skewness as early-warning signals?
 What impact does the choice of orbital parameters and at-
mospheric CO2 concentration have on the stability of the
North Altantic climate?
In this regard, the following hypotheses are tested in this study:
 Multidecadal climate events with a cooling of the ocean and
atmosphere as well as weakening of deep-water formation
can occur, if a strong pressure anomaly above the North
Atlantic is present.
 Autocorrelation, standard deviation, and skewness can serve
as early-warning signals prior to a climate transition from
a climate state with a relatively strong AMOC to another
one with a signiﬁcantly weakened deep-water formation and
weakened AMOC.
 Orbital conditions and atmospheric CO2 concentration can
lead to a diﬀerent climate background which inﬂuences the
stability of the system and therefore the potential to un-
dergo a climate transition.
Outline of following Chapters
Chapter 2 provides information about the climate model used for
the simulations, the experimental setup and a detailed description
about bifurcation analysis and early-warning signals. Chapter 3
13
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through chapter 5 of this thesis represent individual manuscripts.
Chapter 3: Abrupt Cold Events in the North Atlantic Realm in a
Transient Holocene Simulation, A. Klus, M. Prange, L.B. Trem-
blay, V. Varma, M. Schulz; Climate of the Past, in review
This study deals with two multidecadal cold events found in a
transient model experiment using the Community Climate Sys-
tem Model version 3 (CCSM3) performed under Holocene orbital
forcing conditions. Both are accompanied by a cooling and fresh-
ening of the northern North Atlantic and the northern Nordic
Seas, a weakening of the deep-water formation and an increase in
sea-ice cover from south of Greenland and the Canadian coastline
to the Iceland basin and also south of it (15-30° E, 50-60° N).
The events were caused by a change in sea-level pressure (i.e.,
both in the pattern and intensity) resulting in stronger and north-
ward shifted westerlies especially during wintertime and a change
in ocean circulation. Our results of an orbitally forced simulation
in line with other model studies and observations suggest that
orbital forcing and the related atmospheric variability can induce
severe and abrupt cold events in the northern North Atlantic and
the Nordic Seas without additional forcing.
Chapter 4: Spatial Analysis of Early-warning Signals for a North
Atlantic Climate Transition in a coupled
GCM, A. Klus, M. Prange, V. Varma, M. Schulz; Climate Dy-
namics, in review
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This study focuses on the potential of the North Atlantic climate
system to switch from one stable climate state to another under
Holocene conditions. Changes over time can push the system
closer to a bifurcation point and therefore lead to a sudden and
drastic climate state transition. Using an orbitally forced tran-
sient Holocene simulation performed with the CCSM3 the impact
of the background climate on the transition as well as possible
early-warning signals are investigated. It is found that an increase
in the autocorrelation at lag-1, standard deviation, and skewness
for especially sea-surface salinity in the northern North Atlantic
are reliable early-warning signals while approaching a critical tran-
sition. Other variables and areas do not show a clear signal. Nev-
ertheless, performing the calculation of potential early-warning
signals one has to be cautious, since it does not only depend
on the choice of variable and region, but also several parameters
(e.g., sliding window and ﬁltering bandwidth). Furthermore, the
background climate seems to play a key role since the climate shift
happens during mid to late Holocene when persistent cooling is
already at an advanced state.
Chapter 5: Instability of the Atlantic Meridional Overturning
Circulation in Response to Orbital and Green-
house Gas Forcing, A. Klus, M. Prange, M. Schulz; in preparation
for submission to Journal of Climate
In this chapter the sensitivity of the North Atlantic climate system
to atmospheric CO2 concentration and the orbital conditions is ex-
15
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amined using the CCSM3. Nine diﬀerent simulations are started
from the same 9 ka BP climate state. Five of them have or-
bital conditions representing 130 ka BP with 210, 240, 270, 300,
and 330 ppm CO2 concentration in the atmosphere. Two use
orbital conditions representing 9 ka BP, and two representing pre-
industrial orbital conditions, each with one simulation with 210
and 240 ppm atmospheric CO2 concentration. Eight of the simu-
lations reveal a climate transition with a weakening of the AMOC
and an overall cooling in the North Atlantic region and Nordic
Seas. The results show that diﬀerent mechanisms are present
prior to the climate transitions. While the 130 ka simulations ex-
perience a warming and increase in salinity in the North Atlantic
deep-convection area as well as a negative NAO anomaly (asso-
ciated with weakened westerlies), the pre-industrial simulations
and one 9 ka simulation show a cooling, freshening, and increase
in sea-ice concentration in the same region. Both, the warming
and increase of salinity and the cooling and freshening can lead to
changes in the stratiﬁcation of the water column in the sensible
area of deep-water formation. Furthermore, weakened westerlies
or an increase in sea-ice concentration lead to a decrease in wind
stress. Although the mechanisms are diﬀerent, all eight simula-
tions show a decrease of surface heat ﬂux in the northern North
Atlantic, where deep-convection occurs. As a consequence the
North Atlantic climate switches to a cold state with an overall
cooling, freshening, and large extent of sea-ice cover.
The dissertation provides a summary and an outlook for possi-
16
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ble further investigations and perspectives in chapter 6.
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Methods
2.1 Model Description and Experimental
Setups
In this study a General Circulation Model (GCM) is used to study
the feedbacks and mechanisms that lead to and interact during
climate state transitions or multidecadal cold events in the North
Atlantic. Climate models can be of diﬀerent complexity and try
to represent the Earth's climate system or just components of
it. A good assessment of future climate is of high interest for
society and politics. Therefore, climate models are an important
resource to obtain reliable projections of future climate. But to
be able to predict the future we ﬁrst have to understand the past
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and the physics and feedbacks behind several scenarios. For this
purpose, observations (e.g., proxy records) of the past climate
are used to evaluate and improve climate models. In the 1960s
simple energy balance models were developed, while there were
no eﬃcient computers available for climate research at that time.
They did not describe the complete atmosphere but just changes
in radiation balance. Over time several diﬀerent types of mod-
els have been developed: box models, weather prediction models
and climate models of diﬀerent complexity. Several additional
components and processes have been added and since the calcu-
lating capacity of computers increased, longer simulations with
more complex models could be performed. Some models just
contain the ocean or atmosphere component, others are partly
or fully coupled. Nowadays, besides simple climate models (e.g.,
Harvey et al., 1997) and models of intermediate complexity (e.g.,
Claussen et al., 2002), complex models, which represent the cli-
mate scenarios in a more detailed frame with a higher degree of
complexity are used (e.g., Community Climate System Model ver-
sion 3 (CCSM3); Collins et al., 2006a). Besides the complexity
other properties of climate models diﬀer as well: higher or lower
resolution, embedded grids, triangular or rectangular style or a
grid that changes its resolution over time (e.g., Hack et al., 2006;
Behrens, 2008). Furthermore regional models exist, since global
models often cannot answer questions on small scales as for spe-
ciﬁc states or regions (e.g., Jacob and Podzun, 1997). Therefore
just the speciﬁc area of interest e.g., just the Arctic, is zoomed
into. These regional models, that often depend on the input of a
20
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global model for the marginal conditions, give the possibility of a
higher resolution without increasing the computational costs.
Since climate models are based on mathematical equations that
describe physical processes, they can be used to analyze and bet-
ter understand the processes of the climate system and possible
scenarios, since the change of several variables e.g., temperature
or pressure, are calculated during each time step on a (three-
dimensional) grid. Besides the advantages of models and es-
pecially GCMs they also have some disadvantages. Models are
simpliﬁed representations of reality and can therefore not de-
scribe the entire complexity of the climate system with all its
components completely (e.g., atmosphere, ocean, land surface,
biosphere, cryosphere). Still they can give a good insight into
mechanisms. Furthermore, their computational costs are very
high, especially if long model simulations with high resolution are
performed in paleoclimatic research.
2.1.1 Description of the CCSM3
The model used in this study is the Community Climate Sys-
tem Model version 3 (CCSM3; http://www.cesm.ucar.edu/
models/ccsm3.0/, 13.02.2018.) which has been further devel-
oped and is now named Climate Earth System Model (CESM).
It is a state-of-the-art fully coupled GCM and contains of a cou-
pler and four climate components (Collins et al., 2006a, and see
Fig. 2.1): the Community Atmosphere Model version 3 (CAM3;
Collins et al., 2006b) represents the atmospheric component, the
ocean component is described by the Parallel Ocean Program
21
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(POP; Smith and Gent, 2004), the sea ice component by the
Community Sea Ice Model version 5 (CSIM5; Briegleb et al.,
2004) and the land component is represented in the Community
Land Model (CLM; Oleson et al., 2004; Dickson et al., 2007a).
There are several resolutions available for the CCSM3. In this
study we used the conﬁguration T31 / gx3v5, which means that
a 3.75° transform grid is used for the atmosphere and land with
26 vertical layers in the atmosphere (Yeager et al., 2006), and
a nominal resolution of 3° for ocean and sea ice and 25 vertical
layers in the ocean. This low-resolution CCSM3 creates a more
stable climate than the higher resolution e.g., decreasing the drift
of ocean temperature, and therefore making it more useful for
long simulations in climate studies (Yeager et al., 2006).
Figure 2.1: The CCSM3 represents the climate system with four
components connected by a coupler. Adapted from http://
www.cesm.ucar.edu/models/ccsm3.0/cpl6/framework.gif,
13.02.2018.
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This study focuses on dynamics in and above the North Atlantic
and Nordic Seas, therefore some important dynamics and physical
mechanisms of ocean, atmosphere, and sea ice in these regions
and how they are represented in the low-resolution CCSM3 are
explained in the following.
Atmospheric Component (CAM3):
The atmospheric component CAM3 describes the dynamics and
properties of the atmosphere, e.g., temperature, pressure, clouds,
freshwater ﬂuxes as precipitation, and atmospheric constituents.
An important structure in the atmosphere in the North Atlantic
region used later in this study is the North Atlantic Oscillation
(NAO) and the associated westerlies. As shown in Hurrell et al.
(2006) the NAO in CCSM3 features a larger amplitude as usu-
ally in reality and the simulated Icelandic low is too deep and it
extends too far to the east, but still is represented relatively well
in the CCSM3. For a detailed description of the physics of the
atmospheric component see Collins et al. (2004).
Sea Ice Component (CSIM5):
The extent, thickness, velocity, formation and melting as well as
other properties of sea ice are contained in the sea ice component
CSIM5. Atmosphere and sea ice interact with shortwave and
longwave ﬂuxes, freshwater ﬂuxes, heat ﬂuxes, stress and other
variables. Melting (formation of non-frazil) sea ice decreases (in-
creases) the salinity of the surrounding ocean via a positive (neg-
ative) freshwater ﬂux. A detailed description of the equations for
23
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the sea ice component is given e.g., in Briegleb et al. (2004).
Ocean Component (POP):
Water properties e.g., temperature, salinity, sea-surface height
and velocity as well as the dynamics of the ocean (e.g., heat
ﬂuxes and circulation) are contained in the ocean component
POP. The low-resolution ocean component of the CCSM3 has
deep-water formation present in small areas of the Labrador and
Nordic Seas (Yeager et al., 2006). In contrast to the previous
conﬁguration, the revised grid allows an opening of the Northwest
Passage (which is located between Baﬃn Bay and the Beaufort
Sea) in a realistic way. The strength of the AMOC, which is kept
for several hundred model years, is within the uncertainty of mea-
surements.
Land Component (CLM):
The land component estimates e.g., temperature, humidity, heat
and radiation ﬂuxes, river ﬂow, and CO2 ﬂuxes, and it includes a
dynamic vegetation model (Oleson et al., 2010).
Coupler (CPL):
The exchange between the components is done using a coupler.
The atmospheric component CAM3 is used as coupled mode in
this study but can also be used as stand-alone mode. Using the
coupled version the interactions between atmosphere and ocean,
sea ice, and land can be studied on diﬀerent time-scales. The
coupling of atmosphere and sea ice is done hourly, the coupling
24
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of atmosphere and ocean once per day (Yeager et al., 2006).
2.1.2 Experimental Setup
All model runs (see Table 2.1) have been performed on the com-
puters of the North German Supercomputing Alliance (HLRN2)
in Hanover. A pre-industrial equilibrium simulation (Merkel et al.,
2010) was further integrated with orbital conditions representing
9000 BP (before present) for 400 years (Varma et al., 2016).
From this all simulations used in this study were started. For
aerosol and ozone distribution the pre-industrial values were used
and changes in the solar irradiance as well as in the continental
ice-sheets were neglected.
For the ﬁrst and second study (Chapter 3 and 4) a transient
non-accelerated simulation was performed until the year 2000 BP
(Chapter 3; Varma et al., 2016) and then, further until 240 BP
(Chapter 4). During this simulation the greenhouse gas concen-
trations were kept constant at pre-industrial level (CH4 = 760
ppbv, CO2 = 280 ppm, NO2 = 270 ppbv; Braconnot et al., 2007).
The only forcing were the changing orbital parameters.
In the simulations for the third study (Chapter 4; see CO2 runs
in Table 2.1) the carbon dioxide (CO2) concentration and or-
bital forcing conditions were diﬀerent for the nine diﬀerent non-
accelerated experiments, but kept constant over time. All other
parameters were as described for the ﬁrst and second study. The
700 year long simulations had orbital parameters representing
130000 BP (ﬁve simulations), 9000 BP (2 simulations), and pre-
industrial conditions (2 simulations) with CO2 concentrations be-
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tween 210 and 330 ppm.
2.2 Bifurcation and Stability Properties
A bifurcation is a qualitative or topological change of a non-linear
system. Usually the name bifurcation (ﬁrst introduced by Henri
Poincaré in 1885) is used to describe the study of a dynamical
system that undergoes a sudden qualitative or topological change
in its behavior when a parameter is changed over a small range
(Khalil , 2002; Blanchard et al., 2006). Bifurcations can occur
in discrete or continuous systems, either described by ordinary,
partial or delay diﬀerential equations). These diﬀerential equa-
tions can have several equilibria (constant solutions of the diﬀer-
ential equation), which show diﬀerent local (stability) properties.
There exist diﬀerent types of bifurcations which can be divided
into 'local' and 'global' bifurcations. During global bifurcations
the dynamic does not only change in a small neighborhood of
the bifurcation point but changes occur in particular parts of the
phase space (space in which all possible states of a system are
represented; Plaschko and Brod , 1995). Global bifurcations can
occur if e.g., a limit cycle (an isolated periodic solution of an au-
tonomous diﬀerential equation system and one saddle point (ho-
moclinic bifurcation) or two or more saddle points (heteropclinic
bifurcation) collide (Plaschko and Brod , 1995; Kuznetsov , 2004).
In this study global bifurcations are not studied systematically.
Local Bifurcations
A dynamical system can be described by a function dxdt = f(x)
26
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which describes the temporal derivative of the state variable x
and can also depend on certain parameters (Kuznetsov , 2004). If
a parameter change leads to changes in the stability of an equilib-
rium solution, a local bifurcation occurs. The small change in the
bifurcation parameter p can push the parameter over a threshold
and a state shift occurs. For a one-dimensional system one can
create a hysteresis diagram (see equilibrium curve on the bot-
tom plane of Fig. 2.2). The white circles are called bifurcation
points or ﬁxed points. The part inbetween is unstable (Ditlevsen
and Johnsen, 2010) and can be determined by calculating the
ﬁxed points it is surrounded by. Calculating these ﬁxed points
is done by eigenvalue and eigenvector analysis (Kuznetsov , 2004;
Plaschko and Brod , 1995). For this, the diﬀerential equation of
the system can be linearized at the equilibrium since the temporal
derivative of the deviation from the equilibrium solution of the
system (δxi) becomes zero. One gets
d(δxi)
dt
= Jijδxj + σηi,
for each δxi, i = 1, ..., N , N ∈ N, with Jij the Jacobian Ma-
trix. The temporal evolution of the state variable x is therefore
dominated by the eigenvalues (which are the ﬁxed points) and
the eigenvector, respectively. Local bifurcation types are saddle-
node (or fold) bifurcation, transcritical bifurcation, pitchfork bi-
furcation, period-doubling (ﬂip) bifurcation, and Hopf bifurcation.
They are diﬀerentiated by the form of their underlying diﬀeren-
tial equation (e.g., dxdt = px − x2 for a saddle-node bifurcation;
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Plaschko and Brod , 1995) and their associated ﬁx points describ-
ing the bifurcation points (e.g., x1,2 =
√
p for a saddle-node
bifurcation; Plaschko and Brod , 1995).
The evolution of an element of the climate system can (simpliﬁed)
be described by a diﬀerential equations as described above. Using
these type of equation and sensitivity experiments some climate
elements have been found to persist a possible bifurcation, e.g.,
the AMOC volume ﬂux, the Greenland ice sheet, or the Indian
summer monsoon (Lenton et al., 2008). These climate elements
have potential local bifurcations with at least one trigger and can
therefore be pushed across the bifurcation point by changes in
these parameters over time or by noise.
An example for a saddle-node bifurcation is given in Ashwin et al.
(2012). They use the global energy balance model
c
dT
dt
= Rin −Rout,
with the surface temperature T of an ocean and the incoming and
outgoing solar radiation Rin and Rout. Among other parameters,
the global energy balance model depends on the parameter µ,
which is a coeﬃcient in the formula of Rin. Changing µ leads
to changes in the solar irradiance or in the planetary orbit. If the
system is at equilibrium µ equals 1. If µ is larger than a critical
value 0 < µc < 1 the system has two temperature equilibria T+
(stable) and T− (unstable). The point where the two solutions
T+ and T− merge and disappear is a saddle-node bifurcation. A
saddle-node bifurcation is also associated with the switch of the
AMOC to a weaker state (Dijkstra and Weijer , 2005). The typical
29
CHAPTER 2. METHODS
bifurcation diagram of a saddle-node bifurcation is shown on the
bottom plan in Figure 2.2. Within a certain range of conditions
(or of the parameter) the system has several equilibria.
2.3 Early-warning Signals
Several methods exist to calculate potential early-warning signals
to predict the possibility of an approaching bifurcation. Early-
warning signals can be metric- or model-based (Dakos et al.,
2012). If changes in the statistical properties of the data set
over time are generated by the system without trying to ﬁt the
data to a particular model structure the early-warning signal is
metric-based. If changes in the data set are quantiﬁed by ﬁtting
the time series to a model it is model-based.
2.3.1 Metric-based Early-warning Signals
Close to a bifurcation point often so-called critical slowing down
occurs (Scheﬀer et al., 2009). The dominant eigenvalue of the
system describes the rate of change and tends toward zero close
to a (fold) bifurcation point. This means the system needs longer
recovery times after a (small) perturbation given the current con-
ditions of the systems background state (Fig. 2.2). Therefore
the recovery rate can be used as potential early-warning signal. A
simple example of how and why critical slowing down occurs prior
to a bifurcation point is given in Scheﬀer et al. (2009). Since the
systematical testing and monitoring of the recovery rate can be
impractical, often other properties are monitored. Due to criti-
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cal slowing down several mathematical properties of the data set
might change (Scheﬀer et al., 2009) e.g., autocorrelation, vari-
ance and/or the asymmetry in the data set might increase.
To calculate potential early-warning signals the data set has to be
detrended ﬁrst (e.g., linear or Gaussian ﬁltering) in order to ﬁlter
out long-term trends and to reach a steady state, since a trend
can cause artiﬁcial signs of an approaching mode shift (Dakos
et al., 2008, 2012). To eliminate the long-term trend without
over ﬁtting the data one needs to be cautious with the choice
of bandwidth. In the following, the standard deviation, skewness
and autocorrelation are estimated within each sliding window.
Autocorrelation, standard deviation, and skewness: Since
the recovery rate of the system is longer, the state of the system
becomes more like its previous state over time (Scheﬀer et al.,
2009). Therefore the autocorrelation at lag-1 is a simple way
to measure the increased 'memory' of the system. To calculate
the autocorrelation at lag-1 an autoregressive model of order 1
(AR(1) model) is used (Dakos et al., 2012). The AR(1) model
of xi+1 = αixi + i with the autocorrelation coeﬃcient αi and
the Gaussian white noise i is ﬁtted to the data points (Held and
Kleinen, 2004).
Furthermore, the standard deviation σ (e.g., Guttal and Jayaprakash,
2008) and the skewness sk, which is the standardized third mo-
ment around the mean µ of a variable x, (e.g., Guttal and Jayaprakash,
2008) can be used as potential early-warning signals. While α1
and σ have to increase prior to a bifurcation point to serve as
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an early-warning signal, sk may increase or decrease prior to a
mode transition as the new state can be smaller or larger than
the present one.
Low-order dynamical system can describe complex dynamics of
(climate) systems including approaching bifurcation points and
autocorrelation, variance or standard deviation usually increase
close to a bifurcation point. The eigenvalue of Jij , which be-
comes zero real valued close to a bifurcation point, should de-
termine the eigenvector that gives the most unstable direction
and therefore dominates the behavior of the system. Because of
this, the system can be described by a single variable x. Further
explanations are given in Ditlevsen and Johnsen (2010). If the
dominant eigenvector is not the one pointing into the direction of
destabilization no early-warning signal will appear (Boerlijst et al.,
2013).
Other metric-based early-warning signals are e.g., conditional het-
eroscedacity (time spans with large/small variance likely follow
time spans with large/small variance) and a BDS test (nonlinear
serial dependence in a data set) (Dakos et al., 2012).
It is very important to know the signiﬁcance of the calculated
indicators (autocorrelation at lag-1, σ, and sk). Therefore, signif-
icance testing is used. In our study we used Kendall's τ (Mann,
1945) to verify the signiﬁcance of the trends. Values of τ close
to ±1 indicate a signiﬁcant trend while values close to 0 indicate
a trend that is not signiﬁcant.
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2.3.2 Model-based Indicators
In contrast to the above mentioned metric-based indicators model-
based indicators measure variations in the data set by ﬁtting the
data to a model based on the structure of the following equation
(Dakos et al., 2012):
dx = f(x, θ)dt+ g(x, θ)dW.
Here, the deterministic part of the system is given by f(x, θ).
g(x, θ)dW identiﬁes how the stochastic characteristics interact
with x, and dW describes a white noise process. By changing the
parameters (θ) slowly, the system can approach a threshold and
therefore may undergo a state transition.
Model-based indicators are e.g., nonparametric drift-diﬀusion-jump
models (Carpenter and Brock , 2011; Dakos et al., 2012), time-
varying AR(p) models (Ives et al., 2003; Ives and Dakos, 2012;
Dakos et al., 2012), threshold AR(p) models (Scheﬀer et al.,
2009; Ives and Dakos, 2012), and potential analysis(Livina et al.,
2009; Dakos et al., 2012). The potential analysis is used by other
studies, that are cited by this thesis. Therefore, a short overview
is given.
Potential analysis: Potential analysis is not a direct early-warning
signal since ﬂickering data sets also show several alternative state
changes (Dakos et al., 2012). It is assumed that a stochastic
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potential equation of the form
dx = −dU
dx
dt+ ΦdW
can approximate the climate system as a nonlinear dynamical sys-
tem (Livina et al., 2009). The white noise of unit variance and
intensity Φ is dW and dUdx is a polynomial of the form U(x) =∑L
i=1 aix
i describing the potential (see Figs. 1-2 in Livina et al.
(2009) and upper part in Fig. 2.2). The polynomial is of even
order L and aL is positive. The number of potential states is then
calculated by the order of the best-ﬁt polynomial.
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Abrupt Cold Events in the North Atlantic
Ocean in a Transient Holocene Simulation
Andrea Klus, Matthias Prange, Vidya Varma, L. Bruno
Tremblay, Michael Schulz
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Abstract
Abrupt cold events have been detected in numerous North At-
lantic climate records from the Holocene. Several mechanisms
have been discussed as possible triggers for these climate shifts
persisting decades to centuries. Here, we describe two abrupt cold
events that occurred during an orbitally forced transient Holocene
simulation using the Community Climate System Model version
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3. Both events occurred during the late Holocene (4305-4267
BP and 3046-3018 BP, respectively). They were characterized
by substantial surface cooling (-2.3 and -1.8 °C, respectively) and
freshening (-0.6 and -0.5 PSU, respectively) as well as severe sea
ice advance east of Newfoundland and south of Greenland, reach-
ing as far as the Iceland Basin in the northeastern Atlantic at the
climaxes of the cold events. Convection and deep-water formation
in the northwestern Atlantic collapsed during the events, while the
Atlantic meridional overturning circulation was not substantially
aﬀected (weakening by only about 10 % and 5%, respectively).
The events were triggered by prolonged phases of a positive North
Atlantic Oscillation that caused substantial changes in the sub-
polar ocean circulation and associated freshwater transports, re-
sulting in a weakening of the sub-polar gyre. Our results suggest
a possible mechanism by which abrupt cold events in the North
Atlantic region may be triggered by internal climate variability
without the need of an external (e.g. solar or volcanic) forcing.
3.1 Introduction
Holocene climate variability in the North Atlantic at diﬀerent time
scales has been discussed extensively during the past decades
(e.g. O'Brien et al., 1995; Bond , 1997, 2001; Hall and Stouf-
fer , 2001; Wanner et al., 2001, 2011; Schulz and Paul , 2002;
Hall et al., 2004; Drijfhout et al., 2013; Kleppin et al., 2015).
North Atlantic cold events can be accompanied by sea-ice drift
from the Nordic Seas and the Labrador Sea towards the Iceland
Basin as well as by changes in the Atlantic Meridional Overturning
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Circulation (AMOC). The sea-ice proxy IP25 (Belt et al., 2007)
and diatom-based sea-surface temperature (SST) reconstructions
from a sediment core north of Iceland show evidence for abrupt sea
ice and climate changes (Massé et al., 2008). During the Little Ice
Age (1300-1850 AD) several cold intervals at multidecadal time
scale have been identiﬁed in Northern Hemispheric SST records
(Crowley , 2000), associated with the Dalton (1790-1820 AD) and
the Late Maunder minima (1675-1715 AD). Wanner et al. (1995)
showed that the Late Maunder Minimum has been a relatively
cool and dry period of approximately 40 years with a larger-than-
normal sea-ice extent. However, not all North Atlantic cold phases
during the Holocene are related to external forcing. For instance,
Camenisch et al. (2016) report that the 1430s has been one of
the coldest decades during the last millennium in north-western
and central Europe with a stronger-than-usual seasonal cycle in
temperature neither related to anomalous solar nor volcanic ac-
tivity.
Several mechanisms for the development of abrupt cold events
in the North Atlantic have been discussed (e.g., Crowley , 2000;
Alley and Ágústsdóttir , 2005). These include anomalous input
of freshwater (Rahmstorf , 1996; Hawkins et al., 2011), volcanic
activity (Sigl et al., 2015), solar forcing (Jiang et al., 2005; Stein-
hilber et al., 2009; Gray et al., 2010) or a combination of these
factors (Jongma et al., 2007; Buntgen et al., 2011).
Other causes for abrupt events that have been considered are
associated with internal atmosphere-ocean variability (Hall and
Stouﬀer , 2001), sea-ice transport (Wanner et al., 2008, and refer-
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NWA
NS
IB
IS
Figure 3.1: Areas of investigation: northwest Atlantic (NWA)
in green, Irminger Sea (IS) in coral, Iceland Basin (IB) in purple,
and Nordic Seas (NS) in blue.
ences therein) and sea ice-atmosphere interactions (Lehner et al.,
2013; Li et al., 2005, 2010). An expansion of sea ice could trigger
a sudden and extensive change in air temperature by switching oﬀ
the heat exchange between ocean and atmosphere (Kleppin et al.,
2015). Furthermore, an abrupt climate shift can be forced by a
'Great Salinity Anomaly' (GSA) - a term coined by Dickson et al.
(1988) - describing an event with a major input of freshwater to
the Nordic Seas in the 1960s and 1970s with a freshening of ∼
0.3 PSU and a cooling of 1.5 °C oﬀ the central Greenland coast
(Dickson et al., 1988; Häikkinen, 1999) impacting the AMOC
(Ionita et al., 2016). Hall and Stouﬀer (2001) described a simi-
lar event associated with an intensiﬁcation of the East Greenland
Current triggered by a high pressure anomaly centered over the
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Barents Sea that lasted ∼ 40 years.
Moreover, internal variability such as a positive phase of the North
Atlantic Oscillation (NAO) can lead to a tripolar SST pattern
in the North Atlantic (Deser et al., 2010; Hurrell et al., 2013).
The surface above the sub-polar gyre (SPG) loses energy while
the mid-latitudes gain energy as a result of the associated wind
anomalies. The duration of the positive NAO-phase is crucial for
the response of the ocean (Visbeck et al., 2003; Lohmann et al.,
2009). During a short positive NAO phase the SPG strength-
ens due to fast processes associated with surface ﬂuxes, while it
weakens if the phase continues over a longer period because of
slow processes (e.g. transport of saline water or freshwater). To
assess potential predictability of the NAO and to understand its
interaction with the ocean, documentation of the past variability
is required. Commonly used single proxy-based NAO reconstruc-
tions have severe shortcomings since regional teleconnections can
be non-stationary (e.g., Raible et al., 2014; Schmutz et al., 2000).
Therefore, a multi-proxy NAO reconstruction as presented by Or-
tega et al. (2015) can be helpful to adequately represent not just
one but multiple typical NAO-related patterns e.g., in tempera-
ture and precipitation.
So far, our understanding of climate variability on multidecadal to
millennial timescales is limited and cannot explain if and to what
extent speciﬁc regions would be aﬀected and whether rapid cold
events are coupled to a substantial weakening of the AMOC. The
understanding of multidecadal cold events and their triggers will
not only lead to a better understanding of paleoclimatic aspects
41
CHAPTER 3. ABRUPT COLD EVENTS IN A HOLOCENE SIMULATION
but could potentially also improve predictions of climate change.
In the following, we study two spontaneous cold events in the
northern North Atlantic and the Nordic Seas detected in a tran-
sient Holocene simulation with the Community Climate System
Model version 3 (Varma et al., 2016). Focusing on multidecadal
time scales we aim at improving our understanding of the mech-
anisms and feedbacks associated with Holocene cold events and
their complex spatiotemporal pattern.
3.2 Model Description
A low-resolution transient simulation of Holocene climate change
has been performed with the comprehensive Community Climate
System Model version 3 (CCSM3) (Varma et al., 2016). De-
tailed information about the model including the source code
is available at http://www.cesm.ucar.edu/models/ccsm3.0/
(13.02.2018). The fully coupled global climate model consists of
four components representing the atmosphere, ocean, land, and
sea ice (Collins et al., 2006a). The atmospheric component of the
CCSM3 is the Community Atmosphere Model version 3 (CAM3;
Collins et al., 2006b). In this model set-up we used the T31 res-
olution (3.75° transform grid) with 26 unevenly distributed layers
in the vertical (Yeager et al., 2006). The ocean component is the
Parallel Ocean Program (POP; Smith and Gent, 2004) which has
a nominal resolution of 3° with a reﬁned meridional resolution of
0.9° around the equator and 25 vertical levels. CCSM3`s sea ice
component is the Community Sea Ice Model version 5 (CSIM5;
Briegleb et al., 2004), which runs on the same horizontal grid as
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POP.
The model run has been performed at the North German Super-
computing Alliance (HLRN2) in Hanover. From a pre-industrial
equilibrium simulation (Merkel et al., 2010) the model was inte-
grated for 400 years with orbital forcing conditions representing
9000 years BP (before present) to reach a new quasi-equilibrium.
Afterwards, a non-accelerated transient Holocene simulation was
carried out by forcing the model with changing orbital parame-
ters until the year 2000 BP (Varma et al., 2016). Greenhouse
gas concentrations, aerosol and ozone distributions were kept at
pre-industrial values (CH4 = 760 ppbv, CO2 = 280 ppm, NO2 =
270 ppbv; Braconnot et al., 2007). Variations in solar irradiance
and changes in the continental ice-sheets are ignored. Variations
in the orbital parameters were therefore the only external forcing
in this model simulation. Surface freshwater ﬂuxes (e.g. precip-
itation, evaporation, runoﬀ, sea ice melting and formation) are
represented through virtual salinity ﬂuxes (Prange and Gerdes,
2006) with a reference salinity of 34.7 PSU (equal to the global
average salinity). The model results presented below are all yearly
mean values, unless otherwise speciﬁed. The deﬁnition of oceanic
regions used throughout the paper is shown in Fig. 3.1.
3.3 Results
3.3.1 General State Description
In the following, we discuss two abrupt cold events in the North
Atlantic that are evident in a 7000-year-long Holocene model run
43
C
H
A
P
T
E
R
3.
A
B
R
U
P
T
C
O
LD
E
V
E
N
T
S
IN
A
H
O
LO
C
E
N
E
S
IM
U
LA
T
IO
N
44
3.3.
R
E
S
U
LT
S
Figure 3.2: Time series of the annual mean a) sea-surface temperature (SST; [°C]) in the NWA,
b) sea-surface salinity (SSS; [PSU]) in the NWA, c) sea-ice concentration in % in the Iceland Basin
(green) and in the North West Atlantic (NWA; blue), d) mixed-layer depth (MLD; [m]) in the NWA,
e) AMOC calculated as the maximum of the streamfunction in the Atlantic north of 30°N and below
500 m water depth ([Sv]). The respective 40-year-running means are indicated by the light blue lines.
The dashed grey line indicates the 2-standard-deviation range for the SST. The red lines indicate the
time spans for the reference time, event 1, and event 2.
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(Fig. 3.2a-e) and lasted 39 years (4305-4267 BP) and 29 years
(3046-3018 BP), respectively. We deﬁne a cold event as a time
period when the SST falls below the 2σ-interval in the northwest
Atlantic (NWA; Fig. 3.1) for at least 20 years. The time span
4000-3201 BP is used here to describe the 'normal conditions'
(reference state).
Both the SST and the sea-surface salinity (SSS) in the NWA show
a negative trend over the Holocene with a mean of 3.9 °C and 34.1
PSU in the reference time interval (Fig. 3.2a-b). Except for the
abrupt cold events, the Iceland Basin is mostly ice-free (Fig. 3.2c).
The NWA features a low annual mean sea-ice concentration of
6.1 % with a slightly positive trend during the Holocene, in line
with the decreasing annual SSS and SST. Deep-water formation
takes place in the NWA south of Greenland, the Irminger Sea, and
in the Nordic Seas (Fig. 3.1) around 75° N | 5° W. The averaged
mixed-layer depth is 121 m in the NWA and does not exhibit a
trend over time (Fig. 3.2d). The areas of deep-water formation
are ice-free while the Baﬃn Bay, the Labrador coastline, and the
northern Nordic Seas are partly ice-covered (not shown). The
maximum AMOC streamfunction calculated north of 30°N and
below 500 m water depth amounts to 13.5 Sv on average and
varies between 9.4 and 17.7 Sv with a negative trend during the
ﬁrst ∼1000 years of the simulation (9 ka-8 ka BP) and no trend
afterwards (Fig. 3.2e). Under normal conditions the annual mean
sea-level pressure diﬀerence between Iceland (1006 hPa) and the
Azores (1022 hPa) is equal to 16 hPa (Fig. 3.3a) .
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3.3.2 Anomalies during Cold Events
Two cold events are evident in the 7000-year-long time series:
event 1 occurs between 4305 and 4267 BP (Fig. 3.4) and event
2 occurs between 3046 and 3018 BP (Fig. 3.5). During these
cold events the NWA undergoes a substantial reorganization of
mixed-layer depth, sea ice, SST, and SSS (Fig. 3.6a-h). In the
following, all anomalies are described in comparison to the 'nor-
mal conditions' of 4000-3201 BP (reference interval). During
events 1 and 2 the mixed-layer depths in the NWA, the Irminger
Sea, and the northern Nordic Seas decrease while the mixed-layer
depth northeast of Iceland increases, indicating a southward shift
of convection (Fig. 3.6a-b). The sea-ice concentration in the Baf-
ﬁn Bay, the NWA, and the northern Nordic Seas increases whereas
the sea-ice concentration close to Iceland declines. In the NWA
a maximum sea-ice concentration of 37 % is reached in 4294 BP
and of 26 % in 3024 BP (Figs. 3.4c, 3.5c, 3.6c-d). This corre-
sponds to anomalies of 16.3σ and 10.5σ during event 1 and 2,
respectively for the NWA in comparison to the time span 4000-
3201 BP. During some years, sea ice reaches the Iceland Basin
with a maximum annual sea-ice concentration of 4 % in year 4278
BP and 0.6 % in year 3021 BP. While the Atlantic does not show
a signiﬁcant change in SST or SSS south of 30° N, the cold events
result in a cooling of -2.3 °C during event 1 (-1.8 °C during event
2) and a freshening of -0.6 PSU during event 1 (-0.5 PSU during
event 2) averaged over the NWA (Figs. 3.2a-b, 3.6e-h).
In the northern Nordic Seas, SST and SSS decrease, whereas the
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Figure 3.3: a) Sea-level pressure during normal conditions (4000-
3201 BP), sea-level pressure diﬀerence during b) event 1 (4305-
4267 BP), and c) event 2 (3046-3018 BP).
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sea-ice concentration increases (event 1: cooling of -1.8 °C, fresh-
ening of -1.0 PSU, rise in sea-ice concentration of 29 %; event 2:
cooling of -1.1 °C, freshening of -0.7 PSU, rise in sea-ice concen-
tration of 15 %; Fig. 3.5c-h). However, an increase in both SST
and SSS and a decline in sea ice concentration is found northeast
of Iceland (event 1: warming of 1.6 °C, rise of 0.7 PSU, decline
of -15 % in sea-ice concentration; event 2: warming of 2.0 °C,
rise of 0.8 PSU, decline of -11 % in sea-ice concentration).
The AMOC time series shows a tendency to lower values during
the ﬁrst event (diﬀerence of -1.2 Sv), but still remains above 10
Sv (Figs. 3.2, 3.4). During the second event, the AMOC does not
show a signiﬁcant drop (Figs. 3.2, 3.5), although the mixed-layer
depth in the NWA decreases during this period. Some solid and
liquid freshwater transports in the polar and sub-polar region un-
dergo a transition as well. In particular, the southward transport
of liquid freshwater of the East Greenland Current through Den-
mark Strait intensiﬁes by 648 km3/yr during event 1. During the
second event the freshwater transport in the NWA also increases
but this time the pathway is diﬀerent, i.e. the increase is observed
through the Canadian Archipelago rather than through Denmark
Strait. The freshwater transport in the East Greenland Current
does not intensify signiﬁcantly (220 km3/yr) but the export of
liquid freshwater through the Canadian Archipelago increases by
476 km3/yr (Fig. 3.7b; event 1: 106 km3/yr).
During event 1 (event 2) a weakening of the SLP above Green-
land and Iceland of up to -0.7 hPa (-2.8 hPa) is present indicating
a positive NAO-like pattern (Fig. 3.3b-c). The changes in SLP
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are even more apparent during wintertime (DJF). During event
1 anomalies of +4.4 hPa above Europe and the North Atlantic
between 35° N and 60° N and -3.2 hPa above Greenland and
Iceland occur (+5.4 and -4.2 hPa during event 2; not shown).
The NAO, deﬁned as the leading mode (principal component) of
variability in the SLP, is in a positive phase during winter (DJF)
with SLP anomalies above Iceland (the Azores) exceeding the 2σ-
interval during the two cold events (Fig. 3.8). We checked if and
for how long the NAO exceeds the 2σ-interval during the rest
of the Holocene (not shown). During spring (MAM) the NAO
only exceeds the 2σ-interval for more than 10 years during the
second cold event. Apart from the cold events, the winter (DJF)
leading principal component exceeds the 2σ-interval only once for
more than 10 years (7874-7861 BP). During this 14-year interval
SST and SSS show a drop towards lower values in the NWA with
mean anomalies of -0.3 °C and -0.08 PSU, respectively (maximum
anomalies of -0.7 °C and -0.13 PSU; 3.2).
3.3.3 Development prior to the Events
The SLP pattern already changes prior to the events, which can
be seen in the NAO time series (Fig. 3.8a,c; the leading principal
component was calculated from the SLP in the Atlantic sector
north of 35° N). This behavior is most prominent in winter (DJF)
for the ﬁrst event and spring (MAM) for the second event. The
NAO index starts to increase towards a positive phase around
4320 BP (∼ 15 years prior to event 1) for the ﬁrst event and
around 3070 BP (∼ 24 years prior to event 2) for the second
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event while the mixed-layer depth in the NWA does not decrease
until year 4302 BP and 3052 BP, respectively (Fig. 3.8b,d). Most
of the other ocean variables react more slowly with an almost
linear trend (Figs. 3.4-3.5) and the following maximum anomaly.
Shortly prior to, during and after the events the SST and other
variables show a quasi-oscillatory behavior, especially during event
1 (Figs. 3.4-3.5). A frequency analysis showed that the period of
the oscillations of the SST in the NWA is 20 years around event
1 and 14 years around event 2 (not shown).
3.4 Discussion
Given the previous evaluation that the change in the SLP asso-
ciated with a positive trend in NAO happens prior to the change
in the ocean variables suggests that the stochastic nature of the
atmospheric variability is the trigger for both events. The change
in SLP prior to the events is associated with changes in the wind,
e.g. the westerlies strengthen over the sub-polar North Atlantic,
and southwestward and northeastward wind anomalies occur be-
tween Iceland and Greenland (event 1) between Scotland and
Iceland, respectively. This leads to a change in ocean circulation
and freshwater ﬂuxes as well as in sea ice concentration and SST
and SSS patterns (Figs. 3.6-3.7, 3.9).
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Figure 3.4: Zoom-in on event 1. Same ﬁelds as in Figure 2. The
red box indicates the time span of the ﬁrst event.
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Figure 3.5: Zoom-in on event 2. Same ﬁelds as in Figure 2. The
red box indicates the time span of the second event.
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3.4.1 SST Anomaly Pattern and Changes in Ocean
Circulation
A tripolar SST pattern in the North Atlantic can result from wind
ﬁelds associated with a positive phase of the NAO (Deser et al.,
2010; Hurrell et al., 2013). Our SLP diﬀerence (Fig. 3.3b-c) as
well as SST diﬀerence patterns (Fig. 3.6e-f) show similarities with
this, while the range of diﬀerence is much broader in our case (up
to 4 °C SST anomaly amplitude in our study compared to 0.5 °C
in Deser et al. (2010)). Deser et al. (2010) concluded that the
NAO-related SST anomaly pattern is mainly driven by turbulent
energy ﬂux anomalies in the North Atlantic.
The ocean loses energy above the sub-polar gyre (SPG) due to
strengthened westerlies and gains energy in the mid-latitudes due
to weakened wind.
Lohmann et al. (2009) show a strengthened and cooled SPG due
to a short positive NAO phase, but after ∼ 10 years it becomes
warmer and weaker, and it becomes weaker due to a negative
NAO phase. They conclude that this was the result of a highly
non-linear response of the circulation in the North Atlantic to at-
mospheric forcing. In our study, the westerlies strengthen as well
and the ocean loses heat above the SPG. A decreased density can
be seen in the center of the SPG due to a cooling and freshening
(Fig. 3.6e-h) as well as a weakening of the SPG strength (Fig. 3.9)
in a manner similar to the bistable behavior of the SPG suggested
by Levermann and Born (2007). The advection of salty and warm
water from the south into the SPG is reduced resulting in higher
SSS at ∼ 40° N and lower SSS in the SPG (Fig. 3.9). A weakened
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SPG (Fig. 3.9) favors the cold and fresh water to stay in the SPG
and the salty water in the Nordic Seas and south of the SPG.
As a consequence the density at the surface is decreasing and the
density proﬁle of the water column has a higher stability. The
water in the NWA becomes so fresh that deep-convection is dis-
turbed (Figs. 3.2, 3.4-3.6). In contrast to a temperature anomaly
in the NWA of -1.5 °C as reported in Lohmann et al. (2009), we
found a SST diﬀerence of up to -4 °C, resulting in SST in the
area of deep-water formation close to the freezing point. There-
fore sea ice is less likely to melt and the high sea ice concentration
hampers the interaction between ocean and atmosphere further
reducing the surface heat loss of the ocean.
In the Nordic Seas the transport in the top 100 m from north and
south towards ∼ 75° N (where deep-convection takes place) be-
comes stronger. The southern Nordic Seas experience a cyclonic
diﬀerence in ocean circulation leading to an saltier sea surface,
while the northern Nordic Seas experience an anti-cyclonic dif-
ference leading to a freshening (Fig. 3.9). During event 2 the
changes in ocean circulation and wind increase the transport of
sea ice from the Canadian Shelf and Baﬃn Bay to the area of
deep convection in the NWA. Other studies revealed that a SST
anomaly pattern similar as in our study can force a positive NAO
phase (e.g., Czaja and Frankignoul , 2002; Frankignoul et al.,
2015; Gastineau and Frankignoul , 2015). This would produce a
positive feedback, where the positive NAO triggers a SST anomaly
pattern and vice versa, leading the cold climate state to maintain
for decades.
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Figure 3.6: Diﬀerence maps for event 1 (left; 4305-4267 BP) and event 2 (right; 3046-3018 BP)
of mixed-layer depth (m; a-b), sea-ice concentration (%; c-d), sea-surface temperature (°C; e-f) and
sea-surface salinity (PSU; g-h).57
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3.4.2 Increase of Freshwater Transport
The mean liquid freshwater transports (reference salinity of 34.7
PSU) through Denmark Strait and the Canadian Archipelago is
equal to -3924 km3/yr and -2613 km3/yr (negative values re-
fer to southward transports), in accord with published estimates
of -4762 to -2712 km3/yr and -3200 to -920 km3/yr, respec-
tively (Aagaard and Carmack , 1989; Karcher et al., 2005; Oka
et al., 2006; Prange and Gerdes, 2006; Dickson et al., 2007b;
Jahn et al., 2010). Prior to and during the events the freshwater
ﬂuxes through Denmark Strait and the Canadian Archipelago are
intensiﬁed by changes in the surface wind.
Southwestward wind anomalies along the East Greenland coast
push more solid (Kwok , 2000) and liquid freshwater through Den-
mark Strait (event 1: liquid freshwater ﬂux diﬀerence of -648
km3/yr after ∼ 4320 BP; Fig. 3.7a). These ﬁndings have similar-
ities to the climate anomaly that lasted∼ 40 years in the sub-polar
gyre, discussed in Hall and Stouﬀer (2001). They found a strong
intensiﬁcation of the East Greenland Current related to a south-
westward wind anomaly at the east coast of Greenland due to a
high pressure anomaly over Greenland and the Barents Sea. The
SLP and wind anomaly in their study show some diﬀerences to
ours. In their study, the wind anomaly along the Greenland coast
plays the most important role, while the strengthening of fresh-
water transport through Denmark Strait in our study indicates
that the intensiﬁed and northward shifted Icelandic Low is more
relevant for triggering the cold event. While Hall and Stouﬀer
(2001) found the largest SSS anomaly of ∼ -1 PSU close to the
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east and southeast coast of Greenland, in our study the largest
negative diﬀerence of up to -1.6 PSU can be seen in the northern
Nordic Seas and the North Atlantic at around 48 °N (during event
2 the largest negative (positive) diﬀerence is about 1.0 PSU (1.4
PSU)). This is substantially more than during the Great Salinity
Anomaly of the 1960s and 1970s with a freshening of about 0.2
to 0.3 PSU and a cooling of 1 to 1.5 °C oﬀ the central Greenland
coast. The salinity in the southern Nordic Seas and the North
Figure 3.7: Freshwater ﬂux through the Canadian Arctic
Archipelago (CAA; black) and the Denmark Strait (DS; blue)
with a reference salinity of 34.7 PSU during a) event 1 and b)
event 2. Negative values correspond to a southward transport.
The red boxes indicate the time span of the events. The dashed
lines represent the corresponding mean over the entire time span
of the simulation.
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Atlantic at about 40° N rises up to 1.6 PSU during the ﬁrst event.
A major reason for the diﬀerence in the patterns is the change in
ocean circulation found in our results. Combining the change in
ocean circulation along with the SST, SSS, and sea-ice anomalies
(Fig. 3.6e-h) it can be stated that a stronger exchange between
the North Atlantic and the Nordic Seas took place transporting
more freshwater out of Denmark Strait, especially during the ﬁrst
event.
In contrast to the ﬁrst event the isobars in the Baﬃn Bay are
aligned in the northwest-to-southeast direction during the second
event (Fig. 3.3), leading to a southeastward wind anomaly. This
way the Canadian Archipelago carries more freshwater (Fig. 3.7b)
from the Arctic towards the NWA. The resulting SSS pattern
is very similar to the ﬁrst event and just diﬀers in magnitude
(Fig. 3.6g-h). The increased transports through Denmark Strait
and Canadian Archipelago freshen the NWA and help to trigger
and maintain the cold state with a fresh and cold NWA without
deep convection.
As mentioned above, we found one additional event when the
NAO exceeded the 2σ-interval for more than 10 years (7861-7874
BP) with SST and SSS anomalies of up to -0.7 °C and -0.13 PSU
in the NWA (Fig. 3.2). Apart from the fact that the anomalies
are smaller and that the sea ice cover did not expand over the
NWA, their spatial patterns show large similarities to the two cold
events discussed in this paper (not shown; Fig. 3.6). Furthermore,
the freshwater transport anomalies through Denmark Strait and
the Canadian Arctic Archipelago reached -672 and +328 km3/yr
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for a net transport anomaly of only -343 km3/yr (not shown)
compared to the anomalous net transports of about -700 km3/yr
for the two cold events. The positive NAO phase during the early
Holocene interval 7861-7874 BP was too short to induce suﬃcient
freshening in the NWA and hence did not cause an abrupt cold
event. In conclusion, the SSS
anomaly of ∼ 0.5 PSU during the two cold events is enough to
aﬀect NWA deep convection and create a cold event, whereas
lower SSS anomalies during other periods are not enough to af-
fect deep convection signiﬁcantly. Given the size of the NWA
area, its mean mixed-layer depth and the SSS anomaly required
for convection to stop (∼ 0.5 PSU), we can very roughly estimate
that the corresponding salt deﬁcit is in the order of 150 Gt. For
reference, a salt anomaly of about 78 Gt was estimated for the
Great Salinity Anomaly (Dickson et al., 1988). We suggest that
there exists a threshold in SSS that can be exceeded after ∼ 20
years of anomalous atmospheric forcing and freshwater transports
in the North Atlantic as well as through Denmark Strait and the
Canadian Arctic Archipelago, and which aﬀects deep convection
in the North Atlantic.
Moreno-Chamarro et al. (2015, 2017) present cold events in the
North Atlantic in climate simulations and climate reconstructions
that are generated by internal variability and modulated by exter-
nal forcing. The events involve weakening of the sub-polar gyre,
followed by surface freshening, cooling, and shutdown of deep
convection, but no signiﬁcant weakening of the AMOC, similar
to our cold events. Similar to Moreno-Chamarro et al. (2017)
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Figure 3.8: Leading principal component (PC) of the sea-level
pressure over the Atlantic sector north of 35 °N for a) event 1
during winter (DJF) and c) event 2 during spring (MAM). The
respective 10-year-running means are indicated by the light blue
lines. Annual mixed-layer depth for event 1 (b) and event 2 (d).
The red boxes indicate the time span of the events. The grey
lines in (a) and (c) indicate the 2σ-interval of the 10-year-running
means of the corresponding PC.
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we also found anomalous freshwater transport from the Arctic
prior to and during the events, but in disagreement with them,
we found a key role for the NAO in triggering the events.
Another possible mechanism explaining cold events in the North
Atlantic region is discussed by Lehner et al. (2013). In an ensem-
ble of transient simulations from the Medieval Climate Anomaly
to the Little Ice Age they used artiﬁcial sea ice growth as a sensi-
tivity parameter. The sea ice is then transported to the sub-polar
North Atlantic, melts, and reduces the deep-water formation and
therefore the AMOC. Due to the reduced northward heat trans-
port sea ice can expand and the northern North Atlantic and
Nordic Seas cool further. The authors suggest that the sea ice
transport is supported by increasing SLP above the Barents Sea
but not by a NAO-anomaly. This mechanism hence diﬀers from
the mechanism presented here, where a NAO-anomaly triggers
changes in winds and surface ocean circulation as well as fresh-
water transports.
3.4.3 Quasi-decadal Oscillations
While the quasi-decadal oscillations, which are most dominant
during event 1, are visible in all ocean variables (Figs. 3.4-3.5),
the atmosphere does not show such an oscillatory behavior, as can
be seen in time series of the principal components (Fig. 3.8a,c).
This behavior can be an indicator for a nearby tipping point of
the ocean which characterizes the transfer from a stable to an
oscillatory mode (Scheﬀer et al., 2009). Weather is a fast com-
ponent of the climate system and can be interpreted as a random
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forcing for slower components such as the ocean (Hasselmann,
1976; Ashwin et al., 2012). Hence, relative short atmospheric
anomalies can serve as driving mechanism for climate ﬂuctua-
tions on long time scales ('noise-induced tipping', Ashwin et al.,
2012). A detailed description of this cold oscillatory mode in a
low-resolution version of the CCSM3 was presented by Yoshimori
et al. (2010). They presented the quasi-decadal oscillations as
a feature of a cold climate mode with a weak AMOC. Further-
more, in the experiments by Stocker et al. (2007) one can see a
similar oscillatory behavior for the AMOC. Therefore, we suggest
that the oscillatory behavior during the events indicates a nearby
tipping point towards the same cold mode.
3.4.4 AMOC and Reduced Deep-water Formation
The AMOC time series does not undergo a climate transition
to a weak state during the events (Figs. 3.4-3.5), although the
mixed-layer depth in the NWA decreases during these periods.
The increasing mixed-layer depths northeast of Iceland during the
events seem to compensate for the decreased mixed-layer depths
in the northern Nordic Seas and the NWA (Fig. 3.6a-b) keeping
the AMOC in a strong state. Deep convection, however, does not
occur in the Labrador Sea where it would be expected (Kuhlbrodt
et al., 2007), but is shifted towards the east, south of Greenland.
In accord with other simulations using the CCSM (Gnanadesikan
et al., 2006; Prange, 2008) a negative bias in surface salinity in
the Labrador Sea could explain this spatial shift.
In disagreement with other modeling studies in which a positive
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NAO leads to a cooling and density increase of the upper ocean
layer in the northern North Atlantic (Häikkinen, 1999; Delworth
and Dixon, 2000), the positive NAO phase during our events is
neither accompanied by an intensiﬁcation of deep convection in
the Labrador Sea/NWA nor the AMOC. In our study, the fresh-
ening of the NWA results in a decrease in the density and the
extreme cooling of up to -4 °C results in an SST close to the freez-
ing point. Consequently, the fresh and ice covered water column
becomes stable and deep convection breaks down (Figs. 3.2, 3.4-
3.5). A short phase of a positive NAO leads to changes in tur-
bulent surface ﬂuxes (fast processes) while a persistent positive
NAO phase over decades, as in our study, can change the ocean
freshwater transports (slow processes). The forcing is the same
(positive NAO) but the consequences depend on the duration of
the freshwater transport anomaly. Furthermore, a severe weaken-
ing of deep convection such as in our study is often accompanied
by a mode switch of the AMOC (Schulz et al., 2007; Drijfhout
et al., 2013). In our study, the area of deep-water formation in the
NWA cools substantially, while the AMOC weakens by only 1.5
Sv (0.6 Sv) during event 1 (event 2). These results are in accord
with results from Born and Levermann (2010)) who showed an
abrupt transition in the North Atlantic due to a freshwater input
of 160·1012 m3/s within two years to the coast of the Labrador
Sea, while the AMOC just weakens by 1.5 Sv and recovers after
approximately 100 years.
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Figure 3.9: a) Sea-surface salinity (SSS) and ocean circulation for the top 100 m during normal
conditions, and SSS diﬀerences and ocean circulation diﬀerences for top 100 m during b) event 1 and
c) event 2.
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3.4.5 Link to Drift-ice Events
The stronger and northward-shifted westerlies due to a positive
NAO can transport sea ice from the NWA farther across the
northern North Atlantic until almost west of Ireland (4295 BP;
Figs. 3.4c, 3.5). A comparable sea ice extent has been discussed
by Bond (2001) based on ice-rafted debris. The authors stated
that the sea ice in their study was probably transported by surface
waters from north of Iceland towards the coring side MC-VM-29-
191 west of Ireland. An atmospheric change representing a posi-
tive NAO-like state as in our study could have been the trigger for
the events discussed in Bond (2001). The authors also suggest
that a decrease in SST and SSS during drift-ice events potentially
led to a reduced deep-water formation in the North Atlantic and
therefore a reduced thermohaline circulation. We suspect that an
increase in sea-ice concentration in the southern Nordic Seas, un-
like in our study, could possibly weaken the deep-water formation
there as well, such that its compensating eﬀect on the reduced
NWA deep-water formation would vanish, causing the AMOC to
collapse as suggested by Bond (2001).
3.5 Summary and Conclusions
Two abrupt cold events that last for 39 and 29 years have been de-
tected in the northern North Atlantic during a 7000 years Holocene
model run. The events were initiated by a positive NAO phase
and the associated wind anomalies, inducing chances in ocean
circulation and freshwater transports in the sub-polar seas. The
68
3.5. SUMMARY AND CONCLUSIONS
freshwater transport through the Denmark Strait (event 1) and
Canadian Archipelago (event 2) intensiﬁed leading to a freshening
of the surface ocean in the deep convection area of the north-
west Atlantic and an increase in the water column stability. The
events are characterized by a cooling, freshening, and weakening
of the SPG and a severe sea ice advance maintaining a circulation
state without deep convection in the NWA. We suggest that the
ocean-atmosphere coupling (SST anomaly tripole forces a posi-
tive NAO-like state and vice versa) and the increased freshwater
transports through Denmark Strait and the Canadian Archipelago
helped to maintain the cold state for decades. A return to normal
NAO atmospheric conditions heralds the termination of the cold
events.
Atmospheric variability plays a key role in the development of the
cold events and the associated changes in ocean circulation. This
suggests that atmospheric anomalies (e.g., like a persistent posi-
tive NAO phase) may have led to climate transitions in the past
and that similar processes may also be a major trigger for future
climate variability. An important component that needs to be
considered in this context is the extent of the sea ice. Sea ice
aﬀects the ocea-atmosphere interaction, thereby amplifying the
cold event. Due to climate warming, the sea ice concentration in
the Arctic realm massively decreases, leading to an increase in the
freshwater content of the northern North Atlantic due to melting
sea ice, which would render the ocean more sensitive to an atmo-
spheric trigger stopping the deepwater formation. On the other
hand, sea ice is less likely to reach areas of deep-water formation in
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a warmer climate. As a result, the potential of a stochastic atmo-
spheric anomaly to trigger an abrupt cold event may be modiﬁed
by the changing North Atlantic background climate under increas-
ing greenhouse gas emissions, which may further complicate the
investigation and projection of abrupt climate change.
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Spatial Analysis of Early-warning Signals
for a North Atlantic Climate Transition in
a coupled GCM
Andrea Klus, Matthias Prange, Vidya Varma, Michael Schulz
Climate Dynamics, in review
Abstract
The climate system can potentially switch from one stable state
to another. The closer a system is to a bifurcation point (i.e.,
'tipping point'), the more likely it is that even small perturba-
tions can force the system to experience a state shift, e.g., a
collapsing Atlantic Meridional Overturning Circulation (AMOC)
and associated cooling in parts of the North Atlantic. Here, we
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present an abrupt state transition from a warm to a cold North
Atlantic climate state with expanded sea ice during an orbitally
forced transient Holocene simulation performed with the Com-
munity Climate System Model version 3. The state transition is
associated with a weakening of the AMOC by about 33 % in this
simulation. The changing background climate induced by slow
external orbital forcing plays an important role for the abrupt cli-
mate shift. The model allows the identiﬁcation of regions and
variables that play a key-role for a potential climate transition
and show early-warning signals. Increase in autocorrelation and
standard deviation as well as trends in skewness especially for
sea-surface salinity in the northern North Atlantic are identiﬁed
as robust early-warning signals, whereas no early-warning signals
are found in the time series of the AMOC stream function.
Keywords: early-warning signals, climate transition, North At-
lantic, AMOC
4.1 Introduction
Abrupt shifts in the Earth's past, present, and future climate
which can be accompanied by extreme temperature anomalies
have been discussed in numerous studies (e.g., Rahmstorf , 2002;
Schulz et al., 2007; Clement and Peterson, 2008; Lenton et al.,
2008; Zhang et al., 2014; Drijfhout et al., 2015; Kleppin et al.,
2015; Jackson et al., 2017). The potential to switch between
multiple stable states has been recognized in several parts of the
Earth's climate system (Alley et al., 2003, and reference therein;
72
4.1. INTRODUCTION
Scheﬀer et al., 1993; 2001; Jongma et al., 2007). In particular,
modeling studies suggested that the Atlantic Meridional Overturn-
ing Circulation (AMOC) has multiple equilibrium states with, with
reduced or even without North Atlantic Deep Water (NADW)
formation (e.g., Rahmstorf , 1995; Manabe and Stouﬀer , 1999;
Prange et al., 2003). The risk of a collapsing AMOC after reach-
ing a tipping point would aﬀect the climate system on a regional
or even larger scale (Kuhlbrodt et al., 2007; Srokosz et al., 2012;
Sévellec and Fedorov , 2014; Jackson et al., 2017). The cause
of these shifts and the underlying mechanisms are topic of ongo-
ing research (Bestelmeyer et al., 2011; Kleppin et al., 2015) and
have been discussed in several studies (e.g., Crowley , 2000; Alley
and Ágústsdóttir , 2005). External forcing such as solar forcing
(Jiang et al., 2005; Steinhilber et al., 2009; Gray et al., 2010),
volcanic activity (Sigl et al., 2015), and the input of freshwater
(Broecker and Denton, 1989; Hawkins et al., 2011; Rahmstorf ,
1996) as well as internal variability (Hall and Stouﬀer , 2001; Dri-
jfhout et al., 2013; Kleppin et al., 2015), sea ice transport (Wan-
ner et al., 2008, and references therein) and sea-ice-atmosphere
interactions (Li et al., 2005, 2010) could drive the climate sys-
tem towards a tipping point, leading to an abrupt climate shift.
Furthermore, the background climate inﬂuenced by slow external
forcing may play an important role for the occurrence of an abrupt
transition (Scheﬀer et al., 2001). For a system not close to a bi-
furcation point perturbations will cause it to ﬂuctuate around its
mean state. The closer a system gets to a threshold (i.e., 'tipping
point'), the more likely it is that even small perturbations, such
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as an increased input of freshwater into the ocean, can force the
system to experience a state transition (Rahmstorf , 1995; Schulz
and Paul , 2002; Scheﬀer et al., 2009; Lenton et al., 2012).
During the last decades various techniques have been developed
and used to estimate the probability of a close state transition
for a variety of applications (e.g., Lenton, 2011). Close to a crit-
ical threshold, 'critical slowing down' is often observed, that is,
an increase in the system's recovery time towards its equilibrium
state after a disturbance (van Nes and Scheﬀer , 2007). Check-
ing for temporal and spatial variability of the surface temperature
ﬁeld is one method to search for an associated change in variance
or autocorrelation of a climate-system property (Lenton et al.,
2017). Such properties are based on mathematical characteristics
(Strogatz , 1994; Scheﬀer et al., 2009) and can serve as potential
early-warning signals for transitions (e.g., LeBaron, 1992; Livina
and Lenton, 2007; Dakos et al., 2008; Scheﬀer et al., 2009; Drake
and Griﬀen, 2010; Dakos et al., 2012; Veraart et al., 2012). To
identify an approaching bifurcation of a non-linear (climate) sys-
tem the mentioned early-warning signals can be helpful. To this
end an underlying data set with suﬃcient length is needed. How-
ever, it is usually a priori not known which (measurable) variables
play a key role for the instability of the system and if speciﬁc re-
gions are more sensitive to an approaching bifurcation and there-
fore should be measured to get a reliable basis for the calculation
of early-warning signals.
Here, we present an orbitally forced transient Holocene simulation
performed with the Community Climate System Model version 3
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(CCSM3) that experiences an abrupt and persistent mode tran-
sition from a warm to a cold North Atlantic climate state with
enlarged sea-ice cover and weakened AMOC. By performing spa-
tial analysis of potential early-warning signals in the model data
we aim at analyzing, which variables and regions of the North
Atlantic climate system play a key role prior to the climate transi-
tion. This way we can identify which variables at which locations
should be measured to get a reliable basis for the estimation of
early-warning signals prior to a mode transition.
4.2 Methods
4.2.1 Model Description and Experimental Setup
In the present study we used version 3 of the National Cen-
ter for Atmospheric Research Community Climate System Model
(CCSM3; http://www.cesm.ucar.edu/models/ccsm3.0/,
13.02.2018). The comprehensive global climate model is fully
coupled and is composed of four components encompassing the
atmosphere, ocean, land and sea ice (Collins et al., 2006a). A
variable horizontal grid with a nominal resolution of 3° which gets
ﬁner (0.9°) close to the equator is used for the ocean (Parallel
Ocean Program; Smith and Gent, 2004) and sea ice component
(Community Sea Ice Model version 5; Briegleb et al., 2004). In
the vertical the ocean grid is divided into 25 unevenly spaced
levels. The atmospheric (Community Atmosphere Model version
3; Collins et al., 2006b) and land components (Community Land
Model version 3; Yeager et al., 2006) share a horizontal grid with
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a 3.75° transform grid and 26 unevenly distributed vertical levels
for the atmosphere.
Starting from a 9 ka before present (BP) climate state a non-
accelerated transient Holocene simulation was performed (Varma
et al., 2016). While the original Holocene simulation by Varma
et al. (2016) stops at 2000 years BP, the integration was continued
towards the pre-industrial (240 years BP). Change in the orbital
parameters is the only external forcing in this simulation while all
greenhouse gas concentrations as well as aerosol and ozone dis-
tributions were kept constant at pre-industrial values (i.e., CH4 =
760 ppbv, CO2 = 280 ppm, NO2 = 270 ppbv; Braconnot et al.,
2007). The variability of continental ice-sheets as well as of the
sun's energy output were neglected. Hence, the simulation diﬀers
from the reconstructed evolution of climate during the Holocene.
4.2.2 Determining Early-warning Signals
The R package earlywarnings has been used (Dakos et al., 2012;
available at http://www.early-warning-signals.org/
resources/code/, 26.04.2017) to determine early-warning sig-
nals in our Holocene simulation. Since trends can cause artiﬁcial
signs of an approaching mode shift (Dakos et al., 2008) the data
were detrended ﬁrst. In this study we used a Gaussian ﬁlter. The
choice of bandwidth is important to eliminate long-term trends
without over-ﬁtting the data. If not speciﬁcally marked otherwise
we used a bandwidth of 6 % of the data before the transition (in
years).
Since critical slowing down can lead to an increase in variability
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and autocorrelation as well as to an asymmetry in the data set the
standard deviation, skewness, and autocorrelation were estimated.
The skewness may increase or decrease prior to a mode transi-
tion as the new state can be smaller or larger than the present
one. To calculate the autocorrelation at lag-1 an autoregressive
model of order 1 (AR(1)) has been used. The AR(1) model of
xi+1 = α1xi + i with the autocorrelation coeﬃcient α1 and the
Gaussian white noise i has been ﬁtted to the data points (Held
and Kleinen, 2004). Standard deviation σ, skewness sk, and α1
have been calculated within each sliding window (i.e., 50% of the
data points before the transition if not marked otherwise). To ver-
ify the signiﬁcance of the trend of α1, the standard deviation, and
the skewness Kendall's τ (Mann, 1945; Meals et al., 2011) has
been calculated afterwards. A more detailed description of why
the autocorrelation and standard deviation usually increase close
to a bifurcation point is given in Ditlevsen and Johnsen (2010).
4.3 Results
4.3.1 Warm Climate State, Transition and Cold Cli-
mate State
Approximately between 1486 and 1371 BP a transition from a
'warm' climate state (9000-1487 BP) to a 'cold' climate state
(1370-240 BP) occurs in the model. Some climate variables
change within a couple of years (e.g., mixed-layer depth), whereas
for other variables it takes more than 100 years to complete the
transition. The climate transition is described in the following
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Figure 4.1: Time series of (a) sea-ice concentration ([%]), (b) mixed-layer depth (MLD [m]), (c)
sea-surface temperature (SST [°C]), (d) sea-surface salinity (SSS [PSU]), (e) sea-surface height (SSH
[m]), and (f) the Atlantic meridional overturning circulation (AMOC [Sv]). Data from NNA is colored
in blue and from the Nordic Seas in green (see Fig. 4.4 for deﬁnition of the regions). The respective
40-year-running means are indicated by the bold lines and the transparent lines indicate the annual
data.79
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using variables from regions that include main areas of deep-water
formation: the northern North Atlantic (NNA; between ∼ 54-62
°N and ∼ 62-26 °W) and the Nordic Seas (see Fig. 4.4 for the
location of the regions).
During the warm state, the NNA and Nordic Seas are mostly
ice-free year-round with a mean sea-ice concentration of 19.5
and 11%, respectively (Figs. 4.1a, 4.2a). In both the NNA and
the Nordic Seas regions, mixed-layer depth is indicative of deep-
convection and hence deep-water formation (Fig. 4.1b). Sea-
surface temperature (SST) of the NNA region exhibits a negative
trend over time (annual area-mean of 2.8 °C), while the 120 the
SST in the Nordic Seas exhibits a positive trend (2.8 °C). The sea-
surface salinity (SSS) in the NNA region (33.0 PSU) and the SSS
in the Nordic Seas (33.6 PSU) show no obvious trends (Figs. 4.1c-
d). The annual mean sea-surface height (SSH) amounts to -0.85
m in the NNA and to -0.65 m in the Nordic Seas (Fig. 4.1e).
The Atlantic Meridional Overturning Circulation (AMOC, mea-
sured by the stream function maximum north of 30 °N and below
500 m water depth) is in a strong state with an annual mean of
13.4 Sv and exhibits a negative trend during 9-8 ka BP (Fig.
4.2f). During the warm state two multidecadal cold events occur
in the North Atlantic: The ﬁrst one between 4305 and 4267 BP
and the second one between 3046 and 3018 BP. Both have been
described in detail in (Klus et al., in review).
After the transition another climate state is observed between
1371 and 240 BP which is characterized by an increased sea-ice
concentration in the NNA (by 24 %) and in the Nordic Seas by
80
4.3. RESULTS
62% (Figs. 4.1a, 4.2c), as well as by an ice expansion towards the
Iceland basin. Deep-water formation and the AMOC are strongly
reduced indicated by a decrease in the mixed-layer depths in the
NNA and the Nordic Seas (Figs. 4.1b,f). The AMOC has an aver-
age of 9.0 Sv, which implies a weakening of 4.4 Sv (Fig. 4.1f). An
overall cooling and freshening of the NNA (anomalies between the
warm climate state and the cold climate state of -2.6 °C and -0.7
PSU) and the Nordic Seas (anomalies of -4.0 °C and -2.0 PSU;
Figs. 4.1c-d, 4.2c-f) characterize the new climate state. The
SSH in the NNA and the Nordic Seas rises to -0.73 m and -0.34
m, respectively (Fig. 4.1e). During the cold climate state quasi-
decadal oscillations with a period of approximately 12.5 years are
evident in several climate variables (i.e., SST, SSS, and AMOC).
A wavelet power spectral analysis of the AMOC for the period
2000 to 1000 BP revealed that the oscillations with a period of
approximately 12.5 years ﬁrst occur around 1400 BP (not shown).
4.3.2 Early-warning Signals
Several variables were sampled for potential early-warning signals
for the time interval starting immediately after the second multi-
decadal cold event and ending at the onset of the climate transi-
tion (3018-1486 BP). Since the cold events could increase auto-
correlation, standard deviation, and skewness of several North At-
lantic climate variables, excluding them from the analysis ensures
that early-warning signals are not misinterpreted or overestimated.
After estimating the potential early-warning signals (α1, σ, and sk
for a sliding window of 50 % and a ﬁltering bandwidth of 6 %
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Figure 4.2: Maps of (a), (c) annual mean sea-surface temperature (SST [°C]; colors) and annual
mean ice-edge (10 % sea-ice concentration; black line) and of (b), (d) annual mean sea-surface salinity
(SSS [PSU]) for the warm (9000-1487 BP) and cold (1371-240 BP) climate states. The anomaly
between cold and warm climate state is shown for SST in (e) and for SSS in (f).
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Figure 4.3: Maps for Kendall's τ for the autocorrelation coeﬃcient α1, standard deviation (σ), and
skewness (sk) calculated with a sliding window size of 50% and a ﬁlter bandwidth of 6% for sea-ice
concentration (ice; (a-c)), sea-surface temperature (SST; (d-f)), sea-surface salinity (SSS; (g-i)), and
sea-surface height (SSH; (j-l)).85
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(Dakos et al., 2012)) for the sea-ice concentration, SST, SSS,
and SSH the associated τ has been calculated for each grid cell
in the North Atlantic region and surroundings (Fig. 4.3). Re-
gions with a large τ for α1 and σ as well as regions with large |τ |
for the skewness (the skewness can be positive or negative) show
a clear trend in the statistical quantities indicating early-warning
signals. For each grid point we calculated the number of poten-
tial early-warning signals, i.e., the co-occurrence of τ > 0.5 for α1
and for σ and for |τ | > 0.5 for skewness (Fig. 4.4). The north-
ernmost Nordic Seas and for SST and SSS the region close to
Newfoundland and for SSS and SSH regions in the western trop-
ical Atlantic contain some grid cells with signiﬁcance. The area
with all four climate variables (sea-ice concentration, SST, SSS,
and SSH) showing a clear signal is the NNA (albeit in SST for a
few grid points only; see black box in Fig. 4.4c), which also in-
cludes regions of deep-water formation. Comparing the temporal
analysis of α1, σ, and sk of NNA with the Nordic Seas (the other
important area of deep-water formation) and the AMOC ( Figs.
4.5, 4.6) reveals that except for α1 for mixed-layer depth all vari-
ables in the NNA show a signiﬁcant trend indicating an approach
to a bifurcation (τ between 0.518 and 0.868). For SST and SSS
for the skewness τ is between -0.638 and 0.868, respectively, while
the AMOC and the variables in the Nordic Seas mostly do not
show a clear early-warning signal (τ between -0.761 and 0.577).
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Figure 4.4: Maps for number of parameters (potential early-
warning signals calculated in this study), which fulﬁll for α1 and
σ Kendall's τ greater than 0.5 and for the skewness |τ | is greater
than 0.5 for (a) sea-ice concentration (ice), (b) sea-surface tem-
perature (SST), (c) sea-surface salinity (SSS), and (d) sea-surface
height (SSH). The black box in (c) indicates the region of the
northern North Atlantic (NNA) and the black box in (d) indicates
the location of the Nordic Seas (NS).
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Figure 4.5: Autocorrelation (lag-1) coeﬃcient α1 calculated using the earlywarning toolbox of Dakos
et al. (2012) for the northern North Atlantic (NNA) and the Nordic Seas (NS) with a sliding window
size of 50 % and a ﬁlter bandwidth of 6 % for (a-b) sea-ice concentration (ice); (c-d) mixed-layer depth
(MLD); (e-f) sea-surface temperature (SST), (g-h) sea-surface salinity (SSS), (i-j) sea-surface height
(SSH), and (k) the Atlantic meridional overturning circulation (AMOC). The associated Kendall's τ
is a measure for the respective trend. Note the diﬀerent y-axis-scalings.
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Figure 4.6: Same as Fig. 4.5 for standard deviation (σ; blue) and skewness (sk ; black).
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4.3.3 Sensitivity Analysis and Signiﬁcance Testing
for Bandwidth and Sliding Window
Since the results of α1, σ, and sk may depend on the choice of
bandwidth and sliding window, we tested the robustness of our
results with respect to these parameters. The potential early-
warning signals were calculated for sliding windows ranging from
10 % to 90 % of the dataset and the bandwidth for the Gaussian
ﬁlter ranged from 1 % to 35 % of the dataset both with an incre-
ment of 15.31 points (Fig. 4.7a,c,e). Afterwards, Kendall's τ was
calculated for all combinations of the parameters. The analysis
is performed for the NNA, exempliﬁed for SST and SSS. For all
tested combinations of bandwidth and size of the sliding window
(Figs. 4.7a-d, 4.8a-d) the trends for the α1 fall between -0.321
and 0.640 for SST and between -0.653 for a small number of
combinations and 0.845 for SSS, respectively, and for the stan-
dard deviation between -0.219 and 0.843 for SST and between
0.109 and 0.908 for SSS. Lowest trends obtained for a sliding
window of approximately 72 %, while for a sliding window of ap-
proximately 40-50 % highest trends are obtained. Trends in the
skewness are lower for most choices of bandwidth and sliding win-
dow (Figs. 4.7e, 4.8e) with values ranging between -0.878 and
0.210 for SST and between -0.896 and -0.387 for SSS. The corre-
sponding histograms for the skewness show a clear maximum for
negative τ (Figs. 4.7f, 4.8f).
In addition to the sensitivity analysis, the results were tested for
signiﬁcance to identify true or false positive early-warning signals,
whereas false positive means that the indicators show a trend
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due to randomness. Here, we test the null hypothesis that the
trend calculated for the indicators occur by chance. Therefore,
500 surrogate data sets were generated by linear stationary pro-
cesses (Dakos et al., 2008, 2012) that have an identical corre-
lation structure as well as probability distribution as the original
data set (here SST and SSS time series in the NNA; further in-
formation about the method can be found in e.g., Theiler et al.,
1992; Dakos et al., 2008, 2012; Halley and Kugiumtzis, 2011).
Associated trends were calculated for all combinations of band-
width and size of the sliding window. Kendall's τ for the original
data set is compared to the number of cases in which its absolute
value was equal to or smaller than the absolute value of the es-
timates of the surrogates (probability P(τ ≤ τsurr) for α1 and σ
and P(|τ | ≤ |τsurr | ) for sk) for all combinations of bandwidth
and the size of the sliding window for SST (Fig. 4.9) and SSS
(Fig. 4.10) including the distribution calculated for the combina-
tion used in this study (bandwidth = 6 %; sliding window = 50
%; Figs. 4.9b,d,f, 4.10b,d,f).
For SST and SSS in the NNA the rising trends are signiﬁcant for
some calculated combinations of sliding window and bandwidth
for the autocorrelation at lag-1 (Figs. 4.9a, 4.10a) and the stan-
dard deviation (Figs. 4.9c, 4.10c). The p-value is between 0.240
and 0.868 for the autocorrelation for SST and between 0.002 and
0.578 for SSS. The p-value for the standard deviation lies be-
tween 0.076 and 0.780 for SST and 0.002 and 0.478 for SSS. For
a sliding window of approximately 72 % the trends are not sig-
niﬁcant while for approximately 40-50 % sliding window p-values
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of 0.1 and lower can be obtained for SST and SSS (Figs. 4.9a-
d, 4.10a-d). The trend is highly signiﬁcant for the skewness for
most combinations (Figs. 4.9e, 4.10e). Due to the sensitivity and
signiﬁcance testing we have chosen 50 % for the sliding window
and 6 % for the ﬁltering bandwidth to get robust results, without
ﬁltering out trends. The corresponding p-values for autocorrela-
tion at lag-1, standard deviation and skewness are 0.408, 0.294,
and 0.080 for SST and 0.078, 0.038, and 0.006 for SSS.
4.4 Discussion
Considering the previous analysis our results show that using a
model run and spatial early-warning analysis variables and regions
can be detected that react sensitively prior to an approaching
bifurcation. This can be used to perform temporal early-warning
analysis by means of autocorrelation lag-1, standard deviation,
and skewness. The choice of the analyzed variable (i.e., SST,
SSS), region and size of bandwidth as well as sliding window
is important to obtain robust results. This can be ensured by
performing a sensitivity analysis and signiﬁcance testing. In our
study SSS in the NNA with a sliding window of approximately
50 % and a ﬁltering bandwidth of 6 % has been shown to be a
promising choice to provide a reliable early-warning signal, while
other regions (e.g., the Nordic Seas) and variables (e.g., AMOC
volume ﬂux) do not show clear early-warning signals.
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Figure 4.7: Sensitivity analysis for the autocorrelation (lag-1)
coeﬃcient α1, standard deviation and skewness for sea-surface
temperature (SST) in the northern North Atlantic (NNA). The
contour plots show the dependence of the trend (indicated by
Kendall's τ) on the size of the sliding window and on the band-
width for the Gaussian ﬁlter (a, c, e). The star in each panel (a,
c, e) indicates the parameter choice used in this study. The his-
tograms (b, d, f) give the frequency distribution of the statistics.
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4.4.1 Abrupt Climate Transition
The climate transition evident in our simulation causes SST anoma-
lies of up to -4 °C averaged over the Nordic Seas and of -2.6 °C
averaged over the NNA (Fig. 4.2e). In the cold climate state
sea ice covers the entire Nordic Seas and large areas of the NNA
(Fig. 4.2c). Despite the low resolution of the CCSM3 used in
this study we found a warming of the ocean surface close to New-
foundland (Fig. 4.2e) associated with AMOC weakening similar
to the warming described by (Saba et al., 2016) in simulations
with much higher ocean-grid resolution.
Quasi-decadal oscillations during the cold state may indicate that
the transition happens at a bifurcation point from one stable to
an oscillatory mode (Scheﬀer et al., 2009). This cold oscillatory
mode has been described in detail by Yoshimori et al. (2010). A
closer inspection of the transition phase indicates that the mode
switch is triggered through an SSS reduction in the NNA which
leads to a reduction in deep-water formation and hence regional
cooling and sea-ice expansion.
Several other potential triggers of climate transitions and their
underlying mechanism are the topic of ongoing research (Kleppin
et al., 2015; Bestelmeyer et al., 2011; Crowley , 2000; Alley and
Ágústsdóttir , 2005). While volcanic activity (Sigl et al., 2015),
solar forcing (Jiang et al., 2005; Steinhilber et al., 2009; Gray
et al., 2010), and the external input of freshwater (Broecker and
Denton, 1989; Hawkins et al., 2011; Rahmstorf , 1996) are not
relevant in the context of our study,
sea-ice transport and sea-ice-atmosphere interactions (Li et al.,
96
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Figure 4.8: Same as in Fig. 4.7 but for sea-surface salinity
(SSS).
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Figure 4.9: Signiﬁcance testing for the sea-surface temperature
(SST) in the NNA with a sliding window of 10 - 90 % and a ﬁlter
bandwidth of 1 - 35 % for 500 surrogates. The contour plots
show the p-value for each combination for (a) the autocorrelation
(lag-1) coeﬃcient α1, (c) standard deviation, and (e) skewness.
The star indicates the parameter choice used in this study. The
histograms (b, d, f) show the distribution of Kendall's τ for the
combination used in this data set. The star shows the calculated
τ in our study. The dashed red lines indicate a p-level of 0.1.
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Figure 4.10: Same as in Fig. 4.9 but for sea-surface salinity
(SSS).
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2005, 2010; Wanner et al., 2008, and references therein) can play
a potential role.
Broecker and Denton (1989) discussed that millennial scale North
Atlantic climate oscillations during glacial periods are character-
ized by an air-temperature change of ∼ 5 °C. They propose that
these oscillations are driven by oscillations in the salinity of the
Atlantic Ocean which modulates the strength of the Atlantic's
overturning circulation. Although we agree with the important
role of salinity in forcing the strength of the AMOC and possible
state transitions, the origin of salinity changes is diﬀerent in our
simulation.
In our study, the changing orbital forcing and the associated cool-
ing in the northern North Atlantic and the sea-ice expansion drive
the climate towards a bifurcation point. Prior to climate transi-
tions trends in the background climate are important for a possible
switch to another climate state (Scheﬀer et al., 2001; Ditlevsen
and Johnsen, 2010). Due to the change in orbital forcing a trend
in SST and other climate variables is generated over time in our
simulation (Fig. 4.1), which brings the climate closer to a bifur-
cation point making a climate transition more likely. In particular,
the model simulates a high-latitude cooling trend from the mid to
the late Holocene accompanied by an increase in sea-ice extent
(Varma et al., 2016) in qualitative agreement with proxy records,
see e.g., De Vernal and Hillaire-Marcel (2000); Clement and Pe-
terson (2008); Wanner et al. (2008); Müller et al. (2009). We
can rule out the possibility that this is an erroneous model drift
since Varma et al. (2016) showed that accelerating (by a factor of
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10) the transient Holocene simulation has hardly any eﬀect on the
spatiotemporal evolution of the Holocene surface climate before
the state transitions. Therefore, we can ensure that the climate
trends in our study (e.g. in SST) are not an artifact of the model
but physically driven by the orbital forcing.
The ﬁnal trigger for the state transition is related to internally
generated climate noise. In our study the climate moves closer
towards a bifurcation point due to slow orbital forcing. This (de-
terministic) movement towards the bifurcation point is clearly in-
dicated by early-warning signals. A noise-induced transition be-
comes more likely to occur the closer the system is to the bi-
furcation point. As such, the state transition can be attributed
to a mixture of deterministic (orbitally forced) climate change
and a noise-induced transition as the ﬁnal kick, as described by
Lenton (2012). As ﬁnal trigger we identify an anomalous atmo-
spheric circulation state characterized by a positive anomaly in
sea-level pressure (SLP) over the mid-latitude North Atlantic in
the decade near the beginning of the state transition phase (Fig.
A.1). The associated surface-wind anomaly induces, via Sverdrup
balance, an anti-cyclonic oceanic circulation anomaly (Fig. A.1),
which reduces the transport of salty subtropical waters towards
the sub-polar North Atlantic and the southward export of rela-
tively fresh water from the sub-polar gyre. As a consequence, the
northern North Atlantic starts to freshen (Fig. A.1). During the
next decades, a positive North Atlantic Oscillation- (NAO-) like
SLP pattern establishes, maintaining the anomalous anti-cyclonic
gyre and associated freshwater transports. At the same time, a
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cyclonic gyre around Iceland leads to enhanced freshwater trans-
port towards the NNA through Denmark Strait, further freshen-
ing the region. At some point, the NNA becomes too fresh such
that convection stops, sea ice expands and the AMOC weakens.
A weakened AMOC acts as a positive feedback due to reduced
northward salt and heat transports. During the Holocene simula-
tion similar phases with persistent positive NAO-like atmospheric
states occurred before, but induced only multi-decadal North At-
lantic cold events rather than a state transition (Klus et al., in
review), probably because the system was too far from the bi-
furcation point. During the Holocene, the bifurcation point is
approached through orbital forcing which leads to a slow cooling
of the northern North Atlantic Varma et al. (2016). This cooling
not only reduces the thermal expansion coeﬃcient of the water
(hence increasing the eﬀect of salinity on density), but also allows
the sea ice to expand, isolating the ocean from the atmosphere,
which acts as a positive feedback to reduced oceanic convection
Lohmann and Gerdes (1998). In order to verify that the state
transition has a stochastic component, we repeated a short por-
tion of the Holocene run over the time of the transition (from
year 1900 BP to 1350 BP) on another platform with a diﬀerent
compiler and found no transition to occur this time (not shown).
4.4.2 Interpretation of Early-warning Signals
Spatial analysis of early-warning signals reveals that it is important
to choose the right region to obtain a signiﬁcant early-warning sig-
nal (Figs. 4.3, 4.4). Some regions (e.g., NNA, northern Nordic
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Seas, and the region close to Newfoundland) react more pro-
nounced to the upcoming bifurcation than others. A strong sig-
nal for autocorrelation at lag-1 and standard deviation for SST,
SSS, and sea-ice concentration is found in the sub-polar North
Atlantic (Fig. 4.3). This region has been extensively discussed
during the last years in the literature (e.g., Rahmstorf et al., 2015;
Hansen et al., 2016, and references therein), since this region has
been cooling while global mean temperature is rising. It has been
suggested that this cooling trend is possibly caused by a weaken-
ing of the northward heat transport and can be associated with
a reduction in the AMOC strength (e.g., Drijfhout et al., 2012;
Rahmstorf et al., 2015) as well as with internal ﬂuctuations (Rob-
son et al., 2016; Ortega et al., 2017).
Using the temporal early-warning analysis for the NNA, it can be
seen that it is also important to choose the right climate vari-
able to obtain a signiﬁcant trend (Figs. 4.5, 4.6). As discussed
in Ditlevsen and Johnsen (2010) the trends in autocorrelation at
lag-1 and standard deviation can only be seen as sign of critical
slowing down if they increase simultaneously, which is the case
in our study. Dakos et al. (2008) showed that the trend for the
autocorrelation at lag-1 for several reconstructed climatic shifts
in Earth history with p-values between 0.17 and 0.83 can be in-
terpreted as a (weak) signal of slowing down. In addition to that,
the skewness was also taken into account by Dakos et al. (2012).
For most parameter choices a clear increase of autocorrelation at
lag-1 and the standard deviation were found while the skewness
decreased. Not every climate variable of our Holocene simula-
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tion is inﬂuenced by the slow external forcing in the same way.
Using a global climate model the sensitivity of several variables
and regions can be tested to ﬁnd measurable variables that show
signiﬁcant signals prior to an approaching bifurcation and, further-
more, choose the region of interest for further observations wisely.
Although the AMOC does not show an early-warning signal (Figs.
4.5k, 4.6k) it plays a key role during the climate transition. The
skewness reveals a strong signiﬁcant trend in the NNA as well,
which is positive or negative depending on the size of the new
mode (Fig. 4.6a,c,e,g).
Although signals of critical slowing down might be evident in the
studied data, one needs to be cautious and should bear in mind
that these signals could also appear due to other reasons, e.g.,
due to inadequate detrending (Lenton et al., 2012). As discussed
in Dakos et al. (2008, 2012) the choice of bandwidth is impor-
tant to obtain reasonable results. For both, a too narrow or a too
wide choice, long-term trends can remain in the data set or an
over ﬁtting of data can occur. This could lead to false-positives
in early-warning signal analysis. A too short sliding window and
therefore small number of data points in this window reduces the
reliability of the calculation of early-warning signals (see supple-
ment of Dakos et al. (2008)). In contrast to that, a very long
sliding window leads to a reliable result within a sliding window,
while a trend over time cannot be resolved anymore.
Still, critical transitions can also occur without an early-warning
signal as it was shown by an experiment with a rotifer popula-
tion (Sommer et al., 2017), where true positive and false positive
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signals were found and the signal appeared when the population
already declined. Boerlijst et al. (2013) showed that not all mode
transitions are preceded by an increase in autocorrelation or other
early-warning signals. If the dominant eigenvector of the analyzed
system does not point in the direction of destabilization, the early-
warning signal will not appear, even though fold bifurcations are
always accompanied by critical slowing down. Furthermore, state
transitions can occur due to pure noise, but a second climate state
possibly already existed and the noise was just strong enough to
push the system towards a second potential well described as
'noise-induced tipping' (Timmermann et al., 2003; Franzke and
O´Kane, 2017). This can sometimes be checked for by a poten-
tial analysis (e.g., Livina et al., 2009). Of course, noise-induced
climate transitions would still not be predictable. In addition, it
could also help to perform a sensitivity analysis and signiﬁcance
testing as we did in our study, to check if another combination of
ﬁlter bandwidth and sliding window changes the results.
Potential analysis (see Livina et al. (2009)) for our simulation re-
veals more than two climate states for most of the time series
(Fig. A.2), indicating a high degree of non-stationarity. Livina
et al. (2009) and Dakos et al. (2012) found one or two states
for most of their time series. However, for some sliding windows
multiple states were identiﬁed, potentially indicating that the data
did not have a distinct potential (Livina et al., 2009; Dakos et al.,
2012).
Moreover, Bathiany et al. (2016) pointed out that an increase
in autocorrelation and variance is no evidence of a catastrophic
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transition since they just reﬂect present changes in the timescale
of a system. Only if the existence of catastrophic transitions is
proven, they can be used as early-warning signals. In our study,
we do not only have multidecadal cold events indicating the ex-
istence of at least a second potential climate state but already
know that a catastrophic bifurcation will be approached. Another
important factor is the number of data points to quantify sig-
niﬁcance of a change in autocorrelation and variance (Bathiany
et al., 2016). It has been argued that a signiﬁcant number of
data points are needed to ﬁnd meaningful changes (see supple-
ment of Ditlevsen and Johnsen, 2010, for further explanation).
Therefore, high-resolution quantitative observations are required
to calculate signiﬁcant potential early-warning signals, e.g. for a
collapse of the AMOC. In contrast to the AMOC stream function
that was used in other studies to check for potential early-warning
signals (e.g., Boulton et al., 2014), studying surface ﬁelds such
as SST and SSS as in our study, is a more promising approach
and observations are easier to access.
4.5 Summary and Conclusions
If several factors (e.g., the sensitivity to the size of the sliding
window and the bandwidth of the ﬁlter) are considered, autocor-
relation, standard deviation, and skewness have been found to be
reliable early-warning signals in our study for SSS in the NNA.
It has been found that using a global climate model variables
as well as the region can be identiﬁed that react sensitively to
an approaching bifurcation and can lead to a reliable result of
106
4.5. SUMMARY AND CONCLUSIONS
the calculation of early-warning signals. While SSS, SSH, sea-ice
concentration, and - to a lesser extent - SST in the NNA show
a signiﬁcant signal, variables in the Nordic Seas and the AMOC
do not. The identiﬁed key variables (which are more easily acces-
sible than, e.g., the AMOC) could therefore be measured in the
mentioned region to obtain a robust base for calculating early-
warning signals. One has to be cautious if only one indicator
increases, since autocorrelation at lag-1 and the standard devia-
tion cannot be seen independently (Ditlevsen and Johnsen, 2010).
Our results support the notion that many past climate transitions
have been accompanied by crossing critical thresholds and that
generic early-warning signals prior to several climate shifts are
often evident (Dakos et al., 2012). Yet, it is not possible to
predict all drastic state transitions and false positive alarms can
occur, therefore, signiﬁcance testing should be performed simul-
taneously. Additionally, it should be kept in mind that in reality
several control parameters are subject to permanent change, e.g.,
the orbital forcing, greenhouse gases or the input of meltwater
into the ocean. This further complicates the bifurcation analysis.
Nevertheless, if we have the facilities to check for early-warning
signals, we should use them (although with caution) to examine,
e.g., the temporal and spatial variability of a surface temperature
ﬁeld (Lenton et al., 2017) or the sea-surface salinity. Although
noise-induced abrupt climate transitions may always be present,
an upcoming bifurcation which might be associated with a change
in the global climate variability possibly caused by anthropogenic
activity, could be predicted by analyzing potential changes in au-
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tocorrelation, standard deviation, and skewness. Our results sug-
gest that slow gradual cooling of the northern North Atlantic
may give rise to a critical transition, which might be heralded by
early-warning signals that can be found in ocean surface variables.
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Abstract
The stability and variability of the climate system and in particular
of the Atlantic meridional overturning circulation is inﬂuenced by
several factors including, for example, orbital conditions and at-
mospheric carbon dioxide (CO2) concentration. Here, we present
nine sensitivity experiments with diﬀerent atmospheric CO2 con-
centrations ranging from 210 to 330 ppm and orbital conditions
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representing 130 ka and 9 ka before present and pre-industrial val-
ues using the model CCSM3. Eight simulations reveal a sponta-
neous climate transition from a warm North Atlantic climate state
to a cold state with extended sea-ice cover in the North Atlantic
region. We detected two diﬀerent mechanisms that lead to these
transitions. In the 130 ka simulations the ocean becomes too
warm and salty in the main area of deep-convection and is dom-
inated by a negative North Atlantic Oscillation (NAO) anomaly.
The 9 ka simulation with 210 ppm atmospheric CO2 concentration
and the pre-industrial simulations reveal a cooling and freshening
of the surface ocean in the areas of deep-convection together with
an increase in sea-ice concentration that decreases the eﬀect of
wind on the ocean similar to the mechanism of thermal threshold
described by (Oka et al., 2012). Both mechanisms lead to a pos-
itive anomaly of surface heat ﬂux in the area of deep-convection
in the North Atlantic, which then leads to the climate transitions.
5.1 Introduction
The Atlantic Meridional Overturning Circulation (AMOC) and
the associated North Atlantic deep-water formation have been
shown to react sensitive to surface forcing, e.g., via atmospheric
greenhouse-gas concentrations (e.g., Hofmann and Rahmstorf ,
2009; MacMartin et al., 2016). The possibility of a severe weak-
ening or total collapse of the AMOC has been addressed by sev-
eral studies (e.g., Swingedouw et al., 2007; Liu et al., 2017). Oka
et al. (2012) discussed a thermal threshold that was found in a
coupled climate model and which is associated with an abrupt
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transition from a present-day AMOC to a weaker glacial AMOC.
They found a thermal threshold associated with the surface cool-
ing factor together with changes in sea-ice cover and the loca-
tion of deep-water formation. The potential thermal threshold
may be exceeded due to moderate surface cooling triggered by,
among others, wind stress forcing. This is especially important in
the regions of deep-water formation (Labrador Sea, Nordic Seas,
Irminger Sea). A large sea-ice extent during winter in the Nordic
Seas can stop the interaction of wind forcing on the ocean and
therefore weaken deep-water formation in these regions. Deep-
water formation in the Irminger Sea is not stopped but shifted to
the south. This southward shift was already shown to be a reason
for a weakened AMOC (e.g., Ganopolski and Rahmstorf , 2002).
Broecker (1987) was one of the ﬁrst to show that Earth's cli-
mate might rapidly react to changing CO2 concentrations due to
a sudden adjustment of the North Atlantic conveyor belt. It is
known that the regions in the northern North Atlantic and in the
Nordic Seas, where deep-water formation occurs, play an impor-
tant role in this possibly bistable system (Ganopolski and Rahm-
storf , 2002; Schulz et al., 2007). Swingedouw et al. (2007) who
compared two simulations with and without land-ice-melting dur-
ing increased CO2 concentrations, found that the weakening of
the AMOC could result from a reduced surface cooling due to the
reduction in the air-sea temperature gradient as the atmosphere
warms. They further suggest a positive feedback between a sea
ice increase at deep-convection areas and an AMOC decrease.
Furthermore, orbital parameters can also inﬂuence the tendency
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towards a potential AMOC threshold. Although the 130 ka BP
orbit is considered as a "warm orbit" a relatively weak AMOC of
approximately 8.5 Sv and an extended sea-ice cover in the North
Atlantic were found in a Last Interglacial simulation started at
130 ka BP by Varma et al. (2016). A combined forcing of orbital
parameters and other forcing ﬁelds, such as atmospheric CO2 con-
centration or wind stress, on North Atlantic climate stability and
especially the strength of the AMOC is therefore an important
factor to consider.
Although the connection between atmospheric CO2 concentra-
tion, orbital forcing and a weakening of the AMOC was already
discussed in several studies, a detailed analysis of the stability
behaviour of the sensible areas of deep-water formation and the
correlation of the warm orbit during 130 ka (or other time spans)
in combination with several CO2 concentrations has not yet been
done. Deep-water formation in the North Atlantic has been shown
to possibly be a bistable system (Oka et al., 2012; Ganopolski and
Rahmstorf , 2002; Schulz et al., 2007) and therefore play a key-
role in this context. Furthermore, a signiﬁcant decrease in the
deep-water formation and subsequently in overturning circulation
could turn a local bistability into a large-scale climate change.
Therefore, analyzing these transitions with regard to atmospheric
CO2 concentration and orbital parameters helps to provide further
knowledge about the importance of the radiative forcing as well
as the bistability of the climate system due to diﬀering CO2 con-
centrations and orbital parameters. We analyze the dynamics and
feedbacks in the North Atlantic region in a series of orbital (130 ka
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BP, 9 ka BP, pre-industrial) and CO2 forced model experiments
performed with the Community Climate System Model version
3 (CCSM3). Furthermore, we investigate if diﬀerent values and
combinations of the forcing parameters can lead to diﬀerent feed-
backs and mechanisms and whether speciﬁc forcing sets trigger a
climate transition towards a cold climate state.
5.2 Model Description
The fully coupled global climate model used in this study is ver-
sion 3 of the comprehensive Community Climate System Model
(CCSM3; http://www.cesm.ucar.edu/models/ccsm3.0/,
13.02.2018). It is composed of four components encompassing
the atmosphere, ocean, land, and sea ice (Collins et al., 2006a).
The Community Atmosphere Model version 3 (CAM3; Collins
et al., 2006b) represents the atmospheric component. In this
study, we use the low resolution conﬁguration (T31) with 26
irregularly distributed vertical layers and a 3.75° transform grid
(Yeager et al., 2006). The sea-ice component (Community Sea
Ice Model version 5 (CSIM5); Briegleb et al., 2004) and the ocean
component (Parallel Ocean Program (POP); Smith and Gent,
2004) share a horizontal grid with a nominal resolution of 3° and
a reﬁned meridional resolution of 0.9° around the equator. POP
consists of 25 vertical layers with thicknesses varying between 8
m (top layer) and almost 500 m (deepest).
Starting from a pre-industrial equilibrium simulation (Merkel et al.,
2010) the model was further integrated for 400 years with an or-
bital forcing representing 9000 years before present (9 ka BP).
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Figure 5.1: Annual mean of the Atlantic Meridional Overturning Circulation (AMOC [Sv]) calculated
below 500 m depth and north of 30 °N for the nine diﬀerent simulations. The grey time slices indicate
the warm and cold state (model year 1-30 and 671-700, respectively).
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Afterwards, nine diﬀerent non-accelerated experiments have been
performed, each 700 years long: Two with the orbital parameters
representing 9 ka BP and CO2 values of 210 ppm and 240 ppm,
two with pre-industrial (PI) orbital conditions and CO2 concen-
trations of 210 and 240 ppm, and ﬁve experiments with orbital
conditions representing 130 ka BP and CO2 values of 210, 240,
270, 300, and 330 ppm. For the exact value of the orbital param-
eters see Table 5.1. Hereafter, we refer to a particular simulation
by using the chosen orbital parameter and the associated CO2
value, e.g., 9k240 deﬁnes the simulation with the orbital parame-
ter representing 9 ka and a CO2 concentration of 240 ppm. In all
experiments, CH4 and NO2 concentrations were kept constant at
622 ppbv and 259 ppbv, respectively.
130 k 9 k PI
obliquity [°] 24.242 24.229 23.446
precession -0.285 -0.014 0.0164
Table 5.1: Values for obliquity and precession for the diﬀerent
experiments in this study.
5.3 Results
In eight of the nine experiments a sudden climate transition is
evident associated with an AMOC weakening (Fig. 5.1). Only
the simulation with 9k240 condition does not exhibit an AMOC
shift during the simulation period. However, a continuation of
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this model run might also show a climate switch, but at a later
stage. Nonetheless, the model simulation with 9k240 conditions
is hereafter considered as the reference case, in particular when
compared to the remaining eight model experiments. In the fol-
lowing, the ﬁrst 30 years of the CO2 runs are chosen to represent
the "warm" climate state and the last 30 years (model years 671-
700) are chosen to represent the "cold" climate state.
5.3.1 Climate States and Transition Phases
During the warm states the strength of the AMOC amounts to
approximately 15 Sv (Fig. 5.1 and Table 5.1). Here, we exem-
plarily show the warm and cold state for 130k210 (Fig. 5.2). The
Arctic Ocean, Baﬃn Bay and the northern and western Nordic
Seas are ice-covered, with annual mean sea-surface temperatures
(SST) ranging between -1 and 5 °C and with sea-surface salinities
(SSS) of less than 32 PSU, while large parts of the northern North
Atlantic are ice free (not shown; see Table B.1). The region of the
sub-polar gyre (SPG) exhibits salinities of 34.5 PSU during the
warm state. In the cold state the sea-ice margin extends south
to 40 - 45° N accompanied by a cooling and freshening of the
northern North Atlantic, Baﬃn Bay, and Nordic Seas (not shown;
see Table B.1).
For all model simulations "warm" state deep-convection (Fig. 5.3
and Tables B.1-B.2 for annual and winter (JFM) means, respec-
tively) occurs in the North West Atlantic and in the Irminger
Sea (together deﬁned as convection area 1, i.e., CA1) and in
the Nordic Seas. These regions are especially important for the
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strength of the AMOC since the deep-water formation is one
driver of the Atlantic Ocean circulation.
SST and SSS range between 2.0 and 3.4 °C and between 34.1 and
34.4 PSU in the winter mean in CA1, while in the Nordic Seas,
the winter SST varies between 0.1 and 0.7 °C and the winter SSS
between 33.5 and 33.7 PSU (Table B.1-B.2). CA1 and parts of
the Nordic Seas are ice-free (Table B.1-B.2). The sea-level pres-
sure (SLP) pattern shows a low south of Iceland and a high south
of the Azores (see Fig. 5.5a for 9k240).
The model runs exhibit a broad variety regarding the actual on-
set of the respective climate transition. The ﬁrst transition oc-
curs already after approximately 75 model years for PI210, while
9k210 needs ∼ 585 model years (Fig. 5.1). The climate in the
other eight simulations is dominated by a weakened annual AMOC
strength of approximately 9 to 10 Sv (Fig. 5.1 and Table B.1) and
a cooled and freshened sea surface with an increased sea-ice con-
centration after the transition (see Tables B.1-B.2). The most se-
vere cooling and freshening occurs in the northern North Atlantic,
in the CA1, and in the Nordic Seas (see Fig. 5.2 for 130k210). In
parts of the Arctic and around the Greenland coast as well as in
a small area around 40° N and 60° W SSS increased. Addition-
ally, deep-water formation weakens resulting in a reduced winter
mixed-layer depth (MLD) less than 144 m in CA1 and below 72
m in the Nordic Seas (in the annual mean the MLD amounts to
less than 77 m in the CA1 and 43 m in the Nordic Seas; Tables
B.1-B.2). All of the aforementioned variables are dominated by
quasi-decadal oscillations during the cold state, e.g., the AMOC
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Figure 5.2: Annual mean of the sea-surface temperature (SST
[°C]) and the sea-surface salinity (SSS [PSU]) for (a-b) the warm
state (model year 1-30) and (c-d) the cold state (model year 671-
700) for the simulation 130k210. The black line in (a) and (c)
indicates the 10 % sea-ice margin (ice) during the warm and cold
state. The Anomaly for SST and SSS for cold - warm state is
shown in (e-f).
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Figure 5.3: Maps
of (a) winter (JFM)
mixed-layer depth
(MLD [m]) for the 9
k simulation with an
atmospheric CO2 con-
centration of 240 ppm
for the warm state
(model years 1-30)
and (b-i) the winter
mean MLD anomaly
([m]) during the warm
state compared to
the other simulations.
The black boxes in (a)
indicate the locations
of the research area 1
(RA1) and the Nordic
Seas.
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is subject to oscillations with a period of approximately 13 years.
5.3.2 Anomalies between Model Simulations
The comparison of the winter mean during the warm state (e.g.,
considering surface density and SLP) between the reference model
run 9k240 and the eight remaining model simulations reveals simi-
lar patterns for the 130 ka simulations (Figs. 3-6 b-f), while 9k210
and both PI simulations show diﬀerent patterns (Figs. 3-6 g-i).
Deep-convection mainly weakens in all experiments compared to
9k240, but a shift of the convection sites occurs in the 130k210,
240, 300, and 330 simulations in CA1 towards the west and in
some simulations also in the Nordic Seas, especially in PI210.
The sea-ice concentration reduces in general in the 130 ka sim-
ulations except for 130k210 in the Nordic Seas (Fig. 5.6b-f).
9k210 also features a small reduction in the sea-ice concentration
(not shown). The PI simulations mainly show an increase in sea-
ice concentration in the North West Atlantic and in the northern
Nordic Seas (not shown).
In the 130 ka simulations, the sub-polar North Atlantic is overall
warmer than in the 9k240 simulation. Around 35° N a surface
cooling and freshening can be observed compared to 9k240, while
the center of the sub-polar gyre is saltier except for 130k270 (SST
and SSS patterns are not shown). The Nordic Seas and the North
Sea exhibit a surface cooling for low atmospheric CO2 values (i.e.,
for 210 and 240 ppm), partly a warming but also a cooling in the
model run with 270 ppm for the atmospheric CO2 concentration,
and some warming in the simulations with 300 and 330 ppm.
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9k210 features only minor diﬀerences in the SST and SSS pat-
terns compared to 9k240. The Arctic Ocean, Baﬃn Bay, the area
around 40° N close to Newfoundland, and the region around Ice-
land are fresher in the 130 ka simulations compared to 9k240,
whereas the rest of the North Atlantic is slightly saltier and/or
no clear diﬀerence is evident. In contrast, the PI simulations
show almost the reverse pattern for SST and SSS as the 130 ka
simulations with an overall cooler northern North Atlantic and a
warming close to Newfoundland.
The mentioned SST and SSS patterns lead to diﬀerences in the
surface density (Fig. 5.4). Surface density in the North Atlantic
region for 9k240 is highest in CA1 and in the Nordic Seas, where
deep-convection takes place (Fig. 5.4a). The 130 ka simulations
reveal an overall similar pattern (Fig. 5.4b-f), while the PI sim-
ulations and 9k210 show almost the reversed one (Fig. 5.4g-i).
In the northern Nordic Seas, in the Mediterranean Sea, and in
large parts of the North Atlantic (at 30-50° N), the surface den-
sity increased (decreased) for 130 ka (PI and 9k), whereas in the
southern Nordic Seas and close to Newfoundland, the surface den-
sity decreased (increased). The sub-polar gyre region reveals an
overall decrease in surface density for the PI simulations, while for
the 130 ka simulations the surface density increased in the east-
ern and central part, and decreased in the western part, which
corresponds to the shift in the deep-convection sites and likewise
to the weakening of the deep-water formation (Fig. 5.3b-g).
The SLP pattern for 9k240 shows a North Atlantic Oscillation-like
(NAO-like) pattern with a Low south of Iceland and a High south
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Figure 5.4: Same as
Fig. 5.3, but for the
surface density (SD
[g/cm3]).
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Figure 5.5: Same as
Fig. 5.3, but for sea-
level-pressure (SLP
[hPa]).
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of the Azores (Fig. 5.5). The 130 ka runs exhibit a decrease in
the pressure diﬀerence between the Icelandic low and the Azores
high resembling a negative NAO phase (which is usually associ-
ated with southward shifted and weakened westerlies), whereby
the SLP diﬀers by up to ±6 hPa (Fig. 5.5). For the remaining
simulations no clear pattern is evident (Fig. 5.5).
The surface heat ﬂux (SHF) is negative (i.e., it is directed up-
wards) for 9k240 over almost the entire North Atlantic and the
Nordic Seas (Fig. 5.6a and Table B.2). The 130 ka simulations
exhibit positive anomalies in the CA1 and in parts of the Nordic
Seas compared to 9k240, whereas at 30° N a negative anomaly
is evident (Fig. 5.6b-f and Table B.2). The anomaly maps for
9k210 and especially for PI210 and PI240 show for most parts of
the North Atlantic a similar pattern, whereas CA1 exhibits a pos-
itive anomaly in its western part, while the eastern part is close
to zero or is negative (Fig. 5.6g-i and Table B.2). A positive
SHF anomaly results in a reduced heat loss from the ocean sur-
face, which leads to a reduction in deep-convection and, hence,
deep-water formation.
5.4 Discussion
Considering the previous analysis our results show that the climate
state transitions of the 130 ka simulations and the 9k210 and PI
simulations are triggered by two diﬀerent mechanisms. The main
questions we focus on is how the mechanisms work that lead to
a climate transition in the North Atlantic under diﬀerent combi-
nations of radiative and CO2 forcing.
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Although the consequences of the climate transitions are com-
parable for the diﬀerent simulations, the mechanisms behind the
transitions vary under the diﬀerent parameter choices. SST, SSS,
sea-ice concentration, and SLP have to be in a certain range to
allow for the onset of deep-water formation in the sensitive areas.
SLP inﬂuences the strength and direction of the wind, which can
enhance or weaken deep-water formation. If the westerlies are
too weak the turbulent surface heat ﬂuxes (SHF) are reduced,
leading to warmer surface temperatures and less deep-water for-
mation as evident in the SHF plots (Fig. 5.6b-f). If the wester-
lies are strong during wintertime and shifted northwards sea ice
can be transported towards the deep-water formation areas and
can dampen the interaction between atmosphere and ocean. If
the water is too cold, warm, fresh (due to, e.g., the melting of
sea ice), or salty the density stratiﬁcation of the water column
changes. Furthermore, a large sea-ice cover can dampen or even
stop the interaction between atmosphere and ocean. A change
in SLP and wind can lead to a warming in the CA1 as well as to
a change in the sea-ice transport and can additionally interfere
with the strength of the ocean circulation even if the changes
are relatively small. While the 130 ka simulations exhibit a neg-
ative NAO-like anomaly pattern, a positive temperature anomaly
in large parts of the North Atlantic, and a decrease in the sea-ice
concentration, the PI simulations show almost the reverse with
an overall cooling, a larger sea-ice extent, and no obvious SLP
anomaly pattern. This supports the hypothesis that the climate
state transitions of the 130 ka simulations and the 9k210 and PI
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Figure 5.6: Same as
Fig. 5.3, but for sur-
face heat ﬂux (SHF
[W/m2]).
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simulations are triggered by diﬀerent mechanisms. Although the
trigger among the experiments may diﬀer, the consequences of
the climate transitions with a signiﬁcantly weakened AMOC and
an overall cooling in the North Atlantic region are almost the
same. A high obliquity (130 ka, see Table 5.1) has a strong ef-
fect resulting in a warming in CA1, while the simulations with
lower obliquity (PI and 9 ka, see Table 5.1) are mainly aﬀected by
the low atmospheric CO2 concentrations (Fig. 5.6). We note in
this context that the winter season (JFM) for the diﬀerent orbital
conditions (130 ka, 9 ka, and PI) may not be of the same length
due to diﬀerent precession values.
The idea of a thermal threshold with wind stress being one trig-
ger has been presented by Oka et al. (2012). Consistent with our
results, they showed that the location of deep-water formation,
the positions of the sea-ice edge and the resulting SHF play a key
role when a climate tipping point in the North Atlantic region is
approached. They showed that the heat transport over the Nordic
Seas vanishes over time, as this region becomes more ice-covered,
which is consistent with our results: over time, the SHF over the
Nordic Seas tends towards zero while approaching the climate
transition (Fig. 5.7). Furthermore, the deep-water formation in
CA1 in the 130 ka simulations is shifted southwards, which can
cause a further weakening of the AMOC (e.g., Ganopolski and
Rahmstorf (2002).
Oka et al. (2012) also discussed that wind stress plays a crucial
role in forcing the thermal threshold. They found that the main
wind-stress anomaly is directed southwards along the western and
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eastern coasts of Greenland, which strongly aﬀects the ocean cir-
culation and deep-water formation. This is consistent with our
ﬁnding of a positive NAO anomaly during the 130 ka simulations.
The aforementioned thermal threshold might also be reached via
changes in the orbital parameters, leading to a warming or cool-
ing in the CA1. In our study, the thermal threshold seems to be
reached due to low atmospheric CO2 concentrations (130 ka, 9
ka BP, and PI) or due to a high obliquity (130 ka), which leads
to either a cooling or a negative NAO anomaly and, therefore, to
a decreased wind forcing.
Varma et al. (2016) presented a Last Interglacial (LIG) simulation
started with 130 ka BP orbital conditions that revealed a weak
AMOC of approximately 8.5 Sv and a high sea-ice concentration
in the North Atlantic at the beginning of the simulation.
This supports our hypothesis that, although 130 ka BP and 9 ka
BP are relatively "warm orbits", the AMOC can already be in or
switch to a weak state with an extended sea-ice cover and a cool-
ing observed in the North Atlantic region if the thermal thresh-
old is exceeded. This probably occurs due to a negative NAO
anomaly, leading to weakened and southward shifted westerlies,
and to a warming of the SPG forced by the orbital parameters.
Kleppin et al. (2015) showed that a negative NAO can trigger a
climate transition. In their study a negative NAO occurred due
to atmospheric randomness, while in our study it is triggered by
the choice of the orbital parameter. Kleppin et al. (2015) found
that anomalous SLP values over the North Atlantic can lead to a
weakened wind stress curl over the SPG and, therefore, can result
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Figure 5.7: Time series of winter (JFM) surface heat ﬂux (SHF, W/m2) in the Nordic Seas (NS).
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in a weakening of the circulation in the SPG. Less warm and salty
water is advected towards the high latitudes from the subtropics,
leading to a further weakening of the SPG and of the deep-water
formation in the Labrador Sea, which in turn weakens the AMOC.
The PI and 9k210 simulations potentially experience a state tran-
sition due to low atmospheric CO2 concentrations in conjunction
with lower obliquity and higher precession values, leading to a
freshening and cooling of the SPG and to a larger sea-ice ex-
tent (which dampens the wind eﬀect on the ocean surface) in the
deep-convection areas. To this end, the reduced inﬂuence of the
wind on the ocean and the change in stratiﬁcation of the water
column due to a temperature and salinity decrease likely lead to
the climate transitions.
After the climate transition each simulation reveals a warming of
the surface ocean close to Newfoundland (not shown) in response
to a weakened AMOC, which is similar to the warming described
by Saba et al. (2016). These authors analyzed several model sim-
ulations and observed this warming close to Newfoundland only
in the simulation which has a much higher resolution compared
to our study. The most severe warming in our study is found in
the PI experiments.
Stocker and Schmittner (1997) showed that the North Atlantic
climate can experience a state transition due to a change in the
atmospheric CO2 concentration. However, their observed transi-
tion was due to an extremely high atmospheric CO2 concentration
(750 ppm) compared to the atmospheric CO2 concentration we
chose, which range between 210 and 330 ppm. Furthermore, it
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has to be taken into account that it is possible that the thermoha-
line circulation slows down or even shuts down depending on the
rate of change of the CO2 concentration. The timing and mag-
nitude of climate shifts are not necessarily predictable (Broecker ,
1987). In our study, we also ﬁnd no obvious timing scheme for
the onset of a climate transition. The stability of the climate in
the North Atlantic region is weakened due to changes either in
the atmospheric CO2 concentration or in the orbital parameters
and is found to be close to a bifurcation point, but no obvious
pattern with regard to orbital forcing or CO2 level is revealed.
Some model studies discuss that climate models may be too sta-
ble to experience a climate shift under CO2 changes (e.g., Hof-
mann and Rahmstorf , 2009; Liu et al., 2017). Climate models
can exhibit a bias in their surface ﬂuxes or in other components
and, therefore, may not show an abrupt climate transition. Model
errors, new parameterizations, and diﬀerent mixing schemes can
aﬀect the stability of the AMOC in a model and, hence, the sta-
bility of the North Atlantic climate (Prange et al., 2003; Hofmann
and Rahmstorf , 2009). In our study, the CCSM3 seems to show
an opposite behavior with a tendency towards a climate shift un-
der a low greenhouse gas radiative forcing, which likely results in
a cold climate state with a weakened AMOC strength.
In the eight simulations with a drastically weakened AMOC not
only the mean state decreases but also the variability increases
which is dominated by quasi-decadal oscillations. This behavior
is comparable to the study of MacMartin et al. (2016), who sug-
gested that a stronger stratiﬁcation close to Newfoundland due
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to a weakened AMOC leads to an increase in AMOC variability
at ∼ 60° N. They suggested that the reasons for the changes in
the variability are internal ocean dynamics, especially an increased
ocean stratiﬁcation, and that they are related to an anomalous
advection in the SPG. Similar oscillations associated with a weak-
ened AMOC were also found by Yoshimori et al. (2010) with a
period of approximately 13 years. They found a connection be-
tween the oscillations and an anomalous advective transport of
salt and surface density as well as between the oscillations and a
NAO-like pressure anomaly in the SPG region.
Swingedouw et al. (2007) showed, using simulations with in-
creased CO2 concentrations that the main feedbacks inﬂuencing
the strength of the AMOC are salinity transport (positive) and
heat transport (negative). Furthermore, they explained that the
expansion of sea ice towards the areas of deep-water formation
(e.g., due to a weakened AMOC) can further weaken the AMOC.
These results are consistent with our ﬁndings, as we ﬁnd that
the decrease in the AMOC strength can mainly be attributed to
changes in the heat transport between ocean and atmosphere and
to the expansion of the sea-ice cover. Here, the SHF changes due
to changes in wind (for 130 ka experiments) and due to a sea-ice
expansion (for PI and 9k210).
5.5 Summary and Conclusions
Using CCSM3, nine sensitivity experiments with orbital conditions
representing 130 ka BP, 9 ka BP, and pre-industrial conditions as
well as atmospheric carbon dioxide values ranging from 210 to 330
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ppm were performed to study the sensitivity of the AMOC and
the North Atlantic climate. It was found that a thermal threshold
as described by Oka et al. (2012) is applicable in our study as
well.
We found that the climate state transitions of the 130 ka simula-
tions and the 9k210 and PI simulations are triggered by two diﬀer-
ent mechanisms. The 130 ka simulations mainly exhibit a warming
and an increase of salinity in CA1 during the warm state together
with a negative NAO-like wind pattern. The 9k210 and PI simula-
tions feature a cooling and freshening in the CA1 and an increased
sea-ice concentration due to surface cooling (atmosphere-ocean
heat ﬂux decrease). Both mechanisms lead to a decreased stabil-
ity of the deep-convection and the AMOC. The diﬀerence in the
surface heat ﬂux and the consequences of the following climate
transitions with an overall cooling and a weakened AMOC are
very similar in all simulations independent of the speciﬁc trigger.
Our results suggest high instability of the AMOC under diﬀerent
orbital conditions and low CO2 concentrations. Previous studies
have shown that the AMOC stability can also decrease if the CO2
concentration increases. Therefore, the stability of the AMOC
during the recent past (i.e. late Holocene) seem to be near the
thermal threshold.
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Conclusions and Outlook
Climate state transitions and multidecadal climate events with of-
ten extreme consequences e.g., severe temperature anomalies, are
not yet fully understood. Model simulations with a shutdown of
the deep-water formation in the North Atlantic region, a weaken-
ing of the AMOC, and changes in both salinity and temperature
were analyzed. All of these variables can play a potential key role
prior to and during climate switches. This thesis adds new ﬁndings
and possibilities to the research area of feedbacks, mechanisms,
and predictability of such low-frequency climate variability in the
North Atlantic region. The interaction of atmosphere, sea ice,
and ocean properties and circulation were investigated to better
understand possible triggers for climate transitions and events.
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The sensitivity of several regions and variables were examined
to ﬁnd potential early-warning signals. Furthermore, the stability
properties of the North Atlantic climate related to greenhouse gas
concentration and orbital parameters were analyzed.
Two abrupt cold events that occurred during a Holocene sim-
ulation with the CCSM3 were triggered by a persistent positive
phase of the NAO (Chapter 3). This led to a change in the wind
direction and strength. During the ﬁrst events mainly the winds
along western Greenland intensiﬁed in southward direction, while
during the second event the southward wind above the Canadian
Arctic Archipelago strengthened. These changed wind ﬁelds re-
sulted in an intensiﬁcation of the southward freshwater transport
through Denmark Strait and Canadian Arctic Archipelago, respec-
tively. Therefore, the sea-surface salinity in the NWA decreased,
changing the stability of the water column in this region of deep-
water formation. Over time the water-column became too stable
to form further deep-water, leading to a weakening of the AMOC,
an extend in sea-ice cover, and an overall cooling of the North
Atlantic region. After the end of the positive phase of the NAO
the North Atlantic climate switched back to the ﬁrst warm state
with deep-water formation in the NWA.
Potential early-warning signals as well as sensitive variables and
regions in the North Atlantic region were found prior to a cli-
mate transition in an orbitally forced Holocene simulation (Chap-
ter 4). The most promising combination of variable and region
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were found to be the sea-surface salinity in the northern North
Atlantic. Lag-1 autocorrelation, standard deviation, and skewness
increased signiﬁcantly prior to the climate transition. A sensitivity
analysis with regard to parameter choice (size of sliding window
and ﬁltering bandwidth) was performed and a signiﬁcance test was
used to check for false positive signals. The model study is help-
ful to ﬁnd potential regions and areas of interest for early-warning
signals, since a large set of variables can easily be analyzed on
a large (global) scale. This helps to decide which variables are
worth observing to get a reliable data set as basis for the calcu-
lation of early-warning signals.
Furthermore, the eﬀect of several diﬀerent levels of carbon dioxide
concentration in the atmosphere and diﬀerent orbital parameters
was analyzed (Chapter 5). It was found that the occurrence of cli-
mate state transitions depends on the climate background driven
by parameters such as orbital conditions and atmospheric CO2
concentration. Using sensitivity simulations it was found that a
climate transitions can occur due to a change in surface heat
ﬂuxes in the areas of deep-water formation. These changes can
either be triggered by a warming, increase in salinity, and a neg-
ative anomaly of the NAO (associated with weakened westerlies)
or by a cooling, freshening, and increase of sea-ice concentration
depending on the choice of orbital and CO2 forcing.
The potential of the climate to switch to another climate state
was present in the past and can be an important factor for fu-
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ture scenarios (e.g., following global warming). A weakened or
shut down AMOC and therefore changed heat transport in the
North Atlantic would inﬂuence the climate above large areas of
the North Atlantic region, Europe, and North America. Conse-
quences could be severe, ranging from impassable shipping routes
due to increased sea ice, decreased agricultural crops due to cool-
ing, a decrease of plankton stocks which has a drastic inﬂuence
on ﬁsheries and human food supply. Therefore, it is helpful to
understand why and under which conditions these transitions can
happen. To understand which parameters could push the system
closer to a bifurcation point and if anthropogenic impact due to
increasing carbon dioxide concentration plays a key role can be
useful for further scenarios and decisions on a social, political, and
economical scale.
Although model studies can help to understand dynamics and
feedbacks and to identify potential variables and regions of in-
terest, models cannot perfectly represent the dynamics of the
climate. As there are still unknown mechanism in the reality the
predicted outcome of the model simulation might diﬀer from the
actual outcomes. Furthermore, it is possible that the model reacts
too sensitive or not sensitive enough to a change in parameters
or variables. Another important factor is the model resolution: a
ﬁner resolution could improve the visualization of small scale pro-
cesses, but would also increase computational costs. Moreover, a
large data set and therefore a large number of observations would
be needed to use the technique as a robust prediction tool. In
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addition to that, other (noise driven) bifurcations may occur that
are not preceded by a change in autocorrelation, standard devi-
ation, or skewness. In these cases the presented early-warning
signals would not help to predict a climate transition.
Overall, this study helps to improve the knowledge about potential
triggers of climate transitions and multidecadal climate events. In
addition to that, regions and variables are found that can serve as
a basis for the calculation of lag-1 autocorrelation, standard devi-
ation, and skewness as potential early-warning signals. Therefore,
variables and regions to observe for early-warning systems can be
chosen through this analysis. This helps to increase the probabil-
ity to predict approaching bifurcations.
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Figure A.1: Anomaly maps for (a-c) sea-level pressure (SLP [hPa]), (d-f) the barotropic stream-
function (BSF [Sv]), and (g-i) the sea-surface salinity (SSS [PSU]) compared to the reference interval
4000-3200 BP for the decades prior to the transition (a,d,g) 1487-1478 BP, (b,e,h) 1477-1468 BP,
and (c,f,i) 1467-1458 BP. Created with ncl.
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Figure A.2: The potential analysis for SST in the NNA calculated with a sliding window between
100 and 4380 years and an increment of 50 years. Created with Matlab.
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PI 9k 130k
210 240 210 240 210 240 270 300 330
w
a
rm
s
t
a
t
e
AMOC 14.49 14.71 14.89 14.86 15.61 15.29 14.86 15.39 15.06
SST
3.13 3.80 4.52 4.63 4.77 4.92 4.82 5.10 5.14
1.82 2.17 2.58 2.54 2.05 2.36 2.54 2.73 3.02
SSS
33.86 33.96 34.08 34.08 34.06 34.05 33.96 34.05 34.00
33.31 33.35 33.32 33.25 33.15 33.17 33.14 33.21 33.20
MLD
93.86 97.58 109.30 117.19 118.16 113.14 103.42 117.90 108.35
64.78 64.91 67.47 64.97 59.84 59.13 61.39 61.32 61.36
ice
14.23 10.96 8.19 8.10 7.93 7.35 7.16 6.33 6.60
19.84 15.21 14.07 15.59 2.76 17.56 16.55 14.64 12.88
SHF
-85.59 -92.22 -92.65 -93.26 -92.79 -91.33 -88.07 -86.28 -85.54
-92.23 -98.15 -92.30 -86.04 -78.49 -85.10 -84.87 -83.02 -86.90
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AMOC 9.69 10.08 8.97 13.72 9.24 9.36 9.33 9.41 9.90
SST
0.00 0.27 -0.01 3.54 0.80 0.60 0.75 1.11 1.63
-1.44 -1.34 -1.25 2.30 -1.16 -1.01 -0.78 -0.45 -0.40
SSS
32.60 32.60 32.49 33.90 32.84 32.61 32.60 32.63 32.69
31.15 31.19 31.15 33.12 31.32 31.39 31.36 31.49 31.41
MLD
77.24 76.25 69.29 91.93 75.97 69.78 71.40 70.63 69.39
40.23 41.51 40.94 62.03 42.79 43.10 41.60 42.29 41.00
ice
43.72 38.27 45.54 10.79 33.56 35.42 35.71 28.41 21.94
81.11 77.70 76.73 23.58 73.05 70.12 65.10 58.10 57.69
SHF
-51.46 -51.69 -39.77 -76.55 -50.58 -47.05 -47.77 -49.33 -55.06
-8.01 -8.80 -7.51 -81.23 -7-71 -8.88 -9.70 -12.80 -11.76
Table B.1: Annual averages of the strength of the Atlantic Meridional Overturning Circulation
(AMOC [Sv]), and of sea-surface temperature (SST [°C]), sea-surface salinity (SSS [PSU]), mixed-
layer depth (MLD [m]), sea ice concentration (ice [%]), and surface heat ﬂux (SHF [W/m2]) in
research area 1 (RA1; green) and in the Nordic Seas (blue) for the warm state (model years 1-30)
and cold state (model years 671-700).
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PI 9k 130k
210 240 210 240 210 240 270 300 330
w
a
rm
s
t
a
t
e
AMOC 11.27 11.42 11.28 11.74 11.59 11.34 11.77 11.34 11.54
SST
2.01 2.60 2.96 3.03 3.09 3.20 3.02 3.38 3.28
0.37 0.63 0.70 0.67 0.12 0.36 0.38 0.53 0.72
SSS
34.15 34.24 34.36 34.38 34.37 34.37 34.27 34.37 34.32
33.67 33.72 33.69 33.64 33.60 33.59 33.56 33.62 33.59
MLD
206.40 294.59 259.36 294.59 292.39 282.31 252.25 300.09 269.21
125.54 128.59 133.84 130.52 119.56 115.59 121.84 124.52 122.64
ice
21.20 15.66 12.18 12.31 11.31 10.89 11.24 9.82 10.38
34.07 27.58 25.98 28.31 39.81 33.69 32.93 29.80 26.43
SHF
-190.83 -206.77 -216.23 -214.76 -203.81 -204.33 -208.72 -201.48 -201.01
-170.57 -194.05 -185.02 -174.80 -152.20 -173.69 -166.05 -177.10 -179.39
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e
AMOC 7.37 7.46 6.59 10.30 6.76 7.04 7.04 7.01 7.31
SST
-0.71 -0.58 -1.00 1.89 -0.46 -0.73 -0.71 -0.43 -0.10
-1.78 -1.77 -1.78 0.57 -1.78 -1.78 -1.77 -1.72 -1.69
SSS
33.04 33.03 32.98 34.18 33.29 33.09 33.09 33.09 33.98
31.75 31.77 31.91 33.58 31.11 32.17 32.17 32.21 32.14
MLD
143.76 139.04 125.94 212.30 148.19 129.21 136.78 135.25 129.62
61.31 63.72 64.92 121.74 71.03 72.20 70.24 71.62 68.77
ice
64.98 59.15 70.52 16.77 55.12 59.79 57.30 49.95 39.44
96.87 95.34 97.26 38.51 96.70 96.18 95.14 90.59 89.03
SHF
-109.46 -108.87 -85.54 -188.71 -112.83 -102.67 -110.32 -117.77 -133.56
-15.01 -16.46 -12.89 -152.28 -13.69 -15.27 -16.13 -21.95 -18.34
Table B.2: Same as Table B.1 but for winter values (JFM).
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