Abstract. The Hilbert's 17th problem asks that whether every nonnegative polynomial can be a sum of squares of rational functions. It has been answered affirmatively by Artin. However, as to the question whether a given nonnegative polynomial is a sum of squares of polynomials is still a central question in real algebraic geometry. In this paper, we solve this question completely for the nonnegative polynomials associated with isoparametric polynomials (initiated by E. Cartan) which define the focal submanifolds of the corresponding isoparametric hypersurfaces.
Introduction
A real polynomial in n variables p(x) (x ∈ R n ) is called positive semidefinite (psd) or nonnegative if p(x) ≥ 0 for all x ∈ R n ; it is called a sum of squares (sos for short) if there exist real polynomials h j such that p = h 2 j . It is a central question in real algebraic geometry: whether or when a given psd polynomial is sos (cf. [4, 5, 6, 40, 41] and references therein). As any psd or sos polynomial can be made homogeneous by adding an extra variable which preserves psd or sos, it is convenient to work with homogeneous polynomials (forms). Let P n,d and Σ n,d denote the set of psd and sos forms in n variables of even degree d, respectively. In this terminology, it is clear that P n,d ⊇ Σ n,d and the question above asks whether or when a psd form p(x) ∈ P n,d belongs to Σ n,d .
The question above goes back to Minkowski's thesis defence in 1885. It was Hilbert [26] who showed that the equality P n,d = Σ n,d holds on and only on the following four cases:
P n,2 = Σ n,2 , P 1,d = Σ 1,d , P 2,d = Σ 2,d , P 3,4 = Σ 3,4 .
It follows that there exists a psd but not sos form p(x) ∈ P n,d \Σ n,d if n ≥ 3 and d ≥ 6, or n ≥ 4 and d ≥ 4. Hilbert's proof used complex algebraic curves, and had no explicit example of a psd polynomial that is not sos. 77 years later, such example was first constructed by Motzkin [33] . Since then many scattered examples were constructed by Robinson, Choi-Lam, Lax-Lax, Schmüdgen, and Reznick, etc. (cf. [40, 41] ). Algorithms were also studied extensively and applied to many aspects like optimization theory, robotics and even self-driving cars (cf. [2] ). In the smallest cases: (n, d) = (3, 6) and (4, 4) , Blekherman [4] first gave a complete unified geometric description of the difference between psd and sos forms, by a deep study of the CayleyBacharach relations which was already used by Hilbert in his original proof of the existence of non-sos psd forms.
Driven by the universally acknowledged belief: "a mathematical object that is nonnegative in all orderings must be in want of a representation as a sum of squares" (after Jane Austen, cf. [40] ), Hilbert [27] showed that any psd form in P 3,d (d ≥ 6) is a sum of squares of rational functions instead of polynomials. He then posed his famous Hilbert's 17th Problem in 1900 ICM: Must every psd form be a sum of squares of rational functions (sosr for short)? This was answered affirmatively by Artin [3] using orderings of fields. However, Artin's proof gives no specific representation of a psd form as a sum of squares of rational functions. Uniform denominators |x| 2r with sufficiently large r were shown by Pólya and Reznick for positive definite forms, i.e., if p(x) ∈ P n,d and p(x) > 0 whenever x = 0, then |x| 2r p(x) ∈ Σ n,d . For more history and developments we refer to the wonderful surveys [40, 41] by Reznick and [6] by Bochnak-Coste-Roy.
In this paper we mainly consider the problem on a series of specific psd forms with significant geometric background, namely, the isoparametric polynomials. It originated from the study of isoparametric hypersurfaces in unit spheres by E. Cartan [7] in late 1930s. Through a long history of efforts (e.g., Münzner [34] , Abresch [1] , Dorfmeister-Neher [15] , Tang [44] , Fang [16] , Stolz [43] , Cecil-Chi-Jensen [8] , Immervoll [28] , Miyaoka [31, 32] , Chi [10, 11, 12] , etc.), the isoparametric hypersurfaces in unit spheres have been completely classified up to isometry. Equivalently, the isoparametric polynomials on Euclidean spaces have been completely classified up to orthogonal transformations.
A hypersurface of a Riemannian manifold is called isoparametric if its nearby parallel hypersurfaces have constant mean curvature, or equivalently, it is locally a regular level set of an isoparametric function f (by the definition, |∇f | 2 and ∆f are functions of f , respectively, cf. [22, 39] ), or a regular leaf of an isoparametric foliation (i.e., a singular Riemannian foliation of codimension 1 with constant mean curvature regular leaves, cf. [19, 21, 46] ). In unit spheres (or real space forms), E. Cartan showed that a hypersurface is isoparametric if and only if it has constant principal curvatures.
By the definition of E. Cartan and Münzner, an isoparametric hypersurface M in a unit sphere S n−1 is an open part of a level hypersurface of an isoparametric function f = F | S n−1 . Here F , called a Cartan-Münzner polynomial (or isoparametric polynomial), is a homogeneous polynomial of degree g on R n satisfying the Cartan-Münzner equation:
where ∇F , ∆F denote the gradient and Laplacian of F on R n respectively, and m ± the multiplicities of the maximal and minimal principal curvatures of M with respect to the normal direction ∇f |∇f | , g = deg(F ) being equal to the number of distinct principal curvatures of M .
It is easy to see that |∇f | 2 = g 2 (1 − f 2 ) on the unit sphere S n−1 , and thus Imag(f ) = [−1, 1], f −1 (t) (for t ∈ (−1, 1)) is a regular level set (thus an isoparametric hypersurface) and f −1 (±1) =: M ± are smooth submanifolds, called focal submanifolds (or focal varieties), of codimension m ± + 1 in S n−1 . In fact, given an isoparametric hypersurface M in S n−1 . It is clear that M has exactly two focal submanifolds, say M ± . One then defines the corresponding isoparametric function f on S n−1 by f (x) := cos(g dist(x, M + )), where dist(x, M + ) is the spherical distance from x to the focal submanifold M + of M . We remark that if one takes M − instead of M + , the corresponding function becomes −f . It turns out that F defined by
is well-defined, and exactly the corresponding Cartan-Münzner polynomial on R n . For a systemic introduction of isoparametric theory, we refer to the excellent book by Cecil and Ryan [9] .
Using an elegant topological method, Münzner [34] proved the remarkable result that the number g must be 1, 2, 3, 4, or 6 (see a new simplified proof by Fang [17] ). Now since −1 ≤ f (x) ≤ 1, we have −|x| g ≤ F (x) ≤ |x| g for each isoparametric polynomial F (x) on R n . Thus we have a series of infinitely many psd forms G ± F and H F defined by (1.2) G ± F (x) := |x| g ± F (x) ∈ P n,g g is even, g = 2, 4, 6; H F (x) := |x| 2g − F (x) 2 ∈ P n,2g g = 1, 2, 3, 4, 6.
It is then natural to ask whether these psd forms are sos or not. In this paper we solve this problem completely, according to the classification of isoparametric hypersurfaces in unit spheres.
The celebrated classification theory tells that all isoparametric hypersurfaces in unit spheres are homogeneous (as regular orbits of isotropic representations of Riemannian symmetric spaces of rank two) except for the case g = 4, in which case they are either of OT-FKM type or the exceptional two homogeneous cases with multiplicity pairs (m + , m − ) = (2, 2), (4, 5) .
In the case g = 1, they are just subspheres S n−2 ⊂ S n−1 and up to a rigid motion of the variables, F (x) = x 1 is just a coordinate function and thus H F is trivially sos.
Similarly, in the case g = 2, they are the Clifford torus S k−1 × S n−k−1 ⊂ S n−1 and up to a rigid motion of the variables,
x 2 i and thus G ± F are trivially sos. Of course, these two cases are trivially true because P n,2 = Σ n,2 .
In the case g = 3, E. Cartan showed that they are tubes around one of the four Veronese embedded projective planes FP 2 ⊂ S 3m+1 for F = R, C, H, O with m = 1, 2, 4, 8. Note that in this case, g is odd. We show in Section 2 that H F is always sos with explicit expression, not only for these four isoparametric polynomials with g = 3 but also for g = 1, 2, 4, 6, simply by using the Cartan-Münzner equation (1.1), the Euler's formula and the Lagrange's identity.
In the case g = 6, there are only two classes of homogeneous isoparametric hypersurfaces in S 7 and S 13 with m + = m − =: m = 1, 2 respectively. We show in Section 5 that for both isoparametric polynomials F (x), neither of G ± F is sos. The case g = 4 is the most difficult case as in the classification procedure, because it is the only case that there are infinitely many homogeneous and also infinitely many nonhomogeneous isoparametric hypersurfaces. Fortunately, due to the classification, we need only consider the isoparametric polynomials in the OT-FKM type and the exceptional two homogeneous cases with (m + , m − ) = (2, 2), (4, 5) , which will be solved in Sections 4 and 3, respectively. Since for both of the OT-FKM type and the two exceptional classes in the case g = 4 we can always 1 write F (x) as |x| 4 minus some given sos form, the psd form G − F is automatically sos. However, it turns out that only in a few (though still infinitely many) classes G + F is sos. For the sake of clarity, we list the classification of these sos forms in the following tables, where k ∈ N, (4, 3) I denotes the unique OT-FKM type with (m + , m − ) = (4, 3) of the indefinite class, G ± F , H F are psd forms in (1.2) with F expressed in (2.1, 2.2), (3.1, 3.2, 4.1), (5.13) for g = 3, 4, 6 respectively.
For the non-sos psd forms G ± F , we give them a simple and explicit expression as a sum of squares of rational functions with a uniform denominator |x| 2 for g = 4 and |x| 4 for g = 6 in Section 2. Therefore, these forms provide infinitely many explicit examples 1 For any isoparametric polynomial F with multiplicities (m+, m−), F ′ := −F is an isoparametric polynomial with multiplicities (m−, m+) determining the same class of isoparametric hypersurfaces with converse focal submanifolds M ′ ± = M∓. Hence we regard them as equivalent versions. The class (4, 5) would be replaced by (5, 4) for the sake of consistency (see Section 3). have infinitely many zeros (as M ∓ are submanifolds of positive dimensions), they also provide examples in high dimensions contrary to a low dimensional rigidity result of Choi-Lam-Reznick [14] which asserts that a psd form in P 4,4 or P 3,6 with more than 11 or 10 projective zeros must be sos.
It needs to be emphasized, that the zeros of G ± F are also of special importance because of their rich geometric properties as the focal submanifolds of isoparametric hypersurfaces in S n−1 . For example, they are austere submanifolds (thus minimal) with constant principal curvatures independent of the choice of normal directions (cf. [25, 23] ). For the cases g = 4 (resp. g = 6, m + = m − = 1) with (m + , m − ) = (2, 2), (5, 4), (4k, l − 4k − 1) D (OT-FKM type with m + ≡ 0 (mod 4) of the definite class), we have essentially shown a stronger result that any quadratic form (resp. cubic form) vanishing on (G + F ) −1 (0) ∩ S n−1 = M − (resp. either of M ± ) is identically zero, which implies the non-sos property of G + F . In particular, the focal submanifold M − is not quadratic (resp. cubic) as intersection of zeros of quadratic (resp. cubic) forms and the sphere. This answers partially a question of Solomon [42] . In fact, Solomon [42] had gotten the sos cases of G ± F of Table 2 (with (3, 4 ) and (4, 3) I cases lost) by showing that the focal submanifold M − is quadratic. He remarked that, the question as to whether both focal varieties might be quadratic seems difficult in general. This is important for the knowledge of eigenvalues and eigenfunctions of the Laplacian on the isoparametric hypersurfaces, as Solomon showed in his main theorem that each quadratic form vanishing on one focal submanifold is an eigenfunction on every isoparametric hypersurface and the other focal submanifold in that family (compare with [45] ).
In the last section, besides further discussion on the zeros of G + F and the question of Solomon, we provide some clearer formulae of the psd forms G + F for the isoparametric polynomials of OT-FKM type with g = 4, m = 1, 2, 3, 4. For example, we get the interesting psd forms G qm ∈ P 4k,4 (k ≥ 2) for m = 1, 2, 3, 4 in (6.1, 6.3, 6.4, 6.5), including the following elementary non-sos psd form:
This immediately shows the incorrectness of the Lagrange's identity and the correctness of the Cauchy-Schwarz inequality for quaternions. By the sos-expression of H F , we will also give an explicit sosr -expression of G q4 with a uniform denominator (see the identity (6.2)), thus complementing the Lagrange's identity for quaternions. Moreover, we will discuss some applications to orthogonal multiplications, and to the sos problem on the Grassmannian Gr 2 (R l ) which relates closely to the celebrated result of BlekhermanSmith-Velasco [5] and to the sos problem of Harvey-Lawson [25] .
General results from Cartan-Münzner equation
In this section, we present some general results that can be easily deduced from the Cartan-Münzner equation (1.1), including: (i) the psd forms H F in (1.2) are always sos; (ii) the psd forms G ± F in (1.2) can be expressed as a sum of squares of rational functions with a uniform denominator |x| 2 for g = 4 and |x| 4 for g = 6. We also provide explicit formula for the first non-trivial case: the Cartan's isoparametric polynomials F C of degree g = 3. Explicit formulae for g = 4, 6 will be provided in sections later.
Let F (x) be an isoparametric polynomial of degree g ∈ {1, 2, 3, 4, 6} and H F (x) := |x| 2g − F (x) 2 be the psd form as in (1.2). We first show Proposition 2.1. H F is sos, i.e., a sum of squares of forms of degree g.
Proof.
As F (x) is homogeneous of degree g, ∇F (x), x = gF (x) by the Euler's formula. By the Cartan-Münzner equation (1.1), we have |∇F (x)| 2 = g 2 |x| 2g−2 . Then the conclusion follows directly from the Lagrange's identity:
where ∧ is the exterior product. The proof is now complete.
For g = 2, 4, 6, let G ± F (x) := |x| g ± F (x) be the psd forms as in (1.2). We have
is sos, i.e., a sum of squares of forms of degree g − 1.
Proof. Taking the gradient of G ± F (x), we have
Using the Euler's formula and the Cartan-Münzner equation (1.1), we get
The proof is now complete. 
for x = (x 0 , . . . , x 4 ) ∈ R 5 , which will be used in Section 5 for the case g = 6, m = 1. The other three Cartan's polynomials on R 8 , R 14 , R 26 with g = 3, m = 2, 4, 8 can be defined similarly as (2.2)
,
to each other in the sphere and their union M + ∪M − is exactly the spherical zeros of the sos form H F C ∈ P 3m+2,6 in (1.2). Hence M + ∪ M − is a cubic variety, i.e., intersection of (spherical) zeros of cubic forms, while separately each of M ± are not cubic, because the antipodal set of M ± is M ∓ as pointed out before. This is different with the case of g = 4, where M + ∪ M − is a quartic variety as zeros of H F but always non-quadratic as asserted by Solomon [42] . More importantly, for g = 4, M + is always quadratic as zeros of G − F while M − is sometimes non-quadratic.
3. On isoparametric with g = 4, (m + , m − ) = (2, 2), (5, 4) In this section, for the two exceptional homogeneous isoparametric hypersurfaces with g = 4, (m + , m − ) = (2, 2), (5, 4) in S 9 and S 19 , respectively, we prove that any quadratic form vanishing on the focal submanifold (G + F ) −1 (0)∩S n−1 = M − is identically zero, which implies the non-sos property of the psd form G + F of (1.2). According to Solomon [42] , the corresponding isoparametric polynomials F (x) are given by (3.1) and (3.2), which immediately shows that G − F is sos and M + is quadratic in both cases. Before the proof, we first prepare two lemmas. Let us consider the Horn form h and the quartic non-sos psd form H of Choi-Lam [13] :
Denote by Z the spherical zeros of H, that is, Z = {x ∈ S 4 | H(x) = 0}.
Lemma 3.1. Z is a union of ten circles. More precisely,
Proof. Observe that there are two equalities
It follows that H(x) ≥ 0 for x 2 5 ≥ x 2 4 by the first equality, and
by the second equality. Thus, H is indeed a psd form. To determine the spherical zeros, we consider two cases when x 2 5 ≥ x 2 4 and when x 2 5 ≤ x 2 4 , and make use of the two equalities mentioned above respectively. The determination of Z is complicated but elementary and will be omitted. The proof of the lemma is now complete.
Lemma 3.2. Any quadratic form P vanishing on Z is identically zero. In particular, Z is not quadratic.
Proof. At first, we observe that any quadratic form Q = Q(x 1 , x 2 , x 3 , 0, 0) vanishing on S ± 2 is of the form λ 1 (x 2 1 − x 2 2 + x 2 3 ) with λ 1 being a real number. Similarly, we have the corresponding conclusions for that on S , respectively. Now suppose that P = P (x 1 , · · · , x 5 ) is a quadratic form vanishing on Z. We see that P (x 1 , x 2 , x 3 , 0, 0) =λ 1 (x 2 1 −x 2 2 +x 2 3 ) with λ 1 being a real number. Similar conclusions for P (0, x 2 , x 3 , x 4 , 0), P (0, 0, x 3 , x 4 , x 5 ), P (x 1 , 0, 0, x 4 , x 5 ) and P (x 1 , x 2 , 0, 0, x 5 ) hold, respectively. These will show that P is identically zero.
The proof is now complete.
Let us now consider the isoparametric polynomial F of degree 4 with multiplicities (m + , m − ) satisfying the Cartan-Münzner equation (1.1). For (m + , m − ) = (2, 2), according to Solomon [42] , F comes from the map
where ∧ is the exterior product, * is the Hodge star operator * :
Choose an oriented orthonormal basis {e 1 , · · · , e 5 } in R 5 . Represent X = x 1 e 1 ∧ e 2 + x 2 e 1 ∧ e 3 + x 3 e 1 ∧ e 4 + x 4 e 1 ∧ e 5 + x 5 e 2 ∧ e 3 + x 6 e 2 ∧ e 4 + x 7 e 2 ∧ e 5 + x 8 e 3 ∧ e 4 + x 9 e 3 ∧ e 5 + x 10 e 4 ∧ e 5 .
It is clear that
The corresponding isoparametric polynomial
Clearly, the focal submanifold
It is clear that M − = {x ∈ S 9 | G(x) = 0}. We prove in the following steps.
(I). Restricting x ∈ R 10 to x 1 = x 4 = x 5 = x 8 = x 10 = 0, one gets
On the other hand, restricting x ∈ R 10 to x 2 = x 3 = x 6 = x 7 = x 9 = 0, one gets
Suppose now that a quadratic form Q = Q(x 1 , · · · , x 10 ) vanishes on M − . Applying Lemma 3.2, we see that Q = Q(x) is a bilinear form on {x 2 , x 3 , x 6 , x 7 , x 9 } and {x 1 , x 4 , x 5 , x 8 , x 10 }.
(II). Let us restrict x ∈ R 10 to x 1 = x 3 = x 7 = x 8 = x 9 = 0. Then we get On the other hand, restricting x ∈ R 10 to x 2 = x 4 = x 5 = x 6 = x 10 = 0, one gets
Applying Lemma 3.2, and summarizing the arguments above, we can write Q as
+ a 8 x 4 x 9 + a 9 x 5 x 7 + a 10 x 5 x 9 + a 11 x 6 x 8 + a 12 x 7 x 10 + a 13 x 9 x 10 , with real numbers a 1 , · · · , a 13 .
(III). Let us restrict x ∈ R 10 to x 1 = x 2 = x 7 = x 8 = x 10 = 0. Then we get
On the other hand, restricting x ∈ R 10 to x 3 = x 4 = x 5 = x 6 = x 9 = 0, one gets
Applying Lemma 3.2, and summarizing the arguments above, we deduce that
= a 2 x 1 x 6 + a 6 x 3 x 10 + a 7 x 4 x 7 + a 9 x 5 x 7 + a 11 x 6 x 8 + a 13 x 9 x 10 .
(IV). Let us restrict x ∈ R 10 to x 1 = x 3 = x 5 = x 9 = x 10 = 0. Then we get
On the other hand, restricting x ∈ R 10 to x 2 = x 4 = x 6 = x 7 = x 8 = 0, one gets
(V). We observe that M − contains the set
and thus the assumption that Q(x) vanishes on M − implies that Q(x) = a 2 x 1 x 6 . At last, we observe that M − contains the set
and thus the assumption that Q(x) vanishes on M − implies that Q(x) ≡ 0 as required. The proof of the Theorem is now complete.
Now we turn to the isoparametric polynomial of degree 4 with (m + , m − ) = (4, 5). In fact, we consider the equivalent version (see the footnote 1) with (m + , m − ) = (5, 4) for the sake of consistency. According to Solomon [42] , it comes from the map
Choose an oriented orthonormal basis {e 1 , · · · , e 5 } in C 5 . Represent Z = z 1 e 1 ∧ e 2 + z 2 e 1 ∧ e 3 + z 3 e 1 ∧ e 4 + z 4 e 1 ∧ e 5 + z 5 e 2 ∧ e 3 + z 6 e 2 ∧ e 4 + z 7 e 2 ∧ e 5 + z 8 e 3 ∧ e 4 + z 9 e 3 ∧ e 5 + z 10 e 4 ∧ e 5 .
It is clear that the isoparametric polynomial F ′ defined by
It is clear that G ′ (z) ≥ 0, and
. Taking y 1 = · · · = y 10 = 0, or taking x 1 = · · · = x 10 = 0, this isoparametric polynomial F ′ with multiplicities (5, 4) becomes that F with (2, 2) in (3.1). As a consequence, we get by Theorem 3.3 that
Furthermore, we can show Theorem 3.5. Any quadratic form Q on R 20 vanishing on M 14 − is identically zero. In particular M 14 − is not quadratic.
Proof. Suppose that a quadratic form Q vanishes on M − . At first, let us take y 1 = · · · = y 10 = 0, or take x 1 = · · · = x 10 = 0. Applying Theorem 3.3, we see that Q is a bilinear form on {x 1 , · · · , x 10 } and {y 1 , · · · , y 10 }. Namely, Q = a ij x i y j , with a ij ∈ R and i, j = 1, · · · , 10.
Next, let us take x i = y i for i = 1, · · · , 10. Then,
By the assumption, a ij x i x j vanishes on the spherical zeros of G. Applying Theorem 3.3 again, we see that a ij = −a ji , for i, j = 1, · · · , 10. Now for i < j, considering the value of Q at the zero point z of G ′ with
and all other z k = 0 where (6, 9) , (7, 8) , (2, 10) , (3, 9) , (4, 8) , (1, 10) , (3, 7) , (4, 6) , (1, 9) , (2, 7), (4, 5) , (1, 8) , (2, 6) , or (3, 5) .
For any other pair (i, j) with i < j, we can also show that a ij = 0. For simplicity, without loss of generality we take (i, j) = (1, 2) for example. Since there are items z 1 z 10 and z 2 z 10 in |(Z ∧ Z) * | 2 , we have one zero point Z of G ′ with
and all other z k = 0. Thus
as we have shown a 1,10 = 0. The proof of the Theorem is complete.
On isoparametric of OT-FKM type with g = 4
In this section, we classify the classes of isoparametric polynomials (hypersurfaces) of OT-FKM type with g = 4 such that G
Recall that an OT-FKM type isoparametric polynomial is defined as (cf. [35, 18] )
where {P 0 , · · · , P m } is a symmetric Clifford system on R 2l , i.e., P α 's are symmetric matrices satisfying P α P β + P β P α = 2δ αβ I 2l . Then the multiplicity pair is (m + , m − ) = (m, l − m − 1). Using representation theory of Clifford algebra, we will introduce stepby-step the special properties of this OT-FKM type isoparametric polynomials in the case-by-case proof of Theorem 4.1 when certain properties turn out to be useful.
As introduced in Section 1, we can define the psd forms G
From now on, we write
We are concerned with whether the other focal submanifold M − = F −1 (−1)∩S 2l−1 is quadratic or not. Notice that M − is just the set of spherical zeros of G F and can be expressed as
where Σ = {P ∈ Span{P 0 , . . . , P m } | |P | 2 = tr(P P t ) = 2l} is the Clifford sphere. Therefore, if the psd form G F is a sum of squares of quadratic forms, then M − is obviously quadratic. It turns out that for almost all cases G F is non-sos. Proof. We first show the sufficiency. For m = 1, 2, Solomon [42] had proven that G F (x) in (4.2) is a sum of squares of quadratic forms. We repeat here for the sake of completeness. In these cases, l = km, (m + , m − ) = (1, k − 2), for any integer k ≥ 3 for m = 1; or (m + , m − ) = (2, 2k − 3), for any integer k ≥ 2 for m = 2. The coordinate x ∈ R 2l can be written as x = (X, Y ) ∈ F k ⊕ F k where F = R for m = 1 and F = C for m = 2, respectively. Without loss of generality, we can write the Clifford system (P 0 , . . . , P m ) in matrix form as (4.5) below where E 1 corresponds to the complex structure on R l ∼ = C k in the case of m = 2. Then the isoparametric polynomial F (x) can be written as
where ·, · would denote the Hermitian inner product if m = 2. Using the Lagrange's identity
where X ∧Y ∈ Λ 2 (F k ) is the exterior product, we obtain the sos-expression of Solomon:
For the cases of (m + , m − ) = (5, 2), (6, 1), (3, 4) or (4, 3) of the indefinite class, the isoparametric foliations are just those OT-FKM type isoparametric foliations with converse multiplicities (m − , m + ). Correspondingly the psd forms G F can be expressed as a sum of squares of quadratic forms (see [18] ). We repeat here for the sake of completeness. The isoparametric polynomials F (x) in these cases can be defined in the following unified way. Let (P 0 , . . . , P 8 ) be the Clifford system on R 16 corresponding to the Clifford algebra (E 1 , . . . , E 7 ) on the Octonions R 8 (see also (4.23) below). This Clifford system has the following remarkable property
Therefore, taking m = 5, 6, 3, 4 respectively, the corresponding isoparametric polynomials F (x) with the multiplicities (m + , m − ) = (5, 2), (6, 1), (3, 4) , or (4, 3) of the indefinite class can be defined as:
Thus we have the expression
We remark that for m = 1, 2, the formula (4.4) gives another expression of G F into a sum of squares of quadratic forms different with those in (4.3) (remarked also by Solomon in [42] ).
To prove the necessity, we need only show for all other cases that the nonnegative polynomial G F (x) is not a sum of squares of quadratic forms. We will show this caseby-case in the following subsections, which completes the proof of the Theorem.
4.1. m ≡ 0 (mod 4), definite case. Firstly we consider isoparametric polynomials of OT-FKM type with g = 4, m ≡ 0 (mod 4), and the Clifford system (P 0 , . . . , P m ) is definite (i.e., P 0 · · · P m = ±I 2l ). In fact, we obtain the following stronger result. Theorem 4.2. For the case of m ≡ 0 (mod 4) and the Clifford system (P 0 , . . . , P m ) is definite (i.e., P 0 · · · P m = ±I 2l ), any quadratic form Q vanishing on M − is identically zero. In particular, M − is not quadratic, and the psd form G F in (4.2) is not sos.
Proof. Without loss of generality, we can write the Clifford system (P 0 , . . . , P m ) in matrix form under the decomposition R 2l = E + (P 0 ) ⊕ E − (P 0 ) ∼ = R l ⊕ R l , where E ± (P 0 ) are the eigenspaces of the eigenvalues ±1 of P 0 , by (4.5)
where (E 1 , . . . , E m−1 ) constitutes a Clifford algebra on R l , i.e., E α 's are skew-symmetric matrices satisfying E α E β + E β E α = −2δ αβ I l .
Observe that E ± (P 0 ) ∩ S 2l−1 ⊂ M − , any quadratic form Q vanishing on M − can be expressed in matrix form by
Moreover, since for any u ∈ R l , x = (u, u) ∈ E + (P 1 ) and
which implies that B is skew-symmetric.
Similarly, for each α = 1, . . . , m − 1, for any u ∈ R l , x = (u, −E α u) ∈ E + (P α+1 ) and
Now for the case of m ≡ 0 (mod 4) and the Clifford system (P 0 , . . . , P m ) is definite, i.e.,
it follows from (4.7) that (4.8)
which implies that B = −B as m is even and E 1 · · · E m−1 = ±I l now, and thus B = 0.
The proof is now complete. , and the Clifford system (P 0 , . . . , P m ) is indefinite, i.e.,
From the representation theory of Clifford algebra, we know that there are exactly one geometric equivalence class of definite case and [ Table 3 . , and the Clifford system (P 0 , . . . , P m ) is indefinite (i.e., P 0 · · · P m = ±I 2l ), the psd form G F in (4.2) is non-sos.
Proof. We prove the Theorem by contradiction. Assume there were quadratic forms
Then each quadratic form Q i vanishes on M − , which implies that Q i 's are in the same form as in (4.6) and (4.7), i.e., (4.10)
where each B i is skew-symmetric. Recalling the representation (4.5) of the Clifford system, the equation (4.9) is now equivalent to an identity of polynomials.
This identity involves much information. For example, it follows from (4.11) that (4.12)
Here and henceforth we use (4.11) to calculate the sum of squared norms by:
for an orthonormal basis {e p } of R l .
On the other hand, we consider the decomposition of the Clifford system (P 0 , . . . , P m ) on R 2l with l = kδ(m) into a direct sum of k irreducible Clifford systems on R 2δ(m) (denoted with a superscript r = 1, · · · , k):
Here the irreducible Clifford systems (P r 0 , · · · , P r m ) on R 2δ(m) can be expressed in the form as (4.5):
where (E r 1 , . . . , E r m−1 ) constitutes an irreducible Clifford algebra on R δ(m) of the irreducible decomposition of (E 1 , . . . ,
Now for the case of m ≡ 0 (mod 4) and the Clifford system (P 0 , . . . , P m ) is indefinite (i.e., P 0 · · · P m = ±I 2l ), without loss of generality, there is some [ Furthermore, we can set (4.16)
. Therefore, as proved in the last subsection, any quadratic form Q vanishing on M − is identically zero when restricted to each irreducible summand R 2δ(m) due to (4.7), (4.8) and (4.15). Regarding B i as skew-symmetric operator on R l , we can rewrite B i with respect to the irreducible decomposition (4.13) as: (4.17)
where each B rr i = 0 by the previous argument and (B rs i ) t = −B sr i : R δ(m) → R δ(m) as B i is skew-symmetric. Combining this with the fact that
Then from (4.12) and (4.18) we obtain m = δ(m), which implies immediately that m = 4 or m = 8.
Let us consider now the case when k ≥ 3. Noticing that
we deduce from (4.8) in the same way as before that for each i, Then it follows from (4.11) that (4.20)
which contradicts (4.12) and (4.18), since δ(m) ≥ m, r 2 0 ≥ r 0 , (k − r 0 ) 2 ≥ k − r 0 , and
Hence we are only left to consider the case when k = 2, namely, the indefinite classes (m + , m − ) = (4, 3) and (8, 7).
The indefinite class (m + , m − ) = (4, 3) has been excluded in the condition of the Theorem. We deduce a contradiction for the last class (m + , m − ) = (8, 7) as follows. Firstly it follows from (4.19) that in this case (4.17) becomes (4.21)
which is also trivially implied by the Clifford algebra on the Octonions R 8 . Then the equation (4.22) becomes
Thus by canceling the equalities in the form (4.25), the equation (4.24) becomes 
For any fixed unit vector u 1 ∈ R 8 , it follows from (4.23) that {u 1 , E 1 1 u 1 , . . . , E 1 7 u 1 } constitutes an orthonormal basis of R 8 . Taking trace of the quadratic forms of u 2 on both sides of (4.27) with respect to this basis, we obtain (4.28)
At last, taking trace again of the quadratic forms of u 1 of (4.28), we obtain the following contradiction
The proof of the Theorem is now complete. (3, 4) , the psd form G F in (4.2) is non-sos.
Proof. As in the last subsection, we prove the Theorem by contradiction. Assume there were quadratic forms Q 1 , . . . , Q N such that (4.9) holds, i.e.,
We still have the formulae (4.5-4.7) and (4.9-4.12). From the representation theory of Clifford algebra, we know there always exists a skew-symmetric operator E m ∈ O(l) such that (E 1 , . . . , E m−1 , E m ) constitutes a Clifford algebra on R l of definite class, i.e., E 1 · · · E m = I l , corresponding to a Clifford system (P 0 , . . . , P m , P m+1 ) on R 2l . It follows from (4.10) that E m = −E 1 · · · E m−1 commutes with each B i as m − 1 is even now, i.e.,
Taking Hessian of both sides of the equation (4.29), we have
Taking trace of (4.30), we obtain
which is equivalent to (4.31)
Noticing that by (4.12),
it follows from (4.31) that
which holds if and only if each tr(A i ) = 0 and m = 3 or 7 (when m ≡ 3 (mod 4)), as l = kδ(m) increases much more quickly than m. Hence we are only left to consider the cases (m + = m, m − = l − m − 1) = (3, 4) and (7, 8) , where the case of (3, 4) has been excluded in the condition of the Theorem.
We deduce a contradiction for the last case (m + , m − ) = (7, 8) as follows. In this case, l = 16, k = 2, δ(m) = 8. According to the representation theory of Clifford algebra, we know there also exists a skew-symmetric operator E m ∈ O(l) such that (E 1 , . . . , E m−1 , E m ) constitutes a Clifford algebra on R l of indefinite class, i.e., E 1 · · · E m−1 E m = I l . The difference between E m and E m can be shown by their irreducible decompositions as (4.16), i.e., (4.32)
With respect to this decomposition, we can rewrite the skew-symmetric operator B i as (4.17), i.e.,
where B 11 i and B 22 i are skew-symmetric. Since B i E m = E m B i , we have
, it follows from the identities above and (4.32) that (4.33)
Taking v = E m u in (4.11), we obtain the following formula similar to (4.29):
Analogously, from (4.34) we can derive formulae (4.30-4.31) for A i in place of A i . In particular, we have
In the same way, by restricting to u = ( 
Noticing by (4.37) and the Cauchy-Schwartz's inequality
Here the second equality holds because of the relation tr(
. Combining (4.37) with (4.31), we have also
which is, however, useless in deducing the contradiction.
Now we go back to analyze the equation (4.11) with respect to the irreducible decomposition (4.32) . In this case, we rewrite (4.11) as:
In the say way as (4.23-4.27) , by restricting to u 2 = v 2 = 0 (or u 1 = v 1 = 0) in (4.39) and using (4.38), firstly we see
for any u 1 , v 1 ∈ R 8 and r = 1, 2. Next by restricting to (
Substituting these identities into (4.39) and finally restricting to (v 1 , v 2 ) = (u 2 , u 1 ) in (4.39) and using (4.16), analogous to (4.27) we have the following
where (4.38) has been used in the calculation
Then as in the case of (8, 7) of indefinite class, for any fixed unit vector u 1 ∈ R 8 , {u 1 , E 1 1 u 1 , . . . , E 1 7 u 1 } consist of an orthonormal basis of R 8 . Taking sum of (4.40) for
. . , 6) are skew-symmetric, and
i . At last, taking trace again of the quadratic forms of u 1 of (4.41), we arrive at the following contradiction Proof. As in the last subsection, we prove the Theorem by contradiction. Assume there were quadratic forms Q 1 , . . . , Q N such that (4.9) holds, i.e.,
Since the Clifford system in the case of m ≡ 3 (mod 4) is unique up to geometric equivalence, (P 0 , . . . , P 3 ) consist of the Clifford system on R 2l corresponding to the case (m + , m − ) = (3, l − 4) with l − 4 > 4 as the cases of (5, 2), (6, 1) have been excluded. Denote by F ′ the isoparametric polynomial of OT-FKM type with this Clifford system. Then the assumption above expresses the nonnegative polynomial G F ′ as a sum of squares of quadratic forms:
which contradicts Theorem 4.4. The proof is complete.
Combining the theorems of these four subsections, we have completed the proof of Theorem 4.1. In fact, the proof of Theorem 4.5 is also applicable to all cases of m ≥ 4. Hence, it is sufficient to prove the case of m = 3 with l > 8, which would certainly simplify the arguments in the subsections. However, we prefer to give the present proof since it detects further the difference between the exceptional cases and the normal cases. For example, the difference between the cases (m + , m − ) = (4, 3) (of indefinite class) and (8, 7) , the cases (3, 4) and (7, 8) , relies on the number m in the negative summation part of the equations (4.11), (4.27) and (4.40). The former cases with small m would give zero trace while the latter cases with bigger m produce a negative trace in (4.28) and (4.41) and thus a contradiction, though in both cases m belongs to the same class module 4. Notice that these cases are also in a particular position in the classification theory of isoparametric hypersufaces (cf. [8, 10, 11, 12] ).
On isoparametric with g = 6
In this section, we aim to prove that both psd polynomials G In fact, for the case of m = 1, we can establish the following stronger result. Theorem 5.2. Any cubic form defined on R 8 vanishing on the focal submanifold M + (resp. M − ) of dimension 5 is identically zero. In particular, M + and M − are not cubic, i.e., intersections of zeros of cubic forms, and thus G ± F in (1.2) are not sums of squares of cubic forms.
Proof. According to the classification of isoparametric hypersurfaces with (g, m) = (6, 1) by [15] , the isoparametric polynomial F (x) is uniquely determined up to a rigid motion of x ∈ R 8 . Moreover, according to a beautiful observation of Miyaoka, that the isoparametric hypersurfaces are exactly the pull-back of the isoparametric hypersurfaces with (g, m) = (3, 1) through the Hopf fiberation (cf. [30] ), we can write the polynomial F = F C • π as the composition of the Cartan's isoparamtric polynomial, say F C as (2.1), and the Hopf fiberation π : R 8 → R 5 given by
We claim that the image V(S 2 × S 3 ) is exactly the focal submanifold
, the pull-back of the focal submanifold
which is the image of the Veronese embedding of RP 2 in S 4 . In fact, as it is well known, the Cartan polynomial on R 5 of degree 3 in (2.1) can be rewritten as
Then let y be a point of the image of π • V, i.e.,
It follows that
Now let Φ(x) be a cubic form defined on R 8 vanishing on the focal submanifold M + . Decompose it as
where ψ, P, Q, ϕ are cubic forms with degree 0, 1, 2, 3 on u ∈ H ∼ = R 4 (and thus with degree 3, 2, 1, 0 on v ∈ H) respectively. For example, we can set P (u, v) = P u (v) where
. . , u 4 ) ∈ H ∼ = R 4 , and P u (v) = P u (v, v) = P u v, v is the quadratic form associated to P u .
As M + is parameterized by (u, v) = V(t, q) in (5.1), we investigate firstly the evaluation of Φ on the points with t 1 = t 2 = 0. It follows that Φ(0, v) = ψ(v) ≡ 0 for any v ∈ H, and thus
Then we consider the evaluation of Φ on the points with r := t 2 1 + t 2 2 > 0. Setting t 1 /r =: cos θ, t 2 /r =: sin θ and w := (cos θ i + sin θ j)q ∈ S 3 , we calculate
for any 0 < r < 1 with r 2 + t 2 0 = 1, θ ∈ R and for any w ∈ H. By comparing the degree of r or using a coordinate translation (r = cos φ, t 0 = sin φ), one can easily deduce from the preceding identity that P w, (cos θ i + sin θ j)w ≡ 0, (5.4)
The identity (5.4) will lead to cos 2 θ P (w, i w) + sin 2 θ P (w, j w) + sin 2θ P w (i w, j w) ≡ 0, for any θ ∈ R, w ∈ H.
This implies (5.7) P (w, i w) = P (w, j w) = P w (i w, j w) ≡ 0, for any w ∈ H.
Computing the identity (5.5), we obtain cos θ cos 2θ P w (i w, w) − sin θ sin 2θ P w (j w, k w) + √ 3 2 cos θ Q(w, i w)
for any θ ∈ R and w ∈ H. This implies cos θ cos 2θ P w (i w, w) − sin θ sin 2θ P w (j w, k w) + √ 3 2 cos θ Q(w, i w) ≡ 0, sin θ cos 2θ P w (j w, w) − cos θ sin 2θ P w (i w, k w) + √ 3 2 sin θ Q(w, j w) ≡ 0, and thus
where β, γ are denoted to be the corresponding cubic forms.
Computing the identity (5.6), we deduce
for any θ ∈ R and w ∈ H. This implies (5.9) P (w, w) = P (w, k w) = −3ϕ(w) =: α(w) =: α,
where α is denoted to be the corresponding cubic form.
As {w, i w, j w, k w} form an orthonormal basis of H for any w ∈ S 3 , under this basis we can deduce the matrix P w from (5.7, 5.8, 5.9) as follows:
or alternatively,
Let w = 1, i, j, k respectively, and let α i , β i , γ i , P i (i = 1, 2, 3, 4) denote the corresponding values of α(w), β(w), γ(w) and P w . Then we can show (5.11)
Noticing that P w = 4 i=1 w i P i is linear about w, it is easily seen that the (1, 4) entry and (2, 3) entry of P w vanish for any w ∈ H. Calculating the (1, 4) entry and (2, 3) entry of |w| 4 P w from the preceding formula (5.10), we obtain the following two equations: On the other hand, we can calculate from the formula (5.11) that
Combining these two expressions of P w will lead us to
This implies that α ≡ 0, P w ≡ 0 and thus P (u, v) = P u (v) ≡ 0, and ϕ(u) ≡ 0 by (5.9).
In conclusion, Φ(u, v) = P (u, v) + Q(u, v) + ϕ(u) ≡ 0, any cubic form Φ vanishing on M + is identically zero as desired.
Now we turn to consider the question on M − := F −1 (−1) ∩ S 7 which is diffeomorphic but not isometric to M + . Observing the identity (5.3), we can parameterize points of M + alternatively by
Noticing that the focal submanifold
A long but straightforward calculation shows that M − can be also parameterized as M + above by
In fact, let t 0 := sin φ, t 1 := cos φ cos θ, t 2 := cos φ sin θ as before, then it can be easily verified that
Then by the same argument as on M + , we can show that any cubic form Φ vanishing on M − is identically zero. The proof is now complete.
To prove Theorem 5.1, the last case we are left to consider is the Cartan-Münzner's isoparametric polynomials with (g, m) = (6, 2). Fortunately, isoparametric hypersurfaces in this case has been classified by Miyaoka ([31, 32] ) to be the homogeneous class unique up to a rigid motion. Moreover, the explicit formulae of the isoparametric polynomials representing the homogeneous isoparametric hypersurfaces with g = 6, m = 1, 2, denoted by F 1 (x) (x ∈ R 8 ) and F 2 (X) (X ∈ R 14 ) respectively, have been given by Ozeki and Takeuchi [35] , and then were simplified by Peng and Hou [38] . The points in the domain X ∈ R 14 are written in terms of the skew-Hermitian matrix expression of the exceptional simple Lie algebra g 2 , while the points x ∈ R 8 are identified with the real symmetric matrices in p of the Cartan decomposition g 2 = k + √ −1p with k being the real skew-symmetric part. Explicitly, we can write X = K + √ −1x with the real symmetric part x and the real skew-symmetric part K in the following form ( [38] ):
where t 1 + t 2 + t 3 = 0, y i , u i (i = 1, . . . , 6) are real numbers. Then the isoparametric polynomials with g = 6, m = 1, 2, can be given as (5.13)
Clearly we have F 1 (x) = −F 2 (X) for X = √ −1x with K = 0.
Now we are ready to prove Theorem 5.1 for the last case (g, m) = (6, 2).
is a sum of squares of cubic forms. This contradicts Theorem 5.2.
The proof of Theorem 5.1 is now complete.
We conclude this section with a remark. It can be conjectured that a statement similar to Theorem 5.2 holds on the case of (g, m) = (6, 2). More precisely, we conjectured that any cubic form defined on R 14 vanishing on the focal submanifold M + (resp. M − ) of dimension 10 is identically zero. Unfortunately, duo to extremely complicated computations, we failed to give a proof.
Further remarks
In this section we present further discussions on the psd forms G + F of (1.2) and their zeros.
6.1. Relations with Lagrange's identity. Recall that on real Euclidean spaces R k and complex Euclidean spaces C k , there is a well known Lagrange's identity:
is the Hermitian product, and coincides with the Euclidean inner product for R k case. This identity implies directly the Cauchy-Schwarz inequality and gives an sos expression of G Things get greatly changed on quaternionic Euclidean spaces H k (k ≥ 2) and an interesting phenomenon appears. Although we still have the Cauchy-Schwarz inequality for quaternions (cf. [20] ):
we have no longer the similar Lagrange's identity, even no any sos-expression. In fact, this non-sos psd form G q4 ∈ P 8k,4 \ Σ 8k,4 (k ≥ 2) is exactly the non-sos psd form 11) ). This is because the basis {E 1 , E 2 , E 3 } in the Clifford algebra on R 4k corresponds to the (left) quaternionic product by {i, j, k} on H k and thus
On the other hand, we can still have an sosr -expression for G q4 with a uniform denominator, thus complementing the Lagrange's identity for quaternions. By the sos-expression of H F in Proposition 2.1, we have
where F (x) is the isoparametric polynomial of OT-FKM type in (4.1) with m = 4 of the definite class and l = 4k (k ≥ 2), {P 0 , . . . , P 4 } the Clifford system represented as in (4.5) with {E 1 , E 2 , E 3 } being the Clifford algebra on R 4k given by the (left) quaternionic product by {i, j, k} on
F from the formula above in the following identity:
where
for α = 1, 2, 3, respectively. Notice also that when X, Y ∈ R k or C k are real or complex vectors, the identity (6.2) reduces to the classical Lagrange's identity.
Moreover, we can define the psd forms G q3 , G q2 , G q1 ∈ P 8k,4 by (6.3)
It turns out that:
(1) G q1 and G q2 are sos for k ≥ 2, because they correspond to the Lagrange's identity we mentioned before and are equal to the sos form (2) G q3 is sos for k = 2, but not sos for k ≥ 3, because it corresponds to Summarizing the arguments above, we have shown
is sos with a concrete representation. Furthermore, the generalized Lagrange identity holds for the quaternionic case
6.2. Applications to orthogonal multiplication and the sos problem on Grassmannian Gr 2 (R l ). Recall that an orthogonal multiplication of type [p, q, r], p ≤ q, is a bilinear map
such that |T (u, v)| = |u||v| for all u ∈ R q and v ∈ R q . There have been extensive studies of the admissibility problem of orthogonal multiplications, i.e., of the existence of a given type [p, q, r], in the literature (see [29] and references therein). The case when p = q is of particular interest for its important applications in geometry, e.g., harmonic maps from S 2p−1 to S r by Hopf construction. For example, this will produces the classic Hopf fibrations (harmonic maps) from S 2m−1 to S m with m = 1, 2, 4, 8. Furthermore, for the case of 3 ≤ p = q, by deforming the Hopf construction into a harmonic map, one obtained many harmonic representations in the homotopy classes of homotopy groups of spheres (see [36] , [37] ).
Now for the infinite classes of isoparametric polynomials F (x) of OT-FKM type such that the psd forms G + F ∈ P 2l,4 , (l = kδ(m) ≥ 8, m ≥ 3), are non-sos in Table 2, we have shown in (4.11) that
This result has a consequence that there are no orthogonal multiplications of type [l, l, m + r] (r ≥ 0) in the form
where T i (u, v)'s are bilinear functions.
These non-sos psd forms G
, also provide examples of nonnegative quadratic forms that are non-sos on the (oriented) Grassmannian Gr 2 (R l ) which is regarded as a quadratic variety in
by the Plücker relations.
Comparing with the celebrated result of Blekherman-Smith-Velasco [5] : Every nonnegative real quadratic form is sos on a real irreducible nondegenerate projective subvariety X ⊂ CP n with Zariski dense real points if and only if X is a variety of minimal degree, we have gotten such a real variety Gr 2 (R l ) in real space that not every nonnegative quadratic form is sos on it. Precisely, the complex Grassmannian Gr 2 (C l ) regarded as a real projective subvariety of CP ( l 2 )−1 with its set of real points the real Grassmannian Gr 2 (R l ) is such a variety and is not a variety of minimal degree, illustrating the result of Blekherman-Smith-Velasco.
To clarify this remark, we first recall that a polynomial is called nonnegative on a variety X if its evaluation at each (real) point is nonnegative, and is called sos on X if it is a sum of squares of polynomials modulo the defining polynomials, the ideal I(X) consisting of polynomials vanishing on X. For example, in the case when X is the Grassmannian (real or complex), the ideal I(X) is generated by the quadratic forms of the Plücker relations (cf. [24] ). In particular, an exterior 2-form ω ∈ Λ 2 (F l ) (F = R or C) is decomposable (namely belongs to Gr 2 (F l )) if and only if ω ∧ ω = 0, which represents l 4 independent quadratic relations that are exactly the span of the Plücker relations. Now let {E 1 , . . . , E m−1 } be a Clifford algebra on R l , (l = kδ(m) ≥ 8, m ≥ 3), corresponding to which the psd form G + F ∈ P 2l,4 is non-sos. Let ϕ α ∈ Λ 2 (R l ) be the exterior 2-forms defined by ϕ α (u, v) := E α u, v , α = 1, . . . , m − 1. Notice that we can also regard ϕ α as linear functions on Λ 2 (R l ) by setting ϕ α (u ∧ v) := ϕ α (u, v). Using the Lagrange's identity, we can rewrite the formula (4.11) as (ϕ α (ω)) 2 for ω ∈ Λ 2 (R l ). Then it follows from (6.6) that Φ is a nonnegative quadratic form on the variety X := Gr 2 (R l ) that is not sos on X. Otherwise, suppose there were linear functions ψ 1 , . . . , ψ r (exterior 2-forms in Λ 2 (R l )) such that
(ψ i (ω)) 2 + P (ω), for some quadratic form P ∈ I(X) in the span of the Plücker relations. Restricting Φ to u ∧ v ∈ X, we get
a contradiction to (6.6).
It worths to remark further that these non-sos forms in (6.6) also provide counterexamples to a generalized version of the Harvey-Lawson's sos problem. In other words, they asked whether all nonnegative quadratic forms on Gr p (R l ) ⊂ Λ p (R l ) in the form Φ(ω) := |ω| 2 − ϕ(ω) 2 is sos on Gr p (R l ). Thus our examples in (6.6) above show that in the case p = 2, this sos problem cannot be generalized to |ω| 2 minus multiple forms {ϕ 1 , . . . , ϕ m−1 } (m − 1 ≥ 2), instead of just minus one form ϕ. We will investigate deeply the Harvey-Lawson problem in the forthcoming paper. As introduced in Section 1, Solomon's question is important in geometry because of his result: A quadratic form vanishing on one focal submanifold is an eigenfunction of the minimal isoparametric hypersurface M corresponding to the second known eigenvalue 2 dim M of the Laplacian on M . A well known conjecture of Yau asserts that the first eigenvalue is dim M for an embedded (closed) minimal hypersurface M in a unit sphere, which was proved in the isoparametric case by Tang and Yan [45] . Now the focal submanifolds M + are already quadratic. As we have shown in Sections 3 and 4, M − in the exceptional two classes (2, 2), (5, 4) and the OT-FKM type with m ≡ 0 (mod 4) of the definite class are not quadratic by showing that they admit no quadratic forms vanishing on them. In other classes M − may admit quadratic forms vanishing on them. For example, for those OT-FKM type whose Clifford system {P 0 , . . . , P m } can be extended to a Clifford system {P 0 , . . . , P m , P m+1 } (there are many such classes, e.g., when m ≡ 3, 5, 6, 7 (mod 8) or m ≡ 0 (mod 4) of the indefinite class), it is not difficult to show that the extended quadratic form P m+1 (x) := P m+1 x, x vanishes on M − . However, we still believe that for all the classes with non-sos G + F in Table 2 , M − is not a quadratic variety, which will give a complete answer to the question of Solomon. It suffices to verify the following general conjecture. Conjecture 6.2. Let G ∈ P n,4 be a psd quartic form, such that the set of spherical zeros is a quadratic variety and a connected full submanifold of R n with positive dimension and positive codimension in the sphere. Then G is sos, i.e., a sum of quadratic forms.
Of course, this conjecture does not hold for psd forms of degree 6 with spherical zeros being cubic, as the following counterexample shows. It is easily verified that the non-sos form of Choi-Lam (cf. [13] )
S(x, y, z) = x 4 y 2 + y 4 z 2 + z 4 x 2 − 3x 2 y 2 z 2 ∈ P 3,6 \ Σ 3, 6 has a cubic zero set
where Φ 1 (x, y, z) = x(y 2 − z 2 ), Φ 2 (x, y, z) = y(z 2 − x 2 ), Φ 3 (x, y, z) = z(x 2 − y 2 ).
To illustrate the conjecture, we consider the following non-sos 4-form of Choi-Lam (cf. [13] , [41] )
Q(x, y, z, w) = x 2 y 2 + y 2 z 2 + z 2 x 2 + w 4 − 4xyzw ∈ P 4,4 \ Σ 4,4 .
It is easily verified that Q consists of finite zeros (denoted by Z(Q)) in S 3 :
( as well as their antipodal points. However, a quadratic form P = P (x, y, z, w) vanishing on Z(Q) ⊂ S 3 must be in the form P = a 1 (xy − zw) + a 2 (yz − xw) + a 3 (zx − yw) with real numbers a 1 , a 2 , a 3 , which always has an extra zero point (0, 0, 0, 1). Therefore, the zero set of Q is not quadratic. This yields that the assumption that the set of spherical zeros is a quadratic variety in the conjecture is necessary.
