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a b s t r a c t
The Witt Extension Theorem states that the unitary group of a finite-dimensional
vector space V equipped with a nondegenerate hermitian form acts transitively on the
pseudosphere induced by the form. We provide a new, constructive proof of this result
for finite-dimensional vector spaces V over R, C, or H. This constructive proof is then used
to prove a similar result for the unitary group of a finitely generated free right module
over an abelian AW∗-algebra. The topology of these unitary groups is examined and as an
application we determine the homotopy groups pi1 and pi2 of the induced real, complex,
and quaternionic pseudospheres.
© 2008 Elsevier B.V. All rights reserved.
Consider the (right) vector space V = Kn, where K denotes one of R, C, or H(quaternions), and let λ 7→ λ∗ denote the
canonical involution on K. If p, q are nonnegative integers with p > 0 and p + q = n, then the function [·, ·] : V × V → K
defined by
[ξ,η] = ξ∗1η1 + · · · + ξ∗pηp − ξ∗p+1ηp+1 − · · · − ξ∗nηn (1)
is a nondegenerate hermitian form on V . That is, [·, ·] satisfies, for all λ ∈ K and ξ, ξ1, ξ2 ∈ V ,
(1) [ξ, ξ1 + ξ2] = [ξ, ξ1] + [ξ, ξ2],
(2) [ξ1, ξ2λ] = [ξ1, ξ2]λ,
(3) [ξ1, ξ2] = [ξ2, ξ1]∗, and
(4) [ξ,η] = 0, for all η ∈ V , only if ξ = 0.
The (p, q)-pseudosphere over K is the set
Sp,q(K) = {ξ ∈ V | [ξ, ξ] = 1}.
Each pseudosphere is a closed C∞-manifold in the standard topology of V , and these manifolds arise in a variety of settings.
Indeed, Sp,0(K) are Euclidean spheres, S3,1(R) is the standard Lorentz manifold, and Sn−1,1(R) and S2,n−2(R) are, respectively,
the standard de Sitter and anti-de Sitter manifolds.
A K-endomorphism A : V → V is said to be a (p, q)-isometry if [Aξ, Aη] = [ξ,η] for all ξ,η ∈ V . In light of the finite-
dimensionality of V , every (p, q)-isometry is invertible—that is, every (p, q)-isometry is a (p, q)-unitary. The set of (p, q)-
unitaries is a multiplicative group, denoted here by Up,q(K). A classical theorem of Witt (see, for example, [8]) asserts that
Up,q(K) acts transitively on Sp,q(K). A natural question is to ask whether this formulation ofWitt’s theorem extends to finite-
rank right modules over involutive rings other than R, C, or H. In this direction, our first goal in this paper is to formulate
and prove Witt’s theorem in the case where K is replaced by an abelian AW∗-algebra A.
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Our second goal is to establish a homeomorphism between (p, q)-unitary groups and Cartesian products of classical-
unitary groups. In so doing, an extension of Kuiper’s theorem [7] from Hilbert space to Kreıˇn space will be established,
showing that the homotopy groups of the unitary group of a real, complex, or quaternionic Kreıˇn K space are trivial if the
positive and negative parts of K have infinite dimension.
Our final objective herein is to use the fact that Up,q(K) acts transitively on Sp,q(K), together with the homeomorphisms
between (p, q)-unitary groups and Cartesian products of classical-unitary groups, to calculate the first two homotopy groups
of the pseudospheres Sp,q(K). While this has been carried out for the Euclidean spheres, the homotopy groups of the non-
Euclidean pseudospheres Sp,q(K) do not seem to have been determined previously.
1. Witt’s Transitivity Theorem: A classical formulation
Endomorphisms of Kn are represented here as n× nmatrices over K, acting on Kn from the left; scalars from K act on Kn
from the right.
Consider the n× nmatrix H over K given by H = 1p ⊕ (−1q). The hermitian form (1) can be expressed by
[ξ,η] = 〈Hξ,η〉 =
p∑
j=1
ξj
∗ηj −
n∑
j=p+1
ξj
∗ηj ,
for ξ,η ∈ Kn, where 〈·, ·〉 is the usual inner product 〈ξ,η〉 = ∑nj=1 ξ∗j ηj on Kn. Thus, A ∈ Up,q(K) if and only if 〈A∗HAξ,η〉 =〈HAξ, Aη〉 = [Aξ, Aη] = [ξ,η] = 〈Hξ,η〉, for all ξ,η ∈ Kn. That is, A ∈ Up,q(K) if and only if A∗HA = H.
A special case of Witt’s theorem is stated below (Theorem 1.2). The (new) proof given here forms the foundation for the
argument we shall use in the case of abelian AW∗-algebras. Our argument makes use of the proof of the following theorem
on regular orthogonalisation.
Theorem 1.1 ([5, Theorem 3.1.2]). Suppose that v1, . . . , vm ∈ Kn, let G ∈ Mm(K) denote the (Gram) matrix whose (µ, ν)-entry
is [vµ, vν] ∈ K, and let Gr ∈ Mr(K) denotes the leading r × r principal submatrix of G, for each 1 ≤ r ≤ m. Then there are
y1, . . . , ym ∈ Kn such that [yµ, yν] = δµ,ν and SpanK{y1, . . . , yr} = SpanK{v1, . . . , vr}, for each 1 ≤ r ≤ m, if and only if each Gr
is invertible in Gr ∈ Mr(K).
(Theorem 1.1 is established in [5] for R and C. By formally rewriting their proof under the assumption that Kn is a right
K-vector space, and by taking advantage of the fact that R is the centre of H, one obtains the same conclusions for K = H.)
Theorem 1.2. Up,q(K) acts transitively on Sp,q(K), where K is R, C, or H.
Proof. Select η, ξ ∈ Sp,q(K); we aim to show that Aη = ξ for some A ∈ Up,q(K). Since Up,q(K) is a group, there is no loss in
generality in assuming that η = e1, where e1, . . . , en denote the canonical coordinate vectors of Kn.
Since,
1 = [ξ, ξ] =
p∑
m=1
|ξm|2 −
n∑
`=p+1
|ξ`|2 ,
there is at least one j ∈ {1, . . . , p} for which |ξj|2 6= 0. Choose the smallest of all such j and denote it by k. Let {v1, . . . , vn} be
the ordered basis of Kn defined by {ξ, ep+1, . . . , en, e1, . . . , ek−1, ek+1, . . . , ep}, and let G ∈ Mn(K) be the Gram matrix whose
(µ, ν)-entry is [vµ, vν] ∈ K. Thus, G has the following structure:
G =
[
1 α∗
α H0
]
,
where
α =

−ξp+1
...
−ξn
ξ1
...
ξk−1
ξk+1
...
ξp

∈ Kn−1 and H0 = (−1q)⊕ 1p−1 ∈ Mn−1(K) .
(By α∗ we mean the conjugate transpose of α—a row vector.) We now aim to prove that G is invertible.
If K = R or K = C, then the cofactor expansion of G along its first column shows that the determinant of G is (−1)q|ξk|2,
which is nonzero; thus, G is invertible. In fact, all of the leading r× r principal submatrices Gr of G have nonzero determinant.
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To show that each Gr is invertible in the case K = H, the usual symplectic embedding of H into M2(C) leads an injective ∗-
homomorphismΦ : Mn(H) → M2n(C) [4, pp. 77–78]. As the determinant ofΦ(G) is (−1)q|ξk|4 6= 0, G is necessarily invertible
in Mn(H). The same idea holds for each Gr ∈ Mr(H).
Fix r. We aim to compute row r of G−1r . Since G∗r = Gr , the inverse G−1r is also a hermitian matrix, and so by determining
the rth column of G−1r we shall obtain, by passing to the adjoint, the rth row of G−1r . To this end, note that the last column of
G−1r necessarily satisfies the equation
Gr

γ[r]1r
...
...
γ[r]rr
 =

0
...
0
1
 , (2)
which yields r equations in K. These equations can be used to express γ[r]rr explicitly as a function of the components of the
vector ξ. For example, γ[1]11 = [ξ, ξ] = 1 and γ[2]22 = −(1 + |ξp+1|2)−1. The next case of interest occurs with 3 ≤ r ≤ q + 1
(where q+ 1 = n− p+ 1). The first of the r equations in K (arising from the first component of the vector on the left-hand
side of (2)) is
γ[r]1r − ξp+1γ[r]2r − · · · − ξp+r−1γ[r]rr = 0 .
The final r − 1 equations from (2) can be rewritten as
γ[r]`r = −ξp+`−1γ[r]1r (2 ≤ ` ≤ r − 1)
γ[r]rr = −ξp+r−1γ[r]1r − 1 .
Thus, the first of these r equations yields the following formula:
γ[r]1r =
−ξp+r−1
1+ |ξp+1|2 + · · · + |ξp+r−1|2 .
Hence,
γ[r]rr =

1 if r = 1
−1
1+ |ξp+1|2 if r = 2
−

1+ r−2∑
m=1
|ξp+m|2
1+ r−1∑
m=1
|ξp+m|2
 if 3 ≤ r ≤ n− p+ 1

.
Recall that k is chosen so that ξj = 0 for all 1 ≤ j < k. Thus, if n− p+ 2 ≤ r ≤ n− p+ k, then γ[r]rr = 1.
The final case occurs with n− p+ k+ 1 ≤ r ≤ n. The equations that arise from (2) are
0 = γ[r]1r
(
1+
n−p∑
m=1
|ξp+m|2
)
+ ξk+1γ[r]n−p+k+1,r + · · · + ξr−(n−p)γ[r]rr
γ[r]`r = −ξ`−(n−p)γ[r]1r (n− p+ k+ 1 ≤ ` ≤ r − 1)
γ[r]rr = 1− ξr−(n−p)γ[r]1r .
One computes γ[r]rr explicitly using the fact that 1−
∑g
`=k+1 |ξj|2 > 0 for every g ≥ (k+ 1) (because ξk 6= 0). Hence,
γ[r]rr =

1 if n− p+ 2 ≤ r ≤ n− p+ k
1+ n−p∑
m=1
|ξp+m|2 −
r−(n−p)−1∑
`=k+1
|ξ`|2
1+ n−p∑
m=1
|ξp+m|2 −
r−(n−p)∑
`=k+1
|ξ`|2
 if n− p+ k+ 1 ≤ r ≤ n

.
Now define yr =∑r`=1 v` (γ[r]`r )∗, for each 1 ≤ r ≤ n. Following the calculations in [5, Theorem 3.1.2] (specifically, p. 22), we
find that
(i) [ys, yt] = 0 if s 6= t, and
(ii) γ[r]rr = [yr, yr] 6= 0, for every r.
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(Again, this conclusion in the case of the right H-module Hn follows from a formal rewriting of the proof in [5, p. 22] to
incorporate scalars from H.)
The expressions above show that γ[r]rr > 0 except for the q indices r that lie in the range 2 ≤ r ≤ n − p + 1. In other
words, [ys, ys] > 0 for exactly p indices s and [yt, yt] < 0 for q indices t. Leave y1 unchanged and re-enumerate and scale
the remaining n − 1 vectors so that [y1, y1], . . . , [yp, yp] are 1 and [yp+1, yp+1], . . . , [yn, yn] are −1. Thus, if A ∈ Mn(K) is the
matrix with `th column y` [y`, y`]−1, then the (`,m)-entry of A∗HA is [y`, y`]−1[ym, ym]−1[ym, y`]. Hence, A∗HA = H, which
shows that A ∈ Up,q(K); and since the first column of A is ξ, we conclude that Ae1 = ξ. Hence, Up,q(K) acts transitively on
Sp,q(K). 
2. Witt’s Transitivity Theorem: A C∗-algebraic formulation
Henceforth, A shall denote a unital C∗-algebra and A+ its positive cone; GL(A) is the group of invertible elements of A.
Let V = An, which is a right Hilbert module over Awith respect to the form 〈·, ·〉 : V × V → A defined by
〈ξ,η〉 =
n∑
j=1
ξ∗j ηj, ∀ ξ,η ∈ V .
Observe that 〈ξ, ξ〉 = 0 only if ξ = 0.
For nonnegative integers p, q such that p+ q = n, consider the nondegenerate hermitian A-valued form [·, ·] : V×V → A
defined by
[ξ,η] = ξ∗1η1 + · · · + ξ∗pηp − ξ∗p+1ηp+1 − · · · − ξ∗nηn, ∀ ξ,η ∈ V . (3)
An A-endomorphism A of V is called a (p, q)-isometry if [Aξ, Aη] = [ξ,η] for all ξ,η ∈ V .
In the usual way, identify the ring of A-endomorphisms of V withMn(A), the ring of n× nmatrices over A. If A = (aij)i,j ∈
Mn(A), then the adjoint of A is given by A∗ = (a∗ji)i,j ∈ Mn(A). As before, let H = 1p ⊕ (−1q), with p ≥ 1.
It will be convenient to refer to the following three elementary propositions.
Proposition 2.1. The following statements are equivalent for an A-endomorphism A : V → V .
(1) A is a (p, q)-isometry.
(2) A∗HA = H, where H = 1p ⊕ (−1q).
Proof. It is clear that (2) implies (1). Conversely, if [Aξ, Aη] = [ξ,η], for all ξ,η ∈ V , then 〈(A∗HA − H)ξ,η〉 = 0 as well.
Therefore, given ξ and by taking η = (A∗HA − H)ξ we conclude that (A∗HA − H)ξ = 0, by the definiteness of the A-valued
inner product 〈·, ·〉. 
Definition 2.2. Up,q(A) is the set of (p, q)-isometries A ∈ Mp+q(A) such that A−1 exists.
Proposition 2.3. Up,q(A) is a multiplicative group. Furthermore, if A ∈ Up,q(A), then A∗ ∈ Up,q(A) also.
Proof. It is straightforward to verify that Up,q(A) is a multiplicative group. We now show that Up,q(A) is ∗-closed.
Assume that A ∈ Up,q(A). Thus, by Proposition 2.1, A∗HA = H. Note that H∗ = H−1 = H. Thus,(
(A∗)−1
)∗
H(A∗)−1 = A−1H(A∗)−1 = (A∗HA)−1 = H−1 = H ;
that is, (A∗)−1 ∈ Up,q(A). As Up,q(A) is a group, A∗ ∈ Up,q(A). 
Weturnnow to the propositions that lead to a proof ofWitt’s Transitivity Theorem in the context of abelianAW∗-algebras.
Proposition 2.4. U1,q(A) acts transitively on S1,q(A), for every unital, abelian C∗-algebra A.
Proof. With a few minor changes, we use the proof of Theorem 1.2.
As before, we need only show that for ξ ∈ S1,q(A) there exists A ∈ U1,q(A) such that Ae1 = ξ (because U1,q(A) is a group).
Following Theorem 1.2, let k = 1, v1 = ξ and vi = ei, for 2 ≤ i ≤ n.
A matrix over a unital commutative ring is invertible if and only if its determinant is a unit in the ring [3, Corollary 2.21].
The matrix Gr =
[
1 α∗
α −1r−1
]
has determinant (−1)r−1(1+‖α‖2), which is an invertible element of A. Hence, each truncated
Gram matrix Gr is an invertible element of Mr(A).
As in the proof of Theorem 1.2, by direct calculation in A one determines precisely the r entries γ[r]`r ∈ A in the last column
of the matrix G−1r ∈ Mr(A). In this context, elements of the form |ξ|2 are precisely the positive elements ξ∗ξ ∈ A+, and
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every element of the form 1 +∑rm=2 ξ∗mξm is invertible in A. In particular, if n − p + k + 1 ≤ r ≤ n, then γ[r]rr = a∗xa, where
x, a ∈ A+ ∩ GL(A) are given by
x = 1+
n−p∑
m=1
ξ∗p+mξp+m −
r−(n−p)−1∑
`=k+1
ξ∗`ξ` ,
a =
(
1+
n−p∑
m=1
ξ∗p+mξp+m −
r−(n−p)∑
`=k+1
ξ∗`ξ`
)−1/2
.
Defining yr = ∑r`=1 v` (γ[r]`r )∗, for each 1 ≤ r ≤ n, and following the calculations in [5, p. 22] leads to [ys, yt] = 0 if s 6= t, and
γ[r]rr = [yr, yr] ∈ A+ ∩ GL(A), for every 1 ≤ s, t ≤ r.
The remainder of the proof of Theorem1.2 now carries through directly becauseA is abelian. The expressions above show
that γ[r]rr ∈ A+ except for the q indices r that lie in the range 2 ≤ r ≤ n−p+1. In other words, [ys, ys] is positive and invertible
for exactly p indices s and−[yt, yt] is positive and invertible for q indices t. Leave y1 unchanged and re-enumerate and scale
the remaining n − 1 vectors so that [y1, y1], . . . , [yp, yp] are 1 ∈ A and [yp+1, yp+1], . . . , [yn, yn] are −1. Thus, if A ∈ Mn(A) is
thematrix with `th column y` [y`, y`]−1, then the (`,m)-entry of A∗HA is [y`, y`]−1[ym, ym]−1[ym, y`]. Hence, A∗HA = H (which
shows that A ∈ Up,q(A) by Proposition 2.3), Ae1 = ξ and, thus, Up,q(K) acts transitively on Sp,q(K). 
A C∗-algebra A is an AW∗-algebra if for every nonempty subset S ⊆ A the left annihilator {x ∈ A : xs = 0 ∀ s ∈ S} of S is
given by {ap : a ∈ A} for some projection p ∈ A. If A is an abelian AW∗-algebra, then it is unital and its maximal ideal space
is Stonean. Indeed, an abelian C∗-algebra is an AW∗-algebra if and only if A ∼= C(Ω), the C∗-algebra of continuous functions
Ω → C, where Ω is an extremely disconnected compact Hausdorff space [2, Section 7]. (By extremely disconnected, one
means that the closure U of every open set U ⊂ Ω is open.)
Proposition 2.5. Un,0(A) acts transitively on Sn,0(A), for every abelian AW∗-algebra A.
Proof. We start with a construction. Assume that A = C(Ω), where Ω is a Stonean space. Suppose that ξ1, ξ2 ∈ C(Ω); then
there exist real-valued functions (that is hermitian elements) ζ1, ζ2, ζ3, ζ4 ∈ C(Ω) such that ξ1 = ζ1 + iζ2 and ξ2 = ζ3 + iζ4.
Let η = (|ξ1|2 + |ξ2|2)1/2 and assume that η ≤ 1. We wish to prove that there exist f , g ∈ C(Ω) such that fη = ξ1, gη = ξ2
and |f |2 + |g|2 = 1.
To this end, let U ⊂ Ω be the open set U = Ω \ η−1({0}), and define functions αj(t) = ζj(t)/η(t), for 1 ≤ j ≤ 4 and t ∈ U.
Since |ζj| ≤ η, each |αj| is bounded by 1 on U. Now because Ω is extremely disconnected, there are continuous extensions
βj : Ω → [−1, 1] of the αj such that βj(t) = αj(t) for t ∈ U and βj(t) = 1/2 for t ∈ Ω \ U. Finally, let f (t) = β1(t)+ iβ2(t) and
g(t) = β3(t)+ iβ4(t). We now have that fη = ξ1, gη = ξ2, and |f |2 + |g|2 = 1, which completes the construction.
Suppose now that ξ ∈ Sn,0(A), and let η1 = ξ1 and η2 = (ξ2ξ2∗ + · · · + ξnξn∗)1/2. For each k = 2, . . . , n − 2, by the
constructions above, there exist η2k−1,η2k ∈ A such that
η2k−1η2k−2η2k−4 · · ·η4η2 = ξk ,
η2kη2k−2η2k−4 · · ·η4η2 = (ξk+1ξk+1∗ + · · · ξnξn∗)1/2 ,
η2k−1η2k−1∗ + η2kη2k∗ = 1 .
For k = n− 1, there exist η2n−3,η2n−2 ∈ A such that
η2n−3η2n−4η2n−6 · · ·η4η2 = ξn−1 ,
η2n−2η2n−4η2n−6 · · ·η4η2 = ξn ,
η2n−3η2n−3∗ + η2n−2η2n−2∗ = 1 .
Now let
V =

1
. . .
1
η2n−3 η2n−2∗
η2n−2 −η2n−3∗
 · · ·

1
η3 η4
∗
η4 −η3∗
. . .
1


η1 η2
∗
η2 −η1∗
1
. . .
1
 .
Each factor of V is a unitary matrix; hence, V ∈ Un,0(A). The first column Ve1 of V is
Ve1 =

η1
η3η2
η5η4η2
η7η6η4η2
...
η2n−3η2n−4 · · ·η4η2
η2n−2η2n−4 · · ·η4η2

= ξ .
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Hence, Un,0(A) acts transitively on Sn,0(A). 
Putting the pieces above together yields the following extension of Witt’s Transitivity Theorem.
Theorem 2.6. Up,q(A) acts transitively on Sp,q(A), for every abelian AW∗-algebra A.
Proof. Assuming that p, q ≥ 1, let ξ ∈ Sp,q(A) and α = (1+ξp+1ξp+1∗+· · ·+ξnξn∗)1/2, which is invertible. By Propositions 2.4
and 2.5, there exist V ∈ Up,0(A) andW ∈ U1,q(A) such that Ve1 =
ξ1α
−1
.
.
.
ξpα
−1
andWe1 =

α
ξp+1
.
.
.
ξn
.
Now let
X =

ξ1α
−1 v12 · · · v1p
...
. . .
...
...
. . .
...
ξpα
−1 vp2 · · · vpp
1
. . .
1


α w12 · · · w1q
1
. . .
1
ξp+1 w22 · · · w2q
...
...
. . .
...
ξn wq2 · · · wqq

.
Owing to the embeddings of Up,0(A) and U1,q(A) into Up,q(A) – as indicated in thematrices above – X is an element of Up,q(A).
By the construction of X, it is clear that Xe1 = ξ. 
We note that Theorem 2.6 also holds for real abelian AW∗-algebras.
3. Homeomorphisms of ( p, q)- and classical-unitary groups
We turn now to some purely topological considerations. Consider the classical groups O(n), U(n), and Sp(n). Au-Yeung,
Li, and Rodman show in [1] that there exist homeomorphisms Up,q(R) ' Mp,q(R) × O(p) × O(q) and Up,q(C) ' Mp,q(C) ×
U(p) × U(q). Thus, Up,q(C) is path connected and has fundamental group Z × Z. We consider now the case K = H by using
a somewhat different homeomorphism from that in [1]. (Although the proof below assumes K = H, the argument works
equally well for R and C.)
Proposition 3.1. Up,q(H) and Mp,q(H)× Sp(p)× Sp(q) are homeomorphic.
Proof. Let Mp,q(H) denote the real vector space of p × q matrices over H. The matrix space Mp(H) and Mq(H) are finite-
dimensional algebras over R. If one defines σ(T) of T ∈ Mk(H) to be the set of roots of the minimal annihilating polynomial
f ∈ R[x] of T, then σ(1p + BB∗) = σ(1q + B∗B) ⊂ R+ for every B ∈ Mp,q(H). Thus, one may consider the positive square roots
(1p + BB∗)1/2 and (1q + B∗B)1/2, respectively, of the invertible matrices (1p + BB∗) and (1q + B∗B).
Now consider the function ψ : Mp,q(H)× Sp(p)× Sp(q) −→ Mp+q(H) defined by
ψ(B,Γ ,∆) =
[
(1p + BB∗)1/2Γ B
∆B∗Γ ∆(1q + B∗B)1/2
]
. (4)
We aim to show that ψ(B,Γ ,∆)∗Hψ(B,Γ ,∆) = H, which would imply that ψ(B,Γ ,∆) ∈ Up,q(H). This straightforward
verification is easy if we first rewrite the (1, 2)-entry so that ψ(B,Γ ,∆) is given by
ψ(B,Γ ,∆) =
[
(1p + BB∗)1/2Γ (1p + BB∗)−1/2B(1q + B∗B)1/2
∆B∗Γ ∆(1q + B∗B)1/2
]
.
This can be done for the following reasons. If X ∈ Mp(H) and Y ∈ Mq(H) intertwine B – that is, satisfy XB = BY – then XkB = BYk
for all k ∈ N, and so f (X)B = Bf (Y) for all polynomials f ∈ R[x]. Since it is clear that (1p + BB∗)B = B(1q + B∗B), if one takes
f ∈ R[x] to be any polynomial that interpolates the function t 7→ √t on the finite set σ(1p + BB∗) = σ(1q + B∗B), then we
conclude that (1p + BB∗)1/2B = B(1q + B∗B)1/2. Thus, (1p + BB∗)−1/2B(1q + B∗B)1/2 = B, as desired.
It is clear that ψ is an injection; we now show that the range of ψ is all of Up,q(H). To this end, let
A =
[
W X
Y Z
]
∈ Mp+q(H)
be an arbitrary element of Up,q(H). The matrix equations AHA∗ = H and A∗HA = H lead to the following matrix equations:
WW∗ = 1p + XX∗ , W∗W = 1p + Y∗Y ,
Z∗Z = 1q + X∗X , X∗W = Z∗Y .
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Let B = X. By the polar decomposition [4, Theorem 5.5] inMq(H), there is a∆ ∈ Sp(q) such that Z = ∆(Z∗Z)1/2. Likewise there
is a Γ ∈ Sp(p) such that W = (WW∗)1/2Γ . Since WW∗ = 1p + XX∗ and Z∗Z = 1q + X∗X, we may write Γ = (1p + XX∗)−1/2W
and∆ = Z(1q + X∗X)−1/2.
To show that ψ(B,Γ ,∆) = A, only the case of the (2, 1)-entry is in doubt. To settle this case, note that X∗(1p + XX∗) =
(1q + X∗X)X∗ leads to, by the earlier argument about intertwining matrices,
(1q + X∗X)−1/2X∗ = X∗(1p + XX∗)−1/2 .
Likewise, X∗(1p + XX∗)−1 = (1q + X∗X)−1X∗ and Z(Z∗Z)−1Z∗ = 1q. Thus,
∆X∗Γ = Z(1q + X∗X)−1/2X∗(1p + XX∗)−1/2
= ZX∗(1p + XX∗)−1/2(1p + XX∗)−1/2W
= ZX∗(1p + XX∗)−1W
= Z(1q + X∗X)−1X∗W
= Z(Z∗Z)−1Z∗Y
= Y .
Hence, ψ is surjective.
As it is clear that both ψ and ψ−1 are continuous, ψ is a homeomorphism. 
Cosmetic changes to Proposition 3.1 yield the same result over a real or complex C∗-algebra. Let Up(A) denote Up,0(A).
Proposition 3.2. Up,q(A) and Mp,q(A)× Up(A)× Uq(A) are homeomorphic, for every real or complex unital C∗-algebra A.
Proof. Assume that p ≥ q; Mp(A) is also a C∗-algebra.
The first modification occurs when one must show that (1p + BB∗)1/2B = B(1q + B∗B)1/2 for all B ∈ Mp,q(A). To do this,
embed Mq(A), Mp,q(A), and Mq,p(A) into Mp(A) by A 7−→
[
A 0
0 0
]
. In this way the multiplication occurs in a single C∗-algebra.
Then instead of using a polynomial f ∈ R[x] to interpolate the function ζ(t) = √t on σ(1 + B∗B), one can rather use the
Weierstrass Approximation Theorem to express ζ as a uniform limit of a sequence of polynomials fn ∈ R[t]. In passing
from fn to the limit ζ, the continuous functional calculus of positive elements in a C∗-algebra yields the desired identity
(1p + BB∗)1/2B = B(1q + B∗B)1/2 in Mp(A) and consequently in the original multiplication.
The second modification concerns the computation of the polar decompositions of Z and W in Mp(A) and Mq(A)
respectively, under the assumptions that WW∗ = 1p + XX∗, W∗W = 1p + Y∗Y, ZZ∗ = 1q + YY∗, and Z∗Z = 1q + X∗X.
Again embed the smaller matrices into Mp(A), except use 1p instead of 1q in the two latter equations above. In this way we
get thatWW∗,W∗W are invertible in Mp(A) and ZZ∗, Z∗Z are invertible in Mq(A).
We wish to conclude that W and Z are invertible—because in a C∗-algebra A every invertible element a admits polar
decompositions a = u(a∗a)1/2 = (aa∗)1/2v, where u, v ∈ U(A) are the unitaries u = a(a∗a)−1/2 and v = (aa∗)−1/2a. Therefore,
the original proof of Proposition 3.1 will carry through in the C∗-algebra context if one can prove the following statement:
if a∗a and aa∗ are invertible, then a is invertible. This conclusion follows immediately because the hypotheses imply that a
is both left invertible and right invertible; hence, a is invertible. 
As an application of this circle of ideas, we extend a well-known theorem of Kuiper [7] from Hilbert space to the setting
of Kreıˇn space. To this end, suppose that H+ and H− are complex or quaternionic Hilbert spaces, and consider K = H+⊕H−.
The space K admits an indefinite sesquilinear form [·, ·]:
[ξ+ ⊕ η+, ξ− ⊕ η−] = 〈ξ+,η+〉H− − 〈ξ−,η−〉H− .
With respect to this form, K is called a Kreıˇn space, and H+ and H− are the positive and negative parts of K.
Let U(K) be the unitary group of K, namely the set of all invertible continuous complex or quaternionic endomorphisms
A : K→ K such that [Aξ, Aη] = [ξ,η] for all ξ,η ∈ K.
If Ω is a path connected topological space, then let pik(Ω) denote the kth homotopy group of Ω .
Proposition 3.3 (Kuiper). If K is a complex or quaternionic Kreıˇn space with infinite-dimensional positive and negative parts,
then pik(U(K)) = 0 for every k ∈ N.
Proof. Since H+ and H− have infinite dimension, pik(U(H+)) = pik(U(H−)) = 0, for every k ∈ N, by Kuiper’s Theorem [7].
Proposition 3.2 shows that U(K) is homeomorphic to B(H−,H+) × U(H+) × U(H−). Therefore, pik(U(K)) = 0 for every
k ∈ N. 
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4. Topology of pseudospheres
The following standard result is an expected consequence of the transitivity theorem.
Proposition 4.1. The homogeneous manifold Up,q(K)/Up−1,q(K) and the pseudosphere Sp,q(K) are diffeomorphic.
Proof. There is a natural embedding Up−1,q(K) → Up,q(K) of Up−1,q(K) as a closed subgroup of Up,q(K):
W 7→
[
1 0
0 W
]
.
Via this embedding, consider the space Up,q(K)/Up−1,q(K) of left cosets, endowed with the quotient topology.
The matrix H ∈ Mn(K) has the property that He1 = e1. Further, consider the subgroup I of Up,q(K) consisting of those A
that fix e1. Clearly Up−1,q(K) ⊆ I. Conversely, if A ∈ I, then A∗HA = H implies that A∗e1 = A∗HAe1 = He1 = e1, and so the first
row of A is e∗1; thus, A ∈ Up−1,q(K).
Since Up,q(K) acts transitively on Sp,q(K), and because Up−1,q(K) is the isotropy subgroup that fixes e1 ∈ Sp,q(K), the
manifolds Up,q(K)/Up−1,q(K) and Sp,q(K) are diffeomorphic [9, Theorem 3.62]. 
Consider the quotient homomorphism q : Up,q(K) → Up,q(K)/Up−1,q(K), where the coset q(A) of A is denoted by [A]. Since
Up−1,q(K) is the fiber F = q−1{[1]} of the quotientmap, and since Up,q(K)/Up−1,q(K) is homeomorphic to Sp,q(K), the following
sequence of homotopy groups is exact [6, pp. 77–84]:
· · · → pi2 (Up,q(K))→ pi2 (Sp,q(K))→ pi1 (Up−1,q(K))→ pi1 (Up,q(K))→ pi1 (Sp,q(K))→ 0 . (5)
The following propositions consider the quaternion, complex, and real cases of this sequence and the implications for the
homotopy groups of pseudospheres. Although Sp,q(H) = S2p,2q(C) = S4p,4q(R), we treat the various cases for K separately.
We begin by noting the path connectedness of pseudospheres. In what follows, Sn denotes the Euclidean sphere in Rn+1.
Proposition 4.2. If p, q ≥ 2, then Sp,q(R) is path connected; if p, q ≥ 1, then Sp,q(C) and Sp,q(H) are path connected.
Proof. A vector ξ ∈ Sp,q(R) can be viewed as having three constituents: a radius r ≥ 1, a first component ξp ∈ √r ∗ Sp−1, and
a second component ξq ∈
√
r − 1 ∗ Sq−1, whereby ξ =
(
ξp
ξq
)
and [ξ, ξ] = ξp∗ξp − ξq∗ξq = r − (r − 1) = 1. It is clear that all the
elements of Sp,q(R) are represented in this form. Hence, Sp,q(R) is the range of a continuous function
µ : [1,∞)× Sp × Sq → Sp,q(R) .
Since the domain is path connected, so is the range ofµ, proving that Sp,q(R) is path connected. Since S4p,4q(R) = S2p,2q(C) =
Sp,q(H), the second assertion follows immediately. 
Now we can proceed with an examination of the first and second homotopy groups of pseudospheres.
Proposition 4.3. If p, q ≥ 1, then pik (Sp,q(H)) = 0 for k = 1, 2.
Proof. It is well known that pi2(Sp(m)) = pi1(Sp(m)) = 0 for all m ∈ N [6, p. 340]. As well, we know from Proposition 3.1
that Up,q(H) is homeomorphic to Mp,q(H)× Sp(p)× Sp(q) and U0,1(H) = Sp(1). Therefore, the exact sequence (5) simplifies
to
0 → pi2 (Sp,q(H))→ 0 → 0 → pi1 (Sp,q(H))→ 0 ,
which yields the desired conclusion. 
Proposition 4.4. pi1
(
Sp,q(C)
) = {0, if p ≥ 2, q ≥ 1Z, if p = 1, q ≥ 1}, and pi2 (Sp,q(C)) = 0 for p ≥ 1, q ≥ 1.
Proof. In what follows, a loop refers to a matrix-valued continuous function α on the closed interval [0, 1] such that
α(0) = α(1). The homotopy equivalence class of a loop α is denoted by [α]. Without loss of generality, assume that the
base point for loops in the groups Up,q(C) and U(m) are the identity matrices 1 ∈ Mp+q(C) and 1 ∈ Mm(C).
Let U(0) denote the point set {1} in C. Thus, for any p ≥ 1, there are embeddings i : Up−1,q(C) → Up,q(C) and
j : U(p− 1) → U(p) defined by
i(X) =
[
1 0
0 X
]
and j(Y) =
[
1 0
0 Y
]
.
The embeddings i and j are base-point preserving and induce homomorphisms i∗ and j∗ of homotopy groups:
pi1
(
Up−1,q(C)
) i∗→ pi1 (Up,q(C)) and pi1 (U(p− 1)) j∗→ pi1 (U(p)) ,
where i∗[α] = [i ◦ α] and j∗[γ] = [j ◦ γ], for loops α and γ in Up−1,q(C) and Up−1(C) respectively.
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If p = 1, then pi1 (U(p− 1)) = 0 and so j∗ is (trivially) an injection. Since U(p)/U(p − 1) is homeomorphic to Sp,0(C), the
sequence
· · · → pi2 (Sp,0(C))→ pi1 (U(p− 1)) j∗→ pi1 (U(p)) → pi1 (Sp,0(C))→ 0
is exact. When p ≥ 2 this sequence simplifies to
0 → pi1 (U(p− 1)) j
∗→ pi1 (U(p)) → 0 .
Hence, if p ≥ 2, then j∗ is an isomorphism.
Turning now to i∗, the tail of the exact sequence (5) is
0 → pi2 (Sp,q(C)) φ1→ pi1 (Up−1,q(C)) i∗→ pi1 (Up,q(C)) φ2→ pi1 (Sp,q(C))→ 0. (6)
We shall show below that i∗ is a surjection for all p ≥ 2 and that i∗ is an injection for all p ≥ 1.
To begin, let p, q be arbitrary and suppose thatψ : [0, 1] → Up,q(C) is a loop. Asψ is continuous, the entries of the matrix
ψ(t) depend continuously on the parameter t. Thus, using the representation (4), we write
ψ(t) =
[
(1p + B(t)B(t)∗)1/2Γ(t) B(t)
∆(t)B(t)∗Γ(t) ∆(t)(1q + B(t)∗B(t))1/2
]
, (7)
where B, Γ , and ∆ are continuous matrix-valued functions. Since the base point for loops in Up,q(C) is the identity matrix
1 ∈ Mp+q(C), B(0) = B(1) = 0. Hence, Γ and∆ are loops in U(p) and U(q), respectively, based at 1p and 1q. By deforming the
loop B(t) to the constant loop 0 via the homotopy (s, t) 7→ sB(t), representation (7) shows thatψ is homotopically equivalent
in Up,q(C) to the loop ψ0 defined by
ψ0(t) =
[
Γ(t) 0
0 ∆(t)
]
= Γ(t)⊕∆(t) . (8)
Assume now that p ≥ 2. We aim to show that i∗ : pi1 (Up−1,q(C)) → pi1 (Up,q(C)) is surjective. Choose any [ψ] ∈
pi1
(
Up,q(C)
)
. As explained above, [ψ] = [ψ0], whereψ0 has the form (8). Since j∗ is an isomorphism for p ≥ 2, [Γ ] = j∗[γ] for
some loop γ in U(p−1). Now define a loop α in Up−1,q(C) by α = γ⊕∆. Hence, i∗[α] = [i◦α] = [(j◦γ)⊕∆] = [Γ⊕∆] = [ψ],
which shows that i∗ is surjective.
Next, assume that p ≥ 1; we will prove that i∗ is an injection. Suppose that α1 and α2 are loops in Up−1,q(C) such that
i∗[α1] = i∗[α2]. As noted above in (8), we may assume that each αj has the form αj = γj ⊕∆j, for some loops γj in U(p − 1)
and ∆j in U(q). Likewise, there is a loop ψ0 in Up,q(C) of the form ψ0 = Γ ⊕ ∆ such that [ψ0] = i∗[α1] = i∗[α2]. Note
that i ⊕ αj = (j ◦ γj) ⊕ ∆j. As every loop in Up,q(C) is homotopically equivalent to a loop of the form (8), we conclude that
j∗[γ1] = j∗[γ2] and [∆1] = [∆2]. As j∗ is an injection for all p ≥ 1, [γ1] = [γ2]; hence, [α1] = [α2], proving that i∗ is injective
for p ≥ 1.
All that remains is to consider the exact sequence (6) for each of the cases p ≥ 2 and p = 1. To do so, we need only the data
pi1(U(m)) = Z andpi2(U(m)) = 0 [6, p. 340], for allm ∈ N, and to recall that Up,q(C) is homeomorphic toMp,q(C)×U(p)×U(q)
(Proposition 3.1).
Case #1: p ≥ 2. In this case, the exact sequence (6) is
0 → pi2 (Sp,q(C))→ Z× Z i∗→ Z× Z→ pi1 (Sp,q(C))→ 0 .
Since p ≥ 2, the map i∗ is an isomorphism. By exactness, this implies that pi2 (Sp,q(C)) = pi1 (Sp,q(C)) = 0.
Case #2: p = 1. In this case, the exact sequence (6) is
0 → pi2 (S1,q(C))→ Z i∗→ Z× Z→ pi1 (S1,q(C))→ 0 .
Since i∗ is injective, pi2
(
Sp,q(C)
) = 0 and
pi1
(
Sp,q(C)
) ∼= (Z× Z)/i∗(Z) .
We now identify the range of i∗.
Recall that i∗ : pi1 (Uq(C))→ pi1 (U1,q(C)). Assume that [ψ] ∈ pi1 (U1,q(C)) is an element in the range of i∗. Hence, there is
a loop α in Uq(C) such that the loop
i (α(t)) =
[
1 0
0 α(t)
]
∈ U1,q(C)
is homotopically equivalent to the loop ψ in U1,q(C). As noted before, we may assume without loss of generality that ψ has
the form ψ(t) = Γ(t) ⊕ ∆(t), where Γ and ∆ are loops in U1(C) and Uq(C) respectively. Since U0(C) consists of a single
point, Γ is homotopically equivalent to the constant loop t 7→ 1 ∈ U1(C). Therefore, [α] = [∆] and [ψ] = [1 ⊕ ∆]. Thus,
the range of i∗ is constant in the first coordinate and is pi1
(
Uq(C)
)
in the second coordinate; that is, i∗(Z) = {0} × Z, and so
pi1
(
Sp,q(C)
) ∼= (Z× Z)/i∗(Z) ∼= Z. 
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The proof of Proposition 4.4 above is based on the properties of the homomorphisms i∗ and j∗ rather than on the specific
group theoretic properties of pi1 (U(m)) and pi2 (U(m)) (namely, Z and 0). Therefore, the same proof may be used for the field
R with p, q ≥ 2, but first taking into account the fact that the unitary group Up,q(R) is not connected. Indeed, as Up,q(R) is
homeomorphic to Mp,q(R)× O(p)× O(q) and since O(k) has two connected components, the unitary group Up,q(R) has four
connected components. Therefore, define the connected component U+p,q(R) containing the identity to be the image under
ψ of Mp,q(R)× O+(p)× O+(q), where O+(m) is the connected component of O(m) that contains 1 ∈ Mm(R).
To adapt Proposition 4.4 to the field R, note that O+(p)/O+(p − 1) is homeomorphic to Sp−1, U+p,q(R)/U+p−1,q(R) is
homeomorphic to Sp,q(R), (Proposition 4.1), and that pi1(O+(2)) = Z, pi1(O+(n)) = Z2, for n ≥ 3, and pi2(O+(n)) = 0, for
n ≥ 2 [6, p. 341]. Therefore, the following proposition is an immediate consequence of the argument used in Proposition 4.4.
Proposition 4.5. The following chart tabulates the various possibilities for pi1 and pi2 of Sp,q(R) and U+p,q(R).
pi1(U+p,q(R)) pi1(U
+
p−1,q(R)) pi1(Sp,q(R)) pi2(Sp,q(R))
p ≥ 4, q ≥ 3 Z2 × Z2 Z2 × Z2 0 0
p = 4, q = 2 Z× Z2 Z× Z2 0 0
p = 2, q = 3, 4 Z× Z2 Z2 Z 0
p = 2, q = 2 Z× Z Z Z 0
p = 3, q = 3 Z2 × Z2 Z× Z2 0 Z
p = 3, q = 2 Z× Z2 Z× Z 0 Z
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