Introduction
Let n be any positive integer and F be a family of subsets of [n] . Another family k . When D = {i} (D = {−i, −i + 1, . . . , i}), we sometimes abuse the notation to denote β D (F ) by β i (F ) (resp., β [±i] (F )).
Consider an example family F which consists of all the 4-element subsets of {1, . . . , 6}. Note that since each subset A ∈ F has an even cardinality, β 0 (F ) = β [±1] (F ). Let F ′ = {{1, 2, 3}, {1, 2, 4}, {1, 3, 5}}. It is not hard to verify that every 4-element subset A ∈ F is bisected by at least one element in F ′ . So, β 0 (F ) ≤ 3, for F = [6] 4 . In fact there is no pair of subsets of {1, . . . , 6} such that every 4-element subset A ∈ F is bisected by one of them, which is asserted by Proposition 21. Therefore, β 0 (F ) = 3.
Discrepancy and D-secting families
Bisecting families may also be interpreted in terms of 'discrepancy' of hypergraphs under multiple bicolorings. Let G(V, E) be a hypergraph with vertex set V = {v 1 , . . . , v n } and hyperedge set E = {e 1 , . . . , e m }. Given a bicoloring X, X : V → {−1, +1}, let C X (e) = | v∈e X(v)| denote the discrepancy of the hyperedge e under the bicoloring X. Then, the discrepancy of the hypergraph G, denoted by disc (G) , is defined as disc(G) = min X max e∈E C X (e). For definitions, results, and extensions of discrepancy and related problems, see [9, 15, 13, 7] . Below, we define β D (E) in terms of the discrepancy of a hypergraph G(V, E), where D = [±i]. Let t ∈ N be the minimum number such that there exists a set of t hypergraphs G 1 , . . . , G t on vertex set V = [n] with (i) disc(G j ) ∈ [±i], for 1 ≤ j ≤ t, and, (ii) ∪ t j=1 G j = G(V, E). Given an optimal D-secting family F ′ of E, it is easy to construct a set of hypergraphs G 1 , . . . , G |F ′ | satisfying the above conditions. Again, given a set of t hypergraphs G 1 , . . . , G t satisfying conditions (i) and (ii) under bicolorings X 1 , . . . , X t , respectively, let (A 
+1
t } is a D-secting family for E. Thus, β [±i] (E) = t. Moreover, the discrepancy of a hypergraph G ([n] , E) can be defined in terms of β [±i] (E) as follows. The discrepancy of a hypergraph G ([n] , E) is the minimum i ∈ N such that β [±i] (E) = 1.
Separating and bisecting families
Given a family F of subsets of [n], finding another family F ′ with certain properties has been well investigated. One of the most studied problem in this direction is the computation of separating families. Let F consist of pairs {i, j}, i, j ∈ N, i j and ′ is a separating family for F if every pair {i, j} ∈ F is separated by some A ′ ∈ F ′ . It is easy to see that F ′ is indeed a bisecting family for F . Let f (n) denote the size of a minimum separating family F ′ for a family F consisting of all the n 2 pairs (edge set of a complete graph on n vertices). Rényi [19] proved that f (n) = ⌈log 2 n⌉. Observe that f (n) is the minimum number of bipartite graphs needed to cover the edges of a complete graph K n . We note the following generalization of the above statement for arbitrary graphs. Note that f (n) is equal to β 0 (n, 2), thus β 0 (n, 2) = ⌈log 2 n⌉. In fact, when the family F is the edge set of a graph G(V, E), where V = [n], any bisecting family F ′ for F forms a covering of the edges of G with |F ′ | bipartite graphs. We state these observations as a corollary below.
Corollary 2 For a graph G(V, E),
See [19, 14, 21] for details on separating families.
Galvin proposed the following special case restricted only subsets of size exactly half the size of the ground set: What is the minimum m such that there exists a set of subsets B 1 , . . . , B m of {1, . . . , 4n}, each of size 2n, with the property that for all A ⊂ {1, . . . , 4n}, there exists an B i with |A ∩ B i | = n. He showed that m ≤ 2n and conjectured that m = 2n. Frankl-Rodl [4] proved that m > ǫn, for some fixed ǫ, 0 < ǫ < 1. Enamoto et. al. [5] demonstrated that m = 2n when n is odd.
Notations and definitions
Let [n] denote the set of integers {1, . . . , n}, ±i denote the set of integers {−i, i}, and [±i] denote the set of integers {−i, −i + 1, . . . , i}. Let F denote a family of subsets of [n] and F ′ denote another family of subsets with some desired intersection property with elements of F . Let [n] k denote the family of all the k-sized subsets of [n] . We use
n ) is the number of x j 's which are 1 (resp., -1), 1 ≤ j ≤ n. Vector R ∈ {0, 1} n is even (resp., odd) if the number of 1's in R is even (resp., odd). A vector R ∈ {−1, 1} n is even (resp., odd) if the number of −1's in R is even (resp., odd). We use log to denote log 2 in the rest of the paper.
Our Contribution
We begin by addressing the problem of bounding and computing β D (n), where D = [±i]. We demonstrate a construction yielding an upper bound of ⌈ n 2i ⌉ for β [±i] (n). Further, we show using a polynomial representation for the parity function that ⌈ n 2i ⌉ is also a lower bound for β [±i] (n).
We study β [±i] (F ) for a family F on [n], in terms of i and |F |, using Chernoff's bound. Subsequently, we study β D (n), where D is a singleton set, i.e., D = {i}. Note that
. Therefore, we focus on establishing bounds for β i (n). We demonstrate a construction to show that β 1 (n) is at most ⌈ n 2 ⌉. We also show that β 1 (n) is at least ⌈ n 2 ⌉ using arguments similar to those in the proof of Theorem 3 about β [±1] (n). In Section 3.2, we establish a lower bound of
We demonstrate a construction establishing β i (n) ≤ n − i + 1. We have the following theorem.
In Section 4, we consider families F , F ⊆
[n]
k . We study β [±1] (n, k) in detail when k is even; the analysis for β i (n, k) for i ∈ [n] and for the case when k is odd is analogous. We have lower bounds for β [±1] (n, k) given by Theorem 6, Observation 11 (see Section 1.3), and Theorem 7 which are useful when k is a constant, k is sublinear in n, and k is linear in n, respectively. We establish the following theorem using entropy based arguments.
Theorem 6
When cn < k < (1 − c)n for a constant c, 0 < c < 1 2 , we establish an improved lower bound for β [±1] (n, k) using a vector space orthogonality argument, enabling us to apply a recent result of Keevash and Long [3] . We also study the case when F consists of all the subsets of [n] of cardinality more than k, k ∈ [n] and we have the following bounds.
Theorem 7 Let c be a constant such that
Note that when n − k is a constant, Theorem 9 gives better upper bounds for β [±1] (F ).
Some quick observations
In this section, we derive a few basic results on β D (F ), β D (n) and β D (n, k). P is a property for a set system if it is invariant under isomorphism 3 . It is not hard to see that for any two isomorphic families F 1 and
. So, β D is a property of the set system. For any two families F 1 and
Therefore, β D (n) and β D (n, k) are monotone with respect to n. However, β D (n, k) is not monotone with respect to k:
We note that for any integer t, "β D (F ) ≤ t" is not hereditary 4 . This can be demonstrated with the following example. Let F = {{1, 2, 4, 5}, {1, 3, 4, 5}, {2, 3, 4, 5}} be a family on {1, . . . , 5} and S = {1, 2, 3}. F S = {{1, 2}, {1, 3}, {2, 3}} is the subfamily of F induced by S . It is easy to see that when
Observation 10 Let F be a family of subsets of [n] and
For the rest of the section, assume that n is even (since it does not effect the asymptotics). Note that when k is even (resp., odd), the maximum number of k-sized sets A ∈ F that can be bisected with any set
. This gives a trivial lower bound for
Observation 11
The constant in the lower bound is C = √ 2π
. Moreover, using the monotone property,
In what follows, we derive improved upper bounds and lower bounds for β D (n). We start our discussion with the case D = [±i], i ∈ [n], followed by the case D = {i}.
Bounds for β [±i] (n)
Recall that β [±i] (n) is the maximum of β [±i] (F ) over all families F on [n], where β [±i] (F ) denotes the minimum cardinality of a [±i]-secting family for F .
Upper bounds
Proof. Let F denotes the family consisting of all the non-empty subsets of [n] . In what follows, we demonstrate a construction that yields a [±i]-secting family of cardinality 3 Two set systems H = (X; E 1 , E 2 , . . . , E m ) and I = (Y; F 1 , F 2 , . . . , F m ) are said to be isomorphic if they have the same number m of subsets, and if there exists a bijection ϕ : X → Y and a permutation π on M = {1, 2, . . . , m} such that
See page 411 of [8] for related notions. 4 For a family
, and a set S ⊆ [n], the family
with the smallest i elements of
}. We prove that F ′ is indeed a [±i]-secting family for F . For the sake of contradiction, we assume that there exists some
with the smallest
is at most −d + 2i. The proof for the case of d < 0 is similar. ✷
We now have these exhaustive cases.
Observe that either of c l or c l+1 , or both lie in {−i, . . . , +i}. This is a contradiction to our assumption that A is not D-sected by F ′ .
This establishes that β [±i] (n) is at most n 2i , when 2i divides n. Note that when n is not divisible by 2i, we can construct F ′ of cardinality ⌈ n 2i ⌉ with the same procedure, where
. This completes the proof of Lemma 12. ✷
Lower bounds
To obtain a lower bound for β D (n), it is natural to remove 1 or 2 points from [n] and to proceed with induction. However, we note that, even when D = {−1, 0, 1}, such a direct induction only yields a lower bound of log n, which is not useful (since we already have a lower bound of Ω( √ n) from Section 1.3). In order to derive a tight lower bound for β D (n), we use the vector representations of sets and a polynomial representation of Boolean functions.
For any subset A ⊆ [n], let (i) X A = (x 1 , . . . , x n ) ∈ {0, 1} n be the incidence vector such that x i = 1 if and only if i ∈ A; and, (ii)R A = (r 1 , . . . , r n ) ∈ {−1, 1} n be the incidence vector such that r i = 1 if and only if i ∈ A. Observe that for any two subsets A and A ′ of [n], the dot product of
For an even (resp., odd) cardinality subset A ∈ F , note that the corresponding incidence vector X A = (x 1 , . . . , x n ) is even (resp., odd). Let F be a family of subsets of [n] . Observe that for any even subset A e ∈ F and any arbitrary subset
We demonstrate that the polynomial representation of Boolean functions [18, 20] is useful to establish lower bounds for β D (n). Let f : {−1, 1} n → {−1, 1} be a Boolean function on n variables,say y 1 , . . . , y n . For instance, the parity function on n variables is simply equal to the monomial n j=1 y j . Let sign : R \ {0} → {0, 1} be a function defined as (i) sign(α) = 1 if α > 0, and (ii) sign(α) = 0, otherwise, for α ∈ R \ {0}. A multilinear polynomial P(y 1 , . . . , y n ) weakly represents f if P is nonzero and for every Y = (y 1 , . . . , y n ) where P(Y) is nonzero, sign( f (Y)) = sign(P(Y)). The weak degree of a function f is the degree of the lowest degree polynomial which weakly represents f . We have the following result that follows from Lemma 2.29 of [20] originally proved by Minsky and Papert in [16] .
Lemma 14 The weak degree of the parity function on n variables is n.
In what follows, we use the notion of weak degree of the parity function to establish Theorem 3.
Proof. Let F denote the 2 n − 1 non-empty subsets of [n]. Let F ′ be a minimum cardinality [±i]-secting family for F . Let R be set of incidence vectors of sets in F ′ , where each vector R in R is an element of {−1, +1} n . We start the analysis assuming i is even and i > 0, and then extend to odd i. For every odd set A o ∈ F , there exists a vector R ∈ R such that
n . We use X to denote the incidence vector of any arbitrary set in F . Consider the polynomial M on X = (x 1 , . . . , x n ) as
From the definitions of R and M, it is clear that M(X) is (i) zero when X = X A o for all odd subsets A o ∈ F ; and (ii) positive when X = X A e for all even subsets A e ∈ F .
Domain conversion and multilinearization
Recall that a vector T ∈ {0, 1} n is even if the number of 1's in T is even and a vector T ∈ {−1, 1} n is even if the number of −1's in T is even. Consider the polynomial N on Y = (y 1 , . . . , y n ), where each y i = ±1.
where 
Y)) ≤ deg(N(Y)) = deg(M(X)). However, from Lemma 14, deg(N
Observe that M(X) vanishes for all even vectors and is positive for all odd vectors. The polynomial N on Y = (y 1 , . . . , y n ), where each y i = ±1, is now defined as
Note that degree of M(X) is 2|R| + 4|R| 
. ✷
From Lemmas 12 and 15, Theorem 3 follows, which is restated below. 
Corollary 16 For
In what follows, we demonstrate that D-secting families of cardinality much smaller than √ n 2 can be computed when |F | is small.
Computing β [±i] (F ) for arbitrary families
In Section 1, we discussed about the discrepancy interpretation of the bisection problems. Probabilistic method is an useful tool in computing low discrepancy colorings. The following Chernoff's bound is used extensively to establish upper bounds on the discrepancy of hypergraphs.
Lemma 17 [9] If X = n i=1 X i is the sum of n independent random variables distributed uniformly over {−1, 1}, then for any ∆ > 0,
In what follows, we obtain an upper bound on β [±i] (F ), when F is a family of arbitrary sized subsets, with a simple application of Lemma 17.
Proof of Theorem 4
Statement Let F be a family of subsets of 
. Using Chernoff's bound, the probability that a subset A ∈ F is bad with respect to a random subset A
Any subset A is bad with respect to . Since the failure probability is less than 1 2 , in expected two iterations, we can obtain a family F ′ of t subsets such that for every A ∈ F , there is an A
, c ∈ N, a D-secting family for F of cardinality O(log n) can be computed as discussed above. Note that this yields D-secting families of size much smaller than that guaranteed by Corollary 16 for F provided |F | is polynomial in n.
Bounds for β i (n)
In Section 2, we established tight bounds for β D (n) when D = [±i]. In this section, we study β D (n), when D is a singleton set, i.e., D = {i}.
Tight bounds for
Proof. As mentioned in Section 1, when D = {1}, the family F should consist of all the odd subsets of [n] . Let R be a minimum sized set of {−1, +1} n vectors such that for every odd set A o ∈ F , there exists a vector R ∈ R such that A o , R − 1 = 0. Consider the polynomial M on X = (x 1 , . . . , x n ). 
M(X)
⌉. This establishes that β 1 (n) is at most ⌈ n 2 ⌉ and completes the proof of Theorem 18. ✷
Bounds for
In the following section, we extend the notion of β 1 (n) to arbitrary values of i. Note that when
The case when i = 1 is resolved by Theorem 18. We assume that i ≥ 2 in the remainder of the section.
Proof of Theorem 5 Statement
Proof. Let F consist of all subsets of [n] such that A ∈ F if and only if |A| i mod 2 and |A| ≥ i. Let
In what follows, we prove the lower bound for β i (n) assuming i to be an even integer greater than 1. The case for odd i can be treated analogously.
We invoke the notion of weak representation of the parity function to establish a lower bound. Let F denote the 2 n − 1 non-empty subsets of [n]. Let F ′ be a minimum cardinality [±i]-secting family for F . Let R be the set of incidence vectors of sets in F ′ , where each vector R in R is an element of {−1, +1} n . So, for any even subset A e ⊆ [n]
with |A e | ≥ i, there exists a vector R ∈ R such that X A e , R − i = 0, where X A e is the 0-1 incidence vector of A e . We define the polynomials P, M and F on X = (x 1 , . . . , x n ) as follows.
Observe that (i) P(X) evaluates to zero when X = X A , for all subsets A of size at most i − 2 (since F(X) vanishes for these subsets), (ii) P(X) evaluates to zero when X = X A e , for all even subsets A e of size at least i (since M(X) vanishes for these subsets), and, (iii) P(X) is strictly positive when X = X A o , for all odd subsets A o of size at least i−1. Consider the polynomial Q on Y = (y 1 , . . . , y n ), where each y j ∈ [±1].
2 . ✷
Bisecting k-uniform families
In this section, we discuss the problem of bisection for k-uniform families. We focus on establishing bounds for
Some observations for β [±1] (n, k)
Observation 20 Let n be an even integer and F ′ be an optimal bisecting family for a family F =
Proof. It is not hard to see that the bisecting family F ′ for F is also a bisecting family for F =
n−k when n is even and each subset in F ′ is a part of an equal-sized bipartition of n. ✷ From Corollary 2, we know that β [±1] (n, 2) = ⌈log n⌉. Moreover, when n is of the form 2 t , for some t ∈ N, we can obtain a bisecting family F ′ = {A 1 , . . . , A log n } for the family F =
[n] 2 in the following way. (i) For j ∈ [n], obtain the log n bit binary code equivalent to j − 1 and assign it to j. (ii) Elements with l-th bit as 1 form the set A l . Using Corollary 2, F ′ is an optimal bisecting family for F , and |A l | = n 2 , for all A l ∈ F ′ . Using Observation 20, it follows that β [±1] (n, n − 2) ≤ log n, when n is a power of 2. However, when the difference between n and k is a small constant, we can achieve much better bounds for β [±1] (n, k) as follows.
Proof of Theorem 9
Proof. The upper bound of n 2 follows from Lemma 12. Let x = n − k. We obtain a bisecting family for F of cardinality x+1 in the following way. Let S and T denote two disjoint ⌈ 
We claim that F ′ is a bisecting family for a F . For any set A of cardinality k
The upper bound follows from the observation that |A ∩ S j+1 | differs from |A ∩ S j | by at most 1.
The proof of the lower bound n−k+1 2 for β [±1] (F ) is in the same spirit as the proof of the lower bound of Theorem 5; we give the proof for completeness. We assume that k ≥ 2 and is even; the case when k is odd is analogous. Let F ′ be a minimum cardinality [±1]-secting family for F . Let R be the set of incidence vectors of sets in F ′ , where each vector R in R is an element of {−1, +1} n . We define the polynomials P, M and F on X = (x 1 , . . . , x n ) as follows.
M(X) =

R∈R
( X, R ) 2 (note the difference from Equation 6).
Observe that (i) P(X) evaluates to zero when X = X A , for all subsets A of size at most k − 2 (since F(X) vanishes for these subsets), (ii) P(X) evaluates to zero when X = X A e , for all even subsets A e of size at least k (since M(X) vanishes for these subsets), and, 
. ✷
Note that using Theorem 9 for k = n − 2, we get,
n−2 has the same number of subsets as F =
[n] 2 , (ii) the maximum number of sets of F and F that can be bisected by a single set
2 , and (iii) β 0 (n, 2) = ⌈log n⌉.
(n, n − 2) = 3, for every even integer n greater than 4.
Proof. We only need to show that β [±1] (n, n − 2) > 2. Note that since the hyperedges are of cardinality n − 2, every set in an optimal bisecting family F ′ is of cardinality 
Proof of Theorem 6
Note that the lower bound of Ω(
is given by Observation 11. However, when k is a constant, Observation 11 asserts only an Ω( √ k) lower bound on β [±1] (n, k). An improved lower bound on β [±1] (n, k) for constant k given by Theorem 6 is proven below.
Proof. We prove the first lower bound given in Theorem 6 under the assumption that k is even and k . For every A ′ j ∈ F ′ , let F j be the collection of k-sized sets that are bisected by A ′ j . We estimate a lower bound for t. We associate a graph G(F ) with the collection F of k-sized sets in the following way:
Observe that G(F ) is the Kneser graph KG(n, k 2 ) (for definitions and results related to Kneser graphs, see [1, 6] ). For every k-sized subset A ∈ F , there are 
otherwise S is placed in the second partite set of G(F j ). Note that since
It is now easy to see that there is no edge inside the first or second partite set of G(F j ). G(F 1 ), . . . , G(F t ) are bipartite graphs whose union covers G(F ). Since G(F ) is is the Kneser graph KG(n, k 2 ), its chromatic number is n − k + 2 (see [2, 6] ). So, using Proposition 1, we get, t ≥ ⌈log(n − k + 2)⌉ 5 . That is, β [±1] (n, k) ≥ ⌈log(n − k + 2)⌉, when k is even and is monochromatic under f . From Equation 12 , there exists an F j such that S ∈ F j . From the definition of F j , S has non-empty intersection with both A ′ j and [n] \ A ′ j . Therefore, the jth bits of the t length 0-1 bit vectors of all the points in S cannot be the same. Therefore, S contains at least two points of different color under f , i.e., S is not monochromatic. It is well known that the chromatic number of This completes the proof of Theorem 6. ✷
Proof of Theorem 7
We know that β [±1] (n) = ⌈ . In this section, we prove a stronger result using a theorem of Keevash and Long [3] which is an improvement over a theorem of Frankl and Rödl [12] . Given q ∈ N, a set C is called a q-ary code if C ⊆ [q] n , for q ≥ 2. For any x, y ∈ [q] n , the Hamming distance between x and y, where x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), denoted by d H (x, y), is |{i ∈ [n] : x i y i |. For
As mentioned in the introduction, β [±1] (E) is ⌈log χ(G)⌉ for a graph G(V, E). We know that it is impossible to approximate the chromatic number of graphs on n vertices within a factor of n 1−ǫ for any fixed ǫ > 0, unless NP ⊆ ZPP (see Feige and Killian [11] ). Therefore, it is not difficult to see that under the assumption NP ZPP, no polynomial time algorithm can approximate β [±1] (E) for an n-vertex graph G(V, E) within an additive approximation factor of (1 − ǫ) log n − 1, for any fixed ǫ > 0.
In Section 1.3, we have seen that β D (n, k) is not monotone with k in general. However, it is possible that β D (n, k) is monotone with k in certain ranges, say when k ≤ n 2 . In Section 3.2, we established the lower bound of n−i+1 2 for β i (n). However, the best upper bound we have for this case is just n − i + 1. So, there is a gap between the lower and upper bounds for β i (n).
