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vRe´sume´
Le proble`me de localisation d’entrepoˆts sans capacite´ (LESC) est un proble`me qui
a e´te´ tre`s e´tudie´ dans le domaine de la recherche ope´rationnelle depuis une cinquan-
taine d’anne´es pour ses caracte´ristiques et ses applications dans le monde industriel.
Il consiste a` installer un certain nombre d’entrepoˆts sur un ensemble de sites et a` af-
fecter un et un seul entrepoˆt a` chaque client d’un ensemble de clients. Sur chaque site,
il couˆte un certain montant pour y installer un entrepoˆt et pour chaque client, il couˆte
un autre montant pour l’affecter a` un site sur lequel un entrepoˆt est installe´. L’objectif
est de minimiser le couˆt total. Ce proble`me NP -difficile est tre`s complique´ a` re´soudre
de manie`re exacte surtout pour des instances de grande taille. Nous proposons dans
ce me´moire une me´thode permettant de le re´soudre a` l’optimalite´.
La me´thode propose´e est base´e sur la combinaison d’une me´taheuristique de type
recherche tabou et d’un algorithme de re´solution de programmes line´aires nomme´ IPS
(Improved Primal Simplex ) qui imple´mente une version ame´liore´e du tre`s connu algo-
rithme du simplexe primal. Le tout fonctionne en faisant cre´er par la me´taheuristique
une solution proche de la solution optimale. Celle-ci sert de point de de´part pour l’al-
gorithme IPS qui termine la re´solution jusqu’a` l’optimalite´. Cet algorithme IPS cor-
rige une faiblesse de l’algorithme du simplexe primal en profitant de la de´ge´ne´rescence
quand celle-ci apparaˆıt lors de la re´solution d’un proble`me. Le proble`me LESC fait
partie des proble`mes a` de´ge´ne´rescence forte.
Dans ce me´moire, nous de´veloppons d’abord une me´taheuristique de recherche
tabou qui produit des re´sultats qui sont, dans certains cas, supe´rieurs a` ceux obtenus
dans la litte´rature. Par la suite, nous montrons que la me´thode propose´e est plus
efficace pour re´soudre la relaxation line´aire du proble`me LESC que le traditionnel
algorithme du simplexe primal sur les instances dont la matrice des couˆts d’affectation
a une densite´ comprise entre 0,1 et 0,6. Nous montrons e´galement que cette efficacite´
augmente avec la taille des instances. Nos re´sultats mettent en e´vidence des temps
de calcul re´duits d’un facteur pouvant aller jusqu’a` 3,5 pour certaines relaxations
line´aires par rapport a` l’algorithme du simplexe primal.
Enfin, pour la re´solution en nombres entiers, nous testons l’inte´gration de cette
me´thode dans un algorithme d’e´valuation et se´paration utilisant deux strate´gies dif-
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fe´rentes : la strate´gie profondeur d’abord et la strate´gie meilleur d’abord. Nos tests
sur cette inte´gration dans l’algorithme d’e´valuation et se´paration font ressortir des
faiblesses sur l’imple´mentation, ce qui empeˆche la me´thode propose´e de conserver
sa supe´riorite´ sur un algorithme d’e´valuation et se´paration identique utilisant l’algo-
rithme du simplexe primal.
Nous terminons ce me´moire en donnant des pistes d’ame´lioration pour la me´thode
propose´e, ainsi que pour son application a` la re´solution du proble`me LESC.
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Abstract
In the last five decades, the uncapacitated facility location problem (UFLP) has
been widely studied in operations research because of its features and its many ap-
plications in industrial contexts. Given a set of customers to service and a set of
potential sites on which a warehouse can be built, the UFLP consists of selecting
on which sites to install a warehouse and assigning one and only one warehouse to
each customer. A fixed cost for building a warehouse is associated with each site and
customer/warehouse assignment costs are also considered. The aim of the problem is
to minimize the total cost. This NP -hard problem is very hard to solve to optimal-
ity, especially when the instance size is large. In this master’s thesis, we propose a
method to solve it to optimality.
The proposed method is based on a combination of a tabu search heuristic and
a linear programming solution algorithm called Improved Primal Simplex (IPS). It
starts by computing a solution close to optimality using tabu search. This solution is
then used to initialize IPS that solves the problem to optimality. The IPS algorithm
overcomes a weakness of the simplex primal algorithm by taking advantage of degen-
eracy when it appears during the solution process. Typically, the UFLP yields high
degeneracy.
In this thesis, we first develop an efficient tabu search method that produces better
results in some cases than the algorithms from the literature. Second, we show that
the proposed method solves the linear relaxation of UFLP more efficiently than the
classic primal simplex algorithm for instances where the assignment cost matrix has
a density between 0.1 and 0.6. This efficiency increases with the instance size. We
report a reduction of the computational time of up to a factor of 3.5 when the IPS
algorithm is compared with the primal simplex algorithm.
Then, for the integer solution process, we test an integration of the IPS method
into a branch-and-bound algorithm using two search strategies: depth-first and best-
first. Our tests highlight a weakness of this approach that forbids our method to
keep its superiority over the same branch-and-bound algorithm based on the primal
simplex algorithm.
We conclude this thesis by briefly discussing future research directions for the
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proposed method and also for its application to solve the UFLP.
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1Chapitre 1
INTRODUCTION
Depuis une cinquantaine d’anne´es, de nombreuses avance´es dans le domaine de
la recherche ope´rationnelle ont mene´ a` des progre`s significatifs en optimisation. Ces
avance´es consistent pour une grande part en la re´solution de proble`mes a` combinatoire
particulie`rement importante, pas toujours supportable pour les ordinateurs actuels.
Les proble`mes de localisation font partie de cette cate´gorie de proble`mes a` combi-
natoire lourde. Nous allons nous inte´resser dans ce me´moire a` l’un de ces proble`mes
qui a tre`s rapidement suscite´ l’inte´reˆt de nombreux scientifiques pour ses applications
industrielles et sa difficulte´ : le proble`me de Localisation d’Entrepoˆts Sans Capacite´
(LESC). En anglais, ce proble`me est appele´ uncapacitated facility location problem ou
simple plant location problem.
Ce proble`me de localisation d’entrepoˆts est un proble`me d’optimisation a` va-
riables entie`res qui peut eˆtre re´solu, entre autres, par un algorithme d’e´valuation
et de se´paration (ou branch-and-bound en anglais) qui re´sout des relaxations line´aires
a` chaque nœud d’un arbre de branchement. Ces relaxations line´aires sont re´solues par
des algorithmes de programmation line´aire tels que l’algorithme du simplexe primal.
Cependant, la structure du proble`me de localisation d’entrepoˆts sans capacite´ est
telle qu’elle induit une de´ge´ne´rescence importante qui favorise l’apparition de pivots
de simplexe pour lesquels la valeur de la fonction objectif ne de´croˆıt pas. Ces pivots
dits de´ge´ne´re´s sont des ope´rations qui ne font pas progresser l’algorithme dans sa
recherche de l’optimalite´ et sont donc source d’inefficacite´.
Re´cemment, une me´thode nomme´e“me´thode primale du simplexe ame´liore´e”, plus
connue sous son acronyme anglais IPS (Improved Primal Simplex ), qui permet de
contourner ce proble`me a e´te´ de´veloppe´e (l’acronyme anglais IPS sera utilise´ pour
de´signer cette me´thode dans la suite du me´moire).
Dans le cadre de ce me´moire, notre objectif est d’explorer la me´thode IPS en
l’appliquant au proble`me LESC et en comparant ses performances a` l’algorithme du
simplexe primal.
21.1 E´le´ments de la proble´matique
Le proble`me LESC introduit par Balinski (1965) repre´sente un des proble`mes de
base d’une grande famille de proble`mes de localisation. Il est d’ailleurs devenu tre`s
connu dans le domaine de l’optimisation et a aide´ a` contruire d’autres mode`les de
localisation plus de´taille´s d’apre`s ReVelle et Eiselt (2005) et Melo et al. (2009). Le
fait que de nombreux proble`mes industriels actuels, notamment dans le domaine de
la logistique, en de´rivent directement lui confe`re une importance particulie`re. On
peut penser que chaque progre`s qui peut eˆtre fait pour sa re´solution se re´percutera
logiquement sur ses proble`mes fils.
En quelques mots, ce proble`me consiste a` installer un certain nombre d’entrepoˆts
sur un ensemble de sites dans le but de servir un ensemble de clients. Sur chaque
site, il couˆte un certain montant pour y installer un entrepoˆt, et pour chaque client, il
couˆte un autre montant pour l’affecter a` un site sur lequel un entrepoˆt est installe´. Le
but est d’installer des entrepoˆts sur quelques uns des sites de l’ensemble des sites (au
plus un entrepoˆt par site) et d’affecter chaque client a` un et un seul entrepoˆt, tout
cela en minimisant le couˆt total (couˆt d’installation des entrepoˆts sur les sites choisis
et couˆt d’affectation des clients a` leur entrepoˆt respectif). Le nombre d’entrepoˆts a`
installer et leur site d’installation ne sont pas de´termine´s a` l’avance : ils de´pendent
de ce qui est le plus profitable pour une instance de proble`me donne´e.
Il est e´vident que les termes “entrepoˆt” et “client” sont arbitraires : il peut s’agir
d’objet d’autres types, du moment que le proble`me garde la meˆme structure. Par
exemple, selon le secteur d’activite´, les entrepoˆts peuvent aussi devenir des usines
ou des hoˆpitaux et les clients, des re´gions ou des patients d’hoˆpitaux. Les “couˆts
d’affectation” peuvent aussi repre´senter des grandeurs diffe´rentes comme des distances
par exemple.
Bien que ce proble`me semble simple a` expliquer, sa re´solution reste difficile. Un
certain nombre de travaux ont e´te´ faits permettant de le re´soudre. Cependant, encore
aujourd’hui avec les algorithmes actuels, il reste tre`s difficile de le re´soudre de manie`re
exacte (c’est-a`-dire de trouver la solution qui engendre le couˆt minimum), notamment
lorsque les instances sont de grande taille.
D’autres proble`mes proches du proble`me LESC sont e´galement connus dans la
litte´rature comme le proble`me de localisation d’entrepoˆts avec capacite´ qui fait in-
tervenir des demandes pour les clients et des capacite´s pour les entrepoˆts. Cela mo-
3difie certaines contraintes et en fait apparaˆıtre d’autres comme par exemple celles
qui font qu’un ensemble de clients peut eˆtre affecte´ a` un meˆme entrepoˆt que si la
somme de leurs demandes est infe´rieure ou e´gale a` la capacite´ de l’entrepoˆt conside´re´.
Ces contraintes supple´mentaires compliquent cependant grandement la re´solution. Le
proble`me du p-me´dian est e´galement connu et tre`s proche du proble`me LESC : il en
diffe`re par son absence de couˆts d’installation et sa majoration du nombre d’entrepoˆts
qu’il est possible d’installer. Ce proble`me revient en fait a` trouver les p sites sur les-
quels doivent eˆtre installe´s les entrepoˆts pour minimiser les couˆts d’affectation des
clients aux entrepoˆts. Enfin, le proble`me du k-centre diffe`re du proble`me LESC car il
faut trouver la re´partition de k entrepoˆts qui minimise le couˆt d’affectation maximum
paye´ entre un client et un entrepoˆt (chaque client e´tant relie´ a` l’entrepoˆt qui minimise
son couˆt d’affectation). Dans le cadre de ce me´moire, nous ne conside´rerons que le
proble`me LESC.
Nous tiendrons compte des cas ou` l’ensemble des clients n’est pas connexe a` l’en-
semble des sites, c’est-a` dire que des clients peuvent ne pas avoir le droit d’eˆtre affecte´s
a` certains sites meˆme si un entrepoˆt y est installe´. Ces interdictions seront plus ou
moins fre´quentes selon l’instance de proble`me conside´re´e.
Comme nous l’avons vu pre´ce´demment, le proble`me LESC peut eˆtre re´solu, entre
autres, par un algorithme d’e´valuation et se´paration. La relaxation line´aire a` chaque
nœud de l’arbre de branchement peut eˆtre re´solue de diffe´rentes fac¸ons : l’algorithme
du simplexe primal peut eˆtre utilise´ ou l’algorithme simplexe dual ou encore un al-
gorithme de points inte´rieurs. Il est bien connu qu’en pre´sence de de´ge´ne´rescence, les
deux derniers algorithmes sont plus performants que le premier. Or, l’introduction
re´cente de la me´thode IPS par Elhallaoui et al. (2007) qui ame´liore l’algorithme du
simplexe primal donne une alternative inte´ressante qui pourrait supplanter les algo-
rithmes du simplexe dual et des points inte´rieurs. Nous voulons explorer cet aspect en
plus de comparer IPS a` l’algorithme du simplexe primal qui est l’objectif principal de
ce me´moire. Une des caracte´risques d’IPS est qu’en plus de contourner les pertes d’ef-
ficacite´ lie´es aux pivots de´ge´ne´re´s, il est cense´ avoir une performance accrue quand
on lui donne en entre´e une solution initiale du proble`me de bonne qualite´. L’ide´e
est donc de tenter de re´soudre le proble`me LESC par un algorithme d’e´valuation et
se´paration utilisant l’algorithme IPS pour re´soudre les relaxations line´aires de l’arbre
de branchement et de produire une solution initiale de bonne qualite´ en amont de
cette re´solution afin d’exploiter les forces d’IPS. Pour obtenir cette solution initiale,
4nous utiliserons une me´taheuristique de type recherche tabou ; cela devrait ainsi aider
IPS a` terminer plus rapidement la re´solution jusqu’a` l’optimalite´.
Pour IPS, il a de´ja` e´te´ vu dans le passe´ que la re´solution de la relaxation line´aire
fonctionnait bien lorsque certaines conditions sur la de´ge´nerescence et sur la densite´
de la matrice des contraintes e´taient ve´rifie´es. Cependant, rien n’a encore e´te´ teste´
sur la re´solution en nombres entiers. Nous avons aussi pour objectif dans ce me´moire
d’observer le comportement d’IPS pour la re´solution en nombres entiers.
Il est a` noter que les me´canismes intervenants dans l’algorithme d’e´valuation et
se´paration sont de´ja` inte´gre´s dans le solveur Cplex et ont e´te´ inte´gre´s re´cemment dans
IPS. Nous les utiliserons donc tels quels. Aucune modification de notre part n’a e´te´
apporte´e a` IPS : nous nous sommes place´s d’un point de vue utilisateur tout au long
de cette recherche.
1.2 Objectifs de recherche
Les objectifs de cette recherche sont multiples. En effet, le premier est tout d’abord
de re´soudre le proble`me LESC d’une manie`re diffe´rente de ce qui a e´te´ fait jusqu’a`
pre´sent en utilisant la me´thode IPS, et d’e´valuer les performances de la me´thode
propose´e. E´tant donne´ l’importance du proble`me, il est possible que si la re´solution
fonctionne bien, des espoirs naˆıssent sur la re´solution de proble`mes de meˆme type que
l’on retrouve re´gulie`rement dans le domaine de la logistique.
Le deuxie`me objectif de´coule du premier : nous voulons exploiter au maximum
la me´thode IPS en lui fournissant une solution initiale de qualite´. Pour cela, une
me´taheuristique de recherche tabou est de´veloppe´e pour le proble`me LESC dans la-
quelle nous avons pris soin d’apporter diffe´rentes strate´gies d’acce´le´ration afin d’e´viter
d’absorber une trop grande partie du temps de calcul par rapport a` IPS.
Enfin, le dernier objectif est d’analyser dans ce contexte les performances d’IPS
qui est encore au stade expe´rimental, notamment en ce qui concerne la re´solution en
nombres entiers qui n’a encore jamais e´te´ teste´e. Pour cela, l’algorithme du simplexe
primal et IPS sont compare´s. Le solveur Cplex qui est actuellement la re´fe´rence en
termes de solveur de programmation line´aire en nombres entiers et auquel on impose
d’utiliser l’algorithme du simplexe primal est utilise´ pour les tests. Cela permettra
d’avoir un regard plus pertinent sur IPS et ses performances qui sont encore mal
connues. Cette comparaison est d’abord faite au niveau de la re´solution de la re-
5laxation line´aire du proble`me LESC, ou` IPS est compare´ a` l’algorithme du simplexe
primal mais aussi, a` titre d’information, a` ceux du simplexe dual et barrie`re. La
comparaison est ensuite faite au niveau de la re´solution en nombres entiers, ou` seuls
IPS et l’algorithme du simplexe primal tous les deux encastre´s dans un algorithme
d’e´valuation et se´paration sont compare´s.
1.3 Plan du me´moire
Dans ce premier chapitre, nous avons survole´ ce qui est aborde´ dans ce me´moire.
Dans le deuxie`me chapitre, nous expliquons dans un premier temps le proble`me
LESC en de´tail et pre´sentons son mode`le de base. Dans un deuxie`me temps, nous
faisons une revue de la litte´rature existante sur le proble`me LESC depuis sa formu-
lation dans les anne´es 1960. Cela permet de dessiner le contexte du me´moire.
Au troisie`me chapitre, nous exposons la premie`re e´tape de notre me´thode de
re´solution. Nous commenc¸ons d’abord par expliquer la me´taheuristique qui permet
d’obtenir une solution initiale de bonne qualite´ (l’algorithme glouton qui cre´e une
solution pre´liminaire et la recherche tabou applique´e en aval qui l’ame´liore) pour
ensuite exposer et analyser les re´sultats obtenus.
Dans le quatrie`me chapitre, nous de´taillons la deuxie`me et dernie`re e´tape de la
me´thode que nous proposons. Nous donnons d’abord un aperc¸u de l’algorithme afin
d’en comprendre le fonctionnement pour ensuite exposer les tests nume´riques ef-
fectue´s. Ces tests pre´sentent des re´sultats sur la relaxation line´aire ainsi que d’autres
sur l’algorithme d’e´valuation et se´paration utilisant IPS pour la re´solution de la re-
laxation en nombres entiers. Une analyse de ces re´sultats est faite en meˆme temps,
ou` il est d’ailleurs mis en e´vidence que pour des proble`mes de densite´ comprises entre
0,1 et 0,6, la me´thode tabou-IPS est pre´fe´rable a` la me´thode du simplexe primal. Ce
chapitre fait office d’analyse de l’ensemble du me´moire.
Nous terminons par une conclusion qui re´sume l’ensemble du travail effectue´ et qui
retient les principales avance´es qui ont e´te´ mises en e´vidence. Nous ouvrons ensuite
des pistes de recherche futures qui de´coulent logiquement de notre travail.
6Chapitre 2
DEFINITION DU PROBLE`ME
ET REVUE DE LITTE´RATURE
Avant de pre´senter le mode`le classique du proble`me LESC et une revue de litte´ra-
ture sur ce proble`me, nous commencons par pre´ciser certaines terminologies utilise´es
dans ce me´moire.
Nous conside´rons par abus de langage qu’une instance de taille n × m est un
proble`me ou une instance ayant un ensemble de site de cardinalite´ n et un ensemble
de clients de cardinalite´ m. L’expression “affecter un client a` l’entrepoˆt i” est aussi
utilise´e pour dire “affecter un client au site i sur lequel un entrepoˆt est installe´”,
et l’expression “ouvrir ou fermer le site i” signifie la meˆme chose que “installer ou
de´sinstaller un entrepoˆt sur le site i”. Enfin, “affecter un client a` l’entrepoˆt le plus
proche” veut dire “affecter un client au site sur lequel un entrepoˆt est installe´ et qui
posse`de le couˆt d’affectation minimum”.
2.1 Mode`le
Soit n le nombre de sites conside´re´s dans le proble`me ;
m le nombre de clients ;
E l’ensemble des n sites ;
J l’ensemble des m clients ;
fi le couˆt d’installation d’un entrepoˆt sur le site i ;
cij le couˆt d’affectation du client j a` l’entrepoˆt i ;
Pour mode´liser ce proble`me, deux types de variables sont utilise´s :
xij : variable non-ne´gative (indirectement binaire) qui est e´gale a` 1 si le
client j ∈ J est affecte´ a` l’entrepoˆt i ∈ E et a` 0 si ce n’est pas le cas.
yi : variable binaire qui est e´gale a` 1 si un entrepoˆt est installe´ sur le site
i ∈ E et a` 0 si ce n’est pas le cas.
7Le proble`me LESC se mode´lise couramment sous la forme du programme line´aire














xij = 1 ∀ j ∈ J, (2.2)
xij ≤ yi ∀ j ∈ J, ∀ i ∈ E, (2.3)
yi ∈ {0, 1} ∀ i ∈ E, (2.4)
xij ≥ 0 ∀ j ∈ J, ∀ i ∈ E. (2.5)
La fonction objectif (2.1) consiste a` minimiser les couˆts totaux. Elle est compose´e
de deux termes : un premier terme en xij qui comptabilise les couˆts d’affectation des
clients a` leur entrepoˆt respectif et un deuxie`me terme en yi qui comptabilise les couˆts
d’installation des entrepoˆts sur les diffe´rents sites choisis.
Les contraintes (2.2) imposent a` chaque client d’eˆtre affecte´ a` un et un seul site.
Les contraintes (2.3) obligent a` ce que chaque client j ne puisse eˆtre servi par le site
i uniquement si un entrepoˆt y est installe´ (c’est-a`-dire si yi = 1).
Les contraintes (2.4) sont les contraintes d’inte´grite´ sur les variables yi. Elles forcent
a` ce que les yi soient binaires.
Enfin, les contraintes (2.5) sont les contraintes de non-ne´gativite´ sur les variables xij.
Remarque 1 : Concernant l’inte´grite´ implicite des xij, si yi ∈ {0, 1}, alors une
solution optimale s’obtient en affectant chaque client au site i le moins cher parmi les
sites sur lesquels un entrepoˆt est installe´. Par conse´quent xij ∈ {0, 1} implicitement.
Remarque 2 : Dans certaines variantes du proble`me, certains clients peuvent eˆtre
restreints a` certains sites. On supposera que cij = +∞ pour les affectations interdites,
bien que dans une implantation dans un solveur, les variables correspondantes ne sont
pas cre´e´es.
Ainsi, nous pouvons de´finir la “matrice d’affectation” comme e´tant la matrice
des couˆts d’affectation (cij), et sa densite´ δ comme e´tant la proportion de couˆts




ou` r est le nombre de cij non-infini dans la matrice d’affectation.
8Cette formulation, appele´e “formulation forte”, est la plus couramment utilise´e
dans la litte´rature.
Un peu apre`s l’apparition de cette formulation qui est la premie`re formulation du
proble`me et qui a e´te´ introduite par Balinski (1965), les scientifiques Efroymson et
Ray (1966) ont essaye´ de modifier les contraintes (2.3) afin d’acce´le´rer l’algorithme
d’e´valuation et se´paration pour la re´solution exacte. Cette formulation a e´te´ appele´e la
“formulation faible” du proble`me. Elle posse`de un nombre de contraintes bien infe´rieur
a` celui de la formulation forte ce qui est cense´ acce´le´rer l’e´valuation de chaque noeud
de l’arbre de branchement et donc d’en acce´le´rer le parcours. Dans cette formulation




xij ≤ niyi, ∀i ∈ E (2.6)
ou` Ji repre´sente l’ensemble des clients qui peuvent eˆtre affecte´ au site i,
et ni est le nombre d’e´le´ments dans Ji.
Cependant, le principal inconve´nient de cette formulation est que le nombre de
clients affecte´s au site i est souvent petit par rapport a` ni, ce qui fait que des sites ont
tendance a` absorber seulement une petite partie de la charge fixe dans la solution du
programme line´aire. Ce nombre ni joue finalement le roˆle d’un grand M . Il en re´sulte
un saut d’inte´grite´ plus grand que pour la formulation forte ce qui engendre ainsi
un plus grand arbre de branchement qui oblige a` re´soudre davantage de relaxations
line´aires. Cela fait perdre du temps. Enfin, le dual de la formulation forte a une
structure tre`s simple que n’a pas le dual de la formulation faible et qui est grandement
exploite´e dans les algorithmes de re´solution exacte les plus efficaces . Cette formulation
faible n’a finalement pas e´te´ re´utilise´e depuis 1966 dans la litte´rature. Dans la suite
du me´moire, nous conside´rons donc la formulation forte.
2.2 Caracte´ristiques du proble`me
Comme mentionne´ pre´ce´demment, la re´solution de ce proble`me consiste a` trouver
la combinaison de sites a` ouvrir et de clients a` affecter a` ces sites qui engendre le
couˆt total minimum. Une solution peut donc eˆtre mode´lise´e par un vecteur de taille
n(m+ 1), qui aurait pour ses n premie`res composantes les variables yi d’installation
9et pour ses n×m composantes suivantes les variables xij d’affectation.
Le nombre de solutions possibles pour notre proble`me est donc 2n(m+1). Cepen-
dant, comme les entrepoˆts n’ont pas de capacite´ maximale, pour une combinaison
de sites ouverts donne´e, chaque client est connecte´ a` l’entrepoˆt le plus proche. Par
conse´quent, les variables xij mode´lisant les affectations des clients aux sites de´coulent
directement des sites choisis pour l’installation des entrepoˆts. Le nombre de solutions
potentiellement inte´ressantes peut donc finalement eˆtre ramene´ a` 2n.
D’autre part, Cornuejols et al. (1990) ont de´montre´ que le proble`me LESC est NP -
difficile ce qui explique entre autres pourquoi il n’existe pas aujourd’hui d’algorithme
glouton permettant de le re´soudre.
Lorsque le mode`le (2.1)-(2.5) est re´solu par une me´thode d’e´valuation et se´paration
employant l’algorithme du simplexe primal, il y a de fortes chances d’effectuer de nom-
breux pivots de´ge´ne´re´s en re´solvant les relaxations line´aires. En effet, chaque variable
yi prenant la valeur 0 dans une solution de base entraˆıne une variable de base nulle
par contrainte (2.3) associe´e a` i. Lorsque les couˆts d’installation sont relativement
e´leve´s par rapport aux couˆts d’affectation, les solutions de base rencontre´es en cours
de re´solution contiennent beaucoup de variables yi e´gales a` 0 entraˆınant beaucoup de
de´ge´ne´rescence. L’algorithme IPS pourrait alors s’ave´rer beaucoup plus efficace que
l’algorithme du simplexe primal.
D’un autre coˆte´, la structure de couˆt d’une instance peut favoriser l’apparition
de valeurs fractionnaires dans la solution de la relaxation line´aire ce qui engendre
moins de de´ge´ne´rescence. Pour illustrer cela, conside´rons une instance du proble`me
LESC avec 3 sites et 3 clients dont les couˆts associe´s sont repre´sente´s dans le tableau
2.1 et dont le graphe associe´ est repre´sente´ dans la figure 2.1 (les arcs de couˆt infini
sont omis).

























Figure 2.1 Graphe associe´s a` l’exemple
Pour l’exemple, la solution optimale de la relaxation line´aire est :
y1 = 0, 5 x11 = 0, 5 x12 = 0, 5 x13 = 0
y2 = 0, 5 x21 = 0 x22 = 0, 5 x23 = 0, 5
y3 = 0, 5 x31 = 0, 5 x32 = 0 x33 = 0, 5
Sa valeur est de 230 dont 110 et 120 pour les couˆts d’affectation et les couˆts
d’installation respectivement.
Toute re´duction des couˆts d’installation n’est possible qu’en augmentant la valeur
d’une variable xij ayant un couˆt infini, ce qui impliquerait une solution de couˆt total




xij = 1) sans utiliser les couˆts infinis est de respecter les ine´galite´s suivantes :
y1+y2 ≥ 1, y1+y3 ≥ 1 et y2+y3 ≥ 1. Donc, pour diminuer les couˆts d’installation sans
utiliser les couˆts infinis, il faut trouver de meilleures valeurs pour les variables yi que les
valeurs (y1 = 0, 5 ; y2 = 0, 5 ; y3 = 0, 5) tout en respectant les ine´galite´s pre´ce´dentes,
ce qui n’est pas possible avec ces couˆts d’installation. Par conse´quent, le seul moyen
restant pour diminuer le couˆt total est d’accepter de de´grader les couˆts d’installation
pour espe´rer obtenir une e´conomie supe´rieure dans les couˆts d’affectation. Cependant,
une telle situation n’existe pas : en effet, le seul moyen d’avoir une e´conomie dans les
couˆts d’affectation est d’augmenter x23 tout en diminuant x33 (pour les autres clients
ce transfert ne donne rien puisque leurs couˆts d’affectation, hors couˆts d’affectation
infinis, sont e´gaux). Si l’on fait cela, en augmentant x23 de λ > 0 et en diminuant x33
de λ par exemple, on obtient une e´conomie de (50 − 30)λ = 20λ ; cependant, pour
continuer a` respecter les contraintes 2.2 pour le client 3, il faut augmenter y2 de λ,
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ce qui implique une augmentation de 100λ. On obtient donc augmentation du couˆt
total de (100− 20)λ = 80λ.
Pour la re´solution en nombres entiers, la solution entie`re optimale est de couˆt 260,
ce qui est supe´rieur a` la solution pre´ce´dente. Il est a` noter que, pour cet exemple, il
existe trois solutions optimales entie`res de couˆt 260 :
y1 = 0 x11 = 0 x12 = 0 x13 = 0
y2 = 1 x21 = 0 x22 = 1 x23 = 1
y3 = 1 x31 = 1 x32 = 0 x33 = 0 ,
y1 = 1 x11 = 1 x12 = 1 x13 = 0
y2 = 0 x21 = 0 x22 = 0 x23 = 0
y3 = 1 x31 = 0 x32 = 0 x33 = 1 ,
y1 = 1 x11 = 0 x12 = 1 x13 = 0
y2 = 0 x21 = 0 x22 = 0 x23 = 0
y3 = 1 x31 = 1 x32 = 0 x33 = 1 .
Cet exemple exhibe donc un saut d’inte´grite´ de pre`s de 12%. La solution de la
relaxation line´aire est toutefois non de´ge´ne´re´e si on exclut les variables associe´es aux
indices i et j tels que cij =∞. Cet exemple montre bien que lors de la re´solution du
proble`me LESC, on peut s’attendre a` des sauts d’inte´grite´ e´leve´s, a` de la de´ge´ne´res-
cence ou a` ces deux difficulte´s simultane´ment, ce qui rend la re´solution d’autant plus
difficile.
2.3 Revue de litte´rature
2.3.1 Historique
Le proble`me LESC est un proble`me assez ancien puisqu’il a e´te´ formule´ dans
les anne´es 1960 par Balinski (1965). D’autres formulations ont ensuite e´te´ propose´es
dont celle de Efroymson et Ray (1966) qui a e´te´ vue dans la section 2.1. Ce proble`me
posse`de certaines proprie´te´s qui ont permis a` des scientifiques d’e´laborer des algo-
rithmes relativement efficaces pour le re´soudre.
L’ensemble des algorithmes applique´s a` ce proble`me peut eˆtre divise´ en deux
cate´gories : les algorithmes exacts qui garantissent l’optimalite´ et les heuristiques
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qui sont ge´ne´ralement plus rapides mais qui n’offrent aucune garantie d’optimalite´.
Les premie`res me´thodes efficaces connues sont des me´thodes exactes avec la me´thode
DualLoc propose´e par Erlenkotter (1978) qui est encore d’actualite´, la me´thode PD-
Loc de Korkel (1989) et BBDual de Janacek et Kovacikova (1997) pour ne citer
qu’elles.
Les heuristiques quant a` elles se sont fortement de´veloppe´es apre`s les anne´es 1990
avec l’ave`nement de me´taheuristiques efficaces : la me´thode de recuit simule´ de Alves
et Almeida (1992), les algorithmes ge´ne´tiques par Kratica et al. (2001) et la recherche
Tabou par Sultan et Fawzan (1999), Ghosh (2003), Michel et Hentenryck (2004),
et Sun (2006). Des combinaisons de plusieurs me´taheuristiques ont e´galement e´te´
utilise´es comme celle de Resende et Werneck (2006) et celle de Harm et Hentenryck
(2005). Ces heuristiques ont l’avantage d’aboutir a` des re´sultats de tre`s bonne qualite´
bien plus rapidement que les algorithmes exacts, en particulier quand les instances ne
sont pas euclidiennes d’apre`s Galvao (2004), c’est-a`-dire que les couˆts d’affectation
sont ge´ne´re´s ale´atoirement. Plus de de´tails sur ces me´thodes de re´solution seront
donne´s dans la suite de la revue de litte´rature.
Aujourd’hui, en plus des proble`mes classiques du p-me´dian, du k-centre et de
localisation d’entrepoˆts avec capacite´, d’autres proble`mes de localisation ressemblant
au proble`me LESC sont a` l’e´tude. C’est le cas des proble`mes mentionne´s par ReVelle
et Eiselt (2005) : le “cent-dians” qui consiste a` concilier a` la fois les proble`mes du k-
centre et du p-me´dian en minimisant en meˆme temps le couˆt d’affectation maximum
et la somme des couˆts d’affectation des clients aux entrepoˆts, ainsi que le “medi-
centers” qui vise a` minimiser la moyenne des couˆts d’affectation sous contrainte que
chaque couˆt d’affection n’exce`de pas une limite donne´e. Le proble`me de localisation
d’usines non de´sirables dont le but est de maximiser la somme des couˆts d’affectation
tout en maximisant le couˆt d’affectation maximum en fait e´galement partie. Souvent,
les couˆts d’affectation sont assimile´s a` des distances dans ces proble`mes. Le proble`me
de localisation d’entrepoˆts sans capacite´ dynamique formule´ par Warszawski (1973),
Roodman et Schwarz (1975), et Van Roy et Erlenkotter (1982) fait aussi partie de
cette famille. Il consiste a` installer des entrepoˆts en vue de servir des clients comme
dans le proble`me LESC mais cette fois-ci en faisant varier les couˆts selon des pe´riodes.
Pour une partie de ces proble`mes, les algorithmes d’optimisation utilise´s sont proches
et reprennent souvent les meˆmes ide´es.
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2.3.2 Applications industrielles
Le proble`me LESC est un proble`me qui posse`de de nombreuses applications dans
le monde industriel et en particulier dans le domaine de la logistique ou` les proble`mes
de localisation font partie inte´grante des nouvelles proble´matiques dans le contexte
actuel de mondialisation. Ce proble`me est souvent incruste´ dans des proble`mes de
localisation qui orientent les de´cisions pour les implantations d’infrastructures, comme
par exemple l’installation d’entrepoˆts a` des points strate´giques, ou encore l’installation
de maternite´s pour ame´liorer l’efficacite´ de couverture des infrastructures me´dicales
d’une municipalite´ comme le mentionne Galvao (2004). Il peut aussi s’ave´rer inte´-
ressant pour l’implantation d’e´coles dans une re´gion en de´veloppement, ou ame´liorer
l’efficacite´ de chaˆınes d’approvisionnement d’entreprises. Ce sont ces applications,
aussi nombreuses et diversifie´es soient-elles, qui font toute la richesse de ce proble`me.
Ces enjeux se ressentent aussi bien dans la communaute´ scientifique que dans
l’industrie si l’on en croˆıt l’e´tude mene´e par Melo et al. (2009) ou` il est mentionne´ que
le nombre de publications par anne´e dans le domaine croˆıt depuis une dizaine d’anne´es.
L’e´tude fait d’ailleurs e´tat d’une recherche particulie`rement active dans le domaine
du management de la chaˆıne d’approvisionnement et des proble`mes de localisation
d’usines ou d’entrepoˆts, mentionnant qu’environ 120 articles ont e´te´ publie´s entre
1998 et 2007 sur le sujet dont 56 entre 2004 et 2007. Pour la majorite´ d’entre eux,
ils s’inte´ressent a` des proble`mes de localisation-allocation dans le domaine des stocks,
de la capacite´, de la production, du routage et de l’approvisionnement. Ces articles
sont rattache´s a` des domaines aussi varie´s que l’alimentation, l’automobile, la chimie,
l’informatique et les industries forestie`re et militaire. Pour une partie d’entre eux, ces
proble`mes ont un lien direct avec le proble`me LESC, ce qui explique encore une fois
sa notorie´te´ et l’importance de son e´tude.
Il est ensuite important de comprendre que ce proble`me LESC fait partie des
grands classiques de la recherche ope´rationnelle dans le domaine des proble`mes de
localisation. ReVelle et Eiselt (2005) ont e´tudie´ les domaines de l’analyse de locali-
sation et ont mis en avant les diffe´rentes classes de proble`mes actuellement e´tudie´es.
Outre les proble`mes tels que le p-me´dian ou le k-centre, qui sont e´troitement lie´s au
proble`me LESC, un certain nombre de variantes provenant pour la plupart d’associa-
tions de proble`mes fondamentaux de localisation sont en passe d’eˆtre e´tudie´s. C’est
le cas par exemple des proble`mes vus dans la fin de la section pre´ce´dente.
Bien qu’il ait e´te´ reproche´ au proble`me LESC de ne pas eˆtre suffisamment re´aliste
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par Melo et al. (2009), il reste une proble´matique de base qui a inspire´ beaucoup de
variantes repre´sentant des proble`mes re´els du monde industriel. Il est donc inte´ressant
de se pencher dessus car si des progre`s sont faits sur sa re´solution il est possible qu’ils
se re´percutent sur l’ensemble des proble`mes qui en de´coulent.
Nous allons maintenant de´tailler les principales me´thodes de re´solution qui ont
e´te´ mises en œuvre depuis les cinquantes dernie`res anne´es. La connaissance de ces
me´thodes n’est pas ne´cessaire pour suivre le reste du me´moire. Il est cependant
inte´ressant d’en avoir un aperc¸u pour comprendre les principales e´volutions des me´tho-
des de re´solution qui ont e´te´ invente´es pour re´soudre le proble`me LESC.
2.3.3 Me´thodes de re´solution exactes
Algorithme Dualoc
L’algorithme Dualoc de Erlenkotter (1978) est sans doute l’un des plus connus et
l’un des plus efficaces pour re´soudre le proble`me LESC de manie`re exacte. Il utilise
la formulation forte du proble`me LESC afin d’exploiter certaines proprie´te´s du dual
du proble`me. L’algorithme se base sur deux ide´es :
– e´viter la de´ge´ne´rescence du primal en exploitant la simplicite´ et les solutions
multiples du dual du proble`me,
– utiliser un algorithme d’e´valuation et se´paration pour rendre la solution entie`re
si elle ne l’est pas.
La me´thode s’articule ainsi de la manie`re suivante :
– dans un premier temps, une proce´dure d’ascension duale est exe´cute´e, suivie
d’une proce´dure d’ajustement afin d’obtenir une solution duale. Cette proce´dure
fournit un candidat pour une solution entie`re primale.
– dans un deuxie`me temps, si ces deux proce´dures ne trouvent pas directement
une solution optimale entie`re, un algorithme d’e´valuation se´paration est exe´cute´.
La proce´dure d’ascension duale part d’une solution duale arbitraire. A` partir de
cette solution duale, elle cycle sur les clients j les uns apre`s les autres en augmentant
se´quentiellement chaque variable duale correspondante vj aussi longtemps que la solu-
tion sous-jascente respecte les contraintes du proble`me dual. Si une contrainte bloque
l’augmentation de la variable vj, c’est que vj est augmente´e au niveau maximum auto-
rise´ par la contrainte. Quand toutes les variables duales vj sont bloque´es, la proce´dure
se termine. Cette proce´dure fournit alors une solution duale et une solution primale
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candidates. Si toutes les conditions d’e´cart comple´mentaires sont satisfaites alors la
solution candidate est optimale, sinon l’algorithme entame la proce´dure d’ajustement
dual. Il s’agit d’une proce´dure d’ascension duale similaire a` celle qui a e´te´ introduite
par Bilde et Krarup (1977).
La proce´dure d’ajustement duale, quant a` elle, diminue certaines variables vj afin
de cre´er une marge sur des sites i qui pourra eˆtre utilise´e pour augmenter d’autres
variables vj. La proce´dure est re´pe´te´e aussi longtemps que l’objectif dual s’ame´liore.
Si la proce´dure d’ascension duale et la proce´dure d’ajustement dual n’ont pas
fourni de solution optimale entie`re, l’algorithme d’e´valuation et se´paration qui utilise
les bornes des proce´dures pre´ce´dentes de´bute jusqu’a` en obtenir une. Cet algorithme
d’e´valuation et se´paration a volontairement e´te´ conc¸u par Erlenkotter le plus simple-
ment possible car il avait remarque´ que ces deux proce´dures donnaient des bornes
telles qu’il n’e´tait pas ne´cessaire de l’optimiser davantage pour les instances qu’il
re´solvait. Le branchement se fait ainsi directement sur les sites : pour un site i vio-
lant une contrainte d’e´cart comple´mentaire, l’algorithme fixe la valeur du couˆt fixe
fi a` +∞ pour simuler le fait que le site est ferme´ puis relance les deux proce´dures
d’ascension et d’ajustement duale. Ensuite, pour re´soudre l’autre branche, il fixe la
valeur de fi a` 0 tout en re´duisant les variables vi pour garder la re´alisibilite´ dans
le dual et simuler le fait que le site est ouvert avant de relancer encore une fois les
deux proce´dures. Enfin, comme a` chaque nœud de branchement les deux proce´dures
sont utilise´es, une solution primale est obtenue ce qui permet d’obtenir une solution
entie`re optimale a` la fin de l’algorithme.
Algorithme BBdual
Comme l’algorithme Dualoc de Erlenkotter, l’algorithme BBdual introduit par
Janacek et Kovacikova (1997) est base´ sur l’ide´e de proce´dures d’ascension et d’ajus-
tement duals encastre´es dans un algorithme d’e´valuation et se´paration. Une des
diffe´rences entre les deux algorithmes re´side dans l’algorithme d’e´valuation et se´pa-
ration qui, dans le cas de l’algorithme BBdual, fait le branchement sur les variables
yi. En effet, au lieu de modifier des valeurs de fi a` chaque nœud de branchement,
l’algorithme fixe les valeurs des yi a` 0 ou 1 et re´sout les deux sous-proble`mes qui en
de´coulent. La strate´gie de branchement est aussi diffe´rente puisqu’au lieu de choisir
au hasard les sites sur lesquels brancher, une strate´gie profondeur d’abord est utilise´e.
Enfin, les bornes dictant si un sous-proble`me doit eˆtre re´solu ou non sont obtenues
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avec une proce´dure d’ascension et d’ajustement duale tout comme dans l’algorithme
Dualoc.
Janacek et Buzna (2008) ont ame´liore´ cette me´thode en modifiant la proce´dure
d’ascension duale de manie`re a` exploiter plus efficacement le potentiel d’augmentation
de la borne infe´rieure du dual. Cette ame´lioration consiste a` donner priorite´ aux
clients les plus prometteurs pour l’augmentation de cette borne. Elle a e´te´ teste´e
sur deux familles d’instances : la premie`re qui donne des re´sultats impressionnants
puisque l’ame´lioration permet de diviser le temps de calcul d’un facteur 19 a` 127, et
la deuxie`me qui donne des re´sultats plus ale´atoires avec un facteur d’ame´lioration du
temps de calcul allant de 0,2 (< 1 donc de´gradation du temps de calcul) a` 2,5.
Algorithme PDLoc
L’algorithme PDLoc de Korkel (1989) est base´ encore une fois sur les meˆmes
principes que l’algorithme Dualoc de Erlenkotter : un algorithme d’e´valuation et
se´paration combine´ a` des proce´dures d’ascension et d’ajustement duales sont utilise´s,
mais cette fois-ci avec un certain nombre d’ame´liorations significatives. Outre les
diffe´rences dans l’algorithme d’e´valuation et de se´paration qui utilise une strate´gie de
minimisation de la borne infe´rieure dans l’arbre de branchement, un certain nombre
de proce´dures additionnelles ont e´te´ apporte´es dans les proce´dures d’ascension et
d’ajustement duales. Janacek et Buzna (2008) expliquent bien ces diffe´rences que
nous allons retranscrire.
La premie`re variation se retrouve dans le choix des clients lors de l’exe´cution des
proce´dures : leur ordre est volontairement change´ pour que de nouveaux sites soient
ouverts a` chaque fois, ce qui permet d’explorer un spectre plus large de solutions
primales. Cela fait de´croˆıtre plus rapidement la borne infe´rieure et donc les proce´dures
utilise´es peuvent se terminer plus rapidement.
La deuxie`me variation qui permet e´galement de gagner en efficacite´ s’exe´cute
uniquement dans le cas ou` les couˆts fixes fi sont tre`s grands par rapport aux couˆts
d’affectation cij. Cette nouvelle proce´dure commence par calculer la premie`re solution
duale par une proce´dure d’ascension multiple au lieu d’une proce´dure d’ascension
duale. En fait, les variables duales vj sont initialise´es au de´but a` une grande valeur
pour eˆtre ensuite ajuste´es pour e´pouser les contraintes. L’exe´cution de la traditionnelle
proce´dure d’ascension duale vient ensuite terminer le processus.
La troisie`me variation consiste a` appliquer une simple heuristique d’e´change apre`s
17
avoir obtenu la premie`re solution primale. En effet, quand une grosse diffe´rence entre
la borne supe´rieure et la borne infe´rieure apparaˆıt, elle est re´duite par une proce´dure
d’ajustement duale modifie´e qui comporte deux phases : la premie`re appele´e “ajus-
tement primal-dual multiple” qui re´duit fortement les variables duales vi puis les
incre´mente graduellement par l’interme´diaire d’une proce´dure d’ascension duale, et
la deuxie`me appele´e “ajustement primal-dual” qui re´duit les vj en boucle, variable
par variable, et dont la solution duale re´sultante est utilise´e par la proce´dure d’as-
cension duale pour terminer. Le nombre de re´pe´titions de cette grande proce´dure
d’ajustement dual de´pend de la taille du proble`me.
Enfin, la dernie`re variation se situe dans l’algorithme d’e´valuation et se´paration :
l’algorithme autorise de fixer l’e´tat des sites (ouvert yi = 1 ou ferme´ yi = 0) de manie`re
permanente et ainsi de re´duire la taille du proble`me a` re´soudre. Pour fixer une variable,
des conditions spe´ciales doivent eˆtre satisfaites. Cependant, comme l’e´valuation de
ces conditions est tre`s couˆteuse en terme de temps de calcul, surtout lorsqu’on est
profond dans l’arbre de branchement, il est pre´fe´rable de fixer des variables au niveau
de la racine de l’arbre de branchement. Si le branchement voulu est profond dans
l’arbre, les variables sont fixe´es uniquement s’il y a la possiblilite´ d’en fixer plusieurs
simultane´ment.
Cette me´thode est l’algorithme exact qui produit les meilleurs re´sultats selon
ReVelle et Eiselt (2005). La proce´dure d’ascension duale a d’ailleurs e´galement e´te´
ame´liore´e par Janacek et Buzna (2008) comme ils l’avaient fait pour l’algorithme
BBdual en y introduisant une se´lection dans le choix des clients par rapport a` leur
potentiel d’ame´lioration de la borne infe´rieure du dual. Les deux familles d’instances
sur lesquelles cette ame´lioration a e´te´ teste´e donnent une division du temps de calcul
par un facteur allant de 1,3 a` 2,1 pour la premie`re famille, et de 1,4 a` 2,2 pour la
deuxie`me famille.
Algorithme de pincement et se´paration
Goldengorin et al. (2004) ont tente´ d’ame´liorer l’algorithme d’e´valuation et se´pa-
ration utilise´ pour la re´solution du proble`me LESC en le remplac¸ant par un algo-
rithme de “pincement et se´paration” (branch and peg en anglais). Pour faire cela, ils
utilisent la formulation de Beresnev du proble`me LESC et imple´mentent une fonc-
tion pseudo-boole´enne nomme´e fonction de Beresnev qui permet de voir l’effet global
qu’aura l’ouverture de n’importe quel site dans une configuration donne´e. Cela permet
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plusieurs ame´liorations dont la possibilite´ d’e´laborer des re`gles efficaces concernant
l’installation des entrepoˆts sur les sites. Une de ces re`gles est par exemple utilise´e
en pre´-traitement a` chaque nœud de branchement pour fixer des variables dans les
sous-proble`mes correspondants afin de de´terminer avant de brancher si tel ou tel site
doit eˆtre ou non ouvert. Cela re´duit donc d’emble´e la taille des sous-proble`mes, ce qui
acce´le`re les calculs. L’autre ame´lioration de la me´thode est que graˆce aux re´sultats
donne´s par la fonction de Beresnev, une fonction de branchement efficace permettant
de mieux de´terminer sur quelles variables faire le branchement peut eˆtre imple´mente´e.
Ainsi, comme le choix des variables est fondamental dans l’efficacite´ du branchement,
encore un peu de temps de calcul est gagne´ a` cet endroit. L’algorithme est teste´
successivement avec trois diffe´rentes re`gles de branchement et il a e´te´ remarque´ que
certaines d’entre elles sont plus efficaces que d’autres selon la densite´ de la matrice
d’affectation.
Au niveau expe´rimental, cet algorithme surpasse syste´matiquement un algorithme
d’e´valuation et se´paration “classique” en particulier lorsque la matrice d’affectation
est dense. Il lui faut en moyenne dans ce cas moins de 10% du temps d’exe´cution de
l’algorithme d’e´valuation et se´paration classique pour re´soudre le proble`me.
Relaxation lagrangienne et semi-lagrangienne
La relaxation lagrangienne a e´te´ adapte´e par Guignard (2003) avec moins de succe`s
que les algorithmes base´s sur les proce´dures d’ascension duale a` cause de ses perfor-
mances infe´rieures. Cependant, Beltran-Royo et al. (2007) ont tente´ de remettre cette
me´thode sur le devant de la sce`ne en introduisant un nouvel algorithme s’en inspirant :
la relaxation semi-lagrangienne (RSL). Cette RSL consiste a` dualiser les containtes
(2.2) du proble`me vues dans la section pre´ce´dente (c’est-a`-dire inse´rer dans la fonction
objectif une expression de ces contraintes de´gradant sa valeur si ces contraintes sont
viole´es), mais au lieu de les enlever de´finitivement des contraintes du proble`me, elles
continuent a` rester dans le sous-proble`me mais sous la forme d’une ine´galite´ faible.
Cela rend le sous-proble`me un peu plus difficile a` re´soudre que l’approche standard,
mais cela re´duit tre`s fortement le saut de dualite´ (qui est identique au saut d’inte´grite´
dans ce cas). Ensuite, ce sous-proble`me, aussi appele´ proble`me semi-Lagrangien dual
est re´solu. Deux me´thodes sont essaye´es pour re´soudre ce proble`me semi-Lagrangien
dual : une premie`re qui est une variante de la me´thode d’ascension duale de Kor-
kel (1989), et une deuxie`me faisant appel a` la me´thode des plans coupants nomme´e
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me´thode analytique approximative centrale des plans coupants. La me´thode a e´te´
teste´e sur deux types d’instances et semble performante pour le premier type car elle
bat l’heuristique hybride avec de´parts multiples de Resende et Werneck (2006) que
nous verrons dans la sous-section suivante, en trouvant la solution optimale en des
temps en moyenne seulement 64% supe´rieurs. Pour le deuxie`me type d’instance, la
me´thode prend trop de temps a` re´soudre donc lorsqu’elle est arreˆte´e, elle ne four-
nit presque que des re´sultats infe´rieurs a` ceux de l’heuristique hybride avec de´parts
multiples. La comparaison n’est faite qu’avec cette heuristique hybride avec de´parts




La recherche Tabou a e´te´ adapte´e au proble`me LESC pour la premie`re fois par
Sultan et Fawzan (1999). L’algorithme a e´te´ imple´mente´ de la manie`re suivante : un
premier algorithme glouton nomme´ “heuristique du be´ne´fice net” permet d’obtenir
une solution pre´liminaire qu’il donne a` la proce´dure de recherche tabou qui affine la
solution. L’algorithme glouton est compose´ de deux phases : une phase initiale qui
consiste a` ouvrir pour chaque client le site ayant le couˆt d’affectation le plus faible,
puis une phase de raffinement qui calcule pour chaque site ouvert i le couˆt engendre´
par sa fermeture (pertes lie´es a` la re´affectation des clients anciennement servis par le
site i moins fi) et si ce couˆt est ne´gatif, le site i est ferme´. Une solution pre´liminaire
de qualite´ acceptable est ainsi obtenue. L’algorithme proce`de ensuite aux ite´rations
de recherche tabou. Cette recherche tabou posse`de les spe´cificite´s suivantes :
– l’ensemble des solutions est l’ensemble des combinaisons possibles des ouvertures
de sites (c’est-a`-dire l’ensemble des vecteurs s = [y1, y2, ..., yn] possibles avec
yi = 0 ou 1, ∀ i ∈ {1, ..., n}),
– la fonction d’e´valuation de la solution est celle qui calcule le couˆt total (couˆts
d’affectation + couˆts d’implantation),
– le voisinage est l’ensemble des solutions obtenues par inversion de l’e´tat des sites
d’une solution donne´e (c’est-a`-dire pour une solution donne´e s = [y1, y2, ..., yn],
le voisinage sera N(s) = {[y¯1, y2, ..., yn], [y1, y¯2, ..., yn], ..., [y1, y2, ..., y¯n]} ou` y¯i =
1− yi). Cependant, tout le voisinage n’est pas conside´re´ : un syste`me de tirage
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ale´atoire est mis en place permettant de choisir un e´le´ment du voisinage. Ce
syste`me de tirage ale´atoire est appele´ 5n fois par ite´ration (chaque appel ne
de´bouche pas ne´cessairement sur l’obtention d’un e´le´ment du voisinage).
– le crite`re d’arreˆt est un nombre fixe´ d’ite´rations sans ame´lioration de la meilleure
solution.
– pour chaque e´le´ment du voisinage conside´re´, toutes les affectations clients-sites
sont cherche´es a` nouveau, et pour leur e´valuation, la valeur de la solution
re´sultante est recalcule´e entie`rement.
Sur les instances teste´es l’algorithme est rapide selon Sultan et Fawzan et atteint a`
chaque fois l’optimum, mais il n’est pas teste´ sur de grosses instances ou` la me´thode
pourrait perdre son efficacite´. En effet, les plus grandes instances teste´es sont des
instances de 57 sites et 57 clients. Cette imple´mentation de la recherche tabou semble
quand meˆme relativement lourde a` cause de l’absence d’optimisation pour l’e´valuation
des e´le´ments de voisinage conside´re´s et du syste`me de tirage ale´atoire appele´ 5n
fois par ite´ration alors qu’il semble particulie`rement couˆteux en terme de nombre
d’ope´rations. Ce syste`me de tirage ale´atoire n’a d’ailleurs pas e´te´ repris dans les
heuristiques qui ont suivi.
La recherche tabou a e´te´ reprise plus tard par Ghosh (2003), Michel et Hentenryck
(2004) puis par Sun (2006). La version de Ghosh utilise le meˆme voisinage (sans le
syste`me de tirage ale´atoire), et ajoute une me´moire sur les fre´quences qui de´courage
l’application de mouvemement effectue´s trop souvent afin de favoriser l’exploration de
l’ensemble de l’espace des solutions. Au niveau des re´sultats, les performances sont
bonnes par rapport aux algorithmes exacts, et le´ge`rement meilleures qu’une autre
heuristique qu’il a introduite en meˆme temps : la recherche locale comple`te avec
me´moire qui sera vue dans la sous section suivante.
La version de Michel et Hentenryck se diffe´rencie de celle de Sultan et Fawzan par
l’adoption d’un voisinage le´ge`rement diffe´rent : tant qu’il existe une solution dans le
voisinage qui ame´liore la solution courante, le voisinage est le meˆme (tout le voisinage
est conside´re´ comme pour Ghosh), par contre, si ce n’est pas le cas (c’est-a`-dire que
l’algorithme est dans un minimum local), cette recherche tabou choisit au hasard
un site ouvert et le ferme. Elle se diffe´rencie e´galement par l’utilisation d’un calcul
incre´mental qui permet de faire les remises a` jour et les e´valuations de voisinage bien
plus rapidement. Le crite`re d’arreˆt est le suivant : la recherche tabou s’arreˆte quand
elle fait 500 ite´rations sans ame´liorer la meilleure solution. Enfin, la dernie`re diffe´rence
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se trouve dans la taille de la liste taboue qui est variable dans le cas de Michel et
Hentenryck.
En ce qui concerne la recherche tabou de Sun, elle se diffe´rencie en beaucoup
de points de la premie`re. La premie`re diffe´rence est que deux listes taboues sont
imple´mente´es au lieu d’une : une pour les fermetures de sites et une pour les ouver-
tures. Ces deux listes ont des tailles diffe´rentes et variables et e´voluent dans deux
intervalles diffe´rents. La deuxie`me diffe´rence est au niveau du processus de me´moire :
au lieu d’avoir simplement un processus de me´moire (liste taboue), Sun en a intro-
duit trois : un a` court terme, un a` moyen terme et un a` long terme. D’ailleurs, le
crite`re d’arreˆt de´pend directement des informations produites par le processus de
me´moire a` long terme. La troisie`me diffe´rence est au niveau de la solution initiale :
elle utilise une heuristique gloutonne de´ja` utilise´e par Ghosh (2003) pour l’obtenir.
Enfin, la dernie`re diffe´rence re´side dans les remises a` jour d’une ite´ration a` l’autre
et dans les e´valuations des mouvements : un calcul incre´mental similaire a` celui de
Michel et Hentenryck est utilise´ permettant d’acce´le´rer fortement le de´roulement de
l’algorithme. Toutes ces ame´liorations font de cette recherche tabou l’une des heuris-
tiques les plus performantes actuellement si ce n’est pas la plus performante pour la
re´solution du proble`me LESC. En effet, les tests re´alise´s comparent cette recherche
tabou aux heuristiques de Ghosh (2003) et a` l’hybride avec de´parts multiples de Re-
sende et Werneck (2006) et montrent qu’elle les surpasse toutes sur presque toutes
les familles d’instances teste´es.
Recherche locale comple`te avec me´moire
Cette me´thode a e´te´ de´veloppe´e par Ghosh (2003) pour re´soudre le proble`me
LESC. Elle commence par de´finir deux ensembles nomme´s V ivant et Mort. Ensuite,
une solution initiale est cre´e´e et mise dans l’ensemble V ivant avant de commencer
la phase ite´rative. Pendant cette phase ite´rative, au de´but de chaque ite´ration, une
solution de l’ensemble V ivant est choisie afin d’en explorer le voisinage (le meˆme
qui a e´te´ vu pour la recherche tabou) et les solutions de plus petite valeur sont
se´lectionne´es. La solution pre´alablement choisie est ensuite mise dans l’ensemble Mort
et les solutions se´lectionne´es sont introduites dans l’ensemble V ivant si elles ne sont
pas de´ja` dans les ensembles V ivant ou Mort. L’exe´cution de ces ite´rations dessine
ainsi un arbre de voisinage qui est explore´ au fur et a` mesure. Ces ite´rations sont
re´pe´te´es jusqu’a` ce que l’ensemble V ivant soit vide ou qu’un certain nombre de nœuds
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de cet arbre aient e´te´ explore´s. Si l’ensemble V ivant 6= ∅ quand le crite`re d’arreˆt
est atteint, une post optimisation qui consiste a` exe´cuter une recherche locale sur
les meilleures solutions trouve´es est mise en route. Cette me´thode, qui est souvent
utilise´e comme me´thode de comparaison pour d’autres me´taheuristiques, fait partie
des heuristiques les plus efficaces, meˆme si les tests montrent que la recherche tabou
imple´mente´e par Ghosh (2003) la surpasse le´ge`rement.
Hybride avec de´parts multiples et recherche a` voisinages variables avec
de´parts multiples
La me´thode hybride avec de´parts multiples a e´te´ de´veloppe´e par Resende et Wer-
neck (2006). Elle fonctionne en 2 phases :
– La premie`re est un algorithme avec de´parts multiples et intensification : a` chaque
ite´ration, une solution est construite au hasard et un algorithme de recherche
locale lui est applique´. Les solutions ainsi obtenues sont combine´es avec plusieurs
autres solutions d’un ensemble de solutions d’e´lite selon un processus appele´
“path-relinking”. Il en re´sulte une autre solution que l’algorithme re´inse´rera
sous certaines conditions dans l’ensemble des solutions d’e´lite. Ces conditions
de´pendent de la valeur de la solution et d’autres facteurs.
– La deuxie`me phase est une post-optimisation qui combine les solutions de l’en-
semble des solutions d’e´lite avec une autre solution du processus en espe´rant
que cela donne une meilleure solution au final.
Cette me´thode, appele´e hybride a` cause de sa structure qui me´lange plusieurs
me´taheuristiques, fait e´galement partie des me´thodes les plus efficaces. En effet, elle
a e´te´ compare´e a` la recherche tabou de Michel et Hentenryck (2004), et les re´sultats
montrent que ces deux me´taheuristiques sont a` peu pre`s e´quivalentes en terme de
performance, mais que sur les instances mode´lisants des cas extreˆmes du proble`me
LESC, un certain avantage est donne´ a` l’hybride avec de´parts multiples.
La recherche a` voisinages variables avec de´parts multiples de Harm et Hentenryck
(2005) est une autre me´taheuristique qui ressemble a` la pre´ce´dente. Ce n’est autre
qu’une recherche tabou dans laquelle on fait varier le voisinage, et qui est re´ite´re´e
plusieurs fois selon des parame`tres fixe´s. Harm et Van Hentenryck montrent d’ailleurs




L’algorithme ge´ne´tique a e´te´ applique´ au proble`me LESC par Kratica et al. (2001).
Cet algorithme de´marre d’une population de solutions intiales et exe´cute pendant un
certain nombre d’ite´rations une proce´dure que nous allons de´tailler. Cette proce´dure
commence par l’e´valuation des solutions de la population, puis elle les classe de la
meilleure a` la moins bonne pour ensuite en se´lectionner une partie pour la suite de
la proce´dure (la priorite´ est donne´e aux solutions de meilleure qualite´). Ces solutions
se´lectionne´es sont ensuite croise´es selon un croisement uniforme, c’est-a`-dire que deux
de ces solutions dites parents vont transmettre une partie d’elles meˆme a` deux en-
fants de manie`re a` ce que le premier enfant soit l’oppose´ du deuxie`me et que chaque
e´le´ment constitutif de la solution (ou ge`ne, c’est-a`-dire la valeur d’une variable yi) soit
transmis selon une probabilite´ p1 pour qu’il vienne du pe`re. Si le ge`ne ne vient pas du
pe`re, c’est celui de la me`re qui est transmis. Enfin, une mutation simple est applique´e
sur ces solutions selon une autre probabilite´ p2 avant de recommencer une nouvelle
ite´ration. A` chaque ite´ration, le tiers de la population est remplace´e. Des tests ont
e´te´ effectue´s sur cet algorithme ainsi que sur l’algorithme Dualoc pour la comparai-
son. Ils montrent que pour une partie des instances teste´es, l’algorithme Dualoc est
non seulement nettement plus rapide (temps 80 a` 300 fois infe´rieurs) mais en plus,
il donne une solution optimale que l’algorithme ge´ne´tique n’est pas toujours capable
de fournir (erreur comprise entre 0% et 1%). Par contre, pour l’autre partie des ins-
tances, la tendance s’inverse, en particulier lorsque la taille des proble`mes augmente :
l’algorithme Dualoc met trop de temps a` re´soudre et est donc arreˆte´ avant la fin de la
re´solution. La meilleure solution apre`s arreˆt est entre 9,5% et 15,5% moins bonne que
la borne donne´e par l’algorithme ge´ne´tique. Cette me´taheuristique telle qu’elle est
imple´mente´e semble moins efficace que d’autres me´taheuristiques comme la recherche
tabou si l’on en croit Michel et Hentenryck (2004) ou Hoefer (2003), mais elle reste
cependant une me´thode importante, souvent mentionne´e dans la litte´rature.
2.3.5 Autres me´thodes
Seules les me´thodes les plus connues et/ou les plus efficaces ont e´te´ pre´sente´es, mais
beaucoup d’autres ont e´galement e´te´ utilise´es pour re´soudre le proble`me LESC. Parmi
ces me´thodes, on peut citer les recherches locales sur le primal du proble`me de Kuehn
et Hamburger (1963), Feldman et al. (1966),Teitz et Bart (1968), Manne (1964), les
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algorithmes d’e´valuation et de se´paration de Efroymson et Ray (1966) et Khumawala
(1972), la me´thode Galvao et Raggi (1989), la me´thode de projection de Conn et
Cornuejols (1990), la recherche a` voisinages variables primal-dual de Hansen et al.
(2007), l’approche a` correction de donne´es de Goldengorin et al. (2003), et l’algorithme
d’optimisation par essaims particulaires discrets de Guner et Sevkli (2008).
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Chapitre 3
OBTENTION DE LA SOLUTION
INITIALE
Comme vu pre´ce´demment, IPS augmente en efficacite´ s’il tire profit d’une bonne
solution initiale. Par conse´quent, il est pre´fe´rable d’e´laborer un algorithme capable
d’en ge´ne´rer une rapidement, et qui peut l’affiner a` un niveau de qualite´ de´sire´. Nous
allons donc dans ce chapitre de´crire la recherche tabou que nous avons imple´mente´e
pour obtenir cette solution initiale ainsi que les diffe´rentes strate´gies d’acce´le´ration
qui ont e´te´ mises en œuvre.
Afin d’optimiser le temps de calcul de l’ensemble de la re´solution pour IPS avec
solution initiale, il faut trouver un e´quilibre entre le temps de calcul ne´cessaire a` la
recherche de la solution initiale et le temps d’exe´cution de l’algorithme IPS. Pour cela,
un algorithme glouton permettant d’obtenir une solution pre´liminaire avec un temps
de calcul tre`s faible mais dont la qualite´ de solution peut eˆtre ale´atoire est mis en
place, suivi de la recherche tabou dont il est possible de choisir le nombre d’ite´rations
effectue´es pour ame´liorer cette solution. Le choix du nombre d’ite´rations permettra
de moduler la dure´e du calcul.
3.1 Heuristiques et mise en oeuvre
3.1.1 Algorithme glouton
Comme on vient de le voir, l’algorithme glouton est la premie`re phase de re´solution.
Il permet d’aboutir a` une premie`re solution initiale. Le pseudo-code de cet algorithme
est donne´ dans l’algorithme 1 et peut eˆtre de´crit de la manie`re suivante :
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1 - Algorithme glouton
INITIALISATION
1 : I = {1, 2, ..., n} et J = {1, 2, ...,m}




OUVERTURE DU PREMIER SITE
3 : Soit k ∈ arg min
i∈I
couˆt total[i].
4 : Poser yk = 1 et z := couˆt total[k]





ckj − c˜ij si i ∈ I \ {k}
∞ si i = k
ou` c˜ij = min(cij, ckj), ∀ i ∈ I et ∀ j ∈ J .
OUVERTURE DES SITES SUBSE´QUENTS
6 : Tant que min
i∈I
e´cart[i] < 0, faire
7 : Soit l ∈ arg min
i∈I
e´cart[i].
8 : Poser yl = 1 et z := z + e´cart[l]





c˜lj − c˜ij si i ∈ I et yi = 0
∞ si i = l
ou` c˜ij = min(c˜ij, c˜lj), ∀ i ∈ I et ∀ j ∈ J .
10 : Fin tant que
SOLUTION HEURISTIQUE
11 : Retourner y.
– Les lignes 1 et 2 repre´sentent l’e´tape d’initialisation. On impose a` tous les sites
d’eˆtre pre´alablement ferme´s (ligne 2).
– Les e´tapes 3 et 4 concernent l’ouverture du premier site : le couˆt total engendre´
par l’ouverture de chaque site est e´value´ puis celui engendrant le couˆt total
minimum est ouvert. Cela permet d’initialiser la fonction objectif z a` cette
valeur (ligne 4).
– A` la ligne 5 on cre´e la “matrice des e´carts unitaires” (c˜ij) dont chaque c˜ij
repre´sente le couˆt d’affectation du client j si le site i est ouvert. E´videmment,
ces c˜ij sont relatifs a` la solution courante. Puis les e´carts sont calcule´s. Un e´cart
i repre´sente le couˆt supple´mentaire qu’il faudrait payer si l’on ouvrait le site i.
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Le∞ est pre´sent pour que le premier site ouvert ne puisse pas eˆtre re´ouvert, ce
qui n’aurait aucun de sens.
– Ensuite, quand on rentre dans la boucle tant que (lignes 6 a` 10), le site engen-
drant l’e´cart le plus faible est choisi, puis ouvert si cet e´cart est ne´gatif (puisque
cela implique que l’on diminue le couˆt total). La fonction objectif z est remise a`
jour et on fixe e´cart[k] =∞, la` encore, pour interdire l’ouverture d’un site de´ja`
ouvert (ligne 9). Ce processus de mise a` jour de la matrice des e´carts unitaires
et des e´carts (lignes 9) ainsi que le choix du site a` ouvrir (ligne 7) est re´ite´re´
jusqu’a` ce que tous les e´carts soient positifs ou nuls puisque cela implique que
n’importe laquelle des ouvertures autorise´es ne ferait pas diminuer la valeur de
la fonction objectif z.
– Ainsi, lorsque tous les e´cart [i], i = 1, .., n sont positifs l’algorithme s’arreˆte.
Nous allons maintenant appliquer l’algorithme 1 sur l’instance d’exemple donne´e
par le tableau 3.1.













Clients : 1 2 3 4 5 6
0 1 3 4 5 7
1 0 2 3 4 6
3 2 0 1 3 4
4 3 1 0 2 3
5 4 3 2 0 2
7 6 4 3 2 0
Tableau 3.1 Instance d’exemple 6× 6
Commenc¸ons par calculer pour chaque site le couˆt total (e´tape 2) :













0 1 3 4 5 7
1 0 2 3 4 6
3 2 0 1 3 4
4 3 1 0 2 3
5 4 3 2 0 2
7 6 4 3 2 0
→ 2 +∑j c1,j = 22
→ 3 +∑j c2,j = 19
→ 4 +∑j c3,j = 17
→ 5 +∑j c4,j = 18
→ 3 +∑j c5,j = 19
→ 2 +∑j c6,j = 24
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Le site 3 posse`de le couˆt total le plus petit (k = 3) par conse´quent 3 est choisi.
On a donc y3 = 1 et une valeur de z = 17. Ensuite, pour les e´tapes suivantes, il faut
cre´er la matrice des e´carts unitaires (c˜ij). Comme le site 3 a e´te´ choisi on a :
Mat. d’affectation (cij) Mat. e´carts unitaires (c˜ij)
0 1 3 4 5 7
1 0 2 3 4 6
3 2 0 1 3 4
4 3 1 0 2 3
5 4 3 2 0 2
7 6 4 3 2 0
⇒
0 1 0 1 3 4
1 0 0 1 3 4
3 2 0 1 3 4
3 2 0 0 2 3
3 2 0 1 0 2
3 2 0 1 2 0
Il faut maintenant calculer les e´carts a` partir de la matrice des e´carts unitaires
(e´tape 5) :













0 1 0 1 3 4
1 0 0 1 3 4
3 2 0 1 3 4
3 2 0 0 2 3
3 2 0 1 0 2
3 2 0 1 2 0
→ 2−∑j c˜3j − c˜1j = −2
→ 3−∑j c˜3j − c˜2j = −1
→∞
→ 5−∑j c˜3j − c˜4j = 2
→ 3−∑j c˜3j − c˜5j = −2
→ 2−∑j c˜3j − c˜6j = −3
Le site 6 posse`de l’e´cart le plus petit donc k = 6. De plus, e´cart [6] < 0 par
conse´quent 6 est choisi. On a donc y6 = 1, e´cart [6] = ∞ et la valeur de la solution
devient z = 17− 3 = 14. Ensuite, la matrice des e´carts unitaires est remise a` jour :
Mat. e´carts unitaires (c˜ij) Mat. e´carts unitaires (c˜ij)
0 1 0 1 3 4
1 0 0 1 3 4
3 2 0 1 3 4
3 2 0 0 2 3
3 2 0 1 0 2
3 2 0 1 2 0
⇒
0 1 0 1 2 0
1 0 0 1 2 0
3 2 0 1 3 4
3 2 0 0 2 0
3 2 0 1 0 0
3 2 0 1 2 0
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Maintenant, les e´carts peuvent eˆtre remis a` jour. Ensuite, on recommence ces
meˆme ope´rations jusqu’a` ce que tous les e´cart[k] soient positifs ou nuls (e´tapes 6 a`
10).













0 1 0 1 2 0
1 0 0 1 2 0
3 2 0 1 3 4
3 2 0 0 2 0
3 2 0 1 0 0
3 2 0 1 2 0
→ 2−∑j c˜6j − c˜1j = −2
→ 3−∑j c˜6j − c˜2j = −1
→∞
→ 5−∑j c˜6j − c˜4j = 4
→ 3−∑j c˜6j − c˜5j = +1
→∞
Le site 1 a l’e´cart le plus petit donc k = 1 et e´cart [1] < 0 par conse´quent 1 est
choisi. On a donc y1 = 1, e´cart [1] =∞ et la valeur de la solution devient z = 14−2 =
12.
Mat. e´carts unitaires (c˜ij) Mat. e´carts unitaires (c˜ij)
0 1 0 1 2 0
1 0 0 1 2 0
3 2 0 1 3 4
3 2 0 0 2 0
3 2 0 1 0 0
3 2 0 1 2 0
⇒
0 1 0 1 2 0
0 0 0 1 2 0
3 2 0 1 3 4
0 1 0 0 2 0
0 1 0 1 0 0
3 2 0 1 2 0













0 1 0 1 2 0
0 0 0 1 2 0
3 2 0 1 3 4
0 1 0 0 2 0
0 1 0 1 0 0
3 2 0 1 2 0
→∞
→ 3−∑j c˜1j − c˜2j = 2
→∞
→ 5−∑j c˜1j − c˜4j = 4
→ 3−∑j c˜1j − c˜5j = 1
→∞
Le site 5 a l’e´cart le plus petit donc k = 5 mais e´cart [5] = 1 ≥ 0 (donc tous les
e´carts sont positifs) par conse´quent on ne peut plus ouvrir d’entrepoˆts sans de´grader
la solution. L’algorithme s’arreˆte. La solution pour cet exemple est donc y1 = 1, y2 =




La recherche tabou a e´te´ invente´e par Glover (1986). C’est une me´thode ite´rative
qui explore a` chaque ite´ration les solutions d’un voisinage et en prend la meilleure
tout en respectant le crite`re tabou et le crite`re d’aspiration. Cette nouvelle solution
engendre ainsi un nouveau voisinage qui permet d’obtenir une nouvelle solution, et
ainsi de suite. Chaque de´placement d’une solution a` une autre est appele´ mouvement.
Lorsqu’un mouvement est effectue´, il est me´morise´ dans une liste taboue. Chaque
mouvement de la liste taboue n’a pas le droit d’eˆtre de´fait tant qu’il est dans cette
liste. Le nombre d’e´le´ments et le temps que reste un mouvement dans cette liste sont
des parame`tres a` fixer. Cette me´moire a` court terme permet de pouvoir faire des
descentes locales dans l’espace de solution sans pour autant rester coince´ dans des
minima locaux. Nous avons choisi la me´taheuristique de recherche tabou car cette
me´thode fait partie actuellement des heuristiques les plus efficaces pour ce proble`me
et sa mise en place est relativement simple.
Dans le cadre de cette recherche tabou, nous avons de´fini nos e´le´ments de structure
de la manie`re suivante :
– l’ensemble des solutions S a e´te´ choisi comme e´tant l’ensemble des combi-
naisons possibles des ouvertures de sites (c’est-a`-dire l’ensemble des vecteurs
s = [y1, y2, ..., yn] possibles avec yi = 0 ou 1, ∀ i ∈ {1, ..., n}).
– la fonction d’e´valuation z varie au cours de la recherche, mais pour l’instant,










– un mouvement est l’inversion de l’e´tat d’un site i :
[y1, y2, ..., yi, ..., yn]→ [y1, y2, ..., y¯i, ..., yn].
Cela veut dire que si le site i est ouvert (yi = 1), le mouvement sera la fermeture
du site i (yi = 0), et inversement, si le site i est ferme´ (yi = 0), le mouvement
sera l’ouverture du site i (yi = 1).
– le voisinage est l’ensemble des solutions obtenues par application de tous les
mouvements possibles a` partir d’une solution donne´e, c’est-a`-dire, pour une
solution s = [y1, y2, ..., yn], le voisinage s’e´crira :
N(s) = {[y¯1, y2, ..., yn], [y1, y¯2, ..., yn], ..., [y1, y2, ..., y¯n]}.
On remarquera que chaque voisinage contient exactement n e´le´ments.
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– le crite`re d’arreˆt est un nombre fixe d’ite´rations NbrIt qui est donne´ en pa-
rame`tre.
On remarque que cette structure ressemble a` la structure de base utilise´e dans
les recherches tabou vues dans la revue de litte´rature : nous avons choisi de ne faire
les mouvements que sur les sites, et en faisant l’inversion de l’e´tat d’un seul site a`
la fois. En effet, puisque pour une re´partition d’entrepoˆts donne´e la meilleure com-
binaison des variables xij est d’affecter chaque client a` l’entrepoˆt le plus proche, il
est facile de trouver les meilleures valeurs des variables xij. Faire des mouvements
sur les affectations serait donc une perte de temps. En fait, notre recherche tabou
se diffe´rencie des autres principalement par la structure permettant de faire varier la
fonction d’e´valuation z que nous avons ajoute´e, par les strate´gies d’acce´le´ration que
nous avons mis en place et que certaines n’ont pas, par la manie`re dont nous faisons
varier la taille de la liste taboue, et enfin par le crite`re d’arreˆt a` nombre d’ite´rations
fixe que nous avons choisi.
Le pseudo-code de la recherche tabou classique peut s’expliciter selon l’algorithme 2.
2 - Recherche tabou
1 : Calculer la solution gloutonne s ∈ S, poser T := ∅ et s∗ := s ;
2 : Tant que aucun crite`re d’arreˆt n’est satisfait faire
3 : De´terminer une solution s′ qui minimise z(s′) dans NT (s) ;
4 : Si z(s′) < z(s∗) alors poser s∗ := s′ ;
5 : Poser s := s′ et mettre a` jour T ;
6 : Fin tant que
7 : Retourner s∗ ;
Il fait appel aux notations suivantes :
T la liste taboue ;
NT (s) = {s′ ∈ N(s) tel que s′ /∈ T ou z(s′) < z(s∗)} ;
s la solution courante ;
s′ une solution du voisinage NT (s) ;
s∗ la meilleure solution trouve´e.
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L’ensemble NT (s) est en fait l’ensemble des solutions qui ne sont pas taboues
ainsi que celles qui le sont mais dont le statut tabou est leve´ en raison du crite`re
d’aspiration (c’est-a`-dire que le mouvement qui est tabou engendre une solution s′
meilleure que tout ce qui a e´te´ trouve´ jusque la`).
D’autre part, nous avons conside´re´ que tant que le nombre d’ite´rations fait par
un mouvement dans la liste taboue est infe´rieur ou e´gal a` la taille de la liste taboue,
le mouvement reste tabou. C’est seulement quand ce nombre devient strictement
supe´rieur a` la taille de la liste taboue que le crite`re tabou du mouvement est leve´. La
taille de la liste taboue et le nombre d’ite´rations fait par un mouvement dans cette
liste repre´sente donc la meˆme chose ici.
Enfin, dans notre cas, nous faisons varier la taille de la liste taboue dans un
intervalle [a, b] au cours de la recherche. Nous en reparlerons dans la suite de la
section.
Complexite´ et calcul incre´mental
L’e´tape la plus longue de cette recherche tabou est l’e´tape de la ligne 3 dans l’algo-
rithme 2 a` cause de l’e´valuation du voisinage NT (s). En effet, pour chaque mouvement
de NT (s), il faut e´valuer la valeur de la solution re´sultante pour savoir laquelle est
la meilleure. Une me´thode simple pourrait eˆtre de recalculer entie`rement pour cha-
cun des mouvements la valeur de la fonction objectif de cette solution re´sultante en
additionnant tous les couˆts d’affectation et les couˆts d’installation. Cependant, cela
prendrait beaucoup de temps puisque pour les n mouvements du voisinage, il serait
ne´cessaire de rechercher quel site est affecte´ a` quel client, additionner les couˆts d’affec-
tation en conse´quence et additionner les couˆts d’installation ensuite. Cela aboutirait
ainsi a` une complexite´ en O(n(mn + n)) c’est-a`-dire O(n2m) pour e´valuer NT (s).
Le terme mn est pre´sent car pour chaque client m, il est ne´cessaire de parcourir
les n sites pour savoir a` quel site le client est affecte´ (le client est affecte´ au site
ouvert qui posse`de le couˆt d’affectation le plus faible, mais il est ne´cessaire de par-
courir l’ensemble des sites pour eˆtre suˆr que le site choisi est bien celui qui posse`de
le couˆt minimum et qu’il est ouvert). Le terme +n est pre´sent pour additionner les
couˆts d’installation. Enfin, le coefficient n devant le (mn+ n) est pre´sent car il y a n
e´le´ments dans le voisinage. La complexite´ pour l’ensemble de cette me´taheuristique
serait donc en O(NbrIt n2m), ou` NbrIt est le nombre d’ite´rations effectue´es.
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Ainsi, afin de re´duire le temps de calcul, un certain nombre d’optimisations ont e´te´
faites dans la manie`re d’e´valuer les e´le´ments du voisinage. La premie`re ame´lioration
consiste a` ne pas recalculer l’ensemble de la fonction objectif a` chaque mouvement,
mais plutoˆt calculer simplement l’e´cart qu’il engendre. Pour cela, il suffit de soustraire
les anciens couˆts d’affectation des clients re´affecte´s (terme 1 dans l’e´galite´ (3.1)),
d’additionner les nouveaux couˆts d’affectation de ces meˆmes clients (terme 2 dans
l’e´galite´ (3.1)) et d’ajouter ou enlever le couˆt d’installation du site concerne´ par le
mouvement, suivant que le mouvement est une ouverture ou une fermeture de site
(terme 3 dans l’e´galite´ (3.1)). On obtient ainsi l’e´cart qu’il suffit d’additionner a` la
valeur de la solution courante s pour avoir la valeur de la nouvelle solution s′ apre`s
application du mouvement. Si cet e´cart est ne´gatif, la nouvelle valeur de la solution
sera infe´rieure a` l’ancienne, et s’il est positif la valeur de la nouvelle solution sera
supe´rieure. On ne s’inte´resse ainsi qu’a` ce qui change. Ce calcul est appele´ “calcul
incre´mental”. Il peut eˆtre re´sume´ avec l’e´galite´ 3.1.














ou` s est la solution courante (c’est-a`-dire avant application du mouvement) ;
s′ est la solution re´sultante (c’est-a`-dire apre`s application du mouvement) ;
Fs,p est l’ensemble des clients re´affecte´s dans la solution s si le mouvement
sur le site p est fait ;
es,j est l’entrepoˆt (ou site) auquel le client j est affecte´ dans la solution s ;
αp =
{
1 si le mouvement est l’ouverture du site p
-1 si le mouvement est la fermeture du site p.







ces′,jj + αpfp .
Ainsi, si le mouvement sur le site p est une ouverture, les clients re´affecte´s a` cause
du mouvement sont ceux qui vont voir leur affectation changer pour ce site p dans s′.
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cpj + fp .
Cela est illustre´ dans la figure 3.1 ou` le mouvement est l’ouverture du site 4 et ou`
z(s) = 355 avant application du mouvement. On obtient dans le cas de cet exemple :
z(s′) = 355− (40 + 40) + (30 + 30) + 95 = 430, ce qui est bien le meˆme re´sultat que

















































Figure 3.1 Graphes exemple d’un mouvement d’ouverture
Dans le cas ou` le mouvement sur le site p est une fermeture, les clients re´affecte´s







ces′,jj − fp .
Dans la figure 3.2, le mouvement est la fermeture du site 2, la valeur de la fonction
objectif avant application du mouvement est z(s) = 440, et on obtient apre`s applica-
tion du mouvement z(s′) = 440− (40 + 30 + 30) + (50 + 50 + 40)− 85 = 395, ce qui



















































Figure 3.2 Graphes exemple d’un mouvement de fermeture
On notera cependant que meˆme si ce calcul incre´mental semble inte´ressant, il
demande de de´terminer l’ensemble Fs,p des clients re´affecte´s a` cause du mouvement
ainsi que les entrepoˆts es,j et es′,j auxquels les clients de l’ensemble Fs,p sont et vont
eˆtre affecte´s. Cela ne´cessite de parcourir l’ensemble des sites E pour chaque client de
l’ensemble des clients J . En effet, dans le cas d’une ouverture de site, chaque client
est affecte´ a` un entrepoˆt mais il faut bien parcourir les couˆts cij pour savoir quels
clients seront re´affecte´s a` l’entrepoˆt p dans la solution s′ et parcourir les variables
xij pour savoir quel client e´tait affecte´ a` quel entrepoˆt dans la solution s afin de
soustraire les couˆts d’affectation cij correspondants. De la meˆme fac¸on, dans le cas
de la fermeture, il faut bien e´galement parcourir les variables xij pour savoir quels
clients e´taient affecte´s a` l’entrepoˆt p dans s ainsi que les couˆts d’affectation cij pour
savoir a` quel entrepoˆt ils seront re´affecte´s dans s′.




Le premier outil est un tableau nomme´ “tableau clients” qui garde en me´moire
pour chaque client, son site d’affectation dans la solution s :
Client 1 2 3 ... m
Site d’affectation es,1 es,2 es,3 ... es,m
Ce tableau clients permet de connaˆıtre directement deux choses :
– dans le cas d’un mouvement d’ouverture, il permet de connaˆıtre directement les
sites d’affectation es,j sans avoir a` parcourir les variables xij. Il suffit donc, pour
calculer la somme 1 de l’e´galite´ (3.1), d’additionner les couˆts d’affectation
ces,jj en prenant pour chaque client j de l’ensemble Fs,p le site d’affectation
correspondant es,j dans le tableau clients.
– Dans le cas d’un mouvement de fermeture, il permet de connaˆıtre directement
l’ensemble Fs,p des clients re´affecte´s a` cause du mouvement : il suffit de parcourir
le tableau clients en retenant les clients qui ont pour site d’affectation le site
qui ferme p.
C’est e´galement avec ce tableau clients que l’on met en me´moire les affectations d’une
solution : chaque couple (client, site d’affectation) repre´sente une variables xij e´gale
a` 1. Toutes les autres variables xij sont e´gales a` 0 (figure 3.3). Cela e´vite d’avoir a`
mettre en me´moire les n×m valeurs des variables xij.
Client ... j ...
Site d’affectation ... es,j ...
⇔ xij =
{
1 si i = es,j
0 si i ∈ E \ {es,j}
Figure 3.3 E´quivalence entre le tableau clients et les valeurs des variables
Enfin, ce tableau ne´cessite d’eˆtre remis a` jour a` chaque ite´ration de recherche
tabou une fois le meilleur mouvement du voisinage NT (s) choisi. Cette remise a` jour
permet d’enregistrer les affectations de la nouvelle solution s′. Elle prend un temps
limite´ en O(m) a` s’exe´cuter (le temps d’inscrire le nouveau nume´ro des nouveaux sites
d’affectation pour les clients qui ont e´te´ re´affecte´s a` cause du mouvement).
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Tableau des ouvertures
Le deuxie`me outil mis en place pour ame´liorer la recherche tabou est un tableau
de listes appele´ “tableau ouverture”. Ce tableau ouverture permet d’avoir directement
l’ensemble Fs,p pour les mouvements d’ouverture de site p sans avoir a` comparer le
couˆt d’affectation cpj avec le couˆt d’affectation ces,jj pour chaque client j (si son couˆt
d’affectation actuel ces,jj est strictement supe´rieur au couˆt d’affectation cpj entre ce
client et le site qui ouvre alors le client j appartient a` l’ensemble Fs,p). Le tableau
contient dans chacune de ses cases une liste de nume´ros qui de´signe les clients qui
seront re´affecte´s si le site correspondant a` la case e´tait ouvert.
Il a donc la forme indique´e au tableau 3.2 pour une solution s donne´e,
ou` jp,s,u est le nume´ro du u
e`me client re´affecte´ a` cause de l’ouverture du site p
dans la solution s ;
vp est le nombre de clients re´affecte´s a` cause de l’ouverture du site p.
N˚ client
1 j1,s,1 j1,s,2
2 j2,s,1 j2,s,2 ... j2,s,v2
3 ∅
4 j4,s,1 j4,s,2 j4,s,3
...
...
Sites p jp,s,1 jp,s,2 ... jp,s,u ... jp,s,vp
...
...
n-3 jn−3,s,1 jn−3,s,2 jn−3,s,3
n-2 jn−2,s,1 jn−2,s,2
n-1 jn−1,s,1 jn−1,s,2 ... jn−1,s,vn−1
n ∅
?
Tableau 3.2 Forme d’un tableau ouverture
Si le mouvement sur le site p est une ouverture, la liste p du tableau repre´sente
les e´le´ments de l’ensemble Fs,p. Par contre, si le mouvement sur le site p est une
fermeture, la liste p du tableau est vide (repre´sente´ par ∅ dans le tableau 3.2) mais
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cela ne veut pas dire que Fs,p l’est. Le traitement d’un mouvement d’ouverture et de
fermeture est fait diffe´remment : ce tableau n’est utilise´ que pour les mouvements
d’ouverture. On a donc, pour une solution s et pour tout site p tel que le mouvement
sur p est une ouverture :
Fs,p = {jp,s,1 , jp,s,2 , ... , jp,s,vp}.
L’e´valuation des mouvements d’ouverture aboutit ainsi a` une complexite´ en O(n×m).
La constuction de ce tableau, qui sera explique´e dans la suite, est faite a` chaque
ite´ration.
Tableau des fermetures
Le troisie`me outil mis en place pour ame´liorer la recherche tabou ressemble beau-
coup a` l’outil pre´ce´dent sauf qu’il est destine´ a` ame´liorer l’efficacite´ de l’e´valuation des
mouvements de fermeture. Cet outil est un tableau de listes appele´ “tableau fermeture”
qui contient dans chacune de ses cases une liste d’objets qui repre´sente la liste des
clients qui seront re´affecte´s si le site correspondant a` la case e´tait ferme´. Chacun de
ces objets posse`de deux attributs :
– le nume´ro du client correspondant (N˚ client),
– le nume´ro du site qui remplacera l’ancien site d’affectation si celui-ci est ferme´
(N˚ site remplacement).
Ce tableau fermeture a donc la forme indique´e dans le tableau 3.3 pour une solution
s donne´e, et :
jp,s,u est le nume´ro du u
e`me client re´affecte´ a` cause de la fermeture
du site p dans la solution s ;
es′,jp,s,u est le nume´ro du site auquel le client jp,s,u sera re´affecte´ si le
site p est ferme´ ;
vp est le nombre de clients re´affecte´s a` cause de la fermeture du
site p.
Si le mouvement sur le site p est une fermeture, la liste p du tableau spe´cifie
tous les clients qui seront re´affecte´s : les premiers arguments des couples constituent
l’ensemble Fs,p et les deuxie`mes arguments indiquent leur site de remplacement es′,j
respectif. Par contre, si le mouvement sur le site p est une ouverture, la liste p du
39
N˚ client , N˚ site remplacement
1 ∅
2 ∅



















Tableau 3.3 Forme d’un tableau fermeture
tableau est vide (∅ dans le tableau ci-dessus) mais cela ne veut pas dire que Fs,p l’est :
il faut en fait aller voir dans le tableau ouverture pour l’obtenir. On a donc pour une
solution s et pour tout site p tel que le mouvement sur p est une fermeture :
Fs,p = {jp,s,1 , jp,s,2 , ... , jp,s,vp}
et leurs sites remplac¸ants es′,jp,s,1 , es′,jp,s,2 , ... , es′,jp,s,vp correspondants.
Ce tableau fermeture permet ainsi de connaˆıtre directement les ensembles Fs,p sans
avoir a` parcourir les m cases du tableau clients pour chaque mouvement de fermeture,
et aussi de ne pas avoir a` parcourir les n couˆts d’affectation cij de la colonne j de la
matrice d’affectation pour chaque client affecte´ j ∈ Fs,p pour connaˆıtre les sites de
remplacement.
Ce tableau permet ainsi de re´duire la complexite´ des calculs. En effet, parcourir les
m cases du tableau clients a` chaque mouvement de fermeture pour voir quels clients
sont re´affecte´s, et regarder pour chacun d’eux les n couˆts d’affectation cij qui leur sont
rattache´s implique une complexite´ en O(n2m). Alors qu’avec ce tableau fermeture on
a simplement a` parcourir les e´le´ments des n listes, ce qui donne une complexite´ en
O(nm).
A` chaque ite´ration, ce tableau est reconstruit en un temps en O(nm). En effet,
il faut parcourir le tableau des clients afin de reporter le nume´ro de chaque client
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dans la liste correspondant au site auquel il est affecte´ (m ope´rations), et pour cha-
cun de ces clients, parcourir les n e´le´ments de la colonne de la matrice d’affectation
lui correspondant pour trouver les sites de remplacement (site ouvert ayant le couˆt
d’affectation cij le plus faible). Nous verrons dans la sous-section suivante comment
cette construction peut eˆtre ame´liore´e graˆce a` une matrice d’affectation ordonne´e.
Matrice d’affectation ordonne´e
Le quatrie`me outil mis en place pour ame´liorer la rapidite´ de la recherche tabou
est une matrice d’objet appele´ “matrice affectation ordonne´e”. Chacun des objets
qu’elle stocke posse`de deux attributs :
– un couˆt d’affectation ;
– le nume´ro du site auquel ce couˆt d’affectation correspond.
a. Construction et inte´gration des objets
matrice d’affectation
clients︷ ︸︸ ︷
1 2 3 4 5 6
sites

1 0 1 3 4 5 7
2 1 0 2 3 4 6
3 3 2 0 1 3 4
4 4 3 1 0 2 3
5 5 4 3 2 0 2
6 7 6 4 3 2 0
⇒
clients︷ ︸︸ ︷
1 2 3 4 5 6
0,1 1,1 3,1 4,1 5,1 7,1
1,2 0,2 2,2 3,2 4,2 6,2
3,3 2,3 0,3 1,3 3,3 4,3
4,4 3,4 1,4 0,4 2,4 3,4
5,5 4,5 3,5 2,5 0,5 2,5











b. Tri de chaque colonne par ordre croissant des couˆts d’affectation
matrice affectation ordonne´e
clients︷ ︸︸ ︷ clients︷ ︸︸ ︷
1 2 3 4 5 6
0,1 1,1 3,1 4,1 5,1 7,1
1,2 0,2 2,2 3,2 4,2 6,2
3,3 2,3 0,3 1,3 3,3 4,3
4,4 3,4 1,4 0,4 2,4 3,4
5,5 4,5 3,5 2,5 0,5 2,5
7,6 6,6 4,6 3,6 2,6 0,6
⇒
1 2 3 4 5 6
0,1 0,2 0,3 0,4 0,5 0,6
1,2 1,1 1,4 1,3 2,4 2,5
3,3 2,3 2,2 2,5 2,6 3,4
4,4 3,4 3,1 3,2 3,3 4,3
5,5 4,5 3,5 3,6 4,2 6,2
7,6 6,6 4,6 4,1 5,1 7,1
Figure 3.4 Exemple de construction d’une matrice affectation ordonne´e
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Cette matrice est construite a` partir de la matrice d’affectation. On commence par
construire et inte´grer les objets a` la matrice comme l’illustre la figure 3.4.a pour en-
suite trier chaque colonne par ordre croissant des couˆts d’affectation (figure 3.4.b). Ce
tri est fait une seule fois dans toute la recherche tabou, dans la phase d’initialisation.
L’avantage de cette matrice re´side dans le fait que les couˆts d’affectation e´tant
trie´s par ordre croissant pour chaque client, pour remettre a` jour le tableau ouverture,
il suffit de parcourir chaque de´but de colonne jusqu’au premier site ouvert, et de re-
porter l’ensemble de ces sites dans le tableau ouverture. En effet, ces sites pre´sents
avant le premier site ouvert dans la colonne ont tous un couˆt d’affectation cij infe´rieur
a` celui du premier site ouvert (ce “premier site ouvert” est logiquement celui qui sert
actuellement le client auquel correspond la colonne puisque le tri fait que c’est le
site ouvert qui posse`de le couˆt d’affectation minimum pour le client correspondant
a` la colonne). Par conse´quent, si l’un d’entre eux ouvre, il est e´vident que le client
correspondant a` la colonne changera de site d’affectation pour celui-ci. Le client cor-
respondant a` la colonne fera donc partie des clients re´affecte´s si un de ces sites venait
a` ouvrir. Par conse´quent, graˆce a` cette matrice affectation ordonne´e, on ne parcourt
plus chaque colonne entie`rement : simplement les de´buts de chaque colonne ont be-
soin d’eˆtre parcourus pour construire le tableau ouverture (sites en gras dans la figure
3.5).
matrice affectation ordonne´e tableau ouverture
clients︷ ︸︸ ︷
1 2 3 4 5 6
0,1 0,2 *0,3 0,4 0,5 *0,6
1,2 1,1 1,4 *1,3 2,4 2,5
*3,3 *2,3 2,2 2,5 *2,6 3,4
4,4 3,4 3,1 3,2 3,3 4,3
5,5 4,5 3,5 3,6 4,2 6,2






















Figure 3.5 Exemple de remise a` jour d’un tableau ouverture
42
Cela est illustre´ dans la figure 3.5 ou` seuls les sites 3 et 6 sont ouverts dans la
solution courante s, et ou` ∗ de´signe le site affecte´ au client correspondant a` la
colonne dans la solution courante s ;
spe´cifie que le site ouvert.
La phase d’e´valuation des mouvements d’ouverture est donc fortement e´courte´e puis-
que l’on e´vite de parcourir pour chaque client l’ensemble des sites au complet.
D’autre part, en ce qui concerne la construction du tableau fermeture, on avait vu
que le tableau clients et la matrice d’affectation e´taient ne´cessaires pour obtenir les
attributs N˚ client et N˚ site remplacement des e´le´ments. Maintenant, graˆce cette ma-
trice affectation ordonne´e, au lieu de parcourir entie`rement les colonnes correspondant
a` chaque client re´affecte´ dans la matrice d’affectation a` cause de la fermeture d’un site,
il suffit de conside´rer les colonnes de la matrice affectation ordonne´e correspondant
a` ces clients re´affecte´s (on trouve ces clients a` l’aide du tableau clients), de partir de
la case correspondant a` ce site qui ferme, et de parcourir les cases suivantes les unes
apre`s les autres jusqu’a` trouver un site ouvert. Le prochain site ouvert sera le nouveau
site affecte´ au client en question (puisque chaque colonne est trie´e par couˆts d’affecta-
tion cij croissants, ce site sera le site ouvert qui aura le plus petit couˆt d’affectation cij
pour le client correspondant a` la colonne). Cela permet ainsi de ne parcourir la` encore
qu’une petite partie de l’ensemble des sites. Cette construction du tableau fermeture
est illustre´e dans la figure 3.6 qui reprend l’exemple pre´ce´dent ou` les sites 3 et 6 e´taient
ouverts. On a donc toujours ∗ qui de´signe le site affecte´ au client correspondant
a` la colonne dans la solution courante s ;
qui spe´cifie que le site est ouvert.
Dans cette figure 3.6, les fle`ches et les couleurs concernent simplement les ope´rations
faites pour la construction de la 6e`me liste du tableau fermeture.
On peut remarquer que le fait d’utiliser la matrice affectation ordonne´e pour
constuire le tableau fermeture et le tableau ouverture fait e´voluer les temps de cal-
cul diffe´remment en fonction de la taille des instances, mais e´galement en fonction
des caracte´ristiques des couˆts d’installation par rapport aux couˆts d’affectation. En
effet, plus le nombre de sites ouverts est petit dans une solution, plus il est ne´cessaire
d’aller loin dans les colonnes de la matrice affectation ordonne´e pour trouver les sites
qui servent les clients et ceux qui doivent les remplacer s’ils ferment puisqu’il y a
moins de sites ouverts dans chaque colonne. Par conse´quent, plus le nombre de sites
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tableau clients tableau fermeture
Client 1 2 3 4 5 6





3 1, . 2, . 3, . 4,.
4
5
→ 6 5, . 6, .
⇓












1 2 3 4 5 6
0,1 0,2 *0,3 0,4 0,5 *0,6
1,2 1,1 1,4 *1,3 2,4 2,5
*3,3 *2,3 2,2 2,5 *2,6 3,4
4,4 3,4 3,1 3,2 3,3 4,3
5,5 4,5 3,5 3,6 4,2 6,2
7,6 6,6 4,6 4,1 5,1 7,1
? ?
Figure 3.6 Exemple de remise a` jour d’un tableau fermeture
ouverts est petit, plus les constructions et remises a` jour des outils vues ci-dessus
voient leur temps augmenter, ce qui engendre ainsi une augmentation du temps de
calcul total. Cette augmentation peut eˆtre tre`s importante dans certains cas comme
par exemple lorsque les couˆts d’installation sont tre`s grands comparativement aux
couˆts d’affectation.
Algorithme d’e´valuation du voisinage
Avec le calcul incre´mental et l’ensemble des outils vus pre´ce´demment, la proce´dure
d’e´valuation du voisinage d’une solution s peut-eˆtre mode´lise´e selon le pseudo-code
de l’algorithme 3.
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3 - Algorithme d’e´valuation d’un voisinage
INITIALISATION
1 : min := +∞ et solution s.
E´VALUATION DES MOUVEMENTS









ces′,jj − cpj si yp = 1
3 : et z(s′) := z(s) + ∆z ;
4 : Si (z(s′) < min et s′ /∈ T ) ou z(s′) < z(s∗) alors pmin := p et min := z(s′)
5 : Fin pour
MEILLEUR MOUVEMENT
6 : Retourner pmin
Les notations de cet algorithme sont les suivantes :
T est la liste taboue ;
s est la solution dont on veut e´valuer le voisinage ;
s′ est la solution obtenue apre`s application sur la solution s du
mouvement p ;
min est une variable pour retenir la valeur du meilleur mouvement trouve´
depuis le de´but de l’e´valuation du voisinage de la solution s
pmin est le meilleur mouvement trouve´ depuis le de´but de la proce´dure
d’e´valuation du voisinage (c’est aussi le nume´ro du site correspondant
a` ce meilleur mouvement) ;
s∗ est la meilleure solution trouve´e depuis le de´but de la recherche tabou ;
Fs,p est l’ensemble des clients re´affecte´s dans la solution s si le mouvement
sur le site p est fait ;
es,j est l’entrepoˆt (ou site) auquel le client j est affecte´ dans la solution s.
La ligne 2 calcule l’e´cart ∆z des mouvements. Si yp = 0, c’est-a`-dire que le mou-
vement p est une ouverture, l’ensemble Fs,p est la liste contenue dans la p
e`me case du
tableau ouverture qui contient la liste des clients j re´affecte´s si le mouvement p est
effectue´. Les sites es,j correspondants sont obtenus directement avec le tableau clients.
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Si yi = 1, c’est-a`-dire que le mouvement p est une fermeture, l’ensemble Fs,p est la
liste obtenue en prenant l’attribut N˚ client de chaque objet contenu dans la liste
situe´e dans la pe`me case du tableau fermeture. Les sites es′,j sont obtenus en pren-
nant l’attribut N˚ site remplacement correspondant de ces meˆmes objets. La ligne 3,
quand a` elle, permet de retrouver la valeur de la fonction objectif z pour la solution
s′ engendre´e par le mouvement p sur la solution s. Enfin, la ligne 4 sert a` retenir le
mouvement p si celui-ci est meilleur et qu’il respecte le crite`re tabou ou s’il est sujet
au crite`re d’aspiration. Le meilleur mouvement pmin est ensuite retourne´ a` la ligne 6.
Pour terminer une ite´ration de recherche tabou, apre`s avoir e´value´ le voisinage et
obtenu le meilleur mouvement pmin selon l’algorithme 3, la mise a` jour des solutions
s et s∗ ainsi que celle des outils sont initie´es. A` la fin, une nouvelle ite´ration peut eˆtre
commence´e et ainsi de suite jusqu’a` ce que le nombre d’ite´rations NbrIt soit atteint.
Cela termine ainsi la recherche tabou.
On peut remarquer que lorsque plusieurs “meilleurs mouvements” sont e´gaux lors
de l’exe´cution de l’algorithme 3, le premier trouve´ est choisi. En effet, nous avons
essaye´ de mettre en me´moire l’ensemble des meilleurs mouvements trouve´s lors de
l’e´valuation d’un voisinage et de faire le choix ale´atoirement, mais cela augmentait de
manie`re non ne´gligeable les temps de calcul tout en ayant tre`s peu d’impact sur la
solution finale. Cette recherche tabou est donc totalement de´terministe, ce qui n’est
pas de´rangeant pour ce que l’on veut en faire.
Complexite´ re´visite´e
Graˆce a` ce calcul incre´mental, la complexite´ globale de la recherche tabou devient
re´duite. En effet, l’algorithme d’e´valuation du voisinage a une complexite´ de l’ordre
de O(nm), sachant qu’en pratique, avec le syste`me de tableaux de liste, on n’est cense´
traiter nettement moins que m clients et n sites puisque l’on ne traite que ce qui est
modifie´. Pour estimer la complexite´ globale de cette me´thode, il faut tenir compte de
la mise a` jour de tous les outils vus pre´ce´demment et de leur parcours. On a donc :
– le tableau clients qui est remis a` jour en O(m) a` chaque ite´ration de recherche
tabou,
– le tableau ouverture qui est remis a` jour en O(nm) a` chaque ite´ration de re-
cherche tabou,
– le tableau fermeture qui est e´galement remis a` jour en O(nm) a` chaque ite´ration
de recherche tabou,
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– la matrice affectation ordonne´e qui est construite puis trie´e une seule fois au
de´but de la recherche tabou avec un tri qui se fait en O(n log(n)),
– le parcours du tableau ouverture et du tableau fermeture qui se fait en O(nm)
et qui est fait a` chaque chaque ite´ration de recherche tabou.
Ainsi, la complexite´ globale de la recherche tabou propose´e avec le calcul incre´mental
est en O(NbrIt nm) ce qui re´duit d’un facteur n la complexite´ en O(NbrIt n2m) d’une
recherche tabou e´valuant les e´le´ments du voisinage selon la me´thode vue a` la page
32.
Taille de la liste tabou
Pour des raisons d’efficacite´, nous avons pris soin d’adopter une taille de liste
taboue variable, qui e´volue pendant la recherche. L’e´volution se fait dans un intervalle
[a, b] de la manie`re suivante : la liste commence avec une taille initiale a, et si la
recherche tabou n’a pas ame´liore´ la meilleure solution trouve´e s∗ pendant un nombre
K d’ite´rations, sa taille est augmente´e de 1. Quand celle-ci atteint la taille b, elle est
remise a` sa taille initiale a. A` chaque ame´lioration de la meilleure solution s∗, la taille
de la liste est remise a` sa taille initiale a afin d’explorer plus profonde´ment la re´gion
de l’espace des solutions. Cela permet d’intensifier la recherche autour de la solution
trouve´e. En faisant cela, nous avons constate´ un gain d’efficacite´ assez important.
Structure permettant de faire varier la fonction d’e´valuation
Toujours pour gagner en performance, nous avons ajoute´ a` cette recherche tabou
une structure permettant de faire varier la fonction d’e´valuation z. En effet, pour favo-
riser la diversification, selon la fonction d’e´valuation active, les e´le´ments du voisinage
vont voir leur valeur changer. Nous avons mis en place trois fonctions d’e´valuation
diffe´rentes :
– la fonction z1 qui est la fonction d’e´valuation classique : la valeur des mou-
vements est l’e´cart ∆z entre la valeur de la solution s et la valeur de la so-
lution s′ de´coulant du mouvement, additionne´ a` la valeur de la solution s :
z1(s
′) = z(s) + ∆z ;
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– le fonction d’e´valuation z2, un peu diffe´rente de la pre´ce´dente, e´value les e´le´ments




z(s) + (∆z − fi)/1000 + 100 fi si le mouvement sur le
site i est une ouverture
z(s) + (∆z + fi)/1000− 100 fi si le mouvement sur le
site i est une fermeture ;





z(s) + ∆z − fi si le mouvement est l’ouverture du site i
z(s) + ∆z + fi si le mouvement est la fermeture du site i.
Les fonctions d’e´valuation z2 et z3 sont utiles en particulier pour les instances
posse´dant des couˆts d’installation fi tre`s grands par rapport aux couˆts d’affectation
cij, ou quand la densite´ δ de la matrice d’affectation est faible. En effet, dans ces cas,
la fonction z2 permet de se concentrer sur les couˆts d’installation plutoˆt que sur le
couˆt total puisque l’e´cart sur les couˆts d’affectation ∆z − fi est divise´ par 1000 et
l’e´cart sur le couˆts d’installation est multiplie´ par 100. La fonction d’e´valuation z3
permet au contraire de se concentrer sur les couˆts d’affectation puisque l’effet du couˆt
d’implantantion du mouvement est annule´.
Lors de l’exe´cution de la recherche tabou, 25 ite´rations utilisant z2 suivies de 25
ite´rations utilisant z3 sont effectue´es toutes les 300 ite´rations utilisant z1. Le nombre
d’ite´rations utilisant z2 et z3 est volontairement faible devant celui utilisant z1 car ces
fonctions d’e´valuation z2 et z3 modifient tre`s rapidement la solution. Par exemple, la
fonction z2 fait ge´ne´ralement choisir des fermetures de sites, donc trop d’ite´rations de
z2 peut aboutir a` fermer l’ensemble des sites de la solution. Ainsi, si on a une propor-
tion trop importante d’ite´rations utilisant z2 et z3, on s’e´loigne trop rapidement de la
solution d’origine, et on perd les informations accumule´es aux cours de la recherche,
ce qui donne lieu a` des solutions de moindre qualite´.
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4 - Recherche tabou imple´mente´e
1 : Calculer une solution intiale s ∈ S avec l’algorithme 1 ;
2 : Poser T := ∅, s∗ := s, t(T ) := a, u := 0, v := 1, w := 0, x := 0 ;
3 : Tant que u < NbrIt faire
4 : De´terminer le meilleur mouvement pmin de N
T (s) avec l’algorithme 3
en prenant z = zv ;
5 : Obtenir s′ en effectuant le mouvement pmin ;
6 : Si z1(s
′) < z1(s∗) alors poser s∗ := s′, t(T ) := a et w := 0 ;
7 : Poser s := s′ et mettre a` jour T ;
8 : Si w = K alors
9 : Si t(T ) = b alors poser t(T ) := a et w := 0 ;
10 : Sinon poser t(T ) := t(T ) + 1 et w := 0 ;
11 : Fin si
12 : Poser v =

1 si x ∈ [0, 300[
2 si x ∈ [300, 325[
3 si x ∈ [325, 350[
13 : Si x = 350 alors poser x := 0 ;
14 : Sinon poser x := x+ 1 ;
15 : Poser u := u+ 1 ;
16 : Fin tant que
17 : Retourner s∗.
La recherche tabou telle que nous l’avons imple´mente´e suit ainsi le nouvel algo-
rithme 4, ou` T est la liste taboue ;
NT (s) = {s′ ∈ N(s) tel que s′ /∈ T ou z(s′) < z(s∗)} ;
s est la solution courante ;
s′ est une solution du voisinage NT (s) ;
s∗ est la meilleure solution trouve´e ;
t : T 7→ t(T ) est la fonction qui associe a` une liste taboue T
sa taille t(T ).
Dans cet algorithme 4, la ligne 2 est l’e´tape d’initialisation, les lignes 4 a` 7 effec-
tuent les ite´rations de recherche tabou avec la fonction d’e´valuation et la taille de la
liste taboue spe´cifie´e, les lignes 8 a` 11 servent a` remettre a` jour la taille de la liste
tabou t(T ), et enfin, les lignes 12 a` 14 remettent a` jour le nume´ro v de la fonction
d’e´valuation zv qui sera utilise´e dans l’ite´ration suivante.
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On pourra remarquer que la liste taboue n’est pas remise a` sa taille initiale lors
d’un changement de fonction d’e´valuation : en effet, nous avons essaye´ les deux possibi-
lite´s, et les tests nous ont montre´ que la conservation de la liste taboue lors du passage
d’une fonction d’e´valuation a` l’autre permettait d’obtenir de meilleurs re´sultats.
Enfin, avant de passer a` la section suivante, nous pre´ciserons que le nombre
d’ite´rations fait avec chaque fonction d’e´valuation et les coefficients 1/1000 et 100
utilise´s dans la fonction d’e´valuation z2 sont des parame`tres que nous avons direc-
tement fixe´s pour e´viter d’alourdir le me´moire avec des notations supple´mentaires.
En effet, les essais que nous avons effectue´s au pre´alable ont montre´ que ces valeurs
fonctionnent bien pour l’ensemble des tests re´alise´s dans le cadre de ce me´moire.
3.2 Re´sultats
3.2.1 Pre´sentation des instances
Afin de pre´ciser si l’algorithme glouton et la recherche tabou sont suffisamment
efficaces et rapides pour obtenir des re´sultats concluants, il est ne´cessaire de faire un
certain nombre de tests. Ces tests permettent d’une part d’appre´cier l’efficacite´ du
programme, mais surtout d’analyser son comportement selon diffe´rents types d’ins-
tances du proble`me LESC. Tous les tests ont e´te´ re´alise´s sur un PC Dell Studio muni
d’un processeur Intel(R) Core(TM) Quad CPU Q9550 a` 2,83 GHz et de 3,9 Go de
me´moire RAM, le tout fonctionnant sous le syste`me d’exploitation Linux openSUZE
11.1 (x86 64) KDE 4.1.3 “realease 4.9”. Le langage de programmation JAVA a e´te´
utilise´ pour la programmation de la me´taheuristique.
Les instances utilise´es sont des instances trouve´es dans une bibliothe`que d’ins-
tances pour le proble`me LESC propose´e par Hoefer (2004) de l’institut d’informatique
Max Planck (Allemagne). Plusieurs familles d’instances sont disponibles et consti-
tuent la base de nos tests. Nous avons utilise´ les familles suivantes :
– Euclidienne : l’ensemble des clients est le meˆme que l’ensemble des sites (n =
m). Dans un carre´ imaginaire de 7 000 unite´s de coˆte´, n points sont place´s
ale´atoirement. Chaque point est a` la fois un client et un site ; les couˆts d’af-
fectation sont les distances euclidiennes entre chacun des points. La matrice
d’affectation est donc syme´trique, sa diagonale est nulle et l’ine´galite´ triangu-
laire est toujours respecte´e. Les couˆts d’installation sont e´gaux a` 3000 pour
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chaque site. Les instances sont de taille (100 × 100) et sont toutes re´solues a`
l’optimalite´.
– Galva˜o-Raggi : les ensembles des sites et des clients sont les meˆmes (n = m). Les
couˆts d’installation sont choisis ale´atoirement selon une loi normale de moyenne
µ et d’e´cart-type σ. Les couˆts d’affectation sont pris de manie`re a` ce que le
proble`me repre´sente un graphe biparti (l’ensemble 1 est l’ensemble des sites et
l’ensemble 2 est l’ensemble des clients) dont la densite´ d des areˆtes est variable
selon les instances. Cette densite´ d, diffe´rente de la densite´ δ que nous avons
de´finie dans le chapitre pre´ce´dent, est calcule´e de la manie`re suivante :
d = N(G(V,E))/N(Kn)
ou` N(G(V,E)) est le nombre d’areˆtes dans le graphe G(V,E) et N(Kn) le
nombre d’areˆtes dans le graphe complet correspondant. Les couˆts sur les areˆtes
sont choisis ale´atoirement selon une loi uniforme sur un intervalle choisi ([1, n]
en ge´ne´ral). La matrice d’affectation est donc une matrice dont les valeurs ci,j
repre´sentent en fait la valeur du plus court chemin du site i au client j. Lorsqu’il
n’existe pas de chemin entre le site i et le client j, la valeur est e´gale a` +∞
(c’est-a`-dire un nombre tre`s grand par rapport aux autres couˆts d’affectation
et aux couˆts d’installation). La matrice est non syme´trique et sa diagonale est
non nulle. Dans les instances, il existe des sites ayant un couˆt d’installation
nul pour symboliser le fait que ces sites sont de´ja` ouverts. Cela permet de
simuler des cas ou` par exemple on aurait un re´seau d’usines de´ja` ouvertes et ou`
l’on aimerait savoir quels sites devraient eˆtre affecte´s a` quels nouveaux clients
et quels nouveaux sites il serait inte´ressant d’installer. Les instances sont de
taille moyenne a` grande (entre 50 × 50 et 200 × 200) et sont toutes re´solues a`
l’optimalite´.
– Koerkel-Ghosh syme´trique : n = m mais les ensembles des sites et des clients
sont diffe´rents. Les couˆts d’installation et les couˆts d’affectation sont choisis
ale´atoirement selon une loi uniforme sur un certain intervalle. La matrice d’af-
fectation est syme´trique mais sa diagonale est non nulle. Les instances donne´es
sont de grande taille : entre 250 × 250 et 750 × 750. Une seule instance de
taille 250 × 250 est re´solue a` l’optimalite´. Pour les autres instances, seules des
solutions faisant office de borne sont donne´es.
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– Koerkel-Ghosh asyme´trique : idem a` la famille Koerkel-Ghosh syme´trique sauf
que la matrice d’affectation n’est pas syme´trique. Comme pre´ce´demment, les
instances donne´es sont de grande taille : entre 250 × 250 et 750 × 750, et une
seule instance de taille 250 × 250 est re´solue a` l’optimalite´. Pour les autres
instances, seules des bornes sont donne´es.
– Uniforme : n = m mais les ensembles des sites et des clients sont diffe´rents. Les
couˆts d’installation sont les meˆmes pour tous les sites et les couˆts d’affectation
sont choisis ale´atoirement selon une loi uniforme sur un certain intervalle. La
matrice d’affectation n’est pas syme´trique et posse`de une diagonale non nulle.
Les instances sont de taille moyenne (100× 100) et sont toutes re´solues a` l’op-
timalite´.
– Grand saut de dualite´ : n = m mais les ensembles des sites et des clients sont
diffe´rents. Les couˆts d’installation des sites sont les meˆmes pour tous les sites.
Les couˆts d’affectation sont soit tre`s grands (suffisamment grands pour repre´-
senter l’infini), soit tre`s petit (compris entre 0 et 4). La matrice contient donc
majoritairement des termes tre`s grands et quelques termes tre`s petits. Cela cre´e
de grands “sauts de dualite´”, ce qui rend difficile le de´roulement de l’algorithme
d’e´valuation et se´paration d’apre`s Kochetov et Ivanenko (2003). Ces instances
de taille 100 × 100 sont re´pertorie´es en trois familles : la classe A qui posse`de
10 petits couˆts par client (c’est-a`-dire 10 petits couˆts par colonne de la matrice
d’affectation), la classe B qui posse`de 10 petits couˆts par site (c’est-a`-dire 10
petits couˆts par ligne de la matrice d’affectation) et la classe C qui posse`de 10
petits couˆts par client et par site (c’est-a`-dire 10 petits couˆts par colonne et par
ligne de la matrice d’affectation). La matrice d’affectation est non syme´trique
et sa diagonale non nulle. Les instances sont de taille moyenne (100 × 100) et
sont toutes re´solues a` l’optimalite´.
Pour chacune des instances de ces familles, une solution est disponible. Pour
une partie d’entre elles, l’optimalite´ est garantie, et pour d’autres, elle ne l’est pas.
Ces instances et leurs solutions nous permettront ainsi d’e´valuer l’efficacite´ de notre
me´taheuristique.
On peut remarquer que, pour chacune des familles d’instances teste´es, on a n = m.
Il semble que ce format soit devenu une tendance dans les bibliothe`ques d’instances.
Dans la bibliothe`que d’instances utilise´e, seules quelques instances sont de format
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n 6= m, cependant, leurs tailles trop petites les rendent peu inte´ressantes (n ≤ 50 et
m ≤ 100). Nous les avons donc volontairement mises de coˆte´.
3.2.2 Parame`tres de la recherche tabou
Pour les tests de la sous-section suivante, les parame`tres de la recherche tabou ont




15 pour les instances “Grand saut de dualite´”
25 pour les autres instances
K = 600
NbrIt = 100000.
Le changement du parame`tre b pour les instances “Grand saut de dualite´” permet
d’intensifier la diversification. En effet, ces instances ont des caracte´ristiques telles que
l’accroissement de la diversification produit une ame´lioration non ne´gligeable dans les
valeurs des solutions. Ces caracte´ristiques seront discute´es plus en de´tail a` la fin de
la section.
En ce qui concerne le nombre d’ite´rations NbrIt choisi e´gale a` 100000, cela consti-
tue un bon compromis entre qualite´ des solutions et temps de calcul. Il est e´vident que
si ce nombre est augmente´, certaines instances peuvent voir leur solution s’ame´liorer.
3.2.3 Re´sultats
Nous donnons dans les tableaux 3.4 et 3.5 les re´sultats trouve´s lors de nos tests.




ou` z∗ est la valeur de la solution trouve´e ;
zUFLlib est la valeur de la solution donne´e par la librairie UFLlib.
ε¯ est la moyenne des erreurs ε sur l’ensemble des instances de la famille conside´re´e.
Dans les tableaux 3.4 et 3.5, seule cette erreur moyenne est donne´e.
53
Famille Nb inst. n×m ε¯Glouton σ Tps (s)
Euclidienne 30 100× 100 4,455% 1,441% < 0, 1
Galva˜o-Raggi 10 50× 50 1,266% 1,432% < 0, 1
Galva˜o-Raggi 10 70× 70 1,148% 1,589% < 0, 1
Galva˜o-Raggi 10 100× 100 1,080% 1,300% < 0, 1
Galva˜o-Raggi 10 150× 150 0,164% 0,350% < 0, 1
Galva˜o-Raggi 10 200× 200 0,984% 0,903% < 0, 1
Koerkel-Ghosh sym A 5 250× 250 0,220% 0,061% < 0, 1
Koerkel-Ghosh sym B 5 250× 250 0,528% 0,125% < 0, 1
Koerkel-Ghosh sym C 5 250× 250 0,344% 0,255% < 0, 1
Koerkel-Ghosh sym A 5 500× 500 0,207% 0,039% < 0, 1
Koerkel-Ghosh sym B 5 500× 500 0,589% 0,270% < 0, 1
Koerkel-Ghosh sym C 5 500× 500 0,407% 0,306% < 0, 1
Koerkel-Ghosh sym A 5 750× 750 0,188% 0,027% < 0, 1
Koerkel-Ghosh sym B 5 750× 750 0,513% 0,185% < 0, 1
Koerkel-Ghosh sym C 5 750× 750 0,443% 0,303% < 0, 1
Koerkel-Ghosh asym A 5 250× 250 0,209% 0,014% < 0, 1
Koerkel-Ghosh asym B 5 250× 250 0,662% 0,325% < 0, 1
Koerkel-Ghosh asym C 5 250× 250 0,491% 0,549% < 0, 1
Koerkel-Ghosh asym A 5 500× 500 0,189% 0,053% < 0, 1
Koerkel-Ghosh asym B 5 500× 500 0,521% 0,242% < 0, 1
Koerkel-Ghosh asym C 5 500× 500 0,187% 0,164% < 0, 1
Koerkel-Ghosh asym A 5 750× 750 0,171% 0,040% < 0, 1
Koerkel-Ghosh asym B 5 750× 750 0,453% 0,083% < 0, 1
Koerkel-Ghosh asym C 5 750× 750 0,363% 0,174% < 0, 1
Uniforme 30 100× 100 6,052% 2,499% < 0, 1
G. S. Dualite´ A 30 100× 100 9,335% 4,734% < 0, 1
G. S. Dualite´ B 30 100× 100 18,887% 6,672% < 0, 1
G. S. Dualite´ C 30 100× 100 12,820% 4,720% < 0, 1
Tableau 3.4 Re´sultats de l’algorithme glouton
54
Famille Nb inst. n×m ε¯Tabou σ Tps (s)
Euclidienne 30 100× 100 0,371% 0,228% 3,9
Galva˜o-Raggi 10 50× 50 0,000% 0,000% 1,2
Galva˜o-Raggi 10 70× 70 0,000% 0,000% 1,6
Galva˜o-Raggi 10 100× 100 0,000% 0,000% 2,2
Galva˜o-Raggi 10 150× 150 0,015% 0,049% 3,1
Galva˜o-Raggi 10 200× 200 0,020% 0,041% 4,8
Koerkel-Ghosh sym A 5 250× 250 -0,007% 0,007% 11,0
Koerkel-Ghosh sym B 5 250× 250 -0,003% 0,007% 26,0
Koerkel-Ghosh sym C 5 250× 250 0,000% 0,000% 59,9
Koerkel-Ghosh sym A 5 500× 500 -0,008% 0,005% 29,7
Koerkel-Ghosh sym B 5 500× 500 -0,006% 0,013% 85,1
Koerkel-Ghosh sym C 5 500× 500 0,000% 0,000% 288,6
Koerkel-Ghosh sym A 5 750× 750 -0,010% 0,004% 54,2
Koerkel-Ghosh sym B 5 750× 750 -0,007% 0,005% 204,4
Koerkel-Ghosh sym C 5 750× 750 0,000% 0,000% 1039,8
Koerkel-Ghosh asym A 5 250× 250 -0,007% 0,007% 10,8
Koerkel-Ghosh asym B 5 250× 250 0,000% 0,000% 25,6
Koerkel-Ghosh asym C 5 250× 250 0,000% 0,000% 60,2
Koerkel-Ghosh asym A 5 500× 500 -0,002% 0,004% 30,0
Koerkel-Ghosh asym B 5 500× 500 -0,001% 0,002% 82,9
Koerkel-Ghosh asym C 5 500× 500 0,000% 0,000% 289,5
Koerkel-Ghosh asym A 5 750× 750 -0,002% 0,004% 55,4
Koerkel-Ghosh asym B 5 750× 750 -0,001% 0,001% 208,1
Koerkel-Ghosh asym C 5 750× 750 -0,018% 0,029% 1058,3
Uniforme 30 100× 100 0,000% 0,000% 4,1
G. S. Dualite´ A 30 100× 100 3,575% 4,132% 3,7
G. S. Dualite´ B 30 100× 100 6,661% 4,708% 3,5
G. S. Dualite´ C 30 100× 100 4,535% 3,924% 3,7
Tableau 3.5 Re´sultats de la recherche tabou
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On pourra remarquer que pour certaines familles d’instances, la valeur de l’er-
reur moyenne ε¯ est ne´gative. Ce cas arrive lorsque les solutions donne´es par la li-
brairie UFLlib ne sont pas optimales et que notre me´taheuristique aboutit a` de
meilleures bornes. D’autre part, les tableaux 3.4 et 3.5 ont e´galement une colonne
σ qui repre´sente l’e´cart-type sur l’ensemble des instances de la famille conside´re´e,
ainsi qu’une colonne Tps qui donne la moyenne des temps de calcul, et une colonne
Nb inst. qui spe´cifie le nombre d’instances contenu dans la famille. Les re´sultats pour
l’algorithme glouton sont pre´sente´s dans le tableau 3.4 alors que ceux pour la recherche
tabou sont pre´sente´s dans le tableau 3.5.
L’algorithme glouton donne des re´sultats assez variables avec des erreurs moyennes
allant de 0,1% a` 18,9% par rapport aux valeurs des solutions de la librairie UFLlib.
L’erreur maximale de 34,5% est obtenue pour une instance de la classe G. S. Dualite´
B. Les temps de calcul sont tre`s rapides mais la moyenne des erreurs est relativement
e´leve´e avec une moyenne des moyennes ε¯Glouton a` 2,25%.
Quant a` la recherche tabou, elle semble performante de manie`re ge´ne´rale, avec une
moyenne des moyennes des erreurs ε¯Tabou a` 0,54%. Pour certaines familles d’instances,
elle s’ave`re particulie`rement efficace puisqu’elle arrive a` donner de meilleures bornes
que ce que donne la librairie UFLlib. C’est le cas pour la majeure partie des instances
de type Koerkel-Ghosh syme´trique et Koerkel-Ghosh asyme´trique. Seules les instances
de type Grand saut de dualite´ de´bouchent sur des erreurs assez importantes. Nous en
reparlerons dans la sous-section suivante.
Pour les temps de calcul, ils sont plutoˆt faibles pour les instances de petite taille
(100 × 100) et augmentent e´videmment avec la taille des instances traite´es. Nous
pouvons observer, sur les instances Koerkel-Ghosh syme´triques et asyme´triques, l’ef-
fet dont nous avions parle´ dans la section pre´ce´dente, a` savoir que quand les couˆts
d’installation augmentent par rapport aux couˆts d’affectation, le temps de calcul aug-
mente. C’est la raison pour laquelle les temps de calcul de la cate´gorie A sont toujours
plus e´leve´s que ceux de la cate´gorie B et ceux de la cate´gorie B plus e´leve´s que ceux
de la cate´gorie C bien que la taille des instances soit la meˆme.
3.2.4 Cas particulier des instances Grand saut de dualite´
Comme on peut le voir dans les tableaux de la sous-section pre´ce´dente, les ins-
tances Grand saut de dualite´ ont des erreurs moyennes bien plus importantes que les
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autres familles d’instances (moyennes des erreurs ε¯Tabou variant entre 3,57% et 6,67%
pour les instances Grand saut de dualite´ contre −0, 01% et 0,38% pour les autres
familles d’instances). Il faut cependant souligner un point important : les couˆts d’ins-
tallation sont tellement grands comparativement aux couˆts d’affectation (ceux qui ne
sont pas “infinis”) et le nombre de sites d’affectation possibles pour chaque client est
tellement faible (de l’ordre de 1/10 a` cause de la densite´ δ = 10%) que le proble`me
change le´ge`rement de philosophie. Le but devient finalement de trouver la configura-
tion permettant de servir tous les clients en ouvrant le moins de sites possibles.
Ainsi, en ce qui concerne l’erreur ε, comme les couˆts d’installation sont tous e´gaux,
chaque site ouvert en moins diminue la valeur de la solution trouve´e d’un coefficient
a` peu pre`s e´gal a` 1/NbSiteOuvopt ou` NbSiteOuvopt est le nombre de sites ouverts dans
la solution optimale. Par exemple, si la solution optimale d’une instance a 14 sites
ouverts comme c’est souvent le cas, chaque site supple´mentaire dans une solution
ame`ne a` 1/14 ≈ 7% de couˆts d’installation en plus, c’est-a`-dire une augmentation de
l’ordre de 7% du couˆt total (puisque les couˆts d’installation sont tre`s faibles). On a
donc la formule suivante, ou` zopt repre´sente la valeur de la solution optimale :
ε ≈
(zopt + zopt/NbSiteOuvopt)− zopt
zopt
≈ 1/NbSiteOuvopt = 1/14 ≈ 7%.
Par conse´quent, comme les solutions avec le nombre optimal de sites ouverts
et n’utilisant pas de couˆts d’affectation “infinis” sont tre`s peu nombreuses, si la
me´taheuristique n’en trouve pas, la solution se retrouve ne´cessairement avec une er-
reur de l’ordre de 1/NbSiteOuvopt ou plus. Cela explique pourquoi la recherche tabou
a des erreurs moyennes de quelques pourcents : soit elle trouve la solution optimale ou
extreˆmement proche (erreur εTabou ≤ 0, 1%), soit elle trouve une solution a` un ou deux
sites de plus et donc son erreur est propulse´e a` 1/NbSiteOuvopt ou 2/NbSiteOuvopt par
rapport a` la solution optimale.
D’ailleurs, ces carate´ristiques donnent lieu a` des espaces de solution tre`s “sac-
cade´s” avec des “puits d’attraction” tre`s profonds et tre`s e´troits, ce qui rend les
choses difficiles pour une me´taheuristique comme la recherche tabou qui a du mal a`
trouver les bons puits d’attraction et a` en sortir quand ils ne sont pas prometteurs.
C’est d’ailleurs pour cette raison que nous avons mis en place la structure permet-
tant de faire varier la fonction d’e´valuation z. En effet, elle permet de favoriser la
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diversification de la solution graˆce aux fonctions d’e´valuation z2 et z3, en particulier
lorsque la recherche tabou a du mal a` remonter d’un minimum local. Ces deux fonc-
tions d’e´valuation supple´mentaires nous ont permis de diviser l’erreur ε¯Tabou pour les
instances Grand saut de dualite´ d’un facteur 2 approximativement par rapport a` la




IPS est une me´thode de re´solution de programmation line´aire actuellement en
de´veloppement au GERAD, un laboratoire universitaire commun a` l’E´cole Polytech-
nique de Montre´al, HEC Montre´al, l’Universite´ du Que´bec a` Montre´al et l’Universite´
McGill (Canada).
Cette me´thode ame´liore l’algorithme du simplexe primal en re´duisant l’impact
de la de´ge´nerescence graˆce a` l’utilisation du principe d’agre´gation et de´sagre´gation
de contraintes qui permet de transformer la re´solution du proble`me global en une
succession de re´solution de proble`mes plus petits et donc plus faciles et plus rapides a`
re´soudre. Comme le proble`me LESC engendre beaucoup de de´ge´nerescence, on veut
voir si IPS peut eˆtre efficace pour re´soudre la relaxation line´aire de ce proble`me en
comparaison a` l’algorithme du simplexe primal. Si c’est le cas, IPS sera imbrique´ dans
un algorithme d’e´valuation et se´paration pour observer ce que donne la re´solution en
nombres entiers. Cela n’a encore jamais e´te´ fait.
Nous de´crivons le fonctionnement d’IPS dans la premie`re section afin de mieux
comprendre les diffe´rents tests re´alise´s sur la relaxation line´aire dans la section sui-
vante. Dans la troisie`me section, les re´sultats sur la re´solution en nombres entiers sont
expose´s et discute´s. Enfin, pour terminer, une analyse et des commentaires sont faits
dans la troisie`me et dernie`re section.
4.1 Fonctionnement
4.1.1 Proble`me re´duit
IPS a e´te´ introduit pour la premie`re fois par Elhallaoui et al. (2007) puis repris et
ame´liore´ par Raymond et al. (2010). C’est une me´thode de re´solution de programmes
line´aires fonctionnant sur le meˆme mode`le que l’algorithme du simplexe primal mais
en y apportant un certain nombre d’ame´liorations en vue d’accroˆıtre son efficacite´ la`
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ou` l’algorithme du simplexe primal montre certaines faiblesses notamment lorsque le
programme line´aire traite´ donne lieu a` une de´ge´nerescence importante.
Commenc¸ons par poser les notations de base. Soit PL le programme line´aire sous
forme standard suivant :
(PL) zPL = min
x
cTx (4.1)
sujet a` Ax = b (4.2)
x ≥ 0 (4.3)
ou` x ∈ Rn est le vecteur de variables ;
c ∈ Rn est le vecteur des coefficients des variables dans la fonction
objectif ;
b ∈ Rm est le vecteur des membres de droite des contraintes ;
A ∈ Rm×n est la matrice des coefficients des variables du membre de
gauche des contraintes ;
aij est e´le´ment de A.
De´finissons ensuite une base B ∈ Rm×m forme´e de colonnes line´airement inde´pen-






. Dans x¯, on appelle les m premie`res variables, les variables
de bases, et les n−m dernie`res, les variables hors base. Notons e´galement pi le vecteur
des variables duales associe´es aux contraintes (4.2). On a par de´finition pi = cBB
−1,
ou` cB ∈ Rm est le vecteur obtenu en ne prenant que les coefficients des variables de
base dans c.
Supposons ensuite que la solution est de´ge´ne´re´e et comporte p < m variables de
base positives indice´es de 1 a` p, et m− p variables de base nulles indice´es de p+ 1 a`
m. On a aussi n−m variables hors base e´gales a` 0.






. La sous-matrice QPB est compose´e des p premie`res lignes de
B−1 correspondant aux variables de base positives (x¯j > 0 pour j = 1, ..., p) et sert
a` de´finir les contraintes du proble`me re´duit RPB dont nous reparlerons dans la suite.
La sous-matrice QZB quand a` elle est compose´e des m − p dernie`res lignes de B−1
correspondant aux variables de base nulles (x¯j = 0 pour j = m − p, ...,m) et sert a`
60
choisir les variables qui prendront place dans ce proble`me re´duit. Ces variables seront
les variables dites compatibles avec QZB .
Par de´finition, il est conside´re´ qu’une colonne Aj de la matrice A est dite compa-
tible a` une matrice M si MAj = 0. Elle est dite incompatible si MAj 6= 0. On dit
ainsi par abus du langage que la variable correspondante xj est aussi compatible avec
la matrice M . Cette matrice M est appele´e matrice de compatibilite´.
Avec la de´composition de B−1 en QPB et QZB , on peut remarquer que les variables
de base positives demeurent compatibles avec QZB alors que les variables de base
nulles sont incompatibles avec QZB . On peut expliquer cela de la manie`re suivante : si
B−1i est une ligne de B
−1 et Bj une colonne de B, comme on a B−1B = Im, le produit
de B−1i Bj est e´gale a` 1 si et seulement si i = j, et 0 sinon. Par conse´quent, comme les
variables de base positives correspondent aux colonnes j = 1, ..., p de la base B et que
la matrice QZB est constitue´e des lignes i = p + 1, ...,m de B
−1, on a jamais i = j.
Donc le produit de QZB avec la colonne de B associe´e a` une variable de base positive
est toujours nul ce qui implique la compatibilite´ avec QZB . A` l’inverse, les colonnes
de B correspondant aux variables de base nulles sont les colonnes j = p + 1, ...,m,
donc pour chacune de ces colonnes, il existe toujours une lignes de QZB qui respecte
i = j. Par conse´quent, leur produit avec QZB de´bouche toujours sur un vecteur non
nul ce qui implique l’incompatibilite´ avec QZB .
D’autre part, on peut aussi remarquer qu’une colonne Aj de la matrice A est
compatible avec QZB si et seulement si elle est line´airement de´pendante avec les p
premie`res colonnes Al de la base B, ou` l = 1, ..., p (Al = Bl pour reprendre les
notations du paragraphe pre´ce´dent). En effet :
Aj est de´pendante des colonnes A1, ..., Ap
⇒ ∃(α1, ..., αp) ∈ Rp tels que Aj = α1A1 + ...+ αpAp
⇒ QZBAj = α1QZBA1 + ...+ αpQZBAp
⇒ QZBAj = 0 puisque A1, ..., Ap sont des
colonnes compatibles avec QZB
⇒ Aj est compatible avec QZB
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Dans l’autre sens, on a :
Aj est compatible avec QZB





































puisque ∀ l ∈ 1, ..., p, Al est compatible avec QZB
Par conse´quent, si B−1Aj 6= 0, alors ∃ (α1, ... , αp) ∈ Rp tel que :
B−1(α1A1 + ...+ αpAp) = B−1Aj ⇒ BB−1(α1A1 + ...+ αpAp) = BB−1Aj
⇒ α1A1 + ...+ αpAp = Aj donc Aj est de´pendante des colonnes A1, ..., Ap.
Afin d’aboutir au proble`me re´duit, ajoutons encore les notations suivantes :
xCB le vecteur des variables compatibles (avec QZB) ;
cCB son vecteur couˆt associe´ ;
xIB le vecteur des variables incompatibles (avec QZB) ;
cIB son vecteur couˆt associe´ ;
ACB la sous-matrice de A telle que ses colonnes sont
compatibles avec QZB ;
AIB la sous-matrice de A telle que ses colonnes sont
incompatibles avec QZB ;
ACB et AIB sont deux matrices telles que A = (ACB AIB).
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On peut ainsi tranformer les contraintes (4.2) de la manie`re suivante :
























QPBACBxCB +QPBAIBxIB = QPBb
QZBACBxCB +QZBAIBxIB = QZBb
Comme les colonnes de ACB sont compatibles avec QZB , on a QZBACB = 0. De
plus comme x¯j = 0 pour j = p+ 1, ...,m puisque les variables de la solution x¯ ont e´te´
trie´es pre´ce´demment pour que seules les p premie`res variables (qui sont de base) soient
non nulles, on a x¯j = B
−1
j b = 0 si j = p+1, ...,m. Or comme les lignes j = p+1, ...,m
de B−1 repre´sentent QZB , on a QZBb = 0. PL devient donc e´quivalent a` :






sujet a` QPBACBxCB +QPBAIBxIB = QPBb (4.5)
QZBACBxCB = 0 (4.6)
xCB , xIB ≥ 0 . (4.7)
On peut ainsi de´finir le proble`me re´duit PRB en reprenant le proble`me PL ci-
dessus et en lui enlevant les membres correspondant aux variables incompatibles ainsi






sujet a` QPBACBxCB = QPBb (4.9)
xCB ≥ 0 . (4.10)
En fait, ACB est construite en prenant les colonnes compatibles de B (c’est-a`-
dire les colonnes correspondant aux variables de base positives) ainsi que les autres
colonnes de A qui sont compatibles avec QZB (c’est-a`-dire les colonnes qui sont
line´airement de´pendantes des p premie`res colonnes de B). Quand aux colonnes cor-
respondant aux variables de base nulles, elles sont incorpore´es a` AIB puisqu’elles sont
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incompatibles comme il a e´te´ vu pre´ce´demment. Ainsi, le proble`me re´duit PRB n’im-
plique que des variables compatibles, c’est-a`-dire uniquement les variables qui peuvent
eˆtre manipule´es dans PRB sans que les autres contraintes du proble`me (c’est-a`-dire
les contraintes (4.6)) soient viole´es. En fait, tant que ces variables respectent les
contraintes de PRB, elles respecteront les contraintes du proble`me ge´ne´ral PL.
Le cheminement pre´ce´dent permettant d’aboutir a` PRB est sche´matise´ dans les
figures 4.1 et 4.2 ou` :





qui repre´sente les valeurs des
variables de base dans la solution courante ;
A¯ est la matrice B−1A ;
+ est un nombre positif ;
Les lignes inde´pendantes sont les p premie`res lignes de A. Les p premiers
termes de chacune de ces lignes forment une base pour PRB ;
Les lignes de´pendantes sont les m− p lignes suivantes de A. Les p premiers
termes de chacune de ces lignes sont de´pendants des p premiers termes des
lignes inde´pendantes.
On pourra remarquer que PRB ne contient que p contraintes lorsque la base B
contient p variables de base positives (ou non de´ge´ne´re´es) et un peu plus de p variables
(les variables compatibles de B ainsi que les autres variables compatibles de A). On
peut donc en de´duire que plus la solution x¯ est de´ge´ne´re´e, plus la taille du proble`me
re´duit PRB sera petite et donc plus il sera facile a` re´soudre.
On pourra aussi noter que si xˆCB est une solution re´alisable pour PRB, il est facile
de la rendre re´alisable pour PL : il suffit de comple´ter le vecteur xˆCB en lui fixant

















































Figure 4.1 Sche´ma d’obtention du proble`me re´duit PRB (de´but)
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0 0 = 0
A¯
... 0 ... ... ...
0 ... 0 = 0
Figure 4.2 Sche´ma d’obtention du proble`me re´duit PRB (fin)
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4.1.2 Conditions d’optimalite´ et proble`me comple´mentaire
Apre`s avoir extrait le proble`me re´duit PRB, il est re´solu a` l’optimalite´ avec l’al-
gorithme du simplexe primal qui fournit une solution optimale x∗CB . Cette solution
est optimale pour PRB mais rien ne garantit qu’elle l’est pour PL puisqu’un certain
nombre de contraintes et de variables ont e´te´ ”oublie´es”. En effet, pour PL, on a










est une solution de base re´alisable.
Ainsi, pour savoir si cette solution est optimale pour PL, il est ne´cessaire de re´soudre
un autre proble`me qui de´coule du the´ore`me des e´carts comple´mentaires : le proble`me
comple´mentaire (PCB). Nous allons expliquer sa construction.




base B∗ ∈ Rp×p est obtenue contenant p∗ variables positives (p∗ ≤ p). Comme
pre´ce´demment, les colonnes correspondant a` ces p∗ variables de base positives sont
place´es en premie`re position dans la matrice A. Posons maintenant les ensembles
d’indices suivants :
PB∗ l’ensemble des indices des p
∗ variables (c’est-a`-dire celles qui sont
positives dans x∗CB) ;
ZB∗ l’ensemble des indices des variables de base nulles (c’est-a`-dire celles
qui sont nulles dans x∗CB).




, ou` la matrice QPB∗ ∈ Rp
∗×p est compose´e des p∗ premie`res lignes de B−1
(c’est-a`-dire celles correspondant aux nouvelles variables de base positives), et ou` la
matrice QZB∗ ∈ R(p−p
∗)×p est compose´e des p− p∗ lignes suivantes (c’est-a`-dire celles
correspondant aux nouvelles variables de base nulles). On a e´galement le fait que les
colonnes Al de A, qui de´pendent line´airement des colonnes Aj tel que j ∈ PB∗ , sont les






ensuite les ensembles d’indices suivants :
CB∗ l’ensemble des indices des colonnes compatibles ;
IB∗ = {1, ..., n} \ CB∗ l’ensemble des indices des variables
incompatibles avec Q˜B∗,B.
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On pourra remarquer que CB∗ ⊆ CB et IB∗ ⊇ IB et que les inclusions sont strictes si
et seulement si p∗ < p (CB et IB repre´sentent les meˆmes ensembles d’indices que CB∗
et IB∗ mais applique´s a` la matrice B introduite dans la sous-section pre´ce´dente).









est une solution optimale de PL si et seulement si il existe
une solution duale pi de PL telle que :
c¯j := cj − piTAj = 0 ∀ j ∈ PB∗ (4.11)
c¯j := cj − piTAj ≥ 0 ∀ j ∈ CB∗ \ PB∗ (4.12)
c¯j := cj − piTAj ≥ 0 ∀ j ∈ IB∗ (4.13)
ou` pi est le vecteur des variables duales ;
c¯j est le couˆt re´duit de la variable xj par rapport a` pi ;
cj est le coefficient de la variable xj dans la fonction objectif ;
Aj est la colonne associe´e a` la variable xj .
Ces conditions reviennent aux conditions traditionnelles utilise´es dans l’algorithme
du simplexe qui disent que l’optimalite´ est atteinte lorsque tous les couˆts re´duits c¯j
sont non ne´gatifs.
On pourra remarquer que si les conditions (4.11) sont respecte´es alors les condi-
tions (4.12) le sont aussi. Les conditions (4.12) sont donc redondantes. Cette redon-
dance a` e´te´ de´montre´e par Elhallaoui et al. (2007).
La re´solution de PRB ne permet donc peut-eˆtre pas d’obtenir une solution opti-
male pour PL mais elle donne les valeurs des variables duales pi∗i pour i = 1, ..., p. Il
reste donc a` savoir s’il existe des valeurs, dans les m − p autres variables duales pii
(ou` i = p+ 1, ...,m), qui respectent les conditions (4.11) et (4.13) ce qui permettrait





est optimale ou non. Pour ve´rifier cela, le proble`me






sujet a` cj − piTAj = 0 ∀ j ∈ PB∗ (4.15)
cj − piTAj ≥ y ∀ j ∈ IB∗ . (4.16)
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On pourra remarquer que ce proble`me est toujours re´alisable mais n’est pas ne´ces-
sairement borne´. Sa re´solution donne cependant des informations inte´ressantes :
– si zPCB∗ < 0 alors les conditions (4.11), (4.12) et (4.13) ne peuvent eˆtre respecte´es
et on peut en de´duire qu’il n’existe pas de base re´alisable contenant les colonnes











optimale pour PL et que zPL < zPRB . Dans ce cas, la solution de PCB∗ fournit
un couˆt re´duit non-ne´gatif pour toutes les variables xj.
– si zPCB∗ ≥ 0 ou PCB∗ non borne´, alors il existe une base re´alisable contenant les












Quand on regarde le proble`me PCB∗ de pre`s, on s’aperc¸oit que sa taille augmente
avec le niveau de de´ge´nerescence de la solution x¯. Il contient en fait p∗ + n − |CB∗|
contraintes et m+ 1 variables (|CB∗| est le nombre de variables qui de´croˆıt quand la
de´ge´ne´rescence augmente).
En pratique, c’est au dual du proble`me comple´mentaire PCB∗ que l’on s’inte´resse
pour la re´solution. Son expression est la suivante :
(DCB∗) min
u,v
−cTPu+ cTI v (4.17)
sujet a` − APu+ AIv = 0 (4.18)
eTv = 1 (4.19)
v ≥ 0 (4.20)
ou` u, v sont les vecteurs des variables duales des contraintes (4.15) et (4.16) ;
eT = (1, ..., 1) ;
cP = (cj)j∈PB∗ ;
cI = (cj)j∈IB∗ ;
AP = (aij)1≤i≤m, j∈PB∗ ;
AI = (aij)1≤i≤m, j∈IB∗ .
Il est possible de simplifier ce proble`me dual DCB∗ pour faciliter sa re´solution
d’apre`s Elhallaoui et al. (2007). Nous allons expliquer rapidement cette simplification.
Comme les p∗ premie`res colonnes de la matrice AP sont line´airement inde´pendantes on
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, ou` AP1 ∈ Rp∗×p∗





. Cela permet, graˆce aux
contraintes (4.18) d’obtenir le syste`me suivant :{
AP1 u = A
I
1v





u = (AP1 )
−1AI1v








(cTI − cTP (AP1 )−1AI1)v (4.21)
sujet a` (AP2 (A
P
1 )
−1AI1 − AI2)v = 0 (4.22)
eTv = 1 (4.23)
v ≥ 0 (4.24)
Dans la me´thode IPS que nous avons utilise´e pour nos tests, c’est ce proble`me
DSB∗ qui est re´solu, et l’algorithme utilise´ pour cette re´solution est celui du simplexe
dual car c’est ce qui est le plus efficace d’apre`s Raymond et al. (2010).
Maintenant, posons v∗ une solution de base optimale de DSB∗ . Graˆce aux con-
traintes (4.18), cette solution permet d’identifier une combinaison convexe de colonnes
incompatibles qui de´pendent line´airement des colonnes correspondant aux variables
de valeur positive (c’est-a`-dire que les colonnes de la combinaison convexe sont les
colonnes correspondant aux composantes vj > 0 du vecteur v
∗). Cette combinaison




vjAj ou` S est l’ensemble des indices des variables vj de v tel que vj > 0.
Par conse´quent, cette combinaison convexe AIv est compatible avec la matrice Q˜B∗,B.
Ensuite, comme les valeurs optimales de PCB∗ et DSB∗ sont e´gales, cette combinaison
convexe de variables minimise aussi le couˆt re´duit maximum par rapport a` toutes les
variables contenant les variables positives xj, j ∈ PB∗ . Il a d’ailleurs e´te´ de´montre´










est optimale si et
70
seulement si il n’y a pas de combinaison convexe de variables qui sont compatibles
avec Q˜B∗,B et qui ont en plus un couˆt re´duit maximum ne´gatif par rapport a` toutes
les bases contenant les variables xj, j ∈ PB∗ . Ils ont aussi de´montre´ que, graˆce a` cela,
la valeur de la fonction objectif de´croˆıt a` chaque ite´ration de l’algorithme IPS et qu’a`
chaque ite´ration, au plus m− p∗ + 1 variables sont ne´cessaires pour faire de´croˆıtre la
valeur de cette fonction objectif.
Des ame´liorations ont e´te´ apporte´es par Raymond et al. (2010) concernant les
parame`tres a` adopter pour re´soudre DSB∗ , le nombre de combinaisons convexes
se´lectionne´es dans DSB∗ et lesquelles se´lectionner. Ils ont e´galement apporte´ des ame´-
liorations concernant le nombre maximum de pivots effectue´s de manie`re a` ce que la
re´solution de PRB∗ fonctionne efficacement.
4.1.3 Description de l’algorithme
L’algorithme imple´mente´ dans IPS est sche´matise´ a` la figure 4.3.
(1) Trouver une base initiale B
(2) Construire et re´soudre le
proble`me re´duit PRB
(6) B := B′
(3) Construire et re´soudre le
proble`me DSB∗
(5) Construire une nouvelle base B′
en utilisant la solution de DSB∗
(4)
zPCB∗ < 0 ?

























Figure 4.3 Algorithme IPS sche´matise´
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– E´tape 1 : l’algorithme commence par trouver une base re´alisable pour PL.
– E´tape 2 : avec la base re´alisable B, le proble`me re´duit PRB est construit en
modifiant le groupe des contraintes, en identifiant les variables incompatibles et
en les enlevant. Ensuite, PRB est re´solu en utilisant l’algorithme du simplexe
primal qui fournit une base B∗ et une solution optimale x∗CB . La de´ge´ne´rescence
peut apparaˆıtre pendant la re´solution de PRB, cependant la petite taille du
proble`me fait qu’elle a un impact relativement limite´ dans le processus.
– E´tape 3 : le proble`me comple´mentaire dual simplifie´ DSB∗ est construit a` partir
de la solution de PRB et est re´solu en utilisant l’algorithme du simplexe dual.
– E´tape 4 : le crite`re d’optimalite´ est teste´.











le proble`me re´duit doit eˆtre modifie´ pour permettre de faire entrer des variables
incompatibles dans la base. Cela est fait par la construction d’une nouvelle base
B′ qui transforme ces variables incompatibles en variables compatibles. Ces
variables supple´mentaires, qui peuvent donner lieu a` une augmentation de la
taille du proble`me re´duit, permettront de faire de´croˆıtre la valeur de la fonction
objectif a` la prochaine ite´ration.
Ainsi, lorsqu’il n’y a pas de de´ge´nerescence, IPS revient a` un algorithme de sim-
plexe primal classique qui fonctionne bien dans ce cas puisqu’il n’y a pas de pivots
de´ge´ne´re´s, et quand la de´ge´ne´rescence intervient, IPS divise le proble`me PL en deux
proble`mes PRB et DSB∗ qui sont re´solus alternativement. D’un coˆte´, PRB est plus
petit que PL et moins sujet a` la de´ge´ne´rescence ce qui le rend plus facile a` re´soudre,
et de l’autre coˆte´, le proble`me DSB∗ , qui peut aussi eˆtre sujet a` la de´ge´ne´rescence,
posse`de en ge´ne´ral moins de contraintes que PL. Il est donc aussi cense´ eˆtre plus
facile a` re´soudre. Cette me´thode IPS, puisqu’elle garantit la de´croissance de la fonc-
tion objectif a` chaque re´solution d’un proble`me re´duit, permet d’e´viter de longues
se´quences de pivots de´ge´ne´re´s comme cela peut se produire dans l’algorithme du
simplexe primal.
D’autre part, IPS est cense´ obtenir sa pleine efficacite´ lorsque les tailles du pro-
ble`me re´duit et du proble`me comple´mentaire sont significativement plus petites que
celles de PL. Cela arrive the´oriquement lorsque les ratios p/m et p∗/m sont proches de
0,5. On pourra remarquer que si p/m est proche de 1 alors c’est la taille du proble`me
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re´duit qui est proche de celle de PL, et si p∗/m est proche de 0 alors c’est la taille du
proble`me comple´mentaire qui est proche de celle de PL.
En ce qui concerne la solution initiale dans IPS, Raymond et al. (2009) ont ex-
plique´ comment il est possible dans l’e´tape 1 de la figure 4.3, de faire de´marrer IPS
d’une solution initiale re´alisable donne´e, plutoˆt que d’une base re´alisable initiale B.
Cela peut eˆtre avantageux puisqu’une solution heuristique a plus de chance d’eˆtre
proche de l’optimalite´ qu’une base re´alisable initiale quelconque. De plus, le temps
de calcul pour trouver une solution initiale heuristique peut eˆtre bien infe´rieur au
temps ne´cessaire pour trouver cette base re´alisable initiale. Enfin, on peut penser
que si cette base initiale re´alisable est vraiment proche de l’optimalite´, le proble`me
re´duit PRB sera plus pertinent et donc moins de boucles seront ne´cessaires pour en
terminer la re´solution jusqu’a` l’optimalite´. Cela devrait donc induire un temps de
calcul nettement infe´rieur a` celui que l’algorithme du simplexe primal ne´cessiterait
pour re´soudre le proble`me.
Enfin, pour la re´solution en nombres entiers, une version d’IPS inte´gre´ dans un
algorithme d’e´valuation et se´paration dans lequel le branchement se fait sur les bornes
des variables du proble`me re´duit PRB, a re´cemment e´te´ imple´mente´e au GERAD.
Nous avons donc teste´ cette version selon diffe´rentes strate´gies de branchement afin
d’examiner les performances d’IPS dans une telle structure. Cela n’avait encore jamais
e´te´ fait.
Ces hypothe`ses et ces interrogations sont examine´es sur des instances du proble`me
LESC de taille et densite´ diffe´rentes dans la sous-section suivante. Rappelons qu’il
est inde´niable que les me´thodes duales soient plus performantes que les me´thodes
primales en pre´sence de de´ge´ne´rescence, cependant, le but des sections suivantes ainsi
que celui du me´moire est d’analyser l’ame´lioration que pre´sente IPS par rapport a`
l’algorithme du simplexe primal sur le proble`me LESC qui posse`de des caracte´ristiques
inte´ressantes. Des re´sultats sur les me´thodes duales sont quand meˆme pre´sente´es, mais
simplement a` titre d’information.
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4.2 Tests sur la relaxation line´aire
4.2.1 Instances et parame`tres
Afin de tester les performances d’IPS, nous avons cre´e´ des instances du proble`me
LESC de densite´s et de tailles diffe´rentes. Ces instances sont cre´e´es sur un mode`le
le´ge`rement diffe´rent de celui des instances Galva˜o-Raggi. Elles pre´sentent les ca-
racte´ristiques suivantes :
– n = m,
– les ensembles des sites et des clients sont diffe´rents,
– les couˆts d’installation sont choisis ale´atoirement selon une loi normale de moy-
enne 1800 et d’e´cart type 500,
– les couˆts d’affectation sont pris de manie`re a` ce que le proble`me repre´sente un
graphe biparti (l’ensemble 1 est l’ensemble des sites et l’ensemble 2 est l’en-
semble des clients) dont la densite´ δ des areˆtes est variable selon les instances.
Les couˆts sur les arcs sont choisis ale´atoirement selon une loi uniforme sur l’in-
tervalle [20, 50]. La matrice d’affectation est donc non syme´trique et sa diagonale
est non nulle.
– les valeurs des couˆts d’affectation cij sont soit infinies s’il n’y a pas d’arc entre
le site i et le client j (c’est-a`-dire que la variable xij correspondante n’est pas
cre´e´e dans le proble`me re´solu par le solveur), soit e´gales au plus court chemin
du site i au client j dans le graphe s’il y a un arc.
– Six tailles diffe´rentes de proble`me ont e´te´ choisies : 200×200, 300×300, 400×400,
500× 500, 600× 600 et 700× 700.
– Pour chacune de ces tailles, des densite´s diffe´rentes ont e´te´ teste´es : 0,05 ; 0,1 ;
0,2 ; 0,3 ; 0,4 ; 0,5 ; 0,6 ; 0,7 ; 0,8 ; 0,9 et 1.
– Pour chaque taille et chaque densite´, cinq instances ont e´te´ cre´es et re´solues,
par conse´quent chaque point d’articulation des courbes est le re´sultat d’une
moyenne sur cinq instances.
En ce qui concerne la recherche tabou, nous avons choisi de fixer les parame`tres
de la manie`re suivante : a = 5
b = n/4
K = 20
NbrIt = 20n .
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Ces parame`tres ont e´te´ choisis de cette manie`re pour que le temps de recherche
de la solution initiale ne prenne pas trop de temps par rapport a` celui d’IPS. Il est a
noter que lorsque les densite´s δ sont faibles, cela fait ressembler les instances a` celles
de la famille Grand saut de dualite´ vues au chapitre pre´ce´dent. Au contraire, lorsque
les densite´s sont fortes, cela les fait ressembler davantage a` celles de la famille Koerkel-
Ghosh asyme´trique. Par conse´quent, comme ces deux familles sont tre`s diffe´rentes,
il est important que les parame`tres choisis permettent une recherche efficace quelque
soit l’instance re´solue. Apre`s un certain nombre d’essais, nous avons pu observer que
ces parame`tres donnaient en moyenne en peu d’ite´rations des solutions de bonne
qualite´ meˆme avec cette grande diversite´ d’instances. Enfin, pour IPS comme pour
Cplex, la version 10.1.1 de Cplex a e´te´ utilise´e pour l’ensemble des tests effectue´s.
4.2.2 Re´sultats
Les re´sultats obtenus sont pre´sente´s dans les figures 4.4 a` 4.9.
Deux graphiques sont dessine´s dans chacune de ces figures :
– le premier donne les temps de calcul pour la re´solution de la relaxation line´aire
du proble`me : la courbe IPS avec sol. ini. donne les temps d’IPS avec solution
initiale (englobant le temps mis pour obtenir la solution initiale), la courbe
IPS sans sol. ini. donne les temps d’IPS sans solution intiale, la courbe Cplex
primopt donne les temps de Cplex utilisant l’algorithme du simplexe primal,
la courbe Cplex dualopt donne les temps de Cplex utilisant l’algorithme du
simplexe dual, et la courbe Cplex baropt donne les temps de Cplex utilisant
l’algorithme barrie`re.
– Le deuxie`me graphique donne les ratios des temps de calcul pour la re´solution de
la relaxation line´aire du proble`me : la courbe Cplex primopt / IPS avec sol. ini.
donne les ratios des temps de Cplex utilisant l’algorithme du simplexe primal
par rapport a` ceux d’IPS avec solution initiale, et la courbe Cplex primopt /
IPS sans sol. ini. donne les ratios des temps de Cplex utilisant l’algorithme du










































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.



































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.





































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.









































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.











































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.







































Cplex primopt / IPS avec sol. ini. Cplex primopt / IPS sans sol. ini.
Figure 4.9 Re´sultats IPS instances 700x700, relaxation line´aire
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Ces courbes montrent tout d’abord que les temps de calcul augmentent exponen-
tiellement avec la taille des instances. Ensuite, on peut observer que IPS avec solution
initiale est presque toujours plus rapide qu’IPS sans solution initiale. Cette supe´riorite´
est particulie`rement marque´e dans l’intervalle de densite´ [0, 1 ; 0, 5], avec une dimi-
nution du temps de calcul pouvant aller jusqu’a` un facteur proche de 2 comme c’est
le cas pour les instances 600×600 de densite´ 0,2. Les seuls cas ou` cela n’est pas ve´rifie´
arrivent lorsque les instances sont de petite taille et de densite´ tre`s faible (≤ 0, 1) car
dans ce cas, la relaxation line´aire est re´solue tellement rapidement que le temps mis
par la recherche tabou pour obtenir la solution initiale devient supe´rieur au gain de
temps engendre´ par l’apport de cette solution.
D’autre part, il est important d’observer que les temps de calcul d’IPS avec solu-
tion initiale et sans solution initiale sont presque toujours infe´rieurs a` ceux de Cplex
utilisant l’algorithme du simplexe primal pour les intances de faible densite´. Pour IPS
avec solution initiale re´solvant les instances 200× 200 et 300× 300, cette supe´riorite´
n’est ve´rifie´e respectivement qu’a` partir des densite´s 0,2 et 0,1, a` cause du meˆme
phe´nome`ne de´crit dans le paragraphe pre´ce´dent ou` le temps mis par la recherche de la
solution initiale est trop important. Cette supe´riorite´ est d’ailleurs tre`s marque´e dans
l’intervalle de densite´ [0, 1 ; 0, 3], avec des ratios parfois supe´rieurs a` 3 comme c’est le
cas pour les tre`s grandes instances (500× 500, 600× 600 et 700× 700). Au-dela` d’une
densite´ limite ou` Cplex utilisant l’algorithme du simplexe primal et IPS avec solution
initiale sont e´quivalents, Cplex prend le dessus. Cette densite´ limite varie selon la taille
des instances et est atteinte lorsque le ratio Cplex primal / IPS avec sol. ini. = 1. On
peut d’ailleurs remarquer que cette densite´ limite se de´place vers les densite´s crois-
santes quand les tailles des instances augmentent pour les instances de taille 200×200
a` 500×500, jusqu’a` atteindre un maximum de densite´ 0,8 pour les instances 500×500.
Elle semble ensuite stagner autour des densite´s 0,5 et 0,6 pour les instances de plus
grande taille (≥ 600× 600).
En ce qui concerne les pics des ratios Cplex primal / IPS avec sol. ini. et Cplex
primal / IPS sans sol. ini. situe´s a` des densite´s comprises dans l’intervalle [0, 1 ; 0, 3],
on peut expliquer cela par le fait que ces densite´s ge´ne`rent la “quantite´” de de´ge´ne´-
rescence ide´ale qui permet a` IPS de prendre toute son efficacite´ par rapport a` Cplex
utilisant l’algorithme du simplexe primal. En effet, lorsque les densite´s sont trop
faibles (δ autour de 0,05), certes les proble`mes re´duits deviennent tre`s petits et donc
tre`s faciles a` re´soudre, mais les proble`mes comple´mentaires deviennent presque aussi
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grands que le proble`me original re´solu par Cplex, ce qui empeˆche IPS de montrer ses
avantages. Inversement, quand les densite´s se rapprochent de 1, c’est-a`-dire que les
proble`mes ont des densite´s tre`s fortes, cela donnent lieu a` moins de de´ge´ne´rescence, ce
qui fait que Cplex est moins soumis aux proble`mes des pivots de´ge´ne´re´s, et IPS re´sout
des proble`mes re´duits de taille plus grande, ce qui rapproche les deux algorithmes en
termes de performance.
Enfin, pour ce qui est des courbes Cplex dualopt et Cplex baropt, elles permettent
de comparer l’algorithme du simplexe primal et IPS a` d’autres algorithmes de re´solu-
tion tre`s utilise´s lorsqu’il y a de la de´ge´ne´rescence. Elles montrent que meˆme avec
l’acce´le´ration procure´e par IPS pour les faibles densite´s, les algorithmes du sim-
plexe dual et barrie`re continuent a` eˆtre nettement plus performants sur le proble`me
LESC que IPS et l’algorithme du simplexe primal.
4.3 Tests sur la re´solution en nombres entiers
4.3.1 Instances et parame`tres
Pour tester les performances d’IPS pour la re´solution en nombres entiers, nous
avons choisi 5 instances de taille 200 × 200 et de densite´ δ = 0, 4. En effet, sur les
instances de plus grande taille, le temps de calcul est beaucoup trop long. De plus,
lorsque l’on choisit des instances de densite´ trop faible, le saut d’inte´grite´ augmente
fortement, ce qui donne lieu a` un arbre de branchement particulie`rement grand, et
de ce fait, beaucoup plus de relaxations line´aires doivent eˆtre re´solues. La densite´
δ = 0, 4 a e´te´ choisie car c’est celle qui permet d’obtenir le meilleur ratio entre
Cplex utilisant l’algorithme du simplexe primal et IPS avec solution initiale pour
les instances 200 × 200 ; ce choix permettra d’observer si IPS conserve ou non son
avantage par rapport a` Cplex lorsque la re´solution se fait en nombres entiers.




NbrIt = 20n .
Enfin, par souci d’e´galite´ entre les deux me´thodes de re´solution, nous avons
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de´sactive´ dans Cplex les techniques d’optimisation dans l’arbre de branchement aux-
quelles IPS n’a pas acce`s : c’est-a`-dire la ge´ne´ration de coupes et l’heuristique de
recherche de solutions entie`res.
Ensuite, pour des raisons d’efficacite´ dans les state´gies de branchement de l’algo-
rithme d’e´valuation et se´paration, nous imposons que pour un branchement meilleur
d’abord, le choix des variables se fasse en priorite´ sur les variables ayant une valeur
fractionnaire la plus proche de 0,5 (parame`tre “mip strategy variableselect -1” dans
Cplex), et pour une strate´gie de branchement profondeur d’abord, nous imposons au
contraire que le choix des variables se fasse en priorite´ sur les variables ayant une
valeur fractionnaire la plus e´loigne´e de 0,5 (parame`tre “mip strategy variableselect 1”
dans Cplex). De cette manie`re, Cplex comme IPS fonctionnent a` “forces e´gales”.
Ces parame`tres s’appliquent a` tous les tests de la sous-section suivante excepte´s
ceux concernant Cplex de´faut.
4.3.2 Re´sultats
Les re´sultats de la re´solution en nombres entiers sont pre´sente´s dans les tableaux
4.1, 4.2 et 4.3. Le tableau 4.1 contient les re´sultats de la re´solution en nombres entiers
faite par un algorithme d’e´valuation et se´paration utilisant IPS avec solution initiale
pour re´soudre les relaxations line´aires des nœuds de branchement. Deux strate´gies de
branchement sont teste´es : une strate´gie meilleur d’abord et une strate´gie profondeur
d’abord. Pour chacune de ces deux strate´gies, le temps de calcul en secondes (Tps
(s)) ne´cessaire a` la re´solution des instances est donne´, ainsi que le nombre de nœuds
de branchement (Nb nœuds) qu’il a fallu a` la me´thode pour y arriver. Pour les temps
de calcul, le temps d’obtention de la solution initiale est ne´gligeable devant le temps
mis par l’algorithme d’e´valuation et se´paration. Dans ce tableau 4.1, on peut d’abord
remarquer que dans tous les cas, le temps ne´cessaire pour la strate´gie meilleur d’abord
est plus faible que le temps mis par la strate´gie profondeur d’abord. Cela se voit bien
au niveau du nombre de nœuds e´value´s qui met en valeur le fait que la strate´gie
profondeur d’abord ne´cessite la re´solution de nettement plus de relaxations line´aires
que la strate´gie meilleur d’abord.
Le tableau 4.2 pre´sente, quant a` lui, les re´sultats d’IPS sans utiliser de solution
initiale. Comme pre´ce´demment, deux strate´gies de branchement sont teste´es : une
strate´gie meilleur d’abord et une autre profondeur d’abord. Les temps de calcul ainsi
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que le nombre de nœuds e´value´s sont donne´s. Les conclusions sont les meˆmes que pour
le tableau 4.1 : la strate´gie meilleur d’abord est plus efficace. On pourra cependant
remarquer que l’utilisation d’une solution initiale ame`ne a` nouveau des gains dans
les temps de calcul, mais seulement de l’ordre de 8,7% et de 6,2% pour les strate´gies
meilleur d’abord et profondeur d’abord, respectivement. Il est normal que ces gains
ne soient pas e´leve´s car l’utilisation de la solution initiale a surtout un impact sur la
re´solution de la premie`re relaxation line´aire.
N˚ IPS meilleur d’abord IPS profondeur d’abord
instance Nb nœuds Tps (s) Nb nœuds Tps (s)
1 831 1987 9925 8997
2 1101 2811 11657 10433
3 507 1105 7193 5712
4 979 2172 7099 6216
5 1661 3604 15559 12170
Moyenne 1016 2336 10287 8706
E´cart-type 424 935 3519 2749
Tableau 4.1 Re´sultats de la re´solution en nombres entiers d’IPS avec solution initiale
N˚ IPS meilleur d’abord IPS profondeur d’abord
instance Nb nœuds Tps (s) Nb nœuds Tps (s)
1 829 2180 10545 9514
2 1099 3043 12157 11246
3 505 1271 7115 6019
4 989 2506 7123 6539
5 1659 3795 16279 13071
Moyenne 1016 2559 10644 9278
E´cart-type 423 944 3837 3018
Tableau 4.2 Re´sultats de la re´solution en nombres entiers d’IPS sans solution initiale
Enfin, le tableau 4.3 procure les re´sultats obtenus par Cplex, mais cette fois-ci
selon 3 strate´gies diffe´rentes :
– La premie`re est celle utilise´e par Cplex tel qu’il est programme´ par de´faut (co-
lonne Cplex de´faut dans le tableau) : on lui laisse choisir lui meˆme l’algorithme
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de re´solution qu’il de´sire pour re´soudre les relaxations line´aires des nœuds de
branchement (dans notre cas, Cplex choisit l’algorithme du simplexe dual), il
a le droit au pre´solveur, a` la strate´gie qu’il de´sire dans l’arbre de branchement
(dans notre cas, Cplex adopte une strate´gie meilleur d’abord avec des heuris-
tiques permettant d’affiner ses choix de nœuds) et il a le droit d’utiliser toutes
les coupes qu’il de´sire pour re´duire le nombre de nœuds parcourus.
– La deuxie`me strate´gie est la strate´gie meilleur d’abord avec obligation pour
Cplex d’utiliser l’algorithme du simplexe primal sur tous les nœuds de bran-
chement (colonne Cplex Meil. d’abord dans le tableau). On a interdit l’utilisa-
tion des coupes et des heuristiques d’optimisation qui ne sont pas pre´sentes
dans l’algorithme d’e´valuation et se´paration utilisant IPS comme on l’a vu
pre´ce´demment.
– La troisie`me state´gie est similaire a` la seconde sauf qu’elle explore l’arbre selon
la strate´gie profondeur d’abord (colonne Cplex Meil. d’abord dans le tableau).
N˚ Cplex de´faut Cplex meil. d’abord Cplex prof. d’abord
instance Nb nœuds Tps (s) Nb nœuds Tps (s) Nb nœuds Tps (s)
1 1551 316 2242 1824 8488 3321
2 1976 380 2709 2354 9432 3942
3 894 153 782 697 6334 2307
4 2850 439 2005 1529 6764 2606
5 2499 475 3061 2397 13482 4870
Moyenne 1954 353 2160 1760 8900 3409
E´cart-type 772 127 872 697 2855 1035
Tableau 4.3 Re´sultats de la re´solution en nombres entiers de Cplex
On pourra remarquer dans le tableau 4.3 que Cplex utilisant la strate´gie meilleur
d’abord est plus performant que Cplex utilisant la strate´gie profondeur d’abord. En
effet, comme c’e´tait le cas pour IPS dans les tableaux 4.1 et 4.2, la strate´gie meilleur
d’abord ne´cessite nettement moins de nœuds de branchement avec en moyenne 4 fois
moins de nœuds re´solus. Cela se ressent logiquement au niveau des temps de calcul de
Cplex avec la strate´gie meilleur d’abord qui re´sout les instances en nombres entiers
en moyenne 2 fois plus rapidement qu’avec la strate´gie profondeur d’abord.
Ensuite, les re´sultats de Cplex avec ses parame`tres par de´faut montrent des
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re´sultats nettement supe´rieurs a` ceux de Cplex meil. d’abord avec des temps de calcul
en moyenne 5 fois plus faibles. Ce gain en temps de calcul est principlament duˆ a`
l’algorithme utilise´ pour re´soudre les relaxations line´aires dans Cplex avec sa configu-
ration par de´faut (algorithme du simplexe dual) puisque le nombre moyen de nœuds
de branchement re´solus entre Cplex de´faut et Cplex meil. d’abord est particulie`rement
proche. Les coupes et l’heuristiques pour le choix des nœuds a` re´soudre sont quand
meˆme efficaces pour certaines instances (instances 1, 2 et 5) dont le nombre de nœuds
re´solus est infe´rieur. Enfin, Cplex de´faut engendre un e´cart encore plus important par
rapport a` Cplex prof. d’abord, d’une part a` cause de l’algorithme utilise´ pour re´soudre
les relaxations line´aires, et d’autre part a` cause de l’utilisation de la strate´gie meilleur
d’abord qui est nettement plus efficace.
A` travers ces tableaux, une chose importante se de´gage : l’avantage qu’IPS offrait
par rapport a` l’algorithme du simplexe primal lors de la re´solution de la relaxation
line´aire, qui a e´te´ observe´ dans les re´sultats de la section 4.2, s’inverse dans le cas
de la re´solution en nombres entiers. Cela est vrai aussi bien pour IPS avec solution
initiale que pour IPS sans solution initiale. En effet, si l’on regarde les ratios des temps
de calcul sur le nombre de nœuds e´value´s, Cplex utilisant l’algorithme du simplexe
primal devient 2 a` 3 fois plus rapide qu’IPS.
Cela peut eˆtre explique´ par le fait qu’actuellement, tel que l’algorithme d’e´va-
luation et se´paration est imple´mente´ et pour des raisons techniques, l’algorithme ne
permet a` IPS de faire des re´ductions sur le proble`me qu’au premier nœud de l’arbre
de branchement. Par conse´quent, comme au fur et a` mesure que la re´solution avance
il est ne´cessaire d’augmenter la taille du proble`me re´duit pour aboutir a` l’optimalite´,
apre`s la re´solution de quelques nœuds de branchement, le proble`me re´duit devient
quasiment aussi grand que le proble`me original. Donc finalement, apre`s quelques
nœuds de branchement, les proble`mes re´duits re´solus par IPS deviennent aussi diffi-
ciles a` re´soudre que le proble`me original re´solu par Cplex. Ce phe´nome`ne s’observe
bien dans la figure 4.10 ou` l’on voit la croissance rapide des nombres de contraintes
et de colonnes du proble`me re´duit pour l’instance 1, dans le cas de sa re´solution
par IPS avec solution initiale. Le nombre de contraintes du proble`me re´duit plafonne
d’ailleurs a` 16449 et 16535 pour les strate´gies meilleur d’abord et profondeur d’abord,
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Figure 4.10 E´volution du nombre de contraintes et de colonnes du proble`me re´duit
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De meˆme, le nombre de colonnes du proble`me re´duit plafonne a` 32580 et 32776
pour les strate´gies meilleur d’abord et profondeur d’abord, respectivement, alors que
le nombre de colonnes du proble`me original est de 33208. Des e´volutions similaires
sont observe´es sur les temps de calcul des re´solutions des relaxations line´aires.
En plus de cela, a` chaque de´marrage d’une re´solution de relaxation line´aire par
IPS, un temps de calcul est requis pour “pre´parer” la re´solution (fabrication du
proble`me re´duit, etc.), qui normalement devrait eˆtre comble´ par la meilleure effi-
cacite´ de l’algorithme IPS, mais qui dans ce cas, fait augmenter d’autant plus le
temps de calcul. Ainsi, le gain d’efficacite´ d’IPS ne se fait sentir que sur les premiers
nœuds de branchement ce qui est ne´gligeable devant le temps de re´solution total.
Apre`s ces premiers nœuds de branchement, l’inverse se produit : Cplex gagne du
temps sur chaque relaxation line´aire. Cplex comble donc rapidement son retard sur
IPS et accroˆıt ensuite l’e´cart jusqu’a` la fin de la re´solution.
4.4 Analyse
A` travers l’ensemble des tests qui ont e´te´ effectue´s sur la re´solution des relaxations
line´aires et les re´solutions du proble`me en nombres entiers, nous avons remarque´ que
bien que la me´thode IPS engendre un avantage non ne´gligeable sur la re´solution des
relaxations line´aires des instances de densite´ comprise entre 0,1 et 0,6, cet avantage
se perd dans la re´solution en nombres entiers. Ceci s’explique par l’impossibilite´ ac-
tuelle de pouvoir faire des re´ductions sur les sous-proble`mes des nœuds de l’arbre de
branchement a` l’exception du premier nœud. IPS perd ainsi tout l’avantage dont il
disposait sur l’algorithme du simplexe primal apre`s quelques nœuds de branchement.
Nous avons meˆme pu observer que cela avait une tre`s forte incidence sur les temps de
calcul puisque les temps obtenus par IPS deviennent 2 a` 3 fois moins bons que ceux
de Cplex. Ce phe´nome`ne s’observe logiquement aussi bien pour la re´solution utilisant
IPS avec solution initiale que celle utilisant IPS sans solution initiale.
Il est aussi inte´ressant de mentionner que meˆme si les heuristiques et le syste`me
de coupe implante´ dans Cplex avec sa configuration par de´faut ont un certain impact
dans la re´solution du proble`me en nombres entiers, la grande part du gain en temps
de calcul est duˆ a` l’utilisation de l’algorithme du simplexe dual. En effet, celui-ci est
bien plus efficace que l’algorithme du simplexe primal pour re´soudre les relaxations
line´aires du proble`me LESC.
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Il est important de noter que meˆme si le proble`me LESC est un proble`me inte´res-
sant pour tester IPS car il contient beaucoup de de´ge´ne´rescence, les caracte´ristiques
de son dual font que meˆme avec les ame´liorations qu’apporte IPS par rapport a`
l’algorithme du simplexe primal, ces deux me´thodes restent toujours moins adapte´es
que les me´thodes exploitant le dual du proble`me (les me´thodes vues dans la revue de
litte´rature et l’algorithme du simplexe dual). Ce phe´nome`ne s’observe aussi bien dans
les courbes de la section 4.2.2 qui montrent la supe´riorite´ de l’algorithme du simplexe
dual, que dans la colonne Cplex de´faut du tableau 4.3 ou` l’on peut observer que cette




Nous avons explore´ une nouvelle fac¸on de re´soudre de manie`re exacte le proble`me
LESC : dans un premier temps, une premie`re solution proche de la solution optimale
est construite a` l’aide d’un algorithme glouton suivi d’une recherche tabou, et dans un
deuxie`me temps, cette solution initiale est donne´e comme point de de´part pour l’al-
gorithme IPS qui termine la re´solution jusqu’a` l’optimalite´. La recherche tabou donne
de bons re´sultats comme le montrent les tests effectue´s sur une librairie d’instances,
et les temps de calculs sont courts graˆce aux optimisations qui ont e´te´ apporte´es telles
que le calcul incre´mental.
Cette solution initiale, qui permet a` IPS de terminer la re´solution de la relaxation
line´aire plus rapidement, nous a permis d’observer que la me´thode propose´e permet-
tait des re´ductions importantes du temps de calcul pour la re´solution des relaxations
line´aires des instances de densite´ comprise dans l’intervalle [0,1 ; 0,3]. Ces re´ductions
atteignent un facteur de 3,5 dans certains cas. Il a e´galement e´te´ remarque´ que cette
efficacite´ augmentait avec la taille des instances.
Ensuite, pour aboutir a` la solution optimale du proble`me en nombres entiers,
nous avons teste´ l’imbrication d’IPS dans deux types d’algorithmes d’e´valuation et
se´paration : le premier utilisant une strate´gie profondeur d’abord et le deuxie`me
utilisant une strate´gie meilleur d’abord. Il a e´te´ vu que la state´gie meilleur d’abord
e´tait la plus efficace avec une re´duction du nombre de nœuds de branchement e´value´e
a` un facteur 10. On a cependant remarque´ que l’algorithme d’e´valuation et se´paration
tel qu’il est implante´ actuellement dans IPS ne supplante pas l’algorithme du simplexe
primal classique imbrique´ dans un meˆme algorithme d’e´valuation et se´paration a` cause
de l’impossibilite´ de faire des re´ductions sur les proble`mes re´solus apre`s le premier
nœud de branchement.
Enfin, nous avons vu que la me´thode IPS et l’algorithme du simplexe primal ne
sont pas les me´thodes les plus adapte´es pour re´soudre le proble`me LESC de manie`re
exacte. En effet, les me´thodes utilisant le dual de ce proble`me telles que l’algorithme
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du simplexe dual sont bien plus efficaces.
Il serait donc inte´ressant pour des ame´liorations futures de re´ussir a` faire en sorte
que les re´ductions de proble`me soient possibles sur tous les nœuds de branchement
de l’algorithme d’e´valuation et se´paration utilisant IPS, ce qui devrait permettre a` la
me´thode globale de conserver son avantage sur la re´solution des instances de densite´
comprise entre 0,1 et 0,6. Ensuite, il pourrait eˆtre inte´ressant d’appliquer ce nouvel
algorithme utilisant IPS au dual du proble`me qui posse`de une structure plus simple
que celle du primal et qui pourrait peut-eˆtre permettre de battre les autres algorithmes
de re´solution exacte actuels.
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