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1．まえがき
頂点(vertex)の集合Ｖ＝｛1,…,"｝とそれらの頂点の対を両端とする無向辺(undirectededge)の集合
ＥｃＶ×Ｖが与えられた時，Ｇ＝(ＶＩＥ)を無向グラフという．特に，全ての２頂点間に１つの辺が存在す
る無向グラフを完全グラフという．ｖの部分集合ｖ'二Ｖによる誘導部分グラフＧ(v')＝(v',Ｅｎｖ'×ｖ'）
が完全グラフの時，すなわち，Ｖ４ｊｅＶ',ｊ≠ｊに対して(i,j)ＥＥである時，Ｖ'をクリークと呼ぶ．最
大クリーク問題(MaximumCliqueProblem,MCP)')とは，与えられたグラフＣに含まれるクリークの中
で，頂点数最大のクリークを求める問題である．
ＭＣＰは，通信ネットワーク，符号理論，並列計算，パターン認識等の分野にあらわれる実用上重要な組
合せ最適化問題として知られており1)，Ｎｐ_困難2)である．従って，多項式時間で厳密解を算出するアルゴ
リズムは存在しないであろうと考えられている．また，ＭＣＰの良質な近似解を得ることすらNP-完全のク
ラスに準じるほど困難であることが知られており3)，その他にもＭＣｐの難しさを示す否定的な報告がなさ
れている4)5)．
ＭＣｐに対して，分枝限定法等の厳密解法がいくつか提案されている6)7)が，それらの解法は，比較的小
規模もしくは疎なグラフに対してのみ有効である．そのため，大規模なグラフに対して現実的な計算時間
で良質な近似解を求めるための近似解法が数多く提案されてきた．
局所探索法(LocalSearch,ＬＳ)にもとづく近似解法として,BattitiらによるReactiveLocalSearch(HLS)8)，
HansenらによるVMableNeighborhoodSearch(VNS)9),片山らによる舟optLocalSearch(KLS)1o),Pullａｎ
らによるDynamicLocalSeaJrch(DLS)'1)などが提案されている．特に，RLS，DLSはＭＣＰに対する最も
強力な近似解法として非常に有名である．また，進化的アルゴリズム(EvolutionaryA1gorithm,ＥＡ)，遺伝
的アルゴリズム(GeneticAlgorithm,ＧＡ)などの進化計算手法にもとづく近似解法として，Zhangらによる
EvolutionaryAlgorithmwithGuidedMutation(EA/G)'2)，SinghらによるHeuristicbasedSteady-State
GeneticAlgorithm(HSSGA)'3)などが提案されている．
最近我々は，ＭＣＰに対する地形解析によって，ＭＣＰの問題例の多くは探索空間が大域最適解に向かっ
て構造化されていないことを確認している'4)．したがって，主要な進化オペレータとして，一般的な交叉
を用いる手法では，ＭＣＰに対して理想的な挙動を期待できないと考えられる．本論文では，進化計算手法
の一つであるMemeticAlgorithm(ＭＡ)をＭＣＰに対して適用することを試みる．本ＭＡは，文献14)の観
測にもとづき，交叉を用いず，選択法，突然変異および局所探索法によって構成される．我々は既に，局所
探索法についてはKLS1o)，突然変異についてはLEC-Kickl5)がそれぞれ有効な手法であることを示してい
るが，選択法についての検討は十分になされていない．そこで，本ＭＡ内部に導入可能な複数の次世代個
体選択法を示し，その相違による探索性能および探索の多様性を検討する．
2．ＭＣＰに対するMemeticA1gorithm
本節では，本論文で提案するＭＣＰに対するMemeticAlgorithm(ＭＡ)について記述する．まず，ＭＡの
概要を示した後，ＭＡの主要な構成要素について具体的に説明する．
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procedureMA(psize） 
ｂｅｇｉｎ 
ｆｂｒｉ＝１ｔｏｐｓｉｚｅｄｏｂｅｇｉｎ 
Ｐｐ[i]:＝InitializeO； 
Ｐｐ[iルーKLS(Pp[i])；
ｅｎｄ； 
ｒｅｐｅａｔ 
ｆＯｒｉ＝１ｔｏｐｓｉｚｅｄｏｂｅｇｉｎ 
Ｐｃ[iルーLEC-Kick(Pp[i])；
ＰＣ[iルーKLS(PC[i])；
ｅｎｄ； 
Ｐｐ:＝Ｓelect(Pp,ＰＣ)； 
untilterminate＝true； 
returnbe8tindividualEP； 
ｅｎｄ； 
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図１ＭＣＰに対するMemeticAlgorithmの流れ
2.1ＭＡの基本アルゴリズム
ＭＡの流れを図１に示す．psizeを親個体集団および子個体集団の個体数，Ｐｐを親個体集団，ＰＣを子個
体集団とする．まず，初期プロセスとして，psize個のＰｐそれぞれにグラフＧの頂点から選択した１頂点
を初期クリークとして与え，LocalSearchを適用することによって初期個体集団を得る(Linel～4）その
後，Ｐｐに対してKick，LocalSearchを適用することでＰＣを生成し(Line6～9)，ＰｐとＰＣを併せた個体
集団から次世代のＰｐをpsize個選択(selection)する(LinelO)．このプロセスを任意の世代数回繰り返す
ことによって探索を行う．以下で，本ＭＡの主要な構成要素である，LocalSearch，Kick，selectionにつ
いて示す．
2.2LocalSearch 
MA内部で使用するLocalSearchとして，我々が既に提案しているＭＣＰに対するんopt局所探索法
(KLS)1o)を用いる．以下でＫＬＳの概要について示す．
2.2.1ＫＬＳの基本アルゴリズム
ＫＬＳは，可変深度探索(Val『iableDepthSearch,VDS)'6)'7)のアイデアにもとづいている．ＶＤＳとは，
与えられた解に対して比較的小さな近傍操作を連鎖的に適用することで到達可能な解の集合を改めて大き
な近傍と捉える近傍探索のアイデアである．KLSは，各反復において，現在のクリーク(解)から複数個の
頂点を連鎖的に追加および削除する操作(それぞれAdd移動，Drop移動と呼ぶ)により構成され，現在の
解からそれらの操作によって生成可能な解の集合を改めて近傍と捉えることで，局所探索を行うアルゴリ
ズムである．
ＫＬＳの擬似コードを図２に示す．ＫＬＳは外ループ（Linel-18）と内ループ（Line3-16）の処理を有する．
以下において，外ループに関しては「反復」，内ループに関しては「繰り返し」と呼び区別する．
まず，図２の中の重要な記号を説明する．ｃｃ(')は内ループの繰り返しＩの時点における解(クリーク)で
ある．ＰＡ(')はＣＯ(1)の全頂点に隣接する，ＣＯ(')に追加可能な頂点の集合
ＰＡ(')＝{ｕ:ｕＥ(V1OC(z)),(u,i)ｅＥ,ＶＥＣC(')｝ 
である．０Ｍ(u)はＰＡ(Ｉ)の定義を若干緩和した１辺不足集合と呼ぶ辺集合
○Ｍ(')＝{(Ｕ,j)：ｕｅＷｅＯＣ(J),(u,j)＄E,(u,i)ＥＥ,V(ｊｅＣＣ(`),ｊ≠j｝ 
である．なお，○Ｍ(')はｃｃ(')に含まれる頂点群の中のいずれか一つの頂点ｉＥＯＯ(1)だけに辺が存在し
ない頂点の集合と捉えることもできろ（なお，ＣＯ二○Ｍ）（図３参照）．dego(pA(,))はＰＡ(1)により誘導
される部分グラフＧ(PA('))内の各頂点ＵＥＰＡ(')の次数である．
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procedureKLS(00,ＰＡ,OMdegc(pA)） 
ｂｅｇｉｎ 
ｒｅｐｅａｔ 
ＯＣｐ…:=00,,:=OOb…,Ｐ＝{1,…,､},ｇ:=0,9m･錘:=O；
ｒｅｐｅａｔ 
ｉｆｌＰＡｎＰ|＞Ｏthen／／AddPhase 
fmdavertexuwithmqzUE{pAnp}{degc(pAnp)(u)}； 
ifmultipleverticeswiththesamemaximumdegreearefbund 
thenselectonevertexuamongthemrandomly； 
ＣＯ:＝ｏｏｕ{u},ｇ:＝ｇ＋1,Ｐ:＝ＰＷ)｝ 
ｉｆｇ＞９ｍ…ｔｈｅｎｇｍＱｇｃ：＝９，００６est：＝ＣＯ； 
ｅｌｓｅ ／/DropPhase(if{ＰＡｎＰ}＝O） 
findavertexuE{ＯＯｎＰ}suchthattheresultinglPAnPlismaximized； 
ifmultipleverticeswiththesamesizeoftheresultinglPAnPlarefbｕｎｄ 
ｔｈｅｎｓｅｌｅｃｔｏｎｅｖｅｒｔｅｘｕａｍｏｎｇｔｈemrandomly； 
ＣＯ:＝ＣＯ({Ｕ},ｇ:＝９－１，Ｐ:＝Ｐ({u}； 
ifuiscontainedinOCp…ｔｈｅｎＤ:＝Ｄ({U}； 
ｅｎｄｉｆ 
ｕｐｄａｔｅＰＡ,○Ｍ,anddegc(pA)(i),ＶＺＥＰＡｎＰ； 
untilＤ＝Ｏ； 
ifgmQ錘＞ＯｔｈｅｎＯＯ:＝OO6estelseOC:＝OCpreu；
ｕｎｔｉｌｇｍＱ勿三Ｏ；
ｒｅｔｕｒｎＯＯ； 
ｅｎｄ； 
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図２ＭＣＰに対するんopt局所探索法の擬似コード
● 
PＡ ● 
ｃｃ 
● 
０Ｍ 
図３ｃｃ,ＰＡおよび○Ｍの集合の一例
次いで，ＫＬＳの各反復における基本アルゴリズム（lD-opt局所探索処理）について簡潔に説明する．まず，
与えられた初期クリーク（初期解）ＣＯ(o)を対象として，複数個の頂点を連鎖的に追加する操作（Add移動
操作）および削除する操作（Ｄｒｏｐ移動操作）により到達可能な近傍解の集合ＣＯ(1),…,ＣＯ(ん),…,ＣＯ(『）
を得る．（その生成途中では，移動候補頂点集合Ｐ（Lilie2）を利用することで，追加または削除された頂点
は再び追加・削除されることはない）．その近傍解の集合から最良解ＣＯ(ん)(１≦ん≦γ）を選び（Line8)，
次反復の初期クリークｃｃ(o)＝ＣＯ(IC）とする（Linel7)．ＫＬＳは常に実行可能領域を探索空間としており，
各反復の初期クリークに応じて，A-opt近傍のサイズ（上記のｒに対応）が適応的に変動する．
上記のlD-opt近傍探索処理は，Ａｄｄ移動操作を施す「Ａｄｄフェーズ」（Line5-8）とＤｒｏｐ移動操作を施
す「Ｄｒｏｐフェーズ」（LinelO-13）の二つのフェーズで構成される．以下では，それぞれのフェーズにおい
て核となる頂点選択方式(Line5-6およびLinelO-11)について記述する．
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procedureLEC-Kick(ＣＯ,ＰＡ,ＯＭｄｅｇＧ(pA)） 
begin 
ifalliEOOaredisconnectedtoalljEVlCOthen 
selectavertexuEVlOOrandomly;computePA,ＯＭａｎｄｄｅｇｃ(pA)； 
○○:＝0;ＣＯ:＝ＣＣＵ{Ｕ};returnnewcliqueOO； 
ｅｎｄｉｆ 
ｆｉｎｄａｖｅｒｔｅｘｕＥＶ(OOwiththelowestedgenumbertoverticesofOO、
ifmultipleverticeswiththesamｅｌｏｗｅｓｔｅｄｇｅｎｕｍｂｅｒａｒｅｆｂｕｎｄ 
ｔｈｅｎｓelectonevertexuamongthemrandomly； 
ｄｒｏｐｖｅｒｔｉｃｅｓｆＴｏｍＯＯｔｈａｔａｒｅｎｏｔｃｏnnectedtou； 
／／thedroppedverticesareremovedfromPinFi9.2(line３)。nlyfbrlstiterationofthenextKLS
ｕｐｄａｔｅＰＡ,○Ｍ,ａｎｄｄｅｇＣ(ｐＡ)； 
ｒｅｔｕｒｎｎｅｗｃｌｉｑｕｅＯＯ； 
ｅｎｄ； 
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図４LEC-Kickの擬似コード
２２２Ａｄｄ移動頂点選択方式
ＰＡ(ＤｎＰの中で次数degc(pA(1)(ひ))が最大の頂点ｕを選択する．但し，同じ最大次数の頂点が複数個存
在する場合は，それらの頂点群からランダムに－つの頂点を選択する．
2２３Ｄｒｏｐ移動頂点選択方式
ＣＯ(【)の中で，ｌ＋１の時点で得られるlPA('+')|が最大となる頂点ｕを選択する．但し，｜PA('+')|を最
大とする頂点が複数個存在する場合は，それらの頂点群からランダムに－つの頂点を選択する．
2.3Ｋｉｃｋ 
本ＭＡで用いる突然変異(Kick)法として，Lowest-Edges-Connectivity-basedKick(LEC-Kick)'5)を用
いるLEC-Kickの擬似コードを図４に示す．まずLEC-Kickの例外処理(Lineｌ～4)について説明する．
与えられたクリークＣＯに対して，グラフＧにおけるＣＯ以外の頂点群Ｖ１ＯＯが全く隣接していない場
合，LEC-Kickを適用することができないこの場合，例外処理として，Ｖ１ＯＣから１頂点をランダムに
選択し，その１頂点を新たなクリークとみなし，探索を継続する．以下，LEC-Kickを適用時の具体的な操
作について示す．ＣＯが与えられた時，Ｖ１ＣＣで，ＣＯの頂点群と最低１頂点以上隣接している頂点集合か
ら，隣接している数が最も少ない頂点Ｕを選択する(Line5）選択する頂点の候補が複数個存在する場合
は，それらの頂点群からランダムに１頂点を選択する(Line６)．そして，頂点ｕと頂点ｕに隣接するＣＯ
の頂点群とで新たなクリークを構成する(Line7～9)．なお，KickによってＣＯから削除された頂点群は，
次回のKLSの探索における１回目の反復で集合Ｐ(図2,Line3)から除外する．
2.4selection 
一般的に，組合せ最適化問題に対する高性能なメタ戦略アルゴリズムは，探索の多様性および局所性をバ
ランスよく備えたものである．本ＭＡで用いる次世代個体集団の選択法についても，評価値(クリークサイ
ズ)や個体間の距離などの指標を用いて，探索の多様性および局所性を考慮したものを設計する必要がある
と考えられる．本ＭＡで用いる選択法(selection)として，以下の４種類を考える．
●Selectionl：親個体集団Ｐｐの各解に対してＫｉｃｋおよびＫＬＳを適用後の解群を次世代のＰｐとする．
すなわち，１世代前のＰｐの解群は次世代に陽には生存しない．なお，評価値(クリークサイズ)およ
び個体間の距離を全く考慮していないよって選択圧力は無い，もしくは非常に低い．
最大クリーク問題に対するMemeticAlgorithmの選択法 8１ 
・Selection2：子個体集団ＰＣと親個体集団Ｐｐの中から，クリークサイズの大きい個体集団を次世代
のＰｐとする．その際，解構造が同一の解を集団に含まないようにする．なお，個体間の距離を考慮
していないため，探索の進行に伴って，距離の近い，評価値の高い個体で集団が構成されてしまう可
能性が高い．よって選択圧力は非常に高い
・Selection3：子個体集団ＰＣと親個体集団Ｐｐの中から，クリークサイズの大きい個体集団を次世代
のＰｐとする．その際，クリークサイズが同値の各解とのハミング距離が。以下の解を集団に含まな
いようにする．ｄの決定には，各世代毎の各個体に対するLEC-KickによってＣから削除された頂点
数の平均値を用いる．個体間の距離をある程度考慮しているものの，ｄの値に依存するところがあり，
評価値による選択圧力は高いと考えられる．
oSelection4：子個体集団ＰＣと親個体集団Ｐｐの中から，ＰＣおよびＰｐの各個体との平均ハミング距
離が大きい個体集団を次世代のＰｐとする．評価値を全く考慮していないため，評価値による選択圧
力は無いが，個体間の距離による選択圧力が非常に高い
３．ＭＡの性能評価実験
本節では，２．４節で示した４種類の選択法の相違によるＭＡの探索性能および探索の多様性について検
討を行う．まず，実験Ｉとして，ＤＩＭACSベンチマークグラフを対象に各ＭＡの探索性能を比較検討する．
次いで実験Ⅱとして，ＤＩＭACSベンチマークグラフに各ＭＡを適用した際の各個体間の平均ハミング距離
を調べることにより，各ＭＡによる探索の多様性を調査する．
3.1実験Ｉの詳細
選択法の相違によるＭＡの探索性能を評価するために，４種類の選択法(Selectionl～4)をそれぞれ有す
る４タイプのＭＡを比較検討する．対象とするグラフは，ＭＣＰの標準的なベンチマーク問題としてよく
知られるＤＩＭACSベンチマークグラフ(最大頂点数4000,最大辺数5506380)'8)から大規模もしくは厳密
解の算出が困難な３７グラフとする．各ＭＡの各個体に与えるpsize個の初期クリークは，グラフＧの頂点
を次数に基づきあらかじめソートし，次数の高い頂点から非増加１１頂に与える．各ＭＡの個体数psizeを２０，
計算打ち切り世代数を、×５回とする．なお，既知の最良解(BR)算出時にも計算を打ち切る．試行回数は
各問題例に対して１０回とする．全てのＭＡはＣ言語によってコード化し，使用コンパイラは，最適化オ
プション－０２を付加したgcｃ（Ver､41.1）である．全ての実験は，Hewlett-Packard社の計算機HPxw4300
WOrkstationCPU:Pentium４３．４ＧＨｚ，４ＧＢＲＡＭ，ＯＳ:ＨｄｏｒａＣｏｒｅ５上で行う．
3２実験Ｉの結果
結果を表１に示す．DIMACSbenchmarksの欄には，問題例名(Instance)と既知の最良解(BR)(＊がつ
いたＢＲは最適解値であることが証明されている）を示した．ＭＡの欄には，Selectionl～４を有するＭＡ
の結果を示しており，各ＭＡの10回試行中に得られた最良解値の最大値(Best)，平均値(Avg)，最良解を
得るまでの平均計算時間(Time)をそれぞれ示している．
表１の結果より，Selectionlは，他の選択法と比べて全体的に良好な探索性能を示していろ．また，Selec-
tion2は，他の選択法と比べて全体的に劣る結果を示している．Selection3は，02000.9やkeller6のグラフ
で最も良好な結果を得ているが，ｂrockやgen400-pO9-55のグラフにおいて悪質な解を算出しており，ロバ
スト'性に欠ける探索であることを示している．Selection4についても，ｂrockやgen400-pO､9-55のグラフに
おいて比較的良好な結果を得ているが，Ｃ２０００９やkeller6において悪質な解を算出しており，MANN-a81
においては計算時間が膨大になっているため，やはりロバスト性に欠けている．以上より，選択法の相違に
よって，ＭＡの探索性能に差が生じることを明らかにしたが，各選択法がどのようにＭＡの探索に影響を
与えるのかは不明である．そこで，選択法の相違がＭＡの探索に与える影響についてより深く調査するた
めに，次の実験Ⅱによる結果とあわせてさらに考察する．
３３実験Ⅱの詳細
地形解析の結果14)より，ＭＣｐは大域最適解と局所最適解，および局所最適解同士に相関が見られないた
め，個体同士の距離を考慮し，個体集団内に多様性を持たせる必要があると考えられる．そこで，上述４タ
イプのＭＡにおける個体集団内の多様性を調べるため，各ＭＡをＤＩＭACSベンチマークグラフに適用し
8２ 貞松政史・片山謙吾・南原英生・成久洋之
表１ＤＩＭＡＣＳグラフに対する４タイプのＭＡの実験結果
ＤＳＴ唾ＯＯＢ
ＤＳＪＣ１００Ｏ５ 
ＥＺｏＯＯ５ 
Ｃ４０００５ 
蝿｜霧.
、■ｍｉｎｇＢ－４１６
１０－４４０ 
獺｜菫
た際の各世代における各個体間の平均ハミング距離を調査する．対象グラフは，実験Ｉにおいて，各ＭＡの
結果に差が見られたグラフからＣ10009,Ｃ20009,ＭＡＮＮ－ａ４５，ＭＡＮＮ－ａ８１，brock400-2，brock400-4，
gen400-pO9-55，keller6の８グラフを対象とし，試行回数は各問題例に対して１回とする．その他実験設
定および実験環境は実験Ｉと同様である．
3４実験Ⅱの結果
結果を図５に示す．（a)～(h)の各グラフは横軸を世代数，縦軸を各個体間の平均ハミング距離としてい
る．また，世代数については，グラフを見易くするため100世代までを示している．なお，keller6等の，途
中で折れ線が途切れてしまっているグラフに関しては，折れ線の途切れている世代数で既知の最良解を算
出したことを示している．図５の結果より，各世代における各個体間の平均ハミング距離について，全体的
にSelectionlおよびSelection4が高く，Selection2およびSelection3が低いことがわかる．ほぼ各選択法
の選択圧力等の特徴に従った結果が得られているといえるが，個体間の距離のみを考慮したSelection4で
すら，探索の早期に平均ハミング距離が急激に減少している問題例がいくつかある．このことから，ＭＡ内
部で使用したLocalSearchであるＫＬＳの決定論的な探索がＭＡの探索に強く影響していることが推測さ
れる．図５の結果と実験Ｉによる表１の結果より，brock400-2，brock400-4，gen400-pO9-55のグラフにつ
いては，平均ハミング距離の大きいSelectionlおよびSelection4が良質な解を算出しており，Ｃ2000.9の
グラフについては平均ハミング距離の小さいSelection2およびSelection3が良質な解を算出している．ま
た，全体的に良好な探索性能を示したSelctionlの平均ハミング距離は，４タイプのＭＡの中でも中間的な
距離を保っている．以上の結果を踏まえると，本ＭＡに対して有効な選択法を設計するためには，各問題
例に対する，探索の局所`性と多様`性のバランスについて十分に考慮する必要があるといえる．
4．むすび
本論文では，ＭＣＰに対するMemeticAlgorithm(ＭＡ)を示し，その内部に導入可能な複数の選択法の相
違による探索性能および探索の多様性を調査した．異なる４種類の選択法を有する４タイプのＭＡの探索
性能の比較検討において，Selectionlを有するＭＡが全体的に比較的良好な結果を示した．また〆各ＭＡに
よる探索の多様性を調査するために，各世代における各個体間の平均ハミング距離を調査した．その結果，
各問題例に対する探索の局所性および多様'性のバランスが本ＭＡの探索性能に強く影響することを示した．
以下では，今後の課題・検討事項について記述する．
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図５各世代における各個体間の平均ハミング距離
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8４ 貞松政史・片山謙吾・南原英生・成久洋之
(1)実験Ｉ.Ⅱの結果より，探索の局所性と多様性のバランスが重要であると考えられるため，それを十
分に考慮した選択法の設計について検討の余地がある．
(2)実験Ⅱの結果より，KLSの決定論的な探索がＭＡの探索に強く影響していることが考えられるため，
ＭＡの探索途中に得られる情報をＫＬＳ内部で利用することによって，決定論的な探索を緩和しようとする
アイデアの導入も興味深い．
参考文献
１）IBomze,MBudinich,Ｐ・Pardalos,andMPelillo,“Themaximumcliqueproblem,，，inHandbookofCom‐
binatorialOptimization(suppl・ＶＯＬＡ),Ｄ－ＺＤｕ,Ｐ.Ｍ・Pardalos(Eds.),ｐｐ､1-74,Kluwer,１９９９．
２）Ｍ・GaJ｢ey,andDJohnson,“Computersandlntractability:AGuidetotheTheoryofNP-Completeness,'，
FYeeman,NewYork，１９７９． 
３）Ｕ・Lige,Ｓ・Goldwasser,LLovdsz,Ｓ､Safra,ａｎｄＭ､Szegedy,"Approximatingcliqueisalmostnpcomplete,'，
Procthe32ndAnnualSymposiumonEbundationsofComputerScience，SanJuan，PuertoRico，ｐｐ２-12, 
1991. 
4）SArora,ＯＬund,Ｒ・Motwani,Ｍ､Sudan,ａｎｄＭ・Szegedyi``Proofverificationandthehardnessofapproxi‐
mationproblems,，，Proc・the33rdAnnualSymposiumonFbundationsofComputerScience,Pittsburgh,ＰＡ，
ｐｐｌ４-23,1992. 
5）』.Ｈ妬ta｡,``Cliqueishardtoapproximatewithin〃l-E,，，ActaMathematica,vol､182,pplO5-142,1999.
6）Ｐ・ＲＪ・OstergArd，‘`Afastalgorithmfbrthemaximumcliqueproblem,，，DiscreteAppliedMathematics，
voL120，ｎｏ､1-3,ｐｐ､197-207,2002. 
7）Ｅ・ＴbmitaandT・Kameda,"AnEHicientBranch-and-boundAlgorithmfbrFindingaMaximumC1iquewith
ComputationalExperiments,，，JournalofGlobalOptimization,voL37,ｎｏ､１，ｐｐ､95-111,2007. 
8）Ｒ・BattitiandM・Protasi,“Reactivelocalsearchfbrthemaximumcliqueproblem,，，A1gorithmica,voL29，
ｎｏ､４，ｐｐ610-637,2001. 
9）Ｐ・Hansen,NMladenovi6andDUro5evi6,``Variableneighborhoodsearchfbrthemaximumclique,'，Discrete
AppliedMathematics,ｖｏＬ１４５,ｎｏ、１，ｐｐ、117-125,2004.
10）KKatayama,AHamamoto,andHNarihisa,``AnefIectivelocalsearchfbrthemaximumcliqueproblem,，， 
Infbrm帥ionProcessingLetters,vol95,ｎｏ､５，ｐｐ､503-511,2005.
11）Ｗ・PullanandH.Ｈ・Hoos,``DynamicLocalSearchfbrtheMaximumCliqueProblem,，，JournalofArtificial
lntelligenceResearch,ｖｏＬ２５,ｐｐｌ５９-185,2006. 
12）Ｑ､Zhang,Ｊ,Sun,ａｎｄＥ・Tsang,“AnEvolutionaryAlgorithmWithGuidedMut帥ionfbrtheMaximum
C1iqueProblem,，，IEEEIYansactionsonEvolutionaryComput帥ion,ｖｏＬ９,ｎｏ、２，Apri12005.
13）Ａ・SinghandA・ＫＧｕｐｔａ"Ahybridheuristicfbrthemaximumcliqueproblem,，，JournalofHeuristics,ｖｏＬ
１２，ｐｐ，5-22,January2006 
14）上野伸郎,濱本明宏,片山謙吾,成久洋之,“最大クリーク問題に対する地形解析,，，平成16年度電気・情報関連学会
中国支部第５５回連合大会講演論文集,ｐ376,0ct､16,2004.
15）Ｋ・Katayama,MSadamatsu,ａｎｄＨ・Narihisa,"Iterated〃optLocalSearchfbrtheMaximumC1iqueProb‐
１ｅｍ,'’７thEuropeanConferenceonEvolutionaryComputationinCombinatorialOptimization，ｐｐ、８４－９５，
Apri12007. 
16）BKernighanandSLin,``AneHicientheuristicprocedurefbrpartitioninggraphs,，，BellSystemTbchnical 
Journal,voL49,ｐｐ､291-307,1970. 
17）SLinandBKernighan,“AnefIectiveheuristicalgorithmfbrthetra('elingsalesmanproblem,”Operations 
Research,voL21，ｐｐ､498-516,1973. 
18）DJohnsonandM､Trick,``Cliques,coloring,andsatisfiability,，，SecondDIMACSImplementationChallenge， 
DIMACSSeriesinDiscreteMathematicsandTheoreticalComputerScience,AmericanMathematicalSociety， 
1996. 
Memetic Algorithm (OSKffi 85 
On Selection Methods of Memetic Algorithm for 
Maximum Clique Problem 
Masashi SADAMATSU, Kengo KATAYAMA*, Hideo MINAMIHARA* 
and Hiroyuki NARIHISA* 
Graduate School of Engineering, 
* Department of Information and Computer Engineering, 
Faculty of Engineering, Okayama University of Science. 
1-1 Ridai-cho, Okayama 700-0005, Japan. 
(Received October 1, 2007; accepted November 2, 2007) 
In the field of evolutionary computation, it is well known that the effectiveness of evolutionary algo 
rithms can be enhanced by incorporating problem-dependant local search heuristics. These approaches 
are often called Memetic Algorithm (MA). In many cases, MA have been shown to be capable of finding 
(near-)optimum solutions for difficult combinatorial optimization problems. 
In this paper, we investigate four selection methods in which can be used in MA for the maximum 
clique problem (MCP). MA with each of the selection methods is evaluated on DIM ACS benchmark 
graphs. The result shows that the performance of MA strongly depends on a difference between the 
selection methods. 
Keywords: combinatorial optimization; maximum clique problem; memetic algorithm; local search. 
