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Abstract: The vast product variety and product variation offered by online retailers provide an amaz-
ing amount of choice options to individuals, thus posing a big challenge to them finding and choosing
interesting products which provide them the most utility. Consequently, consumers have to be satisfied
with finding a product that provides them sufficient utility. Beyond that, individuals tend to even defer
product choice [Dhar, 1997].Recommender systems have emerged in the past years as an effective method
to help individuals with finding interesting products. As a result, the consumer welfare enhanced by
$731 million to $1.03 billion in the year 2000 due to the increased product variety of online bookstores
[Brynjolfsson et al., 2003]. Consumer welfare refers to consumers’ total satisfaction. This enhancement
in consumer welfare is 7 to 10 times larger than the consumer welfare gain from increased competition
and lower prices in the book mar- ket [Brynjolfsson and Smith, 2000]. In other words, recommender
systems are essential for increasing consumers welfare, which ultimately leads to an increase of economic
and social welfare.Typically, recommender systems use the collective wisdom of individuals for exposing
individuals to products which best fits their preferences, thus maximizing their utility. More precisely,
the product ratings of like- minded individuals are considered by the recommender system to provide
individuals recommendations. Commonly, like-minded individuals are retrieved by comparing their rat-
ings for common rated products. This filtering technology is commonly referred to as collaborative
filtering.However, retrieving like-minded individuals based on their ratings for common rated products
may be inappropriate because common rated products may not necessarily be a representative sample of
two individuals’ preferences being compared. There are four reasons. Firstly, the set of common rated
products is too sparse to draw a significant conclusion about the preference similarity of both individu-
als.Secondly, ratings for common rated products correspond to the inter- section of two individuals’ rated
products and thus may represent only partially both individuals’ preferences. Consequently, overall pref-
erence similarity is, in fact, deduced from partial preference similarity.Thirdly, the preference similarity
between two individuals is not assess- able in the case when both individuals do not share ratings for the
same products. Consequently, like-minded individuals are missed due to lack of ratings.Lastly, retailers
collect only a fraction of individuals’ ratings on their store, because individuals purchase products from
different stores. Hence, individuals’ ratings are distributed across multiple retailers, which limits the set
of common rated products per retailer.In this dissertation, we propose hypothesis-based collaborative
filtering (HCF) to expose individuals to products which best fits their preferences. In HCF, like-minded
individuals are retrieved based on the similarity of their respective hypothesized preferences by means
of machine learning algorithms hypothesizing individuals’ preferences. Machine learning is a method to
extract patterns to generalize from observations, thus being adequate to hypothesize individuals’ pref-
erences from their product ratings.Generally, the similarity of two individuals’ hypothesized preferences
can be computed in two different ways. One way is to compare the hypothesized utilities which products
provide to both individuals. To this goal, we use both individuals’ hypothesized preferences to predict the
utilities of some products. To compute the preference similarity, we propose three similarity metrics to
compare product utilities.The other way is to analyze the composition of both individuals’ hypothesized
preferences. For this purpose, we introduce the notion of hypothesized partial preferences (HPPs), which
are self-contained and form the components which constitute hypothesized preferences. We propose sev-
eral methods to compare HPPs to compute the similarity of two individuals’ preferences.We conduct a
large empirical study on a quasi benchmark dataset and diverse variation of this dataset, which vary
by means of sparsity degree, to evaluate the cold-start behavior of HCF. Based on this empirical study,
we provide empirical evidence for the robustness of HCF against data sparsity and the superiority to
state-of-the-art collaborative filtering methods.We use the research methodology of grounded theory to
scrutinize the empirical results to explain the cold-start behavior of HCF for retrieving like-minded indi-
viduals relative to other collaborative filtering methods. Based on this theory, we show that HCF is more
efficient in retrieving like- minded individuals from large sets of individuals and is more appropriate for
individuals which provide few provide ratings. We verify the validity of the grounded theory by means
of an empirical study.In conclusion, HCF provides individuals better recommendations, particularly for
individuals who provide few ratings and for frequently rated products, which complicates the retrieval of
like-minded individuals. Hence, HCF increases consumers welfare, which ultimately leads to an increase
of economic and social welfare.
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Abstract
The vast product variety and product variation offered by online retailers
provide an amazing amount of choice options to individuals, thus posing
a big challenge to them finding and choosing interesting products which
provide them the most utility. Consequently, consumers have to be satisfied
with finding a product that provides them sufficient utility. Beyond that,
individuals tend to even defer product choice [Dhar, 1997].
Recommender systems have emerged in the past years as an effective
method to help individuals with finding interesting products. As a result,
the consumer welfare enhanced by $731 million to $1.03 billion in the year
2000 due to the increased product variety of online bookstores [Brynjolfsson
et al., 2003]. Consumer welfare refers to consumers’ total satisfaction. This
enhancement in consumer welfare is 7 to 10 times larger than the consumer
welfare gain from increased competition and lower prices in the book mar-
ket [Brynjolfsson and Smith, 2000]. In other words, recommender systems
are essential for increasing consumers welfare, which ultimately leads to an
increase of economic and social welfare.
Typically, recommender systems use the collective wisdom of individu-
als for exposing individuals to products which best fits their preferences,
thus maximizing their utility. More precisely, the product ratings of like-
minded individuals are considered by the recommender system to provide
individuals recommendations. Commonly, like-minded individuals are
retrieved by comparing their ratings for common rated products. This
filtering technology is commonly referred to as collaborative filtering.
However, retrieving like-minded individuals based on their ratings for
common rated products may be inappropriate because common rated prod-
xiii
xiv
ucts may not necessarily be a representative sample of two individuals’
preferences being compared. There are four reasons. Firstly, the set of
common rated products is too sparse to draw a significant conclusion about
the preference similarity of both individuals.
Secondly, ratings for common rated products correspond to the inter-
section of two individuals’ rated products and thus may represent only
partially both individuals’ preferences. Consequently, overall preference
similarity is, in fact, deduced from partial preference similarity.
Thirdly, the preference similarity between two individuals is not assess-
able in the case when both individuals do not share ratings for the same
products. Consequently, like-minded individuals are missed due to lack of
ratings.
Lastly, retailers collect only a fraction of individuals’ ratings on their
store, because individuals purchase products from different stores. Hence,
individuals’ ratings are distributed across multiple retailers, which limits
the set of common rated products per retailer.
In this dissertation, we propose hypothesis-based collaborative filtering
(HCF) to expose individuals to products which best fits their preferences.
In HCF, like-minded individuals are retrieved based on the similarity of
their respective hypothesized preferences by means of machine learning
algorithms hypothesizing individuals’ preferences. Machine learning is
a method to extract patterns to generalize from observations, thus being
adequate to hypothesize individuals’ preferences from their product ratings.
Generally, the similarity of two individuals’ hypothesized preferences can
be computed in two different ways. Oneway is to compare the hypothesized
utilities which products provide to both individuals. To this goal, we use
both individuals’ hypothesized preferences to predict the utilities of some
products. To compute the preference similarity, we propose three similarity
metrics to compare product utilities.
The other way is to analyze the composition of both individuals’ hypoth-
xv
esized preferences. For this purpose, we introduce the notion of hypothesized
partial preferences (HPPs), which are self-contained and form the components
which constitute hypothesized preferences. We propose several methods to
compare HPPs to compute the similarity of two individuals’ preferences.
We conduct a large empirical study on a quasi benchmark dataset and
diverse variation of this dataset, which vary by means of sparsity degree, to
evaluate the cold-start behavior of HCF. Based on this empirical study, we
provide empirical evidence for the robustness of HCF against data sparsity
and the superiority to state-of-the-art collaborative filtering methods.
We use the research methodology of grounded theory to scrutinize the
empirical results to explain the cold-start behavior of HCF for retrieving
like-minded individuals relative to other collaborative filtering methods.
Based on this theory, we show that HCF is more efficient in retrieving like-
minded individuals from large sets of individuals and is more appropriate
for individuals who provide few provide ratings. We verify the validity of
the grounded theory by means of an empirical study.
In conclusion, HCF provides individuals better recommendations, partic-
ularly for those who provide few ratings and for frequently rated products,
which complicates the retrieval of like-minded individuals. Hence, HCF
increases consumers welfare, which ultimately leads to an increase of eco-
nomic and social welfare.
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“So sehr ein Mann sich auch selbst empfiehlt, so sehr begünstigt
die Empfehlung eines Freundes die ersten Augenblicke der Bekan-
ntschaft.”
—Johann Wolfgang von Goethe (1749–1832)
to Wilhelm von Humboldt, November 29th, 1801

I
Setting the Scene

1
Introduction
CONSUMERS’ preferences and needs are individually different. Forthis reason, consumers receive different satisfaction from con-suming a particular good because it fits consumers’ preferences
and needs to a different degree. For instance, a consumer who prefers red
wine over white wine typically receives more satisfaction from enjoying
a red wine relative to enjoying a white wine. As a result, consumers are
willing to pay more for a good that better fits their preferences and needs. In
other words, consumers act rational [Blume and Easley., 2008]. The highest
price a consumer is willing to pay for a particular good is known as the
consumer’s reservation price.
Retailers exploit the heterogeneity in consumers’ preferences by expand-
ing their assortment, which better meets the divers preferences of consumers
[Hoch et al., 1999]. The reason is that retailers can gain an economic ad-
vantage by skimming consumer surplus and increasing market share. Con-
sumer surplus is the positive difference between the consumers’ reservation
price and the good’s price. Retailers can exploit the higher reservation
price of consumers due to the increased utility that a good provides to the
appropriate consumers. More precisely, retailers demand a higher price for
a good from consumers to skim their consumer surplus.
3
4Market share can be increased relative to retailers that do not expand
their assortment. The reasons are twofold. Firstly, consumers are more likely
to find what they want in a wider assortment, thus consumers choosing
retailers with wider assortments in the effort to reduce search costs [Hoch
et al., 1999, Gourville and Soman, 2005, Kahn, 1995]. Secondly, consumers
seek product variety due to satiation, curiosity or fluctuating requirements
[Kahn, 1995]. Actually, consumers’ utility can be increased solely by the fact
of great product variety, a phenomenon known as the love of variety [Dixit
and Stiglitz, 1977].
However, brick and mortar (B&M) retailers1 are limited by physical con-
straints that are, specifically, the limited physical size of the store and the
limited space on goods shelves to promote different products and amounts
[Anderson, 2006]. Consequently, B&M retailers need to consider the op-
portunity costs of individual products and its amount. The opportunity
costs is the loss of profit offering the second best alternative product in a
certain amount. Hence, B&M retailers limit their offer to the most profitable
products.
Advances in information technology and the Internet enables online
retailers to vastly expand the variety and variation of products they provide
to consumers [Hinz et al., 2011]. In contrast to B&M retailers, online retailers
are not limited by physical constraints, thus leading to a dramatical increase
in assortment sizes [Brynjolfsson et al., 2003]. Especially, the marginal
costs of information goods (e.g. movies, music) are close to, if not exactly,
zero [Smith et al., 2001] and do not require stock ground because they
are infinitely reproducible on demand. Table 1.1, which is provided in
[Brynjolfsson et al., 2003], shows the substantial differences in assortment
sizes between the online retailer Amazon.com2 and typical large B&M
retailers. In the case of books, Amazon.com provides 2.3 million different
1The term of brick and mortar retailers refers to companies which use stores for operations; it
is used to contrast to online retailers.
2http://www.amazon.com
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books compared to 40 000–100 000 provided by typical large B&M retailers,
which is 23 times more than Barnes &Noble3 and 57 times more than typical
large B&M retailer.
Product category Amazon.com B&M retailers
Books 2 300 000 40 000–100 000
CDs 250 000 5 000–15 000
DVDs 18 000 500–1 500
Digital cameras 213 36
Portable MP3 players 128 16
Flatbed Scanners 171 13
Table 1.1: Comparison of product variety between online typical large B&M retailers as presented in
[Brynjolfsson et al., 2003].
However, the vast product variety and product variation pose a big
challenge to consumers finding and choosing interesting products that pro-
vide them the most utility. Consequently, consumers have to be satisfied
with finding a product that provides them sufficient utility. Beyond that,
consumers tend to even defer product choice facing a vast product vari-
ety [Dhar, 1997]. The negative effect of vast product variety and product
variation is called overchoice [Toffler, 1970]. For instance, Boatwright and
Nunes reported that the revenue of an online grocery increased by 11% after
decreasing the assortment across different product categories by 22% to 82%
[Boatwright and Nunes, 2001].
Recommender systems drastically mitigate the effects of wide assortments
[Hinz et al., 2011], namely information overflow in terms of vast product
variety and overchoice. A recommender system is an information system
that provides consumers recommendations regarding products which best
fits their preferences, thus reducing information overflow and mitigating
overchoice. In fact, recommender systems implement a distinct search
3http://www.barnesandnoble.com
6paradigm relative to the canonical search paradigm of search engines that
is: interesting products find the consumer instead of the consumer search
for these.
Recommender systems use the collective wisdom of consumers for ex-
posing consumers to products that best fits their preferences. This filtering
technology is commonly referred to as collaborative filtering, a term coined
by Goldberg et al. in [Goldberg et al., 1992]. These systems address two
issues that search engines are lacking [Konstan, 2004]. Firstly, recommender
systems can assess the quality of a particular good based on the collective
wisdom of consumers by means of ratings. For this reason, recommender
systems can predict more accurately the utility a good provides to con-
sumers. As a result, recommender systems filter better the goods that
provide the most utility to consumers.
Secondly, recommender systems are typically independent of textual
information describing goods, thus allowing for filtering non-textual goods
(e.g., movies, music).
As a result, niche products that increase the utility of consumers gain a
significant share of consumers’ demand and become more popular. This
phenomenon is known as the Long Tail phenomenon, a term coined by
Anderson in [Anderson, 2006]. The long tail of products consists of less
popular products that are, typically, not provided by B&M retailers due to
opportunity costs and the issue of information overload and overchoice.
The distribution of popularity of downloaded song titles at Rhapsody4 and
Wal-mart is depicted in Figure 1.1.
Referring to Figure 1.1, the revenue share of song titles in the long tail
is significant, being 40% of total revenue in the case of Rhapsody [Ander-
son, 2006]. In the case of Amazon.com and Netflix5, the revenue share of
niche products is 25% at Amazon.com for books respectively 21% at Netflix
[Anderson, 2006].
4http://www.rhapsody.com
5http://www.netflix.com
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Figure 1.1: Anatomy of the Long Tail at Rhapsody (December 2005) [Anderson, 2006].
Recommender systems are a crucial driver for the Long Tail phenomenon
[Hinz et al., 2011] by reducing information overload and overchoice [Ander-
son, 2006]. As indicated by Brynjolfsson et al. in [Brynjolfsson et al., 2003],
the consumer welfare enhanced by $731 million to $1.03 billion in the year
2000 due to the increased product variety of online bookstores. Consumer
welfare refers to consumers’ total satisfaction. This enhancement in con-
sumer welfare is 7 to 10 times larger than the consumer welfare gain from
increased competition and lower prices in the book market [Brynjolfsson
and Smith, 2000].
In conclusion, recommender systems are essential for increasing con-
sumer welfare, which ultimately leads to an increase in economic and social
welfare.
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1.1 Motivation and Thesis
The vast product variety and product variation offered by online retailers
provide an amazing amount of choice options to individuals, thus posing
a big challenge to them finding and choosing interesting products that
provide them the most utility. Recommender systems have emerged to help
individuals finding these products.
Recommender systems employ collaborative filtering technology [Burke,
2002, Adomavicius and Tuzhilin, 2005, Ziegler, 2005], a filter technology
that considers the product ratings of like-minded individuals to provide
recommendations to individuals. In this context, product ratings imply the
utility gained by individuals. The fundamental assumption of collaborative
filtering is that individuals who previously shared similar preferences be-
have similarly in the future. Consequently, each individual benefits from
the product experience of like-minded individuals.
Online retailers use individuals’ product ratings to create preference
profiles for the purpose of retrieving like-minded individuals and personal-
izing content. For this purpose, online retailers collect explicit ratings (e.g.,
rating score) or implicit ratings (e.g., product browsing history, shopping
cart, purchase history). Based on this information, like-minded individuals
are commonly identified by comparing the ratings for common rated prod-
ucts [Resnick et al., 1994, Herlocker et al., 1999]. The ratings for common
rated products of two individuals comprises both individuals’ ratings for
all products that both individuals have rated. The basic assumption is that
like-minded individuals can be assessed based on the ratings for common
rated products.
However, retrieving like-minded individuals based on ratings for com-
mon rated products may be inappropriate because ratings for common rated
products may not necessarily be a representative sample of two individuals’
preferences due to the following four issues:
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Significance of similarity. Two individuals’ ratings for common rated
products may be too scarce to draw a significant conclusion about the
preference similarity of both individuals, thus missing like-minded
individuals or even mistaking individuals as being like-minded.
Partial representation of preferences. Two individuals’ ratings for com-
mon rated products correspond to the intersection of both individuals’
rated products and therefore may represent only partially both indi-
viduals’ preferences, which are multifaceted by nature. Consequently,
overall preference similarity is, in fact, deduced from partial pref-
erence similarity. For instance, both individuals may like the same
action movies and rate these in the same way. But, one of both is
also interested in romantic movies whereas the other individual is
not. As a result, the former rates various romantic movies whilst the
latter rates only a few, if at all, romantic movies. Consequently, few
or even no romantic movies are element of the set of common rated
products, which causes a selection bias. Although both individuals
share similar preferences for action movies, a romantic movie may be
a good recommendation only for one of both.
Assessability of similarity. The preference similarity between two indi-
viduals is not assessable in the case of both individuals not sharing
ratings for the same products. Consequently, like-minded individuals
are missed due to lack of ratings, which ultimately limits prediction
coverage [Herlocker et al., 1999]. Prediction coverage is the percent-
age of products for which the recommender system is able to generate
a recommendation [Ge et al., 2010]. The reason is that collaborative
recommendations are limited to products that have been rated by
retrieved like-minded individuals.
Incompleteness of preferences. Retailers collect only a fraction of individ-
uals’ ratings on their store because individuals purchase products
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from different stores, above all the non-loyal individuals. Therefore,
individuals’ ratings are distributed across multiple retailers [Ziegler,
2005, Bannwart et al., 2009], which limits the amount of collected
ratings per retailer. Hence, distributed ratings aggravate the issues
previously described.
Generally, recommender systems face the problem of having sparse
information about individuals’ preferences, which leads to poor recommen-
dations. This problem is known as the cold-start problem, which commonly
affects collaborative filtering-based recommender systems [Schein et al.,
2002, Middleton et al., 2002]. As a result of poor recommendations, indi-
viduals change to other recommender systems instead of providing further
information about their preferences, thus starting the vicious circle of rec-
ommender systems keeping to provide poor recommendations.
Machine learning algorithms, in contrast, can be used to efficiently gen-
eralize from an individual’s ratings to the individual’s preferences. These
algorithms are able to improve the task of predicting the utility a partic-
ular product provides to the individual based on the observations of the
individual’s product ratings. These algorithms hypothesize individuals’
preferences and represent these hypothesized preferences as preference
models, which can be used to predict the utility that individuals receive
from the consumption of a particular product.
Although these preference models filter relevant products, they lack the
ability to find products that provide the most utility to individuals. For
instance, an individual may like action movies in general. The individual’s
preference model filters primarily action movies, which are relevant accord-
ing to the observed individual’s preferences. Nonetheless, the individual
does receive different utility from different action movies due to tacit differ-
ences between these movies. Furthermore, the individual may occasionally
receive high utility from non-action movies, which are not considered as
relevant by the individual’s preference model.
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In conclusion, collaborative filtering is an effective method to provide in-
dividuals the products that best fit their preferences. The rating similarity of
individuals for common rated products, however, is not an efficient method
of retrieving like-minded individuals, especially in the cold-start situation.
Hypothesized preferences, in contrast, represent effectively individuals’
preferences given that individuals provide sufficient ratings. Hypothe-
sized preferences, however, lack in taking the tacit quality of products into
account.
Hence, we claim that using hypothesized preferences of individuals to
retrieve like-minded individuals instead of the ratings for common rated
products overcomes both the discussed limitations of ratings for common
rated products and the limitations of hypothesized preferences. We consti-
tute our claim on the basis of the following four reasons:
• Comparing two hypothesized preferences is independent of the set of
common rated products, thus resolving the issue of scarce common
rated products (significance of similarity).
• Hypothesized preferences approximate the individual’s entire prefer-
ences, thus resolving the issue of the set of common rated products
representing only partially both individuals’ preferences (partial rep-
resentation of preferences).
• Retrieving like-minded individuals is based on their respective hy-
pothesized preferences, thus resolving the issue of individuals not
sharing a single rating for the same product (assessability of similar-
ity).
• Hypothesized preferences can be compared across multiple retailers,
thus resolving the issue of distributed ratings and mitigating the
cold-start problem (incompleteness of preferences).
In summary, we state our thesis as follows:
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Thesis:
Retrieving like-minded individuals based on the similarity of their respective hy-
pothesized preferences (the cause of their product ratings) instead of the similarity
of product ratings for common rated products (the effect of their preferences) is
effective and efficient, and mitigates the cold-start problem of collaborative filtering.
1.2 Hypothesis-Based Collaborative Filtering in
a Nutshell
In this dissertation, we propose hypothesis-based collaborative filtering (HCF)
to expose individuals to products that best fit their preferences. In HCF, we
retrieve like-minded individuals based on the similarity of their respective
hypothesized preferences. For this purpose, we use machine learning to
hypothesize individuals’ preferences. Machine learning is a method to au-
tomatically learn to recognize complex patterns from observations [Mitchel,
1997], thus being adequate to hypothesize individuals’ preferences from
their product ratings.
Generally, the similarity of two individuals’ hypothesized preferences can
be computed in two different ways. Oneway is to compare the hypothesized
utilities that products provide to both individuals. The hypothesized utility
a product provides to a particular individual can be predicted based on the
individual’s hypothesized preferences. We assume that the more similar
both individuals’ hypothesized utilities for some products are, the more
similar are their respective hypothesized preferences and therefore their
preferences. We call this kind of two individuals’ preference similarity
hypothesized utility-based preference similarity (HU preference similarity).
The other way is to compare the composition of both individuals’ hypoth-
esized preferences. We assume that the more similar the components of both
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individuals’ hypothesized preferences are, the more similar are their respec-
tive hypothesized preferences and therefore their preferences. We call this
kind of two individuals’ preference similarity hypothesis composition-based
preference similarity (HC preference similarity).
In this dissertation, we provide the theoretical foundation, the algo-
rithmic framework, and its implementation for both kinds of preference
similarity. In both cases, we use machine learning to hypothesize individ-
uals’ preferences. For the first kind (i.e., HU preference similarity), we
propose to compute the preference similarity of two individuals based on
the utilities that some products provide to each of both. For this purpose,
we use both individuals’ hypothesized preferences to predict the respective
utilities of some products. To compute the preference similarity, we propose
three similarity metrics to compare product utilities.
For the HC preference similarity, we propose to compute the preference
similarity of two individuals based on the compositions of their respective
hypothesized preferences. For this purpose, we introduce the notion of
hypothesized partial preference (HPP), which are self-contained and form
the components of hypothesized preferences. An HPP, for example, may
specify a high utility gain from recent action movies in which a particular
actress acts the heroine. Hence, an HPP is composed of a composition
of requirements for product properties and the expected utility gain. To
compare the composition of hypothesized preferences, we cross-compare
HPPs that constitute the respective hypothesized preferences. Then, we
consolidate the similarities for each pair of HPPs to an overall similarity of
both hypothesized preferences. We propose several methods to compare
HPPs and to consolidate these similarities.
We conduct a large empirical study on a quasi benchmark dataset and
diverse variations of this dataset, which vary with respect to sparsity degree,
to evaluate the cold-start behavior of HCF. Based on this empirical study,
we provide empirical evidence for the superiority of HCF regarding recom-
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mendation performance and its robustness against data sparsity relative to
state-of-the-art filtering methods.
We use the research methodology of grounded theory for scrutinizing the
empirical evaluation to explain the cold-start behavior of HCF regarding the
retrieval of like-minded individuals relative to other filtering methods. We
formulate a theory about the cold-start behavior of HCF, which we ground
on the empirical evaluation, and verify its validity.
1.3 Thesis Statement
To verify our thesis presented in Section 1.1, we rely on the fulfillment
of research goals. Prior to discussing the research goals in Section 1.3.2,
we present the underlying research hypotheses of these research goals in
Section 1.3.1.
1.3.1 Research Hypotheses
In this section, we present the research hypotheses underlying the research
goals of this dissertation.
Information gain from domain ontology. A domain ontology is the spec-
ification of the conceptualization of domain knowledge [Gruber, 1993]. It
formally represents domain knowledge as a set of concepts and their in-
terrelationships. We assume that the efficiency of machine learning can
be increased by taking domain ontologies into account when generalizing
from observations. We argue that machine learning can enrich observations
with domain knowledge to gain additional information to generalize from
observations, particularly in the case of insufficient observations. On the
other hand, machine learning can exclude some correct generalizations from
observations which contradicts to the domain knowledge.
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HYPOTHESIS (H1): The efficiency of machine learning can be increased by taking
domain ontologies to gain useful information.
We verify this hypothesis with respect to an extension of a commonly
used machine learning algorithm. We show by means of a synthetic dataset
that the efficiency of machine learning can be increased taking a domain
ontology, particularly when observations are insufficient.
Ontology-basedpreference representation. Machine learning algorithms
provide different representations of hypothesized preferences, which de-
pends on the machine learning method and its implementation, thus being
neither machine readable nor interpretable. We assume that an ontology
can be developed, which can formally represent individuals’ hypothesized
preferences based on a set of appropriate concepts and their interrelation-
ships. We argue that using OWL as the knowledge representation language,
individuals’ hypothesized preferences are machine readable and seman-
tically interpretable by different recommender systems, which are able to
consume semantic information.
HYPOTHESIS (H2): An ontology is appropriate to specify individuals’ hypothe-
sized preferences which is machine readable and therefore can be used as exchange
format among different recommender systems.
We verify this hypothesis with respect to the Web Ontology Language
(OWL), which is a knowledge representation language and which provides
formal semantics. We show by means of two different machine learning
algorithms that hypothesized preferences can be represented with an on-
tology. For this purpose, we developed an appropriate ontology to specify
hypothesized preferences.
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Hypothesized utility-based preference similarity. The utility a product
provides to individuals depends on their preferences and indicates howwell
the product fits individuals’ preferences. Under the assumption that ma-
chine learning algorithms adequately hypothesize individuals preferences,
we assume that the more similar utilities for some products of individuals
are, the more similar are their preferences. Therefore, predicting the utili-
ties for some products and computing the similarities of utilities for some
products allows for the retrieval of like-minded individuals.
HYPOTHESIS (H3.1): The similarity of hypothesized utilities some products
provide to individuals allows for the retrieval of like-minded individuals.
We verify this hypothesis with respect to a quasi benchmark dataset,
which is commonly used to evaluate recommender systems. We provide
empirical evidence that hypothesized utility-based preference similarity (HU
preference similarity) allows for retrieving like-minded individuals.
Hypothesis composition-based preference similarity. The composition
of hypothesized preferences in terms of hypothesized partial preferences (HPP)
represents the cause for hypothesized utilities which products provide to
individuals. We assume that by comparing HPPs of different hypothe-
sized preferences we can deduce the similarity of individuals’ preferences.
Therefore, computing the similarities of the composition of hypothesized
preferences allows for the retrieval of like-minded individuals.
HYPOTHESIS (H3.2): The similarity of the composition of hypothesized prefer-
ences in terms of HPPs allows for the retrieval of like-minded individuals.
We verify this hypothesis with respect to a quasi benchmark dataset,
which is commonly used to evaluate recommender systems. We provide
empirical evidence that hypothesis composition-based preference similarity (HC
preference similarity) allows for retrieving like-minded individuals.
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Hypothesized partial preference similarity. Individuals may have only
partially similar preferences. For instance, two individuals may have similar
preferences for Italian food whereas both individuals have different prefer-
ences for Asian food. Therefore, both individuals should be considered as
like-minded in the case of Italian food, but not in the case of Asian food. We
assume that taking hypothesized partial preference (HPP) for similar products
is more appropriate than considering the overall preference similarity of
individuals.
HYPOTHESIS (H3.3): The partial similarity of hypothesized preferences allows
for the case-based retrieval of like-minded individuals.
We verify this hypothesis with respect to a quasi benchmark dataset,
which is commonly used to evaluate recommender systems. We provide
empirical evidence that HPP similarity can be more appropriate than overall
preference similarity.
Cold-start mitigation. Retrieving like-minded individuals based on the
similarity of their ratings for common rated products has some limitations,
particularly when individuals provide few ratings. We assume that hypoth-
esizing individuals’ preferences by means of machine learning captures
more accurately individual preferences, thus still allowing for the accurate
retrieval of like-minded individuals. Therefore, hypothesis-based collaborative
filtering (HCF) should mitigate the cold-start problem, which commonly
affects collaborative filtering-based recommender systems.
HYPOTHESIS (H3.4): Hypothesis-based collaborative filtering mitigates the cold-
start problem.
We verify this hypothesis with respect to a quasi benchmark dataset.
We use this dataset to derive some datasets with different severity of the
cold-start problem by gradually removing individuals’ ratings. We provide
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empirical evidence that retrieving like-minded individuals based on the
similarity of their hypothesized preferences instead of the similarity of rat-
ings for common rated products outperforms the latter method in different
cold-start scenarios and even in the case of the quasi benchmark dataset.
Rating predicate. The rating activity of individuals and the received rat-
ing activity of products indicates the severity of cold-start problem. We
assume that the more severe the cold-start problem is, the more efficient
the retrieval of like-minded individuals based on the similarity of their
hypothesized preferences is relative to the similarity of their ratings for
common rated products.
HYPOTHESIS (H4): The rating predicate of individuals by means of provided
rating activity and products by means of received rating activity indicates the
effectivity and the efficiency of retrieving like-minded individuals based on the
similarity of hypothesized preferences.
We verify this hypothesis with respect to the results of our empirical
study. We provide empirical evidence that rating predicates of individuals
and products can be used to determine the relative efficiency of retrieving
like-minded individuals based on the similarities of hypothesized prefer-
ences relative the similarities of ratings for common rated products.
1.3.2 Research Goals
We define five research goals as follows:
Domain Ontology-Based Machine Learning Algorithm
RESEARCH GOAL (G1): Create a machine learning algorithm which takes a
domain ontology to increase the efficiency of hypothesizing an individual’s prefer-
ences.
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Machine learning algorithms generalize from the product ratings provided
by an individual to the individual’s preferences and builds a preference
model, which represents an approximation of the individual’s preferences.
A machine learning algorithm should be developed which takes a domain
ontology into account when hypothesizing the individual’s preferences
compensate for insufficient product ratings, thus increasing the efficiency of
hypothesizing an individual’s preferences For the purpose of generality, the
domain ontology should be semantically specified with the Web Ontology
Language (OWL).
The success of this research goal depends on the acceptance of Hypothesis
H1 (information gain from domain ontology hypothesis).
Specification of the Conceptualization of Hypothesized
Preferences
RESEARCH GOAL (G2): Create an preference ontology to semantically describe
hypothesized preferences and to mediate an individual’s preferences across recom-
mender systems.
The ontology should specify the concepts and properties to describe an indi-
vidual’s preferences. For this purpose, the ontology should be appropriate
for formalizing hypothesized preferences and machine learning models,
respectively. The specification of individuals’ preferences should be ma-
chine readable and semantically interpretable, thus being an appropriate
exchange format to mediate individuals’ preferences across recommender
systems. The Web Ontology Language OWL provides a formal framework
for semantically specifying the conceptualization of preferences.
The success of this research goal depends on the acceptance of Hypothesis
H2 (ontology-based preference representation hypothesis).
20 1.3 Thesis Statement
Algorithmic Framework for Comparing Hypothesized Preferences
RESEARCH GOAL (G3): Develop an algorithmic framework and its implementa-
tion to compute the similarity of two individuals’ hypothesized preferences.
An algorithmic framework should be developed to compute the similarity
of two individuals’ hypothesized preferences. This algorithmic framework
should base on a theoretical foundation of comparing hypothesized pref-
erences. The proposed algorithmic framework should be implemented for
the purpose of evaluation. An algorithmic framework should be developed
and implemented for hypothesized utility-based preference similarity and
hypothesis composition-based preference similarity.
The success of this research goal depends on the acceptance of either Hy-
potheses H3.1 (hypothesized utility-based preference similarity hypothesis),
H3.2 (hypothesis composition-based preference similarity hypothesis), or
H3.3 (hypothesized partial preference similarity hypothesis).
Effectivity and Efficiency of Hypothesis-Based Collaborative
Filtering
RESEARCH GOAL (G4): Evaluate the cold-start behavior of the effectivity and
efficiency of retrieving like-minded individuals based on the similarity of their
hypothesized preferences.
The cold-start behavior of the effectivity and efficiency of retrieving like-
minded individuals based on their hypothesized preferences should be eval-
uated with an empirical study. The cold-start behavior should be analyzed
by evaluating the recommendation performance for cold-start situations of
different degree. The effectivity and efficiency of hypothesis-based collabo-
rative filtering should be compared to state-of-the-art collaborative filtering
approaches.
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The success of this research goal depends on the acceptance of either
Hypotheses H3.1 (hypothesized utility-based preference similarity hypothe-
sis), H3.2 (hypothesis composition-based preference similarity hypothesis),
or H3.3 (hypothesized partial preference similarity hypothesis), and the
acceptance of the Hypothesis H3.4 (cold-start mitigation hypothesis).
Grounded Theory of Hypothesis-Based Collaborative Filtering
RESEARCH GOAL (G5): Develop a theory which explains the characteristics
of hypothesis-based collaborative filtering and its cold-start behavior. Based on
its characteristics, build a decision model to decide when to favor hypothesized
preference similarity over similarity of ratings for common rated products to retrieve
like-minded individuals.
A theory should be developed to explain the characteristics of retrieving
like-minded individuals based on their hypothesized preferences. The the-
ory should explain the differences to the retrieval of like-minded individuals
given the similarities of their ratings for common rated products. Based on
this theory, a decision model should be built to decide when to favor simi-
larities of hypothesized preferences over similarities of ratings for common
rated products. The theory and the decision model should be validated
by incorporating it in the recommendation performance evaluation. The
research methodology of grounded theory should be applied.
The success of this research goal depends on the acceptance of Hypothesis
H4 (rating predicate hypothesis).
1.4 Contributions
The conceptual contributions of this dissertation focus on the theoretical
foundation and the algorithmic framework to compare hypothesized prefer-
ences by means of comparing hypothesized utilities, comparing HPPs and
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the composition of hypothesized preferences. The technical contributions
of this dissertation concentrate on the development of ontologies, tools
to retrieve like-minded individuals (i.e., RECOMIZER) and conducting the
empirical study and the analysis of its results. The empirical contributions
of this dissertation constitutes of two contributions. The first contribution
is the empirical evidence of hypothesis-based collaborative filteringHCF out-
performing other collaborative filtering methods, in cold-start situations in
particular. The second contribution is the theory of the efficiency of retriev-
ing like-minded individuals, which is grounded in the empirical results,
based on the similarity of their respective hypothesized preferences.
The main contributions of this dissertation are:
1. The theoretical foundation of partial, semi-partial and total similarity
of individuals’ hypothesized preferences.
2. The extraction of hypothesized partial preferences (HPPs) from preference
models created by machine learning algorithms and the preference
ontology YOULIKE to specify individuals’ hypothesized preferences.
3. SEMTREE, an extension of a decision tree induction algorithm which
takes a domain ontology to increase the learning efficiency.
4. Two algorithmic frameworks to compute the partial, semi-partial and
total similarity of hypothesized preferences. The first algorithmic
framework computes the similarity of hypothesized preferences by
means of the similarity of their respective hypothesized utilities for
some products. The second algorithmic framework computes the
similarity of hypothesized preferences by means of the composition
of hypothesized preferences in terms of HPPs.
5. An semantic extension of the Jaccard similarity coefficient to compare
the semantic similarity sets of semantic concepts.
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6. The movie ontology MO, which provides amongst other things a
taxonomy of genres.
7. A theory which explains the cold-start behavior of hypothesis-based
collaborative filtering and a decision model to support the choice of
the most appropriate method of retrieving like-minded individuals.
8. RECOMIZER, a Java implementation of several variations of the two
proposed algorithmic frameworks.
9. OMORE, a Firefox extension which allows individuals to incorporate
hypothesized utility on Web pages about products across multiple
retailers.
1.5 Organization
This dissertation is organized as follows:
Chapter 2 (p.27) reviews related work in the field of recommender sys-
tems in general, collaborative filtering, and the cold-start problem in
particular.
Chapter 3 (p.41) presents the theoretical foundation to define the simi-
larity of individuals’ preferences by means of their respective hy-
pothesized preferences. More precisely, it presents the theoretical
foundation of using hypothesized preferences to approximate indi-
viduals’ preferences and, to this end, introduces the notion of partial
preferences. Furthermore, it presents two extraction strategies to ex-
tract hypothesized partial preferences (HPPs) from decision tree models
and probabilistic models. Finally, the preference ontology YOULIKE
is presented, which provides the necessary concepts and relations to
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specify individuals’ preferences. This can be used to mediate individ-
uals’ preferences across different recommender systems incorporated
on different stores.
Chapter 4 (p.53) presents a semantic extension to a commonmachine learn-
ing algorithm, more precisely a decision tree learner, to boost its
efficiency of hypothesizing individuals’ preferences based on few ob-
servations. The accuracy of hypothesized preferences impacts the
accuracy of the similarity computation of hypothesized preferences,
thus being crucial, especial in cold-start situations in which individu-
als commonly provide few ratings. More precisely, a domain ontology
is used to to provide additional information to boost the efficiency of
inducing decision trees. It is shown that the semantic extension for
a decision tree learner can approximate more accurately individuals’
preferences than comparable decision tree learners.
Chapter 5 (p.65) provides the theoretical foundation of the similarity of
hypothesized preferences, the similarity of HPPs and the similarity of
hypothesized semi-partial preferences (HSPP). Furthermore, it presents
two different algorithmic frameworks to compute the similarity of hy-
pothesized preferences based on the similarity of predicted utilities for
some products respectively the similarity of hypothesis compositions.
Chapter 6 (p.87) presents the empirical study which we have conducted.
This chapter describes the experimental setting, the used dataset,
presents and discusses the evaluation results of different implementa-
tions of hypothesis-based collaborative filtering (HCF) and other candi-
dates for comparison regarding different performance metrics.
Chapter 7 (p.129) presents the analysis of the cold-start behavior of HCF.
The researchmethodology grounded theory to scrutinize the empirical
results and to develop a theory to explain the cold-start behavior.
Finally, the theory is validated by means of an empirical study.
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Chapter 8 (p.189) discusses the conceptual and technical limitations and
future work of this dissertation, HCF in particular.
Chapter 9 (p.195) draws the conclusions, discusses the acceptance of the
thesis and closes with opportunities for further research.
Appendix A (p.207) summarizes tools we developed for this dissertation.
Amongst other things, it presents RECOMIZER, the Java implementa-
tion of both algorithmic frameworks.
Appendix B (p.215) presents the movie ontology MO, the taxonomy of
movie genres in particular.
Appendix C (p.217) presents the different datasets which we used to con-
duct the empirical study and to build a theory to explain the cold-start
behavior of HCF.
Appendix D (p.225) extends the presented distribution of the recommen-
dation performance of HCF in Chapter 7 by five additional recom-
mender systems.
Appendix E (p.253) presents additional recommendation performance re-
sults of HCF and individual properties and product properties for
different datasets with different sparsity degree.
Appendix F (p.259) presents additional comparisons of the recommenda-
tion performance and cold-start behavior of HCF methods and other
collaborative filtering methods.
Appendix G (p.279) presents the foundation of this thesis by means of
published work.

2
Related Work
RECOMMENDER SYSTEMS are information systems which provideconsumers recommendations regarding products which best fitsconsumers’ preferences, thus reducing information overflow and
mitigating overchoice. In fact, recommender systems implement a distinct
search paradigm relative to the canonical search paradigm of search engines
that is: interesting products find the consumer instead of the consumer
search these.
Recommender systems use the collective wisdom of consumers for expos-
ing consumers to products which best fits their preferences. This filtering
technology is commonly referred to as collaborative filtering, a term coined
by Goldberg [Goldberg et al., 1992].
In the following, we present the formal framework of recommender sys-
tems in Section 2.1. Prior to review related work addressing the cold-start
problem in Section 2.2.2, we present different approaches of collaborative
filtering in Section 2.2. Subsequently, we discuss machine learning in Sec-
tion 2.3.
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2.1 Recommender Systems
2.1.1 Formal Framework
The basic elements for a collaborative filtering based recommender system
is the set of individuals I, the set of products G, and the set of ratings R in
which individuals explicitly or implicitly state about products. The rating
set R is represented as the m⇥ n rating matrix as it is shown in Figure 2.1
with m = |I| number of individuals and n = |G| number of products.
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Figure 2.1: Representation of individuals’ ratings for all products as the rating matrix R.
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We refer to a particular individual as i 2 I, a particular product as
g 2 G, and a particular rating of individual i for product g as rig. Note,
rig corresponds to the element at the ith row and gth column of the rating
matrix R.
We call the subset of products which individual i has rated with r 6= ?
the individual’s i rated product set Gi ✓ G. We call the subset of individu-
als which have rated product g the product’s g rated individual set Ig ✓ I.
We denote the individual for which we compute the recommendations as
the active individual a 2 I.
Based on the introduced notation, we define a recommender system as
a function f which returns for the active individual a the product rating
vector bRa·. The product rating vector bRa· provides the individual a’s rating
rag for product g 2 Ga or a predicted rating brag for product g 2 G \ Ga.
For the computation, the function f considers the active individual a as well
as all other individuals in I, all products in G, individual a’s product rating
vector Ra· as well as the rating matrix R and the set of rating concepts C.
Hence, we conceptualize a recommender system as follows:
bRa· = f (a,U,G,Ra·,R,C) (2.1)
with bRa· as the predicted rating vector for the active individual a.
2.1.2 Ratings
We denote the value space of the rating rig as K which consists of rating
concepts C or? in case of no rating. In other words, K = C[?. A particular
rating concept is referred to as c 2 C = {1, . . . , k  1} with k = |K| number
of rating concepts. Generally, a value space is classified to one of the
following four groups:
• Nominal rating: The task of product recommendation can be treated
as a classification problem that associates a product with one ore
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more rating classes. Popular classes of rating concepts C are {relevant,
irrelevant} or {likes, likes not}.
• Ordinal rating: The rating concepts are interrelated and can be ordered.
The typical example for ordinal rating concepts is the star-rating on a
1-5 integer scale: {F, . . . ,FFFFF}. With ordinal ratings only the
assertion can be done that a 4-star rated product is better than a 2-star
rated product, but not two times better.
• Interval rating: Products can be rated with a numeric value from R.
Ratios in this scale are not meaningful. In general, such ratings can be
normalized to a [ 1, 1] scale.
• Ratio rating: Products can be rated with a numeric value from R. In
general, such ratings can be normalized to a [0, 1] scale.
2.2 Collaborative Filtering
Collaborative filtering is a method to provide personalized recommenda-
tions to an individual by considering the preferences from many other
individuals [Resnick et al., 1997, Kautz et al., 1997, Konstan, 2004]. The un-
derlying assumption of collaborative filtering is that individuals who shared
the same preferences in the past tend to share the same preferences in the
future. To provide personalized recommendations, preferences need to be
formalized and conceptualized. Built on this, the similarity of individuals’
preferences is computed to retrieve like-minded individuals. Afterwards,
collaborative filtering is applied to provide personalized recommendations
to a individual by considering prior ratings of like-minded individuals.
Generally, any vector similarity metric can be applied to compute the
similarity between product rating vectors. Past research focused mainly
on cosine similarity, Pearson correlation, and Spearman’s rank correlation
[Herlocker et al., 1999, Breese et al., 1998].
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In addition to individual preference similarity, [Anand et al., 2007] pro-
pose to describe products with semantical concepts and incorporate seman-
tic product similarity to the computation of individual preference similarity.
Following the same idea, a multilayer ontology-based hybrid recommen-
dation model is proposed in [Cantador et al., 2008]. Similar products are
clustered whereby each cluster represents a topic of interest. Users are re-
lated to these clusters to form communities of interests [Cantador and Castells,
2006]. Then, all products liked by a community of interests is recommended
to its members. However, the computational complexity of nearest neighbor-
based collaborative filtering is O(n2) because the preference similarity of
each individual pair has to be computed.
In [Basu et al., 1998], social aspects of the individuals (e.g., age) and
content-based information are used to compare individuals’ preferences.
More precisely, single individual and product features are used to define
homogeneous groups of individuals and products. In [Basu et al., 1998],
these features are referred to as hybrid features. Basically, partial preference
similarity is defined in [Basu et al., 1998] with respect to a single product
property. The limitation of this approach is that it limits the partiality to one
single, pre-defined product-property.
To address the computational complexity, cluster-based approaches are
proposed to reduce the number of comparisons in [Zhang et al., 2008]. In-
dividuals are clustered according to their geographical location. Within
these clusters, individuals’ preferences are compared. Similarly, clustering
individual into groups of similar individuals is suggest in [Rashid et al.,
2006] with ClustKNN. Then, similarity is computed only between the cen-
troids of these clusters. It is suggest to use k-Means clustering algorithms
to control the tradeoff of computational complexity and recommendation
accuracy which depends on the number of clusters. Empirical evidence
is given in [Rashid et al., 2006] that clustering techniques do not sacrifice
much recommendation accuracy but making collaborative filtering scalable.
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Given its reliance on product vector ratings, however, ClustKNN does not
taking in-depth preference similarity into account.
Predicting missing ratings to improve matrix factorization approaches is
proposed in [Melville et al., 2002]. Nonetheless, the preference similarity is
biased by the product set. For instance, when a product set is dominated by
one product type, then individuals’ preferences are mainly compared with
respect to this single product type.
The Fab system [Balabanovic and Shoham, 1997] recommends docu-
ments. To this goal, the individual generates his individual profile by
specifying his topics of interests. Those individual profiles are used to
compute individual’s with similar topic of interests. The Fab system then
recommends the individual documents that match the individual’s profile
and that have been liked by similar individuals. A more sophisticated
way of defining individual profiles is proposed in [Good et al., 1999]. User
profiles are expressed by preference vectors that contain the relevance of
certain topics. Documents are filtered according to the individual profiles.
Collaborative filtering based on individual similarity is used to filter the re-
trieved documents. The relevance of product features is used in [Anand
et al., 2007] as preference vectors instead.
In [Middleton et al., 2002] the synergy between ontologies and recom-
mender systems has been demonstrated. Quickstep [Middleton et al., 2004]
uses an ontology for individual profiling. It learns by observing the individ-
ual’s behavior in what research domain the individual is interested in and
recommends further papers of that research domain. The individual profile
consists of a preference vector containing the relevance of the corresponding
category in the ontology.
Referral Web [Kautz et al., 1997] is solely based on social networks. It
guides the individual through the social network to an expert that may
help. Trust networks on top of social networks have been proposed as
good sources for collaborative filtering[Golbeck et al., 2003]. The positive
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correlation between trust and preferences has been investigated in [Ziegler
and Lausen, 2004].
Ziegler proposed taxonomic filtering, taxonomy diversification and trust
networks to overcome the challenges of decentralized recommender sys-
tems. In [Berkovsky et al., 2007], a different approach of a decentralized
recommender system is proposed. They propose the mediation of individu-
als’ preference models across different domains to enhance personalization
of individual models. It is empirically shown, that like-minded individuals
in one a domain are likely to be like-minded in another domain. For in-
stance, individuals sharing similar preferences for music are likely to share
similar preferences for movies. The disadvantage of these approaches is
that they are limited to product rating vectors and cannot handle partial
preference similarity.
Multiple ontologies are used to build a decision tree in [Zhan et al., 2002].
The training procedure uses a top-down approach. In a first step, the top
most concept of the ontologies are compared according to their information
gain. The concept with the greatest information gain is used as decision
node. In the next steps, the information gain of all the sub-concepts of the
concept used in the decision tree are calculated and compared with the
remaining concepts of the other ontologies. This procedure is repeated until
every concept of all ontologies are used. In the context of assigning GO
terms to proteins, only one ontology is used.
In [Kurzynski, 1983], Kurzynski introduces a decision tree learner that
combines features to decrease the probability of misclassification. The
optimal combination of features is formalized as an optimization problem,
where all feature combinations are computed. That is problematic because
of runtime complexity as discussed in [Safavian and Landgrebe, 1991].
Domain ontologies are used to extract features to describe products in
[Kudenko, 2000]. The extracted features are then used in conjunction with
machine learning algorithms. In our approach we already have the features.
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In addition, we generalize features during the training procedure to improve
the result.
2.2.1 General Framework for Collaborative Filtering
[Herlocker et al., 1999, Resnick et al., 1994] propose a general framework
for a nearest neighbor-based collaborative filtering approach, which is pre-
sented in Eq. (2.2). The general framework specifies a method to predict the
unobserved rating brig of individual i for product g considering the k most
like-minded individuals. The goal is to predict a rating brig for individual i
and product g based on his/her average rating ri and of k nearest neighbors’
(i.e., other k individuals with most similar preferences) weighted rating
deviation rng   rn of that product.
brig = ri +
k
Â
n=1
win ⇤ (rng   rn)
k
Â
n=1
wig
(2.2)
Whilst many similarity metrics for the computation of wa,b have been
proposed, [Herlocker et al., 1999] show that the Pearson correlation outper-
forms the Spearman’s rank correlation and the cosine similarity.
2.2.2 Cold-Start Problem
Recommender systems commonly face the cold-start problem when rec-
ommendations are required for individuals or products for which too little
information (i.e., ratings) is known. Given that individuals only use a rec-
ommender system that provides reasonable recommendations, providing
poor recommendations will lead to attrition of individuals. Hence, a rec-
ommender system may never achieve a critical mass of ratings to provide
reasonable recommendations. Thus, the challenge is to provide reason-
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able recommendations even with little information about the individuals’
preferences.
According to [Middleton et al., 2002], three different types of the cold-
start problems can be distinguished:
new-system cold-start. The new-system cold-start refers to the initial stage
of a recommender system when no or only few initial ratings are pro-
vided. Every recommender system performs poorly in this situation
because it lacks crucial information to build accurate preference pro-
files of individuals. Even content-based recommender systems need
a few observations of the individuals’ interest to provide reasonable
recommendations.
new-user cold-start. The new-user cold-start refers to the situation when
too few ratings for an individual exist even in the light of sufficient
information about others. Note that a similar problemmay arise when
ratings for some products are extremely sparse as the resulting set
of common rated products may be small. A collaborative filtering-
based recommender system faces the same problem with individuals
providing ratings for products which have rarely been rated by other
individuals.
new-item cold-start. The new-item cold-start refers to the problem that
arises with products that have no or only few ratings yet. The products
provide only a small set of potential like-minded individuals.
In the following, we denote a situation with very sparse information a
major and a situation with more information a minor cold-start problem
situation.
Generally, content-based approaches are incorporated to face the cold-
start problem. Content filtering approaches can be combined with col-
laborative filtering approaches to build hybrid recommender systems. A
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classification and survey of hybrid recommender systems is found in [Burke,
2002]. One of the first hybrid recommender systems is the Fab system [Bala-
banovic and Shoham, 1997], which recommends documents. Its individuals
are asked to create an individual profile by selecting topics of interest. Users
are similar if they share many topics of interest. Documents are recom-
mended when they match the individual’s profile and have been liked by
individuals with similar individual profiles. Whilst this approach addresses
the cold-start problem its results are too generic and lack precision.
Another approach is to preprocess the data before replacing missing
ratings with predicted ones. [Melville et al., 2002], for instance, predict
unknown individual ratings based on known ratings. For that purpose,
an individual’s preferences is learned (or hypothesized) with a machine
learning algorithm that predicts the ratings for not yet rated products.
The mediation of individual models across different domains is proposed
in [Berkovsky et al., 2007] for enhanced personalization of individual mod-
els. In fact, domains are defined as product features in [Berkovsky et al.,
2007]. They empirically show that like-minded individuals in one domain
are likely to be like-minded in another domain. For instance, individuals
sharing similar preferences for music are likely to share similar preferences
for movies. The disadvantage of these approaches is that they are limited to
product rating vectors and cannot handle partial preference similarity. In
other words, individuals are considered as generally like-minded if they
share similar preferences for one domain. However, this approach lacks
accounting for individuals having only partially similar preferences.
Generally, individuals differ in their rating behavior such that some
individuals rate products on average higher than other individuals. Hence,
it is shown in [Bell and Koren, 2007] that normalizing the individuals ratings
improves the accuracy of computed individual preference similarities and
consequently results in more accurate recommendations.
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2.3 Machine Learning
Machine learning is a branch of artificial intelligence. It is concerned with
algorithms which enable computers to learn from observations. A computer
program is said to learn from past experience E if its performance in some
tasks T is improved with more experience E [Mitchel, 1997]. According
to [Mitchel, 1997], the learning problem of learning the individual’s pref-
erences needs to be well-defined. For that purpose, the following three
features need to be defined: the class of tasks, the measure of performance
to be improved and the source of experience:
• Task T: For the individual i, predict for the product g 2 G the proper
rating concept c 2 C such that c = rtrueig
• Performance measure P: e.g., Percentage of correct predictions of
rating concepts c = rtrueig of products g 2 Gi for the individual i
• Experience E: The individual i’s product rating vector Ri· and the set
of products Gi
The learner faces the problem of hypothesizing the rating concepts c 2 C
for the product g 2 Gi. Hence, the learner has to find the hypothesis hi(g)
from the hypothesis space H of all possible hypotheses which predicts best
the rating concept c the individual i associates with product g. For this
purpose, the performance measure P is used to determine the best hypoth-
esis hi. This hypothesis hi(g) is the hypothesized rating function and the
individual’s hypothesized preferences respectively. A perfect hypothesized
rating function hi(g) for g 2 Gi is defined as:
hi(g) = ui(g) , 8g 2 Gi (2.3)
The performance of hi(g) depends on both the hypothesis space H, which
is based on human designer’s choice, and the amount of Experience E and
the number of the individual i’s rating.

II
Preference Modeling

3
Conceptualization and Specification of
Preferences
THE individuals’ preferences are multifaceted by nature; in otherwords individuals prefer different products for different reasons.Therefore, we need to formalize these preferences to support the
retrieval of like-minded individuals, which ultimately improves personal-
ized recommendations based on collaborative filtering.
We introduce the notion of partial preferences to take the multiplicity of
facets of individual preferences into account. Based on partial preferences,
we can allow for fine-grained comparison of two individuals.
In the following, we develop the theoretical foundation for modeling
the individual’s preferences as a set of partial preferences in Section 3.1.
Subsequently, we explain how to extract partial preferences from machine
learning models in Section 3.2 followed by the presentation of the prefer-
ence ontology YOULIKE to specify hypothesized preferences in Section 3.3.
Finally, we discuss the acceptance of Hypothesis H2 in Section 3.4 (ontology-
based preference representation hypothesis).
Part of this chapter have been published in [Bouza et al., 2009] and [Bouza and Bernstein,
2012]
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3.1 Formalization of Preferences
We formalize the individual’s preferences in terms of elements, which are
typically found in recommender systems. These elements are the set of
individuals I, the set of products G an the set of ratings R. The ratings are
expressed either explicitly or implicitly by individuals. The set of rating
concepts C defines the value space which can be realized by ratings. At this
point, we refer to Section 2.1.2 for possible sets of rating concepts C. We
refer to a particular individual as i 2 I, to a particular product as g 2 G, to a
particular rating concept as c 2 C and we denote the rating of an individual
i for product g as rig 2 R.
We assume that every individual i is able to rate every product g in terms
of rating concepts C. Based on this assumption, we define individual i’s
preferences as a personal utility function ui : G ! C, which maps a given
item g to a rating concept c:
ui : g 7! c ⌘ rig , 8g 2 G (3.1)
whereby the realization of a particular rating concept c for ui(g) is the
rating rig. Note that the personal utility function ui is not necessarily surjec-
tive or injective. The personal utility function ui is a total function for all
individuals, however, which maps every g 2 G to exactly one c 2 C.
A computer program is able to learn the individual i’s utility function
ui(g) based on individual i’s ratings. According to [Mitchel, 1997], a com-
puter program is said to learn from ratings if the accuracy of estimating the
correct rating improves. The goal of a computer program can be defined
as finding the hypothesis h : G ! C from a hypothesis space H such that
h(g) ⇡ ui(g) for all products g 2 G. The hypothesis space H is based on
human designer’s choice.
Typically, a computer program finds a less adequate hypothesis h when
the hypothesis space H is missing the correct hypothesis or individual i
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expresses too few ratings. We denote this issue with the error term ei(g).
Therefore, the relation between ui(g) and hi(g) is defined as:
ui(g) = hi(g) + ei(g) (3.2)
However, given an adequate hypothesis space H, we argue that the error
term ei(g) goes to 0 for more ratings, because a learning computer program
selects by definition a more accurate hypothesis h with more experience E
[Mitchel, 1997], i.e., when individual i expresses more ratings. Hence, we
formulate the following corollary:
Corollary 1. The individual i’s preferences or rather individual i’s utility function
ui(g) can be approximated with the appropriate hypothesized utility function hi(g):
ui(g) ⇡ hi(g) (3.3)
3.1.1 Partial Preferences
An individual’s preferences are multifaceted by nature such that an indi-
vidual likes products with different properties. We incorporate this aspect
into the individual preference model by introducing the notion of partial
preferences. According to Eq. (3.1), we model individual i’s preferences
as a utility function with case distinctions, whereby each case or rather
condition Dij with j 2 {1, . . . , z} and z as the number of cases corresponds
to the partial preference uij(g):
ui(g) =
8>>><>>>:
ui1(g) = cv if g satisfies condition D
i
1
...
uiz(g) = cw if g satisfies condition Diz
(3.4)
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with cv, cw 2 C. Note that every partial preference uij(g) is a partial function
uij : G  C and is defined only for g 2 GDij ✓ G, the subset of G which
satisfies condition Dij.
FromCorollary 1 and Eq. (3.4), we deduce that hi(g) is likewise a function
with case distinctions, whereby each case corresponds to a hypothesized
partial preference (HPP) hij(g):
hi(g) =
8>>><>>>:
hi1(g) = cv if g satisfies condition D
i
1
...
his(g) = cw if g satisfies condition Dis
(3.5)
with the partial preference uij(g) having h
i
j(g) as correspondent. Hence, we
formulate the following corollary:
Corollary 2. The individual i’s partial preference or rather individual i’s partial
utility function uij(g) can be approximated with the appropriate hypothesized
partial utility function hij(g):
uij(g) ⇡ hij(g) (3.6)
We assume an individual’s preferences to be consistent. Under this
assumption, an individual rates every product which satisfies the same
condition the same. Analogously, the hypothesized individual preferences
estimates the same rating for products which satisfy the same condition.
3.2 Partial Preference Extraction from Machine
Learning Models
Referring to Eq. (3.5), the product’s properties determine which condition
is satisfied, thus determining the proper HPP. We interpret a condition as a
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conjunction of constraints on the product’s properties and the rating as the
conclusion. We represent a conjunction of constraints as a set of constraints
whereby each constraint has to be fulfilled. We refer to a set of constraints
with p.
Typically, different machine learning algorithms represent a hypothesis
differently, thus encoding HPPs differently. In the following, we discuss
how these HPPs are encoded in decision tree models and Naïve Bayes
probabilistic models and how to extract these from both types of models.
3.2.1 Partial Preference Extraction from Decision Tree
Classifier
A decision tree learner represents a hypothesis as a decision tree in which
each node corresponds to a test of some property of a product. Each edge
corresponds to a possible evaluation of such a test. A test in combination
with an evaluation specifies a constraint. Thus, each branch which starts at
the root node and ends at a leaf corresponds to a conjunction of constraints
with the leaf as the conclusion. Therefore, an HPP is encoded as a branch in
a decision tree which starts at the root and ends in some leaf.
Figure 3.1 presents an exemplified decision tree representation of an
individual’s preferences. The highlighted path in Figure 3.1 corresponds
to an HPP and consists of the evaluated tests {P, A, T} and its conclusion
respectively utility h.
To extract all HPPs, we have to parse all possible branches. In total, we
get as many HPPs as the number of leafs of the decision tree.
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T
T
T
h
P
A
...
h ... ... .........
Root
Test
Utility
Partial preference
Figure 3.1: Partial preferences encoded as branches the root to the leaf of the decision tree. The
nodes of a branch corresponds to tests of some product properties and the leaf corresponds to the
utility of the product.
3.2.2 Partial Preference Extraction from Naïve Bayesian
Classifier
A Naïve Bayes classifier is a probabilistic classifier based on applying
Bayes’s theorem. It models a hypothesis as a conditional probability model
P(C|A1, . . . , An) with C as the rating concept variable and Aj as the jth
property variable of the set of all properties A. To predict a product’s utility
or rather rating, we can use the Naïve Bayes classification rule:
C  argmax
ck
P(C = ck)’
j
P(Aj|C = ck) (3.7)
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This rule calculates the most probable utility based on the observed proba-
bility distribution of P(C) and P(Aj|C).
The Naïve Bayes classification rule is, in fact, a linear combination of all
conditional probabilities of P(C) and P(Aj|C). Since Naïve Bayes assumes
strong (i.e., naïve) independence among properties, an individual’s prefer-
ences for product properties are likewise independent. Therefore, we can
interpret each conditional probability P(C) ⇤ P(Aj|C) as an HPP with the
set of constraints consisting of the single constraint Aj as the condition and
the most probable conclusion c as the utility:
C  argmax
ck
P(C = ck) ⇤ P(Aj|C = ck) (3.8)
For the purpose of simplification, we apply Bayes’s theorem to simplify
the definition of HPPs of Eq. (3.8) and rewrite HPPs as:
C  argmax
ck
P(C = ck|Aj) (3.9)
To extract all HPPs, we compute for each attribute the most probable
utility.
3.3 Ontological Specification of Hypothesized
Preferences
We developed the YOULIKE ontology1 to provide a controlled vocabulary
to semantically formalize an individual’s hypothesized preferences. We
specify the YOULIKE ontology with the Web Ontology Language OWL,
whose main purpose is to capture the semantics of information and make it
comprehensible to different machines. For this purpose, we followed the
ontology development guide suggested by [Noy and McGuiness, 2001].
1http://www.preferenceontology.org
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Specifying the YOULIKE ontology with OWL makes it appropriate to
mediate an individual’s preferences among different recommender systems
and Semantic Web agents. We define three concepts and five properties
to describe hypothesized preferences. These concepts and properties are
presented in Table 3.1 and Table 3.2, respectively. In the following, we
describe the reason behind and the usage of the elements of the YOULIKE
ontology.
Concepts Description
Profile corresponds to the individual’s preferences.
Preference corresponds to an individual’s partial preference.
Constraint specifies a constraint on the product’s properties.
Table 3.1: Concepts of the YOULIKE ontology, which specify the elements of the conceptualization of
preferences.
Properties Description
features an individual features a Profile
considers a Profile considers a Preference
rated the utility of a Preference is rated with a numeric value.
requires a Preference requires a Constraint.
excludes a Preference excludes a Constraint
Table 3.2: Properties of the YOULIKE ontology, which are used to specify an individual’s preferences
based on the concepts of the YouLike ontology.
An individual’s preferences varies depending on the situation and the
context. For instance, an individual may be limited in capital, thus optimiz-
ing his utility with cheaper products. The YOULIKE ontology accounts for
this by allowing an individual for featuring multiple preference profiles.
The YOULIKE ontology provides the concept Profile to model multiple
preference profiles. Figure 3.2 shows an example of an individual’s hy-
pothesized preferences being formalized with the YOULIKE ontology. As
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foaf:Agent Profile Preference
ex:Action
Movie
#considers#features
#requires
5
Constraint
ex:me
rdf:type
ex:myprefs
rdf:type
ex:actionre
achSciFi
rdf:type
#rated
rdf:type
mo:Action
mo:hasGenre
mo:Movie
rdf:type
ex:SciFiMo
vie
#requires
rdf:type
rdf:type
mo:SciFi
mo:hasGenre
Figure 3.2: Illustration of an exemplified formalization of an individual’s hypothesized preferences
using the YOULIKE ontology.
shown in Figure 3.2, the individual ex:me features the preference profile
ex:myprefs. The YOULIKE ontology provides the property features to
relate a preference profile to an individual. We use the individual’s FoaF
profile, which is commonly used in the Semantic Web.
An HPP is formalized as an instance of the YOULIKE class Preference
and is, in fact, independent of a preference profile. Therefore, it can
be used by multiple profiles of multiple individuals. As illustrated
in Figure 3.2, the preference profile ex:myprefs considers the HPP
ex:actionreachSciFi. The YOULIKE ontology provides the property
considers to relate an HPP to a preference profile.
As described in Section 3.2, an HPP consists of a set of constraints and a
conclusion. Constraints are formalized as an instance of the YOULIKE class
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Constraint. As shown in Figure 3.2, the HPP ex:actionreachSciFi
requires two constraints. As demonstrated in Figure 3.2, constraints can
be defined with other ontologies. We use the movie ontology MO2 (see
Appendix B) to specify the required properties of a movie. The YOULIKE
ontology provides the properties requires and excludes to specify re-
quired properties respectively excluded properties of a product.
Products which fulfill the constraints of some HPPs provide a utility to
an individual. We formalize this utility as a numerical value. The YOULIKE
ontology provides the property rated to evaluate the utility of an HPP. As
illustrated in Figure 3.2, the HPP ex:actionreachSciFi is rated with
the numeric value 5.
3.4 Acceptance of Hypotheses
We presented the theoretical foundation of using machine learning to hy-
pothesize individuals’ preferences. We introduced the notion of partial
preferences and presented the preference ontology YOULIKE. In the follow-
ing, we discuss the acceptance of the following stated hypothesis:
Ontology-based preference representation hypothesis (H2). Based on
the theoretical foundation and the notion of partial preferences, we demon-
strated how to extract HPPs from two different representations of hypothe-
ses, namely decision tree model and Naïve Bayes model. Based on the
preference ontology YOULIKE, we demonstrated how to specify hypothe-
sized preferences.
Since we can specify hypothesized preferences with the preference on-
tology YOULIKE, we conclude that it is feasible to specify hypothesized
preferences with ontologies, the preference ontology YOULIKE in particular.
Hence, we accept H2.
2http://www.movieontology.org
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3.5 Summary
In this chapter, we have developed the theoretical foundation for modeling
the individual’s preferences as a set of partial preferences and explained
how to extract partial preferences from machine learning models. Before
using this theoretical foundation to define the similarity of hypothesized
preferences, we introduce in the next chapter an extension to a machine
learning algorithm to enable accurate hypothesized preferences even if
individuals provide few ratings.

4
Domain Ontology-Boosted Decision Tree
Induction
MACHINE LEARNING can be used to efficiently generalize froman individual’s ratings to the individual’s preferences. Ma-chine learning algorithms are able to learn to improve the
task of predicting the utility of a particular product for the individual from
the observations of the individual’s product ratings by finding a appropriate
hypothesis. These algorithms represent the learned knowledge or rather
hypothesized preference about the individual’s preferences as a preference
model.
However, the accuracy of these preference models or rather hypothesized
preferences depends on the amount of learning data (i.e., ratings). Especially
in the case of individuals providing few ratings, machine learning may not
be appropriate to accurately hypothesize individuals’ preferences.
Background knowledge is a valuable source to compensate for insuffi-
cient ratings individuals may provide [Mitchel, 1997]. In the following, we
present the decision tree induction method SEMTREE, which uses domain
knowledge in form of a domain ontology to compensate for insufficient
Part of this chapter has been published in [Bouza et al., 2008]
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product feedback and to boost the learning. The automated integration of
concept features from the ontology increases dynamically the amount of
features used in the built decision tree by integrating single concept features
on purpose. Therefore, no pre-computation of concept features is needed
that leads to a biased training of decision trees. In addition, no selection of
significant concept features for the feature vector representation has to be
done. Thus, no domain expert is needed to select the significant concept
features manually and no additional computation with, for example, single-
stage Bayes rule [Safavian and Landgrebe, 1991] is needed to extract them
automated beforehand.
Furthermore, SEMTREE dynamically adjusts the values of the considered
concept features. Ultimately, SEMTREE does not increase the feature vector
representation. Even though SEMTREE considers all concept features, the
use of concept features is purposeful and well directed.
In the following, we describe the basics of decision tree induction in
Section 4.1. Subsequently, we describe in depth the mechanisms of us-
ing background knowledge in the training process. Finally, we discuss
the acceptance of Hypothesis H1 (Information gain of domain ontology
hypothesis). in Section 4.3.
4.1 Decision Tree Induction
A decision tree is a simple recursive data structure to express a sequential
classification process [Quinlan, 1986]. The basic idea of a decision trees is
to sort items down to certain leafs according to the values in the feature
vector that describes the item. The leaves of the decision tree then provide
the associated classification of the item. It can be understood as applying a
sophisticated strategy of accessing the significant features to associate the
item with the proper classification. Many strategies exists to build decision
trees and are summarized in [Safavian and Landgrebe, 1991].
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The common way to learn decision trees is to train them with a training
set which consists of feature vectors and their classification. The decision
tree is then applied to a test set to evaluate, prune and optimize the decision
tree. Decision trees are built by using features as decision nodes.
4.1.1 Feature Selection
The basic idea of building decision trees is to select the features that splits
the set of instances into subsets containing as much similar instances as
possible in the sense of common classification. The selection of the most
significant features and the splitting of instances results in ordered subsets
which contain instances with mainly a common classification. Decision trees
like ID3, C4.5 and C5.0 [Quinlan, 1993] respectively are successful examples
of this approach. They basically apply information theory to select the
features that reduces the entropy.
Let’s denote A 2 A as feature with A as the set of all features. Further
we denote VA as the set of all possible values of feature A and v 2 VA as the
value of the feature A. We define S as the set of all instances and Sv as the
set of instances with the characteristic v, i.e. the set of all instances where
attribute A has value v. The probability pi describes the distribution of all
instances to the corresponding classification by looking at the ith value v in
VA of the attribute A.
The entropy of a set S of instances is calculated with Eq. (4.1).
Entropy(S) =
n
Â
i=1
 pi ⇤ log2pi (4.1)
The difference of the entropy of S and the summed andweighted entropy
of the sets Sv of the feature A is calculated as in Eq. (4.2).
Gain(S , A) = Entropy(S)  Â
v2VA
Sv
S ⇤ Entropy(Sv) (4.2)
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If the entropy of feature A is high or low then Gain(S , A) is high or low,
respectively.
A high information gain a of feature A is interpreted as split of the
instances according to their classification. Finally, a decision tree is build by
selecting the feature with the highest information gain and append it as a
decision node to the decision tree. The instances are then spitted into subsets
where the same procedure is applied until no split is possible or no feature
reduces the entropy anymore. The last decision node is then declared as the
leaf and contains the distribution of instances to their associated class.
4.2 SEMTREE Extension to the Decision Tree
Model
In SEMTREE we map features from the feature vector to concepts in the
ontology (classes or ontology instances). This way SEMTREE profits from
the class membership and class hierarchy information and therefore uses
this background information for the computation of recommendations. For
the background knowledge SEMTREE uses RDFS/OWL ontologies [Dean
and Schreiber, 2004]. Compared to original decision trees, SEMTREE takes
advantage form the explicit semantics of the ontology (i.e., the relationship
between the ontology concepts) to improve the built decision tree and
increase the accuracy of item classification.
4.2.1 Basic Idea
The basic idea of SEMTREE is, that we look which feature provides the
greater information gain: The feature itself, or the super concept in the
ontology which the feature is mapped to. The super concepts form the
ontology that summarizes its sub-concepts (classes or instances which rep-
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resent features) are called concept features. More details on concept features
are discussed in the description of the SEMTREE algorithm below.
4.2.2 Injecting Concept Features to Generalize from
Features
The logic of feature generalization by injecting concept features is presented
in Figure 4.1. The concepts that can be used for the concept feature gen-
eration are given by an ontology. We use the rdfs:subClassOf and rdf:type
properties which connect instances with concepts and concepts among each
other concepts.
... false ... false false ... true false true ...
... false ... false true ... true false false ...
... false ... true true ... false false false ...
... true ... false false ... false true false ...
... true ... true false ... false false false ...
D O I U Z H
GOOD
BAD
GOOD
BAD
BAD
I1
I2
I3
I4
I5
N R
C
S
Items
Associated 
class
Ontology
Figure 4.1: SEMTREE generalizing semantically from single concepts using an ontology to improve the
classification.
Let’s denote Ai 2 A1, · · · , An as the feature vector representation of item
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Ii. The associated classification to item Ii is denoted as Ci 2 C1, · · · ,Cn. Fur-
ther, {D,O, I,U,Z,H} represent ontology instances whereas {S,C,R,N}
classes and superclasses.
If we look at the two instances where the feature value for feature D is
set to true (I4 and I5) the instance is once classified to class GOOD and the
other time to BAD. Therefore, the feature D does not provide evidence for
the classification of the instance.
The featuresO and I individually are similar to the case before and do not
provide evidence for the instance classification. Since O and I are instances
of the ontology class N we can combine (generalize) both features to the
concept feature of N, which is used as decision node in the tree only if it
provides a greater information gain. To calculate the information gain, we
have to set the values of the concept feature for each instance. If one of the
feature values for an instance is set to true the feature value of N is also set
to true. This is depicted in the figure with the grey background. In boxes
with grey background color, the feature value is set to true, otherwise
false.
In the next case we go a step further. Again, the features U, Z, and
H do not provide evidence for the classification. However, if we look at
the concept features R and C the information gain is not greater than the
one of the individual features and we discard the concept features and use
the features U, Z, and H instead. In the example in Figure 4.1 the feature
or rather concept feature with the highest information gain is the concept
feature of UN and is therefore used as decision node in the tree.
4.2.3 Classification
The classification by the SEMTREE classifier is similar to the common clas-
sification procedure in decision trees. SEMTREE sorts the classifying item
according to the associated feature vector representation down to the right
leaf. The leaf contains a classification distribution and provides the clas-
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sification with the highest probability. A classifier sorts items down to
the appropriate leaf and decides according to associated feature at every
decision node which path to the lower subtree should be taken. Since the
SEMTREE classifiers contain injected concept features, the decision which
path to the lower subtree is different. To calculate the value for a concept
feature value, we follow down the ontology hierarchy to the individual
features. If at least one of the feature values is set to true the corresponding
concept feature value is set to true, otherwise to false. This corresponds
to and or connection of all involved feature values. If the value is deter-
mined, the selection of the proper lower subtree is taken according to the
common procedure of decision trees.
4.2.4 Implementation
The Algorithm 4.1 shows the recursive algorithm for inducing the SEMTREE
classifier. The SEMTREE classifier is built by selecting the feature with the
highest information gain and use it as a decision tree node. The instances
are split according to this node. For each of these set of instances, the
feature with the highest information gain is used again and added as child
node. This process is repeated until instances cannot be split again or the
information gain of features is zero.
Next, the feature or feature-superclass with the highest information gain
is used as decision tree node and to split the item instances into the two sets.
For both sets of item instances the algorithm continues to select the feature
or superclass with the highest information gain to build a new subtree
recursively until no splitting of the item instances are possible.
Algorithm 4.2 shows, how to incorporate the domain ontology to retrieve
features, which are candidates of a decision tree node. In a first step, the
algorithm calculates for every feature its information gain by splitting the
(item) instances into two sets. The first set contains all instances that provide
the feature and the second set contains all item instances that do not.
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Algorithm 4.1 Build SEMTREE classifier
Require: |instances| > 0
1: procedure BUILDCLASSIFIER(instances)
2: node FINDBESTSPLIT(instances)
3: if node = null then
4: return null . no split, end of branch
5: end if
6: instsplit splitInstances(node, instances)
7: for all instset in instsplit do
8: if |instset| > 0 then
9: node.add(BUILDCLASSIFIER(instset))
10: end if
11: end for
12: return node
13: end procedure
In a second step, the algorithm retrieves a list of all related concepts
or rather superclasses for every feature of the domain ontology. For each
related concepts, SEMTREE calculates its information gain. In depth, the
algorithm splits the item instances into two sets again. The first set contains
item instances that provide at least one feature that is an instance of the
superclass. The second set contains all item instances that do not provide
any feature that are instances of the superclass.
4.3 Acceptance of Hypotheses
We presented the decision tree induction extension SEMTREE in Section 4.2
and discussed by means of an example in Section 4.2.2 the information gain
of semantic concepts. In the following, we discuss the acceptance of the
following stated hypotheses.
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Algorithm 4.2 Find best splitting feature
Require: |instances| > 0
Require: f eatures, ontology
1: procedure FINDBESTSPLIT(instances)
2: maxGain 0 . highest information gain
3: maxFeature null . feature with highest information gain
4: for all f eature in f eatures do
5: candidate f eature
6: gain computeInformationGain( f eature)
7: for all relFeature in ontology.getRelated( f eature) do
8: semGain computeInformationGain(relFeature)
9: if semGain > gain then
10: gain semGain
11: candidate relFeature
12: end if
13: end for
14: if gain > maxGain then
15: maxGain gain
16: maxFeature candidate
17: end if
18: end for
19: if maxGain > 0 then
20: return createNode(maxFeature)
21: else
22: return null
23: end if
24: end procedure
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Hypothesized utility-based preference similarity hypothesis (H1). We
demonstrated and discussed by means of an example in Section 4.2.2 how a
domain ontology can help in the context of machine learning to improve
the efficiency of generalizing from few observations. We showed that,
for instance, a taxonomic relationships among feature concepts which de-
scribe products provide a better interpretation of individuals’ ratings, thus
generalizing more efficiently from individuals’ ratings to the individuals’
preferences.
Since domain ontologies can provide additional information which
makes machine learning more efficient, we conclude that, besides of obser-
vations, machine learning gains information from domain ontologies.
Therefore, we accept H1.
4.4 Summary
In this chapter, we have introduce a semantic extension to a decision tree
learner to enable accurate hypothesized preferences of individuals, which
provide few ratings. In the next chapter, we use the theoretical foundation
from the previous chapter to define the similarity of hypothesized prefer-
ences and develop two algorithmic frameworks to compute the similarity
of hypothesized preferences.
III
Preference Similarity

5
Hypothesized Preference Similarity
INDIVIDUALS’ preferences are different, thus assessing the personalutility from various products differently. Despite the variety of pref-erences, individuals are , typically, more similar to some individuals
than to others by means of preferences. In this thesis, we refer to individuals
with similar preferences as like-minded individuals.
Collaborative filtering considers an individual’s most similar individu-
als in terms of preferences to provide the individual with useful product
recommendations. Therefore, the primary task in collaborative filtering
is to retrieve like-minded individuals. Typically, the preference similarity
between two individuals is computed based on the product feedback for
the set of common rated products.
However, the set of common rated products provides a limited examina-
tion of both individuals preferences, which we discussed in Section 1.1. To
recapitulate, the issues are the significance of sparse common rated prod-
ucts, partial representation of both individuals’ preferences, assessability
of similarity based on no common rated products and the distribution of
feedback across retailers.
Part of this chapter have been published in [Bouza et al., 2009] and [Bouza and Bernstein,
2012]
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We propose to retrieve like-minded individuals based on the similarity
of their respective preferences, the cause of their product feedbacks, instead
of the similarity of product feedbacks for common rated products, which
represent partially the effect of their preferences. As discussed in Chap-
ter 3, we use machine learning to generalize individuals’ preferences from
their product feedback and represent individuals with the corresponding
hypothesized preferences or preference model respectively.
Generally, the similarity of hypothesized preferences of two individuals
can be computed in two different ways. One way is to evaluate both indi-
viduals’ utility for several products based on their respective hypothesized
preferences. We deduce the preference similarity of both individuals from
the predicted utility similarity for the evaluated products. We refer to this
method as black-box similarity calculation, since we restrict the preference
comparison to the relationship of products and their appropriate predicted
utility, which corresponds the input-process-output (IPO) model.
The other way is to analyze the composition of both individuals’ hypoth-
esized preferences. For this purpose, we introduce the notion of partial
preferences to take the multiplicity of facets of individual preferences into
account and to compose hypothesized preferences with. We deduce the
preference similarity of both individuals from the pairwise comparison of
the appropriate hypothesized partial preferences (HPPs) of both individuals’
hypothesized preferences. In contrast to the black-box similarity calculation,
we consider the composition of hypothesized preferences, which consists of
HPPs. Therefore, we refer to this method as white-box similarity calculation.
In Section 5.1, we present the theoretical foundation of the similarity
of two individuals’ hypothesized preferences. Furthermore, we provide
the theoretical foundation for HPPs and hypothesized semi-partial preferences
(HSPPs). Subsequently, we present our two proposed approaches (i.e., black-
box similarity calculation and the white-box similarity calculation) of how
to compare hypothesized preferences. We present the first approach (i.e.,
Chapter 5. Hypothesized Preference Similarity 67
black-box similarity calculation) in Section 5.2. This approach computes
the similarity of two hypothesized preferences based on their respective
predicted utility for several products. We present the second approach (i.e.,
white-box similarity calculation) in Section 5.3. This approach computes
the similarity of two hypothesized preferences based on their respective
hypothesis composition, the set of HPPs.
5.1 Theoretical Foundation of Hypothesized
Preference Similarity
In this section, we provide the theoretical foundation of hypothesized pref-
erence similarity. For this purpose, we define the preference similarity of
two individuals a 2 I and b 2 I as the similarity function sim : I ⇥ I ! R
which maps the pair of individuals (a, b) 2 I ⇥ I to a real value [0, 1] ⇢ R:
sim : (a, b) 2 I ⇥ I ! [0, 1] ⇢ R (5.1)
A similarity value of 1 refers to individuals who share identical preferences
and a similarity value of 0 means no relation between both individuals’
preferences.
With respect to Eq. (3.1), we can express the preference similarity be-
tween two individuals a and b, sim(a, b), as the similarity of their respective
personal utility functions ua and ub. Hence,
sim(a, b) = sim
 
ua(g), ub(g)
 
(5.2)
Typically, neither the personal utility function ua(g) nor ub(g) are known.
However, without loss of generality, we can use Eq. (3.2) and write:
sim
 
ua(g), ub(g)
 
= sim
 
ha(g) + ea(g), hb(g) + eb(g)
 
(5.3)
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Due to Corollary 1, we can approximate both utility functions ua(g) and
ub(g) with the hypothesized rating function ha(g) and hb(g), respectively.
Consequently, we can approximate the similarity between both personal
utility functions by the similarity between both hypothesized utility func-
tions. Hence, we formulate the following corollary:
Corollary 3. The similarity of individuals a and b preferences or rather both utility
functions ua(g) respectively ub(g) can be approximated with the similarity of the
appropriate hypothesized utility functions ha(g) respectively hb(g):
sim
 
ua(g), ub(g)
  ⇡ sim ha(g), hb(g)  (5.4)
5.1.1 Hypothesized Partial Preference Similarity
Referring to Section 3.1.1, the individuals a and b’s preferences are modeled
as utility functions ua(g) respectively ub(g) with case distinction with each
case Dai respectively D
b
j corresponding to partial preferences u
a
i (g) respec-
tively ubj (g). We denote the set of partial preferences of individuals a and
b as Va respectively Vb. Hence, we define the partial preference similarity
of two individuals a and b with respect to their partial preferences uai 2 Va
and ubj 2 Vb as the similarity function sim : Va ⇥Vb ! R which maps the
pair of partial preferences (uai , u
b
j ) 2 Va ⇥Vb to a real value [0, 1] ⇢ R:
sim : (uai , u
b
j ) 2 Va ⇥Vb ! [0, 1] ⇢ R (5.5)
A similarity value of 1 refers to individuals who share identical partial
preferences and a similarity value of 0 means no relation between both
individuals’ partial preferences.
Due to Corollary 2, we can approximate both partial utility functions
uai (g) and u
b
j (g) with the hypothesized utility function h
a
i (g) and h
b
j (g),
respectively. Consequently, we can approximate the similarity between
both personal utility functions by the similarity between both hypothesized
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utility functions. Hence, we formulate the following corollary:
Corollary 4. The similarity of individuals a and b partial preferences or rather
both partial utility functions uai (g) respectively u
b
j (g) can be approximated with
the similarity of the appropriate hypothesized partial utility functions hai (g) respec-
tively hbj (g):
sim
 
uai (g), u
b
j (g)
  ⇡ sim hai (g), hbj (g)  (5.6)
5.1.2 Hypothesized Semi-Partial Preference Similarity
Referring to Referring to Section 3.1.1, partial preferences are partial func-
tions. This means that these partial preferences are only defined for a subset
of products. Due to this fact, predicted utility-based partial preference
similarity is not defined according to the definition of HPP similarity in
Section 5.1.1. For this purpose we denote
We denote the set of partial preferences of individual a as Va and the
set of all preferences as V . Hence, we define the semi-partial preference
similarity of two individuals a and b with respect to individual a’s partial
preferences uai 2 Va and individual b’s preference ub 2 V as the similarity
function sim : Va ⇥V ! R which maps the pair of partial preference and
preferences (uai , u
b) 2 Va ⇥V to a real value [0, 1] ⇢ R:
sim : (uai , u
b) 2 Va ⇥V ! [0, 1] ⇢ R (5.7)
Note that for products g 2 Ga which satisfy the condition Dai the semi-
partial preference similarity is a total function. We denote the set of products
g 2 Gi which individual i rated and satisfy condition Dij with GDij .
FromCorollary 1, Corollary 2, Corollary 3 and Corollary 4, we can deduce
that the semi-partial preference similarity is approximated with the HSPP
similarity. Hence, we formulate the following corollary:
Corollary 5. The semi-partial preference similarity of individuals a and b with
respect to individual a’s partial preference uai and individual b’s preference u
b
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can be approximated with the hypothesized semi-partial preference (HSPP)
similarity of the appropriate hypothesized partial preference (HPP) hai (g) of
individual a and the hypothesized preferences hb(g) of individual b:
sim
 
uai (g), u
b(g)
  ⇡ sim hai (g), hb(g)  (5.8)
5.2 Hypothesized Utility-Based Preference
Similarity
In this section, we present the first method of comparing two individuals’
preferences which is based on the similarity of the hypothesized utility
of both individuals’ hypothesized preferences for several products. This
method is a black-box similarity calculation method because it considers ex-
clusively the effect of hypothesized preferences in terms of utility products
provide.
In the following, we present three different similarity functions to com-
pute the similarity of predicted utilities of two hypothesized preferences,
sim
 
ha(g), hb(g)
 
, which we defined in Eq. (5.4). The first similarity func-
tion computes the correlation of predicted utilities of several products. It
is presented in Section 5.2.2. The second similarity function computes the
probability of identical predicted utilities of several products. It is presented
in Section 5.2.3. The third similarity function or rather partial similarity
function computes the probability of identical predicted utilities of several
products. It is presented in Section 5.2.4.
5.2.1 Product Set for Utility Prediction
Prior to comparing predicted utilities for several products, we need to
specify the set of products on which we base the comparison of predicted
utilities. In the following, we discuss three candidates for the set of products
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to consider for the comparison of predicted utilities. We denote the set of
products for which individual i provides feedback as Gi ✓ G.
The first candidate is the set of common rated products, which is com-
monly used in collaborative filtering-based recommender systems. The set
of common rated products of two individuals a and b is defined as
Ga\b ⌘ Ga \ Gb (5.9)
However, the set of common rated products Ga\b may not be appropriate
to compare the preference similarity of both individuals a and b as we
discussed in Section 1.1, specifically in a cold-start situation.
The second candidate is the set of all products G, which provides the
most variety of products. However, the huge size of the set G makes it
inappropriate due to the computational effort required for predicting and
comparing the utilities for all products. Furthermore, retailers provide
different assortment, thus requiring additional effort to retrieve all products
to predict utilities for.
The third candidate is the set of products for which either of both indi-
viduals a and b provides feedback. We refer to this set as the set of unified
rated products, which we define as:
Ga[b ⌘ Ga [ Gb (5.10)
The set Ga[b provides more information to conclude preference similarity
compared to the set of common rated products Ga\b due to Ga\b ✓ Ga[b.
Furthermore, every feedback is considered, thus accounting for both indi-
viduals’ entirely observed preferences.
Therefore, we propose to use the set of unified rated products Ga[b for
the similarity calculation of both individuals a and b.
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5.2.2 Correlative Predicted Utility-Based Similarity
If the feedback type of C is either an interval rating or a ratio rating as
defined in Section 2.1.2, then we can exploit the notion of correlation that
is defined on both scales. For this purpose, we need to formulate the indi-
vidual i’s utility of products, which is defined by individual i’s preferences
respectively utility function ui(g), as a random variable, similar to [Chajew-
ska and Koller, 2000]. Thus, we formulate individual i’s utility of products
as the random variable Ui:
Ui(g) = ui(g) (5.11)
Hence, we define the preference similarity of two individuals a and b as
the correlation of both random variables Ua and Ub:
sim(a, b) ⌘ corr(Ua,Ub) (5.12)
Empirical evidence is provided in [Herlocker et al., 1999] that Pearson’s
correlation is more appropriate than Spearman’s rank correlation. Therefore,
we use Pearson’s correlation to measure the similarity of both individuals’
hypothesized preferences. In this context, the Pearson’s correlation rUa ,Ub
is defined as the covariance of both individuals’ utility random variable Ua
and Ub divided by the product of their corresponding standard deviations
sUa and sUb
rUa ,Ub =
cov(Ua,Ub)
sUasUb
(5.13)
whereby cov
 
Ua,Ub
 
is defined as the expected value of both random
variables Ua and Ub and their respective expected values µa and µb
cov
 
Ua,Ub
 
= E
⇥
(Ua   µUa )(Ub   µUb )
⇤
=
1
|Ga[b| Âg2Ga[b
 
ua(g)  ua  ub(g)  ub  (5.14)
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with ui as the average utility for individual i 2 I. The standard deviation
sUi is defined as
sUi =
q
E
⇥
(Ui   µUi )2
⇤
=
s
1
|Gi| Âg2Gi
 
ui(g)  ui  (5.15)
Hence, we define the similarity of two individuals a and b as the Pear-
son’s correlation between both individuals’ preferences:
sim(a, b) =
cov
 
Ua,Ub
 
sUasUb
(5.16)
To compute the similarity defined in Eq. (5.16), we need to hypothesize
Ui. According to Corollary 1, the individual i’s utility function ui(g) can
be approximated with the appropriate hypothesized utility function hi(g),
thus enabling the similarity computation of both individuals’ preferences.
Thus, we define the hypothesized utility random variable Hi analogously
to Eq. (5.11) as:
Hi(g) = hi(g) (5.17)
Based on Corollary 1, we conclude from Eq. (5.11) and Eq. (5.17) that Hi
approximates Ui, likewise. Hence,
Ui ⇡ Hi (5.18)
From Eq. (5.16) and Eq. (5.18), we deduce the preference similarity of two
individuals a and b as the correlation of both corresponding hypothesized
utility random variables Ha and Hb. Hence, we approximate the preference
similarity of individuals a and b as follows:
sim(a, b) ⇡ cov
 
Ha,Hb
 
sHasHb
(5.19)
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5.2.3 Probabilistic Predicted Utility-Based Similarity
If the feedback type of C is a nominal class as defined in Section 2.1.2, then
we can treat the evaluation of a product g’s utility for an individual i as a
classification problem. Thus, we can define the similarity of two individuals
a and b as the probability that both individuals’ utility of the same products
are identical. For this purpose, we need to formulate the individual i’s
utility of products, ui(g), as a random variable Ui. At this point we refer to
Eq. (5.11) where we defined the utility random variable Ui already.
Hence, we define the preference similarity of two individuals a and b
as the probability that both individuals’s utility of the same products are
identical:
sim(a, b) = P(Ua = Ub) (5.20)
Referring to Eq. (5.18), we can approximate Ui with Hi:
P(Ua = Ub) ⇡ P(Ha = Hb) (5.21)
Hence, we can approximate the probabilistic predicted utility-based
similarity of both individuals a and b as follows:
sim(a, b) ⇡ P(Ha = Hb) (5.22)
Note that the target domain of this probabilistic similarity function is limited
on the interval [0, 1] ⇢ R with 0, no similar preferences, and 1, identical
preferences.
5.2.4 Probabilistic Predicted Utility-Based Semi-Partial
Similarity
Likewise to the previous section, we define the semi-partial preference
similarity of two individuals a and b with respect to individual a’s partial
preference uai and individual b’s preference u
b as the probability that both
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individuals’ utility of the same products g 2 GDai are identical. For this
purpose, we need to formulate the individual i’s utility of products, ui(g),
as a random variable Ui. At this point we refer to Eq. (5.11) where we
defined the utility random variable Ui already. Furthermore, we formulate
individual i’s utility of products which satisfy the partial preference uij as
the random variable Uij . Note that the random variable U
i
j is, in fact, a
constant, because a product fitting partial preference uij provides in any
case the same utility according to the definition of partial preferences in
Section 3.1.1. Hence, we define the semi-partial preference similarity of two
individuals a and b with respect to individual a’s partial preference uai and
individual b’s preference ub as the probability that both individuals’ utility
of the same products g 2 GDai are identical:
sim
 
uai (g), u
b(g)
 
= P(Uai = U
b) (5.23)
Referring to Eq. (5.18), we can approximate Ui with Hi:
P(Uai = U
b) ⇡ P(Hai = Hb) (5.24)
Hence, we can approximate the probabilistic predicted utility-based
semi-partial similarity of both individuals a and b as follows:
sim(uai , u
b) ⇡ P(Hai = Hb) (5.25)
5.3 Hypothesis Composition-Based Preference
Similarity
In this section, we present the second method of comparing two individuals’
preferences which is based on the similarity of the composition of the
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hypothesized preferences of both individuals. This method is a white-box
similarity calculation method, because we consider the inner structure of
hypothesized preferences.
As defined in Eq. (3.5), a hypothesized rating function hi(g) is defined
as a function with case distinctions: I. e. hi(g) corresponds to a set of
HPPs. In the following, we represent this set of individual i’s hypothesized
partial preferences (HPPs) as the vector vi and denote the set of all HPPs
as the H. Consequently, we define the similarity of both individual a’s
and b’s preferences as the similarity between both vectors va and vb. For
this purpose, we define the function va   vbT : Hm ⇥ Hn ! Rm⇥n with
m = card(va) and n = card(vb) as the number of partial preferences of
individual a respectively b. This function maps the pair of sets of HPPs
(va, vb) ⇢ H to Rm ⇥Rn, the partial preference similarity matrix S
va   vbT 7! S (5.26)
, which is depicted in Figure 5.1.
Each element sij of the partial preference similarity matrix S corresponds
to the similarity of individual a’s HPP hai (g) and individual b’s HPP h
b
j (g).
Therefore:
sij = sim
 
hai (g), h
b
j (g)
 
(5.27)
Based on Eq. (5.26), we define the similarity between both hypothe-
sized preferences ha(g) and hb(g) as the similarity function sim(va   vbT) :
Rm⇥n ! [0, 1] ⇢ R, which consolidates all partial preference similarities in
S. Hence, the theoretical framework of our algorithmic framework is:
sim
 
ha(g), hb(g)
  ⌘ sim(va   vbT) (5.28)
Our algorithmic framework of hypothesis composition-based preference sim-
ilarity (HC preference similarity) consists of two components. One com-
ponent is a method to compute the similarity of HPPs to determine S and
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Figure 5.1: The partial preference similarity matrix S representing the similarities between the HPPs of
two individuals a and b.
refers to Eq. (5.26). This component is presented in Section 5.3.1.
The other component is a method to consolidate the similarities of S and
is refers to Eq. (5.28). This component is presented in Section 5.3.2.
5.3.1 Similarity of Hypothesized Partial Preferences
As defined in Section 3.2, an HPP hi(g) consists of a set of constraints pi
and the assigned rating ci. Based on this, we define the similarity between
two HPP hai (g) and h
b
j (g) as the similarity between both corresponding
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constraint set pai and p
b
j combined with the similarity between both corre-
sponding ratings cai and c
b
j :
sim
 
hai (g), h
b
j (g)
  ⌘ sim(pai , pbj ) ⇤ sim(cai , cbj ) (5.29)
As it is depicted in Figure 5.1, the similarity sim(pai , p
b
j ) ⇤ sim(cai , cbj ) corre-
sponds to the element sij in the partial preference similarity matrix S, i.e.,
sij = sim(pai , p
b
j ) ⇤ sim(cai , cbj ).
This algorithmic framework allows for any kind of similarity metrics to
compute the similarity between constraint sets and the similarity between
rating concepts. In the following, we propose two possible similarity metrics
for computing sim(pai , p
b
j ) and a similarity metric for computing sim(c
a
i , c
b
j ).
Similarity of Constraint Sets
In the following, we propose two similaritymetrics to compute the similarity
of two constraint sets. Firstly, we propose the Jaccard similarity coefficient,
which is commonly used to compare the similarity of two sets. Secondly,
we propose an semantic extension of the Jaccard similarity coefficient to
take the semantic similarity of constraints in different sets into account.
Jaccard similarity coefficient. The Jaccard similarity coefficient is a com-
monly used method to compare two sets with respect to their similarity
and diversity. This similarity coefficient is applicable since we represent
conjunction of constraints as constraint sets (see Section 3.2). By applying
the Jaccard similarity coefficient, we implicitly consider two conjunctions of
constraints increasingly similar the more constraints they have in common.
Hence, we define the similarity of two constraint sets sim(pai , p
b
j ) as the
Jaccard similarity coefficient J(pai , p
b
j ). In our context, the Jaccard similarity
coefficient is defined as the size of common constraints divided by the size
of the union of all constraints. Thus, the similarity between two set of
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constraints is:
sim(pai , p
b
j ) ⌘ J(pai , pbj ) =
  pai \ pbj     pai [ pbj    (5.30)
Semantic extension of Jaccard similarity coefficient. The Jaccard simi-
larity coefficient does not take the semantic similarity of constraints into
account. Therefore, the Jaccard similarity coefficient is lacking to consider
semantic similarity, thus considering two sets as less similar as these are
from a semantic perspective.
For this reason, we extended the definition of the Jaccard similarity
coefficient to allow for the comparison of the similarity of sets consisting of
semantic concepts. We consider two sets as increasingly similar the more
semantically similar the constraints of both sets are. These constraints are
based on concepts which are defined by an semantic ontology. We define
the semantic extension of the Jaccard similarity coefficient as:
Jsem(pai , p
b
j ) ⌘
  pai \sem pbj     pai [sem pbj    (5.31)
We reformulate the size of the union |pai [sem pbj
   as the summed size of
both sets |pai | and |pbj |minus the size of the semantic intersection |pai \sem pbj |  pai [sem pbj    = |pai |+ |pbj |  |pai \sem pbj | (5.32)
and interpret the semantic intersection |pai \sem pbj | as the semantic similarity
of the constraints of both sets. For this purpose, we define the semantic
intersection as the sum of the maximal similarity of one constraint of one set
with each constraint of the other set and multiply the sum with 12 to account
for redundancy:
|pai \sem pbj | ⌘
1
2
⇣
Â
x2pai
max
 
sim(x, pbj )
 
+ Â
y2pbj
max
 
sim(y, pai )
 ⌘
(5.33)
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with sim(z, pij) : P⇥ Pcard(p
i
j) ! Rcard(pij) with P as the set of all constraints.
At this point, we want to emphasize that when no semantic similarity exists
but similarity and diversity, then |pai \sem pbj | = |pai \ pbj | holds.
To compute the semantic similarity sim(z, pij) of constraint z and the
constraints in pij, we need to incorporate the notion of semantic similarity
of two concepts. An overview of the state-of-the-art in semantic similarity
measures of concepts is provided in [Pirró and Euzenat, 2010, Bernstein
et al., 2005]. At this point, wewant to emphasize that any semantic similarity
measure can be used which compute the similarity between two concepts.
We present one measure, which is originally proposed in [Wu and Palmer,
1994]. This measure considers the hierarchical relationship of concepts,
which is defined in by an ontology. It is defined as follow
simWu&Palmer(x, y) =
2 ⇤ depth(lcs(x, y))
depth(x) + depth(y)
, x 2 pai , y 2 pbj (5.34)
whereby lcs(x, y) corresponds to the least common subsumer of the con-
cepts x and y
Similarity of Rating Concepts
The similarity between rating concepts depends on the relation among these.
In the following, we present one such similarity measure.
Rating equality similarity. In the case that rating concepts are classes
or categories respectively, we can define the rating concept similarity
sim(cai , c
b
j ) as:
sim(cai , c
b
j ) ⌘
8<:1 if cai = cbj0 otherwise (5.35)
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Note that the black colored fields in Figure 5.1 indicate the cases for which
the rating concepts are equal.
This algorithmic framework allows for other similarity measures for
rating concepts. We want to emphasize that taking the rating similarity into
account can result into a more accurate partial preference similarity matrix
S. For instance, two HPPs may be identical or similar but the corresponding
ratings are semantically very close. Accounting for such cases can be more
appropriate. Figure 5.1 indicates these potential cases as grey colored fields.
5.3.2 Similarity Computation Based on Partial Preference
Similarity Matrix
The partial preference similarity matrix S contains all similarity values
among HPPs. We define three consolidation steps to consolidate these
similarity values. In the first step, we define a function f (hi, v) : Rcard(v) !
R, which consolidates all similarity values for the given HPP hi. In fact, we
apply this function to every row and column in S. Finally, this results in
two vectors wa and wb for individuals a and b. The element wai corresponds
the consolidated similarity of the HPP hai and b’s set of HPPs.
In the second step, we consolidate the two vectors wa and wb by com-
puting the arithmetic mean of all values for each vector. The two resulting
means describe the similarity between one entire preference model or rather
hypothesized preferences and the other one. These two values need to be
consolidated because we consider in the algorithmic framework similarity
as symmetric.
In the last step, we consolidate both similarity values with the harmonic
mean. We use the harmonic mean because it is appropriate to average rates.
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To summarize, we define sim(va   vbT) as:
sim(va   vbT) ⌘
2
card(va)
h
Â
hai 2va
f (hai , v
b)
i
⇤ 1
card(vb)
h
Â
hbj2vb
f (hbj , v
a)
i
1
card(va)
h
Â
hai 2va
f (hai , v
b)
i
+
1
card(vb)
h
Â
hbj2vb
f (hbj , v
a)
i
(5.36)
In the following, we propose two functions to consolidate the similarity
values for an HPP.
Supremum norm. The supremum norm (or infinity norm) is defined over
a set of numeric values and it is equals the greatest value of the set. In our
context, the supremum norm corresponds to the greatest similarity of an
HPP of individual a to any other HPP of individual b. Given the HPP hai
of individual a, the set of HPPs vb of individual b, and the set of similarity
values Si· of hai and each HPP hbj 2 vb, we define f (hai , vb) as follows:
f (hai , v
b) ⌘     vb    • = max(||si1||, . . . , ||sin||) , n = card(vb) (5.37)
Noisy-Or gate. The noisy-or gate considers every member of a set to be
likely the cause of a particular effect [Pearl, 1988]. Therefore, the noisy-or
operator is the probability of an effect given the probabilities of the members
being the cause. In our context, the similarity values are considered as
independent probabilities causing both individuals a and b being similar
regarding HPP hai of individual a. Given the HPP h
a
i of individual a, the
set of HPPs vb of individual b, and the set of probabilities Si· of each HPP
hbj 2 vb and the HPP hai being similar, we define f (hai , vb) as follows:
f (hi, vb) = 1  ’
sij2Si·
(1  sij) (5.38)
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5.4 Summary
In this chapter, we have presented two algorithmic frameworks to compute
the similarity of hypothesized preferences. In the next chapter, we conduct
an empirical study to provide empirical evidence of the superiority of both
presented algorithmic frameworks.

IV
Evaluation

6
Evaluation
WE conducted an empirical study to verify our hypothesesH3.1 (hypothesized-utility-based preference similarity hy-pothesis), H3.2 (hypothesis composition-based preference
similarity hypothesis), H3.3 (hypothesized partial preference similarity hy-
pothesis) and H3.4 (cold-start mitigation hypothesis). For this purpose, we
evaluated the performance of our implementation of different variations of
our two proposed hypothesis-based methods described in Section 5.2 and
Section 5.3 to retrieve like-minded individuals based on the comparison of
the similarity of hypothesized preferences.
In the following, we first present the experimental setting in Section 6.1.
Subsequently, we present the candidates to be evaluated in Section 6.2
and the datasets to evaluate the cold-start behavior in Section 6.3. Then,
we present and discuss the results in Section 6.4. Prior to discussing the
acceptance of the hypotheses in Section 6.6, we compare the information
gain from product ratings and hypothesized preferences in Section 6.5.
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6.1 Experimental Setting
To evaluate our hypotheses from Section 1.3.1, we performed k-fold cross-
validation with k = 5 for each of the ten datasets. In k-fold cross-validation,
the dataset is randomly partitioned into k folds. One fold is held out as
the testing set for testing the model and the remaining k   1 folds are
used as the training set for building the model. This process is repeated
k times with each of the folds held out exactly once as the testing set and
the remaining k  1 folds as the training set. Finally, the k testing results
are averaged to produce one result. We perform k-fold cross-validation to
mitigate any bias caused by choosing samples from the dataset for training
and testing which are not representative [Witten and Frank, 2005].
For the purpose of five-fold cross validation, we partitioned the ratings
for each individual into five folds of equal size. For each individual, we
held out one fold as the testing set and used the remaining four folds as
the training set. We repeated this process five times with each fold held
out exactly once as the testing set and the remaining four folds used as the
training set. With the ten datasets, this resulted in 50 experiments for each
evaluation candidate.
6.1.1 Performance Metrics
Rating Prediction Accuracy
As proposed in [Herlocker et al., 2004], we use the mean absolute error
(MAE) and the root of the mean squared error (RMSE) to measure the
recommendation performance in terms of rating prediction accuracy.
MAE. The MAE is defined as the mean of the absolute difference between
an individual i’s provided rating ri and the corresponding predicted rating
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bri for all ratings r 2 R. We denote the number of ratings as n = |R|. The
MAE is defined as follows:
MAE =
1
n
⇤
n
Â
i=1
|ri   bri| (6.1)
RMSE. Similarly, the RMSE is the root of the mean squared error. The
RMSE complements the MAE because it is more sensitive to large predic-
tion errors rather than small prediction errors. In other words, the RMSE
penalizes large prediction errors, whereas it rewards small prediction errors.
Thus, it better represents individuals’ perception of performance quality.
The RMSE is defined as follows:
RMSE =
s
1
n
⇤
n
Â
i=1
(ri   bri)2 (6.2)
The rating prediction errors are normally distributed. Therefore, the
absolute errors are folded normally distributed. For this reason, we used
the non-parametric Wilcoxon signed-rank test for dependent samples to
test pairwise the MAE and RMSE for significance. We set the significance
level to a = 0.01, which is stronger than the conventional significance level
of a = 0.05 [Stigler, 2008]. We set the significance level lower to provide
stronger empirical evidence. We applied the Bonferroni correction to control
for the family-wise error.
Relevance Filtering Quality
As complement to the rating prediction accuracy of the previous section,
we measured the filtering quality of relevant products. For the evaluation,
we use the MovieLens 100k dataset1, which we present in Section 6.3. The
movies in the MovieLens 100k dataset are rated on a 1-to-5 integer scale.
1http://www.movielens.org
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But a binary scale is required to assess the filtering quality. Based on this
reason, we define a product as relevant for a particular individual when his
rating for the product is equals or higher relative to his rating median for
the particular dataset.
In the following, we denote relevant products as positives (P) and irrel-
evant products as negatives (N). Furthermore, we denote recommended
products which are relevant (i.e., positives) as true-positives (TP) and rec-
ommended products which are irrelevant (i.e., negatives) as false-positives
(FP) respectively. Analogously, we denote not recommended products
which are relevant as false-negatives (FN) respectively not recommended
products which are irrelevant as true-negatives (TN). The true-positives and
true-negatives are correctly classified products. The false-positives and
false-negatives are wrongly classified products.
We measured the filtering quality by means of Precision and Recall,
F1-score, area under the ROC curve (AUC) and the Matthews correlation co-
efficient (MCC). The Precision and Recall are commonly used performance
metrics to assess the quality of a binary classification (i.e., filter quality).
Precision. In our context, Precision shows the correctness of recom-
mended products, the relation between true-positives (TP) and false-
positives (FP) in particular. Hence, Precision is defined as follows:
Precision =
|TP|
|TP|+ |FP| (6.3)
Recall. Recall, in turn, shows the quality of completeness of relevant
products, the relation between true-positives (TP) and false-negatives (FN)
in particular. Hence, Recall is defined as follows:
Recall =
|TP|
|TP|+ |FN| (6.4)
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The Precision and Recall values are based on a sequence of Bernoulli
experiments and are thus binomial distributed. As stated by the central limit
theorem, a binomial distribution approximates a normal distribution for
large amount of Bernoulli experiments. Therefore, paired-samples t-test can
be used to test for significance. We set the significance level a to a = 0.01.
We applied the Bonferroni correction to control for the family-wise error.
F1-score. Both Precision and Recall are two dimensions of the quality of a
binary classification. However, there is a trade-off between Precision and
Recall. The reason being is that either value can be increased at the cost of
the other one. For this reason, both Precision and Recall have to be taken
into consideration to assess the filtering quality of relevant products. For
this reason, we further computed the F1-score, which accounts for the well-
known trade-off between Precision and Recall and is commonly used. The
F1-score is defined as the harmonic mean of Precision and Recall. Hence, it
is defined as:
F1-score =
2 ⇤ Precision ⇤ Recall
Precision+ Recall
(6.5)
MCC. However, the F1-score does not account for the true-negative rate,
which is an additional quality criteria of a binary classification. For this
reason, we further measured MCC, which assess the correlation of the
observed classification of products by an individual and the predicted
classification. The MCC is defined as:
MCC =
TP ⇤ TN   FP ⇤ FNp
(TP+ FP)(TP+ FN)(TN + FP)(TN + FN)
(6.6)
AUC. Nevertheless, both the F1-score and MCC do not show the effect
of improving the Recall at the cost of the Precision. The receiver operating
characteristics (ROC) curve, in turn, shows the marginal benefit of increas-
ing the Recall increasing the false-positive rate. The false-positive rate is
defined as FPN , which is related to Precision. We calculate the AUC as a
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summary statistic of the ROC curve. The AUC can be interpreted as the
probability that a classifier ranks a randomly chosen relevant product higher
than a randomly chosen irrelevant product.
6.2 Candidates for Comparison
In the following, we present the candidates for comparison. Firstly, we
present collaborative filtering methods which use our proposed methods
from Part III to retrieve like-minded individuals based on their respective
hypothesized preferences. Secondly, we present baseline collaborative fil-
tering methods in Section 6.2.2. Lastly, we present content filtering-based
methods in Section 6.2.3.
6.2.1 Hypothesis-Based Collaborative Filtering
Candidates
In the following, we present our candidates which implement our proposed
HCF. Firstly, we present our approaches which retrieve like-minded indi-
viduals based on the comparison of the similarity of hypothesized utilities.
Finally, we present our approaches which retrieve like-minded individuals
based on the comparison of the composition of individuals’ hypothesized
preferences.
Hypothesized Utility-Based Collaborative Filtering
Implementations
The following candidates for comparison are collaborative filtering meth-
ods and are based on the general framework for performing collaborative
filtering [Herlocker et al., 1999], which we described in Section 2.2.1. The
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candidates retrieve like-minded individuals based on the HU preference
similarity framework we presented in Section 5.2.
HUkNN-J48corr. Like-minded individuals are retrieved based on correlative
predicted utility-based similarity, which is described in Section 5.2.2. The
individuals preferences are hypothesized with the machine learning
algorithm J48. The preference similarity between two individuals is
computed as the correlation of both hypothesized utilities for their
unified rated products.
HUkNN-SVMcorr. Like-minded individuals are retrieved based on correla-
tive predicted utility-based similarity, which is described in Section 5.2.2.
The individuals preferences are hypothesized with the machine learn-
ing algorithm SVM. The preference similarity between two individu-
als is computed as the correlation of both hypothesized utilities for
their unified rated products.
HUkNN-NBcorr. Like-minded individuals are retrieved based on correla-
tive predicted utility-based similarity, which is described in Section 5.2.2.
The individuals preferences are hypothesized with the machine learn-
ing algorithm Naïve Bayes. The preference similarity between two
individuals is computed as the correlation of both hypothesized utili-
ties for their unified rated products.
HUkNN-J48prob. Like-minded individuals are retrieved based on prob-
abilistic predicted utility-based similarity, which is described in Sec-
tion 5.2.3. The individuals preferences are hypothesized with the
machine learning algorithm J48. The preference similarity between
two individuals is computed as the probability that products of the
unified rated products provide the same hypothesized utilities to both
individuals.
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HUkNN-NBprob. Like-minded individuals are retrieved based on prob-
abilistic predicted utility-based similarity, which is described in Sec-
tion 5.2.3. The individuals preferences are hypothesized with the
machine learning algorithm Naïve Bayes. The preference similarity
between two individuals is computed as the probability that products
of the unified rated products provide the same hypothesized utilities
to both individuals.
HUkNN-sJ48prob. Partially like-minded individuals are retrieved based
on probabilistic predicted utility-based semi-partial similarity, which is de-
scribed in Section 5.2.4. The individuals preferences are hypothesized
with the machine learning algorithm J48. The semi-partial preference
similarity of two individuals is computed as the probability that the
second individual receives the same utility as the first individual from
products which corresponds to the first individual’s hypothesized
preferences.
Hypothesis Composition-Based Collaborative Filtering
The following candidates for comparison are collaborative filtering meth-
ods and are based on the general framework for performing collaborative
filtering [Herlocker et al., 1999], which we described in Section 2.2.1. The
candidates retrieve like-minded individuals based on the HC preference
similarity framework we presented in Section 5.3.
HCkNN-J48NoG. The individuals’ preferences are hypothesized with the
machine learning algorithm J48. The Jaccard similarity coefficient (see
Section 5.3.1) and rating equality similarity (see Section 5.3.1) are used
to compute the similarity of HPPs and build the partial preference
similarity matrix S. The similarities of the partial preference matrix S
are consolidated with the noisy-or gate (see Section 5.3.2).
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HCkNN-J48Sup. The individuals preferences are hypothesized with the
machine learning algorithm J48. The Jaccard similarity coefficient (see
Section 5.3.1) and rating equality similarity (see Section 5.3.1) are used
to compute the similarity of HPPs and build the partial preference
similarity matrix S. The similarities of the partial preference matrix S
are consolidated with the supremum norm (see Section 5.3.2).
HCkNN-NBSup. The individuals preferences are hypothesized with the
machine learning algorithmNaïve Bayes. The Jaccard similarity coeffi-
cient (see Section 5.3.1) and rating equality similarity (see Section 5.3.1)
are used to compute the similarity of HPPs and build the partial pref-
erence similarity matrix S. The similarities of the partial preference
matrix S are consolidated with the supremum norm (see Section 5.3.2).
Note that the supremum operator and the noisy-or operator produce
the same results in the case of Naïve Bayes.
HCkNN-J48SSup. The individuals preferences are hypothesized with the
machine learning algorithm J48. The semantic extension of the Jaccard
similarity coefficient (see Section 5.3.1) and rating equality similarity
(see Section 5.3.1) are used to compute the similarity of HPPs and
build the partial preference similarity matrix S. The similarities of the
partial preference matrix S are consolidated with the supremum norm
(see Section 5.3.2).
HCkNN-NBSSup. The individuals preferences are hypothesized with the
machine learning algorithm Naïve Bayes. The semantic extension of
the Jaccard similarity coefficient (see Section 5.3.1) and rating equality
similarity (see Section 5.3.1) are used to compute the similarity of
HPPs and build the partial preference similarity matrix S. The sim-
ilarities of the partial preference matrix S are consolidated with the
supremum norm (see Section 5.3.2).
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6.2.2 Baseline Collaborative Filtering Candidates
We benchmark our proposed methods against three different collaborative
filtering methods.
WoC. Wisdom of Crowds is the most basic collaborative filtering method. It
ranks the products by popularity and recommends the most popular
products. A product’s popularity is computed by the average of all
received ratings.
PcorrkNN. This is the well-known collaborative filtering method proposed
in [Herlocker et al., 1999]. We used Pearson’ correlation on common
rated items to retrieve like-minded individuals. In all our experiments,
we set k = 10 for the kNN-based collaborative filtering method.
SVD. This is the well-known matrix factorization approach proposed in
[Sarwar et al., 2000], which is based on single value decomposition.
6.2.3 Baseline Content Filtering Candidates
Besides the collaborative filtering methods presented in Section 6.2.2, we
benchmark our proposed methods against four content filtering methods.
These methods hypothesize individuals’ preferences based on their pro-
vided ratings for products and the respective product features. For this
purpose, each candidate uses a different machine learning algorithm. These
hypothesized preferences are then used to predict the utility a product
provides to individuals. Note that these methods are related to our HCF
methods regarding the machine learning algorithms which are used in both
cases to hypothesize individuals’ preferences. We use the machine learning
algorithms provided by the Weka library [Witten and Frank, 2005] for the
following four content filtering methods.
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J48. The decision tree induction algorithm J48 is used to hypothesize in-
dividuals’ preferences. The J48 is the Java implementation of the
C4.5.
SVM. The support vector machine is used to hypothesize individuals’ pref-
erences. We use SVMwhich is a support vector machine using a linear
kernel. More precisely, we use SMO, which is the SVM implementa-
tion in the Weka library.
Naïve Bayes The Naïve Bayes classifier is used to hypothesized individu-
als’ preferences.
Bayes Net The Bayes Net is used to hypothesize individuals’ preferences.
6.3 Dataset
For the purpose of evaluation, we considered the MovieLens 100k dataset
from MovieLens2, which provides 100 000 ratings of 943 individuals about
1 682 movies. The MovieLens dataset is a quasi-benchmark due to its widely
use for the evaluation of collaborative filtering [Lawrence and Urtasun,
2009] and is provided by GroupLens3.
In the following, we present the properties of the dataset, specifically the
ratings, the individuals and the movies. The ratings are discrete values on a
1-to-5 integer scale with a rating mean of 3.53, a rating standard deviation
of 1.13 and a rating median of four. The non-uniform distribution of rating
values suggests that individuals tend to rate what they prefer and prefer
what they rate. Each individual provides at least 20 ratings and at most
737 ratings. The mean of the number of ratings per individual is 106.04
with a median of 65 and a standard deviation of 100.93. The distribution of
number of ratings per individual indicates that most individuals provide a
2http://www.movielens.org
3http://www.grouplens.org
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reasonable amount of ratings. Each movie is rated at least once and at most
583. The mean of the number of ratings per movie is 59.45 with a median of
27 and a standard deviation of 80.40. The distribution of number of ratings
per movie indicates that many movies are rarely rated, which corresponds
to the Long Tail.
We model individuals’ preferences in terms of movie properties. For
this purpose, we consider exclusively the movies’ genre information (e.g.,
action, drama), which ultimately results in simple preference models. The
MovieLens dataset provides 18 different types of genres, which we list in
Table C.1 in Appendix C.1. Every movie is related to at least one genre and
at most six genres. The median number of genres per movie is two.
We use our movie ontology MO4 to which we map the genres of the
MovieLens dataset to describe the movies. We provide the mapping of
the MovieLens’s genres to the movie ontology MO’s genres in Table C.1 in
Appendix C.1. The movie ontology MO provides amongst other things a
taxonomy of genres, which we use as semantic relation among genres to
enable the semantic comparison of different preferences.
To evaluate the cold-start behavior, we derived nine datasets with dif-
ferent degree of rating sparsity from the MovieLens 100k dataset. For this
purpose, we stepwise randomly removed 10% of the ratings per individual
to derive nine datasets with different degree of rating sparsity. In contrast
to randomly selecting a limited number of individuals from the original
dataset, this method produces datasets, which have similar characteristics
to the original dataset, thus being appropriate to analyze the cold-start
behavior.
Figure 6.1 illustrates the increasing degree of rating sparsity starting from
the original MovieLens 100k dataset presented in Figure 6.1a, to the dataset
with 30%, 60% and 90% increased rating sparsity, which are presented
in Figure 6.1b, Figure 6.1c and Figure 6.1d, respectively. As Figure 6.1
4http://www.movieontology.org
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(b) Dataset with 30% ratings removed
Figure 6.1: MovieLens 100k dataset with stepwise increased degree of rating sparsity. A black dot
indicates a rating of the particular individual for the particular product.
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(c) Dataset with 60% of ratings removed
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(d) Dataset with 90% of ratings removed
Figure 6.1: MovieLens dataset with stepwise increased degree of rating sparsity. A black dot indicates
a rating of the particular individual for the particular product.
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suggests, the characteristics of the derived datasets stays similar to the
original MovieLens 100k dataset. We refer to Appendix C.2 for the complete
list of illustrations of the sparse datasets.
6.4 Results and Discussion
In the following, we present the results of the rating prediction accuracy and
the relevance filtering quality of our empirical study. The sparsity degree
refers to the dataset with the accordant sparsity relative to the original
MovieLens dataset (see Section 6.3). First, we present the results for the
rating prediction accuracy in Section 6.4.1. Then, we present the results for
the relevance filtering quality in Section 6.4.2.
6.4.1 Rating Prediction Accuracy
We evaluated the rating prediction accuracy of the methods in terms of
MAE and RMSE. Table 6.1 and Table 6.2 present the MAE and RMSE values
respectively of the evaluated methods. Figure 6.3 and Figure 6.4 provide a
visual representation of the MAE and RMSE values respectively for the bet-
ter comprehension of the results. For readability reason, both Figure 6.3 and
Figure 6.4 provide a selection of the evaluated methods that are presented
in Table 6.1 and Table 6.2 respectively.
As shown in Table 6.1 and Table 6.2 as well as in Figure 6.3 and Fig-
ure 6.4, all methods performed better regarding to MAE and RMSE the
more ratings were provided by individuals in general. As a general
pattern, the rating prediction accuracy of all methods remains relatively
similar for datasets with low sparsity degree (0% to 60% sparsity). But
the accuracy decreases super-proportional for datasets with high spar-
sity degree (70% to 90% sparsity). Furthermore, collaborative filtering
methods (i.e., HUkNN-J48corr, HUkNN-NBcorr, HUkNN-SVMcorr, HUkNN-
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Figure 6.2: HCkNN-NBSup
Figure 6.3: Behavior of recommendation performance in terms of MAE with increasing degree of
sparsity from 0% (original data set) to 90%
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Figure 6.4: Behavior of recommendation performance in terms of RMSE with increasing degree of
sparsity from 0% (original data set) to 90%.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.803 0.805 0.808 0.807 0.816 0.824 0.830 0.839 0.859 0.900
HUkNN-NBcorr 0.766 0.767 0.770 0.768 0.775 0.784 0.792 0.800 0.820 0.884
HUkNN-SVMcorr 0.769 0.768 0.774 0.776 0.780 0.791 0.794 0.805 0.836 0.873
HUkNN-J48prob 0.789 0.788 0.790 0.790 0.796 0.800 0.802 0.807 0.829 0.876
HUkNN-NBprob 0.775 0.775 0.777 0.776 0.785 0.788 0.790 0.797 0.812 0.866
HUkNN-sJ48prob 0.799 0.799 0.792 0.795 0.809 0.810 0.815 0.817 0.841 0.896
HCkNN-J48NoG 0.786 0.788 0.791 0.797 0.794 0.801 0.803 0.820 0.845 0.922
HCkNN-J48Sup 0.786 0.788 0.791 0.796 0.794 0.801 0.804 0.819 0.844 0.923
HCkNN-NBSup 0.759 0.760 0.758 0.752 0.778 0.781 0.783 0.789 0.808 0.860
HCkNN-J48SSup 0.776 0.777 0.776 0.774 0.788 0.794 0.796 0.803 0.821 0.885
HCkNN-NBSSup 0.825 0.823 0.815 0.806 0.841 0.841 0.840 0.845 0.852 0.885
WoC 0.817 0.818 0.819 0.820 0.824 0.827 0.827 0.836 0.846 0.884
PcorrkNN 0.765 0.770 0.773 0.776 0.782 0.793 0.802 0.822 0.874 0.907
SVD 0.817 0.819 0.819 0.820 0.825 0.829 0.828 0.839 0.849 0.898
J48 0.881 0.884 0.891 0.896 0.910 0.910 0.920 0.929 0.954 1.014
Naïve Bayes 0.869 0.872 0.871 0.877 0.888 0.888 0.893 0.898 0.909 0.969
Bayes Net 0.887 0.890 0.890 0.898 0.909 0.913 0.918 0.920 0.939 0.999
SVM 0.854 0.860 0.864 0.874 0.882 0.888 0.900 0.909 0.934 1.010
Table 6.1: Cold-start behavior regarding MAE of rating predictions with increasing sparsity.
J48prob, HUkNN-NBprob, HUkNN-sJ48prob, HCkNN-J48NoG, HCkNN-J48Sup,
HCkNN-NBSup, HCkNN-J48SSup, HCkNN-NBSSup, WoC, PcorrkNN, and
SVD) significantly outperforms content filtering methods (i.e., J48, Naïve
Bayes, Bayes Net, and SVM).
The significantly best performing method5 was HCkNN-NBSup, which
uses Naïve Bayes to hypothesize individuals’ preferences and retrieves like-
minded individuals based on the comparison of the composition similarity
of individuals’ hypothesized preferences. Regarding to RMSE, HCkNN-
NBSup outperformed all other methods. It outperformed all other methods
regarding to MAE with respect to the datasets with the lowest sparsity
5tested with the Wilcoxon signed-rank test for dependent samples with significance level
a = 0.01 and the Bonferroni correction.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 1.018 1.021 1.026 1.026 1.035 1.047 1.057 1.068 1.095 1.153
HUkNN-NBcorr 0.979 0.981 0.984 0.984 0.992 1.002 1.012 1.023 1.054 1.134
HUkNN-SVMcorr 0.983 0.983 0.990 0.992 0.998 1.011 1.015 1.030 1.070 1.128
HUkNN-J48prob 0.999 1.000 1.002 1.002 1.008 1.015 1.018 1.024 1.055 1.120
HUkNN-NBprob 0.983 0.984 0.987 0.986 0.995 1.000 1.004 1.012 1.034 1.103
HUkNN-sJ48prob 1.018 1.021 1.018 1.018 1.033 1.037 1.042 1.048 1.076 1.147
HCkNN-J48NoG 1.003 1.007 1.013 1.023 1.011 1.019 1.026 1.046 1.080 1.172
HCkNN-J48Sup 1.002 1.005 1.013 1.021 1.009 1.019 1.025 1.045 1.079 1.172
HCkNN-NBSup 0.965 0.967 0.966 0.960 0.986 0.991 0.993 1.001 1.026 1.094
HCkNN-J48SSup 0.989 0.992 0.992 0.991 1.003 1.010 1.013 1.023 1.048 1.126
HCkNN-NBSSup 1.030 1.029 1.020 1.009 1.049 1.048 1.050 1.055 1.068 1.111
WoC 1.025 1.026 1.028 1.029 1.034 1.038 1.040 1.051 1.067 1.119
PcorrkNN 0.975 0.982 0.986 0.989 0.996 1.011 1.026 1.052 1.123 1.150
SVD 1.025 1.028 1.029 1.031 1.037 1.043 1.043 1.058 1.077 1.148
J48 1.249 1.252 1.261 1.266 1.275 1.277 1.290 1.298 1.328 1.388
Naïve Bayes 1.233 1.237 1.235 1.239 1.249 1.247 1.255 1.261 1.274 1.336
Bayes Net 1.254 1.256 1.257 1.262 1.272 1.273 1.283 1.285 1.304 1.366
SVM 1.213 1.221 1.227 1.236 1.241 1.248 1.262 1.272 1.301 1.375
Table 6.2: Cold-start behavior regarding RMSE of rating predictions with increasing sparsity.
degree (0%) and highest sparsity degree (90%), and almost all other datasets.
Generally, incorporating Naïve Bayes to hypothesize individuals’ prefer-
ences in HCF methods (i.e., HUkNN-NBcorr, HUkNN-NBprob, and HCkNN-
NBSup) provided competitive performance relative to the baseline collabo-
rative filtering methods PcorrkNN, SVD and WoC, in particular when the
sparsity degree gets higher. PcorrkNN was the only baseline collaborative
filtering method, which performed significantly better than HUkNN-NBprob
and HUkNN-NBcorr for datasets, even though marginal so and for datasets
with very low sparsity degree (0% to 10%).
In contrast, incorporating J48 to hypothesize individuals’ preference
in HCF methods (i.e., HUkNN-J48corr, HUkNN-J48prob, HUkNN-sJ48prob,
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HCkNN-J48NoG, HCkNN-J48Sup and HCkNN-J48SSup) provided generally
only significantly better performance relative to the baseline collaborative
filtering methods PcorrkNN, SVD and WoC when the sparsity degree is
high.
However, the comparison of our methods which are based on the HU
preference similarity framework (i.e., HUkNN-J48corr, HUkNN-NBcorr,
HUkNN-SVMcorr, HUkNN-J48prob, and HUkNN-NBprob) and our meth-
ods based on the HC preference similarity framework (i.e., HCkNN-
J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-NBSSup, and HCkNN-
J48SSup) shows that neither method completely outperforms the other. The
probabilistic-based method HUkNN-NBprob performed significantly bet-
ter than HUkNN-NBcorrwith high sparsity degree. The correlation-based
method HUkNN-NBcorr, in turn, benefits more from additional ratings
and therefore performs significantly better than HUkNN-NBprobwith low
sparsity degree.
The methods which are based on HU preference similarity framework
performed generally better when incorporating Naïve Bayes relative to
incorporating SVM or J48. Therefore, we recommend based on the results
presented in Table 6.1 and Table 6.2 to favor Naïve Bayes over SVM and J48.
Partial preference similarity or rather semi-partial preference similarity
did not provide more accurate rating predictions as the results of HUkNN-
sJ48prob show. In fact, it provided less accurate rating predictions than
methods considering the overall preference similarity between individuals.
We think that the overall similarity has to be considered when retrieving
like-minded individuals based on partial preference similarities. This open
research question, however, is not part of our investigation and remains as
further research opportunity.
The methods which are based on the HC preference similarity framework
(i.e., HCkNN-J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-J48SSup and
HCkNN-NBSSup) perform generally well, in particularHCkNN-NBSup. Like-
Chapter 6. Evaluation 107
wise to the case of HU preference similarity framework, the methods per-
form significantly better when using Naïve Bayes to hypothesize prefer-
ences instead of J48. The consolidation methods (i.e., supremum norm and
noisy-or gate) provide nearly the same results. The noisy-or gate, how-
ever, requires more computational effort than the supremum norm. Hence,
we recommend the supremum operator because of the less computational
effort.
Exploiting the semantic similarity of HPPs in HCkNN-J48SSup provides
a significant overall improvement over the similar method HCkNN-J48Sup.
The relative improvement gets smaller the more ratings are available. In
contrast, exploiting the semantic similarity of HPPs in HCkNN-NBSSup
reduces the performance compared to the similar method HCkNN-NBSup,
which is the best performing method compared to all others. Therefore,
exploiting semantic similarity of partial preferences does not necessarily
provide an improvement and can even reduce the performance.
The content filtering methods (i.e., J48, Naïve Bayes, Bayes Net, and SVM)
perform significantly worse compared to all other methods. Nevertheless,
the results show that machine learning algorithms efficiently hypothesize
individuals preferences. As indicated in Figure 6.3 and Figure 6.4, these
methods efficiently hypothesize individuals’ preferences by means of gener-
alizing from few ratings. More ratings, however, provide little information
and basically verify the hypothesized preferences.
6.4.2 Relevance Filtering Quality
We evaluated the relevance filtering quality of the methods regarding to
Precision, Recall, F1-score, MCC and AUC. In the following, we first present
the results regarding to Precision followed by the results regarding to Recall.
Next, we present the results regarding to F1-score, MCC and AUC.
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Precision
As shown in Table 6.3, all methods performed better regarding to Precision
themore ratings were provided by individuals. As a general pattern, the Pre-
cision decreases super-proportional for datasets with high sparsity degree
(70% to 90% sparsity), i.e., major cold-start situation. Furthermore, collabo-
rative filtering methods (i.e., HUkNN-J48corr, HUkNN-NBcorr, HUkNN-
SVMcorr, HUkNN-J48prob, HUkNN-NBprob, HUkNN-sJ48prob, HCkNN-
J48NoG,HCkNN-J48Sup,HCkNN-NBSup,HCkNN-J48SSup,HCkNN-NBSSup,
WoC, PcorrkNN, and SVD) significantly outperform content filtering meth-
ods (i.e., J48, Naïve Bayes, Bayes Net, and SVM). Figure 6.5 shows the
Precision values for the better comprehension of the results. For readability
reason, Figure 6.5 provides a selection of the evaluated methods that are
presented in Table 6.3.
The significantly best performing method was HCkNN-NBSup, which
uses Naïve Bayes to hypothesize individuals’ preferences and retrieves like-
minded individuals based on the comparison of the composition similarity
of individuals’ hypothesized preferences. In contrast to the performance
presented in Section 6.4.1, the baseline collaborative filtering methods SVD
and WoC significantly outperform HCkNN-NBSup for datasets with high
sparsity degree (i.e., 80% and 90%).
More generally, incorporating Naïve Bayes to hypothesize individuals’
preferences in HCF methods (i.e., HCkNN-NBSup, HUkNN-NBprob, and
HUkNN-NBcorr) provided competitive performance relative to the base-
line collaborative filtering methods PcorrkNN, SVD and WoC, particularly
when the sparsity degree gets lower. PcorrkNN was the only baseline
collaborative filtering method, which performed significantly worse than
HCkNN-NBSup,HUkNN-NBprob, andHUkNN-NBcorr for almost all datasets.
In contrast to the results in Section 6.4.1, SVD and WoC significantly outper-
formed our methods HCkNN-NBSup, HUkNN-NBprob, and HUkNN-NBcorr,
even though for datasets with very high sparsity degree.
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Figure 6.5: Precision with increasing degree of sparsity from 0% (original data set) to 90%.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.804 0.799 0.800 0.795 0.790 0.781 0.777 0.767 0.745 0.720
HUkNN-NBcorr 0.826 0.824 0.825 0.822 0.821 0.811 0.807 0.799 0.780 0.737
HUkNN-SVMcorr 0.825 0.824 0.822 0.818 0.816 0.806 0.806 0.791 0.774 0.740
HUkNN-J48prob 0.820 0.820 0.818 0.815 0.814 0.811 0.813 0.801 0.786 0.740
HUkNN-NBprob 0.827 0.825 0.827 0.825 0.821 0.815 0.816 0.807 0.796 0.744
HUkNN-sJ48prob 0.812 0.813 0.817 0.809 0.806 0.801 0.801 0.793 0.780 0.729
HCkNN-J48NoG 0.819 0.817 0.818 0.813 0.813 0.807 0.805 0.795 0.779 0.728
HCkNN-J48Sup 0.820 0.819 0.819 0.813 0.814 0.808 0.807 0.795 0.780 0.728
HCkNN-NBSup 0.837 0.836 0.837 0.837 0.823 0.821 0.822 0.810 0.797 0.746
HCkNN-J48SSup 0.824 0.822 0.823 0.823 0.814 0.808 0.809 0.803 0.788 0.738
HCkNN-NBSSup 0.786 0.784 0.792 0.797 0.767 0.766 0.762 0.754 0.732 0.694
WoC 0.814 0.814 0.814 0.811 0.811 0.807 0.808 0.802 0.797 0.775
PcorrkNN 0.827 0.824 0.825 0.819 0.817 0.807 0.802 0.786 0.753 0.702
SVD 0.815 0.816 0.816 0.813 0.813 0.810 0.810 0.805 0.801 0.788
J48 0.711 0.711 0.712 0.706 0.704 0.707 0.710 0.704 0.699 0.684
Naïve Bayes 0.715 0.715 0.718 0.709 0.710 0.709 0.716 0.708 0.700 0.688
Bayes Net 0.718 0.718 0.721 0.713 0.713 0.713 0.720 0.712 0.706 0.691
SVM 0.710 0.711 0.715 0.706 0.708 0.710 0.717 0.711 0.705 0.693
Table 6.3: Cold-start behavior regarding Precision with increasing sparsity.
In contrast, incorporating J48 to hypothesize individuals’ preference
in HCF methods (i.e., HUkNN-J48corr, HUkNN-J48prob, HUkNN-sJ48prob,
HCkNN-J48NoG, HCkNN-J48Sup and HCkNN-J48SSup) provided with few
exceptions significantly lower Precision performance relative to the base-
line collaborative filtering methods PcorrkNN, SVD and WoC. This results
suggests that J48 is not appropriate to provide competitive Precision of
recommendations.
However, the comparison of our methods which are based on the HU
preference similarity framework (i.e., HUkNN-J48corr, HUkNN-NBcorr,
HUkNN-SVMcorr, HUkNN-J48prob, and HUkNN-NBprob) and our meth-
ods based on the HC preference similarity framework (i.e., HCkNN-
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J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-NBSSup, and HCkNN-
J48SSup) shows that neither method completely outperforms the other. The
probabilistic-based method HUkNN-NBprob performed significantly better
than HUkNN-NBcorr, particularly when the sparsity degree gets higher.
The methods which are based on HU preference similarity framework
performed generally better when incorporating Naïve Bayes relative to
incorporating SVM or J48. Based on the results presented in Table 6.3 we
favor Naïve Bayes over SVM and J48.
Partial preference similarity or rather semi-partial preference similarity
did not provide more accurate rating predictions as the results of HUkNN-
sJ48prob show. In fact, it provided less accurate rating predictions than
methods considering the overall preference similarity between individuals.
We think that the overall similarity has to be considered when retrieving
like-minded individuals based on partial preference similarities. This open
research question, however, is not part of our investigation and remains as
further research opportunity.
The methods which are based on the HC preference similarity framework
(i.e., HCkNN-J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-J48SSup and
HCkNN-NBSSup) perform generally well,HCkNN-NBSup in particular. Like-
wise to the case of the HU preference similarity framework, the methods
perform significantly better when using Naïve Bayes to hypothesize prefer-
ences instead of using J48. The consolidation methods (i.e., supremum norm
and noisy-or gate) provide nearly same results. The noisy-or gate, how-
ever, requires more computational effort than the supremum norm. Hence,
we recommend the supremum operator because of the less computational
effort.
Exploiting the semantic similarity of HPPs in HCkNN-J48SSup provides
a significant overall improvement compared to the similar method HCkNN-
J48Sup. In contrast, exploiting the semantic similarity of HPPs in HCkNN-
NBSSup reduces the performance compared to the similar method HCkNN-
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NBSup, which is the best performing method compared to all others. There-
fore, exploiting semantic similarity of HPPs does not necessarily provide an
improvement and can even reduce the performance.
The content filtering methods (i.e., J48, Naïve Bayes, Bayes Net, and SVM)
perform significantly worst compared to all other methods. Nevertheless,
the results show that machine learning algorithms efficiently hypothesize
individuals preferences. As the results in Table 6.3 show, these methods
efficiently hypothesize individuals’ preferences by means of generalizing
from few ratings. More ratings, however, provide little information and
basically verify the hypothesized preferences.
Recall
As shown in Table 6.4, the Recall of most methods remains relatively con-
stant with the exception of J48, Naïve Bayes, Bayes Net, and SVM, which
performed performed better the more ratings were provided by individuals
in general. In contrast to the results in Section 6.4.1 and the results regarding
to Precision, the content filtering methods (i.e., J48, Naïve Bayes, Bayes Net,
and SVM) perform significantly and substantially better compared to all
other methods. Figure 6.6 provides a visual representation of the Recall
values for the better comprehension of the results. For readability reason,
Figure 6.6 provides a selection of the evaluated methods that are presented
in Table 6.4.
The significantly best Recall was provided by the baseline content filter-
ing methods, specifically Naïve Bayes and SVM. On the other hand,HCkNN-
NBSSup provided the significantly and substantially lowest Recall. Exploit-
ing the semantic similarity of HPPs inHCkNN-J48SSup andHCkNN-NBSSup
provided generally lower Recall than their accordant HCkNN-J48Sup respec-
tively HCkNN-NBSup, which do not consider semantic similarities of HPPs.
Therefore, exploiting semantic similarity of HPPs generally reduces the
Recall.
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Figure 6.6: Recall with increasing degree of sparsity from 0% (original data set) to 90%.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.524 0.525 0.531 0.526 0.525 0.526 0.540 0.528 0.526 0.530
HUkNN-NBcorr 0.568 0.569 0.575 0.563 0.564 0.566 0.576 0.560 0.549 0.533
HUkNN-SVMcorr 0.571 0.570 0.570 0.566 0.566 0.562 0.571 0.559 0.547 0.538
HUkNN-J48prob 0.522 0.523 0.527 0.520 0.523 0.524 0.539 0.530 0.520 0.516
HUkNN-NBprob 0.522 0.525 0.530 0.519 0.519 0.519 0.534 0.521 0.520 0.513
HUkNN-sJ48prob 0.548 0.545 0.566 0.545 0.535 0.548 0.546 0.546 0.530 0.525
HCkNN-J48NoG 0.569 0.566 0.579 0.571 0.558 0.557 0.566 0.545 0.535 0.527
HCkNN-J48Sup 0.559 0.559 0.573 0.567 0.547 0.546 0.560 0.542 0.533 0.526
HCkNN-NBSup 0.542 0.547 0.559 0.549 0.534 0.532 0.538 0.523 0.511 0.516
HCkNN-J48SSup 0.565 0.564 0.574 0.570 0.554 0.553 0.560 0.544 0.536 0.524
HCkNN-NBSSup 0.449 0.453 0.486 0.479 0.429 0.427 0.468 0.422 0.445 0.478
WoC 0.508 0.513 0.517 0.510 0.502 0.508 0.535 0.537 0.541 0.559
PcorrkNN 0.560 0.559 0.560 0.547 0.551 0.551 0.570 0.566 0.553 0.504
SVD 0.504 0.508 0.511 0.504 0.495 0.499 0.523 0.522 0.521 0.525
J48 0.840 0.836 0.837 0.832 0.824 0.818 0.820 0.807 0.786 0.730
Naïve Bayes 0.841 0.841 0.843 0.835 0.833 0.834 0.836 0.834 0.824 0.780
Bayes Net 0.822 0.821 0.823 0.812 0.810 0.808 0.810 0.803 0.793 0.752
SVM 0.857 0.853 0.851 0.839 0.833 0.828 0.824 0.810 0.789 0.733
Table 6.4: Cold-start behavior regarding Recall with increasing sparsity.
The comparison of our methods which are based on the HU prefer-
ence similarity framework (i.e., HUkNN-J48corr, HUkNN-NBcorr, HUkNN-
SVMcorr, HUkNN-J48prob, and HUkNN-NBprob) and our methods based
on the HC preference similarity framework (i.e., HCkNN-J48NoG, HCkNN-
J48Sup, HCkNN-NBSup, HCkNN-NBSSup, and HCkNN-J48SSup) shows that
neither method completely outperforms the other. The probabilistic-based
methodHUkNN-NBprob performed significantly better thanHUkNN-NBcorr,
particularly when the sparsity degree gets higher.
The methods which are based on the HU preference similarity framework
performed generally better when computing the the preference similarity
based on the correlation of hypothesized utilities for some products. Based
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on the results presented in Table 6.4 we favor the correlative similarity
presented in Section 5.2.2 over the probabilistic similarity presented in
Section 5.2.3.
Partial preference similarity or rather semi-partial preference similarity
provided higher Recall than our methods incorporating the same machine
learning algorithm to hypothesized preferences. Nevertheless, compared to
other collaborative filtering methods, the Recall remains lower.
The methods which are based on the HC preference similarity framework
(i.e., HCkNN-J48NoG, HCkNN-J48Sup, and HCkNN-J48SSup) performed
competitive when the sparsity degree is low. The HC methods performed
better when incorporating J48 than incorporating Naïve Bayes. This results
suggest that J48 should be favored over Naïve Bayes when Recall is more
important than Precision. Furthermore, the consolidation method noisy-
or gate provides significantly higher Recall results than the supremum
norm, even though marginal. Nonetheless, we recommend the supremum
operator because of the less computational effort.
F1-score, MCC and AUC
As discussed in Section 6.1.1, there is a trade-off between Precision and
Recall. To provide a final conclusion about the overall filtering quality, we
evaluated the methods in terms of F1-score, MCC and AUC.
The F1-score values presented in Table 6.5 suggest that the baseline
content filtering methods (i.e., J48, Naïve Bayes, Bayes Net, and SVM)
provide an overall better filtering quality than the collaborative filtering
methods (i.e., HUkNN-J48corr, HUkNN-NBcorr, HUkNN-SVMcorr, HUkNN-
J48prob, HUkNN-NBprob, HUkNN-sJ48prob, HCkNN-J48NoG, HCkNN-J48Sup,
HCkNN-NBSup, HCkNN-J48SSup, HCkNN-NBSSup, WoC, PcorrkNN, and
SVD). Nonetheless, we argue that Precision is more important than Recall
to help individuals in choosing relevant products because of information
overload and overchoice. In other words, a narrowed set of relevant prod-
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Figure 6.7: F1-score with increasing degree of sparsity from 0% (original data set) to 90%.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.634 0.634 0.638 0.633 0.631 0.629 0.637 0.625 0.617 0.610
HUkNN-NBcorr 0.673 0.673 0.677 0.669 0.668 0.667 0.672 0.659 0.645 0.619
HUkNN-SVMcorr 0.675 0.674 0.673 0.669 0.669 0.663 0.669 0.655 0.641 0.623
HUkNN-J48prob 0.638 0.639 0.641 0.635 0.637 0.637 0.648 0.638 0.625 0.608
HUkNN-NBprob 0.640 0.642 0.646 0.637 0.636 0.634 0.646 0.633 0.629 0.608
HUkNN-sJ48prob 0.654 0.652 0.669 0.651 0.643 0.651 0.649 0.647 0.631 0.610
HCkNN-J48NoG 0.671 0.669 0.678 0.671 0.662 0.659 0.665 0.647 0.634 0.612
HCkNN-J48Sup 0.665 0.664 0.674 0.668 0.654 0.651 0.661 0.644 0.633 0.611
HCkNN-NBSup 0.658 0.662 0.670 0.664 0.648 0.645 0.651 0.636 0.623 0.610
HCkNN-J48SSup 0.670 0.669 0.677 0.674 0.659 0.657 0.662 0.649 0.638 0.613
HCkNN-NBSSup 0.571 0.574 0.602 0.598 0.550 0.548 0.579 0.541 0.554 0.566
WoC 0.625 0.629 0.632 0.626 0.621 0.623 0.644 0.643 0.644 0.649
PcorrkNN 0.668 0.666 0.667 0.656 0.658 0.655 0.666 0.658 0.638 0.587
SVD 0.623 0.626 0.628 0.622 0.616 0.618 0.635 0.633 0.631 0.630
J48 0.770 0.769 0.770 0.764 0.759 0.758 0.761 0.752 0.740 0.707
Naïve Bayes 0.773 0.773 0.776 0.767 0.767 0.767 0.772 0.765 0.757 0.731
Bayes Net 0.766 0.766 0.769 0.759 0.758 0.757 0.762 0.755 0.747 0.720
SVM 0.777 0.775 0.777 0.767 0.766 0.764 0.767 0.757 0.745 0.712
Table 6.5: Cold-start behavior regarding F1-score with increasing sparsity.
ucts is more important than a huge set in which individuals have to find
relevant products. Figure 6.7 provides a visual representation of the F1-score
values for the better comprehension of the results. For readability reason,
Figure 6.7 provides a selection of the evaluated methods that are presented
in Table 6.5.
In contrast to the F1-score values presented in Table 6.5, the MCC and
AUC values presented in Table 6.6 and Table 6.7 respectively provide a
more appropriate picture of the overall filter quality. For instance, in terms
of MCC and AUC, the content filter methods (i.e., J48, Naïve Bayes, Bayes
Net, and SVM) provide the least filtering quality. Note that this result corre-
sponds to also the rating prediction accuracy we discussed in Section 6.4.1.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.232 0.224 0.222 0.221 0.210 0.193 0.179 0.166 0.126 0.059
HUkNN-NBcorr 0.289 0.285 0.283 0.283 0.279 0.262 0.248 0.235 0.198 0.096
HUkNN-SVMcorr 0.288 0.286 0.276 0.277 0.272 0.251 0.244 0.221 0.186 0.102
HUkNN-J48prob 0.258 0.257 0.249 0.252 0.250 0.244 0.242 0.228 0.198 0.100
HUkNN-NBprob 0.269 0.267 0.267 0.267 0.260 0.247 0.245 0.233 0.216 0.107
HUkNN-sJ48prob 0.255 0.256 0.266 0.253 0.242 0.237 0.225 0.219 0.191 0.079
HCkNN-J48NoG 0.278 0.271 0.273 0.271 0.263 0.250 0.240 0.223 0.191 0.077
HCkNN-J48Sup 0.275 0.271 0.272 0.269 0.259 0.247 0.240 0.221 0.192 0.076
HCkNN-NBSup 0.294 0.295 0.296 0.302 0.270 0.263 0.258 0.239 0.215 0.111
HCkNN-J48SSup 0.284 0.279 0.280 0.287 0.263 0.251 0.244 0.236 0.208 0.096
HCkNN-NBSSup 0.177 0.174 0.192 0.207 0.142 0.139 0.131 0.117 0.086 0.003
WoC 0.242 0.244 0.239 0.242 0.237 0.231 0.233 0.231 0.225 0.179
PcorrkNN 0.287 0.280 0.277 0.270 0.267 0.248 0.235 0.214 0.148 0.020
SVD 0.242 0.245 0.240 0.243 0.237 0.232 0.231 0.230 0.224 0.191
J48 0.120 0.120 0.108 0.110 0.092 0.095 0.083 0.077 0.057 -0.030
Naïve Bayes 0.139 0.134 0.132 0.122 0.117 0.111 0.111 0.098 0.070 -0.018
Bayes Net 0.141 0.139 0.136 0.128 0.121 0.115 0.117 0.108 0.085 -0.008
SVM 0.126 0.122 0.122 0.110 0.111 0.109 0.110 0.106 0.080 0.002
Table 6.6: Cold-start behavior regarding MCC with increasing sparsity.
Furthermore, we want to emphasize that the relative similarity of MCC
and AUC values of any method is very high as it is shown in Table 6.6 and
Table 6.7. In other words, the correlation of MCC and AUC with respect to
a particular method is very high.
As shown in Table 6.1 and Table 6.2 as well as in Figure 6.3 and Fig-
ure 6.4, all methods performed better regarding to MAE and RMSE the
more ratings were provided by individuals in general. As a general
pattern, the rating prediction accuracy of all methods remains relatively
similar for datasets with low sparsity degree (0% to 60% sparsity). But
the accuracy decreases super-proportional for datasets with high spar-
sity degree (70% to 90% sparsity). Furthermore, collaborative filtering
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Figure 6.8: MCC with increasing degree of sparsity from 0% (original data set) to 90%.
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Figure 6.9: AUC with increasing degree of sparsity from 0% (original data set) to 90%.
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.624 0.620 0.619 0.618 0.613 0.604 0.597 0.589 0.568 0.532
HUkNN-NBcorr 0.655 0.653 0.652 0.652 0.649 0.641 0.634 0.626 0.607 0.552
HUkNN-SVMcorr 0.655 0.653 0.649 0.648 0.646 0.635 0.632 0.619 0.600 0.555
HUkNN-J48prob 0.638 0.637 0.634 0.634 0.633 0.630 0.630 0.622 0.606 0.554
HUkNN-NBprob 0.643 0.642 0.643 0.642 0.638 0.632 0.632 0.624 0.616 0.558
HUkNN-sJ48prob 0.637 0.637 0.643 0.635 0.629 0.627 0.622 0.618 0.603 0.543
HCkNN-J48NoG 0.649 0.645 0.647 0.645 0.641 0.634 0.630 0.620 0.603 0.542
HCkNN-J48Sup 0.647 0.646 0.647 0.644 0.639 0.632 0.630 0.618 0.603 0.541
HCkNN-NBSup 0.657 0.658 0.659 0.661 0.644 0.640 0.639 0.628 0.615 0.560
HCkNN-J48SSup 0.652 0.650 0.651 0.654 0.641 0.635 0.632 0.627 0.612 0.552
HCkNN-NBSSup 0.593 0.591 0.602 0.609 0.574 0.572 0.570 0.561 0.545 0.502
WoC 0.628 0.630 0.628 0.628 0.626 0.623 0.626 0.624 0.621 0.597
PcorrkNN 0.654 0.650 0.649 0.644 0.643 0.633 0.627 0.615 0.579 0.511
SVD 0.628 0.630 0.628 0.628 0.625 0.623 0.624 0.623 0.620 0.603
J48 0.551 0.551 0.546 0.547 0.539 0.541 0.536 0.534 0.526 0.486
Naïve Bayes 0.559 0.557 0.556 0.552 0.550 0.547 0.547 0.542 0.530 0.492
Bayes Net 0.563 0.562 0.560 0.557 0.554 0.552 0.553 0.549 0.539 0.496
SVM 0.552 0.550 0.550 0.546 0.547 0.547 0.548 0.547 0.536 0.501
Table 6.7: Cold-start behavior regarding AUC with increasing sparsity.
methods (i.e., HUkNN-J48corr, HUkNN-NBcorr, HUkNN-SVMcorr, HUkNN-
J48prob, HUkNN-NBprob, HUkNN-sJ48prob, HCkNN-J48NoG, HCkNN-J48Sup,
HCkNN-NBSup, HCkNN-J48SSup, HCkNN-NBSSup, WoC, PcorrkNN, and
SVD) significantly outperform content filtering methods (i.e., J48, Naïve
Bayes, Bayes Net, and SVM).
The significantly best performing method was HCkNN-NBSup, which
uses Naïve Bayes to hypothesize individuals’ preferences and retrieves like-
minded individuals based on the comparison of the composition similarity
of individuals’ hypothesized preferences. Regarding to MCC and AUC,
HCkNN-NBSup outperforms the other methods with respect to almost all
other datasets. Only SVD andWoC perform better when the sparsity degree
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is very high (80% to 90%), i.e., major cold-start situation. Both baseline meth-
ods do not retrieve like-minded individuals, however. Thus,HCkNN-NBSup
is the best performing method which retrieves like-minded individuals to
filter relevant products.
Generally, incorporating Naïve Bayes to hypothesize individuals’ prefer-
ences in HCF methods (i.e., HUkNN-NBcorr, HUkNN-NBprob, and HCkNN-
NBSup) provided competitive performance relative to the baseline collabo-
rative filtering methods PcorrkNN, SVD and WoC. More precisely, HUkNN-
NBcorr, HUkNN-NBprob and HCkNN-NBSup perform better than PcorrkNN
when the sparsity degree gets higher. In contrast, these methods perform
worse than SVD and WoC when the sparsity degree gets higher.
Similarly, incorporating J48 to hypothesize individuals’ preferences
in HCF methods (i.e., HUkNN-J48corr, HUkNN-J48prob, HUkNN-sJ48prob,
HCkNN-J48NoG, HCkNN-J48Sup and HCkNN-J48SSup) provides better per-
formance than PcorrkNN when the sparsity degree gets higher. In turn,
these methods perform worse than SVD and WoC when the sparsity degree
is high, i.e., major cold-start situation. In conclusion, incorporating Naïve
Bayes provides better results.
However, the comparison of our methods which are based on the HU
preference similarity framework (i.e., HUkNN-J48corr, HUkNN-NBcorr,
HUkNN-SVMcorr, HUkNN-J48prob, and HUkNN-NBprob) and our meth-
ods based on the HC preference similarity framework (i.e., HCkNN-
J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-NBSSup, and HCkNN-
J48SSup) shows that neither method completely outperforms the other.
The correlative-based methods HUkNN-NBcorr and HUkNN-SVMcorr per-
formed significantly better thanHUkNN-NBprob andHUkNN-J48prob, partic-
ularly when the sparsity degree gets lower. In contrast, HUkNN-J48corr per-
forms significantly worse than the other correlative-based or probabilistic-
based methods.
The methods which are based on the HU preference similarity framework
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performed generally better when incorporating Naïve Bayes or SVM relative
to incorporating J48. Based on the results presented in Table 6.6 and Table 6.7
we favor Naïve Bayes and SVM over J48.
HUkNN-sJ48prob, which considers partial preference similarity or rather
semi-partial preference similarity, did not perform significantly better than
similar probabilistic-based methods (i.e., HUkNN-J48prob and HUkNN-
NBprob). In fact, it provided less accurate rating predictions than methods
considering the overall preference similarity between individuals. HUkNN-
sJ48prob significantly outperformed HUkNN-J48corr, however.
The methods which are based on the HC preference similarity framework
(i.e., HCkNN-J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-J48SSup and
HCkNN-NBSSup) perform generally well,HCkNN-NBSup in particular. Like-
wise to the case of the HU preference similarity framework, the methods
perform significantly better when using Naïve Bayes to hypothesize pref-
erences instead of J48. The consolidation methods (i.e., supremum norm
and noisy-or gate) provide nearly the same results. The noisy-or gate, how-
ever, requires more computational effort than the supremum norm. Hence,
we recommend the supremum operator because of the less computational
effort.
Exploiting the semantic similarity of HPPs in HCkNN-J48SSup provides
a significant overall improvement compared to the similar method HCkNN-
J48Sup. The relative improvement remains relative constant. In contrast,
the exploiting the semantic similarity of HPPs in HCkNN-NBSSup reduces
the performance compared to the similar method HCkNN-NBSup, which is
the best performing method compared to all others. Therefore, exploiting
semantic similarity of partial preferences does not necessarily provide an
improvement and can even reduce the performance.
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6.5 Information Theoretic Reflection of
Hypothesized Preferences versus Product
Ratings
Traditionally in collaborative filtering, the individual i’s preferences are
represented as the individual i’s product rating vector Ri·. The product
rating vector Ri· approximates the individual i’s preferences ui(g) propor-
tionally to the number of ratings |Gi| provided by individual i. The reason
is that product ratings are independent from each other. In other words,
the approximation rate with every additional product rating rig remains
constantly 1m .
In contrast, the approximation rate of individual i’s preferences with
machine learning is characterized by a sigmoid function. This means that
the approximation rate increases super-proportionally in the beginning,
but towards the end, it converges to 0. The reason for this behavior is that
every product rating rig is related also to all the product’s properties. Since
products share similar properties, product ratings are interrelated. Based
on this, machine learning algorithms are able to generalize from product
ratings to individual i’s preferences. Towards the end, however, additional
ratings mostly reinforce the hypothesized preferences and do not further
contribute to the accuracy of the hypothesized preferences. Referring to
Corollary 1, hypothesized preferences approximate preferences as much as
the defined hypothesis space, which is a human-designers choice.
However, in combination with collaborative filtering, both types of pref-
erence models get interrelated to other preference models such that an
individual’s preferences get approximated super-proportionally. The evalu-
ation results provide empirical evidence that comparing the similarity of
hypothesized preferences to retrieve like-minded outperforms the compari-
son of the similarity of ratings for common rated products.
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6.6 Acceptance of Hypotheses
We evaluated our methods and compared them to baseline methods. We
measured their performance in terms of rating prediction accuracy and
relevance filtering quality. In the following, we discuss the acceptance of
the following hypotheses.
Hypothesized utility-based preference similarity hypothesis (H3.1).
With reference to the empirical study on rating prediction accuracy (see
Section 6.4.1), retrieving like-minded individuals based on the HU prefer-
ence similarity framework outperforms baseline methods, especially when
the sparsity degree gets higher. Furthermore, this method provides similar
performance as retrieving like-minded individuals based on ratings for
common rated products.
Regarding the relevance filtering quality, the methods based on HU
preference similarity framework outperforms the similar baseline method
PcorrkNN.
Since the methods based on our HU preference similarity framework
outperforms other baseline methods, especially in terms of rating predic-
tion accuracy, we conclude that it is appropriate to retrieve like-minded
individuals. In fact, it may even better retrieve like-minded individuals.
Therefore, we accept H3.1.
Hypothesis composition-based preference similarity hypothesis (H3.2).
Regarding to rating prediction accuracy, retrieving like-minded individuals
based on the HC preference similarity framework outperforms baseline
methods, particularly when the sparsity degree gets higher. Furthermore,
this method provides similar or better performance than retrieving like-
minded individuals based on ratings for common rated products. Especially,
HCkNN-NBSup outperforms all other methods in almost any case.
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Regarding to the relevance filtering quality, the methods based on HC
preference similarity framework outperforms baseline in almost any case,
especially HCkNN-NBSup
Since our proposed HC preference similarity framework outperforms
other baseline methods, PcorrkNN in particular, we conclude that it is
appropriate to retrieve like-minded individuals. In fact, it retrieves better
like-minded individuals, especially HCkNN-NBSup
Therefore, we accept H3.2.
Hypothesized partial preference similarity hypothesis (H3.3). With re-
gards to rating prediction accuracy, considering partial preferences or rather
semi-partial preferences to retrieve like-minded individuals does in some
cases outperform baseline collaborative filtering methods, especially in
cold-start situations.
Regarding to the relevance filtering quality, the method in HUkNN-
sJ48prob, which considers partial preference similarity generally did not
outperform baseline collaborative filtering methods. For that reason, we
conclude that HUkNN-sJ48prob does not retrieve like-minded individuals.
Considering rating prediction accuracy and relevance filtering quality, we
conclude that considering partial preference similarity or rather semi-partial
preference similarity is not appropriate to retrieve like-minded individu-
als. Nevertheless, we think that this method may be appropriate when
considering overall similarity.
However, we do not accept H3.3.
Cold-start mitigation hypothesis (H3.4). Regarding to rating prediction
accuracy, retrieving like-minded individuals by comparing the similarity
of hypothesized preferences significantly and substantially outperformed
baseline methods in cold-start situations, especially HCkNN-NBSup.
Regarding to the relevance filtering quality, our methods generally out-
performed PcorrkNN in cold-start situations. However, the baseline col-
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laborative filtering methods SVD and WoC performed significantly best in
cold-start situations. Nonetheless, both baseline methods do not retrieve
like-minded individuals to filter products. Thus, we argue that our methods
perform significantly best in cold-start situations by means of retrieving
like-minded individuals.
We conclude that it mitigates the cold-start problem since the retrieval
of like-minded individuals based on the comparison of the similarity of
hypothesized preferences outperforms the relevant baseline methods.
Therefore, we accept H3.4.
6.7 Summary
In this chapter, we conducted an empirical study and provided empirical
evidence about the superiority of both presented algorithmic frameworks.
In the next chapter, we use the research methodology of grounded theory
to scrutinize the empirical results of this chapter to understand explain the
cold-start behavior of HCF.

7
Analysis
WHILST performance metrics allow for comparing differentmethods they do not help us to understand the phe-nomenon that hypothesis-based collaborative filtering (HCF)
provides better recommendations than other methods. For this reason, we
conduct an explanatory study using grounded theory methodology as de-
scribed in [Corbin and Strauss, 2008] to scrutinize the empirical results from
Chapter 6 to understand and explain this phenomenon. More precisely, we
compare the cold-start behavior of collaborative filtering retrieving like-
minded individuals based on the comparison of hypothesized preferences
and the comparison of ratings for common rated products. Based on this
grounded theory, we verify Hypothesis H4 (rating predicate hypothesis).
In the following, we first present the employed research methodology
grounded theory and the systematical analysis of the data in Section 7.1.
Subsequently, we present and discuss the grounded hypotheses which
explain the phenomenon in Section 7.2 followed by the consolidation of the
grounded theory in Section 7.3. Finally, we validate the theory in Section 7.4
and discuss the acceptance of the Hypothesis H4 in Section 7.5.
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In the following, we explain the employed research methodology grounded
theory in Section 7.1.1. Then, we describe the data collection and analysis in
Section 7.1.2 and Section 7.1.3, respectively.
7.1.1 Grounded Theory
For our study, we use grounded theory methodology as described by Corbin
and Strauss [Corbin and Strauss, 2008]. Grounded theory is a qualitative
research approach for looking systematically at data aiming at the genera-
tion of theory grounded in empirical data. The three elements in grounded
theory are data collection, data analysis and theory development, which are
repeated until a phenomenon to be researched can be explained.
Grounded theory is well suited for our explanatory study because it
proposes to start from a general research question and refining the question
as well as the analysis of data. For example, we binned individuals and
products with respect to rating predicates to ensure the verification of
formulated hypotheses. Furthermore, grounded theory is appropriate to
formulate a theory grounded in quantitative data [Glaser and Strauss, 1967].
In our explanatory study, we collect and analyze quantitative data from our
conducted empirical study presented in Chapter 6.
We employe open coding to analyze the data. More precisely, we enrich
the data with additional data regarding the relation between individuals,
products and ratings. Subsequently, we perform axial coding and link this
codes to categories (e.g., factors, consequences) which are usually found in
grounded theory study.
Chapter 7. Analysis 131
7.1.2 Data Collection
From the empirical study presented in Chapter 6, we collected the individu-
als, the products and the ratings an individual assigns to a product. Addi-
tionally, we collected the predicted ratings of the evaluated methods, specif-
ically HCF methods described in Section 6.2.1 (i.e., HUkNN-J48corr, HUkNN-
NBcorr,HUkNN-SVMcorr,HUkNN-J48prob,HUkNN-NBprob,HUkNN-sJ48prob,
HCkNN-J48NoG, HCkNN-J48Sup, HCkNN-NBSup, HCkNN-J48SSup, HCkNN-
NBSSup) and the baseline collaborative filtering method PcorrkNN de-
scribed in Section 6.2.2. Besides collecting their performance in terms of
MAE, we collected the performance difference between HCF methods and
the baseline collaborative filtering method PcorrkNN by means of the dif-
ference of the respective MAEs.
Furthermore, we aggregated and collected additional information from
the empirical data. This information can be classified into individual proper-
ties, product properties and recommendation properties and are presented
subsequently.
Individual properties
Effort. The number of ratings an individual provides corresponds to the
individual’s effort. The higher the individual’s effort, the more is
known about the individual’s entire preferences. We assume that
individuals with high effort are less affected by the cold-start problem
than individuals with low effort.
Attitude. The mean of ratings an individual provides corresponds to the
individual’s attitude. The attitude represents an individual’s degree
of like or dislike for products in general. The higher or lower the indi-
vidual’s attitude, the more respectively less satisfaction an individual
receives from products in general.
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Selectivity. The standard deviation of ratings an individual provides cor-
responds to the individual’s selectivity. The lower the selectivity, the
more similar is the satisfaction received from different products.
Product properties
Visibility. The number of ratings a product receives corresponds to the
product’s visibility. The higher the visibility of a product, the more
likely like-minded individuals have rated this product. Therefore, the
accuracy of predicted ratings is more dependent on the precision of
finding like-minded individuals.
Popularity. The mean of ratings a product receives corresponds to the
product’s popularity. The higher the popularity of a product, the
more likely individuals like this product.
Polarization. The standard deviation of ratings a product receives corre-
sponds to the product’s polarization. The higher the polarization of a
product, the more important are personalized recommendations.
Recommendation properties
MAE. The performance of a method is measured in terms of MAE. The
smaller the MAE the higher the performance. More precisely, the
higher the performance the closer the predicted ratings to the individ-
uals’ rating in general.
DMAE PcorrkNN. The difference of MAE values of a method of compar-
ison and PcorrkNN corresponds to DMAE PcorrkNN. A positive
DMAE PcorrkNN means that the method of comparison is inferior
to PcorrkNN. In turn, a negative DMAE PcorrkNN means that the
method of comparison is superior to PcorrkNN.
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7.1.3 Data Analysis
For the analysis, we use the properties presented in Section 7.1.2 as codes.
Since the values of these properties have an excessive variance and therefore
are difficult to interpret, we bin individuals and products to 20-quantiles
regarding to these properties to generalize from these values and allow for
an interpretation. In other words, we create codes expressing the degree of
an individual’s and a product’s property repspectively on a 1-to-20 scale.
In a preliminary analysis, we compared 100-quantiles, 50-quantiles, 25-
quantiles, 20-quantiles, 10-quantiles and 5-quantiles. We found 20-quantiles
as the most appropriate to generalize from these values without biasing the
data.
We use axial coding to associate codes to categories which are prescribed
by grounded theory (e.g., factors, consequences). According to our research
question, we associate the individual and the product properties to factors
and the recommendation properties to the consequences.
To get a better grasp of the data, we analyze the relation among in-
dividual properties, product properties and recommendation properties.
Subsequently, we analyze the cold-start behavior of HCF. More precisely,
what properties have what effect on the recommendation performance. For
this purpose, we compare pairwise individual properties and product prop-
erties and their effect on the recommendation performance, which we have
defined in Section 7.1.2.
In the following, we present the analysis of the relation among individ-
ual and product properties followed by the analysis of the effect of these
properties on the recommendation performance.
Relation among Individual and Product Properties
We computed Pearson’s correlation among individual and product prop-
erties for the MovieLens 100k dataset. The Pearson’s correlations are pre-
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Property Effort Attitude Selectivity Visibility Popularity Polarization
Effort 1 -0.209 0.026 -0.211 -0.075 -0.037
Attitude -0.209 1 -0.305 0.090 0.162 -0.085
Selectivity 0.026 -0.305 1 -0.037 -0.081 0.060
Visibility -0.211 0.090 -0.037 1 0.506 -0.214
Popularity -0.075 0.162 -0.081 0.506 1 -0.550
Polarization -0.037 -0.085 0.060 -0.214 -0.550 1
Table 7.1: Pearson’s correlations between individual and product properties for the MovieLens 100k
dataset. All values are statistically significant on the significance level a = 0.01.
sented in Table 7.1. All values are statistically significant on the significance
level a = 0.01.
The individuals’ effort correlates negatively and weakly (-0.209) with
the individuals’ attitude. This indicates that individuals which provide
few ratings tend to consume popular products. This is indicated by the
positive and weak correlation (0.162) of individuals’ attitude and products’
popularity.
Furthermore, the effort correlates negatively and weakly (-0.211) with
visibility. In other words, individuals which consume many products tend
to expand their search for interesting products to the long-tail of products.
The individuals’s attitude correlates negatively and moderately (-0.305)
with individuals’ selectivity. This indicates that individuals with high
attitude tend to focus on popular products (0.162) which provide high
satisfaction in general. In turn, individuals with low attitude are picky.
The products’ visibility correlates positively and strongly (0.506) with
the products’ popularity. This means that popular products gets consumed
most.
Furthermore, the products visibility correlates negatively and weakly
(-0.214) with products’ polarization. This may be because individuals get
uncertain based on individuals’ divergent opinions about polarizing prod-
ucts. In the case of popular products, individuals generally agree that these
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products provide high satisfaction. This is indicated by the negatively and
strongly correlation (-0.550) of products’ popularity and products’ polariza-
tion.
Effect of Individual Properties and Product Properties to Recom-
mendation Performance
The pairwise effect of individual properties and product properties on the
recommendation performance are plotted on a 3-dimensional coordination
system. The recommendation performance in terms of MAE is presented on
the z-axis. A color scales supports the assessment of the MAE’s magnitude.
Red colored fields and high MAE, respectively, indicate low recommenda-
tion performance. In contrast, blue colored fields or low MAE, respectively,
indicate a high recommendation performance. As discussed in Section 7.1.2,
we bin the individuals and products to 20-quantiles regarding to their prop-
erties.
In the following, we analyze the effect of individual and product prop-
erties to the recommendation performance of HCF by means of the best
performing method HCkNN-NBSup1.
Effort and Visibility. The effect of individuals’ effort and products’ vis-
ibility is presented in Figure 7.1. Generally, the less visible a product is,
the lower the recommendation performance. The reason is that low vis-
ible products, by definition, are rated by few individuals. Generally in
collaborative filtering, these individuals are exclusively considered to pre-
dict the rating for a particular individual. However, the chance to retrieve
like-minded individuals from few individuals is small, thus collaborative
filtering providing poor recommendations.
In contrast, the individuals’ effort has a marginal effect on recommenda-
tion performance, in particular individuals with low effort. This indicates
1See Section 6.4 for the discussion of the evaluation results.
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Figure 7.1: Distribution of recommendation performance with respect to effect and visibility.
the strength of retrieving like-minded individuals based on the comparison
of the similarity of hypothesized preferences. For comparison, individuals’
effort has a substantial effect on the recommendation performance when
retrieving like-minded individuals based on the comparison of the rating
similarity for common rated products (see Figure D.1e in Appendix D). This
is referred to as the new-user cold-start problem as described in Section 2.2.2.
Effort and Popularity. The effect of individuals’ effort and products’ pop-
ularity is presented in Figure 7.2. Generally, the more popular products are,
the better the recommendation performance. The reason is trivial. Products
which satisfy most individuals become popular, thus being commonly a
good recommendation. The accuracy of retrieving like-minded individuals
which have rated these products is of less importance.
On the other hand, the less popular products are, the poorer the recom-
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Figure 7.2: Distribution of recommendation performance with respect to effort and popularity.
mendation performance. This is counterintuitive since unpopular products
typically provide low satisfaction to individuals. Referring to Table 7.1, less
popular products are generally less visible. Therefore, the set of potential
like-minded individuals is small and hence reducing the chance to find
like-minded individuals. As a consequence, collaborative filtering provides
provides poor recommendations.
Effort and Polarization The effect of individuals’ effort and products’ po-
larization is presented in Figure 7.3. Generally, the less products polarize,
the better the recommendation performance. The reason is trivial. The
majority of individuals agree to a certain rating for a product, which com-
monly holds for other individuals. Therefore, the retrieval of like-minded
individuals is of less importance.
In turn, the more products polarize, the poorer the recommendation per-
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Figure 7.3: Distribution of recommendation performance with respect to effort and polarization.
formance. For these products, considering an individual’s preferences gets
crucial to provide personalized recommendations. Collaborative filtering
aims to improving recommendation performance for exactly these kind of
products. For comparison, Figure D.3f in Appendix D shows the substan-
tial drop in recommendation performance of WoC the higher individuals’
polarization gets.
Generally, the individual’s effort has a less effect on the recommendation
performance compared to the individual’s polarization. In other words,
independent from the amount of information a recommender system has,
the utility that a polarizing products provides to individuals is difficult to
predict.
Attitude and Visibility. The effect of individuals’ attitude and products’
visibility is presented in Figure 7.4. Generally, the higher an individual’s
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attitude, the better the recommendation performance. The reason is that
most products provide high utility to these individuals. Furthermore, they
are less selective as it is indicated by Table 7.1. In contrast, the lower an
individual’s attitude, the lower the recommendation performance. The
reason is that they are more picky as it is indicated by Table 7.1. Nonethe-
less, collaborative filtering methods provide better recommendations to
picky individuals than other methods as it is confirmed by Figure D.4f in
Appendix D.
Apart from the least visible products, the product’s visibility has a less
effect on the recommendation performance. The products with least visibil-
ity, however, provide only a small set of potential like-minded individuals
what limits the chance of finding like-minded individuals. Hence, ratings of
any individuals are considered, thus collaborative filtering providing poor
recommendations.
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MAE.
Attitude and Popularity. The effect of individuals’ attitude and products’
popularity is presented in Figure 7.5. The effect of attitude and popular-
ity behaves similar to the effect of attitude and visibility. This is due to
the strong correlation between popularity and visibility as it is shown in
Table 7.1.
As Figure 7.5 shows, recommending popular products to individuals
with high attitude is trivial. Additionally, predicting that unpopular prod-
ucts provide low utility to individuals wit low attitude is likewise trivial as
it is indicated in Figure 7.5.
Attitude and Polarization The effect of individuals’ attitude and products’
polarization is presented in Figure 7.6. Generally, the higher an individual’s
attitude and the lower a product’s polarization, the better the recommen-
dation performance. Referring to Table 7.1, the reason is that individuals
Chapter 7. Analysis 141
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
 
 0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
MAE
HCkNN-NBSup
M
AE
Polarization Attitude
20
15
10
5
0 0
5
10
15
20
Figure 7.6: Distribution of recommendation performance with respect to attitude and polarization.
commonly agree on a rating for a popular products what reduces their
polarization at the same time. Typically, popular products provide high
utility to individuals, thus making the recommendation task trivial.
Furthermore, the recommendation performance for products with low
polarization is high in general. This is due to the fact that products with low
polarization typically provide similar utility to any individual what makes
the recommendation task simple.
Selectivity and Visibility. The effect of individuals’ selectivity and prod-
ucts’ visibility is presented in Figure 7.7. Generally, the recommendation
performance depends primarily on the individual’s selectivity. The less
selective an individual the better the recommendation performance. The
reason is that in this particular case the utility of any product converges to
the individual’s attitude the less selective the individual is.
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On the other hand, the more selective an individual, the lower the rec-
ommendation performance.
Selectivity and Popularity. The effect of individuals’ selectivity and prod-
ucts’ popularity is presented in Figure 7.8. The distribution of the recom-
mendation performance with respect to the selectivity and popularity is
similar to the distribution with respect to the selectivity and visibility. Re-
ferring to Table 7.1, the reason is the strong correlation between visibility
and popularity. In this case, however, popularity has some effect on the
recommendation performance, although the effect is small. As it is shown in
Figure 7.8, the higher a product’s popularity the better the recommendation
performance.
However, the higher the selectivity the lower the recommendation per-
formance.
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Selectivity and Polarization The effect of individuals’ selectivity and
products’ polarization is presented in Figure 7.9. Generally, the lower
the selectivity and the lower the polarization, the better the recommenda-
tion performance. Products with low polarization are commonly popular
products as it is indicated by the strong correlation of polarization and
popularity in Table 7.1.
In contrast, the higher the selectivity and the higher the polarization,
the lower the recommendation performance. High selective individuals
make the recommendation tasks difficult. Polarizing products even enforce
it. Nevertheless, the recommendation performance is high compared to
the recommendation performance of WoC as it is shown in Figure D.9f in
Appendix D.
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7.2 Theory Development
In this section, we develop the grounded theory which explains the phe-
nomenon of HCF performing better than other collaborative filtering meth-
ods. Above all, we investigate in what cases the retrieval of like-minded
individuals based on the comparison of hypothesized preferences is supe-
rior to the comparison of ratings for common rated products.
To this end, we compare three methods, which consider like-minded
individuals to compute recommendations in terms of recommendation per-
formance. The first method is HCkNN-NBSup (see Section 6.2.1), which
retrieves like-minded individuals based on the comparison of the composi-
tion of hypothesized preferences as it is described in Section 5.3. As shown
in Section 6.4, HCkNN-NBSup performs best among all other methods we
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considered for evaluation2.
The second method is HUkNN-NBcorr (see Section 6.2.1), which retrieves
like-minded individuals based on the comparison of hypothesized utilities
for some products as it is described in Section 5.2. HUkNN-NBcorr performs
best among other methods which retrieve like-minded individuals based
on hypothesized utility-based preferences similarity (HU preference similarity).
The third method is the baseline collaborative filtering method PcorrkNN
(see Section 6.2.2), which retrieves like-minded individuals based on the
similarity of their ratings for common rated products. PcorrkNN performs
best among the baseline methods for comparison as discussed in Section 6.4.
In the following, we first discuss the concepts to formulate the hypotheses
which explain the phenomenon in Section 7.2.1. Then, we formulate the
hypotheses which constitutes the grounded theory based on the comparison
of the three methods in Section 7.2.2.
7.2.1 Theory Concepts
We obtain the concepts from the individual, product and recommendation
properties, individuals’ effort in particular, attitude and selectivity, products’
visibility, popularity and polarization, and the recommendation properties
DMAE PcorrkNN for the comparison of HCF and the baseline collaborative
filtering method PcorrkNN. Furthermore, we use the the four issues intro-
duced in Section 1.1, specifically similarity significance, partial preference
representation, similarity assessability and preferences incompleteness.
The relative recommendation performance (DMAE PcorrkNN) of the
HCF methods relative to PcorrkNN strongly correlates with individual and
product properties as it is shown in Table 7.2 by means of the MovieLens
100k dataset. For this reason, we consider all individual properties (i.e.,
effort, attitude and selectivity) and all product properties (i.e., visibility,
popularity, polarization) as concepts to formulate the hypotheses which
2The considered methods are introduced in Section 6.2
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.853 -0.546 0.781 -0.567 -0.236 -0.045
HUkNN-NBcorr 0.896 -0.657 0.472 -0.824 -0.606 0.191
HUkNN-SVMcorr 0.934 -0.315 0.242 -0.830 -0.560 0.044
HUkNN-NBcorr 0.895 -0.375 0.881 -0.587 -0.099 0.500
HUkNN-NBprob 0.912 -0.245 0.871 -0.704 0.035 0.240
HUkNN-sJ48prob 0.890 -0.619 0.795 -0.833 -0.672 0.403
HCkNN-J48NoG 0.884 -0.232 0.113 -0.937 -0.812 0.485
HCkNN-J48Sup 0.888 -0.220 0.196 -0.939 -0.807 0.451
HCkNN-NBSup 0.934 -0.179 0.537 -0.845 -0.397 0.118
HCkNN-J48SSup 0.915 -0.117 0.257 -0.886 -0.809 0.386
HCkNN-NBSSup 0.909 -0.493 0.840 -0.231 0.098 -0.682
Table 7.2: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the MovieLens 100k dataset. All values are statistically significant on the
significance level a = 0.01.
ultimately constitute the grounded theory. All Pearson’s correlation values
are statistically significant on the significance level a = 0.01.
Especially the Pearson’s correlation of DMAE PcorrkNN and effort re-
spectively visibility are strong for all methods. In case of the datasets with
increasing sparsity, the Pearson’s correlations remain significant and strong.
We refer to Appendix E where the Pearson’s correlation values for the
remaining datasets with increasing sparsity are presented.
7.2.2 Comparison of Recommendation Performance
In the following, we compare the recommendation performance of both
HCF methods, HCkNN-NBSup and HUkNN-NBprob, with the baseline col-
laborative filtering method PcorrkNN by means of individual and product
properties. Based on the comparison, we formulate the hypotheses which
constitutes the grounded theory.
We choose three datasets, which represent the major spectrum of sparsity,
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to observe the cold-start behavior and the distribution of the recommenda-
tion performance. These datasets are specifically the original MovieLens
100k dataset with 0% sparsity, which represents a minor cold-start problem,
the dataset with 40% sparsity, which represents the transition from a minor
cold-start problem to a major cold-start problem, and the dataset with 80%
sparsity, which represents a major cold-start problem. The relative recom-
mendation performance is measured by means of DMAE PcorrkNN and
is encoded on a color scale. Blue colored fields indicate the superiority of
HCF to PcorrkNN. In contrast, red colored fields indicate the inferiority of
HCF to PcorrkNN.
Effort and Visibility
Figure 7.10 and Figure 7.11 present the comparison of recommendation
performance by means of effort and visibility. Generally, the relative recom-
mendation performance improves with increasing degree of the cold-start
problem.
Low effort hypothesis. As shown in Figure 7.10a and Figure 7.11a, the
lower the effort the better the recommendation performance. The reason is
that individuals with low effort provide by definition few ratings, which
limits substantially the set of common rated products. This adds to the issue
of similarity significance (see Section 1.1) because the preference similarity is
computed based on a small set of common rated products and therefore may
not be significant. Additionally, the common rated products with respect
to other individuals may represent only partially their preferences, thus
reinforcing the issue of partial preference representation (see Section 1.1).
Furthermore, due to the small set of common rated products, the chance is
high that like-minded individuals have no common rated products, thus
not being retrieved. This refers to the issue of similarity assessability (see
Section 1.1).
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(c) Dataset with 80% sparsity.
Figure 7.10: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ effort and products’ visibility.
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Figure 7.11: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ effort and products’ visibility.
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In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH1): Individuals with low effort add to the issues of
similarity significance, partial preference representation and similarity assessability.
Hence, the comparison of hypothesized preferences is superior to the comparison of
ratings for common rated products to retrieve like-minded individuals.
High effort hypothesis. As indicated in Figure 7.10a and Figure 7.11a,
both HCkNN-NBSup and HUkNN-NBcorr are inferior to PcorrkNN in the
case of individuals with high effort. As we discussed in Section 6.5, the
more ratings an individual providse the better these ratings represent the
individual’s preferences. In contrast, the accuracy of hypothesizing pref-
erences is limited due to the limited hypothesis space. The information
gain of additional ratings converges to zero, thus limiting the accuracy of
hypothesized preferences.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH2): The more ratings an individual provides
the better these ratings represent the individual’s preferences. In contrast, the
limited hypothesis space limits the accuracy of hypothesized preferences. Hence, the
comparison of hypothesized preferences is inferior to the comparison of ratings for
common rated products to retrieve like-minded individuals.
High visibility hypothesis. In the case of products with high visibility the
set of potential like-minded individuals is large. When comparing ratings
for common rated products, many individuals are wrongly retrieved as like-
minded due to partial preference similarity. In other words, products’ high
visibility adds to the issue of partial preference representation. As indicated
by Figure 7.10a and Figure 7.11a, retrieving like-minded individuals based
on the comparison of hypothesized preferences instead of the comparison of
ratings for common rated products mitigates these issues and consequently
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both HCkNN-NBSup and HUkNN-NBcorr are superior to PcorrkNN.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH3): Products with high visibility provide a large
set of potential like-minded individuals. Due to the issue of partial preference
representation, many individuals are wrongly retrieved as like-minded. Hence, the
comparison of hypothesized preferences is superior to the comparison of ratings for
common rated products to retrieve like-minded individuals.
Low effort - high visibility hypothesis. Especially in the case of minor
cold-start problem (see Figure 7.10a and Figure 7.11a), both HCkNN-NBSup
and HUkNN-NBcorr perform better compared to PcorrkNN the lower the
individual’s effort and the higher the product’s visibility. The reasons are
twofold. Firstly, individuals with low effort provide by definition few
ratings, which limits substantially the set of common rated products. This
adds to the issue of similarity significance because the preference similarity
is computed based on a small set of common rated products and therefore
may not be significant. Additionally, the common rated products with
respect to other individuals may represent only partially their preferences,
thus reinforcing the issue of partial preference representation. Furthermore,
due to the small set of common rated products, the chance is high that
like-minded individuals have no common rated products, thus not being
retrieved. This refers to the issue of similarity assessability. This hypothesis
combines both Hypotheses GH1 and GH3.
Secondly, in the case of products with high visibility the set of potential
like-minded individuals is large. Combined with individuals with low
effort, many individuals are wrongly retrieved as like-minded due to par-
tial preference similarity. In other words, the issue of partial preference
representation is reinforced.
As indicated by Figure 7.10a and Figure 7.11a, retrieving like-minded
individuals based on the comparison of hypothesized preferences instead
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of the comparison of ratings for common rated products mitigates these
issues and consequently HCkNN-NBSup and HUkNN-NBcorr are superior
to PcorrkNN.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH4): Individuals with low effort and products
with high visibility add to the issues of similarity significance, partial preference
representation and similarity assessability. Hence, the comparison of hypothesized
preferences is superior to the comparison of ratings for common rated products to
retrieve like-minded individuals.
Note that this Hypothesis GH4 follows from the Hypotheses GH1 and
GH3.
Low visibility in minor cold-start situation hypothesis. In the case of
minor cold-start situation, both HCkNN-NBSup and HUkNN-NBcorr are
inferior to PcorrkNN regarding the recommendation performance for prod-
ucts with low visibility. The reason is that the comparison of hypothesized
preferences provides a better ranking of like-mindedness than the com-
parison of ratings for common rated products. We base this argument on
the analysis of similarity values computed by HCF methods. Products
with low visibility provide a small set of individuals for collaborative fil-
tering. Thus, weighting the like-mindedness instead of ranking gets more
crucial. Referring to Figure 7.10c and Figure 7.11c. In the case of major
cold-start problem, the issue of similarity assessability outweights this issue
as indicated , however.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH5): Comparison of hypothesized preferences pro-
vides better ranking of like-mindedness. In contrast, the comparison of ratings for
common rated products provides a better weighting of like-mindedness. Hence, the
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comparison of hypothesized preferences is inferior to the comparison of ratings for
common rated products to retrieve like-minded individuals in the case of products
with low visibility in minor cold-start situations.
Low visibility in major cold-start situation hypothesis. In the case of
major cold-start problem (see Figure 7.10c and Figure 7.11c), both HCkNN-
NBSup and HUkNN-NBcorr substantially outperform PcorrkNN in the case
of products with low visibility. The reason is that products with low visibil-
ity provide by definition a small set of potential like-minded individuals,
which limits the chance of finding like-minded individuals who have rated
these products. Since individuals provide few ratings in general in major
cold-start situations, like-minded individuals are missed. Therefore, prod-
ucts with low visibility in major cold-start situations add to the issue of
similarity assessability. In contrast, HCF is superior because it allows for
the comparison of individuals’ preferences based on their hypothesized
preferences, which is independent from common rated products.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH6): In a major cold-start situation, products with
low visibility reinforce the issue of similarity assessability. Hence, the comparison
of hypothesized preferences is superior to the comparison of ratings for common
rated products to retrieve like-minded individuals.
Low effort - low visibility in major cold-start situation hypothesis. Fig-
ure 7.11c shows that HUkNN-NBcorr is inferior to PcorrkNN in the case
of individuals with low effort and products with low visibility. The ba-
sic reason is that individuals provide insufficient ratings to adequately
hypothesize their preferences with machine learning. Furthermore, the
advantage of using the set of unified rated products, which is larger than
the set common rated products, is too small to compensate for inaccurate
hypothesized preferences. Products with low visibility limits the set of
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potential like-minded individuals, thus making the retrieval of like-minded
individuals more error-prone. However, the higher the individuals’ effort
the more accurate their respective hypothesized preferences. As a result,
the relative recommendation performance increases. Nevertheless, both
HCkNN-NBSup and HUkNN-NBcorr are superior to PcorrkNN for major
cold-start situations in general.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH7): In a major cold-start situation, hypothesized
preferences of individuals with low effort are less accurate. In the case of HU
collaborative filtering methods, the advantage of using the larger set of unified rated
products does not compensate for inaccurate hypothesized preferences. Hence, the
comparison of hypothesized preferences by means of hypothesized utilities for some
products is inferior to the comparison of ratings for common rated products to
retrieve like-minded individuals.
Effort and Popularity
Figure 7.12 and Figure 7.13 present the comparison of recommendation
performance by means of effort and popularity. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
Both HCkNN-NBSup and HUkNN-NBcorr perform relative better the
lower the individual’s effort and the higher the product’s popularity in the
minor cold-start situation as it is shown in Figure 7.12a and Figure 7.13a. The
product’s popularity, however, influences less the relative recommendation
performance of HCkNN-NBSup. Hence, we confirm Hypothesis GH1 (low
effort hypothesis).
Furthermore, PcorrkNNoutperformsHCkNN-NBSup andHUkNN-NBcorr
in the case of individuals with high effort. Hence, we confirm Hypothesis
GH2 (high effort hypothesis).
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(c) Dataset with 80% sparsity.
Figure 7.12: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ effort and products’ popularity.
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(c) Dataset with 80% sparsity.
Figure 7.13: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ effort and products’ popularity.
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Low popularity in major cold-start situation hypothesis. Referring to
Figure 7.12c and Figure 7.13c, both HCkNN-NBSup and HUkNN-NBcorr are
superior to PcorrkNN the major the cold-start problem gets, especially in
the case of unpopular products. This confirms the evaluation results of
the relevance filtering quality in Section 6.4.2, which show the superiority
of HCkNN-NBSup and HUkNN-NBcorr to PcorrkNN regarding relevance
filtering quality.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH8): HCF better filters unpopular products in
major cold-start situations independent of the individual’s effort. Hence, the
comparison of hypothesized preferences is superior to the comparison of ratings for
common rated products to retrieve like-minded individuals.
High effort - low popularity in minor cold-start situation hypothesis.
Referring to Figure 7.12a and Figure 7.13a, bothHCkNN-NBSup andHUkNN-
NBcorr are inferior to PcorrkNN in the minor cold-start situation regarding
individuals with high effort and unpopular products. The reasons are
twofold. Firstly, the more ratings individuals provide the better these rat-
ings represent the individuals’ preferences. In contrast, the accuracy of
hypothesized preferences is limited due to the limited hypothesis space.
The information gain of additional ratings converges to zero, thus limiting
the accuracy of hypothesized preferences.
Secondly, popularity strongly correlates with visibility (see Table 7.1 in
Section 7.1.3). Hence, the same reason holds as for visibility (see explanation
in Hypothesis GH5).
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH9): The Comparison of hypothesized preferences
provides better ranking of like-mindedness. In contrast, the comparison of ratings
for common rated products provides a better weighting of like-mindedness. The
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more ratings individuals provide the better these ratings represent the individuals’
preferences. In contrast, the limited hypothesis space limits the accuracy of hypoth-
esized preferences. Hence, the comparison of hypothesized preferences is inferior
to the comparison of ratings for common rated products to retrieve like-minded
individuals.
Low effort - high popularity in minor cold-start situation hypothesis.
Referring to Figure 7.12a and Figure 7.13a, bothHCkNN-NBSup andHUkNN-
NBcorr are superior to PcorrkNN in the minor cold-start situation regarding
individuals with low effort and popular products. The reasons are twofold.
Firstly, individuals with low effort provide by definition few ratings, which
limits substantially the set of common rated products. This adds to the is-
sue of similarity significance because the preference similarity is computed
based on a small set of common rated products and therefore may not be
significant. Additionally, the common rated products with respect to other
individuals may represent only partially their preferences, thus reinforcing
the issue of partial preference representation. Furthermore, due to the small
set of common rated products, the chance is high that like-minded individ-
uals have no common rated products, thus not being retrieved. This refers
to the issue of similarity assessability.
Secondly, popularity strongly correlates with visibility (see Table 7.1 in
Section 7.1.3). Hence, the same reason holds for products with high pop-
ularity as for products with high visibility (see explanation in Hypothesis
GH3).
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH10): Individuals with low effort and products
with high popularity add to the issues of similarity significance, partial preference
representation and similarity assessability. Hence, the comparison of hypothesized
preferences is superior to the comparison of ratings for common rated products to
retrieve like-minded individuals.
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Effort and Polarization
Figure 7.14 and Figure 7.15 present the comparison of recommendation
performance by means of effort and polarization. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem. In the case of major cold-start problem, both HCkNN-NBSup
and HUkNN-NBprob are superior to PcorrkNN in general. As Figure 7.14c
and Figure 7.15c show, the relative recommendation performance is mainly
uniformly distributed.
Referring to Figure 7.14a and Figure 7.15a, the lower the individual’s
effort the superior are HCkNN-NBSup and HUkNN-NBprob to PcorrkNN.
Hence, we confirm Hypothesis GH1 (low effort hypothesis).
In turn, the higher the individual’s effort the more inferior HCkNN-
NBSup and HUkNN-NBprob to PcorrkNN. Hence, we confirm Hypothesis
GH2 (high effort hypothesis).
Polarization independence hypothesis. As shown in Figure 7.15, the po-
larization has a marginal, if not none, effect on the relative recommendation
performance.
Therefore, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH11): The relative recommendation performance
is independent from the product’s polarization.
Attitude and Visibility
Figure 7.16 and Figure 7.17 present the comparison of recommendation
performance by means of attitude and visibility. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
As shown in Figure 7.16a and Figure 7.17a, the higher the visibility the
more superior are HCkNN-NBSup and HUkNN-NBcorr to PcorrkNN. On the
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(c) Dataset with 80% sparsity.
Figure 7.14: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ effort and products’ polarization.
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(c) Dataset with 80% sparsity.
Figure 7.15: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ effort and products’ polarization.
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(c) Dataset with 80% sparsity.
Figure 7.16: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ attitude and products’ visibility.
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(c) Dataset with 80% sparsity.
Figure 7.17: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ attitude and products’ visibility.
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other hand, the lower the visibility the more inferior areHCkNN-NBSup and
HUkNN-NBcorr to PcorrkNN. Hence, we confirm Hypothesis GH3 (high
visibility hypothesis) and Hypothesis GH5 (low visibility in minor cold start
situation hypothesis).
In the case of major cold-start situation, HCkNN-NBSup and HUkNN-
NBcorr are superior to PcorrkNN in general, especially for products with low
visibility. This is shown in Figure 7.16c and Figure 7.17c. Hence, we confirm
Hypothesis GH6 (low visibility in major cold-start situation hypothesis).
Like-minded individuals retrieval precision hypothesis. Referring to
Figure 7.16a and Figure 7.17a, the higher the product’s visibility, the better
the relative recommendation performance of HCkNN-NBSup and HUkNN-
NBcorr. This holds also for the transition phase as Figure 7.16b and Fig-
ure 7.17b confirm. This means that retrieving like-minded individuals based
on the comparison of hypothesized preferences is more precise than based
on the comparison of ratings for common rated products.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH12): The comparison of hypothesized preferences
is more precise than the comparison of ratings for common rated products, specifi-
cally when the set of potential like-minded individuals is large. Therefore, retrieving
like-minded individuals based on the comparison of hypothesized preferences should
be favored.
Attitude independence hypothesis. The individual’s attitude has no ef-
fect on the relative recommendation performance as it is confirmed by
Figure 7.16 and Figure 7.17.
Therefore, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH13): The relative recommendation performance
is independent from the individual’s attitude.
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Attitude and Popularity
Figure 7.18 and Figure 7.19 present the comparison of recommendation
performance by means of attitude and popularity. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
Both HCkNN-NBSup and HUkNN-NBcorr are superior to PcorrkNN the
more major the cold-start problem gets, especially in the case of unpopular
products. This is shown in Figure 7.18c and Figure 7.19c. Hence, we confirm
Hypothesis GH8 (low popularity in major cold-start situation hypothesis).
The individual’s attitude has no effect on the relative recommendation
performance as it is confirmed by Figure 7.18 and Figure 7.19. Hence, we
confirm Hypothesis GH13 (attitude independence hypothesis).
Attitude and Polarization
Figure 7.20 and Figure 7.21 present the comparison of recommendation
performance by means of attitude and polarization. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
The individual’s attitude as well as the product’s polarization have no
effect on the relative recommendation performance as it is confirmed by Fig-
ure 7.18 and Figure 7.19. Hence, we confirm Hypothesis GH11 (polarization
independence hypothesis) and Hypothesis GH13 (attitude independence
hypothesis).
Selectivity and Visibility
Figure 7.22 and Figure 7.23 present the comparison of recommendation
performance by means of selectivity and visibility. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
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(c) Dataset with 80% sparsity.
Figure 7.18: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ attitude and products’ popularity.
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Figure 7.19: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ attitude and products’ popularity.
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(a) Dataset with 0% sparsity.
 
 
0.1
0
-0.05
-0.15
-0.1
0.05
0.15
Po
la
ri
za
ti
on
Attitude
HCkNN-NBSup - PcorrkNN
∆MAE
0 5 10 15 20
0
2
4
6
8
10
12
14
16
18
20
(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.20: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ attitude and products’ polarization.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.21: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ attitude and products’ polarization.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.22: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ selectivity and products’ visibility.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.23: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ selectivity and products’ visibility.
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Referring to Figure 7.22a and Figure 7.23a, the higher the product’s visibil-
ity the more superior are HCkNN-NBSup and HUkNN-NBcorr to PcorrkNN.
In contrast, the lower the product’s visibility the more inferior are HCkNN-
NBSup and HUkNN-NBcorr to PcorrkNN. Hence, we confirm Hypothesis
GH3 (high visibility hypothesis) and Hypothesis GH5 (low visibility in
minor cold-start situation hypothesis).
In the case of major cold-start problem, bothHCkNN-NBSup andHUkNN-
NBcorr outperform PcorrkNN, particularly when the product’s visibility is
low. This is due to the small set of potential like-minded individuals which
adds to the issue of similarity assessability. Hence, we confirm Hypothesis
GH6 (low visibility in major cold-start situation hypothesis)
Low selectivity hypothesis. The relative recommendation performance
between HUkNN-NBcorr and PcorrkNN regarding the individual’s selectiv-
ity is small, however. This refers to the general issue of correlation-based
similarity metrics which are better suited when the individual’s selectivity
is high. In conclusion, individuals with low selectivity add to the issue of
similarity significance.
Therefore, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH14): Individuals with low selectivity add to to
the issue of similarity significance. Especially correlation-based similarity metrics
are inappropriate to compare the preferences of individuals with low selectivity to
other individuals’ preferences.
Low selectivity - high visibility hypothesis. Referring to both figures
Figure 7.22a and Figure 7.23a, both HCkNN-NBSup and HUkNN-NBcorr per-
form relative better the lower the individual’s selectivity and the higher the
product’s visibility. The reasons are twofold. Firstly, individuals with low
selectivity receive similar utility from any product. Typically, correlation-
based preference similarity metrics are inappropriate to compare the prefer-
Chapter 7. Analysis 173
ences of individuals with low selectivity to others. In other words, individ-
uals with low selectivity add to the issue of similarity significance.
Secondly, in the case of products with high visibility the set of potential
like-minded individuals is large. Combined with individuals with low
selectivity, many individuals are wrongly retrieved as like-minded due to
partial preference similarity. This adds to the issue of partial preference
representation.
In conclusion, we formulate the following hypothesis:
GROUNDED HYPOTHESIS (GH15): Individuals with low selectivity and prod-
ucts with high visibility add to the issues of similarity significance, partial preference
representation and similarity assessability. Hence, the comparison of hypothesized
preferences is superior to the comparison of ratings for common rated products to
retrieve like-minded individuals.
Selectivity and Popularity
Figure 7.24 and Figure 7.25 present the comparison of recommendation
performance by means of selectivity and popularity. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
Both HCkNN-NBSup and HUkNN-NBcorr are superior to PcorrkNN the
more major the cold-start problem gets, especially when the product is un-
popular. This is shown in Figure 7.24c and Figure 7.25c. Hence, we confirm
Hypothesis GH8 (low popularity in major cold-start situation hypothesis).
Referring to Figure 7.22a and Figure 7.23a, HCkNN-NBSup performs
relative better the lower the individual’s selectivity. The selectivity has
marginal effect on the relative recommendation performance of HUkNN-
NBcorr, however. Hence, we confirm Hypothesis GH14 (low selectivity
hypothesis).
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.24: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ selectivity and products’ popularity.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.25: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ selectivity and products’ popularity.
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Selectivity and Polarization
Figure 7.26 and Figure 7.27 present the comparison of recommendation
performance bymeans of selectivity and polarization. Generally, the relative
recommendation performance improves with increasing degree of the cold-
start problem.
The individual’s polarization has no effect on the relative recommenda-
tion performance as it is confirmed by Figure 7.18 and Figure 7.19. Hence,
we confirm Hypothesis GH11 (polarization independence hypothesis).
Figure 7.26a and Figure 7.27a show that HCkNN-NBSup and HUkNN-
NBcorr are superior to PcorrkNN the lower the individual’s selectivity.
Hence, we confirm Hypothesis GH14 (low selectivity hypothesis).
7.3 Theory Consolidation
In the following, we consolidate the grounded hypotheses which we formu-
lated in the previous section to constitute the grounded theory. Figure 7.28
presents the grounded theory showing when the comparison of hypothe-
sized preferences is superior to the comparison of ratings for common rated
products and vice versa.
Comparing Figure 7.28 and Figure 7.28, high visibility commonly re-
quires the comparison of hypothesized preferences. The reason being is
that the set of potential like-minded individuals is large. The comparison
of ratings for common rated products is inappropriate due to the issue of
partial preference representation.
Likewise, low effort commonly requires the comparison of hypothesized
preferences. The reason being is that machine learning efficiently generalizes
the individuals preferences from few ratings. Thus, the comparison of
hypothesized preferences mitigates the issues of similarity significance,
partial preference representation and similarity assessability.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.26: Comparison of recommendation performance and cold-start behavior of HCkNN-NBSup
and PcorrkNN regarding individuals’ selectivity and products’ polarization.
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(a) Dataset with 0% sparsity.
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(b) Dataset with 40% sparsity.
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(c) Dataset with 80% sparsity.
Figure 7.27: Comparison of recommendation performance and cold-start behavior of HUkNN-NBcorr
and PcorrkNN regarding individuals’ selectivity and products’ polarization.
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(a) Grounded theory of hypothesis-based collaborative filtering for the minor cold-start problem.
Figure 7.28: Grounded theory of hypothesis-based collaborative filtering (HCF).
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(b) Grounded theory of hypothesis-based collaborative filtering for the major cold-start problem.
Figure 7.28: Grounded theory of hypothesis-based collaborative filtering (HCF).
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7.4 Theory Validation
We verified the grounded theory by conducting an empirical evaluation
of its recommendation performance in terms of MAE and comparing it to
HCF. We performed k-fold cross-validation using the same experimental
settings as previously described in Section 6.1.
Instead of repeating the same evaluation as we described in Chapter 6,
we selected either the predicted rating of the hypothesis-based collabora-
tive filtering methods or the predicted rating of the baseline collaborative
filtering method PcorrkNN. For this purpose, we considered exclusively
the criteria from the grounded theory, as it is specified in Figure 7.28 in
Section 7.3, to decide on a case-by-case basis from which method to take the
predicted rating.
7.4.1 Experimental Setting
The grounded theory provides qualitative selection criteria. For this reason,
we divided the 20 quantiles of individuals and products with respect to in-
dividual properties respectively product properties to three groups of equal
size. We define the first six 20-quantiles (i.e., quantiles 1-6) as individuals
respectively products having properties of low degree. Further, we define
the last six 20-quantiles (i.e., quantiles 15-20) as individuals respectively
products having properties with high degree. Finally, we define the remain-
ing quantiles as individuals and products having properties with ordinary
degree.
We applied the theory for minor cold-start situations, which we described
in Figure 7.28 in the previous section, for datasets with sparsity 0% to 70%.
From this, we derived the following selection criteria:
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brig =
8>>>>>>>>><>>>>>>>>>:
brig of PcorrkNN i.effort = high
_ g.visibility = low
_ i.effort = high^ g.visibility = low
_ i.effort = high^ g.popularity = lowbrig of HCkNN . . . , otherwise
(7.1)
We used the theory for major cold-start situations, which we described
in Figure 7.28 in the previous section, for datasets with sparsity 70% to 90%.
From this, we derived the following selection criteria:
brig =
8<:brig of PcorrkNN i.effort = low^ g.visibility = lowbrig of HCkNN . . . , otherwise (7.2)
7.4.2 Results and Discussion
We evaluated the rating prediction accuracy of the methods in terms of
MAE. The MAE results of the evaluated methods are presented in Table 7.3.
Figure 7.29 provides a visual representation of the MAE values for the better
comprehension of the results. For readability reason, Figure 7.29 provides a
selection of the evaluated methods that are presented in Table 7.3.
As shown in Table 7.3 as well as in Figure 7.29, all methods taking the
grounded theory into account perform better with respect to the datasets
with minor cold-start problem (i.e., 0% to 30% sparsity) relative to their
equivalents not taking the grounded theory into account. In the case of
major cold-start situation, the grounded theory does provide marginal
improvement.
In the case of minor cold-start situation, the significantly best performing
method is HCkNN-NBSupGT , which combines HCkNN-NBSup and Pcor-
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Figure 7.29: Behavior of recommendation performance in terms of MAE with increasing degree of
sparsity from 0% (original data set) to 90%
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Method 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
HUkNN-J48corr 0.803 0.805 0.808 0.807 0.816 0.824 0.8300 0.839 0.859 0.900
HUkNN-J48corrGT 0.785 0.781 0.785 0.784 0.795 0.804 0.811 0.842 0.8600 0.897
HUkNN-NBcorr 0.766 0.767 0.770 0.768 0.775 0.784 0.792 0.800 0.820 0.884
HUkNN-NBcorrGT 0.756 0.760 0.765 0.764 0.773 0.785 0.794 0.803 0.819 0.876
HUkNN-SVMcorr 0.769 0.768 0.774 0.776 0.780 0.791 0.794 0.805 0.836 0.873
HUkNN-SVMcorrGT 0.755 0.758 0.765 0.768 0.774 0.786 0.793 0.807 0.833 0.868
HUkNN-J48prob 0.789 0.788 0.790 0.790 0.796 0.800 0.802 0.807 0.829 0.876
HUkNN-J48probGT 0.777 0.773 0.778 0.778 0.786 0.797 0.804 0.809 0.828 0.871
HUkNN-NBprob 0.775 0.775 0.777 0.776 0.785 0.788 0.799 0.797 0.812 0.866
HUkNN-NBprobGT 0.763 0.768 0.771 0.771 0.781 0.791 0.798 0.801 0.814 0.863
HUkNN-sJ48prob 0.799 0.799 0.792 0.795 0.809 0.810 0.815 0.817 0.841 0.896
HUkNN-sJ48probGT 0.782 0.778 0.770 0.779 0.794 0.802 0.810 0.819 0.841 0.890
HCkNN-J48NoG 0.786 0.788 0.791 0.797 0.794 0.801 0.803 0.820 0.845 0.922
HCkNN-J48NoGGT 0.772 0.769 0.770 0.771 0.786 0.797 0.804 0.821 0.843 0.918
HCkNN-J48Sup 0.786 0.788 0.791 0.796 0.794 0.801 0.804 0.819 0.844 0.923
HCkNN-J48SupGT 0.772 0.769 0.770 0.771 0.786 0.797 0.804 0.820 0.843 0.918
HCkNN-NBSup 0.759 0.760 0.758 0.752 0.7780.781 0.783 0.789 0.808 0.858
HCkNN-NBSupGT 0.7520.7560.7550.749 0.779 0.789 0.797 0.794 0.811 0.858
HCkNN-J48SSup 0.776 0.777 0.776 0.774 0.788 0.794 0.796 0.803 0.821 0.885
HCkNN-J48SSupGT 0.766 0.765 0.766 0.762 0.785 0.795 0.803 0.807 0.823 0.881
HCkNN-NBSSup 0.825 0.823 0.815 0.806 0.841 0.841 0.840 0.845 0.852 0.885
HCkNN-NBSSupGT 0.784 0.787 0.784 0.778 0.808 0.816 0.822 0.849 0.856 0.885
PcorrkNN 0.765 0.770 0.773 0.776 0.782 0.793 0.802 0.822 0.874 0.907
Table 7.3: Comparison of MAE between common hypothesis-based methods and hypothesis-based
methods which take the grounded theory into account.
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rkNN based on the criteria of the grounded theory. In conclusion, taking
the grounded theory into account provides a general improvement and
therefore verifying the grounded theory.
Nevertheless, the recommendation performance in between drops sub-
stantially. However, the recommendation performance can be improved by
adjusting the selection criteria from Eq. (7.1) or define a different classifica-
tion of the quantiles.
7.5 Acceptance of Hypotheses
We used grounded theory methodology and developed a theory to explain
the cold-start behavior of HCF. We defined six concepts to explain the
theory. In the following, we discuss the acceptance of Hypothesis H4 (rating
predicate hypothesis).
Rating predicate hypothesis (H4). We defined six concepts based on the
ratings which are provided by individuals and received by products. We
have shown that this six concepts strongly correlate to the performance
difference of collaborative filtering methods, which retrieve like-minded
individuals to provide recommendations. More precisely, we compared
the performance difference of methods based on retrieving like-minded
individuals based on the similarity of their hypothesized preferences and
methods based on the similarity of ratings for common rated products.
We can explain the cold-start behavior of hypothesis-based collaborative
filtering based on our theory. This theory is appropriate to forecast if
the recommendations should be based on the similarity of hypothesized
preferences or on the similarity of ratings for common rated products.
Hence, we accept H4.

V
Closing

8
Limitations
HYPOTHESIS-BASED collaborative filtering retrieves like-mindedindividuals based on the similarity of individuals’ hypoth-esized preferences. This method relies on the accuracy of
hypothesized preferences, which causes technical limitations. Besides that,
retrieving like-minded individuals based on the similarity of both hypothe-
sized preferences has further limitations.
In the following, we discuss the conceptual limitations in Section 8.1 and
the technical limitations in Section 8.2
8.1 Conceptual Limitations
As shown in Chapter 6, the accuracy of individuals’ hypothesized pref-
erences depends on the number of ratings they provide. Generally, the
more ratings individuals provide, the more accurate are their respective
hypothesized preferences. In contrast, the less ratings individuals provide,
the less accurate are their respective hypothesized preferences.
As shown in Chapter 7, the comparison of inaccurate hypothesized pref-
erences provides inaccurate similarities, thus individuals getting mistaken
as being like-minded as well as like-minded individuals getting overlooked.
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However, the comparison of inaccurate hypothesized preferences is supe-
rior to the comparison of ratings for common rated products regarding
the selection of like-minded individuals from a large set of individuals,
especially in major cold-start situations.
The accuracy of hypothesized preferences is limited by the hypothesis
space, which is human designer’s choice. For that reason, machine learning
algorithms are not able to find more accurate hypothesized preferences for
individuals which provide many ratings already. Therefore, the similarity
accuracy of hypothesized preferences is limited. As shown in Chapter 7,
retrieving like-minded individuals which provide many ratings based on
the similarity of their respective hypothesized preferences is inferior to the
comparison of the ratings for common rated products.
In the case of products which have been rated by few individuals, the
limited accuracy of hypothesized preference similarity results in inferior rec-
ommendation performance relative to the accuracy of the rating similarity
for common rated products.
8.2 Technical Limitations
The hypothesized utility-based preference similarity (HU preference similarity)
of two individuals’ hypothesized preferences is computed based on a set of
products, which we discussed in Section 5.2.1. We suggest to compute the
hypothesized preference similarity on the basis of the unified product set of
both individuals to mitigate the issues we discussed in Section 1.1. However,
the unified product set of two individuals may be biased due to two reasons.
Firstly, both individuals, typically, provide different amount of ratings, thus
shifting the comparison of hypothesized preferences towards the products
which the individual with the most ratings has rated. To overcome this bias,
we suggest to take the amount of ratings of individuals into account and
weight the similarity of hypothesized utilities accordingly.
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Secondly, hypothesized preferences predict the same utility for sufficient
similar products and hence, the similarity of hypothesized utilities remains
the same. For this reason, sufficient similar products bias the comparison
of hypothesized utilities and shifts the comparison towards these products.
To overcome this bias, we suggest two approaches. The first approach is to
take the redundant information of sufficient similar products into account
by means of weighting the similarity of hypothesized utilities accordingly.
The second approach is to take the information gain of the comparison
of products’ utilities into account. For instance, products and product
properties which provide high utility to most individuals provide low
information gain, thus biasing the comparison of hypothesized preferences.
The hypothesis composition-based preference similarity (HC preference simi-
larity) of two individuals’ hypothesized preferences is computed based on
the sets of hypothesized partial preferences (HPPs) which are extracted from
the corresponding machine learning models. Different machine learning
algorithms represent differently individuals’ hypothesized preferences, thus
resulting in different representation of HPPs. For this reason, HC preference
similarity is limited to the comparison of two different machine learning
models which use the same representation.
Furthermore, the frequency with which partial preferences are addressed
by products is not considered by the HC preference similarity method.
Hence, partial preferences which are rarely addressed highly influence the
comparison of two individuals’ hypothesized preferences relative to their
frequency.
To compute the HC preference similarity of two individuals’ hypothe-
sized preferences, each HPP of one individual is compared to each HPP
of the other individual. Hence, the computational effort of HC preference
similarity depends on the one hand on the set sizes of both corresponding
HPPs and the complexity of HPPs, which primarily depends on the size of
the hypothesis space.
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SEMTREE uses a domain ontology to generalize more efficiently from
observations by considering the semantic relationship among concepts. In
the context of product properties, no semantic relationships exists in many
cases among product properties, however.
The foundation of both presented algorithmic frameworks are the in-
dividuals’ hypothesized preferences. The accuracy of the comparison of
two individuals’ hypothesized preferences relies on the accuracy of both
hypothesized preferences. Therefore, the less accurate both hypothesized
preferences are the less accurate is the comparison of both hypothesized
preferences.
The accuracy of hypothesized preferences depends on the hypothesis
space, which limits the accuracy of individuals’ hypothesized preferences,
and the number of ratings which are provided by the corresponding indi-
vidual. A trade-off exists between a large hypothesis space and individuals’
hypothesized preferences being partial functions and, thus, not able to hy-
pothesize the utility of every product. This trade-off needs to be taken into
account comparing hypothesized preferences, especially in the cold-start
situation.
This limitation could be addressed by incorporating domain ontolo-
gies which define semantical relationships among product properties, thus
providing additional information to the used machine learning algorithm.
SEMTREE (see Chapter 4) is an example of using domain ontologies to
generalize more efficiently from individuals’ ratings to the individuals’ pref-
erences. An additional source of ontological knowledge about items is the
Linked Data Cloud, which could be exploited analogously or even oppor-
tunistically to describe specific products in more detail or gather missing
information.
The recommendation coverage of hypothesis-based collaborative filtering
(HCF) is limited to products which have been rated at least once. However,
the comparison of two individuals’ hypothesized preferences allows for the
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comparison of two individuals which do not necessarily share ratings for the
same products. In contrast, the comparison of two individuals based on the
ratings for common rated products individually limits the recommendation
coverage even more.

9
Conclusions
RETRIEVING like-minded individuals by comparing their ratingsfor common rated products is oftentimes difficult as the ratedproducts are not necessarily a representative sample of individ-
uals’ preferences. There are four reasons. Firstly, the set of common rated
products is too sparse to draw a significant conclusion about the preference
similarity of both individuals.
Secondly, ratings for common rated products correspond to the inter-
section of two individuals’ rated products and thus may represent only
partially both individuals’ preferences. Consequently, overall preference
similarity is, in fact, deduced from partial preference similarity.
Thirdly, the preference similarity between two individuals is not assess-
able in the case when both individuals do not share ratings for the same
products. Consequently, like-minded individuals are missed due to lack of
ratings.
Lastly, retailers collect only a fraction of individuals’ ratings on their
store, because individuals purchase products from different stores. Hence,
individuals’ ratings are distributed across multiple retailers, which limits
the set of common rated products per retailer.
Counteracting these problems, we presented in this dissertation hypothesis-
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based collaborative filtering (HCF). The idea is to hypothesize individuals’
preferences and compare their respective hypothesized preferences instead
of ratings for common rated products.
To this goal, we provide the theoretical foundation to model individuals’
preferences by means of hypothesized preferences. Furthermore, we intro-
duce the notion of partial preferences to allow for fine-grained comparison
of individuals’ preferences. Finally, we provide two techniques to extract hy-
pothesized partial preferences (HPPs) from machine learning models as well as
the preference ontology YOULIKE to specify these preferences. Additionally,
we provide the machine learning algorithm SEMTREE, which uses a domain
ontology to boost the efficiency of learning from observations and which
provides more accurate hypothesized preferences for individuals with few
ratings.
We provide the theoretical foundation of hypothesized preference similarity,
hypothesized partial preference similarity (HPP similarity) and hypothesized
semi-partial preference similarity (HSPP similarity). Based on this, we provide
two different algorithmic frameworks to compare hypothesized preferences.
Firstly, we provide an algorithmic framework to compare the similarity of
hypothesized preferences based on the predicted utilities some products
provide to individuals. We present two methods to compare individuals’
preferences. Furthermore, we provide a method to compute the HSPP
similarity of individuals.
Secondly, we provide an algorithmic framework to compare the similarity
of hypothesized preferences based on the comparison of the composition of
hypothesized preferences. To this goal, we propose amongst other things
a semantic extension of the Jaccard similarity coefficient to compute the
similarity of HPPs by means of the semantic relations among sets of product
features.
We empirically evaluated our proposed algorithmic frameworks on the
real world MovieLens 100k dataset and compared it to state-of-the-art
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collaborative filtering methods. Furthermore, we evaluated the cold-start
behavior by reducing gradually the number of ratings of individuals in
the dataset. Our empirical study provides significant evidence for the
robustness of HCF against data sparsity and the superiority to state-of-the-
art collaborative filtering methods, especially regarding major cold-start
situations.
We used grounded theory methodology to scrutinize the data of the
empirical study to understand the phenomenon of HCF outperforming
other collaborative filtering methods. We show that especially in the case of
individuals providing few ratings the comparison of hypothesized prefer-
ence to retrieve like-minded individuals is superior to the comparison of
ratings for common rated products. Furthermore, we show that the compar-
ison of hypothesized preferences is more effective in retrieving like-minded
individuals from a large sets of individuals
Finally, we provide the RECOMIZER framework, which, amongst other
things, provides the Java implementations of our proposed algorithmic
framework and exploits the computational power of multi-core processor
systems. In addition, we provide the movie recommender system OMORE,
which provides individuals recommendations across retailers.
In conclusion, our findings help improving automated recommendations
both on the traditional, human and the Semantic Web. As such, our ap-
proach provides an important building block for building next-generation
recommender systems to further increase consumers welfare and thus ulti-
mately increasing economic and social welfare.
9.1 Acceptance of Hypotheses
For the fulfillment of our research goals (see Section 1.3.2), we formulated
seven hypotheses (see Section 1.3.1), which we have verified in this disserta-
tion. We briefly discuss wether we accept or reject these hypotheses:
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Information gain of domain ontology hypothesis (H1)
accepted.
We demonstrated and discussed by means of an example in Sec-
tion 4.2.2 how a domain ontology can help in the context of machine
learning to improve the efficiency of generalizing from few observa-
tions. We showed that, for instance, a taxonomic relationships among
feature concepts, which describe products, provide a better interpreta-
tion of individuals’ ratings, thus generalizing more efficiently from
individuals’ ratings to the individuals’ preferences.
Since domain ontologies can provide additional information which
makes machine learning more efficient, we conclude that, besides
of observations, machine learning gains information from domain
ontologies.
Therefore, we accept Hypothesis H1.
Ontology-based preference representation hypothesis (H2):
accepted.
Based on the theoretical foundation (see Section 3.1) and the notion
of partial preferences (see Section 3.1.1), we demonstrated how to ex-
tract HPPs from two different representations of hypotheses, namely
decision tree models (see Section 3.2.1) and Naïve Bayes models (see
Section 3.2.2). Based on the preference ontology YOULIKE, we demon-
strated how to specify hypothesized preferences (see Section 3.3).
Since we can specify hypothesized preferences with the preference
ontology YOULIKE, we conclude that it is feasible to specify hypothe-
sized preferences with ontologies in general, the preference ontology
YOULIKE in particular.
Therefore, we accept Hypothesis H2.
Chapter 9. Conclusions 199
Hypothesized utility-based preference similarity hypothesis (H3.1):
accepted.
With reference to the empirical study regarding rating prediction ac-
curacy (see Section 6.4.1), retrieving like-minded individuals based on
the HU preference similarity framework outperforms baseline meth-
ods, especially when the sparsity degree gets higher. Furthermore,
this method provides similar performance as retrieving like-minded
individuals based on ratings for common rated products.
Regarding the relevance filtering quality, the methods based on HU
preference similarity framework outperforms the similar baseline
method PcorrkNN.
Since the methods based on our HU preference similarity framework
outperforms baseline methods, especially in terms of rating prediction
accuracy, we conclude that it is appropriate to retrieve like-minded in-
dividuals. In fact, it may even better retrieve like-minded individuals.
Therefore, we accept Hypothesis H3.1.
Hypothesis composition-basedpreference similarity hypothesis (H3.2):
accepted.
With regards to rating prediction accuracy, retrieving like-minded
individuals based on the HC preference similarity framework outper-
forms baseline methods, particularly when the sparsity degree gets
higher. Furthermore, this method provides similar or better perfor-
mance than retrieving like-minded individuals based on ratings for
common rated products. Especially, HCkNN-NBSup outperforms all
other methods in almost any case.
Regarding to the relevance filtering quality, the methods based on
HC preference similarity framework outperforms baseline methods
in almost any case, HCkNN-NBSup in particular.
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Since our proposed HC preference similarity framework outperforms
other baseline methods, PcorrkNN in particular, we conclude that it
is appropriate to retrieve like-minded individuals. In fact, it retrieves
better like-minded individuals, HCkNN-NBSup in particular.
Therefore, we accept Hypothesis H3.2.
Hypothesized partial preference similarity hypothesis H3.3:
not accepted.
Regarding to rating prediction accuracy, considering HPPs or HSPPs
to retrieve like-minded individuals does in some cases outperform
baseline collaborative filtering methods, particularly in major cold-
start situations.
Regarding to the relevance filtering quality, the method HUkNN-
sJ48prob, which considers HPP similarity, did not outperform base-
line collaborative filtering methods in general. For that reason, we
conclude that HUkNN-sJ48prob does not retrieve accurately enough
like-minded individuals.
Considering rating prediction accuracy and relevance filtering quality,
we conclude that considering HPP similarity or HSPP similarity is not
accurate enough to retrieve like-minded individuals. Nevertheless,
we think that this method may be appropriate when considering in
addition overall similarity.
Hence, we do not accept Hypothesis H3.3.
Cold-start mitigation hypothesis H3.4:
accepted.
With regards to rating prediction accuracy, retrieving like-minded
individuals by comparing the similarity of hypothesized preferences
significantly and substantially outperformed baseline methods in
cold-start situations, HCkNN-NBSup in particular.
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Regarding to the relevance filtering quality, our methods generally
outperformed PcorrkNN in major cold-start situations. However, the
baseline collaborative filtering methods SVD and WoC performed
significantly best in cold-start situations. Nonetheless, both baseline
methods do not retrieve like-minded individuals to filter products.
Thus, we argue that HCF perform significantly best in cold-start
situations in terms of retrieving like-minded individuals.
We conclude that HCF mitigates the cold-start problem since the re-
trieval of like-minded individuals based on the comparison of the
similarity of hypothesized preferences outperforms the relevant base-
line methods.
Therefore, we accept Hypothesis H3.4.
Rating predicate hypothesis H4:
accepted.
We defined six concepts based on the ratings which are provided by
individuals and received by products. We have shown that this six
concepts strongly correlated to the performance difference of collab-
orative filtering methods which retrieve like-minded individuals to
provide recommendations. More precisely, we compared the perfor-
mance difference of collaborative filtering methods which retrieve
like-minded individuals based on the similarity of their hypothesized
preferences and based on the similarity of ratings for common rated
products, respectively.
We can explain the cold-start behavior of HCF based on our theory.
This theory is appropriate to forecast if the recommendations should
be based on the similarity of hypothesized preferences or on the
similarity of ratings for common rated products.
Therefore, we accept Hypothesis H4.
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9.2 Achievements of Research Goals and Thesis
In this section, we summarize the justification of the fulfillment of our
research goals and the verification of the thesis.
The presented machine learning algorithm SEMTREE increases the effi-
ciency of hypothesized individuals’ preferences using a domain ontology.
The success of this research goal depends on the acceptance of Hypothesis
H1. Since we accepted Hypothesis H1, we have fulfilled Research Goal G1.
The presented preference ontology YOULIKE is appropriate to describe
individuals’ hypothesized preferences. The success of this research goal
depends on the acceptance of Hypothesis H2, which we accepted. Therefore,
we have fulfilled Research Goal G2.
Both presented algorithm framework provide the foundation of several
HCF methods (e.g., HypokNNNBCompSup). These HCF methods (e.g.,
HCkNN-NBSup) are superior to the compared collaborative filtering meth-
ods, particularly in the case of major cold-start situations. The success of
this research goal depends on either acceptance of either Hypotheses H3.1,
H3.2, or H3.3. Since we have accepted Hypothesis H3.1 and Hypothesis
H3.2, we have fulfilled Research Goal G3.
We conducted an empirical study and provide significant evidence that
HCF based on both algorithmic frameworks are superior to the compared
collaborative filteringmethods. The success of this research goal depends on
the acceptance of either Hypotheses H3.1, H3.2 andH3.3, and the acceptance
of the Hypothesis H3.4. Since we accepted Hypotheses H3.1, H3.2 and H3.4,
we have fulfilled Research Goal G4.
We developed a theory which explains the phenomenon of HCF out-
performing other collaborative filtering methods. The theory can be used
to forecast which method provides more accurate recommendations de-
pending on the context. The success of this research goal depends on the
acceptance of the Hypothesis H4. Since we accepted Hypothesis H4, we
have fulfilled Research Goal G5.
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We fulfilled all research goals. Therefore, we regard the thesis of this
dissertation as verified.
9.3 Opportunities for Future Research
In this dissertation, we provide two different algorithmic frameworks to
compute the similarity of individuals’ hypothesized preferences and pro-
vide evidence of their effectiveness in the context of recommender systems,
collaborative filtering in particular. We used the research methodology of
grounded theory to analyze and explain the cold-start behavior of HCF.
In Section 3.1.1, we introduced the notion of HPPs, which constitutes
individuals’ hypothesized preferences. The comparison of HPPs plays a
fundamental role in HC preference similarity. However, we have not investi-
gated the frequency distribution of HPPs over all hypothesized preferences
and their interrelationship or co-existence. We think that conducting further
research in this area may lead to better understanding of the diversity of
individuals’ preferences to ultimately improve recommender systems. More
specifically, we assume that that some HPPs are more common than others.
In addition, we assume that some HPPs may be frequently respectively
rarely part of the same hypothesized preferences, thus correlating. Hence,
the correlation of HPPs can be used to extend incomplete hypothesized
preferences with likely HPPs, especially in major cold-start situations.
Additionally, the frequency distribution of HPPs and their interrelation-
ship in terms of correlation may reduce the computational effort to retrieve
like-minded individuals. We think that the comparison of hypothesized
preferences can be reduced to the comparison of HPPs which provides the
highest information gain.
Finally, we think that the investigation of the distribution and the interre-
lationship or co-existence of HPPs is a promising research direction which
may provide further insights into the principle of collaborative filtering and
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moreover insights into the multifaceted nature of individuals’ preferences.
We introduced the notion of HPP similarity and HSPP similarity in Sec-
tion 5.1.1 and Section 5.1.2 respectively. In Chapter 6, we provide evidence
of the feasibility of retrieving like-minded individuals based on the HSPP
similarity. Although this method is effective, it does not outperform other
methods in terms of recommendation performance. However, we think that
a combination of partial preference similarity and overall preference simi-
larity may improve recommendation performance and provide plausible
explanations for recommendations, thus representing a promising direction
for further research.
In this dissertation, we provide two algorithmic frameworks to compare
hypothesized preferences. Although this dissertation contributes primarily
to the research field of recommender systems, both algorithmic framework
may contribute to further research fields by enabling the comparison of
prediction models. For example in [Zenger et al., 2011], we predict software
defaults or rather bugs in computer programs to help software developers
find and resolve them more quickly and with lower costs. To predict bugs
in a software project, we use its bug prediction models and compare it to
other bug prediction models of other software projects. As in collaborative
filtering, we combine the corresponding most similar bug prediction models
of other projects to predict bugs in the software project.
VI
Appendix

A
Tools
In the following, we present the tools that we developed for this dissertation.
A.1 RECOMIZER
We developed RECOMIZER to verify our thesis and to evaluate the recom-
mendation performance of both presented algorithmic frameworks (i.e.,
HU and HC preference similarity) to retrieve like-minded individuals. RE-
COMIZER provides a Java implementation of several collaborative filtering
methods, which are based on both algorithmic frameworks and which
differ, amongst other things, regarding machine learning algorithms. Fur-
thermore, it provides implementations of several recommender systems
from the related work. We applied RECOMIZER to perform the empirical
study presented in Chapter 6 and Chapter 7.
RECOMIZER supports multi-core processor systems. The computation
of hypothesized preference similarity of individuals is distributed among
available cores to reduce the computation time.
RECOMIZER reuses the WEKA library [Witten and Frank, 2005] to hy-
pothesize individuals’ preferences with machine learning. In RECOMIZER,
instances of individuals are dynamically decorated with the functionality
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of hypothesized preferences. This enables the comparison of individuals’
hypothesized preferences. To extract the hypothesized partial preferences,
we developed a BNF and use javacc to parse the textual representation of
machine learning models.
The domain model of RECOMIZER consists mainly of individuals, prod-
ucts and ratings of individuals for products. The Java Persistence API (JPA)
is used by RECOMIZER to persist instances of the domain in a relational
datastore.
The RECOMIZER framework is depicted as source code map in Figure A.1.
Figure A.1: Source code map of Recomizer-Core.
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A.2 OMORE
Recommender systems face two main problems. First, ratings which in-
dividuals expressed in one online store or portal are stored on server side
and cannot be reused on other Web applications. Referring to the issue
of preferences incompleteness, recommender systems have only partial
knowledge about individuals’ preferences. Furthermore, individuals have
to rate the same products over and over again on each Web site they want
to take advantage from recommendations.
Secondly, individuals have to trust the owner of the Web application,
that his data is protected from unauthorized access and it is not misused
and shared with third parties.
To overcome the issue of preferences incompleteness, we developed
OMORE. OMORE is a personal movie recommender, which runs locally as a
Web browser extension, specifically a Firefox1 add-on, and lets individuals
rate movies when they browse supported Web pages.
The ratings are stored locally which tackles the privacy issue. The ratings
are used to learn the individuals’ preference model. In the configuration
plane of the add-on, individuals can choose among different machine learn-
ing algorithms. The individuals’s hypothesized preferences are then used
to generated personal recommendations which are directly visible within
the supported Web sites which individuals are currently browsing.
To enable the cross-referencing between these movie sites, we use our
movie ontology MO (see Appendix B) and URIs to uniquely identify movies
across different movie sites that is key to provide cross-page recommenda-
tions.
1http://www.mozilla.org/firefox/
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A.2.1 Architecture
The architecture of the OMORE is presented in Figure A.2. The central part
of OMORE is the machine-learning component. It consists of the Learner,
which is responsible for learning the individual model and the Classifier
for generating recommendations based on the individual model [Basu
et al., 1998]. An individual can choose between several machine learning
algorithms from the WEKA library [Witten and Frank, 2005].
For this purpose, MOLookup uses the fuzzy search facility of Apache Lucene12.
Lucene is a scalable and popular open-source search software that enables fast
search within textual data. Lucine uses the Levensthein distance to compute the
similarity between the given title and the titles stored in the LiMo database.
In addition to the JSON interface which used by OMORE, MOLookup also
provides a Web interface (http://seal.ifi.uzh.ch/molookup/).
As an initial dataset for the LiMo database, we added all movies from the
IMDb dataset and the movie titles, release years, and IMDb URLs (about 1.4
million movies). In addition we have the cross-references to the Rotten Toma-
toes site and to about 12.000 Amazon.com pages. The cross-references to the
other supported movie pages (Netflix, Jinni, Blockbuster, LinkedMDB) will be
established as discussed above, when OMORE is used by the community.
3 The Architecture
In t is section we introduce the architecture of the OMORE Firefox add-on that
is presented in Figure 1. The central part of OMORE is the machine-learning
component. It consists of the Learner, which is responsible for learning the user
model and the Classifier for generating recommendations based on the user
model [3]. The user can choose between several machine learning algorithms
from the WEK library [7].
OMORE Firefox add-on
Machine Learning
Local 
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Cache, Ratings, 
User-Model
User Interface
Classifier Learner
IMDb 
Wrapper
HTML
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Web site 
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Wrapper 1
Movie site 
Wrapper 2
IMDb URL Lookup
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IMDb URL
Movie
Web site 
3
Movie site 
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Service
IMDb  
Web site
OMORE supported movie sites
URL, titel, year
IMDb URL
IMDb URL
Fig. 1. Overview of the OMORE Architecture
12 http://lucene.apache.org
Figure A.2: Overview of the OMORE Architecture.
When individuals browse a Web page, the URL is checked by the OMORE
Firefox add-on if the current URL is a movie page that is supported by
OMORE. This is done by analyzing the URL of the Web page. The URL also
indicates which Movie Site Wrapper should be used. The wrapper extracts
the URL, the title, and release year of the movie. This information is then
used to retrieve the IMDb URL from the LiMo database or the MOLookup
service (see section above). The URL is then handed over to the IMDb
Wrapper to build the feature vector.
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When individuals rate a movie, the feature vector and the rating are
stored in the local SQLite database that comes with Firefox. When individu-
als have rated enough movies (threshold can be set in the configuration),
the learner retrieves the feature vectors and the individuals’ ratings from
the Local Database and starts the learning of their preference models.
Generally, the learning of a model is computationally expensive in con-
trast to the use of the model. Therefore, we store the learned individual
model locally and reuse it for the generation of new recommendations. This
way, OMORE scales over the movies rated by individuals. The preference
models are recomputed in regular intervals to improve the adaptation to
the individuals’ preferences. The feature vector is also used by the Classifier
to generate the recommendation which is displayed to the individual.
The wrapper is not only responsible for extracting information from the
HTMLWeb page, but also for displaying the OMORE individual interface.
The individual interface is integrated in the movie page by manipulating
the DOM tree of the page. It displays the rating and gives the possibility
to rate the movie. A screenshot is depicted in Figure A.3. OMORE can be
easily extended to support additional movie pages by simply adding a new
Movie Site Wrapper.
A.3 MOLookup
Establishing the links among movies from different Web pages is challeng-
ing due to the heterogeneous presentation of movies and the fact that Web
pages may misspell, transform or extend movie titles in various ways. Es-
pecially on online shops, we experienced that the movie titles are extended
with information about many variants of special or collector’s edition and
the type of medium the movie is provided. Instead of trying to extract the
original title from the unpurified title, we decided to apply fuzzy search
over movie titles and release year to retrieve the linkage among identical
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Recommendations 
and rating facility  
added by OMORE
Fig. 2. Supported movie site with the custom OMORE element
the two rating bars in a horizontal plane, we enable the user to verify how well
the recommendation generated by OMORE tallies with his personal rating.
For anyone interested in trying out our Mozilla Firefox add-on, we provide a
binary release on our Web page at http://seal.ifi.uzh.ch/omore. It can be
installed with a single click.
5 Conclusion
In this paper we introduced the private, personal movie recommender OMORE
for accurate cross-page recommendations. OMORE is able to autonomously
adapt to evolving user preferences and is able to improve the accuracy of provided
recommendations with every additional movie the user rates. Additionally, we
contribute to the Linked Data Open cloud with our LiMo database that provides
cross-references between identical movies among di erent Web sites. In addition,
we provide the movie lookup service MOLookup that contributes cross-references
to the Linked Data cloud with every new movie page a user visits.
The key distinguishing feature of OMORE, compared to recommender sys-
tems found on most online stores and Web portals, is on the one hand, the
storage of the ratings and user model on the client side and on the other hand,
cross-page recommendations that liberate people from lock-in situation and bar-
riers. This way OMORE preserves the privacy of sensitive user rating data and
enables the reuse of ratings across the borders of di erent Web sites. The cur-
rent implementation of OMORE supports the most common movie portals and
online stores.
Figure A.3: Dynamically injected rating feature and recommendation of the OMORE element in two
different Web sites.
movies from different Web pages.
For this purpose, MOLookup2 uses the fuzzy search facility of Apache
Lucene3. Lucene is a scalable and popular open-source search software
that enables fast search within textual data. Lucine uses the Levensthein
distance to compute the similarity between the given title and the titles
stored in the LiMo database. Bes des the JSON interf ce which is used by
OMORE, MOLookup also provides a Web interface, which is depicted in
Figure A.4
2http://seal.ifi.uzh.ch/molookup/
3http://lucene.apache.org
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Figure A.4: Web interface of MOLookup.
A.4 LiMo Database
A cross-page movie recommender system also requires cross-references
between the same movie across different Web sites. A first attempt exists in
form of the Linked Movie Database4 (LinkedMDB), but the available data
is not as comprehensive as required for cross-page recommender systems
such as OMORE. Thus, we came up with another approach to establish the
link between identical movies across Web sites.
4http://www.linkedmdb.org/
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A.4.1 Interlinking Movies across Web Pages
We use crowd-sourcing to establish the link between identical movies across
Web sites and store these cross-references in our LiMo database5. Our LiMo
database is based on D2R [Bizer and Cyganiak, 2006]. The LiMo database
provides a unique URI for each movie, the URL to the IMDb movie page,
the movie title, the release year, and the cross-references to all movie sites
that are supported by OMORE.
OMORE uses the URL of the currently viewedWeb page as key to look up
the IMDb URL in the LiMo database. As discussed above, the IMDb URL
is used to build the feature vector of a movie. When individuals browse a
movie Web page where the cross-reference cannot be found in our LiMo
database, OMORE uses our movie lookup service MOLookup6 to retrieve
the IMDb URL. OMORE uses the movie title, release year, and the URL of
the Web page for the request to MOLookup. This information is extracted
by OMORE from the currently viewed Web page. The title and the year are
used for the lookup. The URL is used to store the new cross-reference in the
LiMo database.
This way the LiMo database learns about the existence of a new movie
page and stores the cross-reference. Individuals benefit from movie recom-
mendations and we gain a comprehensive set of movie cross-references.
This approach seems to be promising since it follows the Pareto improve-
ment principle [Bernanke and Frank, 2007].
As an initial dataset for the LiMo database, we added all movies from the
IMDb and the movie titles, release years, and IMDb URLs (about 1.4 million
movies). In addition we have about 12 000 cross-references to Rotten Toma-
toes and Amazon.com pages. The cross-references to the other supported
movie pages (Netflix, Jinni, Blockbuster, LinkedMDB) will be established as
discussed previously, when OMORE is used by the community.
5http://seal.ifi.uzh.ch/limo
6http://seal.ifi.uzh.ch/molookup
B
Movie Ontology MO
The movie ontology MO1 aims to provide a controlled vocabulary to seman-
tically describe movie related concepts such as movie, genre, director, actor
and individuals such as "Ice Age", "Drama", "Steven Spielberg" or "Johnny
Depp". We use the Web Ontology Language (OWL) to specify the MO
ontology and to provide the needed ontology to describe movies applying
Semantic Web technology. Hence, movies are semantically interpretable
by individuals and software agents. We considered and integrated several
related ontologies from the Linked Data Cloud and several other ontologies
that are provided in the Linked Data cloud to highly couple the MO ontol-
ogy with the Linked Data cloud to take advantage of synergy effects. The
taxonomy of movie genres is depicted in Figure B.1.
The movie ontology MO was motivated by the fact that most movie on-
tologies specify superficially concepts, instances, and the semantic relations
among these concepts. We think that a semantic movie ontology should
provide on one hand concept hierarchies (e.g. for movie categorization and
navigation support) and a sufficient set of individuals that can be used to
describe movies. This enables user-friendly presentation of movie descrip-
tions in the appropriate detail and the ability to describe movies taking
advantage of the selection in controlled vocabulary of the MO ontology.
1We provide the movie ontology MO at http://www.movieontology.org.
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Figure B.1: Taxonomy of movie genres in the movie ontology MO.
C
MovieLens Dataset
C.1 Genres of MovieLens
MovieLens Genre MO Genre
unknown —
Action mo:Action
Adventure mo:Adventure
Animation mo:Animation
Children’s mo:Children
Comedy mo:Comedy
Crime mo:Crime
Documentary mo:Documentary
Drama mo:Drama
Fantasy mo:Fantasy
Film-Noir mo:Film-Noir
Horror mo:Horror
Musical mo:Musical
Mystery mo:Mystery
Romance mo:Romance
Sci-Fi mo:Sci-Fi
Thriller mo:Thriller
War mo:War
Western mo:Western
Table C.1: Genres from the MovieLens and their correspondence in the MO ontology.
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Figure C.1: Dataset collection with gradually increased degree of sparsity.
220 C.2 Sparse MovieLens Dataset
0 200 400 600 800 1000 1200 1400 1600
0
200
400
600
800
80000 ratings
Products
In
di
vi
du
al
s
(c)
0 200 400 600 800 1000 1200 1400 1600
0
200
400
600
800
70058 ratings
Products
In
di
vi
du
al
s
(d)
Figure C.1: Dataset collection with gradually increased degree of sparsity.
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Figure C.1: Dataset collection with gradually increased degree of sparsity.
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Figure C.1: Dataset collection with gradually increased degree of sparsity.
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Figure C.1: Dataset collection with gradually increased degree of sparsity.
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Figure D.1: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ visibility.
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Figure D.1: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ visibility.
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Figure D.1: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ visibility.
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Figure D.2: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ popularity.
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Figure D.2: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ popularity.
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Figure D.2: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ popularity.
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Figure D.3: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ polarization.
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Figure D.3: Dist. of recommendation performance of different methods regarding individuals’ effort
and products’ polarization.
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Figure D.3: Dist. of recommendation performance of different methods regarding individuals’ effort
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Figure D.4: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ visibility.
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Figure D.4: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ visibility.
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Figure D.4: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ visibility.
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Figure D.5: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ popularity.
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Figure D.5: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ popularity.
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Figure D.5: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ popularity.
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Figure D.6: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ polarization.
242
 
 
MAE
HCkNN-J48SSup
M
AE
Polarization Attitude
20
15
10
5
0 0
5
10
15
20
1.4
1.2
1
0.8
0.6
0.4
1.2
1.1
1
0.9
0.8
0.7
0.6
0.5
(c) Dist. of recommendation performance of HCkNN-J48SSup .
0.4
0.6
0.8
1
1.2
1.4
 
 
0.5
0.6
0.7
0.8
0.9
1
1.1
MAE
HUkNN-J48prob
M
AE
Polarization Attitude
20
15
10
5
0 0
5
10
15
20
(d) Dist. of recommendation performance of HUkNN-J48prob .
Figure D.6: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ polarization.
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Figure D.6: Dist. of recommendation performance of different methods regarding individuals’ attitude
and products’ polarization.
244
0.4
0.6
0.8
1
1.2
1.4
 
 
0.5
0.6
0.7
0.8
0.9
1
1.1
MAE
HCkNN-NBSup
M
AE
Visibility Selectivity
20
15
10
5
0 0
5
10
15
20
(a) Dist. of recommendation performance of HCkNN-NBSup .
0.4
0.6
0.8
1
1.2
1.4
 
 0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
MAE
SelectivityVisibility
M
AE
HUkNN-NBcorr
20
15
10
5
0 0
10
5
15
20
(b) Dist. of recommendation performance of HUkNN-NBcorr .
Figure D.7: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ visibility.
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Figure D.7: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ visibility.
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Figure D.7: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ visibility.
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Figure D.8: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ popularity.
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Figure D.8: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ popularity.
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Figure D.8: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ popularity.
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Figure D.9: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ polarization.
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Figure D.9: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ polarization.
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Figure D.9: Dist. of recommendation performance of different methods regarding individuals’ selectivity
and products’ polarization.
E
Comparison Between Properties and
Recommendation Performance
In the following, all Pearson’s correlation in all tables are significant on the
significance level a = 0.01.
253
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.853 -0.546 0.781 -0.567 -0.236 -0.045
HUkNN-NBcorr 0.896 -0.657 0.472 -0.824 -0.606 0.191
HUkNN-SVMcorr 0.934 -0.315 0.242 -0.830 -0.560 0.044
HUkNN-J48prob 0.895 -0.375 0.881 -0.587 -0.099 0.500
HUkNN-NBprob 0.912 -0.245 0.871 -0.704 0.035 0.240
HUkNN-sJ48prob 0.890 -0.619 0.795 -0.833 -0.672 0.403
HCkNN-J48NoG 0.884 -0.232 0.113 -0.937 -0.812 0.485
HCkNN-J48Sup 0.888 -0.220 0.196 -0.939 -0.807 0.451
HCkNN-NBSup 0.934 -0.179 0.537 -0.845 -0.397 0.118
HCkNN-J48SSup 0.915 -0.117 0.257 -0.886 -0.809 0.386
HCkNN-NBSSup 0.909 -0.493 0.840 -0.231 0.098 -0.682
Table E.1: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the MovieLens 100k dataset.
DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.855 -0.571 0.715 -0.608 -0.222 -0.049
HUkNN-NBcorr 0.878 -0.551 0.298 -0.789 -0.597 0.125
HUkNN-SVMcorr 0.915 -0.285 0.132 -0.814 -0.514 -0.158
HUkNN-J48prob 0.896 -0.299 0.750 -0.596 -0.121 0.717
HUkNN-NBprob 0.839 -0.052 0.722 -0.535 -0.037 0.481
HUkNN-sJ48prob 0.933 -0.548 0.437 -0.701 -0.446 0.201
HCkNN-J48NoG 0.850 -0.295 -0.371 -0.925 -0.754 0.646
HCkNN-J48Sup 0.843 -0.212 -0.325 -0.911 -0.709 0.642
HCkNN-NBSup 0.910 -0.225 0.290 -0.873 -0.439 0.146
HCkNN-J48SSup 0.889 -0.341 -0.100 -0.888 -0.691 0.487
HCkNN-NBSSup 0.887 -0.509 0.831 -0.219 0.101 -0.696
Table E.2: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 10% sparsity degree.
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.759 -0.537 0.822 -0.625 -0.267 0.095
HUkNN-NBcorr 0.862 -0.366 0.241 -0.806 -0.555 0.176
HUkNN-SVMcorr 0.961 -0.020 0.133 -0.825 -0.597 0.234
HUkNN-J48prob 0.863 -0.161 0.831 -0.387 -0.112 0.602
HUkNN-NBprob 0.902 -0.016 0.806 -0.476 -0.012 0.369
HUkNN-sJ48prob 0.873 -0.466 -0.067 -0.888 -0.834 0.576
HCkNN-J48NoG 0.850 -0.087 -0.575 -0.812 -0.817 0.474
HCkNN-J48Sup 0.849 -0.098 -0.488 -0.911 -0.818 0.486
HCkNN-NBSup 0.904 0.097 -0.141 -0.851 -0.615 0.102
HCkNN-J48SSup 0.859 0.034 -0.372 -0.835 -0.780 0.472
HCkNN-NBSSup 0.888 -0.458 0.766 -0.143 0.117 -0.760
Table E.3: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 20% sparsity degree.
DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.568 -0.619 0.683 -0.647 -0.244 -0.174
HUkNN-NBcorr 0.806 -0.531 0.180 -0.782 -0.482 0.082
HUkNN-SVMcorr 0.903 -0.378 -0.085 -0.799 -0.542 -0.022
HUkNN-J48prob 0.852 -0.163 0.624 -0.724 0.054 0.519
HUkNN-NBprob 0.884 0.033 0.619 -0.736 0.048 0.521
HUkNN-sJ48prob 0.881 -0.415 0.217 -0.818 -0.674 0.596
HCkNN-J48NoG 0.814 -0.473 -0.557 -0.931 -0.850 0.462
HCkNN-J48Sup 0.817 -0.465 -0.536 -0.928 -0.845 0.444
HCkNN-NBSup 0.858 -0.299 -0.139 -0.951 -0.583 -0.355
HCkNN-J48SSup 0.838 -0.223 -0.358 -0.951 -0.779 0.247
HCkNN-NBSSup 0.849 -0.520 0.601 -0.233 0.157 -0.795
Table E.4: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 30% sparsity degree.
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.404 -0.467 0.795 -0.614 -0.269 -0.117
HUkNN-NBcorr 0.628 -0.410 -0.067 -0.775 -0.566 0.038
HUkNN-SVMcorr 0.780 -0.139 -0.119 -0.798 -0.501 0.141
HUkNN-J48prob 0.579 0.070 0.570 -0.343 -0.013 0.540
HUkNN-NBprob 0.591 0.200 0.578 -0.343 0.156 0.490
HUkNN-sJ48prob 0.484 -0.563 0.569 -0.452 -0.507 0.549
HCkNN-J48NoG 0.074 0.209 -0.189 -0.716 -0.540 0.851
HCkNN-J48Sup 0.061 0.189 -0.097 -0.707 -0.495 0.827
HCkNN-NBSup 0.222 0.447 0.122 -0.337 0.208 0.397
HCkNN-J48SSup 0.046 0.260 0.020 -0.430 -0.405 0.708
HCkNN-NBSSup 0.675 -0.356 0.864 -0.220 0.132 -0.736
Table E.5: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 40% sparsity degree.
DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.713 -0.562 0.778 -0.737 -0.248 -0.229
HUkNN-NBcorr 0.803 -0.462 0.021 -0.815 -0.486 -0.193
HUkNN-SVMcorr 0.795 -0.503 -0.150 -0.762 -0.433 -0.124
HUkNN-J48prob 0.529 -0.246 0.685 0.307 0.285 0.573
HUkNN-NBprob 0.666 -0.019 0.255 0.150 0.409 0.307
HUkNN-sJ48prob 0.567 -0.230 0.299 0.051 0.069 0.323
HCkNN-J48NoG -0.008 0.409 -0.462 -0.339 -0.129 0.660
HCkNN-J48Sup -0.002 0.409 -0.478 -0.251 -0.033 0.612
HCkNN-NBSup 0.238 0.421 0.183 -0.171 0.357 0.240
HCkNN-J48SSup 0.152 0.311 -0.314 -0.078 0.154 0.493
HCkNN-NBSSup 0.746 -0.377 0.871 -0.402 0.199 -0.882
Table E.6: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 50% sparsity degree.
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.636 -0.332 0.698 -0.638 -0.178 -0.384
HUkNN-NBcorr 0.585 -0.047 0.233 -0.528 -0.273 -0.472
HUkNN-SVMcorr 0.742 -0.202 -0.162 -0.595 -0.218 -0.626
HUkNN-J48prob 0.560 -0.143 0.404 0.672 0.479 0.587
HUkNN-NBprob 0.630 -0.412 0.500 0.517 0.549 0.084
HUkNN-sJ48prob 0.691 -0.039 0.726 0.455 0.365 0.302
HCkNN-J48NoG 0.098 0.466 -0.314 0.113 0.043 0.588
HCkNN-J48Sup 0.045 0.489 -0.247 0.212 0.122 0.500
HCkNN-NBSup 0.318 0.384 0.472 0.516 0.550 0.071
HCkNN-J48SSup 0.139 0.576 -0.103 0.506 0.263 0.478
HCkNN-NBSSup 0.690 -0.245 0.889 0.649 0.289 -0.792
Table E.7: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 60% sparsity degree.
DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.819 -0.416 0.708 -0.313 -0.020 -0.610
HUkNN-NBcorr 0.693 -0.559 0.495 -0.241 -0.303 0.028
HUkNN-SVMcorr 0.750 -0.311 -0.332 -0.470 -0.320 -0.447
HUkNN-J48prob 0.531 0.179 0.221 0.816 0.368 0.522
HUkNN-NBprob 0.506 0.391 0.206 0.764 0.446 0.457
HUkNN-sJ48prob 0.745 -0.369 0.314 0.552 0.194 0.479
HCkNN-J48NoG 0.395 0.305 -0.090 0.408 0.178 0.662
HCkNN-J48Sup 0.303 0.316 -0.067 0.470 0.214 0.668
HCkNN-NBSup 0.483 0.607 0.187 0.721 0.450 0.337
HCkNN-J48SSup 0.462 0.334 -0.070 0.749 0.315 0.655
HCkNN-NBSSup 0.712 -0.154 0.845 0.790 0.404 -0.868
Table E.8: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 70% sparsity degree.
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DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr 0.515 -0.132 0.644 0.034 0.143 -0.360
HUkNN-NBcorr 0.365 -0.150 0.133 0.029 0.187 0.079
HUkNN-SVMcorr 0.684 -0.140 0.076 -0.304 0.091 -0.289
HUkNN-J48prob 0.204 0.285 0.122 0.475 0.446 0.643
HUkNN-NBprob 0.304 0.386 -0.003 0.534 0.483 0.538
HUkNN-sJ48prob 0.511 -0.221 0.256 0.327 0.315 0.620
HCkNN-J48NoG 0.281 0.143 -0.425 0.405 0.253 0.657
HCkNN-J48Sup 0.252 0.102 -0.418 0.437 0.279 0.641
HCkNN-NBSup 0.236 0.504 -0.039 0.616 0.568 0.449
HCkNN-J48SSup 0.308 0.296 -0.361 0.506 0.381 0.703
HCkNN-NBSSup 0.413 -0.009 0.788 0.884 0.580 -0.743
Table E.9: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 80% sparsity degree.
DMAE PcorrkNN Effor. Attit. Selec. Visib. Popul. Polar.
HUkNN-J48corr -0.150 -0.222 -0.284 -0.868 -0.745 -0.150
HUkNN-NBcorr -0.434 0.207 -0.581 -0.875 -0.685 -0.434
HUkNN-SVMcorr 0.124 -0.159 -0.597 -0.919 -0.710 -0.124
HUkNN-J48prob -0.668 0.359 -0.546 -0.736 -0.260 -0.668
HUkNN-NBprob -0.336 0.446 -0.655 -0.773 -0.206 -0.336
HUkNN-sJ48prob -0.447 0.393 -0.589 -0.725 -0.354 -0.447
HCkNN-J48NoG -0.216 0.242 -0.641 -0.766 -0.446 -0.216
HCkNN-J48Sup -0.226 0.246 -0.642 -0.756 -0.440 -0.226
HCkNN-NBSup -0.502 0.470 -0.638 -0.688 -0.163 -0.502
HCkNN-J48SSup -0.542 0.345 -0.683 -0.798 -0.265 -0.542
HCkNN-NBSSup -0.569 0.389 0.450 0.344 0.427 -0.569
Table E.10: Pearson’s correlations between recommendation performance difference and properties of
individuals and products in the dataset with 90% sparsity degree.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.1: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ effort and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.2: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ effort and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.3: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ effort and products’ popularity.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.4: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ effort and products’ popularity.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.5: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ effort and products’ polarization.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.6: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ effort and products’ polarization.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.7: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ attitude and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
 
 
0.4
0.3
0.2
0.1
0
-0.1
-0.2
-0.3
-0.4
Vi
si
bi
lit
y
Attitude
HUkNN-J48prob - PcorrkNN
∆MAE
0 5 10 15 20
0
2
4
6
8
10
12
14
16
18
20
(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.8: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ attitude and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.9: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ attitude and products’ popularity.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.10: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ attitude and products’ popularity.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.11: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ attitude and products’ polarization.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
 
 
0.1
0
-0.05
-0.15
-0.1
0.05
0.15
Po
la
ri
za
ti
on
Attitude
HUkNN-J48prob - PcorrkNN
∆MAE
0 5 10 15 20
0
2
4
6
8
10
12
14
16
18
20
(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.12: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ attitude and products’ polarization.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.13: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ selectivity and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.14: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ selectivity and products’ visibility.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.15: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ selectivity and products’ popularity.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.16: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ selectivity and products’ popularity.
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(a) Comparison of recommendation perfor-
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MovieLens 100k dataset).
 
 
0.1
0
-0.05
-0.15
-0.1
0.05
0.15
Po
la
ri
za
ti
on
Selectivity
HCkNN-J48SSup - PcorrkNN
∆MAE
0 5 10 15 20
0
2
4
6
8
10
12
14
16
18
20
(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.17: Comparison of recommendation performance and cold-start behavior of HCkNN-J48SSup
and PcorrkNN regarding individuals’ selectivity and products’ polarization.
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(a) Comparison of recommendation perfor-
mance for the dataset 0% sparsity (i.e., original
MovieLens 100k dataset).
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(b) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
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(c) Comparison of recommendation perfor-
mance for the dataset 40% sparsity.
Figure F.18: Comparison of recommendation performance and cold-start behavior of HUkNN-J48prob
and PcorrkNN regarding individuals’ selectivity and products’ polarization.
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