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Abstract: We consider General Relativity (GR) on a space-time whose spatial slices are
compact manifoldsM with non-empty boundary ∂M . We argue that this theory has a non-
trivial space of ‘vacua’, consisting of spatial metrics obtained by an action on a reference
flat metric by diffeomorpisms that are non-trivial at the boundary. In an adiabatic limit
the Einstein equations reduce to geodesic motion on this space of vacua with respect to
a particular pseudo-Riemannian metric that we identify. We show how the momentum
constraint implies that this metric is fully determined by data on the boundary ∂M only,
while the Hamiltonian constraint forces the geodesics to be null. We comment on how
the conserved momenta of the geodesic motion correspond to an infinite set of conserved
boundary charges of GR in this setup.
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1 Introduction
There is some merit in viewing (classical) field theory as a version of particle mechanics,
with the particle moving on an infinite dimensional rather than finite dimensional manifold.
This manifold – the configuration space of time-independent fields – comes equipped with a
metric provided by the kinetic term of the field theory Lagrangian. In the case of Yang-Mills
(YM) theory this point of view was concisely introduced in [1] while for General Relativity
(GR) this is the program of Geometrodynamics going back to [2], see [3, 4] for an entry into
the more recent literature. Making this simple idea precise and/or mathematically rigorous
becomes rather involved, mainly due to the presence of gauge symmetries and the corre-
sponding constraints. To simplify matters the spatial slices M of space-time are typically
assumed compact and without boundary, so that all gauge symmetries are equivalences
– 1 –
that are quotiented out. In case M has a non-empty boundary ∂M there are global gauge
symmetries – gauge symmetries which are non-trivial at the boundary – that are not to be
interpreted as equivalences but rather as global symmetries connecting various physically
inequivalent configurations. This is a feature that makes the setup richer but at first sight
also more complicated. We would argue however that instead it opens up an unexplored
corner – that we refer to as the space of vacua – which can be isolated and where things
simplify dramatically, providing an extra handle on the geometric approach to field theory.
We will now explain this more concretely and summarize our main results, while referring
to the discussion in section 6 for further motivations and possible applications. We define a
‘vacuum’ in our classical field theory setting as a (non-singular) equilibrium configuration of
absolute minimal energy (in some particular static gauge). The latter condition is needed
to differentiate from possible (topological) solitonic solutions. Global symmetries of the
theory can be broken and will then automatically generate a multitude of vacua. In the
simplest cases all vacua are connected in this way so that the space of vacua becomes a
homogeneous space V = S/K, with S the group of global symmetries and K the isotropy
group formed by transformations that leave a vacuum invariant. This is the case in the
simple example of a complex scalar field with Mexican hat potential, but also in pure YM
theory [5, 6] and – as is the subject of this paper – GR, when the spatial slices of space-time
have a boundary. In these cases the space of vacua is infinite dimensional because the group
of global symmetries is that of global gauge transformations – itself isomorphic to the group
of boundary gauge transformations – while the isotropy group is finite dimensional. The
space of vacua is a small subset of the configuration space and carries an induced geometry
through this embedding. A point we stress – as it is one of the motivations for our work – is
that the space of vacua equipped with this metric has an important physical interpretation.
In a limit of slow time dependence – which we refer to as the adiabatic limit – the dynamics
of the full field theory simplifies and reduces to geodesic motion on the space of vacua. A
similar limit can be considered around solitonic equilibria where it goes under the name of
the Manton or moduli space approximation [7]. This present work analyzes this adiabatic
dynamics and the associated geometry on the space of vacua for GR and is a continuation
of our work [6] on YM. There are many similarities between the adiabatic dynamics in both
theories, but also some interesting differences. Let us list our main results while outlining
our paper.
In section 2 we illustrate in two simple particle mechanics examples how the dynamics
reduces to free motion on the space of vacua in an adiabatic approximation. Readers familiar
with this topic (or the Manton approximation) can skip this section, although they might
find the second example that shares some of the peculiarities of GR new and interesting.
In section 3 we set the stage for our analysis. We partially gauge-fix GR by going
to Gaussian Normal Coordinates (GNC) – also known as synchronous gauge – which is
the analog to temporal or static gauge in YM. We review how in this gauge the Einstein
equations split into two constraints and a dynamic equation that can be obtained from
a Lagrangian in natural form. We point out – that due to the presence of a boundary–
the residual gauge invariances are boundary preserving spatial diffeomorphisms and then
formally define the space of vacua in (3.18).
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Section 4 contains our analysis of the adiabatic approximation and original results. We
show how the momentum constraint – as does the Gauss constraint in YM – eliminates
(most) local diffeomorphisms and allows to rewrite the space of vacua and its metric purely
in terms of data on the boundary ∂M . We present the metric on the space of vacua in
(4.14). To find its actual value when evaluated on a boundary diffeomorphism one needs to
solve a boundary value problem that we show is well defined and has a unique solution. The
first interesting difference with YM is that this metric for GR has a mixed signature and is
thus pseudo-Riemannian rather than Riemannian. This is all the better since we show that
the Hamiltonian constraint – in addition to removing the remaining local diffeomorphisms
– implies a constraint on the adiabatic motion that is equivalent to requiring the geodesics
on the space of vacua to be null. We end the section by elaborating on the homogeneous
space structure which allows to express the metric in terms of a fixed inner product and
show how the conserved momenta of the geodesic motion correspond to an infinite set of
charges associated to the boundary symmetries that can be independently derived using
covariant phase space methods in full GR.
In section 5 we work out a specific example where the boundary ∂M is a round sphere
and compute the metric rather explicitly, see (5.12).
Finally, in section 6 we comment on the relation between our work and recent devel-
opments in the literature, mentioning opportunities for further research.
There are three appendices – A, B and C – containing details on some technical material
we use.
2 Illustration of the adiabatic approximation
Given a theory with time-independent – i.e. equilibrium – solutions it is natural to inves-
tigate if one can obtain new solutions by introducing a slow time dependence. One area
where this has proven highly successful and interesting is that of topological solitons where
the approximation method goes under the name of the Manton or moduli-space approxima-
tion [7]. There one starts with an infinite dimensional field space and reduces the problem
to that of motion on a finite dimensional subspace, that is often referred to as the moduli
space. In our setup we start with an infinite dimensional field space and reduce the problem
to motion on a smaller infinite dimensional moduli space which has the natural interpreta-
tion as the space of vacua. For a general discussion of the adiabatic/Manton approximation
in field theory we refer to [6–10]. The main idea of the method can however already be
illustrated at the level of particle mechanics where one only deals with finite dimensional
spaces, which is what we will do in this section. The first example is absolutely elemen-
tary but sets the stage for a second example where we introduce time-reparametrization
invariance to illustrate an important novelty that will appear also in our application of the
method to GR: we will obtain a moduli space/space of vacua naturally equipped with a
pseudo-Riemannian metric. Moreover, the Hamiltonian constraint – a consequence of the
time reparametrization invariance – restricts the dynamics to motion along null curves.
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2.1 A standard example
Consider a non-relativistic particle in 3 dimensions with a ‘Mexican hat’ potential:
L =
1
2
g(X˙, X˙)− V (X) = m
2
δIJX˙
IX˙J − 1
2
(δIJX
IXJ −R2)2 . (2.1)
The solutions of absolute minimal energy are
∂tX¯
I = 0 with δIJX¯IX¯J = R2 . (2.2)
We will refer to those X¯ minimizing the potential as ‘vacua’ and the equipotential surface
generated by them as the space of vacua V, so that in this example V = S2. What is special
in this example – and is also the case in GR and YM – is that all vacua are connected by
a transitive action of symmetries of the Lagrangian, which guarantees that the space of
vacua is a homogeneous space, in this case V = SO(3)/SO(2). Now consider a particle that
is initially on the minimal potential surface but has a non-zero initial velocity. The result
will be some non-trivial motion which is a combination of angular rotations, so called zero-
modes, and motion ‘up the potential’ so called normal modes. The adiabatic approximation
then simply amounts to the insight that for small initial velocity the motion in the normal
directions is of second order – and therefore subleading – and additionally decouples from
the motion along the zero-mode directions, which becomes free – i.e. geodesic. Let us spell
this out in this simple example. We can change coordinates to
X1 = (R+ ρ) sin z1 cos z2 , X2 = (R+ ρ) sin z1 sin z2 , X3 = (R+ ρ) cos z1 . (2.3)
The zα parametrize the vacua X¯(z) and are hence coordinates on V, the coordinate ρ
describes the normal direction. The Euler-Lagrange equations now read
(R+ ρ)
(
z¨α + Γαβγ z˙
β z˙γ
)
+ 2ρ˙z˙α = 0 , (2.4)
ρ¨+
4
m
ρ(ρ+ 2R)(ρ+R)− (R+ ρ)gαβ z˙αz˙β = 0 , (2.5)
where Γγαβ is the Levi-Civita connection of gαβ , the metric induced on V = S2. Now note
that these are coupled equations such that turning on z˙ will source motion in ρ through
the second equation which then backreacts on the motion in z through the 2ρ˙z˙ term in the
first equation. Let us now assume that velocities are small, i.e. all time derivatives are of
order . Allowing zα to be arbitrarily large, i.e. of zeroth order, the second equation then
however implies that ρ needs to be small, i.e. of order 2. This then makes the coupling
term in the first equation of 4th order so that it can be ignored with respect to the first
two. It implies that the motion along V decouples from the normal motion and becomes
purely geodesic. This result is generic to the adiabatic approximation and extends to field
theory as well.
2.2 A non-standard example
The previous example captures the main features of the adiabatic approximation, but it
doesn’t have time reparametrization invariance. This is a key ingredient in GR and so it
– 4 –
might be useful to illustrate this feature and its consequences in an equally elementary
example as well.
Consider the Lagrangian1
L =
ηµνX˙
µX˙ν
2N
−NW (X)
2
2
. (2.6)
Here ηµν is the flat 4d Minkowski metric and the function W could take various forms. We
will make the simple and instructive choice
W = ηµνX
νXµ −R2 . (2.7)
This theory (2.6) has time reparametrizations as a gauge symmetry:
δXµ = X˙µ , δX˙µ = X¨µ+ ˙X˙µ , δN = N˙+ ˙N (2.8)
and its equations of motion are
−ηµνX˙µX˙ν = N2W 2 , (2.9)
ηµνX˙
ν N˙
N
− ηµνX¨ν = N2W∂µW . (2.10)
We can gauge-fix the reparametrization invariance by choosing N = 1. In this gauge the
equation (2.10) becomes the Euler-Lagrange equation of a Lagrangian in natural form:
L =
1
2
g(X˙, X˙)− V (X) = 1
2
ηµνX˙
µX˙ν − (ηµνX
νXµ −R2)2
2
, (2.11)
while equation (2.9) turns into the constraint
− ηµνX˙µX˙ν = (ηµνXνXµ −R2)2. (2.12)
Note that the metric defining the kinetic term – i.e. ηµν – is not positive definite. This
is similar to the situation in GR and crucial for consistency as we will see. Again in this
example the space of vacua, or minima of the potential, is generated by global symmetries
of the theory making it a homogeneous space:
V = SO(1, 3)/SO(1, 2) . (2.13)
A key and crucial difference with the first example is that in this case the space of vacua is
three dimensional de Sitter space2 – V = dS3 – which is a Lorentzian rather than Rieman-
nian manifold. That indeed the metric on V induced by the kinetic term is the natural one
can be made explicit via a change of coordinates:
X0 = (R+ ρ) sinh z0 , X1 = (R+ ρ) cosh z0 cos z2 sin z1 , (2.14)
X2 = (R+ ρ) cosh z0 sin z2 sin z1 , X3 = (R+ ρ) cosh z0 cos z1 . (2.15)
1One can eliminate N to recover a relativistic particle with a spacetime-dependent mass, as could appear
through coupling to a scalar field.
2See e.g. [11] for an introduction to homogeneous spaces and the exposition of some classic examples.
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In these coordinates the Lagrangian (2.11) takes the form
L =
m
2
(ρ+R)2 gαβ z˙
αz˙β +
m
2
ρ˙2 −
(
(ρ+R)2 −R2
)2
(2.16)
with
gαβdz
αdzβ = −(dz0)2 + cosh2 z0 ((dz1)2 + sin2 z1(dz2)2) (2.17)
The equations of motion of this Lagrangian read the same as (2.4) and (2.5) with the metric
and Christoffel symbol replaced by those of de Sitter space (2.17). We use notation similar
to the previous example and the main text to indicate that the zα parametrize V while ρ
parametrizes the normal direction. The adiabatic approximation again amounts to taking
z˙ = O(), which implies through the equations that ρ = O(2). Accordingly the equations
of motion reduce to geodesic motion on V with respect to the induced metric gαβ , while
the constraint (2.12) becomes
gαβ z˙
αz˙β = 0 . (2.18)
Note that the constraint originating from time reparametrization invariance enforces the
geodesic motion on V to be null. That this is possible in the first place is due to the
pseudo-Riemannian nature of V in such theories. We will see that GR shares both these
features.
3 Setup, notations and conventions for GR
In this section we set the stage for our main analysis in the next section.
3.1 General relativity in Gaussian normal gauge
The theory we will consider is standard Einstein gravity, i.e. general relativity (GR).
For simplicity we will restrict our discussion to vanishing cosmological constant and 4
dimensions, with space-time of the form R ×M , but we expect our results to generalize
to these other cases as well. A key ingredient in our discussion is that we take the spatial
manifold M to be a compact manifold with non-empty boundary ∂M . Again for simplicity
we assume the topology of M to be trivial, i.e. we consider M to be homeomorphic to the
closed 3-ball. The dynamics are described by the Einstein-Hilbert action
SGR =
∫
R×M
d4x
√−g R(4) . (3.1)
Here R(4) is the Ricci scalar3 associated to the metric gµν . The equations of motion are
R(4)µν = 0 . (3.2)
3We explicitly indicate that this is the 4d Ricci scalar of the 4d metric g, since in most of the paper R,
the 3d Ricci scalar of the spatial metric h will appear.
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We now split the coordinates xµ = (t, xi) and choose them such that the metric is in
Gaussian normal form4:
ds2 = gµνdx
µdxν = −dt2 + hij(t, x)dxidxj . (3.3)
We can think of this choice of coordinates as a (partial) gauge fixing of the diffeomorphism
invariance of the theory. The Gaussian normal coordinates (GNC) are not unique. The
form of the metric (3.3) remains invariant under two types of coordinate transformations.
First there are the spatial diffeomorphisms
ξ0(t, x) = 0 ξi(t, x) = χi(x) (3.4)
and additionally there are ‘local boosts’5:
ξ0(t, x) = α(x) ξi(t, x) = ∂jα(x)
∫ t
t0
hij(t′, x)dt′ . (3.5)
These boosts play an important and subtle role in the canonical formulation of gravity– see
e.g. [12, 13] – but will not enter our analysis as we explain below.
In the choice of gauge (3.3) the Einstein equations (3.2) take the standard form of the
initial value formulation
∇i
(
h˙ij − hklh˙klhij
)
= 0 , (3.6)
R+
1
2
hijhklh˙i[j h˙k]l = 0 , (3.7)
h¨ij + h
kl(h˙ikh˙jl − 1
2
h˙ij h˙kl)− 2Rij = 0 . (3.8)
The first two of these equations are constraints, referred to as the momentum constraint
(3.6) and Hamiltonian constraint (3.7) respectively. As we will see, both will have impor-
tant but conceptually different roles to play in our construction. The third equation (3.8)
contains the second order time derivatives and is thus the dynamical equation. It is the
Euler-Lagrange equation6 of an action in natural form:
Snat =
∫
dt
1
2
g(h˙, h˙)− V (h) . (3.9)
4Note that while any metric can locally be expressed in Gaussian normal coordinates (GNC), there can
be obstructions to extending these coordinates globally, due to possible crossings of the time-like geodesics
used in the definition of the coordinates. For the special class of space-times that we consider – outlined at
the beginning of this section – this amounts to a restriction of the validity of these coordinates to a possibly
short but finite time interval. The adiabatic motion we will consider takes place – by definition – on a time
scale t˜ that is parametrically small as measured in units of the time t of the GNC, i.e. t = t˜. So we expect
there to be plenty of room for non-trivial adiabatic motion inside the time interval on which the GNC are
well-defined. It would be interesting to compare in an actual solution the time scale on which the adiabatic
approximation exceeds a certain error to the scale on which the GNC break down inside a certain spatial
volume, but this is left for future work.
5In the special case hij = δij , α(x) = vixi and they thus reduce to a standard Lorentz boost.
6To have a well defined variational principle in the presence of a boundary one has to impose boundary
conditions on the fields and/or variations which in this case are
(
ni∇j(hi[jhk]lδhkl)
)∣∣∣
∂M
= 0, with ni the
unit normal to the boundary. Under these conditions our discussion is self-consistent. It might be interesting
to investigate a possible boundary contribution to (3.9) that could change the variational principle. Let us
stress that in our setup it is crucial that the boundary metric is left free to fluctuate.
– 7 –
The metric appearing in the kinetic term is the Wheeler-deWitt (WdW) metric
g(δ1h, δ2h) =
1
2
∫
M
d3x
√
dethhi[khj]lδ1hijδ2hkl , (3.10)
while the potential is determined by the Ricci scalar
V (h) = −1
2
∫
M
d3x
√
dethR(h) . (3.11)
This way to formulate the theory identifies a (pre-)configuration space M of time-
independent spatial metrics hij(x), and a metric (3.10) on it. The dynamical 4d metrics
on space-time in turn are identified – through (3.3) – with motions, i.e. curves hij(t, x) in
this configuration space. The above observations, and various subtleties related to it, can
be made more mathematically formal using the notion of superspace, see e.g. [14].
The coordinate transformations (3.4) and (3.5) that leave the Gaussian normal gauge
(3.3) invariant are also invariances of the Lagrangian (3.9). Note however a conceptual
difference between these two types of transformations in the aforementioned formulation:
while the spatial diffeomorphisms (3.4) have an action on the configuration space of the
theory the local boosts (3.5) only act on the set of motions, or curves, in the configuration
space. This distinction is analogous to that between translations and Galilean boosts in
the theory of a non-relativistic particle. Our goal in this paper is to study slow motion
generated by symmetries acting on the zero potential subspace of configuration space. It
follows that we can restrict attention to the spatial diffeomorphisms and ignore7 the local
boosts. Being a bit more precise, the variation of the Lagrangian (3.9) under a spatial
diffeomorphism χ is
δL =
1
2
∮
∂M
d2y niχ
i
√
h(hi[khj]lh˙ij h˙kl +R) , (3.12)
where n is the unit normal to ∂M . It follows that only boundary preserving diffeomorphisms
are invariances of the theory, these are the spatial diffeomorphisms whose generating vector
field has vanishing normal component at the boundary:
χ⊥
∣∣∣
∂M
= 0 (χ⊥ = niχi) . (3.13)
In the remainder of this paper we will often simply refer to boundary preserving spatial
diffeomorphisms as ‘diffeomorphisms’. Let us denote the action of such a (inverse) diffeo-
morphism φ on the spatial metric h with φ ·h, which explicitly reads in terms of coordinates
(φ · h)ij(x) = ∂φ
k
∂xi
∂φl
∂xj
hkl(φ(x)) . (3.14)
Here the right hand side involves the expression of the diffeomorphism as a coordinate
transformation φi(x) 7→ xi. Infinitesimally, when φi(x) = xi + χi(x) one has the standard
expression
δχhij = (φ · h)ij(x)− hij(x) = (∇sχ)ij , (∇sχ)ij ≡ Lχhij = ∇iχj +∇jχi . (3.15)
7Note that the local boosts can be used to construct exact fast motion solutions, something of possible
interest but outside the scope of this paper.
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3.2 Vacuum metrics and the space of vacua
In analogy with particle mechanics and our analysis of Yang-Mills (YM) theory [6] we define
a vacuum (spatial) metric h¯(x) as one for which the potential energy (3.11) is extremal,
which is equivalent to its Ricci curvature vanishing:
Rij(h¯) = 0 . (3.16)
Note that vanishing potential is – contrary to the situation in YM theory – not equivalent
to absolute minimal potential energy, since the (3.11) is not bounded from below. Still –
and this is the key property – it follows from the equations of motion that this is the unique
condition that allows for equilibrium – i.e. time independent – solutions:
heq(t, x) = h¯(x) . (3.17)
The conditions (3.16) and (3.17) together with (3.3) define a special set of static 4d
Lorentzian metrics that solve the vacuum Einstein equations, but we stress that our no-
tion of ‘vacuum metric’ as defined above is much stronger. Indeed, it is well known that
– because the spatial manifold is 3 dimensional – any (non-singular) solution to (3.16) is
diffeomorphic to the flat Euclidean metric8:
h¯ = φ · h¯o where h¯o ij = δij . (3.18)
One might therefore be tempted to treat all vacuum metrics as physically equivalent. Due
to the presence of a boundary however, one should not identify metrics related by global
diffeomorphisms, i.e. diffeomorphisms that are non-trivial on the boundary. This piece of
lore is independently confirmed by a careful analysis of the equations (3.6-3.8), as we argue
in detail in the next section. It then follows from (3.18) that the space of vacua, the set of
physically inequivalent vacuum metrics, is the homogeneous space
V = S/K = G0\G/K . (3.19)
Here G = Diff(M,∂M) is the group9 of boundary preserving spatial diffeomorphisms intro-
duced above, G0 the normal subgroup of spatial diffeomorphisms that reduce to the identity
on the boundary and S = G/G0 = Diff(∂M) the quotient group which is isomorphic to the
group of boundary diffeomorphisms. The group K is that of boundary preserving spatial
isometries – namely those diffeomorphisms that act trivially on the reference metric h¯o
– that form the isotropy group of the transitive action (3.18). The result (3.19) is fully
analogous to that in the case of YM theory [6]. In the next section we will explain this
characterization of the space of vacua V in more detail and most importantly we will also
construct a new left-invariant metric on this space.
8We assume M to be topologically trivial, i.e. homeomorphic to the closed 3-ball.
9Strictly speaking we consider only the connected component containing the identity.
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4 Adiabatic motion on the space of vacua
The adiabatic method, or Manton approximation [7, 10], relies on a decoupling of the
motion along an equipotential surface from the motion orthogonal to such a surface, in the
limit of slow velocity. The motion along the equipotential surface is described fully non-
linearly, as geodesic motion with respect to an induced metric, while the normal motion can
be neglected in this approximation. Since symmetries generate equipotential surfaces they
naturally lead to such adiabatic solutions. This includes gauge-symmetries, as famously
exemplified by the interpretation of electric charge for non-abelian monopoles as motion in
a gauge direction, see [9] for a pedagogic review. In this section we will investigate this
method in the case of GR, by introducing time dependence into the spatial diffeomorphisms
(3.14) and acting with them on a vacuum metric (3.18). This will essentially be a repetition
of our work on Yang-Mills theory [6], but as we will see there are some crucial and interesting
differences.
We start by considering a multi-parameter set of boundary preserving diffeomorphisms
φz. Via (3.18) the parameters zα will provide a complete set of coordinates on the space of
vacua:
h¯(z) = φz · h¯0 . (4.1)
Motion along the set of vacua V can then be described by restricting time dependence of
the spatial metric h to be only through the parameters zα:
h(t, x) = h¯(x; z(t)) . (4.2)
Adiabatic motions are then such metrics (4.2) that solve the equations (3.6-3.8) in the
limit of small velocities z˙α. Note that for all metrics of the type (4.2) the Ricci curvature
vanishes, so the only quantity appearing in the constraints and equations of motion are the
time derivatives of h, which are computed to be
h˙ = δχz h¯ = ∇¯sχz χiz = φ˙kzφiz k . (4.3)
In words the formula above simply states that the velocity h˙ is tangent to the space of
vacua and thus takes the form of an infinitesimal diffeomorphism. The explicit expression
of the vector field χz in terms of the diffeomorphism φz is derived in appendix A and will
play a role in the analysis of section 4.3. Inserting (4.3) into the WdW metric (3.9) will lead
to the induced metric on the space of vacua and the dynamics is that of a particle moving
on an infinite dimensional curved space:
S[z(t)] =
∫
dt
1
2
g¯z(z˙, z˙) g¯z(z˙, z˙) = g(∇¯sχz, ∇¯sχz) . (4.4)
The Euler-Lagrange equations for this theory are geodesics with respect to g¯z, which pro-
vide adiabatic solutions to (3.8) through (4.2). In interpreting the expression above one
should not forget that there are also constraints in the theory and the metric above should
only be evaluated for velocities ∇sχz satisfying (3.6, 3.7). In the following subsections we
will analyze and formally solve these two constraints in turn. As we will see they play
conceptually rather different roles.
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4.1 The momentum constraint and reformulation as a boundary theory
For notational convenience we will suppress in this section all bars and z subscripts and
consider it understood that all metrics appearing are vacuum metrics that depend on the
parameters z. We start our analysis by inserting (4.3) in the momentum constraint (3.6).
Using the fact that the Ricci tensor of (4.2) vanishes, we can interchange covariant deriva-
tives to rewrite (3.6) as
∇i∂[iχj] = 0 . (4.5)
We can now use this explicit form of the momentum constraint to further simplify (4.4).
There is a remarkable interplay between the momentum constraint (4.5) and the explicit
form of the WdW metric such that upon integration by parts the bulk term vanishes. This
allows to rewrite (4.4), when evaluated on solutions of (4.5), as a boundary integral10:
g(∇sχ(1),∇sχ(2)) =
∮
∂M
√
k d2y
(
χa(1)D
⊥χ(2)a −Kabχa(1)χb(2)
)
. (4.6)
In the above expression we treated ∂M as a hypersurface in a radial foliation of M , with
the metric h onM inducing a metric k on ∂M that has extrinsic curvature Kab. We denote
the normal to the boundary as ni and choose coordinates ya on the boundary, so that we
can decompose
χi = χ⊥ni + χaeia , e
i
a ≡
∂xi
∂ya
. (4.7)
We are working with boundary preserving diffeomorphisms so that
χ⊥
∣∣∣
∂M
= 0 . (4.8)
Finally we introduced a normal covariant derivative which is compatible with the boundary
metric:
D⊥χa ≡ ni∂iχa + Γabχb . (4.9)
See appendix B for further details on this and other foliation related definitions and formulae
we use.
Bulk reconstruction from boundary data
Through (4.6) we see that the metric on the space of vacua reduces to a boundary integral.
However, it involve the normal derivative D⊥ which involves how the diffeomorphisms
extend into the bulk near the boundary. Here we show a remarkable result, namely that
the momentum constraint restricts the bullk extension such that the metric is uniquely
defined only in terms of boundary vector fields. In other words, we can think of (4.6) as a
metric on the space of boundary diffeomorphisms. To see this, consider a boundary vector
field ζa(y). To be able to define the normal derivative D⊥ of this vector field to compute
(4.6) one needs an extension χi(x) of the boundary vector fields into the bulk such that
χa|∂M = ζa . (4.10)
10Note that although not manifest the RHS of (4.6) is symmetric, as can be made manifest by performing
the integration by parts in a symmetric way.
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One can then define D⊥ζa ≡ (D⊥χa)∣∣
∂M
if one can specify a bulk extension for which this
normal derivative is unique. We do this by demanding that the bulk extension satisfies the
momentum constraint (4.5) and the additional boundary condition (4.8). What complicates
matters is that such a bulk extension is not unique, since the addition of an arbitrary exact
part χi → χi + ∂jφ does not affect (4.5) and can be chosen to respect (4.8) as well. It is
now crucial that this arbitrariness11 of the bulk extension does not affect the value of the
normal derivative D⊥ on the boundary. Showing this is technical and hence we will only
outline the argument here and refer to appendix C for the mathematical background and
a precise derivation.
Given a boundary vector field/one-form ζa(y) one can compute its (boundary) exterior
derivative (dζ)ab = 2∂[aζb]. As reviewed in appendix C there now exists a unique bulk
co-exact/divergence-free one-form ηi = ∇jβji such that
η⊥
∣∣∣
∂M
= 0 , ∂[aηb]
∣∣
∂M
= ∂[aζb] , and ∇i∂[iηj] = 0 . (4.11)
One then notes that by the second equality ζa − ηa|∂M is closed and hence – by our
assumption that the boundary is topologically a sphere – (boundary) exact. It follows that
we can uniquely decompose any boundary vector field/one-form as
ζa = ηa|∂M + ∂aσ . (4.12)
Using this decomposition we can now unambiguously define the ‘normal derivative’ of a
boundary vector field:
D⊥ζa ≡ (D⊥ηa)
∣∣∣
∂M
−Kab∂bσ . (4.13)
Here on the right hand side D⊥ is the normal derivative (4.9) evaluated on the boundary-
tangent components of the bulk one-form ηi. Using the above definition we can now define
an (h-dependent) inner-product on the space of boundary vector fields X(∂M):
〈ζ(1), ζ(2)〉h ≡
∮
∂M
√
k d2y
(
ζa(1)D
⊥ζ(2)a −Kabζa(1)ζb(2)
)
. (4.14)
We might need to clarify how (4.13) is indeed the normal derivative as computed via
a suitable bulk extension χi of ζa. This follows by considering the Helmholtz or Hodge-
Morrey-Friedrichs decomposition12 of χi:
χi = ηi + ∂iφ . (4.15)
Given this decomposition one can verify that the conditions (4.5), (4.8) and (4.10) are
equivalent to (4.11) and the following:
(ni∂iφ)
∣∣
∂M
= 0 , ∂aφ|∂M = ∂aσ . (4.16)
11Once the Hamiltonian constraint is taken into account as well the arbitrariness of the exact part will
be fixed, as discussed in the next subsection.
12See appendix C and [15].
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As we pointed out in the beginning of our argument, apart from the above two con-
ditions the function φ is completely free. Interestingly all functions satisfying (4.16) share
the same normal derivative of their exterior derivative:
D⊥∂aφ
∣∣∣
∂M
= −Kab∂bσ . (4.17)
This follows because (see appendix B for details)(
∂a(n
i∂iφ)
)∣∣
∂M
= 0 ⇒ (D⊥∂aφ)
∣∣∣
∂M
= − Kab∂bφ
∣∣∣
∂M
. (4.18)
In summary (4.15) together with (4.17) and the definition (4.13) imply that for any bulk
extension χi of ζa satisfying (4.5) and (4.8, 4.10) one gets
D⊥ζa = (D⊥χa)
∣∣∣
∂M
. (4.19)
The final upshot of this identification is that the metric (4.6) for bulk diffeomorphisms sat-
isfying (4.5) and the metric (4.14) for boundary diffeomorphisms are equal and independent
of the part of χi not determined by the boundary conditions (4.8, 4.10). The metric (4.14)
can be directly interpreted as an inner-product on the tangents space of the space of vacua
V at the point h, something which we will analyse further in section 4.3.
Comments on signature
It is well known that the WdW metric (3.10) has a mixed signature, that actually jumps
between different regions in superspace [14]. As we will now show the metric (4.14) on the
space of vacua has a mixed – but constant – signature.
The split (4.12) defines a direct product decomposition of the space of boundary vector
fields:
X(∂M) = X+(∂M)⊕ X−(∂M) . (4.20)
The subspace X+(∂M) ≡ {ζ ∈ X(∂M) | ζa = ηa[ζ]|∂M} is that of boundary vector fields
that when extended into the bulk – via the procedure explained above – lead to a co-exact
bulk vector, while X−(∂M) ≡ {ζ ∈ X(∂M) | ηa[ζ]|∂M = 0} are those boundary vector
fields that get extended into exact bulk vector fields. Note that it follows from (4.12) that
elements of X−(∂M) are also exact on the boundary, but that elements of X+(∂M) are not
necessarily co-exact on the boundary since η can have an exact part13. The key observation
is now that – under the assumption of convexity of the boundary –
± 〈ζ, ζ〉h ≥ 0 when ζ ∈ X±(∂M) . (4.21)
The first of these conditions follows because via (4.18) one computes that
〈ζ, ζ〉h = −2
∮
∂M
d2y
√
kKabζaζb when ζ ∈ X−(∂M) (4.22)
13An exceptional case is when the boundary is the round 2-sphere where it happens that η is always
co-exact.
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and convexity of the boundary is equivalent to positive definiteness of its extrinsic curvature.
The second condition is obtained by rewriting the metric in terms of the WdW metric via
the bulk extension and using the co-exactness/divergencelessness to find
〈ζ, ζ〉h =
∫
M
d3x
√
hhikhjl∇(iχj)∇(kχl) when ζ ∈ X+(∂M) . (4.23)
We should stress that the decomposition (4.20) is in general not orthogonal. This is most
easily seen by computing that:
〈ζ(1), ζ(2)〉h = 2
∮
∂M
d2y
√
k σ(1)Da(K
abζ
(2)
b ) when ζ
(1)
a = ∂aσ
(1) ∈ X−(∂M) . (4.24)
So we see that the orthogonal complement of X−(∂M) is given by all boundary vectors
that satisfy the condition Da(Kabζb) = 0, which is not necessarily the case for elements of
X+(∂M). An important exception is again the round spherical boundary, see section 5.
Summary
Let us here summarize the outcome of the somewhat technical discussion we made in this
subsection. The main point is that implementation of the momentum constraint (3.6)
allows one to re-express the Lagrangian (4.4) fully in terms of the boundary values ζ of the
diffeomorphisms χ:
S[z(t)] =
∫
dt
1
2
g¯z(z˙, z˙) g¯z(z˙, z˙) = 〈ζz, ζz〉h¯(z) . (4.25)
Furthermore the inner product 〈·, ·〉h, see (4.14), that appears is fully determined in terms
of data on ∂M only. This indicates that z is a coordinate on (a quotient of) the space of
boundary diffeomorphisms, since the velocities z˙ can be identified with boundary vector
fields. We will make this precise in section 4.3. Still two puzzles remain: 1) the metric
(4.14) has mixed signature and hence different types of geodesics, which ones describe
the adiabatic solutions to GR? 2) given a boundary vector field, the bulk solution to the
momentum constraint was only unique up to an exact part, what bulk vector is the one
determining the adiabatic solution?
In particular the second question is important for conceptual reasons, since to construct
the actual bulk metric that provides a(n approximate) solution to the Einstein equations
one needs the full bulk diffeomorphism. As we discuss in the next subsection both issues
are resolved by implementing the Hamiltonian constraint (3.7).
4.2 The Hamiltonian constraint and null geodesics
In the previous subsection we solved the momentum constraint (3.6) on tangent vectors
of the type (4.3). One key result was that in the Helmholtz decomposition (4.15) the co-
exact/divergenceless part ηi is fully determined in terms of the boundary data, while ∂iφ
remains undetermined. The next step is to additionally evaluate the Hamiltonian constraint
(3.7) on (4.3). Using that the vacua are Ricci flat it reads:
(∇iχi)2 −∇(iχj)∇iχj = 0 . (4.26)
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Using (4.15) we can interpret the above equation as an equation for φ:
(∇i∂iφ)2 −∇i∂jφ∇i∂jφ− 2∇iηj∇i∂jφ = ∇(iηj)∇iηj . (4.27)
The above equation is to be solved with ηi given by the procedure of the last subsection,
and under the boundary conditions
ni∂iφ
∣∣
∂M
= 0 , ∂aφ|∂M = ∂aσ . (4.28)
This non-linear differential problem appears to be non-trivial. The part quadratic in φ is the
2-Hessian operator [16] but the additional term linear in the second derivatives of φ makes
(4.27) different from equations typically studied in the literature on Hessian equations. We
feel confident however to conjecture that a non-singular solution for φ exists and is unique
(provided the integrability condition (4.32) discussed below is satisfied). Together with the
results of the last subsection this conjecture is equivalent to the statement that for every
boundary vector field ζa there is a unique extension into a bulk vector field χ with vanishing
normal component at the boundary that solves both (4.5) and (4.26).
An important property of (4.26) is that – with the help of (4.5) – it can be rewritten
as a conservation law:
∇iji = 0 (4.29)
where
ji = χk∇(iχk) − χi∇kχk (4.30)
= −2∂[iφ∇k]∂kφ− 2η[i∇k]∂kφ+∇(iηk)∂kφ+ ηk∇(iηk) . (4.31)
Integrating (4.29) over M leads to the condition (remember χa|∂M = ζa, χ⊥
∣∣
∂M
= 0):
0 =
∫
∂M
√
kd2y j⊥ = 〈ζ, ζ〉h . (4.32)
We thus find that the equation (4.29) implies that the boundary vector field ζ is a null
vector for the metric (4.14). Note that we showed in (4.21) that (4.14) has mixed signature
and hence allows null vectors. So we see that (4.32) provides an integrability condition on
the boundary values of χ for which the problem (4.5, 4.26) has a solution. From a physical
point of view we can consider this integrability condition as a constraint on the geodesic
problem (4.25), selecting the null geodesics.
In summary consideration of the Hamiltonian constraint solves both puzzles listed at
the end of the previous subsection (albeit the second only conjecturally): 1) only metrics
corresponding to null geodesics solve the Einstein equations including the Hamiltonian con-
straint 2) given a null boundary vector field there exists a unique bulk extension satisfying
both momentum and Hamiltonian constraints.
4.3 The homogeneous space structure
It followed rather directly from the definition of the set of vacuum metrics that there is a
transitive action of diffeomorphisms on it. At the same time many – though not all – of
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these metric should be physically identified as describing the same space-time. We will now
shortly review how the analysis of the constraints is equivalent with the quotient (3.19) and
how the metric (4.6) is consistent with the homogeneous space structure. For an analogous
– but not completely equivalent – discussion in more detail we refer to [6].
The first quotient via the constraints
It might so far have appeared somewhat arbitrary to only physically identify metrics that
differ by diffeomorphisms that act trivially on the boundary. Let us explain here how this is
reflected in the constraints. In the previous subsections we investigated the tangent space
of the space of vacua by considering motion along it. The momentum constraint equations
((3.6), (3.7)) on the velocities (4.3) can as such be interpreted as constraints on the vectors
tangent to V. As we partially argued, partially conjectured there, every boundary vector
field that has vanishing norm with respect to the inner product (4.14) has a unique bulk
extension consistent with the constraints. This meas that we can uniquely split any bulk
vector field χ with null boundary component ζ as:
χ = χ[ζ] + χ0 . (4.33)
Here χ[ζ] is the vector field obtained by restricting χ to the boundary and then solving the
constraints with these boundary values as input. The other part χ0 is by definition simply
the difference χ−χ[ζ]. The point is now that by definition χ0 is a vector field that vanishes
on the boundary, or in other words it is an element of the Lie algebra g0 of the group G0 of
boundary trivial diffeomorphisms. One easily verifies that g0 forms a Lie-algebra ideal of
the Lie algebra g of boundary preserving diffeomorphisms. We can thus think of the χ[ζ]
as representatives for the quotient Lie algebra S = g/g0, and it is exactly these that are
selected by the constraints. So an analysis of the constraints implies one should quotient the
group of boundary preserving diffeomorpisms by the normal subgroup of diffeomorphisms
that vanish at the boundary. By the first isomorphism theorem the resulting quotient group
is isomorphic to the group of boundary diffeomorphisms:
S ≡ G
G0
∼= Diff(∂M) . (4.34)
Note that strictly speaking we skipped a few logical steps in the above argument; we started
our argument by considering bulk vector fields whose boundary components were null with
respect to (4.14) and ended up drawing conclusions for all bulk vector fields. That indeed
such a generalization is natural and valid is supported by the fact the the metric (4.14) is
well defined on (a further quotient of) S and furthermore invariant under its left-action, as
we will explain below. The main conclusion is that we should interpret φ in (3.18) as an
element of S.
Left invariant metric and a second quotient
One of the main results of the previous subsection was the derivation of the inner product
〈ζ, ζ〉h¯ (4.14) on the space of vacua. It is important to note that this metric depends on the
vacuum h¯. This dependence is however highly restricted, due to the homogeneous space
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structure of the space of vacua. Due to the transitive action of S the metric at an arbitrary
point h¯ can be easily related to the metric at a fixed reference point h¯o. This general feature
of homogeneous spaces can be made fully explicit in our setup as well by re-expressing a
tangent vector (4.3) at h¯ in terms of one at h¯o (see appendix A for a derivation):
h˙ = φz · Lσz h¯o = φ ·Doσz where σiz(x) = φ˙iz(φ−1z (x)) . (4.35)
In terms of vector fields this amounts to χz = φz · σz. By diffeomorphism invariance of
(4.6)/(4.14) it then follows that (identifying bulk vector fields with their boundary values,
as explained in the previous subsections):
〈χz, χz〉h¯(z) = 〈σz, σz〉φ−1·h¯(z) = 〈σz, σz〉h¯o ≡ 〈σz, σz〉 . (4.36)
The key point of the line above is that all the way on the left we have a z-dependent inner
product of two z-dependent vectors, while all the way on the right we have a z-independent
inner product – where for this reason we drop the h¯0 subscript – of a z-dependent vector
field. This is the key property of a homogeneous space, and σz plays the role of local frame
on V. Note that more pragmatically σz is a boundary vector field and 〈·, ·〉 hence an inner
product on the Lie algebra of boundary diffeomorphisms. It is useful to compare it to the
standard14 inner product:
(ζ(1), ζ(2)) =
∫
∂M
√
kod
2y koabζ
a
(1)ζ
b
(2) . (4.37)
Via (4.14) one then has the relation
〈ζ(1), ζ(2)〉 = (ζ(1),Dζ(2)) (4.38)
where
Dζa = D⊥ζa −Kabζb . (4.39)
This operator D that determines the inner product has various properties. Note first that
D is symmetric with respect to (4.37), as can be established via the results of the previous
subsections. Second we observe that any boundary preserving bulk Killing vector is a
boundary Killing vector and sits in the kernel of D, this follows directly from decomposing
the bulk Killing equation on the boundary via (B.14) together with (4.8, 4.10):
∇(iχj) = 0 ⇒ D⊥χ⊥
∣∣∣
∂M
= 0 , D(aζb) = 0 , D
⊥ζa −Kabζb = 0 . (4.40)
One should then note that the Killing vectors are exactly those that leave the vacua invariant
and hence form the isotropy group K of the transitive action of diffeomorphisms on the
space of vacua. Putting these observations together establishes that (4.38) is a metric on
the homogeneous space V = S/K, the quotient of the space of boundary diffeomorphisms
by boundary isometries. It also follows that D is Ad(K)-equivariant, making (4.38) left
invariant under the action of S. In summary V together with the metric (4.38) is a (infinite
dimensional) Riemannian homogeneous space15.
14See e.g. [17].
15See appendix B of [6] for our definitions and conventions on homogeneous spaces.
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An interesting question that remains is if the kernel of D is also spanned by Killing
vectors. If not then the metric (4.38) would be degenerate. Although we expect (4.38) to
be non-degenerate on V we leave a detailed argument to future work. In the example of a
round boundary indeed this expectation is true, see section 5.
The homogeneous space structure is very relevant also for the geodesic problem, as
(most) geodesics are simply orbits of one-parameter subgroups of S. We will not investigate
this further here but refer the interested reader to [6] where this was worked out in more
detail for the case of YM theory.
Asymptotic symmetries as conserved momenta The group S discussed above is that
of symmetries of the adiabatic action (4.25) and thus lead to conserved momenta through
the standard Noether procedure. The momentum associated to a boundary diffeomorphism
generated by a vector field ζ is given through the Noether formula by
Pζ ≡ gz(z˙, δζh) = 〈ζ, χz〉h¯(z) =
∫
∂M
√
k¯d2y niejaζ
ah˙ij . (4.41)
These conserved momenta coincide with the conserved charges of full GR in our setup16.
To make this explicit, we will show that exactly the same result (4.41) is found by a
symmetry analysis through the covariant phase space method (see e.g. [18] for an overview).
First one defines the symplectic potential Θ(δh) =
∫
θ, through the total derivative term
appearing in the variation of the Lagrangian δL = (E.o.m)δh+ dθ(δh) and the integration
is over a Cauchy hypersurface – M in our particular case. Then the symplectic form of
the theory is defined as the antisymmetric variation of the symplectic potential Ω(δ1, δ2) =
δ1Θ(δ2) − δ2Θ(δ1). Now the charges are defined by contracting the associated symmetry
with the symplectic form i.e.
δQχ = Ω(δh, δχh) (4.42)
where in this case δχ = Lχ is the Lie derivative with respect to a diffeomorphism χ. Hence
δχΘ(δh) = LχΘ(δh) = χ · dΘ + d(χ ·Θ) . (4.43)
Integrating this over M and using that χ is a spatial vector with vanishing normal compo-
nent at the boundary leads to
δQχ =
∫
M
δΘ(δχh) (4.44)
which can be directly integrated to give
Qχ =
∫
M
Θ(δχh) . (4.45)
The symplectic potential Θ of GR – see [19] – in the GNC gauge (3.3), evaluated on a
diffeomorphism δhij = 2∇(iχj) is given by
Θ(δχh) =
∫
M
d3x
√
h(h˙ij − hijhklh˙kl)∇iχj . (4.46)
16The same is true in YM theory, see [6].
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Through integration by part and using the momentum constraint (3.6) one finds
Qχ =
∫
∂M
d2y
√
k ni χj h˙ij , (4.47)
which confirms
Pζ = Qχ where ζa = χa|∂M . (4.48)
5 Example: GR in a round sphere
In this section we illustrate some parts of our construction by working it out in the simplest
case, where the boundary is a round 2-sphere, in other words we consider M = B3R the
three dimensional ball of radius R with its standard embedding in R3. We will choose as
our reference coordinates the spherical ones, (xi) = (r, θ, ϕ), so that the boundary is simply
the surface r = R and the reference vacuum can be chosen to be
ds2o = h
o
ijdx
idxj = dr2 + r2(dθ2 + sin2 θdϕ2) . (5.1)
The natural foliation to use is then by spheres of radius r so that
ni = δ
r
i , e
r
a = 0 , e
a
b = δ
a
b , ds
2
∗ = kabdy
adyb = r2(dθ2 + sin2 θdϕ2) . (5.2)
Using these expressions one finds Γba = Kab =
1
r δ
a
b so that
Dζa = ∂rζa (5.3)
and thus
〈ζ(1), ζ(2)〉 =
∮
S2R
d2y
√
kkabζ
a
(1)∂rζ
b
(2) . (5.4)
The key point is of course the meaning of the radial derivative ∂r on the boundary vector
field ζ. As explained in section 4.1, it is defined as the radial derivative of the bulk extension
of this boundary vector field. Instead of relying on the general results used in that section
we can find the extension in this case by direct construction. Using the Helmholtz split
(4.15), χi = ηi + ∂iφ, one can solve the momentum constraint (4.5) for η. The unique
solution with vanishing normal component at the boundary is
ηi = r
√
hijknj∂kH (5.5)
where H is a harmonic function:
H = −R
∑
`,m
a`m
( r
R
)`
Y`m . (5.6)
It follows that on the boundary
ηa|∂M = R2
√
kab∂bτ , τ =
∑
`,m
a`mY`m . (5.7)
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We thus see that the split (4.12) of the boundary vector fields in this case amounts to the
Hodge decomposition on the sphere:
ζa = χa|∂M = ηa|∂M + ∂aσ = R2(
√
ka
b∂bτ + ∂aρ) , ρ =
∑
`,m
b`mY`m . (5.8)
Given this decomposition we can then compute the normal derivative via the normal deriva-
tive for the bulk extension:
Dζa = ∂rζa = (∂rηa)|∂M + (kab∂a∂rφ)
∣∣∣
∂M
+ (∂aφ∂rk
ab)
∣∣∣
∂M
(5.9)
= R
√kab∂b
∑
`,m
(`− 1)a`,mY`m
− 2kab∂bρ
 . (5.10)
Note that although the extension in the bulk of φ is not fully determined by the momentum
constraint the boundary condition that ∂rφ vanishes all over the boundary is enough to
perform the above computation. This holds more generally, see formula (4.17) with which
the result above is consistent. In principle one can obtain the unique bulk extension ∂iφ of
∂aσ by the Hamiltonian constraint (4.26), but we have so far failed to solve this equation
explicitly, even in the particular example considered here.
Given the explicit expression (5.10) one can directly read of the kernel, it is given by
the divergence free vectors for which τ has only an ` = 1 component. These are exactly the
vector fields that generate the SO(3) rotations, confirming our expectation that in general
this kernel is given by boundary preserving Killing vectors. We can then fully characterize
the space of vacua in this example:
V = Diff(S2)/SO(3) . (5.11)
Furthermore via (5.10) we can also characterize the metric at the reference point explicitly:
〈ζ(1), ζ(2)〉 = R3
∑
`,m
`(`+ 1)
(
(`− 1)a(1)`ma(2)`m − 2b(1)`mb(2)`m
)
. (5.12)
Note that in this particular example the decomposition (5.8) is also orthogonal. The positive
definite component is spanned by volume preserving diffeomorphisms.
6 Discussion
In this paper – as a continuation of [6] – we investigated a subset of the configuration space of
GR that we call the space of vacua. In the presence of a boundary for the spatial manifold,
those diffeomorphisms that are non-trivial on the boundary generate global symmetries
rather than a gauge equivalence. These symmetries are spontaneously broken and generate
the whole space of vacua so that it is a homogeneous space. One consequence of the presence
of this space of vacua is that there will exist in GR – in the presence of a finite boundary
– slow velocity solutions that can be approximately described as geodesic motion on this
space. We computed the corresponding metric (4.14) on the space of vacua, showed how it
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is fully determined in terms of data on the boundary and computed its pseudo-Riemannian
signature. Furthermore we explained how the Hamiltonian constraint becomes a constraint
on the geodesic motion on the space of vacua, selecting only null geodesics.
There remain a few open issues in our analysis. The main problem that requires further
investigation is our conjecture of uniqueness and existence of solutions to the boundary
value problem (4.27). Finding (example) solutions would allow for the explicit construction
of nontrivial approximate solutions of the 4d vacuum Einstein equations, which would of
course be highly interesting.
Furthermore there are some obvious generalizations of our setup to consider. One could
investigate more general topologies forM and ∂M or repeat a similar analysis around other
solutions, such as black holes.
As far as we are aware our approach has not been considered previously in the literature
(apart from [5] for YM). Although our starting point and method is new in its application
to GR, there are various concepts and results that are closely related to various other areas
of recent research. Below, we discuss a few of them that deserve further investigation.
Relation to edge modes
One interpretation of our results is that the dynamics of GR in an adiabatic limit is described
in terms of boundary degrees of freedom only. This is still far from full-fledged holography,
which tries to reformulate all of GR in terms of boundary degrees of freedom. It appears
our adiabatic solutions are closely related to edge modes – degrees of freedom due to the
presence of a boundary in addition to bulk degrees of freedom. To keep the discussion short,
we consider the electromagnetic couterpart of our analysis. The presymplectic potential
[19] of the theory is given by Θ =
∫
M d
3xEi δAi which has the structure piδqi pairing
canonical variables. To extract the bulk and boundary degrees of freedom we use the Hodge
decomposition (see equation (C.8)) to expand Ei, Ai into their transverse and longitudinal
parts
Ei = Eˆi + ∂iϕ , ∂iEˆ
i = 0 , Eˆ · n = 0 , ∇2ϕ = 0 , (6.1)
Ai = Aˆi + ∂iψ , ∂iAˆ
i = 0 , Aˆ · n = 0 . (6.2)
The last equality in (6.1) is a result of ∂iEi = ∂iEˆi = 0. Using the above decompositions
in the symplectic potential we find
Θ =
∫
M
d3x Eˆi δAˆi +
∮
∂M
∂⊥ϕ δψ = (Eˆ, δAˆ) + 〈ϕ, δψ〉 ,
where the inner products are those of the configuration space and the space of vacua (the
electromagnetic couterparts of (3.10), (4.6)) respectively. Thus we see that while the trans-
verse parts of the electric field and gauge field pair in the bulk, the normal component of the
electric field is paired with a large gauge field at the boundary. The latter pair is referred to
as a boundary degree of freedom, or edge mode, and has appeared in a number of different
analyses, see e.g. [20–23]. Our analysis however gives a bulk interpretation to the latter as
well. It pairs the Coulombic part of the electric field with the harmonic extension of large
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gauge field inside the bulk. The next question is to find the theory governing the dynamics
of edge modes. This question has been tackled in [21, 23]. Our adiabatic analysis induces
a dynamics for edge modes which at first glance is a truncation of that of [23]17, while the
connection to the boundary action of [21] is less clear. Clarifying these issues would be
interesting.
Infinite volume limit and relation to soft charges and IR structure
In the last few years there has been a renewed interest in asymptotic symmetries, with the
establishment of a direct connection to soft theorems and the memory effect – see [20] for a
review and a stepping stone into the literature. By its very definition this subject deals with
infinite volume while in our approach we consider a compact spatial manifold. It is however
natural to investigate whether the results in infinite volume can be reproduced as a limit
of our analysis. In YM theory the symmetry groups were identical for infinite volume and
finite volume, while this matching is not obvious for GR where the asymptotic symmetries
contain the BMS group. Our result could possibly be matched with an extension of the
BMS group containing Diff(S2). One such extension was proposed in [24], but especially
the symmetries of [25] (see also [26]) – obtained by a correspondence to an infinite tower of
soft theorems – appear to be identical to those of our setup.
In the limit of infinite volume at finite time, the boundary will tend to spatial infinity
and recently the asymptotic symmetries of GR have been reformulated in that setting [27–
30]. Let us mention that understanding asymptotic symmetries through a limit from finite
volume has been previously considered in [31, 32].
One of the main attractions of our approach is its highly geometric nature. Recently an
equally geometric approach to asymptotic/boundary symmetries has been developed [32–
34]. There – using the natural metric on configuration space – a connection which singles
out the transverse (radiative) degrees of freedom in phase space is defined. Note however
that this does not automatically imply that the longitudinal sector is non-physical. Indeed
we showed here and in [6] that longitudinal dynamics can lead to physically non-trivial
solutions, which find themselves naturally in the Coulombic sector of the theory (see also
[21, 35]).
Finally let us point out the similarity of our starting point – namely a family of metrics
related by diffeomorphisms, see (4.1) – to that of Weinberg in his work on adiabatic modes
in cosmology [36]. One apparent difference is however that there one starts from a limit of
small spatial derivatives while we consider small time derivatives. It would be interesting
to see if the geometric methods we apply can play a role in this area of research – see e.g.
[37, 38] for recent developments.
Relation to multipoles
In YM theory we observed – by explicit construction [6] – that various static electric fields
which are manifestly non-pure gauge are produced by time-dependent spatial gauge trans-
formations of the trivial gauge field. Although we have not been able to explicitly construct
17We thank A. Blommaert and T. Mertens for an interesting discussion of this point.
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the corresponding solutions in GR, our work shows that at least implicitly the same is true
in GR. The conserved charges of the geodesic motion in YM theory have a direct interpre-
tation as multipole charges [6, 39]. It seems natural to expect the same to be true in the
case of GR, especially given the recent reformulation of gravitational multipole moments as
Noether charges [40]. A technical difficulty in such a comparison is however the different
choice of gauge made in these two approaches.
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A Technicalities on the time derivative of a spatial diffeomorphism
It will be convenient to use the shorthand notation
φ
k
i = ∂iφ
k , φ
k
i φ
j
k = δ
j
i , φ
k
i φ
i
l = δ
k
l . (A.1)
Our starting point are the formulae (3.14) and (3.18) that can be combined together as
hij(x) = φ
k
i φ
l
jh
o
kl(φ(x)) . (A.2)
We then compute the time derivative, using that time only enters through φ:
h˙ij(x) = φ˙
k
i φ
l
jh
o
kl(φ(x)) + φ
k
i φ˙
l
jh
o
kl(φ(x)) + φ
k
i φ
l
jφ˙
m∂mh
o
kl(φ(x)) . (A.3)
There are now two ways to rewrite this. First observe that
Lχhij = χ
m∂mhij + 2hm(i∂j)χ
m (A.4)
= 2χmφ
k
m(iφ
l
j)h
o
kl + φ
k
i φ
l
jχ
mφnm∂nh
o
kl + 2h
o
klφ
k
mφ
l
(i∂j)χ
m (A.5)
= φ
k
i φ
l
jχ
mφnm∂nh
o
kl + 2h
o
klφ
l
(i∂j)
(
φkmχ
m
)
. (A.6)
So we see that
h˙ij(x) = Lχzhij(x) , χ
i
z = φ˙
kφik . (A.7)
This first way of rewriting expresses the intuitive fact that the time derivative (i.e. velocity)
at some point is given by a tangent vector at that point (and furthermore that this tangent
vector is the image of a tangent vector on the group manifold). There is also a second way
of looking at things, which will be more useful for us, by mapping this tangent vector to
the fixed reference point ho. To see this we rewrite (A.3) in a second way:
φ · (Lσho)ij(x) = φki φlj
(
σm(φ(x))∂mh
o
kl(φ(x)) + 2h
o
m(k(φ(x))∂l)σ
m(φ(x))
)
. (A.8)
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We thus see that we reproduce (A.3) if we take
σm(x) = φ˙m(φ−1(x)) . (A.9)
This follows because ∂lσk = φ˙
k
i φ
i
l. So we get
h˙ij(x) = φ · (Lσzho)ij(x) . (A.10)
Finally observe that
χz = φ · σz . (A.11)
The two relations can then also be seen to follow from the identity
Lφ·σ(φ · ho) = φ · (Lσho) . (A.12)
B Details of the boundary geometry
In the main text we use various geometric aspects – both intrinsic and extrinsic – of the
boundary, that follow naturally from the embedding of the boundary manifold ∂M into the
manifold with boundary M . The collar theorem [15] guarantees that the boundary can be
described as a hypersurface in a foliation of a neighborhood of the boundary in M . We
can thus express the boundary geometry using the language of foliations, see e.g [41].We
will use the indices i, j, k, . . . and a, b, c, . . . when referring to the tangent space of M and
∂M respectively. Note that M is the spatial manifold of space-time and has a metric h
of Euclidean signature, as does the induced metric k on the boundary, and we raise/lower
indices with these metrics respectively.
We start by introducing a normalized outward pointing normal vector ni and d − 1
vectors eia, where a : 1, ..., d− 1, that will be tangent to the hypersurfaces:
nin
i = 1 , eiani = 0 . (B.1)
A concrete realization of these vectors can be made when the hypersurfaces in the foliation
are defined by a particular scalar function being constant: F (x) = cst. There then exist
d−1 parameters ya – coordinates on the boundary – and functions xi(y) such that ∂aF = 0.
In that case one can choose
eia =
∂xi
∂ya
, ni = N∂iF where N = (hij∂iF∂jF )−1/2 . (B.2)
The bulk metric h then decomposes in terms of the induced metric k as follows
hij = ninj + eiae
j
bk
ab where kab = hijeiae
j
b . (B.3)
Furthermore one defines
eai = hijk
abejb . (B.4)
The boundary geometry, or more concretely its metric and all bulk covariant derivatives
restricted to the boundary, can be expressed in terms of a few basic objects: the induced
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metric kab, the extrinsic curvature Kab, the ‘acceleration vector’ κa, a ‘normal connection’
Γba and finally the Levi-Civita connection of the induced metric Γcab. These objects are
defined as
Kab = e
i
ae
j
b∇inj , (B.5)
κa = n
ieja∇inj , (B.6)
Γba = n
iebj∇ieja , (B.7)
Γcab = e
c
ie
j
b∇jeia (B.8)
where ∇ is the Levi-Civita connection for h. For the special cases 1) [n, ea] = 0 one has
Γba = K
b
a, 2) n generatesM -geodesics, κa = 0. For calculational purposes the decomposition
of the covariant derivatives of the foliation adapted frame in terms of the above objects is
useful:
∇inj = κaeajni +Kabeai ebj , (B.9)
∇inj = κaejani +Kabeai ejb , (B.10)
∇ieja = −κaninj −Kabnjebi + Γbaniejb + Γcabebiejc , (B.11)
∇ieaj = −κaninj −Kabnjebi − Γabniebj − Γabcebiecj . (B.12)
A bulk vector can be decomposed into parts normal and tangent to the hypersurfaces as
V i = V ⊥ni + eiaV
a (B.13)
and the bulk covariant derivative of such a vector then decomposes as
∇iV j =
(
D⊥V ⊥ − κaV a
)
nin
j +
(
DaV
⊥ −KabV b
)
eai n
j
+
(
D⊥V a + κaV ⊥
)
nie
j
a +
(
DaV
b +Ka
bV ⊥
)
eai e
j
b (B.14)
where
D⊥V ⊥ = ni∂iV ⊥ , (B.15)
D⊥V a = ni∂iV a + ΓabV
b , (B.16)
DaV
⊥ = ∂aV ⊥ , (B.17)
DaV
b = ∂aV
b + ΓbacV
c . (B.18)
Note that the hypersurface covariant derivatives D⊥ and Da naturally generalize to arbi-
trary hypersurface tangent tensors and both are metric compatible
D⊥kab = 0 , Dakbc = 0 . (B.19)
C The boundary value problem via differential form decomposition
In the main text of this paper an important boundary value problem appears. Given a
tangent vector field, what are the possible bulk extensions with vanishing normal component
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at the boundary that solve the momentum constraint (4.5)? We shortly discussed the
solution of this problem there, but will fill in some details and make things more precise
in this appendix. The solution of the problem is based on the Helmholtz decomposition,
namely that every vector field can be written as a sum of a gradient and curl. This classic
theorem is more elegantly phrased in the modern language of differential forms on manifolds
with boundaries where its generalization is the Hodge-Morrey-Friedrichs decomposition.
This appendix is based on the introduction to the subject [15] whose notation we follow.
We start by reviewing some key notation and results and then use these to address the
particular boundary value problem of interest in this paper.
C.1 Hodge-Morrey-Friedrichs decomposition
The starting point is a compact Riemannian manifold with boundary18 (M,h), where we
denote the boundary by ∂M , for a full definition see [15]. We will be dealing with differential
forms ω ∈ Λp(M), on which we have the usual definitions of exterior derivative d, hodge
star ? and co-differential δ = (−1)p(d−p+1) ? d?.
Any differential form ω can be restricted to the boundary, and we denote this restriction
with ω|∂M . This should not be confused with the pull-back – via the natural inclusion map
ı : ∂M →M – of ω to the boundary, which has only components tangent to the boundary
and which for this reason we denote with tω. The normal part of a form on the boundary
is then defined to be
nω = ω|∂M − tω . (C.1)
It follows from these definitions that
dtω = tdω and δnω = nδω (C.2)
where with slight abuse of notation the exterior derivative/co-differential onM and ∂M are
indicated with the same symbol. As in the case without boundary Λk(M) comes equipped
with the inner product
〈ω, η〉 =
∫
M
ω ∧ ?η . (C.3)
This inner product can then be used to define the Hilbert space of square integrable k-forms
and in this paper we only consider such square integrable forms.
The first non-trivial consequence of a non-empty boundary is that d and δ are no
longer automatically each others adjoint, but that this depends on boundary conditions.
This follows from the Green’s identity
〈dω, η〉 = 〈ω, δη〉+
∫
∂M
tω ∧ ?nη . (C.4)
This formula is one of the main technical tools underlying the derivations of the following
results.
18Strictly speaking M is assumed to be a ∂-manifold, which demands additionally topological complete-
ness, differentiability and orientation [15].
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Hodge-Morrey decomposition ([15] Thm 2.4.2) One can uniquely decompose a k-form
ω on M as
ω = dα+ δβ + κ where tα = 0 , nβ = 0 and dκ = δκ = 0 . (C.5)
Note that this decomposition is orthogonal, i.e. the three terms on the RHS are each
mutually orthogonal with respect to the inner product (C.3). A form like κ, that is both
closed and co-closed is called a harmonic field19.
Hodge-Morrey-Friedrichs decomposition ([15] Cor 2.4.9) The decomposition (C.5)
can be further refined by additionally decomposing the harmonic field κ. This can be done
in 2 ways, each providing a unique decomposition of an arbitrary k-form ω:
ω = dα+ δβ + dλ+ κˇ where tα = nβ = nκˇ = dκ˜ = δκˇ = δdλ = 0 , (C.6)
ω = dα+ δβ + δγ + κˆ where tα = nβ = tκˆ = dκˆ = δκˆ = dδγ = 0 . (C.7)
Again this decomposition is orthogonal, all four terms on the RHS of both decompositions
are mutually orthogonal wrt (C.3). Note that one can regroup terms in the decompositions
(C.6, C.7) to write
ω = dφ+ ψ where δψ = 0 , nψ = 0 , (C.8)
ω = δρ+ σ where dσ = 0 , tσ = 0 . (C.9)
In words these decompositions (C.8, C.9) read: "Every form can be uniquely decomposed
into an exact part and a co-closed part with vanishing normal component on the boundary"
and "Every form can be uniquely decomposed into a co-exact part and a closed part with
vanishing tangent component on the boundary"
Dirichlet and Neumann fields ([15] Thm 2.6.1 and Cor 2.6.2, [42]) When the bound-
ary of a manifold M is non-empty the space of harmonic fields is infinite dimensional. The
subspaces of harmonic fields satisfying Dirichlet or Neumann boundary conditions respec-
tively are however finite dimensional and isomorphic to the homology groups of M . To
make this precise we first define Dirichlet fields κˆ and Neumann fields κˇ as forms satisfying
respectively
dκˆ = δκˆ = 0 with tκˆ = 0 and dκˇ = δκˇ = 0 with nκˇ = 0 . (C.10)
The space of Dirichlet/Neumann fields of degree p is then indicated with HpD/N(M) respec-
tively. The standard homology of cycles – i.e. chains without boundary – up to boundaries
is referred to as the absolute homology ofM and we indicate the respective spaces of degree
p with Hp(M). Additionally on a manifold with boundary one can define relative homology,
where a relative cycle is defined as a chain whose boundary lies entirely in ∂M and a chain
is a relative boundary if it can be completed into a boundary by a chain lying entirely in
19Note that every harmonic field is automatically a harmonic form, i.e. a form on which the Laplace-
Beltrami operator ∆ = dδ + δd vanishes. On a manifold with boundary the reverse is however not always
true, not every harmonic form is a harmonic field.
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∂M . We indicate the space of relative homology classes – relative chains modulo relative
boundaries – with Hp(M,∂M). The key result is then that
HpN(M) ∼= Hp(M) ∼= Hd−p(M,∂M) , HpD(M) ∼= Hp(M,∂M) ∼= Hd−p(M) . (C.11)
The isomorphism between absolute and relative cohomology goes under the name of Lef-
schetz duality, which reduces to Poincaré duality when the boundary is empty.
Note that the isomorphisms above together with the decompositions (C.8, C.9) imply
that on M a closed p-form is exact iff Hp(M) = {0} and that a co-closed p-form is co-exact
iff Hd−p(M) = {0}.
Some first order boundary value problems Here we select a few results on some
particular first order boundary value problems on M that we will use in the solution of the
second order boundary value problem of our interest in the next subsection.
BV1 ([15] Thm 3.2.5) Given a closed boundary form tξ there exists a harmonic field κ,
unique up to an arbitrary Dirichlet field, such that tκ = tξ.
BV2 ([15] Cor 3.2.6) Given a closed form η, orthogonal to Neumann fields, then there exists
a form ω, unique up to an arbitrary Neumann field, such that dω = η, δω = 0 and
nω = 0.
BV3 ([15] Thm 3.3.3) Consider a closed boundary form tξ such that
∫
∂M tξ∧?nκˆ=0 for all
Dirichlet fields κˆ. Then there exists a closed form ω such that nω = 0 and tω = tξ.
C.2 Boundary value problem
The second order boundary value problem of our interest is given in (4.5), (4.8, 4.10). We
will show a solution exists and characterize its form in this section. In the form language
of this appendix the problem and its solution translates to
BV Given a boundary one-form tζ, a one-form χ exists such that δdχ = 0, nχ = 0 and
tχ = tζ, it is unique up to exact forms dα that vanish on the boundary. This holds
under the assumption that M is homologically trivial.
In the main text we restrict our analysis to M being homeomorphic to a (closed) ball.
As M is then contractible to a point it is homologically trivial. As reviewed in the previous
subsection this implies that – except for degree 0 and d – there are no non-zero Dirichlet
and Neumann fields. We start by applying the HMF decomposition (C.6) to χ, using the
absence of Neumann fields
χ = dφ+ δβ where nδβ = 0 . (C.12)
Using this decomposition the boundary value problem for χ translates as
δdδβ = 0 with ndφ = 0 and tdφ+ tδβ = tζ . (C.13)
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We can solve the second order problem for δβ as two subsequent first order problems. Let
us call θ = dδβ, then θ satisfies
δθ = dθ = 0 with tθ = tdζ . (C.14)
By BV1 of the previous subsection, and using vanishing of all Dirichlet fields, it follows
that θ exists and is unique. Given this unique θ we can then write
dδβ = θ, δδβ = 0 with nδβ = 0 . (C.15)
This has the form of BV2 of the previous subsection, and using vanishing of all Neumann
fields, it follows that δβ exists and is unique. The last step is to determine that there exists
a dφ to complete χ. This exact part satisfies the differential problem
ddφ = 0 with ndφ = 0, tdφ = tζ − tδβ , (C.16)
which has a guaranteed solution by BV3 of the last subsection, because d(tζ − tδβ) = 0
and all Dirichlet fields are zero on M . Note that dφ is not unique since adding any dα such
that dα|∂M = 0 would also give a solution. That such dα exist follows again from BV3.
Finally let us comment that the above existence proof can be replaced with an explicit
construction of the solution using Green’s forms [43].
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