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Nomenclature
List of Symbols
Symbols used in this dissertation are reported in order of appearance. Those
marked in bold fonts represent vectors.
Symbol Units Description
w m width of a cantilever
l m length of a cantilever
me kg effective mass of a mechanical resonator
x(t) m time-dependent displacement function
Γ kg s−1 intrinsic dissipation
k N m−1 spring constant
F N sum of driving and thermal force of a cantilever
mtot kg total cantilever mass
τm Nm module of the magnetic torque
le m effective length
θc deg angle of the cantilever’s free end with
respect to the applied magnetic field
x m position of the cantilever’s free end
n - index of the vibrational mode
Fmin N minimal detectable force
kB J/K Boltzmann constant
T K temperature
B Hz measurement bandwidth
f0 Hz fundamental cantilever frequency
Q - quality factor
t m thickness of the cantilever
Ey Pa Young’s modulus of the material
ρ kg m−3 mass density of the material
xosc m cantilever’s oscillation amplitude
∆f Hz frequency shift of the cantilever
∆m kg change of the cantilever’s mass
vi Nomenclature
ω0 Hz fundamental angular frequency
λ m laser wavelength
c - correction factor
H A m−1 applied magnetic field vector
µ(H) J T−1 magnetic moment of the sample
E J total energy of the cantilever with a
magnetic sample attached
Em J magnetic energy
τy(θc) Nm torque in yˆ direction as a function of the
cantilever’s deflection
km Nm
−1 magnetic spring constant
Fm N magnetic driving force
ωm Hz angular resonance frequency in
presence of a magnetic interaction
∆ω Hz change of the angular frequency
x(ω) m displacement response as a function
of the angular frequency
x˜(w) m Hz−1 Fourier transform of the displacement
F˜m(ω) n Hz
−1 Fourier transform of the magnetic driving force
x(t) m time-dependent displacement function
µ0 N A
−2 vacuum permeability
V m3 volume of the magnetic sample
K J m−3 crystalline anisotropy
Ms A m
−1 saturation magnetization
M - net magnetization over the sample
θm, φm deg angles describing the orientation
of the net magnetization
m - orientation of the sample
θn, φn deg angles describing the orientation
of the sample
Mz T magnetization pointing in z direction
x˜(ωm) V amplitude response as a function of ωm
HAC T AC magnetic field
χ¯AC - AC magnetic susceptibility tensor
Fp N driving force of the piezo-electric actuator
Γ0 kg s
−1 intrinsic cantilever dissipation
Γm(H) kg s
−1 magnetic dissipation
T1 s magnetic relaxation time
µB J T
−1 Bohr magneton
Etot J total magnetic energy
EZ J Zeeman energy
Eex J symmetric exchange energy
List of Symbols vii
EK J anisotropy energy
Ems J magnetostatic energy
Jij J exchange integral
Si,Sj - spin vectors
A J m−1 exchange coupling parameter
Tc K Curie transition temperature
Mr A m
−1 remanent magnetization
Hc T coercive field
Hdm A m
−1 demagnetization field
H′ A m−1 total, internal magnetic field
D‖, D⊥ - demagnetization factors
β - ratio between inner and outer radius of a tube
ri m inner radius of a tube
ro m outer radius of a tube
do m outer diameter of a tube
L m length of the sample
λex m spin exchange length
rc(β) m critical radius depending on β
EDM J asymmetric exchange energy
Dij J Dzyaloshinskii vector
HDM J Hamiltonian describing the asymmetric
exchange energy
a m crystal lattice constant
LD m skyrmion lattice constant
wD J DMI energy
ts m shell thickness
nˆ - direction of the long axis of the NT
nˆT , nˆB - orientation of the plane in which the NT
ends lie
θ deg angle of the magnetic field direction in the
xz-plane
φ deg angle of misalignment from the xz-plane of the
magnetic field direction
αT , αB deg angle of the top/bottom end of NT
kˆ - propagation direction of the X-rays
IXMCD normalized XMCD signal
σ± - X-ray chirality
I±σ emission intensity of the photoelectrons
αmax deg maximum angle at which the skyrmion lattice
is still formed
Ku J m
−3 intrinsic uniaxial anisotropy
ku A
2 m−2 effective uniaxial anisotropy
viii Nomenclature
M A m−1 absolute value of the sample magnetization
D J m−2 DMI constant
List of Acronyms
Acronym Description
MRI magnetic resonance imaging
NW nanowire
NT nanotube
DCM dynamic cantilever magnetometry
CM cantilever magnetometry
MFM magnetic force microscopy
SEM scanning electron microscopy
TEM transmission electron microscopy
SEMPA spin-polarized low energy microscopy
PEEM photoemission electron microscopy
TXM transmission X-ray microscopy
STXM scanning transmission X-ray microscopy
XAS X-ray absorption spectroscopy
SQUID superconducting quantum-interference device
DC direct current
MOKE magneto-optical Kerr effect
PLL phase-locked loop
FEM finite element model
PD photodetector
AC alternating current
MRFM magnetic resonance force microscopy
RCM resonant cantilever magnetometry
FPGA field-programmable gate array
FM ferromagnetic
XMCD-PEEM X-ray magnetic dichroism photoemission
electron microscopy
DW domain wall
DMI Dzyaloshinskii-Moriya interaction
SANS small-angle neutron scattering
AFM atomic force microscopy
FIB focused ion beam
PLCM phase-locked cantilever magnetometry
List of Acronyms ix
RF radio frequency
LTEM Lorenz transmission electron microscopy
THE topological Hall effect
CVD chemical vapor deposition
FWHM full-width at half-maximum
FC field cooled
ZFC zero field cooled
P critical point of skyrmion lattice formation

Introduction
Various kinds of magnetic materials are present in our everyday life and can
be found embedded in applications in various fields. For instance, magnets
build the basis of audio speakers, they are an ingredient of the contrast
agent in medical examinations by magnetic resonance imaging (MRI), or
are used in hard discs, to mention a few of them. Besides the high amount
of magnetic materials implemented in applications, a continuous and large
interest is present in ongoing research to study their behavior in different
types, compositions, and shapes.
Interesting studies are motivated by the potential use of magnetic nanopar-
ticles in biological and biomedical applications [1, 2], magnetic samples for
magnetic sensing [3], or for high resolution imaging [4–6] and as logic de-
vices [7]. Furthermore, in the last few years a proposal to improve magnetic
data storage by increasing the density of information with a rapid access by
designing a race track memory has received a lot of attention [8]. For this
proposal and also for many other ongoing research projects focusing on mag-
netic storage media, nanowires (NWs) and nanotubes (NTs) are promising
structures. Due to their shape, they would be easier to implement compared
to bulk samples and also their quality is higher due to less stacking faults and
impurities. In addition, the relative small size of those structures increases
the potential for higher information density. NTs are also of interest because
of the formation of flux-closure configurations, which produce a minimal
stray-field and therefore reduce the interaction to neighbouring structures [9].
The information in NTs could be transmitted by the control of domain wall
motion [10].
Another promising carrier of information in high density magnetic stor-
age media are the 2009 experimentally discovered magnetic skyrmions [11–
13]. They have a number of favorable properties, including their stability,
nanometer-scale size, and the ultra-low electrical current density required to
move them [14]. The threshold for moving these vortex-like spin configura-
tions is only around 106 A/m2, compared to the 1012 A/m2 required to move
a domain wall [15, 16], allowing potential skyrmion-based memory devices to
count on negligible ohmic heating. Whether skyrmions are suitable as nano-
bits and therefore could increase the density of information in memory devices
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depends on several aspects: the thermal stability range, the size, and the
external controllability by electrical fields or small electric currents [14,17–19].
Before embedding any kind of magnetic material into applications, a
fundamental knowledge obtained both experimentally and theoretically is
necessary. Finding a suitable technique for the study of magnetic materials,
especially for nano-scale samples, is a challenge. Conventional techniques
are often not sensitive enough to measure the magnetic moment of single
nano-scale or small micron-scale objects. Due to that, many techniques work
on ensembles, thereby resulting in an averaging over various, inhomogeneous
magnetic objects. Those measurements suffer from the complication caused by
random orientation, varying sizes [20] and interactions between neighboring
objects as well as by the presence of residuals on the substrate remaining
from the growth process. On the contrary magnetic imaging methods provide
the possibility of investigating single objects. On the other hand, sample
preparation like a thinning process are often required for such measurements,
which can influence the properties of materials significantly. Another option for
the research of magnetic materials is the measurement of magneto-resistance.
Different sized, individual samples can be measured, as long as they are
conductive and it is possible to electrically contact them. Nevertheless the
process of contacting can cause local changes of the sample and impurities.
A pioneering technique for the investigation of individual nanostructures
is dynamic cantilever magnetometry (DCM) [21–25]. It is suitable for
different shapes of the sample, various orientations of applied magnetic
field can be probed, a big range of temperatures can be covered and even
insulators can be studied with this non-invasive method. By choosing the
mechanical oscillator according to the sample size and properties, a big sample-
size range can be covered. DCM takes advantage of the high quality and
sensitivity of modern nano-sized mechanical oscillators. These are currently
employed in a wide range of applications as sensitive detectors of masses and
various kinds of forces [26]. For instance, using a cantilever, the magnetic
force of a single electron spin was measured [27]. Cantilevers were used in
magnetic torque based measurements, for the investigation of various materials
like different ferromagnetic nanostructures in the shape of thin films [28],
nanotubes [23,25,29–31], NWs and particles [32], a superconducting ring [22]
and normal metallic rings [21], and superconducting crystals [33].
In this thesis, we demonstrate the use of DCM for providing both com-
plementary and new information about the properties of novel and also
well-known magnetic materials. First we present the investigation of ferro-
magnetic NTs. Dynamic studies of such NTs are limited and so far did not
show indications of the promising flux-closure configurations. Here we present
the nucleation and disappearance of individual vortices in ferromagnetic NTs
depending on the aspect ratio of the tubes and the magnetic field direction.
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The presented results are in a good agreement with numerical simulations
which we performed additionally and theoretical predictions [34]. In addition,
we used for the first time DCM for the investigation of materials containing
magnetic skyrmions. We present our contribution to the promising research
on magnetic skyrmions, by showing a stabilization of the skyrmion lattice
phase in single-crystal MnSi NWs over a surprisingly big range of temperature
and for a certain magnetic field direction which was previously observed only
for thin film samples. Furthermore we observe a stability of the skyrmion
lattice in GaV4S8 for a unexpectedly large range of applied magnetic field
directions.
The structure of this thesis is described in the following. In chapter 1
we briefly introduce different techniques suitable for the investigation of
magnetic samples and we focus afterwards on cantilever magnetometry (CM).
Thereby we illustrate the needed technical components: the cantilever and its
properties, also analyzed through numerical simulations; we further describe
the optical fiber interferometer, which was used for the read-out of the
cantilever’s motion. Furthermore we derive equations describing the different
variations of magnetic torque based measurements, explaining the sensitivity
and suitability of the variations depending on the measurement circumstances.
Chapter 2 introduces the basic concepts of magnetism. We describe the
energy contributions characterizing magnetic microstructures and the material
properties. The main focus is on the materials investigated during this work,
providing the theoretical background for the subsequent experimental chapters.
We provide a detailed description about ferromagnetic NTs and the magnetic
equilibrium states caused by their shape and aspect ratio. Then we describe
the properties of magnetic skyrmions, under which conditions they occur, and
the mechanism of stabilization of this nontrivial spin structures.
In the following chapters the experimental results obtained by DCM mea-
surements are presented. In chapter 3 we present the investigation of the
magnetic states of CoFeB NTs depending on their aspect ratio. Besides the
study with DCM, we show also the results of resonance cantilever magne-
tometry measurements and images obtained by X-ray magnetic dichroism
photoemission electron microscopy.
Chapter 4 describes the results of the study of MnSi NWs. We observe a
stabilized skyrmion lattice phase from around 29 K down to at least 0.4 K in
single MnSi NWs. Thereby the stability of the skyrmion lattice depends on
the orientation of the NW with respect to the applied magnetic field.
The results of the study of GaV4S8 are described and discussed in chapter 5.
We study the stability of the skyrmion lattice in GaV4S8 depending on the
magnitude and the orientation of the applied magnetic field. The skyrmion
lattice stability depends on the uniaxial anisotropy present in these materials.
In addition we compare our experimental findings with theoretical predictions.
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The final chapter 6 provides a conclusion of this thesis, by summarizing
the main results and giving an outlook on future experiments which could
follow up on the research reported in this work.


1 Cantilever Magnetometry
Investigation of magnetic materials in various compositions and geometri-
cal configurations attracts continuous interest in the scientific community.
In order to characterize these materials various experimental methods are
available. The suitability of a particular technique for a specific sample of
interest depends on several different factors, like the sample size, physical
conditions which are required from the sample, or time and spatial resolution,
to mention just a few of them.
This chapter is dedicated to the technical aspects regarding the investi-
gation of magnetic samples. The first part of this chapter gives an overview
of suitable techniques for the characterization of magnetic materials. After-
wards the focus is on cantilever magnetometry (CM). In detail are discussed
the cantilever as mechanical oscillator, its displacement detection, relevant
mathematical derivations for CM, variations of the technique and numerical
calculations used for the simulation of our measurements.
1.1 Techniques for the Investigation of Magnetic
Materials
Various techniques are in use for the investigation of the surface of magnetic
materials. In particular, different kind of magnetic imaging techniques are
mainly suitable for samples in the form of thin films, since their sensitivity is
reduced to the surface or to the near-surface region of the sample. In this
section we provide an overview of the main available techniques.
1.1.1 Magnetic Force Microscopy
A scanning-probe technique used for the study of magnetic samples is mag-
netic force microscopy (MFM), which investigates the interaction between a
magnetic tip attached to a sensitive cantilever and the sample. For imaging
the sample, the tip is placed close to the surface and scanned above it. In
this way the stray field of the sample interacts with the magnetic tip and
therefore affects the cantilever. Thereby the force or the force gradient for
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each position is recorded [35]. The resolution of MFM depends on the tip
size and the tip-sample distance and for example a resolution in the order of
10 nm was obtained by imaging domain walls [36]. In order to achieve atomic
resolution, theoretically speaking, an atomically sharp tip is required, which
scans the sample in the non-contact mode at a distance of about interatomic
distances. Therefore cantilevers with high spring constants are needed in order
to avoid jump-to-contact events, and the single atom at the tip needs to have
a stable magnetic moment, just to mention some of the complications [37].
An advantage of this technique is that no special sample preparation nor
special environmental conditions are necessary.
1.1.2 Electron Microscopy
Out of the big group of electron microscopy diverse techniques are suitable for
the investigation of magnetic materials and in this paragraph a brief overview
of this family is given by using [38] as main reference; additional references are
specified whenever necessary. Electron microscopy is very sensitive even to
small changes in the local magnetization. It provides high contrast and spatial
resolution down to about 1 nm. The magnetic contrast is due to the phase
changes or phase shifts induced by the magnetic fields in the sample when
the electron wave is crossing. The various techniques of electron microscopy
can be sectioned into two subgroups: scanning electron microscopy (SEM)
and transmission electron microscopy (TEM).
In the case of SEM a well focused electron beam is used for scanning above
the surface. One distinguishes between two types of SEM. One type detects
the secondary electrons. The resulting contrast is due to the fact that these
low energy secondary electrons with an energy up to 50 eV are deflected by
the magnetic stray field above the surface when they eject from the sample,
resulting in a surface sensitive method. In the other case the contrast is due to
the detection of the backscattered electrons. Electrons with a usual energy of
above 30 keV deflect due to the magnetic flux density depending on the local
magnetization, which results in the backscattered electron contrast. Since no
stray fields are necessary this technique is suitable for studying soft magnetic
materials with a low anisotropy. The possible spatial resolution is just about
0.5 µm though a depth of 15 µm can be reached. A variation of SEM is the
scanning electron microscopy with polarization analysis (SEMPA) where the
magnetic contrast is obtained by the detection of the spin polarization of the
secondary electrons [36]. Spin dependent scattering increases and improves
the contrast with decreasing electron energies. SEMPA provides high spatial
resolution and vector magnetization information about the sample surface.
Different TEMs techniques are in use for the study of magnetic materials
since more than 50 years. Depending on the material and the specific method
1.1 Techniques for the Investigation of Magnetic Materials 3
the thickness of the samples is limited between 50 A˚ngstrom up to a few
thousands A˚ [36]. The most frequently used kind of TEM for the study of
magnetic samples is the Lorentz TEM. This special TEM embeds two different
modes, the Fresnel mode which provides contrast along domain walls and the
Foucault mode which is sensitive to the domain itself. A spatial resolution in
the order of 2 nm can be reached, thought the measurement is the average of
the entire sample thickness. Hence just thin samples, below a thickness of
300 nm, are suitable for high resolution studies [36]. Plenty of other variations
of electron microscopy is available for the investigation of magnetic materials
like electron holography, spin polarized low energy microscopy, differential
phase contrast microscopy, to name a few of them.
1.1.3 Neutron Scattering
A very powerful experimental tool for the investigation of magnetic materials is
neutron scattering. It provides information for instance about spin structures,
magnetic-excitation spectra and dynamics of magnetic phase transitions [39].
Since neutrons have no electrical charge the interaction with the sample is
weak and therefore they penetrate deep into the sample. Due this property
neutron scattering can be used for the study of the inner structure and
dynamic processes. This technique is not sensitive to electric fields, external
charges or irregularities at the surface layers and allows measurements in
different kind of environments like magnets, cryostats or pressure cells [39].
Neutron sources are difficult to focus and due to that they are weak sources
compared to laser or synchrotron sources, and in order to compensate for
the low signals large samples of about a few milligrams are needed [40]. The
second drawback is that several elements like Cadmium and Gadolinium
absorb the neutrons, thus not providing further scattering information [40].
1.1.4 X-ray Scattering
Another suitable imaging technique is X-ray scattering. One distinguishes
between soft X-rays (between ca. 100 eV to 2000 eV) and hard X-rays [41].
Different types of X-ray-based microscopes are in use, like photoemission
electron microscope (PEEM), transmission X-ray microscope (TXM) or scan-
ning transmission X-ray microscope (STXM), to mention some of them [42].
These kinds of magnetic imaging are mainly based on X-ray absorption
spectroscopy (XAS) which investigates element-specific the density of the
unoccupied electronic states [43]. XAS can be for example operated either in
total electron yield mode or in transmission mode. Changing between these
two modes offers the possibility to vary the sampling depth between a few
nm up to 100 nm providing the possibility to probe not only the surface but
4 Cantilever Magnetometry
also bulky materials [42]. A spatial resolution in the order of 10 nm can
be achieved with soft X-ray-based imaging [44]. Depending on the sample
and the required conditions different types of X-ray based techniques have
advantages over others. In case an applied magnetic field is needed, STXM
or TXM can be used, with the drawback that the sample must be grown on
a thin SiN membrane. The PEEM for example is suitable for single crystal,
very thin or diluted samples. If low temperatures are necessary the lensless
imaging techniques are more useful; they have also the advantage that their
spatial resolution is not limited by the optical setup [42].
1.1.5 Superconducting Quantum Interference Device
A very sensitive magnetometer is the superconducting quantum interference
device (SQUID). The direct current (DC) SQUID is suitable for the detection
of weak magnetic fields down to 10−15 T by coupling the magnetic flux into
the SQUID loop [29].
A SQUID in combination with a vibrating-sample magnetometer offers
the possibility to detect the hysteresis loops of magnetic objects with a high
precision [45]. In this combination, the sample vibrates between two pick-
up coils which are placed in an external magnetic field. By coupling the
coils inductively to a SQUID, flux variations caused by the movement of the
magnetic object can be detected.
Another possibility is to modify the fabrication, by making a SQUID on
the tip of a pulled quartz tube provides the possibility to reduce the size of
the superconducting loop, therefore the sensitivity increases, and the changed
geometry allows to scan close above the surface of the sample [46]. The
disadvantage of this very sensitive technique is that the sensitivity is dropping
for increasing applied magnetic fields [29]. Furthermore the measurements
are restricted to low temperatures due to the necessary superconductivity of
the SQUID. Suitable materials and their critical temperatures for a scanning
SQUID are Nb with a Tc of about 8.7 K and Pb of Tc ≈ 7 K [46]. For
standard SQUIDs the temperature range is extendable. In 1991 a standard
SQUID working up to 77 K was produced by the use of the high temperature-
superconductor YBCO [47]. The critical temperature for thermally evaporated
YBCO films is about 87 K [48].
1.1.6 Magneto-Optical Kerr Effect
Another well established method is the investigation through the magneto-
optical Kerr effect (MOKE). MOKE is based on the effect that the polarization
of light is changing when it reflects from a magnetic material due to the
spin-orbit interaction and the exchange coupling [49, 50]. MOKE is used
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for the investigation of individual nanostructures as well as assemblies of
nanostructures whereat a reflective surface is needed. This surface-sensitive
technique has a penetration depth of ∼25 nm.
1.1.7 Measurement of Magneto-Resistance
Besides imaging methods also non optical methods are available for the study
of magnetic samples. A wide spread method is the measurement of magneto-
resistance. In the measurement the change in the electrical resistance as
a function of applied magnetic field is detected [51]. A big advantage of
this method compared to others is that it is suitable for the investigation of
NWs [52], thin films [53], multilayers [54] or bulk [55] materials as long as it
is possible to contact the sample and the sample itself is conductive.
Several other techniques or variations of the above mentioned techniques
are available and in use for the study of magnetic materials. Depending on the
sample size, sample properties, and needed environmental conditions, some
techniques have advantages compared to others. Often in order to obtain a
complete or good understanding of the sample of interest one characterization
method is not enough. For example it is a challenge for most of the available
techniques to investigate the dependence of material properties on the size
and the shape of a sample. The influences of the geometry on the physical
behavior is in many cases not negligible. In the following the focus will
be on CM, a method which provides the possibility to investigate samples
independent of size, shape, temperature, and conductivity.
1.2 The Tools of Cantilever Magnetometry
Torque-based magnetometry is a technique suitable for various kinds of
samples. It has for example been used for the study of different ferromagnetic
nanostructures in the shape of thin films [28], nanotubes [23, 25, 29–31], NWs
and particles [32], for the study of a superconducting ring [22] and normal
metallic rings [21], for superconducting crystals [33], and to explore the
skyrmion phase in single-crystal NWs [24].
All these different magnetometry experiments have several features in
common. A magnetic sample is attached to a resonator and positioned in
an external magnetic field. It results in a torque produced by the magnetic
moment of the sample, which changes the properties of the resonator and
hence the detected signal. The essential components are a magnetic sample,
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a mechanical oscillator, and a readout mechanism. Furthermore of course
some technical and electrical equipment depending on the properties of the
sample and the type of experiment like a magnet, cryostat, and so on are
needed. The technical requirements and information about the used setups
are described in appendixes A and B. A detailed description of the studied
magnetic structures is given in the next chapter. Hence the focus in this
chapter is on the resonator and the readout mechanism. The mechanical
oscillator is an important component and has a strong influence on the
sensitivity of the measurements. The sensitivity is also affected by the kind of
torque-based method which is chosen for the investigation of the sample. The
different modes introduced in section 1.3 offer access to different parameters,
like the displacement or the frequency of the resonator. Depending on the
extracted value, different readout mechanisms are suitable. For example, a
capacitive readout is able to determine the displacement [56]. The detection of
the oscillation frequency can be realized for instance with a lock-in amplifier, a
gated timer, a phase-looked loop (PLL), or a frequency counter [32,57,58]. We
use for the readout of the cantilever frequency an optical fiber interferometer
which is described in the following. Apart from this the focus is initially on
the properties of mechanical oscillators, especially in the cantilever geometry.
1.2.1 The Cantilever
Mechanical resonators find application in different areas. Especially nanome-
chanical resonators are very suitable sensors for the detection of mass and
different kind of forces [26]. In case of magnetic-torque based measurements,
a mechanical oscillator finds its use mainly as a beam clamped on one side
and free on the other, in the so-called cantilever configuration. A cantilever
has typically a cross-sectional area much smaller than the length. Therefore
it represents a sensor with a low spring constant and typically it has also
a high quality factor. These properties make cantilever suitable for precise
experiments [59].
The following section gives attention where the width is much smaller than
the length w  l, the cross-section is uniform throughout the length and
assuming that only small deflections are performed. Taking these assumptions
into account and following references [60] and [61], the motion of a cantilever
at its free end and in its fundamental mode can be described by the equation
of a damped simple harmonic oscillator:
mex¨+ Γx˙+ k0x = F, (1.1)
where me, Γ, and k0 are the effective mass, the intrinsic dissipation, and
the spring constant of the fundamental mode of the resonator; x(t) is the
displacement as a function of time and F is the sum of a driving and a thermal
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Figure 1.1: Normalized mode shapes for the first three flexural modes for a 150 µ long
cantilever. In solid (black) and in dashed (red) lines are shown the positive and the negative
maximum displacements. The displacement x is normalized so that the maximum is 1. We
note, that the n = 2 mode for this cantilever is a torsional mode and it is not shown here, see
Fig. 1.4. The plots are made with finite element model, for more details see Sec. 1.2.1.1.
force. The effective mass is a concept used due to the fact that the mode
shape is a non-linear function of the position [59]. The mode shape function
of one of the used cantilevers for the first three flexural modes is plotted in
Fig. 1.1. These mode shapes were obtained by numerical simulations, more
details about the model and the resonator are given in section 1.2.1.1.
The effective mass can be calculated out of the potential energy of each
mode separately, details are given in Refs. [59] and [60]. A more widely
used quantity in this frame is the effective mass ratio. This parameter gives
the ratio of the effective mass at the free end to the total mass mtot and
is independent of the mode. In case of a beam with a thin and uniform
cross-section as for instance in the shape of a cantilever, the effective mass
ratio is mn/mtot = 1/4 [59].
Apart from the effective mass, something else has to be taken into account
to approximate a thin resonator as a damped simple harmonic oscillator. CM
is based on the concept that a force is acting on the cantilever, which is due
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Figure 1.2: (a) Model of a vibrating cantilever in its fundamental mode with a tilting angle
θC . (b) Fundamental mode of a 150-µm long cantilever (black) obtained by finite element
calculations. The displacement x is normalized so that the maximum displacement is 1. The
tangent (red) defines le by crossing the base line.
to the torque of the magnetic material (more details about the technique are
given in the next section). Since the thermal force is in our case much smaller
than the driving force, we neglect it during further derivations. Under the
influence of the applied torque, the equation of motion is:
mex¨+ Γx˙+ k0x =
τm
le
, (1.2)
where τm is the module of the magnetic torque acting on the free end and
le is the effective length. The concept of the effective length accounts for a
non-linear shape of the vibrational modes, see 1.1. The angle of the tip of a
vibrating cantilever with a displacement x is θC , see Fig. 1.2(a). In case of
small-angle approximation, le can be calculated by determining the crossing
point of the tangent to the tip of the cantilever with the base line [32,62]. The
effective length to be determined for each mode separately. The determination
of the effective length for the fundamental mode is illustrated in Fig. 1.2(b):
for a 150 µm long cantilever le = 105.8 µm.
1.2.1.1 Finite Element Models of the used Cantilevers
Analytical description of the properties of nano-mechanical resonators is
not always possible without resorting to approximations. For instance, the
geometry is often approximated as a simple beam, which is often not applicable.
In order to determine certain values, numerical simulations by finite element
models (FEM) are helpful. In our case we use FEM for the calculation of the
effective length. FEM calculations are done with a commercially available
software (COMSOL Multiphysics).
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Figure 1.3: (a) An optical picture of an ultrasensitive Si 180-µm long cantilever which was
used for the experiments described in chapter 3 and 4. (b) SEM of this lever with the focus on
the mass-loaded tip and the paddle.
During the measurements two different types of single-crystal silicon (Si)
cantilevers were used. The studies of the CoFeB NTs, Chap. 3, and the MnSi
NWs, Chap. 4 were performed with ultrasensitive cantilevers of two different
lengths. The cantilevers are respectively about 180 µm and 150 µm long,
4 µm wide, 135 nm thick, and have a 18 µm long and 1 µm thick mass at
the tip. Close to the mass-loaded tip is a 12 µm wide paddle which acts as
a reflective surface as part of the optical-fiber interferometer used for the
detection of cantilever motion (Sec. 1.2.2). An example of a 180 µm cantilever
is shown in Fig. 1.3. More specific details of each of the used cantilevers are
given in the corresponding experimental chapters. The results of the FEM
for a 150− µm long ultra-soft cantilever are shown in Fig. 1.4. Presented are
the first four resonance modes. The n = 2 mode is a torsional mode which
is due to the asymmetrical position of the mass along the shaft. The other
three modes are simple flexural modes. For this cantilever the effective length
of the fundamental mode calculated from the FEM is le,150 = 105.8 µm.
The mode shapes of the first four resonance modes for a 180-µm long
cantilever show the same behavior as those presented for the 150-µm resonator.
The n = 2 mode is as well a torsional mode and the others are flexural. The
le,180 = 126.3 µm determined from the FEM of the fundamental mode.
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Figure 1.4: The lowest four modes calculated by FEM of an ultra-soft 150-µm long cantilever.
Each mode is separately normalized so that the maximal displacement is 1.
For the investigation of GaV4S8, present in Chap. 5, a commercial can-
tilever (Nanosenors(TM) TL-Cont) was used. These tipless resonators consist
of an about 440 µm long, 50 µm wide, and 2.3 µm thick shaft. The shaft
ends with a triangle which prolongs the shaft by about 25 µm, see Fig. 1.5.
Further details about the used cantilevers are given in the corresponding
chapters. The first four modes of the resonator are presented in Fig. 1.6 which
illustrates the displacement depending on the position. For this cantilevers
the first three modes are flexural and n = 3 is a torsional mode. The torsional
mode is caused by the large width compare to the thickness [60]. For this
commercial cantilever, le of the fundamental mode is 340.0 µm.
1.2.1.2 Sensitivity
Nanomechanical resonators are in use for measuring small forces in different
applications. An aim of this research branch is to be able to detect as
small as possible forces. The fundamental limits are therefore a relevant
information. Calculations performed by Yasumura et al. [63] show that the
thermomechanical noise imposes the detection limit of small forces. If the
cantilever is in thermal equilibrium with the environment, thermomechanical
noise is induced. The minimal detectable force per bandwidth B for an
amplitude measurement is defined by the following equation [63]:
Fmin =
F ′min√
B
=
√
2k0kBT
pif0Q
, (1.3)
where kB is the Boltzmann constant, T is the temperature, f0 is the fundamen-
tal frequency, and Q is the quality factor. For a cantilever with rectangular
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Figure 1.5: (a) An optical picture of the commercial cantilever (Nanosensors(TM) TL-Cont)
and (b) a zoom in on the tip. This type of resonator was used for the experiment described in
chapter 5.
Figure 1.6: The first four modes of the commercial cantilever (Nanosensors(TM) TL-Cont).
Each mode is separately normalized so that the maximal displacement is 1.
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cross-section, the previous equation can be rewritten to express the minimal
detectable force in terms of the cantilever‘s dimensions:
Fmin =
√
wt2kBT
lQ
4
√
Eyρ. (1.4)
Here w is the width, t is the thickness, l is the length, Ey is the Young’s
modulus, and ρ is the mass density of the cantilever. According to this
expression, in order to improve the sensitivity, respectively to reduce the
minimal detectable force, T can be reduced. Furthermore, in terms of changing
the shape of the cantilever, by reducing the width and the thickness and
increasing the length of a resonator, the sensitivity can be increased. However
the minimal detectable force can only be reduced if Q can be conserved. Q
depends on the material, and surface effects will have a stronger impact for
thinner resonators [63], thus reducing Q.
In the following we calculate the minimal detectable force for a cantilever
which we typically use. For example, the 180 − µm long cantilever used
in chapter 4 for NW1, has the following properties: k0 = 37µN/m, f0 =
2062.8 Hz and Q = 4.1× 104. By using equation (1.3) and assuming T = 4 K,
we obtain Fmin,180 = 3.9 aN/
√
Hz. In our case, the detected signal is produced
by a torque acting on the cantilever’s free-end. We obtain from (1.3) the
minimal detectable torque:
τmin = le
√
2k0kBT
pif0Q
, (1.5)
and with le = 126.3 µm , see Sec. 1.2.1.1, we obtain τmin,180 = 0.5 zN m/
√
Hz.
The previous equations describe the sensitivity for parameters of amplitude
measurements. However, we detect during our studies the frequency, and in
this case we measure the force derivative whose sensitivity is [64]:(
∂F
∂x
)
min
=
1
xosc
√
2k0kBT
pif0Q
, (1.6)
where xosc is the cantilever‘s oscillation amplitude. In terms of torque we
obtain: (
∂τ
∂θc
)
min
=
le
θc
√
2k0kBT
pif0Q
, (1.7)
For the concrete example of the 180− µm cantilever, we used xosc ' 10 nm
and hence we can reach a sensitivity of: (∂F180/∂x)min ' 0.4 nN/m
√
Hz
and since θc < 0.01 rad we obtain (∂τ180/∂θc)min > 50zN m/rad
√
Hz. Note
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that according to Sansa et al., the detection limit of frequency measurements
described by the previous two equations is rarely reached [65]. They claim that
on average the signal was two orders of magnitude higher as the calculated
limit. This is suppose to be caused by frequency fluctuations.
1.2.1.3 Change of the Resonance Frequency due to an Additional Mass
Nanomechanical resonators react with high sensitivity to a mass variation
by changing the resonance frequency. Due to this, they are useful tools for
mass sensing applications [66,67]. By detecting the change in the resonance
frequency a resolution down to 1.7 × 10−24 g, which equates the mass of
a proton, was achieved with a doubly clamped carbon NT [68]. When
using a cantilever for investigation of magnetic materials, typically a sample
is attached to its free end, which means that, depending on the size and
density of the material, a significant amount of mass is added. Therefore
the cantilever’s resonance frequency change relevantly; in this context it is
advisable to avoid shifting the resonance frequency towards the region of low
frequency noise.
In order to approximate the frequency shift ∆f induced by an additional
mass ∆m, the description of Ekinci et al. [67] is followed in this paragraph.
The expression given below for describing the effect of an additional mass on
the resonance frequency is based on the assumption that ∆m me and as a
consequence Q and k0 do not change significantly. Therefore:
∆m ≈ ∂me
∂ω0
∆ω0, (1.8)
where ω0 is the fundamental angular frequency. Since we assume that k0 is
unchanged, by using me =
k0
ω20
, we obtain:
∆m ≈ −2me
ω0
∆ω0. (1.9)
Using ω0 = 2pif0 and solving for ∆f0, it results in:
∆f0 ≈ − f0
2me
∆m. (1.10)
In our case, depending on the sample size, the assumption that δm me
is often not fulfilled, so the properties of the cantilever change, resulting that
k is not constant anymore. However for a first, rough estimation, in order to
decide which cantilever is suitable for a certain sample, (1.10) is sufficient.
A change in the frequency of the cantilever can be induced by different
things. A second source which also has to be considered during the preparation
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Figure 1.7: Schematic of the fiber-optic interferometer included in our experimental setups.
A detailed description is given in the text.
of a sample is the frequency shift due to the magnetic torque of the attached
sample. It is the desired effect for this kind of measurements, but in some
situations it could be a problem for the stability of the measurement, if the
shift induced by the magnetic torque is too big. Or, the other way round, if
the torque is too weak, no frequency shift can be detected. So, depending on
the sample, a stiffer or a softer cantilever is needed. ∆f depending on the
magnetization of the attached sample can be approximated by (1.37) and
more details are given in section 1.4.
1.2.2 Displacement Detection
The readout of the displacement of the cantilever during our measurements is
realized by the use of an optical-fiber interferometer, which is described in the
following section. This optical detection technique is based on a description
made more than 30 years ago by Drake and Leiner [69], which was a few years
later improved by Rugar et al. [70, 71].
The interferometer configuration implemented in our systems is sketched
in Fig. 1.7. We couple the coherent light of a laser diode with wavelength (λ)
of 1550 nm into an optical fiber. This fiber goes to one arm of a 2 x 2 single
mode directional coupler with a coupling ratio of 99 to 1. Correspondingly,
99 % of the laser power is guided to a power monitor photodetector and only
1 % of its power remains for sensing the cantilever motion. The one percent
of the laser power is directed through a fiber to the cantilever. This piece of
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of a sample is the frequency shift due to the magnetic torque of the attached
sample. It is the desired effect for this kind of measurements, but in some
situations it could be a problem for the stability of the measurement, if the
shift induced by the magnetic torque is too big. Or, the other way round, if
the torque is too weak, no frequency shift can be detected. So, depending on
the sample, a stiffer or a softer cantilever is needed. ∆f depending on the
magnetization of the attached sample can be approximated by (1.37) and
more details are given in section 1.4.
1.2.2 Displacement Detection
The readout of the displacement of the cantilever during our measurements is
realized by the use of an optical-fiber interferometer, which is described in the
following section. This optical detection technique is based on a description
made more than 30 years ago by Drake and Leiner [69], which was a few years
later improved by Rugar et al. [70,71].
The interferometer configuration implemented in our systems is sketched
in Fig. 1.7. We couple the coherent light of a laser diode with wavelength (λ)
of 1550 nm into an optical fiber. This fiber goes to one arm of a 2 x 2 single
mode directional coupler with a coupling ratio of 99 to 1. Correspondingly,
99 % of the laser power is guided to a power monitor photodetector and only
1 % of its power remains for sensing the cantilever motion. The one percent
of the laser power is directed through a fiber to the cantilever. This piece of
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fiber ends shortly before a lens which is placed midway between the cleaved
fiber end and the cantilever. The cleaved end and the cantilever form the
cavity, and the collimating lens in between focuses the laser on the cantilever.
From the cantilever as well as from the cleaved end of the fiber, the laser
light reflects and reenters the sensing fiber. In order to obtain an optimal
reflectivity in the cavity, the cleaved fiber end has a coating consisting of
a thin layer of Si to match the reflection index of the cantilever [72]. This
results out of the explanations and calculations done by Rugar et al. [70, 71].
For the detection of the displacement of the cantilever, interference between
the reflected light from the cantilever and from the cleaved end is needed.
Therefore the coherence length of the laser has to be longer of at least two
times the cavity size [60]. This can be achieved with an appropriate design of
the cavity, attuned to λ of the used laser. Since the coherence length in our
setup is relatively long, we use a radio frequency modulation which reduces the
coherence length, in order to avoid the formation of multiple cavities. Out of
the interference of the two reflection signals, a displacement-dependent signal
results. The displacement depending signal is guided back to the directional
coupler and 99 % of its power is sent to a second photo detector (PD). The
output of the PD is a voltage, which depends on the power of the signal.
The length of the cavity varies with the cantilever’s displacement. In order
to work with a constant sensitivity either the length of the cavity or the laser
wavelength must be controlled [60]. In our setup, we use the DC signal of
the PD for the feedback control of the wavelength-tunable laser source. A
thermoelectric cooler tunes the laser temperature and with it the wavelength.
An oscillating cantilever is modulating the interferometer response at
its mechanical resonance frequency and enables the measurement of the
displacement. Apart from the information about the displacement, the
alternating current (AC) signal of the PD is forwarded to a spectrum analyzer
and is used for the determination of the cantilever’s frequency. More details
about the used and similar setups can be found in the following references [60,
70,71], which were also mainly followed in this section.
An optical fiber interferometer has a high sensitivity, is mechanically
stable, compact, has a good low frequency stability [71], and is relatively
easy to implement. It can be used in ultrahigh vacuum and/or at low
temperatures [70]. Due to these characteristics, optical fiber interferometers
are suitable for the detection of the deflection of micro-sized mechanical
oscillators [60]. The displacement readout of cantilevers via fiber-optical
interferometers are in use for several different applications like, for instance,
magnetometry measurements [23, 25, 29, 30], or magnetic resonance force
microscopy (MRFM) [73,74], in order to mention a few them. Furthermore it
can be used for fundamental mechanical studies [75–77].
An optical interferometer is limited in its sensitivity by the PD shot
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noise [70]. Calculations for the same setup as used in chapter 4 were made by
Montinaro [60]. Considering a laser power of 20 nW, the resulting sensitivity is
in the order of 10−12 m Hz−1/2. The sensitivity can be improved by increasing
the laser power. However, a higher laser power can cause a heating of the
cantilever, which can be a problem for low temperature applications [78].
In all the measurements presented in this thesis, the displacement is not
detected at the position of maximum deflection, due to practical reasons.
Therefore it is not possible to measure the oscillation amplitude directly.
In order to take that into account, we introduce a correction factor, which
we call c-factor. The c-factor gives the ratio between the displacement of
the cantilever at the tip to the position where the read-out takes place:
c = xtip/xread−out. The values of the displacement at different positions are
taken from the mode shape calculated by FEM. The read-out position in the
case of the ultra-soft cantilever is the paddle, used as a reflective surface for
the interferometer. For instance, the c-factors of the fundamental mode for
the bare cantilevers introduced in the previous chapter are c150 = 1.29 for the
150−µm long, c180 = 1.24 for the 180−µm cantilever, and ccommercial = 1.08
for the commercial cantilever. In case of the commercial cantilever, we choose
the read-out position to be where the rectangular shape finishes and the
triangle prolongation starts. With the knowledge of the mode shape and the
c-factor, the displacement at the tip can be calculated with the interferometer
signal.
1.3 Cantilever Torque Magnetometry
In order to investigate the behavior of a sample by using a torque-based
technique, the material of interest is attached to the end of a cantilever and
positioned in an external homogeneous magnetic field, H. The magnetic
moment of the sample µ(H) modifies the behavior of the cantilever by
producing a torque as described by the following equation:
τ = µ(H)×H (1.11)
Note that this equation is just valid if the magnetic moment is rigidly fixed
with respect to the direction of the sample, consequently the direction of
the magnetization sticks to the magnetic object and not to the cantilever
oscillation. Using such torque-based technique, the average of the entire
magnetic volume is investigated. Compared to other techniques, it has the
advantage that it is a non-invasive method. For instance, due to the sample
preparation or the measurement itself, no disturbance to the magnetization
of the sample should occur as it may be the case for current-driven magneto-
resistance studies or with other techniques.
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According to Jang et al. [79] three different modes of CM can be distin-
guished: in the 1st mode the constant deflection of a cantilever in a static or
a low-frequency magnetic field is detected, in the 2nd mode the cantilever’s
resonance frequency is measured in a static magnetic field, and in the 3rd
mode, by applying a magnetic field at the resonance frequency of the can-
tilever, its resonance displacement is detected. In the following we discuss the
characteristics of these three different modes in the mentioned order. In this
work we refer to the 2nd mode as dynamic cantilever magnetometry (DCM)
and we focus on this technique. By starting with the characteristics of the
combined system of the nanomechanical resonator and a magnetic sample, we
derive expressions to describe and differentiate the three different modes. We
conclude this chapter with a description of how we use numerical calculations
in order to simulate or measurements, see Sec. 1.7. The properties of the
magnetic sample and of the nanomechanical resonator as independent objects
are separately discussed in chapter 2 and section 1.2.1, respectively.
1.3.1 The Magnetic Torque
In this section we describe a system composed of a soft silicon cantilever
and an individual magnetic nanostructure. The latter is attached with a
nonmagnetic epoxy (G1) to the resonator‘s free end by the use of micro-
manipulators. The focus in the remaining part of this chapter is devoted to
the description of deriving expressions for this combined system investigated
in the different CM modes mentioned above. Parts of the derivations which
are presented in the following sections were published similarly as shown by
us in the appendix of reference [24]. Furthermore the main reference for this
part are Gross et al. [25] and [80].
The energy of such a combined system can be described by the sum of
a mechanical energy term and a magnetic energy term. In doing so, we
approximate the cantilever‘s free-end motion as a simple harmonic oscillator
and obtain the following equation for the energy:
E =
1
2
k0(le sin θc)
2 + Em, (1.12)
where θc is the angle of the cantilever‘s free-end with respect to H and Em is
the magnetic energy. The Si cantilever and the epoxy which is used to attach
the sample are assumed to be not magnetic, therefore Em depends only on
the properties of the attached sample. For the moment we treat Em as a
general term but we specify it later on and derive an expression for it. In
order to calculate the torque acting on the free-end of the cantilever we can
use the first derivative of the total energy, given in (1.12) [57]. The coordinate
system which is used in the following is illustrated in Fig. 1.8. The cantilever
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Figure 1.8: Schematic diagram of the experimental setup.
oscillates in xˆ direction, H is applied in zˆ, while yˆ is coincident with the
cantilever’s axis of rotation. Therefore the measured cantilever deflection θc
depends on the yˆ component of the torque, which is given by:
τy(θc) = −∂E
∂θc
= −k0l2e sin θc cos θc −
∂Em
∂θc
(1.13)
Since during the measurement θc  1◦, we can expand Em as a function of
θc around θc = 0:
Em(θc) = Em|θc=0 +
(
∂Em
∂θc
∣∣∣∣
θc=0
)
θc +
1
2
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
θ2c + ... (1.14)
From the previous two equations we can note down an expression for τy(θc).
By keeping only terms up to the first order in θc, we obtain:
τy(θc) = −k0l2eθc −
(
∂Em
∂θc
∣∣∣∣
θc=0
)
−
[(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)]
θc,
= −
(
∂Em
∂θc
∣∣∣∣
θc=0
)
−
[
k0l
2
e +
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)]
θc,
(1.15)
where ∂Em
∂θc
∣∣∣
θc=0
and ∂
2Em
∂θ2c
∣∣∣
θc=0
are the first and second derivatives of the
magnetic energy with respect to θc. Treating the cantilever as a damped
1.3 Cantilever Torque Magnetometry 19
harmonic oscillator, the equation of motion can be written as:
mex¨+ Γx˙ =
τy(θc)
le
. (1.16)
The position of the free-end of the cantilever is given by x = le sin θc. Since
as mentioned before θc  1◦, we can approximate x ≈ leθc. By replacing
(1.15) into (1.16), we find the following expression:
mex¨+ Γx˙+
[
k0 +
1
l2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)]
x = − 1
le
(
∂Em
∂θc
∣∣∣∣
θc=0
)
. (1.17)
It results that the first term in (1.15) produces a constant deflection of the
cantilever, while the second term proportional to θc defines the spring constant
of the cantilever. Accordingly we can introduce a magnetic spring constant
km =
1
l2e
(
∂2Em
∂θ2c
∣∣∣
θc=0
)
and a driving force Fm = − 1le
(
∂Em
∂θc
∣∣∣
θc=0
)
originating
from the magnetic sample. The magnetic spring constant causes to shift the
angular mechanical resonance frequency of the cantilever from its original
value, in absence of a magnetic interaction, ω0 =
√
k0
me
, to ωm =
√
k0+km
me
.
To obtain a general equation describing the frequency as a function of the
applied magnetic field we solve the equation of motion of the combined system
given by (1.17) and find the angular resonance frequency of the cantilever to
be:
ω =
√
k0
me
+
1
mel2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
− Γ
2
4m2e
. (1.18)
By defining the angular resonance frequency in the fundamental mode as
ω0 =
√
k0
me
and solving the previous equation for the angular frequency shift
∆ω = ω − ω0 we find:
∆ω = ω0
(√
1 +
1
meω20l
2
e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
− Γ
2
4m2eω
2
0
− 1
)
. (1.19)
For km  k0, we expand (1.19) to the first order in km and obtain:
∆ω =
ω0
2ko
[
1
l2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
− Γ
2
4me
]
. (1.20)
If km  Γ24me , the last term of the previous equation can be neglected. Using
Γ = meω0
Q
and ω20 =
k0
me
, we obtain km  k04Q2 . In the case of high-quality
cantilevers which we use for our measurements, the term depending on Γ is
negligible compared to the spring constant terms, resulting in:
∆ω =
ω0
2kol2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
, (1.21)
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and we obtain for the change in the angular frequency:
∆ω =
ω0
2k0
km. (1.22)
This equation is valid for DCM measurements (2nd mode), more details are
given in Sec. 1.4.
Considering in (1.17) frequency components of the form x˜eiωt and F˜me
iωt
[72], taking the Fourier transform and rewriting it in terms of the angular
driving frequency ω, we find:
−meω2x˜(ω) + iωΓx˜(ω) + [k0 + km] x˜(ω) = F˜m(ω). (1.23)
Where x˜(ω) is the Fourier transform of the displacement and F˜m(ω) of the
magnetic driving force. We obtain the equation for the displacement response
induced by the driving force as a function of ω:
x˜(ω) =
F˜m(ω)
(k0 + km − ω2me) + iωΓ . (1.24)
For km  k0 and a constant magnetic force Fm, (i.e ω = 0, F˜m(ω) =
2piFmδ(ω), δ(ω) being Dirac’s distribution), the equation results in a constant
displacement of the resonator of:
x(t) =
Fm
k0
. (1.25)
This expression is valid for 1st mode type of studies.
CM based on conventional static measurements traces the constant de-
flection term. This method is sensitive to low-frequency noise and does not
take advantage of the high mechanical quality factor Q of nanomechanical
oscillators. Instead, if a magnetic force Fm(t) is applied at the mechanical
resonance of the cantilever ωm, the amplitude of the cantilever response is:
x(t) =
−iQ
k0
Fm(t), (1.26)
where the dissipation is given by Γ = meωm
Q
. Comparing (1.25) with (1.26), i.e.
the displacement in the 1st mode with the 3rd, we find that by modulating the
magnetic interaction at the cantilever’s resonance frequency, the cantilever’s
response – and therefore the measurement sensitivity – is enhanced by a
factor of Q. More details about the resonant cantilever magnetometry are
given in the section 1.5.
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1.4 Dynamic Cantilever Magnetometry
CM can provide information about the saturation magnetization, anisotropy
and switching behavior [25]. DCM-based measurements compared to constant
deflection studies are not so sensitive to low frequency noise. During DCM
experiments the cantilever’s resonance frequency as a function of the applied
magnetic field H is detected. In order to extract precisely and fast the
frequency from the deflection signal, the cantilever can be driven at its
resonance frequency. For this self-oscillation process we use in our setup a
piezo-electric actuator to mechanically drive the cantilever with a constant
oscillation amplitude, controlled by a feedback loop implemented by a field-
programmable gate array (FPGA), see Sec. 1.6. The oscillation amplitude
is chosen to be x  le, so that the cantilever can be treated as a simple
harmonic oscillator and the small angle approximation remains valid. From
the DCM measurements we have access to the resonant frequency shift with
respect to its intrinsic value as a function of the applied field: ∆f(H).
From Eq. (1.21) and given that the resonance frequency is f0 =
ω0
2pi
and
∆f = ∆ω
2pi
, it follows:
∆f =
f0
2kol2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
. (1.27)
This equation shows that by extracting ∆f we investigate the curvature of
the magnetic energy with respect to the cantilever angle. Generally speaking,
a positive value of ∆f means that Em(θc) is in a local minimum with respect
to θc, and therefore by changing the cantilever angle, Em increases. Put
differently, given the alignment of the nanomagnet’s net magnetization, its
physical orientation in the xz-plane is energetically preferred. In this case,
the cantilever is exposed to a spring-like magnetic restoring force originated
from the sample, which stabilizes this orientation. Therefore an effective
hardening of the cantilever’s spring constant is generated by this “magnetic
spring”. The result is an increase of the resonant frequency.
In the other case where a negative value of ∆f is observed, the system is
in a local maximum of Em(θc). This is, given the alignment of the net magne-
tization of the sample, its physical orientation in the xz-plane is energetically
unfavorable. Therefore the cantilever is under influence of an anti-restoring
force, resulting in an effective softening of the cantilever spring constant and
therefore in a reduction of the resonance frequency.
Eq. (1.27) describing ∆f was derived without making assumptions re-
garding the sample specification. Hence it is a generally valid result and can
be applied to different kind of samples. But for a better understanding and
interpretation of the measured DCM (∆f) signal it is necessary to find a
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more precise expression for Em and to differentiate it with respect to θc. This
information is also needed to make analytical or numerical prediction of the
expected signal. Therefore we approximate Em with a sum of a Zeeman term
and an anisotropy term [32,57] (a detailed description about the contributions
to the magnetic energy is given in Chap. 2):
Em = −µ0VM ·H−KV (mˆ · nˆ)2, (1.28)
where µ0 is the vacuum permeability, V is the volume of the sample, and
K > 0 is an easy-axis crystalline anisotropy. Furthermore M describes the
net magnetization averaged over the sample and mˆ is its associated unit
vector, see Fig. 1.9(b). nˆ is the associated unit vector of the magnetic object,
see Fig. 1.9(a). M and m described in terms of spherical coordinates are:
M = Ms
 sin(θm) cos(φm)sin(θm) sin(φm)
cos(θm)
 nˆ =
 sin(θn) cos(φn)sin(θn) sin(φn)
cos(θn)
 (1.29)
where Ms is a constant called saturation magnetization. See Fig. 1.9 for the
illustration of orientation of the sample (a) and its average magnetization
(b), respectively θn, φn and θm, φm. In order to probe the magnetization
during the measurements we use an oscillating cantilever. This oscillation,
see Fig. 1.8, results in a rotation of the sample orientation nˆ around yˆ. The
consequence is an additional dependence of the sample orientation on θc and
therefore also Em depends on θc.
By implementing (1.28) and the vectors defining the orientation of the
sample and of the average magnetization into a Mathematica script we can
solve the system for certain limits. In the following, two different cases
are investigated, therefore (1.28) is evaluated for small applied fields and
afterwards for high fields.
1.4.1 The Low-Field Limit
In the range of low applied magnetic fields where H  K/M , the crystalline
anisotropy dominates the magnetic energy. Due to that, the net magnetization
M remains either parallel or anti-parallel to the crystalline axis nˆ. Therefore,
due to the cantilever’s oscillation, only the curvature of the first term 1.28 in
the magnetic energy is probed, resulting in:
Em = −µ0VMsH [cos(θc) cos(θn)− sin(θc) cos(θn) sin(θn)]−KV. (1.30)
Taking the second derivative with respect to θc:
∂2Em
∂θ2c
= −µ0VMsH [cos(θc) cos(θn)− sin(θc) cos(θn) sin(θn)] , (1.31)
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Figure 1.9: Schematic diagram illustrating (a) the angles θn, φn defining the orientation of
the sample and (b) θm, φm defining the orientation of the magnetization. Adapted from [81].
and by using θc  1◦, we obtain:
∂2Em
∂θ2c
∣∣∣∣
θc=0
= µ0VMsH cos(θn). (1.32)
Solving (1.27), it results in:
∆f =
f0
2k0l2e
µ0V HMs cos(θn) =
f0µ0V
2k0l2e
HMz. (1.33)
Accordingly, this low-field regime results in a special case, where it is possi-
ble to determine Mz from the measurements of ∆f . Solving this previous
expression for Mz, we find:
Mz =
2k0l
2
e
f0µ0V
∆f
H
. (1.34)
1.4.2 The High-Field Limit
Now we examine the case of a high applied magnetic field where H  K/M .
Here the orientation of the sample does not have an influence on the direction
of M, since M is forced to be parallel to H. By applying this limit and
evaluating (1.28) we obtain:
Em = −µ0VMsH −KV [cos(θc) cos(θn)− sin(θc) cos(φn) sin(θn)]2 . (1.35)
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By taking the second derivative and using θc  1◦, it comes:
∂2Em
∂θ2c
∣∣∣∣
θc=0
= 2KV
[
cos2(θn)− sin2(θn) cos2(φn)
]
, (1.36)
By solving (1.27), we find that ∆f approaches a horizontal asymptote given
by:
∆f =
f0
k0l2e
V K
(
cos2(θn)− sin2(θn) cos2(φn)
)
, (1.37)
In this high field limit, ∆f is a measure of the anisotropy energy of the
sample, multiplied by a factor depending on its orientation relative to H. By
applying an high enough field so that M and H are forced to be parallel,
the cantilever oscillation only probes the curvature of the second term in the
magnetic energy shown in (1.28).
1.5 Resonant Cantilever Magnetometry
DCM is a suitable technique for the investigation of different types of magnetic
samples. But, if for instance the sample size is decreasing, also the signal
is reduced significantly. By improving the geometry, up to a certain point
a higher sensitivity can be achieved (see Sec. 1.2.1.2). But as the geometry
gets optimized, other influences like surface effects or more difficulties in the
read out become more pronounced. Another disadvantage is that according
to (1.33) the sensitivity scales with H and is therefore smaller for low applied
fields. In order to improve the technique a few changes have to be made.
In this section a variation of the 3rd CM mode is presented. Therefore, we
apply a magnetic field at the cantilever‘s resonance frequency and measure
the amplitude of the magnetically driven response. As shown in the following,
by using this method, we obtain access to the first derivative of the magnetic
energy with respect to the cantilever angle. In order to do so, two small coils
are mounted close to the cantilever, see Figs. 3.6 and B.1(b). The angular
resonance frequency ωm(H) is measured and afterwards HAC at ωm is applied
while determining the response amplitude x˜(ωm). An AC magnetic field HAC
(HAC ' 10 µT) along either xˆ or zˆ is applied. According to (1.23) and by
the use of Fm = − 1le
(
∂Em
∂θc
∣∣∣
θc=0
)
we obtain:
x˜(ωm) =
iQ
k0le
(
∂Em(ωm)
∂θc
∣∣∣∣
θc=0
)
. (1.38)
The resonant magnetic driving of the cantilever oscillation is called resonant
cantilever magnetometry (RCM).
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As it was the case for the DCM signals, for a better understanding and the
possibility to perform analytical or numerical predictions of the expected RCM
signal, the exact expression for Em at ωm should be found and differentiated
with respect to θc. As before we will investigate the behavior for certain limits
which can be derive from (1.28).
1.5.1 The Low-Field Limit
For low applied magnetic fields, where H  K/M , the crystalline anisotropy
dominates the magnetic energy. Under this condition, the net magnetization
M points either parallel or antiparallel to the crystalline axis nˆ. Applying
this condition to (1.28) and expressing M = χH in terms of the magnetic
susceptibility χ, we obtain for the magnetic energy at ωm:
Em(ωm) = −µ0V (M ·HAC + χ¯AC ·HAC ·H). (1.39)
Here χ¯AC is the AC magnetic susceptibility tensor. By use of (1.38), we
obtain an amplitude response given by the following two expressions for the
coils oriented along xˆ and zˆ:
x˜x-coil(ωm) = −iµ0V Q
k0le
HAC
(
∂Mx
∂θc
∣∣∣∣
θc=0
+ H
∂ (zˆ · χ¯AC · xˆ)
∂θc
∣∣∣∣
θc=0
)
; (1.40)
x˜z-coil(ωm) = −iµ0V Q
k0le
HAC
(
∂Mz
∂θc
∣∣∣∣
θc=0
+ H
∂ (zˆ · χ¯AC · zˆ)
∂θc
∣∣∣∣
θc=0
)
. (1.41)
If the magnetization that does not respond to the small AC drive field
when for example χ¯AC = 0 or the susceptibility is isotropic, there will be
no contribution of the last terms of (1.40) and (1.41). For instance, these
assumptions would be valid for ferromagnetic samples. Additionally, if no
or a very small external magnetic field is applied, the second term of the
previous two equations also gives no contribution to the detected amplitude
response. Furthermore, M will be fixed to the anisotropy axis during the
cantilever oscillation and as a result, ∂Mx
∂θc
∣∣∣
θc=0
= Mz and
∂Mz
∂θc
∣∣∣
θc=0
= −Mx,
we obtain:
x˜x-coil(ωm) = −iµ0V Q
k0le
HACMz; (1.42)
x˜z-coil(ωm) =
iµ0V Q
k0le
HACMx. (1.43)
According to these expressions, the direct determination of Mz and Mx from
the cantilever’s driven response is possible. Solving (1.42) and (1.43) for Mz
and Mx respectively:
Mz =
ik0le
µ0V QHAC
x˜x-coil(ωm); (1.44)
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Mx = − ik0le
µ0V QHAC
x˜z-coil(ωm). (1.45)
1.5.2 The High-Field Limit
For the other extreme where a large field is applied , i.e. H  K/M , M is
forced to be parallel to H. Applying this limit to (1.28) and solving (1.38), it
results that the driven displacement amplitude approaches zero: x˜(ωm) = 0.
By comparing the detectable signals for the RCM with the DCM we find
that under certain conditions each method can have advantages compared to
the other. In the high-field limit where H  K/M the amplitude response
of the RCM approaches zero. Therefore, by using DCM, see (1.33), more
information can be obtained compared to RCM, which is not really suitable
for the investigation at high magnetic fields. Instead if H  K/M , RCM
provides information about Mz (1.44) and Mx (1.45) of the sample, while
DCM is only sensitive to Mz (1.33). Especially if H = 0, according to (1.37)
we cannot measure any magnetic response by using DCM. Therefore, RCM
is a useful supplement to the DCM technique especially at small applied
magnetic fields.
1.6 Dissipation Magnetometry
As described before, in order to read-out the frequency in an accurate and
fast way, the cantilever can be driven at its resonance frequency. Together
with a better and more time-efficient read-out, compared to non-driven
measurements, we also gain access to another quantity, the dissipation.
For driving the cantilever mechanically with a constant oscillation ampli-
tude a piezo-electric actuator is used. The control of the applied voltage to
the piezo Vp is realized via a feedback loop which is implemented through a
field-programmable gate array (FPGA). To ensure that a constant oscillation
amplitude is retained, all the losses occurring during the measurement have to
be compensated. The force of the piezo drive which is necessary to compensate
for the losses caused by dissipation can be described by:
Fp = Γx˙. (1.46)
If the self-oscillation process is running, we can read-out Vp. The voltage
applied to the piezo is proportional to Fp and as a consequence of (1.46)
also proportional to the dissipation Γ. That is why by detecting Vp we
simultaneously keep track of Γ(H). The dissipation can be described by the
sum of Γ0, due to the mechanical energy losses intrinsic to the cantilever (at
zero field), and a term covering any other extrinsic non-conservative forces.
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The mechanical energy losses Γ0 for a cantilever in vacuum are mainly due
to clamping losses and internal friction. The internal friction can be caused
by the relaxation effects due to adsorbates, dislocations, motions of lattice
defects, etc. [62,63]. Since for DCM studies the extrinsic losses are due to the
applied magnetic field H, we can express this term in the dissipation with
Γm(H), a magnetic dissipation which depends on H [32]:
Γ(H) = Γ0 + Γm(H). (1.47)
Γm depends on the magnetic anisotropy of the sample and due to that it
can be described in terms of the magnetic relaxation. We calculate from
(1.28) the change of the energy induced by Γm using θ  1. By using
M(t) = M0(1− et/T1), where T1 is the magnetic relaxation time, we calculate
the derivative dM
dt
= −M(t)−M0
T1
and obtain T1 and then Γm as [57]:
Γm ∝ T1
(1 + ω20T
2
1 )
2 . (1.48)
T1 has a different value for each magnetic state. Big changes are experienced
during phase transitions. If T1 ' 1/f0, according to (1.48) Γm(H) will be
peaked and in any other circumstance Γm(H) will be smaller. As a consequence,
also the magnetic dissipation should reflect the phase transitions. In the
other regions, where no phase transition happens, T1 and therefore also Γm(H)
should stay more or less constant. As a result, by keeping track of Vp, we
obtain a signal which provides information about occurring phase transitions.
Besides assigning phase transition, the dissipation sets also a limit to the
minimum detectable magnetic moment. By taking into account the minimal
detectable force of a cantilever (1.3), Stipe et al. calculated for their DCM
measurements that the minimal detectable magnetic moment is below 104 µB,
µB being Bohr’s magneton [32].
1.7 Numerical Calculations
In addition to our measurements, we perform numerical calculations in order
to estimate the expected frequency shift for DCM measurements. We compare
two different software packages, Nmag [82] which is based on the finite element
method, and mumax3 [83], based on the finite difference method. Both
software packages use micromagnetic formalism and solve numerically the
Landau-Lifschitz-Gilbert equation. For both Nmag and mumax3 we obtain
the same results.
The procedure is as follows: First we calculate the magnetization configu-
ration of the sample, when the cantilever is in its equilibrium position θc = 0.
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From these calculations we obtain Em(0) for each value of H. In addition we
obtain for each value of H a map of the magnetization, which allows us to
analyze the magnetic state in detail. Afterwards we tilt the sample by a small
but finite angle δθc . 1◦ in both directions from the equilibrium position,
corresponding to the direction of the cantilever motion. We repeat solving for
the magnetic energy for the other two configurations. Having Em(0), Em(δθc),
and Em(−δθc) for each value of H, we can calculate the DCM frequency shift
by using the differential quotient for a second order derivative and insert it
into equation (1.27), and we obtain:
∆f ≈ f0
2kol2e
Em(δθc) + Em(−δθc)− 2Em(0)
(δθc)2
(1.49)
We then compare the results of our numerical analysis with those from
our experiments, as shown and described in detail in chapter 3.
2 Magnetism
In the previous chapter the technical aspects regarding the investigation of
magnetic samples by DCM are described. There we discuss the important
components like the cantilever and the displacement detection, and derive the
equations in order to analyze the data. Until now an important component has
not yet been addressed in detail: the magnetic sample itself. So far, we have
made generally valid assumptions regarding a magnetic object attached to a
nanomechanical oscillator. In this chapter we provide information regarding
the magnetic materials studied in this thesis.
The research of this work includes the investigation of three different types
of materials by DCM. The behavior of ferromagnetic (FM) NTs made of
CoFeB, is studied depending on the aspect ratio (see Sec. 2.2 and Chap. 3).
Furthermore, we explore the existence of a skyrmion lattice in MnSi NWs
as a function of temperature and applied magnetic field, depending on the
orientation of the wire with respect to the field direction (see Sec. 2.3.1 and
Chap. 4). In the third set of measurements, we investigate the angle depen-
dence of the applied magnetic field for GaV4S8 single-crystal (see Sec. 2.3.2
and Chap. 5).
This chapter is intended to give the necessary theoretical background in
order to understand the results presented later on. Only the aspects which
are relevant for the investigated materials are discussed.
2.1 Energy Terms in a Magnetic Object
In order to describe the behavior of a microsized magnetic object it is necessary
to know what contributes to the magnetic energy. The interaction between
the different energy contributions define the realized magnetic structure. In
the following we give an overview about the different energy terms and in
doing so we use the following references [84–89].
Different energies contribute to the total free energy Etot of a magnetic
microstructure. The four main energies are the Zeeman energy EZ , the
exchange energy Eex, the anisotropy energy EK , and the magneto-static
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energy Ems. These energies add up to:
Etot = EZ + Eex + EK + Ems (2.1)
These contributing energy components are each separately described in detail
in the following.
2.1.1 Zeeman Energy
The magnetic moments of a permanent magnet with volume V placed in an
external field H try to align parallel to the field in order to minimize the
energy. The interaction between the magnetization and an external applied
magnetic field is described by the Zeeman energy and given by:
EZ = −µo
∫
M ·H dV (2.2)
2.1.2 Exchange Energy
Magnetic ordering is associated with the exchange interaction: the latter
imposes an order to the magnetic moments, but it does not impose a favored
direction. In general, the exchange interaction can be of symmetric and
asymmetric nature. Depending on the material composition, asymmetric
interaction can have a significant influence (see Sec. 2.3), or has a negligible
contribution compared to the symmetric term. This is for example the case
of FM objects, on which we focus in the following.
The symmetric exchange interaction Eex describes the Coulomb interaction
between two neighboring spins Si and Sj and is given by:
Eex = −2
∑
i<j
JijSi · Sj (2.3)
where Jij is the exchange integral. The nearest neighbors align parallel with
each other if Jij has a positive value and therefore the resulting material
is FM. If Jij instead is negative, the spins align anti-parallel and end up
anti-ferromagnetic. Jij depends on the distance of the interacting spins, and
with increasing distance J decays exponentially.
Under the assumption of a continuous material and a not too high tem-
perature, Eex can be described by the following equation (for a detailed
derivation see [84]):
Eex =
A
M2s
∫
(∇M)2dV, (2.4)
where A is the material-dependent exchange stiffness or also called coupling
parameter, related to Jij, and Ms is the saturation magnetization. Ms is an
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Figure 2.1: Schematic of the hysteresis curve of a typical FM material, with Ms, Mr and Hc
assigned. Adapted from [84].
intrinsic property of the material, and it dependency on T . The temperature
at which Ms is zero is defined as the Curie temperature Tc (also refereed to as
the critical temperature): at this point a magnetic object loses its permanent
magnetic properties. For instance, FM objects are paramagnetic above Tc.
Ms is characteristic for FM and ferrimagnetic materials and can be most
clearly seen in the magnetization as a function of applied magnetic field.
For instance in Fig. 2.1, M(H) for a standard FM sample is shown. As H
increases, M approaches its maximum value, Ms. It is not given that M is 0
at H = 0; the magnetization which is present at H = 0 is called remanence
or remanent magnetization Mr. The point in field where M = 0 is called
coercivity or coercive field Hc.
2.1.3 Magnetostatic Energy
The result of the interaction of the sample‘s magnetization with its own
stray-field is described by the magnetostatic energy and given by:
Ems = −µ0
2
∫
M ·HdmdV, (2.5)
where Hdm is the demagnetization field. Hdm is the field caused by volume
and surface charges of the object, as illustrated in Fig. 2.2. Adding Hdm and
H, we can calculate H′, i.e. the total, internal magnetic field:
H′ = H + Hdm. (2.6)
Hdm for a random shaped object is difficult to determine. In order to
calculate Hdm it is necessary to solve the magnetostatic Maxwell equations.
The result for a uniformly magnetized ellipsoid, is the following [85]:
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Figure 2.2: Schematic of a uniformly magnetized object in shape of a bar where (a) represents
M pointing in the opposite direction of (b) the corresponding Hdm and the stray field. Adapted
from [89].
HdmxHdmy
Hdmz
 = −
D⊥ 0 00 D⊥ 0
0 0 D‖
MxMy
Mz
 . (2.7)
The matrix elements D⊥ and D‖ are the demagnetization factors, with
2D⊥ + D‖ = 1. By considering an average magnetization, it is possible to
determine the demagnetization factors for a random shaped object with a
uniform magnetization. However, this is just possible by assuming a uniform
magnetization and neglecting details near edges and surfaces, resulting in an
average demagnetizing field. More details can be found in several literature
references, like [84, 85,87,89]
2.1.4 Magnetic Anisotropy
If the magnetization has the preference to point along a fixed direction, it
is caused by anisotropy. Due to it, additional energy is necessary in order
to turn the magnetization in any direction which differs from the preferred
axes, called the easy axes. Therefore it has an important contribution to the
hysteresis of a sample.
Magnetic anisotropy can have different origins. The only anisotropy
intrinsic to the material, which is the most common one, is the crystal
anisotropy. This type of anisotropy arises from spin-orbit interaction. Due to
the non-spherical shape of the electron orbits, they prefer to align in a certain
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direction in the crystalline structure. The magnetocrystalline anisotropy
is usually small compared to the exchange interaction and depends on the
crystal lattice structure. The strength of the magnetization is mainly due to
the exchange, but the direction is determined by the anisotropy. The direction
in which the energy of the anisotropy has a local minimum is defined as the
easy axis. If instead it has a local maximum it is a hard axis.
A kind of anisotropy, occurring in all our investigated samples, is the
shape anisotropy. It is due to the fact that a magnetic object does not have a
perfect spherical shape. Under this circumstance, the demagnetization fields
will not be equal in all directions, hence creating an easy and a hard direction
to align for the net magnetization. Therefore, the shape anisotropy is linked
to the magnetostatic energy. It is the strongest anisotropy component for
non-crystalline, non-spherical magnetic samples.
Another anisotropy is the surface-induced anisotropy, caused by physical
processes on surfaces and/or interfaces. The symmetry at the boundary is
reduced, since for instance a spin at the surface has a neighbor on one side,
but none on the other. Therefore the exchange energy cannot be the same as
in bulk. Furthermore, the contact of the magnetic object to the substrate
can induce a strain due to lattice mismatch. These additional anisotropies
are sensitive to the thickness of the sample. The influence is increasing for
decreasing sample size as is the surface-to-volume ratio.
2.2 CoFeB Nanotubes
The focus in this section is on FM NTs, especially on CoFeB NTs. FM
NTs have a non-magnetic core and therefore provide a promising shape
and magnetic states. Especially the flux-closure configurations are of special
interest for instance for being implemented in high density storage media. The
reason is that this is the configuration which produces the smallest stray field
and therefore minimizes interactions with close-by structures [9]. According to
theoretical prediction, three stabilized equilibrium states can be hosted by this
tubular structures [34]. A uniform axial, a mixed, and a vortex configuration
are the predicted magnetic equilibrium states, illustrated in Fig. 2.3. These
equilibrium states include vortex-like flux-closure configurations in which the
magnetization is pointing along the NT circumference. In comparison, in
magnetic NWs a non flux-closure configurations like a uniform axial alignment
is always favored [25].
Landeros et al. made predictions about the stability of the states by
dimension-based simulations [34]. By minimizing the total energy for these
three different equilibrium states and the use of an analytic model, a phase
diagram depending on the tubular geometry results. This phase diagram is
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Figure 2.3: The predicted equilibrium states for a FM NT are (a) a uniform axial state,(b) a
mixed, and (c) a vortex state. Figure adapted from Ref. [90].
presented in Fig. 2.4, in which the transitions between the different states are
marked for three different tube sizes. The following definitions are used for
the plot: β = ri/ro is the ratio between the inner ri and the outer ro radius,
L is the length of the tube, and λex is the spin exchange length, defined as
λex =
√
2A
µ0M2s
.
Several other theoretical works investigated also the behavior of idealized
FM NTs [10, 91–94]. Due to the similarity to the studied FM NTs, we use
CoFeB NTs, see Chap. 3 for a more detailed description. These tubes have
a 30-nm thick amorphous CoFeB shell around a non-magnetic core which
has a hexagonal cross-sectional shape. Moreover they are free of defects,
have a smooth surface with a roughness of only a few nm, and they have a
rather high saturation magnetization [95]. With these characteristics these
tubes provide a strong magnet with stable magnetic order, imposed by their
geometry [25].
Landeros et al. assumed for their study a round cross-section, which
is not given for our samples, but the model should be suitable for a better
understanding and a first approximation of our samples. In order to reproduce
the phase diagram for the CoFeB NTs, we use A = 2.8× 10−11 J/m [96] and
a saturation magnetization of µ0Ms = 1.29 T [25]. The resulting theoretical
phase diagram depending on the geometry is shown in Fig. 2.5. From this
phase diagram we can read out a tendency, under which size-ratio a certain
state is more probable then others. For our studied NTs, β is between 0.78
and 0.8. Due to the fact that the diameter of the core structure of our NTs
is above 200 nm, it is rather unlikely to end up in an axial configuration.
To end up in an axial magnetized state either a very small diameter of the
non-magnetic core or even no core at all would be necessary. From Fig. 2.5
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Figure 2.4: The phase diagram for FM NTs showing the transitions from axial to mixed and
to vortex state as a function of the normalized tube length L/λex and the normalized outer
radius r0/λex. The transitions for β = 0.5, 0.7, and 0.9 are assigned. The plot is adapted
from [34].
Figure 2.5: The phase diagram adapted from [34] for CoFeB NTs as a function of tube length
L and the outer diameter d0. The transitions for β = 0.7, and 0.9 are assigned.
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we can see that for shorter and wider NTs a vortex state is favored, and
the longer and thinner ones prefer the mixed state. Additionally to the
three described equilibrium states, Chen et al. describe another configuration
based on calculations [94]. In case of short tubes, instead of the vortex state
shown in Fig. 2.3(c), a vortex configuration which is composed of two vortices
with opposing chirality and a Ne`el domain in between may also be stable.
Experimentally, confirmations about the different states were reported based
on MFM studies [97] and on x-ray magnetic dichroism photoemission electron
microscopy (XMCD-PEEM) measurements [98].
Up to this point, only the static properties of ferromagnetic tubes were
described. But of interest, in terms of applications, is also the dynamical
behavior. For instance how these equilibrium states evolve, how stable and
reproducible they are. Of special interest, as mention before are the flux-
closure configurations due to the minimization of the interaction with close-by
structures [9]. Given that FM NTs avoid an axial singularity, a fast and
reproducible magnetization process should take place [34]. The magnetic
reversal process seems to nucleate often at surfaces due to the magnetostatic
charge, for instance. Therefore, the form of surfaces and edges - including
any imperfections or roughness - can influence this process. A high surface-to-
volume ratio as present in tubular structures, weakens the effects of surface
imperfections by forming flux-closure configurations. Different theories exist
about how the reversal event proceeds. It seems that the magnetization
reversal process is driven by the nucleation event of a vortex followed by
the propagation along its length, where the motion can be for example
induced by a changing magnetic field or a current [99]. According to the
theoretical prediction of reference [93], the reversal of the magnetization in
long FM tubular structures can be caused by two different mechanisms. It
could be achieved by a propagation of a transverse domain wall (DW), or
by the propagation of a vortex DW. In order to identify which mechanism is
favored, they introduced a critical radius rc(β), which depends on the material
properties and the ratio of the radii. rc(β) defines the situation, at which
the energy barrier for both propagation processes are equal. If ro < rc(β)
the process of the transverse DW is preferred and otherwise the vortex DW.
According to these theoretical calculations, for our investigated CoFeB NTs
ro > rc(β), hence the magnetic reversal should be driven by the propagation
of a vortex DW. For the sake of completeness, if the tube has a length being
in the range of the size of a domain wall, a coherent rotation during the
magnetic reversal can occur [93]. The shortest tube which we investigated is
640 nm long, therefore we should be out of this regime.
In order to obtain a better understanding of the nucleation of the vortex
at the tube end, the propagating process, and the magnetic reversal, measure-
ments of single tubes are required to confirm the theoretical predictions. Until
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now the investigation of the magnetic reversal has mainly be performed on big
ensembles [100–106]. For measurements based on ensembles, controlling the
distribution of size, shape and orientation can be difficult. Furthermore, the
interaction between the different tubes has to be taken into account, which
complicates the interpretation of the data.
A few dynamic studies of long single FM NTs were published recently. By
the investigation with anisotropic magnetoresitance and anomalous Nernst
effect techniques, the reversal process via domain wall movements and ad-
ditionaly, a chirality switching process was observed [107]. Other studies
describe the investigation of single tubes by the use of DCM [23, 25] and
in combination with a SQUID [29, 30, 108]. Along with the previous DCM
measurements numerical simulations were performed, describing the resulting
feature in the frequency shift in occasion of a vortex nucleation and extinc-
tion at the end of a ferromagnetic tubular structure [25]. However the data
collected with different FM tubes with length between 6 to 20 µm, did not
show the features, which the theoretical calculations predicted. Hence, we
repeated the measurements with shorter NTs and, in contrast to the previous
samples, the ends of these tubes were well defined, in addition we had the
freedom of changing the direction of the applied magnetic field. Chapter 3 is
dedicated to the tracking of the nucleation and the vanishing of the vortex
features for three different sample sizes. Furthermore, we trace the formation
of a vortex configuration close to the magnetic reversal. Besides that, detailed
description about the samples and cantilever properties, the measurement
conditions as well as the results of our studies are provided.
2.3 Magnetic Skyrmions
In section 2.1.2 we mention that magnetic ordering is due to the exchange
interaction, which has mainly a symmetrical character. On the other hand,
the interaction between two neighboring spins in certain materials can be sig-
nificantly influenced by an asymmetric exchange component. This additional
exchange term contributes as well to the equation (2.1) describing the total
magnetic energy and is defined by:
EDM = −2
∑
i<j
Dij · (Si × Sj). (2.8)
More common is the definition of this interaction by the term in the Hamilto-
nian [14]:
HDM = −Dij · (Si × Sj), (2.9)
where Dij is the Dzyaloshinskii vector. This asymmetric exchange contribution
is also known as the Dzyaloshinskii-Moriya interaction (DMI). DMI occurs in
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Figure 2.6: Schematic of the magnetization in (a) the helical phase and (b) the conical phase.
Illustration adapted from [112]
non-centrosymmetric crystals with low symmetry, where the coupling (2.9)
is not negligible [109]. DMI is responsible for the attempt to align the
neighboring spins perpendicular to each other, which, in combination with
the symmetric interaction, results in a slight tilt of the magnetic spins, in
contrast to the perfect ferromagnetic alignment. The occurrence was first
described by Dzyaloshinskii (1957) [110] and a mechanism was found by
Moriya (1960) [111]. In magnets with a certain class of symmetry, the DMI
causes, under special conditions, to form some chiral spiral structures which
minimize the energy [14]. The most interesting structures are called magnetic
skyrmions. They were experimentally observed the first time in 2009 in bulk
MnSi, by means of small angle neutron scattering (SANS) [11]. More details
about the special conditions and the arrangement of the spins are given in
the course of this section.
We follow in this paragraph Levatic´ et al. [113] to describe the stabil-
ity of the different states in skyrmion carrying materials and the transi-
tions between them. In bulk skyrmion-containing samples, the strength of
anisotropy K, DMI and symmetric exchange interaction J are in the relation-
ship: K  DMI  J . The anisotropy due to the spin orbit interaction is
the weakest interaction. Below a critical temperature Tc, the DMI prefers a
perpendicular alignment between neighboring spins, while the symmetric ex-
change interaction favors a parallel alignment. This competition between the
much stronger symmetric exchange and the DMI results in a spin spiral phase
as a ground state, which is magnetically compensated. The chirality of the
helical modulation is due to the missing inversion symmetry in the structure of
the crystal and depends on the properties of the electronic structure [114]. The
length of the modulation can be estimated as LD ∼ J/DMI  a, where a is
the inter-atomic distance. LD is determined by these two competing exchange
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energies but this is not the case for the direction of the modulation [112]. The
direction is instead determined by K, which pins the helices along a preferred
direction, hence the ordering wave vector q points in one direction, illustrated
in Fig. 2.6(a). In case a magnetic field is applied, q turns in the direction
of the magnetic field, which is energetically preferred [112]. Above a certain
field Hc1, the spins start tilting and forming a cone-like arrangement, ending
up in the conical phase, shown in Fig. 2.6(b). The value of Hc1, at which
the phase transition between the helical and the conical phase takes place,
depends on K, in a way that if K is higher, also Hc1 needs to be higher. By
increasing the external applied field even further, the spins align with the field
at Hc2, where the transition from conical to FM takes place. Single skyrmions
form a regular arrangement in which the central magnetic spin points in the
opposite direction of H. Several of them set up in stacks, one above another,
in tubular structures and build the so called skyrmion lattice phase or A
phase. The energy for the conical phase is always lower than for the skyrmion
lattice in an intermediate magnetic field range and therefore favored. But if
≈ Hc2/2 is applied at a temperature close to Tc the energy difference between
these two phases is very small and due to thermal fluctuations, the skyrmion
lattice is stabilized over the conical phase [11, 17]. Above Tc the magnet is
a paramagnet, like a standard ferromagnetic sample. In some compounds
like GaV4S8, the orientation of the skyrmions is determined by the magnetic
easy axis and not by the direction of the applied magnetic field, more details
about this and similar compounds are given in Sec. 2.3.2.
For completeness, we mention that skyrmions can be caused by four
different mechanisms which can also act simultaneously. In this paragraph
we follow the descriptions by Nagaosa and Tokura [17]. (1) Skyrmions can
be caused by DMI as mentioned before. DMI occurs in non-centrosymmetric
magnets like FeGe, MnSi, Fe1-xCoxSi, etc.. Skyrmions of this kind have sizes
between 5 to 100 nm. (2) Skyrmions can arise from long-range magnetic
dipolar interactions, which occur in magnetic thin films with perpendicular
easy-axis anisotropy. There, the dipolar interactions prefers the in-plane
magnetization in contrast to the anisotropy, which prefers the magnetization
out-of-plane. These two different preferences competing with each other result
in periodic stripes, where the magnetization rotates in a plane perpendicular
to the film. If a magnetic field is applied perpendicular to the thin film, a
periodic array of magnetic bubbles or skyrmions is formed out of the stripes.
The originating structures have sizes of 100 nm up to 1 µm. Furthermore,
skyrmions can be caused by (3) frustrated exchange interactions or (4) four-
spin exchange interactions. (3) and (4) result in skyrmions having a size in
the range of the lattice constant a of the material. The materials investigated
in this thesis MnSi and GaV4S8 belong to the group of non-centrosymmetric
crystals [17, 115] and therefore skyrmions are caused by DMI (mechanism
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(1)). More information and properties about these specific crystals are given
in the following two sections.
In materials in which the magnetic skyrmions are caused by DMI, mecha-
nism (1), the orientation of the Dzyaloshinskii-Moriya vector can differ. The
various orientations produce different types of skyrmions with an unequal
rotation of the magnetic spins [14]. To describe the different types of mag-
netic skyrmions, we follow in this paragraph Bogdanov and Hubert [116]. As
mentioned before, in order for magnetic skyrmions to occur, a combination of
easy-axis FM and DMI is required, which is given only in certain crystal sym-
metries. Such a crystal symmetry is given in the Cn class with its subclasses
Cnv and Dn (n = 3,4,6). The symmetry requirements are also fulfilled in the
tetragonal classes S4 and D2d, but in these classes of crystals the interaction
is intrinsically anisotropic, therefore the conditions are not in favor of forming
skyrmions. Hence, we focus on the classes Cnv and Dn, for which the energy
connected to the DMI wD is given by:
wD = D1w1 +D2w2 +D3w3
= D1
(
Mz
∂Mx
∂x
−Mx∂Mz
∂x
+Mz
∂My
∂y
−My ∂Mz
∂y
)
+D2
(
Mz
∂Mx
∂y
−Mx∂Mz
∂y
−Mz ∂My
∂x
+My
∂Mz
∂x
)
+D3
(
Mx
∂My
∂z
−My ∂Mx
∂z
)
, (2.10)
where Di are arbitrary coefficients and we refer here to a coordinate system
where the magnetization in the center points along the z-axis. The last term
of the equation causes spiral structures propagating along the crystal axis
(here along the z-axis). This term is not relevant for the materials investigated
in this work and therefore we will focus only on the other two. Furthermore
we will focus on the cases where the simultaneous existence of D1 and D2
is excluded. Two cases are remaining, resulting in two different types of
skyrmions, occurring in the two different samples investigated in this work.
The case in which only D1 gives a contribution to the energy (D2, D3 = 0)
occurs in crystals with Cnv symmetry. Here only w1 contributes to the DMI,
which causes a rotation along the propagation direction of the spiral structure,
resulting in Ne´el-type skyrmions, also referred to as vortex skyrmions. This
type of skyrmion where the magnetization rotates in radial direction from the
core outwards is illustrated in Fig. 2.7(b). A member of the Cnv symmetry
class is for instance GaV4S8 [117]. Furthermore, Ne´el-type skyrmions have
also been observed, for example, in PdFe/Ir(111) bilayers, which have a strong
uniaxial anisotropy [19].
In the second case only D2 6= 0, representing a special case within the Dn
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Figure 2.7: Differences in the spin rotation for (a) the Bloch-type skyrmion and (b) the
Ne´el-type skyrmion. The spins rotate in the tangential plane in case of Bloch-type and in the
radial plane for Ne´el-type skyrmions. The cross-section of the vortex is shown underneath for
each type. Illustration from [117].
symmetry class. In this case Bloch-type skyrmions, also referred to as the
hedgehog skyrmions, are favored. In the cubic materials like MnSi or FeGe an
additional uniaxial anisotropy has to be present to stabilize vortex structures.
The external stress or the growth anisotropy can cause an easy axis to occur
and in this case these materials are examples of the Dn crystal class. The
most common and most investigated structure is the Bloch-type skyrmion. In
this type, the magnetic spins rotate perpendicular to the radial direction from
the center outwards, as shown in Fig. 2.7(a). Bloch-type skyrmions are hosted
in materials with a B20 crystal structure, like FeGe [118], MnSi, [11, 119],
Fe1-xCoxSi [120] or Cu2OSeO3 [121]. The alignment of these skyrmions is
determined by the applied field direction. In contrast, in Ne´el-skyrmions is
the orientation determined by an uniaxial anisotropy instead of an externally
applied magnetic field. Furthermore, the relative size of the skyrmion lattice
region in the phase diagram for Ne´el-skyrmions is significantly larger as for
the Bloch-type [113].
The skyrmion lattice in bulk samples is typically present only in a small
temperature field region, but different mechanisms can induce a stabilization
of this phase. In case of spatial confinement, where the thickness of the sample
is in the range of LD or below, the skyrmion energy changes a lot, so that
an extended skyrmion lattice down to low temperature results [122]. LD in
thin films is significantly reduced, therefore the exchange coupling must have
different values. A stabilization can also be achieved by a uniaxial magnetic
anisotropy, which is suppressing the helical phase and hence supporting
the skyrmion lattice [123]. A uniaxial anisotropy can arise from the shape,
interfaces, surfaces, crystal directions or pressure, but not all of them seem
to show an effect on the skyrmion region. So far it seems that uniaxial
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Figure 2.8: µ0H vs T phase diagram for bulk MnSi, where H is parallel to 〈100〉. The
transitions were determined from SANS experiments. The plot is adapted from [11].
anisotropy due to pressure [113] and surfaces [24] has a stabilization effect.
Furthermore, if a strain is induced due to a lattice mismatch or an effective
negative pressure, Tc shifts to higher values and hence the skyrmion phase is
stabilized up to higher temperatures [124].
2.3.1 Characteristics of MnSi
This section is dedicated to MnSi, which belongs to the class of B20 crystals
and hosts Bloch-type skyrmions. The crystal lattice constant is a ≈ 4.56A˚,
it has skyrmion lattice constant of LD ≈ 18 nm in bulk and 8.5 nm in thin
films [11,17]. MnSi is one of the most studied skyrmion-containing samples
and was investigated with various methods and in different shapes.
For a bulk single crystal, the region of the stabilized skyrmion lattice is
limited to a small pocket close to Tc, where Tc = 29.5 K [11]. In Fig. 2.8 a
typical phase diagram for a bulk sample is shown, where fields were applied
parallel to 〈100〉. From another study it results that the skyrmion phase
stability has a dependency on the crystal orientation with respect to the
magnetic field direction [119]. If H is parallel to 〈100〉 the skyrmion phase is
the largest and about double as big as for H applied parallel to 〈111〉. The
stable region for H parallel to 〈110〉 has a size in-between the two others. Tc
is constant for all the three configurations.
As mentioned previously, the stability of the skyrmion lattice phase
depends strongly on the shape. A stabilization is achieved due to spatial
confinement in thin films and a typical phase diagram for a free-standing,
about 50-nm thick film is shown in Fig. 2.9. The conical phase is suppressed
and the skyrmion lattice extends to low temperatures. By comparing Fig. 2.8
and 2.9 besides an extent of the phase, also a decrease in Tc of 7 K occurs,
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Figure 2.9: Phase transitions of a 50 nm thick MnSi film, detected with TEM measurements.
The plot is adapted from [125].
which implies that Tc is thickness dependent. Furthermore, an increase of Tc
was also observed in a 50-nm thick MnSi grown on top of Si(111). Hence the
film was not free-standing and the lattice mismatch introduced a stress which
raises Tc up to about 45 K [124].
Besides thin-film and bulk samples, also MnSi NWs were investigated.
For example a skyrmion stabilization comparable to thin film samples was
observed with a NW, which was thinned down to 50 nm [126]. Furthermore,
some surprising results were obtained with NWs which have a thickness well
above 200 nm. It seems that the size of the skyrmion region depends on the
orientation of the NW with respect to H [24,52,127,128]. More details are
given in the experimental chapter 4, which is focused on the measurements
performed during the work of this thesis.
In order to assign phase transitions, often the magnetization as a function
of H is used. For explanation of the assignment of phase boundaries, we
follow in the next paragraph the description of reference [119]. M(H) has a
characteristic shape for MnSi, visualized in Fig. 2.10. The skyrmion lattice
phase is represented in form of a slightly tilted plateau. At the edges of
this plateau M changes discontinuously (first order). Trace (i) in Fig. 2.10
illustrates M(H) at a constant T . By following this trace, two first-order
transitions are crossed. According to this description the phase transitions
can be assigned, even if the steps are smeared out in experimental data.
The focus in our experimental work is on the determination of the occur-
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Figure 2.10: Illustration of M(H,T ). The plateau depict the skyrmion lattice phase and the
trace (i) represents a measurement of M(H) at a constant T . The plot is adapted from [119].
rence of a skyrmion lattice in single MnSi NWs, depending on the orientation
of the wire with respect to the applied magnetic field. The results of the
measurements and more details about the studied NWs are given in Chap. 4.
2.3.2 Characteristics of GaV4S8
The skyrmion phase was further investigated in a GaV4S8 single crystal, (see
Chap. 5). This section gives some background information about the general
characteristics of this material. For this purpose, the following references are
mainly used: [115,117,129].
GaV4S8 is a member of the lacunar spinal family of ternary chalcogenides
with composition of AM4X8, where A = Ga and Ge; M = V, Mo, Nb, and Ta;
X = S and Se. The compounds containing Ga are magnetic semiconductors
and have at room temperature a non-centrosymmetric cubic structure. In
GaV4S8 a = 9.661 A˚ at room temperature. It undergoes a cubic to rhom-
bohedral transition of the structure at Ts = 42 K driven by a cooperative
Jahn-Teller distortion. This structural transition produces a stretching of
the V4 tetrahedra along one of the four 〈111〉 crystal directions, as shown
in Fig. 2.11(a) and (b). That results in a multi-domain crystal, carrying
four different rhombohedral domains. Besides the structural transition, the
magnetic properties change from antiferromagnetic to ferromagnetic exchange
interaction at Tc = 13 K. Hence a single crystal piece can have four regions in
which the q vector of the cycloidal phase can point in four different directions.
At the same time these four directions can be differently populated. These
four different directions are illustrated in Fig. 2.11(c), where the crystal
directions are additionally assigned.
Due to a different symmetry of the DMI, GaV4S8 hosts Ne´el-type skyrmi-
ons and does not host a conical phase, which is the strongest competing
phase in Bloch-type magnets. Therefore, the relative size of the skyrmion
lattice in the phase diagram is broader. The periodicity of the skyrmion
lattice in GaV4S8 is LD = 22 nm. Ke´zsma´rki et al. detected the temperature
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Figure 2.11: Schematic of (a) the structural transition from cubic to rhombohedral of the V4
cluster (red spheres), (b) the crystal structure of the rhombohedrally distorted structure along
one of the body diogonals (dashed line). (c) The four different body diagonals with the various
crystal directions assigned. The figures are adapted from [115, 117].
and field dependence by atomic force microscope (AFM) imaging and SANS,
and mapped the occurring phase transitions [117]. The phase diagram for
three different crystal orientations with respect to the applied magnetic field
are shown in Fig. 2.12(a)-(c). Since the direction of the Ne´el-skyrmions in
GaV4S8 is given by the magnetic easy axis and not by the field direction,
different magnetic field values are observed for the same phase transition in
the various orientations. In GaV4S8 the magnetic easy axis and the 〈111〉
crystal directions are the same. As mention before, four different crystal
directions can be present to the same time in a single crystal sample, caused
by the structural transition. The angles between the 〈111〉-axes are 70.5◦.
Crucial, at which applied magnetic field a phase transition of a certain axis
occurs, is the projection of the applied magnetic field on this axis. Since, the
projection of the magnetic field on the various axes is different depending on
the orientation of the crystal, multiple switching of the same phase transition
at different values can occur, as in the case shown in Fig. 2.12(a). In order
to account for this behavior, the transitions can be plotted as a function of
the projection of the applied field on the magnetic easy axis, as shown in
Fig. 2.12(d).
These results from some of the few existing studies show the complexity of
these materials. In general, magnetic materials which are hosting Ne´el-type
skyrmions are not yet studied intensively but they are of interest indeed,
since skyrmions in GaV4S8 have a sizeable electric polarization, they could
be controlled with an electric field, which makes them a suitable candidate
for potential applications, as for instance as a carrier of information in a
magnetic storage media. GaV4S8 is a material characterized by a complex
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Figure 2.12: (a) -(c) phase diagram as a function of temperature and applied magnetic field
for GaV4S8 for different orientations of the crystal with respect to the applied magnetic field.
Information were obtained via AFM imaging and SANS measurements. (d) phase diagram as
a function of temperature and the projection of the applied magnetic field to the easy axis
calculated from (a)-(c). The plot is adapted from [117].
interaction between microstructure and chiral magnetism. For instance, it is
not yet resolved what is the maximum field angle under which the skyrmion
lattice is still formed. This depends on the strength of the uniaxial anisotropy,
which to the author‘s knowledge, is still unknown.
In order to quantify and understand the role of the anisotropy in materials
hosting Ne´el-type skyrmions, we perform DCM on a single crystal samples of
GaV4S8. Furthermore, we compare DCM results with a theoretical model of
the magnetic phase diagram as a function of applied magnetic field magnitude
and direction. By collecting magnetic torque signal for a series of applied field
orientations, DCM reveals the magnetization, anisotropy, and magnetic phase
diagram of our sample. The samples and experimental results are presented
in detail in chapter 5.
3 Observation of Magnetization
Reversal Nucleation Induced
by Vortices in Individual Ferro-
magnetic Nanotubes
The previous chapter introduces the technical aspects regarding the investi-
gation of magnetic samples by DCM, including numerical simulations. The
focus in this chapter is on the investigation of the magnetic behavior of
CoFeB NTs, depending on their aspect ratio. FM NTs are of interest due
to their shape and relative small size, as they would be easier and denser
to implement compared to bulk samples in applications like high-density
magnetic storage media [8]. Their quality is also higher due to less stacking
faults and impurities. Furthermore, FM NTs form flux-closure configurations,
which produce a minimal stray-field and therefore reduce the interaction to
neighboring structures [9].
In the following, we first present the study of different sized NTs by DCM,
then we show the first data obtained by RCM measurements, and afterwards
we present the data collected with XMCD-PEEM studies. The results obtained
by DCM and XMCD-PEEM studies are compared to corresponding numerical
simulations.
3.1 DCM of CoFeB Nanotubes
Due to their high surface-to-volume ratio, magnetization reversal in magnetic
nanostructures is often dominated by the influence of surface and edge domains.
As a result, surface imperfections and roughness can impede a controllable,
reproducible, and fast reversal process [130,131]. Nanomagnets in flux-closure
magnetization configurations, however, are less sensitive to the shape of
boundaries, since these configurations close magnetic flux lines within the
magnet [132]. In FM NTs, reversal of a uniform axial magnetization has been
predicted to nucleate and propagate through flux-closure vortex domains,
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whose magnetization curls around their axis [34,93,99,133]. Using DCM [25],
we observe the distinctive signatures of the appearance and disappearance of
these vortices at the beginning and end of magnetization reversal in individual
CoFeB NTs. We show that these signatures depend on sample geometry,
as expected from numerical simulations. Control of the appearance and
circulation of these vortices is promising for producing FM NTs with both
tailored and favorable reversal properties. Such developments may have
practical consequences in the design of nanomagnetic elements required for
future high-density magnetic storage devices.
The results presented in the first part of this chapter are adapted from
the following work:
Observation of Magnetization Reversal Nucleation Induced by
Vortices in Individual Ferromagnetic Nanotubes
A. Mehlin, B. Gross, M. Wyss, G. Tu¨tu¨ncu¨oglu, F. Heimbach,
A. Foncuberta i. Morral, D. Grundler, and M. Poggio;
to be published (2017)
3.1.1 Introduction
The study of magnetization reversal in magnetic nanostructures is a topic of
major fundamental and practical interest. In particular, a controllable, fast,
and reproducible reversal process is crucial for applications in high density
magnetic storage. This process, however, is often conditioned by the presence
of edge and surface domains. Near borders, magnetization tends to change
direction in order to minimize stray field and therefore magnetostatic energy.
As a result, the form of surfaces and edges – including any imperfections or
roughness – can determine the configuration of the magnetization in their
surrounding. The resulting magnetization inhomogeneities tend to affect
the reversal process by acting as nucleation sites for complicated switching
processes [132]. Furthermore, small differences in the initial configurations
of edge and surface domains can lead to entirely different reversal modes,
complicating the control and reproduciblity of magnetic switching [131].
The high surface-to-volume ratio of magnetic nanostructures weakens these
effects, which is essential in the design of high-density memory elements. One
way to reduce the effect of edges and surfaces on magnetic reversal is to use
magnetic structures that support flux-closure magnetization configurations.
Since these configurations minimize stray fields, edges and surfaces play a
minimal role in determining both their equilibrium state and their dynamics.
FM NTs are one type of nanostructure supporting such states. In particular,
reversal of uniform axial configurations in such NTs has been predicted to
nucleate and propagate through vortex configurations, which appear at the
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tube ends and whose magnetization curls around the axis [34,93,99,133] (more
details about the properties of FM NTs are given in Sec. 2.2). Magnetization
reversal in FM NTs offers some potential advantages over the equivalent
well-understood process in FM NWs: in particular, the core-free geometry
of FM NTs has been predicted to favor uniform switching fields and high
reproducibility [92, 93, 134]. Here, we show the experimental signatures of
this nucleation and show how it depends on the angle of the FM NT ends.
Understanding and possibly controlling the switching process in FM NTs is a
crucial step in enabling practical applications.
We study magnetization reversal in individual CoFeB NTs using DCM.
This technique involves a measurement of the mechanical resonance frequency
f of a cantilever, to which the NT of interest has been attached, as a function
of an externally applied magnetic field H. The frequency shift ∆f = f − f0,
reveals the curvature of the magnetic energy with respect to sample rotations
about the cantilever oscillation axis, as given by Eq. (1.27) (more details in
Sec. 1.4). Exploiting the high torque-sensitivity of ultrasoft Si cantilevers,
DCM provides information on the saturation magnetization, anisotropy, and
the switching behavior of individual FM NTs. We compare these measure-
ments with micromagnetic simulations, predicting both DCM signal and
magnetization configuration for the experimental conditions. This compari-
son allows the identification of features in the DCM data with changes in the
magnetization configuration, including the nucleation of end vortices marking
the beginning of the magnetization reversal. The hybrid finite/boundary
element simulations are carried out using the software package mumax3, which
numerically solves the Landau-Lifschitz-Gilbert equation [82].
3.1.2 Samples and Experimental Setup
Individual CoFeB NTs are used to study the magnetic reversal driven by the
nucleation and propagation of vortices in FM NTs. These tubes have a CoFeB
shell with a thickness of ts = 30 nm, surrounding a GaAs core. The hexagonal
GaAs core is grown by molecular beam epitaxy on a Si (111) substrate by using
Gallium (Ga) droplets as catalyst. The amorphous and homogeneous CoFeB
shell is deposited around the core via magnetron-sputtering [95]. SEMs of the
studied NTs reveal continuous and defect-free surfaces, whose roughness is
less than 5 nm. The resulting NTs have typically a vertex-to-vertex diameters
between 250 and 300 nm and are about 10 µm-long or longer. A sketch of such
a NT is shown in Fig. 3.1. Similar NTs were previously studied by anisotropic
magnetoresistance measurements [95, 107] and NTs from the same growth
chip were investigated by DCM [25], using longer NTs without any sample
processing step, in contrast to the tubes we used. Along with the previous
DCM measurements, numerical simulations were performed, describing the
50 Observation of Magnetization Reversal Nucleation in FM NTs
Figure 3.1: Schematic of a CoFeB NT attached to the tip of a Si-cantilever, including the
definitions of the direction shown in (a) from the side and in (b) with a slight tilt. The cantilever
oscillates in x-direction while the tube axis nˆ is assumed to be parallel to zˆ, as well as to
the long axis of the cantilever. The magnetic field direction can be changed in the xz-plane
(considering a small misalignment of φ), where θ is the angle between the zˆ-axis and the applied
field direction. The top (bottom) end of the NT lies in a plane perpendicular to nˆT (nˆB) at an
angle αT (αB) from nˆ (−nˆ)
.
resulting feature in the frequency shift in occasion of a vortex nucleation
and extinction at the end of a FM tubular structure. However, the data
collected with tubes of length above 6 µm did not show the features, which the
numerical calculations predicted. Hence, we repeated the measurements with
shorter NTs and, in contrast to the previous samples, the ends of these tubes
were well defined. Additionally we have the freedom of changing the direction
of the applied magnetic field. In parallel to this work, we investigated the
behavior of the CoFeB NTs at remnance by XMCD-PEEM measurements,
the results of this study are presented in Sec. 3.3.
We prepared for our studies two samples with different sized ferromagnetic
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Nanotubes
NTa NTb
CoFeB NTs
Length [µm] 2.18 ± 0.03 0.64 ± 0.02
Diameter [nm] 279 ± 6 284 ± 8
Si Cantilever
Length l [µm] 183 ± 3 151 ± 3
Effective Length le [µm] 128 ± 2 106 ± 2
Resonant Frequency f0 [Hz] 1’954.1 2’799.4
Quality factor Q 10’800 8’000
Spring constant k [µN/m] ∼70 70
Table 3.1: Properties of the NTs and the Si cantilevers of both investigated samples. Cantilever
properties were determined at around 280 K.
NTs. In order to do that, we placed the tubes by the use of a micromanipulator
under an optical microscope on a gold surface. Afterwards we defined the
ends and the length under a milling process with a focus ion beam (FIB).
This procedure produces tubes with smooth and well-defined ends, which – in
general – are tilted relative to the plane normal to the NT axis, as shown in
Fig. 3.1(a). In the next step of sample fabrication, we picked up a 2.18 µm-long
NT, NTa, from the surface and attached it to the tip of a ultrasoft Si cantilever
with epoxy (Gatan G1) by using precision micromanipulators. Thereby the
long axis of the tube was aligned with the long axis of the cantilever. The
single-crystal Si cantilever is about 183 µm-long, 4 µm-wide, and 0.1 µm-tick
with a 18 µm-long, and 1 µm-thick mass at the tip. Next to the mass-loaded
tip is a 12 µm-wide paddle, which serves as a reflective surface in a fiber
interferometer used for the detection of the cantilever motion [71], general
information about the cantilever is given in Sec. 1.2.1. In order to prepare
the second sample NTb, a FIB-treated CoFeB NT was attached to the end of
an about 151 µm-long Si cantilever and oriented so that the long axis of the
tube is parallel to the the long axis of the lever. Afterwards a second milling
step was performed to shorten the tube to a length of about 640 nm. The
second milling step was necessary, since it is nearly impossible to place such a
short NT at the tip of a cantilever in the wanted orientation under an optical
microscope. The details of the NTs and the corresponding cantilevers are
listed in Tab. 3.1.
The DCM measurements are performed in a setup composed of two
independent closed-cycle cryostats. We mount the cantilever on a sample
stage which is hanging from springs for additional vibration isolation. Such a
stage is contained in a vacuum chamber with a pressure below 10−4 mbar,
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at the bottom of a temperature controllable cryostat. This vacuum chamber
is surrounded by an independent system, a rotatable 4.5-T magnet. The
orientation of the magnetic field can be changed in the xz-plane around the
cantilever, whereby the long axis of the cantilever is parallel to the zˆ-axis
and the cantilever oscillates in xˆ direction, as illustrated in Fig. 3.1. During
the measurement the cantilever’s motion is read-out with an optical-fiber
interferometer. The laser light of a temperature-tunable laser diode is focused
on the 12 µm-wide paddle of the cantilever. The laser diode has a wavelength
of 1’550 nm and is operated with a power of about 100 nW. During the
measurements, the interferometric deflection signal is fed through an FPGA
circuit back to a piezoelectric element, which is mechanically coupled to
the cantilever. This provides the possibility to self-oscillate the cantilever
at its resonance frequency with a constant amplitude of xrms ' 30 nm, for
which θc  1◦. The self-oscillation allows faster and accurate detection of the
cantilever’s resonance frequency.
The Q factors of the Si cantilevers are around 10’000 at T = 280 K, deter-
mined through a ring-down measurement. In doing so, we mechanically excite
the cantilever with the attached piezoelectric transducer and measure the
natural decay of its oscillation amplitude. This decay follows an exponential
behavior, with argument inversely proportional to Q [60]. By fitting the data,
we obtain Q. The fundamental resonance frequencies are 1.95 and 2.80 kHz,
the spring constants are around 70 µN/m, as determined from measurements
of the thermal motion. More details about the implemented optical fiber
interferometer are given in Sec. 1.2.2, and the used setup and its handling
are in detail described in appendix A.
For the numerical simulation corresponding to the investigated samples,
we set µ0MS to its measured value of 1.3 T [25] and the exchange coupling
parameter to Aex = 28 pJ/m [96]. In the simulations, space is discretized to
5 nm and thermal fluctuations are not included. We obtain for each value of
H a map of the magnetization and the expected frequency shift for the DCM
measurements (more details are given in Sec. 1.7).
3.1.3 Measurements and Simulations
The aspect-ratio of a magnetic NT has a determining influence on the magnetic
reversal process. In particular, FM NTs with a radius larger than a critical
value reverse via nucleation of vortex, rather than transverse domain walls [34,
99]. Since this critical radius is about 20 nm for CoFeB (see Fig. 2.5), all
experimentally fabricated FM NTs are expected to reverse through vortex
domains. For long FM NTs, i.e. 2 µm or longer for our cross-sectional geometry,
the expected progression of the magnetization for H ‖ nˆ (up to a few degrees
of misalignment) can be summarized as illustrated in Fig. 3.2 by numerically
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Figure 3.2: (a)-(g) Visualization of the magnetization configuration of a NT, having the same
dimensions as NTa. The color-scale corresponds to the normalized magnetization in x-direction.
The arrow heads indicate the local magnetization direction. The field values to which the
simulations correspond are marked in (h) ∆f (H) with gray lines. The detected (simulated)
frequency for positive to negative sweep direction is plotted in blue (light blue) and for negative
to positive in red (orange). A zoom-in on the region of the vortex nucleation –respectively
disappearance– is shown in (i) for the numerical calculations and in (j) the measured signal.
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calculated magnetic states. Starting from full saturation at positive H
(Fig. 3.2(g)), initially the magnetization at the ends starts to turn (Fig. 3.2(f)),
till the first vortex penetrate at the tube ends at a nucleation field [34] of
µ0H ≈ 200 mT (Fig. 3.2(e)) and the second µ0H ≈ 50 mT (Fig. 3.2(d)).
In such long tubes, both relative circulation directions of the end domains
have equal energy [98] and which one occurs in experiment is likely driven by
imperfections or defects. As H is reduced and reversed, the vortices grow along
the tube axis towards the center (Fig. 3.2(c)). Nevertheless, a significant axial
domain remains at the switching field of µ0H ≈ −25 mT. At this point, the
central axial domain inverts its magnetization direction while the end vortices
preserve their configuration. From here on, the vortices shrink in size with
progressively larger negative H (Fig. 3.2(b)), until they disappear around
µ0H ≈ −50 mT respectively −200 mT and the magnetization approaches
saturation (Fig. 3.2(a)).
Fig. 3.2(h) shows DCM measurements of a 2.18 µm-long CoFeB NT, NTa,
for H ‖ nˆ (up to a few degrees of misalignment). Before we collected this
data, the system reached a constant temperature and we applied a large
external magnetic field, in order to magnetize the CoFeB NT and initialize
it in the saturated state. The measurements presented in the following
were all performed at T ≈ 280 K. Together with the experimental data,
∆f (H) obtained numerically is also plotted, and corresponds to the magnetic
configurations described before (Fig. 3.2(a)-(g)). For the simulated frequency
shift we use Eq. (1.49). Hysteretic step features, highlighted in Fig. 3.2(i)
for the simulation and in (j) for the experimental data, indicate the entrance
and exit of vortices at the ends in the NT, and therefore define the reversal
nucleation field. The measured and simulated features correspond well and
their amplitude and the field at which they occur depend on material properties
and the geometry of the NT – in particular on the tilt angle of the top αT and
bottom αB ends with respect to the FM NT axis nˆ, as illustrated in Fig. 3.1.
Note that NTa measured in Fig. 3.2 has αT 6= αB, resulting in two distinct
entrance and exit fields corresponding to the two different end vortices. One
entrance and exit pair is barely visible in both experiment and simulation
due the corresponding end’s unfavorable orientation with respect to H, as
discussed in further detail later. Although simulations of such DCM vortex
entrance and exit signatures were already carried out by Gross et al. [25],
they observed no such features in the measured data, likely because of their
imperfect FM NT ends or inappropriate orientation of the ends with respect
to H, which could not be adjusted in their case. The overall features of the
measured and simulated ∆f(H) match, including the asymptotic behavior at
large |H|, and the overall signature of magnetization switching, which occurs
around the same value of H = ±20 mT. Nevertheless, the measured switching
response shows two distinct steps interrupted by a plateau-like feature, rather
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than the single step of the simulations. We return to this difference in our
analysis of reversal in a shorter CoFeB NT and suggest potential reasons for
this discrepancy.
For shorter tubes – here, CoFeB NTs less than 2-µm-long – a different
reversal process emerges, since the two end vortices meet at the center of
the tube prior to the magnetization switching. In this case, the two relative
vorticities of the end domains lead to two different reversal progressions. Given
that end vortices with equal vorticity represent the lower energy configuration
in short tubes [98], this configuration and its resulting reversal process should
be favored. Nevertheless, images of the remnant magnetization configuration
in similar FM NTs by Wyss et al. show that both configurations can occur
experimentally [98], perhaps due to the influence of sample imperfections, see
Sec. 3.3 for more details. As a result, we consider both reversal progressions
in our simulations.
For opposing vorticity, as illustrated in Fig. 3.3 (b)-(f), simulations show
that after the entrance of the vortices, the central axial domain shrinks until
only a domain wall remains to separate the two vortex domains. As H
becomes increasingly negative, the axial wall reverses in a series of steps, the
vortex domains recede, and finally disappear on the way to magnetization
saturation. Magnetization configurations for some notable values of H are
shown in Fig. 3.3(b)-(f) and labeled in the corresponding plot of ∆f (H) in
black in Fig. 3.3(a). Note the large step appearing in ∆f close to ≈ −14 mT
(e) to (d), followed by a plateau-like feature including a small step (d) to
(c), and a final large step around −24 mT (c) to (b). The first discontinuity
marks the replacement of the axial domain wall with a Bloch-type vortex
wall in the top and bottom facet and Ne´el-type vortex walls in the four side
facets, as shown in detail in Fig. 3.3 (g) and (h). The small intermediate
step represents the disappearance of the Ne´el-type walls, while the final step
marks the disappearance of the Bloch-walls and the full reversal of the axial
domain wall.
In case of matching vorticity, simulations show a progression, illustrated
in Fig. 3.3 (j) to (m), in which the two vortex domains merge at the center of
the FM NT, without the need to form a domain wall. The resulting global
vortex configuration progressively rotates toward the applied magnetic field,
until the vortex domains eventually split and disappear as the FM NT tends
towards saturation. ∆f (H) for this type of magnetic reversal is plotted in
red in Fig. 3.3(a). Between ±25 mT a series of six steps occurs. Each of
these features correspond to the inversion of the magnetization along one
of the 6 tube edges from parallel to anti-parallel with H. Such a change in
configuration is illustrated in Fig. 3.3 (j) to (l) for the step around 6 mT.
Simulations therefore predict distinct reversal modes for short FM NTs
with different relative vorticities, resulting in two different shaped ∆f (H)
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for both cases, see Fig. 3.3(a). For the study of the magnetic reversal of a
shorter tube we investigate the behavior of a 640 nm-long CoFeB NT, NTb.
Figure 3.4(a) shows the measured (red) DCM response of NTb by sweeping
the magnetic field from positive to negative in combination with the results of
the corresponding simulations (black). In addition for a few interesting field
values the corresponding numerically calculated magnetic states are shown in
(b)-(k). The magnetic progression of this 640 nm-long NT can be summarized
as follows: starting from full saturation at positive H, at some point the
magnetization at the ends starts to turn (Fig. 3.4(k)) and the first vortex
penetrates at one tube end at a nucleation field of µ0H ≈ 180 mT (Fig. 3.4(j)).
This vortex grows along the tube axis towards the center (Fig. 3.4(i)) and
after a while the second vortex penetrates at µ0H ≈ 50 mT (Fig. 3.4(h)).
Both vortices continue growing towards the center till a global vortex is
formed (Fig. 3.4(g)). The step around -20 mT is illustrated in Fig. 3.4(g)
to (f), and corresponds to the inversion of the magnetization along one of
the tube edges from parallel to anti-parallel with H, as described previously.
Afterwards the two vortex domains split (Fig. 3.4(e)) and one (Fig. 3.4(d))
after the other disappears (Fig. 3.4(c)). The behavior matches the progression
starting with matching vorticity, passing through a global vortex state. Most
notably, the measured ∆f(H) never drops below zero, as expected for the
progression with equal vorticity, in contrast to the case of opposing vorticity.
Less pronounced, but also recognizable, is the round shape of the experimental
curve around zero field, again agreeing with equal rather than opposing case.
Entrance and exit of the two end vortices in the measurements also follows
expectation, as indicated by the arrows. Although a reversal mode nucleated
by opposing vortices was not observed by repeating the measurements several
times, it cannot be ruled out as a possibility in similar samples, since Wyss
et al. observed remnant opposing vortex states in similar-sized FM NTs by
XMCD-PEEM imaging [98], as presented in Sec. 3.3. Note, however, that the
plateau-like feature present in ∆f(H) in the simulations of short CoFeB NTs
with opposing vortices, resembles a feature observed in experiments on long
tubes, e.g. the 2.18-µm-long NT in Fig. 3.2. These features, which were not
present in corresponding simulations of long FM NTs, had previously been
speculated to indicate a global vortex configuration. Given that simulations
on short NTs with matching vortices show that the switching via global vortex
state shows an always positive and roughly parabolic ∆f(H) near H = 0,
this hypothesis can be ruled out. On the other hand, the resemblance of these
plateaus to those in simulations of reversal in short FM NTs with opposing
vortices may indicate the formation of Bloch and/or Ne´el-type vortex walls
similar to those depicted in Fig. 3.3(g) and (h).
As mentioned previously, one entrance and exit pair of vortices is barely
visible in both experiment and simulation of the 2 µm-long NT, as shown in
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Figure 3.5: Entrance field of the vortices in the two different slanted ends as a function of
applied magnetic field angle resulting from simulations (••) and experiments (NN).
Fig. 3.2(f). It seems that the ends of the CoFeB NT determine the vortex
entry process and thus the reversal nucleation field. In particular, we observe
that the orientation of the plane in which the ends lie (nˆT and nˆB) with
respect to nˆ and H sets the entrance and exit fields as well as the magnitude
of its signature in ∆f(H). We studied this effect in more detail by measuring
DCM in the 640 nm-long FM NT as a function of θ, the angle of H with
respect to zˆ. We chose the shortest measured NT, since vortex entry and exit
features are more prominent in this sample, likely due to the larger relative
sample volume occupied by the vortex domains compared to longer FM NTs.
Fig. 3.5 shows the experimentally determined and simulated entrance fields
Hen of the top (bottom) vortex domain in black (red) as a function of θ.
Note that the corresponding exit fields Hex, which are not shown, are slightly
higher, but behave analogously. In the simulations, we tune the geometrical
parameters of the FM NT to match the measurements within the range of
what is reasonable by the SEMs of NTb in question, resulting in: do = 284 nm,
ts = 30 nm, φ = 0°, αT = 6°, αB = −10° (see Fig. 3.1 for the definition of the
angles).
Measurements and simulation show that Hen peaks near θ ' αT/B, i.e. H ‖
nˆT/B. Upon slight tilting of H from this condition, Hen reduces and eventually
approaches about one fifth of its maximum value at large misalignment angles.
The magnitude in ∆f of the entrance features also depends on θ, as shown
by both experiments and simulation. The features vanish as soon as θ
deviates from the alignment with αT and αB. The excellent agreement of
the dependence of these features on the direction and size of H suggests that
the simulated reversal nucleation is an accurate description of the process
occurring in the measured CoFeB NT samples.
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3.1.4 Discussion and Conclusion
The presented DCM measurements, in combination with the corresponding
numerical simulations, confirm that the magnetic reversal is driven by vortex
nucleation at the end of FM NTs, as theoretically predicted by Landeros et
al. [93]. Additionally we have shown the importance and influence of the shape
of the ends on the vortex nucleation event, which has not been observed until
now. Furthermore, the presented measurements and numerical simulations are
in good agreement to previous theoretical predictions [34] and experimental
work [98]. We have found the 2 µm-long tube in a mixed state, with vortices
at the end and an axial domain in the center and the shorter 640 nm-long
NT in a global vortex state.
In conclusion, our findings highlight the importance of the NT ends
in determining the reversal process. Since even slightly tilted ends shift
the nucleation fields, control of their geometry is crucial for achieving a
predictable reversal process. Nevertheless, if nearly ideal nanostructures can
be achieved, it is now clear that by simply tuning the geometry of a FM
NT, one can tailor its magnetization reversal process, which occurs – as
predicted – through vortex configurations. This experimental confirmation
sets the stage for the realization of FM NTs with fast and highly reproducible
switching behavior. The detailed understanding of the reversal process and
equilibrium magnetization configurations gained here, may also allow for
the programming of stable flux-closure magnetization configurations through
structural asymmetries [135]. Information encoded in arrays of FM NTs
in such configurations could achieve unprecedented densities for magnetic
storage, due to the absence of stray field interactions [9].
In the following sections, we describe the investigation of NTa performing
RCM measurements, obtaining direct access to the magnetization in two
directions. Afterwards we present the results of the XMCD-PEEM studies
made with CoFeB NTs from the same growth chip, investigating the remnant
magnetic state.
3.2 Resonance Cantilever Magnetometry
In section 1.5 we showed that by implementing in the setup two coils generating
an AC magnetic field at the cantilever’s resonance frequency and detecting
the amplitude of the magnetically driven response, we obtain access to Mz
and Mx, and increase the setup’s sensitivity at low magnetic field. In this
section we describe in detail how we implement RCM and show the first
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Figure 3.6: Schematics of the implemented RCM setup. A detailed description is given in
the text. Information about the implemented fiber-interferometer is given in Sec. 1.2.2.
results obtained with this method.
3.2.1 Setup Description
The same setup as for the DCM studies is used, with the addition of two small
coils mounted close to the cantilever, as shown in Fig. B.1(b). A schematics
of the experimental arrangement used for RCM measurements is shown in
Fig. 3.6, which we illustrate in detail in the following.
Before we start measuring, we bring the system to a constant temperature
and apply a large external magnetic field, so that the magnetization of the
NT points completely along the field direction. In this situation we start
to measure: first we determine the angular resonance frequency ωm(H) by
detecting the thermal motion via an optical fiber interferometer, as described
in Sec. 1.2.2. The next step would be to apply an AC magnetic field HAC
at ωm and determine the response amplitude x˜(ωm). Since the cantilever
acts like a sharp frequency filter, it is necessary to apply precisely the AC
field at its resonance frequency: this is difficult because, by applying HAC ,
a small resonance shift of the cantilever can occur due to a non-matching
phase of HAC and ωm, or through the reaction of the magnetic sample on
HAC . In order to overcome this problem, we damp the cantilever’s motion,
resulting in a broaden spectrum. For this procedure we use an optimal
62 Observation of Magnetization Reversal Nucleation in FM NTs
controller, which amplifies the detected interferometer signal [136,137]. The
concept of the optimal cantilever control was developed for an improved time
response of cantilevers used for force microscopy, as for instance in MRFM
studies [136, 137]. In our experiment optimal controller is implemented in
an FPGA, generating a transfer function based on the measured cantilever
properties [60]. The transfer function is sent to a piezoelectric element, which
is mechanically coupled to the cantilever. The phase of the optimal control
feedback is chosen so that the cantilever’s motion is damped.
Due to the damping the cantilever acquires an effective Q of about 600,
which is kept constant during a set of measurements. The cantilever’s spectrum
results therefore broadened and it is easier to hit the cantilever’s resonance
frequency with the applied AC field. For optimization reasons we repeat the
following procedure: we read-out ωm(H) of the damped cantilever and update
the parameters of the optimal control feedback loop. Afterwards we apply
via a lock-in amplifier HAC to the x-coil, which generates a small field in xˆ
direction, the coordinate system to which we refer is shown in Fig. 3.6. We
obtain the amplitude response x˜x−coil(ωm) by reading-out the interferometer
signal with a lock-in amplifier. The same procedure is repeated for the second
coil. We apply HAC to the z-coil, generating a small field in zˆ direction and
determine with the lock-in amplifier x˜z−coil(ωm).
The coil amplitude has to be chosen wisely, since a too high value results
in losing signal into higher harmonics of ωm. For instance we observed, that
if a sinusoidal curve result for x˜coil(H), the amplitude is most probably too
high. This setup could also be used for phase-locked cantilever magnetom-
etry (PLCM) measurements which is a variation of the 3rd mode [79]. For
PLCM measurements the cantilevers response to an externally applied field
which has a well-defined phase with respect to the cantilevers position. In
contrast to RCM no damping of the cantilever but a well-controlled phase
is needed and similar results should be obtained. In our setup the PLCM
measurements were more sensitive to noise, hence we focused on RCM.
In the next section we present our first experimental results, which we
obtained by the use of RCM on the 2 µm-long CoFeB NT, NTa, previously
investigated by standard DCM.
3.2.2 RCM Measurements
In this section we present our first results obtained by embedding RCM
measurements in our study of magnetic samples. Using this method we
investigate the longer of the two tubes which was studied by DCM and
presented at the beginning of this chapter. We focus only on the low-field
range (±50 mT), since this is the region in which RCM provides additional
information, since in the high field range the signal is supposed to approach
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Figure 3.7: ∆f(H) with H parallel to the long axis of the 2.18-µm long CoFeb NT at T =
278 K for the low magnetic field range.
zero, for more details see Sec. 1.5.
For the measurements the long axis of the NT is parallel to the DC
magnetic field and T = 278 K. We follow the procedure described in the
previous section. By applying a current at ωm to both coils, successively,
we reach an AC magnetic field of about 24 µT at the cantilever’s position.
Before we start damping the cantilever’s motion, additionally for each value
in H, we collect data in the normal DCM mode. A full set of data consist
of ∆f(H) determined by standard DCM, plus x˜x−coil(ωm) and x˜z−coil(ωm) as
a function of the applied magnetic field obtained by RCM measurements.
∆f(H) obtained by DCM is plotted in Fig. 3.7, looking similar to what we have
seen before for the same NT (Fig. 3.2(h)), and is collected to double-check if
the measurement is running without any disruption. The slight differences in
the plots can be caused by a slightly different orientation of the tube with
respect to the applied magnetic field and also T can differ by a few Kelvin.
According to the equations (1.44) and (1.45), the amplitude response of the
applied AC field at ωm of x˜x−coil(ωm) and x˜z−coil(ωm) is proportional to Mz
and Mx, respectively. Hence we obtain directly access to two directions of
the sample’s magnetization. Figure 3.8 shows in (a) Mz(H) as a response
of the x-coil and in (b) Mx(H) as a response of the z-coil. Mz for our FM
tube has the behavior expected from the literature, as shown in Ref. [25].
The easy axis of the tube is parallel to the applied magnetic field and this
configuration, combined with the strong shape anisotropy of the NT, keeps
all the magnetic moments parallel to H for the majority of the magnetic field
range. The magnetic reversal for this sample occurs at about ±15 mT. The
reversal takes place over three (red) respectively four (blue) distinct steps
ending with a final irreversible magnetization switch, as shown in Fig. 3.8(a).
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Figure 3.8: (a) Mz (H) measured as the amplitude response of the x-coil and (b) Mx (H)
the response of the z-coil of a 2.18 µm long CoFeB NT at T = 278 K. Both signals were
normalized by using the same parameters.
The Mz-hysteresis curve in the low-field regime is similar to the one presented
by Gross et al. [25], which is directly calculated from ∆f(H) for a longer
CoFeB NT originating from the same growth chip.
The response of the z-coil is shown in Fig. 3.8(b). For Mx for a FM tube
in this configuration, no or only a small signal would be expected, but instead
we obtain a significant signal. Comparing Fig. 3.8 (a) and (b), respectively
Mx and Mz, we observe that the overall shape is similar at low field. The
strength of Mx is more than 7 times lower than Mz, so significantly reduced,
but the same features appear at the same field values. Furthermore Mx(H)
and as well Mz(H) (for higher fields, here not shown) do not approach a
horizontal line as expected for a standard hysteresis curve of a FM and also
do not approach 0 as expected for this method, as described in Sec. 1.5.2.
Instead the response of both coils (for high enough fields) shows a linear
behavior with a negative slope crossing zero, as visible in the signal obtained
by the z-coil, plotted in Fig. 3.8(b). For the x-coil this behavior appears at
µ0H ≈ 0.1 T, above the field region shown here.
Several factors could cause the unexpected behavior which we observe.
The peculiar amplitude response of the z-coil resulting in a signal in Mx(H)
can occur due to a misalignment of the coils with respect to the sample. The
coils are in a fixed position which we cannot correct easily and a misalignment
of a few degrees is possible. Another reason can be a non-homogeneous AC
field of the coils caused by a non-perfect shape. The coils are winded by
hand, so small irregularities can easily occur. Furthermore the cantilever is
placed in front of the coils and not in the center so that the field direction
and intensity differ from what expected.
The unexpected linear response at higher field could be due to para- or
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diamagnetic contribution, probably originating from the GaAs core of the NT.
Furthermore magnetic impurities of any kind can influence the signal and
change the high-field behavior. Impurities can be present in the cantilever and
also in the sample itself. Furthermore, we assume that the cantilever’s Q is
constant throughout the entire field range. Since Q can have a dependence on
the magnetic field also caused by the attached sample, this assumption is not
always fulfilled, especially for a wider field range. Due to this, the damping is
possibly not constant over a broad field range, which has an influence on the
measured response amplitude, since Mz/x is proportional to 1/Q, as shown in
Eq. (1.44) and (1.45).
Despite the disagreements, we have shown that from measurements made
in RCM mode we obtain direct access to two directions of the magnetization
of the sample. Using the DCM mode we obtain only information about the
average magnetization. In addition, we obtain also information about para-
or diamagnetic components of the sample. Especially for small samples for
which the sensitivity of DCM is not sufficient, or for more complex structures,
this variation could give a better understanding of the magnetization and the
reversal processes at small magnetic fields.
3.3 Imaging Magnetic Vortex Configurations in
Ferromagnetic Nanotubes
CoFeB NTs from the same growth chip used for the experiments presented
previously in this chapter, were also investigated through XMCD-PEEM.
XMCD-PEEM studies investigate the different absorption of left and right
circular polarized photons of magnetic materials. This technique is sensitive
to specific FM materials by selecting the photon energy depending on the
FM material of interest [42]. Using this technique we image the remnant
magnetization configuration of the tubes. The images provide a direct evidence
for flux-closure configurations, including a global vortex state, in which
the magnetization points circumferentially around the axis of the NT. In
addition we performed numerical simulations, predicting that vortex states
can be programmed as equilibrium remnant magnetization configurations by
reducing the NT aspect ratio, and such prediction has been confirmed by our
measurements.
The results presented in this section are adapted from the following
publication:
Imaging Magnetic Vortex Configuration in Ferromagnetic
Nanotubes
M. Wyss, A. Mehlin, B. Gross, A. Farhan, M. Buzzi, A. Kleibert, G.
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Tu¨tu¨ncu¨oglu, F. Heimbach, A. Foncuberta i. Morral, D. Grundler, and M.
Poggio;
Phys. Rev. B 96, 024423 (2017) [98]
3.3.1 Sample and Measurement Setup
For the study of the size-dependence of the remnant magnetic state, we
investigate FM tubes having diameters between 200 and 300 nm, and lengths
from 0.5 to 12 µm. In the following we present the data of three different
sized CoFeB NTs, originating from the same growth chip as the tubes studied
with DCM measurements, described previously. General details about the
NTs are given in Sec. 3.1.2.
The different lengths were achieved by a FIB milling process. Afterwards,
the NTs were placed with precision micromanipulators under an optical
microscope on a Si substrate. The three different NTs have the following
lengths L and diameters d: NT1: L= 7.2 µm, d = 265 nm; NT2: L = 1.06 µm,
d = 283 nm; and NT3: L = 0.83 µm, d = 236 nm. These sizes were determined
by SEM.
The measurements were performed at the Surface/Interface: Microscopy
beamline of the Swiss Light Source (SLS) at the Paul Scherrer Institute.
The data were collected at room temperature and in remnance. Circularly
polarized X-rays tuned to the L3-edge of Fe and propagate along direction
kˆ. The X-rays impinge on the Si sample substrate with an incident angle of
16◦, as schematically shown in Fig. 3.9. The setup provides the possibility
to rotate the sample in the plane of the Si substrate with respect to kˆ,
which is fixed. In order to obtain the XMCD-PEEM images, the difference
between the images obtained with X-ray of opposite helicity σ+ and σ− is
taken and normalized to their sum: IXMCD = (I
+
σ − I−σ )/(I+σ + I−σ ), where
I±σ is the emission intensity of the photoelectrons, which is proportional to
the local absorption cross-section of σ± polarized X-ray illumination. The
XMCD-PEEM contrast is due to the fact that I±σ is proportional to the
intensity of the incident σ± X-rays and to their absorption. The absorption
of the σ± X-rays is proportional to the projection of the magnetic moment
along kˆ. Hence, positive (red) or negative (blue) IXMCD depict near-surface
magnetization either parallel or antiparallel to kˆ, respectively, as for example
illustrated in Fig. 3.9. The photoemission signal due to X-rays which have
previously passed through magnetic material is influenced by absorption in
the traversed volume [138–140]. Since, as mentioned before, the absorption of
σ± X-rays is proportional to the projection of the magnetic moment along kˆ,
then also a proportionality exists to σ± X-rays transmitted through the NT,
which reveals in the X-ray shadow of the NT on the Si substrate, which is
non-magnetic. Therefore the obtained I±σ is proportional to the magnetization
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Figure 3.9: Schematics of a NT cross-section, including X-rays with an incident angle of 16◦,
the photoexcited electrons and the expected XMCD-PEEM contrast for a vortex state. The
magnetic tube is made of a non-magnetic GaAs core (green), surrounded by a CoFeB shell
(grey).
of the volume crossed by the X-rays. This proportionality has opposite sign
compared to that at the magnetic surface, i.e. positive (red) or negative (blue)
IXMCD results from the volume magnetization either anti-parallel or parallel
to kˆ, respectively, as illustrated in Fig. 3.9. From the combination of these
two types of contrast, we obtain information about both the surface and
volume magnetization of the measured NTs [138]. The obtained images have
a spatial resolution of roughly 100 nm, which depends on the quality of the
focus and the properties of the sample, including morphology and cleanliness.
3.3.2 Measurements and Simulations
In section 2.2 we have described that, according to theoretical predictions of
Landeros et al. [34], three different magnetic configurations for FM NTs exist.
Based on this work a phase diagram of those magnetic states as a function of
tube length and outer diameter for CoFeB NT, having a 30 nm thick shell was
shown in Fig. 2.5. In order to confirm the analytical theory with experimental
studies, we investigate three different sized NTs, determining the equilibrium
magnetic state by using XMCD-PEEM.
In Fig. 3.10 the XMCD-PEEM images of NT1 are shown with (a) the
long axis of the NT nˆ perpendicular to kˆ and in (b) parallel to kˆ. The dashed
contour lines indicate the position of the tube, which was determined by
overlaying a SEM, a PEEM and a XMCD-PEEM image of the same NT. The
IXMCD in the region defined by the contour line arises from the top of the
NT within 3 to 5 nm of the surface and is proportional to the projection of
its local magnetization along kˆ. From Fig. 3.10(a) we see from the contrast,
especially in the shadow, that the magnetization is perpendicular to nˆ at the
ends of the NT. Comparing this to Fig. 3.10(b), for which we rotated the
stage to have kˆ ‖ nˆ, we observe a strong contrast in the central part of the NT,
due to a parallel alignment of the magnetization with nˆ. A reduced contrast
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Figure 3.10: XMCD-PEEM images of NT1 for (a) kˆ perpendicular to the long axis of the NT
nˆ and (b) kˆ parallel to nˆ. The dashed contour lines indicate the position of the NT. The red
(blue) contrast represents positive (negative) IXMCD signal. (c) and (d) are 2µm-long IXMCD line
cuts corresponding to the colored dashed lines shown in (a) and (b). The background intensity
in the line cuts is indicated by the level of the horizontal lines, and the vertical lines indicate
the position of the NT. In (e) a simulation of the remnant magnetic state of a 2.1 µm-long
and 245 nm-wide NT is shown. The NT is in a mixed state, having an axial central domain
and vortex at the ends with matching circulation, matching with the measured NT shown in
(a) and (b). The color-scale corresponds to the normalized magnetization in y-direction. The
arrow heads indicate the local magnetization direction.
at the ends of the tube in this alignment, confirms that the magnetization at
the ends is perpendicular to nˆ. In Fig. 3.10(a) we obtain a strong contrast
in the signal only at the ends of the tubes in the shadow and not directly
in the signal of the surface of the NT. This effect could be caused by an
oxidation of the NT surface. Since the probing depth causing the surface
contrast is limited, but the shadow contrast is related to the magnetization
within the sample, we rely in such cases on the IXMCD contrast of the shadow
to determine the magnetization configuration.
According to Jamet et al. [139], taking the progressive absorption of
the X-ray beam through the sample cross-section into account, a vortex
configuration in our NTs should result in XMCD-PEEM contrast for kˆ ⊥ nˆ as
illustrated in Fig. 3.9. This contrast has a strong surface as well as a strong
shadow contrast, having a different sign compared to each other. By making
a line cut trough the perpendicular XMCD-PEEM image at the end of the
NT, as shown in Fig. 3.10(c), it fulfills the expectations. In Fig. 3.10(d) we
show a line cut through the same region but along nˆ for the kˆ ‖ nˆ study. In
this case we observe a decrease in the contrast towards the end of the tube,
and therefore a reduced magnetization along nˆ, which is due to the vortex
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Figure 3.11: XMCD-PEEM images with kˆ ⊥ nˆ and kˆ ‖ nˆ of (a) NT2 found in a global vortex
state, and (b) NT3 in an opposing vortex state. The NT of the simulated magnetic equilibrium
states has L = 610 nm and d = 245 nm and shows a vortex state in (c) and an opposing
vortex state in (d). The color-scale corresponds to the normalized magnetization in y-direction.
The arrow heads indicate the local magnetization direction.
state at the end. Combining the information of the XMCD-PEEM images
obtained by kˆ ⊥ nˆ and kˆ ‖ nˆ, we obtain strong evidence that NT1 is in a
mixed state with an axial alignment in the central part and vortices at the
ends. By comparing the two ends of the NT, see Fig. 3.10(a), we find that
the vortexes have matching circulation.
Furthermore, we repeated the measurements for two other different sized
CoFeB NTs. By comparing as well the two XMCD-PEEM images obtained
for kˆ ⊥ nˆ and kˆ ‖ nˆ, we receive information on their remnant magnetic
configuration. Figure 3.11(a) shows the XMCD-PEEM images for NT2,
which is 1.06 µm long. For kˆ ⊥ nˆ we see a strong contrast over the entire
tube, indicating that nearly all magnetic moments point perpendicular to nˆ,
forming a global vortex state. In the parallel image, in a small area a weak
signal of axial components is visible, indicating either a slightly tilted vortex
or an imperfection at the surface of the magnetic shell of the tube.
The XMCD-PEEM images of NT3 with L = 0.83 µm are shown in
Fig. 3.11(b). From these images it seems that NT3 is in an opposing vortex
state. We obtain no contrast for the parallel image, indicating that the
magnetic moments are all perpendicular to the NT axis and therefore in a
vortex state. In the perpendicular image we observe a changing contrast,
indicating a state composed of two vortices of opposing circulation separated
by a Ne´el domain wall.
In order to confirm our results, in addition we perform numerical simu-
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lations using the software package mumax3 [83]. As described in Sec. 1.7,
this package uses the Landau-Lifshitz micromagnetic formalism through a
finite-difference discretization. For the simulations we assume a saturation
magnetization of µ0Ms = 1.3 T, determined by DCM measurements of
NTs from the same growth chip [25] and an exchange coupling parameter
A = 2.8 × 10−11 J/m [96]. The space in the simulations is discretized to
5 nm and thermal fluctuations are not considered. The simulations confirm
that remnant long FM NTs are in a mixed configuration, having an axial
central domain and vortices at the ends, as illustrated in Fig. 3.10(e). The
short NTs appear in remnant as a global vortex or an opposing vortex state,
as shown in Fig. 3.11(c) and (d). However, the circulation direction of the
vortices at the ends predicted by the simulations does not match with the
results of our measurements. The calculated energy difference between op-
posing and matching vortices for long NTs in remnant is small compared
to the precision of the simulation, therefore both configurations are more or
less equally possible. For NTs with a reduced aspect ratio, it results from
simulations that the energy difference becomes larger than the thermal energy.
As the central region of the axial magnetization disappears with decreasing
aspect ratio of the tube, matching circulation of the vortices is eventually
favored, resulting in a stable global vortex state.
We have shown that the equilibrium remnant magnetization configuration
of FM NTs is programmable, in the sense that longer tubes are in a mixed
state, with vortices at the ends and an axial component in between, and
shorter NTs are either in a global or an opposing vortex state. Therefore we
measured several different sized tubes and additionally also of a second mate-
rial (permalloy (Py)), see Wyss et al. and the corresponding appendix [98],
and for the short tubes the distribution of the relative vortex circulation sign
as a function of L and d does not follow the numerical predictions. This
disagreement of experimental results and numerical simulations could maybe
be due to imperfections of the tubes, which favor one configuration over
the other. According to the simulations, in fact, the equilibrium circulation
direction is influenced by variations of the thickness of the NT and geometrical
imperfections. For instance, we know that, due to the FIB milling process,
the ends are not perfectly flat, which could play a role in influencing the
circulation direction of the vortices. More information, the results of all the
measured tubes for CoFeB and Py, and the corresponding simulations can
be found in reference [98] and the corresponding appendix.
In conclusion, we imaged the remnant magnetization configuration of FM
NTs of various lengths by using XMCD-PEEM. We have shown that short
NTs form a stable global vortex state in remnant, which is consistent with the
analytical theory of Landeros et al. [34] and our own numerical simulations.
Since the NTs have been found in both a global vortex state and also in an
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opposing vortex state, we conclude that the circulation direction of vortices
in real NTs is less controllable than expected from simulations and likely
sensitive to sample imperfections.
3.4 Conclusion
We have presented in this chapter two different suitable techniques and a
variation of one, used for the investigation of CoFeB NTs. The presented
results of the different methods are in good agreement with each other and
with theoretical predictions. Using RCM measurements we obtained a direct
insight in the magnetization of a CoFeB NT. Additionally we confirmed
previous theoretical work [34] regarding the aspect-ratio dependence of the
magnetic equilibrium state of FM NT by the use of XMCD-PEEM images.
These results are in agreement with DCM measurements, confirming that
shorter FM NT are more likely to be found in a vortex state and instead
longer tubes in a mixed state. Furthermore we have shown that using DCM
measurements in combination with numerical simulations we can provide a
rather complete picture of the entrance and the exit of individual vortices,
and the magnetic reversal processes driven by the vortex nucleation in FM
NTs.
3.5 Outlook
In this work we have shown that vortex states in FM NTs are programmable,
confirming the theoretical work of Landeros et al. [34]. Furthermore we
have presented the nucleation and disappearing of individual vortices in
CoFeB NTs, indicating the begin and the end of the magnetic reversal
process, depending on the sample geometry. There are indications that the
magnetic equilibrium state and therefore the magnetic reversal process is
strongly influenced by impurities or irregularities of the FM NT. For future
applications as components in high-density storage media, the controllability
of flux closure states including the circulation direction is important. A
reproducible and well defined remnant state is needed for a reliable switching
process, which is part of the mechanism used in magnetic storage media,
including magnetic read and write heads as elements in hard drives [135].
In order to increase the reproducibility of the switching process, resulting
in a global vortex state as the magnetic equilibrium state, a further decrease of
the length would be favorable. Additionally the amount of irregularities in the
NT would be reduced with decreasing length, thus increasing the probability
of a global vortex state. On the other hand, since the defects have an influence
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on the vortex state, this effect could be used to program a global vortex
state. For instance Kla¨ui et al. present a method of controlling the vortex
formation in magnetic mesoscopic rings [135]. Introducing an asymmetric
pinning, they showed the possibility of controlling the circulation direction of
a magnetic vortex, which forms in a uniform magnetic field switching from
a near-saturated state. A similar effect – a controlled circulation direction
of a global vortex state in a FM NT– could maybe be achieved by cutting
a trench with the FIB along the length of the NT and creating with this a
pinning side.
From the technical point of few, we have shown that DCM is a suitable
technique for the investigation of magnetic reversal process of FM NTs, sensi-
tive enough to detect the formation of individual vortices. The applicability to
other materials is demonstrated in the chapters 4 and 5. In addition, we have
shown that, by integrating RCM measurements, we obtain additional infor-
mation about Mx and Mz instead of just the net magnetization of the sample.
Especially for small samples or samples with a small magnetic moment, RCM
could be useful if standard DCM is not anymore sensitive enough. However,
RCM is just suitable for a small magnetic field regime. In order to reach a
higher sensitivity at higher field, an improved cantilever would be necessary.
An increase in the sensitivity of the mechanical oscillator for torque based
measurements can be obtained by reducing the size of the resonator, assuming
Q can be conserved. This appears from Eq. (1.5) and (1.7). Into consideration
has to be taken that the surface oxide gives a strong contribution to the total
dissipation and therefore reduces Q of a mechanical oscillator [141]. Accord-
ingly, by reducing t the surface to volume ratio increases whereby surface
effects have a stronger influence and Q should reduce. Besides that, due to a
reduction of the mechanical oscillator dimension, the read-out becomes more
difficult and has to be modified or improved. To overcome this problem it
is possible to use a combination of two different mechanical resonators, for
instance a nano-sized oscillator attached to a micro-sized oscillator. Due to
the coupling of this two asymmetric oscillators, which must have nearly the
same resonance frequency, access to the sensitivity of the nanomechanical
oscillator is obtained by reading-out the micromechanical oscillator [142–144].
Another option is to use an improved optical detection, including a laser
interferometry set-up. Using a special interferometer Ramos et al. were
able to detect the displacement of a 50-nm wide Si-NW with a precision of
1 fm/Hz1/2 [145].
Furthermore with a few changes in the measurement set-up additional
information about the magnetic sample could be obtained. For instance
by implementing two radio frequency (RF) compatible loops, generating
magnetic fields with perpendicular directions, the transverse RF components of
precessing magnetization can be read-out [146]. This torque-mixing magnetic
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resonance spectroscopy allows the simultaneous read-out of spin resonance
and net magnetic moment.

4 Stabilized Skyrmion Phase in
MnSi Nanowires detected by
Dynamic Cantilever Magneto-
metry
As shown in the previous chapter, DCM is a non-invasive technique compatible
for the study of nanometer-scale magnetic samples. For instance, it contributes
to a better understanding of the reversal process in FM NTs. Besides FM
samples, it is also useful for studying more complex magnetic systems, as
shown in the following. In this chapter we show that DCM is a suitable
technique for the investigation of skyrmion-containing samples. We observe a
stabilized skyrmion lattice phase, extending from around 29 K down to at least
0.4 K in single MnSi NWs. Although other experiments on two-dimensional
thin films show that reduced dimensionality stabilizes the skyrmion phase
(see Sec. 2.3), our results are surprising, given that the NW dimensions are
much larger than the skyrmion lattice constant. Furthermore, the stability of
the phase depends on the orientation of the NWs with respect to the applied
magnetic field, suggesting that an effective magnetic anisotropy – likely due
to the large surface-to-volume ratio of these nanostructures – is responsible
for the stabilization.
The results presented in this chapter are adapted from the following
publication:
Stabilized Skyrmion Phase in MnSi Nanowires detected by
Dynamic Cantilever Magnetometry
A. Mehlin, F. Xue, D. Liang, F. Du, M.J. Stolt, S. Jin, M.L.Tian, and
M. Poggio;
Nano Lett. 15, 4830 - 4844 (2015) [24]
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4.1 Introduction
Magnetic skyrmions are topologically nontrivial spin configurations that
appear for example in B20 crystals with a helical ground state and arise due
to DMI [111, 147, 148]. A detailed description about skyrmions containing
materials and under which conditions they appear, is given in chapter 2.
Since their initial observation in 2009 [11–13], they have been considered
promising carriers of information in high density magnetic media due to a
number of favorable properties, including their stability, nanometer-scale size,
and the ultra-low electrical current density required to move them [14]. The
threshold for moving these vortex-like spin configurations is only around 106
A/m2, compared to the 1012 A/m2 required to move a domain wall [15,16],
allowing potential skyrmion-based memory devices to count on negligible
ohmic heating. Nevertheless, since the skyrmion phase in bulk helimagnets is
confined to a small region of temperature and magnetic field, the possibility
for applications remains limited.
Recently, however, reduction of sample dimensions from bulk to two-
dimensional (2D) thin films has been shown to expand this phase [18,124,125,
149, 150], either because of spatial confinement [122] or uniaxial distortion
effects [123]. In this study, we use DCM [32] to investigate a natural follow-up
question: what is the extent of the skyrmion phase in magnetic nanowires
(NWs)? Interest in these magnetic nanostructures, aside from the increased
degree of confinement that they provide compared to thin films, is driven
by their obvious potential for encoding information in high densities and
for transmitting information from one location to another. NWs play a
prominent role in a non-volatile magnetic memory proposals such as the
so-called “racetrack” design based on the motion of magnetic domain walls [8].
Furthermore, they are preferable to bulk material due to the reduced presence
of stacking faults in their crystalline structure.
While a measurement of NW magnetization would directly probe the
skyrmion phase transition, conventional techniques such as SQUID magne-
tometry are not sensitive enough to measure the magnetic moment of a single
NW. Measurements of ensembles are complicated by the random orientation,
varying size of the NWs [20] and the interactions between neighboring NWs,
as well as by the presence of polycrystalline films and other morphologies of
MnSi on the Si growth substrate.
DCM, on the other hand, is an ideal method for investigating the mag-
netization of individual nanostructures in defined magnetic field orienta-
tions [21–23]. Here we use this sensitive technique to measure the extent of
the skyrmion lattice phase in individual MnSi NWs. By mounting a single
MnSi NW on the end of an ultrasensitive Si cantilever and measuring shifts
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in the cantilever’s resonant frequency as a function of temperature, applied
magnetic field, and orientation, we determine the nanostructure’s magnetic
phase diagram. These shifts result from the magnetic torque produced by
the NW’s net magnetization M and an externally applied magnetic field H.
Measurements are performed with the long axis of the MnSi NWs oriented
either parallel or perpendicular to the applied field, as illustrated in Figs. 4.4
and 4.11. Crucially, our non-invasive technique does not require thinning the
sample to a 2D slab as in Lorentz transmission electron microscopy (LTEM)
or making electrical contacts as in magnetoresistance or topological Hall effect
(THE) measurements.
As a result of the different mechanism compared to previously used
techniques, DCM can provide both complimentary and – as in this case –
new information about skyrmion phases in nanostructures. In particular,
we find strong evidence for a skyrmion lattice phase stabilized depending
on the applied magnetic field orientation. This stabilization occurs despite
of the fact that the dimensions of the NW are too large to confine the
skyrmion lattice. There is, however, an important difference between these
NWs and bulk single-crystal MnSi samples: the NWs have an especially large
surface-to-volume ratio for surfaces perpendicular to the long axis. For this
reason, we hypothesize that an effective uniaxial anisotropy – likely due to
the demagnetization influence of the surfaces – suppresses the alternative
conical phase and favors the skyrmion configuration [84,151].
4.2 Sample and Experimental Setup
Figure 4.1: Scanning electron micrograph of one of the used single-crystalline MnSi NWs,
from the front and from the side. The NW has [110] growth direction [152] and is placed on a
gold surface. All surfaces are {111}.
For our study of the stability of the skyrmion lattice phase depending on the
orientation of the applied magnetic field, we use single-crystal MnSi NWs. The
wires are grown by chemical vapor deposition (CVD) [152] and were previously
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Figure 4.2: SEM of the used single-crystalline MnSi NW, before (up) and after (down) an
FIB milling process. NW1 and NW3 are segments of the same MnSi NW. The labeled pieces
are used in the measurements, details about the segments are given in Tab. 4.1.
studied in a thinned-down form by LTEM [126]. In parallel to this work,
these NWs were analyzed through magnetoresistance measurements [52, 127],
followed by THE studies [128]. The MnSi NWs are grown along 〈110〉 and
have smooth {111} surfaces. Their perfect B20 structure is confirmed by TEM
diffraction of identically grown samples [152]. B20 crystal structures belong
to the class of non-centrosymmetric crystals, carring Bloch-type skyrmions,
as illustrated in Fig. 2.7(a). These kind of skyrmions align with the external
magnetic field direction, as previously discussed in Sec. 2.3.
The cross-section of the NWs is a parallelogram with a width of about
470 nm as determined by SEM shown in Fig. 4.1. This cross-section is
split by a merohedral twinning plane, specifically the (001) plane parallel to
the 〈110〉 growth direction, which divides the NW into two parts with an
opposite handedness. Such twinning is expected for B20 silicide NWs and
was previously observed in FeSi NWs [153].
We prepared for our studies three different samples. To do that, we placed
the MnSi NWs on a gold surface, by using precision micromanipulators under
an optical microscope. Afterwards, we imaged them in an SEM, determining
length and diameter. We split one NW under a milling process with a Focused
Ion Beam (FIB) into three parts, as shown in Fig. 4.2. The FIB milling
was made, in order to have availability of more than one sample from the
same wire. In the last step of the sample fabrication, we attached three
different NWs separately to ultrasensitive Si cantilevers with epoxy (Gatan
G1) using precision micromanipulators. The used single-crystal Si cantilevers
are 180 µm-long, 4 µm-wide, and 0.1 µm-thick with a 18 µm-long, and
1 µm-thick mass at the tip. Next to the mass-loaded tip is a 12 µm-wide
paddle, which serves as a reflective surface in a fiber interferometer used for
the detection of the cantilever motion [71], more details about the read-out
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Nanowires
NW1 NW2 NW3
Configuration with Parallel Parallel Perpendicular
respect to the field
MnSi Nanowires
Length [µm] 7.1 26.7 7.8
Volume [µm3] 1.06 4.11 1.16
Demagnetization 0.0049 0.0014 0.0976
field [T] ± 0.0002 ± 0.0001 ± 0.0117
Si Cantilever
Length l [µm] 180.0 180.0 180.0
Effective Length le [µm] 125.9 125.9 125.9
Resonant Frequency f0 [Hz] 2062.8 2025.9 2106.3
Spring Constant k0 [µN/m] 37 ± 5 50 ± 10 44 ± 10
Q-Factor Q0 at T =4 K 4.1x10
4 4.0x104 4.2x104
Table 4.1: Properties of the MnSi wires and Si cantilevers for each measured configuration.
are given later on in this section and in Sec. 1.2.2. Mechanical properties of
the used cantilevers and FEM simulations are described in Sec. 1.2.1.
Short pieces of 7.1 µm (NW1) and 7.8 µm (NW3), which originated from
the same NW, and a 26.7 µm (NW2) non-FIB treated NW were attached
to the end of three different ultra-soft Si cantilevers. NW1 and NW2 were
attached with the long axis of the wire parallel to the long axis to the cantilever
(Fig. 4.3). Instead, NW3 was attached with the long axis perpendicular to
the cantilever’s long axis. Details about the used NWs and the corresponding
cantilevers are listed in Tab. 4.1.
Cantilever magnetometry measurements are performed in a vibration-isolated
3He cryostat. We mount the cantilever on a sample stage which is hanging
from springs for additional vibration isolation. Such a stage is contained
in a vacuum chamber with a pressure below 10−6 mbar and positioned at
the bottom of the cryostat, (sample mount and the cryostat are shown in
Fig. B.1). An external magnetic field along the cantilever axis up to |H| = 6 T
can be applied with a superconducting magnet. For the detection of the
cantilever’s motion, an optical-fiber interferometer is implemented. The laser
light from a temperature-tunable laser diode with a wavelength of 1550-nm,
operated with a power of 100 nW, is focused on the paddle of the cantilever.
The quality factors of the Si cantilevers are 4 × 104 at T = 4 K and
are determined by the ring-down method. The fundamental mechanical
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Figure 4.3: SEMs of NW1 attached to the tip of the Si cantilever, from the top (a) and the
front (b).
resonance frequencies of the cantilevers are between f0 = 2.0 kHz and 2.1 kHz
and their spring constants are between k0 = 30 µN/m and 50 µN/m, as
determined from measurements of thermal motion at various temperatures
(see Tab. 4.1 for the precise cantilever properties). During the measurements,
the interferometric cantilever deflection signal is fed through an FPGA circuit
back to a piezoelectric element which is mechanically coupled to the cantilever.
In this way, we are able to self-oscillate the cantilever at its resonance frequency
and at a desired amplitude xrms ' 10 nm, for which θc  1◦. The self-
oscillation allows fast and accurate measurement of the cantilever’s resonance
frequency.
More details about the working principle of the implemented optical-fiber
interferometer are given in section 1.2.2. Technique-related information are
given in Chap. 1. A detailed description of the used setup and the handling is
given in the appendix B. In the following, we present and discuss the results
of NW1 and NW3 in Sec. 4.3, and in Sec. 4.4 for NW2.
4.3 Magnetic Field Parallel to the long Axis of
the MnSi Nanowire
In this section we present the measurements performed with NW1 and NW2.
These two NWs were attached to the cantilever with their long axis parallel to
the long axis of the cantilever, as illustrated in Fig. 4.4. In this configuration,
H is parallel to the long axis of the NW. In most magnetometry measurements,
we bring the system to a constant temperature T and apply a large external
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Figure 4.4: Schematic of the experimental setup. A MnSi NW (green) is attached to the
end of a Si cantilever (grey), whose long axis is parallel to the applied magnetic field H. The
cantilever oscillates in x-direction. The laser light from the fiber interferometer is shown in
white.
field, H = 1 T, in order to magnetize the NW and initialize it in its field-
induced ferromagnetic phase. We then sweep the magnetic field to 0 T, and
while sweeping down, we detect the cantilever’s frequency.
As shown in chapter 1, we can describe the energy of our NW-on-cantilever
system by the sum of a mechanical energy term, related to the cantilever
(approximated here as a simple harmonic oscillator), and a magnetic energy
term, related to the attached sample (1.12). From such consideration, we
have derived a generally valid equation describing the change in the resonance
frequency due to the magnetic energy Em, recalling (1.27):
∆f =
f0
2k0l2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
, (4.1)
where ∂
2Em
∂θ2c
∣∣∣
θc=0
is the second derivative of the magnetic energy with respect
to θc at the cantilever’s equilibrium angle. Therefore, measurements of ∆f
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reveal the curvature of the magnetic energy with respect to the sample angle.
Such information sheds light on the magnetic anisotropy of the sample and,
under certain conditions, on the magnitude and direction of the sample’s
integrated magnetization M. By focusing on the sample’s average magnetic
response, we can then deduce the type of magnetic configuration and therefore
its spatial dependence.
In order to relate the measured ∆f , described by equation (4.1), to M,
we derive in the next section an expression for M.
4.3.1 Inferring the Magnetization from the Measured Fre-
quency Shift for M‖H
Here we consider just the case of our NW-on-cantilever experiment in which
H is parallel to the long-axis of the NW. Since our measurements respond to
the samples’s average magnetization M, we can – for the moment – ignore
the spatial modulation of the magnetization within the sample and write
an effective magnetic energy as if the NW were a single-domain particle.
This treatment allows us to infer the behavior of the average magnetization
as a function of the measured frequency shift ∆f . Given the NW’s high
aspect ratio, this effective energy is dominated by a uniaxial shape-induced
anisotropy. The magnetic energy of the system can then be expressed as:
Em = −µ0H ·MV + µ0V
2
[
(M · nˆ)2D‖ + (M× nˆ)2D⊥
]
, (4.2)
where µ0 is the permeability of free space, nˆ is the unit vector along the can-
tilever’s long axis (in this experiment nˆ ‖ H), V is the volume of the magnetic
material, and D‖ (D⊥) is the demagnetization factor along (perpendicular to)
nˆ. Since the long-axis of the NW is aligned along nˆ, we have D⊥ > D‖. Given
these circumstances and a magnetization M whose characteristic dynamics
occur on time-scales much faster than 1
f0
≈ 500µs, H will set the polarization
axis for the average magnetization M, and |M| will tend to increase with
increasing |H|. Therefore, rewriting (4.2) in terms of θc with M ‖ H, we
have:
Em = −µ0HMV + µ0M
2V
2
[
D‖ cos2 θc +D⊥ sin2 θc
]
. (4.3)
Taking the second derivative of this equation with respect to θc we find:
∂2Em
∂θ2c
= µ0M
2V (D⊥ −D‖)[cos2 θc − sin2 θc]. (4.4)
Since θc  1◦, we obtain the following result:
∂2Em
∂θ2c
∣∣∣∣∣
θc=0
= µ0M
2V (D⊥ −D‖). (4.5)
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Figure 4.5: Dependence of the magnetization on an applied magnetic field with the NW
parallel to the field. M(H) for (a) NW1 and (b) NW2 measured at different temperatures
(labeled on the right). For clarity, M(H) at different T have been vertically shifted with respect
to each other by a constant value.
Applying (4.1), we can then write,
∆f =
µ0M
2V f0
2k0l2e
(D⊥ −D‖). (4.6)
Solving for M in terms of ∆f , we arrive at:
M = le
√
2∆fk0
f0µ0V (D⊥ −D‖) . (4.7)
Note that the net magnetization M is the integral of the spatially varying
magnetization over the entire sample, whose volume V is determined by
measuring the NW dimensions by SEM. The demagnetization factors are
calculated according to A. Aharoni [154], making the approximation of a
rectangular cross-section. Using these, measuring ∆f and applying (4.7), we
are able to plot M as a function of H for various temperatures, for NW1 in
Fig. 4.5(a), and for NW2 in Fig. 4.5(b).
In Fig. 4.6 we show M(H) for NW1 at a temperature of 9 K, up to
a field of 6 T. ∆f was collected by starting the measurement at 6 T and
sweeping the field down to zero. Note that the field-polarized FM state
remains unsaturated even at H = 6 T (also at T = 1.5 K), as expected, and
approaches a saturation magnetization within the measurement error for what
is reported in bulk (0.39 µB/Mn) and thin films (0.42 µB/Mn, i.e. per Mn
atom) of MnSi [155].
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Figure 4.6: Behavior of the magnetization at high field. M(H) calculated from the measure-
ments of ∆f(H) for NW1 at T = 9K, with the long axis parallel to the field. The field-polarized
ferromagnetic state remains unsaturated even at H = 6T. It approaches a saturation mag-
netization close to what is reported for MnSi in bulk (0.39 µB/Mn) and thin films (0.42
µB/Mn).
Having access to M (H), gives us the possibility to assign different phase
transitions, as described in the next section.
4.3.2 Determination of Phase Transitions
For the moment we focus on the measurements performed with the 7.1 µm-
long MnSi NW, with the long axis parallel to the applied magnetic field, NW1.
In order to determine the magnetic phase transitions, we first take note of
the region in H and T showing sharp discontinuous dips in M(H). The sharp
dips in M(H) in Fig. 4.5 are fully reproducible and robust to changes in the
direction and sweep rate of the applied magnetic field. For the moment we
hypothesize that this behavior may be the signature of a mixture of skyrmion
and conical or helical states. We therefore label this region in the phase
diagrams shown in figure 4.8 as the “skyrmion mixed phase”. We discuss the
possible physical mechanisms producing this features at a later stage of the
data presentation, in Sec. 4.4.
M(H) is also characterized by a tilted plateau region, identified as a
skyrmion lattice phase by Bauer and Pfleiderer [119], see Fig. 4.7 (a more
detailed description is given in Sec. 2.3.1). By fitting M(H) and calculating
∂M/∂H, we assign the transitions between the conical, skyrmion lattice, and
ferromagnetic phases of the magnetic NW, following procedures similar to
those described by Bauer and Pfleiderer [119] as shown in Fig. 4.7. For fitting
M(H), we first remove the sharp dips associated with the mixed phase, then
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Figure 4.7: An example of M(H) (blue) and the corresponding ∂M/∂H (red) used for
determining magnetic phase transitions, here shown for NW1 at T = 0.6K (red).
fit the remaining M(H) curve to a piecewise cubic spline. From this fit we
calculate ∂M/∂H, which reveals the overall behavior of the magnetization.
Next, moving from high field to low field, we identify the transition from
FM to conical phase as the first point of inflection in ∂M/∂H, e.g. around
H = 0.57 T in figure 4.7. Below this transition, the width of the dip in
∂M/∂H delineates the size of the skyrmion lattice phase. To quantify this
width, we take the full-width at half-maximum (FWHM) as shown by the
dotted lines in figure 4.7.
We follow the procedure described above for the different measurements
between 0.4 K and 31.8 K shown in Fig. 4.5(a), and obtain the phase diagram
shown in Fig. 4.8. The skyrmion lattice phase measured for NW1 extends
from T = 28 K down to at least 0.4 K and stretches between H ' 0.2 T
and 0.5 T. This region is significantly larger than the small pocket near the
critical temperature observed in bulk MnSi (from T = 26 K to 28.5 K and
H = 0.1 T to 0.25 T) [11,119] and confirms the less direct magnetoresistance
observations of Du et al. [52] and Liang et al. [128] in the same field geometry.
Note that comparison between field-cooled (FC) and zero-field-cooled (ZFC)
measurements also allows us to distinguish the transition between the helical
and the conical phase, details about this are given in the next section.
In order to confirm the extended skyrmion phase, we performed the
second set of measurements, with NW2. NW2, which is also mounted with
its long axis parallel to H, is a 26.7-µm-long NW with similar cross-sectional
dimensions and grown on the same wafer as NW1, for precise dimensions and
properties of the used cantilever see Tab. 4.1. Measurements of the M(H)
for NW2 show an extended skyrmion lattice phase similar to that measured
in the shorter NW1, as well as a region of reproducible dips in ∆f(H), as
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Figure 4.8: Phase diagram for MnSi NW parallel to the field. The magnetic phase diagram
shows the boundaries between phases in T and H as determined from measurements of M(H),
as shown in Fig. 4.5. Filled circles indicate the boundaries for the 7.1-µm-long NW1. Colored
regions of the diagram serve as guides to the eye. The semi-transparent red region denotes the
region where the dips in ∆f(H) appear. The cyan squares indicate the first and the last dips
as a function of H observed in ∆f .
visible in Fig. 4.5(b). Remarkable is the clear plateau in the M(H) curve at
T = 2 K.
4.3.3 Phase Diagrams Including Helical-to-Conical Transi-
tion
In some cases, we cool the NW down through the critical temperature around
T = 28 K with H = 0, i.e. zero-field cooling (ZFC), in order to avoid
memory effects from previous magnetic states [119]. We find that ZFC gives
different results from our conventional measurement procedure only at low
fields (|H| < 0.1 T) where hysteresis is observed. We therefore use ZFC
in order to distinguish the transition between the helical and the conical
phase, which is otherwise obscured by memory effects. In order to assign this
transition, we compare the ZFC and the field-cooled (FC) data. Specifically,
we compare ∆f(H) and assign the transition to the field where the slope
(∂∆f/∂H) of the ZFC is equal to the slope of the FC, as shown in figure 4.9.
We repeat this procedure for a few temperatures and end up with the phase
diagram shown in Fig. 4.10, which includes the helical to conical transition.
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Figure 4.9: Frequency shift as a function of the applied magnetic field for a ZFC (blue) and
a FC (red) measurement of NW1 (long axis parallel to the field) at T = 1.5 K. The dashed
lines mark the transitions between the labeled magnetic phases.
Figure 4.10: Extended skyrmion lattice phase for a MnSi NW parallel to the field (NW1).
This phase diagram is identical to that shown in Fig. 4.8, with the addition of the boundary
between the helical and conical phase. This boundary is determined through comparison of FC
and ZFC measurements.
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Figure 4.11: Schematic of the experimental setup. A MnSi NW (green) is attached to the
end of a Si cantilever (grey), whose long axis is perpendicular to the applied magnetic field
H. The cantilever oscillates in the x-direction. The laser light from the fiber interferometer is
shown in white.
4.4 Magnetic Field Perpendicular to the long Axis
of the MnSi Nanowire
In order to complete the research of the skyrmion lattice phase of MnSi
in the shape of NWs, we prepared a third sample. For the third set of
measurements we attach NW3 to the cantilever such that its long axis is
aligned perpendicular to H, as shown in Fig. 4.11. NW3 is a 7.8-µm-long
segment of the same longer NW from which NW1 was cut (see Fig. 4.2) and
therefore, except for its length, it is identical to NW1 (Tab. 4.1). We plot
∆f as a function of H in this configuration in Fig. 4.12(a) for temperatures
between 2.0 K and 29.0 K. Here, the shape of ∆f differs from the data
collected for NW1 and NW2. Because of the strong uniaxial shape anisotropy
with the easy axis oriented perpendicular to H, at low applied fields, the
anisotropy energy overwhelms the Zeeman energy, forcing M to point along
the long axis of the NW.
The phase transition assignment differs in this case from the parallel
configuration, and it is describe in the next section.
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Figure 4.12: Dependence of the frequency shift on the applied magnetic field with the NW
perpendicular to the field. (a) ∆f(H) for NW3 measured at different temperatures between
2 K and 29 K. For clarity, the ∆f(H) at different T have been shifted by a constant frequency.
(b) A detailed view of the data near the region of the skyrmion phase marked in (a) by the
dashed contour line.
Figure 4.13: Dependence of the frequency shift on magnetic field with the NW perpendicular
to the field, for NW3 at T = 27.5 K. The dashed blue lines mark the transitions between the
labeled magnetic phases. The transitions between conical/helical and skyrmion lattice and
between skyrmion lattice and conical phases are determined by the sharp discontinuities in
∆f (H). The transition between the conical and field-induced ferromagnetic phase is determined
by a sharp change in slope of ∆f (H). A sketch of the direction in which the magnetization is
pointing is shown above, a detailed description is given in the text.
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4.4.1 Determination of Phase Transitions in the Perpen-
dicular Configuration
For measurements of MnSi NWs perpendicular to the applied magnetic field, it
is not possible to convert ∆f(H) into M(H). Therefore, in order to determine
the extent of the various phases, we start by taking note of the region in H
and T showing sharp discontinuous dips in ∆f (H). These sharp dips appear
in a roughly equivalent range of H and T for the perpendicular geometry, e.g.
Fig. 4.12(a), as for the parallel geometry, e.g. Figs. 4.5(a) and (b). Once again
the features are fully reproducible and robust to changes in the direction
and sweep rate of the applied magnetic field. We note that recent transport
measurements by Liang et al. on MnSi NWs from the same growth batch in
the perpendicular magnetic field geometry show a THE signal in a similar
range of H and T [128]. We postulate that this region corresponds to a
mixture of skyrmion and conical or helical states, similar to that imaged by
Yu et al. in LTEM measurements of Fe0.5Co0.5Si [149] under perpendicular
magnetic field. Such a phase would have spin chirality and would be expected
to produce a THE signal. Note that the features always appear as dips in
∆f , i.e. changes in ∆f toward more negative values. From equation (4.1)
this trend indicates a process resulting in more negative curvatures of Em
with respect to θc, corresponding to a reduction in the angular magnetic
confinement. The introduction of a magnetic disorder would be consistent
with these observations, therefore another possibility is that the features
arise from domain wall motion within the NWs. We label this region as the
“skyrmion mixed phase”, as shown in Fig. 4.14.
Next, to assign the phase transitions, we start with ∆f(H) at T = 27.5 K,
shown in Fig. 4.13. Let us, for the moment, ignore the field range bounded by
discontinuities around |H| = 0.2 T. Excluding this range, ∆f is positive for
|H| . 0.3 T as is, therefore, the curvature of the magnetic energy Em with
respect to the sample angle θc. The sign of this curvature indicates that the
direction of M in the sample is close to minimizing the anisotropy energy, i.e.
M points nearly along the magnetic easy axis, here that is the long axis of the
NW. As ∆f crosses zero and becomes negative (roughly 0.3 < |H| < 0.4 T),
M points increasingly away from the easy axis and towards the hard axis
(short axis of NW) where the anisotropy energy is maximized. This behavior
corresponds to M tilting in the direction of H. The sharp change in the slope
of ∆f around |H| = 0.4 T reflects the coincidence of M with H and marks
the transition from the conical to the field-polarized ferromagnetic state [23].
The subsequent gradual decrease in ∆f to more negative values results from
the gradual increase of M along H as it approaches saturation. The diagram
above Fig. 4.13 schematically shows the progression of the net magnetization
M inferred from ∆f(H) in NW3.
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Figure 4.14: Phase diagram for a MnSi NW perpendicular to the field. The magnetic phase
diagram shows the boundaries between phases in T and H as determined from measurements of
∆f(H), as shown in Fig. 4.12. Filled circles delineate the phases measured for the 7.8-µm-long
NW3. Colored regions of the diagram serve as guides to the eye. The semi-transparent red
region denotes the region where the sharp dips in ∆f (H) appear. The cyan squares indicate
the first and last dips as a function of H.
In the next step, we consider the field range bounded by the discontinuities
in ∆f around |H| = 0.2 T. These discontinuities indicate a first order phase
transition and delineate a region in T and H similar to that known to
correspond to the skyrmion lattice phase in bulk MnSi [11, 119]. This phase
is characterized by a reduction in ∆f with respect to the neighboring phases.
This behavior is consistent with the reduction of M associated with the
formation of a skyrmion lattice in a previously conical phase. Measurements
of NW3 in this geometry were repeated for temperatures between 2.0 K and
29.0 K, as shown in Fig. 4.12(a). The first order phase transition, indicating
the skyrmion lattice phase, appears only in a small T and H region, shown
in the zoom-in in Fig. 4.12(b).
By following the interpretation of the data described above, we obtain
the phase diagram shown in Fig. 4.14, suggesting a skyrmion lattice phase
with an extent similar to that observed in bulk MnSi (see Fig. 2.8) and
therefore significantly reduced compared with that observed in NW1 and
NW2 with their long axes aligned parallel to H. Note that in NW3, the effect
of shape-induced magnetic anisotropy appears in the position of the boundary
between the conical and field-induced ferromagnetic state, shown in Fig. 4.14.
Compared to the phase diagram derived from H parallel measurements, shown
in Fig. 4.8, the transition fields in Fig. 4.14 are shifted to higher values. The
difference can be accounted for by calculating the much larger demagnetization
field expected in the perpendicular geometry (Hd ' 0.1 T) compared with
that expected in the parallel geometry (Hd < 0.005 T). The values of the
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Figure 4.15: ∆f(H) of NW3 (long axis perpendicular to the field) at T = 27.5 K. The
skyrmion lattice phase is bounded by clear discontinuities in ∆f (H) as expected for a first
order phase transition. By comparing the ZFC (blue) and the FC (red) data we assign the
transition between the helical and the conical phase as described for the measurement of NW1,
figure 4.9. A zoom-in of the region where the ZFC and the FC data differ is shown in the inset.
demagnetization fields for the three different samples are given in Tab. 4.1.
4.4.2 Phase Diagrams with Helical-to-Conical Transition
Once again, also in this configuration, in order to assign a transition between
the conical and helical phases, we compare the ZFC and the FC data. Specif-
ically, we compare ∆f and assign the transition to the field where the slope
(∂∆f/∂H) of the ZFC is equal to the slope of the FC, as shown in Fig. 4.15.
By doing this for a few data points we obtain Fig. 4.16, which includes the
phase transition between helical and conical phases in the phase diagram.
4.5 Discussion and Conclusion
The presented data indicate a stabilization of the skyrmion lattice phase that
depends on the orientation of the NWs with respect to the applied magnetic
field. Until now, two mechanisms have been proposed to explain experimental
observations of skyrmion lattice phase stabilization. The first, based on
spatial confinement effects, requires a sample dimension to be comparable
or less than the skyrmion lattice constant LD [122]. Since both the length
and cross-sectional dimensions of our NWs are much larger than LD = 18 nm
for MnSi, we rule this mechanism out. The second mechanism requires
a uniaxial magnetic anisotropy [123]. For example, an easy-axis uniaxial
anisotropy, combined with an applied magnetic field aligned parallel to the
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Figure 4.16: Skyrmion lattice phase for a MnSi NW perpendicular to the field (NW3). This
phase diagram is identical to that shown in Fig. 4.14, with the addition of the boundary between
the helical and the conical phase. This boundary is determined through comparison of the FC
and ZPC measurements.
axis, can increase the energy of the conical phase due to its rotating off-axis
magnetization components. As a result, the competing skyrmion lattice phase
is stabilized. Uniaxial anisotropy can originate from shape, surface, interface,
pressure, or crystal direction.
At this point it is instructive to recall that Bauer and Pfleiderer measured
millimeter-scale single-crystal MnSi samples as a function of crystal orien-
tation, shape, and field orientation, finding no evidence of skyrmion phase
stabilization beyond the conventional bulk case [119]. Magnetocrystalline
anisotropy had a small effect on the extent of the skyrmion phase, likely due
to its weakness in MnSi [156]. Shape anisotropy also had no stabilization
effect, only producing a field shift in the phase diagram due to the demagne-
tization field. In particular, a 6×1×1-mm3 sample, whose demagnetization
factors are similar to those of our NWs, showed no stabilization effect. The
primary difference between these samples and our NWs is the size-scale
and the large disparity in the surface-to-volume ratio that results. For long
and narrow objects, the surface-to-volume ratio is dominated by surfaces
whose normal is perpendicular to the long axis, making the ratio inversely
proportional to the diameter. Our samples, with diameters on the order of
470 nm, have surface-to-volume ratios several thousand times larger than the
millimeter-scale samples of Bauer and Pfleiderer.
Therefore, we suggest that the demagnetization influence of these surfaces
produces an effective magnetic anisotropy [84]. Due to the DMI and missing
spins near the boundary [157, 158], spins at the surface align parallel to it.
This effective anisotropy could suppresses the conical phase, which combined
with a parallel applied magnetic field localizing the skyrmion cores, would
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stabilize and extend the skyrmion lattice phase [151] and perhaps produce a
mixed skyrmion phase. Indications of a mixed skyrmion phase even in the
perpendicular geometry may be attributed to the fact that, below the critical
field, M is tilting towards H, and maintains a component along the long axis
of the NW. This coincidence of a component of M with the effective anisotropy
axis, could allow some stabilization of the skyrmion phase against the other
phases. The stabilizing influence of boundaries on the skyrmion phase is
observed in real-space measurements of skyrmion formation in FeGe thin-films,
where skyrmions are seen to emerge from the helical phase near the sample
edge and grain boundaries [18]. One should also note that the presence of the
twinning boundary along the long-axis of the NWs produces an additional
anisotropy. The DMI vanishes at this interface, leaving only ferromagnetic
exchange. This additional boundary condition prohibits modulation of the
magnetization along the twinning plane.
In conclusion, we measure a series of high-aspect-ratio single-crystal MnSi
NWs and find strong evidence that their skyrmion phase can be stabilized
and extended by an effective magnetic anisotropy. Measurements are made
using sensitive dynamic-mode cantilever magnetometry, which allows the
investigation of individual nanometer-scale magnetic samples. The finding
that an anisotropy – likely arising from the nanometer-scale geometry of the
NWs – is enough to stabilize an extended skyrmion phase has important
implications. In particular, such a stabilization mechanism would improve
the viability of proposals for the use of skyrmions in thin magnetic wires as
carriers of high-density information.
4.6 Outlook
A stabilization mechanism of the skyrmion lattice phase due to an effective
anisotropy caused by the nanometer-scale geometry of NWs creates broader
possibilities for future applications. In terms of high density storage media, as
for example the racetrack memory, NWs would provide the needed properties,
like the size, robustness, programmability etc. for the realization [8]. Besides
the promising shape, NWs have the advantage that the stacking faults or other
defects are reduced compared to bulk samples. This is due to the progress
which was made in the recent years in the fabrication of these nano-scale
objects.
Furthermore, the increased stability of the skyrmion lattice phase due to
the nano-scale morphology makes the combination of skyrmions and NWs
for applications even more interesting, since skyrmions are promising to be
implemented as memory devices. This is due to the property, as mentioned
at the beginning of this chapter, that they are stable, have a nanometer-scale
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size, and the threshold for moving these vortex-like spin configurations is only
around 106 A/m2, compared to the 1012 A/m2 required to move a domain
wall [15,16].
So far the disadvantage was that the skyrmion phase in bulk helimagnets
is confined to a small region of temperature and magnetic field, and therefore
the possibility for applications remains limited. The increased stabilization
makes these vortex like structure more robust against external influences and
broadens the working conditions, resulting in more possibilities of usage.
Nevertheless, the working conditions of skyrmions in MnSi NWs are not
yet really attractive for applications. It is true, that due to the stabilization
they become more robust, but still temperatures below 29.5 K are required.
On the other hand, the observations which we made, of a stabilized skyrmion
lattice in NWs, if the applied magnetic field is parallel to the long axis of
the wire, should be valid also for other materials. For instance FeGe would
be a promising option. FeGe belongs to the same non-centrosymmetric, B20
crystal class as MnSi, for which reason the behavior is expected to be similar.
The crucial advantage of FeGe compared to MnSi is that Tc is around 280 K
in bulk [17]. FeGe was already studied in thin-film systems, where a stable
skyrmion phase was observed from 280 K down to about 60 K for a film
thickness of about 15 nm [18]. These studies show that, if the film thickness is
increased to 75 nm, the skyrmion phase is significantly reduced and appears
between 250 K to 270 K.
Recently, FeGe in shape of NWs were realized [118]. If our observations
of the effective anisotropy stabilizing and extending the skyrmion phase
due to the nanometer-scale geometry could be confirmed also in FeGe NWs,
this would be a step forward in the direction of skyrmion-containing high
density storage media. We have shown the compatibility of our technique
with nanometer-scale samples and the required sensitivity. This paves the
way for future studies on the effect of confinement and surfaces on magnetic
skyrmions. Furthermore, DCM capable of covering the expected temperature
range.

5 Ne´el-type Skyrmions in Multi-
ferroic Lacunar Spinels – Map-
ping out a Stability Phase Di-
agram using DCM
In the previous chapter, we demonstrate studying MnSi NWs that DCM
is a sensitive technique, suitable to assign phase transition and identify a
stabilized skyrmion phase. The focus in this chapter is understanding the role
of anisotropy in materials hosting Ne´el-type skyrmions. We perform DCM
measurements on a single-crystal sample of GaV4S8: in particular, we compare
DCM results with a theoretical model of the magnetic phase diagram as a
function of applied magnetic field. By collecting magnetic torque signal for a
series of applied field orientations, DCM reveals the magnetization, anisotropy,
and magnetic phase diagram of our sample. We observe a skyrmion lattice
phase with up to 77.1◦±2.3◦ of misalignment between the crystal axis and the
applied magnetic field. By comparing our findings with numerical simulations,
which describe the stability of the skyrmion lattice in GaV4S8, gives us insight
into the strength of the uniaxial anisotropy of the system.
The results of this chapter are adapted from the following work:
Ne´el-type Skyrmions in Multiferroic Lacunar Spinels – Mapping
out a Stability Phase Diagram using Dynamic Cantilever
Magnetometry
A. Mehlin, B. Gross, I. Ke´zsma´rki, A. Leonov, V. Tsurkan, A. Loidl, and M.
Poggio
to be published (2017)
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5.1 Introduction
Nontrivial spin structures can occur in non-centrosymmetric crystal com-
pounds, the so called magnetic skyrmions. Starting from their experimental
discovery they caught in the recent years increasing attention in condensed
matter physics [11]. Magnetic skyrmions arise due to DMI and can occur as
individual structures or arranged in a skyrmion lattice and represent a form
of magnetic order [159]. In chapter 2 details are given, describing in which
material and under which conditions skyrmions occur.
In bulk material until recently mainly Bloch-type skyrmions were investi-
gated. The investigation of Ne´el-type skyrmions in bulk has become of interest
with the discovery of this type of skyrmion lattice in GaV4S8, which belongs
to the Cnv crystal symmetry class [115,117,160,161]. In Ne´el-type skyrmions,
the magnetization rotates in radial direction from the core outwards, see
Fig. 2.7(b). Instead in Bloch-type, the magnetic spins rotate perpendicular
to the radial direction from the center outwards, as illustrated in Fig. 2.7(a).
The relative size of the skyrmion lattice phase of bulk material hosting Ne´el-
skyrmions in the Cnv symmetry is bigger than in the case of material carrying
Bloch type skyrmions. This is due to the fact that in this type of material
the conical phase is not stabilized, while this is the main competing phase
of the Bloch-type skyrmion lattice [162]. This additional stabilization seems
a promising property of materials carrying Ne´el-skyrmions and makes them
attractive as possible carriers of information in magnetic storage media. Ad-
ditionally, Ne´el-skyrmions have a sizable electric polarization, providing the
possibility to manipulate them by an electric field [115,160].
Furthermore, Ne´el-type skyrmions differ from their Bloch-type counter-
parts in that their orientation is determined by a uniaxial anisotropy instead
of an externally applied magnetic field. This anisotropy is apparent in a
strong dependence of the magnetic phase on field orientation. Depending on
the strength of the anisotropy the skyrmion lattice phase is more stabilized
and therefore occurs for a larger range of the applied magnetic field angle with
respect to the direction defined by the anisotropy [162]. More information
about Bloch- and Ne´el-type skyrmions are given in Sec. 2.3.
For the study of the uniaxial anisotropy effect on the stability of the
skyrmion phase a single-crystal piece and a suitable technique are required.
DCM is an ideal method for investigation of the magnetization of individual
structures in various field orientations [23–25]. It is a sensitive and non-
invasive technique providing information about the net-magnetization of a
sample. Here we use this technique to investigate the stability of the skyrmion
lattice phase in GaV4S8 depending on the applied field direction which is a
measure of the strength of the uniaxial anisotropy. By mounting a single
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crystal GaV4S8 piece at the end of a Si cantilever and measuring its resonance
frequency shift for different magnetic field orientations, we determine the
corresponding crystals phase diagram. The frequency shift results from the
torque generated by the anisotropy in the magnetic energy of the single crystal
in combination with a applied magnetic field.
As a result of this investigation, using DCM we provide both complemen-
tary as well as new information about the stability of the skyrmion lattice
phase in single-crystal GaV4S8 samples.
For investigation of the effect of the anisotropy in magnetic crystals carry-
ing Ne´el-type skyrmions, we use GaV4S8. The material is grown by chemical
vapor transport, by using iodine as the transport agent. Characterization
with X-ray diffraction of a crushed single crystal, which was grown in the same
process, showed impurity-free material [115]. GaV4S8 belongs to the lacunar
spinal family and is a magnetic semiconductor. It undergoes a cubic to rhom-
bohedral transition of the structure at 42 K, driven by a Jahn-Teller distortion,
resulting in a stretching of one of the four 〈111〉 crystal axes [115,117]. The
outcome of this transition is a structure containing four different domains in
a single-crystal. The magnetic transition occurs in this material at Tc = 13 K
and therefore the q vector of the cycloidal phase can point in four different
directions, as illustrated in Fig. 2.11 (more details about the material are
given in Sec. 2.3.2).
GaV4S8 was previously studied by magnetic susceptibility and specific heat
measurements, investigating the structural and magnetic phase transitions
with magnetic field parallel to the 〈111〉 axes [115]. Furthermore, phase
transitions depending on the temperature and the applied magnetic field
in the three major configurations were investigated by AFM imaging and
SANS measurements [117] (the results of those studies are described in
Sec. 2.3.2). These studies were followed by magnetic microwave spectroscopy
investigations of the spin dynamics in a Ne´el-type skyrmion lattice and
confirmed the previously obtained phase diagrams [161].
5.2 Sample Characteristics
In order to prepare a sample for the DCM measurements, we chose a single-
crystal GaV4S8 piece, which is shown in Fig. 5.1(a). Shown is the {100}
surface, which is about 75 × 75µm2. This GaV4S8 piece is at the thickest
position ∼ 43 µm and at the thinness ∼ 10 µm thick. These values were deter-
mined out of optical pictures. The shown {100} surface of the single-crystal
was attached with a drop of UV clue to the end of a commercial cantilever
under an optical microscope by the use of precision micromanipulators, as
shown in Fig. 5.1(b). The used Si cantilever (Nanosensors (TM) TL-Cont) is
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Figure 5.1: Optical pictures showing (a) the {100} surface of a single crystal GaV4S8 piece
which (b) we attached to the end of a commercial cantilever (Nanosensors (TM) TL-Cont).
made of a 440 µm-long, 50 µm-wide, and 2.3 µm-thick shaft. The shaft ends
with a triangle which prolongs the shaft by about 25 µm. The quality factor
is about 500´000 and was determined by a ring down measurement at T =
6 K. The fundamental mechanical resonance frequency is f0 = 3.25 kHz and
the related spring constant k0 ≈ 0.3 N/m.
5.2.1 Cantilever with an Attached Mass
In section 1.2.1.1 we have discussed the properties of bare cantilevers and have
shown related numerical simulations by FEM. As mentioned in Sec. 1.2.1.3,
the cantilever’s properties change if a significant mass is attached. Hence
we repeat the numerical simulations, adding a mass with roughly the same
dimensions of our sample to the end of the cantilever. For this mass-loaded
cantilever the first four resonance modes are shown in Fig. 5.2 (simulations
obtained by using the software Comsol). By comparing these results with the
simulations of the same, bare cantilever, shown in Fig. 1.6, we observe that, in
contrast to before, also the n = 1 mode is a torsional mode, not only the n = 3
mode. Furthermore, the numerical calculated frequencies for the first four
modes differ significantly. Due to the big additional mass the frequencies shift
to smaller values, as expected (see Sec. 1.2.1.3). For instance, the numerical
calculated fundamental frequency of the bare lever is f bare0 = 15.6 kHz, and
of the cantilever with the additional mass is fmass0 = 4.3 kHz. The measured
value of the cantilever is, as mentioned before, f0 = 3.25 kHz at 6 K.
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Figure 5.2: The first four modes of the commercial Si cantilever (Nanosensors (TM) TL-Cont)
with a big mass attached at the end calculated by FEM. Each mode is separately normalized so
that the maximum displacement is 1.
5.3 Experimental Setup
The cantilever magnetometry measurements were performed in a setup com-
posed of two independent closed-cycle cryostats. The cantilever is mounted
in a vacuum chamber at the end of a vibration-isolated cryostat in which the
temperature can be changed between ∼4 and 300 K. The second cryostat
is a rotatable 4.5 T-magnet, with the option of changing the field direction
on a plane. The possible field directions with respect to the cantilever are
illustrated in Fig. 5.3. In this setup we can change the magnetic field direction
in a range of about 120◦. During the measurements the cantilever’s motion is
read-out with an optical-fiber interferometer. Therefore the laser light of a
temperature-tunable laser diode is focused on the cantilever where the shaft
ends and the triangle starts. The laser diode has a wavelength of 1550 nm and
is operated with a power of 100 nW. During the measurements the interfero-
metric deflection signal is fed through an FPGA circuit back to a piezoelectric
element, which is mechanically coupled to the cantilever. This provides the
possibility to self-oscillate the cantilever at its resonance frequency and at
a constant amplitude of xrms ' 30 nm, for which θc  1◦. Due to the
self-oscillation a faster and more precise read-out of the cantilever’s resonance
frequency is ensured. Furthermore, we gain access to the dissipation of the
combined system of cantilever and magnetic sample, more details are given in
the next section. Details about the implemented optical-fiber interferometer
are given in section 1.2.2. The used setup and its handling are described in
detail in appendix A.
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Figure 5.3: Schematic of the possible magnetic field H directions illustrated on an optical
picture showing the cantilever with the attached GaV4S8 crystal from a side. The cantilever
oscillates during the measurements in the x direction.
5.4 Measurements
Before running the magnetometry measurements presented in this chapter,
we bring the system to a constant temperature and apply a large external
magnetic field, in order to magnetize the single-crystal and initialize it in its
filed-induced FM phase.
5.4.1 Assigning the Phase Transitions
We start in the configuration where the magnetic field is applied parallel to
the long axis of the cantilever and therefore parallel to [100] of the magnetic
crystal. In this alignment the angle between the four 〈111〉 axes and the field
direction is the same for all four, as illustrated in Fig. 5.4, and consequently the
phase transitions should occur simultaneously. The response of the frequency
as a function of H, at T = 12 K is plotted in Fig. 5.5(a). Since we drive the
cantilever at its resonance frequency and keep the amplitude of the oscillation
constant we have access to the magnetic dissipation. As demonstrated in
Sec. 1.6, according to equation (1.48), the dissipation is peaked as a function
of H in occasion of a phase transition. In Fig. 5.5(b), we plot the dissipation
5.4 Measurements 103
Figure 5.4: Schematic of the crystal structure, in the three crystal directions and the four
different body diagonals, the 〈111〉 axes.
Figure 5.5: (a) ∆f (H) at T = 12 K for H ‖[100] and (b) the corresponding dissipation.
The data were collected by sweeping the field from positive to negative.
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as a function of H, which was collected in parallel to ∆f (H) shown in (a)
when sweeping the magnetic field from positive to negative. Having a closer
look, we observe two major peaks for H > 0 T and two for H < 0 T, roughly
symmetric around zero field. These peaks in the dissipation appear at the
same field values as the dips in ∆f . The peaks (respectively the dips in ∆f)
for H > 0 appear at about 0.03 T and 0.09 T. Comparing these two field
values with the results of Ke´zsma´rki et al. [117], as shown in Fig. 2.12(c),
we find that the field values would fit within the error to the cycloidal to
skyrmion phase transition, and to the skyrmion to FM transition at T = 12 K.
From this result, that we can use either the dips in ∆f or the peaks in
the dissipation to assign the phase transition. According to equation (1.27),
∆f ∝ ∂2Em/∂θ2c reveals changes in the magnetic state.
In order to check the quality and the behavior of our sample, we perform
two more tests. First we start changing the temperature and check the
response and afterwards we start changing the orientation of the applied
magnetic field. The results of these investigations are presented in the
following.
5.4.2 Temperature-Dependent Measurements
Since magnetic properties are temperature dependent, we can check the
behavior of our single-crystal GaV4S8 sample by measuring ∆f (H) at different
temperatures. In Fig. 5.6 we show ∆f in (a) and the corresponding dissipation
in (b) for three different temperatures. Data are shown for measurements
performed at 7 K and 15 K, in addition to the 12 K already shown before. As
previously shown, phase transitions detected at 12 K fit well with previous
studies. In comparison, data of the 7-K sweep, indicate a phase transition at
around 0.04 T, clearly visible as a peak in the dissipation and as a sudden
and significant change in the slope of the frequency. In contrast, at 15 K
neither a peak in the dissipation nor any other feature in the frequency shift
are visible, hence we do not observe any phase transition at this temperature.
Comparing these results with the phase diagram shown in Fig. 2.12(c) we
find a good agreement of our data with previous studies.
5.4.3 Angle-Dependent Measurements
Besides temperature dependence, we investigate the angle-dependent behav-
ior of the GaV4S8 single-crystal, in order to obtain information about the
anisotropy present in this type of magnetic material. Due to the symmetry
of the crystal structure, by rotating the magnet by 90◦ compared to the
alignment studied before, H is again parallel to the [100] crystal orientation.
In one case we apply H parallel to the long axis of the cantilever and in
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Figure 5.6: For different temperatures, labeled in the legend, (a) ∆f (H) and (b) the
corresponding dissipation are plotted for H II [100].
the other perpendicular to it, as illustrated in Fig. 5.7(b). ∆f (H) in both
arrangements have overall a very similar shape, as shown in Fig. 5.7(a). The
two curves are slightly shifted with respect to each other in terms of frequency.
The same ∆f value is reached in both configurations with a separation of
about 10 mT. This behavior could be due to the asymmetric shape of the
sample, whereby different demagnetization fields for both configurations are
expected.
Furthermore, by turning the magnet by 45◦, we reach the orientation
where H ‖ [110]. From Fig. 5.4, we see that in this configuration the field
is coplanar to two body diagonals and perpendicular to the others. ∆f (H)
at T = 11.0 K in this alignment is plotted in Fig. 5.8(a) and the orientation
of the field with respect to the cantilever is sketched in the inset. According
to the phase diagram in this configuration, as it is shown in Fig. 2.12(b), in
case of a perfect alignment two phase transitions from cycloidal to skyrmion
and from the skyrmion lattice to FM are expected at about 30 and 70 mT.
However, we observe two dips in ∆f between 0.3 and 0.4 T. Considering
a small misalignment of the crystal with respect to the applied magnetic
field, it is not given that two 〈111〉 axes are perfectly perpendicular to H
and therefore the projection of the field on these axes is non-zero, causing
phase transitions to occur at high fields. A misalignment of only 5◦ from the
perfect alignment would result in phase transitions at those high field values.
Focusing on the low field (a zoom-in on this region is shown in Fig. 5.8(b)) we
observe plateaus in ∆f (H). More obviously visible is the change of the slope
in the derivative ∂∆f/∂H. These features occur at about 32 and 75 mT,
which is the region where we expect the phase transition between the cycloidal
to the skyrmion phase and from the skyrmion phase to the FM state to take
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Figure 5.7: (a) Probing ∆f (H) for H II [100] from two different magnetic field orientations
at T = 12 K. (b) Illustration of the two different magnetic field directions, indicated by the
two colored arrows.
Figure 5.8: (a) ∆f(H) for H II [110] at T = 11 K. (b) A zoom-in on the low-field region,
marked in (a) by the dashed contour line. ∆f(H) is plotted in green and the corresponding
derivative ∂∆f/∂H in black. The phase transitions are indicated by the dashed lines.
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place in this configuration.
Comparing ∆f for H ‖ [100] (Fig. 5.5(a)) with the alignment of H ‖ [110]
(Fig. 5.8(a)) we observe that the overall shape differs significantly. The
behavior of the frequency shift is strongly influenced by the anisotropy, which
can have different origin, as discussed in Sec. 2.1.4. Since the difference in
∆f(H) is small between H ‖ [100] probed in two unequal orientations, as
shown in Fig. 5.7, we can rule out that the main influence on the anisotropy
is due to the shape. Furthermore surface induced anisotropy should have a
negligible effect for such a big single-crystal piece, therefore the difference of
the overall shape of ∆f(H) in the different configurations seems to be caused
by the intrinsic crystal anisotropy. The sample behaves as having a hard plane
for the H ‖ [110] orientation and an easy plane in the H ‖ [100] alignment.
Having a closer look to the data collected in the H ‖ [110] configuration
plotted in Fig. 5.8, we see that the dips indicating the phase transitions at
high field are much more pronounced than those at low field. As mentioned
before, the features at high field origin from those 〈111〉 axes which are nearly
perpendicular to the applied magnetic field. Looking at the illustration of
the crystal structure in Fig. 5.4, the perpendicular axes are labeled with B
and C and the parallel axes with A and D. Since the four different 〈111〉 axes
are not necessarily equally occupied, from the strength of the signal it seems
that A and D are much less represented as the other two. This finding would
also explain the easy and hard plane behavior of our sample.
In order to study the strength of this uniaxial anisotropy Ku and hence its
effect on the stability of the skyrmion phase, we measure ∆f(H) for various
angles of the applied magnetic field. At T = 11 K we cover a range of about
120◦ in 2.5◦ steps. We assign the phase transitions by reading-out the dips
appearing in ∆f for the full data set. By tracking the transitions through
the different orientations, we are able to determine which transition is caused
by which of the four axes. Using this information, we can plot the phase
transitions as a function of the magnetic field parallel and perpendicular to
the [111] axis for each of the four axes A, B, C, D in Fig. 5.4. The resulting
phase diagram is shown in Fig. 5.9. We observe that the expansion of the
skyrmion lattice is rather limited in H‖ compared to the field region in H⊥
direction. The maximum field at which the skyrmion lattice can still be
observed is for H⊥ between 0.17 T and 0.23 T, and for H‖ between 0.04 T and
0.05 T, which define the critical region where the three different phases meet.
We conclude from this behavior that H⊥ has a small influence, which means
that Ku is strong and stabilizes the skyrmions along [111]. The transitions
from the cycloidal to the skyrmion phase and the skyrmion phase to the FM
for each axis tends to occur more on a nearly horizontal line as stronger ku
is, since H⊥ has less influence [162]. This implies that the ratio between the
values of H⊥ and H‖ in the critical region provides information about the
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Figure 5.9: Phase diagram for GaV4S8 at T = 11 K, as a function of the magnetic field
parallel to [111] and perpendicular to it. A, B, C and D are the four different axes, as shown
in Fig. 5.4, each going through the two transitions. Colored regions of the diagram serve as
guides to the eye.
strength of Ku. Using the information from the phase diagram, we calculate
the maximum angle αmax between the magnetic field direction and the [111]
axis at which the skyrmion lattice is still formed. To do that we consider
the critical field region mentioned before, and determine αmax= 77.1
◦ ± 2.3◦,
where the error is estimated from the standard deviation. We conclude that
in a GaV4S8 single-crystal it is possible to have a skyrmion lattice formed
along the crystal axis even if the misalignment of the applied field to the axis
is αmax. Since αmax depends on Ku and T , the next step is estimating the
strength of Ku knowing the other two. For this a theoretical model is needed.
The theoretical predictions illustrated in the following are made by A.
Leonov, and are based on a continuous 2D model [162]. The magnetic energy
of a non-centrosymmetric FM with Cnv symmetry is described by the sum
of the symmetric exchange interaction, the DMI, the Zeeman energy and
the anisotropy, which is assumed to be a uniaxial anisotropy. In order to
determine the equilibrium states depending on the magnitude and direction
of the applied magnetic field, numerical energy minimization using finite-
difference discretization is performed. For the calculations an effective uniaxial
anisotropy ku = KuM
2A/D is introduced, depending on the Ku the intrinsic
uniaxial anisotropy, M the absolute value of the sample’s magnetization, A
the exchange stiffness and D the DMI constant. Furthermore fixed values
for the DMI and the symmetric exchange interaction are chosen, and a few
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Figure 5.10: Calculated phase diagram for GaV4S8 at T = 9 K for different values of ku as a
function of the magnetic field parallel to [111] and perpendicular to it. This diagram is based
on a 2D model and was made by A. Leonov [162]. More details about the procedure resulting
to this phase diagram are given in the text.
different values of ku included. The simulations result in the phase diagram
shown in Fig. 5.10 for T = 9 K. Instead of a critical region as assigned in the
results of the measurements, we obtain from the simulation a critical point
P, defining the point where the three different phases meet. Comparing the
experimental (Fig. 5.9) with the theoretical (Fig. 5.10) phase diagram, we see
that the overall shape is very similar. Reading out P, we calculate αmax as a
function of ku, as depicted in Fig. 5.11. In this graph the maximum is around
ku ≈ 0.3 at an angle of about 66◦. For the simulation a temperature of around
9 K was assumed, while measurement were performed at around 11 K. Even
considering a higher temperature the maximum angle which can be reached
with the numerical simulation under these conditions and assumptions, is
about 69◦. Unfortunately, by comparing the experiment with these numerical
simulations, we cannot determine a value for the uniaxial anisotropy. We were
able to determine αmax with our measurements with what we can provide
new and important information in order to improve the theoretical model.
5.5 Discussion and Conclusion
From the presented measurements we obtain an angle αmax significantly higher
than what the numerical simulations predict, for which reason we are not
able to obtain a value for the uniaxial anisotropy present in GaV4S8. The
theoretical model is based on a 2D system compared to the 3D investigated
structure, which could influence the results. For the numerical simulations it
is assumed, among other things, that the Ne´el skyrmions align only along the
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Figure 5.11: αmax(ku) at T = 9 K calculated by reading-out P from the phase diagram
shown in Fig. 5.10. The numerical simulations are made by A. Leonov [162].
〈111〉 axis of the crystal and do not tilt away from this axis to align with the
direction of the applied magnetic field. If instead even a slight rotation of the
skyrmion away from the easy axis would be allowed, a bigger value for αmax
from the numerical calculations would result.
Furthermore in the theoretical model only DMI, symmetric exchange,
Zeeman energy and an easy axis anisotropy was considered, while also other
components could contribute to the magnetic energy, as for instance an
anisotropic exchange interaction [162]. Since the anisotropic exchange is small
compared to the symmetric exchange, it is neglected frequently [163]. In our
case the anisotropic exchange could have an influence and we should consider
its contribution to explain the high value of the observed αmax.
Besides the possible problems of the numerical calculations a possible
error of the measurements should be also taken into account. For instance, in
the phase diagram, the same phase transitions of all four 〈111〉 axes should
match up as a single line. A misalignment of a few degree is possible to occur
and we try to account for that as we read-out the phase transitions. On
the other hand, an error of a misalignment would not result in such a big
discrepancy between experimental and theoretical results as we observe, but
it would mainly reduce the error on αmax and not the value itself.
In conclusion we investigated the stability of the skyrmion lattice of a
GaV4S8 single-crystal sample as a function of the orientation of the applied
magnetic field. We find the skyrmion lattice still formed with a misalignment
of 77.1◦ ± 2.3◦ between the [111] crystal axis and the applied magnetic field
direction. The observed αmax is significantly higher than the theoretical model
predicted. The measurements are made using sensitive CM in the dynamic
mode, which allows a non invasive investigation of individual samples. This
study increases the understanding and knowledge about not yet intensively
investigated compounds hosting Ne´el-type skyrmions with a Cnv crystal
symmetry and shows the potential of the used technique. Furthermore, these
measurements may also help to refine the theoretical model, such that it
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includes all the relevant interactions.
5.6 Outlook
A high stability of the skyrmion lattice phase was found in a single crystal
of GaV4S8, due to a uniaxial anisotropy. Until now bulk magnetic materials
containing Ne´el-type skyrmions are not yet intensively studied, since they have
got discovered just recently [115,117,160,161]. Besides these few studies on
bulk samples, Ne´el-skyrmions were previously investigated in structures made
of PdFe/Ir(111) bilayers, which have as well a strong uniaxial anisotropy [19].
Due to some fundamental properties of magnetic materials hosting Ne´el-
skyrmions, these are of interest in condensed matter physics. As mentioned
before, the relative size of the skyrmion lattice region in the phase diagram
of materials hosting Ne´el-skyrmions is significantly larger than for the Bloch-
type [113]. In addition, they have a sizeable electric polarization, thus offering
the possibility to manipulate them by an electric field, which makes them
attractive as possible information carriers in magnetic storage media or
for other possible applications [115, 160]. Furthermore, due to the strong
orientational confinement, Ne´el-skyrmions do not turn with the applied field
as Bloch-skyrmions do, which makes them more robust against disturbance
from outside and therefore better candidates for possible applications [117].
The research on bulk magnetic materials carrying Ne´el-type skyrmions is
still at the beginning, and many things still need to be investigated to acquire
more knowledge about this type. For instance in bulk materials, according to
the authors knowledge, Ne´el-skyrmion were only observed in a lattice and
not as isolated skyrmions in a mixture with another phase. The question is,
is a mixed phase of cyloidal and skyrmion phase possible in bulk materials?
According to theoretical predictions, under certain conditions like a big angle
between the applied magnetic field and the axis along which the skyrmions
form, a mixed phase should exist [162]. We did not see evidence of such
a mixed phase as we have observed in the study of MnSi NWs described
in chapter 4. This could also be due to the fact that this sample is so big
that our sensitivity is not enough to detect single skyrmions occurring and
vanishing, and therefore a smaller piece would probably help.
So far only a few compounds of Ne´el-type hosting materials are known
and were grown. An interesting question is, if materials combination hosting
Ne´el-skyrmions exist also at high temperature, as for instance the B20 crystal
FeGe does in the case of Bloch-skyrmions [18], or have in another form a
stabilized skyrmion lattice. For instance GaV4Se8 belongs to the same family
as GaV4S8 and recently the first results on this compound were presented.
Fujima et al. performed AC magnetic susceptibility and magnetoelectric
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measurements, finding an enhanced stabilization of the skyrmion lattice down
to 2 K and up to a magnetic field of 370 mT in GaV4Se8 [164]. How do
other material combinations of the same family behave? Furthermore, basic
information about those materials is still missing, for instance: besides the
uniaxial anisotropy, do other stabilization mechanisms like shape and surface
effects exist and influence the stability of the skyrmion lattice? In order to
reach the level of application, these and many other open questions leave
room for further intriguing investigation.
6 Conclusion and Outlook
Magnetic materials constitute a field of research covered by continuous and
large interest. Their broad use in various areas and their potential adaption
in novel and promising applications motivates the search for new materials
and investigation on their fundamental properties. Magnetic samples are
in fact candidates for biological and biomedical applications [1,2], magnetic
sensing [3], high resolution imaging [4–6] and in logic devices [7]. Especially
their potential adaption in high density magnetic storage media [8] increased
in the recent years the interest in investigating different types and shapes of
magnetic materials. Potential carriers of information could be for instance
domain walls [10] or magnetic skyrmions [14–16]. A fundamental knowledge
about the stability, the size and the controllability is needed before any kind
of magnetic material can be implemented into a device [14,17–19].
The motivation of this thesis is to give a contribution to the understand-
ing of the growing, interesting and versatile field of magnetic materials by
using DCM, which is sensitive, non-invasive and compatible to a broad range
of samples with different properties. Using DCM we provide both compli-
mentary and new information about the properties of novel or well-known
magnetic materials, taking advantage of the high sensitivity of nanomechanical
resonators [26,27].
In fact, we demonstrate the use of DCM, in combination with numerical
simulations, to study the process of magnetic reversal of short FM NT, which
was, according to our knowledge, not yet experimentally observed. This
reversal is driven by the nucleation of vortices at the end of the tubes and
shows a strong aspect-ratio dependence. For instance, short FM NTs go
through a vortex state and tubes above a certain length through a mixed
state composed of a vortex at each end of the tube and an axial domain in
the center. Apart from the aspect ratio, we find that the shape of the ends
and impurities have a significant influence on the starting of the reversal
process and how it evolves. A precise knowledge of the magnetic reversal is
important, since a reliable process is needed for applications like magnetic
storage.
We further investigate the stability of the skyrmion lattice phase of two
different materials carrying the two different types of skyrmions. We measured
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MnSi NWs hosting Bloch-type skyrmions and a GaV4S8 single crystal carrying
Ne´el skyrmions. During the studies of MnSi NW we observed an unexpectedly
stable skyrmion phase, extending from 29 K down to at least 0.4 K. The
stability of the skyrmion lattice is strongly dependent on the applied magnetic
field direction. An extended skyrmion lattice is present only if the long
axis of the NW is parallel to the magnetic field. This stabilization occurs
despite of the fact that the dimensions of the NW are too large to spatially
confine the skyrmion lattice. In fact, an important difference between a
NW and a single-crystal bulk sample is that a NW has an especially large
surface-to-volume ratio for surfaces perpendicular to the long axis of the wire.
The demagnetization influence of theses surfaces may produce an effective
magnetic anisotropy which suppresses the conical phase, and therefore, in
combination with a parallel applied magnetic field, stabilize and extend the
skyrmion lattice.
The investigation of a single-crystal of GaV4S8 also resulted in a surprising
stability of the skyrmion lattice phase. In this case, we studied the occurrence
of the skyrmion phase depending on the orientation of the applied magnetic
field. We found the skyrmion lattice still formed with a misalignment of
77.1◦ ± 2.3◦ between the [111] crystal axis, which is the axis along which the
skyrmions form in this material, and the applied magnetic field direction.
The stability of the skyrmion phase is correlated with the strength of the
uniaxial anisotropy present in this material. Since the observed stability is
higher than what the theoretical model predicts, for the moment we cannot
conclude on the strength of the anisotropy, but the findings could help to
refine the model, so that it may include all relevant interactions and fit the
experimental observations.
The performed studies show the diversity for which DCM measurements are
suitable. In this work, we made measurements at room and low temperature in
different magnetic field orientations, on a variety of sample sizes, covering NTs,
NWs, and a piece of a single crystal. In general, the range of possible samples
and measurement conditions is much broader. DCM is especially good for the
study of small and/ or insulating samples for which conventional techniques are
not applicable. Improved growing methods continuously provide new materials
or combinations of magnetic materials which have unknown properties and
could be investigated with DCM. Also some existing materials, especially
which host Ne´el-type skyrmions are until now not investigated on shape and
sized dependence.
Finally, we have investigated a method, RCM, to increase the measurement
sensitivity at low field. By embedding RCM in our setup, we have obtained
direct access to two directions of the magnetization of the sample. Apart from
RCM, other methods like torque-mixing magnetic resonance spectroscopy [146]
could be implemented in order to gain access into additional information like,
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the spin resonance. Future research in this direction opens room for obtaining
a more complete understanding about magnetic materials.

A Magnetometry Setup
In this appendix we illustrate the setup used for the investigation of the
length dependence of the magnetic state of CoFeB NTs at low and at room
temperature, as described in Chap. 3. This setup was also used for the
study of the anisotropy of GaV4S8 by angle dependent measurements of the
applied magnetic field, see Chap. 5. The used setup is a combination of two
independent commercial close-cycle cryostats. One is the Montana system,
which hosts the sample chamber and provides the possibility to control the
temperature between 4.8 K and about 300 K, (Fig. A.1(b)). The second
close-cycle system is a rotatable magnet which can reach a field of about
4.5 T, (Fig. A.1(a)). Both components and their handling are described in
the following sections more in detail.
A.1 The Montana Cryostation
This section is dedicated to the technical details and the handling of the
cryostation fabricated by Montana Instruments. It includes also a step-by-step
guide for mounting and aligning the sample in our setup. The main reference
is the manual provided by Montana Instruments [165].
A.1.1 Technical Details
The main components of the cryostation are the compressor, the control unit,
the cryostat with a custom-made sample chamber, and the user interface
to control the system, schematically shown in Fig. A.2. The variable-flow
helium compressor is equipped with a microcontroller in order to achieve the
needed cooling power. The controller regulates the compressor capsule and the
motor of the cold-head drive. For an efficient and optimized operation several
parameters like temperature, pressure, oil level, and oil flow are checked and
used by the microcontroller to optimize the performance.
The electronics needed to operate the cryostat is placed in the control
unit. The unit includes also the power supplies of the system, a pump, and a
high frequency filter for the motor of the cryo-cooler.
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Figure A.1: The two components of the magnetometry setup. (a) The rotatable magnet with
a room temperature bore where the sample chamber of (b) the Montana cryostation enters.
The cryostat itself is an assembly of a cooling tower and the sample
chamber. It is connected via the He hoses to the compressor which supplies
and returns the He. The vacuum line connects the pump of the control
unit with the cryostat. Another link between these two components is an
electrical connection needed for the control of the cryostat. The frame and
the sample chamber are strongly fixed to the base and the cooling tower is
floating with respect to them, therefore the propagation of the vibrations from
the compressor is reduced. According to the manufacturers’ specification,
the stabilization of the vibration is below 5 nm peak-to-peak. In our setup
additionally, the sample mount hangs from springs to further reduce the
influence of environmental vibrations. The sample chamber contains also a
Hall sensor and various electrical connections. A holder fixes the positions
of the lens and the optical fiber, part of the interferometer for the readout
of the cantilever motion, (see section 1.2.2). Two coils are mounted close
to the cantilever, for the application of an AC-field, in order to perform
RCM measurements, (see Sec. 1.5 and 3.2). In addition, the sample chamber
is equipped with temperature sensors and heaters at different positions,
monitored and controlled by a PID-loop to stabilize the desired temperature.
All these components are surrounded by a radiation and a vacuum shield.
The cooling tower holds a Gifford-McMahon cryo-cooler providing the
main cooling capacity. This cryo-cooler is part of a closed He loop and obtains
pressurized He from the compressor. The cooler has two different stages and
each of the stages is equipped with a temperature sensor and a heater for
A.1 The Montana Cryostation 119
Compressor
Computer
Control
Board
Cryostat
Control Unit
Pump
Cryostat
N2
Window 
Assembly
Stage
1
S
ta
ge
 2 Radiation
Shield
Sample 
Chamber
Unit
Platform
Sample 
Holder
Figure A.2: Schematic of the main components of the Montana cryostation. The compressor,
the control unit, and the user interface are drafted on the left side and the cryostation with its
components on the right. In addition, several temperature sensors and heaters are mounted at
different positions of the cryostat. Note that the sample mount for our setup is pointing down.
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Figure A.3: The empty sample stage is fixed with a holder and the cantilever can be mounted
in front of the lens.
observing and regulating the temperature of the system, see Fig. A.2. The
first stage is in contact with the radiation shield and the second one with a
platform connected to the sample stage.
The vacuum reached in the sample chamber with the pump of the control
unit is rather weak. The remaining vapor is trapped by cryopumping charcoal
adsorber. Since the sample holder is cooling down slower than the remaining
parts, no condensation on the sample occurs. Using this combination a
base pressure between 10−6 to 10−8 Torr can be reached, according to the
manufacturers’ instructions. In our custom made version with the special
and long sample chamber with electrical connections going down, we can
cover a temperature range of 4.7 K to 300 K with a stability below 10 mK
peak-to-peak detected close to the sample.
A.1.2 Mounting and Aligning the Sample
In this section we schematically describe step-by-step the procedure of mount-
ing and aligning the sample in the magnetometry setup.
 fix the sample space 90◦ rotated compared to how it is shown in Fig. A.3,
so that the surface visible on the picture is parallel to the floor
 mount the cantilever clamped in a special holder with a Titanium screw
to the sample mount
 put the sample stage back to the initial position as in Fig. A.3 and fix
it.
During the alignment in this setup, the holder of the fiber plus lens is
moved with respect to the cantilever.
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Figure A.4: Sample stage is ready for the alignment. XY-positioner is mounted to the sample
stage with a special holder. The light microscope is in the position to make the alignment.
 mount the positioner holder and the xy-positioner as shown in Fig. A.4
 position the microscope and couple the light of a lamp with a flexible
neck from the back into the fiber, see Fig. A.4
 check the distance between cantilever and lens: it should be the same
as between lens and fiber end. If the distances are correct, the image of
the fiber end should be in the same focal plane as the cantilever,
 if the distance is not correct, loosen the fiber chuck (small set screw
with hexagon socket, access from the side)
 push with the plastic screw the fiber chuck gently in the right position
(it may be necessary to pull it first gently out) and fix the fiber chuck
afterwards
 loosen slightly the screw of the holder of the fiber and lens (big screw
at the back of the stage)
 observe through the microscope and position the fiber behind the
cantilever (respectively the paddle) by using the xy-positioner
 drive the cantilever through the piezo with a low frequency signal (from
the DAC card with an amplitude of 10 V, connected through the high
voltage amplifier (gain = 40) to the piezo)
 look at the DC signal from the photo detector
 optimize the signal; peak-to-peak the voltage, should be between 0.6 and
1.5 V, depending on the cantilever (if the gain of the DC preamplifier is
10 and the laser power is about 100 nW)
 turn off the high voltage
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 tight carefully the screw at the back of the sample stage to fix the
position of the fiber chuck
 check the signal, if you lost too much re-do the alignment otherwise
 dismount the xy-positioner and the positioner holder
 mount in front of the cantilever (instead of the positioner holder) a
Titanium piece for a better weight distribution; the piece also includes
coils to perform RCM measurements (see Sec. 1.5 and 3.2)
 fix the Titanium piece also to the copper piece at the top with screws,
screw it properly since these is an important thermal contact
 plug in the electrical connections of the RCM coils
 check from the dc signal of the photo detector if the alignment of the
cantilever is still fine
 loosen the sample stage
 check if the sample stage hangs straight, otherwise correct it by screwing
or unscrewing the nuts attached to the top of the springs
 close the radiation shield
 close the vacuum shield
The system is ready to pump and cool down. Details to this process are
given in the next section.
A.1.3 Operation of the Cryostation
After the sample chamber is closed with the two different shields you can
start the cool down:
 turn on the control unit
 turn on the compressor and wait about 20 s, the front panel of the
compressor will show the initializing and self-test countdown
 start the user interface for the control of the Montana cryostat
 before starting with the cool down, test shortly the vacuum; open
the MANUAL CONTROL tab in the SYSTEM menu of the user
interface and check the option ENABLE MANUAL CONTROL;
now you can turn on the pump and open the case valve; you should see
the pressure dropping (you may have to press slightly at the top lead,
the window assembly Fig. A.2, of the sample chamber)
 in order to use the automatic cool down, deactivate the manual control
 click
⊕
the target button and enter the wanted temperature in the
dialog box which opens; press OK
 press ↓ the cool down button to start the process
 open the PREFERENCES tab and click on the ENABLE EXTER-
NAL CONTROL option, so that the NI LabVIEW programs have
access to the actual temperature
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 start to checking the fringe during the cool down
 about 4.5 h are necessary to reach the base temperature
 if you want to change the temperature press again
⊕
the target button,
enter the wanted temperature and press ↓ the cool down button to start
 do not close the user interface during measurements, if you close it, the
system stops cooling and will warm-up
 if you are done, press ↑ to warm-up the system, everything is automatic
so the system will stop heating when a temperature of 285 K is reached
and will vent with N2.
A.2 Rotatable Magnet
The second component of the magnetometry setup is the magnet produced by
American Magnetics Incorporated. In the following we describe the technical
details and the handling of the system, therefore the manual provided by the
manufacturer is used as the main reference [166].
A.2.1 Technical Details
The magnet is a custom-made cryogen-free system. The main components of
the system are the cryostat, the compressor and the electrical equipment. The
compressor of the type F-70H is manufactured by Sumitomo (SHI) Cryogenics
of America, Inc.. The compressor supplies the cold head which is attached to
the cryostat with high pressurized, oil-free He. It is connected via He hoses
to the cold head. Apart from the He lines, an electrical connection between
the compressor and the cold head is used for the control.
The cryostat contains a split coil made out of superconducting material.
For electrical isolation an epoxy is used between the windings. The coil is
surrounded by a vacuum chamber for thermal isolation from the environment.
The cryostat is cooled by a cold head connected to the coils. The cold head is
a two-stage refrigerator which is based on the principle of a Gifford-McMahon
refrigeration cycle. At different position of the cryostat temperature sensors
are placed. These sensors are monitored by the electrical equipment, which
also controls and monitors the current applied to the coil.
The cryostat has two room temperature bores, see A.1(a). The vertical
radial access has a diameter of 2.4 inch and into this bore we insert the sample
chamber of the Montana setup. The possible orientation of the magnetic field
lines are sketched in Fig. A.1(a). Since the magnet is mounted on a rotatable
ring, the magnetic field direction can be changed in one plane with respect to
the sample which is fixed in position.
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A.2.2 Operation of the Magnet
The following section illustrates the handling of the magnet. Before one can
start applying a magnetic field, a few things have to be done. The necessary
steps are listed in headwords:
 first of all turn on the LakeShore temperature monitor in the electronic
rack
 check the He pressure of the compressor, it is supposed to be 207 - 212
PSIG at 68 ◦F, respectively 1.43 to 1.46 MPa at 20 ◦C
 turn on the compressor and the cold head will start working
 coming from RT the system needs about 50 h to cool down
 temperatures at the different sensors are suppose to be T1 ∼2.7 K (2nd
stage of cryocooler), T2 ∼3.1 K (magnet), T6 ∼39.1 K (high temperature
superconductor) and T7 ∼39.1 K (high temperature superconductor)
 magnet is ready for operation as soon as the temperatures are close to
these values
 turn on the electronic control of the magnet (AMI Model 430 program-
mer)
 turn on the power supply of the magnet (AMI Model 4Q06125PS), wait
a short moment before following the instruction below
 press ENTER and the default display will appear
 rotate the magnet in the wanted orientation
 from now on one can use NI LabVIEW to control the magnet and apply
fields, or
 press the PERSIST. SWITCH CONTROL button to heat up the
magnet persistent switch, which will need 20 s
 press TARGET FIELD/CURRENT and type the wanted field and
press RAMP/PAUSE
 the LED CURRENT LEADS ENERGIZED will turn on and will
turn off as soon as the field is reached and then
 FIELD AT TARGET LED will turn on
 by pressing RAMP TO ZERO the field will be ramp down
 to turn off the magnet after having ramped it down to zero, first turn
off the power supply, afterwards the electronic control, and then the
compressor
If a field is applied, one should remove magnetic materials from the close
surrounding of the magnet and make sure that the temperature of the magnet
is low in order to prevent a quench. It seems that a quench is more probable
if the temperature on the four sensors show higher values as usual. Slightly
higher temperatures are normal if sweeping the magnet, but it could also be
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a sign of dropping pressure in the closed cycle He lines due to a leak. The
load on the superconducting magnet is permanently monitored by the control
electronics (AMI Model 430 programmer). It can automatically detect a
field/current quench and in this case the output voltage of the power supply
is automatically set to zero. If a quench occurred:
 the MAGNET QUENCH LED will be on
 clear the quench detection by pressing SHIFT and then RESET
QUENCH otherwise the electronic control is blocked
 due to the quench the temperatures of the magnet increased, wait for
cooling down and reaching about base temperature before using the
magnet again; duration 3 to 4 h
A.3 Some Hints for the Next Generation of PhD-
Students
This short section is written in the spirit of learning from the mistakes and
experience of others.
Attention should be paid to a few things with the previously described
setup. The resonance frequency of a cantilever should not be too low. If the
resonance frequency is too low, the frequency of the two compressors will
couple very well to the system and you will struggle to run the measurements
stably. Try to work with cantilevers which have a resonance frequency above
1 kHz, or even 2 kHz to be on the safe side. Consider also that by attaching
a sample to a cantilever you will reduce the resonance frequency.
If you have the sample chamber of the Montana cryostation too long open,
then the cryopumping charcoal adsorber will saturate. If you then cool down,
the vacuum will not be as good as it used to. In case the sample chamber was
for a longer time open, close the sample chamber and pump it out without
starting the cool down. After pumping for a while, vent the chamber with
pure N2 and pump it out again. Repeat this procedure a few times and the
charcoal adsorber should be active again.
In case you want to perform measurements only at room temperature,
it is not necessary to cool down the system in order to reach the needed
vacuum. Just connect with an adapter at the top of the sample chamber a
combination of three pumps: use a roughing pump, a turbo pump and an ion
pump. Try to mount the ion pump as close as possible to the system but as
far as necessary not to induce a quench of the magnet.

B 3He System
This chapter provides a short introduction into the technical details and the
operation of the 3He cryostat from Janis Research Company. The described
system was used for the investigation of the skyrmion phase in MnSi NWs,
(see chapter 4). In the first section the focus is more on the technical details,
while the second part gives in key words a short manual for the handling of
the system.
B.1 3He Cryostat
In order to perform sensitive DCM measurements, a good vibration isolation
from the environment is required. This is ensured by a compressed-air sus-
pended table to which the cryostat is attached, see Fig. B.1(a). Additionally,
the sample stage hangs from springs and is mounted inside a vacuum chamber.
The sample is mounted on a special holder and all the parts necessary for the
readout of the cantilever‘s motion are mounted to the sample stage. Needed
for the read out are one end of a fiber, a lens, diverse holders, and setscrews
for positioning. These components build up an optical fiber interferometer,
Fig. B.1(b). More details about the parts and the principle of a fiber inter-
ferometer are given in section 1.2.2. Furthermore, underneath the cantilever
mount there is a stack of piezo-based nanopositioners (Attocube). On top
of this stack various things can be mounted, depending on which kind of
experiment is performed. For example, figure B.1(b) shows a holder with
two coils, which are used to perform RCM measurments, see Sec. 1.5 and
sec:RCMexp for more details. The chamber contains also a temperature
sensor, a hall bar and various electrical connections. During the measurement
the pressure in the sample chamber is below 10−6 mbar.
The 3He cryostat includes a 4He bath, in which an inner vacuum cham-
ber (IVC) is placed. The IVC encloses the sample chamber and, due to the
vacuum, it enables the flexibility, of changing the temperature independently
of the 4He-bath. The system is additionally equipped with a closed-cycle 3He
circulation. The 3He line is in good thermal contact to a small separated 4He
reservoir. By pumping on this separated reservoir, the temperature drops
128 3He System
Figure B.1: (a) Picture of the cryostat attached to the air suspended table. (b) Shown is
the sample mount from the side. The setup includes the cantilever, the components of the
optical fiber interferometer and additionally a pair of coils are mounted for performing RCM
measurements.
from 4.2 K to 1 K, and for this reason the reservoir is called the 1 K-pot.
The 1 K-pot pre-cools the 3He which by pumping on it, allows reaching a
temperature below 300 mK. Since the sample space is decoupled from the
He-bath, with this cryostat a big temperature range can be covered. Tem-
peratures below 300 mK can be reached and it is still possible to stabilize
temperatures up to about 100 K. A few thermal sensors and heaters are
mounted at different positions of the system and the temperature is stabilized
via a PID-loop.
The IVC is surrounded by a superconducting NbTi/Cu coil immersed in
the 4He. With this superconducting magnet (Cryomagnetics) we can apply a
magnetic field up to ±6 T parallel to the long axis of the cantilever.
B.2 Manual for the Operation of the System
This section is devoted to the handling of the 3He cryostat which was used
for some of the previously shown measurements. The steps necessary for
operating this system are listed in headwords.
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B.2.1 Install the Sample
First, mount the cantilever which is clamped in a holder, to a special Titanium
piece which has a piezo stack attached, see Fig. B.1(b). The piezos are used
to drive the cantilever at its resonance frequency. Start with
 fixing the sample stage with a special holder
 mount the cantilever together with this special Titanium piece in the
system
 plug in the connection of the piezo stack
 make a rough alignment using a microscope and move the cantilever
together with the holder, bring the cantilever as good as possible in
front of the fiber
 pay attention to the angle of the cantilever with respect to the vertical
direction, correct for it if necessary
 check from the side the distance between cantilever and front of the lens,
it is supposed to be 1.69 mm, to this purpose, set the stereo microscope
to the 5-times scale and set the distance to 84.5 divisions (small ticks -
in the past we have seen that everything between 84-86 divisions works)
 if the distance is not correct, loosen the fiber, pull it carefully out and
push it gently by using a screw into the correct position, fix the fiber
chuck again
 make a fine alignment by moving the fiber with the setscrews
 drive the cantilever through the piezo on which a low-frequency AC
signal is applied, more details are given in A.1.2
 read out the peak-to-peak voltage of the DC fringe value
 if the preamplifier gain of the DC signal is 10 and the laser power is set
to 100 nW, the voltage readout should be of about 1 V
Due to thermal contraction during the cool-down a distortion, of the
sample mount is induced. In order not to loose the alignment, we counter act
and make a mis-alignment of the cantilever before cooling down. Therefore:
 push the fiber down till the maximum fringe value is reduced by 10 %
 push the fiber towards the wall till another 5 % of the maximum value
of the fringe is lost
 check if the screws are all tight
 remove the holder which fixes the sample stage
Monitor the fringe during the cool-down in order to take soon action if
something goes wrong.
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B.2.2 Cool Down of the System
After having mounted the sample, start to close the system:
 use the 1-mm (diameter) Indium for the O-ring seal of the sample
chamber
 close the sample chamber, pump for a few hours
 make a leak-check, using the RGA
 make the O-ring seal of the IVC (inner vacuum chamber) by using the
1-mm Indium and a bit of vacuum grease
 close the IVC and pump over night, than leak check
 pull-up the dewar
Perform now the first tests at room temperature:
 fill the cold trap dewar with liquid N2
 make 3He flow test at RT (procedure described in the next section)
 characterize the cantilever
Continue to prepare and start with the cool down:
 pump out the dewar
 fill dewar with N2 gas and pump out 3 times
 fill dewar with slight overpressure and fill the 1 K pot through the
needle valve, pump out 2-3 times
 dewar and 1 K pot have a slight overpressure
 put ∼100 mbar N2 exchange gas in the IVC (turn off IVC pump)
 insert both the transfer lines (one with the rubber attached, special for
LN2 transfer), to reach the bottom of the dewar
 take away the blind flange
 pump on the 1 K pot, have the needle valve close and the main space
(to the pump) closed
 start fringe look program
 start with the liquid N2 transfer
 during transfer open once a while the needle valve, pressure goes up (if
just gas, it is maybe necessary to close the valve to the pump to see an
effect); before reaching T = 150 K stop it
 after transfer put on the overpressure valve
 let the system cool down over night
After 77 K have been reached:
 characterize the cantilever
 make 3He flow test, see next section
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Continue with cleaning the dewar from LN2 and continue then to cool
down to liquid He temperature, therefore:
 turn on the IVC pump to remove the exchange gas
 mount the blind flange
 connect the He gas cylinder (from pump side) to the dewar to push out
the liquid N2
 open the gas cylinder and push out the liquid N2 completely
 remove transfer line with the rubber tube, leave the inset which reaches
the bottom of the dewar
 fill the dewar with He gas and pump out 3 times, connect the exhaust
of the 1 K pot pump to the He-recovery line
 fill dewar with slight overpressure and fill the 1 K pot through the
needle valve, pump out 2-3 times
 dewar should remain with slight overpressure
 put 10 mbar exchange gas (He) into the IVC, 4-5 shoots (clean out first
the line)
 have the inset transfer line in the dewar, in order to reach the bottom
of the cryostat
 open the valve to the recovery line (red handle)
 use the He transfer line and start with the transfer of liquid He (takes
about 1.5 h)
 start to detect the fringe
 take out the exchange gas of the IVC before reaching 20 K
 after the transfer is done, take out both transfer lines
While the system is cooling down, the 3He circulation can be started:
 open the valves on the system: the green and the big black, if not
already open (V19 and V20)
 open the needle valve slightly, and have the 1 K pot pump running
 open valve V5 (V15, V14, V12, V3/V3A and V4/V4A should be still
open and remaining valves should be closed from the flow test at 77 K)
 start pump (green, middle, down(PPM start)) and slowly open valve
V1
B.2.3 3He Flow Test
The following procedure is performed at room temperature and at 77 K in
order to check if the lines of the 3He circulation are free. To perform the flow
test follow the next steps:
 refill the LN2 of the cold trap
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 switch on pump (PPM Start)
 open V1, V4/V4A, V5, V6, V19, V20 and pump out the system
 wait until Pirani gauge shows Lo10-4 or a low 10-3 (∼4h @ RT)
 close V4 or V4A
 open V15, V14, V12, V3 or V3A and wait 5 min to let the 3He enter
the system
 close V1, V6 and open V4 or V4A
 start logging the flow and pressure of the Pirani gauge for 10 min
 afterwards flood the system, open V6 and wait till the flow goes back
to base value (∼0.020, ∼5min)
 then close V3/V3A, and SLOWLY open V1
 leave the system pumping until at LN2 (when coming from RT)
 when Pirani gauge has reached Lo10-4, close all valves and shut off the
pump
 when cooling down the system, keep pumping on the system (V4/V4A,
V5, V20, V19, V1 open, V3/V3A closed) in order to prevent a clog
B.2.4 Warm up the Cryostat
After the measurements are done, the system has to prepare for the warm up:
 turn off the magnet
 unlock the fringe
 close the needle valve
 turn off the 1 K pot pump
 open the valve between the main space and the 1 K pot
 turn on the IVC and the sample chamber pump
 to pump out the 3He close the cold trap entrance valves (V3/or V3A)
 open valve V6
 keep pumping till the temperature of the system is over 77K (longer
does not hurt)
 close all valves: V4 or V4A, V5, V6, V19(top of the cryostat, big handle),
V20 (top of the cryostat, green swaglock), V1, V12, V14
 turn off the He circulation pump (PPM STOP)
 put the floating table down
 close the connection to the He-recovery line and disconnect the connec-
tions to the magnet and the level meter
 take away the over pressure valve and put on the blind flange
 lower the dewar and put the flange above the opening
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B.2.5 Clean out the Cold Trap
3He passes through a LN2 cooled region before entering the cryostat. In this
cold trap everything with a boiling point above 77 K solidifies, like oil water
and so on. At some point this trap is saturated and needs to be cleaned out.
Therefore follow the following steps:
 the cold trap is cold and dipped in LN2
 pump out the cold trap, have V3/V3A closed, V4/V4A open and open
V6 and V1
 have V12, V14 and V15 open so that the 3He can go back to the dump
and have all the other valves closed
 pump out till the Pirani gauge shows LO 10-4
 check if the entire 3He is in the dump
 close V4/V4A and close the valves in front of the dump
 check if V4/V4A and V3/V3A are really closed
 connect a pump to the port A and turn it on
 take out the cold trap from the LN2 bath
 open V10/V10A, you should see an increase of the pressure at gauge 4
if the trap was dirty
 if pump is on speed (and pressure low about 10−7 mbar) open V11
slowly to start pumping on the trap
 use a heat gun and warm up the cold trap, watch out not to damage
the indium seals, should see increase of the pressure
 let it pump down and heat up again, repeat a few times till you do not
see a significant increase of the pressure when warming up
 pump on the cold trap till reaching a low 10−6 mbar
 close V11 and V10/V10A, cold trap is ready to be used again
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Figure A.2: Schematic of the main components of the Montana cryostation. The compressor,
the control unit, and the user interface are drafted on the left side and the cryostation with its
components on the right. In addition, several temperature sensors and heaters are mounted at
different positions of the cryostat. Note that the sample mount for our setup is pointing down.
