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a b s t r a c t
Trigonometric Finite Wave Elements (TFWE) are finite elements for solving problems in
computational optics. The solution of those problems consist of highly oscillatory waves.
TFWE are designed for obtaining optimal approximation properties for such kinds of waves
with a changing wave number k. In this article, we study the convergence properties of
2-dimensional non-conforming TFWE by applying Strang’s Lemma.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A challenging problem in computational optics is to compute the propagation of optical waves or beams in large domains.
Typical applications of such computations are the simulation of optical waves in laser cavities or the simulation of laser
matter interaction. One difficulty of such simulations is due to the fact that standard finite element and finite difference
methods lead to extremely large equation systems and numerical intensive calculations (see [1]). This difficulty is connected
with the general problem of solving Helmholtz’s equation or Maxwell’s equations on large geometries. To overcome these
difficulties, functions derived from plane waves are used to construct special finite elements (see [2–7]). However, in
computational optics, optical waves often travel in one main direction. For example, this is the case for waves in optical
fibers (see [8]), in semiconductor lasers as Distributed Feedback lasers (DFB) (see [9]), Distributed Bragg Reflector lasers
(DBR) (see [9]), or three-section lasers (see [10]), and in solid-state lasers (see [11]). To analyze and to simulate the behavior
of optical waves in this special situation is very important for improving the design of these optical devices. In all these
applications, the optical wave satisfies Helmholtz’s equation with a special waveguide structure. An example of such a
waveguide structure is depicted in Fig. 1. In case of the simulation of semiconductor lasers, a common technique is to apply
the Transfer Matrix Method (TMM, see [9]). A disadvantage of this method is that it can only be applied to 1-dimensional
problems. Thus, we constructed suitable Trigonometric FiniteWave Elements (TFWE) providing results as good as the TMM
for the 1-dimensional Helmholtz’s equation (see [12–14]), which furthermore can be extended to higher dimensions and
can also be applied to time-dynamic calculations. These elements approximate optical waves with internal reflections. This
is not possible using other methods derived by plane waves. A further advantage of TFWE to other plane wave methods is
the simplicity of the stiffness and mass matrices. Moreover, in comparison with those methods, the TFWE method needs
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Fig. 1. Example of an optical waveguide structure with refractive indices n1 , n2 inducing a distributed feedback reflector.
only a few basis functions per grid node and has no stability problems. Another important property of TFWE is that they can
be used for near field and far field computations of optical beams since the mesh size can be chosen much larger than the
wavelength. Applications of TFWE to the simulation of DFB lasers can be found in [13,15].
In this paper, we want to analyze the convergence behavior of TFWE. In particular, we are interested in the analysis of
TFWE in case of awaveguide structure of the refractive index. Optical waveguide structures are used in semiconductor lasers
or optical fibers. In case of semiconductor lasers, the refractive index of the waveguide structure is influenced by gain and
temperature. These physical effects lead to a small variation of the refractive index perpendicular to the wave propagation
direction as depicted in Fig. 1. In this case, this variation of the refractive index causes a non-conforming TFWEdiscretization.
In Section 2, we describe the approximation properties of TFWE. Furthermore, in Section 3, we prove the convergence of the
corresponding non-conforming discretization.
2. Definition and interpolation properties of 2-dimensional non-conforming trigonometric finite wave elements
TFWE are special finite elements for solving equations as the Helmholtz’s equation or other wave equations with high
wave number k. The goal of these elements is to capture the oscillatory features of the solution by the finite element
itself. Therefore, in 1D, these elements are constructed by a product of trigonometric functions and standard linear finite
elements. In 2D, TFWE are constructed by a tensor product of 1-dimensional TFWE and linear finite elements. Let us explain
this construction in detail for a waveguide structure on a rectangular domain Ω :=]0, L[×]0,W [ (see Fig. 1). An optical
waveguide structure can be modeled by a wave number k : Ω −→ R+, k ∈ L∞(Ω), that is non-constant in y-direction
perpendicular to the wave propagation direction x. In several applications, one can assume that this wave number varies
smoothly in y-direction. Thismeans ∂k
∂y ∈ L∞(Ω). Furthermore, we assume that k describes a grating structure in x-direction
like that of a DFB laser. Then, k is a continuous function on subdomains ]H(j− 1),Hj[×]0,W [, j = 1, . . . ,m, where H := Lm
andm ∈ N are fixed numbers.
For defining TFWE nodal basis functions, we have to discretize the physical domain Ω by two mesh sizes hx := LNx and
hy := WNy where Nx := nm, n ∈ N, and Ny ∈ N. This leads to grid points pij := (xi, yj) := (ihx, jhy), i ∈ {0, . . . ,Nx},
j ∈ {0, . . . ,Ny}, and grid cells rij :=]xi−1, xi]×]yj−1, yj], i ∈ {1, . . . ,Nx}, j ∈ {1, . . . ,Ny}, such that ⋃Nyj=1⋃Nxi=1 r¯ij = Ω¯ .
Furthermore, we denote h := (hx, hy) as the mesh size tuple andΩh := {pij | 0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny} as the discretization
grid. Now, let kh be the interpolant of k at the midpoints of each cell rij such that kh is piecewise constant on rij. This means
that
kh(x, y) := kij := k
(
xi−1 + xi
2
,
yj−1 + yj
2
)
for (x, y) ∈ rij. (1)
Let vhz be the 1-dimensional nodal basis function of linear finite elements on a grid ofmesh size h (Fig. 2). Then, 2-dimensional
TFWE are constructed by a tensor product of 1-dimensional TFWE in x-direction and linear nodal basis functions in
y-direction. Thus, we get the following, linearly independent basis functions at grid point pij:
Bcosij (x, y) := cos (kh(x, y)(x− xi)) vhxxi (x)v
hy
yj (y),
Bsinij (x, y) := sin (kh(x, y)(x− xi)) vhxxi (x)v
hy
yj (y),
Bmixij (x, y) := mix (kh(x, y)(x− xi)) vhxxi (x)v
hy
yj (y)
where
mix (kh(x, y)(x− xi)) =
{− sin (kh(x, y)(x− xi)) if x ≤ xi
sin (kh(x, y)(x− xi)) if x > xi.
These basis functions are discontinuous in the y-direction, as the discretized wave number kh is non-constant in
the y-direction for waveguide structures. To define a space containing these basis functions, let Ω˜h := ⋃Nxi=1⋃Nyj=1 ◦r ij.
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Fig. 2. Cosine, sine, and mixed basis function in 1D.
Then, TFWE span the space
V 2Dh :=
{
u ∈ H1(Ω˜h)
∣∣u(x, y) = Ny∑
j=0
Nx∑
i=0
aijBcosij (x, y)+ bijBsinij (x, y)+ cijBmixij (x, y)
∀(x, y) ∈ Ω, aij, bij, cij ∈ C, c0j = cNxj = 0
}
. (2)
Remark 1. Since H1(Ω˜h) 6⊆ H1(Ω), V 2Dh 6⊆ H1(Ω) is a non-conforming finite element space for non-constant kh in
y-direction.
TFWE can be applied for mesh sizes much larger than the wavelength. This is a consequence of Theorem 5. To state this
theorem, we need the following Oscillation Assumption:
Assumption 2 (Oscillation Assumption). Let u ∈ H2(Ω)∩ C(Ω) be a function with an approximate local wavelength of size
2pi
k where k ∈ L∞(Ω), k > 0, is a real-valued function. In mathematical notation, this means that u can be written as
u(x, y) = u+(x, y) exp(ikx)+ u−(x, y) exp(−ikx)
where u+(x, y) exp(ikx) ∈ H2(Ω˜h), u−(x, y) exp(−ikx) ∈ H2(Ω˜h),∥∥∥∥∂2u+∂x2
∥∥∥∥
L2(Ω˜h)

∥∥∥∥∂2u∂x2
∥∥∥∥
L2(Ω)
, and
∥∥∥∥∂2u−∂x2
∥∥∥∥
L2(Ω˜h)

∥∥∥∥∂2u∂x2
∥∥∥∥
L2(Ω)
.
Remark 3. This assumption can be motivated in the following way. In case of constant coefficient k in y-direction and
piecewise constant in x-direction, the solution of the Helmholtz’s equation can be found by a 1-dimensional analysis called
Transfer Matrix Method (see [9]). Then, the above assumption is satisfied for piecewise constant functions u+ and u−
contained in C(Ω˜h). It is well-known that in the general case, the optical wave in a waveguide or a laser resonator can
be described by a transversal mode in y-direction and a wave propagating in x- and−x-direction which is only reflected at
the interfaces (see [16]).
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We need a suitable interpolation operator I2D osch : H2(Ω) −→ V 2Dh for functions satisfying Assumption 2. To this end, let
I linhy be the 1-dimensional linear interpolation operatorwhichmaps to the space of 1-dimensional linear finite elements in the
y-direction. Furthermore, we have to define an interpolation operator I linhx for functions which only satisfy
∂2u
∂x2
∈ L2(Ω˜h). This
means that umight be discontinuous in the x-direction. Therefore, we consider the continuous extension of u on every cell r¯ij
and interpolate this extension by piecewise linear functions in the x-direction. This leads to the interpolant I linhx (u) ∈ L2(Ω)
whichmight be discontinuous in the x-direction. Now,we candefine a suitable interpolation operator for functions satisfying
the above Oscillation Assumption:
I2D osch (u)(x, y) = exp(ikhx)I linhx
(
I linhy (u
+(χ, ·) exp(ikχ))(y)
exp(ikhχ)
)
(x)
+ exp(−ikhx)I linhx
(
I linhy (u
−(χ, ·) exp(−ikχ))(y)
exp(−ikhχ)
)
(x) ∀(x, y) ∈ Ω.
Remark 4. Observe thatW (x, y) = I2D osch (u)|◦r ij(x, y) can be written as
W (x, y) = exp(ikhx)(a+ + b+x+ c+y+ d+xy)+ exp(−ikhx)(a− + b−x+ c−y+ d−xy)
and that I2D osch (u) is continuous in the x-direction. This implies I
2D osc
h ∈ V 2Dh . Since we do not require that u+(x, y) exp(ikx)
and u−(x, y) exp(−ikx) are continuous in the x-direction, I2D osch maps to the whole space V 2Dh .
Then, the following approximation theorem holds:
Theorem 5. Let u ∈ H2(Ω) satisfy Assumption 2. Then, we have∥∥u− I2D osch (u)∥∥H1(Ω˜h) ≤ C((kmax + 1)h+ 1)h(‖u+‖H2(Ω˜h) + ‖u−‖H2(Ω˜h))
and ∥∥u− I2D osch (u)∥∥L2(Ω) ≤ Ch2(‖u+‖H2(Ω˜h) + ‖u−‖H2(Ω˜h))
where C is a constant, h := max{hx, hy}, and kmax := max1≤i≤Nx max1≤j≤Ny |kij|. Moreover, C can be chosen independently of h
and kmax, if h, |k|H1,∞(Ω˜h), and |k|H2,∞(Ω˜h) are bounded from above.
Proof. Let us only prove the first inequality. By
‖u− I2D osch (u)‖H1(Ω˜h) =
(
Nx∑
i=1
Ny∑
j=1
‖u− I2D osch (u)‖2H1(rij)
) 1
2
,
it is enough to show this estimate for one grid cell rij. Since
u+(x, y) exp(i(k− kh)x) and u−(x, y) exp(−i(k− kh)x)
are continuous on
◦
r ij, we define their continuous extension on r¯ij as u˜+(x, y) and u˜−(x, y), respectively. Furthermore, we set
I linhx
(
I linhy (u
+(χ, ·) exp(ikχ))(y)
exp(ikhχ)
)
(x) = Ibilinh (u˜+)(x, y),
I linhx
(
I linhy (u
−(χ, ·) exp(−ikχ))(y)
exp(−ikhχ)
)
(x) = Ibilinh (u˜−)(x, y),
as exp(ikhx) and exp(−ikhx) are constant in y-direction on each cell rij. For reasons of simplicity, let us abbreviate
w+(x, y) := u˜+(x, y)− Ibilinh (u˜+)(x, y), w−(x, y) := u˜−(x, y)− Ibilinh (u˜−)(x, y).
This yields∥∥u− I2D osch (u)∥∥H1(rij) ≤ ‖ exp(ikhx)w+‖H1(rij) + ‖ exp(−ikhx)w−‖H1(rij)
≤ (kmax + 1)
(‖w+‖L2(rij) + ‖w−‖L2(rij))+√2(|w+|H1(rij) + |w−|H1(rij))
≤ (kmax + 1)C1h2
(|u˜+|H2(rij) + |u˜−|H2(rij))+√2C2h(|u˜+|H2(rij) + |u˜−|H2(rij))
≤ hC((kmax + 1)h+ 1)
(‖u+‖H2(rij) + ‖u−‖H2(rij))
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for constants C1, C2, C > 0 where C can be chosen independently of h and kmax, if h, |k|H1,∞(rij), and |k|H2,∞(rij) are bounded
from above. 
3. Convergence theory for 2-dimensional non-conforming trigonometric finite wave elements
Let us consider the equation
−4u− (k2 − ikσ)u = f onΩ
where f ∈ L2(Ω) is given, k, σ ∈ L∞(Ω) are real-valued functions, and k(Ω) ⊆ R+. Such equations can be obtained by
a time stepping discretization of Schrödinger’s equation or by Helmholtz’s equation where k is the wave number and σ
models absorption and gain. Let us assume homogeneous Dirichlet boundary conditions. These boundary conditions model
reflecting boundary conditions at the right and left side of the domain (see Fig. 1). Since the wave is guided inside the
structure, it is enough to model the non-reflecting boundary conditions at the top and at the bottom of the domain by
homogeneous Dirichlet boundary conditions too. However, the following analysis can easily be generalized for other kind
of boundary conditions.
The weak formulation of the above equation is:
Weak formulation: Find u ∈ H10 (Ω) such that
a(u, v) = f (v) ∀v ∈ H10 (Ω) (3)
where
f (v) :=
∫
Ω
f v¯ d(x, y), a(u, v) :=
∫
Ω
(∇u∇v¯ − (α − iβ)uv¯) d(x, y),
α = k2, and β = kσ .
To obtain an H1-elliptic bilinear form, we assume that there exist constants β1, β0 > 0 such that
β1 > β(x, y) > β0 for almost every (x, y) ∈ Ω .
Since in general V 2Dh is a non-conforming finite element space (see (2)), we define the bilinear form
ah : V 2Dh × V 2Dh → C, ah(u, v) :=
∫
Ω˜h
(∇u∇v¯ − (α − iβ)uv¯) d(x, y)
and
fh(v) :=
∫
Ω˜h
f v¯ d(x, y).
This yields the following discretization of (3):
TFWE discretization: Find uh ∈ V 2Dh such that
ah(uh, vh) = fh(vh) ∀vh ∈ V 2Dh . (4)
To analyze the convergence of this discretization, we define the following problem-dependent norm:
|‖u‖|2 :=
∫
Ω˜h
(|∇u|2 + k2max|u|2) d(x, y)
where kmax is defined as in Chapter 2. For reasons of simplicity, let us assume that kmax ≥ 1. Observe that the bilinear form
ah is elliptic and continuous in the following sense:
|‖u‖|2 ≤ Clow|ah(u, u)| and |ah(u, v)| ≤ Cup|‖u‖||‖v‖| ∀u, v ∈ V 2Dh
where
Clow = 4max
(
1,
k2max
|β0|
)
and Cup = 1+ β1k2max
.
The convergence of this non-conforming finite element discretization is stated in the following theorem:
Theorem 6. Let u satisfy Oscillation Assumption 2, ∂k
∂y ∈ L∞(Ω), and uh ∈ V 2Dh be the solution of the TFWE discretization (4).
Then, we have
‖u− uh‖H1(Ω˜h) ≤ Ch
(
((2kmax + 1)h+ 1)(CupClow + 1)
(‖u+‖H2(Ω˜h) + ‖u−‖H2(Ω˜h))+ Clow ∥∥∥∥∂u∂y
∥∥∥∥
H1(Ω)
)
where C is a constant, h := max{hx, hy}, and kmax := max1≤i≤Nx max1≤j≤Ny |kij|. Moreover, C can be chosen independently of h
and kmax, if h, k−1ij , hxkij, |k|H1,∞(Ω˜h), and |k|H2,∞(Ω˜h) are bounded from above.
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Remark 7. Eq. (3) can be discretized by bilinear finite elements. Applying standard finite element approximation theory
yields the estimate∥∥u− ubilinh ∥∥H1(Ω) ≤ Ch(kmax + 1)2ClowCup (‖u+‖H2(Ω˜h) + ‖u−‖H2(Ω˜h)) .
This shows that for increasing k, TFWE lead to a better convergence estimate than bilinear finite elements.
Remark 8. Numerical results supporting this error bound can be found in [13].
Proof. Let us recall Strang’s Lemma (see [17]) in the following form:
|‖u− uh‖| ≤ (ClowCup + 1)
∣∣∥∥u− I2D osch (u)∥∥∣∣+ Clow |‖fh − ah(u, ·)‖|∗
where
|‖fh − ah(u, ·)‖|∗ := sup
vh∈V2Dh
|fh(vh)− ah(u, vh)|
|‖vh‖|
≤ sup
vh∈V2Dh
|fh(vh)− ah(u, vh)|
‖vh‖H1(Ω˜h)
=: ‖fh − ah(u, ·)‖∗,H1(Ω˜h).
By Theorem 5, we obtain∣∣∥∥u− I2D osch (u)∥∥∣∣ ≤ C((2kmax + 1)h+ 1)h (‖u+‖H2(Ω˜h) + ‖u−‖H2(Ω˜h))
with a constant C independent of kmax and h, if h, |k|H1,∞(Ω˜h), and |k|H2,∞(Ω˜h) are bounded from above. Thus, it is enough to
show
‖fh − ah(u, ·)‖∗,H1(Ω˜h) ≤ Ch
∥∥∥∥∂u∂y
∥∥∥∥
H1(Ω)
(5)
where C can be chosen independently of hx, hy, and kij, if hx, hy, k−1ij , and hxkij are bounded from above.
For the analysis of (5), we define horizontal lines
lij := r¯ij ∩ r¯i,j+1, 1 ≤ j ≤ Ny − 1, 1 ≤ i ≤ Nx,
between the grid cells rij and ri,j+1. Now, let
vi,j+1(·) be the continuous extension of vh on r¯i,j+1,
vi,j(·) be the continuous extension of vh on r¯i,j.
Then, denote [vij](x) := vi,j+1(x)− vij(x), x ∈ lij, to be the jump of vh on lij. By Green’s Formula, we get
|fh(vh)− ah(u, vh)| =
∣∣∣∣∣
Ny−1∑
j=1
Nx∑
i=1
∫
lij
(
∂u
∂nj
v¯ij − ∂u
∂nj
v¯i,j+1
)
dx
∣∣∣∣∣
≤
Ny−1∑
j=1
Nx∑
i=1
∣∣∣∣∣
∫
lij
∂u
∂nj
[v¯ij]dx
∣∣∣∣∣ ≤
Ny−1∑
j=1
Nx∑
i=1
(∫
lij
∣∣∣∣ ∂u∂nj
∣∣∣∣2 dx
) 1
2
(∫
lij
|[vij]|2dx
) 1
2
. (6)
Now, let us estimate
∫
lij
|[vij]|2dx. By the function φij :
[− hx2 , hx2 ] −→ lij, xˆ 7−→ x = xˆ + xi + hx2 , the integral over
lij = [pij, pi+1,j] of length hx is shifted to an integral over
[− hx2 , hx2 ]. The shifted functions are vˆij = vij◦φij and [vˆij] = [vij]◦φij.
They can be written as
vˆij(xˆ) = αlB˜cosl,ij (xˆ)+ βlB˜sinl,ij (xˆ)+ αr B˜cosr,ij(xˆ)+ βr B˜sinr,ij(xˆ),
[vˆij](xˆ) = vˆi,j+1(xˆ)− vˆij(xˆ)
where
B˜cosl,ij (xˆ) :=
(
1
2
− xˆ
hx
)
cos
(
kij
(
xˆ+ hx
2
))
,
B˜cosr,ij(xˆ) :=
(
xˆ
hx
+ 1
2
)
cos
(
kij
(
xˆ− hx
2
))
,
B˜sinl,ij (xˆ) :=
(
1
2
− xˆ
hx
)
sin
(
kij
(
xˆ+ hx
2
))
,
B˜sinr,ij(xˆ) :=
(
xˆ
hx
+ 1
2
)
sin
(
kij
(
xˆ− hx
2
))
1926 B. Heubeck, C. Pflaum / Journal of Computational and Applied Mathematics 234 (2010) 1920–1929
–h
x
/2 h
x
/2
sin_left
sin_right
sin_left+sin_right
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
0
x
Fig. 3. Basis function bij1 .
–h
x
/2 hx/2
sin_left
sin_right
sin_leftsin_right
–0.8
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
0.8
0
x
Fig. 4. Basis function bij2 .
–h
x
/2 h
x
/2
cos_left
cos_right
cos_left+cos_right
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
0
x
Fig. 5. Basis function bij3 .
denote the shifted left and right, cosine and sine basis functions.We introduce new symmetric basis functions (see Figs. 3–6)
bij1(xˆ) := B˜sinl,ij (xˆ)+ B˜sinr,ij(xˆ), bij2(xˆ) := B˜sinl,ij (xˆ)− B˜sinr,ij(xˆ), (7)
bij3(xˆ) := B˜cosl,ij (xˆ)+ B˜cosr,ij(xˆ), bij4(xˆ) := B˜cosl,ij (xˆ)− B˜cosr,ij(xˆ).
By construction, these basis functions have helpful symmetry and orthogonality properties as expressed in Lemmas 10 and
11.
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Let us write the test function vˆij in terms of the basis
(
bijk
)
k=1,2,3,4
:
vˆij(xˆ) =
4∑
k=1
akb
ij
k(xˆ) and [vˆij](xˆ) =
4∑
k=1
ak
(
bi,j+1k (xˆ)− bijk(xˆ)
)
.
Then, by Lemmas 9 and 10 at the end of this paper, we get for hx small enough:∫
lij
|[vij]|2dx =
∫ hx
2
− hx2
|[vˆij]|2dxˆ =
∫ hx
2
− hx2
∣∣∣∣∣ 4∑
k=1
ak
(
bi,j+1k − bijk
)∣∣∣∣∣
2
dxˆ
≤
∫ hx
2
− hx2
4
(
4∑
k=1
|ak|2
∣∣∣bi,j+1k − bijk∣∣∣2
)
dxˆ = 4
4∑
k=1
|ak|2
∥∥∥bi,j+1k − bijk∥∥∥2L2(]− hx2 , hx2 [)
≤ 4CMh2y
4∑
k=1
|ak|2
∥∥∥bijk∥∥∥2L2(]− hx2 , hx2 [) ≤ 4Cγ CMh2y
∫ hx
2
− hx2
∣∣∣∣∣ 4∑
k=1
akb
ij
k
∣∣∣∣∣
2
dxˆ
≤ 4Cγ CMh2y
∫ hx
2
− hx2
|vˆij|2dxˆ ≤ 4Cγ CMh2y
∫
lij
|vij|2dx (8)
where Cγ ≤ 6 +
√
30. Furthermore, CM can be chosen independently of hx, hy, and kij, if hx, hy, k−1ij , and hxkij are bounded
from above.
Trace Theorem yields that there exists a constant CT such that(∫
lij
∣∣∣∣ ∂u∂nj
∣∣∣∣2 dx
) 1
2
(∫
lij
|vij|2dx
) 1
2
≤ CT
∥∥∥∥∂u∂y
∥∥∥∥
H1(rij)
‖vh‖H1(rij). (9)
Cauchy–Schwarz’s inequality leads to
Ny−1∑
j=1
Nx∑
i=1
∥∥∥∥∂u∂y
∥∥∥∥
H1(rij)
‖vh‖H1(rij) ≤
√√√√Ny−1∑
j=1
Nx∑
i=1
∥∥∥∥∂u∂y
∥∥∥∥2
H1(rij)
√√√√Ny−1∑
j=1
Nx∑
i=1
‖vh‖2H1(rij)
=
∥∥∥∥∂u∂y
∥∥∥∥
H1(Ω)
‖vh‖H1(Ω˜h). (10)
Now, (6) and (8)–(10) complete the proof of (5). 
In the proof of Theorem 6, symmetric basis functions bijk , k ∈ {1, 2, 3, 4}, were introduced (7). In the following three
lemmas, we show properties of these basis functions claimed in the previous proof. Therefore, we have to define vector
spaces
Uk := span
{
bijk(xˆ)
}
, k = 1, 2, 3, 4, (11)
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and analyze their orthogonality properties (Lemmas 10 and 11). To this end, let us abbreviate ‖ · ‖ := ‖ · ‖L2(]− hx2 , hx2 [) and⊥:= ⊥L2(]− hx2 , hx2 [).
Lemma 9. Under the assumptions of Theorem 6, there exists a constant CM such that
4∑
k=1
|ak|2
∥∥∥bi,j+1k − bijk∥∥∥2 ≤ h2yCM 4∑
k=1
|ak|2
∥∥∥bijk∥∥∥2
for hx small enough. Moreover, CM can be chosen independently of hx, hy, and kij, if hx, hy, k−1ij , and hxkij are bounded from above.
Proof. Firstly, we have to estimate the norms
∥∥∥bi,j+1k − bijk∥∥∥ for k = 1, 2, 3, 4. To this end, we apply Taylor expansion to the
integrand and use the estimate |ki,j+1 − kij| ≤ hy
∥∥∥ ∂k∂y∥∥∥L∞(Ω). This yields positive real numbers C1, C2, C3, and C4 such that∥∥∥bi,j+11 − bij1∥∥∥2 ≤ C1h7xh2y, ∥∥∥bi,j+12 − bij2∥∥∥2 ≤ C2h3xh2y,∥∥∥bi,j+13 − bij3∥∥∥2 ≤ C3h5xh2y, ∥∥∥bi,j+14 − bij4∥∥∥2 ≤ C4h5xh2y
for hx small enough.
Secondly, we have to find lower bounds for the norms
∥∥∥bijk∥∥∥ for k = 1, 2, 3, 4. Considering Taylor expansion of the
evaluated integrals, we get∥∥∥bij1∥∥∥2 ≥ K1h7x , ∥∥∥bij2∥∥∥2 ≥ K2h3x , ∥∥∥bij3∥∥∥2 ≥ K3hx, ∥∥∥bij4∥∥∥2 ≥ K4hx
for hx small enough where K1, K2, K3, and K4 are positive real numbers. Combining the above inequalities, we obtain:
4∑
k=1
|ak|2
∥∥∥bi,j+1k − bijk∥∥∥2 ≤ |a1|2C1h7xh2y + |a2|2C2h3xh2y + |a3|2C3h5xh2y + |a4|2C4h5xh2y
≤
2∑
k=1
|ak|2 CkKk h
2
y
∥∥∥bijk∥∥∥2 + 4∑
k=3
|ak|2 CkKk h
4
xh
2
y
∥∥∥bijk∥∥∥2 ≤ h2yCM 4∑
k=1
|ak|2
∥∥∥bijk∥∥∥2
for CM := max
{
C1
K1
,
C2
K2
,
C3
K3
h4x ,
C4
K4
h4x
}
and hx small enough. One can show that CM can be chosen independently of hx, hy,
and kij, if hx, hy, k−1ij , and hxkij are bounded from above. The proof of this property is left to the interested reader since it is
straightforward and technical. 
Lemma 10. Under the assumptions of Theorem 6,∫ hx
2
− hx2
∣∣∣∣∣ 4∑
k=1
akb
ij
k
∣∣∣∣∣
2
dxˆ ≥ 1
Cγ
4∑
k=1
|ak|2
∥∥∥bijk∥∥∥2
for Cγ ≤ 6+
√
30 and hx small enough.
Proof. In this proof, we have to analyze the orthogonality properties of spacesUk (11) as orthogonal spacesUm andUn satisfy
Pythagoras’ Theorem:
‖um‖2 + ‖un‖2 = ‖um + un‖2 ∀um ∈ Um,∀un ∈ Un.
Since the basis functions bij1 and b
ij
4 are point symmetric and b
ij
2 and b
ij
3 are axially symmetric, we obtain
U1 ⊥ U2, U1 ⊥ U3, U4 ⊥ U2, U4 ⊥ U3. (12)
By (12) and Lemma 11, we get for Cγ ≤ 6+
√
30 and hx small enough∫ hx
2
− hx2
∣∣∣∣∣ 4∑
k=1
akb
ij
k
∣∣∣∣∣
2
dxˆ =
∫ hx
2
− hx2
∣∣∣a1bij1 + a4bij4∣∣∣2 dxˆ+ ∫ hx2− hx2
∣∣∣a2bij2 + a3bij3∣∣∣2 dxˆ
≥ 1
Cγ
4∑
k=1
|ak|2
∥∥∥bijk∥∥∥2 . 
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Lemma 11. Assume that (n,m) = (1, 4) or (n,m) = (2, 3). Then, under the assumptions of Lemma 10, there exists a constant
Cγ ≤ 6+
√
30 such that
‖um‖2 + ‖un‖2 ≤ Cγ ‖um + un‖2 ∀um ∈ Um,∀un ∈ Un
for hx small enough.
Proof. By Lemma3.1 in [18], ‖um‖2+‖un‖2 ≤ 11−γ (Um,Un)‖um+un‖2. Therefore,wehave to evaluateγ (U1,U4) andγ (U2,U3)
for small hx. Using the Taylor series, we get
γ (U1,U4) =
√
70
10
+
√
70
525
(kijhx)2 − 19
√
70
66000
(kijhx)4 + O
(
(kijhx)6
)
,
γ (U2,U3) =
√
30
6
−
√
30
315
(kijhx)2 − 107
√
30
317520
(kijhx)4 + O
(
(kijhx)6
)
.
Since γ (U2,U3) takes its maximum in 0, γ (U2,U3) ≤
√
30
6 . Moreover, γ (U1,U4) is an analytic function in hx. Since
limhx→0 γ (U1,U4) =
√
70
10 <
√
30
6 , we can choose Cγ ≤ 6+
√
30 for hx small enough. 
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