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a b s t r a c t
The excedance set of a permutation pi = pi1pi2 · · ·pik is the set
of indices i for which pii > i. We give explicit formulas for
the number of permutations whose excedance set is the initial
segment {1, 2, . . . ,m} and also of the form {1, 2, . . . ,m,m + 2}.
We provide two proofs. The first is an explicit combinatorial
argument using rook placements. The second uses the chromatic
polynomial and two variable exponential generating functions.
We then recast these explicit formulas as LDU-decompositions of
associated matrices and show that these matrices are totally non-
negative.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
It is a classic combinatorial result that the distribution of the number of excedances of a
permutation and the distribution of the number of descents are the same. However, when we instead
consider the distribution of the excedance set versus the descent set, the behavior is very different.
For instance, the descent set statistic is related to the Boolean algebra via an R-labeling; see [8,
Section 3.13].
The excedance set statistic was first studied by Ehrenborg and Steingrímsson [2]. They observed
that it was easier to study this set statistic if the sets were encoded as ab-words. As an example, let
the bracket [w] denote the number of permutations with excedance word w. They then proved that
this bracket satisfies the recursion
[u · ba · v] = [u · ab · v] + [u · a · v] + [u · b · v], (1.1)
with the initial conditions [1] = 1, [a ·w] = [w · b] = [w]. As a direct corollary they observed that to
maximize this bracket over all ab-words with n copies of a andm copies of b, the maximum occurs at
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the word bman. Also note that the second largest value occurs at the word bm−1aban−1. Furthermore, it
was shown that if wemaximize the excedance set statistic over all ab-words of length k, themaximum
occurs at the words bbk/2cadk/2e and bdk/2eabk/2c.
An inclusion–exclusion formula was given for the excedance set statistic in [2]. However, the
number of terms in this inclusion–exclusion formula grows exponentially in the number of b’s in the
word. Hence we are interested in finding shorter and more explicit formulas for the excedance set
statistic. In this paper we present an explicit formula for computing [bman]. We have two approaches
to proving this expression. The first proof uses rook placements and gives a direct combinatorial proof
of the result. The second method uses a result of Ehrenborg and van Willigenburg [4] that relates the
excedance set statistic to the linear coefficient of the chromatic polynomial of Ferrers graphs.
We are also able to apply our techniques to the casewhen theword is bmaban. The explicit formulas
that we obtain have the advantage that they can be seen as matrix multiplication. From this we are
able to conclude that the associated matrices are totally non-negative.
We end the paper with some open problems and directions for further research.
2. Preliminaries
We shall be using notation introduced by Ehrenborg and Steingrímsson [2]. For a permutation pi
in the symmetric group Sk, define an excedance of pi as an index i such that pii > i. The excedance set
of pi is the collection E(pi) = {i : pii > i}. Since k can never be an excedance of pi , the excedance
set E(pi) is a subset of {1, 2, . . . , k − 1}. We will encode the excedance set of a permutation pi by its
excedance word,w(pi) = w1w2 · · ·wk−1 wherewi = b if i is an excedance ofpi andwi = a if i is not an
excedance of pi . For a word w = w1w2 · · ·wk−1, let the bracket of w, denoted by [w], be the number
of permutations inSk with excedance wordw.
Example 2.1. For 3241 ∈ S4, we have w(3241) = bab and [bab] = 3 since the permutations 3241,
2143, and 3142 are all the permutations of length 4 with excedance word bab.
Define a board B to be a finite subset ofZ2. A rook placement on the board B is a finite subset C of the
set B such that every two elements of C differ in both coordinates. That is, if C is the set of rooks, each
pair of rooks is non-attacking. Let ri(B) be the number of ways of placing i non-attacking rooks on the
board B. For triangular boards, the rook numbers have an explicit expression; see [8, Corollary 2.4.2]:
Lemma 2.2. Let B be the triangular board with heights 1, 2, . . . , n, that is, B = {(i, j) : 1 ≤ j ≤ i ≤ n}.
Then ri(B) = S(n+ 1, n+ 1− i) where S(n, k) denotes the Stirling numbers of the second kind.
For an ab-word u = u1u2 · · · uk−1 of length k− 1 define the board B(u) by
B(u) = {(i, j) ∈ {1, 2, . . . , k}2 : j ≤ i if ui = a, j > i if ui = b, or i = k}.
Example 2.3. The board for the word bba consists of the twelve squares: (1, 2), (1, 3), (1, 4), (2, 3),
(2, 4), (3, 1), (3, 2), (3, 3), (4, 1), (4, 2), (4, 3) and (4, 4); see Fig. 1.
Lemma 2.4. For an ab-word u of length k−1we have that the excedance bracket [u] is equal to rk(B(u)),
that is, the number of ways of placing k non-attacking rooks on B(u).
Proof. Permutations in the symmetric groupSk on k elements are in bijection with rook placements
of k rooks on the square board {1, . . . , k}2 byplacing rooks in the squares (i, pii) for 1 ≤ i ≤ k. Since the
board B(u) is a subset of the square board, the rook number rk(B(u)) enumerates permutations. The
conditions defining the board B(u) are exactly the conditions for the permutationpi having excedance
word u. 
Following [4], define the Ferrers graph G(u) associated with an ab-word u as follows. If the
word contains m copies of b and n copies of a, then the vertex set of the graph G(u) will be
{x0, x1, . . . , xn, y0, y1, . . . , ym}. Index the n copies of a in the word u decreasingly with n through 1.
Similarly, index the m copies of b increasingly with 1 through m. As an example, the word babba is
indexed with b1a2b2b3a1. The edges of G(u) are of the following two forms:
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Fig. 1. The board for the ab-word bba.
(i) xiyj if either i or j is equal to 0,
(ii) xiyj if ai occurs after bj in the indexed word u.
Observe that G(u) is a bipartite graph. Ehrenborg and van Willigenburg [4] proved the following
result for the Ferrers graph G(u).
Theorem 2.5. Given an ab-word u of length k, the coefficient of the linear term in the chromatic
polynomial χ(G(u); t) is given by (−1)k−1 · [u].
3. Expression for the excedance set statistic [bman]
Theorem 3.1. For non-negative integers n,m, we have
[bman] =
∑
i≥0
S(m+ 1, i+ 1) · S(n+ 1, i+ 1) · i! · (i+ 1)!,
where S denotes the Stirling number of the second kind.
Proof. We are going to placem+ n+ 1 rooks on the board B(bman). This board has the shape shown
in Fig. 2, where A is an n×m rectangular board, B is a triangular board with heights 1, 2, . . . , n, C is a
triangular board with heightsm, . . . , 1, and D is an (m+ 1)× (n+ 1) rectangular board. Since every
column of the board must have exactly one rook there must bem rooks on A and C together and n+1
rooks on B and D together. Similarly, since every row has exactly one rook there must be n rooks on
A and B together. Assume that A contains i rooks. Then C must contain m − i rooks, B contains n − i
rooks and D contains i+ 1 rooks.
Begin by placing m − i rooks on the triangular board C . By Lemma 2.2 this can be done in
S(m+1, i+1)ways. Next place n−i rooks on the triangular board B, which can be done in S(n+1, i+1)
ways. At this point there are i open rows in the rectangle A and i open columns in A. Thus the non-
attacked positions in A form an i by i square. Hence we can place i rooks on A in i!ways. Similarly, the
open positions inD form an i+1 by i+1 square andwe place the remaining i+1 rooks onD in (i+1)!
ways. Finally, by summing over i, the result follows. 
Using generating functions, there is a second proof to Theorem 3.1. Observe that the Ferrers
graph associated with the ab-word bman is the complete bipartite graph Km+1,n+1, that is, G(bman) =
Km+1,n+1. The exponential generating function for the chromatic polynomial of the complete bipartite
graph Km,n is given by∑
m,n≥0
χ(Km,n; t) · x
m
m! ·
yn
n! =
(
ex + ey − 1)t ;
see [9, Exercise 5.6].
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Fig. 2. The board for the ab-word bman = b5a4 .
By applying the mixed derivative ∂
2
∂x∂y we obtain the shift in the generating function:∑
m,n≥0
χ(Km+1,n+1; t) · x
m
m! ·
yn
n! = t · (t − 1) · e
x · ey · (ex + ey − 1)t−2 . (3.1)
Using Theorem 2.5, the linear coefficient of t on both sides is given by∑
m,n≥0
(−1)m+n−1 · [bman] · x
m
m! ·
yn
n! = −
ex · ey
(ex + ey − 1)2 .
Finally, we obtain the generating function for [bman] by multiplying by −1 and making the
substitutions x 7→ −x and y 7→ −y:∑
m,n≥0
[bman] · x
m
m! ·
yn
n! =
e−x · e−y
(e−x + e−y − 1)2
= e
x · ey
(ey + ex − ex+y)2
= e
x · ey
(1− (ex − 1) · (ey − 1))2
=
∑
i≥0
(i+ 1) · ex · (ex − 1)i · ey · (ey − 1)i.
Recall that
(ex − 1)i
i! =
∑
n≥0
S(n, i) · x
n
n! ; (3.2)
see [8, Chapter 1, Eq. (24b)]. Substituting i + 1 for i and applying the derivative ∂
∂x we have that
ex · (ex − 1)i = i! ·∑n≥0 S(n+ 1, i+ 1) · xn/n!. Using this, we obtain the expansion∑
m,n≥0
[bman] · x
m
m! ·
yn
n! =
∑
m,n≥0
∑
i≥0
(i+ 1) · i!2 · S(n+ 1, i+ 1) · S(m+ 1, i+ 1) · x
m
m! ·
yn
n! ,
giving a second proof of Theorem 3.1.
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Fig. 3. The board for the ab-word bmaban = b5aba4 .
4. Expression for the excedance set statistic [bmaban]
Theorem 4.1. For non-negative integers m and n, we have
[bmaban] =
∑
i≥0
S(m+ 2, i+ 2) · S(n+ 2, i+ 2) · (i+ 1) · (i+ 1)!2.
Proof. Consider the board B(bmaban). Its shape is presented in Fig. 3, where C is a triangular board
with heights 1, 2, . . . , n+ 1, D is a triangular board with heightsm, . . . , 1, and A, B, E, F , I and II are
rectangular boards of size (n + 1) × m, (n + 1) × 1, (m + 1) × 1, (m + 1) × (n + 1), 1 × m, and
1× (n+ 1), respectively.
Observe that therewill be exactly one rook in the row consisting of the regions I and II . We proceed
by considering two cases, depending on where this rook is.
(a) There is a rook in region II . Thus there is no rook in region I . Regions B and E are columns so they
will have one rook each. Assume there are i rooks in the region A. Since A, I , and D consist of m
columns there will be m − i rooks in the region D. Since D, E, and F consist of m + 1 rows there
will be i rooks in the region F . Since C , II , and F consist of n+ 1 columns there will be n− i rooks
in the region C .
We can nowplace the rooks as follows. Placem−i rooks inD. This can be done in S(m+1, i+1)
ways. Observe that there are i+1 available squares in E; hence we can place one rook in E in i+1
ways. Place n− i rooks in C in S(n+ 2, i+ 2)ways. The region F ∪ II now has i+ 1 available rows
and i + 1 available columns. Hence place i + 1 rooks in F ∪ II in (i + 1)! ways. The region B has
i+ 1 available squares; hence place one rook in B in i+ 1 ways. Remaining is the region Awhich
has i open rows and i open columns. Place i rooks in A in i! ways. That is, by summing over i, the
number of such rook placements is given by∑
i≥0
S(m+ 1, i+ 1) · S(n+ 2, i+ 2) · (i+ 1) · (i+ 1)!2. (4.1)
(b) There is a rook in region I and hence no rook in region II . As before, the regions B and E will have
one rook each. Assume there are i rooks in A. Since A, I , and D consist of m columns there will be
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m− i− 1 rooks in the region D. Since D, E, and F consist ofm+ 1 rows there will be i+ 1 rooks in
the region F . Since C , II , and F consist of n+ 1 columns there will be n− i rooks in the region C .
With reasoning similar to the above, we do the following. Place m − i − 1 rooks in D in
S(m + 1, i + 2) ways. Place one rook in E in i + 2 ways. Place n − i rooks in C in S(n + 2, i + 2)
ways. Place one rook in B in i+ 1 ways. Place i+ 1 rooks in F in (i+ 1)!ways. Place one rook in I
in i+ 1 ways. Place i rooks in A in i!ways. Hence the total number of rook placements is the sum∑
i≥0
(i+ 2) · S(m+ 1, i+ 2) · S(n+ 2, i+ 2) · (i+ 1) · (i+ 1)!2. (4.2)
Now by adding Eqs. (4.1) and (4.2) and using the Stirling recurrence relation S(m + 2, i + 2) =
S(m+ 1, i+ 1)+ (i+ 2) · S(m+ 1, i+ 2) the result follows. 
Similar to the second proof of Theorem 3.1, there is a generating function proof of Theorem 4.1. Let
Km,n−e denote the complete bipartite graph Km,n with one edge deleted. Theorem 2.5 implies that the
linear coefficient of the chromatic polynomial χ(Km+2,n+2 − e; t) is given by (−1)m+n−1 · [bmaban].
Just as exponential generating functions in one variable have a combinatorial interpretation (see [9,
Section 5.1]), there is a natural extension to generating functions in several variables (see [1]). Wewill
only need the two-variable extension. The exponential generating function∑
m,n≥0
am,n · x
m
m! ·
yn
n!
is viewed as enumerating the number of structures that one can place on a pair of disjoint sets (S, T ).
That is, for the pair of sets (S, T ), with cardinalities |S| = m and |T | = n, we can enrich the pair
with am,n structures. In particular, the idea of multiplication of two exponential generating functions
carries over to this multivariable setting; see the solution to Exercise 5.6 in [9].
Before deducing the generating function for the chromatic polynomial χ(Km+2,n+2 − e; t) let us
give a different argument for Eq. (3.1). Let (S, T ) be a pair of disjoint sets with cardinalities |S| = m
and |T | = n. Let u and v be two new elements, that is, not belonging to S or T . Consider the complete
bipartite graph Km+1,n+1 on the vertex partition (S∪{u}, T ∪{v}). Nowwhen coloring this graph with
t colors there are t ways to choose the color of the vertex u and the factor ex to select the other vertices
to be colored by this color. Similarly, there are t − 1 ways to choose the color of the vertex v and the
factor ey to select the other vertices to be colored by this color. There are t−2 colors remaining which
can now go on either side of the vertex partition, and hence the factor (ex + ey − 1)t−2.
Nowwe can give the exponential generating function for the chromatic polynomial of the bipartite
graph Km+1,n+1 − e. Let e be the edge uv. Either u and v have different colors in which case Eq. (3.1)
applies, or u and v have the same color. In this case there are t ways to choose this color and this color
cannot be used anywhere else. Hence we have∑
m,n≥0
χ(Km+1,n+1 − e; t) · x
m
m! ·
yn
n!
= t · (t − 1) · ex · ey · (ex + ey − 1)t−2 + t · (ex + ey − 1)t−1 .
The coefficient of t on both sides is∑
m,n≥0
[t]χ(Km+1,n+1 − e; t) · x
m
m! ·
yn
n! = −
ex · ey
(ex + ey − 1)2 +
1
(ex + ey − 1) .
Applying the mixed derivative ∂
2
∂x∂y we obtain∑
m,n≥0
[t]χ(Km+2,n+2 − e; t) · x
m
m! ·
yn
n!
= −3 · e
x+y + 2 · ex+2y + 2 · e2x+y + ex+3y − 4 · e2x+2y + e3x+y
(ex + ey − 1)4 .
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Nowmultiplying with−1 and substituting−x and−y respectively for x and ywe have∑
m,n≥0
[bmaban] · x
m
m! ·
yn
n! =
3 · e−x−y − 2 · e−x−2y − 2 · e−2x−y − e−x−3y + 4 · e−2x−2y − e−3x−y
(e−x + e−y − 1)4
= 3 · e
3x+3y − 2 · e3x+2y − 2 · e2x+3y − e3x+y + 4 · e2x+2y − ex+3y
(1− (ex − 1) · (ey − 1))4
=
∑
i≥0
(i+ 1) · ex · ey · ((i+ 2) · ex − 1) · ((i+ 2) · ey − 1) · (ex − 1)i · (ey − 1)i
=
∑
i≥0
(i+ 1) · (i+ 1)!2 ·
(∑
m≥0
S(m+ 2, i+ 2) · x
m
m!
)
·
(∑
n≥0
S(n+ 2, i+ 2) · y
n
n!
)
=
∑
m,n≥0
(∑
i≥0
S(m+ 2, i+ 2) · S(n+ 2, i+ 2) · (i+ 1) · (i+ 1)!2
)
· x
m
m! ·
yn
n! ,
where in the fourth step we used the equality (i+ 1)! ·∑m≥0 S(m+ 2, i+ 2) · xmm! = ex · ((i+ 2) · ex−
1) · (ex − 1)i, which is obtained from Eq. (3.2) by substituting i+ 2 for i and by differentiating twice.
This concludes the second proof of Theorem 4.1. Unfortunately, the previous algebraic manipulations
are tricky and are best done by a computer algebra package.
A different expression for the excedance set statistic [bmaban] can be found by using the recurrence
relation in Eq. (1.1) and Theorem 3.1:
[bmaban] = [bm+1an+1] − [bman+1] − [bm+1an]
=
∑
i≥0
i! · (i+ 1)! · [S(m+ 2, i+ 1) · S(n+ 2, i+ 1)− S(m+ 1, i+ 1) · S(n+ 2, i+ 1)
− S(m+ 2, i+ 1) · S(n+ 1, i+ 1)]
=
∑
i≥0
i!2 · [(i− 1) · S(m+ 2, i+ 1) · S(n+ 2, i+ 1)+ S(m+ 2, i+ 1) · S(n+ 1, i)
+ S(n+ 2, i+ 1) · S(m+ 1, i)] .
However, this is an expression different from that of Theorem 4.1 and not as succinct.
5. Matrix decomposition
Theorems 3.1 and 4.1 can be stated in terms of an LDU-decomposition of matrices. Theorem 3.1
states that we have the matrix decomposition([bman])0≤m,n = S · D · ST,
where S is the lower triangular Stirling matrix (S(m + 1, i + 1))0≤m,i, D is the diagonal matrix
diag(i! · (i+ 1)!)0≤i, and ST is the transpose of S. Similarly, we have the decomposition([bmaban])0≤m,n = R · E · RT,
where R is the submatrix (S(m + 2, i + 2))0≤m,i of the Stirling matrix and E is the diagonal matrix
diag((i+ 1) · (i+ 1)!2)0≤i.
As a corollary we have the following determinants:
Corollary 5.1. The determinant of the k by k matrix ([bman])0≤m,n≤k−1 is given by the product
det
([bman])0≤m,n≤k−1 = k∏
i=1
i2k−2i+1.
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Similarly the determinant of ([bmaban])0≤m,n≤k−1 is given by
det
([bmaban])0≤m,n≤k−1 = k∏
i=1
i2k−2i+3.
Proof. The same LDU-decompositions apply to the k by k matrices. Hence to compute the
determinants it is enough to multiply the entries of the diagonal matrices. 
Recall that a matrix A = (am,n)0≤m,n is called totally non-negative if every minor is non-
negative. The Cauchy–Binet identity proves that totally non-negativematrices are closed undermatrix
multiplication.
Proposition 5.2. The Stirling matrix S is totally non-negative. Since the matrix R is a submatrix of S, it is
also totally non-negative.
Proof. LetM(α1, α2, . . .) denote the infinite matrix
M(α1, α2, . . .) =

1 0 0 · · ·
α1 1 0 · · ·
0 α2 1 · · ·
...
...
...
. . .
 .
If all the αi’s are non-negative then this matrix is totally non-negative; see [7]. Let N (p) denote the
matrix
N (p) = M(0, 0, . . . , 0︸ ︷︷ ︸
p
, 1, 2, 3, . . .)
and let P (p) denote the matrix product
P (p) = N (p−1) · N (p−2) · · ·N (0).
Observe that P (p) is a lower triangular matrix consisting of p + 1 diagonals. That is, the (n, i) entry
of P (p) is zero unless 0 ≤ n− i ≤ p. For 0 ≤ n− i ≤ pwe claim that the (n, i) entry of P (p) is given by
the complete symmetric function hn−i evaluated at the values in the sequence max(n − p, 1), . . . , i,
that is, P (p)n,i = hn−i(max(n − p, 1), . . . , i). We prove the claim by induction on p. The induction base
p = 0 is true since the empty product P (0) is the identitymatrix. Assume it is true for p−1. It is enough
to consider the entry P (p)n,i where 0 ≤ n− i ≤ p. We have
P (p)n,i =
∑
m≥1
N (p−1)n,m · P (p−1)m,i
= P (p−1)n,i +max(n− p, 0) · P (p−1)n−1,i
= hn−i(max(n− p+ 1, 1), . . . , i)+max(n− p, 0) · hn−i−1(max(n− p, 1), . . . , i).
If n ≤ p this is equal to hn−i(1, . . . , i). If n > pwe have
P (p)n,i = hn−i(n− p+ 1, . . . , i)+ (n− p) · hn−i−1(n− p, . . . , i)
= hn−i(n− p, . . . , i),
proving the claim.
By the Cauchy–Binet identity we know that P (p) is a totally non-negative matrix. Letting p tend
to infinity we obtain that the matrix with entries hn−i(1, 2, . . . , i) is totally non-negative. However
the complete symmetric function hn−i evaluated at 1, 2, . . . , i is the Stirling number S(n, i); see for
instance [6, Section 1.2, Example 11]. 
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Again using the Cauchy–Binet identity we obtain the following theorem:
Theorem 5.3. The two matrices([bman])0≤m,n and ([bmaban])0≤m,n
are totally non-negative.
6. Concluding remarks
In [2], the following quadratic inequality for the excedance set statistic was conjectured and was
later proved by Wang [10].
Theorem 6.1. For any three ab-words u, v andw we have the inequality
[u · v · w] · [u · b · v · a · w] ≥ [u · b · v · w] · [u · v · a · w].
This theorem implies the following corollary:
Corollary 6.2. Let u, v andw be three ab-words. Then every two by two minor of the matrix([u · bm · v · an · w])0≤m,n
is non-negative.
Proof. Let αi,j = [u · bi · v · aj · w] and observe that αi,j > 0. Using the substitution v −→ bi · v · aj,
Theorem 6.1 gives the inequality
αi,j · αi+1,j+1 ≥ αi+1,j · αi,j+1.
Nowmultiply this inequalitywith i and j ranging in the intervalsm1 ≤ i ≤ m2−1 and n1 ≤ j ≤ n2−1.
Cancel terms and we have
αm1,n1 · αm2,n2 ≥ αm2,n1 · αm1,n2 ,
which is the form of every two by two minor. 
Hence we make the more general conjecture:
Conjecture 6.3. Let u, v andw be three ab-words. Then the matrix([u · bm · v · an · w])0≤m,n
is totally non-negative.
We also make the conjecture:
Conjecture 6.4. Let u, v andw be three ab-words. Then the matrix([u · am · v · bn · w])0≤m,n
is totally non-negative.
By the corresponding quadratic inequality proved by Wang and reasoning similar to the above, we
know that every two by two minor in this matrix is non-negative. However, Conjecture 6.4 is not as
thrilling as Conjecture 6.3. Consider the case when u = b, v = 1 andw = a. Then we have
[b · am · bn · a] = 6 · 2m+n − 2 · 2m − 2 · 2n + 1.
In this case, every minor of size three or larger is equal to zero.
More expressions for the excedance set statistic of the form [bm·v·an]have been developed by Scott
Godefroy (unpublished). However, the associated matrices lack a similar nice LDU-decomposition.
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The Genocchi numbers can be expressed as the excedance set statistic of the alternating word
baba · · ·; see [3]. Are there similar inequalities that hold for Genocchi numbers? Or more generally,
what can be said about the sequence [un]?
Aswas noted in the introduction, the excedance statistic ismaximized on theword bbk/2cadk/2e (and
bdk/2eabk/2c) when considering ab-words of length k. The descent set statistic’s maximum is obtained
at the alternating words aba · · · and bab · · ·. Furthermore, the maximum is the kth Euler number Ek,
which has the asymptotic expression
Ek ∼ 4
pi
·
(
2
pi
)k
· k!.
What is the asymptotic behavior of the excedance set statistic
[
bbk/2cadk/2e
]
?
Finally we remind the reader about an open question that already appeared in [4]. Greene and
Zaslavsky [5] have a combinatorial interpretation for the linear coefficient in the chromatic polynomial
of a graph. Let G be a graph with n vertexes and fix a vertex v. Then the linear coefficient is (−1)n−1
times the number of acyclic orientations of G, with the vertex v as the unique sink. With this
combinatorial interpretation, can a bijective proof of Theorem 2.5 be given?
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