Abstract. An important step in the solution of a matrix nearness problem that arises in certain machine learning 3 applications is finding the zero of f (α) = z T exp(log X + αzz T )z − b. The matrix valued exponential and logarithm 4 in f (α) arises from the use of the von Neumann matrix divergence tr(X log X − X log Y − X + Y ) to measure the 5 nearness between the positive definite matrices X and Y . A key step of an iterative algorithm used to solve the 6 underlying matrix nearness problem requires the zero of f (α) to be repeatedly computed. In this paper we propose 7 zero-finding algorithms that gain their advantage by exploiting the special structure of the objective function. We 8 show how to efficiently compute the derivative of f , thereby allowing the use of Newton-type methods. In numerical 9 experiments we establish the advantage of our algorithms. 
details. Examples include φ(X)
which generalizes many properties of squared loss and relative entropy, and we call it the von Neu-47 mann divergence. It is also known as quantum relative entropy and is used in quantum information 48 theory [22] . See [10] for further details. We have dropped the constraint index i for simplicity. Since ∇φ(X) = log X, the second equation stems from the non-commutativity of matrix multiplication. We start with some basic properties of 64 the matrix derivative and then review the formula for the derivative of the matrix exponential.
We consider smooth matrix functions of one variable denoted by M (x) : R → R n×n ; these can 66 also be thought of as R → R functions arranged in an n × n matrix. The derivative matrix
is formed by taking the derivatives of the matrix elements. Our first observation is about the trace 68 of the derivative. By definition:
We turn to multiplication next. The lack of commutativity does not yet indicate any difficulties:
We are seeking tr e M (α) A ′ as the function f (α) defined in (1.1) is of this form with M (α) = 71 log X + αzz T and A = zz T . But in order to demonstrate the issues caused by non-commutativity
72
we take a short diversion by looking at the slightly simpler example of tr(e M ) ′ . From here on, when there is no chance of confusion, we may omit the variable from our formulae.
74
1 The name recalls the minimization property of orthogonal projections in Euclidean geometry.
We can express the matrix derivative of the kth power as follows:
75
Note that the summation cannot be collapsed when M and M ′ do not commute. However, if we
By (2.6) and the power series expansion of the exponential function tr(e M ) ′ we get: appears on the right hand side of (2.7) operating on M ′ . The Taylor expansion of h(t) around 0 is:
so one may write (2.7) in a more verbose way as:
3. Algorithms. We propose to solve f (α) = 0 using Newton's method and the method de- The space of linear transformations over an n-dimensional vector space can be identified with, and therefore is equivalent to the space of n × n matrices denoted by Mn. A linear operator, like ad, that acts on Mn can be represented by an n 2 × n 2 matrix, because the underlying linear space, Mn has dimension n 2 .
3 A similar concept is the order of convergence per function evaluation.
Algorithm 1: Zero-finding based on P. Jarratt's method, see [17] . Input : Subroutines to evaluate f and f ′ , initial guess α 0 . Output: Sequence of approximation to the solution of f (α) = 0. 
104
We show how to efficiently carry out and arrange the computations of f (α) and f ′ (α) in Sec-105 tion 3.1. An additional improvement exploiting the shape of the objective function is discussed in 106 Section 3.2. We end this section by a lemma that establishes that f is strictly monotone, which 107 implies that f (α) = 0 has a unique solution. The proof is very similar to Lemma 7 of [1] ; the fact 108 that zz T has rank one allows some simplifications. We also establish convexity.
109
Lemma 3.1. If M is symmetric and
T z is strictly monotone 110 increasing and strictly convex.
111
Proof. First, we note that it is sufficient to show that the first and second derivatives are positive
where M = M + α 0 zz T is also a symmetric matrix, we can conclude that it is sufficient to prove 114 that the first and second derivatives are positive at α = 0.
115
Second, we show that we can assume that M is positive definite. Otherwise, pick a β that is 116 large enough so that M = M + βI is positive definite. Since e M +αzz
T , we conclude 117 that the sign of the derivatives is the same for M and M .
118
In order to establish the claim in the case of a positive definite M and α = 0, we inspect the 119 coefficients in the power series expansion of z T e M +αzz T z around zero. We note that f is analytical, 120 which can be seen by bounding the terms of the expansion. According to the power series expansion 121 of exp we have: In the presence of the eigendecomposition X = V ΛV T , we can express f (α) as follows:
where v = V T z. We begin the evaluation by solving a diagonal plus rank-one eigendecomposition
which can be done in O(n 2 ) time [12] . Next, we form u = U T v and get:
where • denotes the Hadamard product. We move on to the efficient computation of f ′ (α). The 142 expression in (3.2) can be written in the form tr(e M (α) A) with A = vv T and M (α) = log Λ + αvv T .
143
According to (2.4), (2.5) and (2.7) the derivative at α equals:
In order to compute the expression h ad log Λ+αvv T vv T , we reduce the problem to the diagonal 145 case and then use the spectral decomposition of the operator in question.
146
Lemma 3.2. Let U ∈ R n×n orthogonal and let Θ and B be arbitrary matrices. Then the 147 following holds:
Proof. By the definition of the ad operator and U U T = I, the right hand side above may be 149 rewritten as:
An analytical function can be extended to the operator space using the Jordan canonical form [14] 151 (Chapter 1, Definition 1.2). Lemma 3.3 below generalizes the above result to analytical functions of 152 the operator ad Θ :
153
Lemma 3.3. Let U , Θ and B be as in Lemma 3.2 and let g be analytical. The following holds:
Proof. Since g is analytical, it is sufficient to show that for any nonnegative integer k:
For k = 0 the statement is immediate and we proceed by induction on k. Assume that the statement holds for k ≥ 1, then apply Lemma 3.2 and the definition of ad to finish the proof:
Our next step is to calculate g(ad Θ ) using the spectral theorem. By the definition of the adjoint,
158
one can easily show that if X is symmetric, then ad X is self-adjoint, and so in our case we can respectively, where Θ = diag(θ).
164
Lemma 3.4. Let Θ = diag(θ) be diagonal, and g analytical. For any B we have:
Proof. Repeated application of (3.6) establishes that for any nonnegative integer k:
The proof is completed by appealing to the analytical property of g. Note that the right hand side of (3.7) can be expressed as the Hadamard product of B and the matrix which has its (i, j) element equal to g(θ i − θ j ). According to Lemma 3.3 and equation (3.3), we have for any analytical g,
Recall from Section 3.1 that we introduced u = U T v and that Θ = diag(θ). Now we define matrix
168
H to have (i, j) element equal to h(θ i − θ j ), where h is as in (2.8) and so finally from (3.5) and
169
Lemma 3.4 we have: floating point exponentiations. Fortunately, we do not need to compute H explicitly, but instead we 176 may expand the right hand side of (3.8) to get:
The above form exploits symmetry and allows the reuse of the e θi terms available from the compu-tation of f (α). We need 2.5n 2 floating point additions, subtractions and multiplications and 0.5n Input : Matrix X with its V ΛV T eigendecomposition; vector z; scalar α. expect the total computational cost to be dominated by the eigendecomposition.
190
The above discussion of the operation counts did not consider the issue of numerical accuracy.
191
The difference quotient term of (e θi −e θj )/(θ i −θ j ) in (3.9) may suffer from catastrophic cancellation 
7! + R(x) .
As indicated by the above equation we approximate sinh x using its Taylor expansion, which con- results, but if it were used for all (θ i , θ j ) pairs, then we would pay a substantial performance penalty 5 .
197
When |x| ≥ 0.1, we use the original form that appears in (3.9), otherwise we use the above Taylor as its name suggests, and Jarrat's method uses a function of the form given by (3.1).
206
When the graph of the objective function has a known specific shape, it may be advantageous, We observed the value of ℓ to typically fall between 25 and 50. 5 We found that the computation of sinh using a floating point instruction is 35 times longer than a multiplication. 6 Constant divisions are turned into multiplications. 
at α 3 is so large (not shown on the figure) that the computation of α 4 suffers from underflow,
212
resulting in α 4 = α 2 . This issue affects the other three zero-finding algorithms as well. 
218
We implement this idea of fitting a nonlinear function using a slightly different approach than 219 what is found in [7, 20] . The main advantage of our solution is that we do not need to derive the 220 (parameterized) fitting function, making it is easier to apply when a function such as (3.1) is used for 221 interpolation. We apply a transformation to the function f (α) that yields a transformed function, 222 g(α), and we use the zero-finders on g(α) in their original form. Our transformation applies a 223 logarithmic prescaling; we introduce:
and observe that g is monotone and has the same zero as f . For the Newton-type methods we also 225 need the derivative:
Note that the additional computations are negligible. BLAS and LAPACK subroutines) with no other programs running.
243
The first experiment reproduces a result from [18, 19] , where the objective is to find a 52 × 52 Bregman's iterative process starting from the identity matrix; for additional details we refer the 248 reader to [18, 19] . 
251
In the second experiment the objective is to find the nearest correlation matrix X to a given 252 positive definite starting matrix Y :
We generated Y to be a random symmetric matrix with eigenvalues uniformly distributed in (0, 1).
254
The results in Table 4 .2 are averaged from ten runs using 500×500 randomly generated matrices. We 255 observe again that the use of the derivative improves performance when compared to non-derivative 256 based zero-finding methods.
257
In the third experiment we executed Bregman's algorithm using the MNIST data set con- The objective function measures the distance from the starting matrix Y as well as the amount by 265 which the constraints are relaxed. The γ > 0 parameter controls how much "slack" we permit; in 266 essence it is used to find the balance between over-and under-constraining the optimization problem.
267
The resulting zero-finding problem is a slightly modified version of (1.1):
The derivative computation and other discussions of Section 3 apply after minor modifications.
269
In Table 4 .3 we present the MNIST handwritten digits recognition experiment results for four 270 zero-finding methods. We only show the versions using the logarithmic prescaling, because without 271 that improvement the algorithms greatly suffer from the overflow/underflow problem discussed in 272 Section 3.2, which would force the use of the bisection (or some other, but still inefficient) method 273 for many iterations. Due to the modified objective function, for which the logarithmic prescaling 274 works very well, the number of iterations executed by the zero-finders is quite low (never more 275 than four for Newton and Jarrat's method). The inverse quadratic interpolation provides its first 276 approximation only in the fourth iteration and Jarratt's method in the third. Simply put, the faster 277 convergence has no time to set in for inverse quadratic interpolation and Jarrat's method. As a 278 result, the quadratic interpolation method yields only a slight benefit over the secant method and 6. Acknowledgements. We thank the anonymous reviewers for their thoughtful comments.
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