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Abstract. Ce texte est un expose´ donne´ le 21 juin 2001 dans le cadre du se´minaire Borel, IIIe`me
Cycle Romand de Mate´matiques. Le the`me ge´ne´ral e´tait 2001 : An mm-space odyssey : Conver-
gence and Concentration of Metrics and Measures after Misha Gromov.
Le pre´sent expose´ porte sur la notion de concentration de mesure et les ine´galite´s de Poincare´.
Dans tout l’expose´, (X, d, µ) de´signe un espace me´trique muni d’une mesure Bore´lienne telle que
µ(X) = 1.
1. Me´diane
1. On dit que m est une me´diane de la fonction mesurable f : X → R si
µ(f ≥ m) ≥ 1
2
et µ(f ≤ m) ≥ 1
2
2. Il n’y a pas ne´cessairement unicite´ de la me´diane. En fait si on pose
m′ := sup
{
α : µ(f ≥ α) ≥ 1
2
}
et m′′ := inf
{
α : µ(f ≤ α) ≥ 1
2
}
alors
i) m′ et m′′ sont des me´dianes;
ii) m′ ≤ m′′;
iii) m est une me´diane de f s.si m′ ≤ m ≤ m′′.
3. On de´finit la me´diane centre´e de f (aussi appele´e moyenne de Levy) par
mf :=
m′ +m′′
2
Proprie´te´s :
1) mf est homoge`ne : mcf = cmf ,
2) mf est monotone : f ≤ g =⇒ mf ≤ mg.
En ge´ne´ral, on n’a pas additivite´: mg+f 6= mg +mf .
2. La fonction isope´rime´trique
Pour tout A ⊂ X mesurable et non vide, on note At = Ut(A) = {x : d(x,A) ≤ t}.
4. De´finition La fonction
αX(t) := sup
{
µ(Act) | A ⊂ X et µ(A) ≥
1
2
}
= 1− inf
{
µ(At) | A ⊂ X et µ(A) ≥ 12
}
de´finie pour 0 ≤ t ≤ diam(X) s’appelle la fonction isope´rime´trique du mm espace X.
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αX est donc la plus petite fonction telle que
µ(A) ≥ 1
2
=⇒ µ(At) ≥ 1− αX(t).
Remarquons que αX est continue, de´croissante, αX(0) = 12 et αX(diam(X)) = 0.
Motivation : On verra plus loin le roˆle joue´ par cette fonction. A ce stade, mentionnons simplement que la de´rive´e
d
dt
˛˛
t=0
µ(At), lorsqu’elle existe, s’appelle le contenu de Minkowski et ge´ne´ralise la notion d’aire (dans le cas euclidien,
si A ⊂ Rn est un domaine a` bord lisse, alors le contenu de Minkowski co¨ıncide avec l’aire du bord ∂A. Cela est
encore vrai dans une varie´te´ riemannienne).
5. Exemple Sur la sphe`re Sn (avec mesure normalise´e) on a
αSn(t) = Ce−(n−1)t
2/2
(c’est l’ine´galite´ isope´rime´trique de Levy).
6. Proposition Pour tout C ⊂ X mesurable on a :
µ(C) > αX(t) =⇒ µ(Ct) > 12
Preuve : Supposons par l’absurde que µ(Ct) < 12 . Comme
1
2 > µ(Ct) = limε→0 µ(Ct+ε), on peut
donc trouver ε > 0 assez petit pour que 1− µ(Ct+ε) > 12 .
Notons A := (Ct+ε)
c = {x | d(x,C) > t+ ε} le comple´mentaire de Ct+ε. Alors µ(A) = 1 −
µ(Ct+ε) > 12 . Ceci entraˆıne µ(At) ≥ 1− αX(t); or At ∩ C = ∅ donc
1 ≥ µ(C) + µ(At) > αX(t) + (1− αX(t)) = 1
ce qui est impossible.

7. Corollaire Pour tout C ⊂ X mesurable on a :
µ(C) > αX(t) =⇒ µ(C2t) > 1− αx(t)

Ce corollaire nous dit que la fonction αX permet d’estimer la croissance du volume de toutes les parties de X et
non seulement de celles de mesure ≥ 1
2
.
3. La fonction de concentration
On note Fk = Fk(X) l’ensemble des fonctions Lipschitziennes borne´es f : X → R de constante de
Lipschitz k (i.e. telles que d(f(x), f(y)) ≤ kd(x, y)).
8. De´finition La fonction
βX(t) := sup {µ(|f −m| ≥ t) | f ∈ F1 et m est une me´diane}
s’appelle la fonction de concentration du mm-espace X.
Cette fonction estime dans quelle mesure une fonction f ∈ F1 est concentre´ vers sa me´diane :
µ(|f −m| < t) ≥ 1− βX(t) .
Remarquons que βX est continue, de´croissante, βX(0) = 1 et βX(diam(X)) = 0.
9. Lemme Supposons que µ(|f − c| ≥ t) < 12 pour une certaine constante c, alors pour toute
me´diane m de f on a
|m− c| < t.
Preuve. De µ(f ≥ c− t) < 12 on de´duit que m′ > (c− t), et de µ(f < c+ t) < 12 on de´duit que
m′′ < (c + t) (m′ et m′′ sont de´finis au nume´ro 2). On a donc montre´ que (c − t) < m′ ≤ m′′ <
(c+ t). 
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10. Corollaire Si f ∈ F1 et si µ(|f − c| ≥ t) < 12 , alors on a
µ(|f −m| ≥ 2t) ≤ µ(|f − c| ≥ t).
pour toute me´diane m de f .
Ainsi, le phe´nome`ne de concentration se produit toujours a` proximite´ des me´dianes.
Preuve. Si |f −m| ≥ 2t, alors |f − c| ≥ |f −m| − |c−m| ≥ 2t− t = t, d’ou` le re´sultat. 
11. Proposition Pour tout mm-espace on a
αX ≤ βX ≤ 2αX .
Preuve. Montrons αX ≤ βX : Soit A ⊂ X une partie mesurable t.q. µ(A) ≥ 12 , et posons
fa(x) := min{d(x,A), a}. Alors fa ∈ F1 , fa ≥ 0 et m = 0 est une me´diane. D’autre part, si
a > t, alors (At)c = {x : fa(x) > t}, donc
µ(Act) = µ(fa(x) > t) = µ(|fa(x)− 0| > t) ≤ βX(t).
Comme A est arbitraire, on en de´duit que αX ≤ βX .
Montrons maintenant que βX ≤ 2αX : Soit f ∈ F1 et m une me´diane.
Notons A := {x ∈ X | f(x) ≤ m }; comme m est une me´diane, on a µ(A) ≥ 12 et comme f
est 1-Lipschitzienne, on a
{x ∈ X | f(x) ≤ m+ t } ⊃ At,
donc {f > m+ t} ⊂ Act , d’ou` l’on tire µ(f > m+ t) ≤ µ(Act) ≤ αX(t).
De meˆme µ(f < m− t) ≤ αX(t), d’ou`
µ(|f −m| > t) ≤ 2αX(t).
Comme f est arbitraire, on conclut que βX ≤ αX .
12. Proposition Supposons qu’il existe une fonction φ telle que pour toute f ∈ F1 on ait
µ(|f − f | ≥ t) ≤ φ(t), ou` f = ∫X fdµ est la moyenne de f . alors
βX(t) ≤ 2φ(t/2).
Preuve. On doit montrer que pour toute me´diane m de f , on a µ(|f − m| ≥ t) ≤ 2φ(t/2). Si
φ(t/2) ≥ 12 , alors il n’y a rien a` monter. Si φ(t/2) < 12 , alors µ(|f − f | ≥ t/2) ≤ φ(t/2) < 12 et le
corollaire 10 entraˆıne
µ(|f −m| ≥ t) ≤ µ(|f − f | ≥ t/2) ≤ φ(t/2) ≤ 2φ(t/2).

13. Corollaire Supposons que pour toute fonction f ∈ F1 on ait∫
X
cosh(s(f − f¯))dµ ≤ ψ(s)
ou` f¯ :=
∫
X fdµ est la moyenne de f et s > 0 est un parame`tre. Alors
βX(t) ≤ 2ψ(s)cosh( s2 t)
.
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Preuve. Puisque s > 0, on a
µ
(∣∣f − f¯ ∣∣ ≥ t) = µ (cosh(s(f − f¯)) ≥ cosh(st))
= µ
(
cosh(s(f − f¯))
cosh(st)
≥ 1
)
≤ 1
cosh(st)
∫
X
cosh(s(f − f¯))dµ ≤ ψ(s)
cosh(st).
On conclut avec la proposition 12. 
14. Proposition Soit ψ : (X, d, µ) → (Y, d, ν) une application K-lipschitzienne entre deux
espaces mm, et supposons que ν = ψ∗µ. Alors
a.) βY (Kt) ≤ βX(t);
b.) αY (Kt) ≤ 2αX(t).
Preuve. Soit g : Y → R une fonction 1-Lipshitzienne, m une me´diane de g et f := 1K g ◦ ψ :
X → R. Alors f est 1-Lipschitzienne et on a donc
ν(|g −m| ≥ Kt) = µ {x ∈ X | |g ◦ ψ(x)−m| ≥ Kt}
= µ {x | |Kf(x)−m| ≥ Kt}
= µ {x | |f(x)−m/K| ≥ t}
≤ βX(t)
ce qui prouve (a). On de´duit (b) de (a) et de la proposition 11. 
15. Proposition Notons λX le mm espace obtenu a` partir de (X, d, µ) en multipliant les distances
par λ. Alors
a.) βλX(λt) = βX(t);
b.) αλX(λt) = αX(t).
Preuve. L’assertion (a) de´coule de la proposition 14 et (b) est facile a` ve´rifier. 
4. Suite de Levy
16. Proposition Soit {(Xk, dk, µk)} une suite de mm espaces. Les conditions suivantes sont
e´quivalentes :
a.) lim
k→∞
αk(t) = 0 pour tout t > 0;
b.) lim
k→∞
βk(t) = 0 pour tout t > 0;
c.) Si Ak ⊂ Xk est une suite de parties telle que µk(Ak) ≥ δ > 0 pour tout k, alors
lim
k→∞
µk(Ut(Ak)) = 1 pour tout t > 0.
Preuve. L’e´quivalence (a) ⇐⇒ (b) se de´duit imme´diatement de la proposition 11.
(a) ⇒ (c) de´coule du corollaire 7 et (c) ⇒ (a) est imme´diat a` partir des de´finitions. 
17. De´finition Une suite de mm espaces ve´rifiant l’une de ces conditions s’appelle une suite de
Le´vy.
18. Exemples de´ge´ne´re´s
a) Si diam(Xk)→ 0, alors Xk est une suite de Levy.
b) Si Xk = X est fixe et µk → δp (= Dirac au point p ∈ X), alors (X, d, µk) est Le´vy.
Plus ge´ne´ralement, on dit qu’une suite Xk est une suite de Le´vy de´ge´ne´re´e s’il existe Dk ⊂ Xk
tel que diam(Dk)→ 0 et µk(Dk)→ 1.
19. Un exemple non de´ge´ne´re´ Soit Xk une suite de mm espaces telle que
βXk(t) ≤ ϕ(t)
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pour tout k ou` ϕ est une fonction telle que lim
t→∞ϕ(t) = 0. Si ak →∞, alors la suite Yk :=
1
ak
Xk
est une suite de Le´vy (cette suite sera en en ge´ne´ral non de´ge´ne´re´e si diam(Yk) ≥ δ > 0).
Preuve. Par la proposition 15, on a βYk(t) = βXk(akt) ≤ ϕ(akt)→ 0 lorsque t > 0 et k →∞. 
5. Energie de Dirichlet
On note Fk = Fk(X) l’ensemble des fonctions f : X → R qui sont k−Lipschitziennes et borne´es
F = ∪k>0Fk l’ensemble de toutes les fonctions Lipschitziennes borne´es sur X.
20. De´finition. On appelle e´nergie de Dirichlet une application E : F → R+ ∪ {∞} ve´rifiant
les deux conditions suivantes .
D1.) Si φ : R→ R est une fonction convexe et f ∈ Fk, alors
E(φ ◦ f) ≤ k2
∫
X
(φ′ ◦ f)2dµ
D2.) (Ine´galite´ de Poincare´). Il existe une constante C > 0 telle que
V(f) ≤ C E(f)
ou` V(f) :=
∫
X
[
f −
(∫
X
fdµ
)]2
dµ =
∫
X
f2dµ−
(∫
X
fdµ
)2
est la variance de f .
21. Remarques : (i) De (D1), on de´duit que pour toute fonction f ∈ Fk, on E(f) ≤ k2. En
effet si φ(t) = t, alors φ′ = 1 et donc E(φ ◦ f) ≤ k2 ∫X(1)2dµ = k2.
(ii) Dans de nombreux exemples, la condition (D1) est ve´rifie´e pour toute fonction φ : R→ R de
classe C1 (ou meˆme Lipschitzienne); mais en n’exigeant cette condition que pour les fonctions
convexes, on obtient beaucoup d’autres exemples inte´ressants.
22. Loi d’e´chelle : Si X ′ = λX˙ (i.e. X ′ est l’espace obtenu en multipliant les distances d(x, y)
dans X par r; la mesure µ restant inchange´e) et si E est une e´nergie de Dirichlet dans X,
alors E ′(f) := 1
λ2
E(f) est une e´nergie sur X ′ (le facteur 1
λ2
est ne´cessaire pour que E ′ ve´rifie la
condition (D1) car Fk(X) = Fk/λ(X ′)).
On en de´duit que la constante de Poincare´ de (X ′, E ′) est donne´e par
C ′ = λ2C
ou` C la constante de Poincare´ de (X ′, E ′.
Dans le cas ou` le diame`tre est fini, on peut exprimer cela en disant que C (diam(X))−2 est
invariant par changement d’e´chelle.
23. Exemples d’e´nergies de Dirichlet :
a) Si X est une varie´te´ riemannienne close et µ est la mesure volume normalise´e, alors l’e´nergie
de Dirichlet
E(f) :=
∫
X
‖∇f‖2 dµ = −
∫
X
(f · 4f)dµ
ve´rifie les conditions (D1) et (D2).
Dans cet exemple, la constante de Poincare´ est donne´e par
C = 1/λ1
ou` λ1 est le premie`re valeur propre non nulle de −4.
b) Si X = (V,E) est un graphe fini et µ est la mesure de comptage normalise´e, alors l’e´nergie
6 MARC TROYANOV - EPFL
E(f) :=
∑
[x,y]∈E
(f(y)− f(x))2
ve´rifie les conditions (D1) et (D2).
c) Soit X un espace me´trique quelconque muni d’une mesure de Probabilite´ µ. Pour tout f ∈
L2(X), notons HD[f ] l’ensemble des fonctions mesurables g : X → R+ ∪ {∞} telles que
|f(y)− f(x)| ≤ d(x, y) (g(x) + g(y))
presque-partout (on dit qu’un e´le´ment de HD[f ] est un pseudo− gradient au sens de Hajlasz de
la fonction f ).
L’e´nergie est alors de´finie par
E(f) := inf
{∫
X
g2dµ
∣∣∣∣ g ∈ HD[f ]} .
On peut ve´rifier qu’elle ve´rifie toujours les conditions (D1) et (D2) (dans la seconde condition, il
faut utiliser que φ est convexe; cela ne marcherait pas pour une fonction C2 quelconque).
d) Pour une fonction lipshitzienne f ∈ F , on de´finit en chaque point la “dilatation infinite´simale”
de f par
Lf (x) := lim
r→0
sup
d(x,y)≤r
|f(y)− f(x)|
r
,
puis l’e´nergie par
E(f) :=
∫
X
(Lf (x))
2 dµ.
e) On dit qu’une fonction Borel mesurable g : X → R+ ∪ {∞} est un sur-gradient (au sens de
Heinonen-Koskela) de la fonction lipshitzienne f ∈ F , si pour toute courbe rectifiable γ : [0, 1]→ X
on a
|f(γ(1))− f(γ(0))| ≤
∫
γ
g(γ(s))ds.
L’e´nergie est alors de´finie par
E(f) := inf
{∫
X
g2dµ
∣∣∣∣ g est un sur-gradient de f} .
Remarque Dans les deux derniers exemples, l’e´nergie ve´rifie toujours la condition (1), mais il
est facile de construire des espaces mm tels que la condition (2) n’est pas ve´rifie´e. L’ine´galite´ de
Poincare´ doit donc eˆtre de´montre´e ou suppose´e.
24. De´finition (Espace de Sobolev) L’espace de Sobolev W 1,2(X) associe´ a` une e´nergie de
Dirichlet est par de´finition le comple´te´ de F pour la norme
‖f‖W 1,2(X) = ‖f‖L2(X) +
√
E(f).
Il existe donc une grande varie´te´s de notions d’espace de Sobolev sur les espaces me´triques mesure´s.
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6. Le The´ore`me principal
25. The´ore`me : Soit E une e´nergie de Dirichlet sur le mm espace X. Alors
βX(t) < 16 e−t/
√
2C
ou` C est la constante de Poincare´.
Nous aurons besoins de 2 lemmes.
26. Lemme: Si f ∈ L∞(X), alors
lim
t→0
(∫
X
etf(x)dµ
)1/t
= exp
(
f
)
.
Preuve. Posons L := limt→0 log 1t
(∫
X e
tf(x)dµ
)
, alors en utilisant le the´ore`me de convergence
domine´e et la re`gle de l’Hospital, on a
L = lim
t→0
d
dt
(∫
X e
tf(x)dµ
)∫
X e
tf(x)dµ
= lim
t→0
∫
X f e
tf(x)dµ∫
X e
tf(x)dµ
=
∫
X f dµ∫
X 1dµ
= f¯ .

27. Lemme : Le produit infini
γ(s) :=
∞∏
k=1
(
1
1− C s2
4k+1
)2k
converge pour tout s ∈ (− 4√
C
, 4√
C
).
De plus, s→ γ(s) est croissant sur l’intervalle [0, 4√
C
) et pour s =
√
2
C on a γ(s) ' 1.681 < 2.
Preuve. Notons ak = ak(s) =
(
1
1−C s2
4k+1
)2k
le terme ge´ne´ral de ce produit. Alors pour |s| < 4√
C
,
et k ≥ 1, on a ak > 1.
Notons bk := log(ak) = −2k log
(
1− C s2
4k+1
)
; pour k assez grand, on a xk := C s
2
4k+1
≤ 12 et donc
bk ≤ 2k · (2 log(2)) · C s
2
4k+1
=
1
2k
·
(
1
2
Cs2 log 2
)
(car 0 ≤ − log(1− x) ≤ (2 log(2)) · x pour tout 0 ≤ x ≤ 12).
Ainsi k
√
bk ≤ 12 ·
(
1
2Cs
2 log 2
)1/k et donc
lim
k→∞
k
√
bk =
1
2
< 1
ce qui entraˆıne que
∑∞
k=1 bk converge et donc γ(s) =
∏∞
k=1 ak(s) = exp (
∑∞
k=1 bk) <∞.
La croissance de γ(s) est e´vidente puisque chaque ak(s) est une fonction croissante de s.
La valeur γ(
√
2
C ) ' 1.681 est obtenue nume´riquement. 
28. Preuve du The´ore`me 25. Soit f ∈ F1 quelconque et posons fs := exp
(
s
2f
)
, alors les
conditions (D1) et (D2) entraˆınent
V(fs) ≤ C E(fs) ≤
(
C
s2
4
)∫
X
esfdµ
(car φ(t) =e
s
2
t est convexe et φ′(t) = s2e
s
2
t).
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Or V(fs) =
(∫
X e
sfdµ
)− (∫X e s2fdµ)2, on peut donc re´crire cette ine´galite´ sous la forme∫
X
esfdµ ≤ 1(
1− C s24
) (∫
X
exp
(s
2
f
)
dµ
)2
(a` condition que
(
1− C s24
)
> 0, i.e. |s| < 2√
C
).
En ite´rant cette ine´galite´ (i.e. en l’appliquant a` s
2k
) on obtient∫
X
esfdµ ≤
n−1∏
k=0
(
1
1− C s2
4k+1
)2k(∫
X
exp
( s
2n
f
)
dµ
)2n
En passant a` la limite (lorsque n→∞) dans l’ine´galite´ pre´ce´dente et en utilisant les lemmes 27 et
28, nous obtenons ∫
X
es(f−f)dµ ≤ γ(s)
1− C s24
pour tout s ∈ (− 2√
C
, 2√
C
). Cette ine´galite´ entraˆıne∫
X
cosh(s(f − f))dµ = 1
2
∫
X
es(f−f)dµ+
1
2
∫
X
e−s(f−f)dµ ≤ γ(s)
1− C s24
.
Par le corollaire 13, on a donc
βX(t) ≤ 2γ(s)
cosh( s2 t)
(
1− C s24
) .
Choisissons s =
√
2
C , alors
2“
1−C s2
4
” = 4 et γ(s) < 2 donc
βX(t) <
8
cosh(t/
√
2C)
≤ 16e−t/
√
2C .

7. Applications
Varie´te´s riemanniennes
29. The´ore`me : Soit X une varie´te´ Riemannienne compacte sans bord, µ la mesure riemanni-
enne normalise´e (i.e. µ(X) = 1) et λ1 la premie`re valeur propre du Laplacien. Alors on a
βX(t) ≤ 16 e−
q
λ1
2
t
30. Exemple Si X = Sn, alors λ1 = n et on obtient la loi de concentration sur les sphe`res :
µ(|f −m| ≥ 2t) ≤ 12e−
√
n/2t
Remarque : Comparer avec l’estimation µ(|f − m| ≥ ε) ≤ Ce−(n−1)ε2/2 obtenue par une autre
me´thode.
31. Corollaire Si Xk est une suite de varie´te´s telle que λ1(Xk)→∞, alors c’est une suite de
Le´vy.
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32. Corollaire Si Yk est une suite de varie´te´s telle que λ1(Yk) ≥ λ > 0 pour tout k, et si
ak →∞, alors la suite 1akYk est une suite de Le´vy.
Preuve. On sait que λ1( 1akYk) = a
2
kλ1(Yk) ≥ a2kλ→∞. On conclut par le the´ore`me pre´ce´dent.
(Autre argument : par le the´ore`me 17, on a βYk(t) ≤ 12e−
q
λ
2
t pour tout k. On conclut a` partir
de l’exemple 16.)
33. Exemple Soit T k = S1×S1×S1 · · ·×S1 le tore de dimension k. Alors λ1(T k) = λ1(S1) = 1
pour tout k et diam(T k) = pi
√
k. Donc 1√
k
T k est une suite de Le´vy de diame`tre constant (et
non de´ge´ne´re´e puisque T k est homoge`ne).

Graphes expanseurs
34. De´finition Un “graphe expanseur” d’ordrem est une suite de graphes {Xk = (Vk, Ek)}k∈N telle
que
(1) Chaque Xk est un graphe fini et ]Vk →∞;
(2) chaque sommet de Xk est de valence m;
(3) pour tout A ⊂ Vk avec ]A ≤ 12]Vk, on a l’ine´galite´ isope´rime´trique
]∂A ≥ (eo − 1)]A
ou` e0 > 1 est inde´pendant de A et de k (e0 s’appelle la constante d’expansion).
La me´trique sur chaque Xk est donne´e par le nombre minimal d’areˆtes se´parant deux sommets.
Chaque Xk est donc un mm-espace (la mesure est la mesure de comptage normalise´e).
Il est alors facile de montrer qu’un graphe expanseur posse`de une constante de Poincare´ uniforme.
En utilisant le the´ore`me 25 et l’exemple 19, on obtient donc :
35. Proposition : Si {Xk = (Vk, Ek)}k∈N est un graphe expanseur, alors
{
Yk := 1]VkXk
}
k∈N
est une suite de Le´vy.

