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WEIGHTED MULTIPLIER IDEALS OF REDUCED DIVISORS
SEBASTIA´N OLANO
Abstract. We use methods from birational geometry to study the Hodge and weight fil-
trations on the localization along a hypersurface. We focus on the lowest piece of the Hodge
filtration of the submodules arising from the weight filtration. This leads to a sequence of
ideal sheaves called weighted multiplier ideals. The last ideal of this sequence is a multi-
plier ideal (and a Hodge ideal), and we prove that the first is the adjoint ideal. We also
study the local and global properties of weighted multiplier ideals and their applications
to singularities of hypersurfaces of smooth varieties.
A. Introduction
Let X be a smooth complex variety of dimension n. To an effective reduced divisor D on
X one can associate a sequence of ideal sheaves Ik(D) ⊆ OX , called the Hodge ideals of D
and studied in a series of papers [MP19a],[MP18],[MP19b]. They arise from the theory of M.
Saito, which induces a Hodge filtration F•OX(∗D) by coherent OX-modules on OX(∗D), the
sheaf of functions with poles along D, seen as a left DX-module. This D-module underlies
the mixed Hodge module j∗Q
H
U [n], where j : U = X r D →֒ X. Saito showed that the
Hodge filtration is contained in the pole order filtration, that is,
FkOX(∗D) ⊆ OX((k + 1)D)
for all k ≥ 0. Using this, the Hodge ideal Ik(D) is defined by
FkOX(∗D) = OX((k + 1)D)⊗ Ik(D).
The DX -module OX(∗D) is also endowed with a weight filtration W•OX(∗D) by DX -
submodules. The Hodge filtration of these submodules satisfies
FkWn+lOX(∗D) ⊆ FkOX(∗D) ⊆ OX((k + 1)D),
and similarly we can define the weighted Hodge ideals by
FkWn+lOX(∗D) = OX((k + 1)D)⊗ I
Wl
k (D).
The aim of this paper is to study the weighted Hodge ideals when k = 0, using the
methods of birational geometry and mixed Hodge modules. As the weight filtration is an
increasing filtration, we have a chain of inclusions
IW00 (D) ⊆ I
W1
0 (D) ⊆ · · · ⊆ I
Wn
0 (D).
The last member in the chain is equal to the 0-th Hodge ideal, that is, IWn0 (D) = I0(D).
This ideal is quite well understood; it is the multiplier ideal
I0(D) = J (X, (1 − ǫ)D)
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for 0 < ǫ ≪ 1 [MP19a, Proposition 10.1]. The latter is a measure of log-canonicity, which
means that using the above identification we obtain I0(D) = OX if and only if the pair
(X,D) is log-canonical [Laz04b, Definition 9.3.9]. As the 0-th weighted Hodge ideals are
contained in I0(D), by analogy we call them weighted multiplier ideals (ignoring the (1− ǫ)
twist). This paper is the starting point of the project of studying weighted Hodge ideals;
we pursue the general case in the sequel [Ola20].
Weighted multiplier ideals can be computed using a log-resolution of singularities (see
Proposition 5.1). Unlike I0(D), they are usually not defined as pushforwards of line bundles.
The lowest non-trivial weight is l = 0. For this value, the weighted multiplier ideal is the
ideal of the divisor D:
IW00 (D) = OX(−D).
The next weight is l = 1, and the 1-st weighted multiplier ideal also admits an interpretation.
Theorem A. Let X be a smooth variety and D a reduced divisor. Then
IW10 (D) = adj(D),
the adjoint ideal of D.
The adjoint ideal is a measure of rationality of a singularity. More precisely, adj(D) = OX
if and only if D is normal and has at most rational singularities [Laz04b, Proposition 9.3.48].
This ideal has been used in birational geometry, for instance, to study singularities of theta
divisors [EL97]. Theorem A gives the adjoint ideal a Hodge theoretic interpretation; to the
author’s knowledge such an interpretation was not known before.
Weighted multiplier ideals form a sequence of ideals interpolating between the adjoint
ideal and the multiplier ideal I0(D). In some sense, they measure and filter the “distance”
between the pair (X,D) having log-canonical singularities (equivalently D being Du Bois
(e.g. [KK10])), and having canonical singularities (or equivalently D having rational singu-
larities).
Recall that weighted multiplier ideals satisfy
I
Wl−1
0 (D) ⊆ I
Wl
0 (D).
The difference between these ideals is measured by a sheaf, denoted by Cl (see Definition 6.1),
that is supported on the singular locus of D for l ≥ 2. If D has isolated singularities, these
sheaves are skyscraper sheaves and we give a description of their length. For simplicity,
assume D has one isolated singularity x ∈ D, after possibly restricting to an open set.
Theorem B. Let g : D˜ → D be a log-resolution of singularities which is an isomorphism
outside of x, and let G be the exceptional divisor. For l ≥ 2,
dim (Cl)x = h
0,n−l(Hn−2(G)),
where h0,n−l(Hn−2(G)) are the Hodge numbers of the mixed Hodge structure on Hn−2(G).
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In the case l = n, the dimension of (Cn)x can be identified with a Betti number of the
dual complex ∆(G). The dual complex is a CW complex that can be defined for a variety
with simple normal crossings (see for instance [Pay13]).
Corollary C. Using the notation above,
dim (Cn)x = h
0,0(Hn−2(G)) = dim(W0H
n−2(G)) = bn−2(∆(G)).
The last equality follows from an interpretation of the cohomology of the dual complex
∆(G) as the lowest weight of the cohomology of G (see [Pay13, Section 3]).
The dimension of (C2)x admits a simpler interpretation. Let G = ∪Gi be the decompo-
sition into irreducible components. Each Gi is a smooth projective variety, endowed with
the usual Hodge numbers.
Corollary D. Using the same notation,
dim (C2)x = h
0,n−2(Hn−2(G)) =
∑
h0,n−2(Gi).
The second equality follows from the description of the mixed Hodge structure on the
cohomology of G (see Section 2).
For example, when X is a smooth threefold and D a normal surface, (C3)x and (C2)x are
the two skyscraper sheaves described by Theorem B. We have a chain of ideals
adj(D) = IW10 (D) ⊆ I
W2
0 (D) ⊆ I0(D).
Using Corollary D we obtain that the first two ideals are equal if and only if all of the
irreducible components of the exceptional divisor G are rational curves. Corollary C says
that the last two ideals coincide if and only if the dual complex ∆(G), which is a graph,
has no cycles. The three ideals can be different, as seen in the example of X = A3,
D = ((x3 + y3 + z3)(y2z − x3 + 4xz2) + x6yz = 0) and the singularity x = (0, 0, 0) (see
Example 8.3). In this case, dim (C2)x = 2 and dim (C3)x = 8. Note that this singularity
is not weighted homogeneous. In such a case, that is, if D has at most isolated weighted
homogeneous singularities, there are at most two different weighted multiplier ideals (see
Proposition 10.1).
An immediate consequence of Theorem B is that we can describe the difference between
the adjoint ideal and the ideal I0(D) at a singular point x ∈ D in terms of these dimensions:
n∑
l=2
dim (Cl)x = dimGr
0
F (H
n−2(G)) = hn−2(G,OG).
This dimension is known, for instance, if the pair (X,D) is log-canonical and D does not
have rational singularities. Ishii proved that under these assumptions
hn−2(G,OG) = 1
[Ish85, Proposition 3.7]. Thus, there exists a value l such that
dim (Cl)x = 1,
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while the others are zero. A log-canonical singularity is called of type (0, n−l) if h0,n−l(Hn−2(G)) =
1 [Ish85, Definition 4.1], or equivalently if dim (Cl)x = 1. For instance, if X is a smooth
threefold and D a normal surface, a log-canonical singularity is of type (0, 1) if it is simple
elliptic, and of type (0, 0) if it is a cusp singularity.
Weighted multiplier ideals also satisfy global results. When X is a smooth projective
variety, as a multiplier ideal the 0-th Hodge ideal satisfies the Nadel vanishing theorem (see
[Laz04b, Theorem 9.4.8]). This theorem says that given an ample line bundle L, one has
H i(X,ωX(D)⊗ L⊗ I0(D)) = 0
for i ≥ 1. An easy application of a vanishing theorem of Saito [Sai90, Proposition 2.33]
shows that the same holds for the weighted multiplier ideals (see Proposition 11.1). In
the case when D is an ample divisor, the vanishing still holds with L = OX under some
restrictions.
Theorem E. Let X be a smooth projective variety and suppose D is ample with at most
isolated singularities. Then
H i(X,ωX(D)⊗ I
Wl
0 (D)) = 0
for i ≥ 1 and l ≥ 1, except possibly if l = 1, i = 1 and dimX ≥ 3.
For an example where the vanishing does not hold when l = 1 and i = 1 see Remark 12.3.
Theorem E follows from a general result that does not require D to have isolated singular-
ities (see Proposition 12.1).
The local and global results described above can be used to obtain results about the
geometry of certain isolated singular points on hypersurfaces of Pn.
Corollary F. Let D ⊆ Pn be a hypersurface of degree d with at most isolated singularities.
Denote by Zl the scheme defined by I
Wl
0 (D). Then,
H0(Pn,OPn(k))→ H
0(Pn,OZl)
for k ≥ d− n− 1 if l ≥ 2, and k ≥ d− n if l = 1.
For instance, this gives a bound on the number of cusp singularities in a normal surface
D ⊆ P3, such that (P3,D) is log-canonical (see Corollary 13.1).
Finally, we study the behavior of weighted multiplier ideals of a pair (X,D) and the pair
(H,DH), where H ⊆ X is a general hypersurface and DH is the restriction of D to H. As
H is general, it is smooth and the ideal IWl0 (DH) is well defined.
Theorem G. Let H ⊆ X be a general element of a base-point free linear system on X,
and D
∣∣
H
= DH . For all l ∈ Z,
IWl0 (D) ·OH = I
Wl
0 (DH).
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This result is the analogue of the Restriction Theorem for multiplier ideals when the hy-
persurface is general [Laz04b, Theorem 9.5.1]. For a more general statement, see Remark 14.2.
Using Theorem G, we obtain generic description of the sheaf Cl. More precisely, recall that
the sheaves Cl with l ≥ 2 are supported on the singular locus of D. The rank of Cl seen as
a coherent sheaf over each of the irreducible components of Dsing is computed in terms of
a resolution of singularities (see Proposition 14.5).
Acknowledgements. I would like to thank Mihnea Popa for his constant support during
the project, and Tommaso de Fernex, Lawrence Ein, Sa´ndor Kova´cs, Mircea Mustat¸a˘, and
Mingyi Zhang for very helpful discussions.
B. Preliminaries
1. Mixed Hodge modules. In this section, we recall some facts about mixed Hodge
modules and set up the notation we use throughout this paper.
Let X be a smooth variety of dimension n. For a graded-polarizable mixed Hodge module
M , we denote the underlying left regular holonomic DX -module by M. Throughout this
paper, we will only use left DX -modules. We denote by W•M the weight filtration on M
and by
grWl M :=WlM/Wl−1M
the quotient, which is a polarizable Hodge module of weight l. We denote by F•M the
Hodge filtration. The de Rham complex is defined as:
DR(M) =
[
M→ Ω1X ⊗OX M→ · · · → ωX ⊗OX M
]
[n],
and the Hodge filtration of M induces a filtration on this complex:
FpDR(M) =
[
FpM→ Ω
1
X ⊗OX Fp+1M→ · · · → ωX ⊗OX Fp+nM
]
[n].
The p-th subquotient of this filtration is the complex
grFp DR(M) =
[
grFp M→ Ω
1
X ⊗OX gr
F
p+1M→ · · · → ωX ⊗OX gr
F
p+nM
]
[n].
Let D be a reduced effective divisor. The main mixed Hodge module we study in this
paper is j∗Q
H
U [n], where j : U = X rD →֒ X, whose underlying DX-module is the sheaf
of function with poles along D: OX(∗D). To study OX(∗D), we use a better understood
mixed Hodge module, and the properties of pushforwards. For this, we fix a log-resolution
of singularities of (X,D), that is, a proper morphism f : Y → X such that Y is smooth, it
is an isomorphism over U , and (f∗D)red = E is a divisor with simple normal crossings. In
this setup we have:
(1.1) f+OY (∗E) ∼= H
0f+OY (∗E) ∼= OX(∗D)
(see for example [MP19a, Lemma 2.2]). As E is a simple normal crossings divisor, the
weight filtration of the DY -module OY (∗E) can be described in terms of the strata. The
lowest degree of the weight filtration is n = dimY , that is:
Wn−1OY (∗E) = 0.
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The lowest piece corresponds to the canonical Hodge module of Y :
WnOY (∗E) ∼= OY .
To describe the rest of the subquotients, we introduce the following very useful notation.
Let
E =
⋃
i∈I
Ei.
The variety
E(l) =
⊔
J⊆I
|J |=l
EJ
is a smooth and possibly disconnected variety. If we denote il : E(l) → Y the map such
that on each component is the inclusion, then
(1.2) grWn+l OY (∗E)
∼= il+OE(l)
with a Tate twist (see [KS18, Prop 9.2]).
In order to describe the weight filtration of a pushforward of a projective morphism, a
useful tool is to use the spectral sequence associated to the weight filtration:
(1.3) Ep,q1 = H
p+qf+(gr
W
−p OY (∗E))⇒ H
p+qf+OY (∗E),
which degenerates at E2, and there is an isomorphism:
Ep,q2
∼= grWq H
p+qf+OY (∗E)
[Sai90, Proposition 2.15].
2. Mixed Hodge structure of a simple normal crossings variety. The description of
the mixed Hodge structure of a simple normal crossings variety is used in several instances
throughout the paper. We state the complete description for the convenience of the reader.
Let D be a simple normal crossings variety. We define the map Hk
(
D(r)
) δr−→ Hk(D(r+
1)
)
in the following way: for a component DJ of D(r + 1), we have the inclusions λi,r+1 :
DJ →֒ DJr{ji}, where J = {j1, . . . , jr+1} and j1 < · · · < jr+1. We obtain the map
λi,r+1 : D(r + 1)→ D(r),
which is the corresponding inclusion on each component. The map δr is defined as the
alternating sum of the pullbacks
δr :=
r+1∑
i=1
(−1)i+1λ∗i,r+1
on Hk
(
D(r)). We obtain the complex
0 −→ Hk
(
D(1)
) δ1−→ Hk(D(2)) δ2−→ · · · δl−→ Hk(D(l + 1)) δl+1−→ · · · ,
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in which all cohomologies have C-coefficients. The weight k piece of the mixed Hodge
structure on the cohomology of D are the cohomologies of this complex. More precisely, we
have
(2.1) GrWk H
k+l(D) = ker δl+1/ im δl.
The Hodge space Hp,q
(
GrWk H
k+l(D)
)
is obtained by applying first Hp,q to the complex and
then taking the cohomologies. The 0-th Hodge piece of the cohomologies has a description
in terms of the cohomologies of the sheaf OD, which says
GrF0 H
k(D) ∼= Hk(D,OD)
(see [Ste83, (1.5)]).
C. Characterizations
3. Definition. In this section, we introduce the weighted multiplier ideals using the theory
of mixed Hodge modules.
A fundamental result by Saito about the Hodge filtration on OX(∗D) states that
FkOX(∗D) ⊆ OX((k + 1)D)
(see [Sai93, Proposition 0.9]). Using this result, Hodge ideals, denoted Ik(D), are defined
using the formula
FkOX(∗D) = Ik(D)⊗ OX((k + 1)D)
(see [MP19a, Definition 9.4]). In this paper, we are interested in the case of k = 0. We
introduce and study weighted multiplier ideals, which are contained in the 0-th Hodge ideal
I0(D), and are defined using that the weight filtration of OX(∗D) satisfies
FkWn+lOX(∗D) ⊆ FkOX(∗D) ⊆ OX((k + 1)D)
for all k ≥ 0.
Definition 3.1 (Weighted multiplier ideals). Let X be a smooth complex variety and D a
reduced divisor. For l ≥ 0, we define the ideal sheaf IWl0 (D) on X by the formula
F0Wn+lOX(∗D) = I
Wl
0 (D)⊗ OX(D).
We call IWl0 (D) the l-th weighted multiplier ideal of D.
It is easy to see that there is in fact a chain of inclusions
(3.2) IW10 (D) ⊆ I
W2
0 (D) ⊆ · · · ⊆ I
Wn−1
0 (D) ⊆ I
Wn
0 (D).
Indeed, the weight filtration of OX(∗D) is an increasing filtration, hence
F0Wn+lOX(∗D) ⊆ F0Wn+l+1OX(∗D),
or equivalently
OX(D)⊗ I
Wl
0 (D) ⊆ OX(D)⊗ I
Wl+1
0 (D).
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4. Simple normal crossings divisor. When D is a simple normal crossings divisor, the
ideals IWl0 (D) can be identified with the ideals defining the strata of the divisor D.
Before giving the description, we note that the weighted multiplier ideals can be identified
using the weight filtration of the sheaf ωX(D) (for a description of the weight filtration, see
[Voi07, Section 8]).
Proposition 4.1. Using the notation above
ωY (D)⊗ I
Wl
0 (D)
∼=WlωY (D).
Proof. There is a filtered quasi-isomorphism
Ω•X(logD)[n] →֒ DR(OY (∗D))
(see for example [KS18, Prop 9.1]). The complex Ω•X(logD) has a weight filtration given
by WlΩ
•
X(logD), and a Hodge filtration given by the trivial filtration of the complex (see
[CEZGL14, Section 3.4.1]). This means that WlΩ
•
X(logD)[n] and DR(Wl+nOY (∗D)) are
quasi-isomorphic, with the induced Hodge filtrations. Therefore,
(4.2) grF−nDR(Wn+lOX(∗D))
∼= grF−nWlΩ
•
X(logD)[n]
∼=WlωX(D).
The lowest degree of the Hodge filtration of Wn+lOX(∗D) is 0, hence
grF−nDR(Wn+lOX(∗D))
∼= ωX ⊗ F0OX(∗D) ∼= ωX(D)⊗ I
Wl
0 (D).
The result follows from combining the two isomorphisms above. 
Using a local computation, we now show that the weighted multiplier ideals can be
identified with the ideals of the intersections of the irreducible components of D.
Proposition 4.3. Let X be a smooth complex variety and D a simple normal crossings
divisor. Then
IWl0 (D) = IDl+1 ,
the ideal sheaf corresponding to Dl+1, where
Dj =
⋃
|J |=j
DJ .
Proof. Suppose that around a point p ∈ X we have coordinates x1, . . . , xn such that D is
defined by x1 · · · xr = 0. Let I = {1, . . . , r}. The generators of WlωY (D) when 0 ≤ l ≤ r
are {
ω
xJ
}
J⊆I, |J |=l
where ω is the standard generator of ωX , and for J = {j1, · · · , jl}, xJ = xj1 · · · xjl . If l > r,
it has the same one generator as for r. These generators can be rewritten as
ω
x1 · · · xr
· xIrJ .
This means that around the point
IWl0 (D) =
〈{
xi1 · · · xir−l : ij ∈ I
}〉
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if 0 ≤ l < r, and
IWl0 (D) = OY
if l ≥ r. 
5. General case. The weighted multiplier ideals for reduced divisors have an equivalent
definition using log-resolutions that does not require the theory of mixed Hodge modules.
After establishing this equivalent definition, we prove Theorem A.
First, let us recall the birational definition of I0(D). Let X be a smooth complex variety
and D a reduced effective divisor. Let f : Y → X be a log-resolution of the pair (X,D).
As the 0-th Hodge ideal is the multiplier ideal
I0(D) = J (X, (1 − ǫ)D),
for 0 < ǫ≪ 1 by [MP19a, Proposition 10.1], we have that
f∗ωY (E) ∼= ωX(D)⊗ I0(D).
The weighted multiplier ideals admit a similar interpretation.
Proposition 5.1. Let f : Y → X be a log-resolution of the pair (X,D). Then
f∗WkωY (E) ∼= ωX(D)⊗ I
Wk
0 (D).
Remark 5.2. The weight filtration of ωY (E) is concentrated in degrees 0 to n. For degree
n, WnωY (E) = ωY (E), therefore
I0(D) = I
Wn
0 (D).
To obtain this result, we use the fact that the weight filtration of OX(∗D) is determined by
the weight filtration of OY (∗E) and the pushforwards of the weighted pieces. The following
result is a description of the lowest Hodge piece of these pushforwards and is the key in the
proof of Proposition 5.1.
Lemma 5.3. There are isomorphisms:
(i) Rpf∗WkωY (E) ∼= F0(H
pf+(Wk+nOY (∗E))) ⊗ ωX .
(ii) Rpf∗ωE(k) ∼= F0(H
pf+(gr
W
n+k OY (∗E))) ⊗ ωX .
Proof. Recall (4.2):
F0Wk+nOY (∗E) ⊗ ωX = gr
F
−nDR(Wk+nOY (∗E))
∼=WkωY (E).
We use the compatibility of grF−nDR and the pushforwards that in this case says
(5.4) Rf∗ gr
F
−nDR(Wk+nOY (∗E))
∼= grF−nDR(f+(Wk+nOY (∗E)))
(see [Sai88, 2.3.7]). The lowest degree of the Hodge filtration of Hpf+(Wk+nOY (∗E)) is
0, therefore grF−nDR applied to this Hodge module is isomorphic to a sheaf in degree 0.
Moreover, this sheaf is
F0(H
pf+(Wk+nOY (∗E))) ⊗ ωX .
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Applying Hp to (5.4) and using that grF−nDR(H
pf+(Wk+nOY (∗E))) is a sheaf, we obtain
the first isomorphism (see e.g. [Sch14, Theorem 28.1]). The second isomorphism follows by
similar arguments. 
The proof of Proposition 5.1 is a combination of the definition of the weight filtration of
OX(∗D) and the previous lemma.
Proof of Proposition 5.1. The weight filtrations of OY (∗E) and OX(∗D) are related by:
Wn+kOX(∗D) ∼= im[H
0f+(Wn+kOY (∗E))
ak→ H0f+(OY (∗E))]
by [Sai90, Theorem 2.14] together with (1.1). Applying Lemma 5.3 to the map ak, we
obtain
F0Wn+kOX(∗D) ⊗ ωX = gr
F
−nDRWn+kOX(∗D)
∼= im[f∗WkωY (E)→ f∗ωY (E)]
which is an inclusion. Finally, recall that
F0Wn+kOX(∗D) = ωX(D)⊗ I
Wk
0 (D).

Using Proposition 5.1 we now give descriptions of the weighted multiplier ideals for low
weights. For weight l = 0, the weighted multiplier ideal is the ideal of the divisor D:
IW00 (D) = OX(−D).
Indeed, this is a consequence of the isomorphism
f∗ωY ∼= ωX .
When l = 1 we have the following interpretation.
Proposition 5.5. Using the notation above,
f∗W1ωY (E) = ωX(D)⊗ adj(D).
Remark 5.6. WhenD is a simple normal crossings divisor, this was observed in Proposition 4.3.
Proof. Consider the following map between the two short exact sequences:
0 ωY ωY (D˜) ωD˜ 0
0 ωY W1ωY (E) ωE(1) 0
= α
where the inclusion on the right is the identity map on its corresponding summand, and
the map α is the inclusion
ωY (D˜) →֒W1ωY (E).
After applying f∗ to the diagram, we obtain:
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0 ωX ωX(D)⊗ adj(D) f∗ωD˜ 0
0 ωX f∗W1ωY (E) f∗ωE(1) 0
= β
To complete the proof, it is enough to show that given an irreducible component Ei ⊆ E
that is exceptional, f∗ωEi = 0, as by the snake lemma we obtain that β is an isomorphism.
An even stronger statement is well known. We include a proof of this simple case for com-
pleteness.
We can assume f is a sequence of blowups, and let g : X1 → X0 be one of such blowups
such that it the image of Ei in X1 is a divisor, but it is not in X0. Say g is a blowup of
Z ⊆ X0, F is the exceptional set of g and g
′ : F → Z is the restriction of g to F . We have
that F is a Pn−1−s-bundle over Z, where s = dimZ. As ωF
∣∣
g−1(z)
∼= ωPn−1−s and
H0(Pn−1−s, ωPn−1−s) = 0
we obtain that
g′∗ωF = 0
and hence
g∗ωF = 0.
Let h : Y → X1 be the composition of the sequence of blowups up until X1 and h
′ : Ei → F
the restriction to Ei. The morphism h
′ is birational, hence h′∗ωEi
∼= ωF , hence
h∗ωEi
∼= ωF .
These two equations imply
f∗ωEi = 0.

Proof of Theorem A. The results follows from combining Proposition 5.1 and Proposition 5.5.

D. Local Study
The difference between consecutive weighted multiplier ideals is measured by sheaves we
introduce, which in most of the cases have their support contained in the singular locus of
D. When D has at most isolated singularities, these shaves are supported on the singular
points, and so it makes sense to talk about their dimension at a point. Theorem B states
that the dimension of these sheaves are measured by invariants of the singularities, and
we prove this result in Section 9. Before giving the general proof, we examine some low
dimensional cases for which the result follows from more elementary techniques.
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6. Measuring the difference between weighted multiplier ideals. Note that there
is a short exact sequence
0→ ωX(D)⊗ I
Wk−1
0 (D)→ ωX(D)⊗ I
Wk
0 (D)→ Ck → 0
which is obtained by applying the functor grF−nDR to the short exact sequence given by
the weight filtration
0→Wn+k−1OX(∗D)→Wn+kOX(∗D)→ gr
W
n+k OX(∗D)→ 0.
Definition 6.1. We define
Ck := gr
F
−nDR(gr
W
n+k OX(∗D)).
Denote
C˜k := Ck ⊗ ωX(D)
−1.
These sheaves measure the difference between consecutive weighted multiplier ideals.
For k = 0 and k = 1 they have an easy description. In the first case, it is easy to see that
C0 = ωX . For k = 1 we have
(6.2) C1 ∼= f∗ωD˜.
Indeed, it follows from the proof of Theorem A, where it was observed that the sequence
0→ ωX(D)⊗ I
W0
0 (D)→ ωX(D)⊗ I
W1
0 (D)→ C1 → 0
can be identified with the well known sequence:
0→ ωX → ωX(D)⊗ adj(D)→ f∗ωD˜ → 0.
For the other values of k we have the following.
Remark 6.3. For k ≥ 2, SuppCk ⊆ Dsing. This follows from the fact that the adjoint
ideal is supported on the singular locus of D. We can also use (1.3) for p = −n − k and
q = n+ k, noting that
f(E(k)) ⊆ Dsing
for k ≥ 2, together with (1.1) and (1.2).
7. Curves in surfaces. Let X be a smooth surface and D a curve. In this case, we can
give a complete description of the sheaves Ck. Using the notation of the previous section,
n = 2, which means that we are only missing a description of C2. This sheaf measures
the difference between the ideal I0(D) and the adjoint ideal of D. By Remark 6.3, C2 is a
skyscraper sheaf. It is easy to see that the dimension of C2 on a singular point of x ∈ D is
dim (C2)x = #g
−1(x)− 1,
where g : D˜ → D is the restriction of f to D˜. To conclude this, we use an argument similar
to the one we present in the next section. That argument is more intricate, and this result
follows directly from it adjusting it to this dimension.
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8. Surfaces in threefolds. It is illustrative to give a proof of Theorem B in the case of a
smooth threefold X and D a surface with at most isolated singularities. In the next section,
a general proof is given using the theory of mixed Hodge modules. For the proof in this
section, we can recover some of those results without the use of such theory. In this way,
this proof helps to illustrate what is happening in higher dimension.
Let X be a smooth threefold and D a normal surface. As D has isolated singularities,
Ck is a skyscraper sheaf for k ≥ 2 by Remark 6.3. In this case, we can give descriptions
at a singular point of D of the sheaves C2 and C3. These sheaves measure the differences
between the one potential “new” ideal IW20 (D) and the extremes in the following chain of
inclusions:
IW10 (D) = adj(D) ⊆ I
W2
0 (D) ⊆ I0(D).
In order to describe them, we first fix some notation. Let f : Y → X be a log-resolution
of (X,D) and denote f−1(D)red = E = D˜ + F . For simplicity, we assume that x ∈ D is
the only singular point of D, and G := f−1(x)red ∩ D˜. The curve G is a simple normal
crossings variety, and it is g−1(x)red, where g : D˜ → D is defined by restricting f to D˜.
Recall that for a simple normal crossings variety G, we can define the dual complex ∆(G).
For the definition of dual complex see [Pay13, Section 2]. The statement of Theorem B in
this dimension is the following:
(i) dim (C2)x = h
0,1(H1(G)) = h0,1(G(1)) =
∑
g(Gi).
(ii) dim (C3)x = h
0,0(H1(G)) = b1(∆(G)).
The second equalities are explained in the proof. This result has the following immediate
consequence.
Corollary 8.1. The inclusion
IW10 (D)x ⊆ I
W2
0 (D)x
is an isomorphism if and only if every component of G(1) is rational. The inclusion
IW20 (D)x ⊆ I0(D)x
is an isomorphism if and only if the dual complex associated to G is contractible (i.e has no
cycles).
Remark 8.2. Note that this condition is determined by a minimal resolution of D, since
on a different log-resolution we have only extra rational exceptional curves, which do not
form new cycles.
Example 8.3. The two inclusions in Corollary 8.1 can be strict, as is the case of X = A3
and D ⊆ X defined by
(x3 + y3 + z3)(y2z − x3 + 4xz2) + x6yz = 0.
The surface D has an isolated singularity at (0, 0, 0). A log-resolution of singularities is
obtained by first blowing up this point, and then blowing up the 9 singular points in the
exceptional set. The 9 points correspond to the intersection points of the cubics (x3 +
y3 + z3 = 0) ⊆ P2 and (y2z − x3 + 4xz2 = 0) ⊆ P2, which intersect transversely. Each of
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these points is a node in the strict transform of D, and by blowing them up we obtain a
log-resolution of singularities. Using this resolution we obtain
dim (C2)(0,0,0) = 2,
as there are two genus one exceptional curves isomorphic to the cubics described above, and
the other exceptional curves are rational. Also, using the explicit description of the dual
complex we obtain
dim (C3)(0,0,0) = 8.
Surfaces in A3 defined by an equation
f1 · · · fr +M = 0
where fi = 0 is a curve in P
2, and at least one is non-rational, and M is a high degree
monomial such that the equation has isolated singularities, give other examples of a pair
(X,D) for which the three ideals are different.
The proof of Theorem B for n = 3 is split into Proposition 8.4, Proposition 8.8, Proposition 8.10
and Proposition 8.12. Note that after possibly restricting to an affine open set of X which
contains the singular point x, we can assume that X is a projective variety. Indeed, there
is an open set around x which has a smooth projective compactification X¯ . Let D¯ be the
closure of D in X¯. Consider a log-resolution of (X¯ r x, D¯r x) given by a sequence of blow
ups with centers over the singular locus of D¯ r x. By blowing up the same sequence of
centers over X¯, we obtain a map X1 → X¯ . Let D1 be the strict transform of D¯. By con-
struction, the map is an isomorphism over (X,D), and D1 has only one isolated singularity
corresponding to x ∈ D. We replace (X,D) with (X1,D1).
Proposition 8.4. There is an isomorphism,
(C2)x ∼= coker
[
H0,1(F (1))
α
→ H0,1(E(2))
]∗
where the map is given by restriction.
Proof. By [Voi07, Proposition 8.32],
WlωY (E)/Wl−1ωY (E) ∼= ωE(l),
identifying ωE(l) with the pushforward. Using the short exact sequence
0→ ωY → W1ωY (E)→ ωE(1) → 0
we obtain
(8.5) R1f∗(W1ωY (E))x ∼= (R
1f∗ωE(1))x ∼= H
2,1(F (1))x ∼= H
0,1(F (1))∗x.
(8.6) R2f∗(W1ωY (E))x ∼= (R
2f∗ωE(1))x ∼= H
2,2(F (1))x ∼= H
0(F (1))∗x.
The second isomorphism in each of the equations follows from Grauert–Riemenschneider
vanishing theorem, and the last one is given by Poincare´ duality.
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Pushing forward the short exact sequence
0→W1ωY (E)→W2ωY (E)→ ωE(2) → 0
we obtain:
(8.7)
0→ IW10 (D)⊗ωX(D)→ I
W2
0 (D)⊗ωX(D)→ f∗ωE(2)
δ
→ R1f∗(W1ωY (E))→ R
1f∗(W2ωY (E))
As every component of E(2) is exceptional,
(f∗ωE(2))x ∼= H
1,0(E(2))x.
Composing δ with the isomorphism (8.5) on the stalk of x, we obtain that
(C2)x ∼= ker
[
H1,0(E(2))x → H
2,1(F (1))x
]
,
and the map is the Gysin map. The kernel is isomorphic to the cokernel of the dual map,
that is
(C2)x ∼= coker
[
H0,1(F (1))x → H
0,1(E(2))x
]∗
.

Proposition 8.8. Using the notation of Proposition 8.4,
dim (C2)x = h
0,1(G(1)).
Proof. We prove first that
(8.9) H0,1(F (1)) ∼= H0,1(F (2)).
As F (3) is 0-dimensional, we have a short exact sequence
0→ H0,1GrW1 H
1(F )→ H0,1(F (1))→ H0,1(F (2))→ 0.
Indeed, the last map is surjective since the cokernel is isomorphic toH0,1GrW1 H
2(F ). Using
the long exact sequences of the pairs (Y, F ) and (X,x), together with the identification of
Y r F and X r x, we obtain the following isomorphisms:
GrW1 H
2(F ) ∼= GrW1 H
3
c (Y r F )
∼= GrW1 H
3(X) = 0
where the last equality follows from the fact that X is smooth. Moreover, GrW1 H
1(F ) = 0.
Indeed, using again the long exact sequence associated to the pair (X,x), and applying
GrW1 we obtain the exact sequence:
0→ GrW1 H
1
c (X r x)→ H
1(X)→ GrW1 H
1(x)→ GrW1 H
2
c (X r x)→ Gr
W
1 H
2(X).
As X is smooth, we obtain
GrW1 H
1
c (X r x)
∼= H1(X)
and
Gr1H
2
c (X r x) = 0.
Using the long exact sequence associated to the pair (Y, F ), and applying GrW1 we obtain
the exact sequence:
0→ GrW1 H
1
c (Y r F )→ H
1(Y )→ GrW1 H
1(F )→ GrW1 H
2
c (Y r F ).
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As Y r F ∼= X r x the claim follows from the fact that
H1(X) ∼= H1(Y ),
as they are birational, and the Hodge numbers h1,0 coincide for both varieties.
From Proposition 8.4, we have
dim (C2)x = h
0,1(E(2)) − h0,1(F (1)) + dimkerα.
Note that kerα ⊆ H0,1GrW1 H
1(F ) = 0, as a class in the kernel must map to 0 in H0,1(F (2))
as well. By the equality E(2) = G(1) ⊔ F (2), together with (8.9) we obtain
dim (C2)x = h
0,1(G(1)).
By Section 2,
h0,1(G(1)) = h0,1(H1(G)).

Proposition 8.10. There is an isomorphism,
(C3)x ∼= coker
[
H0(E(2))/H0(F (1))→ H0(E(3))
]∗
.
Proof. Pushing forward the short exact sequence
0→W2ωY (E)→ ωY (E)→ ωE(3) → 0,
we obtain
(8.11) 0→ IW20 (D)⊗ ωX(D)→ I0(D)⊗ ωX(D)→ f∗ωE(3) → R
1f∗(W2ωY (E))→ 0,
as R1f∗ωY (E) = 0 by [MP19a, Corollary 12.1]. From the sequence, it follows that
(C3)x ∼= ker
[
H0(E(3))x
η
→ (R1f∗(W2ωY (E)))x
]
.
The next terms in the long exact sequence (8.7) are:
R1f∗(W1ωY (E))
β
→ R1f∗(W2ωY (E))→ R
1f∗ωE(2) → R
2f∗W1ωY (E)→ 0.
In Proposition 8.8 it was shown that kerα = 0, and this is equivalent to β = 0. The
sequence above, after composing with the isomorphism (8.6) is isomorphic to the following
short exact sequence:
0→ (R1f∗(W2ωY (E)))x → H
1,1(E(2))x → H
2,2(F (1))x → 0.
As the first map is injective,
(C3)x ∼= ker
[
H0(E(3))x → H
1,1(E(2))x
]
,
where the map is given by the compositionH0(E(3))x
η
→ (R1f∗(W2ωY (E)))x → H
1,1(E(2))x.
Equivalently
(C3)x ∼= coker
[
H0(E(2))→ H0(E(3))
]∗
by taking the dual map. Note that the image of H0(F (1)) → H0(E(2)) lies in the kernel
of the map above (which follows from dualizing the short exact sequence), and the map is
injective on this quotient. The result follows. 
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Proposition 8.12. Using the notation of Proposition 8.10,
dim (C3)x = b1(∆(G)).
Proof. The cohomology of ∆(G) is isomorphic to the lower weight of the cohomology of G,
that is
Hk(∆(G)) ∼=W0H
k(G)
(see for example [Pay13, Section 3.]). Recall that
W0H
1(G) ∼= coker [H0(G(1)) → H0(G(2))].
The kernel of this map is isomorphic to C, as G is connected. Hence,
b1(∆(G)) = b0(G(2)) − b0(G(1)) + 1.
There is an exact sequence
(8.13) 0→ C→ H0(F (1)) → H0(F (2))→ H0(F (3))→ 0.
Indeed, this follows because
W0H
j(F ) ∼=W0H
j+1
c (Y r F )
∼=W0H
j+1(X) = 0
for j = 1, 2, by a similar argument as the one used in Proposition 8.8, and the fact that F
is connected. Applying Proposition 8.10 and (8.13), we obtain
dim(C3)x = dim (coker
[
H0(E(2))/H0(F (1))→ H0(E(3))
]∗
)
= b0(G(2)) + b0(F (3)) − (b0(F (2)) + b0(G(1)) − b0(F (1)))
= b0(G(2)) − b0(G(1)) + 1
= b1(∆G)

9. Higher dimension. In this section we give a general identification of the sheaves Ck
that generalize the descriptions given in Section 8. This identification works for a pair of a
smooth variety X and a reduced divisor D, with no restrictions on the singularities of D.
Next, we give a proof of Theorem B.
Let f : Y → X be a log-resolution and E := f−1(D)red.
Proposition 9.1. There is an exact sequence
0→ Ck → f∗ωE(k) → R
1f∗ωE(k−1) → · · · → R
k−1f∗ωE(1) → 0
Proof. Consider the spectral sequence (1.3). The maps E−n−k+j−1,n+k1 → E
−n−k+j,n+k
1 →
E−n−k+j+1,n+k1 correspond to
Hj−1f+(gr
W
n+k−j+1OY (∗E))→ H
jf+(gr
W
n+k−j OY (∗E)) → H
j+1f+(gr
W
n+k−j−1OY (∗E)).
For j ≥ 1, Hjf+OY (∗E) = 0 by (1.1), thus the complex above is exact. Applying
Lemma 5.3, we obtain the exact sequence
Rj−1f∗ωE(k−j+1) → R
jf∗ωE(k−j) → R
j+1f∗ωE(k−j−1).
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Finally, for j = 0 we have that
E−n−k,n+k2
∼= grWn+kH
0f+OY (∗E) ∼= gr
W
n+k OX(∗D).
Applying Lemma 5.3 again, the corresponding exact sequence is then
0→ Ck → f∗ωE(k) → R
1f∗ωE(k−1).

Corollary 9.2. There is an isomorphism
Ck ∼= ker[f∗ωE(k) → R
1f∗ωE(k−1)].
Remark 9.3. The map
f∗ωE(k) → R
1f∗ωE(k−1)
can be described in simple terms. Consider the short exact sequences:
0→Wk−1ωY (E)→WkωY (E)→ ωE(k) → 0
and
0→Wk−2ωY (E)→Wk−1ωY (E)→ ωE(k−1) → 0.
By pushing them forward, we obtain the following maps:
f∗ωE(k) → R
1f∗Wk−1ωY (E)
and
R1f∗Wk−1ωY (E)→ R
1f∗ωE(k−1).
The map
f∗ωE(k) → R
1f∗ωE(k−1)
is the composition of these two maps.
From now on we assume that D has only one isolated singularity x ∈ D. As in Section
8, we assume that X is a smooth projective variety.
Proof of Theorem B. First, we show that dimension
h0,n−l(Hn−2(G))
does not depend on the log-resolution of singularities that is an isomorphism outside of x.
It is enough to show this is satisfied for two resolution of singularities g1 : D1 → D and
g2 : D2 → D, such that there is a morphism h : D1 → D2, with g1 = g2 ◦ h. We denote by
Gi the exceptional divisor of gi. There is an exact sequence of mixed Hodge structures
Hn−3(G1)→ H
n−2(D2)→ H
n−2(D1)⊕H
n−2(G2)→ H
n−2(G1)→ H
n−1(D2)
as the map h has discriminant G2 (see [PS08, Corollary 5.37]). After taking Gr
0
F Gr
W
n−l, for
l ≥ 3, we obtain the sequence
0→ H0,n−l(Hn−2(G2))→ H
0,n−l(Hn−2(G1))→ 0.
For l = 2 we obtain
0→ H0,n−2(D2)→ H
0,n−2(D1)⊕H
0,n−2(Hn−2(G2))→ H
0,n−2(Hn−2(G1))→ 0.
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As D1 and D2 are birational, h
0,n−2(D1) = h
0,n−2(D2), hence
h0,n−2(Hn−2(G1)) = h
0,n−2(Hn−2(G2)).
Let f : Y → X be a log-resolution that is an isomorphism outside of x, and E :=
f−1(D)red. This defines a log-resolution of singularities g : D˜ → D by restriction, which is
an isomorphism outside of x. We use the spectral sequence (1.3) for the constant map from
X to a point. In this case it says
(9.4) E−n−l,q1 = H
q−n−l(X,DR(grWn+l OX(∗D)))⇒ H
q−l(U,C),
as DR(OX(∗D)) ∼= Rj∗CU [n], where j : U = X rD →֒ X. We also have the isomorphism
E−n−l,q2
∼= GrWq H
q−l(U).
Consider the maps
E−n−l−1,n+l1 → E
−n−l,n+l
1 → E
−n−l+1,n+l
1 ,
which correspond to
H−1(X,DR(grWn+l+1 OX(∗D)))→ H
0(X,DR(grWn+l OX(∗D)))→ H
1(X,DR(grWn+l−1 OX(∗D))).
By the degeneration of the Hodge-to-de-Rham spectral sequence, we have
grF−nH
i(X,DR(grWn+k OX(∗D)))
∼= H i(X,Ck)
(see for example [MP19a, Example 4.2]). Thus, we obtain that the corresponding grF−n piece
of the maps above are
H−1(X,Cl+1) = 0→ H
0(X,Cl)→ H
1(X,Cl−1).
For l ≥ 3, H1(X,Cl−1) = 0 by Remark 6.3. Hence,
H0(X,Cl) ∼= gr
F
−nE
−n−l,n+l
2
∼= Hn,l(Hn(U)).
There is an isomorphism
Hn,l(Hn(U)) ∼= H0,n−l(Hnc (U))
∗
(see [PS08, Theorem 6.23]). Using the long exact sequence of the pair (X,D),
Hn−1(X)→ Hn−1(D)→ Hnc (U)→ H
n(X),
we obtain that
H0,n−l(Hnc (U))
∼= H0,n−l(Hn−1(D)).
As the morphism g : D˜ → D has discriminant {x}, we have the following sequence of mixed
Hodge structures
Hn−2(D˜)→ Hn−2(G)→ Hn−1(D)→ Hn−1(D˜)
[PS08, Corollary 5.37]. We then obtain that
H0,n−l(Hn−1(D)) ∼= H0,n−l(Hn−2(G)).
Hence
dim(Cl)x = h
0(X,Cl) = h
0,n−l(Hn−2(G)).
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For l = 2, consider the following morphisms
grF−nE
−n−2,n+2
1 → gr
F
−nE
−n−1,n+2
1 → gr
F
−nE
−n,n+2
1 ,
which correspond to
H0(X,C2)
β
→ H1(X,C1)
γ
→ H2(X,C0).
We have
ker β ∼= Hn,2(Hn(U)) ∼= H0,n−2(Hnc (U))
∗
ker γ/ im β ∼= Hn,2(Hn+1(U)) ∼= H0,n−2(Hn−1c (U))
∗
coker γ ∼= Hn,2(Hn+2(U)) ∼= H0,n−2(Hn−2c (U))
∗
Consider the following three exact sequences:
0→ ker β → H0(X,C2)→ imβ → 0
0→ ker γ → H1(X,C1)→ im γ → 0
0→ im γ → H2(X,C0)→ coker γ → 0
Combining the dimensions of the short exact sequences and the isomorphisms above, we
obtain
h0(X,C2) = h
0,n−2(Hn−2c (U))− h
0,n−2(Hn−1c (U)) + h
0,n−2(Hnc (U))
+ h1(X,C1)− h
2(X,C0).
From the long exact sequence of the pair (X,D), we obtain
0 = h0,n−2(Hn−2c (U))− h
0,n−2(X) + h0,n−2(Hn−2(D))− h0,n−2(Hn−1c (U))
− h0,n−2(Hn−1(D)) + h0,n−2(Hnc (U))
Combining the two equations we obtain:
h0(X,C2) = h
0,n−2(D˜)− h0,n−2(Hn−2(D)) + h0,n−2(Hn−1(D))
as C1 ∼= f∗ωD˜ and C0
∼= ωX . Finally, using that the map g : D˜ → D has discriminant {x},
we obtain an exact sequence
0→ H0,n−2(Hn−2(D))→ H0,n−2(D˜)→ H0,n−2(Hn−2(G))→ H0,n−2(Hn−1(D))→ 0,
hence
dim (C2)x = h
0(X,C2) = h
0,n−2(Hn−2(G)).

Corollary C and Corollary D are immediate consequences of Theorem B.
Proof of Corollary C and Corollary D. Using the description of Section 2, we obtain that
H0,n−2(Hn−2(G)) ∼= H0,n−2(G(1))
by dimension reasons.
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We have an isomorphism
W0H
n−2(G) ∼= Hn−2(∆(G))
(see [Pay13, Section 3]). Hence,
h0,0(Hn−2(G)) = dimW0H
n−2(G) = bn−2(∆(G)).

10. Example: Isolated weighted homogeneous singularities. For a pair (X,D)
such that D has at most isolated weighted homogeneous singularities we can describe the
weighted Hodge ideals completely. In this case, there are only at most two possibly different
weighted multiplier ideals.
Proposition 10.1. Suppose D has only weighted homogeneous isolated singularities, then
IW20 (D) = I0(D).
Proof. Applying Theorem B, it is enough to show that given a log-resolution of singularities
g : D˜ → D with exceptional divisor G ⊆ D˜, Hn−2(G) has a pure Hodge structure. Let
(Y, 0) be a germ of one the isolated singularities as above, and g′ : Y˜ → Y a log-resolution
of singularities induced by g, so that the exceptional divisor of g′ is G as well. We have an
exact sequence of mixed Hodge structures
(10.2) 0→ Hn−2G (Y˜ )→ H
n−2(G)→ Hn−10 (Y )→ 0
and Hn−2G (Y˜ ) has a pure Hodge structure of weight n − 2 (see [Ste83, Corollary 1.12]).
Moreover, there is an isomorphism of mixed Hodge structures Hn−10 (Y )(n−1) ≃ (H
n
0 (Y ))
∨
[Ste83, Corollary 1.15]. Finally, Hn0 (Y ) has a pure Hodge structure of weight n (see for
instance [Dim90, p. 289]), and therefore Hn−10 (Y ) has a pure Hodge structure of weight
n− 2. 
Saito proved a formula for the Hodge ideals of the pair (X,D) [Sai09, Theorem 0.7].
Suppose that around a singular point x, D is defined by f =
∑
amx
m. Let w = (w1, . . . , wn)
be the weights, so that 〈w,m〉 = 1 for all the nonzero summands of f . Then, in the case of
I0(D) the formula is given by
I0(D) = 〈x
l : 〈w, l + 1〉 ≥ 1〉
around the point, where 1 = (1, . . . , 1). A similar formula is satisfied by the adjoint ideal
of the pair (X,D), by a description of the microlocal V -filtration of OX and [Sai93, §2]:
adj(D) = 〈xl : 〈w, l + 1〉 > 1〉.
E. Vanishing theorems
Vanishing theorems are a common source of applications for multiplier ideals and Hodge
ideals. We discuss vanishing theorems satisfied by weighted multiplier ideals and applica-
tions derived from them.
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11. Kodaira-type vanishing. The weighted multiplier ideals satisfy a vanishing theorem,
which in the case of I0(D) corresponds to Nadel vanishing. It is a consequence of the fact
that weighted multiplier ideals are defined using the lowest piece of the Hodge filtration of
Wn+lOX(∗D).
Proposition 11.1. Let X be a smooth projective variety and L is an ample line bundle on
X. Then
H i(X,ωX (D)⊗ L⊗ I
Wl
0 (D)) = 0
for i ≥ 1.
Remark 11.2. In the case of IW10 (D) = adj(D), this result follows from Kawamata-Viehweg
Vanishing (see for instance [Laz04a, Theorem 4.2.1 and Theorem 4.3.1]).
Proof. We apply the following vanishing result by Saito [Sai90, Proposition 2.33]:
Hi(X, grFk DR(M)⊗ L) = 0
for all i ≥ 1 and M a DX -module corresponding to a mixed Hodge module. We apply it to
Wn+lOX(∗D) and obtain
Hi(X, grF−nDR(Wn+lOX(∗D))⊗ L)
∼= H i(X,ωX(D)⊗ L⊗ I
Wl
0 (D)) = 0
for all i ≥ 1. 
12. Ample divisors. Suppose X is a smooth projective variety of dimension n, and D
an ample divisor. Let U := X rD. As U is a smooth and affine variety, H i+n(U) = 0 for
i > 0 (see for instance [Laz04b, Theorem 3.1.1]). Using this, one can deduce that
H i(X,ωX(D)⊗ I0(D)) = 0
for all i ≥ 1 [MP19a, Proposition 23.1]. We discuss the obstruction for an analogous van-
ishing theorem for weighted Hodge ideals.
Proposition 12.1. There is a short exact sequence:
0→ H i(X,ωX (D)⊗ I
Wl
0 (D))→ H
i(X,Cl)→ H
i+1(X,ωX(D)⊗ I
Wl−1
0 (D))→ 0
for i ≥ 1.
Remark 12.2. Using basic results in mixed Hodge theory and the exact sequence
0→ ωX → ωX(D)⊗ adj(D)→ f∗ωD˜ → 0,
one can obtain short exact sequences
0→ H i(X,ωX(D)⊗ adj(D))→ H
i(X, f∗ωD˜)→ H
i+1(X,ωX)→ 0
for i ≥ 1, which corresponds to the case l = 1 of Proposition 12.1. This is used to study
the geometry of singular points in plane curves in [Laz10, Exercise 3.8].
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Proof. We are interested in the spaces H i(X,ωX(D)⊗ I
Wk
0 (D)), which can be described as
H i(X,ωX(D)⊗ I
Wk
0 (D))
∼= grF−nH
i(X,DR(Wn+kOX(∗D))).
Comparing the spectral sequences (see (9.4))
E−n−l,q1 = H
q−n−l(X,DR(grWn+l OX(∗D)))⇒ H
q−l(U,C)
and
E
′−n−l,q
1 = H
q−n−l(X,DR(grWn+lWn+kOX(∗D)))⇒ H
q−n−l(X,DR(Wn+kOX(∗D)))
and noting that
E−n−l,q2
∼= GrWq H
q−l(U,C)
E
′−n−l,q
2
∼= grWq H
q−n−l(X,DR(Wn+kOX(∗D)))
we obtain the following:
(a) For s ≥ 1,
grWi+n+k−sH
i(X,DR(Wn+kOX(∗D))) ∼= Gr
W
i+n+k−sH
i+n(U,C).
(b) For s ≥ 1,
grWi+n+k+sH
i(X,DR(Wn+kOX(∗D))) = 0.
(c) Let
α : H i−1(X,DR(grWn+k+1OX(∗D)))→ H
i(X,DR(grWn+k OX(∗D)))
corresponding to the map E−n−k−1,i+n+k1 → E
−n−k,i+n+k
1 . Then we have the fol-
lowing short exact sequence:
0→ imα→ grWi+n+kH
i(X,DR(Wn+kOX(∗D)))→ Gr
W
i+n+kH
i+n(U,C)→ 0.
For i ≥ 1 we obtain
H i(X,DR(Wn+kOX(∗D))) ∼= gr
W
i+n+kH
i(X,DR(Wn+kOX(∗D))) ∼= imα.
Using (c) for k = l − 1, we obtain that
imα ∼= H i+1(X,DR(Wn+l−1OX(∗D)))
for
α : H i(X,DR(grWn+l OX(∗D)))→ H
i+1(X,DR(grWn+l−1 OX(∗D))).
We apply grF−nDR and obtain the sequence:
0→ ker grF−n α→ H
i(X,Cl)→ H
i+1(X,ωX(D)⊗ I
Wl−1
0 (D))→ 0.
Finally, we have
E−n−l,n+l+i2
∼= GrWn+l+iH
n+i(U,C) = 0.
Therefore,
ker grF−n α
∼= H i(X,ωX(D)⊗ I
Wl
0 (D)).
The result follows. 
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Proof of Theorem E. If D has isolated singularities, then Cl is a skyscraper sheaf for l ≥ 2
and hence
H i(X,Cl) = 0
for i ≥ 1. Applying Proposition 12.1 we obtain the result.
If dimX = 2, then H1(X, f∗ωD˜)
∼= H1,1(D˜) that is 1-dimensional. Similarly, H2(X,ωX) ∼=
H2,2(X) that is 1-dimensional as well. Hence,
H1(X,ωX(D)⊗ I
W1
0 (D)) = 0.

Remark 12.3. This result does not hold in general for l = 1 and i = 1. Indeed, let X = P3.
The sequence in Proposition 12.1 is
0→ H1(X,ωX (D)⊗ I
W1
0 (D))→ H
1(D˜, ωD˜)→ H
2(X,ωX ) = 0,
hence
H1(X,ωX(D)⊗ I
W1
0 (D))
∼= H2,1(D˜).
Let D = (x30+x
3
1+x
3
2 = 0). D is the projective cone of a smooth projective curve C of genus
1. A log-resolution of the pair (X,D) is the blowup at the vertex of D. The cohomology
H2,1(D˜) ∼= H1,0(C)⊗H1,1(P1) ∼= C.
13. Applications. In this section, we combine the local and global results of weighted
multiplier ideals. First, we prove Corollary F, which is a direct consequence of vanishing
theorems we have proved.
Proof of Corollary F. Consider the short exact sequence
0→ OPn(k)⊗ I
Wl
0 (D)→ OPn(k)→ OZl(k)→ 0.
The result follows from taking the long exact sequence of cohomology and applying Theorem E
and Proposition 11.1. 
Isolated log-canonical singularities. When the pair (X,D) is log-canonical, and D has
at most isolated singularities, for a singular point x ∈ D there is at most one l such that
dim (Cl)x = 1
and the rest of the dimensions of (Ck)x are 0 [Ish85, Proposition 3.7]. Moreover, if the
singularity is not rational, such an l exists and x is called a singularity of type (0, n − l)
[Ish85, Definition 4.1]. In particular, the lowest possible type is (0, 0), and the highest is
(0, n − 2). What Ishii proved is that
dimGr0F H
n−2(G) = hn−2(G,OG) = 1,
and this result includes that
pg(D,x) = 1,
where pg(D,x) = dim(R
n−2g∗OD˜)x is the geometric genus of the singularity. The geometric
genus can be computed as
pg(D,x) = dim(ωD/g∗ωD˜)x
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(see [Ish18, Proposition 6.3.11]). Using the sequences
0→ ωX → ωX(D)⊗ adj(D)→ f∗ωD˜ → 0,
and
0→ ωX → ωX(D)→ ωD → 0,
we see that if Z1 is the scheme defined by adj(D), then the length of OZ1 at x is
dim(ωD/g∗ωD˜)x = pg(D,x).
This means that as pg = 1 for all the log-canonical not rational singularities, Z1 is a reduced
scheme. Using this we obtain the following result.
Corollary 13.1. Let D a reduced hypersurface of Pn of degree d with at most isolated
singularities. Assume (Pn,D) is log-canonical. Let Z be the union of the singular points in
D which are not rational, and are of type (0, 0), . . . , (0, n − 3). Then,
#Z ≤
(
d− 1
n
)
.
Proof. By the discussion above, Z coincides with the scheme defined by IW20 (D). The result
follows by applying Corollary F. 
Remark 13.2. In the same setting as Corollary 13.1, using the vanishing theorem for
adj(D), we obtain that the number of non-rational points is bounded by
(
d
n
)
. Thus, the
weighted multiplier ideals give a better bound on this subset. Note that as I0(D) is trivial,
we cannot use Nadel vanishing theorem.
Isolated non log-canonical singularities. Let D ⊆ Pn be a reduced hypersurface of de-
gree d with at most isolated singularities. Using the strategy of the proof of Corollary 13.1,
when D has low degree, we still obtain information about the singularities of D without
assuming that the pair (Pn,D) is log-canonical. More precisely, we obtain that if d = n,
then D has at most one non-rational singularity, and this singular point is log-canonical of
type (0, n − 2). Moreover, let Zl be the scheme corresponding to I
Wl
0 (D). We also obtain
that if d = n+1, then Z2 (and the rest of Zl for l ≥ 3) has at most length one. This means
that all non-rational singular points, except possibly one, are log-canonical of type (0, n−2).
If we use the same methods in the case l = 1, we obtain that Z1 has length q + 1, and
q ≤ n. In particular, the sum of the geometric genera of the singular points is equal to
q + 1. The number of singular points depends on the geometric genus of the one singular
point that is not log-canonical of type (0, n−2) (as the other singular points have geometric
genus equal to 1). For instance, if q = 1, then the non-rational singular points of D are
either one point of geometric genus 2, or two points of geometric genus 1, one of which must
be log-canonical of type (0, n − 2).
Indeed, consider as in the proof of Corollary 13.1, the exact sequence
0→ H0(Pn,OPn(d− n− 1)⊗ I
Wl
0 (D))→ H
0(Pn,OPn(d− n− 1))→ H
0(Pn,OZl)
→ H1(Pn,OPn(d− n− 1)⊗ I
Wl
0 (D))→ 0.
(13.3)
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Recall that by Theorem E,
H1(Pn,OPn(d− n− 1)⊗ I
Wl
0 (D)) = 0
for l ≥ 2, and using a similar argument to the one used in Remark 12.3,
H1(Pn,OPn(d− n− 1)⊗ I
W1
0 (D)) ≃ H
n−1,1(D˜),
where D˜ → D is a log-resolution of singularities. Let q := hn−1,1(D˜) = h0,n−2(D˜). Note
that this number does not depend on the log-resolution. We also have a short exact sequence
(13.4) 0→ H0(Pn,OPn(d− n)⊗ I
W1
0 (D))→ H
0(Pn,OPn(d− n))→ H
0(Pn,OZ1)→ 0.
The results follows from combining the information of these exact sequences.
In the case of cubic surfaces, this recovers a result of Bruce and Wall, which is a con-
sequence of the classification of singularities in [BW79]. For quartic surfaces, we partially
recover the results in [Ume81, Theorem 1].
F. Restrictions of weighted multiplier ideals to subvarieties
In this section, we describe the relation between the weighted multiplier ideals of a pair,
and the pair obtained by restricting to a subvariety consisting of the intersection of general
hypersurfaces.
14. Restriction Theorem. We start by comparing the weighted multiplier ideals of a
pair (X,D), and the pair arising from restricting to a general hypersurface.
Proof of Theorem G. Let f : Y → X be a log-resolution of the pair (X,D), E = f−1(D)red,
and H ′ := f−1(H). We will use the following short exact sequence:
0→WlωY (E)→WlωY (E)⊗ OY (H
′)→WlωH′(E
∣∣
H′
)→ 0.
Pushing forward and tensoring by ωX(D+H)
−1, using that ωX(D+H)⊗OH ∼= ωH(DH),
we obtain the following long exact sequence:
0→ IWl0 (D)⊗ OX(−H)→ I
Wl
0 (D)→ I
Wl
0 (DH)→
→R1f∗WlωY (E)⊗ OX(−H)⊗ ωX(D)
−1 → R1f∗WlωY (E)⊗ ωX(D)
−1.
The kernel of the last map is isomorphic to Tor 1(R
1f∗WlωY (E) ⊗ ω
−1
X ,OH) ⊗ OX(−D),
hence we obtain an exact sequence
0→ IWl0 (D)⊗ OX(−H)→ I
Wl
0 (D)→ I
Wl
0 (DH)→
→ Tor1(R
1f∗WlωY (E)⊗ ω
−1
X ,OH)⊗ OX(−D)→ 0.
(14.1)
As H is general, the inclusion H →֒ X is non-characteristic for the Hodge module which
corresponds to the DX -module H
1f+(Wl+nOY (∗E)) =:M . This means that L
ji∗ grFp M =
0 for all j < 0, and p ∈ Z (see [Sch16, Section 8]). As
R1f∗WlωY (E) ∼= gr
F
−nDR(M)
∼= ωX ⊗ gr
F
0 (M)
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by Lemma 5.3, we obtain that
Tor1(R
1f∗WlωY (E) ⊗ ω
−1
X ,OH) = 0.
Thus, using (14.1) we obtain
IWl0 (D) ·OH = I
Wl
0 (DH).

Remark 14.2. Weighted multiplier ideals, in fact, satisfy a stronger result. This result
is the analogue of the Restriction Theorem for multiplier ideals [Laz04b, Theorem 9.5.1].
Given any hypersurface H ⊆ X such that H ( Supp(D), and D
∣∣
H
=: DH is reduced,
(14.3) IWl0 (DH) ⊆ I
Wl
0 (D) ·OH
for all l ≥ 0. The proof of this result requires the methods of mixed Hodge modules not
described in this paper and holds for all weighted Hodge ideals. For this reason, it is
presented in [Ola20]. When l = 1, (14.3) can be proved using a similar proof to the one
used for multiplier ideals.
Remark 14.4. The generality assumption in Theorem G is used to ensure that H is
smooth, D
∣∣
H
is reduced, and given f : Y → X a log-resolution of the pair (X,D), then it
is also a log-resolution of the pair (X,D + H) and f∗H = H ′, the strict transform of H.
These conditions are satisfied if we work we several general hypersurfaces simultaneously,
and in this way we obtain a more general version of Theorem G. Namely, let H1, . . . ,Hs
general elements of base-point free linear systems L1, . . . , Ls. Let V =
⋂
Hi and l ≥ 0, then
IWl0 (D
∣∣
V
) = IWl0 (D) · OV .
As an application of Theorem G and its more general version, we obtain a description
of the rank of Cl for a pair (X,D). Let s be the dimension of Dsing, H1, . . . ,Hs general
hypersurfaces, and V =
⋂
Hi. By construction, D
∣∣
V
=: DV has at most isolated singular-
ities. Let V˜ → V a log-resolution of singularities of the pair (V,DV ), and GV ⊆ D˜V the
exceptional divisor of the restriction of this map to D˜V .
Proposition 14.5. Using the notation above, let Z ⊆ Dsing be an irreducible component of
dimension s, x ∈ Z a singular point of DV , and GV,x be the fiber of x on the resolution of sin-
gularities of DV . Then, the rank of Cl
∣∣
Z
as coherent sheaf on Z is h0,n−l−s(Hn−2−s(GV,x)).
Proof. We denote by Cl,V the sheaves defined in Definition 6.1 for the pair (V,DV ). By
Theorem B, the dimension of Cl,V at x is h
0,n−l−s(Hn−2−s(GV,x)). Consider the diagram
I
Wl−1
0 (D)⊗ OV I
Wl
0 (D)⊗ OV C˜l ⊗ OV 0
0 I
Wl−1
0 (DV ) I
Wl
0 (DV ) C˜l,V 0
α
where the first two vertical arrows are given by Theorem G. By the Snake Lemma, the map
α is a surjection. This map is induced by the multiplication map, hence C˜l ·OV = C˜l,V . Let
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C˜l → C
′
l be the surjection onto the torsion-free part. As V is the intersection of s general
hypersurfaces, C˜l ·OV = C
′
l ·OV , which is a skyscraper sheaf of length (or dimension) at a
point x as described above. This length coincides with the rank of C˜l, and the latter has
the same rank as Cl. 
Using Theorem G, we also obtain information about the singularities of some hyper-
surfaces of Pn with non-isolated singularities. Before stating the precise result, recall the
information that can be obtained using the ideals I0(D) and adj(D). Let D ⊆ P
n be a
hypersurface of degree d. Let Zn and Z1 be the schemes defined by the ideal I0(D) and
adj(D), and let zn, z1 be their corresponding dimensions. If zn ≤ n − d, then the pair
(Pn,D) is log-canonical. Moreover, if z1 ≤ n − d − 1, then the pair (P
n,D) has rational
singularities. Indeed, we can assume zn = 0 using Theorem G, then the condition on the
degree of D is that n− d ≥ 0. Using the exact sequence
0→ ωPn(D)⊗ I0(D)→ ωPn(D)→ ωPn(D)⊗ OZn → 0,
the fact that ωPn(D) = OPn(−n − 1 + d), and Nadel vanishing, we obtain the result. The
analogous result for Z1 follows from a similar argument, replacing ωPn(D) in the sequence
by ωPn(D +H), where H ⊆ P
n is a degree 1 hypersurface, and applying Proposition 11.1
instead of Nadel vanishing.
For the schemes Zl defined by the ideals I
Wl
0 (D), we obtain the same result than for Zn.
Proposition 14.6. Using the notation above, let zl = dimZl and suppose zl ≤ n−d. Then
Zl = ∅. In particular, if z1 = n − d, then Z2 = ∅. Moreover, in this case, if Z1 6= ∅, that
is, if D has non-rational singularties, then these singularities are compound (0, n− z1 − 2)
singularities.
The first part of the statement follows from the same sequence as above and Theorem E.
In the second part, by compound (0, n− z1 − 2) singularities, we mean that after intersect-
ing with a linear subspace L of dimension n − z1 (given by the intersection of z1 general
hyperplane sections), D
∣∣
L
=: DL has only isolated log-canonical singularities, and these
singularities are of type (0, n − z1 − 2) = (0,dimL − 2). For instance, if n = 4, d = 3 and
z1 = 1, that is, D is a hypersurface of P
4 of degree 3 with a 1-dimensional non-rational
singular locus, then the transversal singularity type is simple elliptic. The second statement
follows from applying Theorem G.
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