In this paper, function spaces Q p (B) and Q p,0 (B), associated with the Green's function, are defined and studied for the unit ball B of C n . We prove that Q p (B) and Q p,0 (B) are Möbius invariant Banach spaces and that Q p (B) = Bloch(B), Q p,0 (B) = B 0 (B) (the little Bloch space) when 1 < p < n/(n − 1), Q 1 = BMOA(∂B) and Q 1,0 (B) = VMOA(∂B). This fact makes it possible for us to deal with BMOA and Bloch space in the same way. And we give necessary and sufficient conditions on boundedness (and compactness) of the Hankel operator with antiholomorphic symbols relative to Q p (B) (and Q p,0 (B)). Moreover, other properties about the above spaces and |ϕ z (w)|, ϕ z (w) ∈ Aut(B), are obtained.
Introduction.
As well known, there are several equivalent statements for analytic functions of bounded mean oscillation (BMOA). On the unit disc D of C, the following condition associated with the Green's function g D (z, a)
yielded by the Littlewood-Paley identity, is an important one of those equivalences, since not only the characterization of Carleson measure for BMOA and the Fefferman's duality theorem were obtained by it [8] , but also the version of (1.1) on the Riemann surface R with the Green's function
is usually regarded as the definition of BMOA on R for convenience [11] . In [1] and [2] , the spaces of analytic functions on D, 0 < p < ∞, The main purpose of this paper is on it. The paper is organized as follows: In Section 2, we explain some notations, concepts and the results used in what follows which can be found in [9] , [12] , [13] , [14] and [17] . In Section 3, we prove that Q p (B) are Möbius invariant Banach spaces (Theorem 3.3), and as 1 < p < , Q p (B) are trivial (Theorem 3.8). Section 4 contains the results about Q p,0 , B 0 and VMOA corresponding to Section 3. In Appendix, we give an elementary proof of a conclusion used in Lemma 4.2 that ρ(z, w) = |ϕ z (w)| is a Möbius invariant metric in the unit ball. Although |ϕ z (w)| is widely applied, but the invariance and the triangle inequality about it have not been shown elsewhere. And they seem difficult to be proved by means of a direct extension from the case of one complex variable in [8] .
Preliminaries.
Let B denote the unit ball in C n (n ≥ 2 throughout this paper), and for a ∈ B, ϕ a (z) is the Möbius transformation of B which satisfying ϕ a (0) = a, ϕ a (a) = 0 and ϕ a = ϕ −1 a . ϕ a ∈ Aut(B), Aut(B) is the group of biholomorphic automorphisms of B, cf. [13] .
H(B) denotes the collection of all holomorphic functions in B.
where dv is the normalized volume measure in C n , then dλ is M-invariant [13] , which means,
for each f ∈ L 1 (λ) and ψ ∈ Aut(B). Let˜ f (z) = (f • ϕ z )(0) denote the invariant Laplacian of f [13] , and ∇f (z) = ∇(f • ϕ z )(0) denote the invariant gradient of f [14] . By a direct computation, we get for f ∈ H(B),
In [14] and [17] , the invariant Green's function is defined as G(z, a) = g(ϕ a (z)), where
About g, we have (cf. [12] , Lemma 1):
Proposition 2.1. Let n ≥ 2 be an integer, then there are positive constants C 1 and C 2 such that for all z ∈ B \ {0},
Bloch(B) denotes the Bloch space and B 0 (B) the little Bloch space in B. BMOA(∂B) and VMOA(∂B) denote bounded mean oscillation and vanishing mean oscillation on ∂B, respectively.
In [9] , for 1 < p < ∞ the Besov p-spaces B p (B) were defined as follows: 
Definition 2.2. We define
and
In general H f may be unbounded. Throughout this paper, C and C j are positive constants which are not necessarily the same in each appearence. When there is no danger of confusion, we shall write Bloch, BMOA, B p and Q p in place of Bloch (B), BMOA(∂B), B p (B) and Q p (B), etc.
Characterizations of Q p Spaces and Bloch Space.
Lemma 3.1. There are positive constants C 1 (p) and C 2 (p) (independent of f and a) such that
Proof. The first inequality can be obtained by Proposition 2.1 and |ϕ a (z)| < 1. The second inequality is proved as follows:
.
It follows from the subharmonicity of
Lemma 3.2. For f ∈ H(B), the following three quantities are equivalent:
Proof. We can get the result by a little modification of the proof of Theorem 2.4 in [6] and using the equality˜ |f | 
By Hölder inequality,
Taking sup a∈B on the two sides, we can get
We have proved that · Qp is a seminorm on Q p . If two functions whose difference is only a constant function are regarded as the same one, then Q p is a normed linear space with norm · Qp . In the following we will prove the completeness.
Let 
For any ε > 0, there exists a positive integer N , such that
Taking sup a∈B and square roots at the two ends above, gives
By the triangle inequality,
On the other hand, suppose sup
It leads to f ∈ BMOA by Lemma 4.1 and Theorem B of [5] . By (1.2), we have
when f ∈ BMOA. By properties of the Green's function G(z, a), there exists a positive δ ∈ (0, 1), so that
By (3.1) and sup
Proof. Applying (2.8) in [9] , Hölder inequality and the M-invariance of the Green's function, then
The integral at the end above is finite if
So our Proposition 3.5 shows that BMOA is such a space that is inserted between {B q , 2n < q < ∞} and the Bloch space, i.e.
Remark 2.
In fact, provided q < 
Remark 3. Suppose that
But then Theorem 4.6 of [9] is equivalent to that the Besov space B q is trivial if and only if q ≤ 2n. This suggests us to consider whether Q n−1 n is also trivial. In Proposition 3.7 below, we will verify that is true by another way.
Proposition 3.6. For f ∈ H(B), the following are equivalent.
(i) f ∈ Bloch(B);
Using Lemma 3.1 and Lemma 3.2, we get
On the other hand, suppose f ∈ Bloch(B), by Lemma 3.2 and Proposition 2.1
and by Lemma 3.2,
Therefore f ∈ Bloch(B).
, Q p contain only the constant functions; when
where α = (α 1 , . . . , α n ) is an n-tuple of nonnegative integers and
Since f is nonconstant, there exists α 0 = 0 such that a α0 = 0. Now we come to prove z α0 ∈ Q p . Denote α 0 = (k 1 , . . . , k n ), then it is easy to know that (3.2)
where U is diagonal matrix diag(e iθ1 , . . . , e iθn ). Let
Let w = 0, theñ
By Jensen's Inequality on Convexity (cf. [8] ),
It follows that
On the other hand, we will prove that any monomial
, Q p contains only the constant functions.
(Here for the sake of unified expression, still denote
n as α j = 0), and
Observe that the integral
if n ≥ 2 and np − n ≤ −1. Thus for any monomial z α with |α| ≥ 1, we have
In the following we prove that for p ≥ n n−1 , Q p contains only the constant functions as well.
Let p ≥ n n−1 , suppose that f is not a constant, then there exists a point a ∈ B and r, 0 < r < 1, such that
Because n ≥ 2 and p ≥ 
Checking Theorem 4.6 of [9] and its proof, we know that the Besov space B q is nontrivial if and only if q > 2n, and B q possesses the conditions of Lemma 3 of [18] . Therefore for q > 2n, B q contains all polynomials. Thus the conclusion is true for 1 ≤ p < 
. Therefore we have also
Since ε ∈ (0, 1 n ) arbitrary, it follows that {all polynomials} ⊆ Q p , for n−1 n < p < 1. The proof of Proposition 3.7 is completed.
Summarizing the results of Propositions 3.4, 3.6 and 3.7, for the construction of Q p spaces we have ( Proof. It follows from Theorem C of [3] and (iv) of Theorem 3.8. 
Characterizations of
Proof. M. Jévtic proved in [10] that if a 1 ∈ E(a, 1 2 r), then
And since
Thus for a fixed r, we have
where "A ∼ B" means that there exist positive constants C 1 and C 2 so that
That shows
By (4.1) and (4.2),
Lemma 4.2.
For r ∈ (0, 1), a 1 ∈ E(a, 1 2 r), z ∈ B\E(a, r), we have
where C(r) is a positive constant depending only on r and n (but independent of a, a 1 and z).
and |ϕ a (z)| ≥ r, thus
Because |ϕ a (z)| ≥ r, we get
By Proposition 2.1 and Lemma 4.1, 
By integral transformation and Proposition 2.1,
It contradicts z 0 ∈ B\E(0, r 0 ) and (4.3), therefore |∇f (z)| 2 = 0 for all z ∈ B\E(0, r 0 ). Since
thus |∇f (z)| = 0 for all z ∈ B\E(0, r 0 ). By the subharmonicity of |∇f (z)|,
, and use the idea in [2] . Suppose, on the contrary, that there exists 
There are only two cases: Case 1, there exists at least one point a ∈Ē(0, r 0 ) so that
First we will deal with Case 2.
SinceĒ(0, r 0 ) is closed and bounded, and so compact, we can suppose that lim
On the other hand, let
Here r 0 +s ≤ r 1 < 1 is used, so thatĒ(a 0 , s) ⊂Ē(0, r 1 ), and so M 1 < ∞; p < n n−1 is also used, so that 2n
which contradicts (4.6).
Case 1. There exists at least one point a ∈Ē(0, r 0 ) so that
Let t = sup{|a| : a ∈ A}, then t ≤ r 0 obviously.
(1) When t = r 0 , for any given ε > 0, there exists a ∈ A so that |a| ≥ r 0 −ε. Therefore we can take a 0 ∈ A and a small positive number s, satisfying s <
Repeating the argument from (4.7) to (4.8), we get (4.10)
By (4.9) and (4.10),
= φ, repeating the argument in (1), we get
That also contradicts a 0 ∈ A.
Summarizing Case 1 and Case 2, we see (ii) is true.
, by Proposition 2.1,
Fixed r 0 ∈ (0, 1), when |z| ≤ r 0 , we have
, np − n > −1 and 1 − np < 0, and
thus by Proposition 1.4.10 of [13] , (4.13)
where M 2 is a positive constant. By (4.11), (4.12) and (4.13)
Let |a| → 1 in (4.14), then we can get the conclusion. 
Then X contains all polynomials. Proposition 4.6. About B 0 , the following are equivalent:
Proof. By Proposition 2.1 of [9] Qf (z) = 1 2 ˜ |f | 2 (z).
Noting˜ |f | 2 (z) = 4|∇f(z)| 2 and checking the statement in Definition 3.1 of [9] ,
. In order to utilize Lemma 4.5, let X = Q p,0 , · = · Qp . By Theorem 3.3, it is easy to see that · Qp is a M-invariant seminorm on Q p,0 . Let us come to prove the completeness as follows.
Supposing {f n } ⊂ Q p,0 and {f n } is a Cauchy sequence in · Qp , Theorem 3.3 asserts that there exists f ∈ Q p so that (4.15) lim
For any given ε > 0, there exists a positive integer N so that when n ≥ N, have
for all a ∈ B. By the triangle inequality in the proof of Theorem 3.3, 
Since ε is arbitrary, we get lim 
First we prove that for f ∈ B 0 , sup
For any given ε > 0, since f ∈ B 0 , there exists r 0 ∈ (0, 1), such that 
(ii) By Theorem A of [5] , we know that for f ∈ H
By Lemma 4.3 of [5] , for f ∈ H 2 , there exist positive C 1 and C 2 , so that
where
Substituting f in the above by f •ϕ a , and using the M-invariance of |∇f (z)| 2 and dλ, we get C 1 J 1 (f, a) ≤ I 1 (f, a) ≤ C 2 J 1 (f, a).
That is Q 1,0 =VMOA.
(ii) Q p1,0 ⊆ Q p2,0 for 0 < p 1 ≤ p 2 ≤ 1. Proof. It follows from Theorem D of [3] and (iv) of Theorem 4.9.
Appendix.
In the unit ball B, we define ρ(z, w) = |ϕ z (w)| for z, w ∈ B, where ϕ z ∈ Aut(B), cf. Section 2.2 of [13] .
Property.
(1) ρ(ψ(z), ψ(w)) = ρ(z, w), whenever ψ ∈ Aut(B), and z, w ∈ B; Remark 5. The same conclusion in one complex variable may be found in [8] , but the method in [8] is difficult to extend to several variables. The proof in this appendix utilizes efficiently the M-invariance of ρ.
