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Chapter 1
Introduction
One of the most classical problems in Mathematics is to find the zeroes of a given
function f , or equivalently, to find the roots of the equation f(z) = 0. It has been
studied this problem, from the simplest cases, like the case of f being a polynomial
of one or several real or complex variables, to a more general setting, like the case
of f being just a continuous function.
Using algebraic and analytic methods it is possible to exactly solve the equation
f(x) = 0 rarely. A part from these particular situations (like polynomials of degree
less than 5) the unique approximation is to numerically find them; that is to con-
struct root finding algorithms which allow us to find good approximations of the
zeroes of f . The more well know root finding algorithms are defined by an iterative
mechanism, and so, they can be thought and treated as dynamical systems defined
in a certain space.
We assume for instance that f : I → I, I ⊂ R is a differentiable (or just contin-
uous) map. The most commonly used root finding algorithms are the following:
• Bisection method: Given an interval (a, b) and a function f which is continuous
in it, if f(a)f(b) < 0 we can assure that the interval contains a root. This
method considers c = (a + b)/2 and checks if f(a)f(c) < 0 or f(c)f(b) < 0.
Then it takes the sub-interval such that satisfies the previous condition and
the algorithm is applied successively on it.
• Fixed point method: Given an initial point x0, the algorithm consists in apply-
ing successively the function
xn+1 = f(xn)− xn.
• Secant method: Given two initial points x0 and x1, the algorithm consists in
applying the iterative function
xn+1 = xn − f(xn) xn − xn−1
f(xn)− f(xn−1) .
But this project will be focused in one concrete root finding algorithm, called
Newton’s method, applied to a polynomial P of one complex variable (in fact the
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2last part of this project will consider the case of entire maps but in a very special
setting). The method is defined like
zn+1 = NP (zn) = zn − P (zn)
P ′(zn)
, z0 ∈ C
It is well known and easy to see that the zeroes of P correspond to fixed points
of NP (as a dynamical system defined in the whole Riemann sphere Ĉ = C ∪ ∞)
and that all finite fixed points are (super)attracting. In particular there is local
convergence around each root. However, one of the most important problems related
to Newton’s method (and many other algorithms) is that we need to choose the
appropriate initial points, also known as initial conditions, in order to find all the
roots. In fact, one of the aims of this work is to construct our own set of initial
conditions which allow us to find all the roots.
The project is motivated by two papers. The first one [2] is entitled ”How to find
all the roots of complex polynomials by Newton’s method”, by John Hubbard, Dierk
Schleicher and Scott Sutherland. The main theorem of the paper is the following:
Theorem 1.0.1. For every d ≥ 2, there is a set Sd consisting of at most 1.11 log2 d
points in C with the property that for every polynomial p ∈ Pd and each of its roots,
there is a point s ∈ Sd in the basin of attraction of the chosen root. For polynomial
all of whose roots are real, there is an analogous set S with at most 1.3d points.
Its proof is based on two important results:
• The immediate basins of attraction of every root of P is simply connected.
• Each immediate basin of attraction has as many distinct accesses to infinity
as critical points inside it. In particular all of them are unbounded since each
immediate basin has at least one critical point inside.
Using those two properties they can construct a universal set of initial conditions
(only dependent of the degree of P ) so that you are sure you can find all roots of P .
The second paper [3] entitled Newton’s method on the complex exponential func-
tion is due to Mako E. Haruta. She, instead to apply Newton’s method to P , apply
Newton’s method to
F (z) = P (z)eQ(z),
with P and Q complex polynomials. It is worthy to be noted that NF is a rational
map (although F is not a polynomial function), so NF is defined in the whole
Riemann sphere as before. She proved that when the degree of Q is equal or greater
than 3, the basins of attraction of the roots of P have finite area. The way of proving
this is by showing that z = ∞ is always a parabolic point with derivate exactly 1.
More precisely she shows:
Proposition 1.0.2. The point ∞ is a parabolic fixed point with multiplier λ = 1,
for Newton’s method applied to F (z) = P (z)eQ(z), where P and Q are polynomials,
P is not identically zero and Q is non-constant.
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Figure 1.1: Basins of attraction of Newton’s method applied to a degree 6 polynomial
P (z) (left), to P (z)ez (center) and to P (z)ez
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(right). The colored regions are the
basins of attraction of the roots of P and the black region is the set of points which
tend to ∞.
Proposition 1.0.3. Newton’s method applied to F (z) = P (z)eQ(z), where P and Q
are polynomials, has exactly n attracting and n repelling petals at the parabolic fixed
point ∞ if Q has degree n.
Clearly NF defines a dynamical system different from the one defined by NP ,
where ∞ was a repelling fixed point. This can be appreciated in Figure 1.1.
The aim of this work twofold. On the one hand, we want to have a good under-
standing of the mentioned papers [2] and [3]. In particular we study the theory of
the parabolic fixed points to understand the proof of the Fatou Flower Theorem and
show that most of the results in [2] can be extrapolate to [3]. On the other hand we
do a numerical experiment. Indeed we program using C the necessary algorithms
to test the set of initial condition explained in [2] and guess a reasonable set of ini-
tial conditions if we use NF . Finally we compare both cases to conclude about the
possible advantages of NF with respect NP as root finding algorithms. One of our
hypothesis is that using NF we can find a suitable set smaller than the one defined
in [2].
The structure of the project is as follows. Chapter 2 includes all preliminaries. It
contains the definition of basics concepts such as periodic point or Julia and Fatou
sets, together with their properties and important theorems concerning them. There
is also an introduction to hyperbolic metric, which will be useful as a tool to prove
one of the most important results of Chapter 4.
In Chapter 3 we introduce all the theory concerning parabolic fixed points. We
give definitions and state lemmas and propositions in order to be able to prove the
Fatou Flower Theorem.
Chapter 4 discusses the properties of Newton’s method on complex polynomials
and the results on paper [2]. It ends with an implementation of [2] on some practical
examples.
Finally, Section 5.1 is dedicated to paper [3]. First discuss some of the statements
of the paper. Then, in section 5.2, we proceed to use the theory of the previous
4chapters to justify the existence of an apparently suitable set of initial points which
will converge to all of the roots of P by applying Newton’s map on
F (z) = P (z)ez.
Then we proceed to do some implementations, in order to compare our set of initial
conditions with the one defined in Chapter 4.
All the images in this project, except the ones in Chapters 2 and 3 and Figure
4.4, have been made by me, using my own programs written in C language.
Chapter 2
Preliminars
In order to understand the main part of this project, we will start with an intro-
duction to complex dynamics. In this chapter will be given several concepts and
results, from basic definitions to important theorems.
2.1 Rational iteration
We study discrete dynamical systems generated by the iterates of holomorphic func-
tions in the Riemann sphere Ĉ = C ∪ {∞}, which are called rational functions. It
happens to be that such functions can be writen as a quotient f(z) = p(z)/q(z),
where p and q are polynomials with no common roots. The degree d of a map f
is the number of distinct solutions to the equation f(z) = c, counting multiplicity,
for all but finitely many choices of constant c ∈ Ĉ. In fact, for a rational function
f = p/q the degree is equal to the maximum of the degrees of p and q.
From now on, we will suppose that we are working in Ĉ and our functions f
are rational. However, one must know that several of the following definitions and
results are also valid for transcendental functions (entire or meromorphic), that are
holomorphic maps in C having ∞ as an essential singularity.
Definition 2.1.1. Given a discrete dynamical system defined by a map f , the orbit
of a point z ∈ Ĉ is the set
O(z) = {x ∈ Ĉ; fn(z) = x for some n ∈ Z},
or in other words, the set of all the forward and backward iterates of z under f .
We are mostly interested in forward orbits, that is when n ≥ 0. So when we talk
about the orbit of a point we will mean the forward orbit.
Definition 2.1.2. We say that map f has a periodic point of period p (or p-periodic)
at z0 ∈ Ĉ if fp(z0) = z0 and fk(z0) 6= z0 for 0 < k < p. If f(z0) = z0, i.e., if z0 has
period p = 1 we say that z0 is a fixed point.
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Definition 2.1.3. If z0 is a p-periodic point whose orbit is {z0, z1, ..., zp−1}, the
value
λ = (fp)′(z0) = f ′(z0) · ... · f ′(zp−1)
is called the multiplier or the eigenvalue of z0. In the case that z0 =∞, the multiplier
is defined as λ = (h ◦ fp ◦ h−1)′(0), where h(z) = 1/z. Depending on the value of λ,
we can classify the behaviour of the periodic point as follows:
• attracting if |λ| < 1 and superattracting if |λ| = 0;
• neutral or indifferent if |λ| = 1 (parabolic or rationally indiferent if λ is a root
of unity and irrationally indiferent if λ has irrational argument);
• repelling if |λ| > 1.
Definition 2.1.4. Let O be an attracting periodic orbit of period m, which is the
orbit of an attracting m-periodic point. The basin of attraction of the orbit is the open
set A ⊂ Ĉ of all the points z0 ∈ Ĉ for which the succesive iterates fm(z0), f 2m(z0), ...
converge towards some point of O.
The Riemann sphere Ĉ can be divided in two different sets depending on the
dynamical behaviour under the iteration of a rational map. To define these sets we
are defining first the concept of normality.
Definition 2.1.5. Let F = {fi : U ⊂ Ĉ → Ĉ}i∈I an infinite family of rational
functions defined in an open set U . We say that F is a normal family in U ⊂ Ĉ if
for any sequence {fn}n ⊂ F , there exists a subsequence {fnk}k such that either it
converges locally uniformly, i.e. in compacts sets, to a function g holomorphic in U
or it converges locally uniformly to ∞. We say that F is normal at a point z ∈ C if
and only if there exists some neighborhood U of z such that F is normal in U .
Before we define the Julia and Fatou set, we have Montel’s Theorem. It provides
a strong argument to identify some normal families and it is really useful to prove
some of the results we will talk about.
Theorem 2.1.6 (Montel’s Theorem). Let F be a collection of holomorphic maps. If
there are three distinc values a, b, c ∈ Ĉ so that f(U) ∈ Ĉ \ {a, b, c} for every f ∈ F ,
then F is a normal family in U .
Remark 2.1.7. The application of normal families and Montel’s Theorem to com-
plex dynamics is due to G. Julia and P. Fatou in the 1920’s. They applied this
notion to the family of iterates of a given holomorphic fuction; that its, given a
function f , we consider the family F = {fn}n≥1.
Definition 2.1.8. Let f : Ĉ → Ĉ be a rational map. The Fatou set of f , noted as
F(f), is the set of points z ∈ Ĉ where the family of iterates {fn}n≥1 is normal and
the Julia set is its complement J (f) = Ĉ \ F(f).
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Example 2.1.9. Consider the quadratic family {Qc : Ĉ→ Ĉ | Qc(z) = z2+c, c ∈ C}
and let’s focus in the case Q0. The family {Qn0 : U ⊂ D → Ĉ}n, with D = {z ∈
C | |z| < 1}, is a normal since the sequence {Qn0 |U}n tends locally uniformly to
the constant function 0. The family {Qn0 : U ⊂ Ĉ \ D → Ĉ}n is normal as well
because in Ĉ \ D the sequence {Qn0 |U}n tends locally uniformly to ∞. However, if
we consider for instance the set D2 = {z ∈ C | |z| < 2} and the family defined
{Qn0 : U ⊂ D2 → Ĉ}n with U ∩ S1 6= ∅, it is not normal. The reason is simple, in
any neighborhood of a point z ∈ S1 there will be points inside D and points outside
it, with their respective neighborhoods where they are normal. In this case, as we
have said, the sequence of iterates will tend to 0 or ∞ depending on if the open set
is inside D or outside it, respectively, making it impossible for the family of iterates
to be normal in an open set containing points of S1. In conclusion, we have that
the Fatou set of the family {Qn0 : Ĉ → Ĉ}n is F(Q0) = Ĉ \ S1 and the Julia set is
J (Q0) = Ĉ \ F(Q0) = S1.
The Fatou set is open by definition, so the Julia set is closed. Both are completely
invariant sets under f , i.e., f(F(f)) = F(f) and f(J (f)) = J (f). Now we are going
to see several results which give some properties about both sets.
Lemma 2.1.10. For any k > 0, J (fk) = J (f) and F(fk) = F(f).
Proof. It is enough to prove it for the Fatou set F(f), since the Julia set is its
complement. First, let’s consider a point z ∈ F(f). So there exists an open neigh-
borhood U of z where the family {fn}n is normal, so all the sequences contained
in it have a locally uniformly convergent partial sequence. In particular, the family
{fkn}n ⊂ {fn}n, therefore it and any of its partial sequences have locally uniformly
convergent partial sequences in U since {fn}n is normal in U . Then {fnk}n is normal
in U and z ∈ F(fk).
Reciprocally, let’s assume that z ∈ F(fk) for k > 0 is normal. First let’s consider
k = 2, so there’s an open neighborhood U where {f 2n}n is normal. In fact, its image
f({f 2n}n) = {f 2n+1}n is also normal in U since for any locally uniformly convergent
partial sequence of {fn}n, the image is also a locally uniformly convergent partial
sequence of {f 2n}n. Then we have that
{fn}n = f ∪ {f 2n}n ∪ {f 2n+1}n,
so any sequence of {fn}n have an infinite number of elements of {f 2n}n or {f 2n+1}n,
which are normal, so it always have a locally uniformly convergent partial sequence
and {fn}n is normal in U which is an open neighborhood of z, so z ∈ F(f). More
generally, if {fkn}n is normal in U , then all its images are normal too and
{fn}n = f ∪ ... ∪ fk−1 ∪ {fkn}n ∪ ... ∪ {f (2k−1)n}n,
so any sequence of {fn}n have an infinite number of elements at least one of the
families {f in}n with i = k, ..., 2k− 1, which are normal, so {fn}n is normal in U , so
z ∈ F(f).
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To prove some of the next properties we need the next theorem.
Theorem 2.1.11 (Weierstrass Uniform Convergence Theorem). Let U be an open
set of Ĉ. If a sequence of holomorphic functions fn : U → Ĉ converges uniformly on
compacts to the limit function f , then f itself is holommorphic. Furthermore, the
sequence of derivatives f ′n converges, uniformly on any compact subset of U , to the
derivative f ′.
Lemma 2.1.12. Every repelling periodic orbit of f is contained in the Julia set
while every attracting periodic orbit is contained in the Fatou set. In fact, the whole
basin of attraction of a periodic orbit is inside the Fatou set.
Proof. Let’s consider a fixed point z0 = f(z0) with multiplier λ. Let’s first consider
the case |λ| > 1, so repelling. An efficient way to prove that a point is in the Julia
set is to use a consequence of Theorem 2.1.11: if the sequence of derivatives {f ′n}n
don’t converge locally uniformly in an open set, neither does the sequence {fn}n.
The first derivative of fn at z0 is λ
n, which converges to infinity as n → ∞ but
it doens’t happen for any other point in a small neighborhood of this point, then
z0 ∈ J (f). On the other hand, if |λ| < 1, since in a small enough neighborhood of
z0 we can express the function as
f(z) = f(z0) + f
′(z0)(z − z0) + (high order terms)
= z0 + λ(z − z0) + (h.o.t)
we have that |f(z)− z0| < c|z − z0| for c such that |λ| < c < 1 and for z sufficiently
close to z0. Hence the iterates of f restricted to a small neighborhood converge
uniformly to the constant function g(z) = z0. In fact, it also converges uniformly
for any compact of the basin of attraction. The statements for fixed points gener-
alize immediately to periodic points using the previous lemma, J (f) = J (fk) and
F(f) = F(fk) for any k > 0, since a periodic point is a fixed point of some iterate
fm .
In fact, the relation between the Julia set J (f) and the repelling periodic orbits
is deeper than the inclusion. There’s a much sharper statement given by the next
theorem.
Theorem 2.1.13. Let f be a rational map of degree d ≥ 2. Then J (f) is the set
of the repelling periodic points of f .
Lemma 2.1.14. If f is rational of degree d ≥ 2, then the Julia set J (f) is not
empty.
Proof. Let’s suppose that J (f) = ∅. In that case, the family {fn|Ĉ}n would be
normal, so it would exists a subsequence {fnk |Ĉ}k which would locally uniformly
converge to a holomorphic function g : Ĉ → Ĉ. The function g would be rational
with degree d <∞, but this is a contradiction with the fact that the degree of {fn}n
tends to ∞ as n→∞ since the degree of f is greater than 1.
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Definition 2.1.15. The grand orbit of a point z under f : Ĉ → Ĉ is the set of all
points z′ ∈ Ĉ whose orbit intersects eventually the orbit of z. Thus 2 points z and
z′ have the same grand orbit if and only if fn(z) = fm(z′) for some n,m ≥ 0. A
point z ∈ Ĉ is said to be exceptional or grand orbit finite if its grand orbit has a
finite number of elements. The set of all the exceptionals points under f is called
the exceptional set E(f).
Lemma 2.1.16. If f : Ĉ → Ĉ is rational of degree d ≥ 2, then the exceptional set
E(f) can have at most two elements. These exceptional points, if they exist, must
always be superattracting periodic points of f and hence must belong to the Fatou
set.
Now let’s see a theorem from which several other properties of the Julia and
Fatou sets can be deduced.
Theorem 2.1.17. Let z1 be an arbitrary point of the Julia set J (f) ⊂ Ĉ and
let N be an arbitrary neighborhood of z1. Then the union of the forward images
U =
⋃
n≤0 f
n(N) contains the entire Julia set and contains all but at most two
points of Ĉ. More precisely, if N is sufficiently small, then U is the set Ĉ \ E(f).
Proof. First note that the complementary set Ĉ \ U must contain at most two
points. Otherwise, since f(U) ⊂ U , it follow from Montel’s Theorem that U must
be contained in the Fatou set, which is impossible since z1 ∈ U ∩ J (f). From the
fact that f(U) ⊂ U we can also see that any preimage of a point Ĉ \ U is inside
Ĉ\U . It follows by a counting argument that some iterated preimage of z is periodic.
In that case, z itself is periodic and exceptional. Since the exceptional set E(f) is
disjoint from J (f), it follows that J (f) ⊂ U . Finally, if N is small enough so that
N ⊂ Ĉ \ E(f), then U = Ĉ \ E(f).
Corollary 2.1.18. If the Julia set contains an interior point, then it must be equal
to the entire Riemman sphere. In other words, either Int(J (f)) = ∅ or J (f) = Ĉ.
Proof. If J (f) has an interior point z1, we can choose a neighborhood N ⊂ J (f) of
z1. Then the union U of all forward images of N is everywhere dense, U = Ĉ, and
it is contained in J (f) since it is an invariant set. Therefore J (f) is a closed set
which contains a dense set, hence J (f) = Ĉ.
Corollary 2.1.19. If A ⊂ Ĉ is the basin of attraction for some attracting periodic
orbit, then the boundary ∂A = A\A is equal to the entire Julia set. Every connected
component of the Fatou set either coincides with some ocnnected component of this
basin A or else is disjoint from A.
Proof. If N is a neighborhood of a point of the Julia set, Theorem 2.1.17 implies that
some fn(N) intersects A, hence N itself intersects A since the basis of attraction is
invariant. This proves that J ⊂ A. But J (f) is disjoint from A since A ⊂ F(f),
therefore J (f) ⊂ ∂A. On the other hand, if N is a neighborhood of a point of ∂A,
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then any limit of iterates fn|N must have a jump discontinuity betwen A and ∂A
since A∩∂A = ∅, hence ∂A ⊂ J (f). Finally note that any connected component of
the Fatou set which intersects, since it can’t intersect ∂A, must coincide with some
component of A.
Corollary 2.1.20. If z0 is any point of the Julia set J (f), then the set of all iterated
preimages
{z ∈ Ĉ; fn(z) = z0 for some n ≥ 0}
is everywhere dense in J (f).
Proof. Let’s take an arbitrary point z1 ∈ J (f). We just have to proof that all
neighborhood N of z1 contains a preimage of z0. By Theorem 2.1.17, we know that
∪n≥0f(U) ⊃ Ĉ \ E(f) and since z0 is not in E(f), there exists k ≥ 0 such that
fk(w) = z0 for some w ∈ J (f) ∩ U .
Corollary 2.1.21. For any rational map of degree 2 or more, the Julia set J (f) is
either connected or else has uncountably many connected components.
Let’s now focus on the structure of the Fatou set F(f). The points of the
Fatou set can meet several distinc dynamic behaviours. As its name indicates,
the Classification of Fatou Components Theorems deduces that only few dynamical
behaviours are possible for points in F(f). Before stating the theorem, we need
some definitions.
Definition 2.1.22. A Fatou component for a nonlinear rational map f is any con-
nected component of the Fatou set F(f).
Definition 2.1.23. Given an attracting fixed point z0 ∈ Ĉ for f , the immediate
basin of attraction of z0 is the connected component of its basin of attraction which
contains z0 itself. More generally, given an attracting orbit of period m {z1, ..., zm},
the immediate basin is the union of the immediate basins of all the points zj as
attracting fixed points of the function fm.
Definition 2.1.24. A Fatou component on which f is confomally conjugate to a
rotation of the unit disk is called a Siegel disk, with a fixed point z as center.
Definition 2.1.25. A Fatou component U of the Fatou set F(f) is called a Herman
ring if U is conformally isomorphic to some annulus
Ar = {z ∈ Ĉ; 1 < |z| < r},
and if f , or some iterate of f , corresponds to an irrational rotation of this annulus.
The only remaining kind of Fatou components are the petals associated to
parabolic fixed points. This case will be deeply studied in Chapter 3. Now, we
can finally state the theorem.
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Theorem 2.1.26. If f maps the Fatou component U onto itself, f(U) = U , then
there are just four possibilities. U is either:
• the immediate basin for an attracting fixed point,
• the immediate basin for one petal of a parabolic fixed point with multiplier
λ = 1,
• a Siegel disk, or
• a Herman ring.
Figure 2.1: Julia set for z2 + e2piiξ with ξ = 3
√
1/4. The large region on the lower
left side is a Siegel disk.
Figure 2.2: Julia set for the rational map f(z) = e2piitz2(z − 4)/(1 − 4z) with
t = 0.6151732.... This map contains a Herman ring.
We have classified the Fatou components which are mapped onto themselves by
f . There is a completely analogous description of Fatou components which cycle
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periodically under f . In other words, now we are considering Fatou components
U1, ..., Um such that f(U1) = U2,...,f(Um) = U1. These are just the Fatou compo-
nents which are fixed by some iterate of f . Each one is either:
• the immediate basin for an attracting periodic point,
• the immediate basin for some petal of a parabolic fixed point,
• one member of a cycle of Siegel disks, or
• one member of a cycle of Herman rings.
To complete the discussion about the Fatou set, we are giving the next funda-
mental theorem, which states that there are not wandering Fatou components.
Theorem 2.1.27. Every Fatou component U for a rational map is eventually pe-
riodic. That is, there necessarily exist integers n ≥ 0 and p ≥ 1 so that the nth
forward image fn(U) is mapped onto itself by fp.
The analogs of both Theorem 2.1.26 and Theorem 2.1.27 fail for the iterates of
a transcendental map f : C → C. In this case, there are two new kinds of Fatou
components which can’t occur for rational maps. They may be wandering domains,
which are components U whose successive forward images {fn(U)}n≥0 are pairwise
disjoint, or they may be Baker domains, that are invariant sets U = f(U) such that
no orbit in U has any accumulation point in the finite plane C. Therefore every
orbit in a Baker domain must converge to the point at infinity within Ĉ but point
at infinity is an essential singularity of f and this causes a very different behaviour
from the other cases.
Finally, to finish this section, we are going to see 2 fundamental theorems about
the local behaviour around a fixed points. One of them involves critical points, se
we are also giving its definition.
Theorem 2.1.28. Let f : V ⊂ C→ C be a holomorphic function and z0 a fixed point
such that the multiplier |f ′(z0)| = λ 6= 0, 1. Then there exists a local holomorphic
change of coordinates ϕ : U ⊂ V → C, z0 ∈ U , that we denote by w = ϕ(z), such
that ϕ(z0) = 0 and ϕ◦f◦ϕ−1 is the linear map w 7→ λw defined in some neighborhood
of z0. The map ϕ is unique up to multiplication by a non-zero constant.
Definition 2.1.29. A critical point of a holomorphic map f is a point z0 such that
f ′(z0)=0. The orbit of a critical point is called critical orbit.
Theorem 2.1.30. If f is a rational map of degree d ≥ 2, then the immediate basin of
every attracting periodic orbit contains at least one critical point. Hence the number
of attracting periodic orbits is finite, less or equal to the number of critical points.
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2.2 Introduction to the hyperbolic metric
First let’s recall some topological definitions. A map p : M → N between two con-
nected manifolds is called covering map if for every point in N there is a connected
open neighborhood U within N such that all the components of p−1(U) map onto
U by a homeomorphism. A universal covering map is a convering map where M is
simply connected. For any connected manifold N , there exist a connected manifold
N ′ and a universal covering map p : N ′ → N .
A Riemann surface is any space S that is locally homeomorphic to open subsets
of the complex plane, that is ∀z ∈ S exists an open neighborhood of z homeomorphic
to an open set in C. In particular, any non-empty open subset of the Riemann sphere
Ĉ = C ∪ {∞} is a Riemann surface.
A connected Riemann surface U is called hyperbolic if there exists a holomorphic
universal covering map pi : D→ U , where D is the unit disk. In particular, if U ⊂ Ĉ
is open and non-empty, then U is hyperbolic if and only if Ĉ \ U contains at least
two points.
The hyperbolic metric or Poincare´ metric on a connected hyperbolic surface U
is the unique complete conformal Riemannian metric on U of constant curvature -1.
Equivalently, it is the local push-forward of the hyperbolic metric on D, that is, it
is defined by the measure µD ◦pi−1 with µD the hyperbolic measure on the unit disk.
The metric in the unit disk is defined by the density function
ρD(z) =
2
1− |z|2 .
Observe that this density grows as z approaches the boundary of the disk. The
hyperbolic distance dU(z, w) for two points z, w ∈ U , is the smallest hyperbolic
lenght of a curve connecting z and w in U , that is,
inf
γ⊂D
∫
γ
ρU(z)dz
where γ is a curve connecting z and w.
Proposition 2.2.1 (Pick’s Theorem). A holomorphic map f : U → V between two
hyperbolic Riemann surfaces does not increase the respective hyperbolic metrics, i.e.,
dU(z, w) ≥ dV (f(z), f(w)) holds for all z, w ∈ U . This is an equality if and only if
f is a covering map, or equivalently, covering maps are isometries with respect to
the hyperlic metric. In this case, we say that f is a local isometry.
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Chapter 3
Parabolic fixed points and the
proof of Fatou Flower Theorem
In this chapter we will study the dynamics in a sufficiently small neighborhood of
a parabolic fixed point. We will see several lemmas which describe the dynamic
behaviour with the goal of proving the main theorem of the section: the Fatou
Flower Theorem, also known as the Parabolic Flower Theorem.
Definition 3.0.2. A fixed point zˆ of a holomorphic map f is said to be parabolic if
|f ′(zˆ)| = 1 and f ′(zˆ) = λ is a root of the unity.
From now on, we will consider that our fixed point is zˆ = 0, since we can
conjugate our map using a translation that send the fixed point we are working with
to the origin (if our point is∞, we conjugate using 1/z). So whenever we talk about
0 or the origin, we consider it a parabolic fixed point. Assuming this, we can use
Taylor’s series in a neighborhood of the origin to rewrite the previous definition as
follows.
Definition 3.0.3. Let f be a holomorphic map such that f(0) = 0, the fixed point 0
is said to be parabolic if in some neighborhood of the origin the map can be expressed
as
f(z) = λz + azn+1 + (higher order terms),
where n ≥ 1, a 6= 0 and λ is a root of the unity.
The integer n + 1 is called the multiplicity of the fixed point.The coefficient λ
is the multiplier at the fixed point since f ′(0) = λ. From now on we will consider
λ = 1. Later we will consider the general case.
Definition 3.0.4. A complex number v is called a repulsion vector for f at the
origin if the product navn is equal to +1 and an attraction vector if navn = −1.
We call a complex number v = a+ ib a vector because we can imagine it as the
vector (a, b) in R2 but in the C-plane. After all, we are interested on its direction.
Moreover, since v is a solution of the equation navn = ±1, there are n equally
15
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Figure 3.1: Attraction and repulsion vectors of a parabolic fixed point of multiplicity
n + 1 = 4 and a = −1. The arrows indicates how points are moved by f . The
corresponding petals are also represented, which we will define later.
spaced attraction vectors at the origin, separated by n equally spaced repulsion
vectors. The notation will be as follows. We have the vectors v0, v1,...,v2n−1, where
v0 is a repelling vector and
vj = e
piij/nv0 so that nav
n
j = nav
n
0 e
piij = epiij = (−1)j, j = 0, ..., 2n− 1.
Thus if j is odd vj is attracting and if j is even, repelling. Note that the inverse
f−1 is also well defined and holomorphic in some neighborhood of the origin since
f ′(0) 6= and we can apply the Inverse Function Theorem. The repulsion vectors for
f are just the attraction vectors for f−1 and viceversa.
The definition of attraction and repulsion vector is not arbitrary, it comes from
the local behaviour of v under iteration. In some neighborhood of the origin we have
that f(z) = z + azn+1 + (h.o.t.). Since navn = ±1
f(v) = v + avn+1 + (h.o.t.) = v(1± 1/n) + (h.o.t.).
So if navn = −1, v is attracted by the origin in the direction defined by itself at the
C-plane and if navn = 1, is repelled by the origin in the same direction.
Definition 3.0.5. An orbit z0 7→ z1 7→ ... for the map f converges to zero nontriv-
ially if zk → 0 as k → ∞, but no zk is actually equal to 0. Otherwise, if it reachs
zero, the orbit converges trivially to zero.
Now here we have a lemma which describes the local dynamics around a parabolic
fixed point. The proof itself not only confirms that the lemma is true but also give
us a lot of information about the dynamic behaviour.
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Lemma 3.0.6. If an orbit z0 7→ z1 7→ ... under f converges to zero nontrivially,
then zk is aymsptotic to vj/
n
√
k as k → +∞ for one of the n attraction vectors vj.
In other words, the limit limk→+∞
n
√
kzk exists and is equal to one of the vj with j
odd. Analogously, if an orbit z′0 7→ z′1 7→ ... under f−1 converges nontrivially to zero,
then z′k is asymptotic to vj/
n
√
k
Proof. The proof will be based on studing a map conjugted to f under certain
conditions. First of all we define the change of coordinates
ϕ(z) = c/zn = w
where c = −1/(na). In particular, we have that
Re(w) = Re ϕ(z) = Re(c/zn).
In the case of an attraction or repulsion vector we have
Re ϕ(vj) = Re
( −1
navnj
)
= (−1)j+1
so if vj is attractor its image is +1 and if it is repulsive, −1.
However, we are interested in the behavior when |z| is small enough, or in other
words when |w| is large enough.
Let R+ = [0,+∞) be the positive real axis and let R− = (−∞, 0] be the negative
real axis. The half-line R+vj will be called either a repelling ray or an attracting
ray according whether j is even or odd. In order to label the various branches of
the many-valued function ϕ−1(w) = n
√
c/w, we will cover the C-plane by 2n open
sectors with angles 2pi/n, bounded either by two consecutive repelling rays or by two
consecutive attracting rays. More explicitely, for each attraction or repulsion vector
vj, let ∆j be the corresponding open sector consisting of all re
iθvj with r > 0 and
|θ| < pi/n. We claim that ϕ maps ∆j biholomorphically to C \ R+ if vj is repelling
(j even) and to C \ R− if vj is attracting (j odd). To see the claim notice that
ϕ(reiθvj) =
1
rn
(−1)j+1e−iα, |α| < pi. (3.0.1)
So if vj is attracting, choosing the appropriate values of r and θ we can get any
point in C \ R− while if vj is repulsive, we can get any point in C \ R−.
Hence there is a uniquely defined branch ψj of ϕ such that
ψj : C \ R(−1)j
∼=−→ ∆j.
Note that each ∆j ∩ ∆j+1 is a sector of angle pi/n bounded by the rays R+vj and
R+vj+1. From (3.0.1), it is easy to see that the image ϕ(∆j ∩ ∆j+1) is the upper
half-plane if j is even or the lower half-plane if j is odd.
By definition,
f(z) = z(1 + azn + o(zn)) as z → 0
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Figure 3.2: Sector ∆j with j odd, n = 3 and an enclosed attracting petal Pj.
where o(zn) stands for the a remainder term, which tends to 0 faster than zn so that
o(zn)/zn → 0 as z → 0. To study the behavior of our map f for z close to zero in
the sector ∆j we will consider the corresponding transformation
w 7→ Fj(w) = ϕ ◦ f ◦ ψj(w).
Then f and Fj are conjugated. The map Fj is defined outside a large disk in the
w-plane since we have to work with w with large modulus. Note that
f ◦ ψj(w) = n
√
c/w
(
1 + a
c
w
+ o
(
1
w
))
as |w| → ∞.
Now composing with ϕ(z) = c/zn, we obtain
Fj(w) = w
(
1 + a
c
w
+ o
(
1
w
))−n
as |w| → ∞,
and developing by Taylor the function g(z) = (1 + z)−n as z → 0 we have that
g(z) = (1− nz + o(z)) and so
Fj(w) = w
(
1 +
−nac
w
+ o
(
1
w
))
as |w| → ∞.
Recall that nac = −1, hence we have that
Fj(w) = w + 1 + o(1) as |w| → ∞. (3.0.2)
In fact, we can improve this statement. In the definition of 0 as a parabolic fixed
point we used Taylor’s series. The remainder of the series can be expressed using
little or big o notation. In the definition we considered little o notation, but if we
use big o notation we get
f(z) = z(1 + azn +O(zn+1)) as z → 0.
Then
f ◦ ψj(w) = n
√
c/w
(
1 + a
c
w
+O
(
1
n
√
wn+1
))
as |w| → ∞
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and finally
Fj(w) = w
(
1 +
−nac
w
+O
(
1
n
√
wn+1
))
= w
(
1 +
−nac
w
+O
(
1
n
√
wn+1
))
= w + 1 +O
(
1
n
√
w
)
as |w| → ∞.
That means that the remainder term not only tends to zero but has absolute value
bounded by some constant times |1/ n√w|.
From the previous discussion, we can write that if R > 0 is large enough then
|F (w)− w − 1| < 1/2 if |w| > R. (3.0.3)
In other words, F (w) − w − 1 is inside the ball of radius 1/2 centered at 0. In
particular, it follows that
Re(Fj(w)) > Re(w) + 1/2 if |w| > R (3.0.4)
since F (w)−w is inside the ball of radius 1/2 centered at 1. Then, by definition,
we also have
Re ϕ(f(z)) > Re ϕ(z) + 1/2 (3.0.5)
for z sufficientlly small.
Remark 3.0.7. As we can see in (3.0.5), the real part grows indefinitely. An im-
mediate consequence is that there are not small cycles near a parabolic fixed point,
so the fixed point itself is the only periodic orbit contained in a small neighborhood.
Another consequence is that the slope of the line segment between w and Fj(w)
is bounded. In particular
|Im (Fj(w)− w)| < Re(Fj(w)− w) when |w| > R,
or in other words, the absolute value of the slope is bounded by 1.
Choosing R large enough, as in (3.0.3), let HR be the right half-plane consisting
of all w with Re(w) > R, and let Pj(R) be its image ψj(HR), consisting of all points
z ∈ ∆j with Reϕ(z) > R. In Figure 3.3 we can see the form of the sets ψj(HR).
It is clear that Fj maps HR into itself because of (3.0.4) and as a consequence of
the continuity f maps Pj(R) into itself. Furthermore, the successive iterates of f
restricted to Pj(R) converge uniformly to the constant map 0 since the iterates of
Fj converge uniformly to ∞. We will call the set Pj(R) an attracting petal. Later
we will give a more acurate definition of this concept.
Now consider any orbit z0 7→ z1 7→ ... under f which converges to zero non-
trivially. Then the inequality Reϕ(zk+1) >Reϕ(zk) + 1/2 will be satisfied when-
ever k is large enough. In particular, it follows that there exists an m such that
Reϕ(zm) > R. This zm must belong to one of the n attracting petals Pj(R) ⊂ ∆j.
Since f(Pj(R)) ⊂ Pj(R), zk belongs to this same petal ∀k ≥ m.
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Figure 3.3: Re(z) = 50, Re(z) = 100 and Re(z) = 150 (left) and their images for all
the branches of the function 1/ n
√
z with n = 3 (right).
Let’s consider now the sequence w0 7→ w1 7→ ... where wk = ϕ(zk) ∈ C. Then
wk ∈ HR and wk+1 = Fj(w) for k ≥ m. Since Re(wk) → ∞ then |wk| → ∞,
it follows from (3.0.2) that the difference wk+1 − wk converges to +1 as k → ∞.
Therefore the average
1
k
k−1∑
h=0
(wh+1 − wh)
also converges to +1. But this is a telescoping serie, so
wk − w0
k
=
1
k
k−1∑
h=0
(wh+1 − wh).
This implies that wk/k converges to +1, which is noted as wk ∼ k. Since 1/wk =
−naznk , it follows that naznk is asymptotic to −1/k, and since navnj = −1 we can
rewrite this as znk ∼ vnj /k. Now extracting the n-th rooth, since zk is known to be
in the petal Pj, it follows that zk ∼ vj/ n
√
k, proving the lemma.
Definition 3.0.8. If an orbit z0 7→ z1 7→ ... under f converges to zero with zk
asymptotic to vj/
n
√
k (j is necessarily odd) we say that this orbit converges to zero
from the direction vj.
Until now, we have supposed that de multiplier λ at the fixed point was equal
to 1. Now let’s consider the general case when λ is a q-th root of the unity, so
λ = exp(2piip/q) where p/q is a fraction in the lower terms. As well, from now on
we are no longer supposing that our fixed parabolic point is 0.
Lemma 3.0.9. If the multiplier λ at a fixed point f(zˆ) = zˆ is a primitive q-th root
of the unity, then the number n of attraction vectors at zˆ must be a multiple of q.
In other words, the multiplicity n + 1 of zˆ as a fixed point of f q must be congruent
to 1 modulo q.
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Figure 3.4: Julia set for the map f(z) = z2+(0.8+0.8i)z4+z, which has a parabolic
point with three petals at 0.
Proof. First of all note that zˆ is a fixed point of f q with multiplier λ = 1, so we can
apply all the previous results. Let v be any attraction vector for f q at zˆ, then we
can choose an orbit z0 7→ zq 7→ z2q 7→ ... under f q which converges to zˆ from the
direction v. Then the image by f of the orbit z1 7→ zq+1 7→ z2q+1 7→ ... converges to
zˆ from the direction λv since the multiplier of zˆ is λ = e2piip/q. The multiplication
by e2piip/q permutes the n attraction vectors, so e2piipn/q = 1 which implies that n is
a multiple of q.
Figure 3.5: Julia set for f(z) = z2 + e2piit with t = 3/7. The number of petals is 7.
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Definition 3.0.10. Let f be a holomorphic map from Ĉ to itself with a parabolic
fixed point zˆ of multiplier 1. Given an atraction vector vj in the tangent space of
S at zˆ, the associated parabolic basin of attraction Aj = A(zˆ, vj) is the set of all
p0 ∈ S for which the orbit p0 7→ p1 7→ ... converges to zˆ from the direction vj. The
immediate basin A0j is the unique connected component of Aj which maps into itself
under f .
These basins A1,...,An are disjoint since an orbit can’t converge in more than one
direction at the same time. They are also fully invariant open sets because of the
definition. They have the property that an orbit under f converges to zˆ nontrivially
if and only if it belongs to one of the Aj.
More generally, if zˆ is a periodic point of period k with multiplier e2piip/q for the
map f : S → S, then zˆ is a fixed point of multiplier 1 of the map fkq. The parabolic
basins for fkq are also called parabolic basins for f .
Lemma 3.0.11. Every parabolic periodic point belongs to the Julia set.
Proof. We are going to use the same argument we used to prove that repelling
periodic points are in the Julia set. Let w = 0 be a parabolic periodic point. The
some iterate fm can be expressed usinf Taylor as f(z) = z + azn + (h.o.t.) near the
origin. It follows that fmk corresponds to a power series f(z) = z + kazn + (h.o.t.).
Then the qth derivative of fmk at 0 is equal to q!ka, which diverges to infinity as
k →∞. Then, as a consequence of Theorem 2.1.11, there is no subsequence {fmkj}j
which converges locally uniformly.
Lemma 3.0.12. For a holomorphic map f : S → S, each parabolic basin Aj is
contained in the Fatou set S \J(f), but each basin boundary ∂Aj is contained in the
Julia set J(f).
Proof. It is sufficient to consider the special case of a fixed point of multiplier 1.
By definition, Aj is contained in the Fatou set and we know that the fixed point
zˆ belongs to the Julia set. If we have an orbit p0 7→ p1 7→ ... such that eventually
reachs zˆ, then p0 also is in the Julia set. Given a point p0 ∈ Aj, there are two
possibilities: zˆ is in its orbit or it is not. If zˆ is in its orbit, p0 belongs to J(f). Let’s
suppose now the other possible case, p0 ∈ Aj but zˆ is not in its orbit. Since p0 is
not Aj because this is an open set, the orbit p0 7→ p1 7→ ... does not converge to
zˆ either trivially or nontrivially. Then we can extract a subsequence pk(i) which is
bounded away from zˆ. Since the sequence of iterates fk converges to zˆ in the open
set Aj, it follows that the family {fk} can’t be be normal in any neighborhood of
the boundary point p0. So it belongs to J(f).
Let’s give now an accurate definition of the concept of petals which we talked
about in the proof of the first lemma.
Definition 3.0.13. Let zˆ ∈ S be a fixed point of multiplicity n + 1 ≥ 2 for a map
f which is defined and univalent (holomorphic and injective) on some neighborhood
N ⊂ S, and let vj be an attraction vector at zˆ. An open set P ⊂ N will be called an
attracting petal for f for the vector vj at zˆ if
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• f maps P into itself, and
• an orbit p0 7→ p1 7→ ... under f is eventually absorbed by P if and only if
converges to zˆ from the direction vj.
Similarly, if f : N
∼=−→ N ′, then an open set P ∈ S will be called a repelling petal
for the repulsion vector vk if P is an attracting petal for f−1 for this vector vk.
Remark 3.0.14. Actually, there doesn’t seem to be any standard definition for
the concept of petal. Different authors impose different restrictions. The present
definition is very flexible. For example, it has the property that any intersection
of petals for vj is also a petal. Furthermore, any neighborhood N on which f is
univalent contains a unique maximal petal for vj equal to the union of all forward
orbits in N which converge to zˆ from this direction.
Finally we have the most important result of this section, the Fatou Flower
Theorem. This theorem describes the dynamics in a neighborhood of a parabolic
fixed point. Using all the information obtained in the previous lemmas, we are going
to prove it.
Theorem 3.0.15 (Fatou Flower Theorem). If zˆ is a parabolic fixed point of mul-
tiplicity n + 1 ≥ 2, then within any neighborhood of zˆ the exists simply connected
petals Pj, where the subscript j ranges over the integers modulo 2n and where P
is either repelling or attracting according to whether j is even or odd, respectively.
Furthermore, these petals can be chosen so that the union
{zˆ} ∪ P0 ∪ ... ∪ Pn
is an open neighborhood of zˆ. When n > 1, each Pj intersects each of its two
immediate neighbors in a simply connected region Pj ∩Pj+1 but is disjoint from the
remaining Pk.
Proof. As in the lemma 3.0.6, we are going to suppose that our parabolic fixed point
zˆ is 0. In lemma 3.0.6 we have already proved the existence of petals which fullfil
the first part of this theorem. Now it only remains to prove that we can construct
a set of petals which satisfies the other properties stated.
Let’s choose a large number R as large as in (3.0.3) and let WR ⊂ H2R be the
set of all w = u + iv ∈ C such that u + |v| > 2R. As in lemma 3.0.6, Fj maps WR
into itself because of (3.0.4) and as a consequence Pj = ψ(WR) ⊂ ∆j also maps
into itself and is an attracting petal. Similarly, let −WR be the set of all −w with
w ∈ WR. From (3.0.4) it also follows
Re(F−1j (w)) < Re(w)− 1/2 if |w| > R.
Then, for each even j, we have that F−1j maps −WR into itself and that Pj =
ψj(−WR) is a repelling petal. In fact, these petals are heart shaped, as shown in
Figure 3.6.
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Figure 3.6: Flower with three attracting petals (emphazised) and three repelling
petals.
The intersection WR ∩ (−WR) is a disjoint union V +R ∩ V −R where V +R is the V-
shaped region consisting of all u+ iv in the upper half-plane with v > |u|+ 2R and
V −R is its reflection in the lower half-plane. In particular they are simply connected
regions. The image ψj(Pj ∩ Pj+1) is either V +R or V −R according as j is even or
odd. We have that Pj ∩ Pj+1 ⊂ ∆j and V +R , V −R ⊂ C \ R(−1)j and we know that
∆j ∼= C \ R(−1)j by ψj. Then since ψj(Pj ∩ Pj+1) is simply connected, Pj ∩ Pj+1 is
simple connected as well.
Chapter 4
Newton’s Method for polynomials
The Newton’s method is a root finding algorithm. If we are working with complex
variable, let f be a holomorphic function, the Newton’s method of f is given by the
map
Nf (z) = z − f(z)
f ′(z)
.
The method is based in the fact that a point z0 is a root of f if and only if it is
an attracting fixed point of Nf . We are specially interested in Newton’s method for
polynomials so from now on we will consider the map Np, which is the Newton’s
map for a polynomial p with degree d ≥ 2. In fact, Np is a rational map of degree d.
The algorithm to apply Newton’s method is simple. First we choose an initial
condition z0 ∈ C and we iterate it using the Newton map
zn+1 = zn − p(zn)
p′(zn)
until the sequence {zn}n converges to a fixed point (that is a root of p) or when
we detect that tends to a periodic orbit of period greater than 1. The sequence of
iterates does not diverge since, as we will see, ∞ is repelling. The usual criteria to
identify when we are close enough to a fixed point is to check when the conditions
|zn − zn−1| < ε for a tolerance value ε are satisfied. The convergence is fast, since
the method has a quadratic rate of convergence. We assume that doesn’t converge
to a fixed point when the number of iterates is greater that a fixed value that we
have chosen. In this case, the initial condition is not suitable, so we must consider a
new one. In fact, one of the biggest problems when we are using Newton’s method
is to find the suitable initial condition to find all the roots of our function f .
Clearly, the iteration map of the Newton’s method defines a dynamical system
in Ĉ. The basic properties of the method for a polynomial p are the following:
• The roots of p coincide with the attracting fixed points of Np,
• the simple roots of p are superattracting fixed points of Np since we have that
N ′p = p · p′′/(p′)2,
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• the mutiple roots of p with multipliciy m > 1 are attracting fixed points with
multiplier λ = (m− 1)/m,
• the critical points of Np are simple roots of p or roots of p′′ (usually known as
free critical points)
• Np has 2d− 2 critical points counting multiplicity.
One of the most important property for us is the one given by the next proposi-
tion.
Proposition 4.0.16. Given a degree d polynomial p, the point∞ is a repelling fixed
point of Np with multiplier λ = d/(d− 1).
Proof. Recall that we are suposing that p has degree d ≥ 2. The map Np is quotient
with p′ − p in the numerator, which has degree d, and p′ in the denominator, which
has degree d− 1. Therefore
Np(∞) = lim|z|→∞Np(z) =∞
so ∞ is a fixed point.
Now let’s see that it is repelling. Remember that the multiplier of ∞ is
λ = (h ◦Np ◦ h−1)′(0)
with h(z) = 1/z. We have that
p(1/z) ∼ (1/z)d as |z| → 0
p′(1/z) ∼ d(1/z)d−1 as |z| → 0
(p(1/z))′ ∼ d(−d+ 1)(1/z)d as |z| → 0
(1/z)p′(1/z)− p(1/z) ∼ (d− 1)(1/z)d as |z| → 0.
((1/z)p′(1/z)− p(1/z))′ ∼ (d− 1)(−d)(1/z)d+1 as |z| → 0.
Then the coefficient is
λ = (1/Np(1/z))
′ =
p′(1/z)
(1/z)p′(1/z)− p(1/z) ∼
d− 1
d
as |z| → ∞
and it satisfies |λ| > 1, hence ∞ is repelling.
The fact that ∞ is a repelling fixed point of Np is a great advantage since the
initial conditions don’t diverge to infinity. There are points which are sent to ∞
by Np, but there are only a finite number of them since they must be solutions
of p′(z) = 0. In particular, they are the critical points which are not roots of p.
However, this doesn’t mean that the method always converge to a fixed point, it can
also converge to an attracting periodic orbit. In Figure 4.1 we can see an example
of this.
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Figure 4.1: Basins of attraction of the roots of the polynomial p(z) = z3 − 2z + 2
by Newton’s method. The black region corresponds to the basin of attraction of the
superattracting 2-periodic orbit {0, 2}.
4.1 Finding all roots of complex polynomials
In this section we will present a general method to compute all the roots of a
complex polynomial using Newton’s method. This method was developed by John
Hubbard, Dierk Schleicher and Scott Sutherland and was published in the journal
Inventiones mathematicae in the paper ”How to find all roots of complex polynomials
by Newton’s method”[2]. They dealed with one of the most important problems of
Newton’s method: the election of appropiate initial conditions in order to get the
roots. They constructed a universal set of initial conditions that ensures that all
the roots are found and which does not depend on the polynomial itself, only on its
degree.
Before seeing the main result of the paper [2], let’s discuss some aspects about
it. We are considering only the space Pd of complex polynomials of degree d ≥ 2,
normalized so that all their roots are contained in the unit disk D. This restriction is
not a problem for finding roots for any polynomial. Given an arbitrary polynomial
p(z), we can apply a change of coordinades p(az+b) in order to have the roots inside
the unit disk. This change of coordenates does not affect the dynamic behaviour
since the Newton map of p(az + b) = q(z) is conjugated to the Newton map of
p(z) by ϕ(z) = az + b, in other words, Nq = ϕ
−1 ◦ Np ◦ ϕ. Moreover, it is easy to
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compute an upper bound of the modulus of the roots of a polynomial in function of
its coefficients.
Theorem 4.1.1. For every d ≥ 2, there is a set Sd consisting of at most 1.11 log2 d
points in C with the property that for every polynomial p ∈ Pd and each of its roots,
there is a point s ∈ Sd in the basin of attraction of the chosen root. For polynomial
all of whose roots are real, there is an analogous set S with at most 1.3d points.
The set Sd is easy to construct, but before giving the method we will see several
results in which it is based on. As we know, the roots of p are attracting fixed points
of Np, so when we refer to a root, we also mean an attracting fixed point for the
Newton’s method.
Proposition 4.1.2. Let ξ be an attracting fixed point of a rational map f : Ĉ→ Ĉ
and let U be the immediate basin of ξ. If ∂U contains no more than one fixed point
of f , then U is simply connected.
In particular, the immediate basin of every root of the Newton map Np is simply
connected and thus conformally isomorphic to the open unit disk (unless all roots of
p are identical).
Proof. Let W0 ⊂ U be a simply connected neighborhood of the attracting fixed
point ξ such that ∂W0 is a simple closed curve, no critical orbit meets ∂W0 and
W 0 ⊂ f−1(W0) is compact. Now we define Wk = U ∩ f−k(W0) and Vk as the
component of Wk that contains ξ. It is clear that Wk ⊂ Wk+1 and Vk ⊂ Vk+1.
Moreover, the boundaries of Wk and Vk are simple closed curves since we supposed
that no critical orbit meets ∂W0.
In fact, the union V = ∪k≥0Vk is an open subset of U and its boundary is
contained in the boundary of U . In that case we have that V = U . The fact that
∂V ⊂ ∂U is simple to see: neither ∂V can intersect transversally ∂U nor can be
outside U , so either ∂V ⊂ ∂U or ∂V ⊂ U . If ∂V ⊂ U was true, there would exist
a point w ∈ U \ V but then fm(w) ∈ Vk for some k and m, which is absurd. The
only option left is ∂V ⊂ ∂U .
Since V = U , if all the sets Vk are simply connected, then U will be simply
connected too. Therefore, if U is not simply connected, there exists a first k such
that Vk is not simply connected. Let A1, ..., Am be the connected components of
Ĉ \ Vk. These components are the ”holes” of Vk as a non-simply connected set and
the unbounded exterior component. We will show that each one contains a fixed
point of f . We will consider an arbitrary component A = Ai, i ∈ {1, ...,m}.
We have that Vk \ V k−1 is path connected since we are removing a simply con-
nected closed set from a connected open set. Since the boundary ∂A ⊂ ∂Vk is maped
into ∂Vk−1, we can choose an arc γ0 ∈ V k \ Vk−1 connecting a point z1 ∈ ∂A ⊂ ∂Vk
to its image z0 = f(z1) ∈ ∂Vk−1, avoiding the orbits of the critical points in U . This
is possible because the number of critical points is finite. Let γ1 be the component
of f−1(γ0) starting at z1. The arc γ1 must be contained in A and γ1 * ∂A since
otherwhise γ1 ∩ (V k+1 \ Vk) 6= ∅ or γ1 ⊂ ∂A, which are impossible options. Suppose
γ1 ends at z2 such that f(z2) = z1. Now we can define a sequence of arcs applying
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successively the previous process: let γk+1 be the component of f
−1(γk) starting at
zz+1, and let zk+2 the point where it ends and so on. In particular, γk ⊂ A for
all k and therefore γ = ∪k≥1γk is a simple arc such that γ ⊂ A. The sequence
{zk}k = {f−k(z1)}k forms a sequence in A and we are going to prove that this
sequence in fact converges to a fixed point of f .
Since V = U and the number of critical point is finite, there exists some n such
that Wn contains all the critical points of f in U . Therefore U \Wk has no critical
points for k ≥ n. It is also clear that U \Wk+1 ⊂ U \Wk. Then
f : U \W n+1 → U \W n
is a covering map. From Pick’s Theorem it follows that f is a local isometry in the
Poincare´ metrics of the two spaces. If we note ρn+1 = ρU\Wn+1 and ρn = ρU\Wn the
corresponding Poincare´ metrics, we have that
ρn+1(γ) = ρn(f(γ))
by Pick’s theorem and
ρn(γ) ≤ ρn+1(γ)
since U \Wn+1 ⊂ U \Wn, so we have that
ρn(γ) ≤ ρn(f(γ))
and then f is expanding in the Poincare´ metric of U \Wn. In fact, all the arcs γi are
inside U \Wk if i+ k ≥ n and in the metric ρn, the arcs γi are getting shorter and
shorter since f−1 is contracting. Moreover, they accumulate to ∂U so they length
in Ĉ tends to 0. Then the accumulation set of γ must be connected, since γ is
continous, and it must be a fixed point because the lenght of the arcs γi tends to 0
and zi = f(zi+1).
Finally, we can claim that if U is not simply connected then its boundary ∂U
contains at least 2 fixed points. Then if ∂U contains only one fixed point, U must
be connected.
In particular, the only fixed point of the Newton map Np which is not a root
is ∞, so this point is the only option to be a fixed point in the boundary of the
immediate basin U since the other fixed points, the roots, are inside the basins. In
consequence, all the immediate basins of Np are simply connected.
Theorem 4.1.3 (Rieman-Hurwitz Formula). Let f : U → V a branched covering
map between two compact Riemann surfaces. Then the number of critical points,
counted with multiplicity, is equal to χ(V )d − χ(U), where χ is the Euler charac-
teristic and d is the degree. Moreover, the formula remains true for proper maps
between noncompact Riemann surfaces.
Let mξ be the number of critical points of Np in the immediate basin U of the
root ξ counted with multiplicity. For each root we must have mξ ≥ 1, by Theorem
2.1.30 since ξ is an attracting fixed point. Moreover, Np : U → U is proper since it is
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rational and has degree dξ. By the Riemann-Hurwitz formula and Proposition 4.1.2,
these values are related by the formula dξ = 1 +mξ since U is simply connected so
χ(U) = 1.
The property which allow us to find all the roots is that every immediate basin
has the point ∞ on its boundary. Then there are are simple arcs connecting the
root in the basin to infinity. This fact give us the concept of access to infinity and
the next proposition.
Definition 4.1.4. Let U be the immediate basin of attraction of a root ξ. An access
to infinity of U is a homotopy class of simple arcs which join ξ to ∞.
Proposition 4.1.5. Each immediate basin U of a root ξ has exactly mξ accesses to
infinity.
Proof. Let D be the unit disk and denotem = mξ. Since U is simply connected, there
exists a conformal isomorphism ϕ : D→ U , uniquely normalized by two conditions:
ϕ(0) = ξ and ϕ′(0) > 0. The map f = ϕ−1 ◦ Np ◦ ϕ is then a proper holomorphic
from D to itself of degree m + 1 since it is conjugated to Np. This map extends by
reflection to a holomorphic self-map of Ĉ with degree m+1, a rational which we still
denote by f . Then f has exactly m + 2 fixed points on Ĉ, counting multiplicities.
Among them, there are the attracting fixed points 0 and ∞ (superattracting if ξ is
a simple root of p) which attract all of D and Ĉ \ D respectively, and m additional
fixed points ζ1, ..., ζm which must necessarily in S1.
Since D and Ĉ \ D are completely invariant, it follows that f can’t have critical
points on S1 (or else the images of S1 could be non simple curves, contradicting
the invariance stated). Restricted to unit circle it is a covering map f : S1 → S1
of degree m + 1. Moreover, all f ′(ζi) are positive and real, otherwise, the orbit of
ζi would leave S1. Moreover, the ζi are repelling fixed points since if they weren’t,
they would be either attractive or parabolic, and would attract points outside S1.
In particular, the m fixed points are distinct.
For the rest of the proof we will only consider the case where U is locally con-
nected (the general case can be found in [2]). Therefore, the conformal isomorphism
ϕ : D → U extends continously to the boundary, then the m fixed points of f on
∂D will map to m fixed points of Np on ∂U . A fixed point of Np must be either a
root of the polynomial p, which can’t be on the boundary of U , or the only other
fixed point of Np, ∞. Therefore the domain U will extend out to ∞ in m distinct
directions.
Recall that if ξ is a simple root of the polynomial p, it is itself a critical point of
Np, hence every immediate basin has at least one critical point and its correponding
access to infinity. Anyway, if the root is multiple, the root is not a critical point but
Theorem 2.1.30 assures the existence of at least one critical point in the immediate
basin. In conclusion, for any polynomial, we always have an acces to infinity for any
of its roots’ basins by Newton’s method.
A channel of a root ξ is an unbounded connected component W of Uξ \ D with
the property that there is a point w ∈ W such that can be connected to Np(w) by
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Figure 4.2: Basins of attraction of the roots of a polynomial of degree 8 by Newton.
The darker a region is, the faster it converges. We can clearly see that the number
of accesses to infinity of each basin coincide.
Figure 4.3: The picture of Figure 4.2 projected stereographically onto the Riemann
sphere. The repelling fixed point ∞ is clearly visible at the top of the sphere. We
can perfectly appreciate how the acceses to infinity intersect at ∞.
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a curve in W . In fact, every acces to infinity of Uξ corresponds to a unique channel
of ξ. Particularly, every unbounded component of Uξ \ D is a channel.
Observe that every circle outisde D centered at the origin intersects every channel
of every immediate basin of any root, in other words, contains points which converge
for any fixed point of Np. This fact is the fundamental idea the ”seeding” method
we are talking about is based on. The only remaining detail is how to distribute
the seeds for Newton’s method over this outer circles. So now we have to study the
”width” of the channels.
As we already know, the immediate basins are simply connected so it is con-
formally isomorphic to the unit disc. If we restrict any channel to the exterior of
the unit disk and then we take the quotient by the dinamics (if f is the iterative
function, z is equivalent to f(z)), we obtain a Riemann surface homeomorphic to an
annulus, hence conformally equivalent to a standard cylinder of some heigth h and
circumference c. This is a rectangle of sides c and h with the latter sides identified.
The process to obatin such a cylinder is clearly represented in Figure 4.4. Associated
to this cylinder is its modulus h/c, which is a conformal invariant. In our case, the
modulus is a finite positive. This value is called the modulus of the channel. It will
serve to measure the width of the channel. In fact, there exist a lower bound.
Figure 4.4: Representation of the definition of the modulus of a channel. The shaded
parts represent the images of the same region.
33 Chapter 4. Newton’s Method for polynomials
Proposition 4.1.6. If the number of critical points of the Newton map within some
immediate basins is m, counting multiplicities, then this basin has a channel to
infinity with modulus at least pi/ log(m+1). In particular, every basin has a channel
with modulus at least pi/ log d, where d is the degree of the polynomial.
The proof of this proposition, together with all the theory which proves Theorem
4.1.1 can be found in paper [2].
4.2 Construction of a set of initial conditions
Finally, let’s give the collection Sd of initial conditions defined in [2] so that there
is at least one in every immediate basin of every root for any polynomial of degree
d ≥ 2. This set is a grid which consists in s = d0.26632 log de circles with N =
d8.32547d log de points on each, where dxe is the smallest integer ≥ d. The set of
initial conditions is
Sd = {rν exp(ivj) ; 1 ≤ ν ≤ s, 0 ≤ j ≤ N − 1} (4.2.1)
with
rν = (1 +
√
2)
(
d− 1
d
) 2ν−1
4s
vj =
2pij
N
. (4.2.2)
In this method the number of circles is usually quite small. The number 0.26632 log d
is less than 1 for degrees d ≤ 42, less than 2 for d ≤ 1825, less than 3 for d ≤ 78015
and less than 4 for d ≤ 3333550. In Figure 4.5 we can see an example for d = 25.
Remember that this result is for polynomial which have all the roots inside the
unity disk D. If instead the roots are inside the disk |z| < R, we can scale all the
roots by a factor of R. In other words, if we have a polynomial p(z), we look for the
roots of p(Rz) (whose roots are ξ/R with p(ξ) = 0) and then we multiply them by
the factor R to obtain the roots of p(z).
A good way to bound the modulus of the roots of a complex polynomial is using
Fujiwara’s bound, given by the next lemma.
Lemma 4.2.1. Given a polynomial p(z) =
∑n
i=0 aiz
i. Define
F (p) = 2 max
{∣∣∣∣an−1an
∣∣∣∣ , ∣∣∣∣an−2an
∣∣∣∣1/2 , . . . , ∣∣∣∣a1an
∣∣∣∣1/(n−1) , ∣∣∣∣ a02an
∣∣∣∣1/n
}
.
Then, if µ(p) = max{|ξ|; p(ξ) = 0}, then µ(p) ≤ F (p).
4.3. An implementation 34
Figure 4.5: Initial set of points as specified by the degree for degree 25 together
with the basins of the Newton map for a polynomial of that degree with all its roots
inside the unit disk. The set is formed by 670 points located on a disk of radius
3.40406 centered at 0.
4.3 An implementation
Now here we have some examples of the implementation of the described method
to some polynomials. The resolution of the exemples and the representation of the
basins of attraction of their roots using Newton’s method have been carried out using
our own programs, written by me in C language. In fact all our images of basins of
attraction have been made using the same program, with small modifications if we
want to represent the set of initial points.
The program to find the roots of a given polynomials, once the coefficients are
given, computes the initial points of the discussed method and at the same time
applies Newton’s method on them. The algorithm stops when we have found as
many roots as the degree of the polynomial or, if this don’t happen, when we have
already used all the initial points. If the polynomial does not have multiple roots,
this last case do not occur. So in general, we find all the solutions before computing
and using all the initial conditions. That’s why it also counts how many points have
used. Moreover, this will be useful in order to compare with the method that we
will see in the next chapter.
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The output of the program that represents the basins is an image in format
.ppm. It associates every pixel of the image to a point of the complex plane, applies
Newton on it and gives a color to it depending on which root is found. The colors are
defined in RGB code. If it didn’t converge, the color associated is black. Moreover,
it generates automatically d colors, where d is the degree of the polynomial, one
for every possible solution. It also gives a different shade to the color depending
of how many Newton’s steps are needed to converge to a root. The fastest is the
convergence, the darker is the associated color.
Example 4.3.1.
p1(z) = z
5 − 2z4 + 5iz3 + (1 + i)z2 − 3
Since p1 has degree 5, there are N=67 initial conditions equally distributed on
s=1 circles, as we state at (4.2.1), of radius 2.2832, using the expression (4.2.2),
as we can see in Figure 4.6. However, in the method we use q1(z) = p1(Rz), where
R is the Fujiwara’s bound of p1, to reescale our polynomial and ensure that all the
roots are contained in the unit disk. In this case, Fujiwara’s bound is R = 4.472136.
Although the method give 67 diferent initial conditions, it only use 58 to find all
the roots.
Example 4.3.2.
p2(z) = z
10 + z9 + z + i/2
Since p2 has degree 10, the initial conditions are 192 points equally distributed
on a circle of radius 2.3515, as we can see in Figure 4.7. We consider again q2(z) =
p2(Rz), where R is the Fujiwara’s bound of p2, to normalize our polynomial. In this
case, Fujiwara’s bound is R = 2.
The method only needs 177 of the 192 given initial conditions to find all the roots.
Example 4.3.3.
p3(z) = z
15 + (2 + 3i)z12 − iz10 + 4z7 + (1 + i)z4 − 3z3 + 1
Since p3 has degree 15, the initial conditions are 339 points equally distributed
on a circle of radius 2.3729, as we can see in Figure 4.8. We consider again q3(z) =
p3(Rz), where R is the Fujiwara’s bound of p3, to normalize our polynomial. In this
case, Fujiwara’s bound is R = 3.066812.
The method only needs 223 of the 339 given initial conditions to find all the roots.
In the following images, associated with the examples, we can perfectly appreci-
ate tha fact that there’s at least one initial condition inside every immediate basin
of attraction of every root.
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Figure 4.6: Basins of attraction of the normalized polynomial q1 and the 67 initial
conditions given by the method in [−3, 3]× [−3, 3].
Figure 4.7: Basins of attraction of the normalized polynomial q2 and the 192 initial
conditions given by the method in [−3, 3]× [−3, 3].
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Figure 4.8: Basins of attraction of the normalized polynomial q3 and the 339 initial
conditions given by the method in [−3, 3]× [−3, 3].
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Chapter 5
Newton’s method for a family of
entire maps
In the previous chapter, we discussed the Newton’s method, emphasizing the case
when it is applied to polynomials. Now we will consider Newton’s method applied
to the function
F (z) = P (z)eQ(z)
where P and Q are polynomials of degree m and n, respectively, such that P is
not identically zero and Q is non-constant. Notice that the Newton map for F is a
rational map NF : Ĉ→ Ĉ since
NF (z) = z − F (z)
F ′(z)
= z − e
Q(z)P (z)
Q′(z)eQ(z)P (z) + eQ(z)P ′(z)
=
zP (z)Q′(z) + zP ′(z)− P (z)
P (z)Q′(z) + P ′(z)
, (5.0.1)
just like NP . In particular, if P has degree m, NF has degree m+ 1.
The first observation is obvious: F has the same roots that P since eQ has
none. Therefore, if we apply Newton’s method to F we will obtain the roots of
P . Apparently, both root finding algorithms could seem quite the same, but they
are not. The basic difference between these method is dynamic. The dynamical
systems defined by the Newton maps NF and NP are completely different. The
main difference is that for NP the point ∞ is, as we said before, a repelling fixed
point while for NF , ∞ is a parabolic fixed point.
Proposition 5.0.4. The point ∞ is a parabolic fixed point with multiplier λ = 1,
for Newton’s method applied to F (z) = P (z)eQ(z), where P and Q are polynomials,
P is not identially zero and Q is non-constant.
Proof. Consider that P and Q have degrees m and n, respectively. It is enough to
conjugate NF via g(z) = 1/z, a conjugation which sends ∞ to 0, and check that in
the resulting function M(z) = g ◦ NF ◦ g−1 the point 0 is a parabolic fixed point
with multiplier λ = 1.
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First let’s check that∞ is a fixed point. As we can see in (5.0.1), the polynomial
of the nominator has degree m + n and the denomitanor has degree m + n − 1.
Therefore NF (∞) = limz→∞NF (z) =∞.
Now let’s compute the multiplier. We have that
M(z) =
1
NF (1/z)
= z(1 +H(z)) (5.0.2)
where
H(z) =
zP (1
z
)
P ′(1
z
) +Q′(1
z
)P (1
z
)− zP (1
z
)
.
In this case, we have that
M ′(z) = 1 + (zH(z))′, (5.0.3)
so it is enough to prove that h(0) = 0 for h(z) = (zH(z))′. To simplify the notation,
we will only write the dominant terms, in others words, the terms 1
z
with the highest
exponent. If we compute h′ we obtain that
h′(z) ∼ (1/z)
2m+n−2
(1/z)2m+2n−2
as z → 0
hence M ′(0) = 1 + h(0) = 1 and then ∞ is a parabolic fixed point.
Now that we have proved that ∞ is a fixed parabolic point, we know better the
dynamical system defined by applying Newton to F = PeQ. Just as we explained in
Chapter 3, if∞ is parabolic, it has n repelling petals and n attracting petals. These
petals inside the basin of attraction of∞ will be mixed with the basins of attraction
of the roots, creating a completely different behaviour from which we had with NP .
Moreover, the number of petals of ∞ is equal to the degree of the polynomial Q, as
we are about to prove.
Proposition 5.0.5. Newton’s method applied to F (z) = P (z)eQ(z), where P and Q
are polynomials, has exactly n attracting and n repelling petals at the parabolic fixed
point ∞ if Q has degree n.
Proof. Let’s consider again the map M(z) = z(1 +H(z)) defined at (5.0.2) that we
used in the previous proof. M has the same number of petals around 0 than NF
around∞ since they are conjugated via g(z) = 1/z. Remember that if 0 is parabolic
then in some neighbourhood of the origin M can be expressed as
M(z) = z +
a
k!
zk + (h.o.t.), with a = M (k)(0), k ≥ 2
then there are k attracting petals and k repelling petals. Then we only have to prove
that if Q has degree n, the first term M (k)(0) which differs from zero corresponds
to k = n+ 1. Also suppose that P has degree m.
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From (5.0.3) we have that
M (k)(z) = (zH(z))(k), k ≥ 2.
So let us compute M (k). To simplify the notation, we will only write the dominant
terms. Let’s define h(z) = zH(z) and start the computation:
h(z) ∼ (1/z)
m−2
(1/z)m+n−1
, as z → 0
h′(z) ∼ (1/z)
2m+n−2
(1/z)2m+2n−2
, as z → 0
h′′(z) ∼ (1/z)
4m+3n−3
(1/z)4m+4n−4
, as z → 0.
Making some computations, we see by induction that the dominant term of the
numerator of h(k) has exponent
m− 2 + k +
k−1∑
i=0
2i(m+ n− 1)
and the dominant term of the denominator has exponent
2k(m+ n− 1).
The first non zero coefficient must satisty that
m− 2 + k +
k−1∑
i=0
2i(m+ n− 1) = 2k(m+ n− 1).
Finally, using the identity 1 +
∑k−1
i=0 2
i = 2k, we obatin easily that k = n + 1.
Moreover, if k < n+ 1 the denominator would be dominant and we would have that
M (k)(0) = h(k)(0) = 0.
Now let’s see some examples in the following figures. To have a better view of
the parabolic behaviour of the infinity, we can see the dynamical plane from ∞,
which means conjugate consider the map M(z) = g ◦ NF ◦ g−1 with g(z) = 1/z to
have ∞ at the origin, or project it in the Riemann sphere using the stereographic
projection, where ∞ is at (0, 0, 1). The next figures, from 5.1 to 5.8, have been
generated using the polynomial of degree 6
P1(z) = (z − 1) (z + 1)
(
z − 1
3
− i1
2
)(
z + i
1
4
)(
z +
1
5
− i1
5
)(
z − 1
2
)
.
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Figure 5.1: Basins of attraction of the Newton map for the polynomial P1(z) of
degree 6 in [−2, 2] × [−2, 2]. Every color represents a basin of attraction of a root.
The darker a region is, the faster its points converge. The roots are 1 (red), -1
(pink), 1/3 + i/2 (blue), −i/4 (orange), −1/5 + i/5 (green) and 1/2 (blue).
Figure 5.2: Basins of attraction of NF for P1(z) with Q(z) = z seen from 0 (left)
and from ∞ (right). The black region are the points which are attracted by the
parabolic fixed point ∞.
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Figure 5.3: Basins of attraction of NF for P1(z) with Q(z) = z projected on the
Riemann sphere. The point ∞ is at the point (0, 0, 1).
Figure 5.4: Basins of attraction of NF for P1(z) with Q(z) = z
3 seen from 0 (left)
and from ∞ (right).
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Figure 5.5: Basins of attraction of NF for P1(z) with Q(z) = z
3 projected on the
Riemann sphere. Here we can appreciate how large the petals of infinity are.
Figure 5.6: Basins of attraction of NF for P1(z) with Q(z) = z
4 seen from 0 (left)
and from ∞ (right).
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Figure 5.7: Basins of attraction of NF for P1(z) with Q(z) = z
4 projected on the
Riemann sphere with he point ∞ is at the point (0, 0, 1). Here we can clearly see
how large the petals of infinity are.
In the previous figures we can perfectly see the petals of the dynamical system
generated by NF and how the number of them coincides with the degree of Q. We
can also see that the petals are large and the attraction basins of the roots are
much more smaller than for the map NP . As we can appreciate in Figure 5.8, in
the complex plane the basins narrow as they tend to infinity in equally separated
directions, producing an star shaped figure, and widen when they approach unit disk
()where the roots are contained). However, this seems that not happen for n = 1
and it is no so strong for n = 2. In fact, we have the next theorem.
Theorem 5.0.6. If Newton’s method is applied to F (z) = P (z)eQ(z), where P and
Q are complex polynomials, P is not identically zero and has degree m and Q is
non-constant with degree n ≥ 3, then the area of the attractive basin of a root of F
has finite area.
Proof. [3,Theorem 2, Page 2505]
Until now, we have been dealing with the differences between the dynamical
aspects of NF and NP . Of course, they also have some similarities and we will be
really interested in some of them. Now we will see that, as for NP , the immediate
basins of NF are simply connected and have as many accesses to infinity as critical
points they contain.
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Figure 5.8: Basins of attraction of NF for P1(z) in [−5, 5] × [−5, 5] with Q(z) =
z, z2, z3, z4, respectively. The roots are contained in the unit disk and the white
region represents its boundary.
In Proposition 4.1.2 we stated that the immediate attracting basins of the roots
applying Newton’s method to P were simply connected. The map NF also satisfies
the conditions of this proposition: it is a rational map and the boundary of its
immediate basins contains no more than one fixed point. This second condition is
easy to see (all inite fixed points of NF are superattracting and hence ∞ is the only
fixed point which can be located at the boundary of an immediate basin). Then, by
Proposition 4.1.2, the immediate basins of the roots of NF are simply connected.
The other important property of NP was the one stated by Proposition 4.1.5:
the immediate basins of attraction of attracting fixed points have as many accesses
to infinity as critical points inside them. The proof was based on the fact that the
immediate basins U were simply connected and on that NP : U → U was a proper
map and then we could use the Rieman-Hurwitz formula. We have just proved
that immediate basins V of NF are simply connected. Moreover, we also have that
NF : V → V is a proper map, since it is rational. Therefore, the immediate basins
of NF have as many accesses to infinity as critical points.
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Remark 5.0.7. The fact that the immediate basins are simply connected follows
from a more general result due to Shishikura [4]. We include the statement here for
completeness.
Definition 5.0.8. A weakly repelling fixed point of a map f is a fixed point z0 ∈ Ĉ
such that either is repelling or is parabolic with multiplier λ = 1, that is either
|f ′(z0)| > 1 or f ′(z0) = 1, respectively.
Theorem 5.0.9 (Fatou). If f is a rational map, it has at least one weakly repelling
fixed point.
Theorem 5.0.10 (Shishikura 1991). Let f be a rational map. If the Julia set J (f)
is disconnected, the map f has at least two weakly repelling fixed points.
Observe that the connectivity of the Julia sest is equivalent to the simple con-
nectivity of all the Fatou components, not only the immediate basins of attraction.
This follows using that the Fatou set is open and the Julia set, its complement in
Ĉ, is closed. The only fixed points of NF are the roots of P, which are attracting,
and ∞, which is parabolic with multiplier λ = 1. Therefore the Julia set J (NF ) is
connected and all the components of the Fatou set simply are connected.
5.1 Application: looking for initial conditions
Let’s sum up what we know up to now. The Newton method applied to F = PeQ
defines a rational map NF : Ĉ→ Ĉ whose fixed points are the roots of P , which are
attracting, and the point at ∞, which is parabolic. As a consequence, there are n
large petals of ∞, where n is the degree of Q, that sorround the basins. Moreover,
the immediate basins of the roots are simply connected and has at least one acces
to infinity. As it was done in [2] for Newton’s method applied to polynomials,
we are going to define a finite set of initials points which ensure the convergence
to every root of P using the properties of NF . As in the previous, we will only
consider polynomials with all their roots contained in the unit disk {z ∈ C; |z| < 1}
(otherwise we will reescale).
We consider the particular case Q(z) = z, so
F (z) = P (z)ez,
which make sense since from Haruta [3] we know that if deg(Q) ≥ 3 the attraction
basins have finite area (which does not seem very interesting from the numerical
point of view). Then, in this case we work with the Newton map
NF (z) = z − P (z)
P (z) + P ′(z)
=
zP (z) + zP ′(z)− P (z)
P (z) + P ′(z)
.
Therefore the critical points of the map are the solutions of
N ′f (z) =
P (z)(P (z) + 2P ′(z) + P ′′(z))
(P (z) + P ′(z))2
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Figure 5.9: Basins of attraction of NF for P1(z) (left) and a polynomial of degree
5 (right) in [−20, 20] × [−20, 20]. The black region is the basin of attraction of ∞.
The white region is the unit disk where their roots are contained.
so if P has degree m, we have 2m, that are two more free critical points than using
NP .
The basic idea to construct the set of initial points is based on the behaviour
that we can observe in Figure 5.9. Apparently, the basins of attraction of the roots
are sorrounded by the basin of attraction of ∞ and extends to infinity following
the positive real axis (which make sense since it is the asymptotic direction of the
complex exponential map). In that case, it would be enough to take the initial
points on a line perpendicular to the real axis. The numerical experiments seem to
show that the line should be of the form Re(z)=x with x > 1. Therefore, if we place
equidistant points on the line and choose a small enough distance between them,
we will have at least one point inside every basin of attraction of the roots. Our
objective is to numerically observe that it is posible.
5.2 Implementation
In this final part, we implement our ideas to some polynomials. In fact we will use
the same polynomials that we used in Section 4.3 in order to compare both methods.
The algorithm to define our initial conditions is simple. Remember that we want
the real part of the initial conditions to be constant. In particular, we have chosen
the radius of the first circle described in section 4.1, that is
a = (1 +
√
2)
(
d− 1
d
)1/4
.
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So the initial conditions will be of the form z0 = a + ib for some b. We also need
to bound the imaginary part to ensure the convergence and reduce the number of
initial conditions. We need a value L such that if |b| ≥ L, z0 tends to infinity. This
value can be chosen after some numerical experiments and it is diferent depending
on the degree of our polynomial and , in particular, it increases with the degree.
This is reasonable since the number of initial conditions grows with the degree. In
our case, we used a program written by me which generate m random points inside
the unit disk and represents the basins of attraction of the polynomial P which has
them as roots using NP or NF .
Once we have a and L, we consider a step size h, equal to 1 for instance, and
apply the method to the initial conditions of the form
z0 = a± kh, kh < L, k = 0, 1, 2, . . .
If we have not found all the roots, we try again using the stepsize h′ = h/2 and
avoiding all the previously used initial conditions. We also need a criteria to stop
the process if it is unable to find all the roots, preventing the algorithm from being
applied indefinitely. We can impose that if the stepsize h is less or equal to a lower
bound H, the process must stop.
As we did previously, instead of using the polynomial p, we will use the reescaled
polynomial q(z) = p(Rz), with R the Fujiwara’s bound of p, to ensure that all the
roots belong to the unity disk.
The programs used here are the same than in Section 4.3, but modified to apply
Newton’s method on NF and using the previously defined set of initial conditions
and variables. The program which make the images now take advantage of the fact
that the points scape in the direction of the negative real axis and considers that a
point z tends to infinity if Re(z) < −L, improving its efficiency.
Example 5.2.1.
p1(z) = z
5 − 2z4 + 5iz3 + (1 + i)z2 − 3
Since p1 has degree 5, the initial conditions have constant real part equal to
2.2832, as we can see in Figure 5.10. We use the bound value L = 13. We consider
q1(z) = p1(Rz), where R is the Fujiwara’s bound of p1, to normalize our polynomial.
Using our method, we find all the roots using only 9 intial points. This number
is much smaller than the 58 initial points needed for the standard Newton method.
Example 5.2.2.
p2(z) = z
10 + z9 + z + i/2
Since p2 has degree 10, the initial conditions have constant real part equal to
2.3515, as we can see in Figure 5.11. We use the bound value L = 30. We consider
q2(z) = p2(Rz), where R is the Fujiwara’s bound of p2, to normalize our polynomial.
Using our method, we find all the roots using only 29 intial points. This number
is much smaller than the 177 initial points needed for the standard Newton method.
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Example 5.2.3.
p3(z) = z
15 + (2 + 3i)z12 − iz10 + 4z7 + (1 + i)z4 − 3z3 + 1
Since p3 has degree 15, the initial conditions have constant real part equal to
2.3729, as we can see in Figure 5.11. We use the bound value L = 40. We consider
q3(z) = p3(Rz), where R is the Fujiwara’s bound of p3, to normalize our polynomial.
The method needs 81 to find all the roots. In this case, the standard Newton
needed 223 points to to find every root and, as in the previous examples, our method
needs a significantly smaller number of initial points.
Figure 5.10: Basins of attraction of the normalized polynomial q1 and the initial
conditions given by the method in [−13, 13]× [−13, 13].
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Figure 5.11: Basins of attraction of the normalized polynomial q2 and the initial
conditions given by the method in [−30, 30]× [−30, 30].
Figure 5.12: Basins of attraction of the normalized polynomial q3 and the initial
conditions given by the method in [−40, 40]× [−40, 40].
5.3. Conclusions 52
In all the previous representations of we can apreciate that there is at least one
initian condition inside each immediate basin of attraction, as we expected. We
also can see that for the cases of degree 5 and 10, the set of initial point do not
even reach the upper bound, so the stepsize is not reduced. However, we see that
in the case of the degree 15 polynomial that the points reach the bound and then
the stepsize is reduced. We can also observe that in fact we could choose a smaller
upper bound, which would reduce even more the number of initial conditions. But,
of course, before choosing a smaller bound we must check that it apparently works
for any polynomial of degree 15 with all its roots inside the unit disk.
However, in the examples we have obsersed one numerical disadvantage. Al-
though in both cases we use Newton’s method, our method seem to converge slower
than the ones in the other one. For instance, using the other method, we need less
than 50 steps of Newton for every initial point to verify the convergence while using
ours, some initial conditions needed more than 50.
5.3 Conclusions
After these examples, we can extract some conclusions. In all of them we can
observe a considerable decrease in the number of initial conditions required using
our method instead of the one used in Section 4.3. Therefore, we have found some
numerical evidences that our initial hypothesis that we can define a set of initial
conditions (smaller than the used in the other method) on a line to find all the roots
of a polynomial using NF seem to be true, apparently. At least using polynomials of
low degree. However, we have that using NF , the points may converge slower than
using NP
Although we have only checked a few cases, the positive results and the argu-
ments we have developed show that it is worthwile to study this phenomenon.
All this project can generate new and interesting questions such as: given a
degree m polynomial, can we define a lower bound of the width of the accesses to
infinity of NF such that only depends on m? Can we find an optimal upper bound
for the line in the basins of attraction of NF that contains the initial conditions that
only depends on m? The solution of these still unanswered question would led us
to be able to answer the question: can our method be applied in a efficient way to
any polynomial?
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