Nested sampling has emerged as a powerful sampling technique to directly compute the partition function of a realistic molecular system. However, it does so with a non-standard sampling of phase space, which excludes the use of molecular dynamics simulations. Here we show how to use the standard canonical (NVT) sampling of phase space to directly compute the partition function. There are two components to the nested NVT sampling procedure. First, the temperatures at which the simulations should be run are chosen sequentially, from high to low, based on a histogram reweighting strategy. Second, a harmonic umbrella biasing potential is added, where necessary, to enhance the sampling. We also show how to evaluate the expectation value of an observable and compute the free energy as a function of an order parameter. NVT sampling procedures are common and readily available in conventional Monte Carlo and molecular dynamics codes. The proposed algorithm is easy to integrate into existing codes, which opens up the nested sampling technique to a wide audience.
INTRODUCTION
Nested sampling is an iterative scheme which begins by exploring the full phase space of a system of interest, and with each iteration it eliminates a fixed, high-energy, fraction of the remaining phase space. At the end of the nested sampling top-down energy sweep, the partition function, the expectation value of an observable, and the absolute free energy A as a function of an order parameter ξ are obtained for any temperature. Moreover, because high-energy states are included in the sampling, the free energy profile A(ξ ) is obtained for all ξ values.
Nested sampling is a new sampling scheme proposed in 2006 by Skilling in the context of Bayesian statistics. 1 It was translated into statistical mechanics by Pártay et al. in 2010. 2 It is also presented in the 2011 statistical mechanics publication of Do et al. (without being referenced as such, although in their latest publication the authors rectify this oversight). 3, 4 Other known methods to directly compute the partition function, or equivalently the density of states, include variants on the Wang-Landau, multicanonical, reweighted histogram, and metadynamics methods, as discussed in the comprehensive review article by Singh et al. 5 Nested sampling's unique feature is its strategy of eliminating a fixed fraction of the phase space with each iteration. For example, with a fixed fraction of one half, at iteration n the remaining phase space volume is 2 −n of the full phase space volume. This sampling scheme naturally focuses its effort at significant phase space volume changes, as happens during a phase transition, in the sense that many iterations are spent here. No other sampling method is able to handle phase transitions with such ease. a) Electronic mail: steven.nielsen@utdallas.edu However, as presently formulated, the nested sampling algorithm relies on a uniform sampling of phase space. This sampling is non-standard, in the sense that it does not correspond to any conventional sampling protocol, nor is it possible to do with molecular dynamics (MD). The reason uniform sampling is used is that it is the only way to measure a fixed fraction of the phase space. Any other sampling scheme is biased (for example, NVT sampling has the Boltzmann weight as its bias and thus weights some phase space points more than others). This aspect is a barrier that will prevent widespread use of the method. Therefore, in this article we show how to do nested sampling using the most conventional sampling protocol, namely canonical (NVT) sampling, essentially by unbiasing the trajectories. We use Metropolis Monte Carlo (MMC) for the NVT sampling to enable a more direct comparison with the uniform sampling procedure, although MD would yield the same results because both canonical Monte Carlo (MC) and MD trajectories produce the same (Boltzmann) potential energy distribution.
There are two components to our NVT sampling procedure. First, the temperatures at which the simulations should be run are chosen sequentially, from high to low, based on a histogram reweighting (HR) strategy. Specifically, the energy distribution resulting from an NVT simulation at a given temperature is reweighted to a different temperature to maximize the overlap between the energy distribution and the energy region that should be sampled. However, the maximum overlap may be small; this is especially true during a phase transition due to large fluctuations in energy. If the overlap is below a given threshold, a harmonic umbrella biasing potential is added to focus the sampling into the relevant energy region.
Since the aim of this article is to perform nested sampling with NVT trajectories, no comparison to other advanced sampling methods are made. Such comparisons can be found in the literature; Pártay et al. 2 show that nested sampling performs favorably compared to parallel tempering, and Do et al. 3 show that nested sampling performs favorably compared to both Wang-Landau and Gibbs ensemble sampling.
This article compares the uniform sampling and NVT nested sampling procedures for a model system of 17 particles interacting pairwise through the Lennard-Jones (LJ) potential, denoted LJ 17 . The LJ system is a standard testing ground for new methods but its thermodynamic properties are very sensitive to the boundary conditions and there is no "standard" boundary in the literature; therefore we also compute the reference data to compare with using single-temperature MMC runs with a standard move set.
The proposed algorithm is not system specific, and thus the ability to use NVT trajectories will open the nested sampling method to widespread use. Nested sampling has already been demonstrated on a box of 300 water molecules 3 and has also been used to fold a small protein. 6 With the ability to use NVT trajectories, and hence MD, large and complex systems should be accessible.
The remainder of the paper is organized as follows. First, the units, boundary conditions, and MC trial move set are described. Then, the uniform sampling procedure is described. Next, the NVT nested sampling procedure is given. The methods are then compared by computing the heat capacity and radius of gyration versus temperature. Then, we describe how to compute the absolute free energy as a function of an order parameter using both uniform and NVT sampling. Additional improvements, such as the use of multiple walkers to avoid becoming trapped in local minima and a trajectory recycling strategy to reduce the computational effort, are outlined. Finally, we give some concluding remarks.
MODEL SYSTEM, UNITS, AND MONTE CARLO TRIAL MOVE SET
The model system for this study is a system of 17 particles interacting pairwise through the Lennard-Jones potential,
where r ij are the pairwise distances between particles. All distances are measured in units of σ and all energies in units of . Temperatures are measured in units of /k B , where k B is the Boltzmann constant.
Although the LJ system is a standard testing ground for new methods, its thermodynamic properties are very sensitive to the boundary conditions. Unfortunately, there is no consensus in the literature on this matter: some papers do not employ boundary conditions because they are only concerned with finding global minima; 7, 8 some papers use a center of mass (COM) constraint but with different radii (e.g., for LJ 38 Doll et al. 9 use a radius of 2.65σ while Picciani et al. 10 use a radius of 2.25σ ); and some papers use periodic boundary conditions (PBC) but with different unit cell sizes. In this work, a cubic unit cell of side length 12 is used under PBC with a distance cutoff of 3 on the pair interaction. However, to avoid the complication of PBC when computing the radius of gyration, we instead use a distance constraint by setting the potential energy to infinity (thus eliminating this part of phase space) if any particle is located farther than 6.6 from the COM. We will refer to these two boundary conditions as PBC and COM. The value 6.6 was chosen to make the partition function as similar as possible between the two systems.
The MC trial move set is standard: one of the 17 atoms is selected at random, and trial displacements of all three of its Cartesian coordinates are made. For each coordinate, a uniform random number is drawn in the range (−s/2, s/2) and this number is added to the existing coordinate value. The parameter s begins as half the box length, and is adjusted frequently so that roughly half of the proposed trial moves are accepted throughout the sampling procedures (note that the acceptance criteria are different for the uniform sampling versus NVT sampling procedures described below).
For each iteration of the nested sampling algorithm (and for both the uniform sampling and NVT sampling versions), 2.5 × 10 6 trial moves are generated unless otherwise noted. The first 10 4 moves are discarded and the energy (and any observable values) after every 10th subsequent move is stored. In other words, it is the energy (and any observables) of the last accepted move which is stored after every 10 trial moves.
As with all MC-based methods, the simulation data can be adversely affected by a sub-standard random number generator. In this work we have used the 64-bit version of the Mersenne Twister.
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UNIFORM SAMPLING ALGORITHM
Data collection
For the first iteration of the nested sampling algorithm, all proposed trial moves are accepted. In this sense the phase space (configurational space) is sampled uniformly. The median energy value, denoted E 1 , is computed from the stored energy data points by sorting them and taking the middle one (more generally, a different percentile could be used). The mean value of the energy and of any observables are also computed, and denoted E . For the second iteration, a trial move is only accepted if its energy is less than E 1 . Note that since half of the system configurations in the first iteration have energy <E 1 , we can take one of these as the initial condition for the second iteration. The median energy value, denoted E 2 , as well as E , are computed from the stored data points of the second iteration. For the nth iteration, a trial move is accepted if its energy is less than E n−1 . The median energy value of the stored data from the nth iteration is denoted E n , and the mean energy E mean n and mean observable values O mean n are also computed. Figure 1 shows the energy distributions from which the median (and mean) energy values are computed. Even though phase space is sampled uniformly below an energy threshold of E n−1 , the resulting energy distribution is exponentially close to this threshold. This is because the phase space volume is exponentially larger at higher energies. 
Partition function and expectation value of observables
Since the sampling procedure at each iteration is uniform in the region of phase space below E n−1 , by setting the next energy threshold at E n we eliminate half of the remaining phase space volume. Removing the ideal gas contribution to the partition function, we thus have
Here E * n is an energy in the range between E n−1 and E n , which is the energy range corresponding to a phase space volume of 2 −n . Do et al. 3 use E * n = (E n + E n−1 )/2 which is the average of two consecutive median values. Instead, here we use the average of two consecutive mean values, E * n = (E mean n + E mean n−1 )/2, which is a more natural framework from which to compute the expectation value of observables. Numerically, these choices yield very similar results in terms of Eq. (2) and quantities derived from Eq. (2) such as the heat capacity C V . Note that the choice E * n = E mean n is not appropriate because it includes contributions from energies below E n . For an observable we define O *
The expectation value of an observable is then given by
Z and O should be regarded as functions of temperature; their values are obtained at any temperature from the same set of E * n and O * n values a posteriori. That is, after the nested sampling procedure is finished, we can perform the sum over n for any choice of β. In practice, if results are only desired at moderate temperatures, extremely high energies are not needed because of the Boltzmann factor e −βE * n , and extremely low energies (near the global minimum) are not needed because of the phase space volume factor 2 −n . These considerations mean that it may not be crucial to sample very high energy values, nor may it be crucial to find the global minimum.
NVT SAMPLING ALGORITHM
First iteration
For the first iteration of the NVT version of the nested sampling algorithm, a small value of β (a high temperature) is used and conventional canonical MC (or MD) is run, with trial moves accepted using the Metropolis criterion. The energy distribution (histogram) collected from this trajectory is denoted f β (E). The distribution is biased due to the Boltzmann weight e −βE in NVT sampling, and hence the bias must be removed to use it in nested sampling. The unbiased distribution, denoted f(E), is given by f(E) = f β (E)e βE . We can no longer compute the median energy E 1 by sorting since each energy has a different weight, so instead, after normalizing f(E), we use the integral definition of the median of a distribution
The mean values of the energy E are also computed from the unbiased data.
Temperature selection
For the nth iteration (with n > 1) of the NVT version of the nested sampling algorithm, we have the previous median energy value E n−1 at our disposal. Our first task is to select a new value of β at which to run, so that we obtain a new energy distribution f β (E). Since we have already obtained the distribution f β old (E) from the value of β used in iteration (n − 1), denoted β old , we can predict f β (E) for any value of β by HR:
The denominator in Eq. (5) ensures that the distribution f H R β (E) is normalized, and subtracting E n−1 from E is simply a numerical convenience since otherwise the numbers might be too large or too small for a computer program to handle easily. The new value of β is chosen to maximize the overlap function
The exponential distribution in Eq. (6) is our best a priori estimate of the uniform sampling histogram (see Fig. 1 ). The overlap integral has an upper limit of E n−1 because only data corresponding to energies below this limit are used to compute the nth nested sampling median and mean values; the fact that the NVT trajectory might sample phase space points with energies greater than E n−1 is only helpful to avoid becoming trapped in local minima.
Maximizing the overlap function X(β) gives us an idea of which β value would concentrate the NVT sampling data into the relevant energy region. Figure 2 serves to illustrate the idea. The exponential distribution shown in Fig. 2 , which terminates at an upper energy bound of E n−1 , is the function e β old (E−E n−1 ) . Figure 2 also shows three normalized NVT distributions: the distribution at the optimal value of β and two distributions derived from this one by histogram reweighting, one at a higher and one at a lower temperature. These temperatures are in the vicinity of the LJ 17 phase transition corresponding to evaporation of the cluster, and thus small temperature changes cause significant shifts in the occurrence of condensed versus evaporated clusters. Specifically, as seen in Fig. 2 , the evaporated (high-energy) cluster is dominant at β = 2.32 while the condensed (low-energy) cluster is dominant at β = 2.40. The population shift with temperature in the vicinity of E n−1 ≈ −25 is more nuanced, but nonetheless it is clear from the inset that the β = 2.35 distribution maximizes the overlap function because it has the largest population (among all temperature distributions) in the shaded region. Figure 3 shows the optimal NVT distributions at several different iteration levels (cf. Fig. 1 ). It is important to remember that the NVT data must be unbiased before use. This means that the NVT distributions shown are multiplied by e β(E−E n−1 ) (where β and n are different for each one), cut off above E n−1 , normalized, and then used to compute the next median value E n ; it is these unbiased distributions that are also shown in Fig. 3 . A lower threshold X min is imposed on X, whose value can be increased through the addition of a harmonic umbrella biasing potential (see Fig. 6 ). For each X min threshold, shown in horizontal dotted lines, nine separate nested sampling runs were collected whose mean and standard deviation are plotted.
Harmonic umbrella biasing potential
It is clear from Fig. 3 that, although each NVT distribution, by construction, has maximum overlap, the actual value of the overlap function X may be quite small. This is shown in Fig. 4 . The reason that the overlap may be small is that the width of the NVT energy distribution is governed by the heat capacity C V through
and for LJ 17 there is phase transition around T = 0.44 (β = 2.3) corresponding to the evaporation of the cluster which causes a spike in the heat capacity. As a result, the NVT energy distribution may be broad and have little data in the relevant energy range. This compromises our ability to use NVT data in the nested sampling framework. Therefore, a strategy must be found to enhance sampling in the relevant energy range if the overlap function X has too low a value. Our second task is thus to enhance the NVT sampling data when necessary. This is done by using a harmonic umbrella biasing potential
which focuses the NVT simulation on the energy range of the previous median value E n−1 . In this equation E pot is the potential energy of the system from Eq. (1). Since we are sampling in the canonical ensemble, the bias introduced by the umbrella is simply removed by multiplying by e βk(E pot −E n−1 )
2 . Figure 5 illustrates the result of imposing such a bias. In  Fig. 4 , four different minimum threshold values X min are placed on the value of the maximum overlap function X. Since the lowest threshold value is never reached, no umbrellas are needed for this choice. However, for the other three threshold values, umbrellas must be used to increase X. The strength of the umbrella is controlled through the value of the force constant k in Eq. (8) . So that k is adjusted automatically during the nested sampling procedure to achieve the desired threshold value of X, we take the following steps to increase and decrease k: Initially, at the first iteration of the nested sampling procedure, k is set to k = 0. Subsequently, if, for a For the lowest imposed threshold of X min = 0.01, no biasing potential is needed. However, for the three higher imposed X min thresholds, a biasing potential is added (see Fig. 6 ) which focuses the simulation to energies in the vicinity of E n−1 . The as-collected histograms are shown in thick line, and the corresponding histograms after removing the umbrella bias (but still with the NVT Boltzmann weight bias) are shaded. The shaded energy distributions have noisy tails because the biasing potential discourages thorough sampling far from E n−1 . All the data corresponds to E 50 of Figs. 1 and 3.
given k value, the maximum overlap X(β) falls below the minimum imposed threshold value X min , the current value of β is not changed, nor is the nested sampling iteration number increased, and instead the value of k is increased slightly by adding a small fixed increment to it. A new NVT trajectory is harvested and k is further increased, if needed, until a new β value is found such that X(β) surpasses X min . Each time the nested sampling iteration number increases by one, k is decreased by a fixed percentage, so that after a few iterations, if a bias is no longer needed, it is removed. Figure 6 shows the resulting schedule of k values.
In the absence of a harmonic bias, the relationship between energy and β obtained at each stage of the nested NVT sampling procedure is indistinguishable (apart from statistical noise) from that obtained by computing E as a function of temperature as per Eq. pacity using the thermodynamic relation C V = ∂E/∂T (see Fig. 7 ). However, this is no longer the case under the influence of a harmonic umbrella biasing potential because the trajectory energy distributions are not Boltzmann. Therefore, the β values used at each stage of the biased NVT algorithm are for sampling purposes only and should not be ascribed physical meaning (see Fig. 7 ).
Evaluating the expectation value of an observable
For clarity, we should say a few more words about how to compute O * n without the need to store any trajectory data. Every time the NVT trajectory is sampled (which is after every ten trial moves) the value of the observable O(x) is computed at the current phase space point x of the trajectory. The weight corresponding to this value is
This weight, which accounts for the NVT and umbrella sampling biases and the phase space energy cutoff, is added to the O(x) entry in the histogram of observable values corresponding to iteration n of the nested sampling algorithm. This histogram is then normalized to obtain a probability distribution, from which the mean value of the observable is calculated.
HEAT CAPACITY AND RADIUS OF GYRATION DATA
The heat capacity is a sensitive measure of the quality of the partition function since it depends on the partition function through a second derivative of its logarithm. We evaluated the heat capacity of our model system under both the PBC and COM boundary conditions as shown in Figs. 8 and 9 , (10) is plotted as a function of temperature for the PBC boundary condition. For the MMC data, 50 separate trajectories of 5 × 10 8 MC trial moves were collected for each temperature, whose mean and standard deviation are plotted. For the uniform sampling data, and for each X min threshold of the NVT sampling data (here labeled X 0 = 0.010, X 1 = 0.025, X 2 = 0.040, and X 3 = 0.065), nine separate nested sampling runs were collected whose mean and standard deviation are plotted.
respectively. The dimensionless heat capacity is given by
where 3/2 is the ideal gas contribution and N is the number of particles. We used three different methods: (1) Metropolis MC simulations at several different temperatures; (2) uniform nested sampling; and (3) NVT nested sampling at four different levels of X min . The nested sampling data is analyzed using the partition function expression whereas the Metropolis MC data is analyzed using the fluctuation expression in Eq. (10). Two observations are clear. First, all of the methods and parameter choices we used give the correct heat capacity. Second, the largest error bars occur for the NVT nested sampling data with the lowest threshold overlap value of X min = 0.01 = X 0 . This is what we would expect, since from Fig. 4 this is the nested sampling NVT run with the smallest amount of sampling data in the relevant energy range as measured by the value of the overlap function X. The radius of gyration, shown in Fig. 10 , was chosen as an observable that captures the formation and breakup of the LJ 17 cluster. The nested sampling data is analyzed using Eq. (3) Boltzmann factor at each separate temperature and so is simply the mean value along each trajectory. Again, all of the runs give the correct radius of gyration over the entire temperature range, with the X min = 0.01 nested sampling NVT run having the largest error bars.
FREE ENERGY AS A FUNCTION OF AN ORDER PARAMETER
Often we are interested in characterizing the behavior of a system in terms of an order parameter ξ . For example, knowledge of the free energy profile as a function of an order parameter is of central importance in characterizing phase transitions and barrier heights. 12 In general, the free energy profile A(ξ ) can be obtained by calculating the partition function for only those phase space points that have a prescribed value ξ = ξ * of the order parameter, Z(ξ
Here the delta function forces the order parameter, which is itself a function of the system coordinates, to have value ξ * . The nested sampling expression for the partition function is Z = 2 −n e −βE * n ; we make this a function of the order parameter by writing Z(ξ ) = 2 −n f n (ξ )e −βE * n . For each iteration of the nested sampling algorithm, indexed by n, we build a normalized probability distribution f n (ξ ) for the order parameter values visited by the trajectory. In the case of NVT trajectories, the probability distribution must include the weight factor w(x) of Eq. (9). In Fig. 11 we show nested sampling data using the radius of gyration as an order parameter. Also shown for comparison is data obtained independently for each temperature using MMC. Two clear advantages of nested sampling are apparent. First, since the absolute free energy is computed, we obtain the correct offset between the different temperature profiles. In contrast, the free energy profiles corresponding to different temperatures collected with MMC have an unknown offset with respect to one another. In Fig. 11 we shifted them by hand so that they matched the nested sampling data. Second, since the entire phase space is probed in nested sampling, the free energy profile is obtained even for unfavorable values of the order parameter. For the T = 0.35 data, the MMC trajectory never samples system configurations corresponding to ξ > 3, so that we would be forced to use a biasing technique such as umbrella sampling to obtain the free energy in this region.
IMPROVEMENTS AND EXTENSIONS
Nested sampling is in its infancy. Therefore many improvements and extensions are easily within reach. In what follows we briefly describe three important modifications which will be needed when tackling a large and complex molecular system.
Molecular dynamics
The NVT trajectories in this study are collected using the Metropolis MC method. They could equally well have been collected using MD. This is because both methods yield the same (Boltzmann) potential energy distribution. We implemented a velocity verlet MD version of the nested NVT algorithm and ran it for a few nested sampling iterations to make sure that we had a reasonable behavior. We ran the NVT MD trajectories for the lowest value of the overlap threshold X min = 0.01 using the stochastic thermostat developed by Bussi and Parrinello 13 with a time step of 2.5 × 10 −3 τ and a friction coefficient of 2.5 × 10 −4 τ −1 where τ is the fundamental Lennard-Jones unit of time. The median energy versus nested sampling iteration number matched the MC data, meaning that the two methods will produce the same thermodynamic data. Note that the umbrella biasing potential is straightforward to implement in MD because, from Eq. (8), the force acting on the particles is simply F = F pot (1 + 2k(E pot − E n−1 )) where F pot = −∇E pot is the Newtonian force (representing the direction of steepest descent) arising from the potential energy.
Multiple walkers
The energy landscape for LJ 17 is funnel-like and thus trajectories never became trapped in local minima. Indeed, all the nested sampling runs that we did found the global minimum (to be precise, we terminated each of the 72 nested sampling NVT runs, namely, 9 runs each for 2 different boundary conditions and 4 different X min values, after 300 iterations, at which point the energy was −60.904 ± 0.055, whereas the global minimum is −61.318 14 ). This will not be the case in general, and thus we must have a strategy to avoid becoming trapped in local minima. Brewer et al. suggest pruning dead phase space points and cloning surviving points. 15 Such a strategy can be adapted to our NVT algorithm. Imagine that we run four NVT trajectories, instead of one trajectory, at each iteration of the nested sampling algorithm. Each trajectory will explore a different region of phase space. At some iteration number n of the nested sampling run, we might have a situation as shown schematically in Fig. 12 in which one of the trajectories (trajectory 1) is trapped in a local minimum and only samples phase space points that are higher in energy than the previous median value E n−1 . Since these points do not contribute to the estimate of the next median value E n (or any other histogram) this trajectory no longer serves any purpose. Therefore, it should be replaced by a copy (clone) of one of the other trajectories in the next iteration of the nested sampling algorithm. In this manner, trajectories are able to escape from local minima.
Recycling trajectories
From Fig. 3 , and even from Fig. 5 under the influence of an umbrella biasing potential, it is clear that the NVT trajectory data collected at one level of the nested sampling iteration number n might be useful for later iterations. Up to this point, we have not considered this possibility because our strategy was to optimize the temperature at each iteration using the overlap function X(β), and then to collect a new NVT trajectory. Instead, we could compute the overlap value X using an old trajectory, and decide that we have sufficient data to carry out the median and mean analysis if the overlap value is above the minimum threshold X min that we have imposed. We tried this for the lowest threshold value of X min = 0.01 and were able to obtain similar quality data with an order of magnitude fewer NVT trajectories as shown in Fig. 13 . Specifically, we only updated β (and hence collected a new NVT trajectory) when the threshold value X min failed to be met. One additional change was made to stabilize the algorithm: to keep β from overshooting (when it is updated) we used a weighted average of the old β value and the β value predicted from the maximum overlap criterion, β new = β old + (3/4)(β predicted − β old ).
CONCLUSIONS
Nested sampling represents a new approach to compute the partition function of an arbitrary molecular system, and therefore to compute absolute free energies and absolute entropies as well as expectation values of observables. Its power lies in its strategy of eliminating a fixed, high-energy, fraction of the phase space volume with each iteration. This strategy exponentially focuses the sampling effort to the relevant lowenergy states and is optimally designed to handle a first order phase transition. In this article we developed a procedure to carry out nested sampling using a sequence of NVT trajectories. Two key ideas led to this development. First, from reweighting the NVT energy histogram to a different temperature and evaluating an overlap integral, we were able to optimally decide upon the next temperature value. Second, a harmonic umbrella biasing potential was added (and removed) automatically, as needed, to enhance the sampling of phase space in a certain energy range. Every detail of the procedure was illustrated using a model system of 17 particles interacting through a Lennard-Jones potential. Three major extensions and improvements were discussed: (1) sampling the NVT trajectories using the molecular dynamics method; (2) using multiple walkers to avoid becoming trapped in local minima; and (3) a trajectory recycling strategy to reduce the amount of computation. Many more improvements are easily within reach since the method is in its infancy. The ability to use NVT trajectories will open the way for nested sampling to be used in a wide range of applications.
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