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RksumC 
Nous appelons N-Ccriture la transformation sur les mots qui con&e g faire glisser une fen&e 
de taille N le long d’un mot et h le recoder en associant B chaque nouveau facteur une lettre 
diffkrente. 
Nous dormons une caractbrisation compkte des mots obtenus par cette transformation et pro- 
posons une mkthode permettant de retrouver un ant&&dent particulier. 
Enfin nous appliquons les rksultats obtenus pour obtenir une nouvelle description des suites 
dont le nombre de facteurs de longueur n est de la forme n + csre pour n assez grand. En 
particulier, nous explicitons les liens existant entre ces suites et les suites sturmiennes. @ 1999- 
Elsevier Science B.V. All rights reserved 
Abstract 
We call N-6criture the transformation on words which consists on shifting a window of length 
N along a word and recoding by associating at each factor of length N a new letter. 
We give a complete characterisation of the words obtained by this transformation and describe 
a method to get a particular antecedent. 
Finally we apply previous results to give a new description of sequences which contain n + c.‘~ 
different subwords of length n for n great enough. In particular, we explain relations between 
these sequences and sturmian sequences. @ 1999-Elsevier Science B.V. All rights reserved 
1. Introduction 
Etant donnk un mot fini ou infini, il est toujours possible de faire glisser une fen&e 
de longuenr constante le long de ce mot et de recoder selon la configuration observke. 
Un recodage nature1 consiste a associer une lettre distincte g chaque nouveau facteur. 
* E-mail: didier@iml.univ-mrs.fi 
0304-3975/99/$ - see front matter @ 1999-Elsevier Science B.V. All rights reserved 
PII: SO304-3975(97)00122-9 
32 G. Didirr I Theoretical Computer Science 215 (1999) 3149 
On obtient ainsi un nouveau mot que now appellerons par la suite N-Ccriture du 
precedent, oh N est la longueur de la fenetre. 
La N-ecriture d’un mot don& conserve certaines de ses proprietes et peut etre alors 
etudiee pour determiner certaines de ses caracteristiques. Par exemple Martine Quefellec 
utilise cette transformation pour calculer les frequences des facteurs de points fixes de 
substitutions [ Ill. 
Dans la premiere partie de cet article nous donnons une caracterisation complete des 
mots sur un alphabet fini qui sont des N-Ccritures en distinguant tout d’abord le cas 
ou N = 2. Dans tous les cas, le critere de decision ne tient compte que des facteurs 
de longueur 2 apparaissant dans le mot. Nous proposons egalement, dans le cas oh le 
crithe est verifie, une construction qui permet d’associer a une N-Ccriture un antecedent 
particulier. 
Dans la seconde partie, nous utilisons les resultats obtenus pour caracteriser les mots 
infinis (ou suites) dont le nombre de facteurs differents de longueur n, ou complexite 
est Cgal a IZ + cSZe pour II assez grand. 
Comme son nom l’indique, la fonction de complexite d’une suite traduit assez bien 
l’idee que l’on se fait intuitivement de sa “complexitl”. En particulier une suite est ul- 
timement periodique - done “simple” - si et seulement si sa fonction de complexite est 
constante a partir d’un certain rang. Comme cette fonction est croissante, une suite non 
ultimement periodique est de complexite au moins n + 1, borne effectivement atteinte 
par certaines suites. 
De nombreux exemples de complexite de suites et diverses references sur ce sujet 
peuvent etre trouves dans [2]. Parmi les developpements posterieurs a ce survol, nous 
citerons les travaux de J. Cassaigne qui a, entre autres, montre que si une fonction de 
complexitt est sous-affine, la suite de ses differences premieres est born&e [5]. 
Le cas des suites de complexite n + 1 ou suites sturmiennes a et6 longuement et 
efficacement etudie. Pour en savoir plus, nous conseillons la lecture de la synthtse de 
J. Berstel consacree a ce sujet; celle-ci contient egalement les principales references 
sur ce theme [4]. On connait aujourd’hui de multiples caracterisations de ces suites et 
diverses facons de les generer. 
En particulier, M. Morse et G. A. Hedlund ont montre que ces suites peuvent s’inter- 
preter comme le codage de l’orbite d’un point sur le cercle unite sous l’action d’une 
rotation d’angle a irrationnel lorsqu’on partitionne le cercle en deux intervalles de 
longueurs respectives c( et 1 - cx [8,9]. 
Une autre methode de construction a ttt propose par G. Rauzy et P. Arnoux qui 
ont demontre que l’on peut tgalement generer ces suites en it&ant infiniment deux 
morphismes particuliers [3]. Les suites de complexite (ultimement) n + cSre ont une 
combinatoire proche des suites sturmiennes et leurs caracterisations font naturelle- 
ment intervenir ces demieres. Citons le travail de P. Alessandri qui a caracterise 
les suites de complexitt n + 2 en s’attachant a en donner une interpretation 
geometrique [ 11. 
Plus recemment, S. Ferenczi et C. Mauduit ont propose une caracterisation des suites 
de complexite n + c”” [7]. En utilisant des methodes analogues a [3], ils montrent 
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qu’une suite de complexitt n + cSfe rtcurrente est l’image par un morphisme g d’une 
suite sturmienne. 
Notre resultat est different : il fait intervenir d’autres morphismes dont tous les it&es 
des lettres sont de longueurs constantes Cgales a un entier q (des morphismes q- 
uniformes) et les N-Ccritures. 
L’idee d’utiliser les N-tcritures pour Ctudier les suites de complexite it + cSze vient 
naturellement lorsqu’on remarque que la N-tcriture d’une suite sturmienne est de com- 
plexitt p(n) = n + N pour tout entier nature1 non nul n et s’interprete comme le codage 
de la trajectoire d’un point x sous l’action d’une rotation d’angle SI irrationnel, le cercle 
etant decoupe en N + 1 intervalles deduits du decoupage (CC, 1 - c(). 
Dans la demibre partie de ce travail, nous verrons que les suites de complexite 
II + P, mime dans le cas recurrent, ne sont pas toujours des N-ecritures de suites 
sturmiennes : il faut parfois faire intervenir des morphismes tres particuliers que nous 
appelons I-morphismes (le “I” pour “in&rant” car leur application revient a inserer 
entre chaque lettre de la sequence initiale un nombre constant de lettres toutes distinctes 
n’appartenant pas a l’alphabet de depart). 
2. Notations et dkfinitions 
Etant donne un ensemble E, on note #E le cardinal de E. On appelle alphabet out 
ensemble fini non vide d’eliments appelts lettres ou symboles. 
Un mot sur un alphabet X est une suite de lettres de X indextie sur (0, 1, . . . , n} 
pour un entier nature1 n, si le mot est fini, et sur N si le mot est infini. La longueur 
d’un mot w, notee 1~1, est le nombre de lettres le composant. On designera par: 
_ X’: l’ensemble des mots de longueur Y sur X, 
- X*: l’ensemble des mots finis sur X, 
_ X’: l’ensemble des mots infinis ou suites sur X. 
Le concatknt! de deux mots non vides u = us.. . UI,I-~ et u = ug UI,I-~, note uu, est 
le mot 240.. u~,~-~~)o.. . UI,I-~ le mot vide Ctant neutre pour la concatenation. 
Soient A et B deux alphabets. Toute application de A vers B* se prolonge par 
concatenation en morphisme de A* vers B* et en application de AN vers B’. En 
particulier, on appellera projection Ies morphismes “let&e a lettre” (prolongeant une 
application de A vers B). 
Soit u un mot sur un alphabet A. On note L,(u) l’ensemble des facteurs de longueur 
n de u, c’est-a-dire des mots de la forme UiUi+ 1 . . . u~+~-I. Dans la suite, dire que u 
est un mot sur un alphabet A sous-entendra que toute lettre de A admet au moins une 
occurrence dans EC (i.e. A = L,(u)). 
On appellera pdjixe de longueur i (inferieure ou &gale a 1~1) de u le mot soul . . . #i-l 
si i>O et le mot vide sinon. De meme, si u est fini, on appellera sufJixe de longueur 
i de u le mot uI+iuI+i+ 1 . . . ~~~l-1 si i > 0 et le mot vide sinon. Un prefixe (resp. un 
suffixe) strict de u est de longueur strictement inferieure a 1~1. 
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Une suite u est dite rkurrente si tout facteur fini de u y apparait we infinitk de 
fois. 
DCfinition 1. On appelle fonction de complexit de u et on note p(u,n) la fonction qui 
B tout entier it non nul fait correspondre le nombre de facteurs diffkents de longueur 
n de u : p(u, n) = #L,(u). On note alors s(u,n) la diffkence premibre de la fonction de 
complexitt de u: 
S(U,n)=p(u,n+l)-p(u,n). 
DCfinition 2. Soient A et B deux alphabets et m un entier naturel. Une fonction de 
bloc 0 de rayon m est une application de A” vers B. Cette application se prolonge 
en applications de l’ensemble des mots sur A de longueur supkrieure 1 m vers B* et 
de AN vers B’ en associant g tout mot w le concat& des images des facteurs de 
longueur m apparaissant successivement dans w: 
O(w) = O(w()w, . ..w._,)o(w~w*. ..w,). . . . 
On continue de noter 0 les applications ainsi obtenues g valeurs dans B* et B” 
respectivement. 
On remarque que I’image d’un mot w (/WI 2 m) par une fonction de bloc de rayon 
m est de longueur Iw 1 - m + 1. 
DCfinition 3. Soit u un mot et N un entier naturel. On appelle fonction de N-tcriture 
de u toute fonction de bloc de rayon N bijective de LN(u) sur un alphabet B. L’image 
du mot u par une telle fonction est appelke N-Ccriture de u. 
Par abus, on note u(N) toute N-tcriture de u. 
Remarques. (1) Pour tout entier II, les fonctions de complexitt de u et de u(N) sont 
likes par la relation 
p(u(N),n)=p(u,n+N - 1). 
(2) Si N est supkrieur ou &gal g 2, la N-Ccriture d’un mot u est la 2tcriture de sa 
(N - 1)tcriture. On a: 
u(N) = (u(N - l))(2). 
(3) A toute lettre de B correspond un unique facteur de longueur N de u. Pour 
tout entier i infkieur B N, on notera Cpi l’application de B vers A qui g toute let- 
tre de B associe la lettre de rang i du facteur de u lui correspondant. On a alors: 
Cpi(U(N)) = UiUi + 1 . . . 
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3. Caracthisation des mots qui sont des N-kritures 
11 est toujours possible, &ant donne un mot U, de determiner sa N-Ccriture. Notre 
propos est inversement, &ant donne U, de decider s’il est la N-Ccriture d’un mot u. 
Le critere que nous donnons fait intervenir des relations d’equivalence sur les lettres 
du mot consider& 
3.1. Cas oti N=2 
Soit u un mot (fini ou infini) sur l’alphabet A. On note r$” la relation sur A definie 
par: 
(i) tout symbole de u est en relation avec lui meme, 
(ii) deux symboles a et b sont en relation s’il existe un symbole c tel que: 
- soit les facteurs ca et cb apparaissent dans u, 
_ soit c /‘)a et c r(‘)b u u . 
La regle (i) ne sert qu’a assurer la reflexivite de r:“. En effet si la premiere lettre de 
u n’admet qu’une occurrence, elle ne peut pas apparaitre au second rang d’un facteur 
de longneur deux de u et n’est pas mise en relation avec elle-m&me par la regle (ii). 
La regle (ii) est recursive. Elle exprime que rL”’ est obtenue en saturant par tran- 
sitivite la relation qui met en liaison deux lettres de A si elles peuvent itre prectdees 
par la meme lettre dans le langage de u. 
Ainsi definie, rL”’ est une relation d’equivalence et on note .B$“’ la partition de 
l’alphabet A par ri”. 
On definit de la m&me facon ~$l): 
(i) tout symbole de u est en relation avec lui-mime, 
(ii) deux symboles a et b sont en relation s’il existe un symbole c tel que 
- soit les facteurs ac et bc apparaissent dans U, 
soit c /‘)a et c r(‘)b 
OnnoteW~t)’ ’ ’ la partition de l’alphabet A par ri”. 
Soient u un mot sur un alphabet A et C un sous-ensemble de A. On note : 
_ PU(C) l’ensemble des lettres de A prefixes d’un facteur de longueur deux de u dont 
la deuxieme lettre appartient a C: 
- S,(C) l’ensemble des lettres de A suffixes d’un facteur de longueur deux de u dont 
la premiere lettre appartient a C: 
On remarque que pour tout sous-ensemble C de A on a: 
C c fX&(C)) et C C &(P,(C)). 
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Le lemme suivant montre qu’a toute classe de 9$,” est naturellement associte une 
unique classe de &“, et inversement, sauf dans un cas bien particulier que nous 
preciserons. 
Lemme 1. Soit u mot sur un alphabet A. Pour tome classe p de 9&o) et pour tome 
classe q de .G%$‘): 
(i) Si PU(p) est non vide alors PU(p) est une classe de &“. 
(ii) Si S,(q) est non vide alors S,(q) est une classe de L%~~‘. 
Preuve. Montrons tout d’abord que si p est une classe de 9;” telle que PU(p) soit non 
vide alors il existe q une classe de 8;” telle que PU(p) c q. Soient p une classe de 
9&“, a et b deux elements de p suffixes de facteurs de longueur deux de u. Si e et f 
sont deux lettres de A telles que ea et fb soient facteurs de u alors e rL’)f. Autrement 
dit, e et f appartiennent a une meme classe de 9:“. En effet, si a et b appartiennent 
a une m&me classe de 91?i”’ alors, par definition, il existe une lettre c telle que: 
_ soit les facteurs ca et cb apparaissent dans U, on a c rL’)e, c ri’)f et done e rL’)f. 
_ soit c ~-$‘)a et c r$“b et par induction il existe deux lettres h et h’ telles que h r$‘)e, 
h’ r$‘)f et h’ r$‘)h; done e $)f. 
De la mime facon, si q est une classe de 9&” telle que S,(q) soit non vide alors il 
existe p une classe de 93:” telle que S,(q) c p. 
Considerons p une classe de %?i”’ telle que PU(p) soit non vide et q la classe de 91” 
verifiant PU(p) c q. L’ensemble S,(q) est alors non vide. 11 est done inclus dans une 
classe de 9;” qui ne peut etre que p (i.e. on a aussi S,(q) c p). On a les inclusions 
suivantes: 
4 c M&(q)) c MP> c 4 et P c W%(P)) c L(q) c P, 
d’oh l’on deduit que PU(p) = q et S,(q) = p. 0 
Remarques. Le cas oh PU(p) est vide arrive uniquement lorsque us n’admet qu’une 
seule occurrence dans u. La classe (~0) est alors la seule classe de &o’ telle que 
P,( (~0)) soit vide. De la meme facon, si u est fini et si ~1~1-1 n’admet qu’une occur- 
rence, la classe {u(,l_i} est alors la seule classe de 9~” telle que &({~~~~-i}) soit 
vide. Hormis ces deux cas, on peut mettre en correspondance les elements de 9&” et 
de BL”. 
Proposition 1. Soit u un mot sur un alphabet A. II existe un mot v tel que u soit la 
2-tcriture de v si et seulement si l’intersection de deux classes quelconques de &$,“’ 
et de .G&” contient au plus un element. 
Preuve. Supposons tout d’abord qu’il existe un mot v sur un alphabet B telle que 
u = v(2). Par definition, il existe une fonction de 2-ecriture 0 de Lz(v) vers A telle 
que u = O(v). Considtrons cpo (resp. cpi ) l’application de A vers B qui a tout element 
de A fait correspondre la premiere (resp. la seconde) lettre du mot de longueur deux 
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sur B qui lui est associt. Autrement dit toute lettre a de A est l’image par 0 de 
cpo(a)cpl(a). 
On note 90 (resp. (4) la partition de A induite par cpo (resp. par cpi). Par construc- 
tion, si deux symboles a et b de A sont en relation par rL”’ alors qo(a) = g%(b). 
En effet si a r(‘)b alors 
_ soit a = b =‘UO et cpo(a) = qo(b), 
_ soit il existe c tel que: 
_ soit ca et cb apparaissent dans u et qo(a)= cpl(c)=cpo(b), 
_ soit c rL”)a et c r-~“‘b et par induction : cpo(a) = cpo(c) = cpo(b). 
Tout element de la partition 90 est done une reunion d’elements de 9&o). 
On montre de la meme facon que tout Clement de la partition 9, est une reunion 
d’elements de &“. 
De plus, l’intersection d’un Clement de 3% et d’un element de 9, est de cardinal 
inferieur ou Cgal a 1. En effet, si deux lettres a et b de A sont telles que cpo(a) = cpo(b) et 
qI(a)= q,(b) , alors elles sont &gales (on a: a= O(cpo(a)ql(a))= O(cpo(b)ql(b))=b). 
Ceci implique que l’intersection de deux classes de 9?~o’ et de &” contient au plus 
un element. 
Inversement, supposons que quels que soient p un element de B)‘,“’ et q un element 
de &l), le cardinal de l’intersection de p et de q est inferieur ou egal a 1. Nous allons 
construire un mot u et une fonction de 24criture 0 tels que O(u) = U. 11 faut avant 
tout que nous definissions l’alphabet X de v. 
Notons Xl l’ensemble des couples de la forme (p,&(p)) oh p est une classe de 
B~o’ et X2 I’ensemble des couples (S,(q),q) oh q est une classe de 99’1’). D’aprbs le 
lemme 1, Xl et X2 coincident pour tous les couples (p, P,( p)) dont les composantes sont 
non vides. 11 y a Cventuellement deux couples n’appartenant pas a Xl n X2: ({ug}, 8) 
si la premiere lettre de u n’admet qu’une occurrence et, dans le cas oh u est fini, 
(0, {z+_~}) si la demibre lettre de u n’admet qu’une occurrence. 
Prenons comme alphabet X l’union de Xi et X2. Toute classe p de Wi”’ apparait 
dans un unique couple (p, q) de X. De m&me, a chaque classe q de &” est associe 
un unique element (p, q) de X. 
On dtfinit alors la projection rco (resp. rci) de A vers X qui a chaque element a de 
A fait correspondre l’element (p,q) de X tel que a appartienne a p (resp. q). Soient 
a et b deux lettres de A ; si ab est un facteur de longueur deux de U, alors on a: 
x0(b) = 711 (a). 
Les projections no et rci nous permettent de construire un mot v qui convient. 11 faut 
ici distinguer le cas fini du cas infini: 
_ si u est fini, on pose u=~~(u)~~(u~,~_~)=~~(u~)~~(u), 
_ si u est infini, on pose u=n~(u)=rr~(u~)ni(u). 
Que v soit fini ou infini, pour tout facteur xy de v, il existe une lettre a de A telle que 
x = q(a) et y = xl(a). De plus, par hypothbse, si pour deux lettres a et b de A on a 
no(a) = x0(b) et nl(a) = xl(b), alors a = b (sinon a et b appartiendraient a une m&me 
classe de 99~o’ et a une m2me classe de W’,“). A tout facteur de longueur deux de u 
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correspond une unique lettre de A. On peut done definir l’application 0 de L*(u) vers 
A par O(nc(a)nt(a)) = a. On a alors: 
_ dans le cas fini: 
O(v) = @(7cO(~O)~O(~l ))@(~O(Ul )no(uz)). . . @(~06q-l M~lul-1 >I 
= 0(~o(uo)nl~~o>~O~~o~~l~~1~~1~~.~~~~~0~~~,(-l~~l~~~~~-I~~ 
= U()U] . ..q-I 
= 24, 
_ dans le cas infini: 
O(u) = @(~O(~O)~O(~l )P(~o(W )~o(Uz)). . . 
= ~(~o(~o>~l~~o~>~~~o~~l h(w 11.. . 
=u()ul... 
= 24. 
La fonction 0 est une bijection de L*(u) vers A: elle est surjective car toute lettre de 
A apparait dans U, et injective car si a= b alors no(a)=~(b) et 7cl(a)= XI(~). Nous 
avons construit un mot u et une fonction 0 de 2-Ccriture de u tels que u = O(u), ce 
qui termine la demonstration. 0 
Corollaire 1. Soit 2.4 une 24criture Sun mot w. Si 2) est le mot v&$iant v(2)= u 
obtenu par la mgthode d&rite dans la seconde partie de la dt?monstration prtcPdente, 
alors il existe une projection C$ de Ll(v) a ualeurs dans Ll(w) telle que w = 4(v). En 
particulier, lblphabet de v est de cardinal supkieur ou 6gal au cardinal de l’alphabet 
de w. 
Preuve. C’est une consequence directe de la premiere partie de la demonstration prece- 
dente. 
Exemple. Considtrons le mot fini v suivant: 
v=abacdeabdacfabg. 
Construisons U, une de ses 2-Ccritures en numerotant ses facteurs de longueur 2 dans 
l’ordre de leur premiere apparition. On a: 
u=O12345067289010. 
L’alphabet de u est alors: 
A=L,(u)={0,1,2,3,4,5,6,7,8,9,10}, 
et l’ensemble des facteurs de longueur 2 apparaissant dans ce mot est: 
L2(u)={01,12,23,34,45,50,06,67,72,28,S9,90,010}. 
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On peut ainsi calculer les partitions S&O’ et 9:“. On obtient: 
@‘)= {IO}, {1,6,10}, (21, {3,8}, (41, (51, (91, (7)) et 
@“={{O}, {1,7}, {2}, {3}, {4}, {5,9}, (81, (10)). 
On verifie que u est bien une 2-Ccriture car toute intersection d’un element de .S&” et 
d’un element de &” contient au plus un Clement. En utilisant la methode d&rite dans 
la seconde partie de la demonstration, on construit tout d’abord le nouvel alphabet X 
en associant les classes de BL”’ et de B$“: 
x &W 
g =({& 
@l) 
(5997) 
b =({1,6,10}, (0)) 
a = ((21, fL7)) 
c = ({3,8}, (21) 
d =({4}, (31) 
e =({5), (41) 
d’ = ((71, 161) 
f =({9), (81) 
g =(t& 1101) 
Les projections no et ?II de l’alphabet A vers X se dtduisent de ces associations: 
710 711 
O-ta O+b 
l--+6 1 +a’ 
2+a’ 2+c 
34~ 3+d 
4+d 4+e 
5+e 5+a 
6-b 6-d’ 
7 +d’ 7 -+ a’ 
8+c 8+f 
9-f 9+a 
lO+b lO+g 
On peut alors construire un mot u’: 
u’ = ~O(~h(q+l) 
=rcO(012345067289010)n1(10) 
=aba’cdeabd’a’cf abg, 
40 G. Didierl Theoretical Computer Science 215 (1999) 31-49 
et vhifier que la fonction de bloc suivante est telle que O(v’) = U: 
0 
ab 4 0 
ba’ + 1 
a’c + 2 
cd + 3 
de -+ 4 
ea + 5 
bd’ + 6 
d’a’ + 7 
cf + 8 
fa + 9 
bg +lO 
Le mot u’ obtenu est diErent du mot v de d&part. Si l’on note 4 la projection de 
Ll(v’) vers LI (v) qui identifie les lettres a et a’ et d et d’, on a: v = $(u’). 
3.2. Cas general 
Pour aborder le cas g&n&al, now avons g dkfinir de nouvelles relations d’kquivalence. 
Pour tout entier k E (0, 1, . . . , N - 1 }, on note T$?,~‘~’ la relation sur A dCfinie par: 
Soient deux lettres a et b de A. Alors a rLk,N’ b si au moins l’une des assertions 
suivantes est vhifi6e: 
(i) a= b, 
(ii) il existe un entier i E { 1,. . . , N-k-l} et deux ClCments (al,az,. . . ,aj) et (bl, b2,. . . , 
bi) de A’ tels que: 
_ a; = b;, 
- {aia;_l,a;-lai-2 ,..., ala,bib,_l,bi_lbi_2 ,..., blb}~L2(u), 
(iii) il existe un entier iE { 1,. . . , k} et deux Cltments (al,az,. . . ,ai) et (bl, b2,. . , bi) 
de A’ tels que: 
_ ai = bi, 
- {aal,alaz ,..., ai_lai,bbl,blbz ,..., bi_lbi}c&(u), 
W’) (iv) il existe un symbole c EA tel que c r, a et c r$ksN’ b. 
Pour toutes les valeurs de k permises, les relations rL’,N’ sont des relations d’Cquiv- 
alence et on note 9?$kTN’ la partition de A par r$k’N’. 
Comme dans le cas pr&zCdent, on peut mettre en relation les ClCments de deux 
partitions successives, c’est-&dire correspondant h deux valeurs successives de k. 
Lemme 2. Soit u mot sur un alphabet A. Soit un entier k E (0, 1, . . . , N - 2). Si p est 
une classe de Bik’“’ telle que PU(p) est non vide alors il existe une unique classe q 
de .Bik+l,N) telle que PU(p) cq. Inversement, soit un entier kE{1,2,...,N- 1). Si q 
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est une classe de 9% (k3N) telle que S,(q) soit non vide alors il existe une unique classe 
p de 9$k-‘*N’ telle que P,(q) c q. 
Preuve. Soient k un entier nature1 strictement inferieur a N - 1, a et b deux symboles 
de A tels que a rkk’N’ b. 
Nous allons montrer que si e et f sont deux lettres de A telles que ea et fb sont 
des facteurs de u alors e r-ik’ 12N) f, ce qui prouvera la premiere assertion. 
Comme a rLk’N) b, quatre cas se presentent: 
(k + I,N) cas (i): a = b. Les facteurs ea et f a apparaissent done dans u et on a e r, .f 
(l’assertion (iii) est verifiee car k + 1 2 1). 
cas (ii): il existe un entier iE { 1,. . . , N - k - 1) et deux elements (al, a2,. . . , ai) et 
(b,,bz,..., bi) de A’ tels que: 
a; = b;, 
{a;ai_l,ai_lai_2 ,..., ala,bibi_l,bi_lbi_2 ,..., blb}C&(~). 
d’ou l’on deduit que al rikfITN) bl. 
De plus ea et fb sont des facteurs de u. On en deduit que al rLk’ ‘*n) e et 
b, rLk + lTN) f (1’ assertion (ii) est verifiee), et par transitivite on a e r, (k+‘3hi) f. 
cas (iii): il existe un entier iE{ 1,. . . , k} et deux elements (al,az,. . . ,ai) et (bl, bz,. . . , 
bi) de A’ tels que: 
{aal,ala2,. . . , ai_lai,bb1,6,62 ,..., bi_lb;}cL2(~). 
On a done: 
a, = bi, 
{ea,aal,alaz ,..., ai_1ai,fb,bbl,b,bz ,..., bi_lb;}~&(u), 
et par definition e r, (k+‘*N)f (l’assertion (iii) est verifiee). 
(0’) cas (iv): il existe une lettre c de A telle que c r, a et c rhk’N’ b, et par induction 
sur les cas precedents, on obtient Cgalement e r, W+W) f, 
On demontre de la m2me facon la seconde affirmation du lemme. 0 
Proposition 2. Soit u un mot sur un alphabet A. I1 existe un mot v tel que u soit la 
N-ecriture de v si et seulement si pour tout couple (a, b) de lettres de A avec a # 6, 
il existe un entier nature1 k strictement inferieur a N tel que a et b ne sont pas en 
relation par rLk’N’. 
Preuve. On suppose qu’il existe un mot v sur un alphabet B et une fonction de 
N-Ccriture 0 tels que u= O(v). On considere les projections (pi pour tout entier 
i E (0, 1,. . , N - 1). Tout symbole a de A est alors l’image par 0 du facteur cpo(a)cpl(a) 
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. . . q~~_i(a) de u. Ceci implique que si ab est un facteur de U, on a pour tout entier 
kE{1,2,..., N - 11, 4oAa) = qk--l(b). 
On montre alors que si deux lettres a et b de A sont telles que a T$“~) b alors 
cpk(a) = rpk(b). 
En effet si a ri”N’ b, on distingue les cas suivants: 
cas (i): a= b. On a bien qk(a)= cpk(b). 
cas (ii): il existe un entier i~{l,...,N-k} et deux elements (al,az,...,ai) et 
(bt,bz,..., bi) de A’ tels que: 
ai = bi, 
{alai-l,ai_*ai_*,. . . , ala,bibi_l,bi_lbi_2,. , bib} C:*(U). 
On a: 
cpk(a) = cpk+t(ai ) = . . . = vPk+i(ar 1, 
Vk(b) = (P/c+1 (bl> = . = V/c+i(bi 1, 
Et done: cpk(a) = cpk(b). 
cas (iii): il existe un entier i E { 1,. , .,k} et deux elements de A’ (al,az,. . . ,ai) et 
(bl,bz,..., bi) de A’ tels que: 
ai = bi, 
On a: 
cpk(a)=(Pk-l(al)=...=cpk-i(ai), 
q/t(b) = Vk-l(h I= . ’ . = Vk-dbi), 
Et done: cpk(a) = qk(b). 
(0’) cas (iv): il existe une lettre c de A telle que c r, a et c r-ik,N’ b et par induction 
SW kS cas precedents, on obtient egalement qk(a) = cpk(b). 
Comme 0 est une bijection, il ne peut y avoir deux symboles differents a et b de 
A, tels que pour tout entier k E (0, 1, . . . , N - l}, qk(a) = cpk(b). 11 n’y done pas non 
plus deux symboles a et b tels que a rik’N) b pour tout k E (0, 1,. . . , N - l}. 
Inversement supposons que si a et b sont deux symboles de A tels que a # b, alors 
a et b ne sont pas en relation par r, (k3N), pour au moins un entier k E (0, 1, . . . , N - 1). 
Designons par Xt l’ensemble des N-uplets de la forme (40,. . . , qN_1) oh qo est un 
element de BLoTN’ et pour tout iE{l,..., N - l}, qi est la classe de 9:“’ telle que 
P,(qi- 1) C 4i. 
De facon symetrique, XZ est l’ensemble des N-uplets de la forme (40,. . . , qN__l ) oti 
qN__l est un element de 9?iN-1’N), et pour tout i E (0,. . . , N - 2}, qi est la classe de 
.!%gN) telle que Su(qi+I)Cqi. 
Notons alors X l’union de Xi et X2. Cet ensemble va constituer le nouvel alphabet 
sur lequel nous allons construire un mot u tel que u = u(N). 
Pour tout k E (0,. . . , N - l}, on note nk la projection de A vers X qui associe a 
toute lettre a de A le N-uplet (40,. . . , q&l ) tel que a E qk. 
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Les projections zk now permettent de construire un mot u h partir de U. I1 faut ici 
encore distinguer le cas fini du cas infini: 
- si 24 est fini, on pose v=~:o(u)~~(ul,l-,)...~~_-1(u(,1_~), 
_ si 24 est infini, on pose z, = rco(u). 
Par hypothese, a tout facteur de longueur n de v correspond une unique lettre a de 
A telle que u=~~o(u)~L~(u)... rtN_t(u) (sinon on aurait deux lettres a et b, avec a # b, 
telles que a rik’N’ b pour tout k E (0, 1 , . . . ,N - 1)). On peut done definir l’application 
0 de &v(u) vers A par O(rra(a)rrt(u). . . nN__l(a)) = a. On a alors: 
_ dans le cas fini: 
@(ZI)=@(7CO(Z4O)...~O(~N-l))@(~O(~l)...~0(~N))..~ 
0(71O(ul,l-1)...7cN--I(u(,I-l)) 
= @(71O(UO). . XN-l(uO))@(~O(ul). . . XN-l(u1)). . . 
~(~O(~l,l-l)...~N-l(~~,~-l)) 
= UOUl . . . q-l 
u, 
- dans le cas infini: 
o(V)= ~(71O(UO)~O(Ul)....nO(~,-l))~(~O(~l)~O(~2)~~~~O(~N))~~~ 
= ~(~O(UO)~l(UO)...~N-l(~O))~(~O(~l)~l(~l)...~N-l(~l))... 
= UOUl . . 
24. 
La fonction @ est une bijection de .&(u) vers A: elle est surjective car tOme let&e 
de A apparait dans U, et injective car si a= b alors r&(a) = T&(b) pour tout entier 
nature1 k strictement inferieur a N. Nous avons construit un mot u et une fonction 0 
de N-Ccriture de u tels que u = O(u), ce qui termine la demonstration. 0 
On remarque que dans le cas oh N = 2 dire que l’intersection de deux classes quel- 
conques de 93:” et de 9i” contient au plus un element Cquivaut a dire que pour tout 
couple (a, b) de lettres de A avec a # b, a et b ne sont pas en relation a la fois par 
F-LO’ et par &l). 
On deduit de cette preuve un corollaire tout a fait analogue a celui tnonct dans le 
cas N = 2. 
Corollaire 2. Soient u une N-tcriture d’un mot w. Si v est le mot &riJiant u(N) = u 
obtenu par la mt!thode d&rite dans la seconde partie de la d.Gmonstration prt&dente, 
alors il existe un projection 4 de Ll(v) d valeurs dans Ll(w) telle que w = $(v). En 
particulier, l’alphabet de v est de cardinal superieur ou &al au cardinal de I’ulphabet 
de w. 
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4. Application h 1’Ctude des suites de complexit ultimement n + cSft’ 
Do&avant nous ne now interesserons plus qu’a des mots infinis sur un alphabet 
que nous appellerons “suites”. 
Pour kiter d’alourdir inutilement nos notations, nous entendrons par suite de com- 
plexite n + Fe: “suite dont la fonction de complexite est &gale, pour tout entier n 3 1, 
A IZ + k oh k est un entier nature1 non nul fix?. Nous parlerons de suite de complexite 
ultimement n + cSfe lorsque cette Cgalite n’est valable qu’a partir d’un certain rang. 
Proposition 3. Soit u une suite de complexite ultimement n + Fe; alors il existe une 
suite v de complexite n + P et une projection 4 de LI(v) vers Ll(u) telles que 
u = 4(v). Reciproquement, soient v une suite de complexitd n f cste et C$ une projec- 
tion de L,(v) d valeurs darts un alphabet B. Si la suite &v) n’est pas ultimement 
periodique, elle est de complexite ultimement n f cSte. 
Preuve. Soit u une suite et k et N deux entiers naturels non nuls tels que p(u, n) = n+k 
pour tout entier n 3 N. 
Considerons la N-Ccriture u(N) de U. II existe une projection 4 telle que u = &u(N)) 
et pour tout entier n non nul: 
p(u(N),n)=p(u,n+N-l)=n+N-l+k. 
Autrement dit, en posant k’ = N - 1 + k, on a p(u(N), n) = n + k’ pour tout entier n > 1. 
Reciproquement, soient G’ une suite et k’ un entier suplrieur ou egat a 1 tels que 
p(v, n) = n + k’ pour tout entier n 3 1. Soient 4 une projection de Ll(v) vers un alphabet 
B et 4(v) l’image de v par 4. 
On a p(&v), n) d p(v, n) pour tout entier 12 3 1. Comme s( v, n) = 1 pour tout entier 
n > 1, la difference premiere de la fonction de complexite de 4(v) ne peut prendre 
qu’un nombre fini de valeurs strictement suplrieures a 1. La suite 4(v) est done soit 
ultimement periodique, soit de complexite ultimement n + P. 0 
Ainsi pour donner une description des suites de complexite ultimement n + P, il 
nous suffira de nous interesser aux suites de complexite n + cste c’est-a-dire aux suites 
dont la difference premiere de la fonction de complexitt est constante et egale a 1. 
Pour commencer, nous introduisons trois transformations sur les suites conservant 
cette propriete. Nous montrerons ensuite que toute suite de complexite n + Fe peut 
s’obtenir a partir d’une suite sturmienne par combinaison de ces trois transformations. 
4.1. La N-Ccriture 
Nous avons vu precedemment que la fonction de complexite d’une suite u et celle 
de sa N-ecriture u(N) (ou N est un entier nature1 non nul) sont likes par la relation: 
p(u(N),n)=p(u,n+N- 1). 
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11 est clair que si u est tel que S(U, n) = 1 pour tout entier IZ B 1, il en est de meme 
pour s(u(N), n). 
4.2. L’ajout de nouvelles lettres en prejixe 
Lemme 3. SOit U = uoul . . . u&l&. . . telle qUe ug, ul,. . . et uk-1 n’admettent qU’Une 
seule occurrence darts u, Si I’on note 24’ la suite ukuk+1 . . . , on a pour tout entier 
nature1 non nul n: 
p(u’, n) = p(u, n) - k et s(u’, n) = s(u, n). 
Preuve. L’ensemble des mots de longueur n de u’ contient tow les mots de longueur n 
de u sauf les mots uoul . ..+_I. utu2 . . .u,,.. .,ukuk+i . ..&++I qui sont tous 
distincts. 0 
4.3. Les I-morphismes 
DCfinition 4. Soient A et B deux alphabets et q un entier nature1 non-nul. On appelle 
I-morphisme de longueur q tout morphisme q-uniforme 1: de A* vers B*, tel qu’il 
existe un entier nature1 k <q verifiant, pour tout couple (x, y) d’elements de A: 
(i) +)k=+)k *X=Y, 
(ii) pour tout entier i # k, z(x)i = z(y)i, 
(iii) pour tout couple d’entier (i, j), z(x)i = z(y)i + i = j. 
Exemple. Le morphisme r suivant est un I-morphisme de longueur 4 a valeur dans 
{0,1,2,a,b,c}*: 
T 
0 + abOc 
1 --+ able 
2 + ab2c 
Le lemme suivant relie la complexite d’une suite a celle de son image par un I- 
morphisme. 
Pour calculer la fonction de complexite de la suite image, on la decompose en somme 
de fonctions intermediaires a la man&e de [lo]: on note pi(u, n) le nombre de mots 
de longueur n apparaissant a un rang congru a i modulo q dans u. 
Lemme 4. Soient A et B deux alphabets, u une suite sur A recurrente et z un I- 
morphisme de longueur q de A* vers B *. Les fonctions de complexit de u et de T(U) 
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sont &es par la relation: 
p(z(u),nq+r)=(q-r)p(u,n)+rp(u,n+ I), pour tout entier n21. 
Ceci entraine de plus I’&galitC : s(z(u), nq + r) = s(u, n). 
Preuve. D’apres la definition des I-morphismes, tout symbole de B ne peut apparaitre 
a deux rangs distincts dans des images de let&es par z (propriete (iii)). 
Tout facteur de r(u) apparait done a un unique rang i modulo q et l’on a: 
q-1 
P($u), n) = C pi($u), n>. 
i=O 
Pour tout entier naturei n et tout entier nature1 r strictement inferieur a q, tout facteur 
v de longueur nq + r de r(u) apparait a un unique rang i modulo q et s’ecrit done de 
faGon unique sous la forme Sr(w)P oh: 
- w est un facteur de u de longueur Cgale a 
_ n si i=O ou r+i>q, 
_ n - 1 sinon; 
- S est un suffixe strict d’un r(x), (x E A), de longueur &gale a: 
- 0 si i=O, 
- q - i sinon; 
- P est un prefixe strict d’un z(y), (y E A), de longueur Cgale a: 
- r+i si r+i<q, 
- r + i - q sinon. 
De plus, la restriction de z a A &ant injective, a un facteur v de r(u) domre correspond 
un unique mot w, mais eventuellement plusieurs lettres x et y. 
Par definition, il existe un entier k inferieur a q tel que pour tout couple de symboles 
(x, y) de A on ait: z(x)~ = ok =+x = y et pour tout i # k, z(x); = z(v)i. 
Autrement dit, tous les suffixes des r(x) coincident jusqu’a la longueur q -k - 1 et 
les prefixes des r(x) coincident jusqu’a la longueur k. 
Comme II est recurrente, z(u) l’est Cgalement et on ne modifie pas sa fonction de 
complexite en lui otant un prefixe fini. On peut done par la suite supposer que k = 0 
quitte a oter un prefixe de longueur k - 1 a t(u). La suite ainsi obtenue est l’image 
de u par un nouvel I-morphisme de meme longueur que r ou k = 0. 
La suite u &ant recurrente, pour tout facteur w de u et tout couple d’entiers naturels 
1 et I’, il existe un facteur de z(u) de la forme Sr(w)P tel que ISI = I et IPI = 1’ (si la 
suite u n’etait pas recurrente, il existerait alors un prefixe w de u n’admettant qu’une 
seule occurrence et le facteur z(w) n’apparaitrait qu’une seule fois, au rang 0 de r(u)). 
Soient I et M deux entiers naturels strictement inferieurs a q et n un entier naturel. 
Le nombre de facteurs de la forme Sz(w)P de z(u) pour lesquels ISI = 1, IPI = m et 
IwI = IZ est Cgal au nombre de facteurs de u de longueur: 
- IwI si IPl =0, 
- Iwl + 1 sinon. 
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On calcule les valeurs des pi(r(u), nq + r) selon Y et i: 
- Si r = 0: 
si i = 0, IwI = k IPI = 0, PO($U), nq + r> = p(u,n> 
si O<i<q, IwI=n-1, lPl>O, pi(T(u),nq+r)=p(u,n) 
- Si q>r>O: 
si i=O, Iwl = n, IPI >O, po(z(u), nq + r) = p(u, n + 1) 
si O<i<q-r, lwI=n- 1, \Pl>O, pi(r(U),nq+r)=p(24,n) 
si i = q - r, IwJ = n, IPI = 0, Pi(~(u),nq + r) = p(u,n> 
si q-r<i<q, Iwl = n, PI>O, pi(T(u),nq+r)=p(u,n+l) 
Dans les deux cas, on obtient p(z(u), nq + r) = (q - r)p(u, n) f rp(u, n + 1). D’ou l’on 
dtduit que s(~(u),nq+r)=s(u,n). 0 
Lemme 5. Soit une suite u sur un alphabet A telle que tome lettre x de A soit sufjTxe 
dun facteur de longueur deux de u. Si s(u, 1) = 1, alors: 
_ soit il existe une suite v telle que v(2) = u et p(v, 1) = ~(24, 1) - 1, 
_ soit u est I’image par un I-morphisme z dune suite w sur deux lettres. 
Preuve. Les notations sont les memes que dans la premiere partie. 
Par hypothese, il n’existe qu’une seule lettre de A admettant deux prolongements 
a droite et qu’une seule lettre admettant deux prolongements a gauche. Le nombre 
d’elements de a’,“’ (resp. de 9;“) est done Cgal a #A - 1: il n’y a qu’une seule classe 
de .4?$,” (resp. de BT,‘,“) qui contient deux symboles de A, toutes les autres sont des 
singletons. 
Deux cas se prbentent: 
- Si l’on est dans les conditions de la proposition 1, c’est a dire si les intersections des 
classes de BL”’ et de 93;” contiennent au plus un symbole, on utilise la construction 
decrite dans la seconde pat-tie de la demonstration. On obtient ainsi une suite v telle 
que v(2) = u sur un alphabet X de cardinal egal aux nombre de classes de 94$,” (et 
de WL”), ici #A - 1. On a ainsi determine une suite v sur un alphabet contenant un 
element de moins que l’alphabet A, et de complexite p(v, n) = p(u, n - 1) pour tout 
entier n > 1. 
- Sinon, la classe de .%?P’ contenant deux elements et la classe de 3~” contenant deux 
elements comcident, et il existe quatre let&es de A notees x, y, cr, co telles que 
c,.x, cry, xc0 et yes apparaissent dans u. 
Si c, =x (resp. cr = y), alors CO =x (resp. CO = y) et il ne peut pas y avoir de 
lettre c differente de x et de y telle que cx ou cy apparaisse dans U: cela impliquerait 
soit qu’il y a une lettre qui n’apparait pas comme suffixe d’un mot de longueur deux, 
soit que s(u, 1) est strictement suptrieur A 1. Dans ce cas, l’alphabet de u ne contient 
que deux let&es et le morphisme z est l’identite. 
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Si c,.#x et cr#y et done cefx et csfy, c’est a dire {ce,ci . . ..c~}=A+~). 
alors les seuls mots de longueur deux apparaissant dans u sont (quitte a renumeroter 
Cl,...,&_1): 
xc09 yco, COCl, . . . cr_-lcr, c,x et c,y. 
Soit a la premiere lettre de U, on definit le morphisme r de (0, 1) vers A* par: 
_ z(0) = xcaci . ..cr et z(l)=ycocl...cr, si a=x ou y, 
_ r(0) = c;ci+i . . . CrXCO . ..Cj_l et Z(l)=CjCi+~...C,yCO...Ci_~, si U=Ci. 
Comme ci = cj implique i = j, z est bien un I-morphisme et la liste des mots de 
longueur deux de u montre que l’on peut construire une suite v sur (0, 1) telle que 
u=r(v). 0 
Le lemme suivant montre que toute suite de complexite II + cste est recurrente a un 
prefixe de longueur finie pres. 
Lemme 6. Soit u une suite de cornplexit6 n + Fe. Si la premit?re lettre de u admet 
au moins deux occurrences, alors u est Gcurrente. 
Preuve. On se convaincra que u est recurrente si et seulement si tout prefixe de u 
admet au moins deux occurrences dans U. 
Supposons que u ne soit pas recurrente. Soit alors N le plus petit entier tel que 
u(J . . . UN n’admette qu’une seule occurrence dans u. Par hypothese N est superieur ou 
egal a 1. 
Notons w le mot ug . . . UN-~. Comme le facteur w admet au moins deux occurrences, 
il apparait comme prefixe de deux mots de longueur N + 1 distincts: WUN et wx ou x 
est une lettre de Li(u) differente de UN. 
La suite u etant de complexite n + P, w est le seul facteur de longueur N de u 
admettant deux continuations a droite, c’est a dire apparaissant comme prefixe d’exacte- 
ment deux facteurs de longueur N + 1 distincts, tous les autres facteurs de longueur N 
de u n’admettant qu’une seule continuation. 
La complexitt de u implique Cgalement l’existence d’un unique facteur de longueur 
N + 1 admettant deux continuations a droite. Celui-ci est alors necessairement de la 
forme y!& oh y est une lettre de Lt(u) et les mots ywn,$T et yw~ sont facteurs de u. 
Ceci est en contradiction avec le fait que WUN, prefixe de U, n’admet qu’une seule 
occurrence. 0 
Proposition 4. Une suite u est de complexit n + cste si et seulement si elle est de la 
forme ov(N) oli o est un pr@xe de u 6ventuellement vide tel que tout symbole de 
o n’admette qu’une seule occurrence dans u, et v(N) est la N-dcriture d’une suite v 
image par un I-morphisme d’une suite sturmienne. 
Preuve. Supposons que u soit de complexite p(u, n) = n + k pour tout entier n 3 1. 
Soit i le plus petit entier nature1 tel que le symbole ui admette au moins deux 
occurrences dans u. D’apres les lemmes 6 et 3, la suite w = UiUi+i . . . est recurrente 
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et de complexite n + k - i. De plus, tout symbole de L1 (w) est suffixe d’un mot de 
longueur deux de w. 
Notons w(O) la suite w. Elle satisfait bien les hypotheses du lemme 5 et deux cas se 
presentent: 
- Soit w(O) s’ecrit w(‘)(2) avec p(w(‘),n) = n +k - i - 1 pour tout entier n 3 1. Tout 
symbole de Li(w( 1)) apparait comme suffixe d’un mot de longueur deux de w(l). 
On applique a nouveau le lemme 5. Comme l’alphabet de depart est fini, on tombe 
au bout d’un nombre fini d’iterations dans le second cas. 
_ Soit wci) s’ecrit r(v) avec #Lt (u) = 2 et r est un I-morphisme; necessairement w(j) est 
recurrente. Ceci implique d’apres le lemme 4 que S(U, n) = .s(wci), nq + r) = 1 pour 
tout entier nature1 non nul n. Autrement dit u est sturmienne. 
Inversement, si w est sturmienne, son image par un I-morphisme r est de complexite 
IZ + cSze (lemme 4). Pour tout entier nature1 non nul N, la N-Ccriture de la suite u = r(w) 
est de complexite n + csfe. D’apres le lemme 3, si o est un mot fini tel que toute 
lettre de o n’admette qu’une occurrence dans or(N) alors au(N) est de complexite 
n+C~YfE. 0 
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