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Abstract
Repeated unbiased measurements cause a continual application of the weak causality
principle, leading to an apparent arrow of time for continuously-monitored quantum
systems.
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1 Introduction
There seems to be a natural temporal order of events - an order that has
not been found in the laws of physics. This conflict between our everyday
world, in which every effect has a prior cause, and the equations, which display
temporal symmetry, has been the subject of much research [1,2]. The everyday
asymmetry can sometimes be traced to different boundary conditions imposed
on physical systems in the future and the past. A simple example would be
the second law of thermodynamics, which is thought to originate from a very
smooth early state of the universe. As has been pointed out [3], quantum
mechanics is so fundamental that there have been attempts to link a temporal
arrow to the theory [1,2,4,5]. Evolution in quantum theory is unitary and time-
symmetric, and so the linking has concentrated on the measurement process,
which at least has the veneer of nonunitarity.
Two types of causality have been identified by some authors [6]. A macro-
scopic cause is one which can be initiated by an observer, such as by prepar-
ing a system in a particular state. Similarly, a macrosopic effect is one which
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allows an observer to receive information. All other causes and effects are mi-
croscopic. We normally think of an such an observer as an agent which can
put information into, or extract it from a quantum system. More generally,
however, we can consider anything which prepares or measures the state of
a quantum system as an observer. Typically the distinction between micro-
scopic and macroscopic is not such a sharp one, but the criterion employed
here allows a sharp divide based on information, and not directly on system
size. The ensuing weak causality principle is based on this divide. This prin-
ciple requires macroscopic causes to precede their macroscopic effects in any
reference frame. Thus weak causality merely prevents information from being
sent to an observer in the past. Such information cannot travel backwards in
time, or outside the light cone. Strong causality, however, implies that cause
always precedes effect, even microscopically. EPR-type quantum correlations
appear to violate strong causality, but not weak causality, as they do not result
in macroscopic information transfer between spacelike-separated systems.
It has been shown [3] that quantum mechanics does not impose strong causal-
ity on a system. Furthermore the weak causality that the theory does satisfy
does not follow from quantum theory. Rather it is imposed by the condition
that the measurements should be unbiased - that every state in an orthogonal
set spanning the system space be equally represented in the set of possible
measurement results. The consequences of this are explored here for systems
which are subjected to repeated rapid measurements.
In this paper it is pointed out that open quantum systems can be viewed
as being subject to a rapid sequence of such measurements. The standard
unitary evolution is punctuated by a series of measurement events, each of
which is assumed to occur on a fast (effectively instantaneous) timescale. These
events each cause a slight change of the state via the projective Kraus effect
operators - the modern description of the effect of Von Neumann’s collapse.
Any measurement process which occurs is not described by this formalism, but
at each measurement weak causality is imposed by the measurement boundary
conditions. These are the only properties of the measurement process that are
explicitly used here. In the limit where the weak measurements occur in rapid
succession an individual measurement makes almost no change to the state.
However, their collective effect is that the system has causality imposed upon
it quasi-continuously.
The paper is organised as follows. In section 2 the implications for causal-
ity of the unbiased measurement condition inherent in conventional quantum
mechanics are briefly described. This topic is explored in greater depth else-
where [3,7,8]. Section 3, provides an overview of continuous monitoring and
its description in terms of master equations and trajectory solutions. Sec-
tion 4 describes the application of the unbiased measurement condition to
continuously-monitored systems, and in the final section conclusions are pro-
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vided.
2 Causality and measurement in quantum systems
2.1 Quantum mechanical probability postulate
Suppose that a quantum system is prepared in a state selected from a set
of unit trace density operators {ρˆi} with prior probability Pi. The system is
later measured. Measurement is conventionally described by a set of probabil-
ity operators {pˆij}, one for each possible measurement outcome j [9]. When
the measurement result j is obtained the system is measured to be in the state
pˆij/Trpˆij . The denominator Trpˆij is simply the probability that the measure-
ment result j would be obtained if the system were initially prepared in the
maximally mixed state - one which is proportional to the unit operator of the
system state space 1ˆ. The standard requirement that a measurement of the
system always gives one of the results j leads to the condition
∑
j
pˆij = 1ˆ, (1)
so that the trace of this sum is the dimension of the system state space.
This condition has another consequence, however. It imposes a lack of bias
on the measurement: all states from an orthogonal set spanning the system
space are equally represented, and the measurement gives a true reading of the
prepared state, within the limits imposed by quantum mechanics. Note that
there is no such condition which applies to the possible prepared states, which
are unresticted. The standard probability postulate of quantum mechanics
is written in terms of the prepared state and the probability operators. The
probability that measurement result j is obtained given that the preparation
outcome was i is
P (j|i) = Tr (ρˆipˆij) . (2)
The different trace properties of preparation and measurement operators en-
sure that the conventional probability postulate is asymmetric in its treatment
of preparation and measurement. Preparation is biased but measurement is
not.
Suppose instead that the measurement device is biased; it does not treat all
states from an orthogonal set spanning the space equally (for example, by
simply disregarding some of them with a certain probability, or by being less
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sensitive to some measurement outcomes than others). It is then normally
necessary to use a symmetric form of quantum mechanics, which treats both
preparation and measurement equally [7,10]. However, it has been shown that
a useful prepared density operator, which depends solely on preparation device
properties, can only be suitably assigned to the system when the measure-
ment device is unbiased. The measurement in this case can be described by
probability operators which satisfy eq. (1). The symmetric formalism becomes
equivalent to the standard asymmetric formalism and eq. (2) applies.
The probability Pi is calculated from system properties, and if it is to be a
probability of preparing a state it should depend on preparation properties
only. If the measurements are biased, however, it depends on both prepara-
tion and measurement device properties. The only way for the measurement
properties to have no influence is for the measurement to be unbiased, so that
no information from the measurement affects Pi. Given that measurements
occur after preparation this means that unbiased measurement, via its math-
ematical expression in eq. (1), imposes weak causality on the system [8,11].
Weak causality is “inserted into quantum mechanics, rather than arising from
it” [3]. The above argument is introduced in [11] and appears in summarised
form in section 2 of [8] and more extensively in [3].
2.2 Evolution
If evolution between preparation and measurement is included it is typically
assumed that the prepared state evolves forward in time to the measurement
time, in accordance with the principle of strong causality. Quantum systems do
not exist in isolation, but interact with their surroundings. This interaction
is normally described using a master equation, and the resulting evolution
shows decoherence, in which quantum correlations are damped out and become
classical probabilities. Most open systems are studied using a master equation
which has Lindblad form [12] as this implies that the system is Markovian,
and that the environment does not feed lost information back into the system.
One general form of the master equation is
˙ˆρ = −
i
~
[
Hˆ, ρˆ
]
+ γ
(∑
k
bˆkρˆbˆ
†
k −
1
2
bˆ†k bˆkρˆ−
1
2
ρˆbˆ†k bˆk
)
, (3)
where bˆk is a system operator and γ is a rate, typically a decay. Any “collapse
of the wavefunction” occurs at the measurement time, after all of the evolution
has taken place. A master equation of this form can be used to describe both
single system evolution, in line with the above, or an ensemble of such systems.
An individual system which undergoes nonunitary evolution described by a
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master equation of the above form can also be modelled in a different way,
using the quantum trajectory method [13]. The system is thought of as be-
ing in a pure state, evolving continuously in Hilbert space, but undergoing a
random sequence of quantum jumps. This forms what is known as a trajec-
tory or realisation for the system. Because of the random stochastic nature of
the jumps there are many possible realisations. When these realisations are
suitably averaged, the evolution obtained is identical to that of the Lindblad
master equation. The Lindblad master equation gives the average behaviour
of the quantum trajectories.
This picture is not the only possible one, however. The system can also equally-
well be described by the measured state evolving (and decohering) backwards
in time towards the preparation time according to the retrodictive master
equation [14], or more simply by the evolution equation for the probability
operators
˙ˆpi = −
i
~
[
Hˆ, pˆi
]
− γ
(∑
k
bˆ†kpˆibˆk −
1
2
bˆk bˆ
†
kpˆi −
1
2
pˆibˆk bˆ
†
k
)
. (4)
In this picture the collapse occurs at the preparation time. Alternatively the
system can even be described by both the prepared and measured states evolv-
ing in their respective time-directions to some intermediate collapse time be-
tween the preparation and measurement time. In each case all probabilities
calculated are identical [3,7,10,14], and weak causality is not violated. Note
that evolution under the retrodictive master equation does not correspond to
recoherence. Information about the measured state is lost as time decreases,
until the moment of collapse at the preparation time. For dissipative systems,
however, which lose energy in the forward time direction, the retrodictive
master equation corresponds to energy gain, backwards in time [15,16]. Time
evolution in either direction appears to be equally-valid, and the system does
not exhibit strong causality. Only weak causality applies, and even that is
externally imposed.
3 Continuous monitoring
Decoherence due to the continuous interaction with an unmeasured environ-
ment is not the only possible open system evolution. Measurement itself pro-
vides another possible type of environmental interaction, one which can cause
discontinuous jumps in the state of the system. If the measurement is per-
formed repeatedly, and randomly in time, the system state will undergo an
evolution akin to a quantum trajectory. A sequence of measurements per-
formed on an ensemble of such systems allows a description of the average
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system behaviour in terms of a Lindblad master equation [17,18,19,20]. For a
single system and for measurement results which correspond to discrete system
variables, after a measurement the state of the system changes to
ρˆ → ρˆkl =
AˆklρˆAˆ
†
kl
Tr
(
ρˆAˆ†klAˆkl
) , (5)
where Aˆkl is the effect operator corresponding to measurement result k, and
l is an index which allows for the fact that each measurement result can be
associated with more than one effect [21]. Effect operators not only provide
the measurement result probabilities, but also describe the outcome of the
evolution which the measurement imposes on the system. For example, the
effect operator Aˆ1 = |0〉〈1|, where |n〉 is the n-photon number state for a
single mode of the electromagnetic field, corresponds to the detection of a
single photon by a perfect absorbing photodetector. If the field has one photon
excited the density operator is ρˆ1 = |1〉〈1|. Then the effect operator changes
the state to Aˆ1ρˆ1Aˆ1 = |0〉〈0|. The one-photon field state becomes the vacuum
state, and no further photons can be detected.
The utility of the effect operator formalism is obvious, especially in that it
avoids describing the measurement process. Typically it is thought that the
system of interest becomes entangled with a measurement device which then
performs some kind of projection on the state. The formalism naturally in-
cludes projections made on one part of an entangled nonlocal system. It also
dovetails with the probability operator description of measurements, as the
probability operator corresponding to measurement result k can be written in
terms of the effect operators as
pˆik =
∑
l
Aˆ†klAˆkl, (6)
so the denominator in eq.(5) is the probability that the measurement result
is k. If the measurement result is not known the evolution will be a weighted
sum of all of the possible measurement-induced evolutions, and using eq. (1)
it is possible to derive a master equation with a simple Lindblad form [12],
˙ˆρ = −
i
~
[
Hˆ, ρˆ
]
+R

∑
k,l
AˆklρˆAˆ
†
kl − ρˆ

 . (7)
Here R is the average rate of measurements, each of which is assumed to occur
instantaneously. The strength of the measurements - how much disturbance
they make on the system - is governed by the exact form of the effect operators.
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The measurement strength and rate may be combined to form an overall decay
parameter such as that in eq. (3), depending on the details of the system.
An analogous master equation appropriate for monitoring by measurements
which correspond to continuous variables can be derived [22,23],
˙ˆρ = −
i
~
[
Hˆ, ρˆ
]
+R
(∫
dξ
∫
dx
∫
dpAˆξ(x, p)ρˆAˆ
†
ξ(x, p)− ρˆ
)
. (8)
where ξ plays the role of the parameter l in the discrete equation, and x
and p are, say, position and momentum, so the effect operators correspond
to joint measurements of both the position and momentum of the system
1 . This type of weak joint monitoring can be caused by scattering, but in
quantum optics the measurements could equally-well correspond to monitor-
ing the real and imaginary parts of a coherent amplitude. In the appropriate
limit of weak rapidly-repeated measurements a Lindblad master equation is
obtained which is similar to those describing decoherence [22,23]. This moni-
toring approach to scattering has been used by others [20], and similarly, the
relations between scattering, monitoring, records and decoherence have been
explored, typically in the context of quantum Brownian motion or friction
[24,25,26,27,28,29]. Similar equations to (7) have also been studied in relation
to continuous quantum walks [30]
Quantum trajectory analysis [13] of such equations provides individual possi-
ble realisations of sequences of measurement results and, via the effect oper-
ators, possible measurement-driven evolutions. These realisations, when aver-
aged over, provide the same results as the “average behaviour” master equa-
tions. Each trajectory itself typically consists of smooth evolution punctuated
by discontinuous jumps caused by measurement. For continuous monitoring
master equations trajectories represent sequences of events which could ac-
tually occur. The discontinuous jumps associated with measurement events
are an integral part of the evolution under the measurement master equation.
Smooth average solutions are not always so useful, as they do not necessarily
describe an evolution which could occur in practice, as shown in [19]. This
distinguishes the measurement master equation from those which describe de-
coherence and other smooth (although short timescale) effects, and for which
the quantum trajectory approach is more of an interpretation.
1 In [17] and [18] similar equations were provided but for measurements of posi-
tion or momentum. Joint measurements are important if the system is to have a
good classical limit. This problem was circumvented in [17] by introducing an extra
feedback to cancel the effect of jumps.
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4 Causality and continuous monitoring
4.1 Repeated measurements and evolution
Consider a single quantum trajectory corresponding to a possible (real) realisa-
tion of a repeatedly-measured system, such as in Fig. 1. When a measurement
Fig. 1. Schematic realisation of a trajectory in the neighbourhood of two succes-
sive measurement events. The measurement boundary condition stops measurement
m+ 1 influencing the earlier preparation m, formed from the effect operators asso-
ciated with the measurement m
occurs, provided that no results are excluded, the unbiased measurement con-
dition applies, and weak causality is imposed on the system. The unbiased
measurement criterion is an integral component of eqs. (7) and (8), so any
system governed by them has weak causality repeatedly imposed upon it.
Furthermore, through the effect operators, each measurement acts as a prepa-
ration device for the subsequent state. Each successive measurement guides
the evolution of the subsequent state and later measurement results. It is un-
able to do this for prior measurement results because of the imposed causality
condition. The evolution between two successive measurement events can be in
either time direction, but any individual measurement event can only influence
subsequent events. Thus measurement punctuates the ‘eventless’ evolution by
providing a sequence of events which can affect other such events in one time
direction only. Backward influence is proscribed.
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4.2 Retrodictive continuous monitoring?
The argument presented above appears to leave little room for bi-directional
temporal evolution of trajectories of continuously-monitored systems. It is
easy, however, to derive a reverse-time evolution equation governing continuously-
monitored systems by requiring that the probability P (j|i) in eq. (2) is inde-
pendent of some hypothetical collapse time tc between the preparation and
measurement times, tp and tm [14]. In standard quantum theory wavefuction
collapse is assumed to occur at the measurement time, but in retrodictive
quantum theory it occurs at the preparation time. For the purposes of this
derivation it is assumed that the prepared state evolves forward in time and
that the probability operator evolves backwards in time towards the collapse
time. The invariance criterion is
∂
∂tc
P (j|i)= 0
⇒ Tr
(
∂ρˆi
∂tc
pˆij
)
=−Tr
(
ρˆi
∂pˆij
∂tc
)
⇒ Tr
(
∂ρˆi
∂(tc − tp)
pˆij
)
=Tr
(
ρˆi
∂pˆij
∂(tc − tm)
)
. (9)
Insertion of eq. (7) and the cyclic property of the trace gives the backward
time evolution equation of the probability operator
∂pˆij
∂(−t)
=
i
~
[
Hˆ, pˆi
]
+R

∑
k,l
Aˆ†klpˆijAˆkl − pˆij

 . (10)
This equation is the continuous monitoring equivalent of eq. (4), and describes
the evolution backwards in time of the probability operator corresponding to
some final measurement on the system. Again, no calculated probability is
affected by using this equation to describe the evolution of the system rather
than eq. (7), so it appears that strong causality is not imposed. There is, how-
ever, a difference between this equation and its forward-time partner in that
it is only useful for calculating probabilities or providing ensemble averages.
In particular it does not describe measurements which occur backwards in
time, as the effect operators appear in a different order. Measurements are
not reversible if they provide any information about the state [31]. In terms
of the effect operators the unbiased measurement criterion is
∑
kl Aˆ
†
klAˆkl = 1,
but for the equation above to describe time-reversed unbiased measurements
the relation would have to hold for the operator order reversed. In general
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∑
kl
AˆklAˆ
†
kl 6= 1 (11)
and the evolution which is described by the retrodictive equation corresponds
to measurements made in the forward time direction. Only forward time tra-
jectories correspond to possible measurement-driven evolutions.
4.3 Weak, rapid measurement limit
As has been described, each measurement in a sequence has two purposes: it
firstly imposes a condition on the system which in turn imposes weak causal-
ity, and secondly, it acts as a preparation device, creating the state which is
subsequently measured. However, between each preparation and subsequent
measurement only weak causality applies, and time reversal symmetry is still
present.
If we make the measurements sufficiently rapidly, however, this effect will not
be readily apparent in trajectory solutions corresponding to possible evolu-
tions. This limit needs to be balanced by a weakening of the strength of the
measurements, expressed mathematically for each effect operator as
Aˆ → 1ˆ (12)
If the measurement strength is weak enough the evolution is neither solely
driven by the measurements, nor suppressed by them so that Zeno-type ef-
fects occur [32]. Furthermore, in this limit trajectory solutions do not show
discontinuous jumps, but correspond to smooth evolution of the state, as in
Fig. 2. Whatever the measurement result the effect operator does not cause a
large change in the state. This can be guaranteed by ensuring that the overall
decay constant such as that in eq. (3), which depends on both the strength
and the rate, remains the same (see for example [19,22,23]). The details of the
limit are system-dependent, but it should be noted that the measurements
never become sufficiently-weak that they do not remove any information from
the system, so the limit is never reached. However, in systems where the mea-
surements are of discrete variables, such as monitoring the state of a two-level
atom, this rapid weak measurement limit will lead to a simple Hamiltonian
evolution of the system [19]. Conversely, in continuous-variable systems the
weak measurement limit corresponds to states whose energy decays in time,
as in systems governed by friction [22,23,24,25,26,27,28,29]. This familiar clas-
sical limit emerges, both in the expectation values, and in the rapid local-
isation of the state [33]. The rapidity of the weak measurements imposes a
quasi-continuous weak causality on the now continuously-evolving trajectory
solution, from which the strongly-causal evolution emerges (Fig. 2). In this
10
Fig. 2. In the weak rapid measurement limit each measurement effects a miniscule
collapse on the system, which can drive the evolution, and which repeatedly imposes
causality, providing an apparent direction for time evolution.
continuous limit the unbiased measurement criterion acts like a continuously-
imposed boundary condition which guides the evolution forwards.
5 Conclusions
The known laws of physics are time-symmetric, but events appear to occur
in a definite order, and reconciling these facts is sometimes difficult. This
paper uses the notion that measurement imposes weak causality on a quantum
system to show that being monitored by its environment imposes causality
upon the system quasi-continuously.
The principle of weak causality, in this case expressed as the fact that a
measurement cannot affect the prepared state, is equivalent to the familiar
condition that a measurement should always have a result. If the condition is
repeatedly applied, it provides a definite order for temporally-separated events
(measurement outcomes).
Any quantum system, e.g. an atom or molecule (or a small group of such),
within a larger system repeatedly undergoes weak joint measurements of a pair
of its conjugate variables, via collisions with the external system. Typically
collisions will make a joint measurement of position and momentum [22,23].
Scattering light off the system has the same effect. When we see an object we
make repeated weak measurements of many of the subsystems which make
up the object. In both of these cases a continuous monitoring master equa-
tion such as eq. (8) will describe the system well. The rapidity with which
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such measurements are made on an open quantum system imposes a quasi-
continuous weak causality on the system, leading to the appearance of strong
causality in which all effects have definite causes that precede them. Thus if
the classical world is regarded as a continuously monitored quantum system,
then an important consequence of this paper is that there is no need to impose
the strong causality principle on quantum mechanics. Only weak causality is
required to regain the strong causality of the classical world. This allows more
freedom to explore retrocausal interpretations of quantum mechanics, those
that violate strong but not weak causality.
Note that the viewpoint expressed here does not depend on any particular
measurement model, nor on any particular solution to the measurement prob-
lem. It does not require the process of measurement to be intrinsically time-
asymmetric. All that is required is the measurement condition, which ensures
that a result is obtained. Any model of measurement should satisfy this, un-
less some results are deliberately and artificially discarded. Of course, in most
laboratory quantum physics experiments results are discarded, e.g. in quan-
tum optical experiments results are often conditioned on the fact that a pho-
todetector fires. This type of conditioning does not occur for environmental
monitoring.
Finally, it is customary to link arrows of time, hopefully showing that they
point in the same direction. The unbiased measurement condition ensures that
no probabilistic information from the measuring device, other than the states
that can be measured and their relative weights, can enter the system. In
other words these measurement quantities should be the same for all possible
prepared states. For the type of monitoring proposed here the measuring de-
vice is the surroundings of the system. The continuously-applied “boundary
condition” implies that information does not flow from the surroundings into
the system, and so is in accordance with the second law of thermodynamics.
Conversely, it could be argued that for open systems the second law causes the
unbiased measurement condition, and so this arrow of time would be simply
a manifestation of the second law as it applies to measurement.
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