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Abstract
This paper explores the impact of perturbations of copulas on dependence
properties of the Markov chains they generate. We use an observation that is valid
for convex combinations of copulas to establish sufficient conditions for the mixing
coefficients ρn, αn and some other measures of association. New copula families
are derived based on perturbations of copulas and their multivariate analogs for
n-copulas are provided in general. Several families of copulas can be constructed
from the provided framework.
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1 Introduction
Many authors have contributed to constructing new families of copulas to model de-
pendence among variables or factors in economics, finance, risk management and other
applied fields. Following the ideas of Durante and al. (2013), we consider the perturba-
tion method that adds to a copula an extra term called perturbation. This modification
is often used to increase flexibility of the dependence structure of the considered mod-
els. Here, we look at other classes of modifications and their impact on the dependence
structure as studied by Komornik and al. (2017). We consider the long run impact of





case is presented for ρ-mixing and α-mixing. This is a continuation of the work done
by Longla and al. (2021) in which ψ-mixing, β-mixing and φ-mixing were explored.
The paper is structured as follows. Introduction in Section 1 is divided into several
parts, each of which is dedicated to a specific topic of interest. Copulas are introduced
in Section 1.1, perturbations of copulas are defined in Section 1.2 with some results on
perturbations, Section 1.3 is dedicated to the perturbation of components of a vector
and their impact on the copulas, Section 1.4 is dedicated to the mixing coefficients of
interest, Section 1.5 visits the impact of perturbations on some dependence coefficients
(measures of association). In Section 2, we present the impact of perturbations on the
mixing structure of copula-based Markov chains, addressing α−mixing in Section 2.1
and ρ-mixing in Section 2.2. In Section 3, we provide the proofs of the main results of
this work.
1.1 Copula theory
The importance of copulas is due to the fact that they are tools that link univariate dis-
tributions to the joint distribution of the random variables. They were first presented in
Sklar (1959), and over the recent years they have become very important for analyzing
temporal dependence of time series. For n ≥ 2, an n-copula is an n-variate distribu-
tion function on [0, 1]n with uniform marginals. One of the most used types of copula
is the 2-copula, that is mostly used for copula-based Markov chains. By definition, a
2-copula is a bivariate distribution function that has uniform marginal distributions on
I = [0, 1]. They have gained a lot of popularity in financial, economics and risk man-
agement time series because they are used to generate Markov chains with important
needed properties. For example, Ibragimov (2009) illustrates applications of copulas
in Econometric theory. The definition of a 2-copula and related topics can be found in
Nelsen (2006). Formally, a function C : [0, 1]2 → [0, 1] is called bivariate copula if it
satisfies the following conditions:
i. C(0, x) = C(x, 0) = 0 (meaning that C is grounded);
ii. C(x, 1) = C(1, x) = x, ∀x ∈ I (meaning each coordinate is uniform on I);
iii. C(a, c) + C(b, d)− C(a, d) − C(b, c) ≥ 0, ∀ [a, b]× [c, d] ⊂ I2.
Darsaw and al. (1992) derived the transition probabilities for stationary Markov chains
with uniform marginals on [0, 1] as P (Xn ∈ A|Xn−1 = x) = C,1(x, y), ∀n ∈ Z and
A = (−∞, y]. Here, C,i(x, y) denotes the derivative with respect to the i
th variable.
This property has been used by many authors to establish mixing properties of copula-
based Markov chains. We can cite Longla (2015), Longla (2014), Longla and Peligrad
(2012) who provided some results for reversible Markov chains and Beare (2010) who
presented results for ρ-mixing. We are assuming in the sequel that variables in a copula-
based Markov chain have the uniform distribution on [0, 1].
It’s been shown in the literature (see Darsow and al. (1992) and the references
therein) that if (X1, · · · , Xn) is a Markov chain with consecutive copulas (C1, · · · , Cn−1),
then for any integer k, the fold product given by





is the copula of (Xk, Xk+2) and the ⋆-product given by




is the copula of (Xk, Xk+1, Xk+2). The n-fold product ofC(x, y) denotedC
n(x, y) is
defined by the recurrenceC1(x, y) = C(x, y),Cn(x, y) = Cn−1∗C(x, y), for n > 1.
This product is the joint distribution of (Xk, Xk+n) when all copulas are equal along
the chain. The most popular copulas are Π(u, v) = uv (the independent copula), the
Hoeffding lower and Upper bounds W (u, v) = max(u + v − 1, 0) and M(u, v) =
min(u, v) respectively. Convex combinations of copulas {C1(x, y), · · · , Ck(x, y)}








aj = 1} are also copulas and
the following holds.
Proposition 1.1.1 convex combinations and fold product
1. The fold product of convex combinations of copulas is a convex combination of
copulas.
2. The n-fold product of any convex combination of copulas is a convex combina-
tion of copulas.
The proof of this proposition relies on the fact that the fold product defines a bilinear
operator. For any copulas A1(x, y), A2(x, y), B1(x, y), B2(x, y) be copulas. It is easy
to verify that
A1 ∗ (a1B1 + a2B2)(x, y) = a1A1 ∗B1(x, y) + a2A1 ∗B2(x, y)
(a1B1 + a2B2) ∗A1(x, y) = a1B1 ∗A1(x, y) + a2B2 ∗A1(x, y)
So, (a1A1+a2A2)∗(b1B1+b2B2)(x, y) = a1b1A1 ∗B1(x, y)+a1b2A1 ∗B2(x, y)+
a2b1A2 ∗ B1(x, y) + a2b2A2 ∗ B2(x, y). if all initial coefficients are positive with
a1 + a2 = 1 and b1 + b2 = 1, then the last set of coefficients is made of positive
numbers with a1b1 + a1b2 + a2b1 + a2b2 = a1(b1 + b2) + a2(b1 + b2) = 1. Thus,
the fold product is a convex combination. The second part follows by multiplying
the convex combination by itself. This result by itself is elementary, but plays a big
role in establishing many results or observations in the sequel. From the proof of















bj = 1, bj ≥ 0 , each of the copulas iCj(x, y) = Cji(x, y) for some
ji ∈ {1, · · · , k} and the sum is over all possible products of n copulas selected from
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the original k copulas with replacement. The notation iCj indicates that the copulaCji
was selected in the given jth element of B = {C1, · · · , Ck}
n. If we denote cn(x, y)
the density of the copula Cn(x, y), then the following holds.
Lemma 1.1.2 If a copula C(x, y) is such that its density c(x, y) satisfies c(x, y) ≥ K
on a set of Lebesgue measure 1 for some real number K > 0, then for all positive
integer n we have cn(x, y) ≥ Kn and Cn(x, y) ≥ xyKn.
1.2 Perturbations of copulas
Copulas are well known tools for understanding dependence among random variables.
They offer a choice of appropriate models for dependence between random variables
independently from selection of marginal distributions. Often in model analysis it
is necessary to understand the dependence structure of random variables for infer-
ence purposes. Commonly used measures of dependence include Kendall’s tau (τ ),
Spearman’s rho (ρ), Blomqvist’s beta (β), Gini’s gamma (γ), among others. Some-
times linear correlation fails to be reliable in measuring dependence between ran-
dom variables; especially where non-linear monotonic transformations of random vari-
ables are involved. It is at this point that the concordance and dependence measures
(e.g. Kendal’s τ , Spearman’s ρ) perform best as they are invariant under monotonic
transformations. We consider the copula C and the related copula CH defined by
CH(u, v) = C(u, v) +H(u, v), where H : [0, 1]
2 → R is a continuous function. The
function H is the perturbation factor and the copula CH is called a perturbation of C.
This perturbation method introduced by Durante and al. (2013) and its special case
with
H(x, y) = Hθ(u, v) := θ(u − C(u, v))(v − C(u, v)), θ ∈ [0, 1]
was investigated by Mesiar and al. (2015). We consider the class of perturbations
defined in general by
Cθ(u, v) = C(u, v) + θ[C1(u, v)− C(u, v)], θ ∈ [0, 1], C1 is a copula, (1.2)
then classes of perturbations with C1(u, v) = Π(u, v) = uv and C1(u, v) = M(u, v)
are respectively as follows
Cθ,Π(u, v) = C(u, v) + θ[uv − C(u, v)] = (1− θ)C(u, v) + θΠ(u, v), θ ∈ [0, 1],
(1.3)
Cθ,M (u, v) = C(u, v)+θ[M(u, v)−C(u, v)] = (1−θ)C(u, v)+θM(u, v), θ ∈ [0, 1].
(1.4)
This class of perturbations modifies all copulas except when C = C1. Technically,
perturbations of this kind happen when the bivariate population of interest with copula
C(u, v) has been contaminated by another population with copula C1(u, v). We con-
sider the long run effect of the perturbations given by (1.3) and (1.4). By Longla and
al. (2021), we have








θn−i(1− θ)iCi(u, v) + θnM(u, v) (1.5)
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Cnθ,Π(u, v) = (1 − θ)
nCn(u, v) + (1− (1− θ)n)Π(u, v). (1.6)
Based formulas (1.5) and (1.6), via simple computations, the following is established.
Proposition 1.2.1 For any θ ∈ (0, 1),
1. If lim
n→∞
Cn(u, v) = Co(u, v), then lim
n→∞
Cnθ,M (u, v) = Co(u, v)
2. lim
n→∞
Cnθ,Π(u, v) = Π(u, v).
The proof of Proposition 1.2.1 relies on Proposition 1.0.1 of Longla and al. (2021).
It makes more sense looking at this proposition to consider formula (1.6) as a pertur-
bation of the independence copula by means of the copula C(u, v). As an example, we
can take a copula C(u, v) from the two parameters Mardia family of copulas (a sub-
family of this class of copulas is the one parameter Frechet copula family ). Copulas
from this family are defined as follows.
C = aM(u, v) + bW + (1− a− b)Π, for some a, b, a+ b ∈ [0, 1]. (1.7)
When a = θ2(1 + θ)/2 and b = θ2(1 − θ)/2 the Mardia copula turns into a one





[(a+ b)n + (a− b)n]M +
1
2
















2W (u, v), if a+ b = 1, a 6= 1, b 6= 1
Undefined, if b = 1, a = 0,
M(u, v), if a = 1, b = 0,
Π(u, v), if a+ b < 1.
(1.8)
Convergence in this case is uniform convergence. This can be obtained via simple com-
putations that we omit here. This limit by itself shows that copulas from the Mardia
family generate Markov chains for which (X0, Xn) are either asymptotically indepen-
dent (when a + b < 1), or asymptotically almost surely equal (when a = 1, b = 0)
or asymptotically almost surely Xn = X0 with probability 1/2 or Xn = 1 − X0
with probability 1/2 (when a + b = 1, a 6= 1, b 6= 1). For b = 1, a = 0 there is no
limit of the copula sequence. This limit also shows that Frechet copulas either con-
verge to 12M(u, v) +
1
2W (u, v) (for |θ| < 1) or converge to M(u, v) (for θ = 1)
or have no limit when θ = −1. The last case is because W 2(u, v) = M(u, v), and
M ∗W (u, v) =M ∗W (u, v) =W (u, v).
As mentioned by Durante and al. (2013) perturbations of copulas have been stud-
ied under simplified assumptions on C and H . In particular, in the literature it is often
assumed that C(u, v) = Π(u, v). The model is interpreted as a contamination of in-
dependence. We will also consider in this paper another type of perturbation that was
studied in Longla and al. (2021) and was considered for measures of association in the
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works of Durante and al (2013), Mesiar and al (2015) and Komornik and al (2017).
This perturbation method acts at the level of the random variables, polluting the un-
derlying variable (X) with some noise variable (Z). In the cited works, the variable
X is mostly bivariate and the variable Z is also bivariate, independent of X and with
possible dependence between its components. In this work, we will consider a vector
X = (X1, · · · , Xk) and a perturbation vector Z = (Z1, · · · , Zk) for some positive
integer k. The goal is to derive the copula of X + Z under various conditions on X
and Z and provide some examples forX having copula or distributionM(u1, · · · , uk)
or Π(u1, · · · , uk).
1.3 Perturbation of X via X + Z and its copulas
Assume we have a random k-dimensional vector X = (X1, · · · , Xk) of copula C(u)
and marginal distributions F1, · · · , Fk. Consider a noise vector Z = (Z1, · · · , Zk)
independent of X . We are interested in extracting the copula of X + Z from its joint
distribution function. Assume F̃k is the cumulative distribution function of the random
variable Xk + Zk and u = (u1, · · · , uk).
Theorem 1.3.1 If Z = (Z1, · · · , Zs, 0 · · · , 0) for s ≤ k and (Z1, · · · , Zs) has inde-










H(u, t)dG1(t1) · · · dGs(ts), (1.9)
where H(u, t) = C(F1(F̃
−1
1 (u1)− t1), · · · , Fs(F̃
−1
s (us)− ts), us+1, · · · , uk).
A consequence of Theorem 1.3.1 is the following:
Corollary 1.3.2 If Z = (Z1, · · · , Zk) has independent components with marginal dis-











1 (u1)−t1), · · · , Fk(F̃
−1
k (uk)−tk))dG1(t1) · · · dGk(tk).
(1.10)
Theorem 1.3.3 If Z = (W, · · · ,W, 0 · · ·0) where W has distribution G and Zi = 0







1 (u1)− t), · · · , Fs(F̃
−1
s (us)− t), us+1, · · · , uk)dG(t).
(1.11)
A consequence of Theorem 1.3.3 is the following
Corollary 1.3.4 If Z = (Z1, · · · , Z1) where Z1 has distribution G, then the copula of







1 (u1)− t), · · · , Fk(F̃
−1
k (uk)− t))dG(t). (1.12)
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The proofs of these statements are based on simple computations using definitions of
probabilities via conditioning an Sklar’s theorem as in Longla and al. (2021).
Remark 1.3.5 Notice that in each of the two theorems, the position of the variables
that are modified doesn’t change the details of the proof. In fact, if σ : {1, · · · , n} →
{1, · · · , n} is a permutation such that σ(u) = v, then the copula of Xσ = X + Zσ,
where components of Z have been permuted via σ to obtain Zσ is
Ci,σ(u) = Ci(v), i = 1, 3.
1.4 Mixing coefficients
The concept of mixing is important in the study of statistical properties of determin-
istic dynamical systems (ergodic theory). The most important mixing coefficients in-
clude but are not limited to φ-mixing, ρ-mixing, β-mixing, α-mixing, ρ∗-mixing, ψ′-
mixing and ψ-mixing. The definitions of these can be found in Bradley (2007). Other
works on mixing include but are not limited to Miller (1994), Miller (1995) Gaposhkin
(1991) and the references therein. Bradley (1997) presents a proof that everyψ′-mixing
Markov chain is ρ∗-mixing. He also includes a detailed list of relationships between
different mixing coefficients. Longla (2015) showed that Markov chains generated by
copulas are lower ψ-mixing when the density of the absolutely continuous part of the
generating copula is bounded away from zero on a set of Lebesgue measure 1. Longla
and Peligrad (2012) defined the mixing coefficients for an absolutely continuous copula
and an absolutely continuous invariant distribution for the states of a stationary Markov
chain that they generate. They provided a result on absolute regularity for mixtures of
copulas. Archimedean copulas with non-strict generators have been studied by Longla
(2014). A condition was established for exponential ρ-mixing of copula-based Markov
chains in the case of non-strict Archimedean copulas. A non-strict Archimedean copula
is defined by some convex function ϕ : [0, 1] → [0, 1] such that ϕ−1(u) = 0 ∀u > 1
via C(u, v) = ϕ−1(ϕ(u) + ϕ(u)). The α-mixing condition is also known as strong
mixing condition in the literature (see Bradley (2007) and Bradley (2005)). We borrow
the following historical background from Bradley (2005): The strong mixing condi-
tion was introduced by Rosenblatt (1956). The ψ′-mixing condition was introduced by
Bradley (1983), following the work of Blum and al. (1963) on a related coefficient (ψ-
mixing, not considered here). The ρ-mixing condition was introduced by Kolmogorov
and Rozanov (1960). These coefficients are defined in the literature as follows (see
Bradley (2007))
α(A ,B) = sup
B∈B,A∈A
|P (A ∩B)− P (A)P (B)|,
ρ(A ,B) = sup
f∈L2(A ),g∈L2(B)
corr(f, g), ψ′(A ,B) = inf
B∈B,A∈A
P (B ∩ A)
P (A)P (B)
,
where A = σ(Xi, i ≤ 0), B = σ(Xi, i ≥ n) and P is the defined probability
measure. For Markov chains generated by an absolutely continuous copula (see Longla
(2013) or Longla (2015)) these coefficients are
ψ′n := ψ


















cn(x, y)f(x)g(y)dxdy : ||g||2 = ||f ||2 = 1,E(f) = E(g) = 0},








where cn is the copula density of the random variable (X0, Xn), B is the Borel sigma
field and λ is the Lebesgue measure on (0, 1). A stochastic process is said to be an
α-mixing, if αn → 0; ψ
′-mixing if ψ′n → 1 and ρ-mixing if ρn → 0. The process is
exponentially mixing, if the convergence rate is exponential.
1.5 Perturbations of copulas and dependence coefficients











C,1(u, v)C,2(u, v)dudv; Blomqvist’s β is
β(C) = 4C(1/2, 1/2)− 1 and is called the medial correlation coefficient. The Gini’s
γ is γ(C) = 4
∫ 1
0
C(u, u) + C(u, 1 − u)du; the upper tail dependence coefficient is
λU (C) = lim
u→1
1− 2u+ C(u, u)
1− u




(see Nelsen (2006) for more on these coefficients). From formulas (1.5) and (1.6), it
follows:

























θn−i(1− θ)iβ(Ci) + θn and β(Cnθ,Π) = (1− θ)
nβ(Cn).











































If we denote ξ(C) any of the considered measures of association other than λL or λU ,
then the following holds when θ 6= 1.
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Remark 1.5.2 Theorem 1.5.1 shows that as n → ∞, ξ(Cnθ,Π) → ξ(Π). When the
independence copula is perturbed by any copula, the measure of association is asymp-
totically unchanged. It can also be seen that ξ(Cnθ,M ), as n → ∞, depends solely on
properties of C(u, v). Using Longla (2021), we can conclude that the limit is equal to
lim ξ(Cn) when the later exists.
2 Perturbations of copulas and mixing coefficients
2.1 On α-mixing for copula-based Markov chains
The convergence rate of this coefficient is related to the central limit theorem via sev-
eral conditions in the literature (see Merlevede and Peligrad (2020) and the references
therein). From Lemma 3 of Longla and Peligrad (2012), the following holds.
Corollary 2.1.1 Any convex combination of copulas, each of which generatesα-mixing
Markov chains, generates α-mixing Markov chains.
Following Corollary 2.1.1, after deriving the n-th transition kernel for copula-based
Markov chains generated by the perturbation copula, we can establish the following.
Theorem 2.1.2 When a copula is perturbed using the independence copula Π(u, v),
the α-mixing rate of convergence is multiplied by an exponential factor. For a pertur-
bation that uses the copulaM(u, v), αn(Cθ,M ) → 0 when the initial copula generates
α-mixing Markov chains. In a case when limαn(C) = c 6= 0, Cθ,M doesn’t generate
α-mixing.
Remark 2.1.3 As strange as it might sound, this theorem shows that a perturbation of
a non α-mixing generating copula by means of an α-mixing generating copula turns
it into an α-mixing generating copula. In this specific case, the limit of Cnθ,M (u, v)
is actually not influenced by M(u, v) for any θ ∈ (0, 1) and Cnθ,Π(u, v) converges
to Π(u, v). This also means that in the case of the perturbation of the independence
copula, long run realizations of the Markov chain generated by the perturbation copula
are independent of the initial state.
The following result for ergodic sequences is Theorem 3.4. of Bradley (2005).
Theorem 2.1.4 Suppose (Xn, n ∈ Z) is a strictly stationary Markov chain which is
ergodic and aperiodic. If αn < 1/4 for some n ≥ 1, then αn → 0 (but not necessarily
exponentially fast) as n→ ∞.
Based on Theorem 2.1.4, the following holds for convex combinations of copulas.
Theorem 2.1.5 For any set of copulas C1(u, v) · · ·Ck(u, v), if there exists a subset of
copulas Ck1 · · ·Cks , s ≤ k ∈ N such that α(Ĉ) < 1/4 for Ĉ = Ck1 ∗ · · · ∗ Cks ,
then αs(C) < 1/4 and any strictly stationary ergodic and aperiodic Markov chain
generated by C = a1C1 + · · ·+ akCk for 0 < a1, . . . , ak < 1 is α− mixing.
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2.2 On ρ-mixing coefficient
Bradley (2005) states the following in his Theorem 3.3:
Theorem 2.2.1 Suppose (Xn, n ∈ Z) is a (not necessarily stationary) Markov chain.
Then each of the following statements holds:
If ρn < 1 for some n ≥ 1, then ρn → 0 at least exponentially fast as n→ ∞.
Theorem 2.2.1 requires ρn < 1, therefore the following is easily established.
Theorem 2.2.2 For any set of copulas C1(u, v) · · ·Ck(u, v), if there exists a subset of
copulasCk1 · · ·Cks , s ≤ k ∈ N such that ρ(Ĉ) < 1 for Ĉ = Ck1 ∗ · · · ∗Cks , then
ρs(C) < 1 and any Markov chain generated by C = a1C1 + · · ·+ akCk for 0 <
a1, . . . , ak < 1 is exponential ρ− mixing.
3 Proofs, conclusions and remarks
3.1 Proof of Lemma 1.1.2
Without loss of generality, we can assume that (X,Y ) has cumulative distribution
C(x, y). This means that X and Y are uniform on (0, 1). Thus,
P (X0 < x,Xn < y) = C
n(x, y) = Cn−1 ∗ C(x, y).
If by induction we assume cn−1(x, y) ≥ Kn−1 on a set of Lebesgue measure 1, then












Integrating both sides of this inequality gives Cn(x, y) ≥ Knxy.
3.2 Proof of Theorem 1.3.1
It is enough to conduct this proof for k = 3 and s = 2. For random variables
X1, X2, X3 with distributions F1, F2, F3, joint distribution F and copula C(u, v, w),
let F̃1, F̃2 be the cumulative distributions ofX1+Z1 andX2+Z2. Under the assump-
tion that the vectorsX andZ are independent, if we denote u1 = F̃1(x1), u1 = F̃2(x2)
and u3 = F3(x3), then we have by Sklar’s theorem
C1(u1, u2, u3) = P (X1 + Z1 ≤ x1, X2 + Z2 ≤ x2, X3 ≤ x3).
Using independence of X and Z and computing by conditioning, we obtain















F (x1 − t1, x2 − t2, x3)dG1(t1)dG2(t2).
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The last equality gives the needed fomula, with xi = F̃
−1
i (u1) using Sklar’s theorem.
The proof of Theorem 1.3.3 is similar to that of Theorem 1.3.1 and the corollaries are
special cases.
3.3 Proof of Theorem 1.5.1
Copulas of interest are convex combinations of copulas. The dependence coefficients
here are linear functionals of convex combinations of copulas and are equal to 0 for Π
and 1 for M , except for γ(Cθ,Π) = 2 and γ(Cθ,M ) = 3. So, Theorem 1.5.1 holds.
3.4 Proof of Theorem 2.1.2 , Theorem 2.1.5 and Theorem 2.2.2
Let (Xk, k ∈ N) be a copula-based Markov chain generated by C(u, v) and (X̃k, k ∈
N) a Markov chain generated by the perturbation. Recall that Pn(A ∩ B) = P (X1 ∈
A,Xn+1 ∈ B) and P̃
n(A ∩ B) = P (X̃1 ∈ A, X̃n+1 ∈ B). When the perturbation
uses Π(u, v), formula (1.6) leads to
P̃n(A ∩ B) − P (A)P (B) = (1 − θ)n(Pn(A ∩ B) − P (A)P (B)). Therefore,
αn(Cθ,Π) = (1− θ)
nαn(C). The rest follows from the fact that αn(C) is bounded.
When the perturbation uses M(u, v), formula (1.5) leads to








θn−i(1− θ)i(Pn(A ∩B)− P (A)P (B))+
+(1− θ)n(M(A ∩B)− P (A)P (B)).
Let c be the limit of αn if it exists. Based on the fact that the supremum of a
sum is less than the sum of suprema and the limit of (1 − θ)n is 0, we conclude








θn−i(1 − θ)i|αi(C) − c| + (1 − θ)
n|α(M) − c| →
lim
n→∞
|αn(C) − c| = 0.
Therefore, when limn→∞ αn(C) = 0, we obtain limn→∞ αn(Cθ,M ) = 0.
Theorem 2.1.5 is a direct consequence of Theorem 2.1.4 and formula (1.6). Here,
one of the terms of the sum being strictly less than 1/4 in absolute value, the entire
sum is strictly less than 1/4. The proof benefits from the fact that we have a Markov
chain and the fold product helps derive the needed joint distribution. As for Theorem
2.2.2, the same arguments work with the difference that the correlation is compared to
1 and the idea still works.
3.5 Conclusion and remarks
When dealing with Markov chains in the copula framework, the work with mixing
coefficients benefits from the fold product of copulas and this helps get more insights
as compare to the general case. We have shown the impact of perturbations on the
α-mixing and ρ-mixing structure of Markov chains generated by copulas and will be
looking to extend this work to ψ′-mixing and beyond.
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