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ABSTRACT
UAV Path Planning and Multi-Modal Localization for Mapping in a
Subterranean Environment
by Kieren Samarakoon

The use of Unmanned Aerial Vehicles (UAVs), especially quadcopters, have become popular in
academia and industry due to their small size and maneuverability. These UAVs can be programmed
to autonomously execute missions that are usually difficult and risky for humans, such as subterranean exploration, infrastructure surveying, and even disaster response. However, inaccessible and
remote environments pose a challenge in terms of navigation as they often lack access to Global
Navigation Satellite System (GNSS) connections and lack features. To address these challenges,
UAVs are equipped with multiple sensors to acquire different types of data. These include range,
acceleration, and even images, which are fused to estimate a localization solution.
The Autonomous Robotic Early Warning System for Underground Stone Mining Safety project,
sponsored by Alpha Foundation, is conducted within the Statler College at West Virginia University
(WVU). The project aims to map walls and pillars within a mine to analyze its structural integrity
and safety. This thesis investigates the implementation of a path planning strategy to optimize
the coverage of a wall and also the use of an error state Extended Kalman Filter (EKF) for sensor
fusion to perform Simultaneous Localization and Mapping (SLAM). The experiments were carried
out both in simulated and real world environments. In these experiments, the UAV was equipped
with an Inertial Measurement Unit (IMU), laser altimeter, Ultra-Wideband (UWB) module (for
ranging data), LiDAR for mapping, and an RGB-D camera to provide a Visual Odometry (VO)
solution. In the simulation, the 3D reconstruction and odometry was compared to the ground truth,
whereas the real experiment provided further insight into the strategy’s feasibility.
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Chapter 1

Introduction
1.1

Problem Overview

The advancement of Unmanned Aerial Vehicles (UAVs), particularly quadcopters, in terms of innovation and applications illustrates the huge impact they have on everyday life. Their small size and
maneuverability make them a popular choice amongst tasks that desire such traits such as industrial
inspection [2], infrastructure surveying [3], inventory estimation [4], exploration and mapping [5], and
even disaster response [6]. The cases of exploration and mapping, inspection, and disaster response,
particularly in underground environments, are picking up attention, as proved by the recent Defense
Advanced Research Projects Agency (DARPA) Sub-T challenges [7]. These circumstances are both
time-critical and dangerous, but are necessary tasks due to the potential danger they impose on
human lives. This exposure to risk is evident in mine collapses, especially when workers are present
on-site. This potential risk can be assessed by performing inspections on mines to determine the
health and safety of it. Consequently, these tasks can be carried out more effectively by autonomous
vehicles as they can fly over harsh terrain and reduce the exposure of workers to potential hazards.
Yet flying UAVs in an underground environment postures a challenge with respect to navigation,
since they often do not have access to Global Navigation Satellite Systems (GNSS), are dark and lack
visual features. Additionally, the UAV must explore this environment as it has no prior knowledge
of the layout.
Extensive research has been done on the use of UAVs in underground environments, and a range
of approaches have been proposed and tested. Many of the methods approach the navigation problem
by developing robust localization solutions with sensor fusion and/or cooperation between multiple
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robots [8] [9] [10]. Solving this problem requires addressing both or one of two key problems from
the perspective of the robot: a) what is in the world around me? And b) where am I in this world?
Together, this type of problem is typically solved with Simultaneous Localization and Mapping
(SLAM), where an environment is built with the aid of one or multiple exteroceptive sensors, which
can then be used to compute an estimate of it’s state within the environment. This state estimate can
then be improved by incorporating additional measurements from onboard sensors and fusing them
in an Extended Kalman Filter (EKF). Another strategy to improve localization is by identifying
already visited locations, also known as closing the loop. Loop closures correctly assert that a
previous location has been visited, which is very useful in SLAM. Paradoxically, loop closures are
the least reliable when the need for accurate loop closure detection is the greatest, as is the case in
subterranean mapping [11]. Although SLAM can provide better accuracy in estimating states and
mapping large areas, its major drawback is that it is typically computationally expensive, especially
when performed in real time. To mitigate this, necessary data can be acquired during experiments
and then the maps can be developed in post-processing.
Mobile robots have been used to map mines for both surveying [12] and exploration purposes [5] [13]. The Autonomous Robotic Early Warning System for Underground Stone Mining
Safety project sponsored by the Alpha Foundation is conducted within the Statler College at West
Virginia University (WVU). The objective of this project is to map mine pillars using a robotic team
consisting of a UAV and ground robot. Since this thesis focuses on the application of the quadcopter,
it will mainly focus on the path planning and localization of the quadcopter. The problem addressed
in this thesis is unique, given that a pillar or wall of unknown dimensions must be explored and
also mapped with adequate coverage to reconstruct an accurate model. To solve this problem, the
quadcopter is implemented with a path planning strategy to ensure complete coverage of an area of
unknown dimensions. A localization solution is then developed which is used to assist in the process
of creating a 3D map of the area covered.

1.2

Motivation

The pillar collapse initiative presented by Mine Safety and Health Administration (MSHA) states
that there has been four massive pillar collapses since October 2020, and one in 2015 which seriously
injured three miners [14]. Mapping the geological features of pillars and hazards in an underground
mine using a UAV takes away the risk of exposing humans to danger, whilst also easing the process
of data acquisition. In order to accomplish such a task, a reliable localization and mapping solution
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is required.
Motivated by the potential benefits offered by analyzing reconstructed 3D underground mines,
this thesis investigates the implementation of a path planning approach to explore and map a
featureless wall of unknown dimensions. Additionally, a localization solution based on the fusion
of ranging sensors and Visual Odometry (VO) using an error state EKF is presented. Unlike other
approaches, the controller in this thesis uses the existing features of the environment to execute the
trajectory using tools such as wall following and edge detection. The localization solution required
for mapping is then estimated during post-processing. This proposed solution provides flexibility,
such that no matter if the UAV was flown manually, semi-autonomous, or fully autonomous, a
localization solution can be estimated and used to map an environment as long as the required
sensors and software are present.

Figure 1.1: Quadcopter in various subterranean environments

1.3

Literature Review

This section highlights the work that investigates the localization of a UAV in a GNSS-denied
environment and using a UAV for the coverage of a specified area.
Khattak et al. [15] presented a method for fusing different visual-inertial and thermal-inertial
odometry with (Light Detection and Ranging) LiDAR odometry to estimate pose in a subterranean
environment. A multi-modal sensor fusion approach that can select whether to utilize visual/thermal
and inertial estimates to improve LiDAR odometry is presented. The motivation to fuse these modalities was to utilize their strengths whilst also addressing their weaknesses. They also determined that
poor odometry and mapping occurs on surfaces that lack geometric surfaces when using LiDARs. To
improve this, the Visual Inertial Odometry (VIO) and Thermal Inertial Odometry (TIO) estimates
are loosely fused to improve the robustness of LiDAR methods.
Papachristos et al. [13] investigated two aerial robot configurations for autonomous underground
mapping and navigation, the first of which was visual-inertial and the other LiDAR-inertial. The
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first configuration was equipped with stereo cameras, a thermal camera, an Inertial Measurement
Unit (IMU), and bright LEDs, which were synced with the camera’s shutter. The process of 3D
structural mapping was performed via stereo disparity estimation. This was used due to the dark
textures, reflection and hazy conditions which make other sources such as Time of Flight (ToF)
unreliable. The second configuration consists of a rotating LiDAR and a thermally calibrated IMU.
LiDAR Odometry and Mapping (LOAM) was used to obtain pose estimates as well as a 3D point
cloud of the environment. It was clear that the LiDAR configuration provided an operational benefit
but at a higher payload cost.
Gross et al. [10] and Sivaneri and Gross [9] both used ranging radio systems to communicate
between a team of robots. In [9], it was shown that having cooperative ranging between an Unmanned
Ground Vehicle (UGV) that is strategically located at a UAV helped reduce the positioning error
of the UAV. In [10], ranging measurements between a UGV and UAV were used to assist in the
determination of a UAVs location within a point cloud and as a measurement update in an EKF.
Other than on-board sensors, the trajectory of the UAV is just as important in order to optimize
loop closures, which will affect the quality of the map generated by the collected point clouds.
According to Tziavou et al. [12], a technical flying parameter regarding mapping and surveying
is known as Ground Sampling Distance (GSD), which indicates the distance between two pixels
of the image when it is projected on the ground, is important to determine how many pixels are
needed to represent a target in an image. This work compared structural geographical maps and
discussed the technical aspects that should be taken into account to obtain optimal results for aerial
projects involving images. It was established that a GSD of 10 cm is generally good for geographical
surveying. The smallest size of recognizing a target from the image should be 5 to 10 times the
GSD [16]. However,[17] found that GSD of 1.5-2 cm was the best for determining X,Y coordinates
when applied to monitoring deformation for underground mines using UAVs. Bamford et al. [18]
created a flight plan for pit wall mapping and used GSD values that varied from 0.13-2.5 cm. The
reason this is important is that GSD affects the details that can be detected from the images [19].
Another important flight parameter is image overlap [20]. In photogrammetry, the minimum
longitudinal overlap for aerial applications should be at least 50%, and side lap should be 20%
[20] [21]. The reason for this is to avoid gaps in the orthomosaic. However, these specifications
can be changed to meet project requirements regarding map accuracy or experimental constraints.
This is demonstrated in [22, 17, 12, 23, 18] where overlap values varied from 50% to 90%. Zhou et
al. [24] notes that, to estimate the 1 Degree of Freedom (DoF) transformation between a pair of point
clouds, the minimum overlap should be 30%. The overlap for a 6 DoF transformation should be
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greater than 70%. An efficient path planning strategy was proposed by [25], which investigated the
minimum time to cover ground areas using UAVs equipped with cameras. They defined a formula
to determine the number of coverage rows and distance between rows when covering an area that
could be represented by a polygon with known dimensions.
The background on feasible on-board sensors and trajectory design would not provide much
benefit if the generated map could not be evaluated. Filatov et al. [26] presented an approach to
qualitatively evaluate SLAM [27] maps. These include the proportion of occupied and free cells, the
amount of corners in a map, and the amount of enclosed area.

1.4

Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 provides a brief background on the methods
and tools used in thesis, including quadcopter navigation, SLAM, state estimation, and overview
of the hardware. Chapter 3 provides details of the methodology for the path planning strategy to
map a cave wall in both simulation and experimental environments. This chapter also describes
the localization filter that was designed to improve an existing localization solution, which was
then used to map a simulated environment. Chapter 4 describes the environmental setup for both
simulation and experimental tests. The results in Chapter 5 is followed by the final chapter, which
will summarize the findings and propose new ideas to extend the work presented in this thesis.
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Chapter 2

Background
2.1

Quadcopter Navigation

A quadcopter is an aircraft that is equipped with four rotors to provide thrust; commonly used
in aerial robotics. The maneuverability, flexibility, and ability to provide vertical take-off, landing
and hover make it ideal for autonomous missions [28]. It has six degrees of freedom in position
and orientation but only four actuators, therefore is considered an under-actuated system with a 12
dimensional state space including the linear and angular velocity. This can be represented in vector
form as
T


x=

x

y

z

ϕ

θ

ψ

ẋ

ẏ

ż

p

q

r

(2.1)

where x, y, z, and ẋ, ẏ, ż are the positions (m) and linear velocities (m/s) respectively. ϕ, θ, ψ, and
p, q, r are the attitudes (rad) and angular rates (rad/s) respectively. When it comes to addressing
a navigation problem, it is important to understand the frame of the system.
A convenient description of the kinematics of a quadcopter can be provided using two coordinate
systems which follow the right-hand convention (depicted in Fig. 2.1):
1. the navigation/fixed frame, represents the absolute fixed coordinate system with the origin
centered at an arbitrary place.
2. the body/rotated frame, describes the coordinate system centered on the origin directly at the
pivot point or center of the quadcopter
When dealing with navigation problems, the states estimated must be transformed from one frame
to another. For simplicity, the Earth rotation and the Coriolis effect are neglected.
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Figure 2.1: The fixed navigation frame (denoted by N ) and the rotated body frame (denoted by B)
To relate states from one frame to another, a transformation between the respective frames must
be made. The coordinate transformation matrix is used to project the reference frame axes onto
the rotated frame axes. It is a special 3×3 matrix that when multiplied by a vector in one reference
frame transforms that vector to a second rotated reference frame [29]. The below transformation is
from frame α to frame β

 cos θ cos ψ
βα
βα





cβα = 
 cos θ sin ψ
βα
βα




− sin θβα





− cos ϕβα sin ψβα
+ sin ϕβα sin θβα cos ψβα





cos ϕβα cos ψβα
+ sin ϕβα sin θβα sin ψβα
sin ϕβα cos θβα





















 
sin ϕβα sin ψβα
+ cos ϕβα sin θβα cos ψβα
− sin ϕβα cos ψβα
+ cos ϕβα sin θβα sin ψβα
cos ϕβα cos θβα

 
 


 

(2.2)
 

 




where frame α and frame β are different and θ is the pitch rotation, ϕ is the roll rotation, and ψ is
the yaw or heading angle. To make the above matrix reflect what is seen in Fig. 2.1, the quadcopter
body frame is transformed to the navigation frame, where α would be B and β would be to N .
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2.2

Extended Kalman Filter

The EKF is an extension of the Kalman Filter that deals with systems with non-linear dynamics
by linearizing the model [30]. The KF and EKF both consist of two fundamental phases. The first
of which is the system propagation (prediction), where a current state vector and error covariance
matrix are predicted forward, which is followed by a measurement update, where the state vector and
covariance matrix are updated to incorporate new measurement information. Since the Gaussian
assumption is used in the prediction and update step of the KF, the model is linearized around the
“best“ current estimate [31]. Consider a non-linear system where the state estimation vector and
observation model are represented below respectively

xk|k−1 = f xk−1|k−1 , uk−1|k−1

zk|k−1 = h xk|k−1



(2.3)



(2.4)

Assuming the non-linearities in the dynamic and the observation model are smooth, f (xk ) and h(xk )
can be linearized by expanding in Taylor series about x̂(k−1|k−1) for the non-linear prediction, and
x̂(k|k−1) for the non-linear observation.




x(k) ≈ f x̂(k−1|k−1) , u(k),k + ∇Fx x(k−1) − x̂(k−1|k−1) + · · · + v(k)

(2.5)




z(k) ≈ h x̂(k|k−1) , u(k),k + ∇Hx x̂(k|k−1) − x(k) + · · · + w(k)

(2.6)

where ∇Fx is the Jacobian of f (x) with respect to x evaluated at an elsewhere specified point:

∇Fx =



∂f
=
∂x 


∂f1
∂x1

···

..
.

∂f1
∂xm

..
.

∂fn
∂x1

···

∂fn
∂xm

∂h1
∂x1

···

∂h1
∂xm








Likewise for ∇Hx :


∂h 
∇Hx =
=
∂x 


..
.
∂hn
∂x1

8

..
.
...

∂hn
∂xm








Simply put, to convert the KF to EKF, F is replaced with ∇Fx and H is replaced with ∇Hx . In
addition to Eq. 2.3 and Eq. 2.4, the prediction steps consists of the error covariance propagation
shown in Eq. 2.7.

Pk|k−1 = ∇Fx Pk−1|k−1 ∇FxT + Q

(2.7)

The update phase is made up of the new state estimate

xk|k = xk|k−1 + Gk (zk − ∇Hxk|k−1 )

(2.8)

Pk|k = (I − Gk ∇Hk )Pk|k−1

(2.9)

and new covariance estimate

where Gk represents the Kalman gain. The Kalman gain can be calculated as:
Gk = Pk ∇HkT ∇Hk Pk ∇HkT + R

−1

(2.10)

The prediction (z), observation model (∇H), and measurement noise (R) will be different depending
on which sensor is providing the measurements. The observation model ∇H is an m × n matrix
where m represents the number of dimensions and n represents the total number of dimensions
(states).

2.3

Simultaneous Localization and Mapping

SLAM is a method through which a mobile robot creates a map of its surroundings and at the same
time utilizes the map to determine its location [32]. Both the robot’s trajectory and the position
of all landmarks are predicted live in SLAM, and no prior knowledge of location is required. The
biggest challenge with SLAM is that in order to create an accurate map, the pose of the robot must
be known. On the other hand, pose with a high level of precision can only be obtained with a
pre-existing map, hence why the SLAM is often referred to as the “chicken-and-the-egg“ problem.
Using a graph whose nodes represent the robot’s pose at various timestamps is a popular way of
approaching the SLAM problem [33]. The edges of the graph represent constraints between the
poses and are obtained from measurement data. Fig 2.3 shows the pose of a robot over a period of
time.
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SLAM system includes two primary components: the front end and the back end. The front
end uses information retrieved from sensors to estimate the states, whereas the back end optimizes
the graph by adding constraints and/or providing feedback to the front end [34]. A diagram of the
relationship between the two components is found in Fig. 2.2.

Figure 2.2: Front end and back end in a typical SLAM system as described by [1]. The back end
can provide feedback to the front end for loop closure detection and verification
This thesis will focus mainly on the front end of the SLAM system. In order to describe SLAM
as a mathematical problem, it’s important to understand that an estimation of the unknown state x
is desired. x includes the trajectory of the robot and the position of landmarks in the environment.
The measurements to estimate x which can be denoted as z, where z is a set of measurements
{zk : k = 1, .., m} received from sensors (accelerometers, IMU’s, etc.) denoted by u. Thus, as per [1]
the standard form can be expressed as

.
x⋆ = argmaxp(x | z) = argmaxp(z | x)p(x)
x

(2.11)

x

where p(z|x) is the conditional probability of the measurements given the state x, and p(x) is a
priori probability of x.
Furthermore, SLAM involves the detection and validation of loop closures and locations of existing landmarks. Loop closures enable the robot to understand the environment, as loop closures
occurs when a previously explored part of the environment is revisited. This is often detected using
vision or ranging sensors.
Detecting loop closures is a key factor when differentiating between SLAM and odometry, as
without loop closures or the knowledge of being in a previously visited space, the robot indefinitely
explores new areas [35]. Fig. 2.3 shows that once the robot reaches x3 it has revisited an already
explored part of the map. However, as mentioned previously, an incorrect loop closure is detrimental
to SLAM, unless the location is revisited again and therefore fixed. Environments with repeating
patterns and uniform geometric features (e.g. tunnels), affect the reliability of loop-closures.
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Figure 2.3: x1 , x2 , x3 denote robot poses at consecutive time steps. Factors are shown as black
squares: the label “u“ marks factors corresponding to odometry constraints, “c“ denotes loop closures, and “p“ denotes prior factors.

2.4
2.4.1

Hardware
Quadcopter Model

The Da-Jiang Innovations’ (DJI) Matrice 100 quadcopter was used to execute the real-world related
experiments conducted within this thesis. It has a diagonal wheelbase of 650 mm and a weight
(with battery) of approximately 2355 grams. This model has the capability of mounting additional
components as well as a DJI N1 flight controller to keep the Matrice 100 stable.

2.4.2

Sensors

In this thesis, the features necessary for SLAM are extracted using the Intel RealSense L515.
This sensor is a solid state LiDAR depth camera with a range of up to 9 m. The integrated OV2740
image sensor provides RGB images. To provide a VO, the Intel RealSense T265 was used.
It is a tracking camera equipped with two fish eye lenses with built-in Visual SLAM (VSLAM)
to track the trajectory of the camera. Both cameras were connected to the host computer via
USB cable. An IMU is a device that consists of gyroscopes and accelerometers to measure and
report angular rate and specific force respectively. Some IMUs incorporate a magnetometer and
additional filtering algorithms to provide orientation. In this thesis, there were three IMUs which
were used throughout the real-world experiments. The T265 has a built-in Bosch BMI055 which was
integrated in the VSLAM solution, the L515 has a built-in Bosch BMI085, and finally the Matrice
100 IMU. Ultra-wideband (UWB) is a short-range, wireless communication protocol that uses radio
waves which operates at high frequencies. Receivers commute with each other to send, in this case,
ranging information. In this experiment, Qorvo DWM 1001 modules were used. The SF30 laser
rangefinder is a high speed sensor designed to detect the distance between itself and an object. It
works by measuring the time it takes for a very short flash of laser light to travel to a surface and
back again.
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2.5

Real-Time Appearance-Based Mapping

Real Time Appearance Based Mapping (RTAB-Map) [36] is an open source SLAM software package
which uses a bag-of-words approach to incrementally build a map whilst detecting loop closures. This
software was used to create all the 3D maps in this thesis. It uses a bag-of-words approach to create
a signature of an image that is obtained at a certain time, and incrementally builds a vocabulary
online. A detected loop closure is accepted if the probability of a new location representing a
previously visited location is below a set threshold [35]. If the value is above the set threshold,
this loop closure is deemed invalid and rejected. RTAB-Map also computes the odometry based on
visual features extracted from the RGB images and depth information from the depth images [36].
It should be noted that odometry in RTAB-Map is independent of the mapping process.

2.6

CloudCompare

CloudCompare [37] is an open source 3D point cloud processing software that provides basic tools
to edit and render point clouds and triangular meshes. It also provides tools to compute statistics
and estimate geometric features (density, curvature, roughnes,...).
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Chapter 3

Method
3.1

Overall Approach

Tasks that entail mapping underground environments, or any environment for the matter, require
a path planning strategy to efficiently explore the environment. The path planning method greatly
contributes to the operation time, as well as the quality of the information extracted, and the success
of the overall mission. With respect to analyzing the UAV’s trajectory influence on loop closures, the
methodology for approaching this problem is divided into two parts, a) design a path that meets the
desired overlap and b) incrementally build a map whilst detecting loop closures. In particular, the
path must be able to be configured to accommodate different overlap requirements without affecting
the total coverage area. The following sections details the approach that was followed to design the
UAV’s trajectory and build the maps.

3.2

Path Planning Approach

The UAV will follow a back and forth sweeping motion perpendicular to the sweep direction as
shown in Fig. 3.2, where the sweep direction is parallel to the linear distance between the lowest
and highest point of an area [38]. This path design ensures a complete coverage of the area. The
minimum overlap between two coverage rows is set between 50% and 90%, and can be changed by
altering the number of coverage rows. In order to determine coverage, the UAV’s depth camera
footprint is first determined by using geometry [16]

L = 2d × tan
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F OV
2


(3.1)

Figure 3.1: Geometric relationship between distance from the wall d and camera footprint L
where L is the camera footprint and d is the distance from the wall. The relation between these
variables can be found in Fig. 3.1. The horizontal Field of View (FOV) or the vertical FOV can
be used. This will affect L to represent either the horizontal or vertical dimension of the projected
image accordingly. These values can then be used to determine the number of coverage rows, and
the gap needed to acquire a wanted overlap as represented in Fig. 3.2 [25]. The number of coverage

Figure 3.2: Sweep pattern perpendicular to direction of travel to cover a rectangular area
lines is computed as
N=

h
L(1 − s)

(3.2)

where h is the height of the coverage area, and s is the desired overlap between two images as a
fraction. It should be noted that the number of coverage rows should exceed one, otherwise there
will be no opportunity to detect overlap. The distance between the coverage rows can be calculated
as:
di =

h
,
N
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(3.3)

For the design of this trajectory, longitudinal overlaps are determined by coverage rows, and
lateral overlaps are dependent on the UAV’s speed and the camera frame rate

speed =

1 − slateral
L×f

(3.4)

where slateral is the overlap expressed as a fraction, L is the image footprint, and f is the frame rate
in frames/second. The values of the maximum UAV velocity and frame rate are kept constant.
The position of the UAV along the coverage rows is defined by two planar points (z, y), where z
is the height of the coverage area and y is the length. The point x defines the distance from the wall
to the camera plane, thus following a forward, left, up coordinate system (FLU). The z coordinate
is calculated as:
zi = i × dl −

dl
,
2

i = 1, . . . , Nl .

(3.5)

The y coordinate is defined as the point where the coverage row with coordinate z would intersect
with the boundary of the area to be covered. The x coordinate is determined by calculating a value
that ensures that the required GSD is met. The GSD is calculated by using the equation from [16]:

FH = GSD × FL ×

PN
SW

(3.6)

where FH is the distance from the camera plane to the wall (m), GSD is the ground sample distance
(m), which in our case could be called the wall sample distance, FL is the focal length (mm), PN is
the number of pixels per image width and SW is the sensor width (mm). Eq. 3.6 shows that GSD
decreases as flight height increases, indicating that the further away the UAV is from the target, the
less dense the image.
The correlation between image and path parameters contain certain trade-offs that affect certain
aspects of the mission. These include flight time, image geometry, wall distance, and image quality.
For example, flying closer to the wall may improve image detail, but this will reduce the camera’s
FOV. On the contrary, flying the same path further from the wall may decrease image detail, but the
camera’s FOV will be larger, thus the flight time will reduce. Therefore, it is important to configure
these parameters to satisfy as many mission requirements as possible.
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3.3

Map Processing

To create a map, the necessary Robot Operating System (ROS) data is recorded in ROS bags and
then processed through RTAB-Map. The necessary data to create a map using RGB-D cameras is
depth images and color images. The map is incrementally built at an update rate of 1.0 Hz. This
makes sure that all the topics that are received are synchronized. Additionally, this rate limited the
use of computing power. RTAB-Map optimizes the map through detection of loop closures based
on color and depth features retrieved from camera information.
Although the simulated and experimental data were acquired through different means, they were
processed through RTAB-Map using the same default parameters. A maximum of 500 features
could be extracted from the image, with a minimum of 20 visual inliers required to accept/compute
transformations. Since visual loop closure detection is not error free [36], it was important to choose
a number of minimum inliers that would be strict enough to compute accurate transformations, but
not too strict so that transformations could not be calculated at all.
A block diagram that depicts the pipeline for implementing RTAB-Map’s visual odometry node
is found in Fig. 3.3.

Figure 3.3: Pipeline of how RTAB-Map computes visual odometry through the rgbd odometry node
or receiving from external source
The “External Odometry“ in Fig. 3.3 in this thesis comes from the T265 or the EKF solution.
To map using an external localization solution, the images (both color and depth) from the RGB-D
camera are used, however are not used to compute odometry. Instead, Transform (TF) information
is used to define the position of the camera in relation to the robot’s base. The position of the robot’s
base is estimated using the external localization solution. If the RTAB-Map solution is sufficient
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to generate a map, the assumption can be made that a localization solution that outperforms the
RTAB-Map’s solution (in terms of pose and velocity estimation) can also generate a map from this
new odometry. Fig. 3.4 shows the different TF trees generated depending on the odometry source.

Figure 3.4: TF tree of three different odometry sources, subT is generated by the EKF (nicknamed
subTFusion), truth is generated from ground truth, and the middle branch is created by RTAB-Map.
The map frame is always connected to the respective odometry frame by RTAB-Map.

3.4

Controller Formulation

3.4.1

Position-Based Controller

The UAV flew autonomously to predetermined y and z positions via waypoints whilst also attempting
to maintain a fixed distance, x, from the wall. The z points are found using Eq. 3.5, and the y
points are set as the outermost bounds of the coverage area. The architecture for the simulation and
experiment controller are the same, however they use different inner loop flight controllers. Fig. 3.5
shows that the outer loop controller uses a wall detector node and localization solution to execute
the path specified by the waypoints.
Both the simulated and experimental UAV use the same proportional controller to command
velocity to execute the trajectory. The error between the current position and desired position
multiplied by some gain K is equal to the desired velocity. The y and z error are calculated using
information from an odometry solution, and x and yaw error are calculated using information from
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Figure 3.5: The flight controller reads a set of waypoints to execute the trajectory. The wall
detector node uses depth information to approximate the distance and heading to the wall plane.
The localization solution estimates the current y and z position of the quadcopter.
the wall detector node. The wall detecting node uses depth information to estimate both the distance
to the wall and angle between the camera and the wall.
It is important to attempt to maintain a fixed distance because if the wall is not planar, it will
cause the image to no longer have appropriate overlap; as shown in Fig. 3.7. The controller also
attempts to maintain a perpendicular angle between the camera view and the wall plane by adjusting
the yaw angle. Fig. 3.6 shows logic of the flight controller.

3.4.2

Reactive Controller

Position based controllers are useful when the system has access to a robust localization, however this
is not always the case for subterranean environments. To improve the execution of the trajectory,
a solution to mitigate the need for a localization solution was implemented. To address this, the
quadcopter is equipped with a downward pointing laser altimeter to get direct feedback from the
ground and control the z direction. Using the altimeter range information as feedback will enable
the controller to maintain a consistent height above the ground, essentially following the ground.
This is similar to the wall following approach.
The wall following node is also upgraded to include edge detection. As shown in Fig. 3.8, the
edge detector processes a depth image and calculates the difference between the outer left and outer
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Figure 3.6: The flight controller will navigate to the next waypoint when the desired position is
reached. If the desired position is not reached, velocity values will be continued to be sent.

Figure 3.7: Bird’s eye view of the quadcopter at four different time stamps. It can be seen that
when the quadcopter encounters an outcrop at time stamp 3, there is no longer sufficient overlap
between the current and next time stamp.
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right side of the image.

(a) RGB image.

(b) Processed depth image.

Figure 3.8: Two views of an edge during execution of trajectory in simulation
A parameter is in place to set a limit to the maximum difference between the two outer sides.
If the difference is greater than the set threshold, it is deemed an edge. This approach eliminates
the need for an onboard real-time localization solution, and uses features of the environment for
feedback to execute the trajectory described in Section 3.2. A major advantage of this approach
is that the altimeter and depth sensor are invulnerable to degraded light and other environmental
factors such as wind. Fig 3.9 shows the outline of the system.

Figure 3.9: Once initialized, the flight controller receives information from the altimeter and wall
detector node to calculate velocity in the x, y, z direction, where y is constant, until an edge is
found.
Both the simulated and experimental UAV use the same proportional controller to command
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velocity to execute the trajectory. Fig. 3.6 executes the trajectory while reaching desired poses but
now, as shown in Fig. 3.10, the need for known pose to execute the trajectory is eliminated. Instead
of finding a position, the outer loop controller attempts to find an edge.

Figure 3.10: State machine that was used in both simulation and experiments allows the UAV to
execute the trajectory only knowing the minimum height of the environment

3.5

Error State Extended Kalman Filter Design

This section presents a multi-modal sensor fusion model using the error state EKF. The purpose of
this chapter is to introduce a realistic localization solution. Its feasibility will be tested in simulation
by comparing it to the ground truth and a VO solution, in this case RTAB-Map’s RGB-D odometry
solution. It will also be tested using real world data obtained using the DJI and its mounted sensors.

3.5.1

System Model

The states in Eq. 3.7 are predicted with inertial navigation equations and then updated as external
measurements from sensors become available. The purpose of an EKF is to estimate states, usually
12 states are estimated for this problem. These are attitude, velocity, and position in North, East,
Down (NED) along with the accelerometer and gyroscope biases.
T

x̂ = [ϕnb , θbn , ψbn , vN , vE , vD , rN , rE , rD ]

However, inertial navigation is based upon the error-state formulation within the North-East-Down
navigation frame that is outlined in Groves [29], but for simplicity, the contributions of the Earth’s
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rotation and craft-rate terms within the Inertial Navigation Systems (INS) mechanization were
ignored. Thus, the states calculated within the filter are

xiIN S =

T


i
δΨiib , δvib
, δriib , ba , bg

i
i
where Ψiib , vib
, and rib
are the attitude, velocity, and positions errors respectively. ba and bg are

IMU biases, which are assumed to be static turn on biases. In the discrete KF, the error state vector
δ x̂ is modeled as a linear function of its previous value coupled by a state transition matrix (STM).

+
δ x̂−
k = Φk−1 δ x̂k−1

(3.7)

Where the STM can be found by

Φk−1 =

∞
X
Frk−1 τsr
r=0

r!

1
1
= I + Fk−1 τs + F2k−1 τs2 + F3k−1 τs3 + · · ·
2
6

(3.8)

where F is the linearized error state dynamics of the system.
Considering that attitude, position, and velocity must be estimated, each state can be updated
by using the angular-rate and specific force measurements from the IMU. The attitude step to
update the attitude can be estimated by the solution expressed as the body-to-navigation coordinate
transform matrix

n
n
Ĉb,k+1|k
= Ĉb,k|k
I3×3 + Ωbi δt

(3.9)

where Ωbi skew-symmetric matrix of the angular rate vector [29]

Ωbi



 0

=
 r

−q

−r
0
p

q 

−p 


0

The velocity update transforms the IMU’s specific force measurements from the body-frame to
the navigation frame and accounts for the acceleration due to gravity (γ)

v iib ≈


1 n
n
b
vib
Ĉb,k|k + Ĉb,k+1|k
2

i
i
i
i
vib
(+) = vib
(−) + vib
+ γib
τi
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(3.10)

(3.11)

The position estimates are updated by simply integrating the velocity estimates using trapezoidal
integration

τ
i
n
n
rnb,k+1|k = rnb,k|k + vb,k|k
+ vb,k+1|k
2

(3.12)

Now that the states have been updated, the predicted state estimate given in Eq. 3.7 must be found.
Then F (as shown below) can be used to determine the STM in Eq. 3.8 which is equal to the identity
matrix plus the F matrix.
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Eq. 2.7 - 2.10 were used to update the error states and covariance when additional measurements
were added. After having the error state estimation, it can be used to correct the full state

x̂k = x̂k − δx̂k

(3.13)

IMU
The IMU is fundamental to this model as it provides a continuous output of 50 − 100 Hz and uses
this information to provide attitude, angular rate, position, and velocity estimations. However, the
position and velocity estimations tend to drift over time. ba and bg are subtracted from the angular
rate and linear acceleration during propagation.

Vision Sensor (RGB-D Camera)
The vision sensor/s in this thesis are assumed to provide an existing localization solution. The camera
provides VO which estimates orientation, position, linear and angular velocity. The drawback is that
VO robustness degrades in low light conditions. The update is made from the linear velocity and
orientation of the VO estimation. The respective observation and noise models are shown below
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To update using velocity

v̂
 N 



=
 v̂E 


v̂D
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Ultra-Wideband Ranging
Unlike vision sensors, UWBs are not susceptible to dark areas or shadows. The idea is to have one
UWB sensor node (anchor) at a static location that communicates with the UAV that carries a UWB
module (tag). Assuming that the true position of the anchor is known and static, this information
can be used to estimate the distance from a stationary location to the UAV as shown in [39] [10]).
The respective observation and noise models are shown below

ẑU W B = Range


HU W B =


01×6

−1
Range

−1
Range

−1
Range

01×6

RU W B = σU W B 2
Altimeter
The laser altimeter transmits height from its position to the ground. Because the UAV is meant
to slowly patrol the environment, small angles of pitch and roll are also assumed, therefore this
measurement, taking into consideration the UAV’s orientation. The assumption is made that the
ground is absolute zero
ẑaltimeter =
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cos(θ)cos


HAlt =


01×6

0

0

−1

01×6

RAlt = σAlt 2
Using the models above, the attitude, velocity, and position can be updated using the following
equations respectively

3.5.2

n
n
= (I3 − ∧δΨ)Ĉb,k|k
Ĉb,k|k

(3.14)

i
i
i
− δv̂ib,k|k
= v̂ib,k|k
v̂ib,k|k

(3.15)

i
i
i
r̂ib,k|k
= r̂ib,k|k
− δr̂ib,k|k

(3.16)

Parameter Tuning

According to Groves [29], the tuning is the selection of the three matrices R, Q, and P . Q is variance
within states, R is variance of sensor. The σ values are known because the noise of the sensors are
known. However, the assumption is made that the noise is Gaussian. When the propagation intervals
(τs ) is < 0.2 seconds, the system noise can be estimated to
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which was finalized as
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with τs = 0.02 s. P was set as






P =






1 × 10−3 × I3

03×3

03×3

03×3

03×3

03×3

5 × 10−2 × I3

03×3

03×3

03×3

03×3

03×3

5 × 10−2 × I3

03×3

03×3

03×3

03×3

03×3

1 × 10−3 × I3

03×3

03×3

03×3

03×3

03×3

1 × 10−3 × I3

26














Chapter 4

Environmental Setup
4.1

Simulation & Experimental Test Design

In order to evaluate the impact of trajectory design on the quality of SLAM, both simulated and
experimental tests were designed. The simulated environment was designed to replicate similar
conditions to that of the experimental limestone quarry environment shown in Fig. 4.1. Similarly,
the error state EKF designed in Section 3.5, was tested in both simulated and experimental tests.
The simulated environment was designed to replicate similar conditions to that of the experimental
coalmine environment shown in Fig. 4.2. The most important aspects to consider when designing
the simulated tests was to emulate the real-world sensors, trajectory, and featureless environment.

Figure 4.1: Side by side view of the cave simulation (left) and experimental limestone quarry (right)
For the team’s research application, it was determined that the required image density to capture
satisfactory data was 3500 pixels/m2 , which, assuming a square pixel, yields in a GSD of approxi-
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Figure 4.2: Side by side view of the coalmine simulation (left) and experimental coalmine environment (right)
mately 1.7 cm as shown in the conversion below
3500

pixel
pixel
= 0.35
m2
cm2
1 cm2
=
0.35 pixel
cm2
= 2.857 . . .
pixel
cm
≈ 1.7
pixel

By using Eq. 3.6 and the RealSense L515 specifications, the GSDs can be calculated for several
distances to the wall, as shown in Table 4.1. By using the same equation, it was found that the
Table 4.1: Ground Sampling Distance × Distance from Wall
Distance from Wall
2m
3m
4m

GSD
0.45 cm
0.68 cm
0.91 cm

required image density mentioned earlier would be satisfied when the distance from the camera plane
to the wall plane was approximately 7 m or less. By referring to Eq. 3.1, it was found that a distance
of 7 m and vertical FOV of 55◦ would result in an image footprint of 7.2 m.
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4.2
4.2.1

Simulation Environment
Cave Environment

The simulated cave environment was set up in Gazebo 11 [40] and consisted of an imported cave
environment from the DARPA SubT virtual portal [41]. Subtle ambient light was also added to
reduce the harsh effects of lighting on visual odometry and loop closure detection. Additionally, a
quadcopter model from the PX4-Autopilot package [42] was imported and equipped with a Microsoft
Kinect with the following characteristics:
• Horizontal FOV of 69°, vertical FOV of 55°
• 640x480 depth and color resolution
• Min. distance of 0.1 m and max. distance of 9 m
The full list of specifications for this environment can be seen in Table 4.2.

Figure 4.3: Simulated iris quadcopter model mounted with a RGB-D camera
The UAV was interfaced with MAVLink extendable communication node for ROS (MAVROS) [43]
which allowed access to an existing flight controller and an inertial measurement unit (IMU), barometer, magnetometer, and Global Positioning System (GPS) to provide a robust localization solution.
This was to ensure that the quadcopter could execute the trajectory autonomously with reasonable
accuracy. The controller outlined in Section 3.4.1 was used.
The path planning algorithm was built off of a previous set-up integrated by [39]. It was further
improved to receive not only a set of x, y, and z coordinates but also a desired yaw angle, thus
adding another DoF to control. The maximum horizontal and vertical velocity was set to 0.5 m/s.
The maximum height of the coverage area was approximately 6 m which means that an image
footprint of less than 6 m was desired to investigate the influence of loop closures. If the image
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Table 4.2: System specifications for simulation experiment
System
Computer
RAM
CPU
OS
ROS
quadcopter
Odometry
Depth Sensor

Configuration
Dell Latitude 740
16 GB
Intel® Core™ i7-8665U Processor
Ubuntu 20.04 LTS
Noetic
Iris
MAVROS
Microsoft Kinect

footprint was too close to or exceeded 6 m, no coverage rows would be present. In addition, the
environment constrained the distance from the wall to be less than 5 m. Therefore, a distance that
resulted in a smaller image footprint and more opportunity for coverage rows was desired. Eq. 3.1
and 3.2 were used to find that the distance from the wall needed to be 4 m or less for a path to yield
at least two coverage rows. A distance of 1 m from the wall was not practical as it required upwards
of 55 coverage rows to achieve a 90% overlap. This configuration also required the distance between
rows to be 10.3 cm which was not realistic for our mission, and will create an unnecessarily large
computational load.
The list of factors and levels associated with this experiment can be found in Table 4.3.
Table 4.3: Experimental Factors and Levels for Experiment in the Cave Environment
Factors
Trajectory Pattern
UAV coverage area
UAV Max. Vel.
Distance from wall
Overlap

Levels
Sweep Pattern
10 m×6 m
0.5 m/s
2, 3, 4(m)
50, 60, 70, 80, 90(%)

There was a total of 15 trajectories flown with overlap varying from 50% to 90% and distance
from the wall ranging from 2-4 m. The ROS sensor topics required to compute the map were obtained
from the simulated Microsoft Kinect. As shown in Fig. 3.3, these images were used for both visual
odometry estimation and map computation.

4.2.2

Coalmine Simulation

The simulated experiment was set up in Gazebo 11 and consisted of an environment that replicated
the real world site. The wall was 2.8 m tall and 11.25 m in length. Subtle ambient lighting was added
to reduce the harsh effects of lighting on visual odometry and feature detection. In this environment,
the quadcopter used the same specifications as described in Table 4.2 but it was equipped with an
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additional laser altimeter and simulated UWB. To make the controller more realistic, the simulation
no longer relied on MAVROS localization and instead used the onboard sensors and updated wall
detector to execute the trajectory as outlined in Section 3.4.2.
The UWB was simulated by taking the truth distance from the origin of the world frame (0,
0, 0) to the base link of the quadcopter. The measurement prior to takeoff phase was 0.054 m
without noise. To make the measurement more realistic, a Gaussian noise with a 0.05 m standard
deviation was added and was updated at 10 Hz. The laser altimeter was attached to the base of the
quadcopter and points down. Without noise it measures 0.034 m, however to make it more realistic
it was modelled with Gaussian noise with a 0.05 m standard deviation and was updated at 10 Hz.
The PX4-Autopilot Gazebo IMU plugin was used for the INS propagation stage. The gyroscope
random walk was 3.88 × 10−5 , with a turn on bias sigma of 0.0087. The accelerometer random walk
was 0.006, with a turn on bias sigma of 0.196. It was updated at 50 Hz.
This trajectory needs to detect and accept loop closures, thus an overlap of 75% was chosen for
the overlap. Results in Chapter 7 will justify the reason for this. Since the coal mine simulation
environment had a 2.8 m tall wall, a vertical image footprint of approximately 4 m was chosen. This
means no overlapping images were required to cover the area. The gap between the coverage rows
was approximately 1.35 m with the first row at a height of 0.68 m.

4.3
4.3.1

Experimental Environment
Limestone Quarry

To offer additional insight, experimental tests were performed in an underground limestone quarry
with the DJI Matrice 100 UAV that was equipped with a UDOO X86 II Ultra, RealSense L515 and
a RealSense T265. The DJI Onboard SDK and the DJI Onboard SDK ROS packages were installed
to allow communication between ROS and the DJI, to allow the use of ROS packages and acquisition
of sensor data as well as send commands. Moreover, this allowed the controller to get odometry
information from the T265 to operate. For simplicity, the onboard local position controller of the
DJI flight controller is used.
The DJI used the RealSense T265 for localization, whilst the RealSense L515 was used for wall
following and obtaining the necessary RGB and depth images for the mapping. The position-based
controller described in Section 3.4.1 was used.
The maintenance area where the experiments were conducted had ambient light which favored

31

Table 4.4: System specifications for experimental experiment
System
Computer
RAM
CPU
OS
ROS
quadcopter
Odometry
Depth Sensor

Configuration
UDOO X86 II Ultra
8 GB
Intel Pentium N3710 2.56 GHZ
Ubuntu 20.04 LTS
Noetic
DJI Matrice 100
T265
L515

Figure 4.4: The DJI Matrice 100 equipped with an Intel RealSense LiDAR Camera L515 and Intel
RealSense Tracking Camera T265
the use of visual odometry and loop closure detection. Unlike the simulated test, this experiment
used the RealSense T265 as an external odometry source and only used rtabmap to build the map
as well as detect loop closures (rtabmap visual odometry was not used). Similar to the simulation
setup, the path was described by a set of x, y, z, and yaw points. The reason the RealSense T265
was used, was because it outperformed RTAB-Map’s visual odometry node and provided a much
wider FOV of 163 ± 5◦ (compared to the L515’s 70◦ × 55◦ ). The experimental test was designed to
map a 12 m by 6 m area with a distance of 2 m from the wall and a gap of 1 m between coverage
rows. This set the overlap between coverage rows to approximately 34.9%. The experimental test
was completed prior to analysis of the simulated results, hence paths that allowed loop closures and
promising map results were unknown.
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4.3.2

Coalmine Wall

Experimental tests were performed in a hallway at the WVU Engineering Research Building and
coalmine research facility in Pittsburgh. The same DJI Matrice 100 was equipped with an SF30
laser range finder and DWM 1001 module as shown in Fig. 4.5. The SF30 pointed down, and the
DWM 1001 anchor was placed approximately 1.0 m from the DWM 1001 tag attached to the bottom
of the quadcopter. The DWM 1001’s aligned in the y and z axis. To assist with the harsh lighting
conditions, two LEDs were attached either side of the L515 to provide illumination during flight.
The SF30 was updated at an average rate of 5.8 Hz, IMU at 100 Hz, DWM 1001 at 10 Hz. and the

(a) DJI equipped with LEDs mounted on
either side of RealSenseL515

(b) DWM 1001 tag and SF30 laser range
finder attached to bottom of DJI

Figure 4.5: Additional ranging sensors attached to DJI
T265 at 200 Hz.
Due to environmental constraints in the hallway, the DJI was set to have a wall distance of
1.15 m, which as per Chapter 7 is under the recommended value when mapping featureless walls.
The hallway wall was 2.44 m tall and 3.54 m in length. The gap between the coverage rows was
approximately 0.53 m with the first row at a height of 0.27 m.
In the experimental coalmine facility, the DJI was set to have a wall distance of 1.5 m, the gap
between the coverage rows was approximately 0.65 m with the first row at a height of 0.32 m. The
experimental coalmine wall was approximately 1.85 m tall. The environment is pictured in Fig. 4.6.
The trajectory was executed using the reactive controller described in Section 3.4.2.
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Figure 4.6: DJI mapping a wall inside of the experimental coalmine facility
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Chapter 5

Results & Discussion
As per Table 5.1 and Fig. 5.1, it is evident that the percentage of image overlap directly affected the
number of loop closures detected. It was observed that the general trend was, as the percentage of
overlap increased, so did the number of detected loop closures. The most number of detected loop
closures was 172 which occurred when the wall distance was 2 m with an overlap of 90%.

Figure 5.1: Total number of detected loop closures during map processing in simulation using RTABMap’s visual odometry (wall distance: green 2 m, cyan 3 m, and blue 4 m)
In Fig. 5.1, there was a fairly general trend where 2 m from the wall detected significantly more
loop closures than 3 m from the wall, which detected more than 4 m from the wall. However, Fig. 5.2
shows that the most number of accepted loop closures was 58 which occurred when the UAV had
the largest FOV and maximum overlap, at a wall distance of 4 m with an overlap of 90%. At 50%
overlap, there were no accepted loop closures. As seen in Fig. 5.2, trajectories with 3 m and 4 m
35

Table 5.1: Experimental results showing the trajectory design along with number of loop closures
(accepted/rejected), average 3D RMSE and duration of flight
Dist. from Wall (m)

4

3

2

Overlap (%)
90
80
70
60
50
90
80
70
60
50
90
80
70
60
50

Cov. Rows
14
7
5
4
3
19
10
6
5
4
29
14
10
7
6

Gap (m)
0.43
0.86
1.20
1.50
2.00
0.32
0.60
1.00
1.20
1.50
0.21
0.43
0.60
0.86
1.00

Loop Closures
58/46
30/51
8/53
3/2
0/14
43/86
34/78
28/72
6/50
0/25
57/115
43/104
22/67
22/106
12/62

RMSE
0.70
0.60
0.51
0.76
0.51
0.73
0.99
0.61
0.57
0.40
0.82
0.45
0.90
0.55
0.56

Duration (s)
389
181
125
105
81
456
267
189
124
99
772
361
256
219
145

from the wall did not show promising results in terms of detecting loop closures until an overlap of
70% was achieved.

Figure 5.2: Percentage of detected loop closures accepted during map processing in simulation (wall
distance: gray 2 m, yellow 3 m, and red 4 m)

Across all distances, Fig. 5.2 shows that the trajectory with a 90% overlap yielded the most
number of accepted loop closures, but required the longest period of time to execute. Table 5.1
shows a 99.85% increase in time required to complete a trajectory with a 90% overlap as compared
to a trajectory with 80% overlap. However, only a 42.36% increase was required to complete a
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trajectory with an 80% overlap, as compared to a trajectory with a 70% overlap. This sudden
percentage increase is not reflected in Fig. 5.1, which shows that although a 90% overlap increases
the number of loop closures, it does not justify the much longer duration required to execute such
a trajectory.
Table 5.2: Average RMSE for Distance 2 m, 3 m, 4 m from Wall

x
0.65

50%
y
0.25

z
0.24

x
0.54

60%
y
0.30

z
0.10

x
0.65

70%
y
0.18

z
0.11

x
0.56

80%
y
0.18

z
0.05

x
0.45

90%
y
0.16

z
0.08

Figure 5.3: UAV estimated height extracted from simulated map (green), RTAB-Map odometry
(blue), and truth (red) over time during trajectory with 2 m wall distance and 60% overlap 2 m
Table 5.1 shows that the larger overlaps between images tend to result in a lower Root Mean
Square Error (RMSE) between the localization solution estimated by RTAB-Map and the truth
provided by the simulation environment. The average RMSE values are represented in Table 5.2,
and show that the estimated RTAB-Map solution is fairly accurate. In Table 5.2 the y error for 50%
and 60% overlap was higher than that of 70%, 80%, and 90%. This was also the case for z. This
insinuates that as loop closures in the longitudinal plane increase, the odometry estimation has a
lower RMSE, thus is more accurate. The y RMSE also decreases but not as dramatically as no more
loop closures were computed in the lateral direction. Correction in this plane was based off of the
computations made when longitudinal loop closures were detected. The x RMSE has the largest
error; this could have been due to the lack of texture on the simulated cave wall.
Although numerical analysis of the localization solution provides insight into the accuracy of the
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map, it was found that the generated map must also be evaluated qualitatively. The resulting map
in Fig. 5.4 shows that there is not necessarily a correlation between the accuracy of RTAB-Map’s
localization solution and the quality of the map.

(a)

(b)

(c)

(d)

Figure 5.4: Comparison of processed map and path before and after the incorrect loop closure was
accepted to the solution, with green indicating an accepted loop closure and red a rejected loop
closure. a) the simulated pillar map prior to acceptance of the incorrect loop closure, b) the path
prior to acceptance of an incorrect loop closure, c) the simulated pillar map after the acceptance of
the incorrect loop closure, d) the path after acceptance of an incorrect loop closure
Of all the generated maps, only three were completely wrong, this was 50% and 60% overlap at
2 m and 60% overlap at 4 m. It can be deduced that they are incorrect due to abnormalities observed
in the estimated position and resulting map. They can also be compared to the map generated from
the truth odometry shown in Fig. 5.6a. Fig. 5.4b shows the estimated position of the UAV prior to
a detection of a new loop closure. When the new loop closure was accepted, the estimated position
of the UAV is far from it’s estimated pose as shown in Fig. 5.4d. However, Fig. 5.3 showed a clear
discrepancy between the localization solution and the generated map. It can be safely assumed that
if the localization solution is perfect, then the generated map should also be perfect. Although this
is not feasible in real world applications, the simulation was able to provide a ground truth. In
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Fig. 5.3, all three estimates are fairly similar until 135 s, which is where the map position deviates
from the truth and the estimated odometry. This is caused by the acceptance of an incorrect loop
closure.
This means that not only did fewer loop closures occur at smaller overlaps, but also that the
solution was prone to accepting incorrect loop closures, although they met the criteria and threshold.
When the gap distance from Table 5.1 was correlated with the data shown in Fig. 5.1, it was
observed that the configurations with gaps less than 1 m between coverage rows, detected significantly
more loop closures than those of over 1 m, regardless of overlap. Fig. 5.2 showed that for 4 m, the
acceptance rate increased from 15.1% to 58.8% when the gap (di ) went from 1.2 m to 0.86 m. For
3 m, the acceptance rate increased from 20.8% to 32.8% when the gap (di ) went from 1.2 m to 1 m.
This indicates that the gap between the lines in relation to the height of the mapped area is just as
important as overlap. Therefore, it can be recommended that when designing a path, the maximum
image footprint that satisfies the image density required should be used to determine the distance
from the wall plane. Table 5.1 shows that a minimum overlap of 70% should be used when using
RGB-D odometry for SLAM.
The comparison between simulation truth and external localization solutions is a useful tool to
test efficient trajectory and controller design. But truth is not always accessible, especially during
experimental tests. To demonstrate the UAV’s capabilities outside of Gazebo, the UAV flew a
designed trajectory autonomously in a limestone mine. Since the overlap was at 35.9%, there was
only one loop closure detected and the resulting map was quite poor. Although there was no truth,
the T265 trajectory reconstruction was more accurate than the RTAB-Map estimate due to the
consistent 1 m gap that can be seen in Fig. 5.5, which was designed in the trajectory.
The resulting map from this trajectory was processed through RTAB-Map and rendered in
CloudCompare and can be found in Fig 5.7. This wall reconstruction was then compared to a
simulated wall reconstruction with the purpose of verifying the validity by evaluating geometric
features.

In addition to the RGB-D scan, the verticality and linearity of the 3D point cloud was

calculated using CloudCompare’s “compute geometric features“ tool. Linearity extracts the linear
features and edges of the surface, and verticality, which displays how vertical the region is.
Although Fig. 5.7 and Fig. 5.6 represent 3D estimations, the 2D quality evaluation methods
proposed by [44] (such as enclosed areas) can be applied to judge quality. In fig. 5.7c, it can be seen
that there is a prominent horizontal green line that goes across the developed map. This indicates
a defined edge which could be the cause of either an outline of the wall’s surface or indication that
there is no overlapping. In correspondence with Fig. 5.7a and Fig. 5.7b there is a noticeable “gap”
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Figure 5.5: Estimated UAV height from mapping a limestone wall during the experimental test,
T265 solution with loop closure (green), RTAB-Map solution (blue), and stand alone T265 solution
(red)

(a) RGB-D Scan

(b) Verticality

(c) Linearity

Figure 5.6: Three different point cloud configurations of a simulated cave wall captured using a
simulated UAV. Scale shows blue as low intensity, green as medium intensity and red as high intensity.

(a) RGB-D Scan

(b) Verticality

(c) Linearity

Figure 5.7: Three different point cloud configurations of the same pillar captured using UAV during
experimental testing. Scale shows blue as low intensity, green as medium intensity and red as high
intensity.
in the map. Fig. 5.6b and Fig. 5.7b shows how upright the object is with respect to the horizontal
plane, with yellow being almost situated at right angles, and blue very horizontal. This highlights
the most successful execution of the trajectory. Other trajectories were executed but did not yield
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conclusive results. This was due to the large drift in position estimated by the T265. In addition
to the recommendations for path planning, it was found that solely relying on VO, even in an
environment with subtle lighting, is not recommended.
To determine the feasibility of the EKF, it was compared to the ground truth as well as RTABMap’s visual odometry solution. It should be reiterated that the purpose of the EKF is to develop
a robust localization solution that outperforms an existing VO solution, and can be used for SLAM.
The following results were obtained in the simulation environment in Fig. 4.2. The quadcopter
followed the processes outlined in Fig. 3.10 to execute one row with a wall distance of 2 m. This path
was analyzed to compare the EKF, RTAB-Map, and truth. First, the INS propagation equations
(Eq. 3.10 - Eq. 3.12) with only IMU data were implemented. The simulation results are shown in
Fig. 5.8 - 5.10.

Figure 5.8: IMU attitude with INS equation (blue), RTAB-Map (red), and ground truth (black) in
the simulated coalmine environment.
The INS equations provide an attitude estimation that follows a very close trend to the truth
and RTAB-Map. It is noticed that once the yaw angle reaches approximately −4◦ , the RTAB-Map
solution has a slight offset. As for pitch and roll, there are no observable deviations or abnormalities.
The velocity estimate drifts over time, but follows the general trend of the velocity. Unlike RTABMap’s solution, the INS velocity estimations are not noisy. Finally, it is not possible to judge the
position estimate as the drift is too large. The result of fusing the altimeter, ranging, and VO
measurements in simulation is shown in Fig.5.11 - 5.13.
It can be seen that velocity and position estimation vastly improved whereas the attitude esti41

Figure 5.9: IMU velocity with INS equation (blue), RTAB-Map (red), and ground truth (black) in
the simulated coalmine environment.

Figure 5.10: IMU position with INS equation (blue), RTAB-Map (red), and ground truth (black) in
the simulated coalmine environment.
mation did not, primarily due to the noisy yaw estimation. In Fig. 5.11, it can be seen that the
yaw suddenly dropped past −10◦ . The INS velocity estimation is still smoother than RTAB-Map’s
solution, but now does not drift. By looking at the first plot in Fig 5.13, it seems like the velocity is
just a less noisy RTAB-Map solution. The biggest improvement comes from the position estimation.
Although y position is difficult to analyze, the x position plot is closer to the truth. Even with
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Figure 5.11: EKF Attitude with INS equation (blue), RTAB-Map (red), and ground truth (black)
in the simulated coalmine environment.

Figure 5.12: A zoomed in view of the EKF velocity with INS equation (blue), RTAB-Map (red),
and ground truth (black) in the simulated coalmine environment.
the addition of a noisy range measurement from the UWB and altimeter, the position estimation is
still smooth; supporting the current tuning of the model. As shown in Tables 5.3 and 5.4, the EKF
outperformed RTAB-Map’s estimation in terms of velocity and position estimation. In Fig. 5.12, it
can be seen that RTAB-Map’s velocity is quite noisy, however it is noisy around the true velocity,
instead of drifting. This is evident in Table 5.4, where the RMSE of the velocity in all directions
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Figure 5.13: EKF position with INS equation (blue), RTAB-Map (red), and ground truth (black)
in the simulated coalmine environment.
was less than 0.02 m/s
Table 5.3: Maximum error, mean error, and RMSE for position (m) when comparing INS propagation, the EKF model, RTAB-Map solution, and ground truth.

Odometry
INS Propagation
Sensor Fusion
RTAB-Map

X
7.568
0.178
0.558

Max Error
Y
Z
30.070 22.794
0.162
0.071
0.779
0.188

Mean Error
X
Y
Z
2.316 9.505 6.673
0.035 0.067 0.050
0.177 0.405 0.095

X
0.605
0.032
0.074

RMSE
Y
Z
9.504 6.673
0.067 0.050
0.180 0.072

Table 5.4: Maximum error, mean error, and RMSE for velocity (m/s) when comparing INS propagation, the EKF model, RTAB-Map solution and ground truth.

Odometry
INS Propagation
Sensor Fusion
RTAB-Map

X
0.942
0.083
0.190

Max Error
Y
Z
1.320 1.237
0.032 0.030
0.373 0.233

Mean Error
X
Y
Z
0.344 0.682 0.521
0.014 0.008 0.010
0.051 0.051 0.024

X
0.180
0.010
0.012

RMSE
Y
Z
0.682 0.521
4444 0.006
0.016 0.006

It is important to reiterate that the localization solution must not only estimate states accurately,
but must also be able to map an environment accurately. It is possible that the EKF could have been
improved by further tuning or even other methods of choosing parameters, but the purpose of this
chapter is to demonstrate that an improved localization solution can be used for offline mapping.
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By configuring the TF tree in Fig. 3.4 to link the map frame to subT /odom and subT /base link to
camera link, the below map was generated from the designed trajectory.

(a) EKF

(b) Truth

Figure 5.14: 3D reconstruction of simulated coalmine wall generated from different localization
solutions
By looking at Fig. 5.14, the suggestions by [44] were used to evaluate the validity of the map.
From first glance it is difficult to tell any major differences, but it can be seen that Fig. 5.14a is
not as dense on the left side of the wall as compared to Fig. 5.14b. Another difference is that the
intersection where the wall meets the floor should be close to a straight line. In Fig. 5.14a this
intersection is not as clean as the intersection in Fig. 5.14b. Besides these minor differences, this is
evidence that this model can successfully estimate pose, and be used to generate a map.
By applying the model that was analyzed using the simulation environment, the same EKF
was used to estimate the states of the DJI in the WVU Engineering Research Building hallway as
outlined in Section 4.3.2 that executed three coverage rows. The resulting figures are shown below
Since there is no ground truth, it is difficult to determine how accurate the model is. However,
the plots can be analyzed by comparing them to the intended actions of the UAV in Fig. 3.10. Just
by looking at Fig. 5.15 and Fig. 5.16, the model relies heavily on the T265. Fig. 5.17 is where some
difference is seen. Based on these recommendations, it supports the notion to adjust the tuning
parameters of the EKF. It was mentioned that three coverage rows were executed. The z position
of Fig. 5.17 shows three incremental adjustments to height, which is evidence of the three rows
executed. However, the Y position in Fig. 5.17 shows that DJI barely moved between 55 s - 70 s,
when it should have been moving in the positive y direction as per Fig. 3.10. It is not until the
second coverage row there is movement in the y direction.
The reason for the large error in estimation is due to the trajectory planning. It was found that
the larger image footprint tends to lead to a better localization solution. In this experiment, due
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Figure 5.15: EKF attitude estimate of UAV executing three rows in the WVU Engineering Research
building with EKF (blue) and T265 (red).

Figure 5.16: EKF velocity estimate of UAV executing three rows in the WVU Engineering Research
building with EKF (blue) and T265 (red).
to environmental constraints, the DJI had a small image footprint. Because the T265 uses built in
VSLAM to estimate its localization solution, this has a negative effect. In addition, the featureless
walls make it difficult to find loop closures. The repeating brick pattern of the wall also makes it
difficult for the T265 to track the trajectory. All of these observations are also the reason why a
sufficient 3D map could not be created.
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Figure 5.17: EKF position estimate of UAV executing three rows in the WVU Engineering Research
building with EKF (blue), T265 (red), and altimeter (yellow).
The position estimates for the trajectory executed in the experimental coalmine facility outline
in Section 4.3.2 is shown in Fig 5.18. Unlike Figure 5.17, Fig 5.18 clearly shows the execution of

Figure 5.18: EKF position estimate of UAV executing two rows in the experimental coalmine environment, with EKF (blue), T265 (red), and altimeter (yellow).
two rows. By looking at the z estimation, the altimeter clearly increases height twice, which is
evidence of the two rows executed. The peaks in the y plot indicate the finding of the edge. The
plot shows edges were found at approximately 32 seconds, 65 seconds, and 100 seconds. As mentioned
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earlier, it is difficult to determine the accuracy of a localization solution without truth, however the
accuracy can be judged by comparing the solution to the designed trajectory. This solution can
also be analyzed qualitatively by observing the 3D map shown in Fig. 5.19. By comparing Fig. 4.6

(a) RGB

(b) Linearity

Figure 5.19: 3D reconstruction of experimental coal mine wall
and Fig. 5.19a it can be seen that there are similarities, especially the shadow-like pattern near the
center of the wall. It can be stated that the edges of the wall were found as the RGB point cloud
clearly shows the reconstruction of the white netting found only at the edges. Fig 5.19b is evidence
that the map has depth detail as well.
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Chapter 6

Conclusion
6.1

Discussion

This work presented the problem of aerial navigation in a GNSS-denied subterranean environment.
First, a path planning strategy was implemented in a simulation to analyze its impact on RGBD SLAM in subterranean environments. In the experiments, RTAB-Map was able to detect loop
closures for all the tested data sets, but not all were accepted or correct. It was observed that
the number of loop closures does not directly correlate with the accuracy of RTAB-Map’s visual
odometry, due to the potential of accepting incorrect loop closures. However, this case was not
observed at higher overlap between coverage rows, so there was a general trend showing that more
loop closures improves the solution. For the best chances of building a map with an accurate
localization solution, an overlap of over 70% should be considered. Upon analysis of the results, the
most important parameters that impact the quality of SLAM are the overlap between images and
the size of the image footprint. The findings in this chapter will be the foundation for developing
a multi-modal localization solution for SLAM in GNSS-denied environments. On average, a 4.84%
loop closure acceptance at 50% overlap and 49.57% loop closure acceptance rate at 90% overlap
was observed. Not only did the loop closure acceptance rate improve, there was evidence that lower
overlap tended to lead to incorrect SLAM maps as a result of poor loop closures. This leads to the
recommendation to maximize the image footprint without compromising the image density required
when mapping.
Additionally, a 15 state error state EKF was designed to improve an already existing localization
solution by sensor fusion. This also entailed the design of a velocity controller that used existing
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features of the environment to execute the trajectory. The results showed that the EKF provides
an improved localization solution which can be used for mapping. The findings in this chapter will
assist in the development of robust controllers to execute the trajectory accurately, thus leading to a
more accurate 3D map. The average error between the ground truth and EKF was 0.051 m whereas
the RTAB-Map error was 0.226 m supporting the strategy to equip the UAV with onboard ranging
sensors. This new localization solution was also able to be fed into RTAB-Map to generate a 3D
reconstruction of the coal simulation environment. As made evident in the 3D construction of the
experimental coalmine environment, the current system is feasible in both simulated and real world
environments. However, it is difficult to judge the accuracy of the localization solution as there was
no access to a truth. The methods in this thesis were experimented using autonomous UAV’s, but
the same method can be used for semi-autonomous or even manually flown UAV’s. However, there
are some drawbacks to this method. The EKF model relies on an existing localization solution to
fuse with other ranging sensors. This existing solution is typically in the form of VO which degrades
in low light conditions.

6.2

Future Work

This thesis has provided sufficient insight for using UAVs to perform autonomous mapping in subterranean environments, specifically for featureless walls. However, further improvements and advancements can be made. Future work should focus on three main accomplishments. First is to
demonstrate the findings of this thesis in a comprehensive real experimental environment. Although
the method and controller design were the same, the parameters (such as wall distance, number
of coverage rows, etc.) were not replicated due to environmental constraints. The second includes
adding obstacle avoidance capabilities to the quadcopter. And finally, to successfully demonstrate
the mapping of a pillar as part of a fully functioning autonomous system.
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[36] Labbé, M. and Michaud, F., “RTAB-Map as an open-source lidar and visual simultaneous
localization and mapping library for large-scale and long-term online operation,” Journal of
Field Robotics, Vol. 36, No. 2, 2019, pp. 416–446.
[37] Girardeau-Montaut, D., “CloudCompare,” France: EDF R&D Telecom ParisTech, Vol. 11,
2016.
[38] Huang, W. H., “Optimal line-sweep-based decompositions for coverage algorithms,” Proceedings 2001 ICRA. IEEE International Conference on Robotics and Automation (Cat. No.
01CH37164), Vol. 1, IEEE, 2001, pp. 27–32.
[39] De Petrillo, M., Beard, J., Gu, Y., and Gross, J. N., “Search planning of a uav/ugv team
with localization uncertainty in a subterranean environment,” IEEE Aerospace and Electronic
Systems Magazine, Vol. 36, No. 6, 2021, pp. 6–16.
[40] Koenig, N. and Howard, A., “Design and Use Paradigms for Gazebo, An Open-Source MultiRobot Simulator,” IEEE/RSJ International Conference on Intelligent Robots and Systems,
Sendai, Japan, Sep 2004, pp. 2149–2154.
[41] Agency, D. A. R. P., “SubT Virtual Portal,” https://subtchallenge.world/home, 2022.
[42] Meier, L., “PX4-Autopilot,” https://github.com/PX4/PX4-Autopilot, Sep 2021.
[43] Ermakov, V., “mavros,” https://github.com/mavlink/mavros, Dec 2020.
[44] Filatov, A., Filatov, A., Krinkin, K., Chen, B., and Molodan, D., “2D SLAM quality evaluation
methods,” 2017 21st Conference of Open Innovations Association (FRUCT), 2017, pp. 120–126.
54
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