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Dengan memanjatkan puji syukur kehadirat Allah SWT atas limpahan rahmat dan 
hidayah-Nya sehingga penulis dapat menyelesaikan tugas akhir yang berjudul “Classification 
of Malware Families Using Naïve Bayes”. 
Tulisan ini disajikan pokok-pokok bahasan mengenai klasifikasi malware family 
menggunakan metode Naïve Bayes mulai dari rancangan, cara kerja, hingga 
pengembangannya. Selain itu juga dijelaskan mengenai implementasi serta pengujian dari 
klasifikasi menggunakan Naïve Bayes 
Peneliti menyadari sepenuhnya bahwa dalam penulisan tugas akhir ini masih banyak 
kekurangan dan keterbatasan. Oleh karena itu, peneliti sangat mengharapkan saran yang 
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