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Abstract
The constraints on particle-in-cell (PIC) simulations of short-pulse laser interactions with
solid density targets severely limit the spatial and temporal scales which can be modelled
routinely. Although recent advances in high performance computing (HPC) capabilities
have rendered collisionless simulations at a scale and density directly applicable to
experiments tractable, detailed modelling of the fast electron transport resulting from
the laser interaction is often only possible by sampling the fast electron populations
and passing this information to a separate, dedicated transport code. However, this
approach potentially neglects phenomena which take place or are seeded near the
transition between the two codes. Consequently there is a need to develop techniques
capable of efficiently modelling fast electron transport in high density plasma without
being subject to the usual grid-scale and time-step constraints. The approach employed
must also be compatible with retaining the standard PIC model in the laser interaction
regions in order to model laser absorption and charged particle acceleration processes.
Such an approach, proposed by Cohen, Kemp and Divol [J. Comput. Phys., 229:4591,
2010], has been identified, adapted and implemented in EPOCH. The final algorithm,
as implemented, is presented here. To demonstrate the ability of the adapted code
to model high intensity laser-plasma interactions with peak densities at, and above,
solid density, the results of simulations investigating filamentation of the fast electron
population and heating of the bulk target, at high densities, are presented and compared
with the results of recent experiments as well as other, similar codes.
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Chapter 1
Introduction
The strong electric and magnetic fields associated with a high intensity, short-pulse laser
beam, (peak intensity, I > 1018 Wcm−2 and pulse duration, τL . 1 ps), when incident
upon a solid density target, are capable of stripping the electrons from the atoms
near the surface of the target, and accelerating them to relativistic average energies
(〈K〉 & 1 MeV) [1, 2]. These ‘fast’ electrons (also commonly referred to as ‘hot’ or
‘superthermal’ electrons) stream away from the laser interaction region near the surface,
travelling deeper into the target well ahead of any thermal conduction from the laser
absorption region [3]. The electric field created by the resultant charge imbalance acts
to draw a ‘return current’—the background electrons inside the target drift towards
the laser interaction region to restore charge neutrality [4]. Since the background
electron density is much greater than the fast electron density, their average velocity
is much lower, and thus these electrons are much more collisional than their higher
energy counterparts. Through collisions with each other, as well as the background ion
population, the return current electrons ‘thermalise’ the energy they have gained from
the electric field, resulting in target heating. It is in this manner that high intensity short-
pulse lasers are capable of heating solid materials to high temperatures (many hundreds
of eV) over time-scales which are much shorter than the hydrodynamic response time of
the target, thereby permitting investigation of material properties at high temperatures
and densities [5–10].
In addition to heating high density materials, short-pulse laser interactions also
provide sources of high energy electrons, protons and x-rays, and thus possess a broad
range of potential applications including fast ignition inertial confinement fusion [11,
12], cancer therapy [13, 14], proton [15–17] and x-ray radiography [18–25], material
activation for nuclear physics [26], and the study of material properties in solar [27] and
planetary [28] interiors.
1
1.1 Overview
The mechanisms by which a high power, short-pulse laser beam delivers its energy to
a dense plasma, how this energy is distributed amongst the constituent particles and
how it is transported deeper into the target are complex and interdependent. A detailed
knowledge of such phenomena is essential for understanding high energy density physics
(HEDP) experiments of the kind fielded on the Vulcan-PW, OMEGA-EP and Orion laser
systems, and for supporting the development of a viable point design for fast ignition
inertial confinement fusion (ICF).
The UK plasma physics community has of late gained a significant capability
in modelling short-pulse laser experiments. A key element of this is the particle-in-cell
(PIC) code EPOCH [29], developed under the auspices of the EPSRC’s ‘Collaborative
Computational Projects’ programme1.
This modelling capability needs to be enhanced to include additional physics,
such as a self-consistent model for the transport of fast electrons through the dense,
cold material that makes up the bulk of the target, and optimised to make efficient use
of available massively parallel high performance computing (HPC). To tackle the multi-
scale problems of a combined long and short-pulse experiment (such as those planned
for Orion) it is also necessary to integrate kinetic models with existing hydrodynamics
codes [30, 31].
The project discussed in this thesis was undertaken with the aim of further
developing the short-pulse modelling tools and techniques that will be required to support
laser-plasma experimental campaigns on existing and planned facilities. This involved
considerable algorithmic development of EPOCH to improve its ability to model high
density plasmas and provide a multi-scale capability via ‘in line’ links to hydrocodes,
as well as providing modelling support for short-pulse HEDP and fast ignition-relevant
experiments.
In conclusion, this project has driven the development of EPOCH to meet the
challenge of modelling future short-pulse laser-plasma experiments, so as to provide
a better understanding of fundamental laser-matter interactions, and the subsequent
energy transport and deposition in high density material.
In the remainder of this chapter the concepts and phenomena which will be
referred to in subsequent chapters are introduced. Chapter 2 provides an overview of
the PIC code EPOCH. An algorithm to permit more efficient modelling of high density
regions in PIC simulations, based on that developed by Cohen et al. [32], has been
implemented in EPOCH, and is presented in chapter 3. A selection of tests of the high
1The EPOCH code was developed under UK Engineering and Physical Sciences Research Council
(EPSRC) grants EP/G054940/1, EP/G055165/1 and EP/G056803/1.
2
density model, in one and two dimensions, are discussed in chapter 4. Standard and
modified EPOCH simulations of fast electron transport through a solid density target,
and the subsequent acceleration of protons from the rear surface, were performed and
compared. Finally, the ability to simulate return current heating in solid targets using
the high density model was demonstrated via comparisons with experimental results, as
well as a bespoke fast electron transport code.
1.2 Basic plasma physics
1.2.1 Plasma equations of motion
The motion of an individual particle, i, of species j, with charge qj and mass mj , can
be expressed as follows:
dri(t)
dt
= V i(t),
dV i(t)
dt
=
qj
mj
[Ei(ri(t), t) + V i(t)×Bi(ri(t), t)] ,
where ri is the position, and V i the velocity, of particle i as a function of time. For a
collection of Nj identical particles, Nj pairs of the above equations exist which define
the trajectory of the particles through six-dimensional phase-space (x, v), where x and
v represent arbitrary spatial and velocity coordinates.
Each particle is represented by a delta function, δ, in phase-space (where the
delta function is defined by
∫∞
−∞ f (x) δ (x− a) dx = f (a)). Thus the number density
at an arbitrary point in phase-space and time is:
gj (x,v, t) =
Nj∑
i=1
[δ (x− ri(t)) δ (v − V i(t))] .
The charge and current densities, ρ and J , respectively, are given by:
ρ (x, t) =
∑
j
(
qj
∫
gj (x,v, t) dv
)
,
J (x, t) =
∑
j
(
qj
∫
vgj (x,v, t) dv
)
,
3
and the electric and magnetic fields are determined by solutions of Maxwell’s equations:
∇ ·E = ρ (x, t)
0
,
∇ ·B = 0,
∇×E = −∂B
∂t
,
∇×B = µ0J (x, t) + 1
c2
∂E
∂t
.
The above set of equations define the ‘N -body problem’ for charged particles.
Their solution is an exact model for the dynamics of a single species (charge and mass
combination) of charged particles, but multiple species can be easily included. Well-
known analytic solutions exist for single particles. However due to the large number
of particles in full-scale plasmas, obtaining an analytic solution for such systems is
not tractable. For example, in the solid plastic foils typically used in short-pulse laser
experiments (with dimensions 1 mm× 1 mm× 20µm) N is of the order 1019.
Taking the derivative of gj (x,v, t) with respect to time, and employing the
chain rule, dδ(x−ri)dt =
dri
dt · ∇riδ (x− ri), yields:
∂gj
∂t
=
Nj∑
i=1
[
dri
dt
· ∇riδ (x− ri) δ (v − V i) +
dV i
dt
· ∇V iδ (x− ri) δ (v − V i)
]
.
Using the identity ∂f(a−b)∂a = −∂f(a−b)∂b the spatial and velocity derivatives can be
rewritten in terms of x and v. The original expressions for the time derivatives of
ri and V i can also be substituted:
∂gj
∂t
=−
Nj∑
i=1
V i · ∇δ (x− ri) δ (v − V i)
−
Nj∑
i=1
qj
mj
[Ei(ri, t) + V i ×Bi(ri, t)] · ∇vδ (x− ri) δ (v − V i) .
The identity f(a)δ(a − b) = f(b)δ(a − b) can be used to replace the instances
of V i with v. Finally, the definition of gj (x,v, t) can be substituted to obtain the
Klimontovich equation:
∂gj
∂t
+ v · ∇gj + qj
mj
(E + v ×B) · ∇vgj = 0. (1.1)
This equation follows directly from the N -body model without any assumptions or
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approximations. The Klimontovich equation describes the motion of Nj particles in
phase-space as a function, gj , which consists of a sum of Nj delta functions. Solving
equation 1.1 is generally not tractable, and so a more flexible description of particle
phase-space must be sought.
If a range of values in phase-space is considered: (x,x+ dx), (v,v + dv), then
gjdxdv is the number of particles within this volume. A smooth, continuous distribution
function can be introduced by taking the ensemble average of gj :
fj (x,v, t) ≡ 〈gj (x,v, t)〉.
Now fjdxdv is the expected number of particles within the phase-space volume, rather
than the absolute number. Similar smoothed functions can be used to replace the
electric and magnetic fields.
The difference between the descriptions of the plasma provided by the exact and
smooth functions can be attributed to discrete particle collisions. Thus:
gj (x,v, t) = fj (x,v, t) + δgj (x,v, t) ,
where δgj is the contribution from discrete particle interactions. Similarly:
E (x, t) = E0 (x, t) + δE (x, t) ,
B (x, t) = B0 (x, t) + δB (x, t) .
Substituting these expressions into equation 1.1, and noting that fj = 〈gj〉,
E0 = 〈E〉, B0 = 〈B〉, and 〈δgj〉 = 〈δE〉 = 〈δB〉 = 0, gives the plasma kinetic
equation:
∂fj
∂t
+ v · ∇fj + qj
mj
(E0 + v ×B0) · ∇vfj = − qj
mj
〈(δE + v × δB) · ∇vδgj〉.
Collecting the terms on the right-hand-side into a single term results in:
∂fj
∂t
+ v · ∇fj + qj
mj
(E0 + v ×B0) · ∇vfj =
(
∂fj
∂t
)
coll
. (1.2)
The left-hand-side of equation 1.2 is the rate of change of the distribution function, fj ,
due to the smooth, averaged fields, E0 and B0, while the right-hand-side represents
any additional contribution due to collisional effects.
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The overall number, charge and current densities are defined as:
nj (x, t) =
∫
fj (x,v, t) dv,
ρ (x, t) =
∑
j
(
qj
∫
fj (x,v, t) dv
)
,
J (x, t) =
∑
j
(
qj
∫
vfj (x,v, t) dv
)
.
It should be noted that the plasma kinetic equation is still an exact description
of the behaviour of a plasma. No assumptions or approximations have been made. In
order to evolve the distribution function, a form for the collision operator needs to be
substituted on the right-hand-side of equation 1.2. The simplest approach is the Krook
collision operator [33], which assumes that the distribution function will tend towards
some equilibrium distribution, fm over a characteristic time, τ :(
∂f
∂t
)
coll
=
fm − f
τ
.
A more rigorous approach is to use the Fokker-Planck equation (derived in appendix A),
resulting in the Vlasov-Fokker-Planck (VFP) equation:
∂fj
∂t
+v ·∇fj + qj
mj
(E0 + v ×B0) ·∇vfj = −∇v ·
[
fj
〈∆v〉
∆t
]
+
1
2
∇2v :
[
fj
〈∆v∆v〉
∆t
]
.
(1.3)
1.2.2 Ohm’s law
The constituent particles which make up a short-pulse laser target can be divided into
three ‘species’: the background electrons (b subscripts) and ions (i subscripts) which
make up the bulk of the target, and the relativistic (fast) electrons (f subscripts) which
have been accelerated by the laser interaction. The electric field associated with the fast
electron current draws a ‘return current’ via the background electrons. An equation of
motion for the background electrons can be obtained by taking the first velocity moment
of equation 1.2:∫
mev
(
∂fb
∂t
+ v · ∇fb + qe
me
(E + v ×B) · ∇vfb
)
d3v =
∫
mev
(
∂fb
∂t
)
coll
d3v,
(1.4)
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The first term of equation 1.4 can be evaluated as follows:∫
mev
∂fb
∂t
d3v = me
∂
∂t
∫
vfbd
3v = me
∂ (nbub)
∂t
= menb
∂ub
∂t
+meub
∂nb
∂t
, (1.5)
where ub = 〈v〉 is the local background electron drift velocity.
In evaluating the second term, it is assumed that the electron velocity, v, can
be expressed as the sum of the drift velocity and a perturbation: v = ub + w. Since
the mean electron velocity has already been defined as being equal to the drift velocity,
it follows that the mean perturbation is zero: 〈w〉 = 0.∫
mev (v · ∇fb) d3v = me
∫
∇ · (fbvv) d3v = me∇ ·
∫
fbvvd
3v,
= me∇ ·
∫
fb (ubub + ubw +wub +ww) d
3w,
= me∇ · (nbubub) +∇ · P b,
where P b is the stress tensor and is defined as P b = me
∫
(v − ub) (v − ub) fbd3v.
∴
∫
mev (v · ∇fb) d3v = menb (ub · ∇)ub −me∂nb
∂t
ub +∇ · P b. (1.6)
The third and fourth (electric and magnetic field) terms in equation 1.4 can be
considered together:
qe
∫
v (E + v ×B) · ∇vfbd3v = qe
∫
∇v · (fbv [E + v ×B])
− fbv (∇v · [E + v ×B])
− fb (E + v ×B) · ∇vvd3v.
Using Gauss’s theorem the first term on the right-hand-side can be rewritten as:
qe
∫
∇v · (fbv [E + v ×B]) d3v = qe
∫
S
(fbv [E + v ×B]) · dSv,
where S is a surface in velocity space. If the surface is taken to infinity, the integral
tends towards zero, since the electron distribution tends to zero with increasing velocity
much faster than the area of the surface increases (e−v2 cf. v2). The second term on the
right-hand-side also vanishes, since ∇v ·E = 0 and ∇v · (v ×B) = 0. The remaining,
third term becomes:
−qe
∫
fb (E + v ×B) d3v = −qenb〈E + ub ×B〉.
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∴
∫
mev
qe
me
(E + v ×B) · ∇vfbd3v = −qenb (E + ub ×B) . (1.7)
The collision term in equation 1.4 can be reduced to
∫
mev (∂fb/∂t)coll d
3v =
me (∂nbub/∂t)coll = meub (∂nb/∂t)coll +menb (∂ub/∂t)coll. If ionisation and recombi-
nation are neglected, (∂nb/∂t)coll = 0, and this term reduces to:∫
mev
(
∂fb
∂t
)
coll
d3v = menb
(
∂ub
∂t
)
coll
. (1.8)
By combining equations 1.5–1.8, equation 1.4 becomes:
menb
∂ub
∂t
+menb (ub · ∇)ub +∇ · P b − qenb (E + ub ×B) = menb
(
∂ub
∂t
)
coll
.
The collision term on the right-hand-side can be split into separate expressions for
collisions with ions, menb (∂ub/∂t)bi, and with a separate energetic electron species
(hereafter referred to as fast electrons), menb (∂ub/∂t)bf :
menb
(
∂ub
∂t
)
coll
= menbνbi (ui − ub) +menb
(
∂ub
∂t
)
bf
.
Thus the equation of motion for the background electrons (those not considered to be
fast electrons) is given by:
me
(
∂
∂t
+ ub · ∇
)
ub = qe (E + ub ×B)−∇ · P b
nb
−meνbi (ub − ui)+me
(
∂ub
∂t
)
bf
,
(1.9)
where the b, i and f subscripts denote background electron, ion and fast electron
quantities, respectively.
The electron-ion drag term in the background electron equation of motion can
be rewritten as follows:
meνbi (ub − ui) = meνbi
qenb
(qenbub − qenbui)
= qeη (J b + J i) ,
since qenbub = J b, −qenbui = qiniui = J i and η = meνbi/q2enb, assuming a quasi-
neutral plasma (nb ≈ Z∗ni).
If the background electron response is assumed to be instantaneous on the time-
scales of interest, then the inertia term (i.e. the left-hand-side of equation 1.9) can be
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assumed to be zero: (
∂
∂t
+ ub · ∇
)
ub =
dub
dt
= 0.
Re-arranging the remaining terms in equation 1.9 gives an expression for Ohm’s
law:
E = η (J b + J i)− ub ×B + ∇ · P b
qenb
− me
qe
(
∂ub
∂t
)
bf
.
1.2.3 Debye length
Consider a quasi-neutral plasma. If a charged particle is inserted its electric field, which
usually scales as 1/r2 in vacuum, will act to attract the electrons in the plasma and
repel the ions. Thus the plasma particles act to ‘screen’ the test particle’s field. This
results in an electric field which decays exponentially with distance, rather than the
inverse square. The characteristic range over which the electric field drops by a factor
of 1/e is referred to as the Debye length and can be derived as follows:
Let n0 = 0.5 (ne + Z
∗ni), where Z∗ is the ionisation state of the ions and quasi-
neutrality has been assumed (ne = Z
∗ni). Assume also that the electrons and ions are
in thermal equilibrium so that Te = Ti = T . For a positive test charge added to the
plasma, the potential felt by an electron a distance r from the test charge is given by
φ (r).
Using Boltzmann’s law an expression for the number density of electrons at
potential φ (r) can be found:
ne (r) = n0 exp
(
−qeφ (r)
kBT
)
≈ n0
(
1− qeφ (r)
kBT
)
,
assuming |qeφ|  kBT (i.e. that the plasma is sufficiently hot that the thermal energy
is much larger than the electric potential energy).
This indicates an excess of electrons: ne (r) = n0 + n
+
e (r) where n
+
e (r) =
−n0qeφ (r) /kBT . Similarly, there is a deficit of ions, n−i (r). Thus the excess charge
density at a distance r from the test charge is:
ρ (r) = qe
(
n+e (r)− Z∗n−i (r)
)
= 2n0
qeφ (r)
kBT
.
This can then be inserted into Poisson’s equation (∇2φ (r) = −ρ/0) to give:
∇2φ (r) = 1
r2
∂
∂r
(
r2
∂φ (r)
∂r
)
=
2n0q
2
eφ (r)
0kBT
.
This has the solution φ (r) = (A/r) e−
√
2r/λD , where A is constant and λD is the Debye
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length, defined as:
λD =
(
0kBT
q2en0
)1/2
.
For completeness, an expression for A can be found by requiring that the
potential tend towards the value due to the test charge as r tends toward zero:
φ (r) =
q
4pi0r
e−
√
2r/λD .
1.2.4 Plasma frequency
Consider a charge-neutral cube of plasma, with length l and number density n = ne =
Z∗ni. If all of the electrons are displaced by a distance x, an electric field is set up,
attracting the electrons back towards the ions (and vice-versa). Since the mass of an ion
is much greater than an electron, the electrons will respond to the electric field much
more rapidly that the ions. Thus it can be assumed that the ions will be stationary over
the time-scales of interest.
Using Gauss’ theorem to obtain an expression for the electric field, it is possible
to derive an equation of motion for the electrons:
E = −neqex
0
,
F = mex¨ = qeE
∴ x¨ = −neq
2
ex
0me
.
This is the equation of motion for simple harmonic oscillation (x¨ = −ω2px) with
frequency:
ωp =
(
neq
2
e
me0
)1/2
.
This oscillatory motion is known as an electron plasma wave. It should be noted
that this is only valid if ωpτei  1, where τei is the average time between electron-ion
collisions.
Note also that
ωp =
(
neq
2
e
me0
)1/2
,
=
(
neq
2
e
0kBT
)1/2(
kBTe
me
)1/2
,
=
vth
λD
,
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where vth =
√
kBTe/me is the thermal velocity of the electrons.
1.2.5 Plasma dispersion relation
Due to the screening of electric fields by electrons in plasma, the dispersion relation for
electromagnetic waves is modified. An expression for the plasma dispersion relation can
be derived by taking the curl of Faraday’s law:
∇× (∇×E) = − ∂
∂t
(∇×B) ,
∇ (∇ ·E)−∇2E = − ∂
∂t
(∇×B) .
If a wave-like solution for the electric field is assumed (i.e. E = E0e
i(ωt−k·x)),
and Ampe`re’s law is substituted into the right-hand-side, this becomes:
−k (k ·E) + k2E = −µ0 ∂
∂t
(
J + 0
∂E
∂t
)
.
Substituting for the current density, J , using Ohm’s law (J = σE), and using
the wave-like solution to simplify the time derivative yields
− k (k ·E) + k2E = −µ0E
(
iωσ − ω20
)
. (1.10)
To progress further, it is necessary to obtain an expression for the AC
conductivity, σ. This is achieved by considering a separate uniform, oscillating electric
field, E = E0 (ω) e
iωt. The Lorentz force experienced by an electron in this field is:
me
∂v
∂t
= qeE = qeE0 (ω) e
iωt.
If an oscillating velocity, resulting from this applied field is assumed (v (t) =
v (ω) eiωt), this becomes:
iωmev (ω) = qeE0 (ω) ,
iωmeJ (ω)
qene
= qeE0 (ω) ,
∴ J (ω) = − ineq
2
e
meω
E0 (ω) .
Thus, from Ohm’s law it can be concluded that the AC conductivity is given by:
σ (ω) = − ineq
2
e
meω
.
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(a) The plasma dispersion relations for electro-
magnetic waves in plasma.
(b) The refractive index, µ, for electromagnetic
waves propagating through plasma.
Figure 1.1: The plasma dispersion relations (a) and refractive indices (b) for electro-
magnetic (solid black) and electron plasma (dashed red) waves in a cold plasma. Note
that electromagnetic waves below the plasma frequency are forbidden, as discussed in
section 1.2.6.
Substituting this into equation 1.10 then yields:
−k (k ·E) + k2E = µ00E
(
ω2 − neq
2
e
me0
)
.
Since the second term of the right-hand-side can be identified as the plasma
frequency, this simplifies to:
(
ω2 − ω2p − c2k2
)
E + c2k (k ·E) = 0.
For longitudinal (e.g. Langmuir) waves, k and E are parallel. Thus k2E =
k (k ·E), and so ω = ωp. However, for transverse (e.g. electromagnetic) waves, k and
E are perpendicular, and so k · E = 0. The dispersion relation for electromagnetic
waves in plasma is therefore given by:
ω2 = ω2p + c
2k2.
As discussed in the next section (1.2.6), and shown by figure 1.1, the dispersion
relation of electromagnetic waves in plasma prohibits the propagation of waves with
frequencies below the electron plasma frequency.
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Figure 1.2: The reflectivity of a plasma as a function of its electron number density,
normalised to the critical density (equation 1.11).
1.2.6 Critical density
Following the derivation of the dispersion relation for electrostatic and electromagnetic
waves in plasma, it can be shown that electromagnetic waves whose frequencies are less
than the plasma frequency cannot propagate through the plasma of the corresponding
density due to screening of the wave’s electric field by the electrons. It is possible to
arrive at a condition for the electron density above which an electromagnetic wave of a
given frequency cannot propagate.
Rearranging the plasma dispersion relation above gives:
c2 =
ω2
k2
(
1− ω
2
p
ω2
)
.
From this it can be seen that the refractive index of a plasma is given by µ (ω) =(
1− ω2p/ω2
)1/2
. The reflectivity for a given frequency is R = |(1− µ) / (1 + µ)|2, and
is plotted as a function of electron number density in figure 1.2. Three distinct regimes
can now be considered.
For waves with ω > ωp, the reflectivity is less than one, and so the wave can
propagate through the plasma. As ω tends to infinity, the refractive index tends toward
unity, and the reflectivity to zero, as for vacuum. If ω < ωp, however, µ is imaginary and
R = 1. Thus electromagnetic waves cannot propagate through plasma with a plasma
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frequency greater than the incident wave’s frequency, and will instead be specularly
reflected.
The electron number density corresponding to ω = ωp is referred to as the critical
density, nc:
ωp (ne = nc) = ω,
∴ nc =
me0ω
2
q2e
. (1.11)
A wave interacting with plasma at the critical density will be reflected (µ = 0,
R = 1), and may drive resonant behaviour, an example of which is discussed in section
1.4.2.
1.3 High power lasers
1.3.1 ‘Long-pulse’ lasers
High power lasers are generally divided into two broad categories based on the duration
of the laser pulse produced. ‘Long-pulse’ lasers typically have pulse lengths on the order
of a few nanoseconds. Many of the world’s current and planned major high power
laser facilities have multiple long-pulse laser beam lines: NIF (LLNL, 192), UFL-2M
(RFNC-VNIIEF, 192 planned), LMJ (CEA, 176), OMEGA (LLE, 60), SG-III (CAEP, 48
planned), Gekko XII (ILE, 12), Orion (AWE, 10), Vulcan (RAL, 6).
Discussions of long-pulse laser interactions and their applications are beyond the
scope of this work. Suffice it to say that when employed in conjunction with short-pulse
lasers (discussed below), long-pulse lasers are generally used to compress a target to
high densities, or deliberately ablate some of the surface material to create a region of
low density plasma in front of the target which will potentially enhance the fraction of
short-pulse laser energy absorbed.
1.3.2 ‘Short-pulse’ lasers
The development of the chirped pulse amplification (CPA) process in the 1980s [34],
and later, optical parametric chirped pulse amplification (OPCPA) [35], permitted the
generation of much shorter (∼ 1 ps), and thus higher power (∼ 1 PW), laser pulses.
These high power, short-pulse lasers can be focused to intensities of up to about
1021 Wcm−2. When exposed to the electric fields associated with such intensities
electrons are rapidly stripped from their parent atoms, and accelerated to relativistic
energies. The high power of these lasers allows energy to be delivered over time-scales
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much shorter than the normal hydrodynamic response time of the material. This rapid
delivery of energy allows matter to be heated to extreme (hundreds of eV) temperatures,
while remaining at a high (solid) density, resulting in conditions which would otherwise
be very difficult to achieve under laboratory conditions.
Short-pulse laser pulses with energies between approximately 100 and 500 J
typically have pulse durations between several hundred femtoseconds and several
picoseconds. Examples of this type of laser can be found at several laser facilities:
OMEGA-EP (LLE), Vulcan (RAL), Orion (AWE), Titan (LLNL), Trident (LANL),
PETAL (CEA), GEKKO XII (ILE), SG-II-U (SIOM). Amplified spontaneous emission
(ASE) and parametric fluorescence in the amplification chain are characteristic features
of CPA and OPCPA lasers. These processes often result in the main pulses delivered by
such lasers being preceded by a low intensity, nanosecond-scale duration pre-pulse [36],
which will interact with the target in a similar way to a separate long-pulse laser. Several
techniques have been developed to mitigate the pre-pulse on short-pulse lasers. One of
which is to employ a non-linear frequency conversion crystal to convert the laser light
from the first to the second harmonic [37]: since the conversion process has a minimum
intensity threshold, the low intensity pre-pulse passes through the crystal without being
converted, and is then spectrally filtered from the converted second harmonic light
[38, 39].
Short-pulse lasers which deliver pulses carrying tens of joules of energy tend to
have pulse durations on the order of tens of femtoseconds. In this way lasers such as
Callisto (LLNL), PEARL (IAP RAS) and Astra Gemini (RAL) are able to achieve the
same output power as higher energy short-pulse lasers. Due to the lower energy levels
passing through the laser amplification chain, these lasers have a minimal pre-pulse, and
are able to achieve a much higher shot rate (∼ 10 shots per second cf. ∼ 5 shots per
day).
By employing a combination of short-pulse and long-pulse beam lines, it is
possible to study the properties of matter compressed to intense pressures (by the long-
pulse) and heated to extreme temperatures (by the short-pulse). In this way high power
laser facilities facilitate investigations into a range of topics including, but not limited to:
inertial fusion studies [11, 12, 40, 41], radiographic methods such as proton [15–17] and
x-ray radiography [18–25], and material properties in astrophysical conditions [27, 28].
1.4 Short-pulse laser absorption
Many different absorption processes have been identified, each of which can play an
important role depending on many variables such as the plasma density and temperature,
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and the laser intensity, pulse length and angle of incidence. The abundance of
absorption mechanisms, with no clear partitions between the regimes in which each
occurs, necessitates a detailed numerical approach to modelling short-pulse laser-plasma
interactions in order to capture as much of the pertinent physics as possible. Some of
the main absorption processes are summarised below. For each process the conditions
under which it becomes a major means of transferring energy out of the laser pulse are
given.
1.4.1 Inverse bremsstrahlung
An electron, in plasma, oscillating in the electric field of a laser, may collide with
a nearby ion, resulting in a transfer of energy. This process is often contrasted
with bremsstrahlung, in which the electron-ion interaction results in the emission of
radiation. Consequently this laser absorption process is commonly referred to as inverse
bremsstrahlung. By balancing the rate of change of the electron distribution function
with the collisional heating rate it can be shown that inverse bremsstrahlung acts to
drive the electron distribution towards a supergaussian of the form fe ∼ exp
(−v5) [42].
Since the presence of an electromagnetic wave is required, inverse bremsstrahlung
can only take place in underdense plasma (electron density is such that the electron
plasma frequency is less than the laser frequency). The oscillatory velocity of an
electron is proportional to the electric field amplitude, and since the electron-ion
collision frequency scales inversely with the cube of velocity this process is usually only
important for low intensity (. 1016 Wcm−2) laser-plasma interactions occurring over
time-scales which are long compared to the electron-ion collision time. This results in
inverse bremsstrahlung being the dominant absorption mechanism for many long-pulse
(nanosecond-scale) interactions, such as inertial confinement fusion (ICF).
1.4.2 Resonance absorption
A p-polarised2 electromagnetic wave obliquely incident on a plasma with a density
gradient can propagate up to a density of ne = nc cos
2 θ due to refraction, where
θ is the angle of incidence of the laser measure relative to the target normal, and a
linear density ramp has been assumed. Beyond this density the electric field decays
evanescently, but is still non-zero at the critical surface. At this point the plasma
frequency, by definition, matches the frequency of the incident laser, and thus a plasma
wave is resonantly driven [43, 44]. The resonance acts to drive the plasma wave to
2P-polarisation is defined as being such that the electric field of the wave oscillates in the same plane
as the target’s density gradient. Consequently, the electric field of an s-polarised wave oscillates in a
plane perpendicular to the density gradient.
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very large amplitudes until it can no longer be supported and wave breaking occurs,
resulting in the ejection of energetic (fast) electrons from the resonance region. The
process of resonance absorption requires moderate (1014–1017 Wcm−2) laser intensities
in order for the evanescent field to be strong enough to drive the electrons at the critical
surface, but avoid deformation of the plasma density profile due to the ponderomotive
force (discussed later). This process also requires a long scale-length density ramp in
order for the laser to be turned around via refraction.
1.4.3 Vacuum heating
If the scale-length of the plasma density ramp is very short compared to the laser
wavelength, vacuum heating occurs [45]. Electrons in the overdense region (densities
such that the electron plasma frequency is greater than the laser frequency) are directly
exposed to the laser’s electric field. Electrons near the surface of the plasma can be
pulled, by the electric field of the laser, out of the plasma, beyond the Debye sheath.
As the field reverses polarity the electrons are accelerated back into the plasma. By the
time the field reverses again these electrons will have travelled beyond the skin depth
(ls = c/ωp) of the target, and thus are no longer influenced by the laser fields.
1.4.4 Ponderomotive acceleration
The finite size and duration of the laser pulse tends to result in a net force on the
electrons, driving them away from regions of high laser intensity. An electron initially at
rest in the middle of a Gaussian laser pulse will move under the influence of the laser’s
electric field. When the field reverses, however, the electron will have moved to a region
of lower intensity (and thus field amplitude), and so experiences a weaker restoring
force. Over time this leads to a net drift away from the peak electric field amplitude.
An expression for the laser cycle-averaged ponderomotive force can be derived [46]:
F p = − q
2
4mω2
∇E20 ,
where ω is the frequency, and E0 the electric field amplitude, of the laser. This effect,
parallel and perpendicular to the laser pulse, can lead to channelling (in underdense
plasma) or hole boring (in overdense plasma). Note that the ponderomotive force is
independent of the sign of the charge, and so will also act to expel ions from regions of
high laser intensity. Due to their much higher inertia, however, ion acceleration takes
place over longer time-scales than the electron interaction.
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1.4.5 J ×B force
At high laser intensities (I & 1018 Wcm−2) the force due to the magnetic field of the
laser acting on electrons oscillating in the electric field is non-negligible compared to
the electric field force. The combination of oscillation in the electric field of the laser
perpendicular to an oscillating magnetic field results in a force parallel to the laser axis
which varies in time as cos 2ωt. For a lone electron this results in a lemniscate orbit
rather than simple oscillation. If the laser is incident upon an overdense plasma, however,
a similar effect to vacuum heating occurs, except with a longitudinal driving force, due
to the magnetic field, at twice the laser frequency [47]. Therefore this acceleration
is characterised by the production of energetic electron bunches, at the second laser
harmonic, directed predominantly along the laser axis.
1.4.6 Other important processes
In addition to the absorption processes above, there are a number of other effects which
manifest themselves during laser interactions. Two examples of such phenomena are
given below.
Self-induced transparency
If the electrons in a plasma oscillate at relativistic velocities in the electric field of a laser,
the local plasma frequency decreases. This relativistic behaviour allows a high intensity
laser pulse to propagate beyond the classical critical density surface, and instead be
reflected at relativistic critical density, γnc [48].
Relativistic self-focusing
As discussed earlier, the finite size of a laser pulse results in electrons being driven away
from the peak intensity regions by the ponderomotive force. This leads to a depletion
of electrons in the centre of the pulse, and an excess in the wings. Since the dispersion
relation for an electromagnetic wave in plasma is ω2 = ω2p + c
2k2, the phase velocity
of the laser is lower in the low density channel carved by the ponderomotive force.
The portions of the beam which span the density gradient surrounding the channel
will undergo refraction, resulting in focussing of the beam to higher intensities in the
channel. Thus the expulsion of electrons from the centre of a laser pulse can lead to
focusing of the laser to higher intensities [49, 50].
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1.5 Energy transport
1.5.1 Return current generation
The motion of the fast electrons produced by direct laser interaction generates an
electrostatic field (via Ampe`re’s law, ∂E/∂t = c2∇ × B − J/0). This field acts
upon the background electrons present in the bulk of the target, causing them to drift
toward the laser interaction region (via the Lorentz force, F = q (E + v ×B)) in order
to restore quasi-neutrality. This motion also helps to replenish the electron population
available for acceleration by the laser.
The return current density due to an imposed fast electron current is related
to the electric field via Ohm’s law: J b = E/η, where η = me/q
2
enbτc is the
plasma resistivity, and τc is the characteristic background electron-ion collision time.
Substituting this into Ampe`re’s law, and assuming magnetic field effects can be neglected
(i.e. that the problem is one-dimensional), yields the following relation between the
background and fast electron currents:
Jf + J b = −0η∂J b
∂t
,
where, for simplicity, a constant resistivity has been assumed.
A return current of the form J b = Jf
(
e−t/τ − 1) can be substituted into the
above, and results in an expression for the response time of the plasma to changes in
the fast electron current [51]: τ = 0η.
For most conditions of interest this response time is much shorter than the plasma
period, ω−1p , and so the return current is often assumed to respond instantaneously to
changes in the fast electron current.
1.5.2 Ohmic heating
Since the background electron density is usually much greater than the density of the
fast electrons, their drift velocity does not need to be very large in order for the counter-
propagating currents to balance. Since their velocity is low, the background electrons
are highly collisional compared to the fast electrons, and so act to heat the plasma. In
this way laser energy can be coupled to the target beyond the laser interaction region,
and any associated thermal conduction front, via the return current drawn by the fast
electrons.
The rate of change of the background electron energy density, Wb, due to the
return current, J b, drawn by the electric field, E, generated by an imposed fast electron
19
current, is given by [52]:
∂Wb
∂t
= E · J b.
By combining this with the material’s specific heat (CV = (∂Wb/∂T )V /nb), it is
possible to calculate the Ohmic heating rate:
∂Tb
∂t
=
1
nbCV
∂Wb
∂t
=
E · J b
nbCV
. (1.12)
1.5.3 Filamentation
The transport and deposition of energy inside the target is further complicated by the
fast electrons’ self-generated magnetic fields, which have been neglected thus far. In
some cases these fields can act to collimate the fast electron beam [53]. More often,
though, noise in the fast electron current density, background resistivity and/or small-
scale magnetic fields inside the target lead to the fast electron population breaking up
into filaments [54, 55]. The magnetic fields associated with these localised regions
of higher current act to deflect fast electrons towards regions of higher current density,
enhancing the filamentation. More recently, studies of the radiation and particles emitted
from the rear of laser-irradiated targets have allowed for investigations into the effect of
electrical conductivity [56, 57] and lattice structure [58] on fast electron filamention.
1.5.4 X-ray emission
As fast electrons travel through cold, dense material they undergo elastic scattering off of
the background ions. This results in the emission of bremsstrahlung (‘braking radiation’),
providing a broadband x-ray source. Line emission results from a fast electron colliding
inelastically with a bound, inner shell electron, liberating or promoting it to a higher
energy level. As an electron relaxes to fill the vacancy, a photon is emitted.
The bremsstrahlung emission is dependent upon the laser and plasma parameters
(the former tend to determine the incident fast electron energy, while the latter determine
the bremsstrahlung cross-section), and results in a continuous x-ray spectrum typically
ranging from hundreds of eV to tens of MeV.
Line emission, however, is characterised by intense, narrowband peaks in intensity
at energies up to approximately 100 keV. The precise energies depend upon the atomic
structure of the target’s constituent element(s). By examining the width of the lines,
and their relative heights, it is often possible to infer the conditions, such as density and
temperature, inside the emitting region of the target [59].
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1.6 Summary of short-pulse laser interactions
Several examples of the principal means for short-pulse laser energy to be absorbed by
a plasma have been discussed above. It is worth noting that all of these processes rely
on the motion of the electrons in the laser’s electromagnetic fields. Due to their much
larger mass (and thus, inertia), the ions in the plasma respond very slowly compared to
the laser pulse duration. Many of the ion dynamics occur as a result of fast electrons
setting up large electrostatic fields via charge separation either at the front of the target,
as they travel away from the laser interaction region, or at the rear surface, as they exit
the target. Furthermore, many of the above processes are collisionless processes; the
fast electrons they produce travel a significant distance away from the laser interaction
region, and heating occurs mainly via Ohmic heating due to a return current. This is
in contrast to long-pulse laser interactions which tend to be dominated by ion motion,
with the electrons primarily acting as a means of transferring the laser energy to the
plasma via collisional processes such as inverse bremsstrahlung, and heating occurring
predominantly via thermal conduction [60].
It should be clear from the previous sections that the means by which short-
pulse laser energy is delivered to a target, distributed amongst the constituent particles
and transported into the target are complex and interdependent [61, 62]. For this
reason analytic models are generally unable to encompass the full range of phenomena
resulting from short-pulse laser interactions. A strong predictive computational
modelling capability is essential in order to support, develop or challenge these models.
Furthermore, such a capability enables the design of laser experiments to be optimised
in order to make the best possible use of the capabilities of high power laser facilities
such as OMEGA-EP, Orion and Vulcan-PW.
Computational models already exist which can accurately model the absorption
of a short-pulse laser and production of energetic charged particles. Other methods
also exist for modelling the transport of a pre-defined charged particle distribution
and the related energy deposition in the bulk of a laser target. By coupling these
approaches full-scale simulations of short-pulse laser experiments can be performed
[30, 31]. Only recently, however, have algorithms been developed which make self-
consistently modelling both the laser absorption and energy transport within a single
simulation tractable [32]. These techniques (integrated modelling and novel high density
PIC algorithms) are expected to become invaluable tools for modelling short-pulse laser
experiments.
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1.7 Short-pulse laser applications
1.7.1 Material heating
As discussed in sections 1.4 and 1.5, high power short-pulse lasers provide a means
of delivering energy to material samples on time-scales shorter than the typical
hydrodynamic response time. The associated rapid heating permits investigation into
the properties of matter at high density (∼ solid) and high temperature (hundreds of
eV) [5–9]. Using a separate long-pulse beam to compress the target prior to the short-
pulse laser interaction further extends the upper limit on the range of densities at which
high temperature material properties can be investigated.
1.7.2 X-ray sources
Some laser experiments make use of a bright x-ray source to backlight the experiment.
This is achieved by fielding a separate target (typically a thin foil [21, 24] or wire
[22, 23, 63]), which is hit by a short-pulse laser to produce x-rays via line emission (see
section 1.5.4). The choice of backlighter material is an important consideration, as it
should emit x-rays of sufficient energy that not all of the photons are stopped/scattered
inside the target. Furthermore, the emission energy must not coincide with a peak in
the material’s absorption spectrum. For some experiments the x-ray energies produced
by line emission are not sufficient, due to the desire to image very high density materials.
In these cases high energy (∼ MeV) bremsstrahlung x-rays can be used for radiography
[18–20, 25].
1.7.3 Electron acceleration
As a laser pulse propagates through underdense (ne < nc) plasma, it pondermotively
drives electrons laterally out of the laser pulse, creating a wake of lateral plasma
oscillations. As the laser pulse continues to propagate, these electrons are accelerated
back toward the central axis of the laser pulse, and thus a longitudinal modulation in the
electric field is created, trailing the laser pulse. This wakefield is maximised if the laser’s
pulse length is tuned so as to match half the plasma period (τL ≈ pi/ωp). Electrons
are then accelerated to very high energies (hundreds of MeV) over a few centimetres by
‘surfing’ the laser wakefield [64]. By exploiting this, and other similar phenomena, it is
thought that it may be possible to use short-pulse lasers to accelerate electrons up to,
and beyond, the energies currently achieved by conventional particle accelerators, and
over much shorter distances (centimetres, rather than hundreds of metres) [65–67].
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1.7.4 Proton acceleration
When the fast electrons produced by a short-pulse laser-plasma interaction reach the
rear surface of the target, those with sufficient energy will leave the target. In doing so
an electric field is set up perpendicular to the rear surface of the target. Protons initially
present on the rear surface of the target (from water or oil surface contaminants) are
accelerated to tens of MeV, over tens of microns, by this field [68–73]. This process is
referred to as target normal sheath acceleration (TNSA).
Alternative methods for accelerating protons using high intensity short-pulse
lasers have been proposed, such as the break-out afterburner (BOA) [74] and radiation
pressure acceleration (RPA) [75, 76] approaches. These schemes aim to make use of the
ponderomotive force of the laser pulse to accelerate thin (< 1µm) foil targets, either
via the electrons (BOA) or by directly accelerating the ions (RPA).
Possible applications of laser-accelerated protons include cancer therapy [13, 14],
radiography [15–17], material heating [28, 77–79], and material activation for nuclear
physics [26].
1.7.5 Fast ignition
The pursuit of inertial confinement fusion (ICF) [40, 41] has led to the development
of novel schemes to relax the stringent symmetry conditions imposed by the standard
central hot spot ignition technique. The fast ignition approach [11] uses a high intensity,
short-pulse laser to accelerate particles, usually electrons, up to energies such that they
travel beyond the interaction region and deliver their energy to the core of a compressed
fusion capsule, as shown in figure 1.3a. Ignition of the fuel capsule places constraints
on the divergence, energy and duration of the fast electron beam.
Ablation of the capsule surface tends to result in the critical surface being located
several hundred microns from the compressed core. Therefore a means is required by
which the short-pulse laser can be allowed to interact as close to the anticipated hot
spot as possible. One technique is to use a separate short-pulse beam, co-linear with the
main pulse, and the ponderomotive hole-boring process [1] to carve a low density channel
through the ablated coronal region, down which the main pulse can then propagate with
minimal energy loss. An alternative concept, which has received a significant amount of
attention, is to ensure a clear path for the ignition beam by having a high density cone
(usually gold) inserted into the fuel capsule [12] as shown in figure 1.3b. The purpose
of the cone being to prevent ablated material from the capsule from entering the path
of the ignition pulse.
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(a) The fast ignitor concept as originally
proposed by Tabak et al. [11].
(b) The cone-guided fast ignition approach
proposed by Kodama et al. [12].
Figure 1.3: Diagrammatic representation of the fast ignition concept as originally
envisaged (a) and with a gold cone insert (b). Reproduced with permission from
Sircombe [80].
1.8 Overview of plasma modelling
Plasma physics modelling codes are widely employed in topics such as astrophysics, solar
physics, magnetic and inertial confinement fusion, and laser-plasma interactions.
Detailed modelling of short-pulse (picosecond-scale) laser experiments requires
capturing phenomena which occur on spatial and temporal scales which span several
orders of magnitude (as illustrated by figure 1.4). The main pulse is typically preceded by
an ASE (amplified spontaneous emission) pedestal, commonly referred to as a pre-pulse,
of approximately nanosecond duration. Some experiments also make use of a separate
long-pulse (nanosecond-scale) beam. These act to ablate the surface material creating
a region of high temperature, low density plasma in front of the target (pre-plasma).
Immediately behind the ablation front, the high thermal pressure results in a shock
being driven into the target, compressing the material. Following the laser interaction
the target undergoes hydrodynamic expansion and disassembly, while radiating heat
(typically as x-rays), over several nanoseconds. In contrast, the fast electron transport
and associated target heating typically occurs on time-scales comparable to the main
short-pulse laser duration [81]: up to a few picoseconds, necessitating a separate, more
detailed treatment than the other phases.
The mechanisms by which the short-pulse laser delivers its energy to the target,
how this energy is distributed amongst the particles, and how it is transported deeper
into the material are complex and interdependent. Often it is necessary to resolve
spatial scales smaller than the laser wavelength and electron Debye length, and likewise
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Figure 1.4: Visual representation of the disparate time-scales involved in short-pulse
laser interactions.
temporal scales smaller than the laser period and the period of Langmuir waves in the
plasma. Furthermore, it is essential that one accurately resolves the non-thermal nature
of the electron distribution function. Key to short-pulse modelling is the kinetic nature
of the plasma—but in treating this problem with such high fidelity it is not feasible to
consider the much longer time-scale hydrodynamic phases.
Thus many disparate approaches to modelling laser-plasma physics phenomena
are employed. These fall into two main categories: fluid and kinetic models.
1.8.1 Fluid models
Fluid models, in general, assume that the plasma at any point in space can be
characterised by macroscopic quantities derived from moments of the particle distri-
bution functions (namely, density, centre-of-mass velocity and temperature). Since each
moment is a function of the next highest order moment, fluid models often invoke an
equation of state, which relates the internal energy to the density and pressure, in order to
obtain a closed set of equations. When attempting to model phenomena on large spatial
and temporal scales this assumption is generally valid, and the magneto-hydrodynamic
(MHD) equations [82] may be used to treat the plasma as a fluid moving under the
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influence of electromagnetic fields. This makes hydrocodes powerful tools for simulating
bulk behaviour during laser-plasma interactions. However, the fluid model is no longer
valid when attempting to model phenomena which involve significant deviation from a
Maxwellian particle distribution and/or motion which is dominated by non-linear wave-
particle interactions, such as stimulated Raman scattering [83, 84], Landau damping
[85], resonance absorption [43, 44], Brunel vacuum heating [45] and ponderomotive
acceleration [46].
1.8.2 Kinetic models
The statistical treatment employed in kinetic models retains the individual particle
properties, rather than integrating over the local distribution. The particles are
considered to be evolving in time within a six-dimensional phase-space—three physical
dimensions (x, y, z) and three momentum dimensions (px, py, pz). The evolution of the
distribution function, f , of a particle species, in the presence of electric and magnetic
fields, is governed by the plasma kinetic equation (see section 1.2.1):
∂f
∂t
+ v · ∇f + q
m
(E + v ×B) · ∇vf =
(
∂f
∂t
)
coll
.
The additional physics embodied by kinetic codes carries with it an increase
in the complexity of the codes. Thus the main limitation of kinetic codes is the high
computational cost associated with modelling individual particle behaviour. This severely
reduces the spatial and temporal scales that can be modelled efficiently compared with
fluid methods.
1.8.3 Hybrid models
Occasionally both fluid and kinetic models are employed within the same code. These
hybrid codes generally model an energetic particle species using a kinetic approach,
and treat the background material (which is often at a lower temperature and higher
number density) as a (multi-component) fluid. This approach has been used successfully
to model energy transport in laser-plasma interactions [54, 86–88], but is unable to
accurately model systems in which the kinetic and fluid populations cannot be treated
as separate, for example the absorption of laser energy and production of fast electrons
from a cold background material during short-pulse laser-plasma interactions.
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1.8.4 Summary of plasma models
The choice of code to use when simulating plasma physics is dependent on the complexity
of the system and the spatial and temporal scales of interest. Fluid models are useful in
modelling the relatively slow, large-scale bulk motion of the plasma. In contrast, when
modelling non-Maxwellian, non-linear phenomena a kinetic model is essential.
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Chapter 2
Overview of the EPOCH PIC code
2.1 Particle-in-cell codes
The most rigorous approach to kinetic modelling is that employed by Vlasov codes,
such as IMPACT [89], KALOS [90], VALIS [91], FIDO [92, 93] and OSHUN [94]. These
simulate the plasma by solving the plasma kinetic equation directly, using a variety of
approaches. For example, in Eulerian codes such as VALIS and FIDO, the particle
distribution functions are evolved on an N -dimensional phase-space grid, where N
is the number of spatial and momentum dimensions being simulated. Thus a 2D3P
Eulerian Vlasov code requires a five-dimensional grid (two space and three momentum
dimensions—x, y, px, py, pz; or x, y, |p| , θ, φ in the case of FIDO). The requirements
of high dimensionality and high resolution in each dimension mean that such codes
can be very computationally intensive. IMPACT also employs an Eulerian phase-space
grid, but employs the diffusion approximation [89] to reduce the number of momentum
dimensions required. Although this approach is well suited to simulating fast electron
transport through dense plasma, it is not conducive to modelling oscillatory phenomena
such as laser-plasma interactions. Codes such as KALOS and OSHUN, however, represent
the distribution function in momentum space using an series expansion in spherical
harmonics. This approach is also well suited to modelling fast electron transport. The
use of spherical harmonics also reduces the computational expense associated with the
distribution function representation in momentum space, but can suffer from difficulties
with ensuring that mass is conserved, and that the distribution function is positive
everywhere [90].
For most ‘everyday’ purposes a more general ‘workhorse’ code is required which
can perform a broad range of kinetic simulations to an adequate level of precision and
be adapted quickly for new problems, but without the intense computing requirements
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of a Vlasov code. The most common solution is a particle-in-cell (PIC) code. PIC
codes, unlike Vlasov codes, do not simulate a continuous distribution function. Instead
they employ Monte-Carlo methods to randomly sample the plasma particles and apply a
weight to the sampled particles in order to approximate the original distribution function
[82, 95]. These pseudo-particles, in the collisionless limit, are free to move through each
other and can be considered as representing clouds of charge and mass rather than point
particles. It should be noted that the pseudo-particles have the same charge-to-mass
ratio (and thus same behaviour in electromagnetic fields) as their constituent particles,
but do not change their shape or undergo rotation under normal motion, nor do they
have any internal degrees of freedom. This pseudo-particle method exploits Liouville
theorem—the distribution function is constant along any trajectory in phase-space—by
assuming that real particles which are initially close together in phase-space will remain
close together throughout the duration of the simulation.
The use of non-uniform particle weighting allows PIC codes to simulate systems
in which the density can vary by several orders of magnitude without requiring much
larger numbers of particles in more dense regions of the simulation domain.
The motion of the particles is treated using a Lagrangian approach, which allows
them to move freely in position and momentum space. Meanwhile the moments of the
distribution function (e.g. density) and electromagnetic field variables are calculated on
a fixed, Eulerian grid.
The key features of a PIC code are discussed below, using EPOCH [29] as an
example.
2.1.1 Explicit vs implicit schemes
In explicit schemes the new state at a given point depends on the current state at that
point and its neighbours: An+1k = f
(
Ank , A
n
k−1, A
n
k+1
)
(see also figure 2.1). A simple
example of an explicit scheme is the forward-time centered-space (FTCS) scheme [96]:
fn+1i − fni
∆t
+ u
fni+1 − fni−1
2∆x
= 0
Such schemes have a finite numerical information propagation speed: cn = ∆x/∆t.
In order for an explicit scheme to be stable it usually requires that the numerical
information propagation speed be greater than the maximum speed at which information
will propagate through the system (for an electromagnetic field solver, the speed of light
in vacuum). This condition is commonly referred to as the CFL limit [97]. For a
one-dimensional system this is ∆x/∆t > vmax.
In contrast, the new state at a given point using an implicit scheme is
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Figure 2.1: Diagrammatic representation of the dependencies for explicit (left) and
implicit (right) methods. When using an explicit method, the updated state is calculated
from the previous state at the same and neighbouring points. The implicit method,
however, uses the previous state at the same point and the updated states of its
neighbours.
dependent upon the current state at that point and the neighbouring points’ new state:
An+1k = f
(
Ank , A
n+1
k−1 , A
n+1
k+1
)
, resulting in an infinite numerical information propagation
speed. The implicit equivalent of the FTCS scheme is the backward-time centered-space
(BTCS) scheme [96]:
fn+1i − fni
∆t
+ u
fn+1i+1 − fn+1i−1
2∆x
= 0
Such schemes tend to be unconditionally stable, permitting arbitrarily large time-steps.
This helps to offset the higher computational cost per time-step associated with an
implicit method compared with an explicit approach. However, since implicit schemes
tend to require a large amount of inter-processor communication, they do not scale well
to large numbers of processors on massively parallel computational platforms compared
with explicit schemes.
In order to accurately capture the evolution of the distribution function, it is
generally desirable to resolve high frequency phenomena, such as Langmuir waves.
Thus, for the purposes of modelling kinetic laser-plasma interaction phenomena, explicit
schemes tend to be preferable to implicit methods.
2.2 Particle propagation
The pseudo-particles in a PIC code are advanced along the characteristics of Vlasov’s
equation (equation 1.2, with (∂fj/∂t)coll = 0) in response to the Lorentz force, often
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using a leapfrog scheme:
xn+1/2 = xn−1/2 +
∆t
mγn
pn, (2.1)
pn+1 = pn + q∆t
(
En+1/2 +
1
mγn+1/2
pn+1/2 ×Bn+1/2
)
. (2.2)
In EPOCH equation 2.1 is split into two half-updates across the time-step in order
to ensure that the particle positions and momenta are both known at the end of each
step (n+ 1):
xn+1/2 = xn +
∆t
2mγn
pn,
xn+1 = xn+1/2 +
∆t
2mγn+1
pn+1.
EPOCH evaluates the momentum update using the ‘Boris’ algorithm [95] to
decouple the electric and magnetic field effects:
p− = pn +
q∆t
2
En+1/2, (2.3)
p+ = p− +
q∆t
γn+1/2m
(
p+ + p−
2
×Bn+1/2
)
, (2.4)
pn+1 = p+ +
q∆t
2
En+1/2, (2.5)
where it has been assumed that pn+1/2 = (p+ + p−) /2 in equation 2.4.
Although equation 2.4 is a second order implicit update, it can be solved explicitly
by noting that the magnetic force is conservative. This can be shown by taking the dot
product of equation 2.4 with p+ + p−:
p+ · (p+ + p−) = p− · (p+ + p−)
+
q∆t
2γn+1/2m
([
p+ + p−
]×Bn+1/2) · (p+ + p−) ,(
p+
)2
+ p+ · p− = p− · p+ + (p−)2 ,
∴
∣∣p+∣∣ = ∣∣p−∣∣ .
Since, the update due to the magnetic field is conservative, equation 2.4 can be
replaced with a rotation of the particle’s momentum vector [95]:
p+ = Aˆp−, (2.6)
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where
Aˆ =
 1 + τ
2
x − τ2y − τ2z 2τxτy + 2τz 2τxτz − 2τy
2τxτy − 2τz 1− τ2x + τ2y − τ2z 2τyτz + 2τx
2τxτz + 2τy 2τyτz − 2τx 1− τ2x − τ2y + τ2z
( 1
1 + τ · τ
)
,
and
τ =
q∆t
2
cBn+1/2√
m2c2 + p− · p− .
2.2.1 Particle shapes
Since the electric and magnetic fields required to evaluate equations 2.3–2.5 are
calculated on a discrete grid, it is necessary to interpolate the fields to the particle
positions, and vice-versa to obtain properties such as density, temperature and current
density. Using zeroth-order weighting, the fields at the nearest grid point to the particle
are assigned to the particle position. This, however, implies that the particles are in fact
uniform regions of charge of size ∆x×∆y×∆z, as shown by figure 2.2. The step-wise
changes in density as particles enter and leave cells can introduce noise in the current
density, and thus electric field (via Ampe`re’s law—see below). This can be mitigated by
the use of first-order shape functions, which employ linear interpolation from the grid
points surrounding the cell in which the particle is currently located. This is equivalent
to convolving zeroth-order weighting with itself—i.e. assuming the particles are regions
of charge of size ∆x×∆y×∆z, and performing zero-th order weighting on each portion
of the particle. In 1D, the electric fields interpolated from the surrounding grid points
(Xj , Xj+1), at the particle’s position (xi), using first-order weighting are given by:
E (xi) =
(
Xj+1 − xi
∆x
)
E (Xj) +
(
xi −Xj
∆x
)
E (Xj+1) .
This results in a ‘triangular’ particle shape of size 2∆x × 2∆y × 2∆z (see figure 2.3).
Higher order weighting schemes (such as cubic splines, which imply particles of size
4∆x× 4∆y× 4∆z) are often used to further reduce the noise levels in PIC simulations.
As with first-order weighting, the shape functions at higher orders can be obtained by
repeated convolutions of zeroth-order weighting with itself.
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Figure 2.2: Diagrammatic representation of zeroth-order particle weighting. The fields
from the nearest grid point are applied directly to the particle, and vice-versa when
calculating properties such as density on the grid. This implies a rectangular particle
shape of width ∆x in 1D.
2.2.2 Current density calculation
In order to ensure that Gauss’s law (∇·E = ρ/0) is satisfied, the current density using
in the electric field update (see section 2.3) must satisfy the charge continuity equation:
∂ρ
∂t
+∇ · J = 0.
EPOCH uses the ‘density decomposition’ scheme developed by Esirkepov [98],
which is a generalisation of the Villasenor and Buneman [99] current deposition scheme,
to deposit the particle currents on the mesh. After updating the particle positions
and momenta, an additional half-step in position is performed: xn+3/2 = xn+1 +
∆tpn+1/2mγn+1. The fraction of each cell which passes through each cell face as a
result of this update, combined with the particle weights and choice of particle shape
function (discussed above) allows for the components of the current density, Jn+1, to
be accumulated onto the grid.
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Figure 2.3: Diagrammatic representation of first-order particle weighting. The fields
from the surrounding grid points are linearly interpolated to the particle, and vice-versa
when calculating properties such as density on the grid. This is equivalent to performing
zeroth-order weighting to a uniform region of charge and mass. This implies a triangular
particle shape of width 2∆x in 1D.
2.3 Field propagation
Evaluating the electric and magnetic fields on a discrete grid, and over discrete time-
steps, makes the finite difference approach a natural choice. A commonly used technique
for computationally modelling electromagnetic phenomena is the finite-difference-time-
domain (FDTD) method [100]. However other schemes are equally valid.
Field values are updated using the time-dependent Maxwell’s equations:
∂E
∂t
= c2 (∇×B)− J
0
, (2.7)
∂B
∂t
= −∇×E. (2.8)
The FDTD method is performed in such a way that provided ∇ ·B = 0 is true at the
start of the simulation, it will remain valid throughout. Furthermore, Gauss’s law does
not need to be solved since the charge conserving scheme for calculating the current
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Figure 2.4: An example of the 3D Yee mesh for the finite-difference-time-domain
method. The arrows indicate the positions at which the fields are defined. Grid-based
particle properties, such as density and temperature, are defined at the centre of the
cell. The components of the current densities are defined at the same positions as the
corresponding electric field components.
densities ensures that ∇ · E = ρ/0 also holds throughout the simulation (see section
2.2.2).
If the spatial derivatives are discretized on a standard grid, there is a risk of
a ‘chequerboard’ instability developing, in which two competing solutions to Maxwell’s
equations develop on adjacent grid cells. This instability can arise if the gradients at each
point are not a function of the value in that cell (e.g. ∂F/∂x|j = (Fj+1 − Fj−1) /2∆x).
This can be avoided through careful choice of the differencing scheme. Alternatively,
it can be noted that the only gradient required to update the electric fields is in the
magnetic fields, and vice-versa. Thus, the calculation of the field gradients can be
simplified, and the chequerboard instability avoided by defining the electric and magnetic
fields at points which are staggered relative to the grid (i.e. a Yee mesh [101]). An
example of such a staggered mesh in 3D is presented in figure 2.4.
Equations 2.3–2.5 require knowledge of the electric and magnetic fields at half
time-step intervals (this is displayed diagrammatically in figure 2.5). The half time-step
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field values are obtained using the discretised Maxwell’s equations as follows:
E
n+1/2
jkl =
c2∆t
2
(∇− ×Bnjkl − µ0Jnjkl)+Enjkl, (2.9)
B
n+1/2
jkl = −
∆t
2
(
∇+ ×En+1/2jkl
)
+Bnjkl. (2.10)
Following the particle update, as discussed in section 2.2, the fields are advanced to the
full time-step (i.e. from n+ 1/2 to n+ 1) using the current densities calculated at step
n+ 1:
Bn+1jkl = −
∆t
2
(
∇+ ×En+1/2jkl
)
+B
n+1/2
jkl , (2.11)
En+1jkl =
c2∆t
2
(
∇− ×Bn+1jkl − µ0Jn+1jkl
)
+E
n+1/2
jkl . (2.12)
In equations 2.9–2.12, ∇− and ∇+ are defined as:
∇−Fnjkl =
(
Fnjkl − Fnj−1kl
∆x
,
Fnjkl − Fnjk−1l
∆y
,
Fnjkl − Fnjkl−1
∆z
)
,
∇+Fnjkl =
(
Fnj+1kl − Fnjkl
∆x
,
Fnjk+1l − Fnjkl
∆y
,
Fnjkl+1 − Fnjkl
∆z
)
,
and the subscripts denote the grid point indices and the superscripts the time-step index.
Thus in 3D:
∇− ×Bnjkl =

(Bz)
n
jkl−(Bz)njk−1l
∆y −
(By)
n
jkl−(By)njkl−1
∆z
(Bx)
n
jkl−(Bx)njkl−1
∆z −
(Bz)
n
jkl−(Bz)nj−1kl
∆x
(By)
n
jkl−(By)nj−1kl
∆x −
(Bx)
n
jkl−(Bx)njk−1l
∆y
 ,
and
∇+ ×Enjkl =

(Ez)
n
jk+1l−(Ez)njkl
∆y −
(Ey)
n
jkl+1−(Ey)njkl
∆z
(Ex)
n
jkl+1−(Ex)njkl
∆z −
(Ez)
n
j+1kl−(Ez)njkl
∆x
(Ey)
n
j+1kl−(Ey)njkl
∆x −
(Ex)
n
jk+1l−(Ex)njkl
∆y
 .
The FDTD method is time-centred and all values are known at the beginning
and end of each time-step. This provides the method with an advantage over more basic
leapfrog schemes [82, 95] in that the time-step duration can be changed dynamically if
necessary.
The full time-stepping algorithm is detailed in figure 2.5. The ordering (shown
by the numbering) is important in ensuring that the scheme is both stable and accurate
in space and time to at least second order.
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Figure 2.5: Diagram to illustrate how the particle position (x), particle momentum (p),
electric fields (E) and magnetic fields (B) are used to propagate each other over the
course of a single time-step.
2.4 Boundary conditions
In order for the computational domain to reside in memory, it must be constrained to
a finite region. The imposition of artificial boundaries necessitates careful consideration
of the particles and fields at the boundaries of the domain.
The simplest, and most frequently used, boundary conditions for the particles are
reflecting and periodic boundaries. The reflecting boundary condition acts to specularly
reflect any particles which attempt to pass through it. Thus for a particle whose x
position is less than xmin:
x→ 2xmin − x,
px → −px.
For a particle with x > xmax:
x→ 2xmax − x,
px → −px.
Similar conditions can be applied for the y and z directions.
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For periodic boundaries, the particle boundary conditions are:
If x < xmin : x→ x+ xmax − xmin + ∆x,
If x > xmax : x→ x− xmax + xmin −∆x.
In addition to the standard reflecting and periodic boundary conditions, EPOCH
also includes an option for ‘thermal’ boundaries. In this case particles which attempt
to pass through the boundary are reinjected into the simulation, with their momentum
resampled based on an assumed Maxwellian distribution with a temperature equal to
the initial value at the boundary. Thus for x < xmin:
px →
∣∣p′x (T )∣∣ ,
py → p′y (T ) ,
pz → p′z (T ) ,
and x > xmax:
px → −
∣∣p′x (T )∣∣ ,
py → p′y (T ) ,
pz → p′z (T ) .
A region of ‘ghost cells’ is generally added to the boundaries of the domain to
allow the field gradients to be calculated for cells close to the boundary. The value of
the fields in these cells, however, is determined through the choice of field boundary
condition. Often the fields at the boundary are fixed to zero:
F0jk = 0,
F−1jk = −F1jk,
F−2jk = −F2jk,
Fnx+1jk = 0,
Fnx+2jk = −Fnxjk,
Fnx+3jk = −Fnx−1jk,
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or varied in time so as to ensure that the field gradient across the boundary is zero:
F0jk = F1jk,
F−1jk = F2jk,
F−2jk = F3jk,
Fnx+1jk = Fnxjk,
Fnx+2jk = Fnx−1jk,
Fnx+3jk = Fnx−2jk.
Periodic field boundary conditions can also be applied as follows:
F0jk = Fnxjk,
F−1jk = Fnx−1jk,
F−2jk = Fnx−2jk,
Fnx+1jk = F1jk,
Fnx+2jk = F2jk,
Fnx+3jk = F3jk.
Corrections to both sets of field boundary conditions must be applied to take
account of the staggering of the electric and magnetic fields.
While many PIC simulations employ reflecting and/or periodic boundaries, the
laser package in EPOCH also allows for the possibility of open boundaries which allow
particles and fields to leave the system. Particles passing through an open boundary are
removed from memory, and thus lost from the simulation. The field boundary conditions
associated with open boundaries are discussed below.
2.5 The laser package
The laser package in EPOCH adds two boundary conditions: simple_laser and
simple_outflow. These conditions can be thought of as radiating and absorbing
boundaries respectively. The conditions for a radiating boundary at x = xmin are [102]
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(see appendix B):
(Bz)
n
0kl =
[
4 (Fyz)
n
1kl − 2 (Ey)n−1/21kl − Lz
(
(Bx)
n
1kl − (Bx)n1kl−1
)
+
∆t
0
(Jy)
n
1kl + (Lx − c) (Bz)n1kl
](
1
Lx + c
)
,
(By)
n
0kl =
[
4 (Fzy)
n
1kl − 2 (Ez)n−1/21kl − Ly
(
(Bx)
n
1kl − (Bx)n1k−1l
)
+
∆t
0
(Jz)
n
1kl + (Lx − c) (By)n1kl
](
1
Lx + c
)
,
where Fyz and Fzy are the contributions to the electric field from incoming laser pulses
polarised in the y and z directions respectively, Lx = c∆t/∆x and Lz = c∆t/∆z. The
values of Fyz and Fzy are defined by the spatial and temporal profiles of the amplitude
of the laser’s electric field, as well as the polarisation.
The equivalent radiating boundary conditions at the xmax boundary are:
(Bz)
n
Nxkl
=
[
−4 (Fyz)nNxkl + 2 (Ey)
n−1/2
Nxkl
+ Lz
(
(Bx)
n
Nxkl
− (Bx)nNxkl−1
)
− ∆t
0
(Jy)
n
Nxkl
+ (Lx − c) (Bz)nNx−1kl
](
1
Lx + c
)
,
(By)
n
Nxkl
=
[
−4 (Fzy)nNxkl + 2 (Ez)
n−1/2
Nxkl
+ Ly
(
(Bx)
n
Nxkl
− (Bx)nNxk−1l
)
− ∆t
0
(Jz)
n
Nxkl
+ (Lx − c) (By)nNx−1kl
](
1
Lx + c
)
,
where Nx is the number of grid cells along the x-axis.
Absorbing boundary conditions can be simulated by setting Fyz = Fzy = 0 at
the desired boundary.
Similar radiating and absorbing boundary conditions can be derived for the y and
z-boundaries by following the derivation given in appendix B.
2.6 The limits of PIC
The strength of PIC codes lies in the simplicity of the core algorithm. This makes them
stable, flexible and applicable to a wide range of problems. However, there are several
limitations and potential pitfalls that users must bear in mind.
Even though they are more intuitive than Vlasov codes, PIC codes still require
a sizable amount of computational effort (100s to 1000s of CPU hours) in comparison
with codes employing a fluid or hybrid approach. This can place limits on the size of
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the system and the period of time that can be modelled. For example, 2D simulations
of a short-pulse laser incident on a high density target are typically limited to tens of
microns surrounding the interaction region and a few picoseconds. Reducing the grid
resolution or number of pseudo-particles can relieve some of the computational strain,
but carry drawbacks, which are discussed below. Thus running a PIC code, as with any
code, requires one to strike a balance between fidelity and practicality.
2.6.1 Grid resolution
Finely resolved simulation grids in PIC codes are very important. By evaluating the
field values on a discrete grid PIC codes place a lower bound on the spatial scale over
which electromagnetic phenomena can be resolved. The smallest length-scale that it
is generally desirable to resolve is the electron Debye length, λD. However, as λD is
often several orders of magnitude smaller than the size of the system to be simulated,
resolving the Debye length is not always appropriate. Failure to resolve the Debye length
tends to lead to self-heating of the plasma; an undesirable, but often unavoidable, effect
at high densities [103].
An order-of-magnitude estimate of the self-heating rate for the PIC code EPOCH
is given by Arber et al. [29]:
∂TeV
∂tps
= αH
n
3/2
29 ∆x
2
nm
Nppc
, (2.13)
where TeV is the temperature in eV, t is the time in picoseconds, n29 is the electron
number density in units of 1029 m−3, ∆xnm is the grid spacing in nanometres, and Nppc
is the number of pseudo-particles per cell. The value of αH depends upon the particle
shape function (see section 2.2.1), and whether current smoothing is applied. Typical
values for αH are given in table 1 of Arber et al. [29].
Numerical self-heating can be mitigated by employing implicit methods, rather
than the explicit methods discussed so far.
In order to correctly simulate the behaviour of an incident laser pulse it is vital
that the code is able to resolve the laser wavelength. Any electromagnetic waves with
a wavelength of the order, or less than, a few grid cells will not propagate correctly and
will rapidly dissipate.
It should be noted that the use of a discrete grid carries with it many risks, and
if the user is not careful can lead to the emergence of unphysical phenomena. Any
periodic behaviour or features observed at or close to the grid-scale during a simulation
should be treated with caution.
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2.6.2 Particle resolution
In simulations with large density ranges, spanning many orders of magnitude, uniform
particle weighting will require very high particles numbers. To overcome this variable
particle weights are often employed: Each grid cell is populated with a fixed number of
pseudo-particles, each individually weighted so as to produce the desired density in the
cell. This approach has the limitation, however, that the particle distribution function is
often poorly resolved in the highest density cells, threatening the code’s ability to treat
physical processes in such cells correctly. In simulations with steep density gradients,
this can result in the generation of large levels on noise in the field variables due to the
rapid increase in density when small numbers of ‘heavy’ particles drift into lower density
cells.
The desire to have each pseudo-particle represent as few real particles as possible,
to reduce the computational expense, means that not only is it difficult to accurately
model large systems (> 104 µm2 in 2D), but also those containing regions at or near
solid density, using standard PIC techniques. PIC codes can generally cope with electron
densities up to about 1029 m−3 (∼ 1/3 of solid density for plastic). Simulations of higher
density materials are often performed with a reduced peak density, and the assumption
that the results will be a weak function of density (i.e. that the system is dominated by
collisionless effects).
It has recently been noted that since the stopping of relativistic particles travelling
through a cold background plasma scales as q2/m, pseudo-particles with a large particle
weight will stop more rapidly than lower weight particles with the same charge-to-mass
ratio [104]. This enhanced stopping is associated with the wakefields generated by
the energetic particles, and can be mitigated by reducing the particle weights (more
pseudo-particles per grid cell) and/or employing a pseudo-particle splitting scheme for
high energy particles [104, 105].
2.6.3 Time-step constraints
The Courant-Friedrichs-Lewy (or CFL) condition [97] described in section 2.1.1 sets
the condition for which the algorithmic solutions to partial differential equations on a
discrete grid will be stable when employing an explicit field solver.
For the case of a PIC code with a full electromagnetic field solver, the time-step
is therefore constrained by the CFL limit. However, if the time-step is too short relative
to the grid scale, the phase velocity at short wavelengths is less than the speed of light,
as shown by figure 2.6. This can also potentially lead to a situation where charged
particles are able to travel faster than the code-calculated phase velocity (since particles
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Figure 2.6: The dispersion relations for an electromagnetic wave propagating on a
discrete, 1D mesh, with varying time-step durations [95].
are not restricted by the grid). This in turn can lead to the growth of short wavelength
modes via numerical Cerenkov radiation [106].
Consequently, for a wave crossing a discrete grid, the length of a time-step
must be less than the time taken for the wave to travel between adjacent grid points.
Therefore, increasing the resolution of the grid also imposes a more stringent upper limit
on the length of each time-step.
In addition, it is often necessary to resolve the plasma (and laser) period to
accurately resolve kinetic plasma phenomena. Thus, if ω−1p < ∆x/c, the time-step will
be limited by the plasma period, rather than the CFL limit. If the mesh resolution is
expressed as a multiple of the minimum Debye length in the simulation (∆x = NλD),
the condition under which the time-step is determined by the plasma period can be
written as:
kBTe >
mec
2
N2
.
This indicates that the plasma-frequency-based limit is only required if N is very large
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(i.e. ∆x  λD). However, under these conditions, PIC codes are susceptible to
numerical self-heating as discussed previously in section 2.6.1.
2.7 PIC summary
Provided the user is aware of the potential pitfalls above, PIC codes are a valuable tool
for modelling kinetic plasma behaviour. They are generally robust, flexible, reliable and
can perform detailed simulations of many fundamental plasma physics phenomena. PIC
codes can be, and have been, applied to a wide range of plasma physics problems, making
them the ideal tool for use in fields as diverse as solar physics [107, 108], astrophysics
[109], magnetic confinement fusion [110] and laser-plasma interaction [111], where they
can model wave-particle interactions [112], charged particle acceleration [66], parametric
instabilities [113, 114], and various other non-linear phenomena which are absent from
fluid models.
It should be noted, however, that a standard PIC codes will only solve the Vlasov
equation (plasma kinetic equation with the collisional term assumed to be zero):
∂fj
∂t
+
u
γ
· ∇fj + qj
mj
(E0 + v ×B0) · ∇vfj = 0.
In order to obtain a more accurate description of the plasma it is necessary to implement
an algorithm which attempts to model the contribution from discrete particle collisions.
2.8 Implementing short-range collisions in EPOCH
2.8.1 Introduction
The particle-in-cell (PIC) method is a robust and reliable approach to the kinetic
modelling of plasmas which are dominated by collective effects. However, these codes
generally neglect particle interactions over very short (less than grid-scale) ranges. At
high temperatures (& 1 keV) and relatively low densities (. 1027 m−3) collisional effects
in plasma are generally considered minimal (i.e., the mean time between collisions is
comparable to the time-scales of interest1), and the collisionless approximation used in
PIC codes is valid. However, at lower temperatures and/or higher densities the effect of
sub-grid-scale particle-particle interactions on the evolution of the system can become
non-negligible.
1For example, the electron-ion collision time for a 1 keV hydrogen plasma at a density of ne =
1027m−3 is of the order 1 ps.
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As a means of accounting for discrete particle collisions, many PIC codes make
use of some form of collision algorithm [115–122] which stochastically scatters particles
in momentum space. The majority of algorithms in use are derived from Takizuka and
Abe’s binary collision approach [115] which performs Rutherford scattering on pairs of
particles which reside in the same grid cell to solve the Landau equation (equation A.5
in appendix A.1), and is equivalent to the Fokker-Planck approach [123]. Alternative
methods using, for example, an additional force term in the Lorentz force calculation (a
‘collision field’) [116] have also been developed.
2.8.2 Cumulative relativistic scattering of binary particle pairs
A collision algorithm, based on the approach of Sentoku and Kemp [121], has been
implemented in the 1D version of EPOCH, and subsequently ported to the 2D and 3D
versions of the code [29]. Here it is assumed, without loss of generality, that a particle i
of species α is being scattered off of a particle j of species β (with α = β a possibility).
Unless otherwise specified, SI units should be assumed.
Collisions in EPOCH are assumed to be elastic. Therefore, in order to simplify
momentum conservation, collisions are calculated in the centre-of-momentum reference
frame of the two particles. Lorentz transformations are employed in order to evaluate
the particles’ momenta in the centre-of-momentum frame.
It should be noted that although the collision algorithm is not fully relativistic,
it can still be considered valid for weakly-relativistic particles, where collisional effects
may be important. An extension to approach which is valid in the ultra-relativistic limit
has been developed by Peano et al. [124], but is not included in EPOCH since highly
relativistic particles can generally be considered to be collisionless.
Collision frequency and Coulomb logarithm
An expression based on the approach of Manheimer et al. [125] can be used to calculate
the collision frequency in EPOCH. The ‘Manheimer collision frequency’ matches the low
and high energy limits from the NRL Plasma Formulary [126], and varies smoothly in
between:
ν =
νs
1 + νsνf
, (2.14)
where:
νs = 0.23 (µ/Tβ)
3/2 nβ ln ΛZ
∗2
j ,
νf = 3.9× 10−6K−3/2r nβ ln ΛZ∗2j ,
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are the slow and fast limits of the collision frequency given by Huba [126]. Tβ is the
local temperature (in eV), µ the mass (in units of proton mass) and nβ the number
density (in cm−3) of the particles of species β. Kr (also in eV) is the kinetic energy of
particle i in the rest frame of particle j.
Although the Manheimer approach allows for a more accurate treatment of
particle collisions at low velocities, it is only valid in its current form for electrons as
species α (since the expressions for νs and νf are the limits of the electron-ion collision
frequency). For most applications, however, the standard v−3 expression (see section
C.1) is sufficient:
ν =
q2i q
2
jnβ ln Λ
4pi20µ
2v3r
. (2.15)
Note that here µ = (mimj) / (mi +mj) and vr is the relative velocity between particles
i and j.
The Coulomb logarithm (ln Λ) is calculated using the standard definition of
the natural logarithm of the ratio between the upper and lower limits for the distance
of closest approach between the two colliding particles [60, 126]. The lower limit is
determined by the maximum of the Landau length, qαqβ/12pi0kBTα, and the de Broglie
wavelength, h/p. Thus, for slow particles, the Coulomb logarithm can be expressed as:
ln Λs = ln
(
12pi (0kBTα)
3/2
q2αqβ
√
nα
)
, (2.16)
where Tα and nα are the local temperature (here in K) and local number density (in
m−3) of species α. For fast-moving particles, however, the Coulomb logarithm takes
the form:
ln Λf = ln
mαc
qαh
√
0kBTα (γ2α − 1)
nα
, (2.17)
where γα = 1 + kBTα/mαc
2.
Scattering angles
The scattering angles for particle i in the centre-of-momentum frame are defined as
shown in figure 2.7: θ being the angle within the scattering plane relative to particle i’s
initial momentum vector, and φ as the angle in the plane perpendicular to the particle’s
initial momentum vector. Since scattering is a stochastic process, θ is assumed to have
a Gaussian distribution by the central limit theorem. Consequently, for an individual
scattering event, θ ∈ [−pi, pi) is randomly sampled from a Gaussian distribution of
width 〈θ2〉 ≈ 〈tan2 θ〉 = 2ν∆t (see section C.2) using a Box-Muller transform [127].
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Figure 2.7: Diagram to illustrate the scattering angles, θ and φ, that particle i (red)
is scattered through when colliding with particle j (blue) in the centre-of-momentum
frame.
Meanwhile, φ ∈ (0, pi] is randomly selected from a uniform distribution.
The post-collision momentum of particle i in the centre-of-momentum frame
can subsequently be calculated:
p′i = |pi| (eˆ1 cos θ + eˆ2 sin θ cosφ+ eˆ3 sin θ sinφ) ,
and since momentum must be conserved, p′j = −p′i. The vectors (eˆ1, eˆ2, eˆ3) correspond
to unit vectors defining an orthonormal basis set, with eˆ1 parallel to particle i’s initial
momentum vector.
Collision pairing
To simplify particle pairing, the main particle list on each processor is split into an
array of secondary lists, one per species per grid cell. For intra-species collisions (when
α = β) each odd numbered particle in the list is scattered off of the next particle in
the list. For an odd number of particles, the last three particles in the list collide with
each other (two collisions per particle), but using a collision frequency at half of its
normally calculated value. Essentially the last three particles each undergo two half-
collisions. Thus all particles within the cell have undergone one full collision. When
performing inter-species collisions, all particles from the more numerous species undergo
one and only one collision. While running through the more numerous list, the code
loops over the second species list to form the successive collision pairs. The result is that
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some (or all) of the particles from the second species may undergo multiple collisions.
This is corrected for by the application of a common collisional time interval, which
also corrects for the effect of non-uniform particle weights. The collision frequency is
multiplied through by a correction factor F [118]:
F =
{
1
fαβ
∑Nα
i wi for Nα > Nβ
1
fαβ
∑Nβ
j wj for Nα < Nβ
,
fαβ = (1 + δαβ)
∑
k
min (wi, wj),
where the sum over k is over all collision pairs for species α and β. Thus while equations
2.14 and 2.15 each define a single frequency for each pair of particles in a binary collision
event these are modified, and hence potentially different for the two particles, due to
variable weights and different particle numbers per cell.
2.8.3 Limitations of the collision algorithm
The collision algorithm employed by EPOCH can be considered to be valid in the case
of a ‘well-behaved’ plasma. However, if the upper limit on the impact parameter,
bmax, is approximately equal to the lower limit, bmin, the expression for the Coulomb
logarithm in equation 2.16 or 2.17 is no longer valid. This is generally the case for the
low temperature and high density conditions which mark the strongly coupled regime.
Consequently, most collisional PIC simulations tend to assume that the target is rapidly
heated to a temperature beyond that of the strongly coupled regime (i.e. of the order
100 eV for solid density materials).
Furthermore, since targets heated by a short-pulse laser interaction are often
only heated to a depth of a few tens of microns [8, 9], parts of the target which lie
beyond this depth remain strongly coupled, and thus cannot be modelled accurately
using EPOCH.
The collision algorithm also assumes a homogeneous plasma. EPOCH cannot
currently model targets which possess some form of lattice structure within the target,
as this would require incorporating a directional dependence in the collision frequency
calculation. Often the lattice structure of the target can be assumed to have broken
down by the time the target has been heated sufficiently that it has transited the strongly
coupled regime discussed above.
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2.8.4 Test problems
Spitzer conductivity
The current drawn by a constant, uniform electric field applied to an infinite plasma
will tend to increase until the electric field force on the particles is equal to their rate
of loss of momentum parallel to the field due to collisions. The steady state towards
which the system tends can be expressed by a simplified Ohm’s law: J = σE, where
σ = q2neτ/α0me is the plasma conductivity [60], and 1/α0 is the appropriate electrical
conductivity transport coefficient [128, 129] (see section 3.2.1 for more detail), with
τ = ν−1 being given by equation 2.15. The variation of the current density with time
can be obtained via a time-dependent solution to the Drude electron transport model
(see section 1.5):
J (t) = σE
(
1− e−t/τ
)
+ J0e
−t/τ (2.18)
Such a system provides a potential test case for the ability of a collision algorithm
to reproduce the ‘Spitzer conductivity’, which is itself a prerequisite for modelling the
electron transport and Ohmic return current heating which dominate the transport
processes in high density plasma. The system used for this test problem consisted
of a periodic system with a constant external electric field.
In order to ensure that the applied field was constant, and that stopping was due
to collisions only, the field updates within EPOCH were disabled for the purposes of this
test. Ion position and momentum updates were also disabled so that the ions served as
a constant stopping medium. A fixed Coulomb log of ln Λ = 10 was used throughout.
Results for the case of ne = 10
29 m−3 and 100, 000 particles per cell are shown
in figure 2.8, and are in reasonable agreement with equation 2.18. The right-hand
plot of figure 2.8 demonstrates that the current densities at time t = 100ω−1p are in
good agreement with the predicted values from equation 2.18, with a root-mean-square
fractional difference of 3.1%. Taking the gradient of a linear fit to the simulation data
returns a numerical conductivity of σn = 1.83 × 106 Ω−1m−1. This is comparable
to the value returned by the analytic expression for the plasma conductivity: σa =
1.71 × 106 Ω−1m−1 ((σn − σa) /σa = 6.9%). The error in the conductivity arises due
to the plasma experiencing greater Ohmic heating by the induced current in simulations
with higher applied fields (since ∂T/∂t ∝ E · J—see section 1.5.2), and thus the late-
time current densities not being a strict linear function of the applied field. This is
evidenced by the fact that the current densities for applied fields of E > 4× 109 Vm−1
are continuing to increased at time t = 100ω−1p in the left-hand plot of figure 2.8.
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Figure 2.8: Left: Numerical (solid lines) and analytic (dashed lines) current densities as
a function of time resulting from applied electric fields of 5 × 108 (blue), 109 (green),
2 × 109 (orange), 4 × 109 (red) and 6 × 109 V/m (black). Right: Late-time current
densities as a function of applied electric field (crosses). The error bars indicate the
range of values over the time period 90 < ωt 6 100. Squares denote the expected
values from equation 2.18. The solid line represents a linear fit to the simulation data.
Thermal conduction
In the previous section the use of periodic boundary conditions and averaging over the
entire system tends to increase the particle statistics, making it easier to recover the
correct behaviour. A more rigorous test can be constructed based on work by Bell
et al. [130] in which a finite plasma of uniform density is modelled with a temperature
gradient across part of the simulation box. Since the heat flux, Q, is a function of the
temperature gradient, by defining the temperature profile using a tanh function (ranging
from 100 to 400 eV) the predicted temperature gradient, and thus heat flux, varies with
position. In order for a PIC code to recover the correct collisional heat flux limiting
[130], its collision algorithm must be accurate on the individual grid cell level (rather
than relying on averaging over a collection of cells). Consequently, this is a much more
demanding test of a collision algorithm’s accuracy.
For this test the plasma was modelled as having a density of ne = 10
28 m−3, with
stationary ions (Z = 4, A = 8). The simulation mesh was chosen to have a resolution
equal to the Debye length (∆x = λD) and populated with 50000 pseudo-particles per
cell (50% electrons). A fixed Coulomb log of ln Λ = 10 was used throughout.
Figure 2.9 shows the resulting heat flux as a function of the temperature gradient
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Figure 2.9: Left: Electron heat flux (normalised to the free-streaming flux, Qf ) as a
function of the temperature gradient scale-length (normalised to the electron mean free
path, λ) at a time t = 50ω−1p . The straight line indicates the Spitzer-Harm values.
Right: Electron heat flux (solid black) and temperature (dashed red) as functions of
position (normalised to electron Debye length, λD). Both images are taken from an
EPOCH simulation with 50000 particles per cell.
scale-length, L, after t = 50ω−1p , where ωp is the usual electron plasma frequency. The
solid line indicates the Spitzer-Harm values.
Note that the heat flux for some temperature gradients appears to be double-
valued (particularly in the range 10 . L/λ . 100, where λ is the electron mean free
path). This is due to the temperature profile being such that each value of the gradient
occurs twice in the simulation domain. The lower band corresponds to values near the
higher temperature region, and exhibit flux limiting due to collisions [130]. The upper
band of values are from the colder region and are artificially inflated by high energy
particles which have moved through from the hot region. This leads to the calculated
heat flux values exceeding the Spitzer-Harm values.
Additional simulations were also performed with fewer particles per grid cell. The
results of a simulation with 500 particles per cell are shown in figure 2.10. Comparing
these results with those in figure 2.9 indicate that high particle statistics are required
for PIC codes to accurately model electron transport in high density plasma.
At high particle resolution, the thermal conduction results are qualitatively similar
to those obtained using a Vlasov code with a BGK collision operator [91, 131] or using
a full Vlasov-Fokker-Planck (VFP) code [130]. However, the large numbers of particles
required to accurately model collision-dominated phenomena mean that such problems
can be very computationally intensive for a standard, collisional PIC code. For this
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Figure 2.10: Left: Electron heat flux (normalised to the free-streaming flux) as a function
of the temperature gradient scale-length (normalised to the electron mean free path) at
a time t = 50ω−1p . The straight line indicates the Spitzer-Harm values. Right: Electron
heat flux (solid black) and temperature (dashed red) as functions of position (normalised
to electron Debye length). Both images are taken from an EPOCH simulation with 500
particles per cell.
reason alternative approaches to modelling transport phenomena at high density, akin
to hybrid models, are required in order to self-consistently model the absorption and
subsequent transport of short-pulse laser energy in PIC codes [32].
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Chapter 3
An Ohmic field solver for high
density PIC simulations
3.1 Introduction
For typical laser interaction simulations with peak densities at, or approaching, solid
density, the constraints on using standard PIC techniques in solving Maxwell’s equations
and the particle equations of motion (e.g. the CFL limit [97]) can severely limit the
spatial and temporal scales which can be easily modelled. Continued increases in
HPC (high performance computing) capabilities have helped to reduce the limitations
on collisionless PIC simulations, but detailed modelling of collision-dominated regimes
remains too computationally expensive to be performed on a regular basis.
To overcome this the direct laser interaction is often modelled using PIC
methods at densities ranging from vacuum up to some multiple of the relativistic critical
density (γnc), the distribution of energetic electrons accelerated by the laser interaction
(hereafter referred to as fast electrons) is sampled at a plane beyond the laser interaction
region, and the transport of these electrons into the remainder of the target is modelled
using a separate code with a hybrid kinetic-fluid model [30, 31]. However, this approach
introduces its own potential sources of error. Often there is a ‘transport gap’ of several
microns between the laser interaction region and the fast electron probe plane in which
collisional effects may begin to have an important effect, and beam-plasma instabilities
(e.g. Weibel instability [132]) may be seeded.
Since each code is designed to model a different range of densities and
temperatures, the minimal overlap in densities for which PIC and hybrid codes are valid
may result in phenomena such as magnetic field formation, beam filamentation and
seeding of instabilities, which might occur at the intermediate densities, not currently
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being captured accurately. Furthermore, the lack of feedback from the hybrid code to
the PIC code prevents transport phenomena, via the return current, affecting the laser
absorption.
Changes made by Cohen et al. [32] to the PSC [133], and also incorporated into
OSIRIS [134, 135], allow for a more integrated approach by using a composite code
which employs a conventional, fully electromagnetic PIC model in the laser interaction
region (electron densities . 100nc) and a hybrid-like model in the high density region.
A similar algorithm has been developed for the PIC code EPOCH. It is expected that the
algorithm will allow the ‘transport gap’ to be bridged by increasing the density regime
overlap between PIC and Monte-Carlo transport codes.
Furthermore it is hoped that this algorithm will relax the need for high particle
numbers in modelling collisional phenomena as indicated in section 2.8.4, since the model
implicitly assumes a high degree of collisionality between the background electron and
ion populations.
To easily distinguish between EPOCH simulations using only the standard PIC
algorithms and those using the new field solver at high densities, the code used for the
latter will herein be referred to as EPOCH-H.
3.2 The high density algorithm
3.2.1 Electric field calculation
At high electron density (ne & 100nc) the plasma is sufficiently collisional that high
plasma frequency waves are critically damped, and the relatively low energy (compared
with the fast electrons) background electrons are well approximated by a drifting
Maxwellian distribution which acts to cancel the fast electron currents, and so maintain
quasi-neutrality (see section 1.5).
By taking the first moment of the Vlasov-Fokker-Planck equation, and neglecting
electron inertia, it is possible to arrive at an expression for Ohm’s law (see section 1.2.2).
This provides a means of self-consistently calculating the electric field based on various
plasma properties (densities, temperatures, currents, etc.):
E = η · (J b + J i)− ub ×B − ∇ · P b
enb
+
1
qe
(
∂〈pb〉
∂t
)
bf
, (3.1)
where:
η is the plasma resistivity tensor,
J b is the background electron current density,
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J i is the ion current density,
P b is the background electron stress tensor,
nb is the background electron number density, and
ub is the background electron fluid velocity.
The resistive terms
The first term of equation 3.1, η · J b, tends to be the dominant term in most high
density plasma physics applications, with the remaining terms in Ohm’s law providing
corrections to the resistive electric field. The sum of the background electron and ion
currents is evaluated via Ampe`re’s law as detailed below.
Although strictly a tensor quantity, EPOCH-H currently uses a scalar plasma
resistivity [60] for simplicity:
η =
α0meνbi
nbq2e
, (3.2)
where
νbi =
q2eq
2
i ni ln Λ
320
√
µ (2pikBTb)
3/2
, (3.3)
is the background electron-ion collision frequency and µ = (memi) / (me +mi).
With α0 = 1, the expression for η is that which results from assuming that
the background electron energy distribution is a shifted Maxwellian. However, when
the electrons are accelerated by an electric field (such as that produced by a local
fast electron current), the resultant electron distribution diverges from a true shifted
Maxwellian. Due to the v−3 dependence on the collision frequency, lower energy
electrons experience a greater ‘friction’ force, and thus the return current is more
dependent upon the electrons in the tail of the distribution. To account for this a
correction factor, the electrical resistivity transport coefficient, α0, is often required.
Values of α0 have been calculated by Braginskii [128] as a function of the ions’ charge
state for the case where the electron cyclotron frequency, Ωe, is much less than the
electron-ion collision frequency. Further corrections to α0 have been evaluated by
Epperlein and Haines [129]. The latter can be approximated by the following function
for the case of Ωe << νbi:
α0 ≈ 0.2945 + 0.2116Z∗−0.7, (3.4)
where the −0.7 exponent is the result of taking the average of the values of the
expression log∗Z (αEH (Z∗)− αEH (∞)), weighted by 1/Z∗, with αEH being the
resistivity coefficients calculated by Epperlein and Haines [129]. The values of α0 given
by equation 3.4 are tabulated alongside the Braginskii [128] and Epperlein and Haines
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Table 3.1: Tabulated values of the Braginskii electrical resistivity coefficient, α0, from
Braginskii [128], the values based on corrections by Epperlein and Haines [129], and the
corresponding approximate values using equation 3.4.
α0 Z
∗ = 1 Z∗ = 2 Z∗ = 3 Z∗ = 4 Z∗ →∞
Braginskii [128] 0.5129 0.4408 0.3965 0.3752 0.2949
Epperlein and Haines [129] 0.5061 0.4295 0.3950 0.3750 0.2945
Equation 3.4 0.5061 0.4248 0.3926 0.3747 0.2945
[129] values in table 3.1.
Recent work by Sherlock et al. [136] has demonstrated that fast electron bunches
accelerated into dense targets by a short-pulse laser interaction induce plasma waves in
the background electron population. The collisional damping of these waves provides
an additional heating source which can exceed the heating due to the resistive return
current. EPOCH-H, like many traditional hybrid codes which employ Ohm’s law, assume
that the inertia term in the background electron equation of motion can be considered
to be zero: (
∂
∂t
+ ub · ∇
)
ub =
dub
dt
= 0.
As a result, the form of Ohm’s law used by these codes does not permit the production
of electron plasma waves in the background material, and thus the additional source
of heating associated with these waves is absent from many of the simulations using
these codes. Sherlock et al. have developed a model which is capable of reproducing
the plasma wave heating, and the feasibility of implementing their improved model in
EPOCH-H will likely be investigated once further details of the algorithm are available.
Calculating the return current
Ampe`re’s law relates the net current to the curl of the magnetic field. If the current
contribution due to the fast electrons, Jf , is calculated from the local particles (as
described in section 2.2.2), Ampe`re’s law provides a computationally inexpensive method
for evaluating the sum of the background electron and ion currents without also
accumulating these particles onto the grid (a time-consuming process). At high densities
quasi-neutrality can be assumed, and thus the displacement current can be neglected.
Consequently:
J b + J i =
∇×B
µ0
− Jf . (3.5)
Assuming quasi-neutrality implies that the force on the background electrons
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from the electric field is balanced by a collisional drag force. In EPOCH-H this is provided
by the binary collision algorithm. In order to ensure that the background electron current
density is limited to a value which is consistent with the electric field associated with
the resistive term in equation 3.1, the action of the collision algorithm needs to imply a
resistivity which is equal to that calculated by the field solver (i.e. equation 3.2).
The Hall term
Although the Hall term, ub × B, is included in EPOCH-H’s calculation of Ohm’s law,
this term only appears to offer a minor correction to the resistive term. However, its
effect may become important during laser interactions in which the inward travelling fast
electron current is interacting with its self-generated magnetic field over long time-scales.
The pressure term
As with the resistivity, EPOCH-H uses an isotropic, scalar pressure, rather than evaluating
the full stress tensor. Since the pressure term, ∇ · P b/enb, tends to contribute little
to the electric field, this approximation was deemed valid for most situations in which
EPOCH-H is likely to be employed. At the time of writing, the pressure is calculated using
an ideal gas equation of state (Pb = nbkBTb), but EPOCH-H can be easily amended to
use a user-defined equation of state, or look up values from an external tabulated library.
During testing it was noted that the pressure term in Ohm’s law could potentially
lead to the generation of magnetic fields from PIC noise. The source of these fields is
the Biermann battery effect [137]:
∂BP
∂t
= −∇×EP = ∇×
(∇Pb
qenb
)
,
⇒ ∂BP
∂t
=
∇Pb ×∇nb
qen2b
,
⇒ ∂BP
∂t
=
kB
qenb
∇Tb ×∇nb. (3.6)
The accumulation of particle properties onto a discrete grid to derive variables
such as density and temperature tends to introduce noise. From equation 3.6 it can be
seen that this noise will result in the generation of magnetic fields, which will in turn
introduce gradients in the electron density and temperature via the Hall term in Ohm’s
law, thereby enhancing the magnetic fields. This can be mitigated by employing higher
order particle shape functions. However, the pressure gradient term in Ohm’s law is a
function of both the background electron density, and the gradient of the product of
density and temperature. As a result it is much more sensitive to particle noise than the
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other terms.
For most applications, the pressure term (neglecting any noise) will be small
compared to the resistive term in Ohm’s law, and thus can be neglected.
The collision term
The final term, e−1 (∂〈pb〉/∂t)bf , is associated with the momentum exchange between
background and fast electrons via collisions. If required, it is possible to adapt the
existing collision algorithm to calculate this contribution to the electric field. For the
majority of anticipated applications, however, the fast electron collision frequency is
much less than the background electron-ion collision frequency, and thus this term is
negligible compared to the resistive terms. Consequently the collision term in equation
3.1 is not currently included in EPOCH-H.
Updating the electric field
In order to ensure that the magnetic field update remains accurate to second order, it
is necessary to evaluate the electric field at the mid-point of each time-step. However,
Ohm’s law can only provide the full time-step values for the electric fields. To obtain the
half time-step values a first order linear extrapolation method is used. Specifically, to
advance the solution from step n to n+ 1, it is assumed that the change in the electric
fields between n− 1/2 and n is equal to the change between n and n+ 1/2:
En+1/2 = 2En −En−1/2,
where
En = ηn (Jnb + J
n
i )− unb ×Bn −
∇Pnb
qennb
, (3.7)
is the electric field calculated at time n via Ohm’s law (equation 3.1).
The interface region
In order to reduce the effect of any potential issues in having a step-change from the
PIC to the high density model, a gradual, density-based interface was added. The
definitions of ‘low’ and ‘high’ density were amended to cases where nb < nl and nb > nu
respectively, where nl and nu are set by the user in the input deck. At the intermediate
densities (nl < nb < nu) EPOCH-H interpolates between the two possible solutions
based on the background electron density. This ensures that the electric field solution
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transitions smoothly between the two field solvers. Thus:
En = En−1/2 + (1− δ) ∆nM + δ∆nO, (3.8)
En+1/2 = En + (1− δ) ∆nM + δ∆nO, (3.9)
where
δ =

0 if nb < nl
0.5
(
1− cos
(
pi nb−nlnu−nl
))
if nl 6 nb 6 nu
1 if nb > nu
,
∆nM =
∆t
2
(
c2∇×Bn − J
n
0
)
,
∆nO =
(
ηn (Jnb + J
n
i )− unb ×Bn −
∇Pnb
qennb
)
−En−1/2.
3.2.2 Identifying particle species
In order to differentiate between fast and background electrons two particle species are
required for the electrons. For most simulations, the fast electron particle list is initially
empty, with all of the electrons considered to be background electrons. Each time-step
the kinetic energy of each electron (fast as well as background) is compared with the
local temperature of the background population. Any background electron whose kinetic
energy, K, is greater than some multiple, α, of the local thermal energy is promoted to
the fast electron population. As the simulation progresses, and electrons are accelerated
beyond this threshold, the simulation code transfers them from the background electron
species list to the fast electron species list. A similar criterion, governed by the free
parameter β, is also used to determine whether a fast electron has lost sufficient energy
(via field stopping or collisions, for example), to warrant returning it to the background
population. Thus for fast electrons:
Kf >
3
2
αkBTb,
and similarly for background electrons:
Kb <
3
2
βkBTb.
Note that α and β need not necessarily be equal. For most cases it may be
desirable to run with α > β so that some overlap in phase-space between the two
electron populations is possible. This also ensures that fast electrons are well within
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the background electron energy distribution before ‘demoting’ them, thus reducing the
possibility of the demotion of large numbers of fast electrons resulting in a significant
departure from the assumed Maxwellian background electron energy distribution.
Criteria for promotion/demotion of electrons based on the background electron
density are also employed in EPOCH-H so that it is possible to run simulations such that
electrons are only promoted to the fast population in the low density pre-plasma, and
only returned to the background population in the high density regions. The former
condition (only promote if ne < ξnc, where ξ is a free parameter) can be used to ensure
that electrons are not promoted to fast electrons in regions that the laser is unable to
reach (i.e. ne  nc).
Although the ‘particle migration’ described above is necessary for EPOCH-H’s
Ohmic field solver, it is also a useful means of differentiating between background and
fast electrons in standard PIC simulations [31]. Consequently, the particle migration
algorithm has been written so as to be independent of the field solver.
Whether a particle species should be treated by the Ohmic field solver as a
background electron, fast electron or ion species is determined by the species type
variable. This can be assigned by the user using making use of the species identity
functionality added by the QED module [138]. More specifically, the user can set the
identify deck option in the species blocks of the input deck to either electron,
hot electron or ion. If the identify option is not used in the deck, EPOCH-H
attempts to infer the intended role for the species based on the particles’ charge and
migration options:
• If q > 0, assume the particles are ions.
• If q < 0 and the species can be demoted, assume the particles are fast electrons.
• If q < 0 and the species cannot be demoted, assume the particles are background
electrons.
Particle demotion at thermal boundaries
Any particles which exit through a thermalising boundary in EPOCH have their momenta
re-sampled from the initial temperature conditions, and are re-injected. For fast electrons
this can result in large numbers of particles collecting near the boundaries. This is
inconsistent with the concept of these particles as being energetic and nearly collisionless.
Furthermore, since the fields in EPOCH-H are indirectly calculated from the fast electron
current, such behaviour can potentially result in noisy electric fields near the boundaries
which will rapidly heat the background electron population.
To prevent these phenomena the thermalising boundary conditions were modified
so that any particles attempting to leave the simulation domain were automatically
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demoted to the lowest level species in the particle migration chain. This ensured that
any fast electrons leaving the domain were replaced with background electrons. This
modification is consistent with the behaviour that the thermalising boundary conditions
aim to emulate; namely the supply of particles to form a return current from beyond
the region being simulated. Furthermore, the potential creation of void regions at
the boundaries, due to the electric fields drawing background electrons away from the
boundaries, is mitigated by the modified boundary conditions.
3.2.3 Multiple electron/ion species
In some simulations, such as the proton acceleration and buried layer heating simulations
discussed in chapters 5 and 6 respectively, multiple ion species may be present. Similarly,
the user may choose to employ multiple background and/or fast electron species. To
account for this, the number and current densities used to calculate the resistive and
pressure terms in equation 3.7 are the sum over all species of the relevant particle type
(background electron, fast electron or ion). The temperature used in these terms is a
density-weighted average over all species of the relevant type. The ion charge and mass
used to calculate the electron-ion collision frequency when evaluating the resistive term
(equation 3.3) is a density-weighted average, evaluated on a per-cell basis.
3.2.4 Magnetic field update
The magnetic field update in EPOCH-H is unchanged from the standard PIC method
using Faraday’s law, with the magnetic field at step n+ 1 being advanced from step n
using the time-centred electric field at step n+ 1/2, as discussed in section 2.3:
Bn+1/2 = Bn − ∆t
2
∇×En+1/2,
Bn+1 = Bn+1/2 − ∆t
2
∇×En+1/2.
This is the standard finite-difference-time-domain (FDTD) method for solving
Maxwell’s equations [100, 101]. This method is second order accurate in space and
time, and is mathematically equivalent to the commonly used leapfrog method [95].
3.2.5 Particle position and velocity update
Unlike many other ‘hybrid’ methods, there is no continuum fluid in EPOCH-H. Therefore
all species retain the standard PIC treatment (see section 2.2) in updating their positions
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and momenta via the Lorentz force:
xn+1/2 = xn +
∆t
2mγn
pn,
pn+1 = pn + q∆t
(
En+1/2 +
1
2mγn+1/2
(
pn+1 + pn
)×Bn+1/2) ,
xn+1 = xn+1/2 +
∆t
2mγn+1
pn+1.
The momentum update above is performed by decoupling the electric and
magnetic field effects using the ‘Boris’ algorithm [95]. The update is split into two
half-impulses from the electric field applied before and after the magnetic field effect.
Since the p × B force is conservative, the magnetic field effect can be calculated by
applying a rotation to the particle’s momentum vector (see equation 2.6). It should
be noted that the conservative nature of the Boris rotation means that the value of γ
above is constant during this step of the particle update.
3.3 Implications for PIC modelling
In standard PIC simulations, failure to resolve the Debye length results in the plasma
self-heating until it reaches a temperature at which the Debye length is comparable to
the grid resolution. By neglecting electron inertia the algorithm employed in EPOCH-H
assumes quasi-neutrality, and as such will not self-heat if the Debye length is not
resolved. Furthermore the algorithm does not permit the propagation of electromagnetic
or electron plasma waves. As a result there is no need to resolve the electron plasma
frequency in the high density region. The method developed by Cohen et al. [32],
therefore, relaxes the time-step and grid resolution conditions such that they are set
by the peak electron density in the standard PIC region (∼ 100nc) rather than the
maximum density in the simulation domain (likely to be  100nc).
The high particle numbers required in standard PIC codes to accurately model
collisional effects (as shown in section 2.8.4) are not required in EPOCH-H. Many of the
collisional effects which would normally need to be explicitly modelled using a standard
collisional PIC code (such as the background electron population forming a drifting
Maxwellian population) are assumed by the model.
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Chapter 4
Preliminary testing and
comparisons
4.1 Introduction
In order to test the accuracy of the Ohmic field solver in EPOCH-H, a series of test
simulations were performed using the one and two dimensional versions of the code.
The tests were performed by comparing the results of EPOCH-H simulations with those
obtained using collisionless EPOCH, collisional EPOCH (hereafter referred to as EPOCH-C
to avoid confusion), analytic models and/or the fast electron transport code, THOR (see
section 4.1.1 below).
Unless otherwise stated, first order (‘triangular’) particle shapes were used in the
EPOCH-H simulations. Furthermore, in all cases a fixed Coulomb logarithm of ln Λ = 5
was used. In order to ensure consistency between EPOCH-H and THOR, the latter was run
using an ideal gas equation of state and Spitzer resistivity (also with a fixed Coulomb
log of 5). Since the fast electron particle statistics are generally not sufficiently high in
EPOCH-H to accurately model fast electron collisions using binary scattering, they were
assumed to be collisionless.
In order to allow for easy comparison with THOR, the 2D tests were performed
with a particle probe recording the fast electrons passing a plane in the simulation. The
recorded population was post-processed onto a four-dimensional grid (position, energy,
direction of motion and time) to create a fast electron source for THOR. This ensured
that the fast electron distribution being injected in the THOR simulations was as similar as
possible to the distribution travelling across the low/high density interface in EPOCH-H.
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4.1.1 THOR summary
THOR [31] models the effects of fast electron transport using a hybrid approximation
based on that of Davies et al. [87, 139]. Monte-Carlo methods are used to sample
energetic (> 10 keV) electrons from a defined distribution function. These particles are
injected through a plane in the simulation domain, with their positions and momenta
being updated over a time-step (set by the CFL limit) in a similar manner to a PIC code
(section 2.2).
Electric fields are calculated on an Eulerian mesh using a simplified Ohm’s law,
assuming that the background return current exactly cancels the fast electron current,
and magnetic fields induced via Faraday’s law (equation 2.8).
The effect of collisions on the fast electrons are modelled by splitting the collision
operator into drag (∆p) and scatter (∆θ) terms (see equations C.1 and C.2 in appendix
C):
〈∆p〉 = −Zq
4
enγm ln Λl
4pi20p
2
∆t,
〈∆θ2〉 = Z
2q4enγm ln Λs
2pi20p
3
∆t,
where the Coulomb logarithm-like terms ln Λl and ln Λs are as defined by Davies et al.
[139]. Note that the expression for ∆θ2 is used above, since 〈∆θ〉 = 0 (see appendix
C.2).
Ohmic heating of the background plasma, which is modelled as a static, single
temperature fluid, is calculated and added to the energy lost by fast electrons via the
drag term, with the subsequent increase in the background material temperature being
calculated in accordance with the estimated specific heat.
4.2 Monoenergetic beam
The most simple test of the high density algorithm is to simulate a uniform, periodic
plasma with a fraction of the electron population travelling with some initial momentum
in one direction. Since these electron will constitute a ‘fast current’, the new field
solver should generate an electric field which draws a return current. Provided the
collision algorithm is sufficiently accurate, the return current electrons will be inhibited
by collisions and the current will be limited in accordance with Ohm’s law, as discussed
in section 3.2.1. Note that this test case is very similar to the Spitzer resistivity tests
described in section 2.8.4.
The background electron current, as shown by figure 4.1, increased over the first
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Figure 4.1: The absolute values of fast electron current (red) and background electron
current (blue) as functions of time.
few femtoseconds of the simulation until the effect of collisions led to it being limited to
a value which approximately balanced the fast electron current, as seen in the collision
algorithm tests in section 2.8.4.
The x-components of the electric field and electron current densities late in the
simulation (t = 100 fs) are shown in figure 4.2. The values of the current densities
in figure 4.2 have been multiplied by the local values of resistivity, and demonstrate
that the return current drawn is in accordance with the resistive term of Ohm’s law
(E = ηJ b).
The expected Ohmic heating rate (equation 1.12), when the currents had reached
equilibrium but before heating had begun to slow (6 fs 6 t 6 8 fs), was calculated to be
2〈JxEx〉/3neqe = 11.27 eV/fs. The measured heating over the same period was found
to imply a heating rate of ∆Te/∆t = 10.77 eV/fs = 0.96 (2〈JxEx〉/3neqe), which is in
good agreement with the expected value.
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Figure 4.2: Results of the 1D monoenergetic beam test problem. Note that the return
current drawn is in good agreement with Ohm’s law (E = ηJ), and balances the
fast electron current (Jf ≈ −J b). The x-component of the electric field (black), fast
electron current (red, ηJf ) and background electron current (blue, ηJ b) as functions
of position after 100 fs.
4.3 Diffusion
The monoenergetic beam test above provides a means of ensuring that the Ohmic field
solver performs as expected in isolation. However, the main motivation in adding the
high density algorithm in EPOCH-H was to reduce the computational overhead associated
with modelling solid density laser-plasma interactions. Since Ohm’s law does not permit
electromagnetic waves to propagate, the standard Maxwell field solver must still be
used in regions where the electron density is sufficiently low that the laser fields are
not strongly damped (i.e. where ωp . ω). Consequently, great care must be taken in
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Figure 4.3: Lineouts of background electron temperature along y = 0 from 2D diffusion
simulations using EPOCH-C (dot-dashed blue), EPOCH-H (solid red) and THOR using an
EPOCH-H source (dashed green) at t = 100 fs.
handling the interface between the two field solver regions.
To test the interface between the Maxwell and Ohmic field solvers simulations
were performed of a uniform deuterium plasma with initial temperature T = 100 eV and
electron density ne = 10
28 m−3, split into two regions: x < 0 using the standard PIC
Maxwell field solver, and x > 0 employing the high density model. A population of fast
electrons, with an initial temperature of 100 keV, was added in the PIC region at 10%
the background electron density, and allowed to diffuse into the x > 0 region.
Simulations were performed of a uniform deuterium plasma with fast electrons
in the region x < 0,−1.5µm < y < 1.5µm at 10% the background density, and the
interface between the Maxwell and Ohmic field solvers in EPOCH-H was set as being the
plane x = 0.
Additionally, a particle probe plane was placed at the interface (x = 0) to record
the fast electrons which drifted into the Ohmic field solver region, so as to provide a
source term for a THOR simulation of this region.
Although the fast electron behaviour was found to be very similar in all cases,
there was a marked difference in the background electron properties between EPOCH-C
and EPOCH-H, as shown in figure 4.3.
The EPOCH-C simulation exhibited significant heating of the background electron
population due, in part, to numerical self-heating. In contrast, the EPOCH-H simulation
displayed good agreement with THOR, thus providing further confidence in the employ-
ment of EPOCH-H for modelling energy transport in high density plasma.
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Figure 4.4: Background electron temperatures at t = 150 fs from 1D EPOCH-C (dashed
green) and EPOCH-H (solid red) simulations. The self-heating of the background
electrons in the EPOCH-C simulation demonstrates the advantage of EPOCH-H’s high
density algorithm (x > 0). A 1D EPOCH-C simulation with the particle numbers increased
by a factor of 100 is also shown (dot-dashed, blue) to demonstrate the effect of particle
numbers on numerical heating.
4.4 Laser-plasma interaction
4.4.1 1D
Since the main motivation for developing EPOCH-H was modelling high intensity laser
interactions with high density plasma in 2D, an additional test problem to test the code’s
ability to model such a system was developed. A further simulation was performed of
a laser pulse incident upon an exponential density ramp (ne ∼ ex/L, ∀x < 0, where
L = 1.5µm) preceding a high density plasma (ne = 360nc,∀x > 0). The interface
region between the low and high density regions was defined as being at x = 0.
The advantage of using EPOCH-H for high density PIC simulation is evident when
numerical self-heating is considered. Figure 4.4 shows the result of simulations using
EPOCH-C and EPOCH-H. To ensure that any differences were due solely to the Ohmic field
solver, the EPOCH-C simulation was performed with particle migration settings identical
to the EPOCH-H simulation.
The EPOCH-C simulation with 32 particles per cell shown above exhibits a
significant amount of self-heating, whereas very little heating is observed in the EPOCH-H
results prior to the arrival of the fast electron population. While the EPOCH-H simulation
required an additional 12% run time to reach completion, an EPOCH-C simulation with
the particle numbers increased by a factor of 100 to mitigate numerical self-heating
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Figure 4.5: Lineout of background electron temperature from 2D laser-plasma interac-
tion simulations at t = 200 fs taken along y = 0.
required more than 100 times the run time of the original EPOCH-C simulation. Thus it
is clear that the increase in computational workload associated with solving Ohm’s law
is negligible compared to that required by standard methods of reducing self-heating,
such as increasing particle numbers and/or grid resolution. Note, however, that this
increase in run time does not account for any savings made possible by the relaxation of
the time-step constraints in EPOCH-H simulations, since both the EPOCH-C and EPOCH-H
simulations were run with the same time-step.
4.4.2 2D
For this test the system used in section 4.4.1 was extended 25µm in the y direction, the
incident laser was set up so as to focus onto a spot of diameter 5µm at x = 0 (the top
of the density ramp), and the peak electron density was reduced to 120nc (to reduce run
time). The transition between the two regions in EPOCH-H was set so as to take place
between initial background electron densities of 90nc and 100nc (see equations 3.8 and
3.9 in section 3.2.1). For the purposes of this test the interface was not permitted to
vary with time.
Simulations were performed using EPOCH-H, again with a probe plane at x = 0
to provide a source for THOR simulations via LOKI. In the high density plateau EPOCH-H
again demonstrates minimal self-heating compared with EPOCH-C. The results shown
in figure 4.5 demonstrate qualitative agreement between EPOCH-H’s and THOR’s heated
regions.
As with the 1D test, the EPOCH-H simulation was found to have a longer run time
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Table 4.1: Computational expense and electron heating rate associated with various
versions of EPOCH for the case of a simple, uniform system.
Particles Cell Run time Heating rate
per cell size Comments (CPU hours) (eV/ps)
64 10λD Collisions disabled 2.66 75.2
64 10λD Zeroth order particles 9.16 896.4
64 10λD Standard EPOCH-C 10.17 86.8
64 10λD Third order particles 12.40 7.5
64 10λD Smoothed currents 10.14 31.6
6400 10λD High particle resolution 1372.08 1.5
64 1λD High mesh resolution 163.53 1.9
64 10λD Particle migration enabled 11.44 86.8
64 10λD Ohmic field solver 12.44 0.7
(an increase of 9%) than an equivalent simulation performed using standard EPOCH-C.
4.5 Run times and self-heating rates
A uniform, periodic, 32 × 32-cell region of fully-ionised deuterium (Z = 1, A = 2),
with initial temperature 100 eV and density 1029 m−3, was simulated using EPOCH,
EPOCH-C and EPOCH-H to investigate the rate of self-heating without energy being added
by an external source, as well as estimate the computational expense associated with
the various code features required to accurately model transport phenomena (particle
migration, collisions, Ohm’s law). Additional simulations of solid density plastic using
EPOCH-C were performed with higher order particle shape functions, current spatial
smoothing, increased particle numbers and a higher mesh resolution to investigate the
relative efficiency of each in reducing self-heating to a similar level to that observed
using EPOCH-H. The run time required for each simulation is given in table 4.1.
Although the number of grid cells was kept constant in all cases, the reduced
grid spacing used in the high mesh resolution simulation resulted in a reduction in the
time-step duration. Hence the factor of ten increase in run time. It should also be noted
that in order to simulate the same physical extent as the other simulations, the high
mesh resolution case would have needed 100 times as many cells, resulting in a similar
increase in the run time.
The gradients of the average electron temperatures (figure 4.6) indicate the
heating rate for each case. The gradients obtained from linear fits to the curve in figure
4.6 are listed in table 4.1. The rates observed in the EPOCH and EPOCH-C simulations
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Figure 4.6: Average electron temperature as a function of time, demonstrating the rate
of numerical heating for the EPOCH, EPOCH-C and EPOCH-H simulations listed in table
4.1. Note that the temperature for the low order particle shape case increased linearly
to approximately 1 keV after 1 ps.
were found to all be within a factor of 4 of the expected values based on the order-of-
magnitude estimates for numerical self-heating given by equation 2.13 [29]. As noted
in the earlier tests, no significant self-heating was evident in the EPOCH-H simulation, in
sharp contrast to the EPOCH and EPOCH-C results which exhibited much higher heating
rates (approximately 90 eV/ps). The high particle and high mesh resolution simulations
also displayed self-heating, but with much slower rates of 1.5 eV/ps and 1.9 eV/ps,
respectively.
Overall, the results of the tests described above demonstrate that the fraction
of simulation run time associated with the high density model in EPOCH-H (8%) is small
compared to that required by the particle collision routines (60%). Furthermore, the
increase in run time required by EPOCH-H is much smaller than that required to mitigate
self-heating via increasing the particle and/or mesh resolution.
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4.6 Summary
A series of one and two-dimensional tests problems were investigated to evaluate the
ability of EPOCH-H to model conditions and phenomena relevant to solid density laser-
plasma interactions.
Simulations of a monoenergetic beam of energetic electrons travelling through
a uniform density plasma confirmed that the electric field calculated using Ohm’s law
will act to accelerate the background electrons to provide return current of sufficient
magnitude to balance the imposed fast electron current. Furthermore, collisions between
the background electrons and ions acted to limit the return current, thus confirming that
the value of the resistivity calculated when evaluating Ohm’s law is consistent with the
value implied by the effects of the collision algorithm.
To test EPOCH-H’s ability to simultaneously employ differing approaches to
updating the electric fields in seperate regions, two-dimensional simulations of fast
electrons drifting through a uniform, dense background plasma were performed. A
particle probe plane placed at the interface between the two regions in EPOCH-H recorded
all of the fast electrons which passed into the Ohmic field solver region. These electrons
were used to form a source function for a simulation of the Ohmic field region using
a dedicated fast electron transport code (THOR). The lack of numerical self-heating in
the Ohmic region, resulted in good agreement between EPOCH-H and THOR compared
with the portion of the domain using the standard Maxwell field solver. This further
increased confidence in EPOCH-H’s ability to accurately model high density regions.
Since the main purpose of developing the high density model in EPOCH-H was
to assist with the simulation of short-pulse laser interactions with solid density targets,
one and two-dimensional simulations of laser interactions were also performed. These
simulations consisted of an intense laser pulse incident upon a short density ramp
preceding a region of high density plasma. In a similar manner to the diffusion tests,
fast electrons were recorded by a probe plane placed at the top of the density ramp in
the 2D simulation, and used to provide a source term for a comparative simulation of
the dense region in THOR. As with the previous tests, negligible self-heating and good
agreement with THOR was observed in the EPOCH-H high density regions.
Overall, the tests discussed in the preceding sections confirm that the Ohmic
field solver employed by EPOCH-H allows the range of densities which can be modelled in
a laser-plasma interaction simulation to be extended so as to provide a greater overlap
with the densities typically modelled using dedicated transport codes such as THOR.
The results presented in section 4.5 also clearly demonstrate that EPOCH-H exhibits
significantly reduced levels of numerical self-heating in high density plasmas, with a
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much lower computational cost than the standard approaches of mitigating self-heating,
such as increasing the mesh and/or particle resolution.
In order to demonstrate the enhanced modelling capability for short-pulse
laser experiments provided by EPOCH-H, two situations which have previously proven
challenging for PIC codes were investigated: proton acceleration from the rear surface
of a target, and return current heating of a solid density foil. Each of these cases is
discussed individually in chapters 5 and 6, respectively.
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Chapter 5
The effect of high density
transport phenomena on the
TNSA process
5.1 Introduction
The target normal sheath acceleration (TNSA) process [70] is an effective means of
producing directional proton beams with typical energies of tens of MeV, using high
intensity short-pulse lasers. Fast electrons, produced by the laser interaction, travel
through the target and create a large electrostatic field at the rear surface [69, 71,
73]. This field then accelerates the carbon and hydrogen ions, which constitute the
hydrocarbon contaminant layer present on most laser targets, up to multi-MeV energies.
Protons can also be accelerated from the front surface of the target [68, 72], but upon
encountering the fields at the rear surface, these protons are accelerated up to similar
energies so that they are indistinguishable from protons originating from the rear surface
[140]. Protons accelerated by the TNSA mechanism have been used for a variety of
purposes such as radiographic imaging [16, 17], probing of electric and magnetic fields
[15], and isochoric heating of a secondary target for equation of state measurements
[77–79].
The results of TNSA simulations using EPOCH-H and standard EPOCH are
presented and compared below to demonstrate the improved high density modelling
capability provided by EPOCH-H. To more easily distinguish between the different versions
of EPOCH discussed in this chapter, standard EPOCH running with the collision algorithm
enabled will be referred to as EPOCH-C.
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5.2 Simulation setup
A 100 J Gaussian pulse with a 0.5 ps full-width-half-maximum (FWHM) temporal profile
was injected from the left boundary of the simulation domain with a wavelength of
1.056µm. The incident pulse was modelled as having a Gaussian transverse intensity
profile, with 90% of the laser energy contained within a 30µm diameter spot.
The target was modelled as solid density aluminium (2.7 g/cc), with an assumed
constant, uniform ionisation state of Z∗ = 10 to represent the expected average
ionisation of the target based on calculations by the atomic physics code CASSANDRA
[141]. In order to provide a smooth density profile, the following definitions were used
for the ion, proton and electron number densities, respectively (see also figure 5.1):
ni = 0.5n0
[
tanh
(
x
L1
)
− tanh
(
x− w
L2
)]
, (5.1)
np = 0.5n0
[
tanh
(
x
L1
)
− tanh
(
x
L2
)]
+ 0.5n0
[
tanh
(
x− w + L2
L2
)
− tanh
(
x− w − L2
L2
)]
, (5.2)
ne = Z
∗ni + np, (5.3)
where:
ni is the aluminium ion density,
np is the proton number density,
ne is the electron number density,
n0 = 6× 1028 m−3 is the ion number density of solid aluminium,
L1 = 4µm is the front surface density scale-length,
L2 = 0.5µm is the rear surface density scale-length,
w = 30µm is the target width, and
Z∗ = 10 is the assumed aluminium ionisation state.
The simulation domain measured 125×80µm2, with a mesh resolution of ∆x =
∆y = 24.4 nm (∼ 40 cells per micron), providing several tens of microns of vacuum
region behind the target to allow the protons to be accelerated by the rear sheath
field. The simulation was performed with 32 electrons, 8 ions and 16 protons per cell
in which the density of the relevant species was non-zero, with non-uniform particle
weighting being employed. The interface between the low density, Maxwell, and high
density, Ohmic, field solvers was assigned to the density range 80nc 6 ne 6 90nc, where
nc = 10
27 m−3 is the critical electron density. The updates to the electric field for cells
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Figure 5.1: Lineouts of the initial electron and ion densities for the EPOCH-H and solid
density EPOCH TNSA simulations. The capped simulations (not shown) applied an upper
limit to the electron density, and corresponding upper limit to the ion densities.
whose density lies within this range were interpolated between the two solutions in the
manner described by equations 3.8 and 3.9 in chapter 3.
A particle probe placed at x = 95µm was used to record the energy, direction of
motion and transverse (y) position of all protons accelerated from the target over the
course of the simulation.
In order to investigate the effect of the high density model, and associated
modelling of electron transport through a solid density target, on the acceleration of
protons from the rear surface of the target, four further simulations were performed
using standard EPOCH and EPOCH-C. The first was identical to the EPOCH-H simulation,
but did not make use of the updated field solver. Note that in this case there was no
change in the time-step duration, since the high mesh resolution resulted in the time-step
being constrained by the CFL limit [97].
To assess the efficacy of using EPOCH-H’s high density model to mitigate
numerical self-heating compared to varying the choice of particle shape function, an
additional solid density EPOCH-C simulation was performed using higher order particle
shapes.
The remaining two simulations were performed with the electron density limited
to a maximum value of 90nc (the upper limit on the interface region in the EPOCH-H
simulation), to allow for a comparison of more typical PIC simulations with EPOCH-H.
These simulations were performed with and without collisions enabled, and are hereafter
referred to as ‘capped’ simulations.
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Figure 5.2: Time-integrated energy spectra of protons passing a plane 65µm behind the
rear target surface, taken from simulations using EPOCH-H (thick, black), solid density
EPOCH-C (dot-dash, blue), solid density EPOCH-C with high order particle shape functions
(dot-dash, green), capped density EPOCH-C (solid, red) and collisionless, capped density
EPOCH (dashed, orange). Most of the results shown have been integrated over 5 ps.
However, the solid density EPOCH-C simulation , with first order particle shapes, (dot-
dash, blue) was stopped after 3 ps due to the excessive self-heating.
5.3 EPOCH/EPOCH-C/EPOCH-H comparison
5.3.1 Proton energy spectra
Particle probe planes placed 65µm behind the targets’ rear surfaces were used to record
the proton populations accelerated from the target in each simulation. The time-
integrated energy spectra recorded by the probe data are shown in figure 5.2. The
EPOCH-H simulation was found to produce a similar proton energy spectrum to the
capped EPOCH simulations, suggesting that transport phenomena have little effect upon
the energy distribution of protons accelerated via the TNSA process.
Significant levels of numerical self-heating resulted in a rapid increase in
temperature early in the solid density EPOCH-C simulations (before the peak laser
interaction). The large numbers of artificially heated background electrons drifting
beyond the initial rear surface resulted in large electric fields, which accelerated the
protons to much higher energies than the EPOCH-H and capped EPOCH simulations.
Although self-heating was observed in the capped EPOCH simulations (see the background
electron temperature lineouts in figure 5.3), this was to a much lesser extent, and thus did
not induce significant target expansion. The use of high order particle shape functions
(labelled as “EPOCH-C + splines” in figures 5.2 and 5.3) was also found to reduce the
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Figure 5.3: Lineouts of the background electron temperatures (top) and total electron
densities (bottom) after 2.0 ps, taken from simulations using EPOCH-H (thick, black),
solid density EPOCH-C (dot-dash, blue), solid density EPOCH-C with high order particle
shape functions (dot-dash, green), capped density EPOCH-C (solid, red) and collisionless,
capped density EPOCH (dashed, orange).
level of self-heating, but to a lesser extent than either reducing the peak electron density
or making use of EPOCH-H’s high density model.
The excess heating in the EPOCH and EPOCH-C simulations can be clearly seen
from the lineouts of background electron temperature shown in figure 5.3, and the
average temperatures in table 5.1. The higher electron temperature observed in the
capped EPOCH-C simulation compared to the collisionless equivalent can be attributed
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Code Peak electron Particle Temperature Debye
Version density shape function (keV) length
EPOCH 90nc First order 53.6 0.24∆x
EPOCH-C 90nc First order 88.7 0.30∆x
EPOCH-C 599nc First order 1, 036, 764.3 12.67∆x
EPOCH-C 599nc Third order 2, 789.9 0.66∆x
EPOCH-H 599nc First order 0.5 0.01∆x
Table 5.1: Tabulated values of the average temperatures in the range 15µm < x <
25µm from figure 5.3.
to the electron-ion scattering acting to thermalise the kinetic energy associated with
the return current drift velocity. Without collisions enabled, the return current energy
spectrum is more beam-like, and thus at a lower temperature (once the net drift velocity
has been subtracted).
The top image of figure 5.3 suggests that the background electrons drift further
into the vacuum behind the target when using high order particle shapes. When the
density profile resulting from the sum of the background and fast electron populations is
plotted (the bottom image in figure 5.3) similar density profiles result for the two solid
density EPOCH-C simulations. This is due to the less extreme heating rate resulting in
fewer background electrons being promoted to the fast electron population, and thus
the rear density ramp appearing to extend further behind the target when only the
background electrons are shown.
5.4 Imprinting of fast electron transport effects
The number of protons passing through the probe planes, as a function of position (y)
and direction of motion (tan θ = py/px), was plotted for each of the simulations (figure
5.4). Collisionless, capped EPOCH returned a narrow range of angles at each position
along the probe. Enabling particle collisions resulted in scattering of the protons, and
so a more divergent population. The EPOCH-H simulation recorded additional structure
on top of the same general behaviour as observed in the EPOCH-C simulation.
The features in the EPOCH-H proton distribution can be attributed to filamenta-
tion of the fast population inside the target. Since the field responsible for accelerating
protons from the rear surface is generated by fast electrons attempting to leave the
target, filamentation of the fast electron population leads to localised enhancements of
the sheath fields at the rear surface. These in turn imprint filamentary structures on the
accelerated proton distribution [55, 57, 58], as shown in figure 5.5.
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Figure 5.4: Plots of the number of protons (in arbitrary units) recorded by the probes as
functions of position along the probe (y) and direction of motion (θ = tan−1 (py/px)).
Results are shown for collisionless, capped EPOCH (top), capped EPOCH-C (middle) and
EPOCH-H (bottom) at t = 2.5 ps.
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Figure 5.5: Fast electron number density inside the target (0 6 x 6 30µm), and
proton number density near the rear surface (x > 30µm), shortly after the peak laser
interaction (t = 1.5 ps, to demonstrate the imprinting of fast electron filamentation on
the proton population accelerated from the rear surface.
5.4.1 Control of proton beam filamentation via target morphology
To investigate the effect of target thickness on the smoothness of the proton population
accelerated from the rear surface, additional simulations of 10, 20 and 30µm thick
targets were performed. The extent of the simulation domain was reduced in these
simulations, since any imprinting of fast electron filamentation on the accelerated protons
manifests close to the rear surface. Consequently, the probe plane was placed 25µm
behind the rear surface of each target.
A characteristic inter-filament spacing, λf , was calculated using the maximum
amplitude wavelength resulting from a Fourier transform of the spatial distribution of
the protons recorded by the probe plane over 3 ps. To minimise boundary effects, only
the results from the middle 40µm of the probe were used. The values of λf for various
target widths are given in table 5.2 and figure 5.6.
Although higher modes are present in the Fourier transform, the distribution of
protons from thinner targets (∼ 10µm) is dominated by longer wavelength modes, and
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Figure 5.6: Fourier transforms of the time-integrated transverse spatial distribution of
protons recorded passing probe planes 25µm behind the rear surface of targets with
thicknesses of 10 (solid, red), 20 (dashed, green) and 30µm (dot-dashed, blue).
Target thickness, Filament spacing,
w (µm) λf (µm)
10 20.0
20 10.0
30 5.7
Table 5.2: Values, for various target widths (w), of the characteristic distance (λf )
between filaments in the spatial distribution of protons recorded passing a 40µm-wide
plane located 25µm behind the rear surface of each target.
thus exhibits less filamentation than the distributions recorded from thicker targets. This
behaviour is to be expected based on the fast electron density profile shown in figure 5.5,
which indicates that the fast electrons must travel some distance into the target (and
become more dispersed) before any clear filaments can be observed. The magnetic field
strength associated with the filaments was also observed to increase with time and depth
into the target. This is consistent with a filamentation instability, in which magnetic
fields associated with current filaments act to enhance the filamentation, which reinforce
the magnetic fields.
5.4.2 Fast electron filamentation
By examining the magnetic fields inside the target in figure 5.7, the spacing between
fast electron filaments was found to be of the order 1µm. This is consistent with the
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Figure 5.7: The magnetic field strength inside the target (x > 0) and electron density
in the pre-plasma (x < 0) at t = 1.0 ps.
fastest growing mode of the resistive filamentation instability [54]:
kF ∼ ωpf
c
√
vf
vth
, (5.4)
where ωpf is the fast electron plasma frequency, vf is the fast electron velocity and vth
is the background electron thermal velocity. For the conditions found in the EPOCH-H
simulations, equation 5.4 predicts an average wavelength of 1.1µm. This is in contrast
to the Weibel instability [132], which would result in a much shorter wavelength due to
the fastest growing mode being related to the background electron skin depth rather
than that associated with the fast electrons: kW ∼ ωpb/c→ λW ∼ 43 nm.
The absence of filaments due to the Weibel instability can be attributed to
the mesh resolution being too low to resolve the fastest growing mode (λW ∼ 2∆y).
Furthermore, in collisional plasmas resistive filamentation tends to dominate over the
Weibel instability due to high wavenumber modes being suppressed by collisional effects
[142], and thus even if a higher mesh resolution were used it is unlikely that filaments
on the scale of λW would be observed in the EPOCH-H and EPOCH-C simulations.
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Figure 5.8: Spatial variation in the mean direction of motion of fast electrons recorded
by particle probes placed at the top of the front surface density ramp (solid, black)
and rear surface (dashed, red) of the target, with the latter being delayed by 0.1 ps to
account for the transit time through the target of the fast electrons. The width of the
shaded regions indicates the local divergence of the fast electrons.
Figure 5.8 shows the average direction, θ = tan−1 (py/px), that the fast electrons
are travelling as a function of their lateral (y) position through particle probes placed at
the front and rear surfaces of the target (x = 0 and 30µm, respectively). Any electrons
which have been reflected from the y boundaries have been ignored. The extent of the
shaded region represents the standard deviation in angles at each position, and can be
considered to be a measure of the fast electron divergence as a function of position. In
order to account for the time required for the fast electrons recorded at the front surface
to reach the rear surface probe, the results recorded by the latter are taken from the
output 100 fs later in the simulation.
The reduction in fast electron divergence between the front and rear surfaces
seen in figure 5.8 can be shown a purely geometric effect. When the fast electron
population recorded by the front surface is projected onto the rear surface, assuming
ballistic trajectories, the resultant distribution is in good agreement with that recorded
by the rear surface probe, as shown by figures 5.9 and 5.10.
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Figure 5.9: Spatial variation in the mean direction of motion of fast electrons recorded
by particle probes placed at the top of the front surface density ramp (solid, blue) and
rear surface (dashed, red) of the target, with the front surface population having been
projected onto the rear surface, assuming ballistic trajectories.
Figure 5.10: Spatial variation in the divergence half-angle of fast electrons recorded by
particle probes placed at the top of the front surface density ramp (solid, black) and
rear surface (dashed, red) of the target. Also shown are the values of the divergence
expected for the fast electrons at the rear surface assuming ballistic trajectories between
the front and rear surface probe planes (dot-dash, blue).
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5.5 Discussion
The simulations discussed in section 5.3.1 clearly demonstrate the dramatically reduced
numerical self-heating present in EPOCH-H simulations, compared to EPOCH-C simula-
tions with the same peak density. The use of high order particle shape functions was
found to be less effective than either reducing the peak electron density in the simulation
or using EPOCH-H’s high density model.
The capped EPOCH, capped EPOCH-C and EPOCH-H fast electron probe data
recorded at the front surface of the targets displayed very similar overall behaviour.
However, the increased prominence of features in the proton distribution (see section
5.4), and more pronounced filamentation of the fast electron population recorded at
the rear surface (as evidenced by the results of section 5.4), suggest that there may be
perturbative effects acting on the electron transport in EPOCH-H’s high density regions.
Observing such effects in standard EPOCH-C simulations would likely require very high
mesh and/or particle resolutions in order to reduce the noise in the density, temperature
and electric and magnetic fields. However, doing so will impose a significantly larger
increase in the computational cost of the simulations than that incurred by using
EPOCH-H’s high density model. Thus the use of EPOCH-H permits a more efficient
means of investigating transport phenomena such as fast electron filamentation.
Care should be taken when comparing the above results to filamentary behaviour
observed in experiments. The simulations discussed above were performed in 2D. Thus
the particles were constrained to the simulation plane. The inability to spread in the
unmodelled z-direction may have resulted in filamentary phenomena manifesting sooner
than would otherwise be expected. Furthermore, in 3D the filaments are capable of
more complex behaviour, such as twisting around each other.
Recent investigations into fast electron filamentation [57, 58] indicate that
phenomena such as ionisation front instabilities and lattice structure can have an
important effect on filamentation. Enabling the ionisation module in EPOCH [143] may
allow ionisation effects to be included in future simulations. The effect of lattice structure
is not currently modelled by PIC codes, but it may be possible to incorporate the
anisotropic resistivity by introducing a directional dependence to the collision frequency
calculated by the code’s collision algorithm. However, care would need to be taken
to ensure that the collision frequency returns to being independent of the particles’
direction of motion once the target has been heated to a sufficiently high temperature
that any lattice structure has disintegrated. Consequently, the simulation results above
can be considered as analogous to the vitreous carbon results presented by McKenna
et al. [58].
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Many of these effects are dominant primarily in the warm dense matter (WDM)
regime (T ∼ 1–100 eV). However, the simulations discussed above were performed
with an initial temperature of 100 eV. Furthermore, EPOCH-C and EPOCH-H currently
assume a ‘Spitzer’ resistivity, with a minimum temperature of T = 100 eV used in the
calculation of the collision frequency and resistivity to reduce the error in the resistivity
at low temperatures. Thus, in order to incorporate WDM phenomena more rigorous,
but more computationally expensive, low temperature transport models will also be
required (e.g. using ab initio quantum molecular dynamics simulations to calculate the
low temperature resistivity [144]).
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Chapter 6
Return current heating of solid
density targets
6.1 Modelling material heating
To validate EPOCH-H, it is necessary to compare simulations with experimental results,
in addition to standard PIC and/or hybrid techniques. Recent experiments [9, 10] on
the Orion laser facility have involved heating a thin sample foil to hundreds of eV in
order to make x-ray opacity measurements (see section 1.7.1). To delay hydrodynamic
expansion of the sample, and thus permit opacity measurements to be performed at
high densities and as close to local thermodynamic equilibrium (LTE) as possible, the
foil is usually tamped with several microns of material with a low x-ray opacity, such as
plastic or diamond [7–10].
Recent simulations [31], aimed at developing an integrated approach to modelling
such experiments, used a combination of a PIC code (EPOCH), fast electron transport
code (THOR) and radiation-hydrodynamics code (CORVUS) to model the short-pulse laser-
plasma interaction, fast electron energy deposition and hydrodynamic expansion of the
target, respectively.
The EPOCH simulations performed by Sircombe et al. [31] required high mesh
resolutions (∆x = 13 nm), high particle numbers (84 particles per cell) and linking to a
hybrid transport code, such as THOR, in an attempt to reduce the impact of numerical
self-heating. This non-physical heating results from a failure to resolve the Debye length
at high densities (see section 2.6). Since this requirement does not apply to the high
density regions in EPOCH-H simulations, they are much less susceptible to self-heating.
Consequently, this adapted version of EPOCH can potentially be used to model the
heating of solid density material directly from the short-pulse laser interaction, rather
88
than having to transfer the fast electron population to a separate, dedicated transport
code. Such an approach ensures that the influences of transport phenomena on the
laser absorption region are not neglected.
Furthermore, the much higher spatial resolution employed in PIC codes compared
to hybrid codes makes it comparatively straightforward to include small-scale features,
such as a sub-micron layer of high density material.
6.2 Simulation parameters
It has already been demonstrated that the Ohmic field solver in EPOCH-H drastically
reduces the level of numerical self-heating in high density PIC simulations (see chapter
5). This potentially permits investigation of material heating via the return current
without requiring any of the more computationally intensive, standard numerical heating
mitigation methods (e.g. increasing the mesh and/or particle resolution).
To investigate the ability of EPOCH-H to model return current heating, a detailed
2D simulation was performed with the intention of replicating the heating of aluminium
layers embedded in plastic foil targets observed in recent experiments [9, 10] on the
Orion laser facility. It was anticipated that this would serve as a means of validating the
modified code against experimental results. Consequently, the simulation parameters
were chosen so as to reproduce as closely as possible the typical experimental conditions
immediately prior to the main short-pulse interaction. Additionally, a THOR simulation
of the material heating by the fast electron distribution recorded near the front of the
EPOCH-H target was used to provide a point of comparison with previously employed
integrated modelling methodologies [31].
6.2.1 EPOCH-H
A 100 J supergaussian pulse with a 0.5 ps full-width-half-maximum (FWHM) was
injected from the left boundary of the simulation with a wavelength of 528 nm. The
incident pulse was modelled as having a Gaussian transverse intensity profile, with 90%
of the laser energy contained within a 50µm diameter spot.
The target was modelled as fully-ionised plastic at 1.0 g/cc and with an initial
temperature of 100 eV. For simplicity, the plastic was modelled using composite (A =
6.5, Z = 3.5) ions to represent the mix of hydrogen and carbon (hereafter referred to as
plastic ions). A 150 nm thick layer, 10µm into the plastic, was replaced with aluminium
at 2.7 g/cc, with an assumed constant and uniform ionisation state of Z∗ = 12. This
value was chosen based on the expected ionisation state for solid density aluminium
at 600 eV (the approximate temperature observed experimentally) calculated using the
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atomic physics code CASSANDRA [141]. Preceding the target, an exponential density
profile of the form aex/L1 + (1− a) ex/L2 was added, with a = nc/ (3.5nCH)|x=0.
Density scale-length of L1 = 3µm from vacuum to critical density, and L2 = 0.5µm
from critical density to solid, were assumed to be representative of the front surface
conditions. Finally, the target was rotated 10◦ relative to the incident laser pulse.
The simulation was performed using approximately 6× 108 pseudo-particles (64
electrons, 16 aluminium ions and 16 plastic ions per cell), with high order particle shapes
and non-uniform weights, and a mesh of 2200 × 4000 cells covering 55 × 100µm2
(approximately half the mesh resolution used previously [31]). The interface between
the low and high density regions was assigned to the density range 8 × 1028 6 ne 6
9× 1028 m−3.
To distinguish between fast and background electrons, any electrons whose
velocity exceeded five times the local background electron thermal velocity were moved
to the fast electron species list (i.e. α = 5, where α is as defined in section 3.2.2).
Demotion of fast electrons back to the background population was disabled in order to
prevent large amounts of energy being added to the tails of the energy distributions,
potentially resulting in deviation from a Maxwellian distribution, and thus unreliable
temperature calculations.
6.2.2 THOR
To provide a point of comparison of the heating predicted by EPOCH-H with that from
THOR, the fast electrons passing a particle probe 3µm behind the top of the pre-plasma
density ramp were recorded. The link code LOKI [31] was used to convert the EPOCH-H
probe data into a source term for the fast electron transport code THOR [31], using a
600× 100× 100 mesh covering position, energy and angle ranges of −75 to 75µm, 0.1
to 40 MeV and −100 to 100◦, respectively.
The THOR simulation was performed with a spatial extent of 30 × 150µm2 to
encompass the high density plateau in the EPOCH-H simulation. A mesh resolution of
∆x = 0.2µm and ∆y = 0.5µm was employed. The background plasma was modelled
as solid density plastic (1 g/cc) at a constant, uniform ionisation state of 3.5 and initial
temperature of 100 eV. A 0.2µm thick solid aluminium (2.7 g/cc) layer with constant
ionisation Z∗ = 12 was embedded 7µm into the system (equivalent to 10µm into the
target). 3200 (200 per core) fast electrons were injected per time-step into the system
with their position, energy and direction of motion sampled from the LOKI output
described above. A Spitzer resistivity and external tabulated equation of state library
were used in the THOR simulation.
Figure 6.1 illustrates the positions of the EPOCH-H and THOR domains in relation
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Figure 6.1: Illustration of the positions of the EPOCH-H and THOR domains relative to
each other.
to each other. In the comparisons with EPOCH-H discussed below, only the region which
overlaps with the simulated domain in the EPOCH-H simulation was considered.
6.3 Material heating comparison
Figure 6.2 displays the background electron temperatures predicted by EPOCH-H and
THOR. These plots correspond to the approximate time at which the peak of the laser
reaches the front of the target, t = 0.9 ps. Similar temperature profiles for both the
plastic tamper and aluminium layer are predicted in the two codes.
Radial temperature (figure 6.3) and density variations in the simulated aluminium
layer posed a challenge to comparing the simulation results with the experimental value.
In an attempt to obtain a single temperature value for comparison with experimental
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Figure 6.2: Total electron density (ne) and Poynting flux of the laser (I) from EPOCH-H,
and the background electron temperature (Te) from EPOCH-H (top) and THOR (bottom)
shortly after the peak of the laser reaches the target surface (t = 0.9 ps).
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Figure 6.3: Transverse profiles of the background electron temperature along the middle
of the aluminium layer. Results are shown for both the EPOCH-H (solid black) and THOR
(dashed red) simulations.
results, the background electron temperature within the layer was spatially averaged
(see figure 6.4). Doing so yielded a peak density-weighted average electron temperature
of 666 eV from EPOCH-H, and 709 eV from THOR at the same point in time (t = 1.5 ps).
These are in much closer agreement with the reported experimental values of 600–700 eV
[9, 10] than the temperatures predicted in the same region in a similar, collisionless,
standard PIC simulation (dot-dash green curve in figure 6.4): 〈Te〉 = 8898 eV.
Passing the fast electrons recorded in the collisionless EPOCH simulation to
THOR resulted in an average electron temperature of 664 eV at t = 1.5 ps, in good
agreement with the EPOCH-H and related THOR simulations. This suggests that, in this
case, transport effects in the EPOCH-H simulation’s high density regions did not have a
significant impact on the short-pulse laser interaction and fast electron production in
the pre-plasma.
The average temperatures, as a function of time, in EPOCH-H and THOR were
found to be in good agreement, as shown in figure 6.4. These results suggest that the
energy added to the background electrons in EPOCH-H via the electric field set up by
the fast electrons, and subsequently ‘thermalised’ by the code’s collision algorithm, was
equivalent to the Ohmic heating calculation employed in THOR.
Increased heating, close to the interface region, was observed in the EPOCH-H
simulation. This was determined to be due to energy exchange from energetic ions,
accelerated by the laser and/or electric field set up by the fast electrons, which entered
the high density region late in the simulation. This resulted in additional late-time
93
Figure 6.4: Evolution, with time, of the spatially-averaged electron temperature in the
aluminium layer predicted by EPOCH-H (black, solid) and THOR (red, dashed). Also
shown are the temperatures from a similar, collisionless EPOCH simulation (green, dot-
dash) linked to THOR (blue, dot-dot-dot-dash).
Figure 6.5: Comparison of the time-averaged background electron temperature evolution
from figure 6.4 with that predicted by EPOCH-H (green, dot-dash) and THOR (blue, dot-
dot-dot-dash) with energetic plastic ions in EPOCH-H being promoted to a separate,
collisionless fast ion population.
(t & 2 ps) heating of the layer. Subsequent simulations, which permitted plastic ions to
be promoted to a separate ‘fast ion’ population, in a similar manner to the electron
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promotion, did not exhibit any significant late-time heating, and returned average
temperatures which were in closer agreement with the THOR-calculated values throughout
the simulation, as shown in figure 6.5.
6.4 Line emission comparison
Despite the good agreement noted in the previous section, using the average simulation
temperature as a point of comparison may be unreliable, since temperature and density
cannot be directly measured during a short-pulse laser experiment. Instead, the
experimental temperature and density conditions are usually inferred from the x-ray
emission [59], such as the ratio of the intensity of the He-β and Ly-β emission lines. For
this reason an alternate means of comparison was adopted which aimed to emulate the
experimental approach by calculating the emission spectrum expected from the array
of conditions predicted by the EPOCH-H simulation. Comparisons were performed with
various combinations of single temperatures and densities to determine the combination
which best reproduced the relative heights and widths of the aluminium He-β (1.86 keV)
and Ly-β (2.05 keV) emission lines.
The EPOCH-H cells containing aluminium ions were assigned to 50 eV tempera-
ture and 0.1 g/cc density bins. The atomic kinetics code FLY [145] was used to calculate
the x-ray spectrum from each bin in the range 1.8–2.2 keV, to encompass the emission
lines of interest. These were subsequently combined, weighted by the mass in each bin,
to produce a total expected emission spectrum. The spectra were time-integrated over
a 1.0 ps period centred about the time of peak average temperature (t = 1.5 ps).
The simulated spectrum was compared with that calculated using a single
temperature and density. The expected emission from the EPOCH-H-predicted conditions
showed good agreement with that of aluminium at 740 eV and 2.2 g/cc, as shown in
figure 6.6. These values are broadly consistent with the reported experimental values
[8–10]. However, uncertainties due to the difficulty in measuring the experimental
conditions at the front surface of the target (i.e. the pre-plasma density and temperature
profile) immediately prior to the short-pulse interaction, combined with the current
inability to model radiative cooling processes in EPOCH-H, present a significant challenge
to any further refinement.
Repeating the above procedure with the results of the THOR simulation returned
characteristic temperature and density conditions of 770 eV and 2.7 g/cc, respectively
(see figure 6.7). It should be noted that since THOR was not coupled to a hydrodynamics
code, such as CORVUS [31], no hydrodynamic motion or radiative processes were
modelled, and as a result the aluminium layer remained at solid density and high
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Figure 6.6: FLY-calculated emission spectrum using temperature and density conditions
predicted by EPOCH-H (black, solid). The spectrum for aluminium at 740 eV and 2.2 g/cc
(red, dashed) is also shown for comparison. Note that the spectra are normalised to the
maximum value within the energy range shown.
Figure 6.7: FLY-calculated emission spectrum using temperature and density conditions
predicted by THOR (black, solid) using the fast electron distribution recorded in the
EPOCH-H simulation. The spectrum for aluminium at 770 eV and 2.7 g/cc (red, dashed)
is also shown for comparison. Note that the spectra are normalised to the maximum
value within the energy range shown.
temperature throughout the simulation.
Additional comparisons of the predicted emission spectra, including the He-α and
Ly-α lines, are provided in figures 6.8 and 6.9. These figures indicate that the peaks and
96
Figure 6.8: FLY-calculated emission spectrum using temperature and density conditions
predicted by EPOCH-H (black, solid). The spectrum for aluminium at 740 eV and 2.2 g/cc
(red, dashed) is also shown for comparison. Note that the spectra are normalised to the
value of the Ly-β peak.
Figure 6.9: FLY-calculated emission spectrum using temperature and density conditions
predicted by THOR (black, solid) using the fast electron distribution recorded in the
EPOCH-H simulation. The spectrum for aluminium at 770 eV and 2.7 g/cc (red, dashed)
is also shown for comparison. Note that the spectra are normalised to the value of the
Ly-β peak.
widths of the He-α and Ly-α lines, predicted from the EPOCH-H and THOR simulations,
also correspond to the same temperature and density conditions given above.
97
Figure 6.10: Lineout of the z-component of the magnetic fields, parallel to the target
normal, along a line 25µm from the target’s central axis. Results are shown for both
the EPOCH-H (solid black) and THOR (dashed red) simulations.
6.5 Magnetic fields at layer interface
By considering the resistive term in Ohm’s law, it can be shown that magnetic fields
can be produced due to gradients in resistivity [53, 146]:
∂B
∂t
= −∇×E ≈ −∇× (ηJ b) ,
= −η∇× J b −∇η × J b.
The resistive magnetic fields resulting from the ∇η term above can potentially deflect
fast electrons, inhibiting their transport deeper into the material [147]. Peak magnetic
fields of ∼ 1000 T were observed in the EPOCH-H and THOR simulations (see figure 6.10).
Similar fields have been observed in simulations of targets with micron-scale layers [148–
150], and have resulted in deflection and trapping of fast electrons in the layer, resulting
in localised, enhanced heating.
In the case considered here, however, the aluminium layer was much thinner than
those previously simulated, resulting in the Larmor radius for electrons at the average
predicted energy being much greater than the width of the layer and associated interface
fields:
rL =
γmev
qeB
= 2.86µm.
Following the approach of Bell et al. [147], it is possible to calculate a
magnetisation factor, M =
∫
Bz dx/rMBc, in the region of the material interface,
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where Bc is the characteristic magnetic field within the region of interest. For the
EPOCH-H and THOR simulations discussed above M ≈ 0.04 and 0.07, respectively, which
is well below the threshold of M = 1 for significant fast electron transport inhibition.
The peak magnetic fields in the EPOCH-H and THOR simulations were found to be
in good agreement. However, as can be seen in figure 6.10, the grid spacing in the THOR
simulation was too coarse to accurately resolve the spatial extent of the resistive fields.
Thus the fields in THOR extend over a longer range and result in a higher calculated
magnetisation factor than the EPOCH-H simulation.
Thus it appears that the combination of a thin sample layer and relatively low
resistivity gradients (compared with, for example, a copper layer of similar thickness
embedded in plastic) results in resistive magnetic fields at the material interfaces which
are unlikely to have a significant effect of the fast electron transport.
6.6 Summary and discussion
Two-dimensional simulations of short-pulse laser-driven heating of a thin aluminium
layer buried in a plastic tamper have been performed in an attempt to validate EPOCH-H
against experimental results, as well as the fast electron transport code THOR. The
heating observed in the two codes was found to be in good agreement, with similar
heating rates observed in the EPOCH-H and THOR simulations. This indicates that,
in the absence of numerical self-heating, the scattering and thermalisation of the
background electrons which constitute the return current, as performed by EPOCH’s
collision algorithm, is consistent with THOR’s Ohmic heating calculation.
Although the average temperature in the layer in both codes displayed a closer
agreement with the experimental results than similar, standard PIC simulations, the
presence of radial temperature and density gradients meant that a more rigorous form of
comparison was required than that of comparing the average simulated temperature with
an inferred experimental value. The x-ray emission spectrum predicted by the atomic
kinetics code FLY [145] was found to show good agreement with the spectrum from
an aluminium sample at a uniform temperature and density. The temperatures which
characterised these spectra were also found to be in reasonable agreement with the
average values predicted by EPOCH-H and THOR. Further investigation will be required
to determine the form, if any, of the correlation between the mass-weighted average
and spectrally-derived temperatures. Since these results suggest that it is possible
to characterise the x-ray emission from a non-uniformly heated layer with a single
temperature and density, the presence of temperature gradients within the layer may
only be discernible experimentally through the use of spatially-resolved diagnostics.
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Both the average and spectrally-inferred temperatures were of the order 100 eV
higher than those inferred from experimental results. However, these values were much
more in keeping with the experimental values than previous PIC modelling attempts.
The absence of radiative cooling models in both EPOCH-H and THOR resulted in the peak
temperatures being sustained for much longer than would otherwise be expected. Sub-
cycling THOR within a radiation-hydrodynamics code, such as CORVUS [31], will allow for
the inclusion of radiative effects, and thus provide a more rigorous means of modelling
the buried layer’s temperature and density history.
Energetic ions accelerated from the pre-plasma in the high density region caused
additional heating of the aluminium layer at later times. This heating can be reduced
by permitting ions to be promoted to a collisionless energetic population in a similar
manner to the electrons. This allowed for closer comparison between the EPOCH-H and
THOR-calculated temperatures at later (t & 2 ps) times, since THOR does not currently
include a kinetic ion population.
The need to accumulate particle data onto the grid to evaluate densities and
temperatures for the high density field solver led to a much higher computational cost
associated with running EPOCH-H with high order particle shapes compared to standard
EPOCH at a reduced density. With high order particle shapes the EPOCH-H simulation used
approximately 270% of the CPU hours required for a similar standard PIC simulation.
This is a significant increase compared to previous tests, with ‘triangular’ particle shapes,
which exhibited a 20% increase. However, it is still a less severe increase than that
associated with standard measure for reducing numerical self-heating in solid density
PIC simulations.
EPOCH-H provides an efficient means of performing one-off, self-consistent, laser
absorption and fast electron transport simulations with peak densities approaching, and
in excess of, solid. However, it multiple, similar simulations are required, with the
variations between each being located primarily in the transport region (e.g. varying the
position/width/composition of a buried layer), it is less computationally intensive to run
EPOCH or EPOCH-H once and re-use the fast electron source in multiple THOR simulations.
Furthermore, THOR can be sub-cycled within a hydrodynamics code, such as CORVUS,
to provide access to radiation transport models, material libraries and NLTE (non-local
thermodynamic equilibrium) models, as well as the longer time-scale evolution.
The results presented above have demonstrated the potential for EPOCH-H’s use
as a tool for modelling the initial stages of a short-pulse laser experiment. Specifically,
the interaction of the main laser pulse, production of energetic (fast) electrons,
generation of a return current and the associated heating away from the interaction
region, without being subject to numerical heating. Some of the wider limitations of
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PIC codes are still present, however, and prevent EPOCH-H from being sufficient for
modelling the full range of phenomena associated with short-pulse laser experiments.
In order to accurately model ablation of the target and shock generation by long-pulse
beams, radiative processes, and the comparatively long time-scale (∼ ns) heating and
hydrodynamic expansion, additional simulations codes are required. Efforts to link
suitable codes together in order to provide a full end-to-end short-pulse experiment
modelling capability have met with much initial success [31]. Using models such as that
developed by Cohen et al. [32], and implemented in EPOCH-H, it is possible to extend
the range of conditions which can be modelled by PIC codes up to, and beyond, solid
density. This in turn strengthens the linking from PIC to transport codes.
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Chapter 7
Summary
7.1 Background
In order to support, develop and challenge analytic models of short-pulse (picosecond-
scale) laser interactions, and optimise experiments so as to make the best possible use
of high power laser facilities, an accurate, detailed computational modelling capability
is crucial. The various phenomena which take place during short-pulse laser-solid
interactions occur across a wide range of spatial and temporal scales, ranging from
femtosecond- and sub-micron-scale kinetic effects to nanosecond- and millimetre-scale
hydrodynamic motion (see figure 7.1).
A pre-pulse, produced via amplified spontaneous emission (ASE), often precedes
the main pulse. This and/or separate long-pulse (nanosecond-scale) beams can ablate
the surface of the target to produce a high temperature, low density region (pre-
plasma). The high thermal pressure generated by the ablation often results in a shock
being driven into the target. After the main pulse interaction, the target undergoes
hydrodynamic expansion and disassembly over several nanoseconds, while radiating
heat (predominantly as x-rays). Most of these effects can be investigated using a fluid
model, which assumes that at each point in space the plasma can be treated as a fluid,
characterised by the moments of the distribution function (i.e. density, centre-of-mass
velocity and temperature) [82]. When considering the main short-pulse laser absorption
and energy transport, however, the system rapidly deviates from the assumed Maxwellian
velocity distribution, and the particle motion can become dominated by non-linear wave-
particle interactions such as Raman scattering, Landau damping, resonance absorption,
Brunel vacuum heating and ponderomotive acceleration. Under these circumstances
the fluid approximation employed by hydrocodes is no longer valid, and a more rigorous,
kinetic treatment of the plasma is required.
102
Figure 7.1: Visual representation of the disparate time-scales involved in short-pulse
laser interactions.
The fast electron transport and target heating caused by the associated return
current typically take place on a similar time-scale to that of the short-pulse laser duration
[81]. The myriad processes which may take place during a typical high intensity (I &
1018 Wcm−2), picosecond-scale laser interaction with a solid density target present a
complex web of interconnected pathways by which the laser energy may be absorbed,
distributed amongst the target’s constituent particles and subsequently transported deep
into the material. Modelling these processes generally requires resolving spatial scales
of the order the laser wavelength or Debye length, and temporal scales shorter than the
period of the laser oscillation and/or Langmuir waves in the plasma. Since the system
often deviates from thermodynamic equilibrium, it is also necessary to resolve the particle
distribution functions. The high degree of fidelity required to accurately model the short-
pulse laser absorption and fast electron transport results in kinetic models being much
more computationally intensive than fluid models. Consequently it is usually not viable
to simulate the longer time-scale hydrodynamic phases using a kinetic approach.
Rather than averaging over the local particle distributions, kinetic models employ
a statistical treatment which retains more detail about the individual particle properties.
Eulerian Vlasov codes, such as IMPACT [89], VALIS [91] and FIDO [92, 93], evolve the
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particle distribution functions on an N -dimensional phase-space grid, where 2 6 N 6 6
is the number of spatial and momentum dimensions being simulated (x, y, z, px, py,
pz), in accordance with the plasma kinetic equation:
∂f
∂t
+ v · ∇f + q
m
(E + v ×B) · ∇vf =
(
∂f
∂t
)
coll
.
Meanwhile, other codes employ more novel approaches, such as using spherical
harmonics to represent the distribution function in momentum space (e.g. KALOS [90]
and OSHUN [94]).
Particle-in-cell (PIC) codes, such as EPOCH [29], OSIRIS [134], the PSC [133],
PICLS [121] and VLPL [151], use Monte-Carlo methods to randomly sample the
distribution function. The resultant pseudo-particles are updated based on the Lorentz
force, with the electric and magnetic fields being calculated on a discrete, Eulerian mesh:
∂p
∂t
= q (E + v ×B) ,
∂E
∂t
= c2 (∇×B)− J
0
,
∂B
∂t
= −∇×E.
Particle interactions below the grid-scale can be accounted for by the use of a
collision algorithm [115, 118, 121] which scatters particles in momentum space, often
based on the Spitzer collision frequency [60] of particle i in the rest frame of particle j:
〈tan2 θ〉 = 2ν∆t = 2q
2
i q
2
jnβ ln Λ∆t
4pi20µ
2v3r
,
where all of the above terms are as defined in section 2.8.
7.2 The high density algorithm
Standard collisional PIC methods require large numbers of particles in order to accurately
model collisional transport phenomena, as demonstrated by the results presented in
section 2.8.4. This requirement currently renders detailed PIC modelling of collisional
phenomena unfeasible for all but the simplest 1D problems on current HPC platforms. In
order to accurately model high intensity short-pulse laser interactions with solid targets,
however, 2D (and 3D) PIC simulations are often required which may include collision-
dominated regimes. Furthermore, failure to resolve the Debye length in PIC codes causes
the plasma to numerically self-heat, with the temperature rising towards a value where
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the Debye length is comparable to the grid-scale [95], as discussed in section 2.6. In
order to be able to model the intermediate regime between the direct laser interaction
(usually modelled using PIC codes, such as EPOCH) and fast electron transport (modelled
by hybrid codes, such as THOR) regions an alternative field solver has been developed
for EPOCH, based on work by Cohen et al. [32], to produce an extended version of the
code: EPOCH-H.
The high density model introduced in chapter 3, which is employed by EPOCH-H,
overcomes the need to resolve the Debye length and electron plasma frequency by
updating the electric fields via a simplified form of Ohm’s law instead of Ampe`re’s law:
E = η (J b + J i)− ub ×B − ∇Pb
qenb
.
By retaining a kinetic model for all of the particle species throughout the simulation
domain, rather than following the standard hybrid approach of a fluid model for the
background material, EPOCH-H is easily able to employ this model in high density grid
cells concurrently with the standard Maxwell field solver in the lower density regions of
the simulation.
Since many of the effects which must be explicitly modelled in a PIC code for
accurate collisional modelling are also implicitly assumed in this algorithm (e.g. that
the return current electrons have a drifting Maxwellian energy distribution), it is able
to easily model conditions in which collisions are dominant without the high particle
numbers required by standard PIC codes; requiring only that the resistivity manifested
via the collision algorithm be consistent with the expression evaluated by the field solver.
The results presented in sections 2.8.4 and 4.2 demonstrate that the collision algorithm
employed in EPOCH-H satisfies this condition.
Tests in one and two dimensions (chapter 4) have shown that EPOCH-H
simulations are simultaneously consistent with standard EPOCH in the low density laser
interaction regime (ne . 100nc) and THOR in the high density region (ne & 100nc). The
results of the comparisons with THOR indicate that the Ohmic field solver has extended
the density regime which can be modelled effectively so as to bridge the ‘transport gap’
between the fast electron probe plane and the injection plane of a Monte-Carlo transport
code, as indicated in figure 7.2. Although the two-region model employed by EPOCH-H
requires an additional ∼ 10% run time compared to equivalent simulations performed
using standard EPOCH, these tests demonstrated that employing EPOCH-H is significantly
more efficient at reducing numerical self-heating than increasing the EPOCH simulation
resolution. However, the retention of the standard PIC model at lower densities still
permits some self-heating to occur. Thus despite the advantages granted by EPOCH-H’s
105
Figure 7.2: Diagram indicating the regions of a short-pulse laser interaction which can
be effectively modelled using a PIC code, EPOCH (blue), and a hybrid code such as,
THOR (red). The Ohmic field solver implemented in EPOCH-H (green) allows the code to
bridge the gap between simulations using collisionless PIC and hybrid codes. Underlying
image courtesy of N. J. Sircombe, AWE.
two-region model, the usual precautions required for standard PIC simulations must still
be taken in the low density, PIC region.
7.3 Effect of high density transport phenomena on proton
acceleration
When the fast electrons produced by a high intensity, short-pulse laser-plasma interaction
reach, and exit, the rear surface of the target they set up a large electrostatic field
(∼ 1012 Vm−1) [69, 71, 73]. This field is capable of accelerating protons, and heavier
ions, from the rear surface to produce a low divergence, multi-MeV beam directed
normal to the rear surface. Consequently, this process is referred to as target normal
sheath acceleration (TNSA) [70]. The protons accelerated from the target in this way
can be used for applications including radiographic imaging [16, 17], probing of electric
and magnetic fields [15] and heating of a secondary target [77–79].
As a demonstration of EPOCH-H’s ability to model transport effects in high density
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laser-plasma interactions, a series of simulations were performed comparing collisionless
and collisional EPOCH simulations of the TNSA process with EPOCH-H. The results,
discussed in section 5.3.1, provided a clear demonstration of the mitigation of numerical
self-heating in EPOCH-H simulations.
The proton distributions observed in the capped EPOCH, capped EPOCH-C and
EPOCH-H simulations exhibited very similar overall behaviour. However, the inclusion of
particle collisions in EPOCH-C resulted in a more divergent proton source compared to
EPOCH. The proton distribution in EPOCH-H exhibited not only the higher divergence seen
in the EPOCH-C simulation, but also additional filamentary structure. The filaments in
the EPOCH-H proton population were attributed to filamentation of the fast electrons as
they travelled through the high density target: the filamented fast electron distribution
reaching the rear surface of the target resulted in localised enhancements of the rear
sheath field, which in turn imprinted a filamentary structure on the protons accelerated
by the field.
The absence of fast electron and proton filaments in the EPOCH-C simulation
may have been the result of the higher noise levels in the fields and densities. With
sufficiently high mesh and/or particle resolutions it should be possible to observe
similar filamentation to that found in the EPOCH-H simulations. However, the higher
computational expense associated with such simulations means that EPOCH-H may be a
more efficient means of investigating high density transport phenomena.
In order to effectively compare fast electron filamentation simulations with
experimental observations, three-dimensional simulations are required. The inability
of the fast electron population to spread in the unmodelled z direction may have forced
the population to undergo filamentation sooner than would normally be expected. In
addition, in 2D Cartesian simulations it is not possible to account for more complex
behaviour, such as the filaments becoming intertwined.
Recent investigations into the filamentation of fast electron populations produced
by short-pulse laser interactions [57, 58] have indicated that effects such as ionisation
front instabilities and lattice structure, which are most significant during in the warm
dense matter (WDM) regime (T ∼ 1–100 eV), may seed filamentation. Further studies
[152, 153] have also demonstrated hollowing of the fast electron beam due to low
temperature resistivity effects. The simulations discussed in chapter 5 assumed that the
WDM regime was transited quickly, and had little impact on the evolution of the system,
by starting with an initial temperature of 100 eV. The collision algorithm and resistivity
model currently employed by EPOCH-C and EPOCH-H assume a ‘Spitzer’ resistivity model,
which is only valid above temperatures of approximately 100 eV. In order to accurately
model the evolution of the system in the WDM regime more rigorous, low temperature
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transport models will be required.
7.4 Heating of solid density matter
Following recent experiments on the Orion laser facility [9, 10], simulations were
performed in an attempt to replicate the observed heating of an aluminium buried
layer. 2D simulations of the heating of an aluminium layer embedded in plastic were
performed using EPOCH-H, and the hot electron transport code THOR. As in the previous
simulations, the high density model employed by the former was found to dramatically
reduce numerical self-heating. Consequently, the average temperature in the layer
displayed a much closer agreement with the recent experimental results than a similar,
collisionless, standard EPOCH calculation.
A more rigorous comparison was performed by using the atomic kinetics code FLY
[145] to calculate the expected x-ray emission spectra for the densities and temperatures
predicted by EPOCH-H and THOR. These spectra were found to be in good agreement
with the spectrum from an aluminium sample at a similar temperature and density to
that inferred from the experimentally recorded spectra.
Although the temperatures predicted by EPOCH-H and THOR were much closer
to the reported experimental values than a standard PIC simulation, the temperatures
calculated through either spatial averaging or spectral fitting were still of the order
100 eV higher than the typical experimental results. The lack of radiative and
hydrodynamic models within both codes will have resulted in higher temperatures over
longer time-scales than would otherwise be expected. Until such models can be included,
it is still necessary to employ an integrated modelling approach to simulating short-pulse
laser experiments, such as those described by Strozzi et al. [30] and Sircombe et al. [31].
The ability to model fast electron transport through the first few microns of a solid target
using EPOCH-H, however, provides more confidence in the use of such an approach, by
overcoming some of the limitations related to linking EPOCH and THOR, such as the lack
of feedback from the transport region to the laser interaction region.
7.5 Future work
A natural extension of the work discussed above would be to implement the high density
model in the 3D version of EPOCH. The high computational expense associated with
three-dimensional PIC codes make it very difficult to perform high density simulations
at a sufficiently high resolution that self-heating effects are not a concern. Extending
EPOCH-H to 3D may provide a means by which high density simulations can be performed
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at lower mesh resolutions. Furthermore, a 3D version of EPOCH-H will permit a more
rigorous investigation of the filamentary phenomena discussed in chapter 5 which did
not appear to manifest in the equivalent standard PIC simulations.
A recent publication by Sherlock et al. [136] discussed the possibility that the
use of the Spitzer resistivity model [60] in simulations of fast electron transport in high
density plasmas may not be entirely valid, and that wakefields in the background electron
population, generated by the fast electron bunches accelerated by the laser at twice the
laser frequency (see section 1.4.5), may contribute heavily to the material heating. The
authors presented a potential algorithm which may account for this source of additional
heating. Implementation of a similar plasma wave heating model in EPOCH-H will likely
be investigated once further details of the model are available, and pending the outcome
of the currently in progress development and testing by Sherlock et al.
At high densities, and particularly in targets with moderate-to-high Z materials,
radiative cooling can become an important effect over time-scales greater than a few
picoseconds. The implementation of models to include energy losses via thermal
bremsstrahlung, fast electron bremsstrahlung and line emission will likely be considered
in the future. In addition to providing a more accurate estimate of material heating,
such models will allow for the production of synthetic diagnostic images to facilitate
comparisons with experimental results.
7.6 Implications for further short-pulse modelling
By modelling both the laser interaction and fast electron transport within the same code
the effects of the presence of a high temperature laser interaction region near the high
density transport region, and the feedback to the interaction region of phenomena within
the transport region, which have generally been neglected by the methods of coupling
PIC and hybrid codes used to date, can be captured with EPOCH-H.
Updating the electric fields via Ohm’s law, rather than Ampe`re’s law, does not
permit electromagnetic or electron plasma waves to propagate. This approximation is
valid at high densities, since such waves would normally be heavily damped by Debye
screening and collisional effects, respectively. Since these phenomena are transient
in the high density plasma, it is generally not necessary to resolve the minimum
electron plasma frequency within the high density regions of EPOCH-H simulations.
Therefore, when evaluating the plasma frequency-based time-step limit, EPOCH-H uses
the maximum value within the PIC region, namely ωmax =
(
nue
2/me0
)1/2
(where nu
is as defined in section 3.2.1). In simulations where the plasma frequency is the limiting
factor, EPOCH-H’s relaxation of this time-step constraint potentially permits larger time-
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steps, and thus a reduced run time, compared to similar simulations which employ the
traditional PIC method throughout the simulation domain. It should be noted, however,
that the potential reduction in simulation run time will not apply to systems where the
time-step is constrained by the CFL limit [97] (i.e. where ∆x/c < ω−1p ).
Based on the results presented in chapters 4–6, EPOCH-H appears to be capable
of providing a short-pulse laser modelling capability which:
• is less prone to non-physical numerical effects, such as self-heating, than standard
PIC codes;
• is capable of modelling high density plasma kinetics with more relaxed time-step
constraints compared to standard PIC codes;
• can efficiently model collision-dominated regimes using currently available
computing resources;
• provides a means of ensuring that no significant transport phenomena are
neglected when using collisionless PIC simulation data as a fast electron source in
Monte-Carlo transport codes;
• can model the effect of fast electron transport phenomena and target heating on
the laser interaction physics; and
• is capable of simulating both the production of energetic electrons via laser
interaction and their subsequent transport through high density plasma within
a single simulation code.
Despite the advantages to using EPOCH-H, it should be noted that the code
remains too computationally expensive to be run sub-cycled within a radiation-
hydrodynamics code. Thus linking via a dedicated transport code (e.g. THOR) is still
required, but, by using EPOCH-H, this can be performed with a greater degree of
confidence that no pertinent phenomena have been neglected. Furthermore, EPOCH-H
lacks the appropriate material models to handle low temperature effects, and thus relies
on the assumption that the target is either initially in the classical plasma state (due to
the laser pre-pulse or a separate long-pulse interaction), or transitions the warm dense
matter regime sufficiently quickly that it can be ignored. Despite the recent addition
of a QED module [138], containing photon tracking, to EPOCH (and thus, by extension,
EPOCH-H), the emission of radiation via line emission and bremsstrahlung, which become
a significant energy loss mechanism in high Z materials, is not currently modelled.
Overall, it is expected that EPOCH-H’s Ohmic field solver will provide an efficient
and effective means of simulating short time-scale, high density plasma kinetics,
especially compared to the approach employed thus far of increasing the grid and/or
particle resolution in a standard collisional PIC simulation.
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Appendix A
Derivation of Fokker-Planck
equation
Let ψ (v,∆v) be the probability that a particle with initial velocity, v, experiences a
change in velocity, ∆v, in a time ∆t due to short-range scattering. The distribution
function, f at a time t+ ∆t can therefore be written as the product of the distribution
function at time t with ψ, and then integrated over all possible values of ∆v:
f (x,v, t) + ∆t
(
∂f (x,v, t)
∂t
)
coll
= f (x,v, t+ ∆t)
=
∫
f (x,v −∆v, t)ψ (v −∆v,∆v) d3∆v,
(A.1)
where all other forces which might evolve the distribution function have been ignored.
The product of f and ψ can be expanded about v using Taylor’s theorem,
assuming ∆v is small (this is equivalent to the small angle scattering assumption
employed later in appendix C):
f (x,v, t+ ∆t) =
∫
f (x,v, t)ψ (v,∆v)
−∆v · ∇v [f (x,v, t)ψ (v,∆v)]
+
1
2
∆v∆v : ∇2v [f (x,v, t)ψ (v,∆v)] d3∆v, (A.2)
to second order.
Since f (x,v, t) is not a function of ∆v and, by definition,
∫
ψ (v,∆v) d3∆v ≡
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1, the first term on the right-hand-side of equation A.2 reduces to:∫
f (x,v, t)ψ (v,∆v) d3∆v = f (x,v, t)
Re-arranging the second term yields:∫
−∆v · ∇v (fψ) d3∆v = −∇v · f
∫
ψ∆vd3∆v
= −∇v · (f〈∆v〉) ,
where 〈∆v〉 = ∫ ψ∆vd3∆v.
Similarly, the third term becomes:∫
1
2
∆v∆v : ∇2v (fψ) d3∆v =
1
2
∇2v : f
∫
ψ∆v∆vd3∆v
=
1
2
∇2v : (f〈∆v∆v〉) ,
where 〈∆v∆v〉 = ∫ ψ∆v∆vd3∆v.
Therefore, equation A.2 can be rewritten as:
f (x,v, t+ ∆t) = f (x,v, t)
−∇v · [f (x,v, t) 〈∆v〉]
+
1
2
∇2v : [f (x,v, t) 〈∆v∆v〉] . (A.3)
Substituting equation A.3 into equation A.1 yields an expression for the rate of
change of the distribution function due to collisions:(
∂f
∂t
)
coll
= −∇v ·
[
f
〈∆v〉
∆t
]
+
1
2
∇2v :
[
f
〈∆v∆v〉
∆t
]
. (A.4)
The 〈∆v〉 /∆t (coefficient of dynamical friction) term in equation A.4 is a drag
term, which slows/accelerates fast/slow-moving particles towards the mean velocity of
the distribution. Meanwhile, the 〈∆v∆v〉 /∆t (coefficient of dynamical diffusion) term
acts as a scattering term, broadening the distribution in velocity-space. Together, these
terms act to drive f towards an equilibrium distribution (often Maxwellian).
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A.1 The Landau equation
The Fokker-Planck coefficients can be recast in terms of the Rosenbluth potentials [154]:
〈∆v〉
∆t
= Γ
(
1 +
mi
mj
)∫
f ′
(
v′
) u
|u|3 d
3∆v′,
〈∆v∆v〉
∆t
= Γ
∫
f ′
(
v′
)( I
|u| −
uu
|u|3
)
d3v′.
where Γ = q2i q
2
j ln Λ/4pi
2
0m
2
i and u = v− v′. Here v is the velocity of particle i which
is scattering off of particle j, moving with velocity v′.
Using the following identity:
∇v ·
(
I
|u| −
uu
|u|3
)
= −∇v′ ·
(
I
|u| −
uu
|u|3
)
= − 2u|u|3
and integrating the expression for H by parts, the Fokker-Planck equation becomes the
Landau equation:(
∂f (v)
∂t
)
coll
= ∇v·Γmi
2
∫ (
I
|u| −
uu
|u|3
)(
f (v)
mj
∇v′f ′
(
v′
)− f ′ (v′)
mi
∇vf (v)
)
d3v′.
(A.5)
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Appendix B
Derivation of radiating boundary
conditions
For simplicity, we normalise Maxwell’s equations using the following:
x˜ = xω/c,
t˜ = ωt,
E˜ = E/E0,
B˜ = Bc/E0,
J˜ = J/0ωE0,
where ω is the laser frequency and E0 is the peak laser amplitude, and the tildes mark
the normalised values.
Thus equations 2.7 and 2.8, written in component form, become:
∂t˜E˜x = ∂y˜B˜z − ∂z˜B˜y − J˜x,
∂t˜E˜y = ∂z˜B˜x − ∂x˜B˜z − J˜y,
∂t˜E˜z = ∂x˜B˜y − ∂y˜B˜x − J˜z,
∂t˜B˜x = ∂z˜E˜y − ∂y˜E˜z,
∂t˜B˜y = ∂x˜E˜z − ∂z˜E˜x,
∂t˜B˜z = ∂y˜E˜x − ∂x˜E˜y.
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These can be combined to give:
∂t˜
(
E˜y ± B˜z
)
± ∂x˜
(
E˜y ± B˜z
)
= ±∂y˜E˜x + ∂z˜B˜x − J˜y, (B.1)
∂t˜
(
E˜z ∓ B˜y
)
± ∂x˜
(
E˜z ∓ B˜y
)
= ±∂z˜E˜x − ∂y˜B˜x − J˜z, (B.2)
∂t˜
(
E˜x ∓ B˜z
)
± ∂y˜
(
E˜x ∓ B˜z
)
= ±∂x˜E˜y − ∂z˜B˜y − J˜x, (B.3)
∂t˜
(
E˜z ± B˜x
)
± ∂y˜
(
E˜z ± B˜x
)
= ±∂z˜E˜y + ∂x˜B˜y − J˜z, (B.4)
∂t˜
(
E˜x ± B˜y
)
± ∂z˜
(
E˜x ± B˜y
)
= ±∂x˜E˜z + ∂y˜B˜z − J˜x, (B.5)
∂t˜
(
E˜y ∓ B˜x
)
± ∂z˜
(
E˜y ∓ B˜x
)
= ±∂y˜E˜z − ∂x˜B˜z − J˜y. (B.6)
If the gradients of the x-components of the fields in equation B.1 are assumed
to be zero, and the case of J = 0 (i.e. vacuum) is considered, then this equation
becomes: ∂t˜
(
E˜y ± B˜z
)
= ∓∂x˜
(
E˜y ± B˜z
)
, which, after taking the gradient in x and
substituting, results in the wave equation:
∂2
t˜
(
E˜y ± B˜z
)
= ∓∂2x˜
(
E˜y ± B˜z
)
. (B.7)
Equation B.7 can be considered as describing a forward/backward-travelling wave,
polarised in the y-direction, propagating parallel to the x-axis (i.e. a laser pulse
propagating through the xmin/xmax boundary).
Following a similar approach with equation B.2 results in the wave polarised in
the z-direction. Repeating this approach for equations B.3–B.6 leads to wave equations
for forward and backward propagating waves in the y and z-directions.
Let 2F˜yz = E˜y ± B˜z be the normalised electric field of a wave travelling parallel
to the x-axis, and polarised along the y-axis. On a discrete mesh, with Fyz being defined
at the same positions as the electric field components, this becomes:
2(F˜yz)
n
jkl = (E˜y)
n
jkl ±
(
(B˜z)
n
jkl + (B˜z)
n
j−1kl
)
/2,
where the magnetic fields have been interpolated to the electric field positions.
Using the FDTD forms of Faraday’s law (i.e. equation 2.12), and substituting
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the expressions for the normalised fields, this can be rewritten as:
4 (Fyz)
n
jkl = c
2∆t
(
∇−z (Bx)njkl −∇−x (Bz)njkl − µ0 (Jy)njkl
)
+ 2 (Ey)
n−1/2
jkl
± c
(
(Bz)
n
jkl + (Bz)
n
j−1kl
)
,
=
c2∆t
∆z
(
(Bx)
n
jkl − (Bx)njkl−1
)
− c
2∆t
∆x
(
(Bz)
n
jkl − (Bz)nj−1kl
)
− c2∆tµ0 (Jy)njkl + 2 (Ey)n−1/2jkl ± c (Bz)njkl ± c (Bz)nj−1kl ,
∴ 4 (Fyz)njkl = Lz
(
(Bx)
n
jkl − (Bx)njkl−1
)
− (Lx ∓ c) (Bz)njkl + (Lx ± c) (Bz)nj−1kl
−∆t (Jy)njkl /0 + 2 (Ey)n−1/2jkl .
This can then be re-arranged to obtain a boundary condition on Bz at the xmin (j = 1)
boundary:
(Bz)
n
0kl =
[
4 (Fyz)
n
1kl − 2 (Ey)n−1/21kl − Lz
(
(Bx)
n
1kl − (Bx)n1kl−1
)
+
∆t
0
(Jy)
n
1kl + (Lx − c) (Bz)n1kl
](
1
Lx + c
)
,
where the 2Fyz = Ey + cBz solution has been used, since 2Fyz = Ey − cBz implies
a wave heading away from the simulation domain. Thus, at the x = xmax boundary
(j = Nx):
(Bz)
n
Nxkl
=
[
−4 (Fyz)nNxkl + 2 (Ey)
n−1/2
Nxkl
+ Lz
(
(Bx)
n
Nxkl
− (Bx)nNxkl−1
)
− ∆t
0
(Jy)
n
Nxkl
+ (Lx − c) (Bz)nNx−1kl
](
1
Lx + c
)
.
Repeating this approach with equation B.2 will yield x-boundary conditions for
waves polarised along the z-axis. Similarly, equations B.3–B.6 can be used to derive
conditions for the y and z-boundaries.
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Appendix C
Derivation of collision parameters
C.1 Collision frequency
Consider an electron with velocity v = (|v|  c, 0, 0) approaching an ion, offset by
some distance, b (the impact parameter). Assume that the deflection of the electron’s
velocity due to the influence of the ion’s electric field is small compared to the electron’s
initial velocity (|∆v| / |v|  1). Also assume an infinitely massive ion (the Lorentz
approximation).
The electron’s position as a function of time is given by r = (|v| t, b, 0), where
t = 0 is the time of closest approach, at which the electron-ion separation is equal to b.
The force on the electron due to the ion’s electric field is given by the standard Coulomb
force:
F = qeE = −qe∇φ = − Z
∗q2er
4pi0 |r|3
.
Therefore, as the electron passes the ion, it experiences an impulse, me∆v =∫ t→∞
t→−∞ F dt.
The component of the change in the electron’s velocity perpendicular to its initial
velocity (i.e. in the y-z plane) can be calculated as follows:
me∆v = −
∫ ∞
−∞
Z∗q2er
4pi0 |r|3
dt,
∆v⊥ = −Z
∗q2ebyˆ
4pi0me
∫ ∞
−∞
dt
(b2 + v2t2)3/2
,
∆v⊥ = − 2Z
∗q2e
4pi0meb |v| yˆ.
Since the Lorentz approximation assumes an infinitely massive ion, the ion does
not recoil from the interaction. Therefore, conservation of energy can be used to show
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that v ·∆v = −12∆v ·∆v. Since v ·∆v ≡ |v|∆v‖, an expression for the parallel (x)
component of ∆v can be obtained:
∆v‖ ≈ −
1
2 |v|∆v⊥ ·∆v⊥,
= − 1
2 |v|
4Z∗2q4e
(4pi0)
2m2eb
2 |v|2 ,
= − 2Z
∗2q4e
(4pi0)
2m2eb
2 |v|3 .
Now consider an electron moving through a collection of ions with number
density ni. The number of ions passed per unit time in cylindrical geometry is
ni |v|
∫ 2pi
0 dφ
∫∞
0 bdb. The ensemble average Coulomb collision force experienced by
the electron parallel to its direction of motion is then given by:
〈F‖〉 ≡ me
〈∆v‖〉
∆t
,
= ni |v|
∫ 2pi
0
dφ
∫ ∞
0
bdbme∆v‖,
= ni |v|me2pi
(
− 2Z
∗2q4e
(4pi0)
2m2e |v|3
)∫ ∞
0
db
b
,
= − Z
∗2q4eni
4pi20me |v|2
∫ ∞
0
db
b
,
where ∆t ∼ b/v is the typical interaction time for an individual collision. It should be
noted that since the scattering in the y-z plane is assumed to be isotropic, 〈F⊥〉 = 0.
In order to evaluate the integral with respect to the impact parameter, b, it
is necessary to restrict the range of possible values. Since the plasma acts to screen
electric fields over length-scales greater than the Debye length, λD (see section 1.2.3),
ions beyond this distance will have a negligible effect upon the electron’s motion.
Consequently, this distance can be taken as the upper limit of the integral range:
bmax = λD =
(
0kbTe/q
2
ene
)1/2
.
If the electron passes sufficiently close to an ion, the Coulomb potential energy,
Z∗q2e/4pi0 |r|, is comparable to the electron’s kinetic energy, ∆v‖ ∼ |∆v⊥|, resulting
in a scattering angle of ∼ 90◦. This invalidates the small angle scattering approximation
invoked above. Therefore the minimum impact parameter can be taken to be the value
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of |r| for which ∆v‖ = |∆v⊥|:
− 2Z
∗q2e
4pi0mebmin |v| = −
2Z∗2e4
(4pi0)
2m2eλ
2
L |v|3
,
λL =
Z∗q2e
4pi0me |v|2
,
≈ Z
∗q2e
12pi0kbTe
,
where a Maxwellian electron distribution and equipartition theorem (mv2/2 = 3kbT/2)
have been assumed.
For relativistic particles, however, the minimum impact parameter is given by
the de Broglie wavelength:
λdB =
h√
γ2 − 1mc,
where γ = 1 + kBTe/mec
2. Consequently, the value of bmin is taken as the maximum
of λL and λdB:
bmin = MAX
 Z∗q2e
12pi0kbTe
,
h√
(1 + kBTe/mec2)
2 − 1mec

As a result,
∫ bmax
bmin
b−1db = ln bmax/bmin = ln Λ, where
ln Λ = ln
(
12pi (0kbTe)
3/2
Z∗q3e
√
ne
)
,
in the slow particle limit and
ln Λ = ln
mec
qeh
√
0kbTe (γ2 − 1)
ne
 ,
for relativistic particles, where γ = 1 + kBTe/mec
2.
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Thus:
me
∂v‖
∂t
= 〈F‖〉 = me
∆v‖
∆t
= −Z
∗2q4eni ln Λ
4pi20me |v|2
, (C.1)
= −Z
∗2q4eni ln Λ
4pi20m
2
e |v|3
mev‖ = −νmev‖.
∴ ν = Z
∗2q4eni ln Λ
4pi20m
2
e |v|3
.
C.2 Scattering angle
Since scattering is a random process, central limit theorem indicates that the scattering
angles relative to the initial velocity vector, ∆θ = arcsin |∆v⊥| / |v + ∆v|, should form
a Gaussian distribution:
f (∆θ) ∝ exp
(
−∆θ
2
2s2
)
,
where s2 = 〈∆θ2〉 − 〈∆θ〉2 is the variance. Since 〈∆θ〉 = 0, s2 = 〈∆θ2〉.
It can be shown that ∆v‖/ |∆v⊥| = tan θ/2. Using small angle approximation,
∆θ ≈ 2∆v‖/ |∆v⊥|, and thus
s2 = 〈∆θ2〉 ≈
〈
4∆v2‖
|∆v⊥|2
〉
= ∆tni |v|
∫ 2pi
0
dφ
∫ bmax
bmin
4∆v2‖
|∆v⊥|2
bdb,
=
2Z∗2q4eni∆t
4pi20m
2
e |v|3
∫ bmax
bmin
db
b
,
= 2
Z∗2q4eni ln Λ
4pi20m
2
e |v|3
∆t. (C.2)
∴ s ≈
√
2ν∆t.
This is equivalent to the Fokker-Planck approach [121, 123, 155], since the
method employed here of multiple, small angle scattering events is equivalent to
considering random deflections due to the simultaneous effects of the presence of many
nearby particles [156].
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