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Abstract
Existing studies have shown that the conventional multi-objective evolutionary algorithms (MOEAs) based on decomposition may
lose the population diversity when solving some many-objective optimization problems. In this paper, a simple decomposition-
based MOEA with local iterative update (LIU) is proposed. The LIU strategy has two features that are expected to drive the
population to approximate the Pareto Front with good distribution. One is that only the worst solution in the current neighborhood
is swapped out by the newly generated offspring, preventing the population from being occupied by copies of a few individuals.
The other is that its iterative process helps to assign better solutions to subproblems, which is beneficial to make full use of the
similarity of solutions to neighboring subproblems and explore local areas in the search space. In addition, the time complexity
of the proposed algorithm is the same as that of MOEA/D, and lower than that of other known MOEAs, since it considers only
individuals within the current neighborhoodat each update. The algorithm is comparedwith several of the best MOEAs on problems
chosen from two famous test suites DTLZ and WFG. Experimental results demonstrate that only a handful of running instances of
the algorithm on DTLZ4 lose their population diversity. What’s more, the algorithm wins in most of the test instances in terms of
both running time and solution quality, indicating that it is very effective in solving MaOPs.
Keywords: evolutionary algorithms, many-objective optimization, Pareto optimality, dominance, decomposition.
1. Introduction
A multi-objective optimization problem (MOP) can be for-
mulated as a minimization problem as follows:
Minimize F(x) = ( f1(x), f2(x), ..., fM(x))
T
S ub ject to x ∈ Ω,
(1)
where M ≥ 2 is the number of objective functions, x is a de-
cision vector (or solution), and Ω is the feasible set of deci-
sion vectors. A MOP with M ≥ 4 is often referred to as a
many-objective optimization problem (MaOP). A solution x of
Eq.(1) is said to dominate the other one y (x 4 y), if and only
if fi(x) ≤ fi(y) for i ∈ (1, ..., M), and f j(x) < f j(y) for at least
one index j ∈ (1, ..., M). A solution x ∈ Ω is said to be Pareto-
optimal, if there is no solution y ∈ Ω such that y 4 x. F(x)
is then called a Pareto-optimal objective vector. All the Pareto
optimal objective vectors of Eq. (1) consist of the Pareto Front
(PF)[1].
Decomposition[2, 3, 4] has become one of the most famous
paradigms for designing multi- or many-objective evolution-
ary algorithms (MOEAs). MOEA/D[5] is a milestone for the
decomposition-based MOEAs. In MOEA/D, a MOP is decom-
posed into a set of subproblems, by using a set of weight vec-
tors associated with a fitness assignment method such as the
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penalty-based boundary intersection (PBI) approach. Since so-
lutions of subproblems associated with the same neighborhood
are expected to be similar, they can be updated by a newly gen-
erated offspring. In this way, the subproblems are optimized
simultaneously. MOEA/D takes into account both convergence
and diversity of the population in a simple framework, and
hence have been studied extensively from different points of
view [6, 7, 8].
However, existing studies have shown that the conven-
tional decomposition-based MOEAs have difficulty in solving
MaOPs, although they perform well on a wide range of MOPs
with two or three objectives. For example, MOEA/D may lose
the population diversity on some problems such as DTLZ4,
and the situation gets worse when the number of the objec-
tive functions goes up. To improve the performance of the
decomposition-based MOEAs in solving MaOPs, several suc-
cessful algorithms have been proposed[7, 9, 10]. One of them is
MOEA/DD[10]. Like MOEA/D, MOEA/DD employs a set of
weight vector associated with the PBI approach to decompose
a given MaOP into a set of subproblems and optimize them si-
multaneously. To improve the performance, MOEA/DD incor-
porates a hybrid update strategy based on decomposition and
dominance, in which dominance is used as a ranking method to
help globally select the worst solution from the whole popula-
tion. Experimental results have shown that MOEA/DD outper-
forms MOEA/D and several of the best MOEAs, i.e., NSGA-
III[11], GrEA[12] and HyPE[13], indicating that its update
strategy is effective to avoid the loss of the population diver-
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sity.
The update strategy adopted by MOEA/DD has two differ-
ent features from MOEA/D. One is that, it is a global update
strategy that considers all solutions in the whole population at
each update, while MOEA/D considers only solutions within
the current neighborhood. Therefore, it takes more time for
MOEA/DD to update the population than MOEA/D. The other
is that, only the worst solution of the whole population is re-
placed out by the newly generated offspring. But in MOEA/D,
all of the solutions within the current neighborhood that worse
than the newly generated offspring will be replaced. That is
the reason why the population of MOEA/D can be occupied
by copies of several solution, and loses its diversity. Li and
Zhang[14] have noticed this problem and modified the update
strategy to replace at most two solutions within the current
neighborhood. This slows down the loss of the population di-
versity, but can not stop it.
In this paper, a simple local iterative update (LIU) strategy
is proposed and incorporated into a simplified decomposition-
based MOEA framework. The resulting algorithm is hence de-
noted as MOEA/D-LIU. It has the same computational com-
plexity as MOEA/D, but shows competitive performance com-
pared with several of the best MOEAs. The proposed LIU strat-
egy has the following features:
1. It considers only solutions within the current neighbor-
hood at each update. Therefore, the time complexity of
our algorithm is the same as that of MOEA/D, and lower
than that of other existing MOEAs, such as NSGA-II,
MOEA/DD and RVEA[7], etc. Especially, almost all of
the actual running times of our algorithm in our experi-
ments are lower than those of MOEA/D.
2. Only the worst solution on the iterative path is replaced by
the newly generated offspring. This further slows down
the loss of the population diversity. And only a handful
of running instances of our algorithm on DTLZ4 lose their
population diversity in our experiments.
3. Its iterative process helps to assign better solutions to
subproblems. One of the biggest advantages of the
decomposition-based MOEAs is that they considers simi-
larity between solutions of neighboring subproblems and
each subproblem is optimized by using information from
its neighboring subproblems. By assigning solutions to
more appropriate subproblems, the LIU strategy can make
full use of this advantage. Overall, MOEA/D-LIU out-
performs MOEA/D, MOEA/DD and GrEA in most of the
comparisons of DTLZ1 to DTLZ4 and WFG1 to WFG9 in
terms of convergence and diversity.
The rest of the paper is organized as follows. In Section
II, we provide some preliminaries used in MOEA/D-LIU. The
algorithm MOEA/D-LIU is proposed in Section III, including
the initialization procedure, the reproduction procedure and the
LIU procedure. Some discussions about similarities and dif-
ferences between the algorithm and MOEA/D are also made.
In Section IV, experimental data obtained by MOEA/D-LIU
on DTLZ1 to DTLZ4 and WFG1 to WFG9 are compared
with those obtained by several other MOEAs, i.e., MOEA/D,
MOEA/DD and GrEA. The paper is concluded in Section V.
2. Prelimilaries
2.1. Systematic Sampling Approach
A weight vector generation method is needed in a
decomposition-based MOEA. We use the systematic sampling
approach proposed by Das and Dennis[15] to generate weight
vectors in our algorithm presented later in Section 3. In this
approach, weight vectors are sampled from a unit simplex. Let
w = (w1, ...,wM)
T is a given weight vector, w j(1 6 j 6 M)
is the jth component of w, δ j is the uniform spacing between
two consecutive w j values, and 1/δ j is an integer. The pos-
sible values of w j are sampled from {0, δ j, ..., K jδ j}, where
K j = (1 −
∑ j−1
i=1
wi)/δ j. In a special case, all δ j are equal to
δ. To generate a weight vector, the systematic sampling ap-
proach starts with sampling from {0, δ, 2δ, ..., 1} to obtain the
first component w1, and then from {0, δ, 2δ, ..., K2δ} to get the
second component w2 and so forth, until the Mth component
wM is generated. Repeat such a process, until a total of
N(D, M) =
(
D + M − 1
M − 1
)
(2)
different weight vectors are generated, where D > 0 is the num-
ber of divisions considered along each objective coordinate.
However, a MOEA with a large D would generate too much
weight vectors and this in turn would add more computational
burden to the MOEA, and a small D would be harmful to the
population diversity. Therefore, a two-layer weight vector gen-
eration method[11, 10] is adopted in our algorithm for test in-
stances with M ≥ 8. In the two-layer weight vector genera-
tion method, a set of N1 weight vectors in the boundary layer
and a set of N2 weight vectors in the inside layer are generated
in advance, according to the systematic sampling approach de-
scribed above. The coordinates of each weight vector in the
inside layer are then shrunk by a coordinate transformation as
vi =
1 − τ
M
+ τ × wi, (3)
where wi is the ith component of the weight vector w in the in-
side layer, and τ ∈ [0, 1] is a shrinkage factor set as τ = 0.5 in
[11] and [10]. Finally, the two sets are combined to form the
final set of weight vectors. Denote the number of the weight
vectors generated in the boundary layer and the inside layer as
D1 and D2 respectively. Then, the total number of the weight
vectors generated by the two-layer weight vector generation
method is N(D1, M) + N(D2, M).
2.2. PBI approach
The PBI approach is adopted in our algorithm as a fitness
assignment method to decompose a problem into subproblems,
and serves as a criterion for comparing solutions[5]. In the PBI
criterion, a solution x is considered to be better than the other
one y when PBI(x) < PBI(y). To calculate the PBI value of
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a solution x, the objective values of it are needed to be trans-
formed beforehand as:
f ′i (x) = fi(x) − z
∗
i , (4)
where z∗ = (z∗
1
, z∗
2
, ..., z∗
M
)T is the ideal point, and fi(x) is the ith
objective value of x.
The PBI value is then computed as[5]:
PBI(x) = PBI(x,w) = d1 + θd2 (5)
with
d1 = d1(x,w) =
∥∥∥(F′(x))T w∥∥∥
‖w‖
,
d2 = d2(x,w) =
∥∥∥∥∥F′(x) − d1 w‖w‖
∥∥∥∥∥
(6)
that are used as measures for convergence and diversity of
the population, respectively, where w is a given weight vec-
tor, θ is a user-defined constant penalty parameter, and F′(x) =
( f ′
1
(x), f ′
2
(x), ..., f ′
M
(x))T .
2.3. Objective Normalization
Objective normalization has been proven to be effective[16,
17, 18] for a MOEA to solve MaOPs with disparately scaled
objectives such as ZDT3 andWFG1 toWFG9. In this paper, we
adopt a simple normalization method[5] that transforms each
objective according to the following form:
f ′′i (x) =
fi(x) − z
∗
i
znad
i
− z∗
i
, (7)
where znad
i
= max{ fi(x)|x ∈ PS }, and z
nad = (znad
1
, znad
2
, ..., znad
M
)T
is the nadir point. Eq. (6) can hence be rewritten as
d1 =
∥∥∥(F′′(x))T w∥∥∥
‖w‖
d2 =
∥∥∥∥∥F′′(x) − d1 w‖w‖
∥∥∥∥∥ ,
(8)
where F′′(x) = ( f ′′
1
(x), f ′′
2
(x), ..., f ′′
M
(x))T .
However, it is generally not easy to obtain z∗ and znad in ad-
vance, therefore we replace z∗
i
and znad
i
with the minimum and
maximum value, respectively, of the ith objective that have been
found so far. To be specific, z∗ and znad are initialized by the ob-
jective values of the initial population in the initialization phase.
Thereafter, both of them are updated by every newly generated
offspring.
3. Proposed Algorithm:MOEA/D-LIU
3.1. Algorithm Framework
The proposed algorithm MOEA/D-LIU is implemented in a
simplified version of the original decomposition-based MOEA
framework that is presented in Algorithm 1. At each gener-
ation, the algorithm traverses N weight vectors, generates an
offspring for each weight vector by using several conventional
reproduction operators, i.e., the selection operator, the simu-
lated binary crossover (SBX) operator[19] and the polynomial
mutation (PM) operator[20], and updates the population with
the offspring in the LIU procedure.
Algorithm 1 General Framework of MOEA/D-LIU
Input: Maximum Number of Generations:G.
Output: Final Population.
1: Initialization Procedure;
2: for t = 1 to G do
3: for i = 1 to N do
4: Reproduction Procedure;
5: LIU procedure;
6: end for
7: end for
3.2. Initialization Procedure
The initialization procedure includes four steps. In the first
step, a set of uniformly distributed weight vectors are generated
using the systematic sampling approach described in Section
2.1.
In the second step, the neighborhood of each weight vec-
tor is generated by calculating the included angles between the
weight vector and other weight vectors. The included angle be-
tween two weight vectors w and w′ can be calculated as:
tan θ =
d′
2
d′
1
, (9)
where d′
1
and d′
2
are variants of d1 and d2 in Eq. (6), respec-
tively. They can be calculated as
d′1 =
∥∥∥wT w′∥∥∥
‖w′‖
, d′2 =
∥∥∥∥∥w − d1 w
′
‖w′‖
∥∥∥∥∥ . (10)
A set of T weight vectors that have the minimum angles to the
weight vector forms the neighborhood.
In the third step, N individuals are initialized randomly one
by one. To initialize the ith individual is to generate n random
numbers x j ∈ [L j,U j] (1 ≤ j ≤ n) for the individual as its de-
cision variables, and evaluate it. L j and U j are the lower and
upper bounds of the jth decision variable, respectively. The in-
dividual is then attached to the ith weight vector. In other words,
the ith randomly generated individual represents the initial so-
lution x = (x1, x2, ..., xn) of the ith subproblem.
In the fourth step, the ideal point is initialized as
z∗i = min
x∈P
fi(x), (11)
where, P is currently the initial population, fi(x) is the ith objec-
tive of an individual x. Similarly, the nadir point is initialized
as
znadi = max
x∈P
fi(x). (12)
3.3. Reproduction Procedure
The reproduction procedure can be described as follows.
Firstly, two individuals are selected as the mating parents. The
first individual is assigned to be the individual attached to the
current weight vector. A random number r between 0 and 1 is
then generated. If r is less than a given selection probability ps,
then chooses the second individual from the neighborhood of
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the current weight vector, or else randomly chooses the second
individual from the whole population.
Secondly, the SBX operator is applied on the two parents to
generate two intermediate individuals. Denote the two parents
as p1 = (p1,1, ..., p1,n), and p2 = (p2,1, ..., p2,n), respectively.
The two intermediate individuals c1 = (c1,1, ..., c1,n) and c2 =
(c2,1, ..., c2,n) are calculated as follows:
c1,i = 0.5
[
(1 + βi)p1,i + (1 − βi)p2,i
]
,
c2,i = 0.5
[
(1 − βi)p1,i + (1 + βi)p2,i
]
,
(13)
with
βi =

(2ui)
1
ηc+1 , i f ui ≤ 0.5;(
1
2(1 − ui)
) 1
ηc+1
, otherwise,
(14)
where ui ∈ [0, 1] is a random number, and ηc is the distribution
index. Notice that, if both of the two individuals are preserved
for the following steps, then the number of individuals evalu-
ated at each generation will be twice as many as the population
size. However, the number of individuals evaluated at each gen-
eration in the MOEAs to be compared with is the same as the
population size. Therefore, one of the two intermediate individ-
uals is abandoned at random for the sake of fairness.
Thirdly, the PM operator is applied on the preserved inter-
mediate individual to generate an offspring c, which will be
evaluated and used to update the current population in the fol-
lowing LIU procedure.The PM operator generates an offspring
c = (c1, ..., cn) from the preserved intermediate individuals
c = (c1, ..., cn) in the following way:
ci = ci + (Ui − Li)δi, (15)
with
δi =

(2ui)
1
ηm+1 , i f ui ≤ 0.5;
1 − [2(1 − ui)]
1
ηm+1 , otherwise,
(16)
where ui ∈ [0, 1] is a random number, and ηm is the distribution
index.
Fourthly, update the ideal point. If the ith objective value
fi(c) of the offspring is less than z
∗
i
, replace z∗
i
with fi(c).
Finally, update the nadir point. If the ith objective value fi(c)
of the offspring is larger than znad
i
, replace znad
i
with fi(c).
3.4. LIU Strategy
As it can be seen from Algorithm 2, the LIU strategy is di-
rect and very simple. It traverses T weight vectors within the
current neighborhood, compare the individual associated with
each weight vector and the individual stored in the c to judge
whether to swap them. Specifically, at each iterative step, the
jth individualN[i][ j], i.e., the individual associated with the jth
subproblem (weight vector) in the current neighborhood N[i],
is compared with the individual stored in c. The swapping oper-
ation occurs only when the individual stored in c is better than
N[i][ j]. In other words, a swapping operation assigns a better
solution to the subproblem associated with the current weight
vector (jth weight vector in the current neighborhood). The last
Algorithm 2 The LIU Strategy
Input: The offspring c and the current neighborhoodN[i].
1: for j = 1 to T do
2: if PBI(c) < PBI(N[i][ j]) then
3: S wap(c,N[i][ j]);
4: end if
5: end for
individual stored in c is considered as the worst individual in
the current neighborhood and abandoned.
The LIU strategy is simple but has two features that can help
the population evolve more effectively. One is that, only the
worst solution in the current neighborhood is replaced out of
the population, preventing the population from being occupied
by copies of a few individuals. The other is that, its iterative
process helps to arrange individuals, that is, to assigns better
solutions to subproblems within the current neighborhood.
3.5. Time Complexity
As it is mentioned above, the LIU strategy traverses T weight
vectors within the current neighborhood, compare the individ-
ual associated with each weight vector and the individual stored
in the c to judge whether to swap them. Therefore, it takes
O(MT ) times of floating-point calculations for the LIU strategy
to update the population, where M is the number of the objec-
tive functions and T is the neighborhood size. The time com-
plexity of the proposed algorithm at each generation is hence
O(MNT ), which is the same as that of MOEA/D, and lower
than that of other known MOEAs, such as MOEA/DD, NSGA-
II and RVEA[7], etc. It is shown in Section 4.4 that, the ac-
tual running times of the algorithm on almost all instances of
DTLZ1 to DTLZ4 and WFG1 to WFG4 are less than those of
MOEA/D andMOEA/DD, indicating that the algorithm is com-
putationally efficient.
3.6. Discussion
As we can see, MOEA/D-LIU is a variant of MOEA/D. Like
MOEA/D, our algorithm uses a set of weight vectors associated
with a fitness assignment method to decompose a given MaOP
into subproblems and optimize them simultaneously. In addi-
tion, Both MOEA/D-LIU and MOEA/D consider only the indi-
viduals within the current neighborhood at each update, which
makes the time complexity of them the lowest among known
MOEAs. But they differ in the following three aspects:
1. MOEA/D-LIU adopts an angle-based approach to identify
the neighborhood of a subproblem, while MOEA/D uses a
method based on the Euclidean distance between reference
points.
2. In MOEA/D, all individuals in the current neighborhood
that are worse than the newly generated offspring will be
replaced. Whereas in MOEA/D-LIU, only the worst solu-
tion in the current neighborhood will be swapped out and
abandoned. This can effectively prevent the current popu-
lation from being occupied by copies of a few individuals,
and losing its diversity.
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3. MOEA/D doesn’t change the position of a preserved in-
dividual throughout the update process. On the contrary,
the iterative process of the LIU strategy used byMOEA/D-
LIU helps to arrange individuals within the current popula-
tion. In other words, the LIU strategy is designed not only
to preserve better solutions to the next generation, but also
to assign the right solution to each subproblem. Mean-
while, solutions of neighboring subproblems of a continu-
ous MaOP are assumed to be similar, they are kept similar
in this way. This is beneficial to make full use of the ad-
vantages of decomposition. For example, the similarity of
solutions of neighboring subproblems can help the neigh-
borhood selection operation to explore local areas more
effectively, which is discussed a little further in Section
4.6.
Based on the above points, the LIU strategy is expected to
drive the population to approximate the PF quickly with good
distribution.
4. Experimental Results
The proposed algorithm MOEA/D-LIU is implemented1 in
the framework of jMetal 5.4[21, 22] and run 20 times indepen-
dently for each instance on Intel(R) Core(TM) i7- 4790 CPU.
In this section, the running times of the algorithm are compared
with those obtained by MOEA/D and MOEA/DD, and the ex-
perimental results are compared with those appeared in [10].
We also conduct a study on the parameter sensitivity of the al-
gorithm.
4.1. Performance Metrics
The following two performance metrics are employed to
measure the convergence and diversity of the algorithms to be
compared.
4.1.1. Inverted Generational Distance(IGD)
Let S be a solution set of a MOEA on a given MaOP, and R
be a set of uniformly distributed representative points of the PF.
The IGD value of S relative to R can be calculated as[23]
IGD(S ,R) =
∑
r∈R d(r, S )
|R|
(17)
where d(r, S ) is the minimumEuclidean distance between r and
the points in S , and |R| is the cardinality of R. Note that, the
points in R should be well distributed and |R| should be large
enough to ensure that the points in R could represent the PF
very well. This guarantees that the IGD value of S is able to
measure the convergence and diversity of the solution set. The
lower the IGD value of S , the better its quality[10].
1The source code of MOEA/D-LIU can be downloaded from:
https://share.weiyun.com/59kVbCt . The source code of jMetal 5.4 can
be downloaded from: http://jmetal.github.io/jMetal/ .
4.1.2. HyperVolume(HV)
The HV value of a given solution set S is defined as[24]
HV(S ) = vol

⋃
x∈S
[
f1(x), z1
]
× . . . ×
[
fM(x), zM
] , (18)
where vol(·) is the Lebesgue measure, and zr = (z1, . . . , zM)
T is
a given reference point. As it can be seen that the HV value of
S is a measure of the size of the objective space dominated by
the solutions in S and bounded by zr.
As with [10], an algorithm based on Monte Carlo sampling
proposed in [13] is applied to compute the approximate HV
values for 15-objective test instances, and the WFG algorithm
[25] is adopted to compute the exact HV values for other test
instances for the convenience of comparison. In addition, all
the HV values are normalized to [0, 1] by dividing
∏M
i=1 zi.
4.2. Benchmark Problems
4.2.1. DTLZ test suite
Problems DTLZ1 to DTLZ4 from the DTLZ test suite pro-
posed by Deb et al[26] are chosen for our experimental studies
in the first place. One can refer to [26] to find their definitions.
Here, we only summarize some of their features.
• DTLZ1:The global PF of this problem is the linear hyper-
plane
∑M
i=1 fi = 0.5. And the search space contains (11
k −
1) local PFs that can hinder a MOEA to converge to the
hyper-plane.
• DTLZ2:The global PF of this problem satisfies
∑M
i f
2
i
= 1.
Previous studies have shown that this problem is eas-
ier to be solved by existing MOEAs, such as NSGA-III,
MOEADD, etc., than DTLZ1, DTLZ3 and DTLZ4.
• DTLZ3:This problem has the same PF shape as DTLZ2,
and introduces (3k − 1) local PFs that are parallel to the
global PF. A MOEA can get stuck at any of these local
PFs before converging to the global PF. Therefore, this
problem can be used to investigate a MOEA’s ability to
converge to the global PF.
• DTLZ4:This problem also has the same PF shape as
DTLZ2, and can be obtained by modifying DTLZ2 with
a different meta-variable mapping, which is expected to
introduce a biased density of solutions in the search space.
Therefore, it can be used to investigate a MOEA’s ability
to maintain a good distribution of solutions.
To calculate the IGD value of a result set S obtained by a
MOEA on a MaOP, a set R of representative points of the PF
needs to be given in advance. For problems DTLZ1 to DTLZ4,
we take the set of the intersecting points of the weight vectors
and the PF surface as R. Let f ∗ = ( f ∗
1
, ..., f ∗
M
) be the intersecting
point of a weight vector w = (w1, ...,wM)
T and the PF surface.
Then f ∗
i
can be computed as[10]
f ∗i = 0.5 ×
wi∑M
j=1 w j
(19)
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for DTLZ1, and
f ∗i =
wi√∑M
j=1 w j
(20)
for DTLZ2, DTLZ3 and DTLZ4.
4.2.2. WFG test suite
This test suite allows test problem designers to construct scal-
able test problems with any number of objectives, in which fea-
tures such as modality and separability can be customized as
required. As discussed in [27, 28], it exceeds the function-
ality of the DTLZ test suite. In particular, one can construct
non-separable problems, deceptive problems, truly degenera-
tive problems, mixed shape PF problems, problems scalable in
the number of position-related parameters, and problems with
dependencies between position- and distance-related parame-
ters as well with the WFG test suite.
In [28], several scalable problems, i.e., WFG1 to WFG9, are
suggested for MOEA designers to test their algorithms, which
can be described as follows.
Minimize F(X) = ( f1(X), ..., fM(X))
fi(X) = xM + 2ihi(x1, ..., xM−1)
X = (x1, ..., xM)
T
(21)
where hi is a problem-dependent shape function determining
the geometry of the fitness space, and X is derived from a vec-
tor of working parameters Z = (z1, ..., zn)
T , zi ∈ [0, 2i] , by em-
ploying four problem-dependent transformation functions t1, t2,
t3 and t4. Transformation functions must be designed carefully
such that the underlying PF remains intact with a relatively easy
to determine Pareto optimal set. The WFG Toolkit provides a
series of predefined shape and transformation functions to help
ensure this is the case. One can refer to [27, 28] to see their
definitions. Let
Z′′ = (z′′1 , ..., z
′′
m)
T = t4(t3(t2(t1(Z
′))))
Z′ = (z1/2, ..., zn/2n)
T .
(22)
Then xi = z
′′
i
(z′′
i
−0.5)+0.5 for problemWFG3, whereas X = Z′′
for problems WFG1, WFG2 and WFG4 to WFG9.
The features of WFG1 to WFG9 can be summarized as fol-
lows.
• WFG1:A separable and unimodal problem with a biased
PF and a convex and mixed geometry.
• WFG2:A non-separable problem with a convex and dis-
connected geometry, i.e., the PF of WFG2 is composed
of several disconnected convex segments. And all of its
objectives but fM are unimodal.
• WFG3:A non-separable and unimodal problem with a lin-
ear and degenerate PF shape, which can be seen as a con-
nected version of WFG2.
• WFG4:A separable and multi-modal problem with large
”hill sizes”, and a concave geometry.
Table 1: Divisions and Population Sizes
M D1 D2 Population Size
3 12 - 91
5 6 - 210
8 3 2 156
10 3 2 275
15 2 1 135
Table 2: Number OF Generations
Instance M = 3 M = 5 M = 8 M = 10 M = 15
DTLZ1 400 600 750 1000 1500
DTLZ2 250 350 500 750 1000
DTLZ3 1000 1000 1000 1500 2000
DTLZ4 600 1000 1250 2000 3000
• WFG5:A separable and deceptive problem with a concave
geometry.
• WFG6:A nonseparable and unimodal problem with a con-
cave geometry.
• WFG7:A separable and unimodal problem with parameter
dependency, and a concave geometry.
• WFG8:A nonseparable and unimodal problem with pa-
rameter dependency, and a concave geometry.
• WFG9:A nonseparable, deceptive and unimodal problem
with parameter dependency, and a concave geometry.
As it can be seen from above, WFG1 and WFG7 are both
separable and unimodal, and WFG8 and WFG9 have nonsepa-
rable property, but the parameter dependency of WFG8 is much
harder than that of WFG9. In addition, the deceptiveness of
WFG5 is more difficult than that of WFG9, since WFG9 is only
deceptive on its position parameters. However, when it comes
to the nonseparable reduction, WFG6 and WFG9 are more dif-
ficult than WFG2 and WFG3. Meanwhile,problems WFG4 to
WFG9 share the same PF shape in the objective space, which is
a part of a hyper-ellipse with radii ri = 2i, where i ∈ {1, ..., M}.
4.3. Parameter Settings
The algorithm does not require any new parameters except
some parameters in the conventional MOEAs, such as the pop-
ulation size, the selection probability, and so on, which can be
listed as follows:
• Settings for Crossover Operator:The crossover probability
is pc = 1.0 and the distribution index is ηc = 20.
• Settings for Mutation Operator:The mutation probability
is pm = 0.5/n, and the distribution index is ηm = 20.
6
• Population Size:The population size of MOEA/D-LIU is
the same as the number of the weight vectors. For 3- and
5-objective instances, the weight vectors are generated by
the original systematic sampling approach, and for 8-, 10-
and 15-objective instances, the two-layer weight vector
generation method is applied. In both cases, the number
of divisions along each coordinate determines the number
of the weight vectors as discussed previously. The num-
ber of divisions and the population size are summarized in
Table 1.
• Number of Runs:The algorithm is independently run 20
times on each test instance.
• Number of Generations: MOEA/D-LIU stopped at a pre-
defined number of generations. The number of generations
for DTLZ1 to DTLZ4 is listed in Table 2, and the number
of generations for all the instances of WFG1 to WFG9 is
set to 3000.
• Penalty Parameter in PBI: θ = 5.0.
• Neighborhood Size: T = 30.
• Selection Probability: The probability of selecting two
mating individuals from the current neighborhood is ps =
0.9.
• Settings for DTLZ1 to DTLZ4:As in papers[10, 9], the
number of the objectives are set as M ∈ {3, 5, 8, 10, 15}
for comparative purpose. And the number of the decision
variables is n = M + r − 1, where r = 5 for DTLZ1, and
r = 10 for DTLZ2, DTLZ3 and DTLZ4. To calculate
the HV value we set the reference point to (1, ..., 1)T for
DTLZ1, and (2, ..., 2)T for DTLZ2 to DTLZ4.
• Settings for WFG1 to WFG9: The number of the decision
variables is n = k+ l, where k = 2× (M−1) is the position-
related variable and l = 20 is the distance-related variable.
To calculate the HV values for problemsWFG1 to WFG9,
the reference point is (3, ..., 2M + 1)T .
For the sake of fairness, the population size, the number of
runs and the number of generations are the same as other algo-
rithms for comparison.
4.4. Performance Comparisons on DTLZ1 to DTLZ4
All instances run 20 times independently and their average
running times are listed in Table 3. As it can be seen, the av-
erage running times of MOEA/D-LIU on all instances are less
than those of MOEA/D andMOEA/DD, except those of the 15-
objective instances of DTLZ3 and DTLZ4. This indicates that
MOEA/D-LIU is computationally efficient on these problems.
The non-dominated fronts, obtained byMOEA/D-LIU on the
3-objective instances of the four problems in the run associated
with the median IGD value, are plotted in Fig. 1. As can be
seen from the figure, MOEA/D-LIU performs well on all the
3-objective instances, in terms of convergence and distribution.
Fig. 2 and 3 show the parallel coordinates of non-dominated
fronts obtained by MOEA/D-LIU, on the 10- and 15-objective
instances of DTLZ1 to DTLZ4, respectively, in the run associ-
ated with median IGD value. It can be observed that the non-
dominated fronts obtained by the algorithm are promising in
both convergence and distribution. As it is mentioned before,
the four problems have many local minima in the search space
to hinder a MOEA to converge to the global PF. Therefore, our
observations mean that the algorithm has good performance to
cross the local minima and approach the PF.
We calculate the IGD values of the solution sets found
by MOEA/D-LIU, and compare the calculation results with
those presented in [10], where the experimental results ob-
tained by MOEA/DD, MOEA/D, NSGA-III, GrEA and HyPE
are compared. But only the experimental results of MOEA/DD
and MOEA/D are preserved for comparison, since NSGA-III,
GrEA and HyPE do not win on all of the comparisons in that
paper. The detailed data are shown in Table 4.
• DTLZ1:It can be seen from Table 4 that MOEA/D-LIU
andMOEA/DD perform better thanMOEA/D on all of the
IGD values. In detail, MOEA/DD wins 12 out of 15 val-
ues and wins all comparisons of the 10- and 15-objective
instances, and can be considered as the best optimizer for
DTLZ1.
• DTLZ2:The performance of MOEA/D-LIU, MOEA/DD
and MOEA/D is comparable in this problem. From the
specific data, MOEA/D-LIU shows the best performance
on all of the instances and is the best optimizer for DTLZ2.
• DTLZ3:Although MOEA/DD performs well on all of the
instances of DTLZ3, MOEA/D-LIU wins 13 out of 15
comparisons, and is the best optimizer for this problem.
It seems that MOEA/D is not stable on 8-, 10- and 15-
objective instances of this problem, since the difference
between the best, median and worst values are significant.
• DTLZ4:MOEA/D performs far worse than MOEA/D-LIU
and MOEA/DD on this problem, because of the degenera-
tion of its population on all the instances of DTLZ4. To be
specific, MOEA/D-LIU wins 12 out 15 comparisons but
the population degenerates in several running instances.
On the whole, our algorithm can obtain well converged and
distributed results on the four problems. It wins on 43 out of
60 comparisons, and shows a promising performance on these
problems, especially on DTLZ2 to DTLZ4.
4.5. Performance Comparisons on WFG1 to WFG9
All instances run 20 times independently and their average
running times are listed in Table 5. As it can be seen, MOEA/D-
LIU takes less time to solve each instance than MOEA/D and
MOEA/DD, except for the 3-objective instance of WFG8, indi-
cating that MOEA/D-LIU is computationally efficient on prob-
lems WFG1 to WFG9.
In paper [10], the best, median and worst HV values obtained
byMOEA/DD,MOEA/D, GrEA and HypE onWFG1 toWFG9
instances with different number of objectives are compared, and
MOEA/DD and GrEA win on all of the comparisons. To ver-
ify the performance of MOEA/D-LIU on these problems, the
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Table 3: Running times (in milliseconds) of MOEA/D-LIU, MOEA/D and MOEA/DD on the instances of problems DTLZ1 to DTLZ4.
Problem M MOEA/D-LIU MOEA/D MOEA/DD Problem MOEA/GLU MOEA/D MOEA/DD
DTLZ1
3 635 711 1012
DTLZ2
481 598 698
5 2871 3534 10374 1951 2515 7053
8 3481 3898 9733 2658 3095 7237
10 9607 12976 49295 7545 8925 42291
15 9350 9394 25473 7341 8363 18098
DTLZ3
3 2031 2402 2667
DTLZ4
1266 1370 1661
5 5841 7537 17811 6109 7020 20077
8 5410 5641 12958 7417 8290 16981
10 16843 19364 48936 22181 23097 105682
15 13736 10795 21037 24949 24309 57763
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Figure 1: Non-dominated fronts obtained by MOEA/D-LIU on the 3-objective instance of DTLZ1, DTLZ2, DTLZ3 and DTLZ4, respectively, in the run associated
with the median IGD value.
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Table 4: Best, Median and Worst IGD Values by MOEA/D-LIU, MOEA/DD and MOEA/D on the instances of DTLZ1, DTLZ2, DTLZ3 and DTLZ4 with Different
Number of Objectives. The values in gray are the best.
Instance M MOEA/D-LIU MOEA/DD MOEA/D Instance MOEA/D-LIU MOEA/DD MOEA/D
DTLZ1
3
2.935E-04 3.191E-04 4.095E-04
DTLZ2
3.002E-04 6.666E-04 5.432E-04
1.642E-03 5.848E-04 1.495E-03 3.967E-04 8.073E-04 6.406E-04
5.914E-03 6.573E-04 4.743E-03 5.008E-04 1.243E-03 8.006E-04
5
2.630E-04 2.635E-04 3.179E-04 7.014E-04 1.128E-03 1.219E-03
3.316E-04 2.916E-04 6.372E-04 8.221E-04 1.291E-03 1.437E-03
8.378E-04 3.109E-04 1.635E-03 9.059E-04 1.424E-03 1.727E-03
8
1.508E-03 1.809E-03 3.914E-03 2.113E-03 2.880E-03 3.097E-03
2.690E-03 2.589E-03 6.106E-03 2.462E-03 3.291E-03 3.763E-03
5.354E-03 2.996E-03 8.537E-03 3.173E-03 4.106E-03 5.198E-03
10
1.903E-03 1.828E-03 3.872E-03 1.059E-03 3.223E-03 2.474E-03
3.092E-03 2.225E-03 5.073E-03 1.401E-03 3.752E-03 2.778E-03
4.230E-03 2.467E-03 6.130E-03 1.725E-03 4.145E-03 3.235E-03
15
3.661E-03 2.867E-03 1.236E-02 1.320E-03 4.557E-03 5.254E-03
6.573E-03 4.203E-03 1.431E-02 1.810E-03 5.863E-03 6.005E-03
1.000E-02 4.669E-03 1.692E-02 2.488E-03 6.929E-03 9.409E-03
DTLZ3
2.845E-04 5.690E-04 9.773E-04
DTLZ4
6.631E-05 1.025E-04 2.929E-01
2.577E-03 1.892E-03 3.426E-03 9.068E-05 1.429E-04 4.280E-01
7.085E-03 6.231E-03 9.113E-03 5.306E-01 1.881E-04 5.234E-01
1.500E-04 6.181E-04 1.129E-03 7.226E-05 1.097E-04 1.080E-01
5.190E-04 1.181E-03 2.213E-03 8.749E-05 1.296E-04 5.787E-01
2.765E-03 4.736E-03 6.147E-03 1.375E-04 1.532E-04 7.348E-01
1.906E-03 3.411E-03 6.459E-03 5.336E-04 5.271E-04 5.298E-01
4.378E-03 8.079E-03 1.948E-02 7.235E-04 6.699E-04 8.816E-01
1.455E-02 1.826E-02 1.123E+00 9.654E-04 9.107E-04 9.723E-01
7.356E-04 1.689E-03 2.791E-03 3.469E-04 1.291E-03 3.966E-01
1.004E-03 2.164E-03 4.319E-03 4.257E-04 1.615E-03 9.203E-01
2.089E-03 3.226E-03 1.010E+00 4.908E-04 1.931E-03 1.077E+00
1.392E-03 5.716E-03 4.360E-03 1.839E-04 1.474E-03 5.890E-01
2.163E-03 7.461E-03 1.664E-02 3.670E-04 1.881E-03 1.133E+00
7.695E-03 1.138E-02 1.260E+00 1.062E-01 3.159E-03 1.249E+00
Table 5: Running times (in milliseconds) of MOEA/D-LIU, MOEA/D and MOEA/DD on the instances of problems WFG1 to WFG9.
Problem M MOEA/D-LIU MOEA/D MOEA/DD Problem MOEA/D-LIU MOEA/D MOEA/DD Problem MOEA/D-LIU MOEA/D MOEA/DD
WFG1
3 11101 13688 12998
WFG2
11006 14974 10869
WFG3
10288 11613 12114
5 27909 31442 72972 29996 36821 63353 28760 34948 74802
8 29535 36671 57140 26808 32071 48192 25678 31521 51899
10 57962 70712 189756 56319 71433 167618 51985 69271 179002
WFG4
3 11531 12392 11818
WFG5
10882 12175 9443
WFG6
10991 12554 9005
5 29966 36898 65820 29749 36936 60567 30194 38282 61368
8 25172 27825 49954 25477 32039 46549 29329 37108 46222
10 59459 74637 172702 43072 55055 159943 58963 78503 160831
WFG7
3 11081 12413 10460
WFG8
9406 9290 12745
WFG9
13811 16496 13181
5 32461 41428 65038 33923 41670 65441 35070 44804 69845
8 29792 34446 48423 30154 33167 47910 34728 42858 56149
10 55803 65925 153036 72728 83338 163188 65139 84386 184501
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Figure 2: Parallel coordinates of non-dominated fronts obtained byMOEA/D-LIU on the 10-objective instance of DTLZ1, DTLZ2, DTLZ3 and DTLZ4, respectively,
in the run associated with the median IGD value.
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Figure 3: Parallel coordinates of non-dominated fronts obtained byMOEA/D-LIU on the 15-objective instance of DTLZ1, DTLZ2, DTLZ3 and DTLZ4, respectively,
in the run associated with the median IGD value.
Table 6: Best, median and worst HV values by MOEA/D-LIU, MOEA/DD and GrEA on the instances of problems WFG1 to WFG9 with different number of
objectives. The values in gray are the best.
Instance M MOEA/D-LIU MOEA/DD GrEA Instance MOEA/D-LIU MOEA/DD GrEA Instance MOEA/D-LIU MOEA/DD GrEA
WFG1
3
0.934327 0.937694 0.794748
WFG2
0.955623 0.958287 0.950084
WFG3
0.712329 0.703664 0.699502
0.927851 0.933402 0.692567 0.945868 0.952467 0.942908 0.708537 0.702964 0.672221
0.911181 0.899253 0.627963 0.803567 0.803397 0.800186 0.702307 0.701624 0.662046
5
0.894600 0.963464 0.876644 0.995723 0.986572 0.980806 0.694272 0.673031 0.695221
0.872031 0.960897 0.831814 0.991998 0.985129 0.976837 0.692238 0.668938 0.684583
0.837747 0.959840 0.790367 0.813873 0.980035 0.808125 0.690319 0.662951 0.671553
8
0.842511 0.922284 0.811760 0.970465 0.981673 0.980012 0.551058 0.598892 0.657744
0.813466 0.913024 0.681959 0.780563 0.967265 0.840293 0.532740 0.565609 0.649020
0.727155 0.877784 0.616006 0.765842 0.789739 0.778291 0.518037 0.556725 0.638147
10
0.879136 0.926815 0.866298 0.968422 0.968201 0.964235 0.541417 0.552713 0.543352
0.845289 0.919789 0.832016 0.779356 0.965345 0.959740 0.513744 0.532897 0.513261
0.826000 0.864689 0.757841 0.769651 0.961400 0.956533 0.502054 0.504943 0.501210
WFG4
3
0.728787 0.727060 0.723403
WFG5
0.697678 0.693665 0.689784
WFG6
0.709895 0.708910 0.699876
0.727206 0.726927 0.722997 0.694220 0.693544 0.689177 0.700159 0.699663 0.693984
0.726563 0.726700 0.722629 0.686005 0.691173 0.688885 0.692365 0.689125 0.685599
5
0.885161 0.876181 0.881161 0.844540 0.833159 0.836232 0.859830 0.850531 0.855839
0.883841 0.875836 0.879484 0.841753 0.832710 0.834726 0.850898 0.838329 0.847137
0.881809 0.875517 0.877642 0.837329 0.830367 0.832212 0.845577 0.828315 0.840637
8
0.945976 0.920869 0.787287 0.896624 0.852838 0.838183 0.914666 0.876310 0.912095
0.944500 0.910146 0.784141 0.894250 0.846736 0.641973 0.902640 0.863087 0.902638
0.936960 0.902710 0.679178 0.887472 0.830338 0.571933 0.892441 0.844535 0.885712
10
0.974033 0.913018 0.896261 0.919431 0.848321 0.791725 0.939370 0.884394 0.943454
0.972429 0.907040 0.843257 0.917859 0.841118 0.725198 0.928172 0.859986 0.927443
0.967384 0.888885 0.840257 0.910986 0.829547 0.685882 0.916970 0.832299 0.884145
WFG7
3
0.730098 0.727069 0.723229
WFG8
0.674122 0.672022 0.671845
WFG9
0.690128 0.707269 0.702489
0.728677 0.727012 0.722843 0.671440 0.670558 0.669762 0.650441 0.687401 0.638103
0.727700 0.726907 0.722524 0.668910 0.668593 0.667948 0.638940 0.638194 0.636575
5
0.888179 0.876409 0.884174 0.817293 0.818663 0.797496 0.819551 0.834616 0.823916
0.887903 0.876297 0.883079 0.806105 0.795215 0.792692 0.807842 0.797185 0.753683
0.887575 0.874909 0.881305 0.803610 0.792900 0.790693 0.761376 0.764723 0.747315
8
0.949686 0.920763 0.918742 0.831137 0.876929 0.803050 0.832800 0.772671 0.842953
0.948975 0.917584 0.910023 0.828118 0.845975 0.799986 0.795997 0.759369 0.831775
0.948174 0.906219 0.901292 0.824221 0.730348 0.775434 0.739838 0.689923 0.765730
10
0.977641 0.927666 0.937582 0.874819 0.896317 0.841704 0.841063 0.717168 0.860676
0.977311 0.923441 0.902343 0.871324 0.844036 0.838256 0.780500 0.717081 0.706632
0.976506 0.917141 0.901477 0.867734 0.715250 0.830394 0.747687 0.696061 0.686917
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HV values obtained by it are compared with the experimen-
tal results appeared in that paper, but only those obtained by
MOEA/DD and GrEA are kept for comparisons. The detailed
data are listed in Table 6, which can be concluded as follows.
• WFG1: MOEA/DD wins on all of the comparisons of this
problem except the worst value of the 3-objective instance,
and is considered as the best optimizer for this problem.
• WFG2: MOEA/DD wins on the 8-objective instance. As
for other instances of this problem, MOEA/D-LIU and
MOEA/DD have their own advantages, and both of them
perform better than GrEA.
• WFG3: MOEA/D-LIU shows the best performance on the
3- and 5-objective instances, MOEA/DD performs the best
on the 8-objective instance, and MOEA/DD wins on the
comparisons of the 10-objective instance.
• WFG4: MOEA/D-LIU wins on all of the comparisons ex-
cept the worst value of the 3-objective instance, and is con-
sidered as the best optimizer this problem.
• WFG5: Again, MOEA/D-LIU wins on all of the compar-
isons except the worst value of the 3-objective instance,
and is also considered as the best optimizer this problem.
• WFG6: MOEA/D-LIU wins on all of the comparisons ex-
cept the best value of the 10-objective instance , and is
considered as the best optimizer this problem.
• WFG7: MOEA/D-LIU wins on all of the comparisons,
and is considered as the best optimizer for this problem.
• WFG8: Although MOEA/DD wins on the best and me-
dian HV values of the 8-objective instance, and the best
value of the 10-objective instance, MOEA/D-LIU wins on
the remaining 9 comparisons. In addition, MOEA/D-LIU
seems to be more stable on the 8- and 10-objective in-
stances since the difference between the best, median and
worst values obtained by MOEA/D-LIU on these two in-
stances is not very significant compared to the values ob-
tained by MOEA/DD.
• WFG9: GrEA shows the best performance on the 8-
objective instance, and the three algorithms have their own
advantages on the other instances of this problem.
On the whole, MOEA/D-LIU wins on 69 out of 108 compar-
isons, and shows very competitive performance on these prob-
lems, especially on WFG4 to WFG8.
4.6. Parameter Sensitivity Studies
MOEA/D-LIU adopts a mating selection operation that is of-
ten used in the decomposition-basedMOEAs. That is, it selects
mating parents from the neighborhood of the current weight
vector with a high probability ps, where the neighborhood size
T plays a key role. The question is that whether such a neigh-
borhood selection operation is necessary for MOEA/D-LIU to
obtain better performance. It is clear that the neighborhood se-
lection and global selection2 would have the same effect, if the
individuals in the population are organized randomly and there
is no similarity between solutions of neighboring subproblems.
This question can hence be reinterpreted as whether keeping the
similarity of solutions of neighboring subproblems can help to
explore local areas more effectively. To answer this question,
eleven values are considered for T: varying from 10 to 60 with
a step size of 5; eleven values are considered for ps: ranging
from 0 to 1 with a step size of 0.1.
The 15-objective instances of DTLZ1 to DTLZ4 are taken
as the test instances, and twenty independent runs have been
conducted on each test instance to observe the performance of
MOEA/D-LIU. All parameters except the neighborhood size T
and the selection probability ps are the same as previously set in
Section 4.3. Fig. 4 is the histograms of the median IGD values
obtained by the algorithm.
Notice that, ps=0 means always selecting mating parents ran-
domly from the entire population. As is can be seen from Fig.
4, such settings do not allow MOEA/D-LIU to achieve better
performance than other reasonable settings, implying that the
neighborhood selection operation is necessary. It also reflects
that keeping the similarity of solutions of neighboring subprob-
lems can help to explore local areas more effectively, and make
full use of the advantages of decomposition as mentioned in
Section 3.6.
Other unreasonable settings of T and P can also lead to bad
performance of the algorithm, especially when T and P take a
small value and a large value, respectively. For example, the
algorithm show bad performance on all of the instances when
T=10 and ps=1. This is because a small value of T and a large
value of P make the reproduction operation excessively explore
local areas.
As it can be observed, the algorithm shows good perfor-
mance when T is between 25 or 40, and the performance gets
better and better as ps goes up, except the case that ps = 1.0 for
DTLZ1. Therefore, it is generally better to set T between 25
and 40, and ps between 0.7 and 0.9.
5. Conclusion
In this paper, we propose a simple decomposition-based
MOEA with the so-called LIU strategy, i.e., MOEA/D-LIU.
The main ideas of MOEA/D-LIU can be concluded as follows.
Firstly, MOEA/D-LIU employs a set of weight vectors to de-
compose a givenMaOP into a set of subproblems and optimizes
them simultaneously, which is similar to other decomposition-
based MOEAs. Secondly, each weight vector owns only one
slot to keep the best individual found so far from the start of
the algorithm. This is different fromMOEA/DD, in which each
weight vector determines a subregion that can have zero, one
or more individuals. Thirdly, unlike MOEA/D, only the worst
solution in the current neighborhood will be swapped out and
2Global selection means always selecting mating parents from the entire
population randomly.
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Figure 4: Median IGD values obtained by MOEA/D-LIU with ps varying from 0 to 1 with a step size of 0.1, and T taking values 10 to 60 with a step size of 5, on
the 15-objective instance of DTLZ1, DTLZ2, DTLZ3 and DTLZ4, respectively.
abandoned at each update in MOEA/D-LIU, which can effec-
tively prevent the current population from being occupied by
copies of a few individuals, and losing its diversity. Finally, the
LIU strategy is designed not only to preserve better solutions to
the next generation, but also to assign the right solution to each
subproblem. This helps the neighborhood selection operation
to explore local areas more effectively.
MOEA/D-LIU is compared with several other famous
MOEAs on the 3-, 5-, 8-, 10- and 15-objective instances of
problems DTLZ1 to DTLZ4, and the 3-, 5-, 8- and 10-objective
instances of problems WFG1 to WFG9. Experimental results
show that our algorithm wins on most of the comparisons and
be able to find a well-converged and well-distributed set of so-
lutions. In addition, although the time complexity of our al-
gorithm is the same as that of MOEA/D, the actual running
times of MOEA/D-LIU on almost all test instances of problems
DTLZ1 to DTLZ4 and WFG1 to WFG9 are less than those of
MOEA/D, indicating that our algorithm is computationally ef-
ficient.
Our future work can be carried out in the following two as-
pects. On the one hand, it is interesting to study the perfor-
mance of MOEA/D-LIU on other MaOPs, such as the com-
binatorial optimization problems appeared in[29, 30]. On the
other hand, it is necessary to improve MOEA/D-LIU to over-
come its potential shortcomings. Especially, the experimental
results of our algorithm on DTLZ1 and WFG1 are worse than
those of MOEA/DD.
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