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Abstract. We analyze a directed variation of the book embedding prob-
lem when the page partition is prespecified and the nodes on the spine
must be in topological order (upward book embedding). Given a directed
acyclic graph and a partition of its edges into k pages, can we linearly or-
der the vertices such that the drawing is upward (a topological sort) and
each page avoids crossings? We prove that the problem is NP-complete
for k ≥ 3, and for k ≥ 4 even in the special case when each page is a
matching. By contrast, the problem can be solved in linear time for k = 2
pages when pages are restricted to matchings. The problem comes from
Jack Edmonds (1997), motivated as a generalization of the map folding
problem from computational origami.
1 Introduction
Book Embeddings. Bernhart and Keinen [BK79] first introduced the con-
cept of book embeddings and book thickness of graphs in 1979. Since then, book
embeddings and book thickness have been widely studied as natural geometric
invariants in directed and undirected graphs with applications in graph drawing
and graph algorithms. Book embeddings (also studied under the name of stack
layouts [CLR87,HP97,HPT99,HP99]) have applications in VLSI design, fault-
tolerant processing, parallel process scheduling, sorting networks, and parallel
matrix computations [CLR87,HLR92,HR92].
Given an undirected graph G = (V,E), where |V | = n and |E| = m, a book
embedding consists of
1. a linear ordering pi of the vertices V , defining an embedding of the vertices
into the spine (a line in the plane); and
2. a disjoint partition of the edges E into sets, so that each set of the partition
can be embedded into a page (half-plane bounded by the spine) without
intersection between the edges on each page.
The pages join together at the spine to form a book. The book thickness of a
graph G is the minimum number k of pages in any book embedding of G.
Much of the previous research on book embedding (on undirected graphs)
focuses on the book thickness of particular graph classes such as complete bi-
partite graphs [ENO97] and planar graphs (which have an upper bound of 4
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pages) [Yan89,BBKR15,BGR16]. Graphs of book thickness 1 turn out to have a
simple characterization as (exactly) outerplanar graphs [BK79], and such graphs
can be recognized in linear time [Wie86]. By contrast, graphs with a 2-page book
embedding are exactly the sub-Hamiltonian graphs [BK79], and recognizing such
graphs is NP-complete [Wig82].
Directed Graphs. Motivated by many of the same applications, book em-
bedding has been generalized to directed graphs. For directed acyclic graphs
(DAGs), an upward book embedding is a book embedding such that the linear
ordering of the vertices on the spine is in topological order [HP99,HPT99]. For
general digraphs, oriented book embeddings [MK16] require that all arcs embed-
ded into a page (or the spine) must agree in orientation (pointed up or down
with respect to the order on the spine).
Research in upward book embedding includes combinatorial results for classes
of DAGs such as trees, cycles, or paths by using characteristics of the underlying
undirected graph [HP99]. Furthermore, more recent research studied the book
embedding of directed planar graphs [FFR11]. As in the undirected case, there
is a linear-time algorithm to determine whether a DAG has a 1-page upward
book embedding [HP99] (although the algorithm is very different from the 1-
page book embedding algorithm applied to the DAG’s underlying undirected
graph). Furthermore, determining whether a DAG has a 6-page upward book
embedding is NP-complete [HP99]. There is a linear-time algorithm for 2-page
upward book embedding of planar directed series-parallel graphs [DGDLW06].
Note that undirected series-parallel graphs are necessarily sub-Hamiltonian. For
graphs with cycles, oriented book embeddings and oriented book thickness have
been found for several graph classes including cycles and oriented trees [MK16].
See [DW04,DW05] for more detailed citations lists and surveys about book
embeddings and linear graph layouts for both undirected and undirected graphs.
Partitioned Problem. In the partitioned book embedding problem, we are
given the partition of edges into pages. This variation eliminates one of the pre-
vious combinatorial aspects of finding a book embedding (namely finding the
partition of edges), and leaves only finding the vertex order on the spine. Intu-
itively, this problem should be simpler. Indeed, there is a linear-time algorithm
for determining whether a given edge partition can result in a 2-page book em-
bedding of an undirected graph [HN14,ABD12]. Nonetheless, the partitioned
k-page book embedding problem is NP-complete for undirected graphs where
k ≥ 3 [ALN15]. In their proof, the gadgets only work with undirected edges and
therefore cannot directly be applied to upward book embedding.
In terms of partitioned book embedding problems where the edges in a parti-
tion form a matching, [Hos12] showed that for undirected graphs, it is NP-hard
to find the find the ordering of vertices given unbounded number of pages (i.e.
unbounded number of partitions). Although the reduction in [Hos12] is also from
Betweenness (defined in Def. 1), the techniques used are simpler and different
from ours since they consider undirected graphs and allow unbounded number
of partitions of edges.
Type k = 1 k = 2 k = 3 k ≥ 4
Undirected
O(n)
[BK79]
O(n)
[HN14]
NP-complete
[ALN15]
NP-complete
[ALN15]
Upward
O(n)
[HP99]
OPEN
NP-complete
[Theorem 1]
NP-complete
[Theorem 1]
Matching
O(n)
[HP99]
O(n)
[Theorem 3]
OPEN
NP-complete
[Theorem 2]
Table 1: Summary of known and new results in partitioned book embedding.
New results are written in bold.
Our Results. In this paper, we study the natural combination of the parti-
tioned variation (where we are given the partition of edges into pages) with up-
ward book embedding of DAGs, which has not been considered before (Upward
Partitioned k-Page Book Embedding). We prove that the resulting prob-
lem is NP-complete for any k ≥ 3. Our hardness proof techniques also apply
to a special case of this problem, called Upward Matching-Partitioned k-
Page Book Embedding, where only disjoint edges map to each page (forming
a matching). For this special case, we show NP-hardness for k ≥ 4 and that book
embedding can be solved in linear time for k = 1 page or k = 2 pages. Table 1
puts these results in context with previous results.
Upward Matching-Partitioned 4-Page Book Embedding is in fact
motivated by the (nonsimple) map folding problem, posed by Jack Edmonds in
1997 (personal communication with E. Demaine); see [ABD+04,DLM12]. Ed-
monds showed that the problem of finding a flat folded state of an m × n grid
crease pattern, with specified mountains and valleys, reduces to exactly this
type of book embedding problem, with the k = 4 pages corresponding to the
four compass directions of a square. Furthermore, 1 × n and 2 × n map fold-
ing reduce to the problems with k = 2 and k = 3 pages. Algorithms for solving
Upward Matching-Partitioned k-Page Book Embedding are thus of par-
ticular interest because they solve the long-standing map folding open problem
as well.
In Section 2, we formally define our book embedding models. In Section 3, we
prove NP-completeness for Upward Partitioned 3-Page Book Embedding.
Finally, in Section 4, we show that Upward Matching-Partitioned Book
Embedding can be solved in linear time for 2 pages and is NP-complete for 4
pages.
2 Definitions
We define the Upward Partitioned k-Page Book Embedding (UPBE-k)
problem similarly to the definition for Partitioned k-Page Book Embedding
as given in [ALN15]. Specifically, we are given a directed acyclic graph (DAG)
G = (V,E) and a partition of the edges in E: P = {E1, E2, . . . , Ek} where
E1∪˙E2∪˙ · · · ∪˙Ek = E, where ∪˙ denotes disjoint union. The goal is to determine
whether G can be embedded in a k-page book such that the ordering pi of the
vertices on the spine is topologically sorted and each Ei ∈ P lies in a separate
page.
TheUpward Matching-Partitioned k-Page Book Embedding (UMPBE-
k) problem is the special case of UPBE-k in which every edge partition Ei ∈ P
forms a directed matching, that it, has at most one edge incident to each vertex
in G.
For a given upward partitioned book embedding instance G = (V,E, P ), let
pi represent a valid ordering of V on the spine where a valid ordering is one
that satisfies the constraints on every page (e.g. non-crossing edges) and follows
topological order. As stated previously, pi is also a valid topological sorting of V .
We write pi(x) < pi(y) (resp., pi(x) > pi(y)) if node x ∈ V comes earlier/before
(resp., later/after) y ∈ V in pi. For ease of wording, we will assign colors to edge
partitions and refer to edges within each partition to have a particular color.
3 UPBE is NP-Complete
We show that UPBE-k is NP-hard via a reduction from the NP-complete prob-
lem Betweenness. The problem Betweenness is defined as follows.
Definition 1 (Betweenness [Opa79]). We are given a set L of n elements
and a set C of m ordered triples where each member of a triple is a member of
L. Let φ be a total ordering of the elements in L. An ordered triple, 〈a, b, c〉 ∈ C
is satisfied if either φ(a) < φ(b) < φ(c) or φ(c) < φ(b) < φ(a) is true. The goal
is to find an ordering φ such that all ordered triples in C are satisfied.
Given an instance (L,C) of Betweenness, we construct an instance, G =
(V,E), with edge partition, P = {Red, Green, Blue}, of UPBE-3 such that a
subsequence of a solution pi corresponds to a valid ordering φ of L in the Be-
tweenness instance. For each element x ∈ L, we create vertices x1, . . . , x2m−1
in V . We call these vertices the element vertices. Our reduction uses two types
of gadgets: ordered triple gadgets and order preserving gadgets. Their function is
to enforce a betweenness constraint given by an element of C and to ensure that
the order of element vertices of subscript j in pi, with j ∈ {1, . . . , 2m− 2}, is the
reverse order of element vertices of subscript j + 1, respectively. We prove that
(G,P ) admits an upward book embedding given by pi if and only if the order of
element vertices of the same subscript in pi corresponds to a solution φ for the
(L,C) Betweenness instance.
3.1 Gadgets
Ordered Triple Gadget. We order the set C arbitrarily. For the ( i+12 )-th
ordered triple 〈a, b, c〉 ∈ C, where i is an odd integer between and including 1
and 2m− 1, we construct an ordered triple gadget that enforces the betweenness
constraint on the triple of element vertices ai, bi, ci in pi. Specifically, we create
the following nodes and edges.
Definition 2 (Ordered Triple Gadget). Let (L,C) be an instance of Be-
tweenness. Order the set C arbitrarily. For the
(
i+1
2
)
-th ordered triple 〈a, b, c〉,
where i is an odd integer between and including 1 and 2m − 1, construct nodes
li, αi, ωi, a
′
i, b
′
i, c
′
i, and hi. Then, create directed edges (li, αi), (li, ωi) ∈ Red,
(αi, a
′
i), (α, b
′
i), (ωi, b
′
i), (ωi, c
′
i) ∈ Blue, and (a′i, hi), (b′i, hi), (c′i, hi) ∈ Green.
Refer to Fig. 1 for an example construction. Nodes a′i, b
′
i and c
′
i are respec-
tively connected to a′′i , b
′′
i and c
′′
i by an edge in Red (where a
′′
i , b
′′
i , and c
′′
i are
part of the order preserving gadget defined in Def. 3). The topologically earliest
and latest nodes in the gadget are respectively li and hi. The choice between
pi(a′i) < pi(b
′
i) < pi(c
′
i) and pi(a
′
i) > pi(b
′
i) > pi(c
′
i) (and hence the choice be-
tween pi(ai) < pi(bi) < pi(ci) and pi(ai) > pi(bi) > pi(ci)) is encoded in the choice
between pi(αi) < pi(ωi) and pi(αi) > pi(ωi) as we prove in Lemmas 1 and 2.
li
αi ωi
hi
a′i b
′
i c
′
i
di
ci
bi
ai
ri
c′′i
b′′i
a′′i
aj
rj
bj
cj
dj
Fig. 1: Ordered triple gadget (left) and order preserving gadget for odd i (center)
and for even j (right). The red edges from a′i, b
′
i and c
′
i from the ordered triple
gadget lead to a′′i , b
′′
i , and c
′′
i in the order preserving gadget. The red edge from
hi directs to ri.
li αi ωi hia
′
ib
′
ic
′
i
li αiωi hia
′
i b
′
i c
′
i
Fig. 2: The two possible embeddings of the ordered triple gadget.
Lemma 1. Given a positive instance (G,P ) containing the ordered triple gadget
shown in Fig. 1 (left), if pi(hi) < min(pi(a
′′
i ), pi(b
′′
i ), pi(c
′′
i )) then either pi(a
′′
i ) <
pi(b′′i ) < pi(c
′′
i ) or pi(c
′′
i ) < pi(b
′′
i ) < pi(a
′′
i ).
Proof. Notice that hi must appear after a
′
i, b
′
i and c
′
i due to topological order.
By the assumption in the lemma, hi be before a
′′
i , b
′′
i , c
′′
i respectively. We first
prove that min(pi(a′i), pi(b
′
i), pi(c
′
i)) > max(pi(αi), pi(ωi)), i.e., no vertex in the
gadget must occur between αi and ωi. Because of the topological order, pi(b
′
i) >
max(pi(αi), pi(ωi)). Suppose pi(αi) < pi(ωi) (see Figure 2 (top)). By topological
order pi(c′i) > pi(ωi) = max(pi(αi), pi(ωi)). If pi(a
′
i) < pi(ωi), since pi(ωi) < pi(a
′′
i ),
the red edges (a′i, a
′′
i ) and (li, ωi) would intersect, a contradiction. The case when
pi(αi) > pi(ωi) is symmetric.
Trivially, either pi(αi) < pi(ωi) or pi(αi) > pi(ωi). We first assume pi(αi) <
pi(ωi) (Fig. 2 (top)). Then pi(c
′
i) < pi(b
′
i) < pi(a
′
i), or else at least one pair of
blue edges ((αi, b
′
i), (αi, a
′
i), (ωi, c
′
i), (ωi, b
′
i)) would cross. Since all red edges
(a′i, a
′′
i ), (b
′
i, b
′′
i ) and (c
′
i, c
′′
i ) nest around hi, every pair of such edges must be
nested. Therefore, pi(a′′i ) < pi(b
′′
i ) < pi(c
′′
i ). The case when pi(αi) > pi(ωi) is
symmetric. uunionsq
Order Preserving Gadget. By Lemma 1, each ordered triple gadget enforces
a betweenness constraint on vertices a′′i , b
′′
i and c
′′
i . The order preserving gadgets
serve two purposes: ensuring that the i-th betweenness constraint is enforced in
the i-th copy of element vertices; and ensuring that each copy of element vertices
must occur in the reverse order of its predecessor. That implies that every other
copy of element vertices occur in exactly the same order. We build 2m− 1 order
preserving gadgets, the j-th gadget containing xj for each x ∈ L.
Definition 3 (Order Preserving Gadget). For each odd i in the range [1, 2m−
1], we build the following nodes and edges:
1. Nodes a′′i , b
′′
i , c
′′
i , x
p
i for p ∈ [1, n], and ri.
2. Directed edges (a′′i , ai), (b
′′
i , bi), (c
′′
i , ci) ∈ Red.
3. Directed paths of length 7 connecting ri to x
p
i for all p ∈ [1, n] and where
xpi 6= ai, bi, ci. The paths alternate between red and green edges.
4. Directed paths of length 7 connecting ri to a
′′
i , b
′′
i , and c
′′
i with alternating
red and green edges.
For each even j in the range [1, 2m − 1], we build the following nodes and
edges:
1. Nodes xpj for p ∈ [1, n] and rj.
2. Directed edges (xpj , rj) ∈ Red for all p ∈ [1, n].
The gadget is divided into two parts: the elements part containing the ele-
ment vertices, and the order preserving tree whose root is labeled ri or rj . Fig. 1
(center) shows an example of an order preserving gadget containing element ver-
tices with odd subscript. Such instances are connected to ordered triple gadgets
by three incoming red edges and have the vertex ri as the lowest vertex in the
topological order. The dashed edges represent a path of length 7 of alternating
red/green edges that are connected to the element vertex xi if x ∈ L is not in the(
i+1
2
)
-th ordered triple, or connected to the vertex x′′i otherwise. The vertices
x′′i for an element x in the i-th ordered triple are then connected to the element
vertex xi by a blue edge. For gadgets that contain element vertices with even
subscript j (Fig. 1 (right)), rj is the highest vertex in the topological order. For
even j ∈ {2, . . . , 2m−2}, we connect xj to xj−1 with a blue edge and xj to xj+1
with a green edge, for all x ∈ L (see Fig. 6).
For odd i, the order preserving tree consists of n paths of length 7 of al-
ternating red/green edges connected to the i-th element vertex (represented in
Fig. 1 (center) as dashed arrows). Informally, their purpose is to allow such paths
to “cross” the vertices connected to the i-th ordered triple gadget by red edges,
while ri as the first vertex in the topological order of the order preserving gadget.
Lemma 2. Let (G,P ) be a positive instance containing an order preserving gad-
get of odd index i connected to an ordered triple gadget representing 〈a, b, c〉.
If there exists a set of blue edges (si−1, xi), pi(si−1) < pi(ri) and pi(si−1) <
min(pi(a′′i , b
′′
i , c
′′
i )), from some vertices si−1 for all x ∈ L, then either pi(ai) <
pi(bi) < pi(ci) or pi(ai) > pi(bi) > pi(ci).
Proof. By topological order, pi(ri) < pi(xi) for all x ∈ L. Then, all blue edges of
the form (si−1, xi) must nest around ri. By Lemma 1, the order of vertices a′′i , b
′′
i
and c′′i must obey the betweenness constraint 〈a, b, c〉. Since pi(y′′i ) > pi(ri), y ∈
{a, b, c}, if pi(a′′i ) < pi(b′′i ) then pi(ai) < pi(bi) or else edges (a′′i , ai) and (si−1, bi)
would cross. With similar arguments, we can show that the order of the i-th
element vertices must obey the betweenness constraint 〈a, b, c〉. uunionsq
Lemma 3. Let (G,P ) be a positive instance containing three subsequent order
preserving gadgets with indices j − 1, j, and j + 1 where j is an even integer
in {2, . . . , 2m− 2}. If pi(rj) < min{pi(rj−1), pi(rj+1)}, the element vertices with
subscript j+1 appear in pi in the same order as the element vertices with subscript
j − 1.
Proof. We prove that the order of the element vertices with subscript j−1 is the
reverse order of the element vertices with subscript j in pi. By a similar argument,
we can then show the same for j and j + 1, completing the proof. Notice that,
since j is even, pi(xj) < pi(rj), pi(rj) < pi(rj−1), and pi(rj−1) < pi(xj−1) for all
x ∈ L due to the topological order of the vertices. By the assumption in the
lemma, all blue edges (xj , xj−1) nest around rj and rj−1. Therefore, any pair
of such edges must be nested or they would cross. Hence, if pi(bj) > pi(aj), then
pi(bj−1) < pi(aj−1) or the blue edges (bj , bj−1) and (aj , aj−1) would cross (see
Fig. 6 for example). Therefore, the order of the (j−1)-th copy of element vertices
is the reverse order of the j-th copy. The same argument holds for xj and xj+1
for all x ∈ L. Given that the order of the (j−1)-th and the order of the (j+1)-th
copy of the element vertices are in reverse order of the j-th copy, the order of
the (j−1)-th and (j+1)-th copies of the element vertices must be the same. uunionsq
The next corollary immediately follows from Lemma 3.
Corollary 1. If pi(rj) < min{pi(rj−1), pi(rj+1)} for all even j ∈ {2, . . . , 2m−2},
then all element vertices with even subscript, j ∈ {2, . . . , 2m− 2} appear in the
same order and all element vertices with odd subscript, i ∈ {1, . . . , 2m − 1}
appear in the same order. Furthermore, all element vertices with even subscript,
j, appear in the reverse order of all element vertices with odd subscript, i.
3.2 Final Reduction
We create n ordered triple gadgets as defined in Def. 2 and 2m − 1 order pre-
serving gadgets as defined in Def. 3, connecting via the following set of edges:
1. (a′i, a
′′
i ), (b
′
i, b
′′
i ), (ci, c
′′
i ) ∈ Red for all odd i ∈ [1, 2m− 1].
2. (rj , lj−1), (rj , lj+1) ∈ Red for all even j ∈ [1, 2m− 1].
3. (s, xpn) ∈ Blue for all p ∈ [1, n].
4. (xpj , x
p
j−1) ∈ Blue for all p ∈ [1, n] and even j ∈ [1, 2m− 1].
5. (xpj , x
p
j+1) ∈ Green for all p ∈ [1, n] and even j ∈ [1, 2m− 1].
6. (hi, ri) ∈ Red for all odd i ∈ [1, 2m− 1].
7. (xpj , rj) ∈ Red for all p ∈ [1, n] and even j ∈ [1, 2m− 1].
8. (r2m−2, s), (s, l2m−1) ∈ Blue.
9. (r2m−2, l2m−1) ∈ Red.
We connect the ordered triple and order preserving gadgets as described
above, obtaining an instance (G,P ) of UPBE-k. Using this reduction, we prove
that UPBE-k is NP-complete for k ≥ 3.
Theorem 1. UPBE-k is NP-complete for k ≥ 3.
The proof follows from Lemmas 1, 2, and 3 and the constructions of the
gadgets; please refer to the Appendix for the full proof.
4 UMPBE
In this section, we discuss the Upward Matching-Partitioned Book Em-
bedding problem, where given an instance (G,P ), each set of the partition P
induces a subgraph in G that is a matching (i.e. no vertex is incident to more
than one edge of each set of the partition). We first show UMPBE-4 is NP-
complete and then show that UMPBE-2 is solved in O(n) time. When |P | = 1,
the algorithm in [HP99] for UPBE-1 can also solve UMPBE-1 in O(n) time.
4.1 UMPBE-4
Theorem 2. UMPBE-k is NP-complete for k ≥ 4.
Proof. As with UPBE, it is clear that UMPBE is in NP since an order pi of
vertices of G serves as a certificate. We show NP-hardness by reducing from Be-
tweenness, adapting the proof of Theorem 1 to UMPBE-4. We again refer to
ri
li
αi ωi
hi
a′i b
′
i c
′
i
di
ci
bi
ai
d∗i a
∗
i c
∗
i b
∗
i
rj
cj
bj
aj
d∗j a
∗
j c
∗
j b
∗
j
dj
Fig. 3: Gadgets for the reduction to UMPBE-4.
the partitions in P = {Red, Blue, Green, Yellow} as colors. The gadgets adapted
from Section 3.1 are shown in Figure 3.
For odd i in {1, . . . , 2m−1} we connect gadgets with yellow edges (hi, ri) and
(ri−1, li) (if i > 1), and with the red edge (ri+1, li) (if i < 2m − 1). Lemmas 1
holds for the new gadget replacing x′′i by xi. We omit its proof due to the
similarity. The dashed arrows in Figure 3 represent paths of alternating colors
as described in the next paragraph. Lemma 3 also trivially holds. Therefore,
given a valid order pi of vertices of G, the order of element vertices corresponds
to a solution φ of the Betweenness instance.
It remains to show that, given a solution φ of the Betweenness instance,
we can obtain a solution pi for the produced instance. The order in which the
gadgets are embedded are the same as in the proof of Theorem 1 and, therefore,
no edge between gadgets cross. We now show that each gadget has a cross-free
embedding using φ. The embedding of the ordered triple gadget is very similar to
that shown in Figure 2 and we chose pi(αi) > pi(ωi) or pi(αi) < pi(ωi) depending
on whether a appears before c or vice-versa in φ. In the order preserving gadget,
we use the same order (resp., reverse order) of φ for even (resp., odd) j.
ri dicibiaid
∗
ia
∗
ic
∗
ib
∗
i
Fig. 4: Embedding the order preserving gadget in Figure 3 (center).
Notice that the order preserving gadget now contains a binary tree and we
cannot chose arbitrarily the order of vertices x∗j for x ∈ L. We call this tree the
binary order preversing tree that ensures that pi(xi) > pi(ri) and pi(xj) < pi(rj)
for all x ∈ L for odd i and even j. The tree is obtained by ordering the vertices
x∗j arbitrarily and building a binary tree that alternates between green/blue
and yellow/red edges in order for the induced subgraph of each color to be a
matching. The paths connecting x∗j to xj allows us to order the element vertices
xj using φ, independent of the order of vertices x
∗
j . We construct such paths
in the following way. Each of the paths contains n edges. These paths alternate
between green/blue and yellow/red edges starting with the opposite color group
from the last row of the tree. Let x∗j be the t-th vertex, t ∈ {1, . . . , n− 1}, in an
arbitrary order chosen as the order of the leaves of the order preserving tree. The
colors of edges alternate between blue and red except for the t-th edge of the t-th
vertex, such that the edge is green (resp., yellow) if the alternation would make
it blue (resp., red). The embedding of the paths can be obtained by changing
the order of the paths in an insertion sort manner, considering the last path (the
path from d∗j to dj in Figure 4) as the first element in the array and adding paths
one by one in increasing order (see Fig. 4). Let xtj be the t-th vertex of the path
from x∗j to xj and let y
t
j be the t-th vertex, t ∈ {1, . . . , n−1}, in the order chosen
as the order of the leaves of the order preserving tree. Assume that the set A of
all xt−1j is embedded so that the vertices are contiguous in the spine. We embed
the set B of vertices of the form xtj immediately after the vertices in A in the
reverse order in which they appear in A, apart from ytj . This order guarantees
that no crossing is induced since all edges of the same color (xt−1j , x
t
j) are nested
in parallel from A except for (yt−1j , y
t
j) which is of a different color. We can thus
add ytj in any place in the ordering of B. uunionsq
4.2 UMPBE-2
Theorem 3. Given an instance (G, {E1, E2}) where G = (V,E), E = E1∪˙E2
and both (V,E1) and (V,E2) are matchings, UMPBE can be solved in O(n) time
where n = |V |.
Proof. In positive instances, G = (V,E) must be 2-page book embeddable and
therefore planar [BK79]. Hence |E| = O(n). Every connected component of the
undirected version of G must be either a path or a cycle, or else the induced
subgraph of the partitions would not be a matching. Furthermore, the edges
connected in such paths or cycles must alternate in color. Each connected com-
ponent can be solved separately since the concatenation of the solution (total
order on vertices) of connected components is a solution of the original problem.
Without loss of generality, we consider only the case when G is connected.
We provide a reduction to 1D origami when G is a path and a reduction to
single vertex flat foldability if G is a cycle. The reduction runs in O(n) time pro-
ducing an instance with n−1 creases. Both the flat foldability of 1D origami and
single vertex flat foldability can be determined in linear time [ABD+04,BH96].
A face in an 1D origami is defined as a segment in the 1D origami and a crease
is defined as a place where the origami can be folded. A face in a single ver-
tex crease pattern is the space between creases. A 1D origami is defined by a
line while a single vertex crease pattern is defined by a single vertex where rays
originating from the vertex represent creases.
For both the case of the path and the cycle, we create an instance of 1D
origami and single vertex flat foldability, respectively, in the following way. For
each edge e ∈ E we create a mountain crease if e ∈ Red and a valley crease
if e ∈ Blue. Each face of the produced instance represents a vertex in G. The
reduction will thus produce an instance where each face of the origami has the
same length, which can be viewed as a linkage formed by identical bars. If G
is a path (resp., cycle), the output will be a list (resp., circular list) containing
the assignment of the creases on a line segment (resp., a single vertex origami).
Start with one endpoint of the path or with an arbitrary vertex of the cycle.
Traverse the undirected version of G using BFS. For each edge traversed add
mountain (resp., valley) to the end of the list if the traversed edge corresponds
to an edge in E1 with the same direction of the traversal or to an edge in E2
in the opposite direction (resp., corresponds to an edge in E2 with the same
direction of the traversal or to an edge in E1 in the opposite direction). Since
every edge is traversed once, the size of the list is n − 1 (resp., n if a cycle).
Thus, the only difference between single vertex crease patterns and 1D origami
is that the faces form a cycle as opposed to a line segment, respectively.
Due to the similarity of the reduction models for paths and cycles, it suffices
to show the equivalence between instances when G is a path. As previously
stated, each face of the paper corresponds to a vertex inG. Each crease represents
an edge in G and whether the crease is a mountain fold or a valley fold in the
final state of the origami determines the partition of the edges of G into Red
or Blue edges. If we consider the starting vertex as the leftmost face of the
unfolded paper and that f1 is not flipped in the folded state, a mountain fold
puts the adjacent face f2 below f1. Without loss of generality, the edge in G
that represents the connection between f1 and f2 is in E2 and points from f2
to f1. By repeating the argument for every edge, we conclude that G represents
the above/below relation of faces of the folded state of the 1D origami and E1
(resp., E2) represents the creases that lie right (resp., left) of the folded state
(see Figure 5). Then, it is easy to verify that the origami is flat-foldable iff
(G, {E1, E2}) is a positive instance of UMPBE. uunionsq
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Fig. 5: A 1D origami crease pattern is shown (left) with mountain/valley labeled
as M/V respectively, together with its folded state (center) and the corresponding
UMPBE-2 instance (right).
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Fig. 6: Example of a full construction of a reduction. Here, the instance of Be-
tweenness is (L,C) where L = {a, b, c, d} and C = {〈a, b, c〉, 〈b, c, d〉, 〈d, b, a〉}.
Acknowledgements
We thank Jack Edmonds for valuable discussions in August 1997 where he de-
scribed how Upward Matching-Partitioned k-Page Book Embedding
generalizes the map folding problem. We also thank Therese Biedl for valuable
discussions in 2007 about the complexity this problem.
This research was conducted during the 31st Bellairs Winter Workshop on
Computational Geometry which took place in Holetown, Barbados on March
18–25, 2016. We thank the other participants of the workshop for helpful dis-
cussion and for providing a fun and stimulating environment. We also thank our
anonymous referees for helpful suggestions in improving the clarity of our paper.
Supported in part by the NSF award CCF-1422311 and Science without
Borders. Quanquan Liu is supported in part by NSF GRFP under Grant No.
(1122374).
References
ABD+04. Esther M. Arkin, Michael A. Bender, Erik D. Demaine, Martin L. De-
maine, Joseph S. B. Mitchell, Saurabh Sethia, and Steven S. Skiena. When
can you fold a map? Computational Geometry: Theory and Applications,
29(1):23–46, September 2004.
ABD12. Patrizio Angelini, Marco Di Bartolomeo, and Giuseppe Di Battista. Imple-
menting a partitioned 2-page book embedding testing algorithm. In Graph
Drawing - 20th International Symposium, GD 2012, Redmond, WA, USA,
September 19-21, 2012, Revised Selected Papers, pages 79–89, 2012.
ALN15. Patrizio Angelini, Giordano Da Lozzo, and Daniel Neuwirth. Advance-
ments on SEFE and partitioned book embedding problems. Theoretical
Computer Science, 575:71–89, 2015.
BBKR15. Michael A. Bekos, Till Bruckdorfer, Michael Kaufmann, and Chrysanthi
Raftopoulou. 1-Planar Graphs have Constant Book Thickness, pages 130–
141. Springer Berlin Heidelberg, Berlin, Heidelberg, 2015.
BGR16. Michael A. Bekos, Martin Gronemann, and Chrysanthi N. Raftopoulou.
Two-page book embeddings of 4-planar graphs. Algorithmica, 75(1):158–
185, May 2016.
BH96. Marshall Bern and Barry Hayes. The complexity of flat origami. In Pro-
ceedings of the Seventh Annual ACM-SIAM Symposium on Discrete Algo-
rithms, SODA ’96, pages 175–183, Philadelphia, PA, USA, 1996. Society
for Industrial and Applied Mathematics.
BK79. Frank Bernhart and Paul C Kainen. The book thickness of a graph.
Journal of Combinatorial Theory, Series B, 27(3):320–331, 1979.
CLR87. Fan R. K. Chung, Frank Thomson Leighton, and Arnold L. Rosenberg.
Embedding graphs in books: a layout problem with applications to VLSI
design. SIAM Journal on Algebraic Discrete Methods, 8(1):33–58, 1987.
DGDLW06. Emilio Di Giacomo, Walter Didimo, Giuseppe Liotta, and Stephen K.
Wismath. Book embeddability of series–parallel digraphs. Algorithmica,
45(4):531–547, 2006.
DLM12. Erik D. Demaine, Eric Liu, and Tom Morgan. A polynomial-time algo-
rithm for 2×n map folding. Manuscript, 2012. See Tom Morgan’s M.Eng.
thesis, “Map folding”, MIT, 2012.
DW04. Vida Dujmovic´ and David R. Wood. On linear layouts of graphs. Discrete
Mathematics and Theoretical Computer Science, 6(2):339–358, 2004.
DW05. Vida Dujmovic´ and David R. Wood. Stacks, queues and tracks: Layouts
of graph subdivisions. Discrete Mathematics and Theoretical Computer
Science, 7(1):155–202, 2005.
ENO97. Hikoe Enomoto, Tomoki Nakamigawa, and Katsuhiro Ota. On the pa-
genumber of complete bipartite graphs. Journal of Combinatorial Theory,
Series B, 71(1):111 – 120, 1997.
FFR11. Fabrizio Frati, Radoslav Fulek, and Andres J. Ruiz-Vargas. On the page
number of upward planar directed acyclic graphs. In Graph Drawing -
19th International Symposium, GD 2011, Eindhoven, The Netherlands,
September 21-23, 2011, Revised Selected Papers, pages 391–402, 2011.
HLR92. Lenwood S. Heath, Frank Thomson Leighton, and Arnold L. Rosenberg.
Comparing queues and stacks as machines for laying out graphs. SIAM
Journal on Discrete Mathematics, 5(3):398–412, 1992.
HN14. Seok-Hee Hong and Hiroshi Nagamochi. Simpler algorithms for testing
two-page book embedding of partitioned graphs. In Proceedings of the
20th International Conference on Computing and Combinatorics, pages
477–488, Atlanta, Georgia, August 2014.
Hos12. Daniel Hoske. Book embedding with fixed page assignments. Bachelor
Thesis, 2012.
HP97. Lenwood S. Heath and Sriram V. Pemmaraju. Stack and queue layouts
of posets. SIAM J. Discrete Math., 10(4):599–625, 1997.
HP99. Lenwood S. Heath and Sriram V. Pemmaraju. Stack and queue layouts of
directed acyclic graphs: Part ii. SIAM Journal on Computing, 28(5):1588–
1626, 1999.
HPT99. Lenwood S. Heath, Sriram V. Pemmaraju, and Ann N. Trenk. Stack
and queue layouts of directed acyclic graphs: Part i. SIAM Journal on
Computing, 28(4):1510–1539, 1999.
HR92. Lenwood S. Heath and Arnold L. Rosenberg. Laying out graphs using
queues. SIAM J. Comput., 21(5):927–958, 1992.
MK16. Stacey McAdams and Jinko Kanno. Oriented book embeddings.
arXiv:1602.02147, 2016.
Opa79. J. Opatrny´. Total ordering problem. SIAM Journal on Computing,
8(1):111–114, 1979.
Wie86. Manfred Wiegers. Recognizing outerplanar graphs in linear time. In
Proceedings of the International Workshop on Graph-Theoretic Concepts
in Computer Science, pages 165–176, Bernried, Germany, June 1986.
Wig82. Avi Wigderson. The complexity of the hamiltonian circuit problem for
maximal planar graphs. Technical Report 298, EECS Department, Prince-
ton University, Princeton, New Jersey, 1982.
Yan89. Mihalis Yannakakis. Embedding planar graphs in four pages. Journal of
Computer and System Sciences, 38(1):36 – 67, 1989.
Appendix
Theorem 1. UPBE-k is NP-complete for k ≥ 3.
Proof. UPBE-k is in NP since an ordering pi has O(n) size. Whether it is a
valid ordering can be checked in O(n) time. We now show NP-hardness. Given
an instance of Betweenness, (L,C), the constructed graph (G,P ) as defined
in our reduction in Section 3.2 is a positive instance of UPBE-k if and only
if (L,C) is a positive instance of Betweenness. The topological order of G
ensures that the conditions in Lemmas 1, 2, 3 and Corollary 1 are always met.
By these lemmas, if (G,P ) admits a valid ordering pi, the ordering of a copy of
element vertices corresponds to a valid ordering φ of the Betweenness instance
(L,C).
We now show that if (L,C) admits a valid ordering φ, we can obtain a valid
ordering pi for (G,P ). Refer to Figure 6. We order all element vertices of even
indices using the same order of φ. For even j, set min{pi(xj)} = j−22 (n + 1)
and pi(rj) =
j
2 (n + 1) − 1. Set pi(s) = (m − 1)(n + 1) + 1. We now embed the
vertices with odd indices i starting from 2m−1 to 1. We embed all the vertices of
the i-th ordered triple gadget before the corresponding order preserving gadget.
All element vertices should occur in the reverse order of φ. Embed the ordered
triple gadget as in Figure 2 so that the order of a′j , b
′
j and c
′
j is the same as a, b
and c in φ. Embed the order preserving gadget as shown in Figure 7 where a
dashed arrow to x′′i represents a path whose vertices appear subsequently in pi
right before x′′i . The paths from ri must be realized so that they are parallel
appearing from bottom to top (using the orientation of Figure 7) in the same
order that its corresponding element vertex appear in pi. Hence, no paths pairwise
cross. A red and a green edge is used to “go through” each x′′i that occur before
the path’s endpoint. Such an embedding allows the alternating red/green paths
to be realized so that no crossing occur with the three red edges coming from
the ordered triple gadget. By construction, pi is set so that no two edges of the
same color between element vertices and vertices in ordered triple gadgets of the
same index cross. Furthermore, the blue (resp. green, resp. red) edges connecting
element vertices of different indices will be all nested and will not pairwise cross
(see Figure 6) since all ordered triple gadgets are satisfied by the ordering of the
odd order preserving gadgets (which are all ordered the same and are the reverse
order of all even order preserving gadgets). uunionsq
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Fig. 7: An embedding of the order preserving gadget shown in Fig. 1 (center).
