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Abstract: Diabetes has become one of the major causes of national disease and death in most countries. By 2015, diabetes had affected more than 415 million people 
worldwide. According to the International Diabetes Federation report, this figure is expected to rise to more than 642 million in 2040, so early screening and diagnosis of 
diabetes patients have great significance in detecting and treating diabetes on time. Diabetes is a multifactorial metabolic disease, its diagnostic criteria is difficult to cover 
all the ethology, damage degree, pathogenesis and other factors, so there is a situation for uncertainty and imprecision under various aspects of medical diagnosis process. 
With the development of Data mining, researchers find that machine learning is playing an increasingly important role in diabetes research. Machine learning techniques can 
find the risky factors of diabetes and reasonable threshold of physiological parameters to unearth hidden knowledge from a huge amount of diabetes-related data, which has 
a very important significance for diagnosis and treatment of diabetes. So this paper provides a survey of machine learning techniques that has been applied to diabetes data 
screening and diagnosis of the disease. In this paper, conventional machine learning techniques are described in early screening and diagnosis of diabetes, moreover deep 
learning techniques which have a significance of biomedical effect are also described. 
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1 INTRODUCTION 
 
According to the International Diabetes Federation 
(IDF) [1] statistics, there were 415 million people suffering 
from diabetes around the world in 2015. By 2040 this 
number is expected to rise to over 642 million, as a 
consequence, diabetes has become the main cause of 
national disease and death in most countries. Diabetes is a 
group of metabolic diseases in which a person has high 
blood glucose, either because the body does not produce 
enough insulin, or because cells do not respond to the 
insulin that is produced [2, 3]. If diabetes patients cannot 
control blood sugar well, it is effortless to induce 
cardiovascular, nervous system, eye, foot and other 
systemic diseases. Patients whose conditions are severe 
can also suffer from diabetic ketoacidosis, with a high 
disability [4]. Diabetes has a very great deal of harm to the 
human body, causing a series of complications, affecting 
the patient physical and mental health, bringing a heavy 
burden to family and society. Generally speaking, diabetes 
can be segmented into three types: type 1 diabetes, type 2 
diabetes and gestational diabetes. Type 1 diabetes is an 
autoimmune disease that occurs in childhood. In this type 
of diabetes, the pancreatic cells that secrete insulin have 
been destroyed. Type 2 diabetes is caused by insulin 
resistance in various organs, leading to a marked increase 
in insulin demand, which accounts for almost 90% of the 
diabetes cases [5]. Gestational diabetes tends to occur 
among pregnant women, as the pancreas does not make 
sufficient amount of insulin [5]. 
The standards of early screening and diagnosis of 
diabetes are still in the exploratory stage on account of the 
unclear ethology and pathogenesis of diabetes. Through 
the continuous understanding of diabetes, the criteria of 
screening and diagnosis are constantly changing. Early 
diagnosis of diabetes mainly depends on clinical symptoms 
and signs. In 1965, the World Health Organization (WHO) 
first published diabetes diagnostic norm based on the 
clinical characteristics, but this criteria did not mention the 
diagnosis threshold of blood sugar levels [6]. With the 
developing understanding of diabetes, diagnostic criteria 
gradually increased fasting blood glucose (FPG), oral 
glucose tolerance test (OGTT), glycosylated haemoglobin 
(HbA1c) and other physiological parameters, as shown in 
Tab. 1. In 1980, the fasting blood glucose level was viewed 
as the main diagnostic norm [7]. In 1997, the new standard 
of American Diabetes Association (ADA) [8] increased the 
OGTT parameters. The standard of ADA published in 
2010 [9] increased the HbA1c parameter. According to the 
latest research results, the ADA diagnostic criteria in 2017 
[10] proposed the new standard of suffering from diabetes 
with FPG ≥ 126 mg/dl or  HbA1c ≥ 6.5% or OGTT ≥ 200 
mg/dl. As we can see from the evolution of the history of 
diabetes diagnosis, diagnosis of diabetes increasingly relies 
on the epidemiological support. 
 
Table 1 The changing of diagnostic criteria of diabetes 
Time FPG HbA1c OGTT 
1980 ≥140 mg/dl [6]    
1997 ≥126 mg/dl [7]  ≥200 mg/dl 
2010 ≥126 mg/dl [8] ≥6.5% ≥200 mg/dl 
2017 ≥126 mg/dl [9] ≥6.5% ≥200 mg/dl 
 
Accurate screening and diagnosis of diabetes require 
more effective features and have a high demand on the 
judgement which can be closer to the nature of the disease 
[4]. Some studies found that if we consider metabolic 
changes in diabetes from the perspective of body 
metabolism, doctors can better make a diagnosis of the type 
of diabetes and help patients with the more appropriate 
diabetic treatment. Metabolomics is a new discipline that 
has been developed in recent years to analyse all the low 
molecular weight metabolites of a certain organism or cell 
qualitatively and quantitatively. Through the change of 
endogenous metabolites and intermediates in diabetes and 
the evolution of coping rules, the metabolic status of the 
body can be further understood [11, 12]. 
On the basis of the study of early screening and 
diagnostic criteria for diabetes, diagnostic standards are 
increased from the initial clinical symptoms and signs to 
FPG, OGTT, HbA1c and other physiological parameters. 
Simultaneously clinical and demographic signs are also 
included in the diagnostic reference, such as sex, age, 
race/ethnicity, haemoglobin disease/anaemia, body mass 
index (BMI), cardiovascular disease, family history/ 
Genetic, medication records, etc. Even sedentary lifestyle 
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is one of the risky factors [13]. However, there is still no 
way to find out the pathogenesis of diabetes from the field 
of biology. It is urgent to clarify the pathology and 
diagnostic criteria of diabetes, it has a great significance in 
delaying the occurrence and development of diabetes, 
choosing drugs, reducing the incidence of diabetic 
complications and extending life expectancy. 
With the continuous development of artificial 
intelligence and data mining technology, researchers begin 
to consider using machine learning techniques to search for 
the characteristics of diabetes. Machine learning 
techniques can find implied pathogenic factors in virtue of 
analysing and using diabetic data, with a high stability and 
accuracy in diabetic diagnosis. Therefore, machine 
learning techniques which can find out the reasonable 
threshold of risky factors and physiological parameters 
provide new ideas for screening and diagnosis of diabetes.  
This paper is organized as the following: Section 2 
offers the application of conventional machine learning 
methods in the screening and diagnosis of diabetes 
mellitus. This section introduces the supervised learning 
method represented by decision tree (DT), support vector 
machine (SVM) , artificial neural network (ANN) and the 
unsupervised learning method represented by clustering 
and association rules. Section 3 introduces the advantages 
of deep learning technology in medical data processing 
compared to conventional machine learning methods. 
Various applications of several network structures will 
then be introduced, such as deep belief network (DBN), 
deep recurrent neural networks (RNN) and deep 
Convolutional Neural Networks (CNN), which are applied 
in extracting feature, diagnosing disease and laying the 
foundation for screening and diagnosis of diabetes. Section 
4 presents discussion and future works. 
 
2 CONVENTIONAL MACHINE LEARNING TECHNIQUES 
 
Diabetic diagnosis is based on a variety of epidemiology 
and genetic factors. Dangerous factors of epidemiology 
include smoking status, eating habits, physical activity, BMI 
and so on. Genetic factors are pathogenic genes which come 
from parents. Hence, doctors hope to consider all aspects of 
these factors and then predict and diagnose diabetes 
accurately; nevertheless researchers from the medical 
domain found that they could not explain the pathogenesis 
of diabetes. With the continuous development of Artificial 
Intelligence Technology, it has been found that machine 
learning techniques are very suitable for finding the 
reasonable threshold of risky factors and physiological 
parameters affecting diabetes. Why machine learning can 
achieve significant achievement in the medical domain? 
First of all, diabetes is a kind of chronic disease, and a lot of 
clinical treatment information will be generated in the 
process of treatment. Meanwhile, machine learning has giant 
advantages in handling big data problems, so the machine 
learning techniques can be applied to the analysis and 
processing of diabetes data. Secondly machine learning and 
medical diagnosis have the uniform objective to extract the 
correct and valuable information from a large number of data 
for making decisions. At the same time, machine learning 
techniques can avoid the misdiagnosis of inexperienced or 
tired human experts, and have a high stability and accuracy 
in the screening and diagnosis of diabetes [14]. Furthermore, 
machine learning techniques can also help patients have a 
clear idea of their health status as well as the situation of 
diabetic development, then patients can plan their own 
lifestyle to slow the deterioration of disease [15]. Therefore, 
we hope that we can use machine learning techniques to find 
pathogenesis of diabetes which cannot be found in the 
medical domain, which has great significance for treatment 
of diabetes patients early, the appropriate use of medicine 
and early rehabilitation. In this paper, the applications of 
conventional machine learning techniques in the early 
screening and diagnosis of diabetes mellitus will be 
introduced from two aspects: supervised learning and 
unsupervised learning. 
 
2.1 Supervised Learning 
 
The purpose of supervised learning is to establish an 
objective function describing the data model and to adjust 
the parameters of the classifier by using a set of known 
sample categories. The objective function is used to forecast 
value of output variable from a set of variables called input 
values of the function [16]. The training data is composed of 
a set of known output variable categories or variable values. 
There are two kinds of learning tasks in supervised learning: 
classification and regression. The classification model is 
used to predict different classes, and the regression model is 
used to predict numerical values. Common supervised 
learning techniques include DT, ANN and SVM. The 
following will be a brief study of different supervised 
learning techniques in the early screening and diagnosis of 
diabetes. 
 
2.1.1 Decision Tree 
 
DT is a tree structure, which is a form of a flowchart, 
and it is a classification algorithm with root nodes, 
intermediate nodes and leaf nodes. The class tags are 
assigned to the leaf nodes, the root nodes and the 
nonterminal nodes include different test conditions to 
separate the different attributes. The root node is selected 
based on information gain [17]. The most significant aspect 
is that these classification models can be easily understood 
by the medical practitioner. DT algorithm has the merits of 
clear and understandable decision-making process, which 
supplies a powerful method for the classification and 
prediction of diabetes. So some DT algorithms, for instance, 
Alternating Decision Trees (ADTree) with the accuracy of 
83.68%, J48 with the accuracy of 91.38%, Naïve Bayesian 
Tree (NBTree) with the accuracy of 87.76%, Random Tree 
with the accuracy of 93.07%, REPTree with the accuracy of 
89.22%, SimpleCart with the accuracy of 92.69% and so on, 
are commonly applied in medical screening and diagnosis 
[18]. In recent years, Sankaranrayan and Pramananda have 
discovered hidden knowledge from a great deal of diabetic 
data set via different data mining techniques such as rule-
based classification and DT algorithms [19], which are 
significantly benificial in improving the quality of health 
care for diabetes patients. 
Kaur and Chhabra put forward a modified J48 algorithm 
to forecast whether a patient is suffering from diabetes. J48 
is an extension of ID3. The additional features of J48 are 
accounting for missing values, decision trees pruning, 
continuous attribute value ranges, derivation of rules. This 
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paper uses the Pima Indians Diabetes Data Set and 
experimental results show that this improved J48 
classification algorithm can reach accuracy of up to 99.87% 
while J48 just has the accuracy of 91.38 [20]. 
K. Rajesh et al. extracted features to reduce the number 
of features and dimension before screening and diagnosing 
the Pima Indian data set, so as to make the model 
generalization more powerful. In the selection of 
classification algorithm, they compare the error rate of C-RT 
(0.2148), CS-RT (0.2148), C4.5 (0.0938) and other 
classification algorithms in classification process, and 
finally choose the C4.5 algorithm with the lowest error rate 
commonly used in the medical field to classify. This 
algorithm can forecast whether a person is suffering from 
diabetes, and it can achieve the 91% classification accuracy, 
meaning a better performance than the other algorithms 
chosen [3].  
Diabetic foot has a high incidence of diabetic 
complications, so it is important to study the risk of 
amputation in patients with diabetic foot. Rajesh and 
Sangeetha using DT algorithm C4.5 constructed two 
classifiers to predict the risk of future amputation of diabetes 
patients. DT technique focuses on attempting to determine 
those factors which affect the outcome of amputation in 
diabetic foot patients and creates a prognostic scoring 
program to assess the degree of inevitability involved in 
amputation in the diabetic foot patient. Through 
classification, we can obtain the following conclusions: the 
doppler status of flow in the affected limb and the clinical 
ulcer grade are the most important factors in determining the 
prognosis of the limb. And the results of the experiments 
show that complex classifier model has higher accuracy than 
simple one in our constructed classifier model [21]. 
Jelinek et al. using DT techniques searched HbA1c 
combination with biomarkers to screen and diagnose 
diabetes. The experimental result shows that if HbA1c levels 
are below or equal to the current cut-off of 6.5%, additional 
biomarkers could be used together with HbA1c to improve 
diagnostic accuracy in type 2 diabetes. Compared to single 
HbA1c cut-off standard, this method improves diagnostic 
accuracy as well as provides a new idea for diagnosing 
diabetes. Paying attention to the relationship between 
HbA1c and oxidative stress markers, inflammatory 
cytokines and so on, they drew the conclusion that both 8-
hydroxy-2-deoxyguanosine (8-OhdG), an oxidative stress 
marker, and interleukin-6 (IL-6) improved classification 
accuracy [22]. 
 
2.1.2 Support Vector Machine 
 
SVM is a supervised learning algorithm for 
classification. The nature of the SVM removal sample over-
fitting increases the prediction accuracy [17]. It uses a kernel 
function to transform data from input space into a high 
dimensional feature space in which it searches for a 
separating hyperplane. To transform input space into desired 
feature space, it is essential to select kernel functions. There 
are some ordinarily used kernel function, such as linear, 
polynomial, puk and Radial Basic Function (RBF) kernels. 
Tapas Ranjan Baitharu et al. compared some kernel 
functions and found that Linear Kernel is more beneficial for 
dealing with diabetes datasets [23]. 
Calisir et al. proposed an automatic diagnostic system 
called LDA-MWSVM for feature extraction and diagnostic 
classification of diabetes. The system is made up of three 
parts: first, use linear discriminant analysis (LDA) for 
feature extraction, subsequently, use Morlet Wavelet 
Support Vector Machine (MWSVM) to classify, finally, the 
correct diagnosis performance of this automatic system 
based on LDA–MWSVM for the diagnosis of diabetes is 
calculated by using sensitivity and specificity analysis, 
classification accuracy, and confusion matrix, respectively. 
We can conclude from experimental results that the method 
of LDA and MWSVM based on classifier is capable of 
screening and diagnosing diabetes [24]. 
Protein-protein interactions (PPI) is considered to be the 
key strategies to understand the molecular mechanism 
underlying any disease. For the purpose of searching the 
nature causes of diabetes, some researchers use machine 
learning techniques to forecast protein-protein interactions 
for diagnosis of diabetes. Vyas et al. built and analysed 
protein-protein interactions related to diabetes by using 
SVM, biomedical text mining and network analysis. First, 
this paper uses text mining method to obtain the latest news 
of diabetes-related proteins and extract the unknown 
recessive diabetes protein knowledge from literature. Then 
we use the LibSVM software [25] based on SVM strategy to 
construct the classification model for predicting PPI. The 
model developed in the present work with an accuracy of 
78.2% can be used to identify diabetes mellitus related 
proteins. It is of important meaning for uncovering disease-
associated mutations, identifying drug targets and 
biomarkers for complicated disease [26]. 
In order to predict glucose levels in type 1 diabetes, 
Georga et al. developed a model of glucose metabolism to 
conduct health care for diabetes patients. This model can 
predict a large variety of stimulating blood glucose 
responses and provide knowledge of abnormal blood 
glucose changes. This paper solves the problem of 
subcutaneous glucose prediction in type 1 diabetes patients 
by using support vector regression technique, it cannot only 
give a better understanding of the dependencies between the 
input variables and the glucose, but also the problem of 
predicting hypo/hyperglycaemia events in addition to 
predicting values of significant importance since it can offer 
the patient with alerting capabilities [27]. 
In many machine learning methods of screening and 
diagnosis of diabetes mellitus, SVM has higher accuracy. 
But SVM has the flaw of poor interpretation, which is a big 
drawback in medical field. Han et al. used SVM to screen 
diabetes and add an ensemble learning module to turn the 
"black box" of SVM into comprehensible and transparent 
rule. First, obtains SVM model with better classification 
accuracy through training parameters, puts the support 
vector into model to predict, and the prediction tag of 
support vector will replace the original label of support 
vector. Subsequently, the artificial data was entered into the 
random forest (RF) algorithm, and the best rule set is 
generated by adjusting the rule induction method and 
evaluated with the test set. Results show that our proposed 
model has high quality in terms of diagnosis with precision, 
which means the diagnosis ability of the model. The model 
can evaluate undiagnosed individuals in an understandable 
form and provide more comprehensive and transparent 
representation for end users [28]. 
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The essential method to treat diabetes is to detect 
potentially causative genes, which benefit researchers to 
develop new drugs which not only control the disease but 
also can treat it. But it is the biggest problem that genes data 
are large in number with different time series data or 
dimensionality. To solve this problem, Atul Kumar et al. 
proposed a modified version of SVM that can reduce 
dimension, known as Support Vector Machine Recursive 
Feature Elimination (SVMRFE). The idea of SVMRFE is to 
build a model which can rank the importance of genes and 
eliminate the genes which cannot cause diabetes. 
Experimental results further identify the involvement of the 
coding genes in type 2 diabetes. This is conducive to the 
development of targeted drugs to fundamentally treat 
patients [29]. 
 
2.1.3 Artificial Neural Network 
 
ANNs are notably suitable for predicting the result of 
disease diagnosis, which is a powerful tool for analysing 
complex clinical data. During the training process, ANNs 
use known data and identify the complex relationship 
between the input and the output. After training, ANNs can 
be used to predict the output value of given input data. In 
general, ANNs are efficient for many complex, non-linear or 
incomplete data. 
Metabolic syndrome (Mets) refers to the body's protein, 
fat, carbohydrates and other metabolic disorders substances 
leading to a series of clinical syndromes. Mets is one of the 
well-known risky factors of causing chronic diseases such as 
cardiovascular disease, type 2 diabetes, cancer and chronic 
kidney disease. Whence, it has a great significance in 
determining the cause of diabetes by using ANN to identify 
metabolic syndrome. Hirose et al. applied ANN for 
prediction of the 6-year incidence of MetS by using clinical 
data [30]. Chen et al. concluded that ANN is  preferable to 
the traditional logistic regression analysis for assessing the 
risk of MetS from sex, age, BMI, waist circumference, 
waist-to-height ratio, hip circumference, systolic and 
diastolic blood pressure [31]. Darko Ivanovic´ proposed the 
feed-forward ANN with back propagation as the training 
algorithm to predict MetS. The contribution of this paper is 
simple input vector, a more detailed search of optimal ANN 
architecture [32]. 
Overweight individuals are at higher risk for developing 
type 2 diabetes than general population. So as to study the 
correlation between overweight population and type 2 
diabetes, Wang et al. established a blood glucose prediction 
model for overweight patients by analysing the correlation 
between blood glucose and biochemical parameters. First, 
using multiple linear regression (MLR) they select diabetes-
related variables which include the levels of fasting glucose 
(fs-GLU), blood lipids, and hepatic and so on. The back-
propagation artificial neural network (BP-ANN) model was 
then trained to predict blood glucose levels. The results 
showed that the proposed BP-ANN model could predict 
fasting blood glucose level in overweight patients based on 
six related fasting biochemical metabolism indicators (age, 
alanine aminotransferase, urea nitrogen, total protein, uric 
acid, body mass index) [33]. 
Input values of the ANN often involve laboratory 
parameters. To diagnose diabetes in patients who do not 
have blood tests or blood pressure measurements, Sumathy 
et al. proposed an ANN technique. The inputs of ANN 
designed are based on the symptoms, which could appear 
during the early stages of diabetes and based on the physical 
conditions. This proposed methodology brings great 
convenience to diabetes patients, reduces the cost of 
different medical tests and serves as a better tool for the 
diagnosis of diabetes [34]. 
ANNs are applied to screening and diagnosing diabetes 
along with diabetic complications. Rau et al. applied the 
ANN to prediction model of liver cancer in patients with 
type 2 diabetes for timely detection and diagnosis. Based on 
the prediction model, they came up with a web-based 
application to allow physicians to detect the probability of 
liver cancer in future 6-year period [35]. 
In recent years, mobile health medical equipment has 
been developed, ANN has been also applied to mobile 
devices to realize automatic diagnosis of diabetes, Giveki et 
al. used neural network algorithms to develop a distributed 
end-to-end three-tier health care system. The first layer is a 
sensor and wearable equipment for monitoring the vital 
signs of the body, the second layer is client devices such as 
PDAs and computers between the first and last layers of the 
mediator and communicator, the third layer is a high-end 
powerful desktop server to provide users with medical 
services and database operations. The ANN model is used to 
diagnose diabetes in the second and third layers [36]. 
 
2.2  Unsupervised Learning 
  
In medical domain, there are some clinical data without 
any corresponding labels. Supervised learning techniques 
are not suitable for dealing with data without any 
corresponding labels. However, unsupervised learning is 
good at discovering associations between hidden structures 
of data or variables without label [16]. Common 
unsupervised learning techniques include clustering 
technique and association rule technique, so the following 
will introduce some applications of different unsupervised 
learning techniques in the early screening and diagnosis of 
diabetes. 
 
2.2.1 Clustering Techniques 
 
Although there is a large amount of unlabelled data in 
the medical domain, clustering method can find important 
patterns in unorganized and massive data collections. Velu 
and Kaswan diagnosed diabetes by using EM algorithms, h-
means+ clustering, and genetic algorithms to form clusters 
with similar symptoms. The experimental results show that 
the h-means+ clustering method has better clustering 
performance than other clustering methods [37]. 
Clustering method can also be applied to feature 
extraction. Sideris et al. proposed a feature extraction 
framework based on clustering (hierarchical clustering) by 
analysing disease information, which is tested by using the 
data set of patients with heart failure and the data set of 
diabetes patients. The experimental results show that this 
method can diagnose the severity of patient's condition and 
improve the prediction accuracy of the risk assessment of 
patients' readmission [38]. 
 
2.2.2 Association Rule Learning 
 
Association rule is the rule whose support degree and 
trust degree meet the given threshold value respectively, 
association rules are of the form {X1, ..., Xn} → Y. The most 
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well-known association rule discovery algorithm is Apriori, 
which was proposed by Rakesh Agrawal in 1994. 
Association rule is one of the most valuable tools for 
unsupervised data analysis in biology and bioinformatics, 
which can be used for biological sequence analysis, gene 
expression data analysis, and frequent patterns discovery 
from biological data. 
Association rule is of great significance in detecting the 
risk of diabetes in patients, which has a great significance in 
taking appropriate treatment at the right time. Murari 
Devakannan Kamalesh et al. summarized the rules, analysed 
and compared four methods. Experimental results indicated 
that the method called bottom-up summarization (BUS) can 
find high-risk diabetes subgroups with high accuracy [39]. 
Ramezankhani et al. used association rule to find the 
pathogenesis of type 2 diabetes mellitus. This paper uses the 
Apriori algorithm, first uses minimal support to identify all 
frequent itemsets in the database, then applies these frequent 
itemsets and minimum confidence to generating rules, 
finally extracts two rules for men and women respectively. 
Experimental results explain that Fasting Blood Glucose 
(IFG), impaired glucose tolerance (IGT) and BMI ≥30 
kg/m2, family history of diabetes, wrist circumference >16.5 
cm and waist height ≥0.5 can increase the risk of diabetes for 
female. For men, the combination of IGT, IFG, city 
residence time (>40 years), central obesity, total cholesterol 
and high density lipoprotein ratio ≥5.3, low physical activity, 
chronic kidney disease and wrist circumference >18.5 cm 
are identified as a risk model for diabetes. Association rules 
apply to different combinations of risk factors rather than 
individual predictive factor [40]. 
While association rule mining to electronic medical 
records can discover sets of risk elements and their 
corresponding subpopulations of developing diabetes, 
however, electronic medical records usually have the 
characteristics of high-dimensional, which leads to 
generating a very large set of association rules, reducing the 
interpretability of entire rule set. In order to solve this 
problem, G.J. Simon et al. used the rule set aggregation 
technique to compress the original rule set into a more 
compact set that can be interpreted. In this paper, we propose 
four kinds of association rule set aggregation techniques, 
which can apply association rules mining to determining the 
combination of empathy in clinical. Finally, the 
performance, applicability, advantages and disadvantages of 
the four methods are evaluated [41]. 
The object of rule mining is to find a small set of 
integrated rules based on a training dataset. However, the 
accuracy of these algorithms is not high while considering 
the sensitivity and specificity. Ramalingaswamy Cheruku et 
al. proposed SMO-based rule miner called SM-RuleMiner 
to generate a comprehensive optimal ruleset while balancing 
accuracy, sensitivity and specificity [42]. 
Electronic health records (EHRs) consist of multiple 
time series of clinical variables collected for a specific 
patient, such as laboratory test results and medication orders. 
For the purpose of making full use of time series 
information, Batal et al. proposed the Recent Temporal 
Pattern (RTP) mining framework, which is used to establish 
classification model, accurately detect adverse reactions, 
and apply it to monitor the future development of patients' 
conditions, so as to improve the performance of the classifier 
[43]. 
3 DEEP LEARNING 
 
Conventional machine-learning techniques were limited 
in dealing with natural data in their raw format. To solve this 
problem, researchers put forward the concept of 
representation learning, which is a set of methods that allow 
a machine to be fed with raw data and to automatically 
discover the representations needed for detection or 
classification [44]. Deep-learning methods are 
representation-learning methods with multiple layers of 
representation, obtained by combining simple but non-linear 
modules, each of which transforms a level of representation 
(starting with the original input) into a higher, more abstract 
representation [44]. Deep learning differs from “shallow” 
learning. In deep learning, we have more than one hidden 
layer between input and output layers. We compute the input 
to each unit except input layer, as the weighted sum of units 
from the previous layer; then we usually apply nonlinear 
transformation, or activation function to the input of a unit 
so as to acquire a new representation of the input from 
previous layer [45]. We have weights on links between units 
from layer to layer. For deep learning, we can summarize 
that by calculating the forward flow from input to output, 
and then propagating errors from output back to input, the 
weights can be updated to optimize some loss functions [46]. 
Most Deep Neural Networks (DNNs) can be classified into 
three major categories: supervised learning, unsupervised 
learning and Hybrid or semisupervised networks. In 
supervised learning, labelled data are used to train DNNs 
and learn the weights that minimize the error to forecast a 
target value for classification or regression, whereas in 
unsupervised learning, the training is performed without 
requiring labelled data. We can cluster, extract feature and 
reduce dimensionality by unsupervised learning. In 
semisupervised learning, DNNs combine an initial training 
procedure with an unsupervised learning step to extract the 
most relevant features and then use those features to classify 
exploiting a supervised learning step [47]. 
Because the characteristics of medical data are high-
dimensional, noisy, heterogenous, sparse and so on we 
anticipate that deep learning will have a better performance 
in dealing with this type data. First, DNNs require very large 
data sets, while patients with chronic diseases produce a 
large number of medical records. Second, DNNs have the 
excellent ability to deal with the high-dimensional, sparse, 
noisy data with nonlinear relationships which are just the 
characteristics of medical data [47]. Third, DNNs have high 
generalization ability, therefore we can train a data set and 
then apply well-trained model to new data sets. DNNs have 
the suitability of biological data and the potential 
applications. Deep learning also can be applied in many 
fields of medicine, such as translational bioinformatics, 
medical imaging, medical informatics, public health [47]. 
This section covered several applications of deep learning 
methods, including DBNs, deep RNNs, deep CNNs and so 
on. The aim of applying these deep networks is to extract 
medical features and lay the foundation for screening and 
diagnosis of diabetes. 
 
3.1  Deep Belief Network 
 
DBN can be considered as a composition of Restricted 
Boltzman Machines (RBMs) where each sub-network’s 
hidden layer is connected to the visible layer of the next 
RBM. DBN has great advantages in disease feature 
extraction and data mining of HER [48]. 
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Most patients of type 1 diabetes have symptoms of 
hypoglycaemia. In recent years, research has got the result 
that heart rate (HR) and correct QT interval (QTc) of the 
electrocardiogram (ECG) signal are found as the most 
common physiological parameters to be effected from 
hypoglycaemic reaction. San et al. using DBN detect blood 
glucose levels and diagnose whether diabetes patients have 
symptoms of hypoglycaemia. The results indicate that DBN 
can effectively detect the occurrence of hypoglycaemia [49]. 
Mehrabi et al. search the common time pattern in the 
diagnostic matrix through the DBN. In this paper, the 
longitudinal records of each patient are expressed as 
diagnostic matrices. Deep learning algorithm is used to 
discover conventional patterns between patients, providing 
new ideas for discovering new potential correlations and 
generating new hypotheses [50]. 
Diabetic complications can be caused by long-term 
uncontrolled blood glucose and one of the most common 
complications is diabetic retinopathy [51]. In order to carry 
out its early diagnosis, Arunkumar proposed a DBN method 
to extract features by extracting variables related to diabetic 
retinopathy, which also contributes to the development of 
automated screening systems [52]. 
 
3.2  Deep Recurrent Neural Network 
 
RNN is a class of neural network whose connections of 
units form a directed cycle. This nature grants its ability to 
work with temporal data, so it is good at working with tasks 
on time series data, or sequential data. 
Edward Choi et al. developed a Doctor AI to predict 
clinical events via RNNs based on EHRs. They put records 
as input to forecast diagnosis and medication categories for 
a subsequent visit. The strategy of this model is to develop a 
generic way to represent the patient's temporal healthcare 
experience so as to predict all diagnoses, drug classes, and 
visit times [8]. 
Jagannatha and Yu et al. proposed a predictive model of 
sequence tag structures based on RNNs in clinical texts. The 
focus of this work is to label clinical events (drugs, 
indications, and adverse drug events) and event-related 
attributes (drug dose, pathway, etc.) in unstructured clinical 
records [53]. 
In order to solve the problem of long-term dependency 
between tags, Jagannatha et al. used Long Short-Term 
Memory (LSTM) as our RNN model and model the CRF 
pairwise potentials using neural networks. The experimental 
results show that structured prediction models are good 
directions to improve the accurate phrase extraction of 
clinical entities [54]. Pham et al. introduced DeepCare, a 
deep dynamic neural network that can read medical records 
and predict future medical outcomes. Built on LSTM, 
DeepCare introduces time parameterizations to handle 
irregular timing by moderating the forgetting and 
consolidation of illness memory. We demonstrate the 
efficacy of DeepCare for disease progression modelling and 
readmission prediction in diabetes [55]. 
In addition, Lipton et al. used circulating neural 
networks to model clinical time series with missing values 
[14]. Che and Purushotham et al. proposed that the GRU-D 
circulatory neural network model also can be used to treat 
multiple clinical time series with missing values [56]. 
 
 
3.3  Deep Convolutional Neural Network 
 
CNNs have had the greatest impact within the field of 
medical domain. Its architecture can be defined as an 
interleaved set of feedforward layers implementing 
convolutional filters followed by reduction, rectification or 
pooling layers. Each layer in the network originates a high-
level abstract feature [57]. 
Nguyen P et al. present Deepr, a new end-to-end deep 
learning system that learns to extract features from medical 
records and predicts future risk automatically. Deepr is a 
multi-layered architecture based on CNNs, it is able to 
uncover the underlying space of diseases and interventions, 
show the relationships between them, so as to detect care 
patterns and disease [58]. 
Torre et al. applied deep CNNs to automatically classify 
retinal images. They divided the retina images into five 
levels using supervised deep learning. Results show that it is 
possible to achieve a quadratic weighted kappa classification 
score over 0.75, which is not far from human expert reported 
scores of 0.80 [59]. 
Pratt et al. use the deep CNN to diagnose diabetic 
retinopathy and classify its severity to determine the fundus 
color. Deep CNNs can automatically classify micro-
aneurysms, exudate and haemorrhages on the retina [60]. On 
the data set of 80,000 images used our proposed CNN 
achieves a sensitivity of 95% and an accuracy of 75% on 
5,000 validation images [61]. 
 
3.4  Other Deep Networks 
 
Autoencoders can be successfully applied in the feature 
extraction and dimensionality reduction. In 2016, Miotto R 
et al. came up with a new unsupervised deep feature learning 
method, which is a three-layer stack of denoising 
Autoencoders. It was used to capture hierarchical 
regularities and dependencies in the aggregated EHRs of 
approximately 700,000 patients from the Mount Sinai data 
warehouse. This method can obtain a general-purpose 
patient representation from EHR data, making the clinical 
predictive model more convenient. The experimental results 
are significantly better than those achieved using 
representations on the basis of raw EHR data and alternative 
feature learning strategies. In the prediction of severe 
diabetes, the performance of "deep patient" is far ahead. Its 
innovation lies in the discovery that the application of deep 
learning to EHRs can be demonstrated by patients, thus 
helping us improve clinical predictions and provide a deep 
learning framework for strengthening clinical decision-
making [59, 60]. 
Nie L et al. put forward a novel deep learning scheme to 
automatically infer the possible diseases of the given 
questions in community-based health services [64]. 
Kamble et al. used Restricted Boltzmann Machine to 
detect whether patient has diabetes. If patients have diabetes, 
the DT technique will be used in this paper to detect whether 
the patient has type 1 or type 2 diabetes [65]. 
 
4 CONCLUSIONS AND FUTURE WORK 
 
We choose to apply the machine learning method to 
extracting diabetes feature so as to get a generic model for 
diagnosing and predicting diabetes. However, because the 
conventional machine learning model relies on the applied 
data set and selected parameters [66], the generality of the 
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disease prediction model is reduced, and only can be applied 
to specific populations. It is well-known that different risky 
assessment models rely on different population data sets, 
therefore the lack of repeatability and external validation is 
the biggest challenge of conventional machine learning in 
diagnosing and predicting diabetes [15]. At the same time, it 
is tough or unsatisfying to deal with the high-dimension, 
heterogeneity and sparse data sets. In addition, the 
performance of conventional machine learning method 
depends on data pre-processing extremely, the ability to 
handle raw data sets is restricted. 
In the wake of deep learning, some problems which are 
difficult to be solved by conventional machine learning 
methods begin to have new ideas and new methods. Due to 
the lack of commonality in conventional machine learning, 
researchers have developed a universal disease diagnosis 
model that does not rely on the data sets, which is of great 
significance to model versatility. Simultaneously because of 
the characteristics of deep learning, it is very good at 
discovering intricate structures in high-dimension, noise, 
and heterogeneity and sparseness data [67]. 
The general model introduced in this paper uses deep 
learning to extract medical features and develop medical 
diagnosis, which lays a foundation for the feature extraction, 
diagnosis and treatment of diabetes. In several applications 
of deep learning networks, DBNs can be configured to avoid 
overfitting and can be applied to various types of biomedical 
data, and it is suitable to extract diabetic feature. RNNs are 
good at dealing with time series data or sequential data. 
CNNs are mainly applied to image recognition, for example, 
they classify retinal images to diagnose diabetic retinopathy. 
Autoencoders which have the ability to learn flexible and 
rich representations of data can be successfully used for 
feature extraction and dimensionality reduction, and they 
have some excellent applications in diabetes diagnosis. Tab. 
2 shows the comparison of different algorithms. 
 
Table 2 The comparison of different algorithms 
Algorithm DataSet Accuracy 
ADTree DiScRi 83.68% [18] 
J48 DiScRi 91.38% [18] 
NBTree DiScRi 87.76% [18] 
RandomTree DiScRi 93.07% [18] 
REPTree DiScRi 89.22% [18] 
SimpleCart DiScRi 92.69% [18] 
Improved J48 
classification 
algorithm 
The Pima Indians 
Diabetes Data Set 99.87% [20] 
C4.5 algorithm The Pima Indians Diabetes Database 91% [3] 
C-RT The Pima Indians Diabetes Database 78.5% [3] 
CS-RT The Pima Indians Diabetes Database 78.5% [3] 
LDA-MWSVM The Pima Indians Diabetes Database 89.74% [24] 
SVM strategy PPI 78.2% [26] 
SVM+RF PIMA 89.02% [28] 
SVMRFE GEO, DGAP 83.9% [29] 
BP-ANN 
346 overweight Chinese 
people patients ages 18–
81 years 
99.87% [33] 
RTP NEURO 77.34% [43] 
CNNs 5,000 validation images 75% [61] 
 
Although deep learning behaves wonderfully in medical 
domain, it still has many problems to be solved. Firstly, we 
cannot explain the entire deep learning model despite some 
recent work on visualizing high level features by using the 
weight filters. Secondly, in the training process of deep 
learning network (especially in the case of small datasets), a 
common problem is over fitting. In this case, the network is 
able to memorize the training examples normally, but cannot 
be generalized to new samples that it has not already 
observed. Then if we apply deep learning tools, we are 
supposed to pre-process the dataset as input for deep 
learning network. It is a great challenge to find an effective 
classification model by correctly preprocessing the data and 
finding the optimal hyperparameter set. The last aspect that 
we would like to underline is that numerous deep learning 
networks can be easily fooled [57]. 
In the future perspectives of machine learning methods 
for screening and diagnosis diabetes, we should combine the 
power of deep learning to learn about flexible, rich data 
representations with the transparency and interpretability of 
traditional machine learning techniques [47]. A combination 
of these approaches uses supervised, unsupervised, and 
reinforce learning to understand the process of diabetic 
diagnosis and develop personalized medical care. And in the 
future development process it is better to add the domain 
knowledge of diabetes to improve the performance of the 
model. Through the combination of several aspects, we hope 
to extract new feature to clear diabetes pathology. This 
review was to plant a seed of interest for screening and 
diagnosis of diabetes with machine learning method. 
Through this paper, we see a lot of value in increased 
collaboration between biologists and the computational 
biology community, simultaneously open up a discussion 
about the many opportunities that biological data not just 
diabetes data offer for application of this approach, including  
the hurdles to overcome and many possible directions 
moving forward [47]. 
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