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In this paper, we shall ﬁrstly illustrate why we should consider integral of a stochastic
process with respect to a set-valued square integrable martingale. Secondly, we shall prove
the representation theorem of set-valued square integrable martingale. Thirdly, we shall
give the deﬁnition of stochastic integral of a stochastic process with respect to a set-valued
square integrable martingale and the representation theorem of this kind of integrals.
Finally, we shall prove that the stochastic integral is a set-valued sub-martingale.
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1. Introduction
Classical stochastic differential equations have widely been used in optimal control problems (cf. [34]), mathematical
ﬁnance (cf. [13]) and so on. Stochastic inclusions as a special form of stochastic differential equations appear in a natural
way as a reduced or as a theoretical description of stochastic control problems (cf. [17]). For example, in the Hull–White
interest rate model (cf. [40]), the short-rate r(t) obeys a Gaussian diffusion process of the following form
dr(t) = [θ(t) − a(t)r(t)]dt + σ(t)dBt, for any t ∈ [0, T ]
where (Bt)0tT is a Brownian motion, θ(t) is a deterministic function of time and chosen with the purpose to ﬁt the the-
oretical bond prices to yield the curve observed on the market, σ(t) determines the overall level of volatility, the reversion
rate a(t) determines the relative volatilities of long and short rate. Or more general form
dr(t) = [θ(t) − a(t)r(t)]dt + σ(t)dm(t) (1.1)
where mt is a martingale. In the real world, however, this model is not always precise. If we know mt takes values in or
ﬂuctuates within one interval, for example M(t) = [m1(t),m2(t)], where m1, m2 are martingales with m1 m2, then (1.1)
can be reformed as a differential inclusion
dr(t) ∈ [θ(t) − a(t)r(t)]dt + σ(t)dM(t) (1.2)
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rt − rs ∈ cl
( t∫
s
[
θ(τ ) − a(τ )r(τ )]dτ + σ(τ )dM(τ )
)
, s, t ∈ [0, T ] (1.2′)
where the closure is taken in the sense of L1. M(t) is a set-valued martingale. Concerning M(t) and its selection, we could
refer to Example 4.1 in [26]. In (1.2), there are two parts: one part is [θ(t)−a(t)r(t)]dt which is related to classical Lebesgue
integral of a stochastic process with respect to time t , i.e.
∫ t
0 [θ(s) − a(s)r(s)]ds, and the other part is σ(t)dM(t) which is
related to the integral of a stochastic process with respect to a set-valued martingale. How to deﬁne this set-valued integral
suitably is the ﬁrst problem in the theory of set-valued stochastic analysis. What properties does it have? These problems
are what we shall consider. These would be useful for us to study the solution of set-valued stochastic differential inclusion
(1.2) and its properties (cf. [15,16]).
There are many related former works about set-valued Lebesgue integral. Based on the work of Richter [39] and
Kudo [21], Aumann introduced the Lebesgue integral of set-valued functions and discussed its properties in [3]. Kisielewicz
introduced Aumann type Lebesgue integral of set-valued stochastic processes in [15]. Kisielewicz with his colleagues did
a lot of nice works about stochastic differential inclusions, especially their solution problems in [15–20]. In [22], Li and Li
discussed more properties of the Lebesgue integral of set-valued stochastic processes. We also would like to refer to related
works such as [5,23,24,32] and so on.
Concerning set-valued martingales, it was ﬁrst introduced by Van Cutsem in the case of convex compact values in [7].
Hiai and Umegaki gave more general deﬁnition of conditional expectation of a set-valued random variable in [10] so that
the theory of set-valued martingales could be developed deeply and extensively. There are many works in this area, for
instance, [9–12,25–31,35–37,41,44,45]. But it is necessary to investigate set-valued square integrable martingales.
Concerning set-valued stochastic integral of a stochastic process with respect to a Brownian motion and differential
inclusions, Kisielewicz introduced the deﬁnitions in [15]. More related works have [1,2,8,14–20,29,33] and so on.
There are many good works on classical stochastic integral of a stochastic process with respect to a classical martingale,
especially to a square integrable martingale (e.g. [6]). But there are not so many works on stochastic integral with respect
to a set-valued martingale. Until now, we only have [38]. Qi and Wang gave a deﬁnition of integral of a stochastic process
with respect to a set-valued square integrable martingale by essential convex closure. But they even did not discuss whether
the result of integral is a measurable set-valued stochastic process or not. So it is diﬃcult to have further applications. In
this paper, we shall give a new deﬁnition of the stochastic integral of a classical stochastic process with respect to a set-
valued martingale and prove that the integral is a set-valued submartingale. Finally, we shall discuss other properties of the
stochastic integral.
We organize our paper as follows: in Section 2, we shall introduce some necessary notations, deﬁnitions and results
about set-valued stochastic processes. In Section 3, we shall investigate set-valued martingales and set-valued square inte-
grable martingales, especially we give the representation theorem of set-valued square integrable martingales. In Section 4,
we shall give a new deﬁnition of stochastic integral of a predictable stochastic process with respect to a set-valued square
integrable martingale, prove the representation theorem and discuss some properties of set-valued stochastic integral, espe-
cially set-valued submartingale property.
2. Preliminary on set-valued stochastic processes
Throughout this paper, assume that R is the set of all real numbers, I = [0, T ], N is the set of all natural numbers, Rd is
the d-dimensional Euclidean space with usual norm ‖ · ‖, B(E) is the Borel σ -ﬁeld of the metric space E , (Ω,A, (At)t∈I ,μ)
is a complete ﬁltration probability space, the σ -ﬁeld ﬁltration {At : t ∈ I} satisﬁes the usual conditions (i.e. complete, non-
decreasing and right continuous). Let Lp[Ω,At ,μ; Rd] be the set of Rd-valued At-measurable random variables ξ with
E[‖ξ‖p] < ∞ (1  p < ∞), and write ‖ξ‖p = [E[‖ξ‖p]]1/p . When At is replaced by A, Lp[Ω,A,μ; Rd] can be written as
Lp[Ω; Rd]. Let Lp(Rd) be the family of all At-adapted Rd-valued measurable stochastic processes f = { f (t),At : t ∈ I} such
that for each t  0, f (t) ∈ Lp[Ω,At ,μ; Rd].
Now we review notations and concepts of set-valued stochastic processes.
Assume that K(Rd) is the family of all non-empty, closed subsets of Rd , and Kc(Rd) (resp. Kk(Rd), Kkc(Rd)) is the family
of all non-empty closed convex (resp. compact, compact convex) subsets of Rd .
For any x ∈ Rd , A is a non-empty subset of Rd , deﬁne the distance between x and A,
d(x, A) = inf
y∈A ‖x− y‖.
The Hausdorff metric on K(Rd) is deﬁned as
dH (A, B) = max
{
sup
a∈A
d(a, B), sup
b∈B
d(b, A)
}
(2.1)
for A, B ∈ K(Rd). Note that the Hausdorff metric between two closed sets A, B may be inﬁnite when they are unbounded.
But it is known (cf. Theorem 1.1.2 [28]) that the family of all bounded elements in K(Rd), i.e. Kk(Rd), is a complete separable
S. Li et al. / J. Math. Anal. Appl. 370 (2010) 659–671 661space with respect to the Hausdorff metric dH , and Kkc(Rd) is its closed convex subset. For B ∈ K(Rd), deﬁne ‖B‖K =
dH ({0}, B) = supa∈B ‖a‖.
If F : (Ω,A) → K(Rd) satisﬁes that for any open set O ⊂ Rd , F−1(O ) = {ω ∈ Ω: F (ω) ∩ O 
= ∅} ∈ A, then F is called
(A-) measurable (or a set-valued random variable, random set, multivalued function (cf. [4,10,28])). If F is a sub-σ -ﬁeld
of A, let M[Ω,F ,μ;K(Rd)] be the family of all K(Rd)-valued F -measurable random variables. When σ -ﬁeld F = A, it is
denoted brieﬂy by M[Ω;K(Rd)]. Similarly, we have notations M[Ω,F ,μ;Kc(Rd)], M[Ω,F ,μ;Kkc(Rd)] and so on. Let
SpF (F) =
{
f ∈ Lp[Ω,F,μ; Rd] : f (ω) ∈ F (ω), a.e. ω ∈ Ω}.
When F = A, it is written SpF for short.
A set-valued random variable F : Ω → K(Rd) is called integrable if S1F is non-empty. F is Lp-bounded if and only
if the real-valued random variable ‖F‖K ∈ Lp[Ω; R]. If F is L1-bounded, then F is also called integrably bounded. Let
Lp[Ω,F ,μ;K(Rd)] be the family of all K(Rd)-valued Lp-bounded F -measurable random variables. Similarly, we have nota-
tions Lp[Ω,F ,μ;Kc(Rd)], Lp[Ω,F ,μ; Kkc(Rd)], Lp[Ω;K(Rd)] and so on.
Deﬁnition 2.1. A non-empty set Γ ⊂ Lp[Ω,F ,μ; Rd] is called decomposable with respect to the σ -ﬁeld F , if for any
f , g ∈ Γ , any U ∈ F , we have IU f + IUc g ∈ Γ .
Firstly, we know that for any set-valued random variable F ∈ Lp[Ω;K(Rd)], SpF is decomposable with respect to A. We
also have the following opposite result.
Theorem 2.2. (Cf. [10] or [28].) Let Γ be a non-empty closed subset of Lp[Ω, Rd]. Then there exists an F ∈ M[Ω;K(Rd)] such that
Γ = SpF if and only if Γ is decomposable with respect to A. Furthermore, Γ is bounded if and only if F is integrably bounded, and Γ
is convex if and only if F is convex.
In general, if Γ is a non-empty subset of Lp[Ω,At ,μ; Rd], we have the following deﬁnition.
Deﬁnition 2.3. For any non-empty subset Γ ⊂ Lp[Ω,At ,μ; Rd], deﬁne the decomposable closure of Γ with respect to At
as
deAtΓ =
{
f ∈ Lp[Ω,At,μ; Rd]: for any ε > 0, there exists an At-measurable ﬁnite
partition {A1, . . . , An} of Ω and f1, . . . , fn ∈ Γ such that
∥∥∥∥∥ f −
n∑
i=1
I Ai f i
∥∥∥∥∥
p
< ε
}
.
The expectation of F is deﬁned as E[F ] = {E[ f ]: f ∈ S1F }. It is called Aumann integral introduced by Aumann in 1965
(cf. [3]). Hiai and Umegaki gave the following theorem and deﬁnition of conditional expectation of a set-valued random
variable when p = 1 in [10]. Similarly, they hold for p  1.
Theorem 2.4. Let F ∈ M[Ω;K(Rd)]with SpF 
= ∅, F be a sub-σ -ﬁeld of A. Then there exists a unique F -measurable element E[F |F ]
of M[Ω,F ,μ;K(Rd)] such that
S pE[F |F](F) = cl
{
E[ f |F]: f ∈ SpF
}
, (2.2)
where the closure is taken in Lp[Ω; Rd].
Deﬁnition 2.5. For F ∈ M[Ω;K(Rd)], E[F |F ] ∈ M[Ω,F ,μ;K(Rd)] satisfying (2.2) is called the conditional expectation of F
relative to F (in Lp).
Concerning more deﬁnitions and more results of set-valued random variables, readers may refer to the excellent pa-
per [10] or the book [28].
F = {F (t): t ∈ I} is called a set-valued stochastic process if F : I × Ω → K(Rd) is a set-valued function such that for any
ﬁxed t ∈ I , F (t, ·) is a set-valued random variable. A set-valued process F = {F (t): t ∈ I} is called adapted with respect
to the ﬁltration {At : t ∈ I}, if F (t) is measurable with respect to At for each t ∈ I , and denoted by {F (t),At : t ∈ I}. Let
Lp(K(Rd)) denote the family of all At -adapted K(Rd)-valued stochastic processes F = {F (t),At : t ∈ I} such that for each
t ∈ I , ‖Ft‖K ∈ Lp[Ω,At ,μ; R].
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Sp(F ) = { f ∈ Lp[I × Ω; Rd]: f (t,ω) ∈ F (t,ω), a.e. (t,ω) ∈ I × Ω}.
Lp[I × Ω,B(I) × Ω,λ × μ; Rd] is the space of all B(I) × Ω-measurable elements f : I × Ω → Rd with
||| f |||p :=
(
E
[ T∫
0
∥∥ f (s)∥∥p ds
])1/p
< ∞.
and denoted as Lp[I × Ω; Rd] for short.
Let f , f ′ ∈ Lp[I × Ω; Rd], f = f ′ if and only if ||| f − f ′|||p = 0. Then (Lp[I × Ω; Rd], ||| · |||p) is complete.
Further, we have the following theorem.
Theorem 2.6. If S p(F ) 
= ∅, then Sp(F ) is a closed set of (Lp[I × Ω; Rd], ||| · |||p).
Proof. Let { fn(t),At : t ∈ I} ∈ Sp(F ), n 1, and fn converge to { f (t),At : t ∈ I} in (Lp[I × Ω; Rd], ||| · |||p), then we have
||| fn − f |||p =
[
E
( T∫
0
∥∥ fn(s) − f (s)∥∥p ds
)]1/p
→ 0 (n → ∞),
i.e. { fn: n 1} converges to f in the sense of Lp with respect to λ × μ in the product space I × Ω , where λ is a Lebesgue
measure on I . So there exists subsequence { fnk : k 1} of { fn: n 1} such that { fnk (s,ω)} almost everywhere converges to
f (s,ω) in the space I × Ω when k → ∞.
For any k 1, fnk (t,ω) ∈ F (t,ω) a.e., and F (t,ω) ∈ K(Rd), we have f (t,ω) ∈ F (t,ω) a.e. So { f (t),At : t ∈ I} ∈ Sp(F ). The
proof is completed. 
Let Lp[I × Ω;K(Rd)] be the space of all elements F (s, ω) ∈ M(I × Ω;K(Rd)) with
|||F |||p :=
(
E
[ T∫
0
‖F‖pK ds
])1/p
< ∞.
Then we have the following theorem:
Theorem 2.7. Let F ∈ Lp[I × Ω;K(Rd)], then S1(F ) = Sp(F ), where p  1.
Proof. Sp(F ) ⊆ S1(F ) is obvious. Now we prove the converse. For any f ∈ S1(F ), we have ‖ f (s,ω)‖  ‖F (s,ω)‖K since
f (s,ω) ∈ F (s,ω) for a.e. (t,ω) ∈ I × Ω . Note that F ∈ Lp[I × Ω;K(Rd)], so that we have f ∈ Lp[I × Ω; Rd], which implies
S1(F ) ⊆ Sp(F ). 
Now we start to discuss set-valued martingale and set-valued square integrable martingale.
3. Set-valued martingale and set-valued square integrable martingale
Deﬁnition 3.1. A set-valued stochastic process F = {F (t),At : t ∈ I} is called a set-valued martingale if
(i) F = {F (t),At : t ∈ I} is adapted and for any t ∈ I , F (t) is L1-bounded;
(ii) for any t  s, t, s ∈ I , E[F (t)|As] = F (s), a.e. (μ).
Deﬁnition 3.2. A set-valued stochastic process F = {F (t),At : t ∈ I} is called lower semicontinuous at t0 ∈ I for any ω ∈ Ω
if for any ﬁxed ω ∈ Ω and for any open set G satisfying F (ω, t0) ∩ G 
= ∅, there exists δ > 0 such that when |t − t0| < δ, we
have F (ω, t) ∩ G 
= ∅.
Deﬁnition 3.3. A set-valued stochastic process F = {F (t),At : t ∈ I} is called Hausdorff lower semicontinuous at t0 ∈ I for
any ω ∈ Ω if for any ﬁxed ω ∈ Ω and ε > 0, there exists δ > 0 such that when |t − t0| < δ, we have F (ω, t0) ⊂ ε + F (ω, t).
Note that lower semicontinuous is brieﬂy denoted by l.s.c., Hausdorff lower semicontinuous is brieﬂy denoted by h.l.s.c.
Similarly, upper semicontinuous is brieﬂy denoted by u.s.c., Hausdorff upper semicontinuous is brieﬂy denoted by h.u.s.c.
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function, if
(a) for any given x ∈ X , ω → f (ω, x) is measurable;
(b) for any given ω ∈ Ω , x → f (ω, x) is continuous.
Theorem 3.5. (Cf. [45].) Assume that I : Ω × X → Y is a Caratheodory function, then f (·,·) is product measurable.
Theorem 3.6. (Cf. [11] or [45].) Assume X is a complete separable metric space, Y is a separable Banach space, the set-valued mapping
F : Ω × X → Kc(Y ) satisﬁes
(i) (ω, x) → F (ω, x) is measurable;
(ii) for every ω ∈ Ω , x → F (ω, x) is lower semicontinuous.
Then there exists a sequence of Caratheodory selections { fn: Ω × X → Y ,n 1} of F , such that for any (ω, x) ∈ Ω × X,
F (ω, x) = cl{ fn(ω, x): n 1}.
Now we shall discuss separable set-valued stochastic process. Assume that X is a separable Banach space, {xn: n 1} is
a countable dense subset of X , {rk: k 1} is the set of all the rational numbers, B(xn, rk) is a ball. Let F be the set of ﬁnite
intersection of
{
B(xn, rk), B(xn, rk)
c: n,k 1
}
,
then F is countable.
Deﬁnition 3.7. Assume that Y is a complete separable metric space, F : Ω × X → K(Y ) is called separable, if there exist
a countable set D ⊂ X and N ∈ A with μ(N) = 0 such that for any ω ∈ Ω \ N and A ∈ F, cl F (ω, A ∩ D) = cl F (ω, A),
where F (ω, B) = ⋃{F (ω, x): x ∈ B}(B ⊂ X). F is called product measurable, if for any open set G ⊂ Y , F−1(G) = {(ω, x) ∈
Ω × X: F (ω, x) ∩ G 
= ∅} ∈ A × B(X).
Theorem 3.8. If F : Ω × X → K(X) satisﬁes:
(1) for any x ∈ X, ω → F (ω, x) is measurable, i.e. for any open set G ⊂ X, {ω ∈ Ω: F (ω, x) ∩ G 
= ∅} ∈ A;
(2) for any given ω ∈ Ω , x → f (ω, x) is l.s.c. or h.l.s.c. (u.s.c. or h.u.s.c.);
(3) F (·,·) is separable,
then (ω, x) → F (ω, x) is product measurable.
Corollary 3.9. Assume that F = {F (t),At : t ∈ I} is a separable set-valued martingale, for any ﬁxed ω ∈ Ω , F (ω, t) is lower semicon-
tinuous, then F is product measurable.
Deﬁnition 3.10. An Rd-valued stochastic process f = { f (t),At : t ∈ I} is called an Lp-martingale selection of F = {F (t),At :
t ∈ I} if
(1) f ∈ Sp(F ),
(2) { f (t),At : t ∈ I} is a martingale in Lp[I × Ω; Rd].
Let MSp(F ) be the set of all Lp-martingale selections of F = {F (t),At : t ∈ I}. If p = 1, MS1(F ) can be written as MS(F ).
Theorem 3.11. Let F = {F (t),At : t ∈ I} ⊂ L1[Ω;Kc(Rd)] be an adapted product-measurable set-valued stochastic process, then the
following propositions are equivalent:
(1) {F (t),At : t ∈ I} is a set-valued martingale;
(2) for any s, t ∈ I , s t, we have
S1F (s)(As) = cl
{
E[g|As]: g ∈ S1F (t)(At)
};
(3) for any s ∈ I , S1 (As) = cl{g(s): {g(t): t ∈ I} ∈MS(F )}.F (s)
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(4) there exist two real-valued L1-martingale selections ξ = {ξ(t),At : t ∈ I} and η = {η(t),At : t ∈ I}, such that for each t, F (t,ω) =
[ξ(t,ω),η(t,ω)] a.e.
Proof. Since F is product measurable, then the selection of F is product measurable. By Theorem 3.1 in [29] or [43], we
have the result. 
Corollary 3.12. (See [29].) Assume that F = {F (t),At : t ∈ I} ⊂ L1[Ω;Kc(Rd)] is a product-measurable set-valued martingale, then
there exists a sequence of Rd-valued martingales {gi = {gi(t): t ∈ I}: i  1} ⊂MS(F ), such that for any t ∈ I ,
F (t,ω) = cl{gi(t,ω): i  1}, a.e.
Theorem 3.13. Assume that A is μ-separable and let F = {F (t),At : t ∈ I} be a separable square integrable set-valued martingale
and for any ﬁxed ω ∈ Ω , F (ω, t) is lower semicontinuous, then
S1(F ) = cl{gi: {gi(t): t ∈ I} ∈MS(F ), i  1},
where the closure is taken in the space (L1[I × Ω; Rd], ||| · |||1).
Proof. For any f ∈ S1(F ), by virtue of Theorem 2.6, there exists fn ∈ S1(F ) such that
E
T∫
0
∥∥ fn(s,ω) − f (s,ω)∥∥ds → 0, as n → ∞.
So there exists a subsequence { fnk : k  1} of { fn: n  1} such that for almost everywhere s ∈ I , E‖ fnk (s,ω) − f (s,ω)‖
converges to 0, when k → ∞. By Theorem 3.11, for any s ∈ I , S1F (s)(As) = cl{g(s): {g(t): t ∈ I} ∈ MS(F )}, and MS(F ) is a
subset of separable space L1[I × Ω; Rd]. Thus, there exists a sequence {{gi(t): t ∈ I}: i  1} ⊂MS(F ) such that for a.e. s ∈ I ,
E
∥∥gi(s,ω) − f (s,ω)∥∥→ 0, as i → ∞.
By bounded convergence theorem, we have
E
T∫
0
∥∥gi(s,ω) − f (s,ω)∥∥ds → 0, as i → 0.
The proof is completed. 
Remark 3.14. In above theorem and corollary, L1, S1, MS(F ) can be replaced by Lp , Sp , MSp(F ) with p > 1, respectively.
In the following, we assume that stochastic process F = {F (t): t ∈ I} takes values in Kc(Rd) and A is μ-separable without
special statement.
Deﬁnition 3.15. A set-valued martingale F = {F (t),At : t ∈ I} is called square integrable, if supt∈I E[‖F (t)‖2K] < ∞.
Note that a set-valued square integrable martingale is L2-bounded.
Theorem 3.16. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed ω ∈ Ω ,
F (ω, t) is lower semicontinuous, then there exists a sequence of continuous martingale selections { f i: i  1} such that for any (t,ω) ∈
I × Ω ,
F (t,ω) = cl{ f i(t,ω): i  1}. (3.1)
Proof. Since for any given ω ∈ Ω , F (t,ω) is lower semicontinuous, by Theorem 3.6, there exists a sequence of Caratheodory
selections { f i: I × Ω → Rd, i  1} such that for any (t,ω) ∈ I × Ω , we have
F (t,ω) = cl{ f i(t,ω): i  1}.
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E
T∫
0
∥∥g j(s,ω) − f i(s,ω)∥∥2 ds → 0, as j → ∞.
Therefore, there exists a subsequence {g jk : k 1} of {g j: j  1} such that for a.e. s ∈ I ,
E
∥∥g jk (s,ω) − f i(s,ω)∥∥2 → 0, as k → ∞.
Since A is μ-separable, by Proposition 1.3 in [6], { f i(t),At , a.e. t ∈ I} is a square integrable martingale for any i  1.
Without loss of generality, we assume { f i(t),At , t ∈ I} is a square integrable martingale for any i  1 in the following.
Thus, we get (3.1). The proof is completed. 
By this theorem and Theorem 1.3.3 in [28], we have the following.
Corollary 3.17. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed ω ∈ Ω ,
F (ω, t) is lower semicontinuous, then there exists a sequence of Rd-valued continuous martingales selections { f i = { f i(t),At :
t ∈ I}: i  1} such that for any t ∈ I ,
S2F (t)(At) = deAt
{
f i(t): i  1
}
, (3.2)
where the decomposable is respect to At -measurable ﬁnite partition of Ω .
Remark 3.18. The set of Rd-valued continuous martingale selections of F is denoted as CMS(F ) and unfortunately we
cannot directly infer whether CMS(F ) is a closed set in L2[I × Ω; Rd] or not. In general, we cannot directly get S2F (t)(At) =
{ f (t): f is a continuous martingale selection of F }, but only get (3.2) from Theorem 3.16.
Now we shall discuss stochastic integral with respect to a set-valued square integrable martingale.
4. Stochastic integral with respect to a set-valued square integrable martingale
Deﬁnition 4.1. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed
ω ∈ Ω , F (ω, t) is lower semicontinuous with F (0) = 0 a.e., g is a predictable bounded stochastic process. For any ω ∈ Ω ,
t ∈ I , deﬁne
(A)
t∫
0
g(s,ω)dF (s,ω) =
{ t∫
0
g(s,ω)df (s,ω): f = { f (t): t ∈ I} ∈ CMS(F )
}
, (4.1)
(A)
∫ t
0 g(s,ω)dF (s,ω) is said to be the Aumann type stochastic integral of g with respect to the set-valued square integrable
martingale F .
Theorem 4.2. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed ω ∈ Ω ,
F (ω, t) is lower semicontinuous, g is a predictable bounded stochastic process, and for any t ∈ I and ω ∈ Ω , Γ (t,ω) =:
(A)
∫ t
0 g(s,ω)dF (s,ω) deﬁned above. Then for any t ∈ I , Γ (t) =:
∫ t
0 g(s)dF (s) is a non-empty convex subset of L
2[Ω,At ,μ; Rd].
Proof. Since CMS(F ) is non-empty by Theorem 3.15, it is obvious that Γ (t) is a non-empty subset of L2[Ω,At ,μ; Rd] by
properties of classical stochastic integral. Furthermore, F takes in Kc(Rd) from Theorem 3.11, then CMS(F ) is convex. Thus
Γ (t) is convex. 
Remark 4.3. In [38], authors introduced a deﬁnition by taking convex closure in (4.1). However, they did not discuss whether
the integral is a set-valued random variable or not. From above theorem, we only know that Γ (t) is a non-empty subset of
L2[Ω,At ,μ; Rd] for any t ∈ I . It is natural to hope that the result of integral is a set-valued stochastic process taking values
in K(Rd) rather than in L2[Ω,At ,μ; Rd]. According to Theorem 2.2, Γ (t) should be decomposable with respect to At if we
want it to decide an At-measurable set-valued random variable. Unfortunately, we cannot prove it directly. Hence we will
take the decomposable closure of Γ (t).
Theorem 4.4. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed ω ∈ Ω ,
F (ω, t) is lower semicontinuous and g is a predictable bounded stochastic process, Γ (t,ω) = ∫ t0 g(s,ω)dF (s,ω), then for any t ∈ I ,
there exists Mt(g) ∈ M[Ω,At ,μ;Kc(Rd)] such that
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where the closure is taken in L2[Ω,At ,μ; Rd].
Proof. For any t ∈ I , by Theorem 4.2, Γ (t) is a non-empty subset of L2[Ω,At ,μ; Rd]. For any x(t) ∈ Γ (t), there exists
f ∈ CMS(F ) such that x(t,ω) = ∫ t0 g(s,ω)df (s,ω), ∀ω ∈ Ω. Let
N(t) = deAtΓ (t) = deAt
{
h(t): h(t,ω) =
t∫
0
g(s,ω)df (s,ω), f ∈ CMS(F )
}
.
Then N(t) is a closed subset of L2[Ω,At ,μ; Rd] and it is decomposable with respect to At . By Theorem 2.2, there exists a
set-valued random variable Mt(g) ∈ M[Ω,At ,μ;K(Rd)] such that S2Mt (g)(At) = Nt .
Since F is convex, Γ (t) is convex by Theorem 4.2. To ﬁnish the proof of the theorem, it needs only to prove that Nt =
deAtΓ (t) is convex. Indeed, for any φ,ψ ∈ Nt , any ε > 0, there exists two At-measurable partitions {Ai: i = 1,2, . . . ,n},
{B j: j = 1,2, . . . ,m} of Ω and {φi: i = 1,2, . . . ,n}, {ψ j: j = 1,2, . . . ,m} ⊂ U (t) := {h(t): h(t) =
∫ t
0 g(s)df (s), f ∈ CMS(F )}
such that∥∥∥∥∥φ −
n∑
i=1
I Aiφi
∥∥∥∥∥
2
< ε,
∥∥∥∥∥ψ −
m∑
j=1
I B jψ j
∥∥∥∥∥
2
< ε.
For any α ∈ [0,1], we have∥∥∥∥∥αφ + (1− α)ψ − α
n∑
i=1
I Aiφi − (1− α)
m∑
j=1
I B jψ j
∥∥∥∥∥
2
 α
∥∥∥∥∥φ −
n∑
i=1
I Aiφi
∥∥∥∥∥
2
+ (1− α)
∥∥∥∥∥ψ −
m∑
j=1
I B jψ j
∥∥∥∥∥
2
 αε + (1− α)ε = ε,
and
α
n∑
i=1
I Aiφi + (1− α)
m∑
j=1
I B jψ j =
n∑
i=1
m∑
j=1
I Ai∩B j
(
αφi + (1− α)ψ j
)
.
Since {Ai ∩ B j: i = 1, . . . ,n; j = 1, . . . ,m} is also an At -measurable partition of Ω and CMS(F ) is convex, {αφi + (1−α)ψ j :
i = 1, . . . ,n; j = 1, . . . ,m} ⊂ U (t), so that αφ + (1− α)ψ ∈ deAt U (t) = N(t), the proof is completed. 
Deﬁnition 4.5. The set-valued stochastic process M(g) = {Mt(g): t ∈ I} deﬁned in Theorem 4.4 is called stochastic inte-
gral of g with respect to a set-valued square integral martingale F and denoted as Mt(g) = (M)
∫ t
0 g dF or Mt(g; F ) =
(M)
∫ t
0 g dF .
Lemma 4.6. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valuedmartingale and for any ﬁxedω ∈ Ω , F (ω, t)
is lower semicontinuous, then there exists a sequence { f n: n ∈ N} ⊂ CMS(F ), such that for every t ∈ I ,
S2Mt (g)(At) = deAt
{ t∫
0
g(s)df n(s): n ∈ N
}
, (4.2)
where the closure is taken in L2 .
Proof. Since A is μ-separable and B(I) is separable with respect to λ, B(I) × A is separable with respect to product
measure λ × μ, where λ is the Lebesgue measure in I . Then the space L2[I × Ω,B(I) × A, λ × μ; Rd] is separable (cf.
Theorem 3.4.9 of [42]). From the fact that CMS(F ) is a subset of L2[I × Ω,B(I) × A, λ × μ; Rd], we have that S2(F ) is a
separable. Thus, we can choose a sequence { f n: n ∈ N} such that{
f n: n ∈ N}⊆ CMS(F ) ⊆ cl{ f n: n ∈ N}, (4.3)
where the closure is taken in L2[I × Ω,B(I) × A, λ × μ; Rd]. Because for every t ∈ I ,
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{ t∫
0
g(s)df (s): f ∈ CMS(F )
}
,
it suﬃces to prove
deAt
{ t∫
0
g(s)df (s): f ∈ CMS(F )
}
⊂ deAt
{ t∫
0
g(s)df n(s): n ∈ N
}
.
It only needs to show
deAt
{ t∫
0
g(s)df (s): f ∈ CMS(F )
}
⊂ deAt
{ t∫
0
g(s)df n(s): n ∈ N
}
,
since the right hand is closed. By the deﬁnition of decomposability, take f1, f2 ∈ CMS(F ), A ∈ At , the proof will be ﬁnished
if we show
I A
t∫
0
g(s)df1(s) + I Ac
t∫
0
g(s) f2(s) ∈ deAt
{ t∫
0
dg(s) f n(s): n ∈ N
}
. (4.4)
Indeed, note
I A
t∫
0
g(s)df1(s) + I Ac
t∫
0
g(s)df2(s) ∈ deAt
{ t∫
0
g(s)df (s): f ∈ CMS(F )
}
.
On the other hand, by (4.3), there exist two subsequences { f ni1 : i ∈ N}, { f
n j
2 : j ∈ N} of { f n: n ∈ N}, such that
E
T∫
0
∥∥ f ni1 (t) − f1(t)∥∥2 dt → 0 (i → ∞), (4.5)
and
E
T∫
0
∥∥ f n j2 (t) − f2(t)∥∥2 dt → 0 ( j → ∞). (4.6)
Thus, we can choose two subsequences of { f ni1 : i ∈ N}, { f
n j
2 : j ∈ N}, still denote by them without loss of generality, such
that
f ni1 (t,ω) − f1(t,ω) → 0, a.e. (t,ω) ∈ I × Ω, as i → ∞, (4.7)
and
f
n j
2 (t,ω) − f2(t,ω) → 0, a.e. (t,ω) ∈ I × Ω, as j → ∞. (4.8)
Since all f1, f
ni
1 , f2, f
n j
2 are square integrable martingales, so are f
ni
1 − f1, f
n j
2 − f2. By Doob–Meyer decomposition theorem
of submartingales, it holds(
f ni1 − f1
)2 = Mni1 + 〈 f ni1 − f1〉,(
f
n j
2 − f2
)2 = Mnj2 + 〈 f n j2 − f2〉,
where Mni1 , M
nj
2 are uniformly integrable martingales starting from 0 and 〈 f ni1 − f1〉, 〈 f
n j
2 − f2〉 are predictable integrable
increasing processes starting from 0. Hence, for any t ∈ I , E( f ni1 (t) − f1(t))2 = E〈 f ni1 (t) − f1(t)〉 and E( f
n j
2 (t) − f2(t))2 =
E〈 f n j2 (t) − f2(t)〉. With (4.7) and (4.8), we can choose two subsequences of { f ni1 : i ∈ N}, { f
n j
2 : j ∈ N}, still denote by them
without loss of generality, such that〈
f ni1 (t,ω) − f1(t,ω)
〉→ 0, a.e. (t,ω) ∈ I × Ω , as i → ∞,〈
f
n j
(t,ω) − f2(t,ω)
〉→ 0, a.e. (t,ω) ∈ I × Ω , as j → ∞.2
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integral, we have
E
∥∥∥∥∥I A
t∫
0
g(s)df1(s) + I Ac
t∫
0
g(s)df2(s) − I A
t∫
0
g(s)df ni1 (s) − I Ac
t∫
0
g(s)df
n j
2 (s)
∥∥∥∥∥
2
 2E
∥∥∥∥∥
t∫
0
I A g(s)d
(
f1(s) − f ni1 (s)
)∥∥∥∥∥
2
+ 2E
∥∥∥∥∥
t∫
0
I Ac g(s)d
(
f2(s) − f n j2 (s)
)∥∥∥∥∥
2
= 2E
t∫
0
I A
∥∥g(s)∥∥2d〈 f1(s) − f ni1 (s)〉+ 2E
t∫
0
I Ac
∥∥g(s)∥∥2 d〈 f2(s) − f ni2 (s)〉
 2E
t∫
0
∥∥g(s)∥∥2 d〈 f1(s) − f ni1 (s)〉+ 2E
t∫
0
∥∥g(s)∥∥2d〈 f2(s) − f ni2 (s)〉
→ 0 (i, j → ∞),
which means that (4.4) is right. The desired result is obtained. 
Theorem 4.7 (Castaing representation theorem). Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued mar-
tingale and for any ﬁxed ω ∈ Ω , F (ω, t) is lower semicontinuous and g is a predictable bounded stochastic process, then there exists a
sequence of Rd-valued martingales { f i = { f i(t): t ∈ I}: i  1} ⊂ CMS(F ) such that for any t ∈ I ,
F (t,ω) = cl{ f i(t,ω): i  1}, a.e. ω ∈ Ω,
and
Mt(g)(ω) = cl
{ t∫
0
g(s,ω)df i(s,ω): i  1
}
, a.e. ω ∈ Ω.
Proof. For each t ∈ I , Mt(g) ∈ M(Ω;K(Rd)) and S2Mt (g)(At) is non-empty, then by Theorem 1.3.1 in [28], there exists a
sequence {gi(t): i ∈ N} ⊂ S2Mt (g)(At) such that
Mt(g)(ω) = cl
{
gi(t,ω): i ∈ N}, for all ω ∈ Ω. (4.9)
On the other hand, by Theorem 4.6, there exists a sequence {hn: n ∈ N} ⊂ CMS(F ), such that for every t ∈ I ,
S2Mt (g)(At) = deAt
{ t∫
0
g(s)dhn(s): n ∈ N
}
.
Then, for every i  1, gi(t) ∈ S2Mt (g)(At),
gi(t,ω) ∈ cl
{ t∫
0
g(s,ω)dhn(s,ω): n ∈ N
}
, a.e. ω ∈ Ω.
Thus, there exists an N1 ∈ At with μ(N1) = 0, such that for ω ∈ Ω \ N1,
{
gi(t,ω): i ∈ N}⊂ cl
{ t∫
0
g(s,ω)dhn(s,ω): n ∈ N
}
.
This with (4.9) implies
Mt(g)(ω) = cl
{
gi(t,ω): i ∈ N}⊂ cl
{ t∫
g(s,ω)dhn(s,ω): n ∈ N
}
⊂ Mt(g)(ω)0
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Mt(g)(ω) = cl
{ t∫
0
g(s)(ω)dhn(s)(ω)(ω): n ∈ N
}
, ω ∈ Ω \ N1. (4.10)
On the other hand, according to Theorem 3.16, we can choose a sequence {φ j: j ∈ N} ⊂ CMS(F ) such that for every t ,
there exists some N2 ∈ At with μ(N2) = 0, such that
F (t,ω) = cl{φ j(t,ω): j ∈ N}, for all ω ∈ Ω \ N2. (4.11)
Let
{
f i: i ∈ N}= {hn, φ j: n, j ∈ N}. (4.12)
From {hn: n ∈ N} ⊂ CMS(F ), for each t ∈ I , there exists N3 ∈ At with μ(N3) = 0, such that{
hn(t,ω): n ∈ N}⊂ F (t,ω), for all ω ∈ Ω \ N2. (4.13)
From {φ j: j ∈ N} ⊂ CMS(F ), by the deﬁnition, there exists an N3 ∈ At with μ(N3) = 0, such that
{ t∫
0
g(s,ω)dφ j(s,ω): j ∈ N
}
⊂ Mt(g)(ω), for all ω ∈ Ω \ N3. (4.14)
Put N = N1 ∪ N2 ∪ N3. Due to (4.10)–(4.14), we have for ω ∈ Ω \ N ,
F (t,ω) = cl{ f i(t,ω): i ∈ N}
and
Mt(g)(ω) = cl
{ t∫
0
g(s,ω)df is (ω)(ω): i ∈ N
}
,
i.e. { f i: i ∈ N} is the desired sequence. 
Theorem 4.8. Assume that F = {F (t),At : t ∈ I} is a separable square integrable set-valued martingale and for any ﬁxed ω ∈ Ω ,
F (ω, t) is lower semicontinuous, then the stochastic integral {Mt(g),At : t ∈ I} is a set-valued submartingale.
Proof. For any s, t ∈ I , s < t , by Theorem 4.4 and the deﬁnition of conditional expectation, we have
S2Mt (g)(At) = deAt
{ t∫
0
g(s)df (s): f ∈ CMS(F )
}
, (4.15)
and
S2E[Mt (g)|As](As) = cl
{
E
[
mt(g)
∣∣As]: mt(g) ∈ S2Mt (g)(At)}, (4.16)
where both closures are taken in L2. Now, take an f ∈ CMS(F ), according to the square integrable martingale property of
stochastic integral, we have
s∫
0
g(u)df (u) = E
[ t∫
0
g(u)df (u)
∣∣∣As
]
and
t∫
g(u)df (u) ∈ S2Mt (g)(At).0
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s∫
0
g(u)df (u) ∈ S2E[Mt (g)|As](As).
Hence, we have
{ s∫
0
g(u)df (u): f ∈ CMS(F )
}
⊂ S2E[Mt (g)|As](As).
Since S2E[Mt (g)|As](As) is decomposable with respect to As and closed in L2, we obtain
S2Ms(g)(As) = deAs
{ s∫
0
g(u)df (u): f ∈ CMS(F )
}
⊂ S2E[Mt (g)|As](As),
which implies
Ms(g)(ω) ⊂ E
[
Mt(g)
∣∣As](ω), a.e. ω ∈ Ω.
i.e. {Mt(g),At : t ∈ I} is a set-valued submartingale. 
Theorem 4.9. Assume that g and h are two predictable bounded stochastic processes, α,β ∈ R+ , F = {F (t),At : t ∈ I} is a separable
square integrable set-valued martingale and for any ﬁxed ω ∈ Ω , F (ω, t) is lower semicontinuous, then
t∫
0
(αg + βh)dF ⊂ cl
(
α
t∫
0
g dF + β
t∫
0
hdF
)
a.e.
Proof. Since
t∫
0
(αg + βh)dF = cl
{ t∫
0
(αg + βh)dmi: i  1
}
= cl
{
α
t∫
0
g dmi + β
t∫
0
hdmi: i  1
}
⊂ cl
{
cl
{
α
t∫
0
g dmi: i  1
}
+ cl
{
β
t∫
0
hdmi: i  1
}}
= cl
(
α
t∫
0
g dF + β
t∫
0
hdF
)
,
we have
t∫
0
(αg + βh)dF ⊂ cl
(
α
t∫
0
g dF + β
t∫
0
hdF
)
a.e. 
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