ABSTRACT Utilization data are defined as the time series data consisting of time fractions of busy periods in fixed time intervals and are practically used to represent server conditions, such as CPU utilization. In general, it is more challenging to estimate the model parameters from the utilization data since we do not know the exact job arrival time and the service time from the utilization data. In this paper, we consider an approach to estimate the model parameters from the utilization data by assuming a few model assumptions. In particular, we suppose an M t /M /1/K queueing system whose job arrival follows a Non-homogeneous Poisson Process (NHPP) and propose a parameter estimation method for the NHPP approximately from the utilization data based on the maximum likelihood estimation (MLE) via the expectation maximization (EM) algorithm. In numerical experiments, we generate the simulated utilization data of an M t /M /1/K queueing system and investigate the effectiveness of our method. Also, we use the real CPU utilization data to exhibit the performance evaluation.
I. INTRODUCTION
Performance evaluation of computer systems plays an important subject. Performance evaluation helps designers to determine the optimal system configuration in the system design phase, such as the number of CPU and the size of memory. With the growth in complexity of computer systems, the recent design of system architectures tend to combine existing systems as modules, so-called system of systems (SoS) [1] , and the configuration of the systems become more and more critical.
In general, there are three primary approaches to evaluate the performance of systems; measurement-based performance evaluation, simulation-based performance evaluation and model-based performance evaluation respectively. Performance evaluation via measurement is usually used in existing systems while the other two approaches are good choices for systems in design. The simulation-based method is flexible, accurate and credible in performance evaluation, but it takes much time in deriving the model. The model-based approach quantifies system performance indicators by modeling the dynamic behavior of the system as The associate editor coordinating the review of this manuscript and approving it for publication was Halil Ersin Soken. stochastic processes. Markov chains and queueing systems are two typical techniques of the model-based approach, which are used to analyze the performance of telecommunication systems and computer systems. Though this is an approximation method, it is computationally inexpensive.
There exist many queueing models, which are recorded in [2] - [6] . Generally, there are three main components for a single queue, i.e., input, queue and server. The input is a flow of customers or jobs who are waiting for service in the queue and leave the system after service. More specifically, we usually use the notation A/S/m/k to define a queueing system. A is the type of arrival process, and S represents the distribution of customers' service time. m represents the number of servers, while k is defined as the capacity of the queue. For example, M /M /1/K means that there is a single server in the system with capacity is k. Customers arrive at the service facility following Poisson process, and the service time follows an exponential distribution.
In a queueing model, it is necessary to model the input process and service process. However, one of the most challenging problems is to determine the input process and service time distribution in practice. Thiruvaiyaru and Basawa [2] observed a series of arrivals and departures in a fixed time, then estimated arrival rate and service rate in a simple queue.
Basawa [3] collected waiting times of n successive customers and estimated arrival rates and service rates in a GI /G/1 queue from waiting time data. Dharmaraja et al. [6] provided a Markov regenerative processes model in cellular networks, and they assumed the handoff traffic was a Poisson process.
All the above works supposed that the arrival time and the number of arrivals in a time interval are observable. In other words, we know the exact job arrival time and service time. However, in the estimation of arrival processes of computer systems, such as CPU-task, observations to be used for the estimation are quite limited.
Utilization data is defined as time series data consisting of time fractions of busy periods in fixed time intervals, and it is practically used to represent server conditions such as CPU utilization. The definition of utilization data illustrates that the data collecting process only allocates in a series of discrete time slices, and there exist missing data between two adjacent time slices. Utilization data is the only data we can get in computer systems, and the estimation procedure should be developed. In this paper, we estimate the arrival process of queueing systems from utilization data.
Moreover, most of the past literature [2] , [3] , [7] assumed that the arrival rates are constants. However, in the realworld, such assumptions cannot work well since the arrival processes may change over time. For example, the arrival rate of traffic always varies dynamically. The arrival rates of morning and evening rush hours are higher than other time intervals. In such cases, a general approach to model the arrival process is called Non-homogeneous Poisson Process (NHPP). The NHPP has successfully been implemented to model the complex independent arrival processes in many studies [8] - [10] . In this paper, we assume that the job arrival process follows an NHPP, i.e., M t /M /1/K queueing system. Then we estimate the intensity function only from utilization data.
The main contributions of this paper are as follows: 1) We estimate the arrival process of queueing systems from utilization data. To the best of our knowledge, this is the first paper estimating the arrival process from utilization data, which is more difficult since the exact job arrival time and service time are unknown. 2) We model the arrivals of queueing systems as a Nonhomogeneous Poisson process, i.e., M t /M /1/K , which is more realistic than the traditional Poisson process.
To simplify the problem, we provide an approximate method to make the NHPP to a series of Homogeneous Poisson Process (HPP). 3) We propose the parameter estimation method for the intensity function of NHPP with MLE via the expectation maximization (EM) algorithm. 4) We conduct an extensive performance evaluation by using simulated utilization data and the real CPU utilization data. The rest of the paper is organized into six sections. Section II surveys the related works. Section III and IV demonstrate the general description and the estimation approach of our proposed model. In Section V, we demonstrate the experiments with simulated utilization data and real CPU utilization data. Finally, we conclude the paper in Section VI.
II. RELATED WORKS
In the past decades, there exist many works which are reported regarding the queueing models [2] , [3] , [8] , [11] , [12] . In general, there are three constituent processes for the queueing models; arrival process, service process, and queue discipline respectively. It is essential to estimate the parameters of the queueing-based model, such as the arrival rate and service rate. Thiruvaiyaru and Basawa [2] proposed a simple M /M /1 queueing model that the arrival stream is following a Poisson process and exponential service times with a single server. Basawa [3] generated two specific queues, i.e., M /M /1 and M /E k /1 from waiting times of n successive customers. Waiting times are partial information, which is simpler than all the inter-arrival times and service times. Fischer et al. [8] calculated the waiting time distribution of an M /G/1 queue by using the proposed transform approximation method. The transform approximation method mainly approximated the Laplace transform of the waiting time distribution, rather than the waiting time distribution itself. Ross et al. [11] considered the estimation of arrival rate and service rates from queue length data at successive time points for an M /M /c queue system. Specifically, they generated density-dependent transition rates of a Markov process by taking the arrival rate to be of the same order as the number of servers. Liu et al. [12] used the number of queueing vehicles to describe the queue length, and they proposed a real-time length estimation approach by using probe vehicles' data.
All the papers mentioned above assumed that the arrival process is a Poisson process that the arrival rate is constant. However, for some real queueing systems, Poisson arrival process cannot work well since the arrival process may change over time. Rothkopf and Oren [13] studied an effective approximated approach for the queueing systems with non-stationary arrival processes for finding the arrival distribution with time-varying and service rates in an s server queueing system. Heyman and Whitt [14] modeled an M t /G/c queueing system to deal with the asymptotic behavior. They used a deterministic intensity function λ(t) to represent the time-varying Poisson arrival rates. Green et al. [15] examined the performance of a non-stationary queueing system with Poisson input and exponential service time. Also, they proposed a stationary model to approximate the nonstationary queueing system. Pant and Ghimire [16] generated an M t /M /1 queueing system, which the customers arrive at the system with sinusoidal arrival rate function λ(t). In this paper, we assume that the job arrival process is a non-stationary process, called Non-Homogeneous Poisson Process (NHPP), i.e., M t /M /1/K queueing system.
The Maximum Likelihood Estimates (MLE) and the Moment Estimate are two general approaches to estimate the parameters of the queueing-based models. Clarke [17] estimated the arrival rate and service rate of an M /M /1 queueing model by MLE. Benes [18] proposed a telephone exchange model with an infinite number of trunks and the author estimated the standard queueing system by ME. Thiruvaiyaru and Basawa [19] considered an empirical Bayes approach to determine arrival and service rates in M /M /1 queues where arrival and service times are observable. Wang et al. [20] proposed an M /M /R/N queue with multi-servers by MLE and also developed the confidence interval formula for the estimated results. Most of these works need complete observation for the parameter inference of queueing models. Amit and Arpita [21] estimated traffic intensity by observing the number of customers from an M /M /1 queueing system.
However, in the real-world case, the complete arrival times and the service times may not be available. Therefore, we need to find a technique for the statistic inference under incomplete data.
The Expectation Maximization (EM) algorithm is a popular technique to compute MLE in an iterative way for partial data. Dempster et al. [22] first proposed the EM algorithm. In general, the EM algorithm consists of two steps; expectation step (E-step) and a maximization step (M-step) respectively. MLE computed E-step followed by M-step iteratively and stopped iterations until the loss function was converged. Wu [23] further discussed the convergence aspects of the EM algorithm and found that any EM sequence can converge to a unique MLE if the likelihood function is unimodal and differentiable. Moreover, the EM algorithm is powerful for the stochastic model with many parameters. Rydén [24] derived an EM algorithm for estimation for Markov modulated Poisson processes (MMPP). Basawa et al. [25] applied the EM algorithm to derive parameters of a GI /G/1 queue with incomplete information. Moreover, Basawa used the waiting times as the observation data with the ''First Come First Served'' (FCFS) discipline. Okamura et al. [26] addressed the problem of parameter estimation of the Markovian arrival process (MAP) with group data. The proposed MAP was estimated based on the EM approach.
All these past works derived the parameters from observations. They supposed that we could observe arrival time or the number of arrivals in a time interval. However, in practice, we cannot observe the information, such as utilization data. For example, CPU utilization is one of the most commonlyused statistics to monitor the CPU behavior, and most of operating systems have the function to calculate the CPU utilization by default. It is more challenging to estimate parameters only from utilization data than the data on arrival time or the number of arrivals. In this paper, we consider an MLE via the EM algorithm to estimate parameters only from utilization data.
III. QUEUEING SYSTEM WITH UTILIZATION DATA
In this section, we deal with the study of an M t /M /1/K queueing system with utilization data. Since utilization data is defined as time fraction which is more difficult to estimate the intensity function, we consider a novel method to approximate the NHPP to several stationary HPP.
Consider a queueing system with one server under the first come first served (FCFS) discipline. Suppose that jobs arrive at the queue according to an NHPP and the intensity function is λ(t). Service time is according to exponential distribution whose rate is µ. The capacity of the system is given by K . Then the system can be modeled by an M t /M /1/K queueing system. The system behavior can be represented by a non-homogeneous Markov chain process with the following infinitesimal generator matrix:
B. APPROXIMATION OF NHPP
The arrival processes of the NHPP is independent, and the arrival rates vary over time. Each arrival process can be regarded as a Poisson process. Since the arrival process is a function of time t, it will be more difficult and complex than the traditional Poisson process in the parameter estimation.
To simplify the problem, we consider that the intensity function of the NHPP can be approximated by a piecewise constant function. In other words, the NHPP can be approximated by a series of HPPs. Specifically, we divide the total time interval [0, T ] into n (n ≥ 1) time periods. Each time interval is represented by t. In i-th (1 ≤ i ≤ n) time interval, the jobs arrive according to the Poisson process, and the arrival rate is λ i . As the time interval is sufficiently small, we can regard the process as the NHPP.
C. UTILIZATION DATA Consider the utilization data in a time interval as t. Utilization is one of the most commonly-used statistics. In general, utilization data is defined as a time fraction of busy time over a fixed time interval, where the busy time is given by the cumulative time in which the server is processing a job. For every fixed time interval, the operating system calculates the time fraction and put it as time series data on the utilization. Since the utilization is defined as time fraction, it is more difficult to estimate the arrival process from the utilization data. We make the following assumptions:
• The utilization can be computed at every fixed time interval.
• The utilization for each time interval consists of two successive unobserved and observed periods. • The utilization in a time interval can be computed as a time fraction of busy time over the total time length of the observed period.
• For an observed period, there is at most one change from busy (idle) to idle (busy). The first three assumptions say that the time series data on utilization is defined as the utilization for a part of the time interval. The fourth assumption indicates that the observed period is sufficiently small so that two or more state changes could not occur in the observed period. Figure 1 demonstrates the definition of utilization. Let t u and t o be time length of the unobserved period and observed period for every time interval, respectively. B t and I t are lengths of busy and idle times in time slot t. According to the above assumptions, the utilization for one time interval t u + t o is given by B t o /(B t o + I t o ) with t o t u .
IV. PARAMETER ESTIMATION
In this section, we consider maximum likelihood estimation (MLE) to estimate arrival intensity function. Since there exist unobserved periods for utilization data, we develop an EM algorithm to compute ML estimates. Moreover, to get the optimal model, we use the Akaike information criterion to quantify the goodness of fit of the models.
A. LIKELIHOOD FUNCTION
Based on the above assumptions, we formulate the likelihood function from utilization data by using MLE. Define two infinitesimal generator matrices of i-th time interval as:
where O is zero matrix. Note that
Then the likelihood function can be formulated as follows:
where p is the initial probability vector. Also 0 and 1 are (K + 1)-by-(K + 1) block matrices;
B. EM ALGORITHM
To improve the scalability of the estimation algorithm, we develop an EM algorithm to compute ML estimates. EM algorithm attempts to find an MLE for a model from incomplete data sets. In general, there are two steps for the EM algorithm:
• E-step: Compute the expected log-likelihood function with the posterior probability of the hidden variables. The formula is as follow:
where D is the observed data, U is the missing data in an unobserved time interval and θ is the parameter vector.
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• M-step: Maximize the expected log-likelihood function found on the E-step to update the parameters θ .
The parameter estimates of the M-step are then used to determine the distribution of the latent variables in the next E-step. The optimal parameters are obtained by iteratively carrying out these two steps until convergence. For example, EM formula for the arrival rate from i state to j state as λ i,j is given by
where N i,j is the number of transition from state i to state j, S i is the sojourn time in state i, N U i,j is the number of transition from state i to state j at unobserved time period, N O i,j is the number of transition from state i to state j at observed time period, S U i is the sojourn time in state i at unobserved period and S O i is the sojourn time in state i at observed period.
C. THE NUMBER OF TIME INTERVALS
Define T as the total monitoring time interval and n as the total number of time intervals in time T . When n is too small, the estimated intensity function could not reflect the property of non-homogeneity. When n is too large, the estimation of intensity function overreacts to minor fluctuations.
To solve such problems, we use the Akaike information criterion (AIC) to quantify the goodness of fit of the model. The value of n is optimal as the AIC is minimum.
where LLF is the maximum value of the log-likelihood function.
V. EXPERIMENTAL EVALUATION
In this section, we conduct two experiments to discuss the performance of the queueing system. In Experiment I, we use the synthetic utilization data to investigate the effectiveness. Furthermore, in Experiment II, we collect the real CPU utilization data from the servers of Hiroshima University. We evaluate the average response time of the HPP and the NHPP.
A. EXPERIMENT I
We generate the utilization data of an M t /M /1/K queueing system. We set the intensity function of NHPP as follows.
The service rate of exponential distribution µ = 10. The capacity of system K = 10, the unobserved and observed time length t u = 0.95, t o = 0.05, respectively. We observe the utilization every second and the observation time is 2000. The simulated utilization and the intensity function are shown in Figure 2 . To find the optimal value of n, we calculate the AIC values. Table 1 exhibits the results where n = 1, 2, . . . , 30.
From this table, we find the optimal number of the time interval is n = 12, because the value of AIC is smallest. These results in this table are further depicted from Figure 3 to Figure 8 .
In Figure 3 , the estimated intensity function is a constant over the total time interval. The value of the AIC is higher than the others because the estimation result is far from the exact intensity function. In other words, the HPP cannot model the arrival process well. When n is larger than 30, e.g., n = 100, the AIC = 1380.566. We demonstrate the results in Figure 7 . The model seems overfitting since the estimated intensity function fluctuates violently. Figure 8 shows the optimal model when n = 12. The AIC is the smallest and the estimated intensity function fits the exact intensity function better than all others when n ≤ 30. 
B. EXPERIMENT II
In this subsection, we first estimate arrival rates with real CPU utilization data from two servers, named server A and server B, in a laboratory in Hiroshima University. Then we exhibit the evaluation of the average response time for the integrated system. Table 2 exhibits the AIC of CPU utilization data collected from server A when n = 1, 2, . . . , 30. When n = 17, the estimated arrival rates are optimal. Figure 11 exhibits the optimal intensity function.
We monitor CPU utilization data every 10 minutes and collect seven days of CPU utilization data. The capacity of system is set as K = 20, unobserved and observed time lengths are set as t u = 599s, t o = 1s. The service rates are µ A = 3 and µ B = 2.5. Figures 9 and 10 demonstrate the collected CPU utilization data of server A and server B. Table 3 shows the AIC of server B. When n = 1, the estimated arrival rates are optimal. In other words, the arrival process is according to HPP. Figure 12 exhibits the optimal intensity function. As one application of our work, we evaluate performance in the scenario of integrated systems. For example, we integrate server A and server B into one system and deliver the overarching performance. We set the intensity function of integrated system λ all = λ A + λ B . We evaluate performance by using the average response time. Define the average response time T res as the time from one job arrives at the Table 4 .
When the service rate is small, the difference between T HPP res and T NHPP res is large. As the service rate larger, both HPP and NHPP tend to have a little effect on the response time.
VI. CONCLUSION
In this paper, we proposed parameter estimation of queueingbased models with utilization data. In particular, we considered an M t /M /1/K queueing system. We approximated NHPP to discrete rates and estimated the intensity function by MLE via the EM algorithm. In experiment I, we investigated the effectiveness of our approach. The results illustrated that the estimates could not model the arrival intensity well when n < 12. When n > 12, the models tended to have too many parameters since the values of AIC increased. The optimal model was obtained when n = 12. Furthermore, we used real CPU utilization data to exhibit the performance evaluation of the integrated system in experiment II. The results exhibited the relationship between service rates and average response times of HPP and NHPP. In the future, we will consider the estimation scheme based on hierarchical Bayes.
