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2.4 Težave in omejitve strojnega učenja . . . . . . . . . . . . . . . . . 8
3 Metode strojnega učenja 11
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6.3 Povezava med zvočno kartico in Pythonom . . . . . . . . . . . . . 26
6.4 Sinusni signali . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.4.1 Avtomatizacija snemanja . . . . . . . . . . . . . . . . . . . 27
6.5 Kitarski signali . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.6 Omejitve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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9.5 Zaključek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
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Povzetek
V magistrskem delu je opisano raziskovanje možnosti za implementacijo mod-
ela kitarskega ojačevalnika s pomočjo algoritmov strojnega učenja in principa
črne škatle. Ojačevalnik je obravnavan kot črna škatla, za katero poznamo vhode
in njihove pripadajoče izhode. Razloženi in opisani so postopki pridobivanja
odzivov za sinusne in kitarske signale ter avtomatizacija le-tega. Predstavljeni so
rezultati poizkusov pri gradnji modelov s pomočjo algoritma naključnega gozda
odločitvenih dreves ter nevronske mreže. Predstavljeni so njune prednosti, sla-
bosti in omejitve za obravnavani primer ter rezultati dela z vsakim od njiju.
Analizirani so različni načini priprave v časovnem in frekvenčnem prostoru in
izbire podatkov. Razloženo in pokazano je, zakaj tak pristop v dotičnem primeru
ne daje zadovoljivih rezultatov za dejansko implementacijo modela, ki bi bil lahko
uporabljen kot simulacija kitarskega ojačevalnika.
Ključne besede: strojno učenje, ojačevalnik, kitara, obdelava podatkov
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2 Povzetek
Abstract
This thesis examines possibility of building guitar amplifier model with ma-
chine learning models and black box approach. It presents automated signal
recording with its conversion and pre-processing for machine learning models.
Signals where processed in frequency and time domain. Different algorithms em-
phasised on neural network and random forest were studied. It describes different
points of view and approaches to the addressed problem. Problem was studied
throughout working zone with sine signals, on single setting with sine signals and
on single setting with guitar signals. Although considered on different working
zones and domains, the hypothesis, that it is possible to build quality guitar
amplifier with machine learning and black box approach, were refuted.
Key words: machine learning, amplifier, guitar, data processing
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4 Abstract
1 Uvod
Z razvojem računalnikov in metod strojnega učenja se je razširila uporaba sled-
njega za različne namene. Eden od namenov, za katerega se strojno učenje lahko
uporabi, je obdelava zvočnih signalov. Zadal sem si cilj raziskati možnost uporabe
algoritmov strojnega učenja za izgradnjo modela kitarskega ojačevalnika. Komer-
cialno dostopne rešitve, ki modelirajo kitarske ojačevalnike, se naslanjajo na
matematične modele elektronk (primer implementacije modela ojačevalnika za
programski paket Guitarix: [2]). Za zelo popačen zvok prihajajo simulatorji rel-
ativno blizu dejanskim ojačevalnikom. Bolj problematično je območje z manǰsim
popačenjem, kjer je razlika med simulatorjem in dejanskim ojačevalnikom slǐsna
takoj. Zato sem se odločil, da razǐsčem, ali je bolǰsi model mogoče zgraditi s
pomočjo strojnega učenja in principa črne škatle [3]. Model bi torej oponašal
delovanje ojačevalnika na podlagi znanih vhodnih in izhodnih signalov. V dok-
torskem delu [4] avtor naredi realno-časni model kitarskega ojačevalnika, vendar
ga obravnava kot vezje [4, stran 50] kitarskega efekta. Na podobne načine so av-
torji problem obravnavali tudi v delih [5], [6] in [7]. Literature, ki bi avdiosistem
obravnavala s pomočjo klasičnih algoritmov strojnega učenja (primeri: nevronske
mreže, linearna regresija) in principom črne škatle, nisem našel. Zato sem si po-
magal s pristopi in z idejami, ki sem jih spoznal med študijem elektrotehnike, ter
literaturo o obdelavi signalov in strojnem učenju. Cilj je torej bil:
• raziskati, ali je izgradnja modela na opisan način mogoča oziroma smiselna;
• implementacija modela, če je to smiselno in mogoče.
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6 Uvod
Delo opisuje raziskovanje z različnimi pristopi in obravnavami problema modeli-
ranja kitarskega ojačevalnika s pomočjo algoritmov strojnega učenja ter probleme
na raziskovalni poti.
2 Strojno učenje
2.1 Kaj je strojno učenje?
Na svetovnem spletu in v knjigah najdemo veliko različnih definicij pojma strojno
učenje. Ena prvih in tista, ki jo avtorji najpogosteje citirajo, je interpretacija
iz leta 1959, ko je Arthur Samuel strojno učenje definiral kot programiranje
računalnikov na način, da eksplicitno programiranje ne bo več potrebno, pač pa
se bodo računalniki učili iz izkušenj [8]. Začetne poizkuse je opravljal na primeru
igre Dama. Strojno učenje je torej področje računalnǐske znanosti, ki se uk-
varja z odkrivanjem in uporabo metod, ki omogočajo programiranje računalnika
iz izkušenj. Področje strojnega učenja se je dolgo razvijalo, popularnost pa je
še posebej narasla po letu 2010, ko so se metode poglobljenega učenja (primer:
nevronske mreže) lahko začele izvajati tudi na osebnih računalnikih.
2.2 Uporaba strojnega učenja
Strojno učenje se uporablja na vedno več področjih, saj v mnogih primerih zago-
tavlja bolǰse in hitreǰse, včasih pa tudi za človeka nemogoče rezultate. Z njim
lahko na primer odkrivamo zgodnje stadije raka, razpoloženje govorca, pranje
denarja, znake v rokopisu in še mnogo drugega. Na portalu Forbes [9] so našteli
deset primerov uporabe strojnega učenja, ki bi jih moral poznati vsak.
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Tabela 2.1: Primeri uporabe strojnega učenja
Primer uporabe Opis uporabe
Varnost podatkov
Algoritmi detektirajo zlonamerno programsko kodo, saj nova koda večinoma
vsebuje 90 %-95 % kode, ki so jo vsebovali že preǰsnji zlonamerni programi.
Osebna varnost
Algoritmi detektirajo lažne alarme pri osebnih pregledih
(primer: letalǐsče) in opazijo stvari, ki jih ljudje na ekranu ne.
Finančno trgovanje Algoritmi napovedujejo, kako trgovati z delnicami.
Zdravstvo Algoritmi pomagajo odkrivati zgodnje znake bolezni (primer: rak).
Personalizacija marketinga Algoritmi predvidevajo, kateri izdelek boš bolj verjetno kupil, če boš videl oglas.
Detektiranje prevar Algoritmi prepoznavajo vzorce pranja denarja (primer: PayPal)
Priporočanje Algoritmi priporočajo nakup izdelkov, ogled videovsebin, članke in podobno.
Spletno iskanje
Najbolj znan način uporabe – algoritmi izbolǰsujejo vrnjene rezultate
za uporabnikov iskalni niz.
Procesiranje naravnega jezika Algoritmi detektirajo, ali je opisna ocena izdelka/storitve pozitivna ali negativna.
Pametni avtomobili Algoritmi skrbijo za prilagajanje željam voznika. Primer: notranja temperatura.
2.3 Nadzorovano in nenadzorovano učenje
Strojno učenje lahko razdelimo na nadzorovano in nenadzorovano učenje. Pri
nadzorovanem učenju poznamo vhod X in izhod Y. Iščemo torej funkcijo, ki
bo vhodne podatke čim bolje preslikala v izhodne [10, stran 15]. Primera nad-
zorovanega učenja sta klasifikacija in regresija. Pri nenadzorovanem učenju poz-
namo samo vhodne podatke. V tem primeru torej grupiranje (ang. clustering,
razdelitev podobnih podatkov v skupine) in iskanje povezav (ang. association,
iskanje povezav med podatki) [11, stran 119 – 120].
2.4 Težave in omejitve strojnega učenja
Algoritmi strojnega učenja ǐsčejo vzorce v vhodnih podatkih, s katerimi bi lahko
naredili najbolǰsi približek obravnavanega sistema. Težave torej nastanejo, kadar
podatki nimajo vzorcev, ki bi jih bilo moč prepoznati. Torej, problem je, ko se
pri zelo podobnih vhodnih podatkih izhodni podatki zelo razlikujejo. V takih
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primerih imamo težavo, da modeli preveč upoštevajo ekstremne podatke (ang.
overfitting), saj so le-ti lahko posledica napak v podatkih ali pa nekih redkih
primerov. Prav tako se lahko zgodi, da teh sprememb ne upoštevajo dovolj (ang.
underfitting). V tovrstnih primerih se pogosto dogaja, da algoritmi najdejo na-
jpreprosteǰso rešitev, ki pa ne upošteva sprememb v izhodnih podatkih. Primer:
vsi izhodni podatki so 0, ker je model v tem primeru natančen v 95 % primerov.
Treba je torej dobro poznati problem, ki ga obdelujemo, da izločimo nerelevantne
podatke in vzamemo dovolj majhno, a hkrati dovolj veliko opazovano območje,
da modeli ne zapadejo v zgoraj omenjeni skrajnosti.
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3 Metode strojnega učenja
Obstaja ogromno metod strojnega učenja (primeri: nevronske mreže, linearna
regresija, AdaBoost ...). V tem poglavju sta opisani metodi naključnega gozda
odločitvenih dreves in nevronske mreže, ki sta bili med raziskovanjem naj-
pogosteje uporabljeni.
3.1 Nevronska mreža
Nevronska mreža je eden od modelov, ki se uporablja pri strojnem učenju. Prvi
poskusi so se začeli v 50. letih 20. stoletja, uporaba pa je narasla šele okrog leta
2000, ko so računalniki premogli dovolj računske moči za kompleksneǰse aplikacije
nevronskih mrež. Ideja nevronske mreže temelji na sestavi možganov sesalcev, ki
jih sestavljajo medsebojno povezani nevroni [10, stran 13].
3.1.1 Nevron
Nevron je osnovni gradnik nevronske mreže, ki procesira podatke. Predstavimo
ga lahko s tremi osnovnimi elementi:
• set sinaps – vsaka je karakterizirano z utežjo;
• seštevalnik – sešteva vhodne utežene signale na sinapsah (linearna kombi-
nacija);
• aktivacijska funkcija omejuje izhodne amplitude.
11



3.2 Naključni gozd odločitvenih dreves 15
setu in posledično slabega napovedovanja zaradi ekstremov v vhodnih učnih po-
datkih.
16 Metode strojnega učenja
4 Orodja
4.1 Python
Python [15] je odprtokodni prosto dostopni interpreterski programski jezik, ki
se pogosto uporablja za raziskovalne namene. Ima bogat nabor knjižnic za nu-
merično matematiko, obdelavo signalov, obdelavo podatkov, strojno učenje in še
mnoge druge. Poleg zastonjskosti ter velike in močne skupnosti, ki ga uporablja,
ima tudi možnost uporabe v oblaku (primer: Amazon Web Services), kar mu daje
prednost pred paketoma Matlab in Octave [16].
4.1.1 Numpy
Numpy [17] je knjižnica za Python, ki omogoča preprosto delo in hitro računanje
problemov numerične matematike. Pri lastnem delu sem jo uporabljal za grajenje
vektorjev, računanje amplitude in faze ter generiranje sinusnih signalov.
4.1.2 Scipy
Scipy [18] je knjižnica, ki temelji na knjižnici Numpy. Uporablja se jo za ob-
delavo signalov, procesiranje slik, statistiko in podobno. Sam sem jo uporabljal
za računanje FT in IFT.
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4.1.3 Pandas
Pandas [19] je knjižnica za enostavno obdelavo podatkov. Uporabljal sem jo za
pripravo vhodnih podatkov za algoritme strojnega učenja.
4.1.4 Sounddevice
Sounddevice [20] je Pythonova knjižnica za uporabo knjižnice PortAudioC++.
Prek nje lahko komuniciramo z zvočnimi napravami. Uporabljena je bila za
dostop do zvočne kartice ter programsko predvajanje in snemanje.
4.1.5 Matplotlib
Matplotlib [21] je knjižnica za risanje grafov. Z njo sem si pomagal pri vizualizaciji
podatkov.
4.1.6 Keras
Keras [22] je knjižnica za Python, ki omogoča preprosto uporabo ogrodja Ten-
sorflow. Uporabljal sem jo za gradnjo nevronskih mrež.
4.1.7 Sklearn
Je knjižnica [23] za Python, ki ponuja pripravljene implementacije algoritmov
za strojno učenje. Uporabljal sem jo za polinomsko regresijo in regresijo z
naključnim gozdom odločitvenih dreves.
4.2 MongoDB
MongoDB [24] je dokumentno orientirana podatkovna baza. Ker je računanje
FT časovno zelo potratno, sem jo za vse vzorce računal le enkrat in rezultat za
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vsak vzorec shranil v svoj dokument v podatkovni bazi MongoDB. Za primerjavo:
trajanje poizvedbe, ki vrne podatke za vse vzorce, je okrog 0,3 s, računanje FFT
za vse vzorce pa okrog 1500 s.
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5 Obravnavani sistem
Za obravnavani sistem sem izbral kitarski ojačevalnik z zvočnikom oziroma s
simulacijo zvočnika. Obravnaval sem ojačevalnik Hughes & Kettner Tubemeister
Twelwe Combo 18W, ki ponuja uravnovešen izhod s simulacijo zvočnika. Na
ta način sem dosegel, da obravnavam signal, zelo podoben tistemu na dejanskem
zvočniku, hkrati pa imam bolj ponovljive pogoje snemanja, saj ni treba postavljati
mikrofona.
5.1 Hughes & Kettner Tubemeister Twelwe Combo 18 W
Kitarski ojačevalnik je vezje, ki signal iz električne kitare ojača in spremeni
(željeno in neželjeno) ter pripelje na zvočnik. Gre za avdiosistem, ki ga je težko
dobro simulirati s programsko opremo. Izhodni signal je odvisen predvsem od
frekvence in amplitude vhodnega signala ter nastavitve ojačenja na predojačevalni
in končni stopnji. Poleg tega k barvi zvoka prispevajo še zvočnik (materiali in
velikost) ter ohǐsje, v katerem je zvočnik (odprt/zaprt zadnji del, velikost, tip
lesa), v obravnavanem primeru pa simulacija zvočnika.
Sistem je sestavljen iz štirih ključnih delov: predojačevalne stopnje, končne
stopnje, zvočnika in DI. Ostalo so nastavitvena, prilagoditvena, zaščitna in
izenačevalna vezja, ki niso predmet obravnave. Zaradi zagotovitve ponovljivosti
pri snemanju sem uporabil samo uravnovešeni signal iz izhoda DI, ki ima vgra-
jen simulator zvočnika. Njegova simulacija kvalitetno simulira zvok izbranega
ojačevalnika s pripadajočim zvočnikom. Na slikah 5.1 in 5.2 je predstavljena
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shema ojačevalnika.
Slika 5.1: Shema obravnavanega ojačevalnika – prednja stran [1]
5.1.1 Elektronke
Elektronke so ojačevalni element z nelinearno prenosno karakteristiko. Ko vhodni
signal dovolj naraste, začne elektronka prihajati v območje nasičenja. Posledično
začne z mehkim rezanjem signala na izhodu, ki iz sinusne oblike na vhodu postaja
vedno bolj pravokoten na izhodu. To je posledica omejitve izhodne napetosti elek-
tronke. S tem se v signal začnejo vnašati popačenja, pri elektronkah so značilne
vǐsje sode harmonske komponente. Pri igranju na električno kitaro je to iskan
učinek. To območje delovanja je najtežje za modeliranje, saj pri majhnih spre-
membah v vhodnem signalu prihaja do velikih sprememb na izhodnem.
5.1.2 Predojačevalna stopnja
Je del vezja, ki ojača napetost signala. Predojačevalnik je sestavljen iz treh
elektronk tipa ECC83S, kontrole ojačenja ter izenačevalnika. V predojačevalniku
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Slika 5.2: Shema obravnavanega ojačevalnika – zadnja stran [1]
zvočni signal iz vhoda dobi značilno barvo, ki daje vsakemu ojačevalniku unikaten
zvok in je odvisna predvsem od izbire elektronk.
5.1.3 Končna stopnja
Ta del vezja ojača tok in prilagodi izhodno impendanco, da ne poškoduje zvočnika.
Signala ne preoblikuje tako močno kot predojačevalnik, vendar kljub temu opazno
vpliva. Podobno kot pri predojačevalni stopnji se tudi na končni stopnji vpliv
najbolj slǐsi, ko elektronke začnejo prihajati v nasičenje.
5.1.4 DI
DI je vezje, ki signal iz neuravnovešenega (ves signal na eni žili) pretvori v
uravnovešenega (pozitiven signal na eni žili, negativen na drugi žili).. S tem poskr-
bimo, da se izničijo sofazne motnje. RED DI, ki je vgrajen v izbrani ojačevalnik,
ima poleg tega vgrajeno še simulacijo zvočnika, ki jo lahko izkoristimo za zago-
tavljanje ponovljivih pogojev pri snemanju. Slabost tega je, da zvok ni povsem
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enak kot iz zvočnika, vendar so prednosti uporabe v tem primeru večje od slabosti.
5.2 Obravnava sistema
Predhodno razloženi sistem je zgolj pomagalo za razumevanje delovanja. Ker
sem sistem obravnaval s pomočjo algoritmov za strojno učenje in principom črne
škatle, je v resnici njegovo delovanje nepomembno. Cilj je, da bi pri enakem
vhodnem signalu dobil enak izhodni signal iz realnega sistema in njegove simu-
lacije. V nobeni točki ne preučujemo notranjega dogajanja sistema, pač pa nas
zanima le vhodni in pripadajoči izhodni signal.
6 Zajem podatkov
Če želimo uporabljati algoritme za strojno učenje in princip črne škatle, najprej
potrebujemo set podatkov, na katerem se bo računalnik učil. Ker imamo v
izbranem primeru na voljo vhodne in izhodne podatke, je logična izbira nad-
zorovano učenje. To pomeni, da potrebujemo vhodne in pripadajoče izhodne
signale kitarskega ojačevalnika. Treba je torej narediti posnetke znanih vhod-
nih signalov (primer: sinusni signal s frekvenco 440 Hz in z amplitudo A) ter
pripadajočih izhodnih signalov, ki predstavljajo odziv sistema. V poglavju so
opisane snemalna oprema, povezava med programsko kodo in zvočno kartico,
omejitve in avtomatizacija snemalnega procesa.
6.1 Snemalna oprema
• zvočna kartica: RME Babyface PRO,
• računalnik z operacijskim sistemom Linux Ubuntu 16.04 LTS,
• 2-krat kabel XLR dolžine 1 m,
• ojačevalnik: Hughes Kettner Tubemeister 18 W.
6.2 Snemalne nastavitve
• bitna globina: 16 bit,
• vzorčna frekvenca: 96.000 Hz.
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6.3 Povezava med zvočno kartico in Pythonom
Ker Linux ni primarni sistem za delo z RME BabyFace PRO, sem potreboval kar
nekaj časa, da sem nastavil konfiguracijo, ki je delovala. Treba je bilo namestiti
odprtokodne gonilnike in zvočno kartico zagnati v “class compliant” načinu, ki
omogoča delovanje z vsemi platformami. Ko so bili gonilniki nameščeni, sem
delovanje preveril s predvajanjem glasbe. Ko sem se prepričal, da povezava deluje,
sem moral vzpostaviti povezavo med kodo v Pythonu in zvočno kartico. Za
komunikacijo med njima je bila uporabljena Pythonova knjižnica sounddevice.
Knjižnica omogoča dostop do C++ API-jev iz paketa PortAudio, prek katerih
se lahko komunicira z zvočno kartico. Knjižnici sounddevice je treba povedati,
katero napravo želimo uporabljati za zvok – podati moramo ime naprave. Zato
sem terminalu prikazal vse naprave za zvok, ki jih uporablja operacijski sistem.
sudo aplay -l
Na seznamu sem poiskal ime zvočne kartice, kot ga uporablja Linux. Nato sem
jo registriral v Pythonovi kodi.
sounddevice.default.device = ’Babyface Pro’
Sounddevice nam omogoča, da zvok snemamo, predvajamo ali sočasno snemamo
in predvajamo. Za namen snemanja sem uporabil sočasno predvajanje in sne-
manje.
my_recording = sounddevice.playrec(samples, FS, channels=2, dtype=D_TYPE)
sounddevice.wait()
6.4 Sinusni signali
V luči tega, da lahko signal kitare in tudi drugih inštrumentov sestavimo kot
vsoto sinusnih signalov, sem se v prvem koraku odločil narediti povsem splošen
model, ki ne bo odvisen od vira vhodnega signala. Kot osnovni vhodni signal
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sem vzel sinusni signal znane amplitude in frekvence. Za set podatkov sem pred-
videl skupino sinusnih signalov z različnimi znanimi frekvencami in amplitudami.
Frekvenčni korak med posameznimi signali je bil polovica tona, kar je najmanǰsi
korak v evropskih glasbenih lestvicah, in sicer od 77,78 do 1975 Hz. Spodnja
frekvenca je približno 10 Hz nižja od najnižje osnovne lastne frekvence strune, ki
je na kitari uglašena najnižje. Navzgor je območje omejeno zaradi časa snemanja.
Pri tem je bila upoštevana tabela tonov v klasični glasbi [25]. Amplituda se je od
maksimalne normalizirane vrednosti 0 dB zmanǰsevala s korakom -1,5 dB, in sicer
do vrednosti -25 dB. Po začetnih ocenah bi to moralo zadostovati za izgradnjo
modela ojačevalnika s pomočjo algoritmov strojnega učenja.
6.4.1 Avtomatizacija snemanja
Da bi lahko zagotovil res veliko število vhodnih podatkov, je bilo treba sne-
manje avtomatizirati. Posnetih je bilo 49 različnih nastavitev ojačevalnika: 7 pre-
dojačevalne in 7 končne stopnje, 26 različnih amplitud ter 56 različnih frekvenc.
To pomeni 71.344 odzivov oziroma 20 ur posnetkov. Zvočno kartico sem povezal
na računalnik, izhod zvočne kartice na vhod ojačevalnika, vhod pa na njegov
izhod. V skripti sem s pomočjo knjižnice numpy generiral prej omenjene si-
nusne signale in jih s pomočjo funkcionalnosti playrec v knjižnici sounddevice
hkrati predvajal na izhodu zvočne kartice ter snemal odziv ojačevalnika na vhodu.
Na koncu sem posnetek s pomočjo knjižnice wavio shranil. Enak postopek sem
ponovil za vse izbrane nastavitve ojačevalnika.
6.5 Kitarski signali
Ko sem ugotovil, iz seta sinusnih signalov ne bo mogoče sestaviti delujočega
modela, sem se odločil poizkusiti na čim ožjem področju. Zato sem vzel eno
nastavitev ojačevalnika in en vzorec igranja na kitari. Kitaro sem povezal na DI,
iz katerega sem direktni signal povezal na vhod ojačevalnika, uravnovešeni signal
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Slika 6.1: Diagram povezav komponent pri snemanju
pa v prvi vhod zvočne kartice. Izhod ojačevalnika sem priključil na drugi vhod
zvočne kartice. Na ta način sem posnel vhodni in izhodni signal ojačevalnika. V
tem primeru sem snemal s programom Audacity. Enak postopek sem ponovil za
pet različnih vzorcev igranja, pri čemer en vzorec predstavlja en set podatkov.
6.6 Omejitve
6.6.1 Pregrevanje ojačevalnika
Težava ojačevalnikov na elektronke so velike toplotne izgube. Če se elektronke
preveč segrejejo, postanejo zelo občutljive – že nežen dotik ojačevalnika lahko
privede do pretrga žarilne nitke. Iz tega razloga sem lahko posnel največ tri sete
posnetkov naenkrat. Po tem je ojačevalnik potreboval več kot eno uro, da se je
ohladil na primerno temperaturo za nov začetek snemanja.
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6.6.2 Ponovljivost meritev
Snemanje je potekalo v dveh setih. Ker se občutljivost vhoda in nivo izhoda
zvočne kartice nastavljata ročno, ni bilo mogoče uporabljati povsem enakih nas-
tavitev. Posledično so se posnetki med setoma rahlo razlikovali, vendar to ni
vplivalo na kasneǰse obravnave le-teh, saj so druge težave izrazito prevladale.
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7 Priprava podatkov
Algoritmi strojnega učenja med učenjem ves čas potrebujejo enako število vhod-
nih in izhodnih podatkov. Za zagotavljanje učinkovitosti algoritmov strojnega
učenja je treba zagotoviti podatke, ki so smiselni in pravilno pripravljeni. Treba je
najti značilnosti obravnavanega problema, s katerimi ga lahko najbolje opǐsemo.
Za pogoste primere uporabe je to veliko enostavneǰse kot za primere, pri ka-
terih ne vemo točno, kateri podatki bi bili najbolǰsa izbira. Kadar obravnavani
primer v literaturi ni obravnavan ali pa je obravnavan slabo, je treba za smiselno
pripravo podatkov narediti različne priprave in izbire podatkov ter se odločiti
za najprimerneǰso. V našem primeru obravnavamo zvočni signal, ki ga je na-
jlažje obdelovati v frekvenčnem prostoru, v katerem je opisan z amplitudnim in
s faznim spektrom. Zato sem se v prvem koraku raziskovanja odločil, da bom
pripravil naslednje podatke:
• 12.000 vzorcev iz izračuna FT za 24.000 vzorcev (simetrija FT),
• pozicija potenciometra za ojačanje predojačevalne stopnje,
• pozicija potenciometra za ojačanje končne stopnje.
Skupno to pomeni največ 12.002 vhodna podatka. Izhodnih podatkov je lahko
največ 12.000 in predstavljajo vzorce FT obdelanega signala. Z IFT lahko sig-
nal preslikamo nazaj v časovni prostor. Iz originalnih posnetkov je bilo pred
izračunom FT treba odstraniti moteče dejavnike, ki bi negativno vplivali na
učenje algoritmov. Treba je bilo odstraniti ničelno napetost, narediti normal-
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izacijo in posnetke razdeliti na manǰse dele 24.000 vzorcev, na katerih izračunamo
FT.
7.1 Odstranitev enosmerne napetosti
Ničelno napetost je bilo treba odstraniti, ker ne nosi nobene informacije o signalu.
Ker je bila v nekaterih primerih precej velika v primerjavi z amplitudami signala
– približno 0,3 maksimalne amplitude – je povzročala probleme pri konvergenci
algoritmov. Ti so jo upoštevali kot nosilko informacije, kar pa ni res. Ker se je
od posnetka do posnetka naključno spreminjala,, je vnašala dodatne napake pri
računanju. Odstranitev je bila izvedena s programom Audacity, in sicer samo na
posnetkih, ki so se izkazali za uporabne.
7.2 Normalizacija
Ker sem želel imeti enotno skalo za vse posnetke in bolǰsi pregled nad njimi, sem
njihove amplitude normaliziral. To pomeni, da sem vrednost amplitude postavil
med 0 in 1. Normalizacija se izvede programsko, in sicer se amplitudo vsakega
elementa vektorja, ki predstavlja posnetek, deli z maksimalno amplitudo. Ker je
bilo pri snemanju za zapis amplitude uporabljenih 16 bitov, je bilo treba vsak
element deliti z 216. Del programske kode, ki skrbi za normalizacijo, je naveden
spodaj.
self.audio = [(ele/2**16.) for ele in audio]
7.3 Razrez posnetkov s sinusnimi signali
Vsak posnetek je dolg 57 s. V njem so posneti odzivi na vse frekvence v območju
od 77,8 Hz do 1.975,0 Hz s korakom polovice tona pri določeni amplitudi in
nastavitvi. Pri preklopih iz enega sinusnega signala v drugega je prihajalo do
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amplitudnih prenihajev, ki niso smeli biti upoštevani v izračunu FT. Vsak si-
nusni signal je trajal 1 s, kar pri vzorčni frekvenci 96.000 Hz pomeni 96.000
vzorcev. Da sem se izognil omenjenim prenihajem, sem za izračun FT vzel sred-
njih 24.000 vzorcev. Za preprečitev nezveznosti sem signal oknil s Hannovim
oknom. Dobljenih koščkov posnetkov nisem shranjeval, pač pa so služili kot vhod
v funkcijo, ki je za vsakega izračunala FT. Spodaj je predstavljena funkcija, ki
posnetek razreže v koščke izbrane dolžine.
def cut_record(self, filepath, step, samples=40000, num_of_chunks=None, offset=0):
rate, audio = wav.read(filepath)
audio_data = [(ele / 2 ** 16.) for ele in audio]
if num_of_chunks is None:
num_of_chunks = int(len(audio_data)/step)
chunks = []
print(’Start to cut to chunks for:{0}’.format(filepath))
for i in range(0, num_of_chunks - 1):
start = i * step + offset
stop = start + samples
chunk = [item for item in audio_data[start:stop]]
if chunk:
chunks.append(chunk)
print(’Finish to cut to chunks for:{0}’.format(filepath))
return chunks
7.4 Razrez kitarskih posnetkov
Pri posnetkih kitare se je bilo razreza treba lotiti drugače. Vsak posnetek je
bil sestavljen iz 15 zaporednih posnetkov, na katerih je bil zaigran enak vzorec.
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Med posameznimi posnetki so kratki odseki z amplitudo 0. Ker je za algoritme
strojnega učenja treba imeti čim več podatkov, je bilo treba posnetek preleteti
z oknom – v konkretnem primeru s Hannovim. Tudi kitarski posnetki so bili
vzorčeni s frekvenco 96.000 Hz, zato je bilo za izračun FT vzetih 24.000 vzorcev.
Ker želimo poznati amplitudni spekter v čim več časovnih trenutkih, sem za
korak med začetki posameznih oken vzel 4.000 vzorcev. Na ta način sem dobil
okrog 6.000 (odvisno od posameznega posnetka) odzivov ojačevalnika pri nekem
vzbujanju.
7.5 Izračun FT in shranjevanje v bazo podatkov
Za vsak košček posnetka se je v svoji niti procesa izračunala FT. S tem je bil
proces računanja precej hitreǰsi, kot če bi se računalo zaporedno. Za izračun
sem uporabil knjižnico scipy. Ker je branje podatkov iz podatkovne baze mnogo
hitreǰse kot izračun FT, sem izračunane FT shranil v bazo podatkov MongoDB.
Problem, ki sem ga imel, je, da običajne podatkovne baze ne podpirajo kom-
pleksnih števil. Zato sem ločeno shranil realne in imaginarne dele posamezne
komponente FT oziroma amplitudo in fazo. Spodaj je koda funkcije, ki za delček
posnetka izračuna FT in podatke shrani v podatkovno bazo.
def process_chunk(self, filename, chunk, num, data_len, all_chunks):
# database entry
db_entry = {
"set_name": self.set_name,
"fft_amp": [],
"fft_ph": [],
"filename": filename,
"num": num
}
fft_amp = []
fft_ph = []
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# calculate FFT
chunk_fft = fft(chunk * hann(len(chunk)))
# add FFTs to db_entry
for i in range(0, data_len):
fft_amp.append(abs(chunk_fft[i]))
fft_ph.append(np.angle(chunk_fft[i]))
db_entry[’fft_amp’] = fft_amp
db_entry[’fft_ph’] = fft_ph
# database
client = MongoClient()
db = client.amp
db.fft_amp_phi_ref.insert_one(db_entry)
print(’Finsihed {1}/{2} for file: {0}’.format(filename, num, all_chunks))
return 0
7.6 Priprava za model
Najprej je bilo treba podatke prebrati iz baze. Ko so bili podatki prebrani, jih je
bilo treba sestaviti v vhodni in izhodni vektor. Pri tem sem si pomagal s knjižnico
Pandas. Podatke za vhodne in izhodne posnetke sem združil glede na frekvenco.
Nato sem sestavil vektor realnih in imaginarnih delov FT, ali vektor amplitud
in faz, ali pa le amplitud – odvisno od modelov. Spodaj je del kode, ki prebere
podatke iz baze in jih sestavi v vhodni in izhodni vektor.
# create DB connection
client = MongoClient()
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collection = client.amp.fft_amp_phi_guitar_solo
print(’Started at: ’ + str(datetime.datetime.now()))
# Get all FFTs
dataset = pd.DataFrame(list(collection.find({})))
print(’I have data from database at:’ + str(datetime.datetime.now()))
f = dataset.iloc[:, 3].values
data_range = dataset.shape[0]
# Initialize X and Y
X_amp = np.array([dataset[’fft_amp_ref’][i][:NUM_SAMPLES_IN] for i in range(0, data_range)])
Y_amp = np.array([dataset[’fft_amp’][i][:NUM_SAMPLES_OUT] for i in range(0, data_range)])
x_train, x_test, y_train, y_test = train_test_split(X_amp, Y_amp, test_size=0.05)
print(’X and Y initialized’)
8 Izbira podatkov
8.1 Realni in imaginarni model
Prva težava, ki jo je bilo treba rešiti, je to, da algoritmi za strojno učenje v
izbranih knjižnicah računajo le z realnimi števili. To pomeni, da komponente FT
niso primerni vhodni podatki za modele, saj gre za kompleksna števila. Zato je
bilo treba v prvem koraku narediti dva modela: enega za realni del in drugega za
imaginarni del komponent FT. Ta pristop se ni izkazal kot učinkovit, saj sta imela
oba uporabljena algoritma težave s konvergenco. Rezultati so bili zelo slabi –
napovedani signal je bil frekvenčno in fazno premaknjen, amplitudno pa skaliran.
Po poslušanju ni bilo moč ugotoviti, da gre le za obdelavo vhodnega signala.
Težava je precej logična, saj realni in imaginarni del sama po sebi ne nosita
informacije o signalu. Algoritmi za strojno učenje ǐsčejo vzorce v podatkih, iz
katerih lahko čim natančneje sestavijo generalni vzorec, ki maksimalno odgovarja
vsem poznanim vhodnim in izhodnim podatkom. Zaradi pomanjkanja vzorcev
v podatkih ni prǐslo do konvergence oziroma je bila precej slaba. Razlika med
napovedanim in dejanskim izhodnim signalom je ostajala velika.
8.2 Amplitudni model
V naslednji iteraciji sta bila ustvarjena amplitudni in fazni model. Podatek o am-
plitudah frekvenčnih komponent signala nosi dejanski podatek. Pove, kolikšne so
amplitude in frekvence sinusnih signalov, ki sestavljajo izbrani signal. Z opa-
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zovanjem amplitudnega spektra lahko hitro ugotovimo, za kakšen sistem gre –
na primer pasovno prepustni filter. V glasbi je to najpomembneǰsi podatek. Iz
dobrega amplitudnega modela bi torej lahko naredil dobro simulacijo obravna-
vanega ojačevalnika. Ta predvidevanja so se potrdila. Model, ki je napovedoval
amplitudo izhodnega signala, je deloval natančneje in prav tako hitreje začel kon-
vergirati h končni rešitvi. Kljub temu pa to ni bilo dovolj za dejansko simulacijo
ojačevalnika.
8.3 Fazni model
Fazni model je povzročal največ problemov – konvergence praktično ni bilo
mogoče doseči. Napaka se ni zmanǰsevala s številom korakov, pač pa je ves čas
ostajala približno enaka – prav tako tudi natančnost modela. Pri uporabi algo-
ritma naključnega gozda odločitvenih dreves je bil čas za izračun faznega modela
110–krat večji kot za izračun amplitudnega modela, natančnost pa je bila manǰsa
ter napaka večja. Treba je bilo preučiti obnašanje faze na izhodu obravnavanega
sistema. Slika 8.1 prikazuje obnašanje faze na izhodu sistema pri različnih normi-
ranih amplitudah in isti frekvenci.
Opazimo lahko več stvari. Funkcije faz v odvisnosti od frekvence so zelo
kaotično razpršene. Pri frekvenci 12.000 Hz je maksimalna faza okrog 600◦, mini-
malna pa okrog -800◦. Če podrobneje pogledamo najnižjih pet amplitud, na sliki
8.2 lahko opazimo naslednje značilnosti.
Zelena krivulja pripada normirani amplitudi 0,0798. Amplitudi v naslednjem
koraku (manǰsa za 1,5 dB) pripada črna krivulja, katere potek je bistveno vǐsje –
drugi najvǐsji med izbranimi krivuljami. Prav tako je velika razlika med potekoma
faze v odvisnosti od frekvence pri amplitudi 0,0985 (vijolična krivulja) in 0,0886
(sivo-modra krivulja). Če podrobneje pogledamo amplitude na sredini ampli-
tudnega območja, na sliki 8.3 lahko opazimo, da je razlika med krivuljami pri
enem amplitudnem koraku manǰsa.
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Slika 8.1: Faze posnetka v odvisnosti od frekvence pri sinusnem vhodnemu sig-
nalu s frekvenco 440 Hz
Vidimo lahko, da sta najskrajneǰsi krivulji iz prvega grafa narisani tudi na
podrobneǰsih dveh. Maksimalni kot, 600◦, posnetek doseže pri amplitudi 0,0985,
minimalnega, -800◦, pa pri amplitudi 0,185. Iz tega lahko sklepamo, da so fazni
poteki skoraj naključno razporejeni glede na amplitudo. To pomeni hudo težavo
za algoritme strojnega učenja. Ti algoritmi v podatkih ǐsčejo vzorce in iz njih
sestavijo model, ki s temi vzorci čim natančneje reši problem. Posledično model
dobro napove odziv realnega sistema tudi pri vhodnih podatkih, ki niso enaki
kot v učnem setu. Problem pri faznem odzivu je torej preveč naključen odziv
glede na vhodne parametre. To vodi v trivialne rešitve (vsi izhodi 0) ali pa v
rešitve, pri katerih algoritem poskuša predobro ustrezati učnim podatkom (ang.
overfitting), kar pomeni slabe rezultate pri vhodnih podatkih, ki niso popolnoma
enaki učnim. Posledično so napovedi faznega modela preslabe za uporabo.
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Slika 8.2: Faze posnetka v odvisnosti od frekvence pri sinusnem vhodnemu sig-
nalu s frekvenco 440 Hz
8.3.1 Rešitve
Izkazalo se je, da so fazni modeli izrazito preslabi za uporabo. Posledica je bil
pokajoč signal na izhodu, ki je bil popolnoma nepodoben signalom iz učnega seta
podatkov. Prvi poskus rešitve je bil s konstantno fazo (primer: 0◦, 90◦), vendar ni
prinesel željenih rezultatov. Problem je bil, da je bil signal v primerjavi s točnim
izhodnim prezrcaljen čez sredino časovne osi; glej sliko 8.4.
Problem sem rešil tako, da sem predpostavil, da se faza posnetka ne spremeni.
Tako sem dobil signal prave oblike, ki ima amplitudo spremenjeno podobno, kot
kot se to zgodi na ojačevalniku. Predpostavka sicer ni resnična, vendar sem z njo
prǐsel najbližje smiselnemu rezultatu.
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Slika 8.3: Faze posnetka v odvisnosti od frekvence pri sinusnem vhodnemu sig-
nalu s frekvenco 440 Hz
8.4 Število vzorcev za FT in vzorčenje
Pri določanju števila vzorcev za izračun FT sem moral upoštevati dva pogoja in
sicer: želel sem čim večjo natančnost izračuna, hkrati pa dovolj malo vzorcev, da
se izračuni v algoritmih strojnega učenja ne izvajajo predolgo. Odločil sem se za
24.000 vzorcev za izračun, za vhodne podatke pa sem zaradi simetrije FT uporabil
prvih 12.000 vzorcev. Ker se v model kot vhodni podatek poda vsako komponento
FT posebej, je bilo treba poskrbeti, da imajo posnetki učnega seta in posnetki
testnega seta oziroma poljubnega signala, ki ga želimo obdelati z modelom, enako
vzorčno frekvenco in število vzorcev za izračun FT. V nasprotnem primeru kom-
ponente FT ne nosijo enakega podatka. Lahko bi sicer ohranjali samo razmerje,
vendar bi s tem pri nižji vzorčni frekvenci izgubljali na natančnosti izračuna FT.
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Slika 8.4: Primerjava izhodnega signala in modeliranega izhodnega signala
8.5 Prevelika splošnost
Ko sem se lotil snemanja posnetkov in grajenja modelov, sem želel narediti model
po celotnem območju nastavitev ojačevalnika, ki bo deloval s katerim koli sig-
nalom na vhodu. Zato sem kot vhodne podatke vzel čiste sinusne signale ene
same frekvence, ki sem jih snemal pri različnih amplitudah in frekvencah. Ob
izgradnji in aplikaciji modelov na kitarskem signalu so se pokazali naslednji prob-
lemi.
8.5.1 Različne prenosne funkcije znotraj območij delovanja
V grobem bi lahko delovanje sistema razdelil na tri območja. V prvem območju se
nahajamo pri majhnih nastavitvah ojačenj na predojačevalni in končni stopnji.
Ojačevalnik ima na izhodu največjo ničelno napetost, posledično je šum velik,
kar otežuje izdelavo modela. V tem območju deluje tudi kot nekakšen pasovno
prepustni filter – duši nizke in visoke frekvence. Večjih nelinearnosti še ni, zato
signal ni bistveno preoblikovan – ni novih frekvenčnih komponent. Posledično
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ga v tem območju redko uporabljamo. Drugo območje je normalno delovanje
ojačevalnika. Tu ga pogosto uporabljamo. Amplituda signala na izhodu še vedno
linearno narašča z nastavitvijo ojačenja. Na izhodu še ni bistvenega povečanja
vǐsjih harmonskih komponent. Tretje območje je območje nasičenja. Tu začnejo
elektronke prihajati v nasičenje, začne se rezanje signala na izhodu in posledično
pojavljanje vǐsjih harmonskih komponent. Naraščanje izhoda je v nelinearnem
razmerju z vhodom. Je najpogosteje uporabljeno območje delovanja.
Izkazalo se je, da tudi algoritmi za strojno učenje niso sposobni zaobjeti celot-
nega območja. Ob tako splošnem pristopu je bilo treba kot vhodna podatka
podati nastavitvi predojačevalne in končne stopnje. Posledično je to pomenilo
12.002 vhodna podatka in 12.000 izhodnih. Ker algoritmi niso dovolj inteligentni,
da bi lahko obravnavali vsebino podatka, je to povzročilo težave. Vrednosti nas-
tavitev sta bili celi številki med 1 in 7 (glej razdelitev območja potenciometra).
Posledično so jo algoritmi obravnavali kot dve dodatni komponenti FT (12.000
resničnih) na vhodu. Rezultati so se izrazito izbolǰsali pri uporabi manǰsega
števila posnetkov – vsi iz enake nastavitve ojačenja predojačevalnika in končne
stopnje. To je pomenilo enako število vhodnih in izhodnih podatkov. Posledično
ni bilo več ustvarjanja novih komponent oziroma brisanja odvečnih, pač pa le
pretvorba obstoječih.
8.5.2 Sinusni signali
V prvem koraku raziskovanja sem kot osnovni vhodni signal vzel sinusni sig-
nal z amplitudo in s frekvenco, ki sta se spreminjali. Frekvenčni korak med
posameznimi signali je bil polovica tona, faktor za zmanǰsevanje amplitude od 1
proti 0,0718 pa 0,9. Modeli, zgrajeni iz teh vhodnih podatkov, so se izkazali kot
primerni le pri sinusnih signalih s samo eno frekvenčno komponento. Pri uporabi
kitarskega signala, ki je sestavljen iz mnogih sinusnih komponent, pa je prǐslo
do napačnih izračunov, saj je bil signal popolnoma drugačen od obravnavanih v
procesu učenja.
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8.5.3 Omejitev na eno nastavitev
8.5.3.1 Podobnost signalov
Naslednji korak pri izbolǰsavi modelov je bila omejitev na le eno nastavitev
ojačevalnika. Zato sem učne podatke zožal le na tiste, ki so posneti pri isti
nastavitvi. S tem sem sicer zmanǰsal število vhodnih podatkov za učenje, ven-
dar pa so si odzivi med seboj podobneǰsi kot na celotnem območju. Posledično
algoritmi strojnega učenja lažje prepoznajo vzorce. Bistvena razlika je v hitrosti
konvergence, pa tudi amplitudni spekter in modelirani signal v časovnem prostoru
se lepše ujemata z dejanskim signalom. Ker so do te točke uporabljeni le sinusni
signali, je iz poslušanja težko slǐsati bistveno razliko. Kljub izbolǰsavi model še
vedno ni bil primeren za obdelavo kitarskega signala.
8.5.3.2 Število vhodnih podatkov
Problem pri več nastavitvah je tudi to, da je treba nastavitve kot vhodne podatke
podati v model. Težava nastane, ker imamo potemtakem kot vhodne podatke v
model dva podatka o nastavitvi – predojačevalno stopnjo in končno stopnjo ter
vzorce FT. Ker sem za učenje uporabil 12.000 vzorcev FT, to pomeni 12.000
vhodnih podatkov, ki so med seboj močno povezani, in še dva dodatna. Če bi
bilo algoritmom mogoče povedati, kaj podatka pomenita, bi bila smiselna, tako
pa se je izkazalo, da ta dva podatka vnašata šum pri učenju. Po premisleku se
izkaže, da je to logično, saj sta bila to številska podatka, ki pa nimata fizikalne
vrednosti. To sta le zaporedni številki nastavitve na posameznem potenciometru.
Po odstranitvi teh dveh podatkov iz vhodnega vektorja za učenje so se rezultati
izbolǰsali.
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8.5.4 Kitarski signali
Zadnji korak stran od splošnosti modela je bila uporaba kitarskega signala za
učenje. Ker sem pri preǰsnjih korakih ugotovil, da splošnost povzroča hude
probleme, sem se pri kitari maksimalno omejil. Uporabljal sem štiri sete pos-
netkov: zaigrana posamezna struna, zaigran posamezni akord, zaigran set akor-
dov, zaigran set tonov. Vsak je bil uporabljen posamezno. S tem sem maksimalno
zožal območje, na katerem želim obravnavati kitarski ojačevalnik. Vsak model
je tako uporaben le za točno določeno zaigrano stvar, na primer en akord – enak
kot je bil posnet. S takim pristopom sem sicer izgubil splošnost in možnost, da
bi modeli dejansko lahko simulirali ojačevalnik za kitaro kot celotni sistem, ven-
dar je bil to logičen naslednji korak h kvaliteti modelov kitarskega ojačevalnika.
Ta pristop se je v primerjavi s sinusnimi izkazali za bolǰso izbiro. Ker so si bili
posnetki med seboj podobneǰsi, so testirani modeli lažje in hitreje konvergirali.
Razlika je bila posebej izrazita pri nevronski mreži, ki je tudi sicer z vidika kon-
vergence bolj problematična. Naključni gozd odločitvenih dreves je robustneǰsi,
vendar ni primeren za kompleksne modele. Kljub bistvenim izbolǰsavam je bila
natančnost modelov še vedno izrazito premajhna za dejansko uporabo. Vsaka
napaka v modelu namreč pomeni pojav šuma, pojav neželenih frekvenčnih kom-
ponent ali pomanjkanje določenih frekvenčnih komponent. Vse to se slǐsi kot
popačenje, ki zvok, obdelan z modelom, popolnoma jasno loči od obdelanega z
ojačevalnikom.
8.6 Modeli po frekvenčnem območju
Ker se predhodni načini niso izkazali za uporabne, sem poskusil še z enim
pristopom. Kot sem ugotovil, je problem splošnost, saj se algoritmi strojnega
učenja težko učijo na velikih območjih. Prav tako natančnost pada, ko narašča
število vhodnih in izhodnih spremenljivk. Razlog za to je statistična narava teh al-
goritmov. To pomeni, da algoritmi stremijo k statistično najbolǰsi rešitvi. Posled-
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ica velikega števila vhodnih in izhodnih spremenljivk je, da algoritem težje zajame
specifike posameznih vhodnih spremenljivk. Zato sem se odločil, da razǐsčem še
pristop, pri katerem bi vzorce FT razdelil na manǰse sklope – na primer na 250
vzorcev. Vzel sem kitarski učni set. Pri vsakem koraku sem vzel naslednjih 250
vzorcev – podset iz FT – in zanje naredil model. Nato sem število vzorcev v
podsetu zmanǰseval do 1 in povečeval do 500 ter opazoval dogajanje.
V prvih korakih z 250 vzorci je rešitev pri nizkih frekvencah sicer delovala
obetavno, saj je bila natančnost posameznega modela okrog 95 %. Vendar pa
bolǰsa analiza pokaže, da natančnost še vedno preveč skače od segmenta do seg-
menta, tako da je to kljub vsemu neuporabno. Na spodnji sliki 8.5 so prikazane
natančnosti za 10, 50, 250 in 400 vzorcev na model.
Slika 8.5: Natančnost modelov v odvisnosti od števila dreves
Ko sem število vzorcev poizkusil zmanǰsevati, so bili rezultati najbolǰsi pri
enem vzorcu v podsetu. To je sicer logično, ampak pri enem vzorcu na model
sistem postane neobvladljiv, saj to pomeni 12.000 modelov. Kljub najbolǰsim
rezultatom so imeli modeli natančnost okrog 80 %. Za najbolj optimalno izbiro
(z vidika natančnosti in količine modelov) se je izkazalo 150 vzorcev, vendar je bilo
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tudi v tem primeru preveč skakanja v natančnosti modelov, da bi bilo mogoče
narediti uporaben model ojačevalnika. Pri povečevanju vzorcev je bilo opaziti
upadanje natančnosti posameznega modela. Pri 500 vzorcih bistvene razlike med
modelom za celotni FT ni bilo več opaziti.
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9 Nevronska mreža
V prvi fazi učenja so bili vhodni podatki naslednji:
• številka zaporedne nastavitve predojačevalne stopnje (1 – 7),
• številka zaporedne nastavitve končne stopnje (1 – 7),
• 1200 – 12.000 komponent FT.
Testna učenja so bila zaradi časovnih omejitev (učenje z 12.000 vzorci je trajalo
cca. 10 ur) izvajana z od 1.200 do 6.000 vzorcev FT, za uporabo pri dejanskem
preoblikovanju signala pa z 12.000 vzorci. Knjižnica keras ima implementiran
API za enostavno uporabo orodja tensorflow. Mrežo inicializiramo na naslednji
način.
model = Sequential()
Ko je nevronska mreža inicializirana, je treba dodati vsaj vhodni in izhodni sloj.
Dodamo ju na naslednji način. Določiti moramo število vhodov za vhodni sloj in
število izhodov za izhodni sloj ter aktivacijsko funkcijo.
model.add(
Dense(
units=NUM_SAMPLES_IN,
input_dim=NUM_SAMPLES_IN,
kernel_initializer=’normal’,
activation=’relu’
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)
)
Nato je treba pognati izračun koeficientov mreže, pri katerem definiramo, katero
funkcijo za izgube bomo uporabili, ter optimizator. V obravnavanem primeru se
je kot edina smiselna funkcija izkazala srednja vrednost kvadratov napak.
model.compile(loss=’mean_squared_error’, optimizer=’adam’)
Za tem lahko začnemo učenje.
model.fit(X, Y, batch_size=BATCH_SIZE, epochs=EPOCH_SIZE)
Za dober model, zgrajen z nevronsko mrežo, je treba najti prave nastavitve. Na
kvaliteto najbolj vplivajo:
• velikost podseta,
• število ponovitev učenja,
• aktivacijska funkcija.
Vpliv posameznih nastavitev na kvaliteto je opisan v sledečih podpoglavjih.
9.1 Število podsetov in ponovitev
Nevronski mreži moramo za učenje definirati velikost podsetov in ponovitev
učenja s posameznim podsetom. Podset je manǰsi set iz učnega seta, ki se
uporablja znotraj enega cikla učenja. Znotraj podatkov podseta se računa mak-
simalni gradient napake pri spreminjanju vrednosti uteži za nevronske povezave.
Pri premajhnih podsetih je težava nenehno spreminjanje gradienta, kar vodi v
težave s konvergenco, kljub temu pa manǰsi podset pomeni večjo natančnost
modela, vendar podalǰsuje čas računanja. Po drugi strani prevelik podset vodi
v nenatančen model, se pa hitreje izračunajo uteži. Naloga uporabnika je torej,
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da poǐsče velikost podseta, s katerim se bo čim hitreje izračunal čim natančneǰsi
model. Primerna velikost se med primeri razlikuje..
V želji po čim natančneǰsem modelu sem poizkusil poiskati število vhodnih
setov v podsetu, ki bi najbolj optimalno zadovoljilo željo po hitrem izračunu
modela in njegovi natančnosti. Eksperiment s številom podsetov je bil zaradi
težav s fazo narejen na amplitudnem modelu, saj pri faznem modelu ni bilo
bistvenih razlik, odvisnih od velikosti podseta – ves čas je bil model neuporaben.
9.1.1 Sinusni signali
9.1.1.1 Velikost podseta
Pri podsetih, ki so imeli število vhodnih vzorcev med 1 in 25, se se pojavljali
naslednji problemi. Učenje je trajalo tudi do 30 % dlje kot z optimalnim podse-
tom, kar je pri več vhodnih vzorcih povzročalo podalǰsanje učenja tudi za tri ure
in več. Konvergenco modela je bilo nemogoče doseči že pri 1.500 komponentah
FT na vhodu. Napaka in natančnost sta se sicer na trenutke zmanǰsevali, ven-
dar se je njuno zmanǰsevanje v naslednjih nekaj korakih nehalo. Posledično se je
izkazalo, da izbrane velikosti podsetov za obravnavani primer niso primerne za
učenje nevronske mreže. Pri večjih podsetih, katerih velikost je bila med 50 in
250, je učenje potekalo bistveno hitreje, vendar je bila napaka večja. Posledično
je bil model bistveno slabši od optimalnega pri danih pogojih. Model je sicer kon-
vergiral, vendar se je napaka ustalila pri bistveno vǐsji vrednosti. Po poizkusih se
je izkazalo, da je okrog 35 najbolj optimalna velikost podseta v danem primeru.
Optimalna velikost je sicer variirala glede na aktivacijske funkcije in število slo-
jev, vendar se je vedno ustalila v tem rangu. Učenje je pri taki velikosti potekalo
v še sprejemljivem času (okrog osem ur pri 12.000 vzorcih), napaka pa se je
ustalila malo nad doseženo minimalno vrednostjo napake in maksimalno vrednos-
tjo natančnosti. Primer natačnosti modela za različne podsete pri eni nastavitvi
je prikazan na sliki 9.1.
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9.2 Aktivacijske funkcije
Eden od parametrov sloja nevronske mreže je tudi aktivacijska funkcija nevronov.
Z njo je določen odziv nevrona na poljuben vhodni signal. Najprimerneǰse ak-
tivacijske funkcije za dani primer so bile: linearna – izhod je linearno odvisen
od vhoda; funkcija ReLU, ki ima lastnost, da je izhod pri vhodih, manǰsih ali
enakih 0, ves čas 0, od 0 naprej pa je izhod linearno odvisen od vhoda; ter njune
variacije – premaknjena ReLU, puščajoča ReLU, eksponentna ReLU. Glede na
tip vhodnih podatkov(vse vrednosti so pozitivne) lahko vidimo, da v resnici ni ra-
zlike med ReLU in linearno funkcijo. V teoriji je to sicer res, vendar se nevronske
mreže, ki uporabljajo aktivacijske funkcije ReLU, obnašajo drugače kot pri lin-
earni funkciji. Značilnost nevronskih mrež, ki uporabljajo aktivacijske funkcije
ReLU, je, da pogosto najdejo le trivialno rešitev, in sicer na izhodu postavijo
same 0 oziroma zelo majhne vrednosti. Posledično so taki modeli neuporabni.
Pojav je bilo moč opaziti tudi pri obravnavi sinusnih signalov. Glede na naravo
podatkov se je kot najuporabneǰsa aktivacijska funkcija izkazala linearna funkcija.
Na sliki 9.2 je prikazana razlika v napovedanih izhodnih amplitudah za ReLU in
linearno aktivacijsko funkcijo.
9.2.1 Kitarski signali
Nekoliko drugačne ugotovitve lahko strnemo za uporabo kitarskih signalov. Prav
tako kot pri sinusnih signalih je bilo optimalne nastavitve treba določiti empirično.
Prva razlika je bila v velikosti učnega seta – set kitarskih signalov je bil zaradi
drugačne priprave podatkov bistveno večji. Posledično sta bili optimalni nas-
tavitvi podseta in števila ponovitev drugačni. Na sliki 9.3 sta prikazani točnost
in napaka modela v odvisnosti od števila ponovitev pri različnih velikostih pod-
seta.
Opazimo lahko, da do največjih sprememb prihaja pri majhnem podsetu,
najmanj pa jih je pri velikem podsetu. Opazimo lahko tudi točke razpada modela,
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9.4 Časovni prostor
Zadnji poizkus grajenja modela z nevronsko mrežo je bil v časovnem prostoru s
kitarskimi signali. Razlog je bil, da v časovnem prostoru za obravnavo signala
ne potrebujemo toliko vzorcev. Posledično se lahko izognemo konvergenčnim
težavam nevronskih mrež. Posneti kitarski signali so bili razrezani na koščke,
dolge 1.000 vzorcev, pri čemer so se medsebojno pokrivali s 500 vzorci. Enako
je bilo narejeno tudi s 500 vzorci pri prekrivanju z 250 vzorci. Tudi ti podatki
so bili shranjeni v bazo podatkov. Nevronska mreža je tako na vhodu imela
1.000 oziroma 500 vhodnih spremenljivk – časovnih vzorcev. Izkazalo se je, da so
rezultati še slabši kot v primeru uporabe FT. Točnost rezultatov in napaka modela
se nista bistveno spreminjali. Na natančnost in napako modela niso bistveno
vplivali naslednji elementi:
• število skritih plasti nevronov,
• število nevronov v plasteh,
• šumni sloji,
• velikost podseta,
• število ponovitev.
Napaka pri normaliziranem signalu in minimalni kvadratni napaki ni nikoli padla
pod 5 krat 104, natančnost pa se je gibala med 0,5 % in 30 %. Na sliki 9.4 sta
prikazani natančnost in napaka modela pri eni izmed nastavitev, na sliki 9.5 pa
posneti signal in modelirani signal na izhodu. Zaradi neprimernosti metode je
bilo nadaljnje raziskovanje v časovnem prostoru z nevronskimi mrežami opuščeno.
9.5 Zaključek
Predvsem problem s konvergenco je pokazal, da nevronske mreže s komponentami
FT kot vhodnim podatkom niso primerno orodje za grajenje modela kitarskega
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Slika 9.5: Posneti in simulirani signal na izhodu
10 Naključni gozd odločitvenih dreves
Za uporabo algoritma naključnega gozda sem uporabil orodje Sklearn, ki omogoča
enostavno uporabo le-tega. Podatki so bili pripravljeni in izbrani enako kot za
nevronsko mrežo:
• številka zaporedne nastavitve predojačevalne stopnje (1 – 7),
• številka zaporedne nastavitve končne stopnje (1 – 7),
• 1200 – 12.000 komponent FT.
Testna učenja so bila zaradi časovnih omejitev izvajana z od 1.200 do 6.000 vzorci
FT, za uporabo pri dejanskem preoblikovanju signala pa z 12.000 vzorci. Algo-
ritem naključnega gozda dreves je implementiran v knjižnici sklearn za Python.
Učenje začnemo na naslednji način.
regressor = RandomForestRegressor(n_estimators=NUM_ESTIMATORS)
regressor.train(X, Y)
Spreminjamo lahko precej nastavitev, ki vplivajo na učenje, vendar v tem primeru
bistveno vpliva le število dreves, pa še pri tem razlike niso velike. Na sliki 10.1 je
prikazana natančnost modela za različna števila dreves, na sliki 10.2 pa primerjava
posnetega in simuliranega izhodnega signala.
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Slika 10.1: Natančnost modela za posamezno komponento FT pri različnih ve-
likostih območja
10.1 Zaključek
Pri obravnavi algoritma naključnega gozda dreves se je izkazalo, da v tem primeru
spreminjanje parametrov za učenje na kvaliteto modela ne vpliva bistveno.
Izkazal se je kot robusten algoritem, vendar kljub vsemu ne dovolj natančen,
da bi lahko naredili uporaben model ojačevalnika.
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Slika 10.2: Posneti in simulirani izhodni signal
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11 Primerjava obeh algoritmov
11.1 Hitrost učenja
Pri primerjavi hitrosti učenja nevronske mreže in naključnega gozda dreves se
je izkazalo, da se na enako velikem podatkovnem setu naključni gozd dreves uči
2–10-krat hitreje kot nevronska mreža. Večkratnik narašča z velikostjo vhodnega
podatkovnega seta.
11.2 Problemi s fazo
Problemi s fazo signala so bili enaki pri naključnem gozdu dreves in pri nevronski
mreži. V obeh primerih so bili rešeni na enak način.
11.3 Konvergenca
Največja razlika, ki se je pokazala, je bila pri konvergenci. Algoritem naključnega
gozda ni imel konvergenčnih težav pri večjem številu vzorcev. Nasploh se je
pokazalo, da ima v obravnavanem primeru nevronska mreža bistveno več težav s
konvergenco. Nevronska mreža je izkazala izrazito večjo občutljivost glede na ve-
likost območja, v katerem se je algoritem učil. Izbolǰsava rezultatov pri nevronski
mreži pri naslednjih primerih je bila izrazita:
• odstranitev nastavitve potenciometrov iz vhodnega vektorja,
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• učenje na samo eni nastavitvi,
• učenje s kitarskimi signali.
Pri naključnem gozdu dreves se ni toliko poznalo, saj se je z vidika konvergence
izkazal kot precej robustneǰsi algoritem, a manj natančen.
11.4 Izhodni signal
Za primerneǰsi algoritem se je, čeprav so bili rezultati slabi, v danem primeru
izkazal naključni gozd odločitvenih dreves. Še posebej se je to poznalo pri učnemu
setu s sinusnimi signali. Kljub temu obdelani signal ni bil uporaben. Signal je
sicer bil obdelan, vendar je imel rahlo premaknjeno osnovno frekvenco. Tudi če
bi premik frekvence odmislili, signal ni bil bistveno podoben posnetim izhodnim
signalom ojačevalnika. Nekaj napredka je bilo doseženega s kitarskim učnim
setom, vendar rezultati še vedno niso bili uporabni.
12 Zaključek
V magistrskem delu sem preučeval možnosti implementacije modela kitarskega
ojačevalnika s pomočjo algoritmov strojnega učenja in principom črne škatle.
Želja je bila, da bi uspel implementirati model, ki bi kitarski ojačevalnik simuli-
ral do te mere, da bi lahko naredil test A/B. Tekom raziskovanja se je, pokazalo,
da modeli strojnega učenja – skupaj s principom črne škatle – niso primeren
pristop za obravnavo tega problema. Kljub zelo različnim pristopom se je
pokazalo, da ima odziv ojačevalnika premalo vzorcev v podatkih, iz katerih bi
bilo mogoče narediti dober model. Odpovedali so zelo splošni pristopi – celotno
območje ojačevalnika, prav tako pa tudi zelo ozkogledi pristopi – model za vsako
posamezno komponento FT. Skupno vsem je bilo, da je bila napaka modela pre-
velika, da bi model lahko vsaj delno nadomestil ojačevalnik. Izkazalo se je, da
se pri učenju bolje obnesejo robustni in preprosti algoritmi strojnega učenja,
vendar posledično dobimo zelo površne modele. Na drugi strani so imeli kom-
pleksneǰsi modeli težave s konvergenco. Največ težav je povzročala faza, ki je
sploh ni bilo mogoče modelirati. Težavo sem rešil tako, da je faza ostala enaka
kot pri vhodnem signalu. Napaka se je sicer na nekaterih območjih zmanǰsala
ob spremembi pristopa, vendar je bilo tudi to premalo za smiselno uporabo. Iz
tega zaključujem, da splošno uporabljani algoritmi strojnega učenja – skupaj s
principom črne škatle – niso primeren pristop za implementacijo dotičnih mode-
lov. Sklepam, da je ugotovitev posledica kompleksnosti kitarskega signala, ki je
zgrajen iz ogromno sinusnih signalov, poleg tega pa h kompleksnosti pripomore
tudi različno ojačenje posameznih frekvenc znotraj ojačevalnika. Idejo bi bilo
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morda mogoče realizirati za enostavneǰsa filtrska vezja (primer: nizkopasovno
sito, pri čemer bi obdelovali signale signalnega generatorja). Bralec tega dela
lahko le-to preizkusi, saj je rezultat git repozitorij dosegljiv na spletnem naslovu
https://github.com/jangia/AudioSystemModel. Tu bo našel celotno zgodovino
raziskovanja z vidika programske kode in skripte, ki mu bodo pomagale pri im-
plementaciji avtomatskega snemanja vhodnih in izhodnih signalov na sistemih
Linux, pripravi in shranjevanju podatkov ter grajenju modelov strojnega učenja.
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A Skripta za grajenje nevronske mreže
Predstavljena je skripta, ki za različne aktivacijske funkcije izrǐse grafe
natančnosti in izgub modela ter posnetega in napovedanega spektra signala.
import datetime
import time
import pandas as pd
import numpy as np
from pymongo import MongoClient
from keras.models import Sequential
from keras.layers import Dense
import matplotlib.pyplot as plt
from sklearn.model_selection import train_test_split
NUM_SAMPLES_IN = 2400
NUM_SAMPLES_OUT = 2400
DB_LIMIT = 350
ACTIVATIONS = (’linear’, ’relu’)
BATCH_SIZE = 35
EPOCHS = 35
print(’Started at: ’ + str(datetime.datetime.now()))
# create DB connection
client = MongoClient()
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collection = client.amp.fft_amp_phi_guitar_solo
# Get all FFTs
dataset = pd.DataFrame(list(collection.find({}).limit(DB_LIMIT)))
print(’I have data from database at:’ + str(datetime.datetime.now()))
f = dataset.iloc[:, 3].values
data_range = dataset.shape[0]
# Initialize X and Y
X_amp = np.array([dataset[’fft_amp_ref’][i][:NUM_SAMPLES_IN] for i in range(0, data_range)])
Y_amp = np.array([dataset[’fft_amp’][i][:NUM_SAMPLES_OUT] for i in range(0, data_range)])
print(’X and Y initialized’)
x_train, x_test, y_train, y_test = train_test_split(X_amp, Y_amp, test_size=0.05)
start = time.time()
for activation in ACTIVATIONS:
model_amp = Sequential()
model_amp.add(Dense(units=NUM_SAMPLES_IN, input_dim=NUM_SAMPLES_IN, kernel_initializer=’normal’,
model_amp.add(Dense(units=NUM_SAMPLES_OUT, kernel_initializer=’normal’, activation=activation))
model_amp.compile(loss=’mean_squared_error’, optimizer=’adam’, metrics=[’accuracy’])
print(’Started at: ’ + str(datetime.datetime.now()))
DATA_RANGE = dataset.shape[0]
print(’Fit model’)
history_amp = model_amp.fit(x_train, y_train, batch_size=BATCH_SIZE, epochs=EPOCHS, shuffle=True)
print(’Predict now’)
out = model_amp.predict(x_test)
75
print(’Draw plots’)
# Accuracy and loss
acc_loss_fig, (acc_ax, loss_ax) = plt.subplots(nrows=2, ncols=1)
acc_loss_fig.suptitle(’Natančnost in napaka modela pri "{}" aktivacijski funkciji’.format(activation))
acc_ax.set_ylabel(’Natančnost’)
loss_ax.set_xlabel(’Ponovitev’)
loss_ax.set_ylabel(’Natančnost’)
acc_ax.plot(history_amp.history[’acc’], ’r’)
loss_ax.plot(history_amp.history[’loss’], ’b’)
# signal
signal_fig, (signal_ax, predicted_ax) = plt.subplots(nrows=2, ncols=1)
signal_fig.suptitle(’Posnet in simuliran spekter signala pri "{}" aktivacijski funkciji’.format(activation))
predicted_ax.set_ylabel(’Amplituda’)
signal_ax.set_ylabel(’Amplitdda’)
signal_ax.set_xlabel(’Frekvenca’)
signal_ax.semilogy(abs(y_test[0]), ’c’)
predicted_ax.semilogy(abs(out[0]), ’g’)
acc_loss_fig.show()
signal_fig.show()
plt.show()
stop = time.time()
print(stop-start)
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B Skripta za grajenje naključnega
gozda odločitvenih dreves
Predstavljena je skripta, ki za različne aktivacijske funkcije izrǐse grafe
natančnosti in izgub modela ter posnetega in napovedanega spektra signala.
"""
Created on Fri May 26 17:15:24 2017
@author: jangia
"""
import datetime
import time
import pandas as pd
import numpy as np
from pymongo import MongoClient
import matplotlib.pyplot as plt
from sklearn.ensemble import RandomForestRegressor
from sklearn.model_selection import train_test_split
NUM_SAMPLES_IN = 2400
NUM_SAMPLES_OUT = 2400
NUM_ESTIMATORS = (1, 10, 35, 100, 250)
DB_LIMIT = 350
BATCH_SIZE = 35
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EPOCHS = 35
print(’Started at: ’ + str(datetime.datetime.now()))
# create DB connection
client = MongoClient()
collection = client.amp.fft_amp_phi_guitar_solo
# Get all FFTs
dataset = pd.DataFrame(list(collection.find({}).limit(DB_LIMIT)))
print(’I have data from database at:’ + str(datetime.datetime.now()))
f = dataset.iloc[:, 3].values
data_range = dataset.shape[0]
# Initialize X and Y
X_amp = np.array([dataset[’fft_amp_ref’][i][:NUM_SAMPLES_IN] for i in range(0, data_range)])
Y_amp = np.array([dataset[’fft_amp’][i][:NUM_SAMPLES_OUT] for i in range(0, data_range)])
print(’X and Y initialized’)
x_train, x_test, y_train, y_test = train_test_split(X_amp, Y_amp, test_size=0.05)
start = time.time()
for num in NUM_ESTIMATORS:
model_amp = RandomForestRegressor(n_estimators=num, verbose=3, n_jobs=8)
print(’Started at: ’ + str(datetime.datetime.now()))
DATA_RANGE = dataset.shape[0]
print(’Fit model’)
model_amp.fit(x_train, y_train)
print(’Predict now’)
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out = model_amp.predict(x_test)
print(’Draw plots’)
# signal
signal_fig, (signal_ax, predicted_ax) = plt.subplots(nrows=2, ncols=1)
signal_fig.suptitle(’Posnet in simuliran spekter signala pri {} drevesih’.format(num))
predicted_ax.set_ylabel(’Amplituda’)
signal_ax.set_ylabel(’Amplitdda’)
signal_ax.set_xlabel(’Frekvenca’)
signal_ax.semilogy(abs(y_test[0]), ’c’)
predicted_ax.semilogy(abs(out[0]), ’g’)
signal_fig.show()
plt.show()
stop = time.time()
print(stop-start)
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C Skripta za avtomatsko snemanje
import os
import wavio
import numpy as np
import sounddevice as sd
# set data
BASE_DIR = os.path.dirname(os.path.dirname(os.path.abspath(__file__)))
REC_PATH = os.path.join(BASE_DIR, ’recordings’)
AMPS = [0.90**i for i in range(0, 26)]
FS = 96000
F0 = 10
F1 = 2000
T_END = 1
D_TYPE = ’float32’
sd.default.device = ’Babyface Pro’
# main
base_filename = input("Write file name: ")
if base_filename:
# for every amplitude
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for amp in AMPS:
print(’Measuring on amplitude: {0}’.format(amp))
# set file path
filepath = os.path.join(REC_PATH, base_filename + str(amp).replace(’.’, ’_’) + ’.wav’)
samples = np.zeros(shape=(1))
# set signal
for i in range(-30, 27):
f = 440 * (2 ** (1 / 12)) ** i
t = np.arange(FS * T_END)
sine_wave = np.sin(2 * np.pi * f * t / FS)
samples = np.concatenate([samples, sine_wave])
# recording
print(’Recording ...’)
my_recording = sd.playrec(samples, FS, channels=2, dtype=D_TYPE)
sd.wait()
print(’Finish recording ...’)
# write to file
print(’Writing to file: {0}’.format(filepath))
wavio.write(filepath, my_recording, FS, sampwidth=1)
print(’Script finished’)
else:
print(’File name to short’)
D Skripta za pripravo podatkov
import os
import threading
from pymongo import MongoClient
from scipy.fftpack import fft
from scipy.signal import hann
import numpy as np
from scipy.io import wavfile as wav
class AudioFftToDb:
def __init__(self, sample_rate=96000, fft_samples=24000, num_chunks=56, offset=10000,
self.sample_rate = sample_rate
self.fft_samples = fft_samples
self.num_chunks = num_chunks
self.offset = offset
self.fft_db_len = fft_db_len
self.rec_path = self.set_filepath()
self.file_pattern = file_pattern
self.set_name = ’igranje_akordi’
def set_filepath(self):
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base_dir = os.path.dirname(os.path.dirname(os.path.abspath(’processing.py’)))
return os.path.join(base_dir, ’recordings’, ’ref’)
def get_files(self):
return [f for f in os.listdir(self.rec_path) if os.path.isfile(os.path.join(self.rec_path,
def process_files(self):
files = self.get_files()
for file in files:
if self.file_pattern in file or self.file_pattern == ’*’:
# chunk file
audio_chunks = self.cut_record(
os.path.join(self.rec_path, file),
self.offset,
self.fft_samples,
offset=self.offset
)
for chunk in audio_chunks:
# run proccessing
t = threading.Thread(target=self.process_chunk, args=(file, chunk, audio_chunks.index(chunk),
t.daemon = True
t.start()
# self.process_chunk(file, chunk, audio_chunks.index(chunk), self.fft_db_len)
def process_chunk(self, filename, chunk, num, data_len, all_chunks):
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# database entry
db_entry = {
"set_name": self.set_name,
"fft_amp": [],
"fft_ph": [],
"filename": filename,
"num": num
}
fft_amp = []
fft_ph = []
# calculate FFT
chunk_fft = fft(chunk * hann(len(chunk)))
# add FFTs to db_entry
for i in range(0, data_len):
fft_amp.append(abs(chunk_fft[i]))
fft_ph.append(np.angle(chunk_fft[i]))
db_entry[’fft_amp’] = fft_amp
db_entry[’fft_ph’] = fft_ph
# database
client = MongoClient()
db = client.amp
db.fft_amp_phi_ref.insert_one(db_entry)
print(’Finsihed {1}/{2} for file: {0}’.format(filename, num, all_chunks))
return 0
def cut_record(self, filepath, step, samples=40000, num_of_chunks=None, offset=0):
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rate, audio = wav.read(filepath)
audio_data = [(ele / 2 ** 16.) for ele in audio]
if num_of_chunks is None:
num_of_chunks = int(len(audio_data)/step)
chunks = []
print(’Start to cut to chunks for:{0}’.format(filepath))
for i in range(0, num_of_chunks - 1):
start = i * step + offset
stop = start + samples
chunk = [item for item in audio_data[start:stop]]
if chunk:
chunks.append(chunk)
print(’Finish to cut to chunks for:{0}’.format(filepath))
return chunks
if __name__ == ’__main__’:
audio_to_db = AudioFftToDb(
sample_rate=96000,
fft_samples=12000,
offset=3000,
file_pattern=’*’
)
audio_to_db.process_files()
