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Abstract We consider a system of parallel queues with Poisson arrivals and expo-
nentially distributed service requirements. The various queues are coupled through
their service rates, causing a complex dynamic interaction. Specifically, the system
consists of one primary queue and several secondary queues whose service rates de-
pend on whether the primary queue is empty or not. Conversely, the service rate of
the primary queue depends on which of the secondary queues are empty.
An important special case arises when the service rates satisfy a specific relation-
ship so that the various queues form a work-conserving system. This case is, in fact,
equivalent to a so-called Generalized Processor Sharing (GPS) system. GPS-based
scheduling algorithms have emerged as popular mechanisms for achieving service
differentiation while providing statistical multiplexing gains.
We consider a heavy-traffic scenario, and assume that each of the secondary
queues is underloaded when the primary queue is busy. Using a perturbation pro-
cedure, we derive the lowest-order asymptotic approximation to the joint stationary
distribution of the queue lengths, in terms of a small positive parameter measuring
the closeness of the system to instability. Heuristic derivations of these results are
presented.
We also pursue two extensions: (i) the more general work-conserving case where
the service rate of a secondary queue may depend on its own length, and is a slowly
varying function of the length of the primary queue; and (ii) the non-work-conserving
case where the service rate of a secondary queue may depend on its own length, but
not on the length of the primary queue.
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1 Introduction
We consider a system of parallel queues with Poisson arrivals and exponentially dis-
tributed service requirements. The various queues are coupled through their service
rates, causing a complex dynamic interaction. Specifically, the system consists of one
primary queue and several secondary queues whose service rates depend on whether
the primary queue is empty or not. Conversely, the service rate of the primary queue
depends on which of the secondary queues are empty.
An important special case arises when the service rates satisfy a specific relation-
ship so that the various queues form a work-conserving system. This case is, in fact,
equivalent to a so-called Generalized Processor Sharing (GPS) system. GPS-based
scheduling algorithms provide effective mechanisms for achieving service differen-
tiation while obtaining statistical multiplexing gains, and have attracted significant
interest over the last several years [7, 14, 17, 18]. Large-buffer asymptotics for GPS
systems have been obtained for light-tailed [1, 15, 21, 22] and heavy-tailed [2, 3]
traffic processes as well as heterogeneous scenarios [2, 4]. Heavy-traffic results may
be found in [19, 20].
In the two-queue case, i.e., a single secondary queue, the model under considera-
tion corresponds to the so-called coupled-processors model, as originally investigated
by Fayolle and Iasnogorodski [8]. They showed that the solution of the functional
equation for the generating function of the joint stationary distribution of the queue
lengths may be reduced to a Dirichlet problem in the work-conserving case, and to a
Riemann–Hilbert problem in the general case. Related results were obtained in [5, 9,
13].
The work-conserving two-queue case was also examined more recently by
Guillemin and Pinchon [10] who obtained a more compact solution of the functional
equation based on a Dirichlet problem formulation. The diffusion approximation for
the work-conserving case, when both queues are in heavy traffic, was investigated by
Morrison [16] who derived explicit integral representations for the solution. Later,
Knessl and Morrison [12] extended the heavy-traffic diffusion approximation to the
general case, and showed that it is necessary to distinguish nine different regions of
the parameter space.
In the present paper, we consider the heavy-traffic behavior with an arbitrary num-
ber of secondary queues, assuming that each of these is underloaded when the pri-
mary queue is busy. Using a perturbation procedure, we derive the lowest-order as-
ymptotic approximation to the joint stationary distribution of the queue lengths in
terms of a small positive parameter measuring the closeness of the system to instabil-
ity. To this order the various queue lengths are independent, and the secondary queues
and the primary queue have geometrically and, after suitable scaling, exponentially
distributed lengths, respectively. Heuristic derivations of these results are presented.
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We also pursue two extensions: (i) the more general work-conserving case where
the service rate of a secondary queue may depend on its own length, and is a slowly
varying function of the length of the primary queue; and (ii) the non-work-conserving
case where the service rate of a secondary queue may depend on its own length, but
not on the length of the primary queue.
The remainder of the paper is organized as follows. In Sect. 2 we formulate the
problem and derive the lowest-order asymptotic approximation to the joint stationary
distribution of the queue lengths. In Sect. 3 we consider the work-conserving case.
An interpretation of the results is discussed in Sect. 4, with some of the supporting
technical arguments deferred to Sect. 7. We further examine two extensions: (i) the
more general work-conserving case where the service rate of a secondary queue may
depend on its own length, and is a slowly varying function of the length of the primary
queue; and (ii) the non-work-conserving case where the service rate of a secondary
queue may depend on its own length, but not on the length of the primary queue,
which are investigated in Sects. 5 and 6, respectively. We make some concluding
remarks in Sect. 8.
2 Model formulation and analysis
We consider a system of parallel infinite-buffer queues, with one primary queue, la-
beled 0, and K secondary queues, indexed by I = {1, . . . ,K}. Customers arrive at
queue i as a Poisson process of rate λi , i = 0,1, . . . ,K , and have exponentially
distributed service requirements. Let ni be the number of customers in queue i,
i = 0,1, . . . ,K , n = (n1, . . . , nK), and E(n) := {j ∈ I : nj = 0} the set of empty sec-
ondary queues. The service rate for queue i is μi when queue 0 is busy, and νi(E(n))
otherwise, i = 1, . . . ,K . We assume that λi < μi for all i ∈ I , i.e., each of the sec-
ondary queues is underloaded when the primary queue is busy. The service rate for
queue 0 is μ0 + ∑i∈E(n) κi = μ0 +
∑K
i=1 I{ni=0}κi , where μ0 and κi , i = 1, . . . ,K ,
are constants independent of n0 = 0 and n. We assume that μ0 +∑Ki=1 I{κi<0}κi ≥ 0.
We will assume that the primary queue is heavily loaded, i.e.,









with 0 < δ  1.
Let N(t) := (N0(t),N1(t), . . . ,NK(t)) be the Markov process representing the
number of customers in the various queues at time t . The system is said to be stable
if the process N(t) has a stationary distribution. Establishing necessary and sufficient
conditions for stability is difficult in general and outside the scope of the present pa-
per. For δ sufficiently small, Condition (1) guarantees stability in the case κi ≥ 0 for
all i with λi ≥ minE⊆{1,...,N} νi(E). This may be shown by considering the corre-
sponding fluid limit [6]. In particular, Condition (1) is sufficient to ensure stability in
the case κi ≥ 0 for all i = 1, . . . ,K .
Assuming the above condition holds, let p(n0,n) := limt→∞ P{N(t) = (n0,n)}
be the stationary probability that there are ni customers in queue i, i = 0,1, . . . ,K .
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Then the balance equations satisfied by p(n0,n) are
{
λ0 + μ0 +
K∑
i=1
[λi + I{ni=0}κi + I{ni>0}μi]
}
p(n0,n)












λiI{ni>0}p(n0,n − ei ) + μip(n0,n + ei )
]
























λiI{ni>0}p(0,n − ei ) + νi
(
E(n + ei )
)
p(0,n + ei )
]
, (3)
with ei denoting the ith unit vector.
We let ξ = δn0 and
p(ξ/δ,n) = δφ(ξ,n; δ), 0 < ξ = O(1). (4)
Then, from (1), since p(n0 ± 1,n) = δφ(ξ ± δ,n; δ), a Taylor series expansion
yields
{
λ0 + μ0 +
K∑
i=1





φ(ξ,n; δ) − δ ∂φ
∂ξ




























λiI{ni>0}φ(ξ,n − ei; δ) + μiφ(ξ,n + ei; δ)
]
, (5)
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λiφ(ξ,n; δ) − μiφ(ξ,n + ei; δ)
] − I{ni>0}
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(ξ,n; δ) + O(δ3). (6)







































(ξ,n; δ) + O(δ2) = 0. (7)
We expand in powers of δ, and let
φ(ξ,n; δ) = φ(0)(ξ,n) + δφ(1)(ξ,n) + O(δ2), (8)










(0)(ξ,n − ei ) − μiφ(0)(ξ,n)
]} = 0. (9)
We let φ(0)(ξ,n) = π(0)(ξ,n)P0(ξ), where ∑n∈NK π(0)(ξ,n) = 1. Then the con-
ditional probability π(0)(ξ,n) satisfies the same equation as φ(0)(ξ,n). We note that
δ(n0 ±1) = ξ ±δ so that ξ changes by order δ when there is an arrival to, or departure












Since λiπ(0)(ξ,n) = μiπ(0)(ξ,n + ei ), i = 1, . . . ,K , this is the stationary distri-
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where P0(ξ) is yet to be determined.
























We sum over nj , j = l, and let
m
(1)















Hence, from (12)–(14), we obtain
λlm
(1)























If we sum over nl from 0 to r , we obtain
λlm
(1)


















φ(0)(ξ,n) = 0. (17)
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n∈NK p(n0,n) = 1, and the Euler–
Maclaurin summation formula,
∫ ∞
0 P0(ξ)dξ = 1. Hence,
P0(ξ) = τe−τξ , (21)
where













































(1)(ξ,n) − μiφˆ(1)(ξ,n + ei ) − I{ni>0}
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and the number of terms in both the numerator and the denominator increase linearly
as K increases. We also note that ( λj
μj
)nj is exponentially small for nj 	 1, j =
1, . . . ,K .
The complete determination of φ(1)(ξ,n) would involve the analysis to one more
order in δ. Also, in our analysis of φ(0)(ξ,n), the boundary condition (3) for n0 = 0
is not used. Equation (3) would be required in the determination of p(n0,n) for n0 =
O(1), which affects the normalization condition for φ(1)(ξ,n).
3 Generalized processor sharing
We now consider the work-conserving case, in which a single processor works at
a unit rate. If queue 0 is busy, then the processor devotes fractions γi of its effort
to busy queues i, i = 1, . . . ,K , and the remaining fraction 1 − ∑Ki=1 I{ni>0}γi to
queue 0. Thus if the required exponential service time for queue i has mean 1/ωi ,
i = 0,1, . . . ,K , then μi = γiωi , κi = γiω0, i = 1, . . . ,K , μ0 = (1 − ∑Ki=1 γi)ω0. (If
queue 0 is empty, then it is assumed that
∑K
i=1 I{ni>0}νi(E(n))/ωi = 1, E(n) = I .)
Hence, independently of γi , κi/μi = ω0/ωi , and

















Since τ is independent of γi , it would seem to be advantageous for the processor
to devote all of its effort to the K secondary queues when they are not empty, so that∑K
i=1 γi = 1 and μ0 = 0. In the particular case γi = λi/ρωi , i = 1, . . . ,K , it follows
that λi/μi = ρ = ∑Ki=1 λi/ωi < 1. Hence,














We note that φˆ(1)(ξ,n) is not a function of
∑K
i=1 ni , unless ωl = ω for all l =
1, . . . ,K .
4 Interpretation
We now provide an interpretation of the results obtained in the two previous sec-
tions. Formulas (11) and (21) show that in the heavy-traffic regime the follow-
ing three asymptotic properties hold: (i) The number of customers of each sec-
ondary queue i is geometrically distributed with parameter λi/μi ; (ii) The (scaled)
number of customers of the primary queue is exponentially distributed with pa-
rameter τ (independent of the values of the fractions γi , i = 1, . . . ,K , in the
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work-conserving case); (iii) the number of customers of the various secondary
queues and the (scaled) number of customers of the primary queue are indepen-
dent.
These three observations may be heuristically explained as follows. First of all,
the fraction of time that the heavily loaded primary queue is empty is negligible.
Thus, each underloaded secondary queue will practically never receive service at
rate νi(E(n)) and will be served at rate μi virtually all the time. It follows that the
values of the νi(E(n))’s are irrelevant, and that queue i effectively behaves as in
an isolated system with constant service rate μi , and in particular the number of
class-i customers will be geometrically distributed with parameter λi/μi , yielding
Property (i).
Turning attention to Property (ii), it is useful to view the system in a slightly
different but equivalent way. Class-0 customers have exponentially distributed ser-
vice requirements with parameter ζ := μ0 + ∑Ki=1 κi , while class-i customers have
exponentially distributed service requirements with parameters ζμi/κi . As long as
queue 0 is non-empty, the total service rate is unity, with a portion (μ0 +∑i∈E κi)/ζ
allocated to the primary queue and portions κi/ζ allocated to each of the non-empty
secondary queues i /∈ E. As noted above, the fraction of time that queue 0 is empty is
asymptotically negligible. Hence, it will make no difference if we assume that the to-
tal service rate is also unity and allocated among the non-empty secondary queues in
an arbitrary fashion when queue 0 is empty, regardless of the values of the νi(E(n))’s.
It follows that the total workload in the system behaves as that in an M/HK+1/1 queue
with arrival rate λ = λ0 + ∑Ki=1 λi and service requirements that are exponentially
distributed with parameter ζ with probability λ0/λ, and parameter ζμi/κi with prob-
ability λi/λ, i = 1, . . . ,K . Standard heavy-traffic results for the M/G/1 queue then
imply that the total workload, scaled by δλ0/ζ , converges to an exponentially distrib-






, as δ ↓ 0. Since nearly the entire
workload is concentrated in class-0 customers, each with mean service requirement














as δ ↓ 0, yielding Property (ii).
An alternate reasoning starts from the observation that class 0 behaves as an
M/M/1 queue with arrival rate λ0, mean service requirement ζ−1, and variable service
speed. Specifically, the service speed is (μ0 + ∑i∈E κi)/ζ when the subset of empty
secondary queues is E. Thus the amount of class-0 work at time t may be expressed
as V0(t) = sups≤t {A0(s, t) − B0(s, t)}, with A0(s, t) denoting the amount of class-0
traffic arriving during the time interval [s, t], B0(s, t) := (t − s) − ∑Ki=1 κiTi(s, t)/ζ
denoting the amount of service provided to class 0 during the time interval [s, t] and
Ti(s, t) representing the amount of time that queue i is non-empty during the time
interval [s, t]. Note that























Thus, as δ ↓ 0, the amount of class-0 work, scaled with δλ0/ζ is exponen-




Var{Ti(0, t)}. It is easily verified that Var{A0(0,1)} = λ0/ζ 2. In
addition, it may be checked that limt→∞ 1t Var{Ti(0, t)} = λiE{P 2i }/(1 + λiE{Pi})3,
with Pi representing the busy period of an isolated M/M/1 queue with arrival rate
λi and service rate μi . Since E{Pi} = 1/(μi − λi) and E{P 2i } = 2μi/(μi − λi)3,
it follows that limt→∞ 1t Var{Ti(0, t)} = 2λi/μ2i . Thus, the amount of class-0 work





cause class-0 customers have mean service requirement 1/ζ , this implies that their













Finally, Property (iii) basically results from the separation of time scales that is in-
duced by the heavy-traffic regime, where the dynamics of the secondary class evolve
on an O(1) time scale, while the dynamics of the primary class occur on an O(1/δ)
time scale. Since the amount of ‘memory’ of the secondary classes asymptotically
vanishes compared to that of the primary class, the number of secondary customers
is, in the limit, independent of the (scaled) number of primary customers.
In order to further support the above heuristic arguments, we provide in Sect. 7 a
rigorous proof of the counterparts of Properties (i)–(iii) in terms of workloads rather
than numbers of customers.
5 General work-conserving case
We now examine the heavy-traffic behavior in the more general work-conserving
case, so that λ0
ω0
(1 + δ) + ∑Ki=1 λiωi = 1, as before, but we now let










We assume that gi(ξ, ni)ωi/λi ≥ 1/ρi > 1, for ξ > 0 and ni ≥ 1, i = 1, . . . ,K , and
that gi(ξ, ni) is differentiable for ξ > 0. The balance equations satisfied by p(n0,n)






























λiI{ni>0}p(n0,n − ei ) + gi(δn0, ni + 1)ωip(n0,n + ei )
]
,
n0 ≥ 1. (31)
We let ξ = δn0 and
p(ξ/δ,n) = δχ(ξ,n; δ), 0 < ξ = O(1). (32)







χ(ξ + δ,n; δ)




λi + I{ni>0}gi(ξ, ni)ωi
]
χ(ξ,n; δ)































































gi(ξ, ni + 1)ωiχ(ξ,n + ei; δ). (35)
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+ O(δ2) = 0. (36)
We expand in powers of δ, and let
χ(ξ,n; δ) = χ(0)(ξ,n) + δχ(1)(ξ,n) + O(δ2). (37)










(0)(ξ,n − ei ) − gi(ξ, ni)ωiχ(0)(ξ,n)
]} = 0. (38)
We let χ(0)(ξ,n) = M(0)(ξ,n)X0(ξ), where ∑n∈NK M(0)(ξ,n) = 1. Then the



























Since λiM(0)(ξ,n) = gi(ξ, ni + 1)ωiM(0)(ξ,n + ei ), i = 1, . . . ,K , this is the sta-











































































































Thus, from (41), (42), (45), and (46),
λls
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If we sum over nl from 0 to r , we obtain
λls
(1)


























































































From the normalization condition, and the Euler–Maclaurin summation formula,
∫ ∞








dently of gi(ξ, ni). This extends the result in Sect. 3, corresponding to gi(ξ, ni) = γi ,
a constant.
6 Non-work-conserving case
We next examine the heavy-traffic behavior when the work-conserving assumption
does not hold, and the service rates μi and κi depend only on ni , i = 1, . . . ,K , and
not on the length n0 of the primary queue. We assume that
λ0
[








where λi , i = 0,1, . . . ,K , and δ, 0 < δ << 1 are constants, 0 < θ ≤ θ(n) ≤ θ =
O(1), and μi(ni)/λi ≥ 1/ρi for ni ≥ 1, i = 1, . . . ,K .









































(ξ,n; δ) + O(δ3). (52)
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μi(ni + 1)χ(ξ,n + ei; δ). (53)





































+ O(δ2) = 0. (54)










(0)(ξ,n − ei ) − μi(ni)χ(0)(ξ,n)
]} = 0. (55)
With an empty product being taken equal to 1, the stationary distribution with∑






















(0)(ξ,n) = μi(ni + 1)χ(0)(ξ,n + ei ). (58)
























μi(ni + 1) − I{ni>0}κi(ni)
]
χ(0)(ξ,n) = 0, for i = 1, . . . ,K. (60)

























































From (56), (59) and (63), with s(1)l (ξ, nl) defined as in (46), we find that
λls
(1)




















If we sum over nl from 0 to r , we obtain
λls
(1)








From (46) and (65), we obtain
































i (ξ, ni) − μi(ni + 1)s(1)i (ξ, ni + 1)
]

















Hence, from (61) and (66), after an integration with respect to ξ ,
αX0(ξ) + (1 + β)dX0dξ = 0. (68)
From the normalization condition, and the Euler–Maclaurin summation formula,∫ ∞
ξ=0 X0(ξ)dξ = 1. Thus,






















tent with the earlier result.
The more general case, where μi = μi(ξ, ni) and κi = κi(ξ, ni), i = 1, . . . ,K ,
μ0 = μ0(ξ,n) and θ = θ(ξ,n), leads to a first-order differential equation for X0(ξ)
with coefficients that depend on ξ , which may be solved by quadrature. However, the
stability condition that X0(ξ) → 0 as ξ → ∞ is not readily expressed by assumptions
on the service rates, so we omit the details.
7 Workload asymptotics
In order to support the heuristic arguments in Sect. 4, we now provide a rigorous
proof of the counterparts of Properties (i)–(iii) in terms of workloads rather than
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queue lengths. We will show that the (scaled) class-0 workload and all the class-i
workloads, i = 1, . . . ,K , are asymptotically independent, and obtain the marginal
distributions as side-results. For convenience, we focus on the work-conserving case,
so that we may analyze an equivalent single-server system whose capacity is shared
between K + 1 traffic classes. We will, in fact, allow the generic service requirement
Bi of class-i customers to have a general distribution Bi(·) with Laplace–Stieltjes
Transform B˜i(s) = E{e−sBi }, mean βi = 1/ωi and second moment β(2)i < ∞, i =
0,1, . . . ,K . As long as class 0 is backlogged, each backlogged class i ∈ E receives a
portion γi of the capacity, while class 0 receives the remaining fraction 1 − ∑i ∈E γi ,




Denote by Vi the class-i workload, i.e., the sum of the remaining service require-
ments of all class-i customers, i = 0,1, . . . ,K , and further let V := ∑Ki=0 Vi . Denote
by V γii the stationary workload in an isolated system with constant service rate γi ≥
λiβi and class-i traffic only, i = 1, . . . ,K . According to the Pollaczek–Khinchine for-
mula, the Laplace–Stieltjes Transform of V γii is given by E{e−sV
γi
i } = (1−ρi )γi s













with ρi = λiβi/γi and Br,n∗i (t) denoting the n-fold convolution of the class-i
residual service requirement distribution Bri (t) = 1βi
∫ t
u=0 Bi(u)du. Define s
∗
i :=
arg supt−u≤s≤t {Ai(s, t)−γ (t − s)}. Standard heavy-traffic results imply that λ0β0δV




























as δ ↓ 0, with
P{W > x} = e−σx.
Proof The proof consists of a lower bound and an upper bound that asymptotically
agree as δ ↓ 0. We first establish the lower bound. From Lemma 1 below, we obtain
for any t, u ≥ 0,
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P{δV0 > x, Vi > yi, i = 1, . . . ,K}
≥ P
{




Ai(s, t) − γi(t − s)
}
> yi, i = 1, . . . ,K
}























i (t) > yi, s
∗




















} − P{s∗i < t − u
})
,
where we have used independence in the second step.
Letting δ ↓ 0, it follows that, for any t, u ≥ 0,
lim inf

















} − P{s∗i < t − u
})
.
Since we may choose the value of u arbitrarily large, we deduce
lim inf
δ↓0 P{δV0 > x, Vi > yi, i = 1, . . . ,K}
≥ lim inf


















We now prove the upper bound. From Lemma 2 below, we obtain, for any t, u ≥ 0,
P{δV0 > x, Vi > yi, i = 1, . . . ,K}
≤ (P{A0(t − u, t) > (ρ0 + )u








s∗i < t − u
} + P{V γii (t) > yi
})
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≤ (P{A0(t − u, t) > (ρ0 + )u








s∗i < t − u
} + P{V γii > yi
})
,
where we have used independence.
Letting δ ↓ 0, it follows that, for any t, u ≥ 0,
lim sup
δ↓0





A0(t − u, t) > (ρ0 + )u










s∗i < t − u
} + P{V γii > yi
})
.
Since we may choose the value of u arbitrarily large, we deduce
lim sup
δ↓0






















We now prove the two sample-path relationships that were used in the proof of
Proposition 1. Denote by Vi(t) the amount of class-i work in the system at time t ,
i = 0,1, . . . ,K , and let V (t) := ∑Ki=0 Vi(t) be the total amount of work in the system
at time t . For any s ≤ t , denote by Ai(s, t) and Bi(s, t) the amount of traffic gener-
ated and the amount of service received by class i during the time interval [s, t],
respectively. By definition, Vi(r, s) = Vi(r) + Ai(r, s) − Bi(r, s) for all r ≤ s.
Lemma 1 For any t, u ≥ 0, if V (t − u) > x + (1 + K)u, Vi(t − u) < u,
supt−u≤s≤t {Ai(s, t) − γi(t − s)} > yi , i = 1, . . . ,K , then V0(t) > x, Vi(t) > yi ,
i = 1, . . . ,K .
Proof We have that ∑Ki=0 Bi(r, s) ≤ s − r for all r ≤ s. Thus, V0(s) = V0(t − u) +
A0(t −u, s)−B0(t −u, s) ≥ V (t −u)−∑Ki=1 Vi(t −u)−
∑K
i=0 Bi(t −u, s) > x +
u− (s − (t −u)) = x + t − s ≥ 0 for all s ∈ [t −u, t], and in particular V0(t) ≥ x. The
above also implies Bi(s, t) ≥ γi(t − s), i = 1, . . . ,K , for all s ∈ [t −u, t]. Noting that
Ai(s
∗, t)−γi(t−s∗i ) > y, it then follows that Vi(t) = Vi(s∗i )+Ai(s∗i , t)−Bi(s∗i , t) ≥
Ai(s
∗
i , t) − γi(t − s∗i ) > yi . 
Lemma 2 For any t, u ≥ 0, if V0(t) > x, Vi(t) > yi , i = 1, . . . ,K , then either
A0(t − u, t) > (ρ0 + )u or V0(t − u) > x − (ρ0 + )u and either s∗i < t − u or
supt−u≤s≤t {Ai(s, t) − γi(t − s)} > yi , i = 1, . . . ,K .
Queueing Syst (2010) 65: 135–156 155
Proof Suppose not. If A0(t − u, t) ≤ (ρ0 + )u and V0(t − u) ≤ x − (ρ0 + )u, then
V0(t) = V0(t − u) + A0(t − u, t) − B0(t − u, t) ≤ x. Otherwise, if s∗i ≥ t − u and
supt−u≤s≤t {Ai(s, t)−γi(t − s)} ≤ yi , then Vi(t) ≤ V γii (t) = sups≤t {Ai(s, t)−γi(t −
s)} = supt−u≤s≤t {Ai(s, t) − γi(t − s)} ≤ yi . Hence, in both cases a contradiction
arises. 
8 Conclusion
We have analyzed a system of parallel queues which are coupled through their service
rates, causing a complex dynamic interaction. Specifically, the system consists of one
primary queue and several secondary queues whose service rates depend on whether
the primary queue is empty or not. Conversely, the service rate of the primary queue
depends on which of the secondary queues are empty. We considered a heavy-traffic
scenario where each of the secondary queues is assumed to be underloaded when the
primary queue is busy.
In Sects. 2 and 3 we used a perturbation approach to derive the lowest-order as-
ymptotic approximation to the joint stationary distribution of the queue lengths, in
terms of a small positive parameter measuring the closeness of the system to insta-
bility. These results were extended to more general scenarios in Sects. 5 and 6. In
Sects. 4 and 7 we presented heuristic derivations of these results based on probabilis-
tic arguments, which were further supported by a sample path approach to establish
corresponding joint asymptotics of the workloads.
It is interesting to compare these two approaches. The analytical perturbation ap-
proach relies on a set of balance equations for the stationary probabilities of a Markov
process, which requires both Poisson arrivals and exponentially distributed service re-
quirements, and is better-suited to queue lengths. The queue lengths, however, can be
easily translated into workloads, and this yields joint workload asymptotics that agree
with those obtained using the sample-path approach. Also, the approach extends to
scenarios where the service rates depend on the exact queue lengths, and not just on
whether a queue is empty or not.
In contrast, the sample-path approach involves probabilistic lower and upper
bounds, which allow for generally distributed service requirements (as well as non-
Poisson arrivals with some additional effort), and is more convenient for workloads.
In their turn, however, the workloads can be mapped to queue lengths, and this al-
lows extension of the joint queue length asymptotics to generally distributed service
requirements. As a limitation though, the approach is more difficult to extend to sce-
narios where the service rates do not just depend on whether a queue is empty or not,
but also on the exact queue lengths.
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