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Abstract
This paper first reviews quantum measure and integration the-
ory. A new representation of the quantum integral is presented. This
representation is illustrated by computing some quantum (Lebesgue)2
integrals. The rest of the paper only considers finite spaces. Anhomo-
morphic logics are discussed and the classical domain of a coevent is
studied. Pure quantum measures and coevents are considered and it
is shown that pure quantum measures are precisely the extremal ele-
ments for the set of quantum measures bounded above by one. This
result is then used to prove a connection between quantum measures
on a (finite) event space A and an anhomomorphic logic A∗. To be
precise, it is shown that any quantum measure on A can be transferred
to an ordinary measure on A∗. In this way, the quantum dynamics on
A can be described by a classical dynamics on the larger space A∗.
1 Introduction
Quantum measures and the coevent interpretation were introduced by R.
Sorkin in his studies of the histories approach to quantum mechanics and
quantum gravity [11, 12, 14, 15, 16]. Since then a considerable amount of
literature has appeared on these subjects [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 17, 18].
A quantum measure µ describes the dyamics of a quantum system in the sense
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that µ(A) gives the propensity that the event A occurs. Denoting the set of
events by A, a coevent is a potential reality for the system given by a truth
function φ : A → Z2 where Z2 is the two element Boolean algebra {0, 1}.
Since coevents need not be Boolean homomorphisms, the set A∗ of coevents
is called an anhomomorphic logic [2, 3, 4, 8, 9, 10, 14, 17]. We refer to
the study of anhomomorphic logics as the coevent interpretation of quantum
mechanics. One of the goals of this field is to find the “actual reality” in A∗
[2, 8, 10, 14, 15, 17].
In Section 2, we first review quantum measure and integration theory. A
new representation of the quantum integral is presented. As an example, this
representation is employed to compute quantum (Lebesgue)2 integrals. Al-
though general event spaces are treated in Section 2, only finite event spaces
are considered in the rest of the paper. Section 3 discusses anhomomorphic
logics. The center and classical domain of a coevent are studied. Section 4
first considers pure quantum measures and coevents. We show that the pure
quantum measures are precisely the extremal elements for the convex set of
quantum measures bounded above by one. This result is then employed to
prove an important connection between quantum measures and anhomomor-
phic logics. More precisely, we show that any quantum measure on a (finite)
event space A can be transferred to an ordinary measure on A∗. In this way
the quantum dynamics on A can be described by a classical dynamics on the
larger space A∗. Variations of this transference result show that pure and
quadratic anhomomorphic logics have better mathematical properties than
additive or multiplicative ones.
2 Quantum Measures and Integrals
Let (Ω,A) be a measurable space, where Ω is a set of outcomes and A is a
σ-algebra of subsets of Ω called events for a physical system. If A,B ∈ A
are disjoint, we denote their union by A ∪ B. A nonnegative set function
µ : A → R+ is grade-2 additive if
µ (A ∪ B ∪ C) = µ (A ∪ B) + µ (A ∪ C) + µ (B ∪ C)− µ(A)− µ(B)− µ(C)
(2.1)
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for all mutually disjoint A,B,C ∈ A. It follows by induction that if µ satisfies
(2.1) then
µ
(
n⋃
i=1
 Ai
)
=
n∑
i<j=1
µ (Ai ∪
 Aj)− (n− 2)
n∑
i=1
µ(Ai) (2.2)
A q-measure is a grade-2 additive set function µ : A → R+ that satisfies the
following two continuity conditions.
(C1) If A1 ⊆ A2 ⊆ · · · is an increasing sequence in A, then
lim
n→∞
µ(An) = µ
(
∞⋃
i=1
Ai
)
(C2) If A1 ⊇ A2 ⊇ · · · is a decreasing sequence in A, then
lim
n→∞
µ(An) = µ
(
∞⋂
i=1
Ai
)
Due to quantum interference, a q-measure need not satisfy the usual
additivity condition of an ordinary measure but satisfies the more general
grade-2 additivity condition (2.1) instead [2, 14, 15]. For example, if ν : A →
C is a complex measure corresponding to a quantum amplitude, then µ(A) =
|ν(A)|2 becomes a q-measure. For another example, let D : A × A → C be
a decoherence functional as studied in the histories approach to quantum
mechanics [11, 12, 14, 15]. Then µ(A) = D(A,A) becomes a q-measure. If µ
is a q-measure on A, we call (Ω,A, µ) a q-measure space.
A signed measure λ : A×A → R, where A×A is the product σ-algebra
on Ω × Ω, is symmetric if λ(A × B) = λ(B × A) for all A,B ∈ A and is
diagonally positive if λ(A × A) ≥ 0 for all A ∈ A. It can be shown that
if λ : A × A → R is a symmetric diagonally positive signed measure, then
µ(A) = λ(A×A) is a q-measure on A. Conversely, if µ is a q-measure on A,
then there exists a unique symmetric signed measure λ : A × A → R such
that µ(A) = λ(A× A) for all A ∈ A [6].
Let Ωn = {ω1, . . . , ωn} be a finite outcome space. In this case we take
An to be the power set P (Ωn) = 2
Ωn. Any grade-2 additive set function
µ : An → R
+ is a q-measure because (C1) and (C2) hold automatically. We
call (Ωn,An, µ) a finite q-measure space. The study of finite q-measure spaces
is simplified because by (2.2) the q-measure µ is determined by its values on
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singleton sets µ(ωi) = µ ({ωi}), i = 1, . . . , n and doubleton sets µ ({ωi, ωj}),
i < j, i, j = 1, . . . , n. We call
Iµij = µ ({ωi, ωj})− µ(ωi)− µ(ωj) (2.3)
the ij-interference term, i < j, i, j = 1, . . . , n [5]. The Dirac measure δi
defined by
δi(A) =
{
1 if ωi ∈ A
0 if ωi /∈ A
is clearly a q-measure on An. The product δ̂ij = δiδj , i 6= j, is not a measure
because δ̂ij(ωi) = δ̂ij(ωj) = 0 and δ̂ij ({ωi, ωj}) = 1. However, we have the
following .
Lemma 2.1. The product δ̂ij, i 6= j, is a q-measure on An.
Proof. Notice that
δ̂ij(A) =
{
1 if {ωi, ωj} ⊆ A
0 if {ωi, ωj} 6⊆ A
If δij(A ∪
 B ∪ C) = 0, then {ωi, ωj} 6⊆ A ∪
 B ∪ C. Hence, {ωi, ωj} is not a
subset of A, B, C, A ∪ B, A ∪ C or B ∪ C. Hence,
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C) = 0
If δ̂ij(A ∪
 B ∪ C) = 1, then {ωi, ωj} ⊆ A ∪
 B ∪ C. If {ωi, ωj} ⊆ A, then
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C)
= 1 + 1 + 0− 1− 0− 0 = 1
If ωi ∈ A, ωj ∈ B, then
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C)
= 1 + 0 + 0− 0− 0− 0 = 1
The other cases hold by symmetry.
A more general proof than that in Lemma 2.1 shows that the product
of any two measures is a q-measure. A signed q-measure is a set function
µ : An → R
+ that satisfies (2.1). Letting S(An) be the set of signed q-
measures, it is clear that S(An) is a real linear space. Also, a signed q-
measure is determined by its values on singleton and doubleton sets.
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Theorem 2.2. The q-measures δ1, . . . , δn, δ̂12, δ̂13, . . . , δ̂n−1,n form a basis for
S(An).
Proof. To show linear independence, suppose that
n∑
i=1
ciδi +
n∑
i<j=1
dij δ̂ij = 0
Evaluating at {ωk} gives ck = 0, k = 1, . . . , n. Hence,
n∑
i<j=1
dij δ̂ij = 0
and evaluating at {ωr, ωs} gives drs = 0, r < s. This proves linear indepen-
dence. To show that these q-measures span S(An), let µ ∈ S(An). Defining
Iµij as in (2.3), we have that
µ =
n∑
i=1
µ(ωi)δi +
n∑
i<j=1
Iµij δ̂ij (2.4)
because both sides agree on singleton and doubleton sets.
We conclude from Theorem 2.2 that
dimS(An) = n +
(
n
2
)
= n(n+ 1)/2
Also, if µ is a q-measure on An, then µ has the unique representation given
by (2.4). The next theorem proves a result that we already mentioned for
the particular case of a finite Ω.
Theorem 2.3. If µ is a q-measure on An, then there exists a unique sym-
metric signed measure λ on An ×An such µ(A) = λ(A×A) for all A ∈ An.
Proof. Define the function α : Ωn×Ωn → R by α(ωi, ωi) = µ(ωi), i = 1, . . . , n,
and
α(ωi, ωj) = α(ωj, ωi) =
1
2
Iµij
i < j, i, j = 1, . . . , n. Define the signed measure λ on An ×An by
λ(∆) =
{∑
α(ωi, ωj) : (ωi, ωj) ∈ ∆
}
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Now λ is symmetric because
λ(A× B) =
{∑
α(ωi, ωj) : (ωi, ωj) ∈ A× B
}
=
{∑
α(ωi, ωj) : ωi ∈ A, ωj ∈ B
}
=
{∑
α(ωj, ωi) : ωi ∈ A, ωj ∈ B
}
=
{∑
α(ωj, ωi) : (ωj, ωi) ∈ B × A
}
= λ(B × A)
We now show that λ(A×A) = µ(A) for all A ∈ An. We can assume without
loss of generality that A = {ω1, . . . , ωm}, 2 ≤ m ≤ n. It follows from (2.2)
that
µ(A) =
m∑
i<j=1
µ ({ωi, ωj})− (m− 2)
m∑
i=1
µ(ωi)
Moreover, we have that
λ(A×A) =
{∑
α(ωi, ωj) : ωi, ωj ∈ A
}
=
m∑
i=1
α(ωi, ωi) + 2
m∑
i<j=1
α(ωi, ωj)
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
Iµij
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
µ ({ωi, ωj})−
m∑
i<j=1
[µ(ωi)− µ(ωj)]
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
µ ({ωi, ωj})− (m− 1)
m∑
i=1
µ(ωi)
=
m∑
i<j=1
µ ({ωi, ωj})− (m− 2)
m∑
i=1
µ(ωi) = µ(A)
To prove uniqueness, suppose λ′ : An ×An → R is a symmetric signed mea-
sure satisfying λ′(A× A) = µ(A) for every A ∈ An. We then have that
λ′ [(ωi, ωi)] = λ
′ [{ωi} × {ωi}] = µ(ωi) = λ [(ωi, ωi)]
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for i = 1, . . . , n. Moreover, letting A = {(ωi, ωj)} we have that
µ(A) = λ′(A× A) = λ′ [(ωi, ωi)] + λ
′ [(ωj, ωj)] + 2λ
′ [(ωi, ωj)]
= λ [(ωi, ωi)] + λ [(ωj, ωj)] + 2λ [(ωi, ωj)]
Hence, λ′ [(ωi, ωj)] = λ [(ωi, ωj)] and since signed measures are determined
by their values on singleton sets, we have that λ′ = λ.
Let (Ω,A, µ) be a q-measure space and let f : Ω → R be a measurable
function. The q-integral of f is defined by∫
fdµ =
∫ ∞
0
µ
[
f−1(λ,∞)
]
dλ−
∫ ∞
0
µ
[
f−1(−∞,−λ)
]
dλ (2.5)
where dλ denotes Lebesgue measure on R [7]. Any measurable function
f : Ω → R has a unique representation f = f1 − f2 where f1, f2 ≥ 0 are
measurable and f1f2 = 0. It follows that∫
fdµ =
∫
f1dµ−
∫
f2dµ (2.6)
Because of (2.6) we only need to consider q-integrals of nonnegative functions.
As usual in integration theory, if A ∈ A we define
∫
A
fdµ =
∫
fχAdµ where
χA is the characteristic function for A.
Any nonnegative simple measurable function f : Ω→ R+ has the canon-
ical representation
f =
n∑
i=1
αiχAi (2.7)
where Ai ∩ Aj = ∅, i 6= j, ∪Ai = Ω and 0 ≤ α1 < α2 · · · < αn. It follows
from (2.5) that∫
fdµ = α1
[
µ
(
n⋃
i=1
 Ai
)
− µ
(
n⋃
i=2
 Ai
)]
+ · · ·+ αn−1 [µ (An−1 ∪
 An)− µ(An)] + αnµ(An) (2.8)
Example 1. Let f : Ωn → R
+ be a nonnegative function on Ωn and let
µ : An → R
+ be a q-measure. Also, let λ : An × An → R be the unique
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symmetric signed measure such that µ(A) = λ(A×A) for every A ∈ An. We
can assume without loss of generality that
0 ≤ f(ω1) ≤ f(ω2) ≤ · · · ≤ f(ωn)
By (2.8) we have for i < j that∫
fdδ̂ij = f(ω1)
[
δ̂ij ({ω1, . . . , ωn})− δ̂ij ({ω2, . . . , ωn})
]
+ · · ·+ f(ωn−1)
[
δ̂ij ({ωn−1, ωn})− δ̂ij(ωn)
]
+ f(ωn)δ̂ij(ωn)
= f(ωi) = min (f(ωi), f(ωj))
By (2.4) and the proof of Theorem 2.3, it follows that∫
fdµ =
∫
fd
[
n∑
i=1
µ(ωi)δi +
n∑
i<j=1
Iµij δ̂ij
]
=
n∑
i=1
µ(ωi)f(ωi) +
n∑
i<j=1
Iµij min (f(ωi), f(ωj))
=
n∑
i,j=1
min (f(ωi), f(ωj))λ [(ωi, ωj)]
=
∫
min (f(ω), f(ω′)) dλ(ω, ω′) (2.9)
Example 2. Let ν : An → C be a complex measure and define the q-
measure µ : An → R
+ by µ(A) = |ν(A)|2. Then for i < j we have
Iµij = |ν(ωi) + ν(ωj)|
2 − |ν(ωi)|
2 − |ν(ωj)|
2 = 2Re ν(ωi)ν(ωj)
By (2.4) we conclude that
µ =
n∑
i=1
µ(ωi)δi +
m∑
i<j=1
[
2Re ν(ωi)ν(ωj)
]
δ̂ij
=
n∑
i=1
|ν(ωi)|
2 δi + 2Re
n∑
i<j=1
ν(ωi)ν(ωj)δiδj
=
∣∣∣∣∣
n∑
i=1
ν(ωi)δi
∣∣∣∣∣
2
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As in Example 1, we obtain∫
fdµ =
n∑
i=1
µ(ωi)f(ωi) +
n∑
i<j=1
[
2Re ν(ωi)ν(ωj)
]
min (f(ωi), f(ωj))
Equation (2.9) suggests the following new characterization of the q-integral.
If
∫
|f | dµ <∞, then f is integrable.
Theorem 2.4. Let (Ω,A, µ) be a q-measure space and let f : Ω → R+ be
integrable. If λ : A × A → R is the unique symmetric signed measure such
that µ(A) = λ(A× A) for all A ∈ A, then∫
fdµ =
∫
min (f(ω), f(ω′)) dλ(ω, ω′) (2.10)
Proof. Let f be a nonnegative simple function on Ω with canonical represen-
tation (2.7). If g(ω, ω′) = min (f(ω), f(ω′)), then when ω ∈ Ai, ω
′ ∈ Aj we
have that
g(ω, ω′) =
{
αi if i ≤ j
αj if j < i
Hence,
g =
n∑
i≤j=1
αiχAi×Aj +
n∑
i>j=1
αjχAi×Aj
It follows that∫
g(ω, ω′)dλ(ω, ω′) =
n∑
i≤j=1
αiλ(Ai ×Ai) +
n∑
i>j=1
αjλ(Ai ×Aj)
= α1 [λ(A1 ×A1) + 2λ(A1 × A2) + · · ·+ 2λ(A1 × An)]
+ α2 [λ(A2 × A2) + 2λ(A2 × A3) + · · ·+ 2λ(A2 × An)]
...
+ αn−1 [λ(An−1×n−1) + 2λ(An−1 × An)]
+ αnλ(An ×An)
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On the other hand, by (2.8) and grade-2 additivity we have∫
fdµ = α1 [µ(A1 ∪
 A2) + · · ·+ µ(A1 ∪
 An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [µ(A2 ∪
 A3) + · · ·+ µ(A2 ∪
 An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [µ(An−1 ∪
 An)− µ(An)] + αnµ(An)
= α1 [λ(A1 ∪
 A2 ×A1 ∪
 A2) + · · ·+ λ(A1 ∪
 An × A1 ∪
 An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [λ(A2 ∪
 A3 × A2 ∪
 A3) + · · ·+ λ(A2 ∪
 An × A2 ∪
 An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [λ(An−1 ∪
 An × An−1 ∪
 An)− µ(An)] + αnµ(An)
= α1 [λ(A1 ×A1) + 2λ(A1 × A2) + λ(A2 × A2) + · · ·+ λ(A1 × A1)
+2λ(A1 × An) + λ(An × An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [λ(A2 × A2) + 2(A2 × A3) + λ(A3 ×A3) + · · ·+ λ(A2 × A2)
+2λ(A2 × An) + λ(An × An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [λ(An−1 ×An−1) + 2λ(An−1 ×An) + λ(An ×An)− µ(An)]
+ αnµ(An)
which reduces to the expression given for
∫
g(ω, ω′)dλ(ω, ω′). We conclude
that (2.10) holds for nonnegative measurable simple functions. Since f is the
limit of an increasing sequence of such functions, the result follows from the
quantum dominated monotone convergence theorem [7].
We now apply Theorem 2.4 to compute some q-integrals for an interesting
q-measure. Let Ω = [0, 1] ⊆ R, let ν be Lebesgue measure on Ω and define
the q-measure µ on the Borel σ-algebra B(R) by µ(A) = ν(A)2. We call µ the
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quantum (Lebesgue)2 measure. By Theorem 2.4, if f : Ω → R+ is integrable
and 0 ≤ a < b ≤ 1, we have∫ b
a
fdµ =
∫
[a,b]
fdµ =
∫ b
a
∫ b
a
min (f(x), f(y))dxdy (2.11)
Suppose f is increasing on Ω and let gy(x) = min (f(x), f(y)). Then
gu(x) =
{
f(x) for x ≤ y
f(y) for x ≥ y
Hence, by (2.11) we have∫ b
a
fdµ =
∫ b
a
∫ b
a
gy(x)dxdy =
∫ b
a
[∫ y
a
f(x)dx+ f(y)(b− y)
]
dy (2.12)
Since ∫ b
a
∫ y
a
f(x)dxdy =
∫ b
a
∫ b
x
f(x)dydx =
∫ b
a
f(x)(b− x)dx
we conclude from (2.12) that∫ b
a
fdµ = 2
∫ b
a
∫ y
a
f(x)dxdy = 2
∫ b
a
f(x)(b− x)dx (2.13)
Similarly, if f is decreasing, then∫ b
a
fdµ =
∫ b
a
[
f(y)(y − a) +
∫ b
y
f(x)dx
]
dy (2.14)
Since ∫ b
a
∫ b
y
f(x)dxdy =
∫ b
a
∫ x
a
f(x)dydx =
∫ b
a
f(x)(x− a)dx
(2.14) becomes∫ b
a
fdµ = 2
∫ b
a
∫ b
y
f(x)dxdy = 2
∫ b
a
f(x)(x− a)dx (2.15)
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Example 3. For n ≥ 0, since f(x) = xn is increasing, by (2.13) we have∫ b
a
xndµ = 2
∫ b
a
xn(b− x)dx
=
2
(n+ 1)(n+ 2)
[
bn+2 − an+1 ((n + 2)b− (n + 1)a)
]
Example 4. Since f(x) = ex is increasing, by (2.13) we have∫ b
a
exdx = 2
∫ b
a
ex(b− x)dx = 2eb − 2ea(b− a+ 1)
Example 5. For n ≥ 3, since f(x) = x−n is decreasing, by (2.15) we have∫ b
a
x−ndµ = 2
∫ b
a
x−n(x− a)dx
=
2
(n− 1)(n− 2)
[
b−n+1 ((n− 2)a− (n− 1)b) + a−n+2
]
3 Anhomomorphic Logics
In this and the next section we shall restrict our attention to a finite outcome
space Ωn = {ω1, . . . , ωn} and its corresponding set of events An = P (Ωn). Let
Z2 be the two element Boolean algebra {0, 1} with the usual multiplication
and with addition given by 0 ⊕ 1 = 1 ⊕ 0 = 1 and 0 ⊕ 0 = 1 ⊕ 1 = 0. A
coevent on An is a truth function φ : An → Z2 such that φ(∅) = 0 [2, 14, 15].
A coevent φ corresponds to a potential reality for a physical system in the
sense that φ(A) = 1 if A occurs and φ(A) = 0 if A does not occur. For a
classical system a coevent φ is taken to be a homomorphism by which we
mean that
(H1) φ(Ωn) = 1 (unital)
(H2) φ(A ∪ B) = φ(A)⊕ φ(B) (additive)
(H3) φ(A ∩ B) = φ(A)φ(B) (multiplicative)
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Since there are various quantum systems for which the truth function
is not a homomorphism [2, 14], at least one of these condition must fail.
Denoting the set of coevents by A∗n, since the elements of A
∗
n are not all
homomorphisms we call A∗n the full anhomomorphic logic [8]. Notice that
the cardinality |A∗n| = 2
2n−1 is very large.
Corresponding to ωi ∈ Ωn we define the evaluation map ω
∗
i : An → Z2
by ω∗i (A) = 1 if and only if ωi ∈ A. It can be shown that a coevent φ is a
homomorphism if and only if φ = ω∗i for some i = 1, . . . , n [2, 8]. Thus, there
are only n possible realities for a classical system. For two coevents φ, ψ we
define their sum and product in the usual way by (φ⊕ψ)(A) = φ(A)⊕ψ(A)
and (φψ)(A) = φ(A)ψ(A) for all A ∈ An. It can be shown that any coevent
has a unique representation (up to order of the terms) as a polynomial in the
evaluation maps.
A coevent that satisfies (H2) is called additive and φ is additive if and
only if it has the form
φ = c1ω
∗
1 ⊕ · · · ⊕ cnω
∗
n
where ci = 0 or 1, i = 1, . . . , n [2, 8, 14]. Denoting the set of additive
coevents by A∗n,a, we see that
∣∣A∗n,a∣∣ = 2n. A coevent that satisfies (H3) is
called multiplicative and φ is multiplicative if and only if it has the form
φ = ω∗i1ω
∗
i2
· · ·ω∗im
where, by convention, φ = 0 if there are no terms in the product [2, 8,
17]. Denoting the set of multiplicative coevents by A∗n,m we again have that∣∣A∗n,m∣∣ = 2n. A coevent φ is quadratic or grade-2 if it satisfies
φ(A ∪ B ∪ C) = φ(A ∪ B)⊕ φ(A ∪ C)⊕ φ(B ∪ C)⊕ φ(A)⊕ φ(B)⊕ φ(C)
It can be shown that φ is quadratic if and only if it has the form
φ = c1ω
∗
1 ⊕ · · · ⊕ cnω
∗
n ⊕ d12ω
∗
1ω
∗
2 ⊕ · · · ⊕ dn−1,nω
∗
n−1ω
∗
n
where ci = 0 or 1, i = 1, . . . , n, and dij = 0 or 1, i < j, i, j = 1, . . . , n
[2, 8]. Denoting the set of quadratic coevents by A∗n,q, we have that
∣∣A∗n,q∣∣ =
2n(n+1)/2.
Let B be a Boolean algebra of subsets of a set. The set-theoretic oper-
ations on B are ∪, ∩ and ′ where A′ denotes the complement of A ∈ B. A
subset B0 ⊆ B is called a subalgebra (or subring) of B if ∅ ∈ B0, A ∪ B,
A∩B, ArB ∈ B0 whenever A,B ∈ B0 where ArB = A∩B
′. If B0 is finite,
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then B0 has a largest element C and B0 is itself a Boolean algebra under the
operations ∪, ∩ and complement A′ = C rA.
For φ ∈ A∗n, it is of interest to find subalgebras of An on which φ acts
classically. If B0 is a subalgebra of An and the restriction φ | B0 is a homo-
morphism, then B0 is a classical subdomain for φ. A classical domain B for
φ is a maximal classical subdomain for φ. That is, B is a classical subdomain
for φ and if C is a classical subdomain for φ with B ⊆ C, then B = C. Any
classical subdomain is contained in a classical domain B but B need not be
unique. The rest of this section is devoted to the study of classical domains.
For φ ∈ A∗n, the φ-center Zφ is the set of elements A ∈ An such that
φ(B) = φ(B ∩A)⊕ φ(B ∩A′) (3.1)
for all B ∈ An.
Theorem 3.1. Zφ is a subalgebra of An and φ | Zφ is additive.
Proof. It is clear that ∅,Ωn ∈ Zφ and that A
′ ∈ Zφ whenever A ∈ Zφ.
Suppose that A,B ∈ Zφ. We shall show that A∩B ∈ Zφ. Since B ∈ Zφ, we
have that
φ(C ∩A) = φ(C ∩A ∩ B)⊕ φ(C ∩A ∩ B′)
Hence,
φ(C ∩A ∩B) = φ(C ∩ A)⊕ φ(C ∩A ∩ B′)
for all C ∈ An. It follows that
φ(C ∩ A∩B)⊕ φ (C ∩ (A ∩ B)′) = φ(C ∩ A ∩ B)⊕ φ (C ∩ (A′ ∪B′))
= φ(C ∩ A)⊕ φ(C ∩A ∩ B′)⊕ φ [(C ∩A′) ∪ (C ∩ B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A ∩ B′)⊕ φ [(C ∩ A′) ∪ (C ∩B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A ∩ B′)⊕ φ(C ∩ A ∩ B′)
⊕ φ [(C ∩ A′) ∪ (C ∩A′ ∩ B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A′) = φ(C)
Hence, A∩B ∈ Zφ. Moreover, if A,B ∈ Zφ, then A
′, B′ ∈ Zφ so A
′∩B′ ∈ Zφ.
Hence, A∪B = (A′∩B′)′ ∈ Zφ. It follows that Zφ is a subalgebra of An. To
show that φ | Zφ is additive, suppose that A,B ∈ Zφ with A ∩ B = ∅. We
conclude that
φ(A ∪ B) = φ [(A ∪ B) ∩ A]⊕ φ [(A ∪ B) ∩A′] = φ(A)⊕ φ(B)
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A general φ ∈ A∗n may have many classical domains and these seem to
be tedious to find. However, Zφ is relatively easy to find and we now give
a method for constructing classical subdomains within Zφ. Since φ | Zφ is
additive, we are partly there and only need to find a subalgebra Z1φ of Zφ on
which φ is multiplicative and not 0. Indeed, the unital condition (H1) then
holds because there exists an A such that φ(A) 6= 0 and hence,
φ(A) = φ(A ∩ C) = φ(A)φ(C)
which implies that φ(C) = 1 where C is the largest element of Z1φ.
An atom in a Boolean algebra is a minimal nonzero element. Let A1, . . . , Am
be the atoms of Zφ. Then A1, . . . , Am are mutually disjoint, nonempty and
∪Ai = Ωn. Moreover, every nonempty set in Zφ has the form B = ∪
 r
j=1Aij .
Define A∗i ∈ A
∗
n by A
∗
i (A) = 1 if and only if Ai ⊆ A, i = 1, . . . , m. Since φ is
additive on Zφ, it follows that φ has the form
φ = A∗i1 ⊕ · · · ⊕ A
∗
ir
on Zφ. We can assume without loss of generality that
φ = A∗1 ⊕ · · · ⊕ A
∗
r
Let Z iφ be the subalgebra of Zφ generated by Ai, Ar+1, . . . , Am, i = 1, . . . , r.
Then φ | Z iφ = A
∗
i , i = 1, . . . , r.
Corollary 3.2. If φ 6= 0, then Z iφ is a classical subdomain for φ, i = 1, . . . , r.
Proof. For simplicity, we work with Z1φ and the other Z
i
φ, i = 2, . . . , r are
similar. Now Z1φ is a subalgebra of An with largest element
B1 = A1 ∪
 Ar+1 ∪
 Ar+2 ∪
 · · · ∪ Am
Now φ | Z1φ = A
∗
1, A
∗
1 is additive and A
∗
1(B1) = 1. To show that A
∗
1 is
multiplicative, we have for A,B ∈ Z1φ that A
∗
1(A ∩ B) = 1 if and only if
A1 ⊆ A ∩ B. Since A
∗
1(A)A
∗
1(B) = 1 if and only if A1 ⊆ A and A1 ⊆ B, we
have that A∗1(A)A
∗
1(B) = 1 if and only if A1 ⊆ A ∩ B. Hence, A
∗
1(A ∩ B) =
A∗1(A)A
∗
1(B). We conclude that φ | Z
1
φ = A
∗
1 is a homomorphism on Z
1
φ.
Example 6. We consider some coevents in A∗3. For φ = ω
∗
1ω
∗
2,
Zφ = {φ, {ω3} , {ω1, ω2} ,Ω3}
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and Zφ is the unique classical domain for φ. For ψ = ω
∗
1 ⊕ ω
∗
2, Zψ = A3 and
the two classical domains for ψ are
{φ, {ω1} , {ω3} , {ω1, ω3}} , {φ, {ω2} , {ω3} , {ω2, ω3}}
For γ = ω∗1 ⊕ ω
∗
2 ⊕ ω
∗
3, Zγ = A3, Z
1
γ = {φ, {ω1}}, Z
2
γ = {φ, {ω2}}, Z
3
γ =
{φ, {ω3}}. The classical domains for γ are
{φ, {ω1} , {ω2, ω3} ,Ω3} , {φ, {ω2} , {ω1, ω3} ,Ω3} , {φ, {ω3} , {ω1, ω2} ,Ω3}
For δ = ω∗1ω
∗
2ω
∗
3, the unique classical domain is Zδ = {φ,Ω3}.
4 Transferring Quantum Measures
This section provides a connection between the previous two sections. We
study a method for transferring a q-measure on An to a measure on A
∗
n. A
q-measure µ on An is pure if the values of µ are contained in {0, 1}. Let
M(An) be the set of q-measures µ on An such that
max {µ(A) : A ∈ An} ≤ 1
We have seen in Section 2 that the set of signed q-measures on An forms a
finite dimensional real linear space S(An) and it is clear that M(An) is a
convex subset of S(An). Letting P(An) be the set of pure q-measures, we now
show that the elements of P(An) are extremal in M(An). Let µ ∈ P(An)
and suppose that µ = λµ1+ (1− λ)µ2 for 0 < λ < 1 and µ1, µ2 ∈M(An). If
µ(A) = 0, then
λµ1(A) + (1− λ)µ2(A) = 0
so that µ1(A) = µ2(A) = 0. If µ(A) = 1, then
λµ1(A) + (1− λ)µ(A) = 1
so that µ1(A) = µ2(A) = 1. Hence, µ1 = µ2 = µ which shows that µ is
extremal.
We next show that the extremal elements of M(An) are in P(An). To
illustrate this, let µ ∈ M(A2) be extremal. If µ /∈ P(A2), then at least one
of the numbers µ(ω1), µ(ω2), µ(Ω2) is not 0 or 1. Suppose, for example that
0 < µ(ω1) < 1. Then there exists an ε > 0 such that ε < µ(ω1) < 1−ε. Define
µ1 : A2 → R
+ by µ1(A) = µ(A) if A 6= {ω1} and µ1(ω1) = µ(ω1) + ε. Also,
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define µ2 : A2 → R
+ by µ2(A) = µ(A) if A 6= {ω1} and µ2(ω1) = µ(ω1) − ε.
Then µ1, µ2 ∈M(A2), µ1 6= µ2 and µ =
1
2
µ1+
1
2
µ2. This contradicts the fact
that µ is extremal. Hence, µ ∈ P(A2).
Theorem 4.1. P(An) is precisely the set of extremal elements of M(An).
Proof. Denoting the set of extremal elements of M(An) by ExtM(An) we
have already shown that P(An) ⊆ ExtM(An). The proof that ExtM(An)⊆
P(An) in general appears to be quite tedious so we shall indicate the proof
for A3 and A4 whereby the reader can see the pattern. To show that
ExtM(A3) ⊆ P(A3) suppose that µ ∈ ExtM(A3) and µ /∈ P(A3). Then
one of the numbers µ(A), A ∈ A 3 r {∅} is not 0 or 1. Since
µ(Ω3) = µ ({ω1, ω2}) + µ ({ω1, ω3}) + µ ({ω2, ω3})− µ(ω1)− µ(ω2)− µ(ω3)
(4.1)
a second of these numbers is not 0 or 1. There are various possibilities,
all of which are similar, and we shall consider two of them. Suppose, for
example, that 0 < µ ({ω1, ω2}) < 1 and 0 < µ(ω3) < 1. Then there exists
an ε > 0 such that ε < µ ({ω2, ω2}) < 1 − ε and ε < µ(ω3) < 1 − ε. Define
µ1 : A3 → R
+ by µ1(A) = µ(A) for A 6= {ω1, ω2} or {ω3} and µ1(ω3) =
µ(ω3) + ε, µ1 ({ω1, ω2}) = µ ({ω1, ω2}) + ε. Thus, µ1 satisfies (4.1) so µ1 ∈
M(A3). Define µ2 : A3 → R
+ by µ2(A) = µ(A) for A 6= {ω1, ω2} or {ω3} and
µ2(ω3) = µ(ω3)− ε, µ2 ({ω1, ω2}) = µ ({ω1, ω2})− ε. Again µ2 satisfies (4.1)
so µ2 ∈ M(A3). Also, µ1 6= µ2 and µ =
1
2
µ1 +
1
2
µ2 which contradicts the
fact that µ ∈ ExtM(A3). As another case, suppose that 0 < µ(ω1) < 1 and
0 < µ(Ω3) < 1. Then there exists an ε < µ(ω) < 1−ε and ε < µ(Ω3) < 1−ε.
Define µ1, µ2 : A3 → R
+ by µ1(A) = µ2(A) = µ(A) for all A 6= {ω1} or Ω3 and
µ1(ω1) = µ(ω1)+ε, µ1(Ω3) = µ(Ω3)−ε, µ2(ω1) = µ(ω1)−ε, µ2(Ω3)+ε. Then
µ1, µ2 satisfy (4.1) so µ1, µ2 ∈M(A3). Moreover, µ1 6= µ2 and µ =
1
2
µ1+
1
2
µ2
which contradicts the fact that µ ∈ ExtM(A3). Since this method applies
to all the cases, we conclude that ExtM(A3) ⊆ P(A3).
To show that ExtM(A4) ⊆ P(A4) suppose that µ ∈ ExtM(A4) and
µ /∈ P(M4). By grade-2 additivity we have that
µ(Ω4) =
4∑
i<j=1
µ ({ωi, ωj})− 2
4∑
i=1
µ(ωi) (4.2)
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µ ({ω1, ω2, ω3}) (4.3)
= µ ({ω1, ω2}) + µ ({ω1, ω3}) + µ ({ω2, ω3})− µ(ω1)− µ(ω2)− µ(ω3)
µ ({ω1, ω2, ω4}) (4.4)
= µ ({ω1, ω2}) + µ ({ω1, ω4}) + µ ({ω2, ω4})− µ(ω1)− µ(ω2)− µ(ω4)
µ ({ω1, ω3, ω4}) (4.5)
= µ ({ω1, ω3}) + µ ({ω1, ω4}) + µ ({ω3, ω4})− µ(ω1)− µ(ω3)− µ(ω4)
µ ({ω2, ω3, ω4}) (4.6)
= µ ({ω2, ω3}) + µ ({ω2, ω4}) + µ ({ω3, ω4})− µ(ω2)− µ(ω3)− µ(ω4)
Since µ /∈ P(A4) we have that ε > 0 where
ε = min {µ(A), 1− µ(A) : A ∈ A4, µ(A) 6= 0, 1}
There are many possibilities and we shall again treat two of them. In (4.3)–
(4.6) if there is one term that is not 0 or 1, then there are at least two such
terms. Suppose that µ ({ω1, ω2}), µ ({ω1, ω3}), µ ({ω2, ω4}), µ ({ω3, ω4}) are
not 0 or 1. Define µ1 : A4 → R
+ by µ1(A) = µ(A) if A is not one of these
four given sets and
µ1 ({ω1, ω2}) = µ ({ω1, ω2}) + ε
µ1 ({ω1, ω3}) = µ ({ω1, ω3})− ε
µ1 ({ω2, ω4}) = µ ({ω2, ω4})− ε
µ1 ({ω3, ω4}) = µ ({ω3, ω4}) + ε
Then µ1 satisfies (4.2)–(4.6) so µ1 ∈M(A4). Define µ2 : A4 → R
+ the same
as µ1 except that ε is replaced by −ε. Again, µ2 satisfies (4.2)–(4.6) so
µ2 ∈ M(A4). Moreover, µ1 6= µ2 and µ =
1
2
µ1 +
1
2
µ2 which contradicts the
fact that µ ∈ ExtM(A4). For our final case, suppose that µ(ω3), µ ({ω1, ω2}),
µ ({ω3, ω4}), µ ({ω1, ω2, ω4}) are not 0 or 1. Define µ1 : A4 → R
+ by µ1(A) =
µ(A) if A is not one of these four given sets and µ1(ω3) = µ(ω3) + ε
µ1 ({ω1, ω2}) = µ ({ω1, ω2}) + ε
µ1 ({ω3, ω4}) = µ ({ω3, ω4}) + ε
µ1 ({ω1, ω2, ω4}) = µ ({ω1, ω2, ω4}) + ε
As before µ1 satisfies (4.2)–(4.6) so µ1 ∈ M(A4). Define µ2 : A4 → R
+ the
same as µ1 except ε is replaced by −ε. Again, µ2 satisfies (4.2)–(4.6) so
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µ2 ∈ M(A4). Moreover, µ1 6= µ2 and µ =
1
2
µ1 +
1
2
µ2 which contradicts the
fact that µ ∈ ExtM(A4). Since this method applies to all the cases, we
conclude that M(A4) ⊆ P(A4).
Corollary 4.2. If µ is a q-measure on An, then µ has the form µ =
∑m
i=1 λiµi
for λi > 0 and µi ∈ P(An).
Proof. Since M(An) is a compact convex subset of the finite dimensional
real linear space S(An) by the Krein-Milman theorem, M(An) is the closed
convex hull of its extremal elements. Applying Theorem 4.1, we have that
ExtM(An) = P(An). Since P(An) is finite, the convex hull of P(An) is
already closed. Hence, every µ ∈M(An) has the form µ =
∑m
i=1 λiµi, where
µi ∈ P(An), λi > 0 and
∑m
i=1 λi = 1. If µ is a q-measure, letting
M = max {µ(A) : A ∈ An}
we have that µ/M ∈M(An). The result now follows.
A coevent φ ∈ A∗n can be considered as a map φ : An → {0, 1} where we
view {0, 1} ⊆ R with the usual addition and multiplication. If it happens that
φ ∈M(An) or equivalently φ ∈ P(An), then we say that φ is a pure coevent.
Conversely, if µ is a pure q-measure, then we call the map µ̂ : An → Z2 with
the same values as µ the corresponding pure coevent. The set of all pure
coevents in A∗n is denoted by A
∗
n,p and is called the pure anhomomorphic
logic. It is clear that every coevent in A∗2 is pure so that A
∗
2,p = A
∗
2. However,
there are only 34 pure coevents in A∗3 out of a total 2
23−1 = 128 coevents [8].
Example 7. Examples of pure coevents in A∗3 are ω
∗
1, ω
∗
1 ⊕ ω
∗
2, ω
∗
1 ⊕ ω
∗
1ω
∗
2
ω∗1ω
∗
2, ω
∗
1⊕ω
∗
2⊕ω
∗
1ω
∗
2, ω
∗
1⊕ω
∗
1ω
∗
2⊕ω
∗
2ω
∗
3, ω
∗
1⊕ω
∗
2⊕ω
∗
1ω
∗
2⊕ω
∗
1ω
∗
3, ω
∗
1⊕ω
∗
1ω
∗
2⊕
ω∗1ω
∗
3 ⊕ ω
∗
2ω
∗
3, ω
∗
1 ⊕ ω
∗
2 ⊕ ω
∗
3 ⊕ ω
∗
1ω
∗
2 ⊕ ω
∗
1ω
∗
3 ⊕ ω
∗
2ω
∗
3 and the rest are obtained
by symmetry. An example of a φ ∈ A∗3 that is not pure is φ = ω
∗
1 ⊕ ω
∗
2 ⊕ ω
∗
3.
Indeed, φ(Ω3) = 1 and
φ ({ω1, ω2}) + φ ({ω1, ω3}) + φ ({ω2, ω3})− φ(ω1)− φ(ω2)− φ(ω3) = −3
Another example of a nonpure element of A∗3 is ψ = ω
∗
1 ⊕ ω
∗
2ω
∗
3. Indeed
ψ(Ω3) = 0 and
ψ ({ω1, ω2}) + ψ ({ω1, ω3}) + ψ ({ω2, ω3})− ψ(ω1)− ψ(ω2)− ψ(ω3) = 2
Lemma 4.3. If φ ∈ A∗n,p, then φ is quadratic.
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Proof. We must show that if φ satisfies
φ(A∪ B∪ C) = φ(A∪ B)+φ(A∪ C)+φ(B∪ C)−φ(A)−φ(B)−φ(C) (4.7)
then φ satisfies
φ(A∪ B∪ C) = φ(A∪ B)⊕φ(A∪ C)⊕φ(B∪ C)⊕φ(A)⊕φ(B)⊕φ(C) (4.8)
Suppose the left hand side of (4.8) is 1. Then there are an odd number of
1s on the right hand side of (4.7). Hence, the right hand side of (4.8) is 1.
Suppose the left hand side of (4.8) is 0. Then there are an even number of
1s on the right hand side of (4.7). Hence, the right hand side of (4.8) is 0.
We conclude that (4.8) holds so φ is quadratic.
It follows from Lemma 4.3 that A∗n,p ⊆ A
∗
n,q. Of course, not all quadratic
coevents are pure. For instance, in Example 7 we showed that the quadratic
coevents ω∗1⊕ω
∗
2⊕ω
∗
3 and ω
∗
1⊕ω
∗
2ω
∗
3 are not pure. Also, there are 64 quadratic
coevents in A∗3 and only 34 pure coevents.
If A∗n,0 ⊆ A
∗
n, we can place a measure ν on A
∗
n,0 by specifying ν ({φ}) ≥ 0
on {φ} for every φ ∈ A∗n,0 and extending µ to the power set P (A
∗
n,0) of A
∗
n,0
by additivity. A q-measure µ on An transfers to A
∗
n,0 if there exists a measure
ν on P (A∗n,0) such that
ν
({
φ ∈ A∗n,0 : φ(A) = 1
})
= µ(A) (4.9)
for all A ∈ An [4]. If µ transfers to ν, then the quantum dynamics given by
µ can be described by a classical dynamics given by ν. Moreover, if µ(A) = 0
then {φ ∈ An,0 : φ(A) = 1} has ν measure zero which is a form of preclusivity
[14, 15].
Theorem 4.4. If A∗n,p ⊆ A
∗
n,0 ⊆ A
∗
n, then any q-measure µ on An transfers
to A∗n,0.
Proof. By Corollary 4.2, µ has the form µ =
∑m
i=1 λiµi for λi > 0 and
µi ∈ P(An). Let ν be the measure on P (A
∗
n,0) defined by
ν =
m∑
i=1
λiδµ̂i (4.10)
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Then for every A ∈ An we have that
ν
({
φ ∈ A∗n,0 : φ(A) = 1
})
=
m∑
i=1
λiδµ̂i
({
φ ∈ A∗n,0 : φ(A) = 1
})
=
m∑
i=1
λiµi(A) = µ(A)
It follows from Theorem 4.4 that any q-measure on An transfers to A
∗
n,p,
A∗n,q and A
∗
n.
Corollary 4.5. If ν is a measure on P (A∗n,p), the there exists a q-measure
µ on An that transfers to ν; that is, µ satisfies (4.9).
Proof. We can represent ν as in (4.10) where λi = ν(µ̂i), i = 1, . . . , m. If
µ is the q-measure on An given by µ =
∑m
i=1 λiµi, then by the proof of
Theorem 4.4 we have that µ satisfies (4.9).
The next Corollary shows what happens if the q-measure µ turns out to
be a measure.
Corollary 4.6. Suppose A∗n,0 satisfies A
∗
n,a ⊆ A
∗
n,0 ⊆ A
∗
n. If µ is a measure
on An, then µ transfers to a measure ν on A
∗
n,0 satisfying ν(φ) = 0 unless φ
is additive. Conversely, if a measure ν on A∗n,0 satisfies µ(φ) = 0 unless φ is
additive, then there is a measure on An that transfers to ν.
Proof. If µ is a measure on An then µ has the form
µ =
n∑
i=1
λiδωi (4.11)
where λi ≥ 0, i = 1, . . . , n. Hence, µ transfers to
ν =
n∑
i=1
λiδω∗
i
(4.12)
on A∗n,0 where ν(φ) = 0 unless φ is additive. Conversely, if ν is a measure
on A∗n,0 satisfying ν(φ) = 0 unless φ is additive, then ν has the form (4.12).
Hence, the measure µ given by (4.11) transfers to ν.
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Motivated by Theorem 4.4 one might conjecture that if every q-measure
on An transfers to A
∗
n,0, then A
∗
n,p ⊆ A
∗
n,0; that is, A
∗
n,p is the smallest subset
of A∗n to which every q-measure on An transfers. The next example shows
that this conjecture does not hold.
Example 8. We have that
A∗2,p = A
∗
2 = {0, ω
∗
1, ω
∗
2, ω
∗
1 ⊕ ω
∗
2, ω
∗
1ω
∗
2, ω
∗
1 ⊕ ω
∗
1ω
∗
2, ω
∗
2 ⊕ ω
∗
1ω
∗
2, 1}
Let φ1 = ω
∗
1, φ2 = ω
∗
2, φ3 = ω
∗
1 ⊕ ω
∗
2, φ4 = ω
∗
1ω
∗
2, φ5 = ω
∗
1 ⊕ ω1ω
∗
2 and
φ6 = ω
∗
2 ⊕ ω
∗
1ω
∗
2. If µ is an arbitrary q-measure on A2, then µ transfers to a
measure ν on A∗2 and we have that
µ(ω1) = ν ({φ ∈ A
∗
2 : φ(ω1) = 1}) = ν(φ1) + ν(φ3) + ν(φ5) + ν(1)
µ(ω2) = ν ({φ ∈ A
∗
2 : φ(ω2) = 1}) = ν(φ2) + ν(φ3) + ν(φ6) + ν(1)
µ(Ω2) = ν ({φ ∈ A
∗
2 : φ(Ω2) = 1}) = ν(φ1) + ν(φ2) + ν(φ4) + ν(1)
Letting A∗2,0 = {φ4, φ5, φ6}, we have that every q-measure on A2 transfers
to A∗2,0. In fact, if µ is a q-measure on A2, then µ transfers to the measure
ν on A∗2,0 given by ν(φ4) = µ(Ω2), ν(φ5) = µ(ω1), ν(φ6) = µ(ω2). This
example also shows that the measure that µ transfers to need not be unique.
For instance, let µ be the q-measure on A2 given by µ(ω1) = 1, µ(ω2) = 1,
µ(Ω2) = 0. Then µ transfers to ν1 on A
∗
2 given by ν1(φ5) = ν1(φ6) = 1 and
ν(φ) = 0, φ 6= φ5, φ6. Also, µ transfers to ν2 on A
∗
2 given by ν2(φ3) = 1 and
ν(φ) = 0 for φ 6= φ3.
Example 9. We use the same notation as in Example 8. We first show
that a q-measure µ on A2 transfers to
A∗2,m = {0, φ1, φ2, φ4}
if and only if µ(Ω2) ≥ µ(ω1)+µ(ω2). If µ transfers to ν, then µ(ω1) = ν(φ1),
µ(ω2) = ν(φ2) and
µ(Ω2) = ν(φ1) + ν(φ2) + ν(φ4)
Hence, µ(Ω2) ≥ µ(ω1 + µ(ω2). Conversely, if µ(Ω2) ≥ µ(ω1) + µ(ω2) then
letting ν(φ1) = µ(ω1), ν(φ2) = µ(ω2), ν(0) = 0 and
ν(φ4) = µ(Ω2)− µ(ω1)− µ(ω2)
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we see that µ transfers to ν on A∗2,m. We next show that a q-measure µ on
A2 transfers to
A∗2,a = {0, φ1, φ2, φ3}
if and only if
|µ(ω1)− µ(ω2)| ≤ µ(Ω2) ≤ µ(ω1) + µ(ω2)
If µ transfers to ν, then µ(ω1) = ν(φ1) + ν(φ3), µ(ω2) = ν(φ2) + ν(φ3) and
µ(Ω2) = ν(φ1) + ν(φ2). Hence, µ(Ω2) ≤ µ(ω1) + µ(ω2) and
µ(ω1)− µ(ω2) = ν(φ1) + ν(φ2) ≤ µ(Ω2)
µ(ω2)− µ(ω1) = ν(φ2)− ν(φ1) ≤ µ(Ω2)
so the given inequalities hold. Conversely, if the inequalities hold, then letting
ν(0) = 0 and
ν(φ1) =
1
2
[µ(Ω2) + µ(ω1)− µ(ω2)]
ν(φ2) =
1
2
[µ(Ω2)− µ(ω1) + µ(ω2)]
ν(φ3) =
1
2
[µ(ω1) + µ(ω2)− µ(Ω2)]
we see that µ transfers to ν on A∗2,a.
The next theorem further shows that the multiplicative anhomomorphic
logicA∗n,m is not adequate for transferring q-measures. This result was proved
in [2, 4]. However, our proof is simpler and more direct.
Theorem 4.7. If a q-measure µ on An transfers to a measure ν on A
∗
n,m,
then ν(φ) = 0 unless φ is quadratic.
Proof. We have that
A∗n,m =
{
0, ω∗1, . . . , ω
∗
n, ω
∗
1ω
∗
2, . . . , ω
∗
n−1ω
∗
n, ω
∗
1ω
∗
2ω
∗
3 . . . , ω
∗
1ω
∗
2 · · ·ω
∗
n
}
Since µ(A) = ν
({
φ ∈ A∗n,m : φ(A) = 1
})
we have that µ(ωi) = ν(ω
∗
i ), i =
1, . . . , n and
µ ({ωi, ωj}) = ν(ω
∗
i ) + ν(ω
∗
j ) + ν(ω
∗
i ω
∗
j )
i, j = 1, . . . , n. Now
µ ({ω1, ω2, ω3}) = ν(ω
∗
1) + ν(ω
∗
2) + ν(ω
∗
3) + ν(ω
∗
1ω
∗
2) + ν(ω
∗
1ω
∗
3)
+ ν(ω∗2ω
∗
3) + ν(ω
∗
1ω
∗
2ω
∗
3) (4.13)
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Since µ is grade-2 additive we have that
µ ({ω1, ω2, ω3}) =
3∑
i<j=1
µ ({ωi, ωj})−
3∑
i=1
µ(ωi)
=
3∑
i<j=1
ν(ω∗i ω
∗
j ) +
n∑
i=1
ν(ω∗i ) (4.14)
Comparing (4.13) and (4.14) shows that ν(ω∗1ω
∗
2ω
∗
3) = 0. In a similar way,
we conclude that ν(ω∗i ω
∗
jω
∗
k) = 0, i, j, k = 1, . . . , n, i < j < k. Next,
µ ({ω1, ω2, ω3, ω4}) = ν(ω
∗
1) + · · ·+ ν(ω
∗
4) + ν(ω
∗
1ω
∗
2)
+ · · ·+ ν(ω∗3ω
∗
4) + ν(ω
∗
1ω
∗
2ω
∗
3ω
∗
4) (4.15)
Since µ is grade-2 additive we have that
µ ({ω1, ω2, ω3, ω4}) =
4∑
i<j=1
µ ({ωi, ωj})− 2
4∑
i=1
µ(ωi)
=
4∑
i<j=1
ν(ω∗i ω
∗
j ) +
4∑
i=1
ν(ω∗i ) (4.16)
Comparing (4.15) and (4.16) shows that ν(ω∗1ω
∗
2ω
∗
3ω
∗
4) = 0. In a similar way,
we conclude that ν(ω∗i ω
∗
jω
∗
kω
∗
l ) = 0, i, j, k, l = 1, . . . , n, i < j < k < l.
Continuing by induction, we have that ν(φ) = 0 unless φ is quadratic.
The result (and proof) in Theorem 4.7 holds if A∗n,m is replaced by any
subset A∗n,0 ⊆ A
∗
n,m. Theorem 4.7 also shows that for A
∗
n,0 ⊆ A
∗
n,m, if a
q-measure µ transfers from An to A
∗
n,0 then
µ ({ωi, ωj}) ≥ µ(ωi) + µ(ωj)
i, j = 1, . . . , n, i 6= j. Hence, not all q-measures can be transferred to A∗n,m.
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Abstract
This paper first reviews quantum measure and integration the-
ory. A new representation of the quantum integral is presented. This
representation is illustrated by computing some quantum (Lebesgue)2
integrals. The rest of the paper only considers finite spaces. Anho-
momorphic logics are discussed and the classical domain of a coevent
is studied. Pure quantum measures and coevents are considered and
it is shown that pure quantum measures are strictly contained in the
extremal elements for the set of quantum measures bounded above by
one. Moreover, we prove that any quantum measure on a finite event
space A can be transferred to an ordinary measure on an anhomo-
morphic logic A∗. In this way, the quantum dynamics on A can be
described by a classical dynamics on the larger space A∗.
Keywords: quantum measures, anhomomorphic logics, coevent
interpretation.
1 Introduction
Quantum measures and the coevent interpretation were introduced by R.
Sorkin in his studies of the histories approach to quantum mechanics and
1
quantum gravity [11, 12, 14, 15, 16]. Since then a considerable amount of
literature has appeared on these subjects [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 17, 18].
A quantum measure µ describes the dynamics of a quantum system in the
sense that µ(A) gives the propensity that the event A occurs. Denoting the
set of events by A, a coevent is a potential reality for the system given by
a truth function φ : A → Z2 where Z2 is the two element Boolean algebra
{0, 1}. Since coevents need not be Boolean homomorphisms, the set A∗ of
coevents is called an anhomomorphic logic [2, 3, 4, 8, 9, 10, 14, 17]. We
refer to the study of anhomomorphic logics as the coevent interpretation of
quantum mechanics. One of the goals of this field is to find the “actual
reality” in A∗ [2, 8, 10, 14, 15, 17].
In Section 2, we first review quantum measure and integration theory.
A new representation of the quantum integral is presented. As an example,
this representation is employed to compute quantum (Lebesgue)2 integrals.
Although general event spaces are treated in Section 2, only finite event
spaces are considered in the rest of the paper. Section 3 discusses anho-
momorphic logics. The center and classical domain of a coevent are studied.
Section 4 first considers pure quantum measures and coevents. We show that
the pure quantum measures are strictly contained in the extremal elements
for the convex set of quantum measures bounded above by one. This result is
then employed to prove an important connection between certain quantum
measures and anhomomorphic logics. Moreover, we show that any quan-
tum measure on a (finite) event space A can be transferred to an ordinary
measure on A∗. In this way the quantum dynamics on A can be described
by a classical dynamics on the larger space A∗. Variations of this transfer-
ence result show that pure and quadratic anhomomorphic logics have better
mathematical properties than additive or multiplicative ones.
2 Quantum Measures and Integrals
Let (Ω,A) be a measurable space, where Ω is a set of outcomes and A is a
σ-algebra of subsets of Ω called events for a physical system. If A,B ∈ A
are disjoint, we denote their union by A ∪ B. A nonnegative set function
µ : A → R+ is grade-2 additive if
µ (A ∪ B ∪ C) = µ (A ∪ B) + µ (A ∪ C) + µ (B ∪ C)− µ(A)− µ(B)− µ(C)
(2.1)
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for all mutually disjoint A,B,C ∈ A. It follows by induction that if µ satisfies
(2.1) then
µ
(
n⋃
i=1
 Ai
)
=
n∑
i<j=1
µ (Ai ∪
 Aj)− (n− 2)
n∑
i=1
µ(Ai) (2.2)
A q-measure is a grade-2 additive set function µ : A → R+ that satisfies the
following two continuity conditions.
(C1) If A1 ⊆ A2 ⊆ · · · is an increasing sequence in A, then
lim
n→∞
µ(An) = µ
(
∞⋃
i=1
Ai
)
(C2) If A1 ⊇ A2 ⊇ · · · is a decreasing sequence in A, then
lim
n→∞
µ(An) = µ
(
∞⋂
i=1
Ai
)
Due to quantum interference, a q-measure need not satisfy the usual
additivity condition of an ordinary measure but satisfies the more general
grade-2 additivity condition (2.1) instead [2, 14, 15]. For example, if ν : A →
C is a complex measure corresponding to a quantum amplitude, then µ(A) =
|ν(A)|2 becomes a q-measure. For another example, let D : A × A → C be
a decoherence functional as studied in the histories approach to quantum
mechanics [11, 12, 14, 15]. Then µ(A) = D(A,A) becomes a q-measure. If µ
is a q-measure on A, we call (Ω,A, µ) a q-measure space.
A signed measure λ : A×A → R, where A×A is the product σ-algebra
on Ω × Ω, is symmetric if λ(A × B) = λ(B × A) for all A,B ∈ A and is
diagonally positive if λ(A × A) ≥ 0 for all A ∈ A. It can be shown that
if λ : A × A → R is a symmetric diagonally positive signed measure, then
µ(A) = λ(A×A) is a q-measure on A. Conversely, if µ is a q-measure on A,
then there exists a unique symmetric signed measure λ : A × A → R such
that µ(A) = λ(A× A) for all A ∈ A [6].
Let Ωn = {ω1, . . . , ωn} be a finite outcome space. In this case we take
An to be the power set P (Ωn) = 2
Ωn. Any grade-2 additive set function
µ : An → R
+ is a q-measure because (C1) and (C2) hold automatically. We
call (Ωn,An, µ) a finite q-measure space. The study of finite q-measure spaces
is simplified because by (2.2) the q-measure µ is determined by its values on
3
singleton sets µ(ωi) = µ ({ωi}), i = 1, . . . , n and doubleton sets µ ({ωi, ωj}),
i < j, i, j = 1, . . . , n. We call
Iµij = µ ({ωi, ωj})− µ(ωi)− µ(ωj) (2.3)
the ij-interference term, i < j, i, j = 1, . . . , n [5]. The Dirac measure δi
defined by
δi(A) =
{
1 if ωi ∈ A
0 if ωi /∈ A
is clearly a q-measure on An. The product δ̂ij = δiδj , i 6= j, is not a measure
because δ̂ij(ωi) = δ̂ij(ωj) = 0 and δ̂ij ({ωi, ωj}) = 1. However, we have the
following .
Lemma 2.1. The product δ̂ij, i 6= j, is a q-measure on An.
Proof. Notice that
δ̂ij(A) =
{
1 if {ωi, ωj} ⊆ A
0 if {ωi, ωj} 6⊆ A
If δij(A ∪
 B ∪ C) = 0, then {ωi, ωj} 6⊆ A ∪
 B ∪ C. Hence, {ωi, ωj} is not a
subset of A, B, C, A ∪ B, A ∪ C or B ∪ C. Hence,
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C) = 0
If δ̂ij(A ∪
 B ∪ C) = 1, then {ωi, ωj} ⊆ A ∪
 B ∪ C. If {ωi, ωj} ⊆ A, then
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C)
= 1 + 1 + 0− 1− 0− 0 = 1
If ωi ∈ A, ωj ∈ B, then
δ̂ij(A ∪
 B) + δ̂ij(A ∪
 C) + δ̂ij(B ∪
 C)− δ̂ij(A)− δ̂ij(B)− δ̂ij(C)
= 1 + 0 + 0− 0− 0− 0 = 1
The other cases hold by symmetry.
A more general proof than that in Lemma 2.1 shows that the product
of any two measures is a q-measure. A signed q-measure is a set function
µ : An → R
+ that satisfies (2.1). Letting S(An) be the set of signed q-
measures, it is clear that S(An) is a real linear space. Also, a signed q-
measure is determined by its values on singleton and doubleton sets.
4
Theorem 2.2. The q-measures δ1, . . . , δn, δ̂12, δ̂13, . . . , δ̂n−1,n form a basis for
S(An).
Proof. To show linear independence, suppose that
n∑
i=1
ciδi +
n∑
i<j=1
dij δ̂ij = 0
Evaluating at {ωk} gives ck = 0, k = 1, . . . , n. Hence,
n∑
i<j=1
dij δ̂ij = 0
and evaluating at {ωr, ωs} gives drs = 0, r < s. This proves linear indepen-
dence. To show that these q-measures span S(An), let µ ∈ S(An). Defining
Iµij as in (2.3), we have that
µ =
n∑
i=1
µ(ωi)δi +
n∑
i<j=1
Iµij δ̂ij (2.4)
because both sides agree on singleton and doubleton sets.
We conclude from Theorem 2.2 that
dimS(An) = n +
(
n
2
)
= n(n+ 1)/2
Also, if µ is a q-measure on An, then µ has the unique representation given
by (2.4). The next theorem proves a result that we already mentioned for
the particular case of a finite Ω.
Theorem 2.3. If µ is a q-measure on An, then there exists a unique sym-
metric signed measure λ on An ×An such µ(A) = λ(A×A) for all A ∈ An.
Proof. Define the function α : Ωn×Ωn → R by α(ωi, ωi) = µ(ωi), i = 1, . . . , n,
and
α(ωi, ωj) = α(ωj, ωi) =
1
2
Iµij
i < j, i, j = 1, . . . , n. Define the signed measure λ on An ×An by
λ(∆) =
{∑
α(ωi, ωj) : (ωi, ωj) ∈ ∆
}
5
Now λ is symmetric because
λ(A× B) =
{∑
α(ωi, ωj) : (ωi, ωj) ∈ A× B
}
=
{∑
α(ωi, ωj) : ωi ∈ A, ωj ∈ B
}
=
{∑
α(ωj, ωi) : ωi ∈ A, ωj ∈ B
}
=
{∑
α(ωj, ωi) : (ωj, ωi) ∈ B × A
}
= λ(B × A)
We now show that λ(A×A) = µ(A) for all A ∈ An. We can assume without
loss of generality that A = {ω1, . . . , ωm}, 2 ≤ m ≤ n. It follows from (2.2)
that
µ(A) =
m∑
i<j=1
µ ({ωi, ωj})− (m− 2)
m∑
i=1
µ(ωi)
Moreover, we have that
λ(A×A) =
{∑
α(ωi, ωj) : ωi, ωj ∈ A
}
=
m∑
i=1
α(ωi, ωi) + 2
m∑
i<j=1
α(ωi, ωj)
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
Iµij
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
µ ({ωi, ωj})−
m∑
i<j=1
[µ(ωi)− µ(ωj)]
=
m∑
i=1
µ(ωi) +
m∑
i<j=1
µ ({ωi, ωj})− (m− 1)
m∑
i=1
µ(ωi)
=
m∑
i<j=1
µ ({ωi, ωj})− (m− 2)
m∑
i=1
µ(ωi) = µ(A)
To prove uniqueness, suppose λ′ : An ×An → R is a symmetric signed mea-
sure satisfying λ′(A× A) = µ(A) for every A ∈ An. We then have that
λ′ [(ωi, ωi)] = λ
′ [{ωi} × {ωi}] = µ(ωi) = λ [(ωi, ωi)]
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for i = 1, . . . , n. Moreover, letting A = {(ωi, ωj)} we have that
µ(A) = λ′(A× A) = λ′ [(ωi, ωi)] + λ
′ [(ωj, ωj)] + 2λ
′ [(ωi, ωj)]
= λ [(ωi, ωi)] + λ [(ωj, ωj)] + 2λ [(ωi, ωj)]
Hence, λ′ [(ωi, ωj)] = λ [(ωi, ωj)] and since signed measures are determined
by their values on singleton sets, we have that λ′ = λ.
Let (Ω,A, µ) be a q-measure space and let f : Ω → R be a measurable
function. The q-integral of f is defined by∫
fdµ =
∫ ∞
0
µ
[
f−1(λ,∞)
]
dλ−
∫ ∞
0
µ
[
f−1(−∞,−λ)
]
dλ (2.5)
where dλ denotes Lebesgue measure on R [7]. Any measurable function
f : Ω → R has a unique representation f = f1 − f2 where f1, f2 ≥ 0 are
measurable and f1f2 = 0. It follows that∫
fdµ =
∫
f1dµ−
∫
f2dµ (2.6)
Because of (2.6) we only need to consider q-integrals of nonnegative functions.
As usual in integration theory, if A ∈ A we define
∫
A
fdµ =
∫
fχAdµ where
χA is the characteristic function for A.
Any nonnegative simple measurable function f : Ω→ R+ has the canon-
ical representation
f =
n∑
i=1
αiχAi (2.7)
where Ai ∩ Aj = ∅, i 6= j, ∪Ai = Ω and 0 ≤ α1 < α2 · · · < αn. It follows
from (2.5) that∫
fdµ = α1
[
µ
(
n⋃
i=1
 Ai
)
− µ
(
n⋃
i=2
 Ai
)]
+ · · ·+ αn−1 [µ (An−1 ∪
 An)− µ(An)] + αnµ(An) (2.8)
Example 1. Let f : Ωn → R
+ be a nonnegative function on Ωn and let
µ : An → R
+ be a q-measure. Also, let λ : An × An → R be the unique
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symmetric signed measure such that µ(A) = λ(A×A) for every A ∈ An. We
can assume without loss of generality that
0 ≤ f(ω1) ≤ f(ω2) ≤ · · · ≤ f(ωn)
By (2.8) we have for i < j that∫
fdδ̂ij = f(ω1)
[
δ̂ij ({ω1, . . . , ωn})− δ̂ij ({ω2, . . . , ωn})
]
+ · · ·+ f(ωn−1)
[
δ̂ij ({ωn−1, ωn})− δ̂ij(ωn)
]
+ f(ωn)δ̂ij(ωn)
= f(ωi) = min (f(ωi), f(ωj))
By (2.4) and the proof of Theorem 2.3, it follows that∫
fdµ =
∫
fd
[
n∑
i=1
µ(ωi)δi +
n∑
i<j=1
Iµij δ̂ij
]
=
n∑
i=1
µ(ωi)f(ωi) +
n∑
i<j=1
Iµij min (f(ωi), f(ωj))
=
n∑
i,j=1
min (f(ωi), f(ωj))λ [(ωi, ωj)]
=
∫
min (f(ω), f(ω′)) dλ(ω, ω′) (2.9)
Example 2. Let ν : An → C be a complex measure and define the q-
measure µ : An → R
+ by µ(A) = |ν(A)|2. Then for i < j we have
Iµij = |ν(ωi) + ν(ωj)|
2 − |ν(ωi)|
2 − |ν(ωj)|
2 = 2Re ν(ωi)ν(ωj)
By (2.4) we conclude that
µ =
n∑
i=1
µ(ωi)δi +
m∑
i<j=1
[
2Re ν(ωi)ν(ωj)
]
δ̂ij
=
n∑
i=1
|ν(ωi)|
2 δi + 2Re
n∑
i<j=1
ν(ωi)ν(ωj)δiδj
=
∣∣∣∣∣
n∑
i=1
ν(ωi)δi
∣∣∣∣∣
2
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As in Example 1, we obtain∫
fdµ =
n∑
i=1
µ(ωi)f(ωi) +
n∑
i<j=1
[
2Re ν(ωi)ν(ωj)
]
min (f(ωi), f(ωj))
Equation (2.9) suggests the following new characterization of the q-integral.
If
∫
|f | dµ <∞, then f is integrable.
Theorem 2.4. Let (Ω,A, µ) be a q-measure space and let f : Ω → R+ be
integrable. If λ : A × A → R is the unique symmetric signed measure such
that µ(A) = λ(A× A) for all A ∈ A, then∫
fdµ =
∫
min (f(ω), f(ω′)) dλ(ω, ω′) (2.10)
Proof. Let f be a nonnegative simple function on Ω with canonical represen-
tation (2.7). If g(ω, ω′) = min (f(ω), f(ω′)), then when ω ∈ Ai, ω
′ ∈ Aj we
have that
g(ω, ω′) =
{
αi if i ≤ j
αj if j < i
Hence,
g =
n∑
i≤j=1
αiχAi×Aj +
n∑
i>j=1
αjχAi×Aj
It follows that∫
g(ω, ω′)dλ(ω, ω′) =
n∑
i≤j=1
αiλ(Ai ×Ai) +
n∑
i>j=1
αjλ(Ai ×Aj)
= α1 [λ(A1 ×A1) + 2λ(A1 × A2) + · · ·+ 2λ(A1 × An)]
+ α2 [λ(A2 × A2) + 2λ(A2 × A3) + · · ·+ 2λ(A2 × An)]
...
+ αn−1 [λ(An−1×n−1) + 2λ(An−1 × An)]
+ αnλ(An ×An)
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On the other hand, by (2.8) and grade-2 additivity we have∫
fdµ = α1 [µ(A1 ∪
 A2) + · · ·+ µ(A1 ∪
 An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [µ(A2 ∪
 A3) + · · ·+ µ(A2 ∪
 An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [µ(An−1 ∪
 An)− µ(An)] + αnµ(An)
= α1 [λ(A1 ∪
 A2 ×A1 ∪
 A2) + · · ·+ λ(A1 ∪
 An × A1 ∪
 An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [λ(A2 ∪
 A3 × A2 ∪
 A3) + · · ·+ λ(A2 ∪
 An × A2 ∪
 An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [λ(An−1 ∪
 An × An−1 ∪
 An)− µ(An)] + αnµ(An)
= α1 [λ(A1 ×A1) + 2λ(A1 × A2) + λ(A2 × A2) + · · ·+ λ(A1 × A1)
+2λ(A1 × An) + λ(An × An)
−(n− 1)µ(A1)− µ(A2)− · · · − µ(An)]
+ α2 [λ(A2 × A2) + 2(A2 × A3) + λ(A3 ×A3) + · · ·+ λ(A2 × A2)
+2λ(A2 × An) + λ(An × An)
−(n− 2)µ(A2)− µ(A3)− · · · − µ(An)]
...
+ αn−1 [λ(An−1 ×An−1) + 2λ(An−1 ×An) + λ(An ×An)− µ(An)]
+ αnµ(An)
which reduces to the expression given for
∫
g(ω, ω′)dλ(ω, ω′). We conclude
that (2.10) holds for nonnegative measurable simple functions. Since f is the
limit of an increasing sequence of such functions, the result follows from the
quantum dominated monotone convergence theorem [7].
We now apply Theorem 2.4 to compute some q-integrals for an interesting
q-measure. Let Ω = [0, 1] ⊆ R, let ν be Lebesgue measure on Ω and define
the q-measure µ on the Borel σ-algebra B(R) by µ(A) = ν(A)2. We call µ the
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quantum (Lebesgue)2 measure. By Theorem 2.4, if f : Ω → R+ is integrable
and 0 ≤ a < b ≤ 1, we have∫ b
a
fdµ =
∫
[a,b]
fdµ =
∫ b
a
∫ b
a
min (f(x), f(y))dxdy (2.11)
Suppose f is increasing on Ω and let gy(x) = min (f(x), f(y)). Then
gu(x) =
{
f(x) for x ≤ y
f(y) for x ≥ y
Hence, by (2.11) we have∫ b
a
fdµ =
∫ b
a
∫ b
a
gy(x)dxdy =
∫ b
a
[∫ y
a
f(x)dx+ f(y)(b− y)
]
dy (2.12)
Since ∫ b
a
∫ y
a
f(x)dxdy =
∫ b
a
∫ b
x
f(x)dydx =
∫ b
a
f(x)(b− x)dx
we conclude from (2.12) that∫ b
a
fdµ = 2
∫ b
a
∫ y
a
f(x)dxdy = 2
∫ b
a
f(x)(b− x)dx (2.13)
Similarly, if f is decreasing, then∫ b
a
fdµ =
∫ b
a
[
f(y)(y − a) +
∫ b
y
f(x)dx
]
dy (2.14)
Since ∫ b
a
∫ b
y
f(x)dxdy =
∫ b
a
∫ x
a
f(x)dydx =
∫ b
a
f(x)(x− a)dx
(2.14) becomes∫ b
a
fdµ = 2
∫ b
a
∫ b
y
f(x)dxdy = 2
∫ b
a
f(x)(x− a)dx (2.15)
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Example 3. For n ≥ 0, since f(x) = xn is increasing, by (2.13) we have∫ b
a
xndµ = 2
∫ b
a
xn(b− x)dx
=
2
(n+ 1)(n+ 2)
[
bn+2 − an+1 ((n + 2)b− (n + 1)a)
]
Example 4. Since f(x) = ex is increasing, by (2.13) we have∫ b
a
exdx = 2
∫ b
a
ex(b− x)dx = 2eb − 2ea(b− a+ 1)
Example 5. For n ≥ 3, since f(x) = x−n is decreasing, by (2.15) we have∫ b
a
x−ndµ = 2
∫ b
a
x−n(x− a)dx
=
2
(n− 1)(n− 2)
[
b−n+1 ((n− 2)a− (n− 1)b) + a−n+2
]
3 Anhomomorphic Logics
In this and the next section we shall restrict our attention to a finite outcome
space Ωn = {ω1, . . . , ωn} and its corresponding set of events An = P (Ωn). Let
Z2 be the two element Boolean algebra {0, 1} with the usual multiplication
and with addition given by 0 ⊕ 1 = 1 ⊕ 0 = 1 and 0 ⊕ 0 = 1 ⊕ 1 = 0. A
coevent on An is a truth function φ : An → Z2 such that φ(∅) = 0 [2, 14, 15].
A coevent φ corresponds to a potential reality for a physical system in the
sense that φ(A) = 1 if A occurs and φ(A) = 0 if A does not occur. For a
classical system a coevent φ is taken to be a homomorphism by which we
mean that
(H1) φ(Ωn) = 1 (unital)
(H2) φ(A ∪ B) = φ(A)⊕ φ(B) (additive)
(H3) φ(A ∩ B) = φ(A)φ(B) (multiplicative)
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Since there are various quantum systems for which the truth function
is not a homomorphism [2, 14], at least one of these condition must fail.
Denoting the set of coevents by A∗n, since the elements of A
∗
n are not all
homomorphisms we call A∗n the full anhomomorphic logic [8]. Notice that
the cardinality |A∗n| = 2
2n−1 is very large.
Corresponding to ωi ∈ Ωn we define the evaluation map ω
∗
i : An → Z2
by ω∗i (A) = 1 if and only if ωi ∈ A. It can be shown that a coevent φ is a
homomorphism if and only if φ = ω∗i for some i = 1, . . . , n [2, 8]. Thus, there
are only n possible realities for a classical system. For two coevents φ, ψ we
define their sum and product in the usual way by (φ⊕ψ)(A) = φ(A)⊕ψ(A)
and (φψ)(A) = φ(A)ψ(A) for all A ∈ An. It can be shown that any coevent
has a unique representation (up to order of the terms) as a polynomial in the
evaluation maps.
A coevent that satisfies (H2) is called additive and φ is additive if and
only if it has the form
φ = c1ω
∗
1 ⊕ · · · ⊕ cnω
∗
n
where ci = 0 or 1, i = 1, . . . , n [2, 8, 14]. Denoting the set of additive
coevents by A∗n,a, we see that
∣∣A∗n,a∣∣ = 2n. A coevent that satisfies (H3) is
called multiplicative and φ is multiplicative if and only if it has the form
φ = ω∗i1ω
∗
i2
· · ·ω∗im
where, by convention, φ = 0 if there are no terms in the product [2, 8,
17]. Denoting the set of multiplicative coevents by A∗n,m we again have that∣∣A∗n,m∣∣ = 2n. A coevent φ is quadratic or grade-2 if it satisfies
φ(A ∪ B ∪ C) = φ(A ∪ B)⊕ φ(A ∪ C)⊕ φ(B ∪ C)⊕ φ(A)⊕ φ(B)⊕ φ(C)
It can be shown that φ is quadratic if and only if it has the form
φ = c1ω
∗
1 ⊕ · · · ⊕ cnω
∗
n ⊕ d12ω
∗
1ω
∗
2 ⊕ · · · ⊕ dn−1,nω
∗
n−1ω
∗
n
where ci = 0 or 1, i = 1, . . . , n, and dij = 0 or 1, i < j, i, j = 1, . . . , n
[2, 8]. Denoting the set of quadratic coevents by A∗n,q, we have that
∣∣A∗n,q∣∣ =
2n(n+1)/2.
Let B be a Boolean algebra of subsets of a set. The set-theoretic oper-
ations on B are ∪, ∩ and ′ where A′ denotes the complement of A ∈ B. A
subset B0 ⊆ B is called a subalgebra (or subring) of B if ∅ ∈ B0, A ∪ B,
A∩B, ArB ∈ B0 whenever A,B ∈ B0 where ArB = A∩B
′. If B0 is finite,
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then B0 has a largest element C and B0 is itself a Boolean algebra under the
operations ∪, ∩ and complement A′ = C rA.
For φ ∈ A∗n, it is of interest to find subalgebras of An on which φ acts
classically. If B0 is a subalgebra of An and the restriction φ | B0 is a homo-
morphism, then B0 is a classical subdomain for φ. A classical domain B for
φ is a maximal classical subdomain for φ. That is, B is a classical subdomain
for φ and if C is a classical subdomain for φ with B ⊆ C, then B = C. Any
classical subdomain is contained in a classical domain B but B need not be
unique. The rest of this section is devoted to the study of classical domains.
For φ ∈ A∗n, the φ-center Zφ is the set of elements A ∈ An such that
φ(B) = φ(B ∩A)⊕ φ(B ∩A′) (3.1)
for all B ∈ An.
Theorem 3.1. Zφ is a subalgebra of An and φ | Zφ is additive.
Proof. It is clear that ∅,Ωn ∈ Zφ and that A
′ ∈ Zφ whenever A ∈ Zφ.
Suppose that A,B ∈ Zφ. We shall show that A∩B ∈ Zφ. Since B ∈ Zφ, we
have that
φ(C ∩A) = φ(C ∩A ∩ B)⊕ φ(C ∩A ∩ B′)
Hence,
φ(C ∩A ∩B) = φ(C ∩ A)⊕ φ(C ∩A ∩ B′)
for all C ∈ An. It follows that
φ(C ∩ A∩B)⊕ φ (C ∩ (A ∩ B)′) = φ(C ∩ A ∩ B)⊕ φ (C ∩ (A′ ∪B′))
= φ(C ∩ A)⊕ φ(C ∩A ∩ B′)⊕ φ [(C ∩A′) ∪ (C ∩ B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A ∩ B′)⊕ φ [(C ∩ A′) ∪ (C ∩B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A ∩ B′)⊕ φ(C ∩ A ∩ B′)
⊕ φ [(C ∩ A′) ∪ (C ∩A′ ∩ B′)]
= φ(C)⊕ φ(C ∩A′)⊕ φ(C ∩ A′) = φ(C)
Hence, A∩B ∈ Zφ. Moreover, if A,B ∈ Zφ, then A
′, B′ ∈ Zφ so A
′∩B′ ∈ Zφ.
Hence, A∪B = (A′∩B′)′ ∈ Zφ. It follows that Zφ is a subalgebra of An. To
show that φ | Zφ is additive, suppose that A,B ∈ Zφ with A ∩ B = ∅. We
conclude that
φ(A ∪ B) = φ [(A ∪ B) ∩ A]⊕ φ [(A ∪ B) ∩A′] = φ(A)⊕ φ(B)
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A general φ ∈ A∗n may have many classical domains and these seem to
be tedious to find. However, Zφ is relatively easy to find and we now give
a method for constructing classical subdomains within Zφ. Since φ | Zφ is
additive, we are partly there and only need to find a subalgebra Z1φ of Zφ on
which φ is multiplicative and not 0. Indeed, the unital condition (H1) then
holds because there exists an A such that φ(A) 6= 0 and hence,
φ(A) = φ(A ∩ C) = φ(A)φ(C)
which implies that φ(C) = 1 where C is the largest element of Z1φ.
An atom in a Boolean algebra is a minimal nonzero element. Let A1, . . . , Am
be the atoms of Zφ. Then A1, . . . , Am are mutually disjoint, nonempty and
∪Ai = Ωn. Moreover, every nonempty set in Zφ has the form B = ∪
 r
j=1Aij .
Define A∗i ∈ A
∗
n by A
∗
i (A) = 1 if and only if Ai ⊆ A, i = 1, . . . , m. Since φ is
additive on Zφ, it follows that φ has the form
φ = A∗i1 ⊕ · · · ⊕ A
∗
ir
on Zφ. We can assume without loss of generality that
φ = A∗1 ⊕ · · · ⊕ A
∗
r
Let Z iφ be the subalgebra of Zφ generated by Ai, Ar+1, . . . , Am, i = 1, . . . , r.
Then φ | Z iφ = A
∗
i , i = 1, . . . , r.
Corollary 3.2. If φ 6= 0, then Z iφ is a classical subdomain for φ, i = 1, . . . , r.
Proof. For simplicity, we work with Z1φ and the other Z
i
φ, i = 2, . . . , r are
similar. Now Z1φ is a subalgebra of An with largest element
B1 = A1 ∪
 Ar+1 ∪
 Ar+2 ∪
 · · · ∪ Am
Now φ | Z1φ = A
∗
1, A
∗
1 is additive and A
∗
1(B1) = 1. To show that A
∗
1 is
multiplicative, we have for A,B ∈ Z1φ that A
∗
1(A ∩ B) = 1 if and only if
A1 ⊆ A ∩ B. Since A
∗
1(A)A
∗
1(B) = 1 if and only if A1 ⊆ A and A1 ⊆ B, we
have that A∗1(A)A
∗
1(B) = 1 if and only if A1 ⊆ A ∩ B. Hence, A
∗
1(A ∩ B) =
A∗1(A)A
∗
1(B). We conclude that φ | Z
1
φ = A
∗
1 is a homomorphism on Z
1
φ.
Example 6. We consider some coevents in A∗3. For φ = ω
∗
1ω
∗
2,
Zφ = {φ, {ω3} , {ω1, ω2} ,Ω3}
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and Zφ is the unique classical domain for φ. For ψ = ω
∗
1 ⊕ ω
∗
2, Zψ = A3 and
the two classical domains for ψ are
{φ, {ω1} , {ω3} , {ω1, ω3}} , {φ, {ω2} , {ω3} , {ω2, ω3}}
For γ = ω∗1 ⊕ ω
∗
2 ⊕ ω
∗
3, Zγ = A3, Z
1
γ = {φ, {ω1}}, Z
2
γ = {φ, {ω2}}, Z
3
γ =
{φ, {ω3}}. The classical domains for γ are
{φ, {ω1} , {ω2, ω3} ,Ω3} , {φ, {ω2} , {ω1, ω3} ,Ω3} , {φ, {ω3} , {ω1, ω2} ,Ω3}
For δ = ω∗1ω
∗
2ω
∗
3, the unique classical domain is Zδ = {φ,Ω3}.
4 Transferring Quantum Measures
This section provides a connection between the previous two sections. We
study a method for transferring a q-measure µ on An to a measure on A
∗
n.
An event A ∈ An is µ-precluded if µ(A) = 0. Since a precluded event A
occurs with zero propensity, if φ ∈ A∗n is a potential reality then A should
not happen in this reality so that φ(A) = 0. If φ(A) = 0 whenever µ(A) = 0
we say that φ is µ-preclusive [14, 15]. It is reasonable to assume that an
actual reality for a system described by a q-measure µ is µ-preclusive.
If A∗n,0 ⊆ A
∗
n, we can place a measure ν on A
∗
n,0 by specifying ν(φ) =
ν ({φ}) ≥ 0 on {φ} for every φ ∈ A∗n,0 and extending ν to the power set
P (A∗n,0) of A
∗
n,0 by additivity. A q-measure µ on An transfers to A
∗
n,0 if there
exists a measure ν on P (A∗n,0) such that
ν
({
φ ∈ A∗n,0 : φ(A) = 1
})
= µ(A) (4.1)
for all A ∈ An [4]. The motivation for (4.1) is as follows. The set{
φ ∈ A∗n,0 : φ(A) = 1
}
is the “dual” of the event A ∈ An in A
∗
n,0 and this gives a method for trans-
ferring events in An to events in P (A
∗
n,0). Then (4.1) gives a corresponding
transfer of the q-measure µ onAn to a measure ν on P (A
∗
n,0). The transferred
measure ν is not unique, in general. If µ transfers to ν, then the quantum
dynamics given by µ can be described by a classical dynamics given by ν.
Moreover, it follows from (4.1) that the set of nonpreclusive coevents in A∗n,0
has ν measure zero.
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It is clear that if µ transfers to A∗n,0 ⊆ A
∗
n then µ transfers to A
∗
n,1 for
any A∗n,0 ⊆ A
∗
n,1 ⊆ A
∗
n. For a q-measure µ on An we define the µ-preclusive
anhomomorphic logic A∗n,µ by
A∗n,µ = {φ ∈ A
∗
n : φ is µ-preclusive}
A coevent φ ∈ A∗n can be considered as a map φ : An → {0, 1} where we
view {0, 1} ⊆ R with the usual addition and multiplication. For A ∈ An
with A 6= ∅ we define φA ∈ A
∗
n by φA(B) = 1 if and only if B = A.
Theorem 4.1. Let µ be a q-measure on An. (a) For A
∗
n,0 ⊆ A
∗
n, µ transfers
to ν on P (A∗n,0) if and only if
µ =
∑{
ν(φ)φ : φ ∈ A∗n,0
}
(4.2)
(b) µ transfers to A∗n,µ.
Proof. (a) If µ has the form (4.2) then for any A ∈ An we have
µ(A) =
∑{
ν(φ)φ(A) : φ ∈ A∗n,0
}
=
∑{
ν(φ) : φ ∈ A∗n,0, φ(A) = 1
}
= ν
({
φ ∈ A∗n,0 : φ(A) = 1
})
Conversely, if µ transfers to ν on P (A∗n,0) then
µ(A) = ν
({
φ ∈ A∗n,0 : φ(A) = 1
})
=
∑{
ν(φ) : φ ∈ A∗n,0, φ(A) = 1
}
=
∑{
ν(φ)φ(A) : φ ∈ A∗n,0
}
We conclude that (4.2) holds.
(b) It is clear that
µ =
∑
{µ(A)φA : A ∈ A, µ(A) 6= 0} (4.3)
Define the measure ν on P (A∗n,µ) by ν(φA) = µ(A) if µ(A) 6= 0 and ν(φ) = 0
otherwise. Applying (4.3) we have
µ =
∑{
ν(φA)φA : φA ∈ A
∗
n,µ
}
=
∑{
ν(φ)φ : φ ∈ A∗n,µ
}
Hence, (4.2) holds and the result follows from (a).
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We conclude from Theorem 4.1(b) that any q-measure µ on An transfers
to A∗n. However, it is desirable to transfer µ to A
∗
n,0 where A
∗
n,0 ⊆ A
∗
n is
as small as possible. This is because such an A∗n,0 will give the simplest
classical dynamics. We can always reduce to preclusive coevents in the sense
that if µ transfers to A∗n,0 then µ transfers to A
∗
n,0 ∩ A
∗
n,µ. Let A
∗
n,b be the
anhomomorphic logic given by
A∗n,b = {φA : A ∈ An, A 6= ∅}
It follows from the proof of Theorem 4.1(b) that any q-measure µ on An
transfers to A∗n,b. We conclude that µ transfers to A
∗
n,b ∩A
∗
n,µ.
The next Corollary shows what happens if the q-measure µ turns out to
be a measure.
Corollary 4.2. Suppose A∗n,0 satisfies A
∗
n,a ⊆ A
∗
n,0 ⊆ A
∗
n. If µ is a measure
on An, then µ transfers to a measure ν on A
∗
n,0 satisfying ν(φ) = 0 unless φ
is additive. Conversely, if a measure ν on A∗n,0 satisfies µ(φ) = 0 unless φ is
additive, then there is a measure on An that transfers to ν.
Proof. If µ is a measure on An then µ has the form
µ =
n∑
i=1
λiδωi (4.4)
where λi ≥ 0, i = 1, . . . , n. Hence, µ transfers to
ν =
n∑
i=1
λiδω∗
i
(4.5)
on A∗n,0 where ν(φ) = 0 unless φ is additive. Conversely, if ν is a measure
on A∗n,0 satisfying ν(φ) = 0 unless φ is additive, then ν has the form (4.5).
Hence, the measure µ given by (4.4) transfers to ν.
The next theorem shows that the multiplicative anhomomorphic logic
A∗n,m is not adequate for transferring q-measures. This result was proved in
[2, 4]. However, our proof is simpler and more direct.
Theorem 4.3. If a q-measure µ on An transfers to a measure ν on A
∗
n,m,
then ν(φ) = 0 unless φ is quadratic.
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Proof. We have that
A∗n,m =
{
0, ω∗1, . . . , ω
∗
n, ω
∗
1ω
∗
2, . . . , ω
∗
n−1ω
∗
n, ω
∗
1ω
∗
2ω
∗
3 . . . , ω
∗
1ω
∗
2 · · ·ω
∗
n
}
Since µ(A) = ν
({
φ ∈ A∗n,m : φ(A) = 1
})
we have that µ(ωi) = ν(ω
∗
i ), i =
1, . . . , n and
µ ({ωi, ωj}) = ν(ω
∗
i ) + ν(ω
∗
j ) + ν(ω
∗
i ω
∗
j )
i, j = 1, . . . , n. Now
µ ({ω1, ω2, ω3}) = ν(ω
∗
1) + ν(ω
∗
2) + ν(ω
∗
3) + ν(ω
∗
1ω
∗
2) + ν(ω
∗
1ω
∗
3)
+ ν(ω∗2ω
∗
3) + ν(ω
∗
1ω
∗
2ω
∗
3) (4.6)
Since µ is grade-2 additive we have that
µ ({ω1, ω2, ω3}) =
3∑
i<j=1
µ ({ωi, ωj})−
3∑
i=1
µ(ωi)
=
3∑
i<j=1
ν(ω∗i ω
∗
j ) +
n∑
i=1
ν(ω∗i ) (4.7)
Comparing (4.6) and (4.7) shows that ν(ω∗1ω
∗
2ω
∗
3) = 0. In a similar way, we
conclude that ν(ω∗i ω
∗
jω
∗
k) = 0, i, j, k = 1, . . . , n, i < j < k. Next,
µ ({ω1, ω2, ω3, ω4}) = ν(ω
∗
1) + · · ·+ ν(ω
∗
4) + ν(ω
∗
1ω
∗
2)
+ · · ·+ ν(ω∗3ω
∗
4) + ν(ω
∗
1ω
∗
2ω
∗
3ω
∗
4) (4.8)
Since µ is grade-2 additive we have that
µ ({ω1, ω2, ω3, ω4}) =
4∑
i<j=1
µ ({ωi, ωj})− 2
4∑
i=1
µ(ωi)
=
4∑
i<j=1
ν(ω∗i ω
∗
j ) +
4∑
i=1
ν(ω∗i ) (4.9)
Comparing (4.8) and (4.9) shows that ν(ω∗1ω
∗
2ω
∗
3ω
∗
4) = 0. In a similar way,
we conclude that ν(ω∗i ω
∗
jω
∗
kω
∗
l ) = 0, i, j, k, l = 1, . . . , n, i < j < k < l.
Continuing by induction, we have that ν(φ) = 0 unless φ is quadratic.
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The result (and proof) in Theorem 4.3 holds if A∗n,m is replaced by any
subset A∗n,0 ⊆ A
∗
n,m. Theorem 4.3 also shows that for A
∗
n,0 ⊆ A
∗
n,m, if a
q-measure µ transfers from An to A
∗
n,0 then
µ ({ωi, ωj}) ≥ µ(ωi) + µ(ωj)
i, j = 1, . . . , n, i 6= j. Hence, not all q-measures can be transferred to A∗n,m.
We now investigate a method for finding a “small” A∗n,0 to which a q-
measure on An transfers. As we shall see this method only works for a
specific but large class of q-measures. A q-measure µ on An is pure if the
values of µ are contained in {0, 1}. Let M(An) be the set of q-measures µ
on An such that
max {µ(A) : A ∈ An} ≤ 1
We have seen in Section 2 that the set of signed q-measures on An forms a
finite dimensional real linear space S(An) and it is clear that M(An) is a
convex subset of S(An). Letting P(An) be the set of pure q-measures, we now
show that the elements of P(An) are extremal in M(An). Let µ ∈ P(An)
and suppose that µ = λµ1+ (1− λ)µ2 for 0 < λ < 1 and µ1, µ2 ∈M(An). If
µ(A) = 0, then
λµ1(A) + (1− λ)µ2(A) = 0
so that µ1(A) = µ2(A) = 0. If µ(A) = 1, then
λµ1(A) + (1− λ)µ(A) = 1
so that µ1(A) = µ2(A) = 1. Hence, µ1 = µ2 = µ which shows that µ is
extremal.
Denoting the set of extremal elements of M(An) by ExtM(An) we
have shown that P(An) ⊆ ExtM(An). Our main question now is whether
P(An) = ExtM(An). We first illustrate that P(A2) = ExtM(A2). Let
µ ∈ ExtM(A2). If µ /∈ P(A2) then at least one of the numbers µ(ω1),
µ(ω2), µ(Ω2) is not 0 or 1. Suppose, for example that 0 < µ(ω1) < 1. Then
there exists an ε > 0 such that ε < µ(ω1) < 1 − ε. Define µ1 : A2 → R
+ by
µ1(A) = µ(A) if A 6= {ω1} and µ1(ω1) = µ(ω1)+ε. Also, define µ2 : A2 → R
+
by µ2(A) = µ(A) if A 6= {ω1} and µ2(ω1) = µ(ω1)−ε. Then µ1, µ2 ∈M(A2),
µ1 6= µ2 and µ =
1
2
µ1 +
1
2
µ2. This contradicts the fact that µ is extremal.
Hence, µ ∈ P(A2). The other cases are similar so P(A2) = ExtM(A2).
Theorem 4.4. P(A3) = ExtM(A3).
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Proof. To show that ExtM(A3) ⊆ P(A3) suppose that µ ∈ ExtM(A3) and
µ /∈ P(A3). Then one of the numbers µ(A), A ∈ A 3 r {∅} is not 0 or 1.
Since
µ(Ω3) = µ ({ω1, ω2}) + µ ({ω1, ω3}) + µ ({ω2, ω3})− µ(ω1)− µ(ω2)− µ(ω3)
(4.10)
a second of these numbers is not 0 or 1. There are various possibilities,
all of which are similar, and we shall consider two of them. Suppose, for
example, that 0 < µ ({ω1, ω2}) < 1 and 0 < µ(ω3) < 1. Then there exists
an ε > 0 such that ε < µ ({ω2, ω2}) < 1 − ε and ε < µ(ω3) < 1 − ε. Define
µ1 : A3 → R
+ by µ1(A) = µ(A) for A 6= {ω1, ω2} or {ω3} and µ1(ω3) =
µ(ω3) + ε, µ1 ({ω1, ω2}) = µ ({ω1, ω2}) + ε. Thus, µ1 satisfies (4.10) so µ1 ∈
M(A3). Define µ2 : A3 → R
+ by µ2(A) = µ(A) for A 6= {ω1, ω2} or {ω3}
and µ2(ω3) = µ(ω3) − ε, µ2 ({ω1, ω2}) = µ ({ω1, ω2}) − ε. Again µ2 satisfies
(4.10) so µ2 ∈ M(A3). Also, µ1 6= µ2 and µ =
1
2
µ1 +
1
2
µ2 which contradicts
the fact that µ ∈ ExtM(A3). As another case, suppose that 0 < µ(ω1) < 1
and 0 < µ(Ω3) < 1. Then there exists an ε < µ(ω) < 1− ε and ε < µ(Ω3) <
1 − ε. Define µ1, µ2 : A3 → R
+ by µ1(A) = µ2(A) = µ(A) for all A 6= {ω1}
or Ω3 and µ1(ω1) = µ(ω1) + ε, µ1(Ω3) = µ(Ω3) − ε, µ2(ω1) = µ(ω1) − ε,
µ2(Ω3)+ε. Then µ1, µ2 satisfy (4.10) so µ1, µ2 ∈M(A3). Moreover, µ1 6= µ2
and µ = 1
2
µ1 +
1
2
µ2 which contradicts the fact that µ ∈ ExtM(A3). Since
this method applies to all the cases, we conclude that ExtM(A3) ⊆ P(A3)
and the result follows.
Even though P(An) = ExtM(An) for n = 2, 3 and the counterpart of
this result for measures holds for all n, the result does not hold for all n. The
next example shows that P(A16) 6= ExtM(A16) It would be interesting to
find the smallest n such that P(An) 6= ExtM(An) and describe the form of
elements in ExtM(An)r P(An).
Example 7. It follows from an example in Section 6.1.4 [2] that there
is a µ ∈ M(A16) with µ(Ω16) 6= 0 and there exist no unital, µ-preclusive
φ ∈ A∗16,q. Now suppose that P(A16) = ExtM(A16). Then it follows from
the Krein-Milman theorem that µ has the form µ =
∑
λiµi, λi > 0, µi ∈
P(A16), i = 1, . . . , n. Now µi can be considered as a coevent and our next
result shows that µi is quadratic, i = 1, . . . , n. Moreover, it is clear from the
form of µ that µi is µ-preclusive, i = 1, . . . , n. It follows that µi is not unital
so µi(Ω16) = 0, i = 1, . . . , n. But this contradicts the fact that µ(Ω16) 6= 0.
Hence, P(A16) 6= ExtM(A16).
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If φ ∈ A∗n satisfies the condition φ ∈ M(An) or equivalently φ ∈ P(An),
then we say that φ is a pure coevent. Conversely, if µ is a pure q-measure, then
we call the map µ̂ : An → Z2 with the same values as µ the corresponding
pure coevent. The set of all pure coevents in A∗n is denoted by A
∗
n,p and is
called the pure anhomomorphic logic. It is clear that every coevent in A∗2 is
pure so that A∗2,p = A
∗
2. However, there are only 34 pure coevents in A
∗
3 out
of a total 22
3−1 = 128 coevents [8].
Example 8. Examples of pure coevents in A∗3 are ω
∗
1, ω
∗
1 ⊕ ω
∗
2, ω
∗
1 ⊕ ω
∗
1ω
∗
2
ω∗1ω
∗
2, ω
∗
1⊕ω
∗
2⊕ω
∗
1ω
∗
2, ω
∗
1⊕ω
∗
1ω
∗
2⊕ω
∗
2ω
∗
3, ω
∗
1⊕ω
∗
2⊕ω
∗
1ω
∗
2⊕ω
∗
1ω
∗
3, ω
∗
1⊕ω
∗
1ω
∗
2⊕
ω∗1ω
∗
3 ⊕ ω
∗
2ω
∗
3, ω
∗
1 ⊕ ω
∗
2 ⊕ ω
∗
3 ⊕ ω
∗
1ω
∗
2 ⊕ ω
∗
1ω
∗
3 ⊕ ω
∗
2ω
∗
3 and the rest are obtained
by symmetry. An example of a φ ∈ A∗3 that is not pure is φ = ω
∗
1 ⊕ ω
∗
2 ⊕ ω
∗
3.
Indeed, φ(Ω3) = 1 and
φ ({ω1, ω2}) + φ ({ω1, ω3}) + φ ({ω2, ω3})− φ(ω1)− φ(ω2)− φ(ω3) = −3
Another example of a nonpure element of A∗3 is ψ = ω
∗
1 ⊕ ω
∗
2ω
∗
3. Indeed
ψ(Ω3) = 0 and
ψ ({ω1, ω2}) + ψ ({ω1, ω3}) + ψ ({ω2, ω3})− ψ(ω1)− ψ(ω2)− ψ(ω3) = 2
Lemma 4.5. If φ ∈ A∗n,p, then φ is quadratic.
Proof. We must show that if φ satisfies
φ(A∪ B∪ C) = φ(A∪ B)+φ(A∪ C)+φ(B∪ C)−φ(A)−φ(B)−φ(C) (4.11)
then φ satisfies
φ(A∪ B∪ C) = φ(A∪ B)⊕φ(A∪ C)⊕φ(B∪ C)⊕φ(A)⊕φ(B)⊕φ(C) (4.12)
Suppose the left hand side of (4.12) is 1. Then there are an odd number of
1s on the right hand side of (4.11). Hence, the right hand side of (4.12) is 1.
Suppose the left hand side of (4.12) is 0. Then there are an even number of
1s on the right hand side of (4.11). Hence, the right hand side of (4.12) is 0.
We conclude that (4.12) holds so φ is quadratic.
Let C(An) be the positive cone generated by the set P(An). Thus µ ∈
C(An) if and only if µ has the form µ =
∑
λiµi, λi > 0, µi ∈ P(An). The
next result follows from Theorem 4.1(a).
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Corollary 4.6. A q-measure µ transfers to A∗n,p if and only if µ ∈ C(An).
Motivated by Corollary 4.6 one might conjecture that if every q-measure
in C(An) transfers to A
∗
n,0, then A
∗
n,p ⊆ A
∗
n,0; that is, A
∗
n,p is the smallest
subset of A∗n to which every q-measure in C(An) transfers. The next example
shows that this conjecture does not hold.
Example 9. We have that
A∗2,p = A
∗
2 = {0, ω
∗
1, ω
∗
2, ω
∗
1 ⊕ ω
∗
2, ω
∗
1ω
∗
2, ω
∗
1 ⊕ ω
∗
1ω
∗
2, ω
∗
2 ⊕ ω
∗
1ω
∗
2, 1}
Let φ1 = ω
∗
1, φ2 = ω
∗
2, φ3 = ω
∗
1 ⊕ ω
∗
2, φ4 = ω
∗
1ω
∗
2, φ5 = ω
∗
1 ⊕ ω1ω
∗
2 and
φ6 = ω
∗
2 ⊕ ω
∗
1ω
∗
2. If µ is an arbitrary q-measure on A2, then µ transfers to a
measure ν on A∗2 and we have that
µ(ω1) = ν ({φ ∈ A
∗
2 : φ(ω1) = 1}) = ν(φ1) + ν(φ3) + ν(φ5) + ν(1)
µ(ω2) = ν ({φ ∈ A
∗
2 : φ(ω2) = 1}) = ν(φ2) + ν(φ3) + ν(φ6) + ν(1)
µ(Ω2) = ν ({φ ∈ A
∗
2 : φ(Ω2) = 1}) = ν(φ1) + ν(φ2) + ν(φ4) + ν(1)
Letting A∗2,0 = {φ4, φ5, φ6}, we have that every q-measure on A2 transfers
to A∗2,0. In fact, if µ is a q-measure on A2, then µ transfers to the measure
ν on A∗2,0 given by ν(φ4) = µ(Ω2), ν(φ5) = µ(ω1), ν(φ6) = µ(ω2). This
example also shows that the measure that µ transfers to need not be unique.
For instance, let µ be the q-measure on A2 given by µ(ω1) = 1, µ(ω2) = 1,
µ(Ω2) = 0. Then µ transfers to ν1 on A
∗
2 given by ν1(φ5) = ν1(φ6) = 1 and
ν(φ) = 0, φ 6= φ5, φ6. Also, µ transfers to ν2 on A
∗
2 given by ν2(φ3) = 1 and
ν(φ) = 0 for φ 6= φ3.
Example 10. We use the same notation as in Example 9. We first show
that a q-measure µ on A2 transfers to
A∗2,m = {0, φ1, φ2, φ4}
if and only if µ(Ω2) ≥ µ(ω1)+µ(ω2). If µ transfers to ν, then µ(ω1) = ν(φ1),
µ(ω2) = ν(φ2) and
µ(Ω2) = ν(φ1) + ν(φ2) + ν(φ4)
Hence, µ(Ω2) ≥ µ(ω1 + µ(ω2). Conversely, if µ(Ω2) ≥ µ(ω1) + µ(ω2) then
letting ν(φ1) = µ(ω1), ν(φ2) = µ(ω2), ν(0) = 0 and
ν(φ4) = µ(Ω2)− µ(ω1)− µ(ω2)
23
we see that µ transfers to ν on A∗2,m. We next show that a q-measure µ on
A2 transfers to
A∗2,a = {0, φ1, φ2, φ3}
if and only if
|µ(ω1)− µ(ω2)| ≤ µ(Ω2) ≤ µ(ω1) + µ(ω2)
If µ transfers to ν, then µ(ω1) = ν(φ1) + ν(φ3), µ(ω2) = ν(φ2) + ν(φ3) and
µ(Ω2) = ν(φ1) + ν(φ2). Hence, µ(Ω2) ≤ µ(ω1) + µ(ω2) and
µ(ω1)− µ(ω2) = ν(φ1) + ν(φ2) ≤ µ(Ω2)
µ(ω2)− µ(ω1) = ν(φ2)− ν(φ1) ≤ µ(Ω2)
so the given inequalities hold. Conversely, if the inequalities hold, then letting
ν(0) = 0 and
ν(φ1) =
1
2
[µ(Ω2) + µ(ω1)− µ(ω2)]
ν(φ2) =
1
2
[µ(Ω2)− µ(ω1) + µ(ω2)]
ν(φ3) =
1
2
[µ(ω1) + µ(ω2)− µ(Ω2)]
we see that µ transfers to ν on A∗2,a.
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