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Abstract
Special components of perfect binary codes are investigated. We call such components
i-components. A class of perfect codes of length n with minimal i-components of cardinal-
ity (k + 1)2n−k =(n + 1) for every n = 2s − 1; s¿ 2 and k = 2r − 1; where r = 2; : : : ; s − 1
is constructed. The existence of maximal cardinality nonisomorphic i-components of di4erent
perfect codes of length n for all n = 2s − 1; s¿ 3; is proved. ? 2001 Elsevier Science B.V.
All rights reserved.
1. Introduction
The principal point of our investigation is the i-component structure of single-error
correcting perfect binary codes (brie8y perfect codes). Investigations of i-components
may be helpful for the decision of the complicated problems of the construction
and enumeration of perfect codes. We construct a class of nonextremal cardinality
i-components of perfect codes of length n for every such n: We prove that there exist
maximal cardinality nonisomorphic i-components of di4erent perfect codes of length
n for all n = 2s − 1; s¿ 3: The construction is given by using simultaneously the
switching [13] and the concatenation [8] constructions of perfect codes.
Let C be a perfect code and M be a subset of C. Exchanging the bit in the ith
coordinate of all vectors of M with the opposite bit, we obtain a new set, denoted
by M ⊕ i. We identify with i the vector having one in the ith coordinate and zeroes
elsewhere. A neighborhood K(M) of a set M is the union of spheres of radius one
with centers at the vectors of M . A set M ⊂C is an i-component of a perfect code C
if K(M)=K(M ⊕ i): The set C′=(C \M)∪ (M ⊕ i) is a perfect code and we say that
C′ is obtained from the code C by a switching (or a translation) of an i-component
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M . An i-component is minimal, if it cannot be subdivided into smaller i-components.
We omit the word minimal because we consider below only minimal i-components.
It is known [9,10,14] that upper and lower bounds on the number m of i-components
of an arbitrary perfect code of length n; n= 2s − 1, are given by
26m62(n+1)=2=(n+ 1): (1)
Both bounds can be achieved, see [9,10,13,14]. The cardinality of the minimal
i-components can vary from 2(n−1)=2 to 2n−1=(n + 1). According to [9] there exist
nonextremal cardinality i-components of perfect codes of length n for all admissible
n¿ 7. A perfect code of length n¿ 7 with i-components of di4erent structures and
cardinalities was presented in [1].
2. Denitions
A binary code C of length n is a subset of the vector space En of dimension n over
GF(2). The elements of C are called codewords or vectors. Two codes C; C′⊂En
are said to be isomorphic if there exists a permutation  such that C′ = (C) =
{(x): x ∈ C}: Two codes C; C′⊂En are equivalent if there exists a vector b ∈ En
and a permutation  such that C′ = b ⊕ (C) = {b ⊕ (x): x ∈ C}: The Hamming
distance d(x; y) between two vectors x; y ∈ En is the number of coordinates in which
x and y di4er. The Hamming weight of x ∈ En is given by wt(x) = d(x; 0n); where
0n is the all-zero vector of length n. Let 1n be the all-one vector of length n. The
code distance is given by d=min d(x; y) for any two di4erent codewords x; y ∈ C: A
code C ⊂En of length n is perfect with distance 3 if every x ∈ En is within distance 1
from exactly one codeword of C: It is known [12,15,16] that a nontrivial perfect binary
code has the same parameters as either the Hamming code of length n= 2s − 1; s¿2
with distance 3 or the binary Golay code of length 23 with distance 7. The linear
perfect codes called Hamming codes are unique up to equivalence. There are many
constructions of nonlinear perfect codes. For a survey of them see [2,11].
3. Preliminaries and sketch of the construction
First consider some necessary deLnitions. Let Hn1 ×Hn2 ={(x; y): x ∈ Hn1 ; y ∈ Hn2 } be
the direct product of two Hamming codes Hn1 and H
n
2 of length n: We further identify a
vector x=(x1; : : : ; xn) ∈ En with its block presentation (i1; : : : ; ik) of all those positions
of coordinates of the vector x which are equal to 1. According to this block presentation
the Hamming code Hn contains the Hamming code Hk; k ∈ {1; 2; : : : ; log(n+1)}: Let
further Hk be a maximal cardinality Hamming code in Hn1 ∩ Hn2 :
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Our basic strategy is the following:
1. Find a maximal rank special submatrix in a generator matrix of the code Hn1 ×Hn2 :
It will provide the cardinality of constructing i-components and the number of
these i-components.
2. DeLne a perfect code K2n+1 of length 2n+1 by using the Hamming codes Hn1 and
Hn2 in concatenation construction [8]. Next, we investigate special components of
the minimal distance graph of the code K2n+1 taking into account the structure
of the generator matrix of Hn1 ×Hn2 : The special components of the graph induce
(2n + 1)-components of the code K2n+1: The number of (2n + 1)-components
essentially depends on the cardinality of Hk:
4. Construction
Consider the Hamming code Hn of length n given by Vasil’ev’s construction
Hn = {(; ⊕ ; ||):  ∈ E(n−1)=2;  ∈ H (n−1)=2}; (2)
where || = 1 + · · · + (n−1)=2 (mod 2) for  = (1; : : : ; (n−1)=2) and H (n−1)=2 is the
Hamming code of length (n− 1)=2 = 2s − 1; s¿2.
According to Glagolev’s lemma, see in [4] (see also [7]), for any binary linear code
of length n and distance d there exists a binary linear code of length n and distance d
with the rows of its generator matrix among the codewords of weight d: As mentioned
above Hamming codes are unique up to equivalence. Therefore there exists a generator
matrix of the Hamming code whose rows are among the codewords of weight 3.
Proposition 1. For the Hamming code of length n; n¿7; there exists a generator
matrix with all rows of weight 3.
Proof. We construct such a generator matrix of the Hamming code by induction. If
n=3 the Hamming code H 3 is generated by codeword (1; 2; 3): Let Gn with n−log(n+
1) rows of weight 3 be the generator matrix of the Hamming code Hn:
Let Gn ∪ {(i; n+ i; 2n+ 1): i= 1; : : : ; n} be the set of rows of the matrix G2n+1: We
will also use for a generator matrix G the description by the set of its rows and denote
it again by G. According to (2) the vector (i; n + i; 2n + 1) belongs to the Hamming
code H 2n+1; i = 1; : : : ; n; and Hn⊂H 2n+1 and G2n+1⊂H 2n+1: By the construction of
G2n+1, the rank r(G2n+1) of the matrix is equal to 2n− log(n+1): Therefore G2n+1 is
the generator matrix of H 2n+1 with rows of weight 3.
Proposition 2. There exist Hamming codes Hn1 and H
n
2 of length n¿7 containing H
k
as a maximal cardinality Hamming code; where k =2r − 1; r ∈ {1; 2; : : : ; log(n+1)}:
Proof. The proof is by induction on s; s= log(n+ 1); s¿3:
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Let s= 3, i.e. n= 2s − 1 = 7: There are three cases.
(a) Let
G71 = {(123); (167); (257); (347)};
G72 = {(125); (147); (267); (357)};
i.e. G71 ∩ G72 = ∅: Therefore, we have the trivial Hamming code {07} in H 71 ∩ H 72 :
(b) Let
G72 = {(123); (147); (267); (357)};
i.e. |G71∩G72 |=1: Hence we have a maximal cardinality Hamming code H 3 in H 71 ∩H 72 :
(c) Let |G71 ∩ G72 |= 4; then G71 = G72 and H 71 = H 72 :
Assume now that for any s; s = log((n + 1)=2); two Hamming codes H (n−1)=21 and
H (n−1)=22 containing a maximal cardinality Hamming code H
k of length k, where k =
2r − 1; r ∈ {1; 2; : : : ; log((n+ 1)=2)}, are given.
Using Proposition 1, one can construct generator matrices Gn1 and G
n
2 of Hamming
codes Hn1 and H
n
2 of length n containing H
k as a maximal cardinality Hamming code.
Let the set
Gn1 = G
(n−1)=2
1 ∪ {(i; i + (n− 1)=2; n): i = 1; : : : ; (n− 1)=2}
from Proposition 1 be the generator matrix of the Lrst Hamming code Hn1 :
Let the generator matrix of the other code Hn2 be
Gn2 = G
(n−1)=2
2 ∪ {(i; n(i) + (n− 1)=2; n): i = 1; : : : ; (n− 1)=2};
where n is a permutation on the set {1; : : : ; (n−1)=2} such that n(i) = i; i=1; : : : ; (n−
1)=2: For example n is a cyclic shift.
By the construction of Gn1 and G
n
2 ; G
n
1 ∩Gn2 =G(n−1)=21 ∩G(n−1)=22 and codes Hn1 ; Hn2
generated by Gn1 and G
n
2 respectively are Hamming codes of length n containing H
k
as a maximal cardinality Hamming code.
If G(n−1)=21 = G
(n−1)=2
2 and n is the identity permutation then, evidently, G
n
1 = G
n
2
and Hn1 = H
n
2 :
From Proposition 2
Gn1 =
(
Gk
A
)
; Gn2 =
(
Gk
C
)
for some matrices A and C; respectively, where Gk is a generator matrix of Hk:
As mentioned above, let Hn1 × Hn2 = {(x; y): x ∈ Hn1 ; y ∈ Hn2 } be the direct product
of two Hamming codes Hn1 and H
n
2 of length n: Let further H
n
1 , H
n
2 and H
k satisfy
Proposition 2, where Hk is the Hamming code of length k=2r−1; r ∈ {2; : : : ; log((n+
1)=2)} but r ∈ {1; log(n+ 1)}:
We call a codeword (i; j; l; n+i; n+s; n+l) ∈ Hn1×Hn2 , where s is either equal or not to
j, a special codeword. A set which consists of special codewords is called a special set.
We will use for brevity the notation (i; j; l; Mi; Ms; Ml) for the vector (i; j; l; n+ i; n+ s; n+ l):
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Proposition 3. There exists a special set of cardinality at least 2(n− log(n+1))−k+
log(k+1) of the code Hn1 ×Hn2 for n¿7; n=2s−1 and k=2r −1; r ∈ {2; : : : ; s−1}:
Proof. The main idea of the proof consists of several special linear transformations
of rows of a generator matrix of the code Hn1 × Hn2 . The linear transformations do
not alter rank of the matrix. As the result we will Lnd a submatrix with the required
special rows.
By the construction of Gn1, G
n
2 ; see Proposition 2, the rows of the matrices can be
partitioned in p-subsets containing all triples with the element p= 2t − 1; k ¡p6n:
Let all triples of every p-subset be ordered such that a triple containing the pair (i; p)
stands in the i’th row. By Proposition 2 there exists a permutation p translating the
set P={(p+1)=2; (p+3)=2; : : : ; p−1} into itself such that p(i) = i; i ∈ P; for every
p:
From the maximality of Hk in Hn1 and H
n
2 one has (G
n
1 \ Gk) ∩ (Gn2 \ Gk) = ∅: Let
(Gn1 |Gn2) be the matrix with its ith row the concatenation of the ith rows of matrices
Gn1 and G
n
2 ;
(Gn1 |Gn2) =
(
Gk Gk
A C
)
: (3)
By the construction of Gn1 and G
n
2 ; all rows of (G
n
1 |Gn2) are special.
Change in every p-subset of Gn2 the triple containing the pair ((p − 1)=2; p) into
the triple containing the pair ((p− 1)=2; p− 1): Because the last triple of the p-subset
depends only on the previous rows of Gn2 ; the triple can be easily obtained using linear
combinations of previous triples. Therefore one can begin the process with p-subset
using the inverse order for p; i.e. p= n; (n− 1)=2; : : : ; 2k + 1:
Analyze further the p-subset. Consider the concatenation of ith triple (i; (p− 1)=2+
i; p) ∈ Gn1 with the triple from p-subset of Gn2 containing the pair ((p−1)=2; p−1) for
every i=1; 2; : : : ; (p− 3)=2: The resulting vector is special. Put it in the ith row of the
new matrix. The concatenation of the last ((p− 1)=2)th triple ((p− 1)=2; p− 1; p) ∈
Gn1 with the triple of H
n
2 containing the pair ((p − 1=2; p − 1) gives again a special
vector. Put it in the last row of the pth subset. As a result, we obtain a matrix with
2(n− log(n+ 1))− k + log(k + 1) special rows. Denote it by (A|B), where A is from
Gn1 : Let
D =
(
Gn1 G
n
2
A B
)
:
It consists of 2((n− log(n+1))−k+log(k+1) special rows, which belong to Hn1 ×Hn2 :
Proposition 4. All rows of the matrix B+C; where B; C are described above; consist
of vectors of weight 4 such that the maximal elements of them are di9erent and
belong to the ordered set Tp = {(p+3)=2; (p+5)=2; : : : ; p− 1; p} for every p-subset
of rows of the matrix B+ C:
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Proof. According to Proposition 2 the ith row of a p-subset of the matrix C is (i; i+
(p+1)=2; p); i=1; 2; : : : ; (p− 1)=2: By Proposition 3 the ith row of a p-subset of the
matrix B is (i−1; i+(p−1)=2; p); i=2; : : : ; (p−3)=2; the Lrst row is ((p−1)=2; (p+
1)=2; p) and the ((p− 1)=2)th row is (xp; (p− 1)=2; p− 1) for some xp. Summing up
the ith rows of the matrices C and B; one can easily see that all rows of the matrix
B + C have weight 4 and the maximal elements in the rows are di4erent and belong
to the ordered set Tp = {(p+3)=2; (p+5)=2; : : : ; p− 1; p} for every p-subset of rows
of the matrix B+ C:
Proposition 5. For the code Hn1 ×Hn2 there exists a generator matrix with a special
rows subset of cardinality 2(n− log(n+ 1))− k + log(k + 1); n= 2s − 1; s¿3:
Proof. We prove that the matrix
G =

G
n
1 G
n
2
A B
Gk N


is a generator matrix of the code Hn1 × Hn2 ; where N is zero matrix. The matrix G
contains the submatrix D with the required number of special rows. Using (3) one can
show that the matrix G is equivalent to the matrix

G
n
1 G
n
2
N B+ C
Gk N

 :
It is not diOcult to see that the rank r(G) of G is given by r(G)= r(Gn1)+ r(G
k)+
r(B + C); where r(Gn1) = n − log(n + 1); r(Gk) = k − log(k + 1) and the number of
rows of B+ C is l= n− log(n+ 1)− k + log(k + 1):
We show that r(B+C)=l: Assume that it is not true and there exist rows i1 ; : : : ; ik
in B+C such that i1 + · · ·+ ik = 02n and i1 ¡ · · ·¡ik; where the maximal, non-zero
coordinate of the vector ij has the number ij in the ordered set Tp for some p from
Proposition 4. But among the vectors i1 ; : : : ; ik the vector ik contains an unique (ik)th
coordinate equal to 1, a contradiction.
For a perfect code Cn of length n we deLne the minimum distance graph G(Cn; U )
of Cn with the codewords in Cn as vertices and edges (x; y) ∈ U if and only if the
Hamming distance between x and y is equal to 3. Let G(Cn; Ui) be the spanning
subgraph of G(Cn; U ) with Ui as the subset of all edges (x; y) ∈ U; where the code-
words x and y disagree in the ith coordinate. The subgraph G(Cn; Ui) is introduced in
[9,10], where it is established that the number m of components of G(Cn; Ui) satisLes
inequalities (1). It is not diOcult to see that an i-component Mi of the perfect code
Cn coincides with the set of vertices of one component of G(Cn; Ui): We also, refer
to such components as the i-components of G(Cn; Ui):
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To make the paper self-contained we give the following
Proposition 6 (See Solov’eva [9] and Vasil’ev and Solov’eva [14]). The graph
G(Cn; U ) of a perfect code Cn of length n¿7 contains at least two i-components.
Proof. W.l.o.g. let 0n ∈ Cn: The set of codewords of weight 3 of a perfect code C is
a Steiner triple system STS(Cn) of a code Cn; see [5]. STS(Cn) contains n(n − 1)=6
triples and exactly (n− 1)=2 of them contain one in a Lxed ith coordinate, i=1; : : : ; n:
Then for n¿7 there exists a vector  of weight 3 such that i ∈ : Consider now the
i-component Ri of the graph G(Cn; Ui), where 0
n ∈ Ri: Assume that  ∈ Ri: Then the
codeword  belongs to a path of odd length of Ri because w()=3: Codewords x and
y in every edge (x; y) in the path disagree in the ith coordinate. Therefore i ∈ ; a
contradiction.
We consider now the concatenation construction of perfect codes given in [8], see
also [6]. Let C0; C1; : : : ; Cn and C′0; C
′
1; : : : ; C
′
n be any partitions of the vector space
En into perfect codes (constructions of nontrivial partitions of En using, for exam-
ple, Vasil’ev’s construction can be found in [8]). Let ’ be a permutation on the set
{0; 1; : : : ; n}. Then the code
C2n+1 = {(x; y; |y|): x ∈ Ci; y ∈ C′’(i); i = 0; 1; : : : ; n} (4)
is a perfect code of length 2n+ 1:
Let Hn1 and H
n
2 be the Hamming codes given above and ’ be the identity permu-
tation. Using for the concatenation construction (4) the partitions of En into cosets
Hn1 ⊕ i and Hn2 ⊕ i of the Hamming codes Hn1 and Hn2 respectively, i = 0; 1; : : : ; n; we
obtain a perfect code. Denote it by K2n+1: In the case that Hn1 is not equal to H
n
2 ; the
code K2n+1 is not a linear code, see [3,8].
Let K2n be the code obtained from K2n+1 by shortening of the last coordinate. Let
D2n be the subcode of the code Hn1 ×Hn2 with the generator matrix D given above, see
Proposition 3. Let R2n =
⋃n
i=0(D
2n ⊕ (i; Mi)): From the structure of K2n; R2n⊆K2n and
K2n =
⋃
(∈Gk
(R2n ⊕ ((; 0n)):
Let R2n+1 be an image of R2n if we reconstruct K2n+1 from K2n:
Consider furthermore the graph G(R2n; U ′) with the codewords in R2n as vertices
and the edges (x; y) ∈ U ′ if and only if the Hamming distance between x and y is
equal to 2.
Proposition 7. The graph G(R2n; U ′) is connected for every n= 2s − 1; s¿3:
Proof. According to Proposition 5 the code D2n has a special basis. Then every two
vectors in D2n are adjacent by a path of special codewords like
= (i; j; l; Mi; Ms; Ml);
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where (i; j; l) ∈ Hn1 and (i; s; l) ∈ Hn2 ;  ∈ D: By the construction of the code R2n it
is true that  ⊕ (t; Mt) ∈ R2n for every  = (x; y) ∈ D2n, where x ∈ Hn1 ; y ∈ Hn2 ; and
all t ∈ {1; : : : ; n}: It is true that  ⊕  ∈ D2n by the construction of D2n: Therefore
 ⊕ (i; Mi);  ⊕ (i; j; Mi; Ms) =  ⊕ ⊕ (l; Ml) ∈ R2n:
Then the subgraph G(R2n; U ′) is connected.
Theorem 1. There exists a perfect code of length n with minimal i-components of
cardinality (k + 1)2n−k =(n + 1) for every n = 2s − 1; s¿3 and k = 2r − 1; where
r = 2; : : : ; log(n+ 1)=2:
Proof. We consider the graph G(K2n+1; U ) and show that the subgraph G(K2n+1; U2n+1)
is partitioned into the minimal (2n+1)-components G(R2n+1⊕((; 0n+1); U2n+1); ( ∈ Hk:
By the construction of R2n+1 ⊕ ((; 0n+1) we have
|R2n ⊕ ((; 0n)|= |R2n+1 ⊕ ((; 0n+1)|= 2
n−k(k + 1)
n+ 1
:
The connectivity of the graph G(R2n+1; U2n+1) follows immediately from the con-
nectivity of G(R2n; U ′) given by Proposition 7.
The set R2n+1 ⊕ ((; 0n+1) is a translation of the set R2n+1: So the graph G(R2n+1 ⊕
((; 0n+1); U2n+1) is also connected. It is easy to see that the distance between R2n and
R2n⊕((; 0n) is not less than 3 and the vector ((; 0n) is not special. Therefore, the graph
G(K2n+1; U2n+1) is partitioned into |Hk |= 2k =(k + 1) minimal (2n+ 1)-components of
cardinality (k + 1)2n−k =(n+ 1):
Consequence 1. If r = 2 then the perfect code K2n+1 from Theorem 1 is partitioned
into two (2n+ 1)-components of maximal cardinality for n= 2s − 1; s¿3:
A mapping  between two perfect codes C and C′ such that d(x; y)=d( (x);  (y))
for every x; y ∈ C is called an isometric mapping from C to C′:
A sequence {x1; : : : ; xl} with xi ∈ En is a cycle of length l in En if d(xi; xi+1) =
d(xl; x1) = 1; i = 1; : : : ; l− 1 and d(xi; xj)¿2 elsewhere.
Theorem 2. There exist maximal cardinality nonisomorphic i-components of di9erent
perfect codes of length n¿ 7:
Proof. Compare the structure of the perfect code K2n+1 from Consequence 1 with the
structure of the perfect code C2n+1 presented in [14], n = 2s − 1; s¿ 3; see also [9].
The code C2n+1 is partitioned into (2n + 1)-components of maximal cardinality and
can be constructed by the approach given above with some unessential changes. In this
case, we use Proposition 6 and in (4) cosets of two Hamming codes, which contain
only trivial Hamming code {0n}:
It is easy to see that every (2n+1)-component of the graph G(K2n+1; U2n+1) contains
cycles of length 4, for example,
{02n+1; (1; M1; 2n+ 1); (2; M2; 2n+ 1); (1; 2; M1; M2)}:
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At the same time a (2n + 1)-component of the graph G(C2n+1; U2n+1) does not
contain cycles of length 4 at all. Then the (2n + 1)-components of codes K2n+1 and
C2n+1 are not isometric and therefore they are not isomorphic.
Remark. The technique given above allows one to construct sets of perfect codes of
length n with more complicated structures of i-components of di4erent cardinalities
for all n = 2k − 1; k ¿ 3; by using, for example, codes from [1] as starting codes by
induction.
However, the question of enumerating all possible sizes of minimal i-components of
perfect binary codes remains open.
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