Introduction
Reliability of the system or information/statement is the main concern of today's world. Every walk of life is attached to the reliability. Divergence measure is the main concern to control the reliability. How much divergence is from the goal or target to be achieved? For any type of divergence, the main concern is for the strategies which one has considered to achieve that goal or target. Basically strategies are concerned with probabilities of that event. Hence, here in the present communication, we are concerned about probabilistic divergence measures in information theory. There are two types of divergence measures which we have considered -symmetric and nonsymmetric. Our main concern is with non-symmetric divergence measures. Recently a lot of literature is available in this direction of non-symmetric divergence measures viz. Dragomir [4] , [5] , Dragomir et al [6] , [7] Csiszar [2] , [3] , S.Kullback and R.A.Leibler [14] , Prem Nath and Ranjeet Singh [17] P. Kumar and I.J.Taneja [12] , [13] , I.J.Taneja [21] , [22] . The whole literature presents the probabilistic divergence measures and their inequalities. Due to the importance or utility or weight or priority, we have considered the weights of the strategies or probabilities. In 1968, Guiasu [8] considered weighted distribution corresponding to probability distribution and attempted "Weighted Entropy" corresponding to Shannon Entropy. It was due to the fact that presently most of the phenomenon/systems are not free from event's importance/utility or achieving the goal or the target considered. Many researchers have enhanced the studies further in this direction viz. Picard [15] , Bouchan [1] , Sharma -Man-Mohan-Mitter [18] , Kapur [10] , Singh and Bhardwaj [19] , Hooda and Tuteja [9] , Taneja H.C. [20] , Om Parkash [16] .Recently there is a lot of work in divergence measures-Symmetric and Non-Symmetric. But in this communication, we will be concerned mainly with the study of Non-Symmetric weighted JS-AG, a unified divergence measure of type s,
R s ∈ ∀
and its bounds and inequalities among its particular cases. Some bounds for relative J-Divergence Measure of type s, R s ∈ ∀ and its particular cases have been obtained. Application to business has been attempted in section-3. Share market problem for two days of thirty companies has been considered. Their numerification and graphical representations have witnessed the nature of divergence measure as non-symmetric. So, the divergence approach in decision making process for profit maximization has been illustrated.
Let us consider the following Information Scheme: 
Weighted
NonSymmetric Relative Arithmetic-Geometric Divergence:
Adjoint of Weighted NonSymmetric Relative ArithmeticGeometric Divergence:
5.
Weighted Non-Symmetric Relative J-Divergence:
Adjoint of Weighted NonSymmetric Relative JDivergence:
Section-2 presents the bounds among the particular cases of JS-AG non-symmetric weighted divergence measure. As Weighted Non-Symmetric Relative J-Divergence of type s, R s ∈ ∀ has been also considered, so bounds are involved for its particular cases. Some other bounds for non-symmetric weighted divergence measures in terms of symmetric weighted divergence measures have also been presented. Application to business-share market, switching from one share to another share utilizing Weighted Divergence Measures in decision making process has been exemplified with their graphical representation in section-3. Analysis for profit maximization has been made on a particular day. This decision helps one daily to check the situation for profit or loss.
Section-2
Here we present the generalized NonSymmetric Unified Weighted JS-AG Divergence Measure and Non-Symmetric Weighted Relative JDivergence Measure of type s,
R s ∈ ∀
and their adjoints.
Non-Symmetric Unified Weighted JS-AG
Divergence of Type s:
3.
Non-Symmetric Weighted Relative JDivergence of Type s:
4. Adjoint of ( ) There are certain models of probability distributions such as:
• The probabilities are given in decreasing order i.e monotonically decreasing. • The second model is the probabilities are given in increasing order i.e monotonically increasing.
• The third model of the probability distribution is that the probabilities increase upto a certain stage and then decrease. • The fourth model of the probability distribution is that the probabilities increase upto a certain stage and then decrease to a certain stage and then uniform. • The fifth model is of uniform probabilities.
• The sixth model is that the probabilities are given randomly. So, here in this case, we have considered the first model when the probabilities are given in decreasing order. Same is the case of weighted distribution due to the fact that probabilities are functions of weights, Kapur [10] . The following data has been extracted from the Economic Times. Probabilities have been calculated with the help of this data. These probabilities are in decreasing order. 
Section-4 Decision Making Process for Profit Maximization through Weighted Kullback-Leibler Divergence:
In the present section, we consider K(P//Q;W), the another weighted non-symmetric divergence measure for the same type of decision making process for profit maximization in share market business. We will try to exhibit the pattern which is followed by these two divergences and would try to conclude which one is suitable according to the situation. Now consider the same data for K(P//Q;W) and K(Q//P;W), we have the numerification of these measures. Now we are able to present the graphical representation of Weighted Non-Symmetric Divergence K(P//Q;W). . In this divergence measure, we get profit (positive value), no profit no loss (zero), loss (negative value). So, we can suggest the investor to invest accordingly. Conclusion: In this study, we found that weighted Kullback-Leibler divergence measure K(P//Q;W) is much better than weighted chi-square divergence measure. Chi-square divergence measure gives only positive divergence or zero, which is the drawback due to the fact that in case of melting down situation any share may go down i.e. loss in investment. Kullback- Leibler divergence measure gives the correct analysis as it is positive (Profit), zero (No loss no gain) and negative (Loss).
As everyone wants to have maximum profit/ minimum loss, he should go for maximum divergence to gain maximum profit. These weighted divergence measure helps us to calculate maximum divergence.
These information theoretical divergence measures can also apply in planning, forecasting (climatic change), agriculture and diversion from one brand to another brand. Hence we can use K(P//Q;W) for analysis in real life problems as it is clear from the study.
