Abstract
Bilinear Modeling of Batch Processes. Part III: Parameter Stability
Introduction

20
Batch processing plays an important role in the production of high value-added products, such as in 21 the pharmaceutical, food, semiconductor, and biochemical industries, among others. The final goal of a 22 monitoring scheme in a batch process is safe and stable operation, to maintain the release of high quality 23 product and to minimize the waste of product in off-spec batches. For this purpose, these schemes must be 24 designed in such a way that faults, failures and disturbances can be accurately and early detected, allowing 25 the subsequent diagnosis of their potential causes. Once these causes have been diagnosed, actions in the 26 process can be taken, restoring the faulty operation to a normal operating condition (NOC).
27
For the design of monitoring schemes, the measurements of J process variables collected at K different after variable-wise unfolding -i.e. X (IK × J); if all possible LMV are added, the resulting matrix is the 1 Provided the batch process is under tight control so that the process can be considered to be stationary in the batch dimension of evolving models are Uniformly Weighted Moving Window (UWMW) [30] and Exponentially Weighted is of interest or has the same importance in bilinear modeling [6] . UWMW models are based on modeling 140 the information contained into a window of width n k , i.e. the measurements collected at the k-th current 141 sampling point with those of the immediate n k LMVs. This information can be also seen as a local model 142 at the k-th sampling time where n k LMVs are included as observations -i.e. X (n k I × J)-(see Figure   143 1(f)) or as variables -i.e. X (I × n k J)-(see Figure 1(h) ). In contrast, EWEW models incorporate all the 144 lagged measurements to the k-th current sampling point, which are weighted following an exponentially 145 decreasing profile associated to the weighting factor λ k ∈ [0, 1]. With this factor, the measurements are 146 losing importance over the batch duration and their contribution to the covariance matrix is down-weighted One of the advantages of these K-model approaches is that they are capable of capturing varying dynamics 152 of certain order. The main drawback is the generation and maintenance of a high number of sub-models.
153
For the reduction of sub-models, some authors proposed to calibrate independent linear models for each one
154
of the process stages (the so-called multi-stage approach) [2, 31] or separately model segments of batch data 155 that are well approximated by a linear model (PCA or PLS) [32] . For more detail on the structure of the 156 different K-model approaches, the interested reader is referred to the first paper of the series [6] .
157
The hierarchical approach is based on combining the past and current information at each sampling consensus matrix R k . This matrix is then used to calculate the overall scores vector t k , which represents 164 the total process variation up to the sampling point k. For more details, the reader is referred to [33] . 
Material and methods
173
The different modeling approaches under study are compared in terms of parameter stability using 174 data from realistic simulations of a fermentation process of the Saccharomyces cerevisae cultivation. Two 175 data sets were generated based on the biological model of the aerobic growth of S. RGTW algorithms) are chosen (see Table 1 ). For the DTW-based synchronization on raw batch data, the 198 reference batch selected in both data sets is is that whose batch length is the closest to median length from 199 the first data set: batch #12. This is also the reference batch for the RGTW-based synchronization on raw 200 batch data. The rest of conditions and constraints, both for the classical DTW and the RGTW algorithm,
201
are set according to [19, 20] . The TLEC is carried out in raw batch data by linearly interpolating 209 202 data points (the length of the reference batch, batch #12 belonging to the first data set) in each batch. 
where θ N SD θ k /K, where N SD θ k is assessed by following Equation (1)).
246
When including LMVs, exception made for BW models, data from a specific sampling time are used more 247 than once to fit parameters in the same (BD) or different submodels (e.g. UWMW). When this occurs, Batch data synchronized by all the synchronization approaches under study (see Table 1 ) are employed
256
to study the effect of batch synchronization on parameter stability in Section 4. To proceed with the 257 comparison of the rearranging methods in terms of parameter stability in Section 5, for the sake of easy 258 understanding only the two data sets synchronized by using the RGTW algorithm are used. Comparing SCT-based synchronization and re-synchronization, some findings are worth being high- i.e. mean and standard deviation-(see Table 3 (a)) using the preprocessing and synchronization approach as is inherited in the loadings (see Table 3 (b)). This will be discussed in detail in next section.
315
In order to check if there are statistically differences among modeling and synchronization approaches, an
316
ANOVA was performed on the NSD values of the PCA modeling parameters -i.e. first loading vector-(see 317   Table 3 (a)). This yielded that both, both the effects of the synchronization and the modeling approach are 318 statistically significant (p-value < 0.05). In order to find out specific differences, the 95% confidence Least 
Batch-wise unfolding
341
As was stated in Section 1, parameter stability depends on two main factors. Firstly, precise identification 342 relies on the availability of a sufficiently large calibration data set. Secondly, the more different the sum-of-343 squares captured by each PC, the more stability in the model parameters [38] .
344
The first question is the amount of calibration data which is enough to identify the parameters accurately.
345
In Figure 4 , the preprocessing information (i.e., means and standard deviations) corresponding to the two 346 data sets generated is compared. At first glance, the preprocessing parameters identified seem to be identical. applying Trajectory C&S on batch data, i.e. SS 0 , (approximately 70%) and differs enough from that cap-tured by PC#2 (SS 2 ≈ 1.800e + 04). Consequently, the loadings of the first PC are expected to be stable.
368
Note that the sum of squares captured from PC#3 onwards are similar and, therefore, their corresponding 369 loadings are not expected to be stable. In the present investigation, we will only focus on those PCs which 370 are expected to be stable in order to draw conclusions about the effect of applying one specific BMSPC 371 method in the stability of the parameters. Thus, parametric instability motivated by a specific BMPSC 372 structure is distinguished from that due to PCs with similar captured variance, which is expected to affect 373 the PCA models independently of the BMSPC method of choice.
374
There is a comment in due regarding the use of a plot like the one in Figure 5 to check for stability of the 375 model parameters. The sum-of-squares in the curves are a pool of the data corresponding to the different 376 sampling times and process variables. Nonetheless, this pool may not be representative of some parts of the 377 data and should be checked with the loading vectors and, subsequently, with the raw batch trajectories.
378
In Figure 6 , the two loading vectors corresponding to the first PC obtained for the two data sets generated 
448
This result is expected since batch-dynamic is a generalization of variable-wise and batch-wise (its number
449
of parameter-to-number of observation ratio is higher than variable-wise, but lower than batch-wise). Figure   450 10(b) also shows that the auto-correlation in the data is so high that the loadings for one variable and its 451 lagged version are almost identical. 
456
All the models shown correspond to sampling time k = 10 in the data sets and in all the cases data were
457
Trajectory C&S.
458
Essentially, the instantaneous relationships captured in the models are the same (i.e. the loading vector 459 profiles are basically similar). Nevertheless, this does not necessarily has to generalize for other processes 460 or numbers of LMV. In Figure 11 , the N SD between the loadings corresponding to both data sets are also (the curve of Figure 13 converges to the NSD value of Figure 11(a) ). It apparently suggests that the lower 517 the weighting factor, the more stable the model parameters in the first loading vector. This is coherent with 518 the results observed for BW and local models and the discussion at the end of previous section.
519
Conclusions
520
This is the third paper of a series devoted to study the properties of bilinear batch modeling approaches.
521
The first companion paper [6] presents a theoretical analysis of the principal modeling approaches focused on the number of parameters-to-number of observations ratio is much higher in Trajectory C&S than in 545 Variable C&S. As was expected, the parameter stability found in this study was lower in the former 546 than in the latter.
547
• Rearranging method. Uncertainty found in the preprocessing parameters is directly inherited in the 548 loadings, decreasing their stability. Depending on the type of rearranging method performed on the 549 3-way batch data matrix, this uncertainty is considerably changed. Those methods that introduce 550 more variables in the model (BW, BD, UWMW and EWEW in its variable-wise version, and AHKM, 551 being the latter a particular case due to its adaptive nature) showed less stability in comparison to 552 those methods that introduce more observations (VW, UWMW and EWEW in its observation-wise).
553
As a side reserve effect, when a number of LMVs are added, the underlying autocorrelation and lagged 554 cross-correlation in data may slightly reduce the uncertainty in the loadings, as a smoothing effect.
555
However, in general speaking, the less LMV as new variables, the more stability in loadings.
556
Although this paper has been focused on the parameter stability of the different synchronization and modeling approaches, there is a paramount comment which is in due. For those modeling approaches where 558 the number of parameters depends on the number of sampling points throughout the batch, the sampling 559 frequency may be seen as a method to artificially modify the parametric uncertainty. Moreover, the lower the 560 sampling frequency, the smaller the difference among modeling approaches in terms of parameter stability.
561
This fact must not mislead practitioners in the decision-making about the modeling approach and the 562 sampling frequency to use. Also, the fact that the parameters present low uncertainty does not guarantee 563 the corresponding model is adequate for the specific process at hand and the model goal. For instance,
564
Variable C&S, although yielding stable parameters, is not focused on the source of variability of interest in 565 BMSPC (the deviation from the common trend). In addition, models with a low number of LMV may provide 566 poor prediction performance. Hence, the modeling approach must not be selected from the consideration of 567 the parameter stability alone. The findings of the present paper need to be combined with those from the 568 companion papers for a proper choice. Finally, note that the case study presented is limited to a specific 569 batch process, the fermentation of the Saccharomyces cerevisiae.
570
This series of papers have studied three critical factors in the design of accurate monitoring/prediction 571 schemes: the source of variability remaining after preprocessing, process dynamics and parameter stability.
572
The setting of these factors should be balanced in such a way that PCA and PLS models are accurate in 573 fault detection and diagnosis and/or in on-line prediction. 
