Controlling emissions of air pollutants and establishing air quality objectives to improve and protect ambient air quality are very important tasks of Governments. Ozone (O 3 ), one of those pollutants of concern, is not emitted directly into the atmosphere, but is a secondary pollutant produced by reaction between nitrogen dioxide (NO 2 ), hydrocarbons and sunlight. High levels of ozone can produce harmful effects on human health and the environment in general. Therefore, the study of extreme values of ozone represents an important topic of research in environmental problems. Classical extreme value theory has been usually used in air-pollution studies. It consists in fitting a parametric generalized extreme value (GEV) distribution to a data set of extreme values and using the estimated distribution to compute quantities like the probability of exceedance, the quantiles, the return levels or the mean return periods. In this paper, we propose nonparametric methods to esti- 
Introduction
In the last years, numerous studies on air-pollution problems using statistical methods have been published. Generally, in these studies, statistical techniques such as time series analysis, regression methods, multivariate statistical analysis or spatial statistics are used to deal with problems like forecasting high levels of a certain pollutant, identifying trends in high levels of this pollutant, or mapping the spatial distribution of this element in a region. One of these pollutants of concern is ozone (O 3 ). Ozone is a natural component of the troposphere, produced by the photochemical reactions of nitrogen (NO x − − NO+NO 2 ) and volatile organic compounds (VOCs). Among other things, these reactions depend on meteorological conditions, like sunlight, temperature, wind speed or wind direction, producing complex seasonal patterns and trends in ozone levels. High ozone levels are taken as indicative of high pollution, representing a risk factor to human life, vegetation or materials. Therefore, due to these risks, controlling those levels as well as other harmful sources which can cause global warming and serious environmental problems is an important task of Governments.
Standards for air pollution are concentrations over a given time period that are considered to be acceptable in the light of what is scientifically known about the effects of each pollutant on health and on the environment. Regarding ozone, the World Health Organization, in the 2005 global update of its quality guidelines (World Health Organization, 2006) , reduced the guideline given in its second edition (World Health Organization, 2000) from 120 µg m -3 (8-hour daily average) to 100 µg m -3 for a daily maximum 8-hour mean. It is considered that ozone levels higher than this value can produce health problems. These problems depend on the sensitivity of each individual and the type of exposure, and go from slight disabilities to permanent damages. However, some countries have developed their own regulations or air quality objectives for protection of human health or protection of vegetation and ecosystems. Usually, these regulations are based on the number of exceedances of a established value (threshold) in a period of time. Therefore, it is obvious the importance of carrying out statistical analyses to estimate the probability of obtaining an ozone level higher than a threshold, or to estimate the mean number of times that a threshold could be exceeded in a certain period of time. In the present paper, we focus on those and other related estimation problems, using nonparametric methods. Furthermore, we use nonparametric regression techniques to analyse the trends of very high values of ozone. These methodologies can help environmental agencies to give out public health warnings or to evaluate the effectiveness of their regulation programs, for example. While in some papers statistical analysis of environmental ozone data are tackled using time series analysis (Prybutok et al., 2000; Slini et al., 2002; Dueñas et al., 2005; Liu, 2009; Kumar and Jain, 2010) , in the present work a combination of nonparametric methods and extreme value theory is used.
The statistics of extremes (Gumbel, 1958; Leadbetter et al., 1983 ) plays a very important role to deal with some of the problems described at the end of the previous paragraph. This methodology has been usually used in many fields of environmental studies such as climatology (Elsner et al., 2006; Perrin et al., 2006; Rajabi and Modarres, 2008) , hydrology (Katz et al., 2002) , agricultural management (Gomes et al., 2003 ) and many others. There are also interesting papers in the analysis of ground-level ozone using extreme value theory (see, e.g. Küchenhoff and Thamerus, 1996; Huerta and Sansó, 2007; Reyes et al., 2009; Smith, 1989) . In those papers, classical parametric methods to model extreme values are used. Extreme value theory relies on asymptotic arguments for a sample of an observed data set of extreme values. The basis behind parametric methods in the previous papers is that presented in Leadbetter et al. (1983) , where it is shown that, under general conditions, the distribution of extreme values in stationary processes corresponds to the type of the named generalized extreme value (GEV) distribution. Basically, the GEV distribution is characterized by three values, shape, scale and location. Once these parameters are estimated, some other important quantities, such as the probability of exceedance, the quantiles or return levels, or the mean return period, can be estimated. Alternatively, a different kind of ideas based on nonparametric tools can be used in the analysis of these last quantities.
Beginning with Parzen (1962) , extensive statistical literature exists inside what has been called nonparametric curve estimation. This methodology is a flexible and potent tool used to describe the behaviour of univariate and multivariate data sets, because it does not need the specification of a concrete model to work with (such as the normal distribution, or a linear relation).
The nonparametric statistical techniques are, in some cases, a supplement for parametric models, because parametric models are usually well suited only to a sequence of events that have similar causes. Moreover, parametric models can be insensitive to anomalous events, since these models tend to be formulated through experience of relatively conventional activity. The reader can find a wide discussion about the use of smoothing ideas in many statistical problems through the following books: Silverman (1986); Simonoff (1996) ; Wand and Jones (1995) . Nonparametric methods have been also used in applied extreme problems more recently, for example in hydrologic studies (Sharma et al., 1997 (Sharma et al., , 1998 , modelling the earthquake risk (Quintela, 2010) , or in econometric risk analysis (Cai and Wang, 2008) . In those papers, the distribution of annual maxima (AM), partial duration or annual minimum are estimated via nonparametric estimators.
In the present work, nonparametric estimation methods are considered in the study of maximum ozone concentrations. On one hand, nonparametric estimators of the probability of exceedance, the return levels and the mean return period are proposed. On the other hand, nonparametric regression estimators of the trend of the return levels are used to investigate the behaviour of these quantities through time. Similar analyses to estimate these trends were carried out in Reyes et al. (2009) , although they used polynomial regression methods. As nonparametric methods do not assume a prespecified functional form (as linear, quadratic or logistic) for the trend and let the data speak by themselves, more reliable estimates are obtained with our proposal. In that part of the study, we focus on the 95% quantiles. Note that, although nonparametric kernel methods could be notoriously unstable for extreme quantiles, the 95% quantiles are in the range where kernel techniques should provide realiable results. We apply these estimators to ozone real data from the UK.
The content of the paper is as follows. In Section 2, quantities of interest such as the probability of exceedance, the return levels, or the mean return period are defined. Moreover, we briefly describe the classical parametric estimators and our nonparametric proposals to estimate those values. In Section 3, we apply and compare both kinds of techniques (parametric GEV and nonparametric) to ozone data from the UK. Finally, Section 4 collects the main conclusions.
Statistical methods
Suppose X 1 , ..., X n a sequence of extreme values with common distribution function F . In the setting addressed in this paper, these variables can represent the maximum ozone concentrations measured in a specific period of time (24-hours, a month, a year,...). An important function in this context is the function that, for a ozone level c, gives the probability of obtaining a maximum ozone concentration larger than c (per unit of time); that is, the function returning the probabilities of exceedance. It is defined as
Related with (1), the following quantities can be defined (Coles, 2001 ).
For 0 < p < 1, the quantile of order 1 − p of F is defined as the value z p such that
Thus, the T −return level is defined as the value of the observed concentrations that can be expected to be once exceeded during a T −period of time.
It is given by
The mean return period or recurrence interval of a concrete level c is an estimator of the interval of time between events of level c. It can be defined as the inverse of the probability that a level c will be exceeded in one period of time:
As it was pointed out in the Introduction, it is very important to obtain reliable estimators of these values when ozone is the pollutant under consideration. Next Subsections describe two ways to face these estimation problems, the classical parametric approach based on the GEV distribution and the nonparametric approach.
Parametric estimators. The GEV distribution
Classical extreme value theory uses the idea that, under certain regularity conditions (Fisher and Tippett, 1928) , the limit of the distribution function F of the maximum is the GEV distribution function. This function is considered to correspond to one of the following three families,
with θ = (µ, σ, γ). Here, µ is the location parameter, σ > 0 is the scale parameter and γ is the shape parameter. The case of γ = 0 is named the Gumbel distribution.
Based on a random sample X 1 , ..., X n of extreme values, an estimatorθ for θ can be obtained. This can be done using, for example, the probability weighted moments method (Hosking et al., 1985) or by maximum likelihood related techniques (Coles, 2001) . As soon as we getθ, an estimator Fθ for F is derived. Using Fθ, parametric estimators for (1), (3) and (4), given by
and
are immediately calculated. When a particular sample of extreme ozone values, x 1 , ..., x n , is observed, numeric estimates of those functions are computed by substituting the sample values in the expressions of the corresponding estimators.
Nonparametric estimators
As it was indicated in the Introduction Section, nonparametric curve estimation methods do not assume a prespecified functional form for the curve to be estimated. This enables the estimator to fit a wide range of possible curves. Different nonparametric estimators, depending on the curve to be estimated, have been developed in the last decades. Next, nonparametric kernel estimators of the density function, the distribution function and the regression function are briefly described. These estimators allow us to obtain nonparametric estimators of (1), (3) and (4), and of the trends of high ozone levels.
Let X be a continuous random variable, with density function f and distribution function F. Given a random sample X 1 , ..., X n , each X i having the same distribution as X, the Parzen-Rosenblatt nonparametric kernel estima-
In this expression, K is a kernel function and h = h(n) ∈ R + is the smoothing parameter, or bandwidth. While the election of the function K has not play an important role in the fitting of the estimation (normally, K is a density function with some regularity conditions), the election of the bandwidth is more crucial, because the shape of the resulting estimator varies greatly according to its value. If the value of h is small, an undersmooth estimator, with high variability, will be obtained. On the contrary, if the value of h is big, the resulting estimator will be very smooth and farther from the function that we seek to estimate (see, e.g. Silverman, 1986) .
From the relation between a density function and a distribution function, it is also possible to construct a nonparametric kernel estimator of the distribution function, given by the expression
where
From (10), nonparametric estimators of the probabilities of exceedance, the return levels and the mean return period, defined in (1), (2) and (4), respectively, can be immediately obtained. Their expressions are,
Theoretical motivations for this kind of approaches can be found in Youndjé and Vieu (2006).
As it was explained previously, an important step to compute (11), (12) and (13) is to select a bandwidth for the nonparametric estimator of the distribution function. A popular technique to select that bandwidth is the least-squares cross-validation method (Sarda, 1993) .
A different approximation is related to considering some type of quadratic error, such as the Mean Integrated Squared Error (MISE),
and then to select the bandwidth minimizing an asymptotic approximation of this error. This bandwidth is given by:
where Quintela, 2007) . Constant C in (15) depends on the kernel function and the theoretical (unknown in practice) distribution function of the data (Reiss, 1981) . A plug-in approximation of (15) considers the bandwidtĥ
whereĈ is a preliminary nonparametric approximation of the unknown values (Altman and Leger, 1995; Polanski and Baker, 2000) .
The simulation study in Bowman et al. (1998) compares the cross-validation technique with the plug-in method proposed in Altman and Leger (1995) , showing that better results can be obtained with the cross-validation criterion. A disadvantage of the cross-validation method when it is compared with plug-in methods is its worse performance, in terms of computing time.
Certainly, cross-validation involves an integration term, that is needed to be computed numerically. Besides, a sum of n terms, including in each term a new estimator like (10), but computed with a subsample of size (n − 1), has to be calculated. In the present work, we use the iterative method presented in Polanski and Baker (2000) to obtain the bandwidth for the nonparametric distribution function estimators. There are mainly two reasons for this election: the fast computation (here, we are working with large sample sizes) and the best results obtained with this method in our own simulation studies.
See Section 3 of Polanski and Baker (2000) for a description of the way to obtainĈ in (16).
An interesting problem in air-pollution studies is to investigate the be- , the regression
where ε k are random errors, can be used to estimate the trend m(·) of the high values of ozone.
This kind of analysis was used in Reyes et al. (2009) propose to estimate the trends by using nonparametric estimators of the regression function. Specifically, the nonparametric kernel estimator, called the local polynomial regression (LPR) estimator, is used in our analyses. This estimator consists in locally fitting a q-degree polynomial to the observed
, and it can be written as:
q the degree of the local polynomial and h the bandwidth. Similarly to the estimators given in (9) and (10), the bandwidth h is a very important parameter to be selected by the user in order to obtain reliable estimators.
Once again, cross-validation and plug-in methods are the most used here.
Significant references on the LPR estimator, including some guidelines on how to select the bandwidth, are Fan and Gijbels (1996) or Wand and Jones (1995) , for example.
A different approach to tackle this problem would be to use quantile regression (Koenker, 2005; Baur et al., 2004; Sousa et al., 2009 ). Specifically, a nonparametric quantile curve could be directly fitted to the original data set (Koenker, 2005, chap. 7) . This would be a more direct way to deal with this problem. However, model (17) would be in line with a regression model with repeated measurements, the original high ozone level concentrations in each year. Once the quantiles per year are estimated using the nonparametric estimator, a nonparametric regression estimator would represent a good way to obtain the trend of these quantiles through the years. Given the good theoretical and practical properties of these nonparametric estimators, this approach seems to be reasonable.
Application to real data
In this Section the nonparametric estimators presented in the previous Section are applied to ozone real data in the UK. Moreover, the results are compared with those obtained by using the classical parametric estimators described in Subsection 2.1.
The data
Ozone concentration measurements are obtained from the UK Air Quality Coyle et al., 2002) . Taking this into account and in order to carry out a very general study of the nonparametric estimators presented in Section 2.2, we select 6 rural monitoring sites and 6 urban sites, belonging to the AURN network. These stations are selected trying to cover different regions and different type of sites. Table 1 shows the monitoring sites considered in the present study and Figure 1 their locations. All these stations are currently active and they started collecting ozone measurements more than 10 years ago (regarding ozone, the oldest of these 12 stations began working in 1986).
To obtain the results presented in the following Subsection, measurements of hourly ozone concentrations in each monitoring site listed in Table 1 are considered. The data collected in each station go from the specific starting date of that station until the end of 2009.
[ Table 1 
Results
Next, we present the main results of our study summarized in several tables and figures that are representative of the comprehensive research performed. The behaviour of the nonparametric estimators introduced in Section 2.2 is studied and they are compared with the classical parametric estimators presented in Section 2.1. To carry out this comparison, ozone data until 2008 are used to calculate (6), (7), (8), (11), (12) and (13) To get this assumption, the maxima of daily concentration measurements are considered in our analysis. Smith (1989) worked with a similar assumption. In that paper, cluster intervals ranging from 24 hours to 72 hours were selected and no strong sensitivity was found to the election of this value. Similar approaches were followed in Küchenhoff and Thamerus (1996) and Huerta and Sansó (2007) . Anyway, it should be noted that independence is not necessary for correct estimation of the parameters of (5).
It is sufficient that dependence decreases suitable fast with increasing time separation (Perrin et al., 2006) Given a monitoring station and once a sample of daily maxima of hourly measurements is calculated in the period of time under consideration, the first step in our study is to estimate the distribution function of that sample of extreme values. Following the lines indicated in Section 2, this can be done by means of parametric or nonparametric methods. In the first case, location (µ), scale (σ) and shape (γ) parameters must be estimated from the observed sample, while to compute the nonparametric kernel estimator of the distribution function, a kernel function and a bandwidth parameter must be selected. The Gaussian kernel, K(u) = (2π) −1/2 exp (−u 2 /2), −∞ < u < ∞ is used here. Table 2 shows the parameters calculated for each one of the locations considered, using the maximum likelihood method to estimate GEV parameters (in brackets, bootstrap standard deviations of these parameters) and the plug-in bandwidth method proposed in Polanski and Baker (2000) to select h. The free statistical software R (R Development Core Team, 2008) was used to implement the estimators computed in the present paper.
For the parametric versions of these estimators, we use the evir package (S original (EVIS) by Alexander McNeil and R port by Alec Stephenson, 2008).
[ Table 2 Generally speaking, the method consists in, first, computing pointwise intervals with the pre-specified confidence level (95%, for instance) and with the confidence level calculated using a Bonferroni correction (Bonferroni, 1935) .
Then, applying an iterative algorithm, using the generated bootstrap curves, the proper confidence level for the simultaneous intervals is obtained. 
where R(c) is given in (1). A natural estimator of (19) is
whereR(c) could be (11) or (6), respectively, depending on whether a nonparametric or a parametric approach is used. Figure 6 shows the parametric and nonparametric estimations and the real values of this variable for the monitoring sites previously used in Figures 3 and 4 , and the thresholds previously used in Figure 4 . Moreover, this information (ND, the parametric estimations, E(N D) θ , and the nonparametric estimations, E(N D) h ), is reported in Table 3 for the 6 rural monitoring sites and in Table 4 for the 6 urban monitoring sites for the different thresholds. For the sake of comparison, the estimations presented in Tables 3 and 4 are rounded to the nearest integer. Additionally, we include in these tables the mean squared error (MSE), given by [ Figure 6 about here.]
[ We can observe in Tables 3 and 4 (18), with q = 1 (local linear estimator) is used in our research. The Gaussian kernel is also used here, while the bandwidths needed to compute the estimators are selected using the plug-in method proposed in Ruppert et al. (1995) . In Figure 7 , the estimations of the trends throughout the years, jointly with the confidence intervals computed with the row-wise method of Hannig and Marron (2006) , in the rural monitoring sites are presented. Figure 8 shows the same information for the urban monitoring stations.
[ 
Concluding remarks
In this paper, we focus on the problem of analysing ozone extreme values by using nonparametric estimators. Based on the nonparametric kernel estimator of the distribution function, we develop a new methodology to obtain estimators of the probability of exceedance, the quantiles, the return levels and the mean return periods. These functions play an important role in environmental problems because they can be used to estimate or predict high ozone levels. Nonparametric estimation is also useful in showing the trend of the maximum ozone levels of each studied monitoring site over the years, allowing for more accurate and flexible models than those obtained by typical polynomial regression fits.
Although parametric and nonparametric techniques have been compared before, up to our knowledge, this is the first time in which a comparison is made in the context of ozone extreme values. We have been able to observe that nonparametric techniques yield highly accurate estimates of both the interest functions and parameters, and also to capture more complex patterns in the data that those allowed by the classical GEV fits. Perhaps the only disadvantage of the nonparametric methods can be the higher demanding in computational terms (requiring to obtain bandwidth parameters), but that, really, does not suppose a clear disadvantage nowadays.
We would like to stress the fact that the methodology developed here could be applied to other extreme value problems, for example, in hurricanes, rainfall or related problems in hydrology (Loaiciga and Leipnik, 1999; Koutsoyiannis and Baloutsos, 2000) , insurance (Embrechts et al., 1997) , reliability (Melchers, 1999 ) and many others.
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Appendix A. Bootstrap simultaneous confidence bands
In this Appendix, the procedure to obtain the simultaneous confidence bands for the probability of exceedance function R(·), given in (1) is described in detail. A similar approach can be followed to obtain simultaneous confidence bands for the functions defined in (3) or (4).
First, given an initial confidence level, 1 − α, for a small α (α = 0.01 or 0.05, typically), we start by constructing individual (1 − α)-confidence intervals, (ℓ j , u j ), forR(c j ), in a selected grid of ozone levels, c j , j = 1, . . . , k.
For every c j , j = 1, . . . , k, using the nonparametric estimator R h (c j ) given in (11), the sampling distribution of
is approximated. This is done using its bootstrap distribution, from which it is easy to obtain pointwise (1 − α)-confidence intervals. The process is the following:
1. Obtain a bootstrap sample X * 1 , . . . , X * n from the original sample of ozone high levels, X 1 , . . . , X n .
2. With this bootstrap sample, compute an approximated bootstrap version of (A.1), using
where R g (c j ) is the nonparametric estimator of R(c j ) with a pilot bandwidth g. 
Compute the confidence interval as
6. The final bootstrap confidence interval for R(c j ) is
or, considering the expression (A.2), equivalently,
where R * (⌈ The previous algorithm is repeated for every grid point c j , with j = 1, . . . , k and, therefore, k pointwise intervals (ℓ j , u j ), for each valueR(c j ), j = 1, . . . , k are calculated. Individual confidence intervals have approximately the nominal coverage probability (1−α) when they are considered separately (for a particular grid point). However, the probability that the whole growth curve is included in the band depicted by the whole set of intervals is much smaller. This is known as the multiple range testing problem or the false discovery rate in high dimensional statistical problems (Miller, 1991) .
A classical way to correct for multiple testing is the popular Bonferroni approach (Bonferroni, 1935) . In a hypothesis testing context, the idea behind this approach is to consider a new significance level, α Bonf = α J , and compute individual tests using this new level. The resulting multiple test has a multiple level which is much closer to the desired α. However, it is well known that the Bonferroni approach is a conservative procedure. In our context, this means that the joint coverage probability of the confidence band would be larger than the desired 1 − α.
Starting from the conservative Bonferroni approach and the anticonservative individual testing approach, the following algorithm finds an approximate (1 − α)-confidence interval, with a given approximation error δ (typically δ is small in comparison with the nominal α, for instance δ = 
high . Otherwise define α 
