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Abstract
Epilepsy is a neurological disorder characterized by recurrent seizures. The primary objective is to 
present an analysis of the results shown in the training data simulation charts. Data were collected by 
means of the 10-20 system. The “10–20” system is an internationally recognized method to describe 
and apply the location of scalp electrodes in the context of an EEG exam. It shows the differences 
obtained between the tests generated and the anomalies of the test data based on training data. Finally, 
the results are interpreted and the efficacy of the procedure is discussed.
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Resumen
La epilepsia es uno de los trastornos neurológicos comunes caracterizado por convulsiones recurrentes. 
El objetivo principal de este artículo es dar a conocer el análisis de los resultados presentados en las 
gráficas de simulación de los datos de entrenamiento. Los datos fueron recolectados mediante el sistema 
10-20. El sistema “10-20” es un método reconocido internacionalmente, este describe la ubicación de 
electrodos en la cabeza para una prueba de EEG. Se muestran las diferencias obtenidas entre las pruebas 
generadas con las anomalías de los datos de prueba a partir de los datos de entrenamiento. Finalmente, 
se interpretan los resultados y se discute sobre la eficacia del procedimiento.
Palabras clave: Epilepsia, Aprendizaje profundo, Aprendizaje automático, Auto codificación.
1. Introduction
Epilepsy is a neurological disorder characterized by recurrent seizures (Beatriz Pérez Salazar & Lillia 
Hernández López, 2007). These seizures are seen as a sudden abnormal function of the body, often with a loss 
of consciousness, increased muscle mass activity or abnormal sensation (Kuremoto, Kimura, Kobayashi, 
& Obayashi, 2014). Epilepsy is characterized by recurrent seizures in which electrical anomalies in the 
brain’s activity cause an altered perception or behavior (López-Meraz et al., 2009). Patients experience 
various symptoms during seizures, depending on the location and extension of the affected brain region (P. 
Mirowski, Madhavan, LeCun, & Kuzniecky, 2009). 
Generalized seizures involve almost the whole brain, while partial seizures originate in a specific 
region of the brain and remain restricted to that region (Cruces, 2014). Epileptic seizures may cause negative 
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physical, psychological and social consequences, including loss of consciousness, injuries and sudden death 
(Aarabi & He, 2012). So far, the specific cause of epilepsy in individuals is not known, and the mechanisms 
behind seizures are poorly understood (Fuertes, López, & Gil, 2007). Therefore, efforts to diagnose and treat 
the disorder are extremely important (P. W. Mirowski, Lecun, Madhavan, & Kuzniecky, 2008).
The EEG signal is one of the most used in bioinformatics because of its wealth of information 
on human activity. The EEG has been an important clinical tool to evaluate human brain activity (P. W. 
Mirowski, Madhavan, & Lecun, 2007). EEG monitoring provides valuable information about candidates 
that suffer from epilepsy (Valencia et al., 2016). EEG recording of patients suffering from epilepsy shows 
two categories of abnormal activity: abnormal interictal signal recorded between epileptic attacks; and ictal, 
the activity recorded during an epileptic attack (Aliper et al., 2016). Clinical EEG of the scalp is used to 
diagnose and guide therapy for a variety of neurological disorders that include acute attacks and cerebral 
ischemia after a stroke and cardiac arrest (Soleimani-B., Lucas, N. Araabi, & Schwabe, 2012).
Clinical EEG monitoring often employs automatic algorithms to detect epileptiform discharges and 
activity resembling an attack, but most of these tools are plagued by low performance and high false positive 
rates that limit its clinical usefulness (Wang & Shang, 2014). To that end, we present an approximation 
based on the use of autoencoder techniques. The article is divided in three parts: the first presents the 
materials and methods, the second states the results of the simulations, with a small discussion, and the last 
asserts the conclusions.
2. Materials and methods
2.1 Machine Learning
There are various conceptual frameworks for Machine Learning. Here we summarize some aspects related 
to the architectures used. Following is a brief description of machine learning algorithms:
Logistic regression is a well-established classification technique that is widely used in epidemiological 
studies. It is generally used as reference in comparison with other medical data analysis techniques. Logistic 
regression is also known as logit regression, maximum entropy model (MaxEnt), or log-linear classifier 
(Dreiseitl & Ohno-Machado, 2002). 
Linear discriminant analysis is a linear classifier. These classifiers are attractive because they have 
closed form solutions which can be easily calculated. They can be used to do supervised dimensionality 
reduction, projecting entry data on a linear subspace consisting of directions that maximize the separation 
between classes (Dudoit, Fridlyand, & Speed, 2002).
K-nearest neighbors algorithm (KNN) is a classic learning algorithm based on instances in which a 
new case is classified based on the known class of the nearest neighbor by means of a majority of samples. 
The principle behind the KNN methods is to find a pre-defined number of training samples closest in 
distance to the new point, and to predict their label. The number of samples can be a user-defined constant 
(k-nearest neighbor learning) or vary depending on the local density of points (radius based nearest neighbor 
learning). This type of learning is also called lazy learning because there is no step to construct models and 
all the procedure information (in other words, the search for the nearest neighbor) is done directly during 
the prediction (Dreiseitl & Ohno-Machado, 2002).
The Naive Bayes methods are a set of supervised learning algorithms based on the application of 
Bayes’ theorem with the supposition of interdependence between each pair of characteristics. The algorithm 
works well with heterogeneous data types and also with lost values due to the independent treatment of each 
predictive variable in the construction of the model (Griffis, Allendorfer, & Szaflarski, 2016).
Support-vector machines are a set of supervised learning methods used to detect classification, 
regression and others (Chisci et al., 2010). SVM’s main advantages include: effective in high dimension 
spaces, still effective in cases where the number of dimensions is higher than the number of samples, and 
efficient from the point of view of memory (Chang & Lin, 2011).
The multilayer backpropagation perceptron is the main artificial material of the neural network. 
When there is no hidden layer in the network, this algorithm is equivalent to logistic regression, but it 
can solve more difficult problems with a more complex architecture network. The price of using more 
complex architectures is that it produces models that are more difficult to interpret. In addition, it can be 
computationally more expensive.
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Random forest is a machine learning algorithm of the ensemble family of algorithms methods that 
creates multiple models (called weak learners) and combines them to make a decision in order to increase 
the accuracy of the prediction. The main idea here is to create a “forest” of random decision “trees” and use 
it to classify a new case. Each tree is generated using a random tree of the candidate’s predictor variables 
and a sub-set of random variables. This algorithm can also be used to estimate variable relevance.
The k-means algorithm clusters data by trying to separate samples in n groups of equal variance, 
minimizing a criterion known as the inertia or within-cluster sum-of-squares. This algorithm requires that 
the number of clusters be specified. It adapts well to a large number of samples (Tsai, 2014).
Decision trees are a non-parametric supervised learning method used for both classification and 
regression tasks (Langkvist, Karlsson, & Loutfi, 2014). The goal is to create a model that predicts the value 
of a target variable by learning simple decision rules inferred from the data features (Kurzynski, Krysmann, 
Trajdos, & Wolczowski, 2016).
2.2 “10-20” System
Data are collected by means of the 10-20 system. The “10–20” system is an internationally recognized 
method to describe and apply the location of scalp electrodes in the context of an EEG exam (Alshebeili, 
Alshawi, Ahmad, & El-samie, 2014; Escalona-Morán, Cosenza, Guillén, & Coutin, 2007). The system is 
based on the relationship between the location of an electrode and the underlying area of cerebral cortex. 
The numeric term “10” and “20” means the distances between adjacent electrodes. There is either 10% or 
20% of the total front–back or right–left distance of the skull (Garg & Narvey, 2013). Figure 1 illustrates 
the 10-20 system used.
Figure 1. Location of electrodes for an EEG test (Garg & Narvey, 2013)
This analysis is based on a procedure that allows to characterize the quantity of synchronization and 
clustering that occurs in coupled chaotic oscillators subject to common noise, and it applies these concepts 
to the EEG signals of healthy subjects and epileptic patients (Escalona-Morán et al., 2007). A system of 
coupled oscillators is a set of individual oscillators that are interconnected. The coupled oscillators model 
may be applied to both mechanical systems and solid atomic models (Garg&Narvey, 2013). Just as each 
oscillatory system has an associated oscillation frequency characteristic, a system with multiple coupled 
oscillators has a set of oscillation modes with defined frequency characteristics. This property is used to 
identify the characteristics (Escalona-Morán et al., 2007).
Autoencoders are used to process the signals obtained. Autoencoders for EEG input signals produce 
a reconstructed signal of the nearest possible input signal, giving a fixed number of layers. In this case, they 
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use two neurons each with 50 layers and results are generated through iteration in 100 epochs (D. Wulsin, 
Blanco, Mani, & Litt, 2010).
Our hypothesis is that through autoencoders, the machine learns signal types that are more frequent 
in training data, producing better reconstructions thereof. Similarly, “unusual” or anomalous signals will 
rarely occur in training data, preventing the generative graph models from learning and also reconstructing 
them. Although some aspects of the most common signals appear to be harder to learn by autocoding 
(i.e., components with higher amplitude and lower frequency), it was identified that through this system 
the majority of the aspects of the common signals are learned better than the less common signals (D. 
F. Wulsin, Gupta, Mani, Blanco, & Litt, 2011). Additionally, it estimates the precision with which the 
proposed scheme transforms an x input sample into a z reconstruction through autocoding.
2.3 Input data
Input data correspond to data from the EEG that present a set of 10 columns that represent readings from 
the following points: Occipital (O), Frontal (F), Parietal (P), depending on the 10-20 system focus. The set 
of data are comprised of a total of around eight thousand data and is based on shared public information 
(Escalona-Morán et al., 2007). This set has four subsets.
The research design designates as an input set or training data a total of 80% of the EEG data, and 
the remaining 20% is taken as validation data. A simulation of training data is executed through the use of 
the C4 and O1 channels. A comparison of the results of the simulation of the training data, the prediction of 
anomalies and prediction chart are presented in the results section.
3. Results and discussion
The transformation of the input data in the set of characteristics is called extraction of characteristics. If 
the extracted characteristics are carefully chosen, it is expected that from these we will extract relevant 
information from the input data to conduct the desired characterization (Garg & Narvey, 2013). These are 
extracted to help distinguish between normal and epileptic signal (P. Mirowski et al., 2009; P. W. Mirowski 
et al., 2008, 2007). Following are the charts of the training data simulation. It is possible to contrast the 
result obtained between the C4 (see Figure 2) and O1 (see Figure 3) group of data 
Figure 2. Results of the simulation: C4 training data.
Source: Prepared by the authors using the Anaconda Spyder
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Figure 3. Results of the simulation: O1 training data.
Source: Prepared by the authors using the Anaconda Spyder
Figure 4. Anomalies in the reconstruction of C4 test data
Source: Prepared by the authors using the Anaconda Spyder
Figure 5. Anomalies in the reconstruction of O1 test data
Source: Prepared by the authors using the Anaconda Spyder
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Figures 4 and 5 show the differences obtained between the tests generated with the anomalies in the 
test data. Table 1 is presented as a measure to interpret the results, which displays the data reconstruction 
errors from groups C4 and O1.
Table 1. Errors in the reconstruction of C4
Reconstruction.MSE Rank Reconstruction.MSE Rank
6        4.363190e+06   1.0 6        1.438027e+06   1.0
5        1.979819e+06   2.0 5        1.116391e+06   2.0
7        1.037147e+06   3.0 7        1.029054e+06   3.0
1        8.369630e-06   4.0 8        4.047404e+05   4.0
2        7.464590e-06   5.0 1        9.567050e-06   5.0
4        3.834310e-06   6.0 4        8.281564e-06   6.0
3        2.652784e-06   7.0 2        3.660314e-06   7.0
0        1.585078e-06   8.0 3        3.337196e-06   8.0
Reconstruction.MSE Rank Reconstruction.MSE Rank
6        4.363190e+06   1.0 6        1.438027e+06   1.0
5        1.979819e+06   2.0 5        1.116391e+06   2.0
7        1.037147e+06   3.0 7        1.029054e+06   3.0
Source: Prepared by the authors using the Anaconda Spyder
The EEG signal is one of the most used signals because of its wealth of information on human 
activity. The EEG has been an important clinical tool in evaluating human brain activity. EEG monitoring 
provides valuable information about candidates that suffer from epilepsy. The electroencephalogram record 
of a patient that suffers from epilepsy shows two categories of abnormal activity: interictal, an abnormal 
signal recorded between epileptic seizures; and ictal, the activity recorded during an epileptic crisis.
The training was conducted by progressively refining the hypothesis function. We kept a record of 
events occurred and compared them with historical data to try to detect anomalies. At the end of the process 
(see Figures 6 and 7), the epileptic and normal cases were diagnosed.
Figure 6. C4 set prediction chart
Source: Prepared by the authors using the Anaconda Spyder
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Figure 7. O1 set prediction chart
Source: Prepared by the authors using the Anaconda Spyder
4. Conclusions
This article illustrates the application of a machine learning technique to detect the epileptic disorder, which 
is efficient to distinguish normal and epileptic signals. The autoencoder generated may be used naturally in 
measuring anomalies in EEG signals.
A comparison of raw, unprocessed data with the randomly selected characteristics showed that raw 
data produce a comparable classification and better yield of the anomalies measurement.
We observed that the anomalies showed frequencies in the order of 1000000 in contrast with the 
range of 400 in C4; similarly, in O1 the anomalies in the reconstruction of the data showed frequencies of 
1250000 in contrast with the range of 400 of the training data.
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