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SIMULATIONS AND QUEUEING THEORY: THE EFFECTS OF PRIORITY
AND VIP THRESHOLDS
LAURA SCHUCK
Abstract. Everyone has experienced waiting in lines, whether it is at the airport, the grocery
store, or somewhere in-between. By developing queueing simulations based on mathematical
models of airport security and customs, we explore a variety of questions related to optimal queue
design with respect to efficiency, feasibility, priority, and other prescribed/variable constraints.
1. Introduction/Examples
1.1. Introduction. Queueing theory, the study of waiting in lines, is utilized in a variety of
applications, such as hospitals, traffic lights, and grocery stores. In this work, we focus on applying
simulations of queueing models to airport security and customs. In particular, we are interested
in modifying a priority structure (VIP Threshold) and its effects on customer wait/service time,
number of customers in queue, and server idle time.
Queueing models consist of three basic characteristics: an arrival process, service times, and
service capacity. In this work, we look at an an arrival process that allows for two different types
of customers, Type 1/VIP and Type 2/regular customers. We utilize exponential random variables
to model the arrival process of these two groups, where the average number of customers entering
the system are denoted λ1 and λ2. The figure below depicts this model.
Figure 1. M/M/n queueing model with λi, the average number of customers
entering the system per unit time, and µ, the average number of customers serviced
per unit time.
Including the the existence of VIP customers adds an interesting layer of complexity. Our model
allows VIP customers to pass over regular customers who are waiting in line (though the arriving
VIP will not jump ahead of other VIPs that have arrived).
A business may want to implement a VIP status into their operations to increase profits, e.g.,
businesses may charge customers a fee for the privilege of being a VIP. As a VIP, a customer will
enjoy shorter wait times. Ultimately, a business must weigh the increased profits from VIP fees
against the possibility of making regular customers unhappy (since their wait time may increase).
However, if there is a ‘small’ number of VIP customers, then the regular customers’ wait time may
not not increase significantly.
By multiplying the cost of waiting for Type 1 and Type 2 customers, c1 and c2, with their
arrival rate, λ1 and λ2, and average wait time, E(W1) and E(W2), we look to study the following
cost function,
C = c1λ1E(W1) + c2λ2E(W2).
In particular, we are interested in determining a VIP threshold (number of servers for VIPs), that
minimizes this cost function.
1.2. Examples. Below, we briefly outline some areas where queueing theory is utilized.
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1.2.1. Airports. The airport security process provides a common application of queueing theory.
The arrival rate is the rate at which customers enter airport security, and the service rate is the
rate at which customers go through security. The number of servers corresponds to the number of
security stations, such as metal detectors, the airport has available. The notion of VIP customers
can be thought of as TSA Pre-Check Customers or first-class customers.
1.2.2. Hospitals. The treating of patients at a hospital is another example of queueing theory in
action. The arrival rate is the rate at which customers (patients) enter the hospital check-in area.
Here, a VIP would be someone with a very serious condition, and a regular person would be
someone with a minor issue.
1.2.3. Grocery Stores. Queueing theory can also be seen in the cashier and checkout process at a
grocery store. The arrival rate is the rate at which customers enter the line for checkout. Our
service rate is how quickly customers make it through the checkout process. A VIP in this situation
would be a person with a small number of items, and a regular person would be someone with a
cart full of groceries.
1.2.4. Telecommunications and Networking. Telecommunications and networking are a common
example of queueing theory. In this case, a ‘customer’ could be a packet or information mov-
ing through a computer architecture or network. A VIP in this situation would be a packet or
information that is time-sensitive, and must reach its destination as quickly as possible.
2. Probability Theory
2.1. Exponential Random Variables. In this section, we review needed facts from probability
theory. A random variable is a function that associates a number with each point in an experiment’s
sample space. We denote random variables by capital letters (e.g., X, Y, or Z).
For a discrete random variable, we denote the probability that X = xi by P (X = xi), the
probability mass function (pmf) for the discrete random variable, X. For example, if X denotes
the outcome of a standard 6-sided die roll, then the probability mass function (pmf) for X is
P (X = i) = 16 , for i = 1, 2, 3, 4, 5, 6.
Definition 1. The cumulative distribution function F for any any random variable X is defined
by
F (x) = P (X ≤ x).
In many applications, we allow events to occur at any time (e.g., inter-arrival times and service
times). If a random variable, X, can assume all values on a given interval, then X is called
a continuous random variable. For continuous random variables, a density curve describes the
overall pattern of the distribution.
Definition 2. A function f is a probability density function for the continuous random variable
X, defined over the set of real numbers, if
(1) f(t) ≥ 0 for all real t.
(2)
∫∞
−∞ f(t) dt = 1
(3) P (a < X < b) =
∫ b
a
f(t) dt.
Theorem 1. Let X be a continuous real-valued random variable with density function f(x). Then
the function defined by
F (x) =
∫ x
−∞
f(t) dt
is the cumulative distribution function of X and
F ′(x) = f(x).
Proof. Let A = (−∞, x]. By definition of F , we have
F (x) = P (X ≤ x) = P (X ∈ A) =
∫
A
f(t) dt =
∫ x
−∞
f(t) dt.
Moreover, the Fundamental Theorem of Calculus gives F ′(x) = f(x). 
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Definition 3 (Uniform Distribution). The density of the uniform distribution on [0, 1] is given by
f(t) =
{
1 0 ≤ t ≤ 1
0 t > 1,
and the associated cumulative distribution function is
F (x) =
{
x 0 ≤ x ≤ 1
1 x > 1.
There are many models and applications where we want events to occur at random times and
we will use a continuous random variable X to denote the time between events (e.g., arrivals and
departures). In particular, we model these events with exponential random variables.
Definition 4. The density of the exponential distribution with parameter λ > 0 is given by
fλ(t) = λe
−λt, t > 0.
Moreover, the cumulative distribution function is given by
(1) Fλ(x) = P (X ≤ x) =
∫ x
0
f(t) dt = 1− e−λx, x > 0.
The number λ is a non-negative number whose reciprocal represents the average value of X,
that is E(X) = 1λ (see Theorem 2 below). For example, if the average time between arrivals (or
departures) is 10 minutes, then λ = 110 .
Figure 2. Graphs of y = fλ(t) for λ = 1, λ = 5.5, and λ = 10.
Figure 3. Graphs of y = Fλ(t) for λ = 1, λ = 5.5, and λ = 10.
Theorem 2. Let X be an exponential random variable with parameter λ. Then E(X) = 1λ .
Proof. The definition of fλ along with an integration by parts gives
E(X) =
∫ ∞
−∞
tfλ(t) dt =
∫ ∞
0
tλe−λt dt = −e−λtλt+ 1
λ2
∣∣∣∣∞
t=0
=
1
λ
.

An additional feature of the exponential distribution is the following ‘memoryless property.’
Essentially, the following result says that the probability of an arrival in the next h minutes is the
same if there have been no arrivals for the last t minutes or if an arrival just occurred.
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Theorem 3 (Memoryless property of the exponential distribution). Let X be an exponential
random variable with parameter λ. For non-negative t and h,
P (X > t+ h|X ≥ t) = P (X > h).
Proof. We follow the proof of Lemma 1 in [6, Chapter 20]. By (4) we have
P (X ≥ h) = 1− P (X ≤ h) =
∫ ∞
h
λe−λt dt = −e−λt∣∣∞
t=h
= e−λh.
Thus,
P (X > t+ h|X ≥ t) = P (X > t+ h ∩X ≥ t)
P (X ≥ t)
=
e−λ(h+t)
e−λt
= e−λh
= P (X ≥ h)
which completes the proof. 
3. Theory of the M/M/1 Model
3.1. M/M/1 Model. In this section, we analyze the queueing model with exponential inter-
arrival times (time between arrivals) with mean 1λ , exponential service times with mean
1
µ , and
one server, the so-called M/M/1 queueing model. We follow the notation and presentation of [1]
and [6]. For further information about M/M/n queueing models, see [2], [3], and [4].
Throughout the section, we assume that
(2) ρ =
λ
µ
< 1,
which guarantees our queue length and system does not explode (see (6) below). If ρ < 1, then ρ
is called the occupation rate or server utilization, since it represents the fraction of time the server
is working. (For multi-server systems, the occupation rate is given by ρ = λnµ .)
3.2. Arrival and Departure Process and Steady-State Probabilities. For a given time t,
we define the number of people in a queueing system as the state of the queueing system at time
t. For t = 0, the state of the system is equal to the number of people initially present in the
system. In our models and simulations, we typically take this to be zero, e.g., assuming there are
zero people in security when an airport opens.
Let pn(t) denote the probability that at time t, there are n customers in the system, n = 0, 1, 2, ....
Note that pn(t) is analogous to the n-step transition probability, pn(m), that denotes the probability
that after m transitions, a Markov chain will be in state n. Similar to Markov chains, for many
queueing models, these probabilities will approach limiting or equilibrium probabilities. That is,
as t→∞, pn(t)→ pn where pn are the limiting or equilibrium probabilities. The behavior of pn(t)
before the steady state is reached is called the transient behavior. In what follows, we analyze the
behavior of a queueing system in which the steady state has been reached. For detailed analysis
of the the system’s transient behavior see, [3].
Most queueing systems with exponential inter-arrival times and service times can be modeled
as a birth-death process. A birth-death process is a continuous-time stochastic process where the
system’s state at any time is a non-negative integer. For queueing systems, a ‘birth’ is an arrival,
a ‘death’ is a departure, and arrivals and departures are independent of each other.
Consider the following flow diagram where an arrow indicates possible transitions. A forward
arrow (with rate λ) denotes a transition from state n to n+ 1 (an arrival) and a backwards arrow
(with rate µ) denotes a transition from state n to n− 1 (a departure or service completion).
Figure 4. Flow diagram for the M/M/1 queueing model.
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Notice that the flow from n to n+1 (the number of transitions per unit time from n to n+1) is
equal to λpn (arrival rate × percentage of time the system is in state n). By equating the in-flow
and out-flow between states, we see these steady state probabilities satisfy the following equations
0 = −λp0 + µp1(3)
0 = λpn−1 − (λ+ µ)pn + µpn+1, n = 1, 2, 3, ...(4)
Using (3), we can express p1 in terms of p0, giving
p1 =
λ
µ
p0.
Substituting this relation into (4) for n = 1 gives
p2 =
(
λ
µ
)2
p0.
Moreover, a standard induction argument gives,
(5) pn =
(
λ
µ
)n
p0, n = 0, 1, 2, ...
Since
(6)
∞∑
n=0
pn =
∞∑
n=0
(
λ
µ
)n
p0 = p0
∞∑
n=0
(
λ
µ
)n
= p0
(
1
1− λµ
)
,
and the probabilities pn must satisfy
∑∞
n=0 pn = 1, it follows that
(7) p0 = 1− λ
µ
.
Notice if λµ ≥ 1, the infinite sum in (6) blows up. Thus, no steady-state distribution exists if λµ ≥ 1.
Combining (5) with (7) shows the following result.
Theorem 4. In an M/M/1 queueing model with arrival rate of λ and service time of µ, the steady
state probabilities are given by
pn =
(
λ
µ
)n(
1− λ
µ
)
.
3.3. Steady-States and Little’s Law. From Theorem 4, we can easily obtain explicit formulae
for a variety of interesting values in the M/M/1 queueing model with arrival rate of λ and service
time of µ. For ease of reading/referencing, we define key operating characteristics of a system by
the following:
E(L) = average number of customers present in the queueing system
E(Lq) = average number of customers waiting in line
E(Ls) = average number of customers in service
E(W ) = average time a customer spends in the system
E(Wq) = average time a customer spends in line
E(Ws) = average time a customer spends in service.
Theorem 5. In an M/M/1 queueing model,
E(L) =
λ
µ− λ E(Lq) =
λ2
µ(µ− λ) E(Ls) =
λ
µ
Proof. We follow the arguments of Section 4 in [6, Chapter 20].
For an M/M/1 model where a steady state has been reached, the average number of customers
in the system, E(L), is given by
E(L) =
∞∑
k=0
kpk.
Applying Theorem 4, we obtain,
E(L) =
(
1− λ
µ
) ∞∑
k=0
k
(
λ
µ
)k
.
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Letting S =
∑∞
k=0 k
(
λ
µ
)k
, we see that
λ
µ
S =
∞∑
k=1
k
(
λ
µ
)k+1
=
(
λ
µ
)2
+ 2
(
λ
µ
)3
+ 3
(
λ
µ
)4
+ ...
Subtracting S and (λ/µ)S, we obtain
S −
(
λ
µ
)
S =
λ
µ
+
(
λ
µ
)2
+
(
λ
µ
)3
+ · · · =
∞∑
k=1
(
λ
µ
)k
=
λ
µ
1− λµ
.
Thus,
S =
λ
µ(
1− λµ
)2
and
(8) E(L) =
(
1− λ
µ
)
S =
λ
µ
1− λµ
=
λ
µ− λ.
For E(Lq), we notice that if 0 or 1 people are in the system, then nobody is in line (all in service),
and if there q > 1 people in the system, there are q − 1 people in line. Thus,
E(Lq) =
∞∑
k=1
(k − 1)pk =
∞∑
k=1
kpk −
∞∑
k=1
pk =
∞∑
k=1
kpk −
∞∑
k=0
pk + p0.
Applying (7) and (8), we obtain
(9) E(Lq) =
λ
µ− λ − 1 +
(
1− λ
µ
)
=
λ2
µ(µ− λ.
Lastly, for the expected number of customers in service, we have
E(Ls) =
∞∑
k=1
pk =
∞∑
k=0
pk − p0 = 1−
(
1− λ
µ
)
=
λ
µ
.

Little’s law gives an extremely important relation between the means of the previous result and
E(W ), E(Wq), E(Ws), and λ. For proof of Little’s Law, see [5].
Theorem 6 (Little’s Law). For any queueing system in which a steady-state distribution exists,
the following relations hold:
E(L) = λE(W ) E(Lq) = λE(Wq) E(Ls) = λE(Ws).
Little’s law combined with Theorem 5 gives
E(W ) =
1
λ
E(L) =
1
λ
λ
µ− λ =
1
µ− λ(10)
E(Wq) =
1
λ
E(Lq) =
1
λ
λ2
µ(µ− λ) =
λ
µ(µ− λ)(11)
E(Ws) =
1
λ
E(Ls) =
1
λ
λ
µ
=
1
µ
(12)
3.4. Non-preemptive Priority. In this section, we briefly discuss the M/M/1 system with two
different types of customers, e.g., type 1/VIP and type 2/Non-VIP. Type 1 and type 2 customers
arrive at different inter-arrival rates, denoted λ1 and λ2 respectively. We keep the service times of
all customers the same, that is all customers go through service with a service rate of µ. To ensure
the system does not explode, we assume that
ρ1 + ρ2 < 1,
where ρi = λi/µ. In an M/M/1 queueing system with non-preemptive priority, type 1 customers
have priority over type 2 customers. Priority means that when a type 1 customer arrives, he or she
‘jumps’ any type 2 customers waiting in line. (If type 2 customers are currently in service, then
the type 1 customer must wait until space is available. Systems where type 1 customers are able
to interrupt the service of type 2 customers are called preemptive priority queueing models.)
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The mean wait time of type 1 customers, E(W1), is given by
(13) E(W1) =
1
µ
E(L1) + ρ2
1
µ
,
where E(L1) gives the mean queue length for type one customers. Here, the last term represents
the situation when a type 1 customer finds a type 2 customer already in service (ρ2 gives the
fraction of time the server spends on type 2 customers).
By Little’s Law (λE(W ) = E(L)), we also have that
E(W1) =
1
λ1 + λ2
E(L1).
Combining this with (13) and solving for E(L1), gives
(14) E(L1) =
(1 + ρ2)ρ1
1− ρ1 =
λ1
µ
µ+ λ2
µ− λ1 .
Notice that
E(L1) + E(L2) =
ρ1 + ρ2
1− ρ1 − ρ2 .
Inserting (14) and solving for E(L2) gives the mean queue length for type 2 customers,
(15) E(L2) =
(1− ρ1(1− ρ1 − ρ2))ρ2
(1− ρ1)(1− ρ1 − ρ2) .
4. Simulations/ Background of Simulation
4.1. Events and Run Time. For many interesting queueing models, there is not formulae avail-
able to directly compute operating characteristics of a system (e.g., mean wait time, mean queue
length). Often, attempts to use analytical models to study these values in a queueing model require
substantial simplifying assumptions on the systems - often resulting in an inadequate model for
implementation. In these cases, we utilize simulations to explore interesting modifications.
By assumption, queueing models are dynamic and we need to keep track of the changing state
of our system. In queueing models, there are typically only two events that can change the state
of our system, arrival or departure. The time these events occur are recorded in a variable, often
called ‘Run Time’ or ‘Clock Time’. If we have an arrival, we randomly generate an inter-arrival
time and add it to the current clock time to obtain an arrival time, i.e.,
Arrival Time = Clock Time + Randomly Generated Inter-Arrival Time.
Similarly, if the event is a departure, we randomly generate a service time and add it to the current
clock time to obtain the departure time, i.e.,
Departure Time = Clock Time + Randomly Generated Service Time.
This technique of simulation is called the next-event time-advance mechanism.
Many programming languages have a built in command for creating random numbers with uni-
form distribution. Using the density function for exponential distributions, we can easily simulate
exponential random variables. In particular, for x > 0, the function Fλ (defined in (1)) is a strictly
increasing function with inverse given by
F−1λ (x) = −
1
λ
ln(1− x).
Thus, to simulate values of random variables with exponential distribution from random variables
with uniform distribution, we simply compute the value of the expression
− 1
λ
ln(1− RND),
where RND represents a random number (with uniform distribution) between 0 and 1.
4.2. M/M/1 Queueing Model with Priority. In the next section, we explore queueing models
with the ability to randomly bypass service/security and discuss the simulations needed for this
modifications. Below we briefly compare known theoretical wait times (see (14) and (15)) to
simulated wait times in the M/M/1 queueing model with non-preemptive priority.
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λ1 λ2 µ ρ E(W1) E(W2) Sim E(W1) Sim E(W2)
0 11 12 0.917 DNE 0.916 DNE 0.916
1 10 12 0.917 0.083 1 0.083 0.996
5.5 5.5 12 0.917 0.141 1.692 0.141 1.696
10 1 12 0.917 0.458 5.5 0.458 5.520
Figure 5. Performance characteristics for M/M/1 with non-preemptive priority
along with simulation data from 100 simulations each consisting of 100,000 arrivals.
5. VIP Threshold
In our simulations, we set a number of servers to remain open for a potential VIP arrival. We
call this the VIP threshold, denoted by m. For example, if m = 1, then we always keep one server
open for the possibility of a VIP arrival. This does not have to be a particular server or set of
servers; rather, a specified number of servers is kept open.
The value we input into our simulation for the VIP threshold must be less than the number of
servers, otherwise no regular customers will be able to enter service. If a VIP arrives and there is
space for them in service, we place him or her with a server. However, if a regular person arrives,
then we check to see if our number of servers is less than our VIP threshold. In that case, we will
place the regular person in line until a spot opens up.
Ideally, introducing a VIP Threshold in a ‘large enough’ system will dramatically reduce the
wait time for VIPs, while having a negligible effect on the non-VIP customers. For larger systems,
we are allowed a large VIP threshold without having a significant effect on the regular customers’
wait time. For example, an airport could implement a VIP Threshold to ensure that their VIP
customers (first-class or Pre-Check) have very little to no wait time.
Figure 6. Visual representation of the simulation code. A diamond shows a
logical decision and a rectangle shows an action performed.
The code diagram above shows the logical steps our simulation goes through to implement the
VIP threshold. If there is an arrival, the simulation determines which type of customer has arrived.
If a server is available, a VIP customer is able to enter service immediately. However, if there is
an available server when a regular person arrives, then we check the number of servers against the
VIP threshold. If no servers are available, the customer will enter the queue.
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If there is a departure, the simulation determines which type of customer is leaving. Then, if
there is someone still in line, we will place that person with a server. VIP customers will still have
priority in that situation.
Lastly, the simulation checks to see if there is time left (this can be thought of as checking to
see if the day is over). If there is no time left, the simulation terminates.
For Type 1/VIP and Type 2 customers, we assign a cost of waiting, c1 and c2 (typically we
assume c1 is significantly larger than c2). By multiplying the cost of waiting for VIP/Type 1 and
Type 2 customers, c1 and c2, with their arrival rate, λ1 and λ2, and average wait time, E(W1) and
E(W2), we construct the following cost function.
C = c1λ1E(W1) + c2λ2E(W2).
In the following plots, we view this as a function of the VIP Threshold, m. Each node represents
the value of the cost function averaged over 1,000 simulations each consisting of 5,000 arrivals.
Figure 7. Cost as a function of m (number of servers for VIPs, m < n) for
λ1 = 300, λ2 = 200, and T = 2. Left plot: µ = 10 and n = 51. Right plot: µ = 5
and n = 102.
For the left graph, we keep the cost of non-VIP wait fixed at 10 dollars per unit time and vary
the cost of VIP wait. For a VIP wait cost per unit time, the function is minimized at a VIP
threshold of 2. For 1000, it is minimized at a threshold of 5. And finally, for 2000, the function
minimizes at a VIP threshold of 6.
The right graph looks at the same cost function; however, we double the number of servers while
cutting their effectiveness, µ, in half. In that case, a VIP cost of 200 minimizes at a threshold
of 4. For 1000, the function minimizes at a VIP threshold of 7. For a cost of 2000, the function
minimizes at a threshold of 8.
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