Prediction of phenotypes from genotypes is an important objective to fulfill the promises of 10 genomics, precision medicine and agriculture. Although it's now possible to account for the 11 majority of genetic variation through model fitting, prediction of phenotypes remains a 12 challenge, especially across populations that have diverged in the past. In this study, we 13 designed simulation experiments to specifically investigate the role of genetic interactions in 14 failure of polygenic prediction. We found that non-additive genetic interactions can 15 significantly reduce the accuracy of polygenic prediction. Our study demonstrated the 16 importance of considering genetic interactions in genetic prediction. 18 The problem of "missing heritability" has attracted much attention and controversy in 19 quantitative genetics (Manolio et al., 2009), yet its definition remains ambiguous in the 20 literature. A widely used definition is that genetic associations identified in large-scale 21 genome-wide association studies (GWAS) cannot fully account for heritability estimates (e.g. 22 from twin studies) in the sense that the model fitting can only capture a fraction of the total 23 variance. As sample sizes for GWAS increase from thousands to hundreds of thousands, and 24 advanced statistical methods are developed to fit all DNA variants in the model 25 simultaneously, including those not significantly associated with the trait, the variance that 26 can be explained by DNA variants also increase. For example, adult human height is a 27 classical quantitative trait with a narrow sense heritability (h 2 ) of approximately 0.8 based on 28 twin studies (Silventoinen et al., 2003). However, early GWAS studies identified common 29 variants explaining only a total of 2-4% phenotypic variance (Gudbjartsson et al., 2008; 30 Lettre et al., 2008; Weedon et al., 2008) with sample sizes in the order of 20,000. In 2010, a 31 landmark study increased this proportion to about 45% by fitting ~300,000 SNP markers in 32 the model for ~4,000 individuals with the covariance among individuals determined by 33 genome-wide SNP similarity (Yang et al., 2010). Importantly, applying the same idea, the 34 most recent study using whole genome sequences of ~20,000 individuals in the TOPMed 35 almost entirely closed the gap between the genomic heritability and the presumed 36 heritability (Wainschtein et al., 2019). The progress has been remarkable and it can be 37 cautiously expected that the combination of large sample size and full genome sequences 38 may finally capture all heritability. Perhaps more importantly, it also suggests that the failure 39 to explain all heritability in early GWAS was due largely to low statistical power and 40 incomplete variant coverage thus those with smaller effects, lower minor allele frequencies , 41 and non-SNP variants were missed from the model fitting. 42 A second, more implicit but more practical definition of missing heritability, is that the 43 prediction accuracy of quantitative phenotypes based on genotypes (polygenic scores) is far 44 less than the heritability of the trait. A perfect genetic model with precise effects and model 45 specification should be able to predict unobserved phenotypes with an accuracy (measured 46 by r 2 ) equal to the heritability. But that's not always the case. For example, a large GWAS on 47 50 Consortium et al., 2009), i.e., the effects of the genetic loci were estimated in one subset of 51 the sample and polygenic scores (genetic effects summed over all significant loci) was 52 computed to predict phenotypes in another subset. The partition between the subsets 53 conveniently followed sample origin from different European countries (Lango Allen et al., 54 2010). In contrast to the mixed model genomic heritability approach, this method of 55 estimating explained heritability was more akin to genomic prediction widely used in animal 56 and plant breeding (Meuwissen et al., 2001; VanRaden, 2008), in which effects of genetic 57 markers across the whole genome, regardless of their statistical significance, are summed to 58 compute genetic prediction. 59
Introduction adult human height with almost 200,000 individuals identified over 180 loci, capturing only 48 ~10% of the phenotypic variation (Lango Allen et al., 2010) . This proportion of variance was 49 measured based on "leave-one-out" out-of-sample prediction (International Schizophrenia
We considered three possible variant sets (Figure 1b ), 1) causal: all and only causal variants; 118 2) tag: all variants except causal variants; and 3) all: all variants including causal variants. 119 These represent three simplified scenarios 1) a best case scenario where causal variants have 120 been identified, 2) a realistic scenario where causal variants are tagged by genotyped 121 variants, and 3) an achievable scenario in the near future with whole genome sequences. We 122 did not consider variants that were rare (MAF < 0.01) in all three populations as they led to 123 gross overestimation of genomic heritability approaching one, similar to findings in a 124 simulation study using real genotypes (Evans et al., 2018) . The three variant sets were used 125 to compute genomic heritability and perform polygenic prediction. When performing 126 polygenic prediction, we did not select variants based on association tests. This choice was Figure 1 . Simulation of genome sequences, population structure, and genetic architecture. (a) Three populations (A, B, C) were simulated with an effective population size of 20,000 each. A and B diverged 1,000 generations before present and A and C diverged 2,000 generations ago. (b) 1,000 independently inherited chromosomes were simulated, each containing one QTL. Three sets of variants were considered, including "causal", "tag", and "all" as illustrated. (c) Six different genetic architecture were simulated, each illustrated by one of the panels. Figure 2 . Genomic heritability in the simulated populations. Box plot (median indicated on top) showing the genomic heritability (hg 2 ) estimated using GREML under different genetic architecture, where Add. = additive, Dom. = dominance, Over-dom. = over-dominance, A x A = additive by additive, A x D = additive by dominance, D x D = dominance by dominance, and random is a non-genetic model where the phenotypic variation was entirely due to random environmental variation. The population in which the genomic heritability was estimated was indicated in the top right corner. Genomic heritabilities in all populations were given in Figure S1 . but still consistently explained > 50% of the heritability (Figure 2 , Figure S1 ). Taken together, 162 these results suggest that as long as a large number of genome-wide markers were fitted, 163 little heritability was missed, regardless of the genetic architecture. In other words, the 164 magnitude of genomic heritability offers no discrimination of the underlying genetic 165 architecture (Huang and Mackay, 2016) . 166 Accuracy of polygenic prediction with an additive genetic architecture 167 We then asked a simple question. If genome-wide variants are able to capture the majority 168 of heritability, are they able to predict phenotypes accurately? This question directly 169 addresses the distinction between the two definitions of missing heritability as we outlined in 170 the introduction. If there is no missing heritability based on mixed model fitting, is there 171 missing heritability in polygenic prediction? Many illuminating results could be obtained by 172 comparing different scenarios of simulations ( Figure S2 ). We first considered the simplest and best scenario, in which the genetic architecture was 183 fully additive, and all causal and only causal variants were known. In this case, the statistical 184 model took the form of the true model and only model parameters needed to be estimated. 185 We trained the model in one population (n = 20,000, training population) and computed 186 polygenic scores of new individuals (n = 5,000, test population) either in the same 187 population or a different population. To test the performance of cross-population prediction, 188 we considered three possible relationships between the training and test populations, 189 representing a gradient of divergence between training and test data ( Figure 3a ). 190 As expected, the accuracy of polygenic prediction was very high in this best case scenario, 191 approaching the true heritability ('causal' in Figure 3b ). There was a small decline in accuracy 192 when cross-population prediction was performed and the degree of population divergence negatively affected prediction accuracy. However, when non-causal variants were included 194 to make predictions, accuracy plummeted from ~0.8 to ~0.4 ( Figure 3b ) even when training 195 and test samples were from the same population. This was likely due to the inclusion of 196 independent predictors whose number vastly exceeded that of the causal variants. As 197 populations become more divergent, prediction accuracy further dropped, the rate of which 198 was much more pronounced when tag or all variants were used. These results ( Accuracy of polygenic prediction in the presence of genetic interactions 222 We then tested the influence of genetic interactions on the accuracy of polygenic prediction, 223 which fits an additive model. Figure 4 . Polygenic prediction with different genetic architecture. (a) Polygenic prediction was performed using causal variants only for six different genetic architecture. The median prediction accuracy (r 2 ) across 20 replicates in each scenario was listed below the graph, as well as genomic heritability (hg 2 ). Each point on the graph represents a normalized median r 2 , dividing each prediction accuracy by its counterpart in the within population (A -> A) prediction. (b) Polygenic prediction with all variants. Data are presented the same way as in (a). Data in these graphs were summarized from Figure S2 .
(but not their effects or interactions) and prediction was performed within the same 225 homogenous population, polygenic prediction accuracy was highly dependent on the 226 genetic architecture (A -> A in Figure 4a ). In general, prediction accuracy was higher for 227 genetic architecture with higher hg 2 , such as additive, dominance, and additive by additive. 228 In contrast, under overdominance, additive by dominance, and dominance by dominance 229 genetic architecture, polygenic prediction performed substantially worse (A -> A in Figure   230 4a). When all variants were used, including non-causal ones, the prediction accuracies 231 decreased dramatically and their dependency on genetic architecture appeared to be 232 stronger (A -> A in Figure 4b ). 233 We then asked how genetic interactions influence the rate of decay in prediction accuracies 234 when the training and test populations diverge. We set the accuracy of within-population 235 prediction as the baseline and compared cross-population prediction accuracies to this 236 baseline. When all variants were used for polygenic prediction, the accuracy of cross-237 population prediction dropped to about 40-60% of the accuracy of within-population 238 prediction, depending on genetic architecture (Figure 4b ). Additive, additive by additive, 239 and dominance genetic architecture, those with the highest hg 2 and r 2 retained the most 240 prediction accuracy while over-dominance, additive by dominance, and dominance by 241 dominance lost the most (Figure 4b) . The more diverged the populations were, the more 242 predictive ability of polygenic scores was lost (Figure 4b ).
243
There are many reasons why polygenic prediction failed when test population diverged from 244 training population. In our simple simulation setting, genetic effects were the same across 245 populations and were not sensitive to any non-genetic factors. The difference in the linkage 246 disequilibrium structure between populations may in part explain the drop. Importantly, 247 simulations allowed us to directly use causal variants for prediction, thus eliminating the 248 influence of LD (Figure 4a ). Remarkably, while the accuracy of cross-population prediction 249 was lower for all genetic architecture, the rate of decay was much greater when the genetic 250 architecture was over-dominance, additive by dominance, or dominance by dominance 251 (Figure 4a , compare slopes of the different lines). These results clearly suggest that genetic 252 interactions can not only cause cross-population polygenic prediction to fail, but also in a 253 more severe manner compared to an additive genetic architecture. 254 Discussion 255 We demonstrate in this study through simulations that genetic interactions can influence the The BLUP estimates of SNP effects were obtained using GCTA and provided to PLINK2 335 (https://www.cog-genomics.org/plink/2.0/credits) to compute a polygenic score in 5,000 336 new individuals either from the same population as the fitted model or from a different 337 population. Prediction accuracy of polygenic score was computed as the r 2 of correlating 338 predicted polygenic scores and the simulated true phenotypes. In the case of prediction 339 using causal variants with the correct dominance by dominance model (Figure 5 ), we 340 constructed pseudo-variants using the relevant genotype coding (for D x D, double 341 heterozygotes were coded as one genotype class and all others another) and ran GREML 342 and polygenic score prediction the same way as an additive model. 
