Let u be a cyclic word in a free group F n of finite rank n that has the minimum length over all cyclic words in its automorphic orbit, and let N (u) be the cardinality of the set {v : |v| = |u| and v = φ(u) for some φ ∈ AutF n }. In this paper, we prove that N (u) is bounded by a polynomial function with respect to |u| under the hypothesis that if two letters x, y occur in u, then the total number of x and x −1 occurring in u is not equal to the total number of y and y −1 occurring in u. A complete proof without the hypothesis would yield the polynomial time complexity of Whitehead's algorithm for F n .
Theorem 1.4. Let u be a cyclic word in F n that satisfies Hypothesis 1.1, and let N (u) be the cardinality of the set {v ∈ Orb AutF n (u) : |v| = |u|}. Then N (u) is bounded by a polynomial function of degree n(3n − 5)/2 with respect to |u|.
Preliminary Lemmas
We begin this section by setting some notation. Let w be a fixed cyclic word in F n . As in [1] , for x, y ∈ Σ, x. y denotes the total number of segments of one of the forms xy −1 or yx −1 in w. For A, B ⊆ Σ, A. B means the sum of a. b for all a ∈ A, b ∈ B. Then obviously a.Σ is equal to the total number of a and a −1 occurring in w. For two automorphisms φ and ψ of F n , by writing φ ≡ ψ we mean the equality of φ and ψ over all cyclic words in F n , i.e., φ(v) = ψ(v) for any cyclic word v in F n .
We now establish several lemmas which will be used for the proofs of the theorems. Following the notation in [1, p.257], we write A 1 = A + a −1 , A 2 = (A + a −1 ) ′ , B 1 = B + b, B 2 = (B + b) ′ and P ij = A i ∩ B j . Then as in [1, p.257] , we have (2.1) P 11 P ′ 11 + P 22 P ′ 22 − a.Σ − b.Σ = 0; P 12 P ′ 12 + P 21 P ′ 21 − a.Σ − b.Σ = 0, where P ′ ij = Σ − P ij .
For (i), assume that a −1 = b. Then we have a −1 ∈ P 11 and a ∈ P 22 . It follows from the first equality of (2.1) that P 11 P ′ 11 + P 22 P ′ 22 − a.Σ − a.Σ = (P 11 P ′ 11 − a.Σ) + (P 22 P ′ 22 − a.Σ) = |(P 11 − a −1 , a −1 )(u)| − |u| + |(P 22 − a, a)(u)| − |u| = 0.
Since both |(P 11 − a −1 , a −1 )(u)| − |u| ≥ 0 and |(P 22 − a, a)(u)| − |u| ≥ 0 by Hypothesis 1.1 (i), we must have |(P 11 − a −1 , a −1 )(u)| = |u|, i.e., |(E, a −1 )(u)| = |u|, as required.
For (ii), assume that a −1 = b, a ±1 / ∈ B and b / ∈ A. Then we have a −1 ∈ P 12 , a / ∈ P 12 , b ∈ P 21 and b −1 / ∈ P 21 . Hence the second equality of (2.1) gives us that P 12 P ′ 12 + P 21 P ′ 21 − a.Σ − b.Σ = (P 12 P ′ 12 − a.Σ) + (P 21 P ′ 21 − b.Σ) = |(P 12 − a −1 , a −1 )(u)| − |u| + |(P 21 − b, b)(u)| − |u| = 0.
As above, it follows from Hypothesis 1.1 (i) that |(P 12 −a −1 , a −1 )(u)| = |u| and |(P 21 −b, b)(u)| = |u|.
Since P 12 − a −1 = C and P 21 − b = D, we have |(C, a −1 )(u)| = |(D, b)(u)| = |u|, as desired. Remark. By Lemma 2.2, if u is a cyclic word in F n that satisfies Hypothesis 1.1 and σ = (A, a)
is a Whitehead automorphism of F n such that |σ(u)| = |u|, then deg σ is at most n − 1.
Lemma 2.3. Let u be a cyclic word in F n that satisfies Hypothesis 1.1, and let σ 1 = (A, a) and
Then there exist Whitehead automorphisms τ 1 , . . . , τ s of F n of the second type such that
where deg σ 1 = deg τ s ≥ · · · ≥ deg τ 1 and |τ i · · · τ 1 (u)| = |u| for all i = 1, . . . , s.
Proof. It suffices to prove that there exist Whitehead automorphisms γ 1 , . . . , γ t of F n such that
where the index t is at most 3, |γ i · · · γ 1 (u)| = |u| for all i = 1, . . . , t, and either deg σ 1 = deg γ t > deg γ j for all j = 1, . . . , t − 1 or otherwise deg σ 1 = deg γ i for all i = 1, . . . , t. Put u ′ = σ 1 (u); then
From the observation that (A \B) +B = Σ − (D + b −1 ) and A ∩B = C − b, it follows that
As in Case 6.2, c.Σ > b.Σ. By Lemma 2.1 (ii) applied to the equalities |(A, 
The proof of the lemma is now completed. 
Proof. We proceed by induction on ℓ. The case for ℓ = 2 is already proved in Lemma 2.3. Now let σ i , i = 1, . . . , ℓ + 1, be Whitehead automorphisms of F n such that |σ i · · · σ 1 (u)| = |u| for all i and such that max 1≤i≤ℓ+1 deg σ i = 1. Then by the induction hypothesis, there exist Whitehead automorphisms τ 1 , τ 2 , . . . , τ s of F n such that
and |τ j · · · τ 1 (u)| = |u| for all j = 1, . . . , s.
Put τ j = (A j , a j ) for j = 1, . . . , s, and put σ ℓ+1 = (B, b). If deg σ ℓ+1 = 1 or deg τ j = 0 for all j, then there is nothing to prove. So let deg σ ℓ+1 = 0, and let t (1 ≤ t ≤ s) be such that deg τ s = deg τ s−1 = · · · = deg τ t = 1 and deg τ t−1 = · · · = deg τ 2 = deg τ 1 = 0. Upon replacing τ i and σ ℓ+1 by (Ā i , a −1 i ) and (B, b −1 ), respectively, if necessary, we may assume that x 1 ∈ A i for all t ≤ i ≤ s and that x ±1 1 / ∈ B. We may also assume without loss of generality that (B, b)
Claim 1. We may further assume that, for all t ≤ i ≤ s, τ i = (A i , a i ) cannot be decomposed to
Proof of Claim 1. Suppose that there is τ j for some t ≤ j ≤ s that can be decomposed as in the statement of the claim. Then continuously applying Case 1 or Case 4 of Lemma 2.3 to (A j1 , a j )τ j−1 · · · τ t at most 1+ 2+ 2 2 + · · ·+ 2 j−t−1 times (here, note that if j = t, we do not need to apply Lemma 2.3), we get
where τ ′ j−1 , . . . , τ ′ t are Whitehead automorphisms of degree 1 and ε p , . . . , ε 1 are Whitehead automorphisms of degree 0, and hence
We then replace the chain on the right hand side of (2.3) by that of (2.4).
We consider three cases corresponding to whether or not b = x ±1 1 . 
then the desired result follows by induction on s − t. Now suppose that either both b ±1 / ∈ A s and A s ∩ B = ∅ or both b ±1 ∈ A s and B A s . We argue two cases separately. 
By our assumption we made in Claim 1, there is j with t ≤ j < s such that a ±1 j ∈ A s ∩ B. Let r be the largest index such that a ±1 r ∈ A s ∩ B.
First suppose that there exists a chain η m · · · η 1 of Whitehead automorphisms
Put v = η m · · · η 1 τ s · · · τ 1 (u). By Lemma 2.
Next suppose that there does not exist such a chain η m · · · η 1 as above. Considering all the assumptions and the situations above, we can observe that this can possibly happen only in the case where all of a s and a −1 s that are lost in passing from τ s−1 · · · τ 1 (u) to τ s · · · τ 1 (u) were newly introduced in passing from τ q−1 · · · τ 1 (u) to τ q · · · τ 1 (u) for some r < q < s, and where for such
where the length of u is constant throughout the chain on the right hand side. It then follows from
Then induction on s − t yields the desired result, which completes the proof of Case 1.1.
In this case, replace τ i by (Ā i , a −1 i ) for all t ≤ i ≤ s and then follow the arguments of Case 1.1.
We divide this case into two cases according to whether a ±1 s ∈ B or not.
In this case, we have by Case 7.1 of Lemma 2.3 applied to (B, x 1 )τ s that
hence the desired result follows by induction on s − t.
So let
The following Claims 2-4 show that we may assume that a r , a s and x 1 belong to distinct connected components of the dependence graph Γ u of u.
Claim 2. a r and x 1 belong to distinct connected components of Γ u .
Proof of Claim 2. Suppose on the contrary that a r and x 1 belong to the same connected component,
, we see from the construction of Γ u that a s also belongs to C 1 and that every path from a r or a −1
and a ±1 s ∈ B, every path from a s or a −1 s to a r or a −1 r passes through x 1 or x −1 1 , which contradicts the above fact that every path from a r or a −1 r to x 1 or x −1 1 passes through a s or a −1 s .
Claim 3.
We may assume that a s and x 1 belong to distinct connected components of Γ u .
Proof of Claim 3. Suppose that a s and x 1 belong to the same connected component, say C 2 . First consider the case where there exists a chain ζ k · · · ζ 1 of Whitehead automorphisms
to these equalities, we have |(H \ B, a r )(v)| = |u|, so that Next consider the case where there does not exist such a chain ζ k · · · ζ 1 as above. Considering all the assumptions and the situations above, we can observe that this can possibly happen only in the case where all of a s and a −1 s that are lost in passing from τ s−1 · · · τ 1 (u) to τ s · · · τ 1 (u) were newly introduced in passing from τ q−1 · · · τ 1 (u) to τ q · · · τ 1 (u) for some r < q < s, and where for
It then follows from
So in this case, apply induction on s − t to get the desired result of the lemma, which completes the proof of Claim 3. It then follows from the construction of Γ u that a s and x 1 must belong to the same connected component, which contradicts Claim 3.
So let C 1 , C 2 and C 3 be the connected components of Γ u containing a r , a s and x 1 , respectively.
Claim 5. We may assume that the number of C 1 -syllables of u ′ is the same as that of u.
Proof of Claim 5. We can observe that there is a chain ζ p · · · ζ 1 of Whitehead automorphisms of degree 0 with multiplier in C 1 such that the number of C 1 -syllables of ζ p · · · ζ 1 (u ′ ) is the same as that of u, and such that for some Whitehead automorphisms τ ′ j of degree 1 and δ k of degree 0 with multiplier in C 1 , we have
where the length of u is constant throughout the chain on the right hand side. Due to Case 1 of the lemma, it is enough to consider only (B,
At this point, we argue dividing into two cases.
(Here, for the same reason as in Claim 1, we may assume that any
For the chain ε s · · · ε t , we consider two cases separately.
For the Whitehead automorphisms ω i = (F i , a −1 t+s−i ) and
where the length of u is constant throughout the chain on the right hand side. Since for every i, either deg ν i = 1 or ν i = 1, either deg ω i = 1 or ω i = 1, and either deg ε i = 1 or ε i = 1, and since ε r = 1, the desired result follows by induction on s − t from (2.6).
In view of all the assumptions and the situations above, we see that this case can possibly happen only when the cyclic word ε s · · · ε t (u ′ ) contains a subword of the form (x 1 w 1 w 2 w 3 ) θ , where θ = ±1, w 1 , w 2 and w 3 are words in B, C 1 and C 2 , respectively, and not all of the letters in w 3 were newly introduced in passing from u ′ to ε s · · · ε t (u ′ ). Reasoning as in the proof of Claim 5, we may assume that the number of C 2 -syllables of u ′ is the same as that of u.
Proof of Claim 6. Suppose the contrary. In view of all the assumptions and the situations above, this can possibly happen only when the number of C 2 -syllables of u ′ is reduced by τ j · · · τ t (for some j ≥ t) followed by a chain of Whitehead automorphisms of degree 0 with multiplier in C 2 ,
where the length of u ′ is constant throughout the chain. Choosing the smallest index j with this property, put {j 1 , . . . , j k } = {i : t ≤ i ≤ j and τ i has multiplier in C 2 }. Then we can observe that there exists a chain δ m · · · δ 1 of Whitehead automorphisms of degree 0 with multiplier in C 2 such that |δ m · · · δ 1 τ j k · · · τ j 1 (u ′ )| = |u| (here, the length of u ′ is not guaranteed to be constant throughout the chain), and such that the number of C 2 -syllables of δ m · · · δ 1 τ j k · · · τ j 1 (u ′ ) is less than that of u ′ , so that of u. We can further observe that there exists a chain ξ p · · · ξ 1 of Whitehead automorphisms of degree 0 with multiplier in C 3 such that |ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ )| = |u|, and such that the number of C 3 -syllables of ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ ) is the same as that of u. This implies that there is a chain ξ q · · · ξ p+1 of Whitehead automorphisms of degree 0 with multiplier in Σ − C 2 − C 3 such that |ξ q · · · ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ )| = |u|, and such that the number of C i -syllables of ξ q · · · ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ ) is the same as that of u for all i = 2 and the number of C 2 -syllables of ξ q · · · ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ ) is less than that of u; thus |ξ q · · · ξ p · · · ξ 1 δ m · · · δ 1 τ j k · · · τ j 1 (u ′ )| s < |u| s . This contradiction to the choice of u completes the proof Claim 6.
We then see that |(B, x 1 )λ s · · · λ t (u ′ )| = |u| and that for the Whitehead automorphisms ω i =
where the length of u is constant throughout the chain on the right hand side. Since for every i As in the proof of Claim 6, this case can possibly happen only when the number of C 1 -syllables of u ′ is reduced by τ j · · · τ t (for some j ≥ t) followed by a chain of Whitehead automorphisms of degree 0 with multiplier in C 1 , where the length of u ′ is constant throughout the chain. Choosing the smallest index j with this property, put {j 1 , . . . , j k } = {i : t ≤ i ≤ j and τ i has multiplier in C 1 }. Then we can observe that there is a chain ζ j k · · · ζ j 1 of Whitehead automorphisms of degree 1
with multiplier in C 1 such that the number of C 1 -syllables of ζ j k · · · ζ j 1 (u ′ ) is less than that of u, and such that for some Whitehead automorphisms τ ′ i of degree 1 (here note that τ ′ i = 1 if i = j 1 , . . . , j k ) and δ k of degree 0 with multiplier in C 1 , we have
where the length of u is constant throughout the chain on the right hand side. Due to Case 1 of the lemma, it is enough to consider only (B, x 1 )τ ′ s · · · τ ′ t ζ j k · · · ζ j 1 τ t−1 · · · τ 1 (u). Note that the number of C 1 -syllables of ζ j k · · · ζ j 1 (u ′ ) cannot be reduced further by any τ ′ p · · · τ ′ t followed by a chain of Whitehead automorphisms of degree 0 with multiplier in C 1 . Hence, upon replacing u ′ by ζ j k · · · ζ j 1 (u ′ ), we can follow the arguments of Case 2. In this case, replace (B, x 1 ) and τ i by (B, x −1 1 ) and (Ā i , a −1 i ) for all t ≤ i ≤ s, respectively, and then follow the arguments of Case 2.1.
Replace (B, x −1 1 ) by (B, x 1 ) and then repeat the arguments of Case 2. of F n of degree 0 such that |τ i · · · τ 1 (u)| = |u| for all i = 1, . . . , s}. Then N 0 (u) is bounded by a polynomial function of degree n − 2 with respect to |u|.
Proof. Let m i be the number of occurrences of x ±1 i in u for i = 1, . . . , n. Clearly
So it suffices to show that N 0 (x m 1 1 x m 2 2 · · · x m n n ) is bounded by a polynomial function of degree n − 2 with respect to |u|. Noting that the syllable length |x m 1 1 x m 2 2 · · · x m n n | s is n, put M = {v : |v| s = n
where φ is as in the statement of the lemma}, and L = {v : |v| s > n and v = φ(x m 1 1 x m 2 2 · · · x m n n ), where φ is as in the statement of the lemma}. Obviously the cardinality of M is (n − 1)!.
For the cardinality of L, let v ∈ L. Taking an appropriate u ′ ∈ M (note that u ′ can be chosen as
of F n of degree 0 such that
where |τ j · · · τ 1 (u ′ )| = |u ′ | and |τ j · · · τ 1 (u ′ )| s ≥ |τ j−1 · · · τ 1 (u ′ )| s for all j = 1, . . . , s. Then for any 
where a ki = a kj , A ki = A kj , and for k = k ′ , a k ′ i = a ±1 ki and (τ 
Claim. The length of the chain of Whitehead automorphisms on the right hand side of (2.9) is at most n − 2 without counting multiplicity, i.e.,
Proof of the Claim. The proof proceeds by induction on the number of subwords of u ′ of the form of w is fixed in passing from w to τ q pt p pt p · · · τ q p1 p1 · · · τ q 1t 1 1t 1 · · · τ q 11 11 (w). It follows that the length of this chain is precisely (n − 1) − 1 = n − 2 without counting multiplicity. So the base step is done. 
1t 1 · · · τ q 11 11 (w), where the length of w is constant throughout the chain.
Let (w) be the cyclic word associated with w. If none of τ ij 's in chain (2.9) is of the form either
, then chain (2.9) can be applied to (w) with τ ij = 1 on (w) for every τ ij in the chain. Then by the induction hypothesis applied to (w), the length of the chain is at most (n − 1) − 2 = n − 3 without counting multiplicity, as desired. If one of τ ij 's in chain (2.9) is of the form either (Σ − x ±1
, then we see that there can be only one of τ ij 's can be of such a form, so that chain (2.9) can be applied to (w) with only one τ ij = 1 on (w). This together with the induction hypothesis applied to (w) yields that the length of chain (2.9) is at most (n − 1) − 2 + 1 = n − 2 without counting multiplicity, as required.
Obviously each multiplicity q ij is less than the number of a ±1 ij occurring in u, so less than |u|.
This together with the Claim yields that the total number of chains of Whitehead automorphisms with the same properties as in (2.9) is less than r n−2 |u| n−2 , where r is the number of Whitehead automorphisms of F n of degree 0. Thus the cardinality of L is less than (n − 1)! r n−2 |u| n−2 , and therefore N 0 (x m 1 1 x m 2 2 · · · x m n n ) = #M + #L ≤ (n − 1)! + (n − 1)! r n − 2 |u| n−2 , which completes the proof the lemma. 
Claim. For each Whitehead automorphism σ of F n of degree k such that |σ(u)| = |u|, there exists a Whitehead automorphism τ of F n+k of degree 0 such that Then we consider the Whitehead automorphism τ = (T + P ±1 + Q ±1 1 , x r ) of F n+k of degree 0, where Q 1 is obtained from Q by adding n to the indices of all letters in Q. If the sequence (v 1 , . . . , v ℓ k ) of cyclic words v 1 , . . . , v ℓ k in F n+k is constructed as above, then each newly introduced letter x ±1 r in passing from u to σ(u) that remains in σ(u) produces two newly introduced letters
). This yields that
By the Claim, we have N k (u)
|v i | for all j = 1, . . . , s}. By the Remark after Lemma 2.5, N 0 ((v 1 , v 2 , . . . , v m k )) is bounded by a polynomial function of degree n + k − 2 with respect to 2|u|, which completes the proof of the lemma.
Proof of Theorem 1.3
The proof proceeds by double induction on ℓ and r, where r = max Let σ i , i = 1, . . . , ℓ + 1, be Whitehead automorphisms of F n such that |σ i · · · σ 1 (u)| = |u| for all i = 1, . . . , ℓ + 1 and such that max 1≤i≤ℓ+1 deg σ i = r + 1. By the induction hypothesis on ℓ, there exist Whitehead automorphisms τ 1 , τ 2 , . . . , τ s of F n such that
where r + 1 ≥ deg τ s ≥ deg τ s−1 ≥ · · · ≥ deg τ 1 , and |τ j · · · τ 1 (u)| = |u| for all j = 1, . . . , s. Put τ j = (A j , a j ) for j = 1, . . . , s and σ ℓ+1 = (B, b). Upon replacing τ i and σ ℓ+1 by (Ā i , a −1 i ) and (B, b −1 ), respectively, if necessary, we may assume that x r+1 ∈ A i for all t ≤ i ≤ s and that
We may also assume without loss of generality that (B, b) cannot be decomposed to
We may further assume as in Claim 1 of Lemma 2.4 that, for all t ≤ i ≤ s, τ i = (A i , a i ) cannot be
There are three cases to consider.
If a i ±1 / ∈ B for all t ≤ i ≤ s, then continuous application of Cases 1-4 of Lemma 2.3 to (B, x 1 )τ s · · · τ t at most 1 + 2 + 2 2 + · · · + 2 s−t times together with the induction hypothesis on r yields the desired result. The following Claim shows that it is indeed true that a i ±1 / ∈ B for all t ≤ i ≤ s.
Proof of the Claim. Suppose on the contrary that a i ±1 ∈ B for some t ≤ i ≤ s. First let a ±1 s ∈ B. 
but the existence of (A s ∪ B, x 1 ) in this chain also contradicts Lemma 2.2, since x r+1 ∈ A s ∪ B and
Next let a ±1 s / ∈ B and a i ±1 ∈ B for some t ≤ i < s. Let k be the largest index such that a ±1 k ∈ B.
Put v = τ k−1 · · · τ 1 (u). If x 1 ∈ A k and x −1 1 / ∈ A k , then we can observe based on all the assumptions and the situations above that there exists a Whitehead automorphism (F, x 1 ) of degree r + 1 with If there exists a chain ζ p · · · ζ 1 of Whitehead automorphisms of degree less than or equal to r + 1 such that |(B, x 1 )τ k ζ p · · · ζ 1 (v)| = |τ k ζ p · · · ζ 1 (v)| = |ζ p · · · ζ 1 (v)| = |u|, then as in the case where a ±1 s ∈ B we reach a contradiction. Otherwise, choose chains ζ p · · · ζ 1 and ω q · · · ω 1 of Whitehead automorphisms of degree less than or equal to r + 1 with q smallest possible such that |ω j · · · ω 1 τ k ζ p · · · ζ 1 (v)| = |τ k ζ p · · · ζ 1 (v)| = |ζ p · · · ζ 1 (v)| = |u| for all j = 1, . . . , q, and such that
Put ω j = (G j , g j ) for j = 1, . . . , q. If x ±1 1 / ∈ A k , then we see from the choice of k and the chain ω q · · · ω 1 that g ±1 1 / ∈ A k . We also see that for the Whitehead automorphisms γ j = (H j , g j ),
|(B, x 1 )γ q · · · γ 1 τ k ζ p · · · ζ 1 (v)| = |γ j · · · γ 1 τ k ζ p · · · ζ 1 (v)| = |u| for all j = 1, . . . , q. Then by Case 1.1.2 or Case 5 of Lemma 2.3, we have γ 1 τ k ≡ τ k γ 1 , which means the chain γ q · · · γ 2 of shorter length has the same property as ω q · · · ω 1 does, contrary to the choice of the chain ω q · · · ω 1 . If x ±1 1 ∈ A k , replace τ k by (Ā k , a −1 k ); then we get a contradiction in the same way. This completes the proof of the claim.
Repeat similar arguments to those in Case 1. if y j = x 1 and y j+1 =
For each τ i = (A i , a i ), p ≤ i ≤ s, define a Whitehead automorphism α i of F n+1 as follows: If Here, the sequence (v 1 , . . . , v m ) does not satisfy Hypothesis 1.1 (ii), because the sum of the numbers of occurrences of x ±1 1 in v 1 , . . . , v m is the same as that of x ±1 n+1 . However, this fact does not affect the proof of the base step (i.e., Lemmas 2.3 and 2.4), since each of the Whitehead automorphisms α i and β has multiplier only in {x 2 , . . . , x n } ±1 . This together with Remark 1 after Lemma 2.4 allows us to apply the induction hypothesis on r to βα s · · · α p ((v 1 , v 2 , . . . , v m )).
Hence, there exist Whitehead automorphisms γ 1 , γ 2 , . . . , γ q of F n+1 such that βα s · · · α p ((v 1 , v 2 , . . . , v m )) = γ q · · · γ 2 γ 1 ((v 1 , v 2 , . . . , v m )),
where r + 1 ≥ deg γ q ≥ deg γ q−1 ≥ · · · ≥ deg γ 1 (here note that there is no γ i of degree 1), and m j=1 |γ i · · · γ 1 (v j )| = m j=1 |v j | for all i = 1, . . . , q. Put γ i = (D i , d i ) for i = 1, . . . , q. Then we see that each d i belongs to {x 2 , . . . , x n } ±1 and that for each D i , there are only four possibilities: (i) deg ζ j ≥ 2 for k ≤ j ≤ q. Then we have σ ℓ+1 τ s · · · τ t (u ′ ) = ζ q · · · ζ 2 ζ 1 (u ′ ),
where r + 1 ≥ deg ζ q ≥ deg ζ q−1 ≥ · · · ≥ deg ζ k ≥ 2, and |ζ i · · · ζ 1 (u ′ )| = |u ′ | for i = 1, . . . , q.
Applying the base step for r = 1 (i.e., Lemma 2.4) to ζ k−1 · · · ζ 1 τ p−1 · · · τ 1 (u) completes the proof of Case 3 .
Proof of Theorem 1.4
Without loss of generality we may assume that the syllable length |u| s of u is minimum over all cyclic words in the set {v ∈ Orb AutF n (u) : |v| = |u|}. Let v ∈ Orb AutF n (u) be such that |v| = |u|.
By Whitehead's Theorem, there exist Whitehead automorphisms π of the first type and σ 1 , . . . , σ ℓ of the second type such that v = πσ ℓ · · · σ 1 (u), where |σ i · · · σ 1 (u)| = |u| for all i = 1, . . . , ℓ. Then by Theorem 1.3, there exist Whitehead automorphisms τ 1 , . . . , τ s such that v = πτ s · · · τ 1 (u), where n − 1 ≥ deg τ s ≥ deg τ s−1 ≥ · · · ≥ deg τ 1 , and |τ j · · · τ 1 (u)| = |u| for all j = 1, . . . , s (here, note by the Remark after Lemma 2.2 that deg τ s ≤ n − 1). This implies that N (u) ≤ CN 0 (u)N 1 (u) · · · N n−1 (u),
where C is the number of Whitehead automorphisms of the first type of F n (which depends only on n) and N k (u) is defined as in the statements of Lemmas 2.5 and 2.6. For each k = 0, 1, . . . , n − 1, N k (u) is bounded by a polynomial function of degree n + k − 2 with respect to |u| by Lemmas 2.5 and 2.6. Therefore, N (u) is bounded by a polynomial function of degree n(3n − 5)/2 with respect to |u|, as required.
