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ABSTRACT 
OPERATIONAL PLANNING IN COMBINED HEAT AND POWER SYSTEMS 
 
SEPTEMBER 2014 
 
HARIHARAN GOPALAKRISHNAN 
B.E., UNIVERSITY OF MUMBAI 
M.E., OLD DOMINION UNIVERSITY 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Dragoljub B. Kosanovic 
 
This dissertation presents methodologies for operational planning in Combined 
Heat and Power (CHP) systems. The subject of experimentation is the University of 
Massachusetts CHP system, which is a 22 MWe/640 MBh system for a district energy 
application. Systems like this have complex energy flow networks due to multiple 
interconnected thermodynamic components like gas and steam turbines, boilers and heat 
recovery steam generators and also interconnection with centralized electric grids. In 
district energy applications, heat and power requirements vary over 24 hour periods 
(planning horizon) due to changing weather conditions, time-of-day factors and consumer 
requirements. System thermal performance is highly dependent on ambient temperature 
and operating load, because component performances are nonlinear functions of these 
parameters. Electric grid charges are much higher for on-peak than off-peak periods, on-
site fuel choices vary in prices and cheaper fuels are available only in limited quantities. 
In order to operate such systems in energy efficient, cost effective and least polluting 
vi 
 
ways, optimal scheduling strategies need to be developed. For such problems, Mixed-
Integer Nonlinear Programming (MINLP) formulations are proposed. Three problem 
formulations are of interest; energy optimization, cost optimization and emission 
optimization. Energy optimization reduces system fuel input based on component 
nonlinear efficiency characteristics. Cost optimization addresses price fluctuations 
between grid on-peak and off-peak periods and differences in on-site fuel prices. 
Emission optimization considers CO2 emission levels caused by direct utilization of fossil 
fuels on-site and indirect utilization when importing electricity from the grid. Three 
solution techniques are employed; a deterministic algorithm, a stochastic search and a 
heuristic approach. The deterministic algorithm is the classical branch-and-bound 
method. Numerical experimentation shows that as planning horizon size increases 
linearly, computer processing time for branch-and-bound increases exponentially. Also in 
the problem formulation, fuel availability limitations lead to nonlinear constraints for 
which branch-and-bound in unable to find integer solutions. A genetic algorithm is 
proposed in which genetic search is applied only on integer variables and gradient search 
is applied on continuous variables. This hybrid genetic algorithm finds more optimal 
solutions than branch-and-bound within reasonable computer processing time. The 
heuristic approach fixes integer values over the planning horizon based on constraint 
satisfaction. It then uses gradient search to find optimum continuous variable values. The 
heuristic approach finds more optimal solutions than the proposed genetic algorithm and 
requires very little computer processing time. A numerical study using actual system 
operation data shows optimal scheduling can improve system efficiency by 6%, reduce 
cost by 11% and emission by 14%. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Combined Heat and Power 
Energy systems which simultaneous produce heat and electricity are called 
Combined Heat and Power (CHP) systems. An alternate term for CHP is ‘Co-generation’. 
CHP systems have found wide application in chemical, paper and pulp and oil 
refining industries. These industries make simultaneous use of process heat and electric 
power, making CHP systems ideal choices to meet their requirements. Most CHP systems 
employ steam turbines (Rankine cycle) or gas turbines (Brayton cycle) to produce 
electricity. The working fluid in steam turbines is steam and in gas turbines is air. The 
relatively high temperature of working fluids at exhausts of the turbines makes CHP 
realizable from an engineering perspective. Utilizing waste heat from power producing 
cycles is beneficial from an economic perspective. Figure 1 and 2 show idealized 
diagrams of steam and gas turbine CHP systems. 
Energy systems which produce only electricity reject large quantities of heat to 
low temperature reservoirs like rivers, oceans and the atmosphere. Systems which 
produce only heat do not exploit work producing potential of high temperature working 
fluids. Thus, CHP systems help extract maximum benefits from fossil fuels. 
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Figure 1 Steam Turbine CHP System 
 
 
Figure 2 Gas Turbine CHP System 
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1.1.1 CHP in District Energy Systems 
District energy systems are another interesting area where CHP has found wide 
application. Residential and commercial districts require steam or high temperature hot 
water for space heating and making domestic hot water. They also require electricity for 
lighting and other applications. CHP systems cater to both requirements at relatively low 
financial costs. Typically in district energy systems, heat is the main product and 
electricity is the by-product. The financial cost paid by consumers is low because one of 
the products is practically available for free. Having a common heating system for an 
entire district eliminates need for individual residential and commercial units to produce 
heat. Generating electricity close to point of use reduces dependency on centralized 
electric grids. From environmental health perspectives, district energy systems can 
chemically treat fossil fuel combustion products before releasing them into the 
atmosphere. Smaller individual energy systems lack such emission control technologies. 
CHP in district energy systems are without doubt very advantageous in colder 
seasons. During warmer seasons, requirements for space heating reduce. There still exist 
requirements for hot water but are relatively low loads on systems. At such times, 
districts with absorption refrigeration systems for space cooling (air-conditioning) 
requirements find continued use for heat. The term used for such applications is 
Combined Cooling, Heating and Power (CCHP) systems or ‘Tri-generation’. 
1.1.2 University of Massachusetts CHP System 
The University of Massachusetts has a CHP system to produce steam and 
electricity. Figure 3 is schematic diagram of the system. Electricity is produced by one 10 
MW (nominal rating at 15 °C) gas turbine (GT), one 2 MW high pressure steam turbine 
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(ST1), one 4 MW low pressure steam turbine (ST2) and can also be purchased from the 
grid. Based on contractual agreement with grid, the system has to import at least 250 kW 
at all times. Steam is produced by one 45 MW (100,000 lbs/hr at 625 psig/740 °F) heat 
recovery steam generator (HRSG) equipped with a 25 MW duct burner (DB), one 50 
MW (125,000 lbs/hr at 625 psig/740 °F) high pressure steam boiler (B1) and two 45 MW 
(125,000 lbs/hr at 200 psig/465 °F)  low pressure steam boilers (B2, B3). Steam is in 
three headers at 4,309 kPa/393 °C (625 psig/740 °F), 1,379 kPa/241 °C (200 psig/465 °F) 
and 139 kPa/135 °C (20 psig/275 °F). A high pressure and a low pressure desuperheater 
(DS1, DS2), each of 100 MW capacity, regulate steam flows between headers. District 
steam is supplied at two pressures; high pressure steam (S1) at 1,379 kPa/241 °C (200 
psig/465 °F) and low pressure steam (S2) at 139 kPa/135 °C (20 psig/275 °F). The gas 
turbine and duct burner operate on natural gas whereas the boilers can operate on natural 
gas or #2 fuel oil. 
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Figure 3 University of Massachusetts CHP System 
 
1.2 Data Acquisition Technologies 
Digital technologies for process control started developing in the 1960s. For 
several years, private organizations specializing in digital control technologies developed 
proprietary data transmission protocols. A field instrument consisting of a transducer and 
a Programmable Logic Controller (PLC) communicating with computer software would 
form the basis of digital control systems. The proprietary nature of data transmission 
protocols prevented use of hardware and software products from different vendors which 
in turn stymied rapid development and market penetration of advanced process control 
technologies. 
In the early 1990s a consortium of organizations collaborated with the Microsoft 
Corporation and began developing a common platform for data transmission related to 
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process control. This platform is based on Microsoft’s Object Linking and Embedding 
(OLE) protocol used for data exchange between two Windows programs. The new 
platform came into existence in 1995 and was called Object Linking and Embedding for 
Process Control (OPC). The OPC platform has been in continuous development since 
first being deployed. The consortium responsible for development and maintenance is 
called the OPC Foundation. 
Figure 4 is a schematic diagram of modern data acquisition systems. The purpose 
of the systems being to supervise and control the industrial processes, the technical name 
given to them is Supervisory Control and Data Acquisition (SCADA) systems. An energy 
system has several conversion devices, fluid lines, storage tanks, etc. Transducers 
measure and control physical properties and flows in these equipment. Transducers in 
turn can be manipulated by PLC devices. In digital control systems, transducers and PLC 
generally exist as composite devices. These devices when deployed are called field 
instruments. A medium scale fossil system like the one at the University of 
Massachusetts has several thousand field instruments. A large scale nuclear power plant 
will have many more owing to the complex and critical nature of processes involved. A 
redundant copper cable runs throughout the system connecting field instruments. This 
cable is called the plant data highway. A key instrument in the data highway is the 
Balance of Plant (BOP) PLC. The BOP PLC converts electrical signals from the data 
highway to Ethernet signals and vice-versa. An OPC server provides a gateway between 
the data highway and the local area network (LAN).  
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Figure 4 Supervisory Control and Data Acquisition 
 
The system operator computer called Human Machine Interface (HMI) resides on 
the LAN. This computer displays the status of the system in real-time. An operator can 
issue commands to field instruments for controlling system processes. Figure 5 shows the 
HMI screen of the University of Massachusetts system. Most systems have a database to 
store readings from field instruments. This database is called ‘Historian’ and is a 
Structured Query Language (SQL) database. The data archival helps managers and 
engineers review historic process information. Activities of managers and engineers are 
different than those of operators hence their machines do not have the ability to control 
processes but can view real-time operations and retrieve historic data. 
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Figure 5 Human Machine Interface 
 
1.3 Overview of Dissertation 
The two studies presented in this dissertation are heat balancing and operational 
planning. They specifically deal with the University of Massachusetts system, but the 
methods and techniques are universally applicable. The studies avail real-time and 
historic data. Historic data is accessible through the Historian. Using MATLAB Database 
Toolbox, data is imported into MATLAB workspace for analysis. MATLAB also has an 
OPC Toolbox to stream real-time data from OPC servers. Due to the criticality of the 
OPC server in maintaining continuous system operations, this study could not use it to 
stream real-time data. Yet a real-time environment is created using data from the 
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Historian. The OPC server logs data in the Historian at 10 minute intervals. By reading 
latest entries in the Historian using Database Toolbox and writing them to a virtual OPC 
server on a local machine, a real-time data stream is created, albeit with a time delay. 
Since the studies are academic and concern verifying proof-of-concepts, delays in data 
stream are acceptable. 
1.3.1 Heat Balancing 
The HMI screen in Figure 5 is a control screen and does not provide any 
information on system thermodynamics. A computer program which can display system 
thermodynamics is highly desirable from an academic perspective. Such a program 
would involve heat balancing. It involves application of mass and energy balance 
equations to system components. The purpose is to determine physical properties of 
working fluids as they pass through various stages in thermodynamic cycles of the 
components. Commercial heat balance software (e.g. EfficiencyMap by General Electric, 
FCYCLE and CCYCLE by Power Software Associates, GT PRO and STEAM PRO by 
Thermoflow, Inc.) are useful mostly during design and pre-design phases. They lack 
capability to use real-time system data to carry out comprehensive balances and indicate 
system thermal performance (only recently GT PRO has begun including real-time 
capabilities in some of its modules). Chapter 3 presents a heat balance program 
developed for the University of Massachusetts system. System equations are developed 
using the First Law of Thermodynamics, calculations are done in real-time and results are 
displayed in graphical format. 
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1.3.2 Operational Planning 
Operational planning involves determination of optimum inputs/outputs from 
system components in order to maximize/minimize desired objective functions. The 
objective functions could be system costs, efficiencies or emissions to name a few. The 
optimization is subject to demand satisfaction, fuel limitations and safe equipment 
operation constraints. Depending on mathematical terms involved, the problems may be 
linear, nonlinear or mixed-integer problems. Very few commercial software are available 
for operational planning (e.g. Optimax PowerFit by ABB Group) and can handle only 
linear system models. Chapter 4 presents operational planning techniques using Mixed-
Integer Nonlinear Programming (MINLP) models for the University of Massachusetts 
system. It implements the classical solution technique of branch-and-bound and also 
proposes a novel genetic algorithm method. 
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CHAPTER 2 
LITERATURE REVIEW 
 
The literature review discussed here has helped in building a general framework 
to conduct the research presented in this dissertation. In particular, the work of Cho 
(2009) has been instrumental in identifying the research potential of operational planning 
in CHP systems. The extensive works of Putman (2004), Seborg et al (2011) and Edgar et 
al. (2001) have helped in understanding the evolution of technology in process control 
and optimization. ASME PTC PM (2010) and Gay et al (2004) have provided general 
guidelines for heat balancing. Fundamental engineering thermodynamic works of Bejan 
(1988), Cengel and Boles (1993), Horlock (1992) and Kehlhofer et al (1999) have served 
as valuable guides for all studies presented in this dissertation. 
2.1 Thermodynamic Analyses 
Several analytical, experimental and simulative thermodynamic analyses were 
reviewed for this dissertation. Sizes of CHP systems can range from large scale 
applications like district CHP to small scale applications like micro-CHP serving single 
buildings. Though sizes of systems vary, the same thermodynamic principles are 
applicable in all cases. The literature review covered the entire spectrum of CHP 
applications including industrial applications like chemical, paper and pulp, oil refinery 
and desalination plants.  
Thermodynamic analyses of CHP systems can be performed during design phase 
or operation phase and involve application of the first law of thermodynamics and related 
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concepts. Analyses carried out during design and pre-design phases are analytical or 
simulative. Analyses carried out during operation phase are experimental. Interestingly, 
thermodynamic literature is rich with experimental and simulative analyses validating 
analytical analyses and experimental analyses validating simulative analyses and vice-
versa. The academic and industry community researching CHP technologies have equal 
interest in all forms of analyses. 
2.1.1 Analytical Analyses 
Ozkaynak (1995) considered combined cycle heat engines to be composed of 
internally and externally irreversible Carnot-like heat engines. The analysis determined 
maximum possible work output and efficiency at maximum work output for such engines 
operating between high and low temperature reservoirs. The study concluded that it was 
possible to design a combined cycle heat engine which can generate more power at 
higher efficiency than a single cycle heat engine operating between same reservoir 
temperatures. El-Masri (1987) and Chin and El-Masri (1987) used the exergy balance 
method for a detailed breakdown of irreversibility in combined cycle systems employing 
gas turbine topping cycles and steam turbine bottoming cycles. The analysis concluded 
that two-pressure bottoming cycles have lesser heat transfer irreversibility than single-
pressure bottoming cycles. The lower heat transfer irreversibility leads to higher overall 
cycle efficiency. Khaliq and Kumar (2008) analyzed a trigeneration system consisting of 
a gas turbine, two HRSG and an absorption refrigeration system. The analysis found 
exergy destructions in HRSG reduce with increases in steam pressure but exergy 
destructions in absorption refrigeration systems increase significantly. Exergy destruction 
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in gas turbine compressors, combustion chambers and expanders remain constant at all 
steam pressures. 
2.1.2 Experimental Analyses 
Yuan (2007) performed an experimental analysis on a micro-turbine system. The 
analysis collected operating data from the turbine at different load conditions and 
compared experimental performance data with manufacturer data. The analysis indicated 
that overall system performance can be improved by implementing heat recovery at 
system exhaust. Nayak et al (2003), Nayak and Radermacher (2004) and Nayak (2005) 
analyzed installation of a 75 kW natural gas fired reciprocating engine integrated with a 
liquid desiccant dehumidification system for an office building. The overall system 
carried out extensive performance testing of the micro-CHP system and compared results 
with conventional power plants and heating, ventilation and air-conditioning (HVAC) 
systems. The overall system evaluated feasibility of micro-CHP systems for various 
locations in the United States and provided detailed guidelines for integration and 
operation of packaged engine generators and liquid desiccant systems in micro-CHP 
applications. Ferrari et al (2010) set up a 100 kW gas turbine CHP system for educational 
purposes. The system produces electricity and hot water. Students and researchers avail 
benefits of having an experimental station to obtain various measurements related to 
start-up, shut-down, steady state and dynamic system operations. This helped in 
understanding real-world operations of commercial gas turbines, micro-turbines and CHP 
systems. Suresh (2012) and Suresh and Kosanovic (2013) carried out thermodynamic 
analysis of a combined cycle district heating system. The analysis used the first and 
second law of thermodynamics which helped in identifying magnitudes and locations of 
14 
 
energy losses occurring in the system. They subsequently made recommendations for 
system performance improvements. 
2.1.3 Simulative Analyses 
Rosen et al (2005) conducted design efficiency analyses for district CCHP 
systems. They analyzed efficiencies for different designs. An original design incorporated 
electric chillers for cooling. The analysis simulated changes in system efficiency upon 
replacing electric chillers with multi-stage absorption chillers. The analysis found exergy 
efficiencies to be more meaningful than energy efficiencies in comparing different 
designs. Energy efficiency of a system with an electric chiller was 94%, with a one-stage 
absorption chiller was 83% and with a two-stage absorption chiller was 88%, whereas, 
the exergy efficiency of the same system was 28%, 29% and 29% respectively. If the 
system was to be designed based on energy efficiencies then an electric chiller would be 
chosen. But if the system was to be designed based on exergy efficiencies then an 
absorption chiller would be chosen. Dincer and Al-Muslim (2001) used spreadsheet 
calculation techniques for energy and exergy analysis of reheat cycle steam power plants. 
The cycle is composed of a boiler, a high pressure steam turbine, a low pressure steam 
turbine, a condenser, a regenerator and two pumps. The analysis calculated changes in 
efficiencies with various parameters like boiler temperature and pressure, turbine work 
output and mass fractions. Results of simulative calculations were compared with actual 
data obtained from the power plant. One of the conclusions was that cycle efficiency 
increased only marginally with increases in boiler pressure. Financial cost of modifying 
installed equipment to withstand higher pressures does not justify cost savings associated 
with increased efficiency. Yang (2005) carried out an analysis to select best designs for a 
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CHP system in pre-design phase. The analysis was carried out using the GE GateCycle 
software. The analysis compared four different configurations and found a 14 MW dual-
fuel gas turbine, two 2.5 MW back-pressure steam turbines, a mid-pressure HRSG and 
four low pressure dual-fuel packaged boilers will constitute the best design for the new 
system. Brandstetter et al (2006) presented a technique for safe changeover of HRSG 
operations to fresh air firing mode after gas turbine trips. Brandstetter and Daublebsky 
(2007) analyzed effects of gas turbine trips on operations of HRSG. They used 
commercial software called Power Plant Simulator & Designer (PPSD) to simulate the 
problem. The analysis predicted changes in HRSG operating conditions during unsteady 
transition periods occurring between gas turbine trips and switch to fresh air firing mode. 
The goal of the analysis was to determine operation guarantees of HRSG capable of 
fresh-air firing mode. 
2.2 Optimization Analyses 
Optimization analyses can be broadly classified into two categories; design 
optimization and operational planning. Design optimization involves selection of best 
combinations of powerhouse components which can meet or exceed energy demands. 
Such an optimization problem is subject to financial, environmental and safety 
constraints. Financial constraints are determined by available investment capital. 
Environmental constraints are determined by types of fuels permissible for use. Stricter 
environmental regulations require use of cleaner fuels like natural gas, whereas, lenient 
regulations allow use of coal. Safety constraints are determined by maximum possible 
steam header pressures and electrical supply voltages. 
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When systems are in operation, optimization analyses can be performed for 
determining best operational plans. Operational planning techniques are widely used in 
production aspects of chemical, paper and pulp and oil refinery industries. Seborg et al 
(2011) and Edgar et al (2001) extensively discuss industrial process optimization. With 
regards to energy systems, the most lucrative outcome of operational planning would be 
reductions in fuel consumptions and associated costs. 
2.2.1 Process Industry Example 
Seborg et al (2011) discuss typical operational planning problems encountered in 
oil refining. Refineries purchase different grades of crude oil originating from different 
parts of the world. The grades differ in yields of fractions and have different purchase and 
processing costs. From sales perspectives, there are differences in revenue obtained by 
sale of individual fractions and sales quantities are dependent on market demand for 
individual fractions. The problem to be solved is of finding optimum purchase quantities 
of each grade such that financial profit is maximized. The problem is a linear 
programming one and is solved using the Simplex Method. In the last 25 years, the oil 
refining industry has used spreadsheet software like Microsoft Excel with add-in features 
like Solver to obtain solutions to this problem. Based on computational solutions, 
management personnel decide daily production rates. 
2.2.2 Thermal Power Example 
Logendran and Oudheusden (1981) used a Mixed 0-1 Linear Programming 
method to develop an hourly operating strategy for a bi-fuel thermal power plant. The 
plant had three powerhouse components of which one was capable of using lignite and 
fuel oil and the other two used only fuel oil. Lignite was available locally but fuel oil had 
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to be imported from overseas, leading to price differences between the fuels. But the 
plant could use only a limited amount of lignite because of unavailability of adequate 
pulverizes. The object function considered was total fuel cost. The analysis found 
optimum operational plans can reduce daily fuel costs by 1.2%.  
2.2.3 CHP System Example 
Cho (2009) demonstrated a method to use Linear Programming for operational 
planning of building CHP systems. The analysis simulated operations of an experimental 
micro-CHP system. The system has a power generating unit with an attached heat 
recovery unit to produce steam. The power unit is a natural gas fired reciprocating 
engine. There is also a gas fired boiler to supplement steam production. Steam is used for 
two purposes; heating and cooling. For heating loads, it is supplied to an air handling unit 
and for cooling loads it is supplied to an absorption chiller. The system is also connected 
to an electric grid and can export excess electricity. The analysis showed that effective 
operational planning strategies can lead to profitable operation.  
2.3 Objective of Research 
The objective of this research is to develop methodologies for operational 
planning in CHP systems. Current research literature does not have in-depth analysis on 
incorporating nonlinear characteristics of energy conversion equipment. Also absent is 
research to model fluctuations in electric grid on-peak and off-peak prices and 
incorporation of fuel availability limitations. Mathematical models which incorporate all 
these features together can pose significant challenges to computational tractability. 
Hence, this research also proposes a new computational solution technique to find 
optimum solutions to such complicated models. The other objective of this research is to 
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show a method using MATLAB to carry out real-time heat balancing in CHP systems 
since presently there aren’t many commercial heat balancing software which can perform 
such tasks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
19 
 
CHAPTER 3 
HEAT BALANCING 
 
Heat balancing involves application of the first law of thermodynamics to 
individual components in the CHP system. The purpose is to determine thermodynamic 
properties of working fluids as they move through various stages of thermodynamic 
cycles. The computer program which carries out the balancing takes measured data as 
inputs and calculates thermodynamic values related to flow streams in components. 
Appropriate values of data are assumed if not being measured and necessary to complete 
calculations. 
Heat balancing software which use real-time data are rarely seen in practice. The 
purpose of such software would be purely academic. The heat balance equations 
presented in this chapter are developed from basic principles for the UMass CHP system. 
The results are displayed in real-time by means of a graphical user interface (GUI). The 
GUI has been developed using the Graphical User Interface Development Environment 
(GUIDE) feature of MATLAB (Smith, 2006).  Figure 6 shows the main GUI screen. 
Several system variables are displayed in real-time. A user can navigate to view 
operations of individual components and also perform tasks like trending real-time data, 
viewing historical data and printing energy and emissions reports. 
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Figure 6 System Heat Balance 
 
3.1 Component Balances 
This section presents a detailed component-wise balance. Along with measured 
data, the analysis uses standard thermodynamic and chemical data given in Table 1. For 
combustion analysis, composition of natural gas is assumed to be CH4 and that of #2 fuel 
oil to be C12H23 (0.05% sulfur by weight). 
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Table 1 Standard Thermodynamic and Chemical Data 
Notation Item Value Units 
Patm Atmospheric Pressure 101.325 kPa 
Pstd Standard Pressure 101.325 kPa 
Tstd Standard Temperature 15.0 °C 
MWCH4 Natural Gas (CH4) Molecular Weight 16.04 kg/kmol 
MWC12H23 #2 Fuel Oil (C12H23) Molecular Weight 167.31 kg/kmol 
MWS Sulfur Molecular Weight 32.06 kg/kmol 
MW(O2+3.76N2) Air Molecular Weight 137.32 kg/kmol 
MWNH4OH Aqueous Ammonia Molecular Weight 35.04 kg/kmol 
MWCO2 Carbon Dioxide Molecular Weight 44.01 kg/kmol 
MWH2O Water Vapor Molecular Weight 18.02 kg/kmol 
MWO2 Oxygen Molecular Weight 31.99 kg/kmol 
MWN2 Nitrogen Molecular Weight 28.01 kg/kmol 
MWNOx NOx (NO+NO2) Molecular Weight 76.01 kg/kmol 
MWSO2 Sulfur Dioxide Molecular Weight 64.06 kg/kmol 
egas Natural Gas Lower Heating Value 47,141 kJ/kg 
eoil #2 Fuel Oil Lower Heating Value 42,791 kJ/kg 
Soil #2 Fuel Oil Sulfur Content 0.05 % by Weight 
ρoil #2 Fuel Oil Density 6.9674 lbs/gallon 
Rair Air Ideal Gas Constant 0.287 kJ/(kg.K) 
RCH4 Natural Gas (CH4) Ideal Gas Constant 0.5182 kJ/(kg.K) 
RNH4OH Aqueous Ammonia Ideal Gas Constant 0.237 kJ/(kg.K) 
ρwater Density of Raw Water 1000.0 kg/m3 
c1 Conversion Constant 60.0 sec/min 
c2 Conversion Constant 60.0 min/hr 
c3 Conversion Constant 0.45 kg/lb 
c4 Conversion Constant 0.25 kPa/Inch of H2O 
c5 Conversion Constant 6.89 kPa/psi 
c6 Conversion Constant 0.03 m3/ft3 
c7 Conversion Constant 0.003 m3/gallon 
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3.1.1 Gas Turbine 
Figure 7 is the schematic diagram and Figure 8 is the T-s diagram for an air-
standard Brayton cycle. Table 2 gives variables being measured. Rated air flow and 
compression ratio are provided by manufacturer. These along with assumed data are 
given in Table 3. Unit conversion formulae are given in Table 4. Turbine air flow, air-
fuel ratio and combustion efficiency are variables of interest. These are calculated using 
formulae given in Table 5. Calculations pertaining to compressor, combustion chamber 
and expander are given in Table 6-8. Equation 3.1 is the chemical equation of the 
combustion process. Here natural gas is assumed to be the hydrocarbon methane (CH4). 
In volumetric ratios, natural gas is approximately 93% CH4, 4% C2H6 (ethane) and less 
than 1% each of C3H8 (propane), C4H10 (butane), C5H12 (pentane) and C6H14 (hexane). 
Mole flow rates a, b, c and d of reactants can be calculated using formulae given in Table 
9. Mole balancing of C, H, S, O and N in Equation 3.1 gives Equation 3.2, from which 
mole flow rates x, y, z, v and w of products are calculated. Table 10 gives formulae to 
calculate emissions. Figure 9 is the gas turbine screen. 
( )4 12 23 2 2 2 2 2 2 23.76aCH bC H cS d O N xCO yH O zO vN wSO+ + + + → + + + +              (3.1) 
: 12 12C a b x x a b+ = ⇒ = +                                                                                         (3.2a) 
4 23
: 4 23 2
2
a bH a b y y ++ = ⇒ =                                                                               (3.2b) 
:S c w w c= ⇒ =                                                                                                          (3.2c) 
: 2 2 2 2 - - -
2
yO d x y z w z d x w= + + + ⇒ =                                                                 (3.2d) 
: 7.52 2 3.76N d v v d= ⇒ =                                                                                          (3.2e) 
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Figure 7 Gas Turbine Schematic Diagram 
 
Figure 8 Gas Turbine T-s Diagram 
 
Table 2 Gas Turbine Measured Data 
Notation Item Units 
N Turbine Speed % 
T1 Compressor Air Inlet Temperature °F 
dPcomp Compressor Air Inlet Pressure Drop Inches of H2O 
Wout Generator Real Power kW 
mgas Gas Flow lbs/hr 
moil Oil Flow lbs/min 
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Table 3 Gas Turbine Assumed Data 
Notation Item Value Units 
mair rated Turbine Rated Air Flow 41.6 kg/s 
rp Compressor Pressure Ratio 16.3 Dimensionless 
ηcomp Compressor Isentropic Efficiency 0.80 Dimensionless 
ηexp Expander Isentropic Efficiency 0.85 Dimensionless 
ηgen Generator Efficiency 0.98 Dimensionless 
ηshaft Turbine Shaft Efficiency 0.99 Dimensionless 
 
Table 4 Conversion of Gas Turbine Measured Units to SI Units 
Notation Item Conversion Formula Old Units New Units 
T1 
Compressor Air Inlet 
Temperature ( )1 1
5
-32
9
T T=  °F °C 
dPcomp 
Compressor Air Inlet 
Pressure Drop 4comp comp
dP dP c= ×  Inches of 
H2O 
kPa 
mgas Gas Flow 
3
1 2
gas
gas
m c
m
c c
×
=
×
 lbs/hr kg/s 
moil Oil Flow 3
2
oil
oil
m c
m
c
×
=  lbs/min kg/s 
 
Table 5 Gas Turbine Net System Calculations 
Notation Item Formula Units 
CFtemp 
Temperature 
Correction Factor 
( )
( )1
273.15
273.15
std
temp
T
CF
T
+
=
+
 Dimensionless 
mair Turbine Air Flow 
 100air air rated temp
N
m m CF= × ×  kg/s 
AFR Air-Fuel Ratio air
gas oil
mAFR
m m
=
+
 Dimensionless 
ηoverall Overall Efficiency 100
out
overall
gas gas oil oil
W
m e m e
η = ×
× + ×
 % 
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Table 6 Gas Turbine Compressor Calculations 
Notation Item Formula Units 
dPcomp Inlet Pressure Drop 100
comp
comp
atm
dP
dP
P
= ×
 % 
Pr1 Inlet Relative Pressure 
From Ideal Gas Properties of 
Air Table corresponding to T1 
Dimensionless 
h1 Inlet Enthalpy 
From Ideal Gas Properties of 
Air Table corresponding to T1 
kJ/kg 
Pr2s 
Isentropic Outlet 
Relative Pressure 2 1r s p r
P r P= ×  Dimensionless 
T2s 
Isentropic Outlet 
Temperature 
From Ideal Gas Properties of 
Air Table corresponding to 
Pr2s 
°C 
T2 Outlet Temperature 
( )2 1
2 1
-
s
comp
T T
T T
η
= +
 °C 
h2 Outlet Enthalpy 
From Ideal Gas Properties of 
Air Table corresponding to T2 
kJ/kg 
Wcomp Compressor Work ( )2 1-comp airW m h h= ×  kW 
 
Table 7 Gas Turbine Combustion Chamber Calculations 
Notation Item Formula Units 
mexh Exhaust Flow exh air gas oilm m m m= + +  kg/s 
h3 Outlet Enthalpy 
( )
3 2
gas gas oil oil
exh
m e m e
h h
m
× + ×
= +
 
kJ/kg 
T3 Outlet Temperature 
From Ideal Gas Properties of Air Table 
corresponding to h3 
°C 
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Table 8 Gas Turbine Expander Calculations 
Notation Item Formula Units 
Wexp Expander Work exp
exp
compout
gen shaft
WWW
η η η
= +
×
 kW 
h4 Outlet Enthalpy 
exp
4 3 -
exh
W
h h
m
=
 kJ/kg 
T4 Outlet Temperature 
From Ideal Gas Properties of Air 
Table corresponding to h4 
°C 
BWturb Turbine Backwork Ratio 
exp
100compturb
W
BW
W
= ×
 % 
 
Table 9 Gas Turbine Mole Flow Rates of Reactants 
Notation Item Formula Units 
a CH4 Mole Flow Rate 
4
gas
CH
m
a
MW
=
 kmol/s 
b C12H23 Mole Flow Rate 
12 23
oil
C H
mb
MW
=  kmol/s 
c S Mole Flow Rate 
12 23100
oil oil
C H
S m
c
MW
×
=
×
 kmol/s 
d Air Mole Flow Rate 
( )2 3.76 2
air
O N
md
MW +
=
 kmol/s 
 
Table 10 Gas Turbine Mass Flow Rate of Products 
Notation Item Formula Units 
mCO2 Carbon Dioxide Emission 2 2CO COm MW x= ×  kg/s 
mH2O Water Vapor Emission 2 2H O H Om MW y= ×  kg/s 
mO2 Oxygen Emission 2 2O Om MW z= ×  kg/s 
mN2 Nitrogen Emission 2 2N Nm MW v= ×  kg/s 
mSO2 Sulfur Dioxide Emission 2 2SO SOm MW w= ×  kg/s 
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Figure 9 Gas Turbine Screen 
 
3.1.2 Heat Recovery Steam Generator 
Figure 10 is the Energy-Temperature diagram for a heat recovery steam generator. 
Table 11 gives variables being measured. Exhaust from the gas turbine goes to the HRSG 
hence flow rate and thermodynamic conditions at air-side inlet of HRSG are assumed 
equal to turbine exhaust. These along with assumed feed-water temperature and pinch 
point temperature are given in Table 12. Unit conversion formulae are given in Table 13. 
HRSG system calculations are given in Table 14. Equation 3.3 is the chemical equation 
of the combustion process. Mole flow rates a, b, c, d, e, f and g of reactants can be 
calculated using formulae given in Table 15. Mole flow rates z and v of two products can 
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be calculated from measured data and formulae given in Table 16. Mole balancing of C, 
H, S, O and N in Equation 3.3 gives Equation 3.4, from which mole flow rates x, y, u and 
w of products are calculated. Table 17 gives formulae to calculate emissions. Figure 11 is 
the HRSG screen. 
( )
2 2 2 2 2 4 4
2 2 2 2 2 2                                  
aCO bH O cO dN eSO fCH gNH OH
xCO yH O zO uN v NO NO wSO
+ + + + + + →
+ + + + + +
                     (3.3) 
:C a f x x a f+ = ⇒ = +                                                                                              (3.4a) 
2 4 5
: 2 4 5 2
2
b f gH b f g y y + ++ + = ⇒ =                                                                  (3.4b) 
:S e w w e= ⇒ =                                                                                                           (3.4c) 
: 2 2 2 2 2 3 2
     2 2 2 2 2 2 3
O a b c e g x y z v w
x y w a b c e g z v
+ + + + = + + + +
⇒ + + = + + + + − −
                                                      (3.4d) 
2 2
: 2 2 2
2
d g vN d g u v u + −+ = + ⇒ =                                                                        (3.4e) 
 
Figure 10 HRSG Energy-Temperature Diagram 
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Table 11 HRSG Measured Data 
Notation Item Units 
mgas Gas Flow lbs/hr 
mfw Feed-water Flow lbs/hr 
msteam Steam Flow lbs/hr 
mNH4OH Aqueous Ammonia Flow scfm 
Pdrum Drum Pressure psig 
P8 Steam-Side Superheater Outlet Pressure psig 
T8 Steam-Side Superheater Outlet Temperature °F 
T2 Air-Side Superheater Outlet Temperature °F 
T4 Air-Side Economizer Outlet Temperature °F 
mexhaust NOx NOx Emission ppm (mg/kg) 
mexhaust O2 O2 Emission % of Exhaust 
 
Table 12 HRSG Assumed Data 
Notation Item Value Units 
mCO2 CO2 Flow mgas turbine exhaust CO2 kg/s 
mH2O H2O Flow mgas turbine exhaust H2O kg/s 
mO2 O2 Flow mgas turbine exhaust O2 kg/s 
mN2 N2 Flow mgas turbine exhaust N2 kg/s 
mSO2 SO2 Flow mgas turbine exhaust SO2 kg/s 
T1 Air-Side Superheater Inlet Temperature Tgas turbine exhaust °C 
T5 Feed-water Temperature 228.0 °F 
TPP Pinch Point Temperature 10.0 °C 
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Table 13 Conversion of HRSG Measured Units to SI Units 
Notation Item Conversion Formula Old Units New Units 
mgas Gas Flow 
3
1 2
gas
gas
m c
m
c c
×
=
×
 lbs/hr kg/s 
mfw Feed-water Flow 
3
1 2
fw
fw
m c
m
c c
×
=
×
 lbs/hr kg/s 
msteam Steam Flow 3
1 2
steam
steam
m c
m
c c
×
=
×
 lbs/hr kg/s 
mNH4OH 
Aqueous Ammonia 
Flow 
( )
4 6
4
1
4 273.15
NH OH
NH OH
std
NH OH std
m c
m
c
P
R T
×
=
×
+
 scfm kg/s 
Pdrum Drum Pressure ( ) 514.5drum drumP P c= + ×  psig kPa 
P8 
Steam-Side 
Superheater Outlet 
Pressure 
( )8 8 514.5P P c= + ×  psig kPa 
T8 
Steam-Side 
Superheater Outlet 
Temperature 
( )8 8
5 32
9
T T= −  °F °C 
T2 
Air-Side Superheater 
Outlet Temperature ( )2 2
5 32
9
T T= −  °F °C 
T4 
Air-Side Economizer 
Outlet Temperature ( )4 4
5 32
9
T T= −  °F °C 
T5 
Feed-water 
Temperature ( )5 5
5 32
9
T T= −  °F °C 
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Table 14 HRSG Calculated Data 
Notation Item Formula Units 
mair Air Flow 2 2 2 2 2air CO H O O N SOm m m m m m= + + + +  kg/s 
mspray Spray Water Flow spray steam fwm m m= −  kg/s 
Tdrum Drum Temperature From Steam Tables corresponding to Pdrum °C 
T3 
Air-Side Evaporator 
Outlet Temperature 3 drum PPT T T= +
 °C 
h1 
Air-Side 
Superheater Inlet 
Enthalpy 
From Ideal Gas Properties of Air Tables 
corresponding to T1 
kJ/kg 
h8 
Steam-Side 
Superheater Outlet 
Enthalpy 
From Steam Tables corresponding to P8 
and T8 
kJ/kg 
h5 
Feed-water 
Enthalpy 
From Steam Tables corresponding to P8 
and T5 
kJ/kg 
ηoverall Overall Efficiency 
( )8 5
1
100steam
overall
air gas gas
m h h
m h m e
η
× −
= ×
× + ×
 % 
mexh Exhaust Flow 4exh air gas NH OHm m m m= + +  kg/s 
 
Table 15 HRSG Mole Flow Rate of Reactants 
Notation Item Formula Units 
a CO2 Mole Flow Rate 2
2
CO
CO
m
a
MW
=  kmol/s 
b H2O Mole Flow Rate 2
2
H O
H O
mb
MW
=  kmol/s 
c O2 Mole Flow Rate 2
2
O
O
m
c
MW
=  kmol/s 
d N2 Mole Flow Rate 2
2
N
N
md
MW
=  kmol/s 
e SO2 Mole Flow Rate 2
2
SO
SO
m
e
MW
=  kmol/s 
f CH4 Mole Flow Rate 
4
gas
CH
mf
MW
=
 kmol/s 
g NH4OH Mole Flow Rate 4
4
NH OH
NH OH
mg
MW
=  kmol/s 
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Table 16 HRSG Mole Flow Rate of Products 
Notation Item Formula Units 
z O2 Mole Flow Rate  2
2100
exhaust O exh
O
m m
z
MW
×
=
×
 kmol/s 
v NOx Mole Flow Rate  610
exhaust NOx exh
NOx
m m
v
MW
×
=
×
 kmol/s 
 
Table 17 HRSG Mass Flow Rate of Products 
Notation Item Formula Units 
mCO2 CO2 Emission 2 2CO COm MW x= ×  kg/s 
mH2O H2O Emission 2 2H O H Om MW y= ×  kg/s 
mO2 O2 Emission 2 2O Om MW z= ×  kg/s 
mN2 N2 Emission 2 2N Nm MW u= ×  kg/s 
mNOx NOx Emission 610NOx NOxm MW v= × ×  mg/s 
mSO2 SO2 Emission 2 2SO SOm MW w= ×  kg/s 
 
Figure 11 HRSG Screen 
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3.1.3 Steam Turbines 
Figure 12 is the schematic diagram and Figure 13 is the T-s diagram for steam 
turbines. Table 18 gives variables being measured. Isentropic outlet pressure is assumed 
to be equal to actual outlet pressure as given in Table 19. Unit conversion formulae are 
given in Table 20. Turbine calculations are given in Table 21. Figure 14 is one of the 
steam turbine screens. 
 
 
Figure 12 Steam Turbine Schematic Diagram 
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Figure 13 Steam Turbine T-s Diagram 
 
Table 18 Steam Turbine Measured Data 
Notation Item Units 
msteam Steam Flow lbs/hr 
Wout Power Output kW 
P1 Inlet Pressure psig 
T1 Inlet Temperature °F 
P2 Outlet Pressure psig 
T2 Outlet Temperature °F 
 
 
Table 19 Steam Turbine Assumed Data 
Notation Item Value Units 
P2s Isentropic Outlet Pressure P2 psig 
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Table 20 Conversion of Steam Turbine Measured Units to SI Units 
Notation Item Conversion Formula Old Units New Units 
msteam Steam Flow 3
1 2
steam
steam
m c
m
c c
×
=
×
 lbs/hr kg/s 
P1 Inlet Pressure ( )1 1 514.5P P c= + ×  psig kPa 
T1 Inlet Temperature ( )1 1
5 32
9
T T= −  °F °C 
P2 Outlet Pressure ( )2 2 514.5P P c= + ×  psig kPa 
T2 Outlet Temperature ( )2 2
5 32
9
T T= −  °F °C 
P2s 
Isentropic Outlet 
Pressure ( )2 2 514.5s sP P c= + ×  psig kPa 
 
Table 21 Steam Turbine Calculated Data 
Notation Item Formula Units 
h1 Inlet Enthalpy 
From Steam Tables corresponding 
to P1 and T1 
kJ/kg 
s1 Inlet Entropy 
From Steam Tables corresponding 
to P1 and T1 
kJ/kg.K 
s2s 
Isentropic Outlet 
Entropy 2 1ss s=
 kJ/kg.K 
x2s 
Isentropic Outlet 
Vapor Fraction 
From Steam Tables corresponding 
to P2s and s2s 
Dimensionless 
h2s 
Isentropic Outlet 
Enthalpy 
From Steam Tables corresponding 
to P2s and x2s 
kJ/kg 
T2s 
Isentropic Outlet 
Temperature 
From Steam Tables corresponding 
to P2s and s2s 
°C 
h2 Outlet Enthalpy 
From Steam Tables corresponding 
to P2 and T2 
kJ/kg 
ηisen 
Isentropic 
Efficiency 
( )
( )
1 2
1 2
100isen
s
h h
h h
η
−
= ×
−
 % 
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Figure 14 Steam Turbine Screen 
 
3.1.4 Boilers 
Tables 22-28 give balancing calculations for boilers. Table 22 gives variables 
being measured. Assumed feed-water temperature is given in Table 23. Unit conversion 
formulae are given in Table 24.  Boiler calculations are given in Table 25. Equation 3.5 is 
the chemical equation of the combustion process. The mole flow rates a, b, c, d and e of 
reactants are calculated by formulae given in Table 26. Mole flow rates z and v of two 
products are calculated from measured data and formulae given in Table 27. Mole 
balancing of C, H, S, O and N in Equation 3.5 gives Equation 3.6, from which mole flow 
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rates x, y, u and w of products are calculated. Table 28 gives formulae to calculate 
emissions. Figure 15 is one of the boiler screens. 
( )
( )
4 12 23 2 2 4
2 2 2 2 2 2
3.76
                                    
aCH bC H cS d O N eNH OH
xCO yH O zO uN v NO NO wSO
+ + + + + →
+ + + + + +
                   (3.5) 
: 12 12C a b x x a b+ = ⇒ = +                                                                                        (3.6a) 
4 23 5
: 4 23 5 2
2
a b eH a b e y y + ++ + = ⇒ =                                                                 (3.6b) 
:S e w w e= ⇒ =                                                                                                           (3.6c) 
: 2 2 2 3 2 2 2 2 2 3O d e x y z v w x y w d e z v+ = + + + + ⇒ + + = + − −                             (3.6d) 
7.52 2
: 7.52 2 2
2
d e vN d e u v u + −+ = + ⇒ =                                                               (3.6e) 
 
Table 22 Boiler Measured Data 
Notation Item Units 
mgas Gas Flow scfh 
moil Oil Flow gpm 
mair Air Flow scfm 
Tair Air Temperature °F 
mNH4OH Aqueous Ammonia Flow scfm 
msteam Steam Flow lbs/hr 
Psteam Steam Pressure psig 
Tsteam Steam Temperature °F 
mexhaust O2 O2 Emission % of exhaust 
mexhaust NOx NOx Emission ppm (mg/kg) 
Texhaust Exhaust Temperature °F 
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Table 23 Boiler Assumed Data 
Notation Item Value Units 
Tfw Feed-water Temperature 228.0 °F 
 
Table 24 Conversion of Boiler Units to SI Units 
Notation Item Conversion Formula Old Units 
New 
Units 
mgas Gas Flow 
( )
6
1 2
273.15
gas
gas
std
gas std
m c
m
c c
P
R T
×
=
×
×
+
 scfh kg/s 
moil Oil Flow 3
1
oil oil
oil
m c
m
c
ρ× ×
=  gpm kg/s 
mair Air Flow 
( )
6
1
273.15
air
air
std
air std
m c
m
c
P
R T
×
=
×
+
 scfm kg/s 
Tair Air Temperature ( )
5 32
9air air
T T= −  °F °C 
mNH4OH 
Aqueous Ammonia 
Flow 
( )
4 6
4
1
4 273.15
NH OH
NH OH
std
NH OH std
m c
m
c
P
R T
×
=
×
+
 scfm kg/s 
msteam Steam Flow 3
1 2
steam
steam
m c
m
c c
×
=
×
 lbs/hr kg/s 
Psteam Steam Pressure ( ) 514.5steam steamP P c= + ×  psig kPa 
Tsteam Steam Temperature ( )
5 32
9steam steam
T T= −  °F °C 
Tfw 
Feed-water 
Temperature ( )
5 32
9fw fw
T T= −  °F °C 
Texhaust Exhaust Temperature ( )
5 32
9exhaust exhaust
T T= −  °F °C 
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Table 25 Boiler Calculated Data 
Notation Item Formula Units 
AFR Air-Fuel Ratio 
air
gas oil
mAFR
m m
=
+
 Dimensionless 
hsteam 
Steam 
Enthalpy 
From Steam Tables corresponding to Psteam 
and Tsteam 
kJ/kg 
hfw 
Feed-water 
Enthalpy 
From Steam Tables corresponding to Psteam 
and Tfw 
kJ/kg 
hair 
Combustion 
Air 
Enthalpy 
From Ideal Gas Properties of Air Tables 
corresponding to Tair 
kJ/kg 
ηcomb 
Combustion 
Efficiency 
( )
100steam steam fwcomb
gas gas oil oil air air
m h h
m e m e m h
η
× −
= ×
× + × + ×
 
% 
mexh 
Exhaust 
Flow 4exh air gas oil NH OH
m m m m m= + + +  kg/s 
 
Table 26 Boiler Mole Flow Rate of Reactants 
Notation Item Formula Units 
a CH4 Mole Flow Rate 
4
gas
CH
m
a
MW
=
 kmol/s 
b C12H23 Mole Flow Rate 
12 23
oil
C H
mb
MW
=  kmol/s 
c S Mole Flow Rate 
12 23100
oil oil
C H
S m
c
MW
×
=
×
 kmol/s 
d Air Mole Flow Rate 
( )2 3.76 2
air
O N
md
MW +
=
 kmol/s 
e NH4OH Mole Flow Rate 4
4
NH OH
NH OH
m
e
MW
=  kmol/s 
 
Table 27 Boiler Mole Flow Rate of Products 
Notation Item Formula Units 
z O2 Mole Flow Rate 2
2100
O exh
O
m m
z
MW
×
=
×
 kmol/s 
v NOx Mole Flow Rate 610
NOx exh
NOx
m m
v
MW
×
=
×
 kmol/s 
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Table 28 Boiler Mass Flow Rate of Products 
Notation Item Formula Units 
mCO2 Carbon Dioxide Emission 2 2CO COm MW x= ×  kg/s 
mH2O Water Vapor Emission 2 2H O H Om MW y= ×  kg/s 
mO2 Oxygen Emission 2 2O Om MW z= ×  kg/s 
mN2 Nitrogen Emission 2 2N Nm MW u= ×  kg/s 
mNOx NOx Emission 610NOx NOxm MW v= × ×  mg/s 
mSO2 Sulfur Dioxide Emission 2 2SO SOm MW w= ×  kg/s 
 
 
Figure 15 Boiler Screen 
 
3.1.5 Net Plant 
Tables 29-33 give net plant calculations. Table 29 gives variables being 
measured. Assumed feed-water temperature is given in Table 30. Unit conversion 
41 
 
formulae are given in Table 31. Net plant calculations are given in Table 32. Table 33 
gives formulae to calculate emissions. Figure 6 is the plant screen. 
 
Table 29 Net Plant Measured Data 
Notation Item Units 
Pms Main Steam Header Pressure psig 
Tms Main Steam Header Temperature °F 
Phps High Pressure Steam Header Pressure psig 
Thps High Pressure Steam Header Temperature °F 
Plps Low Pressure Steam Header Pressure psig 
Tlps Low Pressure Steam Header Temperature °F 
mraw Raw Water Flow gpm 
 
Table 30 Net Plant Assumed Data 
Notation Item Value Units 
Tfw Feed-water Temperature 228.0 °F 
 
Table 31 Conversion of Net Plant Measured Units to SI Units 
Notation Item Conversion Formula Old Units New Units 
Pms 
Main Steam Header 
Pressure ( ) 414.5ms msP P c= + ×  psig kPa 
Tms 
Main Steam Header 
Temperature ( )
5 32
9ms ms
T T= −  °F °C 
Phps 
High Pressure 
Steam Header 
Pressure 
( ) 414.5hps hpsP P c= + ×  psig kPa 
Thps 
High Pressure 
Steam Header 
Temperature 
( )5 329hps hpsT T= −  °F °C 
Plps 
Low Pressure 
Steam Header 
Pressure 
( ) 414.5lps lpsP P c= + ×  psig kPa 
Tlps 
Low Pressure 
Steam Header 
Temperature 
( )5 329lps lpsT T= −  °F °C 
42 
 
mraw Raw Water Flow 5
1
raw water
raw
m c
m
c
ρ× ×
=  gpm kg/s 
 
 
Table 32 Net Plant Calculated Data 
Notation Item Formula Units 
mgas Gas Flow 
   
1 2          
gas GT gas HRSG gas HPB gas
LPB gas LPB gas
m m m m
m m
= + +
+ +
 kg/s 
moil Oil Flow 
  1 2  oil GT oil HPB oil LPB oil LPB oilm m m m m= + + +  kg/s 
Wout Power Output out GT HPST LPSTW W W W= + +  kW 
mhps 
High Pressure 
Steam Flow 
  1 
2           
hps hrsg steam hpb steam lpb steam
lpb steam lpst steam
m m m m
m m
= + +
+ −
 kg/s 
mlps 
Low Pressure 
Steam Flow  lps lpst steamm m=
 kg/s 
hhps 
High Pressure 
Steam 
Enthalpy 
From Steam Tables corresponding to Phps and 
Thps 
kJ/kg 
hlps 
Low Pressure 
Steam 
Enthalpy 
From Steam Tables corresponding to Plps and 
Tlps 
kJ/kg 
FOM Figure of Merit ( )
100
plant hps hps lps lps
gas gas oil oil
hps lps fw
gas gas oil oil
W m h m h
m e m e
FOM
m m h
m e m e
+ × + × 
 × + × 
= × + × − × + × 
 % 
mcond 
Condensate 
Return Flow cond hps lps raw
m m m m= + −  kg/s 
FRcond 
Condensate 
Fraction 
100condcond
cond raw
mFR
m m
= ×
+
 % 
FRraw 
Raw Water 
Fraction 
100rawraw
cond raw
mFR
m m
= ×
+
 % 
mNH4OH 
Aqueous 
Ammonia 
Flow 
4  4  4
1 4 2 4              
NH OH HRSG NH OH HPB NH OH
LPB NH OH LPB NH OH
m m m
m m
= +
+ +
 kg/s 
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Table 33 Net Plant Emissions 
Notation Item Formula Units 
mCO2 CO2 Emission 
2  2  2
1 2 2 2          
CO HRSG CO HPB CO
LPB CO LPB CO
m m m
m m
= +
+ +
 kg/s 
mH2O H2O Emission 
2  2  2
1 2 2 2           
H O HRSG H O HPB H O
LPB H O LPB H O
m m m
m m
= +
+ +
 kg/s 
mO2 O2 Emission 
2  2  2
1 2 2 2         
O HRSG O HPB O
LPB O LPB O
m m m
m m
= +
+ +
 kg/s 
mN2 N2 Emission 
2  2  2
1 2 2 2         
N HRSG N HPB N
LPB N LPB N
m m m
m m
= +
+ +
 kg/s 
mNOx NOx Emission 
  
1 2           
NOx HRSG NOx HPB NOx
LPB NOx LPB NOx
m m m
m m
= +
+ +
 mg/s 
mSO2 SO2 Emission 
2  2  2
1 2 2 2          
SO HRSG SO HPB SO
LPB SO LPB SO
m m m
m m
= +
+ +
 kg/s 
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CHAPTER 4 
OPERATIONAL PLANNING 
 
Operational planning involves skillful allocation of loads on system components 
such that total costs are minimized. The problems involve optimizing objective functions 
subject to a finite number of constraints. If objective functions and constraints are linear, 
then a very robust technique called Linear Programming can be used. With currently 
available processing speeds on desktop computers and advanced mathematical solvers, 
solutions to linear problems can be obtained in very little computing time. But linear 
models only serve as approximations to actual systems under consideration. In reality, 
system components have nonlinear characteristics requiring nonlinear modelling 
techniques. 
This chapter presents two modelling techniques. The first is an empirical method 
which uses a linear model to relate system inputs and outputs. It is a black-box approach 
wherein only system inputs and outputs are of interest and no importance is placed on 
characteristics of system components. The second is a Mixed-Integer Nonlinear 
Programming (MINLP) technique. It is a very accurate approach to model characteristics 
of system components. But the resulting model poses challenges to computational 
tractability. This is overcome by developing a hybrid genetic algorithm which 
implements deterministic and stochastic search strategies. 
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4.1 Empirical Method 
Developing theoretical models to represent system processes can be difficult tasks 
due to complex and intricate natures of processes. The widely accepted alternate 
approach is to build empirical models. These are also called black box models because it 
is only concerned with system inputs and outputs and not its inner workings. 
In this section, an empirical method is developed to optimize the system 
operation. The optimization is concerned with the relative price differences of the two 
fuels (gas and oil) being used by the system. Because of the price difference, it is possible 
to realize a lower running cost by adjusting the fuel utilization in the system. The 
maximum and minimum utilizations of the fuels are constrained by the available fuel 
quantities and the maximum and minimum fuel burning rate capacities of the equipment. 
The resulting optimum solution is an outcome of the price differences, the available 
quantities and the equipment capacities.  
4.1.1 Linear Model 
Seborg et al (2011) mention when using empirical methods, linear models are 
highly desired due to reduced complexity and tolerable numeric errors. Bendat and 
Piersol (2010) mention in most scenarios process systems have constant parameters 
relating inputs and outputs and a linear relation exists over permissible operating ranges. 
Response characteristics of linear systems are additive and homogenous, mathematically 
given by Equation (4.1). 
( ) ( ) ( )1 2 1 2f x x f x f x+ = +                                                                                          (4.1a) 
( ) ( )f cx cf x=                                                                                                              (4.1b) 
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Figure 16 Empirical Model 
 
Figure 16 graphically illustrates model being assumed for the system shown in 
Figure 3. Figure 16 is indicative of a black box model. The system is assumed to be linear 
with 9 inputs and 3 outputs. The inputs are x1: gas turbine gas, x2: gas turbine oil, x3: 
HRSG gas, x4: high pressure boiler gas, x5: high pressure boiler oil, x6: low pressure 
boiler 1 gas, x7: low pressure boiler 1 oil, x8: low pressure boiler 2 gas, x9: low pressure 
boiler 2 oil. The outputs are y1: total electric output, y2: total high pressure steam output, 
y3: total low pressure steam output. Based on the linearity assumption, each of the outputs 
is caused by a linear combination of all inputs as given by Equation (4.2) where θ are 
parameters to be identified and ε are measurement errors. 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 11 1 12 2 13 3 14 4 15 5
16 6 17 7 18 8 19 9 1           
y t t x t t x t t x t t x t t x t
t x t t x t t x t t x t t
θ θ θ θ θ
θ θ θ θ ε
= + + + +
+ + + + +
                 (4.2a)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 21 1 22 2 23 3 24 4 25 5
26 6 27 7 28 8 29 9 2           
y t t x t t x t t x t t x t t x t
t x t t x t t x t t x t t
θ θ θ θ θ
θ θ θ θ ε
= + + + +
+ + + + +
               (4.2b)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
3 31 1 32 2 33 3 34 4 35 5
36 6 37 7 38 8 39 9 3           
y t t x t t x t t x t t x t t x t
t x t t x t t x t t x t t
θ θ θ θ θ
θ θ θ θ ε
= + + + +
+ + + + +
                (4.2c) 
The empirical relation for each system component is given by Equation (5.3). The 
outputs are yGT: gas turbine power, yHRSG: HRSG steam, yHPB: high pressure boiler steam, 
yHPST: high pressure steam turbine power, yLPB1: low pressure boiler 1 steam, yLPB2: low 
pressure boiler 2 steam, yLPST: low pressure steam turbine power. 
( ) ( ) ( ) ( ) ( ) ( )1 1 2 2GT GT GT GTy t t x t t x t tθ θ ε= + +                                                             (4.3a) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 2 2 3 3HRSG HRSG HRSG HRSG HRSGy t t x t t x t t x t tθ θ θ ε= + + +                       (4.3b) 
( ) ( ) ( ) ( ) ( ) ( )1 4 2 5HPB HPB HPB HPBy t t x t t x t tθ θ ε= + +                                                        (4.3c) 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 1 2 2 3 3
4 4 5 5                
HPST HPST HPST HPST
HPST HPST HPST
y t t x t t x t t x t
t x t t x t t
θ θ θ
θ θ ε
= + +
+ + +
                                        (4.3d) 
( ) ( ) ( ) ( ) ( ) ( )1 11 6 12 7 1LPB LPB LPB LPBy t t x t t x t tθ θ ε= + +                                                     (4.3e) 
( ) ( ) ( ) ( ) ( ) ( )2 21 8 22 9 2LPB LPB LPB LPBy t t x t t x t tθ θ ε= + +                                                     (4.3f) 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 1 2 2 3 3 4 4
5 5 6 6 7 7 8 8
9 9
               
               
LPST LPST LPST LPST LPST
LPST LPST LPST LPST
LPST LPST
y t t x t t x t t x t t x t
t x t t x t t x t t x t
t x t t
θ θ θ θ
θ θ θ θ
θ ε
= + + +
+ + + +
+ +
            (4.3g) 
Since inputs and outputs are being measured, system parameters can be estimated. 
Here, the Least Squares method is used for the estimations. Before estimations are carried 
out, Autoregressive Models are used to predict inputs and outputs a step ahead in time. 
4.1.2 Autoregressive Prediction 
In order to optimally operate systems, knowledge of optimum set-points must be 
available at least a step ahead in time in order to take corrective actions. This calls for 
short-term predictions of system behaviors. Autoregressive models are simplest ways to 
predict future values in time series. Future values are calculated as weighted linear sums 
of past values. Equation (4.4) is the Autoregressive equation. Equation (4.5) is a more 
compact expression of Equation (4.4). 
( ) ( ) ( ) ( ) ( )1 21 2 ...... nz t a z t a z t a z t n e t= − + − + + − +
 
                                                   (4.4) 
( ) ( ) ( )A q z t e t=                                                                                                            (4.5a) 
( ) 1 21 21 ...... nnA q a q a q a q− − −= + + + +                                                                            (4.5b) 
( ) ( )nq z t z t n− = −                                                                                                          (4.5c) 
In Equation (4.4) and (4.5), z(t) are the time series values, ai are Autoregressive 
coefficients, q are backward shift operators, n is number of poles of system and e(t) is 
prediction error. Since observations prior to time t are available, value at time t can be 
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predicted by estimating coefficients which reduce prediction error. A function to estimate 
autoregressive coefficients using ordinary least squares is available in the System 
Identification Toolbox of MATLAB. Ordinary least squares is further discussed in the 
next section. This prediction method gives inputs x(t) and outputs y(t) of Equation (4.2) 
and (4.3) one step ahead in time. 
4.1.3 Parameter Estimation 
 Equation (4.6) is a linear empirical equation for a single input/output system. If 
measurements of the input and output are recorded at discrete time intervals then the 
model parameter can be calculated. This calculation procedure is called parameter 
estimation (also system identification or regression analysis). 
( ) ( ) ( )y t t x tθ=                                                                                                              (4.6) 
The discrepancy between measured data and model are considered to be errors 
caused by process and measurement noises. The Least Squares method is best suited to 
estimate parameters of linear models and can be used in two scenarios. In the first 
scenario measurements are gathered before estimations being carried out. In this case 
Ordinary Least Squares can be used. In the second scenario estimations are carried out as 
and when measurements become available. This is indicative of real-time systems and the 
method used is Recursive Least Squares. 
4.1.3.1 Ordinary Least Squares 
 For Ordinary Least Squares (OLS), measurements should be available before 
estimation calculations are carried out. The measurements should cover the entire system 
operating range. Hence, OLS is an off-line estimation technique. Equation (4.7a) 
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represents data (xi, yi) for Equation (4.6). 
^
θ  is value of parameter being estimated and ε is 
error. For a measurement set containing n observations, the Sum of Squared Error (SSE) 
is given by Equation (4.7b). Equation (4.7c) is the analytical solution for 
^
θ  which gives 
the least SSE. 
^
i i iy xθ ε= +                                                                                                                   (4.7a) 
( )
2
^2
1 1
n n
i i i
i i
SSE y xε θ
= =
 = = − 
 
∑ ∑                                                                                    (4.7b) 
1
^
2
1 1
n n
i i i
i i
x x yθ
−
= =
   
=    
   
∑ ∑                                                                                                 (4.7c) 
 For multi-parameter models the analytical solution for a vector of parameters 
^
θ   
is given by Equation (4.8) where x is a matrix containing measured inputs and y  is a 
vector containing measured outputs (Edgar et al, 2001). 
( ) ( )
1^ T T
x x x yθ
−
=
                                                                                                         (4.8) 
Mathematical software can quickly carry out matrix inversions of Equation (4.8) 
to calculate
^
θ . Alternatively it can also be rearranged and expanded to produce a set of 
simultaneous equations which will give the solution to
^
θ . 
4.1.3.2 Recursive Least Squares 
If real-time measurements are available then parameter estimation can be done 
using Recursive Least Squares (RLS). RLS only needs latest measurements and previous 
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estimates. This reduces data accumulation which is encountered in OLS. Equation (4.9) is 
the set of formulae required to carry out multi-parameter estimations (Ljung, 1999). 
( ) ( ) ( ) ( ) ( ) ( )
^ ^ ^
1 1Tt t L t y t t tθ θ φ θ = − + − −  
                                                                (4.9a) 
( ) ( )
T
t x tφ =                                                                                                                  (4.9b) 
( ) ( ) ( )
( ) ( ) ( ) ( )
1
1T
P t t
L t
t t P t t
φ
λ φ φ
−
=
+ −
                                                                                 (4.9c) 
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 11 1
1
T
T
P t t t P t
P t P t
t t t P t t
φ φ
λ λ φ φ
 − −
= − − 
+ − 
                                                   (4.9d) 
 In Equation (4.9), φ(t) is the regression vector and contains inputs x(t). L(t) is 
called Kalman gain array and P(t) is a matrix proportional to the covariance matrix of 
estimated parameter vector ( )
^
tθ . λ(t) is a user-defined forgetting factor whose value 
determines influence of older estimates on estimate being presently calculated.  Since the 
algorithm is recursive, ( )
^
tθ  and P(t) need to be initialized. Generally ( )
^
tθ  is initialized 
to identity vector and P(t) to rI where r is a large number and I is identity matrix. Vogel 
and Edgar (1988) presented a method called covariance resetting which allows using a 
value of unity for λ(t) while maintaining sensitivity to new measurements. In this method 
when trace of P(t) becomes too small and estimation error ( ) ( ) ( )
^
1Ty t t tφ θ− −  too large, 
a diagonal matrix D is added to P(t) causing a resetting effect. Tolerance limits for P(t) 
and estimation error before addition of D is user-defined. 
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4.1.4 Cost Optimization Formulation 
Utilizing gas ($0.02/kWh) instead of oil ($0.03/kWh) is more economical. But gas 
is available only in limited quantities for each 24-hour period called ‘daily nomination’. 
The linear programming problem formulated is that of finding optimum fuel inputs to 
system components such that total cost is reduced while meeting electric and steam 
demands and not exceeding gas allocation. Equation (4.10) gives the problem. Since all 
variables involved are at time t, the (t) term is dropped for simplicity. 
1 1 2 2 1 3 1 4 2 5 1 6 2 7 1 8 2 9 c c c c c c c c cMinimize x x x x x x x x x+ + + + + + + +                              (4.10a) 
1
11 12 13 14 15 16 17 18 19
2
21 22 23 24 25 26 27 28 29
3
31 32 33 34 35 36 37 38 39
4
5
6
7
8
9
1 0 1 1 0 1 0 1 0
  
1 1 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 1
x
x
x
x
Subject to x
x
x
x
x
θ θ θ θ θ θ θ θ θ
θ θ θ θ θ θ θ θ θ
θ θ θ θ θ θ θ θ θ

  
  
  
  
 
− − − − − 
 − −
 
− − 
 − −
 
− −  

1
2
3
0.7
1.3
1.1
1.1
y
y
y
d

 
 
 
 
   −   ≥
 − 
   −  
   −
  
−   

               (4.10b) 
[ ]0 0 0 0 0 0 0 0 0lb =                                                                                              (4.10c) 
[ ]0.72 0.7 0.4 1.2 1.4 1.0 1.2 1.0 1.2ub =                                                                  (4.10d) 
 The objective function being minimized is total fuel cost. c1 and c2 are unit costs 
of gas and oil. The purpose is to find alternate values of x1-x9 which minimize the 
objective function. The minimization is subject to 8 constraints. First three constraints 
require that outputs caused by alternate values of x1- x9 meet or exceed present outputs. 
Elements of the constraint matrix corresponding to these three constraints are obtained by 
RLS estimations. The fourth constraint sets limits on maximum gas supply d. The fifth, 
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sixth, seventh and eight constraints along with lower bound vector lb and upper bound 
vector ub define minimum and maximum inputs to system components. The Simplex 
Method (Bazaraa et al, 2005) is used to solve the problem. A function to solve Linear 
Programming problems using the Simplex Method is available in the Optimization 
Toolbox of MATLAB. 
4.1.5 Results and Discussions 
The experiment is conducted in real-time for duration of one hour with ten minute 
time steps. Gas nomination for the 24-hour period is 4,500,000 standard cubic feet which 
limits instantaneous supply rate to 1.0 kg/s. The present rate of consumption is less than 
1.0 kg/s thereby allowing for an increase. Total plant fuel costs will reduce because an 
equivalent amount of oil consumption can be eliminated. Figure 17 is a GUI screen 
which displays the analysis results in real-time and makes optimum set-point 
recommendations. It also displays cumulative cost analyses for the period under 
observation. Figure 18 is a plot of predicted, optimum and actual values of fuel cost and 
fuel inputs and Figure 19 of component and plant outputs.  
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Figure 17 Optimum Set-point Recommendation Screen 
 
Optimum result indicates that in order to lower total cost, gas input to turbine and 
duct burner should be increased and oil input to boilers should be decreased.  Cumulative 
predicted and actual fuel costs are $4,114 and $4,076, respectively whereas cumulative 
optimum fuel cost is $3,762. The analysis predicted a cost savings of $352 (8.6% 
reduction). If optimum set-points were actually made, then actual cost savings would 
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have been $314 (7.7% reduction). The cost savings would have occurred if inputs to 
system components were adjusted according to optimum values calculated by the 
proposed method. The adjustment must be made in the time interval between instant of 
prediction and instant for which prediction is made. 
 
 
Figure 18 Objective Function and Sub-System Input 
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Figure 19 Total System and Sub-System Output 
 
4.2 Mixed-Integer Nonlinear Programming Model 
Operational planning in CHP systems until now has relied mostly on linear 
modeling techniques. A critical aspect which still poses a significant challenge is that of 
accurate nonlinear model development. The works of several researchers has addressed 
these aspects, but there is still room for improvement because the increasing 
sophistication of CHP system designs keeps increasing modelling complexity, which in 
turn poses new challenges to the application of classical mathematical solvers. In light of 
the challenges facing this fast developing area of research, this dissertation proposes a 
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mixed-integer nonlinear programming (MINLP) methodology, and a genetic algorithm 
solution technique. 
The MINLP framework is one of the richest modeling paradigms applicable to 
scheduling problems in many industrial energy systems. But computational solution 
techniques are difficult to implement and there is no guarantee of finding global optimal 
solutions. For ease of implementation, integer aspects can be relaxed and linear 
approximations can be made. These will help in producing quick solutions, but they 
might not reflect the reality of the system. For example, the recommended operating 
mode for moderate to large sized steam boilers is either “off” (0% load) or between 20% 
and 100% loads. While formulating an optimization problem, if “x” represents the load 
(decision variable) and is assumed to be continuous between the lower and upper bounds 
of 0% and 100% loads, then it could lead to solutions in which the optimum load is 
between 0% and 20%, which might not be acceptable to the decision maker. The accurate 
way to model this situation is to have a 0-1 (on-off) variable to represent the boiler status, 
and include load range constraints. This gives the problem its integer feature. Further, 
boiler efficiency can be approximated quadratically between 20% and 100% loads, giving 
the problem its nonlinear feature. Assuming constant or linearly varying efficiency 
characteristics could result in an underestimate or overestimate of optimal solutions. 
The resulting MINLP model is nonconvex. Nonconvex problems can have several 
local minimums but only a single global minimum as illustrated in Figure 20. When an 
algorithm finds a minimum point, the theoretical proof (Karsh Kuhn Tucker conditions) 
assures that point is only a local minimum. There is no convergence proof for a global 
minimum. Hence, for nonconvex MINLP problem, global optimality is not assured. 
58 
 
 
Figure 20 Nonconvex Function 
 
The common approach to solve mixed integer programming (MIP) problems is 
the branch-and-bound method. It is known to cut off the global optima from the search 
process for nonconvex MINLP problems and more importantly suffers from the curse of 
dimensionality, wherein there is an exponential increase in computer processing time for 
a linear increase in problem size. In the last two decades genetic algorithms have made a 
foray in to solving many types of mathematical optimization problems. Although they 
can outperform deterministic algorithms for small-scale unconstrained test problems, they 
prove to be very ineffective when dealing with large-scale constrained problems which 
are often seen in real life. But when augmented with the capabilities of a deterministic 
algorithm, a hybrid genetic algorithm can prove to be extremely versatile in many 
complex optimization scenarios. Sakawa et al (2001a, 2001b, 2002) showed how a hybrid 
genetic algorithm can outperform branch-and-bound for mixed 0-1 linear programming, 
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MILP and nonlinear 0-1 programming (nonlinearities were approximated by piecewise 
linearities) problems. This dissertation shows the same for mixed 0-1 nonlinear 
programming (without linear approximations) problems. 
The goal of this dissertation is to not compromise on the integer and nonlinear 
aspects of the modeling procedure. These features are kept intact at all times, and the 
resulting problem is attempted by deterministic and stochastic solution techniques. The 
effectiveness of the proposed methodology and algorithm are examined by applying them 
to the University of Massachusetts CHP system. It shows that MINLP models can be 
successfully applied for operational planning of moderate to large sized CHP systems. 
4.2.1 State-of-the-art Review 
Apart from operational planning in energy systems, MIP problems are widely 
encountered in unit commitment/economic dispatch of thermal generators and 
industrial/chemical process scheduling to name just a few related engineering application 
domains. Interestingly, even though the problems originate in different domains, they 
share a great deal of similarity when it comes to modeling methodologies and 
computational solution techniques. Over the last five decades, significant successes have 
been achieved by academics around the world working in these research areas. Most 
research efforts can be broadly classified to be on two fronts. The first is on accurate 
model development to reflect the physical reality of the system under consideration. The 
second is towards the development of computational solution techniques seeking to solve 
the mathematical problems to global optimality. The following literature review is not 
meant to be a comprehensive account of all advances in these research areas. It reviews 
the most relevant papers in the context of the current work and also a few noteworthy 
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papers which have been instrumental in guiding all research over the past years. 
Comprehensive reviews conducted by Saravanan et al (2013), Xia and Elaiw (2010), 
Trespalacios and Grossmann (2014) and Floudas and Gounaris (2009) give a 
chronologically accurate account of all research advances. 
Cavalieri et al (1971) were one of the foremost to propose the use of MIP models 
for operational planning in thermal power plants. They highlighted the difficulties 
associated with operating thermal equipment at very low loads and therefore 
recommended the use of 0-1 variables to represent equipment on-off status. But they 
assumed boiler efficiencies to be constant in the permissible operating range, thereby 
making their model a mixed 0-1 linear programming one which was subsequently solved 
by combinatory enumeration of all possible solutions. Based on these mixed 0-1 
guidelines, Logendran and Oudheusden (1981) developed a model for a bi-fuel thermal 
power plant and found optimal solutions using the IBM/MIP solver package. 
Chisman (1979) was one of the foremost to deal with the problem involving 
multiple power plants connected to a single electric grid. For this he proposed the use of 
mixed 0-1 linear programming where the 0-1 variables indicated plant status rather than 
equipment status. The solution to the problem was obtained using a Fortran optimization 
routine. Gardner and Rogers (1997) provided theoretical guidelines to include heat 
dispatch in electric dispatch problems. The resulting model for the joint planning of heat 
and power was a MILP model and was solved using GAMS/OSL. Makkonen and 
Lahdelma (2006) proposed nonconvex models for such joint planning problems. The 
nonconvexities were converted to convexities by augmenting the model with additional 
constraints involving 0-1 variables. The resulting mixed 0-1 linear programming model 
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was solved by a customized branch-and-bound algorithm incorporating an improved 
simplex method which exploits the special basis structure of the problems to carry out 
fast inversions. Rong and Lahdelma (2007) developed an envelope-based branch-and-
bound technique using piecewise linear functions which performed 785 times faster than 
the CPLEX/MIP solver. Rong et al (2009) proposed a dynamic programming (DP) 
algorithm based on linear relaxation of 0-1 variables and obtained solutions with low 
optimality gaps. 
Viswanathan and Grossmann (1990) developed an outer-approximation algorithm 
for nonconvex MINLP problems. The algorithm uses a MILP master problem that 
linearizes nonconvex constraints and implements a penalty function to improve solution 
quality. This algorithm is available as GAMS/DICOPT++. Quesada and Grossmann 
(1992) developed a branch-and-bound algorithm for convex mixed 0-1 nonlinear 
programming problems. They pointed out that most computational effort is in the 
combinatorial search for 0-1 variables rather than in the gradient search for continuous 
variables. So they proposed that the nodal nonlinear programming (NLP) problems need 
not be solved to optimality. This led to a 50% reduction in the number of tree nodes to be 
evaluated using branch-and-bound. Iyer and Grossmann (1997) used MILP formulations 
for operational planning of utility plants. They developed a shortest path algorithm which 
guarantees global optimality and has a linear increase in CPU time for a linear increase in 
planning horizon size. Mitra et al (2013) developed a MILP model for scheduling of a 
large-scale CHP plant and solved it to global optimality using GAMS/CPLEX. 
Adjiman et al (2000) proposed a deterministic algorithm based on branch-and-
bound for finding global optimal solutions to nonconvex MINLP problems. But this 
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method was limited to cases where integer variables appear only in linear or mixed-
bilinear forms and the algorithm was tested out on small-scale problems. Leyffer (2001) 
developed a branch-and-bound algorithm for MINLP problems in which the NLP 
problem at each tree node is not solved to optimality. The algorithm implements and 
early branching rule which helps in simultaneous execution of the tree search and the 
nodal NLP solution. This reduces the CPU time of the classical branch-and-bound by a 
factor of 3. This algorithm is currently available as TOMLAB/MINLP. Pruitt et al (2014) 
developed a comprehensive nonconvex MINLP modeling technique for distributed 
generation systems. They showed the difficulties in solving such problems to global 
optimality, and subsequently proposed a convex underestimation and linearization 
technique to solve the problem in order to use them for practical real-world applications. 
They used TOMLAB/MINLP and showed it to outperform BARON, Couenne, 
MINOTAUR-BnB, MINOTAUR-QPD and Bonmin. Pruitt et al (2013) also evaluated the 
shortfalls of MIP models. They found that MILP models tend to overestimate optimum 
solutions as compared to MINLP models. Deep et al (2009) developed a real coded 
genetic algorithm for MIP problems. This algorithm performs well for small-scale test 
problems and is currently available in the MATLAB/Global Optimization Toolbox. But it 
is not very versatile for large-scale real-world problems since it does not permit nonlinear 
equality constraints. 
Savola et al (2007) developed a MINLP model for different steam pressure levels 
and multi-period planning horizons and found that such models can be solved fairly 
accurately by the local solver GAMS/DICOPT. Tveit et al (2009) analyzed a situation 
where heat and power generation are decoupled using thermal storage technologies (for 
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heat only) to offset loads during peak production periods. The model was nonlinear and 
nonconvex but could be solved using GAMS/SBB. Kjeldsen and Chiarandini (2012) 
developed heuristic approaches to the unit commitment problem with cogeneration 
plants. Theirs was a MILP model and the proposed heuristics were able to find solutions 
with 1-2% optimality gaps. Bosman et al (2012) modeled the operation of microCHP 
generators as integer linear programming (ILP) problems. They proposed a local search 
using DP and benchmarked the results using AIMMS/CPLEX. The DP solution had a 5% 
loss in objective function value for a 99% speed-up in CPU time. 
Yun et al (2012) proposed an analytical framework to make optimal operation 
decisions in CHP systems. The analytical approach is an alternative to computationally 
intensive techniques but possible to implement only in small-scale systems.  Cho (2009) 
and Cho et al (2009a, b) presented an energy dispatch algorithm that minimizes cost of 
energy based on energy efficiency constraints for each component in a plant. They used 
network flow models to effectively visualize the flow of energy through the plant, and 
showed the economic advantages resulting from optimal operation. Mago et al (2009, 
2010) developed a thermal load following, an electric load following and a hybrid 
electric-thermal load following operation strategy. Mago and Chamra (2009) considered 
various optimization criteria like energy savings, cost minimization and environmental 
impact. They showed that operating CHP systems based on a hybrid electric-thermal load 
is a better alternative than following electric load or following thermal load strategies for 
all of the optimization criteria. Yun et al (2011) developed a hierarchical optimization 
algorithm in which transient system response is included in the optimal energy dispatch 
decision. Fumo et al (2011) developed a method based on the ratio of electric to thermal 
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loads for systems with no electric export capability. They found following thermal load 
strategies are better than following electric load strategies since it results in lower 
operational cost. Fumo et al (2009a, b) also analyzed energy, economic and emission 
operational strategies. They found emission strategies are better suited than energy 
operation strategies if the goal is to minimize only emissions but the resulting solution is 
not necessarily cost optimal. 
Hawkes and Leach (2007) showed that the common assumption of a heat-led 
(heat as main product and electricity as by-product) operating strategy might not be 
applicable for small-scale applications and also in situations where there are changes in 
energy demands due to seasonal effects. This is because in small-scale systems and for 
any other system under certain demand conditions, the total heat and power produced by 
the system are of equal quantities, thereby making the heat-to-power ratio close to 1. The 
preference for heat production over power production is hence not applicable. They also 
showed that optimal solutions are highly sensitive to electricity buy-back rates. Monteiro 
et al (2009) considered situations where there are legal limits on the selling capacity to an 
electric grid. Ren and Gao (2010) developed a MILP model and carried out a sensitivity 
analysis on important factors like electric tariff and gas prices. Christidis et al (2012) 
analyzed the importance of heat accumulators on increasing operational profitability. 
They showed that heat accumulators can help in decoupling the electric and heat 
production profiles thereby giving the opportunity to reduce electric production when the 
selling price is not lucrative. Oh et al (2012) studied optimal operational strategies for 
fuel-cell-based cogeneration systems. Luo et al (2012) developed a multi-period MILP 
model and showed that simultaneous cost and pollution minimization is possible. Barbieri 
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et al (2012) studied the effect of thermal energy storage on the energy and economic 
performance of systems. They found that for large prime movers sizes, the thermal 
storage capacity had a big influence on factors like on-site fuel consumption and 
differential cash flow. Kopanos et al (2013) developed a mathematical framework for 
operational planning of a network of micro combined heat and power generators in which 
there is potential for interchange with an electric grid. Their model incorporated 
optimization of total system costs (start-up/shut-down costs and production revenues) 
under full heat demand satisfaction. 
Lahdelma and Hakonen (2003) developed a technique called Power Simplex for 
linear programming problems that performed faster than tabular simplex. Vasebi et al 
(2007) developed a harmony search algorithm and showed it outperformed evolutionary 
programming and deterministic techniques. Khorram and Jaberipour (2011) further 
advanced the harmony search algorithm by using finite differencing schemes in place of 
partial derivatives, and reported more optimal solutions. Jeddi and Vahidinasab (2014) 
developed a modified harmony search algorithm. The modification implemented wavelet 
mutation and a memory consideration scheme that improved the accuracy, convergence 
speed and robustness of the classical harmony search algorithm. Subbaraj et al (2009) 
developed a self-adaptive real-coded genetic algorithm which increases the probability of 
finding global optimal solutions and prevents premature convergence. Bahmani-Firouzi 
et al (2013) developed a self-adaptive learning charged system search algorithm that 
obtained very good solution quality, speed of convergence, consistency and 
computational cost. Abdolmohammadi and Kazemi (2013) developed an algorithm based 
on Benders decomposition. By the decomposition approach, heat production is solved in 
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a master problem and electric production is solved in a sub-problem. They showed the 
approach worked better than many of the previously developed deterministic and 
stochastic algorithms. 
The literature review helps in identifying two open research problems. First, in the 
context of operational planning in energy systems, there hasn’t been a lot of attention 
given towards modeling the fundamental thermodynamic characteristics of energy 
conversion equipment within a CHP plant. These are nonlinear characteristics and need 
to be accounted for if a scheduling model is to be accurate. Second, since there isn’t a 
theoretical proof of global optimality conditions for general nonconvex MINLP 
problems, there is room for improvement in developing new mathematical techniques 
which can produce more optimal solutions and reduce CPU time. This paper makes an 
effort to address these two open research problems. In the modeling aspect, it preserves 
all nonlinearities and nonconvexities of the plant under consideration. In the 
computational solution aspect, it merges the search capabilities of a stochastic technique 
and a deterministic technique. 
4.2.2 Component Modeling 
Here component modeling is done for the components of the University of 
Massachusetts CHP system described in Section 1.1.2 and Figure 3. This is a large-scale 
system and has several thermodynamic components commonly seen in CHP systems. 
Component modeling involves the use of thermodynamic performance test data to 
develop polynomial equations which relate inputs, outputs and efficiencies. Here, 
combustion characteristics of the gas turbine and boilers, heat transfer characteristics of 
the HRSG and mass/energy balance characteristics of the steam turbines are determined 
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using least squares estimation on measured data. The methodology can be easily applied 
to model components in other similar CHP systems. 
Based on system operator performance test data, the maximum gas turbine output 
(defined as EGT, expressed in kW) varies with the ambient temperature (defined as A, 
expressed in K) and is given by Equation (4.11a). The turbine is not operated below 50% 
load due to emission reduction imposed constraints. For a fixed ambient temperature, the 
thermal efficiency (defined as ηGT) varies quadratically between full-load and part-load 
conditions. Equation (4.11b) gives the variation in efficiency with ambient temperature 
and turbine output. Figure 21 graphically describes Equation (4.11a) and (4.11b). 
max 215392 238.86 0.5232GTE A A= − + −       (4.11a) 
7
8 6 2 10 2
0.4761 0.002334 3.251 10
                                          8.14 10 3.638 10 3.468 10
GT GT
GT GT
A E
AE A E
η −
− − −
= − + ×
+ × + × − ×
  (4.11b) 
Based on system operator’s performance test data, the maximum permissible gas 
input (defined as FDB, expressed in kW) to the duct burner varies with ambient 
temperature and gas turbine output. Equation (4.12a) gives this relation. The minimum 
burner firing rate is 10% for any given temperature and turbine output. Ambient 
temperature, turbine output and burner input are seen to affect heat transfer efficiency 
(defined as εHRSG) of HRSG as given by Equation (4.12b). Table 34 is performance test 
data for the turbine, burner and HRSG. 
max 42620 96.66 0.6062DB GTF A E= − +                                                               (4.12a) 
8 50.1030 0.0027 6.6538 10 1.2532 10HRSG GT DBA E Fε
− −= − + + × + ×    (4.12b) 
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Figure 21 Gas Turbine Characteristics 
Table 34 Gas Turbine, Duct Burner and HRSG Characteristics 
A 255 261 266 272 278 283 289 294 300 305 311 
GT load: 100%, DB firing rate: 100% 
EGT 11,486 11,312 11,106 10,868 10,597 10,294 9,959 9,592 9,192 8,760 8,295 
ηGT 0.3141 0.3143 0.3142 0.3136 0.3125 0.3108 0.3084 0.3053 0.3014 0.2966 0.2909 
FDB 24,898 24,256 23,594 22,913 22,212 21,491 20,751 19,991 19,212 18,413 17,594 
εHRSG 0.8993 0.9062 0.9129 0.9194 0.9256 0.9315 0.9372 0.9427 0.9479 0.9528 0.9575 
QHRSG 44,951 44,342 43,668 42,932 42,138 41,287 40,382 39,422 38,409 37,339 36,211 
GT load: 100%, DB firing rate: 10% 
EGT 11,486 11,312 11,106 10,868 10,597 10,294 9,959 9,592 9,192 8,760 8,295 
ηGT 0.3141 0.3143 0.3142 0.3136 0.3125 0.3108 0.3084 0.3053 0.3014 0.2966 0.2909 
FDB 2,490 2,426 2,359 2,291 2,221 2,149 2,075 1,999 1,921 1,841 1,759 
εHRSG 0.6185 0.6327 0.6468 0.6609 0.6750 0.6891 0.7032 0.7172 0.7312 0.7452 0.7591 
QHRSG 17,055 17,145 17,204 17,235 17,238 17,215 17,165 17,089 16,986 16,853 16,686 
GT load: 50%, DB firing rate: 100% 
EGT 5,743 5,656 5,553 5,434 5,299 5,147 4,980 4,796 4,596 4,380 4,148 
ηGT 0.2271 0.2257 0.2240 0.2222 0.2202 0.2180 0.2155 0.2128 0.2097 0.2063 0.2025 
FDB 21,417 20,827 20,228 19,619 19,000 18,371 17,732 17,084 16,426 15,758 15,080 
εHRSG 0.8553 0.8629 0.8704 0.8777 0.8850 0.8921 0.8991 0.9059 0.9127 0.9193 0.9258 
QHRSG 35,032 34,719 34,345 33,911 33,415 32,857 32,237 31,552 30,801 29,980 29,086 
GT load: 50%, DB firing rate: 10% 
EGT 5,743 5,656 5,553 5,434 5,299 5,147 4,980 4,796 4,596 4,380 4,148 
ηGT 0.2271 0.2257 0.2240 0.2222 0.2202 0.2180 0.2155 0.2128 0.2097 0.2063 0.2025 
FDB 2,142 2,083 2,023 1,962 1,900 1,837 1,773 1,708 1,643 1,576 1,508 
εHRSG 0.6137 0.6280 0.6422 0.6565 0.6707 0.6849 0.6991 0.7132 0.7274 0.7415 0.7557 
QHRSG 13,308 13,496 13,651 13,771 13,855 13,902 13,909 13,875 13,795 13,667 13,486 
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Equation (4.13) gives combustion efficiency (defined as ηB) characteristics of the 
boilers. The efficiencies are functions of the boiler outputs (defined as QB, expressed in 
kW). The boilers are not operated below 20% load. Figure 22 graphically describes 
Equation (4.13). 
6 11 2
1 1 10.7922 1.7270 10 1.9737 10
gas
B B BQ Q− −= + × − ×η                                (4.13a)
6 11 2
1 1 10.7632 4.3797 10 5.005 10
oil
B B BQ Q− −= + × − ×η                                 (4.13b)
6 11 2
2, 3 2, 3 2, 30.8042 1.8851 10 2.3517 10
gas
B B B B B BQ Q− −= + × − ×η                                (4.13c)
6 11 2
2, 3 2, 3 2, 30.7662 4.8378 10 6.1068 10
oil
B B B B B BQ Q− −= + × − ×η                               (4.13d) 
 
Figure 22 Boiler Characteristics 
 
70 
 
Equation (4.14) relates the steam flows (defined as QST, expressed in kW) and 
electric outputs (defined as EST, expressed in kW) of steam turbines. The steam turbines 
are not operated below 20% load. Figure 23 graphically describes Equation (4.14). 
1 115,520 10.06ST STQ E= +         (4.14a) 
2 25,051 12.35ST STQ E= +         (4.14b) 
 
Figure 23 Steam Turbine Characteristics 
 
4.2.3 Energy Optimization Formulation 
In the energy optimization formulation, the electricity imported from the grid is 
not considered. Referring to Figure 1.3, if ambient temperature and electric and steam 
requirements (defined as Eelec reqr, QS1 reqr and QS2 reqr, expressed in kW) are known for 
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time t (Dotzauer, 2002 and Pedersen et al, 2008), then the operational planning problem 
of minimizing total plant fuel consumption subject to energy demands, energy balance 
and equipment load range constraints is given by problem P(t). 
Problem P(t) 
( )
( )
( ) ( )
( )
( )
( )
( )
( )
1 2 3
1 2 3
 ( ) GT B B BDB
GT B B B
E t Q t Q t Q t
Minimize Z t F t
t t t t
= + + + +
η η η η
   (4.14a) 
Subject to nonlinear inequality constraints (NLIC), nonlinear equality constraints 
(NLEC), linear inequality constraints (LIC) and variables bounds (VB): 
( ) ( ) ( ) ( ) ( ) ( )max max1,2 :  0.1 DB DB DB DB DBNLIC t F t t F t F t t≤ ≤δ δ     (4.14b) 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
3 2 3 1 1 1 1
2 2 2 1 
:  -
                                                            - -
B B ST ST ST DS
ST ST DS S demd
NLIC t Q t Q t Q t E t t Q t
Q t t Q t Q t
+ + +  
≥
δ
δ
   (4.14c) 
( ) ( ) ( ) ( ) ( ) ( )4 2 2 2 2 2  :  -ST ST ST DS S demdNLIC t Q t E t t Q t Q t+ ≥   δ     (4.14d) 
( ) ( ) ( )( )
( )
( ) ( )
1 :  
-
HRSG
HRSG
GT
GT DB
GT
Q t
NLEC t t
E t
E t F t
t
=
+
ε
η
      (4.14e) 
( ) ( ) ( ) ( ) ( ) ( )2 1 1 1 1:  - - 0HRSG B ST ST DSNLEC t Q t Q t Q t t Q t+ =δ      (4.14f) 
( ) ( ) ( ) ( ) ( )1 1 2:  GT ST ST demdLIC t E t E t E t E t+ + ≥       (4.14g) 
( ) ( ) ( )2 :  DB GTLIC t t t≤δ δ          (4.14h) 
( ) ( ) ( ) ( ) ( ) ( )max max3,4 :  0.5 GT GT GT GT GTLIC t E t t E t E t t≤ ≤δ δ      (4.14i) 
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( ) ( ) ( ) ( ) ( ) ( )max max5,6 1 1 1 1 1:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.14j) 
( ) ( ) ( ) ( ) ( ) ( )max max7,8 2 2 2 2 2:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.14k) 
( ) ( ) ( ) ( ) ( ) ( )max max9,10 3 3 3 3 3:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.14l) 
( ) ( ) ( ) ( ) ( ) ( )max max11,12 1 1 1 1 1:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ               (4.14m) 
( ) ( ) ( ) ( ) ( ) ( )max max13,14 1 1 1 1 1:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ    (4.14n) 
( ) ( ) ( ) ( ) ( ) ( )max max15,16 2 2 2 2 2:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ      (4.14o) 
( ) ( ) ( ) ( ) ( ) ( )max max17,18 2 2 2 2 2:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ     (4.14p) 
( ) ( ) ( ) ( ) { }
[ ]
max:  0   0,1  
             , ,   [ , , 1, 2, 3, 1, 1, 2, 2]
i i iVB t x t x t and t
where x E F Q and i GT DB B B B ST DS ST DS
≤ ≤ =
∈ ∈
δ
 (4.14q) 
In Problem P(t), Eqn. (4.14a) is the expression for plant fuel consumption. Eqn. 
(4.14b) is the load range constraint for the duct burner. Eqn. (4.14c) is a composite 
energy balance and steam demand constraint in the 1,379 kPa/241 °C header. Eqn. 
(4.14d) is a composite energy balance and steam demand constraint in the 139 kPa/135 
°C header. Eqn. (4.14e) is a composite energy balance and equipment characteristic 
constraint for the HRSG. Eqn. (4.14f) is the energy balance constraint for the 4,309 
kPa/393 °C header. Eqn. (4.14g) is the electric demand constraint. Eqn. (4.14h) is the 
constraint requiring the duct burner be operated only when the gas turbine is operated. 
Eqn. (4.14i-p) are equipment load range constraints. Eqn. (4.14q) gives the bounds for the 
continuous variables (CV) and binary variables (BV) in the problem. 
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Problem P(t) involves 10 continuous variables, 9 binary variables, 4 nonlinear 
inequality constraints, 2 nonlinear equality constraints and 18 linear inequality 
constraints. It is a small-scale mixed 0-1 nonlinear programming problem. Typically for t, 
1 hour time-steps are used with the assumption of steady-state operating conditions 
during the hour. The goal is to have plans available for prolonged periods of operation. 
But if separate Problem P(t) are solved for each hour over the planning horizon and their 
solutions are merged, then frequent equipment start/stop will occur leading to energy 
waste. To overcome this, a multi-period problem incorporating minimization of 
equipment start/stop is given by Problem P(t,T). 
Problem P(t,T) 
( ) ( ) ( )
-1
 - -1
t T
i i i
t i I
Minimize Z
τ= +
τ= ∈
 
τ + φ δ τ δ τ 
 
∑ ∑      (4.15a) 
Subject to constraints and bounds 
( ) ( ) ( ) ( )
[ ] [ ] [ ]
,  ,     
 1,4 ,  1,2 ,  1,18   [ , -1]
n m oNLIC NLEC LIC and VB
where n m o and t t T∈ ∈ ∈ ∈ +
τ τ τ τ
τ
                (4.15b) 
In Problem P(t,Τ), T is number of hours in the planning horizon and φ are the one-
time equipment start/stop energy usage. Eqn. (4.15a) is the expression for total plant fuel 
consumption over the planning horizon, which is the sum of hourly fuel consumptions 
and total energy used for all start/stop of equipment occurring during the horizon. The 
problem is subject to hourly energy demands, energy balance and equipment load range 
constraints as given by Eqn. (4.15b). This is a large-scale mixed 0-1 nonlinear 
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programming problem and the problem size depends on the number of hours in the 
planning horizon. 
4.2.4 Cost Optimization Formulation 
Importing electricity from the grid carries an energy usage charge (defined as cgrid, 
expressed in $/kWh) and a demand charge (defined as cdemd, expressed in $/kW). The 
usage charge is $0.098/kWh during the on-peak period (1 PM – 8 PM) and $0.080/kWh 
during the off-peak period (9 PM – 12 PM). Demand is charged at $8.99/kW for the 
highest “kW” registered during on-peak periods in an entire month’s billing cycle. For 
use in a daily scheduling problem, this monthly charge is prorated to a daily charge of 
$0.4495/kW. The costs of gas and oil (defined as cgas and coil, expressed in $/kWh) are 
$0.015/kWh and $0.098/kWh respectively. Referring to Figure 1.3, if ambient 
temperature and electric and steam requirements (defined as Eelec reqr, QHPS reqr and QLPS 
reqr, expressed in kW) are known for hour t (Dotzauer, 2002 and Pedersen et al, 2008), 
then minimizing hourly cost subject to energy requirements, energy balance and 
equipment load range constraints can be formulated as follows. 
Hourly problem 
( ) ( )
( )
( )
( )
( )
( )
( )
( )
( )
1 2 3
1 2 3
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GT
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B B B
oil oil oil
B B B
E t
Minimize Z t c E t c c F t
t
Q t Q t Q t
c c c
t t t
= + +
+ + +
η
η η η
 (4.16a) 
Subject to nonlinear inequality constraints (NLIC), nonlinear equality constraints 
(NLEC), linear inequality constraints (LIC) and variables bounds (VB): 
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( ) ( ) ( ) ( ) ( ) ( )max max1,2 :  0.1 DB DB DB DB DBNLIC t F t t F t F t t≤ ≤δ δ     (4.16b) 
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( ) ( ) ( ) ( ) ( ) ( )4 2 2 2 2 2  :  -ST ST ST DS S demdNLIC t Q t E t t Q t Q t+ ≥   δ     (4.16d) 
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HRSG
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GT DB
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Q t
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E t
E t F t
t
=
+
ε
η
      (4.16e) 
( ) ( ) ( ) ( ) ( ) ( )2 1 1 1 1:  - - 0HRSG B ST ST DSNLEC t Q t Q t Q t t Q t+ =δ      (4.16f) 
( ) ( ) ( ) ( ) ( ) ( )1 1 2:  grid GT ST ST demdLIC t E t E t E t E t E t+ + + ≥     (4.16g) 
( ) ( ) ( )2 :  DB GTLIC t t t≤δ δ          (4.16h) 
( ) ( ) ( ) ( ) ( ) ( )max max3,4 :  0.5 GT GT GT GT GTLIC t E t t E t E t t≤ ≤δ δ      (4.16i) 
( ) ( ) ( ) ( ) ( ) ( )max max5,6 1 1 1 1 1:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.16j) 
( ) ( ) ( ) ( ) ( ) ( )max max7,8 2 2 2 2 2:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.16k) 
( ) ( ) ( ) ( ) ( ) ( )max max9,10 3 3 3 3 3:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.16l) 
( ) ( ) ( ) ( ) ( ) ( )max max11,12 1 1 1 1 1:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ               (4.16m) 
( ) ( ) ( ) ( ) ( ) ( )max max13,14 1 1 1 1 1:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ    (4.16n) 
( ) ( ) ( ) ( ) ( ) ( )max max15,16 2 2 2 2 2:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ      (4.16o) 
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( ) ( ) ( ) ( ) ( ) ( )max max17,18 2 2 2 2 2:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ     (4.16p) 
( ) ( ) ( ) ( ) { }
[ ]
max:  0   0,1  
             , ,   [ , , 1, 2, 3, 1, 1, 2, 2]
i i iVB t x t x t and t
where x E F Q and i GT DB B B B ST DS ST DS
≤ ≤ =
∈ ∈
δ
 (4.16q) 
In order to have schedules for prolonged periods, continuity of equipment 
operation must be considered. This involves formulating a multi-period problem by 
incorporating minimization of equipment start-up/shut-down costs (defined as φ, 
expressed in $/switch). The start-up/shut-down cost is $500/switch. The on-peak period 
also needs to incorporate a grid demand charge. Further, though gas is cheapest of three 
available primary energy resources, it is available only in limited quantities for the day. 
Taking into account start-up/shut-down costs, the demand cost and gas daily nomination 
(define as Fday, expressed in kW), the on-peak problem is formulated as follows. 
On-peak problem 
( ) ( ) ( ) ( )
8PM 8PM
1PM
1PM
 1
t t
i i i demd grid t
t i I
Minimize Z t t t c Max E t
= =
=
= ∈
   + − − + ×     
∑ ∑φ δ δ   (4.17a) 
Subject to constraints and bounds 
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t
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t GT
E t
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+ ≤∑         (4.17b) 
( ) ( ) ( ) ( )
[ ] [ ] [ ]
,  ,     
 1, 4 ,  1, 2 ,  1,18   t [1PM,8PM]
n m oNLIC t NLEC t LIC t and VB t
where n m o and∈ ∈ ∈ ∈
    (4.17c) 
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The off-peak problem involves start-up/shut-down costs and a constraint related 
to gas leftover from the on-peak period (define as Fday-Fon-peak, expressed in kW). The off-
peak problem is formulated as follows. 
Off-peak problem 
( ) ( ) ( )
12PM
9PM
 1
t
i i i
t i I
Minimize Z t t t
=
= ∈
+ − −∑ ∑φ δ δ                                        (4.18a) 
Subject to constraints and bounds 
( )
( )
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+ ≤ −∑        (4.18b) 
( ) ( ) ( ) ( )
[ ] [ ] [ ]
,  ,     
 1, 4 ,  1, 2 ,  1,18   t [9PM,12PM]
n m oNLIC t NLEC t LIC t and VB t
where n m o and∈ ∈ ∈ ∈
    (4.18c) 
4.2.5 Emission Optimization Formulation 
In the emission optimization formulation, the gas limitation is not considered. 
Hence, the problem can be solved heuristically using a deterministic technique which 
eliminates the need to formulate multi-period problems. The CO2 emission factors for 
grid, gas and oil (defined as mgrid, mgas and moil, expressed in lbs/kWh) are 0.46 kg/kWh, 
0.20 kg/kWh and 0.25 kg/kWh respectively (ISO New England, 2012). Referring to 
Figure 1.3, if ambient temperature and electric and steam requirements (defined as Eelec 
reqr, QHPS reqr and QLPS reqr, expressed in kW) are known for hour t (Dotzauer, 2002 and 
Pedersen et al, 2008), then minimizing hourly emission subject to energy requirements, 
energy balance and equipment load range constraints can be formulated as follows. 
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Subject to nonlinear inequality constraints (NLIC), nonlinear equality constraints 
(NLEC), linear inequality constraints (LIC) and variables bounds (VB): 
( ) ( ) ( ) ( ) ( ) ( )max max1,2 :  0.1 DB DB DB DB DBNLIC t F t t F t F t t≤ ≤δ δ     (4.19b) 
( ) ( ) ( ) ( ) ( ) ( ) ( )
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   (4.19c) 
( ) ( ) ( ) ( ) ( ) ( )4 2 2 2 2 2  :  -ST ST ST DS S demdNLIC t Q t E t t Q t Q t+ ≥   δ     (4.19d) 
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      (4.19e) 
( ) ( ) ( ) ( ) ( ) ( )2 1 1 1 1:  - - 0HRSG B ST ST DSNLEC t Q t Q t Q t t Q t+ =δ      (4.19f) 
( ) ( ) ( ) ( ) ( )1 1 2:  GT ST ST demdLIC t E t E t E t E t+ + ≥       (4.19g) 
( ) ( ) ( )2 :  DB GTLIC t t t≤δ δ          (4.19h) 
( ) ( ) ( ) ( ) ( ) ( )max max3,4 :  0.5 GT GT GT GT GTLIC t E t t E t E t t≤ ≤δ δ      (4.19i) 
( ) ( ) ( ) ( ) ( ) ( )max max5,6 1 1 1 1 1:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.19j) 
( ) ( ) ( ) ( ) ( ) ( )max max7,8 2 2 2 2 2:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.19k) 
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( ) ( ) ( ) ( ) ( ) ( )max max9,10 3 3 3 3 3:  0.2 B B B B BLIC t Q t t Q t Q t t≤ ≤δ δ      (4.19l) 
( ) ( ) ( ) ( ) ( ) ( )max max11,12 1 1 1 1 1:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ               (4.19m) 
( ) ( ) ( ) ( ) ( ) ( )max max13,14 1 1 1 1 1:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ    (4.19n) 
( ) ( ) ( ) ( ) ( ) ( )max max15,16 2 2 2 2 2:  0.2 ST ST ST ST STLIC t E t t E t E t t≤ ≤δ δ      (4.19o) 
( ) ( ) ( ) ( ) ( ) ( )max max17,18 2 2 2 2 2:  0.01 DS DS DS DS DSLIC t Q t t Q t Q t t≤ ≤δ δ     (4.19p) 
( ) ( ) ( ) ( ) { }
[ ]
max:  0   0,1  
             , ,   [ , , 1, 2, 3, 1, 1, 2, 2]
i i iVB t x t x t and t
where x E F Q and i GT DB B B B ST DS ST DS
≤ ≤ =
∈ ∈
δ
 (4.19q) 
4.2.6 Branch-and-Bound 
Branch-and-bound (Dakin, 1965) for a MINLP problem begins by solving the 
continuous NLP problem obtained on relaxing integrality requirements. If in the solution 
to this first-step problem, integrality requirements are satisfied, then, the algorithm 
terminates as the found solution would be the optimum mixed-integer solution. If 
integrality requirements are not satisfied, i.e. if a certain integer-restricted variable x takes 
on a real value k<x<k+1 where k is an integer, then, the two sub-problems are created by 
adding two different constraints to the first-step problem. In one problem the new 
constraint added is x<=k and in the other problem the new constraint added is x>=k+1, 
thereby, giving rise to a tree structure branching out from the first-step problem which 
would be the root node.  
So for the problems described in Section 4.2.3, 4.2.4 and 4.2.5, which are mixed 
0-1 nonlinear programming problems, in the first step of the algorithm, the requirement 
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that on-off variables (represented by δ) take only 0-1 values, is relaxed. The δ variables 
are allowed to take fractional values lying between 0 and 1. The resulting purely 
nonlinear problem is then solved. Next the algorithm checks whether the value of the δ 
variables is exactly 0 or 1 or if they have fractional values lying in between 0 and 1. If 
they have fractional values, then the first new problem created is by addition of a new 
constraint δ<0 and the second new problem created is by addition of the new constraint 
δ>1. 
There could be several branching possibilities from the root node depending on 
the number of integer-restricted variables taking on real values. One of the newly created 
sub-problems is solved and the process of creating new branches from new nodes 
continues until all possible tree nodes are explored. When no more branching is possible, 
a node is said to be “fathomed”. During the tree-search, every possible node need not be 
visited. Three fathoming criteria can be used which help stop exploration at certain nodes 
and backtracking to go down different nodes. The three fathoming criteria are as follows. 
Fathoming Criteria 1 
If the NLP problem at a node is infeasible, then, the entire sub-tree originating at this 
node is fathomed because the problems at the lower nodes involve addition of new 
constraints. 
Fathoming Criteria 2 
If a mixed-integer feasible node is found then no more branching is possible and the node 
is fathomed. Additionally in this situation, the objective function value at the node is 
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compared with the incumbent optimum to determine the upper bound to the original 
problem. 
Fathoming Criteria 3 
If the objective function value of the NLP problem at a node is greater than the 
incumbent upper bound then the entire sub-tree originating at this node is fathomed 
because the objective function value of this problem is the lower bound to all problems 
originating from this node. 
As the tree-search process continues and newer and more optimum mixed-integer 
feasible nodes are found, the optimality gap which is the difference between the objective 
function value of the root node problem and the incumbent optimum keeps reducing. The 
algorithm terminates if the optimality gap reaches a value of 0 or no more branching is 
possible. 
Branch-and-bound assures global optimality only if the sub-problems are convex. 
When a sub-problem is non-convex, the corresponding NLP solution found might only be 
a local minimum. It is possible that the objective function value at the local minimum is 
greater than the incumbent upper bound whereas that of the global minimum is lesser 
than the incumbent upper bound. In such a situation, the entire sub-tree originating at this 
node is falsely fathomed because of the third fathoming criteria. From an overall 
perspective, branch-and-bound may cut off the global minimum for non-convex MINLP 
problems and hence does not assure global optimality. 
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Absolute Value Term 
The term ( ) ( )
1
1
t T
i i
t i I
Minimize
τ
τ
δ τ δ τ
= + −
= ∈
− −∑ ∑  is not differentiable. It can be 
linearized by replacing each absolute value term with a linear continuous term yi(τ) and 
adding two new constraints δi(τ)-δi(τ-1)<=yi(τ)
 
and -δi(τ)+δi(τ-1)<=yi(τ) (Ferguson). 
Now the new term ( )
1t T
i
t i I
Minimize y
τ
τ
τ
= + −
= ∈
∑ ∑  subject to the new constraints is equivalent to 
the original term. The disadvantage of applying this simplification procedure is the 
increase in number of problem variables and constraints. 
Maximum Value Term 
The term ( )
8PM
1PM
 
t
grid t
Minimize Max E t
=
=
 
  
 is not differentiable. It can be linearized 
by replacing it with a linear continuous term z and adding a constraint Egrid(t)<=z for 
each of the hourly variables (Ferguson). Now the new term  Minimize z  subject to the 
new constraints is equivalent to the original term. The disadvantage of applying this 
simplification procedure is the increase in number of problem variables and constraints. 
4.2.7 Genetic Algorithm 
Sakawa et al (2002) presented a unique genetic algorithm method to solve mixed 
0-1 linear programming problems. In their method, 0-1 variables are determined by 
genetic algorithms, whereas, continuous variables are determined by solving linear 
programming problems obtained on substituting 0-1 values in the original problem. This 
is a bi-level method wherein the upper level involves an unconstrained stochastic 
combinatorial optimization problem and the lower level involves several constrained 
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deterministic linear programming problems. We extend their method to solve the given 
problems wherein, the lower level will involve several constrained deterministic 
nonlinear programming problems. 
4.2.7.1 Individual Representation 
Figure 24 depicts an individual for the problem. An individual is formed by 
connecting sub-individuals which consist of 0-1 variables corresponding to on-off status 
of equipment at each hour over the planning horizon. 
 
1 0 . . 0 1 1 1 . . 0 0 . . . . . . 0 1 . . 1 0 
∆(t) ∆(t+1) ............ ∆(t+T-1) 
Figure 24 Individual Representation (genetic string) 
 
4.2.7.2 Generation of Initial Population 
In order for the evolution to proceed effectively, the initial population though 
generated randomly must consist only of feasible individuals. This is done by randomly 
generating 0-1 values for each hour in the planning horizon. The 0-1 values are then used 
in the corresponding Problem P(t) to reduce it to an NLP problem for the given hour. The 
reduced problem is solved using a sequential quadratic programming (SQP) solver. If the 
problem is feasible then the 0-1 values are considered in the initial population, else the 
procedure is repeated until a feasible individual is found. The following is the 
pseudocode to generate a feasible initial population. 
Pseudocode for generation of initial population 
Begin 
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for n = 1 to population size 
for t = 1 to planning horizon size 
flag = 0; 
do while flag < 1 
randomly generate 9 bit 0-1 string; 
use string in Problem P(t) and reduce it to NLP problem in 10 continuous variables; 
use SQP solver on NLP problem; 
if problem is feasible then 
assign string to ∆(t) of genetic individual n; 
flag = 1; 
end if 
end do while 
end for 
end for 
End 
4.2.7.3 Fitness Evaluation 
In Problem P(t,T), the term that connects subsequent hours in the planning 
horizon is the term associated with the total start/stop energy in the objective function. 
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For the genetic individuals in the population, this term can be directly evaluated and does 
not require any solving. This makes it possible to detach subsequent hours of the 
planning horizon and solve each hour separately to find hourly solutions. If all hourly 
NLP problems are feasible, then the fitness of the individual is determined by summing 
the objective function values of the hourly NLP problems and adding the scalar value of 
the total start/stop energy term. If any hourly NLP problem is infeasible, then the 
individual is assigned a very high fitness value (problem is in minimization form, hence 
individuals with low objective function values are fitter than individuals with high 
objective function values) with the intention that it will die out in the evolutionary 
process. The novelty of this solution technique is that it eliminates the curse of 
dimensionality by solving for the continuous variables in each hour independent of 
subsequent hours and directly evaluating the term which contains binary variables 
spanning over the planning horizon. The following is the pseudocode for fitness 
evaluation. 
Pseudocode for fitness evaluation 
Begin 
number of start/stop = 0; 
for i = 1 to number of equipment 
for t = 2 to planning horizon size 
number of start/stop = number of start/stop + |δi(t)- δi(t-1)|; 
end for 
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end for 
total start/stop energy = [number of start/stop]x[start/stop energy]; 
fitness = 0; 
flag = 0; 
for t = 1 to planning horizon size 
use ∆(t) in Problem P(t) and reduce it to NLP problem in 10 continuous variables; 
use SQP solver on NLP problem; 
if problem is feasible then 
fitness = fitness + objective function value; 
else if problem is infeasible then 
flag = 1; 
end if 
end for 
if flag is 0 then 
fitness = fitness + total start/stop energy; 
else if flag  is 1 then 
fitness = ∞; 
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end if 
End 
4.2.7.4 Scaling 
Scaling of individual fitness is carried out in order to convert the range of their 
raw fitness values to a range more suitable for a selection procedure. Here linear scaling 
and ranked scaling are used for experimentation. 
Linear Scaling 
The raw fitness value f of an individual is converted to a scaled fitness value f’ according 
to the relation f’ = af + b. The scaling coefficients a and b are calculated based on the 
mean, maximum and minimum fitness in the population and the desired number of copies 
in the next generation for the fittest individual. 
Ranked Scaling 
The individual with the best fitness value in the population is assigned rank 1 and the 
individual with the worst fitness value is assigned rank N. All other individuals are sorted 
according to their raw fitness values and assigned ranks from 2 to N-1. 
4.2.7.5 Selection 
Selection involves picking individuals to fill the mating pool to create off-springs 
of the next generation. Here roulette wheel selection, tournament selection and stochastic 
uniform selection are used for experimentation. 
Roulette Wheel Selection 
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The individuals get assigned portions of a roulette wheel proportional to their scaled 
fitness values. The wheel is then spun N times (once for each individual), which is to say 
a random number between 0 and 1 is drawn N times. Using the drawn random number 
and the sum of the scaled fitness values of the whole population, an appropriate 
individual gets picked to go in to the mating pool. 
Tournament Selection 
Two or more individuals of the population are chosen at random to play in a tournament. 
The tournament involves comparing the scaled fitness values. The individual with the 
best scaled fitness value is picked to go in to the mating pool. 
Stochastic Uniform Selection 
Individuals according to their scaled fitness values get assigned portions of a line. A 
selector moves over the line in equal step sizes from a randomly chosen starting point. 
The individuals corresponding to the portions of the line on which the selector lands are 
picked to go in to the mating pool. 
4.2.7.6 Crossover 
Crossover involves randomly choosing two individuals from the mating pool and 
creating off-springs of the next generation. Here one-point crossover, two-point crossover 
and scattered crossover are used for experimentation. 
One-Point Crossover 
After randomly choosing two individuals for mating, a crossover point is determined, 
which could be at any location along the chromosome. The binary sub-strings to one side 
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of the crossover point are exchanged between the mating individuals to create off-
springs. 
Two-Point Crossover 
After randomly choosing two individuals for mating, two crossover points are 
determined, which are at different locations along the chromosome. The binary sub-
strings to one side of both the crossover points are exchanged between the mating 
individuals to create off-springs. 
Scattered Crossover 
After randomly choosing two individuals for mating, a random binary string the same 
size of the individuals is first created. Moving bitwise in the newly created string, if the 
bit value is 1 then the gene corresponding to first individual is taken, and if the bit value 
is 0 then the gene corresponding to the second individual is taken to create an off-spring. 
4.2.7.7 Mutation 
Mutation involves random changes to gene values in an individual to create off-
springs. Here uniform mutation and Gaussian mutation are used for experimentation. 
Uniform Mutation 
Some of the genes of an individual are randomly chosen for mutation with each chosen 
gene having a specified mutation probability. A random binary digit is then drawn from a 
uniform distribution. Depending on the mutation probability, the gene is either replaced 
or left unaffected. 
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Gaussian Mutation 
Moving bitwise along an individual, a random number drawn from a Gaussian 
distribution with 0 mean is added to each gene. If the new gene value is not binary, then it 
is clipped to the nearest binary digit. 
4.2.8 Heuristic Approach 
A heuristic approach involves logical load allocations on components without the 
use of computer algorithms. Intelligent assignment rules can be developed which will 
ensure that problem constraints are satisfied while optimizing the objective function. 
Here heuristics are constructed for the emission optimization formulation. The heuristic 
approach is applied only to 0-1 (on/off) variables. It is almost impossible to use heuristics 
to allocate values to continuous variables in the given problem since the number of 
problem variables being dealt with and their ranges (lower and upper bounds) are too 
large. Upon determining 0-1 variables using heuristics, a deterministic solver can be used 
to find optimum continuous variable values. Hence, to be more precise, the approach here 
is a meta-heuristic. 
Figure 25 shows the heuristic assignment rule which leads to the construction of 9 
heuristics labeled H1-H9. Based on the emission coefficient values, the preference order 
for utilization of primary energy resources should be gas first, oil second, grid third. The 
maximum and minimum values of electric requirements are 14,224 kW and 10,951 kW 
(Table 4.2). The total maximum and minimum values of heat requirements are 94,312 
kW and 75,850 kW (Table 4.2, sum of QHPS reqr and QLPS reqr). The gas turbine and HRSG 
are the base load components of the plant. But for the given problem data, it is not 
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possible for the gas turbine to meet the maximum electric requirement. This calls for 
either importing electricity from the grid or using on-site steam turbines. Similarly, the 
HRSG cannot meet both the minimum and maximum heat requirements. This requires 
operating at least one additional and possibly two additional boilers. When developing 
operational plans it is desirable eliminate any possibility of component switching in 
subsequent hours. So a heuristic either keeps a component ON for the entire duration of 
the planning horizon, or keeps it OFF.  
Based on the maximum and minimum energy requirements anticipated over the 
24-hour planning horizon, the rated capacities of the components and the emission 
coefficients of the primary energy resources, the first heuristic assignment (Assignment 
#1: Gas Turbine and HRSG) sets the gas turbine and duct burner statuses to ON. Since 
there are always considerable amounts of steam to be extracted between the different 
pressure headers, the second heuristic assignment (Assignment #2: Desuperheaters) sets 
the desuperheater statuses to ON. 
There are two possibilities with grid import. Based on contractual agreement with 
the grid, the system has to import 250 kW at all times. So the third heuristic assignment 
(Assignment #3: Grid Import) gives the possibility of two options; limit grid import to 
250 kW or allow unlimited grid import. 
If the grid import is limited to 250 kW, then it becomes necessary to operate 
steam turbines since the gas turbine does not have the capacity to meet the maximum 
electric requirement minus the grid import. It is possible to operate either just the low 
pressure steam turbine (4 MW capacity) or both the low pressure steam turbine and the 
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high pressure steam turbine (2 MW capacity). It must be noted that just operating the 
high pressure steam turbine will not satisfy the maximum energy requirement. But if the 
grid import is not limited (≥250 kW), then this gives rise to the additional possibility of 
keeping both steam turbines OFF. The fourth heuristic assignment (Assignment #4: 
Steam Turbines) gives the 5 possibilities originating from Assignment #3. 
The HRSG cannot meet the minimum heat requirement. One boiler has to be 
operated at all times. But if any steam turbine is ON, then it becomes necessary to operate 
a second boiler. Amongst the three boilers, the possible combinations for using two 
boilers are either the high pressure boiler and one low pressure boiler or two low pressure 
boilers. The fifth heuristic assignment (Assignment #5: Boilers) gives the 9 possibilities 
originating from Assignment #4. 
The heuristic approach t leads to 9 different heuristic schedules. The δ values 
(component 0-1/ON-OFF status) can then be fixed in the problem. The problem then 
reduces to finding optimum continuous variable values (component outputs E ,Q and 
input F) for given δ values. The continuous problem can be solved using a deterministic 
solver. The heuristic assures that there will be no component switching OFF and ON over 
the planning horizon which could be the case when using deterministic or stochastic 
solvers to find optimum δ values.
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Figure 25 Heuristic Assignment Rule
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4.2.9 Results and Discussions 
Numerical experiments are carried out in MATLAB on a desktop PC with a 3.1 
GHz quad-core processor, 8 GB RAM and 64-bit Microsoft Windows 7 Professional 
operating system. In practice, operational planning can be done only if there are forecasts 
available for ambient temperature and energy demands. But this paper does not involve 
forecasting techniques. It verifies proof-of-concepts of the optimization aspects given 
forecasted temperatures and demands. For such verification experiments historical data 
can be used. Hence, hourly operational data for 24-hour periods are gathered for analysis. 
The data is from the year 2012 and is given in the appendix. Hour 1 is from 12 PM to 1 
PM and Hour 24 is from 11 AM to 12 PM the following day. Total plant electric and 
steam output during these periods are used in energy demand constraints. Since plant 
steam output can be sent by either supply line to the steam distribution building, in the 
experimental setup the total steam demand is equally split between the two lines. 
Although the start/stop energy are different for the equipment, in a CHP setting when any 
equipment is switched on or off, it usually causes the load on some other equipment to be 
adjusted. Hence, for experimental purposes an average value of 10,000 kWh/switch is 
used for all φ. The experiments will indicate if there could have been a more energy 
efficient operational plan for the periods under consideration. In the following 
discussions PR, BB and GA indicate present schedule, branch-and-bound schedule and 
genetic algorithm schedule respectively. 
TOMLAB/MINLP (Holstrom et al, 2007) is used for BB. The function that does 
the tree search is minlpBB and the function that solves the nodal NLP problems is the 
SQP solver filterSQP. filterSQP can by itself be called to solve any NLP problem. For 
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GA, the genetic procedures on 0-1 variables are carried out using the ga function in 
MATLAB/Global Optimization Toolbox (2014) and filterSQP is used to solve NLP 
problems used in determining fitness of individuals. Three combinations of scaling, 
selection, crossover and mutation are used in the experiments; GA’ – linear scaling, 
roulette wheel selection, one-point crossover, uniform mutation; GA’’ – linear scaling, 
tournament selection, two-point crossover, uniform mutation; GA’’’ – ranked scaling, 
stochastic uniform selection, scattered crossover, Gaussian mutation. Following standard 
practice when experimenting with genetic algorithms, 10 trials are done in all cases. 
Three planning horizon sizes (6, 12 and 24 hours) are considered which set up three 
problems; P(t,6), P(t,12) and P(t,24). Table 35 gives the number of problem variables and 
constraints for the three planning horizon sizes for the energy optimization formulation. 
The cost optimization and emission optimization formulations will involve additional 
variables and constraints related to the grid import variable and gas nomination 
constraint. 
 
Table 35 Problem Dimensions 
Problem Planning Horizon # CV # BV # NLIC # NLEC # LIC 
P(t,6) 6 hours 60 54 24 12 108 
P(t,12) 12 hours 120 108 48 24 216 
P(t,24) 24 hours 240 216 96 48 432 
 
4.2.9.1 Energy Optimization Formulation 
In the genetic algorithm method for the energy optimization problem, hourly 
problems at the lower level get disconnected from each other because of the fixing of 0-1 
variables. Hence, each hourly problem involving only continuous variables is optimized 
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independent of the problem in subsequent hours of the planning horizon. The population 
size is N = 50 and elite preserving allows the fittest individual to proceed directly to the 
next generation. The evolution terminates when the best individual in population is not 
updated for 50 successive generations. These parameters are determined by trial-and-
error before starting the numerical experiments and are not altered during the 
experiments.   
Experiment 1 
Experiment 1 considers the coldest 24-hour period to occur in the month of 
January at the plant location. This period is of interest to analyze because the steam 
demand on the plant is the highest during the year. At such times due to energy market 
dynamics at the plant location, natural gas is available only in limited quantities. So the 
plant uses gas only in the gas turbine and duct burner and uses diesel oil in the boilers. 
When setting up the experiments, the boiler efficiency equations for oil are used. The 
average ambient temperature over the 24-hour period is around -12 °C which results in 
the nominal rating of the gas turbine, duct burner and HRSG to be in the range of 11,300 
kW, 24,200 kW and 44,300 kW, respectively. Precise nominal ratings are used when 
setting up the experiment using hourly ambient temperatures. Table 36 shows the hourly 
recorded ambient temperature and total electric and steam demands. The temperature and 
demands are used in setting up the experiment. 
Problem P(t,6) involves the first 6 hours, P(t,12) involves the first 12 hours and 
P(t,24) involves all 24 hours. The results of the experiment are given in Table 37. LB is 
the lower bound on the objective function obtained by relaxing the integrality restrictions 
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and solving the resulting NLP problem using filterSQP. BB(T) is the solution by BB for 
planning horizon size T and BB(1) is the solution for the same planning horizon by BB 
but solving each hourly problem independently by ignoring continuity of equipment 
operation. The rest of the table is the solutions obtained by GA. 
For Problem P(t,6), BB(T) produces an integer feasible solution in about 1 minute 
as the problem size is not very large. But solutions found in Trials 3, 7 and 10 of GA’’’ 
are more optimal than that of BB(T). This result is indicative of the nonconvexity of the 
problem, wherein the global minimum is unknown. The way to compare the search 
capabilities of the two solution techniques is to see which one produces a solution with 
lower objective function value. But the average CPU time for GA’ is 658 seconds, for 
GA’’ is 511 seconds and for GA’’’ is 528 seconds which are 8 times greater than that of 
BB(T). And since BB(T) solution is obtained in this case, BB(1) solution is not needed. 
For Problem P(t,12), BB(T) produces an integer feasible solution in about 7 minutes and 
BB(1) solution is not needed. But solutions found in Trials 3 and 8 of GA’’’ are more 
optimal than that of BB(T). The average CPU time for GA’ is 2,277 seconds, for GA’’ is 
2,314 seconds and for GA’’’ is 2,055 seconds which are only 4 times greater than that of 
BB(T). The relative increase in CPU time of GA is less than that of BB(T) when the 
planning horizon is doubled. For Problem P(t,24), BB(T) takes about 27 minutes but 
reports an integer infeasible solution. This means after solving the root NLP problem in 
the BB tree, the addition of new integrality constraints caused the resulting nodal NLP 
problems to be infeasible. Since no integer feasible solution is found, it means no upper 
bound to the problem is found. The upper bound in BB is an important parameter to carry 
out the tree search process. In this case BB had to terminate without an integer feasible 
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solution or an upper bound. Hence, in order to have an operational plan, the hourly 
problems ignoring continuity of equipment operation are solved. This solution is given by 
BB(1) and it takes only about 7 seconds to solve 24 hourly Problem P(t) by BB. On the 
other hand, GA finds several unique solutions for Problem P(t,24). The solution found in 
Trial 6 of GA’’’ is the most optimum. The average processing time for GA’ is 6,428 
seconds, for GA’’ is 6,681 seconds and for GA’’’ is 6,112 seconds. 
Figure 26 compares the binary variable values of PR and those obtained by BB 
(BB(1) from P(t,24)) and GA (Trial 6 of GA’’’ from P(t,24)). In the figure, grey lines 
mean equipment is operated. The corresponding continuous variable values (equipment 
loads) are given in Table 38 and also plotted in Figure 27. In PR all plant equipment were 
operated which resulted in them being at part-load conditions and also there were 3 
start/stops. BB also operates all equipment and is much worse since there are 22 
start/stops. This is because BB(1) ignores continuity of equipment operation for 
subsequent hours in the horizon. GA operates only the least number of equipment at any 
given time to meet the energy demands. But because of the random nature of GA, it 
contains 4 start/stops. Table 49 summarizes the plant performance for the three schedules 
being compared. PR resulted in the present plant energy efficiency to be 81.75%. BB 
reduces the efficiency to 80.10%. GA increases the efficiency to 86.87% since only the 
least number of equipment are operated, allowing them to be near full-load conditions. 
GA leads to a 5% increase in efficiency while still satisfying all energy demands and 
equipment load range constraints. 
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Table 36 Experiment 1 Problem Data 
Hour A (K) Edemd (kW) 
QS1 
demd 
(kW) 
QS2 
demd 
(kW) 
1 264.25 8,893 39,167 39,167 
2 264.35 8,850 38,698 38,698 
3 264.46 8,996 38,366 38,366 
4 265.02 9,007 37,925 37,925 
5 263.99 9,097 38,340 38,340 
6 263.32 9,261 38,726 38,726 
7 262.80 8,400 39,415 39,415 
8 262.24 8,311 39,038 39,038 
9 261.78 8,250 39,317 39,317 
10 261.28 8,161 39,593 39,593 
11 260.72 8,103 39,531 39,531 
12 260.50 7,946 39,577 39,577 
13 260.20 7,926 39,945 39,945 
14 259.97 7,899 40,092 40,092 
15 259.41 8,599 39,630 39,630 
16 259.22 8,599 40,687 40,687 
17 258.54 8,675 41,952 41,952 
18 258.37 8,742 43,250 43,250 
19 258.22 9,198 44,933 44,933 
20 258.23 9,966 47,142 47,142 
21 258.51 9,995 47,156 47,156 
22 259.56 10,031 45,257 45,257 
23 261.30 9,044 44,825 44,825 
24 263.54 10,227 42,688 42,688 
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Table 37 Experiment 1 Results 
 
P(t,6) P(t,12) P(t,24) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
LB 579,515 - 1,168,312 - 2,481,018 - 
BB(T) 584,934 64 1,180,521 439 x 1,662 
BB(1) - - - - 2,729,126 7.13 
GA' 
Trial 1 597,939 840 1,238,517 2,805 3,003,625 4,664 
Trial 2 611,612 470 1,237,863 2,245 2,686,522 7,929 
Trial 3 590,672 809 1,216,871 4,003 2,682,547 7,974 
Trial 4 605,509 442 1,217,115 3,172 2,742,112 8,011 
Trial 5 597,225 747 1,242,565 3,541 3,073,350 1,269 
Trial 6 595,806 1,090 1,218,262 1,904 2,722,911 7,917 
Trial 7 584,934 767 1,266,392 1,324 2,678,386 6,882 
Trial 8 598,237 463 1,257,119 1,470 2,677,900 8,028 
Trial 9 598,425 331 1,321,408 839 2,720,815 5,045 
Trial 10 611,213 619 1,264,786 1,471 2,746,795 6,562 
GA'' 
Trial 1 598,425 365 1,219,189 2,798 2,827,412 5,117 
Trial 2 588,109 665 1,232,659 2,161 2,745,325 7,936 
Trial 3 594,684 732 1,257,027 1,591 2,741,228 5,768 
Trial 4 589,302 549 1,225,380 2,647 2,775,897 6,542 
Trial 5 596,055 593 1,206,666 1,110 2,793,714 6,838 
Trial 6 600,292 378 1,213,086 2,466 2,893,961 3,025 
Trial 7 598,425 351 1,243,059 1,925 2,710,919 7,838 
Trial 8 595,979 383 1,211,801 1,926 2,719,695 7,884 
Trial 9 605,034 574 1,221,472 3,297 2,756,167 7,915 
Trial 10 597,225 522 1,229,302 3,216 2,679,349 7,949 
GA''' 
Trial 1 597,225 433 1,195,729 1,824 2,534,219 6,272 
Trial 2 601,252 513 1,186,495 2,466 2,516,414 5,019 
Trial 3 583,531 629 1,174,745 2,331 2,595,231 4,281 
Trial 4 589,302 549 1,186,434 2,028 2,621,353 6,579 
Trial 5 590,672 317 1,201,103 1,993 2,524,330 6,696 
Trial 6 590,672 411 1,242,682 2,003 2,512,828 6,530 
Trial 7 582,146 772 1,186,434 1,772 2,541,763 6,550 
Trial 8 589,507 654 1,174,787 2,683 2,532,972 6,829 
Trial 9 591,630 452 1,199,143 1,716 2,527,719 6,468 
Trial 10 580,775 547 1,192,808 1,735 2,525,340 5,897 
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Figure 26 Experiment 1 Binary Variables 
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Figure 27 Experiment 1 Continuous Variables 
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Table 38 Experiment 1 Continuous Variables 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
EGT 
(kW) 
PR 7,509 7,435 7,487 7,709 7,813 7,954 7,899 7,809 7,749 7,661 7,604 7,446 7,428 7,401 7,274 7,254 7,363 7,341 7,660 8,109 8,218 8,255 7,089 8,290 
BB 6,059 5,737 7,286 5,582 5,601 5,879 6,045 5,762 5,641 6,180 6,136 5,980 6,216 6,303 6,610 6,944 7,866 9,167 11,334 8,800 8,826 7,453 6,820 9,086 
GA 8,493 8,450 8,596 9,007 9,097 9,261 8,400 8,311 8,250 8,161 8,103 7,946 7,926 7,899 8,599 8,599 8,675 8,921 9,198 9,966 9,995 10,031 9,044 10,227 
FDB 
(kW) 
PR 9,222 10,018 10,152 9,996 9,963 9,950 9,876 9,873 9,987 9,684 9,832 9,875 10,199 10,541 10,742 11,147 11,762 12,246 12,555 11,183 11,081 11,374 8,290 4,420 
BB 20,750 20,546 17,813 19,728 20,452 20,731 20,883 20,765 13,536 20,870 20,849 21,065 21,237 21,313 20,728 21,773 22,399 23,203 24,531 22,994 22,982 22,049 21,497 22,654 
GA 22,226 22,191 22,268 22,463 22,617 22,781 22,310 22,310 22,318 22,311 22,331 22,257 22,274 22,280 22,758 22,777 22,889 23,054 23,236 23,701 23,691 23,612 22,845 23,346 
QHRSG 
(kW) 
PR 22,409 23,254 23,453 23,475 23,441 23,479 23,322 23,218 23,272 22,832 22,917 22,831 23,159 23,509 23,596 24,027 24,771 25,305 25,912 24,641 24,620 25,060 20,870 17,803 
BB 35,449 34,792 32,723 33,555 34,457 35,115 35,466 34,905 25,473 35,447 35,309 35,400 35,882 36,062 35,531 37,311 38,995 41,181 44,548 40,587 40,618 38,229 37,012 40,799 
GA 39,810 39,736 39,968 40,597 40,793 41,087 39,724 39,601 39,519 39,390 39,317 39,057 39,035 38,997 40,204 40,212 40,368 40,781 41,238 42,457 42,487 42,488 40,844 42,562 
QB1 
(kW) 
PR 15,477 15,646 15,542 15,564 15,636 16,024 16,101 16,157 16,206 16,571 16,681 16,712 16,749 16,927 17,017 17,124 17,902 18,800 19,574 18,187 18,105 19,114 27,832 21,052 
BB 0 0 0 0 0 0 0 0 10,049 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GA 38,924 38,061 37,165 35,252 35,887 36,364 39,107 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB2 
(kW) 
PR 22,645 21,302 21,042 20,417 20,803 21,048 21,337 20,968 21,278 21,536 21,398 21,460 21,608 21,532 21,342 22,234 22,769 23,472 24,296 28,105 28,322 26,822 24,283 26,620 
BB 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9,144 9,144 9,144 9,144 9,144 33,670 
QB3 
(kW) 
PR 19,186 18,610 18,204 17,691 18,084 18,208 18,570 18,235 18,378 18,747 18,564 18,650 18,872 18,715 18,631 19,335 19,775 20,325 21,622 25,208 25,040 21,293 18,621 21,838 
BB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9,144 9,144 9,144 9,144 0 
GA 0 0 0 0 0 0 0 38,474 39,114 39,795 39,744 40,096 40,855 41,188 39,056 41,162 43,536 45,719 39,485 42,683 42,681 38,882 39,663 9,144 
EST1 
(kW) 
PR 401 433 451 452 451 492 501 501 500 500 500 500 499 498 500 501 473 502 400 400 0 0 0 0 
BB 1,981 1,916 1,710 617 1,783 1,948 1,554 858 0 1,981 1,967 400 833 796 1,989 1,655 809 400 400 1,166 1,169 0 1,424 1,142 
GA 400 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QDS1 
(kW) 
PR 18,330 19,021 18,938 18,976 19,016 19,038 18,868 18,810 18,925 18,853 19,052 18,989 19,371 19,905 20,063 20,596 22,393 23,538 25,942 23,284 42,725 44,174 48,702 38,856 
BB 0 0 0 11,833 1,000 0 4,309 10,750 35,522 0 0 15,856 11,978 12,537 0 5,141 15,336 21,637 25,004 13,336 13,339 38,229 7,167 13,794 
GA 59,190 58,253 57,588 75,850 76,681 77,452 78,831 39,601 39,519 39,390 39,317 39,057 39,035 38,997 40,204 40,212 40,368 40,781 41,238 42,457 42,487 42,488 40,844 42,562 
EST2 
(kW) 
PR 983 982 1,058 845 832 816 0 0 0 0 0 0 0 0 825 845 840 900 1,138 1,456 1,776 1,776 1,955 1,937 
BB 853 1,198 0 2,808 1,712 1,434 800 1,690 2,608 0 0 1,566 877 800 0 0 0 0 0 0 0 2,578 800 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QDS2 
(kW) 
PR 22,964 22,499 21,306 23,277 23,841 24,416 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 25,216 26,048 27,372 27,984 26,968 25,560 21,943 20,049 17,581 15,650 
BB 24,436 20,047 38,366 1,000 13,853 17,397 25,284 14,801 4,661 39,593 39,531 16,749 24,938 25,961 39,630 40,687 41,952 43,250 44,933 47,142 47,156 10,950 30,694 42,688 
GA 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
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Experiment 2 
Experiment 2 considers a 24-hour period occurring in the month of April which is 
during the Spring season. This period is of interest to analyze because the steam demand 
begins to drop as winter recedes and summer approaches. Two boilers (B1,B2) are run on 
oil whereas the third boiler (B3) if needed is run on gas. When setting up the 
experiments, the appropriate efficiency equation for each boiler is used. The average 
ambient temperature over the 24-hour period is around -1 °C which results in the nominal 
rating of the gas turbine, duct burner and HRSG to be in the range of 10,900 kW, 22,900 
kW and 42,900 kW, respectively. Table 39 shows the hourly recorded ambient 
temperature and total electric and steam demands. 
The results of the experiment are given in Table 40. For Problem P(t,6), BB(T) 
produces an integer feasible solution in under 1 minute and BB(1) solution is not needed. 
But solutions found in Trial 4 of GA’’ and Trial 4 of GA’’’ are more optimal than that of 
BB(T). Interestingly, the solution of Trial 4 of GA’’’ is lower than LB. This is because 
the relaxed NLP problem which gives LB is a nonconvex problem. Hence, LB is a local 
minimum to the relaxed problem. There can exist integer feasible solutions with objective 
function values lesser than LB but greater than the global minimum of the relaxed 
problem. Trial 4 of GA’’’ captures one such integer feasible solution lying between LB 
and the global minimum. For Problem P(t,12), BB(T) produces an integer feasible 
solution in less than 5 minutes and BB(1) solution is not needed. None of the GA trials 
find better solutions than that of BB(T). For Problem P(t,24), BB(T) takes about 21 
minutes but reports an integer infeasible solution. Hence, BB(1) problems are solved and 
it takes less than 2 seconds to obtain the solution to 24 hourly Problem P(t) by BB. GA 
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finds several unique solutions to Problem P(t,24) of which the one found in Trial 5 of 
GA’’’ is the most optimum. For Problem P(t,6) the average CPU time for GA’ is 602 
seconds, for GA’’ is 508 seconds and GA’’’ is 503 seconds. For Problem P(t,12) the 
average CPU time for GA’ is 2,060 seconds, for GA’’ is 1,688 seconds and GA’’’ is 
1,576 seconds. For Problem P(t,24) the average CPU time for GA’ is 7,010 seconds, for 
GA’’ is 6,673 seconds and GA’’’ is 4,434 seconds. 
Figure 28 compares the binary variable values of PR and those obtained by BB 
(BB(1) from P(t,24))  and GA (Trial 5 of GA’’’ from P(t,24)). The corresponding 
continuous variable values are given in Table 41 and also plotted in Figure 29. In PR 
steam was produced by the HRSG and two boilers which were run on oil and 1 start/stop 
occurred in the duct burner of the HRSG. GA identifies that it is better to increase the 
output from the HRSG by making full use of the duct burner capacity. Table 49 
summarizes the plant performance for the three schedules. PR resulted in the present 
plant energy efficiency to be 78.78%. BB reduces the efficiency to 68.35%. and has 47 
start/stops. Even though GA contains 4 start/stops it increases the efficiency to 88.41% 
because it operates the equipment at higher loads. GA leads to a 10% increase in 
efficiency. 
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Table 39 Experiment 2 Problem Data 
Hour A (K) Edemd (kW) 
QS1 
demd 
(kW) 
QS2 
demd 
(kW) 
1 276.39 10,178 27,359 27,359 
2 277.97 10,131 26,567 26,567 
3 279.00 10,106 25,381 25,381 
4 280.07 10,023 25,491 25,491 
5 277.11 10,124 25,914 25,914 
6 274.77 10,176 27,831 27,831 
7 273.18 13,574 27,213 27,213 
8 272.07 14,651 27,932 27,932 
9 271.26 14,881 28,678 28,678 
10 270.57 14,962 29,275 29,275 
11 269.78 14,738 29,559 29,559 
12 269.31 14,016 29,497 29,497 
13 269.15 13,517 28,725 28,725 
14 268.77 13,189 28,014 28,014 
15 268.82 12,843 27,994 27,994 
16 268.84 12,546 27,176 27,176 
17 269.05 12,552 26,804 26,804 
18 269.23 12,858 28,467 28,467 
19 269.54 13,451 29,265 29,265 
20 269.52 14,250 31,467 31,467 
21 270.34 14,796 31,511 31,511 
22 272.40 14,614 30,329 30,329 
23 274.31 14,432 28,721 28,721 
24 275.67 14,290 26,941 26,941 
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Table 40 Experiment 2 Results 
 
P(t,6) P(t,12) P(t,24) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
LB 414,073 - 883,713 - 1,813,375 - 
BB(T) 417,001 52 894,646 253 x 1,316 
BB(1) - - - - 2,887,093 1.66 
GA' 
Trial 1 436,920 405 959,261 2,262 2,093,686 5,849 
Trial 2 435,362 403 991,249 1,460 2,119,791 7,535 
Trial 3 449,154 563 998,959 1,464 2,149,257 5,866 
Trial 4 435,528 502 996,784 2,359 2,099,172 7,654 
Trial 5 427,830 444 1,024,787 1,810 2,031,076 7,519 
Trial 6 430,909 496 983,255 2,908 2,073,072 7,537 
Trial 7 448,285 853 1,006,853 1,745 2,091,770 5,900 
Trial 8 417,001 980 997,382 2,542 2,108,123 7,257 
Trial 9 431,052 767 979,596 2,827 2,130,694 7,582 
Trial 10 430,081 611 981,205 1,220 2,163,288 7,406 
GA'' 
Trial 1 438,026 413 931,539 1,755 2,110,441 7,613 
Trial 2 419,994 628 923,496 1,589 2,360,098 2,121 
Trial 3 434,187 348 925,129 1,145 2,151,309 5,852 
Trial 4 415,316 655 935,845 1,391 2,084,286 7,882 
Trial 5 419,994 487 956,811 1,076 2,036,104 6,525 
Trial 6 418,658 326 925,873 1,887 2,146,581 7,765 
Trial 7 419,062 774 913,637 2,180 2,210,323 4,996 
Trial 8 419,062 606 894,697 1,647 2,067,591 8,020 
Trial 9 429,734 462 922,130 2,469 2,063,918 7,919 
Trial 10 433,509 378 941,791 1,742 2,097,112 8,040 
GA''' 
Trial 1 429,734 729 905,230 1,388 1,965,331 3,170 
Trial 2 419,994 731 904,697 1,780 1,906,767 5,248 
Trial 3 435,195 471 942,418 1,619 1,929,718 3,716 
Trial 4 413,602 734 923,908 1,591 2,008,270 3,546 
Trial 5 429,734 276 919,690 2,027 1,903,437 4,765 
Trial 6 419,062 407 933,707 1,960 1,936,076 3,760 
Trial 7 417,599 362 922,846 1,286 1,945,639 3,301 
Trial 8 419,062 559 926,211 1,074 1,935,658 4,750 
Trial 9 419,062 502 922,846 1,843 1,881,208 6,655 
Trial 10 439,527 261 896,769 1,192 1,935,816 5,426 
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Figure 28 Experiment 2 Binary Variables 
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Figure 29 Experiment 2 Continuous Variables 
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Table 41 Experiment 2 Continuous Variables 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
EGT 
(kW) 
PR 6,036 5,993 6,028 5,933 6,016 6,079 9,370 10,423 10,493 10,467 10,251 9,521 9,019 8,701 8,350 8,218 8,285 8,606 9,078 9,860 10,411 10,306 10,167 10,061 
BB 7,970 7,859 5,547 5,478 7,804 8,009 10,534 9,846 10,118 10,118 10,058 9,390 10,599 8,526 10,614 10,261 7,860 10,665 10,577 9,751 10,256 9,990 9,693 9,423 
GA 8,978 8,931 8,906 8,823 8,924 8,976 10,815 10,866 10,903 10,934 10,969 10,989 10,996 10,766 10,422 10,196 11,000 10,992 10,979 10,980 10,944 10,851 10,761 10,695 
FDB 
(kW) 
PR 0 0 0 0 0 1,931 8,386 7,384 8,399 9,341 10,469 10,920 11,343 11,306 11,531 10,991 10,852 11,820 14,255 13,951 10,776 9,656 10,126 11,574 
BB 0 0 1,901 1,887 0 0 4,645 2,229 2,253 2,253 2,264 2,228 4,769 2,181 0 0 2,138 0 4,762 2,248 2,271 2,235 2,198 2,169 
GA 21,347 21,165 21,051 20,897 21,244 21,502 22,770 22,909 23,009 23,095 23,192 23,250 23,270 23,167 22,954 22,815 23,282 23,260 23,222 23,224 23,123 22,868 22,629 22,457 
QHRSG 
(kW) 
PR 9,965 10,044 10,165 10,147 10,002 11,521 20,758 20,321 21,387 22,342 23,382 23,287 23,330 22,961 22,893 22,161 22,092 23,516 26,873 27,165 23,905 22,764 23,389 25,137 
BB 13,958 13,955 14,154 14,126 13,895 13,921 19,544 16,783 16,888 16,888 16,821 16,480 19,544 15,993 14,855 14,723 15,596 14,886 19,544 16,667 16,927 16,858 16,769 16,675 
GA 39,895 39,722 39,617 39,423 39,767 39,993 42,774 42,928 43,039 43,133 43,239 43,301 43,322 43,020 42,518 42,187 43,336 43,312 43,271 43,273 43,164 42,882 42,615 42,420 
QB1 
(kW) 
PR 22,289 21,706 20,708 20,545 20,720 21,608 13,624 14,004 14,349 15,168 15,316 15,870 15,692 15,525 15,733 15,444 15,575 16,164 13,851 16,155 19,702 19,452 17,087 11,580 
BB 0 0 10,049 10,049 0 0 0 10,049 10,049 10,049 10,049 10,049 0 10,049 0 0 10,049 0 0 10,049 10,049 10,049 10,049 10,049 
GA 16,023 14,612 12,344 12,759 13,261 16,869 14,412 16,721 18,295 19,446 19,648 18,720 16,649 15,431 15,892 0 0 0 0 0 0 0 0 0 
QB2 
(kW) 
PR 26,606 25,521 23,965 24,380 25,213 26,629 24,248 25,767 26,008 25,535 24,906 24,331 22,925 22,030 21,856 21,074 20,209 21,506 22,179 24,005 23,801 22,750 21,231 21,395 
BB 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 45,719 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB3 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 0 0 9,144 9,144 0 0 0 9,144 9,144 9,144 9,144 9,144 0 9,144 0 0 9,144 0 0 9,144 9,144 9,144 9,144 9,144 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14,514 11,824 15,488 17,731 22,931 23,711 21,539 18,498 15,058 
EST1 
(kW) 
PR 1,423 1,406 1,400 1,399 1,399 1,403 1,430 1,426 1,425 1,423 1,426 1,426 1,424 1,426 1,425 1,426 1,425 1,425 1,424 1,426 1,430 1,431 1,431 1,413 
BB 0 0 764 761 0 0 400 1,025 1,035 1,035 1,029 995 400 946 0 0 907 0 400 1,013 1,039 1,033 1,024 1,014 
GA 400 400 400 400 400 400 1,959 1,986 1,998 1,998 1,970 874 435 400 400 400 753 1,066 1,672 2,000 2,000 2,000 2,000 2,000 
QDS1 
(kW) 
PR 2,419 2,085 1,270 1,100 1,131 3,492 4,474 4,460 5,882 7,671 8,830 9,288 9,173 8,618 8,775 7,741 7,809 9,824 10,875 13,458 13,699 12,304 10,562 6,985 
BB 13,958 13,955 1,000 1,000 13,895 13,921 0 1,000 1,000 1,000 1,000 1,000 0 1,000 14,855 14,723 1,000 14,886 0 1,000 1,000 1,000 1,000 1,000 
GA 36,373 34,790 32,417 32,637 33,484 37,317 21,959 24,152 25,710 26,957 27,549 37,710 40,074 38,907 38,866 22,643 20,245 17,071 10,933 7,633 7,524 7,242 6,975 6,780 
EST2 
(kW) 
PR 2,719 2,732 2,677 2,691 2,709 2,693 2,773 2,802 2,963 3,072 3,060 3,069 3,073 3,062 3,069 2,901 2,842 2,827 2,949 2,964 2,955 2,877 2,835 2,817 
BB 2,208 2,272 3,795 3,784 2,320 2,167 2,640 3,780 3,728 3,728 3,651 3,632 2,517 3,716 2,229 2,285 3,785 2,193 2,473 3,486 3,501 3,592 3,715 3,853 
GA 800 800 800 800 800 800 800 1,799 1,979 2,030 1,799 2,154 2,086 2,023 2,021 1,949 800 800 800 1,270 1,852 1,763 1,671 1,596 
QDS2 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 0 0 1,000 1,000 0 0 0 1,000 1,000 1,000 1,000 1,000 0 1,000 0 0 1,000 0 0 1,000 1,000 1,000 1,000 1,000 
GA 13,228 12,436 11,250 11,360 11,783 13,700 13,082 2,465 1,160 1,183 4,083 0 0 0 0 0 12,673 14,336 15,134 12,003 5,438 5,271 4,702 3,777 
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Experiment 3 
Experiment 3 considers the hottest 24-hour period to occur in the month of July. 
This period is of interest to analyze because the steam demand on the plant is the lowest 
during the year. The plant is run completely on gas. When setting up the experiments the 
boiler efficiency equations for gas are used. The average ambient temperature over the 
24-hour period is around 29 °C which results in the nominal rating of the gas turbine, 
duct burner and HRSG to be in the range of 9,000 kW, 18,900 kW and 38,000 kW, 
respectively. Table 42 shows the hourly recorded ambient temperature and total electric 
and steam demands. 
The results of the experiment are given in Table 43. For all three planning horizon 
sizes BB(T) produces integer infeasible solutions. Hence BB(1) problems are solved. The 
total CPU time to solve 24 hourly Problem P(t) by BB is less than 2 seconds. GA proves 
to be more consistent in finding integer feasible solutions. For Problem P(t,6) the best 
solution is that found in Trial 4 of GA’ , Trial 10 of GA’’ and Trials 3 and 4 of GA’’’. 
For Problem P(t,12) the best solution is that found in Trial 6 of GA’’ and Trial 1 of 
GA’’’. For Problem P(t,24) the best solution is that found in Trial 10 of GA’’’. For 
Problem P(t,6) the average CPU time for GA’ is 814 seconds, for GA’’ is 412 seconds 
and GA’’’ is 433 seconds. For Problem P(t,12) the average CPU time for GA’ is 2,393 
seconds, for GA’’ is 2,186 seconds and GA’’’ is 1,979 seconds. For Problem P(t,24) the 
average CPU time for GA’ is 6,687 seconds, for GA’’ is 6,148 seconds and GA’’’ is 
6,763 seconds. 
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Figure 30 compares the binary variable values of PR and those obtained by BB 
(BB(1) from P(t,24))  and GA (Trial 10 of GA’’’ from P(t,24)). The corresponding 
continuous variable values are given in Table 44 and also plotted in Figure 31. In PR 
steam was produced by the HRSG and one additional boiler. But the duct burner of the 
HRSG was switched off after 5 hours of operation and the boiler continued operation. 
GA identifies that it is better to switch off the boiler and continue operation of the duct 
burner to increase output from the HRSG. This result is an outcome of the differences in 
thermodynamic characteristics of the energy conversion equipment when all are using 
gas as the fuel. When the gas turbine and HRSG are at higher loads, they jointly have 
better energy conversion efficiencies than any of the boilers. Table 49 summarizes the 
plant performance for the three schedules. In PR plant energy efficiency was 79.99% and 
1 start/stop occurred. BB reduces the efficiency to 62.50% and has 65 start/stops. GA 
increases the efficiency by 9% to 89.32% and has 1 start/stop. 
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Table 42 Experiment 3 Problem Data 
Hour A (K) Edemd (kW) 
QS1 
demd 
(kW) 
QS2 
demd 
(kW) 
1 306.71 10,449 15,670 15,670 
2 308.46 10,089 14,339 14,339 
3 308.81 9,949 17,115 17,115 
4 309.15 10,372 15,113 15,113 
5 308.57 10,292 13,268 13,268 
6 308.29 10,214 12,889 12,889 
7 307.17 10,161 12,489 12,489 
8 305.56 10,287 12,318 12,318 
9 303.75 10,268 12,079 12,079 
10 301.19 10,478 12,271 12,271 
11 299.23 10,507 12,291 12,291 
12 298.21 10,590 12,187 12,187 
13 297.08 10,614 12,231 12,231 
14 296.23 10,636 12,745 12,745 
15 295.29 10,462 12,761 12,761 
16 294.77 10,813 12,376 12,376 
17 294.15 10,581 12,380 12,380 
18 295.26 11,087 13,068 13,068 
19 297.23 11,265 13,993 13,993 
20 299.20 11,287 14,861 14,861 
21 301.01 11,278 14,800 14,800 
22 302.60 11,267 14,913 14,913 
23 304.66 11,073 14,597 14,597 
24 305.98 11,046 15,076 15,076 
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Table 43 Experiment 3 Results 
 
P(t,6) P(t,12) P(t,24) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
LB 244,884 - 474,559 - 969,465 - 
BB(T) x 23 x 50 x 113 
BB(1) 721,516 0.33 1,326,626 0.64 2,647,255 1.67 
GA' 
Trial 1 283,805 778 575,771 2,910 1,440,317 7,292 
Trial 2 274,559 917 570,801 3,310 1,378,516 7,030 
Trial 3 278,959 926 621,104 2,420 1,356,493 7,409 
Trial 4 257,814 1,138 662,178 1,702 1,314,933 6,584 
Trial 5 269,770 583 593,434 2,591 1,433,106 6,405 
Trial 6 259,911 783 614,613 2,535 1,438,052 5,175 
Trial 7 269,304 645 581,953 1,701 1,382,274 7,144 
Trial 8 274,230 935 635,017 2,577 1,345,652 7,278 
Trial 9 293,448 522 604,715 2,874 1,469,042 7,192 
Trial 10 259,911 914 716,555 1,314 1,495,818 5,358 
GA'' 
Trial 1 267,676 455 540,639 2,569 1,580,995 7,144 
Trial 2 283,805 729 514,656 2,757 1,440,018 7,113 
Trial 3 283,805 332 549,803 1,867 1,392,691 7,291 
Trial 4 309,697 289 527,158 1,786 1,791,059 2,369 
Trial 5 318,632 251 511,548 1,598 1,325,673 7,274 
Trial 6 298,577 321 505,053 2,683 1,365,671 7,342 
Trial 7 283,805 309 533,739 2,257 1,750,499 1,438 
Trial 8 301,621 254 516,430 2,394 1,405,322 7,017 
Trial 9 281,784 601 529,496 2,042 1,437,005 7,136 
Trial 10 257,814 577 521,184 1,910 1,336,982 7,359 
GA''' 
Trial 1 259,911 277 505,053 1,782 1,056,204 7,052 
Trial 2 286,355 358 514,656 1,669 1,074,005 6,903 
Trial 3 257,814 603 524,555 1,368 1,048,718 7,065 
Trial 4 257,814 536 521,134 1,801 1,098,332 7,084 
Trial 5 293,719 306 536,141 1,978 1,059,396 5,357 
Trial 6 283,659 314 514,952 2,125 1,046,049 6,384 
Trial 7 286,355 338 511,548 1,906 1,081,615 7,081 
Trial 8 296,264 242 514,656 2,801 1,065,762 6,834 
Trial 9 283,915 666 515,659 1,969 1,059,126 6,737 
Trial 10 269,810 693 587,406 2,389 1,040,469 7,127 
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Figure 30 Experiment 3 Binary Variables 
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Figure 31 Experiment 3 Continuous Variables 
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Table 44 Experiment 3 Continuous Variables 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
EGT 
(kW) 
PR 8,118 8,044 8,024 8,003 8,033 8,061 8,127 8,203 8,300 8,471 8,583 8,664 8,690 8,552 8,495 8,781 8,732 8,813 8,683 8,533 8,381 8,302 8,171 8,106 
BB 7,259 5,272 5,143 7,138 5,458 6,815 6,735 6,845 6,811 5,641 5,672 7,137 5,775 5,797 7,065 5,963 7,151 7,688 7,928 6,394 9,102 8,979 7,779 7,937 
GA 7,775 7,838 8,074 7,875 8,202 8,167 8,158 8,303 8,310 8,499 8,526 8,621 8,639 8,604 8,429 8,822 8,590 9,020 9,096 8,870 8,880 8,834 8,740 8,560 
FDB 
(kW) 
PR 1,727 3,337 10,187 5,931 1,704 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 0 1,600 1,589 0 1,610 0 0 0 0 1,693 1,713 0 1,741 1,750 0 1,774 0 0 0 1,758 18,626 18,814 0 0 
GA 16,368 14,016 17,665 15,308 12,786 12,483 12,176 12,023 11,868 12,048 12,119 12,028 12,097 12,588 12,704 12,237 12,350 12,752 13,454 14,856 14,687 14,844 14,263 7,136 
QHRSG 
(kW) 
PR 16,516 18,202 26,105 21,056 16,490 14,784 14,794 14,801 14,811 14,835 14,844 14,856 14,845 14,775 14,733 14,835 14,803 14,856 14,845 14,824 14,797 14,793 14,774 14,768 
BB 14,402 14,688 14,571 14,383 14,861 14,197 14,131 14,162 14,105 14,886 14,870 14,162 14,910 14,909 14,049 15,014 14,067 14,375 14,532 15,450 37,582 37,881 14,610 14,699 
GA 34,015 30,928 36,104 32,722 29,488 29,067 28,624 28,433 28,168 28,381 28,404 28,288 28,336 28,907 28,926 28,498 28,502 29,266 30,293 32,139 31,999 32,260 31,526 22,589 
QB1 
(kW) 
PR 17,156 12,520 10,049 11,538 12,304 13,147 12,219 11,919 11,315 11,713 11,663 11,443 11,540 12,798 12,756 11,948 11,805 13,553 15,722 17,652 17,702 17,999 17,322 18,324 
BB 0 10,049 10,049 0 10,049 0 0 0 0 10,049 10,049 0 10,049 10,049 0 10,049 0 0 0 10,049 0 0 0 10,049 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10,049 
QB2 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 45,719 36,726 39,607 45,719 35,499 45,719 45,719 45,719 45,719 34,480 34,514 45,719 34,418 34,933 45,719 34,470 45,719 45,719 45,719 36,562 0 0 45,719 23,360 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB3 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 0 9,144 9,144 0 9,144 0 0 0 0 9,144 9,144 0 9,144 9,144 0 9,144 0 0 0 9,144 9,144 10,340 0 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EST1 
(kW) 
PR 800 518 540 846 847 823 807 795 768 699 699 700 700 701 701 700 697 833 1,000 1,055 1,186 1,250 1,249 1,250 
BB 0 817 805 0 834 0 0 0 0 836 835 0 839 839 0 849 0 0 0 893 0 0 0 917 
GA 1,739 1,432 812 1,611 1,289 1,247 1,203 1,184 1,158 1,179 1,181 1,170 1,175 1,231 1,233 1,191 1,191 1,267 1,369 1,553 1,539 1,565 1,492 1,602 
QDS1 
(kW) 
PR 10,099 9,993 15,206 8,565 4,754 4,136 3,373 3,201 2,878 3,992 3,952 3,733 3,823 5,006 4,922 4,220 4,073 4,507 4,985 6,344 5,042 4,697 4,010 4,999 
BB 14,402 1,000 1,000 14,383 1,000 14,197 14,131 14,162 14,105 1,000 1,000 14,162 1,000 1,000 14,049 1,000 14,067 14,375 14,532 1,000 37,582 37,881 14,610 0 
GA 1,000 1,000 12,418 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 
EST2 
(kW) 
PR 1,531 1,527 1,385 1,523 1,411 1,331 1,227 1,289 1,200 1,307 1,225 1,225 1,224 1,383 1,266 1,331 1,152 1,441 1,581 1,699 1,711 1,716 1,653 1,690 
BB 3,190 4,000 4,000 3,234 4,000 3,399 3,426 3,442 3,457 4,000 4,000 3,453 4,000 4,000 3,397 4,000 3,430 3,399 3,337 4,000 2,176 2,288 3,294 2,191 
GA 936 818 1,063 886 800 800 800 800 800 800 800 800 800 800 800 800 800 800 800 864 859 869 841 883 
QDS2 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 0 1,000 1,000 0 1,000 0 0 0 0 1,000 1,000 0 1,000 1,000 0 1,000 0 0 0 1,000 0 0 0 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Experiment 4 
Experiment 4 considers a 24-hour period occurring in the month of October which 
is during the Fall season. This period is of interest to analyze because the steam demand 
begins to rise as summer recedes and winter approaches. Two boilers (B1,B2) are run on 
gas whereas the third boiler (B3) if needed is run on oil. When setting up the 
experiments, the appropriate efficiency equation for each boiler is used. The average 
ambient temperature over the 24-hour period is around 11 °C which results in the 
nominal rating of the gas turbine, duct burner and HRSG to be in the range of 10,250 kW, 
21,400 kW and 41,200 kW, respectively. Table 45 shows the hourly recorded ambient 
temperature and total electric and steam demands. 
The results of the experiment are given in Table 46. For Problem P(t,6), BB(T) 
produces an integer feasible solution in less than 2 seconds and BB(1) solution is not 
needed. Trial 3 of GA’’ and Trial 1 and 4 of GA’’’ find the same solution as BB(T). For 
Problem P(t,12), BB(T) produces an integer feasible solution in less than 15 seconds and 
BB(1) solution is not needed. None of the GA trials find better solutions than that of 
BB(T). For Problem P(t,24), BB(T) takes about 23 minutes but reports an integer 
infeasible solution. Hence, BB(1) problems are solved and it takes less than 4 seconds to 
obtain the solution to 24 hourly Problem P(t) by BB. GA finds several unique solutions to 
Problem P(t,24) of which the one found in Trial 9 of GA’’’ is the most optimum. For 
Problem P(t,6) the average CPU time for GA’ is 730 seconds, for GA’’ is 483 seconds 
and GA’’’ is 435 seconds. For Problem P(t,12) the average CPU time for GA’ is 2,872 
seconds, for GA’’ is 1,533 seconds and GA’’’ is 1,886 seconds. For Problem P(t,24) the 
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average CPU time for GA’ is 6,032 seconds, for GA’’ is 6,848 seconds and GA’’’ is 
5,156 seconds. 
Figure 32 compares the binary variable values of PR and those obtained by BB 
(BB(1) from P(t,24))  and GA (Trial 9 of GA’’’ from P(t,24)). The corresponding 
continuous variable values are given in Table 47 and also plotted in Figure 33. In PR 
steam was produced by the HRSG and mostly one additional boiler running on gas and 1 
start/stop occurred in the second boiler. GA identifies that it is better to increase the 
output from the HRSG and reduce the usage of the boilers. Table 49 summarizes the 
plant performance for the three schedules. PR resulted in the present plant energy 
efficiency to be 78.95%. BB reduces the efficiency to 66.13% and has 50 start/stops. GA 
has 2 start/stops but increases the efficiency by 11% to 90.23%. 
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Table 45 Experiment 4 Problem Data 
Hour A (K) Edemd (kW) 
QS1 
demd 
(kW) 
QS2 
demd 
(kW) 
1 284.74 13,266 24,652 24,652 
2 286.60 12,922 18,390 18,390 
3 287.78 12,611 17,069 17,069 
4 288.39 12,465 16,747 16,747 
5 287.72 12,432 16,659 16,659 
6 286.21 12,635 16,920 16,920 
7 284.49 12,846 17,610 17,610 
8 283.58 12,933 17,497 17,497 
9 282.97 12,949 17,719 17,719 
10 282.38 13,062 18,826 18,826 
11 281.88 13,117 19,016 19,016 
12 281.99 13,002 18,631 18,631 
13 281.78 12,370 18,321 18,321 
14 281.33 12,002 17,798 17,798 
15 280.99 11,728 17,687 17,687 
16 281.13 11,494 17,592 17,592 
17 281.30 11,641 17,772 17,772 
18 281.38 12,155 18,579 18,579 
19 281.43 12,522 21,003 21,003 
20 281.84 12,459 22,476 22,476 
21 283.27 12,759 21,468 21,468 
22 285.18 12,829 19,193 19,193 
23 287.58 12,600 18,395 18,395 
24 289.88 12,146 16,542 16,542 
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Table 46 Experiment 4 Results 
 
P(t,6) P(t,12) P(t,24) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
Obj. 
Func. 
(kWh) 
CPU 
Time (s) 
LB 315,649 - 626,002 - 1,257,455 - 
BB(T) 331,077 1.81 648,781 15 x 1,402 
BB(1) - - - - 2,466,603 3.65 
GA' 
Trial 1 331,304 881 808,596 1,908 1,722,872 7,608 
Trial 2 361,141 994 838,918 3,187 1,934,697 3,145 
Trial 3 331,457 1,230 784,699 3,345 1,721,781 7,410 
Trial 4 345,888 653 742,049 1,939 1,775,765 5,705 
Trial 5 384,993 518 718,468 2,902 1,681,923 7,520 
Trial 6 341,077 670 806,514 2,556 1,746,483 4,501 
Trial 7 360,332 570 767,649 3,611 1,931,978 3,325 
Trial 8 345,888 472 743,134 2,804 1,775,976 4,972 
Trial 9 331,236 746 748,116 3,920 1,673,435 7,875 
Trial 10 355,058 562 720,338 2,543 1,585,219 8,257 
GA'' 
Trial 1 331,236 648 684,992 1,961 1,764,699 7,678 
Trial 2 331,457 524 722,019 1,864 1,578,770 7,672 
Trial 3 331,077 662 649,354 1,412 1,868,481 4,923 
Trial 4 352,930 388 744,796 1,397 1,691,585 7,649 
Trial 5 345,722 305 742,925 1,124 1,694,318 7,472 
Trial 6 345,888 619 704,619 1,298 1,656,520 7,703 
Trial 7 345,722 529 784,634 1,693 1,669,239 7,589 
Trial 8 331,304 288 729,934 1,722 1,761,872 7,315 
Trial 9 362,784 418 740,217 1,397 1,745,906 5,040 
Trial 10 331,236 454 712,822 1,466 1,738,991 5,440 
GA''' 
Trial 1 331,077 408 773,391 1,045 1,412,960 6,128 
Trial 2 376,431 470 703,895 1,211 1,393,703 6,762 
Trial 3 345,722 465 648,939 2,321 1,354,406 6,499 
Trial 4 331,077 509 658,985 1,678 1,394,338 5,705 
Trial 5 376,103 563 693,821 2,410 1,466,582 3,887 
Trial 6 345,722 637 672,721 1,676 1,488,517 4,208 
Trial 7 331,525 362 649,422 1,783 1,441,673 4,473 
Trial 8 352,357 332 693,821 1,787 1,520,401 4,278 
Trial 9 375,255 289 664,177 1,985 1,325,302 5,491 
Trial 10 379,756 312 649,007 2,964 1,431,628 4,133 
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Figure 32 Experiment 4 Binary Variables 
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Figure 33 Experiment 4 Continuous Variables 
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Table 47 Experiment 4 Continuous Variables 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
EGT 
(kW) 
PR 9,843 9,702 9,558 9,496 9,552 9,660 9,784 9,863 9,902 9,939 9,971 9,891 9,374 9,000 8,728 8,613 8,673 9,030 9,319 9,223 9,512 9,646 9,487 9,297 
BB 8,287 9,899 9,489 9,979 9,284 10,114 10,216 9,844 9,878 10,076 10,146 10,360 9,366 8,969 8,697 6,631 10,399 9,178 9,725 9,778 9,988 10,175 10,030 9,137 
GA 10,202 9,747 9,552 9,447 9,442 9,589 9,739 9,836 9,833 9,903 10,069 9,806 9,201 8,879 8,615 8,389 8,520 9,292 9,158 8,923 9,312 10,041 10,030 9,884 
FDB 
(kW) 
PR 9,189 8,318 8,381 7,613 7,229 7,454 8,072 7,906 8,209 9,051 8,686 8,391 8,560 8,545 8,828 8,872 8,943 9,500 10,954 11,721 11,040 9,698 9,183 8,156 
BB 2,012 0 0 20,793 0 21,086 21,314 0 0 0 0 21,643 0 0 0 1,947 0 0 0 0 0 0 20,902 0 
GA 21,281 20,615 18,720 18,246 18,131 18,554 19,587 19,429 19,780 21,328 21,477 21,140 20,927 20,325 20,292 20,247 20,441 21,055 18,456 20,713 19,030 14,902 13,570 11,440 
QHRSG 
(kW) 
PR 23,071 22,150 22,228 21,377 20,934 21,127 21,749 21,537 21,847 22,768 22,332 21,959 21,780 21,447 21,516 21,486 21,631 22,547 24,451 25,332 24,875 23,570 23,081 21,981 
BB 16,318 15,063 14,948 40,435 14,872 40,795 41,074 14,977 14,975 15,029 15,041 41,469 14,757 14,585 14,458 15,155 15,112 14,672 14,882 14,912 15,020 15,124 40,570 14,866 
GA 41,034 39,955 37,196 36,512 36,308 36,886 38,327 38,090 38,554 40,810 41,079 40,458 39,811 38,719 38,487 38,290 38,665 40,021 36,227 39,344 37,239 32,031 30,397 27,734 
QB1 
(kW) 
PR 20,513 17,851 14,962 15,086 15,264 15,688 16,533 16,527 16,638 18,006 18,845 18,414 17,859 17,152 16,858 16,581 16,881 17,736 20,759 22,856 21,309 18,000 16,822 13,952 
BB 10,049 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10,049 21,674 0 0 0 0 25,917 0 10,049 
GA 11,335 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB2 
(kW) 
PR 9,144 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 45,571 45,719 45,719 0 45,719 0 0 45,719 45,719 45,719 45,719 0 45,719 45,719 45,719 39,559 0 45,719 45,719 45,719 45,719 0 0 23,243 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB3 
(kW) 
PR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BB 9,144 0 0 12,068 0 12,312 14,059 0 0 0 0 14,844 0 0 0 9,144 0 0 0 0 0 0 14,628 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9,144 9,144 9,144 9,144 9,144 9,144 
EST1 
(kW) 
PR 1,559 1,556 1,555 1,532 1,523 1,525 1,525 1,525 1,525 1,525 1,525 1,525 1,523 1,520 1,524 1,524 1,525 1,526 1,528 1,520 1,529 1,525 1,526 1,524 
BB 979 0 0 0 0 0 0 0 0 0 0 0 0 0 0 863 442 0 0 0 0 1,496 0 934 
GA 1,338 2,000 2,000 1,987 1,967 2,000 2,000 2,000 2,000 1,945 1,817 2,000 2,000 2,000 2,000 2,000 2,000 1,670 1,959 2,000 2,000 1,542 1,379 1,115 
QDS1 
(kW) 
PR 12,385 8,822 6,028 5,528 5,352 5,955 7,417 7,206 7,626 9,914 10,319 9,510 8,795 7,783 7,525 7,218 7,646 9,414 14,322 17,381 15,281 10,709 9,028 5,086 
BB 1,000 15,063 14,948 40,435 14,872 40,795 41,074 14,977 14,975 15,029 15,041 41,469 14,757 14,585 14,458 1,000 16,820 14,672 14,882 14,912 15,020 10,474 40,570 0 
GA 23,391 4,315 1,556 1,000 1,000 1,246 2,687 2,450 2,914 5,720 7,277 4,818 4,171 3,079 2,847 2,650 3,025 7,696 1,000 3,704 1,599 1,000 1,000 1,000 
EST2 
(kW) 
PR 1,865 1,664 1,498 1,437 1,357 1,450 1,536 1,546 1,523 1,598 1,621 1,586 1,473 1,482 1,476 1,358 1,442 1,599 1,676 1,716 1,718 1,658 1,587 1,325 
BB 4,000 3,024 3,121 2,486 3,148 2,521 2,629 3,089 3,071 2,986 2,971 2,642 3,004 3,033 3,031 4,000 800 2,977 2,797 2,680 2,771 1,158 2,571 2,075 
GA 1,727 1,175 1,059 1,030 1,023 1,046 1,107 1,097 1,116 1,214 1,230 1,196 1,169 1,123 1,113 1,105 1,121 1,192 1,405 1,535 1,446 1,246 1,192 1,147 
QDS2 
(kW) 
PR 1,566 5,548 4,980 4,613 3,789 4,585 4,879 5,096 4,613 4,361 4,434 4,425 3,454 4,073 4,117 2,873 3,648 4,623 3,073 2,053 3,080 4,677 4,665 3,551 
BB 1,000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1,000 3,641 0 0 0 0 1,000 0 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Summary 
The numerical experiments show the proposed genetic algorithm method finds 
more optimal solutions than branch-and-bound. In many cases branch-and-bound does 
not find integer feasible solutions and is also seen to have an exponential increase in CPU 
time for a linear increase in planning horizon size. Among the genetic procedures 
experimented with, GA’’’ (ranked scaling, stochastic uniform selection, scattered 
crossover, Gaussian mutation) finds the most optimum solutions and has the lowest 
average CPU time. 
Since the objective function values of the three planning horizon sizes differ in 
order of magnitude, the optimality gap is a more appropriate metric to compare the 
performance of the genetic algorithm across all experiments. Table 48 summarizes the 
experiment results in terms of the optimality gap and average CPU time. The optimality 
gap is a relative metric defined as the difference between the objective function value and 
the lower bound and is normalized with the objective function value. The gaps for the 
best, average and worst objective function values along with the average CPU time for 
each set of trials are calculated. The gaps for branch-and-bound solutions are also 
calculated for comparison. The genetic algorithm is able to achieve low optimality gaps 
in reasonable CPU time. In one case the best gap achieved is negative because the 
objective function value is lower than the lower bound which happens because of the 
nonconvexity of the problem. The algorithm achieves low gaps regardless of the problem 
size. 
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To make a final comparison across the three problem sizes, the best gaps of GA’’’ 
from the four experiments are averaged. The average best gaps are 2.44, 2.89 and 4.20% 
for the three problem sizes. Similarly, the average CPU time of GA’’’ from the four 
experiments are also averaged. These are calculated to be 475, 1,874 and 5,616 seconds. 
Figure 34 plots these averaged best gaps and twice averaged CPU times for GA’’’. The 
figure indicates that on average the best optimality gap and CPU time increase linearly 
with planning horizon size. 
Altogether, 360 trials were performed for the genetic algorithm. The trials 
involved variations in number of problem variables and constraints, variations in 
coefficients of objective function terms, variations in constraint vector values and 
variations in genetic procedures of scaling, selection, crossover and mutation. The 
numerous trials and wide variations in experimental conditions are statistically significant 
to draw inferences about the consistency and robustness of the proposed genetic 
algorithm. It can be inferred that the proposed genetic algorithm has strong search 
capabilities for mixed 0-1 nonlinear programming problems. It evaluates several more 
integer feasible solutions in the search process as compared to branch-and-bound which 
in many cases did not come across a single integer feasible solution. For large-scale 
nonconvex problems where global optimality is unknown and near optimal solutions are 
sufficient to make operational planning decisions, the proposed genetic algorithm method 
proves to be more versatile than branch-and-bound. 
Table 49 gives the plant thermal performance for the 24-hour planning horizons. 
The proposed scheduling strategy increased plant energy efficiency by 5, 10, 9 and 11% 
in the four experimental studies. Although the genetic algorithm can cause random 
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start/stops of equipment, it should be noted that operational planning strategies in 
medium to large-scale CHP plants are most likely to involve a human-in-the-loop 
strategy rather than a closed loop feedback system. The decision maker/plant operator 
can use the genetic algorithm solution to aid in the decision making process rather than 
implementing it as is. 
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Table 48 Algorithm Benchmarks 
 
P(t,6) P(t,12) P(t,24) 
Opt. Gap 
(%) 
Avg. 
CPU 
Time (s) 
Opt. Gap 
(%) 
Avg. 
CPU 
Time (s) 
Opt. Gap 
(%) 
Avg. 
CPU 
Time (s) 
Experiment 1 
BB(T)/BB(1) 0.93 - 1.03 - 9.09 - 
GA' 
Best 0.93 
658 
3.99 
2,277 
7.35 
6,428 Average 3.28 6.39 10.55 
Worst 5.25 11.59 19.27 
GA'' 
Best 1.46 
511 
3.18 
2,314 
7.40 
6,681 Average 2.82 4.70 10.25 
Worst 4.22 7.06 14.27 
GA''' 
Best 0.22 
528 
0.55 
2,055 
1.27 
6,112 Average 1.72 2.15 2.45 
Worst 3.62 5.98 5.35 
Experiment 2 
BB(T)/BB(1) 0.70 - 1.22 - 37.19 - 
GA' 
Best 0.70 
602 
7.88 
2,060 
10.72 
7,010 Average 4.64 10.91 13.89 
Worst 7.81 13.77 16.18 
GA'' 
Best 0.30 
508 
1.23 
1,688 
10.94 
6,673 Average 2.51 4.68 14.98 
Worst 5.47 7.64 23.17 
GA''' 
Best -0.11 
503 
1.46 
1,576 
3.61 
4,434 Average 2.40 3.93 6.28 
Worst 5.79 6.23 9.70 
Experiment 3 
BB(T)/BB(1) 66.06 - 64.23 - 63.38 - 
GA' 
Best 5.02 
814 
16.86 
2,393 
26.27 
6,687 Average 10.03 23.16 31.02 
Worst 16.55 33.77 35.19 
GA'' 
Best 5.02 
412 
6.04 
2,186 
26.87 
6,148 Average 15.18 9.60 34.61 
Worst 23.15 13.69 45.87 
GA''' 
Best 5.02 
433 
6.04 
1,979 
6.82 
6,763 Average 11.77 9.53 8.80 
Worst 17.34 19.21 11.73 
Experiment 4 
BB(T)/BB(1) 4.66 - 3.51 - 49.02 - 
GA' 
Best 4.71 
730 
12.87 
2,872 
20.68 
6,032 Average 9.51 18.47 28.35 
Worst 18.01 25.38 35.01 
GA'' 
Best 4.66 
483 
3.60 
1,533 
20.35 
6,848 Average 7.42 13.25 26.77 
Worst 12.99 20.22 32.70 
GA''' 
Best 4.66 
435 
3.53 
1,886 
5.12 
5,156 Average 10.96 8.05 11.63 
Worst 16.88 19.06 17.29 
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Figure 34 Genetic Algorithm Performance 
 
Table 49 Plant Thermal Performance 
 
Fuel Input 
(kWh) 
Energy 
Output 
(kWh) 
# Start/Stop Efficiency (%) 
Experiment 1 
PR 2,669,958 2,182,678 3 81.75 
BB 2,729,126 2,186,039 22 80.10 
GA 2,512,828 2,182,858 4 86.87 
Experiment 2 
PR 2,111,167 1,663,116 1 78.78 
BB 2,887,093 1,973,349 47 68.35 
GA 1,881,208 1,663,116 4 88.41 
Experiment 3 
PR 1,133,596 906,721 1 79.99 
BB 2,647,255 1,654,448 65 62.50 
GA 1,040,469 929,341 1 89.32 
Experiment 4 
PR 1,512,457 1,194,071 1 78.95 
BB 2,466,603 1,631,129 50 66.13 
GA 1,325,302 1,195,781 2 90.23 
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4.2.9.2 Cost Optimization Formulation 
In the genetic algorithm method for the cost optimization problem, upon fixing of 
0-1 variables, hourly problems at the lower level are still connected to each other because 
one of the constraint spans over the entire planning horizon. Hence, the optimum 
continuous variables are found by solving the full multi-period problem. Total gas 
consumption of 951,467 kWh is used as daily nomination constraint. The 24 hour period 
is broken down into one 8 hour on-peak period and two 8 hour off-peak periods.  For the 
genetic algorithm, population size is N = 100, and elite preserving allows the two fittest 
individuals to proceed directly to the next generation. These parameters are determined 
by trial-and-error before starting the numerical experiments and are not altered during the 
experiments. Genetic operators used are ranked scaling, stochastic uniform selection, 
scattered crossover, Gaussian mutation and 10 trials are done in all cases and the best 
solution is reported. 
Notification of gas daily nomination is received from the supplier at 10 AM every 
morning, and the electric grid on-peak period begins at 12 PM. This allows a maximum 
of 2 hours to finish computations and have an operational plan ready. Hence, each genetic 
trial is limited to 720 seconds because it usually takes 10 tries to find optimal solution. 
Branch-and-bound solutions in all cases are obtained in under 1 minute of computation 
time. Table 37 summarizes the analysis results and Table 38 tabulates all numeric data. 
PR, BB and GA represent present operation, the branch-and-bound solution and the 
genetic algorithm solution. 
In the present operation, total electric consumption was 286,350 kWh of which 
212,176 kWh was generated on-site and 74,174 kWh was imported. Maximum grid 
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import was 3,124 kW during the on-peak period. The total steam required to satisfy 
thermal load was 1,970,502 kWh and system thermal efficiency was 82%. Both BB and 
GA results show that limiting grid import to 250 kW will reduce on-peak charges to a 
minimum, but the import cannot be reduced below 250 kW because of a contractual 
agreement with the electric utility. A reduction in grid import can be achieved by 
increasing gas turbine output. Optimum turbine output is the turbine full-load output. 
Also, there are no limitations on how daily gas nomination is used in any 24 hour period, 
and the entire gas nomination is available for use during the on-peak period. The 
optimum solution shows that it is better to utilize as much gas as possible to meet both 
electric and steam requirements during the on-peak period. Hence, the duct burner is 
operated at full-fire and its peak efficiency which leads the HRSG to meet more than half 
of the steam requirements compared to the existing operation where HRSG provided only 
30% of steam requirements. The remaining steam requirements are met by just one boiler 
at higher load, which helps prevent part-load operation of all boilers as was the case in 
the present operation. 
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Table 50 Cost Optimization Problem Data 
Time Ambient (K) 
Egrid 
(kW) 
Eelec reqr 
(kW) 
DHPS reqr 
(kW) 
DLPS reqr 
(kW) 
1 PM 264.25 2,764 11,657 39,167 39,167 
2 PM 264.35 2,768 11,619 38,698 38,698 
3 PM 264.46 2,794 11,790 38,366 38,366 
4 PM 265.02 2,794 11,800 37,925 37,925 
5 PM 263.99 2,859 11,956 38,340 38,340 
6 PM 263.32 3,058 12,319 38,726 38,726 
7 PM 262.80 3,123 11,523 39,415 39,415 
8 PM 262.24 3,124 11,435 39,038 39,038 
9 PM 261.78 3,108 11,358 39,317 39,317 
10 PM 261.28 3,117 11,277 39,593 39,593 
11 PM 260.72 3,096 11,199 39,531 39,531 
12 AM 260.50 3,098 11,044 39,577 39,577 
1 AM 260.20 3,072 10,999 39,945 39,945 
2 AM 259.97 3,052 10,951 40,092 40,092 
3 AM 259.41 3,047 11,646 39,630 39,630 
4 AM 259.22 3,036 11,635 40,687 40,687 
5 AM 258.54 3,047 11,722 41,952 41,952 
6 AM 258.37 3,004 11,747 43,250 43,250 
7 AM 258.22 3,074 12,272 44,933 44,933 
8 AM 258.23 3,079 13,045 47,142 47,142 
9 AM 258.51 3,067 13,062 47,156 47,156 
10 AM 259.56 3,115 13,146 45,257 45,257 
11 AM 261.30 3,881 12,925 44,825 44,825 
12 PM 263.54 3,997 14,224 42,688 42,688 
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Table 51 Cost Optimization Results Summary 
 
Grid 
Usage 
Cost 
Grid 
Demand 
Cost 
Gas 
Cost 
Oil 
Cost 
Start-
up/Shut-
down 
Cost 
Total 
Period 
Cost 
1 PM - 8 PM 
PR $2,282 $1,404 $4,728 $52,071 $500 $60,985 
BB $196 $112 $7,149 $30,893 $0 $38,350 
GA $196 $112 $7,149 $30,893 $0 $38,350 
9 PM - 4 AM 
PR $1,970 $0 $4,727 $53,610 $500 $60,807 
BB $243 $0 $7,123 $32,648 $0 $40,014 
GA $244 $0 $7,123 $32,648 $0 $40,015 
5 AM - 12 PM 
PR $2,101 $0 $4,817 $62,731 $500 $70,149 
BB x x x x x x 
BB(1) $8,075 $0 $0 $81,524 $5,000 $94,600 
GA $8,171 $0 $0 $81,433 $0 $89,604 
Daily Total 
PR $6,353 $1,404 $14,272 $168,411 $1,500 $191,941 
BB/BB(1) $8,515 $112 $14,272 $145,065 $8,000 $175,964 
GA $8,611 $112 $14,272 $144,974 $2,000 $169,969 
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Table 52 Cost Optimization Results 
Time 1PM 2PM 3PM 4PM 5PM 6PM 7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM 11AM 12PM 
Egrid 
(kW) 
PR 2,764 2,768 2,794 2,794 2,859 3,058 3,123 3,124 3,108 3,117 3,096 3,098 3,072 3,052 3,047 3,036 3,047 3,004 3,074 3,079 3,067 3,115 3,881 3,997 
BB 250 250 250 250 250 250 250 250 250 250 250 1,242 250 250 283 266 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 11,722 11,747 12,272 11,845 13,062 13,146 12,925 14,224 
GA 250 250 250 250 250 250 250 250 250 250 250 1,124 250 250 327 346 11,722 11,747 12,272 13,045 13,062 13,146 12,925 14,224 
EGT 
(kW) 
PR 7,509 7,435 7,487 7,709 7,813 7,954 7,899 7,809 7,749 7,661 7,604 7,446 7,428 7,401 7,274 7,254 7,363 7,341 7,660 8,109 8,218 8,255 7,089 8,290 
BB 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,266 11,108 11,027 10,949 9,802 10,749 10,701 11,363 11,369 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 0 0 0 0 0 
GA 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,266 11,108 11,027 10,949 9,921 10,749 10,701 11,319 11,289 0 0 0 0 0 0 0 0 
FDB 
(kW) 
PR 9,222 10,018 10,152 9,996 9,963 9,950 9,876 9,873 9,987 9,684 9,832 9,875 10,199 10,541 10,742 11,147 11,762 12,246 12,555 11,183 11,081 11,374 8,290 4,420 
BB 23,862 23,851 23,838 23,771 23,894 23,973 24,035 24,101 24,050 24,049 24,056 23,382 23,985 23,979 24,434 24,456 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 0 0 0 0 0 
GA 23,862 23,851 23,838 23,771 23,894 23,973 24,035 24,101 24,050 24,049 24,056 23,454 23,985 23,979 24,407 24,407 0 0 0 0 0 0 0 0 
QHRSG 
(kW) 
PR 22,409 23,254 23,453 23,475 23,441 23,479 23,322 23,218 23,272 22,832 22,917 22,831 23,159 23,509 23,596 24,027 24,771 25,305 25,912 24,641 24,620 25,060 20,870 17,803 
BB 43,946 43,935 43,921 43,852 43,978 44,059 44,122 44,189 43,985 43,897 43,816 42,082 43,547 43,490 44,515 44,537 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 0 0 0 0 0 
GA 43,946 43,935 43,921 43,852 43,978 44,059 44,122 44,189 43,985 43,897 43,816 42,266 43,547 43,490 44,450 44,417 0 0 0 0 0 0 0 0 
QB1 
(kW) 
PR 15,477 15,646 15,542 15,564 15,636 16,024 16,101 16,157 16,206 16,571 16,681 16,712 16,749 16,927 17,017 17,124 17,902 18,800 19,574 18,187 18,105 19,114 27,832 21,052 
BB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 49,873 49,252 0 0 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43,718 45,103 46,894 49,238 49,252 47,238 46,779 44,503 
QB2 
(kW) 
PR 22,645 21,302 21,042 20,417 20,803 21,048 21,337 20,968 21,278 21,536 21,398 21,460 21,608 21,532 21,342 22,234 22,769 23,472 24,296 28,105 28,322 26,822 24,283 26,620 
BB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 41,952 43,250 44,933 45,611 45,059 45,257 44,825 42,688 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB3 
(kW) 
PR 19,186 18,610 18,204 17,691 18,084 18,208 18,570 18,235 18,378 18,747 18,564 18,650 18,872 18,715 18,631 19,335 19,775 20,325 21,622 25,208 25,040 21,293 18,621 21,838 
BB 34,788 33,862 33,211 32,397 33,206 34,234 35,109 34,287 34,648 35,288 35,245 37,071 36,343 36,695 34,745 36,838 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 41,952 43,250 44,933 0 0 45,257 44,825 42,688 
GA 34,788 33,862 33,211 32,397 33,206 34,234 35,109 34,287 34,648 35,288 35,245 36,887 36,343 36,695 34,810 36,958 40,187 41,398 42,973 45,046 45,059 43,276 42,872 40,873 
EST1 
(kW) 
PR 401 433 451 452 451 492 501 501 500 500 500 500 499 498 500 501 473 502 400 400 0 0 0 0 
BB 400 400 400 400 503 842 400 400 0 0 0 0 0 0 0 0 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 400 0 0 0 0 
GA 400 400 400 400 503 842 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QDS1 
(kW) 
PR 18,330 19,021 18,938 18,976 19,016 19,038 18,868 18,810 18,925 18,853 19,052 18,989 19,371 19,905 20,063 20,596 22,393 23,538 25,942 23,284 42,725 44,174 48,702 38,856 
BB 24,402 24,391 24,377 24,308 23,393 20,071 24,578 24,645 43,985 43,897 43,816 42,082 43,547 43,490 44,515 44,537 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 30,329 49,252 0 0 0 
GA 24,402 24,391 24,377 24,308 23,393 20,071 24,578 24,645 43,985 43,897 43,816 42,266 43,547 43,490 44,450 44,417 43,718 45,103 46,894 49,238 49,252 47,238 46,779 44,503 
EST2 
(kW) 
PR 983 982 1,058 845 832 816 0 0 0 0 0 0 0 0 825 845 840 900 1,138 1,456 1,776 1,776 1,955 1,937 
BB 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 0 0 0 800 0 0 0 0 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QDS2 
(kW) 
PR 22,964 22,499 21,306 23,277 23,841 24,416 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 25,216 26,048 27,372 27,984 26,968 25,560 21,943 20,049 17,581 15,650 
BB 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 x x x x x x x x 
BB(1) - - - - - - - - - - - - - - - - 41,952 43,250 44,933 33,011 47,156 45,257 44,825 42,688 
GA 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
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During the first off-peak period (9 PM – 4 AM) there is still gas left over from the 
on-peak period. The optimum solution indicates that the gas turbine and the HRSG 
should continue meeting most of the system’s electric and steam requirements. If the 
optimum solution is implemented, then the gas nomination gets used up by the end of the 
first off-peak period and hence for the second off-peak period (5 AM – 12 PM) 
nomination constraint is “<=0”. This is a very tight constraint, and branch-and-bound is 
unable to find a solution for the second off-peak period. Hence, the hourly problem 
(BB(1)) ignoring continuity of equipment operation is solved. This causes equipment 
start-up/shut-down to occur 10 times over an 8 hour period. But the proposed genetic 
algorithm is able to find a solution to this tightly constrained problem of the second off-
peak period. Since there is no gas available for this period, the gas turbine, duct burner 
and HRSG need to be shut-down. Although electric requirements can be met either by 
grid import or by steam turbines, steam requirements can only be met by boilers. The 
optimum solution indicates that because of on-peak and off-peak electricity cost 
differences, and equipment energy conversion efficiency, it is better to meet all electric 
requirements by importing from the grid during off-peak hours instead of using oil in 
boilers to make steam and then generate electricity using steam turbines. Further, only 
two boilers at an average load of 93% are sufficient to meet steam requirements, thus 
preventing part-load operation (average 39% for HPB, 55% for LPB1 and 47% for LPB2) 
of all boilers as was the case in the present operation. For the daily total cost it is to be 
noted that start-up/shut-down cost includes those that occur when transitioning from one 
period to the next, because three separate problems were solved over the 24 hour period. 
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And since gas is available only in limited quantities for each 24 hour period, the daily gas 
cost remains unchanged. 
The outcome of this analysis is a recommendation to change the manner in which 
primary energy resources are utilized as the day progresses, thereby reducing total cost 
incurred at the end of 24 hours. During the on-peak period, resource preference to meet 
electric requirements should be: gas first, oil second, grid third, whereas for steam the 
preference should be gas first and oil second. During the first off-peak period, resource 
preference for electric requirements should change to gas first, grid second and oil third, 
whereas for steam the preferences should remain unchanged. During the second off-peak 
period, because no gas is available, resource preference for electric requirements should 
be grid first and oil second whereas steam requirements can only be met by oil. 
Figure 35 compares the present and optimum primary energy resources 
scheduling. The optimum schedule shown is that obtained by the proposed genetic 
algorithm. For the case at hand, optimum scheduling can reduce total daily running cost 
by $21,972 (11% reduction) and system thermal efficiency can be increased to 88% (6% 
improvement). Although computation time for branch-and-bound is under 1 minute in all 
cases, it is unable to find feasible solutions when problems are tightly constrained. 
Though the genetic algorithm requires several trials before selecting the best solution, 
trial time can be adjusted such that all computations are finished within 2 hours, which is 
necessary from a practical implementation perspective. 
 
137 
 
 
 
 
Figure 35 Resource Scheduling Comparison 
 
4.2.9.3 Emission Optimization Formulation 
The emission optimization problem is solved using the heuristic approach. For 
comparison, the problem is also solved using the genetic algorithm. Table 39 summarizes 
the analysis results and Table 40 tabulates all numeric data. PR, H and GA represent 
present operation, the heuristic solution and the genetic algorithm solution. For the 
genetic algorithm, population size is N = 50 and elite preserving allows the fittest 
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individual to proceed directly to the next generation. These parameters are determined by 
trial-and-error before starting the numerical experiments and are not altered during the 
experiments. The evolution terminates when the best individual in population is not 
updated for 50 successive generations. Genetic operators used are ranked scaling, 
stochastic uniform selection, scattered crossover, Gaussian mutation and 10 trials are 
done. 
In the present operation the total CO2 emissions was 661,535 kg and there were 3 
switching over the 24-hour period. The best genetic algorithm solution has an objective 
function value of 575,846 (Trial 1) and 5 component switching. All heuristic solutions 
are better than the best genetic algorithm solution and contain no component switching. 
The best heuristic solution has an objective function value of 561,904 (H5). Referring to 
Figure 23, heuristic H5 involves using the gas turbine and HRSG, desuperheaters, 
allowing unlimited grid import, not using any steam turbine and using just the high 
pressure boiler. It should be noted that if only one boiler is to be operated, then it has to 
be the high pressure boiler since a single low pressure boiler will not help in meeting the 
maximum heat requirement. All heuristic schedules are obtained in under 1 second of 
computational process time, whereas, the average processing time for genetic algorithms 
is more than 1.5 hours. The heuristic schedule shown in Table 40 is that of H5 and the 
genetic algorithm schedule shown is that of Trial 1. Figure 36 graphically displays these 
plans. Based on these results it can be concluded that heuristic approaches are superior to 
stochastic algorithms especially if the heuristic’s capabilities can be enhanced with 
deterministic solvers. 
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Table 53 Emission Optimization Results Summary 
  
Obj. Func. 
(kg) # Start/Stop 
CPU Time 
(s) 
PR 661,535 3 - 
Heuristics 
H1 568,226 0 0.64 
H2 567,344 0 0.68 
H3 570,102 0 0.66 
H4 569,225 0 0.68 
H5 561,904 0 0.66 
H6 568,226 0 0.68 
H7 567,405 0 0.63 
H8 570,190 0 0.65 
H9 569,286 0 0.66 
Genetic Algorithm 
Trial 1 575,846 5 5831.83 
Trial 2 591,065 9 5771.02 
Trial 3 577,132 6 6783.84 
Trial 4 583,662 9 5444.58 
Trial 5 576,211 5 6647.44 
Trial 6 580,862 8 5796.19 
Trial 7 600,454 13 6735.65 
Trial 8 602,314 14 5260.19 
Trial 9 643,518 26 3679.93 
Trial 10 578,084 7 6537.64 
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Table 54 Emission Optimization Results 
Time 1PM 2PM 3PM 4PM 5PM 6PM 7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM 11AM 12PM 
Egrid 
(kW) 
PR 2,764 2,768 2,794 2,794 2,859 3,058 3,123 3,124 3,108 3,117 3,096 3,098 3,072 3,052 3,047 3,036 3,047 3,004 3,074 3,079 3,067 3,115 3,881 3,997 
H 464 430 606 637 753 1,092 277 250 250 250 250 250 250 250 283 266 331 351 871 1,644 1,670 1,789 1,625 3,005 
GA 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 250 
EGT 
(kW) 
PR 7,509 7,435 7,487 7,709 7,813 7,954 7,899 7,809 7,749 7,661 7,604 7,446 7,428 7,401 7,274 7,254 7,363 7,341 7,660 8,109 8,218 8,255 7,089 8,290 
H 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,185 11,108 11,027 10,949 10,794 10,749 10,701 11,363 11,369 11,391 11,396 11,401 11,400 11,391 11,358 11,299 11,219 
GA 10,207 10,169 10,340 10,750 10,906 11,227 10,473 10,385 10,308 10,227 10,149 9,994 9,949 9,901 10,596 10,585 10,672 10,697 11,222 11,400 11,391 11,358 11,299 11,219 
FDB 
(kW) 
PR 9,222 10,018 10,152 9,996 9,963 9,950 9,876 9,873 9,987 9,684 9,832 9,875 10,199 10,541 10,742 11,147 11,762 12,246 12,555 11,183 11,081 11,374 8,290 4,420 
H 23,862 23,851 23,838 23,771 23,894 23,973 24,035 24,052 24,050 24,049 24,056 23,984 23,985 23,979 24,434 24,456 24,535 24,554 24,572 24,571 24,538 24,416 24,213 23,948 
GA 23,265 23,233 23,326 23,520 23,714 23,973 23,567 23,567 23,565 23,564 23,571 23,499 23,500 23,494 23,969 23,980 24,099 24,130 24,407 24,407 24,407 24,407 24,213 23,948 
QHRSG 
(kW) 
PR 22,409 23,254 23,453 23,475 23,441 23,479 23,322 23,218 23,272 22,832 22,917 22,831 23,159 23,509 23,596 24,027 24,771 25,305 25,912 24,641 24,620 25,060 20,870 17,803 
H 43,946 43,935 43,921 43,852 43,978 44,059 44,122 44,069 43,985 43,897 43,816 43,598 43,547 43,490 44,515 44,537 44,613 44,631 44,648 44,646 44,615 44,498 44,299 44,034 
GA 42,489 42,426 42,677 43,249 43,544 44,059 42,976 42,877 42,788 42,694 42,606 42,380 42,326 42,265 43,362 43,357 43,529 43,576 44,294 44,398 44,417 44,485 44,299 44,034 
QB1 
(kW) 
PR 15,477 15,646 15,542 15,564 15,636 16,024 16,101 16,157 16,206 16,571 16,681 16,712 16,749 16,927 17,017 17,124 17,902 18,800 19,574 18,187 18,105 19,114 27,832 21,052 
H 34,388 33,462 32,811 31,997 32,702 33,393 34,709 34,006 34,648 35,288 35,245 35,555 36,343 36,695 34,745 36,838 39,292 41,869 45,219 49,637 49,696 46,016 45,351 41,343 
GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QB2 
(kW) 
PR 22,645 21,302 21,042 20,417 20,803 21,048 21,337 20,968 21,278 21,536 21,398 21,460 21,608 21,532 21,342 22,234 22,769 23,472 24,296 28,105 28,322 26,822 24,283 26,620 
H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GA 37,045 36,171 35,256 33,401 33,936 34,234 0 0 0 0 0 0 0 0 0 0 0 9,144 9,144 25,640 25,658 23,784 9,144 9,144 
QB3 
(kW) 
PR 19,186 18,610 18,204 17,691 18,084 18,208 18,570 18,235 18,378 18,747 18,564 18,650 18,872 18,715 18,631 19,335 19,775 20,325 21,622 25,208 25,040 21,293 18,621 21,838 
H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GA 0 0 0 0 0 0 36,655 35,998 36,645 37,292 37,255 37,573 38,365 38,720 36,698 38,818 41,175 34,580 37,229 25,640 25,658 23,784 37,583 34,954 
EST1 
(kW) 
PR 401 433 451 452 451 492 501 501 500 500 500 500 499 498 500 501 473 502 400 400 0 0 0 0 
H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GA 400 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 505 739 575 1,955 
QDS1 
(kW) 
PR 18,330 19,021 18,938 18,976 19,016 19,038 18,868 18,810 18,925 18,853 19,052 18,989 19,371 19,905 20,063 20,596 22,393 23,538 25,942 23,284 42,725 44,174 48,702 38,856 
H 78,334 77,397 76,732 75,850 76,681 77,452 78,831 78,076 78,633 79,185 79,061 79,153 79,890 80,185 79,261 81,375 83,905 86,500 89,867 94,284 94,311 90,514 89,651 85,376 
GA 22,945 22,882 23,133 43,249 43,544 44,059 42,976 42,877 42,788 42,694 42,606 42,380 42,326 42,265 43,362 43,357 43,529 43,576 44,294 44,398 23,813 21,535 22,990 8,847 
EST2 
(kW) 
PR 983 982 1,058 845 832 816 0 0 0 0 0 0 0 0 825 845 840 900 1,138 1,456 1,776 1,776 1,955 1,937 
H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GA 800 800 800 800 800 842 800 800 800 800 800 800 800 800 800 800 800 800 800 1,394 915 800 800 800 
QDS2 
(kW) 
PR 22,964 22,499 21,306 23,277 23,841 24,416 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 25,216 26,048 27,372 27,984 26,968 25,560 21,943 20,049 17,581 15,650 
H 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
GA 25,036 24,567 24,235 23,794 24,209 24,121 25,284 24,907 25,186 25,462 25,400 25,446 25,814 25,961 25,499 26,556 27,821 29,119 30,802 26,267 31,720 31,126 30,694 28,557 
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Figure 36 Heuristic Approach and Genetic Algorithm Schedules 
 
4.2.9.4 Sensitivity Analysis 
Here, sensitivity analysis is done for the cost optimization formulation. The 
recommendation to change the manner in which primary energy resources are utilized is 
highly dependent on the unit costs of the resources. These parameters change with 
seasonal and market conditions and would have an influence on the preference order. It 
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becomes interesting to do a sensitivity analysis to identify the effect of changing 
parameters. In the Northeast US, prices are such that the electric grid price closely 
follows the gas price. Hence, in the sensitivity analysis, the grid and gas price changes are 
taken together and the oil price changes separately. The prices are varied in steps of 5% 
starting from -25% to +25% (normalized values of 0.75 to 1.25). This gives a total of 121 
price scenarios to analyze. 
Figure 37 plots the change in the objective function value (normalized to optimum 
value from Table 37). Each price scenario produces a unique objective function value 
which in turn is associated with a unique economic schedule (decision variable values). 
Since it is not possible to plot or tabulate all 121 economic schedules, Table 41 tabulates 
the utilization of various components over the 24-hour period based on the optimum 
economic schedules. The utilization ratio indicates what fraction of the daily total 
electricity or steam was produced by individual equipment. 
In the current situation (indicated in Table 41 under grid/gas price change, oil 
price change of 1.00,1.00), the ratios of grid, gas turbine and steam turbines contributions 
towards total daily electricity were 34%, 61% and 5%, respectively, whereas the ratios of 
HRSG and boilers contributions towards  total daily steam were 35% and 65%, 
respectively. There is no meaningful change in these values when either the grid/gas price 
and oil price reduce simultaneously or the grid/gas price reduces and oil price increases, 
or when the grid/gas price and the oil price increase simultaneously. For these situations, 
although there is no change in the decision variable values, there is a change in the 
objective function value (as seen in Figure 27) merely because of the use of different 
price coefficients in the objective function.  
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But if the grid/gas price increases by 20% and the oil price reduces by 15% 
(indicated in Table 41 under grid/gas price change, oil price change of 1.20,0.85), then it 
becomes more economical to utilize the steam turbines to produce electricity on-site 
rather than importing from the grid. This is indicated by an inflection point in Table 41 
where the optimum solution reports the ratios of grid, gas turbine and steam turbine 
contributions towards total daily electricity to be 23%, 61% and 15%, respectively. Even 
with an inflection point for the decision variables, the objective function plot is not 
affected because of the gradual increase in the price coefficients. 
One of the important indications of the optimization solution in Table 37 was to 
import more electricity from the grid during off-peak hours rather than use oil in the 
boilers to make steam, and then generate electricity using steam turbines. This approach 
would help avoid losses due to equipment energy conversion efficiency. But the 
sensitivity analysis indicates that if the grid price increased by 20% and the oil price 
reduced by 15%, then even with energy conversion losses it is better to use more oil on-
site.
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Figure 37 Sensitivity Analysis (Normalized Objective Function Values)
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Table 55 Sensitivity Analysis Results: Ratios of Electric and Steam Contributions [(Grid,Gas Turbine,Steam 
Turbines)/(HRSG,Boilers)] 
  
Grid and Gas Price Change 
0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20 1.25 
Oil 
Price 
Change 
0.75 (0.35,0.61,0.04)/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.23,0.61,0.15)
/(0.35,0.65) 
(0.22,0.61,0.16)
/(0.35,0.65) 
(0.22,0.61,0.17)
/(0.35,0.65) 
0.80 (0.35,0.61,0.04)/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.22,0.61,0.16)
/(0.35,0.65) 
(0.22,0.61,0.16)
/(0.35,0.65) 
0.85 (0.37,0.61,0.01)/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.34,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.23,0.61,0.15)
/(0.35,0.65) 
(0.31,0.61,0.08)
/(0.35,0.65) 
0.90 (0.35,0.61,0.04)/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.35,0.61,0.03)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.28,0.61,0.11)
/(0.35,0.65) 
0.95 (0.35,0.61,0.04)/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
1.00 (0.36,0.61,0.02)/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.37,0.61,0.02)
/(0.36,0.64) 
1.05 (0.36,0.61,0.02)/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
1.10 (0.36,0.61,0.03)/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.36,0.61,0.03)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
1.15 (0.36,0.62,0.02)/(0.36,0.64) 
(0.33,0.61,0.06)
/(0.35,0.65) 
(0.37,0.61,0.02)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.35,0.61,0.04)
/(0.35,0.65) 
1.20 (0.34,0.61,0.05)/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.36,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
1.25 (0.35,0.61,0.04)/(0.35,0.65) 
(0.35,0.62,0.03)
/(0.35,0.65) 
(0.33,0.61,0.06)
/(0.35,0.65) 
(0.34,0.61,0.05)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.35,0.61,0.04)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
(0.36,0.61,0.02)
/(0.35,0.65) 
(0.37,0.61,0.01)
/(0.36,0.64) 
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4.2.9.5 Case Studies 
Here, case studies are done for the cost optimization formulation. The optimum 
results in Table 52 indicated that the gas turbine should be switched off during the second 
off-peak period. Frequently switching ON/OFF a gas turbine reduces the time interval 
between two scheduled maintenance outages and is not desirable to do so. It reduces the 
expected life of turbine parts. It is of interest to verify if the gas turbine can be kept ON at 
all times, possibly at lower loads to prevent exceeding the gas nomination. This can be 
done by equally allocating leftover gas over the two off-peak periods and by eliminating 
the use of the duct burner for a short period. Such an operating strategy will provide 
enough gas supply to the turbine to keep it ON at all times. The three situations analyzed 
here are: 
Case Study 1 (CS1): 
Leftover gas from on-peak period is to be equally split between the two off-peak periods 
and both gas turbine and duct burner are to be kept ON at all times. 
Case Study 2 (CS2): 
Leftover gas from on-peak period is to be equally split between the two off-peak periods 
and gas turbine is to be kept ON at all times but duct burner is to be turned OFF during 
the off-peak periods. 
Case Study 3 (CS3): 
Leftover gas from on-peak period is to be equally split between the two off-peak periods 
and gas turbine is to be kept ON at all times but duct burner is to be turned OFF during 
the on-peak period. 
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Table 42 summarizes the results and Table 43 tabulates all numeric data. Figure 
38 graphically compares the primary energy resources scheduling for the three cases. The 
cases are solved using the proposed genetic algorithm method. All cases produce 
operational plans with lower total costs than the present operation (Table 51). CS1 is the 
most optimum ($180,191) indicating both the gas turbine and duct burner should be kept 
ON at all times. The system efficiency for CS1 is 85% whereas for CS2 and CS3 is 84%, 
all of which are better than the present efficiency of 82%. Notice that in all 3 cases the 
total daily gas cost is remains unaffected since only a fixed quantity is available for the 
24-hour period.  
In CS1 184,539 kWh of electricity is generated on-site (using GT and ST1) and 
103,129 kWh is imported from the grid. The maximum hourly grid import is 8,615 kW. 
The average boiler loads when ON are 61.64% for HPB, 74.96% for B2and 79.94% for 
LPB3. In CS2 221,150 kWh of electricity is generated on-site (using GT and ST1) and 
66,518 kWh is imported from the grid. The maximum hourly grid import is 8,615 kW. 
The average boiler loads when ON are 73.47% for B1, 75.06% for B2 and B3 is not used 
at all. In CS3 191,473 kWh of electricity is generated on-site (using GT, ST1 and ST2) 
and 96,196 kWh is imported from the grid. The maximum hourly grid import is 8,615 
kW. The average boiler loads when ON are 74.30% for B1, 65.08% for B2 and 69.28% 
for LPB3. 
Based on the case study results, it is suggested that if the intention is to never turn 
off the gas turbine, then it is best not to turn off the duct burner either. Together, the joint 
operation of the turbine, burner and HRSG lead to best efficiency conditions and the 
lowest running costs.  
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Table 56 Case Studies Results Summary 
 
Grid 
Usage 
Cost 
Grid 
Demand 
Cost 
Gas Cost Oil Cost 
Start-
up/Shut-
down 
Cost 
Total 
Period 
Cost 
1 PM - 8 PM 
CS1 $196 $112 $7,149 $30,893 $0 $38,350 
CS2 $196 $112 $7,149 $30,893 $0 $38,350 
CS3 $196 $112 $4,279 $57,761 $0 $62,349 
9 PM - 4 AM 
CS1 $3,553 $0 $3,562 $58,057 $0 $65,171 
CS2 $2,104 $0 $3,562 $60,924 $0 $66,590 
CS3 $2,999 $0 $4,996 $46,330 $500 $54,825 
5 AM - 12 PM 
CS1 $4,537 $0 $3,562 $66,571 $0 $74,669 
CS2 $3,057 $0 $3,562 $69,609 $0 $76,228 
CS3 $4,537 $0 $4,996 $54,594 $0 $64,128 
Daily Total 
CS1 $8,286 $112 $14,272 $155,520 $2,000 $180,191 
CS2 $5,357 $112 $14,272 $161,426 $1,500 $182,668 
CS3 $7,732 $112 $14,272 $158,685 $4,000 $184,802 
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Table 57 Case Studies Continuous Variables 
Time 1PM 2PM 3PM 4PM 5PM 6PM 7PM 8PM 9PM 10PM 11PM 12AM 1AM 2AM 3AM 4AM 5AM 6AM 7AM 8AM 9AM 10AM 11AM 12PM 
Egrid 
(kW) 
CS1 250 250 250 250 250 250 250 250 5,716 5,627 5,539 5,381 5,330 5,279 5,591 5,950 6,027 6,049 6,572 7,344 7,366 7,467 7,275 8,615 
CS2 250 250 250 250 250 250 250 250 5,716 5,627 5,539 250 250 5,279 283 3,357 6,027 6,049 5,148 1,644 1,670 1,789 7,275 8,615 
CS3 250 250 250 250 250 250 250 250 4,916 4,827 4,739 4,581 4,530 4,479 5,164 4,244 6,027 6,049 6,572 7,344 7,366 7,467 7,275 8,615 
EGT 
(kW) 
CS1 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,266 5,641 5,650 5,660 5,663 5,668 5,672 6,055 5,684 5,695 5,698 5,700 5,700 5,696 5,679 5,650 5,610 
CS2 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,266 5,641 5,650 5,660 10,794 10,749 5,672 11,363 8,278 5,695 5,698 7,124 11,400 11,391 11,358 5,650 5,610 
CS3 11,193 11,189 11,185 11,164 11,202 11,227 11,246 11,266 5,641 5,650 5,660 5,663 5,668 5,672 5,681 6,591 5,695 5,698 5,700 5,700 5,696 5,679 5,650 5,610 
FDB 
(kW) 
CS1 23,862 23,851 23,838 23,771 23,894 23,973 24,035 24,101 2,074 2,079 2,085 2,087 2,091 2,093 21,216 2,101 2,108 2,110 2,112 3,077 2,108 2,097 20,788 2,055 
CS2 23,862 23,851 23,838 23,771 23,894 23,973 24,035 24,101 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS3 0 0 0 0 0 0 0 0 2,074 2,079 20,850 20,873 20,905 20,930 20,989 21,559 21,082 21,100 2,112 21,115 21,085 4,289 20,788 20,547 
QHRSG 
(kW) 
CS1 43,946 43,935 43,921 43,852 43,978 44,059 44,122 44,189 13,522 13,507 13,490 13,483 13,473 13,466 35,581 13,442 13,419 13,414 13,409 14,282 13,419 13,453 34,696 13,573 
CS2 43,946 43,935 43,921 43,852 43,978 44,059 44,122 44,189 11,712 11,694 11,674 14,649 14,620 11,647 14,828 13,431 11,594 11,587 12,679 14,802 14,808 14,831 11,695 11,771 
CS3 14,924 14,925 14,927 14,937 14,919 14,907 14,897 14,886 13,522 13,507 34,732 34,746 34,764 34,778 34,811 36,643 34,861 34,871 13,409 34,879 34,863 15,473 34,696 34,551 
QB1 
(kW) 
CS1 0 0 0 0 0 0 0 0 33,345 33,683 33,620 33,678 34,118 34,294 10,049 34,994 0 0 0 0 0 0 0 0 
CS2 0 0 0 0 0 0 0 0 34,412 34,740 34,681 32,978 33,440 35,339 32,934 35,000 37,447 38,873 40,108 41,346 41,358 39,292 40,523 38,158 
CS3 32,550 31,956 31,519 30,909 31,559 32,285 32,874 32,412 33,821 34,154 45,129 45,208 45,926 46,207 45,250 45,531 0 0 0 0 0 0 0 0 
QB2 
(kW) 
CS1 34,788 33,862 33,211 32,397 33,206 34,234 35,109 34,287 31,766 31,995 31,952 31,992 32,299 32,425 33,630 32,939 35,243 36,543 38,229 40,001 40,446 38,530 27,477 35,902 
CS2 34,788 33,862 33,211 32,397 33,206 34,234 35,109 34,287 32,510 32,750 32,706 31,527 31,830 33,199 31,498 32,944 34,864 36,040 37,079 38,136 38,146 36,391 37,432 35,447 
CS3 31,260 30,915 30,686 30,404 30,706 31,102 31,460 31,177 32,090 32,324 0 0 0 0 0 0 9,144 42,485 38,229 29,702 29,724 37,520 27,477 9,144 
QB3 
(kW) 
CS1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 35,243 36,543 38,229 40,001 40,446 38,530 27,477 35,902 
CS2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 39,899 9,144 38,229 29,702 29,724 37,520 27,477 41,681 
EST1 
(kW) 
CS1 400 400 400 400 503 842 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS2 400 400 400 400 503 842 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS3 400 400 400 400 503 842 400 400 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
QDS1 
(kW) 
CS1 24,402 24,391 24,377 24,308 23,393 20,071 24,578 24,645 46,867 47,190 47,110 47,161 47,591 47,760 45,630 48,436 13,419 13,414 13,409 14,282 13,419 13,453 34,696 13,573 
CS2 24,402 24,391 24,377 24,308 23,393 20,071 24,578 24,645 46,123 46,435 46,355 47,627 48,060 46,986 47,762 48,431 49,041 50,460 52,787 56,148 56,166 54,123 52,218 49,930 
CS3 27,930 27,338 26,903 26,302 25,893 23,204 28,227 27,755 47,343 47,661 79,861 79,953 80,690 80,985 80,061 82,175 34,861 34,871 13,409 34,879 34,863 15,473 34,696 34,551 
EST2 
(kW) 
CS1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS3 0 0 0 0 0 0 0 0 800 800 800 800 800 800 800 800 0 0 0 0 0 0 0 0 
QDS2 
(kW) 
CS1 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
CS2 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 39,317 39,593 39,531 39,577 39,945 40,092 39,630 40,687 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
CS3 39,167 38,698 38,366 37,925 38,340 38,726 39,415 39,038 25,186 25,462 25,400 25,446 25,814 25,961 25,499 26,556 41,952 43,250 44,933 47,142 47,156 45,257 44,825 42,688 
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Figure 38 Resource Scheduling Comparison (Case Studies) 
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CHAPTER 5 
CONCLUSION 
 
5.1 Contributions of Work 
This dissertation presented MINLP formulations for operational planning in CHP 
systems. The modeling techniques took into account nonlinear variations in component 
performance characteristics. The energy optimization formulation shows how to plan 
operations by switching on the least possible number of equipment and running them at 
maximum efficiency conditions. In the cost optimization formulation, the objective 
functions looked into grid cost changes between on-peak and off-peak periods, while on-
site fuel availability limitations were handled by a nonlinear constraint. The emission 
optimization formulation considered CO2 emission levels for fossil fuels and grid 
electricity utilizations. 
A genetic algorithm was proposed in which genetic search is applied only on 
integer variables and gradient search is applied on continuous variables. The proposed 
algorithm was able to handle tight nonlinear constraints that branch-and-bound could not 
handle. But it needed more computation time because standard practice when using 
genetic algorithms is to do several trials before choosing the best solution. For the cost 
optimization problem, from a practical implementation perspective, it was necessary to 
finish all computations within 2 hours and have an operational plan ready. The heuristic 
approach produces 24-hour operational plans in less than 1 second of computational time 
and has very good solution quality from an optimality perspective. It can be said based on 
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these findings that the preferred solution techniques for operational planning problems in 
CHP systems should be heuristic approaches first, stochastic searches second and 
deterministic algorithms third. Numerical analysis showed the proposed scheduling 
practices can improve system operating efficiency by 6%, reduce running cost by 11% 
and emissions by 14%. Sensitivity analysis on the cost optimization formulation indicated 
that for certain combinations of unit costs of primary energy resources, the utilization 
preference of grid and on-site components are affected. Case studies showed it is possible 
to obtain several different operational plans for a given energy demand forecast.  
Most research has utilized the MILP modeling paradigm because of its ease of 
implementation and reasonable solution quality and computing time. But in recent years 
there has been increasing attention given to the development of MINLP solvers. This 
development has been possible because of the multiple fold increase in desktop 
computing speeds and memory capacities in the last decade. These advances have made it 
possible to use nonlinear equations to model fundamental characteristics of 
thermodynamic equipment. In light of these developments, the analysis carried out in this 
dissertation kept intact the non-convex and nonlinear features of the model during the 
computational solution phase. It showed that it is not necessary to apply simplification 
and linearization techniques to obtain practical solutions within reasonable time. 
Formulations of operational planning problems in systems like the one in this 
dissertation have their grounding in the first law of thermodynamics. They involve 
energy balance, energy demand, equipment load range and fuel availability constraints 
along with energy, economic and emission objective functions. The model in this 
dissertation involved linear inequality, nonlinear inequality and nonlinear equality 
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constraints and a nonlinear objective function, thereby making it a general purpose 
approach. Hence, the methodology can easily be applied to systems with equal or lesser 
complicated energy flow networks. 
5.2 Recommendations for Future Work 
Two interesting recommendation for future work are suggested to extend on the 
research carried out in this dissertation. They are related to component modelling and 
algorithm development. 
Component Modelling 
The steam turbine characteristics given in Equation (4.14) are approximate 
characteristics. Figure 39 shows the actual and approximate characteristics. The actual 
characteristic is a result of the turbine design where pairs of steam inlet nozzles are 
placed diametrically opposite on the circumference of the turbine blades. When the 
electric output is to be increased, a pair of nozzles is opened, causing a jump in the 
characteristic line. Modelling this situation in operational planning problems requires the 
use of integer variables to represent the number of pairs of nozzles to be deployed. This 
modelling task could be very challenging given the extreme complexity of the nonlinear 
energy balance constraints in Equation (4.15). Further the solution produced by this 
highly complicated model incorporating the actual characteristic might not be superior to 
the one produced by the approximate characteristic. Nevertheless, it could be an 
interesting exercise to carry out. 
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Figure 39 Actual and Approximate Steam Turbine Characteristics 
 
Algorithm Development 
Sakawa et al (2001) showed how their proposed genetic algorithm for mixed 0-1 linear 
programming problems can also be applied to MILP problems. They showed this by 
reformulating the problem given in Sakawa et al (2002). This dissertation showed their 
method can be applied to mixed 0-1 nonlinear programming problems. It remains to be 
investigated if the proposed genetic algorithm can be applied to full mixed-integer 
nonlinear programming problems and produce superior results than deterministic 
algorithms. This can be tested out on operations research problems in other domains and 
not necessarily on ones originating in energy systems scheduling. 
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Also interesting to investigate is how to use heuristic approaches to do energy and cost 
optimization. In this dissertation, heuristics were used only for emissions planning. The 
same heuristic assignment rules which were used for emissions planning can be used for 
energy and cost planning. And since the computational time needed for heuristic 
solutions is much lower than deterministic and stochastic algorithms, it might be easier to 
implement heuristic scheduling techniques in real life situations. 
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