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ABSTRACT
Analysis of Dense Colloidal Dispersions with Multiwavelength
Frequency Domain Photon Migration Measurements. (August 2006)
Sarabjyot Singh Dali, B.Tech., Indian Institute of Technology, Kharagpur (India)
Chair of Advisory Committee: Dr. Eva M. Sevick-Muraca
Frequency domain photon migration (FDPM) measurements are used to study
the properties of dense colloidal dispersions with hard sphere and electrostatic inter-
actions, which are otherwise difficult to analyze due to multiple scattering effects.
Hard sphere interactions were studied using a theoretical model based upon a
polydisperse mixture of particles using the hard sphere Percus Yevick theory. The
particle size distribution and volume fraction were recovered by solving a non lin-
ear inverse problem using genetic algorithms. The mean sizes of the particles of 144
and 223 nm diameter were recovered within an error range of 0-15.53% of the mean
diameters determined from dynamic light scattering measurements. The volume frac-
tion was recovered within an error range of 0-24% of the experimentally determined
volume fractions.
At ionic strengths varying between 0.5 and 4 mM, multiple wavelength (660, 685,
785 and 828 nm) FDPM measurements of isotropic scattering coefficients were made
of 144 and 223 nm diameter, monodisperse dispersions varying between 15% - 22%
volume fraction, as well as of bidisperse mixtures of 144 and 223 nm diameter latex
particles in 1:3, 1:1 and 3:1 mixtures varying between volume fractions of 15% - 24%.
Structure factor models with Yukawa potential were computed by Monte Carlo (MC)
simulations and numerical solution of the coupled Ornstein Zernike equations.
In monodisperse dispersions of particle diameter 144 nm the isotropic scattering
iv
coefficient versus ionic strength show an increase with increasing ionic strength con-
sistent with model predictions, whereas there was a reversal of trends and fluctuations
for the particle diameter of 223 nm.
In bidisperse mixtures for the case of maximum number of smaller particles,
the isotropic scattering coefficient increased with increasing ionic strength and the
trends were in conformity with MC simulations of binary Yukawa potential models.
As the number of larger diameter particles increased in the dispersions, the isotropic
scattering coefficients depicted fluctuations, and no match was found between the
models and measurements for a number ratio of 1:3.
The research lays the foundation for the determination of particle size distribu-
tion, volume fractions and an estimate of effective charge for high density of particles.
vTo my parents
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NOMENCLATURE
English Symbols:
c Velocity of light in the medium
csalt Concentration of ions in the dispersion
c(r) Direct correlation function
Cscat Scattering Cross-Section
Cabs Absorption Cross-Section
Cext Extinction Cross-Section
D Diffusion Coefficient
Fij Binary form factor for two particles of different size
f(x) Particle Size Distribution
fSB(x) Johnson’s SB function
f(xi) Volume based particle size distribution of particle i
f(xj) Volume based particle size distribution of particle j
f1,i, f2,i scattering amplitudes in two
orthogonal polarization states
f ∗1,j, f
∗
2,j complex conjugates of the scattering amplitudes in two
orthogonal polarization states
g average of the cosine of the scattering angle
g(r) Radial distribution function
h(r) Total correlation function
k wave number in vacuum
m refractive index of the surrounding medium
n, np refractive index of the particle suspended in the medium.
Qscat Scattering Efficiency
Qabs Absorption Efficiency
Qext Extinction Efficiency
Q scattering vector
r Distance between the source and detector fibers
S(r¯, ω) isotropic source term
Sij(Q) Partial Static Structure factor
T Temperature
t time
Zp Particle Charge
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Greek Symbols:
φ total volume fraction of particles
σ¯ Spread of the Gaussian distribution
X¯ Mean particle size from the Gaussian distribution
χ2 Chi Square minimization function
µ′s isotropic scattering coefficient
µs scattering coefficient
µ′cs isotropic scattering coefficient calculated from the forward model
µ′es isotropic scattering coefficient obtained from experiment
µa Absorption coefficient of the medium
Φ Complex Fluence
λ wavelength of light in the medium
ω Angular Modulation Frequency
ρ Total number density of the particles
ρij Number density for a mixture of particles
γ(r) Indirect correlation function
φ(r) Interaction Potential
θ scattering angle
σc Particle charge density
kB Boltzmann Constant
κ Debye Huckel Parameter
ǫo Perimittivity of vacuum
ǫ Relative Permittivity of the medium
λB Bjerrum Length
xnum Number ratio of the larger size particle
to the total number of particles in the mixture
α The ratio of the diameters of the smaller sized particle
to the larger sized particle
σi, xi Diameter of particle i
σj , xj Diameter of particle j
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Abbreviations :
ALS Angular light scattering
AS Acoustic Spectroscopy
AC The Alternating Current generated at the photo multiplier tube
of the reference light or the light from the sample.
DC The magnitude of Direct Current generated at the photo multiplier tube
of the reference light or the light from the sample
DLS Dynamic light scattering
DLVO Derjaguin Landau Verwey Overbeeks potential
DTS Diffusing transmission spectroscopy
DWS Diffusing wave spectroscopy
FDPM Frequency Domain Photon Migration
GA Genetic algorithms
HSPY Hard Sphere Percus Yevick approximation of
the static structure factor model
HNC Hypernetted Chain Closure
HSY Hard Sphere Yukawa
MSA Mean Spherical Approximation
OZ Ornstein Zernike Equation
PMT Photo Multiplier Tube
PS Phase Shift
QP Quadratic Programming
RY Rogers Young Closure
SQP Sequential Quadratic Programming
SNR Signal to noise ratio
SANS Small Angle Neutron Scattering
SAXS Small Angle X-ray Scattering
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1CHAPTER I
INTRODUCTION
A. Motivation
Today colloidal dispersions form an integral part of several industries namely, phar-
maceutical, chemical, oil, paint, inks, ceramics, etc. [1–6] Colloids are composed of
micron and submicron particles that undergo Brownian motion within a suspending
medium. [7] The overall bulk properties of colloidal suspensions depend upon the
dispersion stability which in turn is impacted by the balances of forces which act on
the ensemble of particles. Consequently, by understanding and predicting the forces
which act on particle ensembles, the design and tailoring of colloidal product quality
may be optimized.
The interaction potential among the particles in a dispersion can be due to
electrostatic forces (due to charges on the particle in equilibrium with a medium);
Van der Waals dispersion forces; steric forces which can arise from polymer chains
on the particle; and excluded volume interactions due to hard core particles. The
dispersions can be destabilized by means of external agitation or the addition of
agents that alter their particle interaction by changing the balance of electrostatic
forces, polymeric(steric) forces, or by a combination of both. The combination of
forces results in correlated positions that form structure patterns or exhibit crystal
states such as FCC or BCC lattice configurations over short length scales. Due
to the positional correlations among the particles in the medium, the macro or bulk
dispersion properties such as rheology, structure, osmotic pressure, etc. are influenced.
At high volume fractions the spatial correlations among particles result in a
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2microstructure. An electromagnetic wave such as light passing through this dispersion
is scattered several times and may be absorbed by the particles during its transit
through the dispersion. Analysis of the dispersion structure becomes possible by
understanding how structure influences the scattering and absorption of propagating
light.[ [8], [9]]
A goal of this research is to understand how electromagnetic wave scattering
measurements in dense colloidal dispersions can be used to monitor changes in elec-
trostatic potential, which arise from the simple addition of salt. Specifically we focus
upon the visible wavelengths of the electromagnetic spectrum.
Herein, we seek to measure multiply scattered light from dense monodisperse
and bidisperse dispersions and then use forward models of electrostatic interaction to
predict time dependent measurements of light propagation from the diffusion approxi-
mation to the radiative transport equation. Our studies first start with monodisperse
dispersions and then progress to bidisperse dispersions with two different sizes of
particles in a medium. This is important for the study of polydisperse mixtures of
particles, since interactions depend upon size and charge polydispersity, and polydis-
persity impacts the structure and light scattering data.
Time-dependent light propagation measurements made in the frequency domain,
termed frequency domain photon migration or FDPM were employed. In FDPM,
sinusoidally modulated light is launched into the dense dispersion and the multiple
scattering results in amplitude attenuation and phase delay of emitted light relative
to the incident light.
The goals of this research proposal are to:
1. Determine the particle size distribution of a colloidal dispersion at high concen-
tration from multiwavelength FDPM measurements;
32. Understand the effect of changing ionic strength on the scattering properties of
monodisperse dispersions at high concentrations; and to
3. Investigate the effect of changing electrostatic interactions on the scattering
properties in bidisperse dispersions at high concentrations.
The specific aims of this research proposal are:
1. To conduct multiwavelength FDPM measurements of:
(a) Dense dispersions at high ionic strengths (to minimize electrostatics) in
order to show predictiveness with a model of hard sphere interactions; and
(b) Dense, charged bidisperse dispersions of varying ionic strengths in order
to explore electrostatics and to show predictiveness using a model of elec-
trostatic interaction.
2. To develop models for monodisperse and bidisperse mixtures of particles with
changing electrostatic interactions (as a function of solution ionic strength) in
order to investigate:
(a) Analytical and numerical theories that predict changing structure for al-
tered ionic strength; and
(b) The sensitivity of the predictions from models for changing electrostatic
interactions and changing particle size.
3. To compare model-predicted data with those obtained from FDPM measure-
ments.
4. To investigate the sensitivity of FDPM measurements of structure owing to
changing particle size and electrostatics.
4B. Organization of the dissertation
The flowchart in Figure(1) provides the sequence of chapters and the topics presented.
The theory of light scattering and the influence of structure on bulk properties of the
dispersion will be introduced in the background of Chapter II.
Ensemble measurements are described in Chapter III which describes the tech-
niques that are useful for analyzing and understanding bulk colloidal dispersions.
The specific models employed to describe experimental FDPM data will be in-
troduced in Chapter IV, along with a summary of available analytical and numerical
theories for describing electrostatics.
Chapter V discusses the experimental FDPM technique and the methods and
materials used for this research proposal.
The validation of our measurement approach is shown by successfully determining
particle size from FDPM experimental measurements as presented in Chapter VI. The
inversion algorithms employed for particle size recovery from FDPM are presented
along with a review of the various particle sizing techniques and algorithms used for
inversion of the experimental measurements.
Chapter VII presents the multiwavelength FDPM measurements for study of
changing electrostatic interactions in a monodisperse dispersion as a function of ionic
strength of the dispersion. Model comparisons are provided along with the experi-
mental measurements.
Bidisperse dispersions with changing electrostatic interactions are discussed in
Chapter VIII. Models, experimental data, and comparison of models are provided for
four different wavelengths, are presented.
Finally Chapter IX summarizes the research proposal and significant conclusions
are presented.
5Fig. 1.: Flow diagram for the chapters and the topics discussed in this dissertation.
6CHAPTER II
BACKGROUND
A. Light scattering by a particle
Electromagnetic radiation incident upon an electronic charge, causes excitation of the
electronic charge and subsequent relaxation causing reradiation of some part of the
absorbed energy. The reradiated energy is called the scattered field and the rest of the
energy manifests itself in thermal energy, which results from absorbed electromagnetic
radiation. Figure (2) shows the incident Eor, Eol and scattered Er, El electric fields
from a particle. The angle between incident and scattered fields is defined as θ. The
incident electric field is represented as a vector sum of Eor and Eol, in the XY plane
where r and l refer to perpendicular and parallel to the scattering plane respectively.
The azimuthal angle of scattering is defined as φ
′
.
For the most general case involving a single particle, the scattering formulation
relating incident and scattered fields can be written as a function of four scattering
amplitude functions S1, S2, S3 and S4, all functions of θ and φ
′
. [10]

El
Er

 =

S2 S3
S4 S1

 · e−ikr+ikz
ikr

Eol
Eor

 (2.1)
For spherical particles, S3 = 0 and S4 = 0 and S1 and S2 are complex amplitude
functions for any scattering direction, θ. The incident wave vector Q0 is scattered
by an angle θ and the scattering wave vector, Q, can be represented with magnitude
| Q |= 4πmsin(θ/2)
λ
, where m is the refractive index of the surrounding medium. Figure
(3) illustrates the concept of scattering of incident wave vector by an angle θ and the
effective change, defined as the scattering wave vector.
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Fig. 2.: Incident and scattered electromagnetic waves from a particle.
The total energy scattered in all directions is defined as the energy of the incident
wave falling on the area Csca, and is defined for the case of elastic scattering as
Csca =
1
k2
∫
F (θ, φ
′
)dω (2.2)
where dω = sin(θ)dθdφ
′
is the element of the solid angle and the integral is taken over
all directions. F is the form factor of the particle and k = 2πm
λ
is the wave number.
The energy absorbed is similarly defined to be the energy incident on the area Cabs,
and the total energy removed from the original direction is defined to be the energy
8(a) scattering (b) scattering
Fig. 3.: Change in the scattering wave vector from Q0 to Q1, Q is the change referred
to as the scattering wave vector.
incident on the area Cext. Since energy is conserved,
Cext = Csca + Cabs. (2.3)
The quantities Cext, Csca, and Cabs are called the extinction, scattering, and ab-
sorption cross sections of the particle. Each have the dimension of area. Efficiency
factors for extinction, scattering, and absorption, are obtained by dividing the scat-
tering areas with the cross sectional areas of the particle. For a spherical particle with
cross sectional area of G = π(σ/2)2, where σ is the particle diameter, the efficiency
factors Qext, Qscat, and Qabs are defined as:
Qext = Cext/G (2.4)
Qsca = Csca/G (2.5)
Qabs = Cabs/G (2.6)
91. Rayleigh scattering
When the size of the particle is small compared to the wavelength of light used,
the scattering is referred to as Rayleigh scattering. Under conditions of Rayleigh
scattering, the scattering matrix can be written as

S2 S3
S4 S1

 = ik3α

cos(θ) 0
0 1

 (2.7)
where the scattering angle is θ; the polarizability, α is a scalar; and k = 2π
λ
is the
wave number.
For incident natural light of intensity Io, with no preferred polarization, the
scattered intensity I, can be described by
I =
(1 + cos2(θ))k4 | α |2
2r2
Io (2.8)
where r is the distance at which the scattered intensity is measured away from
the particle.
For Rayleigh scattering, the refractive index should be small such that the electric
field penetrates into the particle fast and polarizes the particle in a short period of
time, i.e. the electric field of the incident light displaces the charges away from their
positions. Rayleigh scattering is valid when | np | ·σ ≪ λ/(2π), where np is the
particle refractive index, and σ is the diameter of the particle.
For the case of a sphere, the scattering efficiency is
Qscat =
8
3
x4 | m
2 − 1
m2 + 2
|2 (2.9)
where x is the size parameter and is defined as kσ/2.
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2. Rayleigh Gans scattering
In Rayleigh Gans scattering, it is assumed that
1. The particle refractive index, np, relative to the surrounding medium is close to
1: | np − 1 |≪ 1, and
2. The phase shift of the scattered wave from the incident wave is small: 2k(σ/2) |
m− 1 |≪ 1.
The physical understanding of Rayleigh Gans scattering is that a particle is comprised
of small elements of volume dV , each of which act as a Rayleigh scatterers. The
scattering fields from each volume element interfere in the far field, and the complex
amplitudes add up according to the phase δ from each volume element with respect
to a common origin. The scattering matrix for each element is of the form:

S1(θ)
S2(θ)

 = ik3(np − 1)
2π
eiδdV

 1
cos(θ)

 (2.10)
The volume elements scatter very weakly, and the applied field to each volume
element does not differ in phase or amplitude from the incident wave. Also the weakly
scattered wave from each volume element exits the particle without being modified or
distorted by the presence of other volume elements. The summation of all the phases
for the volume elements can be integrated and calculated as
R(θ, φ
′
) =
1
V
∫
eiδdV (2.11)
and the scattering matrix for the entire particle is given as

S1(θ)
S2(θ)

 = ik3(np − 1)
2π
V R(θ, φ
′
)

 1
cos(θ)

 (2.12)
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For the case of a spherical particle in X-ray scattering, the function R(θ, φ
′
) is
calculated to be
R(θ, φ
′
) =
3
u3
(sin u− u cosu) (2.13)
where u = 2k(σ/2) sin(θ/2).
3. Mie theory
For spheres of arbitrary size and refractive index, Mie theory is used to calculate
the amplitude functions S1 and S2; scattering area, Cscat; and the scattering effi-
ciency, Qscat and the absorption efficiency Qabs. Mie theory provides a solution to
the Maxwell’s equations for a spherical geometry and is the most complete theory of
scattering for spherical particles.
The amplitude scattering functions are calculated as a summation series and can
be written as:
S1(θ) =
∞∑
n=1
2n+ 1
n(n + 1)
(anπn(cos(θ)) + bnτn(cos(θ))) (2.14)
S2(θ) =
∞∑
n=1
2n+ 1
n(n + 1)
(bnπn(cos(θ)) + anτn(cos(θ))) (2.15)
The intensity of light scattered in an arbitrary direction is denoted as F (θ, φ
′
)
and also called form factor for incident linearly polarized light. It can be written as
F (θ, φ
′
) = i2(θ) cos
2 φ
′
+ i1(θ) sin
2 φ
′
(2.16)
where i1 =| S1(θ) |2 and i2 =| S2(θ) |2. The scattering efficiency can be calculated
from the above quantities and is written as:
Qsca =
Csca
π(σ/2)2
=
1
x2
∫ π
0
(i1(θ) + i2(θ)) sin(θ)dθ (2.17)
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where x = kσ/2 is the dimensionless size parameter. The efficiency, Qsca, also de-
scribes the case of arbitrary polarization of the incident wave (i.e. elliptic polariza-
tion).
The part of the forward momentum of the incident wave, which is carried by the
scattered wave is proportional to cos(θ), and can be calculated as
cos(θ)Csca =
1
k2
∫
F (θ, φ
′
) cos(θ)dω. (2.18)
The average of cos(θ), also represented above as cos(θ), is called the anisotropy
factor g. For small particles where the scattering of light is isotropic, (i.e. the size is
smaller than wavelength), g = 0. Whereas larger particles (i.e. size is comparable to
wavelength) are forward scattering and the anisotropic scattering function g is close
to 1.
4. Collection of particles
The scattering efficiency of a suspension is a function of the particle concentration.
When the concentration of particles in a medium is low, light may be scattered once
before exiting the solution. This corresponds to a single scattering event. As the
concentration of particles is increased, the light may be scattered more than once
inside the medium. Such scattering events are called multiple scattering events and
will be described in detail in Chapter III. Dilute dispersions of particles can also
be multiple scattering, if the path length the photon travels is long enough to be
scattered by the particles more than once. Figure 4 illustrates the difference between
the two scattering phenomenon of single and multiple scattering, respectively.
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(a) single scattering (b) multiple scatter-
ing
Fig. 4.: Scattering of light from a dilute and dense dispersion of particles.
When the concentration of the particles is high, particles order themselves in
such a way that the radiation scattered from each of the particles interferes with the
field scattered from its nearest neighbors. This form of scattering is called depen-
dent scattering and is incorporated in the expressions of intensity, by considering the
correlations of the particles in the reciprocal space, by means of a structure factor
expression S(Q). Dependent scattering occurs when the distance between the parti-
cles is less than the wavelength of light used. Figure (5) illustrates the concept of
dependent scattering.
Dilute dispersions that have the intra-particle distances which are larger than the
wavelength of light do not cause dependent scattering. Consequently the scattered
fields arising from different particles do not interfere in either near or far fields and
scattering power is proportional to the volume fraction of the particles. Increasing
the particle concentrations beyond a specific limit leads to dependent scattering and
14
Fig. 5.: Dependent scattering occurs when the distance between the particles in the
dispersion is less than or equal to the wavelength of light.
can be studied using the concept of Interference Approximation (IA). According to
this approximation, [11]:
1. The incident field on a particle is not impacted by its neighbors;
2. Particle scattering is not impacted by its neighbors in the near field, i.e. particles
scatter independently; and
3. The scattered fields interfere in the far field.
The interference approximation implies that the absorption efficiency of the par-
ticles is unaltered by volume fraction even under conditions of dependent scattering.
Recently using FDPM measurements to separate absorption and scattering properties
in dense colloid suspensions, by Huang, et al. [11] demonstrated the validity of the
interference approximation.
Particle correlations can be determined from light scattering measurements by
means of the structure factor. In broad terms, the structure factor provides informa-
tion about the arrangement of the particles in the reciprocal space or Q space. At
small Q, S(Q) provides information about the long range order in the dispersion and
15
at large Q, S(Q) provides information about the local ordering of the particles. S(Q)
is derived from the positional correlations of the particles and, in liquid state theory,
can be represented as the Fourier transform of the radial distribution function, g(r):
S(Q,R) = 1 + 4πρ
∫ R
0
drr2[
sin(Qr)
Qr
][g(r)− 1] (2.19)
where R is the distance at which the pair distribution function g(r) approaches or
becomes unity, and r is the radial distance measured from the center of a particle.
Structure factors can be determined using Monte Carlo simulations of particle
positioning or from the Ornstein Zernike integral equation solved using appropri-
ate closure expressions, such as Percus Yevick, Hypernetted chain closure (HNC),
and Rogers Young (RY). Analytical solutions of the Ornstein Zernike Equations can
be obtained using the MSA (Mean Spherical Approximation) closure. The detailed
technique for obtaining the structure factors is described in Chapter IV.
Structure factors can be experimentally determined from small angle X-ray or
neutron scattering measurements [12]. While we employ multiply scattered light, the
ability to directly obtain S(Q) is compromised since we measure light of all Q. Con-
sequently, as shown below, our measurements reflect a weighted averaged structure
factor. This work seeks to demonstrate that FDPM measurement of multiply scat-
tered light can nevertheless detect changes in structure that can be predicted from
first principle models of electrostatic interactions.
B. Factors which govern the structure factor
1. Potential energy
The interaction potential between colloidal particles determines their position corre-
lations in space. The potential energy between two particles is determined by the
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particle size, charge, and the medium within which they interact. Some of the com-
mon potential models are described below.
Hard sphere: Hard Sphere interactions occur due to volume exclusion effects among
the particles or in other words, a random orientation of particles is limited by the fact
that two particles cannot occupy the same volume. Particles far away from each other
do not experience any forces of repulsion or attraction, but at contact, they experience
an infinite potential energy, which restricts volume overlap. Their interaction assumes
the particles act as non-deformable hard spheres. Figure(6) depicts the intraparticle
potential UHS that arises from volume exclusion or hard sphere type of interactions.
Fig. 6.: Hard sphere potential model.
Yukawa: The Yukawa or soft sphere type of interactions occurs among charged
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particles in a dispersion and arises due to the electric double layer surrounding each
particle. The potential energy reduces with distance by a factor of exp(−r)
r
. Closely
positioned the particles repel each other due to double layer repulsion. Figure(7)
depicts the potential form for Yukawa potential model, UHSY (r)
Fig. 7.: Yukawa potential.
where κ is the Debye Huckel parameter and is defined as κ =
√P
i niz
2
i e
2
ǫoǫkBT
and depends
upon the ionic strength of the medium or the concentration of smaller ions. Here
ni are the number of ions; zi is the charge on individual ions; e is the electronic
charge; ǫo is the dielectric permittivity of vacuum; and ǫ is the relative permittivity
of the dielectric medium; kB is the Boltzmann constant; and T is the temperature.
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The inverse of the Debye Huckel parameter is the screening length of the ions in the
dispersion.
DLVO: The Derjaguin Landau Verwey Overbeeks (DLVO) potential represents the
sum of the repulsive and the attractive potential energies among particles. The at-
tractive energy or the Van der Waals dispersion forces are long ranged, which leads
to a primary minimum in the potential energy curve followed by a potential barrier
and a secondary minimum when the particles are far apart. Figure(8) describes the
summation of the two energy terms, and depicts the primary and secondary minima.
Fig. 8.: DLVO potential.
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2. Depletion interactions
When colloid particles are immersed in a solution of macromolecules, such that the
distance between two particles in the dispersion is less than the diameter of the
macromolecules in solutions, an osmotic pressure is created due to the lack of macro-
molecules between the spherical particles. This pressure difference due to excess
macromolecules in the bulk, gives rise to an attraction among the colloid particles,
which is called a depletion interaction. [13, 14]
The range of attraction is dependent upon the size of the macromolecules and the
strength of the attractive force is dependent upon the concentration of the macro-
molecules in the bulk. Asakura et al. [15] have developed a model to predict this
pressure difference due to depletion of macromolecules between spherical particles.
Fig. 9.: Depletion interactions.
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Figure 9 illustrates the concept of depletion interactions. The depletion zone
has no macromolecules and hence an osmotic pressure difference is created due to an
excess amount of macromolecules in the bulk solution.
C. Influence of structure on bulk properties
The microstructure of the particles affects the bulk properties of colloidal dispersions.
For example, rheology is altered for systems interacting with different potential en-
ergies among the particles. [16–19] The rheological behavior of these dispersions is
viscoelastic, with the elastic component becoming increasingly important as the inter-
action is increased [20,21]. An excellent review on the impact of interaction potential
on rheological properties is provided by Quemada et al. [22]
Similarly, the osmotic compressibility which is the resistance of the dispersion to
compression, increases when the potential among the particles becomes increasingly
repulsive. Osmotic pressure measurements [23] can be performed which are a function
of the volume fraction and the number density of the particles in the dispersion.
The osmotic pressure can be directly related to the thermodynamic and statistical
mechanical properties of the dispersion. Osmotic pressure measurements are made
when a colloidal dispersion is held in equilibrium with a salt reservoir with the help
of a membrane and the osmotic pressure difference is measured. Osmotic pressure
measurements have been found to be a useful technique in determining the effective
charge on the colloid particles in a dispersion.
D. Particle characterization techniques using discrete measurements
Experimental techniques involved with determining individual particle properties can
be categorized as discrete measurement techniques, while bulk property measurements
21
can be investigated by ensemble based techniques. Single particle characterization
broadly involves determining the size, shape, charge, and refractive index of the par-
ticle. Particle size plays an important role in the product’s quality, while charge can
be important for determining the stability of a particle in a dispersion. Refractive
index plays a crucial role in the optical properties of the dispersion, as absorption
and scattering properties of the particle change with refractive index. Optical prop-
erties are important for the final product quality for cosmetic, paint, and pigment
industries.
Particle size can be determined directly by directly probing individual particles
with techniques such as dynamic light scattering. Particle charge can be determined
by Zeta potential measurements in an electrolyte medium, by electrophoresis tech-
niques or from conductometric titration measurements. Zeta potential is defined as
the potential at the shearing plane of the ions in equilibrium with the particle sur-
face. Electrophoresis refers to the motion of suspended particles in an applied electric
field and the particle velocity is found to be proportional to the applied electric field
strength. While the measurement techniques for characterization of a particle in a dis-
persion are explained in Chapter V, in this dissertation, we seek to perform ensemble
measurements in dense suspensions where particle interactions can predominate.
E. Summary
This chapter reviews the basic concepts of light scattering from a single particle,
and the validity of available theories to explain the scattering of light from a single
particle. The scattering of light from a collection of particles is also described along
with the concepts of single scattering and multiple scattering of light. The concept
of structure is introduced which depends upon the potential of interaction between
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the particles and how structure affects the bulk properties of dispersions.
In the following chapter, the description of ensemble based techniques available
to make scattering based measurements on bulk dispersions are described.
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CHAPTER III
THEORY OF ENSEMBLE MEASUREMENTS
Particles in a colloidal dispersion are in constant Brownian motion and as a result
the structure, and hence properties of the dispersion, change dynamically with time.
The experimental techniques described in this chapter are ensemble techniques, which
measure time averaged dispersion properties. Static ensemble techniques represent
properties averaged over long times while dynamic techniques probe the fluctuations
of properties over short times that arise from Brownian motion.
The chapter begins with the introduction of two widely used scattering tech-
niques, Small Angle Neutron Scattering (SANS) and Small Angle X-ray Scattering
(SAXS), followed by dynamic light scattering in dilute dispersions and photon diffu-
sion techniques to analyze multiple scattering in dense dispersions.
A. Static neutron scattering
Neutron scattering occurs due to the interaction of nuclei and neutrons obtained from
a neutron source, a nuclear reactor. The bombarding neutron energy is determined
by their de Broglie wavelength
λ = h/mnv (3.1)
where h is the planck’s constant; mn is the mass of the neutron; and v is its velocity.
The wavelength of the neutrons is in the angstrom range which provides a means
to interrogate angstrom length scales of the dispersions. The energy of the neutron
is controlled by a moderator and neutrons at room temperature are called thermal
neutrons. Those at lesser energy are called cold neutrons.
Since neutron scattering represents the combination of both the form and struc-
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ture factors, i.e. I(Q) ∝ F (Q)S(Q), it [24,25] is used as an investigative tool to study
structure factors as the form factors (introduced in Chapter II) of the particles is typ-
ically close to unity at small scattering angles. Consequently (SANS) is capable of
obtaining the structure factors of dispersions, as well as the partial structure factors
from mixtures, since F (Q)→ 1 as Q→ 0.
The drawback of using neutrons is the high cost associated with the measurement.
A nuclear reactor is needed as a source for the neutrons used to study colloidal
scattering.
B. X-Ray scattering: static
X-ray scattering is used to investigate the size, shape, and internal structure of col-
loidal particles. [26], [27] Colloidal dispersions can be investigated using SAXS to
determine particle form factor and the structure factor. [28, 29] X-rays, as with elec-
tromagnetic radiation, interact with the electrons in the particles, and excite them to
a higher energy level. The electrons return to their ground state, and reradiate the
energy, resulting in x-ray scattering. X-ray scattering is similar to neutron scattering
by providing a greater range of Q values that can be explored by light scattering.
Different Q values are investigated by changing the angle of scattering θ as well as
the small wavelength of radiation, λ. As in the case for neutron scattering, the source
for X-ray scattering is expensive and cannot be used to make small scale instruments
with wide applicability. An alternate is to use economical laser light sources for the
study of laser light scattering in colloidal dispersions.
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C. Dynamic light scattering
The basic principle underlying Dynamic Light Scattering (DLS) [ [30], [31]] is of mea-
suring the intensity fluctuations of a speckle spot of light through a sample, using a
photomultiplier tube and an autocorrelator. Figure 10 shows the intensity fluctua-
tions measured from the dynamic light scattering apparatus and the autocorrelation
function measured thereof. The characteristic decay time of the autocorrelation func-
tion is related to the dynamics of the medium through the length scale set by the
inverse of the wave vector Q−1. Since only a single scattering event is valid to fix
the length scale and hence the wave vector, multiple scattering is not allowed. Only
very dilute solutions (φ < 0.1%) of particles can be analyzed using this technique,
although fiber optic light scattering techniques are being investigated and can analyze
higher volume fractions.
In DLS, the fluctuations in the intensity of light scattered are characterized by
the temporal autocorrelation function, g2(t).
g2(t) ≡ 1
β
(
< I(t)I(0) >
< I >2
− 1
)
=
(
< E∗(t)E(0) >
<| E2 |>
)2
≡| g1(t) |2 (3.2)
where β is a constant determined by the collection optics of the experiment; I(t) is the
intensity of light measured at an instant of time; E(t) is the electric field amplitude
measured corresponding to the intensity of light detected; and E∗(t) is the complex
conjugate of the electric field measured above. The second equality is called the
Siegert relation.
The first order autocorrelation function is related to the diffusion coefficient,Dp,
of the particles by the relation
g1(t) = exp(−Q2Dpt) (3.3)
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where Q = 4πm
λ
sin(θ/2) is the wave vector and m is the refractive index of the
solvent medium. The auto correlation function decays with a time constant, τ , and
the characteristic decay time τ is related to the Stokes Einstein diffusion coefficient
Dp of the particles by
τ = 1/DpQ
2 (3.4)
The particle diffusion coefficient for a spherical particle of diameter σ is given by
the Stokes Einstein relation
Dp =
kBT
6πησ
(3.5)
where kB is the boltzmann constant; T is the temperature; and η is the viscosity of
the solvent.
Time(t)
I(t)
(a) Intensity fluctuations
Time(t)
g2(t)
(b) Decay of autocorrelation func-
tion with time
Fig. 10.: Measurements from a dynamic light scattering apparatus.
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The wave vector, Q can be altered by changing the wavelength of light or by
changing the angle of detection for the detector.
D. Photon diffusion techniques
This section enlists the experimental techniques that are based upon the diffusion
of light through a dense optical multiple scattering medium. A brief review is first
provided about photon diffusion through dense, multiple scattering media.
Theory of multiple scattering: The propagation of light through a multiply scat-
tering medium, such as a colloidal dispersion, atmospheric media, fog, biological
media, etc. can be described in two ways. The first method involves solving the
complete Maxwell’s equations for the waves travelling in a medium. This method can
be called the analytic theory, and can solve for complete diffraction and interference
effects in the dispersions.
The second method involves the concepts of radiative transfer or Boltzmann
transport theory of light. The concepts of radiative transfer can be learnt from the
analogous theory of neutron transport, where at every position in space conservation
of neutrons is studied. [32]
The density of photons U(r, t) and the photon current density J(r, t) satisfy the
diffusion approximation to the Boltzmann transport equation. [33]
∂U(r, t)
∂t
+ vµaU(r, t) +∇ · J(r, t) = qo(r, t) (3.6)
∇U(r, t) + 3∂J(r, t)
v2∂t
+
J(r, t)
vD
= 0 (3.7)
where v is the speed of light in the transporting medium, and D is the optical
diffusion coefficient,
D = 3[µa + µs(1− g)]−1 (3.8)
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Here µa is the linear absorption coefficient or the inverse of the mean free path
for photon absorption which has units of inverse distance. The parameter µs is the
linear scattering coefficient, or the inverse of the mean free path for photon scattering,
with units of inverse distance. The term g is the mean of the cosine of the scattering
angle; and qo(r, t) is the photon source.
Fig. 11.: Mean free path lengths for scattering and isotropic scattering of photons.
Figure 11 describes the mean free path length of scattering for a photon of
light, l (µs = 1/l) and the isotropic mean free path of scattering of photon l
∗ (µ
′
s =
1/l∗) respectively. The isotropic mean free path is the distance a photon has to
travel through the scattering medium after which the direction of the photon becomes
completely randomized. The isotropic scattering coefficient can be calculated from
the scattering coefficient as µ
′
s = (1− g)µs. For very small particles, the scattering is
isotropic, and g = 0, whereas larger particles have a highly forward scattering pattern
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and g ≈ 1.
Diffraction and interference effects are included in the description of scattering
and absorption of a single particle, even though transport theory itself does not
include diffraction effects. In transport theory, the addition of specific fields is valid,
but no consideration is given to the behavior of fields. [34]
For a sinusoidally intensity-modulated point source of light, the photon source is
qo(r, t) = δ(r)S{1 + Aexp[−i(ωt+ ǫ)]} (3.9)
Here δ(r) is the Dirac delta function located at the origin; S is the fluence of
the source(photons per second); A is the modulation of the source; ω is the angular
modulation frequency of the source; and ǫ is the arbitrary phase. Assuming the form
for U(r, t) and J(r, t) as below,
U(r, t) = [U(r)]dc + [U(r)]acexp[−i(ωt+ ǫ)] (3.10)
J(r, t) = [J(r)]dc + [J(r)]acexp[−i(ωt+ ǫ)] (3.11)
and substituting into the diffusion equation (3.6) and (3.7), the steady state diffusion
equation can be obtained as
∇2[U(r)]dc − (µa/D)[U(r)]dc = −(S/vD)δ(r), (3.12)
and the frequency dependent diffusion equation can be obtained as
∇2[U(r)]ac −
(
vµa − iω
vD
)
[U(r)]ac = −SA
vD
δ(r), (3.13)
For an infinite medium, the above equations (3.12) and (3.13) can be solved to
give
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U(r, t) =
S
4πvDr
exp
[
−r
(µa
D
) 1
2
]
+
SA
4πvDr
× exp(−r
(
v2µ2a + ω
2
v2D2
)1/4
cos
[
1
2
tan−1
(
ω
vµa
)]
)
× exp(ir
(
v2µ2a + ω
2
v2D2
)1/4
sin
[
1
2
tan−1
(
ω
vµa
)]
− i(ωt+ ǫ)) (3.14)
The above equation (3.14) is the Fourier transform equivalent of
ρ(r, t) =
1
(4πvDt)3/2
exp
(
− r
2
4vDt
− µavt
)
(3.15)
which has been solved for the case of a pulse of light by Patterson et al. [35] The
fluence rate from the solutions to the diffusion equation can be accurately calculated
if µa ≪ (1− g)µs, i.e. the absorption coefficient of the medium is much smaller than
the isotropic scattering coefficient of the medium; and if the detection point is far
from the source and the boundaries.
The solution from the intensity modulated source U(r, t), for the source immersed
in a strongly scattering infinite medium constitutes a scalar field that is propagating
at constant speed in a spherical wave and attenuates as exp(−αr)/r as it propagates.
The photon density generated by a sinusoidally intensity-modulated source at any
given frequency propagates with a single phase velocity. The wavelength of the photon
density wave is calculated to be
λ = 2π(2vD/ω)1/2 (3.16)
and its wave front advances at a constant speed of
V = (2vDω)1/2 (3.17)
The wavelength given by (3.16) and the velocity given by (3.17) are for the photon
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density wave and not of the electromagnetic wave which is multiply scattered in a
strongly scattering medium.
Figure 12 illustrates the concept of photon density waves in a highly scattering
media. The point source of light from the input optical fiber acts as a isotropic point
source of light after 10 isotropic scattering lengths travelled in the medium. [34, 36]
Fig. 12.: Photon density waves in a highly scattering medium.
Colloidal dispersions with microstructures as illustrated in Figure 13, can be
studied using the above described procedure of photon transport in the dispersion.
The length scale for the structure should be less than the isotropic mean free path, for
the structure factor S(Q) to be included in the expressions for the isotropic scattering
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coefficient predictions, as described later in Chapter IV.
Fig. 13.: A cluster of particles which scatters light.
1. Diffusing wave spectroscopy: dynamic
Diffusing Wave Spectroscopy(DWS) [37] is similar in its approach to dynamic light
scattering in which the intensity fluctuations are measured from a single speckle spot.
The autocorrelation function decay time provides information about the dynamics
of the system under investigation. In contrast to DLS, DWS is used for multiple
scattering of light in dense opaque dispersions.
The technique is based upon the diffusion theory of light which is typically valid
for most experimental systems. The scattering of light should never be too strong
for localization of light, which is also referred to as “weak Anderson localization,”
and is caused by the constructive interference of two waves traversing in the opposite
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directions. [38]
The equations for the autocorrelation function of DWS, have a probability at-
tached for the several paths that a photon traverses through the opaque dense dis-
persion. Each scattering event is represented by an average over the whole ensemble
and a probabilistic weight is attached to the path. The summation of all such paths
gives the total correlation function.
The autocorrelation function, for the multiple scattering case without interac-
tions among the particles, can be written as
g1(t) =
∫ ∞
0
P (s)e−(2t/τ)s/l
∗
ds (3.18)
where P(s) is the probability attached with each path; τ = (k2oD)
−1; D is the diffusion
coefficient of the particle; s is the path length; and l∗ is the isotropic mean free path.
The characteristic decay time for a path of length s is τl∗/(2s), which is the time it
takes the total path length to change by ≈ λ.
When particles are interacting and have correlations among them, the autocor-
relation can be modified and the structure factor as well as a term for hydrodynamic
interactions can be included to represent the correlations among the particles. The
autocorrelation function can be written as
g1(t) =
∫ ∞
0
P (s)exp
(
−2k2oDot
[H(Q)]
[S(Q)]
s
l∗
)
ds (3.19)
where H(Q) is the hydrodynamic coefficient dependent upon the wave vector.
The advantages of Diffusing Wave Spectroscopy are:
1. DWS can be used for multiple scattering dispersions and can obtain information
about the dynamics of highly concentrated opaque samples; and
2. It can discern between long path lengths and short path lengths, by the time
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taken for the decay of the autocorrelation function, thus providing information
about the length scales of particle motion.
The applications of DWS are:
1. Particle sizing can be done in both backscattering and transmission geometries,
but only for monodisperse dispersions;
2. Particle motion can be studied on short length and time scales; and
3. Hydrodynamic interactions can be studied in transmission geometry.
Qiu et al. [39] have studied the hydrodynamic interactions in hard sphere particles
with DWS and have found a linear relation of the ratio of effective diffusion coefficient
and self diffusion coefficient with the volume fraction of the dispersion of particles.
The disadvantages of DWS are:
1. A probability has to be attached to each path under consideration, which may
be unknown;
2. The scattering and absorption coefficients cannot be determined independently
of each other and maybe unknown; and
3. Particle sizing is limited only to monodisperse dispersions, and polydispersity
cannot be accounted for.
2. Diffuse transmission spectroscopy: static
In contrast to DWS, the measurements from the technique diffuse transmission spec-
troscopy [40] are static measurements. The photon diffusion is studied in the trans-
mission geometry, and the solution to the diffusion equation is obtained in the trans-
mission geometry.
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The isotropic mean free path can be obtained for the transmission geometry, by
use of the transmission coefficient,
T =
(
l∗
L
) 2
3
(
1+R
1−R
)
+ α
1 + 4
3
(
1+R
1−R
)
l∗
L
(3.20)
where α is a parameter of the diffuse model of photon transport which is roughly unity,
and R is the diffuse reflection coefficient from the dispersion-glass-air boundary which
contains the sample.
3. Time domain: static
Time resolved measurements involve the use of a single pulse of light obtained from a
laser, which has a pulse width of pico to femto seconds. The pulse propagates through
the dense dispersion and the photons scatter and absorb, resulting in a broadened
and attenuated pulse arising at the detection end of the sample under study.
Figure 14 illustrates the propagation of a pulse of light in a dense medium of
scatterers and the resulting waveform which is dispersed from the original wave pulse.
The spreading is due to different time of flights through the medium of scatterers.
The governing equation for the propagation of light through a multiple scattering
medium in the diffusion approximation can be written as equation (3.6). [41]
Patterson et al. [35] have used the time domain technique to obtain the optical
properties of a human calf muscle using an in vivo technique. A incident pulse from
a laser on one end of the muscle and the arriving pulse which was detected at the
other end. The optical properties were obtained by fitting the detected pulse profile
to the solution of the time resolved diffusion equation. Similarly Saulnier et al. [42]
and Garg et al. [41] have obtained the optical properties of scattering and absorp-
tion of polystyrene lattices at high volume fractions, using time resolved transmission
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technique. They used 10psec pulses from a synchronously pumped dye laser delivered
into the sample using an optical fiber. The deviation from Mie theory of light scat-
tering at higher volume fractions due to hindered scattering was demonstrated and
the effect of microstructure on the isotropic mean free path was analyzed. Wolf et al.
[ [43], [44]] also studied the properties of dispersions in the back scattering geometry.
Fig. 14.: Time domain photon migration.
4. Frequency domain photon migration: static
Figure 15 embodies the principles of FDPM measurement as conducted in this work.
Intensity modulated light (typically modulated at 30-100’s MHz) is launched into a
multiply scattering medium via a fiber optic. As the light propagates through the
medium, it is phase shifted and amplitude attenuated with respect to the incident
wave, due to the optical properties of the medium. The phase and amplitude of the
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propagated wave are measured at known distances away from the point of incident
illumination. The measurement approaches and instrumentation setup are provided
in Chapter V.
Fig. 15.: Principle of FDPM measurement for characterization of dense colloidal
dispersions.
The propagation of the photon density wave can be modeled using the diffusion
approximation to the radiative transfer equation, which is valid when the photon
trajectory becomes completely randomized.
Herein, the analytical solution to Eqn 3.13 for the case of a sinusoidally intensity-
modulated point of illumination in an infinite medium is used to predict Φ(r, ω) =
IAC exp(−iPS), where IAC is the amplitude of the photon density wave; and PS is the
phase lag that occurs between the incident and detected wave that has propagated
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within the medium. The time average photon density at the detector is the DC
component of the waveform.
Figure 16 depicts the two different waveforms of incident and sample photon
density waves, with their respective AC and DC values. The waves are phase shifted
with respect to each other, and the attenuations and phase shift values can be obtained
from analysis of the data.
Fig. 16.: Data analysis in FDPM as reference (incident light) and sample signals are
compared.
From FDPM measurements of AC, DC, and PS as a function of distance away
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from the point of illumination, the optical properties of isotropic scattering and
absorption coefficient, (µ′s and µa), can be accurately fit to the solution of Eqn
3.13. [45], [46], [47], [48], [49] The measurements of AC, DC and PS taken at two
different distances ro and r helps make predictions of relative quantities which can
be written as follows
DCrel ≡ DC(r)
DC(ro)
=
ro
r
exp[−(r − ro)(µa
D
)
1
2 ] (3.21)
ACrel ≡ AC(r)
AC(ro)
=
ro
r
exp[−(r − ro)(v
2µ2a + ω
2
v2D2
)
1
4 cos[
1
2
tan−1(
ω
vµa
)]] (3.22)
PSrel ≡ PS(r)− PS(ro) = (r − ro)(v
2µ2a + ω
2
v2D2
)
1
4sin[
1
2
tan−1(
ω
vµa
)] (3.23)
The relative modulation of the photon density wave is given as;
Modrel ≡ ACrel
DCrel
(3.24)
The above equations can be modified to expressions which are proportional to the
distance between the source and detector fibers r and ro respectively.
ln(
r
ro
DCrel) = −(r − ro)[3µa(µa + µ,s)]
1
2 (3.25)
ln(
r
ro
ACrel) = −(r − ro)
√
[
3µa(µa + µ
,
s)
2
][
√
1 + (
ω
vµa
)2 + 1]
1
2 (3.26)
ln(Modrel) = −(r − ro)
√
[
3µa(µa + µ
,
s)
2
][
√
2− ((
√
1 + (
ω
vµa
)2 + 1)
1
2 )] (3.27)
ln(PSrel) = (r − ro)
√
[
3µa(µa + µ
,
s)
2
][
√
1 + (
ω
vµa
)2 − 1] 12 (3.28)
The experimental data of DC, AC and PS at two different distances can be
regressed using the above equations which are linear with respect to the distance
among the fibers. From the slopes of the experimental data which correspond to
the analytical expressions prepared above, and by non linear numerical fitting, the
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isotropic scattering and the absorption coefficients can be obtained independently of
each other, which is not possible from time-independent photon diffusion techniques.
FDPM also provides a way to measure the optical properties of the dispersion without
the need of calibration of the instrument.
E. Acoustic scattering methods: static
Acoustic scattering methods involve the use of sound waves in a colloidal dispersion
to determine its properties. The sound waves attenuate in the dispersion and the
attenuation as a function of frequency, as well as the speed of sound are determined.
[ [50], [51]]
Electroacoustic spectroscopy method involves the coupling of electrodynamic
phenomena and the sound wave pressure field.[ [52], [53]] The method involves mea-
suring the colloid vibration potential (CVP) or electrosonic amplitude (ESA).
Acoustic scattering methods are useful for concentrated colloidal dispersions
where the particle size distribution and the volume fraction of the dispersion have to
be determined. However several thermodynamic properties of the materials need to be
known for making successful measurements. The optical properties of the dispersion
for paint or pigment industry, cannot be found using acoustic techniques.
The various loss mechanisms for acoustic waves passing through a colloidal dis-
persion are viscous, thermal, acoustic scattering, intrinsic, structure and electrokinetic
losses. Usually, the first four loss mechanisms are more important than the others.
Viscous effects are observed in high density contrast systems, whereas thermal effects
are observed in low density contrast systems.
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F. Summary
This chapter reviews the experimental techniques available to make ensemble mea-
surements of colloidal dispersions. Neutron and X-ray scattering techniques are use-
ful techniques to study the structure of the dispersions and how the particles arrange
themselves. The sources for these techniques are expensive and hence cannot be used
to make real time measurements. Light scattering techniques offer an easier alter-
native and measurements can be made oﬄine, wherein a small amount of sample is
removed from the main process and analyzed after dilution.
Photon diffusion based techniques can be used to investigate dense colloidal dis-
persions and multiple scattering of light can be studied in dense colloidal dispersions
enabling the determination of dispersion properties through multiple scattering data.
Photon diffusion based techniques offer the possibility of successful determination of
dispersion properties without dilution and in real time.
The next chapter discusses the concepts of structure factor determination from
available methods, which are used to model the scattering data from the ensemble
based techniques, using microstructure information of particles in the dispersions.
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CHAPTER IV
MODELS OF STRUCTURE FACTORS
A. Introduction
This chapter describes the fundamentals for obtaining the structure factor models
from analytical models and numerical computations as well as Monte Carlo simu-
lations of monodisperse and bidisperse dispersions. The first section gives a brief
review of direct integration methods to compute structure factors. Analytical models
of the available structure factors are summarized and explained in the second section.
These include the Percus-Yevick (PY) closure for hard spheres and the MSA closure
for charged particles. The chapter is subsequently divided into two parts addressing
monodisperse and bidisperse dispersions. Within each major part, sections on numer-
ical computations using the Hypernetted Chain closure (HNC) and PY closure models
for the Ornstein Zernike (OZ) equation are described. Monte Carlo simulations using
scalar and vector methods, to obtain the structure factors are also described.
Figure (17) illustrates the various techniques used to obtain the static structure
factors from theory and simulations. As illustrated in the flow diagram, the struc-
ture factors can be obtained from the solution of the coupled OZ equations using
appropriate closure expressions, or by Monte Carlo simulations. The solution of the
OZ equation is possible both analytically as well as numerically. Analytical solutions
are however possible only for certain combination of potential models and closure
expressions, such as Hard Sphere potential (HS) and (PY) closure model or Yukawa
potential model and Mean Spherical Approximation (MSA). Numerical solutions of
the OZ equations can be carried out for any suitable available potential model and
either HNC or PY closures. The only limitation lies with the convergence issues of
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numerical techniques.
Ornstein Zernike 
Equations
Analytical
PY(Hard Sphere)
MSA(Yukawa) PY(Any Potential)
HNC
Vector MethodScalar Method
Monte Carlo
Numerical
Structure Factor 
Simulations
or Filon’s procedure
Direct Integration
Simpsons or Trapezoidal 
Obtain g(r)
Sij(Q)
Obtain Sij(Q) from g(r)
Fig. 17.: Flow diagram of different methods for obtaining structure factor.
An approach is to obtain the radial distribution function g(r) of the particles
from Monte Carlo simulations or from the solution of the OZ equations, for a par-
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ticular potential model and to use direct integration methods to compute structure
factors. Direct integration method however fails to produce accurate results in the
low Q region and cannot be used to explain experimental data. The method will be
explained as the first section of this chapter.
The alternative route which is the most general and versatile way of obtaining
structure factors is from Monte Carlo simulations. Two methods of scalar and vector
methods are presented which can be used to obtain the structure factor directly from
the positions of the particles in the simulation box with an arbitrary potential model.
Any particle size or distribution can also be considered. The only drawback is the time
involved in the computations of the structure factors from Monte Carlo techniques.
The basic idea behind developing the methods in this chapter is to create a
general framework for structure factor calculations, for any potential model and size
distribution of particles, which can subsequently be used for analyzing experimental
data from many available experimental techniques, such as x-ray, neutron or light
scattering.
1. Introduction to OZ equations and closure expressions: monodisperse
A brief introduction is first provided about OZ equations and the terminology used
throughout the chapter. Monodisperse dispersions are first described, followed by the
bidisperse case for polydisperse samples.
The underlying concept behind the OZ equation is to model the interaction
between two particles mediated by the presence of a third particle. The OZ equation
is written in terms of the direct correlation function, c(r), and the total correlation
function, h(r),
h(r)− c(r) = n
∫
dr′c(| r − r′ |)h(r′) (4.1)
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where n is the particle number density. Here h(r) = g(r)− 1 where g(r) is the radial
distribution function, or the probability of finding a particle at a certain distance
away from another particle. Conceptually the direct correlation function implies
the direct interaction between two particles or molecules and the total correlation
function between two particles is the complete interaction between two particles or
molecules. Figure (18) provides a diagrammatic representation of the interactions
between particles mediated by surrounding particles.
1
2
3
r
r’
r−r’
Fig. 18.: Particle interaction between particles 1 and 2 mediated by particle 3.
Hence in the above expression the total correlation function h(r) is written as a
sum of the direct correlation function c(r) and the number density times the integral
of the product of the direct correlation function with a third particle at distance r
′
and the total correlation function with the third particle at distance r
′
.
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When discretized over the radial distance between particles, eqn 4.1 leads to a
coupled set of equations between two unknown functions. In order to be solved, a
closure expression is needed. The closure expression relates the direct correlation
function with the total correlation function and describes the mean potential of inter-
action between the particles or molecules. For example, the HNC closure is written
as
c(r) = exp(−βφ(r) + γ(r))− γ(r)− 1 (4.2)
where φ(r) is the mean potential of interaction described in chapter II and γ(r) =
h(r)− c(r).
The structure factor is defined to be
S(Q) = 1 + ρh(Q) (4.3)
or
S(Q) =
1
1− ρc(Q) (4.4)
where h(Q) and c(Q) are the Fourier transforms of the total and the direct correlation
functions. For the remainder of the chapter, Fourier variable k is used instead of Q.
2. Introduction to MC and structure factor: monodisperse
For the Monte Carlo vector simulation, the expression for structure factor is given by
S =
1
N
〈
N∑
i=1
N∑
j=1
e(iQ.(ri−rj))〉 (4.5)
which reduces to the expression provided in Eqn. (4.3), where N is the total number
of particles; ri and rj are the particle positions. The difference with the OZ equa-
tion solution lies in the method of approach, as the vector method uses the particle
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positions in the simulation box directly.
Eqn. (4.3) also reduces to the form given below
S(Q,R) = 1 + 4πρ
∫ R
0
drr2
[
sin(Qr)
Qr
]
[g(r)− 1] (4.6)
which forms the basis for the Monte Carlo scalar method and the direct integration
method which are described below.
3. Introduction to OZ and closure expressions: polydisperse
Similarly for a mixture of particles of different size, the OZ equations can be written
as
hpq(r)− cpq(r) =
m∑
n=1
ρn
∫
cpn(| s |)hnq(| r − s |)ds (4.7)
where p and q represent particles of two different types, and m is the total number
of particles in the mixture. The above set of equations are solved for a particular
closure model and a potential model of interaction. The technique is described later
in the chapter.
From hpq(r) the definition of the partial structure factor is
Sij(Q) = 1 + ρijhij(Q) (4.8)
For the binary mixture case, the structure factors are written as S11, S22 and
S12.
4. Introduction to MC and structure factors: polydisperse case
For the vector method of Monte Carlo simulations the expression for the structure
factor for polydisperse suspensions is written as:
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Sij =
1√
NiNj
〈
Ni∑
i=1
Nj∑
j=1
eiQ.(ri−rj)〉 (4.9)
where Ni and Nj are the number of particles of type i and j; Q is the scattering wave
vector; ri and rj are the positions of the particles in the simulation box. The above
expression reduces to the form of Eqn. (4.8).
These equations form the basis of calculations for the remainder of the chapter.
B. Direct integration method for Fourier transformation of the radial distribution
from Monte Carlo simulation and OZ solution methods
The direct Fourier transformation of the radial distribution function obtained from
methods such as the MC simulation or solution of the OZ equation, is expressed as:
S(Q,R) = 1 + 4πρ
∫ R
0
drr2
[
sin(Qr)
Qr
]
[g(r)− 1] (4.10)
The above equation can be computed by direct integration procedures such as Simp-
son’s rule or trapezoidal rule, or by using techniques such as Filon’s Procedure. [54]
However, large oscillations result in low Q regions and restrict direct Fourier transform
of the radial distribution function for accurate determination of structure factors. The
vector and scalar methods have proven to be more effective, and can be used to study
polydisperse mixtures which are the cornerstone to understanding the properties of
colloidal dispersions. Also the structure factor obtained from the solution of the OZ
equations is from the Fourier transform of the direct correlation function, which gives
most accurate structure factors in the low Q region. Hence the direct integration
technique was not used in this research.
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C. Analytical models of structure factor
The analytical models of the structure factors are obtained only for specific closure
and potential models. An analytical result for the cases of monodisperse, bidisperse
and polydisperse hard sphere potential can be obtained from the PY closure of the
OZ equation. Also for the case of charged spheres, MSA is used to solve for the direct
correlation function and the structure factor for Yukawa potential model.
The analytical models for the structure factors have been provided in the Ap-
pendix A and B of this dissertation.
D. Numerical methods for calculating the structure factor
(Monodisperse case)
The goal of this work is to solve more general predictions of structure factor from
Monte Carlo simulations and from numerical solutions of the OZ equations with vari-
ous closure models which are the most general methods to predict the partial structure
factors. The solution of the OZ equations can be carried out by a combination of New-
ton Raphson and Picard iterations and is presented as Gillan’s method [55]. Good
agreement has been found for Monte Carlo simulations of the Yukawa potential and
truncation of the potential, for HNC and PY Closure. The MSA closure model has
an analytic solution and the solution provided by JN Herrera [56] is employed for the
study. This analytic model is provided in Appendix B.
We study the structure factor models to obtain accurate structure factors for the
analysis of the isotropic scattering data obtained from experiment.
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1. Monte Carlo simulations
The approach in the MC simulations uses the constant NVT ensemble method de-
scribed by Allen and Tildesley [54]. The term NVT represents a constant number
of particles N, at constant volume V, and at constant temperature T of the system.
The algorithm for Monte Carlo simulations is described on the following page. In
this approach the potential of interaction, and the errors in the calculation due to its
truncation are incorporated as corrections to the energy terms. Using truncation of
potential for charged systems or for long ranged forces can lead to erroneous MC sim-
ulation results. Rosenfeld [57] has described an ewald summation technique to handle
long ranged forces in Monte Carlo simulations. The use of the ewald technique can
eliminate the problems occurring due to truncation of potential for long ranged in-
teractions. A recent publication by Giacometti et al. [58] discussed the use of the
ewald method for understanding interactions in binary Yukawa mixtures of globular
proteins. However in our study, the number of particles in the system is kept large
to eliminate the errors due to truncation of potential, and the ewald method is not
used in the Monte Carlo simulations.
The structure factors obtained from Monte Carlo simulations are accurate in the
low Q region and do not suffer from errors due to truncation of potential.
The constant NVT Monte Carlo technique is described in the flow diagram of
Figure(19). The procedure is described as follows:
1. Constant NVT ( N is the number of particles; V is the volume of the region
occupied by the particles; T is the temperature) or canonical ensemble method
is used to simulate the particles.
2. The particles are initially arranged on a regular lattice such as FCC or BCC .
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3. In one cycle of the MC technique all the particles are given a random displace-
ment of variable length, which is a multiple of the particle diameter times a
random factor between 0 and 1.
4. The random displacement of one particle is accepted if the energy of the en-
semble is less than the ensemble in its previous configuration or if exp(−β(δv))
is greater than a random number. Here β = 1
kBT
, where kB is the Boltzmann
constant and T is the temperature; and δv is the change in the energy associ-
ated with a change in the configuration of the particles. This sampling is called
Boltzmann sampling.
5. Periodically throughout the MC simulations, the particle positions are used
to calculate the radial distribution function and the structure factor of the
dispersion.
6. The above steps are repeated for a fixed number of cycles. Here in one cycle all
the particles are moved by one step in a random direction and the new positions
are either accepted or rejected according to the energy criterion described in step
4.
The Monte Carlo methods for determining monodisperse structure factors using
the scalar and vector methods is described in subsections a & b which are to follow.
The variables used in the flowchart are described in the table I as follows:
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Table I.: Variables defined in the Monte Carlo simulation flowchart
Variable Description
vold Energy in the old configuration
vnew Energy in the new configuration
deltv Change in energy associated with change in configuration
rxinew New position of the particle
rxiold Old position of the particle
rand Random number generated by the algorithm
len Length of the simulation box
drmax Maximum allowable displacement per particle
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Fig. 19.: Steps in a constant NVT Monte Carlo simulation procedure.
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a. Scalar method of evaluating structure factors from MC simulations
The scalar method developed by Egelstaff et al. [59–61] provides a good description
of the structure factor at higher wave vector values, but requires a correction at low
wave vector values. Since isotropic scattering coefficients are obtained by integrating
the wave vector values from 0 to Qmax, values of the structure factor in the low Q
region need to be accurate.
The formulation for the scalar method for monodisperse dispersions is written
as:
SN(Q,R) = 1 + 4πρ
R∫
0
drr2
[
sin(Qr)
Qr
]
[gN(r)− 1] (4.11)
where SN and gN are the structure factor and radial distribution function within the
finite size simulation box for N particles; R is the cut off or half the length of the
simulation box; ρ is the density of particles in the dispersion. SN can be rewritten as
SN(Q,R) =< N(Q,R) > −N¯(Q,R) (4.12)
where the terms < N(Q,R) > and N¯(Q,R) are defined as
< N(Q,R) >≡ 1 + 4πρ
R∫
0
drr2
[
sin(Qr)
Qr
]
[gN(r)] (4.13)
and,
N¯(Q,R) = 4πρ
R∫
0
drr2
[
sin(Qr)
Qr
]
=
4
3
πρR3u(QR) (4.14)
The term < N(Q,R) > is computed from the quantity
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< N(Q,R) > = Xk(Q)
Xk(Q) =
1
N
N∑
i=1
N∑
j=1
[
sin(Qrij)
rij
]
△ijk(R)
=
2
N
N−1∑
i=1
N∑
j=i+1
[
sin(Qrij)
rij
]
△ijk(R) + 1 (4.15)
where
△ijk(R) = 1 if rij ≤ R
△ijk(R) = 0 if rij > R
Here Xk(Q) is a statistical quantity that is evaluated for k configurational spaces;
rij is the distance between the particles i and j in the simulation box; and N is the
number of particles in the simulation box.
The second term is evaluated by the use of the function u(QR) ≡ 3
x3
(sinx −
xcosx) = 3
x
j1(x), in which j1(x) is the spherical Bessel function.
To show results for the simplest case of hard spheres, the structure factors ob-
tained from simulations for a hard sphere potential, for monodisperse and bidisperse
cases, were compared with analytical models from Ashcroft et al. [62] and Hunter [63],
showing favorable comparisons.
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Fig. 20.: Structure factors S(Q), predicted from MC scalar method (symbols) and
hard sphere PY model (line) versus the product of Qσ for monodisperse spheres at
volume fraction of φ = 0.27 (points), for 1372 particles.
Figure 20 shows the comparison of the monodisperse structure factor obtained
from Monte Carlo simulations using the scalar method and the Percus Yevick hard
sphere structure factor model. Good agreement is found with the analytical model
and the structure factor is stable in the low Q region.
The Monte Carlo simulation method for the scalar case is described as below:
1. MC simulations are run for 150,000-200,000 steps of particle rearrangement
and the configuration space is sampled after every 100-200 steps for ensemble
averaging across 150-200 configurations. Simulation times on a P4 2.8 GHz
takes ≥ 12 hrs, and depends upon the number of particles in the simulation box
and the number of particle arrangements.
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2. The scalar method provides a straightforward way of calculation by sampling the
quantities described above along with the calculations of the radial distribution
function, to obtain structure factors. The advantage of the MC scalar method
is that S(Q) values at any Q can be determined by changing the magnitude
of Q as NQ(4πm
λ
sin(θ/2)) , where NQ can be a fraction or any integer value.
This method also results in less statistical fluctuations of S(Q) as a function of
Q. However, accuracy depends upon the size of the simulation box and hence
the number of particles. The S(Q) peak predictions can be made appropriately
only when the number of particles in the simulation box is large, or equivalently
when the radial distribution function approaches a value of 1.
b. Vector method of evaluating structure factors from Monte Carlo simulations
The vector method was developed by Frenkel et al. [64] and has the advantage that
direct Fourier transformation of the particle positions leads to fewer oscillations in the
low Q region of the wave vector. The vector method consists of Fourier transforming
the particle positions along 13 directions (three along P[100], six along P[110], and
four along P[111], where P represents permutations). Figures (21) and (22) depict
the reciprocal lattice and the thirteen wave vector directions.
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Fig. 21.: Wave vector directions for the reciprocal space evaluation of the structure
factors. The numbers correspond to the directions h,k,l of the reciprocal lattice space.
The structure factor for the monodisperse case has the following form
S =
1
N
〈
N∑
i=1
N∑
j=1
e(iQ.(ri−rj))〉 (4.16)
where the angular brackets denote averaging for a number of configuration space
points collected during the simulation. Here Q is the wave vector and ri, rj are the
vector positions of the particles during the simulation. The magnitude of the wave
vector depends upon the length of the simulation box and can be computed as,
| Q |= 2πp
√
h2+k2+l2
L
p = 1,2,3...;L = Length of simulation box
where h,k,l are the indices of the reciprocal lattice vectors and are described in Figures
(21) and (22).
Figure 23 shows the comparison of the monodisperse structure factor obtained
59
Fig. 22.: Wave vector directions for the reciprocal space evaluation of the structure
factors. The numbers correspond to the directions h,k,l of the reciprocal lattice space.
from Monte Carlo simulations using the vector method and the Percus Yevick hard
sphere structure factor model. Good agreement is found with the analytical model
and the structure factor is stable in the low Q region.
The vector method of Monte Carlo simulation is described as following:
1. MC simulations are run for 150,000-200,000 steps of particle rearrangement
and the configuration space is sampled after every 100-200 steps for ensemble
averaging across 150-200 configurations. Simulation times on a P4 2.8 GHz
takes ≥ 12 hrs, and depends upon the number of particles in the simulation box
and the number of particle arrangements.
2. In our studies the number of particles was chosen to be large, i.e. values of
864, 1372, and 2048. This helps in obtaining as low a Q value as possible.
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The equation for the magnitude of the wave vector Q has the length of the
simulation box, which in turn depends upon the number of particles used in the
simulation, via the equation L = σ(Nπ
6φ
)1/3 for monodisperse systems and via
L = π
6φ
(n1σ
3
1 + n2σ
3
2)
1/3 for bidisperse systems of particles. Since the data for
Q = 0 cannot be obtained, the curves of S(Q) vs. Q can then be extrapolated
to Q = 0.
3. The usefulness of this approach is that even with a few number of particles
(e.g. 108), the peak height predictions are accurate for hard spheres and the
low Q region is effectively sampled. The number of S(Q) predictions from the
vector method is limited to only those points at Q values that are multiples of
2π
√
h2+k2+l2
L
. Consequently fewer number of S(Q) predictions are made using
the vector MC method. Nonetheless this approach is the most stable and takes
the same time to evaluate the structure factors as the scalar method described
in the previous section.
4. This technique can suffer from statistical variations, which can be reduced by
running the simulations for larger number of particle configurations and rear-
rangements.
To summarize, the scalar method provides a greater number of wave vector points
than the vector method, and good over all agreement. In the low Q region the vector
method is shown to have less oscillations than the scalar method. Consequently the
vector method is used to predict the data of isotropic scattering coefficients from
experimental FDPM measurements.
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Fig. 23.: Structure factors S(Q) versus Qσ, predicted from MC vector method (sym-
bols) and hard sphere PY model (lines) versus the product of Qσ for monodisperse
spheres at volume fractions of φ = 0.18(circles) and φ = 0.27 (squares).
2. Structure Factor evaluation from Ornstein Zernike Equation
The Ornstein Zernike equation is written in terms of the direct correlation function
c(r) and the total correlation function h(r),
h(r)− c(r) = n
∫
dr′c(| r − r′ |)h(r′) (4.17)
where n is the particle number density. The above equation is solved along with
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closure expressions of (PY) and (HNC) which are written as
c(r) = (1 + γ(r))(exp(−βφ(r))− 1) Percus Y evick (4.18)
c(r) = exp(−βφ(r) + γ(r))− γ(r)− 1 Hypernetted Chain (4.19)
where, γ(r) = h(r)− c(r); φ(r) is the interaction potential
The procedure used to solve the above OZ equation for various closure expressions
is that of Gillan [55].
1. The space is discretized into a finite mesh along the radial direction and the
initial estimate for the function γ(r) is used to generate the direct correlation
function c(r) from the closure expressions. The three dimensional Fourier trans-
form of c(r) is then taken [65] and inserted into the OZ equation, to obtain the
Fourier transform of γ(r).
γ˜(k) =
nc˜(k)2
1− nc˜(k) (4.20)
The output can be transformed back to obtain the value of γ
′
(r). The initial
estimate of γi is decomposed into coarse and fine parts. This is achieved by
means of a choice of basis functions to represent the coarse part. In this work,
roof functions have been employed to represent the coarse part of the initial
guess for γ(r). The decomposition of γ in the discrete form is done in the
following manner
γi =
∑
α
aαP
i
α +△γi (4.21)
where
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∑
i
P iα△γi = 0∀α (4.22)
2. The discrete equations must be solved so that after a Newton Raphson cycle,
the estimate obtained is γ
′
γ
′
i =
∑
α
a
′
αP
i
α +△γ
′
i (4.23)
If γ
′
is the exact solution, then
dα ≡ aα − a′α (4.24)
and
△γ′i = △γi (4.25)
For an arbitrary △γi the last equation may not be satisfied and instead, the
set of aα must be sought which satisfies the difference in the values. This set
of values can be found using a Newton Raphson (NR) scheme. From the old
estimate of aα a new estimate a¯α is obtained
a¯α = aα −
∑
β
(J−1)αβdβ (4.26)
where dβ are the differences defined by equation 4.24, and the Jacobian matrix
is
Jαβ =
∂dα
∂aβ
(4.27)
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3. A closure expression like the Percus Yevick equation in the discrete form can
be written as
ci = (1 + γi)(exp(−βφi)− 1) (4.28)
and in fourier space the above equation is transformed as
c˜j =
4πδr
kj
N−1∑
i=1
ricisinkjri (4.29)
γ˜j =
nc˜2j
1− nc˜j (4.30)
γ
′
i =
δk
2π2ri
N/2−1∑
j=1
kjsinkjriγ˜j (4.31)
where
ri = iδr, kj =
2πj
Nδr
(4.32)
For the HNC equation, (4.28) is replaced by
ci = (1 + γi)(exp(−βφi)− 1) (4.33)
4. The Jacobian matrix Jαβ is defined by equation(4.27). The definition of dα
provides the expression
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Jαβ = δαβ − ∂a
′
α
∂aβ
(4.34)
= δαβ −
∑
i
∂a
′
α
∂γi
.
∂γi
∂aβ
(4.35)
= δαβ −
∑
ij
Qiα
∂γ
′
i
∂γj
P jβ (4.36)
An expression for
∂γ
′
i
∂γj
can be obtained using the relation
∂γ
′
i
∂γj
=
N
2
−1∑
m=0
∂γ
′
i
∂γ˜m
.
∂γ˜m
∂c˜m
.
∂c˜m
∂cj
.
∂cj
∂γj
(4.37)
By inserting expressions for the four factors in equation (4.37), the results for
the PY case are
∂γ
′
i
∂γj
= (
δrrj
πri
)(exp(−βφj)− 1)(Di−j −Di+j) (4.38)
for i 6= 0, where
Dl = δk
N
2
−1∑
m=0
coskmrl(
2nc˜m
1− nc˜m + (
nc˜m
1− nc˜m )
2) (4.39)
For the special case i = 0, the expression is
∂γ
′
0
∂γj
= (
2δrrj
π
)(exp(−βφj)− 1)Ej (4.40)
where
Ej = δk
N
2
−1∑
m=0
kmsinkmrj(
2nc˜m
1− nc˜m + (
nc˜m
1− nc˜m )
2) (4.41)
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For the HNC case there is only a difference in the replacement of exp(−βφj)−1
by exp(−βφj + γj) in equations (4.38) and (4.40).
5. The direct correlation function values can be obtained from the closure ex-
pressions of (4.28) and (4.33), by solving for the unknown γi iteratively, while
reducing the errors defined below
• Coarse part refinement: Newton Raphson Cycle (Finding coefficients of
the first term of Eqn. (4.21))
error1 =
√
(aα − a′α)2 (4.42)
• Fine part refinement: Picard Iteration Cycle to approximately 10e−8(Second
term of Eqn. (4.21))
error2 =
√
(△γi −△γ′i)2 (4.43)
6. Subsequently, after obtaining the direct correlation function values at discrete
points ci, the structure factor can be determined from the Fourier transform of
the direct correlation function, c(k), by the following expression
S(k) =
1
1− ρc(k) (4.44)
The above method is illustrated in Figure (24) in the form of a flow diagram
adapted from Gillan’s work.
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E. Numerical methods of calculating the structure factor
(Bidisperse Case)
1. Monte Carlo simulations
a. Structure factor from Monte Carlo simulations: Scalar method
We have extended the definitions provided by Egelstaff et al. for a monodisperse
system of particles to find the partial static structure factors for a bidisperse mixture.
[59–61] For a bidisperse mixture the equations can be modified to write the expressions
for structure factors as
Xk(Q, rij) =
1√
NiNj
Ni∑
i=1
Nj∑
j=1
[
sin(Qrij)
Qrij
]
△ijk(R) (4.45)
SNij (Q,R) = X¯(Q,R)−
4
3
πρijR
3u(QR) (4.46)
where the density ρij =
√
Ni∗Nj
L3
. Here Ni and Nj are the number of particles of type i
and j. In the second term u(QR) ≡ 3
x3
(sinx− xcosx) = 3
x
j1(x), in which j1(x) is the
spherical Bessel function. This method provides a good comparison for the partial
structure factors over the entire Q range, except for low Q values where only the
vector method is found to be stable. Also, the number of Q values that are available
by the use of this method are not limited as in the case of the vector method, making
it useful for a general comparison.
Figure (25) depicts the results obtained from Monte Carlo scalar method simu-
lations and Percus Yevick hard sphere analytical results.
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Fig. 25.: Bidisperse partial static structure factors for hard spheres. S11 represents
contributions to interactions between small spheres,S22 represents contributions to
interactions between large spheres and S12 represent interactions between small and
large spheres. Points are Monte Carlo results (scalar method) and lines are hard
sphere PY model. Here N is the total number of particles in the simulation box;
xnum = 0.437 is the number ratio of the larger diameter particles; α =
σs
σl
is the ratio
of the smaller diameter particle to the larger diameter particles and φ = 0.27 is the
volume fraction of the particles in the simulation box. MCV refers to Monte Carlo
Vector method and PYHS refers to Percus Yevick Hard sphere results.
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b. Structure factor from Monte Carlo simulations: Vector method
The vector method was developed by Frenkel et al. [64]. The partial structure factors
can be obtained by direct Fourier transformation of the particle positions within the
simulation box. The partial structure factors are obtained by the following expressions
Sij =
1√
NiNj
〈
Ni∑
i=1
Nj∑
j=1
eiQ.(ri−rj)〉 (4.47)
where Q is the wave vector, Ni and Nj are the number of particles of type i,j and ri, rj
are the vector positions of the i,j particles during the simulation. The magnitude of
the wave vector depends upon the length of the simulation box and can be computed
as,
| Q |= 2πp
√
h2+k2+l2
L
p = 1,2,3...;L = Length of simulation box
where h,k,l are the indices of the reciprocal lattice vectors and are described in
the figure.
c. Comments on Binary structure factors from Monte Carlo simulations (Vector and
Scalar methods)
In all the Monte Carlo simulations the potential is truncated to half the length of
the simulation box. The particles do not penetrate each other, and we have not
considered attractive potential energy terms when defining the potential.
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We have obtained structure factors for the case of purely hard sphere mixtures
and have found them to be in good agreement with those obtained from analytical
solutions in the Percus-Yevick closure by Ashcroft et al. [62] After verification of the
simulation programs for hard spheres with available analytical model for hard spheres,
charged particles were placed in the simulation box interacting with each other via
the binary Yukawa potential model. The ionic strength of the dispersion medium
determined the Debye Huckel parameter κ and hence the screening length κ−1. The
Debye Huckel parameter is calculated as κ =
√P
i niz
2
i e
2
ǫoǫkBT
, where, ni is the number of
ions; zi is the charge on the ions; e is the electronic charge; ǫo is the dielectric constant
of vacuum; ǫ is the relative permittivity; kB is the Boltzmann’s constant; and T is
the temperature. The simulations were carried out for the mixtures of particles, with
different charges and ionic strengths of the surrounding medium was changed.
Figure (26) shows the comparison of Monte Carlo simulations of bidisperse struc-
ture factors for the hard sphere potential with the Percus Yevick hard sphere structure
factor model. The method of simulations here is the vector method. Good agreement
is found with the analytical results and stable solutions are found in the low Q region.
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Fig. 26.: Bidisperse partial static structure factors for hard spheres. S11 represents
contributions to interactions between small spheres, S22 represents contribution to
interactions between large spheres and S12 represent interactions between small and
large spheres. Points are Monte Carlo results (vector method) and lines are hard
sphere Percus- Yevick model predictions. Here N is the total number of particles in
the simulation box; xnum = 0.437 is the number ratio of the larger diameter particles;
α = σs
σl
is the ratio of the smaller diameter particle to the larger diameter particles and
φ = 0.27 is the volume fraction of the particles in the simulation box. MCV refers to
Monte Carlo Vector method and PYHS refers to Percus Yevick Hard sphere results.
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2. Binary structure factors from the Ornstein Zernike Equation
The OZ equation for a mixture can be represented as [55, 66, 67]
hpq(r)− cpq(r) =
m∑
k=1
ρk
∫
cpk(| s |)hkq(| r − s |)ds (4.48)
where m is the number of species in the mixture; ρk is the number density of the k
th
species of the mixture.
The indirect correlation function can be written as a summation of the direct
correlation function and the total correlation function
hpq(r) = cpq(r) + γpq(r) (4.49)
The closure relationships can be written for a mixture as
1. Percus Yevick Closure
cpq = (1 + γpq(r))(exp(−βupq(r))− 1) (4.50)
2. Hypernetted Chain Closure
cpq = exp[−βupq(r) + γpq(r)]− γpq(r)− 1 (4.51)
To solve the equations numerically the indirect correlation function γpq(r) is divided
as previously described for the monodisperse case, into two terms
γpq(r) = γ
c
pq(r) +△γpq(r) (4.52)
where △γpq(r) is the fine part solved by Picard iterations and γcpq(r) is the coarse
part solved by the Newton Raphson method. The coarse part can be represented in
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terms of orthogonal basis functions in the following form
γcpq(r) =
∑
α
aαpqP
α
pq(r). (4.53)
The orthogonal functions used in the above expansion are roof functions. The OZ
equation (4.48) can be changed into a simple algebraic equation by Fourier transform.
The Fourier transforms of hpq(r) and cpq(r) are given by h˜pq(r) and c˜pq(r) respectively.
The OZ equations in the Fourier domain for a mixture are written as
h˜pq(s)− c˜pq(s) =
m∑
k=1
ρkc˜qk(s)h˜kp(s). (4.54)
Using equation (4.50), the Fourier transform of the indirect correlation function
can be written as
γ˜pq(s) =
m∑
k=1
ρkc˜pk(s)(c˜kq(s) + γ˜kq(s)). (4.55)
For a binary mixture, solving the Fourier transformed equations leads to three explicit
expressions for the indirect correlation functions, namely γ˜11(s), γ˜12(s), and γ˜22(s).
Similar expressions can be obtained for ternary and higher order mixtures .
The Fourier transformed indirect correlation functions solved for in terms of the
Fourier transformed direct correlation functions can be written as
γ˜12 =
ρ1c˜11c˜12 + ρ2c˜12c˜22 + ρ1ρ2(c˜
3
12 − c˜11c˜12c˜22)
(1− ρ1c˜11)(1− ρ2c˜22)− ρ1ρ2c˜212
(4.56)
γ˜11 =
ρ1c˜
2
11 + ρ2c˜
2
12 +
ρ2c˜12(ρ1c˜11c˜12+ρ2c˜12c˜22+ρ1ρ2(c˜312−c˜11c˜12c˜22))
(1−ρ1c˜11)(1−ρ2 c˜22)−ρ1ρ2c˜212
1− ρ1c˜11 (4.57)
γ˜22 =
ρ1c˜
2
12 + ρ2c˜
2
22 +
ρ1c˜12(ρ1 c˜11c˜12+ρ2c˜12c˜22+ρ1ρ2(c˜312−c˜11c˜12c˜22))
(1−ρ1c˜11)(1−ρ2 c˜22)−ρ1ρ2c˜212
1− ρ2c˜22 . (4.58)
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a. Methodology of OZ Numerical Calculation: Bidisperse
The method described below is adapted from Lotfollahi et al. [66]
1. The indirect correlation functions are decomposed into fine and coarse parts us-
ing the set of orthogonal basis functions P αpq(r) and the conjugate basis functions
Qαpq(r), as:
γpq(r) =
∑
α
aαpqP
α
pq(r) +△γpq(r) (4.59)
2. The radial distance r is divided into N division as ri = iδr where δr is the step
size of the interval and the initial estimates of γipq are generated by the method
of Lloyd [68]. The coefficients of the basis functions are, aαpq, and are calculated
by the following equation:
aαpq =
∑
i
(Qαpq)iγ
i
pq (4.60)
where linear combinations of the P αpq(r) are Q
α
pq(r)
Qαpq(r) =
∑
β
Bαβpq P
β
pq(r) (4.61)
where Bαβpq are the components of the inverse of the symmetric positive definite
matrix Rαβpq defined as
Rαβpq = P
α
pq.P
β
pq. (4.62)
3. The direct correlation functions, cipq are calculated from the initial guess of γ
i
pq
by substituting in the closure equations, and the Fourier transfom of cipq can be
obtained as
c˜jpq =
4πδr
kj
N
2
−1∑
p=1
risinkjric
i
pq (4.63)
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where kj =
2πj
Nδr
. The fourier transforms c˜jpq are inserted in the expressions
obtained for the Fourier transforms of γipq i.e. γ˜
j
pq. The iterations are carried out
in a manner similar to the monodisperse case by solving for the new estimates of
the coefficients aαpq, by using the Newton Raphson scheme and Picard iterations
to find the fine part defined by △γpq(r). Jacobian calculations are similar to
the monodisperse case and can be defined for both the PY and HNC closure
expressions.
4. The new values of γipq are compared with previous values, by using the inverse
Fourier transform of γ˜jpq with the expansion:
γi
′
pq =
δk
2π2ri
N
2
−1∑
j=1
kjsinkjriγ˜
j
pq. (4.64)
New expansion coefficients aα
′
pq are evaluated using the above values of γ
i
′
pq.
5. The error, Error 1, compares two successive values of aαpq and a
α
′
pq and can be
calculated by the following equation:
Error1 =
√√√√ m∑
p=1
m∑
q=1
∑
α
| aαpq − aα
′
pq |
2
(4.65)
If the Error 1 is less than the errors limit (1˜0−6 ), △γ′pq is calculated by the
equation (4.67), and the calculation is continued from step 6. Otherwise the
new estimate of aαpq are calculated by the Newton Raphson method,
a¯αpq = a
α
pq −
∑
β
(J−1pq )αβd
β
pq (4.66)
where Jpq is the matrix Jacobian evaluated at the old estimate and the calcu-
lations are continued from step 3.
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6. The error, Error 2, compares the values of △γi′pq and △γipq obtained from two
successive iteration calculations,
Error2 =
√√√√ m∑
p=1
m∑
q=1
∑
i
△γi′pq −△γipq (4.67)
On completion of the iterations for obtaining a fixed value of error the structure
factors are obtained from the fourier transforms of the direct correlation functions
from the definitions of Ashcroft et al. The definitions for the partial structure factors
are given by
S11(k) =
(
1− n1C11(k)− n1n2C212(k)
1− n2C22(k)
)−1
(4.68)
S22(k) =
(
1− n2C22(k)− n1n2C212(k)
1− n1C11(k)
)−1
(4.69)
S12(k) = (n1n2)
1
2C12(k)([1− n1C11(k)]× [1− n2C22(k)]− n1n2C212(k))−1. (4.70)
F. Summary
This chapter summarizes the various techniques available to calculate the static struc-
ture factor from analytical methods, numerical computations and simulations. The
analytical methods are most convenient to use, and sought for. But the lack of
accurate analytical models for nonlinear closures, leads us to investigate numerical
methods. The solution of the OZ equations and Monte Carlo simulations provide us
with accurate structure factors which have less oscillations in the low Q region. These
calculations have enabled us to obtain the structure factors for bidisperse mixtures
which can be extended to obtain the solution for polydisperse mixtures of particles.
The next chapter presents the materials and methods used in this investigation,
namely the samples are described, their characterization is done and the instruments
used to make FDPM measurements are described.
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CHAPTER V
METHODS AND MATERIALS
A. FDPM instrumentation
FDPM measurements were made at seven different wavelengths, 488, 514, 568, 650,
687, 785, and 828 nm using both external modulation of laser light and direct modula-
tion of laser diodes, for particle size inversion. The measurements for understanding
the electrostatic interactions in the monodisperse and bidisperse dispersions, were
carried out at four wavelengths of 660, 685, 785 and 828nm. While the details of
FDPM instrumentation and method have been presented elsewhere [45, 69], a brief
description of both approaches is presented here.
Figure 27 is a schematic of the setup utilizing direct modulation of laser diodes to
gather FDPM data at 650 through 828 nm. As shown, a laser diode (650 nm TOLD
9442M, Thorlabs, Newton, NJ; 660 nm Mitsubishi Electric Corp, Type 101J8-01; 687
nm HL 6738MG, Thorlabs, Newton, NJ; 785 nm DL7140-201) was modulated with a
radio frequency (RF) signal (Marconi Instruments Signal Generator 2022A, Mountain
View, CA) to produce an intensity-modulated light at modulation frequency, ω. The
beam was split to produce reference and sample beams. The reference beam was
sent directly to a photomultiplier tube (PMT, Model H6573, Hamamatsu, Japan)
for assessment of incident modulated light. The sample beam was delivered to the
polystyrene suspension via an optical fiber (1000m FT -1.0 -EMT, ThorLabs, Inc.
Newton, NJ). Another fiber located at a distance r, from the source fiber was used
to collect the diffused light and deliver it to the sample PMT. Both PMT’s were gain
modulated with another RF signal at a modulation frequency of ω + ∆ω generated
from a second slave generator (Marconi Instruments Signal Generator 2022A), which
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was phase locked with the master signal generator by a 10 MHz signal. The signals at
the reference and sample PMT’s were mixed with the RF from the slave generator to
give output signals at frequency ∆ω. The signals were amplified by transimpedance
amplifiers and then acquired using an internally authored Labview program, which
retrieves the phase differences between the reference and sample beams, as well as
their amplitudes.
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Fig. 27.: Frequency domain photon migration measurement using a laser diode set up.
Here direct modulation of the laser diode is possible and the wavelengths obtained
using this set up are 650,660,685,687,785 and 828nm.
To collect data at lower wavelengths (488, 514, and 568 nm), light from an Argon-
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Krypton laser (Model 643R-AP-A01, Melles Griot, Barloworld Scientific, Carlsbad,
CA) was modulated externally with an electro-optic modulator (Model 350-160,
ConOptics, Danbury, CT) as shown in Figure 28. An additional amplifier (Model
3100LA, ENI, Rochester, NY) was also required to amplify the RF signal from the
signal generator to the modulator. For both the apparatuses described above, data
was collected as the distance, r between collected and incident light, varied from 3 to
15 mm at modulation frequencies ranging from 70 to 90 MHz. From values of DC
and PS, values of µ
′
s and µa were obtained.
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Fig. 28.: Frequency domain photon migration measurement using an argon krypton
laser set up. Here external modulation of the laser light is required and the wave-
lengths obtained using this set up are 488,514 and 568nm.
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B. Materials
Samples were prepared from two polystyrene solutions of 143 nm and 223 nm diame-
ter particles, from DOW Chemical Company. The solutions were dialyzed to remove
residual surfactants and salts arising from the manufacturing process and then char-
acterized using dynamic light scattering (DLS, Zetasizer 3000, Malvern Instruments,
U.K.) to obtain the mean particle size, spread of the distribution, and the polydisper-
sity. Table II lists the results. The solids volume fractions of the dialyzed suspensions
were determined by evaporation measurements conducted at 800 C. The density of
polystyrene used in the calculations is 1.0549gm/cm3.
Particle size inversion required the colloidal dispersions to mimick hard sphere
like interactions among the particles. The salt content in the dispersions was kept
high to disallow any repulsive forces arising from electrostatic interactions. From
each dialyzed suspension of the two particle sizes, 100 ml volumes at particle volume
fractions of 0.03, 0.10, 0.18, and 0.27 were prepared by dilution with deionized water
and sodium chloride in order to achieve ionic strengths of 120 mM of NaCl.
Electrostatic interactions were made significant for another study of monodis-
perse and bidisperse dense dispersions. The dialyzed polystyrene was completely
deionized using an ion exchange resin(Bio Rad AG 501-X8 Resin 20-50 mesh, Bio-Rad
Laboratories, CA) which removed all traces of salt and surfactants. The dispersions
showed a marked change in color (iridescence) after deionization exhibiting crystal
like order among the dispersions. The completely dialyzed and deionized dispersions
at high volume fraction were then diluted to the desired volume fraction with deion-
ized water (obtained from Millipure). For a particular volume fraction a bulk sample
was diluted to provide consistency among the samples. The ionic strength was var-
ied by using a high ionic strength solution of sodium chloride (200mM). Drops of
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the high ionic strength solution were added into polystyrene sample volumes (60 ∼
70ml) to bring them up to the desired ionic strength, by using a 1ml syringe. The
ionic strengths investigated were 0.5,1,2,3, and 4mM. The volume fractions of the
dispersions investigated were 0.24,0.22, 0.18, and 0.15.
C. Dynamic light scattering measurements
The particle size of the dispersions was measured with the aid of dynamic light scat-
tering measurements(Malvern Zetasizer 3000HSA) (Table II). A small amount of
extremely dilute polystyrene solution (φ < 0.1%) with some amount of salt solution
was put into a transparent cuvette and the measurement sequence was run for ap-
proximately ten runs. The polydispersity and the mean size was obtained from the
average of the runs.
Table II.: Characterization results of polystyrene lattices using dynamic light scat-
tering
Suspension Mean(nm) Spread(nm) polydispersity(%)
Dow 755 223.6 ± 3.6 32.4 ± 15.2 14.5
Dow 788 143.6 ± 3.7 35.0 ± 7.2 24.4
83
D. Charge titration
The intrinsic particle charge of a colloidal particle can be determined by the techniques
of conductometric and potentiometric titration methods.( [70], [71], [72] & [73]) The
latex sample was completely dialyzed against deionized water. The dialyzed latex
was then cleaned [74] with an ion exchange resin, which replaced the cations with
hydrogen ions and anions with hydroxyl ions. A known concentration of latex was
then titrated against a known strength (10mM and 100mM in this study) of sodium
hydroxide (NaOH). The conductivity of the latex was monitored using a titration
controller (Fisher, Accumet Model 150).
The sodium ions from the alkali replace the hydrogen ions from the surface of
the particles. Figure(29) illustrates the principle of removal of hydrogen ions from
the surface of the particle and replacement with sodium ions.
SO3H
−
SO3H
−
+ H+
NaOH
SO3H
− + Na+
SO3H
− + Na+
+ H2O
Fig. 29.: Titration of the latex dispersion with sodium hydroxide leads to a release
of hydrogen ions in the dispersion.
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The cations have a lesser mobility than hydrogen ions, which leads to a reduction
of the conductivity of the dispersion when sodium hydroxide is added to it, as the
hydrogen ions continually combine with the hydroxyl ions to form water. The buildup
of sodium ions in the medium after the particles have combined with the sodium
ions, leads to an increase in the conductivity of the dispersion. The point where the
conductivity is a minimum is referred to as the equilibrium point. At this point the
amount of titrant used is then used to calculate the number of ions displaced from
the particles in the medium. The number of ions displaced is used to calculate the
charge on the particles with Eqn. 5.1.
Figures 30 and 31 provide the conductometric titration measurements of con-
ductivity versus the volume of sodium hydroxide added to the polystyrene latex dis-
persion for the lattices. The strengths of sodium hydroxide solutions used are 10mM
and 100mM respectively. The charges on the particles and their charge densities are
calculated using the titration data and are provided in Table III.
Table III.: Charge determination from conductometric titration measurements
Latex Strength of NaOH Zp (e
−s) Charge Density(µC/cm2)
788 10mM 1.324 × 105 32.5
100mM 1.324 × 105 32.5
755 10mM 4.5319 × 104 4.5189
100mM (1) 5.4382 × 104 5.423
100mM (2) 5.4382 × 104 5.423
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Fig. 30.: Conductometric titration measurements of Dow 788 with 10mM NaOH
and 100mM NaOH solutions. The volume fraction φ = 0.057 and diameter σ =
144nm. Square symbols are the points at which conductivity is measured and lines
are connecting the square symbols.
86
0 5 10 15
50
60
70
80
90
100
Volume of NaOH (ml)
Co
nd
uc
tiv
ity
(µ
S/
cm
)
σ = 226nm,φ = 0.09,10mM NaOH
(a) 10mM NaOH
14.5 14.6 14.7 14.8 14.9 15 15.1 15.2 15.3 15.4 15.5
55
60
65
70
75
80
85
Volume of NaOH (ml)
Co
nd
uc
tiv
ity
(µ
S/
cm
)
σ = 226nm,φ = 0.08,100mM NaOH
(b) 100mM NaOH
15.5 15.6 15.7 15.8 15.9 16 16.1 16.2 16.3 16.4 16.5
55
60
65
70
75
80
85
90
Volume of NaOH (ml)
Co
nd
uc
tiv
ity
(µ
S/
cm
)
σ = 226nm,φ = 0.08,100mM NaOH
(c) 100mM NaOH
Fig. 31.: Conductometric titration measurements of Dow 755 with 10mM NaOH and
100mM NaOH solutions. The volume fraction φ = 0.08, 0.09 and diameter σ =
226nm. Square symbols are the points at which conductivity is measured and lines
are connecting the square symbols.
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The charge on the particles can be calculated using the number of ions displaced
by titration with sodium hydroxide. The charge on the particle is given by
Zp =
NAVNaOHCNaOHπσ
3
6V φ× 10−6 (5.1)
where NA is the avogadro’s number; VNaOH is the volume of base used; CNaOH is the
strength of the base used for the study; V is the volume of latex used in the study; φ
is the volume fraction of the dispersion used for the titration.
The charge density is calculated as
σc =
Zpeo × 10−4
πσ2
C/cm2 (5.2)
The particle charge value is used to calculate the effective charge value on the
particle using the method described in chapter VII.
E. Zeta potential measurements
The counter ions in the solution of the dispersion, i.e. the hydrogen ions, arrange
themselves around the particle. A layer of ions is formed close to the surface of the
particles, and is called the Stern layer. Beyond the Stern layer there is a cloud of
counterions, which is called the diffuse layer. The plane at which the diffuse and Stern
layers can be demarcated is called the shear plane. The potential difference between
this shear plane and the bulk is called the zeta potential, and can be used to obtain
a rough estimate of the charge on the particle. Figure(32) illustrates the concept of
a charged particle surrounded by counterions, the formation of a stern layer and the
difference in potentials of the surface of the particle and the bulk.
88
STERN LAYER SHEAR PLANE
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Fig. 32.: Negatively charged particle surrounded by positive counterions.
The zeta potential of the particles is obtained by putting a dilute solution of
polystyrene particles at some ionic strength through an electrophoresis cell (Malvern
Zetasizer 3000HSA), in which an electric field is applied to the dilute solution and the
particles move under the influence of the electric field. The velocity of the particles is
measured with laser doppler velocimetry, and is used to determine the zeta potential
of the particle.
The electrophoretic mobility, U, is defined as the ratio of the velocity of the
particle, v, to the externally applied electric field, E, by the relation U = v
E
. The
measured mobility can be related to the zeta potential, ζ , by the relation:
ζ =
ηvF
Eσǫ0
(5.3)
where η and ǫ0 are the viscosity and electric permittivity of the solvent respectively. F
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is a constant, of 1.5 which is valid for the Smoluchowski approximation, and when the
thickness of the double layer is less than the diameter of the particle. This condition is
met when κσ/2 > 1, where κ =
√P
i niz
2
i e
2
ǫoǫkBT
is the Debye Huckel parameter. The double
layer thickness depends upon the ionic strength of the medium or the concentration of
smaller ions only. In the D-H parameter ni is the number of ions; zi is the charge on
individual ions; e is the electronic charge; ǫo is the dielectric permittivity of vacuum;
ǫ is the relative permittivity of the dielectric medium; kB is the Boltzmann constant;
and T is the temperature. The Debye-Huckel approximation is used when the double
layer is thick and the surface potential is less i.e. κσ/2 < 1,
The zeta potential of the particles was measured from Malvern Instruments Ze-
tasizer and the zeta potential values for the two particles are provided in Table IV.
Table IV.: Zeta potential measurements and charge calculation Zp (eqn 5.1) of the
two lattices used in the experiment
Latex Zeta potential (mV) Zp (e
−s)
Dow 788(1mM NaCl) 74.5 4446
Dow 755(1mM NaCl) 58.0 2482
F. Summary
This chapter provides the materials and methods used to determine particle size dis-
tributions from multiply scattering colloids and to understand the behavior of colloids
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with variation of electrostatic interactions within the medium. The particle size dis-
tributions were obtained from a commercial instrument for a very low concentration of
the particles. The charges on the particle were determined from conductometric titra-
tion measurements and from zeta potential measurements. A brief overview of the
instrumentation used to analyze dense colloidal dispersions is given, and the experi-
mental technique frequency domain photon migration is presented. In the following
chapter, the particle size distribution obtained from dense colloidal dispersions using
multiwavelength frequency domain photon migration measurements is presented.
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CHAPTER VI
INVERSION OF EXPERIMENTAL DATA TO OBTAIN PARTICLE SIZE∗
A. Objective
Characterization of dense polydisperse suspensions of mean diameters 143 and 226 nm
and volume fractions ranging from 0.03 to 0.27 was conducted using time-dependent
measurement of multiply scattered light. Frequency-domain photon migration mea-
surements of isotropic scattering coefficients at wavelengths between 488 and 828 nm
were found to agree with those predicted from the Mie theory and the polydisperse
hard sphere Percus-Yevick model. The wavelength dependent isotropic scattering
data were then used to successfully recover the particle size distribution and volume
fraction of the suspensions, by minimizing a nonlinear least squares problem. The
mean particle size and volume fractions were recovered within an error range of 0 -
15.53% and 0 - 24% respectively, when compared with dynamic light scattering re-
sults and experimental volume fractions.
Keywords:
Frequency Domain Photon Migration, concentrated suspensions, polydisperse static
structure factor, hard sphere Percus-Yevick approximation, particle sizing, multiple
scattering, nonlinear least squares minimization, Genetic Algorithms.
∗Reprinted with permission from “Particle sizing in dense dispersions with multi-
wavelength photon migration measurements”, by Sarabjyot S. Dali, John Rasmussen,
Yingqing Huang, Ranadhir Roy and Eva M. Sevick-Muraca, 2005, AIChE Journal,
51, 4, 1116-1124. AIChE c©copyright 2005 American Institute of Chemical Engineers
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B. Introduction
Characterization of dense colloidal suspensions via optical or acoustical ensemble
scattering techniques may offer the opportunity for non-destructive and non-invasive
process control and product quality measurement [75]. Yet the inverse problem as-
sociated with determining the particle size distribution,f(x), and volume fraction, φ,
is made difficult by the influence of non-random particle orientation, governed pre-
dominantly by volume exclusion effects as well as other forces, such as electrostatic,
depletion, and Van der Waals forces [7]. The structure of dense suspensions impacts
both the static and dynamic scattered fields, requiring one to account for ordering
effects when solving the inverse problems for characterization of dense colloidal sus-
pensions. Table V summarizes the static and dynamic optical ensemble techniques,
their measurements as well as the integral equations which represent their respective
inverse problems for characterizing dilute, and dense suspensions. Since acoustic en-
semble approaches are being increasingly implemented for particle characterization
in industry, they are also included in Table V.
Of the static light scattering measurements, turbidity and angular light scatter-
ing (ALS, also termed diffraction) measurements are restricted to dilute suspensions
that do not multiply scatter light. Since the measurements consist of monitoring the
amount of light scattered out of an optical path, L, dense suspensions which mul-
tiply scatter light back into the path represent invalid turbidity and ALS samples.
While one can alleviate multiple scattering by decreasing the pathlength and/or in-
dex matching, wavelength-dependent turbidity or ALS measurements are typically
not conducted for particle characterization in dense suspensions. Dynamic light scat-
tering (DLS) is similar to turbidity in that it does not account for multiply scattered
light, but instead reflects the collective Brownian motion of the particles that con-
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Table V.: Ensemble methods for particle sizing
Measurement Measured Quantity a priori Fredholm’s Equation References
Method Information
Turbidity(Static) Intensity (I(λ)) n & m − 1
L
ln
h
I(λ)
I0(λ)
i
= µs(λ) = Garcia-Rubio et al. [76]
(Dilute) at θ = 0o =
∞R
0
3Qscat(x,n,λ)
2x
φf(x)dx
ALS(static) Intensity I(λ) at n & m ln
h
I(λ)
I0(λ)
i
∝ qscat(x, n, λ, θ) = H.N.Frock [77, 78]
(Dilute) several θ
Z
Vj
Z
∆θj
xfZ
xi
Nf(x)
dqscat(x, n, λ, θ)
dθ
dxdθdV
DLS (Dynamic) Intensity Fluctuations I(t), solvent viscosity g(2)(τ) = 1 + β | g(1)(τ) |2 Berne & Pecora [30]
(Dilute) to obtain g(2)(τ) g(1)(τ) =
xmaxR
xmin
f(x) exp(−Q2Dτ)dx
(For Concentrated) D(Q) = D0
H(Q)
S(Q)
DWS (Dynamic) Intensity Fluctuations I(t), Cell Geometry, P(s), n, m g(2)(τ) = 1 + β | g(1)(τ) |2 Horne & Davidson [79] ;
(Concentrated) to obtain g(2)(τ) & (point or planar source) g1(τ) ∝
∞R
0
P (s) exp[−2k20D0t [H(q)][S(q)] sl∗ ]ds F. Scheffold [37, 80]
DTS (Static) Transmitted intensity n & m (1 − g)µs(λ) = Kaplan et al. [7]
(Concentrated) I(λ) 3
2
φ
xmaxR
xmin
Qscat(x,n,λ)[1−g(x,n,λ)]
x
f(x)S(q)dx
FDPM (Static) AC, DC and PS of the n & m µ′s(λ) =
piR
0
12φ
k2
∞R
0
f(xi)
x3
i
∞R
0
f(xj)
x3
j
Fi,j(n, xi, xj , λ, θ) Sun et al. [81]
(Concentrated) Photon density wave ×Si,j(n, xi, xj , λ, θ) sin θ(1− cos θ)dxjdxidθ
AS (Static) Attenuation coefficient, α Viscosity, specific heat α(ω) =
∞∫
0
α(ω, x)f(x)dx McClements, D.J. [82]
(Concentrated) & ultrasonic velocity capacity, thermal expansivity & Alba et al. [83]
thermal conductivity & Alexander et al. [84]
n Refractive index of the particle H(q) Hydrodynamic Function
m Refractive index of the medium S(q) Static Structure Factor
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tribute to the decay of the autocorrelation function. From the ensemble measurement
of particle diffusion coefficient, characterization of particle size and volume fraction
may be obtained from the solution of the inverse problem. Index matching, the use
of fiber optics [85, 86], and the use of conventional optical methods to eliminate the
predominant multiply scattered signal [87, 88] may enable DLS characterization of
dense suspensions. Yet again DLS measurements are generally employed for dilute
suspensions. Efforts to eliminate the predominant multiply scattered light for mea-
surement of the small component of singly scattered light are done at the expense of
signal to noise ratio (SNR) for both DLS and ALS measurements.
In contrast, diffuse transmission (DTS) and diffuse wave spectroscopy (DWS)
entail respective static and dynamic measurements of multiply scattered light and
therefore are predisposed to dense colloidal suspensions. Diffuse transmission mea-
surement consists of determining the isotropic scattering coefficient as a function
of wavelength and then inverting for suspension characterization [40]. Diffuse wave
spectroscopy [37] measures the fluctuation of multiply scattered light arising from
the collective Brownian motion of the particles in colloids and depends upon a priori
information of the optical properties for prediction of the distribution of pathlengths
traveled by photons in order to determine the ensemble particle diffusion coefficient,
and from the inverse solution, size information.
Wavelength dependent, time-resolved diffuse transmission and reflectance mea-
surements are the subject of this contribution and can be accomplished in either time-
or frequency-domains [81, 89, 90]. In simple terms, time-dependent techniques mea-
sure the distribution of photon times-of-flight in order to determine the absorption
and isotropic scattering coefficients of multiply scattering, dense suspensions with ac-
curacy and precision [91]. While time-resolved diffuse measurements have temporal
resolution of photon transport on the order of pico- to nano- seconds, dynamic mea-
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surements assess particle motion on the order of microseconds to milliseconds. Few
dynamic time-resolved measurements have been attempted [92] and to date, there
have been no static measurements of wavelength-dependent isotropic scattering for
characterization of dense colloidal suspensions. Prior work in our research group has
focused upon conducting measurements of isotropic scattering at one wavelength as
a function of known volume fraction in order to extract size and interaction param-
eters. However, for industrial relevancy, multi-wavelength measurements are needed
for non-destructive and non-invasive measurement.
In the following we extend frequency domain photon migration (FDPM) for
multi-wavelength measurements of isotropic scattering in order to demonstrate re-
covery of particle size and volume fraction using a polydisperse hard sphere exclu-
sion model and global and local search routines for nonlinear optimization. Below,
the FDPM approach is first briefly outlined, followed by the Materials and Meth-
ods section which describes the samples, multi-wavelength FDPM measurements and
optimization algorithms employed.
C. Theory and background
Inverse problems are a large class of problems in which the parameters of a model
describing the observed experimental data are determined. Inverse problem theory
is applied in several fields such as geophysics [93–96], inverse radiative transport
theory [97], particle sizing by spectral methods [78], [98] etc.
The theory for the recovery of particle size distribution entails a forward prob-
lem describing the modelling of the experimental data with suitable structure factor
models, and followed by an inversion of the experimental data to recover the particle
size distribution using an assumed gaussian form for the distribution. Previously, fre-
96
quency domain photon migration methods have been used to obtain the particle size
distribution from the monodisperse, bidisperse [99] and polydisperse [81] dispersions
by Sun et al., Jiang et al. and Balgi et al. [100], [101], [102]
A most general way of inverting the particle size distribution using basis functions
to represent the particle size distribution f(x), with attached weights to the basis
functions, was developed by Sun et al. [89] In this algorithm the forward problem
was created as a linear problem from which the particle size distribution and the
volume fraction were obtained by using Tikhonov regularization techniques and the
regularization parameter was obtained by the L-Curve method. His work also provides
a review of several such methods using tikhonov regularization to obtain the particle
size distribution.
Although the previous techniques have been able to recover the particle size
distribution accurately, the most general approach is of recovery of the particle size
distribution with a polydisperse static structure factor model, which Sun et al. have
used, but with known volume fractions of the dispersions, and a local minimization
algorithm. Here we provide a detailed analysis using a Percus Yevick hard sphere
polydisperse static structure factor model and recover the mean size and the stan-
dard deviation of the assumed gaussian distribution of particle size, by using genetic
algorithms [103], [104] which help determine a global optimum of the minimization
problem. Also, the experimental data used in this study is multiwavelength data,
which spans the structure factor. The volume fraction is kept unknown and is deter-
mined along with the other parameter from the inversion algorithms.
1. FDPM theory
The theory for FDPM has been described earlier in chapter V as materials and meth-
ods. In this study seven wavelengths are used, 488, 514, 568,(Argon krypton gas laser)
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650, 687, 785, and 828(diode lasers)nm respectively. The experimental procedure is
illustrated in the Figure 33.
2. Forward problem
The elastic wavelength-dependent isotropic scattering coefficient, µ′s, of a concen-
trated colloidal suspension is dependent upon individual particle scattering efficiencies
as well as their correlated position as indicated by the following integral equation:
µ′s(λ) =
π∫
0
12φ
k2
∞∫
0
f(xi)
x3i
∞∫
0
f(xj)
x3j
Fi,j(q, xi, xj)Si,j(q, xi, xj , φ) sin θ(1−cos θ)dxjdxidθ (6.1)
where Fi,j is the binary form factor evaluated by the Mie scattering as [9]:
Fij(q, xi, xj) = Re(f1,if
∗
1,j + f2,if
∗
2,j) (6.2)
where f1,i and f2,i are the scattering amplitudes in two orthogonal polarization states
arising from a particle with size xi; and the terms f
∗
1,j and f
∗
2,j are the complex
conjugates of f1,i and f2,i respectively, from particle with size xj . The term q is the
scattering vector and is given as 2k sin θ
2
, where k is the wavenumber of the medium
[
2πm
λ
]; m is the refractive index of the surrounding medium; λ is the wavelength of
the incident radiation; θ is the scattering angle; ρ is the total number density of the
particles; xi, xj are the particle diameters; and f(xi) and f(xj) are the volume based
particle size distributions which are assumed to have a known form for the inverse
problem.
The term Sij(q, xi, xj, φ) is the polydisperse partial static structure factor [105] that
accounts for hard-sphere particle interactions within the concentrated suspension of
volume fraction, φ.
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Fig. 33.: Principle of Frequency Domain Photon Migration and data acquisition.
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3. Inverse problem
The inverse problem consists of minimizing either a nonlinear absolute or a relative
least squares difference between experimentally measured isotropic scattering func-
tions and that predicted by Eqn 6.1, in order to retrieve the particle size distribution
parameters and the volume fraction, φ, of the suspension. In this work, we assume
particle size distributions to be Gaussian,
f(x) =
1√
2πσ
exp
(
−(x− X¯)
2
2σ2
)
(6.3)
with X¯ as the mean particle diameter and σ the spread of the distribution.
Alternatively, we also assume a particle distribution of a more general form as
predicted by the Johnson’s SB function [106], which is given as
fSB(x) =
σJ√
2π
[t′(1− t′)]−1 exp
(
−0.5
[
µJ + σJ ln
(
t′
1− t′
)]2)
(6.4)
where t′ = x− xminxmax − xmin and 0 ≤ t ≤ 1. The terms xmax and xmin represent the limits
of particle diameter. Here µJ and σJ are the parameters describing the distribution,
and are the required unknowns.
D. Materials and methods
1. Materials used
Samples were prepared from two polystyrene solutions of 143 nm and 223 nm parti-
cle size, from DOW Chemical Company, as described in Chapter V. The solutions
were dialyzed to remove residual surfactants and salts arising from the manufactur-
ing process and then characterized using dynamic light scattering (DLS, Zetasizer
3000, Malvern Instruments, U.K.) to obtain the mean particle size, spread of the
distribution, and the polydispersity. The solids volume fractions of the dialyzed sus-
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pensions were determined by evaporation measurements conducted at 800 C. From
each dialyzed suspension of the two particle sizes, 100 ml volumes at particle volume
fractions of 0.03, 0.10, 0.18, and 0.27 were prepared by dilution with deionized water
and sodium chloride in order to achieve ionic strengths of 120 mM of NaCl.
2. Optimization procedure
The particle size distributions and volume fraction of the dense colloidal suspen-
sions, were determined by minimizing the absolute and relative squared differences
between experimentally measured isotropic scattering coefficients, µ
′e
s (λ), at each
wavelength and µ
′c
s (λ) or that predicted by Eqn. 6.1 . The three objective func-
tions χ21 =
∑
λi
(µ
′c
s − µ
′e
s )
2, χ22 =
∑
λi
(
µ
′c
s − µ′es
µ′es
)2
, and χ23 =
∑
λi
(
µ
′c
s − µ′es
µ′cs
)2
were
minimized using genetic algorithms and MatLab local search subroutines. Since ge-
netic algorithms render close values to the global optimum, they were used to obtain
initial guesses for local search MatLab algorithms.
Genetic algortithms are a class of evolutionary algorithms, which search the
entire space of feasible solutions, within some given bounds using a random search
technique. The genetic algorithm software coded by Houck, Joines, and Kay [107,
108] was used and implemented in MatLab. The algorithm offers both binary and
floating-point representations of the parameter space. Operators for floating point
representation has been described by Michalewicz [108]. The local search algorithms
used were Fmincon and Lsqnonlin. Fmincon uses sequential quadratic programming
(SQP), and solves a Quadratic Programming (QP) sub problem at each iteration.
Lsqnonlin uses a subspace trust region method based on the interior- reflective trust
region method with bounds placed on the estimates. Bounds considered for the
Gaussian distribution are X¯ [50-1000] nm, σ [5-50] nm and φ [1-40]%. The local search
convergence criteria required no greater than (10−12) absolute change in the estimates
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on the scattering prediction before the final iteration. The inverse problem was solved
for two cases in which (i) φ was assumed known and the distribution parameters (X¯,σ)
were estimated, and (ii) all three parameters were considered unknown i.e. (X¯ , σ,
and φ).
E. Results and discussion
The interactions between the charged particles have been modeled as effective hard
spheres. This is true for the suspending fluid containing 120 mM sodium chloride,
which screened repulsive electrostatic forces. As can be observed from the Figure
34, the hard-sphere Percus-Yevick (HSPY) structure factor model for a polydisperse
system of particles accounts for interparticle interactions and is able to describe the
experimental data well. This validates the use of the HSPY model for concentrated
suspensions.
Tables VI and VII list the final results for minimization assuming a gaussian
distribution, using relative least squares (χ22 & χ
2
3). Least squares functions of χ
2
1
did not perform well as errors are squared and outliers overly influenced the results.
The minimization procedure is significantly affected by the initial guess value of the
mean particle size. Consequently, we find the genetic algortihms provided an efficient
means to provide the first initial guess value for all subsequent local searches.
The parameters of the distribution f(x) obtained from relative least squares
functions predict the mean values closely when compared to that obtained from DLS
measurements of diluted suspensions. As shown in Figure 35 the relative error for
recovery of mean particle size X¯ was between 0 and 15.53% for X¯ = 143.6 nm and
1.83 and 11.90% for X¯ = 223.6 nm. The results for a more general SB distribution
(which can take into account any skewness in the form of the particle size distribution)
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Table VI.: Minimization results for DOW 788 for assumed Gaussian distribution,
X¯ = 143.6 nm & σ = 35.0± 7.2 nm
Function Minimized Volume Fraction Local Algorithm
3 Unknowns
X¯ σ φ residual
0.030 121.30 5.50 0.043 0.007681
0.100 144.42 6.04 0.096 0.003749
χ22 =
∑
λi
(
µ
′c
s − µ
′e
s
µ
′e
s
)2
0.180 142.96 7.87 0.191 0.012318
0.270 156.16 6.26 0.314 0.031741
0.030 121.03 9.61 0.042 0.007752
0.100 140.20 11.51 0.096 0.003740
χ23 =
∑
λi
(
µ
′c
s − µ
′e
s
µ
′c
s
)2
0.180 143.65 10.10 0.178 0.011790
0.270 148.20 13.93 0.346 0.031545
Table VII.: Minimization results for DOW 755 for assumed Gaussian distribution,
X¯ = 223.6nm & σ = 32.4± 15.2nm
Function Minimized Volume Fraction Local Algorithm
3 Unknowns
X¯ σ φ residual
0.030 197.00 23.70 0.298 0.003827
0.100 204.00 24.20 0.960 0.007870
χ22 =
∑
λi
(
µ
′c
s − µ
′e
s
µ
′e
s
)2
0.180 206.95 20.34 0.176 0.010433
0.270 219.37 10.58 0.245 0.001981
0.030 196.88 24.30 0.299 0.003829
0.100 203.84 25.17 0.963 0.007831
χ23 =
∑
λi
(
µ
′c
s − µ
′e
s
µ
′c
s
)2
0.180 206.84 21.89 0.176 0.010353
0.270 219.50 10.35 0.246 0.002017
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Fig. 34.: FDPM (solid points) and model prediction (open symbols connected by
line) for an assumed Gaussian distribution. Error bars represent the standard error
propagated from the measurements. Model prediction used Mie-theory with Hard
Sphere Percus Yevick approximation to predict structure.
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show the same trend for inversion of the data, as shown in figure(36). In addition,
the mean particle size predictions are more accurate for the higher volume fraction
samples (φ > 0.03).
Volume fraction predictions are found to be in good agreement with experimental
volume fractions. The relative error for recovery of particle volume fraction was
between 0.96 and 24% for X¯ = 143.6 nm and 0 and 9.03% for X¯ = 223.6 nm. When
the volume fraction was assumed known, the inversion of data recovered the mean
particle sizes that were accurate.
These observations validate the use of the structure factor model for concentrated
suspensions. It is notable that the mean of the particle size can be determined along
with the volume fractions.
F. Summary
Particle sizing in a dense colloidal suspension using FDPM with multiple wavelengths
is possible by accounting for interaction forces among different sizes of particles.
This has been achieved by using a most general model for polydisperse interacting
systems and finding a global minimum of the optimization problem by first using
genetic algorithms and then using local search algorithms to recover f(x) and φ.
FDPM has proved to be a powerful tool providing multiple wavelength data using a
discrete set of laser diodes and gas lasers, for the inversion problem. Since FDPM has
the ability to make independent measurements of the scattering and the absorption
coefficients in dense multiply scattering systems, common instruments working at
several wavelengths provided by laser diode arrays could be used to determine the
particle sizes at industrially relevant concentrations. This work was supported in part
by the National Science Foundation CTS - 0213280.
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Fig. 35.: Comparison between experiment (dashed) and actual particle size distribu-
tion(solid) assuming a Gaussian distribution.
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Fig. 36.: Comparison between Experimental(dashed) and actual particle size distri-
bution(solid) assuming a Johnson SB distribution.
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CHAPTER VII
MONODISPERSE CHARGED DISPERSIONS
A. Introduction
There are several scattering techniques, such as dynamic light, turbidity, x-ray and
neutron scattering, that can provide analysis of dilute colloidal dispersions but when
the concentration of the colloidal particles increases, multiple scattering of light oc-
curs and the information obtained from single scattering on a particle is “smeared” by
several single scattering events from closely correlated particles. The ionic strength
of the medium determines how the interactions among the particles are tuned and
how they arrange with respect to each other in a dense dispersion. Colloidal particles
carry a native charge and their interactions are mediated by the presence of a dielec-
tric liquid medium. Huang et al. [90, 109–111] conducted FDPM measurements to
understand electrostatic interactions in dense polystyrene dispersions. The dispersion
ionic strength values investigated in their work were 1,5,25,60 and 120mM NaCl eqv.
In their studies, the isotropic scattering coefficients of polystyrene lattices were shown
to be sensititve to changing ionic strengths of the suspending fluid. The work was
limited due to negligible change in the isotropic scattering coefficient at lower ionic
strengths(i.e. 0.5mM - 5mM NaCl). Also in that work, comparisons were provided to
those predicted with the MSA closure of the OZ equation. The current work extends
the previous work, by demonstrating sensitive changes to the isotropic scattering co-
efficient due to small changes in ionic strength values. Experimental results are also
compared with structure factor models obtained using the HNC and the PY closures
described in Chapter IV.
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B. Theory and background
Colloidal dispersions in aqueous or non aqueous media can be imparted with electro-
static stability by making the particles charged, or by means of steric stability when
polymer chains are added to the surface of the particle. Charged particles interact
with each other by means of long ranged repulsive forces and Van der Waals attrac-
tive forces. The balance between these two forces leads to regimes of stability of the
dispersion. [112,113] The study of charged particles arises due to the increasing need
to study (i) the stability and phase behavior of charged particles, and (ii)how the
interaction forces affect the bulk properties of the dispersions. In most experimental
measurements of colloidal dispersions, polymer colloids have been the basis of study
due to the ease of preparing monodisperse charged particles, among which polystyrene
and poly methyl methacrylate (PMMA) is most widely used. Silica particles represent
another class of particles employed in studies found in the literature.
Cebula et al. [114] presented experimental results of neutron scattering on con-
centrated polystyrene colloidal dispersions with charged particles. They changed the
interactions among the particles by changing the electrolyte content in the medium
whereby the highest concentration of particles investigated was φ = 0.14. The maxi-
mum electrolyte content used in their study was 5mM salt concentration. The struc-
ture factors for the monodisperse dispersions were obtained by carrying out experi-
ments at two different volume fractions such that S(Q) = 1 for one of the dispersions.
The structure factor for the higher concentration dispersion was then obtained as a
ratio of intensities multiplied with the reciprocal ratio of volume fractions. Discrep-
ancies were found in the structure factors obtained from measurements and those
predicted from OZ solution with PY closure and Hard sphere potential.
Pusey et al. [115,116] described a study of phase behaviour involving hard spheres
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whereas Auer et al. [117] studied the crystallization of weakly charged colloids by
means of Monte Carlo simulations. They found a reduction in the nucleation barrier
when the strength of repulsion increased and an increase in nucleation rate. Azhar
et al. [118] described phase diagrams of Yukawa fluids by means of extensive Monte
Carlo simulations. Robbins et al. [119] studied the phase diagrams of Yukawa colloids,
with extensive molecular dynamics simulations. They evaluated the order-disorder
phase transitions and compared the FCC-BCC transitions with experiments. Sirota
et al. [120] used a small angle x-ray scattering study to understand the phase diagrams
of charged colloidal particles up to volume fractions of 0.30. Dhont et al. [121] studied
the crystallization of silica colloidal particles with time-resolved static light scattering
techniques. Palberg [122] provides an excellent review on crystallization kinetics of
colloidal particles studied with small angle light scattering and Bragg microscopy.
Ohtsuki et al. [123], [124] studied the dynamical rigidity and viscosity of polystyrene
latexes using a torsional quartz crystal method. The dynamical rigidity was found to
decrease and the viscosity to increase at the order- disorder transition in the colloidal
latex with the addition of salt to the ordered dispersion.
Brunner et al. [125] studied the charge stabilized polystyrene colloid particle pair
interactions in two dimensions by video microscopy, and found that multibody inter-
actions become important as the density of particles increased. The pair interaction
potential was found to be dependent upon the density of particles in the volume
observed with video microscopy.
Hartl et al. [126,127] studied the structure factor of charged colloidal dispersions
using static laser light scattering and approximated their expressions for the structure
factors by using an effective charge calculated using the Poisson Boltzmann Cell
model, for finding the renormalized charge.
Confocal microscopy is also used to study colloidal dispersions [128–134], by fluo-
110
rescent labeling of the colloidal particles and studying the three dimensional positions
of the colloidal particles. Royall et al. [129] obtained coexisting regions of high density
and low density colloidal crystals, and void formation using the technique.
In the following sections, the potential models for interaction are provided, fol-
lowed by models of (discussion of effective charge) colloidal charge renormalization
and the theory for predicting the isotropic scattering coefficient from Mie Scattering
theory. The structure factors are obtained from MC simulations and solution of the
OZ equations, and are then used to predict the experimental data.
1. Potential models for interaction
The charge on the colloidal particles makes them mutually repulsive except for dis-
tances close enough for attractive energies to predominate. The interplay of repulsive
and attractive forces determines the stability of the colloidal dispersion. The potential
energy is determined for various potential models of repulsive and attractive forms.
a. Repulsive forces
1. Yukawa potential
The Yukawa potential is defined to be a hardcore part at the surface of the
particle, where the particles encounter an infinitely repulsive potential when
the particles contact each other. Beyond its surface, a softcore part of the
particle is encountered and the potential falls off exponentially with distance
away from the surface of the particle.
βu(r) =∞ if r < σ
= πǫoǫσ
2ψ2o
e−κ(r−σ)
r
if r > σ
(7.1)
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where κ =
√P
i niz
2
i e
2
ǫoǫkBT
is the Debye Huckel parameter and depends upon the
ionic strength of the medium or the concentration of small ions.
b. Attractive forces
The Van der Waals energy is calculated by the following expression
VA = − A
12
(
1
x2 + 2x
+
1
x2 + 2x+ 1
+ 2ln
(
x2 + 2x
x2 + 2x+ 1
))
(7.2)
where x = h
2a
; h is the distance between the surfaces of the particles; a is the radius
of the particles; and A is the composite Hamaker constant for the particles in the
medium as given by
A = (
√
A11 −
√
A22)
2 (7.3)
with A11 is the Hamaker constant of the particles and A22 that of the medium. [7,135]
A combination of the Van der Waals and Yukawa potential is the most general way
the potential among the particles can be treated. In this study only repulsive forces of
Yukawa type are considered, assuming negligible attractive forces among the particles.
2. Renormalized charge and colloidal stability
Colloidal particles in a dispersion are surrounded by counterions which are in equilib-
rium with the particle surface and ions from the added electrolyte. The interactions
among the particles are therefore due to an effective charge of the particles in the
medium and not due to the native particle charge which could be high. Alexander
et al. [136] introduced the concept of effective charge of the colloidal particles in a
Wigner Seitz cell. The potential at the surface of the cell obtained from Poisson
Boltzmann theory along with the density of counterions surrounding the particles,
is made equal to the potential obtained from Debye-Huckel theory with an effective
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charge value. The effective charge for a particle is found to saturate upon increas-
ing the native charge on the particle. Belloni et al. [137] also addressed the concept
of effective charge and provided a methodology for finding the effective charges for
spheres and cylinders. While Alexander’s approach is for a canonical ensemble, a
semi grand canonical approach is presented by Trizac et al. [138], [139], which is used
in this work to determine the effective charges of the particles.
The non-dimensional Poisson Boltzmann cell equation is solved for a particular
volume fraction of the particles and concentration of salt in the medium. The poten-
tial at the surface of the Wigner Seitz cell is fixed and the charge on the particle is
determined after solving for the potential profile in the Wigner Seitz cell. The charge
obtained through the analytical expression in Trizac’s work is used to then predict
the effective charge at the cell boundary for the charge value of the particle obtained
from titration measurements and zeta potential measurements.
The Poisson Boltzmann cell equation that must be solved is given as
∇2ψ(r) = κ2 sinhψ(r) a < r < R (7.4)
where the boundary conditions are
−→n · ∇ψ(r) = ZpλB/a2 r = a
−→n · ∇ψ(r) = 0 r = R
λB is the Bjerrum length; a is the radius of the particle; R is the radius of the Wigner
Seitz cell; Zp is the charge on the particle; and ψ(r) is the potential in the Wigner
Seitz (WS) cell.
The potential at the cell boundary ψR is evaluated from the above calculation
and the inverse screening length from the microion density at the WS boundary is
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given as
κ2PB = κ
2 coshψR. (7.5)
The analytical expression for the effective charge is given as
Zeff =
γ0
κPBλB
{(κ2PBaR−1) sinh[κPB(R−a)]+κPB(R−a) cosh[κPB(R−a)]} (7.6)
where γ0 = tanhψR. The value of the Zeff obtained from the above expression is
then used to obtain the structure factors from MC and OZ methods.
3. Isotropic scattering coefficient for the monodisperse case
The isotropic scattering coefficient µ
′
s measured from experiment can be modelled by
means of the scattering cross section Csca of the particle obtained from Mie scattering
theory coupled with the structure factor S(Q), which takes into account the particle
interactions and provides the arrangement of the particles in reciprocal space. The
frequency of the reciprocal space is of the order of the magnitude of the wave vector
Q =
4πmsin( θ
2
)
λ
. The governing equation in the case of a monodisperse dispersion of
particles is
µ
′
s =
12φ
(2πm
λ
)2
∫ π
0
F (n, θ, λ, σ)
σ3
S(Q)sinθ(1− cosθ)dθ (7.7)
Here F (n, θ, λ, σ) is the Mie scattering theory form factor and S(Q) is the static
structure factor for monodisperse particles. This structure factor has been obtained
for charged particles using a Yukawa potential model from Monte Carlo simulations
and numerical solutions from OZ equations for the HNC and PY closures, as described
in Chapter IV. An analytical model for the structure factor using the MSA closure
developed by Herrera et al. [56] was also used.
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The refractive index of the particles varies with the wavelength. The variation of
the refractive index for the particles with respect to wavelength for polystyrene has
been provided by Nikolov et al. [140] The experimental data obtained from Nikolov’s
work are fit to a Sellmeier’s formula and has the form [140]:
n2λ − 1 =
B1λ
2
λ2 − C1 +
B2λ
2
λ2 − C2 +
B3λ
2
λ2 − C3 (7.8)
The coefficients were found by non linear fitting to the experimental data and
are provided below for polystyrene in table VIII.
Table VIII.: Sellmeier’s coefficients for polystyrene
B1 B2 B3 C1 C2 C3
1.5308 -0.2078 0.2596 0.0195 -0.1710 -1.7881
The refractive index predicted by Eqn. 7.8 is used to model the isotropic scat-
tering data at different wavelengths instead of using a constant value of 1.59 for
polystyrene. Our observations indicated high sensitivity of the isotropic scattering
data to the refractive index when the concentration of particles was high.
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C. Results and discussion
The structure factors from various theories are compared in this study. At high charge
values and low ionic strengths, the repulsive interactions are strong. The solution to
the OZ equation using the MSA closure fails in these cases when compared with
the Monte Carlo simulations with truncated potential. Figures (37,38,39 and 40)
provide structure factor comparisons between the numerical solution of HNC and
HSY potential model, along with Monte Carlo results of vector and scalar methods,
for arbitrary effective charge values of the particles in the dispersions. In the figures
provided, the structure factor is plotted versus the non dimensional wave vector(Qσ),
for a particular particle size (σ), volume fraction (φ), concentration of salt (Cs) and
effective charge on the particle, Zeff . For all the results, OZ solutions using the
HNC and the PY closure forms show good comparisons with the Vector Monte Carlo
simulations.
The results for OZ solution using the MSA closure model and PYHS model are
also plotted. In general, the numerical solutions are in good agreement with the
MC simulation results and expectedly differ for the PYHS solution, simultaneously
validating the simulations and the numerical methods. In the subsequent sections the
predictions of isotropic scattering coefficients are henceforth provided only for HNC
closure and HSY potential model. As the electrolyte content in the dispersions was
increased to 4mM, the numerical results from the HNC and PY calculations were
found to converge to the PYHS static structure model. The results for the structure
factors in the low Q region are found to be stable and no oscillations are found in
this region. The structure factor peaks are found to be much more pronounced for
dispersions with the lower particle diameter as compared to that with the larger
diameter particle.
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Fig. 37.: Structure factor versus non dimensional wave vector for monodisperse dis-
persions; (a) Comparsions for the MC-vector(squares) and MC-scalar methods(star
connected with solid lines) with the numerical solutions of Hypernetted Chain Clo-
sure(HNC)(dash dot lines). (b)Comparison of the analytical solution using the Mean
Spherical Approximation (MSA)(circle connected with lines), the analytical solution
of the OZ equation for PYHS (diamond connected with lines) and the numerical
solutions of Hypernetted Chain Closure(HNC)(dash dot lines) . The particle size
simulated was σ = 0.144µm, ionic strength Cs = 0.5mM , φ = 0.22 and Zeff = 500.
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Fig. 38.: Structure factor versus non dimensional wave vector for monodisperse dis-
persions; (a) Comparsions for the MC-vector(squares) and MC-scalar methods(star
connected with solid lines) with the numerical solutions of Hypernetted Chain Clo-
sure(HNC)(dash dot lines). (b)Comparison of the analytical solution using the Mean
Spherical Approximation (MSA)(circle connected with lines), the analytical solution
of the OZ equation for PYHS (diamond connected with lines) and the numerical
solutions of Hypernetted Chain Closure(HNC)(dash dot lines) . The particle size
simulated was σ = 0.144µm, ionic strength Cs = 0.5mM , φ = 0.22 and Zeff = 600.
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Fig. 39.: Structure factor versus non dimensional wave vector for monodisperse dis-
persions; (a) Comparsions for the MC-vector(squares) and MC-scalar methods(star
connected with solid lines) with the numerical solutions of Hypernetted Chain Clo-
sure(HNC)(dash dot lines). (b)Comparison of the analytical solution using the Mean
Spherical Approximation (MSA)(circle connected with lines), the analytical solution
of the OZ equation for PYHS (diamond connected with lines) and the numerical
solutions of Hypernetted Chain Closure(HNC)(dash dot lines) . The particle size
simulated was σ = 0.223µm, ionic strength Cs = 0.5mM , φ = 0.22 and Zeff = 700.
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Fig. 40.: Structure factor versus non dimensional wave vector for monodisperse dis-
persions; (a) Comparsions for the MC-vector(squares) and MC-scalar methods(star
connected with solid lines) with the numerical solutions of Hypernetted Chain Clo-
sure(HNC)(dash dot lines). (b)Comparison of the analytical solution using the Mean
Spherical Approximation (MSA)(circle connected with lines), the analytical solution
of the OZ equation for PYHS (diamond connected with lines) and the numerical
solutions of Hypernetted Chain Closure(HNC)(dash dot lines) . The particle size
simulated was σ = 0.223µm, ionic strength Cs = 0.5mM , φ = 0.22 and Zeff = 800.
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Window of structure factor under investigation
The modelling of the isotropic scattering coefficient data requires the range of
values of S(Q) for the corresponding values of Qσ that are being used to study the
structure factors. The window of investigation is shown in the Figure 41. Reference
is made to the window of investigation, for understanding the isotropic scattering
coefficient data obtained from experimental data, later in this Chapter and in Chapter
VIII.
Fig. 41.: Window of investigation of structure factor for isotropic scattering coefficient
modelling.
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Isotropic Scattering Coefficient versus Ionic Strength
Figure 42 provides experimental data for four different wavelengths used to measure
isotropic scattering coefficient as a function of ionic strength and at volume fractions
of φ = 0.22, 0.18, and 0.15 for 144nm diameter colloidal particles. The isotropic
scattering coefficient is plotted versus the ionic strength and the data points are
plotted as points connected by lines and the error bars are provided. The error bars
are calculated from three FDPM experimental measurements at each ionic strength
and volume fraction values. The experimental data are collected at four different
diode wavelengths of 660, 685, 785 and 828 nm and dispersion ionic strengths of
0.5mM, 1mM, 2mM, 3mM and 4mM. Observations of the experimental data show
that as the volume fraction of the dispersions is increased, the scattering is hindered
and the isotropic scattering coefficient decreases, due to the increase in correlations
among the particles. This result implies a higher amount of ordering among the
particles of the dispersion, due to the strong repulsive forces which predominate at
high volume fractions. When the ionic strength in the dispersions is increased, the
dispersions become less structured, the hindrance to scattering is reduced, and the
isotropic scattering coefficient increases. This result also implies that the dispersions
become less structured and more randomized with the addition of electrolyte to the
dispersion.
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The range of non dimensional wave vectors (Qσ) accessed have the maximum
value of 3.6465 corresponding to the wavelength of 660nm. Hence the peak of the
structure factor is not accessed by the measurements.
From these results it is evident that changing ionic strength alters the microstruc-
ture of the particles. The salt ions replace the counterions from the particle on the
surface of the particle and hence change the interactions from a strongly repulsive
to more hard sphere like interactions. The particles become more random and the
structure of the medium disappears resulting in an increase in scattering. These
phenomena are more evident at higher volume fractions than at the lower volume
fractions. In the following, the isotropic scattering data from each volume fraction is
compared with predictions of the structure factors from HNC closure model and the
Hard Sphere Yukawa (HSY) potential model.
123
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
40
50
60
70
80
90
100
110
120
Ionic strength(mM)−−>
µ s,
(1/
cm
)
 σ = 0.144µm
φ = 0.22
φ = 0.18
φ = 0.15
(a) λ = 660nm
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
30
40
50
60
70
80
90
100
Ionic strength(mM)−−>
µ s,
(1/
cm
)
 σ = 0.144µm
φ = 0.22
φ = 0.18
φ = 0.15
(b) λ = 685nm
Fig. 42.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex, σ = 144nm, at volume fractions of φ = 0.22, 0.18 and 0.15 and
ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c) λ = 785, and
(d) λ = 828nm.
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Fig. 42.: Continued.
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Model Predictions of isotropic scattering versus ionic strength
Figure (43) provides forward model comparisons of the isotropic scattering data with
those obtained from FDPM measurements for a volume fraction of φ = 0.22. The
isotropic scattering coefficients are plotted versus the ionic strength of the disper-
sion. The red open square connected by lines are experimental data, whereas the
points connected by lines are predictions from the models as a function of Zeff . The
exact hard sphere result for the same volume fraction and particle size is also plot-
ted as cross connected by lines. The charge values used in the models are effective
charge values, which are estimates of effective charge obtained using the technique of
charge renormalization described in Chapter V. The effective charge values used are
estimates obtained from an expected range of effective charge values on the particles.
The forward model comparisons are provided for a maximum effective charge
value of 800 electrons, for which the OZ equations converge. An estimate for the
effective charge on the particles was found to increase with ionic strength in the
dispersion. This may explain why experimental data deviate with increasing ionic
strength from the model prediction into a region of greater effective charge on the
particle. This result is consistent with the analysis by Huang et al. [90], as well as by
the theoretical effective charge calculation by renormalization, whereby the effective
charge on the particles increase with increasing ionic strength of the medium. The
effective charge on the particles increases upon increasing the ionic strength of the
dispersion, for a particular volume fraction under consideration.
The increase in the isotropic scattering coefficient with ionic strength is found to
have similar trends as the model predictions, and the structure factors increase (in
the low Q range) from the highly repulsive case to the hard sphere case.
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Fig. 43.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 144nm, at volume fraction
of φ = 0.22 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 300, 600 and 800.
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Fig. 43.: Continued.
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Figure (44) provides the forward model comparisons of the isotropic scattering
data with those obtained from experimental measurement for volume fraction of φ =
0.18. The isotropic scattering coefficient data are plotted versus the ionic strength
of the dispersion for (a) λ = 660, (b) λ = 685, (c) λ = 785 and (d) λ = 828 nm.
The open red squares connected by lines are experimental data, whereas the points
connected by solid lines are predictions from the models. The exact PYHS result for
the same volume fraction and particle size is also plotted as black cross connected
by lines. The charge values used in the models are effective charge values, which are
estimates of effective charge obtained using the technique of charge renormalization
described in Chapter V. The effective charge values used are estimates obtained from
an expected range of effective charge values on the particles. The effective charge
values used are Zeff = 500, 1000, and 1500.
The experimental data have similar trends as the model predictions and are
found to increase with increasing ionic strength, hence reducing structure and bringing
randomness to the dispersion.
When the wavelength is increased, the model predicted data are much closer to
the experimental data implying the importance of refractive index of the particles at
the lower wavelengths and alternatively the incorrect prediction of structure by the
forward model data at the lower wavelengths. Also comparison of the experimental
data with PYHS model predictions implies that the experimental data differ with
that predicted by hard sphere potential. The data may be better predicted by the
Yukawa potential or the soft core potential.
129
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
20
40
60
80
100
120
140
160
180
Ionic strength(mM)
µ s,
(1/
cm
)
σ = 0.144µm; λ =0.66µm; φ =0.18
Zeff = 500
1000
1500
exp
HS
(a) λ = 660nm
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
20
40
60
80
100
120
140
Ionic strength(mM)
µ s,
(1/
cm
)
 σ = 0.144µm; λ =0.685µm; φ =0.18
Zeff = 500
1000
1500
exp
HS
(b) λ = 685nm
Fig. 44.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 144nm, at volume fraction
of φ = 0.18 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 500, 1000 and 1500.
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Fig. 44.: Continued.
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Figure (45) provides forward model comparisons of the isotropic scattering data
with those obtained from experimental measurement for volume fraction of φ = 0.15.
The isotropic scattering coefficient data are plotted versus the ionic strength of the
dispersion. The red open squares connected with lines are experimental data, whereas
the points with lines are predictions from the models. The exact hard sphere result
for the same volume fraction and particle size is also plotted as black cross connected
by lines against the results for changing ionic strength. The charge values used in the
models are effective charge values, which are estimates of effective charge obtained
using the technique of charge renormalization described in Chapter V. The effective
charge values used are estimates obtained from an expected range of effective charge
values on the particles. The effective charge values used are Zeff = 500, 1000, and
1500.
The experimental data are found to have similar trends with the model predic-
tions and are found to increase with increasing ionic strength.
As in the past figure the model predicted data are much closer to the experimental
data at higher wavelengths implying the importance of refractive index of the particles
at the lower wavelengths and alternatively the incorrect prediction of structure by the
forward model data at the lower wavelengths. Also comparison of the experimental
data with PYHS model predictions implies that the experimental data differ with
that predicted by hard sphere potential. The data may be better predicted by the
Yukawa potential or the soft core potential.
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Fig. 45.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 144nm, at volume fraction
of φ = 0.15 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 500, 1000 and 1500.
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Fig. 45.: Continued.
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Figure (46) depicts the experimental data of isotropic scattering coefficient as
a function of volume fraction for varying wavelengths and ionic strength of the dis-
persions. Results for the analytical solution of the PYHS case is presented alongside
the experimental data. As the ionic strength increases the isotropic scattering co-
efficients are found to increase consistently towards the PYHS predictions for the
different volume fractions.
The experimental data for different volume fractions provide insight into how
the isotropic scattering coefficient differs for the cases of dispersions having low ionic
strength to the cases of dispersions having higher ionic strength values. The latter
mimic hard sphere like interactions and hence are closer to the PYHS model pre-
dictions. The experimental data at the lower wavelengths provide a much greater
difference with predictions when compared to those at higher wavelengths.
Figure (47) depicts the experimental data of isotropic scattering coefficient as a
function of wavelength. The isotropic scattering coefficients are found to increase as
the wavelength of light is decreased. The change in isotropic scattering coefficient
also increases with higher ionic strength values in the dispersion at all wavelengths.
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Fig. 46.: Isotropic scattering coefficient measurements versus volume fraction of
144nm diameter polystyrene latex at ionic strengths of 0.5,1,2,3 and 4mM at (a)
λ = 660, (b) λ = 685, (c) λ = 785, and (d) λ = 828nm. The term “HS” refers to the
PYHS analytical solution.
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Fig. 47.: Isotropic scattering coefficient measurement versus wavelength of
polystyrene latex, of diameter σ = 144nm, for ionic strengths of 0.5,1,2,3 and 4mM
at (a)φ = 0.22, (b)φ = 0.18 (c) φ = 0.15.
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Figure (48) plots the isotropic scattering coefficient versus the ionic strength for
four different wavelengths of 660, 685, 785 and 828 nm. The particle diameter is
223nm. The volume fractions considered are φ = 0.22 (red squares), φ = 0.18 (blue
diamonds) and φ = 0.15 (green circles).
The dispersion ionic strength was varied and the values of ionic strength consid-
ered were 0.5mM, 1mM, 2mM, 3mM and 4mM. The preparation of the dispersions is
described in Chapter V.
From the experimental data, we can observe that at the lower wavelengths of
660 and 685nm the isotropic scattering data decreases with increasing ionic strength
of the dispersions. There is an onset of change in the trends as the wavelengths shift
to 785 and 828nm.
Moreover as introduced earlier, the isotropic scattering coefficients for the larger
volume fraction are higher than those observed at the lower volume fractions. This
implies a reversal of trends in the observed isotropic scattering coefficients due to
hindered scattering. This observation provides an insight into the window of the
structure factor being investigated to model the isotropic scattering coefficient data,
and implies that the first peak of the structure factor and beyond is being investigated.
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Fig. 48.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex for σ = 223nm, at volume fractions of φ = 0.22, 0.18, and 0.15
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660, (b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Figure (49) plots the isotropic scattering coefficient versus the ionic strength of
the dispersion for volume fraction of φ = 0.22. The red squares connected with lines
are experimental data, whereas the points connected with solid lines are predictions
from the models. The exact hard sphere result for the same volume fraction and
particle size is also plotted as black cross connected by lines. The charge values
used in the models are effective charge values, which are estimates of effective charge
obtained using the technique of charge renormalization described in Chapter V. The
effective charge values used are estimates obtained from an expected range of effective
charge values on the particles. The effective charge values used are Zeff = 500, 1000,
and 1500.
From the experimental results we can make an observation that the isotropic
scattering coefficient decreases with increasing ionic strength for the lower wavelengths
of 660nm and 685nm. At these wavelengths, the Qσ values of the dimensionless
wave vectors explored corresponds to 5.7230 and 5.5142, which are values around
the peak region of the structure factors for this investigation. The reversal of trends
occurs at higher wavelengths and the isotropic scattering coefficient increases with
ionic strength. The offsets that occur between the predicted model data and the
experimental data may be attributed to the incorrect values of refractive indices at
these wavelengths, as they are not determined experimentally for the dispersions used.
Also the larger particles tend to show a larger discrepancy with the model predicted
data whilst the higher volume fractions tend to enhance this effect. Another reason
for the discrepancy may be due to incorrect prediction of the structure from models as
compared to the experimental investigation, or overprediction of changes in structure
at the lower wavelengths.
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Fig. 49.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 223nm, at volume fraction
of φ = 0.22 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 500, 1000 and 1500.
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Comments on Refractive index:
Figure (50) plots the isotropic scattering coefficient versus the ionic strength of the
dispersion for volume fraction of φ = 0.22 and for refractive indices of 1.57, 1.58 and
1.59. The red squares connected by lines are experimental data, whereas the points
connected by solid lines are predictions from the models. The exact hard sphere result
for the same volume fraction and particle size is also plotted as black cross connected
by line. The charge values used in the models are effective charge values, which are
estimates of effective charge obtained using the technique of charge renormalization
described in Chapter V. The effective charge values used are estimates obtained from
an expected range of effective charge values on the particles. The effective charge
values used are Zeff = 500, 1000, and 1500.
As can be observed from Figures 50 (a), (b) and (c) the isotropic scattering
coefficient is sensitive to the refractive index of the particles. The greater the volume
fraction of the particles, the higher the impact of refractive index, as there are a
greater number of particles within the dispersion medium. Also this effect is more
prominent for a larger diameter particle, implying that the larger particle has a greater
cross section area which the photons encounter and hence the refractive index plays
a much more important role in determining the scattering of the photons.
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Fig. 50.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 223nm, at volume fraction
of φ = 0.22 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660; np = 1.57, (b)
λ = 660; np = 1.58, (c) λ = 660;np = 1.59. The term HS refers to PYHS results and
“exp” implies experimental results, and the effective charges used are Zeff = 500, 1000
and 1500.
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Fig. 50.: Continued.
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Figure (51) plots the isotropic scattering data versus the ionic strength for varying
volume fractions and ionic strengths at a volume fraction of φ = 0.18. The red squares
connected by lines are experimental data, whereas the points connected by solid lines
are predictions from the models. The exact hard sphere result for the same volume
fraction and particle size is also plotted as black cross connected by line against the
results for changing ionic strength. The charge values used in the models are effective
charge values, which are estimates of effective charge(Zeff = 500, 1000, and 1500)
obtained using the technique of charge renormalization described in Chapter V.
While the isotropic scattering coefficient decreases with the ionic strength in the
dispersion for the lower wavelengths, and are in conformity with the model predic-
tions, the higher wavelength measurements do not follow the trend predicted by the
solution of OZ equations with HNC closure and HSY potential model predictions.
Data at the wavelength 785 nm shows a decreasing trend of isotropic scattering with
increasing ionic strength. At wavelength of 828 nm the data shows a transition in
trends of isotropic scattering coefficient versus ionic strength, from increasing to de-
creasing (no definitive trend), and cannot be accounted by model predictions. The
possible reasons may be a changing effective charge for the ionic strengths investi-
gated. Another reason could be the investigation of the structure factor peak by the
higher wavelengths, which leads to a transition in the isotropic scattering coefficient
data.
At the lower wavelengths of 660 and 685 nm, the offsets in the scattering coef-
ficient predictions attributed to incorrect determination of the refractive indices for
these wavelengths and incorrect structure predictions by the forward models. At the
higher wavelengths, the experimental data decrease in comparison to what was ob-
tained from model predictions. This implies that the structures are retained or the
785 nm wavelength can provide wave vector points close to the first peak of S(Q).
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Fig. 51.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 223nm, at volume fraction
of φ = 0.18 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 500, 1000 and 1500.
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Figure (52) plots the isotropic scattering data versus the ionic strength for varying
volume fractions and ionic strengths at a volume fraction of φ = 0.15. The red squares
connected with lines are experimental data, whereas the with points connected with
solid lines are predictions from the models. The exact hard sphere result for the same
volume fraction and particle size is also plotted as black cross connected with line
versus the results for changing ionic strength. The charge values used in the models
are effective charge values, which are estimates of effective charge obtained using the
technique of charge renormalization described in Chapter V. The effective charge
values used are estimates obtained from an expected range of effective charge values
on the particles. The effective charge values used are Zeff = 500, 1000, and 1500.
The arguments for these figures hold the same as for volume fraction φ = 0.18.
An observation can be made regarding the close similarity shared by the experimental
data for wavelength 828nm for volume fractions of φ = 0.18 and φ = 0.15. Both the
curves first increase until the ionic strength of 2mM is reached and then decrease at
3mM. While the change in the isotropic scattering coefficient is not large in either
case for the increasing and decreasing trends, the possibility of structural changes
cannot be ruled out at these volume fractions. An alternative approach would be to
consider another larger sized particle with a higher particle charge value.
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Fig. 52.: Isotropic scattering coefficient measurements versus ionic strength of
polystyrene latex. Open squares connected with solid lines are experimental mea-
surements and points connected with solid lines are numerical solution of the OZ
equation with Yukawa potential and HNC closure for σ = 223nm, at volume fraction
of φ = 0.15 and ionic strengths of 0.5,1,2,3 and 4mM at (a) λ = 660, (b) λ = 685, (c)
λ = 785, and (d) λ = 828nm. The term HS refers to PYHS results and “exp” implies
experimental results, and the effective charges used are Zeff = 500, 1000 and 1500.
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Figure (53) depicts the experimental data for changing isotropic scattering coef-
ficient versus volume fraction. Results for PYHS predictions are presented alongside
the experimental data.
Here the isotropic scattering coefficient values are reverse for the highest ionic
strength in comparison to the hard sphere results, and leads us to understanding that
the peak of the structure factor is shifting as the ionic strength is changed. This
implies that the dispersions have not reached a hard sphere like state at the highest
ionic strength of 4mM and transitions can be observed for the wavelength of 828nm.
Figure (54) depicts the experimental data of isotropic scattering coefficient for
223nm diameter latex as a function of wavelength at ionic strengths varying between
0.5-4mM. For the highest volume fraction φ = 0.22 at the lower wavelengths of 660
and 685nm the isotropic scattering coefficient for the lowest ionic strength are higher
than the isotropic scattering values for higher ionic strengths. As the wavelength is
increased there is a reversal of dependency of the isotropic scattering coefficient upon
ionic strength, and the isotropic scattering coefficients for the higher ionic strengths lie
higher than the isotropic scattering coefficients at lower ionic strength. The reversal
can be observed for φ = 0.22 at λ = 0.75µm ; for φ = 0.18 at λ = 0.8µm and for
φ = 0.15 at λ > 0.8µm.
The isotropic scattering coefficient data decreases with increasing wavelength
as the ratio of particle size to the wavelength employed for investigation decreases,
and hence the scattering changes from predominantly forward scattering to isotropic
scattering.
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Fig. 53.: Isotropic scattering coefficient measurements versus volume fraction of
223nm diameter polystyrene latex at ionic strengths of 0.5,1,2,3 and 4mM at (a)
λ = 660, (b) λ = 685, (c) λ = 785, and (d) λ = 828nm. The term “HS” refers to the
PYHS analytical solution.
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Fig. 54.: Isotropic scattering coefficient measurements versus wavelength of
polystyrene latex, of diameter σ = 223nm, for ionic strengths of 0.5,1,2,3 and 4mM
at (a)φ = 0.22, (b)φ = 0.18 and (c) φ = 0.15.
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Fig. 54.: Continued.
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D. Summary
The isotropic scattering coefficients obtained from FDPM measurements show sensi-
tive changes to the change in ionic strength in the dispersions. The dependency of
isotropic scattering coefficient upon ionic strengths are consistent with the model pre-
dictions for the smaller diameter particle and with the larger particle at the highest
volume fraction. The reasons for offsets between the isotropic scattering coefficients
measured and predicted may be those of incorrect determination of refractive indices
at the lower wavelengths and incorrect predictions of structure by the forward models.
From the experimental data it is possible to obtain an estimate of the effective
charge of the particles in the dispersions, and the results can be used as an aid to
develop inversion techniques to determine charge and size values of the particles from
highly concentrated dispersions. Data inversion methods have not been explained
in this chapter, but the basic underlying models have been provided in detail which
can form the basis for development of inversion techniques to obtain effective charge
values and size values from experimental data.
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CHAPTER VIII
BIDISPERSE CHARGED DISPERSIONS
A. Introduction
Colloidal particles exhibit variation in size, charge, and shape. Since the properties
of dispersions depend upon polydispersity in size, charge, and shape, determining
the influence of polydispersity on properties is important to enable rationale design
of colloidal products. As a step towards understanding the relationship between
polydispersity and bulk properties, models for static multiple light scattering have
been developed using numerical methods and Monte Carlo simulations. Bidisperse
colloidal mixtures have been studied in the past using various scattering techniques
such as X-Ray and neutron scattering. With SAXS and SANS, it is possible to obtain
the partial structure factors for a mixture of particles. The experiments of SAXS and
SANS have led to particle configurations based upon the number ratio of two different
sizes of particles in the dispersions, which can help understand the phase behavior
and stability of the colloidal dispersions. Herein, we expand scattering experiments
of bidisperse dispersions to visible light using techniques of FDPM.
B. Theory and background
The study of binary mixtures is of great importance in understanding the phase
behavior of dispersions. Gilchrist et al. [141] have recently studied the phase behavior
of mixtures of silica microspheres and polystyrene nanoparticles by the use of confocal
laser scanning microscopy. The ratio of the number of smaller particles to the larger
particles determines the phase behavior of the mixtures, and a fluid gel fluid transition
was observed upon increasing the number ratio of smaller particles to larger particles.
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The interactions are comprised of repulsion between particles of the same kind and
attraction between particles of different materials. The attractive force between the
particles leads to nanoparticle links being formed between the microspheres causing
gelation with increasing number concentration. Finally, decorating the surface of the
microspheres completely with nanoparticles gives rise to a strongly repulsive system
of microparticles, which restores fluidity to the system.
Ottewill et al. [142] have studied binary mixtures of polystyrene particles with
small angle neutron scattering measurements and determined the partial structure
factors (a) at low concentrations of the particles to avoid multiple scattering and (b)
at low ionic strengths in order to create predominant repulsive forces. In Ottewill’s
experimental study, the larger particles were found to retain their structure while
the smaller particles formed clusters around the larger particles, providing possible
clues for explaining phase separations in mixtures. Comparisons were drawn between
single interacting components with Rescaled Mean Spherical Approximation(RMSA)
theory.
Lutterbach et al. [143], [144] performed SAXS and SANS on a mixture of polystyrene
(PS) particles and perflourinated (PFA) particles. The volume fraction was kept at
9% and the partial structure factors obtained from experiment were compared with
OZ solution from HNC closure using a Newton-Raphson-Zeraph algorithm. The com-
parisons were made first for mixtures and provide good understanding of the structure
of the dispersions. The PS particles in the mixture scattered relatively less in com-
parison to the PFA particles and the partial structure factors for the PFA particles
could be obtained easily from SAXS measurements. The effective charges on the col-
loidal particles were then determined from the HNC models of the structure factors
by fitting those obtained from experiment. The effective charges were also determined
independently from the Poisson Boltzmann cell theory described earlier in chapter
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VII. The determination of the effective charges from experimental measurement was
considered as accurate and used for all calculations. The PFA partial structure fac-
tors were obtained from SAXS and the partial structure factors for the PS particles
were obtained from SANS measurements for effective charge calculations.
Kaplan et al. [145] used diffusing wave spectroscopy measurements in dense bi-
nary suspensions of polystyrene and have probed the hydrodynamic coupling between
unlike spheres. The partial static structure factors were determined for asymmetric
hard sphere mixtures using PY theory and compared with experimental results. For
the case of dynamic studies, hydrodynamic interactions led to a decrease in the effec-
tive diffusion coefficient, and the hydrodynamic coupling between dissimilar particles
was found to be necessary to explain the effective diffusion coefficient data. The
predictions for the isotropic mean free path of scattering using the PYHS analytical
solution, were found to be in good agreement with the experimental data.
The partial static structure factor models used to describe charged dispersions
are those obtained from the numerical solution of the OZ equations using HNC,
Rogers Young (RY) or PY closure models. Analytical solutions are found for mixtures
using the MSA closure to the OZ equations. The analytical solutions for mixtures
were first developed by Blum and Hoye [146] in a continuation of their work on
multiple Yukawa terms as closures. [147], [148] The solutions for mixtures were then
extended by Ginoza [149], [150], [151], [152] such that the closure expressions could be
factorized. The most recent analytical model has been made available by Vazquez et
al. [153]. Ginoza’s solution has been used to make comparisons for partial structure
factors with MC results and SANS measurements by Ottewill, and by Petris et al.
[154]. Arrieta et al. [155] have obtained a numerical solution of the OZ equation for
the binary Yukawa potential using the MSA closure. Hoheisel et al. [113] presented
comparisons with MC simulations of binary MSA analytical solutions and found good
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comparison with the predictions from simulations.
Krause et al. [156] studied binary mixtures of polystyrene particles using static
light scattering methods and compared the structure factors obtained from measure-
ment, with the results from Integral Equation theories. They found that among the
RMSA, HNC and RY closure models, the RY model was found to be most satisfac-
tory to match experimental data. The structure factors obtained from measurement
are however averaged structure factors over the concentration of the particles and the
correlations among the particles under study.
In another study Klein et al. [157] obtained the structure factors from molecular
dynamics simulations and compared them with those from the predictions using RY
and HNC closure models. They used Zerah’s [158] conjugate gradient approach to
solve the set of equations for multicomponent mixtures of particles.
Bidisperse mixtures are a special case where polydispersity [159–161] is exhibited
in the form of size, charge, shape, and interaction. The effects of size [162–167] and
charge polydispersity on structure have been studied by Aguanno et al. [168] They
solved the polydisperse OZ equation for the RY, HNC, and PY closure models, using
the procedure given by Ng. [169] Beurten et al. [170] developed a small-angle scat-
tering intensity expression for polydisperse colloids. Wagner et al. [171] measured
small angle neutron scattering and angular static light scattering on charge-screened
colloids with varying electrostatic interactions caused by the addition of salt to the
medium. They compared with the polydisperse structure factor for charged colloids
obtained by solving numerically the OZ equation with the RY Closure and with the
bidisperse Yukawa potential. In their studies they encountered problems with the
convergence when the number of components was greater than 5 and for high volume
fractions. Wagner et al. [171] fit the structure factor obtained from measurement
with the numerical results from the solution of the OZ equation using the charge on
164
the particles and salt in the medium as adjustable parameters. Rheological measure-
ments on the samples were also conducted, and multiple relaxation times in their
measurements have shown that a mixture of liquid and glassy phases could exist in
their concentrated samples of the dispersions.
Herein we present FDPMmeasurement of bidisperse charged colloidal dispersions
as a function of ionic strength.
The scalar and vector MC methods are used to predict the structure factors for
a bidisperse mixture as described in chapter IV. MC simulations provide particle
configurations based upon input of size, charge, number density, ionic strength, and
the ratio of small to large particles. In the scalar method, the number of particles are
counted within a circular distance around a central particle and averaged over several
particle configurations, whereas in the vector method, particle positions are Fourier
transformed to directly obtain the partial structure factors.
The numerical solution of the OZ equations also provides an alternative route
to derive the partial structure factors and in this study, HNC closures were used to
obtain the numerical solution of the OZ equations using the binary Yukawa potential
model. The methods are described in chapter IV.
The OZ MSA closure solutions provided by Ginoza, failed to converge for the
volume fractions and ionic strengths used in this study. Henceforth only the Monte
Carlo simulation results and numerical solutions for the OZ solution with HNC closure
expressions will be used for predicting the isotropic scattering data obtained from
measurement.
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C. Potential model of interaction
The potential model of interaction in a mixture of two different sized particles of
diameter σi, σj with charge values zi and zj can be written in the form of a binary
Yukawa potential model
uij(r) =∞ if r < σij
uij(r) =
zizj
4πǫoǫ
eκ
σi
2
(1 + κσi
2
)
eκ
σj
2
(1 + κ
σj
2
)
e−κr
r
if r ≥ σij .
(8.1)
The potential energy determines how particles arrange themselves with respect
to each other. Consequently the partial structure factors will be dependent upon
the arrangement of these particles. The pairwise additivity condition σij =
σi+σj
2
is
applied in using this potential form.
D. Isotropic scattering coefficient and binary static structure factors
The isotropic scattering coefficient for a binary mixture of particles can be written as
µ
′
s(λ) =
π
(2πm
λ
)2
∫ π
0
(FS)sinθ(1− cosθ)dθ (8.2)
where
FS = ρsFsSss + ρlFlSll + 2
√
ρsρlFlsSls.
Here Fl and Fs are the form factors for the large and small particles obtained from Mie
scattering theory as | fi |2, where fi is the scattering amplitude; Fls is the form factor
for the two different types of particles and is given as Re(f1l ∗ f ∗1s + f2l ∗ f ∗2s) where
the starred quantities are the complex conjugates of the Mie scattering amplitudes;
Sll, Sss, and Sls are the partial structure factors for the mixture of like and un-like
particles and ρl, ρs are the number densities of large and small particles. [145]
The next section discusses the data obtained from measurements and compar-
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isons with model predictions for four different wavelengths of 660, 685, 785 and 828nm.
MC simulations are presented and the results from OZ equations with HNC closure
and hard sphere Yukawa potential are used to make model comparisons with FDPM
measurements.
E. Results and discussion
The numerical solution of the OZ equations agrees well with the Monte Carlo simula-
tion results with truncation of potential at half the length of the simulation box. The
bidisperse partial structure factors obtained from Monte Carlo simulations and the
solution of the OZ equations match, and are used to predict the isotropic scattering
coefficients using the forward models.
Figures 55, 56, and 57 plot the experimental data of isotropic scattering coef-
ficient versus the ionic strength of the dispersion. Three different volume fractions
were considered at four different wavelengths of 660, 685, 785 and 828nm. In Figure
55 the symbols A3B1 represent three parts of sample A and one part of sample B,
where sample A is the smaller 144nm diameter particle and sample B is the higher
223nm diameter particle.
Similarly in Figure 56 the symbol AB represents equal parts of sample A and
sample B, where sample A is the smaller 144nm diameter particle and sample B is
the larger 223nm diameter particle. In Figure 57 the symbol A1B3 represents one
part of sample A and 3 parts of sample B where A is the smaller 144nm diameter
particle and sample B is the larger 223nm diameter diameter particle.
Figure 55 contains the experimental data for the A3B1 samples and clearly shows
increasing isotropic scattering coefficient as the ionic strength increases. The results
are consistent with loss of structure associated with the smaller and the larger particles
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as repulsive forces diminish. The trends are clearly visible at the 785 and 828nm
wavelengths as the lowest region of the structure factors is explored leading to correct
interpretation of the data. At the wavelengths 660nm and 685nm the structure
factor peaks are explored for the two particle sizes in this experiment, and hence the
interpretations are convoluted due to increasing and decreasing trends for the two
particle sizes.
The experimental data for the samples with equal number of large and small
particles are provided in Figure 56. The experimental data are found to have a
transition from decreasing isotropic scattering coefficient as ionic strength increased
at wavelengths of 660 and 685nm, to increasing isotropic scattering coefficient as ionic
strength increased at higher wavelengths of 785 and 828nm. This reversal of trend
with wavelength maybe due to (i) an increasing number of larger sized particles; and
(ii) the interrogation of the structure factor peak and beyond at low wavelengths for
the larger sized particles.
The experimental data for the samples A1B3 are provided in Figure 57. The
experimental data of scattering versus ionic strength are nonlinear in their trends
and have no resemblance to the earlier experimental data of A3B1 and AB mixtures.
The trends marginally change from a trend of decreasing isotropic scattering with
increasing ionic strength to a trend of increasing isotropic scattering coefficient with
increasing ionic strength as the wavelength is increased. The most important obser-
vation that can be made about this experimental data is the fact that at the two
lower wavelengths of 660 and 685nm the trends in the data are similar providing ver-
ity to the experiment and suggesting the correctness of the experimental data, as the
wavelengths used are nearly close and the error bars on the data points are not large.
There is a continuous change in the trends as the wavelength of light used is changed
and the change in the experimental data provides evidence of changing structure.
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Fig. 55.: Isotropic scattering coefficient measurements versus ionic strength of a
mixture of polystyrene lattices, σ1 = 144nm and σ2 = 223nm, at volume frac-
tions of φ = 0.22, 0.18 and 0.15 and ionic strengths of 0.5,1,2,3 and 4mM at
(a)λ = 660,(b)λ = 685, (c)λ = 785 and (d)λ = 828nm. The mixture has a number
density of smaller particles which is thrice that of the larger particles, i.e. n1 = 3n2.
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Fig. 55.: Continued.
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Fig. 56.: Isotropic scattering coefficient measurements versus ionic strength of a
mixture of polystyrene lattices, σ1 = 144nm and σ2 = 223nm, at volume frac-
tions of φ = 0.24, 0.19 and 0.15 and ionic strengths of 0.5,1,2,3 and 4mM at
(a)λ = 660,(b)λ = 685, (c)λ = 785 and (d)λ = 828nm. The mixture has a num-
ber density of smaller particles which is equal to that of the larger particles, i.e.
n1 = n2.
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Fig. 56.: Continued.
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Fig. 57.: Isotropic scattering coefficient measurements versus ionic strength of a
mixture of polystyrene lattices, σ1 = 144nm and σ2 = 223nm, at volume frac-
tions of φ = 0.21, 0.18 and 0.15 and ionic strengths of 0.5,1,2,3 and 4mM at
(a)λ = 660,(b)λ = 685, (c)λ = 785 and (d)λ = 828nm. The mixture has a num-
ber density of smaller particles which is one third that of the larger particles, i.e.
3n1 = n2.
173
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
220
225
230
235
240
245
250
Ionic strength(mM)−−>
µ s,
(1/
cm
)
A1B3; λ = 785nm
φ = 0.21
φ = 0.18
φ = 0.15
(c) λ = 785nm
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
155
160
165
170
175
180
185
190
195
Ionic strength(mM)−−>
µ s,
(1/
cm
)
A1B3; λ = 828nm
φ = 0.21
φ = 0.18
φ = 0.15
(d) λ = 828nm
Fig. 57.: Continued.
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Figures 58, 59, and 60 provide the partial structure factors obtained from Monte
Carlo simulations versus the non dimensional wave vector points, for 0.5mM NaCl
equivalents, the lowest ionic strength investigated. The charge values on the particles
were varied from 500 to 1500 and the volume fractions were taken to be highest value
of φ = 0.22. As shown in Figures 58 (a), 59 (a) and 60 (a) the structure factors
obtained from both vector and scalar methods are comparable to each other.
Figures 58 (b), 59 (b) and 60 (b) provide comparisons of the analytical PYHS
model for the same number ratio 0.25, along with structure factors obtained from
Monte Carlo simulations of charged particles. The plots shows clear difference be-
tween the analytical structure factors for hard spheres and the structure factors ob-
tained from Monte Carlo simulations for charged particles. From Figure 58 (b), the
comparisons with analytical theory clearly show the smaller particles (S11) shift from
their positions much more strongly that the larger particles (S22), upon being charged.
The peak heights differ from the hard sphere structure factors, but the position of the
peaks for the larger particles do not shift, indicating a lack of sensitivity in comparison
to small particles.
The structure factors for the highest charge values were found to deviate from
the expected pattern at the low Qσ values, due possibly to polydispersity, strong
repulsion among the particles, and the simulation method failing at the lower Q values.
Investigation of the isotropic scattering coefficients using the structure factor result
is performed by excluding the first few points in the low Q region and extrapolating
the curve to the Q = 0 value.
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Fig. 58.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.25;α = 0.637;φ = 0.22;Zeff = 500. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Fig. 59.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.25;α = 0.637;φ = 0.22;Zeff = 1000. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Fig. 60.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.25;α = 0.637;φ = 0.22;Zeff = 1500. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Figures 61 and 62 provide the partial structure factors obtained from Monte
Carlo simulations versus the non dimensional wave vector points, for the lowest ionic
strength investigated by experiment of 0.5mM and the ratio of particles of 0.5. The
charge values on the particles were varied from 500 to 1000 and the volume fractions
are the highest value of φ = 0.24 investigated in the experiment.
As shown in Figures 61 (a) and 62 (a) the structure factors obtained from both
vector and scalar methods are comparable to each other. Figures 61 (b) and 62
(b) provide comparisons of the analytical PYHS model for the same number ratio
0.5, along with structure factors obtained from Monte Carlo simulations for charged
particles. The plots shows clear difference between the analytical structure factors
for hard spheres and the structure factors obtained from Monte Carlo simulations for
charged particles.
As observed earlier the structure factors for the highest charge values are found
to deviate from the expected pattern at the low Qσ values, due to polydispersity,
strong repulsion among the particles and the simulation method failing at the lower
Q values. Further investigation of the isotropic scattering coefficients using these
structure factor results, is performed by excluding the first few points in the low Q
region and extrapolating the curve to the Q = 0 value.
Comparisons of the structure factors obtained from simulations with the PYHS
model in Figures 61 (b) and 62 (b) results in prominent shifting of the peaks for the
smaller sized particles, whereas the larger sized particles retain their peak positions,
but increase in peak height is found for the larger sized particles.
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Fig. 61.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.5;α = 0.637;φ = 0.24;Zeff = 500. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Fig. 62.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.5;α = 0.637;φ = 0.24;Zeff = 1000. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Figures 63, 64 and 65 provide the partial structure factors obtained from Monte
Carlo simulations versus the non dimensional wave vector points, for the lowest ionic
strength investigated by experiment of 0.5mM and particle number ratio of 0.75. The
charge values on the particles were varied from 500 to 1500 and the volume fractions
are the highest value of φ = 0.22 investigated in the experiment. As shown in Figures
63 (a), 64 (a) and 65(a) the structure factors obtained from both vector and scalar
methods are comparable to each other.
Figures 63 (b), 64 (b) and 65(b) provide comparisons of the analytical PYHS
model for the same number ratio 0.75, along with structure factors obtained from
Monte Carlo simulations of charged particles. The plots shows clear difference be-
tween the analytical structure factors for hard spheres and the structure factors ob-
tained from Monte Carlo simulations for charged particles.
Figure 66 provides comparison of Monte Carlo simulations from scalar method
and the solution of the OZ equations using the hard sphere Yukawa potential model
with HNC closure models. The OZ equations have only converged for the number
ratio of 0.75 (A1B3), for a volume fraction of 0.22 and upto a charge value of 800.
The results of comparison are provided for this number ratio only.
The comparison obtained for two charge values of 500 and 800 at the volume
fraction of φ = 0.22, show that the MC simulations and the solution of the OZ
equations agree well and that either of the solutions can be used for prediction of the
isotropic scattering data obtained from experiment.
Henceforth, for the number ratios of 0.25 (A3B1) and 0.5 (AB), where OZ solu-
tion could not be achieved the MC simulation results was used to predict the isotropic
scattering data. For the number ratio of 0.75 (A1B3), the OZ equation results was
used to predict the experimental isotropic scattering data.
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Fig. 63.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.75;α = 0.637;φ = 0.22;Zeff = 500. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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(a) Monte Carlo simulations- Vector and Scalar methods
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(b) Monte Carlo simulations -Scalar method and PYHS theory
Fig. 64.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.75;α = 0.637;φ = 0.22;Zeff = 1000. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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(a) Monte Carlo simulations- Vector and Scalar methods
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Fig. 65.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.75;α = 0.637;φ = 0.22;Zeff = 1500. (a) Monte Carlo
simulations - Vector and Scalar method comparisons (b) Monte Carlo simulations -
Scalar method and PYHS theory comparison; MCS is the Monte Carlo Scalar method;
MCV is the Monte Carlo Vector method; and HS is the analytical PYHS solution.
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Fig. 66.: Partial structure factors versus non dimensional wave vector points of a
binary mixture for xnum = 0.75;α = 0.637;φ = 0.22. (a) Monte Carlo simulations-
Scalar method and HNC-HSY theory comparisons for Zeff = 500 (b) Monte Carlo
simulations -Scalar method and HNC-HSY theory comparisons for Zeff = 800; MCS
is the Monte Carlo Scalar method; HNC-HSY is the Hypernetted Chain Closure with
the Hard Sphere Yukawa potential.
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Figures 67, 68, 69, and 70 provide comparisons of the experimental isotropic scat-
tering coefficient data versus the ionic strength for A3B1 samples at four wavelengths
of 660, 685, 785 and 828nm, with models prepared from the results obtained from
Monte Carlo simulations using similar parameters of effective charge, ionic strength,
and volume fraction as considered in the experiment. The OZ equations have failed
to converge for this number ratio, and hence the structure factors obtained from MC
simulations were used to investigate the experimental results.
The structure factors obtained from simulations are extrapolated to Q = 0 and
used to predict the experimental data, using the formulation of Eqn. (8.2). The model
predictions used the variable refractive index described in Chapter VII to predict the
isotropic scattering data. The Sellmeier coefficients used were the same as described
in Chapter VII.
The isotropic scattering coefficient data do not match those predicted by MC
simulation models with Yukawa potentials. The data are in the vicinity with those
predicted by models and the trends of the data are similar. Since the effective charge
on the particles increases with the ionic strength and this phenomenon is not captured
in the models, the data predictions may not be expected to match.
At wavelengths of 660 and 685nm the discrepancy between model predicted data
and the experimental data increases perhaps due to inaccurate refractive index values
predicted for these wavelengths. We found that the isotropic scattering data is highly
sensitive to the refractive index of the particles used in the experiment, as described in
Chapter VII. At the wavelengths of 660 and 685nm the isotropic scattering coefficients
differ from the model predictions, and the discrepancy increases as the number ratio of
larger particles increases in the bidisperse mixtures. The observation of discrepancy at
the wavelengths of 660 and 685nm is observed for all the monodisperse and bidisperse
dispersions.
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There is consistency in the observed differences at lower wavelengths. Further
with increasing amount of larger size particles in the mixture the difference between
prediction and measurement increases at lower wavelengths. This observation can
be made from all figures where the experimental data are compared with the model
predicted data.
In order to investigate whether volume fraction (φ) inaccuracies could result in
differences between model predicted data and isotropic scattering data, figures are
plotted for φ = 0.19 (68) and φ = 0.22 (67). The results for the two volume fractions
do not differ much, and we can eliminate volume fraction as a variable to alter the
isotropic scattering coefficient by orders of magnitude.
Also upon observing the lowest wavelengths of 660 and 685nm for all the available
volume fractions of A3B1, we can see that there is an increasing difference between
model predicted isotropic scattering coefficients and what we obtain from experi-
ments. This implies that the particles are strongly structured even at lower volume
fractions, whereas the predicted data are depicting a much more loosening of the
structure of particles.
For the volume fraction of φ = 0.18, Figure 69 plots the isotropic scattering
coefficient versus the ionic strength at wavelengths of 660, 685, 785 and 828nm. The
model predictions are those of MC simulations with HSY potential interactions and
have similar trends as the experimentally determined isotropic scattering coefficient
data. For the volume fraction of φ = 0.15, Figure 70 plots the isotropic scattering
coefficient versus the ionic strength at wavelengths of 660, 685, 785 and 828nm. The
experimentally determined isotropic scattering coefficients do have a definitive trend
at the wavelengths of 660 and 685nm. Only for wavelengths of 785 and 828nm do
we observe that the isotropic scattering coefficient data increase with increasing ionic
strength of the dispersion.
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Fig. 67.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.22, xnum = 0.25
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 67.: Continued.
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Fig. 68.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.19, xnum = 0.25
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 68.: Continued.
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Fig. 69.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.18, xnum = 0.25
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 69.: Continued.
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Fig. 70.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.15, xnum = 0.25
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 70.: Continued.
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Figures 71, 72, and 73 provide the comparisons between isotropic scattering co-
efficient data and MC simulation model predictions for a number ratio of 0.5. The
isotropic scattering coefficient is plotted versus the ionic strength of the dispersion.
The refractive index is variable as described in Chapter VII and the Sellmeier coeffi-
cients used, are described in Chapter V.
As explained previously the comparisons between experimental data have similar
trends (monotonously increasing or decreasing) with those provided by model predic-
tions. There is a variation in trends or trend reversal of decreased isotropic scattering
coefficients with increased ionic strength to increasing isotropic scattering coefficients
with increased ionic strength, as the wavelength of light is increased. The observation
is prominent in lower volume fractions of φ = 0.18 and φ = 0.15.
Also, the difference in the model predicted data and experimental data increases
in the lower wavelengths at increasing concentration of larger size particles. This
phenomenon is prominent in the lower volume fractions of number ratio 0.5, and the
disparity is larger between model predicted and experimental data, when compared
to the number ratio 0.25 (A3B1), where the larger sized particles are fewer in number.
The refractive index used for model predictions is again important for the isotropic
scattering coefficient predictions and at the lower wavelengths the discrepancy can be
accounted to inaccurate refractive indices.
Also if we observe the data obtained at lower wavelengths and varying volume
fractions, then it is evident that the difference in model data and experimental data
increases with decreasing volume fraction. This could imply that the model predic-
tions are not correctly describing the structural changes effectively even though the
trends are similar for the plots. Similar results were observed earlier for sample ratio
0.25, could imply that the particles are still strongly structured in the dispersion,
whereas the model predicts lesser structure within the dispersion.
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Fig. 71.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical so-
lution of the OZ equation with Yukawa potential and HNC closure. The particle
sizes are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.24, xnum = 0.5
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 71.: Continued.
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Fig. 72.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical so-
lution of the OZ equation with Yukawa potential and HNC closure. The particle
sizes are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.18, xnum = 0.5
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ
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Fig. 72.: Continued.
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Fig. 73.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical so-
lution of the OZ equation with Yukawa potential and HNC closure. The particle
sizes are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.15, xnum = 0.5
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 73.: Continued.
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Figures 74, 75 and 76 depict the model comparisons with the experimental data
for a number ratio of particles of 0.75. The isotropic scattering coefficient data is
plotted versus the ionic strength of the dispersion. The comparisons are provided for
a larger number of effective charge values, as the OZ equations were found to converge
for this number ratio at higher charge values.
The trends among the experimental data are found to be close to model pre-
dictions for lower volume fractions of φ = 0.18 and φ = 0.15. The experimental
data were found to have fluctuations at certain wavelengths as the ionic strength was
changed. Upon observation of the wavelengths of 660 and 685nm, the same samples
show close similarity in the experimental data, which implies the correctness of the
experiment. The fluctuations are attributed to the various zones of the partial struc-
ture factor being explored by the experiment i.e. a range of partial structure factors
explored by the wave vector values. The peaks of the structure factor being explored
are those of the higher diameter particle as well as the lower size particle. Also the
concentration of the higher diameter particle is the highest in this case and at lower
wavelengths there is an increasing probability of the experimental data being beyond
the first peak of the structure factor from models.
The convolution of the trends obtained from the smaller sized particle as well as
the higher diameter particle may also lead to increasing fluctuations observed in the
experimental data.
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Fig. 74.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.22, xnum = 0.75
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 74.: Continued.
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Fig. 75.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.18, xnum = 0.75
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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Fig. 75.: Continued.
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Fig. 76.: Isotropic scattering coefficient measurements versus ionic strength of a bidis-
perse mixture of polystyrene latexes. Open squares connected with solid lines are
experimental measurements and points connected with solid lines are numerical solu-
tion of the OZ equation with Yukawa potential and HNC closure. The particle sizes
are σ = 144nm and σ = 223nm, at a volume fraction of φ = 0.15, xnum = 0.75
and ionic strengths of 0.5,1,2,3 and 4mM at (a)λ = 660,(b)λ = 685, (c)λ = 785 and
(d)λ = 828nm.
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F. Summary
Frequency domain photon migration measurements are found to be sensitive to chang-
ing ionic strengths in colloidal dispersions, as well as changes in the medium with
respect to the size of the particles. The data found from experiment are found to
have similar trends with model predicted data and the differences observed can be
due to incorrect refractive indices or the models inaccuracy to predict changes in the
structure.
The experiments on dense bidisperse dispersions at high concentrations are first
of their kind and the recovery of essential parameters from the experimental data by
inversion techniques needs better solvers for the OZ equations. The effective charge
values on the particles are found to increase with increasing ionic strength, as can
be observed from the isotropic scattering coefficients. Even though at this stage the
effective charge values are not recovered by inversion techniques, the possibility of
obtaining the effective charge values from inversion techniques was not ruled out.
The technique of global optimization and finding the global minimum may be used
to obtain the size and the charge values for the bidisperse mixture.
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CHAPTER IX
FUTURE WORK
1. Better, faster solvers for the Ornstein Zernike equations and include polydisper-
sity in numerical solutions to understand the effects on the isotropic scattering
coefficient.
2. Thermodynamic calculations for mixtures and compare with available macro-
scopic measurement techniques such as osmotic pressure and rheological mea-
surements, which can be correlated with isotropic scattering data from Fre-
quency Domain Photon Migration measurements.
3. Include attractive forces in the simulations and predict structure factors for
attractive potential systems, and hence a complete representation of the DLVO
potential.
4. Recovery of particle sizes for bimodal distributions of particles and use of Bspline
basis functions to eliminate the use of known distributions to represent particle
size polydispersity.
5. Estimation of refractive indices from commercial instruments to accurately rep-
resent sample details in problems.
6. Absorption properties to be modelled for multiwavelength measurements.
7. Incorporate Ewald summation techniques to correct or check for any discrep-
ancies with results obtained from truncation of potential.
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CHAPTER X
SUMMARY AND CONCLUSIONS
This research work summarizes the possible ways of obtaining the structure factors
for concentrated dispersions, where interactions play an important role in particle
positional correlations. Monte Carlo simulations provided the structure factors of
concentrated dispersions to the highest volume fractions and charge values of the
particles. Corresponding numerical solutions of the Ornstein Zernike equations, were
found to be exactly similar to the results found from Monte Carlo simulations, for
cases of Yukawa potentials and closure models of Hypernetted Chain and Percus
Yevick. The Ornstein Zernike equations were found to be less stable and do not con-
verge for very high volume fractions and charge values. Consequently Monte Carlo
simulations were resorted to for a solution. Analytical solutions of the Ornstein
Zernike equations, using the Mean Spherical Approximation were found to be inaccu-
rate when compared for monodisperse dispersions and no solution could be obtained
for bidisperse dispersions.
We show FDPM measurements to be sensitive to changing electrostatic inter-
actions, at low ionic strengths of dispersions, in monodisperse as well as bidisperse
dispersions.
For the case of monodisperse dispersions the changes in the isotropic scattering
coefficient with changing ionic strength were found to be sensitive and accurate with
the available models of predicting the isotropic scattering coefficient. For the dense
dispersions particle diameter σ = 144 nm, the isotropic scattering coefficient increased
with ionic strength, consistent with predictions from forward models of the isotropic
scattering coefficient. For dense dispersions particle diameter σ = 223 nm, we found
that at 660 and 685nm wavelengths isotropic scattering coefficient decreased as the
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ionic strength of the dispersion increased and at wavelengths of 785 & 828nm, the
trend was reversed. The isotropic scattering coefficients are found to be appreciably
different from model predictions. The differences are attributed to refractive indices
as parameters for computing µs, and possible over predictions of structure changes
from structure factor models.
FDPM measurements have shown sensitivity to changing ionic strengths in bidis-
perse dispersions, and the isotropic scattering coefficients displayed similar trends as
those predicted by the OZ solution of the HNC closure and HSY potential. The vari-
ation in trends with ionic strength in the dispersions was captured effectively with
model predictions, and the discrepancy at lower wavelengths is attributed to incor-
rect refractive indices, and over predictions of structure from forward models. The
fluctuations in the isotropic scattering coefficients, observed for A1B3 mixtures may
be due to the mixed regions of the structure factor being explored, and the presence
of two different sized particles in the dispersions. There is consistency among the
experimental results at two different wavelengths and hence the measurement data
cannot be ruled out to have artifacts. Polydispersity could be modelled using a distri-
bution of particles and the methodology for bidisperse mixtures with binary Yukawa
potential and HNC closure or from MC simulations using a distribution of particles.
The variation in isotropic scattering coefficient data could be highly dependent upon
the amount of polydispersity of the dispersion.
Polydisperse dispersions at high ionic strengths, have been modelled with the
polydisperse Percus Yevick Hard Sphere models, and the experimental data from
seven different wavelengths were modelled using the PYHS theory. The particle size
distribution was obtained for dense dispersions, using experimental measurements
and nonlinear inversion techniques, by which the global optimum was sought through
the use of genetic algorithms. The volume fraction of the dispersions was also kept
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as unknown and a range of values was specified for the global minimization routines.
The particle size distribution was recovered accurately in comparison with dynamic
light scattering measurement, which obtains the particle size distribution for dilute
dispersions of particles, and the recovered volume fractions were found to be close to
those obtained from evaporation measurements.
The characterization methods developed for FDPM measurements may help to
determine the effective charge on the particles within dense dispersions, or at best
reveal a range of values for the effective charge. The current algorithms for solving
the OZ equations can work in real time for monodisperse dispersions and for a few
number ratios of particles in bidisperse dispersions, enabling forward comparisons
and future inverse analysis.
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APPENDIX A
ANALYTICAL EXPRESSIONS FOR THE STRUCTURE FACTORS: HARD
SPHERE
The analytical static structure factors are provided for monodisperse hard sphere
Percus Yevick fluid, bidisperse Percus Yevick fluid and in the Mean Spherical Approx-
imation (MSA) for the monodisperse Yukawa fluid.
Static structure factor: Monodisperse PYHS
1
S(Q)
= 1 +
24φ
x3
{a(sin x− x cosx)
+ b[(
2
x2
− 1)x cosx+ 2 sin x− 2/x]
+
φa
2
[
24
x3
+ 4(1− 6
x2
) sin x
− (1− 12
x2
+
24
x4
)x cosx]} (A.1)
where x ≡ Qσ; φ = πρσ3
6
; a = (1 + 2φ)2(1− φ)−4 and b = −3φ(φ+ 2)2/2(1− φ)4
Static structure factor: Bidisperse PYHS
g11 = [(1 +
η
2
) +
3η2
2
(α− 1)](1− η)−2
g22 = [(1 +
η
2
) +
3η1
2
(
1
α
− 1)](1− η)−2
g12 = [(1 +
η
2
) +
3
2
1− α
1 + α
(η1 − η2)](1− η)−2
β1 = σ1b1 = −6[η1g211 +
η2
4
(1 + α)2αg212]
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β2 = σ2b2 = −6[η2g222 +
η1α
−3
4
(1 + α)2g212]
σ2b = −3(1 + α)[η1g11
α2
+ η2g22]g12
β12 = σ1b = −3α(1− α)(α−2η1g11 + η2g22)g12
γ1 = σ
3
1d = [η1a1 + α
3η2a2]
a1 =
∂(βρ
′
)
∂η1
a2 = α
−3∂(βρ
′
)
∂η2
where (βρ
′
) is the reduced function
(βρ
′
) = {(η1 + α3η2)(1 + η + η2)− 3η1η2(1− α)2 × [1 + η1 + α(1 + η2)]}(1− η)−3
The expressions for a1 and a2 are found to reduce as follows
a1 = −(1 + 2η1 − 2η2 + 3η21 − 2η1η2 + η22 − 2α3η2
+ 2η1η2α
3 − η22α3 + 3αη2 − 3η22α + 12η1η2α
+ 3α2η2 + 6η
2
2α
2 − 6η1η2α2)/(−1 + η1 + η2)3
+ 3(η1 + η
2
1 − 2η1η2 + η31 − η21η2 + η1η22
+ α3η2 − 2η1η2α3 + η22α3 + α3η2η21 − η1η22α3
+ α3η32 + 3η1η2α− 3η1η22α + 6η21η2α+ 3η1η2α2
+ 6η1η
2
2α
2 − 3η21η2α2)/(−1 + η1 + η2)4 (A.2)
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a2 = (−(−2η1 − η21 + 2η1η2 + α3 − 2η1α3 + 2α3η2 + α3η21 − 2η1η2α3 + 3η22α3
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The expressions for the direct correlation functions are obtained as follows
−n1C11(y) = −24η1
α3y3
{a1(sinαy − αy cosαy) + β1
αy
[2αy sinαy − (α2y2 − 2) cosαy − 2]
+
γ1
α3y3
[(4α3y3 − 24αy) sinαy − (α4y4 − 12α2y2 + 24) cosαy + 24]} (A.4)
To obtain −n2C22(y), η1 is replaced by η2, αy by y, β1 by β2, and γ1 by α−3γ1.
The fourier transform of C12(r) is written as
−n
1
2
1 n
1
2
2C12(y) = 3(1− α)3
ηx1/2(1− x)1/2
x+ (1− x)α3 a1
sin yλ − yλ cos yλ
y3λ
+ 24η
x1/2(1− x)1/2α3
x+ (1− x)α3
× [P1 + P2 + P3] (A.5)
P1 =
sin yλ
y41
{β12[2y1 cos y1 + (y21 − 2) sin y1] +
γ12
y1
[(3y21 − 6) cos y1 + (y31 − 6y1) sin y1]
+
γ1
y21
[(4y31 − 24y1) cos y1 + (y41 − 12y21 + 24) sin y1]} (A.6)
P2 =
cos yλ
y41
{β12[2y1 sin y1 + (y21 − 2) cos y1 − 2] +
γ12
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[(3y21 − 6) sin y1 − (y31 − 6y1) cos y1]
+
γ1
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1− α
2α
1− cos y1
y1
)
+ sin yλ(
cos y1 + y1 sin y1 − 1
y21
+
1− α
2α
sin y1
y1
)} (A.8)
yλ = Kλ =
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2
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γ12 = 4λdσ
2
1 = 2γ1
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)
Static structure factor: Polydisperse PYHS
The expressions for partial structure factors Sij for a polydisperse hard sphere
system are given by:
Sij(q) = δij(q)− 2√ninjZ2Z3 + Z1Z4
q3(X2 + Y 2)
(A.9)
where q is the magnitude of the scattering wave vector, ni and nj are the number
densities of hard spheres with diameters di and dj respectively.
For dij = (di + dj)/2
Z1 = Y sin(qdij)−X cos(qdij) (A.10)
Z2 = X sin(qdij) + Y cos(qdij) (A.11)
Z3 =
π
△
(
2 + ξ3
π
△
)
+ qR4 (A.12)
Z4 =
π
△
(
2dij +
1
2
didjξ2
π
△
)
+ qR4 (A.13)
Here △ = 1− π
6
ξ3 and ξn =
∑
l nld
n
l . The parameters X, Y, R3 and R4 are given
by
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X = 1− 2π△ (1 +
πξ3
2△ )
∑
k
nkx2(dk)− 2π△
∑
k
nkdkx1(dk)(1 +
πξ2dk
4△ )
− 1
2
(
π
△)
2
∑
k,l
nknl[x1(dk)x1(dl)− y1(dk)y1(dl)](dk − dl)2 (A.14)
Y = −2π△ (1 +
πξ3
2△ )
∑
l
nly2(dl)− 2π△
∑
k
nkdky1(dk)(1 +
πξ2dk
4△ )
− 1
2
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π
△)
2
∑
k,l
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R3 =
(
π
△
)2∑
k
nk(dk − di)(dk − dj)y1(dk) (A.16)
R4 =
(
π
△
)2∑
k
nk(dk − di)(dk − dj)x1(dk) (A.17)
where x1, x2, y1, and y2 are given by:
x1(d) = q
−2[cos(qd)− 1] (A.18)
x2(d) = q
−3[qd− sin(qd)] (A.19)
y1(d) = q
−2[qd− sin(qd)] (A.20)
y2(d) = q
−3[cos(qd) + 0.5q2d2 − 1] (A.21)
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APPENDIX B
ANALYTICAL EXPRESSIONS FOR THE STRUCTURE FACTORS: MSA
YUKAWA
The static structure factor for the monodisperse Hard sphere Yukawa model has been
given by Herrera etal. The original paper has typographical errors and have been
correctly presented by Dr. Yingqing Huang in his PhD dissertation, and is provided
in this appendix.
Parameter definition
eo = 1.60× 10−19 electron charge (Coulomb)
kB = 1.38× 10−23 Boltzmann constant (Joule/Kelvin)
NA = 6.023× 1023 Avogadro Number (per mole)
ǫ = 8.85× 10−12 Electric Permittivity of Vacuum (C2/Jm)
ǫr = 78.54 Dielectric Constant
T Temperature (K)
κ Inverse Debye Length
σ Mean Particle Size
zeff Effective surface charge
θ Scattering Angle
η Volume Fraction
λ Wavelength
m Refractive index of the suspending fluid
Calculation of the static structure factor S(k)
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LB =
e2o
4πǫǫrkBT
Bjerrum Length
ǫo =
z2
eff
LB
σ(1+z/2)2
Dimensionless Coupling Energy
q = m
4πλ
sin(θ/2) Scattering Vector
k = qσ Dimensionless Scattering Vector
z = κσ
η1 = 1− η
η2 = 1 + 2η
η3 =
η2
η1
η4 = 2 + η
η5 = 3η
η6 = 6η
φo =
1−exp(−z)
2
φ1 =
1
z3
[
1− z
2
− (1 + z
2
)
exp(−z)]
ξo = z − (2 + z)φo + ξ1(η3 + z2)1z
ξ1 = 2zφo − 12ηφ1z2η1
ξ = ξ1γ + ξo
The roots of the following equation are used to obtain the value of the parameter
γ
γ(γ + 1) =
η6ǫ
ξ2
(B.1)
The root of this equation which leads to any physically meaningful results is
the positive root, and can be easily identified. Here, the parameter ǫ indicates the
interaction potential at contact.
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αo = η6
2 + z
η1z2
α1 = η6
2η2 + zη4
(η1z)2
A =
1
η1
[η3(1 + 2γ) + 2zγ(γ + 1)]
B =
1
η1
[1− 2γ(1 + 2γ + 2η3
z
)]
C =
1
η5
[−γexp(z)(ξ1γ + ξo)]
D =
γ
η5
(−αo + zα1γ − zγ)− C
R1 = k cos k + k − 2 sin k
R2 = cos k − 1
R3 =
k cos k + z sin k
z2 + k2
R4 =
z
z2 + k2
R = 1− η6
[
AR1
k3
+
BR2
k2
− R3zDexp(−z)
k
+ (D + C)R4
]
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T1 = k sin k − 2 + k − 2 sin k
T2 = sin k − k
T3 =
z cos k − k sin k
z2 + k2
− 1
z
T4 =
k
z2 + k2
T = −η6
[
AT1
k3
+
BT2
k2
+
T3zDexp(−z)
k
+ (D + C)T4
]
S(k) =
1
R2 + T 2
(B.2)
where S(k) is the structure factor at the dimensionless scattering vector k = qσ
Reference:
1. J.N.Herrera, P.T.Cummings, and H.Ruiz-Estrada, ”Static structure factor for
simple liquid metals,” Molecular Physics 96(5),835-847 (1999).
2. Yingqing Huang, PhD Dissertation, “Characterization of Dense suspensions
using frequency domain photon migration”, Texas A & M Univeristy, 2004
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