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LINEAR DYNAMICAL SYSTEMS OF NILPOTENT LIE GROUPS
INGRID BELTIT¸A˘ AND DANIEL BELTIT¸A˘
Abstract. We study the topology of orbits of dynamical systems defined by
finite-dimensional representations of nilpotent Lie groups. Thus, the following
dichotomy is established: either the interior of the set of regular points is dense
in the representation space, or the complement of the set of regular points is
dense, and then the interior of that complement is either empty or dense in the
representation space. The regular points are by definition the points whose
orbits are locally compact in their relative topology. We thus generalize some
results from the recent literature on linear actions of abelian Lie groups. As
an application, we determine the generalized ax+ b-groups whose C∗-algebras
are antiliminary, that is, no closed 2-sided ideal is type I.
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1. Introduction
One of the main results of the present paper is that if π : G → End(V) is a
finite-dimensional representation of a nilpotent Lie group and Γ is the set of all
regular points v ∈ V (i.e., the corresponding orbit π(G)v is locally compact in its
relative topology), then either the interior of Γ is dense in V or the complement
V \ Γ is a dense subset of V whose interior is either empty or is dense in V . (See
Corollary 4.11.) When G is an abelian Lie group, that dichotomy was essentially
established in [ACO16] and, as shown in Remark 4.14 , it is closely related to a
result of this type that had been obtained in [Pu71, Ch. IV, Prop. 8.2] for the
coadjoint representation of any connected, simply connected, solvable Lie group S,
and that result had been used for proving that almost all factors of the von Neumann
algebra of S are either type I or type II. In fact, one of the main motivations of the
present paper was to try to complete this picture by obtaining some information on
the size of the set of unitary equivalence classes of the remaining, type III, factor
representations. (See Remark 5.9 and Example 5.10.)
Besides representation theory, the study of regular points of dynamical systems
holds an important role in several research areas, including for instance admissibility
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in continuous wavelet theory [ACDO13], [BrCFM15], [ACO16], or C∗-dynamical
systems [Wi07], [BB18].
To obtain our results we use some techniques from linear algebra, namely ratio-
nality properties of oblique projections and Moore-Penrose inverses, which allow us
to improve the methods of investigation of the paper [ACO16] mentioned above.
From this perspective, this paper is a sequel to our earlier study from [BB17].
In Section 2 we establish some auxiliary results of two types: reduction theory for
regular orbits of locally compact group actions, and weight space decompositions
with respect to nilpotent Lie groups. In Section 3 we develop the linear algebra
tools we need for the investigation of regular points. In Section 4 we establish the
dichotomies for the sets of regular points in linear dynamical systems of general
nilpotent Lie groups (Theorem 4.10 and Corollary 4.11). Finally, in Section 5
we give an application to representation theory of some solvable Lie groups that
may not be type I. Specifically, we give a precise characterization of the so-called
generalized ax+ b-groups whose C∗-algebra is antiliminary (Theorem 5.8).
General notation and terminology. We denote Lie groups by upper case Ro-
man letters and their Lie algebras by the corresponding lower case Gothic letters.
By a nilpotent Lie group we always understand a connected simply connected nilpo-
tent Lie group.
For any subset of a real linear vector space S ⊂ W , we denote by 〈S〉 the additive
subgroup of (W ,+) generated by S.
For any finite-dimensional real vector space U, the Grassmann manifold of U is
the set Gr(U) of all linear subspaces of U. When U0 ⊆ U is linear subspace, we
denote GrU0(U) := {W ∈ Gr(U) | U0 ∔W = U}. (See [BB17] and [ACM13].)
For any complex Hilbert space H we denote by B(H) the von Neumann algebra
of all bounded linear operators on H, and by K(H) the set of all compact operators
onH. A separable C∗-algebraA is said to be type I or postliminary if for every irre-
ducible ∗-representation π : A → B(H) one has K(H) ⊆ π(A). The C∗-algebra A is
called antiliminary if it has no postliminary closed 2-sided ideal different from {0}.
See [Di69].
2. Preliminaries
Reduction theory for regular orbits of locally compact group actions.
Definition 2.1. For any continuous action G ×X → X , (g, x) 7→ g.x of a locally
compact group G on a topological space X , a point x0 ∈ X is called a regular
point if its corresponding orbit G.x0 is locally compact, and then G.x0 is called
a regular orbit. Here and everywhere in this paper, the orbits are endowed with
their relative topology, that is, we regard the orbits as topological subspaces of the
ambient space X .
Remark 2.2. The notion of regular orbit/point is introduced with respect to a
fixed group action. When we work in a framework in which there are several groups
around (as for instance in Lemma 2.4) we prefer to avoid this terminology for the
sake of clarity.
The following lemma is a generalization of [ACDO13, Cor. 2.3] from Lie group
actions to locally compact group actions.
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Lemma 2.3. Let G × X → X, (g, x) 7→ g.x, be a continuous action of a second
countable, locally compact group on a Hausdorff topological space. For any x0 ∈ X
with its orbit O := G.x0, then the following assertions are equivalent:
(i) The orbit O is regular.
(ii) For every compact neighborhood K of 1 ∈ G there exists a neighborhood V of
x0 ∈ X with V ∩ O ⊆ K.x0.
(iii) There exist a compact neighborhood K of 1 ∈ G and a neighborhood V of
x0 ∈ X with V ∩ O ⊆ K.x0.
If the space X is first countable, the group G is noncompact and countable at in-
finity, and the mapping G → X, g 7→ g.x0, is injective, then the above assertions
are equivalent to the following one:
(iv) There is no sequence {gn}n∈N in G satisfying lim
n∈N
gn =∞ and lim
n∈N
gn.x0 = x0.
If X is locally compact and both G and X are noncompact, then (v)⇒(i), where,
(v) One has lim
g→∞
g.x0 =∞ in X.
Proof. (i)⇒(ii) Let L be any compact neighborhood of 1 ∈ G with L−1L ⊆ K.
One has G =
⋃
g∈G
gL hence, since G is second countable, it has a subset C ⊆ G that
is at most countable and satisfies G =
⋃
c∈C
cL. Since O = G.x0, we then obtain
O =
⋃
c∈C
cL.x0. This is a countable union of compact subsets ofO. Since O is locally
compact by hypothesis, it then follows by Baire’s theorem that there exists c ∈ C
for which the set cL.x0 ⊆ O has nonempty interior. Using the homeomorphism
O → O, x 7→ c−1.x, we then obtain that the interior of L.x0 is nonempty, hence
there exists g ∈ L for which g.x0 belongs to the interior of L.x0. Then x0 belongs
to the interior of g−1L.x0. On the other hand g
−1L.x0 ⊆ L−1L.x0 ⊆ K.x0, hence
x0 belongs to the interior of K.x0, which is equivalent to Assertion (ii).
(ii)⇒(iii) Obvious.
(iii)⇒(i) It follows by (iii) that K.x0 is a compact neighborhood of x0 ∈ O. Since
the group G acts transitively on O by homeomorphisms, it then follows that every
point of O has a compact neighborhood, hence O is locally compact.
Now assume that G is noncompact and countable at infinity, hence it has a
sequence of compact subsets K1 ⊆ K2 ⊆ · · · ⊆ G with
⋃
n≥1
Kn = G. We also
assume that X is first countable and the mapping G→ X , g 7→ g.x0, is injective.
(iii)⇒(iv) Let {gn}n∈N be a sequence in G with lim
n∈N
gn =∞ and lim
n∈N
gn.x0 = x0.
Using the notation of (iii), there exists nV ∈ N with gn.x0 ∈ V ∩ O ⊆ K.x0 for
every n ≥ nV . Since the mapping G → X , g 7→ g.x0 is injective, we then obtain
gn ∈ K for every n ≥ nV . Since the group G is noncompact, this contradicts the
assumption lim
n∈N
gn =∞.
(iv)⇒(ii) Reasoning by contradiction, we assume that there exists a compact
neighborhood K of 1 ∈ G such that for every neighborhood V of x0 ∈ X one
has V ∩ O 6⊆ K.x0. Since X is first countable, there exists a countable base of
neighborhoods {Vn}n∈N of x0 ∈ X . Then for every n ∈ N one has by assumption
Vn ∩ O 6⊆ K.x0, hence there exists yn ∈ Vn ∩ O with yn 6∈ K.x0. Since yn ∈ O and
the mapping G → X , g 7→ g.x0, is injective, there exists a unique element gn ∈ G
with yn = gn.x0. Moreover, since yn ∈ Vn for all n ∈ N, we obtain lim
n∈N
gn.x0 = x0.
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It then follows by the hypothesis (iv) that one does not have lim
n∈N
gn =∞. Then,
selecting a suitable subsequence, one may assume that there exists h ∈ G with
lim
n∈N
gn = h, hence h.x0 = lim
n∈N
gn.x0 = x0 Since the mapping G → X , g 7→ g.x0,
is injective, it then follows that h = 1 ∈ G, hence lim
n∈N
gn = 1. On the other hand
gn.x0 = yn 6∈ K.x0 hence, by the injectivity of the mapping g 7→ g.x0 again, we
obtain gn 6∈ K for all n ∈ N. Since K is a neighborhood of 1 ∈ G, we thus obtain
a contradiction.
We now assume that the space X is locally compact and noncompact.
(v)⇒(i) Denote by Ĝ = G ⊔ {∞G} and X̂ = X ⊔ {∞X} the one-point com-
pactifications of G and X , respectively, and define ψ : G → X , ψ(g) := g.x0.
It follows by the hypothesis (v) that the continuous mapping ψ extends by con-
tinuity to a continuous mapping ψ̂ : Ĝ → X̂ with ψ̂(∞G) = ∞X . Since Ĝ is
compact, it follows that ψ̂(Ĝ) is a compact subset of X̂. Then ψ̂(Ĝ) \ {∞X} is
a locally closed subset of X̂. Since ψ̂(Ĝ) \ {∞X} ⊆ X and X is an open sub-
set of X̂ , it also follows that ψ̂(Ĝ) \ {∞X} is a locally closed subset of X . Since
ψ̂(Ĝ) \ {∞X} = ψ(G) = G.x0 = O, we thus see that O is a locally cosed subset of
X , and we are done. 
The following lemma is a generalization of [ACDO13, Prop. 3.1] from Lie group
actions to locally compact group actions.
Lemma 2.4. Let G×X → X and G×W →W be continuous actions of a second
countable, locally compact group on Hausdorff topological spaces and assume that
q : X → W is a continuous surjective mapping which is G-equivariant. For any
x0 ∈ X we denote w0 := q(x0), O := G.x0, O0 := G(w0).x0, and Ow0 := G.w0.
Then the following assertions hold:
(i) One has O ∩ q−1(w0) = O0 and q(O) = Ow0 .
(ii) If O is a locally compact subset of X, then O0 is a locally compact subset of X.
(iii) If O0 is a locally compact subset of X and Ow0 is a locally compact subset
of W , then O is a locally compact subset of X.
(iv) If Ow0 is a locally compact subset of W , then one has
O locally compact ⊆ X ⇐⇒ O0 locally compact ⊆ X.
Proof. (i) This is straightforward.
(ii) This follows by Assertion (i) since the intersection of a compact set with a
closed set is compact.
(iii) Let K be an arbitrary compact neighborhood of 1 ∈ G, and select any
compact neighborhood K1 of 1 ∈ G with K1 contained in the interior of K.
It follows by the hypothesis that Ow0 is locally compact along with Lemma 2.3
and Assertion (ii) that there exist a neighborhood V1 of x0 ∈ X satisfying
V1 ∩ O ∩ q
−1(w0) ⊆ K1.x0.
Using the continuity of the group action G ×X → X at (1, x0) ∈ G ×X we now
select a compact neighborhood K0 of 1 ∈ G and a neighborhood V2 of x0 ∈ X with
K−10 .V2 ⊆ V1.
Since K1 is a compact contained in the interior of K we may shrink K0 in order to
have
K0K1 ⊆ K.
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Using the hypothesis that Ow0 is locally compact in W , we obtain by Lemma 2.3
again a neighborhood Vw0 of w0 ∈W with
Vw0 ∩ Ow0 ⊆ K0.w0.
We now prove that V := V2 ∩ q−1(Vw0) is a neighborhood of x ∈ X satisfying
V ∩ O ⊆ K.x0
and then O is locally closed by Lemma 2.3.
It is easily seen that V is a neighborhood of x ∈ X . To prove the above inclusion,
let x ∈ V ∩ O arbitrary. Then one has q(x) ∈ q(q−1(Vw0 )) = Vw0 since q is
surjective, and on the other hand q(x) ∈ q(O) = Ow0 by Assertion (i), hence
q(x) ∈ Vw0 ∩ Ow0 ⊆ K0.w0. Thus there exists k0 ∈ K0 with q(x) = k0.w0, and
then k−10 .x ∈ q
−1(w0). Since x ∈ O, we also obtain k
−1
0 .x ∈ O. Moreover, since
x ∈ V ⊆ V2, we obtain at last
k−10 .x ∈ q
−1(w0) ∩O ∩K
−1
0 .V2 ⊆ q
−1(w0) ∩ O ∩ V1 ⊆ K1.x0
hence x ∈ K0K1.x0 ⊆ K.x0.
(iv) This directly follows by Assertions (ii)–(iii). 
Weight space decompositions with respect to nilpotent Lie algebras.
Notation 2.5. We now introduce some notation to be used in the following, unless
otherwise specified.
• V is a finite-dimensional real vector space with m := dimV ;
• g is a nilpotent Lie algebra with its corresponding Lie group G = (g, ∗);
• gC := C ⊗R g = g ∔ ig is the complexification of g, with its involutive
antilinear map gC → gC, x 7→ x¯ satisfying x¯ = x for all x ∈ g;
• the linear dual space of the complex Lie algebra gC is denoted by g∗C, with
its involutive antilinear map g∗C → g
∗
C, λ 7→ λ¯, where λ¯(x) := λ(x¯) for all
x ∈ gC and λ ∈ g∗C;
• ρ : g → End(V) is a Lie algebra representation, with its corresponding ex-
tension to a morphism of complex Lie algebras ρ : gC → EndC(VC);
• C : VC → VC is the involutive antilinear map satisfying Cv = v for all v ∈ V ;
Lemma 2.6. For every λ ∈ g∗C, the set
VλC :=
⋂
x∈gC
Ker (ρ(x) − λ(x)id)m ⊆ VC
is an invariant subspace for the representation ρ : gC → EndC(VC), and one has
VC =
⊕
λ∈Λ
VλC
where the set Λ := {λ ∈ g∗C | V
λ
C 6= {0}} is finite and for every λ ∈ Λ one has
[gC, gC] ⊆ Kerλ.
Proof. Since gC is a complex nilpotent Lie algebra, the assertions follow for instance
by [Ca05, Th. 2.9]. 
Lemma 2.7. For all λ ∈ g∗C one has C(V
λ
C) = V
λ¯
C .
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Proof. For every v ∈ VλC and x ∈ gC one has (ρ(x) − λ(x)id)
mv = 0 hence, since
C2 = id,
0 = C(ρ(x) − λ(x)id)mv = (C(ρ(x) − λ(x)id)C)mCv = (Cρ(x)C − λ(x)id)mCv
Let x1, x2 ∈ g with x = x1 + ix2. Then Cρ(x)C = C(ρ(x1) + iρ(x2))C = ρ(x1) −
iρ(x2) = ρ(x¯) and thus the above equality implies
(∀x ∈ gC) (ρ(x¯)− λ(x)id)
mCv = 0
hence
(∀x ∈ gC) (ρ(x) − λ(x¯)id)
mCv = 0
Therefore Cv ∈ V λ¯C . Thus C(V
λ
C) ⊆ V
λ¯
C , and the converse inclusion follows by
symmetry, since C2 = id. This completes the proof. 
Definition 2.8. For any subset Φ ⊆ Λ we denote VΦC :=
⊕
λ∈Φ
VλC and we define the
idempotent mapping PΦ ∈ EndC(V) with RanPΦ = VΦC and KerPΦ = V
Λ\Φ
C , using
Lemma 2.6. If one has Φ = {λ} for some λ ∈ Λ, then we define Pλ := PΦ = P{λ}.
We denote Λ′ := {λ ∈ Λ | λ¯ = λ} and, using Lemma 2.7, we fix a subset
Λ′′ ⊆ Λ\Λ′ satisfying Λ\Λ′ = Λ′′⊔Λ′′, where Λ′′ := {λ¯ | λ ∈ Λ′′}. We then obtain
the partition Λ = Λ′ ⊔ Λ′′ ⊔ Λ′′. This leads to the direct sum decomposition
VC = V
Λ′
C ∔ V
Λ′′
C ∔ V
Λ′′
C (2.1)
via Lemma 2.6 again.
Lemma 2.9. The mapping
ι : V → (V ∩ VΛ
′
C )∔ V
Λ′′
C , ι(v) := PΛ′v + PΛ′′v
is an R-linear isomorphism.
Proof. One can easily check that dimR V = dimR((V ∩VΛ
′
C )∔V
Λ′′
C ) and Ker ι = {0},
using Lemmas 2.7 and 2.6. 
Definition 2.10. We define the real vector space
V˜ := (V ∩ VΛ
′
C )∔ V
Λ′′
C
and the Lie algebra representation
ρ˜ : g→ End(V˜), ρ˜(x) := ι ◦ ρ(x) ◦ ι−1,
using Lemma 2.9.
3. Dichotomies for rational functions
The main theme of this subsection is that we wish to obtain a version of the fol-
lowing well-known results, concerning finite families of rational Y-valued functions
rather than vectors of the finite-dimensional real vector space Y.
Remark 3.1. Let F ⊆ Y be a finite subset of a finite-dimensional real vector
space. Then the countable subgroup 〈F 〉 =
∑
f∈F
Zf of (Y,+) generated by F is
locally closed if and only if 〈F 〉 is closed if and only if 〈F 〉 is discrete.
In fact, every locally closed subgroup of a topological group is closed. Further-
more, if 〈F 〉 is closed in Y and 〈F 〉 is not discrete, then by [Bo74, Ch. 5, §1, no.
1, Cor.] there exists y ∈ Y with Ry ⊆ 〈F 〉. This implies that 〈F 〉 is not countable,
which is a contradiction.
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Lemma 3.2. Let Y be a finite-dimensional real vector space and y1, . . . , yk ∈ Y be
linearly independent vectors. For any positive integer r ≥ 1 and any real numbers
aij for 1 ≤ i ≤ r and 1 ≤ j ≤ k define zi :=
k∑
j=1
aijyj ∈ Y. Then the subgroup
Zy1 + · · · + Zyk + Zz1 + · · · + Zzr of (Y,+) generated by y1, . . . , yk, z1, . . . , zr is
discrete/closed/locally closed if and only if for all 1 ≤ i ≤ r and 1 ≤ j ≤ k one has
aij ∈ Q.
Proof. Using Remark 3.1, the case r = 1 follows by [Bo74, Ch. 5, §1, no. 1, Cor.].
The general case can then be proved by induction on r ≥ 1. 
Definition 3.3. For any finite-dimensional real vector space X and any subset
D ⊆ X we say that a function f : D → R is rational if there exist polynomial
functions P,Q : X → R satisfying Q(x) 6= 0 and f(x) = P (x)/Q(x) for all x ∈ D. If
Y is another finite-dimensional real vector space, then a vector function φ : D → Y
is rational if for every linear functional ξ : Y → R the scalar function ξ ◦ϕ : D → R
is rational in the above sense.
Lemma 3.4. Let X and Y be finite-dimensional real vector spaces, and fix any
countable subset S ⊆ Y. If D ⊆ X is an open subset and f : D → Y is a rational
function, then one of the following assertions holds:
(i) There exists s ∈ S with f(D) = {s}.
(ii) The subset f−1(Y \ S) ⊆ D is dense and, if moreover Y \ S is totally dis-
connected, then either Int f−1(Y \ S) = ∅ or there exists y ∈ Y \ S with
f(D) = {y}.
Proof. The assertions (i) and (ii) cannot hold true simultaneously. Therefore it
suffices to prove that if (i) fails, then (ii) is true.
For every s ∈ S the set f−1(s) is closed and, since f is rational, either Int f−1(s) =
∅ or f−1(s) = D. If the first assertion in the statement fails to be true, it then
follows that for every s ∈ S the subset f−1(s) ⊆ D is closed and has empty interior.
Then, by Baire’s category theorem the set
⋃
s∈S
f−1(s) has empty interior in D, that
is, its complement is dense in D. One has D \
⋃
s∈S
f−1(s) = f−1(Y \ S), hence
f−1(Y \ S) is a dense subset of D.
Now assume that moreover Y \S is totally disconnected and Int f−1(Y \S) 6= ∅.
Then there exists an open connected nonempty subset B ⊆ D with f(B) ⊆ Y \ S.
Since B is connected and the function f is continuous, the set f(B) is in turn
connected. The hypothesis that Y \ S is totally disconnected then implies that
there exists y0 ∈ Y \ S with f(B) = {y0}. Since the set B is open and nonempty,
and the function f is rational, it then follows that f is constant, hence f(D) = {y0}.
This completes the proof. 
Lemma 3.5. Let X be a finite-dimensional real vector space and D ⊆ X be an
open subset. Let 1 ≤ k ≤ m be any positive integers and assume that yj : D → Rm
and zi : D → Rm are rational functions for j = 1, . . . , k and i = 1, . . . , r, satisfying
the conditions
y1(x0), . . . , yk(x0) ∈ Rm are linearly independent at some point x0 ∈ D
and
z1(x), . . . , zr(x) ∈ spanR{y1(x), . . . , yk(x)} for all x ∈ D.
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If we denote
A := {x ∈ D | z1(x), . . . , zr(x) ∈ spanQ{y1(x), . . . , yk(x)}}
then there exists a dense open subset D0 ⊆ D for which exactly one of the following
assertions holds:
(i) One has D0 ⊆ A and there exist aij ∈ Q for 1 ≤ i ≤ r and 1 ≤ j ≤ k with
zi(x) =
k∑
j=1
aijyj(x) for i = 1, . . . , r and all x ∈ D0.
(ii) The set D \A is dense in D, and either Int (D \A) = ∅ or there exist aij ∈ R
for 1 ≤ i ≤ r and 1 ≤ j ≤ k with zi(x) =
k∑
j=1
aijyj(x) for i = 1, . . . , r and all
x ∈ D0.
Proof. Assume D 6= ∅ and write
yj = (yj1, . . . , yjm) : D → Rm and zi = (zi1, . . . , zim) : D → Rm
for j = 1, . . . , k and i = 1, . . . , r. Since the vectors y1(x0), . . . , yk(x0) ∈ Rm are
linearly independent at some point x0 ∈ D, there exists a set J = {t1, . . . , tk} ⊆
{1, . . . ,m} with 1 ≤ t1 < · · · < tk ≤ m and x0 ∈ DJ , where DJ := {x ∈ D |
δJ(x) 6= 0} and
δJ : D → R, δJ(x) := det(ys,tj (x))1≤s,j≤k .
It is clear that δJ : D → R is a rational function hence the set DJ is a dense open
subset of D.
Moreover, the vectors y1(x), . . . , yk(x) ∈ Rm are linearly independent for every
x ∈ DJ . It then follows by the hypothesis that for i = 1, . . . , r and every x ∈ DJ
there exist uniquely determined ai1(x), . . . , aik(x) ∈ R with zi(x) =
k∑
j=1
aij(x)yj(x),
that is, 

zi1(x) = ai1(x)y11(x) + ai2(x)y21(x) + · · ·+ aik(x)yk1(x),
. . . . . . . . .
zim(x) = ai1(x)y1m(x) + ai2(x)y2m(x) + · · ·+ aik(x)ykm(x).
If BJ(x) := (ys,tj (x))1≤s,j≤k ∈ Mk(R), then detBJ (x) = δJ(x) 6= 0 for all x ∈ DJ ,
hence the above overdetermined linear system can be solved for ai1(x), . . . , aik(x)
by
(zi,t1(x) . . . zi,tk(x))︸ ︷︷ ︸
∈M1,k(R)
BJ(x)
−1︸ ︷︷ ︸
∈Mk(R)
= (ai1(x) . . . aik(x))︸ ︷︷ ︸
∈M1,k(R)
.
This shows that ai1, . . . , aik are rational functions on DJ for i = 1, . . . , r.
Then the function f := (aij |DJ )1≤1≤r,1≤j≤k : DJ → Mrk(R) is rational and, for
S := Mrk(Q) ⊆ Mrk(R), one has A ∩ DJ = f−1(S) and moreover Mrk(R) \ S is
totally disconnected. Thus, by Lemma 3.4, exactly one of the following cases can
occur:
• There exists s ∈ S with f(x) = s for all x ∈ DJ (in particular DJ ⊆ A).
• The set f−1(Mrk(R)\S) is dense in DJ , and either Int f−1(Mrk(R)\S) = ∅
or there exists F0 ∈Mrk(R) \ S with f(DJ) = {F0}.
Since DJ is a dense subset of D and f
−1(Mrk(R) \ S) = DJ \ A, one may set
D0 := DJ to complete the proof. 
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Lemma 3.6. Let X and Y a finite-dimensional real vector spaces and D ⊆ X be
an open subset. Let f1, . . . , fq : D → Y be rational functions and define
A := {x ∈ D | 〈f1(x), . . . , fq(x)〉 is closed in Y}.
Then exactly one of the following assertions holds:
(i) The set IntA is a dense open subset of D.
(ii) The set D \A is dense in D, and either Int (D \A) = ∅ or Int (D \A) is dense
in D.
Proof. For every x ∈ D we define Ex := spanR{fj(x) | 1 ≤ j ≤ q}, and we fix
a point x0 ∈ D with dim Ex ≤ dim Ex0 for all x ∈ D. We denote k := dim Ex0 ,
r := q − k, and we label f1, . . . , fq as y1, . . . , yk, z1, . . . , zr, with y1(x0), . . . , yk(x0)
being a basis of Ex0 .
Since y1, . . . , yk : D → Y are rational functions and y1(x0), . . . , yk(x0) are linearly
independent, it is straightforward to obtain a Zariski open subset D0 ⊆ D with
x0 ∈ D0, for which y1(x), . . . , yk(x) are linearly independent for all x ∈ D0, as
in the proof of Lemma 3.5. Since dim Ex ≤ k for all x ∈ D, it then follows that
y1(x), . . . , yk(x) is a basis of Ex for all x ∈ D0. In particular, for every x ∈ D0 one
has
z1(x), . . . , zr(x) ∈ Ex = spanR{y1(x), . . . , yk(x)} for all x ∈ D0. (3.1)
On the other hand, denoting
A0 := {x ∈ D0 | z1(x), . . . , zr(x) ∈ spanQ{y1(x), . . . , yk(x)}}
we obtain A0 = A ∩ D0 by Lemma 3.2. Moreover, it follows by (3.1) along with
Lemma 3.5 that there exists a dense open subset D00 ⊆ D0 for which exactly one
of the following cases occurs:
• One has D00 ⊆ A0.
• The set D0 \A0 is dense in D0, and either Int (D0 \A0) = ∅ or Int (D0 \A0)
is dense in D0.
Since D0 is a dense open subset of D, this concludes the proof. 
An application of Moore-Penrose inverses.
Definition 3.7. For any fixed integer n ≥ 1 we define the polynomial functions
γ0, γ1, . . . , γm : B(Rn,Rm)→ R by the equation
(∀t ∈ R)(∀A ∈ B(Rn,Rm)) det(1+ tAA⊤) =
m∑
k=0
γk(A)t
k.
It is easily seen that γ0(A) = 1 and γm(A) = det(AA
⊤) for all A ∈ B(Rn,Rm). The
functions γ0, γ1, . . . , γm are called the Gram coefficients ; cf. [DGL05, Def. 1.2].
Lemma 3.8. For any integers m,n ≥ 1 and A ∈ B(Rn,Rm) the following asser-
tions hold:
(i) If r ∈ {1, . . . , n}, one has dim(KerA) = n− r if and only if γr(A) 6= 0 and
(∀t ∈ R) det(1+ tAA⊤) =
r∑
k=0
γk(A)t
k.
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(ii) If dim(KerA) = n− r, then the orthogonal projection onto KerA is given by
PKerA = 1−
1
γr(A)
r−1∑
k=0
(−1)r−1−kγk(A)(A
⊤A)r−k.
(iii) If dim(KerA) = n− r, then the Moore-Penrose inverse of A is given by
A† =
1
γr(A)
(r−1∑
k=0
(−1)r−1−kγk(A)(A
⊤A)r−1−k)
)
A⊤ ∈ B(Rm,Rn).
Proof. See [DGL05, Lemmas 1.3–1.4 and Prop. 1.6]. 
Proposition 3.9. Let U, X , and Y be finite-dimensional real vector spaces. If
D ⊆ X , U0 ∈ Gr(U), and T : D → B(U,Y) is a rational mapping with KerT (x) ∈
GrU0(U) for all x ∈ D, then the mapping θ : D → B(U,U0), θ(x) := EU0(KerT (x))
is rational.
Proof. Fix a scalar product on U, so that U becomes a real Hilbert space. It follows
by [BB17, Lemma 2.3] that
(∀x ∈ D) θ(x) = PKerT (x)((1− PU0)PKerT (x))
†(1− PU0).
On the other hand, denoting r := dimU0, for all x ∈ D one has by hypothesis
KerT (x) ∈ GrU0(U) hence dim(KerT (x)) = dimU − r. It is also easily checked
that
(∀x ∈ D) Ker ((1− PKerT (x))PU0) = U
⊥
0 .
It then follows by Lemma 3.8 along with the above fomula that θ is a composition
of rational mappings, hence θ is in turn rational a rational function. 
Example 3.10 (stratification according to a unipotent representation). Let g be a
nilpotent Lie algebra with m := dim g and its corresponding group G = (g, ·), V be
a finite-dimensional real vector space with n := dimV , and ρ : G → End(V) be a
unipotent representation, that is, (1−ρ(x))n = 0 for all x ∈ G. The contragredient
representation ρ∗ : G→ End(V∗), ρ∗(x) := ρ(−x)∗, is unipotent as well. Using any
Jordan-Ho¨lder sequence of ideals of g,
F• : {0} = F0 ⊆ F1 ⊆ · · · ⊆ Fm = g
and any sequence of linear subspaces
Y• : {0} = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn = V
∗
with dimYj = j and dρ∗(g)Yj ⊆ Yj−1 for j = 1, . . . , n, we obtain by the construc-
tion of [Pe94, §1.4] a stratification of (V∗)∗ = V according to the representation ρ∗.
That is, we obtain a partition
V =
⊔
ε∈E
Ωε
where the set E is finite and is endowed with a total ordering ≺ satisfying the
following conditions:
(i) For every ε ∈ E the set Ωε is ρ(G)-invariant and there exists a subset e(ε) ⊆
{1, . . . ,m} with jumpF•(g(v)) = e(ε) for all v ∈ Ωε.
(ii) There exists a family of polynomial functions {Qε : V → R | ε ∈ E} with
Ωε = {v ∈ V | Qε(v) 6= 0 = Qε′ if ε′ ≺ ε}. (See [Pe94, Prop. 1.3.2].) In
particular, if ε0 = minE, then Ωε0 is a dense open subset of V .
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In (i) above we used the notation
jumpF•(h) := {j ∈ {1, . . . ,m} | Fj−1 + h $ Fj + h}
for any linear subspace h ⊆ g. In this setting we also recall for later use that for
any selection xj ∈ gj \ gj−1 for j = 1, . . . ,m,
if e := jumpF•(h) and ge := span{xj | j ∈ e}, then h ∈ Grge(g), (3.2)
that is, one has the direct sum decomposition g = h ∔ ge. (See [BB17, Prop.
3.4(x)].) We also note for later use that actually
Fj = (h ∩ Fj)∔ (ge ∩ Fj) for j = 1, . . . ,m. (3.3)
To see that, let q := Eh,g(ge) : g→ g be the oblique projection onto h along ge given
by the direct sum decomposition g = h ∔ ge. It suffices to show that q(Fj) ⊆ Fj
for j = 1, . . . , n. If j = 1, then one has either 1 ∈ e and then q(x1) = 0 ∈ F1,
or 1 6∈ e = jumpF•(h) and then F1 ⊆ h hence q(x1) = x1 ∈ F1. In any of these
cases we obtain q(F1) = Rq(x1) ⊆ F1. Now let 2 ≤ j ≤ m and assume that
q(Fj−1) ⊆ Fj−1. If j ∈ e, then xj ∈ ge = Ker q, hence q(xj) = 0 ∈ Fj . If j 6∈ e,
then xj ∈ Fj−1 + h, hence by Fj−1 ⊆ F we directly obtain xj ∈ Fj−1 + (h ∩ Fj).
Therefore q(xj) ∈ q(Fj−1) + h ∩ Fj ⊆ Fj−1 + Fj = Fj . Using again the induction
hypothesis q(Fj−1) ⊆ Fj−1 we then obtain q(Fj) ⊆ Fj, and we are done.
4. Main results on regular orbits
Setting 4.1. Throughout this section we keep the following hypothesis and nota-
tion.
• G is a nilpotent Lie group;
• π : G → EndR(V) is a continuous representation on the finite-dimensional
real vector space V ;
• V = V1 ∔ · · ·∔ Vm is a direct sum decomposition into π(G)-invariant sub-
spaces satisfying the condition that for every j = 1, . . . ,m there exists a field
Kj ∈ {R,C} and aKj-vector space structure of Vj that agrees with its struc-
ture of a real vector subspace of V and there exists a function χj : G→ K×j
for which π(g)|Vj ∈ EndKj (Vj) and (π(g)|Vj − χj(g)idVj )
mj = 0 for all
g ∈ G, where mj := dimKj (Vj).
• For every v ∈ V \{0} we denote by supp v the set J ⊆ {1, . . . ,m} for which
there exist vj ∈ Vj \ {0} for all j ∈ J with v =
∑
j∈J
vj .
Remark 4.2. The restriction of π to its invariant subspace Vj has a joint eigenvec-
tor by the classical theorem of S. Lie [BaRa86, Ch. 8, §1, Th. 1 and Cor. 2], and
it then directly follows that the function χj : G→ K×j is a continuous morphism.
It then further follows that there exist and are uniquely determined the linear
functionals αj , βj : g→ R satisfying [g, g] ⊆ (Kerαj) ∩ (Kerβj) and
(∀x ∈ g) χj(expG x) = e
αj(x)+iβj(x).
Definition 4.3. We define the abelian Lie group Z := K×1 × · · · × K
×
m and the
mappings
E : G→ EndR(V), E(g) := χ1(g)idV1 ∔ · · ·+ χm(g)idVm ,
E0 : G→ Z, E0(g) := (χ1(g), . . . , χm(g)),
ν : G→ EndR(V), ν(g) := E(g)
−1π(g).
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For every v ∈ V we also define Gν(v) := {g ∈ G | ν(g)v = v}.
Remark 4.4. We note the following properties of the objects introduced above:
(i) Both E and ν are continuous representations with [E(G), ν(G)∪ π(G)] = {0}
and π(·) = E(·)ν(·).
(ii) For every g ∈ G one has (ν(g)− idV)N = 0, where N = dimV , and this further
implies that the closed subgroup Gν(v) of G is connected for all v ∈ V . (See
[CG90, Lemma 3.1.1].)
We now state the following generalization of [ACO16, Th. 3.6] from abelian to
general nilpotent Lie groups.
Theorem 4.5. The following assertions are equivalent for every v ∈ V \ {0}:
(i) The subset π(G)v ⊆ V is locally compact.
(ii) The subgroup E0(G) ⊆ Z is closed.
(iii) The additive subgroup 〈{βj |gν(v) | j ∈ supp v}〉 ⊆ gν(v)
∗ is discrete.
The proof requires some preparation.
Notation 4.6. We denote
X :={v ∈ V \ {0} | supp v = {1, . . . ,m}}
={v1 + · · ·+ vm | vj ∈ Vj \ {0} for j = 1, . . . ,m}.
For j = 1, . . . ,m and v ∈ Vj \ {0} we also denote [v] := Kjv ⊆ V . We also define
the projective space P(Vj) := {[v] | v ∈ Vj \ {0}}, endowed with its usual topology
of a compact space for which the mapping Vj \ {0} → P(Vj), v 7→ [v], is a quotient
mapping.
We denote W := P(V1)× · · · × P(Vm) and we define
q : X →W, q(v1 + · · ·+ vm) := ([v1], . . . , [vm]).
We also define the group action
ν˜ : G×W →W, ν˜(g, w) := g.w
where g.([v1], . . . , [vm]) := ([ν(g)v1], . . . , [ν(g)vm]) for all w = ([v1], . . . , [vm]) ∈ W
and g ∈ G. We note for later reference that
(∀j ∈ {1, . . . ,m})(∀vj ∈ Vj \ {0})(∀g ∈ G) [π(g)vj ] = [ν(g)vj ] ∈ P(Vj). (4.1)
Lemma 4.7. One has the commutative diagram
G×X
pi
//
idG×q

X
q

G×W
ν˜
// W
and for every v ∈ X the mapping q|ν(G)v : ν(G)v → G.q(v) = ν˜(G × {q(v)}) is a
G-equivariant homeomorphism.
Proof. Commutativity of this diagram follows by (4.1).
Now let v = v1+ · · ·+ vm ∈ X arbitrary, where vj ∈ Vj \ {0} for j = 1, . . . ,m. It
is easily seen that the mapping q|ν(G)v : ν(G)v → G.q(v) is continuous, surjective,
and G-equivariant. To show that it is also injective, let g1, g2 ∈ G arbitrary with
q(ν(g1)v) = q(ν(g2)v). Then, for j = 1, . . . ,m, there exists tj ∈ K×j with ν(g1)vj =
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tjν(g2)vj , hence ν(g
−1
2 g1)vj = tjvj . Now tj = 1 by Remark 4.4(ii), and then
ν(g1)v = ν(g2)v, which shows that q|ν(G)v is injective.
It remains to check that the inverse of q|ν(G)v : ν(G)v → G.q(v) is continu-
ous. To this end it suffices to prove that for every sequence {gn}n∈N in G with
lim
n→∞
ν˜(gn, q(v)) = q(v), one has lim
n→∞
ν(gn)v = v. In fact, for j = 1, . . . , n one has
lim
n→∞
[ν(gn)vj ] = [vj ] in P(Vj), hence there exists a sequence {tn}n∈N in Kj with
lim
n→∞
tnν(gn)vj = vj (4.2)
in Vj \{0}. On the other hand, by S. Lie’s theorem for the unipotent representation
G → End(Vj), g 7→ ν(g)|Vj , there exists a basis in the Kj-vector space Vj with
respect to which one has a lower-triangular matrix representation
ν(·)|Vj =


1 0
. . .
∗ 1


and it then easily follows by (4.2) that lim
n→∞
tn = 1 in K×j , hence one obtains
by (4.2) again that lim
n→∞
ν(gn)vj = vj . This further implies lim
n→∞
ν(gn)v = v, which
completes the proof of the fact that the inverse of q|ν(G)v : ν(G)v → G.q(v) is
continuous, and we are done. 
Lemma 4.8. For any connected closed subgroup H ⊆ G with its Lie algebra h ⊆ g
define BH := {βj |h | j = 1, . . . ,m} ⊆ h∗. The following conditions are equivalent:
(i) The subgroup E0(H) ⊆ Z is closed.
(ii) One has dimR(spanR(BH)) = dimQ(spanQ(BH)).
(iii) The additive subgroup 〈BH〉 ⊆ h∗ is discrete.
Proof. It is easily seen that Assertions (ii)–(iii) are equivalent by Lemma 3.2.
Let (H,H) denote the subgroup of H generated by its subset {hgh−1g−1 | h, g ∈
H}. Since H is a nilpotent Lie group, it is well-known that (H,H) is the closed
connected subgroup ofH whose Lie algebra is [h, h]. (See [Ho65, Ch. XII, Th. 3.1].)
Moreover, [h, h] ⊆ Kerβj for j = 1, . . . ,m, and on the other hand (H,H) ⊆ KerE0
since E0 : G→ Z and the group Z is abelian.
Now define the abelian Lie group H˜ := H/(H,H) with its Lie algebra h˜ :=
h/[h, h], and denote by Q : H → H˜ and q : h→ h˜ their corresponding quotient maps.
It follows by the above observations that there exist and are uniquely determined
the continuous group morphisms χ˜j : H˜ → K×j and linear functionals β˜j : h˜ → R
satisfying χ˜j ◦ Q = χj |H and β˜j ◦ q = βj |h for j = 1, . . . ,m. Defining E˜0 :=
(χ˜1, . . . , χ˜m) : H˜ → Z, one also has E˜0 ◦Q = E. If we also denote
B˜H := {β˜j | j = 1, . . . ,m} ⊆ h˜
∗
then it is easily seen that Assertions (i), (ii), and (iii) from the statement are
respectively equivalent to the following assertions:
(i’) The subgroup E˜0(H˜) ⊆ Z is closed.
(ii’) One has dimR(spanR(B˜H)) = dimQ(spanQ(B˜H)).
(iii’) The additive subgroup 〈B˜H〉 = Zβ˜1 + · · ·+ Zβ˜m ⊆ h˜∗ is discrete.
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Here H˜ is an abelian (simply connected) Lie group, hence one easily obtains that
Assertions (i)–(iii) are equivalent by [Bo74, Ch. VII, §1, no. 5]. Moreover, as
we already noted at the beginning of the present proof, Assertions (ii)–(iii) are
equivalent by Lemma 3.2.
Therefore Assertions (i)–(iii) are equivalent, and we are done. 
Proof of Theorem 4.5. Let v ∈ \{0}. Restricting the representation π : G→ EndR(V)
to its invariant subspace
⊕
j∈supp v
Vj, we may assume v ∈ X , hence v = v1+· · ·+vm ∈
X with vj ∈ Vj \{0} for j = 1, . . . ,m. Denote w := q(v) ∈ W and its corresponding
isotropy group Gν˜(w) := {g ∈ G | ν˜(g, w) = w}, which actually satisfies
Gν˜(w) = Gν(v). (4.3)
In fact, for arbitrary g ∈ G,
ν(g)v = v ⇐⇒ q(ν(g)v) = q(v) ⇐⇒ ν˜(g, q(v)) = q(v) ⇐⇒ g ∈ Gν˜(w)
since the mapping q|ν(G)v is injective by Lemma 4.7 and that the diagram from
that lemma is commutative.
Recall from Remark 4.4(ii) that ν : G → End(V) is a unipotent representation,
hence ν(G)v is a locally compact subset of V . (See for instance [CG90, Th. 3.1.4].)
This implies by Lemma 4.7 that the subsetG.w ⊆W is locally compact. Using (4.3)
and the commutative diagram from Lemma 4.7, it then follows by Lemma 2.4(iv)
that one has
π(G)v locally compact ⊆ V ⇐⇒ π(Gν(v))v locally compact ⊆ V .
Thus, to complete the proof that Assertions (i)–(ii) are equivalent, it suffices to
show the following:
π(Gν(v))v locally compact ⊆ V ⇐⇒ E0(G) closed ⊆ Z. (4.4)
To this end we recall that
Gν(v) = {g ∈ G | ν(g)v = v} = {g ∈ G | ν(g)vj = vj for j = 1, . . . ,m}
hence
(∀g ∈ Gν(v)) π(g)v = E(g)ν(g)v =
m∑
j=1
E(g)ν(g)vj =
m∑
j=1
E(g)vj =
m∑
j=1
χj(g)vj .
This easily implies that the mapping
π(Gν(v))v → E0(Gν(v)), π(g)v 7→ (χ1(g), . . . , χm(g)) = E0(g)
is a homeomorphism, and then π(Gν(v))v is a locally compact subset of V if and
only if E0(Gν(v)) is a locally compact subset of Z. This is further equivalent to the
condition that E0(Gν(v)) be a locally closed subset of Z by [Wi07, Lemma 1.26].
Since E0(Gν(v)) is actually a subgroup of Z, and any subgroup of a topological
group is locally closed if and only if it is closed (by [Ho65, Ch. I, Prop. 2.1]), the
proof of (4.4) is complete.
Assertions (ii)–(iii) are equivalent by Lemma 4.8, and this completes the proof.

Theorem 4.10 below is a generalization of [ACO16, Cor. 5.6] from abelian to
general nilpotent Lie groups. We use the following notation.
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Notation 4.9. Let k0 := min
v∈V
dim gν(v), Vgen := {v ∈ V | dim gν(v) = k0}, and
Γ := {v ∈ V | π(G)v locally compact ⊆ V}.
Then the set Vgen is an open dense π(G)-invariant subset of V and one has Vgen ⊆ X .
Theorem 4.10. Let G be a nilpotent Lie group and π : G→ EndR(V) a continuous
representation on the finite-dimensional real vector space V. If m ⊆ g is a linear
subspace for which the set
Vm := {v ∈ V | gν(v)∔m = g} (4.5)
is a dense open subset of Vgen then exactly one of the following cases occurs:
(i) The set Int (Vm ∩ Γ) is a dense open subset of Vm.
(ii) The set Vm \ Γ is dense in Vm, and either Int (Vm \ Γ) = ∅ or Int (Vm \ Γ) is
dense in Vm.
Proof. If Vm ∩ Γ = ∅, then (ii) clearly holds true.
Now let us assume Vm ∩ Γ 6= ∅ and select v0 ∈ Vm ∩ Γ. The proof proceeds
in several steps. Recall that for every linear subspace h ∈ Grm(g) we denote by
Em(h) : g → g its corresponding oblique projection onto h, corresponding to the
direct sum decomposition g = h∔m.
Step 1. The function Ψ: Vm → B(g), Ψ(v) := Em(gν(v)) is rational.
This follows by Proposition 3.9, for T : Vm → B(g,V), T (v) := dν(·)v, which
satisfies KerT (v) = gν(v) ∈ Grm(g) for all v ∈ Vm.
Step 2. For every j = 1, . . . ,m the function
fj : Vm → gν(v0)
∗, fj(v) := βj ◦Ψ(v)|gν(v0)
is rational and one has
Vm ∩ Γ = {v ∈ Vm | 〈f1(v), . . . , fm(v)〉 discrete ⊆ gν(v0)
∗}. (4.6)
In fact, it directly follows by Step 1 that the functions f1, . . . , fm : Vm → gν(v0)∗
are rational. Moreover, for arbitrary v ∈ Vgen one has m ∩ gν(v0) = {0}. It is then
straightforward to check that the linear operator
Ψ(v)|gν(v0) : gν(v0)→ gν(v)
is injective hence invertible since dim gν(v) = dim gν(v0). One then obtains for
arbitrary v ∈ Vm
〈β1|gν(v), . . . ,βm|gν(v)〉 discrete ⊆ gν(v)
∗
⇐⇒ 〈β1 ◦Ψ(v)|gν (v0), . . . , βm ◦Ψ(v)|gν(v0)〉 discrete ⊆ gν(v0)
∗
⇐⇒ 〈f1(v), . . . , fm(v)〉 discrete ⊆ gν(v0)
∗
and now (4.6) follows by Theorem 4.5 since Vm ⊆ Vgen ⊆ X . (See Notation 4.9
and 4.6.)
Step 3. The above Step 2 shows that Lemma 3.6 is applicable with A = Vm ∩Γ,
and we then obtain that either Vm ∩ Γ is an open dense subset of Vm, or Vm \ Γ
(= Vm \A) is a dense subset of Vm. This completes the proof. 
Corollary 4.11. In the conditions and notation of Theorem 4.10, exactly one of
the following cases can occur:
(i) The set Int Γ is dense in V.
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(ii) The set V \ Γ is dense in V, and either Int (V \ Γ) = ∅ or Int (V \ Γ) is dense
in V.
Proof. It follows by Example 3.10(ii) and (3.2) that there exists a linear subspace
m ⊆ g with dim(g/m) = k0 for which the set Vm defined in (4.5) is a dense open
subset of Vgen. Theorem 4.10 is then applicable, and one directly obtains the
assertion, since Vgen is in turn a dense open subset of V . 
Remark 4.12. The above corollary implies that Int Γ is not dense in V if and only
if Int Γ = ∅.
Corollary 4.13. If the group G is abelian, then exactly one of the following cases
can occur:
(i) The set Int Γ is dense in V.
(ii) The transformation-group C∗-algebra G⋉ C0(V) is antiliminary.
Proof. The transformation-group C∗-algebra G ⋉ C0(V) is not antiliminary if and
only if it has at least one nonzero postliminary ideal, that is, if and only if its largest
postliminary ideal is nonzero. Since the group G is abelian, the largest postliminary
ideal of G⋉C0(V) is G⋉C0(Int Γ) by [aHWi02, Th. 3.16 and Rem. 3.17]. Therefore
G ⋉ C0(V) is not antiliminary if and only if G ⋉ C0(Int Γ) 6= {0}, which is further
equivalent to Int Γ 6= ∅. Finally, by Corollary 4.11, one has Int Γ 6= ∅ if and only if
Int Γ is dense in V . 
It would be interesting to see whether Corollary 4.13 holds true for nonabelian
nilpotent Lie groups G as well.
Remark 4.14 (the case of abelian groups). As in Setting 4.1, let G be a nilpotent
Lie group with a continuous finite-dimensional representation π : G → EndR(V).
One can then form the semidirect product of Lie groups S := V ⋊pi G, which is
a solvable Lie group with its Lie algebra s := V ⋊dpi g obtained as a semidirect
product of Lie algebras, however the relation between the coadjoint orbits of S
and the G-orbits in V is rather involved especially if the group G is nonabelian,
as discussed in [Ra75] and [Ba98]. Specifically, the dual of the Lie algebra of S is
s∗ = V∗ × g∗, and the coadjoint action Ad∗S : S × s
∗ → s∗ is given by the formula
(Ad∗S(v, g))(p, ξ) = (π(g)
∗p,Ad∗G(g)ξ − θp(v)) (4.7)
for all v ∈ V , g ∈ G, p ∈ V∗, and ξ ∈ g∗, where θp : V → g∗, v 7→ 〈dπ(·)∗p, v〉 and
〈·, ·〉 : V∗ × V → R is the natural duality pairing.
Using these remarks, a version of Corollary 4.11 in the special case when G is
abelian studied in [ACDO13] and [ACO16] can be alternatively obtained as follows.
Namely, if G is abelian, then Ad∗G(g)ξ = ξ for all g ∈ G and ξ ∈ g
∗, hence, by (4.7),
(Ad∗S(S))(p, ξ) = π(G)
∗p× (ξ + θp(V)) ⊆ V
∗ × g∗ for all p ∈ V∗, ξ ∈ g∗. (4.8)
Here ξ + θp(V) is an affine subspace, hence a closed subset of g∗. On the other
hand, it is straightforward to check that for any topological spaces X and Y , a
subset A ⊆ X is locally closed if and only if A × Y ⊆ X × Y is locally closed.
Therefore (4.8) implies that, for any p ∈ V∗ and ξ ∈ g∗, the G-orbit π(G)∗p ⊆ V∗
is locally closed if and only if the coadjoint S-orbit (Ad∗S(S))(p, ξ) ⊆ s
∗ is locally
closed. On the other hand, since S is a connected solvable Lie group, it follows
by [Pu71, Ch. IV, Prop. 8.2] that, denoting by Ec the set of all points of s
∗
whose coadjoint orbits are locally closed, then either Ec or its complement s
∗ \ Ec
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have Lebesgue measure zero. Therefore, by the above remarks, either the set Γ∗
of points in V∗ whose G-orbits are locally closed, or its complement V∗ \ Γ∗, have
Lebesgue measure zero. This is the aforementioned version of Corollary 4.11 for
the representation π∗ : G→ End(V)∗, g 7→ π(g−1)∗ when G is abelian.
Moreover, by (4.8) again, all G-orbits in V∗ are locally closed if and only if all
coadjoint S-orbits are locally closed. If this is the case, then one also has:
1. The set Ŝ \ Ĝ is a dense open subset of the unitary dual space Ĝ by [ArKS12,
Lemma 4.15]. (We note that G ≃ S/V , hence Ĝ is always a closed subset of Ŝ.)
2. The solvable Lie group S is type I by [AuKo71, Th. V.3.4], since the coadjoint S-
orbit symplectic forms are exact, for instance by [Ba98, Prop. 4.4(1.)]. Compare
[ArCuDa12, Prop. 4.3] and Theorem 5.8(i) below.
5. Application to generalized ax+ b-groups
A generalized ax + b-group is a connected simply connected solvable Lie group
having a 1-codimensional abelian ideal. See also Definition 5.1 for an alternative
description of these groups. We study the type I ideals of the C∗-algebra of such
a group, and our main result (Theorem 5.8) is a precise characterization of the
generalized ax + b-groups whose C∗-algebra is antiliminary, that is, no closed 2-
sided ideal is type I. We also discuss the representation theoretic significance of
this property (Remark 5.9).
In what follows in this section, unless otherwise mentioned, V is a finite-dimens-
ional real vector space and D ∈ End(V).
Definition 5.1. We define the Lie algebra gD := V ⋊D R with its Lie bracket
[(v1, t1), (v2, t2)] := (t1Dv2 − t2Dv1, 0)
and the Lie group GD := V ⋊D R with its product given by
(v1, t1) · (v2, t2) = (v1 + e
t1Dv2, t1 + t2).
Then gD is the Lie algebra of GD.
We make the following lemma for the sake of completeness.
Lemma 5.2. For any set S ⊆ R the subgroup of (R,+) generated by S is closed
if and only if there exists θ ∈ R \ {0} with S ⊆ {rθ | r ∈ Q}, which is further
equivalent to dimQ(spanQ(S)) = 1.
Proof. This follows from the well-known fact that for any θ1, θ2 ∈ R \ {0} the set
{m1θ1 +m2θ2 | m1,m2 ∈ Z} is dense in R if and only if θ1/θ2 ∈ R \Q. 
Lemma 5.3. Let V be a finite-dimensional real vector space, D ∈ End(V), and
consider the following conditions:
(i) For each v ∈ V the image of the map γv : R→ V, t 7→ etDv, is a locally closed
subset of V.
(ii) There exists θ ∈ R \ {0} with σ(D) ∩ iR ⊆ {irθ | r ∈ Q}.
Then one has (i)⇒(ii). If moreover D is semisimple and σ(D) ⊆ iR, then one also
has (ii)⇒(i).
Proof. (i)⇒(ii) It suffices to prove that for any θ1, θ2 ∈ R \ {0} with iθ1, iθ2 ∈
σ(D)∩ iR one has θ1/θ2 ∈ Q. We will prove this by contradiction, so let us assume
θ1/θ2 ∈ R \Q.
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We select xj , yj ∈ V \ {0} with D(xj + iyj) = iθj(xj + iyj) ∈ VC = C ⊗R V
for j = 1, 2, and let us define v := x1 + y1 + x2 + y2. We also denote V2 :=
spanR{x1, x2, y1, y2} and we define the R-linear isomorphism B : V2 → C
2 with
B(x1 + y1) = (1, 0) and B(x2 + y2) = (0, 1). Then the point w := (1, 1) ∈ C2
satisfies w = Bv and, defining γ(t) := BetDB−1, one has
γ(t) =
(
eitθ1 0
0 eitθ2
)
.
Since θ1/θ2 ∈ R \Q, it is easily checked that the map γ(·)w is injective and on the
other hand, it is well known that its image is dense in the torus T2. Therefore, if
γ(R)w were a locally closed subset of C, then γ(R)w would be an open subset of
the torus T2, which is not the case since γ(R) is a subgroup of T2 and γ(R) $ T2.
It then follows that neither B−1γ(R)w is a locally closed subset of V2, that is, the
image of the map γv fails to be a locally closed subset of V , which is a contradiction
with (i).
Assume now that D is semisimple and σ(D) ⊆ iR.
(ii)⇒(i) Specializing Setting 4.1 for G = (R,+) and π(t) := etD for all t ∈ R,
we may assume that V = Cn and D is a diagonal matrix having purely imaginary
diagonal entries, say
D =


iθ1 0
. . .
0 iθn


By the hypothesis (ii), there exist θ ∈ R\{0} and p1, . . . , pn ∈ Z, q1, . . . , qn ∈ N with
θj = θpj/qj for j = 1, . . . , n. Then, the group morphism γ : R→ U(n) (⊆Mn(C)),
γ(t) := etD, satisfies γ(2πq1 · · · qn/θ) = 1. Therefore γ(R) is a homeomorphic image
of the compact group R/Kerγ ≃ R/Z, that is, γ(R) is compact. This directly
implies that for every v ∈ Cn its orbit eRDv = γ(R)v is a compact subset of V , and
in particular is locally closed. 
Remark 5.4. One has a ∗-isomorphism C∗(GD) ≃ C0(V∗)⋊αD∗ R by [Wi07, Ex.
3.16], where αD
∗
: R× C0(V∗)→ C0(V∗), αD
∗
(t, f) := f ◦ etD
∗
.
In the next theorem we use the following notation.
Notation 5.5. For anyD ∈ End(V), we denote by SD := 〈iσ(D)∩R〉 the subgroup
of (R,+) generated by the imaginary parts of the purely imaginary eigenvalues ofD.
Lemma 5.6. For arbitrary D ∈ End(V), the following assertions holds:
(i) The set SD is closed in R if and only if Γ = V.
(ii) If the set SD is not closed in R, then Int Γ is not dense in V if and only if
D0 ∈ End(V0) is semisimple and n−n+ = 0.
Proof. We can see directly that if Γ = V then SD is closed in R by Lemmas 5.3
and 5.2. Also, by Corollary 4.11 or Remark 4.12, we have that if Int Γ is not dense
in V then Int Γ = ∅.
We use the notation of [BB18, Sect. 2]. By [BB18, Lemma 2.1 and proof of Th.
2.2] we may assume without loss of generality
D =

−idV− 0 00 D0 0
0 0 idV+

 (5.1)
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with respect to the direct sum decomposition V = V− ⊕ V0 ⊕ V+. For every v ∈ V
we denote by v = v− + v0 + v+ its decomposition with v0 ∈ V0 and v± ∈ V±.
For the remanining implication in (i), as well as for (ii) we discuss separately the
three cases that can occur.
Case 1: D0 is not semisimple. Let D0 = S0 +N0 be the Jordan decomposition
with S0, N0 ∈ End(V0), where S0 is semisimple, N0 is nilpotent, and S0N0 = N0S0.
The assumption that D0 is not semisimple is equvalent to N0 6= 0. For every v ∈
V0 \KerN0 one has lim
t→±∞
‖etD0v‖ =∞ (see for instance [BB18, Step 2 in the proof
of Lemma 2.13]). This implies that for every v ∈ V with v0 ∈ V0 \KerN0 one has
lim
t→±∞
‖etDv‖ =∞, hence the orbit eRDv is locally closed by Lemma 2.3((v)⇒(i)).
Thus Int Γ is dense in V .
If moreover SD is closed in R then, using Lemma 5.3 for D0|KerN , we obtain
that the orbit eRDv is locally closed even for v ∈ KerN , hence actually V0 ⊆ Γ. In
addition, if v ∈ V \ V0, then either v− 6= 0 or v+ 6= 0, hence by (5.1) the mapping
R→ V , t 7→ etDv, is injective and then Lemma 2.3(iv) implies that the orbit eRDv is
locally closed in V . Indeed, if for instance v− 6= 0, lim
n∈N
|tn| =∞, and lim
n∈N
etnDv = v,
then one has v− = lim
n∈N
etnDv− = lim
n∈N
etnv−. Since v− 6= 0, this is impossible since
lim
n∈N
|tn| =∞ and at least one of the sets {n ∈ N | tn > 0} and {n ∈ N | tn < 0} is
infinite.
Case 2: D0 is semisimple and n− 6= 0 6= n+. For every v ∈ V with v− 6= 0 and
v+ 6= 0 one has lim
t→±∞
‖etDv‖ = ∞ by (5.1) and then, as above, the orbit eRDv is
locally closed by Lemma 2.3((v)⇒(i)). Therefore Int Γ is dense in V .
If moreover SD is closed in R then, using Lemma 5.3 for D0, we obtain that the
orbit eRDv is locally closed even for v ∈ V0, hence actually V0 ⊆ Γ and then also
V \ V0 ⊆ Γ just as in Case 1 above.
Case 3: D0 is semisimple and one has either n− = 0 or n+ = 0. Let us assume
for instance n+ = 0.
If moreover SD is closed in R then V0 ⊆ Γ and V \ V0 ⊆ Γ as in Case 2 above.
To complete the proof it remains to show that if SD is not closed in R then
Int Γ = ∅.
In this case, specializing Setting 4.1 for G = (R,+) and π(t) := etD0 for all t ∈ G,
we may assume that V0 = Cn and D0 is a diagonal matrix having purely imaginary
diagonal entries. In the notation of Definition 4.3, for every v0 ∈ V0 one then has
Gν(v0) = G = R hence gν(v0) = R. Then Theorem 4.5 along with the hypothesis
that SD is not closed in R imply that the orbit eRD0v0 is not locally compact in V0
for every v0 ∈ (C×)n. This shows that Int Γ = ∅ if n− = 0.
If n− 6= 0, then we show that for arbitrary v ∈ V with v0 ∈ (C×)n the orbit
eRDv is not locally compact, hence v 6∈ Γ, which entails Int Γ = ∅. In fact, using the
hypothesis that SD = Zθ1+· · ·+Zθn is not closed in R, it is straightforward to check
that the mapping R→ V0, t 7→ etD0v0, is injective. Then, by Lemma 2.3(iv), there
exists a sequence {tn}n∈N in R satisfying lim
n→∞
|tn| = ∞ and lim
n→∞
etnD0v0 = v0.
Selecting a suitable subsequence and then perhaps replacing tn by −tn and using
‖etnD0‖ = 1, we may assume tn > 0 for every n ∈ N. Then, since n− 6= 0, it
follows by (5.1) that lim
n→∞
etnDv− = v−. Therefore lim
n→∞
etnDv = v hence, byzz
Lemma 2.3(iv) again, the orbit eRDv is not locally compact. 
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Lemma 5.7. Let α : H×X → X be a continuous action of a locally compact group
on a locally compact space, and assume that both H and X are second countable
and H is amenable. If H is abelian, then the largest type I ideal of H ⋉ C∞(X) is
H ⋉ C∞(X0), where X0 is the set of all points x ∈ X having a neighborhood Ux for
which the orbit of every point in Ux is locally closed in X.
Proof. Since both H and X are second countable and H is amenable, it follows
that H⋉C∞(X) is EH-regular, as noted in [aHWi02, page 537]. Then the assertion
follows by [aHWi02, Th. 3.16 and Rem. 3.17]. 
Assertion (i) in the following theorem is well known and we give it a very short
proof for the sake of completeness.
Theorem 5.8. For arbitrary D ∈ End(V), the following assertions holds:
(i) The set SD is closed in R if and only if C∗(GD) is type I.
(ii) If SD is not closed in R, then D0 ∈ End(V0) is semisimple and n−n+ = 0 if
and only if C∗(GD) is antiliminary.
Proof. (i) Let Γ∗ be the set of all ξ ∈ V∗ whose orbit eRD
∗
ξ is locally closed in
V∗, and recall that σ(D∗) = σ(D). Then, by Lemma 5.6 applied for D∗ instead
of D, the set SD is closed in R if and only if Γ∗ = V∗. On the other hand, since
C∗(GD) ≃ C0(V∗)⋊αD∗ R (see Remark 5.4), it follows either by [Go73, Th. 3.3] or
by Theorem 5.7 that Γ∗ = V∗ if and only if C∗(GD) is type I.
(ii) As above, by Lemma 5.6 applied for D∗ instead of D, if SD is not closed in
R then the conditions D0 ∈ End(V0) is semisimple and n−n+ = 0 are satisfied if
and only if Int Γ∗ = ∅. By Theorem 5.7, this is the case if and only if the largest
postliminary ideal of C0(V
∗)⋊αD∗ R is equal to {0}, that is, if and only if C
∗(GD)
is antiliminary. 
Remark 5.9. For any C∗-algebraA let us denote by F (A) its set of factorial states,
that is, the states ϕ ∈ A∗ whose corresponding GNS representation πϕ : A → B(Hϕ)
satisfies πϕ(A)′ ∩ πϕ(A)′′ = C1. We also denote by FIII(A) the set of all ϕ ∈ F (A)
for which the factor πϕ(A)
′′ is type III. We endow F (A) with its weak∗-topology
inherited as a subset of the dual space A∗. Then the C∗-algebra A is antiliminary
if and only if FIII(A) is dense in F (A), by [ArBa86, Th. 2.1]. (The analogous result
for type II also holds if A is separable.)
Let G be a locally compact group. It follows from the aforementioned result
along with [Di69, 18.1.4] that C∗(G) is antiliminary if and only if every factor
representation of G is weakly contained in the type III factor representations of G,
in the sense that every coefficient of any factor representation of G can be uniformly
approximated on compacts by coefficients of type III factor representations of G.
On the other hand, if G is a connected, simply connected, solvable Lie group,
and its quasi-dual G is endowed with the equivalence class of measures arising from
the factor disintegrations of left regular representation as in [Di69, 8.4.3], then the
subset GIII of G corresponding to the type III factor representations is negligible
by [Pu71, Ch. IV, Cor. 7.2].
Nevertheless, GIII may not be negligible from a topological point of view. Specif-
ically, it follows by the above remarks that Theorem 5.8 provides specific examples
illustrating both cases that can occur: either G is weakly contained in (hence weakly
equivalent to) GIII or not, depending on whether C
∗(G) is antiliminary or not.
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Example 5.10. Recalling the Mautner group Gθ := GDθ = C
2 ⋊αDθ R defined by
Dθ =
(
i 0
0 iθ
)
∈M2(C)
for θ ∈ R \Q, it follows by Theorem 5.8 that C∗(Gθ) is antiliminary. Also, C∗(Gθ)
is not a simple C∗-algebra, in the sense that it has nontrivial closed 2-sided ideals.
For instance, using the short exact sequence of groups
0→ C2 →֒ Gθ → R→ 0
one obtains the short exact sequence
0→ J →֒ C∗(Gθ)→ C0(R)→ 0
for a suitable nontrivial ideal J . The ideal J is antiliminary since C∗(Gθ) is
antiliminary.
On the other hand, every primitive ideal of C∗(Gθ) is maximal, for instance by
[Pu73, Th. 2]. Equivalently, for every irreducible ∗-representation π : C∗(Gθ) →
B(Hpi) its corresponding primitive quotient C∗(Gθ)/Kerπ ≃ π(C∗(Gθ)) is a simple
C∗-algebra. It would be interesting to establish whether or not all the simple C∗-
algebras that arise in this way are quasidiagonal, that is, whether or not C∗(Gθ) is
strongly quasidiagonal. It is already known that the C∗-algebra C∗(Gθ) is quasidi-
agonal, as noted in [BB18, end of Sect. 2].
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