Abstract. We consider generalizations of the classical secretary problem, also known as the problem of optimal choice, to posets where the only information we have is the size of the poset and the number of maximal elements. We show that, given this information, there is an algorithm that is successful with probability at least 1 e . We conjecture that if there are k maximal elements and k ≥ 2 then this can be improved to k−1 1 k , and prove this conjecture for posets of width k. We also show that no better bound is possible.
Introduction
The exact origins of the classical secretary problem are complicated (and the subject of Ferguson's history of the problem [4] ), but the problem was popularized by Martin Gardner in his Scientific American column in February 1960, as the game googol. The problem itself is simple to state, and its 'secretary problem' formulation is as follows. There are n candidates to be interviewed for a position as a secretary. They are interviewed one by one and, after each interview, the interviewer must decide whether or not to accept that candidate. If the candidate is accepted then the process stops, and if the candidate is rejected then the interviewer moves on to the next candidate. The interviewer may only accept the most recently interviewed candidate. At each stage, the interviewer knows the complete ranking of the candidates interviewed so far, all of whom are comparable, but has no other measure of their ability. The interviewer is only interested in finding the very best candidate; selecting any other for the job is considered a failure. It is well-known (see [4] , for example) that the interviewer has a simple strategy that is successful with probability at least 1 e , and that there is no strategy achieving a better bound. Since 1960, many generalizations of the problem have been considered. One direction has been to consider partial orders on the candidates other than a total order. In this case, the interviewer knows the poset induced by the candidates interviewed so far, and wishes to choose a candidate who is maximal in the original poset. Morayne [13] considered the case of a full binary tree of depth n, and showed that the optimal strategy is to select the maximum out of the elements seen so far when the poset induced by these elements is either linear of length greater than n 2 or non-linear with a unique maximum. He showed that as n tends to infinity, the probability of success tends to 1. Garrod, Kubicki and Morayne [6] considered the case of n pairs of 'twins', where there are n levels with two incomparable elements on each level. They showed that the optimal strategy is to wait until a certain threshold number of levels have been seen and then to select the next element that is maximal and whose twin has already been seen. They further showed that as n tends to infinity, this threshold tends to ∼ 0.4709n and the probability of success to ∼ 0.7680. Calculating these asymptotic values for the natural extension to 'k-tuplets', for k > 2, seems to be a harder problem. A further interesting generalization was an attempt to find an algorithm that was successful on all posets of a given size with positive probability. Surprisingly, Preater [14] proved that there is such a 'universal' algorithm (depending only on the size of the poset), which is successful on every poset with probability at least 1 8 . In this algorithm, an initial random number of elements are rejected and a subsequent element is accepted according to randomized criteria. A slightly modified version of the algorithm, also suggested by Preater, was analysed by Georgiou, Kuchta, Morayne and Niemiec [7] , and gave an improved lower bound of 1 4 for the probability of success. More recently, Kozik [10] introduced a 'dynamic threshold strategy' and showed that it was successful with probability at least 1 4 + ε, for some ε > 0 and for all sufficiently large posets. Since the best possible probability of success in the classical secretary problem, on a totally ordered set, is 1 e , the best possible lower bound for a universal algorithm must lie between In this paper, we show that given any poset there is an algorithm that is successful with probability at least 1 e , so, in this sense, the total order is the hardest possible partial order. In fact, this algorithm depends only on the size of the poset and its number of maximal elements, so it is universal for any family where these are given. It is therefore natural to ask which is the hardest partial order with a given number of maximal elements. The most obvious choice is the poset consisting of k disjoint chains. We shall give an asymptotically sharp lower bound on the probability of success in the problem of optimal choice on k disjoint chains, and show that it is at least as hard as on any poset with k maximal elements and of width k, that is, whose largest antichain has size k.
More precisely, our main aim is to prove the following two theorems.
Theorem 1.1. Let (P, ≺) be a poset with k maximal elements and of width k. Then there is an algorithm for the secretary problem on (P, ≺) that is successful with probability at least p k , where
and these are the best possible such bounds.
We emphasize that in both the theorem above and that below, the claimed algorithm is not universal, but depends on both |P | and the number of maximal elements of (P, ≺). Theorem 1.2. Let (P, ≺) be a poset. Then there is an algorithm for the secretary problem on (P, ≺) that is successful with probability at least 1 e , and this is the best possible such bound. We conjecture that Theorem 1.1 can be extended to all posets with k maximal elements. It is not inconceivable that the same algorithm works; if not, it would be good to find some other algorithm dependent only on k that does so. Conjecture 1.3. Let (P, ≺) be a poset with k maximal elements. Then there is an algorithm for the secretary problem on (P, ≺) that is successful with probability at least p k , where p k is as defined in (1.1).
Our algorithm, which gives the bound in Theorem 1.2, depends only on size of the poset and the number of maximal elements. In the original version of this paper we conjectured that the latter piece of information is not needed; a beautiful proof of this result was given around the same time by Freij and Wästlund [5] . Theorem 1.4 (Freij and Wästlund [5] ). There is an universal algorithm for the secretary problem which is successful on every poset (P, ≺) with probability at least 1 e . We remark that the secretary problem on a poset with k maximal elements was also considered recently (and independently of this work) by Kumar, Lattanzi, Vassilvitskii and Vattani [12] , who obtained similar results via a different method. The poset consisting of k disjoint chains was also studied by Kuchta and Morayne [11] , but with a restriction on the order in which the elements are observed: those from the first chain all appear in a random order, then those from the second chain, and so on. This poset is also related to multicriteria extensions of the secretary problem. In the original multicriteria version, each element is ranked independently in k > 1 different criteria, and the selector wishes to select an element that is maximal in at least one of them. This is equivalent to the problem on k equally-sized disjoint chains with the elements appearing one at a time from each chain in the same cyclic order. This version was solved by Gnedin [8] . Gnedin has also produced a more general survey of multicriteria problems [9] .
Interestingly, the asymptotic value of the probability of success in Theorem 1.1,
k , is the same as in the multicriteria version.
This paper is organized as follows. In Section 2, we shall introduce the formal model and some notation. In Section 3, we shall describe a (randomized) algorithm for choosing an element of our poset, and prove lower bounds for its probability of success for various families of posets. In Section 4, we shall show that our bounds are best possible, by proving that, for the poset that consists of k disjoint chains of length n (which lies in each of these families), there is no strategy that wins with probability greater than p k + o(1) (as n → ∞).
Formal model and notation
We begin by defining formally the probability space in which we shall work throughout the paper. The reader who wishes to avoid technicalities on a first reading is encouraged to skip this section, since all crucial definitions will be restated when used.
Our probability space will depend on a poset (P, ≺) with P = {x 1 , . . . , x n }. Let max ≺ (P ) denote the set of its maximal elements, that is, max ≺ (P ) = {x ∈ P : ∃y such that x ≺ y}.
We shall suppress the subscript in max ≺ when it is clear from the context. Given (P, ≺), we shall work with a probability space (Ω P , F P , P P ), with E P defined in the obvious way. We shall suppress the subscripts when they are clear from the context, as they will be for the rest of this section. We define the probability space (Ω, F, P) as follows. Set Ω = S n × [0, 1], where S n is the permutation group on [n], and F = P(S n ) × B, where B is the Borel σ-algebra. Let P = µ × λ, where µ is the uniform probability measure, that is, µ({σ}) = 1 n! for all σ ∈ S n , and λ is the Lebesgue measure. In other words, (σ, δ) ∈ Ω is picked uniformly at random. Given (σ, δ) ∈ Ω, the σ-co-ordinate will determine the order in which elements of P appear and the δ-co-ordinate will allow us to introduce randomness independent of this order into our algorithms. Specifically, the δ-co-ordinate will determine an initial number of elements to reject without considering them. The reason why we are using continuous space and Lebesgue measure, despite the fact that all of our randomized strategies pick one of a finite number of options, is that this allows them all to lie in the same probability space.
Write P [n] for the set of permutations of P , and let π : Ω → P [n] be the random variable defined by π(σ, δ)(i) = x σ(i) .
Let P t denote the set of all posets with vertex set [t] = {1, . . . , t}. Let (P t ) t∈[n] be a family of random variables with P t representing the poset we see at time t. Formally, P t : Ω → P t and each
The poset P t is the natural description of what we see at time t as the elements of P appear one by one. Let (F t ) t∈[n] be the sequence of σ-algebras with each F t generated by the random variables P 1 , . . . , P t , that is,
the second equality holding since P t is a labelled poset and so its value determines the values of P 1 , . . . , P t−1 . We think of F t as the information we know at time t about where we are in the universe Ω. Since P t takes only finitely-many values, F t has a simple structure; it is the pre-images in Ω of the possible values of P t and the unions of these pre-images. We call these pre-images the atoms of F t . Let F ′ t be the projection of F t onto P(S n ). Since our definitions have so far depended only on the σ-co-ordinate of (σ, δ) ∈ Ω, we see that, for each t,
In other words, (σ 1 , δ 1 ) and (σ 2 , δ 2 ) are in the same atom of F t if and only if σ 1 and σ 2 are in the same atom of F ′ t , which happens if and only if the labelled posets induced by the first t elements π(1), . . . , π(t) are identical.
By a stopping time, we mean a random variable τ taking values in [n] and satisfying the property {τ = t} ∈ F t , that is, our decision to stop at time t is based only on the values of P 1 , . . . , P t . We shall need to refer to conditional expectation and probability, which in the finite world are trivial, intuitive concepts. We define a family of random variables (Z t ) t∈[n] by
that is, Z t is the probability that the t th element observed is maximal given P 1 , . . . , P t . Our aim will be to choose a stopping time τ to maximize P π(τ ) ∈ max(P ) . The value of P π(τ ) ∈ max(P ) can be easily shown to be equal to E(Z τ ) -see page 45 of Chow, Robbins and Siegmund [2] , for example. These equivalent formulations will be useful later.
Recall that F ′ t is the projection of F t onto P(S n ). By a randomized stopping time, we mean a random variable τ taking values in [n] and satisfying the property
that is, our decision to stop at time t is based on the values of P 1 , . . . , P t and on some Bmeasurable random variable. The randomized stopping times that we shall consider will be convex combinations of a finite number of true stopping times, so if such a randomized stopping time gives a certain probability of success, then there is a true stopping time with at least that probability of success.
Lower bounds
Throughout this section, p is a real number satisfying 0 < p < 1. Recall that π(t) is the t th element of the poset P that we see, and that P t is a poset with vertex set [t] that is isomorphic to the poset seen at time t. We shall prove lower bounds for the probability of success of the following randomized algorithm on different families of posets.
Algorithm. Given a poset with n elements, of which k are maximal, let X(p) ∼ Bin(n, p). Reject the first X(p) elements and accept the first subsequent element where the following condition holds: the poset induced by the elements seen so far (including the currently observed element) has at most k maximal elements and the currently observed element is one of them.
This algorithm gives rise to the following stopping time, τ k (p). Let X(p) : Ω → {0, . . . , n} be the random variable defined by
Given the definition of τ k (p), it makes sense to consider another random variable, the set of X(p) elements that we reject without considering. We denote this random variable by S(p), where
We shall make use of the following simple property of S(p), which is easily verified.
Lemma 3.1. The events {x ∈ S(p)} x∈P are independent and P(x ∈ S(p)) = p for all x ∈ P .
Proof. We can generate π and X(p) with the required distributions in the following way. Put each element of P in S(p) with probability p independently of all other elements. Let π consist of a uniformly random ordering of the elements of S(p) followed by a uniformly random ordering of P \ S(p). By symmetry, π is a uniformly random ordering of P , and X(p) = |S(p)| is a binomial random variable independent of π. The events {x ∈ S(p)} x∈P depend only on π and X(p), and by construction the properties in the statement of the lemma hold.
We shall also use the following standard identity; for completeness we include a proof.
Lemma 3.2.
For all integers k ≥ 1, the following holds:
Proof. Suppose that we have a coin that comes up heads with probability p and tails with probability 1 − p, and that we toss it infinitely many times. Then, with probability 1, we shall see at least k heads, and the k th head comes up in position k + s for some s ≥ 0. In this case, we know that k − 1 of the first k + s − 1 tosses are heads and the remaining s are tails, and so, summing over the probabilities that the k th head comes in each position, we have
as required.
In order to prove Theorem 1.1, we first calculate a lower bound for the probability that τ k (p) is successful on the poset consisting of k disjoint chains. Recall that p is a real number satisfying 0 < p < 1 and that π(τ k (p)) is the element that the algorithm τ k (p) selects. 
Proof. We first note that π(τ k (p)) ∈ max(P ) in the exceptional case where S(p) = P and π(τ k (p)) = π(n) ∈ max(P ), an event with probability k n p n . This tends to 0 as n → ∞, and we obtain the bounds in the theorem by considering only the cases where X(p) < n and hence π(τ k (p)) ∈ S(p). However, when we come to the proof of Lemma 3.8, the fact that these bounds are for a slightly smaller event will be important.
Let the k chains be denoted by C 1 , . . . , C k and have lengths m 1 , . . . , m k . Let A j 1 ,...,j k be the event that for each i there are j i elements from C i not in S(p) above the highest element from C i in S(p) (see Figure 1) , that is,
For j i < m i , this means that the top j i elements are not in S(p) but the (j i + 1) st is. For j i = m i , this means that there are no elements from the i th chain in S(p). Note that if A j 1 ,...,j k occurs then π(τ k (p)) will be the first element observed from the j 1 + . . . + j k elements not in S(p) that are at the tops of their chains.
The events
p , this can be written as
To see the equality, simply note that the term corresponding to (j 1 , . . . , j k ) on the right-hand side appears on the left-hand side by choosing the term (1−p) j i −m i in the sum whenever j i ≥ m i . We now rewrite (3.2) as a sum over r = |{i : j i > 0}| and s = j 1 + . . . + j k , and obtain
The rest of the proof is a straightforward calculation. To calculate (j 1 , . . . , j k ) : {i : j i > 0} = r and j 1 + . . . + j k = s , we note that there are k r ways of choosing the indices i with j i > 0 and there are then s−1 r−1 ways for r non-zero numbers to add up to s. Thus
Reversing the order of summation,
The second sum is easily evaluated (a result known as Vandermonde's identity) to give
Finally, let us evaluate the sum in the above equation. Write
Differentiating, and then applying Lemma 3.2, we find that
We now integrate to obtain
where the c k are constants. Since the expressions above are continuous in p in the interval (0, 1], we may consider limits as p → 1 to find c k and deduce that
Substituting the value of V k (p) into (3.3) gives the result.
In order to extend the result above to posets whose width is the same as their number of maximal elements, we shall use Dilworth's theorem [3] In the next theorem, we shall show that the secretary problem is no harder on a poset with k maximal elements and width k than on a poset consisting of k disjoint chains. Theorem 3.4. Let (P, ≺) be a poset with n elements. Suppose that (P, ≺) has k maximal elements and that none of its antichains has size greater than k. Then
Proof. By Dilworth's theorem, we see that P takes the form of k chains with some comparisons in between them. Clearly, the k elements of max(P ) lie at the top of the k chains. The proof therefore proceeds in an almost identical manner to that of Theorem 3.3. The only difference is that the denominator in each term of (3.1) is now at most, rather than equal to, j 1 + . . . + j k (see Figure 2) , so the expression in this line is still a lower bound. The calculations that make up the remainder of the proof of Theorem 3.3 therefore follow in the same way.
The values that maximize the function in Theorem 3.4 are
This gives us the following corollary and the lower bounds in Theorem 1.1.
Corollary 3.5. Let (P, ≺) be a poset with n elements. Suppose that (P, ≺) has k maximal elements and that none of its antichains has size greater than k. Then
It is interesting to note that the expected proportion of elements that we reject without considering is the same as the probability of success.
We now wish to prove the following theorem, which, with the right choice of p, will give us a lower bound of 1 e for all posets, as in Theorem 1.2. Theorem 3.6. Let (P, ≺) be a poset with n elements. Suppose that (P, ≺) has k maximal elements. Then
The proof will use two simple lemmas. The first states that the linear order is the hardest of all posets with a unique maximal element.
Lemma 3.7. Let (P, ≺) be a poset with n elements. Suppose that (P, ≺) has exactly one maximal element. Then the probability that τ 1 (p) is successful on (P, ≺) is at least the probability that it is successful on a linear ordering of P , and hence
Proof. We begin by taking an arbitrary linear extension of ≺, that is, a partial order ≺ ′ such that any two elements are comparable and such that x ≺ y ⇒ x ≺ ′ y. (It is clear that such a partial order exists.) We denote the unique element in max ≺ (P ) = max ≺ ′ (P ) by x max . Given this new poset, (P, ≺ ′ ), we define random variables π ′ , X ′ (p), S ′ (p) and τ ′ 1 (p) in the same way as π, X(p), S(p) and τ 1 (p) were defined given (P, ≺). We couple the random variables (π, X(p), S(p), τ 1 (p)) and (π ′ , X ′ (p), S ′ (p), τ ′ 1 (p)) in the obvious way; we set π ′ = π and X ′ (p) = X(p), and hence S ′ (p) = S(p). This means that the elements appear in the same order in both instances, and the same set S(p) is rejected in both cases. The induced posets observed in the process on (P, ≺ ′ ) are linear extensions of those observed in the process on (P, ≺). We show
, that is, if τ 1 (p) fails in the process on (P, ≺) then τ ′ 1 (p) fails on (P, ≺ ′ ). From this, the result follows, since the probability of success is therefore at least as large on (P, ≺) as on (P, ≺ ′ ), and Theorem 3.3 applied to (P, ≺ ′ ) gives the lower bound. If we reach x max then it will be accepted, since it must be the unique maximal element in the poset induced by the elements observed so far. Thus π(τ 1 (p)) = x max if either (i) x max ∈ S(p) or (ii) after rejecting S(p), we accept an element that appears earlier than x max . In case (i), τ ′ 1 (p) must fail on (P, ≺ ′ ) for the same reason, since S ′ (p) = S(p). In case (ii), such an element must be the unique maximal element of the poset induced by what we have seen so far, and this is still the case in any linear extension. Therefore, with τ ′ 1 (p), if this element is observed then it must be accepted, and so we still accept an element that appears earlier than x max . It follows that in either case π ′ (τ ′ 1 (p)) = x max . The next lemma gives a lower bound for the probability of success restricting our attention to the case when all but one of the maximal elements of our poset are in S(p). This turns out to be enough to prove Theorem 3.6.
Lemma 3.8. Let (P, ≺) be a poset with n elements. Suppose that (P, ≺) has k maximal elements.
Proof. We first observe that we may assume that k = 1, for the following reason. The condition that | max(P ) ∩ S(p)| = k − 1 means that the k − 1 maximal elements in max(P ) ∩ S(p) will be maximal for the remainder of the process, so when using τ k (p) we may ignore these and all elements dominated by at least one of these, and wait for a unique maximal element from the remaining elements. Those elements form a poset (P ′ , ≺ ′ ) with a unique maximal element x max , which is not in S(p). Since all elements are in S(p) with probability p independently of the others, the situation is the same as if we were working with (P ′ , ≺ ′ ) and conditioning on x max ∈ S(p). Looking for one of at most k maximal elements in P using τ k (p) is the same as looking for a unique maximal element in P ′ using τ 1 (p). We assume from now on that k = 1; we shall use Lemma 3.7 to prove the result in this case. Lemma 3.7 used the bound from Theorem 3.3, and we recall from the proof of that theorem that the lower bound for P π(τ 1 (p)) = x max is in fact a lower bound for P (S(p) = P ) ∧ (π(τ 1 (p)) = x max ) .
Let us write M for the event that x max ∈ S(p) and W for the event (S(p) = P ) ∧ (π(τ 1 (p)) = x max ). We note that if S(p) = P and x max ∈ S(p) then π(τ 1 (p)) = x max and hence W = W ∧M c . Therefore,
Since, by the bound from Lemma 3.7,
and the quantity that we are interested in is P(W | M c ), the result follows.
We are now in a position to prove our theorem.
Proof of Theorem 3.6. We have
Thus, for general k,
This gives us the following corollary. The probability e − 1 k is chosen to maximize the function in Theorem 3.6 and gives the lower bound in Theorem 1.2. As mentioned earlier, it is well-known that 1 e is the best possible lower bound for the probability of success in the classical secretary problem, and so this completes Theorem 1.2.
Corollary 3.9. Let (P, ≺) be a poset with n elements of which k are maximal. Then
Upper bound
In this section, we show that the bound in Corollary 3.5 is best possible. The proof of Theorem 3.3 shows that the probability of success of the stopping time τ k (p k ) on k disjoint chains decreases towards the given lower bound as the chains increase in length. This might suggest that the probability of success of an optimal strategy is reduced as the chains increase in length and thus, to prove that the bounds are best possible, we would consider chains with length tending to infinity. The main theorem in this section, Theorem 4.1, does just that; for sufficiently long chains, the probability of success of an optimal stopping time can be made arbitrarily close to that in Corollary 3.5, and so τ k (p k ) is asymptotically optimal. Since the poset consisting of k disjoint chains satisfies the conditions of Corollary 3.5, the bounds given are the best possible such bounds.
We define D k (x) to be the poset consisting of k disjoint chains, each of size x. It might be useful at this point to recall some definitions from Section 2. The probability space associated with the poset
), but we suppress the subscripts when they are clear from the context. The poset induced by the first t elements that we observe is isomorphic to the random variable P t , which is a poset on vertex set [t] , and F t is the σ-algebra generated by P 1 , . . . , P t , which represents what we know at time t. A stopping time is a random variable τ taking values in [n] and satisfying the property
We shall use the notation C (Ft) to denote the class of all such stopping times, and extend this notation to any sequence of σ-algebras in the analogous way.
We are trying to find an upper bound for E(Z τ ) that holds for all stopping times τ , where
Theorem 4.1 states that, as x → ∞, the limit of the probability of success of the optimal stopping time on D k (x) is no greater than p k . Since Corollary 3.5 showed the existence of a stopping time with probability of success at least p k , Theorem 4.1 shows that this is the best possible such bound and so gives Theorem 1.1.
Note that the supremum is over stopping times in C (Ft) , which means that we are allowed to use the extra information from the structure of the posets, not just the pay-offs that we are offered.
The following observation is important, so we record it as a lemma.
, we have
where C is one of the k chains in D k (x).
Proof. The maximal element of a chain C is equally likely to be at any position in the order in which its x elements are observed. Therefore, when y elements have been observed from this chain, the probability that one of them is the maximal element is y x , independent of the most recently observed element being maximal.
The proof of Theorem 4.1 will proceed roughly as follows. At time t we expect to have seen approximately t k elements from each chain. Therefore, since all orders are equally likely, the t th element that we observe is maximal in what we have seen so far with probability approximately If Z t were distributed exactly like this with the Z t all independent of each other, then the proof would not be difficult to complete. Since the potential non-zero value of Z t increases with t, it is straightforward to show (as in the classical secretary problem; more details will be given later in this section) that the optimal strategy is to ignore the first I elements and accept the next non-zero Z t . Let us denote the associated stopping time by τ I and make some rough calculations. This is only an outline of the more precise argument that will be given later; in particular, ≈ is only intended to have an intuitive meaning and does not stand for any well-defined relation. We find that
We shall apply this formula in the case where k is much smaller than I, so we can approximate 1 − k i by e − k i , and twice approximate sums by integrals to obtain
This is the formula in Theorem 3.4 with p = I kx and is thus maximized, as in Corollary 3.5, when I kx = p k , in which case E(Z τ I ) ≈ p k . Therefore the bounds in Corollary 3.5 are best possible, and if these calculations had been exact then the proof of Theorem 1.1 would be complete.
Unfortunately, Z t is not distributed exactly as in (4.1). In order to conclude that the optimal stopping time is of the simple form above, we should like to use the principle of backward induction, described later (see also [2] , Theorem 3.2). This formalizes the intuitive principle that, in a finite game, the optimal strategy is simply to analyse at each step whether or not we expect our situation to improve by continuing, and to do so if and only if this is the case.
The reason why the sequence of random variables (Z t ) t∈[n] is difficult to analyse is that the values they can take vary depending on how the process unfolds. However, it is very likely that at any time we shall have seen approximately the same number of elements from each chain. The proof will therefore proceed by defining a sequence of random variables (Y t ) t∈ [n] , which act as asymptotically almost sure upper bounds for Z t and are easier to analyse. To obtain these bounds, we shall split each chain into m segments, each of length ℓ, and split the process into m sets of kℓ observations. These lengths ℓ are margins of error beyond which we do not expect the number of elements observed from a chain to deviate. Initially, we shall fix m and let ℓ → ∞ to find an upper bound for E(Y τ ) and hence E(Z τ ) in terms of m. Letting m → ∞ will then give us a best possible result.
This means that the precise statement we shall prove for Theorem 4.1 is in fact
However, this is purely a matter of convenience; it is clear that the proof can be extended to posets D k (x) where x is not a multiple of m by dividing each chain into m almost equal rather than exactly equal segments. We need to show that the process behaves in this approximately uniform manner with high probability as ℓ → ∞. We shall first define what it means to be approximately uniform in one particular chain C at time kℓs, an event we call U C,s (see Figure 3) , and then what it means to be approximately uniform everywhere at all times, an event we call U .
Given one of the chains, C, and for all s ∈ {0, . . . , m}, let U C,s be the event that when we have observed kℓs elements in total we have observed between ℓ(s − 1) and ℓ(s + 1) elements from C, that is,
For all t ∈ {0, . . . , kℓm}, let s(t) be the unique integer s such that kℓ(s − 1) < t ≤ kℓs, that is, Figure 3 . This figure shows the number of elements observed from each chain. In this example, after a total of kℓs elements have been observed we see that U C 1 ,s and U C k ,s hold but U C 2 ,s does not.
Let U be the event that for all t when we have observed t elements in total we have observed between ℓ(s(t) − 2) and ℓ(s(t) + 1) elements from each chain, that is,
We shall use Lemma 4.4, which follows easily from Lemma 4.3. It states that the process is approximately uniform with high probability. 
Proof. We show that the probability that we have observed more than ℓ(s + 1) or fewer than ℓ(s − 1) elements tends to zero as ℓ → ∞. (If s = 0 or s = m then we need consider only one of these tails.) Assume C and s are given. Let N be the number of elements we have observed from chain C when we have observed kℓs elements in total. It is straightforward to check that
kℓs−x kℓm kℓs is increasing for x < ℓs and decreasing for x > ℓs, and that
Proof. This lemma follows simply from the previous lemma: choose ℓ sufficiently large that each of the k(m + 1) events U C i ,s occurs with probability at least 1 − δ. Then, trivially, all k(m + 1) events hold with probability at least 1 − k(m + 1)δ. It is easy to see that
since the events U C i ,s(t)−1 and U C i ,s(t) imply that ℓ(s(t) − 2) ≤ |C i ∩ {π (1), . . . , π(t)}| ≤ ℓ(s(t) + 1), and so this holds for every t and i, as required.
The next lemma states that in order to prove Theorem 4.1, it suffices to show that its statement is true if we condition on U holding. This formalizes the intuition that, since the process is asymptotically almost surely uniform (that is, since lim ℓ→∞ P D k (ℓm) (U ) → 1), we may assume that it is uniform.
Recall that C (Ft) is the class of all stopping times relative to the σ-algebras F t = σ(P 1 , . . . , P t ), that is, the decision to stop at time t depends only on P 1 , . . . , P t .
Proof. By Lemma 4.4, for all ε > 0 we may choose ℓ sufficiently large that P D k (ℓm) (U c ) ≤ ε. We also know that Z t ≤ 1 for all t. Therefore, for all τ ,
We now take suprema to obtain
Since ε is arbitrary, the result follows.
Next, we define the random variables Y t that act as upper bounds for the Z t and are easier to analyse. These random variables are not strict upper bounds, in the sense that the random variables are not coupled in any way. However, conditioned on U occurring, Z t is less than the potential non-zero value of Y t and the probability that Z t is non-zero is less than the probability that Y t is non-zero, and we shall be able to show that the optimal strategy for the game on Z t has a lower expected pay-off than the optimal strategy for the game on Y t .
We shall often need to refer to the potential non-zero value of Y t and the probability that it takes this value, so let
where s(t) is as defined in (4.2). We now define a sequence of independent random variables (Y t ) t∈[n] by Y t = y t with probabilityp t , 0 with probability 1 −p t .
We shall not define these explicitly on any probability space as there is no need to do so, although it is of course straightforward to do it on Ω. The next lemma states the intuitive principle that we expect to do at least as well in the game with the random variables Y t as in the game with the random variables Z t conditioned on U occurring. Analagously to F t for Z t , let (G t ) t∈[n] be defined by G t = σ(Y 1 , . . . , Y t ).
Lemma 4.6. For all ℓ, m ∈ N with m ≥ 3,
Putting Lemmas 4.5 and 4.6 together tells us that
In order to prove this lemma, we need a precise statement of what backward induction tells us is the optimal stopping time in a finite process. We define a new random variable for each t, the value of the game at time t. This is the expected pay-off ultimately accepted given what has happened so far. We calculate these values inductively, starting at the end. The value of the game at the final step is just the final pay-off offered. The value of the game at each earlier step is the maximum of the currently offered pay-off and the expected value of the game at the next step. The optimal strategy is to stop when the currently offered pay-off is at least the expected value at the next step.
In the backward induction theorem below, the pay-offs offered are the W t and the values at each step are the γ t . The σ-algebras A t represent what we know at time t. We remind the reader that being A t -measurable means that σ(W t ) ⊂ A t , that is, the value of W t is determined by what we know at time t or, in the finite world, W t is constant on each atom of A t . In fact, the nested condition means that A t ⊃ σ(W 1 , . . . , W t ). The statement of the theorem is that the strategy that stops at the first t when W t = γ t (or, equivalently, when W t is at least as large as the expected value of γ t+1 given A t ) is indeed a stopping time and achieves the optimal value. For more details, see [ 
Define successively γ n , γ n−1 , . . . , γ 1 by setting
Then τ * ∈ C (At) and
This theorem provides the machinery we need to prove our lemma. 
Since the random variables Y t are independent, the values of Y 1 , . . . , Y t give no information about the values of Y t+1 , . . . , Y n , and therefore E(α t+1 | G t ) is constant on G t and equal to E(α t+1 ). Therefore we may define the function v : [n] → R by
and note that backward induction tells us that the stopping time that stops at the first t such that
whereas y t , the potential non-zero value of Y t , is a non-decreasing function of t. We conclude that there exists I such that
and therefore an optimal strategy for the game on Y t is 'reject the first I elements, and accept the next with a non-zero pay-off.' Recall that the distribution of Y t is given by Y t = y t with probabilityp t , 0 with probability 1 −p t .
We deduce that, since m ≥ 3 and s(n) = m,
and that, for 1 ≤ t ≤ n − 1,
We now turn our attention to the sequence of random variables Z t . Since we are conditioning on U , we introduce a new sequence of σ-algebras H t defined by
and shall consider only ω ∈ U . Analogously to γ t and α t , let β n = Z n and, for 1 ≤ t ≤ n − 1, let
Recalling that C (Ft) denotes the class of stopping times relative to F t , observe that we have F t ⊂ H t , and hence C (Ft) ⊂ C (Ht) and
Note that intuitively this is obvious: it just says that having extra information (that the event U occurs) can only help us in choosing our stopping time τ .
Recall that E(β t | H t−1 )(ω) denotes the expected value of the game at time t, if we have so far seen the first t − 1 elements of P and are told whether or not U holds (that is, whether or not ω ∈ U ). The lemma follows from the following claim by the Backward Induction Theorem.
Claim. For all ω ∈ U and for all t ∈ [n],
Proof of claim. We shall prove the claim by induction on n − t, using (4.5) and (4.6). First, recall that E(β n | H n−1 )(ω) is just the probability that the final element of ω is maximal in P . Thus, by (4.5),
which proves the case n − t = 0. So let 1 ≤ t ≤ n − 1, and assume that the result holds for t + 1. We claim that
and hence that E β t H t−1 (ω) < v(t), by (4.6). In order to prove (4.7), let ω ∈ U and consider the atom A ∈ H t−1 which contains ω. Partitioning the space according to whether or not Z t ≥ E β t+1 | H t , we obtain
since if Z t ≥ E β t+1 | H t then the payoff is Z t , and otherwise the payoff is E β t+1 | H t . Now, by the induction hypothesis we have
for every ω ′ ∈ (Z t < E(β t+1 | H t )) ∩ A, and therefore
Moreover, by Lemma 4.2 and (4.3), and since ω ∈ U , we have Z t (ω) ≤ y t and P Z t > 0 | H t−1 (ω) ≤p t .
Hence E Z t Z t ≥ E(β t+1 | H t ) ∩ A ≤ y t , (4.10) and P Z t < E(β t+1 | H t ) A ≥ 1 −p t . (4.11)
Finally, recall that I was chosen so that y t < v(t + 1) if and only if t ≤ I. Now (4.7) follows easily from (4.8), (4.9), (4.10) and (4.11) . This completes the induction step, and hence proves the claim.
The lemma follows from the claim, since, by the backward induction theorem, we have
In the final lemma before the proof of Theorem 4.1, we use backward induction to show that an optimal stopping time for the process with the Y t takes the simple form of rejecting the first kℓu * elements, for some integer u * , and accepting the next non-zero pay-off. 
Proof. We have already shown in the proof of Lemma 4.6 that an optimal strategy takes the form 'ignore the first I, and accept the next non-zero pay-off.' In fact, we see that I must be a multiple of kℓ: suppose, for contradiction, that I = kℓu * + r, where r ∈ {1, . . . , kℓ − 1}. Then Thus we would in fact be willing to stop at time I, which is a contradiction.
We are now in a position to complete the proof of the main theorem in this section.
Proof of Theorem 4.1. All that remains is to calculate and maximize E(Y τ u * ) over u * , where τ u * is the smallest t > kℓu * such that Y t > 0. These calculations are very similar to those on page 13, but also include error terms which tend to zero as ℓ, m → ∞. We shall assume first that u * → ∞ as m → ∞, and deduce from our calculation that this is a valid assumption. Indeed, if t = o(n) then y t = o(1), whereas we shall obtain a probability of success that is separated from zero. We should therefore never accept a payoff for t = o(n). In particular, for sufficiently large m we have u * ≥ 3, and so Recall that the Y t are independent, and that s(kℓu + h) = u + 1 when 1 ≤ h ≤ kℓ. Hence, using the convention that the empty product takes the value 1, we obtain Now, let ε > 0 be arbitrary, choose m = m(ε) and ℓ = ℓ(m, ε) sufficiently large, and recall that therefore u * = u * (ε) may be chosen to be sufficiently large also. Since 1 − 
As before, these expressions are maximized when p = p k , and thus
Since ε > 0 was arbitrary, this completes the proof.
Putting Corollary 3.5 and Theorem 4.1 together gives Theorem 1.1.
