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Алгоритмы построения краткосрочных прогно
зов электропотребления (ЭП) на рынке на сутки
вперед (РСВ) являются актуальными, а методы их
реализации – востребованными для субъектов
оптового рынка электроэнергии и мощности
(ОРЭМ). В конечном счете от этого зависит эконо
мический эффект субъекта ОРЭМ, а для энергос
бытовой компании – и конечный тариф для потре
бителя. За время функционирования ОРЭМ было
предложено большое количество методов краткос
рочного прогнозирования ЭП. В начале функцио
нирования ОРЭМ, в 2006 году, доля приобретае
мой электроэнергии на рынке «на сутки вперед»
составляла лишь 5 %, а эксперты не обладали ин
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Актуальность работы обусловлена требованиями действующего законодательства к прогнозированию электропотребления на
рынке «на сутки вперед» для субъектов оптового рынка электроэнергии и мощности (ОРЭМ). Большая часть электроэнергии в
России производится путем сжигания твердых полезных ископаемых. По данным отчета ОАО «Системный оператор Единой
энергетической системы» за 2015 г. доля выработки электроэнергии по типам электростанций ЕЭС России составляет: 59,8 % –
для тепловых электростанций, 15,6 % – для ветряных и солнечных электростанций, 19 % – для атомных электростанций и 5,6 % –
для электростанций промышленных предприятий. При этом одной из основных задач, связанных с генерацией электрической
энергии и ее потреблением, является задача поддержания баланса мощностей. С одной стороны, при увеличении плановой на#
грузки могут возникнуть перебои в поставке электроэнергии, с другой стороны, уменьшение электропотребления приведет так#
же к уменьшению КПД электростанций, и в конечном счете – к повышению стоимости на электроэнергию как для субъекта опто#
вого рынка электроэнергии и мощности, так и для конечного потребителя. Увеличение точности прогнозирования электропотре#
бления позволяет соблюдать баланс мощностей и эффективно использовать георесурсы для генерации электроэнергии, с уче#
том специфики потребителя. Для решения этих задач в России в 2004 г. был введен оптовый рынок электроэнергии и мощности,
который функционирует и сейчас. В соответствии с правилами взаимодействия между субъектом оптового рынка электроэнер#
гии и мощности и ОАО «АТС», субъекты оптового рынка электроэнергии и мощности обязаны осуществлять ежедневный поча#
совой прогноз в режиме «на сутки вперед». Для обеспечения качественного прогнозирования электропотребления субъектам
оптового рынка электроэнергии и мощности необходимо подготовить нормативную базу, разработать методику построения
прогноза электропотребления, а также просчитать риски, связанные с точностью используемых моделей. С одной стороны,
сложность решаемой задачи характеризуется наличием данных по точкам поставки, так как не всегда субъект оптового рынка
электроэнергии и мощности имеет возможность собрать данные о потреблении отдельных энергообъектов в почасовом режи#
ме. С другой стороны, внедрение систем коммерческого учета позволяет решить эту проблему с вложением больших инвести#
ций на установку автоматизированной системы коммерческого учета электроэнергии, но, как правило, субъект оптового рынка
электроэнергии и мощности идет на такие долгосрочно окупаемые затраты. Работа может быть полезна как специалистам энер#
госбытовых компаний, которые занимаются построением прогнозных моделей, так и специалистам субъектов оптового рынка
электроэнергии и мощности, которые осуществляют прогнозы на оптовом рынке электроэнергии и мощности в режиме «на сут#
ки вперед».
Цель  работы: применение методики прогнозирования с использованием нейронной сети для построения прогностических мо#
делей для ООО «Омская энергосбытовая компания».
Методы  исследования: модели Холта–Винтерса, ARIMA, нейронные сети, температурно#ветровой индекс.
Результаты. Были рассмотрены методы построения прогностических моделей. Разработана методика построения прогноза
ООО «Омская энергосбытовая компания» с использованием нейронной сети с учетом температурно#ветрового индекса и выде#
лением общих типов дней по электропотреблению.
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струментами и достаточным опытом построения
моделей краткосрочного прогнозирования ЭП, по
этому широкое распространение получили стати
стические методы. Особой популярностью пользо
вался метод Холта–Винтерса [1]. Этот метод не на
кладывает какихлибо сложных требований как
ко входным данным, так и к его программной реа
лизации и дает ожидаемые результаты, если в
структуре данных есть сложившиеся тренд и се
зонность. Существует большое количество разно
видностей этого метода [2–4]. В работе [5] авторы
предложили усовершенствовать метод путем одно
временного использования сразу двух параметров
сезонной компоненты – для дневного и недельного
циклов.
В работе [6] авторы опираются на метод ARIMA
(интегрированного скользящего среднего), кото
рые являются усовершенствованием метода Хол
та–Винтерса. При этом в работе [7] авторы показы
вают, что точность таких методов оставляет желать
лучшего и средняя ошибка составляет 9,59 %.
В работе [8] был предложен метод главных ком
понент для краткосрочного прогнозирования ЭП.
Принцип данного метода состоит в преобразовании
одномерного ряда в многомерный. После преобра
зования временной ряд рассматривается как набор
простых составляющих – сезонных, суточных и
шумовых компонентов ряда. В источнике [9] про
изведен анализ существующих методов прогнози
рования и представлена их классификация.
В настоящее время, при построении кратко
срочных прогнозов ЭП, широкое распространение
получили методы структурных моделей, такие как
нейронные сети, метод опорных векторов [10–14].
Существует большое количество подходов, связан
ных с формированием обучающей выборки, по
строением структуры нейронной сети, выбором
функции активации нейронов. Как правило,
субъект оптового рынка электроэнергии и мощно
сти при составлении прогноза оперирует данными
автоматизированной системы коммерческого уче
та электроэнергии (АСКУЭ) в формате XML 80020.
Однако целесообразно использовать фактические
данные метеоцентра.
Фрагмент ретроспективных данных ООО «Ом
ская энергосбытовая компания» об ЭП, получен
ных путем преобразования макета XML 80020 в та
бличный вид, представлен в табл. 1.
Таблица 1. Ретроспективные данные ООО «Омская энергос#
бытовая компания» об электропотреблении
Table  1. Retrospective data of LLC «Omsk Energy Retail Com#
pany» on electric energy consumption
Очевидно, что при разработке модели прогно
зирования, целесообразно сгруппировать дни не
дели, схожие по ЭП. В работе [15] был предложен
подход, позволяющий выделить следующие типы
дней в неделе:
• рабочий день;
• выходной день;
• праздничный день.
Такой подход оправдан, поскольку характер
ЭП по этим дням различается. Так, например, в ра
бочие дни ЭП в большей степени зависит от техно
логических процессов промышленных предприя
тий, планов выпуска продукции, графика рабочего
времени, в то время как в выходные и празднич
ные дни больший вес имеют социальные явления,
период светового дня и другие факторы.
Предложенная математическая модель прогно
зируемого объема ЭП – это функция от следующих
переменных:
где V2ээ – объем потребления электроэнергии, кото
рый необходимо спрогнозировать в формате X1
(на сутки вперед), МВт; t – часовой интервал вре
мени; M – порядковый номер месяца в году; N –
порядковый день месяца (необходим для отслежи
вания суточной динамики потребления энергии);
Тср – среднесуточная температура окружающего
воздуха (данный параметр является важнейшим,
от него напрямую зависит потребление электриче
ской энергии), °C; n – порядковый номер дня в не
деле; h – признак, указывающий на то, является
ли день выходным или рабочим (при h=1 – выход
ной день, h=0 – рабочий день), как известно, дина
мика потребления электроэнергии сильно разли
чается в выходной и рабочий день; V1ээ – объем по
требленной энергии за прошлые сутки, аналогич
ные текущему временному периоду, МВт.
При создании обучающей выборки входные
сигналы нейронной сети представляются параме
трами t, V1ээ, N, Tср, n, h, а эталонные значения –
параметром V2ээ. Фрагмент обучающей выборки
данных об ЭП ООО «Омская энергосбытовая ком
пания» показан в табл. 2. 
Таблица 2. Фрагмент обучающей выборки для нейронной сети
Table  2. Fragment of a training sample for neural network
Дата 
Date
Входы нейросети 
Input of neural network
Выход нейросети 
Output of neural network
t V1ээ N Tср n h V2ээ
1.04.16
1 1282
1 2 7 1
1296
2 1282 1275
3 1266 1260
4 1254 1264
5 1247 1251
6 1244 1237
2 1( ) { , , , , , },V t M N T n h Vээ ээср
Дата
Date
Час суток
Hour
Температура, °С
Temperature, °C
Электропотребление, МВт/ч
Electricity load, MWh
01.01.2015
1:00AM
–12
718290,0
2:00AM 695724,0
3:0M 678426,0
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Структура нейронной сети для краткосрочного
прогнозирования ЭП в режиме «на сутки вперед»
представлена на рис. 1. Она состоит из 6 входных
нейронов первого слоя, 5 нейронов скрытого слоя и
1 выходного нейрона. Функция активации нейро
на – сигмоид [16]. Для настройки весов нейронной
сети используется алгоритм обучения с учителем,
известный как алгоритм обратного распростране
ния ошибки [17, 18].
Рис.  1. Схема нейронной сети для построения прогноза ЭП
Fig.  1. Diagram of neural network for building forecast of elec#
tricity consumption
Количество нейронов входного слоя сети опре
деляется входными параметрами, представленны
ми в табл. 2. Метод определения количества ней
ронов скрытого слоя подробно рассмотрен в [19].
Алгоритм прогнозирования был реализован с ис
пользованием информационной аналитической
системы Rapidminer, которая имеет свободнорас
пространяемую LGPL (Lesser General Public Licen
se) – версию системы. Исходный код платформы
находится в открытом доступе. Кроме того, анали
тическая платформа Rapidminer позволяет реали
зовать возможность разработки собственного опе
ратора в виде разрабатываемого алгоритма моде
ли, если представленных в системе операторов не
достаточно. Расширение, реализующее алгоритм
пользователя, в этом случае пишется на языке java
в виде отдельно подлкючаемой библиоткеки. При
мер процесса прогнозирования ЭП с использовани
ем аналитической системы Rapidminer предста
влен на рис. 2.
Реализованный алгоритм имеет модульную
структуру. Для разработки собственного операто
ра необходимо реализовать объявленный в системе
интерфейс. Более подробная информация об ис
пользовании интерфейса для расширения реализа
ции представлена в [20]. 
На рис. 3 изображена UMLдиаграмма постро
ения прогноза ЭП с учетом температурноветрово
го индекса. Как было показано в [21], температур
новетровой индекс целесообразно использовать
при Tср=–20…22 °C и скорости ветра выше 2 м/с.
Таким образом, при обеспечении этих условий зна
чения температуры преобразуются и позволяют
получить более точный прогноз ЭП на заданный
период времени.
В блоке «Предварительная обработка» проис
ходит проверка на условие применения темпера
турноветрового индекса, и в случае необходимо
сти данные о температуре окружающей среды пре
образуются в температуру с учетом данного индек
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Рис.  2. Фрагмент алгоритма прогнозирования с использованием нейронной сети
Fig.  2. Fragment of prediction algorithm using neural network
 
са. Далее проверяется принадлежность к типу дня
и из сформированной выборки данных выбирают
ся только ретроспективные данные по выбранному
типу дня. Фильтр 1 удаляет из обучающей выбор
ки данные, относящиеся к праздничным и выход
ным дням, фильтр 2 – данные по рабочим дням и
праздникам, фильтр 3 удаляет из выборки рабочие
и выходные дни.
Количество данных в выборке определяется по
формуле
где Mt1 – выборка из 30 дней до прогнозного дня те
кущего года; Mt2 – выборка из 30 дней предыдуще
го года после прогнозного дня, включая аналогич
ный прогнозному день в прошлом году; Тс – коли
чество дискретных равных интервалов, на кото
рые разбиваются 24 часа (с дискретным интерва
лом 1 час). Необходимое количество дней (30) было
найдено эмпирически. 
1 230 48 30 ,t t cS M M T   
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Рис.  3. UML#диаграмма метода прогноза с учетом температурно#ветрового индекса
Fig.  3. UML#diagram of the forecasting method considering temperature and wind index
 
На рис. 4 и 5 отображены данные прогноза без
учета температурноветрового индекса и с учетом
соответственно.
Заключение
Как видно из данных, приведенных на рис. 4 и
5, используемая методика дает среднюю ошибку
3,0…3,3 % на интервале 1 год. Таким образом,
рассмотренная методика может быть использова
на субъектом ОРЭМ без больших материальных
затрат и основывается на общих статистических
методах и методах структурных моделей. При
этом субъекту ОРЭМ достаточно иметь ретроспек
тивные данные ЭП в интервале не менее одного го
да, а также данные по средней температуре окру
жающего воздуха и средней скорости ветра. Пред
ставленная методика прогнозирования электропо
требления может использоваться субъектами
ОРЭМ. При этом, возможно, потребуется эмпири
ческим путем сформировать обучающую выборку
с учетом специфики электропотребления. В на
шем случае в общем объеме электропотребления
ООО «Омская энергосбытовая компания» 75 %
приходится на юридические  лица  и  25 %  –  на
физические. При этом следует учитывать тип дня,
поскольку на специфику электропотребления,
как было сказано выше, могут оказывать влияние
социальные явления, и этот факт нужно также
учитывать при разработке методики прогнозиро
вания ЭП.
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Рис.  4. Прогноз потребления на 19.06.2016 без учета температурно#ветрового индекса
Fig.  4. Forecast of consumption on 06/19/2016, excluding temperature and wind index
Рис.  5. Прогноз потребления на 17.01.2016 с учетом температурно#ветрового индекса
Fig.  5. Forecast of consumption on 01/17/2016, considering temperature and wind index
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Relevance of the research is caused by the requirements of current legislation to «day#ahead» forecast of energy consumption in the
market for wholesale electricity and capacity market participants (WECM). Most of electricity in Russia is produced by combustion of so#
lid minerals. According to the report of JSC «System Operator of Unified Energy System» for 2015 the share of electricity production by
the types of UES power plants in Russia is: 59,8 % for thermal power plants, 15, 6 % for wind and solar power plants, 19 % for nuclear
power plants and 5,6 % for captive power plants. At the same time, one of the main problems associated with electric energy genera#
tion and its consumption is the problem of power balance maintenance. On the one hand, power delivery interruptions may occur when
increasing planned load, on the other hand decrease in electric energy consumption will reduce the efficiency of the power plants, and
increase the cost of electricity for wholesale electricity and capacity market participants, and for the end user. High accuracy in forecas#
ting electricity consumption allows keeping power balance and using geo assets effectively to generate electricity, taking into account
the specific character of the consumer. To solve these problems the wholesale market was introduced in Russia in 2004. It currently ope#
rates. The relevance of the discussed issue is caused by the current legislation of forecasting electricity consumption in the day#ahead
market to the wholesale electricity and capacity market participants. The wholesale electricity and capacity market was introduced in
2006, since that time, many companies received the status of the subject of WECM. According to the rules of interaction between the
subject of wholesale electricity and capacity market participants and OJSC «ATS», the subjects of wholesale electricity and capacity mar#
ket participants are required to carry out daily hourly «day#ahead» forecast. To ensure the quality of forecasting electricity consumption,
the subjects of wholesale electricity and capacity market participants should prepare a regulatory framework, to develop methodology
for building electricity consumption forecast and calculate the risks associated with the accuracy of the models used. On the one hand,
the complexity of the problem solved is characterized by occurrence of aggregate data of supply points, as it is not always possible for
the subject of wholesale electricity and capacity market participants to collect the data on individual consumption of power facilities in
hourly mode. On the other hand, the introduction of commercial accounting system can solve this problem by embedding a large invest#
ment for installation of the automated commercial power system, but as a rule, the subject of wholesale electricity and capacity market
participants goes to such a long#term cost#payback.
The  main  aim  of the study is to apply the forecasting methodology using neural network for building predictive models for LLC «Omsk
Energy Retail Company».
The  methods  used  in  the  study: Holt–Winters model, the ARIMA, neural networks, temperature and wind index.
The  results. The authors have considered the methods of constructing the predictive models, the path of their evolution since the launch
of wholesale electricity and capacity market participants, and developed the method of constructing the forecast of «Omsk Energy Re#
tail Company» using neural network, taking into account the temperature and wind index and allocation of common types of days by
electric energy consumption.
Key  words:
Data mining, neural network, forecasting, electricity load, wholesale electricity and capacity market.
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