Abstract-In recent years, SDN (Software Defined Network) and NFV (Network Function Virtualization) play important roles in the cloud computing datacenter. Open vSwitch is one of the popular open source software of Openflow switch. However, the performance degradation of Open vSwitch caused by processing smaller packets has been widely criticized. Open vSwitch implements OVS-DPDK version based on DPDK (Data Plane Development Kit) and takes full advantage of the efficient characteristics provided by DPDK to improve the performance of packet processing. In this paper, we analyze the parallel performance of OVS-DPDK on the multi-core platform from two aspects of throughput and delay. We analyzed the impact of configuration parameters on the performance of ovsdpdk, such as the length of the receiving queue, the number of active streams, and the number of cores. At the same time, the advantages and disadvantages of the load balancing strategy of OVS-DPDK parallel system are also analyzed. Finally, the reasonable configuration interval of the receiving queue and the optimal selection of the number of cores are obtained under the different number of active flows.
I. INTRODUCTION
Currently, Software Defined Network (SDN) and Network Function Virtualization (NFV) have received a lot of attention in Cloud Datacenter Network. In the SDN and NFV architectures, virtual switch is a critical component. There are several well-known virtual switch implementations, such as Open vSwitch (OVS) [1] , Snabb Switch [2] , Lagopus [3] , mSwitch [4] . OVS plays an important role in SDN/NFV projects, especially in OpenStack [5] , OpenNebula [6] and OpenDayLight [7] . According to openstack.org's survey in 2014, OVS is the most widely used virtual switch in the deployment of OpenStack [8] .
However, the network industry and telecom operators generally believe that the virtual switches perform worse in processing smaller packets (such as 64 bytes packets) compared to hardware switches. Especially, the throughput of the software switches based on X86 platform is seriously limited [9] . Fortunately, Intel has launched the Data Plane Development Kit (DPDK) [10] , Manuscript received January 15, 2018; revised October 13, 2018 . Corresponding author email: liw@buaa.edu.cn doi:10.12720/jcm.13.11.685-690 which provides library functions and drivers for highperformance packet processing on the x86 platform. In order to overcome these difficulties, OVS has developed a virtual switch based on DPDK, which greatly improves the ability of OVS in handling smaller packets.
However, in our experiments, when the number of active flows reached above 10K, the performance of single-core OVS decreased dramatically. Based on the performance evaluation of multi-core parallelization of OVS-DPDK, we discuss how to configure OVS-DPDK to take full advantage of the multi-core performance from two aspects of throughput and latency.
The rest of the paper is organized as follows: Section 2 discusses the technical details of OVS and OVS-DPDK. Section 3 introduces the related works in OVS performance evaluation. In Section 4, we give the introduction of the experimental environment and the analysis of the experimental results. Finally, in Section 5, we sum up the results and give advice on the deployment of Open vSwitch.
II. BACKGROUND

A. Open vSwitch
OVS is the most popular OpenFlow software switch that can be integrated with a number of open source virtualization platforms. OVS has a strong flexibility, it can be used as a virtual switch in the virtualized environment, and can also take over the physical port directly and carry on the packet forwarding between the nodes. 1 shows the data path design structure of OVS, which consists of two parts, the ovs-vswitchd daemon thread and the kernel data path (OVS). The ovs-vswitchd module works in user space and implements a switch based on the OpenFlow flow table. Each flow needs to go through the entire OpenFlow pipeline, find the matching actions, and then process the packet. For example, a packet matches a flow rule according to the IP address can then be forwarded to the specified port according to the action field. Finally the packet is forwarded out of the switch.
OVS divides the cache into Microflow cache and Megaflow cache [9] . Microflow cache stores the latest flow forwarding information in a very fast collision-free hash table. Each newly received packet matches exactly all the associated tuple space, therefore, any change in the packet field can lead to cache missing. Microflow cache is managed and updated by Megaflow cache. Megaflow cache supports wildcards that can aggregate multiple Microflow into a matching rule for storage. For example, all streams of the destination IP address belonging to the same subnet are forwarded through a specific port. At the same time, however, it is slower than Microflow cache. When the flow is matched successfully in Megaflow cache, the matching result is updated to Microflow cache. But when the flow misses the Megaflow cache, the packets will be encapsulated and sent to ovs-vswitchd that returns the packet with the actions to be applied and updates the cache accordingly.
The whole process of OVS processing packets is as follows: the Microflow cache is first matches after receiving the packet, and if the match is successful, then it is processed directly in the kernel space. If the match fails and then matches in the Megaflow cache, the kernel is processed directly in the kernel space if the match is successful. If it fails, the packets are copied into the user space, match them in ovs-vswitchd, and eventually process them in accordance with the rules.
B. DPDK
DPDK (Data Plane Development Kit) is developed by 6WIND, Intel and other companies, mainly based on the Linux operating system, provides for fast packet processing functions library and the set of drivers, can greatly improve the performance of packets processing and network throughput, improve the application efficiency of the data plane. The key technologies of DPDK are summarized as follows:
(1) Multi-core: Using core affinity, threads are bound to specific CPU, and a specific task can only work on a specified core. This prevents threads from switching frequently between different cores, resulting in frequent cache miss and cache write back, which would lead to significant performance losses. Furthermore, these cores can be restricted from participating in Linux system scheduling, enabling threads to monopolize these cores, to ensure more cache hit, and to avoid multitasking handover overhead in the same kernel.
(2) Queue: In DPDK, lockless ring queue is used to save the description information of packets and provide efficient communication performance among threads. And the queue permits burst,bulk-single and multienqueue/dequeue operations.
(3) Buffer: The packets are stored in the buffer of the memory pool, and the overheads of frequent creation and deletion of buffers are avoided by pre-allocating a fixed size buffers.
(4) Memory: DPDK allocates pools of objects (queue, buffer) in memory, called as the memory pool. The memory pool needs huge page support, which increases the performance due to less Translation Lookaside Buffers(TLB). DPDK also uses memory interleaved access to multiple channels, effectively improves the effective bandwidth of memory access, and avoids additional access latency by using the perception of asymmetric memory.
(5) PMD: DPDK has poll modes drivers in order to reduce overhead due to interrupts, which cause context switching in CPU.
Next, we will detail how OVS can improve performance through DPDK.
C. Ovs-DPDK
As shown in Fig. 2 , based on DPDK, the fast datapath in the kernel of native OVS (including Microflow cache and Megaflow cache) are implemented in pmd_thread which runs in user space, named EMC (exact match cache) and dpcls (datapath classifier), as a fast datapath in user space. And ovs-vswitch implements a complete openflow pipeline switch: ofproto classifier. Similar to the mechanism of the native OVS, the access latency of the three classifiers increases in turn, and the packets need to access three classifiers in turn, until the matching flow table entries are found, and then the corresponding processing operations will be performed.
The PMD thread takes advantage of the user mode polling driver provided by DPDK and can be bound to a single CPU core. We can configure multiple pmd_thread ports for one port, and improve the packet processing capability of OVS by exploiting the scalability of multicore.
OVS-DPDK also takes advantage of DPDK's huge page memory, lockless ring queue, buffer pre-allocation and other advantages, greatly optimizing the packet processing capabilities.
III. RELATED WORK
Emmerich [11] makes a horizontal comparison of the various versions of OVS and the forwarding capabilities of Linux bridge. However, the performance of multi-core configuration is not discussed deeply, and it only compares the throughput performance, and does not consider the performance of the latency. The throughput and latency performance of OVS for mirror enabled [12] is analyzed in this paper. The experiment is done under the fixed active flows number, without referring to the performance and analysis of OVS under different active flows.
Other papers put OVS into a variety of application scenarios for performance analysis. The author of [13] experiments and analysis on the performance of OVS deployed in Docker under different application scenarios and different scheduling algorithms. However, the performance of the experiments is in the single core configuration, there is no analysis of the OVS under multi-core configuration. Both papers [14] , [15] provides only the throughput performance of bit per second in the context of vNIC to vNIC applications, without providing throughput performance of pps, nor providing performance under multithreading. In [16] the author analyzes the performance of OVS in the cloud data center environment, but there is no more in-depth analysis of the intrinsic factors that affect OVS performance.
The paper [17] proposes a framework for performance testing of OpenFlow switches and applies them to OVS. Although the update time measurement of the OpenFlow flow table is accurate, there is no precise measurement of the data path.
IV. PERFORMANCE EVALUATION
We have done two groups of experiments on the multithread performance of OVS-DPDK, then measured and analyzed the performance of OVS-DPDK in throughput and latency in terms of the configuration of the receive queue length and the configuration of multi-core.
A. Test Methodology
The test environment architecture, shown in Fig. 3 , uses the PHY-OVS-PHY three layer forwarding architecture to build the test environment. The multi-core platform system is CentOS 7, and CPU is configured as Intel Xeon Phi-7210 (1.3GHz), the network adapter is configured as Intel 82580 Gigabit Ethernet controller. OVS version is 2.6.1, and the DPDK version is 16.11.1. OVS-DPDK takes over all the ports of the NIC, and configures 4K L3 flow table rules. Smartbits 600B 1G traffic generator is used to initiate production traffic with 64 bytes and different throughput.We use the minimum data packet of 64B to test the packet handling capability of OVS-DPDK, the highest rate can reach 1488095 pps(1.5mpps). We are only concerned with the performance of the OVS-DPDK lookup table and forwarding capability in multi-core platform.
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To configuration OVS-DPDK for different number of cores and length of receive queue use the pmd-cpu-mask and n_rxq_desc command, as follows :
# configure the number of PMD threads ovs-vsctl --no-wait set \ Open_vSwitch . other_config:\ pmd-cpu-mask=0xff # configure the binding relationship # between receive queue and cores ovs-vsctl set interface dpdk0 \ options:n_rxq=8 other_config:\ pmd-rxq-affinity=\ "0:1,1:2,2:3,3:4,4:5,5:6,6:7,7:8" # configure the length of receive queue ovs-vsctl set Interface dpdk0 \ options:n_rxq_desc=512
B. Single Core Performance Analysis
We assign one CPU core to the OVS-DPDK, which accepts the default 2048 as the rx_queue length and test performance in the case of different active flows numbers. We employ the dichotomy [18] to measure the throughput of OVS-DPDK under the currently active flows number. At the same time, through the logs provided by OVS-DPDK, the number of CPU cycles needed for each packet processing is recorded as the index of the latency.
Throughput performance is shown in Fig. 4 , as the number of active flows increases, throughput decreases gradually, especially when the number of active flows reaches 10K, and throughput drops dramatically. We recorded the percentage of packets that hit the three forward tables, statistics are shown in Table I . Fig. 5 shows the latency performance, and we can see that the latency increases as the number of active flows increases. As shown in Table I , when the number of active flows is 10K, the latency will decrease as a result of the need to find matching entries in dpcls. For the case that the number of active flows is below 10K, we do cache misses statistics through the Linux performance analysis tool: perf, the result is shown in Fig. 6 . As can be seen from the diagram, with the growth of active flows, the frequency of cache miss increases, resulting in latency growth. The DPDK port adopts polling driving mechanism， and OVS reads at most 32 packets from the receiving queue each time. We measure throughput and latency at different active flows numbers when configuring different receiving queue lengths for ports.
As you can see from Fig. 7 , when the number of active flows is constant, the longer the receive queue configured for the port, the longer it takes to process the packet. However, the results of Fig. 8 show that different active flows numbers have one or more optimal receive queue length configurations. For example, when the active flows number is 1K, and the receiving queue is set to 256, 512, 1024, 2048, the throughput achieve best performance, according to the relationship of latency and queue length in Fig. 7 , we can infer that the optimal performance can be obtained by setting the receive queue length to 256 with 1k active flows. 
C. Multi-Core Performance Analysis
By Fig. 9 , we can see that when the number of active flows is less than 10k, the throughput is basically proportional to the kernel number, and after the 10K active flows, the kernel and throughput are no longer positive proportion. When the number of active flows is 10K, the single core throughput is 2% of the line speed, while the dual cores are 7%, the 4 cores are 19%, and the throughput is 37% at 8 cores.
By analyzing the logs of OVS, we find that the multithreading distributes the load equally between the threads according to the number of active flows. For example, if the number of active flows is 100, then each thread is responsible for the processing of 25 active flows. This also explains why throughput does not change as the number of cores increases when the number of active flows is 1. Because the same active flows, according to the load balancing strategy provided by OVS, can only be assigned to the same thread, which reflects the limitations of the OVS load balancing strategy. In practical application scenarios, the proportion of each stream to total traffic is not balanced, and load balancing according to the number of flows is likely to cause large differences in load on different cores, which can not achieve the desired load balancing effect.
If we represent the current number of active flows by a, the throughput is expressed as Tn(a) with the kernel number of N and the number of active flows is a, and the current line rate indicated by L, then we can get the expression of the throughput of OVS-DPDK under multicore configuration:
T a n n L  
(1) Fig. 10 shows the number of CPU cycles required to process packets under the different CPU configuration when the receive queue length is 2048 by default and the number of active flows is 10K. We can see that the time latency of the 8 core is doubled compared to the 1 core. We use the perf tools to analyze the functions of the OVS runtime to occupy the CPU cycles in two extreme cases(1 core and 8 core). We see that in single core cases, mf_get_next_in_map () takes up the most CPU cycles. This function is mainly used in the look-up tables of dpcls, which shows that in the case of single core, the look-up tables of dpcls is the most CPU cycle operation. In the case of the eight core configuration, the function taking up the most CPU cycles is miniflow_extract (), which is responsible for parsing the received packets, extracting the packet description information which will be stored into the shared memory and used for flow table lookup. Because threads require competitive access during the shared memory write, resulting in increased latency. At the same time, we can conclude that the contention of shared memory has a more serious impact on the latency than the access latency caused by access to dpcls.
In conjunction with statistical analysis of Fig. 9 and Fig. 10 , we can see that the minimum number of threads required for OVS-DPDK to reach the line rate is associated with the number of active flows. The processing delay increases with the number of threads, so in order to achieve the optimal packet forwarding performance, we should configure the minimum CPU core on the premise that the maximum throughput is achieved, depending on the active flows load per OVS. We conducted a series of tests on DPDK-OVS from the forwarding performance of multi-core configuration and the receiving queue length of the configuration, how to configure the multi-core and receive queue length to obtain the optimal forwarding performance was researched and analyzed.
We recommend that when the system administrator configured parameters for the OVS-DPDK, according to the number of active flows loaded on each port, the minimum number of core should be selected in order to avoid serious delay when the throughput is reached.
The load balancing between OVS-DPDK threads is the number of active flows, When configuring the receive queue length of each thread, the administrator should consider the number of active flows that each thread needs to handle after load balancing. When the throughput performance is guaranteed, the minimum receive queue length is configured to reduce the delay.
As a part of our future work, we plan to test the performance of OVS-DPDK in a virtual multicore environment under the environment of ten thousand megabyte network bandwidth.
