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Abstract 
Suppose that X, = c,zs CjZt-j is a stationary linear sequence with regularly varying cj’s and 
with innovations {Z,} that have infinite variance. Such a sequence can exhibit both high vari- 
ability and strong dependence. The quadratic form Qn = c:,,=, ?j(t - syC,X, plays an important 
role in the estimation of the intensity of strong dependence. In contrast with the finite variance 
case, n-“‘(Q,, - EQ,,) d oes not converge to a Gaussian distribution. We provide conditions on 
the Cj’s and on G for the quadratic form Q., adequately normalized and randomly centered, to 
converge to a stable law of index CL, 1 < tl < 2, as n tends to infinity. 
Keywords: Quadratic forms; Linear processes; Stable processes; Long-range dependence 
AMS classification: 60F05; 60E07 
1. Outline of the main ideas 
The main result of this paper is a limit theorem for randomly centered quadratic 
forms 
(1.1) 
where {&} is a strongly dependent linear process whose innovations have a heavy- 
tailed distribution. In (1. 1 ), q is an integrable function on [--7c, 7c] which will be spec- 
ified later, and the 5j(t)=(2n)-1JJx e”q(A)dlZ are its Fourier coefficients. Our goal 
is to characterize the asymptotic behavior of Q,,, in situations where {X*} has infinite 
variance. 
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The quadratic forms (1.1) were studied by Fox and Taqqu, 1987) when {Xt} is a 
Gaussian sequence with long-range (or strong) dependence. They assumed that {Xl} 
is a mean zero Gaussian sequence with covariances 
E[X,X,] = CT* 
J 
ll 
ei(‘-“‘“f(A) dl (1.2) 
--k 
whose normalized spectral density f satisfies 
f(A) = 0(11*1-“-6) 
for some a < 1 and arbitrarily small 6. The function 
of Fox and Taqqu, 1987) was assumed to satisfy 
q(L) = o(lnj-b-“) 
(1.3) 
q (a multiple of g in the notation 
(1.4) 
for some b < 1 such that a + b < i. Both f and ‘1 were assumed to be symmetric 
and to satisfy a very mild regularity condition, which was later shown by Giraitis 
and Surgailis (1990) to be unnecessary. Under the above assumptions, Fox and Taqqu 
showed that the sequence 
H-“~EA - EQnl (1.5) 
converges in distribution to the normal distribution with mean zero and variance 
J 
R 
4rca4 _~lf‘Wr~(U~ a. (1.6) 
The condition a + b < i ensures that the integral in (1.6) is finite. Observe that the 
spectral density f diverges at the origin when a > 0 (strong dependence). 
Giraitis and Surgailis (1990) extended the result of Fox and Taqqu to linear se- 
quences 
x,= 2 CjZ-j, 
j=-00 
(1.7) 
where the innovations Z, have finite fourth moment, and presented a simpler proof. 
Under their weaker assumptions on Z,, the asymptotic variance of the sequence (1.5) is 
J 
x 
4rr(r4 _nLf(~bh(J-~12 d + WarGf) - 20~) 
(s 
’ f(~)s(~~)d~ 2, 
--x 1 
(1.8) 
which clearly reduces to (1.6) if the Z, are Gaussian. 
The main motivation for the above results comes from their applicability to the 
study of the large sample properties of the Whittle’s estimator of parameters of linear 
processes with long memory (see Fox and Taqqu, 1986; Giraitis and Surgailis, 1990). 
Recently, Mikosch et al. (1995) and Kokoszka and Taqqu (1996) studied the Whittle’s 
estimator for linear processes (1.7) with innovations Z, having injinite variance. The 
ideas and tools used in the infinite variance case are very different from those used un- 
der the Gaussian or more general finite variance assumptions. In this paper we show that 
these methods can also be applied to the study of the asymptotic behavior of general 
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quadratic forms (1.1) with the X, of the form (1.7) and infinite variance Z,. For sim- 
plicity, we set cj = 0 for j < 0, that is, we focus only on causal moving averages (1.7). 
We adopt here the normalization conventions of harmonic analysis, namely, 
& = (2r~-‘~~~ e”‘b(i)dA, b(l) = Cte-iAtbt, and Et lbt12 =(27c)-’ J_“,lb(L)12 di for 
Parseval’s inequality, but use the probabilistic one, that is (1.2), to relate the co- 
variances to the spectral density f(A), when these quantities are defined. 
We now outline our approach, relegating the precise assumptions to Section 2. We 
will consider the following two cases at the same time: 
Case I (InJinite variance): The tail probabilities P{ IZi 1 >x} behave like x-~, 
1 < c( < 2, as x -+ 00, and Zi is symmetric. 
Case II (Finite variance): EZ: = o2 < 00 and EZ1 = 0. Set 
i 
(n log n) l/a in Case I, 
a, = 
nw (1.9) in Case II, 
and consider the periodogram 
I,,x(A) = ne2ja e e-“‘X, ‘, 
I I ?=I 
(1.10) 
with the understanding that c( = 2 in Case II. The periodogram of the noise sequence, 
I,,z(A), is defined correspondingly. 
The main idea is to use the decomposition 
Lx(~) = 2~f(~)L,Z(n) + &z(n), (1.11) 
where f(L) = (27~)~~ 1 c,?f o cje -iLj12 (the factor (2n)-1 makes this definition consistent 
with (1.2) in the case a = 2). The remainder term &(A.) is defined in Section 2. Observe 
that for both cases (for Case II, set CI = 2 and ignore log n wherever it appears), 
a,‘Q,, = ai’ 2 (& In ei(t-s)n~(l) di) X,X, 
t,s= 1 * 
= & [‘(n logn)-‘ia 2 e-i’tXt ‘q(A.) dl 
x I I ?=I 
Now suppose that we can show 
(&rJ 
n 
R,(i)q(il) dlz 0. 
--x 
(1.13) 
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Then 
= 2lca,’ (1.14) 
is the leading term of a;’ Qn. By Theorem 3.3 of Davis and Resnick (1986) in Case I 
and by a standard central limit theorem for m-dependent random variables in Case II 
(details will be presented in Section 2), we have 
where, in Case I, S is a symmetric a-stable random variable to be defined in Section 2, 
and in Case II, S is .N(O, cr2). Combining (1.12)-( 1.15), we obtain 
a,’ (1.16) 
which is the main result of this paper. 
Remark. (1) The decomposition (1.1 1 ), which is standard in the spectral analysis of 
time series (see, for example, Brockwell and Davis, 1991, Ch. 10) has been shown 
to be extremely useful in the analysis of infinite variance time series in a series of 
papers by Claudia Khippelberg and Thomas Mikosch (see Kliippelberg and Mikosch, 
to appear, and references therein). 
(2) While the idea behind the proof of (1.16) is simple, the difficulty is in verifying 
(1.13). This will be our main goal. 
(3) An advantage of the approach described above is that it works in both the infinite 
and finite variance cases. Moreover, in the finite variance case, only the existence of 
the second moment of the noise sequence is assumed. A disadvantage is that we must 
impose stronger conditions on the functions f and rl than (1.3) and (1.4). 
(4) The random centering in (1.16) which is equivalent to removing the diagonal, 
is unavoidable in the Case I (infinite variance); since the mean of Qn does not exist. In 
Case II, centering with the mean is possible if the fourth moment of the noise exists. 
We elaborate on this point in Section 2. 
The remainder of the paper is organized as follows: Section 2 contains assumptions 
and the statement of the main results with their proofs. The proof of the crucial relation 
( 1.13) is given in Section 3. 
In the sequel, c stands for a constant whose value is not of interest and may vary 
from line to line. It may also depend on the small number 6 > 0 which frequently 
appears in the proofs. 
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2. Assumptions and main results 
Consider the quadratic form (1.1) and assume that the X1, t E Z (integers) are the 
(one-sided) moving averages 
X, = 5 CjZt_j, (2-l) 
j=O 
where, either 
(Nl ) Zi is symmetric and in the domain of normal attraction of an infinite variance 
symmetric cc-stable law with 1 < CI < 2, or 
(N2) EZ: = cr2 < 00 and EZi = 0. 
Recall that a symmetric random variable Zi is in the domain of normal attraction 
of a symmetric a-stable law Y with 0 < c1 < 2 if n-i/’ xi”= i Zj 3 Y, where Z2, Zx,. . ., 
are i.i.d. copies of Zi and where E exp(ieY)= exp{-oalOl”}. It is well known (see, 
for example, Gnedenko and Kolmogorov, 1954) that this happens if and only if 
lim x*P{ IZi 1 > x} = frc(Ca, (2.2) .X-CC 
where r~ is the scale parameter of the stable limit Y, and where 
dx 
-1 
c,= M (J m(l _ cosx)- = 0 Xa+l ) { 
1-U 
r(2 - IX) cos(7tor/2) 
ifcc#l, 
(2.3) 
2/7c if c1= 1. 
Conditions on the coefficients cj in (2.1) and on the function r] in (1 .l): 
(Al) cj =jd-‘L(j), 0 < d < 1 - l/cr and L is a normalized slowly varying function. 
By “normalized”, we mean that for any E > 0, x&L(x) is increasing and x+L(x) is 
decreasing for sufficiently large x. 
(A2) rl is real and symmetric and there is a real number e < 1 such that, for any 
6 > 0, j?/(n)1 <c(S)IIZI-+ 
(A3) Setting C(n)= cFo cje-“j, assume that IC’(L)~<C(~)I,~-~-‘-” and 
Iv’(L)1 bc(S)I~I-e-1-6. 
Remark. (1) If the innovations Z, satisfy (N2), set c1= 2 in (Al) and (A3). 
(2) By A(l), C(1) - const JPjL(l/L), as 1 + O+, so, in particular 
IC(A)l Qc(G)IAI-d-” (2.4) 
and 
If( <c(d)IAl-2d-2”. (2.5) 
Thus, 2d corresponds to a in (1.3) and e to b in (1.4). 
(3) Condition (A3) is used to ensure a proper rate of decay of certain Fourier co- 
efficients. It could be replaced by a number of weaker but more cumbersome conditions 
on the rate of decay of some Fourier coefficients, resulting in a loss of clarity in the 
assumptions. 
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(4) The theorems below hold also if s(L) is real, but not symmetric, and if G(t) is 
defined as the cosine transform, namely q(;i<t) = (27~)~’ Jr(cos k)n(n) dk 
We now state and prove our main result. 
Theorem 2.1. Suppose that the assumptions (Al)-(A3) hold, and that 2d + e < 1 - 
l/K 
(a) If the 2, satisfy (Nl), then 
(2.6) 
where EexpifISi = exp{-C,181a}; o is deJined in (2.2) and C, in (2.3). 
(b) rf the Z, satisfy (N2), then 
where now Y, is .,V(O, 1) and a2 = Var Zi. 
Remark. (1) Since C,“= _,[(Tq)(k)12 = (27~)~’ J_“,[(fr)(A)12 dil by Parseval’s equal- 
ity, and (f^r)(O) =(2~)-1S_,i(frl)(n)dn, the variance of the RI-IS of (2.7) equals 
.I 
x 
4Tta4 _nLf(~h(J)12 d2 - 2a4 
(s 
’ f(~h(~> dA 2. 
--* > 
(2.8) 
It is smaller than the asymptotic variance (1.6) obtained when the Qn are centered by 
their means. 
(2) If the assumpt&n that q is symmetric is dropped, then (2.6) and (2.7) con- 
tinue to hold with (fq)(k) replaced by (2~)~1 J-“, cos(lk)f( n)r~(L) dl. This follows 
immediately by appropriately modifying the RHS of (1.14). 
(3) We show in Theorem 2.2 below that the random centering in Theorem 2.1 can 
be replaced by a function of the observable sequence Xi,. . . ,X,. 
The proof of Theorem 2.1 uses the following two propositions: 
Proposition 2.1. The remainder R, in (1.11) equals 
R,(A) = I W)12 
(2.9) 
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where 
21 
Y,(n) =n-II’* 2 cje-W 
j=O 
(2.10) 
and satisfies for all 1 < LX d 2, 
L 
@. R,(ll)q(;l) dl 5 0. 
1 is proved in Section 3. 
J-_, 
Proposition 2. 
Proposition 2.2. 
/ n 
(2.11) 
(a) If(N1) holds, then 
n-1 n--m 
n--2/a L = z:, (n10g~)-““~2~z~+~,...,(n10gn)-““~z~z~+, t=1 f=l t=1 ) 
3 C,2’%J2 . (YO,Yl)...) Y,), (2.12) 
where the Yk, k = 0,l , . . . , m, are independent, YO is a positive (a/2)-stable with scale 
parameter CN~~/a nd the Yk, k = 1 , . . . , m, are i. i. d. symmetric a-stable with scale para- 
meter C,- ’ Ia. 
(b) Zf (N2) holds, then 
(2.13) 
where the Yk, k=l,..., m, are i.i.d. Jlr(O,l). 
(c) Zf (N2) holds and EZf < cq then 
( 
n-1/2 k(Z: - a2), n-II2 cZtZt+l,...,nP1/2 nPmZtZt+rn 
t=1 f=l = 1 t=1 
3 (Yo,c?Y,,. . . ,c?Y,), (2.14) 
where the Yk, kb 1 are i.i.d. .N(O, 1) and YO is X(O,Var(Zi)), independent of the 
remaining Yk. 
Proposition 2.2 has been used extensively by Khippelberg and Mikosch. Part (a) 
is a direct consequence of Theorem 3.3 of Davis and Resnick (1986), whereas parts 
(b) and (c) follow from a standard limit theorem for m-dependent vectors (see, for 
example, Billingsley, 1968, Section IV.20). 
Proof of Theorem 2.1. The proof was given in Section 1. However, Relations (1.13) 
and (1.15) must still be verified and the scale parameter of Si (and variance of Y, ) 
must be determined. Relation (1.13) follows from Proposition 2.1. 
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To prove relation (l.l5), we use Proposition 2.2. Set rk = (x)(k), and let yk be 
as in Proposition 2.2. By Theorem 4.2 of Billingsley (1968), we must verify (under 
(Nl)) 
m 
c rkyk 3 2 rk yk as m + 00, 
(2.15) 
k=l k=l 
(2.16) 
for each fixed m, and 
lim 1imsupP a { il~kfj+lrk~-&zl+k~btJ =o 
m+cc II+03 m 
(2.17) 
for each E > 0. Under (N2), we must verify the same relations, except that there is no 
Ci” in the RHS of (2.16). We will now show that relations (2.15)-(2.17) hold if 
cc 
Cl 1 rk’<a for some 1 <p<Cr 
k=l 
(2.18) 
(case IX = 2 included). Using (Al)-(A3), 2d + e < 1 - l/a, and standard arguments 
used to evaluate the order of magnitude of Fourier coefficients, it can be shown that 
(see the appendix) 
l(%(k)l <c(b) 
( 
kzd+e+& l if 2d + e30, 
k-’ 
(2.19) 
if 2d+e<O, 
which implies (2.18) since rk = (x)(k). 
Relation (2.15) holds because C,“= 1 Irk Ia < co. Relation (2.16) follows immediately 
from Proposition 2.2. To prove (2.17) under (Nl) we use Theorem 3.1 of Rosinski and 
Woyczynski (1987) (actually we use only its corollary, Proposition 3.2 of Kokoszka 
and Taqqu, to appear). We have for 1 < p < IX, 
n-m-l n 
<~(~a,)-~(1 + log+(e4)) C C jr,-tlY1 + log, Irs-rl-l) 
t= 1 s=t+m+I 
n--m-l n-t 
<c&?u-‘(logn)-‘(1 + a-‘logn + tL-lloglogn) c c IrkI” 
t=l k=m+l 
n cc cc 
<c&-an-1 c c Irkl’<c&-” c IrkI’ + 0 
t=l k=m+l k=m+l 
(2.20) 
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as m + 00. The verification of (2.17) under (N2) is even simpler; set ,u = 2 and use 
Chebyshev’s inequality. This completes the proof of Theorem 2.1. Cl 
The random centering in Theorem 2.1 involves C,“= 1 2: which is not observable. 
Under some mild additional assumptions on the function f, it is possible to replace it 
by a function of the observable sequence Xl,. . . ,X,. Setting 
Wl,...;X.)=~ _~ 1 J~~2rrf(~)]-'l~x,e-'"'12 d1, 
t=1 
(2.21) 
we have 
Theorem 2.2. Zf in addition to the assumptions of Theorem 2.1 we assume that 
f(A) > 0 for every 1 and 
(2.22) 
then (2.6) and (2.7) hold with c:=, Zf replaced by K(X2,. . . ,X,) dejned in (2.21). 
Proof. It suffices to show that 
ai’ K(Xl,...,X,)- 2ZF -5 0. 
I t=1 1 
(2.23) 
Observe that 
K(Xl,...,X,)= 2Zf +(2r)-*n*/‘S~~~(~)[f(rn’dl, 
I=1 --I 
(2.24) 
so (2.23) reduces to showing that 
J 
K 
nl/a &(A)[ f (A)]-’ d/J 4 0. (2.25) 
-x 
It is verified in Kokoszka and Mikosch (1995, Lemma 5.1) that if f is positive then 
If _‘(A)1 <c@)~A~*~-~. (2.26) 
In view of (2.26) and (2.22), relation (2.25) immediately follows from 
Proposition 2.1. 17 
Remark. The assumptions of Theorem 2.2 are satisfied by the fractional ARIMA se- 
quences (cf. Fox and Taqqu, 1986). 
Notice that, in the proof of Theorem 2.1, we used only parts (a) and (b) of Propo- 
sition 2.2. Part (c) yields the following corresponding result when centering with the 
mean. We must impose, however, additional restrictions on the range of d and e. 
30 P.S. Kokoszka, M.S. TaqquIStochastic Processes and their Applications 66 (1997) 21-40 
Theorem 2.3. Suppose (Al)-(A3), 2d + e < i and (N2) hold. Assume, in addition, 
that EZ: < m, d < i and e < i. Then, 
n-“‘(Qn - EQn) 3 M(O, &,I, (2.27) 
where 
I 
x 
cs2 =4m2 
=Y _n(f(~MJ.))2 a+ (VaGf2 - 20~) (J = f(~)rl(~) c-t,? > ’ . (2.28) -lL 
Remark. (1) If the Z, have the first four moments equal to those of the Gaussian 
distribution, then Var(Zt ) = 2a4 and r& coincides with the asymptotic variance (1.6) 
obtained by Fox and Taqqu (1987). 
(2) The finite variance result, directly analogous to (2.6), is 
np1j2 (Q. - no’l:f(i)q(i)di) 3 JV(O,O~~,), 
and, in this case, one need not assume d < i and e < k. In fact, using different methods, 
Giraitis and Surgailis (1990, Theorem 2) show that these additional assumptions are 
not even required for (2.27) to hold. We have included Theorem 2.3 in order to show 
that it immediately follows from Propositions 2.1 and Proposition 2.2(c). 
Proof of Theorem 2.3. We have, as in Section 1, 
n-1 n-k 
n-“2(Qn - EQn) = 47~ c (x)(k) n-Ii2 c ZfZl+k 
k=l f=l 
.I 
x 
+ n’i2(27c)-’ MAMA) d2 
--x 
+ 27(x)( O)n-“’ ($ZW)) 
+ n-“2(27c(x)(0)nc2 - EQn). (2.29) 
If it can be shown that 
n-1i2(2x(x)(0)no2 - EQn) --+ 0; (2.30) 
then Propositions 2.1 and 2.2(c) yield, as in the proof of Theorem 2.1, 
n-“2(Qn - EQn) 3 4 rKr2 5 (%)(k)Yk + 27c(37)(0)h (2.31) 
k=l 
where the Yk, k = 0, 1, . . are as in Proposition 2.2(c). Using Parseval’s equality it is 
easy to verify that the RHS of (2.31) has variance (2.28). It remains, therefore, to 
verify (2.30). Setting 
s 
x 
r(k) = E[_&&] = cr2 _~ eifikf(A) dil = 27ca2f^(k), (2.32) 
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we have 
EQ,, = 2 q(t - s)r(t - s) =27& c 
1,s= 1 14 < n 
Since f, q E L2[-n, n] (recall that we assume 2d < 3, e < i ), 
- 1 7[ 
(frlW)= z _~ 
s 
f (~)vl(~) dJ = g ijWf^W. 
k=-m 
In view of (2.33) and (2.34), (2.30) boils down to the verification of 
r~-“~ 2 k)q(k)jlf^(k)l -+ 0 
k=l 
and 
n1’2 c I;i(k)llf^W -+ 0. 
The conditions imposed on the functions q and f imply (see the appendix) 
if ea0, 
ife<O 
and 
IkV dc 
k2d-tf6 if d>O, 
k-’ if d < 0. 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
(2.38) 
Using (2.37) and (2.38), it is not difficult to verify that (2.35) and (2.36) hold provided 
2d<i,e<iand2d+e<i. 0 
3. Proof of Proposition 2.1 
The outline of the proof of Proposition 2.1 is similar to that of relation (3.45) in 
Kokoszka and Taqqu (to appear). The situation here, however, is much more compli- 
cated because the function q may not be bounded. 
We shall often use below the following result which is a direct consequence of 
Theorem 3.1 of Rosinski and Woyczyriski (1987) (see Corollary 3.1 of Kokoszka and 
Taqqu, to appear). 
Proposition 3.1. Consider the sequence of quadratic forms 
j,k= 1 
j# 
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with the Zk satisfying (Nl). Zf for some 1 < p < a, 
ifk 
then 
n 
c qn(j,k)ZjZk 5 0 as n --) cc. 
j,k= I 
.i#k 
If the zk satisfy (N2), then the above result clearly remains true, with p = a = 2 (use 
Chebyshev’s inequality). In the sequel, we will frequently use Proposition 3.1 or its 
finite variance counterpart without specifically mentioning it. Also, in the sequel, we 
set 1 < p < a under (Nl) and p = a = 2 under (N2). 
The expression (2.9) of the remainder R, can be verified as in the case of finite 
variance ARMA processes (see, for example, the proof of Theorem 10.3.1 of Brockwell 
and Davis, 1991). Hence, the proof of (2.11) reduces to the verification of 
and 
(3.1) 
(3.2) 
1 < aG2, where 
n zke-iik _ c 
k=l 
Verification of (3.1). We split d,(L) as follows: d,(A)= Et=, G,(n) where 
G,,(n) = g ( jg, Cjei(irii) Z-k, (3.3) 
(3.4) 
(3.5) 
(3.6) 
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and verify that 
for u = 1,2,3,4. The verification of (3.7) relies heavily on the following result. 
Lemma 3.1. suppose the Cj satisfy Cj = J ‘d-‘L( j), where 0 < d < 1 and L is nor- 
malized slowly varying. Then, for I E [-q~]\{0}, any integers OGnl < n2 and 
arbitrarily small 6 > 0 
(3.8) 
4 
I i 
c 
Cje”j <C(6)111-d-“. 
j=nl 
(3.9) 
Proof. Since L is normalized slowly varying, it is quasi-monotone so the arguments 
used in the proof of Theorem 4.3.2 of Bingham et al. (1987, p. 208) lead to (3.8). 
Relation (3.9) can be proved by modifying the proof of Theorem 2.6 of Zygmund 
(1979, p. 187). Cl 
In the sequel we will frequently use Lemma 3.1 without specifically mentioning it. 
(1) VeriJications of (3.7) with u = 1: Observe that 
s x Ifi,(l)121ty(A)l d; = 5 vn(k,k).& + c v,(k t)Z-kZ-t, --K k=O k,r=O 
k#t 
(3.10) 
In order to verify that 
n-2 
n--l/U 
c 
v,@,k)-?k ’ 0 
k=O 
and 
n-l’* c vn(k,t)z_kZ_t 5 0, 
O<k#t<n-2 
(3.11) 
(3.12) 
(3.13) 
we need appropriate upper bounds on the v,(k, t). 
(a) If d + e -C 0, v,(k, t) is bounded above by (use Lemma 3.1) 
C 
I 
x 
kd-‘+6R-1i-d-SR-“-b dA = ckd-‘+* for sufficiently small 6. (3.14) 
0 
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(b) If d + e 2 0, we split the integral in (3.11) into Jr ,)., < n,n) + JIln, , E,n). We have 
for sufficiently small 6, 
.I 
dn 
. . . d3, d c s ,kd-‘+“A-d-6)-e-” d) b i Ii.1 < n/n 0 
Also, for 6 > 0, setting x=nA, we have 
s 
ll 
. . d?, 6 c 
I 
kd- l+h~- 1 )b-d-61-e-6 d2 
x/n < (11 <n aln 
na 
6 ,kd-liS 
x 
s 0 
-( l+d+e+26) & 
_ - 
37 n n 
< C_d-l+6nd+ef26 
\ X 
-( l+d+e+26) b 
We have thus verified that 
lv,(k,t)l dc 
(k V t)d-‘+6nd+e+6 if d + e 2 0, 
(k v t)d-‘+6 if d + e < 0. 
(3.15) 
(3.16) 
(3.17) 
To prove (3.12) and (3.13) we verify that 
E ln-‘/’ z v.(k,k)Zil~ii’2 -+ 0 
k=O 
(3.18) 
and 
c ln-“‘v,(k,t)lp + 0. (3.19) 
O<t < kQn-2 
We shall focus on the more difficult case d + e Z 0. By (3.17), the expectation in (3.18) 
is bounded above by 
KPi2”E ig v,,(k, x)zF,il; < cn-pL12a 2 ,v,,(k, k),“/2 
n-2 
< Cn-M2a,,(d+e+W2 
c 
k(d- l+@b/2 
k=O 
< Ci2(~L/2)(d+e+6-l/a+d-1+6)+l 
> 
which tends to 0 as n --f oo. Indeed, if p = CI and 6 = 0, the exponent of n is negative 
because of the assumption 2d + e < 1 - l/a. 
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The double sum in (3.19) is bounded above by 
n n n 
cd” dt s s dk(kd-‘+6,,d+e+6)P < ,&d+e+S-l/a) s & &d-l+Q+l 1 I 1 
< &2d+e- I/- 1+6)+2. 
\ 
Again the exponent is negative for p = a and 6 = 0, because of the assumption 2d + 
e < 1 - l/a. 
This completes the verification of (3.7) for u = 1. 
(2) Verijcation of (3.7) with u = 2: Here we must show that 
DC) 
n-ll@ c v,(k, k)Z?, 5 0 (3.20) 
k=n-I 
and 
n-v” c v,(k, t).&Z_, 5 0 (3.21) 
n-l<tfk <w 
with v,(k,t) still defined by (3.11). Because of the different range of t and k than in 
the case tl = 1, we need here other upper bounds on the v,(k, t). We derive different 
bounds depending on whether e 3 - 1 or e < - 1. 
If e Z - 1, we split the integral in (3.11) into the integral over (;I[ < x/n and 
IL1 > n/n, and get Iv,(k,t)l<ckd-lfbtd-l+dne+l+S. If e< - 1, the integral in (3.11) 
’ d is bounded above by csO k - l+a~d-l+s~-2/2-~-6d/Z~~kd-l+Std-l+S > provided 6 is so 
small that e + 6 < - 1. Summarizing, we have verified that 
kd-l+6td-l+6ne+l+6 
Iv,@, t>l <c 
if e> - 1, 
kd-l+std-1+6 ife< -1. 
(3.22) 
Using (3.22) and the condition 2d + e < 1 - l/a in case ed - 1, and the condition 
a(d - 1) < - 1 in case e < - 1, it is not difficult to verify that 
PI2 
E n-‘/l v,(kk)Zt, + Cl 
k=n-1 
and 
n-l<t<k<cc 
relation which implies (3.20) and (3.21), respectively. 
(3) The verijication of (3.7) with u = 3 is the same as with u = 1. 
(4) VeriJication of (3.7) with u = 4. We have 
J x lr,,(~)12(~@)l d2 = Qtk) 2 Z,? + c JGl(k, t)zkz> -K k=l 1 <t#k<n 
(3.23) 
(3.24) 
(3.25) 
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where 
(3.26) 
To find an appropriate upper bound on the K,(k, t) we consider here two cases: d+e < 0 
and d +e>O. 
If d + e < 0, the integral in (3.26) is bounded above by c s: nd-l+aA-lA-d-sA-e-s 
dA <ckl+‘, provided 6 is so small that d + e + 26 < 0. If d + e 3 0, we again \ 
split the integral in (3.26) into integrals over 11) < 7c/n and n/n < )A) <TC. We have 
S (i&l < X/n . . . dl< S,“‘” ~-W+& Apees dl d cn2d+e-1+36, because 1 - 2d - e - 36 > 0 for 
sufficiently small 6. The integral over x/n < IA\ <R is again estimated by setting A = 
x/n: s+< 1114n”’ 
di<cnd-l+6 s,:, A-ll-d-6A-e-6 d/l = Cn2d+e-l+26 J,” X-(l+d+e+26) 
b,<Cn2d+e-lf26 
Summarizing, we have shown that 
if d + e -=c 0, 
ifd+eaO. 
(3.27) 
Since d - 1 < - l/a and 2d + e - 1 < - l/a, we conclude from (3.27) that 
IKn(k, t)l <cnP for some p < - l/a. (3.28) 
With (3.28) in hand, it is easy to verify that 
n-“‘lc,(k,k) g Zi 5 0 
k=l 
(3.29) 
and 
n-‘ll c Ic,(k,t)ZkZt 5 0. 
l<f#k<n 
(3.30) 
Indeed, to verify (3.29) observe that by (3.28) 
n-“‘lc,(k,k) 2 Z2 
k=l 
k / fcn(‘iar-P) (K2ju E Zz) 
and recall that by Proposition 2.2, nW21aC; =, Zk converges in distribution. To verify 
(3.30) observe that Cl,, < kGn In-“@lc,(k,t)lp is bounded above by cn~(P-11a)+2. 
This completes the verification of (3.7) for u = 4, and hence that of (3.1). 
Verification of (3.2). Now we split d,(A) as d,(A) = Al,(A) + d2n(A) + d34J.h where 
n-1 
Al,(A) = &,(A) + &(A)= C e-‘“’ 2 CjZt-j , 
f=l ( ) j=t 
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A3n(A) = L&(A)= - 2 cje-“j 2 Z,emizf, ( ) j=n t=1 
and verify that 
(3.31) 
for u = 1,2,3. The verification of (3.3 1) for u = 3 is essentially identical to that of 
(3.7) for u = 4, so we omit it. 
The idea behind the verification of (3.31) for u= 1 and u=2 is to view A,,(n) 
and Azn(2) as trigonometric polynomials with random coefficients, a method used in 
Kokoszka and Taqqu (to appear). Denote by h, the Fourier coefficients of the function 
Cn. It was shown in Kokoszka and Taqqu that (3.31) holds with u = 1 if 
n-1 n--s Cc 
‘-“’ C Ih-Slp C C ICjl" + 0 (3.32) 
s=l t=l j=t 
and 
n-2 n-l-s co 
0” C lkl C C (Cjl’ + 0, 
s=o f=l j=t+s 
and (3.31) holds with u=2 if 
n-l n--s n-l 
npp’la 2 Ihn_slp C C ICjl' + 0 
and 
s=l i=l j=t 
n-2 n-l-s n-l 
and 
s=o t=l j=t+s 
n-l” 2 V,(m)Zi -5 0, 
m=2 
where 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
(3.37) 
(The quadratic form defined by the integral in (3.3 1) has no diagonal elements for 
U= 1 and has the diagonal (3.36) for u=2.) 
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The verifications of relations (3.32)-(3.35) are essentially identical. They are based 
on the estimates 
ISI d+e-1+6 
I& Gc 
if d + ea0, 
lb-’ if d + e < 0, 
(3.38) 
which are an immediate consequence of Proposition A.1 below. We shall verify, for 
example, relation (3.34) (the others can be verified in a similar manner). 
Suppose d + e > 0. Then the LHS of (3.34) is bounded above by (set u = n - s) 
n-1 
cIz-M~ 
cu 
(d+e-1+6)p 5 F j(d-l+6)p 
u=l t=l j=t 
n-l 
<cn-~la C Jd+e-I+S)fi 2 t(d-l+cVp+l 
u=l t=1 
< (.y-P’l” 
C”,l’, r,&2d+e-2+6)p+2 if (d - 1)~ + 2 20, 
c”,=‘, #+e- i+Qlr if(d-l)cr+2<0. 
If (d - 1)~ + 230, (3.39) is further bounded above by 
cn-Pll 
n(2d+e-2+6)p+3 if (2d+e-2)a+3>0, 
1 if (2d + e - 2)~ + 3 < 0. 
(3.39) 
(3.40) 
If (2d + e - 2)~ + 3 < 0, then clearly (3.40) tends to zero. If (2d + e - 2)~ + 3 20, 
then (3.40) tends to zero provided 2d + e < 2( 1 - l/a). The last condition is satisfied 
because 2d + e < 1 - l/a and 1 - ljcr > 0. 
If (d - 1)a + 2 < 0, (3.39) is bounded above by 
(3.41) 
Since d + e < 1, (3.41) tends to zero. 
Suppose now d + e < 0. Using (3.38), the LHS of (3.34) is now bounded above by 
n-l 
cn-Pl” C u-~ ~ ~ j(d-l+6)~ 
li=l t=l j=t 
n-1 
<cn-~LIx c u-~ 2 t(d-‘+6)fl+’ 
u=l t=l 
.I;:‘, u -p+(d-l+h)p+Z <cIz-PJ” if (d- l)c(+220, 
c;:‘, u-F if(d-l)cr+2<0. 
(3.42) 
In the case (d - 1)a + 2 < 0, (3.42) clearly tends to zero. If (d - 1 )a + 2 B 0, it suffices 
to consider only the case (d - 1)~ - CI + 3 30, in which case (3.42) is bounded by 
~n-(~‘~)+(~-~+~)~-~+~. The exponent is negative if (d - 1)a < LX- 2. The last condition 
holdsbecause(d-l)a< -1 andcc-2> -1. 
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It remains to verify (3.36). This follows from the estimates 
Ivdm)l<c 
(n - m + l)d-1+6nd+ef6 if d + ,,,O, 
(n - m + l)d-l+S ifd+e<O 
(3.43) 
(see the proof of (3.17)) and from nPP” Ci=, Iv,(m)IP + 0. 
Appendix 
Relations (2.19), (2.37), (2.38) and (3.38) follow from the conditions imposed on 
the functions C and 9 and the following proposition: 
Proposition A.l. Suppose H is a d@rentiable function on [--7c, n] such that for some 
P< 
and 
1 and any 630 
IH( 6~(6)/;1(-(~+‘) 
[H’(L)1 ~~(6)~~~-(~+‘+? 
(A.1) 
(A.2) 
Then the Fourier coe#icients j?(k) of H satisfy 
if pB0, 
if p < 0. 
(A.31 
Proof. If p < 0, then H has an integrable derivative, so (A.3) holds. Thus, we can 
assume 0 < p < 1, and use the same ideas as in the proof of Lemma 4 of Fox and 
Taqqu (1986). Formula (A.l) Zygmund (1979, p. 45) states that 
where 01 is the integral modulus of continuity: 
ol(x;H)= sup L J r[ O<h<x2X -n IH(n + h) - H(L)1 d1. 
To determine o1 (x; H), we split the integral in (A.5) as follows: 
J ' (H(L + h) - H(1)/ dn=Z,(h) +12(h) +13(h), -ll 
where 
J 
-2h 
J 
h 
J 
n 
Z,(h)= . . . dl, Z2(h)= . . . dl, Z3(h) = . . . dl. 
--TI -2h h 
By (A.2) and the mean value theorem, 
J 
n 
11(h) + J3(h)Gc hil-(P+‘+6)d~~Ch’--p--6. 
h 
(A.4) 
(A.5) 
(‘4.6) 
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BY (A.11, ~2(4<2f;, IH(1)Id%cS,hA- (pfS) dl dch'-Pe6 for p+6 < 1, and hence 
[z(h) b~h’-~-~ for any 6 > 0, with a different c. Combining this relation with (A.6), 
we get 
w&,H)<c(6)x’-p-6 (Odp < I), 
which together with (A.4) yields (A.3). 
(A.7) 
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