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Chapter 1 
Introduction 
In the age of information and mass communication, crystal growth is of essential importance 
for the production of high quality single crystalline materials required in a variety of devices. 
Perhaps the most striking example is the production of a large number of single crystals of silicon 
by the semi-conductor industry, used as active component in almost all electronic devices. Less 
known is the demand for several other high quality single crystalline materials with interesting 
properties, which are produced in smaller amounts. A small list of materials comprises: high 
performance semi-conductors like GaAs, materials with excellent non-linear optical properties 
like KT1OPO4 (KTP), β - BaB 2 0 4 (BBO) and LiNb0 3, laser host materials like garnet and 
sapphire and material for radiation detection like CdTe and HgTe for infrared detection or 
Nal(Tl), BÌ4(GeC>4)3 (BGO) and BaF2 for the detection of ionizing radiation. 
Today, for the growth of large single crystals still the expertise and skill of an experienced 
crystal grower is required, notwithstanding that the fundamental knowledge in crystal growth 
science has improved tremendously in the last decades. However, in order to grow single crystals 
of a good quality trial and error strategies are used in industries. This is not accidental, since 
a throughout analysis of heat and mass transport, assuming equilibrium at the crystal/melt 
interface requires a tremendous computational effort. Nevertheless, computer simulations of 
Bridgman and Czochralski growth (Brown, 1988) have improved our knowledge about control 
and optimization of the crystallization process and the design of melt growth equipment. Despite 
the ability of process optimization, the crystal quality remains often reduced by a number of 
defects like: dislocations, cellular growth phenomena, inclusions and phenomena related to the 
preferential segregation of impurities. All these defects are in one or an other way related to the 
growth process, active at the crystal/melt interface and the crystal morphology, which shows up 
in the non-uniform distribution of defects. 
The science of crystal growth has made and still makes a lot of effort to understand the 
fundamentals of defect formation in relation to crystal growth. This led to the development 
of theoretical models concerning impurity incorporation, cellular growth and the capture of 
inclusions. The spin-off's of the efforts are a number of process conditions, which need to be 
fulfilled in order to avoid or at least to minimize quality degradation. For melt growth the 
optimal conditions are determined by the material parameters of the crystal/melt system at the 
melting temperature, which are only experimentally accessible. The main problem however, is 
that measurements of these parameters are difficult to be carried out in the case of materials 
melting at high temperatures. In those cases one has to rely on ex situ observations of as-grown 
crystals and to extrapolate the results to the actual growth conditions. 
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The theme of this thesis is the ex situ study of defect formation in relation to crystal mor­
phology. Therefore BGO single crystals grown from the melt by the Bridgman method and the 
Czochralski method and KTP crystals grown from flux by means of the top seeded method were 
studied. 
1.1 Melt growth 
1.1.1 Classification of melt growth s y s t e m s 
In general, a material can be grown as a single crystal from the melt, provided that it melts 
congruently. This requires that the compound does not decompose below its melting point or 
that it undergoes a phase transition while cooling down from its melting point to room tempera­
ture. In general, such phase transitions are accompanied by structural transformations changing 
physical properties or causing strain, which may lead to fracture or even polycrystallinity in the 
worst case. Growth from the melt is limited by heat transport and therefore growth must be 
carried out in a temperature gradient in order to remove the heat of fusion generated during 
crystallization. The most widely used melt growth methods are the normal freezing and the 
more specific Bridgman method on one hand and the Czochralski method on the other hand. 
The normal freezing and the Bridgman method 
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Figure 1.1: A Bridgman-type growth system. (1) the seed, (2) the growing crystal, (3) the melt, 
(4) the hot zone, (5) the cold zone, (6) the crucible and (7) a baffle. 
The normal freezing and the Bridgman method are essentially equivalent growth techniques. In 
the Bridgman version a specific crystallographic orientation for growth is required, while the 
normal freezing version is used when this crystallographic orientation is not essential. In the 
Bridgman technique a crucible with a seed holder, at the bottom is used. The crystal shape is 
determined by the shape of the crucible. Schematically crystal growth is carried out as follows: 
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The crucible is charged with a load of raw material and an oriented seed crystal if necessary. 
If the load material is volatile then the crucible must be closed. Inside the furnace a temperature 
gradient is "installed" with a hot zone in the upper furnace section, where the temperature is 
above the melting point and a cold zone in the lower furnace section, where the temperature is 
below the melting point. The crucible is placed inside the furnace and if Bridgman growth is 
applied then the seed-end is put halfway into the cold zone. Subsequently the crucible load is 
molten except the seed and growth is initiated by moving the crucible from the hot zone to the 
cold zone passing the melt isotherm. This means that the solidification front or the crystal/melt 
interface advances in the direction of the melt. 
The Czochralski method 
Figure 1.2: A Czochralski-type growth system. (1) the seed, (2) the growing crystal, (3) the 
melt, (4) the hot zone, (5) the cold zone, (6) the crucible and (7) the seed holder. 
In Czochralski growth the crucible is placed at a fixed position inside the furnace and it only 
contains molten material. A seed crystal, which is mounted on a seed holder, is dipped into the 
melt in order to initiate growth. After equilibration the seed is slowly pulled from the melt. 
By cooling the seed holder a temperature gradient is established between crystal and melt. So, 
the liberated heat of fusion is removed via the crystal body. The seed holder is always rotated 
and the crucible is sometimes rotated in order to prevent thermal asymmetry normal to the 
direction of growth. The Czochralski technique requires an active control of the crystal shape, 
since due to the capillary effect it is an inherently instable growth technique (Surek, 1976). 
During growth the crystal/melt interface is positioned above the average level of the melt and a 
fluid column is formed between the basic melt level and the crystal, which is called the meniscus. 
The crystal shape or actually the evolution of the crystal diameter is mainly determined by the 
shape of the meniscus and the meniscus shape is determined by the meniscus height and the 
crystal diameter at the position where the meniscus meets the crystal. To grow a crystal with 
a constant diameter a specific meniscus shape is needed. A small deviation from this specific 
4 CHAPTER 1. 
shape causes the crystal diameter to increase or decrease unceasingly. Therefore the Czochralski 
method is an inherently instable growth technique (Surek, 1976). To grow a crystal of constant 
diameter an active diameter control is required, for instance by diameter measurement coupled 
to a temperature control unit. 
1.1.2 Melt growth kinetics 
In principle two different growth modes exist, which are distinguished by the structure of crys­
tal/melt interface which is either atomically rough or atomically smooth. If the crystal/melt 
interface is atomically rough then the growth proceeds via random addition of the growth units. 
This is the so called "normal" growth mechanism. If the crystal surface is atomically smooth 
then growth proceeds by a layer growth mechanism and growth units are integrated at step and 
kink sites. 
The interface structure is characterized by the specific edge free-energy 7 and the roughening 
transition temperature T
r
 (Bennema and van der Eerden, 1987). The specific edge free-energy 
7 is the energy required to form a mono-layer step of unit length. At temperatures below the 
roughening temperature 7 is finite. Then the surface is atomically smooth, since it cost a certain 
amount of free enthalpy (driving force) to compensate the edge free-energy associated with the 
formation of a new layer on top of the crystal surface. The driving force for growth is equal 
to the chemical potential difference Αμ/кьТ between a growth unit in the melt and a growth 
unit which is incorporated in the crystal. For melt growth the driving force is proportional to 
the supercooling ΔΤ. At the roughening temperature TT the specific edge-free energy reduces 
to zero and the interface turns atomically rough, since a growth unit can deposit randomly at 
the surface. The specific edge free-energy and the roughening temperature are a function of the 
crystallographic orientation (Ш), because they are determined by the bond energies in the unit 
layer parallel to the face (hkl). 
The rate limiting step for normal growth in the melt is generally the transport of the heat of 
fusion away from the solidification front. Layer growth usually proceeds via the two-dimensional 
nucleation growth mechanism or the spiral growth mechanism. In two-dimensional nucleation 
the growth kinetics is limited by the formation of two-dimensional critical nuclei. Once a critical 
nucleus is formed layer growth of steps is a not rate determining relatively fast process. The 
formation of a two-dimensional critical nucleus requires a larger supercooling than needed for 
normal growth. Spiral growth requires no step nucleation since an active screw dislocation acts 
as a continuous step source. Spiral growth kinetics is either limited by the direct integration 
process of growth units in the step or kink sites or by the transport of growth units across 
the crystal surface or by heat transport. It also requires a larger supercooling than needed for 
normal growth but it is less than required for two-dimensional nucleation growth. In the field 
of single crystal growth from the melt the growth process is almost always analyzed in terms of 
macroscopic transport processes considering heat transport, fluid convection and mass transport 
if the melt contains additives or contaminations. The crystal/melt interface is assumed to be 
isotropic with an edge free energy 7 = 0, implying a normal growth mechanism. Then the 
crystal/melt interface coincides with the melt isotherm, because normal growth requires only a 
minute supercooling. Using this simplification it is possible to understand and even to predict 
the effects of process parameters on impurity segregation, constitutional supercooling, lattice 
strain, crystal/melt interface shape and the evolution of the exterior crystal shape in case ol 
Czochralski growth. 
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Figure 1.3: A convex crystal/melt interface with two F-faces and a rough face. 
Sometimes, however, one or more smooth faces are found on the crystal/melt interface. 
Theses smooth faces, correspond to F-faces (Ш) growing below the roughening temperature 
with 7 > 0. In the crystal theses faces are recognized as growth sectors separated by growth 
sector boundaries of varying thickness. The atomically rough parts of the interface still coincide 
with the melt isotherm, but the F-face can not do this, since they require a finite supercooling 
Δ Γ in order to grow at the same rate as the rough parts of the interface. The supercooling 
at a face is Δ Τ = Qz, with Q is the temperature gradient normal to the face and ζ is the 
maximal distance between the face and the melt isotherm. The combination of rough and 
faceted interfaces destroys the uniformity of the crystal/melt interface. The consequences for 
the crystal perfection are recognizable as growth sector dependent variations in some physical 
properties, like the optical density, lattice strain and electric conductivity. These variations 
are caused by a difference in impurity incorporation in non-equivalent growth sectors. Other 
inhomogeneities which are characteristic for rough growth on faces between the F-faces are 
inclusions and segregation phenomena related to cellular and dendritic growth. 
1.2 Scope of the thesis 
To improve the quality of Bismuth Germinate B i ^ G e O ^ (BGO) crystals grown from the melt 
and Potassium Titanyl Phosphate KT1OPO4 (KTP) crystals grown from the flux, the defect 
formation in relation to the crystal morphology has been studied. The work described in this 
thesis tries to unravel some mechanisms of defect formation to provide a physical explanation 
for some rules of thumb which are applied in industrial melt crystallization. 
Part I of this thesis treats the growth and dissolution of BGO. In chapter 2 the so called 
"faceting-effect" concept is treated in order to explain the occurrence of growth sectors in BGO 
crystals grown from the melt. The origin of the faceting-effect is explained and the conditions 
how to control it are discussed. The relation between crystal morphology and the shape of 
Czochralski grown BGO crystals is treated in chapter 3. Here the occurrence of growth lines 
and planar side faces parallel to the growth direction is explained. In chapter 4. the results 
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of dissolution experiments of BGO spheres in diluted hydrochloric acid are presented. The 
experimentally found dissolution forms are identified and are related to the equilibrium form of 
BGO. Furthermore the rate determining step for the dissolution of BGO and the effect of HCl 
activity on the dissolution process are described. 
In part II of this thesis the formation and the encapsulation of bubble inclusions in BGO crys-
tals are studied extensively. In chapter 5 the gaseous contents of bubble inclusions are analyzed 
by means of Raman spectrometry for the presence of oxygen (O2) and nitrogen (N2). Chapter 6 
presents a collection of bubble size distributions which are determined in several BGO crystals. 
The characteristic parameters, like the geometric mean and geometric standard deviation are 
studied in relation to the growth rate, the growth method and the crystallized volume fraction. 
In chapter 7 the processes of bubble formation and bubble capture are discussed. The condi-
tions for homogeneous and heterogeneous nucleation of oxygen bubbles in BGO are analyzed. 
In this study the influence of surface roughness, macro steps and cellular growth phenomena on 
heterogeneous nucleation is taken into account. In the section devoted to the capture of bubbles 
special attention is given to the effect of surface wetting on the direct crystal/bubble interaction 
(disjoining interaction) as well as to the effect of buoyancy and capillary force on the critical 
capture conditions. 
The characterization of defects in KTP crystals which are grown from the flux is the subject 
in part III of this thesis. In chapter 8 several KTP crystals are studied by means of birefrin-
gence interferometry. Growth sectors and growth sector boundaries are revealed, which result 
from a different incorporation of impurities in non-equivalent faces. Growth sectors boundaries 
disappear when the purity of the starting chemicals is improved. A few crystals studied in chap-
ter 8 are reexamined in chapter 9 in order to study the structure of growth sector boundaries, 
ferroelectric domain walls and dislocations. To study these defects the birefringence interferom-
etry technique is used in combination with polarization microscopy and chemical etching. The 
non-equivalent growth sectors show a small difference in dissolution rate as well as a small differ-
ence in refractive index. A model based on a difference in lattice parameters between adjacent 
growth sectors is developed to explain the differences in the optical properties. The ferroelectric 
domains are identified by chemical etching. Finally, the dislocations emerging at the (100) and 
(Ï00) faces are studied by means of polarization microscopy and dislocation etching in order to 
identify whether they axe screw or edge type. 
Part I 
Growth and Dissolution of Bismuth 
Germanate Crystals 

Chapter 2 
Faceting phenomena on Bismuth 
Germanate crystals grown from the 
melt 
R.C. de Boer, Liao Jing-Ying and P. Bennema 
Abstract 
Bismuth Germanium Oxide (BGO) crystals grown from the melt show a strong tendency to 
form growth sectors, which are characteristic for faceted growth. In this study BGO crystals 
grown by three alternative methods were analyzed and compared in terms of the faceted growth 
concept. Bubble inclusions were found to encapsulate preferentially at growth sector boundaries 
and at atomically rough crystal/melt interfaces. It was found that crystals with large growth 
sectors were strain free, whereas crystals with small growth sectors and crystals grown without 
growth sectors were highly stressed. Point defects are preferentially incorporated into the {211} 
sectors, mainly by preferential adsorption. The inhomogeneous distribution of point defects in 
the polar {211} and {211} faces probably is determined by interface kinetics. A two-dimensional 
segregation mechanism was proposed as a mechanism for kinetic impurity incorporation at step 
sites. 
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2.1 Introduction 
Based on the atomic structure of the crystal/mother-phase interface two categories of growth 
mechanisms are distinguished: roughened growth and layer growth. If the interface is atomically 
rough then growth proceeds by a mechanism like normal growth, cellular growth or dendritic 
growth. In the alternative case when the interface is atomically smooth, growth proceeds by a 
layer growth mechanism in which the new layers are initiated by two-dimensional (2-D) nucle-
ation, spiral growth or contact nucleation. 
The distinction between an atomically rough and an atomically smooth interface is deter­
mined by the edge free-energy 7 (the formation energy per unit step length). If the edge free-
energy is zero (7 = 0) a growth unit can deposit everywhere on the surface, since no nucleation 
barrier exists for the formation of a new layer. The resulting non planar shape of the interface 
will then be determined by the transport of heat and mass as well as the Gibbs-Thomson effect. 
If the step free-energy is finite (7 > 0) growth units are preferentially added at step or kink 
sites, since a random deposition is energetically unfavourable. However, in absence of a step 
source a 2-D nucleus needs to be formed to initiate the growth of a new layer on the atomically 
flat surface. The creation of a 2-D nucleus requires a driving force in order to overcome its 
edge free-energy. The driving force for growth is defined as Δμ = μ, — μι (μ
β
 is the chemical 
potential in the solid and μι the chemical potential in the mother phase). The resulting shape 
of the interface is a flat face or facet. 
The edge free-energy of a step on a given crystal surface depends on the crystallographic 
orientation and the temperature. At temperatures below the roughening temperature, T
r
, the 
edge free-energy is finite and layer growth is operative. As the temperature increases 7 gets 
smaller and it finally becomes zero at TT. Above Tr the surface becomes atomically rough and 
crystallization proceeds by a rough growth mechanism (Bennema and van der Eerden, 1987) . 
In conventional melt growth methods like the Bridgman- and Czochralski method the crys­
tal/melt interface is assumed to be atomically rough, so the crystal grows by the normal growth 
mechanism. The normal growth requires a small supercooling (Chernov, 1984) which means 
that the growth front (crystal/melt interface) coincides with the melt isotherm. Whenever the 
edge free-energy is finite, 7 > 0, the crystal/melt interface will be a planar ^(lat)-face and the 
growth either proceeds via the formation of 2-D nuclei or via a growth spiral. 
For example, consider a crystal/melt system with a convex melt isotherm as depicted in 
figure 2.1a. At first instance there is no growth, the solid is in equilibrium with the liquid and 
the shape of the crystal/melt interface is determined by the melt isotherm. In this situation 
steps are available across the entire curved crystal surface. The temperature gradient is positive 
and the temperature increases linearly in the direction of the positive ζ axis. Subsequently, the 
crystal is forced to grow into the cooler zone, in the direction of the negative г axis. Since, 
the crystal/melt interface is pulled away from the melt isotherm it feels a small supercooling, 
Δ Τ = T
m
 — T (T = temperature at the crystal surface), and the growth units are incorporated 
at the steps on the crystal surface. If a potential F-face is present in the [hkl] direction, a 
facet (hkl) will develop in case the local supercooling is too small to let the facet grow with 
the same rate as the atomically rough growing faces. Due to its lowered growth rate the F-face 
separates from the melt isotherm (figure 2.1b). Consequently the facet surface is subjected to 
an increasing supercooling, which enhances the creation of new steps and thus slows down the 
rate of separation. The distance between the facet and the melt isotherm increase until the 
supercooling is sufficient to let the facet grow with the same rate as the atomically rough faces 
(figure 2.1c). After this steady state is reached the entire crystal/melt interface does not change 
its shape anymore, unless the imposed growth rate is changed. 
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Figure 2.1: The crystal/melt interface at successive stages of growth; (a) at t = 0, growth starts 
and the interface is completely bound by the melt isotherm, (b) at t = ii a facet is partly 
developed, the facets lacks behind the movement of the melt isotherm and (c) at t = t% the 
steady state is reached, from now on the facet size does change anymore. 
We just described the process of faceting in directional solidification. This phenomenon is 
well know and it has been referred several times, particular in combination with the growth of 
large single crystals of Si (Tharshis and O'Hara, 1967, Brice, 1970, Ciszek, 1971 and Voronkov, 
1972). Usually, the faceting is unwanted because it can influence the crystal quality in a negative 
way. For instance, it can lead to an inhomogeneous distribution of point defects. This happens 
when the defect incorporation is governed by surface kinetics or impurity adsorption, since then 
faces of different forms accumulate different amounts of point defects. 
Single crystalline BÍ4(GeO,|)3 (BGO) is an important scintillator material (Lorentz, 1984 and 
Lecoq, 1985). Singe crystals of BGO are either grown hydrotherapy or from the melt. Since, 
large single crystals are required for the application as radiation detector, only melt growth has 
become economically relevant. The crystal habit of BGO is dominated by the polar forms {211} 
and {2ІІ}. The facets corresponding to the {211} form and {2ÏÏ} form show up as growth 
sectors in melt grown single crystals. These growth sectors are found in Czochralski grown 
crystals (Horowitz and Kramer, 1986 and Smet et al., 1989) and in Bridgman grown crystals 
(Smet and van Enckevort, 1988). In all theses studies a correlation was found between the 
growth sectors and the distribution of point defects and gas bubble inclusions. 
In the present study we shall analyze BGO crystals grown from the melt using the faceting 
concept. First, we will discuss the conditions necessary to from macroscopic facets. Subse-
quently, these conditions are applied to analyze BGO crystals, which are grown by different 
methods. Second, we will analyze the preferential impurity incorporation in non-equivalent 
growth sectors. Third, the spatial distribution of point defects within each growth sector will 
be discussed in relation to surface kinetics. 
2.2 Faceting during directional solidification 
2.2.1 Faceting conditions 
Suppose we have a cylindrical crystal. The temperature distribution T{r, φ, г) is given in cylinder 
coordinates r, φ and z. The melt isotherm г
ш
(Т
т
,т) is a function of the radius г and the melt 
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Figure 2.2: Facet formation on a convexly curved growth front. The crystal/melt interface is 
represented by a solid line and the temperature isotherms are represents by dashed lines. 
temperature T
m
. A growth rate Rh'k'i' is imposed by moving the crystal in the direction of 
the negative ζ axis. The ζ axis coincides with the crystallographic orientation [h'k'l1]. The 
crystal/melt interface coincides with the melt isotherm except for the facets. During stationary 
growth the interface shape remains constant and the normal growth rate Rhki of a facet with 
orientation (hkl) is: 
Rhki = Rh'k'i' COS(Q). (2.1) 
In this equation a is the angle between the reciprocal lattice vector Я ш (normal to the facet 
{hkl)) and the imposed growth direction [h'Jf i'J. To maintain the normal growth rate, Rh'k'i', 
of the facet a sufficiently large supercooling Δ Τ is needed. This supercooling is determined by 
the active growth mechanism, either two-dimensional nucleation or the spiral growth. For 2-D 
nucleation growth ΔΤ ~ In Я ш (Hillig, 1966) and for spiral growth ΔΤ ~ \/Rhki (Burton et 
al., 1951). 
A facet comes to expression when the following requirements are satisfied: 
• The melt isotherm z
m
{T
m
, r) needs to be convex towards the melt and the reciprocal lattice 
vector Hhki must coincides with a vector n
m
 normal to the melt isotherm. 
• and the face (hkl) must grow below its roughening temperature T
r
, or T
m
 < T
r
. 
The size of a facet is determined by the maximum supercooling Д Т ^ и or implicitly the growth 
rate Rhkt, the temperature gradient дТ/дп in the direction perpendicular to the face and curva­
ture radius R, of the melt isotherm. The facet intersects the isothermal surface Zm at the tangent 
plane to the T
m
 — ΔΤπαχ isotherm as shown in figure 2.2. At the center of the facet the surface 
feels the maximum supercooling ΔΤ„„„, which corresponds to the maximum segment thickness 
/ « ΔΤτηαχ/{9Τ/δη,), with дТ/дп, the temperature gradient in the solid perpendicular to the 
facet. 
For a real, non-idealized systems, the estimation of the segment thickness I is more involved, 
because usually the thermal conductivities of the melt and the solid are not equal. If one 
wants to predict the shape of the entire crystal/melt interface, one has to solve the complex 
Stefan boundary value problem (Ettouney and Brown, 1983), taking into account the thermal 
properties of solid and the melt. This Stefan problem is very complicated and it can be solved 
only numerically (Ettouney and Brown, 1983). 
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However, if the facet size is small compared to the crystal diameter it is shown that the 
temperature distribution is essentially the same as for an isothermal interface system (Tarshis 
and O'Harra, 1967 and Voronkov, 1972). The boundary conditions require the temperature and 
the temperature gradient to be continuous at the crystal/melt interface. By applying a first 
order perturbation analysis Voronkov (1972) showed that the segment thickness must be: 
l = ^ ~ x , (2-2) 
with G the generalized temperature gradient, which is defined as: 
G _ квдТ/дп, + щдТ/дщ _ „ 
К, + K¡ 
In this equation к
а
 and дТ/дп, are the thermal conductivity and the temperature gradient in 
the solid and «ι and дТ/дтц are the thermal conductivity and the temperature gradient in the 
melt respectively. Assume the melt isotherm to be parabolic: 
z
m
(T
m
,r) = r2/2R,. (2.4) 
For simplicity it is also assumed that the relevant F-face is oriented perpendicular to the growth 
direction, so we obtain a facet diameter: 
d = 2J™'AGTm,x. (2.5) 
At the position г on the facet surface the interface feels a supercooling 
AT = AT
max
(l-r2/rl), (2.6) 
with го the facet radius (TO = l/2d. This indicates that the driving force for growth decreases 
towards the edge of the facet. For example, the velocity of a step, created at the center of the 
facet, slow down when it approaches the edge of the facet (Voronkov, 1972). 
2.2.2 Strategies to minimize or to prevent faceted growth 
In order to avoid inhomogeneities associated with the occurrence of an interface with both of 
rough and faceted areas one must either: 
1. minimize the facet size as far as possible 
2. prevent faceted growth 
3. cover the entire crystal cross-section by a single facet. 
According to equation 2.5 one can reduce the facet size d either by increasing the temperature 
gradient G, by decreasing the curvature radius R, or by decreasing the growth rate, since a 
smaller growth rate needs a smaller supercooling ATmax- The curvature radius is approximately 
(Burachas et al., 1990): 
R
'~&Tjdz' ( ] 
with дТ/дг and дТ/dz the axial- and radial temperature gradient. A reduction of the curvature 
radius is obtained by increasing дТ/дг with respect to дТ/dz. An important drawback of either 
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increasing G or дТ/дг is that both actions lead to accumulation of thermally induced stress in 
the crystals. The third alternative method according to eq. 2.5 is to reduce the growth rate. 
However, the result of such an action is not so straight forward, since a chance in growth rate 
changes the temperature distribution as well (Chang and Wilcox, 1974). Chang and Wilcox 
(1974) showed that if the growth rate gets smaller, the curvature radius R
s
 will become smaller 
too. So, since both ДТтщ and R
s
 will become smaller, it follows from equation 2.5 that the 
reduction of the facet size, d due to lowering of the growth rate is two-fold. 
The other strategy to prevent faceting is to grow with an almost flat melt isotherm, R
a
 = oo, 
in combination with a growth direction that is not perpendicular to one of the F-face. In this 
way it is possible to move the facets to the periphery of the crystal cross-section, as depicted in 
figure 2.3a, or to remove them even completely. 
Figure 2.3: Faceting on weakly curved interface: (a) the facets are at angle of 45° with respect 
to the growth direction and (b) the facet coincides with the growth direction 
By far the most elegant method is to cover the entire crystal cross-section by a single facet, 
as shown in figure 2.3b, or by a few facets of the same crystallographic form (Brice, 1970). One 
can achieve this by growing in a direction perpendicular to an F-face in combination with a 
small temperature gradient, an almost flat melt isotherm and a growth rate considerably larger 
than for non-faceted growth. 
2.3 Faceting in relation to BGO 
2.3.1 Faceting phenomena in relation to growth method 
The shape of the solidification front and the defect structure of crystals grown by the vertical 
Bridgman method and the Czochralski method are analyzed in terms of the faceting concept. 
The profile of the solidification front and eventually the melt isotherm is characterized by its 
convexity (Huang et al. 1983), which is defined as the maximum height of the interface divided 
by the crystal diameter {H/D) as depicted in figure 2.2. 
2.3.2 The low gradient vertical Bridgman method 
Here we consider faceting on BGO crystals grown in this laboratory by means of the vertical 
Bridgman method. The crystals were grown in Pt crucibles, which were vertically translated 
through two-zone furnace. Temperature gradients in the order of 5 to 20°C near the crystal/melt 
interface and growth rates of 0.5 to 2.0 mm/h were applied. All these crystals contain growth 
sectors which are representative for faceted growth. Faceting seems to occur independently of 
the applied temperature gradient, growth rate or growth direction (Smet and van Enckevort, 
1988). 
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Figure 2.4: UV absorption topographs of a Bridgman (< 2ІІ >) grown crystal, which is grown 
in a shallow temperature gradient, (a) the end-on view reveals {211} and {2ÏI} growth sectors 
with different UV absorption and (b) the side-on view that reveals some impurity striations 
which coincide with the crystal/melt interface during crystal growth 
For example a crystal grown in the < 211 > direction at a rate of 0.7 mm/h is analyzed 
by means of UV absorption topography (Smet and van Enckevort, 1988). The resulting UV 
topographs are presented in figure 2.4. Figure 2.4a shows the UV topograph of a slice cut 
parallel to the {2ÏÏ} face (the face perpendicular to the growth axis) and figure 2.4b shows a 
side-on view of the < 2ІІ > grown crystal. The {2ІІ} slice reveals a central, quadrangular 
{ÎÏÏ} sector bound by two {2ÏÏ} sectors at the upper left side, two {211} sectors at the bottom 
and two {211} sectors at the upper right side. The {211} and {211} sectors reveal a significant 
difference in UV absorption which is attributed to a difference in point defect concentration 
(Smet and van Enckevort, 1988) in the non-equivalent growth sectors. The crystal cross-section 
is almost completely covered by {211} and {III} growth sectors, expect for the growth sector 
boundaries which contain lots of bubble inclusions. The slice viewed side-on in figure 2.4b reveals 
the curvature of the interface. The convexity is almost constant along the entire length of the 
crystal, with H/D « 0.11. 
The complete coverage of the interface by growth sectors related to F-faces indicates that 
Tmax/G is large compared to the interface height H. The most obvious explanation for this 
finding is that the temperature gradient G is too small or that following equation 2.5, the 
associated interface curvature radius Rs is too large. 
In BGO crystals bubble inclusions are usually found at the growth sector boundaries (Smet 
and van Enckevort, 1988 and chapter 6 in this thesis). This phenomenon particularly occurs 
in the last grown part of a crystal, which is due to impurity accumulation in the remaining 
melt volume. The fact that gas bubble inclusions occur in the growth sector boundaries instead 
of the growth sectors indicates a difference in the bubble encapsulation process between rough 
and smooth faces. This we can explain by assuming that heterogeneous bubble nucleation 
preferential occurs at atomically rough interfaces (De Gennes, 1985). 
2.3.3 The Czochralski method 
Here we consider faceting on crystals grown by means of the Czochralski method. The crystals 
were grown by pulling from the melt at a rate of 4.5 mm/h and at a rotation rate of 32 rpm. 
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Figure 2.5: The Czochralski interface morphology (a) a (< 111 >) grown crystal viewed end-on 
reveals three small {211} facets and (b) a (< 2ÏÏ >) grown crystal viewed side-one reveals a 
central {211} growth sector, the remaining part of the cross-section contains gas bubble inclu-
sions. 
The temperature gradient was estimated to be about 50 to 100 °C/cm (Smet et al. 1989). 
Figure 2.5a shows the habit of the growth interface of a < 111 > grown crystal (viewed end-on) 
and figure 2.5b reveals the crystal/melt interface shape of a (< 2ÏÏ >) grown crystal (viewed 
side-on). In the end-on view (figure 2.5a) one recognizes three small, circular {211} facets at the 
crystal surface. The side-one view (figure 2.5a) displays the interface profile of a < 2ÏÎ > grown 
crystal. The interface is convex at the core and it turns slightly concave towards the perimeter. 
Facets are expected to occur at the convex part of the interface, which is located in the core. 
Here we find a single {2ÏÏ} growth sector as an area almost free from bubble inclusions. 
Sometimes, if the crystal is exactly grown in the < 2ÏÎ > direction an annular facet can 
develop at the perimeter as depicted in figure 2.6 (Ciszek, 1971 and Voronkov, 1972). However, in 
[211] pulled BGO crystals, grown with a convex/concave interface we never observed an annular 
(211) facet. The reasons why an annular facet does not show up are: the growth direction is 
not exactly perpendicular to the F-face or the temperature distribution in the growth system is 
inhomogeneous (Ciszek, 1971) or the temperature gradient near the three-phase line is to large 
(Derby and Xiao, 1991). The last possibility supposes that I — Tmax/G is so small that the 
width of the annular facet becomes infinitely small (Chernov, 1984). 
2.3.4 The high gradient vertical Bridgman method 
As a third example we studied BGO crystals grown by a variant of the vertical Bridgman method, 
as applied by the Shanghai Institute of Ceramics. These crystals were grown at conditions very 
different from those applied in the method considered in section 2.3.1. The specimens were 
crystallized in a temperature gradient considerably larger than 20 °C/cm at a growth rate less 
than 0.5 mm/h with the seed crystal oriented along the < 100 >. For the [100] growth direction 
(211), (211), (211) and (2ÏÏ) are the most probable F-faces to become active, since they have 
the smallest angle (35.26°) with respect to the [100]-axis. 
Figure 2.7a shows the UV topograph of a slice cut parallel to the (100) face in an end-on 
view. The UV topograph reveals no traces of growth sectors or growth sector boundaries, which 
Faceting phenomena on BGO 17 
annular core 
facet facet 
Figure 2.6: The shape of the crystal/melt interface in case of a doubly curved melt isotherm. 
If the growth direction is perpendicular to an F-face a core facet an eventually a annular facet 
may occur. 
Figure 2.7: UV absorption topographs of a Bridgman (< 100 >) grown crystal, which is grown 
in a steep temperature gradient, (a) the end-on view reveals neither growth sectors nor bubble 
inclusions and (b) the side-on view revealing the crystal/melt interface shape. 
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are characteristic for faceted growth. The convexity of the growth interface can be deduced 
from the side-on view in figure 2.7b. The growth interface is marked by an impurity striation. 
In this topograph a slightly convex interface, with the largest curvature near the periphery can 
be seen. From this profile we estimated an average convexity, H/D « 0.05. 
In this particular case facet free growth is achieved by a combination of factors. The most 
important contribution is a large temperature gradient in combination with a small growth rate, 
which keeps / = Tmax/G small. Further, the faceting is suppressed by the particular choice of the 
[100] growth direction in combination with an almost flat interface profile. The potential {211} 
faces are inclined over an angle of 35.26° with respect to the [100]-axis. Due to the flatness 
of the growth interface these F-faces can only become active near the periphery, as depicted 
in figure 2.3. Furthermore, the [100] growth direction is responsible for a small reduction of 
the supercooling as well, since according to equation 2.1 the associated normal growth rate 
Д211 = 0.816 · Д100· 
2.3.5 Comparison of growth methods 
The segment thickness, I = Tmax/G, is the perfect quantity to measure the faceting tendency. 
Tmax/G is estimated from the crystal diameter D or the diameter of the convex section, the 
height H of the convex section and the facet diameter d, by assuming that the entire crystal/melt 
interface is parabolic. This assumption implies that ζ = H and τ = D/2 and according to 
equation 2.4; R
s
 « D2/8H. Subsequently, I = Tmax/G follows from equation 2.5, since R
s
 and 
d are known. In case the size the temperature gradient G is know it is possible to estimate to 
supercooling Tmax too. The estimates for G, I and Tmax are listed in table 2.1. 
method 
Bridgman 
Czochralski 
Bridgman 
D 
mm 
30 
24 
35 
H/D 
0.11 
0.167 
0.05 
d 
mm 
14 
4 
0 
R
s 
mm 
34 
18 
87 
G 
°C/mm 
2 
10 
L > 1 0 
I 
mm 
0.72 
0.11 
L«o 
*max 
°c 
1.44 
1.10 
« 0 
Table 2.1: In case of a convex interface the segment thickness / = ATmax/G can be estimated 
from facet diameter and the height and diameter of the convex section. 
Faceting is obviously strongest in the crystals grown by the classical Bridgman method 
(Tmax/G « 0.72 mm) and it becomes inoperative if the high temperature gradient Bridgman 
method is used (Tmax/G « 0 mm). The Czochralski method shows a moderate tendency for 
faceting (Tmax/G as 0.11 mm). 
The decision whether BGO crystal growth should be carried out in a completely faceted or 
completely in a completely non-faceted mode is not obvious, because both growth modes have 
specific advantages and disadvantages. In case of BGO the most important disadvantage of 
faceted growth is the sectorial inhomogeneity that is caused by the preferential incorporation of 
point defects at the {211} faces. But there are two effects which compensate this disadvantage. 
First, compared to rough faces the facets show a high resistance against bubble incorporation 
(chapter 6 of this thesis) as is most obviously shown for the Czochralski grown crystal in fig­
ure 2.5. Second, the completely faceted crystals, grown by the Bridgman method, are free from 
thermal induced stress and thus have a low density of dislocations (Smet and van Enckevort, 
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Figure 2.8: Stress birefringence images showing the thermal stress fields in (a) < 111 > grown 
low gradient Bridgman crystal (side-on), (b) a < 111 > grown Czochraslki crystal (side-on) and 
(c) a < 100 > grown high gradient Bridgman crystal (side-on) 
1988). The absence of thermal induced stress is probably accomplished by the use of a small 
temperature gradient (Brice, 1970). As verified by stress birefringence microscopy it is shown 
that BGO crystals grown by the Czochralski (Smet et al, 1989) and by the high gradient Bridg-
man method are highly stressed, as shown in figure 2.8. This is not surprising since in both 
growth methods a large temperature gradient is applied (Brice, 1970). 
Crystals produced by means of the high gradient Bridgman method are free from bubble 
inclusions, despite that they were grown with a roughened crystal/melt interface. The absence 
of bubble inclusions can be explained by the absence of gas bubbles in the melt or because the 
bubble capture conditions are not met. Absence of gas bubbles in the melt only occurs when 
the dissolved gas concentration is too low for bubble nucleation. To keep the dissolved gas 
concentration as low as possible, i.e. below the critical supersaturation for bubble nucleation, 
highly pure starting chemicals which give a perfect melt stoichiometry are needed and a good 
mixing of the melt to redistribute the dissolved gas in the melt is required. Bubbles are not 
captured when the growth rate remains below the critical velocity above which a particle of 
a certain diameter will be captured by the advancing solidification front. The use of a steep 
temperature gradient increases the critical velocity and hinders bubble capture (Pötschke and 
Rogge, 1998). The fact that a steep temperature gradient is used suggests that bubble capture 
does not occur because the growth rate is smaller than the critical velocity. 
Summarizing: to obtain BGO crystals of high quality, without sectorial inhomogeneities, 
bubble inclusion free and stress free as much as possible, either completely faceted growth or 
completely rough growth is needed. The completely faceted growth deserves extra attention, 
because it combines stress free growth with a relatively large growth rate and a high resistance 
against bubble encapsulation. Unfortunately, it is more vulnerable for preferential impurity 
incorporation. An elegant strategy to avoid preferential impurity incorporation, is to grow the 
crystal in such a way that a single facet covers their entire cross-section (Brice, 1970 and Vasiliev 
and Shlegel, 1990). 
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2.4 Sectorial impurity segregation 
The difference in optical density between the {211} sectors and the {2ІІ} sectors is caused by 
preferential impurity segregation at the {211} faces. Generally speaking, preferential segregation 
is caused by a different impurity adsorption mechanism at the faces of different growth forms 
(Stacy, 1974). This is, however, not the only cause for an non-uniform impurity distribution. 
A difference in growth rate between facets of a different form can cause a sector dependent 
impurity distribution too (Bolt, 1992) or a non-uniform radial impurity distribution can develop 
in system with a curved crystals/melt interface (Sloan and McGhie, 1988). 
During crystal growth the impurities are build into the solid phase. The impurity concen­
tration in the solid C, is determined by the segregation equilibrium 
С s = k
e
„Ci, (2.8) 
with k
eq the equilibrium segregation coefficient and C¡ the impurity concentration in the melt. 
If keq < 1 the impurities are rejected by the solid phase and they are redistributed in the melt by 
diffusion or convective transport (Burton et al., 1953). Impurity accumulation near the growth 
face will occur if the rejected impurities are not efficiently redistributed in the melt. In essence 
Ci near the interface increases and C¡¡ will increase proportionally and it will become larger than 
expected from the concentration, Сю, in the bulk. For this situation the equilibrium equation 
C, = keffQo, (2.9) 
is applied, with ke}¡ the effective segregation coefficient. Following Burton, Prim and Schligter 
(1953) the effective segregation coefficient for convective diffusion is given by: 
к 
ktff =
 k
eq + (і-кеч)1*р(-Пю^Щ' ( 2 1 0 ) 
with Rhu the growth rate, D the impurity diffusion constant and 6 the layer thickness of the 
hydrodynamic boundary layer. The effective segregation coefficient gets larger when the growth 
rate increases and k
eq < 1; it approaches 1 at growth rate much larger than D/6. This means 
that the facets belonging to a faster growing form will acquire a higher impurity concentration 
than those of a slower growing form, assuming that the boundary layer thickness is the same for 
both forms. 
Radial segregation stands for the all the effects that cause a non constant, radial impurity 
distribution in the melt as well as in the solid (Sloan and McGhie, 1988). The radial segregation 
is in principle determined by the curvature of the crystal/melt interface. If the crystal/melt 
interface is convex then the impurity concentration is smallest at the center and increases towards 
the periphery. If the crystal/melt interface is concave then the concentration is maximal at the 
center and decreases towards the periphery. A constant impurity level across the entire cross-
section is characteristic for a flat interface. 
Considering impurity segregation in BGO crystals, it is found that impurities preferentially 
incorporate into the {211} sectors (Smet and van Enckevort, 1988 and this study) and that it is 
independent on the growth axis. To distinguish preferential adsorption from effective segregation 
and radial segregation we must take into account the difference in normal growth rate between 
faces of the {211} and {2ÏÏ} forms and the direction of growth. In order to rule out these effects 
we have to compare faces of the {211} and {211} forms with the same normal growth rate and 
the same radial position. The [001] growth direction fulfills this requirement for the faces (112), 
(ІІ2), (112) and (Ï12). All theses faces have the same orientation with respect to the [001] 
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Figure 2.9: UV absorption topographs of a Bridgman (< 100 >) grown crystal viewed end-on. 
Adjacent {211}/{2ÏÏ} growth sectors with different absorption are visible. 
axis, so they have the same normal growth rate, namely Я ш = Дюо cos(35, 26°) = 0.816 · Rioo-
The growth sector dependent impurity distribution of such a [001] grown Bridgman crystal is 
shown in figure 2.9. This UV topograph reveals preferentially impurity incorporation in the 
{211} sectors. Within the {211} sectors the optical density (OD), which is proportional to 
the impurity concentration (Atkins, 1984), increases towards the edge of the crystal. Such a 
behaviour is typical for radial segregation in combination with a convex interface, as is the 
case here. This example proofs that the incorporation of impurities is mainly determined by 
preferential adsorption otherwise we would expect the same impurity content in the {211} and 
the {211}. 
2.5 The impurity distribution within a {211} growth sector 
The impurity distribution within a {211} growth sector is found to be inhomogeneous (Smet 
and van Enckevort, 1988). UV absorption topography reveals an impurity distribution that is 
maximal at the center of the sector and which decreases towards the boundaries with adjacent 
growth sectors. Figure 2.10a shows a line scan determined by means of scanning transmission 
spectrometry at a wavelength of 400 nm (violet). The trajectory of the line scan is depicted in 
figure 2.10b. In this line scan the optical density (OD) is plotted as a function of the diameter 
fraction. The line scan incorporates two {2ÏÏ} sectors and one {211} sector. The OD profile of 
the {211} sector confirms the qualitative UV absorption topography findings, because it reveals 
a distribution which is maximal at the sector center and decreases towards the edges. 
In order to understand this phenomenon we first have to consider step growth on active 
facets. Due to the spatial variation in supercooling on the facet the step velocity vstep will be a 
position dependent quantity (Voronkov, 1972 and Sunagawa and Bennema, 1977), because the 
step velocity is proportional to the supercooling (vstep = /3ΔΤ, with β the kinetic coefficient). 
The supercooling at position ron the facet is given by equation 2.6 (AT = ДТ
т о а :
(1—г2/гд)). So 
the step velocity is maximal at the center and reduces towards the edge of the facet. According 
to Voronkov (1972) the step generation activity is localized in the "nucleation" zone, which is a 
small area at the center of the facet. For simplicity we assume that a continuous flux of concentric 
steps is emitted from the "nucleation" zone. The step flux is determined by the step generation 
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Figure 2.10: UV linescan across a {211} growth sector in a < 211 > grown Bridgman crystal 
at λ = 400 nm. (a) The Optical Density, which is linearly proportional to defect concentration, 
is plotted as a function of the crystal diameter, (b) Schematic drawing indicating the growth 
sectors and the linescan orientation. 
activity at the center and it remains constant for all other places on the facet. Consequently, 
the step spacing will be largest in the center and decreases towards the edge (Sunagawa and 
Bennema, 1977 and Miiller-Krumbhaar, 1978). The impurity concentration reveals a similar 
spatial distribution as the step velocity, which strongly suggests that impurity incorporation is 
governed by step kinetics. 
The mechanism of impurity incorporation might be the following: Assume that the impurities 
adsorbed on the terraces between steps are captured by an advancing step. The concentration 
far from the step is determined by thermodynamic equilibrium. In analogy to surface diffusion 
(Burton et al., 1953) we consider impurity capturing as a surface segregation process. This 
implies an equilibrium between the concentration of adsorbed particles (Cad) a-nd the concen­
tration of particles absorbed by the step (C
s
), which is characterized by the step segregation 
coefficient k
s
 = C
s
/C
at. \i k, < \ then the step incorporates an amount kavstepCa¿ per unit 
time and unit step length, while an amount (1 — ks)vstepCa¿ is rejected. The rejected fraction is 
redistributed at the terrace by surface diffusion and desorption. In a steady state the rejected 
impurity flux is balanced by the diffusion flux and the surface impurity concentration C^ near 
the step becomes larger than that at a position remote from the step. From this it follows that 
the impurity concentration in the solid C, gets larger than that expected from the equilibrium 
Cat remote from the step. At higher step velocities the rejected fraction increases proportionally 
giving an increases of Cat near the step. This finally leads to an increase of the associated con-
centration, Cs, in the solid. From this description it is evident that the impurity concentration 
C, is proportional to the step velocity and impurity incorporation can be regarded as limited 
by step kinetics. 
No reconsider the impurity distribution within a sector. In the center of the facet the 
supercooling and the step velocity are maximal. Then the impurity incorporation model predicts 
that the impurity concentration is maximal too. Remote from the facet center the supercooling 
and the step velocity become smaller and the model predicts that the impurity concentration 
must become smaller too. This beautifully explains the impurity distribution which we obtained 
from the transmission measurement, as shown in figure 2.10a. 
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In the model described above we neglected the effects due to step retardation and cellular step 
growth. The step velocity becomes retarded if impurities are adsorbed at the terraces between 
steps (Cabrera and Vermileya, 1958). This effect may counteract the impurity accumulation. If 
the steps grow with two-dimensional cellular or dendritic structures, the impurities may become 
trapped in the reentrant inter-cellular spacings (Solari and Bioni, 1980). It is feasible to assume 
that cellular step structures become more pronounced at higher driving forces, because the 
Gibbs-Thomson effect becomes less important. So at a higher driving force (supercooling) the 
impurity entrapment gets more efficiënt. 
The kinetic impurity incorporation mechanisms we mentioned are just postulated to under-
stand the experimental findings. However, to unravel the relation between impurity incorpora-
tion by steps in relation to step kinetics requires advanced in situ experiments. 
2.6 Conclusions 
BGO crystals grown form the melt show a strong tendency to form growth sectors which are 
characteristic for faceted growth. In this study BGO crystals grown by three different growth 
techniques were analyzed and compared, considering the concept of faceted growth. This leads 
to the following conclusions: 
• Our observations confirm the theoretical expectation that growth sectors connected with 
F-îaces become more important (larger in size) if the growth rate is relatively large and 
the axial temperature gradient is small. The growth sectors contain no bubble inclusions, 
but a preferential incorporation of point defects is found in the {211} growth sectors. If 
a large axial temperature gradient is applied, the BGO crystals will suffer from thermally 
induced stresses. Crystals with large growth sectors are found to be stress free, which is 
favourable side effect of a small temperature gradient. 
• The preferential incorporation of point defects in the {211} sectors is mainly caused by 
preferential adsorption of impurities 
at the {211} faces. The effects of impurity mass transport in the melt, characterized 
by ktff and radial segregation, on preferential impurity incorporation is found to be less 
important. 
• The inhomogeneous distribution of impurities at {211} facets is governed by step kinetics. 
The possibility that an adsorbed impurity becomes incorporated increases proportionally 
with the step velocity. A two-dimensional segregation model is proposed which gives a 
possible explanation for the dependence of impurity incorporation on step velocity. 
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Chapter 3 
On the growth habit of Czochralski 
grown Bismuth Germanate crystals 
R.C. de Boer, Liao Jing-Ying and P. Bennema 
Abstract 
The habit of Czocharalski grown BGO crystals show some interesting morphological features 
such as growth ridges and more or less flat side faces ("pseudo"-faces). The ridges are formed by 
mass transport across the tri-junction driven by excess supercooling near a local growth face at 
the phase boundary. The pseudo-faces are caused by the anisotropy in the surface free energies 
of the crystal/melt and the crystal/ambient atmosphere interface. At the beginning of growth 
a crystal growing along [111] exhibits eighteen ridges of which nine persist during continued 
constant cross-section growth. These ridges transform into nine pseudo-faces like (2ÏÏ) and 
(145). On a [211] grown crystal twenty ridges are developed initially of which eleven remain 
after constant cross-section growth is set in. The ridges transform into eleven pseudo-faces like 
(Oil), (215), (HI), (471), (8 11 5) and (4 5 13). 
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3.1 Introduction 
The crystal growth method after Czochralski is classified as a meniscus defined growth technique. 
Meniscus defined means that the shape of the crystal cross-section is determined by both the 
shape of the melt meniscus and the heat transport through the crystal/melt interface. A constant 
cross-section shape is achieved (a cylindrical shape is preferred) by rotating the crystal during the 
pulling (growth) process so that thermal asymmetries in the furnace/crucible/crystal system are 
averaged. Nevertheless, deviations from cylinder symmetry are often encountered despite the 
imposed thermal symmetry. Common deviations are: (¿) Small perturbations or protrusions 
at the exterior crystal surface known as growth ridges; (¿г) More or less plane areas on the 
exterior surface resulting in a polyhedrally shaped cross-section. These plane areas are always 
atomically rough and appear undulated and express the anisotropy in the surface free energy; 
and (iii) Facets on the exterior crystal surface, being atomically smooth F-faces. 
Growth ridges are common for silicon crystals grown by the Czochralski technique (Petrov et 
al, 1962), by the floating-zone technique (Ciszek, 1971) or by the ribbon growth technique (Surek 
et al, 1977). But growth ridges are also found on single crystals of various other compounds, 
like Bi 4 (Ge0 4 ) 3 (Liebertz, 1969), LiNb03 (Reiche et al., 1991) and LiTa0 3 (Chao-Yang, 1980). 
Rough side faces are for example found on: CaW0 4 (Nassau and Broyer, 1962), BÍ3SÍO20 
(Tangauy, 1977), Bi4(Ge04)3 (Burachas et al., 1988) and Gd2(Mo04)03 (Redkin, 1990). Finally 
faceted side faces are for example found on: Ge (Gaul and Pastore, 1961), Si (Ciszek, 1985), 
BÌ12S1O20 (Tangualy et al., 1977) and LiNb03 (Reiche et al., 1991). Sometimes, a combination 
of morphological features is found on crystals of the same compound. The reason is that the 
crystal boule morphology is determined by the actual growth conditions. 
The above list, of melt grown materials revealing interesting morphological features includes 
also some compounds belonging to the rich family of bismuth germanium oxides or bismuth sili-
con oxides. In this particular study we focus the attention on the compound bismuth germanium 
oxide, Bi4(Ge04)3 abbreviated as BGO. 
BGO has become an important scintillator detector material due to the combination of 
its luminescence properties with favourable chemical and mechanical properties. Large single 
crystals of BGO are grown from the melt by the Bridgman and the Czochralski method (Smet 
and van Enckevort, 1988 and Horowitz and Kramer, 1986). Crystals grown by the Czochralski 
method sometimes reveal a combination of the above mentioned morphological features, like: 
growth ridges at the seed end and rough side faces at the bottom end. In this paper we will 
explain these features using the shaping theory as developed for anisotropic crystal growth by 
Voronkov (1974, 1978 and 1980). 
3.2 Theory 
3.2.1 Thermo-capillaxy growth 
In Czochralski growth the evolution of the cross-section shape is determined by the shape of the 
supporting meniscus which is again determined by the position of the melt isotherm and the 
crystal radius (Derby and Brown, 1987). The external crystal shape is developed at the so called 
three-phase junction (tri-junction), which is the line of intersection between the crystal/melt, 
the melt/ambient atmosphere and the crystal/ambient atmosphere interfaces. 
A schematic model of the Czochralski configuration is shown in figure 3.1: it h is the height of 
the meniscus at the tri-junction and Я is the crystal radius at this position. The meniscus contact 
angle 6¡ is defined as the angle between the tangent to the meniscus surface and the vertical (г) 
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Figure 3.1: Schematic representation of the meniscus in Czochralski growth illustrating the 
meniscus contact angle 0j, the surface inclination angle
 а
 and the equilibrium contact angle e
e
. 
axis. The meniscus contact angle is implicitly determined by the crystal radius and the meniscus 
height at the tri-junction (Bardsley et al., 1974). Analogous
 а
 is the solid surface inclination 
angle and is defined as the angle between the tangent to the crystal/atmosphere (exterior) 
surface at the tri-junction and the vertical axis. The angle between the tangent to the meniscus 
and the tangent to the exterior solid surface is the so called "growth angle", t
e
 (Voronkov, 
1978). A synonym for the growth angle is the equilibrium meniscus contact angle (Bardsley 
et al., 1974). This equilibrium contact angle is determined by the interfacial free energies of 
respectively the crystal/melt, σ,ι, the melt/atmosphere, σι9, and the crystal/atmosphere, σ,9. 
Prom the definitions of 0,, $i and e
e
, it follows that: 
в
 = ,-е
е
. (3.1) 
The development of the crystal cross-section is equivalent to the radial movement of the 
tri-junction in time. The tri-junction moves with a velocity | V | parallel to the tangent of the 
exterior crystal surface. The axial growth rate Vz is given by: 
VX = VP- h, (3.2) 
with Vp the imposed pulling rate (in the positive ζ direction) and h the rate of meniscus height 
changes at the tri-junction. Meniscus height changes are introduced by melt level lowering in 
the crucible and variations in the height of the melt isotherm. Melt level lowering is mainly due 
to the melt consumption by the growing crystal. Changes in the melt isotherm height either 
results from unintentionally variations of heat transport in the growth system or intentionally 
changes caused by a diameter control system (Bardsley et al., 1977). The radial component, V
r
, 
represents the actual increases of the crystal radius R and is given by: 
V
r
 = (V p -/i)tan(e.). (3.3) 
In order to grow a crystal with a steady state cross-section (V
r
 = 0), it is required that 
Θ, = θ\ — б
е
 = 0, all along the tri-junction line. 
3.2.2 Crystal shaping 
Since the specific surface free-energies σ,\ and σ,3 are quantities depending on the crystallo-
graphic orientation, the equilibrium contact angle is the key parameter in understanding devi-
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ations from the cylinder symmetry. If the crystal/melt and the crystal/atmosphere interfaces 
are both atomically rough, then growth proceeds via the normal growth mechanism (van der 
Eerden, 1978) and σ,ι and σ,9 are considered to be continuous, slowly varying functions of 
crystal orientation. The normal growth mechanism implies that the three phases are almost in 
thermodynamic equilibrium. For this situation it is shown by Bardsely et al. (1974) that the 
equilibrium contact angle can be derived from the Herring conditions (Herring, 1951): 
Σ a,m + f*- = 0, (3.4) 
with n, is the normal vector to the i' th surface and dal¡dnt its directional derivative. The 
directional derivatives dasg/dnsg and das¡/dnsi are finite, while da¡g/dn¡g = 0. Unfortunately, 
applying the Herring conditions provides no explicit expression for the equilibrium contact angle. 
3.2.3 Cylindrical shaping conditions 
To overcome this problem Bardsley et al. (1974) assumed that dasg/dnsg and das¡/dns¡ are 
negligibly small compared to the linear terms aagnsg and as¡ns¡ and therefore they neglected 
these terms. In this way the Herring conditions provide an analytical approximation for the 
-isotropic- equilibrium contact angle: 
C0S(6e) =
 0 - (3 .5) 
¿а
ад
а\
д 
In this equation the bars denote orientation averages of the specific surface free-energies. In 
the case of Ge the error in cos(e
e
), due to the neglect ofdcr
sg/dnsg and da,i/dn¡¡, was estimated 
to be less than 10%. If the equilibrium contact angle is almost constant along the tri-junction 
line then the resulting crystal cross-section will be cylindrical with some minor perturbations. 
The shape of a meniscus attached to a cylindrical crystal depends on the meniscus contact angle 
οι, the crystal radius R and the magnitude of the surface tension a\g. An accurate expression 
for the meniscus height h is given by Boucher and Jones (1980): 
/3(1-Bin«!,)
 ( 3 6 ) 
\|і-уря-і 
In this equation β = 2a¡g/p¡g is the Laplace constant with pi the mass density of the melt and 
g the gravitational acceleration. 
The effect of anisotropy on crystal shaping 
If the anisotropy in o,g and σ,ι becomes more pronounced it is not justified to neglect the 
directional derivatives anymore. Then e
e
 becomes a function of the crystallographic orientations 
of the crystal/melt and the crystal/atmosphere interfaces. The resulting e
e
 varies along the 
tri-junction. Since, it is not possible to obtain e
e
 explicitly from of eq. (4), Voronkov (1980) 
developed a graphical method in order to determine the magnitude of e
e
. Due to the complex 
interplay between many variable such as the anisotropic surface free energies, the surface tension 
of the melt, the gravity and the crystal diameter the melt contact angle flj, the solid surface 
inclination angle Θ,, and the radial growth rate V
r
 become orientation dependent quantities 
(Rossolenko and Zhdanov, 1990). If the variation in e
e
 is large enough, the resulting crystal 
cross-section will become anisotropic. 
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To achieve a steady state crystal shape it follows from eq. 3 that θ((φ) must be equal to с
е
(ф) 
for every angular section along the tri-junction (φ is the azimuthal angle in the cross-section 
plane). 
3.2.4 Growth ridges 
Growth ridges axe small perturbations of the crystal perimeter due to the presence of small facets 
on the crystal/melt interface near the tri-junction. This is schematically shown in figure 3.2a, 
where a facet is present at the crystal/melt interface near the left tri-junction line (LI). 
Figure 3.2: (a) Schematic representation of a conical crystal with an active F-face at the concave 
crystal/melt interface near the left tri-junction line (LI) and an atomically rough crystal/melt 
interface near the right tri-junction line (L2). (b) A detailed view of the interface sections 
adjacent to the LI tri-junction line: AB is the active F-face, ML is the meniscus surface, LC is 
the exterior crystal surface and BL is the transition area between the face AB and the tri-junction 
line Ll. 
The remaining part of the crystal/melt interface, including the crystal/melt interface near the 
right tri-junction line (L2), is atomically rough. Facets are F(lat)-faces on which growth proceeds 
by a layer growth mechanism instead of the random addition mechanism which is active on 
atomically rough interfaces (van der Eerden et al., 1978). An F-face (Bennema and van der 
Eerden, 1987) grows layer by layer, because the specific edge-free energy 7 is finite. Therefore 
growth units preferentially incorporate at steps or kink sites. If no steps or kinks are available 
on the surface, a new step needs to be created, for example by two-dimensional (2D) nucleation 
or by a growth-spiral. To form a 2D-nucleus a certain driving force is needed. This driving 
force is proportional to the supercooling ΔΤ of the melt. At steady state growth, the 2D-
nucleation or spiral growth rates of the F-faces are equal to the normal growth rate of the 
rough crystal/melt interface elsewhere. This implies that this F-face must be subjected to a 
sufficiently large supercooling in order to get the same growth rate at the entire crystal interface. 
To reach this supercooling the face retards and "cuts" a segment from the growth front, because 
the temperature decreases inside the crystal boule. The face segment penetrates a distance 
I « AT/G into the crystal boule, with / the maximal distance between the face and the melt 
isotherm and G the temperature gradient (Brice, 1970). 
To explain the ridge growth effect it is argued that the three phases are in thermodynamic 
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equilibrium. Figure 3.2b shows a schematic picture of the four interfaces in the vicinity of the 
tri-junction LI: section (AB) represents the active F-face, (ML) the surface of the meniscus, 
(LC) the exterior crystal surface and (BL) the section between the F-face and the tri-junction. 
The transition section BL is assumed to be atomically rough, isothermal and in equilibrium 
with the melt. The local value of the equilibrium contact angle e
e
 is approximately equal to the 
average value (Voronkov, 1978). The surface of the transition section BL is subjected to the 
same supercooling as the face AB. Since BL is in equilibrium with the melt, the supercooling 
must be compensated by the Gibbs-Thompson effect, which means that the local radius of 
curvature at LI is smaller than the average curvature radius at L2 (AT w 0). This decrease of 
the local radius of curvature needs redistribution of matter. The required matter is obtained by 
migration of growth units from the supercooled melt ML towards BL where it is deposited and 
gives the enhanced curvature of the surface. Due to shape adaptation at BL the inclination of 
the exterior crystal surface at Ll is changed over an angle χ with respect to the original surface 
inclination at L2: 
. = і-е
е
 + χ. (3.7) 
By applying the Gibbs-Thompson law in combination with the law of mass conservation 
Voronkov (1978) derived the following, approximated expression for the curvature angle χ : 
X = K § (3.8) 
In this relation if is a proportionality constant and V = | V | is the absolute value of the vectorial 
velocity. К depends on the matter redistribution mechanism, the surface free-energy a
eg and 
the heat of fusion. 
Due to the presence of a local f-face the shape of the crystal cross-section becomes distorted. 
The evolution of this distortion is governed by two counteracting effects. 
First: the local F-face AB (see figure 3.2a) intersects the isothermal crystal/melt interface 
in such a manner that the position of the tri-junction in Ll is higher than the undisturbed 
tri-junction in L2. According to equation 3.6 such a meniscus height increase will lead to a 
reduction of the meniscus contact angle 9¡ in Ll as compared to the undisturbed situation in L2 
(Voronkov, 1978). 
Second: at the local f-face the supercooling AT is considerably larger than at the isothermal 
parts along the tri-junction and the effective growth angle ec is locally decreased to ee - χ, since 
χ > 0 (Voronkov, 1978). 
Summarizing: the first effect decreases Θ,, while the second effect causes Θ, to increase. If 
the angle of curvature χ is smaller than the reduction of 6¡ as determined by the meniscus 
height increase then the magnitude of Θ, in Ll will be smaller than its average magnitude at 
L2. According to eq. (3) the radial growth rate VT at Ll will be less than Vr at L2, which 
results in a decrease, i.e. a flattening, of the crystal cross-section in the proximity of the local 
faces. An alternative situation occurs when the curvature angle χ over-compensates the meniscus 
determined reduction of 0j, so that Θ, at Ll exceeds Θ, at L2. Initially V
r
 at Ll will be larger 
than V
r
 at L2 and a ridge develops in the proximity of the local F-face. The ridge will not 
become unstable, because it distorts the local meniscus shape causing 6¡ to decrease rapidly. 
The reduction of meniscus contact angle 0; at Ll is mainly caused by the distortion of the local 
meniscus shape. The magnitude of the ridge perturbation increases until its radial growth rate 
is equal to the average radial growth rate. Then a steady state situation is obtained and the 
shape and size of the ridge remain more or less constant. In the constant cross-section growth 
mode the shape of the crystal cross-section is cylindrical with a certain number of ridge-like 
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perturbations. In practice the ridges are immediately formed after the seed crystal is dipped 
into the melt. The ridges from a symmetrical pattern, like the spokes of a wheel on the surface 
of the seed end. 
3.3 Crystal growth 
The examined crystals were grown in a diameter controlled Czochralski growth system, with the 
crucible contents in direct contact with the open air. The crystals are 55 mm in diameter and 
were grown at a rate of 4.5 mm/h with at a rotation rate of 32 rpm. Growth was terminated by 
a quick withdrawal of the boule from the melt, leaving the crystal/melt interface as undisturbed 
as possible. Subsequently the crystals were annealed for several hours at a temperature of 1000 
°C, followed by slow cooling. 
3.4 Observations 
3.4.1 Morphology of a crystal grown along the [111] 
The seed-end of a crystal grown in the [111] direction is shown in figure 3.3a. The seed diameter 
is 10 mm and it is enlarged to a constant diameter of 55 mm. A pattern resembling the spokes of 
a wheel is revealed. A set of eighteen almost equivalent ridges can be seen. All ridges originate 
from the seed and they are mutually separated by an angle of approximately 20 °. The ridges 
are narrow, approximately triangular shaped, elevations on top of the supporting surface, with 
dimensions: height 0.1 - 0.2 mm and width 0.2 mm. 
Figure 3.3: Growth habit of a [111] grown BGO crystal: (a) The seed-end view with a pattern 
of 18 ridges on the as-grown crystal surface, (b) The bottom view reveals 9 pseudo faces in 
nonagon pattern. 
On the constant cross-section part of the crystal, i.e. from the point at which 6S becomes 0 °, 
every second ridge disappears and nine ridges remain. In the initial stage of constant growth the 
crystal cross-section is cylindrical with nine small ridges. Later each ridge transforms gradually 
into a flat part on the perimeter, while the protrusion disappears. In the following we will 
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denote these flat parts as "pseudo"-faces or pseudo-facets. The width of these pseudo-faces 
increases proportional with the crystallized fraction, until the perimeter becomes completely 
polyhedral. At the bottom part of the crystal the cross-section is almost shaped as a regular 
nonagon (figure 3.3b). 
The pseudo-faces obey the crystallographic point group symmetry of 43m of B¡4(Ge04)3 
(Durif and Averbuch-Pouchot, 1982). On the [111] grown crystal boule the threefold rotation 
symmetry is revealed by three different sets of pseudo-forms, each repeated over an angle of 
120 °. Using Laue diffraction the pseudo-faces are identified as {112} and {451}. 
During the initial stage of growth, the crystal cross-section is enlarged from the seed diameter 
to the required diameter. The initial value of the surface inclination angle during this period is 
approximately 9S » 70 ° - 80 °. This value corresponds to a ratio Vr/Vz « 2.8 — 5.7. 
3.4.2 Morphology of a crystal grown along [211] 
The seed-end of a crystal grown in the [211] direction is shown in figure 3.4a. Now the "wheel 
pattern" exhibits twenty ridges. This number of ridges is reduced to 11 when constant cross-
section growth (
 в
 » 0 ° ) sets on. Again the crystal cross-section is cylindrical at the initial 
stage of constant diameter growth. 
Figure 3.4: Growth habit of a [211] grown BGO crystal: (a) The seed-end view with a pattern 
of 20 ridges on the as-grown crystal surface, (b) The bottom view reveals 11 pseudo-faces, while 
the remaining perimeter is almost cylindrical. 
During continued growth the ridges transform into eleven pseudo-faces. There are five large, 
four medium sized and two small pseudo-faces as shown in figure 3.4b. The five large pseudo-
faces are identified as (0Ï1), (III) and (215) using Laue diffraction. The medium size and 
the small pseudo-faces are identified from the angle measurement between sought pseudo-face 
and the (Oil) pseudo-face. The four medium sized pseudo-faces are identified as (471) (angle 
« 122 ± 1 °) and (8 11 5) (angle и 107 ± 1 °) and the two small pseudo-faces are as (4 5 13) 
(angle и 28 ± 1 °). The pseudo-faces are symmetrical with respect to a mirror plane parallel to 
the (Oil) plane. The mirror plane doubles all pseudo-faces except the (III) pseudo-face which 
is cut in two, so in this way the polar nature of 43m point group shows up. 
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3.4.3 The evolution of the crystal/melt interface 
\t the initial stage of constant diameter growth the crystal/melt interface curvature is convex 
it the center of the interface and slightly concave near the edges. During continued constant 
diameter growth the crystal/melt interface curvature turns completely convex. Finally when the 
:rystal perimeter is completely bound by pseudo-faces the interface curvature is slightly convex 
ar almost flat. An almost flat interface indicates that the radial temperature gradient дТ/дт is 
small compared to the axial temperature gradient G during pseudo-faceted growth (Burachas 
at al., 1990). 
3.5 Discussion 
3.5.1 Prediction of the ridge pattern and pseudo-face geometry 
Growth ridges i.e linear protrusions and pseudo-faces are in fact manifestations of active F-faces 
эп the exterior surface of the crystal boule. A ridge develops parallel to the projection of the 
reciprocal lattice vector Нны on exterior surface of the crystal boule (Voronkov, 1978). If the 
growth direction and the set of active F-faces are known, then the geometry of the ridge patterns 
can be predicted. During the initial, diameter widening, phase of growth the exterior surface is 
almost flat and perpendicular to the growth direction. Then the pattern of ridges is obtained 
from the projection of reciprocal lattice vectors on the plane normal to the growth direction. 
This is demonstrated in figure 3.5, where a hypothetical pattern of ridges is drawn corresponding 
to the {111} faces on a Czochralski crystals grown along the [111]. 
Figure 3.5: Combination of the [111] stereogTaphic projection and the predicted ridge geometry 
of the 111 faces of a cubic crystal structure. Possible pseudo-faces are also indicated. 
The ridges associated to the (111), (111), ( i l l ) and (111) faces are on the [111] side (the 
downward side of the crystal boule, which is exposed to the melt) and they are represented by 
solid lines. The ridges on the opposite side [ÏII] are associated to the (III) , (III) , ( i l l ) and 
(ÏÏÏ) faces and they are represented by dashed lines. Since growth ridges are manifestations of 
f-faces they express the crystal morphology which is subjected to the point group symmetry of 
the crystal structure. Therefore the ridge geometry plot can be related with the stereographic 
projection of the point group along the growth direction. This relation is demonstrated in 
figure 3.5 too, where the associated stereographic projection is superimposed on the hypothetical 
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ridge pattern. The crystal cross-section in the last grown part of the crystal is dominated by 
pseudo-faces, originating from the ridges. The position of a pseudo-face is obtained by drawing 
the tangent to the circle in the point where the line, representing a growth ridge, intersects the 
circle. Then a triangular cross-section shape is obtained after the construction of the tangents 
associated to the set of active faces (111), (111) and (111) as demonstrated in figure 3.5. This 
cross-section shape sometimes shows up on Ge crystals grown along the [111] direction (Gaulé 
and Pastore, 1961). 
3.5.2 Crystallographic structure and morphology 
Вц(Се04)з (BGO) is a cubic crystal with space group I43d and point group 43m. It was found 
that BGO crystals growing from the melt show a strong tendency to form growth sectors (Smet 
and van Enckevort, 1988), which are related to the active F-faces during the growth process 
(chapter 2 of this thesis). Sphere growth experiments and the analysis of interface shapes 
revealed a crystal habit dominated the {211} and the {2ÏÏ} forms. The order of morphological 
importance (MI) of crystal forms is calculated by Smet et al. (1889) by means of a Periodic 
Bond Chain (PBC) analysis. They predicted {211} and {2ÎÏ} to be the most important forms 
followed by {220}. Since, the absolute configuration of the BGO structure is not known yet, it 
is arbitrarily chosen that {211} > {2ÏÏ}. This gives the order of MI: {211} > {2ІІ} » {220}. 
In order to analyze the ridge patterns we constructed the normal projections based on the 
active forms {211} and {211} for the [111] and the [211] growth directions. The results are given 
in figures 3.6 and 3.8. 
3.5.3 Morphology of a [111] grown crystal 
The initial phase of growth 
The predicted ridge geometry of the [111] grown crystal is shown in figure 3.6. Here we see 
18 projections associated to the the 24 a vailable faces, because there are twelve singular pro­
jections and six double projections. These doublets are (112)/(ïl2), (Ï2l)/(l3l), (211)/(2ÏÏ), 
(ÏÏ2)/(112), (121)/(I2Ï) and (2ÏÏ)/(211). 
The angles between neighbouring projections are 19.10 ° and 21.78 ° in alternating order, 
which is in good agreement with the experimentally obtained angle of 20 °. Furthermore the 
projection plot shows an excellent agreement with the ridge pattern revealed on the initial part 
of the [111] grown crystal. Most obvious is the fact that the faces (like (121) or (112)), which are 
actually situated at the seed-end site of the crystal boule, develop ridges. A ridge only shows 
up when the corresponding active face is a part of the crystal/melt interface and is situated 
in the proximity of the tri-junction. Assume a disc like shape as model for the the crystal at 
the initial stage of growth as shown in figure 3.7a. The disc hypotheses follows from the fact 
that Θ, « 70 ° — 80 c in the initial phase. Since, the curvature is highest near the disc edge, 
the singular orientations corresponding to F-faces are localized in a small strip around the disc 
on both sides of the edge. If the strip is wetted by the melt then potential faces can become 
active, as is shown for the (121) and the (121) face in figure 3.7a. In general an F-face can only 
become active if its reciprocal lattice vector Hhki is perpendicular to the crystal/melt interface 
and if the crystal/melt interface is concave (Voronkov, 1972). This requires that the F-face is a 
tangent-plane at the crystal/melt interface (see figure 3.7a and 3.7b). 
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Figure 3 6 The [111] stereographic projection combined with the predicted ridge geometry The 
solid lines are the ridges which persist on the perimeter during constant cross-section growth and 
the dashed lines are the disappearing ridges The polyhedral envelop represents the geometry 
of the pseudo-faces as shown in the bottom view 
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Figure 3 7 (a) Disc model, representing the initial phase of diameter widening The active 
faces are concentrated in the small strip around the edge (tn-junction) and Θ,/ > 0, (b) Boule 
model, representing the constant cross-section growth phase Only the potential faces at the 
crystal/melt remain active 
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Constant diameter growth phase 
From the moment on the required diameter is reached, 9S drops very quickly down to 0 ° 
and the ridges equivalent to {(Π2), (Ï2Ï), (ÏÏ2), θ,} = 70.53 °}, {(2Ϊ1), (121), (121), (1Ϊ2), 
(112), (211), 9
sf = 28.23 °} and {(ΪΪ2), (l2l), (211), (112), (Ï2Î), (211), 9af = 0 °} disappear, 
with #,ƒ the angle between the face and the vertical. The faces with 6sf > 0 ° disappear, 
since their corresponding orientations on the crystal surface are included in the crystal/ambient 
atmosphere interface as depicted in figure 3.77b. The 9a¡ = 0 ° set of faces in the 90 ° zone are 
parallel to the growth axis {9S¡ = 9S = 0). These faces are inactive because the crystal does 
not grow in the direction normal to them since 9a = 0, so ΔΤ = 0 and χ = 0. During constant 
cross-section growth only the faces at the crystal/melt interface, that is the [111] downwards 
side remain active. 
The transformation of growth ridges into flat sections during continued, constant cross-
section growth is probably due to a change of the thermal conditions. The effect on the evolution 
of the cross-section shape is twofold. 
First: when the crystal volume increases the temperature gradient G decreases (Burachas 
et al., 1988) while V =
 г
 is constant and thus Δ Γ remains constant. This effect causes the 
size of the F-faces to grow since its "'penetration distance" I w AT/G increases. Now the height 
of the local tri-junction increases and the corresponding meniscus contact angle 0j decreases. 
If χ can not compensate the decrease of 9¡ a flat section (pseudo-face) will develop (Voronkov, 
1978). Briefly, the lowering of the temperature gradient gives a continuous decrease of 9¡ which 
is reflected as an enhanced width of the flat sections. 
Second: due to the changing thermal conditions the anisotropy σ
Β9 and σ,ι become more 
pronounced and the resulting equilibrium contact will change as well. 
3.5.4 Morphology of a [211] grown crystal 
The predicted ridge geometry characteristic for the [211] grown crystal is shown in figure 3.8. 
Again the resemblance between the observed and predicted morphology is surprisingly good. 
We predict twenty ridges with two doublet pairs, namely (I2l)/(Ï12) and (1Ï2)/(Î21) and two 
faces perpendicular to the growth direction (211) and (2ÏI). The (2ÏÏ) can never become active 
and (211) is an active face in the center of a convex crystal/melt interface. 
From the moment that constant cross-section growth sets on the faces on the crystal/melt 
interface remain active, resulting in a reduction from twenty to eleven ridges upon continued 
growth. According to the projection plot we may expect the following remaining ridges and 
pseudo-faces: (01Ï), (011), (215), (251), (4 5 13), (4 13 5), (471), (417), (8 11 5), (8 5 11) and 
( Ш ) . The (01Ï), (Oil), (215), (251) and ( Ш ) show up as strong pseudo-faces. The angles 
between the (Olì) face and the (4 5 13), (471) and (8 11 5) face are 28.6 °, 121.5 ° and 107.0 β 
respectively, which is in good agreement with our measurements. 
The medium and small sized pseudo-faces have high rational indices (Ш), while the large 
sized pseudo-faces have relatively low rational indices. It therefore seems that the MI of pseudo-
faces gets smaller for higher indices likewise the MI of real faces on crystal. 
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Figure 3.8: The [211] stereographic projection combined with the predicted ridge and pseudo-
face geometry. 
3.6 Conclusions 
Several interesting morphological features are encountered on Czocharalski grown BGO crystals, 
such as growth ridges and more or less flat side faces called pseudo-faces. Both phenomena are 
manifestations of the anisotropy in the surface free energies σ,ι and σ„9. Active, flat faces on 
the otherwise rough crystal/melt interface, which are located adjacent to the tri-junction, are 
responsible for the formation of growth ridges. Th ridges are formed by enhanced growth near 
the tri-junction, driven by excess supercooling near the F-faces at the phase boundary. 
The projections of the reciprocal vectors of the active F-faces on the plane perpendicular to 
the growth axis of the Czochralski grown crystals in question point to the ridge positions. For 
BGO the reciprocal lattice vectors of the {211} and {211} faces on the (111) and (211) planes 
indicate the position of the ridge patterns found on the seed end of [111] and [211] grown crystals 
respectively. During the radial expansion phase ( , 2> 0) a [111] grown crystal shows eighteen 
ridges of which nine ridges persist during further, constant cross-section growth (Θ, = 0). Finally 
these ridges transform into nine pseudo-faces like (2ÎÏ) and (145). 
On a [211] grown crystal twenty ridges are initially developed (в, 3> 0), from which eleven 
ridges persist during subsequent constant cross-section growth (Θ, = 0). Finally eleven pseudo-
faces develop. Five large pseudo-faces like (0Î1), (215) and (III) , four medium sized pseudo-faces 
like (471) and (8 11 5) and two small pseudo-faces like (4 5 13) are found. 
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Chapter 4 
The dissolution forms of single 
crystalline spheres of Bismuth 
Germanate 
R.C. de Boer 
Abstract 
Spheres and hollow semi-spheres of single crystals of bismuth germanate (BGO) were dissolved 
in diluted hydrochloric acid. Below a concentration of 3.43 mol/kg HCl in aqueous solution 
the equilibrium form (Ε-form) is bound by {211}, {211} and very small {220} faces. The 
corresponding dissolution form (D-form) is bound by {100} and {111} faces. Above 3.43 mol/kg 
HCl the Ε-form is bound by {211}, {211} and somewhat larger {220} faces and the corresponding 
D-form is bound by {100}, {111}, {hhl} and {hkO} faces. Prom a theoretical D-form analysis it 
is predicted that the D-form will have a sequence in order of morphological importance {100}, 
{111} and { Ш } for low HCl concentrations and a sequence {100}, {111}, { Ш } , {hhl}, {hhl} 
and {hkO} for higher HCl concentrations. The theoretical D-forms are in good agreement with 
the experimentally observed sequence of D-forms, except for the polar forms {ΠΪ} and {hhl}. 
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4.1 Introduction 
In order to characterize the crystal quality or to get insight in crystal growth mechanisms 
etching is frequently used to reveal the presence of dislocations in crystals (Heimann, 1975). An 
alternative application is to carry out morphological studies of crystals by etching or dissolving 
single crystalline spheres. Although this method is known for more than a century, it is less 
used than sphere growth experiments in order to study crystal morphology. A theoretical basis 
for morphological etching is given by Lacmann, Franke and Heimann in 1975. According to the 
theory of these authors the dissolution form (D-form) is obtained from the equilibrium form 
(Ε-form) by cutting off the corners from the equilibrium form polyhedron. The surface of a D-
form face is supposed to be made up of microscopic or submicroscopic terraces of Ε-form faces. 
As will be explained in section 4.4 the orientation of a D-form is determined by the dissolution 
rates (VE) of the corresponding Ε-form terraces. This model has successfully been applied in 
several cases, by dissolution studies of semiconductor and ionic crystals like Ge and Si (Franke 
et al. 1975), MgO (Heimann et al,1975) α - Α 1 2 0 3 (Seismayer, 1975), Gd 3 Ga 5 0i2 and Y 3 Fe 5 0i 2 
(Heimann and Tolksdorf, 1983) and (Hartmann and Beregi, 1993). Except on Gd3GasOi2 and 
Y3Fe50i2, terraces were found for all examples. 
In semiconductor technology etching has important implications for the fabrication of semi­
conductor devices (Franke et al., 1975, Heimann and Tolksdorf, 1983 and Tellier, 1990, Sangwal, 
1987). Anisotropy in etching may cause serious damage to devices during preparation. On 
the other hand anisotropic etching allows for the preparation of three-dimensional structures 
(Tellier, 1990) which can be useful for the fabrication of micromachines. 
In the present study the dissolution of single crystalline spheres of Bi4(Ge04)3 in hydrochloric 
acid is studied. Special attention is given to crystal morphology and dissolution kinetics. 
Etching of BGO and related materials may find application in the production of single crystal 
devices in the field of optics, electronics and radiation detection. 
4.2 Experimental 
In this study BGO spheres are made from large single crystals which were grown by means of 
the vertical Bridgman method (Smet and van Enckevort, 1988). Spheres of 8.0 mm and 15.0 
mm diameter axe prepared by machining blocks of single crystalline BGO on a latch. Because 
no special surface specifications are required, the spheres are only cleaned before etching. A 
number of spheres is etched at room temperature (T = 21.0 ± 0.5 °C) in a series hydrochloric 
acid solutions of decreasing dilution. 
Before etching each sphere is cleaned, weighted and subsequently introduced into a glass 
vessel, containing the acid solutions. The sphere is hanging on an acid resistant fiber. Mixing 
of the solution is essential to prevent the crystal surface from being contaminated by reaction 
(by)products. This requirement is met by stirring the liquid at a rate of 400 - 500 rpm. Prior 
to examination the etched sphere is quickly removed from the solution. In order to prevent the 
crystal surface from being contaminated by droplets of the etching solution the sphere is dipped 
into n-hexane for a short period (van Enckevort et al., 1980). Finally the adhering n-hexane is 
removed by wiping the sphere with a paper tissue. 
The kinetics of dissolution is studied by etching a sphere several times in succession during 
periods of 5, 10 or 20 minutes. Between two etchings each sphere is weighted and examined by 
optical microscopy. The etch rate is determined by the weight loss per unit time. 
In order to obtain an impression of the Ε-form under the actual dissolution conditions, a 
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hollow semisphere etching experiment is carried out. For this a hollow semisphere 15 mm in 
diameter is machined into a 10 mm thick slice, cut parallel to {111} from a BGO crystal. 
Subsequently the slice is etched in a diluted solution of 6.50 mol/kg. To be sure that only the 
surface of the semisphere is etched, the remaining surface of the plate is protected with a thin 
layer of a chemically resistant grease. 
4.3 The equilibrium form of Bi 4 (Ge0 4 )3 
The crystal structure of Bi,j(Ge04)3 is cubic without a center of symmetry and obeys the sym­
metry of space group I43d. The morphology has been theoretically studied by Smet et al. (1989) 
using the Periodic Bond Chain (PBC) method and the classical Bravais Friedel Donnay Harker 
(BFDH) law. In Table 4.1 the order of Morphological Importance (MI) of the faces is given ac­
cording to the criteria Ε,ι^χ (slice energy),
 с
 (critical Ising temperature), the BFDH law and 
MI extracted from literature data on BGO (Smet et al., 1989). The {211} faces are identified 
form 
{hkly 
{112} 
{220} 
{310} 
{100} 
{321} 
{111} 
predicted MI 
с 
1 
3 
2 
4 
5 
NC 
Eslice 
1 
2 
3 
4 
5 
NC 
BFDH law 
1 
2 
3 
5 
4 
14 
experimental MI 
hydrothermal 
growth 
1,2 
1,2 
3 
4 
melt 
growth 
1 
NC = not connected 
Table 4.1: The order in morphological importance predicted by the criteria Eslice, Q
c
 and the 
BFDH law, together with the order according to morphological data. 
as the most important form. The second most important form is either {220} according to the 
criteria of the critical Ising temperature
 с
 and the BFDH law or {310} according to the E^-ux 
criterion. 
Since, the crystal structure of BGO lacks a center of symmetry, it is not possible to transform 
(hkl) into its mirror image (hkî) by any of the symmetry operations of the point group 43m. The 
PBC analysis is not capable of distinguishing between polar faces, since these faces have the same 
slice thickness dhki, slice energy and critical Ising temperature. On the contrary, opposite slices 
of a polar form exhibit a different surface structure towards the mother phase and consequently 
have a different surface and edge free-energy. Therefore, the {hkl} Ε-form should be split up 
into two separates forms {hkl} and {hkï} with different MI. The {211}/{2ÏÏ} is a polar form 
and crystals grown from the melt exhibit both forms, which are distinguished by a difference 
in growth rate, MI (Smet and van Enckevort, 1988) and etching behaviour (van Enckevort and 
Smet, 1988). Because the absolute configuration of the BGO structure is not know yet, the form 
with the experimentally highest MI is defined as {211}. 
From investigation of a series of BGO crystals grown by the Bridgman method (Smet and 
van Enckevort, 1988) a crystal habit solely dominated by {211} and the second most important 
form {2ÏÏ} was revealed. The same order of MI was obtained from sphere growth experiments 
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Figure 4.1: (a) The habit of a hollow semi-sphere of BGO and the found after dissolution in: 
2.33 mol/kg HCl at 22 °C and (b) the corresponding equilibrium form. 
and from the habit of crystals grown by the Czochralski method. The {110} form (strictly 
speaking the {220} form) is sporadically encountered on Czochralski grown crystals, pulled in 
the [001] direction (Liu and He, 1987). Hence, for growth from the melt the order of MI is 
{211} > {211} > {220}. 
In contrast to melt growth the {220} form is more often encountered on hydrothermally 
grown crystals. Here the order of MI is {211} > {2ÏÏ} > {220}. The apparent increase in MI 
of the {220} from is probably due to the decreased growth temperature and a different wetting. 
Melt growth is carried out in a slightly supercooled melt (T < 1328 K). At this temperature 
obviously only the {211} and the {211} faces grow below there roughening temperature and 
will develop smooth F-faces. From theoretical analysis the roughening temperature of the {220} 
faces is predicted to be about 1100 К to 1300 K. Hence, at sufficient supercooling {220} faces are 
occasionally formed. Since, hydrothermal growth is carried out at temperatures several hundred 
degrees below the melting point (about 600 K) the {220} form is expected to grow below its 
roughening temperature. Here it is assumed that the wetting remain unchanged in water and 
melt. 
The dissolution of BGO is an irreversible chemical reaction and it is impossible to derive 
the Ε-form from the G-form (growth form). Nevertheless it is possible to obtain the Ε-form by 
means of dissolution of a hollow semisphere in a crystal (Heimann et al., 1975). Dissolution of a 
hollow semisphere reveals the slowly dissolving faces which are identical to the slowest growing 
faces on a growing crystal sphere (Lacmann et al., 1974). 
Dissolution in a moderately concentrated solution ([HCl] < 3.43 mol/kg) reveals the E-forms 
{211}, {211} and {220}. However, after a certain dissolution time the {220} form disappears 
from the dissolution morphology and the hollow semisphere contains only {211} and {211} faces 
as can be seen in figure 4.1a. Consequently the dissolution velocity of the {220} (Vß(220)) 
is too large to appear on the final Ε-form, despite that {220} is an F-form growing below its 
roughening temperature. The {220} faces disappear from the D-form if VE(220)/VE(211) > 1.15. 
According to the habit of the hollow semi-sphere the dissolution velocities are expected to be: 
VE(211) SS V E ( 2 Î Ï ) and VE(220) > 1.151^(211) and the corresponding Ε-form in order of MI is 
{211} ss {2ÏÏ} as shown in figure 4.1b. 
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Figure 4.2: (a) The habit of a hollow semi-sphere of BGO and the found after dissolution in: 
6.50 mol/kg HCl at 22 °C and (b) the corresponding equilibrium form. 
Dissolution in a higher concentrated solution ([HCl] > 3.43 mol/kg) reveals the same E-
forms but now the MI of the {220} form is increased compared to the MI of the {211} and the 
{2ІІ} form as shown in figure 4.2a. The relative order of dissolution velocities is found to be: 
1.15Vs(211) > V£(220) > V£(211) and V£(2ÏÎ) « VE(211) and the corresponding Ε-form in 
order of MI is {211} sa {2ÏÏ} > {220} as shown in figure 4.2b. No other forms were observed 
during the hollow semisphere dissolution experiments. 
The experimental findings show that the ratio V E ( 2 2 0 ) / V E ( 2 1 1 ) becomes smaller by increas-
ing the HCl concentration which indicates a shift in the relative order of MI. This behaviour is 
not unusual, since similar Ε-form shifts are observed for MgO crystals dissolved in HCl (Heimann 
at al., 1975) and Si dissolved in KOH (Franke et al., 1975). 
It is important to note that, although the dissolution velocities of the {211} and 211} faces 
are approximately equal, they do not show the same surface morphology. The {211} faces appear 
smooth and nearly planar, while the {211} faces are more rough and concave (figure 4.1a). A 
similar difference in surface morphology is observed between opposite faces of the polar {111} 
form of bismuth germanate after etching in diluted HCl (van Enckevort and Smet, 1990). 
4.4 Derivation of the theoretical dissolution form (D-form) 
In order to derive the theoretical D-from the dissolution model developed by Lacmann et al. 
(1974) is applied. According to this model the D-form is obtained by cutting off the corners of 
the actual Ε-form polyhedron. The D-from face is build up from microscopical or submicroscopic 
terraces of the available Ε-forms. Physically this means that the relative contribution of surface 
area associated to different Ε-forms corresponds to a minimum surface free-energy configuration. 
The Ε-form terraces dissolve layer by layer and the layer detachment starts at the corner between 
three intersecting terraces or eventually at the edge between two intersecting terraces (Lacmann 
et al., 1974). Since the Ε-form terrace dissolves layer by layer it moves in the direction parallel 
to its reciprocal lattice vector HE-
A two-dimensional example of the displacement of two intersecting Ε-form ledges and the 
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Figure 4.3: Formation of a (hk)-\edge (dashed line) by the combination of (Ol)-and (ll)-ledges. 
The advance velocities: VE(01) ψ Б ( 1 1 ) . 
accompanying corner or vertex is presented in figure 4.3. Per unit time the (10) ledge moves 
a distance VE(OI) in the [01] direction and the (11) ledge moves a distance VE(11) in the [11] 
direction. The geometry requires that the vertex moves a distance 
VD{hk) = Vb(01)/cos(VE(01), VD(hk)) (4.1) 
in the [hk] direction per unit time, with COS(VE(01), Vo(hk)) the cosine of the angle between 
VE(01) and Vo(hk). This angle is equal to the angle between the reciprocal lattice vector [01] 
of the (01) Ε-form and [hk] of the (hk) D-form. Subsequently, the reciprocal lattice vector [hk] 
is determined from the dissolution velocities of both Ε-form ledges via: 
VD(hk) = VE(01)/cos{[Ql], [hk]) = VE{U)/cos{[U], [hk]) (4.2) 
in two dimensions. In three dimensions a vertex consists of three intersecting Ε-form faces 
(hkl)i, (hkl)2 and (Ш)з with reciprocal lattice vectors HEI, HEI and НЕЗ respectively. Then 
the reciprocal lattice vector HD of the D-form is determined by: 
VBI/COB(HELHD) = VE2/cos(HE2,HD) = VEi/cos{HE3,HD): (4.3) 
with VEI, УЕ2 ^nd ЕЗ the dissolution velocities of the three intersecting E-from faces. 
A particular corner and its accompanying set of intersecting faces are identified by using 
a Schlegel diagram (Heimann and Tolksdorf, 1983). A Schlegel diagram is a two-dimensional 
graph representation of a three-dimensional polyhedron (Coxeter, 1980). The elegancy of the 
Schlegel diagram is its power to represent all geometrical elements of a crystal shape. Elements 
are faces, edges and corners or vertices. 
In the following the Ε-form model {211} = {2ІІ} (figure 4.1b) will be used for the low 
concentration range and the Ε-form model {211} = {2ÏI} > {220} (figure 4.2b) will be used for 
the high concentration range. 
The dissolution forms of single crystalline BGO spheres 45 
Figure 4.4: (a) The Schelgel diagram and (b) the corresponding theoretical D-form according 
to the Ε-form model {211} = {2ÏÏ}. 
Ε-form model {211} = {2ÏÏ}: 
The {211} = {211} form is an icositetrahedron (Phillips, 1971), which contains 24 quadrangular 
{211}/{2ÏÏ} faces and 26 corners (vertices). In the Schlegel diagram (figure 4.4a) three different 
types of vertices are recognized, being 8 a vertices, 6 b vertices and 12 с vertices. In an α vertex 
three {211} or {2ΪΪ} faces intersect, for example (211), (121) and (112). The corresponding 
D-form is {111} and its corresponding dissolution velocity is: 
VD(111) = 3/4л/2 VE(211) (4.4) 
In a b vertex two {211} and two {211} Ε-form faces intersect, for example (211), (2ΪΙ), (2І1) 
and (21Ϊ). The corresponding D-form will be {100} and its dissolution velocity is: 
Vi,(100) = УІ/2 VE(211) (4.5) 
In а с vertex also two {211} and two {211} Ε-form faces intersect, for example (121), (211), 
(121) and (21Î). The corresponding D-form will be {110} and its advance velocity is: 
Vb(110) = 1/2^3 VE(211) (4.6) 
However, the {110} D-form or strictly the {220} form is part of the equilibrium shape as shown 
by the hollow semi-sphere experiments. Therefore it is not allowed to use this in the dissolution 
form (Heimann and Tolksdorf, 1983). Consequently the complete D-form will be a combination 
of {100} and {111} as depicted in figure 4.4b. 
Ε-form model {211} = {2ΪΪ} > {220}: 
The {211} = {2ΪΙ} > {220} form is a combination of an icositetrahedron and a rhombic dodec­
ahedron (Phillips, 1971). It contains 24 hexangular {211}/{2ΪΪ} faces, 12 quadrangular {220} 
faces and 62 corners. In the Schlegel diagram (figure 4.5a) four different types of vertices are 
recognized, being 8 α vertices, 6 6 vertices, 24 с vertices and 24 d vertices. 
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Figure 4.5: (a) The Schelgel diagram and (b) the corresponding theoretical D-form according 
to the Ε-form model {211} = {211} > {220}. 
The α and 6 vertices are equivalent to the a and b vertices of the {211} = {5ΪΙ} model, but 
the с and d vertices are different. 
In а с vertex one {220} intersects with either two {211} or two {211} Ε-form faces, for 
example (211), (121) and (220) and the corresponding D-from will be {hhl}, with 
h = VE(211) 
2УД VE(211) - 3
 в
(220) 
and its corresponding dissolution velocity is: 
and 1= 1 
О(Ш) = ^ШШ
 Е{Ш) 
(4.7) 
(4.8) 
1 + ЗЛ 
Finally the d vertex comprises one {220}, one {211} and one {211} Ε-form face, which are 
for example (211), (21Ϊ) and (220). Then the corresponding D-form will be {hkO}, with 
h = 
VE(220) - %/3 Vg(211) 
у/3
 я
(211) - 2 V£(220) and к = 1 
and the dissolution velocity is: 
VD(hk0) = ^gp- V£(211) 
(4.9) 
(4.10) 
In figure 4.5b the D-forms {111}, {100}, {331} and, {210} are presented provided that 
VE(220)/V£(211) = 3/5УЗ. 
4.5 Comparison between the experimental and theoretical D-
form 
Sphere dissolution experiments in [HCl] < 3.43 mol/kg results in the D-forms {100} and {111} 
as shown in figure 4.6a. Both forms are predicted by the theoretical D-form analysis. However, 
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Figure 4.6: The experimentally determined D-forms of BGO spheres after dissolution in: (a) 
2.33 mol/kg HCl in a [111] view, (b) 5.51 mol/kg HCl in a [111] view and (c) 5.51 mol/kg HCl 
in a [IÏÏ] view. 
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the {ΠΙ} form does not appear on the experimental dissolution form. The presence of the {111} 
and the lack of the {ΪΠ} is in agreement with point group symmetry 43m of BGO. 
Dissolution experiments in a more concentrated HCl solutions ([HCl] > 3.43 mol/kg) reveal 
two additional D-forms {hhl} and {hkO} as shown in figure 4.6b and 4.6c. 
The third D-form {hhl} appears in the neighborhood of every < 111 > vertex and is shown 
in figure 4.6b. This D-form is a polar form and it is found by cutting the corners between the 
{111} and two adjacent {100} faces. The crystal habit demands this form to be {hhl} with 
h > I, which is in agreement with the theoretically predicted D-form. 
The fourth D-form is less obvious then all the other D-forms, but its presence is revealed at 
every < I I I > vertex by six intersecting edges as can be seen in figure 4.6c. Without the presence 
of this D-form the {100} faces would intersect at the [III] vertex, which then is characterized 
by a set of three intersecting edges. According to the theoretical D-form analysis this must be 
a {hkO} form. 
Measuring the angle between adjacent {111} and {hhl} faces on 8 mm diameter spheres 
with a goniometer is not very accurate, because the faces are small and somewhat convex. To 
overcome this problem a 15 mm diameter sphere is etched in a 6.50 mol/kg solution (figure 4.7a) 
and measured with the goniometer. This measurement reveals an angle of 22.0 °±0.5 ° between 
the {111} and the {hhl}, which is almost exactly the angle between the (111) and the (331) 
faces, being 22.0 °. According to equation 4.7 the velocity ratio Б ( 2 2 0 ) / Е ( 2 1 1 ) must be 1.039. 
After substitution of this ratio in equation 4.9 it follows that {hkO} = {210}. Consequently the 
experimental D-form will be {100}, {111}, {331} and {210} as represented in figure 4.7b. 
Suppose the {210} is not included in the D-form. Then the {331} like faces would cut a 
large piece from the edge between adjacent cube faces as depicted in figure 4.7c. The sphere 
(figure 4.7a), however reveals relatively small {331} faces, which agree better with the predicted 
habit in figure 4.7b. 
The edges between {210} and {100} can hardly be recognized in the middle between the 
< 111 > and < I I I > vertices. This smooth change is more or less the result of the convex 
curvature of the adjacent faces. 
By comparing the theoretical D-form with the experimental D-form the question arises why 
the observed D-from expresses a polar character while the El-forms {211} and {2ÏÏ} are appar-
ently equal. Is a difference in advance velocities VE(211) < V£;(2ÏÏ) the underlying cause of the 
polar nature or is it more subtle? 
To verify the dissolution velocity hypothesis it is easiest to consider the low concentration E-
form {211} > {2ІІ}. This crystal habit is a combination of two tristetrahedra with 12 pentagonal 
{211} faces, 12 quadrangular {211} faces and 32 corners. According to the D-form analysis the 
D-forms are {111}, {III}, {hkìc} and {hhl}. Suppose Ve(211) < Уе(2И) then the {111} faces 
should disappear first from the D-form. For example, if the difference in dissolution velocity is 
40% then the {111} faces will disappear from the D-from within 25% of the total dissolution 
time of a 8 mm diameter sphere. But then the D-forms {hkìc} and {hhl} need to be {522} and 
{221} as shown in figure 4.8. In practice this sphere habit is never seen. So, a difference in 
dissolution velocities can not explain the polar dissolution morphology. 
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Figure 4.7: (a) The experimentally determined D-forms of BGO spheres after dissolution in 
6.50 mol/kg HCl in a [110] view, (b) the theoretical D-form containing {100}, {HI}, {331} and 
{210} and (c) the theoretical D-from without {210}. 
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Figure 4.8: The theoretical D-from according to the Ε-form model {211} > {2ÎÏ}, containing 
the D-form9 {111}, { Ш } , {522} and {221}. 
4.6 Chemistry of BÌ4(Ge04)3 dissolution 
The dissolution process of crystalline BGO in aqueous HCl is a chemical reaction. Although the 
reaction schema is not reported in literature and probably not known, it might be illustrative 
to consider the reactions between hydrochloric acid and bismuth oxide and germanium oxide. 
Bismuth oxide reacts with hydrochloric acid to form bismuth-trichloride (ВіСІз), which is a 
water soluble salt. 
ВіаОад + 6 H 3 0 + q ) ^ г в і + ^ + 9H 2 0 ( 1 ) (4.11) 
Ge0 2 reacts with concentrated hydrochloric acid to form germanium tetrachloride (GeC^ (see 
e.g. Cotton and Wilkinson, 1988). Germanium tetrachloride dissolves in diluted hydrochloric 
acid by forming a donor-acceptor complex with the chloride anions (GeClg-) (Gutmann, 1978) 
or [Ge(OH)
n
Cl ( 6_D )]2-. 
G e 0 2 ( a ) + 4 ^ 0 + ^ + б С І ^ ^ G e C l ^ , + 6H 2 0 ( 1 ) (4.12) 
The dissolution reaction of BGO is considered to be irreversible. As will be shown in section 4.6 
the reaction rate is proportional to the acid activity. Reducing the HCl concentration slows down 
the etch rate. Hypothetically the reaction should reverse its direction if the HCl concentration is 
sufficiently low and the solution contains dissolved Ge and Bi. However, before the hypothetical 
reverse reaction sets in the environment is almost neutral and ВІСІ3 hydrolyzes to BiOCl, which 
is insoluble in water. Due to the precipitation of BiOCl no reversible reaction path exists. 
4.7 Kinetics of dissolution 
4.7.1 The influence of mass-transport 
The dissolution process is a combination of mass-transport trough the mother phase and a 
surface reaction. The bulk mass-transport of reagent towards the surface and the transport 
of reation products away from the surface, proceeds either by diffusion or convection. The 
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surface reaction or interface kinetics is characterized by the detachment of dissolution units. For 
the growth or dissolution of a spherical particle in an undersaturated solution, Wagner (1961) 
derived the following rate equation: 
dr{t) 
dt 
0ΡΩ 
'ßr(t) +~D AC. (4.13) 
In this equation r(i) is the sphere radius of the dissolving sphere, t the dissolution time, D 
the effective diffusion constant, β the kinetic coefficient, Ω the molecular volume and AC the 
concentration difference. AC = C
eq — Co, with Ceq the equilibrium concentration and Co the 
bulk concentration far from the interface. For dissolution the bulk concentration is smaller than 
the equilibrium concentration, so AC > 0. 
If dissolution is limited by mass-transport ßr » D, then the dissolution rate becomes in-
versely proportional to the particle radius. Integration of equation 4.13 yields a time dependent 
sphere radius r: 
r(t) = yjrl - 2DiiACt. (4.14) 
If dissolution is limited by surface detachment ßr <K D, then the dissolution rate will be 
independent on the sphere radius. In this case the radius change (r — TO) becomes proportional 
to the dissolution time: 
r(t) = r0 - ßQACt. (4.15) 
In order to identify which process is rate determining under well mixed conditions, the kinetics 
of dissolution of BGO spheres is studied by weighting the spheres several times in successive 
order during etching. The average radius is calculated using a sphere as an approximation for 
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Figure 4.9: Sphere radius decrease as function of dissolution time in: (a) 3.43 mol/kg, (b) 4.49 
mol/kg and (c) 6.50 mol/kg. The uninterrupted lines are fits to the surface kinetics model and 
the dashed line is a fit to the bulk diffusion model. 
the D-form and the density ρ = 7.8 g/cm3. In figure 4.9 the sphere radius is plotted versus 
the dissolution time for three different dissolution experiments, performed at hydrochloric acid 
concentrations of 3.43, 4.49 and 6.50 mol/kg solution respectively. All three curves show a linear 
time dependence, characteristic for interface controlled kinetics. However, in the initial stage 
of dissolution the square root diffusion law predicts a linear decrease as well. To avoid any 
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model 2DÜAC 
1 IO"9 m2 /s 
volume diffusion 
surface kinetics 
836 ± 13 
РПАС 
IO" 9 m/s 
199.7 ± 1.1 
го 
H T 3 m 
3.90 ± 0.12 
3.91 ± 0.01 
гедг. сое}f. 
0.999 
0.999 
Table 4.2: The results of fitting the dissolution experiment of a BGO sphere in 3.43 mol/kg HCl 
solution in the cases of volume and surface kinetics limited dissolution. 
ambiguity both equation 4.14 equation 4.15 are used to fit the data points of the 3.43 mol/kg 
experiment. The results are presented in Table 4.2 and the fits of both models are plotted in 
figure 4.9. Both models shows a good agreement between fit and data points. 
In order to distinguish the rate determining step the total dissolution time is calculated for 
both models and confronted with the experimental data. The surface kinetics model predicts a 
total dissolution time of 545 minutes and the bulk diffusion model predicts a dissolution time 
of 303 minutes. The experimentally determined dissolution time is approximately 560 minutes, 
which shows the best agreement with the prediction by the surface kinetics model. So we arrive 
at the conclusion that sphere dissolution is controlled by interface kinetics. 
The presence of reaction products and the depletion of HCl seem to have no influence on 
the total dissolution time, because HCl is added in an excess amount and mixing is maintained 
during the whole experiment. During the present experiment HCl is added in 200 times the 
amount that is needed to dissolve an 8 mm BGO sphere. 
It should by noted that stirring is necessary to maintain interface kinetics limited dissolution. 
Without stirring a white precipitate starts to cover the sphere after a short period. This white 
precipitate probably is BiOCl which precipitates in a neutral environment but re-dissolves after 
addition of a fresh acid solvent (rubber bible). The precipitation phenomenon indicates that in 
a stagnant solution volume mass-transport becomes rate limiting. 
4.7.2 The rate determining step 
In section 4.3.5 it is shown that the dissolution of BGO is determined by interface kinetics. The 
dissolution of one stoichiometric unit B i ^ G e O ^ involves a number of unknown reaction steps 
with corresponding intermediates. Both the НзО+ cation and the Cl~ anion are important 
reaction species. This is because НзО + binds oxygen and CI" stabilizes germanium in the 
solution. In general the individual and thus the rate limiting reactions are first or second order 
because a higher order reaction requires a simultaneous encounter of more than two particles, an 
event which is not very likely to occur. It is reasonable to assume that the rate-determining step 
is second order because it involves the reaction between НзО + and BGO. Since the amount of 
BGO is kept fixed during all dissolution experiments a quasi first order reaction is expected. To 
determine the order η of the rate-determining step, the dissolution rate is measured as a function 
of the HCl concentration. The data obtained by this experiment are listed in table 4.3. Because 
spheres with a identical diameters are used during the dissolution runs, the rate equation can 
be written as (Sangwall, 1987): 
^ = fcioHCl]", (4.16) 
at 
Here Jfe is a proportionality constant, η the order of the reaction and aHCl the HCl activity. 
The dissolution forms of single crystalline BGO spheres 53 
[HC1| 
mol/kg 
0.15 ± 0.01 
0.60 ± 0.02 
1.19 ± 0.03 
2.33 ± 0.06 
3.43 ± 0.07 
4.49 ± 0.04 
5.51 ± 0.02 
6.50 ± 0.09 
7.46 ± 0.09 
QHCI 
mol/kg 
0.12 ± 0.01 
0.46 ± 0.02 
1.00 ± 0.03 
2.55 ± 0.06 
5.12 ± 0.10 
9.17 ± 0.08 
15.3 ± 0.06 
24.3 ± 0.34 
37.1 ± 0.45 
-fi(ate) 
Ю
- 9
 m/s 
1.43 ± 0.05 
6.96 ± 0.17 
16.77 ± 0.04 
43.9 ± 0.3 
120 ± 1 
194 ± 1 
328 ± 3 
689 ± 10 
1185 ± 21 
Table 4.3: Sphere dissolution rates at different HCl concentrations determined on basis of inter­
face kinetics limited dissolution. The activity of HCl is defined as, aHCl = 7mHCl, with mHCl 
the molai HCl concentration in mol/kg solute. The dependence of the activity coefficients at 25 
°C is derived from the data obtained from Robinson and Stokes (1955) and obeys the empirical 
relation 7 = exp (-0.046 - 0.773(m/m
re
/)1/'2 + 0.607(m/m
re/) - 0.042(m/mP e/)3 / 2), with m^/ 
= 1 mol/kg. 
1 1 0 
HCl act iv i ty [ m o l / k g ] 
Figure 4.10: Double logarithmic plot of the dissolution rate against the hydrochloric acid activity, 
the uninterrupted line is a power law fit R = kC, with к = 16.5 ± 0.7 and η = 1.15 ± 0.02 the 
order of the reaction. 
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The activity coefficients 7, published by Robinson and Stokes (1955) are used to calculate 
the activities according to the definition aHCl = 7mHCl, with mHCl the molai concentration 
in mol/kg solution. In figure 4.10 the dissolution rate and the HCl activity are plotted loga­
rithmically. The relationship is linear over the total range of activities with к = 16.5 ± 0.7 and 
η = 1.15 ± 0.02. This indicates that the rate-determining step is almost first order as expected. 
Figures 4.6a and 4.6b reveal the surface morphology of the {111} faces after etching in 
solutions with HCl concentrations of 2.33 and 5.51 mol/kg. At 2.33 mol/kg the {111} surface 
is covered with terraces as expected by the molecular kinetics theory by Lacmann et al. (1974). 
By increasing the HCl concentration the size of terraces becomes smaller until the surfaces of 
the {100} faces are nearly mirror-like. Obviously the surface morphology adapts to the HCl 
activity. 
4.8 Conclusions 
In the present study spheres of crystalline bismuth germanate (Ві^ еО^з) are dissolved in 
aqueous solutions of hydrochloric acid. Varying the HCl concentration provides different disso­
lution forms, which are in good agreement with the theoretical predictions of D-forms according 
to the theory of Lacmann, Franke and Heimann. It was shown that: 
• Ε-forms are {211}, {211} and {220} as determined from hollow semisphere dissolution 
experiments. At low HCl concentration the advance velocities of E-forms V£;(211) = 
VE(2ll) and V£;(220) > 1.15VE(211). The {220} disappears from the Ε-form habit because 
its relative advance velocity is too large. Consequently the Ε-form model {211} = {5ΪΪ} 
is used. At high HCl concentration VE(211) =
 Е
( 2 П ) < VE(220) and the Ε-form model 
{211} = {2ІІ} > {220} is used. 
• The theoretical D-form predicted from the Ε-form model {211} = {2ΪΪ} are {100} and 
{111} = { Ш } ; the D-form deduced from the Ε-form model {211} = {211} > {220} 
comprises {100}, {111} = {III}, {hhl} = {hhT} and {ЛАЮ}. 
• The experimental D-form at low HCl concentration is {100} and {111} without {ПІ}. At 
high HCl concentration the experimental D-form consists of {100}, {111}, {hll} and {hkO} 
without { ΪΠ} and {hhT}. In general the agreement between theoretical and experimental 
D-forms are good except for some polarity effects. It is not possible to attribute the 
polarity of the D-form to a difference in dissolution velocity of non-equivalent faces. 
• Under well mixed conditions sphere dissolution is controlled by interface kinetics. Without 
forced convection dissolution becomes limited by volume mass-transport, as deduced from 
the precipitation of reactions products. 
• By measuring the dissolution rate as a function of the HCl concentration it is found hat 
the dissolution kinetics follows first order reaction kinetics in HCl activity. It is suggested 
that the rate determining step is the uni-molecular attack of a reactive (НзО+) species at 
the crystal surface. In essence this is a second order reaction, which becomes semi first 
order because the amount of BGO is kept constant. 
• At low HCl concentration the surface of the sphere is rough because it is covered with 
Ε-form terraces. However, by increasing the HCl concentration the surface appears to be 
smoother. A size reduction of the Ε-form terraces is responsible for this smoothing effect. 
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Chapter 5 
Identification of gaseous oxygen and 
nitrogen in bubble inclusions in 
BGO crystals by means of Raman 
spectroscopy 
R.C. de Boer, P.H.M. van Loosdrecht and H.L.M. Meekes 
Abstract 
Bubble inclusions in BGO crystals have been studied by means of Raman spectroscopy. Since the 
crystals were grown under ambient atmospheric conditions we focused our attention to oxygen 
and nitrogen. Both species are diatomic homonuclear molecules which are vibrationally and 
rotationally Raman active. Concerning the vibrational part of O2 and N2 Raman spectrum no 
evidence was found for the presence of both gases. However, in the spectrum below the lowest 64 
cm - 1 energy mode of BGO three faint peaks were found which show the characteristic features 
of the rotational spectra of O2 and N2. It was found that the composition of the inclusion 
atmosphere was enriched by oxygen compared to the composition of the air. 
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5.1 Introduction 
Bismuth germanium oxide crystals Bi^GeO^a (abbreviated to BGO) is an interesting scintilla-
tor and electro-optical material. Single crystals are grown from the melt or from hydrothermal 
solution. In crystals grown from the melt often vast amounts of bubble inclusions are found 
(Horowitz and Kramer, 1986). Bubble inclusions are three-dimensional defects which are com-
mon in oxide single crystals (Cockayne, 1977). 
The inclusions are formed by nucleation of gaseous impurities dissolved in the melt. 
Favourable conditions for bubble nucleation are a gas supersaturated melt and a restricted 
solubility of the gaseous impurities in the solid phase compared to the melt. This means that 
the segregation coefficient kseg = Csa¡id/(^meU 4Z. 1 and that the actual gas concentration in the 
melt Cmttt exceeds the the saturation concentration Csat. A high gas concentration near the 
solidification front is usually the result of diffusion limited mass transport in combination with 
a high growth rate. The possible sources of dissolved gas are the dissolution of the ambient 
atmosphere, the presence of gaseous impurities in the starting chemicals or the dissociation of 
the starting chemicals into gaseous products. 
Especially dissociation of the starting chemicals is understood as an important source for 
bubble inclusions in oxide crystals (Brandie et al., 1972, Bagdasarov and Arzumanyan, 1988 or 
Uda and Tiller, 1991). The decomposition of ВІ2О3 in the absence of sufficient dissolved O2 
is a possibility for the presence of bubble inclusions in BGO crystals (Chaubal and Nagamori, 
1982, Beck and Kemmler, 1987). In order to identify the source of gaseous impurities and to 
understand the chemistry, eventually involved, it is necessary to analyze the composition of 
bubble inclusions qualitatively as well as quantitatively. 
The chemical analysis of the inclusions comprising gaseous and liquid constituents 
is commonly applied in Geo-chemistry and paleo-climatology (van der Kerkhof and Olsen, 1990). 
There are destructive and non-destructive methods of analysis. In the destructive type a crys­
talline sample is crushed in order to open the inclusions. The contents of several inclusions is 
analyzed by means of mass-spectroscopy or gas-chromatography. Due to the ability to accumu­
late sufficient material a quantitative analysis can be carried out, which provides the average 
inclusion composition. The non-destructive methods are microthermometry (specially employed 
in geo-chemistry) and optical spectrometry. The spectroscopic techniques require that the crys­
talline host does not absorb or modify the radiation absorbed or emitted by the chemical species 
in the inclusions. Raman spectrometry fulfills this requirement since it allows for the use of 
wavelengths which are not absorbed by the host material. For inclusion analyses a Laser Raman 
Microprobe (LRM) apparatus can be used. This is actually a Raman spectrometer coupled to 
a reflection microscope. With this technique it is possible to study solitary inclusions. A major 
limitation is that the quantum efficiency for the Raman process is very low. Therefore the LRM 
spectrometer should be a highly sophisticated apparatus with low detection limits. 
In the case of BGO we are interested in oxygen and other atmospherical gases like nitrogen. 
Up till now it was not possible to identify the composition of bubble inclusions with mass-
spectroscopy (Schotanus, 1991). Since O2 and N2 are homonuclear molecules they are vibrational 
and rotational Raman active. The Raman active modes of BGO show no overlap with the 
vibration frequencies of O2 and N2. Below the lowest 64 c m - 1 Raman active lattice mode of 
BGO there is no overlap with the pure rotational frequencies of O2 and N2. This opens the 
opportunity to study O2 and N2 inside the inclusions occurring in BGO crystals. 
identification of oxygen and nitrogen in gas bubble inclusions 61 
5.2 Experimental 
The samples examined by Raman spectroscopy are cut from BGO crystals grown from the melt 
by means of the Czochralski method. During the growth process the melt and crystal axe in 
direct contact with the ambient atmosphere, so that the atmospheric gases Ог, № and CO2 are 
able to dissolve in the melt. Sample slices are taken from the parts of the crystal volume with a 
high bubble number density (200 — 300cm - 3). The highest bubble densities are usually found in 
inclusion striations which are caused by growth rate fluctuations (Smet et al., 1989). The slices 
are subsequently polished on both sides before examination. 
First, a microscopical inspection is carried out in order to characterize the optical trans­
parency, the shape and the size of the inclusions. For the Raman measurement we looked 
for optically transparent, spherical inclusions in the order of 20 m in diameter. Second, a 
slice containing inclusions which satisfy the above requirements is mounted to the microscope 
stage attached to the Raman spectrometer. The LRM analysis is performed with a DILOR 
XY spectrometer comprising an Ar+ laser source (λ = 514.5 nm), a microscope and a triple 
monochromator in combination with a linear 1024 diode array detector. After selection of suit­
able intact inclusions just below the slice surface (depth < 100 m) the microscope is switched 
to the Raman-mode. A probe beam (power < 50 mW at Τ = 295 К) is focused inside the 
inclusion and the Stokes Raman spectrum is recorded in 178 subsequent accumulations each 
lasting 10 s integration time. After collection of sufficient data to identify gaseous constituents, 
the data acquisition is terminated. Then, the microscope mode is installed and the sample slice 
is translated to a crystal volume free from bubble inclusions, to be sure that the sensing volume 
contains no gaseous species. Then a reference spectrum is recorded from this part of the crystal 
volume under the same conditions as described above. Subsequently the spectra are verified 
for the presence of vibrational and rotational lines of O2 and N2. Since only the matter in the 
sensing volume contributes to the measured signal, no special precautions need not be taken in 
order to avoid contamination by 0 2 and N2 present in the atmosphere. 
5.3 Results 
The Raman spectra are checked for the presence of Raman active molecular vibrations of O2 
(1/ = 1580 c m - 1 ) and N2 {i> = 2331 c m - 1 ) and rotations of 0 2 {B = 1.446 c m - 1 ) and N2 
{v = 1.9987 c m - 1 ) . BGO has no Raman active modes in the spectral regions of interest. 
Concerning the characteristic molecular vibrations no evidence is found for the presence of 
O2 and N2. A representative Raman spectrum (unpolarized) of BGO is shown in figure 5.1. The 
spectral window for rotational transitions is marked by the dashed frame in the low energy part 
of the spectrum between the Rayleigh peak at 0 c m - 1 and the lowest energy active Raman mode 
of BGO 64 c m - 1 (Couzi et al., 1976). An enlarged view of this spectral window is shown in 
figure 5.2, representing the spectrum of the inclusion constituents (A), a reference spectrum of 
pure BGO (B) and the spectrum of air (C). The three spectra are shifted in vertical position to 
avoid overlap. The difference in scattering cross-section between the inclusion constituents and 
the BGO host as revealed by figure 5.1 is mainly caused by a large difference in mass density, 
because the Raman scattering intensity is proportional to the number of particles in the sensing 
volume. However, one should not neglect the differences in intrinsic quantum efficiency although 
they are not known. 
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Figure 5.1: Unpolarized Raman spectrum of single-crystalline Bi^GeO^s at Г = 300K. The 
spectrum is recorded using 514.5 nm excitation with a laser power of 100 mW. The dashed frame 
contains the spectrum of the inclusion contents. 
Stokes shift (cm ) 
Figure 5.2: Detailed Raman spectrum in the range between 40 c m - 1 and 60 c m - 1 : (A) the 
spectrum of the inclusion contents, (B) the background spectrum of B i ^ G e O ^ and (C) the 
reference air spectrum. The peaks at 43.9 c m - 1 and 51 c m - 1 belong to N2 and the peak at 48.9 
c m
- 1
 belongs to O2. The A and В spectra are vertically shifted with respect to the С spectrum 
to avoid overlap. 
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5.4 Discussion 
The inclusion spectrum (A) reveals three distinct peaks at 43.9 c m - 1 , 48.9 c m - 1 and 51.8 
cm
- 1
, which are superimposed on the left flank of the 64 c m - 1 BGO peak. These peaks can 
be interpreted as pure rotational transitions of 14NT2 and 1 6Ог· Rotational Raman scattering 
obeys the selection rule Δ J = ±2. The Stokes line with Raman frequency ν corresponds to the 
transition for the initial rotation level Jo to the final rotation level Jo + 2: 
ν = i/o - 2Я(2 J 0 + 3), (5.1) 
where ΙΌ represents the Rayleigh frequency and В the rotational constant, all in c m - 1 . The 
distance between two successive spectral lines, with the initial levels Jo and Jo + 1, is equal to 
AB. The rotational constant of U N2 is 1.989 c m - 1 and the peaks at 43.9 c m - 1 and 51.8 c m - 1 
correspond to the states Jo = 4 and Jo = 5 respectively. The intensity difference between the 
Jo = 4 peak and the Jo = 5 peak is due to the nuclear spin and according to Weber (1979) the 
intensity of an even rotation lines are twice as strong as the intensity of an odd rotation lines. 
The rotational constant of 1 6Ог equals 1.438 c m - 1 and only odd numbered rotational levels are 
allowed (ref). Then a simple calculation using eq. (1) predicts one rotation line at 48.9 c m - 1 
for Jo = 7 in spectral range between 40 c m - 1 and 55 c m - 1 . 
The lack of vibration lines of these species is not in conflict with the presence of rotation 
lines, since pure rotation transitions usually have a larger scattering cross-section than vibration-
rotation transitions (Weber, 1979). The limited part of the Raman spectrum (40 - 64 c m - 1 ) 
implies that the bubble inclusions comprise at least gaseous oxygen and nitrogen. The fact that 
other gaseous substances are not identified does not exclude there presence. The presence of 
nitrogen proves that dissolution of gases from the ambient atmosphere into the melt took place. 
An important differences between the inclusion spectrum (A) and the air reference spectrum 
(C) is that the intensity ratio /(θ2)/Ι(Ν2) in the inclusion spectrum is larger than the intensity 
ratio in the air spectrum. Since the intensity is a measure for the concentration, it indicates 
that the fraction O2 in the inclusion gas is larger than the fraction O2 in the air. The fact that 
the gas composition inside the inclusion is enriched with O2 can indicate a difference between 
the segregation of O2 and N2 or it indicates melt decomposition. However, we are not able to 
verify which effect is relevant in the present experiment. 
5.5 Conclusion 
By means of LRM, oxygen and nitrogen are identified as gaseous constituents in bubble inclusions 
occurring in BGO crystals. This sophisticated technique opens the possibility to conduct non­
destructive experiments concerning the role of chemistry in bubble inclusion formation in BGO 
and other oxide crystals. The presence of nitrogen proves that dissolution of gases from the 
ambient atmosphere is a relevant source for the bubble formation. The fraction O2 in the 
inclusion gas is larger than the fraction O2 in air. This oxygen enrichment is possibly caused 
by segregation or by melt decomposition. However, we were not able to find out, whether melt 
decomposition is responsible for the presence of oxygen in the bubble inclusions. 
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Chapter 6 
Gas bubble encapsulation in 
Bismuth Germanate crystals: an 
ex-situ characterization 
R.C. de Boer 
Abstract 
Bubble inclusions were characterized ex situ in BGO crystals grown from the melt using trans-
mission microscopy. It is found that, the distribution of bubble sizes is log-normal, that the 
average bubble size decreases with increasing growth rate, that bubbles become larger during 
the course of crystallization and that the shape of a bubble size distribution is independent of 
the method of growth. Using a simple encapsulation model we estimated the encapsulation time 
at 30-440 s and the background concentration of impurities to be 17-68 /ig/1. 
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6.1 Introduction 
In the field of nuclear radiation detection, single crystalline Bi4(Ge04)3 (BGO) has become an 
established scintillator materials for more than one decade. Compared to the classical scintillator 
material thallium doped sodium iodite (Nal-Tl), the advantages of BGO are its high stopping 
power and its a non-hygroscopic behaviour. Unfortunately the scintillation conversion efficiency 
of BGO is less than 8% of that of Nal (Takagi et al., 1981). Serious problems occur during 
the production of large BGO crystals, deteriorating the conversion efficiency. These problems 
are: (г) colouration due to point defects or impurities, reducing the optical transmission due 
to absorption (Smet and van Enckevort, 1988) and (гг) voids or inclusions, lowering the optical 
transmission due to light scattering (Takagi et al., 1981). By removing the impurities Cr, Mn,Fe 
and Pb from the starting chemicals (Zhu et al., 1988) and taking care of the melt stoichiometry 
colouration can be reduced to an acceptable minimum. 
By characterizing voids and inclusions Horowitz and Kramer (1986) found that inclusions in 
BGO comprise поп-stoichiometric BGO phases, liquid and gas. The majority of inclusions are 
gas bubble inclusions which we will bubble inclusion from now on. The origin of bubble inclusions 
in BGO may have two causes. First, dissolution of gases from the atmosphere (Wilcox and Kuo, 
1973) and second decomposition of melt constituents, which is often the case for oxides (Brandie 
et al., 1972). 
Initially, the bubbles are formed by homogeneous nucleation in the melt or heterogeneous 
nucleation which occurs either at the crystal/melt interface or at the surfaces of foreign solid 
particles which are suspended in the melt. The bubbles which are formed in the melt might 
become captured when they get sufficiently close to the advancing solidification front. After a 
bubble is captured the solid phase will start to encapsulate the bubble. The capture probability 
depends on the interaction forces between the bubble and crystal, the thermal properties of 
the system, the composition of the melt and the surface structure of the crystal/melt interface 
(Chernov and Temkin, 1976 and Pötschke and Rogge, 1989). 
In contrast to encapsulation of "stationary" non-growing particles, bubbles continue to grow 
during the encapsulation process. This indicates that the description of bubble inclusion for-
mation is not yet completed by answering the question whether a bubble is captured or not, 
because the bubble inclusion shape is determined during the encapsulation process. The pro-
cess of bubble encapsulation has gained some attention in the past decade. One of the first 
experiments concerning bubble encapsulation was carried out by Dzyuba (1981), who studied 
m situ bubble encapsulation in salol, saturated with air. Dzyuba found that the diameter of 
a cylindrical bubble inclusion was proportional to the square root diameter of the bubble ini-
tially captured by the solidification front. Furthermore, Dzyuba derived an expression, which 
shows that the cylinder diameter is proportional to the square root of the bubble diameter and 
inversely proportional to the solidification rate. 
Later on Borodenko et al. (1986) characterized cylindrical bubbles ex sttti in leucosapphire 
crystals grown by directional solidification at high temperature. They found the cylinder diam-
eter to vary proportionally to the inverse solidification rate. It was shown that this behaviour 
could explain quantitatively by Dzyuba's expression, independent of the bubble shape. 
In an m situ study carried out by Lipp et al. (1987), concerning the behaviour of dissolved 
gas (O2 and CO2) during freezing of ice, the reciprocal dependence between the maximum 
cross-section radius and the solidification rate was found again. They explained this result as 
follows: the higher the crystal/melt interface velocity the less time is available for expansion 
after nucleation, i.e., until the bubbles are completely encapsulated. It seems that in general 
the bubble size decreases with increasing solidification rate, independent of bubble shape or the 
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growth method. 
The present study is meant to improve our knowledge on the mechanism of bubble inclusion 
formation in BGO by means of an ex situ characterization. The following subjects are treated: 
1. The shape of the Bubble Inclusion Size Distribution (BISD) and the underlying mechanism 
leading to the variation in the size of bubble inclusions. 
2. The relation between the average bubble inclusion size and the solidification rate, by 
comparing samples taken from Bridgman crystals grown at different solidification rates. 
3. The evolution of the BISD during the course of crystallization, by comparing samples 
taken from initial and final parts of Bridgman grown crystals. 
4. The influence of the crystal growth method on the BISD, by comparing crystals grown by 
the Bridgman and the Czochralski method. 
6.2 Experimental 
6.2.1 Crystal growth and specimen preparation 
Most BGO crystals used in this study were produced in our laboratory. The crystals, with 
dimensions up to 25 χ 3 ж 3cm3 were produced by the vertical Bridgman technique. BGO crystals 
were grown by translating a platinum crucible filled with molten BGO at a rate of 0.5-2 mm/h 
through a temperature gradient of 2-20 °C/cm. To determine the BISD in a crystal, several 
slices were cut from the BGO boule normal to the growth direction and polished subsequently. 
From each crystal two representative slices were prepared, to get an idea of the initial stage and 
of the final stage of the solidification process. 
In addition, BGO crystals produced by the Czochralski technique were examined. These 
crystals were grown, using a diameter controlled Czochralski apparatus, with the melt in direct 
contact with the ambient atmosphere. The crystals were pulled from the melt with a rate of 
2 mm/h and a rotation rate of 32 rpm. After the growth was terminated the crystals were 
annealed for several hours at a temperature of 1000 °C. Subsequently, the crystals were slowly 
cooled down to room temperature. As starting material a mixture of high purity chemicals was 
used. Furthermore, to prevent high contamination level in the residual melt due to impurity 
segregation, only 30% of the melt volume was used. 
6.2.2 Determination of the Bubble Inclusion Size Distribution 
A BISD is determined by measuring the diameters of a large number of bubble inclusions inside 
a specimen slice. A Nikon Microphot-FX transmission microscope is used in combination with 
a 10 χ objective lens having a numerical aperture of 0.25. The microscope was connected to 
a video-monitor, in order to measure bubble diameters from the monitor screen. The lateral 
resolution is approximately 1 /im under optimal conditions (using A/2NA with λ = 500 nm). In 
this way it was possible to determine bubble sizes down to 1 μπι with an accuracy of 0.5 μπι. 
6.3 Results 
BGO crystals were grown under various conditions, like different growth rate, temperature 
gradients, crucible shapes and 6izes, furnace construction and quality of the starting chemicals. 
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To study the BISD in relation to the solidification rate, only samples grown under the same 
conditions, except for the solidification rate were selected. 
In figure 6.1 a typical example of a specimen slice cut from the initial part of a crystal 
grown by the Bridgman technique is shown. In this picture the bubble inclusions are inhomoge-
Figure 6.1: The spatial distribution of gas bubble inclusions in a Bridgman grown BGO crystal 
viewed end-on and imagined by UV absorption topography: a slice cut from the central part of 
the crystal parallel to the (2ÏI) face, the inclusions are localized in the sector boundaries. 
neously distributed over the crystal cross-section. They are confined to relatively narrow trails, 
which correspond to sector boundaries between growth sectors (Smet and van Enckevort, 1988). 
Figure 6.2 shows the spatial bubble distribution in a slice cut from a Czochralski grown crystal. 
The bubbles are more or less uniformly distributed over the cross-section except for a bubble 
free area, corresponding to a growth sectors (Horowitz and Kramer, 1986). 
In this study three different bubble inclusion morphologies are observed, spherical bubble 
inclusions (type I), oval or ellipsoidal bubble inclusions (type II) and tube like bubble inclusions 
(type III). Both non-spherical shapes are characterized by the effective diameter deff, which 
corresponds to a spherical bubble inclusion with the same volume. The effective diameter of a 
type II bubble inclusion is determined by the length of the major axis d\ and the length of the 
minor axes d^ respectively, using: 
£„=d14 (6.1) 
The shape of a tube like bubble inclusion (type III) is approximated by a cylinder with spherical 
end-caps, which have a diameter equivalent to the diameter of the cylinder. Then the effective 
diameter is determined by the total length I and the cylinder diameter dc using: 
d3eff = 3/2(/ - dc)d2c + 4 (6.2) 
Both the spherical and the oval type are found in all samples studied. The number of 
cylindrical bubble inclusions is usually a small fraction of the total amount of bubble inclusions 
present in a sample. The fraction is negligible at a solidification rate of 2 mm/h and increases 
to about 10% at a solidification rate of 0.5 mm/h. 
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Figure 6.2: The spatial distribution of gas bubble inclusion in a Czochralski grown BGO crystal 
viewed end-on and imaged by UV absorption topography. The slice is cut from the central part 
of the crystal parallel to the (211) face. The cross-section contains everywhere bubble inclusions 
except at the {211} and {211} growth sectors. 
The bubble inclusions vary in size from 2 μπι up to 200 μπι, which is a variation over 
two orders of magnitude. In order to classify particle sizes, which vary over several orders of 
magnitude a size distribution with logarithmic size classes is frequently used (Friedlander, 1977). 
In this study a total size range from 1 to 657 μπι, subdivided into 16 classes is used. The width 
of a class increases by a factor of 1.5 compared to the width of the preceding class or the class 
width, log 1.5 ss 0.176 on a logarithmic scale. Figure 6.3 is a typical example of a BISD. This 
figure shows the distribution of bubble inclusion sizes found in a crystal, which is grown at a rate 
of 0.5 mm/h. The BISD is a nicely bell-shaped distribution, or to be more specific the BISD 
is a log-normal distribution. A log-normal distribution behaves like a normal distribution on a 
logarithmic scale, but it is asymmetric on a linear scale, with a right-hand tail. The log-normal 
distribution obeys the expression: t  
d\ogD-
AeXP\ 2{ loga, ) ƒ· (6.3) 
with dN(D) the number of particles with diameter between logD and logD 4- dlog A A the 
amplitude, Dg the geometric mean and σ9 the geometric standard deviation. The geometric 
mean, the geometric standard deviation and the amplitude are calculated using: 
logD9 = - i - 5 > g A , (6.4) 
and 
log (σ9)2 = — - £ log (A/A,) 2 , (6.5) 
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Figure 6.3: Typical example of a BISD obtained in a Bridgman grown crystal at a rate of 
0.5 mm/h. The number of bubble inclusions (per class) is plotted versus the logarithm of the 
bubble diameter. The solid line represents the fit based on the geometric mean Dg, the geometric 
standard deviation <rs and the peak height A. 
with Ntot the total number of measured bubbles, D¡ the size of an arbitrary bubble, Δ |
β 9 the 
logarithmic class width and Ntot&iog '
s
 the area below the BISD histogram. 
The solid line in figure 6.3 represents the fit of equation 6.3 to the experimental data points, 
based on the geometric mean, the geometric standard deviation and the amplitude as calculated 
from the equations 6.4, 6.5 and 6.6. The relevant experimental details and the statistical 
parameters are all listed in Table 6.1. 
In this study five BGO crystals grown by the Bridgman method and two crystals grown by 
the Czochralski method are characterized. The Bridgman crystals are encoded BrI-BrV and 
the Czochralski crystals are encoded Czl and CzII. The subscript s refers to seed side and t to 
the top side, which is the position where the particular slice is cut from the crystal in vertical 
Bridgman growth. During the course of crystallization impurities will accumulate or deplete in 
the melt due to impurity segregation (Hurle, 1973). In crystals grown by the Bridgman method 
impurity transport is diffusion limited (Smet and van Enckevort, 1988). This means that the 
impurity concentration is almost constant over the entire crystal volume except for the initially 
grown part (ƒ, < 5%) and the final grown part (ƒ, > 90%) {f
s
 is the solidified fraction). To 
avoid size variation caused by the impurity accumulation only the t slices (ƒ, ss 70%) are used 
to study the growth rate dependence of the BISD. 
From crystal Brìi and Brill each two slices are analyzed to get an impression about the effect 
of impurity segregation during the solidification process. The relevant statistical parameters are 
listed in Table 6.1 too. 
Although the Bridgman and Czochralski methods are both melt growth methods they differ 
considerable in the crucible/melt/crystal arrangement. In the Bridgman method the crucible is 
filled with melt which is solidified by lowering the crucible trough a thermal gradient. Inside the 
crucible the melt floats on top of the crystal. The fluid convection inside the crucible is driven 
by thermal convection. In the Czochralski method the crucible is only filled with melt. During 
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BISD-id 
Brit 
Brlls 
Brilt 
Brills 
BrIIIt 
BrIVt 
BrVt 
Czl 
CzII 
solidified 
fraction 
% 
75 
10 
75 
10 
75 
65 
70 
30 
85 
growth 
rate 
mm/h 
0.50 
0.70 
0.70 
1.00 
1.00 
1.20 
2.00 
2.00 
2.00 
logo, 
1.815 
1.381 
1.674 
1.334 
1.547 
1.468 
1.273 
1.264 
1.209 
D, 
μιη 
65.4 
24.1 
47.2 
21.6 
35.3 
29.4 
18.8 
18.4 
16.2 
logCTj 
0.21 
0.29 
0.25 
0.22 
0.29 
0.24 
0.35 
0.28 
0.22 
A 
38.1 
23.6 
25.7 
39.1 
17.8 
40.0 
33.6 
44.7 
43.7 
Table 6.1: Experimental details and statistical parameters of the bubble inclusion size distribu­
tions in BGO crystals. 
solidification the crystal is slowly pulled from the melt. This means that the crystal "floats" 
on top of the melt surface. The melt is mixed by forced convection, since the crystal rotates 
during the pulling process. The differences in the vertical crystal/melt arrangement and the 
fluid convection may have some influence on the BISD. To look for any differences, the slices 
cut from Czochralski grown crystals are compared to slices cut from Bridgman grown crystals. 
The results are listed in table 6.1. 
6.4 Discussion 
6.4.1 The bubble size distribution 
The BISD's determined in this study are proposed to be log-normal distributions. The reason 
for this is that the log-normal distribution describes all typical features of the BISD, like a non­
symmetrical shape due to tailing at the large sizes side. To check the validity of this assumption 
a Kolmogorov-Smirnov goodness of fit test is applied (Lindgren and McElrath, 1959). The 
Kolmogorov-Smirnov test showed that all BISD's satisfied the proposed log-normal distribution 
up to 95% reliability. This level is sufficient to accept the log-normal distribution as a reliable 
model distribution for the BISD. 
The log-normal distribution is familiar in aerosol physics (Friedlander, 1977) and colloid 
chemistry (Hunter, 1987). A reason for the formation of a log-normal particle size distribution 
e.g in aerosols is that small particles grow together by Brownian agglomeration (Friedlander, 
1977). However, little is known why the population of bubble inclusion sizes resembles a log-
normal distribution. Growth by Brownian agglomeration is not effecive, since bubble growth is 
a diffusion limited process (Epstein and Plesset, 1959). The reason why the BISD shows tailing 
at the large sizes side is probably due to the agglomeration of macroscopic bubbles. In the fluid 
phase agglomeration of macroscopic bubbles is negligible since bubbles do not easily join after 
a mutual collision. However, bubbles being encapsulated are restricted to the crystal surface at 
a fixed position. Because theses bubbles continue to grow during encapsulation they are forced 
to join together with neighbouring bubbles when their surfaces start to overlap. This process 
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is not hypothetical, because a substantial amount of bubbles (2% to 10%) joined together in 
cylindrical and globular clusters. Since, theses clusters are mainly classified as large bubble 
inclusions they contribute for a substantial amount to the tailing effect at the larger sizes side 
of the BISD. 
It is possible to understand why the population of encapsulated bubbles displays a minimum 
and a maximum size. The minimum size is determined by the bubble capture process. In general, 
if the advancing solidification front approaches a particle then the particle will be exposed to the 
disjoining force F¿3. The disjoining force F¿; acts between the crystal and the particle and it is a 
combination of interactions, like the van de Waals force Fv¿w and the electric double layer force 
FEi. Due to Fjj the particle is accelerated and pushed forward by the front. This forward motion 
is retarded by the viscous drag Fv, which is the friction force due to the viscosity of the melt. 
When both forces are in equilibrium (Fn = Fi¡) the particle will move ahead of the solidification 
front at a constant distance ζ at a velocity V {V = solidification rate). If the solidification rate is 
so great that Frç > F<¡, then the particle becomes captured. The maximum solidification rate at 
which F77 and F<¡ are just in equilibrium is designated as the critical velocity Ve. In general the 
critical velocity is inversely proportional to the particle radius rp (Pötschke and Rogge, 1989): 
с = Ст?, (6.7) 
with a proportionality constant С depending on several physical parameters of the parti­
cle/melt/crystal system, like the heat conductivities of particle and melt, the segregation coef­
ficients and the diffusion constants of ambient impurities. On the contrary if the crystal/melt 
interface advances at a velocity V it will capture all particles with a diameter larger than D
mm
: 
D
mln = 2CV-\ (6.8) 
In the case of bubbles the following will happen: The bubbles larger than D
m
in are captured 
by the crystal and bubbles smaller than D
mtn are pushed forward, without being caught by the 
interface. However, theses bubbles are in an gas supersaturated environment, due to impurity 
segregation, so they continue to grow. As they grow larger than D
min they become captured as 
well. The smallest bubble inclusions will have diameters somewhat larger than D
mm
 because 
bubble growth continues during the encapsulation process. 
An explanation for the upper and lower size limits is given by Williams et al. (1992) based 
on bubble nucleation kinetics. Suppose that the conditions are favourable for the formation 
of critical bubble nuclei with radius r
e
. Then the nucleation theory predicts that the rate 
of formation of bubbles twice as large as the critical radius is negligible compared to rate of 
formation of critical sized bubbles {J{2r
c
) ·< J{r
c
))- As a matter of fact only bubbles very close 
to т
с
 are formed in a sufficient number. Nevertheless, size variations occur due to variation in 
the dissolved gas concentration and due to variation in the time interval between nucleation and 
bubble capture. These variations are not hypothetical, since the dissolved gas concentration is 
a function of the the position in the melt with respect to the crystal/melt interface (Lipp et al., 
1987). 
6.4.2 The solidification rate dependent B I S D 
In figure 6.4 the experimental geometric mean is plotted as a function of the solidification rate 
together with a theoretical fit. An increase of the solidification rate results in a reduction of 
the average bubble size Dg, as is shown in figure 6.4. This behaviour is expected because 
bubbles continue to grow during the entire encapsulation process. Basically, the faster the 
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Figure 6.4: Growth rate dependent geometric average inclusion sizes obtained in Bridgman 
and Czochralski grown BGO crystals. The square and triangular data points correspond to 
samples taken from Bridgman grown crystals at a solidified fraction of 10% and 75% respectively. 
The crosses are sample taken from Czochralski grown crystals. The solid line represents the 
theoretical fit to }, ss 70% Bridgman samples. 
solidification front advances the faster a bubble becomes completely encapsulated, because less 
time is available for bubble growth. Due to the continued bubble growth the solidification 
rate has to be larger than the bubble growth rate in order to allow for complete encapsulation 
(Geguzin and Dzuba, 1981), otherwise the solidification front can never overtake the bubble. 
In that case tubes instead of bubbles are formed. Since, the bubble growth rate is inversely 
proportional to the bubble radius, its growth rate will finally become small enough to allow for 
a complete encapsulation. To quantify the solidification rate dependency of the average bubble 
inclusion size an expression is derived in appendix A using the bubble growth rate equation after 
Epstein and Plesset (1959) 
Ω3 = ξα αΒ + J{aB)2 - 2aBrepV + (r0 + re p)2V2 V_ 1-Çar, 
ер. 
(6.9) 
In this equation ξ is the shape factor, a is the center of mass (CM) correction factor, ro the 
bubble radius at the moment that the encapsulation process begins, В = D¡RgTCo(l—k)/kMPo 
and т
ер
 = 4aj9/3Po- The shape factor ξ is defined as the ratio between the largest inclusion 
cross-section diameter D and the inclusion length Ι (ξ = D/l). The CM correction factor α varies 
within, 1 < a < 2 . The lower limit, a = 1 indicates no CM movement at all, while the upper 
limit a = 2 indicates free CM movement. The constants in the expressions for r
e p and В are: 
Di the diffusion constant of gaseous molecules dissolved in the melt, Ω the molecular volume 
of gas molecules, CQ the concentration of dissolved gas remote from the crystal/melt interface, 
к the segregation coefficient, σι, the melt/gas surface free energy, Po the external pressure, Rg 
the gas constant and Τ the absolute temperature. 
Equation 6.9 contains five unknown parameters divided in a set of three fit parameters 
B, r
e p and ro and a set of correction factors ξ and a. The shape factor ξ is experimentally 
measurable by means of an ex situ bubble shape analysis, but it is not possible to determine a 
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[a?B 
, μπτ/β 
. 4.16 ± 0.06 
ι 
aro 
/mi 
7.4 ± 1.0 
ar
ep 
μτη 
0.0 
regr. coeff. 
0.9998 
Table 6.2: The fitting parameters determined from the average bubble inclusion sizes, using the 
experimentally determined shape factor ξ = 1.08 ± 0.16. 
experimentally. In order to estimate r
ep, ro and В it is handy to use the alternative fitparameter 
set aro, ar
ep and а
2
 В and to determine the limiting values associated to a = 1 and α = 2. To 
fit the solidification rate dependent bubble size equation the experimentally determined shape 
factor ξ = 1.08 ± 0.16 is used. The shape factor was determined from the geometry of bubbles 
in a slice cut parallel to the growth direction. The results of the analysis are summarized in 
Table 6.2. 
If oxygen is the only dissolved gaseous species then it is possible to estimate CQ from it B. 
In the case of oxygen D¡ ss 1.6 χ Ю - 1 0 m2/s (Takagi and Pukazawa, 1981) and M ss 3.2 χ Ю - 2 
kg/mol. Furthermore Τ = 1320 К, Р0 = 10
s
 N/m2 and В = 4 χ Ι Ο - 1 2 m2/s for a = 1 and 
В = 1 χ I O - 1 2 m2/s for a = 2. Then assume A; = 10 - 2 and the oxygen concentration, Co, varies 
between 17 /ig/1 (a = 2) and 68 pg/1 (a = 1). Compared to the results of Lipp et al. (1987), 
who estimated the oxygen concentration, Co,in water at 14.7 mg/1, oxygen is two to three orders 
of magnitude less soluble in the BGO melt than it is in freezing water. 
The initial radius ro varies between 3.7 μπι for a = 2 and 7.4 μπι for a = 1. The radius ro 
can be regarded as a rough estimate for Dm¡„, since a bubble with a diameter larger than 2ro 
becomes encapsulated. 
The radius rep is practically zero, which either indicates a very small surface free-energy σ/9 
or heterogeneous bubble nucleation. The free-energy of formation AFC of a critical nucleus for 
heterogeneous nucleation is much smaller than it is for homogeneous nucleation (Cole, 1974). 
The fact that the bubble inclusions are found in the growth sector boundaries indicates that 
heterogeneous nucleation is the most likely explanation. For instance, at a boundary between 
two neighbouring facets the crystal/melt surface is rough and heterogeneous nucleation is more 
likely to occur on a rough surface than on a smooth surface (De Gennes, 1985). 
Since, equation 6.9 gives an explicit relation between bubble inclusion diameter and the 
growth rate it is possible to calculate the encapsulation time t+ according to t+ = D(V)/V. 
For example, at a growth rate of 0.5 mm/h the encapsulation process takes up to 440 s and the 
encapsulation time reduces to 32 s when the growth rate is increased to 2.0 mm/h. 
In figure 6.5 the loga
s
 is plotted as a function of Dg. The plot reveals a small decrease of 
log ag as function of Dg or in other words log ag increases as function of the solidification rate 
V. 
Bubble growth and agglomeration are the mechanisms that can possibly change logff
s
. First: 
the growth rate of bubbles is inversely proportional to there radius (see e.g. equation A.l). If 
one decreases V then the encapsulation time, t+, will get larger and there is more time available 
for bubble growth. Consequently Dg will become larger. However, log<7j will decreases because 
the smaller bubbles grow faster than the larger ones or in other words the left side of the BISD 
shifts faster to the right than the right side of the BISD. Second: bubbles with different size 
can agglomerate and form bubbles which are larger than expected from bubble growth kinetics. 
The possibility that bubbles join (grow together) increases when the encapsulation time t+ gets 
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Figure 6.5: The logarithm of the geometric standard deviation logCT9 as a function of the geo­
metric average bubble size Dg. 
longer. The agglomeration of bubbles causes log σ3 to decrease less than expected from bubble 
growth kinetics. 
Since, bubble growth and agglomeration occur simultaneously it is too difficult to predict the 
net effect. The small decrease of logff9 as shown in figure 6.5 suggests that bubble agglomeration 
is effective too. 
6.4.3 The evolution of the BISD during the course of solidification 
The evolution of the BISD was studied in two crystals grown at a rate of 0.70 mm/h and 1.00 
mm/h respectively. Both crystals show an increase in the geometric mean, Dg, at a larger 
fraction of solidified material (ƒ,), as can be seen in figure 6.6. The variations in geometric 
standard deviation σ9 and bubble density are random. The increase of Dg is probably caused 
by an accumulation of impurities in the bulk of the melt during the course of solidification, 
although the accumulation effects is not as strong as might be expected from pure segregation 
(Lipp et al., 1987). This is due to the fact that bubbles act as sinks for gaseous impurities, 
consuming some of the excess dissolved gas present in the melt. 
6.4.4 The BISD in Czochralski grown crystals 
Czochralski growth conditions differ significantly from the growth conditions applied in Bridg-
man growth. The peak position, the width and possibly the shape of BISD's are determined by 
the growth conditions. For instance heat and mass transport are mainly governed by diffusion 
in Bridgman crystal growth (Smet and van Enckevort, 1988) while heat and mass transport 
are governed by forced convection, driven by crystal rotation in Czochralski growth (Brown, 
1988). Due to the differences in the mass transport properties a different impurity concentra­
tion profile can occur, which can eventually alter the bubble growth rate. The hydrodynamic 
properties of the growth system and bubbles are important as well. In a crucible applied in 
Bridgman growth the melt is on top of the crystal and the buoyancy force pulls the bubbles 
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Figure 6.6: BISD of bubble inclusions in a Bridgman grown crystal at a rate of 0.7 mm/h: (a) 
the BISD at a solidified fraction of 10% and (b) the BISD at a solidified fraction of 75%. 
away from the interface, in other words it acts as a repulsive force (Azouni and Kalita, 1988). In 
Czochralski growth, however, the crystal floats on the melt and the buoyancy force pushes the 
bubbles against the interface. In general, this effect is regarded as less important compared to 
the effect of forced convection in the melt (Miyazawa, 1980). The force convection either leads 
to bubble accumulation or depletion at the crystal/melt interface depending on the active mode 
of convection (Miyazawa, 1980). 
An example of a BISD obtained on a Czochralski grown crystal (CzII) is shown in figure 6.7 
and it reveals again the typical log-normal shape. It seems that changed growth conditions have 
no influence on the shape of BISD's. The peak positions of Czl and CzII (Dg « 17μπι) coincide 
almost with the peak position obtained on a Bridgman crystal grown at the same solidification 
rate. Since the Czochralski crystals were grown at the same solidification rate it indicates that 
differences in process conditions are less important with respect to bubble nucleation, growth 
and encapsulation. Until now it was suggested that the dissolved gas responsible for bubble 
formation originate from an external sources, like gas dissolved from the atmosphere or gaseous 
impurities present in the starting chemicals. However, BGO is synthesized from bismuth-oxide 
(Ві20з) and germanium-oxide (GeC^). It was observed in case that the temperature of the 
BGO melt is sufficiently high, decomposition will occur (Smet, 1989). One of the decomposition 
products is probably oxygen (Brandie et al.,1972). It was also found that the decomposition rate 
increases when the BGO melt composition deviates from the exact BGO stoichiometry (Smet, 
1989). If the oxygen concentration is determined by melt decomposition and if the crystals 
are grown from the same starting chemicals then the dimension of bubble inclusions will be 
determined by the solidification rate. 
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Figure 6.7: BISD of bubble inclusions in Czochralski grown at a rate of 2.0 mm/h. 
6.5 Conclusions 
The process of bubble inclusion formation can be subdivided into three stages. In successive 
order: (1) the nucleation of bubbles in a supersaturated melt, followed by (2) the capture of 
bubbles by the advancing solidification front and finally (3) the encapsulation of these bubbles. In 
this study bubble inclusion formation in BGO crystals grown from the melt has been investigated. 
The objectives of this study have been to gain more knowledge on bubble encapsulation by means 
of ex situ characterization. The main conclusions are: 
• The bubble size distribution is found to be log-normal, or the distribution obtained after 
plotting the number of bubbles against the logarithm of the bubble diameter is Gaussian. 
The reason for the log-normal shape is not yet clear, but it is suggested that diffusion 
limited bubble growth and agglomeration are responsible. The lower limit bubble size is 
determined by the critical capturing velocity and the upper limit bubble size is determined 
by nucleation kinetics. 
• A solidification rate increase results in a decrease of the average bubble size. This finding 
confirms earlier in situ work on freezing salol and freezing water as well as ex situ work on 
leucosapphire. 
• Using a simple encapsulation model it is possible to estimate the encapsulation time (440 
s at a growth rate 0.5 mm/h down to 32 s at 2.0 mm/h) and the background concentration 
of dissolved oxygen is estimated to be: CQ = 17-68 μς/Ι. 
• The average bubble size increase proportional to the fraction of crystallized material. This 
effect is attributed to impurity segregation, which increases the background concentration 
in the melt proportional to the fraction of crystallized material. 
• In Czochralski grown crystals the BISD's are log-normal too. So, the application of an 
alternative growth method seems to have no effect on the shape of the BISD. This is 
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not surprising since nucleation, capture and encapsulation occur in the hydrodynamic 
transition zone adjacent to the crystal/melt interface, which is difficult to change using 
convection. 
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Appendix A 
Influence of t h e gas-bubble growth rate on the size of bubble 
inclusions 
The growth of gas bubbles is a diffusion limited process (Epstein and Plesset, 1959 and Dzyuba, 
1981). The growth rate of a spherical bubble is given by Epstein and Plesset (1959): 
dr
 =
 DtRgTjCm - C.
at) 
dt MP0 r + 
folg 
3P0 
- 1 
(A.I) 
with г the bubble radius, D¡ the diffusion coefficient of the gaseous impurity in the liquid, M 
the molecular mass of the gaseous impurity, Rg the gas constant, Τ the absolute temperature, 
Po the external pressure and a\g the surface free-energy of the liquid/gas interface. Cmt is 
the concentration at the crystal/melt interface and C
sat is the equilibrium concentration at the 
bubble surface. C
sa
t is determined by the Gibbs-Thomson effect: 
C,at = Η Po + 
ϊσι9 (A.2) 
with Η the Henry constant. If the atmosphere is in equilibrium with the dissolved gas in the 
melt then C
sat = HPQ, according to Henry's law (Lipp et al., 1987). In the case of diffusion 
limited impurity segregation C
mt = Co/k (k Ξ segregation coefficient) and equation A.l can be 
rewritten as: 
dr 
dt 
D,RgTC0 
" MPo ~ 
l-k 
к 
2σ,9 
Por r + 
folg 
ЗРо 
(А.З) 
In order to obtain an analytical expression for the time dependent bubble radius equation A.3 
needs to be simplified. For instance the smallest bubbles encountered in this study are of the 
order of г = 1 μπι. Suppose that Po = Ю5 N/m2 and aig = 5 · 10
- 2
 J/m 2, then the Gibbs-
Thomson effect requires that 2a¡g/P(¡ = 1 μπι, which is certainly not negligible for the smallest 
bubbles. However, since A: is small, say к < IO - 2 , then (1 — k)/k > 99 and the Gibbs-Thomson 
shift may be neglected in the ( C
m i — Csat) term. Subsequently set В = D¡RgT(l — k)Co/kMPo 
and rep = foig/ЗРо and equation A.3 becomes: 
dr" 
dt* 
В 
r* + TV 
(A.4) 
After integration of the r* dependent part of equation A.4 from ro to r and integration of the 
i* dependent part from 0 to t one obtains: 
r{t) = y/(r0 + Гер)2 + IBt - rep, (A.5) 
with ro the bubble radius a the moment the advancing front starts to encapsulate the bubble. 
During encapsulation the bubble continues to grow because the gas/melt interface is still exposed 
to the supersaturated melt. Growth is terminated at the moment that the bubble is completely 
buried by the solid phase as depicted in figure A.l. Now it is the goal to derive an expression 
which relates the bubble size г to the solidification rate V while taking into account the bubble 
growth rate dr/dt. In order to obtain an analytical expression the following assumptions are 
made: 
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front at t= 
l=Vt, 
Figure A.l: A bubble inclusion at the moment of complete encapsulation. The length of the 
inclusion I is equal to the distance Vt+ traveled by the solidification front. The effective bubble 
diameter corresponds to the largest cross-section diameter. 
1. The crystal grows with a constant linear growth rate dz/dt = V. 
2. The concentration of impurities in the diffusion boundary layer is considered to be constant, 
presupposed that the bubble diameter is much smaller than the thickness of the diffusion 
boundary layer adjacent to the crystal surface, or rV/Di < 1. Suppose D¡ » 10 - 9m2/s, 
V < 10 - 6 m/s and 10 - 5 < г < 10_ 4m, then IO - 2 < rV/D, < 1ГП1. Hence, the decay in 
concentration in a zone of width г is negligible. 
3. At time t = 0, the solidification front contacts the gas-bubble; the position of the solidifi­
cation front г and the bubble diameter D are taken with respect to f = 0. 
4. During the encapsulation process the bubble growth rate is determined by the radius of 
curvature of the bubble/melt interface. 
5. Bubble expansion is terminated at the moment the bubble is completely encapsulated 
by the solidification front. The total encapsulation process uses ( + second time (t+ = 
encapsulation time). 
During t+ the solidification front progresses a distance I, which is equal to the inclusion 
length. 
l = Vt+ = aj{r0+rcp)* + 2Bt+ - rep, (A.6) 
with α the center of mass movement (CM) correction factor. 
This correction factor, a, needs some extra explanation, during the encapsulation process the 
displacement of the bubble apex (A) is regarded as the resultant of the bubble expansion with 
respect to the bubble origin О and the displacement of О relative to the crystal/melt interface 
at to as depicted in figure A.2. Without encapsulation О coincides with the center of mass. But 
О does not coincide with the center of mass during encapsulation, because the displacement of 
О is a function of the gas/liquid curvature radius. This behavior was revealed by time series 
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Figure A.2: Schematic picture of the encapsulation process 
representing the subsequent phases of the bubble encapsulation process (Lipp et al., 1989). To 
treat this problem analytically it is assumed that the linear velocity of O, V0 varies within the 
range; 0 < V0 < dr/dt. If V0 = 0 then О is fixed to its initial position and the apex moves at 
a velocity dr/dt with respect to crystal/melt interface at ίο and α = 1. In the opposite case, 
if V0 = 1 then О coincides with the center of mass and the apex moves at a relative velocity 
2dr/dt with respect to crystal/melt interface at io and α = 2. 
The bubble length I is obtained from equation A.6 after multiplying the solution for t+ by 
V. Because a bubble continues to grow during encapsulation its shape is usually not exactly 
spherical, but oval or in the extreme tube like. To handle this problem the shape factor ξ is 
introduced which is defined as the ratio between the maximum bubble cross-section D diameter 
and the bubble length (Ç = D/l). Finally, the solidification rate dependent bubble size becomes: 
ϋ9 = ξα αΒ + у/{аВ)2 - 2аВгер + (г0 + г е р ) 2 К 2 V" 1 - ξατ·, (А.7) 

Chapter 7 
Bubble formation and capture in 
relation to the interface structure: 
an application to Bismuth 
Germanium crystals 
R.C. de Boer 
Abstract 
During crystallization of BGO from the melt, gas bubbles preferentially incorporate at the 
atomically rough parts of the crystal/melt interface. Bubbles can become incorporated in two 
ways: (1) Bubbles nucleate at the crystal/melt interface and subsequently encapsulation by the 
growing crystal takes place and (2) Bubbles formed in the melt are trapped and subsequently 
encapsulated by the growing crystal. Both ways of bubble inclusion formation in crystals are 
reviewed. 
In case of nucleation at the surface an eventual difference in nucleation rate can exist be-
tween atomically rough and smooth interfaces due to contact angle hysteresis induced by sur-
face roughness. According to the nucleation theory bubble formation is most likely to occur by 
heterogeneous nucleation at the crystal/melt interface or at the interfaces of foreign particles 
suspended in the melt. 
Applying the theory of particle capture it was found that the interaction between crystal and 
gas bubble is attractive when the crystal surface is atomically rough and incompletely wetted 
by the melt. The same analysis carried out for smooth interfaces (F-faces) shows that, although 
the surface is incompletely wetted by the melt, the interaction might become repulsive. 
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7.1 Introduction 
Crystalline Bi^GeO^a (BGO) is as example of a crystal which suffers from bubble inclusions 
when it is grown from the melt. Single crystals of BGO are used in scintillation detectors and 
electro-optical devices. Due to its excellent luminescence and favourable physical properties it 
has become one of the most important scintillator materials in the field of ionizing radiation 
detection. In detector devices large single crystals are required. BGO can be grown from the 
melt as well as by hydrothermal methods. The production of vast amounts of large single crystals 
is only feasible by growth from the melt using the vertical Bridgman and Czochralski techniques. 
The by far most serious problem in the melt growth of BGO crystals is that they tend to 
form large numbers of gas bubble inclusions during growth (Dickinson et al., 1972). The possible 
sources for gas inside bubble inclusions are gaseous impurities (Cockayne, 1977) in the starting 
chemicals, dissolution of gases from the ambient atmosphere (Dzyuba, 1982) and dissociation 
of melt components (Brandie, 1972). Inside the bubble inclusions in BGO gaseous oxygen (O2) 
and nitrogen (N2) were identified by means of Raman spectroscopy. Dissolution of atmospheric 
gases and melt decomposition are supposed to be responsible for the presence of O2 and N2 
(Cockayne, 1977). 
During the study of bubble sizes it was found that bubble inclusions almost only appear in 
crystal volumes that correspond to sector boundaries and roughened interfaces, while growth 
sectors corresponding to facets (F-faces) are free from bubble inclusions (chapter 6 of this the-
sis). The fact that facets show a high resistance against bubble encapsulation has important 
technological implications. In order to produce bubble inclusion free BGO crystals it is required 
that they grow faceted. Bubble inclusions are a frequently encountered problem in crystals 
grown from oxidic materials (Cockayne, 1977, Wilcox and Kuo, 1973). In these cases faceted 
growth might be a reasonable alternative to produce bubble inclusion free crystals. Therefore 
it is necessary to understand why bubbles are less easily captured by smooth F-faces than by 
rough faces. The formation of bubble inclusions is a complex process. The bubbles are formed in 
a melt supersaturated with gas either by homogeneous nucleation or heterogeneous nucleation. 
Then the bubble inclusion formation can occur in two different ways depending on the initial 
location of their formation: 
• The bubbles are formed at the crystal/melt interface by heterogeneous nucleation. A 
bubble sticks to the interface and become encapsulated. The key problems here are: 
Where does nucleation occur at the surface or what is the effect of the surface structure 
on the bubble nucleation? 
• The bubbles are formed in the liquid either by homogeneous nucleation or by heteroge-
neous nucleation at the surface of foreign particles. If a bubble gets in the vicinity of the 
advancing crystallization front it becomes captured and subsequently encapsulated or it 
will be swept ahead of the crystal/melt interface. The key problem here is: At which 
conditions does bubble capture occur and what is the effect of the interface structure on 
the capture probability. 
In this paper both above mentioned subjects, bubble nucleation at the interface and the capture 
of bubbles are theoretically studied and the effects of the crystal/melt interface structure are 
taken into account. 
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7.2 Bubble formation by the nucleation mechanism 
In this section bubble nucleation at the crystal/melt surface or in the melt is studied in relation 
to the structure and the condition of the crystal/melt interface. 
7.2.1 The homogeneous nucleation rate of gas bubbles 
According to classical nucleation theory homogeneous nucleation is considered as the creation 
of gas bubbles in a homogeneous liquid without the interference from foreign nucleation centers, 
which can be the crystal/melt interface, the crucible wall or the surfaces of a foreign particles. 
Following the treatment of Wilcox and Kuo (1973) the homogeneous nucleation rate J of bubbles 
per unit volume and time is given by: 
J = An exp 
AF C £ 
кьТ 1 
(7.1) 
Here ΔίΌ, is the free-energy of formation of a bubble with a critical radius r
c
, A
n
 is a constant, 
fc(, the Boltzmann constant and Τ the absolute temperature. The critical bubble radius is defined 
by the meta-stable equilibrium between volume work and the creation of interface surface area 
(Swanger and Rhines, 1972) and is expressed as: 
2 < T
" (7.2) 
Pg-Pl 
In this expression e¡g is the melt/gas surface tension, P¡ the hydrostatic pressure in the liquid 
and Pg the pressure inside the critical nucleus. The corresponding free-energy of formation of a 
critical nucleus is 
AF
" = 3 ( ^ F (73) 
The constant An is given by Hirth et al. (1970) 
р
я
 I**,, 
А
»=
а
^еі™·
 (7
-
4) 
Here а
с
 is the dimensionless condensation coefficient, no is the concentration of potential nucle­
ation sites which is assumed to be equal to the molecular concentration in the liquid, Ωί is the 
molecular volume in the liquid and m is the molecular mass of gas molecules in the bubble. The 
product a
c
n<}Ui ss 1 according to Swanger and Rhines (1972). 
The dissolved gas in the melt is in chemical equilibrium with the vapour in the bubble, in 
other words the internal pressure Pg is equal to the equilibrium vapour pressure Pv inside the 
bubble. Since, the melt/gas interface inside the bubble is concavely curved with respect to the 
melt the equilibrium vapour pressure will be (Hirth et al, 1970): 
ρ — ρ 
R + 2 ü ! _ ρ
 P i m r
 2g
'»"'i (7·5) 
with P
m
 the equilibrium vapour pressure above a flat liquid interface. 
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Figure 7.1: A gas bubble in equilibrium at a perfectly flat surface, corresponding to partially 
wetting. 
7.2.2 Heterogeneous nucleation 
Considering growth from the melt, nucleation can take place at the crystal/melt and cru­
cible/melt interface and at the surfaces of foreign particles (e.g.: dust particles) unintentionally 
present in the melt. Heterogeneous nucleation can occur on a solid/liquid interface when the 
solid surface is not completely wetted by the liquid. Then the free-energy of formation, AFC, of 
a critical heterogeneous nucleus is reduced with respect to the free-energy of formation, AF
e o
, 
of a critical homogeneous nucleus, which means that AF
m
 is replaced by AFC in equation 7.1. 
The free-energy reduction depends on the surface energies of the three involved interfaces, as 
well as the shape and roughness of the solid surface. 
For growth from the melt one may distinguish four solid surface types, being (1) an atomically 
flat surface, (2) an atomically rough surface, (3) an atomically flat surface with macrosteps and 
(4) an undulated surface caused by morphological instability. 
Heterogeneous nucleation at a perfectly flat surface 
For aperfectly flat surface (e.g. a crystalline face) the spherical cap approximation (see figure 7.1) 
is used and the free-energy of formation is given by: 
16πσ,3„ 
AFC = ¿ A F c = φ-
 l±- (7.6) 
' 3 ( P 9 - P , ) 2 ' 
where φ is the spherical cap correction factor. The geometry of a spherical cap requires that: 
φ = (2 - cos 0
e
)(l + cos 0
e
)2/4- (7.7) 
In this equation
 е
 is the equilibrium contact or wetting angle between the solid/liquid and 
the liquid/gas interface. According to Young (Johnson and Dettre, 1964)
 е
 is determined by 
the surface free-energies of the solid/gas interface a,g, the solid/liquid interface σβι and the 
liquid/gas interface σ/9: 
cos
 е
 = (a
sg - a,¡)/alg. (7.8) 
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Figure 7.2: A bubble on an idealized rough surface. 
There are two limiting cases: If o
sg — as\ = oig then е = 0°, which indicates that the liquid 
completely wets the solid and a spherical gas bubble is formed. In that case φ = 1, AFC = AFco 
and bubble nucleation is unaffected. If a
sg — σ,ι = σ\9 then е = 180° and the liquid does not 
wet the solid surface at all. In that case φ = 0, &FC = 0 and heterogeneous nucleation starts 
when the liquid is slightly supersaturated with dissolved gas. 
Summarizing, the activation barrier for bubble nucleation increases when the wetting of the 
crystal surface (by the melt) increases, with the result that the formation of bubbles gets more 
difficult. 
Heterogeneous nucleation at an atomically rough surface 
Consider a planar, atomically rough surface with height differences small compared to the size 
of the critical bubble. Then it is justified to apply the spherical cap approximation too. There 
are two major differences between atomically roughened and smooth interfaces concerning nu­
cleation. 
First an /-face corresponds to a crystallographic orientation of minimum surface energies 
σ,
ςο
 and a
s
i0 and an atomically rough surface in general corresponds to a situation of higher 
surface energies a
sg > aago and σ4ι > a,j0, while the surface tension a\g is unaltered. From 
eqs. 7.6, 7.7 and 7.8 one may expect that heterogeneous nucleation on an atomically rough 
surface is preferred if: 
, — σ,ι < а
ада
 — asi0. (7.9) 
Because both o
ag and σ,ι are expected to be larger in magnitude than the asgo and σ,ι0, it is 
more or less accidental whether inequality 7.9 is fulfilled. Second, contact angle hysteresis can 
occur such that the contact angle θ lies within a finite interval around the equilibrium contact 
angle 0
e
, 
г
 < θ < θ
α
. (7.10) 
Where θ
α
 is defined as the advancing angle which occurs for an increasing crystal/melt contact 
area below a liquid droplet and
 г
 is defined as the receding angle and corresponds to a decreasing 
crystal/melt contact area. Four major causes for contact angle hysteresis are (de Gennes, 1985): 
88 CHAPTER 7. 
1 surface roughness, 2 chemical contamination or 3 inhomogeneities in the crystal surface and 4 
the presence of surfactants adsorbed on the crystal surface. 
Here we are interested in contact angle hysteresis due to surface roughness. The hysteresis 
due to surface roughness can be illustrated by means of ал artificially corrugated surface like 
a sinusoidally corrugated surface as shown in figure 7.2. The height perturbation at position 
χ is и(і) = uocos(2nx/\
x
), with UQ is the perturbation amplitude and \
x
 the perturbation 
wavelength. The bubble/melt interface meets the crystal surface at the equilibrium contact angle 
е
 and the observable contact angle θ is defined as the angle between the average crystal/melt 
interface (u = 0) and the tangent to the bubble/melt interface. The onset of the contact line 
is restricted to a small strip around each crest (Johnson and Dettre, 1964). For simplicity 
it is assumed that the height fluctuations are weak (de Gennes, 1985). Then the slope angle 
(a, « ди/дх) will be small and the difference angle ( -
 е
) will be: 
θ -
 е
 « ди/дх = -(2жщ/Х
х
) 8ΐη(2πι/λ1). (7.11) 
uo/λχ is a measure for the roughness and 2πχ/λ
χ
 is the phase angle at the contact line position. 
A contact angle θ within the limits
 е
— \ ди/дх \maX< θ < е+ | ди/дх Im« is possible, 
of which two opposite cases are depicted in figure 7.2. According to eqs. 7.7 and 7.8, the 
free-energy of formation AFC(6) is reduced with respect to AFc(9e) for bubble formation on a 
perfect flat interface when θ >
 е
. The result is that nucleation sets in at a gas supersaturation 
which is smaller than the supersaturation needed form nucleation on a perfectly flat surface. 
However, when θ <
 е
 the opposite holds and nucleation is even more difficult than it is on a 
perfectly flat interface. In reality this situation does not contribute to the nucleation process. 
By increasing the surface roughness, characterized by щ/Х
х
, the contact angle spreading will 
become larger (see equation 7.11) and the nucleation of bubbles gets more easy. Concluding a 
roughened surface enhances heterogeneous nucleation. This effect is verified by means of detailed 
numerical simulations and experiments (Johnson and Dettre, 1964). 
Heterogeneous nucleation at macrostep sites 
Observations have shown that macro steps on an atomically flat surface are sites for preferential 
bubble nucleation (Chakraverty and Pound, 1964). By considering a rectangular step as shown in 
figure 7.3, Chakraverty and Pound (1964) derived an expression for the geometrical correction 
factor 0(6)etep· The step correction factor is plotted in figure 7.4 together with equation 7.7 
0(o)face· The geometrical correction factor 0(ö)8tep is always smaller than ф{9)і
лсе
 for every 
value of . For θ > 135° the free-energy of formation of a critical nucleus on a step vanishes, 
which means that there is no free-energy barrier for nucleation. When one takes into account 
the number of nucleation sites per cm step, which is smaller than the number of sites per cm2 
surface, then one can conclude that below θ = 75е (Chakraverty and Pound, 1964) there exists 
no difference in nucleation rate between a step and the flat surface although 0(0),tep < 0(0)face· 
Therefore, above θ = 75° nucleation is preferred at a step. However, one point of concern should 
be stressed. In the analysis given above the surface energies of the surface and the step site are 
taken equal, which does not hold for a macrostep on a crystal surface. There, the surface energy 
of the step should be approximated by the edge-free energy while the surface free-energies of 
the flat face are σ,\0 and σ,ίο. This difference requires that the shape of the critical nucleus 
is non-spherical, i.e. a-symmetrical with respect to the bounding surfaces. But as long as the 
bubble is bounded on one side by the crystal surface and on the other side by the macrostep 
surface its free-energy of formation turns out to be smaller than for nucleation on a flat surface 
(Voronkov, 1974). 
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Figure 7.3: Three-dimensional bubble nucleus at a rectangular macrostep. 
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Figure 7.4: The contact angle functions ф^е, corresponding to a flat surface and 0
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sponding to a macro step. 
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Figure 7.5: Bubble nucleus in a cavity. 
Enhancement of nucleation rate by morphological instabilities 
During growth from the melt a roughened crystal interface can become unstable due to consti­
tutional supercooling. According to the morphological stability analysis (Mullins and Sekerka, 
1964) the unstable crystal surface is corrugated in a wavy, more or less sinusoidal pattern. In 
comparison to the atomically roughened interface, mentioned before, the corrugation wavelength 
is large compared to the size of the critical bubble nucleus. From a geometrical point of view the 
indentations in the surface (the wave-troughs) are expected to be sites for preferential bubble 
nucleation (Cole, 1974). Bubble nucleation becomes even more favourable at these sites, since 
impurities (= dissolved gas) tend to accumulate at these indentations (Mullins and Sekerka, 
1964). In contrast, the crests of the waves are expected to be less probable nucleation sites due 
to their geometry and also due to the locally reduced impurity concentration. 
The surface of the crystal/melt interface is approximately spherical at the bottom of a 
wave-trough. Then bubble nucleation can be regarded as the nucleation from spherical cavities 
(indentations). The critical bubble nuclei in a spherical cavity is shown in figure 7.5. For 
the nucleation of bubbles from a general spherical surface Cole (1974) derived the following 
expression for the geometrical correction factor 
Ф(г./г
с
, ) = - l / 2 [ ( r
s
/ r
e
) 3 ( l - c o s a ) 2 ( 2 - r c o s a ) + (l-cos/3)2(2-rCos)fl)]-r . . 
3/2[( r ä / r c ) 2 ( l -cosa)cos0 + ( l - cos/3)]. { > 
In this equation r, is the radius of curvature of the solid sphere, rc the radius of the critical 
nucleus, a is the angle between the vertical and the contact line vector r , and β is the angle 
between the vertical and the contact line vector т
с
. 
To illustrate the effect on bubble nucleation due to the sphere geometry the geometrical 
correction factor ф{г,/г
с
, θ) is calculated for a spherical cavity with r,/r
c
 = 5 and a flat interface 
r
s
/r
c
 = oo. The resulting correction factor is plotted in figure 7.6 as function of Θ. 
In this example the effect of the sphere geometry on bubble nucleation is moderately strong, 
less than 10%. Below θ и 30е there exists no significant difference between nucleation from a 
spherical cavity or a flat surface. 
The effect of the sphere geometry on bubble nucleation vanishes if | r
s
/ r
c
 |—» oo, because then 
the solid surface is flat with respect to the bubble size. If, however, | r , / r
e
 |—• 1 and if θ > 150° 
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Figure 7.6: The contact angle functions (/>f
aCe> corresponding to a flat surface and 0cavityi corre­
sponding to a spherical cavity. 
the nucleation barrier vanishes in for nucleation from a spherical cavity. This means that very 
small cavities can enhance the bubble nucleation rate tremendously. This case, however, is 
less relevant for morphological instabilities, but the more relevant for rough surfaces as treated 
before. 
Solid particles acting as nucleation sites 
As already mentioned solid particles present in the melt can act as sites for heterogeneous 
nucleation. Especially rough particles in the starting materials are ideal nucleation sites. When 
such a particle is suspended in the melt, the liquid can not penetrate far enough into cavities 
and cracks and gas is captured. The receding gas inside a cavity acts as a bubble nucleus and 
if the melt is just slightly supersaturated with gas, bubble growth will start from such a cavity 
site (Cole, 1974). 
7.2.3 The minimum observable nucleation rate 
The minimum observable nucleation rate J
mm
 is defined as the minimum nucleation rate which 
is only just observable (Wilcox and Kuo, 1973). J
m m
 is more or less arbitrarily chosen to be 
103 events/cm3s (Williams et al., 1992). J
m m
 corresponds to a minimum equilibrium vapour 
pressure P
v e
 and a minimum internal bubble pressure P 9 , which are needed to observe bubble 
nucleation. To determine Pg equation 7.4 and equation 7.6 are substituted in the nucleation 
rate equation 7.1. This results in an implicit expression for Pg 
Jmin — 
ονποΩι 
~kkT ^(Ww-fl)«)· (713) 
A conveniently algorithm to find Pg is the bisection root finding algorithm. Subsequently re is 
calculated by means of equation 7.2 and P
ve
 is finally obtained from equation 7.5. 
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Figure 7.7: Schematic representation of the forces acting on a particle that is pushed forward 
by the solidification front. 
7.3 Inclusion formation by capture of bubbles formed in the 
melt 
In this case the bubbles are formed in the melt by heterogeneous nucleation at the surface of 
solid particles suspended in the melt. Basically, if the solidification front approaches a particle, 
the particle is subjected to the long range disjoining force FQ, which acts between the crystal 
and the bubble. The disjoining force is a combination of (in order of importance) the dispersion 
or van der Waals interaction (F„¿w), the electric double layer or Debije interaction (Fei) and 
the structural interaction (F,(PU£). If F<j, is repulsive the bubble is accelerated forward by the 
interface. However, the bubble motion is retarded by the viscous drag Fv due to the viscosity 
of the melt. 
If ζ is the width of the gap between the surface and the bubble then in case ζ > rp the 
viscous drag is determined by the Stokes drag 3/2πητ
ρ
ζ (Chernov and Temkin, 1976). For 
ζ < Tp the flow resistance of the melt increases with decreasing width of the gap and the viscous 
drag is given by: Ζ/2νητ
ρ
ζ/ζ (Bolling and Cissé, 1971). If the forces acting on the particle 
are in equilibrium Fj, = Fv, the particle moves at constant distance г at a velocity V (V = 
solidification rate) in front of the interface. But, if the solidification rate gets too large the 
viscous drag becomes larger than the disjoining force and the particle is pushed towards the 
interface where it finally gets captured. The maximum solidification rate at which the forces 
acting on the particle are still yet in equilibrium is designated as the critical velocity V
c
. If the 
critical velocity is exceeded the particle gets captured and it becomes encapsulated in the solid. 
If the particle is a gas bubble and if the crystal/melt interface is planar the critical velocity is 
given by (Pòtschke and Rogge, 1989): 
Ve=-^—-, (7.14) 
OD7T7jao Tp 
with A the Hamaker constant, η the viscosity of the melt, oo the atomic spacing and rp the 
radius of the gas bubble. Then the bubble is pushed in front of the crystal/melt interface at a 
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distance 
zc = 2a0. (7.15) 
The Hamaker constant A quantifies the disjoining interaction or the particle crystal interac-
tion. If there is any effect due to the structure of the crystal/melt interface on the capture of 
bubbles then this must be expressed in the Hamaker constant, which quantifies the magnitude 
af the disjoining force. 
7.3.1 The disjoining force 
The dispersion or van der Waals interaction 
The van der Waals interaction is regarded as the major contribution to the disjoining force 
(Pötschke and Rogge, 1989 and Chernov and Temkin 1976). The van de Waals interaction 
acting between two macroscopic bodies is treated by Hamaker (1937). Hamaker divided the 
bodies in infinitesimal small volume elements and he assumed that the interaction between two 
volume elements is described by the London (1/r6) atom-atom interaction. Then, the total 
interaction potential is obtained by integration over the volumes of the interacting bodies. 
The interaction between a spherical particle (with radius rP) and a crystal with a curved 
crystal/melt interface (with curvature radius rs) is regarded as the interaction between two 
spherical particles with radii rp and rs (Pötschke and Rogge, 1989). For a particle separated by 
a distance ζ the van der Waals force is given by: 
Еы№=32/3Λ
ζψτ^ΓζΤ2^ΐ2
Γ
,+2vPr
 ( 7
·
1 6 ) 
with A the Hamaker constant. 
For the interaction between a particle and a crystal with a planar interface, r„ —» oo, and 
the van der Waals force simplifies to 
Evaluation of the Hamaker constant 
It is rather difficult to calculate the magnitude of A for an arbitrary combination of materials. 
To overcome this problem the following empirical method can be applied (Pötschke and Rogge, 
1989), which uses the experimentally determined surface free-energies aps (crystal/particle), Cpi 
(particle/melt) and σ,; (crystal/melt). 
The free-enthalpy difference between a spherical particle suspended in the liquid and the 
same particle as it is partially encapsulated by the crystal (figure 7.8) is: 
AG = 2ΐΓΓ
ρ
Η(σ
ρ3 - σρΐ - σ, () + π/ι 2 σ 5 ί , (7.18) 
with rp the particle radius and h the encapsulation depth. Due to the combined action of the 
surface free-energies the particle feels a force 
Ρ
σ
(Η) = 2πΓ
Ρ
Δσ + 2π/ισ„ι, (7.19) 
with Δσ = σ
ρ
, — api — σ,|. This force is defined as the interfacial force. 
In order to determine the Hamaker constant A, it is assumed that the interfacial force results 
from the van der Waals interaction. When the particle is only just in contact with the crystal 
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Figure 7.8: Interfacial energy of a partly encapsulated bubble. 
interface the disjoining force and the interfacial force are equal (Pötschke, 1981). Unfortunately, 
Fvdw is undetermined in ζ = 0 because \\mz-.QFvdw{z) —* со. To get round this difficulty the 
atomic spacing a 0 is selected as smallest distance for Fv¿w (Pötschke, 1981). Then 
lim F„(h) = lim Fvdw(z), (7.20) 
and the Hamaker constant becomes: 
A = 12πα§Δσ. (7.21) 
If Δσ = σ
ρί
 —&p¡— σ,ι > 0, the van der Waals force will be repulsive and if Δσ = > 0 it will be 
attractive. 
In the case that the particle is a gas bubble σ^ = a¡g, Op, — asg and according to equation 7.8 
&sg — с si = ffigCos9
e
. Then the Hamaker constant for the bubble/crystal/melt combination 
becomes: 
A = 12wafo
s
(cos 0
e
 - 1) (7.22) 
Since, cos
 е
 < 1, A < 0 and the van der Waals force will be attractive. This is a very important 
result, because it suggests that a bubble, in the neighborhood of the solidification front, will be 
attracted by the crystal, unless the melt is completely wetting the crystal surface (cosöe = 1). 
Similar results were obtained from numerical calculations of the Hamaker constant, for the 
M(aterial)—water—air system (Hunter, 1987). For most dielectric materials (M), a negative 
Hamaker constant was predicted (—1 · 10 - 2 0 to —4 · 10 - 2 0 J), which is typical for an attractive 
van der Waals force. 
The situation changes, however, when the crystal/melt interface is an F-face, since then the 
crystal/melt surface free-energy is, <7,j0, with <r,|0 < <7,j. The surface free-energies a,g and σ;9 
remain unchanged and one finds that 
A
w
 = 12πο2(σ,9 - alg - σ,(ο), (7.23) 
with j4(sf) the Hamaker of an atomically smooth surface. From now on A^) refers to the Hamaker 
constant of an atomically rough surface. The consequence of σ,ι > σ,\0 is that J4(,/) > Л(г/) and 
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that the van der Waals force is less attractive or even repulsive in case of an F-face. Despite the 
fact that i4(,f) > A^ the corresponding Fv¿w is attractive for gas bubbles if σ,ι0 > osg — oig. In 
such crystal/melt/gas systems there is no significant difference between rough or flat faces since 
bubbles are always captured. However, A^ > 0 if ac¡0 < а,
д
 — o\g and the corresponding FU<HV 
will be repulsive for gas bubbles. In such crystal/melt/gas system bubbles are captured at the 
rough part of the surface, while they are rejected by the F-faces for growth velocities V < V
c
. 
The electric double layer interaction and the structural force 
The electric double layer interaction and the structural force are regarded as less important 
contributions to the disjoining force (Pötschke and Rogge, 1989). 
the electric double layer interaction 
The electric double layer interaction results from the electrostatic interaction between charged, 
macroscopic particles (Hogg et al., 1966). The charge results from ions adsorbed at the surfaces 
of the particles and at the surface of the crystal. The adsorption of charges on the crystal surface 
depends on the structure of the crystal/melt interface. For example, one can often see difference 
in the defect concentration in crystallographic non equivalent growth sectors. This phenomenon 
is ascribed to a difference in the adsorption of impurities at faces of different crystallographic 
orientation. The result is an orientation dependent double layer interaction or an orientation 
dependent disjoining force. 
the structural force 
The structural force results from a partly ordering of molecules (growth units) adsorbed at the 
crystal surface and the particle surface, e.g. the surface of a bubble (Ninham, 1980). The 
structural force is repulsive and becomes significant when the intersurface distance is smaller 
than a few atomic layers (г < lOoo). The structural force can help to understand why the 
gas bubbles become rejected by atomically smooth F-faces. Suppose that the ordering of the 
growth units occurs preferentially at atomically smooth F-faces, then the structural force will 
be stronger repulsive than in case of an atomically rough surface. 
7.4 Applications to BGO 
7.4.1 Bubble formation by surface nucleation 
To predict the conditions for gas bubble nucleation in the melt of BGO, supersaturated with 
oxygen, at the melting temperature the following set of physical constants is used: T
m
 = 1327 K, 
m = 5.31 · 10~26 kg, Ω| ss 5· Ι Ο - 2 9 m3, P¡ = 1 atm and Jmin = 103/cm3s. Since, the magnitude 
of сг|9 is unknown a series of surface tensions ranging from 10 mJ/m2 up to 103 mJ/m 2 is used 
to calculate Pg, re and Pve, according to equations 7.13, 7.2 and 7.5. 
The calculations are repeated for three different values of φ, φ = 1 (β = 0°) which is 
characteristic for homogeneous nucleation, φ = 0.5 (в = 90°) and φ = 0.1 (θ = 127.5е), which 
are both characteristic for heterogeneous nucleation. The results for Pg, Pve and rc are plotted 
as function of σι9 in figure 7.9. 
In the log-log plot (figure 7.9a) the internal Pg behaves like a linear function of <TJ9. An 
analysis of equation 7.13 shows that ai'/Ρ2 « constant if Pg 3> Pi and if the pre-exponential 
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Figure 7.9: Log-log plot of the internal pressure Pg, the equilibrium vapour pressure Pvt and 
the critical radius r
c
 as a function of the surface tension, a\g, of the BGO melt, (a) Pg and Pvc 
vesuB σ/j and (b) r
c
 versus σ\9. 
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Olg 
mJ/m 2 
60 
600 
Φ 
0.Ϊ 
0.5 
1.0 
0.1 
0.5 
1.0 
p
s 
цЮ
5
 N/m2 
170.3 
377.5 
532.2 
5187 
11534 
16273 
Pve 
•105 N/ra2 
171.6 
383.7 
544.6 
6500 
19051 
33037 
•IO-10 m 
70.9 
31.9 
23.6 
23.1 
10.4 
7.4 
Table 7.1: Numerical values calculated for Pg, Pve and r c at o-|s = 6 mJ/m 2 and 600 mJ/m 2 
with φ = 0.1, 0.5 and 1.0. 
3/2 
term is small compared to the exponential term. Then it follows that Pg ~ σ, , which is linear 
in a log-log plot. In the log-log plot of figure 7.9b the critical radius r
c
 behaves like a linear 
— 1/2 
function of a¡g too. This linear dependence is easy to understand, since rc ~ <r, according 
to equation 7.2. The equilibrium vapour pressure Pve increases faster than expected from a 
linear dependence in a¡g (figure 7.9a). According to equation 7.5, Pev ~ crj expa(j' . From 
this relation it follows that Pve ~ α A for small a\g and Р т е ~ εχρσ,9' for large σι9. 
For two values of σι9, σ\9 = 6 mJ/m
2
 (σι9 of H2O1) and a¡g = 600 mJ/m2 (a¡g of Si|) Pg, 
Pve and τ с are summarized in table 7.1. o\g = 6 m J /та
2
 is a representative value for materials 
with a small surface tension like organic liquids and o\g = 600 mJ/m
2
 is a representative value 
for materials with a large surface tension like metals and inorganic ionic compounds. From the 
numerical results in table 7.1 it becomes immediately clear that because of the high values for 
P
vc
 homogeneous nucleation is almost impossible except for very low surface tensions. 
Suppose, the melt is saturated with air. Then the background concentration of dissolved gas 
will be Co = P
ve
(a.ir)/H {H = Henry's constant), Р
 е
(
агт
) и 1 atm. Due to macro-segregation 
the melt concentration near the crystal/melt interface will be Co/fc (k = segregation coefficient). 
However, this concentration corresponds to a different equilibrium vapour pressure 
*»(m0 = HC0/k = HPve{alr)/k, (7.24) 
which is only defined at crystal/melt interface. If the segregation coefficient к = I O - 3 the 
interface vapour pressure will be Pt,
e
(tn() < 103 atm. This means that homogeneous nucleation 
can only occur if σι9 < 90 mJ/m
2
. This is, however, far below the surface tension of an ionic 
melt, which can range from 500 mJ/m2 to 1000 mJ/m 2. So the only remaining possibility is 
heterogeneous nucleation. 
In order to get a sufficient small Pg and Pve(,„t) it is needed that φ < 0.1, which means that 
the crystal surface must be poorly wetted by its melt. The presence of solidified melt droplets 
remaining at the surface of Czochralski BGO grown crystals after separation from the melt 
are evident for limited wetting. These droplets are usually found on roughened interfaces and 
have contact angles in the order of θ « 60°. A limited wetting of F-faces is also expected by 
a morphological analysis (Smet et al., 1989). They estimated a theoretical degree of wetting of 
97.5% which is equivalent to θ = 13°. It is questionable whether these differences are sufficient 
to facilitate preferential nucleation at roughened interfaces, therefore experimental evidence is 
needed. 
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An important reduction of φ is expected when a macrostep step acts as a nucleation site. 
Then bubbles may become encapsulated by the macrostep overhang mechanism (van Enckevort, 
1982). The macrostep overhang mechanism is more or less characteristic for solution growth 
(KDP) and flux growth (KTP) and it is responsible for the formation of many liquid inclusions. 
The elongated inclusions contain contaminated solution or flux and they are oriented along 
crystallographic directions, as found in KTP (Bolt and van Enckevort, 1992). Liquid inclusions 
containing highly contaminated melt are also found in BGO crystals, but here they result from 
cellular growth due to constitutional supercooling. However, there is no elusive evidence that the 
macrostep overhang mechanism is an active bubble encapsulation mechanism in case of BGO, 
since then one would expect to find bubble inclusions on the F-faces too. 
The next possible source for bubble nucleation and encapsulation is cellular growth. The 
conditions for cellular growth are only met when the melt is highly contaminated (ref). Such con­
tamination levels mostly occur in the last remaining part of the melt due to impurity segregation 
and accumulation (Burton et al., 1953). Cellular growth is found to be an important source for 
bubble encapsulation in BGO, occurring in the last grown part of the crystal. The bubbles are 
spread over the entire crystal cross-section and they are grouped in almost equidistant columns, 
characteristic for cellular growth. In "earlier" crystal parts containing growth sectors (both 
rough and faceted growth) no cellular growth phenomena are found, although bubble inclusions 
are found in the growth sector boundaries. This indicates that cellular growth is not essential for 
bubble formation. Summarizing, cellular growth provides attractive circumstances for bubble 
nucleation and bubble encapsulation but is does not explain preferential bubble encapsulation 
by atomically rough growing interfaces. 
An alternative possibilities for preferential nucleation at an atomically rough interface is a 
local reduction of the free-energy of bubble formation due to contact angle hysteresis resulting 
from surface roughness. In the case of BGO, however, it is not possible to check for the occurrence 
of contact angle hysteresis. 
7.4.2 The capture of gas bubbles 
The theory describing particle capture poses that in case of gas bubbles the disjoining interaction 
is attractive if the melt does not completely wet the crystal surface. This effect facilitates the 
capture of bubbles at a rough crystal/melt interface. However, this does not need to hold in 
case that the crystal/melt interface is atomically smooth (F-face), even if the interface is not 
completely wetted by the melt. The repulsive nature of the disjoining force is regarded as the 
resistance against shape perturbations of the F-face, because it is energetically un favourable to 
change the shape of a F-type surface. Namely a perturbation of an F-face requires the creation 
of a step which increases the free-enthalpy difference by the edge-free energy 7 > 0 (Bennema 
and van de Eerden, 1987). 
When bubbles are nucleated in the melt remote from the crystal/melt interface and if the 
disjoining force behaves as described above it is is possible to understand why the gas bubbles 
are preferentially captured by rough growing interfaces. For example, if the disjoining force is 
less repulsive at the rough surface than at the smooth surface A^ > A^, then, according to 
equation 7.14 one will find a critical solidification rate V
c
(a{) > K:(rf)-
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7.5 Conclusions 
In this chapter the reasons for preferential bubble inclusion encapsulation at atomically rough-
ened interfaces have been discussed. There are possibly two main causes for preferential bubble 
inclusion formation in the case of melt: 
• Considering heterogeneous nucleation it is suggested that contact angle hysteresis can cause 
major differences in nucleation rate between atomically roughened and smooth interfaces 
In case of BGO, height perturbation at the roughened surface (called surface roughness) 
probably are responsible for the hysteresis effect. 
• Considering inclusion capture it is found that the disjoining interaction between crystal 
and gas bubbles might be attractive if the interface is atomically rough and not completely 
wetted by the melt. Instead, if the interface is atomically smooth then the disjoining force 
might be repulsive although the surface is not completely wetted by the melt. This effect 
is attributed to the resistance against shape perturbation, which are energetically less 
favourable for a smooth interface than for an atomically rough interfaces. 
The criteria mentioned above explain preferential incorporation when bubbles are formed at 
roughened interfaces or when they are formed at foreign particles suspended in the melt. In 
the first case inclusion capturing theory predicts that the bubbles are encapsulated immediately 
after formation since they are in contact with the interface. In the second case bubbles are 
repelled by the smooth interface while they are attracted or weakly repelled by the roughened 
interface. If bubbles are formed by heterogeneous nucleation at the crystal/melt interface the 
bubbles become encapsulated. This is independent of the interface structure. 
Acknowledgments 
The author appreciates the stimulating discussions with H Meekes, W.J.P. van Enckevort and 
A van der Heijden and wishes to acknowledge Quartz h Sìlice for its financial support. 

Part III 
Optical Characterization of KTP 
crystals 

Chapter 8 
Observations of discrete 
birefringence changes in flux grown 
Potassium Titanyl Phosphate 
(KTP) 
R.C. de Boer and R.J. Bolt 
Abstract 
Flux grown KT1OPO4 (KTP) crystals were cut into slices perpendicular to the b or the c-axis. 
These slices were then examined by putting them in a HeNe laser beam between two perpendicu-
larly polarizing plates. Pictures, taken with this birefringence interferometry technique from the 
beam after it passed the crystal give information on several interesting bulk phenomena which 
modify the refractive index like impurities at growth sector boundaries and crystallographically 
oriented two dimensional defects. They provide an easy quality check of the grown KTP. 
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8.1 Introduction 
Potassium Titanyl Phosphate KT1OPO4 (KTP) is orthorhombic with space group Pn2ia (Trod-
jman et al., 1974). The space group is also often described as Pna2i. In this article we will use 
the former convention. The crystals are transparent between 340 and 3500 nm and are physi­
cally and chemically stable. KTP has several unique properties (Liu et al., 1982, Zumsteg et al., 
1976, Bierlein et al., 1986), like large nonlinear optical (NLO) coefficients and wide acceptance 
angles. They make this material attractive for frequency doubling and parametric devices. Its 
large electro-optic r-coefficients and low dielectric constants (Bierlein et al., 1986) make it very 
useful for various electro-optic applications such as modulators and Q-switches. The figure of 
merit of KTP electro-optic wave guide modulators is reported to be twice that of any other 
inorganic material, indicating a promising material for integrated optic applications (Bierlein et 
al., 1987). 
KTP is ferroelectric. Ferroelectric and other domains have been observed both in flux grown 
(Loiacono and Stolzenberger, 1984) and in hydrothermally grown (Bierlein and Ahmed, 1987) 
crystals. Because the flux grown KTP crystals are grown near the Curie Temperature Tc of 934 
°C, ferroelectric domains have not been reported on them. 
Growth sector boundaries have been observed in KTP with X-Ray Topographic (XRT) 
measurements (Bolt et al., 1991). It has a good cleavage parallel to the {100}. 
8.2 Experimental 
Crystals were grown by means of a high temperature solution or flux technique from a three zone 
furnace with excellent temperature control. Details of this high temperature solution method 
were presented in another communication (Bolt et al., 1991). We used the top seeded solution 
growth or TSSG method. The chemical formula of the flux was K6P4O13, usually abbreviated 
to Ke. A lot of work on KTP growth from this type of flux has been published in the past (Jacco 
et al., 1984, Bordui et al., 1987, Loiacono et al., 1990). An oriented KTP seed was mounted on 
a rotating platinum rod and introduced into a saturated solution of KTP in Кб at 925 °C and 
then cooled to approximately 850 °C with a cooling rate of 4.8 °C/day. The experiments are 
presented in Table 8.1. 
All starting chemicals used during experiments 309, 310, 311 and 317 were Merck pro analyse 
(p.a.), with impurity contents of up to 0.1%. The starting chemicals used during run 318 were 
Merck suprapur (with impurity contents of up to 0.01%) and > 99.9% pure T1O2 (Aldrich). 
After growth, the crystals were cut parallel to the not naturally occurring (010) or (001) 
faces with a wet band saw, using a SiC suspension. After this, they were polished mechanically. 
The slices are rather thick (approximately 5 mm) when compared with the slices which are cut 
for XRT measurements (approximately 0.8 mm). This gives a certain three dimensional insight 
in the observed crystals. A sharp, narrow line on an interferogram can be interpreted as a 
one dimensional projection of a two dimensional defect to the slice. Alternatively it can be a 
decorated one dimensional defect or a tube shaped inclusion. 
Refraction index inhomogeneities were visualized by means of a birefringence interferome­
ter. Figure 8.1 shows the experimental setup. This birefringence interferometry technique was 
described by Heningsen et al. (1989). 
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Exp No 
309 
310 
311 
317 
318 
start 
temperature 
°C 
924 
924 
924 
923 
924 
end 
temperature 
°C 
858 
854 
840 
856 
852 
slice cut 
perpendicular to 
b-axis 
b-axis 
b-axis 
c-axis 
b-axis 
sample 
thickness 
mm 
5 
4 
3 
4 
4 
Purity of 
the chemicals 
p.a. 
p.a. 
p.a. 
p.a. 
suprapur 
Table 8.1: Summary of the experimental conditions under which the presented crystals were 
grown and further prepared. The formula of the flux is K6P4O13. 
% i I 
6 
Figure 8.1: Experimental setup of the birefringence interferometer. (1) = 632.8 nm HeNe laser, 
(2) = beam expander, (3) = polarizer, (4) = KTP sample, (5) = analyzer, (6) = lens, (7) = 
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Figure 8.2: Birefringence interferogram of 310 KTP. (S) = Seed, (I) = Inclusion. Scale is 6.5 : 1. 
8.3 Results 
In the ideal case of a perfect single crystal of KTP, no contrast differences should be visible. The 
crystal, being non isotropic, should be visible as a homogeneous medium in the picture. Every 
deviation from this indicates the presence of defects in the crystal. 
Figure 8.2 shows a birefringence interferometric picture of a b-slice of 310 KTP. The pic-
ture reveals lines parallel to crystallographic directions or to growth sector boundaries. Most 
remarkable are the lines parallel to [100] and [001]. Some other features on the picture can be 
explained as the seed or as fluid inclusions. 
The line parallel to [100] is the result of the projection on (010) of a two dimensional defect 
parallel to (100). This (100) face, the most important face on KTP (Bolt and Bennema, 1990) 
is the only natural cleavage face of KTP (Cai et al., 1986), while Bierlein et al. (1987) reported 
ferroelectric domain walls parallel to this face on hydrothermally grown KTP. On X-Ray to-
pograms one often sees growth bands parallel to (100), indicating the inhomogeneous presence 
of impurities in KTP. These impurities could cause a change in the index of refraction of the 
crystal by changing the chemical formula slightly. Our own microprobe measurements showed 
no significant change in the bulk chemical composition in these areas, so the change in chemical 
composition must be small. This last explanation may also hold for the contrast difference on 
the picture parallel to the growth sectors boundaries. On this picture one can see the growth 
sectors {100}, {110} and {101}. 
Remarkable inhomogeneities lie parallel to the [100]. Since, again, these are lines and the 
crystal is 4 mm thick, we must assume that these defects are parallel to a crystallographic face, 
namely (001). This is not a natural face on KTP. X-Ray topographic data reveal no defects 
parallel to [100] or (001) other then dislocations. This technique is not sensitive enough to detect 
dislocations with single unit cell Burgers vectors. However, dislocations with multiple unit cell 
Burgers vectors could be involved. 
Growth sector boundaries can also be detected in figure 8.3. This crystal contains inclusions 
parallel to (100) and (011), which are also visible. The S shaped growth sector boundary lies 
between the (100) and the (101)/(011) growth sector. No growth sector boundary between 
the (011) and the (101) is visible. The S shape indicates habitus changes of the KTP during 
crystal growth and thus fluctuations in relative growth rates of adjacent faces. This fluctuation 
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Figure 8.3: Birefringence interferogram of 311 KTP. (S) = Seed, (I) = Inclusion. Scale is 6.5 : 1. 
in growth may be caused by impurity adsorption on the surface during growth. 
Parallel to the [001] the partial (100) cleavage in this crystal is visible as a dark line. This 
cleavage was also macroscopically visible. The fringes on the picture are due to the wedge shape 
of the crystal. 
The straight growth sector boundaries between (100) and (011) of 309 KTP, which are shown 
in figure 8.4 are not so pronounced as the growth sector boundaries of figure 8.3 and do not have 
an S shape. The quality of the crystal is better, there are no (011) inclusions visible. A lower 
contrast in the picture is probably explained by the fact that fewer impurities are incorporated 
in the sector boundaries, which is further confirmed by the fact that these are straight lines, so 
no habitus changes occurred during growth. The defects parallel to [100] are vaguely visible. 
They can be compared with those in figure 8.2. 
An improvement of the crystal quality is achieved when using suprapur instead of p.a. chemi-
cals during the experiments. Figure 8.5 shows a b-slice of 318 KTP. The growth sector boundaries 
are not visible anymore, [100] defects are barely visible. 
There are still some (011) inclusions present because this slice was cut from the upper part 
of the as grown crystal, which grew near the flux surface. This area of the crystal is particularly 
sensitive to inclusion formation (Bolt and van Enckevort, 1992). 
In figure 8.6, a c-slice of 317 KTP is presented. The sector boundary between (100) and 
(210) is rather straight, which indicates good crystal quality. This boundary continues inside 
the seed in one case. Directly beneath the seed is a large capping area. The crystal quality 
outside this area is not affected by the capping. 
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Figure 8.4: Birefringence interferogram of 309 KTP. (S) = Seed, (I) = Inclusion. Scale is 6.5 : 1. 
Figure 8.5: Birefringence interferogram of 318 KTP. (S) = Seed, (I) = Inclusion. Scale is 6.5 : 1, 
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Figure 8.6: Birefringence interferogram of 317 KTP. (S) = Seed, (C) = Capping area. Scale is 
6.5 : 1. 
8.4 Discussion 
The birefringence interferometry technique has revealed several phenomena in our samples. 
Apart from the seed, inclusions, capping and some artifacts like the shadow of the platinum 
rod on which the seed was mounted in figure 8.6, the most interesting defects which we have 
seen were those coinciding with growth sector boundaries and those which lie parallel to the 
crystallographic directions [100] and [001]. All those defects are one or two dimensional. 
There is a correlation between the clearness of the growth sector boundaries and the impurity 
content of the crystal. The S shaped growth sector boundary of figure 8.3 has a high contrast; 
the straight sector boundary of figure 8.4 has lower contrast and in figure 8.5, where the KTP 
was grown from very high purity chemicals, the sector boundary has disappeared. This means 
that at those boundaries the impurity concentration changes and thus the chemical composition 
of the crystal. This causes a change in the refraction indices. The crystal becomes optical 
inhomogeneous and thus less suitable for use for all kind of optical and nonlinear optical purposes. 
This compositional change can be compared with the change in chromium concentration at 
growth sector boundaries, described by Bolt et al. (1993). 
The defects which lie parallel to [001] are (100) defects. In figure 8.3 these defects can be 
ascribed to a cleavage which can be seen with the naked eye. This is not the case in figure 8.2 
however. The (100) defect ends at a sector boundary and is part of the (100) sector. This could 
be a twin boundary or a large growth band, a result from a change in impurity adsorption due 
to an event during crystal growth. 
In figure 8.2, 8.4 and 8.5 we saw defects parallel to [100] and (001). The two [100] defects, 
shown on figure 8.2 are even visible with the naked eye, without the help of the polarizing 
plates, so there is a large change in the refraction index. Etching experiments revealed that 
these defects are dislocations, probably with very large Burgers vectors. 
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8.5 Conclusions 
Birefringence interferometry is a fast and relatively easy experimental method to check the 
quality of KTP. The flux grown crystals which were observed during this research are generally 
of good quality, especially those which were grown from high purity chemicals. 
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Chapter 9 
Characterization study of defects in 
flux grown K T i O P 0 4 (KTP) 
crystals by means of 
stress-birefringence and etching 
R.C. de Boer 
Abstract 
In this study KTP crystals were examined to reveal the nature of biréfringent defects. The 
attention was focused on defects like: (t) growth sectors and growth sector boundaries, (н) 
growth bands, (tit) ferroelectric domains and domain walls and (iv) line dislocations. The crystals 
were studied by means of Birefringence Interferometry (BI), Stress Birefringence Microscopy 
(SBM) and Chemical Etching using concentrated hydrochloric acid or 4 mol/1 sodiumhydroxide 
(NaOH) solution. Growth sector boundaries were observed by means of BI and SBM and domain 
walls were only observed by means of BI. A representative lattice strain model was proposed to 
explain the image contrast associated to growth sector boundaries and stressed domain walls. 
Etching with hydrochloric acid revealed a difference in etch rate between adjacent sectors due 
to a difference in impurity concentration. A zig-zag domain wall was found on the (100) face. 
Screw dislocations were identified among the dislocations parallel to the a-axis. The dislocations 
were found to originate from the seed crystal and they are concentrated in dislocation bundles 
and low angle grain boundaries. 
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9.1 Introduction 
In the past few years several studies were performed to unravel the defect structure of KT1PO4 
(KTP) crystals grown from the flux. By applying X-ray topography Bolt et al. (1991) were 
able to identify dislocation lines and bundles, growth sector boundaries and growth bands or 
striations. Among these line dislocations, pure-screw and pure-edge dislocations were revealed. 
However, the majority of dislocations seemed to belong to the mixed type. Most dislocations 
originate from the seed crystal, except those which originate from inclusions after a lattice 
enclosure error (van Enckevort and Odekerken,1981). Several studies considering the distribution 
of etch pits on the natural faces of KTP were reported by Shen Dezhang and Huang Chaoen 
(1985), Cai Defan and Yang Zhentang (1986) and Bolt et al. (1991). In the latter study (Bolt, 
1991) a systematic characterization of etch pit structure on all naturally occurring faces on KTP 
was carried out. By combining X-ray topography observations with dislocation etching results 
it was proven that the etch pits on the (100) face correspond to outcrops of dislocations. The 
spatial distribution of etch pits revealed again that they originated from the seed crystal. It was 
found that the dislocation density and the occurrence of low angle grain boundaries increases 
if the cooling rate gets larger. Inhomogeneities in the refractive index were characterized by 
de Boer and Bolt (1991) using birefringence interferometry (BI) (Henningsen and Singh, 1989). 
The KTP crystals which were examined by means of BI revealed some interesting features, like 
growth sector boundaries, growth bands parallel to the (100) face and defects parallel to the 
(001) face. Neither type nor cause of this last defect type could be identified. Furthermore it was 
found that the image contrast associated with a sector boundary becomes weaker or disappears 
completely if the purity of the starting materials is improved. Impurity accumulation at the 
sector boundaries was mentioned as a possible cause for the change in refractivity at the sector 
boundaries. 
The aim of the present paper is to give some explanations for the optical inhomogeneities 
associated with the defects parallel to the [100] direction and the growth sector boundaries. 
Therefore the crystals first examined by means of BI are reexamined by means of polarization 
microscopy and chemical etching. Furthermore, the images obtained from BI and polariza-
tion microscopy are analyzed by means of the stress birefringence contrast theory (Fathers and 
Tanner, 1973). 
The crystal structure of KTP is orthorhombic with space group Pn2ia (Tordjman et al., 
1974). Often the space group is referred to as Pna2i. In this paper the convention according 
to Trodjman et al. is adopted. According to this convention the unit cell dimensions are: a = 
12.814 Â, b = 10.616 Â, с = 6.404 Â. Refractive indices are: na = 1.7634, nb = 1.8639, nc = 
1.7717. (Bierlein and Aweiler, 1986) 
9.2 Defect image formation 
The defect image formation is based on the photoelastic effect due to lattice distortions, which 
are caused by defects like dislocations, low angle grain boundaries, inclusions, ferroelastic domain 
walls, growth bands or striations and growth sector boundaries. Around a defect the crystal 
symmetry is locally changed due to the lattice distortion (strain) and this introduces changes 
in optical properties of the crystal. The distortion can be recognized as a contrast change when 
it is observed between crossed polarizers. In growth bands and in growth sector boundaries the 
lattice distortion is caused by an inhomogeneous distribution of point-defects or impurities (van 
Vechten, 1969). The reason why impurities cause birefringence can be explained in the following 
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к/Ъ-axis 
Figure 9.1: Schematic b-slice, with two growth sectors A and В and a growth sector boundary 
parallel to the (001) face. 
way. If an impurity atom does not fit exactly into a substitutional or interstitial site then the 
surrounding atoms must shift a little bit in position to enclose the impurity atom properly. 
The strain fields around all impurities cause an over-all strain field. Variation in this overall 
strain field, due to an inhomogeneous impurity concentration can be detected by means of X-ray 
topography. If the photoelastic effect and the lattice distortion are sufficiently strong it is also 
possible to reveal growth bands and growth sector boundaries by means stress birefringence 
techniques like birefringence interferometry and polarization microscopy. 
9.2.1 Birefringence contrast formation at a growth sector boundary 
Consider a slice cut parallel to the (010) face (b-slice) from a KTP crystal, which contains two 
growth sectors A and B. Assume that the sectors are separated by a boundary parallel to the 
c-plane or (100) face as shown in figure 9.1. The lattice in the В sector is elastically distorted 
due to preferential impurity incorporation. The displacement field u(r) which describes the 
distortion is continuous across the boundary as and the displacement amplitude function f(r) 
is a function of the ζ coordinate only (Fishman and Lutsau, 1970). The displacement field u(r) 
is given by: ( axx \ <ЧУ . (9-1) 
with a«, a„ and а
г
 the displacement amplitudes along the x, у and ζ axes. The amplitude 
function will have the arbitrary form 
2 
ƒ (z) = 1 + - arctan (z/6z), (9.2) 
7Γ 
where 6Z is the width of the sector boundary in the ζ direction. The displacement field becomes 
negligibly small if ζ <C δ
ζ
 in sector A and it becomes 2 if ζ ^ 6Z in sector B. According to the 
definition (Landau and Lifshitz, 1986), (etJ = |(6u,/¿Xj +6и3/6х,)), and the strain components 
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will become: 
«« = a„(f{z) + f(z)z) 
txz = tzx = l/2a
x
f{z)x 
tVz = tzv = l/2avf{z)y ( 9 3 j 
«и = a,xf{z) 
e
xy = tyx = 0 
e
vv
 = ayf(z) 
with 
to-iï+w ( 9 · 4 ) 
The strain tensor e is coupled to the inverse dielectric tensor η via the photoelastic Ρ tensor. 
Since, the KTP crystal structure obeys the orthorombic point group m2m the set of inverse 
dielectric tensor elements is given by (Nye, 1957): 
Vxx = VxD + (PUtxx + Pltfyy + Р і з е « ) 
η
νν
 = VyO + (Ρΐ2«ζχ + P22€yy + P23««) 
Viz = VzO + (Pl3«xx + Р23буц + P33««) /g дч 
Vxy = »?vi = 0 
ffei = Vzx = PS5«xz 
fyz = Vzy = P44«v* 
In this set of equations η
χ
ο = n~
2
, η
ν
ο = n¿"2 and η
ζ
ο = n j 2 , with n„, щ and n
c
 the refractive 
indices of KTP. The incomming light propagates parallel to the y-axis (normal incidence). In 
that case the secular equation (Fathers and Tanner, 1972) becomes: 
2
 - (I?IO + p) -pssdz 
-P55*xz n~2 - (tfco + q) 
= 0, (9.6) 
withp = p u e I I + pi2£M/+pi3£*z and q = pi3txx + P23tyy+P33Czz· The secular equation has two 
solutions for n denoted as n+ and n_ : 
n± = - (rfeo + r]zo + ρ + q) ± - ψ ( η
χ 0 -ηζο + Ρ~ q)2 + (2ρ55«ιζ)2. (9.7) 
The solutions n+ and n_ correspond to the eigenpolarizations or normal modes D+ = 
(coso,sino) and D- = (-sino,coso), with θ the angle between D+ and the positive 2-axis 
(= c-axis) as depicted in figure 9.2, θ is given by: 
θ = arctan {-(s,:ë£zi)+HSiw=î)")')· м 
No birefringence occurs if the polarization of the incident light is either parallel to D+ or D-. 
These orientations are known as the extinction directions. The phase shift φ between the normal 
modes on propagating through the crystal slice, of thickness Ay, is: 
φ=
2
ψ-(η+-η-)1 (9.9) 
with Δτι = (n+ - n_) the birefringence and λ the wavelength of the light. 
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a-axis 
с-axis 
Figure 9.2: Intersection of the indicatrix parallel to the (010) face in a strained area. D+ and 
D- are the eigenpolarizations, Ρ the polarizer orientation and A the analyzer orientation with 
ALP. 
If |Ρ55«ιζ | < | n l — n\ | and \p — q \<\n\ — n\ |, that is, for non-isotropic optical media, then 
the expression for the phase shift φ simplifies to: 
φ = —г—(Δηο - Ant - Δη„), (9.10) 
with 
Δηο = 
Δη* = 
Δη, = 
(η„ - 7l
c
), 
l/2(nlp-n3
c
q), 
1 /9Ст,3 _ 3 \ {PbSCxz) 
Па — Пс 
The contribution Δηο is the intrinsic birefringence of KTP, Δη 4 is the birefringence due to the 
tensile strain and Δ π , is the birefringence mainly due to the shear strain. 
Within the above mentioned limitations the expressions for the normal mode orientation θ 
simplifies to: 
0 = a x c t a n { — / 5 5 - ^ Л . (9.11) 
L По — Пс J 
The slice is observed between crossed polarizers with the analyzer at an angle α with respect 
to the c-axis, see figure 9.2. The relative intensity I(X,Z)/IQ of transmitted light at position 
(x,z) in the b-plane plane will be: 
/ ( * • * ) 
Io 
= sin2 (l/20 ( X i Z )) sin2 (2(Q - θ(ΧχΖ))), (9.12) 
with IQ the intensity of the incident light. In case that the crystal structure is undistorted, 
φ = ? î^ î^7 l 0 i and the normal modes are parallel to the a-axis and the c-axis since в = 0°. The 
image contrast vanishes if the polarizer orientation is either parallel to the a-axis (a = 0°) or 
parallel to the c-axis (a = 90°), since then sin 2(a — ff) = 0. 
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9.3 Experimental 
9.3.1 Crystal Growth 
The crystals were grown by means of a flux growth method, known as top-seeded solution 
growth (Bolt et al., 1991). The growth was started by introducing an orientated KTP seed into 
a supersaturated solution of KTP in a K6P4O13 flux at a temperature of 925 °C. Growth was 
maintained by cooling the flux down to approximately 850 °C at a rate of 4.8 °C per day. The 
flux consists of commercially available pro-analysis chemicals, with impurity contents of less 
then 0.1%. After the growth was terminated, the crystals were gradually cooled down to room 
temperature. The KTP crystals number 310 and 311 were examined in this study. 
9.3.2 Optical characterization techniques 
Birefringence interferometry 
The optical inhomogeneities in KTP are imaged by means of BI. Prior to the investigations, a 
slice is cut from each crystal. The slices are parallel to the (010) face with thickness ranging 
from 3 to 5 mm. Subsequently the artificial faces are polished until they become mirror smooth 
(i.e. surface irregularities are smaller than 0.3 /im). 
The optical arrangement used is similar to that of Henningsen and Singh (1989), and is 
depicted in figure 9.3. A 10 mW HeNe laser is used as light source, operating at a wavelength 
сзй Ι π I bo 
^ α В
 u
 i v 
1 2 3 4 5 6 7 
Figure 9.3: Experimental setup of the Birefringence Interferometer: 1. HeNe laser λ = 632.8 
nm; 2. beam expander ± 4 0 x; 3. polarizer; 4. sample; 5. analyzer; 6.1ens; 7. camera. 
of 632.8 nm. The laser is focused through a pinhole and expanded to a parallel beam of approx­
imately 5 cm in diameter. The collimated beam passes in successive order (1) the polarizer, (2) 
the crystal slice and (3) the analyzer (4) an objective lens. The image of the slice formed by the 
lens behind the analyzer is photographed. If the crystal structure is undistorted then the normal 
modes of propagation are orientated along the a-axis (D+, the fast ray) and the c-axis (D-, 
the slow ray) in a b-slice at normal light incidence. The slices are examined between crossed 
polarizers with the polarization direction of the incident light at an angle of 45° with respect to 
the a-axis. 
Stress birefringence microscopy 
SBM has proven to be a powerful technique to reveal microscopic defects in crystals with a cubic 
crystal structure (Tanner and Fathers, 1974, Jiang et al., 1987 and van Enckevort and Smet, 
1990). The applicability of SBM on crystals with crystallographic symmetry lower then cubic is 
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limited due to the intrinsic birefringence of the crystal. Nevertheless, Fathers and Tanner (1973) 
ivere able to observe dislocations in barium titanate and they could explain the observed image 
:ontrast. If the specimen is examined between crossed polarizers with the polarization direction 
of the incident light parallel to one of the extinction directions (normal modes), the crystal 
behaves isotropically and the defects are recognized as brightened images on a dark background. 
The crystal slices previously prepared for BI were examined side-on (perpendicular to the 
b-axis) to look for similarities between the BI images and the SBM images. The polarizer was 
Drientated either along the the c-axis or the a-axis to avoid intrinsic birefringence. In order to 
sxamine the defects parallel to the a-axis, a 1.5 mm thick slice was cut parallel to the (100) face 
and subsequently polished. The polarizer was orientated along the b-axis. Stress birefringence 
images were observed with an Olympus Vanox polarization microscope. 
9.3.3 Etching 
Chemical etching was applied to reveal the dislocation structure, growth sector boundaries, 
growth bands and ferroelectric domain walls. Line dislocations develop etch pits at the position 
where they emerge at the crystal surface. A two-dimensional defect like a low angle grain 
boundary appears as a coherent row of etch pits while a growth band, a sector boundary or a 
domain wall is recognized as an etch groove. Growth sector boundaries and domains walls are 
recognized by a different surface morphology of the adjacent surface areas which are separated 
by the boundary or domain wall. 
One KTP slice was etched in boiling concentrated hydrochloric acid for one hour .(boiling 
point 85 °C) in order to obtain etch pits and etch grooves of suitable size (Bolt et al., 1991). 
The resulting etch patterns were observed with a Nikon MICROPHOT-FX microscope using 
the differential interference contrast (DICM) technique. Due to the application of a first order 
red compensator it was possible to emphasize a height difference between terraces by means of a 
shift in the interference color. Then the specimen was etched in an aqueous solution of sodium 
hydroxide (4 mol NaOH/1) at a temperature of 98 °C for about one hour and the etch patterns 
were again studied by means of DICM microscopy. 
9.4 Growth sector boundaries 
9.4.1 Birefringence interferometry 
Figure 9.4 shows the birefringence interferogram of the b-slice of crystal KTP 310. The picture 
reveals some dark areas at the bottom and the lower right corner which are shadows produced 
by the seed crystal, the platinum wire on which the seed crystal was mounted during growth, 
inclusions and cracks. The more interesting phase objects revealed in this picture are lines ori-
entated parallel to the a-axis [100] and the c-axis [001] as well as some growth sector boundaries. 
The birefringence contrast associated to a sector boundaries is caused by variations in the impu-
rity content. In general, growth sectors are non-equivalent growth forms with different impurity 
contents due to a differences in the impurity incorporation mechanism. If the impurities tend to 
accumulate at the sector boundary one expects maximal strain at the sector boundary as well. 
If, however, no impurity accumulation occurs one expects a continuous strain transition across 
the sector boundary. 
The sector boundaries are present between the (100) and the (101) growth sector and between 
the (100) and (011) growth sector. The contrast associated with the growth sector boundaries 
was explained by impurity accumulation at these boundaries (de Boer and Bolt, 1991). The 
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behaviour of steps near the edge between adjacent faces may facilitate impurity accumulation 
at sector boundaries (Dam and van Enckevort, 1986). Near the corners between adjacent faces 
the steps are retarded due to the Gibbs- Thomson effect and the resulting edges are rough 
and rounded. At such a rough interface the impurity adsorption rate can be different from 
the impurity adsorption rate at the adjacent flat-faces. Due to impurity adsorption steps can 
become retarded more or even blocked and impurity adsorption becomes more effective, since 
the exposure time of the surface in front of the step increases dramatically (van der Eerden and 
Müller-Krumbhaar, 1986). 
Figure 9.4: Birefringence interferogram of crystal KTP 310; S = seed crystal, Pt = Pt-wire, I = 
inclusions, SB = sector boundary, DW = domain wall and LD = line defects, b-slice at α = 45°. 
Figure 9.5: Birefringence interferogram of KTP crystal 311; S = seed crystal, Pt = Pt-wire, I 
= inclusions, SB = sector boundary, b-slice of crystal KTP 311 at a = 45°. 
The birefringence interferogram of crystal KTP 311 presented in figure 9.5 reveals two visible 
growth sector boundaries, one between the (ÏO0) and the (Oil) growth sector and one between 
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the (100) and the (101) growth sector. The growth sector boundary between the (Oil) and the 
(101) sectors is invisible. The picture reveals interference fringes due to the wedge shape of the 
crystal. These fringes run parallel to the c-axis, which corresponds to a tapering in the direction 
along the a-axis. The tapering angle is approximately 1.5° as determined from the distance 
between the fringes and the associated phase shift. The presence of the growth sector boundaries 
is emphasized by the interference fringes, because they shift in position by changing from one 
growth sector to the adjacent growth sector. The pattern of phase shifted fringes indicates 
a difference in impurity concentration in non-equivalent growth sectors, probably caused by 
preferential impurity adsorption. The (100) face is symmetrically equivalent to (100) so one 
would expect the same impurity concentration. 
A careful inspection of the fringe pattern in the {100} growth sectors indeed indicates no 
differences, since the fringe pattern reveals no discontinuity. The (011)/(101) sector boundary is 
missing and no discontinuity in the fringe pattern is seen. This observation indicates that both 
sectors have the same impurity concentration, although these sectors are non-equivalent forms, 
and that impurity accumulation at the sector boundary is probably unimportant. Recently 
evidence was found for preferential impurity incorporation in KTP crystals doped with trivalent 
Chromium (Cr+) (Bolt, 1992). The order of crystal forms with respect to the Cr+ concentration 
was found to be: {101} > {100} > {210} > {011}. For impurities other than Cr+ the order 
of crystal forms needs not to be the same. In this work (Bolt, 1992) no evidence was found for 
impurity accumulation at the sector boundaries, so it is justified to regard the adjacent growth 
sectors as a two level strain system with a continuous transition zone. 
9.4.2 Stress birefringence microscopy 
It was not possible to see the growth sector boundaries by means of transmission polarization 
microscopy. To overcome this problem reflection polarization microscopy was used. By applying 
reflection microscopy instead of transmission microscopy the retardation and the orientation 
angle will increase due to a doubling of the optical path length and reflection at the back side 
of the crystal slice. Figure 9.6 shows the growth sector boundary in the area equivalent to 
Figure 9.6: Birefringence micrograph of growth sector boundary between (110) and the (100) 
growth sector in crystal KTP 310. 
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area (1) in figure 9.4. The polarizer is orientated 45° with respect to the c-axis (a = 45°). 
The micrograph reveals a contrast of constant intensity on both sides of the boundary and the 
boundary is revealed as a narrow dark line. This line coincides with the growth sector boundary 
as revealed by BI. 
9.4.3 T h e sector boundary image c o n t r a s t 
The image contrast revealed by growth sectors and sector boundaries can be explained by means 
of the growth sector boundary model as described in section 9.2.1. The (101) sector is probably 
more contaminated than the (100) sector, since the Cr + concentration in the (101) sector is larger 
than in the (100) sector (Bolt, 1992). Then the strain free A sector represents the (100) sector 
and the strained В sector represents the (101) sector. In principle the (100) may be strained, 
too, but this does not affect the qualitative interpretation. In the A sector the displacement 
field u(r) is negligible everywhere, except near the boundary. Therefore, here the retardation is 
determined by Ano and the extinction directions are parallel to the a and the c-axis (0 = 0). In 
the В sector, remote from the sector boundary the shear strain component е
хг
 vanishes, and the 
birefringence is determined by (Δπο — Δη«), with Ant the correction to the volume expansion. 
Since η
χχ
 = P55€I2 vanishes, θ approaches zero (equation 9.8), so the extinction directions are 
again parallel the a and the c-axis. In the vicinity of the boundary, \z \< 2δ
ζ
, the shear strain 
component cX 2 is finite and the retardation is determined by (Δηο — Ащ — Апв). In this region 
the extinction directions deviate from the a and the c-axis because theta φ 0. If the slice is 
examined between crossed polarizers and the incident light is polarized parallel to the a-axis then 
the image will look as follows. The contrast intensity will be vanished in the A and the В sectors 
and a brightening will occur at the sector boundary. Figure 9.7a shows the normalized intensity 
distributions for α = 0° as a function of the ζ coordinate for five different slice thicknesses. In 
figure 9.7b the same is done for a = 45°, which corresponds to the polarization direction of 
the incident light in the BI experiment. The boundary width 6
г
 = 5μτη and the displacement 
amplitudes are a
x
 = 2 · 10~3(μΓη/μπι), a
v
 = 2 · 10 - 3 and а
г
 = Ю
- 3
. Since the elasto-optical 
coefficients of KTP are unknown they were assumed to be: рц = 0.02, ргт. = 0.03, раз = 0.008, 
pu = 0.08, різ = 0.007, ри = 0.04, p 4 4 = p 5 5 = m = 0.005 . 
As already pointed out, in the α = 0° configuration (figure 9.7a) the background is completely 
dark and the boundary reveals a positive image contrast but the intensity of the transmitted 
light is very low {I/IQ < 10~4). In the a = 45° configuration (figure 9.7b) the boundary can be 
distinguished from the background either as a bright line (a positive image contrast) or as a dark 
line (a negative image contrast) depending on the slice thickness Ay. This is obvious, біпсе the 
retardation is proportional to the slice thickness Ay. The difference in relative intensity I/Io 
between the boundary and the adjacent sectors is of the order > 0.1 and is large compared to 
the Q = 0° arrangement. The intensity difference between the A and the В sectors is small and 
in practice negligible compared to the difference intensity between sector and boundary. This 
qualitative description given above agrees well with the image contrast as shown in figures 9.4 
and 9.6. The growth sector model predicts that in the BI configuration (a = 45°) the contrast 
difference is sufficient to be detected. On the other hand the model predicts that the sector 
boundary is almost invisible in the SBM configuration (a = 0°). This explains why the sector 
boundary could not the seen by means of polarization microscopy if the incident light was 
polarized along one of the extinction directions. 
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Figure 9.7: Normalized image contrast of cross section through the growth sector boundary. 
Boundary thickness Sz = 5/im. (a) BI configuration (a = 45°) and 4980 μτη < Ay < 5020 μπι. 
(b) SBM configuration (a = 0 °) and 5000 μτη < Ay < 5030 μ m. 
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Figure 9.8: DIC micrograph of etch patterns on the (010) face of KTP, etch medium is hy-
drochloric acid, (a) the micrograph shows the (100) and (101) sectors and the related sector 
boundary. The sectors are distinguished by a difference in surface morphology. The etch groove 
represents the sector boundary, (b) An enlargement of the boundary area depicted in (a). The 
surface morphology in both sectors are the same but the surface features differ in size. 
9.4.4 E tch ing 
Additional information on growth sector boundaries was gained from dissolution in concentrated 
HCl. The etch patterns on the artificial (001) face of KTP 310 in the marked areas 1 and 2 
in figure 9.4 are shown in figure 9.8a and 9.8b. In figure 9.8a two areas of distinct surface 
topographies and an etch groove are distinguishable. The surface area on the left of the etch 
groove is rather rough, see figure 9.8b, while the opposite area on the right side is smoother. A 
higher magnification reveals that the surface morphology is the same in both areas but that the 
individual features differ in size. The area with the rougher surface corresponds with the (101) 
growth sector and the adjacent area corresponds with the (100) growth sector. 
The difference in image contrast between both sectors is actually a small difference in inter-
ference color, which is due to a difference in height between the terraces of the (101) and the 
(100) sector. By subsequently focusing the microscope at the surface of each sectors a small 
height difference was revealed. It turned out to be that the height of the (101) sector is less 
than the height of the (100) sector. This can be explained by the fact that the dissolution rate 
at the (101) sector is slightly larger than the dissolution rate at the (100) sector. The etch 
groove coincides with the growth sector boundary revealed by BI, see figure 9.4 In the center of 
the picture the etch groove seems to disappear. The particular position where the etch groove 
disappears can be recognized on figure 9.4 too, being the position where the inclined (100)/(101) 
sector boundary starts to bend. The reason why the (101) growth sector dissolves faster than 
the adjacent (100) growth sector can be explained from the theory developed for growth and 
dissolution of rough surfaces. The PBC analysis on KTP (Bolt and Bennema, 1990) predicts 
the (010) face to be an F-face of low Morphological Importance and having a low roughening 
temperature. Since (010) facets have never been observed on KTP crystals, it is assumed that 
they grow rough. Since growth and dissolution are complementary processes it is very likely 
to assume that it etches in a rough way as well. Growth and dissolution of rough interfaces 
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proceed via the so called "normal growth" mechanism and the dissolution rate {Ц
иа
, (Dam and 
van Enckevort, 1981) is given by the modified Wilson Frenkel law: 
Rdut = -dk+(l-e-^-w^T). (9.13) 
In this equation fcj is the Boltzmann constant, Τ the absolute temperature, d the height of 
a solid dissolution unit, k+ the release rate of dissolution units, W is the stress energy per 
particle and Δμ the driving force for growth. The driving force per dissolution unit is given by 
Δμ = ßf — μ,, (μ/ = chemical potential in the solution and μ8 = the chemical potential in the 
solid). The driving force is negative for dissolution (μ/ < μ
ϊ
) and the stress energy is always 
positive (W > 0). Then it follows from equation 9.13 that the dissolution rate of a strained 
crystal will be larger than the dissolution rate of an unstrained crystal. The stress energy per 
particle due to a homogeneous distribution of point defects in an elastically isotropic crystal is 
given by (van der Heijden and van der Eerden, 1992): 
W = 2ж μΐΙΑ2 [1 + 2{l/2r
c
)3 arctan {1/2т
с
)3}. (9.14) 
In this expression I is the average distance between point defects, т
с
 critical radius, below which 
the strain energy density becomes constant, μ is the shear modulus, Ω is the molecular volume 
and Л is a constant that is given by: 
A
 = \ + W№- ( 9 1 5 ) 
In this equation e is the expansion (or compression) at the surface of the point defect with radius 
V 
Usually, the impurity concentration is very small (less than 0.1%), which means that 
(l/2r
c
)3 » 1, (//2rp) » 1 and arctan (l/2rc)3 « π/2. The average distance between point 
defects Í « 1 f/ñ¿, with nc the concentration of point defects per unit volume. Then the expres-
sion for the stress energy simplifies to: 
W » μΩ(2π
Ε
) 2(^/Γθ) 3π, (9.16) 
According to this equation the stress energy per particle is proportional to the impurity con­
centration. Consequently, a contaminated crystal will dissolve faster than a less contaminated 
crystal. In the case of KTP the impurities are preferentially incorporated into the (101) growth 
sector compared to the (100) growth sector. Because, n
c
(1 0i) > ic(ioo)i t n e stress energy level 
in the (101) sector must be larger than it is in the (100) sector (W(10i) > W(10o))· During 
dissolution the surface of the artificial (010) face feels everywhere the same undersaturation 
(σ = Δμ/fcfcT). Then R<¡lít in the area corresponding to the (101) sector will be larger than 
Rdist in the area corresponding to the (100) sector. This explains the growth sector bound 
surface topography observed after dissolution in concentrated HCl. 
After etching the crystal in concentrated HCl, the crystal was polished again and subse-
quently etched in an aqueous solution of NaOH (4 mol/1). During the dissolution process a 
precipitate was formed on the surfaces of the (010) and (0Ϊ0) face, which was easy to remove 
after the slice was taken from the NaOH solution. The remaining surface was found to be rough 
and no details, like etch grooves and growth sectors, were observed. During dissolution in NaOH 
the slice thickness reduced approximately 0.55 mm, while dissolution in HCl only resulted in 
a reduction, less than 0.05 mm. Since, the dissolution time was approximately the same in 
both experiments (1 hour) it follows that ß j , , , for KTP in NaOH is approximately a factor 10 
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larger than Rd„, in concentrated HCl. NaOH and HCl are completely different chemicals, so 
the dissolution mechanisms are probably different. This implies in that quantities which depend 
on solution properties such as the driving force Δμ and the release rate k+ are different. The 
stress energy W and the height d of a dissolution unit, however, stay unaltered because these 
are solid state properties which are independent on the properties of the solution. 
A plausible explanation for the disappearance of the growth sector structure is that stress 
energy is negligible compared to the driving force for dissolution in NaOH. Then there is no 
significant difference between the rates of dissolution in the areas corresponding to the (101) 
and the (100) growth sector. 
9.5 Two-dimensional (100) defects 
9.5.1 Birefringence interferometry 
The line parallel to the [001] direction in the BI interferogram figure 9.4 was assumed to be 
a two-dimensional defect (de Boer and Bolt, 1991). The nature of the (100) defect might be 
a growth band or a domain wall separating ferroelectric domains, both parallel to the (100) 
face. The (100) defect is certainly not a sector boundary because there are no faces on KTP 
intersecting parallel to the [001] direction. 
Growth bands or striations are narrow bands with different impurity concentrations, parallel 
to the solid/liquid interface. They originate from growth rate variations, which are caused by 
temperature or hydrodynamic fluctuations. The impurity concentration in the crystal equals 
C, = k
e
ffCi, with C¡ the impurity concentration in the liquid-phase and ke¡¡ the effective 
distribution coefficient. In practice the effective distribution coefficient is a function of the 
growth rate (Burton,Prim and Slichter, 1958). Therefore, growth rate variation show up as 
variations in solid state impurity concentration C,. A local variation in C„ is accompanied by 
a variation in the defect strain, which can be observed due to the photoelastic effect. Growth 
bands parallel to the (100) face were revealed by X-ray diffraction topography (Bolt et al., 1990), 
which demonstrates that a local lattice deformation is associated to a growth band. 
If KTP is grown above the Curie temperature [Tc = 934 °C, Yanovskii and Voronkova, 1988) 
ferroelectric domains separated by domain walls parallel to the (100) face may occur (Bierlein 
and Arweiler, 1986). The direction of spontaneous polarization is parallel to the b-axis, which is 
perpendicular to the slice surface. The domain walls are invisible using polarization microscopy, 
because reversal of the polarization direction (P —» —P) does not change the birefringence 
(Bierlein and Ahmed, 1987). However, during the phase transition a planar strain field, parallel 
to the domain wall might develop. Such a strain field is visible in polarized light and gives an 
image contrast which is similar to the image contrast of a growth band. The presence of an etch 
groove, which coincides with the (100) defect confirms that a planar strain field is associated to 
the (100) defect (Dam and van Enckevort, 1981). 
9.5.2 Stress birefringence microscopy 
It was impossible to reveal the (100) defect by means of transmission polarization microscopy. 
By using reflection polarization microscopy with the polarization of the incident light at angle of 
45° with respect to the c-axis it was possible to obtain a very faint image contrast. This is not 
surprising, since the image contrast of a sector boundary is also much weaker, if it is visualized 
by means polarization microscopy. 
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Figure 9.9: Birefringence variation Δη - Δηο due to the (100) defect, in the direction normal 
to the defect. 
9.5.3 P l a n a r defect image c o n t r a s t 
In case of planar defect the lattice distortion is localized in the defect plane and it decays rapidly 
in the direction normal to the plane (Jiang et al., 1987). To explain the image contrast due to 
the (100) defect the displacement field will be approximate by: 
u(r) = exp[-x2/2¿2] (9.17) 
with 26x the width of the planar strain field. By applying the image contrast method, as 
described in section 9.2.1., it is found that the contrast variation is only finite in the vicinity 
of the (100) defect. This is due to the local birefringence variation Δη — Δηο as is shown in 
figure 9.9 and due to the fact that the normal modes D+ and D- do not coincide with the 
crystallographic axes. In transmission polarization microscopy the polarizer is orientated along 
the a-axis (a = 0°). Then a planar defect should become visible as a bright line on a dark 
background. The most probable reason why the planar defect remains invisible is that the 
local changes in the extinction directions and the retardation are to small to show a sufficient 
intensity variation. If the intensity variation is smaller than the detection limit of the microscope 
the defect stays invisible. The detection limit of the instrument depends on the quality of the 
polarizers used. Generally, polarizers are not ideal and transmit slightly elliptically polarized 
light. Sheet polarizers have a intrinsic ellipticity in the order of 10 - 2 , which is relative large. 
From that it follows that the background intensity, in case of crossed polarizers, will not come 
below 10_4/o- If the intensity of the defect image doee not exceed value, then it stays invisible. 
BI revealed a dark image contrast on a relatively bright background. The polarizer was 
orientated at an angle of 45° to the a-axis. In this configuration the variation in the extinction 
direction and the retardation are sufficient to introduce a detectable intensity variation. 
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Figure 9.10: DIC micrograph of the ferroelectric domains. Two domains are distinguished by a 
difference in surface morphology. The etch groove along the [001] direction indicates a stressed 
domain wall. 
9.5.4 Etching 
Figure 9.10 shows a part of the (010) face in the area around the (100) defects, after dissolution 
in concentrated HCl. The (100) defect coincides with an etch groove and the surfaces on both 
sides of the etch groove reveal a different surface topography. If the (100) defect is a growth 
band then only an etch groove is expected (Dam and van Enckevort, 1981). However, if the 
areas coincide with ferroelectric domains of opposite polarization then dissolution might reveal 
different surface topographies. As a matter of fact surface topography after selective etching is 
a quite common technique to reveal ferroelectric domains (Miller and Weinreich, 1960). The 
[001] etch groove and the domain structure are not reproduced at the opposite (010) face, 
which implies that the domains end somewhere between the (010) and the (0Ï0) crystal faces. 
A possible explanation follows from the dissolution experiment in NaOH (4 mol/1) solution. 
Figure 9.11 reveals two domains on the (100) face which are separated by a zig-zag like wall. 
The domains reveal a difference in height and surface topography. Zig-zag shaped domain 
walls were reported for hydrothermally grown KTP (Bierlein and Ahmed, 1987), and they were 
identified as head-to-head orientated domains. However, the Bierleiner type domain structures 
have not yet been reported for crystals, grown from the flux below the Curie temperature. It 
should be emphasized that crystal KTP 310 is the only specimen of the examined series that 
contains ferroelectric domains (De Boer and Bolt, 1991). The KTP crystals were grown below 
the Curie temperature to avoid domain formation during the phase transition. However, a phase 
transition is not the only possible cause for domain formation. For example, if the seed crystal 
contains domains then they may propagate into the growing crystal or the domain formation 
starts at an irregularity at the surface of the seed crystal. 
9.6 The [100] line defects 
It is not possible to identify the nature of the [100] defects revealed by means of BI, see figure 9.4. 
Some information is lost because a birefringence interferogram is a two-dimensional representa-
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Figure 9.11: DICM micrographs of the etched (100) face, etching medium is 4 mol/1 NaOH. A 
zig-zag edge is revealed which indicates head-to-head ferroelectic domains. 
tion of a three-dimensional space. If a two-dimensional defect is perpendicular to the plane of 
observation it will be identified as an one dimensional defect. Therefore the [100] defects can 
be: (i) planar defects parallel to the (001) face or (it) dislocations or dislocation bundles parallel 
to the a-axis. X-ray topography studies (Bolt et. al, 1991) revealed dislocations parallel to the 
[100] direction but planar defects were not seen. Growth bands or growth sector boundaries 
parallel to the (001) face are in principle impossible, because KTP does not develop (001) faces 
(Bolt and Bennema, 1990) and (011) and the (Oil) are symmetrical equivalent faces. Further-
more it should be emphasized that the [100] defects originate from the platinum wire and the 
seed crystal, which are typical dislocations sources in KTP (Bolt et al., 1991). Therefore the 
[100] defects are most likely line defects. To test the dislocation hypothesis SBM and dislocation 
etching were carried out. 
9.6.1 Stress birefringence microscopy 
Figure 9.12 shows a birefringence micrograph of the [100] line defects viewed side-on. The 
polarizer is orientated parallel to a-axis. The micrograph reveals several [100] defects. By 
focusing through the crystal each defect can be focused independently, indicating that the defects 
are lines, that is, dislocations || to the a-axis, which are dispersed along the b-axis. The picture 
reveals a large dispersion in image contrast intensity and width. The image contrast varies in 
intensity from barely visible to a rather intense. All defects originate from the seed crystal and 
the Pt wire. The defects that originate at the Pt wire reveal the strongest image contrast. 
9.6.2 Dislocation image contrast 
Assume a dislocation line parallel to the a-axis, in KTP, is viewed end-on between crossed 
polarizers. Then the image contrast theory (Father and Tanner, 1973) predicts that a pure 
screw dislocation is invisible, while a pure edge dislocation reveals an image contrast. The 
shape and intensity of the edge dislocation image contrast depends on the orientation of the 
polarizer with respect to the Burgers vector, but the image is never completely extinct. In a 
side-on view, both screw and edge dislocations are visible. In the particular case of an optically 
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Figure 9.12: Birefringence micrographs of the [100] dislocation, view side-on, polarizer is parallel 
to the a-axis. 
isotropic material the maximum contrast for a screw dislocation is obtained if the polarizer is 
parallel or perpendicular to the dislocation line and complete extinction occurs if the polarizer 
makes an angle of 45° to the dislocation line. An edge dislocation reveals maximum contrast 
if the polarizer makes an angle of 45° to the dislocation and complete extinction occurs if 
the polarizer is parallel or perpendicular to the dislocation line. In a non-isotropic material 
the above mentioned orientations for maximum and minimum contrast are slightly changed. 
In principle these orientations are predictable from a theoretical point of view. However, in 
practice this has little relevance, since in most cases the elasto-optical coefficients are unknown. 
According to their image contrast (Father and Tanner, 1973) the [100] defects in KTP are pure 
screw dislocations, because they are invisible viewed end-on and visible when viewed side-on. 
A very strong evidence for screw dislocations is obtained by the BI experiment in which it 
was found that the dislocation images are extincted if the polarizer is orientated at an angle 
of approximately 48° to the dislocation line. This confirms the X-ray topography findings of 
screw dislocations parallel to the a-axis (Bolt et al. 1991). The variations in contrast intensity 
are probably caused by grouping of dislocations into dislocation bundles or due to co-operating 
dislocations (Bennema and Gilmer, 1973). Variation in the magnitude of the Burgers vector 
b can explain the variation in the contrast intensity, although this is not very likely from an 
energetic point of view. 
9.6.3 Etching 
Figure 9.13a shows the (100) surface after etching in concentrated HCl. Singular etch pits, arrays 
of etch pits and clusters of etch pits are found on the (100) surface, which indicate the outcrops 
of dislocations, low angle grain boundaries and dislocation bundles. The pits are grouped in a 
narrow strip above and below the seed crystal and the platinum wire. The highest pit density is 
located above the Pt wire. On the opposite (І00) face only a minor amount of pits is present. A 
similar etch pit distribution was observed by Bolt et al. (1991). This finding of etch pit clusters 
confirms the assumption that the variation in contrast intensity of the birefringence image is 
due to grouping of dislocations. 
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Figure 9.13: DICM micrographs of the (100) face: (a) Etch pits, etch pit arrays and etch 
pit clusters, which are characteristic for solitarily dislocations, low angle grain boundaries and 
dislocation bundles, (b) Large etch pits obtained after etching in diluted NaOH 
The etch pits developed during dissolution in NaOH have a shape different from the shape 
of etch pits developed during dissolution in HCl. The two-dimensional point group of the (100) 
face is m and the mirror plane lies parallel to the b-axis, which is the polar axis. Etching in 
hydrochloric acid reveals an etch pit morphology, which obeys the two-dimensional point group 
2mm. From the fact that the etch pits are bound by polar faces it seems that here the dissolution 
mechanism is insensitive to the polar nature of the crystal structure. However, the morphology 
of etch pits obtained in the NaOH experiment obeys the point group m. This indicates that now 
the dissolution mechanism is sensitive to the polar nature of the crystal structure. Although 
the dissolution mechanisms are not unraveled yet, it can be concluded that the rate determining 
step during dissolution in NaOH involves an attack at a polar side. 
9.7 Conclusions 
Φ Growth sectors and growth sector boundaries were revealed by means of the BI and the 
SBM techniques. It was found that a sector boundary become visible if the polarization 
direction of the incident light does not coincide with one of the crystallographic axes. 
• Using a lattice strain model it was possible to explain image contrast associated to a 
growth sector boundary. This model predicts that a growth sector boundary is almost 
invisible if the polarizer is parallel on of the crystallographic axes. The model predicts a 
maximum image contrast if the polarizer is orientated at an angle of approximately 45° 
with respect to a crystallographic axis. 
• Growth sectors were identified due to a difference in surface topography after etching the 
specimens in concentrated HCl. 
• The BI revealed a planar strain field parallel to the (100) face. Chemical etching in HCl 
revealed this planar strain field too by producing an etch groove. Etching in NaOH, 
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however, revealed a zig-zag domain wall on the (100) face, which is characteristic for 
head-to-head ferroelectric domains. 
• By means of the BI technique defects parallel to the a-axis were revealed. According to 
the birefringence image contrast theory the [100] defects are screw dislocations. Etch pits 
an etch pit arrays were found on the (100) face which indicate the presence of dislocations 
and low angle grain boundaries. 
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Summary 
This thesis comprises the main results of a study concerning the formation of some defects in 
Bi 4 (Ge0 3 ) 4 (BGO) and КТЮРО4 (KTP) single crystals. BGO is used as a scintillation medium 
in radiation detectors, while KTP is applied in non linear optics because of its extraordinary 
optical properties. BGO single crystals are usually grown from the melt. KTP, on the other 
hand, is mostly flux grown. In both cases crystal defects appear which are specific for the 
technique used. 
In the introductory chapter 1 a short description is given of the techniques most frequently 
used for growing large single crystals, namely the Bridgman and the Czochralski techniques. 
Besides this an overview of the growth mechanisms relevant for melt growth is given. 
In the first part of this thesis, chapters 2 to 4, the main topics are the growth of large 
single crystals of BGO together with the related formation of defects and the dissolution of 
spheres of single crystalline BGO. Crystals grown from the melt usually exhibit growth sectors 
which are typical for the layer growth mechanism. Due to this mechanism facets are formed 
at the crystal/melt interface. Faceted growth can be the cause of defects which diminish the 
homogeneity of the crystals. Such defects are often the preferential incorporation of impurities 
in growth sectors which are crystallographically not equivalent or the incorporation of gaseous 
inclusions in growth sector boundaries and rough interfaces. 
Chapter 2 deals with the conditions for which faceted growth can occur during Bridgman 
or Czochralski growth. It turns out that the tendency for faceting, as was determined from the 
size of the facets, increases with increasing growth velocity and decreases for higher temperature 
gradients at the interface. We found that both faceted growth and the incorporation of inclusions 
can be suppressed completely by combining a large temperature gradient with a very small 
growth velocity. This method, however, has the disadvantage that mechanical stress is built in 
which diminishes the quality of the crystal. An alternative possibility to obtain homogeneous 
crystals free of inclusions and stress is a growth which takes place at an interface made up of a 
single facet. This can be realized by combining a high growth velocity and a small temperature 
gradient with a well-chosen growth direction. 
In chapter 3 the morphology of Czochralski-grown crystals is treated. At the seed end 
of Czochralski-grown crystals we find growth lines which originate from the seed. At the point 
where the crystal starts growing with a constant diameter a number of these growth lines vanish. 
The remaining ones gradually change in faces with a wavy surface ("pseudo faces"). Due to 
these pseudo faces the desired cylindrical form is not obtained and a crystal with a polygonal 
form results. A growth line or a pseudo face is formed because of a local perturbation of 
the crystal/melt/gas junction due to the presence of a tiny facet. Depending on the thermal 
conditions either a locally amplified radial growth rate, causing a growth line, or a locally 
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retarded radial growth, causing a pseudo facet occurs. The combined pattern of growth lines 
at the seed end and the pseudo facet morphology can be predicted when the growth direction 
and the morphological importance of the crystal forms are known. The morphologically most 
important forms for BGO are the {211} and the {211} form. For example, for a crystal which 
has been grown in the [211] direction we predict and find a number of obscure pseudo facets like 
(8 5 11), (4 7 1) and (4 5 13). 
In chapter 4 the morphology of spheres of BGO which axe partly dissolved in diluted hy­
drochloric acid is studied. In case of a HCl concentration less than 3.4 mol/kg solution the 
dissolution form (D-form) is characterized by the {100} form and the {111} form. These D-
forms are determined by the equilibrium form (Ε-form) as if {211} is equivalent to {2ÏÏ}. When 
the HCl concentration is larger than 3.4 mol/kg we find the D-forms {100}, {111}, {hhk} and 
{hkO} which are determined by the E-forms {211}, {211} and {220}. The dissolution kinetics 
is determined by the surface kinetics. The rate determining step for dissolution is of first order 
in the HCl activity. 
The second part of the thesis concerns the bubble inclusions in BGO crystals. Chapter 5 
describes the identification of gaseous constituents in the inclusions using micro Raman spec-
trometry. The gases oxygen (O2) and nitrogen (N2) have been identified with the help of their 
rotation spectrum. Using the intensity ratio of N2 and O2 rotational lines we find that the O2 
contribution in inclusions is larger than in air. 
Chapter 6 studies the formation of inclusions in dependence of growth conditions such as 
growth velocity and the method of growth. Inclusions are mainly found in growth sector bound-
aries and rough growth sectors. The size of inclusions turns out to be log-normally distributed, 
independent of the growth conditions. This log-normal distribution suggests the occurrence of 
agglomeration and cluster formation during the encapsulation process. At the moment of encap-
sulation partly buried bubbles can join because a bubble continues to grow until it is completely 
encapsulated. The average inclusion size diminishes with increasing crystallization rate. The 
width of the bubble size distribution, however, remains nearly constant. This decrease in aver-
age size is explained by the time interval between start and end of the encapsulation process, 
which diminishes with increasing crystallization rate. From our experiments we conclude that 
the average inclusion size increases when the fraction of crystallized material becomes larger. 
This can be explained with an increasing concentration of gas dissolved in the melt which is the 
result of segregation. 
The question why inclusions are hardly found in growth sectors that are due to layer growth 
and do occur in growth sectors originating from rough growth is the subject of chapter 7. Two 
possible mechanisms are proposed which take into account the specific form of the crystal/melt 
interface. These mechanisms differ in the position where nucleation takes place, either at the 
crystal/melt interface or in the melt. In the case that bubbles are formed by heterogeneous 
nucleation at the crystal/melt interface, this happens preferably at an atomically rough surface. 
Heterogeneous nucleation can also be triggered by macro step structures (for example at growth 
sector boundaries) or by cellular surface structures. In case the bubbles are formed in the melt, 
which either happens by homogeneous nucleation or by heterogeneous nucleation at foreign 
particles, an attractive force between bubble and crystal is needed for capture. In the vicinity 
of the interface the interaction between an atomically rough surface and a bubble is attractive 
if the crystal surface is incompletely wetted by the melt. However, in case of an atomically 
smooth interface the interaction can be repulsive, notwithstanding that the crystal surface is 
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incompletely wetted. 
The third part of this thesis comprises the characterization of optically observable defects in 
KTP crystals grown from the flux. Such characterization with the aid of birefringence interfer-
ometry is the subject of chapter 8. It turns out that growth sector boundaries are observable 
due to a local perturbation in the birefringence. This change in birefringence becomes smaller 
when the concentration of impurities in the crystal decreases. The incorporation of impurities 
depends on the growth sector. 
In chapter 9 a detailed defect characterization is presented which comprises birefringence 
interferometry, polarization microscopy and chemical etching. It turns out that the growth 
sector boundaries in KTP are just visible using polarization microscopy while they are easily 
observed in birefringence interferometry. These observations are explained with a strain model 
describing two neighbouring growth sectors each with a different strain. Calculations using this 
model indeed show that a growth sector boundary is hardly visible using polarization microscopy 
but is visible in birefringence interferometry. When a crystal is partly dissolved in boiling 
concentrated hydrochloric acid two neighbouring areas with different surface topography are 
formed. These areas correspond to the two growth sectors. The difference in topography is due 
to the difference in strain which latter increases with the impurity concentration. Therefore 
the growth sector with the highest impurity concentration and thus the highest stress energy 
density will dissolve fastest. Domain walls between ferroelectric domains turn out to be visible 
with birefringence interferometry despite the fact that the birefringence is not influenced by the 
electrical character of the domains. After the treatment of the crystal in boiling hydrochloric 
acid etch grooves are formed parallel to the domain walls. This observation indicates a change 
in birefringence due to a strain in the domain walls. 

Samenvatting 
In dit proefschrift worden de belangrijkste resultaten samengevat van een onderzoek naar de 
vorming van een aantal defecten in Bi4(Ge03)4 (BGO) en KTïOP04 (KTP) eenkristallen. BGO 
vindt toepassing als scintillatiemedium in stralingsdetectoren en KTP vindt toepassing in de niet 
lineaire optica vanwege zijn uitzonderlijke optische eigenschappen. BGO eenkristallen worden 
uit de smelt gegroeid en KTP eenkristallen worden uit de flux gegroeid. In beide groeimethodes 
treden defecten op die inherent zijn aan de toegepaste groeitechniek. 
In het inleidend hoofdstuk 1 wordt een korte beschrijving gegeven van de thans meest 
toegepaste smeltgroeitechnieken voor de productie van grote eenkristallen, de Bridgman groei-
techniek en de Czochralski groeitechniek. Vervolgens wordt een overzicht gegeven van de 
groeimechanismen die kunnen optreden tijdens smeltgroei. 
In het eerst gedeelte van dit proefschrift, de hoofdstuken 2, 3 en 4, komen en groei van grote 
BGO eenkristallen (en de daaraan gerelateerde defect vorming) en het oplossen van eenkristal-
lijne bollen BGO aan de orde. BGO kristallen die uit de smelt zijn gegroeid bevatten meestal 
groeisectoren welke kenmerkend zijn voor een lagengroeimechanisme waardoor facetten onstaan 
aan het kristal/smelt grensvlak. Door gefacetteerde groei onstaan defecten die de homogeniteit 
van de kristalen ten nadele beïnvloeden, zoals: preferentiële inbouw van verontreinigingen in niet 
kristallografisch equivalente groeisectoren en de inbouw van gasbellen in groeisectorengrenzen 
en ruw gegroeide vlakken. 
In hoofdstuk 2 wordt ingegaan op de condities waaronder gefaceteerde groei kan optreden tij-
dens Bridgman and Czochralski smeltgroei. Het blijkt o.a. dat de tendens tot faceteren, gemeten 
aan de grootte van de facetten, toeneemt naar mate de groeisnelheid toeneemt en de tempera-
tuurgradiënt over het kristal/6melt grensvlak afneemt. Er is waargenomen dat gefaceteerde groei 
en de inbouw van gasbellen, volledig onderdrukt kan worden indien een zeer geringe groeisnelheid 
gecombineerd wordt met een grote temperatuurgradiënt. Dit heeft echter tot nadeel dat er zich 
mechanische spanningen in het kristal ophopen die de kwaliteit ten nadele beïnvloeden. Een al-
ternatieve mogelijkheid ter verkrijging van homogene, insluitselvrije en spanningsvrije kristallen 
is de groei aan een uitsluitend door een enkel facet begrensd grensvlak. Dit kan men realiseren 
door een hoge groeisnelheid te combineren met een kleine temperatuurgradiënt en een geschikte 
goeirichting. 
In hoofdstuk 3 wordt de morfologie van Czochralski gegroeide BGO kristallen behandeld. Op 
de entzijde van Czochralski gegroeide kristallen treffen we groeilijnen aan die ontspringen aan 
de ent. Op het punt waar het kristal met een constante diameter begint te groeien verdwijnt een 
aantal groeilijnen. De overblijvende groeilijnen gaan vervolgens geleidelijk over in vlakken met 
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een min of meer golvend oppervlak ("pseudovlakken"). Hierdoor gaat de gewenste cylindervorm 
verloren en onstaat er een veelhoekig kristal. Een groeilijn of een pseudofacet ontstaat door een 
locale verstoring van de kristal/smelt/gas scheidslijn veroorzaakt door de aanwezigheid van een 
miniscuul facet. Afhankelijk van de thermische condities onstaat een locaal versterkte radíele 
groei, hetgeen de vorming van een groeilijn veroorzaakt, of een locaal geremde radiële groei met 
een pseudofacet als gevolg. Het patroon van de groeilijnen op de entzijde en de pseudofacetmor-
fologie is voorspelbaar indien de groeirichting en de morfologisch belangrijkste kristalvormen 
bekend zijn. De morfologisch belangrijkste vormen van BGO zijn de {211} vorm en de {2ÏÏ} 
vorm. Bijvoorbeeld, voor een kristal dat in de [211] richting is gegroeid voorspellen en vinden 
we een aantal obscure pseudofacetten zoals (8 5 11), (4 7 1) en (4 5 11). 
In hoofdstuk 4 wordt de morfologie bestudeerd van BGO bollen die gedeeltelijk zijn opgelost 
in verdund zoutzuur. Indien de HCl concentratie kleiner is dan 3.4 mol/kg oplossing wordt 
de oplosvorm (D-vorm) bepaald door de {100}- en de {111} vorm. Deze D-formen worden 
opgelegd door de evenwichtsvorm (E-vorm) {211} en {Sïï} met een even grote morfologische 
belangrijkheid (M.I.). Wanneer de HCl concentratie voldoende groot is ([HCl] > 3.4 mol/kg) 
vinden we de D-vormen {100}, {111}, {hhk} en {hkO}, welke worden opgelegd door de E-vormen 
{211}, {211} en {220}. De oplossingskinetiek wordt bepaald door de oppervlaktekinetiek en de 
snelheidsbepalende stap voor oplossing is van eerste orde in de HCl activiteit. 
Het tweede gedeelte is volledig gewijd aan de problematiek van gasbel-insluitsels in BGO 
kristallen. Hoofdstuk 5 behandelt de identificatie van de gasvormige verbindingen in insluitsels 
met behulp van micro Raman spectrometrie. De gassen zuurstof (O2) en stikstof (N2) werden 
geïdentificeerd door middel van hun rotatiespectrum. Uitgaande van de intensiteitsverhouding 
tussen de O2 en N2 rotatiepieken vinden we dat de O2 bijdrage in insluitsels groter is dan in 
lucht. 
In hoofdstuk 6 wordt de vormimg van insluitsels bestudeerd in relatie tot de groeiom-
standigheden, zoals: groeisnelheid en groeimethode. Insluitsels worden met name gevonden 
in groeisectorgrenzen en ruwe groeisectoren. De grootte van de insluitsels blijkt log-normaal 
vedeeld te zijn, ongeacht de groeiomstandigheden. De log-normale verdeling doet vermoeden 
dat er agglomeratie en clustervorming optreedt tijdens de insluitingsfase. Gedurende het inslui-
tingsproces kunnen gedeeltelijk ingesloten bellen samensmelten omdat de bellen door blijven 
groeien totdat ze volledig zijn begraven in het kristal. De gemiddelde insluitselgrootte neemt 
af naarmate de kristallisatiesnelheid toeneemt maar de breedte van de bellengrootteverdeling 
blijft nagenoeg constant. De afname in gemiddelde grootte wordt verklaard door de aanname 
dat het tijdsinterval tussen het begin en het einde van het insluitings proces afneemt als de 
kristallisatiesnelheid toeneemt. Uit de waarnemingen blijkt dat de gemiddelde bellengrootte 
toeneemt naarmate de fractie gekristalliseerd materiaal toeneemt, hetgeen veklaart kan worden 
uit de toename van de concentratie opgelost gas in de smelt vanwege segregatie. 
De vraag waarom insluitsels nauwelijks voorkomen in groeisectoren die voortkomen uit la-
gengroei maar wel voorkomen in groeisectoren ten gevolge van ruwe groei, is het onderwerp 
van hoofdstuk 7. Er worden twee mogelijke mechanismen voorgesteld die de specifieke toestand 
van het kristal/smelt grensvlak in rekening nemen. Deze mechanismen onderscheiden zich op 
het punt waar de belvorming plaats vindt, hetzij aan het kristal/smelt grensvlak hetzij in de 
vloeistoffase. Indien de bellen ontstaan door heterogene nucleatie aan het kristal/smelt grensvlak 
betekent dit dat nucleatie bij voorkeur optreedt aan een atomair ruw grensvlak. Heterogene nu-
cleatie kan ook bevorderd worden door de aanwezigheid van macrotredestructuren (bij voorbeeld 
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in groeisectorgrenzen) of door morfologisch instabiele oppervlaktestructuren. 
Indien de bellen in de vloeistoffase ontstaan door homogene nucleatie of door heterogene 
nucleatie aan zwevende stofdeeltjes betekent dit dat de structuur van het oppervlak van invloed 
moet zijn op de kristal-bel interactie. In het geval van een atomair ruw kristal/smelt grensvlak 
kan de interactie aantrekkend zijn mits het kristaloppervlak niet volledig wordt bevochtigd door 
de smelt. Voor een atomair glad oppervlak kan de interactie evenwel afstotend zijn ondanks dat 
het oppervlak niet volledig wordt bevochtigd. 
Het derde deel van dit proefschift is gewijd aan de karakterisatie van optisch waarneem-
bare defecten in KTP kristalen die uit de flux zijn gegroeid. De karakterisatie met behulp van 
dubbelbrekingsinterferometrie is het onderwerp van hoofdstuk 8. Het blijkt dat groeisectorgren-
zen waargenomen kunnen worden ten gevolge van een locale verandering in de dubbelbreking. 
Het veschil in dubbelbreking wordt geringer naarmate de concentratie van de onzuiverheden in 
een kristal afneemt. De inbouw van onzuiverheden is groeisectorafhankelijk. 
In hoofdstuk 9 wordt een gedetailleerde defectkarakterisatie gepresenteerd, waarbij gebruik 
wordt gemaakt van dubbelbrekingsinterferometrie, polarisatiemicroscopie en chemisch etsen. 
Het blijkt dat de groeisectorgrenzen in KTP net waarneembaar zijn met polarisatiemicroscopie 
tewijl ze goed waargenomen worden met dubbelbrekingsinterferometrie. Deze waarnemingen 
worden verklaard met behulp van een roostervervormingsmodel dat twee aangrenzende sectoren 
met elk een verschillende vervoming beschrijft. Berekeningen aan de hand van dit model laten 
zien dat een groeisectorgrens nauwelijks waarneembaar is met behulp van polarisatiemicroscopie, 
terwijl de groeisectorgrens wel zichtbaar zal zijn met behulp van dubbelbrekingsinterferometrie. 
Door een kristal gedurende een uur in geconcentreerd zoutzuur te koken vormen zich twee aan-
grenzende gebieden met een verschillende oppervlaktetopografie, die overeenkomen met de eerder 
genoemde groeisectoren. Het verschil in oppervlaktetopografie wordt veroorzaakt door een ver-
schil in roostervervorming, dat evenredig is met de puntdefectconcentratie. Daardoor zal de 
groeisector met de hoogste puntdefectconcentratie en dus de hoogste spanningsenergiedichtheid 
het snelst oplossen. De domeinwanden tussen ferroelectrische domeinen blijken waarneembaar 
te zijn met behulp van dubbelbrekingsinterferometrie ondanks het feit dat de dubbelbreking 
niet wordt beïnvloed door het electrische karakter van de domeinen. Na het koken in geconcen-
treerd zoutzuur vormen zich etsgroeven parallel aan de domeinwanden. Beide waarnemingen 
suggereren dat er sprake is van roostervervorming in de domeinwanden. 
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Errata 
Page 15, 16 and 17: 
The maximum supercooling should be AT
max
 instead of T-max 
Page 122: 
In fig. 9.8(a) 1 cm = 250 μπι and in fig. 9.8(b) 1 cm = 30 μπι 
Page 126: 
In fig. 9.10 1 cm = 250 μπι 
Page 128: 
In fig. 9.12 1 cm = 250 μπι 
Page 129: 
In fig. 9.13(a) 1 cm = 130 μπι and in fig. 9.13(b) 1 cm = 30 μπι 



