Abstract. This is the third in a series of papers studying the vertex-algebraic structure of principal subspaces of twisted modules for lattice vertex operator algebras. We focus primarily on lattices L whose Gram matrix contains only non-negative entries. We develop further ideas originally presented by Calinescu, Lepowsky, and Milas to find presentations (generators and relations) of the principal subspace of a certain natural twisted module for the vertex operator algebra V L . We then use these presentations to construct exact sequences involving this principal subspace, which give a set of recursions satisfied by the multigraded dimension of the principal subspace and allow us to find the multigraded dimension of the principal subspace.
Introduction
Principal subspaces of standard (highest weight integrable modules) for affine Lie algebras have received considerable attention and study since first being defined and studied by Feigin and Stoyanovsky in [FS1] - [FS2] , and the theory of principal subspaces has been developed by many authors, including [G] , [AKS] , [FFJMM] , [Bu1] - [Bu3] , [Ka1] - [Ka2] , [MPe] , and many others. We note that certain "commutative" analogues of principal subspaces have been also defined and studied in [T1] - [T3] , [J1] - [J2] , [JP] , [Pr] , [P] and others, and quantum analogues have been studied in [Ko1] - [Ko2] . We base our approach in this paper on the vertex-algebraic methods developed in [CLM1] - [CLM2] , [CalLM1] - [CalLM4] , [S1] - [S2] , [C1] , and [PS1] - [PS2] . We note that this paper uses many of the techniques developed in these works, but that the principal subspace we study is a twisted analogue of the "commutative" structures mentioned above.
This paper is the third in a series of papers by the authors studying the vertexalgebraic structure of principal subspaces of twisted modules for lattice vertex operator algebras (the first two papers being [PS1] and [PS2] ). The study of principal subspaces of twisted modules for lattice vertex operator algebras was initiated by Calinescu, Lepowsky, and Milas in [CalLM4] . In [CalLM4] , the authors introduced the notion of principal subspace of a twisted module for a lattice vertex operator algebra, and studied the principal subspace of the basic module for the twisted affine Lie algebra A (2) 2 . Using ideas in [CLM1] - [CLM2] and [CalLM1] - [CalLM3] , the authors gave a presentation (generators and relations) of the principal subspace proved that a certain natural relations form a complete set of relations for the principal subspace. Using these presentations, the authors then constructed exact sequences among the principal subspace, which yields a recursion satisfied by the multigraded dimension of the principal subspace. Solving this recursion, the authors were able to find the multigraded dimension of the principal subspace, which is related to the generating function for partitions of a positive integer into odd and distinct parts (cf. Corollary 7.4 in [CalLM4] ). The ideas in [CalLM4] were later extended to study principal subspaces of standard modules for the twisted affine Lie algebras of type A (2) 2n in [CalMPe] , the twisted affine Lie algebra of type D (3) 4 in [PS1] , and the twisted affine Lie algebras of type A (2) 2n+1 , D (2) n , and E (2) 6 in [PS2] . We note that the important disctinction between the A 6 cases is that the Dynkin diagram automorphism used to construct the twisted module in the A (2) 2n case needed to have its order doubled in order to be extended to the underlying lattice vertex operator algebra, whereas in the other cases this was not necessary. This doubling significantly complicated the defining relations of the principal subspace. We also note here that, in the case of A (2) 4 , modularity properties of the character are discussed in [CalMPe] . In this work, we assume L = Zα 1 ⊕ · · · ⊕ Zα D is a positive definite even lattice with non-degenerate Z-bilinear form ·, · satisfying α i , α j ≥ 0 for all 1 ≤ i, j ≤ D, and we assume that ν : L → L is an automorphism of L which permutes the α i for 1 ≤ i ≤ D. In this setting, we note that we may view ν in terms of d disjoint cycles from the symmetric group S D , and we take α (i) to be a representative from each orbit we obtain this way for 1 ≤ i ≤ d, and let l i to be the number of elements in this orbit (or, alternatively, l i is the length of the cycle). We extend the ideas developed in [CalLM4] to construct a twisted module for the lattice vertex algebra V L , which we call V T L , and study its principal subspace, which we call W T L . We note here that this case is in many ways similar to the A (2) 2n , where we double the order of the automorphism to proceed with our construction. We provide a set of defining relations for the principle subspace and prove that this is a complete set of defining relations, but note importantly that we require new relations that were not needed in past work, which follow from the theory of twisted vertex operators in [DLeM] (these relations were certainly present in [CalLM4] , [CalMPe] , and [PS1] - [PS2] , but were trivially true and did not need to be mentioned). The proof of the completeness of these relations is highly nontrivial, and requires the use of what we call a "generalized Pascal matrix" (see the Appendix for its definition and properties). The remainder of the paper is analogous to [CalLM4] , [CalMPe] , and [PS1] - [PS2] . We use our presentations to construct exact sequences involving our principal subspace, and use these exact sequences to find a set of recursions satisfied by the multigraded dimension of the principal subspace. Solving these recursions yields the multigraded dimension of W T L :
where k is double the order of ν, where for α ∈ L we define
and where A is a (d × d)-matrix defined by
and B is a d-vector defined by
.
We note that this multigraded dimension is slightly different from the multigraded dimensions found in [CalLM4] , [CalMPe] , and [PS1] - [PS2] , whose numerator only included terms of the form q m t Am 2 .
The setting
In this section we follow the construction of lattice vertex operator algebras and their twisted modules as presented in [L1] , [FLM2] , [CalLM4] , [FLM3] , [L2] , and [LL] . We begin by working in a general setting.
Suppose that we have a rank D positive-definite even lattice
We also consider the matrix
and has finite order v. We begin by showing that this type of isometry can be realized as a permutation of the simple roots α 1 , . . . , α D .
Proof. Suppose that ν(α i ) = α for some α / ∈ {α 1 , . . . , α D }. Since α ∈ L + and α = 0, there exists β ∈ L + so that α − β = α j for some 1 ≤ j ≤ D. Since ν is an isometry, there exists a nonzero γ ∈ L such that ν(γ) = β. By Lemma 2.1, we have that γ ∈ L + . Hence,
Remark 2.1. We make note here of the fact that the isometries ν important in this work are those which preserve L + and will precisely be those which fix the principal subspaces constructed later in this work. In earlier work [CalLM4] , [CalMPe] , and [PS1] - [PS2] , these automorphisms were given by Dynkin diagram automorphisms.
We now realize ν by a permutation, which we will also denote by ν by decomposing it into l d disjoint cycles given by
where
We now relabel the elements of the Z-basis of L to interact more cleanly with the isometry. For each j satisfying 1 ≤ r ≤ d, set
1 . This allows us to decompose the lattice into orbits of ν as follows
In addition we will say the α (r) j is in the r th cycle of ν. We continue to follow [CalLM4] , [L1] , and [FLM2] . Let η be a primitive k th root of unity, where k = 2v is twice the order of ν. We have two central extensions of L by η which we denote byL andL ν with commutator maps C 0 and C respectively. In other words, we have exact sequences
. Following [L1] and [CalLM4] , we let e : L →L α → e α be a normalized sections ofL (ν) so that (2.11) e 0 = 1 and (2.12)
We also have a normalized cocyle ǫ C0 such that (2.13) e α e β = ǫ C0 (α, β)e α+β , inL and (2.14)
We have similar equations concerning C and ǫ C . We now lift ν to an automorphism ofL, denoted byν, such that for a ∈L (2.16)νa = νa and (2.17)νa = a if νa = a, where e α = α for α ∈ L. To define this lifting, we make the following particular choices for C 0 and ǫ C0 (2.18)
we define the following lifting of ν toL:
if l r is odd e να if l r is even and ν lr /2 α, α ∈ 2Z η 2lr e να if l r is even and ν lr /2 α, α / ∈ 2Z, where η r is a primitive r th root of unity. Observe that for all l j , we have η 2lj ⊂ η , so including these roots of unity makes sense. Since the conditions defining our lifting will arise later in this work, we give the following definition:
Definition 2.1. We say that α i ∈ L satisfies the evenness condition if α i = α (r) j for some 0 ≤ j ≤ l r − 1 and one of the following holds (1) l r is a positive even integer and α i , ν lr/2 α i ∈ 2Z (2) l r is a positive odd integer. Now we take an arbitrary α ∈ L such that να = α and show thatνe α = e α , so our lifting indeed satisfies (2.17). Set
lr , the orbit sum of α
1 under ν and observe that if l r is odd we have, for m ≥ 0,
2 +···+α (r) lr e mα(r) = e mα(r) , where the final equality holds because for all 2 ≤ j ≤ l r we have
lr−j+2 , and thus
where we have used that fact that ν is an isometry and ·, · is symmetric. 
we haveν e α = e α as desired. Now we form the lattice vertex operator algebra, V L , which we recall is characterized by the linear isomorphism 
Recall from [LL] and [FLM2] that V L has a natural weight grading given by
The vertex operators on V L are given by
for h ∈ h, where we associate h(n) = h ⊗ t n ∈ĥ, and
where (2.32)
for α ∈ h and where ι is the canonical linear isomorphism from C[L] to the induced L-module C{L}. We will often use e α and ι(e α ) interchangably. In general for v = h 1 (n 1 ) · · · h r (n r )ι(e α ) we have (2.33)
where by
• we mean normal ordering as described in [LL] , [FLM2] , and others. V L has the structure of a vertex operator algebra, with vacuum vector (2.34)
where {u (1) , . . . , u (D) } forms an orthonormal basis of h. We lift the automorphism ν ofL to an automorphism of V L , which we will also denote byν. This is given by ν ⊗ν acting on S ĥ− ⊗ C[L] (cf. [L1] and [CalLM4] ).
for n ∈ Z, and thus
where we have identified h (n) = h (n mod k) . Define the projection (2.38)
and set h (n) = P (n mod k) for h ∈ h and n ∈ Z. Observe that in general we may write
for h ∈ h. Now we move this into our particular setting. Notice that any α 1 , . . . , α D can be written in the form α (r) j for some 1 ≤ r ≤ d and 1 ≤ j ≤ l r . Of particular interest will be the zeroth component which we may write (2.41)
and similarly the zeroth projection
Consider the ν-twisted affine Lie algebra associated with h and ·, · (which h inherits from the bilinear form on the lattice L).
, the center. Observe that this algebra is k Z and α ∈ h (mk) . Following [CalLM4] we consider the subalgebras
We now form the induced module
where n≥0 h (kn) acts trivially on C and k acts as 1. We will make use of the fact that this is linearly isomorphic to S ĥ [ν] − and give it the natural Q-grading such that (2.49)
and let T be an irreducibleN -module. We skip some details of the construction (found in [CalLM4] and [L1] ) and recall that
, and x h for h ∈ h act as described in [CalLM4] .
We now recall the necessary twisted vertex operators for use in our purposesexamining the principal subspace of V T L . As in [L1] and [CalLM4] , we define the formal Laurent series:
We begin by recalling the following relationship between the series
Following [CalLM4] and using (2.32), for a ∈L define theν-twisted vertex operator
In particular, for α ∈ L, we have (2.56)
As in [CalLM4] , we also define twisted vertex operators
(we refer the reader to [CalLM4] for details regarding the construction of Yν T ). Using the twisted vertex operators Yν T , we have that V T L is aν-twisted module for V L , and in particular it satisfies the twisted Jacobi identity: (2.59)
Principal Subspaces
In this section and for the remainder of this work, we assume that α i , α j ≥ 0 for all 1 ≤ i, j ≤ D. For the lattice vertex operator algebra V L we define the principal subalgebra of V L corresponding to the choice of Z-basis
where by e α1 , . . . , e αD , we mean the smallest vertex subalgebra of V L containing all generating vectors. As B will be fixed we write W L = W L (B) . We recall the following results that describe W L :
where the R's are certain quadratic expressions in U L . Then we have
The aim of this work is to extend Theorem 3.1 to our twisted setting. We introduce the notion of the principal subspace of a twisted module
again, as the Z-basis B will be fixed we write
and so we write
We now determine the Lν(0)-weight of an arbitrary monomial in W T L , which takes the form
where δ(x) = n∈Z x n . Taking Res x2 Res x1 of x 1 x m 2 times of both sides of (3.6) immediately gives
Applying this to (3.5) we have (3.8)
We also endow W T L with d-additional gradings, which together will form a dtuple known as the charge, and whose sum forms what we call the total charge. First, let (3.10)
and set
and notice that these sets partition B ⋆ as r runs from 1 to d. We now consider the orbit sum
and define the charge grading (3.14)
Remark 3.1. The charge grading we use here is analogous to the charge grading used in [CLM1] - [CLM2] and [CalLM1] - [CalLM3] in the untwisted setting, and to the charge gradings used in [CalLM4] , [CalMPe] , and [PS1]- [PS2] . The multiplication by l i in each component ensures that the (λ (i) ) (0) -charge of each element is an integer. Now that we have endowed W T L with (d + 1)-gradings, define the homogeneous graded components
so that the powers of x 1 , . . . , x d and q are all integers.
In this subsection we investigate the structure of W T L that will be exploited in the following section to provide a presentation for W T L . From [L1] and [CalLM4] , we have that
and so, to investigate operators of the form (e αi )ν n for 1 ≤ i ≤ D and n ∈ 1 k Z we need only consider the vertex operators Yν (e
Further, if l j is even and
Now applying (3.18) to (3.19) and (3.20) we have the following lemmas.
Lemma 3.1. We have
if α (i) satisfies the evenness condition and
Observe that since ν is an isometry we have α (r) j satisfies the evenness condition if and only if α (r) does. Define the following subsets of
For any α, β ∈ L using (2.57) we have (3.25)
in which the smallest power of x is α (0) , β +
. Specializing this to the case when β = 0 we have
In light of (3.27) and (3.28) we define the subsets of Z i
so that we have
and observe that for n ≥ N i,j and r ∈ Z we have (3.33) (e ν r αi ) n e αj = 0.
Applying this fact to the appropriate coefficient of x 0 in the twisted Jacobi identity (2.59), we have N i,j is the smallest non-negative integer such that
This is the weak commutativity property of twisted vertex operators as constructed in [DLeM] . In this work we have N i,j = 0 for all 1 ≤ i, j ≤ D and so the associated vertex operators always commute. Also in this case, by Theorem 3.9 in [DLeM] we have
Extracting the coefficient of x n−1 0 while recalling the binomial expansion convention
From the theory of untwisted vertex operators [LL] we have (3.38) (e αi ) −m e αj = 0 for all 1 ≤ m ≤ α i , α j , which implies that for such m we have
Extracting appropriate coefficients of the formal variable x from (3.40) and applying the results of Lemma 3.1 we produce the expressions
which have the property that
, α (j) total relations.
A presentation of W T L
In this section we provide the necessary construction for, and a proof of our main result -a presentation of the twisted principal subspace W T L . Recall the form of a general monomial (3.5) and notice that by (2.59) our monomial may take the form
4.1. A polynomial ring lifting of the principal subspace.
We now recall from [P] the universal commutative vertex algebra U L on generators x αi = x αi (−1) for 1 ≤ i ≤ D where the vertex operators are given by
subject to the commutation relations
for all x αi (−1), x αj (−1) ∈ U L and no other relations. This object was used in [P] to study the untwisted version of the work in this paper. Explicitly, we can realize U L as the principal subalgebra of the rank D lattice vertex operator algebra whose associated Gram matrix is the D × D zero matrix. Observe that we may view U L as a polynomial algebra in infinitely many variables
There is a natural surjection
Under this surjection, we may lift the automorphismν restricted to W L to an automorphism of U L , denotedν so that the following diagram commutes.
Using U L as motivation, we define
For notational convenience, we define
We have a surjection (4.5) defined by
and naturally extended to all of U T L . We note that this map is well-defined since the operators (e α (i) )ν n all commute.
Remark 4.1. We note here that U T L plays the same role that the universal enveloping algebra U (n[ν]) played in in [PS1] - [PS2] , [CalMPe] , and [CalLM4] . In [P] , U L played similar in place of the universal enveloping algebra U (n) from [CLM1] - [CLM2] and [CalLM1] - [CalLM3] .
The aim for the remaining portion of this section is to describe the ideal Ker f R(i, j, r, m|t) = n1+n2=−t n1∈Z
be the left ideal generated by all of these sums. Also, define
By (3.31), we have
and will now proceed to show that Kerf
Remark 4.2. In this setting we are defining U T + L slightly differently than in previous works, where it was called U (n)n + . Observe that, for example, it contains the monomials (4.14)
xν
This is in parallel to the terms that must be added to the ideals in the case of principal subspaces of non-vacuum modules for lattice vertex operator algebras. In [P] , we found that if a lattice had an integral basis given by
New Relations.
We begin by identifying several important elements of I T L which will be needed later.
Lemma 4.1. For all i, j, s, t ∈ Z such that 1 ≤ i, j ≤ d, s, t ≥ 0, and
Proof. For notational convenience in this proof, we write (4.18)
2 and
Consider the relations (4.20) 
which is an element of U T + L , and define the new sum of elements from I T L :
. We rewrite each of these new sums as the matrix equation
where where the (r, m) th row (ordered lexicographically)
has pth entry given by
and where
, 0 ≤ r < l i and the entries are arranged to correspond to the structure of A. The matrix A is a square matrix of dimension l i α
which is row-equivalent to the matrix in Theorem 5.1 of the Appendix. Using Theorem 5.1, we have that A is invertible, and rewriting our matrix equation as (4.26)
is a linear combination of elements of I T L , and so
Remark 4.3. The relations in this subsection did not appear in the earlier works [CalLM4] , [CalMPe] , and [PS1]- [PS2] on principal subspaces of standard modules for twisted affine Lie algebras. Such relations could have certainly been derived using a similar technique, but the relations are trivially true. Relations similar to the ones derived in this subsection, were, however, necessary in [P] and [MPe] , where the more general lattice case was studied.
Important Morphisms.
In the spirit of [CalLM4] , [CalMPe] , [PS1] , and [PS2] we consider the following shifting maps on U
, γ , where n ∈ Z i .
As in previous work [PS1]-[PS2]
, we use elements of h (0) associated to the basis,
Observe that we have
Proof. We begin by showing
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First, we not that τ γi (R(j, k, r, m|t) = R(j, k, r, m|t) whenever j = i and k = i. Next, we examine τ γj (R(j, i, r, m|t)) when i = j. We have τ γi (R(j, i, r, m|t))
where c is some constant and we note that
In the case that i = j, we also have
2   for some constant c. We observe that
and only examine the remaining terms. Using
Finally, if i = j, we have:
and that m−1 k=0
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Since
is the left ideal of U T L generated by the terms examined above, we have that
For the reverse inclusion, we consider the action of τ −γi , the inverse of τ γi , on I T L . First, we note that τ −γi (R(j, k, r, m|t)) = R(j, k, r, m|t) if j = i and k = i. Next, if i = j, we have
for some constant c ∈ C, and thus
We also have
Now using
for some constant c ∈ C. Finally, we note that the case where i = j is similar to the i = j case above, and that
,α
is the left ideal generated by the above terms, we have the reverse inclusion
Proof. In light of Lemma 4.2, it suffices to show that
We first observe that, by repeated applications of Lemma 4.2, we have that
for any s ≥ 1. We also note that
It suffices to analyze the effect of ψ γi on the generators of I T L , namely each R(j, k, r, m|t) and U T + L . First, in the case that j = k, we note that:
Similarly, if j = k, we have
(4.39)
In both cases, we apply Lemma 4.1 and have that
also follows immediately from Lemma 4.1. Now consider the maps
where σ is defined in (2.54), and
is a commutative diagram. Observe that
Recall that we have a basis dual to the Z-basis with respect to ·, · , of L given
This is a twisted version of the ∆-map in [Li2] . We will make use the constant term of
. We now explore the action of ∆ T c (λ (i) , −x) on the operators x α (m) where α ∈ ∆ + . For notational convenience, we write
Using computations similar to those found in [CalLM4] , [CalMPe] , and [PS1] - [PS2] , we have:
It follows that we have linear maps
where a ∈ U T L . We note here that the map τ γi :
is a commutative diagram.
Now that we have developed the necessary tools, we are ready to prove that W T L has the expected presentation (cf. [CalLM1] - [CalLM4] , [CalMPe] , [PS1] - [PS2] for the analogous presentations).
is trivial. The remainder of the proof will be for the reverse inclusion. Suppose that
We may assume that a is homogeneous with respect to all gradings and is a nonzero such element with smallest possible total charge. (Consequently, a has a nonzero charge for some (λ (i) ) (0) .) Among all elements of smallest possible total charge, we may assume that a is also of smallest Lν(0)-weight. We first show that
Suppose not. Then by Lemma 4.2 we have that
and so using (4.51), we have
But, since (4.58) wt(τ γi (a)) < wt(a)
we have τ γi (a) ∈ I T L , a contradiction, and so
Hence, we may assume that
2 , so that
2 are of the same total Lν(0) weight and total charge as a. We have that
so that, by the injectivity of e α (i) , we have that
c) has lower total charge than a, we have that
In view of Lemma 4.2, we have that
Finally, applying Lemma 4.3 immediately gives (4.64)
Thus, we have that
which is a contradiction, completing our proof.
4.5. Exact Sequences and Graded Dimensions. 
and thus τ γi (a) ∈ I Λ by Theorem 4.1. This implies that
So we can write
This implies that the condition that w = a · 1 T ∈ Ime α (i) is equivalent to the
and thus
As a consequence, we have the following corollary:
Corollary 4.1. We have the following short exact sequences for i = 1, . . . , d:
Moreover, we have recursions for i = 1, . . . , d of the form:
we have from (4.71): (4.73)
Solving these recursions with A 0,...,0 (q) = 1 and using the notation (a;
Corollary 4.2. We have
Appendix -A generalized Pascal Matrix
While the majority of our results have followed directly from the theory of vertex operator algebras and their twisted modules, the proof of Lemma 4.3 relies on a purely linear algebra result which we will detail in this section.
Fix nonnegative integers N 0 , N 1 , . . . , N k−1 and N such that N = N 0 +· · ·+N k−1 and η, a primitive k th root of unity. Also, let z ∈ C be arbitrary, w ∈ C × and for 1 ≤ r ≤ k consider the matrices
. . .
Lemma 5.1. For x, z ∈ C, w ∈ C × and p, q ∈ N, the matrix
is row equivalent to the matrix 
We will show, for 1 ≤ n ≤ p − 2, there exists an invertible matrix P (n) such that P (n)M = M (n). We proceed by induction. For 0 ≤ n ≤ p − 3, define
where the identity submatrix has size n + 1. Letting P (1) = Q(0), we see that the ijth entry of P (1) 
Now, assuming that P (n) exists and satisfies the given criteria, let P (n + 1) = Q(n)P (n). The ijth entry of
for n + 1 < i ≤ p − 1. Therefore, P (n + 1)M = M (n + 1). By assumption, P (n) is invertible, and since Q(n) is invertible, P (n + 1) is also invertible. Let
where the identity submatrix has size p − 1, and let P = QP (p − 2). Then the ijth entry of
By the Chu-Vandermonde identity, the ijth entry of A(x, z, w, p, q) can be written as
we have (5.6) A(x, z, w, p, q) = ZM H.
Since both Q and P (p − 2) are invertible, P is invertible. Clearly, Z is also invertible. Thus, A(x, z, w, p, q) = ZP −1 P M H, where ZP −1 is invertible, implying that A(x, z, w, p, q) is row equivalent to P M H = A ′ (x, p, q).
Lemma 5.2. Suppose x, y ∈ C × and n, s, t ∈ N such that x = y and s ≥ t. Furthermore, let
where the number of zero columns in C is s. Then, the matrix
is row equivalent to the matrix
Proof. Let Q be the t × s matrix whose ijth entry is − y x i j i y−x x j−i , where
where I s and I t denote the identity matrices of size s and t, respectively. For 0 ≤ i ≤ s − 1, the ijth entry of Q ′ B is the ijth entry of A ′ (x, s, n). For s ≤ i ≤ s + t − 1, the ijth entry of Q ′ B is
where we have used the identity Otherwise, 0 ≤ j − i + s and, by the binomial theorem, we have
In either case,
Note that, if j < s, this sum is empty, so q ij = 0. Thus, A(y − x, s, 1, t, n − s)C .
By Lemma 5.1, there exists an invertible matrix U such that U A(y−x, s, 1, t, n−s) = A ′ (y − x, t, n − s). Therefore, letting
we have
Since x = y, y − x = 0 and, thus, V is invertible. It follows that V ′ is invertible. Clearly, Q ′ and U ′ are also invertible. Therefore, ( Proceeding by induction on m, we will show that Q(m, n, S, X) is invertible for all m, n, S, X. If m = 1, Q(m, n, S, X) = A ′ (x 0 , n, n). This matrix is an upper triangular matrix whose diagonal entries are x i 0 = 0. Thus, Q(m, n, S, X) is invertible. Now, let m ∈ N and assume that Q (m, n ′ , S ′ , X ′ ) is invertible for all n ′ ∈ N, S ′ ∈ N m , X ′ ∈ (C × ) m satisfying the given conditions. By reordering the rows of is invertible, A is invertible.
