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CRITICAL SPACES FOR QUASILINEAR PARABOLIC
EVOLUTION EQUATIONS AND APPLICATIONS
JAN PRÜSS, GIERI SIMONETT, AND MATHIAS WILKE
Abstract. We present a comprehensive theory of critical spaces for the broad
class of quasilinear parabolic evolution equations. The approach is based on
maximal Lp-regularity in time-weighted function spaces. It is shown that our
notion of critical spaces coincides with the concept of scaling invariant spaces
in case that the underlying partial differential equation enjoys a scaling in-
variance. Applications to the vorticity equations for the Navier-Stokes prob-
lem, convection-diffusion equations, the Nernst-Planck-Poisson equations in
electro-chemistry, chemotaxis equations, the MHD equations, and some other
well-known parabolic equations are given.
1. Introduction
In the last decades there has been an increasing interest in finding critical spaces
for nonlinear parabolic partial differential equations. There is an extensive literature
on this program, but so far a general unified approach seems to be lacking and each
equation seems to require its own theory.
As a matter of fact, there is no generally accepted definition in the mathematical
literature concerning the notion of critical spaces. One possible definition may be
based on the idea of a ‘largest space of initial data such that the given PDE is
well-posed.’ However, this is a rather vague concept that requires additional clari-
fying information. Critical spaces are often introduced as ‘scaling invariant spaces,’
provided the underlying PDE enjoys a scaling invariance. A prototype example is
given by the Navier-Stokes problem on Rd,
∂tu+ u · ∇u−∆u+∇π = 0, div u = 0, u(0) = u0,
which is invariant under the scaling
(uλ(t, x), πλ(t, x)) := (λu(λ
2t, λx), λ2π(λ2t, λx)).
In this case one shows that the spaces Ld(R
d) and B˙
d/q−1
qp (Rd) are scaling invariant
for u, and thus are ‘critical spaces.’
Clearly, this latter concept of ‘critical space’ breaks down as soon as a given
equation fails to have a scaling invariance.
In this paper we present a comprehensive theory of critical spaces for the broad
class of quasilinear parabolic evolution equations. Our approach is based on the
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concept of maximal Lp-regularity in time-weighted function spaces. In this frame-
work, we introduce the notion of a ‘critical weight’ µc and a corresponding ‘critical
space’ Xc = Xγ,µc . We will show that
(1) Xc is, in a generic sense, the largest space of initial data for which the given
equation is well-posed.
(2) Xc is scaling invariant, provided the given equation admits a scaling.
The spaces Xc, thus, encompass and combine the properties mentioned above. We
shall also show that this definition of ‘critical space’ awards us with considerable
flexibility in choosing an appropriate setting for analyzing a given equation. For
instance, it turns out that the critical spaces Xc are independent within the scale
of interpolation-extrapolation spaces associated with a given partial differential
equation (in a sense to be made more precise below).
With our approach, we are able to recover many known results in a unified way,
and on the other side, we will be able to add a variety of new results for some
well-known partial differential equations.
The concept of ‘critical weight’ was first introduced by Prüss and Wilke in [19]
and was then applied to the Navier-Stokes equations by Prüss and Wilke [19, 20],
and to the quasi-geostrophic equations by Prüss [15].
In this paper, we elaborate on the properties of the critical spaces Xc alluded
to above. In addition, we include applications to the Cahn-Hilliard equations, the
vorticity equations for the Navier-Stokes problem, convection-diffusion equations,
the Nernst-Planck-Poisson equations in electro-chemistry, chemotaxis equations,
and the MHD equations.
For the reader’s convenience we now state and explain the basic underlying
result on quasilinear parabolic evolution equations obtained recently in Prüss and
Wilke [19].
Let X0, X1 be Banach spaces such that X1 embeds densely in X0, let p ∈ (1,∞)
and 1/p < µ ≤ 1. We consider the following quasilinear parabolic evolution equation
u˙+A(u)u = F1(u) + F2(u), t > 0, u(0) = u1. (1.1)
The space of initial data will be the real interpolation spaceXγ,µ = (X0, X1)µ−1/p,p,
and the state space of the problem is Xγ = Xγ,1. Let Vµ ⊂ Xγ,µ be open and u1 ∈
Vµ. Furthermore, let Xβ = (X0, X1)β , β ∈ (0, 1), denote the complex interpolation
spaces. We will impose the following assumptions.
(H1) (A,F1) ∈ C1−(Vµ;B(X1, X0)×X0).
(H2) F2 : Vµ ∩Xβ → X0 satisfies the estimate
|F2(u1)− F2(u2)|X0 ≤ C
m∑
j=1
(1 + |u1|ρjXβ + |u2|
ρj
Xβ
)|u1 − u2|Xβj ,
u1, u2 ∈ Vµ∩Xβ , for some numbersm ∈ N, ρj ≥ 0, β ∈ (µ−1/p, 1), βj ∈ [µ−1/p, β],
where C denotes a constant which may depend on |ui|Xγ,µ . The case βj = µ− 1/p
is only admissible if (H2) holds with Xβj replaced by Xγ,µ.
(H3) For all j = 1, . . . ,m we have
ρj(β − (µ− 1/p)) + (βj − (µ− 1/p)) ≤ 1− (µ− 1/p).
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Allowing for equality in (H3) is not for free and we additionally need to impose
the following structural Condition (S) on the Banach spaces X0 and X1.
(S) The space X0 is of class UMD. The embedding
H1p (R;X0) ∩ Lp(R;X1) →֒ H1−βp (R;Xβ),
is valid for each β ∈ [0, 1].
Remark 1.1. By the mixed derivative theorem, Condition (S) is valid if X0 is of
class UMD and if there is an operator A# ∈ H∞(X0), with domain D(A#) = X1,
and H∞-angle φ∞A# < π/2. We refer to Prüss and Simonett [17, Chapter 4].
The usual solution spaces in the framework of maximal Lp-regularity are
u ∈ H1p ((0, a);X0) ∩ Lp((0, a), X1) →֒ C([0, a];Xγ,1),
where the state space Xγ,1 is defined by
Xγ,µ = (X0, X1)µ−1/p,p,
with µ = 1. Here we want to advertise for time-weighted spaces, defined by
u ∈ Lp,µ((0, a);Y ) ⇔ t1−µu ∈ Lp((0, a);Y )), 1 ≥ µ > 1/p.
The corresponding solution classes in the time weighted case are
u ∈ H1p,µ((0, a);X0) ∩ Lp,µ((0, a), X1) →֒ C([0, a];Xγ,µ).
There are several compelling reasons for time weights, among them the following:
• Reduced initial regularity,
• Instantaneous gain of regularity,
• Compactness properties of orbits.
Important is the fact that maximal regularity is independent of µ ∈ (1/p, 1]. In the
Lp-framework, this was first observed by Prüss and Simonett [16].
In Prüss and Wilke [19] the following extension of Theorem 2.1 in LeCrone, Prüss
and Wilke [11] was obtained.
Theorem 1.2. Suppose that the structural assumption (S) holds, and assume that
hypotheses (H1), (H2), (H3) are valid. Fix any u0 ∈ Vµ such that A0 := A(u0)
has maximal Lp-regularity. Then there is a = a(u0) > 0 and ε = ε(u0) > 0 with
B¯Xγ,µ(u0, ε) ⊂ Vµ such that problem (1.1) admits a unique solution
u(·, u1) ∈ H1p,µ((0, a);X0) ∩ Lp,µ((0, a);X1) ∩C([0, a];Vµ),
for each initial value u1 ∈ B¯Xγ,µ(u0, ε). Furthermore, there is a constant c =
c(u0) > 0 such that
|u(·, u1)− u(·, u2)|E1,µ(0,a) ≤ c|u1 − u2|Xγ,µ
holds for all u1, u2 ∈ B¯Xγ,µ(u0, ε).
We call j subcritical if strict inequality holds in (H3), and critical otherwise. As
βj ≤ β < 1, any j with ρj = 0 is subcritical. Furthermore, (H3) is equivalent to
ρjβ + βj − 1 ≤ ρj(µ− 1/p), hence the minimal value of µ is given by
µc =
1
p
+ β −min
j
(1 − βj)/ρj.
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We call this value the critical weight. Thus Theorem 1.2 shows that we have local
well-posedness of (1.1) for initial values in the space Xγ,µ . Therefore, it is mean-
ingful to name this space the critical space for (1.1).
Note that the critical space Xγ,µc is given by the real interpolation space
Xγ,µc = (X0, X1)µc−1/p,p,
and µc − 1p = β −minj(1 − βj)/ρj is independent of p. Therefore, the exponent p
only shows up as a microscopic parameter.
Recall the embeddings
(X0, X1)α,p1 →֒ (X0, X1)α,p2 →֒ (X0, X1)β,1, for p1 ≤ p2, 0 < α < β < 1,
(X0, X1)β,1 →֒ (X0, X1)β →֒ (X0, X1)β,∞.
The philosophy is to choose p large, say 1/p < 1− β. We then have
Xγ,1 = (X0, X1)1−1/p,p →֒ Xβ →֒ Xγ,µc ,
as µc−1/p < β < 1−1/p. As a consequence, the qualitative theory of Köhne, Prüss
and Wilke [10] and Prüss, Simonett and Zacher [18] is available; see also Prüss and
Simonett [17], Chapter 5.
In Section 2 we give an example which shows that Theorem 1.2 is optimal in
a generic sense (but might not be if additional structural properties hold). This
means in specific applications that our theory yields generic lower bounds for the
critical space. Nevertheless, we find in all PDE applications considered so far that
the critical spaces obtained by our theory coincide with the known ones, which in
most cases come from (local) scaling invariance. Also, a PDE equation can often
be considered in a scale of function spaces, and then it turns out that the critical
spaces are widely independent of this scale.
2. Semilinear parabolic evolution equations with bilinear
nonlinearities
This is a special case of the quasilinear theory presented above, and it encom-
passes many important differential equations in fluid dynamics, physics, and chem-
istry; for instance, the Navier-Stokes equations, vorticity equations for the Navier-
Stokes problem, quasi-geostrophic (subcritical) equations, convection-diffusion equa-
tions, Nernst-Planck-Poisson equations, magneto-hydrodynamics, and many more.
The section is organized as follows. In Subsection 2.1 we first formulate a result
on local well-posedness for equation (2.1) and give a sketch of the proof for the
critical case. The ingredients of the proof for the critical case rely in an essential
way on the mixed derivative theorem and sharp embedding results for time-weighted
Sobolev spaces. Corollaries 2.2 and 2.3 describe conditions for global existence, while
Theorem 2.4 contains a result of Serrin type which states that global existence is
equivalent to an integral a priori bound. In Subsection 2.2 we show by means of
a counterexample that the critical spaces Xγ,µc identified in Theorem 2.1 are - in
a generic sense - the largest spaces of initial data for which equation (2.1) is well-
posed. In Subsection 2.3 it is shown that the (homogeneous versions of) critical
spaces are scaling invariant, provided equation (2.1) admits a scaling. Finally, in
Subsection 2.4 we show that the critical spaces are invariant with respect to the
extrapolation-interpolation scale associated with the operator A in equation (2.1).
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Here we would like to mention that similar results are also true (with appropriate
modifications) for semilinar parabolic equations with multilinear nonlinearities.
2.1. Local and global existence of solutions. Let X0 be a UMD-space, X1 →֒
X0 densely, A : X1 → X0 bounded and such that A ∈ BIP(X0) with power angle
θA < π/2, and let p ∈ (1,∞). Consider the semilinear parabolic evolution equation
∂tu+Au = G(u, u), t > 0, u(0) = u0. (2.1)
Here G : Xβ ×Xβ → X0 is bilinear and bounded, with
Xβ = (X0, X1)β = D(A
β),
for some β ∈ [0, 1).
Our main result for (2.1) reads as follows.
Theorem 2.1. Assume p ∈ (1,∞), µ ∈ (1/p, 1], β ∈ (µ− 1/p, 1) and
2β − 1 ≤ µ− 1/p. (2.2)
Then for each initial value u0 ∈ Xγ,µ there is a = a(u0) > 0 and a unique solution
of (2.1) in the class
u ∈ H1p,µ((0, a);X0) ∩ Lp,µ((0, a), X1) →֒ C([0, a];Xγ,µ).
The solution exists on a maximal time interval [0, t+(u0)) and depends continuously
on the data and moreover satisfies
u ∈ H1p,loc((0, t+);X0) ∩ Lp,loc((0, t+), X1) →֒ C((0, t+);Xγ,1).
Hence it regularizes instantly, provided µ < 1.
Hence, µ is subcritical for (2.1) if strict inequality holds in (2.2), and critical other-
wise. The case β ≤ 1/2 is always subcritical, and if β > 1/2 then µc := 2β−1+1/p
is the critical weight and
Xγ,µc = DA(2β − 1, p)
is the critical space for (2.1). We observe again that p appears only as a microscopic
parameter.
Main idea for the proof of Theorem 2.1. The semilinear case (2.1) with bilinear
nonlinearity is considerably simpler than the quasilinear case (1.1), and we give here
an outline of the proof for this simpler case. The arguments then are rather short and
employ the contraction mapping principle and several sharp embeddings. We focus
on the critical case, i.e. we assume that β > 1/2 and we choose µ = µc = 2β−1+1/p.
The fixed point equation reads
v = Tv := e−At ∗G(u, u), v = u− u∗, u∗ = e−Atu0,
in a ball Br := B¯0Eµ(a)(0, r) in the space
0Eµ(a) = 0H
1
p,µ((0, a);X0) ∩ Lp,µ((0, a);X1),
where r and a ∈ (0, a0), for some fixed a0, are at our disposal. Here 0H1p,µ((0, a);X0)
denotes the functions v ∈ H1p,µ((0, a);X0) with v(0) = 0.
We estimate as follows, with maximal regularity constant M = M(a0) ≥ 1 and
1− µ = 2(1− τ),
|Tv|
0Eµ(a) ≤M |G(u, u)|Lp,µ(X0) ≤MC||u|2Xβ |Lp,µ
= MC|u|2L2p,τ(Xβ) ≤ 2MC[|u∗|2L2p,τ (Xβ) + |v|2L2p,τ (Xβ)].
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As u0 ∈ DA(2β − 1, p) ⊂ DA(2β − 1, 2p) = DA(β − 1 + τ − 1/2p, 2p) we obtain
u∗ ∈ L2p,τ ((0, a);Xβ),
see [17, Proposition 3.4.3]. The first term 2MC|u∗|2 can be made small, say smaller
than r/2, by choosing a ∈ (0, a0) small. Next we have the embeddings
0Eµ(a) →֒ 0H1−βp,µ ((0, a);Xβ) (mixed derivative theorem)
→֒ L2p,τ ((0, a);Xβ) (Sobolev embedding),
as the Sobolev indices for these spaces are the same,
1− β − 1/p− (1− µ) = −1/2p− (1− τ) as 2β − 1 = µ− 1/p.
We refer to [12, Corollary 1.4] for embedding results in weighted Bessel-potential
spaces. Note that the embedding constants do not depend on a > 0. So choosing
r > 0 small enough, the remaining term 2MC|v|2 will also be small, say smaller
than r/2. This shows that T : Br → Br is a self-map. The contraction property is
proved in a similar way, by the estimate
|Tv1 − Tv2|0E(a) ≤M |G(u1, u1)−G(u2, u2)|Lp,µ(X0)
≤MC
(
|u1|L2p,τ (Xβ) + |u2|L2p,τ (Xβ)
)
|v1 − v2|L2p,τ (Xβ). 
Instead of choosing a > 0 small, we may instead, for a given a > 0, choose r > 0
small enough to obtain a unique solution on (0, a). If 0 ∈ ρ(A) then the maximal
regularity constant is independent of a and r > 0 may be chosen uniformly in a > 0,
to obtain global existence and exponential stability.
Corollary 2.2. Let the assumptions of Theorem 2.1 hold. Then
(i) For any given a > 0 there is r = r(a) > 0 such that the solution of (2.1)
exists on [0, a], whenever |u0|Xγ,µ ≤ r.
(ii) If 0 ∈ ρ(A) then r > 0 is independent of a.
(iii) If 0 ∈ ρ(A) and 1/p < 1 − β, then the trivial solution of (2.1) is exponen-
tially stable in the state space Xγ,1. Moreover, there is r0 > 0 such that
the solution u(t) of (2.1) converges exponentially to zero in Xγ,1, provided
|u0|Xγ,µ ≤ r0.
Concerning conditional global existence we can prove the following result.
Corollary 2.3. The local solution of Theorem 2.1 exists globally, provided
(i) u([0, t+)) ⊂ Xγ,µ is bounded in the subcritical case; or
(ii) u([0, t+)) ⊂ Xγ,µc is relatively compact in the critical case.
Proof. (i) Suppose µ is subcritical, i.e. µ− 1/p > 2β − 1, and let
α :=
β − (µ− 1/p)
1− (µ− 1/p) .
By interpolation theory we obtain (Xγ,µ, X1)α,1 = (X0, X1)β,1 →֒ Xβ . Hence,
|G(u, u)|X0 ≤ C|u|2Xβ ≤ C|u|2αX1 |u|
2(1−α)
Xγ,µ
.
To establish global existence we may assume w.l.o.g that u0 ∈ Xγ,1. Let u be
the unique solution of (2.1) with initial value u0 ∈ Xγ,1, defined on its maximal
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existence interval [0, t+(u0)) and suppose that t+ := t+(u0) <∞. Then we obtain
for any a ∈ (0, t+) by means of maximal regularity
|u|E1(a) ≤ C1|u0|Xγ,1 +M |G(u, u)|Lp((0,a);X0)
≤ C1|u0|Xγ,1 +MC|u|2(1−α)L∞((0,t+);Xγ,µ)|u|2αE1(a)
≤ C1|u0|Xγ,1 + C2|u|2αE1(a),
where M = M(t+) is the constant of maximal regularity. As 2α < 1, we conclude
that |u|E1(a) is bounded, uniformly in a ∈ (0, t+). Therefore, |u|E1(t+) is bounded,
implying that u ∈ C([0, t+];Xγ,1). Hence, the solution can be continued beyond t+,
a contradiction.
(ii) Let u0 ∈ Xγ,µc be given and suppose that t+ = t+(u0) < ∞. Then the set
Γ := u([0, t+)) is compact in Xγ,µc . It follows from Theorem 2.1 and a covering
argument that there is δ > 0 such that equation (2.1) has for each v0 ∈ Γ a unique
solution v ∈ E1,µc(δ). But this implies that the solution u can be continued beyond
t+, leading once more to a contradiction. 
Next we prove a result of Serrin type which states that global existence is equiv-
alent to an integral a priori bound.
Theorem 2.4. Let p ∈ (1,∞), β > 1/2 and µ := 2β − 1 + 1/p ≤ 1 the critical
weight. Assume u0 ∈ Xγ,µ, and let u denote the unique solution of (2.1) defined by
Theorem 2.1, with maximal interval of existence [0, t+). Then
(i) u ∈ Lp((0, a);Xµ), for each a < t+.
(ii) If t+ <∞ then u 6∈ Lp((0, t+);Xµ).
In particular, the solution exists globally if u ∈ Lp((0, a);Xµ) for any finite number a
with a ≤ t+.
We remind that Xµ = (X0, X1)µ denote the complex interpolation spaces. It is
interesting to observe that the Sobolev indices of the spaces Eµ(a), Lp((0, a);Xµ)
and C([0, a];Xγ,µ) are all the same, given by µ− 1/p.
Proof. (i) Let a ∈ (0, t+) be fixed. By the mixed derivative theorem of Sobolevskii
and Sobolev embedding in weighted spaces, see for instance [12, Corollary 1.4], we
have
Eµ(a) = H
1
p,µ((0, a);X0) ∩ Lp,µ((0, a);X1) →֒ H1−µp,µ ((0, a);Xµ) →֒ Lp((0, a);Xµ).
(ii) From the mixed derivative theorem, Proposition 7.1 in the appendix, and
Sobolev embedding in weighted spaces follows
(Lp((0, a);Xµ),Eµ(a))1/2 →֒ (Lp((0, a);Xµ), H1−αp,µ ((0, a);Xα))1/2
= H
(1−α)/2
p,(1+µ)/2((0, a);X(µ+α)/2) →֒ L2p,τ ((0, a);Xβ),
where α = 1− 1/p and 2(1− τ) = 1− µ, i.e. τ = (1 + µ)/2.
Suppose t+ < ∞ and let a0 ∈ (0, t+) be fixed. Employing the interpolation
inequality, the quadratic estimate |G(u, u)|X0 ≤ C1|u|2Xβ implies
|G(u, u)|Lp,µ((a0,a);X0) ≤ C1|u|2L2p,τ((a0,a);Xβ) ≤ C2|u|Lp((a0,a);Xµ)|u|Eµ(a0,a),
where the constant C2 is independent of a ∈ (a0, t+). Let M be the constant
of maximal regularity for the interval [0, t+), and let η = 1/(2MC2). We choose
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t0 ∈ (a0, t+) sufficiently close to t+ such that |u|Lp((t0,t+);Xµ) ≤ η. Then by maximal
regularity we obtain
|u|Eµ(t0,a) ≤M
(|u(t0)|Xγ,µ + C2η|u|Eµ(t0,a)).
By the definition of η, this yields
|u|Eµ(t0,a) ≤ 2M |u(t0)|Xγ,µ
for any a ∈ (t0, t+). Therefore, u|(t0,t+) ∈ E1(t0, t+) →֒ C([t0, t+], Xµ). This implies
that the solution u can be continued beyond t+, leading to a contradiction. 
2.2. A Counterexample. We want to show that Theorem 2.1, and hence also
Theorem 1.2, are optimal in the sense that, generically, (2.1) is not well-posed in
spaces strictly larger than the critical space Xγ,µc .
(i) We choose a sequence ak > 0 with ak →∞, and set
X0 = l2(N), (Au)k = akuk, X1 = D(A) = l2(N; ak).
This operator is selfadjoint and positive definite in the Hilbert space X0. Further-
more, by complex interpolation in weighted l2-spaces we have Xβ = l2(N; a
β
k ) =
D(Aβ), for all β ≥ 0. Next we define a symmetric bilinear operator G by means of
G : Xβ ×Xβ → X0, G(u, v)k := a2βk ukvk.
Obviously, G is bilinear, and it also bounded by the Cauchy-Schwarz inequality, as
l2(N) →֒ l4(N).
Consider the evolution equation
∂tu+Au = G(u, u), t > 0, u(0) = u0, (2.3)
in X0. Then we are in the situation of Theorem 2.1 hence we have local well-
posedness in Lp,µ for initial data in Xγ,µ = DA(µ − 1/p, p), for all µ ≥ µc, where
the critical weight µc is defined by
2β − 1 = µc − 1/p.
Below we require β > 1/2 and β ≤ 1 − 1/2p. By an appropriate choice of the
coefficients ak, we want to show that this problem is ill-posed for any weight 1/p <
µ < µc, showing that Theorem 2.1 cannot be improved, and hence the condition
(2.2) is sharp.
(ii) In components, problem (2.3) reads
∂tuk + akuk = a
2β
k u
2
k, t > 0, k ∈ N,
uk(0) = u
0
k.
This system can be solved explicitly. In fact, by means of the scaling vk(t) =
a2β−1k uk(t/ak), the system transforms to
∂tvk + vk = v
2
k, t > 0, k ∈ N,
vk(0) = v
0
k = a
2β−1
k u
0
k.
Solving the bi-stable equation
∂tw + w = w
2, t > 0, w(0) = w0,
we get
w(t) =
w0e
−t
1− w0 + e−tw0 =
w0e
−t
1− w0(1− e−t) .
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So w(t) exists globally to the right if w0 ≤ 1 and a blow up occurs if w0 > 1. This
yields for vk(t) the formula
vk(t) =
v0ke
−t
1− v0k(1− e−t)
,
hence inverting the scaling
uk(t) =
u0ke
−akt
1− a2β−1k u0k(1− e−akt)
, t > 0, k ∈ N.
This implies that whenever a solution of class Lp,µ, i.e.
u ∈ H1p,µ((0, a);X0) ∩ Lp,µ((0, a);X1)
exists, then the initial value u0 must satisfy
limk→∞a
2β−1
k u
0
k ≤ 1. (2.4)
(iii) Now suppose that u0k ≥ 0 for all k, and set ak = 2k. If (2.4) holds, then
|u0k| ≤ c2k(1−2β), for some constant c > 1, hence
|Asu0|2X0 =
∑
k≥1
22ks|u0k|2 ≤ c
∑
k≥1
22k(s−2β+1) <∞,
for s < 2β − 1. This implies that whenever a solution of class Lp,µ exists, then
u0 ∈ D(As) for all s < 2β − 1.
We thus find ourselves in the following situation: If there is some µ ∈ (1/p, µc)
and some initial value u0 ∈ Xγ,µ = (X0, X1)µ−1/p,p such that (2.3) has a solution
in the class H1p,µ((0, a);X1) ∩ Lp,µ((0, a);X0) then u0 must be in
⋂
s<2β−1D(A
s),
which is a space strictly contained in (X0, X1)µ−1/p,p. Hence the assumption that
the problem is well-posed in the class Lp,µ for µ < µc leads to a contradiction.
(iv) Note that in this example we have global existence in Lp,µ for any 1 ≥ µ > 1/p
if the initial data are non-positive. In that case we have the estimates
|uk(t)| ≤ |u0k|e−akt, t ≥ 0, k ∈ N,
hence the solution of the nonlinear problem is dominated by the semigroup e−At.
This shows that in this case we have well-posedness for all initial data, even for
u0 ∈ X0.
We may modify the example in several ways. Replacing the nonlinearity by −w3
we obtain global Lp,µ-solutions for all initial values u0 ∈ DA(µ− 1/p, p), as well as
global exponential stability. And if we replace the nonlinearity by w|w| the signs of
the initial conditions are not important.
Such examples show that it may very well happen that (2.1) is still well-posed in
spaces of initial data larger than Xγ,µc , but this involves more structural properties
of the equation under consideration.
2.3. Scaling Invariance. Let A ∈ BIP(X0) and G : X˙β × X˙β → X0 bounded
bilinear. Here X˙β means the completion of D(A
β) in the homogeneous norm |Aβ · |.
In a similar way we define the spaces D˙A(α, p) as the completions of DA(α, p) in
the homogeneous norms
|x|D˙A(α,p) = [
∫ ∞
0
|rαA(r +A)−1x|pdr/r]1/p.
We begin with a definition.
10 JAN PRÜSS, GIERI SIMONETT, AND MATHIAS WILKE
Definition 2.5. A family of operators {Tλ}λ>0 ⊂ B(X0) ∩ B(X1) is a called a
scaling for (2.1) if the following conditions hold.
(i) ATλ = λTλA, for all λ > 0;
(ii) λTλG(x, x) = G(Tλx, Tλx), for all λ > 0, x ∈ X˙β;
(iii) there are constants c > 0 and δ ∈ R such that
c−1λ−δ|x| ≤ |Tλx| ≤ cλ−δ|x|, λ > 0, x ∈ X0.
It is easy to see that if u(t) is a solution of (2.1), then uλ(t) = Tλu(λt) is again a
solution of (2.1) with initial value uλ(0) = Tλu0.
From (i) we obtain
(z −A)Tλ = Tλz − λTλA = λTλ(z/λ−A),
hence
(z −A)−1Tλ = 1
λ
Tλ(z/λ−A)−1,
and so again by (i)
A(z −A)−1Tλ = TλA(z/λ−A)−1. (2.5)
This implies
|Tλx|D˙A(α,p) = [
∫ ∞
0
|rαA(r +A)−1Tλx|pdr/r]1/p
= λα[
∫ ∞
0
|rαTλA(r +A)−1x|pdr/r]1/p,
which by (iii) yields
c−1λα−δ|x|D˙A(α,p) ≤ |Tλx|D˙A(α,p) ≤ cλα−δ|x|D˙A(α,p).
In particular, the norm of Tλx in D˙A(α, p) is, up to constants, independent of λ > 0
if and only if α = δ. Thus the spaces D˙A(δ, p) are scaling invariant for the scaling
Tλ. From (2.5) we also obtain, with an appropriate contour Γ
AβTλx =
1
2πi
∫
Γ
zβA(z −A)−1Tλxdz/z = λβTλAβx.
Next we employ (ii) and (iii) to obtain
c−1λ1−δ|G(x, x)| ≤ |λTλG(x, x)| = |G(Tλx, Tλx)|
≤ C|AβTλx|2 = C|λβTλAβx|2 ≤ Cc2λ2β−2δ|Aβx|2.
This implies the inequality
|G(x, x)| ≤ Cc3λ2β−1−δ|Aβx|2, λ > 0, x ∈ Xβ.
If G is nontrivial, i.e. G(x0, x0) 6= 0 for some x0 ∈ X˙β , this implies δ = 2β − 1,
otherwise we obtain a contradiction by letting either λ→∞ or λ→ 0.
This shows that the critical weight µc satisfies µc − 1/p = 2β − 1 = δ, thereby
proving that the critical spaces for (2.1) are scaling invariant.
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Example. The Navier-Stokes equations in Rd.
Consider the Navier-Sokes problem in Rd, which reads
u˙−∆u+∇π = −u · ∇u in Rd,
div u = 0 in Rd,
u(0) = u0 in R
d.
This problem has the scaling invariance given by
uλ(t, x) =
√
λu(λt,
√
λx), πλ(t, x) = λπ(λt,
√
λx),
i.e. we have Tλu(x) =
√
λu(
√
λx). In the Lq-setting, it is easy to compute the
scaling number δ in (iii) to the result δ = (d/q − 1)/2. Therefore, with
X˙β = H˙
2β
q,σ(R
d), D˙A(α, p) = B˙
2α
qp,σ(R
d)
as well as β = (d/q+1)/4 we obtain that the critical spaces are the scaling invariant
spaces B˙
d/q−1
qp,σ (Rd).
2.4. Independence of the Scale. Consider the complex interpolation-extrapolation
scale (Xs, As) generated by A0 := A ∈ BIP(X0) withX1 = D(A), where we assume
w.l.o.g that A is invertible. Suppose that for some s0 > 0 we have
G : Xβ−s/2 ×Xβ−s/2 → X−s bilinear bounded, s ∈ [0, s0]
We claim that the critical spaces for (2.1) are independent of s. Assume first that
β > 1/2. Then we find
µ0c − 1/p = 2β − 1
for the critical weight in case s = 0 and solutions in the class
u ∈ H1p,µ0c (J ;X0) ∩ Lp,µ0c (J ;X1),
for initial values in the critical space (X0, X1)2β−1,p.
Next fix any s ∈ (0, s0] and set Xw0 = X−s, Aw = A−s and Xw1 = X1−s. Then
we have with βw = β + s/2
G : Xwβw ×Xwβw → Xw0 is bilinear and bounded,
hence with the critical weight
µsc − 1/p = 2βw − 1 = 2β − 1 + s = µ0c − 1/p+ s
we obtain solutions
u ∈ H1p,µsc(J ;X
w
0 ) ∩ Lp,µsc(J ;Xw1 ),
for initial values u0 ∈ (Xw0 , Xw1 )µwc−1/p,p. But by (7.2)
(Xw0 , X
w
1 )µwc−1/p,p = (X
w
0 , X
w
1 )2βw−1,p = (X−s, X1−s)2β−1+s,p = (X0, X1)2β−1,p,
which shows the invariance of the critical spaces w.r.t. s ∈ [0, s0].
Remark. There is the restriction βw < 1, which means s < 2− 2β. This yields an
upper bound for s. On the other hand, if s = 0 is subcritical, i.e if β ≤ 1/2, the
problem will be critical in X−s provided 2β − 1 + s > 0 which means s > 1 − 2β.
Thus we have the window
1− 2β < s < 2− 2β
for the best choice of s.
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3. Examples of scalar parabolic equations
In this section we consider three scalar parabolic equations. We begin with a very
classical one, namely with a famous problem studied by Fujita and later on by
Weissler.
Example 1. Let Ω be a bounded domain of class C2 in Rd, and consider the
Dirichlet problem
∂tu−∆u = |u|κ−1u in Ω,
u = 0 on ∂Ω,
u = u0 in Ω,
(3.1)
where κ > 1.
We consider this example in strong and weak functional analytic settings, to be
made precise below. Note that the (local) scaling invariance is given by
uλ(t, x) = λ
1
κ−1 u(λt, λ
1
2x).
Strong setting: Let X0 = Lq(Ω), 1 < q <∞,
X1 := {u ∈ H2q (Ω) : u|∂Ω = 0}
and define an operator A : X1 → X0 by Au := −∆u. With this choice, it holds that
Xβ = (X0, X1)β =
{
{u ∈ H2βq (Ω) : u|∂Ω = 0} for β ∈ (1/2q, 1],
H2βq (Ω) for β ∈ [0, 1/2q).
Define F (u) = |u|κ−1u for u ∈ Xβ . Then
|F (u)|X0 = |u|κκq ≤ C|u|κXβ ,
and by the fundamental theorem of calculus
|F (u)− F (u¯)|X0 ≤ C(|u|κ−1Xβ + |u¯|κ−1Xβ )|u− u¯|Xβ ,
provided H2βq (Ω) →֒ Lκq(Ω), which is the case for
β =
d
2q
(
1− 1
κ
)
,
hence q > d2 (1 − 1κ ), by the constraint β < 1. Setting ρ1 = κ− 1, β1 = β in (H2),
the critical weight µc is given by
µc =
1
p
+
κβ − 1
κ− 1 =
1
p
+
d
2q
− 1
κ− 1 ,
which results from (H3). The condition µc > 1/p is then equivalent to β > 1/κ,
hence
d(κ− 1)
2κ
< q <
d(κ− 1)
2
. (3.2)
As q > 1, this means d(κ − 1)/2 > 1, hence κ > 1 + 2/d. Since µc ≤ 1, we obtain
the additional relation
2
p
+
d
q
≤ 2κ
κ− 1
for p, q ∈ (1,∞) satisfying (3.2). In the sequel, for s ∈ (0, 1)\{1/2q}, let
0B
2s
qp(Ω) = (X0, X1)s,p =
{
{u ∈ B2sqp(Ω) : u|∂Ω = 0} for s ∈ (1/2q, 1),
B2sqp(Ω) for s ∈ (0, 1/2q).
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Then, the critical space is given by
Xγ,µc = (X0, X1)µc−1/p,p = 0B
d/q−2/(κ−1)
qp (Ω).
Applying Theorem 1.2, we obtain the following result.
Theorem 3.1. Let κ > 1 + 2/d, p ∈ (1,∞) and let q ∈ (1,∞) satisfy (3.2) such
that 2/p+ d/q ≤ 2κ/(κ− 1).
Then, for each u0 ∈ 0Bd/q−2/(κ−1)qp (Ω), problem (3.1) admits a unique solution
u ∈ H1p,µc((0, a);Lq(Ω)) ∩ Lp,µc((0, a);H2q (Ω)),
for some a > 0, with critical weight µc = 1/p+d/2q−1/(κ−1). The solution exists
on a maximal interval (0, t+(u0)) and depends continuously on u0. In addition,
u ∈ C([0, t+); 0Bd/q−2/(κ−1)qp (Ω)) ∩ C((0, t+); 0B2(1−1/p)qp (Ω)),
i.e. the solutions regularize instantly if 2/p+ d/q < 2κ/(κ− 1).
Weak setting: Here, we employ the theory of interpolation-extrapolation scales,
see the Appendix. Let A0 := A with domain X1 and (Xα, Aα), α ∈ R, the
interpolation-extrapolation scale (Xα, Aα), α ∈ R, generated by (X0, A0) with re-
spect to the complex interpolation functor. Let further 1/q+1/q′ = 1, X♯0 = Lq′(Ω),
A♯0 = −∆|X♯0 with domain
X♯1 = {u ∈ H2q′(Ω) : u|∂Ω = 0}.
Then (X♯0, A
♯
0) generates the dual scale (X
♯
α, A
♯
α). In particular, it holds
X1/2 = (X0, X1)1/2 = {u ∈ H1q (Ω) : u|∂Ω = 0},
X♯1/2 = (X
♯
0, X
♯
1)1/2 = {u ∈ H1q′ (Ω) : u|∂Ω = 0}
and X−1/2 = (X
♯
1/2)
′, see the Appendix. Moreover, the operator A−1/2 : X1/2 →
X−1/2 is given by
〈A−1/2u, φ〉 =
∫
Ω
∇u · ∇φ dx
for all (u, φ) ∈ X1/2×X♯1/2, which follows from integration by parts and the density
of X1 in X1/2.
So in the week setting, we choose Xw0 = X−1/2, X
w
1 = X1/2 and A
w = A−1/2
with domain X1/2 to rewrite (3.1) as the semilinear evolution equation
∂tu+A
wu = Fw(u), (3.3)
where 〈Fw(u)|φ〉 := (F (u)|φ)L2(Ω). In the sequel let
0H
r
q(Ω) :=
{
{u ∈ Hrq (Ω) : u|∂Ω = 0} for r ∈ (1/q, 1],
Hrq (Ω) for r ∈ [0, 1/q),
and 0H
−r
q (Ω) := (0H
r
q′(Ω))
′ if r ∈ [0, 1]\{1 − 1/q}. It follows readily from the
reiteration property (7.1) that
Xwβ = (X
w
0 , X
w
1 )β = 0H
2β−1
q (Ω).
For u ∈ Xwβ and φ ∈ 0H1q′(Ω), by Hölder’s inequality, we therefore obtain
|〈F (u)|φ〉| ≤ |u|κLrκ(Ω)|φ|Lr′ (Ω),
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where 1/r + 1/r′ = 1. We choose q, r, q′ and r′ such that
H2β−1q (Ω) →֒ Lrκ(Ω) and H1q′(Ω) →֒ Lr′(Ω),
to be precise
2β − 1− d
q
= − d
rκ
and 1− d
q′
= − d
r′
.
The last equality is equivalent to 1 + d/q = d/r. This yields
−κ
(
2β − 1− d
q
)
= 1 +
d
q
or equivalently
β =
1
2
(1 + d/q) (1− 1/κ) .
Note that the condition 1d +
1
q =
1
r < 1 is equivalent to q >
d
d−1 .
Furthermore, the constraint β < 1 leads to q > d(κ − 1)/(κ + 1). Under these
assumptions we obtain the estimates
|Fw(u)|Xw0 ≤ C|u|κXwβ ,
and
|Fw(u)− Fw(u¯)|Xw0 ≤ C(|u|κ−1Xwβ + |u¯|
κ−1
Xwβ
)|u− u¯|Xwβ .
From (H3) with ρ1 = κ− 1 and β1 = β, we obtain the critical weight
µwc =
1
p
+
1
2
(
1 +
d
q
)
− 1
κ− 1 =
1
p
+
d
2q
+
κ− 3
2(κ− 1) .
which in turn yields the restriction
2
p
+
d
q
≤ κ+ 1
(κ− 1)
as µc ≤ 1. Note that the requirement µc > 1/p leads to
3− κ
κ− 1 <
d
q
which is always satisfied provided κ ≥ 3. We assume this in the sequel.
For s ∈ (0, 1)\{1/q}, we define the spaces
0B
s
qp(Ω) := (X0, X1/2)s,p =
{
{u ∈ Bsqp(Ω) : u|∂Ω = 0} for s ∈ (1/q, 1),
Bsqp(Ω) for s ∈ (0, 1/q)
and set 0B
−s
qp (Ω) := (0B
s
q′p′(Ω))
′ for s ∈ (0, 1)\{1− 1/q}. It follows from (7.2) that
(Xw0 , X
w
1 )s,p = (X−1/2, X1/2)s,p = 0B
2s−1
qp (Ω),
for all s ∈ (0, 1), where, by reiteration
0B
0
qp(Ω) := (X−1/2, X1/2)1/2,p = (X−α, Xα)1/2,p = B
0
qp(Ω)
for any α ∈ (0, 1/2q). Therefore, the critical space in the weak setting is given by
Xwγ,µc = (X
w
0 , X
w
1 )µwc−1/p,p = 0B
d/q−2/(κ−1)
qp (Ω).
Then we have the following result.
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Theorem 3.2. Let κ ≥ 3, p ∈ (1,∞) and let q ∈
(
d ·max{ 1d−1 , κ−1κ+1},∞
)
satisfy
2/p+ d/q ≤ (κ+ 1)/(κ− 1).
Then, for each u0 ∈ 0Bd/q−2/(κ−1)qp (Ω), equation (3.3) admits a unique solution
u ∈ H1p,µc((0, a); 0H−1q (Ω)) ∩ Lp,µc((0, a); 0H1q (Ω)),
for some a > 0, with critical weight
µwc =
1
p
+
1
2
(
1 +
d
q
)
− 1
κ− 1 .
The solution exists on a maximal interval (0, t+(u0)) and depends continuously on
u0. In addition,
u ∈ C([0, t+); 0Bd/q−1/(κ−1)qp (Ω)) ∩ C((0, t+); 0B1−2/pqp (Ω)),
i.e. the solutions regularize instantly if 2/p+ d/q < (κ+ 1)/(κ− 1).
Equation (3.1) has been considered by many authors in the last four decades, see for
instance [4, 7, 21, 23, 24]. To the best of our knowledge, the results in Theorems 3.1
and 3.2 are new.
Example 2. Let Ω be a bounded domain of class C2 in Rd, and consider the
Neumann problem
∂tu− div(a(u)∇u) = |∇u|κ in Ω,
∂νu = 0 on ∂Ω,
u = u0 in Ω,
(3.4)
where κ > 2. Observe that this problem is a scaling invariant with respect to
uλ(t, x) = λ
− κ−2
2(κ−1) u(λt, λ
1
2x)
if e.g. a(u) ≡ a0 = const. In the sequel, we assume that a ∈ C1(R), a(s) > 0 for all
s ∈ R, and there exists C > 0 such that
|a′(s1)− a′(s2)| ≤ C|s1 − s2|, s1, s2 ∈ R. (3.5)
For sufficiently smooth u, this yields
div(a(u)∇u) = a(u)∆u+ a′(u)|∇u|2,
hence we may rewrite (3.4)1 as
∂tu− a(u)∆u = |∇u|κ + a′(u)|∇u|2 in Ω.
Let X0 = Lq(Ω), 1 < q <∞, and
X1 = {u ∈ H2q (Ω) : ∂νu = 0 on ∂Ω}.
This in turn implies
Xβ = (X0, X1)β =
{
{u ∈ H2βq (Ω) : ∂νu = 0} for β ∈ (1/2 + 1/2q, 1],
H2βq (Ω) for β ∈ [0, 1/2 + 1/2q).
Define Fκ, Fa : Xβ → X0 by
Fκ(u) = |∇u|κ and Fa(u) = a′(u)|∇u|2.
Note that if H2βq (Ω →֒ H1qκ(Ω), i.e.
β =
1
2
+
d
2q
(
1− 1
κ
)
,
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the nonlinearities Fκ and Fa are well-defined, since a
′ ∈ C(R), κ > 2 and H2βq →֒
C(Ω) for any q ∈ (1,∞). For u1, u2 ∈ Xβ , we obtain as in Example 1
|Fκ(u1)− Fκ(u2)|X0 ≤ C(|u1|κ−1Xβ + |u2|κ−1Xβ )|u1 − u2|Xβ .
For this nonlinearity, the smallest possible value for µ may be computed from (H3)
with ρ1 = κ− 1 and β1 = β to the result
µc =
1
p
+
κβ − 1
κ− 1 =
1
p
+
d
2q
+
κ− 2
2(κ− 1) .
Setting
νB
2s
qp(Ω) := (X0, X1)s,p =
{
{u ∈ B2sqp(Ω) : ∂νu = 0} for s ∈ (1/2 + 1/2q, 1),
B2sqp(Ω) for s ∈ (0, 1/2 + 1/2q),
the critical space is
Xγ,µc = (X0, X1)µc−1/p,p = νB
d/q+(κ−2)/(κ−1)
qp (Ω),
which is embedded into C(Ω) for all p, q ∈ (1,∞), κ > 2.
Concerning Fa, we write
Fa(u1)− Fa(u2) = a′(u1)(|∇u1|2 − |∇u2|2) + |∇u2|2(a′(u1)− a′(u2)),
for u1, u2 ∈ Xβ. It follows from Hölder’s inequality and (3.5)
|a′(u1)(|∇u1|2 − |∇u2|2)|X0 ≤ C(1 + |u1|Xγ,µc )(|∇u1|L2q + |∇u2|L2q )|∇u1 −∇u2|L2q
≤ Cκ(|u1|Xγ,µc )(1 + |u1|κ−1Xβ + |u2|κ−1Xβ )|u1 − u2|Xβ ,
since κ− 1 > 1, where we also applied Young’s inequality. So for this part we may
set as before ρ2 = κ− 1 and β2 = β. For the remaining part, we obtain
|∇u2|2(a′(u1)− a′(u2))|X0 ≤ C|u1 − u2|L∞ |u2|2H12q ≤ C|u2|
2
Xβ |u1 − u2|Xγ,µc .
A straightforward calculation shows that there is strict inequality in (H3) with
ρ3 = 2 and β3 = µc − 1/p if and only if β < 1.
In other words, this part of the nonlinearity Fa is always subcritical and so µc
defined above is the critical weight for the nonlinearity F (u) := Fκ(u)+Fa(u). Note
that the condition µc > 1/p is always satisfied as κ > 2. The restrictions β < 1 and
µc ≤ 1 then lead to
d
q
<
κ
(κ− 1) and
1
p
+
d
2q
+
κ− 2
2(κ− 1) ≤ 1⇔
2
p
+
d
q
≤ κ
(κ− 1) ,
respectively.
For v ∈ Xγ,µc we define an operator A(v) : X1 → X0 by [A(v)u](x) :=
a(v(x))∆u(x), x ∈ Ω. By compactness, there exists a0 > 0 such that a(v(x)) ≥
a0 > 0 for all x ∈ Ω, since x 7→ a(v(x)) is continuous. Furthermore, it follows from
[5] that A# := A(v) ∈ H∞(X0) with H∞-angle φ∞A# < π/2.
Theorem 3.3. Let a ∈ C1(R), a(s) > 0 for all s ∈ R and assume (3.5). Suppose
that κ > 2, p ∈ (1,∞), and 2/p+ d/q ≤ κ/(κ− 1).
Then, for each u0 ∈ νBd/q+(κ−2)/(κ−1)qp (Ω), problem (3.4) admits a unique solu-
tion
u ∈ H1p,µc((0, a);Lq(Ω)) ∩ Lp,µc((0, a);H2q (Ω)),
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for some a > 0, with critical weight µc = 1/p + d/2q − (κ − 2)/2(κ − 1). The
solution exists on a maximal interval (0, t+(u0)) and depends continuously on u0.
In addition,
u ∈ C([0, t+); νBd/q+(κ−2)/(κ−1)qp (Ω)) ∩ C((0, t+); νB2(1−1/p)qp (Ω)),
i.e. the solutions regularize instantly if 2/p+ d/q < κ/(κ− 1).
The results contained in Theorem 3.3 seem to be new. We refer to the monograph
[21] for additional results concerning equation (3.4).
Example 3. Let Ω ⊂ Rd be a bounded domain with boundary ∂Ω ∈ C4−. Consider
the Cahn-Hilliard equation
∂tu−∆v = 0 in Ω,
v +∆u− Φ′(u) = 0 in Ω,
∂νu = ∂νv = 0 on ∂Ω,
u(0) = u0 in Ω.
(3.6)
Here u is an order parameter, v is the chemical potential and Φ denotes the physical
potential, which is often assumed to be of double-well type, i.e. Φ(s) = (s2 − 1)2
for s ∈ R. Note that in view of the homogeneous Neumann boundary conditions,
the elliptic-parabolic problem (3.6) is equivalent to the purely parabolic problem
∂tu+∆
2u−∆Φ′(u) = 0 in Ω,
∂νu = ∂ν∆u = 0 on ∂Ω,
u(0) = u0 in Ω.
(3.7)
Let X0 := Lq(Ω), 1 < q <∞,
X1 := {u ∈ H4q (Ω) : ∂νu = ∂ν∆u = 0}
and define an operator A0 : X1 → X0 by A0u := ∆2u. By [5], A0 ∈ H∞(X0) with
H∞-angle φ∞A0 < π/2. Let (Xα, Aα), α ∈ R, denote the interpolation-extrapolation
scale with respect to the complex interpolation functor (see the Appendix). Then
X−1/2 = (X
♯
1/2)
′ and
X1/2 = {u ∈ H2q (Ω) : ∂νu = 0},
as well as
X♯1/2 = {u ∈ H2q′ (Ω) : ∂νu = 0}.
The operator A−1/2 : X1/2 → X−1/2 may be represented as
〈A−1/2u, v〉 =
∫
Ω
∆u∆v dx
for all (u, v) ∈ X1/2 ×X♯1/2, which follows from integration by parts and density of
X1 in X1/2. We consider the weak formulation
∂tu+A
wu = Fw(u), t > 0, u(0) = u0, (3.8)
of (3.6) in Xw0 := X−1/2, where A
w = A−1/2 with domain X
w
1 := X1/2 and
〈Fw(u), v〉 := (Φ′(u)|∆v)L2(Ω).
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In the sequel, we assume Φ ∈ C1(R) and there are constants C > 0 and κ > 0 such
that
|Φ′(s)− Φ′(s¯)| ≤ C(1 + |s|κ + |s¯|κ)|s− s¯|, s, s¯ ∈ R. (3.9)
Hölder’s inequality in combination with (3.9) yields
|Fw(u)|Xw0 ≤ |Φ′(u)|Lq ≤ C(1 + |u|κ+1L(κ+1)q ),
for all u ∈ Xwβ = (Xw0 , Xw1 )β = νH4β−2q (Ω), β ∈ (0, 1) (see the Appendix for details).
Here
νH
r
q(Ω) :=
{
{u ∈ Hrq (Ω) : ∂νu = 0} for r ∈ (1 + 1/q, 2],
Hrq (Ω) for r ∈ [0, 1 + 1/q),
and νH
−r
q (Ω) := (νH
r
q′(Ω))
′ if r ∈ [0, 2]\{2− 1/q}.
Thus, Fw : Xwβ → Xw0 is well-defined, provided H4β−2q →֒ L(κ+1)q, hence
4β − 2− d
q
= − d
(κ+ 1)q
⇔ β = 1
2
+
dκ
4q(κ+ 1)
.
The condition β < 1 is then equivalent to q > dκ2(κ+1) and the estimate
|Fw(u)− Fw(u¯)|Xw0 ≤ C(1 + |u|κXwβ + |u¯|
κ
Xwβ
)|u− u¯|Xwβ .
holds for all u, u¯ ∈ Xwβ . From (H3) with ρ1 = κ and β1 = β, we obtain the critical
weight
µc =
1
p
+
d
4q
+
κ− 1
2κ
.
Hence µc ≤ 1 iff
1
p
+
d
4q
≤ κ+ 1
2κ
,
and in case κ ∈ (0, 1) it is µc > 1/p if and only if
q <
dκ
2(1− κ) .
As q > 1, this implies the lower bound κ > 2/(d + 2). The critical space is then
given by
Xwγ,µc = νB
4(µc−1/p)−2
qp (Ω) = νB
d/q−2/κ
qp (Ω),
where
νB
r
qp(Ω) :=
{ {u ∈ Brqp(Ω) : ∂νu = 0} for r ∈ (1 + 1/q, 2],
Brqp(Ω) for r ∈ [0, 1 + 1/q),
and νB
−r
qp (Ω) := (νB
r
q′p′(Ω))
′ if r ∈ [0, 2]\{2 − 1/q}. In case of the double-well
potential Φ(s) = (s2 − 1)2 we may set κ = 2 in (3.9), hence the critical space for
this case reads
νB
d/q−1
qp (Ω).
Theorem 3.4. Let Φ ∈ C1(R) and assume (3.9). Suppose that p ∈ (1,∞) and
2/p+ d/2q ≤ (κ+ 1)/κ, where q ∈ (1,∞), κ > 2/(d+ 2) and q < dκ/(2(1− κ)) in
case κ ∈ (2/(d+ 2), 1). Then, for each u0 ∈ νBd/q−κ/2qp (Ω), problem (3.8) admits a
unique solution
u ∈ H1p,µc((0, a); νH−2q (Ω)) ∩ Lp,µc((0, a); νH2q (Ω)),
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for some a > 0, with critical weight µc = 1/p+d/4q+(κ−1)/2κ. The solution exists
on a maximal interval (0, t+(u0)) and depends continuously on u0. In addition,
u ∈ C([0, t+); νBd/q−κ/2qp (Ω)) ∩ C((0, t+); νB2−4/pqp (Ω)),
i.e. the solutions regularize instantly if 2/p+ d/2q < (κ+ 1)/κ.
The Cahn-Hilliard equation has been proposed in the pioneering work [3], to model
the separation of phases of a binary fluid. It has been subject of intensive research
during the last decades, see for instance [1, 6, 9] and the references therein. So far,
there seem to be no results on critical spaces for the Cahn-Hilliard equation.
4. Vorticity Equation
Let Ω be a bounded, simply connected domain in R3 with boundary Σ := ∂Ω
of class C3. We consider the Navier-Stokes equation with boundary conditions of
Navier type.
∂tu− µ∆u+ u · ∇u +∇π = 0 in Ω,
div u = 0 in Ω,
u · ν = 0, 2µPΣD(u)ν + αPΣu = 0 on Σ,
u(0) = u0 in Ω.
(4.1)
Here µ > 0 and α ≥ 0 are constants, PΣ = I−ν⊗ν is the orthogonal projection onto
the tangent bundle TΣ, D(u) = (∇u + [∇u]T)/2 denotes the symmetric velocity
gradient and R(u) = (∇u− [∇u]T)/2 its asymmetric part, for future reference. The
parameter α ≥ 0 takes friction on the boundary Σ into consideration. If α = 0, we
are in the case of pure-slip boundary conditions, whereas α > 0 corresponds to the
case of partial-slip. We want to study this problem in terms of its vorticity and its
stream function. By proper scaling we may assume µ = 1.
4.1. The Navier Condition. We first reformulate the Navier boundary condition
in a way that is more convenient for our analysis. For this purpose, we make use of
the splitting
w = (I − ν ⊗ ν)w + (w · ν)ν =: w‖ + wνν,
where w‖ and wν denote the tangential and the normal part, respectively, of a vector
field w defined on Σ. It is important to note that we can extend the unit normal
ν, defined on Σ, to a tubular neighborhood U of Σ according to ν˜(x) = ν(ΠΣ(x)),
where ΠΣ denotes the metric projection onto Σ; see for instance Prüss and Simonett
[17, Chapter 2] for more details. We can then also extend the above decomposition
of w to the tubular neighborhood U . In the following we always assume that a
given vector field w defined on Ω¯ ∩ U is decomposed in a tangential and normal
component according to
w = (I − ν˜ ⊗ ν˜)w + (w · ν˜)ν˜ =: w‖ + wν ν˜. (4.2)
In order to not overburden the notation, we will drop the tilde in the sequel. Note
that with this convention we have
∂νν = 0, ∂νw‖ · ν = 0 on Σ, (4.3)
for any vector field w defined on Ω¯ ∩ U . An easy computation then yields
2PΣD(u)ν = ∂νu‖ + LΣu‖ +∇Σuν on Σ,
2PΣR(u)ν = −∂νu‖ + LΣu‖ +∇Σuν on Σ,
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where LΣ = −∇Σν is the Weingarten tensor and ∇Σ denotes the surface gradient
on Σ, see also [20, Section 5.4]. For dimension 3, we obtain
2PΣR(u)ν = ν × rotu.
As uν = 0 by the first boundary condition, with BΣ = −2LΣ − αPΣ the second
implies
0 = 2PΣD(u)ν + αPΣu = ∂νu‖ + LΣu‖ + αu‖
= ∂νu‖ − LΣu‖ − BΣu‖ = rotu× ν − BΣu‖,
hence the Navier boundary conditions are equivalent to
u · ν = 0, rotu× ν = BΣu on Σ. (4.4)
Note that this is a lower order perturbation of the so-called perfect slip boundary
conditions
u · ν = 0, rotu× ν = 0.
4.2. The Stream Function. As div u = 0 in Ω, u · ν = 0 on Σ = ∂Ω, and Ω is
simply connected by assumption, there is a unique solution v of the problem
rot v = u in Ω,
div v = 0 in Ω,
v‖ = 0 on Σ.
(4.5)
We call v the stream function, below.
(i) We shall first show uniqueness. Suppose u = 0 and v is a solution of (4.5). As
rot v = 0 and Ω is simply connected, there exists a potential function φ, i.e. we have
v = ∇φ. From the second line follows ∆φ = 0 in Ω, while the boundary condition
v‖ = 0 implies ∇Σφ = 0 on Σ. Hence, there is a constant c such that φ ≡ c on Σ
and the function φ− c then solves the elliptic problem
∆(φ− c) = 0 in Ω, φ− c = 0 on Σ.
Therefore, φ is constant in all of Ω and v = ∇φ = 0.
(ii) In order to show existence, we consider the elliptic problem
−∆v = rotu in Ω,
v‖ = 0 on Σ,
∂νvν − κΣvν = 0 on Σ,
(4.6)
where κΣ is the mean curvature (more precisely, the sum of the principal curvatures)
of Σ. For later use we record the important relationship
div v = divΣv‖ + ∂νvν − κΣvν on Σ. (4.7)
Hence the boundary conditions of (4.6) imply div v = 0 on Σ.
Problem (4.6) is uniquely solvable, with v = A−1rotu, where the operator A is
defined in Section 4.4 below.
(iii) It remains to show that div v = 0 and rot v = u in Ω. The first assertion readily
follows from the observation that the solution v of (4.6) satisfies
∆div v = 0 in Ω,
div v = 0 on Σ,
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which only admits the trivial solution. Hence, rot (rot v−u) = 0 in Ω, and by simple
connectedness of Ω this yields (rot v − u) = ∇φ for some harmonic function φ. We
claim that (rot v − u) · ν = 0 on Σ. By assumption, u · ν = 0. Hence
(rot v− u) · ν = ((∇Σ+ ν∂ν)× (v‖ + vνν)) · ν = ((∇Σvν − ∂νv‖)× ν) · ν = 0 on Σ.
Here we used the properties that v‖ = 0, ∂νν = 0, and ∇Σ× ν = 0 on Σ. The latter
assertion can be verified by means of local coordinates, see for instance Section 2.1
in [17],
∇Σ × ν = τ j∂j × ν = τ j × ∂jν = τ j × ljkτk = τ1 × l12τ2 + τ2 × l21τ1 = 0,
as l12 = l21. Noting that φ solves the elliptic problem
∆φ = 0 in Ω, ∂νφ = (rot v − u) · ν = 0 on Σ,
we conclude that φ is constant on Ω, and hence (rot v − u) = ∇φ = 0 in Ω, i.e.
rot v = u.
For q ∈ (1,∞) and s ∈ [−1, 1] \ {1/q, 1/q− 1} one can show that
A−1rot : NH
s
q(Ω)→ ‖Hs+1q (Ω),
is linear and bounded, where NH
s
q(Ω) is the complex interpolation-extrapolation
scale associated to problem (4.1), and where the spaces ‖H
s
q
(Ω) are defined in
Section 4.4 below.
4.3. The Vorticity Equation. We define the vorticity by means of w := rotu.
As a consequence of the above considerations, we then have
u = rot v = rotA−1rotu = rotA−1w =: L0w.
Observe that L0 is an operator of order −1. This way u is determined uniquely by
the stream function v, or equivalently by the vorticity w. The latter property is
usually referred to as the Biot-Savart law. Note that
rot (div (u⊗ u)) = rot (u · ∇u) = (u · ∇) rotu− (rotu · ∇)u
= u · ∇w − w · ∇u = div (u⊗ w)− div (w ⊗ u), (4.8)
as div u = divw = 0. The vorticity equation now reads
∂tw + u · ∇w − w · ∇u −∆w = 0 in Ω,
u = L0w in Ω,
w × ν = BΣu = 0 on Σ,
divΣ w‖ + ∂νwν − κΣwν = 0 on Σ,
w(0) = w0 in Ω.
(4.9)
Here we note that the second boundary condition ensures divw = 0, as soon as
divw0 = 0, which is natural as w0 = rotu0. In fact, for φ = divw we then obtain,
formally at least,
∂tφ−∆φ = 0 in Ω,
φ = 0 on Σ,
φ(0) = 0 in Ω,
hence divw = φ = 0. We also observe that with
ν × (w × ν) = w(ν · ν)− ν(w · ν) = w‖,
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the first boundary condition for w can be rephrased as
w‖ = ν × BΣu =: L1w. (4.10)
Observe that L1 = ν × BΣL0 is an operator of order −1, hence a lower order
perturbation. We also recall that we have
u · ∇u = div(u ⊗ u),
as div u = 0. This will be useful for the very weak formulation below.
4.4. The Scale of the Principal Operator A. We define the principal operator
A in Lq(Ω)
3 by means of
Aw = −∆w, w ∈ D(A) = {w ∈ H2q (Ω)3 : w‖ = 0, ∂νwν − κΣwν = 0}. (4.11)
The operator A has some beautiful properties. Firstly, it admits an H∞-calculus
with H∞-angle φ∞A = 0 in Lq(Ω)3. Next we note that A is positive definite in
L2(Ω)
3. In order to see this, we employ the relation −∆w = rot rotw−∇divw and
integrate by parts. This yields
−(∆w|w)Ω = |rotw|2Ω + (ν × rotw|w)Σ + |divw|2Ω − (divw|wν)Σ
= |rotw|2Ω + |divw|2Ω,
(4.12)
where (u|v)Ω := (u|v)L2(Ω) and (u|v)Σ := (u|v)L2(Σ). Here we used w‖ = 0, and
(4.7). This shows that A is positive semi-definite. Suppose Aw = 0. Then (4.12)
implies rotw = 0 and divw = 0 in Ω. By uniqueness of problem (4.5), see Step (i)
in Section 4.2, w = 0. Hence A is injective in L2(Ω)
3. As A has compact resolvent
in L2(Ω)
3, its spectrum consists of eigenvalues of finite multiplicity. Therefore, 0
lies in the resolvent set of A in L2(Ω)
3. Since the spectrum of A is independent of
q ∈ (1,∞), we conclude that A is invertible in Lq(Ω)3 for all q ∈ (1,∞). In summary,
A is invertible, and the spectrum of A in Lq(Ω)
3 consists only of eigenvalues of finite
multiplicity which are all positive.
The pair (Lq(Ω), A) generates an interpolation-extrapolation scale, see the Ap-
pendix, and we have explicit expressions for the extrapolation-interpolation spaces,
i.e. we have for ‖H
2s
q
(Ω) := (Lq(Ω),D(A))s
‖H
2s
q
(Ω) =


{w ∈ H2sq (Ω)3 : w‖ = 0, ∂νwν − κΣwν = 0}, s ∈ (1/2 + 1/2q, 1),
{w ∈ H2sq (Ω)3 : w‖ = 0}, s ∈ (1/2q, 1/2 + 1/2q),
H2sq (Ω)
3, s ∈ (0, 1/2q),
and for ‖B
2s
qp
(Ω) := (Lq,D(A))s,p,
‖B
2s
qp
(Ω) =


{w ∈ B2sqp(Ω)3 : w‖ = 0, ∂νwν − κΣwν = 0}, s ∈ (1/2 + 1/2q, 1),
{w ∈ B2sqp(Ω)3 : w‖ = 0}, s ∈ (1/2q, 1/2 + 1/2q),
B2sqp(Ω)
3, s ∈ (0, 1/2q).
Moreover,
‖H
−2s
q
(Ω) :=
(
‖H
2s
q′
(Ω)
)′
, ‖B
−2s
qp
(Ω) :=
(
‖B
2s
q′p′
(Ω)
)′
,
for s ∈ [0, 1] \ {1/2− 1/2q, 1− 1/2q}.
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Moreover, A commutes with the Weyl projection PW defined by w = PWw+∇ϕ,
where
∆ϕ = divw in Ω, ϕ = 0 on Σ.
Therefore, its restriction A0 to X0 := PWLq(Ω)
3 =: ‖Lq,σ(Ω) with domain
X1 := D(A0) = PWD(A),
X1 = {w ∈ H2q (Ω)3 : divw = 0 in Ω, w‖ = 0 on Σ} =: ‖H2q,σ(Ω),
has the same properties as A. We note on the go that the conditions divw = 0 and
w‖ = 0 imply ∂νwν − κΣwν = 0.
Hence, the pair (X0, A0) generates the complex interpolation scale (Xα, Aα),
α ∈ R, see the Appendix. Here we are particularly interested in the cases α = −1/2
for the weak formulation and α = −1 for the very weak setting. Observe that all
these spaces are of class UMD, and all these operators admit an H∞-calculus with
H∞-angle φ∞A = 0. The corresponding complex interpolation spaces are given by
Xα = D(A
α
0 ) = PWD(A
α), DA0(α, p) = PWDA(α, p), for α > 0,
and
Xα =
(
D([A#0 ]
−α)
)′
, DA0(α, p) =
(
DA#0
(−α, p′))′, for α < 0.
Here A#0 means A0 considered in X
♯
0 = Lq′(Ω), i.e. in the dual scale. In the sequel,
we set
‖H
s
q,σ
(Ω) := Xs/2 and ‖B
s
qp,σ
(Ω) := DA0(s/2, p) := (X0,D(A0))s/2,p.
4.5. Very Weak Formulation. In the very weak formulation we define
Xvw0 = X−1 = ‖H
−2
q,σ
(Ω), Xvw1 = X0 =: ‖Lq,σ(Ω).
Then for φ ∈ ‖H2q′,σ(Ω) we obtain with two integrations by parts
0 = (∂tw −∆w + rot (u · ∇u)|φ)Ω
= (∂tw|φ)Ω − (w|∆φ)Ω − (u⊗ u : ∇rotφ)Ω − (∂νw|φ)Σ + (w|∂νφ)Σ
= 〈∂tw +A−1w|φ〉 − 〈(Bvww + F vw(w)|φ〉,
with
〈F vw(w)|φ〉 = (u⊗ u|∇rotφ)Ω, 〈Bvww|φ〉 = (ν × BΣu|∂νφ‖ −∇Σφν)Σ.
Here the expression for Bvw was derived as follows. From (4.3), (4.9), the surface
divergence theorem, and φ‖ = 0, ∂νφν − κΣφν = 0 on Σ we obtain
(∂νw|φ)Σ = (∂νw‖ + (∂νwν)ν|φνν)Σ = ((∂νwν)ν|φνν)Σ
= (−divΣw‖+κΣwν |φν)Σ = (w‖|∇Σφν)Σ+(κΣwν |φν)Σ
and
(w|∂νφ)Σ = (w‖|∂νφ‖)Σ + (wν |κΣφν)Σ.
This shows that the very weak formulation of the vorticity equation reads
∂tw +A−1w = B
vww + F vw(w), t > 0, w(0) = w0. (4.13)
Here Bvw is a linear lower order perturbation and F vw is bilinear.
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To show that Bvw is lower order, we estimate as follows.
|〈Bvww|φ〉| ≤ |ν × BΣu|Lq(Σ)|∂νφ‖ −∇Σφν |Lq′ (Σ)
≤ |u|
H
1/q+ε
q (Ω)
|φ|
H
1+1/q′+ε
q′
(Ω)
≤ |w|
‖H
1/q+ε−1
q
(Ω)|φ|H2−1/q+ε
q′
(Ω)
.
Here we have employed the mapping properties of rot and A−1 for u = rotA−1w.
This shows that
Bvw : ‖H
1/q+ε−1
q,σ
(Ω)→ ‖H1/q−ε−2q,σ (Ω),
hence Bvw is a lower order perturbation of A−1. Below we set A
vw = A−1 − Bvw,
and observe that Avw also admits a bounded H∞-calculus with H∞-angle 0.
The bilinearity F vw(w) = Gvw(w,w) can be estimated as follows
|〈Gvw(w1, w2)|φ〉| = |(u1 ⊗ u2|∇rotφ)Ω| ≤ |u1|L2q(Ω)|u2|L2q(Ω)|φ|H2
q′
(Ω),
hence Gvw : Xvwβvw ×Xvwβvw → Xvw0 is bounded, with
βvw = 1/2 + 3/4q < 1 and µvwc − 1/p = 2βvw − 1 = 3/2q.
So here we require 2/p+3/q ≤ 2, to have µvwc ≤ 1. Now we are in position to apply
the results from Section 2 to this very weak setting of the vorticity equation, useful
to cover the range q > 3/2, with critical space Xvwγ,µvwc = ‖B
3/q−2
qp,σ
(Ω).
Theorem 4.1. Let q ∈ (3/2,∞), p ∈ (1,∞) such that 2/p+ 3/q ≤ 2.
Then, for each w0 ∈ ‖B3/q−2qp,σ (Ω), the vorticity equation (4.9) admits a unique
very weak solution
w ∈ H1p,µvwc ((0, a); ‖H
−2
q,σ
(Ω))) ∩ Lp,µvwc ((0, a);Lq(Ω)),
for some a > 0, with critical weight µvwc = 1/p + 3/2q. The solution exists on a
maximal interval (0, t+(w0)) and depends continuously on w0. In addition,
w ∈ C([0, t+); ‖B3/q−2qp,σ (Ω)) ∩ C((0, t+); ‖B2(1−1/p)−2qp,σ (Ω)),
i.e. the solutions regularize instantly if 2/p+ 3/q < 2.
4.6. Weak Formulation. In the weak formulation of the vorticity equation we
choose Xw0 = X−1/2 = ‖H
−1
q,σ
(Ω). Then for φ ∈ ‖H1q′,σ(Ω) we obtain with an
integration by parts
0 = (∂tw −∆w + rot (u · ∇u)|φ)Ω
= (∂tw|φ)Ω + (∇w|∇φ)Ω − (u · ∇u|rotφ)Ω − (∂νw|φ)Σ
= 〈∂tw +Aww|φ〉 − 〈Fw(w)|φ〉,
with
〈Fw(w)|φ〉 = (u · ∇u|rotφ)Ω, 〈Aww|φ〉 = (∇w|∇φ)Ω + (divΣw‖ − κΣwν |φν)Σ,
and we keep the boundary condition
w‖ = ν × BΣu on Σ.
This means
Xw1 = D(A
w) = {w ∈ H1q (Ω)3 : divw = 0 in Ω, w‖ = ν × BΣu on Σ}.
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Then the weak formulation of the vorticity equation reads
∂tw +A
ww = Fw(w), t > 0, w(0) = w0. (4.14)
The operator Aw generates its own scale, which differs from that of A0 through the
boundary condition w‖ = ν×BΣu. By definition of Aw and an integration by parts
it follows that Aw = Avw1/2. In particular, A
w admits a bounded H∞-calculus with
angle 0 as well.
Next, we estimate the bilinearity Fw(w) = Gw(w,w) as follows.
|〈Gw(w1, w2)|φ〉| = |(u1 · ∇u2|rotφ)Ω| ≤ |u1|Lqr′ (Ω)|u2|H1qr(Ω)|φ|H1q′ (Ω),
where we choose r > 1 in such a way that the Sobolev indices of Lqr′ and H
1
qr are
equal, which means
1− 3/qr = −3/qr′ = −3/q + 3/qr, i.e. 3/qr = (1 + 3/q)/2.
This is feasible if q < 3. Then we have with Xwβw = ‖H
2βw−1
q,σ
(Ω)
Gw : Xwβw ×Xwβw → Xw0 bounded,
provided
βw = (1 + 3/q)/4, µwc − 1/p = 2βw − 1 = (3/q − 1)/2.
Obviously, βw < 1 and for µwc ≤ 1 we require 2/p + 3/q ≤ 3. As a consequence,
the results of Section 2 apply to the vorticity equation in the weak setting for
q < 3, with critical space Xwγ,µwc = ‖B
3/q−2
qp,σ
(Ω), the same spaces as for the very
weak formulation in case 3/2 < q < 3. We observe that the Sobolev indices of these
critical spaces equal −2, i.e. it is independent of q.
Theorem 4.2. Let q ∈ (1, 3), p ∈ (1,∞) such that 2/p+ 3/q ≤ 3.
Then, for each w0 ∈ ‖B3/q−2qp,σ (Ω), the vorticity equation (4.9) admits a unique
weak solution
w ∈ H1p,µwc ((0, a); ‖H
−1
q,σ
(Ω)) ∩ Lp,µwc ((0, a);H1q (Ω)),
for some a > 0, with critical weight µwc = 1/p+ 3/2q − 1/2. The solution exists on
a maximal interval (0, t+(w0)) and depends continuously on w0. In addition,
w ∈ C([0, t+); ‖B3/q−2qp,σ (Ω)) ∩ C((0, t+);B2(1−1/p)−1qp (Ω)3),
i.e. the solutions regularize instantly if 2/p+ 3/q < 3.
4.7. Conditional Global Existence. Next we employ the abstract Serrin condi-
tion to characterize global existence. For this purpose we only need to compute the
spaces Xwµwc and X
vw
µvwc
. We have
Xwµwc = ‖H
2µwc−1
q,σ
(Ω) = ‖H
2/p+3/q−2
q,σ
(Ω) = ‖H
2µvwc −2
q,σ
(Ω) = Xvwµvwc ,
a surprise? This yields with Theorem 2.4 the following result.
Theorem 4.3. Let p ∈ (1,∞), q ∈ (1,∞) such that s := 2/p+ 3/q ≤ 2, and s ≤ 3
in case q < 3. Assume w0 ∈ ‖B3/q−2qp,σ (Ω), and let w denote the unique weak or very
weak solution of (4.9) according to Theorems 4.2 or 4.1, with maximal interval of
existence [0, t+). Then
(i) w ∈ Lp((0, a); ‖Hs−2q,σ (Ω)), for each a < t+.
(ii) If t+ <∞ then w 6∈ Lp((0, t+); ‖Hs−2q,σ (Ω)).
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In particular, the solution exists globally if w ∈ Lp((0, a); ‖Hs−2q,σ (Ω)) for any finite
number a such that a ≤ t+.
We emphasize the case s = 2, i.e. 2/p+3/q = 2. Then ‖H
s−2
q,σ
(Ω) = ‖Lq,σ(Ω). So we
have e.g. global existence if w stays bounded in L2(J ;L3(Ω)
3) or in L4(J ;L2(Ω)
3).
4.8. Small Data. In case p > 2, q ≥ 3 we may continue the very weak solution
instantly to a weak solution. In fact, for q ≥ 3 we have the estimate
|Gw(w1, w2)|‖H−1q,σ ≤ |u1|L∞ |u2|H1q ≤ C|u1|H2βq |u2|H2βq ≤ C|w1|H2β−1q |w2|H2β−1q ,
for any 2β > 1. This shows that any µ > 1/p is admissible, we are in the subcritical
case. For sufficiently small µ > 1/p we have
Xvwγ = ‖B
−2/p
qp,σ
(Ω) →֒ ‖B2(µ−1/p)−1qp,σ (Ω) = Xwγ,µ,
hence we obtain the following result.
Theorem 4.4. Let q ∈ [3,∞) and p ∈ (2,∞).
Then, for each w0 ∈ ‖B3/q−2qp,σ (Ω), the vorticity equation (4.9) admits a unique weak
solution
u ∈ H1p,loc((0, t+); ‖H−1q,σ(Ω))) ∩ Lp,loc((0, t+);H1q (Ω)3).
on a maximal time interval (0, t+).
Now we want to consider data which are small in the critical spaces ‖B
3/q−2
qp,σ
where
p, q ∈ (1,∞), with 2/p + 3/q < 2. To apply Corollary 2.2 in Section 2, we need
to study the spectrum of the weak operator Aw, which consists only of eigenvalues
and by elliptic regularity is independent of q. So it is sufficient to consider the case
q = 2.
Suppose λ ∈ C is an eigenvalue of Aw with eigenfunction w 6= 0. Then setting
φ = v, with v being the stream function, in the definition of the operator Aw we
obtain
λ(w|v)Ω = 〈Aww|v〉, w‖ = ν × BΣu.
Integrating by parts on the left hand side, with u = rot v, w = rotu, we obtain
after some calculations involving the boundary conditions as well as divw = div u =
div v = 0 the identity
λ|u|2Ω = 2|D(u)|2Ω + α|u|2Σ.
In order to verify the assertion on the right hand side, we first use a partial integra-
tion to obtain 〈Aww|v〉 = −(∆w|v)Ω (assuming for the moment that all functions
be sufficiently smooth). Employing −∆w = rot rotw (as divw = 0) and the rela-
tionships between u, v, w, an integration by parts yields (∆w|v)Ω = (∆u|u)Ω. Yet
another integration by parts in conjunction with the Navier boundary conditions
and the relation ∆u = 2divD(u) (as div u = 0) implies the assertion.
This shows that the eigenvalues of Aw are real and nonnegative. In addition,
if α > 0 then Korn’s inequality shows that 0 is not an eigenvalue. Therefore, the
analytic C0-semigroup generated by A
w is exponentially stable. Corollary 2.2 then
yields the following result.
Theorem 4.5. Suppose p, q ∈ (1,∞) such that 2/p+ 3/q < 2 and p ≥ 2.
Then the trivial solution of the vorticity equation (4.9) is globally exponentially
stable in Xwγ ⊂ B1−2/pqp (Ω)3. Moreover, there is r0 > 0 such that every very weak
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solution w with initial value w0 ∈ ‖B3/q−2qp,σ (Ω) with norm |w0|‖B3/q−2qp,σ ≤ r0 exists
globally and converges exponentially to zero in the norm of B
1−2/p
qp (Ω)3.
The Navier boundary conditions considered in (4.1) were first introduced by Navier
in [14] and later derived by Maxwell in [13] from the kinetic theory of gases. Prob-
lem (4.1) has been considered by several authors, see for instance [20] and the
references therein. The construction of a stream function in Subsection 4.2, based
on solvability of the elliptic problem (4.6), seems to be new. Moreover, to the best
of our knowledge, the results contained in Theorems 4.1-4.5 are new.
We refer to [25] for results concerning the vorticity equations (corresponding to
the Naveier-Stokes system with slip boundary conditions) in a cylindrical domain,
and to [8] concerning the vorticity equations in R3.
5. Further Applications
In this section, we apply our theory to a variety of well-known problems. Applying
Theorem 2.1, as well as Corollaries 2.2 and 2.3, we obtain results in critical spaces
which seem to be new in the case of bounded domains. We would like to emphasize
that our proofs are rather simple, as they do not involve the microscopic structure
of Besov spaces. Corresponding results in the literature seem restricted to the case
of Rd, where techniques from harmonic analysis are applied.
5.1. Convection-Diffusion. Let Ω ⊂ Rd be a bounded domain of class C4 and
consider the following non-local convection-diffusion problem.
∂tu−∆u = −div(u∇w) in Ω,
−∆w = ±u in Ω,
∂νu = ∂νw = 0 on ∂Ω,
u(0) = u0 in Ω.
(5.1)
Here u means a scalar variable, such as a density or a concentration, and w a
potential. Observe that the mean value of u vanishes identically if that of u0 does.
We assume this throughout. Then w is uniquely defined with mean zero. Without
loss of generality, we may assume ∆w = u. If not, we replace u by −u. Note that
this system is (locally) scaling invariant w.r.t the scaling(
uλ, wλ
)
(t, x) :=
(
λ2u,w
)
(λ2t, λx).
For q ∈ (1,∞), define
X0 := Lq,(0)(Ω) := {u ∈ Lq(Ω) :
∫
Ω
u dx = 0}
and an operator A : X1 → X0 by Au = −∆u with domain
X1 = {u ∈ H2q (Ω) ∩ Lq,(0)(Ω) : ∂νu = 0 on ∂Ω}.
By [5], it holds that A ∈ H∞(X0) with angle φ∞A = 0. Moreover,Xβ = (X0, X1)β =
νH
2β
q,(0)(Ω), β ∈ [0, 1], where
νH
2β
q,(0)(Ω) := Lq,(0)(Ω)∩
{
{u ∈ H2βq (Ω) : ∂νu = 0 on ∂Ω} for 2β ∈ (1 + 1/q, 2],
H2βq (Ω) for 2β ∈ [0, 1 + 1/q).
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For s ∈ (1,∞) and τ ∈ [0, 2], we denote by S : Hτs,(0)(Ω) → Hτ+2s (Ω) the linear
solution map u 7→ w for the elliptic problem
∆w = u in Ω,
∂νw = 0 on ∂Ω,
which is well-defined thanks to [22, Theorem 5.5.1] and the fact that u has mean
value zero. We note on the go that there exists a constant C > 0 such that for all
u ∈ Hτs,(0)(Ω)
|Su|Hτ+2s (Ω) ≤ C|u|Hτs (Ω).
With the operator S at hand, we may reduce (5.1) to the single equation
∂tu+Au = F (u), t > 0, u(0) = u0, (5.2)
where F (u) = G(u, u) and (since ∆Sv = v)
G(u, v) = −div(u∇Sv) = −∇u · ∇Sv − u∆Sv = −∇u · ∇Sv − uv
is bilinear in (u, v) ∈ Xβ ×Xβ. For u ∈ Xβ and by Hölder’s inequality, we obtain
|F (u)|Lq ≤ |u|H1qr |Su|H1qr′ + |u|
2
L2q .
Choose β ∈ (0, 1) such that
H2βq (Ω) →֒ H1qr(Ω), H2β+2q (Ω) →֒ H1qr′(Ω) and H2βq (Ω) →֒ L2q(Ω).
The first two embeddings hold if
2β − d
q
= 1− d
qr
and 2β + 1− d
q
= − d
qr′
.
It turns out that this can always be achieved if q ∈ (1, d/2), hence d ≥ 3 is necessary.
The number β can then be computed to the result β = d/4q. In particular, the
restriction β < 1 is satisfied if q ∈ (d/4, d/2). Note that for the above value of β,
we have H2βq (Ω) →֒ L2q(Ω).
It is now easy to see that the estimate
|F (u)− F (u¯)|X0 ≤ C(|u|Xβ + |u¯|Xβ )|u − u¯|Xβ
holds for some constant C > 0 and all u, u¯ ∈ Xβ , hence (H2) is satisfied with
m = ρ = 1 and β1 = β. Thus, the critical weight µc is given by
µc =
1
p
+
d
2q
− 1,
which results from (H3).
It holds that µc > 1/p if q ∈ (1, d/2) and µc ≤ 1 if 1/p+ d/2q ≤ 2. The critical
space reads
Xγ,µc = (X0, X1)µc−1/p,p = νB
2(µc−1/p)
qp,(0) (Ω) = νB
d/q−2
qp,(0) (Ω),
where
νB
r
qp,(0)(Ω) := Lq,(0)(Ω) ∩
{
{u ∈ Brqp(Ω) : ∂νu = 0} for r ∈ (1 + 1/q, 2],
Brqp(Ω) for r ∈ (0, 1 + 1/q).
Here we assume that d ≥ 3, p ∈ (1,∞) q ∈ (d/4, d/2) and 2/p+ d/q ≤ 4.
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Choosing X0 = H
−1
q (Ω) := (H
1
q′ (Ω))
′ as a base space in the weak setting, one
obtains
µwc =
1
p
+
d
2q
− 1
2
as the critical weight, hence q < d, by the condition µwc > 1/p. Furthermore, µ
w
c ≤ 1
if and only if
1
p
+
d
2q
≤ 3
2
,
hence, in particular, q > d/3. This shows that we may consider space dimensions
d ≥ 2 in the weak setting.
5.2. Electro-Chemistry. Let Ω ⊂ Rd be a bounded domain of class C3 and
consider the following problem of Nernst-Planck-Poisson type.
∂tu− µu∆u = div(u∇w) in Ω,
∂tv − µv∆v = −div(v∇w) in Ω,
∂tw −∆w = u− v in Ω,
∂νu = ∂νv = ∂νw = 0 on ∂Ω,
u(0) = u0, v(0) = v0 in Ω.
(5.3)
The variables u and v denote concentrations of oppositely charged ions, and w the
induced electrical potential. Here µu,µv > 0 are assumed to be constant. In the
following, we set µu = µv = 1. Note that this system is scaling invariant w.r.t the
scaling (
uλ, vλ, wλ
)
(t, x) :=
(
λ2u, λ2v, w
)
(λ2t, λx).
Let BN = −∆ in Lq(Ω), 1 < q <∞, with domain
D(BN ) = {u ∈ H2q (Ω) : ∂νu = 0 on Ω}.
It is well-known that for each ω > 0, ω + BN ∈ H∞(Lq(Ω)) with angle φ∞BN = 0,
see e.g. [5]. The pair (Y0, B0) = (Lq(Ω), B) generates the complex extrapolation-
interpolation scale (Yα, Bα), α ∈ R, see the Appendix. Consider the operator
BwN := B−1/2 : H
1
q (Ω)→ H−1q (Ω) := (H1q′ (Ω))′,
which has the explicit representation
〈BwNu|φ〉 = (∇u|∇φ)L2(Ω)
for all (u, φ) ∈ H1q (Ω)×H1q′(Ω). Then BwN ∈ H∞(H−1q (Ω)) with the same angle as
BN .
As a base space for the system variable z = (u, v, w) we take
X0 = H
−1
q (Ω)×H−1q (Ω)×H1q (Ω)
and we define Az := diag
(
BwN , B
w
N , BN |H3q
)
z + (0, 0, v − u), with domain
X1 := D(A) = {z = (u, v, w) ∈ H1q (Ω)2 ×H3q (Ω) : ∂νw = 0 on ∂Ω}.
By the triangular structure of A, it follows readily that A ∈ H∞(X0) with φ∞A = 0.
For the complex interpolation spaces Xβ = (X0, X1)β , β ∈ (0, 1), we obtain
Xβ = {z = (u, v, w) ∈ H2β−1q (Ω)2 ×H2β+1q (Ω) : ∂νw = 0 on ∂Ω},
if 2β > 1/q and
Xβ = H
2β−1
q (Ω)
2 ×H2β+1q (Ω)
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if 2β < 1/q, where H−rq (Ω) := (H
r
q′(Ω))
′ for r ∈ [0, 1]. Define F = (F1, F2, F3) :
Xβ → X0 by
〈(F1(z), F2(z))|(φ1, φ2)〉 := (−(u∇w|∇φ1)L2 , (v∇w|∇φ2)L2) ,
for all (φ1, φ2) ∈ H1q′(Ω)2 and F3(z) := 0. It follows that
|F (z)|X0 ≤ C(|u|Lqr(Ω) + |v|Lqr(Ω))|w|H1
qr′
(Ω),
hence there exists a positive number C such that
|F (z1)− F (z2)|X0 ≤ C(|z1|Xβ + |z2|Xβ )|z1 − z2|Xβ , z1, z2 ∈ Xβ,
provided β = 14 (1 +
d
q ), q ∈ (d/3, d), which yields the critical space
Xγ,µc = B
d/q−2
qp (Ω)
2 × νBd/qqp (Ω),
where
νB
r
qp(Ω) :=
{
{w ∈ Brqp(Ω) : ∂νw = 0} for r ∈ (1 + 1/q, 3),
Brqp(Ω) for r ∈ (0, 1 + 1/q)
and B−sqp (Ω) :=
(
Bsq′p′(Ω)
)′
for s ∈ (0, 1). Here we assume 2/p+ d/q ≤ 3, to make
sure that µc ≤ 1.
Critical Besov spaces for system (5.3) in the case Ω = Rd and with the parabolic
equation ∂tw −∆w = u− v is replaced by the corresponding elliptic problem have
been studied in [27].
5.3. Chemotaxis equations. Let Ω ⊂ Rd be a bounded domain of class C3. Then
we consider the system
∂tu+ u · ∇u − µu∆u+∇π = 0 in Ω,
div u = 0 in Ω,
∂tv + u · ∇v − µv∆v = −div(v∇w) in Ω,
∂tw + u · ∇w − µw∆w = −v in Ω,
u = 0, ∂νv = ∂νw = 0 on ∂Ω,
u(0) = u0, v(0) = v0, w(0) = w0 in Ω.
(5.4)
Here u is the velocity field, w denotes the cell density, and v a chemical potential.
For simplicity, we choose all constants µj , j ∈ {u,w, v}, equal to one, as this does
not affect the analysis. Note that the system is (locally) scaling invariant w.r.t. the
scaling (
uλ, πλ, vλ, wλ
)
(t, x) :=
(
λu, λ2π, λ2v, w
)
(λ2t, λx).
Denote by P the Helmholtz projection in Lq and let Lq,σ(Ω) := PLq(Ω)
d. We
choose X0 = Lq,σ(Ω) ×H−1q (Ω) × H1q (Ω) as a base space for z = (u, v, w), where
H−1q (Ω) := (H
1
q′(Ω))
′. Define a linear operator A : X1 → X0 by
Az = diag (BS , B
w
N , BN) z − (0, 0, v)
with domain
X1 = {z = (u, v, w) ∈ H2q,σ(Ω)×H1q (Ω)×H3q (Ω) : u = 0, ∂νw = 0 on ∂Ω}.
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The operators BwN , BN are defined as in Subsection 5.2 and BSu := −P∆u. Fur-
thermore, A ∈ H∞(X0) with angle φ∞A = 0. The complex interpolation spaces
Xβ = (X0, X1)β , β ∈ (0, 1), then read
Xβ = {(u, v, w) ∈ H2βq,σ(Ω)×H2β−1q (Ω)×H2β+1q (Ω) : u = 0, ∂νw = 0 on ∂Ω}
if 2β ∈ (1/q, 2] and
Xβ = H
2β
q,σ(Ω)×H2β−1q (Ω)×H2β+1q (Ω)
if 2β ∈ [0, 1/q), where Hrq,σ(Ω) := Hrq (Ω)d ∩ Lq,σ(Ω) and H−sq (Ω) := (Hsq′(Ω))′ for
r ∈ [0, 2] and s ∈ [0, 1].
For β ≥ 1/2, we define F = (F1, F2, F3) : Xβ → X0 by F1(z) := −P(u · ∇u)
〈F2(z)|φ〉 := (v(u +∇w)|∇φ)L2(Ω), φ ∈ H1q′ (Ω),
and F3(z) := −u · ∇w. By similar arguments as in Subsection 5.2, it follows that
there is a constant C > 0 such that
|F (z1)− F (z2)|X0 ≤ C(|z1|Xβ + |z2|Xβ )|z1 − z2|Xβ , z1, z2 ∈ Xβ,
provided β = 14 (1 +
d
q ) and q ∈ (d/3, d). This in turn yields the critical space
Xγ,µc = 0B
d/q−1
qp,σ (Ω)×Bd/q−2qp (Ω)× νBd/qqp (Ω),
where B−rqp (Ω) :=
(
Brq′p′(Ω)
)′
for r ∈ (0, 1),
0B
r
qp,σ(Ω) := Lq,σ ∩
{
{u ∈ Brqp(Ω) : u = 0} for r ∈ (1/q, 2),
Brqp(Ω) for r ∈ (0, 1/q),
and
νB
r
qp(Ω) :=
{ {w ∈ Brqp(Ω) : ∂νw = 0} for r ∈ (1 + 1/q, 3),
Brqp(Ω) for r ∈ (0, 1 + 1/q).
5.4. Magneto-Hydrodynamics. In this last subsection, we consider the equa-
tions of magneto-hydrodynamics which read
̺(∂t + u · ∇)u− ν∆u+∇π = 1
µ0
rotB ×B in Ω,
̺(∂t + u · ∇)B − 1
µ0 σ
∆B = B · ∇u in Ω,
div u = divB = 0 in Ω,
u = 0, B · ν = 0, ν × rotB = 0 on ∂Ω,
u(0) = u0, B(0) = B0 in Ω.
(5.5)
Here u means the velocity field, π the pressure, and B the magnetic field. The
parameters ̺,ν,µ0, σ > 0 denote physical constants, which we set identical to one
in the sequel. Note that the system is (locally) scaling invariant w.r.t. the scaling(
uλ, πλ, Bλ
)
(t, x) :=
(
λu, λ2π, λB
)
(λ2t, λx).
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Next, observe that rotB × B = B · ∇B − 12∇|B|2. As div u = divB = 0 we may
rewrite system (5.5) in the following way.
∂tu+ div (u⊗ u)−∆u+∇π˜ = div (B ⊗B) in Ω,
∂tB + div (u⊗B)−∆B = div (B ⊗ u) in Ω,
div u = divB = 0 in Ω,
u = 0, B · ν = 0, ν × rotB = 0 on ∂Ω,
u(0) = u0, B(0) = B0 in Ω,
(5.6)
with π˜ = π+(1/2)|B|2. Let P denote the Helmholtz projection in Lq(Ω)3 and define
A0(u,B) := (−P∆u,−P∆B) in X0 := Lq,σ(Ω)2 with domain
X1 := D(A0) := {(u,B) ∈ H2q,σ(Ω)2 : u = 0, ν × rotB = 0 on ∂Ω}.
Note that by the properties of the Helmholtz projection, B · ν = 0 on ∂Ω for B ∈
Hrq,σ(Ω) with r ∈ (1/q, 2]. The pair (X0, A0) generates the complex extrapolation-
interpolation scale (Xα, Aα), α ∈ R, see the Appendix. In the sequel, we choose the
weak setting for u and B, i.e. α = −1/2. This yields
Xw0 := X−1/2 = 0H
−1
q,σ(Ω)×H−1q,σ(Ω),
where 0H
−1
q,σ(Ω) := (0H
1
q,σ(Ω))
′, H−1q,σ(Ω) := (H
1
q,σ(Ω))
′,
H1q,σ(Ω) := H
1
q (Ω)
3 ∩ Lq,σ(Ω) and 0H1q,σ(Ω) := {u ∈ H1q,σ(Ω) : u = 0 on ∂Ω}.
Denote by Aw the operator A−1/2 with domain X
w
1 := X1/2 = 0H
1
q,σ(Ω)×H1q,σ(Ω).
This way, we may rewrite (5.6) as the bilinear evolution equation
∂tz +A
wz = Fw(z), t > 0, z(0) = z0,
in Xw0 with z := (u,B) and z0 := (u0, B0). The nonlinearity F is defined by
〈Fw(z)|φ〉 := ((u⊗ u−B ⊗B|∇φ1)L2 , (u ⊗B −B ⊗ u|∇φ2)L2)
for φ = (φ1, φ2) ∈ 0H1q,σ(Ω)×H1q,σ(Ω) and z = (u,B) ∈ Xβ , with
Xβ = 0H
2β−1
q,σ (Ω) :=
{
0H
2β−1
q,σ (Ω)×H2β−1q,σ (Ω) for 2β − 1 ∈ (1/q, 1],
H2β−1q,σ (Ω)×H2β−1q,σ (Ω) for 2β − 1 ∈ [0, 1/q),
and 0H
−r
q,σ(Ω) :=
(
0H
r
q′,σ(Ω)
)′
if r ∈ [0, 1]. By similar arguments as in [20, Section 5]
one shows that the critical space is given by
Xγ,µc = 0B
3/q−1
q,σ (Ω)×B3/q−1q,σ (Ω),
where we assume 2/p + 3/q ≤ 2 for p > 1 and q > 3/2. We refer to [26] for
corresponding results in the case Ω = R3.
6. Multilinear Nonlinearities
In this last section, we consider (1.1) with multilinear nonlinearities of the form
F2(u) = G(u, . . . , u), where
G : Πmk=1Xβk → X0
is multilinear and bounded, with βk ∈ (0, 1) and m ≥ 2. Although the results
derived here are not used in this publication, they are, nevertheless, relevant for
applications. As before, Xβk = (X0, X1)βk are complex interpolation spaces. Here
we show how to find the critical weight for this nonlinearity.
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For this purpose, we may assume that the sequence βk is non-increasing, i.e.
1 > β1 ≥ β2 ≥ . . . ≥ βm > 0,
and suppose that
∑m
1 βk > 1; otherwise we are in the subcritical case as will turn
out below. Define a sequence µj by means of
µj =
1
p
+
1
j − 1
( j∑
k=1
βk − 1
)
, j = 2, . . . ,m.
For the sake of definiteness, we set µ1 = −1. We have
µj+1 ≥ µj ⇔ 1
j
( j+1∑
k=1
βk − 1
) ≥ 1
j − 1
( j∑
k=1
βk − 1
)
⇔ (j − 1)( j+1∑
k=1
βk − 1
) ≥ j( j+1∑
k=1
βk − 1
)− jβj+1
⇔ βj+1 ≥ 1
j
( j+1∑
k=1
βk − 1
)
= µj+1 − 1
p
.
We now assume that there is a unique number l ∈ {2, . . . ,m} such that µl =
maxj µj . Then the critical weight is given by
µc := µl =
1
p
+
1
l− 1
( l∑
k=1
βk − 1
)
.
We observe that µl > µl−1 implies βl > µl − 1/p, while µl+1 < µl implies βl+1 <
µl+1 − 1/p < µl − 1/p. Hence,
βj > µc − 1/p for j ≤ l, βj < µc − 1/p for j > l.
The assumption
∑m
k=1 βk > 1 yields µc − 1/p ≥ µm − 1/p > 0. On the other side
we have µc − 1/p < 1, hence µc ≤ 1 if p is large enough.
We show that with this choice of µc, Conditions (H2) and (H3) are valid. In
fact, the identity
F (u)− F (u¯) =
m∑
j=1
G(u¯, . . . , u¯, u− u¯, u, . . . , u)
implies
|F (u)− F (u¯)|X0 ≤ C
m∑
j=1
Πj−1k=1|u¯|Xβk |u− u¯|XβjΠmj+1|u|Xβk .
Note that Xγ,µc →֒ Xβk for k > l and Xβ →֒ Xβk →֒ Xγ,µc for k ≤ l, where
β = maxβk = β1. Setting
αk :=
βk − (µc − 1/p)
β − (µc − 1/p)
we obtain by interpolation
|u|Xβk ≤ c|u|
1−αk
Xγ,µc
|u|αkXβ , k ≤ l.
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Setting αk = 0 for k > l, this yields with ρj =
∑
k 6=j αk and Young’s inequality
Πj−1k=1|u¯|XβkΠmk=j+1|u|Xβk ≤ C(|u|Xγ,µc , |u¯|Xγ,µc )|u¯|
∑j−1
k=1 αk
Xβ
|u|
∑m
k=j+1 αk
Xβ
≤ C(|u|Xγ,µc , |u¯|Xγ,µc )
(|u|ρjXβ + |u¯|ρjXβ),
and thus
Πj−1k=1|u¯|XβkΠ
m
j+1|u|Xβk |u− u¯|Xβj ≤ C(|u|Xγ,µc , |u¯|Xγ,µc )
(|u|ρjXβ + |u¯|ρjXβ)|u− u¯|Xβj .
This shows that Condition (H2) holds. In order to verify Condition (H3) we
observe that ρj is given by
ρj =
1
β − (µc − 1/p)
∑
1≤k≤l,k 6=j
(βk − (µc − 1/p)).
This yields for j ≤ l
ρj(β − (µc − 1/p)) + (βj − (µc − 1/p) =
( l∑
k=1
βk
)− l(µc − 1/p)) = 1− (µc − 1/p),
showing that µc is critical. For j > l we obtain
ρj(β − (µc − 1/p)) + (βj − (µc − 1/p)) = (1− (µc − 1/p)) + (βj − (µc − 1/p))
< (1− (µc − 1/p)).
Hence µc is subcritical in this case and we may use the estimate |u − u¯|Xβj ≤
c|u − u¯|Xγ,µ . Combining, we see that µc defined above is the critical weight for
multilinear maps.
Remarks 6.1. Some special cases should be kept in mind.
(i) m = 2. Then l = 2 and µc − 1/p = β1 + β2 − 1.
(ii) m = 3. Then µc − 1/p = β1 + β2 − 1 if β3 < β1 + β2 − 1, and µc − 1/p =
(β1 + β2 + β3 − 1)/2 if β3 > β1 + β2 − 1.
(iii) If βk = β for all k then µc = 1/p+ (mβ − 1)/(m− 1).
7. Appendix
7.1. Interpolation-extrapolation scale. Here we collect some basic facts from
the theory of Banach scales. Let X0 a reflexive Banach space and A0 ∈ BIP(X0)
a linear operator with dense domain X1 →֒ X0 and 0 ∈ ρ(A0). By [2, Theorem
V.1.5.1] the pair (X0, A0) generates an interpolation-extrapolation scale (Xα, Aα),
α ∈ R, with respect to the complex interpolation functor (·, ·)θ, θ ∈ (0, 1). In
particular, for any α ∈ R, the operator Aα : Xα+1 → Xα is a linear isomorphism.
If 0 /∈ ρ(A0), then choose ω > 0 such that 0 ∈ ρ(ω+A0) and replace A0 by ω+A0.
For α < β, ρ(Aα) = ρ(Aβ) and the scale is densely injected, meaning that the
embedding Xβ →֒ Xα is dense. If α ≥ 0, Aα is the maximal restriction of A0 to Xα
and if α < 0, then Aα is the closure of A0 in Xα, hence
Aαu = A0u, if u ∈ X1+max{α,0}, α ∈ R.
By [2, Theorem V.1.5.4] the scale (Xα, Aα), α ∈ R, is equivalent to the fractional
power scale, generated by (X0, A0). In particular, for α > 0 it holds that
Xα = (D(A
α), |Aα · |)
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up to equivalent norms and the reiteration property
(Xα, Xβ)θ = X(1−θ)α+θβ, α < β, θ ∈ (0, 1) (7.1)
holds.
Since X0 is reflexive, [2, Theorem V.1.5.12] yields that Xα is reflexive,
(Xα)
′ = X♯−α and (Aα)
′ = A♯−α
for any α ∈ R, where (X♯α, A♯α), α ∈ R, denotes the dual interpolation-extrapolation
scale generated by (X♯0, A
♯
0). Here X
♯
0 is the dual space of X0 and A
♯
0 denotes the
dual operator ofA0 inX
♯
0 with domainX
♯
1. Furthermore, by [2, Proposition V.1.5.5],
Aα ∈ BIP(Xα) for any α ∈ R, in particular, the reiteration property (7.1) holds
for the dual scale as well.
Concerning real interpolation of the spaces Xα, we note that for all α, β ∈ [0, 1]
with (α, β) 6= (0, 0) and θ ∈ (0, 1), it follows from the reiteration theorem
(X0, Xβ)θ,p = ((X−α, Xβ) αα+β , Xβ)θ,p = (X−α, Xβ)α+θβα+β ,p
and
(X0, Xβ)θ,p = (X0, (X0, X1)β)θ,p = (X0, X1)βθ,p,
where we made also use of (7.1). In summary, we obtain
(X−α, Xβ)τ,p = (X0, X1)τ(α+β)−α,p,
provided τ > αα+β and τ < 1. For τ ∈ (0, αα+β ) we make use of duality properties
to derive
(X−α, Xβ)τ,p =
(
(X♯−β , X
♯
α)1−τ,p′
)′
=
(
(X♯0, X
♯
1)α−τ(α+β),p′
)′
,
provided 1− τ > βα+β or equivalently τ < αα+β .
In particular, if α = s and β = 1− s for some s ∈ [0, 1], this yields
(X−s, X1−s)τ,p =


(X0, X1)τ−s,p for τ ∈ (s, 1)(
(X♯0, X
♯
1)s−τ,p′
)′
for τ ∈ (0, s).
(7.2)
7.2. An interpolation result. The following interpolation result, which seems to
be new, was used in the proof of Theorem 2.4. For the function spaces Fj appearing
in the next proposition, the reader should think of Lp,µ, H
s
p,µ.
Proposition 7.1. Suppose X1 is densely embedded in X0, A : X1 → X0 is bounded
and A ∈ BIP(X0). Let Fj, j = 0, 1, be complete function spaces over an interval
J = (0, a) and let θ ∈ (0, 1). Then
(F0(J ;Xβ0),F1(J ;Xβ1))θ ∼= Fθ(J ;Xβ), β = (1− θ)β0 + θβ1,
where (·, ·)θ means complex interpolation, Fθ = (F0,F1)θ, and Xα = (X0, X1)α for
α ∈ (0, 1).
Proof. As A has bounded imaginary powers, we know that Xα = D(A
α), α ∈ (0, 1).
We may assume w.l.o.g that A is invertible.
(i) Let x ∈ (F0(J ;Xβ0),F1(J ;Xβ1))θ be given. By definition of the complex inter-
polation method, there exists a bounded and continuous function
h : S¯ → F0(J ;Xβ0) + F1(J ;Xβ1),
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where S := [0 < Re z < 1], such that h is holomorphic on S,
h(i·) ∈ C0(R;F0(J ;Xβ0)), h(1 + i·) ∈ C0(R;F1(J ;Xβ1)), and x = h(θ).
Here, C0 denotes the space of continuous functions vanishing at infinity. The norm
of x in (F0(J ;Xβ0),F1(J ;Xβ1))θ is given by the infimum of
|h(i·)|L∞(R;F0(J;Xβ0 )) + |h(1 + i·)|L∞(R;F1(J;Xβ1 )),
taken over all such functions h with h(θ) = x. Let g(z) := ez
2−θ2Aβ0+(β1−β0)zh(z)
for z ∈ S¯. Using the fact that A ∈ BIP(X0) one shows that
g(i·) ∈ C0(R;F0(J ;X0)), g(1 + i·) ∈ C0(R;F1(J ;X0)).
This implies h(θ) = Aβx ∈ Fθ(J ;X0) by definition of the complex interpolation
method and we can now conclude that x ∈ Fθ(J ;Xβ). The argument also shows
that (F0(J ;Xβ0),F1(J ;Xβ1))θ is embedded in Fθ(J ;Xβ).
(ii) Suppose x ∈ Fθ(J ;Xβ). Then there exists a bounded and continuous function
g : S¯ → F0(J ;Xβ) + F1(J ;Xβ)
such that h is holomorphic on S, and
g(i·) ∈ C0(R;F0(J ;Xβ)), g(1 + i·) ∈ C0(R;F1(J ;Xβ)), and x = g(θ).
Let h(z) = ez
2−θ2Aβ−β0−(β1−β0)zg(z) for z ∈ S¯. Using once more the property that
A has bounded imaginary powers one shows that
h(i·) ∈ C0(R;F0(J,Xβ0)), h(1 + i·) ∈ C0(R;F1(J,Xβ1)).
Noting that h(θ) = x we can now conclude that x ∈ (F0(J ;Xβ0),F1(J ;Xβ1))θ,
with continuous embedding. 
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