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1. Einleitung und Problemstellung (J.Seetzen)
Die hier vorgelegte Studie über den Stand und die Entwicklungstendenzen beim
Einsatz elektronischer Datenverarbeitungsanlagen in Deutschland verfolgt in
erster Linie das Ziel, einen genaueren Überblick über dieses sowohl wirtschaft-
lich als auch gesellschaftlich bedeutsame Gebiet zu gewinnen. Bisher ist eine
einigermaßen zusammenhängende Beurteilung der Situation außerordentlich schwie-
rig, da es kaum amtliche Daten gibt und bislang nur eine amerikanische Berater-
firma (Diebold) statistisches Material über den Computereinsatz publiziert.
Wenn aber die Entwicklung der Technik und Anwendung von elektronischen Daten-
verarbeitungsanlagen (EDVA), wegen ihrer evidenten heutigen und zukünftigen
Bedeutung, nicht mehr der alleinigen unternehmerischen Privatinitiative über-
lassen bleiben soll,sonderndieöffentlicheHandauch bei uns entwicklungsför-
dernd eingreiftl), wie dies insbesondere seit langem in den USA geschieht2), so
darf auch von öffentlichen Stellen nieht der Aufwand und eventuell spezielle
Maßnahmen gescheut werden, die Situation und ihre zukünftigen Tendenzen auf dem
Gebiet des Computereinsaties zu erhellen und soweit irgend möglich quantitativ
zu -beschreiben. Nur auf diese Weise läßt sich auf die Dauer eine Basis für Erit""
scheidungen über den günstigsten Einsatz der Förderungsmittel und eine Erfolgs-
kontrolle der Förderung gewinnen.
Darüber hinaus dürfte es selbstverständlich auch für die Anwender von EDVA in
der Industrie, in Verwaltungen und in der Forschung von Interesse sein, sich
über den Stand der elektronischen Datenverarbeitung genauer informieren zu kön-
nen, und schließlich enthalten derartige Untersuchungen möglicherweise auch für
die Herstellerfirmen vonEDVA diesen oder jenen nützlichen ~inweis.
Die Untersuchungen, wie sie in den folgenden Abschnitten dargestellt werden,
können auf dem bezeichneten Wege, den Computereinsatz genauer und quantifiziert
zu beschreiben, um daraus Folgerungen für die weitere Entwicklung ziehen zu kön-
nen, aus drei Gründen nur ein erster Schritt sein. Erstens war zu Anfang der
Studie vor etwa eineinhalb Jahren undeutlich, in welchem Umfang überhaupt Aus-
sagen der beabsichtigten Art auf demComputergebiet möglich sind. Es wurde des=
1) Förderungsprogramm der BRD, s.Bundesbericht Forschung 11, 1967
und Pressedienst des BMWF Nr.18/68 v. 25.9.68
2) OECD-Bericht: Gaps in Techn010gy between Member Countries, März 1968
(unveröffentlicht)
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halb zunächst der Aufwand für die Untersuchung gering gehalten (insgesamt
etwa 5 Mannjahre). Zweitens stellte sich sehr schnell die prinzipielle Schwie-
rigkeit heraus, daß auf dem Gebiet der Computeranwendung allgemein verabredete
Maßstäbe für die Leistung und die geleistete Arbeit von Computern fehlen, wes-
wegen man sich bisher ungenügenderweise auf die Angabe von Anzahl und Mietkosten
eingesetzter Computer beschränkte. Dazu kommt die besondere Schwierigkeit, daß
fürj quantitative Effektivitätsbetrachtungen des Computereinsatzes teilweise so-
gar jeder methodische Ansatz fehlt. Dies trifft nämlich dann zu, wenn die Compu-
teranwendung nicht nur Arbeitsabläufe rationalisiert (wobei prinzipiell die Pro-
zeßabläufe mit und ohne Computer verglichen werden können), sondern wenn der
Computereinsatz zu Informationen führt, die ohne ihn nicht erarbeitet würden
~a1so nicht an einem Vergleichsprozeß meßbar sind). Dabei wird deutlich, daß
wahrscheinlich ein hoher Informations- und Informationsverarbeitungsstandard als
eine sehr bedeutende Vorauss_etzung für einen hohen Lebenss_tandard anzusehen ist.
Aber damit ist das Problem noch nicht quantifiziert. Vielmehr wird zunächst nur
indirekt und phänomenologisch eine quantifizierte Betrachtung solcher Effektivi-
tätsfragen MÖglich sein. Schließlich und drittens trifft man bei einer Untersu-
chung wie dieser ständig auf Schwierigkeiten der Informations- und Datenbe-
--schaffung.
Die Studie gliedert sich in vier größere Abschnitte. Im ersten Abschnitt wird die
Entwicklung des Computereinsatzes in Deutschland insgesamt untersucht und mit der
Entwicklung im Ausland verglichen; dabei wird vor allem auch die interne technische
Leistung der installierten Computer mitbetrachtet, also nicht nur Anzahl und Miet-
kosten. Weiter wird aufgrund der festgestellten Trends im Rahmen von Unsicherheits-
bereichen eine Prognose der weiteren Entwicklung aufgestellt. Durch die Beziehung
der Kennzahlen des Computereinsatzes auf andere gesamtökonomische Kennzahlen
wird ein Vergleich zu anderen Volkswirtschaften erMÖglicht. In einem zweiten Ab-
schnitt wird der Computereinsatz innerhalb der Wirtschaft der BRD näher unter-
sucht. Hier wird branchenweise der Computereinsatz aufgeführt und wieder zum Ver-
gleich mit integralen ökonomischen Kenngrößen der Branchen in Beziehung gesetzt.
Eine Abschätzung der Einführungsrate der Computer innerhalb der Industrie soll ei-
nen weiteren Hinweis auf die zu erwartende Entwicklung liefern. Schließlich wird,
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soweit heute anhand der Literatur möglich, die Frage des Computereinsatzes in
Unternehmen betrachtet. Ober systematische Darstellungen hinaus, die die Frage-
stellungen weitergehender Untersuchungen präzisieren sollen, sind hier allge-
meine faktisch belegte Aussagen kaum möglich. Die faktischen Erhebungen für
solche Aussagen müssen für weitere Untersuchungen erst noch geleistet werden,
so daß dann auch wiederum mit statistischen Methoden generelle Aussagen beleg-
bar werden. Im dritten Abschnitt dieser Studie wird die Einsatzsituationinner-
halb der einzelnen Branchen betrachtet und mit Hilfe von RegressioBsanalysen
der Zusammenhang zwischen Computereinsatz und wichtigen Unternehmenskenngrößen
beschrieben. Die methodischen Ansätze dieses Abschnittes wurden besonders auch
im Hinblick auf weitere Untersuchungen mit verbessertem statistischem Material ent-
wickelt und hierfür die entsprechenden Computerprogramme geschrieben und ausge-
testet. Desweiteren wird im vierten Abschnitt die Frage des Verbundes von Computern
und ins'l>es()nd.eI'e miSgliche :Entwicklungen der In.form~tionsÜbertragullgstecl1ni.1<:be-
trachtet, die für die Datenfernübertragungen von großer Bedeutung werden.
Wichtige Schlußfolgetungen werden am :Ende der Studie ~usammengefasst.
An dieser Stelle dürfte eine Erklärung angebrahht sein, warum sich gerade 11itar-
- be-iterdes -Kernforschung-szentrumsKar-lsruhe. d.enhierangeschnittenen Fragen zu-
wenden. Im Kernforschungszentrum wird seit vielen Jahren für die Kernreaktorent-
wicklung intensiver Gebrauch von Computern gemacht. Gerade im vergangenen Jahr
ist hier die Computerkapazität wesentlich ausgebaut worden Eine Ferndaten-
verbindung zu einer Größtmaschine am Max-Planck-Institut in München-Garchingist
vorgesehen. Vorarbeiten für diese Eomputer-Einsatz- und -Kapazitätserweiterung
sowie für den Computerverbund führten b~reits sehr weit in wirtschaftliche Pro-
bleme des Computereinsatzes. Andererseits hat sich im Zusammenhang mit dem
technologischen Großprojekt "Schneller Brüterfl unter Leitung von Prof.Dr.W.Häfele
im Rahmen der Planungsaufgaben eine Systemanalysekapazität für Fragen der ge-
samtwirtschaftlichen Kosten-Nutzen-Analyse gebildet, für die diese hier ange-
schnittenen Fragen von besonders aktuellem Interesse sind, da sie im Zusammen-
hang mit den öffentlichen Aufgaben zur technologischen Infrastrukturentwicklung
stehen. Sowohl die Sachproblematik als auch die hier vorgelegten Ergebnisse und
methodischen Ansätze dürften es gerechtfertigt erscheinen lassen, mit erweiter-
ten Untersuchungsmethoden den angeschnittenen Fragen weiter nachzugehen.
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2. Analyse und Prognose der Entwicklung des COmputerbestandes in der Bundes-
republik Deutschland (J.Woit)
2.1 Vorbemerkungen
Der Computer ist einerseits das Produkt eines einzelnen Industriezweiges, ande-
rerseits ein Mittel zur Rationalisierung der Informationsprozesse in Wirtschaft,
Wissenschaft und öffentlicher Venvaltung. }fun müßte also, um sich ein möglichst
vollständiges Bild vom Computer zu verschaffen, sowohl die Computerindustrie
(Entwicklung, Fertigung und Vertrieb) als auch den Computereinsatz untersuchen.
Die Computetindustrie ist nach allgemeiner Ansicht zur Zeit die am schnellsten
wachsende Industrie. Selbst wenn ihr stürmisches Wachstum nicht anhalten sollte
- die Computerentwicklung ist jedoch heute noch keineswegs abgeschlossen -
wird das Wachstum der Computerindustrie auch in Zukunft erheblich über dem der ge-
samten Industrie liegen. Experten erwarten, daß die Computerindustrie in den USA
in der zweiten Hälfte der siebziger Jahre nach der Öl~ und Autoindustrie den drit-
ten Platz einnehmen wird (FAZ vom 7.11.68, 8.16).
-t.ei-dergibt es-bts- heute in der amt HchenProduktions- und Außenhandelsstatistik
der Bundesrepublik Deutschland keine spezielle Position für Computer oder elektro-
nische Datenverarbeitungsanlagen. Das mag u.a. auch darauf zurückzuführen sein,
daß viele verschiedene Erzeugnisse als Computer bezeichnet werden und eine Bestim-
mung nicht immer eindeutig vorgenommen werden kann. Ungeachtet der Problematik
einer klaren und einheitlichen Definition, die bei geder statistischen Erhebung
auftritt, sollten Produktion und Außenhandel einschließlich Lizenzbilanz sowie Um-
satz, Beschäftigte und Investitionen der Computerindustrie amtlicherseits erfaßt
werden.
Über den Einsatz von Computern in der Bundesrepublik Deutschland gibt es Angaben
von privater Seite. Die Unternehmensberatung Diebold Deutschland GmbH veröffent-
licht halbjährlich eine Statistik über die installierten und bestellten Computer
in Deutschland, in der elektronische Digitalrechner einschließlich Prozeßrechner
und Rechner für technisch-wissenschaftliche Zwecke erfasst werden, die programmge-
steuert sind, logische Entscheidungen treffen können und in Serienbauweise herge-
stellt werden. In der Diebold-Statistik werden die Anzahl der zum betreffenden Zeit-
punkt installierten und bestellten Computer je Modell und Hersteller und ein durch-
schnittlicher Monatsmietpreis für eine Anlage mittlerer Ausstattung angegeben.
Angaben über technische Daten der einzelnen Computermodelle findet man in den
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"Computer Characteristics Quarter1y" der Adams Associates Inc. Technische Daten
eines Computers sind z.B. Speicherzykluszeit, Wortformat, übertragene Informa-
tionsbits pro Zeiteinheit, vollständige Additionszeit.
Die folgende Untersuchung über die Entwicklung des Computerbestandes in der Bun-
desrepublik Deutschland stützt sich sowohl auf die Diebo1d-Statistik als auch
auf die "Computer Characteristics Quarterly". Es wurde im einzelnen wie folgt
vorgegangen. Das jeweilige Computermodell wird durch zeitunabhängige spezifische
Kennziffern charakterisiert wie Monatsmietpreis und interne technische Leistung,
ausgedrückt in Additionen pro msec, Einheitsadditionen pro msec (d.h.bezogen
auf eine feste Wortlänge von 48 bits) und übertragene Informationsbits pro ~sec.
Der Computerbestand wird durch integrale Kennziffern charakterisiert, die sich
durch Aufsummation von Anzahl mal spezifischer Kennziffer über die einzelnen
Computermode11e ergeben. Die integralen Kennziffern wie Anzahl, Gesamtmonatsmiet-
preis und gesamte interne technische Leistung sindzeitabhängi-g,weildie An-
zahl der installierten Computer je Modell zeitabhängig ist. Es wurde in dieser
Untersuchung zum ersten 11a1 der Versuch unternommen, die Entwicklung des Compu-
terbestandes eines Landes nicht nur anhand der Anzahl und des }üetpreises, son-
dern auch zusätzlich anhadd der internen technischen Leistung zu beschreiben.
-ni-es-e -menrpafämeffige-CnaräRteriCsierüng .desCömtHlt-erl:feständesgi15t- el:fienbesse-
ren Einblick in den Verlauf der bisherigen Entwicklung und ermöglicht eine diffe-
renziertere Prognose.
Untersucht wurde die Entwicklung des Computerbestandes in der Bundesrepublik
Deutschland anhand integraler Kennziffern in der Zeit vom 1. 7.1964 bis zum
1.1.1968 (3 1/2 Jahre). Geschätzt wurde der Computerbestand für den 1.1.1975
(Prognosezeitraum 7 Jahre). Für die Prognose wurde angenommen, daß die relative
Zunahme im Prognosezeitraum der relativen Zunahme im untersuchten Zeitraum ähn-
lich sein wird. Der Prognosezeitraum ist doppelt so lang wie der untersuchte
Zeitraum, d.h., es werden bis 1975 abnehmende jährliche Zuwachsraten für die
einzelnen integralen Kennziffern des Computerbestandes unterstellt entsprechend
der Tatsache, daß immer mehr Ersatzinvestitionen auf dem Computergebiet eine
Rolle spielen werden.
Im untersuchten Zeitraam w-ürde der Computerbestand außerdem nach verschiedenen
Gruppierungsmerkmalen (Hersteller, We1terstinstallationszeitpunkt, Mietpreis) auf-
gegliedert, um Strukturänderungen herauszuarbeiten. Außerdem wurde in einem wei-
teren Kapitel die Computerbestandsentwicklung der Bundesrepublik mit der anderer
Länder verglichen.
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Zum Schluß noch eine Bemerkung zu den zeitunabhängigen spezifischen Kennziffern
eines Computermode11s. Die Annahme der Zeitunabhängigkeit ist für die interne
technische Leistung gut erfüllt, da eine Änderung der technischen Leistung im
allgemeinen mit der Einführung eines neues Modells verbunden ist. Die Mietpreise
in den Diebo1d-Statistiken können sich dagegen für ein und dasselbe Modell von
Halbjahr zu Halbjahr ändern, sei es, daß sich die mittlere Ausstattung der Com-
puteranlage ändert, sei es, daß ein Modell technisch-ökonomisch veraltet. Des-
halb basieren alle Mietpreisberechnungen in dieser Untersuchung auf den Angaben
der Diebo1d-Statistik Vom 1.1:1968. Mit anderen Worten, es wird hier die Mengen-
oder Anzahlentwicklung untersucht, nicht die Preisentwicklung. Die Preise dienen
lediglich als Gewichte; die Preisentwicklung ist ausgeschaltet. Die Rechnungen
für diese Arbeit wurden im September 1968 abgeschlossen. Die Diebo1d-Statistik
vom 1.7.1968 (veröffentlicht in "Bürotechnik und Atlbomation" Heft 11/1968,
S.586-187) bl:'ingt gegenüber- der Statistik \lom 1.1.1968 eine Reihe _von Mietpr_eis-
änderungen, u.a. bei IBM 1440, 360/20, 360/30, 360/40. Berechnet man z.B. den Ge-
samtmonatsmietpreis mit den Mietpreisen vom 1.7.1968, so erhält man für den
1.1.1968 95.6 Mio.DM gegenüber 82.0 Mio.DM (s.Tab.3). Die Differenz von 13.6 Mio.DM
sind 16.6 % von 82 Mio.DM. Entsprechend ändern sich die Zahlen für die anderen
-Z-ei-tpunkte .. - An-diesem -Bei-spi-e-l-kannman-sehen-, mi-twel-chenUns-i-ehe-rh-eiten -di.e
verwendeten Zahlen behaftet sind (s.auch Diskussion in 2.4). Die Zahlenwerte in
dieser Untersuchung können und sollen nur einen Eindruck von der Größenordnung
und. (I,en Ent~dc!dt1ngstendenzen der betreffenden Erscheinungen vermi tteln. Sie
können diese Erscheinungen so lange nicht exakt beschreiben, wie auf die Erhebung
und Prüfung des statistischen i1aterial s kein Einfluß genormnen werden kann.
2.2 Untersuchung der Computerbestandsentwicklung in der BRD anhand integralex
Kennziffern (Anzahl, Mietpreis, interne technische Leistung)
2.2.1 Anzahl
Tabelle 1 und Abb.1 zeigen die Anzahl der in der Bundesrepublik Deutschland ein-
schließlich Westberlin installierten und bestellten Computer in den Jahren 1959




I installiert I bestellt
I -/.----
Jahresanfang I relative Änderung I relative ÄnderungAnzahl in ~ zum Vorjahr Anzahl in % zum Vorjahr
1959 94 75
1960 172 83 141 88
1961 308 79 223 58
1962 548 78 268 20
1963 690 26 397 48
1964 1019 48 738 86
1965 1657 63 991 34
1966 2291 38 2179 120
1967 2963 29 2116 - 3
1968 3863 30 ·1607 -24
Bei den Angaben über die bestellten Computer ist zu bedenken, daß sich die Be-
- -st~-UünKen-rdclrt sc>· gurerf~:rs-s~nlass~fiwi~ ·di~- Irrst1iltatiorren; Vie-lfac-}rwer--
den Bestellungen auch geändert oder rückgängig gemacht. Deshalb wird im folgen-
den auf die bestellten Computer nicht weiter eingegangen.
Von 1959 bis 1968 hat sich die Zahl der in der BRD installierten Computer um
das 41-fache vermehrt. Das entspricht einer durchschnittlich~n jährlichen Wachstums-
rate von 51 %. Von 1964 bis 1968 hat sich die Zahl der installierten Computer um
das 3.8-fache vergrößert entsprechend einer durchschnittlichen jährlichen Waehstums'
rate von 40 %, d.h., die relative Zunahme ist gesunken. Für den 1.1.1975 schätzt
",' 'L 1.:1.:1' ... ,,-,.:1 • .:I on",,,,' ."'" 1: '.LV"VV"'"'V" 'L1.l.L~" ".1.& v"v"v"l)ULel.lO.LU ULe ",aU.L uer Ln uer DNJ l.nsta.L.Ll.erten ",omputer auJ. ... ~
Das entspricht einer Vermehrung auf das 2.6- bis 3.6-fache gegenüber 1968 und einer
durchschnittlichen jährlichen Wachstumsrate von 14 % bis 20 %. Eine weitere Ver-
langsamung des Tempos wird also unterstellt.
Während. allgemein angenommen wird, daß die jährliche Wachstumsrate bei Computern
für Kommerzielle Anwendungen allmählich abnimmt, wird diese Annahme für Prozeß-
rechner nicht gemacht. Prozeßrechner werden als Meß-, Rege1- und Kontro1leinrich-
tungen in technischen Prozessen der Industrie, bei Experimenten in der Forschung,
im Verkehrs- und Flugwesen, in der Medizin und auf anderen Gebieten eingesetzt.
Von den in der Diebo1d-Statistik vom 1.1.1968 aufgeführten 3863 installierten
1) 1965 schätzte Diebold den Computerbestand in der BRD am 1.1.1975 auf 5500-6700
(wahrscheinlich 6400) und sagte eine Sättigung voraus (2).
~~
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Computern sind ca. 140 oder 3.6 % Prozeßrechner. Zum Vergleich die entsprechen-
den Zahlen der Diebold-Statistik vom 1.1.1967. Von den 2900 Computern sind 70
oder 2.4 % Prozeßrechner. Die Zahl der in Deutschland installierten Prozeßrech-
ner hat sich also im Jahre 1967 verdoppelt. Entsprechend hat sich der Anteil
der Prozeßrechner an den Computerinstallationen 1967 um SO % erhöht. Experten
erwarten, "daß der 11arkt für Prozeßrechner Ende der siebziger Jahre ebenso groß
sein wird wie der für kommerz~elle Geräte" [4}. Ob im nächsten Jahrzehnt eine
Sättigung bei den Computerinstallationen eintreten wird, hängt ganz entscheidend
davon ab, ob dem Computer ständig neue Anwendungsgebiete (z.B.nicht-numerische Da-
tenverarbeitung) erschlossen werden können.
Neben den Gesamtzahlen von Tabelle 1 liegen detailliertere Angaben für den Zeit-
raum vom 1.7.1964 bis zum 1.1.1968 vor [3}. Die Diebold-Statistik vom 1.1.1968 [3]
unterscheidet zum erstenmal zwischen universellen Standardcomputern und Kleincom-
putern für direkte Datenverarbeitung. Universelle Standardcomputer sind elektro-
nische Digitalrechner einschließlich Prozeßrechner und Rechner für technisch-
wissenschaftliche Zwecke, die programmgesteuert sind, logische Entscheidungen
treffen können und in Serienbauweise hergestellt werden.K1eincomputer für direkte
Datenverarbeitung sind aus Buchungs-und Fakturiermaschinen hervorgegangen. Sie
ähneln in ihrer Bauart und Arbeitsweise den universellen Standardcomputern, jedoch
werden die Daten hauptsächlich manuell mittels einer Tastatur eingegeben.
Durch die neue Generation sehr leistungsfähiger und wirtschaftlicher Kleinrechner
ist die untere Preisgrenze für Computer in Bewegung geraten und neue Anwendungen
sind wirtschaftlich geworden [sI. Da bis heute eindeutige Kriterien für die
untere Grenze bei Kleincomputern fehlen, wurden Kleincomputer in der Studie nicht
berücksichtigt. Jedoch wäre eine gesonderte Untersuchung des Kleincomputermarktes
sicher sehr nützlich.
Die Diebold-Statistiken vom 1.7.1964 bis zum 1.7.1967 führen Standard- und Klein-
computer nicht getrennt auf, so daß die Gesamtzahlen auch Kleincomputer enthal-
ten. Deshalb wurden die Gesamtzahlen der Diebold-Statistiken korrigiert, indem
alle Kleincomputer weggelassen wurden. Tabelle 2 gibt neben den berichtigten Anzah-
len für Standard-Computer die in der Studie berücksichtigten Anzahlen der Compu-
terinstallationen wieder (s.2.7.1).
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Tabelle 2 COmputerinstallationen in der BRD
Anzahl re1ative Ände- in der relative Ände- Anteil der
Zeitpunkt korrigiert rung z.voran- Studie rung z.voran- Spalte 4 angehenden Zeit- gehenden Zeit- Spalte 2
punkt in % berücks. punkt in % in %
1 2 3 4 5 6
1. 7.1964 1245 1239 99.5
1. 1. 1965 1618 30 1608 30 99.4
1. 7.1965 1816 12 1805 12 99.4
1. 1.1966 2241 23 2228 23 99.4
1.7.1966 2500 12 2487 12 99.5
1.1.1967 2900 16 2887 16 99.6
1.7.1967 3316 14 3305 14 99.7
1. 1.1968 3863 16 3821 16 98.9
In der Studie wurden nur solche Computermode1le berücksichtigt, für die vollätän-
_digeAngablim (~:i.el1e K~it~l 2. 7) vorlag~n. We~gelassen wurden z.B. die Rechner
von Elliott, von Ferranti oder Hewlett-Packard. Für globale Untersuchungen ist
das zulässig, obwohl z.B. bei der Aufgliederung nach Herstellern (s.2.3.1) die
englischen Firmen benachteiligt werden. Jedoch wird das Bild dadurch nicht nen-
nenswert geändert.
Abbildung 2 zeigt die Anzahl der berücksichtigten Computerinstallationen in der
BRD in der Zeit vom 1.7.1964 bis zum 1.1.1968 und die Schätzung bis zum 1.1.1975.Die
durchschnittliche jährliche Wachstumsrate beträgt für die berücksichtigten Compu-
terinstallationen vom 1.7.1964 bis zum 1.1.1963 38%, vom 1.1.1968 bis zum 1.1.1975
15% - 20%.
2.2.2 Mietpreis
Tabelle 3 und Abbildung 3 zeigen den Gesamtmonatsmietpreis der berücksichtigten
Computerinstallationen in der BRD in der Zeit vom 1.7.1964 bis zum 1.1.1968,
halbjährlich. Die Werte wurden berechnet anhand durchschnittlicher Monatsmiet-
preise der Diebo1d-Statistik vom 1.1.1968 [3].
Abb.2
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Anzahl der berücksichtigten ComputerinstaUationen
in der BRD in der Zeit vom 1.7.1964 bis zum
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Zeitpunkt Gesamtmonatsmietpreis relative Änderung Monatsmietpreis
in Mio.DM zum vorangehenden in TDMZeitpunkt in % (Durchschnitt)
1. 7.1964 33.1 26.7
1.1.1965 40.5 22 25.2
1. 7.1965 44.6 10 24.7
1.1.1966 52.8 18 23.7
1.7.1966 56.5 7 22.7
1.1.1967 62.6 11 21. 7
1. 7.1967 70.6 13 21.4
1.1.1968 82.01) 16 21. 51)
Zur Zeit wenden die Computerbenutzer in der BRD jährlich ungefähr 1 }~d.DM für
lüete bei gemieteten bzw. Abschreibungen bei gekauften Anlagen auf ([6J nennt
-1 ..5 -Hrd;DM). Nach· ameri:karrisc.h'ehUntersuc.hürtgen [71 betra-gen in der gewerbetrei';";
benden Industrie die Aufwendungen für die Computermiete nur ein Viertel bis die
Hälfte, im Durchschnitt 37 %, der Gesamtaufwendungen für die elektronische
Datenverarbeitung. Die zusätzlich zur Miete hinzukommenden Kosten sind Aufwen-
dungen für die Problemanalyse und Anwendungsprogrammierung sowie für den Raum-
bedarf und die Wartung. Entsprechend der Gesamtjahresmiete von 1 Mrd.D~) (Stand
vom 1.1.1968) lassen sich die Aufwendungen für die elektronische Datenverarbei-
tung in der BRD mit 3 bis 4 Mrd.DM pro Jahr schätzen. Diese Zahlen machen deutlich,
welche Größe die Aufwendungen für die elektronische Datenverarbeitung bereits er-
reicht haben. Sie sagen jedoch nichts über die Effektivität dieser Aufwendungen.
Die durchschnittliche jährliche Wachstumsrate des Gesamtmonatsmietpreises für die be-
rücksichtigten Computerinstallationen in der BRD in der Zeit vom 1.7.1964 bis
zum 1.1.1968 beträgt 30 %. Die durchschnittliche Monatsmiete eines installierten
Computers ist in diesem Zeitraum von 26.7 TDM auf 21.5 TDM nahezu laufend gesunken})
Im letzten Jahr war die Veränderung aber nur geringfügig.
1) Berechnet man den Gesamtmonatsmietpreis vom 1.1.1968 mit den durchschnitt-
lichen Mieten der Diebold-Statistik vom 1.7.1968, so erhält man 95.6 Mio.DM
(siehe 2.1). Hieraus ergibt sich ein durchschnittlicher Monatsmietpreis von
2S.0 TDM.
2) 1. 2 Mrd. DM GeSaimtj ahresmiete bei ZiUgrundelegung der durchschnitt lichen Mieten
der Diebold-Statistik vom 1.7.1968.
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Bei der Schätzung bis zum 1.1.1975 nehmen wir an, daß die relative Zunahme im
Zeitraum vom 1.1.1968 bis zum 1.1.1975 ähnlich sein wird wie die im untersuch-
ten Zeitraum vom 1.7.1964 bis zum 1.1.1968. (Der Prognosezeitraum ist doppelt
so lang wie der untersuchte Zeitraum!). Es werden also für die beiden Zeiträume
ähnliche relative Zunahmen angenommen wie schon bei der Anzahl (siehe 2.2.1).
Das führt auf einen geschätzten Gesamtmonatsmietpreis von 180-230 Mio.DM für die
am 1.1.1975 in der BRD installierten Computer (s.Abb.3). Dem entspricht eine durch-
schnittliche jährliche Wachstumsrate des Gesamtmonatsmietpreises von 12 % - 16 %
im Prognosenzeitraum. Die durchschnittliche Monatsmiete eines installierten Com-
puters wird am 1.1.1975 ca.18 TDM - 20 TDM betragen. Entsprechend der geschätzten
Gesamtjahresmiete von ca.3 Mrd.DM im Jahre 1975 werden die Aufwendungen für die
älektronische Datenverarbeitung 1975 10 Mrd.DM pro Jahr betragen.
2.2.3 Interne technische Leistung
Die interne technische Leistung wird in dieser Studie ausgedrückt durch Additio-
nen pro msec, Einheitsadditionen pro msec und die vom Primärspeicher übertrage-
nen Informationsbits pro ~sec. Diese Größen wurden zunächst einmal genommen,
weil sie verfügbar waren [8], [9], [lb] (Deffriifionen sIehe-2~T~T un<r 2.7~ 3).
Oft wird bei der Kennzeichnung der zentralen Recheneinheit (ZRE) die mittlere
Operationsgeschwindigkeit angegeben, die die Verteilung des Auftretens der ver-
schiedenen Befehle bzw. Befehlsgruppen bei der Verarbeitung von Programmen be-
rücksichtigt. Hier wurden nur die Additionen genommen, weil die Operationsge-
schwindigkeit für die-~isten Computermodel1e nicht in Erfahrung zu bringen war.
Die Einheitsaddition bezieht sich auf eine feste Länge von 48 Bits. Sie berück-
sichtigt die untesschiedlichen Wortformate der einzelnen Computermode11e. Es sei
hier angemerkt, daß für viele Anwendungen Wortlängen, die kürzer als 48 Bits
sind, völlig ausreichen. Es sollte mit der Einheitsaddition auch lediglich ein
Vergleichsmaßstab geschaffen werden.
Die Leistung eines Computers hängt nicht nur von der Geschwindigkeit der ZRE und
der Übertragungsrate des Primärspeichers ab, sondern z.B. auch von der Größe des
Kernspeichers, von der Übertragungsrate zwischen Peripherie und Primärspeicher,
von der Qualität der Software und von der Aufgabensteilung. Wollte man diese Fak-
toren bei der Leistungskennziffer berücksichtigen, wären einmal für jedes Modell
umfangreiche Messungen und Simulationen und zum anderen eine genaue Kenntnis der
jeweiligen Konfiguration zum betreffenden Erhebungszeitpunkt notwendig. Das läßt
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sich praktisch nicht durchführen. Deshalb wurde die interne Leistungskennziffer
auf die drei Einheiten Additionen pro msec, Einheitsadditionen pro msec und über-
tragene Inforrnationsbits pro ~sec beschränkt.
Tabelle 4 und Abbildung 4 zeigen die gesamte interne technische Leistung der be-
riicksichtigten Computerinstallationen in der BRD in der Zeit vom 1.7.1964 bis
zum 1.1.1968 ausgedrückt in Additionen/msec. Tabelle 5 und Abbildung 5 zeigen für
den untersuchten Zeitraum die gesamte interne technische Leistung ausgedrückt. in
Einheitsadditionen/msec. Tabelle 6 und Abbildung 6 zeigen entsprechend die Über-
tragungsrate des Primärspeichers in übertragene Informationsbits pro ~sec.
Tabelle 4
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Abb.6 Gesamte Speicherübertragungsleistung der berück·
sichtigten Computerinstallationen in der BRD in
der Zeit vom 1. 7. 1964 bis zum 1.1. 1968
(in Informationsbits IIJ sec )
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Im untersuchten Zeitraum hat sich die gesamte interne technische Leistung bei
den Additionen/msec um den Faktor 11.5, bei den Einheitsadditionen/msec um 8.5
und bei den übertragenen Informationsbits um 7.6 vergrößert. Dem entspricht eine
durchschnittliche jährliclle Wachstumsrate von 101% für die Additionen/msec,
84% für die Einheitsadditionen/msec und 79% für die übertragenen Inforrnations-
bits/jlsec.
Die Durchschnittswerte pro Computer haben sich im untersuchten Zeitraum bei den
Additionen/msec um den Faktor 3.7, bei den Einheitsadditionen/msec um 2.8 und
bei den Inforrnationsbits/jlsec um 2.5 erhöht. Die gegenüber den Additionen/msec
schwächere Zunahme der Einheitsadditionen/msec heißt, daß im untersuchten Zeit-
raum verstärkte Computer mit kleinerer Wort länge installiert wurden.
Im Gegensatz zur Anzahl und zum Gesamtmonatsmietpreis ist die gesamte interne tech-
nische Leistung im untersuchten Zeitraum durch eine konstante relative Wachstums-
rate gekennzeichnet, die erheblich über der der Anzahl und des Gesamtmonatsmietprei-
ses liegt. Eine Verlangsamung des Tempos ist bis heute nicht zu erkennen. Das unter-
schiedliche Wachstumverhalten (Steigung und Krümmung der Kurven) von Anzahl bzw.
Gesamtmietpreis und gesamter interner technischer Leistung läßt sich dadurch er-
kläreIl.1 daß der Zubau und der Ersatz von G()!JlPl.lt:~!l1 st:ä.l1!iJg auf e:il1~rn g~gel1über
dem existierenden Computerbestand höheren technischen Niveau bei sinkenden spe-
zifischen Kosten erfolgt. Die Verkleinerung der Schaltelemente hat zu einer er-
heblichen Steigerung der Arbeitsgeschwindigkeit des Computers geführt. Verfolgt
man die Entwicklung der Rechengeschwindigkeit in den Jahren 1953 bis 1967, so
ergibt sich, daß "sich alle fünf bis sieben Jahre die Rechengeschwindigkeit im
Mittel verzehnfacht hat" [11J. Es besteht kein Zweifel, daß sich die Arbeits-
geschwindigkeit der Computer auch in den nächsten Jahren erhöhea wird. Wie groß
diese Erhöhung aber sein wird (Faktor 10 oder 4 in den nächsten 5 bis 7 Jahren),
ist schwer zu sagen.
Hand in Hand mit aer technischen Entwicklung der Schaltelemente eines Computers
vollzog sich eine Senkung der Herstellungskosten durch Standardisierung und
~fussenfertigung. Die erhebliche Kostendegression bei integrierten Schaltelemen-
ten macht es möglich, die Computerleistung dadurch zu steigern, daß man mehr
Hardware in den Computer steckt, als unbedingt nötig wäre. Die Tendenz der Lei-
stungssteigerung durch zusätzlichen Hardware-Aufwand wird sich in den kommenden
Jahren mit der Entwicklung der LSI (= Large Scale Integration) - Technik noch
verstärken.
Für den 1.1.1975 wird die gesamte interne technische Leistung der in der BRD in-
stallierten Computer auf
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1 300 000 - 1 800 000 Additionen/msec (42 % - 49 %),
540 000 - 700 000 Einheitsadditionen/msec (36 % - 41 %),
80 000 - 110 000 übertragene Informationsbits/~sec (32 % - 38 I).
geschätzt. In Klammern ist jeweils die durchschnittliche jährliche Wachstumsrate
für den Prognosenzeitraum angegeben. Wie schon bei der Anzahl und beim Gesamtmo-
natsmietpreis wurde für den Prognosenbereich eine ähnliche relative Zunahme
angenommen wie im untersuchten Zeitraum.
Für den 1.1.1975 sind die entsprechenden Durchschnittswerte der internen tech-
nischen Leistung pro Computer 130~180 Additionen/msec, 54-70 Einheitsadditionen/
,msec und 8-11 übertragene Informationsbits/~sec.
2.2. 4 Inte-m~w-ir-tsshaftlicheLe-istung-
Die Kennziffer der internen wirtschaftlichen Leistung faßt die interne technische
Leistung und den Mietpreis in einer Zahl zusammen.
Die interne wirtschaftliche Leistung eines Computermodells erhält man, indem man
die int~rne t:ec;hn~sc;h.~ Leist\ltlK ci~rc;l:i. ß~l! <l\lt"l:l:i.,!ch!littFchen !-1o~atsmiet_p:reis
dividiert. Für die interne technische Leistung wird nur die Additionsleistung
(Additionen bzw. Einheitsadditionen pro msec) und nicht auch die Speicherübertra-
gungsleistung (Informationsbits pro ~sec) verwendet, da erstens die Speicher-
übertragungsleistung in der Additionsleistung enthalten ist und zweitens der
durchschnittliche Monatsmietpreis für eine Anlage mittlerer Ausstattung eher auf
die Additions- als auf die Speicherübertragungsleistung zutrifft. Die Verwendung
des durchschnittlichen Monatsmietpreises ist ein Notbehelf. Eine größere Aussage-
fähigkeit ließe sich erreichen, indem man Teilpreise für die jeweilige zentrale
Recheneinheit einschließlich des Primärspeichers verwendet. Solche Teilpreise
standen jedoch nicht zur Verfügung. Mit diesen Einschränkungen ist die Kenn-
ziffer der wirtschaftlichen Leistung eine Richtgröße für das Preis-(Additio~-)
Leistungsverhältnis eines Computermodells (siehe 2.7.3). Bei der Division von
Additionsleistung und Monatsmiete fällt die Zeit heraus. Es wurde jedoch davon
abgesehen, Monat in msec 11mzurechnen, um das Bildungsgesetz der Kennziffer deut-
lich zu machen.
Im Gegensatz zur Anzahl, Mietpreis und internen technischen Leistung ist die in-
terne wirtschaftliche Leistung eines Computerbestandes keine integrale Kennziffer,
die durch Aufsummation von Einzelgrößen gewonnen wird. Die interne wirtschaftliche
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Leistung von zwei oder mehreren Computern gleichen Typs ist genauso groß wie
die eines einzelnen Computers des betreffenden Typs. Es ist die Summe der Lei-
stungen durch die Summe der Monatsmieten zu dividieren, wobei sich die Anzahl
herauskürzt. Die interne wirtschaftliche Leistung ist also keine addierbare
Größe, sondern ein Durchschnitts- oder Mittelwert, der sich aus der Division
der gesamten internen technischen Leistung durch den Gesamtmonatsmietpreis er-
gibt. Was diese }fußzah1 widerspiegelt, ist das Nivea~, auf dem sich das Preis-
Leistungsverhältnis des historisch gewachsenen Computerbestandes zum betref-
fenden Zeitpunkt bewegt, nicht mehr. Individuelle Unterschiede, etwa zwischen
den Computermodel1en der ersten, zweiten oder dritten Generation oder zwischen
den Modellen einer Computerfamilie oder zwischen denen verschiedener Herstel-
ler, gehen in einem Durchschnittswert natürlich unter.
Tabelle 7 und 8 geben die interne wirtschaftliche Leistung der in dieser Unter-
suchung berücksichtigten CompureYinsrallationen in··derBRDinder-Z-eit· -vom·
1. 7.1964 bis zum 1.1.1968 wieder. Die geschätzten Zahlen für den 1.1.1975 er-
hält man aus den Schätzungen der gesamten internen technischen Leistung und
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1) Es gilt folgende Umrechnung:
Add/rnRPC
Miete in Mio.DM/M~t =
Add Add -3
25.9 DPf ~ 10 mill (1 mill = 10 $)
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Die durchschnittliche jährliche Wachstumsrate beträ2t für die Additionen pro DM
25% im untersuchten Zeitraum und 26% bis 31% im Prognosezeitraum sowie für die
Einheitsaddition~npro DM 19% im untersuchten Zeitraum und 18% bis 24% im Prog-
nosezeitraum.
Die zu erwartende Erhöhung der internen wirtschaftlichen Leistung im Prognose-
zeitraum um das Sechsfache läßt sich wie folgt deuten. 1975 dürfte ein Computer
rund ein Drittel billiger sein als 1968 bei mehr als 5-mal höherer Additions-
leistung. Die interne wirtschaftliche Leistung dieser Computer wird also 7-
bis 8-mal größer sein als die der heutigen Computer. Da ein Computerbestand
aber immer eine geschichtliche Struktur besitzt, d.h. aus Computern besteht,
die verschiedene Phasen der technischen Entwicklung repräsentieren, wird der
Durchschnittswert der internen wirtschaftlichen Leistung des gesamten Computer-
bestandes kleiner sein. Er wird 1975 wahrscheinlich nur 5 oder 6-mal größer sein
als lieute.
2.3 Untersuchu~g der.Computerbestandsentwicklung in der BRD anhand verschiede-
ner Gruppierungsmerkmale (Hersteller, Welterstinstallationszeitpunkt,Mie~preis)
2.3.1 Hersteller
Die Hersteller sind deutsche Firmen (AEG-Telefunken, Siemens und Zuse sowie nicht
extra aufgeführt Standard Electrik Lorenz (SEL)l», amerikanische Firmen (CDC,
Honeyweil, IB~1, NCR und RR-Univac sowie nicht extra aufgeführt Burroughs, Digi-
tal Equipment, Euro-Comp, Monroe Sweda und Raytheon), französische Firmen (Bull/
GE2) und nicht extra aufgeführt CAE/CIl), englische Firmen (ICT und nicht extra
aufgeführt STC(ITT» sowie sonstige Firmen (im einzelnen nicht aufgeführt
(Holland) und Regnecentralen (Dänemark»). Der ~~teil der einzelnen Her-
steIler an den jeweiligen integralen Kennziffern am 1.1.1964, am 1.1.1966 und am
1.1.1968 in der BRD wird in den folgenden fabel1en 9 bis 13 ange2ebp-n.
1) SEL hat die Computerproduktion eingestellt.
2) Bull/GE ist -außer für den 1.7.1964- eher zu den amerikanischen Firmen zu
zählen.
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Tabelle 9 Anteil an der Anzahl in %
Hersteller 1.7.1964 1.1.1966 1.1.1968
Deutsche Firmen 12.8 13.3 13.8
AEG-Telefunken 0.·8 0.9 0.8
Siemens 3.1 2.8 6.3
Zuse 8.4 9.2 6.5
Amerikanische Firmen 82.3 79.9 74.5
CDC 0.2 0.8 0.9
Honeywell 0.6 2.1
IBM 65.9 61.5 57.3
NCR 1.5 1.2 1.1
RR-Univac 11.5 .11 .. 3 8.9
Französische Firmen 2.7 5.5 10.7
BulliGE 2.7 5.4 10.3
Englische Firmen 1.0 0.4 0.5
- - - ICT 0.6 0.3 0.5
Sonstige Firmen 1.2 0.9 0.5
Tabelle 10
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Anteil am Gesamtmonatsmietpreis (berechnet nach durch-
schnittlichen Monatsmietpreisen der Diebo1d-Statistik
vom 1.1.1968 [3) in %
Hersteller 1. 7.1964 1.1.1966 1.1.1968
Deutsche Firmen 10.8 11.9 15.3
AEG-Te1efunken 1.7 2.1 2.0
Siemens 6.2 6.0 10.4
Zuse 2.4 3.4 2.7
Amerikanische Firmen 84.1 82.2 76.4
CDC 0.5 1.5 1.8
HOD eywe11 0.5 2.0
----- ---_ .. ---_.._.._--------
IBM 71.6 68.2 61.0
NCR 1.2 1.3 1.7
RR-Univac 10.0 9.1 8.2
Französische Firmen 2.7 4.2 6.6
Bui.-l!GE 2-.-"1 4.1 ·6.2
Englische Firmen 0.7 0 .. 4 0 .. 7
ICT 0.6 0.3 0 .. 7
Sonstige Firmen 1 .. 7 1 .. 3 1.0
Tabelle 11
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Anteil an der gesamten internen technischen Leistung
(in Additionen/msec) in %
Hersteller 1.7.1964 1.1.1966 1.1.1968
Deutsche Firmen 14.5 14.0 14.9
AEG-Te1efunken 8.3 6.1 2.5
Siemens 3.0 3.3 11.0
Zuse 2.9 4.4 1.3
Amerikanische Firmen 79.5 79.6 77.5
CDC 3.,7 17.2 10.3
Honeywe11 1.2 1.5
IBM 40.2 30.2 46.8
NGR- 1-.9 -2d -l.-lt
RR-Univac 32.8 19.7 6.7
Französische Firmen 1.2 3.7 4.8
BulliGE 1.2 3.1 2.3
EJJ.gli_scheFirote_n 2 .. lt 0.7 .1.5
ICT 2.2 0.6 1.5
Sonstige Firmen 2.4 2.0 1.3
Tabelle 12
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Anteil an der gesamten internen technischen Leistung
(in Einheitsadditionen/msec) in %
Hersteller 1. 7.1964 1.1.1966 1.1.1968
Deutsche Firmen 17.1 15.5 16.9
AEG-Telefunken 10.9 9.0 4.1
Siemens 3.2 3.0 11.7
Zuse 2.8 3.4 1.1
Amerikanische Firmen 77.0 78.7 76.2
CDC 3.3 18.3 11.5
HoneyweIl 1.1 1.7
IBM 37.~ 30;5 -4-6;;-8-·
NCR 1.9 2.7 1.9
RR-Univac 34.1 20.7 8.2
Französische Firmen 1.0 3,0 4.2
- ~uJJlgE 1.0 2.7 2.4
Englische Firmen 3.0 1.0 1.4
lCT 2.8 0.9 1.4
Sonstige Firmen 1.9 1.8 1.3
Tabelle 13
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Anteil an der Speicherübertragungsleistung (in
Informationsbits/~sec) in %
Hersteller 1. 7.l961;J 1.1.1966 1.1.1968
Deutsche Firmen 25.7 25.2 26.2
AEG-Telefunken 4.3 4.1 1.9
Siemens 8.2 6.0 19.6
Zuse 12.1 14.4 4.5
Amerikanische Firmen 68.0 67.6 67.3
CDC 0.7 7.7 4.8
Honeywell 1.4 2.1
IBM 45~O }9.7 .50~3-
NCR 2.2 2.2 1.4
RR-Univac 19.8 13.7 5.3
Französische Firmen 1.4 4.2 4.4
BUlliGE 1.4 4.0 3.6
-- ..._---_ .._-_....... __ ._- -
Englische Firmen 3.7 1.6 1.3
ICT 3.6 1.5 1.3
Sonstige Firmen 1.2 1.4 0.8
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Tabelle 14 faßt die derzeitigen Anteile der führenden Firmen IBM, RR-Univac,
Bull/GE, CDC und Siemens sowie die der amerikanischen und deutschen Firmen
noch einmal übersichtlich zusammen. Die Bull/GE wurde zu den amerikanischen
Firmen gezählt.
Tabelle 14
Anteile in % (abgerundet)
Hersteller Anzahl Mietpreis Additions- bzw. Speicherübertra-
Einheitsadd.- gungsleistung
leistung
Amerikanische 85 83 80 71Firmen
IBM 57 61 47 50
~-Ut1iv]ic 9 8 ]-8 5
Bull/GE 10 6 2 3 1/2
CDC 1 2 10-12 5
Deutsche 14 15 15-17 26Firmen
_Si~mens._ 6 1Q 11-J2 20
Siemens+Zuse 13 13 12-13 24
Der Anteil der amerikanischen Firmen an der Anzahl, dem Gesamtmietpreis und der
gesamten Additionsleistung ist rund 85 bis 80 %, an der Speicherübertragungs-
leistung rund 70 %. Der Anteil der deutschen Firmen an den integralen Kennziffern
beträgt rund 15 %, an der Speicherübertragungsleistung rund 25 %. Die Anteile der
französischen und englischen Computerhersteller liegen jeweils unter oder um 1%.
Der Computermarkt der BRD wird also eindeutig von den amerikanischen Firmen be-
herrscht. Unter ihnen ragt die IBM mit einem Anteil von rund 60 % an der Anzahl
und dem Gesamtmonatsmietpreis sowie mit einem Anteil von rund 50 % an der Additions-
und Speicherübertragungsleistung hervor. Auf deutscher Seite spielt Siemens (ein-
schließlich Zuse) eine führende Rolle mit rund 13 % Anteil an Anzahl, Gesamt-
mcnats~etprei= und Additionsleistung sowie rund 24 %~~teil an der Speicherüber-
tragungs1eistung.
Bemerkenswert an den Zahlen der Tabellen 9 bis 13 ist einmal der deutliche Rück-
gang des RR-Univac-Anteils an der Additions- und Speicherübertragungsleistung im
Untersuchungszeitraum (1.7.1964 - 1.1.1968) und zum anderen die beträchtliche Zu-
nahme des Anteils von Siemens (ohne Zuse) an den integralen Kennziffern in den
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letzten 2 Jahren. Bei den in der BRD installierten Prozeßrechnern hat Siemens
(ohne Zuse) heute einen Anteil von rund 45 % bezüglich der Anzahl und von rund
40 % bezüglich des Mietpreises.
2.3.2 Welterstinstallationszeitpunkt
Die in der BRD installierten Computermodelle lassen sich entsprechend ihres We1t-
erstinstallationszeitpunktes in sogenannte Computeraltersgruppen einteilen. Der
Klassifizierung wird der Erstinstallationszeitpunkt in der Welt und nicht der in
der BRD zugrunde gelegt, da die in Deutschland eingesetzten Computer überwiegend
amerikanischel' Herkunft sind und die Erstinstallation in den USA oft erheblich
früher erfolgt ist. Weiterhin ist zu beachten, daß ein Computermodell im Durch-
schnitt zwei Jahre entwickelt werden muß, ehe es marktreif ist.
D~:r;' CQmpuJ;~:r;'Q~stand in der.liRD YQl:!l L.L19_6_8wur_de_ in 15 Al ter_sgrup-p_en eingeteilt,
und zwar in eine Gruppe mit Welterstinstallation (abgekürzt: WEI) vor dem
1.1.1958, in 6 Gruppen mit WEI in den einzelnen Jahren 1958 bis 1963 und in
8 Gruppen mit WEI in den einzelnen Halbjahren von 1964 bis 1967 (siehe 2.7.4). Die
prozentua1en Anteile der 15 Computer-Altersgruppen an der Anzahl und dem Monats-
-mietpreis der am 1.7-.1964, 1-.1-.1966 und 1.1.1968 inderBRD ins~alli-ertenCompu­
tel' sind in Tabelle 15 aufgeführt.
Die 15 Computer-A1tersgruppen werden zu 3 Gruppen zusammengefaßt, um Verschiebun-
gen in der Altersstruktur des Computer-Bestandes deutlich zu machen. Die 3 Grup-
pen sind:
Röhrencomputer, d.h. Altersgruppe 1 und Z 22
Altcomputer, d.h. Altersgruppen 2-10, aber ohne IBM 360/30 und 360/40
Neucomputer, d.h. Altersgruppen 11-15 sowie IBM 360/30 und 360/40.
Tabelle 16 gibt die prozentualen Anteile der 3 Computergruppen an der Anzahl und
dem Monatsmietpreis der in der BRD installierten Computer wieder.
Tabelle 15
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Anteil der Computer-A1tersgruppen und ausgewählter Computer-
Modelle an der Anzahl und dem Monatsmietp~ der in der BRD
installierten Computer in Prozent
WEIl) im Jahr 1.7.1964 1.1.1966 1.1.1968
Anzahl Monatsmiet- Anzahl Monatsmiet- Anzahl Monatsmiet
preis preis preis
vor 1.1.1958 4.9 3.1 2.1 1.2 1.0 0.5
1958 9.1 6.4 5.0 4.0 2.7 2.3
1959 4.1 6.5 2.4 4.4 1.3 2.8
1960 62.9 63.5 50.4 55.2 19.6 22.6
darunter:
. IBJvL1l.l-0L .. 5Q.lf.. 1+.9.() 40.6 44.5 14.8 17.9. . I··· ... . .............
1961 4.2 6.3 3.8 6.8 1.4 2.4
1962 4.6 9.2 3.9 8.2 3.1 7.0
1963 10.0 4.9 27.0 14.7 23.1 12.5
darunter:
Bull Gamma 10 0.1 0.02 3.2 1.1 7~5 2.8
- - -- - - .,
TT"';:~Pe.A Tl 1 ('\{'\1>. I h_Q 2.2 7,,8- 2:8 5.6 2.2"'".L y ...."" u. ~'W''''--'I -./
1005
1964/12 ) 0.2 0.1 0.4 0.4 0.2 0.3
1964/2 - - 2·9 2.3 3.5 3.4
1965/1 1.8 2.5 15.0 23.4
darunter:
IBM 360/30 1.1 1.4 9·9 13.9
1965/2 0.3 0.5 23.5 15 .. 4
darunter:
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Die Einteilung der Computermodelle in 3 Gruppen macht die Veränderung der A1-
tersstruktur des Computerbestandes der BRD in den letzten 3 1/2 Jahren deutlich.
Die. V...eränderungwird besJ:immtdurchdenAhhauder Röhren... und Al tcomputer und
durch den Zubauder Neucomputer. Der Zubau der Altcomputer kann an dieser Auf-
stellung nicht mehr verfolgt werden, da die Zeitzählung erst mit dem 1.7.1964
einsetzt, d.h. rund 3 1/2 Jahre zu spät.
Die technisch-ökonomische Lebensdauer eines Computermodells beträgt nach den
bisherigen Erfahrungen im Durchschnitt 5 bis 7 Jahre. WIe die Vergangenheit
zeigte, kam alle 5 bis 7 Jahre eine neue Computergeneration auf den Markt, deren
Rechengeschwindigkeit erheblich größer und deren Handhabung sehr viel leichter
war und deren spezifische Kosten erheblich geringer waren als die der älteren
Computer, so daß die alten durch neue Computer ersetzt wurden. Außer den ange-
führten sprunghaften Änderungen in den Computereigenschaften gab es natürlich
laufend auch kleinere Verbesserungen.
Die kurze technisch-ökonomische Lebensdauer eines Computermodells von 5 bis 7 Jah-
ren läßt sich gut am Modell IBH 1401 demonstrieren. Die erste IBM 1401 wurde im
September 1960 in den USA installiert. Mitte 1965 erreichten die Installationen
in der westlichen Welt ihr Maximum mit rund 8 300 Stück1) - gleichzeitig begannen
1965 die ersten Installationen der IB~1 /360-Serie - und schließlich verschwand
die IBM 1401 Ende 1966 vom Markt; es gab keine Bestellungen mehr. In der BRD be-
trug der zahlen- und wertmäßige Anteil der IBM 1401 an den Computerinsta11ationen
am 1.7.1964 rund 50 %, am 1.1.1966 rund 40 % und am 1.1.1968 rund 15 %. Der sin-
kende prozentuale Anteil läßt nicht erkennen, daß die Installationen der IBM 1401
immerhin bis zum 1.1.1966 absolut zunahmen (siehe Abbildung 7). Der sinkende pro-
1) sibhe Monthly Computer Census in "Computers and Automation"
Abb.7
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Anzahl der in der BRD installierten IBM 1401
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zentuale Anteil der IB~1 1401 an den Gesamtinstallationen trotz absoluter Zu-
nahme in den Jahren 1964 bis 1966 bedeutet nichts anderes. als daß die I~M 1401-
Installationen sehr viel schwächer zunahmen als der Gesamtcomputerbestand. Auf
der Abbildung 7 ist auch die Zahl der IBM 360/20-Installationen dargestellt,
die bis jetzt absolut und relativ zunehmen. Es wäre sicher interessant, die
Installationen der IBH 360/20 in den konnnenden Jahren weiter zu verfolgen, da
sie von Anfang an gut dokumentiert sind.
Die zahlenmäßige Änderung des Computerbestandes erfaßt nur die Nettoinstallatio-
nen, da von den tatsächlich erfolgten Neuinstallationen die Abgänge abgezogen
werden. Han erhält ein besseres Bild, insbesondere vom Computermarkt, d.h. von
den tatsächlich im Jahr verkauften bzw. installierten Computern, wenn man außer
den Nettoinstallationen jeweils noch die Neuinstallationen und die Ersatz- bzw.
Austauschinstallationen eines Jahres angibt. Die Ersatzinstallationen enüsprechen
zanlenmäßlg aen Aogängen.VOn den in dcrUnt-ersucnling oerücksicntigten Computer--
modellen waren am 1.1.1967 2887 und am 1.1.1968 3821 Computer in der BRD instal-
liert. Der resultierende Zuwachs von 934 Computern entspricht den Nettoinstalla-
tionen im Jahre 1967. Sie setzen sich zusammen aus 1240 Neuinstallationen minus
306 Ersatzinstallationen oder Abgängen. Definiert man eine Netto-, eine Neu- und
eIne- Ersatilnstal1atlons-rate, [ndemman- (He entsprecnenden NeHo~, Neu- und Ersatz-
installationen eines Jahres auf die am Jahresanfang installierten Computer, d.h.
den Computerbestand bezieht, so ergeben sich für das Jahr 1967 eine Nettoinstal-
lationsrate von 32 70, eine Neuinstallationsrate von 43 % und eine Ersatzinstalla-
tionsrate von 11 %. Während das Wachstum des Computerbestandes durch die Netto-
installationsrate beschrieben wird, charakterisiert die Neuinstallationsrate den
Computermarkt, d.h. das jährliche Verkaufsvolumen in bezug auf den bereits er-
reichten Computerbestand. Entsprechende Unterscheidungen können auch bei den Zu-
wachsraten von Gesamtmietpreis und gesamter interner technischer Leistung vorge-
nommen werden. Das soll in einer weiteren Untersuchung erfolgen.
2.3.3 Uietpreis
Die in der BRD installierten Computermodelle können entsprechend ihrer durch-
schnittlichen Monatsmiete in die folgenden 5 }fietpreisgruppen eingeteilt werden:
durchschnittliche Monatsmiete unter 9 TDM, von 9 bis 18 TDM, von 18 bis 36 TDM,
von 36 bis 144 TDM und über 144 TDM (siehe 2.7.5). Zugrundegelegt ist die Monats-
miete der Dieb01d-Statistik vom 1.1.1968. Den Anteil der 5 Mietpreisgruppen an
der Anzahl und dem Monatsmietpreis der am 1. 7.1964, 1. 1.1966 und 1.1.1968 in der
BRD installierten Computer gibt Tabelle 17 wieder.
Tabelle 17
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Anteil der Mietpreisgruppen an der Anzahl und dem Honats-
mietpreis der in der BRD installierten Computer in Prozent
1. 7.1964 1.1.1966 1.1.1968
l1ietpreis in Anzahl Monatsmiet- Anzahl Monatsmiet- Anzahl Monatsmiet-
TDM/Honat preis preis preis
unter 9 15.6 4.0 27.1 8.4 45.1 15.8
9-18 13.4 5.5 12.4 5.5 9.7 4.8
18-36 58.8 58.0 50.1 55.8 34.3 43.3
36-144 11.6 26.6 9.9 25.3 10.4 30.8
144 und mehr 0.6 5.9 0.5 5.0 0.5 5.3
Anmerkung zu Tabelle 17
Die Mietpreiskorrekturen in der Diebo1d-Statistik vom 1.7.1968. insbesondere
die Erhöhungen bei der IB1! 1440 von 8 auf 21 TDM. bei der IBM 360/20 von 8 auf
14 TDM. bei der IBM 360/30 von 30 auf 39 TDM und der IBM 360/40 von 58 auf 75 TDM
-führen-vur-at-tem-bet-detr--ers-cen~b-ei-den-Mtetp-re±sgruppen--zu--e±rrerVerschiebung-in-
den Prozentzahlen für 1966 und 1968. So erniedrigt sich z.B. für den 1.1.1968
der Anteil der Gruppe mit Mietpreisen unter 9 TDM auf die Hälfte. d~h.auf rund 25%
bei der Anzahl und rund 8 % beim Monatsmietpreis. dagegen erhöht sich der Anteil
der Gruppe mit einer Monatsmiete zwischen 9 und 18 TDMauf das Dreifache. d.h.
auf rund. 30 % bei der Anzahl ~d rund 12 % beim Monatsmietpreis. Die Prozentzahlen
für die übrigen drei Gruppen bleiben im wesentlichen unverändert.


















Aus Tabelle 17 geht hervor, daß die zahlenmäßig und wertmäßig stärkste Miet-
preisgruppe die Gruppe mit 18-36 TDM Monatsmiete ist. Ihr Anteil betrug am
1.7.1964 5870, am 1.1.1966 50 % bzw. 56 % und am 1.1.1968 34 % bzw. 43 %. Der
Gruppenmittelwert von 26-27 TDM fällt mit der mittleren Monatsmiete der IBM 1401
zusammen.
Bemerkenswert ist die starke Zunahme des Anteils der Gruppe unter 9 TDM Monats-
miete. Ihr zahlenmäßiger Anteil ist ständig gestiegen, von 15 % am 1.7.1964 über
27 % am 1.1.1966 bis 45 % am 1.1.19681). Auch wertmäßig ist der Anteil dieser
Gruppe beachtlich. Von 4 % am 1.7.1964 erhöhte sich ihr Anteil auf 16 % am 1.1.68.1)
Der Anteil der übrigen Mietpreisgruppen hat sich im Untersuchungszeitraum nicht
sehr verändert. Die Gruppe mit 9-18 TDM Monatsmiete macht rund 10% der Installa-
tionen und 5 % des Mietwertes ausi). Für die Gruppe mit 36-144 TDM Monatsmiete
sind die Anteile 10 % bzw. 25 bis 30%. Die Gruppe mit über 144 TDM Monatsmiete
stellt 0.5 % der Installationen und 5 % des Mietwertes dar.
Die Gruppenmittelwerte haben sich im untersuchten Zeitraum nur unwesentlich ge-
ändert. Sie sind bei der Gruppe 1 (Minisysteme) 7 TDM, bei der Gruppe 2 (Kleine
Systeme) 11 TD11, bei der Gruppe 3 (Mittlere Systeme) 26 TDM, bei der Gruppe 4
---(-."1i~te-1-~l'Qße--S-y-s-teme-}--€iQ-·'I'DH--un.as-eh-l-i-eßl-ieh--he-i····den--g-I'eßen--Sy-s-~emen·~4Q- ··'I'DM-··Me-
natsmiete.
2.4 Vergleich mit der Computerbestandsentwicklung in anderen Ländern
Die französische Studie lIConsequences previsib1es du deve10ppment de l'automati-
sation de 1a gestion des entreprises" [12J enthält Angaben über die Anzahl und
den Gesamtmonatsmietpreis (in Preisen von 1965) der in den EWG-Staaten, England
und in den USA installierten Computer in den Jahren 1959 bis 1967 jeweils am Jah-
resanfang und eine Auf teilung in kleine (40.000 F), mittlere (75,000 F) und große
(150,000 F) Computer. Abbildung 8 und Abbildung 9 stellen die zah1en- und wert-
mäßige Entwicklung der Computerinstallationen in den USA, (EWG+England), BRD,
England, Frankreich und Italien von 1959 bis 1967 nach [1z] dar. Tabelle 19 gibt
den prozentualen ~~teil der EWG-Staaten und Englands an der ~~zahl und dem Monats-
mietpreis in den Jahren 1959 bis 1967 nach [1z] wieder.
1) Beachte Anmerkung zu Tabelle 17
Abb.8
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Tabelle 19 Prozentualer Anteil der EWG-Staaten und Englands an der Anzahl
und dem Monatsmietpreis der Computer-Installationen von 1959
bis 1967 jeweils am Jahresanfang
Anzahl
Land 1959 1960 1961 1962 1963 1964. 1965 1966 1967
BRD 35.5 35.9 38.5 37.8 33.8 29.2 33.0 33.0 31.0
Bene1ux 9.4 12.8 10.4 9.6 10.1 8.2 8.9 9.5 10.1
Frankreich 7.6 12.5 15.6 19.7 23.5 22.7 20.8 20.7 21.0
Italien 6.0 7·9 9.7 11.4 13.9 12.5 14.2 12.0 14.3
EWG 58.5 69.1 74.2 78.5 81.3 72.6 76.9 75.2 76.4
England 41.5 30.9 25.8 21.5 18.7 27.4 23.1 24.8 23.6










1959 1960 1961 1962 1963 1964 1965 1966 1967
3-4;-9--,-Lr.7-;&;5- -3?;&- 32-;-& -~;-,- -~c.9- ~ •.-5 -'{)-.3-
9.6 13.3 10.8 9.9 10.5 8.2 8.7 9.3 9.8
7.8 14.1 18.5 22.2 24.7 23.2 21.0 21.0 21.1
7.1 8.6 10.1 11.4 13.7 12.6 14.4 12.4 14.8
59.4 70.7 75.9 79.1 81.5 73.3 7?0 75.2 76.0
40.6 29.3 24.1 20.9 18.5 26.7 23.0 24.8 24.0
100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Die französische Studie [12J gibt den Gesamtmonatsmietpreis der am 1.1.1967 in
der BRD installierten Computer mit 126.4 Mio.Francs an (Anzahl 2963). Das sind
bei einem Devisenkurs von 0.82 103.6 Mio.D?f. Diese Zahl scheint uns zu groß zu
sein. Wir haben aus den mittleren Mieten und den Anzahlen 62.6 Mio.DM für den
1.1.1967 errechnet (siehe 2.2.2). Wenn man auch einräumen muß, daß diese Zahl
nicht genau sein kann, so sollten doch keine Abweichungen von 66 % auftreten.
Ll17 gibt den Wert der bis Mitte 1967 (Juni) in der BRD installierten Computer mit
5.1 lwd.DM an (Anzahl 3312). Bei einem Verhältnis von Miet- zu Kaufpreis von I/50
ergibt das 102 Mio.DM Gesamtmonatsmietpreis, aber erst für Mitte 1967. Die Inter-
national Data Corporation, ein auf dem Gebiet der EDV führendes amerikanisches
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Marktforschungsunternehmen, schätzt die Computerinstallationen in der BRD Ende
1966 auf 2590 und den Wert auf ~ 900 Mio = 3600 Mio.DM [17J. Bei einem Verhält-
nis von Miet- zu Kaufpreis von 1/50 erhält man 72 Mio.DM Gesamtmonatsmietpreis
Ende 1966. Diese Zahl liegt nur 20 %über unseren Angabeni). Den Wert der Com-
puterinstallationen Ende 1967 in der BRD gibt International Data Corporation mit
$ 1250 Mio an. Das entspricht einem Gesamtmonatsmietpreis von 100 Mio.DM. Diese
Zahl nennt aber die französische Studie [147 bereits für Anfang 1967. Auch die
Angaben über die USA scheinen in [i2J (Quelle Diebold) zu hoch zu sein. Nach {12}
waren in den USA am 1.1.1967 39516 Computer mit einem Monatsmietpreis von 1 846
}üo.Francs installiert. Die entsprechenden Zahlen der International Data Corpora-
tion für die USA Ende 1966 sind 29 800 Computerinstallationen mit einem Kaufpreis
von $ 9700 Mio. bzw. 960 Mio.Francs Monatsmietpreis [17J.
Die Zahlenangaben der verschiedenen Quellen wurden gegenübergestellt, um auf die
Unsicherherten hi-nzuweiserr, die i-lmen anhaften~ElfUfinnternicRt entBclirenenwer';';
den, welche Angaben der Wirklichkeit am nächsten kommen. Für den internationalen
Vergleich werden die Angaben der französischen Studie [12] verwendet -trotz
mancher Bedenken-, weil sie die vollständigsten sind.
Tabelle 20 gibt die relative Zunahme der Anzahl und des Monatsmietpreises der
installierten Computer in einigen europäischen Ländern, in der EWG, in der(EWG +
England)und in den USA in den Jahren 1959 bis 1967 jeweils am Jahresanfang in
Prozent zum Vorjahr wieder.
1) 72 Mio.DM Gesa~tmonatsmietpreis zum 1.1.1967 scheint den tatsächlichen Verhält-
nissen sehr nahe zu kommen. llit den Mietpreisänderungen in der Diebold-Statistik
vom 1.7.1968 würde sich ebenfalls ein Gesamtmonatsmietpreis von rund 70 Mio.DM
ergeben (siehe Anmerkung zu Taeelle 3).
Tabelle 20
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Relative Zunahme in Prozent zum Vorjahr
Anzahl
Land 1960 1961 1962 1963 1964 1965 1966 1967
BRD 83.0 79.1 77.9 33.9 35.7 66.4 52.3 17.4
Bene1ux 144.0 36.1 68.7 56.4 27.4 59.8 62.1 32.8
Frankreich 200.0 108.3 128.0 78.9 52.0 34.6 51.3 27.2
Italien 137.5 105.3 111.5 83.0 42.0 66.0 29.2 47.8
EWG 113.5 79.4 91.6 55.1 40.4 55.6 48.9 26.9
England 34.5 39.9 50.7 29.8 130.6 24.2 62.9 19.2
(EWG+Eng1and) 80.8 67.2 81.0 49.7 57.3 47.0 52.1 25.0
-USA 7'7. 6 25.4 6-1.3 51.' 43-.2 41-.8 2905 ;3~.66
Monatsmietpreis
Land 1960 1961 1962 1963 1964 1965 1966 1967
BRD 84.4 80.7 80.0 3602 39.5 ,~ 0 1.- ~ ,n ~0;1.0 '+'j.t:. .J. ( .;J
Benelux 154.7 40.2 68.8 57.9 21.7 54.7 61.1 32.5
Frankreich 233.3 126.0 120.2 65.3 46.1 32.6 50.3 26.4
Italien 126.1 100.3 108.9 78.6 43.1 66.5 30.5 49.7
EWG 120.4 84.5 91.5 53.6 39.8 53.5 47.2 27.0
England 33.7 41.5 59.5 31.2 25.4 25.7 62.6 21.8
(EWG+Eng1and) 85.2 71.9 83.8 48.9 55.6 46.1 50.8 25.8
USA 84.6 19.2 45.9 44.5 36.8 37.4 27.4 35.2
Mit Ausnahme von 1967 war die relative Zunahme der Computerinstalla-
tionen nach Anzahl und Miet'PNrls in den USA stets geringer als in
Europa. Dieser Trend wird sich in die 70er Jahre hinein fortsetzen.
Um die Angaben über Anzahl und Mietp~s verschiedener Länder mitein-
ander vergleichen zu können, müssen die absoluten Zahlen auf Größen
bezogen werden, die mit ihnen in logischer bzw. sachlicher Beziehung
stehen. Solche Vergleichsgrößen können die Gesamtgebietsfläche, die
Gesamtzahl der Bevölkerung, die arbeitende Bevölkerung außerhalb der
Landwirtschaft und Fischerei oder das Sozialprodukt sein. Am geeignet-
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sten scheint das Sozialprodukt zu sein, da es "in zusammengefasster Form ein
Bild der wirtschaftlichen Leistung einer Volkswirtschaft ll gibt [14]. In Ta-
belle 21 ist das Verhältnis Jahresmietpreis der installierten Computer zu Brutto-
sozialprodukt (in Preisen von 1965, errechnet nach [15) angegeben. Für die Um-
rechnungen der Landeswährungen in Franc wurden die Devisenkurse von 1965 [l6]
benutzt. l ) Der Jahresmietpreis der installierten Computer errechnet sich aus
sechsmal Monatsmietpreis von Anfang und Ende eines Jahres (nach [12J in konstan-
ten Preisen von 1965).
Tabelle 21 Verhältnis Jahresmietpreis (nach {12) zu Bruttosozialprodukt
(in Preisen von 1965, errechnet nach [i5]) für die BRD,
Frankreich, Italien, England und die USA von 1969 bis 1965
(BRD bis 1966) in Promille
Land 1959 1960 1961 1962 1963 1964 1965 1966
BRD 0.18 0.28 6.48 0.69 0.92 1.33 1.97 2.50
Frankreich 0.07 0.16 0.34 0.57 0.84 1.09 1.50
Italien 0.08 0.15 0.28 0.50 0.74 1.14 1.58
- _ ...... _ .. _-_ .. _ .._ .. _- ---- -- ----- _ .._--_.__ ..._ ...._- - _ ...__ .._----- - - -- -----_._._-_......-
England 0.16 () ?., 0.32 0.44 0.78 1 le:. 1.65-.-'- ...... oIoV
USA 0.80 1.12 1.46 1.99 2.68 3.49 4.34
Die Entwicklung des Verhältnisses von Jahresmietpreis zu Bruttosozialprodukt in
den USA und der BRD ist in Abhildung 10 dargestellt.
Obwohl von den aufgeführten Ländern die ERD nach den USA den höchsten Anteil der
Computerjahresmiete am Bruttosozialprodukt hat, liegt .sie über 3 Jahre hinter
den USA zurück. Dieser Rückstand ist in den letzten Jahren nicht kleiner geworden.
1) Die Umrechnung der Landeswährungen mit Hilfe der Devisenkurse ist problematisch.
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In vorliegender Arbeit wurde versucht, ein verallgemeinertes Bild der Computer-
bestandsentwicklung in der BRD einschließlich Westber1in in den Jahren 1964 bis
1968 zu geben und die Entwicklung mengen-, wert- und strukturrnäßig darzustellen.
Aus der Analyse der Entwicklung, wie sie gelaufen ist, wurden Prognosen für die
weitere Entwicklung bis 1975 aufgestellt. Dabei wurde von der Annahme ausgegan-
gen, daß die Steigerung der einzelnen Kennziffern im Prognosezeitraum vom 1.1.68
bis zum 1.1.1975 ähnlich sein wird wie im genauer untersuchten Zeitraum vom
1.7.1964 bis zum 1.1.1968. Mit Hilfe dieser Annahme läßt sich die Größenordnung
der zu erwartenden Datenverarbeitung in der BRD abschätzen.
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2.7 Anhang: Statistisches Material
2.7.1 Aufstellung der berücksichtigten Computerinstallationen in der
BRD einschließlich Westberlin in der Zeit vom 1.7.1964 bis zum
1.1.1968, halbjährlfch nach ~~
Anmerkungen:
Die Aufstellung ehthältuniverselle Standard-Computer, d.h. elektro-
nische Digitalrechner einschließlich Prozeßrechner und Rechner für
technisch-wissenschaft1icheZwekke, die in Serienbauweise hergestent
werden, nicht jedoch sogenannte Klein-Computer für direkte Datenver-
arbeitung.
Der Unterschied in der Miete für Rechenanlagen unterschiedlicher Aus-
stattung kann recht groß sein. Die angegebenen MietpreIse (l'DM!Monat)
sind Durchschnittswerte für Rechenanlagen mittlerer Ausstattung. Sie
sind der Diebo1d-Statistik vom 1.1.1968 entnommen. Einzige Ausnahme
ist der Mietpreis für die Stantec von STC (1TT), der aus der Diebo1d-
Statistik vom 1.7.1966 genommen wurde.
Herste1ler/ Miete 1.7.64 1.1.65 1.7.65 1.1.66 1.7.66 1.1.67 1.7.67 1.1.68
Modell in TDM
AEG-Te1ef.
TR 4 65. 8 10 10 15 17 18 20 23
TR 10 20. 2 4 6 6 7 7 7 7
TR 86 13. 1
Bull-GE
ISerie 300 16. 11 11 I 11 9 9 I 9 I 2 I 2Gamma 10 I 8. 1 9 19 72 138 208 247 286Gamma 115 12. 3 7 .. p-oL;>
Gamma 30 34. 21 23 28 33 36 37 39 40
Serie 400 50. 2 7 10 12 17 21
Gamma M40 32.5 1 1 1 1
Gamma 55 5. 2 5 29
Burroughs
B 200/300 28. 3 5 11 13 15 17 18 18
B 2500 35. 1 1
B 3500 50. 1
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Herste11er/ Miete 1.7.64 1.1.65 1.7.65 1.1.66 1.7.66 1.1.67 1.7.67 1.1.68
Modell i.TDM
CAE/CII
CAE 510 17. 2 2 2 3 3 4 6
C90-10 23. 1 2 3
C90-40 29. 1 2 3 3
C90-80 50. 1 1
CDC
CDC 160 6. 1 1 1 1 1 1 1
CDe 160A 16. 2 2 2 3 2 2 2 2
CDC 1700 6. 1 5 7 8
CDC 8090 10. 2 2 3 4 4 4 5
CDC8092 7.5 4 3 3 2 2
1-
CDe1604A 150. 1 1 1 1 1 1 1 1
eDe 3100 30. 1 2 2 2 2
eDe 3200 45. 1 2 2 2 2 2 2
eDe 3300 55. 1 2 3 4
eD~ 3400 ____ __ 2Q~ - - 1- --~-- - -- __ 2 ____ - --~- --- i __ 2 __3.
CDC 3800 210. 1 1 1 2 2
CDe 6400 200. 1 1 1 1
Digital
Equipm.
PDP-4 6. 1 1 1
PDP-5 5. 1 2 1 1 1 1 1 1
PDP-6 50. 2 2 2 2 2 2
PDP-7 8.5 1 5 5 5 5





PDP-8s 3. 5 6
PDP-9 8. I 1 4
LINC 8 6. 2 2 2
Eurocomp
RPc-4000 7. 5 6 ! 6 9 10 10 10 10
LGP-30 4. 30 28 30 31 32 33 33 33
LGP-21 2.8 18 22 28 30 33 33 38
Honeywe11
H 120 13.5 1 3 8 19
H 200 20. 2 7 14 25 41 46 54
H 1200 34. 2 3 6
H 2200 39. 2 3
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Hersteller/ Miete 1.7.64 1.1.65 1.7.65 1.1.66 1.7.66 1.1.67 1.7.67 1.1.68
MOdell i.TDM
IBM-
305 16. 15 12 12 8 5 2 2 2
650 36. 15 13 10 7 5 4- 4 3
705 120. 1 1 1 1 1 1 1 1
1401 26. 625 730 770 905 860 790 680 565
1410 52. 35 55 60 55 45 3~ 20 17
1440 8. 20 105 155 210 220 205 192 180
1460 34. 5 18 18 23 21 15 11 13
1620 10. 70 75 80 80 75 65 54 50
1710 10. 6 6 5 5 5 5 5




7010 75. 1 3 6 6 4 4- 4 3
7040/44 80. 3 5 5 6 5 5 5 4
7070/72/74 96. 21 21 21 21 18 10 9 8
7090/94
I~
5 6 6 6 5 5 5 5
3L'1"\ J~" 5 85 ":lt:::f'\ 510 707oV/c,v 8. c;.JV
360/30 30. 1 24 65 160 260 380
360/40 58. 1 8 25 45 76 115
360/44 52. 3
360/50 130. 3 8 15 25
360/65/67 220. 3
360/75 320. 1 2
leT-




.1. .i. .i. .i.
1301 30. 3 3 3 2 2 2 1 1
1500 30. 3 5 I 5 3 3 3 3 3
1901 15. 2
1902 20. 1 2 3 3
1903 25. 2 3 3 4
1904 60. 1 1 1 1
1907 100. 1
1909 40. 4 4 3
Monroe/Sweda
Monrobot XI 3. 3 3 3 5 5 5
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Herste11er/ Miete 1.7.64 1.1.65 1.7.65 1.1.66 1.7.66 1.1.67 11.7.67 1.1.68
Modell i.TDM
NCR-
315 34. 8 10 12 13 15 :1,9 21 25
315 RMC 65. 1 2 2 5
E11iott 12. 11 11 11 11 11 11 11 10
803
E11iott 45. 1 1 2 2 2 2 2
503
Phi1ips
E1ectro1o- 40. 14 15 15 15 15 15 14 12
gica X-1




Ra,. 250 8. 10 10 12 12 13
Ra,. 703 12. 1 2
Regnecen-
tra1en
_.-_. - --------- !-.--[------
Gier 18.. 1 l 2 3 3 3 3 3
RR-Univac
UCT 1/11 27. 48 46 47 46 46 46· 46 44
u-1004/ 8.5 85 130 149 175 185 196 204 216
1005
U-1040/ 22. 1 3 16 29 43 48 55
1050
U 418 55. 2 2 2 2 2
U III 110 .. 8 8 8 8 9 10 10 10
U 490/91/ 120.. 1 1 I 1 1 1 3 392
U 1107 200 .. 2 2 3 I 3 3 3 3 3
U 1108 250. 1 1
U 9200 6. 5
U 9300 18. 1
SEL
ER 56 25. 6 9 9 9 9 9 9 9
Siemens
2002 54. 34 33 37 36 36 37 37 38
3003 52 .. 4 8 15 23 25 26 27 28
302 4. 1
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Herste11er/ Miete 1.7.64 1.1.65 1.7.65 1.1.66 1.7.66 1.1.67 1.7.67 1.1.68
Modell i.TDM
303 1Ö. 1 l.f. 9 33 45 46
304 12. 12
305 14. 4
4004/15 19. 9 18 26 43
4004/25 32. 4- 9 17 21
4004/35 46. 5 25
4004/45 75. 4 12 21
4004/55 103. 1 1
STC (ITT)
Stantec 7.1 ) 6 7 6 2 2
~
- . - ._- . __ . _.-.-
Z 22 5. 45 45 45 48 48 48 48 48
Z 23 9.5 52 62 70 86 91 92 92 92
Z 25 10. 4 25 35 65 77 79 84 89
Z 31 18. 3 3 4 5 6 7 7 7
--z~W--uxr- 7. --~---,-----1-------.,- .L.L ,
(BBC)
Insgesamt 1239 1608 1805 2228 2487 2887 3305 3821
Diebold-
Statistik 1245 1618 1816 2241 2500 2900 3316 3863
korrigiert2)
1) Miete vom 1.7.1966
2) ohne Kleincomputer für direkte Datenverarbetung, z.B.Friden 6010
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2 • 7.2 Charakteristik der berücksichtigten Computer
Angaben nach ~~. Die mit 1) gekennzeichneten Modelle nach L:27 , die
mit 2) gekennzeichneten Modelle nach LiQ?
c heißt Angaben korrigiert.
Definitionen:
Welterstinstallation: Jahr und Monat der ersten betriebsfähigen Instal-
lation in der Welt.
Vollständige Additionszeit: Die Zeit, die notwendig ist um zum Primär-
speicher zuzugreifen und einen ~estkommaadditionsbefehlauszuführen.
Die Ädditi~n is-t entwe-del" eine Speicher,;,;Register- öder eine Spe-icher,;,;
Speicher-Operation, nicht jedoch eine Register-Register-Operation. Für
Computer ohne Kernspeicher wird der günstigste Fall angenommen.
Bitanzahl oei Addition: Die bei der Festkommaaddition eines Ganzwortes
berücksichtigte Bitanzah1.
~------
Speicherzykluszeit: Für Kernspeicher die Gesamtzeit, die notwendig ist,
um ein Speicherwort zu lesen und zurückzuspeichern. Für Trommel oder
andere serielle Speicher die Gesamtzeit für eine Umdrehung
Wortformat: Die Anzahl und der Typ der Zeichen, die ein Speicherwort
bilden.
a - alphanumerisch 6, 7 oder 8 bits
d - dezimal 4 oder 5 bits
b - binär, 1 bit
Informationsbits pro ~sec: Zahl der Informationsbits, die in 1 ~sec
vom bzw. zum Primärspeicher übertragen werden.
Hersteller/ IWelterst-I vollständ. Bitanzahllspeicher-Iwort- IInformations-
Modell inatall. Additions- bei Addi- zyklus- format bits pro ~sec
Jahr/Mo- zeit in tion zeit in
nat ~sec ~sec
AEG-Telef.
TR 4 62/ 10 48 6 48b 8.00
TR 10 1) 64/06c 150 30 8 la(6) 0.75
TR 86 67/l2c 2 24 0.9 24b 26.64
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Hersteller/ Welterst- vo11ständ. Bitanzahl Speicher- Wort- Informations-
Modell install. Additions- bei Addi- zyklus- format bits pro lJ.sec
Jahr/Mo- zeit in tion zeit in
nat lJ.sec lJ.sec
Bu11/GE
Gamma 59/10 865 48 173 12d 0.28
300 MCT1 )
Gamma 10 63/06 217 30(6) 7 la(6) 0.86 -
Gamma 115 66/03 119 30(6) 6.5 1a(6) 0.92
c
Gamma 30 62/02 217 30(6) 7 la(6) 0.66
415 64/09 25.1 24 5.8 2~b 4.15
Gamma1 ) 65/06 8 24 4 24b 6.00M40
Gamma 55 66/12 2200 72(8) 7.9 1a(8) 1.01_ .... -- --_.- .. _ ... _. -_. - I·c..
Burroughs
B 250 61/09 690 30(6) 10 1a(6) 0.60
B 2500 67/05 64 20 2 2a(8) 8.00
B 3500 67/05 32 20 1.00 2a(8) 16.00
CAE/CII
CAE 5101) 63/10 12 18 6 18b 3.00
C 90-10 65/08 3.5 12 1.75 12b 6.86
C 90-40 65/05 3.5 24 1.75 24b 13.71
C 90-80 65/02 1.75 24 1.75 24b 13.71
CDC
CDC 160 60/07 12.8 12 6.4 12b 1.88
CDC 160A 61/07 12.8 12 6.4 12b 1.88
CEC 1700 66/03 2.2 I 16 I 1.1
-,. .... '- --.iOD
I .i'+.'UCDC 8090 64/07 12.l:S 12 6.4 12b 1.88
CDC 8092 64/ 12 I 8 I 4 8b I 2.00
CDC 1604A 60/01 4.8 48 6.4 48b 7.50
CDC 3100 65/02 3.5 24 1.75 24b 13.71
CDC 3200 64/05 2.5 24 1.25 24b 19.20
CDC 3300 65/12 2.75 24 1.25 24b 19.20
CDC 3400 64/11 2.60 48 1.5 48b 32.00
CDC 3800 65/12 1 48 0 .. 9 48b 54.80
CDC 6400 66/04 1.1 60 I 1 60b 60.00
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Herste11er/ Welterst- vo11ständ. Bitanzahl Speie her- Wort- Informations-
Modell insta11. Additions- bei Addi- zyklus- format bits pro lJ.see




PDP-4 62/07 16 18 8 18b 2.25
PDP-5 63/09 18 12 6 12b 2.00
PDP-6 64/10 4.4 36 1.75 36b 20.57°
PDP-7 64/12 3.5 18 1.75 18b 10.28
c
PDP-8 65/04 3 12 1.5 12b 8.00
PDP-8s 66/09 33 12 8 12b 1.50
PDP-9 66/08 2 18 1 18b 18.00
LINC 8 . 66/Q7 .3 12 1.5 12b - 8.00
Eurooomp
RPc-4000 60/11 1000 32 17000 32b 0.002
LGP-301 ) 56/09 2260 32 17000 32b 0.002
LGP-21 64/10° 7350 32 51000 32b 0.0006 ,
Honeywe11
H 120 66/02 69 30 3 1a(6) 2.00
H 200 64/07 48 30 2 1a(6) 3.00
H 1200 66/01 35 30 1.5 1a(6) 4.00
H 2200 65/12 25 30 1 1a(6) 6.00
IBM
3051) 57/11 30000 30 10000 1a(6) 0.003
6501 ) 54/12 700 40 4800 IOd 0.01.. \
I705~J 56/01 86 35 9 1a(7) 3.891401 60/09 402 30 11 .. 5 1a(6) 0.51
1410 61/11 I 88 30 4.5 1a(6) 1.,33
1440 63/11 244 30 11.1 1a(6) 0.51
1460 63/10 228 30 6 1a(6) 1.00
1620 60/10 560 30 20 Id(6) 0.30
1710 62/02 560 30 20 1d(6) 0.30
1130 65/09 8 16 2.2 16b 7.2.7
1800 66/02 6 16 2 16b 8.00
7010 63/10 34 30 2.4 1a(6) 2.50
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Herd;teller/ Welt erst- vollständ. Bitanzahl Speicher- Wort- Informations-
Modell install. Additions- bei Addi- zyklus- format bits pro p.sec
Jahr/Mo- zeit in tion zeit in
nat p.:sec l1sec
7040 63/04 16 36 8 36b 4.50
7044 63/07 5 36 2 36b 18.00
c
7070 60/06 60 50 6 10d(5) 8.33
7074 61/12 10 50 4 10d(5) 12.50
7090 60/06 4.4 36 2.2 36b l6.36c
70941 62/09 4 36 2 36b 18.00
709411 64/04 2.8 36 1.4 36b 25.71c
360/20 65/12c 206 16 7.2 la(8) 1.11
360/30 65/05 39 32 1.5 la(8) 5.33
360/40 65/05 1-1.88 32 2.!!) la(8)- 6.40
360/44 66/10 1.75 32 l c la(8) 32.00
360/50 65/09 4 32 2 la(8) 16.00
360/65/67 66/03 1.3 32 0.75 la(8) 85.33c
360/75 65/11 0.8 32 0.75 la(8) 85.33c
•
leT .-
1300/ 1 ) 62/ 21 48 6 12d 8.. 001301
15001) 62/07 149 36(6) 4.8 la(6) 7.50
1901 66/09 34 24 6 24b 4.. 00
1902 65/07 IB- 24 6 24b 4.00
1903 65/07 7 24 2 24b 12.00
1904 65/05 7 24 2 24b 12.00
1907 66/12 2.5 24 1 24b 24.00
1909 65/08 18 24 6 24b 4.00
Monroe
Sweda
Monrobot Xl 60/05 6000 32 12000 32b 0.003
NCR-
315 62/01 48 36 6 2a(6) 2.00
315 RMC- 65/07 6.5 36 0.8 2a'-6) 15.00
501
Elliott,) 61/03 576 39 24 39b 1.62
803-
Elliott1 ) 63/04 7 39 3.5 39b 11.14503
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Hersteller/ Welt erst- vollständ. Bitanzahl Speieher- Wort- Informations-
Modell install. Additions- bei Addi- z"klus- format bits pro l1see
Jahr/Mo- zeit in tion zeit in
nat l1see l1see
Philips
Eleetroloi ) 58/ 64 27 32 27b 0.84giea X-I
Electrolo- 65/03 5 27 2.5 27b 10.80
giea x-8
Raytheon
Ra" 250 60/12 24 22 3070 22b 0.007
Ra" 703 67/05
e




Gier 61/12 49 40 6.6 40b 6.06
RR-Univac
UCT 1/11 58/10e 51 60 17 10d(6) 3.51
bzw.SS 80/
I90 1/11
U 1004 I 63/09 11 ::> 1 ~" I 8 118.(6) t- 0.75......'- j' '
U 1004 11, 64/06 91 30 6.5 1a(6) 1.21
111
U 1005 I 66/02 256 30 8 la(6) 0.75
U 1005 11, 66/02 208 30 6.5 la(6) 1.21
111
U 1050 111 63/09 117 30 4.5 la(6) 1.33
U 418 64/09 4 18 2 18b 9.00
U 111 62/06 8 24 4 6d(4) 6.00
U 490 61/12 9.6 I 30 I 4.8 1 30b I 6.25U 1107 62/09 4 36 4 36b 9.00
U 1108 11 65/12 0.75 I 36 10.75 I 36b I 48.00
U 9200 67/06 104 40 1.2 la(8) 6.67
U 9300 67/09 52 40 0.6 la(8) 13.34
BEL
ER 562) 59/ 200 24 10 24b 2.40
Siemens
20021) 59/06 180 48 14 12d(4) 3.43
30031) 63/12 40 24(6) 12.5 4a(6) 1.92
302 67/09 3 24(6) 1.5 4a(6) 16.00
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Hersteller/ Welterst- vollständ. Bitanzahl Speicher- Wort- ~nformations-
Modell install. Additions- bei Addi- zyklus- format bits pro 'lJ.sec
Jahr/Mo- zeit in tion zeit in
nat 'lJ.sec 'lJ.sec
303 65/04 92 24(6) 8.3 413.(6) 2.89
304 67/10c 3 24(6) 1.5 4a(6) 16.00
305 67/11 3 24(6) 1.5 4a(6) 16.00
4004/15 65/10 56 40 2 la(8) 16.00
4004/25 66/01 33 40 1.5 1a(8) 21.33
c
4004/35 67/02 22.8 32 1.44 1a(8) 11.15
4004/45 66/07 8.88 32 1.44 la(8) 11.15
4004/55 66/12 2.58 32 0.84 la(8) 19.05
STC(ITT)
StanteclL-- -5-8103 3:t2- -1- 3-'- --- -3j;-2 --- -33-\> -~ 1-- -0.--11:--
Zuse
-z-222) 58/01 600 38 10000 38b
Z 23 60/ 340 40 12 40b
Z 25 63/04 85 18 8 18b-----------1--- ------- ---r----------- --- -- ------- - ------------- --






66/01 462 32 30 8d(4) 1.07
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2.7.3 Abgeleitete Kennziffern der berücksichtigten Computer
Anmerkung: Faßt die Diebo1d-Statistik mehrere Computermodelle zusam-
men, z.B. Burroughs B 200/300 oder IBM 7070/74, so ist in Klammern
jeweils das Computermodell angegeben, für das die Kennziffern gelten.
Additionen/msec ist der Kehrwert der vollständigen Additionszeit. Die Einheits-
additionen beziehen sich auf eine feste Wortlänge von 48c Bits.
Hersteller/ Additionen Einheitsaddi- Additionen/msec Einheitsadd./msec
Modell pro msec tionen/msec pro Miete in pro Miete in
TDM/Monat TDM/Monat
AEG-Telef.
TR 4 100.000 100.000 1.538 1.538
-- -- -- 6. (>-b7 4.1(>7
1--- - -_......._----- - --0:208TR 10 0.333
TR 86 500.000 250.000 38.462 19.231
Bull/GE
Serie 300 1.156 1.156 0.072 0.072
(Gamma 300
---11eT-) -- - - - --- -- r- -
Gamma 10 4.608 2.880 0.576 0.360
Gamma 115 8.403 5.252 0.700 0.438
Gamma 30 4.608 2.880 Q.136 0.085
Serie 400 39.841 19.920 0.797 0.398
(:415 )
Gamma M40 125.000 62.500 3.846 1.923
Gamma 55 0.454 0.681 0.091 0.136
Burroughs
'D 'l/'\/'\ /-z. /'\/"\ , 1.I.n r\ nr\t::. " I"\I::'~ ,..,. "., .....
~ ,"VV,.-IVV .1.·"'-"'-7 I v·7vV I
V.V::;Je. v.v;;U:'
(B 250)
B 2500 15.625 I 6.516 0.446 0.186
B 3500 31.250 13.031 0.625 0.261
CAE/CII " ICAE 510 83.~33 31.250 4.902 1.838
C 90-10 285.714 71.428 12.422 3.106
C 90-40 285.714 142.857 9.852 4.926
C 90-80 571.428 285.714 11.429 5.714
CDC
CDC 160 78.125 19.531 13.021 3.255
CDC 160A 78.125 19.531 4.883 1.221
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Hersteller/ Additionen Einheitsaddi- Additionen/msec Einheitsadd./msec
Modell pro msec tionen/msec pro Miete in pro Miete in
TDM/Monat TDM/Monat
CDC 1700 454.545 151.515 75.758 25.253
CDC 8090 78.125 19.531 7.812 1.953
CDC 8092 83.333 13.889 11.111 1.852
CDC 1604A 208.333 208.333 1.389 1.389
CDC 3100 285.714 142.857 9.524 4.762
CDC 3200 400.000 200.000 8.889 4.444
CDC 3300 363.636 181.818 6.612 3.306
CDC 3400 384.615 384.615 5.494 5.494
CDC 3800 1000.000 1000.000 4.762 4.762




PDP-4 62.500 23.438 10.417 3.906
PDP-5 55.556 13.889 11.111 2.778
PDP-~___ ------"-'2 •22,L_ 170.453 4.5~_ 3.409 _ ...._------
PDP=7 285.714 107.143 33.613 12.605
PDP-8 333.333 83.333 83.333 20.833
PDP-8s 30.303 7.576 10.101 2.525
PDP-9 500 .. 000 187.500 62öOO 23 .. 438
LINC 8 333.333 83.333 55.556 13.889
Eurocomp
RPc-4000 1.000 0.667 0.1~~ 0.095
LGP-30 0.442 0.295 0.111 0.074
LGP-21 0.136 0.091 0.048 0.032
Honeywell
H 120 14.493 9.058 1.074 0.671
H 200 20.833 13.021 1.042 0.651
H 1200 28.571 17.857 0.840 0.525
H 2200 40.000 25.000 1.026 0.641
IBM-
305 0.033 0.021 0.002 0.001
650 1.428 1.190 0.040 0.033
705 11.628 8.477 0.097 0.071
1401 2.488 1.555 0.096 0.060
\
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Hersteller/ Additionen Einheitsaddi- Additionen/msec Einheitsadd./msec
Modell pro msec tionen/msec pro Miete in pro Miete in
TDM/Monat TDM/Monat
1410 11.364 7.102 0.218 0.136
1440 4.098 2.561 0.512 0.320
1460 4.386 2.741 0.129 0.081
1620 1.786 1.116 0.178 0.111
1710 1.786 1.116 0.178 0.111
1130 125.000 41.667 20.833 6.944
1800 166.667 55.556 13.889 4.630
7010 29.412 18.382 0.392 0.245
7040/44 62.500 46.875 0.781 0.586
(7040)
7070/72/74 16.667 17.360 0.174 0.181
(7070)
7090/94 227.273 170.455 0.812 0.609
(7090) -
360/20 4.854 1.618 0.607 0.202
360/30 25.641 17.094 0.855 0.570
360/40 84.175 56.117 1.451 0.967
360/44 571.428 380.952 10.989 7.326
360/50 250.000 166.667 1.923 1.282
360/65/67 769.231 512.820 3.496 2.331
360/75 1250.000 833.333 3.906 2.604
leT-
1300 47.619 47.619 3.175 3.175
1301 47.619 47.619 ' 1.587 1.587
1500 6.711 5.033 0.2~4 0.168
1901 29.412 14.706 1.961 0.980
1902 55.556 27.778 2.778 1.389
1903 142.857 71.428 5.714 2.857
1904 142.857 71.428 2.381 1.190
1907 400.000 200.000 4.000 2.000
1909 55.556 27.778 1.389 0.694
Monroe Sweda
Monrobot XI 0.167 0.111 0.056 0.037
NCR-
315 20.833 15.625 0.613 0.460
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Hersteller/ Additionen Einheitsaddi- Additionen/msec Einheitsadd./msec
Modell pro msec tionen/msec pro Miete in pro Miete in
TDM/Monat TDM/Monate
315 RMC 153.846 115.384 2.367 1.775
Elliott 803 1.736 1.410 0.145 0.118
Elliott 503 142.857 116.071 3.175 2.580
Philips
Electrolo- 15.625 8.789 0.391 0.220
gica X-I
Electrolo-
gica x-8 200.000 112.500 4.000 2.250
Raytheon
Ray 250 41.667 19.097 5.208 2.387
Ray 703 285.714 95.238 23.810 7.937
Regnecen-
tralen
Gier 20.408 17.006 1.134 0.945
RR-Univac
UCTI/II 19.608 24.510 0.726 0.908
(ss80/90
1,11)
UI004/1005 8.928 5.580 1.050 0.656
(1004 I)
Ul040/1050 8.547 5.342 0.388 0.242
(1050 111)
U 418 250.000 93.750 4.545 1.704
U 111 125.000 62.500 1.136 0.568
U 4'0/91/92 104.167 65.104 0.868 0.542
(U 4'0)
U 1107 250.000 187.500 1.250 0.938
U 1108 (11) 1333.333 1000.000 5.333 4.000
U 9200 9.615 8.012 1.602 1.335
U 9300 19.231 16.026 1.068 0.890
SEL-
ER 56 5.000 2.500 0.200 0.100
Siemens
2002 5.556 5.556 0.103 0.103
B003 25.000 12.500 0.481 0.240
2-58
Herste11er/ Additionen Einheitsaddi- Additionen/msec Einheitsadd./msec
Modell pro msec tionen/msec pro Miete in pro Miete in
TDM/Monat TDM/Monat
302 333.333 166.667 83.333 41.667
303 10.870 5.435 1.087 0.544
304 333.333 166.667 27.778 13.889
305 333.333 166.667 23.810 11.905
4004/15 17.857 14.881 0.940 0.783
4004/25 30.303 25.252 0.947 0.789
4004/3~ 43.860 29.240 0.953 0.635
4004/45 112.613 75.075 1.502 1.001
4004/55 387.597 258.398 3.763 2.509
STC(ITT)
- -----_... _-----------
3.205 2.203 0.458 0.315Stantec
Zuse
Z 22 1.667 1.319 0.j33 0.264
Z23 2.941 2.451 0.310 0.258
Z 25 ---_ 11.265_ 4 412__ ~Ll26__- _ ____~L - --
Z 31 I 2.381 2.182 0.132 0.121




Die in der BRD ~nsta11ierten Computermodelle lassen sich entsprechend
ihres We1terstinsta11ationszeitpunktes in folgende Gruppen einteilen:
1.
1)
WEI vor dem 1.1.1958
Eurocomp: LGP-30











CDC: 160, 1604 A
Eurocomp: RPC-400
IBM: 1401, 1620, 7070, 7090









RR-Univac: U 490/91/92 (U 490)







ICT: 1300, 1301, 1500
NCR: 315






IBM: 1440, 1460, 7010, 7040/44 (7040)
NCR: E11iott 503
RR-Univac: U 1004 I, U 1050 111
Siemens: 3003
Zuse: Z 25
8. WEI 1.Ha1bjahr 1964
AEG-Te1efunken: TR 10
CDC: 3200
9. WEI 2.Ha1bjahr 1964
BulliGE: Serie 400 ~415)
CDC: 8090, 8092, 3400




--- -- - - - - - - - - - - - -- - --- -
2-61













IBM: 1130, 360/20, 360/50, 360/75
ICT: 1902, 1903, 1909
NCR: 315 RHC
- - - ---- --R~~Unlvao: -u-rrO-S-rI--- -------------.---------.-~.. --~-------
Siemens: 4004/15
12. WEI 1.Ha1bjahr 1966
Bu11/GE: Gamma 115
CDC: 1700, 6400




13. WEI 2.Ha1bjahr 1966
Bull/GE: Gamma 55





14. WEI 1.Halbjahr 1967




15. WEI 2.Halbjahr 1967
AEG-Telefunken: TR 86
RR-Univac: U 9300
Siemens: 302, 304, 305
2.7.5 Computer-Mietpreisgruppen
Di-e-· i-n-d~rBRDtnstan1ert~tlC()Itttn.rtet'filoaene las-sensü~n nacntlirer-durclf";';
schnittlichen Monatsmiete der Diebold-Statistik vom 1.1.1968 in 5 Mietpreisgrup-
pen einteilen:
1. Durchschnittliche ~funatsmiete unter 9 TDM
- -- -Bu-l-l-t-GE-:----Gamrna---lO-,--Ca.mma---S~-----------------.------------ - ---
CDC: CDC 160, CDC 1700, CDC8092
Digital Equipment: PDP-4, PDP-5, PDP-7, PDP-8, PDP-8S, PDP-9, LINC 8
Europomp: RPC-4000, LGP-30, LGP-21
IBM: 1440, 1130, 360/20
Monroe Sweda: Monrobot XI
Raytheon: Ray 250
RR-Univac: U 1004/1005, U 9200
Siemens: 302
STC (ITT): Stantec
Zuse: Z 22, Z 32/DP 100
Durchschnittliche Monatsmiete zwischen 9 und 18 TDM2.
AEG-Te1efunken: TR 86
Bu11/GE: Serie 300, Gamma 115
CAE/CII: CAE 510
CDC: CDC 160 A, CDC 8090
2-63
Honeywell: H 120




Siemens: 303, 304, 305
Zuse: Z 23, Z 25
3. Durchschnittlich~Monatsmiete zwischen 18 und 36 'l'DM
AEG-Telefunken: TR 10
Bull/GE: Gamma 30, Gamma M 40
Burroughs: B 200/300, B 2500
C4~!CII: C 90-10, C 90- 40
enc: cnc 3100
Honeywell: H 200, H 1200
IBM: 1401, 1460, 360/30
ICT: 1301, 1500, 1902, 1903
Regnecentralen: Gier









cnc: cnc 3200, cnc 3300, cnc 3400,
Digital Equipment: PDP-6
Honeywe11: H 2200
IBM: 650, 705, 1410, 7010, 7040/44, 7070/74, 360/40, 360/44, 360/50
ICT: 1904, 1907, 1909
NCR: 315 RMC, E11iott 503
Philips: Electrologica X-l, Electro1ogica x-8
RR-Univac: U 418, U 111, U 490/91/92
Siemens: 2002, 3003, 4004/35, 4004/45, 4004/55
2-64
5. Durchschnittliche Monatsmiete 144 TDM und mehr
CDC: CDC 1604 A, CDC 3800, CDC 6400
IBM: 7090/94, 360/65/67, 360/75
RR-Univac: U 1107, U 1108 (11)
3-1
3. Analyse desComputereinsatzes in den Wirtschaftsbereichen der BRD (J.Seetzen)
3.1 Statistik des COmputereinsatzes in den Wirtschaftsbereichen sowie Rela-
tionen zu anderen wirtschaftlichen Kenngrößen der Wirtschaftsbereiche
Von wesentlichem Interesse bei der Beurteilung der Auswirkungen des Computerein-
satzes in einer Wirtschaft ist die Verteilung in den einzelnen Wirtschaftssekto-
ren. Es wäre wichtig, hier auch den zeitlichen Gang der Entwicklung zu kennen,
jedoch lagen für diese Studie nur Unterlagen für das Jahr 1967 vor.
Tabelle 3.1.1 enthält die für 1967 erfaßten Computer in der BRD, nach Computer-
typen und Wirtschaftssektoren aufgeteilt. Die erfaßten Computer sind nicht nach
Installationen und Bestellungen aufgegliedert. Zum Vergleich ist die Diebold-
Statistik für 1967 mit aufgeführt (s.Tabelle 2.7.1), die zwischen Installationen
und Bestellu1'ige'n.-Urtterscneidet~ .
Aus dem Vergleich mit den Diebold-Daten sind die Schwerpunkte der Diskrepanzen ei-
nigermaßen abzuschätzen, ohne daß dadurch die vorliegenden Daten verbessert wer-
den können. Für die in diesem Abschnitt angestrebten Aussagen,nämlich einem Ver-
- ---gte-ich zwischen den Wirtschaftssektoren, sind diese UngenauigKeiten in den Grund-
daten jedoch von nicht allzu großem Gewicht, da sich die Unsicherheiten beim Ver-
gleich in erster Näherung kompensieren.
Tabelle 3.1.2 gibt die Aufteilung nach Wirtschaftssektoren wieder, die in diesem
Abschnitt benützt wird. Für Bergbau und verarbeitendes Gewerbe ist eine tJber-
sicht angegeben, wie die Wirtschaftsbranchen nach dem Statistischen Jahrbuch der
BRD (1968) /1/ zu den hier verwendeten Branchen zusammengefaßt wurden.
In Tabelle 3.1.3 ist das Ergebnis der Auswertung von Tabelle 3.1.1 wiedergegeben,
d.h. es sind dort, nach Wirtschaftsbereichen unterteilt, die Gesamtdaten der er-
faßten Cömputer für 1967 nach Typenzahl, Anwendungsart, interner technischer Lei-
stung (Add/sec, Zyk/sec, Bit/~sec) und Mietkosten aufgeführt.
In Tabelle 3.1.4 sind die prozentualen Verteilungen der Leistungskennzahlen über
die verschiedenen Wirtschaftssektoren zusammengestellt. Dabei sind die entspre-
chenden Daten nach der Diebold-Statistik vom 1. 7.1968 gegenübergestellt. Aus die-
sem Vergleich zeigt sichanhand integraler Daten, daß beide statistische Unter-
lagen in etwa zu gleichen Ergebnissen führen. Es wird auf die Dauer besonders inte-
ressant sein, diese Daten in ihrem zeitlichen Gang zu beobachten. Zur Veranschau-
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Hervorzuheben sind an diesem Ergebnis die unterschiedlichen prozentualen Ge-
wichte, die der Computereinsatz z.B. im Bankwesen und in der Forschung hat,
je nachdem, ob Anzahl, Additionsleistung oder }üete betrachtet wird. Etwa 7,5%
der Computer in der Forschung haben fast ein Drittel der gesamten installierten
Additionsleistung. Im übrigen fallen die relativ hohen Anteile im Bankensektor
und die sehr niedrigen in der Landwirtschaft auf.
Ein weiterer Vergleich, der den Computereinsatz in der gesamten Wirtschaft
besser erkennen läßt, ergibt sich, wenn man die Kennzahlen des Computereinsatzes
(Tabellen 3.1.3 und 3.1.4) auf die Beschäftigten in den Wirtschaftssektoren be-
zieht.
In Tabelle 3.1.5 sind die Beschäftigtenzahlen nach dem Statistischen Jahrbuch
der BRD für 1967 zusammengestellt.
111 Tabelle 3.1.6 'nllcletnml1~i~ AY-~WgJ;ttlng~j.1s'r~J~gllg3~l~ 4 Y-'l1.d 3~L5.Die
letzte Spalte von Tabelle 3.1.6 enthält die Kennzahlen Add!sec.Erw.Person, die
noch einmal in Abb.3.1.5 mit der Verteilung der Erwerbspersonen graphisch dar-
gestellt sind.
Dieses Ergebnis erscheint besonders aufschlußreich, da hieraus Hinweise auf die
Wirtscbaftssektoren mit der relativ höchsten Einführung des Computereinsa~~_z~e~s~--------~
gewonnen werden können. Neben der stark herausragenden Borschung (220 Add!s.Ewp)















In Tabelle 3.1.7 sind für die Industrie (ohne Bauindustrie) die Verteilung von
Beschäftigten sowie der Lohn- und Gehaltssumme für 1967 zusammengestellt, dane-
ben ist die Anzahl der Betriebe aufgeführt.
In Tabelle 3.1.8 sind die entsprechenden Verhältniszahlen, die aus den Tabellen
3.1.4 und 3.1.7 gebildet wurden, dargestellt. Interessant ist an diesem Ergebnis,
daß die starken Unterschiede zwischen den Branchen hinsichtlich der Verhältnisse



















































die Verhältnisse Computermiete/Umsatz und Computermiete/Gehaltskosten bildet.
Die Abbildungen 3.1.6 und 3.1.7 stellen dieses Er.~ebnis ~raphisch dar.
In Tabelle 3.1.9 ist eine Gegenüberstellung der Beiträge der einzelnen Wirt-
schaftsbereiche zum Bruttoinlandsprodukt und Nettoinlandsprodukt mit den Kenn-
zahlen des Computereinsatzes vorgenommen worden. Dabei zeigt sich eine unterpro-
portionale Einsatzrate der Computer bei der Landwirtschaft und im Baugewerbe und
eine überproportionale Einsatzrate beim Kredit- und Versicherungs~esen. Der An-
teil der Erwerbspersonen bezogen auf den Beitrag zum NIP ist aber gerade bei der
Landwirtschaft überproportional und beim Kredit- und Versicherungswesen unter-
proportional. Die prozentualen Verteilungen der Tabelle 3.1.9 sind in den Ab-
bildungen 3.1.8 bis 3.1.10 gegenübergestellt.
Schließlich ist in Tabelle 3.1.10 der Anteil der Computermiete am BIP zusammen-
gestellt. Auchll:iersIelltmanw:iederdiegeringen Anteile bei Landwirtschaft und
Baugewerbe, sowie die relativ hohen Anteile bei der öffentlichen Hand und vor
allem beim Kredit- und Versicherungswesen. Der Gesamtmietwert für 1967 von rd.
1,2 Mrd.DM entspricht dabei 0,25 % des BIP.
Zum Vergleich der hier dargestellten statistischen Zahlen für die BRD seien noch
zwei vergleichbare Verteilungen für andere Länder, die der Literatur entnommen
werden können, wiedergegeben.
In [3] wird der prozentuale ~tei1 am Gesamtwert der in den USA 1965 installier-
ten Universalrechner in den Wirts,chaftsbereichen aufgeführt (s.Tabelle 3.1.11).
Vergleicht man diese Verteilung mi t derj enigen in Tabelle 3.1. 9, Spalte 6, so
fällt vor allem der wesentlich höhere Einsatz von Computern im öffentlichen Be-
reich der USA auf.
Von Bruijn [4Jwerden für 1965 die prozentualen Verteilungen des Computerein-
satzes in Europa nach der Anzahl angegeben (s.Tab,lle 3.1.12).
An diesen beiden Verteilungen, die mit derjenigen von Tabelle 3.1.11 recht gut
übereinstimmen, fällt wieder im Vergleich zu Tabelle 3.1.9, Spalte 5, auf, daß
auch im europäischen Mittel wesentlich mehr Computer im öffentlichen Bereich ein-
gesetzt werden als in der BRD.
Die spezielle Klasse der Prozeßrechner wurde von Giloi [5] untersucht. Er gibt
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Abb. 3.1.100 Verteilung der Erwerbspersonen In Abb. .1.10b Verteilung der internen techno Computerleistung
den Wirtschaftsbereichen ( 1967 ) (Add Ise(;.) in den Wirtschaftsbereichen ( 1967 )
Tabelle 3.1.1 ComputeranzahJL nach Type und Wirtschaftssektor für 1967
\virtschaft sektoren (s.Tabe11e 3.1.2)
Computertype
(Kurzbezeichn. Gesamtzahl Besamt-
der Liste des (Diebo1d) zahl
Anhangs 2.7.2) inst. best. p 10 11 20 205 21 22 23 24 24~ 25 252 256 26 265 27 28 3 4 5 5005 60 61 7 78 79 791 792
i
BGEG 55 29 44 8 1 1 1 5
BGEG 10 286 301 152 6 I. 3 1 3 2 1 10 1 4 5 3 2 13 1 22 5 36 413 1 2 8
BGEG 115 15 50 13 2 2 1 6 1 1
BGE 115 5 3 1 1
BGEG 300-MCT 2 2 3 1 2
BGEG 30 40 41 47 JL 3 1 2 3 1 1 1 8 1 18 5 1 1
BGEG 415' 23 1 ') 1 1 1 3 1 1 2 6 1 2 1..
BGEG 425 21 40 5 2 2 1
BGEG 435 1 1
BGEG 40 1 1 1 1
BGEG 412 5 5
BURRO B 260 1 1
BURRO B 280 18 19 4 1 1 1 1
BURRO B 300 1 1
BURRO B 3500 1 1 1 1
CAE RW 300 1 1 1 1
CAE 510 6 6 4 2 2
CAE 90/10 3 3 2 2
CAE 90/40 3 4 2 2
CDC 160 1 1 4 1 3
CDC 1700 8 11 3 1 1 1
CDC 8090 5 6 2 1 1
CDC 3100 2 4 2 1 1
CDC 3200 2 2 8 2 4 1 1
CDC 3300 4 5 5 1 4
CDC 3400 3 4 4 2 2
CDC 1604 A 1 2 2 2
CDC 6400 1 1 1 1
CDC3800 2 2 2 1 1







der Liste des (Diebold) zahl
Anhangs 2.7.2) inst. beflt. 10 11 20 205 21 22 23 24 ~44 25 252 256 2611265 2} 28 3 4 I 5 5005 60 61 7 178 79 791 792
DIGEQ .PDP 8S 6 10 1 1
DlGEQPDP 8 18 19 7 1 6
DIGEQ PDP S 1 1 1 1
DIGEQPDP 9 4 12 3 3
DlGEQ·PDP 7 5 5 4 4
DIGEQ PDP 6 2 2 1 1
ELLIO 803 10 10 11 1 1 1 2 3 2 1
ELLIO S03 2 2 2 1 1
ELLIO ARCH 1000 3 :~ 2 1 1
E.LOG Xl 12 12 14 1 S 2 1 2 1 2
E.LOGX?-t X4 1 1
E.LOG X8 6 7 8 2 1 1 4
EUR LGP 21 38 41 26 1 2 1 1 9 2 10
EUR LGP 30 33 33 25 1 3 8 1 1 11
EUR RPC 4000 10 l() 7 1 1 S
EELM 41S0 1 1
FER ARGUS 100 2 2 1 1
FER ARGUS 400 1 1+ 3
FER ARGUS SOO 5 3 I 1 1 1GIER 3 3 4 4
HOWH 120 19 46 18 1 1 2 1 1 1 1 8 2
HOWH 200 54 89 S4 1 S 3 1 1 3 1 3 6 17 si 6 2
HOWH 1200 6 9 6 1 1 4
B<lIWH 2200 3 5 1 I 1HOWH 800 1 1
IBM 1401 H 1 1
IBM 1130 93 163 4S 1 1 2 3 2 1 1 1 2 1 7 3 1 7 1 1 4 1 1 4
IBM 1401 G 28 1 8 3 1 1 1 1 1 1 1 2 4 1 1 1
IBM 360/20 707 1203 532 1 21 1 22 1 11 13 28 40 1 15 4 13 10
1
18 27 36 6 42 11 2 89 33 22 18 13 20 4
IBM 1440 180 18S 168 7 10 5 1 3 15 5 3 2 7 51 7 18 12 1 25 3 25 4 2 1 2
IBM 1620 I SO SO 69 2 2 3 1 3 10 5 2 1 31 9 1 1 2 8 3 1 12
IBM 1710 I 1 1 i
IBH 1710 II 6 2 1 1 1 11
IBM 1800 6 1'7 5 1 2
11/
I I 1
IBI'1 305 2 2 7 1 2 1 2 1
I
!







der Liste des (Diebold) zahl
Anhangs 2.7.2) inst. best. 0 10 11 20 205 21 22 23 24 214 25 252 256 26 265 27 28 3 4 5 5005 60 61 7 78 79 791 792
RRU 9200 5 94 26 1 1 2 1 3 3 1 2 1 1 4 2 1 3
RRU 1004 II 3 3
RRU 1004 138 7 1 8 4 2 1 15 10 2 7 2 4 1 3 9 1 20 3 5 12 12 4 1 2 2
RRU 1005 I 216 22l. 1 1 1
RRU 1005 II 14 1 1 1 1 1 1 3 4
RRU 9300 1 63 27 I. 1 1 3 1 1 2 1 3 3 3 1 2 1
RRU 1040 7 1 1 1 1 1 1 1
RRU UCT I 8 1 2 3 1 1
RRU UCT II 35 2 2 6 1 2 1 1 1 1
i
1 1 3 1 3 3 1 4 1
RRU 1050 III 55 56 24 1 5 3 1 1 2 1 3 1 1 2 1 1 1
RRU 418 2 2 1 1
RRU U III 10 10 17 1 2 1 1 1 ! 7 2 2,






RRU 494 2 1 1
RRU 1107 3 3 3 1 2
RRU 1108 II 1 1 2 1 1
SCIEN DATSDS 9300 1 1
SELER 56 9 9 10 4 1 1 1 3
SHW 302 1 4 9 1 1 1 2 1 1 2
SHW 303 46 64 62 1 4 1 1 4 9 1 9 2 1 20 9
SHW 304 12 12 14 5 1 2 1 1 2 1 1
SH.W 305 4 27 27 7 1 1 1 5 1 3 1 7
SHt.)' 4004/15 43 59 60 6 2 2 1 1 2 2 11 ') 7 2 11 1 3 1 3 1 1 1..
SHW 4004/25 21 26 29 2 1 1 2 1 3
I
1 1 2 1 8 3 1 2
SHW 4004/35 25 61 65 4 1 1 3 3 2 13 3 2 ~ 2 1 1 410 7 1 5 1
SHW 3003 28 2.8 27 2 1 2 1 2 1 4 9 4 1
SH'i-l 2002 38 38 38 2 1 2 1 111 1 2 3 3 2 9
SHW 4004/45 21 44 48 1 1 2 6 1 3 13 1 8 1 6 3 2
SHt.r 4004/55 1 6 6 3 3
STANTEC ZEBRA 1 1
TELEF TR86 1 31 2 1
TELEF TRlO 7 8 3 2 1 1
TELEF TR4 23 25 21 4 3 1 1 4 2 6




der :Liste des (Diebo1d) zahl
Anhangs 2.7.2) inst. best. :> 10 11 20 205 21 22 23 24 2~4 25 252 256 26! 265 27 28 3 4 5 5005 60 61 7 78 79 791 792
ZUSE Z22 48 48 50 1 3 5 7 7 1 1 4 1
ZUSE Z23 92 92 88 1 2 6 1 1 6 3 2 1 1 1 15 4 1 9 4
ZUSE Z25 89 93 80 1 8 2 5 2! 16 1 4 1 24 6

































Kennzeichnung der Wirtschaftssektoren für die statistischen
Übersichten des Computereinsatzes in der BRD
Kurzbezeichnung Wirtschaftssektor
Landwirtschaft Landwirtschaft, Forsten, Fischerei





Steine, Erden Industrie der Steine und Erden
~~tall Metallerzeugende Industrie




EBM-War~.~n~ --",Ei s":"e~n~-~,~B...l~e...c:-:h=--'--,',-=Me~t a=l=lw=a=r=e=n~- I=n=d=u=s=--t=ri=e~ _
Holz Holzverarbeitende Industrie
Papier, Druck Papierverarbeitung, Druckerei
Leder, Textil Leder-u.Textilien-Herstell.u.Verarbeit.

















Erläuterungen zur Tabelle 3.1. 2
Zusammenfassungen von Branchen des Statistischen Jahrbuchs der BRD für diese




Kali- und Steinsalzbergbau, Salinen
Erdöl- und Erdgasgewinnung
Flußspat-, Schwerspat-, Graphit- und sostiger Bergbau
Torfindustrie
20 Chemische Industrie (Kohlenwerkstoffindustrie)
205 Mineralölverarbeitung
21 Kunststoffverarbeitung Gummi- und Asbestverarbeitung
22 Gewinnung und Verarbeitung von Steinen und Erden
Feinkeramik












252 Feinmechanik, Optik, Uhren
256 Herstellung von EBM-Waren
Herstellung von Spielwaren, Schmuck usw.
26 Holzbe- und verarbeitung
265 Papierverarbeitung, Duuckerei
Zellstoff- und Papiererzeugung









Tabelle 3.1. 3 Kennzahlen für den Computereinsatz in den vers~hiedenen Wirts:chaftssektoren der BRD (1967)
Br.-Nr. Branche eomputer- Typen- K W KW U P ohne 6ADD', . 6CYK 6BMS 3M i e teAnzahl Anzahl Angb. 10 addl/sec 10 cyc/sec 10 bit/sec 10 DH/m HDM/a
-
0 Landwirtschaft 3 2 1 - 2 - - - 0,05;61 1,47 11;8 68 0,8
10 Energie 130 29 84 3 26 - 8 - 6,311 38,1 584 2750 33,0
11 Bergbau 61 22 36 2 20 - 3 - 1,381 14,3 193 1992,7 23,9
20 Chemie 215 44 136 4 58 4 10 - 8,541 67,4 921 6598 78,2
205 Mineralöl 34 19 22 2 4 2 2 1 2,65 1 10,1 167 1145 13,7
.31 Kunststoff 57 14 ~ 40 4 11 - - - 1,511 15,2 167 1106,5 13,3
22 Steine, Erden 44 17 32 2 8 - 2 - 1,12 1 10,7 146 844 10,1 w
6,581, 775 62,2
I
23 Metall 202 42 123 10 56 1 9 - 52,4 5186 NN
24 Maschinenbau 217 34 137 6 63 - 10 - 3,79 1 63,9 612 4867 58,4
244 Fahrzeugbau 130 34 70 4 45 3 5 - 6,89 43,3 630 4719,5 56,6
25 Elektrotechnik 225 47 93 22 86 1 15 2 13,5 79,6 1340 6409,3 76,9
252 Feinmechanik 33 16 1:2 9 11 - 1 - 0,8341 8,07 93,3 715,5 8,6
74 4'9
I
2/.,4 238 1521,5 18,3356 EBM-Waren 19 - 24 - 1 - 1,161
,
26 Holz 40 14 2.5 - 9 - 4 - 0, 913 1 10,1 104 667 8,0
265 Druck-Papier 72 17 4'7 7 9 - 9 - 1,82 19,9 319 1179 14,1
27 Leder-Textil 120 25 8:3 3 32 2 -
~
- 2,2 34,9 338 2638,5 31,6
28 Nahrung/Genuß 151 28 119 1 31 - - - 2,24" 39,6 375 2888,9 34,7
3 Baugewerbe 39 17 19 4 7 - 9 - 0,286 8,09 74,9 624,5 7,5
4 Handel 317 47 21~ß 12 86 - 1 1 - 8,36 80,1 1080 7500,2 90,2
5 Verkehr 54 19 36 4 13 - 1 1 - 1,28 16,9 187 1190,5 14,31
Br.-Nr. Branche Computer- Typen- K W KW U P WP t ne 6ADD . 6CYK 6BMS 3M i e t eAnza.h1 Anzahl . gb. 1~ add/se~ 10 cyc/sec 10 bit/sec 10 DM/m MDM/a
-
5005 Bundesbahn 53 17 34 3 12 - 3 1 - 2,49 13,0 268 1659 19,9
60 Banken 522 39 351 2 165 1 2 - 1 8,89 145 1480 12774 153,2
61 Versicherung 243 33 167 2 71 - 3 - - 6,36 13,6 873 7225 86,7
7 Dienstleist. 186 42 81 47 45 2 10 - 1 6,22 47,9 718 3717,2 44,5
78 Rechenzentr. HO 51 71 13 37 1 5 3 - 7,74 36,9 716 4882,5 56,6
79 Nichtgw.Org. 43 18 29 4 8 - 2 - - 0,899 10,4 136 751,8 9,0
791 Behörden 209 38 92 23 68 1 25 1 - 9,66 57,1 835 5288 63,3 w
792 Wissenschaft 291 72 36 111 67 21 29 27 - 43,9 80,9 2160 99t9,l 119,0 ~w
ALLE BRANCHEN 3895 136 2243 303 1074 39 169 62 5 158 1100 15.500 100.828,2 1.207
TJPenarten K· kommerziell
W• wissenschaftlich





Prozentuale Verteilung bei wichtigen Kennzahlen des
Computereinsatzes in den verschiedenen Wirtschafts-




















































































































































































































Verteilung der Erwerbspersonen in der BRD (April 1967)/ll
Br.-Nr. Branche Anzahl % Nur verarbeitendes Ge-
(1000) werbe ohne Baugewerbe
%
0 Landwirtschaft 2672 10,3
10 Energie 150 0,6
11 Bergbau 450 1,7
20 Chemie 540 2, I' 5,6
205 Mineralöl 33 0,1 0,3
21 Kunststoff 234 0,9 2,4
22 Steine-:t-eErden _54~ _2--,l 5,6
23 Metall 970 3,7 10,0
24 Maschinenbau 1453 5,6 15,0
244 Fahrzeugbau 682 2,7 7,1
25 Elektrotechnik 960 3,7 9,9
- - ·---25-2 Feinmechanik -2OL~-~-_~,JL 2,1
256 EBM-Waren 524 2,0 5,4
26 Holz 562 2,2 5,8
265 Papier-Druck 408 1,6 4,2
27 Leder-Textil 1532 5,9 15,8
28 Nahrung, Genuß 1028 4,0 10,6
3 Bau 2073 8,0 100
4 Handel 3190 12,3
5 Verkehr 1088 4,3
5005 Bundesbahn 410 1,5
60 Banken 376 1,4
61 Versicherungen 220 0,9
7 Dienstleistungen 3388 13,1
78 Firmeneig.R.Z.
79 Nichtgew.Organ. 442 1,7
791 Bhörden 1504 5,8
792 lvissenschaf t 200 0,8
o.A. 46 0,2
G e s amt 25.906 100
Tabelle 3. 1. 6
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Verteilung von Computerleistung und Erwerbspersonen (1967)
sowie relativer Computer1eistung/Erwerbsperson
. Br.-Nr. Branche Computer Computer-Leistung Erwerbs- Comput.Leist.
Anzahl Miete ADD BMS person Erw.pers.
% % % % % ADD/sec-Ewp.
0 Landwirtschaft 0,1 0,1 0,04 0,1 10,3 0,02
10 Energie 3,3 2,7 4,0 3,8 0,6 42,1
11 Bergbau 1,6 2,0 0,9 1,2 1,7 3,1
20 Chemie 5,5 6,5 5,5 5,8 2,1 15,8
205 Mineralöl 0,9 1,1 1,7 1,1 0,1 80,3
21 Kunststoff 1,5 1,1 1,0 1,1 0,9 6,5
2-2 Stoeione-,--El"den- 1,1 -0,8- -0-i1 0-,-9- ~,-l ~,-1
23 Metall 5,2 5,1 4,3 5,0 3,7 6,8
24 Maschinenbau 5,6 4,8 2,4 4,0 5,6 2,6
244 Fahrzeugbau 3,4 4,7 4,4 4,1 2,7 10,0
25 Elektrotechnik 5,7 6,4 8,5 8,6 3,7 14,1
--25Z-------Feimnech~7 0;.5 0,6 O,S- 4,1
256 EBM-Waren 1,9 1,5 0,7 1,5 2,0 2,2
26 Holz 1,0 0,7 0,6 0,7 2,2 1,6
265 Papier-Druck 1,9 1,2 1,2 2,1 1,6 4,5
27 Leder, Textil 3,1 2,6 1,4 2,2 5,9 1,4
28 Nahrung, Genuß 3,9 2,9 1,4 2,4 4,0 2,2
3 Baugewerbe 1,0 0,6 0,2 0,5 8,0 0,1
4 Handel 8,1 7,5 5,3 7,0 12,3 2,6
5 Verkehr 1,4 1,2 0,8 1,2 4,3 1,2
5005 DB 1,4 1,6 1,6 1,7 1,5 6,1
60 Banken 13,2 12,7 5,6 9,5 1,4 23,6
61 Versicherungen 6,2 7,2 4,0 5,6 0,9 28,9
7 Dienst1eist_ 4,8 3,7 3,9 4,6 13,1 1,8
78 Firmeneig.RZ 3,4 4,8 4,9 4,6
79 Nichtgew.Org. 1,1 0,8 0,6 0,9 1,7 2,0
791 Behörden 5,4 5,2 6,1 5,4 5,8 6,4
792 Forschung 7,4 9,8 27,8 13,8 0,8 220,0
o.A. 0,2
100 % entsprechen 3895 101 158.106 9 25,906 Mill.155-10
(Stück) (Mill/m) Md/s bit/s
Tabelle 3.1. 7
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Betriebei), Beschäftigte, Umsatz, Lohn- und Gehaltssumme
in der Industrie (1967) 111
Br.-Nr. Branche Betriebe Beschäft. Umsatz Lohn-u.Gehalt Summe
1Qoo GDM GDl1 GDU GDM
11 Bergbau 516 378 9,5 3,3 1,0 4,3
20 Chemie 2158 538 38,3 3,8 3,4 7,2
205 Mineralöl 116 33 14,2 0,25 0,26 0,5
21 -Kunst13_totf_ 1832 234 9,7 1,6 0,7 2,3
-----
------- --- -------- -- - - -- -----_..._--
22 Steine, Erden 5933 397 16,8 3,3 1,0 4,3
23 Hetdl 1573 616 34,9 5,3 1,9 7,2
24 ~1as chinenbau 7997 1360 52,3 9,7 5,7 15,4
244 Fahrzeugbau 884 594 29,4 5,1 2,0 7,1
- --2-3-----E-lek~r--Otech~~8 894 32,2 5,2 4,0 9,2
252 Feinmechanik 987 151 4,1 0,9 0,5 1,4
256 EBM-Waren 4778 445 16,9 3,0 1,2 4,2
26 Holz 5988 276 11,8 2,0 0,6 2,6
265 Papier-Drucke 4894 408 16,5 3,2 1,2 4,4
27 Leder, Textil 11114 1012 36,1 5,9 2,2 8,1
28 Nahrung, Genuß 6443 507 58,0 3,3 2,0 5,3
58131 7843 380,7 55,8 27,7 83,5
l)mit über 10 Beschäftigten
Tabelle 3.1.8
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Verhältniszahlen des Computereinsatzes in der Industrie (1967)
Br.-Nr. Branche Computel; Add/sec Comp.-Miete Umsatz Comp.-l1iete
Betriebe Beschäft. Umsatz Beschäft. Gehalts.
%0 1000 DM %
11 Bergbau 0,118 3,65 2,52 25,1 2,39
20 Chemie 0,100 15,85 2,06 71,2 2,30
205 Hinera1ö1 0,293 80,30 0,97 430,5 5,28
21 Kunststoff 0,031 6,45 1,37 41,5 1,90
-22- .. -Sreine-,-Erden- 0-,007- l,-aZ- 0,-00- .. 42-,-3- -t;OT
23 Heta11 0,128 10,69 1,78 56,7 3,26
24 liaschinenbau 0,027 2,79 1,12 38,5 1,02
24/. Fahrzeugbau 0,147 11,60 1,92 49,5 2,83
25 Elektrotechnik 0,077 15,10 2,39 36,0 1,92
---zsr FeinmechaniK-----u;-cr3-3 S-;-S2 2,09 27,2 1,72 --------------
256 EBM-Waren 0,016 2,61 1,08 38,0 1,52
26 Holz 0,007 3,31 0,68 42,8 1,33
265 Papier-Druck 0,015 4,46 0,86 40,5 1,16
27 Leder, Textil 0,011 2,17 0,88 35,6 1,43
28 Nahrung, Genuß 0,023 4,41 0,60 114,3 1,73
Tabelle 3.1. 9
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Verteilung der Computernutzung (1967) und des Inlands-
produktes nach zusammengefaßten Wirtschaftsbereichen (1966)/1/
Tabelle 3.1.10
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Anteil der Computermiete am Anteil des Bruttoinlands-















Gesamter Mietwert 1,22 Mrd.DM/a
Bruttoinlandsprodukt 481,5 Mrd.DMia




Prozentuale Verteilung der installierten Computer nach





















Tabelle 3.1.12 Prozentuale Verteilung der installierten Computer nach
ihrer Anzahl in den Wirtschaftsbereichen Europas (1965)/4/




Banken, Versicherungen 'In ,1;.~;;JI ....
Dienstleistungen 9 9















-Fo~sehung- . -3~ ·10-
Insgesamt 282 70
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3.2 Abschätzung der Einführungsrate des Computereinsatzes in ausgewählten
Wirtschaftsbereichen
Aufgrund der Zusammenstellungen und Auswertungen des Abschnittes 3.1 und der
hier verwendeten statistischen Ausgangsdaten kann man versuchen, eine Abschätzung
der Einführungsrate des Computereinsatzes vorzunehmen. Eine solche Abschätzung
ist jedoch mit großer Vorsicht zu betrachten und kann nur einen Hinweis auf die
Größenordnung der Einführungsrate darstellen. Dabei wird die grundlegende An-
nahme gemacht, daß die Einsatzart der Computer innerhalb der Wirtschaftsbereiche
sich zeitlich nicht ändert. Das heißt, daß zum Beispiel die Datenverwaltung inner-
halb des kommerziellen Einsatzes weiterhin stark überwiegt. Diese Voraussetzung
stimmt natürlich über längere Zeiten (d.h. über mehr als 5 Jahre) nicht. Viel-
mehr ist zu erwarten, daß die Einsatzmöglichkeiten sich ständig erweitern. Nach
den bisherigen Erfahrungen scheint jedoch die Veränderung der Einsatzart (siehe
--Absch~i~~-3~~3-)c~Ich-i~rigs;;;~--;~-~rit~i~keln,als-dIe--Zunahmedes Elnsatzes~s-e1Dst:,
so daß die Annahme zeitlich konstanter Einsatzart in erster Näherung gerecht-
fertigt ist.
Aus dem Datenmaterial von Abschnitt 3 und 4 kann man die Schwellrate der Unter-
nehmeTIsgrö-~-en-Yms-~~on-~abUnternehmen Computer
einsetzen. Außerdem läßt sich aus der Ausgangsstatistik die mittlere Anzahl der
Computer je Unternehmen errechnen. Aus dem Statistischen Jahrbuch der BRD [I] kann
man wiederum die Zahl der Unternehmen gewinnen, die einen Umsatz größer als den
Schwellwert haben. Mit diesen Angaben, die in Tabelle 3.2.1 wiedergegeben sind,
läßt sich die Einführungsrate desComputereinsatzes abschätzen.
Es zeigt sich, daß in einzelnen Wirtschaftsbereichendie Einführungsrate schon
relativ hoch zu sein. scheint, z.B. im Handel, bei Versicherungen, vermutlich auch
bei Banken. (In den USA ist die Einführungsrate (60% bei Großbanken, 40% bei
Kleinbanken) enorm [6}). In der Industrie führt der Bergbau, aber auch in der
Investitionsgüterindustrie dürfte die Einführungsrate relativ hoch sein. In der
gesamten verarbeitenden Industrie sind rd. 42 % der Computer installiert (1967
rd.1600), (s.Tabelle 3.1.9). Aus den Werten der Tabelle 3.2.1 läßt sich in erster
Näherung schließen, daß insgesamt nach heutiger Einsatzart etwa 10 000 Computer
in der Industrie eingesetzt werden könnten. Nimmt man weiter aufgrund der Zahlen
der Tabelle 3.2.1 für den Rest der eingesetzten Computer einen Faktor 2 als Zuwachs-
potential, so ergeben sich insgesamt rd.12000 Computer.Man sieht an dieser Zahl,daß
die Prognose nach Abschnitt 2.2 durchaus im plausiblen Bereich dieser Abschätzung
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liegt, denn bei der Geschwindigkeit der Computereinführung dürfte in etwa
5 Jahren der Großteil sinnvoller Installationen vorgenommen sein. Eine weitere
Einführung scheint dann vornehmlich über die Anwendungserweiterung und über
die Gemeinschaftsnutzung von Computern durch kleinere Unternehmen möglich zu
sein.
Tabelle 3.2.1 Abschätzung der Computer-Einführungsrate in ausgewählten
Wirtschaftsbereichen
J{irtschafts-_~zah1dec Unj:~J:'- _ums_at:~s_c~W'e1l:--IJnLttLAnzahL~zahl-comp-.~-SChä-t--zung--d-.-
bereich nehmen wert f.Comput. Computer je im Wirtseh. Einführungs-
Imit Um- mit Com- Einsatz Unternehmen bereich rate
satz putern U %
>U Mill/a
0
Bergbau 46 31 50 1,97 61 67
Grundstoff u. 1460 259 5-10 1,91 495Prod.Güter 18
Investitions- 1419 439 5-10 1,55 679Güter 31
Verbrauchs- 1466 215 10 1,34Güter 289 15 .
Nahrung u. 1756 119 5Genuß 1,27 151 7
Industrie 6147 1063 1,57 1675(ohne Bauind.) 17
Bauindustrie 1329 28 5 1,39 39 2
Handel 402 237 5 1,34 317 59
Banken - 373 27 1,40 522 -
Versicherg. (305) 166 1 1,46 243 (54)
. I
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3.3 Fragen der direkten Auswirkungen des Computereinsatzes in Einzelunternehmen
Die sehr naheliegende Frage nach den ökonomischen und sonstigen Auswirkungen des
Computereinsatzes in Unternehmen und Verwaltungen wird in der Literatur bislang
außerordentlich zurückhaltend und vor allem meist ohne Angabe von Daten darge-
stellt. Da auf diesem Gebiet mit geringem Aufwand kaum quantifizierte Aussagen
erarbeitet werden können, die eine zuverlässige Darstellung der Situation zulas-
sen, kann in diesem Abschnitt auBer einigen methodischen Uberlegungen ebenfalls
nur ein allgemeiner und auch aufgrund einer Literaturauswertung nicht hinreichend
quantifizierter Uberblick gegeben werden.
Das Problem der unmittelbaren Auswirkung des Computereinsatzes wird sich allge-
mein nur in zweierlei Weise darstellen lassen, nämlich einerseits im Sinne einer
Rationalisierung von.Prozessen und Betriebsvorgängen und d.h. gegebenenfalls als
.~~~tä~er-N~tzen~ anaerers-eIts-liU Sfnne-eines-"Införma---rionsg-~wtnn~s.l'-,--der---ohne-~­
Computereinsatz ausbleiben würde, d.h. ~ls "informativer" Nutzen. Selbstverständ-
lich kann jeder ProzeB, der in einem Computer abläuft, wenn man von der Verarbei-
tungszeit absieht, auch mit anderen, konventionellen Mitteln durchgeführt werden,
so daß die Grenze, wo sich noch monetärer Nutzen nachweisen läßt und wo nicht, mit
Genauigkeit nicht zu ziehen ist. wie sc~~~er-ab~~ttä~--~.~~umF-----~
schlägt, möge folgende kurze Betrachtung zeigen. In Abschnitt 3.1 (Tabelle 3.1.6)
ist die Verteilung der installierten internen technischen Leistung je Erwerbsper-
son lAdd/sec'Ew~7 in den Wirtschaftsbereichen aufgeführt. Geht man davon aus, daß
einerseits von der Additionsleistung der Zentraleinheiten der Computer als effekti-
ve Leistung für Additionen nur ein Bruchteil der installierten Leistung verfügbar
ist (Auslastungsgrad,Wirkungsgrad infolge maschineninterner Operationen) und ande-
rerseits die im Computer verwendeten Algorithmen umständlicher sind als bei Hand-
rechnungen (ungenutzte:ilStellen t Multiplikationsalgorithmen usw.), so kann man eine
Addition in der Rechenmaschine unabhängig von ihrer Stellenzahl mit einer Addition
einstelliger Dezimalzahlen durch den Menschen gleichsetzen. 1)a ein Mensch im Zeit-
mittel kaum mehr als eine einstellige Addition/sec mit Hilfe einer Tischrechen-
maschine ausführen kannl ) ,zeigt sich, daß bereits heute in fast allen Wirtschafts-
bereichen, sofern die Computer tatsächlich genützt werden, mehr mit Computern ge-
leistet wird als alle Erwerbspersonen an Rechenleistung zustande brächten. Ganz be-
sonders deutlich ist dies im Forschungsbereich.
Wie schwierig, wenn nicht unmöglich es tatsächlich ist, im Bereich informativer Zu-
sammenhänge quantifizierte Nutzenbetrachtungen anzustellen, zeigt auch eine analoge
1) Steinbuch /7/ gibt 20sec für eine l2-stel1ige Operation an
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Betrachtung des Nachrichtentransportes /8/. Der Aufwand, den z.B. ein Fernge-
spräch einspart, um dieselbe Nachricht anstelle eines Boten zu übermitteln, läßt
sich leicht und quantifiziert bestimmen. Hat der Fernsprechverkehr aber einen sol-
chen Umfang angenommen, daß alle Erwerbstätigen für denselben Nachrichtenflul Bo-
tendienste leisten müßten, wird diese quantifizierende Betrachtung ersichtlich un-
sinnig.
Hinsichtlich des Einsatznutzens von Computern ist selbstverständlich zu berück-
sichtigen, daß nicht nur die logischen und algebraischen Operationen durch Com-
puter automatisiert werden und damit zu Einsparungen führen können, sondern auch
eine Fülle von Routine-Schreibarbeit, die mit derartigen Operationen verbunden ist,
von Computern übernommen wird. Auch hier liegt natürlich eine Arbeitssubstitution
durch den Computer vor, die in den monetären Nutzen einbezogen werden muß.
Eine unmittelbare Umrechnung von Datenverarbeitungs- und Kommunikationsprozessen
-in-mone~ären-NUfzenTät-immer-nur -in-partIkulären Fällen möglieh;wOb-ei info-imi":'
tiver Nutzen oft außer Ansatz bleibt. Jedoch besteht kein Zweifel, daß die Menge
der in Computern verarbeiteten Information sowie die Menge der in den Kommunikations-
netzen übertragenen Information, charakteristische Größen für den informativen
Aspekt des Lebensstandards oder der Leistungsfähigkeit einer Wirtschaftseinheit dar-
stellen, deren Korrelationen mit anderen charakteristischen Größen untersucht wer-
den können (s.auch Kapitel 4).
Die Frage nach den unmittelbaren Einsparungen, die durch einen Computereinsatz er-
wirtschaftet werden können, läßt sich, wenn sie mit Genauigkeit beantwortet wer-
den soll, nur mit dem Instrumentarium einer Systemanalyse angehen /9,10,11,13,14/.
Das heißt, daß der Informationsfluß und die erforderliche Informationsverarbeitung
vor Einsatz des Computers erhoben und quantitativ beschrieben werden muß. An einem
so beschriebenen System kann etwa mit Hilfe der Simulations technik die Auswirkung
verschiedener EDVA untersucht und die ökonomischen Konsequenzen festgestellt wer-
den /15/. Bei derartigen Systemanalysen kommt man zu der Erkenntnis, daß man (von
Prozeßrechnern einmal abgesehen) von vier wesentlich voneinander verschiedenen
Klassen von Einsatzmöglichkeiten von Computern sprechen kann (s.Tabelle3.3.l). Dies
sind selbstverständlich bestimmte Klassen von Problemlösungen (s.auch /11/).
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Tabelle 3.3.1 Klassen von EinsatztnÖglichkeiten von Computern
(Problemklassen)
1. Datenverwaltung
Buchhaltung, Belegerstellung, Lagerhaltung, Bibliotheksverwaltung,
Lohnabrechnung, Betriebsabrechnung, Bilanzen, Statistiken
2. Modellrechnungenfür konstruktiven Entwurf
Statische, Dynamische, Thermodynamische, Elektrodynamische, Hydro-
und Aerodynamische, Nukleare Berechnungen
3o-~lanungsr_echnun&-en
Fertigungsplanung, Dispositionen, Netzplantechnik, Statistische
Trend-Analysen, Simulationen, Lineare und nit:htlineare Optimie-
rungen
-----44.------Kat.hema-t'i-sc-h..-wissenS-Chaftl1 che IIntel1uchunjen
Modellerarbeitung und Modellrechnungen für natur- und gesellschafts-
wissenschaftliche Probleme
Nur bei den Klassen 1 und 2 desComputereinsatzes hat man Aussicht, einen mone-
tären Nutzen im Vergleich zu Verfahren ohne Computereinsatz nachweisen zu können.
Die Datenverarbeitung in diesen beiden Problemklassen ist meistens aus Gründen
der Wirtschaftsgesetze oder des organisatorischen und technischen Standards ent-
weder notwendig oder üblich, so daß in Unt:ernehmennur das "Wie" dieser Daten-
verarbeitung in Frage steht. Das heißt, der Ablauf dieser informativen Prozesse
steht praktisch festundbeeinflußt, was die Klasse der Datenverwaltung angeht,
die übrigen Prozeßabläufe nicht, und was die Klasse der konstruktiven Modellrech-
nungenangeht, nur die technisehen Spezifikationen, nicht aber organisatorische
Prozeßabläufe.
Mit anderen Worten, die Verwaltung der ex-post-Daten der Problemklasse 1 kann
langsam oder schnell, selten oder häufig geschehen. In jedem Falle kann man bei
dieser Art der Datenverarbeitung, die zur Beschreibung geschehener Prozeßabläufe
dient, systemanalytisch untersuchen, welche Methode ~.B.mit oder ohne Computer)
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in einem konkreten Fall ökonomischer ist. Den Ablauf von Modellrechnungen der
Problemklasse 2, bei denen im allgemeinen ganz bestimmte Rechenverfahren ver-
wendet werden, kann man ebenfalls systemanalytisch vergleichen, so daß sich
auch hier gegebenenfalls ein monetärer Nutzen elektronischer Datenverarbeitung
erweisen läßt. Aber bereits bei der Problemklasse 2 kann der Nutzen elektro-
nischer Datenverarbeitung auf einem ganz anderen Gebiet liegen, nämlich etwa
bei präzisierten Spezifikationen, die zu bemerkenswerten Materialeinsparungen
führen, oder bei ganz neuen technischen Lösungen, für die Modellrechnungen ohne
Computer praktisch ausgeschlossen sind (z.B.fortschrittliche Brückenkonstruk-
tionen, Flugzeuge, Kernkraftwerke, Computer). Daß in solchen Fällen der Co~
putereinsatz sich in mikro- oder makroökonomischen monetären Nutzen umsetzen
kann, ist ganz offensichtlich. Aber hier liegen bereits außerordentliche
Schwierigkeiten für eine Quantifizierung dieser Erscheinung.
-~ei-aenoeiaenPro1:iTemkl~issen3und 4, den Planungsrechnungen und wissenschaft-
lichen Untersuchungen werden dagegen die Schwierigkeiten zur quantitativen Be-
schreibung eines monetären Nutzens nahezu unüberwindlich. Planungsrechnungen
zielen darauf ab, über die verschiedenen Stufen der Leitungstätigkeit Prozeß-
abläufe zu beeinflussen /18/. Solange derartige Planungsrechnungen nicht dazu
--------'
dienen sollen, Hauptziele von Systemen (Unternehmen, Verwaltungen u.ä.) zu be-
einflussen, sondern zur Rationalisierung der Zielverfolgung dienen, kann man
prinzipiell bei wiederholten Prozessen auf ein und dasselbe Ziel hin durch Syste~
analysen den monetären Nutzen der Planungsrechnung untersuchen. Bei Einsatz von
Computern für derartige "Routine-Planungsrechnungen" läßt sich im Prinzip eben-
falls systemanalytisch untersuchen, ob sich dieser Einsatz im gegebenen Fall zu-
sätzlich ökonomisch rechtfertigt. Der weitaus größte Teil solcher Methoden der
Planungsrechnungen ist jedoch so rechenintensiv, daß sie an den Computereinsatz
gebunden sind /19/. (Umfangreiche Lagerdispcsitionen, Netzplantcchniken, Lineare
Transportmodelle, Fertigungsdispositionen) • Das heißt, bei diesen Planungsrech...
nungen gehen ihre Anwendung in größerem Maße und der Computereinsatz parallel,
so daß sich zwar ein monetärer Nutzen durch Vergleich mit und ohne Einsatz die-
ser Verfahren fallweise erheben läßt, aber kaum allgemein. quantifiziere werden
kann, weil hier nicht fest vor gegebene Prozeßabläufe durch Computer rationali-
siert werden, sondern ganz neue Prozeßabläufe eingeführt werden.
Sind jedoch Hauptziele einmalig (Projekte), so lassen sich auch die Auswirkun-
gen der Planungsrechnungen ztrRationalisierung der Zielverfolgung kaum noch
quantitativ untersuchen, weil Vergleiche fehlen. Dasselbe gilt für alle Planungs-
rechnungen, die der Rationalisierung der Zielfindung selbst dienen. Diese Metho-
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den haben gerade den Zweck, den gesamten Prozeßablauf durch veränderte Setzung
der Hauptziele zu beeinflussen, so daß auch hier die Effektivität ihrer Anwen-
dung im konkreten Fall mangels Vergleich nicht gemessen werden kann.
Schließlich liegt eine ganz besondere Schwierigkeit darin, daß für Informationen,
die zur Steuerung und Beobachtung komplexer Systemabläufe durch Datenverarbei-
tung erzeugt werden, ihre Notwendigkeit, ihr Umfang und ihre Genauigk~it nicht
von allgemeinen und objektiven Kriterien abgeleitet werden kann, sondern dies
bestenfalls aus gegebenen Zielen, Zwecken und verfügbaren Mitteln folgt. Das
heißt für alle Informationen, die zur "Management-Information" /20/ geharen und
damit zu einer rationalisierten "Prozeßsteuerung" komplexer Systeme führen kannen,
läßt sich eine allgemeine Nützlichkeit, sei sie schließlich monetär oder informa-
tiv,nicht objektiv nachweisen /21/. Dies folgt aus dem teilweisezweckhaften
(finalen) Charakter der Information.
Die Erzeugung wissenschaftlicher Information mit Hilfe der Datenverarbeitung,
Problemklasse 4, entzieht sich schließlich aller quantifiziert bewertenden Beur-
teilung, solange sich die wissenschaftlichen Ergebnisse nicht im Rahmen von Nutz-
wert-Analysen einordnen lassen. Dies geschieht nur in den seltensten Fällen. Hier
----------wH-d-d~nn~~ations_3_elti.nnzum alleinigen Ziel.Es ist dabei ganz evident,
daß die außerordentliche Steigerung des Informationsumsatzes in Computern zu der
beobachtbaren wissenschaftlichen Informationsexplosion in hohem Maße beiträgt.
Zusammenfassend läßt sich über die direkten Auswirkungen des Computereinsatzes
in Unternehmen sagen, daß sowohl der betriebswirtschaftlich besonders im Vorder-
grund stehende monetäre Nutzen als auch der informative Nutzen als m8gliche Aus-
wirkungen betrachtet werden müssen. Dabei hat der Infonnationsgewinn maglicher-
weise auf indirektem Wege auch monetär den graßeren Effekt. Da dieser Effekt aber
nicht notwendig (kausal) aus dem Informationsgewinn folgt, dürften zunächst nur
phänomenologische Betrachtungen zur Quantifizierung, etwa der gesamtwirtschaft-
lichen Auswirkungen, herangezogen werden kannen. Man kann aber auch daran denken,
wie oben angedeutet, den Informationsumsatz in Computern zu einem eigenständigen
Maßstab für Wirtschaftseinheitenheranzuziehen.
Es dürfte für jede genauere Nutzenanalyse des Computereinsatzes von sehr großem
Interesse sein, über das Einsatzspektrum der installierten Computer genauere
Daten zu erheben. In der deutschen Literatur finden sich Angaben, daß ca. 90 %
der Computer in Klasse 1 eingesetzt werden /22/. Dies kann natürlich nur auf den
Bereich der gewerblichen Wirtschaft und der Verwaltung zutreffen /16,23/, nicht
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auf den Forschungsbereich mit seinem erheblichen Kapazitätsanteil. In einer
kanadischen Arbeit /24/ wird zwar angegeben. wieviele Benutzer in den einzel-
nen Einsatzklassen Anwendungen verzeichnen, aber der zeitliche Anteil ist nicht
aufgeführt. Dasselbe gilt für den amerikanischen Bericht /25/. Zum Abschluß
dieses Abschnittes über die direkten Auswirkungen des Computereinsatzes in
Einzeluntemehmen werden einige charakteristische Aussagen aus der Literatur
wiedergegeben, anhand derer nochmals die Schwierigkeiten der Nutzenerfassung.
aber auch wenigstens die Größenordnung des monetären Nutzens.abgeseliätzt werden
kann.
H.Futh /26/ empfiehlt anstelle der problematischen Wirtschaftlichkeitsnachweise
von Computern den Verfahrensvergleich. Da "eine sofortige Kostensenkung meist
ohnehin nicht zu erzielen ist •••• und sich Personaleinsparungen erst in zwei bis
drei Jahren bemerkbar machen" (loc.cit.S.60). Der Verfahrensvergleich stellt
-Kost~n-utld--E-ins-~a~ungen-sßwie--a-l-le-n-i-chtmeßbaren Vor--und--N-acht-eit-e -geg~nüb-ey
und überläßt die Bewertung der letzteren der Geschäftsleitung.
Baldus und Grochla stellen in ihrem Memorandum /27/ von 1968 fest: "Die Versuche,
die Wirtschaftlichkeit der ADV zu ermitteln, stoßen allerdings auf große Schwie-
rigkeiten. weil sich zwar die Kosten der ADVA relativ genau ermitteln lassen,
---
die von ihr erbrachten Leistungen aber in vielen Fällen nur schwer quantifizier-
bar sind. Generell hat sich erwiesen, daß durch den Einsatz der ADVA Kostensen-
kungen bei den Datenverarbeitungsprozessen im Büro- und Verwaltungsbereich nicht
in dem vielleicht ursprünglich erwarteten Maße erreicht werden können."
Brandon /28/ stellt fest, daß zumindest in den USA mehr als 40 % der Computer-
installationen sich nicht ausgezahlt hätten. Der Hauptgrund sei: 1966er Hardware.
1963 Software und 1946er Anwendung. Für eine""Verbesserung dieser Situation ist
bessere Kenntnis des Top-Managements über Probleme und Möglichkeiten der Computer-
anwendung und bessere Systemanalyse der Computeraufgaben notwendig.
Nach /29/ hat ein McKinsey Bericht /25/ bei 2/3 von 27 untersuchten Firmen in
den USA festgestellt, daß die Computer nur für begrenzte Arbeiten de~ Datenver-
waltung eingesetzt werden und kaum die Kosten gedeckt haben. Bei dem restlichen
Drittel der Firmen lagen die Nutzen bei 130 % der Kosten.
In 113/ werden direkte Nutzen für einfache bankkaufmännische Operationen mit ei=
nem Faktor 2 (vermehrter Datendurchsatz bei etwa gleichem Personaleinsatz) an-
gegeben. Auf die Dauer ist dieser Faktor jedoch höher anzusetzen als bei diesen
ersten Beobachtungen.
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In /30/ gibt H.Futh eine sehr sorgfältige Systemanalyse für ein mittleres
Unternehmen der Elektro- und Texti1bereiche(1966: 8500 Beschäftigte, 300 Mio.DM
Umsatz, Computer: IBM 360/40 + 360/20) wieder. Der monetäre Nutzen wird ab dem
zweiten Einsatzj;ahr mit 1,3 und im fünften Einsatzjahr mit 2,3 angegeben. Dabei
liegt der Nutzen nicht bei Persona1einsparungen,sondern bei schnellerem Daten-
umsatz.
Miccio /31/ gibt in einem Beispiel Kosteneinsparungen durch Computereinsatz in
einem großen Unternehmen mit einem Faktor von rd. 3 an (absolut 120 000 $/Monat).
Trotz der noch undeutlichen Situation hinsichtlich einer quantifizierten Nutzen-
betrachtung der direkten Auswirkungen des Computereinsatzes können doch einige
vorsichtige Abschätzungen angestellt werden. Der gesamte Mietaufwand der 1967 in
der BRD installierten Computer betrug (s.Tabelle 3.1.10) rd. 1,2 Mrd.DM/a. Ninnnt
-man,-wie-in-Abs_chnit_t_2---&esJlgt~ den Gesamtaufwand für die elektronische Daten-
verarbeitung mit 4 Mrd./a an und hält sich an die in diesem Abschnitt zitierten
Faktoren des direkten monetären Nutzens von rd. 2, so läßt sich in erster Nähe-
rung ein gesamtwirtschaftliches Nutzenpotential in der Größenordnung von 8 Mrd.DM/a
abschätzen. Zweifellos ist dieses Potential heute noch nicht ausgeschöpft, wie
------die-sk-ep-t-i-sc4len---Zi-t-ii-t-e-zut"---Computenmtzu~ei&-e-n-t____'1berdie Größenordnung des
Nutzens allein ist schon eine wesentliche Aussage, weil damit auch gezeigt werden
kann, daß öffentliche Investitionen in die bessere Computernutzung im Milliarden-
maistab wirtschaftlich vertreten werden können. Ohne jede Frage ist aber das Pro-
blem der besseren Computernutzung vornehmlich mit dem Problem der verfügbaren
Problemlösekapazität verknüpft, mit anderen Worten mit dem Problem der verfügbaren
Fachleute und der verfügbaren problemorientierten Software. Dies scheint der
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4. Einige Beobachtungen bezüglich der Zusammenhänge Computereinsatz und Unter-
nehmensdaten (P.Jansen)
Beobachtungsobjekt für die folgenden Untersuchungen sind Unternehmen, die Compu-
ter einsetzen, wobei speziell die Beziehung zwischen Computer- und Unternehmen-
kennzahlen dargestellt werden soll. Dabei wird das Beobachtungsmaterial in mathe-
matisch analytischen Beziehungen dargestellt. Diese Beziehungen sind wie folgt
zu verstehen:
Solange kein Zusammenhang der Größen in der mathematischen Beziehung durch theo-
retische Untersuchungen des betrachteten Problemkreises abgeleitet und bewiesen
werden kann oder dieser nur als Hypothese vorliegt, stellen diese Beziehungen nur
"Erfahrungen" dar. Solche Erfahrungen gestatten jedoch Vermutungen über Zusammen-
-hänga~-ßtiitzen __H}1P_Qth~sen unA~_ind Bausteine für eine bessere Erkenntnis der be-
------------------~-----------~.--------- -------_ ..- ---------------
trachteten Zusammenhänge, auch wenn die beobachteten Beziehungen nicht unmittelbar
kausal sind, sondern lediglich phänomenologisch und später durch verbesserte Er-
kenntnis ersetzt werden müssen. Von diesen überlegungen ausgehend ist es gerecht-
fertigt, Beobachtungsmaterial zu untersuchen, das nicht allen gewünschten Anfor-
- - ---de-rung~n--e&t:-sp-~i.Ght.-.-------"-- _
Für die vorliegende Untersuchung lagen nur für eine beschränkte Anzahl von Unter-
nehmen, die Computer einsetzen, die Beschäftigtenzahl und der Umsatz (bei Ver-
sicherungen Bruttoprämieneinnahmen, bei Banken Bilanzsummen) vor 1). Anschaffungs-
termin und Auslastungdes Computers, die verfügbare Peripherie und eine größere
Zahl unternehmensspezifischer Kenngrößen wären zweifelsohne für Untersuchungen
wie diese von größtem Interesse. Wenngleich die Daten sorgfältig gesichtet wur-
den, konnten nicht alle Inkonsistenzen eliminiert werden. Beispielsweise beziehen
sich manche Angaben nicht genau auf dieselbe Zeit. Es wurde jedoch durchweg ver-
sucht, Daten von 196'7 zugrundezulegen sowie die Unt;ernehmen branchenweise aufzu-
gliedern. Die Beziehungen, die aus diesem Datenmaterial abgeleitet wurden, lassen
im allgemeinen noch keine allzu klaren Schlüsse zu. Für eine erste Orientierung
sind sie jedoch ausreichend.
l)Diese Daten werden auch in Abschnitt 3 zugrundegelegt
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Die Untersuchung der Beziehungen erfolgt mit Hilfe von Regressionsanalysen, wo-
bei am ersten Beispiel, der Versicherungsbranche, zu sehen ist, daß das Modell
einer Näherung des Datenmaterials durch Potenzfunktionen günstiger erscheint als
das durch lineare Funktionenl ). Der Korrelationskoeffizient der linearen Näherung
ist 0.36, derjenige der Potenznäherung 0.66. Es liegt nahe, im weiteren das Modell
mit den höheren Korrelationskoeffizienten zu verwenden. Bei der problembedingten
Streuung des Beobachtungsmaterials ist es nicht sinnvoll, eine Sicherheitswahr-
scheinlichkeit größer als 75 % zu fordern. Mit dieser Wahrscheinlichkeit führt eine
neue Stichprobe zu der im Rahmen des zugeordneten Konfidenzintervalls selben Aus-
sage. Im Einzelfall wird, wenn nötig, das den Regressionsparametern zugeordnete
Konfidenzintervall angegeben, zum schnelleren Sichten des Materials sind die Re-
gressionslinien einschließlich der Linien für 75 % Sicherheitswahrscheinlichkeit
in Abschnitt 4.4 für die einzelnen Branchen ausgewiesen. Die gezeichneten Konfidenz-
in~~~v~lle sind durch die ~!~~Ii1Jl1~-T~~ll_~bY~c:!!~~!-t1ngl4!!c:!tung__(~ie~E!!!1E! y~~~e!l\1~-
gen voraussetzt) bestimmt, das heißt, es liegt ein äußerst vorsichtiges Vorgehen
vor. Die Sicherheitswahrscheinlichkeit von 75 % entspricht dann einem 2 a-Konfidenz-
intervall. Vermutlich entsprechen die gezeichneten Begrenzungslinien einer höheren
Sicherheitswahrscheinlichkeit. Kann angenommen werden, daß die Unternehmen um die
Regress ions linie normalvertei1t _sind ,-_al1t_s_p-r_e_c_hen_die_~j!gt"euz-ungaliniea-einer--~----
cherheitswahrscheinlichkeit von über 95 %. 75%ige Sicherheitswahrscheinlichkeit ist
dann bei etwa halb so breiten Konfidenzintervallen gegeben.
Zur Anwendbarkeit der Regressionsanalysen auf dieses Datenmaterial sei darauf hin-
gewiesen, daß einige grundsätzliche Schwierigkeiten bestehen, die die Aussagekraft
hp.p.intr~chtigp.n. Es ist sehr wahrscheinlich, daß sich die Streuung der Unternehmen
um die Regressionsgerade entlang der Regressionsgeraden verändert. Das benutzte Ver-
fahren setzt jedoch gleiche Streuungen voraus. Darüber hinaus werden die Aussagen
von multiplen Regressionen mit zunehmender Abhängigkeit der erklärenden Variablen
untereinander unsicherer. Eine solche Abhängigkeit liegt teilweise vor; in solchen
Fällen wird näher darauf eingegangen. Zum Verdeutlichen von Tendenzen im Datenmate-
rial sind die Methoden immerhin geeignet, auch wenn die absoluten Angaben schon we-
gen der Unsicherheiten im Datenmaterial von untergeordneter Bedeutung bleiben müssen.
1) Lineares Modell y • a + b x
Modell mit Potenzfunktion log y .. log a + b • log x -.. y • a • xb
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4.1 Zu Computerleistungsgrößen
Bei dem Versuch, Beziehungen zwischen Computereinsatz und Unternehmensgrößen
zu erhalten, müssen die ersten überlegungen der Frage gelten, wie der Computer-
einsatz charakterisiert werden kann. Es wurde bereits darauf hingewiesen, daß
bei der zugrundeliegenden Erhebung nur die eingesetzte Computerart registriert
wurde, jedoch nicht Aus1astung, Software oder Peripherie. Trotz der hieraus fol-
genden Ungenauigkeit der Kennzeichnung des Computereinsatzes gilt es, die Compu-
terart ordina1 darzustellen und zu wichten. Es muß also irgendeine Größe für die
Computerleistung stehen. Zur Bestimmung einer Computerleistungsgröße wurden viele
Uber1egungen angestellt. Es soll hier auf die Uber1egungen von K.E.Knight /2/
Bezug genommen werden, der für fast alle gängigen Computer für kommerziellen und
für wissenschaftlichen Prob1emmix eine Vergleichsgröße in Operationen/~sec er-
_arbeitet hat. Setzt man diese Größen in Beziehung zu den Additionen/~sec der-
s~-i~e~-&~chi~~n~-so-~r;ibt-;i-~h-b-~i-li~~-;~~~--Regressron-einKorr.elat1onsKoeflr;;;;
zient von 0.85 und bei linearer Regression der logarithmierten Daten von 0.80 im
Falle kaufmännischen Prob1emmixes und 0.85 bzw. 0.77 im Falle wissenschaftliehen
Prob1emmixes. Bei einem Stichprobenumfang von jeweils 81 Computern ist damit ge-
____ --lli&t-, daß die Größe Additionen/ ~sec ein für die Zwecke dieses Abschnittes aus-
reichendes Computerleistungskriterium ist. Diese Zusammenhänge sind auf den Seiten
4-il und 4-12 dargestellt.
Für die Branchen Versicherungen, Maschinenbau, Elektroindustrie und Chemie sind
Regressionen in Abschnitt 4.4 für jeweils die Leistungsgrößen Additionen/~sec,
Bits/~sec und 'Computermiete bezogen auf die Beschäftigtenzahl über der Beschäftig-
tenzahldes Unternehmens aufgetragen. Ein Beweis für die Gleichartigkeit dieser
Größen als Computerleistungsmaß ist hieraus nicht m6glich. Jedoch spricht einiges
dafür, daß der Marktpreis derComputermiete in erster Näherung eine Folge der Com-
puter leistung ist. Von Interesse ist hierbei ein Zusammenhang, den Grosch
zwischen der Leistung der Zentraleinheit eines Rechllers und seinen Mietkosten
fand: die. Mietkosten sind proportional der Wurzel aus der Leistung.
Im weiteren werden die Additionen/~secnach Abschnitt 2.2.3 als Leistungsmaß ver-
wendet.
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4.2 Unternehmensgröße und Computerleistung
Umsatz, Beschäftigtenzahl und Branchenzugehörigkeit sind auf der Seite der Unter-
nehmergrößen die Angaben, die bis jetzt erhoben werden konnten. In diesem Ab-
schnitt der Untersuchungen stehen sowohl Umsatz als auch Beschäftigtenzahl inner-
halb einer Branche als Näherung für die Größe eines Unternehmens. Nach einer Unter-
suchung der spezifischen Computerleistung pro Beschäftigten werden die Korrela-
tionen zwischen Computerleistung, Beschäftigten und Unternellmenumsatz diskutiert
und schließlich das vorliegende Computereinsatzspektrum gesichtet. Für diese drei
Untersuchungen gilt in ganz besonderem Maß, daß sie nur phänomenologische Fest-
stellungen sind und keine Schlüsse auf ursächliche Zusammenhänge zulassen. Analo-
gieschlüsse jedoch können auch aus phänomenologischen Feststellungen brauchbare
Ergebnisse liefern.
Interessante Beobachtungen ergeben sich aus der "pro-Kopf"-Computerleistung, ab-
härigrg--vonUnternehmensgrö$e und Branche. Die -Unt;rn~h~nsgröße wird hier inner-
halb der Branchen näherungsweise mit der Beschäftigtenzahl beschrieben. Die "pro-
Kopffl-Computerleistung wurde in Additionen/llsec und Beschäftigtem gemessen. In Ab-
schnitt 4.4 sind die Regressionsergebnisse für die erfassten Branchen dargestellt.
Eine Untersuchung der Korrelationskoeffizienten 111 ergibt bei allen Branchen,
--------_.._------ ----- ------- --------_ _--------------------_._- --_ _--_ .. _-- - -- _._-----_ _-- -- ------ - ------------------_ ..- - ------------------------
außer Bergbau, einen bezüglich der lCJ~Schranken signifikant von Null verschie-
denen Korrelationskoeffizienten. Sogar für die 2 o-Schranke signifikant von Null
verschieden sind die Korrelationskoeffizienten der Branchen Handel, Nahrung, Leder-
~lTaren, Steine und Erden sowie der Versicherungen. Da diese Aussagen auch von den
verschiedenen Mächtigkeiten der Stichprobe abhängen, sollen sie nicht als branchen-
spezifisch aufgefaßt werden. Es läßt sich jedoch folgenn, daß im allgemeinen die
"pro-Kopf"-Computerleistung mit der Größe des Unternehmens sinkt. Dies kann mehrere
Gründe haben. Zwei der wesentlichsten könnten sein:
a) In kleineren Unternehmen besteht häufig eine Computer-Uberkapazität, oder anders
ausgedrückt, der Auslastungsgrad der Computer ist relativ gering, was in den
Untersuchungen dieses Abschnitts ja noch Dicht berücksichtigt werden konnte.
b) Mit zunehmender Größe des Unternehmens wird die effektive Einordnung des Compu-
ters in das Betriebsgeschehen schwieriger. Sein Einsatz wird auf wenige markante
Anwendungsgebiete beschränkt und wird nicht Bestandteil einer integralen Ratio-
nalisierung.
Die Beobachtung scheint so interessant, daß weitere Untersuchungen zu diesem Thema
notwendig sind.
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Im übrigen zeigen die Regressionen Additionen/~sec und Beschäftigten über den
Beschäftigten für alle hier untersuchten Branchen, daß keine großen Unterschiede
zwischen den Branchen bezüglich des mittleren Leistungseinsatzes pro Beschäftig-
tem bestehen. Lediglich bei den Versicherungen und Banken scheint die mittlere
Computerleistung pro Beschäftigtem etwas höher zu liegen. Dieser Unterschied ist
jedoch nicht signifikant (s.a.Tabelle 3.1.6).
Ein Korrelationstest bezüglich der logarithmierten Daten, wobei für den Computer-
einsatzdie Additionen/~sec verwendet wurde, ergab für einige ausgewählte Branchen
die folgenden Korrelationskoeffizienten:
Umsatz Addition/~sec Addition/~sec Mächtigkeit der
Beschäftigte Beschäftigte Umsatz Stichprobe
Versicherungen 0.78 0.45 0.54 84
--Chemie Q~Ji8__ 0.55 0.55 73
------- ------------
Maschinenbau 0.90 0.63 0.64 87
Elektro 0.97 0.60 0.53 45
Aus der positiven Korrelation von Additionen/~sec und Beschäftigten ist zu sehen,
--daß-~I"Ö-ßeu--Unternehmen_auch_größex~C01Jll)uterhaben._(Da~se1b~_gi!~__~~~ für Com-
putermiete-Umsatz-Regressionen, s.Abschnitt 4.4). Dies ist zwar trivial, erschwert
jedoch die Analyse der unmittelbaren Computerauswirkung auf den Umsatz eines Unter-
nehmens. Da die Beschäftigtenzahl bekanntlich die Hauptbestimmende für den Umsatz
darstellt und wie aus der Tabelle ersichtlich, mit der Computermiete korreliert
ist, ist der unabhängige Einfluß der Computermiete auf den Umsatz sicher sehr viel
,J>
kleiner als durch den Korrelationskoeffizienten zu vermuten ist.
Der durch den hohen Korrelationskoeffizienten zwischen Umsatz und Computermiete bei
den Unternehmen dargestellte Zusammenhang läßt empirisch erkennen, welchen Klassen
von Unternehmensgrößen welche Klassen von Computergrößen zugeordnet werden können
13/. Als Unternehmensgröße steht hier mit guter Näherung der Umsatz und alsCOtnpu-
tergröße die Monatsmiete. Dieser Ansatz hat den Vorzug, daß auf das noch verblei-
bende Einsatzpotential bestimmter Computerklassen geschlossen werden kann, wenn der
Anteil der Bestückung mit Computern in der entsprechenqen Unternehmensklasse be-
kannt ist. Auf diese Weise können Computerklassen erkannt werden, die noch einen
besonders großen Absatzmarkt erwarten lassen. Für alle zu dieser Arbeit erhobenen
Branchen ist in Abschnitt 4.4 der Zusammenhang Umsatz, Computermiete dargestellt.
Da dieComputermiete eine jeweils bekannte vorgebene Größe ist, hingegen ihre Aus-
wirkung auf den Unternehmensumsatz aus den verschiedensten Gründen unsicher ist,
wird der Umsatz als Zielgröße gewählt. Daraus läßt sich ersehen,
a) die Streuung des Datenmaterials ist für alle Branchen ungefähr die gleiche
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b) die Zunahme der Computergröße mit der Unternehmensgröße ist für alle
Branchen signifikant.
c) Der Exponent für die Abhängigkeit zwischen Umsatz und Computermiete unter-
scheidet sich von Branche zu Branche nicht signifikant. Er beträgt ca. 0.5.
Die Tatsache, daß also die Computermiete dem Quadrat des Unternehmensum-
satzes proportional ist, sollte als Hypothese im Auge behalten werden.
Die Datenungenauigkeit und mangelnde Information über die Mächtigkeit der einzel-
nen Unternehmensumsatzklassen läßt es ratsam erscheinen, dieses Material noch nicht
zu einer Hochrechnung der }~rktchancen verschiedener Computergrößenklassen heran-
zuziehen, denn gerade die quantitativen Angaben der Regressionskoeffizienten sind
hierfür wichtig, aber zu ungenau. Die in den Regressionen in Abschnitt 4.4 einge-
zeichneten Kreuze, die sich auf die erhobenen Daten beziellen, können dem Leser
.j ~dochd~n_duen o.deranderen.interessanten Hinwe-is -geben-.
Mit den Bezeichnungen C für Computermiete, U für Unternehmensumsatz und L für
Computerleistung, läßt sich der Zusannnenhang nach Grosch aus Abschnitt 4.1
mit
C ,-.J L 1/2
und obiger Zusammenhang mit
C ~ U 1/2
darstellen. Man ist geneigt, daraus abzuleiten., daß
L ".,.; U
gelten müsse. Regressionsanalysen in den Branchen Versicherungen, Chemie, Ma-
schinenbau und Elektroindustrie, ergaben jedoch einen Zusammenhang
(2)
(3)
L U E (4)
für den E immer signifikant von 1 verschieden war und 0.5 in jedem Konfidenz-
intervall für € enthielt.
Dies heißt zunächst, daß das Grosch'scheGesetz (Gl.2) in den untersuchten Bran-
chen nicht gelten kann. Hierfür gibt es eine einfache Erklärung. Gr~ hat die
von ihm gefundene Beziehung aus der Betrachtung des gesamten Computerspektrums
abgeleitet. In einer Branche aber sind keineswegs alle Computertypen gleichmäßig
vertreten. Einzelne Typen fehlen überhaupt, andere Typen treten dagegen besonders
häufig auf. Darüber hinaus bedeutet C aus Gl.{l) die Miete eines Computertyps,
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während das C in Gl.(2) die Computermietsumme in einem Unternehmen darstellt.
Aus dem Datenmaterial ergibt sich, daß größere Firmen mehrere kleine oder mitt-
lere Computer anstelle eines Groß- bzw. Größtrechners benutzen. Dies kann meh-
rere Gründe haben. Erstens bringt der tlbergang zu einem Großrechner zunächst be-
trächtliche Umstellungs- und Anlaufschwierigkeiten mit sich, die bei einer Zu-
satzinstallation desselben Typs weitgehend fortfallen. Hier liegt ein Grund für
das in den letzten Jahren zu beobachtende Vordringen der aufwärtskompatiblen
Rechnerfamilien, wodurch diese Schwierigkeiten erheblich verringert werden konn-
ten. Zweitens ist das Grosch'sche Preis-Leistungsverhältnis der Zentraleinheit
eines Computers für die Einsatzplanung allein nicht maßgebend. Vielmehr sind Da-
tenverarbeitung ohne größere Gleitkommarechnungen und Datenerfassung Sch't-1erpunkte
beim Einsatz im kommerziellen Bereich. Hier bringt die schnellere Zentraleinheit
(ab einer gewissen Anlagenkonfiguration) keine angemessene Verbesserung, da die
-~Ve-r.arbe-itungsgesch't.rirldigk~it_gID:"c1L4Je~~~iJ'!!~ri~~!>~~t ~rmn~_ wird. Dr i t tens gibt
es noch keine nennenswerte Datenfernverarbeitung, so daß heute vielfach noch dort
ein kleiner oder mittlerer Computer steht, wo ein Datenendgerät mit Anschluß an
einen Großrechner (Teilnehmersystem) genügen würde.
Die Auswirkung des Computereinsatzes in Unternehmen kann man in dreierlei Stufen
darstellen.
a) Zunächst ersetzt der Computer funktionell gleichartige Arbeitsfaktoren, sei es der
Mensch oder ein Automat herkömmlicher Bauart. Durch seine überragende Schnellig-
keit und Fehlerfreiheit kann sich durch den Computereinsatz ein unmittelbarer
Nutzen eins.tellen, indem die Kosten für die Erledigung dieser A.,.1{tivitäten geringer
werden.
b) Sodann ermöglicht der Computereinsatz Probleme zu lösen, die ohne ihn nicht oder
nicht in diesem Ausmaß erledigt werden konnten. Laufende Erfolgskontrolle, fefn-
strukturierte Dispositionen, Analyse der Entwicklungstrends und Planspiele bezüg-
lich der Folgen verschiedener Entscheidungen sind nur einige der Stichworte, die
eine völlig neue Konkurrenzsituation eines Unternehmens erzeugen, wenn ein Compu-
ter diesbezüglich genutzt wird. Hierdurch wird ein mittelbarer Nutzen des Computers
frei, der, ähnlich dem unbestrittenen Nutzen des Telephons, für die Volkswirtschaft
ein Vielfaches jeglichen Aufwandes für den Computereinsatz ausmachen dürfte. Vor-
aussetzung ist allerdings, daß der Computer auch in dieser Weise genutzt wird.
c) Schließlich wird die Integration des Computers in ein Unternehmen dieses zu mancher~
lei Umorganisation und Folgerationalisierung veranlassen. Eine verbesserte Infor-
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rnationsstruktur wird die Folge sein und die Effektivität aller Produktionsfak-
toren erheblich steigern. Dies wirkt gegebenenfalls wachstumsfördernd.
Der Nutzen der Stufe a) kann durch Analyse des Computereinsatzes in einem Unter-
nehmen erhoben werden (s.Abschnitt 3.3). In diesem Abschnitt interessiert er nicht.
Der Nutzen der Stufen b) und c), der auf die Dauer den wesentlichen Anteil am Er-
folg der Computereinführung haben dürfte, kann jedoch nur in Verbindung mit der
wirtschaftlichen Umwelt erfaßt werden. Eine direkte Analyse der Unternehmen scheint
hier ohne Erfolg. Es soll deshalb versucht werden, den Nutzen nach b) und c) zusam-
men phänomenologisch aus einer gesamt-wirtschaftlichen Erhebung zu erfassen.
Um Ungenauigkeiten zu vermeiden unn möglichst eine Stichprobe zu erfassen, in der
sich Gewinntransfers einigermaßen ausgeglichen haben, bestand das Vorgehen in dem
Versuch, möglichst viele Unternehmen aller Branchen zu ein- und demselben Zeit-
punkt zu erfassen. Der Einfluß des Computers auf den Unternehmenserfolg kann dann
_ .._------_ ..__ - - ----_ ..__ .. _--- --------------- ----_ _-- --- _ _------_. -----_._----------_ _------_ .._- _..- _ _-_ .. __ . ----
aus diesem Datenmaterial errechnet werden, wenn sehr verschiedene Computergrößen
bei gleichartigen Unternehmen zur Anwendung kamen. Insbesondere sollten Unternehmen
ohne Computer mit untersucht werden. Um, wie gefordert, gleichartige Unternehmen
erkennen zu können,muß nach Branchen, Unternehmensgröße und nach ~dglichkeit eini-
_ __ge n wei teren Param~tetnunters_cllißden_J-T~rdeR,wLELOrg~ntsationssJ:ruk_tur_~ßadoIlali...
sierungsgrad und Anteil des Computereinsatzes in den einzelnen Funktionsbereichen
des Unternehmens. Natürlich wären auch die Ausbaustufen und der Anschaffungszeit-
punkt des Computers von Wichtigkeit. Was als Erfolg des Unternehmens bezeichnet
werden soll, mag strittig sein; für die Betrachtung des Ergebnisses der ganzen
Stichprobe ist jedoch der Umsatz eine brauchbare Größe. Mit Hilfe einer multiplen
Regression ist es möglich, den Zusammenhang zwischen Camputereinsatz und Unterneh-
mensumsatz von anderen Einflußfaktoren zu separieren. Wegen der zu Beginn von Abschn.
4.3 dargestellten Problematik gibt ein diesbezüglicher Zusammenhang keine Aussage
über die Ursache des Erfolges an. Für beides, den Computereinsatz und den Unter-
nehmenserfolg mag beispielsweise ein gutes Management mehr Ursache sein als der
Computereinsatz selbst.
Sofern es gelänge, die Organisationsstruktur bzw. den Rationalisierungsgrad der
Unternehmen zu quantifizieren, oder wenigstens ordinal darzustellen; dürfte zu erwar-
ten sein, daß ihr Beitrag zum Erfolg wesentlich höher wiegt, als die Größe des Com-
puters z. B.ausgedrilckt in Additionen Illsec. Bereits leichter zu erfassen und eben-
falls einen Teil bezüglich der Fortschrittlichkeit eines Unternehmens ansprechend,
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ist die Art und Anwendungshäufigkeit verschiedenster Problem-Software. Auch
hier erscheint es naheliegend, daß diese eine wesentlichere Rolle spielt für
die Größe des Nutzens nach b) und c) als die Schnelligkeit der Computer-Hardware
oder die System-Software. Letztere allerdings kann von Bedeutung sein, wenn sie
beispielsweise den Dialogverkehr über Terminals erm3g1icht.
Die Hypothese dieses Abschnittes lautet also kurz zusammengefaßt:
Der richtige Einsatz von Computern bedingt, insbesondere durch die Rationalisie-
rung der Arbeits- und Kommunikationsprozesse, eine wesentliche Erhöhung des Utt-
ternehmenserfolges.
Die Hypothese soll gestützt werden durch eine Betrachtung der Unternehmenserfolge
von außen. Die eben aufgezeigten Parameter, .die hierzu erfaßt werpen müssen,
liegen in dem Datenmaterial für diese Studie allerdings nicht vor. Da nur der
Unternehmensumsatz, die -CompuEer-ar1:--uoo-- aTe~ßesClia"ftilffEmzaln-c-sowü.~-ai-e--Brandl-en­
zugehörigkeit erfaßt sind, kann von einer multiplen Regression dieses Datenmate-
r.ials noch keine große S'tützung der Hypothese enTartet werden. Zudem erschwert äie
Tatsache, daß die erklärenden Variablen nicht vollständig unabhängig sind (s.4.2.),
die Analyse. Deshalb wurde eine multiple lineare Regression zwischen Umsatz, Addi-
tionsleistung und-Besch-äftIgtenzaI,.r-bisJetzt-nur-·-fürcrre-1:franchen-vers-icnerungen:;--
Maschinenbau, Elektroindustrie und Chemie als erster Anhaltspunkt durchgeführt. Es
sind die Ergebnisse der linearen Regression und der linearen Regression der loga-
rithmierten Daten für konstantgehaltene ßeschäftigtenzahlangegeben. CU = a·ADD+b·B





























DM, ADD in Additionen/~sec
Aus diesen Ergebnissen läßt sich wegen der bereits angedeuteten Ungenauigkeiten
noch für. keine Branche schließen, ob die Hypothese eine Bestätigung erfährt.
Ebenfalls kann noch nicht der Schluß gezogen werden, daß die Diskrepanz zwischen
der Erhebung und der Hypothese darauf hindeutet, daß der Computer in dem Unter-
nehmen noch uneffektiv eingesetzt wird. Fine ausführlichere Datenerhebung und spe-
ziellere Regressionsmethoden können möglicherweise jedoch die aufgestellte Hypothese
besser stützen.
4-10
Zum Abschluß dieses Abschnittes sei ein Gedanke näher erläutert, der von Bedeu-
tung sein könnte, wenn eine ausführliche Erhebung von Daten möglich wird. Der Ge-
danke geht davon aus, daß der Nutzen des Computereinsatzes für die Volkswirtschaft
wesentlich größer ist, als der Aufwand für die Computerentwicklung und Schaffung
der nötigen Infrastruktur. Der Nachweis dieser Hypothese könnte dann gelingen, wenn
der nachzuweisende Unternehmenserfolg durch Computereinsatz in seiner Auswirkung
auf das Sozialprodukt abgeschätzt werden kann und das noch verbleibende Potential
weiteren Computereinsatzes mit berücksichtigt wird. Dazu sind außerdem einige Annah-
men über die Einführungsrate der Computer in der Zukunft erforderlich. Ein Hinweis
für die Größenordnung des volkswirtschaftlich zu erwartenden Nutzens der Computer-
einführung erscheint dann möglich.
Wenn der volkswirtschaftliche Nutzen groß gegen den zu erwartenden Aufwand ist, je-
doch der Erlös aus dem Computerverkauf im Vergleich zum Entwicklungsaufwand klein
-ist,dann-sl)tttl!--die--C-6mlHjtl.n·en~wicKTuftg---entsprecr:-encr-ilirer-Beaeutung-ö-Uentlich ge-
fördert werden. Die angestrebte ausführliche Analyse soll außerdem Auskunft darüber
geben, in welchem Maße die Faktoren Computer-~entraleinheit,Peripherie, Problem-
Software, Anwendungsspektrum und Organisationsmodelle zum Computernutzen beitragen.
4.4 Regressionsergebnisse
Auf den folgenden Seiten werden die Regressionen, die in Abschnitt 4 untersucht
wurden, graphisch wiedergegeben. Die erste Branche, Versicherungen, ist am ausführ-
lichsten dargestellt, gefolgt von Chemisch~Industrie, Elektrotechnik und Maschinen-
bau. Weitere Branchen in alphabetischer Reihenfolge sind Banken, Bergbau, Eisen-,
Blech- und Metallwaren, Energiewirtschaft, Fahrzeugbau, Handel, Leder/Textil, Metall-
erzeugung, Nahrung/Genuß, Steine/Erden/Glas. Die Beschriftung der Koordinatenachsen
hat folgende Bedeutung:
U sind im allgemeinen Unternehmensumsätze, speziell bei Versicherungen Brutto-
prämieneinnahmen, bei Banken Bilanzsummen, in Mio.DM
B sind die Beschäftigtenzahlen in den Unternehmen
C sind die Computerjahresmieten in TDM
ADD sind Computerleistungsgrößen in Additionen/~sec
BIT sind Computerleistungsgrößen in Bit/~sec
Die nachfolgenden Abbildungen geben im allgemeinen lineare Regressionen der loga-
rithmierten Daten wieder. Werden lineare Regressionen der nicht logarithmierten
Daten zugrundegelegt, so ist dies in der Abbildung durch "linear" gekennzeichnet.
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5. Datenfernübertragung, Computerzentren und Computerverbund (W.Niedermeyr)
5.1 Einleitung
In Wirtschaft, Wissenschaft und Verwaltung übernimmt die Datenverarbeitung heute
eine Schlüsselstellung. Mit Computern kann man heute beispielsweise
sämtliche Konten einer Bank führen und jederzeit einen Abschluß vorlegen;
die Waren und Geldbewegungen eines Unternehmens registrieren und überwachen~
Steuern und Renten ausrechnen.
Mit anderen Worten, der Computer hat sein Haupteinsatzgebietbei nichtproduktiven,
streng determinierten Arbeitsabläufen, die sich häufig wiederholen. In diesem
Anwendungsbereich kann ein Nutzen der Computer, wie in Abschnitt 3.3 gesagt, system-
analytisch unmittelbar abgeschätzt werden. Ein gutes Beispiel hierfür bietet im
öffentlichen Dienst der Sektor Finanzverwaltung. Hier ist der Anfall gleichartiger
Eilchwiederholender Arbeiten besonders groß und der Vorteil der Datenverarbeitung
unmittelbar einsichtig. Nach Informationen des Bundespressedienstes vom April 1968
ist heute der Lohnsteuerjahresausgleich zu 91% automatisiert, bei der Einkommen-
steuerveranlagung sind es 67% und bei der Gewerbesteuer 63%~ Der Saaat beginnt da-
mit, sich die Möglichkeit einer aktuellen Steuerstatistik zu schaffen, die eine
unerlässliche Voraussetzung für eine wirksame Finanz- und Konjunkturpolitik dar-
st~l1t.
Im Abschnitt 3.2 wurde gezeigt, daß die Computereinführungsrate in der Industrie re-
lativ hoch ist. Dies bezieht sich aber auf die bisherige Anwendungsart im kommer-
ziellen Bereich. Von den in Deutschland installierten ca. 4.400 Computern sind
lediglich 7% (Diebold-StI1itistik vom 1. 7.68) in der Forschung und ein noch geringe-
rer Prozentsatz für Prozesse und Problemstellungen komplexer Art eingesetzt. Solche
Problemstellungen sind z.B.:




Diese Art von Computernutzung befindet sich heute in Industrie und Staat erst im Auf-
bau. Die grundsätzliche Bewältigung dieser Probleme setzen Einrichtungen voraus,
deren Vorhandensein für hochindustrialisierte Wirtschaften immer dringlicher wird.
Einige seien in diesem Zusammenhang erwähnt:
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Die Bewältigung des Verkehrs in großen Städten durch eine koordi-
nierte Verkehrssteuerung.
Die Kontrolle und automatische tlberwachung des Flugverkehrs.
Die staatliche Verwaltungsrationalisierung.
Der Aufbau größerer Informatinnszentren für volkswirtschaftliche Daten,
Gesetzgebung, Rechtsprechung, Bevölkerungsstatistik usw.
In der heutigen Zeit ist ein starkes Bedürfnis zu einer erhöhten Dynamik in
unserer Wirtschaft spütibar. Man braucht Bewegung in Richtung erhöhter Produk-
tivität und Wettbewerbsfähigkeit. Man erkennt angesichts des heute erreichten
Standes verfügbarer Methoden und Techniken der Steuerung komplexer Systeme die
besondere Bedeutung für eine rationalisierte Entscheidungsfindung, die auf
rechtzeitig verfügbarer und korrekter Information beruht. Damit erhöhen sich
die Chancen für eine erfolgreiche Führung eines Unternehmens deutlich. Daten
dfeser Art sind aber nicht nur aus dem Unternehmen selbst zu gewinnen, sondern
zum Teil auch aus der dynamischen Erfassung volkswirtschaftlicher Bewegungs-
abläufe. Bei all diesen Problemen zeigt sich als gemeinsamer Kern das Bedürfnis,
einen schnellen Zugriff zu der Fülle örtlich verstreuter Ereignisse und Fakten
zu haben, die einen Beitrag zu der jeweiis gestellten Frage liefern oder liefern
könnten. Technisch gesehen ist dies das Problem einer
ökonomischen Datenfernübertragung. Es gibt heute eine Reihe von Nachrichtenüber-
tragungsnetzen und einige wenige Datenübertragungsnetze, die aber sicherlich
nicht dem zu erwartenden Ansturm auf die Datenfernübertragungskapazitäten ge-
wachsen sein werden.
Ziel dieses Abschnittes 5011 es sein, kurz die bereits vorhandenen Netze zu
beschreiben und Überlegungen anzustellen, wie man alle vorhandenen Netze zu einer
einheitlichen Struktur zusammenführen könnte. Ist dieses Problem nämlich lösbar,
so könnten damit wirtschaftlich besonders wichtige Voraussetzungen auf staatlichem
und industriellem Gebiet geleistet werden, Um den Computer in diese neue Phase
der Anwendung überzuleiten, die eben skizziert wurde. Der Computer wird dann so-
wohl für die Erstellung eines solchen Netzes als auch die Auswertung und Ver-
dichtung der Daten zu globalen Führungszahlen oder Entscheidungskilfen eine tra-
gende Rolle spielen.
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Die Konzentration wichtiger Information an entscheidenden Stellen kann zu
einer vernünftigen Steuerung größerer, für den Einzelnen sonst nicht mehr
voll überschaubarer Systeme führen. Gezielte Maßnahmen aufgrund gut fundierter
Daten können zu/einem fundamentalen neuen Ansatz für die Organisation der indu-
striellenGesellschaft werden. Damit ist der Rahmen abgesteckt, in dem die Frage
nach der Förderung der Computer technik zu stellen ist.
5.2 Die Übertragungseinrichtungen
In fast allen gebräuchlichen Netzen der Nachrichtenfernübertragung bedient man
sich heute der Amplituden-, Frequenz- oder seltener der Phasenmodulation für
die notwendige &ommunikatiön über Rundfunk, Fernsehen und Fernmeldewesen und
sonstiger nicht ziviler Bereiche. Das grundsätzliche Prinzip ist die Über-
tragung der Nachricht über eine Trägerfrequenz
x (t) = a sin (wt + ~)
durch Veränderung des Parametersa,w oderq,.
Bei der Datenfernübertragung werden nicht Wechselstromsignale, sondern Bitketten
übertrag~n. Deshalb ist zuerst für die Datenübertragung das Telegraphienetz be-
nützt worden. Der Telegraphenverkehr basiert auf der Übertragung von Gleich-
stromimpulsen. Außerdem wurde hier bereits das Prinzip der Aufschlüsselung
von Datenzeichen in Binärcodes vorweggenommen (Morse-Alphabet). Auf der Telegra-
phenleitung wird ein belegtes Bit durch Stromfluß für die Dauer eines Strom-
schrittes ausgedrückt, umgekehrt fließt kein Strom für ein nicht belegtes Bit.
Die möglichen Übertragungsgeschwindigkeiten auf den öffentlichen Telegraphie-
netzen sind aber sehr begrenzt. Sie betragen 50 bit/sec, 75 bit/sec, 100 bit/sec
für den Fernschreiber, 200 bit/sec für ein speziell von der Bundespost für Daten-
fernübertragung eingerichtetes Datex-Netz. Da die hier erreichten Übertragungs-
geschwindigkeiten für viele Fälle nicht ausreichen, ist man dazu übergegangen,
die Impulse mit oben geschilderten Verfahren zu modulieren. Das heißt, bei der
Übertragung digitalisierter Signale findet vor der übertragung eine Modulation
und am Ende eine Demodulation statt. Die dafür eingesetzten Geräte werden Modems
genannt. Damit können über Telefonleitungen Übertragungsgeschwindigkeiten bis zu
2400 bit/sec und Kanal erreicht werden. Außerdem ergibt sich daraus eine praktische
L~wendung für Breitbandkanäle, indem man Niederfrequenzkanäle (Telegrafie,
Telefon) auf Hochfrequenzkanäle aufmoduliert (Frequenzmultiplex). Zum Beispiel
lassen sich auf einen 43 kHz Breitbandkanal 12 Telefonleitungen oder 288 Tele-
grafieleitungen (a 50 bit/sec) aufmodulieren.
Die verschiedenen Leitungsarten der Deutschen Bundespost für Datenfernüber-
tragung
Leitungen für Datenübertragung können nur innerhalb des eigenen Grundstücks
private, genehmigungsfreie Leitungen sein. Sobald jedoch Nachrichten außer-
halb eines solchen Geländes geleitet werden, sind Übertragungseinrichtungen der
Deutschen Bundespost notwendig. Dazu gehören die öffentlichen Wählnetze Datex,
Telex und Fernsprechnetz, ebenso festgeschaltete Leitungen, die von der Deutschen
Bundespost genehmigt, eingerichtet und vermietet werden (überlassene Leitungen).
Letztere können jederzeit zur Datenübertragung oder unter Umständen auch zum
Fernsprechverkehr von und zu einer bestimmten Gegenstation zur Verfügung stehen.
In Tabelle 1 und 2 sind die entsprechenden Gebühren zusammengestellt. Dabei ist
zu berücksichtigen~ daß Berechnungen der Gebühren zwischen den einzelnen Ent-
fernungsstufen durch lineare Extrapolation zu gewinnen sind.
Wenn man nun über das bei der vorgesehenen Datenübertragung geplante Datenvo-
lumen Bescheid weiß, kann man sich anhand der Formel
T = D/G
T = Zeit für Datenübertragung
D = Datenvolumen in bit
G = Übertragungsgeschwindigkeit in bit/sec
in Abhängigkeit von den jeweiligen Übertragungsgeschwindigkeiten die preislich
günstigste Verbindung aus den Tabellen ermitteln.
Berücksichtigt man die einmaligen Einrichtungskosten und die Kosten der Modems
bzw. Fernschaltgeräte nicht, ergeben sich die folgenden Kosten in Abhängigkeit
von der gewählten Entfernung.+)













Monatliche Kosten für öffentliche Wählnetze bei lOO-stündiger
Benützungsdauer und für überlassene Leitungen
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Eine schnelle Entscheidung für die zu wählende Leitungsart liefert eine
graphische Aufzeichnung der Tabelle 1 und 2 hinsichtlich der Kostengleich=
heit bei den verschiedenen Leitungsarten.
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Meist ist aber die Frage nach der Übertragungssicherheit und der Systemant-
wortzeit gleichgewichtig mit der Frage nach den optimalen Kosten. Sobald etwa
kurze Systemantwortzeit gefordert wird, kommen nur noch festgeschaltete Lei-
tungen mit ihrer stetigen Dienstbereitschaft in Betracht. Kurze Systemantwort
fordert auch gewisse effektive Übertragungsgeschwindigkeiten, die nicht mehr
von allen Netzen gebracht werden können.
Zusammenfassend kann gesagt werden: Eine Systemanalyse für ein Datenübertragungs-







6. Mittlere ßelastungen der Kanäle.
Diese Kriterien liefern bereits die Information für die zu wählenden Leitungen
und Verbindungsarten.Die Purikte 1, 2 und :3 bilden in vielen Fällen stark ein-
schneidende Bedingungen, so daß eine optimale Leitungsauslegung nicht mehr mög-
lich ist. Sind 1, 2 und 3 nicht sehr entscheidend für den Aufbau eines solchen
Netzes, so kann man sich durch Einschalten von Konzentratoren zur geeigneten
Gruppenbildung von Teilnehmern eine Optimalisierung hinsichtlich der Kosten und
Netzbelastung überlegen.
Für solche Berechnungen gibt es bereits Programme zur maschinellen Durchführung.
Als Beispiel sei das CNDP (fommunication Network .Qesign !rogram) der Firma IBM
genannt. Dieses 1360 Programm braucht als Eingabedaten:
- die Nachrichtenlänge der Ein- und Ausgabemeldungen
- die maximal zulässige Leitungsbelastung
- die Leitungsart und den Leitungskostenfaktor (Tabelle)
- die Übertragungsgeschwindigkeit
- den Ort der Datenverarbeitungszentrale
- die H-V Koordinaten der zu berücksichtigenden Orte, die aus der
Broschüre der Deutschen Bundespost "Verzeichnis der Fernsprech-
Ortsnetze in der BRD" zu entnehmen sind. (Damit werden Entfernungs-
und Leitungskostenberechnungen durchgeführt.
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Das Programm liefert als Ausgabedaten:
- die Leitungsführungen
- das Eingabe- und Ausgabenachrichtenvo1umen
- die Anzahl der Datenstationen
- die Entfernungen und Kostenangaben für das optimale Leitungsnetz
Störungen
In der Datenferniibertragung kann bereits eine sehr sch~vache kurzfristige Störung
eine Binärstelle verändern, so daß das Zeichen eine völlig andere Bedeutung er-
hält. Bei langsamer Übertragungsgeschwindigkeit wirken sich die Störungen nicht
so schnell aus wie bei höheren Geschwindigkeiten. Bei Telegraphenleitungen kann
~m Durchschnitt eine feh1erfiafte Binärstelle unter lOS bit auftreten. Bei Tele-
fonleitungen kann das Verhältnis im Durchschnitt schon bei 1:104 liegen.
Eine Übertragungsgüte von lO-3/bit ist fHr eine Kommunikation zwischen Henschen
durchaus ausreichend, da die sprachliche Verständigung mit großer Redundanz aus-
gestattet ist, um eine einwandfreie Nachrichtenvermittlung zu gewährleisten. Für
dIe Datenrerntibertragung ist aber eine fehlerlose Übertragung
Zu diesem Zweck sind Sicherungsverfahren geschaffen worden. Kombinationen mehre-
rer solcher Sicherungsverfahren erlauben es, nahezll 100 % aller Fehler zu erken-
nen. Da in den gewöhnlichen Nachrichtenübertragungen meist ein unterschiedliches
Sicherheitsverlangen der Information besteht, muß die Anwendung der Sicherungs-
verfahren in einem vernünftigen Verhältnis zum Sicherheitsbedürfnis stehen, denn
die zusätzlichen Sicherungen bringen großen finanziellen und technischen Aufwand
mit sich.
In fast allen Fällen von Datenübertragung ist man der Anforderung einer 100%igen
Fehlerlosigkeit des Datenmaterials gegenübergestellt. Nun sind aber die Sicherungs-
verfahren fast ausschließlich auf der Basis von "Blockcodes ll aufgebaut. (Ein
Blockeode ist ein Code, bei dem Folgen von n Kanalsymbolen oder n-tupe1 verwendet
werden.) Dabei werden nur bestimmte ausgewählte n-tupe1 verwendet. Das Problem,
eine Nachricht in kontinuierliche Signale zu codieren und dadurch die volle Kapa-
zität eines kontinuierlichen Kanals auszunutzen, hat erst in letzter Zeit einige
Aufmerksamkeit erlangt. Das derzeitige Wissen über den kontinuierlichen Kanal ist
vergleichbar jenem Wissen, das man von 10 Jahren über den diskreten Kanal besaß.
Insbesondere die Erfahrungstatsache, daß bei Telefonleitungen die Fehler vorwie-
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gend als Bündelstörungen auftreten (z.B.Blitzschläge dauern länger als die
Zeitspanne für ein Symbol) führt im kontinuierlichen Kanal auf große Schwie-
rigkeiten. Auf der Basis der Blockcodes sind gerade aber auch für diesen Fall
einige bemerkenswert gute Codes entwickelt worden (zyklische Codes). Bei hohen
Übertragungsraten ist also eine"wirksame Kontrolle über den gesendeten Infor-
mationsgehalt der Nachricht erst wieder nach der Demodulation gegeben, wenn
man einmal von den Telegraphienetzen absieht. Hier ist dann aufgrund der Kon-
stellation des Kanals bzw. des Endgerätes zu entscheiden, ob nur prüfende oder
selbstkorrigierende Codes einzusetzen sind. So kann z.B. bei einem Duplex-Kanal
ein prüfbarer Code verwendet werden. Tritt nach einem Blockende ein Fehler auf,
kann die Wiederholung des Blockes verlangt werden (Blockübertragung).
Betrachten wir jedoch die Übertragung von Satelliten aus, so ist hier die
Größenordnung der ~räte im Sender viel wichtiger, als die Größenordnung der
gesamten Anlage überhaupt. Hier ist also die Einrichtung für die Codierung mit
einem körrigierbaren System wahrscheinlich viel praktischer als Vorkehrungen
für eine nur entfernt kontrollierbare Wiederholung der Übertaagung. Die verwik-
kelten Verfahren für die Fehlerkorrektur können auf der Erde durchgeführt wer-
aen~ wo aie geraiemäaigen Beschiänkungen nur gering sind.
Zusammenfassend läßt sich also sagen: Die Sicherungsverfahren für einen kontinuier-
lichen Kanal sind sehr aufwendig und wenig effektiv. nie besten Prüf- und Korrek-
turverfahren sind für binäre Blockcodes entwickelt. Je nach Sicherheitsbedürfnis
können abgestufte Verfahren oder Kombinationen dieser Verfahren herangezogen wer-
den. (Paritätsbit, Kreuzsicherungsverfahren für Blockuöertragung, zyklische
Coaes usw.) Die bitserielle- oder auch parallele Verarbeitung eignet sich hin-
sichtlich der Prüfung auf Störungen besonders gut für Computer, so daß der Ge-
danke naheliegt, ein Übertragungsnetz zu schaffen, daß nur digital, d.h. in
diskreten Kanälen Nachrichten und Daten vermittelt. Dies würde noch einen weite-
ren Erfolg für die Sicherheit der Information beinhalten. Durch Störungen können
zwar einzelne bits stark deformiert werden, aber meist nicht vollständig zer-
stört, so daß durch zwischengeschaltete Verstärker die bit-Serie mühelos wieder
erstellt werden kann.
5.3 Die Puls-code-lforlulation (PCM)
Es wäre also wünschenswert, nicht mehr den Kanal den einzelnen Typen von Nach-
richten wie Rundfunk, Telefonie, Fernsehen, Daten usw. anzupassen, sondern in
den einheitlichen Kanälen jegliche Art von Informationsfluß digital zu überneh-
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men. Dazu müssen alle kontinuierlichen Signale diskretisiert werden. Hierfür
hat aber die moderne Meßtechnik die besten Voraussetzungen geschaffen. Man
kann heute sehr gut elektromagnetische Wellen periodisch abtasten und die be-
obachteten analogen Werte durch eine codierte Ansammlung mehrerer Pulse dar-
stellen, die der gemessenen Amplitude proportional sind. Dieses Verfahren ist
schon seit längerer Zeit als Puls-Code-Modulation bekannt und hat heute durch
die Verfügbarkeit entsprechender elektronischer Bauelemente den Ausbau wirt-
schaftlicher PCM-Systeme in Aussicht gestellt. In Verbindung mit den Verfahren
der Zeitmultipl~xtechnik, d.h. der zeitlichen Verschachtelung mehrerer Bit-
ketten von verschiedenen Werten, die eine hohe Auslastung des Kanals bewirken,
ist im gesamten Nachrichtenverkehrswesen ein zusätzliches großes Anwendungs-
potential geschaffen worden. Eingehende Versuche in USA und anderen Ländern
haben gezeigt, daß PCM-Systemeaufsymmetrischen Kabeln (Duplex) bei Entfer-
nungen von 15 - 40 km die billigste Lösung zur Schaffung von Übertragungswegen
bieten und alles deutet darauf hin, daß auch größere Entfernungen wirtschaftlich
interessant werden.
Die Zeitmultiplextechnik, praktisch das Analogon zurFrequenzmultiplextechnik im
-
kontinuierlichen V~nal, ist in den modernen größeren Rechenanlagen bereits sehr
stark vertreten (Teilnehmersysteme). Ebenso sind die damit zusammenhängenden Fra-
gen der Datensteuerung und Sicherung eingehend untersucht worden. Die Gemein-
samkeiten, die sich auf diese Weise zwischen Fernsprechvermittlungssystemen und
Datenverarbeitungssystemen ergeben, bringen einen großen Gewinn auf technolo-
gischer und programmtechnischer Seite für PC~f-Systeme.
Den Computer für die Steuerung aller in einem digitalisierten Netzwerk sich ab-
spielenden Vorgänge zu verwenden, ist das Ziel aller heute in Erprobung befind-
lichen Netzwerke dieser Art.
Fragen der Anpassung an gegebene Netze, deren Ausbau und bezogene Kosten
Die Frequenzmultiplextechnik wurde jahrelang als möglicherweise wirtschaftlichste
Lösung von Vermittlungsproblemen betrachtet. Schwierigkeiten mit der Pegelstabi-
lität und dem Nebensprechen beeinträchtigten aber diese Konzeption. Durch die
digitale Nachrichtenform werden übertragungs technische Schwierigkeiten und Neben-
sprechprobleme weitgehend verringert. Ein PCM-Netz kann sehr einfach über An-
passungseinrichtungen an Sprachfrequenzkanäle angeschlossen werden.
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Die Anpassungseinrichtungen enthalten Coderund Decoder. Sie sind viel ein-
facher aufgebaut als die Endeinrichtungen üblicher übertragungssysteme, da die
Takt- und Verteilungsfunktionen von der Vermittlungseinrichtung wahrgenommen
werden können. Es erweist sich deutlich, daß die Schnittstelle einfacher zu
gestalten ist als beim Übergang auf eines der klassischen übertragungssysteme
(z.B.Trägerfrequenzsystem).
Die derzeitigen Leitungskosten, d.h. die Kosten je Kanalkilometer, werden kaum
unter denen von Breitband-Frequenzmultiplexsystemen liegen, aber die Kosten für
End- und Vermittlungseinrichtungen werden bedeutend niedriger, so tdaS
eine Vermittlungsstelle mit PCM-Durchschaltung auch da zu rechtfertigen ist, wo
die anschließende Übertragung im Sprachband stattfinden soll oder muß.
Die Kosten für das Durchlaufen einer Vermittlungsstel~e in der heutigen Technik
wirken sich äußerst ungünstig aus. In der PCM-Technik stellen sie jedo~h einen. so
geringen Anteil an den Gesamtkosten dar, daß sie bereits durch eine relativ be-
scheidene Verbesserung der durch Verkehrszusammenfassung erzielbarenKanalaus-
nutzung kompensiert werden können. Ist man des Zwanges enthoben, Vermittlungs-
stellenmöglichst zu umgehen, teilweise sogar unter Inkaufnahme sehr schlecht
ausgenutzter Direktverbindungen, kann man eine wesentlich zweckmäßigere un.d öko-
nomischere Netzplanung ins Auge fassen.
Alle diese Überlegungen gelten natürlich gleichermaßen für Daten-, Video-, Rund-
funk- und sonstige Nachrichtensignale, da sie in einem solchermaßen konzipierten
Netz als einheitliche digitale Informationsflüsse vorliegen. Für die Systempla-
nung ist es sehr nützlich, daß die PCM-Technik Aussichten auf ein ausbaufähiges
Hochleistungsvermittlungssystem mit völliger Erreichbarkeit er5ffnet (unter
völliger Erreichbarkeit eines Vermittlungssystems versteht man die Eigenschaft,
daß vorbehaltlich einer berechenbaren inneren Blockierung jeder Ausgang von jedem
Eingang aus erreicht werden kann), etwa durch Anwendung von Assoziativregistern,
wie sie heute schon in Computern teilweise verwendet werden. Das bedeutet aber
auch, daß die gängige Unterscheidung zwischen Ortsknotenvermittlung, Vermittlung
für Fernverkehr, ankommenden Fernverkehr und Durchgangsfernverkehr weitgehend
verschwinden kann und eine allgemein verwendbare Gattung von Vermittlungseinhei-
ten verfügbar sein wird.
Die Fragen des Ausbaus und Einbaus von PCM in vorgegebene Netze sind naturgemäß
schwierig pauschal zu behandeln, da sich bei ,f.t~),al1en IYltUien sJ),de.llePx-obl@-
tne durch die Net;:ausle~ung und auch durch Eigenheiten des vorhandenen Vermitt-
lungssystems ergeben. Besonders bei der Einführung von PCM-Leitungen zur "oberen
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Netzebene" sieht man sich Investitionen in Trägerfrequenzeinrichtungen gegen-
über, die wirtschaftlich gesehen, nicht von heute auf morgen verdrängt werden
können. Der erste Schritt einer praktischen Einführung könnte darin bestehen,
die heute noch schlecht bestückten Verbindungswege hoher Verkehrsdichte mit PCM-
Verbindungen zu verstärken.
Für den Fall jedoch, daß man die Möglichkeiten des digitalen Netzes zum wirklich
wirtschaftlichen Einsatz der Datentec~nik nutzen will, muß man auf nationale
Ebene zu mindest das Gerippe eines derartigen Netzes bilden. Dies könnte mit
nicht allzu großen finanziellen Anstrengungen geschehen.
Zusammenfassend ergibt sich: Ein Nachrichtenübertragungsnetz auf PCM-Basis hat
eindeutige Vorteile gegenüber heute gebräuchlichen Netzen. Die Kostenentwick-
lung für PCM ist wesentlich günstiger, wenn man Erstinstallationen vergleicht.
Als zusätzliche Investition ist aufgrund der schnelleren Übertragllng.urtdweitaus
besseren Ubertragungsgüte bei wesentlich höherer Kanalauslastung ein hoher In-
vestitionsretum zu erwarten, der in absehbarer Zeit die vorher gemachte Inve-
stition mittragen dürfte. Mit der klassischen Ubertragungstechnik stehen wir aller
Voraussicht nach am Ende einer Entwicklungsreihe, während man bei PCM am Anfang
. einer recht ineressanten- und erfolgversIl'recheridenErifwicklung steht, die d.ie Mög-
lichkeit in sich birgt, dem zunehmenden Nachrichtenverkehr und der Forderung
nach größerer Vielseitigkeit gleichermaßen gerecht zu werden. Die Ermittlung ei-
nes optimalen Leitungsnetzes für irgendwelche Probleme der Daten- oder der Nach-
richtenübermittlung ist bei PCM nicht mehr nötig, da der vollständigen Erreich-
barkeit der Kommunikationspartner auch ein Optimierungsprinzip zugrundeliegt.
(Aufgrund der Schaltungs technik ergibt sich nämlich automatisch der jeweils mög-
liche optimale Weg). Die Übertragungsgüte ist auf allen Strecken gleich gut. Ein
Umstand, der für heutige UbertEagungsmedien durchaus nicht gilte SysteID~nalysen
für Datenfernverarbeitungsprobleme,wie sie heute teilweise manuell oder maschi-
nell erstellt werden, optimieren die Leitungswege und -kosten, berücksichtigen
aber dabei keineswegs das Sicherheitsverlangen der einzelnen Daten in gebührender
Weise. Eine Berücksichtigung dieses Sachverhalts würde eine Abhängigkeit der Lei-
tungswahl von der Nachrichtenart mit sich bringen, die der übliche Optimalisi~rungp-,
algorithmus nicht enthält. Da EntwicklUngen dieser Art in Deutschland nur von der
Bundespost wegen ihres Monopols betrieben bzw. in Auftrag gegeben werden kömen" genCgt
es in diesem Zusannnenhang auf die günstigere Kostenentwicklung bei PCM hingewie-
sen zu haben, denn Kostenreduzierungen müssen sich nicht unbedingt auf die Preise
niederschlagen, die für den Benutzer allein von Interesse sind.
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5.4 Wirtschaftliche Aspekte der technischen Planung im Nachrichtenwesen
Ein Hauptmerkmal des Nachrichtenwesens sind die erheblichen Investitionen für
technische Anlagen. In manchen Ländern sind sie so erheblich, daß sie einen be-
deutenden Faktor in der Gesamtwirtschaft des Landes darstellen. Ein Beispiel:
1966 investierte die Fernmeldeindustrie der USA etwa 4.8 Milliarden Dollar, das
sind ungefähr 8 % der von der gesamten US-rndustrie in Anlagen und Ausrüstung in-
vestierten Summe.
Es wird heute von niemandem mehr bezweifelt, daß Nachrichtenvermittlung und Da-
tenübertragung zu einer grundlegenden Infrastruktur der Gesellschaft geworden ist
und Kommunikationsnetze nicht eine rein geschäftliche Einrichtung darstellen,
die nur Gewinne zu erzielen haben, sondern auch eine gesellschaftliche Einrich-
tung, die jeden Benutzer so gerecht und so gut wie möglich bedienen müssen. Die
durchschnittliche Abschreibungsquote auf dem Gebiet der Nachrichtentechnik dürfte
im allgemeinen bei 5% liegen. Damit haben die Anlagen eine mittlere Lebensdauer
von 20 Jahren. Dies ist bei der sehr schnell fortschreitenden technischen Entwick-
lung zu lang. Das heißt aber, daß Altersstrukturen im Lichte-der technischen Ent-
- -
wicklung auf diesem Gebiet gesehen nicht akzeptabel sind. Die Leistungen dieser
einzelnen Anlagen sind hinsichtlich Ubertnagungsgüte und Geschwindigkeit und der
modernen Anforderung an Dienstleistungen beträchtlich verschieden.
Will man den zu erwartenden Ansturm auf Nachrichten- und Datenübertragungskapa-
zitäten in den kommenden Jahren einigermaßen gerecht werden, so bietet insbeson-
dere die sukzessive Einführung der PCM-Technik einige Aussicht auf Erfolg. Wie
schon angedeutet wurde, ist das Studium von Zeitmultiplexbetrieben in Computern
eine hervorragende Hilfe für die grundlegende Konzipierung größerer Peci-Systeme.
Vor allem können. Computer selbst für die Steuerung und Uberwac~ung von digitalen
Kommunikationsnetzen eingesetzt werden. Kompliziertere Netze verlangen eine auf-
wendige Ablaufsteuerung mit viel Schnellspeicherraumbedarf für Nachrichtenpufferung
undRechenprogrammen. Probleme dieser Art könnten erfolgreich auf sehr großen und
schnellen Rechenanlagen erprobt werden. In Zusammenhang mit Teilnehmersystemen an
Computerzentren sind einige Probleme dieser Art schon empirisch oder durch Ver-
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suche erfolgreich gelöst worden (Warteschlangenprobleme).
In Anbetracht der hohen Investition auf dem Kommunikationssektor ist die För-
derung von Teilnehmersystemen und Computerverbundzentren, die gleichzeitig neben
anderen Aufgaben (siehe nächster Abschnitt) als Testzentren für neu konzipierte
PCM-Systeme fungieren können, eine vorrangige Aufgabe.
Zusammenfassend ergibt sich: Eine Struktur wie hier vorgeschlagen, gibt auf-
grund der Vereinheitlichung der Kanäle die Möglichkeit, die zwei fundamentalen
Techniken (Nachrichtenübertragung und Datenfernverarbeitung) kooperativ weiter-
zuentwickeln, was die sorgfältige Klärung der Wechselwirkungen im Bereich der
zwischen diesen Techniken liegenden Schalteinrichtungen anbel~gt.Ist das Pro-
blem der Schnittstellen einmal gelöst bzw. genormt, so kann die Weiterentwick-
lungauf diesen beiden Sektoren unabhängig voneinander und ohne gegenseitige
Kompromisse vorangetrieben werden. Eine Trennung der Funktionen Nachrichten-
technik, Datenverarbeitungstechnik und digitale Ubertragungstechnik erhöht die
Flexibilität von Kommunikationssystemen und erniedrigt erheblich die Investitions-
kosten, da sich Entwicklungskosten des einen Sektors nicht auf die gesamte Struk-
tur auswirken, sondern entkoppeltsind.
5.5 Spektrum der An~endungsmöglichkeiten
Mit einem PCM-System, das vor allem völlige Erreichbarkeit von Komrnunikations-
partnern an beliebigen Endstellen garantiert, werden viele Probleme der "komplexe-
ren Problemstellungen" für Computer leicht lösbar. Einige Probleme sind in der
Einleitung angedeutet worden. Es sei hier noch eine weitere ~öglichkeit erwähn;,
die für die Frage nach Computerzentren von Belang ist.
Es wurde in der Einleitung gesagt, daß der Computer heute sein Haupteinsatzge=
biet in nichtproduktiven, streng determinierten Abläufen hat und besonders dort
erfolgreich angewendet wird, wo sich diese Arbeiten häufig wiederholen und der
Nutzen des Computews unmittelbar abgeschätzt werden kann. Letzteres trifft aber
für viele kleinere Computeranwender nicht zu, denn die Miet- oder Kaufkosten des
Computers bedingen eine gewisse Rentabilitätsschwelle.
Aus Erfahrung weiß man aber, daß., Unternehmen derselben Branche übereinstimmend
gleichartige Probleme haben und daß viele Aufgaben in allen Branchen im Prinzip
gleichartig sind, z.B. Lagerhaltung, Dispositionsverfahren, Buchhaltungswesen,
Lohn- und Gehaltsabrechnung und dergl. mehr. Dadurch ergibt sich ganz zwangsläu-
fig die Idee der kooperativen Nutzung von Computern. Die Konzentration in einem
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größeren Rechenzentrum, in der eine Reihe von Programmen so universell ausge-
legt sind, daß sie auch von Betreibern mit unterschiedlichen Größenordnungen
und unterschiedlicher Marktstrategie benützt werden können, ist heute in der
BRD schon an vielen Orten l:ealisiert. Die Rechner arbeiten ~ber häufig vielfa.ch oh-
ne Datenfernverm$.ttlung im batch....Betrieb. Der durch PCM ermöglichte "billigere" An-
schluß von Datenendgeräten könnte dazu verwendet werden, im Sinne eines "remote
batch processing" kleineren Unternehmen, die sich an der Rentabilitätsschwelle
einer EDV-Anlage befinden, einen Zugriff zu dem heute gebotenen Datenservice zu
verschaffen. Diese Datenverarbeitung außer Haus hat den Vorteil der Annony-
mität, da der Betreiber von Computerzentren nicht weiß, wer gerade "Teilnehmer"
ist. Ein Zusammenschluß dieser Art könnte auch finanzielle Resetven für
Problemsoftware-Erstellung freimachen, die einer gesamtstrukturellen Verbesse-
rung der· einzelnen Branchen dienlich wäre. Verschärfter Wettbewerb bei sinkenden
Gewinnspannen und steigende Kosten einerseits, zunehmende Konzentration mit er-
höhtem Kapitalbedarfund Geschäftsvolumen andererseits, lassen zwangsweise das
Interesse für moderne Methoden der Computeranwendung wachsen. Prohlemsoftware-
spezialisierungen auf einigeComputerzentren und deren Verbund setzen für die
C6mpüt-eranwe1fdung~an:z··neue.Akzente ;dessetfpraktischerNutzenaußer
Zweifel liegt. Wichtig ist nur, ob man hier wie bei allen anderen Dienstleistun-
gen einer modernen Gesellschaft zu einem befriedigendem Verhältnis zwischen
Nutzen und Kosten der Information gelangt.Auch in dieser Richtung kann sich die
Einführung eines PCM-Netzes vorteilhaft auswirken.
5.6 Ausbl~ck
Um eine Kosten- und Systemanalyse in größerem U~~ang mit verbindlichen Resultaten
durchführen zu können, müssen vor allen Dingen Fragen der Schnittstellen gelöst
und womöglich genormt werden. Bei PCM sind das im wesentlichen Frage der Abtast-
frequenzen und der Quantisierungsstufen der Abtastung. Während man bei Sprachver-
bindung mit 20-30 Quantisierungsstufen leicht auskommt, braucht man für Video-
signale 50 - 100 und für Farbvideosignale schätzungsweise 200-250. Diese Abstu-
fungsprobleme haben natürlich einen Einfluß auf die Art der Codierung und die Über-
traSungsrate. Flexibilität und Wirtschaftlichkeit erreichen bei einem integriar-
ten Netz ein Maximum, wenn die für einen Kanal vorgesehene Abtastfrequenz zu den
Abtastfrequenzen und Multiplikationsfaktoren, wie sie in anderen Teilen des Netzes
Verwendung finden, in einem geeigneten Verhältnis stehen. Hohe Wirtschaftlich-
keit und Flexibilität auf lange Sicht könnte dann zu erwarten sein, wenn die
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einzelnen Taktinformationen aus Parametern des Netzes abgeleitet werden können.
Bei einer Einigung auf nationaler oder internationaler Basis ist die Kompatibi-
lität mit bereits vorhandenen Kabeln zu berücksichtigen, da prinzipiell jedes
Übertragungsmedium mit entsprechender Bandbreite zur tJbermitt1ung von Digital-
signalen eingesetzt werden kann. Am interessantesten sind dabei die Koaxialkabel,
ebenso Hohlleiter und optische Systeme. Aufgrund der hohen Anlagenwerte, die in
heutigen Netzen investiert sind, kann nicht sofort ein PCM-gerechtes Systemkon-
zept ins Auge gefasst werden. PCM muß verträglich in bereits vorhandene Netze
eingeordnet oder überlagert werden. Damit kommt aber die gesamte Flexibilität
und Wirtschaftlichkeit nicht unmittelbar zum Tragen.
Die Fragestellung einer Kostenanalyse müßte demnach lauten, ob es in Anbetracht
der zu erwartenden Ansprüche an die Qualität und Qua~tität der Kommu~
nikationsnetze, der nicht voll "leistungsfähigen" PCM-Verbindungen und den
zusätzlichen Kosten für tJbergangsinsta1lationen zu vertreten ist, die jährlich
vorgesehenen Neuinvestitionen (ca, 5 Milliarden DM/Jahr) weitgehend für PCM-
Installationen zu verwenden.
In einer weiterführenden Studie ist beabsichtigt, dieses Problem in Verbindung
-mit-anderen interessierten und zuständigen Institutionen eingehendzuuntetsucneri.
Tabelle 1 Gebühren für Datenübertragung über 'telegraphenleitungen
Öffentliches Fernschreibwählnetz
I
FE!s~geschaltete Tel'egraphenleitungen Datex-Netz - Zeichenfehler-
(Telextlletz) . -5
ZEd~henfehlenrahrscheinlichk.l'10-5 wahrscheinlichkeit 1'10-5Zeichenfehlenrahrscheinlichk.2-4·10
Spalte 1 Spalte 2 Sralte 3 Spalte 4
Einrichtungsgebühr
I
je Hauptanschluß 90,-- 90,-- 75,-- 140
bzw.Endstelle
Monatl.Grundgebühr
je Hauptanschluß 30,-- 30,-- Fernschaltgerät 60
bzw.Endstelle I 40
Monat1. Kosten Monat1. Kos ten Mcm;at1. Kos ten Einmaliger Kosten-
bei 100 Uber- bei 100 Uber- für! festgescha1- ·zusenult1:ttr-fen.,.
tragungsstun- tragungsstun- tE!te Telegra- geschaltete Tele-
den 7.00 bis den 18.30 bis pheh1eitungen graphenleitungen
I
18.30 Uhr 7.00 Uhr .
Innerhalb des 1.200,-- 1.200,-- 7,50/kmOrtsnetzes
mehr als 1 km 1. 200,-- 1. 200,-- 15 -- 3.000,--, ,
bis 15 km 1.200,-- 1. 200,-- 63,-- 3.000,-- bis 50 km
mehr als 15 km 1.200,-- 1. 200,-- 93 -- 3.000,--, ,
bis 25 km 1.200,-- 1.200,-- lL2.5 -- 3.000,-- 3000,--
I '
mehr als 25 km 2.400,-- 1.620,-- lL7P,-- 3.000,--
bis 50 km 2.400,-- 1.620,-- 250,-- 3.000,-- mehr als 50 km
mehr als 50 km 3.600,-- 2.400,-- 300,-- 3.000,-- 4800,--
bis 75 km 3.600,-- 2.400,-- 38P,-- 3.000,--
mehr als 75 km 3.600,-- 2.400,-- 1..7:5,-- 3.000,--
bis 100 km 3.600,-- 2.400,-- 55~,-- 3.000,--
mehr als 100 km 3.600,-- 2.400,-- 820 -- 3.000,--; ,
bis 200 km 3.600,-- 2.400,-- 1.140,-- 6.000,-- kein güns tiger
mehr als 200 km 3.600,-- 2.400,-- 1. 24P,-- 6.000,-- Nachtge-bis 300 km 3.600,-- 2.400,-- 1.560,-- 9.000,--
mehr als 300 km 3.600,-- 2.400,-- 1.660,-- 9.000,-- bührensatz !
I
bis 400 km 3.600, ...- 2.400,-- 1. 98P,-- 12.000,--
mehr als 400 km 3.600,-- 2.400,-- 2.080,-- 12.000,--
bis .500 km 3.600,-- 2.400,-- 2. I"Op,-- 15.000,--









































































































































































6.15Q',-=- __ ._ 375.000,--
""
+)Bei 4-drähtiger Führung von Stromwegen, innerhalb des Ortsnetzes: Doppelte Gebühr.
Darüber hinaus erhöhen sich die Kosten tim DM 3,60 pro km.
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6. Schlußfolgerungen
In den Schlußfolgerungen über den Stand und die Entwicklungstendenzen beim
Einsatz elektronischer Datenverarbeitungsanlagen in Deutschland sollen einige
Punkte noch einmal besonders beleuchtet werden. Dies bedeutet natürlich nicht,
daß den Autoren andere in der Studie dargestellte Aspekte nebensächlich er-
scheinen. Es ist jedoch nützlich, sich bei dem gegenwärtigen Stand der Unter-
suchungen auf diejenigen Aspekte zu beschränken, die schon heute Sch1ußfolge-
rungen zulassen oder w~chtige Anregungen geben.
6.1 Entwicklung des COmputerbestandes in der BRD
Zu Beginn des Jahres 1968 waren in der BRD ca. 4000 Computer installiert mit
einem Jahresmietaufwand von insgesamt rd. 1,2 Milliarden DM. Der Gesamtaufwand
für die Computeranwendung muß auf 3-4 Milliarden DM geschätzt werden.
Von 1964 bis 1968 betrug die durchschnittliche jährliche Wachstumsrate der Com-
puterinstallationen 40 % und die des Gesamtmietpreises 30 %.
Es wird erwartet, daß 1975 in der BRD ca. 12 000 Computer mit einem Jahresmiet-
... aufwana von TM1lIlardenDM- instaniert sein werCien. De-r· Gesamtaufwand für die
Computeranwendung wird dann rd. 10 Milliarden DM betragen.
Die durchschnittliche jährliche Wachstumsrate in den Jahren 1968 bis 1975 wird
auf 14 % bis 20 % bei den Computerinstallationen und auf 12 % bis 16 % beim Ge-
samtmietpreis geschätzt. Eine Verlangsamung des Entwicklungstempos bei Anzahl
und Gesamtmietpreis ist also in den kommenden Jahren zu erwarten.
Die Entwicklung des Computerbestandes eines Landes kann nicht allein durch An-
zahl und Mietpreis charakterisiert werden. Eine weitere wichtige Größe ist die
interne technische Leistung, ausgedrückt durch Additionen pro ~sec bzw. durch
die vom ~rimärspeicher UDertragenen Informationsbits pro psec. Im Gegensatz aur
Anzahl und zum Gesamtmietpreis ist die gesamte interne technische Leistung in der
BRD von 1964 bis 1968 durch eine konstante relative Wachstumsrate gekennzeichnet.
Die jährliche Wachstumsrate betrug bei den Additionen pro ~sec 100 %, bei den
übertragenen Informatiünsbits pro l1see 80 X. Für 1968 bis 1975 wird bei den Addi-
tionen pro l1sec eine durchschnittliche jährliche Wachstumsrate von rd. 45 % und
bei den übertragenen Informationsbits von rd. 35 % angenommen.
Das unterschiedliche Wachstumsverhalten (Steigung und Krümmung der ~urven) von
Anzahl bzw. Gesamtmietpreis und gesamter interner technischer Leistung ergibt
sich daraus, daß der Zubau und der Ersatz von Computern stets auf einem gegenüber
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dem existierenden Computerbestand höheren technischen Niveau bei sinkenden
spezifischen Kosten erfolgt.
Die interne wirtschaftliche Leistung, ausgedrückt in Additionen pro DM, ist
ein Durchschnittswert und faßt die interne technische Leistung und den Miet-
preis in einer Zahl zusannnen. Diese Zahl gibt das Niveau wieder, auf dem sich
das Preis-Leistungsverhältnis des historisch gewachsenen Computerbestandes be-
wegt. Von 1964 bis 1968 hat sich die interne wirtschaftliche Leistung auf das
4 1/2-fache erhöht. Bis 1975 ist gegenüber 1968 eine weitere Stei~erung um den
Faktor 6 zu erwarten.
6.2 Strukturen des Computerbestandes in der BRD
Gliedert man den Computerbestand in der BRD nach Herstellern, so erhält man
folgendes Bild: Im Jahre 1964 hatten d-eutscheFirmenand~rAnzahlderinsta-l~
lierten Computer einen Anteil von 13% (Siemens + Zuse 11,5 %), amerikanische
Firmen 82% (IBM 66 %). Der derzeitige Stand ist für deutsche Firmen 14% (Sie-
mens + Zuse 13 %), für amerikanische Firmen einschließlich BullIGE 85% (IBM 57%).
Der Anteil der deutschen Firmen am Gesamtmonatspreis betrug 1964 11 % (Siemens
-- _ .....__.-
+ Zuse 9 %), der der amerikanischen Firmen B4 % (IBM 72 %). 1968 war der deutsche
Anteil auf 15 % (Siemens + Zuse 13 %) gestiegen. Der Anteil der amerikanischen
Firmen einschließlich BullIGE am Gesamtmonatsmietpreis betrug 1968 83 % (IBM 61 %).
Der Anteii der amerikanischen Firmen einschließlich BullIGE an der Additionsleistung
war 1968 80 % (IBM 47 %, CDC 10 %), an der Speicherübertragungsleistung 71 %
(IBM 50 %, CDC 5 %). Der Anteil der deutschen Firmen an der Additionsleistung be-
trug 1968 15 % (Siemens + Zuse 12 %), der an der Speicherübertragungsleistung
26 % (Siemens + Zuse 24 %).
Hinsichtlich der Altersstruktur des Computerbestandes gehörten 1968 2% der instal-
liertenComputer zur 1. Generation, 56 % zur 2. und 42 % zur 3. Generation. Die
technisch-ökonomische Lebensdauer eines Computermodells beträgt ca. 5 bis 7 Jahre.
Der Computerbestand in der BRD wuchs 1967 um 32 % (Nettoinstallationsrate). Be-
rücksichtigt man die 1967 erfolgten Ersatzinstallationen von 11 %, so ergibt sich
1967 eine gesamte Neuinstallationsrate von 43 %. Mit anderen Worten, die gesamten
Neuinstallationen waren 1967 zu 25 %Ersatz alter und zu 75 % Zubau neuer Compu-
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ter. Die Ersatzinstallationen werden in Zukunft eine immer größere Rolle spie-
len.
Von den am 1.1.1968 in der BRD installierten Computern hatten 89 % eine durch-
schnittliche Monatsmiete unter 36 TDM und 34 % eine durchschnittliche Monats-
miete zwischen 18 und 36 TDM. Der Anteil der Computer mit einer durchschnitt-
lichen Monatsmiete unter 36 TDM am Gesamtmonatsmietpreis betrug 1968 64 %, der
Anteil der Computer mit einer durchschnittlichen Monatsmiete zwischen 18 und
36 TDM betrug 43 %.
Der überwiegende Anteil der Rechner wird auf kommerziellem Gebiet eingesetzt.
Der Anteil der Prozeßrechner ist mit ca. 4 % noch sehr gering. Da ein großes
Wachstum dieses Anwendungsgebietes zu erwarten ist, wird die Entwicklung von
Prozeßrechnern in den nächsten Jahren zunehmend Bedeutung erlangen.
6.3 Vergleich mit der Computerbestandsentwicklung in anderep Ländern
i
Setzt man Anzahl und Gesamtmietpreis derComputerinstallationen in der BRD, in
der EWGund England und in den USA zueinander ins Verhältnis, so ergibt sich
heute die Relation 1:3:10.
Der Computerbestand wächst im Durchschnitt in Europa etwas schneller als in den
USA.
Bezogen auf das Bruttosozialprodukt betrugen die Computerjahresmietkosten 1966
in der BRD 2.5 %0. Obwohl dieser Anteil im Vergleich zu den übrigen EWG-Staaten
und England relativ hoch ist, ist er doch nur halb so groß wie in den USA. Die
USA erreichten den deutschen Promillesatz bereits vor 3 Jahren. Dieser zeitliche
Abstand wird sich in den kommenden Jahren kaum verkleinern lassen.
6.4 Computereinsatz in den Wirtschaftsbereichen der BRD
Die Haupteinsatzgebiete der Computer liegen zur Zeit im verarbeitenden Gewerbe,
gefolgt von der Kredit- und Versicherungsbranche sowie von Staat und Forschung.
Die prozentualen Anteile der Wirtschaftsbereiche an der Gesamtzahl, ~er Gesamt-



















Besonders niedrige Anteile hatten die Landwirtschaft (0.1 %) und das Baugewerbe
(1 %).
Die installierte technische Computerleistung ist zur Zeit in der Forschung mit
220 Additionen pro sec und Erwerbsperson weitaus am größten. Es folgen Mineral-
öl mit 80, Energie mit 40 und Versicherungen und Banken mit 25-30 Add/sec Ewp.
Der Anteil der Computermieteam Umsatz der Unternehmen schwankt über die Bran-
chen von 0,6 bis 2,5 %0. An der Spitze stehen der Bergbau, die Elektrotechnik,
Feinmechanik und Chemie.
Vergleicht man den prozentualen Anteil der einzelnen Wirtschaftsgruppen am ge-
samten Computermietwert mit ihrem prozentualen Beitrag zum Nettoinlandsprodukt,
___SQ _eJ."g~b~n~i.c:;h_ für 4il_~L '\Le]:'ar_b~itgn(le_ ~gW~J."be_ ungg~hr _gl~i.~h~_f~_0_z~Il~z_~1:l1~1), t\ir__
Banken und Versicherungen sehr viele höhere, für das Baugewerbe und die Landwirt-
schaft sehr viel niedrige Prozentzahlen beim Computermietwert als beim Netto-
inlandsprodukt.
Im Vergleich zu den USA und Westeuropa ist der prozentuale Anteil von Staat und
Forschung an den Computerinstallationen in Deutschland auffallend gering.
6.5 Einführungsrate der Computer in einigen Wirtschaftsbereichen
In erster Näherung läßt sich abschätzen, daß die Einführungsrate der Computer
in der Industrie bei 20 % und in den wichtigsten anderen Wirtschaftsbereichen
bei 50 % liegt. Vorausgesetzt ist dabei, daß keine Anwendungsbereichsvergröße=
rung eintritt.
Es läßt sich aus der Schätzung der Einführungsrate auf ein heutiges Einsatz-
potential von rd. 12 000 Computern schließen.
Aus dem Einsatzpotential folgt, daß in den nächsten Jahren der Anwendungsbereich
des Computereinsatzes wesentlich erweitert werden muß, wenn keine Sättigungs-
erscheinungen auftreten sollen.
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6.6 Auswirkungen des Computereinsatzes in Einzelunternehmen
Zuverlässige Untersuchungen über ökonomische und organisatorische Auswirkungen
des Computereinsatzes in Einzelunternehmen fehlen weitgehend.
Nach übereinstimmender Meinung vieler Fachleute werden die Computer heute noch
überwiegend auf kommerziellem Gebiet (Gehalts-, Betriebsabrechnung usw.) einge-
setzt. Dem Einsatz des Computers in der Unternehmens leitung (Management-Informa-
tions-Systeme, Anwendung der Methoden der Unternehmensforschung) stehen noch
große Schwierigkeiten entgegen, z.B. mangelnde Aufgeschlossenheit der Unterneh-
mensleitung, beträchtlicher finanzieller und informationeller Aufwand bei der Er-
stellung von Führungs- und Steuersystemen, starke Rückwirkung auf die Organisa-
tion eines Unternehmens. Ein Teil der SChwierigkeiten kann sicher durch verstärkte
Iriformation über die Anwendungsmöglichkeiten der Computer behoben werden. Darüber
hinaus müssen aber auf dem Gebiet der Management-Informations-Systeme noch grund-
sätzliche Forschungs- und Entwicklungsarbeiten (Datenbanken) geleistet und prak-
tische Erfahrungen gesammelt werden.
In erster Näherung kann das monetäre gesamtwirtschaftliche Nutzenpotential der
heute in der BRD eingesetzten Computer auf 8 Mrd.DM/a abgeschätzt werden. An die-
- ·---s~2Ahl mtiss~sich die Förderungsmaßnahmen orientieren.
-~._._--_.-
6.7 Zusammenhänge zwischen Unternehmensgröße und Computereinsatz
Zwischen der Unternehmensgröße (Unternehmensumsatz) und der Größe der einge-
setzten Computer (Computermiete oder Additionsleistung) ergab sich folgender
Zusammenhang: die Computergröße wächst ungefähr mit der Wurzel aus der Unterneh-
mensgröBe.
Das in dieser Untersuchung verwendete Leistungsmaß Additionen/~sec hat sich im
Vergleich zu komplizierteren Leistungsgrößen als ausreichend herausgestellt.
Die Tatsache, daß größere Firmen mehrere kleine oder mittlere Computer anstelle
eines Groß- bzw. Größtrechners benutzen, kann mehrere G1\ünde haben. Erstens
bringt der Ubergang zu einem Großrechner zunächst beträchtliche umstellungs-
und ~~laufschwierigkeiten mit sich, die bei einer Zusatzinstallation desselben
Typs weitgehend fortfallen. Hier liegt ein Grund für das in den letzten Jahren
zu beobachtende Vordringen der aufwärtskompatiblen Rechnerfamilien, wodurch
diese Schwierigkeiten erheblich verringert werden konnten. Zweitens ist das
Grosch'sche Preis-Leistungsverhältnis der Zentraleinheit eines Computers für
die Einsatzplanung allein nicht maßgebend. Datenverarbeitung ohne größere Gleit-
kommarechnungen und Datenerfassung sind Schwerpunkte beim Einsatz im kommerziel-
len Bereich. Hier bringt die schnellere Zentraleinheit (ab einer gewissen Anlageln-!
konfiguration) keine angemessene Verbesserung, da die Verarbeitungsgeschwindig-
keit durch die Peripherie bestimmt wird. Drittens gibt es noch keine nennenswerte
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Datenfernverarbeitung, so daß heute vielfach noch dort ein kleiner oder mitt-
lerer Computer steht, wo ein Datenendgerät mit Anschluß an einen Großrechner
(Teilnehmersystem) genügen würde.
Die Computerleistung pro Beschäftigtem nimmt allgemein mit der Anzahl der Be-
schäftigten ab. Die Gründe hierfür können erst in einer ausführlichen Studie er-
arbeitet werden, da es mehrere geben wird, über deren Gewicht hier noch nichts
ausgesagt werden kann. Solche Gründe wären etwa tlberdimensionierung der Computer
bei kleinen Unternehmen und pro Beschäftigten geringerer Anfall von Verwaltungs-
arbeiten, die auf den Computer gebracht werden, bei größeren Unternehmen.
In den Unternehmen werden neben Computern weitere Datenverarbeitungsanlagen ein-
gesetzt, wie Hollorith-, Buchungs-Fakturiermaschinen und Kleincomputer, die je-
doch nicht erfaßt wurden. Welchen Beitrag sie zur betrieblichen Datenverarbei-
tung leisten, sollte genauer untersucht werden.
In größeren Unternehmen muß pro Beschäftigten mehr Informationsarbeit (Planung,
Disposition) geleistet werden, um die betrieblichen Aktivitäten zu koordinieren,
als in den kleineren Unternehmen. Diese betriebliche Informationsverarbeitung
geht aber heute noch kaum über den Computer, da das qualifizierte Personal und
die Anwendungs-Software fehlen. -' ------ ------
In dem ~~ße, wie diese Management-Informations-Systeme entwickelt und in der
Praxis angewendet werden, kann sich obiges Bild (sinkende Computerleistung pro
Beschäftigten bei größeren Unternehmen) ändern.
Eine Auswirkung des Computereinsatzes auf den Unternehmenserfolg ließ sich
statistisch noch nicht nachweisen. Vermutlich gelten die folgenden möglichen
Gründe alle gleichzeitig: 1. die erhobenen Daten sind zu ungenau, 2. die Klassi-
fizierung der erhobenen Daten ist noch nicht ausreichend, 3. der Computer ist
noch nicht so rationell und lange genug eingesetzt, daß er spezifisch zum Unter-
nehmenserfolg beiträgt.
Die relativ größen Streuungsbereiche in den Regressionsanalysen dieser Studie
können verschiedene Gründe haben. Abgesehen von dem trivialen Grund ungenauer
Unternehmenskenngrößen, kann entweder 1. der Computereinsatz tatsächlich sehr
inhomogen sein, d.h. noch nicht allgemeinen ökonomisch-organisatorischen Regeln
folgen oder 2. die Einteilung der Unternehmen in Wirtschaftsbranchen für diesen
Zweck unzureichend sein, d.h. daß möglicherweise nicht produktbezogen, sondern
organisationsbezogen unterteilt werden muß. Diese Frage bedarf genauerer theo-
retischer und statistischer Untersuchungen.
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6.8 Datenfernübertragung und Computerverbund
Die Datenfernübertragung für Computer steht noch am Anfang.
Teilnehmer-Rechensysteme und Computerverbund werden eine immer größere
Rolle s;ielen. Die Vorteile sind, daß die Benützung der Programme auf den
Maschinen erfolgen kann, auf denen sie erstellt wurden, und daß Unternehmen ohne
eigene Datenverarbeitung die Vorteile eines Rechners direkt in Anspruch nehmen
können.
Die heutigen Kommunikationsnetze (Fernsprech-, Datexnetz) sind zwar prinzipiell
für die Datenfernübertragung bei Computern geeignet, benötigen aber komplizierte
elektronische Anpassungsmaßnahmen (Modems). Die Puls-Code-MOdulationstechnik
(PCM) bietet neben ihrer hohen Zuverlässigkeit und Wirtschaftlichkeit eine opti-
male Erreichbarkeit der Benutzer.
Der generelle tlbergang bei den Kommunikationsnetzen zur PCM-Technik hätte außer-
oraentlichweitreithertdeFolgertingenhinsichtlichderDatenfernübertragung und
der Möglichkeiten des Computerverbundes. Ein Abschätzen dieser M"öglichkeiten im
gesamtwirtschaftlichen Rahmen bedarf noch einer genaueren Systemanalyse.
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Nach der Bestandsaufnahme und der Abschätzung der zukünftigen Entwicklung soll
auf einige Schwerpunkte bei den zu empfehlenden Maßnahmen zur Entwicklung der
Computer und ihrer Anwendung hingewiesen werden.
Die Grenzen des heutigen Computereinsatzes liegen nicht zuletzt im Mangel an
Computerspezialisten und computerorientierten Fachleuten der verschiedensten
Gebiete. Deshalb muß die Ausbildung v()n Computerwissenschaftlern gefördert und
andererseits die Ausbildung aller übrigen Fachrichtungen stärker auf Computer
ausgerichtet werden. Von besonderer Bedeutung sind auch Systemanalytiker, die
die im Betrieb auftretenden Probleme untersuchen und sie für den Computer auf-
bereiten. Systemanalyse und Unternehmensforschung sind stärker zu fördern. Der
Bedarf an diesen Spezialisten beträgt bis 1975 etwa 10 nnnvvv.
Im Rahmen der Weiterentwicklung der Computer-Hardware erscheinen die Fertigungs-
techniken für moderne Computerbauelemente, die Entwicklung billiger, schneller
Großspeicher sowie Fortschritte bei Zugriffstechniken und Assoziationsspeichern
von Bedeutung. Eine interessante Entwicklung stellen auch Kleincomputer dar, die
als Endgeräte von Großcomputern insbesondere für die Datenerfassung immer wichti-
ger werden. Ebenso muß besonderer Wert auf die Entwicklung und Verbesserung der
peripheren Geräte gelegt werden. Weiterhin dürfte auf dem Prozeßrechnergebiet eine
Verkürzung der Antwortzeiten eine förderungswürdige Aufgabe darstellen.
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Auf dem Gebiet der Systemsoftware ist die Erstellung der Grundstruktur von Pro-
grammsystemen, die Organisation der Kommunikation zwischen Programmbausteinen und
der Ausbau der Möglichkeiten eines Dialog-Verkehrs vorrangig.
Der Einsatz der Computer kann besonders gefördert werden durch die Schaffung pro-
blemorientierter Software-Pakete (z.B.Integrierte Management Information Systeme)
und fachsprachlich orientierte Problemprogramme sowie einfach benutzbarer Daten-
banken hoher Auskunftsbereitschaft. Diese Entwicklung ist kaum ohne Zusammenfas-
sung der Kräfte auf einige Schwerpunkte möglich.
Der Frage des Nachrichtentransportes mit Vuls-Code-Modulation ist als Infrastruk-
turmaßnahme hohe Aufmerksamkeit zu schenken,
6.10 Schlußbemerkungen
Die Untersuchungen in dieser Studie l~ssen erkennen, daß die Einführung d~rc:()mp\1­
ter in der BRD einen beachtlichen Stand erreicht hat. Soll aus strukturpolitischen
tlberlegungen heraus der Marktanteil einheimische~ Firmen in einem vernünftigen Rah-
men ansteigen, so muß die bisherige Förderung von Computerentwicklungen durch die
Bundesregierung verstärkt werden. Darüber hinaus würde sich eine Erweiterung des
Computereinsatzes im öffentlichen Bereich auf die Computerindustrie in Deutschland
positiv auswirken.
Wenn die Computer gesamtwirtschaftlich optimal eingesetzt werden sollen, sind die
Anwendungsbereiche gegenüber heute erheblich zu erweitern. Dies bedarf einer kon-
zentrierten und schnell erfolgenden problemorientierten Software-Entwicklung sowie
der verbesserten Möglichkeiten des Zugriffs auf Computerkapazität (Datenfernüber-
tragung) und gegebenenfalls der Arbeitsteilung im Computereinsatz (Computerverbund).
Alle diese Probleme müssen stärker als bisher systemanalytisch untersucht werden.
