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1 Introduction
This work establishes the relationship between the two lapse functions in the Hassan-Rosen
(HR) bimetric theory when the equations are reduced to the spherically symmetric case.
The HR theory [1–4] is a nonlinear theory of two interacting classical spin-2 fields. It is
closely related to de Rham–Gabadadze–Tolley (dRGT) massive gravity, where one of the
metrics is frozen and taken to be a nondynamical fiducial metric [5–7]. Comprehensive
reviews of these theories can be found in [8, 9].
As shown in [4, 10], the ratio of the two lapses in the HR theory is a function of the
dynamical variables only. Without exactly knowing their relation in 3+1 formalism, one
cannot set up the initial value problem and evolve the equations of motion in numeri-
cal bimetric relativity. Here we evaluate the ratio of the lapses for the case of spherical
symmetry. The calculation is based on the evolution equations in standard 3+1 form [11].
Background
Similarly to general relativity [12, 13], the kinematical and dynamical parts of the metric
fields in bimetric relativity can be isolated using the 3+1 formalism. However, there are
two seemingly different paths in attacking the problem. One approach begins with the 3+1
split at the level of the action. This path is suitable for the Hamiltonian formulation and
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the canonical analysis of constraints [4]. The other approach starts from the 3+1 projection
of the field equations [11]. This is more in line with the initial value formulation of the
theory. The comparison of these two approaches is shown in Figure 1.
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Figure 1. Comparison between two approaches: (i) the canonical analysis of the constraints, and
(ii) the 3+1 projection of the bimetric field equations (together with the Bianchi constraints).
These procedures should and do yield equivalent results. The canonical analysis provides
a fundamental view on the structure and the relation between the constraints. On the
other hand, a direct 3+1 projection of the field equations is less involved (i.e., faster), and
more suitable as the starting point towards numerical bimetric relativity. In the rest of
the paper we traverse both paths in Figure 1. More specifically, the canonical analysis is
used to prove that the ratio of lapses only depends on the dynamical fields in the most
general case. The actual calculations in spherical symmetry will be based on the HR field
equations in standard 3+1 form.
The rest of this paper is structured as follows. We begin by stating the action, the
field equations, and the 3+1 decomposition of both the metrics and the square root in the
potential. We then investigate the relationship between the lapses using the constraint
analysis, and quote the basic equations that are used as a starting point. Subsection 2.2
states the bimetric conservation law (the so-called secondary constraint) for the case of
spherical symmetry, and establishes the evolution equation for the relative shift between
the two metrics, called the ‘separation parameter’. Subsection 2.3 presents the actual
derivation of the ratio of lapses. The paper ends with a short discussion of the result.
Action. The Hassan-Rosen action reads [1],
S =
∫
d4x
√−g
[ 1
2κg
Rg + Lmg
]
+
∫
d4x
√−f [ 12κf Rf + Lmf
]
− m4
∫
d4x
√−g
4∑
n=0
β(n)en(
√
g−1f), (1.1)
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where Rg and Rf are the Ricci scalars of g and f , respectively, κg and κf are the Einstein
gravitational constants for the two sectors, and β(n) are free parameters which are dimen-
sionless and scaled by m. The respective Lagrangian densities of the two matter sectors are
denoted as Lmg and Lmf . The ghost-free bimetric interactions are specifically constructed
using the elementary symmetric polynomials en in terms of the principal square root matrix
(g−1f)1/2 that represents a (1,1) tensor field [3].
Field equations. The bimetric field equations can be written,
Gg = κg(Vg + Tg), Gf = κf (Vf + Tf ), (1.2)
where Gg and Gf are the Einstein tensors of g and f , Tg and Tf are the stress–energy
tensors of the matter fields each minimally coupled to a different sector, and Vg and Vf
are the stress–energy contributions of the ghost-free bimetric potential, also known as the
bimetric stress–energy tensors.
The 3+1 decomposition. We assume that the metrics are in the usual 3+1 form,
g = −α2dt2 + γij
(
dxi + βidt
)(
dxj + βjdt
)
, (1.3a)
f = −α˜2dt2 + ϕij
(
dxi + β˜idt
)(
dxj + β˜jdt
)
, (1.3b)
where γij and ϕij are the spatial metrics, βi and β˜i are the shift vectors, and α and α˜ are
the lapse functions.
The square root. The ghost-free bimetric interactions are specifically constructed in
terms of the square root matrix (g−1f)1/2. The chief condition is the existence and unique-
ness of the real square root [3]. Upon 3+1 decomposition, the condition can be expressed
in terms of the affine related variables ni and n˜i via the mean shift vector qi,
qi := βi − αnj = β˜i + α˜n˜i. (1.4)
These variables are connected through ni = D ij n˜j , or in matrix notation,
n = Dn˜, n = e−1v, n˜ = m−1v, (1.5)
where D is defined in [14], e and m are the symmetrized spatial vielbeins of γ and ϕ,
while v is the boost vector of the Lorentz transformation that is used to symmetrize the
vielbeins ensuring the reality of the square root [11, 15]. Geometrically, these shift-like
vectors encode the separation (a relative shift) between the two metrics, which can equally
be parametrized by v. In other words, the variables n, n˜, and v are “three” sides of the
same coin. Note that D does not depend on the two lapse functions, and that D 6= e−1m
because of the overall local Lorentz invariance that was used to symmetrize the vielbeins.
1.1 Canonical analysis of the constraints
In the following two subsections we briefly summarize the constraint analysis of [4]. In
order to isolate the constraints, we need to eliminate one of the shift vectors, for instance
βi, in terms of one of the new variables, for example n˜i, using (1.4),
βi = β˜i + α˜n˜i + αnj = β˜i + α˜n˜i + αD ij n˜j . (1.6)
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Note that this choice is arbitrary. For this particular choice, the Lagrangian is linear in α,
α˜ and β˜i, and can be written,
L = piij γ˙ij + piijϕ˙ij + αC+ α˜C˜+ β˜iRi, (1.7)
where piij and piij denote the canonical momenta of γij and ϕij , respectively. The quantities
C, C˜, and Ri are defined in (1.39) and (1.40). Variation with respect to the lapse functions
and the shift vector gives rise to the constraints,
C = 0, C˜ = 0, Ri = 0. (1.8)
These equations depend on n˜i and varying the Lagrangian with respect to n˜i yields its
equations of motion,
Ci = 0, (1.9)
where Ci is defined in (1.39c). Equation (1.9) can in principle be solved for n˜i in terms
of the dynamical variables. After imposing that solution on (1.8), those equations depend
only on the dynamical variables.
Since the constraints are valid at all times, their time derivatives must vanish on the
constraint surface. This can be used to find an additional constraint. The time derivative
of a quantity is determined by its Poisson bracket with the Hamiltonian,
H = −
∫
d3x
(
αC+ α˜C˜+ β˜iRi
)
. (1.10)
From this we see that the time derivatives of the constraints involve Poisson brackets of
the constraints with each other. These brackets are computed in [4] and read,
{Ri(x),Rj(y)} = −
[
Rj(x)
∂
∂xi
δ3(x− y)− Ri(y) ∂
∂yj
δ3(x− y)
]
, (1.11)
{C˜(x),Ri(y)} = −C˜(y) ∂
∂xi
δ3(x− y), (1.12)
{C˜(x), C˜(y)} = −
[
ϕij(x)Rj(x)
∂
∂xi
δ3(x− y)− ϕij(y)Rj(y) ∂
∂yi
δ3(x− y)
]
, (1.13)
{C(x),Ri(y)} = −C(y) ∂
∂xi
δ3(x− y), (1.14)
{C(x),C(y)} = −
[
C(x)ni(x) ∂
∂xi
δ3(x− y)− C(y)ni(y) ∂
∂yi
δ3(x− y)
]
, (1.15)
{C˜(x),C(y)} = C2(x)δ3(x− y). (1.16)
Here, the expression for C2 is a function of the phase space variables defined in (1.42).
Note that all of the brackets, except for (1.16), vanish upon imposing the constraints (1.8).
Therefore, it follows that,
C˙ = {C, H} ≈ α˜C2, ˙˜C = {C˜, H} ≈ −αC2, R˙i = {Ri, H} ≈ 0, (1.17)
where the symbol ≈ denotes weak equality, that is, equality on the constraint surface.
Since α and α˜ are nonzero and all expressions in (1.17) vanish on the constraint surface,
this means that we must have,
C2 = 0, (1.18)
which provides us with an additional constraint.
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1.2 Ratio of lapses in the canonical analysis
Since the constraint (1.18) must be valid at all times, it is necessary that C˙2 ≈ 0, where ≈
now denotes equality on the surface of all six constraints (1.8) and (1.18). Here we show
that the requirement C˙2 ≈ 0 gives a linear relation between the two lapses for the most
general case. The time derivative is given by,
C˙2(x) = {C2(x), H}
= −
∫
d3y
(
α(y){C2(x),C(y)}+ α˜(y){C2(x), C˜(y)}+ α˜i(y){C2(x),Ri(y)}
)
. (1.19)
We now consider each of the Poisson brackets that appear in this expression. In order to
compute them we use,
C2(x) =
∫
d3z {C˜(x),C(z)}, (1.20)
which follows from (1.16). We also use the Jacobi identity, {{A,B}, C} = {A, {B,C}} −
{B, {A,C}}. The final Poisson bracket in (1.19) can then be written,
{C2(x),Ri(y)} =
∫
d3z {{C˜(x),C(z)},Ri(y)} = −C2(y) ∂
∂xi
δ3(x− y), (1.21)
where (1.12), (1.14), and (1.16) have been used (see appendix A for the details). Note that
this means that this bracket vanishes on the constraint surface.
We turn our attention to the second bracket in (1.19). It can be written,
{C2(x), C˜(y)} =
∫
d3z {{C˜(x),C(z)}, C˜(y)}
=
∫
d3z
(
{C˜(x), {C(z), C˜(y)}} − {C(z), {C˜(x), C˜(y)}}
)
. (1.22)
From (1.13) and (1.14), it follows that the second term vanishes; hence,
{C2(x), C˜(y)} =
∫
d3z {C˜(x), {C(z), C˜(y)}} = −
∫
d3z {C˜(x),C2(y)}δ3(y − z)
= −{C˜(x),C2(y)} = {C2(y), C˜(x)}, (1.23)
where we have used (1.16). We see that this bracket is symmetric with respect to inter-
change of x and y. The first bracket in (1.19) can be dealt with in a similar way,
{C2(x),C(y)} =
∫
d3z {{C˜(x),C(z)},C(y)} =
∫
d3z {{C˜(z),C(x)},C(y)}
=
∫
d3z
(
{C˜(z), {C(x),C(y)}} − {C(x), {C˜(z),C(y)}}
)
. (1.24)
It follows from (1.15) and (1.16) that the first term vanishes weakly, implying,
{C2(x),C(y)} ≈ −
∫
d3z{C(x), {C˜(z),C(y)}} = −
∫
d3z{C(x),C2(z)}δ3(z − y) (1.25)
= −{C(x),C2(y)} = {C2(y),C(x)}. (1.26)
– 5 –
To summarize, we have,
{C2(x), C˜(y)} = {C2(y), C˜(x)}, (1.27)
{C2(x),C(y)} ≈ {C2(y),C(x)}. (1.28)
In order to compute these brackets, define the smeared constraints,
C2[ξ] :=
∫
d3x ξ(x)C2(x), C˜[η] :=
∫
d3y η(y)C˜(y), C[η] :=
∫
d3y η(y)C(y), (1.29)
where ξ and η are arbitrary localized smoothing functions. It follows that,
{C2[ξ], C˜[η]} =
∫∫
d3xd3y ξ(x)η(y) {C2(x), C˜(y)}, (1.30)
which means that if we compute {C2[ξ], C˜[η]}, we can extract {C2(x), C˜(y)}. The most
general expression for {C2[ξ], C˜[η]} is [10],
{C2[ξ], C˜[η]} =
∫
d3z
(
ξηA+ ξ Bi∂iη + η Ci∂iξ
)
, (1.31)
where A, Bi and Ci are some functions of the phase space variables. From (1.27) it follows
that this expression should be symmetric with respect to interchanges of ξ and η. In order
for this to be the case, we must have Ci = Bi. Consequently,
{C2[ξ], C˜[η]} =
∫
d3z
(
ξηA+ ξ Bi∂iη + η Bi∂iξ
)
=
∫
d3z ξη
(
A− ∂iBi
)
=
∫
d3z ξη (−Ωf ), (1.32)
where in the second step we use integration by parts. Here we have defined Ωf := −(A−
∂iB
i). Hence, we obtain,
{C2(x), C˜(y)} = −Ωf (x)δ3(x− y). (1.33)
We can use identical reasoning when computing {C2[ξ],C[η]}. Using (1.28) we get,
{C2(x),C(y)} ≈ −Ωg(x)δ3(x− y). (1.34)
The functions Ωg and Ωf depend on the phase space variables. We can now plug the
expressions (1.21), (1.33) and (1.34) into (1.19) to arrive at,
C˙2(x) ≈
∫
d3y
(
α(y)Ωg(x)δ3(x− y) + α˜(y)Ωf (x)δ3(x− y) + β˜i(y)C2(y) ∂
∂xi
δ3(x− y)
)
= α(x)Ωg(x) + α˜(x)Ωf (x) +
∂
∂xi
(
β˜i(x)C2(x)
)
. (1.35)
Note that the terms involving the shift vanish weakly, being proportional to C2 or its spatial
derivative. As mentioned, C˙2 ≈ 0, which implies,
αΩg + α˜Ωf ≈ 0. (1.36)
This yields the ratio of lapses,
α = Wα˜, W := −ΩfΩg . (1.37)
In conclusion, the requirement C˙2 ≈ 0 gives a linear relation between the two lapses.
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1.3 Bimetric field equations in standard 3+1 form
Here we highlight the second approach in Figure 1, where the evolution and the constraint
equations are obtained by projection of the bimetric field equations. After the projection,
the standard 3+1 evolution equations are [11],
∂tγij =Lβγij − 2αKij , (1.38a)
∂tKij =LβKij − DiDjα + α
[
Rij − 2KikKkj +KKij
]
− ακg
{
γikJ
k
j − 12γij(J
k
k − ρ)
}
, (1.38b)
∂tϕij =Lβ˜ϕij − 2α˜K˜ij , (1.38c)
∂tK˜ij =Lβ˜K˜ij − D˜iD˜jα˜ + α˜
[
R˜ij − 2K˜ikK˜kj + K˜K˜ij
]
− α˜κf
{
ϕikJ˜
k
j − 12ϕij(J˜
k
k − ρ˜)
}
, (1.38d)
where L denotes a Lie derivative, Kij and K˜ij are the extrinsic curvatures in the two
sectors, Rij and R˜ij are the spatial Ricci tensors, and Di and D˜i are the spatial covariant
derivatives compatible with γij and ϕij , respectively.1 The variables ρ, ji, J ij , ρ˜, j˜i, and J˜ ij
denote the normal, tangential and spatial projections of the effective stress–energy tensors
in the two sectors, which include both the contributions from matter and the bimetric
potential. These can be split into the bimetric contribution denoted by upper label “b”
and the matter contribution denoted by upper label “m”, for instance, ρ = ρb + ρm.
The constraint equations are,
κgC/
√
γ = R+K2 −KijKij − 2κg ρ = 0, (1.39a)
κf C˜/
√
ϕ = R˜+ K˜2 − K˜ijK˜ij − 2κf ρ˜ = 0, (1.39b)
κgCi/
√
γ = DkKki −DiK − κg ji = 0, (1.39c)
κf C˜i/
√
ϕ = D˜kK˜ki − D˜iK˜ − κf j˜i = 0, (1.39d)
Note that the constraints for the mixed projections (1.39c)–(1.39d) are algebraically coupled
by √γ jbi +
√
ϕ j˜bi = 0, which yields,
Ri :=
√
γ
{
κ−1g
(
DkK
k
i −DiK
) − jmi }+ √ϕ{κ−1f (D˜kK˜ki − D˜iK˜) − j˜mi } = 0, (1.40)
where jmi and j˜mi are the tangential projections of the matter stress–energy tensors only.
The last equation can be used as a replacement for either (1.39c) or (1.39d), where the
other becomes the equation of motion for v (or n or n˜). The contributions of the bimetric
stress–energy tensors can be expressed in terms of the following set of 3+1 variables,
{n,D,B,V,U,Q, n˜, D˜, B˜, V˜, U˜, Q˜, λ}. (1.41)
These variables, quoted in appendix B, do not depend on the mean shift qi in (1.4) or the
lapses α and α˜.
1Note that piij = κg−1
√
γ(Kij−K γij) and piij = κf−1√ϕ(K˜ij−K˜ ϕij). The indices are raised/lowered
by the metric in the respective sector.
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The additional constraint. In the 3+1 decomposition, we also have to assume specif-
ically that [16]:
(i) the matter conservation laws ∇µTgµν = 0 and ∇˜µTf µν = 0 hold, and that
(ii) the conservation law for the bimetric potential ∇µVgµν = 0 holds.2
The projection of ∇µVgµν = 0 gives the 3+1 form of the conservation law for the ghost-free
bimetric potential [11],
Cb = C2/
√
γ = Uij
(
Dinj − Kj i
)
+ U˜ij
(
D˜in˜j + K˜j i
)
−Di
[
Uijnj
]
= 0, (1.42)
which is equivalent to the additional constraint (1.18) obtained using the Hamiltonian
formalism [4]. Note again that the existence of this constraint is necessary for removing
the unphysical (ghost) modes.
2 Ratio of lapses in spherical symmetry
In this section we specialize to the bimetric sectors that share the same spherical symmetry
[18]. After stating the basic equations in standard 3+1 form, we go through the derivation
of the projected bimetric conservation law and establish the evolution equation for the
separation parameter p. In the end, starting from ∂tCb = 0 we find the ratio between two
lapse function by using the equations of motion and the constraints.
2.1 Basic equations
The general form of the metrics in spherical polar coordinates reads,
g = −α2dt2 +A2(dr + β dt)2 +B2(dθ2 + sin2 θ dφ2), (2.1a)
f = −α˜2dt2 + A˜2(dr + β˜ dt)2 + B˜2(dθ2 + sin2 θ dφ2), (2.1b)
where, from now on, α and α˜ denote the lapse functions, and (A,B, A˜, B˜) denote the
nontrivial components of the spatial vielbeins. Note that the metrics are not gauge fixed;
this is necessary to determine the general form of the ratio of lapses. The radial components
of the shifts are parametrized by the mean shift q and the radial separation p,
β := q + αA−1v, β˜ := q − α˜A˜−1v, v := pλ−1, λ := (1 + p2)1/2. (2.2)
In addition, we have the components of the extrinsic curvatures,
K1 =: Krr, K2 =: Kθθ = Kφφ, K˜1 =: K˜rr, K˜2 =: K˜θθ = K˜φφ. (2.3)
All these variables are functions of (t, r) to be solved for. The 3+1 variables from (1.41)
for the case of spherical symmetry are given in appendix C.
2Note that √−g∇µVgµν +
√−f ∇˜µVfµν = 0; see [17].
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To simplify expressions, we introduce R := B˜/B and define,
〈R〉nk := −m4
n∑
l=0
(
n
l
)
β(l+k)R
l, 〈R〉nk = 〈R〉n−1k +R 〈R〉n−1k+1 , 〈R〉0k = −m4β(k). (2.4)
This way, all the β(k)-parameters are kept inside 〈R〉nk .
The projections of the effective (total) stress–energy tensor in the g-sector are denoted
by ρ, jr, J1 := Jrr, J2 := Jθθ = Jφφ, and J = J1 + 2J2. Similar expressions are defined
in the f -sector. The nonzero components of the projections of the bimetric stress–energy
tensors Vg and Vf are given (C.14) and (C.15) in appendix C.
The scalar constraints (1.39a)–(1.39b) are,
(2K1 +K2)K2 +
1
A2
(
A2
B2
+ 2∂rA
A
∂rB
B
− (∂rB)
2
B2
− 2∂
2
rB
B
)
= κgρ, (2.5a)
(2K˜1 + K˜2)K˜2 +
1
A˜2
(
A˜2
B˜2
+ 2∂rA˜
A˜
∂rB˜
B˜
− (∂rB˜)
2
B˜2
− 2∂
2
r B˜
B˜
)
= κf ρ˜. (2.5b)
The vector constraints (1.39c)–(1.39d) are,
2
[
(K1 −K2)∂rB
B
− ∂rK2
]
= κgjr, (2.5c)
2
[
(K˜1 − K˜2)∂rB˜
B˜
− ∂rK˜2
]
= κf j˜r. (2.5d)
The last two equations can be recombined using the identity √γ jbr +
√
ϕ j˜br = 0,
κf A˜B
(
K1∂rB −K2∂rB −B∂rK2 − κgjmr
)
+
κgAB˜
(
K˜1∂rB˜ − K˜2∂rB˜ − B˜∂rK˜2 − κf j˜mr
)
= 0. (2.5e)
The radial separation parameter can be determined from (2.5d) as,
p = − 2
κgA˜B 〈R〉21
(
K1∂rB −K2∂rB −B∂rK2 − Bjmr
)
. (2.6)
The projection (1.42) of the bimetric conservation law reads,
Cb = A˜
(
K˜1 〈R〉21 + 2K˜2R 〈R〉12
)
+ 2AK˜2λR 〈R〉11
−A
(
K1 〈R〉21 + 2K2 〈R〉11
)
− 2A˜K2λ 〈R〉12
+ 2p
(
〈R〉11
A
A˜
∂rB˜
B
+ 〈R〉12
A˜
A
∂rB
B
)
+ λ−1 〈R〉21 ∂rp = 0, (2.7)
where p can be eliminated using (2.6).
The evolution equations for the spatial metrics are,
∂tA = −αAK1 + ∂r(qA+ αv), ∂tB = −αBK2 +
(
q + αA−1v
)
∂rB, (2.8a)
∂tA˜ = − α˜A˜K˜1 + ∂r(qA˜− α˜v), ∂tB˜ = − α˜B˜K˜2 +
(
q − α˜A˜−1v)∂rB˜. (2.8b)
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The evolution equations for the extrinsic curvatures are,
∂tK1 =
(
q + αA−1v
)
∂rK1 + αK1
(
K1 + 2K2
) − ακg{ J1 − 12(J − ρ)
}
+
(
∂rα
A2
∂rA
A
− ∂
2
rα
A2
+ 2 α
A2
∂rA
A
∂rB
B
− 2 α
A2
∂2rB
B
)
, (2.9a)
∂tK˜1 =
(
q − α˜A˜−1v)∂rK˜1 + α˜K˜1(K˜1 + 2K˜2) − α˜κf{ J˜1 − 12(J˜ − ρ˜)
}
+
(
∂rα˜
A˜2
∂rA˜
A˜
− ∂
2
r α˜
A˜2
+ 2 α˜
A˜2
∂rA˜
A˜
∂rB˜
B˜
− 2 α˜
A˜2
∂2r B˜
B˜
)
, (2.9b)
∂tK2 =
(
q + αA−1v
)
∂rK2 + αK2
(
K1 + 2K2
) − ακg{ J2 − 12(J − ρ)
}
+
(
α
B2
− ∂rα
A2
∂rB
B
+ α
A2
∂rA
A
∂rB
B
− α
A2
(∂rB)2
B2
− α
A2
∂2rB
B
)
, (2.9c)
∂tK˜2 =
(
q − α˜A˜−1v)∂rK˜2 + α˜K˜2(K˜1 + 2K˜2) − α˜κf{ J˜2 − 12(J˜ − ρ˜)
}
+
(
α˜
B˜2
− ∂rα˜
A˜2
∂rB˜
B˜
+ α˜
A˜2
∂rA˜
A˜
∂rB˜
B˜
− α˜
A˜2
(∂rB˜)2
B˜2
− α˜
A˜2
∂2r B˜
B˜
)
. (2.9d)
2.2 Bimetric conservation law revisited
To determine the ratio of lapses we need to evaluate ∂tCb from (2.7). Hence, in addition
to the evolution of the phase space variables (2.8) and (2.9), we need to know the time
derivative of the separation parameter, ∂tp. In the following, we establish ∂tp for the case
of spherical symmetry. We have not succeeded in calculating ∂tp in the most general case.
For the benefit of the reader, we have supplemented the paper with one of the computations
in appendix E.
We begin by writing ∇µVgµν = 0 using the ansatz (2.1) and then projecting it. More
specifically, let nµ = (α−1, βα−1, 0, 0) be the unit normal on the spatial hypersurfaces. The
projection along the unit normal nν∇µVgµν = 0 yields,
〈R〉21 ∂tp = λ 〈R〉21
(
∂rα˜
A˜
− ∂rα
A
)
+ 〈R〉21 q∂rp
+ α 〈R〉11
2
B
(
∂rB˜
A˜
− λ∂rB
A
)
+ αp
(
K1 〈R〉21 + 2K2 〈R〉11
)
+ α˜ 〈R〉12
2
B
(
λ
∂rB˜
A˜
− ∂rB
A
)
+ α˜p
(
− 〈R〉
2
1 ∂rp
A˜λ
)
+ α˜ 〈R〉12
2
B
∂rB
A
+ α˜2A 〈R〉
1
1 ∂rB˜
A˜2B
+ α˜
p
[
− 2K˜2Aλ 〈R〉
1
0
A˜
+ (−2AK2
A˜
− 2K˜2λ2) 〈R〉11 − 2K2λ 〈R〉12
+ 2K˜2Aλ 〈R〉
2
0
A˜
+ 〈R〉21
(−AK1
A˜
+ (K˜1 + 2K˜2)λ2 +
λ∂rp
A˜
)]
. (2.10)
The same expression can also be obtained from the tangential projection,
(δλν + nλnν)∇µVgµλ = 0. (2.11)
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In this case,
〈R〉21 ∂tp = λ 〈R〉21
(
∂rα˜
A˜
− ∂rα
A
)
+ 〈R〉21 q∂rp
+ α 〈R〉11
2
B
(
∂rB˜
A˜
− λ∂rB
A
)
+ αp
(
K1 〈R〉21 + 2K2 〈R〉11
)
+ α˜ 〈R〉12
2
B
(
λ
∂rB˜
A˜
− ∂rB
A
)
+ α˜p
(
(K˜1 + 2K˜2) 〈R〉21 − 2K˜2 〈R〉11
)
. (2.12)
Now, the two evolution equations of p must be equal at all times, that is, their difference
must vanish identically. Subtracting (2.12) from (2.10) and multiplying by pA˜/α˜ gives,
0 = 〈R〉21
∂rp
λ
+ 2p
(
〈R〉11
A
A˜
∂rB˜
B
+ 〈R〉12
A˜
B
∂rB
A
)
+ 2λ
(
K˜2AR 〈R〉21 − A˜K2 〈R〉12
)
+ A˜
(
K˜1 〈R〉21 + 2K˜2R 〈R〉12
)
−AK1 〈R〉21 − 2AK2 〈R〉11 , (2.13)
which is the bimetric conservation law. We again obtain (2.7), which is consistent with
(1.42) for the case of spherical symmetry. This is not surprising as the above procedure
reproduces the steps from Lemma 1 in [11].
2.3 The ratio of lapses
The relation between the two lapses is a consequence of the requirement that the projected
bimetric conservation law (2.7) stays preserved in time, that is, ∂tCb = 0. To evaluate ∂tCb,
we need to know the evolution equations for all the fields, in particular p. The evolution
of p is given by (2.12). The time derivative of (2.7) gives,
0 = F1∂tA˜+ F2∂tB˜ + F3∂tK˜1 + F4∂tK˜2
+ F5∂tA+ F6∂tB + F7∂tK1 + F8∂tK2
+ F9∂trB˜ + F10∂trB + F11. (2.14)
The coefficients Fi are lengthy and given in the ancillary Mathematica notebook. After
replacing the time derivatives with the respective evolution equations (2.8), (2.9), and
(2.12), one gets,
0 = G0 +G1α+G2α˜+G3∂rα+G4∂rα˜+G5∂2rα+G6∂2r α˜. (2.15)
The coefficients Gi are even more complicated than Fi. However, it is straightforward to
show G5 = G6 = 0, and to conclude that G3 = G4 = 0 (again, the details are given in the
ancillary Mathematica notebook). Furthermore, the first term can be rewritten,
G0 = ∂r (qCb) ≈ 0, (2.16)
since Cb = 0. Therefore, we are left with the weak equality,
0 ≈ ∂tCb ≈ G1α+G2α˜. (2.17)
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We can rewrite (2.17) as,
0 ≈ Wg
Wc
α+ Wf
Wc
α˜, (2.18)
where,
G1 =
Wg
Wc
= Ωg√
γ
, G2 =
Wf
Wc
= Ωf√
γ
. (2.19)
Equation (2.18) is (1.36) in the spherically symmetric case.
The variables Wg and Wf depend on the spatial metrics, the extrinsic curvatures,
their derivatives, and on the contributions from the matter stress–energy tensors (hence,
coupling matter to any of the metrics automatically affects the lapse function of the other
metric). However, the second derivatives of the metric components can be eliminated using
the scalar constraints, the derivatives of the extrinsic curvatures can be solved using the
vector constraints, and the derivative ∂rp can be eliminated using Cb = 0. This gives the
final expression,
Wc = 2A˜2A2B2R2λ3 〈R〉21 , (2.20)
Wg = λ2
[
c1 + λ(c2 + λc3) + p2c4
]
+ κfλ2(c5 + λc6) + κgλ2
[
c7 + λ2c9 + λ(c8 + pc10) + p2c11
]
+ λp
[
c12 + λ(c13 + λc14) + p2c15
]
∂rB˜ + λ2(c16 + λc17)(∂rB˜)2
+ λ2p(c18 + λc19)∂rB + λ3(c20 + λc21)∂rB˜∂rB
+ λ2
[
λ(c22 + λc23) + p2c24
]
(∂rB)2, (2.21)
Wf = λ2
[
d1 + λ(d2 + λd3) + p2d4
]
+ κfλ2
[
d5 + λ2d7 + λ(d6 + pd8) + p2d9
]
+κgλ2(d10 + λd11)
+ λ2p(d12 + λd13)∂rB˜ + λ2
[
λ(d14 + λd15) + p2d16
]
(∂rB˜)2
+ λp
[
d17 + λ(d18 + λd19) + p2d20
]
∂rB + λ3(d21 + λd22)∂rB˜∂rB
+ λ2(d23 + λd24)(∂rB)2. (2.22)
The coefficients ci and di are given in appendix D. They do not contain any derivatives of
the fields. As expected, the coefficients are symmetric with respect to the duality g ↔ f ,
β4−n ↔ βn, p↔ −p, and n ↔ −n˜. Under this exchange, we have Wg ↔ −Wf .
3 Discussion
In order to set up the initial data in HR bimetric relativity, it is necessary to solve the
constraints (1.39) and (1.42). In addition, to find the development, one must also ensure
that ∂tC2 = 0. As shown in [4, 10], this condition tells us that the lapse functions of the
two metrics are not independent, but that their ratio, W , is a function of the dynamical
variables (the spatial metric functions and their conjugate momenta or alternatively the
extrinsic curvatures) and their spatial derivatives. Knowing W makes it possible to evolve
the initial data.
To compute W , the equations of motion for all the fields are required. In particular,
we need ∂tp, that is, the time derivative of the Lorentz vector parametrizing the difference
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between the shifts of the two metrics. Computing ∂tp in the most general case is not
straightforward. We have tried several approaches, but neither of them worked out. For the
benefit of the reader, one of the computations is supplemented in appendix E. Nevertheless,
we have calculated ∂tp, and hence W , for the case of spherical symmetry (see section 2).
Since one lapse is given in terms of the other lapse,
α = Wα˜ = −Wf
Wg
α˜, α˜ = W−1α = −Wg
Wf
α, (3.1)
the gauge condition can be imposed on either one of them, and the other one is determined.
It is also possible to relate the lapse H of the geometric mean metric h = g
(
g−1f
)1/2 to α
and α˜ through [3, 11],
H2λ = αα˜, (3.2)
and express α and α˜ in terms of H,
α = H
√
−λWf
Wg
= H
√
λW, α˜ = H
√
−λWg
Wf
= H
√
λ
W
. (3.3)
This gives several possible choices when adapting the geometry of foliations. The gauge
choices with respect to h are the subject of [19].
Finally, cases where Wf or Wg, or both, vanish or diverge for some values of the fields
must be dealt with using a suitable choice for the slicing.
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Appendix A Explicit computation of Poisson brackets
In order to keep the derivation in subsection 1.2 brief, a number of intermediate steps were
skipped. Those steps are shown explicitly here. Equation (1.21) can be derived in the
following way, using the Jacobi identity as well as equation (1.12), (1.14), and (1.16),
{C2(x),Ri(y)} =
∫
d3z{{C˜(x),C(z)},Ri(y)}
=
∫
d3z
(
{C˜(x), {C(z),Ri(y)}} − {C(z), {C˜(x),Ri(y)}}
)
=
∫
d3z
(
−{C˜(x),C(y)} ∂
∂zi
δ3(z − y) + {C(z), C˜(y)} ∂
∂xi
δ3(x− y)
)
=
∫
d3z
(
−C2(x)δ3(x− y) ∂
∂zi
δ3(z − y)− C2(y)δ3(y − z) ∂
∂xi
δ3(x− y)
)
= −C2(y) ∂
∂xi
δ3(x− y), (A.1)
where, in the last step, the first term vanishes due to integration by parts.
Equation (1.22) states that,
{C2(x), C˜(y)} =
∫
d3z
(
{C˜(x), {C(z), C˜(y)}} − {C(z), {C˜(x), C˜(y)}}
)
. (A.2)
The last term of this can be rewritten,∫
d3z{C(z), {C˜(x), C˜(y)}}
=−
∫
d3z
{
C(z), ϕij(x)Rj(x)
∂
∂xi
δ3(x− y)− ϕij(y)Rj(y) ∂
∂yi
δ3(x− y)
}
=−
∫
d3z
(
ϕij(x){C(z),Rj(x)}+ ϕij(y){C(z),Rj(x)}
) ∂
∂xi
δ3(x− y)
=
∫
d3z
(
ϕij(x)C(x) ∂
∂zi
δ3(z − x) + ϕij(y)C(y) ∂
∂zi
δ3(z − y)
)
∂
∂xi
δ3(x− y), (A.3)
where we have made use of (1.13) and (1.14), as well as the fact that C does not depend
on piij . Using integration by parts, it follows that this vanishes strongly. Hence, equation
(1.22) reduces to the first equality in (1.23).
In a similar way, consider equation (1.24),
{C2(x),C(y)} =
∫
d3z
(
{C˜(z), {C(x),C(y)}} − {C(x), {C˜(z),C(y)}}
)
. (A.4)
The first term can be rewritten,∫
d3z{C˜(z), {C(x),C(y)}}
= −
∫
d3z
{
C˜(z),C(x)ni(x) ∂
∂xi
δ3(x− y)− C(y)ni(y) ∂
∂yi
δ3(x− y)
}
= −
∫
d3z
(
{C˜(z),C(x)ni(x)}+ {C˜(z),C(y)ni(y)}
) ∂
∂xi
δ3(x− y)
= −
∫
d3z
[
{C˜(z),C(x)}ni(x) + {C˜(z), ni(x)}C(x)
+ {C˜(z),C(y)}ni(y) + {C˜(z), ni(y)}C(y)
] ∂
∂xi
δ3(x− y), (A.5)
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where (1.15) has been used. Using (1.16), it follows that every term in the final expression
is proportional to either C or C2, meaning that this entire expression vanishes weakly. Thus,
equation (1.24) reduces to the first equality in (1.25).
Appendix B 3+1 bimetric variables
The primary variables are the lapses α, α˜, the spatial vielbeins e, m, the overall mean-
shift vector q, and the Lorentz vector p that defines the relative shift between the metrics.
The separation parameter p is in the boost parameter of the Lorentz transformation that
contains the spatial part Λˆ and the Lorentz factor λ where p = Λˆv = λv and,
λ :=
(
1 + pTδˆp
)1/2 = (1− vTδˆv)−1/2, (B.1)
Λˆ :=
(
Iˆ + ppTδˆ
)1/2 = (Iˆ − vvTδˆ)−1/2, (B.2)
where Iˆ denotes the spatial identity and δˆ is the spatial part of the Minkowski metric.
The variables derived from α, e, α˜, m, p, and q are (for details see [11]),
γ := eTδˆe, ϕ := mTδˆm, (B.3)
n := e−1v, n˜ := m−1v, (B.4)
β := q + αn, β˜ := q − α˜n˜, (B.5)
Q := e−1Λˆ2e, Q˜ := m−1Λˆ2m, (B.6)
D := m−1Λˆ−1e, D˜ := e−1Λˆ−1m, (B.7)
B := D−1 = e−1Λˆm = D˜Q˜ = Q, B˜ := D˜−1 = m−1Λˆe = DQ = Q˜, (B.8)
V := −m4∑nβ(n) en(D˜), V˜ := −m4∑nβ(n) λ−1en−1(B), (B.9)
U := −m4∑nβ(n) λ−1Yn−1(B), U˜ := −m4∑nβ(n) D˜Yn−1(D˜), (B.10)
(QU˜) := −m4∑nβ(n)BYn−1(D˜), (Q˜U) := −m4∑nβ(n) λ−1Q˜Yn−1(B). (B.11)
Here en denotes the elementary symmetric polynomials while Yn stands for their derivatives,
Yn(S) :=
n∑
k=0
(−1)n+kek(S)Sn−k = ∂en+1(S)
∂ST
. (B.12)
Restoring indices. We use the convention where i, j, ... denote the spatial world indices,
and a, b, ... denote the spatial Lorentz indices. Note that α, α˜, V, V˜, and λ are scalars.
• In the world frame we have γij , βi, ni, ϕij , β˜i, n˜i, and qi.
• In the Lorentz frame we have pa, va, Λˆab, δˆab = δab, and Iˆab = δab .
• In the mixed frame we have eai and mai. Note that, for instance, eT and e−1 become
(eT)ia and (e−1)ia, respectively.
• All other symbols represent the spatial operators; for example, D becomes Dij . The
compound symbol (QU˜) denotes QU˜; hence, (QU˜)ij = QikU˜kj .
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Appendix C Spherically symmetric variables
Here we reduce the 3+1 variables to the spherically symmetric case, where β = q +
αA−1pλ−1 and β˜ = q − α˜A˜−1pλ−1. Note that v = pλ−1 and λ2 = 1 + p2.
The variables are,
nr = A−1pλ−1, n˜r = A˜−1pλ−1, (C.1)
Qrr = λ2, Q˜rr = λ2, (C.2)
Qθθ = 1, Q˜θθ = 1, (C.3)
Drr = λ−1AA˜−1, D˜rr = λ−1A˜A−1, (C.4)
Dθθ = BB˜−1 = R−1, D˜θθ = B˜B−1 = R, (C.5)
Brr = λA˜A−1, B˜rr = λAA˜−1, (C.6)
Bθθ = B˜B−1 = R, B˜θθ = BB˜−1 = R−1, (C.7)
V = 〈R〉20 + λ−1A˜A−1 〈R〉21 , V˜ = λ−1 〈R〉21 + A˜A−1 〈R〉22 , (C.8)
Urr = λ−1 〈R〉21 , U˜rr = λ−1A˜A−1 〈R〉21 , (C.9)
Uθθ = λ−1 〈R〉11 + A˜A−1 〈R〉12 , U˜θθ = R 〈R〉11 + λ−1A˜A−1R 〈R〉12 , (C.10)
(QU˜)rr = λA˜A−1 〈R〉21 , (Q˜U)rr = λ 〈R〉21 , (C.11)
(QU˜)θθ = R 〈R〉11 + λ−1A˜A−1R 〈R〉12 , (Q˜U)θθ = λ−1 〈R〉11 + A˜A−1 〈R〉12 , (C.12)
where,
〈R〉1k = −m4
(
β(k) + β(k+1)R
)
, 〈R〉2k = −m4
(
β(k) + 2β(k+1)R+ β(k+2)R2
)
. (C.13)
All other components are zero. For any spatial operator X, we have Xθθ = Xφφ.
The nonzero components of the projections of the bimetric stress–energy tensor Vg are,
ρb = −
[
〈R〉20 + λ
A˜
A
〈R〉21
]
, jbr = −pA˜ 〈R〉21 , (C.14a)
Jb1 = 〈R〉20 +
[
1
λ
(
α˜
α
+ A˜
A
)
− λA˜
A
]
〈R〉21 , (C.14b)
Jb2 = 〈R〉10 +
α˜A˜
αA
〈R〉21 +
1
λ
(
α˜
α
+ A˜
A
)
〈R〉11 . (C.14c)
Similarly for Vf we have,
ρ˜b = −
[
〈R〉22 + λ
A
A˜
〈R〉21
]
1
R2
, j˜br = pA 〈R〉21
1
R2
, (C.15a)
J˜b1 =
{
〈R〉22 +
[
1
λ
(
α
α˜
+ A
A˜
)
− λA
A˜
]
〈R〉21
}
1
R2
, (C.15b)
J˜b2 =
{
〈R〉13 +
αA
α˜A˜
〈R〉11 +
1
λ
(
α
α˜
+ A
A˜
)
〈R〉12
}
1
R
, (C.15c)
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Appendix D Coefficients in the lapse ratio
c1 = 2A˜3A2R
[
K˜22B
2R2 〈R〉11 (4 〈R〉11 − 3 〈R〉21) + 〈R〉11 〈R〉21 −R 〈R〉12 〈R〉21
]
,
c2 = 2A˜2A2R2
(
2A˜K˜2B2K2R(4 〈R〉11 〈R〉12 − 〈R〉02 〈R〉21)
+A
{
−4K˜22B2R2(〈R〉11)2 + 〈R〉21
[−2(1 + 2B2K22) 〈R〉11 + (1 +B2K22) 〈R〉21 ]
+ 2B2K22R(2 〈R〉11 〈R〉12 − 〈R〉02 〈R〉21)
})
,
c3 = 2A˜2A2B2K2R2
{
A˜K2
[
4R(〈R〉12)2 − 2R 〈R〉03 〈R〉21 − 3 〈R〉12 〈R〉21
]
+ 2K˜2AR
[
2(〈R〉11)2 +R 〈R〉02 〈R〉21 + 〈R〉11 (−2R 〈R〉12 + 〈R〉21)
]}
,
c4 = 2A˜3A2B2K22R2 〈R〉12 (−4 〈R〉11 + 〈R〉21),
c5 = A˜3A2B2 〈R〉21
[〈R〉21 (2R 〈R〉12 + 〈R〉21)− 2 〈R〉11 (ρ˜mR3 + 〈R〉21 −R 〈R〉22)],
c6 = 6A˜2A3B2R 〈R〉11 (〈R〉21)2,
c7 = A˜3A2B2R2 〈R〉21
[〈R〉21 (〈R〉21 − 4 〈R〉11)− 2 〈R〉12 〈R〉20 ],
c8 = 2A˜2A3B2R2 〈R〉21
[
2 〈R〉11 (Jm2 − 〈R〉20) + (Jm1 − ρm − 〈R〉10 + 〈R〉20) 〈R〉21
]
,
c9 = 2A˜3A2B2(2Jm2 − ρm)R2 〈R〉12 〈R〉21 ,
c10 = 4A˜3AB2jmR2 〈R〉12 〈R〉21 ,
c11 = −2A˜3A2B2ρmR2 〈R〉12 〈R〉21 ,
c12 = 8A˜A3BK2R2(〈R〉11)2,
c13 = 4A˜2A2BK2R2(〈R〉02 〈R〉21 − 4 〈R〉11 〈R〉12),
c14 = 4A˜A3BK2R2
[
R 〈R〉02 〈R〉21 + 〈R〉11 (〈R〉21 − 2R 〈R〉12)
]
,
c15 = 8A˜A3BK2R2(〈R〉11)2,
c16 = −2A˜A2R
[〈R〉11 (4R 〈R〉12 + 〈R〉21)− 2R 〈R〉02 〈R〉21 ],
c17 = 8A3R2(〈R〉11)2,
c18 = 4A˜3K˜2ABR3(〈R〉02 〈R〉21 − 4 〈R〉11 〈R〉12),
c19 = 4A˜2ABR2
(
K˜2AR
[−2(〈R〉11)2 −R 〈R〉02 〈R〉21 + 〈R〉11 (2R 〈R〉12 − 〈R〉21)]
+ 2A˜K2
{
〈R〉12 (2 〈R〉11 + 〈R〉21) +R
[−2(〈R〉12)2 + 〈R〉03 〈R〉21 ]}),
c20 = 4A˜2AR2(4 〈R〉11 〈R〉12 − 〈R〉02 〈R〉21),
c21 = −4A˜A2R2
[
2(〈R〉11)2 +R 〈R〉02 〈R〉21 + 〈R〉11 (〈R〉21 − 2R 〈R〉12)
]
,
c22 = 2A˜2AR2
[〈R〉21 (2R 〈R〉02 − 〈R〉21) + 4 〈R〉11 (〈R〉21 −R 〈R〉12)],
c23 = 2A˜3R2 〈R〉12 (〈R〉21 − 4 〈R〉11),
c24 = 2A˜3R2
[
4R(〈R〉12)2 − 2R 〈R〉03 〈R〉21 − 3 〈R〉12 〈R〉21
]
,
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d1 = 2A˜2A3R2 〈R〉12
[
B2K22(4 〈R〉11 − 〈R〉21)− 〈R〉21
]
,
d2 = 2A˜2A2
[
2K˜2AB2K2R3(−4 〈R〉11 〈R〉12 + 〈R〉02 〈R〉21) + A˜
(
R 〈R〉12 〈R〉21 − 〈R〉11 〈R〉21
+ K˜2B2R3
{
−4K˜2 〈R〉11 〈R〉12 +
[
2K˜2 〈R〉02 + (2K˜1 + K˜2) 〈R〉12
]〈R〉21 }
+B2R2
{
4K22(〈R〉12)2 + K˜2 〈R〉21
[
(2K˜1 − 3K˜2) 〈R〉11 + 2(−K˜1 + K˜2) 〈R〉21
]})]
,
d3 = 2A˜2A2R
(
A
{
−2K˜22B2R3 〈R〉02 〈R〉21 + 〈R〉11
[
4K˜22B2R3 〈R〉12 + (1 + K˜22B2R2) 〈R〉21
]}
+ 2A˜K˜2B2K2R
{
2 〈R〉12 (〈R〉11 − 〈R〉21) +R
[−2(〈R〉12)2 + 〈R〉03 〈R〉21 ]}),
d4 = −2A˜2A3R 〈R〉11
[
K˜22B
2R2(4 〈R〉11 − 3 〈R〉21) + 〈R〉21
]
,
d5 = A˜2A3B2(〈R〉21)2(−2 〈R〉11 + 2R 〈R〉12 + 〈R〉21),
d6 = −2A˜3A2B2 〈R〉21
{
R
[
(J˜m1 + 2J˜
m
2 − 2ρ˜m)R 〈R〉21 − 〈R〉13 〈R〉21 + 〈R〉12 (ρ˜mR2 − 〈R〉22)
]
+ 〈R〉11
[
(−2J˜m2 + ρ˜m)R2 + 〈R〉22
]}
,
d7 = 2A˜2A3B2 〈R〉21
(
(R 〈R〉12 − 〈R〉21) 〈R〉21 + 〈R〉11
{
〈R〉21 +R
[
(−2J˜m2 + ρ˜m)R2 + 〈R〉22
]})
,
d8 = 4A˜j˜
m
A3B2R3 〈R〉11 〈R〉21 ,
d9 = 2A˜2A3B2R 〈R〉11 〈R〉21 (ρ˜mR2 − 〈R〉22),
d10 = A˜2A3B2R2 〈R〉21
[
2 〈R〉12 (ρm − 〈R〉20)− 4 〈R〉11 〈R〉21 + (〈R〉21)2
]
,
d11 = −6A˜3A2B2R2 〈R〉12 (〈R〉21)2,
d12 = 4A˜A3BK2R2(−4 〈R〉11 〈R〉12 + 〈R〉02 〈R〉21),
d13 = 4A˜A2BR2
{
A˜K2
[−4(〈R〉12)2 + 〈R〉03 〈R〉21 ]
− 2K˜2A
[
(〈R〉11)2 +R 〈R〉02 〈R〉21 − 〈R〉11 (3R 〈R〉12 + 〈R〉21)
]}
,
d14 = 2A˜A2
{
〈R〉11 〈R〉21 −R
[
4R(〈R〉12)2 − 2R 〈R〉03 〈R〉21 + 〈R〉12 〈R〉21
]}
,
d15 = −2A3R 〈R〉11 (−4R 〈R〉12 + 〈R〉21),
d16 = 2A3R
[−2R 〈R〉02 〈R〉21 + 〈R〉11 (4R 〈R〉12 + 〈R〉21)],
d17 = −8A˜3K˜2ABR2 〈R〉12 〈R〉21 ,
d18 = 4A˜2K˜2A2BR3(−4 〈R〉11 〈R〉12 + 〈R〉02 〈R〉21),
d19 = 4A˜3K˜2ABR2
{
−2 〈R〉12 (〈R〉11 − 2 〈R〉21) +R
[
2(〈R〉12)2 − 〈R〉03 〈R〉21
]}
,
d20 = −8A˜3K˜2ABR2 〈R〉12 〈R〉21 ,
d21 = −4A˜A2R2
{
〈R〉12 (2 〈R〉11 + 〈R〉21) +R
[−2(〈R〉12)2 + 〈R〉03 〈R〉21 ]},
d22 = 4A˜2AR2
[
4(〈R〉12)2 − 〈R〉03 〈R〉21
]
,
d23 = 2A˜2AR2
[−4R(〈R〉12)2 + 2R 〈R〉03 〈R〉21 + 3 〈R〉12 〈R〉21 ],
d24 = −8A˜3R2(〈R〉12)2,
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Appendix E On solving the momentum constraint for p
In spherical symmetry, we can solve either of the momentum constraints Ci or Ci for p. In
general, one can solve one of these constraints for p numerically at every time step of the
numerical integration. As we described in the main text, it would be desirable to have, if
not an exact expression for p, at least an exact expression for ∂tp, since this would allow
us to evolve in time any object entering in the bimetric decomposition introduced in [11].
Indeed, p enters in all the definitions of the 3+1 bimetric interactions.
In this appendix we review one strategy used to try to compute p. Unfortunately, it
did not work, but we think it is good to show this method both to prevent other interested
people from trying it and to give some hints about what can be done.
The approach concerns solving the momentum constraints for p in full generality. Let’s
consider the momentum constraint in the g-sector (1.39c),
Ci = DkKki −DiK − κg
(
jbi + jmi
)
= 0 =⇒ jbi = κg−1
(
DkK
k
i −DiK
)
− jmi .
(E.1)
Suppose that we can write the bimetric current as jbi = paMai, with Mai some linear
operator independent of p. Then, if M is invertible, we have an exact expression for p in
terms of the other fields,
pa = (M−1)ia
[
κg
−1 (DkKki −DiK)− jmi ] (E.2)
We have not been able to find such a matrix M so far, and the following calculations
describe our approach.
The bimetric current jbi is given by
jbi = − γij(QU˜)jknk = −γij(QU˜)jk(e−1)ka paλ−1. (E.3)
Note that p is inside (QU˜)jk and therefore we cannot just invert γij(QU˜)jk(e−1)ka to find
p. We need to extract it from (QU˜)jk (if possible). We start by explicitly writing down the
quantity γij(QU˜)jk in matrix notation,
γ(QU˜) = −m4∑nβ(n) γBYn−1(D˜)
= −m4
(
β(0)χY−1(D˜) + β(1)χY0(D˜) + β(2)χY1(D˜) + β(3)χY2(D˜) + β(4)BY3(D˜)
)
,
(E.4)
where Yn(D˜) :=
n∑
k=0
(−1)n+kek(D˜)D˜n−k, Y−1(D˜) = 0 by definition and Y3(D˜) = 0 due to
the Cayley–Hamilton theorem. The other terms read,
χY0(D˜) = χ, (E.5a)
χY1(D˜) = −ϕ+ e1(D˜)χ, (E.5b)
χY2(D˜) = −ϕD˜− e1(D˜)ϕ+ e2(D˜)χ, (E.5c)
where χ = eᵀδˆΛˆm = χᵀ, which contains p.
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Starting with χY0(D˜), we can write,
χY0(D˜)e−1pλ−1 = χe−1pλ−1 = χᵀe−1pλ−1 = mᵀΛˆᵀδˆee−1pλ−1
= mᵀδˆpλ−1 + 1
λ(λ+ 1) δˆp
(
pᵀδˆp
)
= 1
λ
(
mᵀ + (λ− 1)Iˆ
)
δˆp. (E.6)
Note that λ =
√
1 + pᵀδˆp, hence this expression is not very convenient if we want to solve
for p. An idea would be to treat λ and p as two independent variables and solve the two
momentum constraints, one for λ and the other for p, if possible.
The second term can be rewritten as
χY1(D˜)e−1pλ−1 = −ϕe−1pλ−1 + e1(D˜)
(
χe−1pλ−1
)
= −ϕe−1pλ−1 + e1(D˜)
[ 1
λ
(
mᵀ + (λ− 1)Iˆ
)
δˆp
]
=
[
−ϕe−1 + e1(D˜)
(
mᵀ + (λ− 1)Iˆ
)
δˆ
]
pλ−1, (E.7)
where we used (E.6) to write the second equality. We were not able to isolate p more than
this. Note that p is also inside e1(D˜) = Tr(D˜). We can rewrite this trace as,
Tr(D˜) = Tr(e−1Λˆ−1m) = Tr
[
e−1
(
Iˆ − 1
λ(λ+ 1)pp
ᵀδˆ
)
m
]
= Tr
[
e−1m
]
− 1
λ(λ+ 1) Tr
[
e−1ppᵀδˆm
]
. (E.8)
The cyclic property of the trace tells us that
Tr
[
e−1pIˆpᵀδˆm
]
= Tr
[
pᵀδˆme−1pIˆ
]
= pᵀδˆme−1pTr
[
Iˆ
]
= 3 pᵀδˆme−1p. (E.9)
The substitution of (E.8) and (E.9) in (E.7) gives
χY1(D˜)e−1pλ−1 =
[
−ϕe−1 + e1(D˜)
(
mᵀ + (λ− 1)Iˆ
)
δˆ
]
pλ−1
=
[
−ϕe−1 +
(
Tr
[
e−1m
]
− 3 p
ᵀδˆme−1p
λ(λ+ 1)
)(
mᵀ + (λ− 1)Iˆ
)
δˆ
]
pλ−1.
(E.10)
The third term is,
χY2(D˜)e−1pλ−1 = −ϕD˜e−1pλ−1 − e1(D˜)ϕe−1pλ−1 + e2(D˜)
(
χe−1pλ−1
)
= −ϕD˜e−1pλ−1 − e1(D˜)ϕe−1pλ−1 + e2(D˜)
[ 1
λ
(
mᵀ + (λ− 1)Iˆ
)
δˆp
]
= −ϕe−1
(
Iˆ − 1
λ(λ+ 1)
(
pᵀδˆme−1p
)
em−1
)
me−1pλ−1
− e1(D˜)ϕe−1pλ−1 + e2(D˜)
[ 1
λ
(
mᵀ + (λ− 1)Iˆ
)
δˆp
]
, (E.11)
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where the last equality follows after doing some straightforward algebra. We need to
compute e2(D˜) =
1
2
[
Tr(D˜)2 − Tr(D˜2)
]
. We already know the expression for Tr(D˜), hence
we turn our attention to Tr(D˜2). First, we rewrite D˜2 in a more handy way,
D˜ = Dγ−1ϕ = γ−1Dᵀϕ =⇒ D˜2 = γ−1DᵀϕD˜ = γ−1DᵀD˜ᵀϕ
= γ−1eᵀΛˆ−1,ᵀm−1,ᵀmᵀΛˆ−1,ᵀe−1,ᵀϕ (E.12)
= e−1δˆ−1e−1,ᵀeᵀΛˆ−2,ᵀe−1,ᵀϕ (E.13)
= e−1δˆ−1Λˆ−2,ᵀe−1,ᵀϕ. (E.14)
Now Λˆ only appears once inside D˜2. Recalling that Λˆ−2 = Iˆ − λ−2ppᵀδˆ, we can compute
the trace of D˜2,
Tr(D˜2) = Tr
[
e−1δˆ−1Λˆ−2,ᵀe−1,ᵀϕ
]
= Tr
[
γ−1ϕ
]
− λ−2 Tr
[
e−1ppᵀe−1,ᵀϕ
]
. (E.15)
The cyclic property of the trace tells us that,
Tr
[
e−1pIˆpᵀe−1,ᵀϕ
]
= Tr
[
pᵀe−1,ᵀϕe−1pIˆ
]
= pᵀe−1,ᵀϕe−1pTr
[
Iˆ
]
= 3 pᵀe−1,ᵀϕe−1p.
(E.16)
The substitution of (E.16) in (E.11) becomes
χY2(D˜)e−1pλ−1 = −ϕe−1
(
Iˆ − 1
λ(λ+ 1)
(
pᵀδˆme−1p
)
em−1
)
me−1pλ−1
−
(
Tr
[
e−1m
]
− 3 p
ᵀδˆme−1p
λ(λ+ 1)
)
ϕe−1pλ−1
+ 12
{
Tr
(
me−1
)2 − Tr [(me−1)′me−1]+ 3λ−2pᵀe−1,ᵀϕe−1p
+ p
ᵀδˆme−1p
λ(λ+ 1)
[
pᵀδˆme−1p
λ(λ+ 1) − 2 Tr
(
me−1
)]}
·
·
[ 1
λ
(
mᵀ + (λ− 1)Iˆ
)
δˆp
]
. (E.17)
Now we know the explicit expressions for all the terms contributing to jb in (E.3), as
functions of p and λ =
√
1 + pᵀδˆp. We have, for the covector jb,
jb = −γ(QU˜)n
= m4
[
β(1)
(
χY0(D˜)e−1pλ−1
)
+ β(2)
(
χY1(D˜)e−1pλ−1
)
+ β(3)
(
χY2(D˜)e−1pλ−1
)]
,
(E.18)
where the terms in the round brackets are given by (E.6), (E.10), (E.17), respectively. In
the end, one cannot state if there exists a matrix M satisfying (E.2). We hope that this
method can be helpful for further attempts to solve this problem.
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