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1 Introduction and statements of theorems
One of the main questions in the field of complex dynamics is the question whether
the Mandelbrot set is locally connected, and related to this, for which maps the Julia
set is locally connected. In this paper we shall prove the following
Main Theorem Let f be a polynomial of the form f(z) = zℓ+c1 with ℓ an even integer
and c1 real. Then the Julia set of f is either totally disconnected or locally connected.
In particular, the Julia set of z2 + c1 is locally connected if c1 ∈ [−2, 1/4] and
totally disconnected if c1 ∈ R \ [−2, 1/4] (note that [−2, 1/4] is equal to the set of
parameters c1 ∈ R for which the critical point c = 0 does not escape to infinity).
This answers a question posed by Milnor, see [Mil1]. We should emphasize that if the
ω-limit set ω(c) of the critical point c = 0 is not minimal then it very easy to see
that the Julia set is locally connected, see for example Section 10. Yoccoz [Y] already
had shown that each quadratic polynomial which is only finitely often renormalizable
(with non-escaping critical point and no neutral periodic point) has a locally connected
Julia set. Moreover, Douady and Hubbard [DH1] already had shown before that each
polynomial of the form z 7→ zℓ + c1 with an attracting or neutral parabolic cycle has
a locally connected Julia set. As will become clear, the difficult case is the infinitely
renormalizable case. In fact, using the reduction method developed in Section 3 of this
paper, it turns out that in the non-renormalizable case the Main Theorem follows from
some results in [Ly3] and [Ly5], see the final section of this paper.
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We should note that there are infinitely renormalizable non-real quadratic maps
with a non-locally connected Julia set, see [DH] and [Mil]. Hence, the results above
really depend on the use of real methods. On the other hand, Petersen has shown that
quadratic polynomials with a Siegel disc such that the eigenvalue at the neutral fixed
point satisfies some Diophantine condition is locally connected, see [Pe].
In principle, the methods of Yoccoz completely break down in the infinitely renor-
malizable case and in the case of polynomials with a degenerate critical point. The
purpose of Yoccoz’s methods is to solve the well-known conjecture about the local
connectedness of the Mandelbrot set and therefore, some version of our ideas might
be helpful in proving this conjecture. For a survey of the results of Yoccoz, see for
example [Mil] and also [Ly4].
We should note also that Hu and Jiang, see [HJ] and [Ji1] have shown that for
infinitely renormalizable quadratic maps which are real and of so-called bounded type,
the Julia set is locally connected. Their result is heavily based on the complex bounds
which Sullivan used in his renormalization results, see [Sul] and also the last chapter
and in particular Section VI.5 of [MS] (cf. also [Ji2]).
In fact, our methods enable us to extend Sullivan’s result to the class of all in-
finitely renormalizable unimodal polynomials independently of the combinatorial type!
We should emphasize that these complex bounds form the most essential ingredient
for the renormalization results of Sullivan [Sul]; in fact in McMullen’s approach to
renormalization, see [McM], these complex bounds play an even more central role. In
the previous proofs of the complex bounds see [Sul], and also Section VI.5 of [MS],
it is crucial that the renormalization is of bounded type and, moreover, the proof is
quite intricate. Therefore we are very happy that our methods give a fairly easy way
to get complex bounds independently of the combinatorial type of the map (i.e., only
dependent of the degree of the map):
Theorem A Let f be a real unimodal polynomial infinitely renormalizable map. Let
f s(n):Vn → Vn be a renormalization of this map. Then there exists a polynomial-like
extension of this map f s(n): Ω′n → Ωn such that the modulus of Ωn \Ω′n is bounded from
below by a constant which only depends on ℓ and such that the diameter of Ωn is at
most a universally bounded constant times the diameter of Vn.
The way we prove that such sets Ωn exist is through cross-ratio estimates. In fact,
the estimates are similar to those that were made previously in [SN]. In this way, we
are able to get the ‘complex bounds’ of Theorem A similar to those used by Sullivan
in his renormalization result. Note that our bounds are completely independent of the
combinatorial type of the map. We should note that Theorem A and its proof hold for
any renormalization f s of (a maybe only finitely renormalizable map) f provided f 2s
does not have an attracting or neutral fixed point.
In the non-renormalizable case we also have complex bounds. Firstly, for each level
for which one has a high return one has a polynomial-like mapping. (Our definition of
high case also includes what is sometimes called a central-high return, see the definition
in the next section.)
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Theorem B Let f(z) = zℓ+c1 with ℓ an even integer and c1 real be a non-renormalizable
polynomial so that ω(c) is minimal. Assume W is the real trace of a central Yoccoz
puzzle piece and F :∪V i → W is the corresponding first return map (on the real line)
and assume that this map has a high return, i.e., assume that F (V 0) ∋ c where V 0 is
the central interval. Then there exist topological discs Ωi and Ω with Ωi ∩ R = V i and
Ω∩R = W and a complex polynomial-like extension G:∪iΩi → Ω of F . The diameter
of the disc Ω is comparable to the size of W .
Moreover, one has the following result which follows from [Ly3] and [Ly5] (as was
pointed out to us in an e-mail by Lyubich). Graczyk and S´wia¸tek informed us that
they also have a proof of this Theorem C.
Theorem C [Lyubich] Let f(z) = zℓ + c1 with ℓ an even integer and c1 real be a
non-renormalizable polynomial so that ω(c) is minimal. If W is the real trace of a
central Yoccoz puzzle piece and F :∪V i → W is the corresponding return map (on the
real line). Then after some ‘renormalizations’ one can obtain an iterate F˜ :∪V˜ i → W˜
of F with W˜ ⊂W such that there exist topological discs Ω˜i and Ω˜ with Ω˜i∩R = V˜ i and
Ω˜∩R = W˜ and a complex polynomial-like extension G˜:∪iΩ˜i → Ω˜ of F˜ . The diameter
of the disc Ω˜ is comparable to the size of W˜ .
Let us say a few words about our proofs. The main idea behind our proof of the
Main Theorem is to construct generalized polynomial-like mappings Fn:∪iΩin → Ωn
which coincide on the real line with the first return maps to certain Yoccoz puzzle-
pieces. To do this we first obtain real bounds to get Koebe space: these are based
on a sophisticated version of the ‘smallest interval’ argument. They are a sharper
version of those used before by Blokh, Lyubich, Martens, de Melo, Sullivan, van Strien,
S´wia¸tek and others. Using those real bounds and the use of certain Poincare´ domains
we construct these polynomial-like mappings and show that the diameter of these
domains is comparable with that of the interval Ωn ∩ R. Next we compare these
polynomial-like maps with those from the Yoccoz puzzle because the intersection of a
Yoccoz puzzle-piece with the Julia is connected. Next we show that the Julia set of
the polynomial-like mappings of the Yoccoz puzzle coincides with the Julia set of the
polynomial-like mappings Fn, see Section 3. Since these domains get small, we are able
to conclude local connectivity of the Julia set.
The paper is organized as follows. In Section 2 some background information is
given and in Sections 3 and 4 we give an abstract description of our method for proving
local connectivity of the Julia set. In Section 5, 6 and 7 we develop real bounds which
will enable to estimate the shape of the pullbacks of certain discs or other regions. We
should emphasize that the real bounds in these sections hold for all unimodal maps
with negative Schwarzian derivative. In Sections 8 to 13 we apply these estimates to
several cases. The reader will observe that certain cases are proved by several methods.
For example, in Section 8 the local connectivity of the infinitely renormalizable case
with ℓ ≥ 4 is proved, while this case also follows from the estimates (for a more general
case) in Section 12. However, the domains in Section 8 are discs and those in Section
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12 are considerably more complicated. We believe that for future purposes it might be
important to have good domains, and therefore even if it was sometimes not necessary
for the proofs of our theorems, we have tried to treat each case in a fairly optimal way.
In the final six pages of this paper – Section 14 – we prove Theorem C and complete
the Main Theorem in the non-renormalizable case.
Finally, a short history of this paper since several others have partial proofs of
Theorem A and the Main Theorem in the quadratic case. Firstly, we were inspired
by the papers of Hu and Jiang, see [HJ] and [Ji1] where it is shown that infinitely
renormalizable maps of bounded type (where Sullivan’s bounds hold) have a locally
connected Julia set. The first widely distributed version of our paper (dated December
31, 1994) included the proof of the Main Theorem in the quadratic case, the infinitely
renormalizable case, Theorem A (without doubling) and also some non-renormalizable
cases. Subsequently, Theorem B was included in the version of this paper of January
27, 1995. Graczyk and S´wia¸tek distributed a preprint with a proof of Theorem A in the
quadratic case on February 3, 1995. Lyubich and Yampolsky gave an alternative proof
of the Main Theorem and Theorem A in the quadratic case, in a draft dated February
22, 1995. The ‘quadratic’ proofs of Graczyk, S´wia¸tek, Lyubich and Yampolsky of
Theorem A improve our estimates in certain cases because it sometimes allows one to
obtain annuli with large moduli, but those proofs seem to heavily rely on the map being
quadratic. (In view of the estimates in [SN] such large moduli cannot be expected to
exist in the higher order case.) After we told Lyubich about our methods to obtain local
connectivity, he realized the relevance of his methods, see [Ly3], [Ly5], for proving local-
connectivity in the non-renormalizable case. In an e-mail dated February 10, 1995, he
told us how to prove Theorem C using these methods, thus completing the proof of
the Main Theorem in the non-renormalizable case. To make this paper self-contained
we added his proof in Section 14 in our paper, in the version of April 5, 1995.
The first author would like to thank the University of Amsterdam where this
work was started. His research was partially supported by BSF Grant No. 92-00050,
Jerusalem, Israel. We thank Ben Hinkle for a useful comment and sending us a very
detailed list of typos. We thank Misha Lyubich for telling us about his results in [Ly3]
and [Ly5] and pointing out to us that they imply Theorem C. We thank Edson Vargas
for many discussions and explanations about the ideas in Section 4 of [Ly3]. Finally,
we thank Curt McMullen, Mitsu Shishikura and Greg S´wia¸tek for some very helpful
remarks.
2 Some notation and some background
Let f be a real unimodal polynomial. For example, f(z) = zℓ + c1 where ℓ is even.
We find it convenient to denote the critical point by c, i.e., c = 0. The critical value
is therefore c1 = f(c) and we shall write cs = f
s(c). When w 6= c then we shall define
τ(w) to be the point 6= w so that f(τ(w)) = f(w). For our specific map, we have
τ(z) = −z but since most results in this paper do not rely on the specific form of the
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map f we shall write τ(z) rather than −z. If A,B are intervals then we shall write
[A,B] for the smallest interval containing A and B. Furthermore, we shall use the
following notation
(A,B] = [A,B] \ A , [A,B) = [A,B] \B and (A,B) = [A,B] \ (A ∪ B).
As usual, if J ⊂ T are two intervals and L,R are the components of T \ J then we
define C(T, J) to be the cross-ratio of this pair of intervals:
C(T, J) =
|J ||T |
|L||R| .
Here |U | stands for the length of an interval U . Cross-ratios play a crucial role in all
recent results in real interval dynamics. Often, it suffices to use some qualitative esti-
mates based on the so-called Koebe Principle. In our analysis, we shall need somewhat
sharper estimates, which are based on direct use of the cross-ratio. For example, we
shall often use the inequality that
|L|/|J | ≥ C−1(T, J).
If g is a map which is monotone on T and Sg < 0 then
C(gT, gJ) ≥ C(T, J), i.e., C−1(T, J) ≥ C−1(g(T ), g(J)).
In our case we shall apply this to maps g of the form fn. Since Sf < 0 one has also
that Sfn < 0 so the previous inequality applies when we take g = fn and fn|T is
monotone. The Koebe Principle states that if Sg < 0 and J ⊂ T are intervals so that
g:T → g(T ) is a diffeomorphism and so that each component of g(T \J) has size τ |g(J)|
(i.e., g(T ) is a τ -scaled neighbourhood of g(J)) then |Dg(x)|/|Dg(y)| ≤ (1 + τ)2/τ 2 for
each x, y ∈ J . The intervals g(T \J) are referred to as ‘Koebe space’. We shall also use
the following fact: if Sf < 0 and if fn|T is monotone and has a hyperbolic repelling
fixed point, then fn(T ) ⊃ T .
We say that W is a symmetric interval if it is of the form W = [w, τ(w)]. The
boundary point w is called nice if f i(w) /∈ W for all i > 0. Note that there are plenty
of nice points: each periodic orbit contains a nice point. Also, if f is not renormalizable,
preimages of the orientation reversing fixed point of f can be used to find nice points.
This is done in the Yoccoz puzzle, see also the proof of Theorems B and C. Nice points
are also considered in, for example, the thesis of Martens [Mar], see also Section V.1
of [MS].
If f is renormalizable, then we can take for un the points which are in the boundary
of an interval In ∋ c which is mapped into itself in a unimodal way after q(n) iterates.
If f is not renormalizable then we can construct a sequence of nice points un as
follows. Assume that f has an orientation reversing fixed point u0. Then we define un
inductively as follows: let k(n) be the smallest integer such that
(un−1, τ(un−1))
⋂(∪ki=0f−i(u0)) 6= ∅
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and let un, τ(un) be the points in this intersection which are nearest to c. If f has no
periodic attractor, then un is defined for each n. It is easy to see that each un is a nice
point.
Let us explain why these nice points play such an important role. Let W be a
symmetric interval with nice boundary points. Let
DW = {x ; there exists k > 0 such that fk(x) ∈ W}.
For x ∈ DW let k(x) be the smallest integer k > 0 for which fk(x) ∈ W and define
RW (x) = f
k(x)(x).
Let V be the component ofDW which contains c and take s
′ ∈ N be so that RW |V = f s′.
Because W has nice boundary points, each component – except the component V – of
the domain ofDW is mapped diffeomorphically byDW ontoW . Clearly, V is symmetric
and also has nice boundary points. Similarly, let U be the components containing c of
the domain DV of the first return map RV . Take s ∈ N so that RV |U = f s. Note that
f(U), . . . , f s(U) are disjoint and that similarly f(V ), . . . , f s
′
(V ) are also disjoint.
We say that RV has a high return if RV (U) ∋ c. (We should emphasize that
this situation also includes the so-called central-high return case.) This implies that
RV (U) = f
s(U) contains a component of V \ {c} and therefore f s+i(U) ⊃ f i(U) for
i ≥ 1.
It is possible that U = V = W is a periodic interval: in this case f is renormalizable
and s′ = s is the period of this interval V . In this case, we certainly can assume that
RV :V → V (which is equal to f s in this case and consists of one fold) has a high
return: otherwise this return map has a periodic attractor and therefore we do not
have to consider this case.
If f is non-renormalizable and the critical point of f is recurrent, then taking
Wˆn−1 = [un−1, τ(un−1)] one gets as the domain of RWˆn−1 containing the critical point
the interval Wˆn = [un, τ(un)]. In Theorem B we demand that there are infinitely many
n’s for which RWˆn−1 has a high return.
Finally, as in the complex bounds of Sullivan, we shall use the Poincare´ metric on
a slit region in the complex plane. Given a real interval T we shall write D∗(T ) for
the disc which is symmetric with respect to the real line and which intersects the real
line exactly in T . More generally, if T is a bounded real interval and α ∈ (0, π) then
D(T ;α) will denote the union of two discs which are symmetric w.r.t. the real axis,
intersect the real line exactly in T and which have an external angle with the real line
of angle α. The reason these sets play an important role, can be explained as follows.
Let CT = C \ (R \ T ). The set CT with two infinite slits, carries a Poincare´ metric,
and with respect to this metric the set D(T ;α) consists of all points whose distance to
T is at most equal to some constant k(α). From this interpretation and the Schwarz
contraction principle, it follows that if φ:CT → CT ′ is a univalent conformal mapping
sending T diffeomorphically to T ′, then
φ(D(T ;α)) ⊂ D(T ′;α). (2.1)
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We shall apply this statement, in the following way:
Lemma 2.1 Let F :C → C be a real polynomial whose critical points are on the real
line and which maps T ′ diffeomorphically onto T , then there exists a set D ⊂ D(T ′;α)
with D ∩ R = T ′ which is mapped diffeomorphically onto D(T ;α) by F .
Often we shall use α = π/2 and so we define
D∗(T ) = D(T ; π/2).
3 Method showing that the Julia set of two polynomial-
like mappings coincide
We shall use the fundamental notion of polynomial-like mapping [DH] or more precisely,
we need its extension due to Lyubich and Milnor from [LM]. Let D0, D1, . . . , Di, and
D be topological discs bounded by piecewise smooth curves and such that the closures
D0, . . . , Di are contained in the interior of D, and such that each the discs D0, . . . , Di
are pairwise disjoint. Then we call
R:D0
⋃
D1
⋃
. . .
⋃
Di → D
by ℓ-polynomial-like if R|Dj is a univalent map onto D for each j = 1, . . . , i and R|D0 is
a ℓ-fold covering of D0 onto D. If i = 0 in this definition, we obtain a polynomial-like
map in the original sense of Douady-Hubbard.
The filled Julia set of R is said to be the set FR ⊂ ∪ij=0Dj of the points z such that
Rk(z) is defined for all k = i, 2, . . .. The Julia set JR = ∂FR. An equivalent definition
of the filled Julia set FR is:
FR =
∞⋂
k=1
R−k(D).
We shall use an extension of the Straightening Theorem due to Douady and Hub-
bard, [DH]. This extension was also used in Lemma 7.1 of [LM], for the case that
i = 1.
Lemma 3.1 Let R:D0 ∪ . . . ∪Di → D be a ℓ-polynomial-like map. Then R is quasi-
conformally conjugate to a polynomial in neighborhoods of the filled Julia set FR and
filled Julia set of the polynomial.
Proof: Let us first pick a point x0 ∈ D \ (D0∪ . . . Di) and choose closed simple curves
γ0, . . . , γi: [0, 2π]→ C such that γi(0) = γi(2π) = x0, the curves γi only meet at x0 and
γi surrounds D
i. Moreover, we choose the function γi to be smooth and so that
d
dt
γi(0)
and d
dt
γi(2π) are two vectors based at x0 having an angle π/(i+ 1).
If, for example, i = 1 then γ0∪γ1 is a figure eight. Next pick a curve γ in C\D and
a point x1 ∈ γ. Moreover, choose a smooth function φ defined on a neighbourhood N
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of x0 such that φ(x0) = x1 and so that φ maps γi∩N diffeomorphically to γ∩φ(N) for
each i = 0, 1, . . . , i. In local coordinates this map will have an expression of the form
z 7→ zi+1 plus higher order terms, i.e., this map φ will have a critical point of order i+1.
Now let Aj be the open annulus between γj and D
j and let A be the open annulus
between γ and D. Moreover, find a smooth map R˜:Aj → A which extends to the
closure of these sets so that it agrees with R on ∂Dj and with φ on the neighbourhood
N of z0. Choose this extension so that φ:A0 → A is a ℓ-covering and φ:Aj → A is a
diffeomorphism for j = 1, . . . , i. This map R˜ becomes an extension of R if we define
it equal to R on D0 ∪ . . . ∪ Di. Next choose r > 1 so that the circle centered at the
origin with radius r > 1 surrounds A0∪ . . .∪A0. We can extend R˜ to a map Rˆ:C→ C
so that Rˆ(z) = zℓ+i for |z| ≥ r and so that Rˆ coincides with R˜ on A0 ∪ . . . ∪ Ai. The
map R˜ on the annulus {z ; |z| < r} \ (A0∪ . . .∪Ai) is a ℓ-covering map to the annulus
{z ; |z| < (ℓ+ i)r} \ A.
Now we use the standard trick from the Straightening Theorem. Take a standard
conformal structure (i.e., the Beltrami coefficient µ = 0) on the basin of ∞ of R and
extend this structure to a L1 function µ:C → {z ; |z| < 1} which is invariant under
Rˆ. Since Rˆ is conformal near infinity and on D0 ∪ . . . ∪D0, there are only a bounded
number of points in each orbit of Rˆ where this map is not conformal. It follows that the
supremum of |µ(z)| is bounded away from one, and by the Measurable Riemann Map-
ping Theorem, it follows that there exists a quasiconformal homeomorphism h: C¯→ C¯
with h(∞) =∞ which has µ as its Beltrami coefficient. Since µ is invariant under Rˆ,
it follows that
h ◦ Rˆ ◦ h−1
is an holomorphic (ℓ + i)-covering. Hence Rˆ is quasiconformally conjugate to a poly-
nomial map P (of degree (ℓ+ i)). ⊔⊓
A corollary is:
Corollary 3.1 The Julia set JR is the limit set for the preimages of any point z ∈ D
(except, in the case that i = 0, for the point zero where zero is the ℓ-multiple fixed point
of R).
We can use all this to show that the Julia set of two polynomial-like mappings
coincide. In the applications of this we shall later on use for one of these the polynomial-
like mapping of the Yoccoz puzzles.
Proposition 3.1 (cf. [Ji1], [McM].) Let
R1:D
0
1
⋃
D11
⋃
. . .
⋃
Di1 → D1,
R2:D
0
2
⋃
D12
⋃
. . .
⋃
Di2 → D2
be two ℓ-polynomial-like mappings, such that the critical point c of these maps coincide.
That is, c ∈ D01 ∩D02 is the unique and ℓ-multiple critical point for both R1 and for R2.
Moreover, assume that the following conditions hold:
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1. R1(z) = R2(z) whenever both sides are defined, so that R1 and R2 are extensions
of the same map R.
2. Let C be the component of D1 ∩D2 which contains R(c). Then also c ∈ C, and
there exist precisely i other points c1, . . . , ci so that cj ∈ Dj1∩Dj2 and R(cj) = R(c),
and, furthermore, c1, . . . , ci ∈ C.
Under these conditions, the Julia sets of R1 and R2 coincide:
JR1 = JR2 .
If, additionally, c ∈ JR1, (and, hence, c ∈ JR2), then there exists a component of a
preimage R−n2 (D2), which contains c and is contained in D1.
Proof: For k = 1, 2, let C0k , . . . , C
i
k be the components of R
−1
k (C), such that c
j ∈ Cjk
when j 6= 0, and c ∈ C0k . Firstly, Rk:Cjk → C is a covering, which is just one-to-one
if j 6= 0, and Rk:C0k → C is a ℓ-branching covering. In particular, boundaries are
mapped to boundaries. Since R1 = R2 on the common domain of definition, we get
that, in fact, Cj1 = C
j
2 := C
j, for every j. Secondly, because of 2), each component
Cj has a point cj in common with the component C. Since Cj is connected and is
contained in both D1 and D2, it belongs to a component of D1 ∩D2 containing cj , i.e.,
Cj ⊂ C. Now consider a map R:C0 ∪C1 ∪ . . .∪C i → C, which is one-to-one on every
Cj , j 6= 0, and ℓ-to-one on C0. Take a point x ∈ C. Then R−1(x) is a subset of C and
it consists of l + i points (counting with multiplicities). That is,
for any x ∈ C, the sets R−11 (x) and R−12 (x) coincide and belong to C. (3.1)
Starting with x0 ∈ C, we apply the corollary to Lemma 3.1 and (3.1) to get JR1 =
JR2 := J . If c ∈ J , then consider a component K of J containing c. Since K ⊂ D1,
there exists a component of a preimage R−n2 (D2), which contains K and is contained
in D1. ⊔⊓
In the sequel we will use a particular case of Proposition 3.1. Let us state it
separately:
Proposition 3.2 Let
R1:D
0
1
⋃
D11
⋃
. . .
⋃
Di1 → D1,
R2:D
0
2
⋃
D12
⋃
. . .
⋃
Di2 → D2
be two ℓ-polynomial-like mappings, such that the critical points of Rk coincide, this
point c ∈ D01 ∩D02 and is a ℓ-multiple critical point of both R1 and R2. Moreover, we
assume that the following conditions hold:
1. R1(z) = R2(z) whenever the both parts are defined, so that R1 and R2 are exten-
sions of a map R.
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2. For k = 1, 2, all topological discs Dk, D
0
k, . . . , D
i
k are symmetric w.r.t. the real
line R and satisfy Rk(z) = Rk(z).
3. Denoting Ik = Dk ∩ R and Ijk = Djk ∩ R, one has I2 ⊆ I1, Ij2 ⊆ Ij1 , and, for
j = 1, . . . , i, the (real) map Rk: I
j
k → Ik is one-to-one.
Under these conditions, the Julia sets of R1 and R2 coincide. If, additionally, c ∈ R lies
in the Julia set of R1 (and, hence of R2), then there exists a component of a preimage
R−n2 (D2), which contains c and is contained in D1.
4 How to construct a polynomial-like mapping?
Let f :C→ C be a map of the form f(z) = zℓ + c1 with c1 real and ℓ an even positive
integer. Let V be a (real) symmetric interval with nice boundary points. Let U be the
component of the domain of the first return map to V containing c and let Uˆ be the
component of this map containing f(U) ∋ c1. Take s so that RV |U = f s.
Proposition 4.1 Let Uˆ ⊃ f(U) be the interval which is mapped diffeomorphically onto
V by f s−1. Write vf = f(v), V = [v, τ(v)] and Uˆ = [uˆf , uf ]. Here uf = f(u) and uˆf
is a point which is not the f -image of some real point. Assume
|uˆf − c1| < |vf − c1|. (4.1)
Moreover, assume that the critical point c = 0 of f is recurrent, i.e., all iterates of
c under RV :DV → V remain in DV and that ω(c) is minimal. Then there exists a
ℓ-polynomial-like mapping
R:D0 ∪ . . . ∪Di → D∗(V ′)
such that c ∈ JR. Here V ′ = V if U 6= V (i.e. f s:U → V is not a renormalization),
and V ′ is equal to some ε-neighbourhood of V with ε > 0 small enough if U = V (i.e.,
when f s:U → U is a renormalization). The map R is a real polynomial on each of its
components and R ∩Di are the components of DV ∩ V intersecting points of ω(c).
Proof: Since f :ω(c) → ω(c) is minimal, each point x ∈ ω(c) is in the domain of the
map RV . By compactness, there exists therefore a finite covering of ω(c) of disjoint
intervals I0, . . . , I i consisting of components of RV with I
0 ∋ c. Let us first consider a
component Ij with j 6= 0. Since then Ij /∈ c we get that RV maps Ij diffeomorphically
onto RV (I
j) = V and it follows that there is a region Dj contained in D∗(I
j) which
is mapped diffeomorphically onto D∗(V ) by RV . So consider I
0 = U = [u, τ(u)]. The
map f s−1 sends Uˆ ⊃ f(U) = f(I0) ∋ c1 diffeomorphically onto V . Again there is a
region D′ ∋ c1 contained in D∗(Uˆ) which is mapped diffeomorphically onto D∗(V ) by
f s−1. Because of (4.1), the f -inverse D0 of D′ ⊂ D∗(Uˆ) is contained in D∗(V ).
In the case of renormalization, we replace V above by its ε-neighborhood V ′, with
ε > 0 so small that (4.1) holds for the new points uˆf , vf , and so that the new interval U
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is strictly inside V ′ (this is possible since in this case the point u is a repelling periodic
point of f s). ⊔⊓
Remark 4.1 As we will show in Section 8, one can apply this proposition for any
renormalizable unimodal polynomial f of degree ℓ ≥ 4. In addition, we shall give a
specific bound for the modulus of the corresponding annuli in Section 8. For the degree
ℓ = 2 we will need a modification of the above domains: see Section 9.
5 Real bounds if RV has a high return
As before, let W be a symmetric interval with nice boundary points, let RW be the
first return map to W and let V be the domain of RW containing c. Similarly, let RV
be the first return map to V and U the component of the domain of RV which contains
c. Let Uˆ (resp. Vˆ ) be the component of RV (resp. of RW ) containing the critical value
c1. Let s, s
′ be so that RV |Uˆ = f s−1 and RW |Vˆ = f s′−1.
In this section we will assume that RV has a high return and derive some condi-
tions which - when satisfied - will imply that the component of the f−s(D∗(V )) which
contains c is contained in D∗(V ).
Let j be the component of Uˆ \ c1 which is outside [c1, c2], i.e., j = Uˆ \ f(U). If RV
has a high return, f s−1|f(U) contains c and so we can define r to be the interval in
f(U) which contains c1 and such that f
s−1(r) ∋ c. Furthermore, let l be the maximal
interval having a unique common point with the boundary point of Uˆ outside [c1, c2]
on which f s−1 is monotone. We also write,
U = [u, τ(u)], Uˆ = [uˆf , f(u)] ∋ c1, t = l ∪ j ∪ r, V = [v, τ(v)],
l′ = f s−1(l), j′ = f s−1(j), r′ = f s−1(r), t′ = l′ ∪ j′ ∪ r′
and
L = f s(l), J = f s(j), R = f s(r) and T = L ∪ J ∪ R.
Mark the typographical difference between the degree ℓ and the interval l. The situation
is drawn below. (The fat lines denote the part near c1 which is inside the interval [c1, c2];
note that the map f s|t is orientation reversing.)
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The intervals of Lemma 5.1.
uˆf c1 c−s+1b
l j r
τ(v) cs c
l′ j′ r′
✻
a c1cs+1v
f
L J R
✻
f s−1
f
Given V as above, take a ∈ L (including possibly vf), choose b ∈ l so that f s(b) = a
and define
Kℓ(a) =
|b− c1|
|a− c1| .
In the case that a = vf and b = uˆf this becomes
Kℓ(v
f) =
|uˆf − c1|
|vf − c1| =
|j|
|J ∪ R| .
This number is important for our question. Indeed, if
Kℓ(v
f) < 1 (5.1)
then, if f(z) = zℓ+c1 then we get that f
−1(D∗(uˆ
f , uf)) ⊂ D∗(v, τ(v)). As in Lemma 2.1
this allows us to get a polynomial-like extension of RV :DV → V . In this section we
shall derive a condition for (5.1). Define
t =
|c1 − cs+1|
|T | =
|R|
|T | ,
y =
|a− c1|
|T | .
This last quantity measures the amount of ‘extendability’ around [a, c1]. For example,
if a = vf then y = 1
1+|L|/(|J∪R|)
where |L|/(|J ∪ R|) is the ‘space’ which exists around
f(V ) = J ∪ R.
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Lemma 5.1 (See also Proposition 3.2 in [SN].) Assume that RV has a high return
and that f 2s has no neutral or attracting fixed point. Then
Kℓ(a) ≤ t(y
1/ℓ − t1/ℓ)
t1/ℓy(1− y1/ℓ) .
Proof: Denote J = [a, cs+1], L = T \ (R ∪ J). Then instead of j′, l′ we can choose
some intervals j
′
, l
′
so that f(j
′
) = J , f(l
′
) = L), and l, j replace the intervals l, j, i.e.,
l = f−(s−1)(l
′
), j = f−(s−1)(j
′
)). If we do this, then the intervals r′, r, R do not change.
Write
α = |r′|, β = |r′ ∪ j′|, γ = |r′ ∪ j′ ∪ l′|,
and
Q =
|J | · |T |
|L| · |R| /
|j′| · |t′|
|l′| · |r′| .
Then, from the expansion of the cross-ratio’s
|J | · |T |
|L| · |R| ≥ Q ·
|j| · |t|
|l| · |r| ≥ Q.
|j|
|r| ,
and using this inequality we get
1/Kl(a) = |J ∪ R|/|j| ≥ (|J ∪ R|/|r|) ·Q · (|L| · |R|)/(|J| · |T |)
≥
|J|·|T |
|L|·|R|
|j
′
|·|t′|
|l
′
|·|r′|
· |J ∪R| · |L||J | · |T | =
|J ∪R| · |l′| · |r′|
|R| · |j′| · |t′|
=
β
l · (γ − β) · α
γ · (β − α) · αl .
Here we have used in the last inequality that |r| ≤ |R| which holds because f 2s|r has
no periodic attractor. Now writing β
l
/γl = y and αl/γl = t the lemma follows. ⊔⊓
Corollary 5.1
Kℓ(a) ≤ K∗ℓ (y) =
(1− 1/ℓ)ℓ−1
ℓ · (1− y1/ℓ) ,
so that
K∗ℓ (y)→ 1/(e · log(1/y))
as ℓ→∞.
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Example 5.1 .
(a) If the extendability space is 0.6, i.e., y1 = 1/(1 + 0.6) = 0.625 then
K∗2 (y1) = 1.19371..., K
∗
4(y1) = 0.951366... < 1.
(b) If the extendability space is 1/2, i.e., if y2 = 1/(1 + 1/2) = 2/3 then
K∗2(y2) = 1.36237..., K
∗
4 (y2) = 1.0941.., K
∗
6 (y2) = 1.02502.., K
∗
8(y2) = 0.993...
(c) If the extendability space is 1/3, i.e., y3 = 1/(1 + 1/3) = 3/4 then
K∗2 (y3) = 1.8660... and lim
ℓ→∞
K∗ℓ (y3)→ 1.2788....
This means that with these estimates for the extendability space, we can apply the
method suggested by Proposition 4.1 respectively for ℓ ≥ 4, ℓ ≥ 8 and not at all in the
last case. (In fact, if we can prove the space is more than e1/e − 1 = 0.44466.. then we
could apply this method for each ℓ sufficiently large.) In the last section of this paper
we shall use a slightly different method (using different Poincare´ neighbourhoods) which
also works when the space is equal to 1/3.
In the next two section we shall derive estimates for the number y from above.
6 Lower bounds for ‘space’ in the renormalizable
case
In this and the next section we shall derive lower bounds for the number y, i.e., find
lower bounds for ‘space’ by looking for a ‘smallest’ interval among a finite number of
intervals. This idea is used in a large number of results in one-dimensional dynamics.
In particular we were inspired by the thesis of Martens [Mar] or, specifically, by Lemma
1.2 in Section V.1 of [MS]. In this section we shall obtain quite sharp bounds, which
will enable to deal with all real infinitely renormalizable maps z 7→ zℓ + c1 of degree
ℓ ≥ 2. Unfortunately, the proof splits in quite a few subcases. The main result in the
section is Lemma 6.4. In the next section, we shall obtain weaker bounds which work
in a more general context; these weaker bounds only apply to the case that ℓ ≥ 4.
Let Vˆ ⊃ f(V ) be the interval which is mapped monotonically onto W by f s′−1.
Lemma 6.1 Let 2 ≤ k < s′ and let H1 be the maximal interval containing f(V ) such
that fk|H1 is monotone. Then fk(H1) contains fk(f(V )) and on each side of this
interval also an interval of the form f i(V ) with i ≤ k.
Proof: Let H1,−, H1,+ be the components of H1 \ f(V ). From the maximality of H1 it
follows that there exists i′ < k such that f i
′
(H1,+) contains c. Since f
i′+1(V ) is outside
W it follows that f i
′
(H1,+) contains one component W+ of W \ {c}. It follows that
fk(H1,+) contains f
k−i′(W ) ⊃ fk−i′(V ). Since the same holds for H1,−, the lemma
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follows. ⊔⊓
The proof of Lemma 6.1.
c1
H1,− f(V ) H1,+
c
W+ f
i′+1(V ) f i
′
(H1,+)
✻
fk−i
′−1(W ) fk(f(V )) fk−i”−1(W )
✻
f i
′
fk−i
′−1
Let Uˆ ⊃ f(U) be the interval which is mapped monotonically onto V by f s−1.
Lemma 6.2 Assume that RW has a high return and let l be one of the two maximal
intervals outside Uˆ for which f s|l is monotone and which has a unique common point
with Uˆ . (If we take the interval which is outside [c1, c2] then it is equal to the interval l
from Lemma 5.1.) Then L := f s(l) contains an interval of the form f i(V ), 1 ≤ i ≤ s′.
If U = V (so f is renormalizable with period s) and f is not also renormalizable of
period s/2 then L := f s(l) contains two distinct intervals of the form f i+2(V ), f s−i(V ),
with 1 ≤ i+ 2, s− i < s′ and i+ 2 6= s− i.
Proof: Let H = l ∪ Uˆ . By maximality of H there is i with 0 < i < s such that f i(H)
contains c in its boundary. Choose i maximal with this property. Since f i(Uˆ) is outside
V it follows that f i(H) contains one component V+ of V \ {c}. Hence f i+1(l) contains
f(V ) and therefore f s−1(H) contains f s−i−1(V ) (and also a point in f s−1(Uˆ) = V ).
Since RW has a high return and f
s′−1(f(V )) contains c in its interior, and since by
definition f s|l is monotone, it follows that s − i < s′. Hence f s−1(H) contains one of
the intervals f(V ), . . . , f s
′−1(V ).
Now assume that U = V and take H˜ = f i(H) = [c, f i(Uˆ)]. If f s−i−1(H˜) = f s−1(H)
only contains f s−i−1(V ) from the collection f(V ), . . . , f s
′
(V ), then f s−i−1(V ) = f s−i−1(U)
is contained in the interval f i(Uˆ) (i.e., f i+1(U) = f s−i−1(U)). Hence s− i− 1 = i+ 1,
i.e., i + 1 = s − i − 1 = s/2. It follows that f s−i−1 = f s/2 maps [H˜, τ(H˜)] inside
itself. Since, by assumption, this interval only contains two of the intervals of the
orbit V, . . . , f s−1(V ), it follows that f is also renormalizable of period s/2. Therefore
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f s−1(H) contains f s−i−1(V ) and f i+1(V ). ⊔⊓
The proof of Lemma 6.2.
c1
l Uˆ \ f(U) f(U)
Uˆ
c
V+ f
i(f(U))
✻
c
f s−i−1(V ) V = f
s−1(Uˆ)
✻
c1
L = f s(l)
f s−i(V )
f(V )
✻
f
f i
f s−i−1
Lemma 6.3 Assume that U = V has period s and f is not also renormalizable of
period s/2. Consider the disjoint intervals f(V ), . . . , f s(V ) and assume that f(V ) and
f 2(V ) are both smaller than their neighbours. Then there exists an integer k ≥ 2 such
that fk(V ) is shorter than its two neighbours from the collection f(V ), . . . , fk−1(V ).
Take k maximal with respect to this property. Let 1 ≤ i0, i1 < k be so that f i0(V ), f i1(V )
are the neighbours of fk(V ) from the collection f(V ), . . . , fk−1(V ). Let
Qk = [f
i0(V ), f i1(V )]
and define H1 ⊃ f(V ) to be the maximal interval on which fk−1 is monotone. Then
Hk = f
k−1(H1) ⊃ Qk. Let Zk ⊂ Hk be the maximal interval such that each component
of Zk \Qk contains at most one interval of the form f j(V ) with k < j ≤ s. If we define
Z1 ⊂ H1 so that Zk = fk−1(Z1) then
C−1(Z1, f(V )) ≥ 0.6.
Proof: Such an integer k exists because otherwise {2, . . . , s′} ∋ k 7→ |fk(V )| would
be increasing, contradiction our assumption that f 2(V ) is smaller than its neighbour.
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Let i0, i1 be the intervals as in the statement of the lemma. By the choice of k these
neighbours are longer than fk(V ). Let
Qk = [f
i0(V ), f i1(V )] ⊃ fk(V ).
Throughout the remainder of the proof we shall consider the case that f i0(V ) lies to the
left of f i1(V ). Notice that the fact that f i0(V ) and f i1(V ) are neighbours implies that
Qk only contains intervals of the form f
j(V ) with k < j ≤ s. From the maximality of
k this implies that each such interval f j(V ) ⊂ Qk is longer than the intervals f i0(V ),
f i1(V ) and fk(V ). Lemma 6.1 gives fk−1(H1) ⊃ Qk. Write
Hk = f
k−1(H1).
Let Z1 ⊂ H1 be as in the statement of the lemma. Let Q1 ⊃ f(V ) be the subset of H1
for which fk−1(Q1) = Qk and let
Qij = f
ij−1(Q1) , Zij = f
ij−1(Z1) and Hij = f
ij−1(H1) for j = 0, 1.
Since f i0(V ) and f i1(V ) are longer than fk(V ) we at least have
C−1(Z1, f(V )) ≥ C−1(Q1, f(V )) ≥ C−1(Qk, fk(V )) ≥ 1/3.
We shall now improve this estimate, by pulling back the interval Q = Qk either to Qi0
or to Qi1 . In this way we shall either find another interval f
j(V ) inside the interval
Qk or find a lower bound for the space between the intervals f
j(V ) in Qk. For this
we shall distinguish between several cases depending on whether or not Qk = Hk and
depending on the position of Qi0 and of Qi1 relative to Qk. Often we shall even show
that
C−1(Qk, f
k(V )) ≥ 0.6.
Since Z1 ⊃ Q1 this suffices:
C−1(Z1, f(V )) ≥ C−1(Q1, f(V )).
Case I. Assume that Q1 = H1. By maximality of H1 this implies that there exist i0
and i1 such that f
k−i0(H1) and f
k−i1(H1) contain c in their boundary, see the figure
below.
k − i1 0 fk−i1−1(Q1)
0 k − i0 fk−i0−1(Q1)
i0 k i1 fk−1(Q1) = Qk
Case I.
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If fk−i0(V ) lies closer to c then fk−i0+i1(V ) lies between k and i1. Similarly, if
fk−i1(V ) lies closer to c then fk−i1+i0(V ) lies between k and i0. Therefore, since there
is no f j(V ) ⊂ Qk with j < k and j 6= i0, i1, this implies that the first possibility occurs
if i1 > i0 and the second one if i1 < i0. In order to be definite, we shall assume (in this
case) that i0 < i1. This implies that the situation inside Qk is as drawn below.
i0 k k + i1 − i0 i1 Qk
Case I: The next interval in Qk.
Since each of these intervals f i0(V ), f i1(V ) and fk+i1−i0(V ) is at least as long as
fk(V ), it follows that
C−1(Qk, f
k(V )) =
left · right
middle · total ≥
2 · 1
1 · 4 =
1
2
.
Since
C−1(Qi0 , f
i0(V )) ≥ C−1(Qk, fk(V )) ≥ 1
2
this implies that each of the components of Qi0 \f i0(V ) has length 1/2 times the length
of f i0(V ). Therefore, if Qi0 does not contain any points of f
k(V ), then one of these
components of Qi0 \ f i0(V ) is contained in the gap between f i0(V ) and fk(V ). Hence
C−1(Qk, f
k(V )) ≥ 2 · 3/2
3/2 + 1 + 2
=
6
9
> 0.6 .
So we are finished in this case. If there exists an interval f j(V ) between f i0(V ) and
fk(V ) then we also are finished, because this interval then has length ≥ |fk(V )| and
therefore
C−1(Qk, f
k(V )) ≥ 2 · 2
2 + 1 + 2
=
4
5
> 0.6 .
So we shall consider the case that Qi0 contains some points of f
k(V ) and that there
exists no interval f j(V ) between f i0(V ) and fk(V ). Therefore the map fk−i0:Qi0 →
Qk is orientation preserving. Indeed, otherwise the interval [f
i0(V ), fk(V )] would be
mapped inside itself by the map fk−i0. Since there is no interval f j(V ) contained in
this interval [f i0(V ), fk(V )], this implies that f is also renormalizable with half the
period s/2. By assumption this is not the case. So fk−i0:Qi0 → Qk is orientation
preserving. If Qi0 contains (some points of) f
k(V ) and no points to the right of fk(V )
then the gap between f i0(V ) and fk(V ) is mapped onto fk+i1−i0(V ). So if we define
W1 ⊂ H1 so that Wk = fk−1(W1) = [f i0(V ), fk+i1−i0(V )] then
C−1(Wi0 , f
i0(V )) ≥ C−1(Wk, fk(V )) ≥ 1
3
.
Hence the component of Wi0 \ f i0(V ) which is between f i0(V ) and fk(V ) has at least
length 1/3 times the length of |f i0(V )|. This implies that
C−1(Qk, f
k(V )) ≥ 4/3 · 2
4/3 + 1 + 2
=
8
13
> 0.6.
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So we finally have to consider the case that Qi0 strictly contains a neighbourhood of
fk(V ). Then Qk contains f
k+k−i0(V ) and therefore this entire interval. Since k+k−i0 >
k + i1 − i0 > i1, Qk contains three intervals of the form f j(V ) to the right of fk(V )
and therefore
C−1(Qk, f
k(V )) ≥ 1 · 3
1 + 1 + 3
=
3
5
= 0.6.
This completes case I.
Case II and Case III. Assume that Q1 is strictly contained in H1. In order to
be specific, let us assume that fk−1(H1) contains a neighbourhood of f
i1(V ). This
information is useful since f j(V ) cannot be mapped monotonically onto f ii(V ) by an
iterate of f when j > i1. In particular, f
k−i0 cannot map fk(V ) to f i1(V ). Therefore
there are only two possibilities: II) Qi0 lies to the left of f
k(V ) or III) Qi0 contains
some points to the right of fk(V ). (Remember that we had assumed that f i0(V ) lies
to the left of f i1(V ).)
Case II. Qi0 lies to the left of f
k(V ).
Now we shall analyze the situation near f i1(V ). We shall subdivide several cases:
Case II.a. Qi1 lies to the right of f
k(V ). Let α · |f i0(V )| be the size of the gap between
f i0(V ) and fk(V ). Similarly, let β · |f i1(V )| be the size of the gap between f i1(V ) and
fk(V ).
Qi0
i0 k i1α β Qk
Case II: Qi0 lies to the left of f
k(V ).
Since Qi0 lies to the left of f
k(V ),
α ≥ C−1(Qi0 , f i0(V )) ≥ C−1(Qk, fk(V )) ≥
(1 + α)(1 + β)
3 + α + β
≥ 1/3.
In this case II.a, we also have a similar inequality as above for β, i.e., we have
α, β ≥ (1 + α)(1 + β)
3 + α + β
.
Since the right hand side of the above inequalities is increasing in both α and in β, it
follows that α, β ≥ κ where
κ =
(1 + κ)(1 + κ)
3 + κ+ κ
, i.e., κ2 + κ = 1.
Hence
α, β ≥ κ =
√
(5/4)− 1/2 > 0.6 .
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This implies that
C−1(Qk, f
k(V )) ≥ (1 + a)(1 + b)
1(3 + a+ b)
≥ κ ≥ 0.6 .
Case II.b. Qi1 contains some points of f
k(V ) but no point to the left of fk(V ). As
we remarked above, the fact that we are in Case II or Case III, implies that fk(V )
cannot be mapped homeomorphically onto f i1(V ). It follows that fk−i1 cannot map
Qi1 in an orientation reversing way homeomorphically onto Qk. Hence f
k−i1:Qi1 → Qk
is orientation preserving and this map sends fk(V ) to f i0(V ). Writing r = k − i0, this
gives k + (k − i1) = i0 + s, i.e., k − i1 = s− (k − i0) = s− r. So
k = i0 + r and i1 = k + (r − s) = i0 + 2r − s. (6.1)
Let α be so that the gap (f i0(V ), fk(V )) has length α|f i0(V )| and similarly, let β be
so that the gap between fk(V ) and f i1(V ) has size β|f i1(V )|. Let Zrk be the right
component of Zk \ f i1(V ) and define γ so that the size of Zrk is equal to γ|f i1(V )|.
Similarly, let Hrk be the right component of Hk \ f i1(V ).
Qi1
i0 k i1 Qk
Case II.b. The map fk−i1:Qi1 → Qk is orientation preserving.
Since we are in Case II, the interval Hrk contains at least some interval of the form
fm(V ) (with in fact m < k). If Zrk 6= Hrk then Zrk contains an interval f j1(V ) with
k < j1 < s. So in any case Z
r
k contains an interval f
n(V ). If the right component
of Qi1 \ f i1(V ) is not contained in Zrk , then Qi1 contains a neighbourhood of fn(V )
and therefore then Qk contains an interval f
j(V ) between fk(V ) and f i1(V ). Since
α ≥ 1/3, this implies that C−1(Qk, fk(V )) ≥ (1 + 1/3)2/(4 + 1/3) = 8/13 > 0.6.
Therefore, we may assume that the right component of Qi1 \ f i1(V ) is contained in Zrk .
Define W1 ⊂ Q1 so that Wk = fk−1(W1) = (f i0(V ), f i1(V )]. Since we are in Case II.b,
we have that fk−i1 maps fk(V ) to f i0(V ). Hence one component of Wi1 \ f i1(V ) is
contained in the gap (fk(V ), f i1(V )) corresponding to β and the other in the interval
Zrk corresponding to γ. Therefore
βγ
1 + β + γ
≥ C−1(Wi1 , f i1(V )).
Since
C−1(Wi1 , f
i1(V )) ≥ C−1(Wk, fk(V )) ≥ α(1 + β)
2 + α + β
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this gives,
βγ
1 + β + γ
≥ α(1 + β)
2 + α+ β
.
Hence
β(2 + α + β) ≥ α(1 + β) + α(1 + β)
2
γ
,
or
β2 + 2β ≥ α+ α(1 + β)
2
γ
,
i.e.,
β ≥
√
1 + α +
α(1 + β)2
γ
− 1.
Now we study the situation on the other side, around f i0(V ). Define Zˆk = [f
i0(V ), Zrk ]
and let Zˆ1 be so that f
k−1(Zˆ1) = Zˆk. Then Zˆi0 is to the left of f
k(V ). Indeed,
f r = fk−i0 maps fk(V ) to fk+(k−i0)(V ) = fk+r(V ). Because of (6.1) we have k+ r > s,
that f r|fk(V ) is not monotone and fk+r(V ) = f i1(V ). Since f r maps Zi0 monotonically
to Zk (which strictly contains f
i1(V )), we finally get that Zi0 lies to the left of f
k(V ).
Hence,
α ≥ C−1(Zˆi0, f i0(V )) ≥ C−1(Zˆk, fk(V )) ≥
(1 + α)(1 + β + γ)
3 + α+ β + γ
which gives that
α2 + 2α ≥ 1 + β + γ i.e., α ≥
√
2 + β + γ − 1.
If γ ≥ 0.56 then α ≥ √2.56− 1 = 0.6 and so we have
C−1(Zk, f
k(V )) ≥ (1 + α)(1 + γ)
3 + α + γ
≥ 1.6 · 1.56
4.16
= 0.6 .
If γ ≤ 0.56 then we have that
α
γ
≥
√
2 + γ − 1
γ
≥
√
2.56− 1
0.56
> 1.
Therefore
β ≥ √1 + α + 1− 1.
Since we also have α ≥ √2 + β − 1, and since the function (0,∞) ∋ x 7→ √2 + x − 1
has a unique attracting fixed point
√
5/4 − 1/2 > 0.61 it follows that α, β > 0.61.
Again this is sufficient and this completes case II.b.
Case II.c. Qi1 contains f
k(V ) and also some point between f i0(V ) and fk(V ). As
before, fk−i1:Qi1 → Qk is orientation preserving in this case, because otherwise fk−i1
maps [fk(V ), f i1(V )] monotonically into itself and since f has no periodic attractor,
this is impossible. Hence the interval fk+(k−i1)(V ) lies between f i0(V ) and fk(V ).
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Qi1
i0 k + (k − i1) k i1
γ Qk
Case II.c.
Note that Zk contains another interval f
j(V ) to the right of f i1(V ) because we have
assumed in Cases II and III that Hk contains a neighbourhood of f
i1(V ). Therefore we
may assume that Qi1 is contained in Zk, because otherwise Qk contains another (i.e., a
fifth) interval f j
′
(V ) inside Qk and so C
−1(Qk, f
k(V )) is at least 0.6. Now let γ be so
that the length of the component Zk \ Qk to the right of f i1(V ) is equal to γ|f i1(V )|.
Since we have assumed that Qi1 is contained in Zk,
γ ≥ C−1(Qi1 , f i1(V )) ≥ C−1(Qk, fk(V )) ≥
2 · 1
4
= 0.5 .
Hence
C−1(Zk, f
k(V )) ≥ 2(1 + γ)
2 + 1 + 1 + γ
≥ 2(1 + 0.5)
4 + 0.5
= 2/3 > 0.6 .
This completes the proof of Case II.
Case III. Qi0 contains a neighbourhood of f
k(V ) and, moreover, Hk contains a neigh-
bourhood of f i1(V ). The first assumption implies as before that fk−i0:Qi0 → Qk is
orientation preserving. The last assumption implies that Qi0 cannot have its right
endpoint in some interval f j(V ) with j > i1 since then f
k−i0 cannot map f j(V ) mono-
tonically onto f i1(V ). Hence fk+(k−i0)(V ) is contained between fk(V ) and f i1(V ). If
Qi0 contains points from f
k+(k−i0)(V ), then Qi0 contains this interval in its interior and
therefore Qk contains three intervals f
j(V ) to the right of fk(V ) and so we get the
required estimate. Therefore we can (and will) assume in the remainder of the proof
of Case III that Qi0 is to the left of f
k+(k−i0)(V ).
Qk
Qi0
i0
α
k
β
k + (k − i0) i1
Case III.
Let α > 0 be so that the gap (f i0(V ), fk(V )) has size α|f i0(V )|. Define β so that
(fk(V ), fk+(k−i0)(V )) has size β|fk(V )|. The gap corresponding to α is mapped to the
gap corresponding to β by fk−i0. Defining Wk = [f
i0(V ), fk+(k−i0)(V )) and W1 ⊂ H1
Local connectivity of the Julia set of real polynomials 23
so that fk−1(W1) = Wk, we have that
α ≥ C−1(Wi0 , f i0(V )) ≥ C−1(Wk, fk(V )) ≥
(1 + α)β
2 + α + β
.
This means that
α ≥
√
1 + β − 1.
Now let σ be so that |fk+(k−i0)(V )| = σ|fk(V )|; one has σ ≥ 1. Since one component
of Qi0 \ fk(V ) is contained in the gap corresponding to β, and using the definition of
σ, we have that
β ≥ C−1(Qi0 , fk(V )) ≥ C−1(Qk, fk+(k−i0)(V )) ≥
(2 + α + β)1
σ(3 + σ + α+ β)
.
This means that
β2 + β(3 + σ + α− 1/σ) ≥ 2/σ + α/σ. (6.2)
Our aim is to prove that
C−1(Qk, f
k(V )) ≥ (1 + α)(β + σ + 1)
3 + α + β + σ
≥ 0.6 .
If σ ≥ 2 or if α ≥ 1/3 then this holds. So assume that 1 ≤ σ ≤ 2 and that α ≤ 1/3.
If σ ∈ [3/2, 2] then 3 + σ + α − 1/σ ≤ 5 and so (6.2) implies that β2 + 5β ≥ 1, i.e.,
β ≥ 0.19. Hence α ≥ √1.19− 1 ≥ 0.09 and hence
(1 + α)(β + σ + 1)
3 + α + β + σ
≥ 1.09× 2.69
4.78
> 0.6 .
If σ ∈ [5/4, 3/2] then 3 + σ + α − 1/σ ≤ 4.2 and therefore β2 + 4.2β ≥ 4/3 and so
β ≥ 0.29. Therefore, α ≥ √1.29− 1 ≥ 0.13 and
(1 + α)(β + σ + 1)
3 + α + β + σ
≥ 1.13× 2.54
4.67
> 0.6 .
If σ ∈ [1, 5/4] then β2 + 3.8β ≥ 8/5 and so β ≥ 0.38. Therefore, α ≥ √1.38− 1 ≥ 0.17
and
(1 + α)(β + σ + 1)
3 + α + β + σ
≥ 1.17× 2.38
4.55
> 0.6 .
Thus we get the required estimate in each case. This completes the proof of this
lemma. ⊔⊓
The above lemma allows us to show that the interval L = f s(l) from Lemma 6.2 is
not too short compared to f(V ):
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Lemma 6.4 Assume that RW has a high return. As in Lemma 6.2, let l be one of
the two maximal intervals for which f s|l is monotone and which has a unique common
point with Uˆ . (If we take the interval which is outside [c1, c2] then it is equal to the
interval l from Lemma 5.1.) Write L = f s(l). Assume that U = V has period s and
assume that f is not renormalizable of period s/2. Then
|L| ≥ 0.6 · |f(V )|.
Proof: From the previous lemma, L = f s(l) contains at least two intervals of the form
f 2(V ), . . . , f s
′
(V ). We shall consider the disjoint intervals f(V ), . . . , f s
′
(V ). Of course,
f(V ) and f 2(V ) have just one neighbour in this collection, and all other have two.
First consider the case that f(V ) is shorter than its neighbour. Because f s(l)
contains at least this neighbour, one gets |f s(l)| ≥ |f(V )| which gives the required
estimate. So we may assume that f(V ) is longer than its neighbour.
Similarly, let us consider the case that f 2(V ) is shorter than its nearest neighbour
f j(V ). Then let G be the interval containing f(V ) which is mapped diffeomorphically
onto [f 2(V ), f j(V )]. Because z 7→ |Df(z)| is monotone on G and takes its maximum
on f(V ) it follows that G \ f(V ) is longer than f(V ). Now since f s(l) contains a
neighbour, it certainly contains G \ f(V ). In particular, as in the previous case we get
|f s(l)| ≥ |f(V )| and the proof is complete in this situation.
So we may assume that f(V ) and f 2(V ) are both smaller than their neighbours.
This implies that, as in the previous lemma, there exists a maximal integer k ≥ 2
with k ≤ s′ and such that fk(V ) is shorter than its two neighbours from the collection
f(V ), . . . , fk−1(V ). As before, Qk = [f
i0(V ), f i1(V )] ⊃ fk(V ) contains only intervals
of the form f j(V ) with k < j ≤ s which are all longer than the intervals f i0(V ), f i1(V )
and fk(V ). For simplicity assume again that f i0(V ) lies to the left of f i1(V ). Let
H1 ⊃ f(V ) be the maximal monotone interval and, as in the previous lemma, let Z1
be the maximal interval in H1 such that Zk = f
k−1(Z1) contains at most one interval
of the form f j(V ) with k < j ≤ s on each side of fk(V ). Then fk−1(Z1) ⊃ Qk by
Lemma 6.1. Write
Hk = f
k−1(H1).
Let Z1,− and Z1,+ be the components of Z1 \ f(V ) and for simplicity take Z1,+ be the
component which lies on the same side of f(V ) as L (so it lies in [c1, c2]). Label i0 and
i1 so that f
k−1(Z1,+) contains f
i1(V ). If L ⊃ Z1,+ then we have that
|L|
|f(V )| ≥
|Z1,+|
|f(V )| ≥ C
−1(Z1, f(V )) ≥ C−1(Zk, fk(V )) ≥ 0.6,
where in the last inequality we used the previous lemma.
Therefore we may assume that L is a proper subset of Z1,+ ⊂ H1. Hence fk−1|L
is monotone and therefore, because of Lemma 6.2, fk−1(L) contains at least two
neighbours f j(V ) with k < j ≤ s of fk(V ) (on the same side as f i1(V )). These
intervals f j(V ) are to the left of f i1(V ) because otherwise fk−1(L) ⊂ Hk would
contain an interval f j(V ) to the right of f i1(V ) and so fk−1(L) ⊃ Zk,+. Hence
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L ⊃ Z1,+, a contradiction. If fk−1(L) contains three or more intervals f j(V ) then
C−1(Wk, f
k(V )) ≥ 4/5 > 0.6 and we are done. Here W1 = H1,− ∪ f(V ) ∪ L and
Wj = f
j−1(W ). So we may assume that fk−1(L) contains precisely two neighbours
f j1(V ) and f j2(V ) and assume for simplicity that f j1(V ) is to the left of f j2(V ). Of
course, this implies that we may also assume that L contains precisely two intervals of
the form f j(V ). Hence, it suffices to show that
C−1(Wk, f
k(V )) ≥ 0.6.
We have that f i0(V ) ⊂ f i0(H1,−) lies to the left of fk(V ). There are two cases.
Case 1. Wi0 lies to the left of f
k(V ). In this case choose α > 0 so that the gap
between f i0(V ) and fk(V ) has size α|f i0(V )|. Then
α ≥ C−1(Wi0 , f i0(V )) ≥ C−1(Wk, fk(V )) ≥
(1 + α)2
4 + α
and this implies that α ≥ 1/2 and that C−1(Wk, fk(V )) ≥ 3/5 = 0.6.
Case 2. Wi0 contains some points of f
k(V ). Then, as before, fk−i0:Wi0 → Wk is order
preserving. If the image of the gap between f i0(V ) and fk(V ) under fk−i0 contains one
of the intervals f j(V ) in fk−1(L) ⊂ Wk then define Wˆk = [f i0(V ), f j(V )], Wˆ1 ⊂ H1 so
that fk−1(Wˆ1) = Wˆk and we get that
α ≥ C−1(Wˆi0 , f i0(V )) ≥ C−1(Wˆk, fk(V )) ≥
(1 + α)1
3 + α
,
i.e., α ≥ 1/3 and C−1(Wk, fk(V )) > 0.6. Since, by assumption, fk−1(L) contains no
more than two intervals f j(V ) and since fk−i0−1(L) also contains two interval of the
form fm(V ), the only remaining possibility is that fk−i0 maps fk(V ) to f j1(V ) and
f j1(V ) to f j2(V ). (Here we use thatWi0 cannot contain Wk because otherwise f would
have a periodic attractor.) Hence
j1 = k + (k − i0) and j2 = k + 2(k − i0).
But now we use a more precise statement from Lemma 6.2: the intervals f j(V ) in L
are of the form f i+2(V ) and f s−i(V ). Hence
j1 = (i+ 2) + (k − 1) and j2 = (s− i) + (k − 1)
for some i. Writing r = k − i0, combining all this gives
r = j1 − k = i+ 1 and 2r = j2 − k = s− i− 1.
Hence 3r = s and L contains the intervals f r+1(V ) and f 2r+1(V ). But then the map
fk−1 = f r+i0−1 cannot be monotone on f 2r+1(V ) (because 3r = s and f s|f(V ) is
not monotone). Therefore we get a contradiction with the assumption that fk−1|L is
monotone. ⊔⊓
Finally, we shall also give in this section an estimate for the case that a map is
renormalizable of period s and also of period s/2 (this case was not covered by the
previous lemma).
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Lemma 6.5 Assume that RW has a high return. As in Lemma 6.2, let l be one of
the two maximal intervals for which f s|l is monotone and which has a unique common
point with Uˆ . Write L = f s(l). Assume that U = V has period s and assume that f is
renormalizable of period s/2. Then
|L| ≥ (1/2) · |f(V )|.
Proof: Let R be the renormalizable interval of period r := s/2 containing both U and
f s/2(U). Let k = 0, 1, . . . , r−1 be so that |fk(R)| ≤ |f i(R)| for each i = 0, 1, . . . , r−1.
There are two cases: |fk(U)| ≤ |fk+r(U)| or |fk+r(U)| ≤ |fk(U)|. In the former case,
let m = k and define fm±r(U) = fm+r(U) and in the latter case we take m = k + r
and define fm±r(U) = fm−r(U). If m = 1, 2 then one has, just like in the proof of
Lemma 6.4, that
|f r+1(U)| ≥ |f(U)|. (6.3)
(Note that f r+1(U) is the nearest neighbour of f(U) from the collection of disjoint
intervals U, f(U), . . . , f s−1(U) because by assumption f is also renormalizable of period
r = s/2.) So assume thatm > 2. Then define Qm to be the smallest interval containing
fm±r(U) on one side of fm(U) and containing also the nearest neighbour from the
collection R, . . . , f r−1(R) on the other side of fm(U). Let H1 be the maximal interval
containing Uˆ so that fm−1|H1 is monotone. We claim that fm−1(H1) ⊃ fm(U) contains
Qm. Indeed, let H
1,2
1 be the components of H1\ Uˆ . By maximality, there exist i1, i2 < s
with i1 6= i2 so that f i1(H11 ), f i2(H21 ) contains c in its boundary. If ij 6= r − 1 then
f ij (U) ∩ R = ∅ and therefore f ij (Hj1) contains one component of R \ {c}. Therefore
fm−1(Hj1) contains a neighbour of f
m(R) from the collection R, . . . , f r−1(R). If ij =
r − 1 then f ij (Hj1) merely contains one component of U \ {c} and then fm−1(Hj1)
contains fm−r(U). Since either i1 or i2 is different from r− 1 the claim follows. By the
choice of m we therefore get
C−1(Qm, f
m(U)) ≥ 1 · 2
1 + 1 + 2
.
Hence the interval Q1 ⊃ Uˆ for which fm−1(Q1) = Qm satisfies
C−1(Q1, f(U)) ≥ 1/2.
In particular,
both components of Q1 \ f(U) have length ≥ (1/2)|f(U)|. (6.4)
From the first part of Lemma 6.2 it follows that L = f s(l) contains at least one of
neighbours of f(U) from the collection U, f(U), . . . , f s−1(U). The nearest neighbour
of f(U) is f r+1(U). So if m = 1, 2 then from (6.3) it follows that |L| ≥ |f(U)|. If
m > 2 then we have that either fm−1(L) contains either at least two intervals from the
collection U, f(U), . . . , f s−1(U) or it contains f r+m(U). Hence from the definition of
Qm and since f
m−1|Q1 is monotone we get that L contains one component of Q1\f(U).
In particular, from (6.4), |L| ≥ (1/2)|f(U)|. ⊔⊓
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7 Lower bounds for ‘space’ when RV has a high
return
Let Vˆ ⊃ f(V ) be the interval which is mapped monotonically onto W by f s′−1. Let s′′
be the smallest integer such that f s
′′−1(V ) ∋ c. In this section we assume that RV has
a high return. Hence f s−1(Uˆ) ∋ c and so s′′ ≤ s.
Proposition 7.1 Assume that RV has a high return. Let T0 be the smallest interval
containing f(V ) and another disjoint interval from the collection f 2(V ), . . . , f s
′′
(V ).
Write L0 = T0 \ f(V ). Then
|L0| ≥ 1
3
|f(V )|.
Moreover, if we define l to be one of the two maximal intervals outside Uˆ for which f s|l
is monotone and which has a unique common point with Uˆ , then f s(l) contains L0.
For the proof of this proposition we need two lemmas.
Lemma 7.1 Assume that RV has a high return. Let 2 ≤ k < s′′ and let H1 be the
maximal interval containing f(V ) such that fk|H1 is monotone. Then fk(H1) contains
fk(f(V )) and on each side of this interval also an interval of the form f i(V ) with i ≤ k.
Proof: Let H1,−, H1,+ be the components of H1 \ f(V ). From the maximality of H1 it
follows that there exists i′ < k such that f i
′
(H1,+) contains c. Since i
′ < k ≤ s′′ − 1 ≤
s−1, the interval f i′+1(U) (which is contained in f i′+1(V ) ⊂ f i′(H)) is outside V . Since
f i
′+1(U) and f i
′+1(V ) have f i
′+1(c) as one common endpoint and the other endpoint
of f i
′+1(V ) is certainly outside V (because the endpoints of V are nice), it follows that
f i
′+1(V ) is outside V . Hence f i
′
(H1,+) contains one component of V \ {c}. It follows
that fk(H1,+) contains f
k−i′(V ). ⊔⊓
Let Uˆ ⊃ f(U) the interval which is mapped monotonically onto V by f s−1. In the
next lemma we prove the second part of the statement of Proposition 7.1.
Lemma 7.2 Let l be one of the two maximal intervals outside Uˆ for which f s|l is
monotone and which has a unique common point with Uˆ . Then L := f s(l) contains at
least one interval of the form f i(V ), 1 ≤ i ≤ s′′ which is disjoint from f s(Uˆ) = V .
Proof: By maximality of l there is i with 0 < i < s such that f i(l) contains c in its
boundary. Choose i maximal with this property. Since f i(Uˆ) is outside V it follows
that f i(l) contains one component V+ of V \ {c}. Hence f s(l) contains f s−i(V ) (and
also a point in f s−1(Uˆ) = V ). Since f s
′′−1(f(V )) contains c in its interior, and since
by definition f s|l is monotone, it follows that s− i < s′′. Hence f s−1(H) contains one
of the intervals f(V ), . . . , f s
′′−1(V ). ⊔⊓
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Proof of Proposition 7.1 Let L0 be defined as in the proposition and consider the
intervals f(V ), . . . , f s
′′
(V ). Since s′′ might be larger than s′, we cannot be sure that
these intervals are disjoint. Evenso, there exists k such that
|fk(V )| ≤ |f i(V )| for each i = 1, 2, . . . , s′′.
If k = 1 then in particular the length f(V ) is at most equal to the length of its nearest
disjoint neighbour from the collection f(V ), . . . , f s
′′
(V ). Since L0 contains an interval
f i(V ), 1 ≤ i ≤ s′′ which is disjoint from f(V ) it follows that |L0| ≥ |f(V )|. If k = 2 then
a similar argument applies: again the length f 2(V ) is at most equal to the length of its
nearest disjoint neighbour from the collection f(V ), . . . , f s
′′
(V ). Since L0 contains an
interval f i(V ), 1 ≤ i ≤ s′′ which is disjoint from f(V ), and since z 7→ |Df(z)| increases
monotonically as z moves away from c = 0, it follows again that |L0| ≥ |f(V )|. So
we may assume that k > 2. Because of Lemma 7.1 we can find an interval Z1 around
Vˆ such that fk−1|Q1 is monotone and so that Zk = fk−1(Z1) contains on each side of
fk(V ) an interval of the form f i(V ) with i < k (and which is disjoint with fk(V )). Let
Z1,± be two components of Z1 \ Uˆ marked so that Z1,+ intersects L0. If Z1,+ ⊂ L0,
then
|L0|
|f(V )| ≥
|Z1,+|
|f(V )| ≥ C
−1(Z1, f(V )) ≥ C−1(Zk, fk(V )) ≥ 1
3
because Zk contains on each side of f
k(V ) an interval f i(V ) with i ≤ s′′ which is at
least as long as fk(V ) and because of the choice of k.
It remains to consider the case when L0 ⊂ Z1,+, i.e., when fk−1 is monotone on
L0. As we have seen above, L0 contains some f
j(V ) with j ≤ s′′. Hence, the interval
f j+k−1(V ) lies in Zk and k ≤ j + k − 1 ≤ s′′. By choice of k, the interval f j+k−1(V )
is longer than fk(V ). Hence |fk−1(L0)| ≥ |fk(V )|. Moreover, again by Lemma 7.1,
fk−1(Z1,−) also contains an interval of the f
i(V ) with i ≤ s′′ and again by the choice of
k this implies that |fk−1(Z1,−)| ≥ |fk(V )|. LetW1 = Q1,−∪Uˆ∪L0 andWk = fk−1(W1).
Then both components of Wk \ fk(V ) are at least as long as fk(V ) and therefore
|L0|
|f(V )| ≥ C
−1(W1, f(V )) ≥ C−1(fk−1(W1), fk(V )) ≥ 1
3
.
This completes the proof of this proposition. ⊔⊓
8 The proof of the Main Theorem in the infinitely
renormalizable case for ℓ > 2
In this section we consider an infinitely renormalizable f(z) = zℓ + c1 map with ℓ ≥
4. Such a map has renormalizations of period q(n) where q(n + 1) = q(n) · a(n)
where a(n) ≥ 2 is an integer. If a(n) = 2 for all n larger than some n0 than some
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renormalization has Feigenbaum dynamics, and then local connectedness immediately
follows from Hu and Jiang’s result [HJ]. In fact, we shall prove the Main Theorem
and Theorem A for this case separately in Section 13 because the bounds obtained in
Lemma 6.4 do not hold at the n-th renormalization if a(n) = 2 (in that case the weaker
bounds obtained in Lemma 6.5 will be used in Section 13.) So assume in this section
that a(n) > 2 for infinitely many n. Then we can find a sequence of n’s tending to
infinity and a sequence of periodic intervals Un = Vn of period s(n) such that f is not
also renormalizable of period s(n)/2. Because f has no wandering intervals [MS], it
follows that |Un| → 0.
Let us pick such an n and write Un = Vn = [−un, un] and let s(n) be the period
(note that for the map we consider τ(z) = −z). For convenience, let us for the moment
suppress the subscript n and write s for s(n). Let Uˆ ⊃ f(U) be the interval from before
and consider the diffeomorphism f s−1: Uˆ → V . Let F be the inverse of this map. Since
F is a diffeomorphism, it induces a univalent map
F :CV → CUˆ .
Hence F (D∗(V )) ⊂ D∗(Uˆ). Now we use that the space from Lemma 5.1 is at least 0.6,
because of the estimates of Lemma 6.4. (In fact, in Section 12, another proof of the
Main Theorem is given in the infinitely renormalizable case - this proof is based on the
space 1/3 but using domains which are not Euclidean discs.) Hence, see the estimates
below Lemma 5.1, one gets that f−1(D∗(Uˆ)) ⊂ D∗(V ), i.e.,
f−1 ◦ F (D∗(V )) ⊂ D∗(V ).
From this we get that
f s:D′∗(V )→ D∗(V ),
where D′∗(V ) = f
−1◦F (D∗(V )), is a proper degree ℓmap. This is still not a polynomial-
like mapping since ∂D′∗(V ) ∩ ∂D∗(V ) = ∂V , so these regions intersect in the repelling
periodic point u (with f s(u) = u) and its symmetric counterpart −u. Of course, this
problem can be easily amended by adding to D∗(V ) some discs containing u because
this point is a repelling. In this way we will get a polynomial-like mapping f s: Ω′n → Ωn.
In fact, we even want a lower bound for the modulus of the annulus Ωn \ Ω′n. That
such a lower bound exists, is not surprising since |Df s(u)| − 1 is bounded from below,
see Theorem B in Chapter IV of [MS] or Theorem B in [MMS]. In the Lemma below
we shall give use related estimates to give lower bounds for the modulus of the annulus
Ωn \ Ω′n.
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Lemma 8.1 There are universal constants C0, C1, C2 > 0 with the following property.
Let T1 ⊃ f(U) be the maximal interval on which f s−1 is monotone. Then,
each component of f s−1(T1) \ V has length ≥ C0ℓ |u− c|. (8.1)
Let T be the component of f−1(T ) \ {c} which contains u. Then there exists u˜ ∈ T
such that
C1/2
ℓ
|u− c| ≤ |f s(u˜)− u| ≤ C1
ℓ
|u− c| (8.2)
such that
|f s(u˜)− c| ≥ (1 + C2/ℓ2) · |u˜− c|. (8.3)
When ℓ ≥ 4, there exists also u∗ ∈ T such that
f s−1(u∗) = −f s(u˜) and |u∗ − c1| < |f(u)− c1|. (8.4)
Proof: Let L1 be a maximal interval on which f
s is monotone with a unique common
point with f(U). By Lemma 6.4, one has
|f s(L1) \ f(V )| ≥ 0.6 · |f(V )| = 0.6 · |c1 − f(u)|. (8.5)
Since, f(z) = (z − c)ℓ + c1 (where we usually take c = 0), the first inequality (8.1)
follows because there exists C0 such that
0.61/ℓ ≥ 1− C0
ℓ
. (8.6)
So we can take u′, u′′ ∈ T with
|f s(u′)− u| = C1
2ℓ
|c− u| and |f s(u′′)− u| = C1
ℓ
|c− u|
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provided C1 < C0. We shall now show in the remainder of the proof that there exists
u˜ ∈ [u′, u′′] for which (8.3) holds. Let us now show that this would complete the proof,
i.e. that (8.4) automatically would also hold. Indeed, because of (8.1) one can take
u∗ ∈ T1 so that f s−1(u∗) = −f s(u˜). By Lemma 5.1 there exists a universal constant
K∗ < 1 such that provided ℓ ≥ 4,
|uˆf − c1| < K∗|f(u)− c1|. (8.8)
Let us show that, provided we choose C1 sufficiently small, in (8.7), the inequality
in (8.4) holds. For this define j′ = [u∗, uˆ
f ] and t′ the interval between f(u) and
the endpoint of T1 outside [c1, c2]. Let l
′, r′ be the components of t′ \ j′ (with l′ the
component outside [c1, c2]. One has
|c1 − uˆf |
|u∗ − uˆf | =
|l′|
|j′| ≥ C
−1(t′, j′) ≥ C−1(f s−1(t′), f s−1(j′)) ≥ |f
s−1(l′)|
|f s−1(j′)|
|f s−1(r′)|
|f s−1(t′)| . (8.9)
The first ratio in the last term will tend to infinity if we choose C1 small (because
|f s−1(l′∪j′)| has size ≥ 0.61/ℓ ·|V | and |f s−1(j′)| has size (C1/ℓ)·|V |). The second factor
in the last term of (8.9) is of order one. Hence, (8.9) implies that |u∗−uˆf |/|c1−uˆf | goes
to zero provided C1 goes to zero. Combined with (8.8) one has that |u∗−c1| < |f(u)−c1|
for some universal choice of C1.
Thus it remains to prove (8.3). Let lˆ = [c, u], jˆ = [u, u′], rˆ = [u′, u′′] and tˆ = lˆ∪ jˆ∪ rˆ.
Let us compare the size of jˆ ∪ rˆ with that of lˆ. Define τ = |jˆ ∪ rˆ|/|lˆ|. If τ ≤ C1/(2 · ℓ),
then |f s(u′′)− c|/|u′′− c| = (1+C1/ℓ)/(1+ τ) ≥ (1 +C1/ℓ)/(1 +C1/(2ℓ)) ≥ 1+C2/ℓ,
and (8.3) follows with u˜ = u′′. So we may assume that
τ =
|jˆ ∪ rˆ|
|lˆ| =
|u− u′′|
|u− c| ≥ C1/(2ℓ). (8.10)
Let us show that it suffices to show that there exists a universal constant C3 and
some u˜ ∈ rˆ = [u′, u′′] for which
|f s(u)− f s(u˜)|/|u− u˜| ≥ (1 + C3/ℓ2). (8.11)
Indeed, then
|c− f s(u˜)|
|c− u˜| ≥
1 + τ(1 + C3/l
2)
1 + τ
.
Because of (8.10), τ ≥ C1/(2ℓ) and therefore the last expression is bounded from below
by 1 + C7/ℓ
2. Therefore (8.4) follows and the proof of the lemma is complete once we
have shown that (8.11) holds.
In fact, we may also assume that there exists C ′3 ∈ (0, 1) with
|f s(rˆ)|
|rˆ| ≤ 1 + C
′
3/ℓ
2. (8.12)
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To see this, assume that (8.12) fails. Then, by the Mean Value Theorem,
|Df s(ξ)| ≥ 1 + C ′3/ℓ2 for some ξ ∈ rˆ = [u′, u′′].
Hence we have the following cross-ratio inequality
(|f s(u)− f s(ξ)|/|u− ξ|)2
|Df s(u)||Df s(ξ)| ≥ 1
(this is just the cross-ratio inequality C(f st, f sj) ≥ C(t, j) where we let t shrink to
j = [u, ξ]). Hence, since u is a repelling periodic point,
|f s(u)− f s(ξ)|
|u− ξ| ≥
√
|Df s(u)||Df s(ξ)| ≥
√
1 · (1 + C ′3/ℓ2)
which shows that (8.11) holds with u˜ = ξ and where we take C3 = C
′
3/4. Hence we are
also finished if (8.12) does not hold. Of course, for the same reason we may assume
|fs(rˆ)|
|rˆ|
≤ 2 and with (8.7) we get
|rˆ|
|lˆ| ≥ C4/ℓ (8.13)
where C4 = C1/4 > 0 is again a universal constant. Moreover, we have
|lˆ|
|jˆ| ≥ C
−1(tˆ, jˆ) ≥ C−1(f s(tˆ), f s(jˆ)) ≥ 1 · (C1/(2ℓ))
(1 + C1/ℓ)(C1/(2ℓ))
≥ C ′4. (8.14)
Now, given intervals j ⊂ t for which t \ j has components l, r, define the cross-ratio
operator
B(t, j) =
|t||j|
|l ∪ j||r ∪ j| .
As with the cross-ratio operator C we defined before, one has B(ft, fj) ≥ B(t, j) if
f |t is monotone and has negative Schwarzian derivative. Because of (8.13) and (8.14),
and using the expression f(z) = (z − ℓ)ℓ + c1, one can easily check that
B(f(tˆ), f(jˆ))
B(tˆ, jˆ)
≥ 1 + C5/ℓ2
where C5 > 0 is a universal constant. This implies that
B(f s(tˆ), f s(jˆ))
B(tˆ, jˆ)
≥ 1 + C5/ℓ2. (8.15)
Therefore, suppose by contradiction that (8.11) is false for C3 ≤ min(C5/10, 1).
Since f s is a repelling fixed point at u and jˆ has u in its boundary, we have that
|f s(jˆ ∪ rˆ)|/|jˆ ∪ rˆ| ≥ 1. Because (8.11) is false, this implies
|f s(jˆ)|/|jˆ|
|f s(jˆ ∪ rˆ)|/|jˆ ∪ rˆ| ≤ 1 + C3/ℓ
2. (8.16)
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Now we also have
1 ≤ |f
s(tˆ)|
|tˆ| ,
|f s(jˆ ∪ lˆ)|
|jˆ ∪ lˆ| (8.17)
and
|f s(tˆ)|
|tˆ| ≤ max
( |f s(jˆ ∪ lˆ)|
|jˆ ∪ lˆ| ,
|f s(rˆ)|
|rˆ|
)
. (8.18)
Here (8.17) follows from the fact that f s|tˆ has no attracting fixed point (and u is
its fixed point), and (8.18) is a general fact about mean slopes of a monotone map.
Because we assumed that (8.12) holds we get from (8.17) and (8.18) that
|f s(tˆ)|/|tˆ|
|f s(jˆ ∪ lˆ)|/|jˆ ∪ lˆ| ≤ (1 + C
′
3/ℓ
2). (8.19)
Combining (8.16) and (8.19) and using C ′3 = 4C3 gives,
B(f s(tˆ), f s(jˆ))
B(tˆ, jˆ)
≤ (1 + 6C3/ℓ2).
On the other hand, by (8.15) we get that the left hand side of this expression is bounded
from below by 1+C5/ℓ
2. From this we get a contradiction since C3 ≤ min(C5/10, 1). ⊔⊓
Consider domain
Ωn = D((−f s(u˜), f s(u˜)) = D((f s−1(u∗), f s(u˜)).
The inverse F of f s−1 extends in a univalent way to C[−fs(u˜),fs(u˜)] and therefore
F (D(−f s(u˜), f s(u˜))) ⊂ D∗(u∗, f(u˜))
where we use that f s−1(u∗) = −f s(u˜). Because of (8.3) and (8.4) we get that
f−1(D∗(u∗, f(u˜))) ⊂ D∗(−f s(u˜), f s(u˜)) = Ωn
and that, moreover, the difference set is an annulus with a modulus which is bounded
away from zero by a constant which only depends on ℓ. In particular, writing Ω′n =
f−1 ◦ F (Ωn), the map f s(n): Ω′n → Ωn is a polynomial-like mapping. Moreover, since f
has no wandering intervals and s(n)→∞ we have that |Ωn∩R| → 0. By construction
the diameter of Ωn is at most twice that of Vn = [−un, un]. Hence, Theorem A in the
introduction follows immediately from all this.
The conclusion of the proof of the Main Theorem for the infinitely renormalizable case
when ℓ ≥ 4. For simplicity, let Tn be the image under f s(n)−1 of the maximal interval
of monotonicity around c1. By (8.1), there exists a constant C = C(ℓ) > 0 such that
C(Tn,Ωn ∩R) ≤ C. To end the proof, we follow an argument similar to [Ji1]. Given n,
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consider so-called the maximal renormalization, gn:W
′
n → Wn, where Wn is a slitted
complex plane CTn without a fixed neighborhood of infinity, so that Ωn ⊂ Wn and
fn = gn = f
s on Ω′n. By Proposition 3.2, the Julia set Jn of gn is contained in Ωn. On
the other hand, Jn is equal to the intersection of critical Yoccoz pieces started from a
piece based on the points u, uˆ, so there is a piece Pn in Ωn containing c. Since Pn∩J(f)
is connected, we have proved the local connectivity of J(f) at the critical point c.
Let z ∈ J(f) be any other point. If the forward orbit of z avoids some neighborhood
of c, then f is expanding along this orbit, and the local connectivity at z follows.
So assume that the orbit of z hits any neighborhood Pn of c. Then we use the
fact that the renormalizations fn are ‘unbranched’ ([McM]). More precisely, there
exists a domain Mn, such that Mn ⊂ Wn, the annulus An = Mn \ Pn has a modulus
≥ m = m(l) > 0, and An does not contain any iteration of c. To see this, denote by tn
and T ′n, where tn ⊂ T ′n ⊂ Tn, the intervals, such that gn(tn) = Ωn∩R and gn(T ′n) = Tn.
Since C(Tn,Ωn ∩ R) ≤ C, we have C(T ′n, tn) ≤ C ′, where C ′ > 0 depends only on ℓ.
Furthermore, the interval T ′n is disjoint from the all iterations of c which are outside
of the renormalization interval V (we use that f is not s/2-renormalizable). On the
other hand, by the construction, the domain Ω′ is inside of a domain of a definite shape
based on the interval tn (if ℓ ≥ 4, this is just a disc). This implies the existence of
Mn as above. Let some iterate f
k(z), k = kn, of the orbit of z hit Pn the first time.
We can pull back the domain Pn along z, f(z), . . . , f
k−1(z) by a branch Gn of f
−k,
since Pn contains only iterations of c corresponding to the renormalization. Indeed,
otherwise some P ′ = f−i(Pn) covers c for the first time. Hence, f
i:P ′ → Pn is an
iteration of the renormalization fn, i.e., P
′ ⊂ Pn contradicting the choice of the iterate
fk(z). By the unbranching property, the pullback Gn extends to the domain Mn. Let
Pn(z) = Gn(Pn). We want to show, of course, that the Euclidean diameters of Pn(z)
tend to zero. For this, let us consider a domain M ′n ⊂ Mn bounded by a core curve of
the annulus An. Then maxy∈∂M ′n |fk(z)− y|/miny∈∂M ′n |fk(z)− y| ≤ C(m),n = 1, 2, . . .
(see e.g. [McM]). Introduce domains En = Gn(M
′
n). Since the modulus of annulus
Mn \M ′n is m/2, by Koebe distortion theorem, maxy∈∂En |z − y|/miny∈∂En |z − y| ≤
C1(m), n = 1, 2, . . .. If we assume that diamPn ≥ d > 0 for n = 1, 2, . . ., then
miny∈∂En |z− y| ≥ d/2C1 = r > 0, i.e., the disc Dz(r) ⊂ En. Hence, fkn(Dz(r)) ⊂M ′n,
for n→∞ and kn →∞. This is a contradiction with the non-normality of the family
fn at z ∈ J(f). Thus, ⋂n>0 Pn(z) = {z} and so J(f) is again locally connected at z.
9 The proof of the Main Theorem in the infinitely
renormalizable case when ℓ = 2
In this section we consider a renormalizable f(z) = z2 + c1 with a periodic interval
V of the period s. As before, we may assume that RV has a high return because
otherwise f has a periodic attractor. Again we shall delay dealing with the case that
f is also renormalizable of period s/2 until Section 13. Hence, because of Lemma 6.4,
the space from Lemma 5.1 is at least 0.6. Note however, that the bound we obtain
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for K∗2 (0.6) is equal to 1.19371... > 1 and we cannot use the method of the previous
section in the quadratic case. Therefore, we construct a domain of renormalization Ω
for f s which is different from D∗(V ), but with a diameter depending on |V | only, so
that the renormalizations shrink to zero together with V .
As before, denote D(J ; θ) the Poincare´ neighbourhood of a real interval J , with
external angle θ ∈ (0, π/2]. We define the domain Ω = Ω(θ) as the Poincare neigh-
borhood D(V ; θ) of the periodic interval V (with the angle θ to be specified later on),
united with two discs: D∗(I) and D∗(−I) with I = (0, 6/5 · u), and u is the periodic
endpoint of V , (i.e., f s(u) = u). We may and shall assume that u > 0. Since RV has
a high return, one has that cs ∈ [−u, 0].
The intervals I,−I.
b uˆf c1 c−(s−1) u
f
a′ −u cs c = 0 u 6/5 · u
−I I = (0, 6/5 · u)
✻
a uf cs+1 c1
✻
f s−1
f
Remark 9.1 Consider the map f s−1: Uˆ → V . As in Lemma 6.4, let l be the maximal
interval with a unique common endpoint with Uˆ and outside [c1, c2] such that f
s−1|l
is monotone. From Lemma 6.4 we have that |f s−1(l)| ≥ √1 + 0.6 · |V+| where V+
is one component of V \ {c}. The number 6/5 is chosen for the following reason:
6/5 > K∗2(0.6) = 1.19371.., but 6/5 <
√
1 + 0.6. Because of Lemma 6.4, the latter
inequality shows that the pullback F of f s−1: Uˆ → V has a monotone extension to
I˜ = I ∪V ∪ (−I). Let F also denote the extension of this pullback to C
I˜
= (C \R)∪ I˜.
The first inequality we shall need in the proof of Corollary 9.1 below.
Our aim is to prove that f−1 ◦ F (Ω) is a proper domain inside of Ω. For this, it is
enough to prove
Proposition 9.1 f−1 ◦ F (∂Ω) ⊂ Ω.
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c = 0 v−v
•••••
6/5 · u−6/5 · u
Ω = D(V ; θ) ∪D∗(I) ∪D∗(−I)
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c1
••••••
c−(s−1)
ufuˆf
Figure 1: The region Ω and its preimage.
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Proof: First of all, we observe that f−1 ◦ F (D∗(I)) consists of two components D1
and −D1, where D1 is a proper domain in D∗(I). Note that there exists an interval
containing c1 which is mapped diffeomorphically by f
s−1 onto I˜. Therefore, f−1 ◦ F
maps I homeomorphically into itself, because u is a repelling fixed point of f s (here
we use that f s has negative Schwarzian derivative). Moreover, cs = f
s−1(c1) is not
in I and therefore F (D∗(I)) does not contain c1. Hence f
−1 ◦ F (D∗(I)) consists of
two components D1 and −D1, where D1 is a proper domain in D∗(I). Thus, the
corresponding branch of f−1 ◦ F (Ω) maps CI univalently into itself. By symmetry, we
get also −D1 ⊂ D∗(−I). Thus we have shown that
f−1 ◦ F (D∗(I)) ⊂ Ω. (9.1)
Next we want to show that the pullback ofD(V ; θ) is inside Ω(θ) provided we choose
θ conveniently. For this we shall first consider the pullbacks through the map P (z) = z2.
Fix K ≥ 1. In the next lemma we are going to compare P (D((−1, 1); θ)) with the
Poincare´ disc D((−K, 1); θ). The latter disc is a ‘scaled-up’ version of D((uˆf , uf); θ) ∋
c1.
Lemma 9.1 Let K > 1. There exists θ0 = θ0(K) > 0 such that, for all θ ∈ (0, θ0), the
boundaries of P (D((−1, 1); θ)) and D((−K, 1); θ) intersect each other in Z(K, θ) and
its complex conjugate. Furthermore,
Z(K, θ)→ K2 ∈ R,
as θ → 0. Hence, the difference ∆(K, θ) = D((−K, 1); θ) \ P (D((−1, 1); θ)) tends to
the interval [1, K2], as θ → 0.
Proof: Consider a possible intersection point
z1 ∈ P (∂D((−1, 1); θ)) ∩ ∂D((−K, 1); θ).
That is, z1 = P (z2) = z
2
2 with
z2 ∈ ∂D((−1, 1); θ)).
Since these sets are symmetric with respect to the real axis and since D((−1, 1); θ) is
also symmetric with respect to the imaginary axis, we may consider the case that z1 is
in the upper half plane, and that z2 is in the first quadrant.
Since z2 ∈ ∂D((−1, 1); θ),
z2 = 1 +
i exp(iθ)
sin(θ)
(1− exp(iα)) (9.2)
where α ∈ (0, 2π− θ) is the angle between the vectors z2−C, 1−C, with C the centre
of the circle D((−1, 1); θ). Similarly, since z1 ∈ ∂D((−K, 1); θ),
z1 = 1 +
K + 1
2
· i · exp(iθ)
sin(θ)
· (1− exp(iφ)). (9.3)
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Taking the square of (9.2),
z22 = 1 +
2 exp(iθ)
sin2(θ)
(1− exp(iα))
{
i sin(θ)− 1
2
exp(iθ)(1 − exp(iα))
}
.
We have in the brackets {...} term:
i sin(θ)− 1
2
exp(iθ)(1− exp(iα)) =
1
2
(exp(iθ)− exp(−iθ)− exp(iθ) + exp(i(θ + α))) =
exp(iα)
2
(exp(iθ)− exp(−i(θ + α))).
So,
z22 = 1 +
2 exp(iθ)
sin2(θ)
(1− exp(iα))exp(iα)
2
(exp(iθ)− exp(−i(θ + α))) =
1 +
2 exp(iθ)
2 sin2(θ)
exp(iα){exp(iθ)− exp(−i(θ + α))− exp(i(θ + α)) + exp(−iθ)} =
1 +
exp(i(θ + α))
sin2(θ)
{2 cos(θ)− 2 cos(θ + α)}.
If z22 = z1, then we compare the last expression with (9.3), cancel 1 in both hand-
sides and then divide them by exp(iθ), and multiply by sin(θ), and after that separate
Re and Im parts:
2(cos(θ)− cos(θ + α))
sin(θ)
cos(α) =
K + 1
2
sin(φ),
2(cos(θ)− cos(θ + α))
sin(θ)
sin(α) =
K + 1
2
(1− cos(φ)).
Now divide the second equality to the first one:
tan(α) = tan(φ/2).
Here 0 < φ/2 < π, so either α = φ/2, or α = φ/2 + π. The latter case is impossible,
since z2 is in the first quarter, i.e. 0 < α + θ < π/2.
Thus,
α = φ/2.
Now we substitute φ = 2α in the equality, say, for the real parts:
2(cos(θ)− cos(θ + α))
sin(θ)
cos(α) =
K + 1
2
sin(2α),
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or
4 sin(α/2) sin(θ + α/2) cos(α) =
K + 1
2
2 sin(α) cos(α) sin(θ),
or
sin(θ + α/2) =
K + 1
2
cos(α/2) sin(θ),
or
cos(θ) sin(α/2) =
K − 1
2
cos(α/2) sin(θ),
or, at last,
tan(α/2) =
K − 1
2
tan(θ).
If θ here is small, we find a unique α in the admissible interval (0, π − θ/2) for
the angle α (this is because α = φ/2 ∈ (0, π − θ/2)). So there is the unique point of
intersection of the curves ∂P (D((−1, 1); θ)) and ∂D((−K, 1); θ) in the upper halfplane.
If θ → 0, then φ ∼ 2(K − 1)θ and z1 ∼ K2. The rest of the lemma follows easily. ⊔⊓
Corollary 9.1 If θ is small enough, then
f−1 ◦ F (∂D(V ; θ)) ⊂ Ω(θ). (9.4)
Proof: Take K = K∗2(0.6) = 1.19371.... By the Schwarz contraction principle, see
Lemma 2.1, F (D(V ; θ)) is contained in D(Iˆ; θ), where the interval Iˆ = (uˆf , uf) is
around c1, with |c1−uˆf | ≤ K|uf−c1|. By rescaling and the previous lemma, for all θ less
than some positive absolute constant θ1 the closure of the domain F (D(V ; θ)) is inside
f(Ω(θ)). Here we have used that the previous lemma implies that f−1(F (D(V ; θ))) \
D(V ; θ) converges to the interval ±(u,K ·u) as θ → 0. Since K < 6/5, see Remark 9.1,
this implies that this difference set is contained in D∗(I) ∪D∗(−I).
⊔⊓
Conclusion of the proof of Proposition 9.1. To complete the proof, it remains to show
that for all angles θ less than some other positive constant θ2 the domain F (D∗(−I)) is
contained properly inside P (Ω(θ)). Note that P (−I) = P (I) = (c1, a), where |c1−a| =
(6/5)2|c1 − uf | < (1 + 0.6) · |c1 − uf |, i.e. a ∈ L. Hence, by Lemma 5.1, the interval
F (−I) is inside an interval (b, uf), where
|b− c1|/|uf − c1| = (|b− c1|/|a− c1|) · (5/6)2 < K∗2 (y0) · (5/6)2 := K1 < 1
where, using the notation of Lemma 5.1, y0 = |a− c1|/|T | = (6/5)2/(1+0.6) ∈ (0.6, 1).
It follows, F (D∗(−I)) is inside of the ball D∗(b, uf). By rescaling, we need to show
that P (D((−1, 1); θ)) contains a fixed ball D∗(−K1, 1). If θ is small, it is a not difficult
exercise. Hence
f−1 ◦ F (D∗(−I)) ⊂ f−1(D∗(b, uf)) ⊂ D∗(U ; θ).
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Together with (9.1) and (9.4) this implies Proposition 9.1. ⊔⊓
With the constructed sequence of the domains of renormalizations {Ω} we end the
proof of the Main Theorem in the infinitely renormalizable case for degree two, simply
repeating the proof of this theorem for the larger degrees (see the end of the previous
section).
Let us now prove Theorem A for ℓ = 2. For this we make use of Lemma 8.1 (or
rather its proof): for every small enough ε > 0 there exists a constant C, 0 < C < 1
(depending only on ε), and a point u˜ in the interval I \ V such that the image f s(u˜)
lies in the ε-neighbourhood of the point 6
5
u and
|u˜− c| ≤ C|f s(u˜)− c|. (9.5)
With this ε small enough (but fixed) and the corresponding point f s(u˜), which replaces
the previous point 6
5
u, we can construct the domain Ω (see Remark 9.1), with the same
angle θ0. Then the modulus of the annulus Ω \ f−1 ◦F (D(V ; θ0)∪D∗(−I)) is bounded
from below by a positive absolute constant. On the other hand, by (9.5), two preimages
f−1 ◦ F (D∗(I)) are also on a proportionally definite distance from the boundary of Ω,
and we obtain Theorem A. ⊔⊓
10 The proof of the Main Theorem when ω(c) is
not minimal and in the Fibonacci case
In the remainder of the paper we shall deal with the non-renormalizable case (except in
Section 13, where we shall finish the proof of Theorem A in the infinitely renormalizable
case when period doubling occurs). Firstly, if the ω-limit set ω(c) of the critical point
c = 0 is not minimal then it very easy to see that the Julia set is locally connected.
To see this, note that if ω(c) is not minimal then it contains a point x whose forward
orbit stays away from the critical point c. Hence this forward orbit lies in a hyperbolic
set. Therefore the Yoccoz puzzle-pieces Pn(x) containing x shrink down in diameter to
zero. Since x ∈ ω(c), the forward orbit of c enters these pieces and it follows that all
the puzzle-pieces tend to zero in diameter. Since the intersection of the Julia set with
puzzle-pieces is connected the result follows.
Now we shall prove that the Julia set of a Fibonacci map of the form f(z) = zℓ+ c1
with c1 is real is locally connected. We should emphasize that this result also follows
from Theorem B. However, since the Fibonacci map is often thought of as the ‘bad
case’, we want to show explicitly that the careful estimates obtained in [SN] imply that
the proof of local connectivity in this case is in fact very easy. Let us write as before
τ(z) = −z. Let us remind that a Fibonacci map is a map defined by the following
property: For i ≥ 0 and x ∈ R, let xi = f i(x) and choose x−i ∈ f−i(x) so that the
interval connecting this point to c = 0 contains no other points in the set f−i(x). Note
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that if c is not a periodic point there are always precisely two such points c−i (which
are symmetric with respect to each other). Let S0 = 1 and define Si inductively by
Si = min{k ≥ Si−1; c−k ∈ (c−Si−1, cˆ−Si−1)}.
f is called a Fibonacci map if the sequence Si coincides with the Fibonacci numbers:
S0 = 1, S1 = 2 and Sk+1 = Sk + Sk−1, i.e., the sequence 1, 2, 3, 5, 8, . . .. Moreover,
let us define inductively a sequence of points un as follows. Let u0 be the orientation
reversing fixed point q of f and let us define un+1 to be the nearest point to c with
un+1 ∈ f−Sn(un)
so that un+1 is on the same side of c as cSn+1 . In particular, u1 = uˆ0 = qˆ. We shall use
Proposition 10.1 [SN] For each even integer ℓ ≥ 2, there exists a sequence of stan-
dard discs Dn centred at the critical point 0 and relatively compact topological discs
D0n, D
1
n in Dn, such that:
• A trace of Dn on the real line is ended by two symmetric preimages un−1, τ(un−1)
of an orientation reversing fixed point q of f .
• The sequence of discs Dn shrinks to zero.
• For each n big enough, the map
Rn : (D
0
n
⋃
D1n)→ Dn
defined by
Rn(z) = {fk(z) ; k > 0 is minimal withfk(z) ∈ Dn}
is l-polynomial-like with l-multiple critical point zero.
• Moreover, the critical point of Rn lies in the Julia set of Rn.
Proof: For the proof see [SN] (this theorem is proved there for each even ℓ ≥ 2). For
ℓ = 2 this result is also proved in [LM]. ⊔⊓
Proof of the Main Theorem in the Fibonacci case. There is a critical Yoccoz piece
Pn containing un−1, τ(un−1) in its boundary. Let Q
−1 be the extension of the R−1n
from Dn
⋂
Pn to Pn. Let P
0
n , P
1
n be the images of Pn under this map Q
−1. Then
Q: (P 0n
⋃
P 1n) → Pn is again l-polynomial-like map. Observe that Rn = Q on the real
line. Hence, the critical point zero belongs to both Julia sets JRn and JQ. As we have
proved in Proposition 3.2, we have FRn = FQ and that there exists a component of some
preimage of Q−i(Pn) which contains c and which is contained in Dn. By construction,
J(f) ∩ Pn is connected. Hence J(f) ∩ Q−i(Pn) is connected and for some i and some
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component Cn ∋ c of Q−1(Pn) is contained in Dn. Hence Cn is an open neighbourhood
of c which is contained in Dn and such that Cn∩J(f) is connected. Since the sequence
un tends to c = 0, the diameter of Dn tends to zero and we get that the diameter of
Cn tends to zero also. Hence J(f) is locally connected in c = 0.
To prove the local connectivity at any other point z ∈ Jf , we can repeat arguments
for quadratic case (see [Mil]), which work in our case as well. If the orbit of z does
not hit a critical piece, then the pieces around z shrink to z by contraction principle.
Let now zero be an accumulation point of the orbit of z. Consider the annuli given
by the Yoccoz pieces. First, note that the sum over the all depths d = 1, 2, . . . of the
moduli of the annuli Ad(0) around zero is infinite, just because the critical pieces tend
to the point. Fix d and find the first iterate zj of z that hits the critical piece at depth
d + 1. Then an annulus of the puzzle around z at depth d+ j is isomorphic to Ad(0).
Furthermore, distinct values of d give distinct values of d + j. Hence, the sum of the
moduli of annuli around z is infinite, as we needed. ⊔⊓
We should note that the Julia set of the Fibonacci polynomial z 7→ zℓ + c1 with
c1 real has positive Lebesgue measure when ℓ is large, see [SN]. It follows that there
exists Julia sets which are locally connected but have positive Lebesgue measure.
11 The proof of the Theorem B for ℓ large
In this section we prove Theorem B and the Main Theorem in some non-renormalizable
cases when ℓ is large.
Theorem 11.1 There exists ℓ0 as follows. Let f(z) = z
ℓ + c1 with ℓ an even integer
and c1 real be a non-renormalizable polynomial such that the limit set ω(c) ∋ c is
minimal and f has infinitely many times a high return in the partition given by the
Yoccoz puzzle on the real line. Then the Julia set of f is locally connected provided
ℓ > ℓ0.
For a definition of the notion of a high return, see the end of the introduction. We
should note that the proof of this theorem also holds for every infinitely renormalizable
f with ℓ is large enough (and thus giving an alternative proof of Main Theorem in the
infinitely renormalizable case when ℓ is large).
As before, let W be a symmetric interval with nice boundary points, let RW be
the first return map to W and let V = [v, τ(v)] be the domain of RW containing c.
Similarly, let RV be the first return map to V and U = [u, τ(u)] the component of the
domain of RV which contains c. Let Uˆ = [uˆ
f , uf ] be the component of RV containing
the critical value c1. Let s be so that RV |Uˆ = f s−1. In this section we will assume that
RV has a high return, i.e., RV (U) = f
s(U) ∋ c.
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uˆf c1 c−(s−1) u
f
−v cs c v
✻f s−1
We cannot use Lemmas 6.3-6.4 since f above is not renormalizable, however we can
Proposition 7.1 (which also holds for renormalizable f). Let us state it quickly again.
Let T0 be a minimal interval containing f(V ) and its immediate neighbour among the
disjoint intervals f 2(V ), . . . , f s
′
(V ). Write L0 = T0 \f(V ). By Lemma 6.2, there exists
an interval l on either side of Uˆ which has a unique common point with Uˆ such that
f s: l → L0 is one-to-one and by Proposition 7.1:
Lemma 11.1
|L0| ≥ 1
3
|f(V )|.
Given the interval V = (−v, v) we construct an ℓ-polynomial-like map sitting inside
the domain Ω = Ω(ℓ, V ) defined as
Ω = D(V ; θ)
⋃
D(I; θ)
⋃
D(−I; θ),
where θ = θ0 is some absolute constant (angle) to be determined later on, the interval
I = (0, v +
log(11/10)
l
v).
Let F :V → Uˆ be the inverse to the map f s−1: Uˆ → V . Then F extends to a
univalent map on a maximal interval T containing V and then to domain CT . The
first observation is that for all sufficiently large degrees ℓ, the interval
I˜ = I ∪ V ∪ (−I) = Ω ∩ R
is inside the interval T . This is because
(1 +
log(11/10)
ℓ
)ℓ ∼ 11
10
< 1 + 1/3,
that is f(I˜) ⊂ (c1, vf)∪L0, by Lemma 11.1. In the formula above the symbol ∼ means
that the left hand side converges to the right hand side as ℓ → ∞. We shall use this
convention throughout this section.
We are going to prove
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c = 0 v−v
•••••
v + log(11/10)
ℓ
vv + log(11/10)
ℓ
v
Ω = D(V ; θ) ∪D(I; θ) ∪D(−I; θ)
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c1
•••••••
vf + 1
3
(vf − c1)
......................................................................
..
..
c−(s−1)
ufuˆf
Figure 2: c1−uˆ
f
vf−c1
< 1.3 when ℓ >> 1.
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Proposition 11.1 There exists θ0 > 0, such that for all sufficiently big ℓ,
f−1 ◦ F (∂Ω) ⊂ Ω.
Before proving this proposition we show
Proposition 11.2 Proposition 11.1 implies the Main Theorem in the non-renormalizable
high case when ℓ is sufficiently large.
Proof: It is enough to construct the ℓ-polynomial-like mapping inside the domain
Ω. Since f :ω(c) → ω(c) is minimal, each point in ω(c) eventually is mapped into
V and therefore is in the domain of definition of the map RV . There exists a finite
collection of disjoint intervals I0 = U and I1, . . . , I i in V , which form the domain of
definition of the map RV (see Proposition 4.1 and its proof). More precisely, every
x ∈ ω(c) ∩ V belongs to some Ij or to U , the map RV : Ij → V is a diffeomorphism
for j = 1, 2, . . . , i, and U ∈ c with RV |U(U) = f s(U) ∋ c (the high return). Given
j = 1, . . . , i, there exists an interval Iˆj containing Ij such that RV : I
j → V extends to
a diffeomorphism from Iˆj onto the interval I˜ (from the definition of the domain Ω).
Indeed, if lj ⊃ Ij is a maximal interval on which RV is monotone, then RV (lj) contains
V and its immediate neighbour (from the collection of intervals f j(V )) on either side
of V . Hence, RV (l
j) ⊂ f−1(T0) ∩ R. Thus, Iˆj ⊂ lj. Since f has no attracting periodic
orbit, Iˆj is a subset of either the right part I of I˜ or its left part −I. Let, for example,
Iˆj ⊂ I. By Lemma 2.1, there exists a domain Ωj inside D(Ij; θ) ⊂ D(I; θ) ⊂ Ω which is
mapped diffeomorphically by a map Rj (an iteration of f) onto Ω. We have constructed
Ωj for each j = 1, 2, .., i, and each θ ∈ (0/π/2). Assuming Proposition 11.1, we fix the
angle θ0 and find a domain Ω0 ⊂ Ω such that R0 = f s: Ω0 → Ω is a proper ℓ-cover.
Since the domains Ωj , j = 0, 1, . . . , i may intersect each other, we modify so that they
become ℓ-polynomial-like. To do this, let us consider a Yoccoz piece PV containing the
ends of the interval V on its boundary. Let D be a component of PV ∩ Ω containing
V . For every j = 0, 1, . . . , i, there exists a domain Dj ⊂ Ωj such that Rj :Dj → D is
a diffeomorphism if j > 0, and an ℓ-cover if j = 0. Since all Dj lie in different Yoccoz
pieces, we obtain the ℓ-polynomial-like map. ⊔⊓
Proof of Proposition 11.1: We prove this proposition using three lemmas and their
corollaries.
Lemma 11.2 If a ∈ L0 such that 0 < a− c1 ≤ (11/10)(vf − c1), then Kℓ(a) < 2, for
all l big enough.
Proof: If y ≤ (3/4)·(11/10), then, by Corollary 5.1,K∗ℓ ∼ 1/(e·log(1/y)) ≤ 1.9123... <
2. ⊔⊓
Let Pℓ(z) = z
ℓ. The next lemma gives information about the asymptotic shape of
Pℓ(D((−1, 1); θ)) as ℓ → ∞. We need even something more general. Fix K between
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+∞ and −1, some C > 0, and θ ∈ (0, π/2), and consider a Poincare´ neighbourhood
D = D((−(1 + C
ℓ
)K, 1 + C
ℓ
); θ) of the interval (−(1 + C
ℓ
)K, 1 + C
ℓ
) (here K ≥ −1).
Take a real Λ > 0 and consider a point zℓ(Λ) of the boundary of the above D with
arg(z) = Λ/ℓ.
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z 7→ zℓ
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Figure 3: The image of a Poinacare´ disc under the map z 7→ zℓ.
Lemma 11.3 Pℓ(zℓ(Λ)) tends, as ℓ→∞, to a point
exp(C) exp
(
Λ
cos(θ)
sin(θ)
)
exp(iΛ)
of a logarithmic spiral, and the convergence is uniform in Λ on every compact of
(0,+∞).
Proof: If z ∈ ∂D, then, by 9.2,
z = (1 +
C
ℓ
) ·
[
1 +
K + 1
2
· i · exp(iθ)
sin(θ)
· (1− exp(iφ))
]
,
Local connectivity of the Julia set of real polynomials 47
where φ is the angle between the vectors z − z0, 1− z0, with z0 the centre of the circle
D. As arg(z) = Λ/ℓ → 0 with ℓ → ∞, then φ → 0 uniformly in Λ on every compact
of (0,+∞) (remember that θ is fixed). So,
zℓ ∼ exp(C) exp
{
K + 1
2 sin(θ)
exp(iθ)ℓφ
}
,
as ℓ → ∞. Let us prove that ℓφ → Λ 2
K+1
. Indeed, by the expression for z and using
the notation α = Λ/ℓ,
tan(α) =
K+1
2 sin(θ)
(cos(θ)− cos(θ + φ))
1 + K+1
2 sin(θ)
(sin(θ + φ)− sin(θ)) .
Then
cos(θ + φ− α) = cos(θ)− 2 sin(α/2)(cos(θ) sin(α/2)− K − 1
K + 1
sin(θ) cos(α/2)).
It follows, as α→ 0 (and θ =const),
θ + φ− α ∼ θ + α(−
K−1
K+1
sin(θ))
sin(θ)
,
i.e., φ ∼ 2α/(K + 1). The uniform convergence also follows, and the statement is
proved. ⊔⊓
Given A ≥ 1, θ ∈ (0, π/2), and 0 ≤ Λ1 < Λ2 ≤ ∞, we denote
Γ(A, θ; Λ1,Λ2) = {z = A exp
{
Λ
cos(θ)
sin(θ)
}
exp(iΛ) ; Λ1 < Λ < Λ2}
a part of the logarithmic spiral. We have proved in the lemma above that an arc of
∂D((−1, 1); θ) of the points z with 0 < arg(z) < Λ/ℓ, where 0 < Λ <∞, is mapped by
Pℓ asymptotically onto Γ(1, θ; 0,Λ), and an arc of ∂D((0, 1+(1/ℓ) log(11/10)); θ) of the
points with 0 < arg(z) < Λ/ℓ is mapped by Pℓ asymptotically onto Γ(11/10, θ; 0,Λ).
Let us note that the arc Γ(1, θ; 0,Λ) is inside D((−K, 1); θ), K > 1, if Λ > 0 is small
enough, because these curves are tangent at 1, but the curvature of the logarithmic
spiral at 1 is less than the curvature of the curve (a part of a circle) ∂D((−K, 1); θ)
at 1. On the other hand, it is clear that for given K and for A big enough the spiral
Γ(A, θ; 0,∞) is already outside of D((−K, 1); θ). We are going to find a lower bound
for A.
Fix K > 1, and A > 1.
Lemma 11.4 If for some sequence of θ tending to zero, the (open) curve Γ(A, θ; 0, π)
intersects the curve ∂D((−K, 1); θ) at a point Z(θ), then Z(θ) tends to 1 + x, where x
is a positive (real) solution of the equation
A exp
{
x(1 + x
K+1
)
1 + x
}
− (1 + x) = 0. (11.1)
48 Genadi Levin and Sebastian van Strien
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A ≈ A∗(K)
Figure 4: D((−K, 1); θ) when θ << 1
Remark 11.1 It can be seen from the proof below that this condition is also ‘only if ’.
Proof: We have at the point of intersection Z(θ) (of argument α):
A exp
{
α
cos(θ)
sin(θ)
}
exp(iα) = 1 +
K + 1
2
· i. exp(iθ)
sin(θ)
· (1− exp(iφ)), (11.2)
and a consequence is the equality for arguments:
tan(α) =
K+1
sin(θ)
sin(φ
2
) sin(θ + φ
2
)
1 + K+1
sin(θ)
sin(φ
2
) cos(θ + φ
2
)
. (11.3)
Remember that some sequence of θ → 0. A priori the following cases are possible for
some subsequence:
I. φ/θ→∞. We are going to prove that this case is, in fact, impossible.
II. φ/θ→ t <∞.
Case I is divided into three subcases.
Ia. φ → π. Then (11.3) and φ/θ → ∞ gives tan(α) → ∞, i.e., α → π/2. Now
we compare the left-hand side (LHS) and the right-hand side (RHS) of (11.2). The
modulus of the LHS is equal to
A exp{αcos(θ)
sin(θ)
} ∼ A exp( π
2θ
)
while for the modulus of the RHS we can write
|1 + K + 1
2
· i · exp(iθ)
sin(θ)
· (1− exp(iφ))| ∼ |1 + i(K + 1)1
θ
|,
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so the equality (11.2) cannot hold in this case.
Ib. φ→ 2π. Then α > π/2, i.e.,
A exp{αcos(θ)
sin(θ)
} > A exp(π cos(θ)
2 sin(θ)
) ∼ A exp( π
2θ
)
while the modulus of the RHS of (11.2) can be at most
1 +
K + 1
θ
,
as θ → 0. This is again a contradiction.
Ic. φ tends neither to π/2 nor to π (but φ/θ→∞). Then, from (11.3), α ∼ θ+φ/2,
and the modulus of the LHS of (11.2) is at least
A exp
3
4
(1 +
φ
2θ
)
while the modulus of the RHS of (11.2) is less than
1 + (K + 1)
φ
2θ
.
Since φ/θ →∞, this is impossible again.
Case II: φ/θ→ t <∞ (as θ → 0 along a sequence). Then
(K + 1)
sin(φ/2)
sin(θ)
→ x = (K + 1)t/2 <∞
and tan(α)→ 0. If t = 0, then the RHS tends to 1, but |LHS| > A > 1. Thus, t and
x are not zero, and, from (11.3),
α ∼ x(1 + φ/(2θ))
1 + x
θ ∼ x(1 +
x
K+1
)
1 + x
θ.
Then the RHS of (11.2) tends to
1 + x.
Substituting these in (11.2), we obtain the equation (11.1) for x. Moreover, the point
of intersection tends to 1 + x ∈ R. The lemma is proved. ⊔⊓
Corollary 11.1 Given K > 1, if
A > A∗(K) =
K
exp(2K−1
K+1
)
, (11.4)
then, for all θ close enough to zero, the arc Γ(A, θ; 0, π) of the logarithmic spiral does
not intersect the domain D((−K, 1); θ).
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Remark 11.2 The condition (11.4) is also ‘only if ’.
Proof: It is enough to prove only that, with this particular choice of A, equation
(11.1) does not have positive solutions. If A > 1 is close enough to 1, equation (11.1)
has at least two positive solutions. On the other hand, since the second derivative of
the left-hand side of (11.1),
A exp
{
x(1 + x
K+1
)
1 + x
}
1
(K + 1)2
[
1 +
2K
(1 + x)2
− 2K(K + 1)
(1 + x)3
+
K2
(1 + x)4
]
,
has exactly one positive root, the number of positive roots of (11.1) is at most two. If
A is large, there are no positive roots at all. Hence, there exists some A∗ > 1, such
that with A < A∗ there are two roots, and with A > A∗ there are no roots, and A∗ can
be defined by a condition that with A = A∗, the equation has one multiple positive
root x. So,
A∗ exp{
x(1 + x
K+1
)
1 + x
} = 1 + x,
and
A∗
[
1
K + 1
+
K
(K + 1)(1 + x)2
]
exp
{
x(1 + x
K+1
)
1 + x
}
= 1.
Then
1
K + 1
+
K
(K + 1)(1 + x)2
=
1
1 + x
,
i.e., x is either 0, or K − 1. The zero corresponds to the trivial value A∗ = 1. Substi-
tuting x = K − 1, we obtain the formula (11.4). ⊔⊓
Corollary 11.2 Given an arbitrary interval J ⊂ R, for all θ small enough, the curve
Γ(1, θ; π, 2π) is outside the closure of the domain D(J ; θ).
Proof: Obviously, the curve Γ(1, θ; π, 2π) is a curve Γ(Aθ, θ; 0, π) rotated by the angle
π, where Aθ = exp(π
cos(θ)
sin(θ)
) tends to ∞ as θ tends to the zero. ⊔⊓
Conclusion of the proof of the Proposition 11.1. Remember that we chose the domain
of renormalization
Ω = D(V ; θ)
⋃
D(I; θ)
⋃
D(−I; θ),
where V = (−v, v) and v is the boundary point of V so that F (v) = uf ∈ (c1, vf) (we
assume that v > 0), θ is some absolute constant (angle) to be determined later on, and
I = (0, v + log(11/10)
ℓ
v).
We need to find θ = θ0 > 0 and ℓ0, such that for every ℓ > ℓ0,
f−1 ◦ F (∂Ω) ⊂ Ω.
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To do this, consider the pullback F (Ω). Let us rescale Ω such that the interval V =
(−v, v) turns into the interval (−1, 1). We call the obtained domains by Ω∗. Let us
rescale also F (Ω) by shifting first by −c1, and then rescaling it so that the interval
(c1, v
f) turns into the interval (0, 1). We call the obtained domains by Ω˜∗. It is
convenient to introduce also the scaled map F ∗ corresponding to the map F (the
pullback of f s−1):
F ∗(z) =
F (vz)− c1
vf − c1 .
So Ω˜∗ = F ∗(Ω∗). It is enough to find θ = θ0 and ℓ0, such that for every ℓ > ℓ0 we have
that the closure of P−1ℓ (Ω˜
∗) is inside Ω∗. (As above, Pℓ(z) = z
ℓ.) By our choice,
Ω∗ = D((−1, 1); θ) ∪D(I∗; θ) ∪D(−I∗; θ),
where I∗ = (0, 1 + log(11/10)
ℓ
).
Let us look at the all parts of P−1ℓ ◦F ∗. Given z 6= 0, we let Ei(z) be a unique point
w such that Pℓ(w) = w
ℓ = z and arg(w) ∈ [(2i− 1)π/ℓ, (2i+1)π/ℓ), i = 0, 1, . . . , l− 1.
Because of Lemma 11.1, the restriction of F ∗ to the real axis is defined on the interval
(−(4
3
)1/ℓ, (4
3
)1/ℓ). Moreover, the real map E0 ◦ F ∗: (0, (43)1/ℓ)→ R is a homeomorphism
and it sends the interval (0, (4
3
)1/ℓ) into itself (since RV has a high return and f has no
attracting periodic orbit). It follows that
E0 ◦ F ∗(D(I∗; θ)) is a proper subset of D(I∗; θ), (11.5)
for any angle θ ∈ (0, π/2].
Let us consider the rest of E0 ◦ F ∗(Ω∗), i.e., the set E0(W ), where
W = F ∗ (D((−1, 1); θ) ∪D(−I∗; θ)) .
The trace of W on the real axis is contained in the interval (−K1, 1), where for K1 > 0
we have a bound controlled by Lemma 11.2:
K1
11/10
< 2,
for all big ℓ. It follows, that the set W is covered by D((−K1, 1); θ), for any θ.
Observe that by (11.4),
A∗(K1) < A∗(2.2) = 1.04... < 11/10. (11.6)
Applying Lemma 11.3 and Corollary 11.1, we find an angle θ1 > 0 and a degree ℓ1,
such that, for all θ ≤ θ1, and for all ℓ ≥ ℓ1, the set Pℓ(Ω∗ ∩ {z ; arg(z) ∈ [−π/ℓ, π/ℓ]})
contains W , that is E0(W ) is inside Ω
∗. Therefore, we have proved that E0 ◦F ∗(Ω∗) is
inside Ω∗. By the symmetry of Ω∗, Eℓ/2 ◦F ∗(Ω∗) is inside Ω∗ too, for the same θ and ℓ.
Now we consider E1 ◦ F ∗(Ω∗). The domain F ∗(Ω∗) is contained in a domain
D((−K1, 4/3); θ). So, we can apply Corollary 11.2 (together with Lemma 11.2) to
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conclude that, for some θ2 > 0 and ℓ2, if θ ≤ θ2 and ℓ ≥ ℓ2, then E1 ◦ F ∗(Ω∗) is
contained in the Poincare´ neighbourhood D((−1, 1); θ). Essentially, this is the end
of the proof. Indeed, each other Ei ◦ F ∗(D((−1, 1); θ)), (i 6= 0, ℓ/2), is contained in
D((−1, 1); θ), since D((−1, 1); θ) is invariant under the rotation z 7→ exp(i · 2π/ℓ)z, for
z in the first quarter.
Thus, for θ = θ0 = min{θ1, θ2}, and for every ℓ > ℓ0 = max{ℓ1, ℓ2}, we have that
Ω˜∗ is inside of Ω∗. ⊔⊓
Thus we have completed the proof of Proposition 11.1 and of Theorem B for the
case when ℓ is large.
12 The proof of Theorem B for all degrees
In this section we complete the proof of Theorem B and of the Main theorem in some
non-renormalizable cases:
Theorem 12.1 Let f(z) = zℓ + c1 with ℓ an even integer and c1 real be a non-
renormalizable polynomial such that the limit set ω(c) ∋ c is minimal and f has in-
finitely many high returns in the partition given by the Yoccoz puzzle on the real line.
Then the Julia set of f is locally connected.
Of course, we may assume in the proof below that ℓ ≥ 4 because when ℓ = 2
then the result holds (even without the assumption about high returns) by the result
of Yoccoz [Y], see the Introduction. So let us fix ℓ ≥ 4. In the previous section we
have proved the above result already for ℓ sufficiently large. Since the estimates in this
section for ℓ ‘small’ are more delicate and since the proof in the previous section shows
that the shape of the domain (i.e., θ) can be chosen uniformly in ℓ, we have dealt with
the asymptotic case separately in the previous section. We should note that the proof
of this theorem also holds for every infinitely renormalizable f with ℓ ≥ 4. Since we
use only the ‘easy space’ 1/3, one might hope to extend this result to certain non-real
polynomials.
Given the interval V = (−v, v) such that RV has a high return we construct an
ℓ-polynomial-like map sitting inside the domain Ω = Ω(ℓ, V ), where Ω is either the disc
D∗(V ) based on the diameter V , or
Ω = D(V ; θ)
⋃
D(I; θ)
⋃
D(−I; θ),
where θ = θ0 is some absolute constant (angle) to be determined later on, and
I = (0, 1.071/ℓv).
Here F (v) = uf ∈ (c1, vf) and we may assume that v > 0.
As before, it is enough to prove
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Proposition 12.1 Given ℓ ≥ 4, there exists θ0 > 0, such that
f−1 ◦ F (∂Ω) ⊂ Ω.
The proof of the Proposition 12.1 is somewhat similar to the proof of the Main
Theorem in the infinitely renormalizable case for degree 2 and the proof of the Theorem
B for sufficiently large degrees. The main new ingredient is contained in the following
lemma:
Lemma 12.1 Either the disc D∗(V ) is a domain of the ℓ-polynomial-like mapping,
i.e., f−1 ◦ F (D∗(V )) ⊂ D∗(V ), or otherwise F (D(−I; θ)) lies inside D(If ; θ), where
If is an interval around c1:
If = (c1 − 2.12|vf − c1|, c1 + 0.68|vf − c1|).
Proof: Remember that the constant Kℓ(v
f) = |uˆf − c1|/|vf − c1| depends not only on
the extendability space (which is 1/3), but on the parameter t = |c− cs+1|/|T | as well
(see Lemma 5.1). If t ≥ 0.51, then
Kℓ(v
f) ≤ 0.51((3/4)
1/ℓ − 0.511/ℓ)
0.511/ℓ(3/4)(1− (3/4)1/ℓ) ≤
0.51((3/4)1/4 − 0.511/4)
0.511/4(3/4)(1− (3/4)1/4) ≤ 0.991818... < 1,
so that we apply Proposition 4.1. Thus, we can assume t < 0.51. The right end of the
interval F (−I) is just the point c−s+1, which belongs to the interval (c1, cs+1) (since
we have a high return). Hence,
|c1 − c−s+1|
|c1 − vf | ≤
|c1 − cs+1|
|c1 − vf | ≤ 0.51× (4/3) = 0.68.
The left end b of the interval F (−I) is obtained from Corollary 5.1, where we put
y = 1.07/(4/3) = 0.8025, so that K∗ℓ (y) ≤ K∗4 (y) = 1.97063... < 1.98. Since a =
c1 + 1.07|vf − c1| and Kℓ(a) = |b − c1|/|a − c1| < 1.971, indeed, |b − c1|/|vf − c1| <
1.98× 1.07 < 2.12. ⊔⊓
If the first alternative in the lemma holds then Proposition 12.1 holds. So we will
assume in the remainder of the proof that the second alternative holds. The next
lemma will allow us to apply Lemma 9.1 for any degree ℓ ≥ 4 (and not just for ℓ = 2).
Let us denote for simplicity D(θ) = D((−1, 1); θ). Set
Πℓ(θ) = {z ∈ D(θ) : 0 ≤ arg z ≤ π/ℓ}.
As before, Pℓ(z) = z
ℓ.
Lemma 12.2 Fix 0 < θ < π/2. Then
Pℓ(Πℓ(θ)) ⊂ Pℓ+2(Πℓ+2(θ)), ℓ = 2, 4, ....
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Proof: Assume the contrary. Then the boundaries of Pℓ(Πℓ(θ)) and Pℓ+2(Πℓ+2(θ))
have a common non-real point, i.e., zℓ = uℓ+2, for some z ∈ ∂D(θ), 0 ≤ arg z ≤ π/ℓ,
and u ∈ ∂D(θ), 0 ≤ arg z ≤ π/(ℓ+ 2). Hence, u = zt, with t = ℓ/(ℓ+ 2) between zero
and 1. The point zt belongs to an arc Γ(1, θ1; 0,Λ0) of a logarithmic spiral starting
at the points 1 and ending at z ∈ ∂D(θ) and crossing the circle ∂D(θ) at the other
point u. If θ1 ≤ θ, it is clearly impossible (see Section 11). Consider the case θ1 > θ.
Then Γ(1, θ1; 0,Λ) is inside D(θ), if Λ is small. Hence, there are two points z1, z2 of the
intersection of the arc Γ(1, θ1; 0,Λ0) with ∂D(θ), such that arg z1 < arg z2, and this arc
leaves the disc D(θ) at z1 and again enters it at z2. By the geometry of the logarithmic
spiral, the angle between the vector z1 and the circle D(θ) is at least θ1, and the angle
between the vector z2 and the circle D(θ) is at most θ1. This is a contradiction with
the fact that the angle between a vector w ∈ ∂D(θ) and the tangent to ∂D(θ) at w is
increasing as w ∈ ∂D(θ) moves from 1 to −1 (in fact, it increases from θ to 2π− θ). ⊔⊓
In order to prove Proposition 12.1, we need to find for any ℓ ≥ 4 some θ = θ0 > 0
such that f−1 ◦ F (∂Ω) ⊂ Ω. To do this, consider the pullback F (Ω). Let us rescale Ω
such that the interval V = (−v, v) turns into the interval (−1, 1). We call the obtained
domain Ω∗. Let us rescale also F (Ω) by shifting first by −c1, and then rescaling it so
that the interval (c1, v
f) turns into the interval (0, 1). We call the obtained domain Ω˜∗.
It is convenient to introduce also the scaled map F ∗ corresponding to the map F (the
pullback of f s−1):
F ∗(z) =
F (vz)− c1
vf − c1 .
So Ω˜∗ = F ∗(Ω∗). It is enough to find θ = θ0 such that the closure of P
−1
ℓ (Ω˜
∗) is inside
Ω∗. (As above, Pℓ(z) = z
ℓ.) By our choice,
Ω∗ = D((−1, 1); θ) ∪D(I∗; θ) ∪D(−I∗; θ),
where I∗ = (0, 1.071/ℓ). Let us look at each piece of P−1ℓ ◦F . Given z 6= 0, define Ei(z) to
be the unique point w such that Pℓ(w) = w
ℓ = z and arg(w) ∈ [(2i−1)π/ℓ, (2i+1)π/ℓ),
i = 0, 1, . . . , l−1. Because of Lemma 11.1, the restriction of F ∗ to the real axis is defined
on the interval (−(4
3
)1/ℓ, (4
3
)1/ℓ). Moreover, the real map E0 ◦ F ∗: (0, (43)1/ℓ) → R is a
homeomorphism and it sends the interval (0, (4
3
)1/ℓ) into itself (since RV has a high
return and f has no attracting periodic orbit). It follows that
E0 ◦ F ∗(D(I∗; θ)) is a proper subset of D(I∗; θ), (12.1)
for any angle θ ∈ (0, π/2].
Let us now show that
E0(F
∗(D((−1, 1); θ))) ⊂ Ω, (12.2)
in other words, that F ∗((D((−1, 1); θ))) is covered by the set Pℓ(Ω ∩ {z ; −π/ℓ <
arg z < π/ℓ}). To see this, first note that by Corollary 5.1, F ∗((D((−1, 1); θ))) ⊂
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D((−K0, 1); θ) with the constant
K0 = K
∗
ℓ (4/3) ≤ K∗4 (4/3) = 1.51983... < 1.52.
By Lemma 12.2, the difference ∆ℓ(θ) = D((−K0, 1); θ)\Pℓ(Πℓ(θ)) is contained in ∆2(θ).
Hence (12.2) follows from:
Lemma 12.3 For all θ small enough,
∆2(θ) ⊂ Pℓ (D(I∗; θ) ∩ {z ; 0 < arg z < π/ℓ}) , ℓ = 4, 6, . . . .
Proof: Assume that this is not the case for some sequence θ → 0. Then z1 = zℓ2, for
some z1 ∈ ∂D((−K0, 1); θ) and z2 ∈ ∂D(I∗; θ). Moreover, arg z2 < π/ℓ, and, what is
crucial, since we were able to apply Lemma 9.1, z1 tends to a point of the real interval
[1, K20 ] (for some subsequence) as θ → 0. We have
z1 = 1 +
K0 + 1
2
· i · exp(iθ)
sin(θ)
· (1− exp(iφ)). (12.3)
where φ ∈ (0, 2π− θ) is the angle between the vectors z1−C, 1−C, with C the centre
of the circle D((−K0, 1); θ). For z2 ∈ ∂D(I∗; θ) we have a similar expression:
z2 = A · sin(θ + γ)
sin θ
· exp(iγ), (12.4)
where A = 1.071/ℓ and γ ∈ (0, π/ℓ) is an argument of z2. Since z1 tends to a real point
in [1, K20 ], it follows from (12.3), that φ/θ tends to a non-negative finite constant B, as
θ → 0, and 1 + K0+1
2
B ≤ K20 , i.e.,
0 ≤ B ≤ 2(K0 − 1). (12.5)
Hence, from the condition z1 = z
ℓ
2 and from (12.4), γ/θ tends to a finite D ≥ 0.
Separating now real and imaginary parts of the equality z1 = z
ℓ
2, we obtain the following
system for B and D:
1 +
K0 + 1
2
· B = 1.07 · (1 +D)ℓ (12.6)
K0 + 1
2
· B · (1 + B
2
) = 1.07(1 +D)ℓ · ℓ ·D, (12.7)
where
K0 = 1.52.
Dividing (12.7) by (12.6) and substituting the obtained expression for D into (12.6),
we come to the equation:
1 +
K0 + 1
2
· B = A · {1 + 1
ℓ
· K0 + 1
2
· B · (1 +
B
2
)
1 + K0+1
2
· B }
ℓ, (12.8)
56 Genadi Levin and Sebastian van Strien
where
K0 = 1.52
and
A = 1.07.
With these K0 and A, this equation (12.8) has no solutions on the interval [0, 2(K0−1)]
for ℓ = 4, and, hence, for all ℓ ≥ 4. In order to see this we claim that, given A > 1,
this equation has either exactly two non-negative solutions (maybe one multiple), or
no non-negative solutions at all. Before proving this claim let us first show that this
implies the lemma.
Indeed, if B = 2(K0 − 1) is a solution, for some parameter A0, then
A0 =
K20
(1 + 1
4
· K20−1
K0
)4
= 1.05835....
On the other hand, taking the derivative of both sides of (12.8) (with ℓ = 4) with
respect to B, we obtain, of course, D1 = (K0 + 1)/2 on the left hand-side, and D2 =
(K0 + 1)/2 · 4(K20 −K0 + 1)/(K20 + 4K0 − 1) on the right-hand side. Since D1 > D2,
it means that 2(K0 − 1) is the smallest positive solution of (12.8) (for A0). Since
A = 1.07 > A0 = 1.05835, the smallest positive solution of (12.8) for A = 1.07 is
therefore at least 2(K0 − 1).
So it remains to prove the above claim. For this it is enough to show that the second
derivative of the right-hand side of (12.8) (with ℓ = 4) has exactly one positive root.
Let us make a linear change of the variable: define x = 1+ K0+1
2
B, so that 1 ≤ x <∞.
Then
K0 + 1
2
B(1 + B
2
)
1 + K0+1
2
B
= 1 +
x− 2
K0 + 1
− K0
K0 + 1
1
x
:= T (x)
(the latter equality is just notation). Hence
T ′(x) =
1
K0 + 1
(1 +K0
1
x2
),
T ′′(x) = − 2K
K0 + 1
1
x3
.
And the second derivative of the right-hand side of (12.8) w.r.t. x is (after calculations):
(1 + T (x)/4)2
1
4(K0 + 1)2
1
x4
×
{
3x4 + 4K0x
2 − 2K0(5K0 + 3)x+ 5K20
}
.
The polynomial in {...} has no more than two positive roots (because the derivative
of {...} w.r.t. x is an increasing function of x ≥ 0). By checking the values of {...} at
x = 0, 1,∞ it follows that it does have one positive root between 0 and 1 and at least
one root > 1. So, it has exactly one root greater than 1 and the claim follows. ⊔⊓
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Because of (12.1) and (12.2), in order to conclude that E0 ◦ F ∗(Ω) ⊂ Ω, we only
have to show that E0 ◦ F ∗(D(−I∗; θ)) ⊂ Ω∗, for θ small. Lemma 12.1 says that
F ∗(D(−I∗; θ)) ⊂ D((−2.12, 0.68); θ). Therefore, by the remark below Lemma 12.2, for
this it is enough to check
Lemma 12.4 If θ is small, then
D((−2.12, 0.68); θ) ⊂ P2(D((−1, 1); θ)). (12.9)
Proof: Since 1/0.68 = 1.47059 > 1.47 and 2.12/0.68 = 3.11765 < 3.12, it is enough
to prove (after rescaling) that
D((−3.12, 1); θ) ⊂ P2(D((−(1.47)1/2, (1.47)1/2); θ)). (12.10)
For a possible point Z of intersection of the boundaries, we obtain an equation
1+
3.12 + 1
2
· i exp(iθ)
sin θ
·(1−exp(iφ)) = 1.47 ·(1+ exp(i(θ + α))
sin2 θ
·(2 cos θ−2 cos(θ+α))).
If θ → 0 and φ, α is a solution of this equation, then φ/θ and α/θ tend to finite
constants M ≥ 0 and N ≥ 0 respectively (proof: P2(D((−(1.47)1/2, (1.47)1/2); θ))
certainly contains P2(D((−1, 1); θ)) while the boundary of the latter domain intersects
D((−K, 1); θ) at a point Z(K, θ) of an angle φ1 such that φ1/θ is bounded as θ → 0,
see Lemma 9.1.) We have the following equations for M and N :
1 +
3.12 + 1
2
·M = 1.47 · (1 + 4 · N
2
· (1 + N
2
)) (12.11)
3.12 + 1
2
·M · (1 + M
2
) = 1.47 · 4 · N
2
· (1 + N
2
) · (1 +N). (12.12)
This system has no non-negative solutions (M,N). A way to see this is to reduce the
system to a polynomial equation. For this, denote M + 1 = x, N + 1 = y. Then
x− 1
2
=
1.47y2 − 1
3.12 + 1
(12.13)
x+ 1
2
=
1.47(y2 − 1)y
1.47y2 − 1 . (12.14)
This implies that y is a zero of the polynomial
h(y) := y4 − 3.12 + 1
1.47
y3 +
3.12− 1
1.47
y2 +
3.12 + 1
1.47
y − 3.12
1.472
. (12.15)
However, the polynomial h(y) does not have solutions y ≥ 1. Indeed, the second
derivative of this polynomial h′′(y) is a parabola with zero’s at y = .2000905878 and
at y = 1.201269956. If follows that h′(y) is a cubic function with a local maximum
at y = .2000905878 and a local minimum at y = 1.201269956. An explicit calculation
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shows that h′(1.201269956) > 0 and therefore, one has that h′(y) > 0 for each y ≥ 1.
Hence h(y) ≥ h(1) > 0 for each y ≥ 1. ⊔⊓
Thus, we have proved that E0◦F ∗(Ω∗) is inside Ω∗. By symmetry of Ω∗, Eℓ/2◦F ∗(Ω∗)
is inside Ω∗ too, for the same θ and ℓ.
Now we consider E1 ◦ F ∗(Ω∗). First note that the domain F (Ω∗) is contained
in D((−2.12, 4/3); θ). So, for given ℓ ≥ 4, and for θ sufficiently small, the do-
main Pℓ(D((−1, 1); θ) ∩ {z ; π/ℓ ≤ arg z ≤ 3π/ℓ}) and its complex conjugate contain
D((−2.12, 4/3); θ) since the diameter of the latter domain grows as const/ sin θ while
the diameter of the former domain grows as const/ sinℓ θ as θ → 0.
This is enough to conclude the proof of the Proposition 12.1. Indeed, each other
Ei ◦ F ∗(D((−1, 1); θ)), (i 6= 0, ℓ/2), is contained in D((−1, 1); θ), since D((−1, 1); θ) is
invariant under the rotation z 7→ exp(i · 2π/ℓ)z, for z in the first quadrant. ⊔⊓
As we noted above, Proposition 12.1 implies Theorem 12.1.
13 The proof of the Main Theorem and Theorem
A in the ‘period doubling case’
In this section we shall modify the proof in the previous section in order to show that
the Main Theorem also holds in the case of an infinitely renormalizable map of period
doubling type (from some renormalization onwards). This case was not dealt with in
Sections 8 and 9 because the space 0.6 which is used there, only holds in the case that
f is not renormalizable of both period s and period s/2. In that exceptional case, the
space is merely 0.5, see Lemma 6.5 and therefore we can use the method of round discs
as in Section 8 only for ℓ ≥ 8, see Example 5.1. Therefore we shall use the ideas of the
previous in this case when ℓ < 8. These arguments also show that Theorem A holds
in this exceptional case (that f is renormalizable of both periods s(n) and s(n)/2).
So let us indicate the differences with the proof in the previous section. Of course,
the proof of Theorem A already follows from the previous section if ℓ ≥ 4 and so we
have to take ℓ = 2 in the previous section. Firstly, define Ω as before with the difference
that we take the interval I = (0, 1.091/2) now. Lemma 12.1 and its proof go through
unchanged (replacing 1.07 by 1.09) because the actual constants for ℓ = 2 and space
0.5 are even better than as in the proof of this lemma. Lemma 12.2 is not needed. In
Lemma 12.3 we have to take ℓ = 2 in the statement. In the proof we take K0 = 1.4 and
A = 1.09. The calculations are slightly different but it is easy to check that everything
works as before. Finally, Lemma 12.4 and its proof go through unchanged. All this
concludes the Main Theorem in this case. Theorem A for this case follows also in the
same way as in Section 9. ⊔⊓
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14 Proof of Theorem C
The proof in this section is an elaboration of Section 5 of [Ly3] and Lemmas 14 and
15 in [Ly5]. We wish to thank Edson Vargas for several discussions on these sections.
Let E(T 0) be the collection of mappings g:∪T 1i → T 0 where T 0 is some symmetric
interval around c with nice boundary points and where T 1i is a finite collection of
disjoint closed subintervals of T 0 for which
• for i 6= 0 the map g:T 1i → T 0 is a diffeomorphism of the form f j(i) and the inverse
map (g|T 1i )−1 has a univalent extension to CT 0 ;
• writing T 1 = T 10 we have that g|T 1 is a unimodal map of the form f j and with
g(∂T 1) ⊂ ∂T 0; one can write g|T 1 = h◦f where h−1 has also a univalent analytic
extension to CT 0 ;
• all iterates of the critical point c = 0 under g are in ∪T 1i .
Assume there exists a symmetric interval T−1 containing T 0, so that when writing as
before g|T 1i = hi ◦ f , the map h−1i has a univalent analytic extension from CT−1 into
CHi where Hi is some interval containing f(c) such that f
−1(Hi) ∩ R ⊂ T 0. If this
holds then we say that g ∈ E(T 0, T−1).
An example of a map g which is of type E(T 0, T−1) is the first return map to an
interval Wn = [un, τ(un)] as in Section 2. More precisely, since we have assumed that
ω(c) is minimal, we only consider the finitely many branches which contain points
from ω(c). The f -image of each branch can be extended to Wn−1 (hence the first
return map is in E(Wn,Wn−1)). Indeed, the boundary points of Wn are nice and there
are no forward iterates of ∂Wn in Wn−1 \Wn. So take a domain I ∩Wn = ∅ of the
first return map R to Wn and a maximal interval T containing I so that h R|I = f i
is monotone. By maximality of T for each component T+ of T \ I there exists some
j < i so that f j(T+) contains c in its boundary and since R is the first return map
f j(I) ∩Wn = ∅. Hence f j(T+) contains a boundary point of Wn and therefore f i(T+)
contains a point of ∂Wn−1. Since this holds for both components of T \ I this gives
f i(T ) ⊃Wn−1. So on each branch I ⊂Wn of R one can write R = h ◦ f and h extends
as a diffeomorphism from some neighbourhood of f(I) ∋ c1 onto Wn−1.
We say that g ∈ E(T 0) has a low return iterate if g(T 1) does not contain the critical
point c. In this case we define Rg ∈ E as follows. First define Rg so that it coincides
with g on ∪i 6=0T 1i . Define s0 ≥ 2 to be minimal so that gs0−1(c) ∈ T 0\T 1 and let s ≥ s0
be minimal so that gs(c) ∈ T 1. (This means that gs(T 1) ∩ T 1 6= ∅.) Because g has a
low return iterate and no periodic attractors, s0 exists (s0 = 2 if g(T
1) ∩ T 1 = ∅) and
since ω(c) is minimal the integer s also exists. Therefore we can define the new central
domain of T 2 to be the component of the domain of gs containing c. Note that by the
choice of s we have Rg(T 2) ∩ T 1 6= ∅. Moreover, by the way s0 is chosen we also have
g(T 1) ∩ T 2 = ∅. For x ∈ T 1 \ T 2 let s(x) ≤ s be the smallest integer for which gs(x)(x)
and gs(x)(c) are in different components of ∪i 6=0T 1i and define Rg(x) = gs(x)+1(x).
The domains of Rg in T 1 \ T 2 map diffeomorphically onto T 0. In fact, we even have
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Rg ∈ E . To show this it suffices to show that if Rg|T 2 = fm then there exists an
interval A ⊃ f(T 2) which is mapped diffeomorphically onto T 0 by fm−1. Indeed, if
g|T 1 = f j then the Koebe space of f j−1|f(T 1) spreads over T 0 and in particular over
one of the intervals connecting ∂T 0 to c. Applying gs0−2|T 1 = f (s0−2)j to this it follows
that the Koebe space of gs0−2 ◦ f j−1|f(T 1) spreads over one of the intervals connecting
∂T 0 to gs0−2(c) (which by definition is in T 1) and in particular this space contains
∪i 6=0T 1i . Since g maps such intervals onto T 0 and s > s0 is minimal, the Koebe space
of fm−1|f(T 2) spreads also over T 0. This we have proved that Rg ∈ E . If Rg again
has a low return then we can define R2g ∈ E and so on.
If g has a high return iterate (i.e., not a low return iterate) then let x be the
orientation preserving fixed point of g|T 1 and z the boundary of T 0 on the same side
of c as x. Next take preimages of z0 = z, z1, z2, . . . of z along this branch of g|T 1 (so
[z1, τ(z1)] = T
1 and zk → x as k →∞). Define Uk = [zk, τ(zk)] and choose k minimal
so that gUk ⊃ Uk. Such an integer k exists because we have assumed that f is not
renormalizable. The interval W 1 := Uk is the escape interval associated to a map g
with a high return iterate. For i = 0, 1, . . . , k−1 define the new map W˜g on Ui\Ui+1 as
gi+1 ◦g and define W˜g on Uk as the first return map of g to Uk. Note that W˜g /∈ E(T 0)
because the image of the central branch T 2 is contained in the interior of T 0 (and does
not stretch over to ∂T 0). However, the first return map Wg of W˜g to W 1 is contained
in E(W 1, T 0). Note that the domain W 1 of Wg is smaller the domain T 0 of g, and the
extension associated to Wg includes the domain of the original map g.
Lemma 14.1 Assume that g ∈ E(T 0) is a first return map to a symmetric inter-
val T 0 around c with nice boundary bounds. Let g,Rg, . . . ,Rk−1g have low returns
and let T 1, . . . , T k+1 be the central intervals corresponding to g,Rg, . . . ,Rkg. Write
Rkg|T k+1 = fm with m ∈ N and let A ⊃ f(T k+1) ∋ c1 be the interval which is mapped
by fm−1 diffeomorphically onto T 0. Then
• there exists a sequence of integers k + 1 ≥ p1 > p2 > . . . > pr ≥ 1 and integers
n(p1) < n(p2) < . . . < n(pr) such that n = n(pi) < m is the largest integer such
that Api := fn(pi)(A) ⊂ T pi−1 \ T pi. Then writing, s(pi) := n(pi+1) − n(pi) > 0
for each i = 1, . . . , r− 1, we have that f s(pi) maps Api onto Api+1. Moreover, the
map f s(pi)−1: fApi → Api+1 has Koebe space spread over T pi+1−1;
• p1 = k + 1 or k and the Koebe space of fn(p1):A→ Ap1 spreads over T p1−1;
• pr = 1 and the Koebe space of fm−n(pr)−1: fA1 → T 0 spreads over T−1.
Proof: First we observe that the boundary points of each interval T i are nice. To see
this, notice for example that T 2 is the intersection of the branches T 2,i of gi containing c
for i = 1, . . . , s. Here gi|T 2,i is unimodal with gi(∂T 2,i) ⊂ T 0 because g(∂T 2,i) ⊂ T 2,i−1.
By the choice of s0 and s we then have that g
i(∂T 2) always remains outside T 2 (it is
even outside T 1 for s0 ≤ i ≤ s). Hence ∂T 2 are nice points. Similarly, ∂T i are nice
points for i ≤ k. Secondly, from the definition of s0 it follows that g(T 1) ∩ T 2 = ∅
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or more generally that Rpg(T p+1) ∩ T p+2 = ∅ for p = 0, 1, . . . , k − 1. Hence consider
the first return map R to T p−1. It has a central interval Cp ⊂ T p and restricted to Cp
one has R|Cp = Rp−1g; this holds because Rp−1g(T p) ∩ T p−1 6= ∅ by the choice of s
and because, as we just remarked, Rig(T i+1) ∩ T p−1 = ∅ for i < p − 1. Moreover, at
each point x its image R(x) is an iterate of Rp−1g. In particular, it follows that f iA
does not intersect ∂T p because Rk−1g(∂T p) ⊂ ∂T 0 and because fm−1(A) = T 0. All
this implies also that f i(A) ∩ T p+1 = ∅ for i < m − 1. The third observation is that
if j is the smallest integer such that f j(c1) ∈ T p−1 and H ∋ c1 is the largest interval
on which f j is monotone then f j(H) ⊃ T p−1. This follows from the fact that ∂T p−1
are nice points. The fourth observation is the following: consider the first return map
R to T p−1. It has a central branch Cp contained inside T p. Now other branches are
mapped by R onto T p−1. So if J ⊂ T p−1 \ Cp is so that it remains inside T p−1 \ Cp
for the first j iterates of R then Rj: J → T p−1 has an extension onto T p−1. The first
assertion follows follows from observations 3 and 4.
So let us prove the second assertion of this lemma. By definition, Rk−1g(T k) ∩
T k−1 6= ∅. Hence there exists n < m such that fn(A) ⊂ T k−1 and by the first
observation in the proof the Koebe space of this map contains T k−1. Moreover,
f i(T k+1) ∩ T k+1 = ∅ for i = 1, . . . , m − 2 and so it follows that p1 = k or p1 = k + 1.
By the second observation if n is the largest integer with fn(A) ⊂ Ap1 ⊂ T p1−1 then
the Koebe space of this map still contains T p1−1.
The last assertion similarly follows from the two observations made at the beginning
of this proof. We should observe that g has a low return iterate and that therefore
pr = 1. ⊔⊓
Lemma 14.2 There exists K > 0 and given λ > 1 there exists σ > 0 and k0 ∈ N with
the following property. Assume that g ∈ E(T 0, T−1) as above and that |T−1| ≥ λ|T 0|.
1. If all renormalizations g,Rg,R2g, . . . have low return iterates then there exists
k ≤ k0 such that Rkg has a polynomial-like extension G:∪Di → D∗(T 0);
2. If k is minimal such that Rkg does not have a low return iterate then either Rkg
has a polynomial-like extension G:∪Di → D∗(T 0) or (|T 0|/|W k+1|) ≥ (1− σ)−1 ·
(|T−1|/|T 0|). where W k+1 is the escape interval associated to Rkg.
3. If |T−1|/|T 0| > K and k is minimal such that Rkg does not have a low return
iterate then Rkg has a polynomial-like extension G:∪Di → D∗(T 0).
Proof: Suppose that g, . . . ,Rk−1g have low returns so that Rkg:∪Ii → T 0 is well
defined. As before, the Schwarz Lemma implies that the pullbacks of D∗(T
0) under
the extensions of the monotone branches Ii → T 0 of Rkg fit inside D∗(T 0). So let
us consider the pullback associated to the inverse of the map Rkg|T k+1 = fm on the
central interval T k+1.
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First we notice that since g ∈ E(T 0, T−1) there exists because of the Koebe Prin-
ciple a constant ρ > 0 which depends on λ = |T−1|/|T 0| > 1 such that the ρ-scaled
neighbourhood of each domain T 1i is still contained in T
0. Here we use that the in-
terval H from the definition of E(T 0, T−1) is mapped inside T 0 by f−1. In particular,
|T 1| < (1 + ρ)−1|T 0|. In the same way we have
|T i+1| < (1 + ρ)−1|T i| for each i = 0, 1, . . . k. (14.1)
Let A ⊃ f(T k+1) be so that fm−1 maps A diffeomorphically onto T 0. Let R0 =
Rkg(T k+1) = fm(T k+1) and I0 = T 0\R0. We want to compare the sizes of the pullbacks
in I ′, R′ ⊂ A by fm−1:A → T 0 of the ‘real’ and ‘imaginary’ pieces R0, I0 ⊂ T 0. That
is, R′ = f(T k+1). Let pi be as in the previous lemma and let R
i = fn(pi)(R′) and
I i = fn(pi)(I ′) be the partition of Ai corresponding to I ′ and R′.
Write µi+1 =
|Ti+1|
|Ti|
∈ (0, 1). If R, I are two intervals in Ti \ Ti+1 with a unique
common point then using the fact that f(z) = zℓ + c1 it easy to see that
|R|
|I| ≥ [µi+1]
ℓ−1 · |f(R)||f(I)| . (14.2)
Indeed, if Ti = (−b, b) and Ti+1 = (−a, a) with 0 < a < b and I, R are contained in
(a, b) then (|f(R)|/|R|)/(|f(I)|/|I|) is maximal when I = {a} and R = (a, b). So (14.2)
follows from the inequality
bℓ − aℓ
b− a
1
ℓaℓ−1
≤ b
ℓ−1
aℓ−1
.
In fact, it is easy to see that because of (14.1) there exists τ > 0 so that either
|R|
|I| ≥ [µi+1]
ℓ−1−τ · |f(R)||f(I)| or
|R|
|I| ≥ 1. (14.3)
Now we will start pulling back the intervals R0, I0. Let K1 ⊃ f(A1) be the interval
which is mapped monotonically onto T−1 by the extension of fm−n(pr)−1: f(A1)→ T 0.
Let E0 be the component of T−1 \ T 0 which is adjacent to I0 (the ‘extension’ in the
‘imaginary’ direction, see the figure below).
T−1
T 0
R0
1
I0
1
t
1− 1
t
E0
t(1− σ)
•c
The intervals T 0 = I0 ∪R0 and T−1 = T 0 ∪ E0 ∪ τ(E0).
IfRkg does not have a low return iterate, then we have thatR0 = fm(T k+1) ⊃W k+1
where W k+1 is the escape interval associated to Rkg. If the inequality in assertion (2)
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in the statement of the lemma does not hold then, writing t = |T 0|/|W k+1| and defining
σ as in (2), the relative size of the intervals R0, I0 and E0 can be estimated as in the
figure above. Therefore,
C−1([E0, R0], I0) ≥ (1 + 1/t) (t(1− σ)− 1)
(1− 1/t) (1 + t(1− σ)) ≥ 1− ǫ(σ) (14.4)
where ǫ(σ) is some function so that ǫ(σ) → 0 as σ → 0. Here we have used that
t ≥ |T 0|/|T 1| > 1 is bounded away from 1 because of (14.1). Hence, using the map
which sends an interval H ⊃ R1 ∪ I1 diffeomorphically onto R0 ∪ I0 ∪ E0 we get
|f(R1)|/|f(I1)| ≥ C−1(H, I1) ≥ 1− ǫ(σ). By (14.2) this gives
|R1|
|I1| ≥ (1− ǫ(σ))µ
ℓ−1
1 = (1− ǫ(σ))µℓ−1pr . (14.5)
On the other hand, if Rkg has a low return then, because Rkg(T k+1) = fm(T k+1)
intersects T k, we have by the Koebe Principle some constant δ > 0 which depends on
|T−1|/|T 0| such that |f(R1)|/|f(I1)| ≥ δ and therefore
|R1|
|I1| ≥ δµ
ℓ−1
1 = δµ
ℓ−1
pr . (14.6)
Let us now compare |Rpi+1|/|Ipi+1| with |Rpi|/|Ipi|. Here k + 1 ≥ p1 > . . . > pr := 1
are defined as in the previous lemma. There exists an interval Kpi ⊃ f(Api) which is
mapped monotonically onto T pi+1−1 by f s(pi). Let Epi+1 be the component of T pi+1−1 \
Api+1 containing c (again the extension). Then because Ipi+1∪Rpi+1 = Api+1 ⊂ T pi+1−1\
T pi+1 and Epi+1 ⊃ T pi+1 and because Ipi+1 is between c and Rpi+1, we have
|f(Rpi)|
|f(Ipi)|
≥ C−1(Kpi, f(Ipi)) ≥
≥ C−1([Epi+1, Rpi+1], Ipi+1) ≥ |R
pi+1|
|Ipi+1|
|T pi+1|
|T pi+1−1| ≥ µpi+1
|Rpi+1|
|Ipi+1| .
Hence, using (14.2),
|Rpi|
|Ipi| ≥ µpi+1µ
ℓ−1
pi
|Rpi+1|
|Ipi+1| (14.7)
If Rkg has no low return iterate and the inequality in assertion (2) in the statement of
the lemma is not satisfied then combining (14.5) and (14.7) we get
|Rk+1|
|Ik+1| =
|Rp1|
|Ip1| ≥ (1− ǫ(σ))(µpr · . . . · µp2)
ℓµℓ−1p1
and applying an estimate as the one above (14.7) to the map fn(p1):A → Ap1−1 we
obtain,
|R′|
|I ′| ≥ (1− ǫ(σ))(µpr · . . . · µp1)
ℓ ≥ (1− ǫ(σ))
( |T k+1|
|T 0|
)ℓ
. (14.8)
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In fact we can improve this: using in all the previous inequalities (14.3) instead of
(14.2), we get
|R′|
|I ′| ≥ (1− ǫ(σ)) ·
( |T k+1|
|T 0|
)ℓ−τ
(14.9)
because if the second possibility in (14.3) holds for i = j with j minimal, then as above
(but without using (14.5) we have |Rk|/|Ik| ≥ µpj(µpj−1 · . . . · µ1)ℓ−τ which gives even
a better bound than (14.9). Since |T k+1|/|T 0| ≤ |T 1|/|T 0| is uniformly bounded away
from 1, see (14.1), it follows from (14.9) that there exists κ > 1 such that provided
σ > 0 is sufficiently small
|R′|
|I ′| ≥ κ ·
( |T k+1|
|T 0|
)ℓ
(14.10)
Since |R′| = |T k+1|ℓ and the pullback under fm−1 of D∗(T 0) is inside D∗([R′, I ′]) where
c1 is the unique common point of R
′ and I ′, the last inequality implies that the pullback
of the disc D∗(T
0) along the central branch fits again inside D∗(T
0), showing that Rkg
has a polynomial-like extension. This proves assertion (2).
If Rkg has a low return then combining (14.6), (14.7) and also the improved in-
equality (14.3), we get
|R′|
|I ′| ≥ δ · (µpr · . . . · µp1)
ℓ−τ ≥ δ
( |T k+1|
|T 0|
)ℓ−τ
.
Because of (14.1) we have when k is large that this last term is ≥ 2
(
|T k+1|/|T 0|
)ℓ
and
again the central pullback is mapped inside itself. From this we get that either there
exists k such that Rkg does not have a low return iterate or alternatively Rkg has a
polynomial-like extension. This proves assertion (1).
Let us now prove assertion (3) of the lemma. Since the last return is high the
expression in (14.4) can be replaced by 1 ×K/(2 + K) which tends to 1 as K → ∞.
Hence then |R′|/|I ′| ≥ K/(2 + K)
(
|T k+1|/|T 0|
)ℓ−τ
becomes larger than 1 when K is
large because |T k+1|/T 0| is bounded away from one. Again we get a polynomial-like
mapping. ⊔⊓
Proof of Theorem C: Let g ∋ E(T 0, T−1) be the first return map as in the beginning
of this section. From the previous lemma it follows that Rkg does not have a low
return iterate for some k. The new map WRkg (as defined above Lemma 14.1) is then
defined on a smaller domain. If Rkg has no polynomial-like extension then because of
the second assertion in the previous lemma, the corresponding Koebe space increases
by a definite factor (1 − σ)−1 > 1 (relative to the size of the new domain). Applying
this idea several times, either one obtains a polynomial extension at some stage or the
Koebe space becomes arbitrarily large (compared to the size of the domains). But
from the last assertion of the previous lemma one then also obtains a polynomial-like
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extension. ⊔⊓
Exactly as in Section 12 one has that Theorem C implies the Main Theorem for
each non-renormalizable map with a minimal critical point c. If a map is only finitely
often renormalizable then again the same argument can be used: construct the Yoccoz
puzzle associated to the fixed points of the last renormalization and apply Theorem C
also to the last renormalization. Thus the proof of the Main Theorem is concluded. ⊔⊓
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An Extension and an Erratum
15 Theorem A holds for real analytic maps
Let us first remark that Theorem A in the paper holds for real analytic maps also.
This means that the complex bounds which Sullivan proved for infinitely renormaliz-
able Epstein maps of bounded type, even hold for arbitrary infinitely renormalizable
maps which are analytic on the dynamical interval. This answers a question of W. de
Melo and gives the possibility to extend certain renormalization results of Sullivan and
McMullen to the class of real analytic maps.
(Let us also note that the generalized polynomial-like map in Theorems A-C have
the property that the critical point does not leave the domain of definition under
iterates of this polynomial-like map.)
Theorem 15.1 Theorem A holds for a real analytic unimodal map f which is infinitely
renormalizable: there exists N(f) such that when Vn is a periodic central interval of f
of period s(n) ≥ N(f), then there exists a polynomial-like extension Fn: Ω′n → Ωn of
f s(n):Vn → Vn such that the modulus of Ωn \ Ω′n is universally bounded from below by
some positive number which only depends on ℓ and so that the diameter of Ωn is of the
same order as that of Vn. The number N(f) is uniformly bounded when f runs over a
compact space of maps.
Proof: First we prove that the real bounds from Sections 5 and 6 still hold if f is a
of class C1+zygmund with a non-flatness condition at c (see Section IV.2.a in [MS]).
Because of Theorem IV.2.1 from [MS], this means that if J ⊂ T are intervals such that
f s|T is diffeomorphic then
C(f sT, f sJ) ≥
s−1∏
i=0
(
1− o(|f i(T )|)
)
C(T, J)
where o(t) is some function such that o(t)→ 0 as t→ 0. Now in Section 5 of [LS] let l
be maximal so that as before f s|l is monotone and - this is new - L = f s(l) contains at
most 5 iterates of V . Therefore, in the renormalizable case, the orbit of T, . . . , fk(T )
in the proof of Lemma 5.1 has intersection multiplicity bounded by 15. Moreover,
because the map has no wandering intervals, one has maxi=0,...,k |f i(T )| tends to zero if
the period tends to infinity. (Note also that if In, In+1 are consecutive central interval
of f then
|In+1| ≤ λ|In| (15.11)
where λ < 1 uniformly when f runs over a compact space of maps. This follows from the
extension given by Proposition 7.1 in [LS] and the Koebe Principle.) In particular, the
inequality proved in Lemma 5.1 still holds with a spoiling factor Os such that Os → 1
as the period s tends to infinity. Now take in Lemmas 6.2-6.5 also the same definition
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for l. Then these lemmas still holds with a spoiling factor Os. In Lemma 6.3 simply
note that if Qk contains more than 5 iterates of V then one simply takes Q˜1 ⊃ f(V ) so
that Q˜k = f
k−1(Q˜1) contains f
k(V ) and precisely 5 iterates of V . Then, because the
intersection multiplicity of the orbit Q˜1, . . . , f
k−1(Q˜1) is bounded by 15 and in the same
way as before we get C−1(Q1, f(V )) ≥ C−1(Q˜1, f(V )) ≥ OsC−1(Q˜k, fk(V )) ≥ Os · 0.6.
If Qk contains less than 5 intervals then we can obtain C
−1(Q1, f(V )) ≥ Os · 0.6 in the
same cases as before. Only in cases II.b and II.c we used the interval Z1. But now
notice that the arguments used there also apply if replace Z1 by the maximal interval
Z˜1 ⊂ Z1 in H1 so that each component of fk−1(Z˜1) \ Qk contains at most one iterate
of V . Since the intersection multiplicity of Z˜1, . . . , f
k−1(Z˜1) is bounded by 18 we get
that Lemma 6.3 still holds with a spoiling factor. In Lemmas 6.4 and 6.5 exactly the
same remarks apply. Now in Lemma 8.1 we redefine T1 as the maximal interval such
that f s−1|T1 is monotone and such that each component of f s−1(T1) \ V contains at
most 5 iterates of V . So we can still apply Lemma 6.4 in the proof of Lemma 8.1 to
this T1 and so this lemma still holds.
All this implies that the same real bounds can be still used in Sections 8 and 9. Now
of course, the Schwarz Lemma (that the pullback of some Poincare´ domain with angle
θ maps inside a similar region with the same angle θ) which we used in these sections
does not hold anymore, because the map f is only analytic on a small neighbourhood
of the dynamical interval. However, in Lemmas VI.5.2 and VI.5.3 of [MS] it is proved
that we can still essentially obtain the same inclusion but with a slightly worse angle.
According to Lemmas VI.5.2 and VI.5.3 the loss in the estimate tends to zero if the
size of the interval tends to zero. Therefore we still get the same estimate in the proof
of Theorem A.
The statement that N(f) is uniformly bounded when f runs over a compact space
follows from (15.11). ⊔⊓
16 An erratum
Firstly, we should point out that the domains of the polynomial-like mapping in The-
orem C is are disjoint because the f -images of these (near c1) are based on disjoint
intervals in the real line. Moreover, as Ben Hinkle pointed out, there is a mistake in the
non-renormalizable case when we prove local connectivity outside the critical point (on
page 42 lines 9-11 it is mistakenly argued that the sum of the moduli of some annuli is
infinite in the non-renormalizable case). We like to thank Ben Hinkle for this comment
and let us show how to fix the proof. We shall show that one can argue as in the proof
of the local connectivity of the Julia set of infinitely renormalizable maps in Section 8.
To do this we have to be a little careful since the orbit of c enters perhaps several times
in Ω ∩ R at times which do not correspond to iterates of the polynomial-like mapping
R.
So assume that f is non-renormalizable and that ω(c) is minimal. We show that
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the bounds from Theorem B and C imply local connectivity.
Proposition 16.1 Let G(j):∪iΩi(j) → Ω(j) be a sequence of polynomial-like map-
pings associated to a real polynomial f(z) = zℓ + c1 such that the critical point c =
0 ∈ Ω0(j) does not escape the domain of G(j) under iterations of G(j). (As before, we
assume G(j): Ω0(j)→ Ω(j) is ℓ-to-one, and each other G: Ωi(j)→ Ω(j) is an isomor-
phism.) Assume moreover, that there exist interval neighbourhoods X(j) of Ω0(j) ∩ R
so that when x, f i(x) ∈ X(j) then f i(x) is an iterate of x under G(j) (we call this the
first return condition) and so that the modulus of the annuli CX(j) \Ω0(j) is uniformly
bounded away from zero. Then the Julia set of f is locally connected.
Proof: If z is in the Julia set but ω(z) does not contain c then the Julia set is locally
connected at z because of the contraction principle. So choose a point z from the Julia
set of f so that ω(z) ∋ c. Let Pn be an open piece of the Yoccoz puzzle (corresponding
to Ω) based on two preimages v,−v of the orientation reversing fixed point of f so that
Ω ∩ R is either equal to [−v, v] or to a small neighbourhood of this interval. There
exists a large integer N such that the full preimage G−N(Pn) is inside the domain of
definition ∪iΩi of G, see Section 3. Note that G−N(Pn) consists of finitely many (open)
Yoccoz pieces. Let us consider the pieces of G−N(Pn) inside the central domain Ω0,
i.e.,
P ′n = G
−N (Pn) ∩ Ω0.
Since ω(z) ∋ c, there exists a minimal k such that fk(z) ∈ P ′n. In particular, the point
fk(z) belongs to one of the Yoccoz pieces inside Ω0. Let F be the branch of f
−k which
maps a neighborhood of fk(z) to a neighbourhood of z. Let X be as in the statement
of this lemma.
Claim 1. The map F extends to a holomorphic map in the domain CX . Proof of the
claim. Assume the contrary. We then get that for some minimal r < k that f−r(CX)
(along the same orbit) meets the critical value c1. This means that the branch f
−r
follows the points cr+1 = f
r(c1) ∈ CX , cr = f r−1(c1),..., c2 = f(c1), c1. Among these
iterations of c1, let us mark all those cj1, cj2, . . . , cjm, where j1 < j2 < . . . < jm, which
hit the domain CX (i.e., are in X). Because of the first return assumption there exists
integers k(1) < k(2) < . . . such that cj1 = G
k(1)(c), cj2 = G
k(2)−k(1)(cj1) = G
k(2)(c),...,
cjm = G
k(m)(c). It follows, that f−r = f−(s−1) ◦ G−(k(m)−1), where f−(s−1) is the
branch from V to Uˆ corresponding to the restriction of G on Ω0 (so G|Ω0 = f s−1 ◦ f).
Hence, f−(r+1)(CX ∩ Ω) ⊂ G−r(m)(Ω) ⊂ Ω0 and fk−r−1(z) ∈ f−(r+1)(P ′n) = (G|Ω0)−1 ◦
G−k(m)+1(P ′n) ⊂ P ′n. This contradicts the minimality of k and proves the claim.
Now apply the claim to a sequence of maps G(j):∪Ωi(j) → Ω(j). This gives a
sequence of annuli CX(j) \ Ω0(j) of modulus ≥ δ such that some iterate of z maps to
a puzzle piece inside Ω0(j). Since the diameter of Ω0(j) shrinks to zero one completes
the proof exactly like in the infinitely renormalizable case. ⊔⊓
Corollary 16.1 If f has infinitely many high first returns, then the Julia set is locally
connected.
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Proof: For each high return, we have a polynomial-like mapping G : ∪iΩi → Ω
constructed in Sections 11-12, such that G|V is the first return map. Remember that
Ω here is a definite complex neighborhood of the interval V so that Ω0 is inside a
definite neighborhood of the interval U = [−u, u] ⊂ V and so that G|Ω0 = f s. Denote
by l′ a maximal interval outside U with a common boundary point, such that f s|l′ is
monotone, and let fks(u) be the first moment when it leaves l′. Then any f -iterate of
c in the interval X = [−fks(u), fks(u)] is, in fact, an iterate of c under G. Hence, we
can apply the Proposition 2.1 (note that the gaps X \ Ω ∩ R are not small because of
Proposition 7.1 [LS]. ⊔⊓
Let Wn be the sequence of intervals as in Section 2 and let Rn be the corresponding
first return maps. We say that the return is low if the image of Rn of the central
component Wn+1 does not contain c and it is called central if Rn(c) ⊂Wn+1.
Lemma 16.1 There exists a universal number λ > 1 (only depending on ℓ) the fol-
lowing property. Assume that we are in one of the following situations: 1) either Rn−1
or Rn has a non-central low return; 2) the return of Rn−1 is non-central high. Then
|Wn| ≥ λ|Wn+1|.
Proof: If Rn has a non-central low return then |Wn| ≥ λ|Wn+1| according to the
corollary on page 345 in [MS]. In the same way, if the return to Wn−1 is non-central
low then again |Wn−1| ≥ λ|Wn|. Now let the first return map to Wn restricted to Wn+1
be equal to f s. There exists an interval neighbourhood T of f(Wn+1) such that f
s−1
maps T diffeomorphically onto Wn−1 and so that f
−1(T ) ∩ R ⊂Wn. Hence, using the
Koebe Principle it follows that f−1(T )∩R ⊂ Wn is a definite neighbourhood of Wn+1.
So in this case we are done also.
If the return map Rn−1 to Wn−1 is high then according to part 1 of Lemma 1.2
on page 342 in [MS] (or Proposition 7.1 of the present paper), the map on the central
domain Wn is a composition of f and a map with bounded distortion. From this and
the fact that Rn−1 has a non-central high return it follows that Wn+1 has to be a
definite factor smaller than Wn also. ⊔⊓
Of course, there are infinitely many integers n for which the map Rn−2 has a non-
central return. Choose such an n and write T 0 = Wn, T
−1 = Wn−1 and study the
situation as in Section 14. So take a first return map g as in Section 14 and define
T 2,i−1 to be the component of gi containing c. Let us begin by remarking that on page
59 line -8 one better defines s minimal so that gs(T 2,s−1) ∩ T 1 6= ∅ and on line -3 we
should have defined s(x) as the smallest integer for which gs(x)(x) and gs(x)(c) are in
different components of ∪iT 1i (so we have to also allow T 10 .) Moreover on page 60 line
17 one should read gi ◦ g instead of gi+1 ◦ g. First we need the following proposition.
From the lemma above, there exists a universal λ > 1 (only depending on ℓ) such
that
|T−1| ≥ λ|T 0|. (16.12)
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Now consider the return map g to T 0 with central domain T 1 = Wn+1.
Lemma 16.2 Suppose that g,Rg, . . . ,Rkg exist. Then there exists a universal κ > 0
(only depending on ℓ) and a κ-scaled neighbourhoodW k+1 of T k+1 such that each iterate
of c inside W k+1 is an iterate of c under the map Rkg.
Proof: First notice that there exists for each component I of g an integer k such that
g|I = fk. Moreover, there exists U ⊃ f(I) such that fk−1 maps U diffeomorphically
onto T−1 and so that f−1(U) ∩ R ⊂ T 0. In particular, some neighbourhood U of
f(T 1) is mapped diffeomorphically onto T−1 and because of (16.12) and by Koebe this
implies that U contains a definite neighbourhood of f(T 1) and since f−1(U) ∩R ⊂ T 0
one gets that some definite neighbourhood of T 1 is contained in T 0. Hence there exists
a universal λ′ > 1 (only depending on ℓ) such that
|T 0| ≥ λ′|T 1|. (16.13)
Similarly each component I of the domain of g in T 0 \T 1 has adjacent to it an interval
I ′ ⊂ T 0 with one point in common with I ‘further away from c’ (i.e., so that I lies
between I ′ and c) so that g|(I ∪ I ′) is monotone and
|I ′| ≥ ρ|I|. (16.14)
For k = 0 the result is obvious. Let us first show the lemma for k = 1. Let us first
consider the case that g has a non-central low return. We claim that if x, gi(x) ∈ T 1
then gi(x) is an iterate of x under Rg. To see this we first remark that
Rg|(T 0 \ T 1) = g. (16.15)
Next take x ∈ T 1. If g(x) is contained in a component of ∪i 6=0T 1i which is entirely
contained in g(T 1) (which is in T 0 \ T 1 since the return was assumed to be low) then
we have Rg(x) = g2(x). So if g2(x) ∈ T 1 then the required statement holds for x
and if g2(x) ∈ T 0 \ T 1 then by (16.15) again the required statement holds for x. If
g(x) is not contained in such a component then x is contained in a symmetric interval
T 2,1 ⊂ T 1 such that g(T 2,1) is inside one of the components of ∪i 6=0T 1i (in fact, T 2,1
is the component of g−1(∪i 6=0Ti) containing c). In particular g(x) /∈ T 1. So if x is
not as before consider g2(x). If g2(x) is contained in a component of ∪i 6=0T 1i which
is entirely contained in g(T 2,1) then Rg(x) = g3(x) and by (16.15) again the required
statement holds for x. If g2(x) is not contained in such a component then again x is
contained in a symmetric interval T 2,2 ⊂ T 2,1 such that g2(T 2,2) is inside one of the
components of ∪i 6=0T 1i and in particular g2(x) /∈ T 1. In this way one proves the claim
inductively. Now we set W 2 = T 1 and it suffices to show that T 1 is a definite amount
larger then T 2. To see this write g|T 1 = fm. The map fm−1 maps some neighbourhood
of f(T 1) diffeomorphically onto T 0 (in fact onto T−1 we do not need this anymore), and
because the Koebe Principle and because of (16.14) it follows that a definite piece of T 1
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is mapped by g outside any given component in T 0 \ T 1 of g. Hence |T 1| > (1+ κ)|T 2|
for some universal number κ > 0.
If g has a central low return then define s0 as before and consider a (shrinking)
nested sequence of intervals T 2,s0−2 ⊂ . . . T 2,0 := T 1 such that g(∂T 2,i) ⊂ ∂T 2,i−1 for
i = 1, . . . , s0 − 2 (so these intervals are associated to the saddle-cascade of the central
branch; they are symmetric around c and their endpoints are preimages of ∂T 1 under
the central branch of g).
Since we now assume that one has a central return we have s0 > 2. Because of the
corollary on page 345 of [MS], one has a universal λ > 1 (only depending on ℓ) such
that |T 2,s0−2| ≥ λ|T 2,s0−1| and because of (16.13) and the Koebe Principle we get in
the same way also
|T 2,0| ≥ λ|T 2,1|. (16.16)
(If one has a long saddle-cascade a similar uniform comparison between T 2,i with
T 2,i−1 is certainly not true.) Now s0 is by definition the minimal integer such that
gs0−1(c) /∈ T 1. As in (16.16) one has that |gs0−1(c) − gs0−2(c)| is comparible to size
of T 2,0 \ T 2,1, i.e., to the size to T 0 \ T 1. Write gs0−2|T 2,s0−2 = fm. Then it follows
from this that some neighbourhood of f(T 2,s0−2) is mapped by fm−1 onto a definite
neighbourhood of fm(T 2,s0−2). So
fm−1|f(T 2,s0−2) has uniformly bounded distortion. (16.17)
Now define W 2 ⊃ T 2 to be equal to T 2,s0−2. One has by construction that g(T 1) ∩
T 2,s0−2 = ∅ and by definition of Rg if x, gi(x) ∈ T 2,s0−2 then gi(x) is an iterate of x
under Rg. So it suffices to show that V 2 is a definite amount larger than T 2. But this
follows from (16.14) and (16.17).
Now if g, . . . ,Rkg are defined then we get |T i| ≥ λ|T i+1| for i = 0, . . . , k. If Rk−1g
has a non-central low return then and this we can set V k+1 = T k and we are done. If
Rk−1g has a central low return then we argue as above with intervals T k+1,i. ⊔⊓
If g,Rg,R2g, . . . all exist then there exists Rkg with central domain T k+1 which has
a polynomial-like with central piece Ω0(k) ⊃ T k+1 extension and Lemma 16.2 gives an
interval W k+1 ⊃ T k+1 such that the modulus of CW k+1 \ Ω0(k) is uniformly bounded
from below and a first return condition is satisfied. Because of Proposition 16.1 above
the Julia set is locally connected if this case happens infinitely often. If g, . . . ,Rkg exist
but Rkg has a high return then according to Lemma 14.2 either Rkg has a polynomial-
like extension and we can again use Lemma 16.2 above or one considers g1 = WRkg
which has a better extension domain. Remark that WRkg is by construction a first
return map to its domain. So we can apply Lemma 14.2 again when g1, . . . ,Rk1g are
well defined (with again the first return condition and even better extension scale). By
assertions 2 and 3 of Lemma 14.2 we must reach a situation which has a polynomial-like
extension. In this way we get eventually a map which a polynomial-like extension and
satisfies the required conditions of Proposition 16.1 above. Thus we get
Corollary 16.2 The Julia set of f is locally connected.
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