Abstract. Passive systems τ = {T, M, N, H} with M and N as an input and output space and H as a state space are considered in the case that the main operator on the state space is normal. Basic properties are given and a general unitary similarity result involving some spectral theoretic conditions on the main operator is established. A passive system τ with M = N is said to be quasi-selfadjoint if ran (T − T * ) ⊂ N. The subclass S qs (N) of the Schur class S(N) is the class formed by all transfer functions of quasi-selfadjoint passive systems. The subclass S qs (N) is characterized and minimal passive quasi-selfadjoint realizations are studied. The connection between the transfer function belonging to the subclass S qs (N) and the Q-function of T is given.
Introduction
Let M, N, and H be separable Hilbert spaces and let
be a bounded linear operator. Here and in the following, it will be tacitly assumed that the spaces in the righthand side are orthogonal sums: M ⊕ H and N ⊕ H. The system of equations
describes the evolution of a linear discrete time-invariant system τ = {T, M, N, H}. The Hilbert spaces M and N are called the input and the output spaces, respectively, and the Hilbert space H is called the state space. The operators A, B, C, and D are called the main operator, the control operator, the observation operator, and the feedthrough operator of τ , respectively. The subspaces (1.3) H c = span { A n BM : n ∈ N 0 } and H o = span { A * n C * N : n ∈ N 0 } are called the controllable and observable subspaces of τ = {T, M, N, H}, respectively. If H c = H (H o = H) then the system τ is said to be controllable (observable), and minimal if τ is both controllable and observable. If H = clos {H c + H o } then the system τ is said to be a simple. Two discrete-time systems τ 1 = {T 1 , M, N, H 1 } and τ 2 = {T 2 , M, N, H 2 } are unitarily similar if there exists a unitary operator U from H 1 onto H 2 such that ( 
1.4)
A 2 = UA 1 U * , B 2 = UB 1 , C 2 = C 1 U * , and D 2 = D 1 .
If the linear operator T is contractive (isometric, co-isometric, unitary), then the corresponding discrete-time system is said to be passive (isometric, co-isometric, conservative). The transfer function of the passive system τ in (1.2) belongs to the Schur class S(M, N), i.e., Θ(λ) is holomorphic in the unit disk D = {λ ∈ C : |λ| < 1} and its values are contractive linear operators from M into N. Every operator-valued function Θ(λ) from the Schur class S(M, N) can be realized as the transfer function of a passive system, which can be chosen as observable co-isometric (controllable isometric, simple conservative, passive minimal). Moreover two isometric and controllable (co-isometric and observable, simple conservative) systems having the same transfer function are unitarily similar. D.Z. Arov [10] has shown that two minimal passive systems τ 1 and τ 2 with the same transfer function Θ(λ) are only weakly similar, i.e., there is a closed densely defined operator Z : H 1 → H 2 such that Z is invertible, Z −1 is densely defined, and (1.6) ZA 1 f = A 2 Zf, C 1 f = C 2 Zf, f ∈ dom Z, and ZB 1 = B 2 .
Weak similarity preserves neither the dynamical properties of the system nor the spectral properties of its main operator A. In [14] , [15] necessary and sufficient conditions have been established for minimal passive systems with the same transfer function to be (unitarily) similar. In [5] a parametrization of the contractive block-operator matrices in (1.1) was used to establish some new aspects and some explicit formulas for the interplay between the system τ , its transfer function Θ(λ), and the Sz.-Nagy-Foiaş characteristic function of the contraction A.
In this paper the same approach is applied to study passive systems with a normal main operator, including the class of passive quasi-selfadjoint systems (pqs-systems for short), as defined in the paper. Furthermore, using the famous Mergelyan's theorem from complex analysis a general unitary similarity result is proved for such systems.
The passive system τ = {T, N, N, H} is called a pqs-system if the operator
is a quasi-selfadjoint contraction (qsc-operator for short), i.e., T is a contraction and ran (T − T * ) ⊂ N, cf. [4] . This last condition is equivalent to A = A * and C = B * . If τ is a pqs-system, then the transfer function (1.5) of τ takes the form
where the function W (λ) is a Herglotz-Nevanlinna function defined on Ext {(−∞, −1]∪ [1, ∞)}. The subclass S qs (N) of the Schur class S(N) of L(N)-valued functions is the class of all transfer functions of pqs-systems τ = {T ; N, N, H}. A necessary and sufficient condition for the function Θ(λ) to be in the class S qs is given, the minimal pqssystems with the given operator-valued function Θ(λ) from the class S qs is constructed using operator representations of Herglotz-Nevanlinna functions. Moreover, a necessary and sufficient condition for the function Θ(λ) ∈ S qs to be inner (co-inner) is proved and connections with pqs-system and other minimal systems with the same transfer function are established. Also it is shown that if, for instance, Θ(λ) ∈ S qs (N) and ϕ Θ (λ) = 0 (ψ Θ (λ) = 0) then Θ(λ) is inner (co-inner). A matrix form of the inner function from the class S qs (N) when dim N < ∞ is also given, and in the case of scalar functions from the class S qs (N) a minimal representation is obtained by means of Jacobi matrices.
Preliminaries
Let M and N be Hilbert spaces and let Θ(λ) belong to the Schur class S(M, N). The notation Θ(ξ), ξ ∈ T, stands for the non-tangential strong limit value of Θ(λ) which exist almost everywhere on T, cf. [27] . A function Θ(λ) ∈ S(M, N) is said to be inner if Θ * (ξ)Θ(ξ) = I M for almost all ξ ∈ T, and it is said to be co-inner if Θ(ξ)Θ * (ξ) = I N for almost all ξ ∈ T. A function Θ(λ) ∈ S(M, N) is said to be bi-inner if it is both inner and co-inner.
Contractions and their defect operators. Let
, and that
Clearly, any contraction A satisfies
in other words the sequence A n f with f ∈ H is monotonically nonincreasing. In particular, the strong limit
exists as an operator in L(H 1 ), cf. [25, p. 261] . The defect operators D A and D A * satisfy the following commutation relation:
Let D A stand for the closure of the range ran D A . Then
is unitary. Define the subspaces H A,0 and H A,1 by
where H A,0 and H A,1 reduce A, A 0 is a completely non-unitary contraction, and A 1 is a unitary operator. The function
is the Sz.-Nagy-Foiaş characteristic function of the contraction A. It belongs to the Schur class S(D A , D A * ); cf. [27] . In fact, a straightforward calculation using the identities (I − λA)
which shows that Φ A (λ) is contractive for λ ∈ D. Note also that Φ A * (λ) is the transfer function of the conservative system
be a contraction and let Σ be the corresponding conservative system in (2.8), (2.9) . Then the controllable and observable subspaces, as defined in (1.3), are given by
Observe that A is completely nonunitary if and only if Σ is minimal. Since clearly Φ A (λ) * = Φ A * (λ), one has also
Observe that if ξ ∈ T := {ξ ∈ C : |ξ| = 1} belongs to the resolvent set of A, then (2.7) and (2.11) show that Φ A (ξ) is a unitary operator; cf. [27, p. 239] .
A contraction A in a Hilbert space H is said to belong to the classes
respectively. By definition, C 00 := C 0 · ∩ C · 0 . Hence A ∈ C 00 precisely when
Observe that A ∈ C 00 implies that A is completely nonunitary, cf. (2.5). The completely non-unitary part of a contraction A belongs to the class C · 0 , C 0 · , or C 00 if and only if its characteristic function Φ A (λ) in (2.6) is inner, co-inner, or bi-inner, respectively; cf. [27, Theorem VI.2.3] . It follows from (2.2) that S A = 0 implies A ∈ C 0 · and that S A * = 0 implies A ∈ C · 0 . A contraction A is said to be strict if Af < f for all nontrivial f ∈ H 1 . Note that in view of (2.1) a contraction A is strict if and only if ker
Finally, a passive system τ = {T ; M, N, H} is said to be strongly stable or strongly co-stable if the main operator A belongs to the class C 0 · or C · 0 , respectively; see [11] , [16] 
be a normal contraction. Then the strong limit S A satisfies S A = S A * and
If, in addition, A is strict, then S A = 0.
Proof. If A is normal, then (2.2) implies that S A = S A * and
which leads to (2.15).
Then the following statements are equivalent:
Proof. (i) ⇒ (ii) This implication is a general fact for not necessarily normal contractions.
(ii) ⇒ (iii) Let A be completely non-unitary. Assume that A is not strict. Then there exists an element 0 = f 0 ∈ H 1 such that Af 0 = f 0 . Since ker (I − A * A) ⊂ ker (I − (A * A) n ), n ∈ N, it follows from (2.1) and (2.13) that f 0 = A n f 0 = A * n f 0 > 0. This contradicts the fact that A is completely nonunitary.
(iii) ⇒ (i) Let A be strict, so that ker (I − A * A) = {0}. Then Lemma 2.1 implies that S A = 0, which leads to (2.12), so that A ∈ C 00 .
Observe that if A is normal then H A,1 = ker D A as was just shown above. The completely non-unitary part A 0 of A is normal and satisfies ker
If a contraction A is normal, then its controllable and observable subspaces coincide, which leads to the following observation. 
Proof. Since A is normal, it follows that D A * n = D A n for all n ∈ N 0 . Hence the identities
This identity implies the equivalence of (i), (ii), (iii), and (iv).
The following corollary is based on the fact that a contraction A is completely nonunitary if and only if the corresponding system Σ in (2.8), (2.9) is minimal. 
contractions, all uniquely determined by T . Furthermore, the following equality holds for all h ∈ M,f ∈ H:
(2.19)
Let τ = {T ; M, N, H} be a passive system and let (2.18) be the representation of the block operator T in (1.1). Define for λ ∈ D the following operator-valued holomorphic functions 
in particular, Θ(λ) ∈ S(M, N). In addition, the identities
hold and the functions ϕ(λ) and ψ(λ) in (2.20) and (2.21) are Schur functions.
Passive systems with a normal main operator
Let τ be a passive system of the form (1.1). If its main operator A is normal, then many properties of τ and its transfer function simplify.
3.1. Basic properties. The controllable and observable subspaces of the passive system in (1.1) are defined in (1.3). Let the block matrix T have the parametrization (2.18), so that
If, in addition, A is normal it follows that D A * = D A and then (2.14) implies
Hence, if A is normal, then H c and H o have the form:
Lemma 3.1. Let τ = {T ; M, N, H} be a passive system with T of the form (2.18)
Since there exists a sequence of polynomials
(ii) The proof of (ii) is similar to the proof of (i).
Proposition 3.2. Let τ = {T ; M, N, H} be a passive system where T is of the form 
The second condition in (3.5) shows that D A f = 0 and the first condition in (3.5) yields f = 0. Therefore, H c = H and τ is controllable.
Now assume that τ is controllable, i.e. (ii) The proof is completely analogous to the proof for part (i).
(iii) If τ is simple then it immediately follows from (3.1) that ker D A = {0}. Moreover, it is clear from (3.2) and (3.4 
. Now the statement is obtained as in part (i). (iv) This is obvious from the definition of minimality. Proof. Since τ is simple and A is normal, Proposition 3.2 shows that ker D A = {0} or, equivalently, that the contraction A is strict. Hence Lemma 2.2 implies that A ∈ C 00 . Therefore τ is strongly stable and strongly co-stable.
Defect functions.
Associated with Θ(λ) ∈ S(M, N) are the right and left defect functions (or spectral factors) ϕ Θ (λ) and ψ Θ (λ), which satisfy
almost everywhere on T. These operator-valued Schur functions are (up to a constant unitary factor) uniquely determined by the following maximality property: if ϕ(λ) and ψ(λ) are operator-valued Schur functions for which
then they are dominated by ϕ Θ (λ) and ψ Θ (λ) in the following sense:
, almost everywhere on the unit circle T; cf. [17] , [19] , [20] , [21] , [22] .
Note that it follows from Theorem 2.7 that the functions ϕ(λ) and ψ(λ) satisfy the inequalities 
Proof. By Corollary 3.3 one has A ∈ C 00 and, in particular, A is completely nonunitary. Therefore, Φ A (λ) and Φ A * (λ) are bi-inner. On the other hand, if ϕ Θ (λ) = 0 (ψ Θ (λ) = 0), then (3.12) shows that ϕ(ξ) = 0 (ψ(ξ) = 0) for almost all ξ ∈ T. Now (2.23) ((2.24), respectively) yields that D Θ(ξ) = 0 (D Θ * (ξ) = 0) almost everywhere on T, i.e. Θ(λ) is inner (co-inner).
3.3. Unitary similarity. Recall that two passive systems τ j = {T j ; N, N, H j }, j = 1, 2, are said to be unitarily similar if there is a unitary operator U : H 1 → H 2 , such that (1.4) holds. In particular, in this case the spectra of the corresponding main operators A 1 and A 2 coincide. It is clear that if the systems τ 1 and τ 2 are unitarily similar then they have the same transfer function. However, two minimal passive systems τ 1 and τ 2 with the same transfer function Θ(λ) are in general not unitarily similar; such systems are only weakly similar as shown in D.Z. Arov [10] , see (1.6). In the case of passive systems with normal main operators the following sufficient spectral-theoretic condition can be established. Proof. Assume that the transfer functions Θ 1 (λ) and Θ 2 (λ) of τ 1 and τ 2 coincide in some neighborhood of zero. Since Θ 1 (λ) and
Since C k = SB * k , k = 1, 2, where S is bounded and injective, the previous equality yields
Clearly Z 0 is linear and
Due to the controllability and observability conditions (note that C * k = B k S * ), it follows from (3.14) and (3.15) that both Z 0 and Z * 0 have dense domains and dense ranges. In particular, Z 0 and Z * 0 are (graphs of) operators, and, in fact, mul Z * * 0 = (dom Z * 0 ) ⊥ implies that Z 0 is a closable operator, i.e., its closure Z * * 0 is (the graph of) an operator; cf. [11] .
Next it is shown that under the assumptions on the main operators A k , k = 1, 2, the mapping Z 0 becomes isometric. Since A is contractive the spectrum σ(A k ) is a compact subset of the closed unit disk. The union σ(A 1 )∪σ(A 2 ) is also compact and, in addition, does not have interior points. Indeed, this follows immediately from the fact that the sets σ(A 1 ) and σ(A 2 ) are closed and do not have interior points. Furthermore, by assumption C \ (σ(A 1 ) ∪ σ(A 2 )) = ρ(A 1 ) ∩ ρ(A 2 ) is connected. Therefore, according to Mergelyan's theorem (see e.g. [26, Theorem 20.5] ) every continuous complex-valued function on σ(A 1 )∪σ(A 2 ) can be uniformly approximated on σ(A 1 )∪σ(A 2 ) by complex polynomials. Since for every n, m ∈ N 0 the function f n,m (z) = z n z m is continuous on C, there exists a sequence {P n,m j (z) : j ∈ N 0 } of polynomials converging uniformly on σ(A 1 ) ∪ σ(A 2 ) to f n,m (z). It follows from (3.13) that for every n, k, j ∈ N 0 one has
The functional calculus for normal operators shows that
, and therefore taking strong limits in (3.16) yields
and, therefore, the operator Z 0 in (3.14) is isometric. Since Z 0 is densely defined with dense range, its closure Z is unitary. The identities ZA 1 = A 2 Z and ZB 1 = B 2 are immediate from (3.14), while (3.15) shows that Z * 0 B 2 = B 1 which gives the identity C 2 Z = C 1 . Therefore, the systems τ 1 and τ 2 are unitarily similar; cf. (1.4) . Remark 3.9. (i) The proof of Theorem 3.5 uses that fact that the operators f n,m (A) = A * n A m , m, n ∈ N 0 , can be approximated by a sequence of polynomials in A. If, in particular, the adjoint A * of a bounded operator A can be approximated by a sequence P n (A), n ∈ N 0 , of polynomials in A, i.e., (3.18 )
then the same is true for all of the operators f n,m (A) = A * n A m , m, n ∈ N 0 . By taking strong limits in AP n (A) = P n (A)A one obtains from (3.18) the identity AA * = A * A. Therefore, the condition (3.18) implies that A is a normal operator.
(ii) If A is a normal operator, then A * = f (A) with f (z) = z by the functional calculus for normal operators. The function f (z) does not satisfy the Cauchy-Riemann equations, so it is nowhere holomorphic. Consequently, if σ(A) has interior points, the adjoint A * cannot satisfy the condition (3.18), as one would get a uniform approximation for f (z) on σ(A) via polynomials P n (z).
(iii) If A is a normal operator on a finite-dimensional space, then it has n = dim H eigenvalues and it is unitarily similar to a diagonal matrix. Therefore, if A has d nonreal eigenvalues then by standard interpolation one finds a polynomial Q (say, of degree at most d − 1 when using only the nonreal spectral points) such that A * = Q(A)
So, in the proof of Theorem 3.5 no limit procedure is needed in the case of finite-dimensional state spaces.
(iv) Finally, note that the criterion for unitary similarity of minimal passive systems with the same transfer function which has been established in [14] is essentially of different nature than the above spectral theoretical sufficient condition in Theorem 3.5. The next theorem is a consequence of Theorem 2.5; see [4] . 
The system τ = {T ; N, N, H} is said to be passive quasi-selfadjoint (τ is a pqs-system for short) if T in (1.7) is a contraction and if ran (T − T * ) ⊂ N. It follows that T is a qsc-operator in N ⊕ H and that A = A * and C = B * . Moreover, according to Theorem 4.1, B, C, and D have the form
For a pqs-system the controllable and observable subspaces coincide, see (3.1):
4.2.
Minimal representations of pqs-systems and unitary similarity. A pqssystem can always be reduced to a minimal pqs-system. Proposition 4.2. Let τ = {T ; N, N, H} be a pqs-system of the form (1.7) and let B, C, and D be given by (4.2) with some contractions K and X. Define the system
where the subspace H s is given by
and where the operator T s is given by
Then τ s is a minimal pqs-system and the transfer functions of the systems τ and τ s coincide. Moreover, the system τ is minimal if and only if
In this case the system τ is strongly stable and strongly co-stable.
Proof. The subspace H s in (4.5) reduces A and therefore it also reduces
Define the operator C s by
Then T s in (4.6) is a qsc-operator in N⊕H s . Since ran K * ⊂ D A ∩H s , one has D As = H s . Now the construction shows that the system τ s in (4.4) is minimal. Clearly, the transfer functions of τ and τ s coincide. As to the minimality of τ observe that
3). Hence, the characteristic properties (i) and (ii) for minimality of a pqs-system τ are obtained from Proposition 3.2.
The last statement holds by Corollary 3.3.
It is a consequence of Theorem 3.5 that within the class of pqs-systems the following unitary similarity criterion holds; see Corollary 3.6. 
Define the function W (λ) by
it follows that
Hence W * (λ) = W (λ) and
Therefore W (λ) is an operator-valued Herglotz-Nevanlinna function with a holomorphic continuation onto Ext {(−∞, −1] ∪ [1, ∞)}. From (4.8) one sees that the strong limit values W (±1) exist and that they are given by
Hence,
Here B(S, R) = { S + R 1/2 XR 1/2 ∈ L(N) : X a contraction in L(ran R) } stands for the operator ball with center S ∈ L(N) and left and right radii R ≥ 0. 
see [4] . It follows that
Consequently,
G for some contraction X in the Hilbert space D e G . Define in the Hilbert space H = N ⊕ H the operator T by
Then T is a qsc-operator, ran ( T − T * ) ⊂ N, and the operator T defines a pqs-system τ = { T ; N, N, H}; cf. Theorem 4.1. The corresponding transfer function is given by
Therefore, Θ e τ (λ) = Θ(0) + W (λ) = Θ(λ), λ ∈ D. This means that the function Θ(λ) can be realized as the transfer function of the pqs-system τ . Finally, replacing τ by the system τ s , cf. Proposition 4.2, one obtains a minimal pqs-system. The corresponding transfer function still coincides with the function Θ(λ).
Observe that Theorem 5.1 implies that the class S qs (N) is a subclass of the Schur class S (N) . Furthermore, the proof shows that a function Θ(λ) from the class S qs (N) admits the integral representation
where Σ(t) is a non-decreasing L(N)-valued function with bounded variation, Σ(−1) = 0, Σ(1) ≤ I N , and
Corollary 5.2. Let N be a Hilbert space and let
Proof. By Theorem 5.1 there exists a minimal pqs-system τ = {T, N, N, H} with transfer function Θ(λ). Now the statement follows from Proposition 3.4.
Theorem 5.3. Let N be a Hilbert space and let Θ(λ) ∈ S qs (N). Then:
Proof. Since Θ(λ) ∈ S qs (N), it is the transfer function of a minimal pqs-system τ = {T, N, N, H}. The operator T , being quasi-selfadjoint, has the form (4.1) and Θ(λ) is given by (4.7) with a holomorphic continuation into the domain Ext {(−∞, −1] ∪ [1, ∞)}. Since Φ A (ξ) is unitary for every ξ ∈ T, it follows from (2.23) and (2.24) in Theorem 2.7 and the definitions (2.20) and (2.21) that for all h ∈ N and ξ ∈ T
The last equality yields that 
These identities together with the equality X * X = I D K * lead to (5.1). (ii) The proof is similar to that of (i). (iii) Assume that (5.1) holds and that Θ(ξ) is isometric for some ξ ∈ T, ξ = ±1. Due to (5.1) D K * is an orthogonal projector in N and X is isometric in D K * . Hence, K * ∈ L(N, H) is a partial isometry and, moreover, N) is isometric. Therefore, D K Φ A (ζ)K * = 0 for all ζ ∈ T and Θ(λ) is inner in view of (5.3). Similarly, if (5.2) holds and Θ(ξ) is co-isometric for some ξ ∈ T, ξ = ±1, then Θ(λ) is co-inner.
Consequently ran
K * = H, i.e., K ∈ L(H,
Theorem 5.4. Let the Hilbert space N be finite-dimensional and let Θ(λ) be a nonconstant inner function from S qs (N). Then Θ(λ) is rational and
relative to some orthonormal basis in N. Here the not necessarily distinct numbers a 1 , a 2 , . . . , a m belong to (−1, 1), and X is a constant unitary matrix.
Proof. Since Θ(λ) ∈ S qs (N), it is the transfer function of a minimal pqs-system τ = {T, N, N, H}. As T is quasi-selfadjoint, it has the form (4.1), and Θ(λ) is given by (4.7). Since N is finite-dimensional and Θ(λ) is inner, Θ(λ) is automatically bi-inner. Then in (3.9) one has ϕ Θ (λ) = 0 and ψ Θ (λ) = 0. Thus by [5, Theorem 1.1] τ is conservative (in fact, this conclusion can be derived also from the proof of Theorem 5.3 above by applying Corollary 2.6). As Θ(λ) is nonconstant, A is non-isometric, K is isometric, and X appearing in (4.1) is unitary in D K * . Since τ is minimal, Proposition 4.2 shows that
Suppose that dim H = m and that a 1 , . . . , a m are the eigenvalues of A. Choose an orthonormal basis in H consisting of eigenvectors of A. Then K maps this basis onto some orthonormal basis in N 0 . With respect to this basis the matrix Θ(λ)↾ N 0 is diagonal with entries θ kk (λ), k = 1, . . . , m, and since Φ A (λ) has the form (2.6), it follows that
This completes the proof.
5.2.
Bi-inner dilations of functions from the class S qs . The function Θ(λ) ∈ S(M, N) is said to have an inner dilation if there exists a function Θ r (λ) such that
is inner. The function Θ(λ) ∈ S(M, N) is said to have a co-inner dilation if there exists a function Θ l (λ) such that
is co-inner. The function Θ(λ) ∈ S(M, N) is said to have a bi-inner dilation if there exist functions Θ 11 (λ), Θ 22 (λ), and Θ 21 (λ) such that
is bi-inner. Recall the following result due to Arov [11] ; cf. [16] . (ii) if τ is strongly co-stable, then Θ(λ) has a co-inner dilation; (iii) if τ is strongly stable and strongly co-stable, then Θ(λ) has a bi-inner dilation.
In [5] this result was proved using the parametrization in Theorem 2.5 and (2.22). Since a function Θ(λ) ∈ S qs (N) can be realized as the transfer function of a minimal pqs-system, it is strongly stable and strongly co-stable by Corollary 3.3. Hence it admits a bi-inner dilation by Proposition 5.5. Proof. Since Θ(λ) ∈ S qs (N), it is the transfer function of a minimal pqs-system τ = {T, N, N, H} by Theorem 5.1. The operator T , being quasi-selfadjoint, has the form (4.1) and therefore Θ(λ) is given by (4.7). Define the following functions
Let K = L = D K ⊕D K * and V = N⊕L, and let Θ(λ) be defined by (5.7). Furthermore, define the operator T by
where A = A, D = Θ(0), and
Simple calculations show that the operator T is unitary and quasi-selfadjoint. Hence, the system η = {T; V, V, H} is conservative. Since A ∈ C 00 , the system η is minimal; see Corollary 
Thus, 
is a minimal pqs-system with transfer function Θ(λ). Moreover,τ becomes a pqs-system with respect to the inner product in dom S 1/2 ⊂ H given by
Furthermore, if Θ(λ) is inner (co-inner), then all minimal passive realizations of Θ(λ)
are unitarily similar isometric (co-isometric) pqs-systems.
Proof. Since Θ(λ) ∈ S qs (N), it is the transfer function of a minimal pqs-system τ 0 of the form Consequently,
Define the linear operator Y by
It follows from (3.13) that
By minimality ofτ and τ 0 , Y and its adjoint Y * have a dense domain and dense range. In particular, the operator Y is closable and the closure Y = Y * * is a densely defined operator with dense range. Definition 6.5 and the relations (6.4), (6.6) yield the equalities
which means that the systemsτ and τ 0 are weakly similar; see (1.6), cf. also [10] . Now 
Then the equality YȦ = AY gives
Let B = U −1 B. From YḂ = B one obtains S 1/2Ḃ = B and the relation SḂ =Ċ * yields S −1/2Ċ * = B. Therefore B
is unitarily equivalent to τ 0 . Hence τ 0 is a minimal pqs-system with the transfer function
It follows that the vector S Consider dom S 1/2 as a pre-Hilbert space equipped with the inner product (f, g) S 1/2 := (S 1/2 f, S 1/2 g) and let H S 1/2 be the completion of dom S 1/2 with respect to this inner product. Since S
for all v, u ∈ dom S 1/2 . Thus, the operatorȦ is symmetric with respect to the inner product (·, ·) S 1/2 . Furthermore, the operatorṪ defined via the block formulȧ
is a qsc-operator. In fact, sinceĊ * = S 1/2 B and S 1/2Ḃ = B, the operatorḂ : N → H S 1/2 is the adjoint of the operatorĊ : dom S 1/2 ⊂ H S 1/2 → N. Because the operator matrix
is a contraction, one obtains with f ∈ dom S 1/2 and u ∈ N Ȧ f +Ḃu
Therefore, after a renormalization of the state space by means of the operator S the systemτ becomes a pqs-system. Finally, if the function Θ(λ) ∈ S qs (N) is inner (co-inner) then ϕ Θ (ξ) = 0 (ψ Θ (ξ) = 0) for almost all ξ ∈ T, see (3.9), and now it follows from [5, Theorem 1.1] that every two minimal passive realizations of the inner (co-inner) function Θ(λ) ∈ S qs (N) are unitarily similar isometric (co-isometric) pqs-systems. 
The operator A 0 is said to be simple if there is no nonzero subspace in dom A 0 which is invariant under A 0 ; cf. [24] . Since A 0 is Hermitian, simplicity of A 0 is equivalent to A 0 being completely nonselfadjoint, i.e., A 0 has no selfadjoint part. Note that A 0 is simple if and only if the subspace H A qsc-operator T is said to be a quasi-selfadjoint contractive extension or qscextension of a Hermitian contraction A 0 if
or, equivalently, if dom A 0 ⊂ ker (T − T * ), cf. [6] , [8] . A qsc-operator T has always Hermitian restrictions A 0 for which T is a qsc-extension. Namely, with a subspace N) as in (7.1), the formula (4.1) provides a one-to one correspondence between all contractions X ∈ L(D K * ) and all qsc-extensions of A. The operator form of all qsc-extensions with their resolvents was obtained in [7] , [8] . Clearly, the subspaces H ′ and H ′′ = H ⊖ H ′ , where
are invariant with respect to T and T * , respectively. The inclusion
is called the N-minimal part of T . Moreover, T is said to be N-minimal if the equality H = H ′ holds [4] . The subspaces H ′ and H s of H = N ⊕ H 0 defined in (7.2) and (4.5), respectively, are connected by H ′ = N ⊕ H s . Every qsc-extension T of the Hermitian contraction A 0 in H with dom A 0 = H generates a pqs-system in the following manner: let (1.7) be the block-operator representation of T , then the system τ = {T ; N, N, H} is a pqs-system. Proof. The equivalence (i) ⇔ (ii) was proved in [4] . For the proof of (i) ⇔ (iii), observe that the simplicity of A 0 is equivalent to H 7.2. Transfer functions and Q-functions. Let T be a qsc-operator in a separable Hilbert space H and let N be a subspace of H such that N ⊃ ran (T − T * ). The operator-valued function
is said to be a Q-function of T , cf. [4] . Analytical properties of the Q-function of qsc-operators and its applications to the parametrization of the resolvents of all qscextenions of corresponding Hermitian contraction were established in [4] . Let N be a Hilbert space. An operator-valued function Q(z) with values in L(N) and holomorphic outside D is said to belong to the class Q(N) (see [4, Section 6] ) if (S1) Q(z) has the asymptotic expansion
is nonnegative; (S4) there exist a complex number z 0 , |z 0 | > 1, and a vector f ∈ N, such that
If T is a qsc-operator in the Hilbert space H, N is a subspace of H such that ran (T − T * ) ⊂ N, and Q T (z) is its Q-function defined by (7.3) , then the function Q T (z) belongs to the class Q(N), see [4] . The converse statement is also true. 
The next proposition gives connections between the transfer function of a pqs-system τ and the Q-function of the corresponding qsc-operator T . 
Proof. With W (z) = Θ(1/z) − zI, |z| > 1, the resolvent (T − zI) −1 has the form
Here the Schur-Frobenius formula has been applied; cf. [4, Section 2.4]. It follows that
Thus, the relations (7.5) hold.
Observe that Theorem 5.1 and Theorem 7. In both cases a k > 0 and b k ∈ R for all relevant k, and these numbers are uniquely determined by the function Θ(λ).
Proof. Let Θ(λ) ∈ S qs . By Proposition 7.3 the function Q(z) = (Θ(1/z)−z) −1 , |z| > 1, belongs to the class Q. Without loss of generality it can be assumed that Im Θ(0) ≥ 0. Since the function w(λ) = Θ(λ) − Θ(0) belongs to the Herglotz-Nevanlinna class, the function Q(z) has a holomorphic continuation to the lower half-plane. If Θ(λ) is rational Decompose T according to H = C ⊕ H:
Because (7.8) holds, the unitary operator U takes the following block operator matrix form
respectively. Hence, V A = A 0 V, V B = B 0 , i.e., the pqs-systems τ and τ 0 are unitarily equivalent.
Here is a simple example to illustrate the situation. Let D be the multiplication by d in the space C. One can check that
is a qsc-operator. Moreover, the corresponding pqs-system τ = {T ; C, C, L 2 ([−1, 1], ρ(t))} is minimal and has the transfer function Θ(λ). Since the operator A is unitarily equivalent to the Jacobi matrix (see [18] 
