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Skärgårdens vågor
Sammandrag
Havsvågor är viktiga för människor både ur ett rekreations- och säkerhetsperspektiv. Det öppna havets vågor har studerats
sedan  1940-talet  och  deras  centrala  egenskaper  är  kända.  Vågfältet  beskrivs  av  det  så  kallade  vågspektrumet,  i  vilket
vågornas energi bryts med avseende på deras frekvens. I praktiken reduceras vågfältet ofta till några beskrivande parametrar,
varav de viktigaste är den dominanta vågfrekvensen och den signifikanta våghöjden. Dessa parametrar beskriver inte vågorna
i  skärgården  tillräckligt  bra,  men  skärgårdens  vågor  har  ändå  fått  tämligen  lite  vetenskaplig  uppmärksamhet.  Denna
avhandling undersökte skärgårdens vågor både med numeriska modeller och observationer från Helsingfors skärgård och
Skärgårdshavet.
Skärgårdens vågor påverkas i betydande grad av skärgårdens otaliga små öar; de dämpar längre vågor som anländer från
det  öppna  havet,  medan  de  samtidigt  skapar  nya  svepsträckor  för  lokala  vågor.  Därför  har  vågspektrumet  ett  brett
frekvensband där vågenergin är praktiskt taget konstant.  Existensen av ett  sådant här energibärande frekvensband står i
kontrast till observationer från det öppna havet där energin är starkt koncentrerad kring en dominant frekvens. I detta arbete
definierades  en  ny  karakteristisk  frekvens  vilken  beskriver  medelpunkten  av  det  energibärande  frekvensbandet  för
skärgårdsvågor. För de typiska vågorna i öppna havet var denna nya karakteristiska frekvens nära den traditionella dominanta
frekvensen, vilket gjorde denna nya parameter lämplig för att beskriva vågfält under vitt skilda omständigheter. I skärgården
var höjden på de enskilda vågorna (i förhållande till den signifikanta våghöjden) lägre än på det öppna havet. Som en följd
skilde sig de två traditionella definitionerna på den signifikanta våghöjden starkt (10-15%); på öppna havet är denna skillnad
oftast bara 7-8%. 
De tre  numeriska vågmodellerna simulerade vågfältet  i  skärgården väl.  De största  felen fanns i  ett  område utanför
skärgården  som var  delvis  skyddat  av  Porkala  udden.  Inom skärgården  betonade  modellerna  energidistributionen  i  det
energibärande frekvensbandet på olika vis. För den traditionella dominanta frekvensen införde de små skillnaderna en stark
avvikelse gentemot observationerna, även om denna avvikelse inte stod i proportion till de egentliga skillnaderna mellan
modellerna och observationerna. För beräknandet av den signifikanta våghöjden var skillnaderna obetydliga. Under vissa
omständigheter underbetonades energin för de korta vågorna ifall energiflödet från vinden till vågorna beräknades enligt en
mera avancerad metod.  Detta  var  troligen ett  resultat  av en för  låg friktionshastighet.   En äldre  metod för  att  beräkna
energiflödet till vågorna uppvisade inte en liknande avvikelse. De grova operativa vindprodukterna var tillräckliga för att
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Preface
I never much liked physics. Don’t get me wrong, it was OK, but more in the sense that
it proved the usefulness of the mathematics I was learning. Especially wave motion felt
foreign: cos(kx−ωt). I mean, these guys can’t even get time running in the right direction.
Luckily you didn’t have to choose the subjects for the matriculate exam in advance back
then; I pretended to prepare for the physics questions, but then still wrote mostly history
and philosophy. In the University I majored in mathematics and—while the courses in
particle physics never really felt right—got swept away by algebraic topology.
With a looming graduation I realised that I was not flushed with job options. I se-
cured a grant from the University covering a part of my salary for certain intern positions.
Armed with this discount tag I thought I’d have a shot at the summer positions at FMI.
I wasn’t thrilled. My one-course-dabble with atmospheric physics a few years back had
not ended well. I was, nonetheless, called in for an interview to the Marine research unit.
During that interview Prof. Jari Haapala (now head of the unit) said that they were ”more
of the F = m~a kind of guys”, which felt mildly reassuring.
Now, I won’t keep you in suspense. I got the job. The work was intriguing, but my
interest was really peaked when I realised that several mathematicians worked in the field.
In one of our many discussions Prof. Kimmo Kahma (also a proud mathematician) told
me that, by the time he got into waves, he had read even less physics than I had. ”You
will be fine”, he told me, ”as long as you have a strong background in Fourier analysis”.
Well, I didn’t. To be more exact: I had never done a single Fourier transform in my
life. I wasted no time and enrolled in the first possible course at the University. It turned
out, however, that I didn’t really have the prerequisites, since they assumed that everyone
knew a lot of functional analysis. So that was fun. I still managed, and followed up with
an applied course, taught by Prof. Kahma himself. Shortly after that I enrolled as Dr.
Heidi Pettersson’s PhD student and everything, more or less, fell into place.
I have been lucky that several people have overseen my work, thus providing a wealth
of opinions. I want to thank my supervisor Dr. Heidi Pettersson for her patience and
guidance over the years, and Dr. Laura Tuomi for introducing me to the art of numerical
wave modelling. I was also privileged to work under the guidance of Prof. Kimmo
Kahma before he retired, thus giving me a chance to absorb some scraps of his decades
of knowledge.
Thanks to Dr. Lauri Laakso for encouraging me to visit Miami, and to Prof. William
Drennan for inviting me to RSMAS; I learned a great deal during my visits, especially
from my talks with Dr. Nathan Laxague and Dr. Milan Curic. The hospitality of Dr. Vic-
tor Alari from the Tallinn University of Technology is also very appreciated. I also want
to express my gratitude to Jaak Monbaliu and Alexander Babanin for taking the time to
function as the pre-examiners of my thesis, and to Luigi Cavaleri for agreeing to be my
opponent. Lastly, I would like to thank Professors Matti Leppa¨ranta and Petteri Uotila,
my co-authors, my family, and all my friends who have supported me during the years.
Jan-Victor Bjo¨rkqvist
Helsinki, December 2019
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1 Introduction
1.1 Why study waves?
Waves bring us joy and recreation, but they can also be a security concern for seafarers and
coastal constructions (SPM, 1984; Kahma et al., 2016b; Leijala et al., 2018). In addition
to their direct effects, wind generated sea surface waves play an intriguing part in several
processes by interacting with both the air-sea boundary and the sea bottom. They serve as
a medium for the wind that generates them to penetrate below the surface; unlike currents
that move matter, the waves capture the energy of the wind and propagate it to sub-surface
layers, either locally or at a distant, before finally reaching the shore.
The energy and momentum trapped in the wave motion (and lost through breaking)
increase the sub-surface turbulence (Terray et al., 1996; Babanin and Haus, 2009), thus
enhancing the vertical mixing of the upper layer (Qiao et al., 2004; Huang and Qiao,
2010). At the same time the waves also impact the lowest atmospheric layer, releasing
some of their energy as an increased turbulence in the air, or even creating low-level
jets (Ho¨gstro¨m et al., 2009; Semedo et al., 2009). The fluxes of momentum, heat, and
greenhouse gases have also been proposed to be partially controlled by waves (Sahle´e
et al., 2012; Kahma et al., 2016a; Gutie´rrez-Loza et al., 2018). Waves also deform and
break sea ice, which can possibly result in an enhanced melting (Squire, 2007; Steele,
1992).
While waves don’t transport matter directly, their orbital motions cumulatively move
the water particles through the so called Stokes drift (Kenyon, 1969). This movement af-
fects the drift of objects and the dispersion of materials at sea (Perrie et al., 2003; Tuomi
et al., 2018) and is also a factor in the creation of Langmuir turbulence, which enhances
the mixing of the surface layer (Langmuir, 1938; Belcher et al., 2012). When a wave
breaks it also loses momentum to its surroundings, thus creating slopes in the water level
that are eventually released into currents. This effect is particularly dominant at shallow
surf zones where heavy wave breaking can take place (Longuet-Higgins, 1970), possibly
leading to dangerous rip currents. Nearshore currents affect sediment transport and the
living conditions of benthic animals, especially in combination with the near bottom or-
bital velocities of longer waves (Nielsen, 1988; Erm et al., 2011; Kaitaranta et al., 2013;
Rinne et al., 2014).
Waves are an integral part of evolving weather patterns and ecosystems by linking oth-
erwise disconnected events, not only in place, but also in time through the effects of swell.
Conversely, how the waves develop are determined by their environment. Archipelagos—
made up of a collection of small islands—have an irregular fetch geometry and complex
bathymetrical conditions. Waves formed under such conditions are unique and deserve to
be studied.
1.2 Describing the wave field
The wave spectrum contains the information of the sea state and describes how the en-
ergy of the wave field is distributed between different frequencies (ω) and directions (θ).
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Parameters derived from the spectrum are a robust way to describe the central features of
the wave field, with typical examples being the total energy and the dominant wave fre-
quency. These variables, especially their growth with fetch, have been extensively studied
(Toba, 1972; Hasselmann et al., 1973; Donelan et al., 1985; Kahma and Calkoen, 1992).
Waves shorter than the dominant wave frequency are typically described by a power
law in spectral space. Different theoretical and dimensional arguments for ω−5 and ω−4
power laws have been presented, and both forms have experimental support (Phillips,
1958; Kitaigorodskii, 1962; Toba, 1973; Kahma, 1981; Kitaigorodskii, 1983; Phillips,
1985; Battjes et al., 1987; Banner, 1990). Consequently, spectral parameterizations and
prognostic tails in wave models have assumed either an ω−4 or ω−5 structure (Hassel-
mann et al., 1973; Donelan et al., 1985; Komen et al., 1994; Booij et al., 1999). Yet, a
body of research suggests that the rear face is made up of an wind-dependent ω−4 equilib-
rium range that transitions to a constant ω−5 saturation range for the highest frequencies.
Significant efforts have been made to understand the energy levels of these two regions
and the transition between them (e.g. Toba, 1973; Forristall, 1981; Kahma, 1981; Donelan
et al., 1985; Resio and Perrie, 1989; Resio et al., 2004; Romero et al., 2010; Lenain and
Melville, 2017).
1.3 Modelling the wave field
The possibility to describe the evolution of central wave parameters—combined with the
existing parameterizations of the spectrum—led to the development of parametric wave
prediction models (e.g. Hasselmann et al., 1976). There even existed a hope that the non-
linear wave interactions (Hasselmann, 1962) would force the wave spectra to a universal
form. Nonetheless, later studies found that the connection between the peak frequency
and the total energy varied with the fetch geometry, which consequently disproved the
existence of a universal spectral shape (Holthuijsen, 1983; Kahma and Pettersson, 1994;
Pettersson, 2004; Pettersson and Kahma, 2005).
Third-generation numerical wave models solve the action balance equation and pre-
dict the evolution of the wave spectrum without imposing any a priori restrictions on its
shape. While originally developed for deep water (WAMDIG, 1988), models have also
been adapted for coastal areas (Booij et al., 1999; Monbaliu et al., 2000). Examples of
three popular models are WAM (WAMDIG, 1988; Komen et al., 1994), SWAN (Booij
et al., 1999), and WAVEWATCH III® (WW3, Tolman et al., 2002). They are all based on
the same principle, while differing in their numerical implementation and parameteriza-
tion of the physical processes controlling wave evolution.
Special techniques have been implemented to account for islands smaller than the
spatial resolution of the model (Tolman, 2003), and they have been proved to account for
the attenuating effect of the islands well (Ponce de Leo´n and Guedes Soares, 2005, 2010).
Numerical studies in water bodies with small islands have also been made, such as in the
Baltic Sea (Tuomi et al., 2014), the Aegean Sea (Soukissian et al., 2004; Mazarakis et al.,
2012), and Lake Superior (Anderson et al., 2015). Cavaleri et al. (2018), again, provided
a thorough review of the state of modelling waves in coastal and inner seas, while also
discussing the limitations of our current modelling approaches.
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Figure 1.1: A map of the measurement locations in the Baltic Sea. The red boxes in the lower
panel show the areas for the maps of the Archipelago Sea (Fig. 1.4) and the Helsinki archipelago
(Fig. 1.3). Only permanent wave buoys are shown in this map. For an overview of all the wave
measurements in the Helsinki archipelago, see Fig. 1.3. For the 15033 site, see Fig. 1.4.
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Figure 1.2: A photograph of the Helsinki archipelago outside of Suomenlinna. (Photo: Jan-Victor
Bjo¨rkqvist)
1.4 Waves in the Baltic Sea
The Baltic Sea is a semi-enclosed basin with a longest fetch of about 700 km and a total
area of 377,000 km2. The wave climate in the Baltic Sea has been thoroughly mapped
by both measurements and numerical wave hindcasts (Kahma et al., 2003; Jo¨nsson et al.,
2003; Cies´likiewicz and Paplin´ska-Swerpel, 2008; Ra¨a¨met and Soomere, 2010; Tuomi
et al., 2011; Pettersson et al., 2013; Bjo¨rkqvist et al., 2018). The highest significant
wave height of 8.2 m was measured in the Baltic Proper main basin (Tuomi et al., 2011).
Nonetheless, the operational wave buoy in the Bothnian Sea sub-basin recently measured
an 8.1 m significant wave height during the storm Aapeli in January 2019. A significant
wave height over 9 m has been modelled both in the northern and southern part of the
Baltic Proper (Tuomi et al., 2011; Bjo¨rkqvist et al., 2018).
The Gulf of Finland (GoF) is a 60–120 km wide and 350 km long sub-basin of the
Baltic Sea (Fig. 1.1). The narrowness of the gulf restricts wave growth and lines the
wave directions along the basin (Kahma and Pettersson, 1994; Pettersson et al., 2010).
Even though the dominant wind direction is from the south-west (Soomere and Keevallik,
2003), strong easterly winds are also possible. A 5.2 m significant wave height has been
measured by the GoF wave buoy during strong winds from both east (Pettersson et al.,
2013) and south-west (Tuomi et al., 2011).
Large parts of the Finnish coastline has a dense coastal archipelago. The main area
of interest in this study was the Helsinki archipelago (Fig. 1.2), which is located on the
southern Finnish coast in the GoF (Fig. 1.3). Measurements in the Helsinki archipelago
have been conducted for coastal planning purposes (Kahma et al., 2016b), but they have
seen limited scientific use. The other nearshore area studied in this thesis was the Archipe-
lago Sea, which (together with the A˚land Sea) separates the Baltic Proper from the Both-
nian Sea (Fig. 1.1). It is only about 8,300 km2 large, but still has over 40,000 islands.
Very little wave measurements are available from the Archipelago Sea, but Tuomi et al.
(2014) presented observations from a short campaign showing that the swell from the
Baltic Proper was effectively attenuated by the islands and bottom processes. Wave mea-
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Figure 1.3: Measurement locations in the Helsinki archipelago. A plus (+) denotes wind mea-
surements. The abbreviations are codes used for the wave buoy sites in Paper III, where O=Outer
archipelago, T=Transition zone, I=Inner archipelago, and S=Sheltered archipelago. For the corre-
sponding site names, see Table 3.1. The depth information is from the 0.1 nmi bathymetrical grid
used in Paper I & II.
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Figure 1.4: The measurement location in the Archipelago Sea where high-frequency measure-
ments were available with several wave staffs. Measurement were taken with R/V Aranda.
surements from the Uto¨ station at the southern edge of the Archipelago Sea exist (Tuomi
and Bjo¨rkqvist, 2014; Laakso et al., 2018), but this location is heavily exposed to waves
propagating from the Baltic Proper.
1.5 Outline and aims of this study
Already Kahma (1979) presented wave measurements from the Bothnian Sea archipelago.
Still, the characteristic features of waves in archipelagos have not yet been extensively
studied, partly because of the relatively limited observational data. The main aim of this
thesis was to fill this knowledge gap using in situ measurements and numerical models.
The properties of the waves inside the archipelago were compared with open sea mea-
surements and results from previous studies. Special weight was given to the evolution of
the wave spectrum through different parts of the archipelago (Paper II & III). In addition
to quantifying the change in the spectral shape, the consequences for derived wave param-
eters, such as the significant wave height and the peak frequency, were also determined.
The rear face of the spectrum was studied using high-frequency wave staff measurements
(Paper IV). From these measurements, a new inverse phase-speed spectrum was defined,
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and its properties were compared to the traditional frequency and wavenumber spectra.
Results from three numerical wave models were validated against extensive wave
buoy measurements inside and outside the archipelago (Paper I & II). The abilities of
the models to capture different features of the archipelago wave field were determined,
as was the role of different forcing factors, such as the atmospheric and the bathymetri-
cal data. The remaining challenges concerning archipelago implementations of the wave
models, and the possible connection to the physical parameterization of the source terms,
were discussed.
The main aims of this thesis were the following:
1. Identify how the wave spectrum changes when the waves propagate from the open
sea towards the coast through the archipelago, and how the wave field in the archipelago
compare with open sea wave conditions.
2. Determine how the atypical spectral shapes affect widely used wave parameters,
such as the significant wave height and the peak frequency, and find suitable pa-
rameters to characterize the wave field in archipelagos.
3. Study how well state-of-the-art numerical wave models can reproduce the wave
spectrum in the archipelago, how adequate the available wind forcings and bathy-
metrical data are for this task, and how the differences and shortcomings of the
models are reflected in typical wave parameters and their validation.
4. Compare different numerical solutions and parameterizations of the physics, and
identify topics where further study could lead to more accurate archipelago wave
simulations.
5. Describe the rear face of the spectrum in different spectral domains, especially by
using high-frequency measurements to define and study a new inverse phase-speed
spectrum.
6. Study the power-law structures and their transitions are in all spectral domains, and
use the inverse phase-speed spectrum to help explain the different results of the
frequency spectrum and the wavenumber spectrum.
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2 Definitions and mathematical methods
2.1 The wave spectrum
The investigation of sea surface waves starts with describing the water surface displace-
ment at each time and location, denoted η(x, y, t) (m). A Fourier transform of the auto-
correlation function of η(x, y, t) gives a frequency-wavenumber representation of the sea
surface, called the wave spectrum. The full three-dimensional wave spectrum describes
the variance density of the wave field as a function of the (angular) frequency, ω (rad
s−1), the wavenumber, k (rad m−1), and the direction, θ (rad). This spectrum is denoted
F(ω, k, θ) and normalized so that the total variance (m2) of η(x, y, t) is the integral
D2(η) =
∫∫∫
F(ω, k, θ)k dkdωdθ. (2.1)
Depending on the application and/or available data the spectrum is often given either
as the wavenumber spectrum Ψ(k, θ) (m4rad−1), or as the frequency spectrum S(ω, θ)
(m2s rad−1). These spectra follow by integration of Eq. 2.1 (over ω and k respectively).
They can, however, also be determined directly from spatial or temporal data if only one or
the other are available. The omnidirectional variants of these spectra are further obtained
by integration:
F (k) =
∫
Ψ(k, θ)k dθ (2.2)
S(ω) =
∫
S(ω, θ) dθ. (2.3)
If both the frequency and wavenumber of a single wave component is known, it is
also possible to determine its phase-speed, since c = ωk−1 (m s−1). Previous studies have
deduced spectral phase-speed information of e.g. transient eddies (Hayashi, 1982; Randel
and Held, 1991). This work, however, also examined a representation of the wave field—
formally defined for the first time in Paper IV—where the directional wave spectrum is
given as a function of the inverse phase-velocity ν = kω−1 (s m−1), or the inverse phase-
speed ν = |ν| = c−1. Also this spectrum was obtained by integration from the full
spectrum:
Q(ν, θ)ν dν =
∫
k/ω=ν
F(ω, k, θ)k dωdk (2.4)
Q(ν, θ) = 1
ν
∫
F(ω, ων, θ)ων dω|dk
dν
| (2.5)
=
1
ν
∫
F(ω, ων, θ)ω2ν dω (2.6)
=
1
ν
∫
F(k/ν, k, θ)
k2
ν2
dk, (2.7)
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where the last step simply switches the integrating variable from ω to k. This spectrum
has the units m4s−2rad−1, since the normalisation was chosen to resemble that of the
wavenumber spectrum. Thus, the omnidirectional form (m3s−1) is given as (cf. Eq. 2.2):
Q(ν) =
∫
Q(ν, θ)ν dθ. (2.8)
The Jacobian |dk/dν| was applied in Eq. 2.5 to give Q(ν) as variance density—not
variance mass—with respect to ν, thus conserving the property of the integral being the
variance of the wave field. Nevertheless, the definitions using integration were not applied
in practice in this study, since observational data favours an approach where the variance
was binned (see Sect. 2.1.2). Equations 2.4–2.7 are given here for completeness.
2.1.1 Fast Fourier Transform (FFT)
The omnidirectional frequency spectrum S(ω) is typically determined from a water level
elevation time series at one point, i.e. η(t). Assuming an ergodic process, the wave spec-
trum can be calculated from a single time series (e.g. Bendat and Piersol, 1986). The
proper definition for the wave spectrum—as the power spectrum of η(t)—is the Fourier
transform of the auto-covariance function of η(t). Nevertheless, because of practical con-
siderations, the spectrum is almost exclusively calculated using the Fourier transform of
the original data, given here with the normalisation:
X(ωn) =
1
N
N−1∑
j=0
ηje
−i2pinj/N , (2.9)
where n ∈ N, N is the number of points in the observational time series, and ηj is the j:th
data point. Typically, the Fourier transform is computed using the Fast Fourer Transform
(FFT). The (singe sided) wave spectrum then follows as
S(ωn) =
N∆t
pi
〈|X(ωn)|2〉, (2.10)
where 1 ≤ n ≤ N/2 (assuming that N is even), ∆t is the sampling time, | · | is the
complex modulus, and 〈·〉 is a general notation for the averaging that is required to achieve
statistical stability. This stability is achieved by averaging elementary frequency bins, or
by calculating the FFT from several blocks of the time series and averaging the results of
these transforms. The latter technique was used by the Datawell wave buoys (Datawell,
2017), while the former was implemented to the wave staff data in Paper IV.
To avoid window leakage the original time series, ηj , were tapered with a window.
The Datawell wave buoys used a Tukey window (Datawell, 2017), while a Blackman-
Harris window was used for the wave staff data in Paper IV. The loss of variance caused
by the window tapering was compensated in Eq. 2.10 to not violate the condition of Eq.
2.1.
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2.1.2 Wavelet Directional Method (WDM)
The data from the multiple wave staffs (see Sect. 3.1.2) were analyzed using the Wavelet
Directional Method (WDM, Donelan et al., 1996). The WDM gives information about
the height W (t, f) (m), as a function of time, t (s), and frequency (actually scale), f (Hz).
This complex amplitude can be used to calculate the variance |W (t, f)|2 (m2). Using
the phase lag between the different wave staffs the WDM determines the wavenumber
Wk(t, f) (rad m−1) and the direction Wθ(t, f) (rad) of the waves. An exhaustive method-
ological description of the WDM is given in Donelan et al. (1996).
A number of different wavelets might be used. Following Donelan et al. (1996) and
Tamura et al. (2014) we chose to use the Morlet wavelet (Grossmann and Morlet, 1984),
which has a better frequency resolution compared to e.g. the Meyer wavelets (Meyer,
1989). The Morlet wavelets, however, are not orthogonal, thus leading to a loss of in-
formation for scales in between wavelets. This is compensated for by using intermediate
wavelets (so called voices). Since voices are not independent, a large number of voices
can give the illusion of a good frequency resolution, when in reality the neighboring fre-
quencies are mostly dependent.
To convert the wavelet power, |W (t, f)|2, to spectral density (m2 Hz−1s−1) the proper
normalization is given by
W(t, f) =
1
∆t∆f
Cw
Cv
|W (t, f)|2, (2.11)
where ∆t and ∆f is the time resolution and frequency resolution, Cv is the number of
voices (including the base wavelet), and Cw is a factor accounting for the possible non-
orthogonalities of the wavelets. For the orthogonal Meyer wavelets Cw = 1 and for the
Morlet wavelets used in this study Cw = 1.03565.
Since the wavenumber modulus and the wave direction is known for each pair (f, t),
an estimate for the wavenumber spectra, F (k), was obtained by binning the variance
W(t, f)∆t∆f with respect to the wavenumber modulus Wk(t, f), and normalizing with
the chosen bin width ∆k. The directional wave spectra, S(ω, θ) and Ψ(k, θ), were deter-
mined by a similar binning technique with respect to both k and/or θ. Finally, the inverse
phase-speed spectra, Q(ν) and Q(ν, θ) were calculated by binning the variance with re-
spect to ν = k(2pif)−1 and/or θ. An overview of the chosen bin sizes etc. are found in
the methods section of Paper IV.
2.1.3 Dimensionless quantities
Dimensionless quantities are a convenient way to describe physical processes. They allow
us to compare experimental data from different conditions and establish possible universal
properties. Dimensional analysis was adopted early to help study the wave spectrum, and
the dimensionless quantities of the frequency and wavenumber spectra are established
(Phillips, 1958; Kitaigorodskii, 1962). They are gathered in Table 2.1, along with the
dimensionless quantities of the newly defined inverse phase-speed spectrum, which were
determined in Paper IV.
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Table 2.1: Dimensionless quantities Πn of the different spectral representation. Also the forms
of the ranges for rear face of the spectrum are given, where α is the saturation constant (Phillips,
1958) and αu is the equilibrium constant (Kahma, 1981).
S(ω) (m2 s) F (k) (m3) Q(ν) (m3 s−1)
Π1
S(ω)ω4
Ug
F (k)k2.5g0.5
U
Q(ν)ν4g2
U
Π2
S(ω)ω5
g2
F (k)k3 Q(ν)ν5g2
Π3
ωU
g
kU2
g
Uν
Equilibrium range αuUgω−4
αu
2
Ug−0.5k−2.5 αuUg−2ν−4
Saturation range αg2ω−5
α
2
k−3 αg−2ν−5
The dimensionless forms determine power law properties for certain parts of the wave
spectrum. The rear face of the spectrum consists of an equilibrium range, followed by
a saturation range. The equilibrium range scales with the wind speed, while the satura-
tion range does not (Table 2.1). A schematic illustration of these ranges can be found
in Fig. 2.1. If the water depth, h, is deep (kh > pi), the ranges in the different spectral
domains can be connected using linear theory, which is seen by the use of the same con-
stants in all three domains. These dimensionless coefficients, α and αu, are determined
experimentally.
Phillips (1958) determined the constant α for the saturation range in the frequency do-
main. Following studies have calculated a value for α using both frequency and wavenum-
ber measurement (e.g. Forristall, 1981; Leckler et al., 2015; Lenain and Melville, 2017).
The equilibrium range constant was determined by Toba (1973) using laboratory data (and
the friction velocity u∗ instead of the wind speed U ). Also the equilibrium range constant
has been widely studied since (e.g. Forristall, 1981; Kahma, 1981; Donelan et al., 1985;
Kahma, 1986; Resio et al., 2004). Both constants were determined for the inverse phase-
speed spectrum based on the data of this study (Paper IV).
Although the equilibrium constant, αu, have been considered universal, there is also
evidence that it depends on the strength of the wind forcing (Donelan et al., 1985). The
strength of the forcing wind is given relative to the phase speed of the spectral peak, U/cp
(also called the inverse wave age). This dependency can be accounted for by multiplying
the equilibrium range with the dimensionless quantity (U/cp)p−1, following Donelan et al.
(1985).
The exact transition between these two ranges has not yet been determined. Still, if
the saturation range is assumed universal, the equilibrium level follows from the transition
point (or vice versa). That is (in the frequency domain):
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Figure 2.1: Schematic spectra showing the wind-dependent ω−4 equilibrium range and the transi-
tion to an ω−5 saturation range. The transition point ωgU/g will be constant if the saturation level
is fixed and the equilibrium level depend linearly on the wind speed.
αu (U/cp)
p−1 Ugω−4g = αg
2ω−5g (2.12)
ωgU
g
=
α
αu
(
U
cp
)1−p
, (2.13)
where ωg is the transition frequency, and g is the acceleration caused by gravity. Assuming
deep-water linear theory, the phase speed is given by cp = g/ωp, where ωp is the peak
frequency (Eq 2.19). For p = 0 the expression thus becomes ωg/ωp = α/αu = constant.
In other words, the transition happens at a certain multiple of the peak frequency. This
has been proposed by e.g. Banner (1990).
For p = 1 the term (U/cp) vanishes, and the transition is determined by a constant
dimensionless frequency: ωgU/g = α/αu. This is consistent with Kahma (1981). There-
fore, assuming a constant saturation range, the study of the equilibrium levels and transi-
tion points are just two sides of the same coin.
If deep water linear wave theory is assumed, the dimensionless transition frequency
is the inverse wave age of the wave component with the frequency ωg, since ωU/g =
U/c. Similarly, kU2/g = (U/c)2 in the wavenumber domain. In the inverse phase-speed
domain no theoretical assumptions are needed, since Uν ≡ U/c by definition; this was
the main motivations for defining the inverse phase-speed spectrum, Q(ν).
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2.2 Wave parameters
2.2.1 Wave height
Many wave parameters are calculated using spectral moments, given as
mn =
∫
ωnS(ω) dω. (2.14)
The significant wave height, Hs, is calculated as
Hs = Hm0 = 4
√
m0, (2.15)
where m0 = D2(η) is the variance of the wave field. The notation Hm0 is used to
distinguish Eq. 2.15 from the older definition, which is the mean height of the highest
one-third of the individual waves in the time series. This parameter, H1/3, is calculated
by determining the individual wave height between two zero down-crossing and, after
sorting them in descending order, calculating:
H1/3 =
1
Nw/3
Nw/3∑
i=1
Hi, (2.16)
where Hi is the height of a single wave and Nw is their total number.
The single highest wave of the time series is
Hmax = max{Hi : 1 ≤ i ≤ Nw}, (2.17)
while the maximum crest height is determined directly from the vertical displacement
time series
ηmax = max{ηj : 1 ≤ j ≤ N}, (2.18)
where N is the amount of data points.
2.2.2 Wave frequency
The definition of the peak frequency is the location of the spectral maximum, that is
ωp = arg maxω S(ω). (2.19)
In practise some smoothing method is often used when dealing with discrete spectra.
All the papers in this study used a parabolic fit near the peak, but other methods also exist,
such as that of Young (1995):
ωqp =
∫
ωS(ω)q dω∫
S(ω)q dω
, (2.20)
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where q is a free parameter. Young (1995) proposed Eq. 2.20 with q = 4 as an alternative
definition for the peak frequency. Although not an unbiased estimate for atypical wave
conditions, Eq. 2.20 defines the ”characteristic” frequency used in this study:
ωc = ω
q=4
p . (2.21)
The mean frequency is defined using the spectral moments as
ωm =
m1
m0
, (2.22)
but is also obtained from 2.20 as ωm = ωq=1p .
The wave periods follows from the wave frequency as
Tx = 2pi (ωx)
−1 , (2.23)
where x refers to any of the frequency parameters (x = p for ωp etc.).
The spectral narrowness parameter by Battjes and van Vledder (1984) quantifies the
narrowness (or peakedness) of the omnidirectional spectrum, and is defined as:
κ2 =
1
m02
([∫ ∞
0
S(ω) cos(
ω
ωm02
) dω
]2
+
[∫ ∞
0
S(ω) sin(
ω
ωm02
) dω
]2)
, (2.24)
where ωm02 =
√
m2
m0
. For an extremely narrow spectrum κ2 tends to 1, while a wide
spectrum has a κ2 value close to 0.
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3 The experimental set-up
3.1 Observational data
3.1.1 Wave buoy measurement
Most of the wave data in this study originated from Datawell Directional Waveriders. The
larger (70–90 cm) buoys are equipped with accelerometers, and measure the accelera-
tions, pitch, roll, and orientation of the device. They are all part of of FMI’s operational
fleet, but the Suomenlinna wave buoy (T2) is owned by the City of Helsinki. Additional
measurements were made with smaller GPS-based DWR-G4 buoys. The majority of the
G4-measurements were commissioned by the City of Helsinki (Kahma et al., 2016b), but
some were also performed purely for research purposes. An overview of the measurement
locations are given in Table 3.1, and a more detailed description of the data sets can be
found in Papers I–IV.
3.1.2 Wave staff measurements
Wave staffs are submerged in the water and function as capacitors, with the capacitance
changing with the water level. The omnidirectional wave spectrum can be calculated
from the vertical water level displacements measured by a single wave staff. The thin
wave staffs can measure shorter waves compared to wave buoys; wave staffs are a couple
of mm thick, while wave buoys function as natural low-pass filters because of their size.
Directional and wavenumber spectra from the data taken with multiple wave staffs si-
multaneously were obtained using the WDM (Donelan et al., 1996, see also Sect. 2.1.2).
The five wave staffs were installed in a fixed array that was submerged in front of a sta-
tionary R/V Aranda. The measurements were corrected for the movement of the ship fol-
lowing Drennan et al. (1994), and the motion correction and the calibration were validated
against measurements from the Bothnian Sea wave buoy. A more detailed description of
the experimental set-up is given in Paper IV.
3.1.3 Wind measurements
Wind data from the GoF were available from three FMI automatic weather stations (Fig.
1.3 Table 3.2). Paper II also used measurements from Kruunuvuorenselka¨ (Fig. 3.1),
which have previously not been presented in any scientific paper.
Wind data was gathered by R/V Aranda simultaneously as the set-up measured the
waves. Wind eddy covariance measurements were taken from the bow at the heights of
10.1 m and 16.2 m, of which the lower one was used since it was close to the 10 metre
reference height.
A more detailed description of the wind measurements are found in the respective
original articles.
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Table 3.1: An overview of the wave measurement sites. R/V Aranda was a moving platform,
while all other sites were fixed. The years refer to the years used in the study; data from the
operational wave buoys of Gulf of Finland and Bothnian Sea are available for a longer time.
Station name depth Years Device Paper
Other
R/V Aranda (15031–15044) 25–235 m 2015 Wave staffs IV
Bothnian Sea (BS) 120 m 2015 DWR Mk-III IV
Gulf of Finland (GoF) 62 m 2012–2018 DWR Mk-III / DWR4 I–III
Outer archipelago
Harmaja (O1) 29 m 2012 DWR-G4 I–III
Isosaari (O2) 7 m 2014 DWR-G4 II, III
Berggrund (O3) 27 m 2015 DWR-G4 II, III
Transition Zone
La¨nsikari (T1) 10 m 2013 DWR-G4 III
Suomenlinna (T2) 22 m 2016–2018 DWR Mk-III II, III
Ita¨-Villinki (T3) 9 m 2013 DWR-G4 II, III
Inner archipelago
Hernesaari (I1) 13 m 2012 DWR-G4 II, III
Ruumiskari (I2) 12 m 2014 DWR-G4 II, III
Ja¨tka¨saari (I3) 13 m 2012 DWR-G4 II, III
Sheltered archipelago
Koivusaari (S1) 5 m 2012 DWR-G4 III
Ramsinniemi (S2) 9 m 2013 DWR-G4 III
Vuosaaren satama (S3) 8 m 2013 DWR-G4 III
Talosaari (S4) 7 m 2013 DWR-G4 III
Table 3.2: Wind measurements platforms.
Station name Height Years Eddy covariance Paper
Kalba˚dagrund 32 m 2012–2016 No I–III
Helsingin majakka 32 m 2012–2016 No II
Harmaja 18 m 2012–2016 No I–III
Kruunuvuorenselka¨ 13 m 2016 No II
R/V Aranda 10 m 2015 Yes IV
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Figure 3.1: The wind measurements from inside the archipelago at Kruunuvuorenselka¨ (Fig. 1.3)
(Photo: Jan-Victor Bjo¨rkqvist).
3.2 Wave modelling
3.2.1 The principle of wave models
Phase averaged third-generation wave models are the state-of-the-art, and impose no a
priori restrictions on the shape of the wave spectrum. These models solve the wave action
balance equation, which in Cartesian coordinates can be written as:
∂N
∂t
+
∂cxN
∂x
+
∂cyN
∂y
+
∂cσN
∂σ
+
∂cθN
∂θ
=
Gtot
σ
, (3.1)
where N(t, x, y;σ, θ) = S(t, x, y;σ, θ)/σ is the wave action density, σ = ω − Uck is
the intrinsic frequency, Uc is the current speed, cX is the propagation velocity of the wave
variance with respect to different variables, t is the time, x, y are the Cartesian coordinates,
and θ is the propagation direction. The reason for modelling the action density instead
of the variance density is that the action density is conserved in the presence of currents,
while the variance is not. In deep water without ambient currents the intrinsic frequency,
σ, reduces to the frequency, ω. Eq. 3.1 can then be written in terms of the variance density,
S(t, x, y;ω, θ).
The left side of Eq. 3.1 describes the propagation of wave variance and is solved
numerically using an explicit or implicit solver. The explicit solvers of different order
are subject to the CFL-condition. Implicit solvers are unconditionally stable, but require
iteration to converge.
The right side term, Gtot, is the sum of source terms describing the change in wave
variance that is caused by physical processes. In deep water the three processes considered
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are the energy input by the wind (Gin), the dissipation of energy through whitecapping
(Gds), and the weakly non-linear four wave interactions (Gnl). The source terms account-
ing for finite depth effects are e.g.the bottom friction (Gbot), depth-induced wave breaking
(Gbrk), and non-linear three wave interactions (Gnl3).
3.2.2 WAM, SWAN, and WAVEWATCH III
Three numerical wave models were used in this study. WAM (WAMDIG, 1988; Komen
et al., 1994; Monbaliu et al., 2000) was used in Papers I and II, while SWAN (Booij et al.,
1999) and WAVEWATCH III® (WW3, Tolman et al., 2002) were used in Paper II. The
models differ in their numerical scheme (used to solve the left side of Eq. 3.1) and their
parameterization of the physical processes (right side of Eq. 3.1).
WAM is the oldest of the models and is built around a fixed set of source terms, as
documented in Komen et al. (1994) and Bidlot et al. (2007). SWAN has a couple of
options for the choice of deep water source terms, but the ones based on the work of
Komen et al. (1984) and Komen et al. (1994) were chosen for this study. WW3 has the
widest setting of source terms, but was implemented using the deep water source terms
package of Ardhuin et al. (2010) (ST4). The weakly non-linear four wave interactions
were calculated using the Discreet Interaction Approximation (DIA, Hasselmann et al.,
1985) in all set-ups.
The depth-induced wave breaking formulation of Battjes and Janssen (1978) was used
in all three models. The bottom friction was following Hasselmann et al. (1973) in WAM
and SWAN, while the SHOWEX bottom friction (Ardhuin et al., 2003) was used in
WW3. The non-linear three-wave interactions were only switched on in SWAN, using
the Lumped Triad Approximation (LTA, Eldeberky, 1996).
WAM uses the explicit first order upwind scheme, while SWAN uses the implicit four
sweep scheme. WW3 was run with the explicit third-order upwind scheme, since no
implicit schemes were available for structured grids in v5.16 (although this possibility
has been added in the newest version).
More exact descriptions of all the model settings are given in the first two original
articles, but the details of the coastal implementations are also summarized in Table 3.3.
3.2.3 Bathymetric data
The nearshore model set-ups were implemented using a single nested grid covering the
Helsinki archipelago (24° 28’–25° 24’ E, 59° 52’–60° 16’ N). The primary bathymetri-
cal grid had a resolution of 0.1 nmi (185 m) and was mainly based on information from
nautical charts (Bjo¨rkqvist et al., 2014, Paper I). A second 0.1 nmi grid was also used in
Paper I. This alternative grid was constructed within the Velmu project run by the Finnish
Environmental Institute (http:// www.ymparisto.fi/en-US/VELMU/) using data from wa-
ter quality stations and the Baltic Sea Bathymetric Database (BSBD, 2013).
The high-resolution grids were nested inside a 1 nmi (1.85 km) Baltic Sea grid. This
coarser grid was based on ETOPO1 (Amante and Eakins, 2009) and data from IOW
(Seifert et al., 2001) in Paper I. In Paper II it was based on Seifert et al. (2001) and
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Table 3.4: The different numerical weather prediction systems used to force the wave models in
this study.
Model name Version Resolution Years Operational data Paper
HIRLAM version 7.4 7.5 km* / 3 h 2012 Yes I
HIRLAM version 7.4 7.5 km / 1 h 2012–2015 Yes II
HIRLAM version 7.4 7.5 km / 3 h 2016 Yes II
HARMONIE cycle 38h1 1 km / 15 min 2012 No I
HARMONIE cycle 38h1.2 2.5 km / 1 h 2016 No II
* Given to the wave model at a 11 km resolution.
the Baltic Sea Bathymetric Database (BSBD, 2013).
3.2.4 Wind forcing
Two different Numerical weather prediction (NWP) systems—HIRLAM and HARMONIE
(HIRLAM-B, 2018)—were used to force the wave models runs (Table 3.4). The HIRLAM
data originated from FMI’s operational weather forecasts, while the HARMONIE hind-
casts were made specifically for this study. The HIRLAM data given to the models was
coarse compared to the wave model resolution (7.4–11 km vs 0.185 km) and HARMONIE
was therefore implemented as an alternative forcing with a resolution of 1–2.5 km. The
wind data were available with a time interval between 15 min and 3 hours. An overview
of the NWP’s are given in Table 3.4 and in the methods sections of Papers I and II.
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4 The observed archipelago wave field
4.1 The wave spectrum
A schematic figure of an archipelago-type spectrum is presented in Fig. 4.1. The wide
frequency range with constant energy, between roughly 1 and 2 rad s−1, will henceforth be
called the energy carrying range. Since the frequency bins in a measured wave spectrum
are χ2 distributed (e.g. Bendat and Piersol, 1986), it was possible to simulate random sam-
ples from this underlying, idealised, spectrum. These samples showed that the spectral
peak was random within the energy carrying range—something already found in Paper
II. The third ”measured” sample (red) might also mistakenly be interpreted to signify a
multimodal sea state, even though we know that the underlying spectrum showed no such
characteristics.
Paper III found a systematic transition of the mean spectral shape in the Helsinki
archipelago. In the open sea the mean spectrum was unimodal, while the flat spectrum
in the archipelago was dominated by a wide energy carrying range (Fig. 2 in Paper III).
The spectral shape was quantified by the κ2 narrowness parameter (Eq. 2.24), which was
smaller where the mean spectrum was visibly wider (Table 2 in Paper III).
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Figure 4.1: A schematic archipelago-type spectrum. The three sample spectra are numerically
generated from the schematic spectrum using a χ2-distribution with 31 degrees of freedom. ωm is
the mean frequency and ωc is the characteristic frequency (Eq. 2.21).
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The dominant wind sectors in the GoF are from south-east/east and from south-west.
Fig. 4.2 illustrates wave spectra that were generated by winds from these dominant sectors
in four different areas: the Open sea, the Outer archipelago, the Transition zone, and the
Inner archipelago. These areas were represented by one measurement site each (GoF, O1,
T2, and I3 respectively). Each case contained 7–11 spectra and had a mean wind speed
of 11–13 m s−1. The spectra for the Open sea and the Transition zone were coinciding, as
were the spectra for the Outer and Inner archipelago.
In Paper III the spectral shape in the Transition zone was found to depend strongly on
the wind direction because of the anisotropic fetch and bottom conditions. This variation
was also evident when comparing the spectra generated by south-westerly winds (left
column) and south-easterly winds (right column) (Fig. 4.2). In the Open sea the easterly
winds produced a more peaked spectrum, since the westerly fetch geometry resulted in
a stronger disagreement between the fetch restricting the growth of the peak frequency
and the fetch restricting the growth of the total wave energy, as found by Kahma and
Pettersson (1994). A similar difference was seen in the Outer archipelago, where the
waves generated by the south-westerly winds were affected by the Porkkala peninsula,
as noted in Paper I. The general trend, however, was the widening of the spectrum when
moving into the archipelago towards the shore.
In the Transition zone the strong sheltering by islands in the east (especially Isosaari)
resulted in a wide spectrum, while the nearshore Inner archipelago site was sheltered
in such a way for both dominant wind directions. The spectral shape in the Transition
zone during easterly winds was close the ideal archipelago spectrum in Fig. 4.1, as was
the spectra in the Inner archipelago. The low κ2 narrowness values (0.01–0.03) agreed
with this visual assessment. Nonetheless, the energy carrying range in the Transition
zone’s extended to lower frequencies than in the Inner archipelago because of the higher
exposure to open-sea waves.
4.2 The spectral tail
The equilibrium values of the spectra in Fig. 4.2 agreed with αu = 3.3 − 4.5 · 10−3
found by Kahma (1981) and Kahma (1986) (Fig. 4.3). The open sea GoF buoy had
larger equilibrium levels compared to the more sheltered locations, with the exception of
the easterly wind case in the Transition zone. Since the wave buoys could not measure
waves shorter than 3.6 rad s−1 (0.6 Hz), they were complemented with high-frequency
wave staff measurements from R/V Aranda (Paper IV). The wave staff spectra from the
open sea (sites 15031 & 15035) had equilibrium values of αu ≈ 4.5 · 10−3. These spectra
transitioned from ω−4 to ω−5 around ωU/g = 4 − 5, which is in the frequency range
where the wave buoys measurements ended. The wave staff spectra had only a short ω−5
range before transitioning back to an ω−4 power-law. This second ω−4 range had lower
equilibrium values and was observed to continue to at least ωU/g = 20 (Paper IV).
The only high-frequency measurements from the archipelago (site 15033 in the Archi-
pelago Sea, Fig. 1.4) were compared to wave buoy data gathered roughly 160 km away in
the Helsinki archipelago (site I3, Fig. 1.3). The shortest fetch at 15033 was about 2 km,
with a 15 km narrow passage to the south. The shortest fetch at I3 was around 1.5 km, but
32
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
1 2 3 410
-4
10 -2
10 0
Figure 4.2: Observed and modelled wave spectra at four locations off Helsinki (see Fig. 1.3) for
south-westerly (left column) and easterly (right column) winds. The vertical dashed lines shows
the characteristic frequency integrated up to 0.58 Hz (see Eq. 2.21).
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Figure 4.3: The wave buoy spectra from Fig. 4.2 plotted with an equilibrium normalisation along
high-frequency spectra obtained at the mouth of the GoF (15031) and the Bothnian Sea (15035)
with R/V Aranda.
it was exposed to attenuated open sea waves propagating from the Gulf of Finland.
Wave spectra for 2 hours were compared (Fig. 4.4 a). The mean wind speed measured
at R/V Aranda was between 9.6 and 7.6 m s−1 (mean 8.6 m s−1). There exists no wind
measurements at location I3, but the wind speed at Harmaja was 9.0–9.9 m s−1 (mean
9.5 m s−1). The wind speed at Kruunuvuorenselka¨ was approximately 8.7 m s−1 (a pro-
portionality constant 0.91 determined through linear regression). Kruunuvuorenselka¨ is
slightly more exposed than I3, and 8.7 m s−1 was used as an upper estimate. The wind
speed at an inland weather station (Kaisaniemi) was only 3.2 m s−1 during the I3 mea-
surements. The wind speed interpolated linearly between Harmaja and Kaisaniemi was
5.6 m s−1, which will serve as a lower bound. The best estimate for the wind speed at I3
was therefore 7.1 m s−1 (± 1.5 m s−1)—about 75% of the wind speed at Harmaja.
The wave spectra from the two locations agreed well up to the Nyquist frequency of
the wave buoy after being scaled with the wind speed. The energy below ω = 2.4 rad s−1
was missing in the wave staff measurements because site 15033 wasn’t exposed to open
sea waves. In the wave staff measurements only a short ω−5 range was visible before
a transition to a second ω−4 range (Fig. 4.4). The high-frequency spectra were mostly
described by an ω−4 tail (shown up to 10 rad s−1), which is similar to the open sea spectra
in Fig. 4.3.
The data in Paper IV, Fig. 4.3, and Fig. 4.4 suggest that the rear face of the spectrum
has a similar structure both in the archipelago and the open sea. Still, more high-frequency
measurements from archipelago conditions are required to confirm this conclusion.
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Figure 4.4: Wave spectrum from I3 in the Helsinki archipelago (18 Oct 2012, U = 7.1 ± 1.5 m
s−1), and a high-frequency spectrum from 15033 in the Archipelago Sea roughly 160 km away
(09 July 2015, U = 8.6 m s−1). Panel a) shows the wave spectra normalized by Ug. Panel b)
shows the inverse phase-speed saturation spectra (not scaled with U ). Solid lines in panel b) are
estimates calculated from the frequency spectra.
4.2.1 Wavenumber and inverse-phase speed spectra
The equilibrium-to-saturation transition in the Archipelago Sea wavenumber spectra took
place at roughly kU2/g = 10, which is U/c =
√
10 = 3.2 if deep water linear theory
is assumed. This transition point agreed with Uν = U/c = 3, which was identified in
the inverse phase-speed spectra (Fig. 11 in Paper IV). Still, the equilibrium range in the
frequency domain typically didn’t end before ωU/g = U/c = 4 − 5, even extending up
to ωU/g = 8− 9 for strongly forced spectra.
Unlike the short ω−5 range in the frequency domain, both the wavenumber and the
inverse phase-speed spectra had a clear k−3 (and ν−5) saturation range. The saturation
constants determined from the wavenumber and inverse phase-speed domains also agreed
well, being α/2 = F (k)k3 ≈ 6 · 10−3 and α = Q(ν)ν5g2 ≈ 1 · 10−2 (the latter shown in
Fig. 4.4b). The saturation constant determined from the frequency spectra was roughly
twice as large, which was consistent with Forristall (1981).
The incompatibility between the wavenumber and frequency domains has been pre-
viously identified by Wang and Hwang (2004) and Lenain and Melville (2017). In Paper
IV the main reason for the discrepancies was determined to be wave non-linearities. The
Doppler shift, as proposed by e.g. Banner (1990), was excluded as a leading explana-
tion, since it would also have affected the inverse phase-speed spectra, thus breaking the
agreement between the k−3 and ν−5 saturation regimes.
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4.3 The characteristic wave frequency, ωc
The peak frequency is practically undefined in an archipelago-type spectrum with a broad
energy carrying range (Fig. 4.1). The strong scatter makes the peak frequency less use-
ful in assessing wave model performance (Paper II), but it is also questionable to which
degree it actually characterizes the wave field in archipelago conditions (Paper III).
In Paper III a more stable characteristic frequency, ωc, was defined using the integral
in Eq. 2.20 with q = 4; this expression has been proposed as a definition for the peak
frequency by Young (1995). For more exposed location the characteristic frequency was
close to the spectral peak (Fig. 4.2), while being slightly biased for wave growth affected
by a narrow fetch geometry (Paper III). The advantage over the mean frequency was that
ωc quantified the centre of the energy carrying range in an archipelago type spectrum (Fig.
4.1, Fig. 4.2f). The characteristic frequency can thus be though of as a generalization of
the peak frequency, since it is equivalent to the peak frequency for narrow spectra.
4.4 Implications for wave height parameters
4.4.1 Highest individual waves and H1/3
The traditional definition of the significant wave height is the mean of the highest one-
third of the individual waves (H1/3, Eq. 2.16). By assuming deep water, Gaussian water
level displacements, and a narrowbanded spectrum, it follows that the individual wave
heights would be Rayleigh distributed with a parameter of
√
4m0, where m0 is the vari-
ance of the wave field (Longuet-Higgins, 1952). Since the variance is more easily calcu-
lated than the height of every single wave, these two definitions for the significant wave
height were connected on a theoretical basis as:
H1/3 = 4
√
m0 ⇔ H1/3/Hm0 = 1. (4.1)
Experimental studies have found that the above equality doesn’t hold precisely. For-
ristall (1978) determined the ratioH1/3/Hm0 to be 0.942 using storm wave data. Longuet-
Higgins (1980) used a scaled Rayleigh distribution of αR
√
4m0 and found H1/3/Hm0 =
αR = 0.925 for the data of Forristall (1978). Longuet-Higgins (1980) found the coeffi-
cient αR to depend on the spectral width; it is therefore expected that the ratio H1/3/Hm0
would be smaller than ≈ 0.93− 0.94 in the archipelago where the wave spectra are wide.
The open sea GoF data was in good agreement with previous studies, with H1/3/Hm0
= 0.927. The ratio determined from the data in the Transition zone (T2) was only
H1/3/Hm0 = 0.881, which indicated a decrease in the highest wave height compared to
the standard deviation
√
m0. The single highest wave at T2 was, on average, Hmax/Hm0
= 1.58, which was lower than 1.68 predicted by Forristall (1978). It was also lower than
the respective value determined from the GoF open sea data (1.61).
The predictions based on the Rayleigh-type distributions determined in previous stud-
ies overestimated the height of the highest single wave in the archipelago (Table 3 in Paper
III). Paper III found that the finite water depth didn’t explain the differences between the
results in the archipelago and the open sea. The results were best explained by the wider
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spectral shape, and linear fits to the narrowness parameter κ2 resulted in the equations:
H1/3/Hm0 = 0.85 + 0.15κ
2 (4.2)
Hmax/Hm0 = 1.57 + 0.27κ
2. (4.3)
The deviations from the theoretical results of Longuet-Higgins (1952) were therefore
determined to be caused by the violation of the narrowbanded assumption, not the deep
water assumption. Indeed, for a narrowbanded spectrum (κ2 → 1) both equations agreed
with the theoretical results of Longuet-Higgins (1952) (Table 3 in Paper III). A lot of
scatter still exists, with the correlation coefficients being only r = 0.64 (Eq. 4.2) and
r = 0.15 (Eq. 4.3).
4.4.2 Confidence intervals
According to Donelan and Pierson (1983), the degrees of freedom of the total wave field
variance, m0, depend on the spectral shape in the following way:
d.o.f.(mˆ0) =
l
[∑N
i=1 Sˆ(ω)
]2
∑N
i=1
[
Sˆ(ω)
]2 , (4.4)
where l is the degrees of freedom of one frequency bin in the wave spectrum, and Sˆ(ω)
underlines that the spectrum is a sample. Since a single spectral bin is χ2l -distributed, also
mˆ0 will be χ2-distributed with the degrees of freedom of Eq. 4.4. Thus, for k=d.o.f.(mˆ0):
Hˆm0 = Hm0
√
χ2k
k
. (4.5)
The confidence limits for the measured significant wave height in the open sea (GoF)
were, on average, up to 50% higher than for the wider spectra of the archipelago (Table 2
in Paper III). Following Table 2 in Paper III, the confidence limits in the Transition zone
(T2) can be calculated by using k = 410. Still, the degrees of freedom varied with the
wind direction, being only 250 for the more peaked spectra generated by southerly winds
(Fig. 4 a in Paper III).
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5 The modelled archipelago wave field
5.1 The wave spectrum
The three wave models mostly reproduced the wave spectra well, which was also reflected
in the general agreement between the measured and modelled κ2 values (Fig. 4.2). The
largest discrepancy was the overestimated energy for south-westerly winds in the Outer
archipelago (Fig. 3 in Paper I & Fig. 4.2c). This behaviour was identified for WAM
at location O1 in the Outer archipelago (Paper I), and the bias persisted at location O3,
located 13 km south-west of O1 (Paper II). Paper II also found that SWAN and WW3
behaved like WAM in the Outer archipelago despite having different numerical schemes
and parameterizations of the physical processes. The long-wave energy that was overesti-
mated in the models for south-westerly winds propagated through the Transition zone to
the Inner archipelago (Fig. 4.2g).
All models captured the wave spectrum more accurately during easterly winds (Fig.
4.2, right column). WAM showed a slight tendency to overestimate the low-frequency en-
ergy inside the archipelago, while SWAN and WW3 overestimated the local wave growth
(Fig. 4b in Paper II). The same tendencies were found in the Inner archipelago point I3
(Fig. 4.2h). Nonetheless, the discrepancies with the measurements were smaller than for
south-westerly winds.
The rear face of the spectrum was also mostly simulated well by the models. The main
exception was found in the Transition zone, where WAM and WW3 modelled too little
energy in the spectral tail during south-westerly winds even though SWAN reproduced
the high-frequency part of the spectrum correctly (Fig. 6a in Paper II & Fig. 4.2e). In the
Inner archipelago WAM underestimated the local wind sea, which was captured well by
SWAN and WW3 (Fig. 4.2g).
The simulated wave spectra in the inner Helsinki archipelago were also compared
with high-frequency wave staff measurements from the Archipelago Sea, as presented in
Sect. 4.2 (Fig. 4.4). The observed tail mostly followed an ω−4 power law (as assumed in
SWAN). The shape of the tail in WW3 were in good accord with the wave staff measure-
ments, although the energy levels were slightly too high. WW3 adds a diagnostic ω−5
tail for the highest frequencies, which was consistent with the short transition seen in the
wave staff measurements. The inverse phase-speed spectrum showed a ν−5 saturation,
which is theoretically consistent with a continued ω−5 tail if non-linearities are assumed
weak.
5.2 Bulk wave parameters
All three models agreed on the significant wave height, which was simulated well inside
the archipelago (Paper II). The modelled wave height was slightly too large at the loca-
tions closest to the shore, but the most significant bias was in the Outer archipelago at O1
and O3, as discussed in Sect. 5.1. The small intermodel variations in spectral shape did
not translate into notable differences in the significant wave height.
The validation of the peak period, Tp, was very challenging because of its instabil-
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ity in archipelago conditions (Paper II). The slight differences in how the three models
simulated the wave spectrum were visible in the peak period in a mean sense: SWAN
and WW3 had a negative bias, since they more consistently determined the peak period
to be that of the shorter, locally generated, waves; WAM had a positive bias in the peak
period because of the overestimation of the longer waves. Still, if only the peak period
is validated, the disparities appear greater than the actual small differences between the
model spectra (Fig. 4 in Paper II, and Fig 4.2 f).
The characteristic frequency, ωc, agreed with the measurements for easterly winds
at the GoF and O1 (Fig. 4.2). For south-westerly winds the bias roughly corresponded
to the difference in peak frequencies. Inside the archipelago the discrepancy between
the measured and modelled characteristic frequency reflected the low- or high-frequency
bias’ of the model. The combined information from the significant wave height (Hs),
the characteristic frequency (ωc), and the spectral narrowness parameter (κ2) gave a good
grasp on how well the wave spectrum was modelled.
5.3 The wind forcing and the bathymetry
Paper I validated the NWP systems HIRLAM and HARMONIE against the open sea
Kalba˚dagrund station and the Harmaja station (Fig. 1.3). The same models were validated
in Paper II also against measurements from Helsingin majakka and Kruunuvuorenselka¨.
The newly acquired measurements from the Kruunuvuorenselka¨ research station provided
the first opportunity to validate NWP-systems in this area of the Helsinki archipelago.
The operational HIRLAM products were sufficient to force the wave models in the
archipe-lago, even though the spatial resolution was an order of magnitude coarser com-
pared to the wave models (7.4 km vs 0.185 km). The higher resolution HARMONIE
model outperformed HIRLAM only at Kruunuvuorenselka¨ in the archipelago. Neverthe-
less, the results of the coarser HIRLAM were adequate even in this area (Table 4 in Paper
II).
Increasing the temporal resolution of the wind forcing from 3 h to 1 h improved the
quality of the wave simulation. The impact was determined from the variance density
spectrum calculated from the significant wave height time series at T2 (Fig. 5.1). This
spectrum of Hs is denoted Hs(f) (m2h) to distinguish it from the wave spectrum. The
frequency, f , had units h−1, and the spectrum above (24 h)−1 followed an f−3 power law.
The WAM-simulation that used the 1 h HARMONIE winds matched the observations
up to (3 h)−1, but the fastest variations in significant wave height weren’t captured when
WAM was forced with 3 h HIRLAM winds (Fig. 5.1a).
The tail of Hs(f) was dominated by the statistical variability of the observed signifi-
cant wave height. Thus, the discrepancy with WAM-HARMONIE above (3 h)−1 was not
a shortcoming of the model. Adding a simulated χ2-variability to the WAM-HARMONIE
time series using Eq. 4.5 and 410 d.o.f. (Table 2 in Paper III), the spectrumHs(f) calcu-
lated from the model time series coincided with the observations (Fig. 5.1b). The WAM-
HIRLAM data, again, differed from the observations even with the added simulated vari-
ability, meaning that using a 3 h time step in the wind forcing loses some variations in the
wave field that would be possible to capture with a numerical wave model.
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Figure 5.1: The variance density spectra, Hs(f), of the Hs data in the Transition zone. Panel
(a) shows the spectrum (multiplied by f3) of the wave buoy data, and spectra of the WAM data
that were produced with an hourly wind forcing (HARMONIE) and with winds available every
third hour (HIRLAM). Panel (b) shows the same data, but with a simulated χ2-variability added
to the model data. The spectra have been calculated from the 2016 significant wave height data at
location T2.
Accurate bathymetrical information is important for the model performance, and this
aspect was explored in Paper I. The two high-resolution bathymetrical grids used in the
WAM simulations produced almost identical results. Also the influence of the bottom
related processes were small in the Outer archipelago, suggesting that small variations in
the bathymetrical information were not responsible for the observed errors in the Outer
archipelago. The accuracy of the available bathymetrical information was deemed suffi-
cient for the purposes of wave modelling in archipelagos.
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6 Discussion
6.1 Parameterizing the archipelago spectrum
Traditionally the omnidirectional wave spectrum has been described by its peak frequency
and total energy. The energy has been quantified either directly, or e.g. through the value
of the constant α in the JONSWAP spectrum. While the fetch geometry has been found to
influence the relationship between the energy and the spectral peak, the spectra affected
by narrow and slanting fetch have still been well described as less peaked versions of
traditional spectra (Pettersson, 2004).
In archipelago conditions two issues exist: i) there is a need to quantify the width of
the spectrum, ii) the peak frequency is ill-defined. The archipelago spectra with their wide
energy carrying regions can no longer be fitted to traditional spectral parameterisations by
modifying the peakedness parameter (Fig. 4.1). The width of this energy carrying range
is also not constant, as readily seen when comparing panels f) and h) in Fig. 4.2. It
therefore follows that the the low-frequency part of the archipelago spectrum cannot be
parameterized as a fixed modification to any existing spectral model. The spectral width
was successfully quantified using the κ2 narrowness parameter (Battjes and van Vledder,
1984); the width parameter νLH by Longuet-Higgins (1980) had no descriptive value in
the data set of this study.
In this study the characteristic frequency, ωc, was proposed to describe the archipelago
spectrum instead of the ill-defined peak frequency. In the archipelago ωc was roughy
representative of the middle of the energy carrying range, which is a defining property
of the archipelago type spectrum. It also reverted to an unbiased estimate of the peak
frequency for narrow spectra, which is why this definition was originally proposed as an
alternative definition for the peak frequency by Young (1995).
The triplet (m0, ωc, κ2) can serve as a starting point for a parameterization of the
archipela-go spectrum. Wave spectra inside the archipelago typically show no overshoot-
ing, but the γ peakedness parameter would need to be retained if the parameterization
should cover also traditional fetch-limited spectra. Nevertheless, it is entirely possible
that some other width parameter will turn out to be more useful. A way to reliably define
the upper frequency of the energy carrying range might also be needed, since it represents
the peak frequency of the shortest fetch, and thus the start of an ω−4 rear face. It might
even turn out that an additional parameter must be added to account for the possible slope
within the energy carrying range. The construction of a parameterization that would cover
the entire transition of the spectrum (Fig. 2 in Paper III) is a formidable challenge that
wasn’t solved in this study.
6.2 Individual wave heights
If we assumed a universal distribution, the number of waves in a time series would de-
termine the expected maximum height of a single wave. The shorter wave periods in the
archipelago (compared to the open sea) would mean a larger number of waves, and thus a
higher expected maximum wave. Yet, the exact opposite was found. The decrease in the
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height of the single waves, with respect to the significant wave height Hm0 , for a wider
spectrum has been proposed to be caused by the de-correlation of following crests and
troughs (Casas-Prat and Holthuijsen, 2010). This explanation was supported by the data
in this study, since the maximum wave crests ηmax/Hm0 determined from the open sea
data (0.93) and the archipelago data (0.92) were consistent. The crest heights also fol-
lowed Casas-Prat and Holthuijsen (2010) and the theoretical results of Longuet-Higgins
(1952).
The ratio H1/3/Hm0 depended on the spectral narrowness κ
2, but with a significant
amount of scatter. The dependence on the spectral width were in line with Longuet-
Higgins (1980), who scaled the assumed Rayleigh distribution—and thus H1/3/Hm0—
using the spectral width coefficient, νLH . Also Vandever et al. (2008) found a similar
connection between νLH and H1/3/Hm0 .
Vandever et al. (2008) found no dependence of the highest single wave with respect to
the significant wave height and the spectral width νLH , possibly because the authors used
H1/3 instead of Hm0 , thus scaling the single highest waves with the mean of the highest
waves. In Paper IV a connection between Hmax/Hm0 and κ
2 was established with a weak
correlation (r = 0.15). Despite the scatter, Eq. 4.2 and Eq. 4.3 are consistent with the
theoretical results of Longuet-Higgins (1952) for a very narrow spectrum (κ2 ≈ 1). It is
still unclear if the poor correlation was caused mainly by the difficulty to define a good
metric for the spectral width, and it is therefore possible that the scatter could be reduced
by choosing a different width parameter.
The different behaviour of the crest heights and the wave heights are important for
practical applications. The maximum crest height is relevant for e.g. wave overtopping,
while the safety of vessels are threatened by large wave heights. In archipelago conditions
the ratio between the wave height and the crest height varied with the spectral width,
which needs to be accounted for if results from observations are generalized to cover
larger areas.
6.3 The rear face in different spectral domains
The existence of both a wind-dependent ω−4 (or k−2.5) equilibrium range and a con-
stant ω−5 (or k−3) saturation range has theoretical and experimental support (Phillips,
1958; Kitaigorodskii, 1962; Hasselmann, 1974; Kahma, 1981; Forristall, 1981; Kitaig-
orodskii, 1983; Romero et al., 2010; Tamura et al., 2014). Nevertheless, the behaviour
of the two spectral domains have not been consistent when comparing the frequency and
the wavenumber spectrum from spatio-temporal measurements (Wang and Hwang, 2004;
Lenain and Melville, 2017). Lenain and Melville (2017) found that the wavenumber spec-
tra transitioned to a saturation regime, while the frequency spectra did not. Results to this
affect were also obtained in Paper IV.
Kitaigorodskii et al. (1975) and Banner (1990) attributed the distortion of the hypo-
thetical ω−5 power-law to currents and Doppler effects by the orbital velocities of longer
waves. Later studies have highlighted the role of higher order harmonics, and determined
the Doppler distortion caused by the orbital motion of longer waves to be comparatively
small (Wang and Hwang, 2004; Janssen, 2009; Leckler et al., 2015; Guimara˜es, 2018).
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In Paper IV the good agreement between the inverse phase-speed spectra (subject to the
Doppler shift) and the wavenumber spectra (not subject to the Doppler shift) offered more
experimental support for the importance of wave non-linearitites.
For the fetch-limited data from the Archipelago Sea the equilibrium levels varied less
in the inverse phase-speed spectrum compared to the frequency spectrum. This disagree-
ment raises the question if the U/cp dependence of αu (found by Donelan et al. (1985))
is a real intrinsic part of the wave field, or if it is mainly an artefact of the stronger higher
order harmonics that are caused by the steeper waves.
Leckler et al. (2015) attacked the problem with non-linearitites by removing the higher
order components from the frequency spectrum, thus determining the first order spectrum.
A fundamental question is: are wave models simulating the frequency spectrum or the first
order spectrum? Both source terms and the wave propagation are calculated assuming
linear wave theory, or in essence that the frequency spectrum is the same as the first
order spectrum. These models are then tuned and validated mostly against frequency
measurements, which have been distorted by wave non-linearities.
In the case of parameterizing the energy input from the wind, the determining factor
is U/c, which in a (deep water) model is Uω/g. This implicitly assumes that all the
energy in the frequency ω travels with the speed of the free harmonic, which is not the
case (Hara and Karachintsev, 2003; Wang and Hwang, 2004; Leckler et al., 2015). The
wind input at Uω/g will be different for the first order spectrum and the full frequency
spectrum. Since the harmonics make up one physical wave, their common attribute is
therefore their phase speed. The discrepancy is solved if the inverse-phase speed spectrum
is used, since the spectrumQ(ν) contains the energy all harmonics that have a phase speed
ν−1. Nonetheless, the Q-spectrum have to be based on measurements of the phase speed;
estimating it from the frequency spectrum, S(ω), adds no new information.
The presence of ambient currents will affect the inverse phase-speed measurements.
This is not a problem when quantifying the wind input, since the relevant reference frame
is relative to the wind. When quantifying dissipation caused by wave breaking, the rel-
evant reference frame is intrinsic, which favours the use of the wavenumber spectrum.
If the full wave spectrum is available, all three spectra—S(ω), F (k), and Q(ν)—can be
directly calculated; they are all distinct representations of the wave field in the sense that
none of them can be converted to the other (without theoretical simplifications). They
all have value in describing different aspects of the wave field, and the question becomes
choosing the right tool for the particular application at hand.
6.4 Modelling challenges
All results of the models were representative only of their chosen set-ups. Preliminary
comparisons—where the source terms were used ”out of the box” without any additional
tuning—showed that the ST4 package (Ardhuin et al., 2010) agreed best with the data in
this study. Nonetheless, SWAN, and especially WW3, has many different source terms
(e.g. Tolman and Chalikov, 1996; van der Westhuysen et al., 2007; Zieger et al., 2015),
and choosing different ones could significantly alter the results. Changing the propagation
scheme could also affect the simulations, but probably to a lesser extent (Perrie et al.,
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2017).
The common issue found in all three models was the overestimated significant wave
height for south-westerly winds in the Outer archipelago points that were partially shel-
tered by the Porkkala peninsula (Paper I and II). The behaviour persisted when using
different wind forcings, bathymetrical data, propagation schemes, and source terms. The
wave field was made up by two wave systems with slightly different directions, both trav-
elling slower than the wind. Still, the measured spectrum was not unimodal, while the
modelled spectrum was (Fig. 4 in Paper I). One possibility is that DIA could not capture
the interaction between these to actively forced wave systems accurately enough, which
should to be tested with simulations calculating the interactions exactly (e.g. van Vledder,
2006).
In the archipelago WAM underestimated the energy of the spectral tail for south-
westerly winds, and a similar (but weaker) tendency was observed for WW3 (Fig. 4.2
e & g). SWAN was implemented with the oldest physical parameterization of the wind
input (Komen et al., 1984; Wu, 1982), but still outperformed the other models in this
specific aspect. Both WAM and WW3 were implemented with a wind input where the
wave-supported stress was determined from the wave spectrum. As noted by Ardhuin
et al. (2010), this type of parameterizations are highly sensitive to the highest frequencies.
Higher energy levels in the tail will increase u∗, which will in turn further increase the
energy in the spectral tail through the positive feedback.
Paper II found that the friction velocity in WAM and WW3 were lower when the high-
frequency energy was underestimated (using u∗ by SWAN as a benchmark). The older
wind input of SWAN was immune to this aforementioned feedback mechanism, thus pro-
viding a certain robustness inside the archipelago. It is possible that the determination of
the wave-supported stress was influenced by the excess long wave energy, thus decreasing
the friction velocity. The sheltering term in the parameterization of Ardhuin et al. (2010)
might have partially compensated for the unwanted feedback, which would explain why
WW3 performed slightly better than WAM. Nevertheless, no friction velocity measure-
ments were available in the Helsinki archipelago, which means that there was no way of
saying to what degree the friction velocity was under/overestimated by any of the models.
The ST6 source term package in WW3 (Zieger et al., 2015) was recently re-tuned
by Liu et al. (2019), and it was found to reproduce an ω−4 to ω−5 transition well. Vali-
dating this updated source term package against the measurements of Paper II—and the
continued measurements at T2—would be a useful study into the modelling of the rear
face of the spectrum in the archipelago. Ideally, the continued measurements at T2 in the
Transition zone would be accompanied with a field campaign collecting friction velocity
measurements and high-frequency wave data.
The resolution of the atmospheric forcing has been found to be important for the
accuracy of the wave simulations (Cavaleri and Bertotti, 2004; Tisler et al., 2007), but our
results indicated that a 7.5 km wind product was adequate to force the wave simulations
in the archipelago. Nonetheless, the lack of a proper land mask (Fig. 1 in Paper I) is one
aspect that might still restrict the potential of the high-resolution HARMONIE model in
the archipelago.
A coarse temporal resolution of the forcing wind data (3 h) restricted how well the
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wave model captured fast variations in the wave field, while a 1 h temporal resolution
mostly missed only the statistical measurement variability (Fig. 5.1). WAM-HARMONIE
(1 h) captured 87 % of all variations of a time scale between 2 h and 10 h. The same
number for WAM-HIRLAM (3 h) was only 45 %.
Paper I was based on regular grids since unstructured grids are not available in WAM.
Although unstructured grids are possible both in SWAN and WW3, all models were im-
plemented with structured grids for Paper II to allow for a comparison with the results in
Paper I. Generally, the 0.1 nmi structured grid implementations performed well. Tuomi
et al. (2014) found that the low-frequency energy modelled with a 0.5 nmi structured grid
was improved when creating sub-grid obstructions using 0.1 nmi data; the land-sea mask
with an 0.1 nmi accuracy was accounted for explicitly in the grid of this study. Nonethe-
less, it is possible that the results could possibly be improved by using even higher spa-
tial resolutions either directly or as sub-grid obstructions. Building an unstructured grid
would also be an attractive goal, but the very complex coastline and small islands makes
the generation of unstructured meshed in archipelagos difficult. A compromise might be
achieved by using structured grids with adaptive resolutions. Such a feature has been
have been added to WW3 (SMC, Li, 2011), and it works like an automatic ”on-demand”
nesting of areas where a higher spatial resolution is required.
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7 Conclusions
The wave field in the archipelago was studied. The observations consisted of extensive
wave buoy measurement from the Helsinki archipelago in the Gulf of Finland, Baltic Sea,
and high-frequency wave staff measurements from R/V Aranda, part of which were from
the Archipelago Sea. Wind data were provided by four automatic weather stations in the
GoF and a Sonic anemometer on R/V Aranda. The wave field in the Helsinki archipelago
was also modelled using three state-of-the-art, high-resolution, numerical wave models.
The models were forced by winds from two numerical weather prediction (NWP) systems
with different resolutions. The material was used to study the properties of the wave
spectrum, namely how it evolves through the archipelago and how well different parts of
the spectrum can be reproduced by the numerical models.
The measurements from R/V Aranda were used to study the equilibrium and satu-
ration ranges and their transition point in the rear face of the spectrum. The Wavelet
Direction Method (WDM) was used to extract wavenumber spectra from the wave staff
data. A new, previously undefined, inverse phase-speed spectrum was also defined, for-
mulated, and studied. This spectrum is denoted Q(ν), where ν = |ν| is the modulus of
the inverse phase-velocity ν = kω−1.
The main conclusions of this study are the following:
1. The wave spectra in the archipelago differed significantly from the unimodal shape
observed in the open sea. A unimodal shape was still visible in the outer edge of
the archipelago, but inside the archipelago, close to the shore, the spectral shape
was flat. The flat shape of the archipelago spectrum was characterized by a broad
frequency range where the spectral density was almost constant (”the energy carry-
ing range”). The results of the study were grouped to make them more presentable,
but the transition was in reality more continuous; the spectral shape in the middle
of the archipelago varied between the above mentioned extremes, depending only
on the amount of sheltering present for different wind directions. The tail of the
archipelago spectrum mostly followed an ω−4 power law in the frequency domain in
both the wave buoy observations and the high-frequency wave staff observations—
for this part the archipelago spectra agreed with the open sea measurements.
2. The flat shape of the wave spectrum in the archipelago made the peak frequency
ill-defined, since the statistical variability in the energy carrying range introduced
strong scatter. An integrated mean frequency weighted by S(ω)4 was proposed
as a new ”characteristic” frequency, ωc, to be used over varying wave conditions
throughout the archipelago. For an archipelago type spectrum ωc quantified the
centre of the energy carrying range, while it was an unbiased estimate for the peak
frequency for waves growing from a straight shoreline. Young (1995) proposed
the expression with q = 4 as an alternative definition for the peak frequency, but
substituting ωp := ωc cannot be recommended for waves growing in a narrow fetch
geometry or in the archipelago. Rather, ωc can be used as an additional frequency
parameters with desirable limiting properties for both narrow and wide spectra.
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3. The spectral significant wave height (Hm0) and the traditional mean-of-the-highest-
third (H1/3) disagreed strongly in the middle of the archipelago. The average value
was determined to be H1/3 = 0.881Hm0 using a linear fit, while the respective
value for the highest individual wave wasHmax = 1.58Hm0 . Both these ratios were
lower than results determined using open sea data. The reason for the differences
to open sea measurements was determined to be the increase in spectral width, not
the finite water effects; the results varied as a function of the spectral peakedness
κ2, although especially the Hmax/Hm0 data had strong scatter.
4. The numerical wave models—WAM, SWAN, and WAVEWATCH III® —all sim-
ulated the significant wave height well in the archipelago with the configurations
chosen in this study. In the archipelago the dominant peak in the measured wave
spectrum varied randomly within the energy carrying range. The numerical models
determined the peak period in a more deterministic fashion by favouring some part
of the energy carrying range; SWAN typically simulated more energy in the higher
frequency part of the energy carrying range, while WAM was biased toward the low-
est frequencies. Despite the quite accurately simulated wave spectra, the statistical
variations in the energy carrying range caused poor scatter statistics and a strong
(positive or negative) bias for the modelled peak period. The largest inaccuracy
in the simulated wave field was found in the Outer archipelago, where all models
overestimated the wave energy significantly for locations partially sheltered by a
peninsula. Inside the archipelago the wave models also underestimated the high-
frequency wave energy, in certain conditions, when implemented with wind-input
source terms that determined the wave supported stress from the wave spectrum.
5. The operational wind products were adequate for forcing the high-resolution coastal
wave models even though the discrepancy between the spatial resolutions were one
order of magnitude. The higher resolution atmospheric forcing performed better
than the coarser operational product only when compared against newly acquired
wind measurements close to the coast inside the archipelago. A coarse temporal
resolution (3 h) of the wind forcing limited how well the variations in the time scale
of 2–10 hours were modelled, while shorter variations disagreed with the measure-
ments also when using hourly forcing data. Nevertheless, the fastest variations were
dominated by the statistical variability of the measurements, which a numerical
wave model does not even attempt to reproduce. Thus, it can be concluded that all
variations in the significant wave height—that are within the realm of the model to
simulate—can be captured by using hourly wind forcing data. Even though the ex-
isting operational products are adequate, the further development of high-resolution
atmospheric models can reasonably be expected to increase the accuracy of coastal
wave simulations, especially if the land-sea mask of the archipelago areas are im-
proved.
6. The high-frequency wave-staff data collected in the Archipelago Sea showed that
the spectrum saturated to roughly F (k)k3 = 6 · 10−3 at kU2/g = 10. The new
inverse phase-speed spectrum was consistent with the wavenumber domain and
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showed a saturation to Q(ν)ν5g2 = 1 · 10−2 at roughly Uν = 3. The transition
to a saturation regime was less clear in the frequency spectrum S(ω), but a transi-
tion to S(ω)ω5g−2 = 2.5 · 10−2 could be identified at ωU/g = 4 − 5. Neverthe-
less, at Uω/g = 10 the frequency spectra transitioned back to an ω−4 power-law,
which continued to at least Uω/g = 20. The equilibrium constant varied less in
the Q-spectrum compared to the frequency spectrum, where αu showed a strong
dependence on the strength of the forcing, U/cp. The main reason for the discrep-
ancies between the wavenumber and frequency domain was concluded to be wave
non-linearities, since a strong Doppler effect would have broken the observed con-
sistency between the saturation ranges in the inverse phase-speed and the wavenum-
ber domains.
7. The transition point between the equilibrium and saturation ranges was best de-
scribed using the inverse wave age, U/c. The speed of the wave component relative
to the forcing wind is also a central parameter when calculating the energy input
from the wind to the waves. Since the Q(ν)-spectrum gives the apparent (inverse)
phase-speed directly from the measurement, no additional current measurements
are needed to determine the true relative speed between a wave component and the
wind. This might turn out to be a useful feature in future studies. For processes
governed by intrinsic wave properties, such as energy dissipation caused by wave
breaking, the wavenumber domain should be favoured.
Future work is needed to determine a parameterisation for the wave spectrum that can
cover all the different shapes from a peaked to a flat spectrum. This will require additional
parameters quantifying the spectral width (e.g. κ2), and possibly the slope of the energy
carrying range.
The first challenge in modelling the wave field in the archipelago was the consis-
tent overestimation of energy in the semi-sheltered areas just outside the archipelago
that persisted when using different source terms and propagation schemes; neither could
the error be attributed to the bathymetry or the atmospheric forcing. The second chal-
lenge was the underestimation of the high-frequency wave energy and the friction ve-
locity in the wind input source term of Janssen (1991)—and to a lesser extent in that of
Ardhuin et al. (2010)—under certain conditions in the archipelago. A tuning of these
source terms against friction velocity measurements and high-frequency wave data from
the archipelago should be performed, but such data are unfortunately sparse.
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List of abbreviations
BS Bothnian Sea
BSBD Baltic Sea Bathymetric Database
CFL Courant–Friedrichs–Lewy (condition)
DIA Discrete Interaction Approximation of the non-linear four-wave interactions
DWR Directional Waverider
ETOPO Global relief model of Earth’s surface
FFT Fast Fourier Transform
FMI Finnish Meteorological Institute
GoF Gulf of Finland
GPS Global Positioning System
HARMONIE A non-hydrostatic convection-permitting atmospheric model
HIRLAM High-resolution limited area model
IOW Leibniz Institute for Baltic Sea Research Warnemuunde (Germany)
JONSWAP Joint North Sea Wave Observation Project
LTA Lumped Triad Approximation
NWP Numerical Weather Prediction
R/V Research Vessel
SHOWEX Shoaling Waves Experiment
SWAN Simulating WAves Nearshore
WAM WAve Model
WDM Wavelet Directional Method
WW3 WAVEWATCH III®
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The heterogeneous coastline of the Gulf of Finland can result in widely varying wave conditions in a
small geographical area. It is therefore challenging to obtain comprehensive information about the wave
spectrum,which is needed to accurately quantify, e.g. thewave-bottom interactions. In this study, we imple-
mented the wave model WAM to the coastal waters off Helsinki using a high-resolution 0.1 nmi grid and
found that the model mostly predicts the wave ﬁeld well. However, WAM overestimated the wave energy
for south-westerly winds blowing over the peninsula sheltering the study area. This spurious behaviour was
not caused by inaccuracies in the wind forcing, the boundary wave ﬁeld or the available bathymetric grids.
We present two methods for improving the prediction of the near-shore wave ﬁeld. The ﬁrst approach,
which is also used to describe the structure of the wave ﬁeld, is based on e.g. wave growth relations and
models the fetch-limited and the longer waves separately. The second method determines a so-called effec-
tive wind forcing for the wave model by comparing the observed and modelled non-dimensional wave
spectra. Both methods were validated using wave buoy observations and were found to clearly improve the
predictions for the signiﬁcant wave height and wave spectrum at the study site for south-westerly winds.
Because some prior information on the wave conditions is required to implement themethods, they are best
suited for expanding the usability of any limited measurement dataset available for a study. The method
based on the effective wind forcing can also be implemented for operational forecasting or be used to gather
statistics from hindcasts.
© 2016 Elsevier B.V. All rights reserved.
1. Introduction
Wind-driven surface waves affect a number of coastal processes.
They must therefore be accounted for when studying e.g. the trans-
portation of bottom sediments (Nielsen, 1992; Erm et al., 2011;
Kaitaranta et al., 2013) or the living conditions of organisms in the
benthic zone (Rinne et al., 2014). However, there is typically a lack
of wave measurements from the shorelines, leaving environmental
studies to rely on wave exposure indexes (Isaeus, 2004) when
mapping marine protected areas. Waves are also an important con-
sideration with respect to marine traﬃc and the planning of coastal
constructions. In particular, a location-speciﬁc wave run-up is crucial
for determining building heights. Previously estimates were based
on the fetch (Kahma et al., 2014), but recently Kahma etal. (2016)
were able to determine location-speciﬁc values for the shoreline of
Helsinki as a result of an extensive multiyear measurement cam-
paign commissioned by the City of Helsinki. The wave set-up, i.e.
the mean increase in sea level caused by breaking waves, has been
* Corresponding author.
E-mail address: jan-victor.bjorkqvist@fmi.ﬁ (J. Björkqvist).
modelled by Soomere et al. (2013a), while Alari and Kõuts (2012)
modelled both the wave set-up and the wave run-up.
One approach to quantifying e.g. the wave exposure or closure
depths is via integrated parameters (e.g. Ekebom et al., 2003;
Soomere et al., 2013b). However, approximations that rely on the
signiﬁcant wave height, the peak period and results from linear
wave theory implicitly assume that waves have certain universal
properties. Although this might be a fair approximation for the
open sea, e.g. Pettersson (2004) has shown that the distribution of
energy is affected by the shape of the basin and the slanting fetch
near the shore. Moreover, complex shorelines can result in multi-
ple intertwined wave systems of a similar magnitude that cannot
be accurately described by a standard set of wave parameters, but
instead need to be quantiﬁed using the wave spectrum.
The mapping of the coastal wave ﬁeld by observations alone is
costly and time consuming. Spectral wave models are an applicable
way to obtain wave data both when considering available resources
and spatial coverage. The wave model WAM (Komen et al., 1994;
WAMDIG, 1988) has been found accurate in a variety of open-sea
condition (Bertotti et al., 2014; Galanis et al., 2010), including the
Baltic Sea (Tuomi et al., 2011). The physics of the model are suit-
able to modelling nearshore waves (Monbaliu et al., 2000), and
some issues related to archipelagos have been adequately addressed
http://dx.doi.org/10.1016/j.jmarsys.2016.07.005
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(Tuomi et al., 2014). Nevertheless, WAM’s performance has not been
extensively validated near complex shorelines. Therefore the wave
model results for complex coastal areas cannot be used with such
conﬁdence as for the open sea or less complicated geographical
coastlines (Björkqvist et al., 2014).
Partially sheltered conditions still pose a challenge for wave
models. The effect of islands can be incorporated into the models by
attenuating an appropriate amount of energy from the wave ﬁeld
when entering the archipelago (Tolman, 2003; Tuomi et al., 2014).
In this paper, we study the sheltering effect a peninsula has on the
wave ﬁeld, in which case the main issue is the interaction and sep-
aration of two partially distinct wave systems. While archipelagos
are mostly concentrated to the northern part of the Gulf of Finland,
areas sheltered by peninsulas are common also along the south-
ern coastlines, e.g. along the coast of Tallinn. Wave information
for areas near both the capital cities of Helsinki and Tallinn is in
high demand; wave data has been obtained via observations (Erm
et al., 2011; Kahma etal., 2016), numerical models (Soomere, 2005;
Soomere et al., 2013a; Soomere et al., 2011) and models based on
fetch-limited growth relations (Suursaar, 2013).
The paper is organised as follows. In Section 2, we present the
study area, the datasets and the modelling tools. Section 3 is dedi-
cated to an evaluation of the wave model results, a more in-depth
analysis of the semi-sheltered wave ﬁeld and the alternative predic-
tion methods developed for such conditions. We then discuss the
applicability and limitations of the different modelling approaches
and conclude our ﬁndings.
2. Materials and methods
2.1. The study area and bathymetric data-sets
The area of interest is the Helsinki coastal area in the northern
part of the Gulf of Finland (GoF) (Fig. 1). We constructed two high-
resolution 0.1 nmi (∼0.185 km) grids using different bathymetrical
sources. The ﬁrst grid was based on information derived mainly
from nautical charts, as described by Björkqvist et al. (2014). The
second grid used had previously been constructed as a part of the
Velmu project run by the Finnish Environment Institute (http://
www.ymparisto.ﬁ/en-US/VELMU/). It uses additional depth data
from water quality stations and the Baltic Sea Bathymetry Database
(Baltic Sea Hydrographic Commission, 2013).
The 1′ latitude, 2′ longitude (∼1 nmi) Baltic Sea grid used to solve
the basin-scaled bathymetric features was constructed using freely
available data from the Leibniz Institute for Baltic Sea Research,
Warnemünde (IOW) (Seifert et al., 2001) and ETOPO1 (Amante and
Eakins, 2009).
2.2. Measurements datasets
We used wave buoy data from two locations. During the period
27.9–27.10.2012 we deployed a GPS-based Datawell DWR-G4 wave
buoy at the edge of the Helsinki archipelago near Harmaja (“The
Harmaja wave buoy”) where the water depth is 29 m (Fig. 1). The
GPS-based Waveriders have been shown to produce a spurious f−2
low-frequency trend, which has later been explained as being a
result of gaps in the GPS signal. The wave spectra were corrected
for these artefacts following Björkqvist et al. (2016). The opera-
tional, accelerometer-based Directional Waverider (“The Helsinki
wave buoy”) is anchored at a depth of 62 m in the central GoF (Fig. 1).
The Helsinki wave buoy is operated by FMI and has been deployed
permanently during the ice-free period since the year 2000 (and also
the years 1982–85, 90–92 and 94). In this study, we used the dataset
that coincided with the measurements of the Harmaja wave buoy for
the year 2012. The wave buoys provided data every 30 min, with the
exception of six gaps in the records for the Helsinki wave buoy, with
the longest being 1.5 h.
Wind measurements from the automated coastal weather
stations of the Finnish Meteorological Institute (FMI) provided wind
data for the study. The Harmaja station is located at the edge of the
Helsinki archipelago (60◦ 6.29′N 24◦ 58.53′E) on the 0.02 km2 island
of Harmaja, 3 km north-east of the Harmaja wave buoy. The wind
is measured at a height of 16.5 m above sea level. Kalbådagrund is
located in the centre of the GoF (59◦ 59.11′N 25◦ 35.91′E) 20 km
east of the Helsinki wave buoy. The wind is measured at 31.8 metres
above sea level.
2.3. Wave growth relations
Off-shore winds often result in fetch-limited waves, which are
restricted by the distance to the shore in the upwind direction
and not by the duration the wind has been blowing. Wave growth
formulas have long been used to predict the basic wave parameters
under fetch-limited conditions (e.g. Hasselmann et al., 1973; Kahma,
1981; Kahma and Calkoen, 1992) and they have also been utilised for
wave hindcasts and making future projections (e.g. Suursaar, 2013;
Suursaar et al., 2016). According to the wave growth formula from
the composite dataset compiled by Kahma and Calkoen (1992), the
dimensionless energy and dimensionless angular peak frequency of
a fetch-limited wave ﬁeld can be estimated based on the following
relations:
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where e is the total variance of the wave ﬁeld, U10 is the wind speed
at 10-metre height, X is the fetch, yp is the peak angular frequency
and g is the acceleration due to gravity.
2.4. The wave model WAM
We used the wave model WAM Cycle 4.5.1 (Komen et al., 1994;
WAMDIG, 1988) to model the wave ﬁeld off Helsinki. WAM solves
the spectral action balance equation, which without currents takes
the following form:
∂
∂t
(
F
s
)
+ ∇ •
[
cg
(
F
s
)]
− ∇k •
[
∇s(k,h)
(
F
s
) ]
= Stot , (3)
where the spatial coordinates in the ∇-operator and the variables
of F have been omitted for the sake of brevity. The terms on the
left side represent the change in wave energy over time and the
propagation of wave energy in space, where F is the wave energy
spectrum, s is the intrinsic frequency, k is the wave number, h is the
water depth and cg is the group velocity. The right side is the sum of
the source terms: wind input, dissipation due to white capping and
weakly non-linear wave–wave interactions calculated using the dis-
crete interactions proposed by Hasselmann et al. (1985) (hereafter
DIA). The WAM Cycle 4.5.1 also includes bottom friction and depth-
induced wave breaking source terms (Battjes and Janssen, 1978;
Hasselmann et al., 1973), both as described byMonbaliu et al. (2000).
The model spectra had 36 equally distributed directional bands
and 40 frequency bands, ranging from 0.060 Hz to 2.468 Hz. The
high-resolution 0.1 nmi coastal grid was nested inside the 1 nmi
Baltic Sea grid (Fig. 1). Both model grids were regular grids with a
ﬁxed spatial spacing. Both the propagation time step and the source
term integration time step were 2 s.
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Fig. 1. Top: the fraction of land used at every grid point in HARMONIE (1 = land, 0 = sea). The bottom left shows the bathymetry used in WAM. The stars mark the locations
of the Helsinki wave buoy at 59◦ 57.90′N 25◦ 14.11′E (red) and the Harmaja wave buoy at 60◦ 5.02′N 24◦ 56.78′E (yellow). The nested grid (bottom left) is marked by the black
squares in the top and the bottom right.
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2.5. Meteorological forcing
We obtained the wind forcing for the wave model from FMI’s
operational Numerical Weather Prediction (NWP) system, HIRLAM
version 7.4 (HIRLAM-B, 2012), post-processed to a height of 10
m above the surface. The model grid, which covers the European
regions, had a horizontal resolution of 11 km and a vertical resolution
of 65 terrain-following hybrid levels, the lowest level being about
12 m above the sea surface.
Because the wave model’s sensitivity to the horizontal resolution
of the forcing wind ﬁeld is a factor to consider (Cavaleri and Bertotti,
2004; Tuomi et al., 2014), we also implemented the HARMONIE NWP
model as an alternative high-resolution wind forcing. HARMONIE is
a non-hydrostatic, convection-permitting model based on AROME
(Seity et al., 2011). For the purpose of this study HARMONIE cycle
38h1 was run with a grid spacing of 1 km on 65 levels in the vertical
direction (the same as for HIRLAM) on a domain slightly larger than
the GoF.
The ECMWF’s Boundary Condition Optional Project provided the
boundary conditions for both domains, and we used data from the
ﬁrst 6 h of each run. The model output for HIRLAM and HARMONIE
was saved every 3 h and 15 min, respectively.
3. WAM results
3.1. The coastal wave ﬁeld
For our study area, WAM forced with HIRLAM modelled the
general characteristics of the wave ﬁeld accurately, as seen in Table 1
and Fig. 2. However, a more detailed analysis revealed that the sig-
niﬁcant wave height at the Harmaja wave buoy was overestimated
for south-westerly winds (Table 1), which is one of the prevailing
wind directions in the GoF. Wind directions between 210◦ and 270◦
accounted for 28% of the cases during the period of the Harmajawave
buoy measurements. An illustrative example is the period of 05–07
October when the measured wind direction was near 240◦ for the
entire period (Fig. 3), but the same behaviour was observed during
e.g. 16, 18–19 and 24 October (Fig. 2).
Also the peak period at Harmaja was overestimated by WAM
during south-westerly winds, but the bias of the model for the entire
dataset is negative because of the volatile nature of the parameter
for signiﬁcant wave heights under 0.5 m (Fig. 2, 09–13 October). The
mean direction was modelled with a suﬃcient level of accuracy for
all frequencies (Fig. 4), which is also reﬂected in the modelled mean
direction at the spectral peak (Fig. 2).
The HARMONIE NWP system had a higher spatial and temporal
resolution than HIRLAM and was therefore able to capture smaller
variations in the wind speed (Fig. 5). Nevertheless, the wave model
results from our study site were almost identical when using
HARMONIE instead of HIRLAM (Table 1). Hereafter, the analysis will
focus only on the WAM results obtained using the HIRLAM forcing.
On 06 October 12:30–17:00 UTC, the wind speed was fairly
steady (11.8–13.0 m s−1), while the measured signiﬁcant wave
height at Harmaja was near constant, between 1.16 and 1.25 m.
The waves were fetch-limited, which can been seen from the lack
of evolution of the observed spectra from Harmaja (Fig. 6). There
are several reasons why this period is especially suitable for further
inspection: the speed of the south-westerly winds increased steadily
from about 7 m s−1 until it reached a near constant value, which was
then sustained for several hours. In addition, the signiﬁcant wave
height at the beginning of the period was relatively low, indicating
an absence of swell.
Thewave ﬁeldmodelled byWAM is not consistent with the fetch-
limited observations, as the signiﬁcant wave height continued to
rise until the wind speed began to decrease. During the steady wind
on 06 October the modelled energy exceeded the observations for
almost the entire frequency range (Fig. 4a). WAM expressed similar
behaviour during other days with south-westerly winds (Fig. 4b–d).
3.2. The forcing wind ﬁeld and the boundary wave ﬁeld
Inaccuracies in the meteorological forcing could explain the dis-
crepancies in magnitude and evolution between the modelled and
observed wave energy. However, comparing the modelled wind
speed at 10-metre height with measurements from Harmaja shows
that both HIRLAM and HARMONIE performed well, with a bias of
0.50 and 0.58 m s−1 (model overestimates), and an RMSE of 1.45
and 1.47 m s−1 respectively when evaluated for the entire measure-
ment period. Fig. 5 shows the good performance of the NWP systems
on 06 October — our period of special interest. The modelled wind
speed also matched the observations in the respect that they were
almost constant between 12:30 and 17:00 UTC. Both NWP systems
calculated the wind direction with good accuracy at Harmaja (Fig. 5).
We observed no overestimation of the wind forcing for south-
westerly winds that could explain the spurious model behaviour on
06–07, 16, 18–19 and 24 October. The only major discrepancy for
both the NWP systems was an underprediction of the wind speed at
Kalbådagrund on 14 October during easterly winds (not shown here).
While this was clearly reﬂected in the signiﬁcant wave height even
at Harmaja (Fig. 2), it is totally unrelated to the problem at hand.
Björkqvist et al. (2014) showed that the choice of land sea mask
used for the boundary grid can affect large areas of the wave ﬁeld
modelled with the nested grid. While the authors found no signiﬁ-
cant impact at the area around Harmaja, it is possible that inaccura-
cies in the boundarywave ﬁeld further to the east could have affected
the results at our study site. The accuracy of the boundary wave ﬁeld
was therefore evaluated by comparing the signiﬁcant wave height
modelled with the basin scale grid to the measurements from the
open-sea Helsinki wave buoy (location shown in Fig. 1).
A general comparison showed that the modelled signiﬁcant wave
height was in good accord with the measurements. The bias of the
model was 0.07 m with an RMSE of 0.20 m. Reviewing individual
cases of south-westerly winds revealed an overestimation on 28
Table 1
The accuracy of WAM at the Harmaja wave buoy when forced with HIRLAM and HARMONIE winds, and with the effective HIRLAM wind forcing. Results for the whole dataset
(left) and those for only south-westerly winds (i.e. 240◦ ± 30◦ , right) are shown separately. In addition, the results of the fetch-limited approximation are listed (valid only for
south-westerly winds).
All data South-westerly winds
Hs (m) Tp (s) Hs (m) Tp (s)
Model bias RMSE bias RMSE bias RMSE bias RMSE
WAM (HIRLAM) 0.07 0.22 −0.41 1.76 0.25 0.34 0.45 1.10
WAM (HARMONIE) 0.08 0.23 −0.49 1.90 0.31 0.38 0.52 1.18
WAM (Eff. wind forc.) 0.00 0.13 −0.35 1.80 0.04 0.14 0.64 1.32
Fetch-limited approx. – – – – 0.03 0.16 – –
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Fig. 2. Times series of the signiﬁcant wave height, peak period and mean direction at the spectral peak (direction from) at the location of the Harmaja wave buoy. Measured value
(black dots), WAM (solid blue) and WAM forced with the effective wind forcing (dashed red).
September and 18–19 October, as well as an underestimation on 29
September and 01 October. However, the signiﬁcant wave height
was modelled accurately at the Helsinki wave buoy during the most
prominent south-westerly cases (6–7, 16 and 24 October, Fig. 7).
Therefore the reason for the spurious behaviour of WAM must have
been caused by some other factor.
3.3. The effect of the bathymetry
Thewaves propagating from the south-west travel over an area of
shallow depth (Fig. 1). The accuracy of the bathymetric data is there-
fore one factor that might have affected the wave model results at
the Harmaja wave buoy. We tested the model’s sensitivity to bottom
related processes in several ways. First, we used two different depth
models to produce bathymetric grids for WAM. The depth models,
which differed both in terms of the grid generation method and
source data, yielded two realisations of the bathymetry. Second,
we changed the free parameters in, or even excluded, the bottom
friction and depth-induced wave breaking source terms. The differ-
ences uncovered by these sensitivity tests were, at most, in an order
of magnitude smaller than the observed error at Harmaja. These
factors were therefore excluded as explanations for the observed
discrepancies.
4. Methods to supplement the WAM results
4.1. The structure of the wave ﬁeld
The spurious WAM behaviour seems to take place when
modelling two different wave systems: one is limited by the fetch,
while the other propagates around the sheltering peninsula. Our
aim is not to build a comprehensive alternative model, but to gain
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Fig. 3. The signiﬁcant wave height at the Harmaja wave buoy; wave buoy (black dots), WAM (blue solid), WAM forced with the effective wind forcing (dashed-dotted red). Black
triangles on the bottom show the measured wind direction at the Harmaja weather station. The results based on wave growth relation (dashed magenta) are only valid for wind
directions near 240◦ (vertical dashed lines).
insight into the balance and interaction of the two observed wave
systems. Nonetheless, as an alternative prediction method for the
semi-sheltered conditions we also estimated the wave spectrum in a
way that accounted for both the fetch-limited waves and the prop-
agating longer waves, thus expanding the usability of the simple
growth formulas. This method is presented in Section 4.2.
In this study, we use the equations of Kahma and Calkoen (1992)
(Section 2.3). To get the energy of the wave ﬁeld from Eq. (1), we
needed an estimate of the fetch. For south-westerly winds with a
direction of 240◦ the distance from the Harmaja wave buoy to the
islands near the shore is slightly more than 20 km in the upwind
direction (Fig. 1). With a wind speed of 13 m s−1, this fetch would
produce a peak period of 4 s (Eq. (2)), which is also in line with the
observed directional spectra from 06 October (not shown).
Since Eqs. (1)–(2) have been determined for perpendicular fetch
only, they are not directly applicable to more complex situations
(Bottema and van Vledder, 2008; Kahma and Pettersson, 1994;
Pettersson, 2004). In particular, we had to account for the longer
waves propagating around the peninsula separately. The ratio of
the spectral variance under 0.2 Hz between the Harmaja wave buoy
and the Helsinki wave buoy provided an estimate for the wave
attenuation. On 06 October 06:00–18:00 the ratio was 0.16. By
adding this attenuated variance of the longer waves (eL) to the fetch-
limited variance from Eq. (1) (eF), we obtained an approximation
of the total signiﬁcant wave height at Harmaja, deﬁned as Hs =
4
√
eL + eF . Because this model is based on the fetch it is, of course,
valid only for wind directions between 210◦ and 270◦.
The mean value of the ratio eF/eL for 06 October was 1.8 (2.4
for all south-westerly wind cases). This ﬁnding indicates that even
though the fetch-limited wave system is more dominant, we cannot
completely disregard the longer waves. The presence of a signiﬁcant
amount of energy at frequencies lower than the ones generated by
the wind blowing over the Porkkala peninsula can also be seen from
the observed peak period, which was determined somewhat ran-
domly by either the fetch-limited or the longerwaves (see, e.g. 06–07
October in Fig. 2). The relative balance of these two systems seems
to be fairly independent of the wind and wave conditions; neither
the local observed wind speed nor the signiﬁcant wave height at
Harmaja correlated with the ratio eF/eL (r2 < 0.13). This was to
be expected, since the longer waves were generated almost simul-
taneously with the fetch-limited waves by the wind behind the
peninsula, and they can therefore not be considered swell.
The combined variance eF + eL describes the signiﬁcant wave
height at Harmaja well (Fig. 3, Table 1). Because of the complex geo-
graphical conditions the determination of the fetch is still a source of
error and is also a likely explanation for the slight overestimation. By
assuming a constant value of eF/eL = 2.4 we get an approximation
for the signiﬁcant wave height at Harmaja that depends solely on eF,
and thus only on the local wind speed (and the fetch), as determined
by Eq. (1). This approximation yields a bias of 0.04 m and an RMSE
of 0.20 m, which are almost identical to the values obtained from the
method using the combined variance eF + eL (Table 1). These results
indicate that the wave ﬁeld at Harmaja is shaped by the reoccurring
balance between the two wave systems. This balance, again, is a
result of the geographical conditions (i.e. the sheltering effect of the
peninsula). Since the importance of the different wave components
is not determined merely by their energy, but also by their wave
length, we now need to estimate the wave spectrum.
4.2. Augmented fetch-limited approximation
There is no straightforward way to use the results of the
wave growth relations to actually predict the wave spectra, since
the widely used spectral shape from the JONSWAP experiment
(Hasselmann et al., 1973) is, as such, not applicable to more complex
situations. We found an improved agreement if the dimensionless
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Fig. 4. The wave spectrum at the Harmaja wave buoy during four days of south-westerly winds. Wave buoy (solid black), WAM (thick solid blue), WAM forced with the effective
wind forcing (dashed-dotted red) and the augmented fetch-limited approximation (dashed magenta). The mean direction (from) is shown for the wave buoy (black stars) and for
WAM (thick solid blue).
peak frequency determined during JONSWAP was discarded in
favour of Eq. (2) and the peak enhancement parameter c was
decreased to better match the shape of the wave spectra under
slanting and narrow fetch conditions, as found by Pettersson (2004).
The parameter c controls the shape of the spectrum around the peak
frequency, with a lower value resulting in a less peaked spectrum.
We found a value of 1.5 for the c-parameter (default c = 3.3)
to resemble the spectra for inverse wave ages U/cp = 1 − 1.5 of
Pettersson (2004). The inverse wave age for the fetch-limited wave
system during the steady wind situation on 06 October at Harmaja
was around 1.3 (estimated based on Eq. (2)).
We could predict the wave spectrum based on the assumptions of
the model for the signiﬁcant wave height. To approximate the open-
sea waves propagating around the peninsula, we used a JONSWAP
spectrum (c = 1.5) with the same peak period and signiﬁcant wave
height as measured by the Helsinki wave buoy. For practical applica-
tions, the estimate for the longer waves can be taken from any other
source considered suﬃciently reliable, such as wave model results
from the open-sea area. The spectrum representing the longer waves
was multiplied by a factor of 0.16 to account for the observed wave
attenuation. A JONSWAP spectrum (c = 1.5) with a peak frequency
from Eq. (2) for the observed wind speed at Harmaja represented the
fetch-limited spectrum. The ﬁnal prediction is the superimposition
of these two theoretical spectra.
The results from four cases of south-westerly winds are illus-
trated in Fig. 4. While the double peaked shape of the two superim-
posed JONSWAP spectra differs from the observations, the general
characteristics of the energy distribution are captured well. The
analysis done here suggests that there exists a limited interac-
tion between the two described wave systems. While this cannot
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Fig. 5. A comparison of the measured and modelled wind parameters at the Harmaja weather station. On top: wind speed measured (black triangles) and modelled by HIRLAM
(dashed brown) and HARMONIE (solid green). On bottom: wind direction modelled by HIRLAM (left) and HARMONIE (right) compared to measurements.
be accounted for by modelling them separately, the distribution
of energy is suﬃciently accurate for practical applications when
quantifying e.g. the wave-bottom interactions.
4.3. Effective wind forcing
Our second approach to obtain more accurate wave data under
semi-sheltered conditions involved altering the forcing of the wave
model. We have established that the overprediction of the wave
energy by WAM was not caused by a too strong wind forcing.
Nevertheless, one method to get better results could be to quantify
an “effective wind forcing”, scaled to reproduce the observed
behaviour of the wave ﬁeld.
The observed dimensionless spectra for the fetch-limited case of
06 October 06:00–16:30 UTC followed a wind speed dependent y−4
power law. The mean value of the dimensionless observed spectra
was calculated for this interval, and we note that the value 3.3 •10−3
(Fig. 6) is well in line with the value proposed by Kahma (1986). After
repeating the same calculations for the modelled spectra, we deter-
mined the respective value to be roughly 1.3 times higher. Since the
dimensionless spectra are scaled with the wind speed, this means
that the energy of thewave ﬁeld in theWAM results was what would
be expected of wind speeds 1.3 times stronger than the ones actually
used to force the model.
On the basis of these ﬁndings, we ran WAM forced with HIRLAM-
winds attenuated by a factor of 1.3. Because there was no need
to attenuate winds from directions other than the south-west, we
only applied the correction for wind directions between 210◦ and
270◦. The signiﬁcant wave height was modelled with a clearly
better accuracy at Harmaja when using this effective wind forcing
(Fig. 3, Table 1). However, even with the attenuated wind speeds,
the modelled signiﬁcant wave height never reached a constant
value in line with the fetch-limited observations from 06 October.
This further reinforces our ﬁnding that the surplus wave energy in
WAM is not solely a result of inaccuracies in the wind forcing. The
modelled wave spectra match well with the observed ones during all
four periods with south-westerly winds (Fig. 4), indicating that the
effective wind forcing is useful even in more complex turning wind
conditions, such as on 16 October.
Areas further away from the shore were also affected by the
attenuation of the wind speed. For example the signiﬁcant wave
height at the Helsinki wave buoywas underestimatedwith the effec-
tive wind forcing for cases with south-westerly winds (bias −0.12
ms−1 and RMSE 0.23 m s−1, compared to 0.07 m s−1 and 0.24 m s−1
using the original HIRLAM winds). For this reason the approach
should not be used for exposed open-sea areas.
5. Discussion
When simulating the wave ﬁeld near shore in a semi-sheltered
area, we found that the WAM model performed variably depending
on the wind direction. The results were generally good for directions
from the open sea, but the wave energy was overestimated for
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Fig. 6. On the left: the measured wave spectra during steady wind on 06 October 12:00–15:00 UTC. The vertical dotted line marks the approximate peak of the fetch limited
wave system. On the right: the measured (black) and modelled (thick blue) dimensionless wave spectra averaged over 06 October 06:00–16:30 UTC. The mean value of the
averaged spectra in the frequency interval where the averaged observed spectra follow the y−4 power law (vertical dotted) is shown by the dashed lines.
south-westerly winds blowing over the peninsula of Porkkala. The
sheltering effect of islands on swell in archipelagos has mostly been
solved by Tuomi et al. (2014), but that samemethod is not applicable
here. The wave ﬁeld generated by the south-westerly winds in this
study was shaped by the sheltering effect of a peninsula and had a
few reoccurring characteristic features. It consisted of two separate
wave systems that were close in frequency (e.g. 0.15 and 0.25 Hz),
close in direction (about 20◦ apart) and both were under the direct
inﬂuence of the wind (e.g. U/cp 1.2 and 1.3, respectively). The wave
systems are distinguishable in the observations and the good results
Fig. 7. A scatter plot comparing the signiﬁcant wave height measured by the open-
sea Helsinki wave buoy to the values modelled by WAM. The days 06–07, 16 and 24
October are highlighted by black crosses.
when modelling them separately in Section 4.2 indicate that their
interaction is somewhat limited. The wave model, however, was
unable to model them as two separate systems, thereby transferring
an excessive amount of energy especially to the lower frequencies
below 0.20 Hz.
Of the source terms used in the WAMmodel, the one responsible
for the non-linear energy transfer between waves of different fre-
quency and length is the only one that is explicitly known. The exact
solution for the interactions (Hasselmann, 1962; van Vledder, 2006)
is nevertheless too computationally demanding to be used routinely
in wave models, and the discrete interaction (DIA) proposed by
Hasselmann et al. (1985) is a widely implemented approximation.
The weakly non-linear wave–wave interactions transfer energy both
to longer waves (responsible for wave growth) and to shorter waves
(where the energy is dissipated through wave breaking). While DIA
can capture both of these phenomena, it has been shown to transfer
too much energy to lower frequencies in less peaked spectra (van
Vledder, 1999), similar to the one observed in this study.
The source term transferring energy from the wind ﬁeld to the
waves has several different parametrisations (Janssen, 1991; Snyder
et al., 1981; Tolman and Chalikov, 1996). The parametrisations differ
both in terms of the directional spread and the amount of energy
input, and none of them has been tested in detail under the complex
conditions studied here. The energy input, non-linear energy transfer
and energy dissipation through white-capping form an interlinked
balance that is not yet fully understood. As a result, wave model
predictions are often a sum of the errors in the source terms that
cancel each other out to produce a suﬃciently accurate outcome (e.g.
Ardhuin et al., 2007). We surmise that the spurious model behaviour
is caused by either the wind input or shortcomings in the DIA. One
possible reason for this behaviour might be that the narrow cos2h
distribution of the wind forcing by Janssen (1991) feeds an excessive
amount of energy to the longer waves travelling at a small angle rel-
ative to the wind direction, but further research into the deep water
source term balance is required to resolve this issue.
Inaccuracies in the forcing wind ﬁeld can mostly be excluded as a
factor for the wavemodel error, since both NWP systems agreedwell
with the wind measurements at Harmaja. Moreover, under fetch-
limited conditions a simple overestimation of the wind speed by a
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certain factor should only lead to an overestimation of the signiﬁcant
wave height by that same factor. Nevertheless, WAM – in direct
contrast to the observed fetch-limited measurements – continued
the wave growth during a constant wind speed, even when using
the effective wind forcing (Fig. 3). This further reinforces that the
observed model bias in the signiﬁcant wave height was not caused
by overly strong forcing wind speeds.
The modelling of both the wind speed and the atmospheric
boundary layer in archipelagos has not been addressed in a
completely satisfactory manner (Keevallik et al., 2010; Tisler et al.,
2007; Tuomi et al., 2014). However, the good results using the
wave growth relations suggest that the relevant wind conditions can
be described reasonably well by the observations made near our
study site. While not crucial for the problem at hand, the accurate
modelling of the boundary layer might still affect the wave model
results closer to the archipelago, as the islands are presently not
properly accounted for in the land–sea mask of the NWP systems
(Fig. 1).
There is no single solution for how to obtain accurate infor-
mation about the wave conditions in a semi-sheltered location
similar to those in this study. The “effective wind forcing” might be
suitable for operational forecasts and for hindcasts in areas where
the wave model is expected to perform poorly. We do not recom-
mend using this particular approach in open sea areas far from the
calibration point in order avoid possibly underpredicting the wave
energy. Unlike the results from the pure wave growth relations, the
augmented method presented in this paper produced a reasonable
prediction of also the wave spectrum, making it suitable for studying
the waves’ impact on, e.g. bottom sediments in some locations of
interest. Both of the presentedmethods require some a priori knowl-
edge about the wave ﬁeld.While they cannot be used independently,
they are useful for expanding on information gathered from short
measurement campaigns.
6. Conclusions
In this study, we reviewed the performance of the wave model
WAM in simulating the wave ﬁeld at a location partially sheltered by
a peninsula. While the wave model results were generally accurate
when compared to a month of wave buoy measurements, the
wave energy was systematically overestimated for wind directions
falling over the peninsula. For these wind directions, the observed
wave ﬁeld can be described as one fetch-limited wave system and
one wave system consisting of longer waves propagating around
the peninsula. The observed structure of the semi-sheltered wave
ﬁeld was caused by a certain balance between these two wave
systems, which WAM cannot suﬃciently reproduce. However, the
exact problem in the model physics responsible for the less than
ideal WAM results is still not clear. We presented two approaches
to obtain a more accurate description of the wave ﬁeld under these
semi-sheltered conditions, and we will now conclude our ﬁndings.
• The spuriousmodel results cannot be explained by inaccuracies
in the wind forcing, boundary wave ﬁeld, available bathy-
metric data or the model source terms related to the bottom
processes.
• Wave growth relations combined with an estimate of the
longer waves propagating around the peninsula can predict
the signiﬁcant wave height well, and a combination of two
JONSWAP spectra gave a suﬃciently accurate description of the
wave spectra for practical purposes.
• A so-called effective wind forcing, obtained by scaling the
observed and modelled dimensionless wave spectra, predicted
both the signiﬁcant wave height and the wave spectra well.
• Both methods can be used at locations where some a priori
information about wave conditions is available.
• The effective wind forcing can also be applied to operational
forecasting or hindcasts, but it should not be used in exposed
areas to avoid possibly underestimating the signiﬁcant wave
height.
• The current WAM model cannot be used “blindly” to provide
wave data near complex coasts of the Gulf of Finland, even
when the forcing factors are deemed reliable.
While the methods presented here can provide better approx-
imations of the wave ﬁeld in semi-sheltered conditions, the wave
model’s behaviour should be addressed by further research into the
deep water source term balance of the model. The energy input
from the wind, and especially its directional distribution, should be
examined in situationswheremultiple wind sea systems are present.
This should ideally be done using the exact solution to the weakly
non-linear wave–wave interactions.
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ABSTRACT
WAM, SWAN and WAVEWATCH III® were implemented to the Finnish archipelago with a 0.1 nmi
grid. A comparison with coastal wave buoy observations showed that the models agreed on the
signiﬁcant wave height, with biases and root-mean-square-errors (RMSE) diﬀering at most 0.06
m. In a general sense, WAM propagated most long wave energy into the archipelago, while
SWAN generated the highest local waves. The performance of WAVEWATCH III was wind
direction dependent. The model tendencies caused them to disagree on the peak period near
the coast, with diﬀerences in mean values being up to 1.4 s. The large scatter (RMSE>2 s) inside
the archipelago was mostly explained by the ill-deﬁned nature of the parameter in more
complex wave conditions. The mean period had less scatter (RMSE<1.5 s), but changes in the
upper integration frequency from 0.6 Hz to 1 Hz aﬀected the bias by roughly 1 s in all models.
WAM and WAVEWATCH III underestimated the high-frequency wave energy for certain wind
directions, possibly because of a too small friction velocity. A wind forcing taken every 3 h from
a 7.4 km operational atmospheric model was found to be suﬃcient to force the high-resolution
wave models.
ARTICLE HISTORY
Received 29 December 2017
Accepted 12 June 2019
KEYWORDS
Wave period; wave model;
buoy measurements; coastal;
validation
1. Introduction
Forecasting waves in coastal areas is a challenging and
topical issue. The ﬁrst numerical forecasts had coarse
spatial resolutions and were mainly suitable for simulat-
ing open sea conditions (Komen et al. 1994). The pre-
sent operational systems and computing facilities have
allowed us to increase the spatial resolution of the
wave forecast systems, thus rendering reasonably accu-
rate wave predictions in increasingly complex coastal
areas.
Currently, three state-of-the art numerical wave
models are widely used. They are WAM (WAveModel,
Komen et al. 1994), SWAN (Simulating WAves Near-
shore, Booij et al. 1999) andWW3 (WAVEWATCH III®,
Tolman et al. 2002). The principal similarity of these
models is the use of the action balance equation with
sources and sinks, but they diﬀer in terms of numerical
implementation and the parameterisation of the physical
processes. WAM is built around one set of source terms,
while SWAN and WW3 has a wide range of diﬀerent
source terms and parameterisations available to the
user. WAM and WW3 were originally developed as
large scale models, while SWAN was speciﬁcally built
to simulate waves nearshore. Nevertheless, new source
terms and parameterisations to resolve nearshore
processes – along with more advanced numerics – have
later been added to both WAM and WW3. Today, all
three models are capable of simulating waves in coastal
areas. Extensive reviews of the current state of wave
modelling can be found in the papers of Cavaleri et al.
(2007) and Cavaleri et al. (2018), where the latter is con-
centrated on coastal and inner seas.
The European Centre for Medium-Range Weather
Forecasts (ECMWF) provides global wave forecast pro-
duced with WAM (Bidlot et al. 2007; Haidem et al.
2018). WW3 have been implemented globally by the
National Oceanic and Atmospheric Administration
(NOAA) (Chawla et al. 2013). SWAN, again, has been
widely implemented to coastal areas. In the Nearshore
Wave Prediction System (NWPS) of the National Cen-
ters for Environmental Prediction (NCEP), the coastal
SWAN forecasts receive their boundary conditions
from larger scale WW3 simulations (van der Westhuy-
sen et al. 2013, 2014). For the Portuguese coast Guedes
Soares et al. (2011) implemented a coastal forecast sys-
tem where SWAN is nested in the WAM model. Perrie
et al. (2017) have also implemented other wave models
in a comparative study between three models in the
Northwest Atlantic, where they concluded that the para-
meterisations of the physics explained more of the
© 2019 Institute of Marine Engineering, Science & Technology
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diﬀerences between the models compared to the numeri-
cal implementation.
All three models have also been implemented to semi-
enclosed basins. Mentaschi et al. (2015) evaluated the
performance of WW3 in the Mediterranean Sea, WAM
has been validated both in the Baltic Sea (e.g. Tuomi
et al. 2011) and in the Mediterranean (e.g. Cavaleri and
Bertotti 2004), while SWAN has been used both in the
Baltic Sea (Björkqvist et al. 2018) and in the Black Sea
(Akpınar et al. 2012). Regional models covering only
parts of a larger basin, including coastal applications,
have also been established (Bertotti and Cavaleri 2009;
Pallares et al. 2014). The local studies have been used
both to map wave energy resources (Akpınar et al.
2012; Ayat 2013; Lavidas and Venugopal 2017) and to
evaluate suitable implementations for operational pro-
ducts (Dykes et al. 2009; Atan et al. 2017; Pallares et al.
2017). Presently, operational forecasts for complex
areas with numerous islands are given to e.g. the
Aegan Sea by the University of Athens using the
WAM model with a 6 km resolution.
The Baltic Sea is a semi-enclosed basin with a complex
coastal geometry (Figure 1). The Copernicus Baltic
Monitoring and Forecasting Centre (BAL MFC) is pro-
viding wave forecasts for the Baltic Sea with a 1 nmi
(1.85 km) horizontal resolution (Tuomi et al. 2018).
This forecast is produced by FMI, but several countries
around the Baltic Sea also provide national forecasts.
The Finnish Meteorological Institute (FMI), the Danish
Meteorological Institute (DMI) and the German
Weather Service (DWD, Behrens and Günther 2009)
use the WAM model, while the Swedish Meteorological
and Hydrological Institute (SMHI) uses SWAN. The res-
olution used in the basin scale models is typically 1–3
nmi, which is suﬃcient to represent the wave conditions
in open sea areas. A higher resolution is nevertheless
needed in order to satisfactory resolve complex near-
shore areas.
The smallest islands and islets in the Finnish archi-
pelago are of the order of tens of metres, but their sheer
collective magnitude still have a determining role in
shaping the wave ﬁeld near the coast. These islands
can be properly accounted for only with a high-resol-
ution regular grid or an unstructured grid, possibly
complemented with sub-grid parameterisations. One
method to increase the accuracy of the modelled
wave ﬁeld in archipelago areas is to use obstructions
grids to account for islands that are unresolved by
the land sea mask. These kind of obstruction grids
were ﬁrst implemented in WAM by Hardy et al.
(2001) to account for the wave attenuation of shallow
coral reefs (Hardy and Young 1996). Tolman (2003)
used sub-grid obstructions to account for unresolved
islands and ice on an oceanic scale, and today they
can be used with all of the three aforementioned
models (WAM, SWAN and WW3); WW3 even
includes a package for their automatic generation
(Chawla and Tolman 2008). In the Baltic Sea (Tuomi
et al. 2014) found them to be highly useful on a smaller
scale in the Finnish Archipelago Sea.
A decisive step was taken when a high-resolution (0.5
nmi) wave forecast covering the highly complex Archi-
pelago Sea was launched by FMI in 2014 (Tuomi and
Björkqvist 2014). A similar system was applied to the
Helsinki coastal area in April 2017. Although these sys-
tems provide better forecasts for the complex coastal
areas, they still have issues regarding the overestimation
of the signiﬁcant wave height in some locations and for
certain wind conditions. These challenges need to be
solved before the results for the nearshore areas can
reach the same accuracy as has been shown for the
open sea. Previous studies in the Helsinki archipelago
have found that the discrepancies between the modelled
and measured wave parameters cannot be explained
simply by external forcing factors (Björkqvist et al.
2017a). Thus, additional research into the performance
of the models is warranted.
High-quality data sets are needed to study the per-
formance of wave models and their parameterisations.
Special challenges are imposed by the heterogeneous
wave conditions of coastal archipelagos, which ideally
require data from numerous sites to properly validate
the model. In the Helsinki coastal area a data set have
been collected during the years 2012–2016, which con-
sists of wave buoy measurements at numerous locations
within the Helsinki archipelago (see Figure 1). Most of
the data were collected within a commissioned project
by the City of Helsinki (Kahma et al. 2016), but the
data set also includes measurements from two location
made for research purposes, along with observations
from two operational wave buoys.
In this paper, we use wave buoy measurements from
nine locations to study the performance and diﬀerences
betweenWAM, SWAN andWW3 in the highly complex
Helsinki coastal archipelago in the Gulf of Finland
(GoF), Baltic Sea. All wave models are implemented
with an identical 0.1 nmi (185 m) grid and forced with
two diﬀerent wind forcings. Special attention is given
to the comparison against the longest observations
from an operational wave buoy moored in the middle
of the archipelago. The challenges associated with
deﬁning a robust and representative measure of the
wave period for complex archipelago wave ﬁelds is also
raised. We end this paper by discussing our ﬁndings,
and giving recommendations for model implemen-
tations and future research.
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2. Wave model set-up and atmospheric
forcing
2.1. Wave model description
In this paper three models are used: WAM (WAMDIG
1988; Komen et al. 1994; Monbaliu et al. 2000), SWAN
(Booij et al. 1999) and WAVEWATCH III (WW3, Tol-
man et al. 2002; WW3DG 2016). All are third-generation
spectral wave models, which impose no a priori restric-
tions on the shape of the wave spectrum. They simulate
the wave ﬁeld energy by solving the action balance
equation:
∂N
∂t
+ ∂cxN
∂x
+ ∂cyN
∂y
+ ∂csN
∂s
+ ∂cuN
∂u
= Stot
s
, (1)
where N(x, y, s, u) is the wave action density, c is the
propagation velocity of the wave energy, x,y are the car-
tesian coordinates, σ is the intrinsic frequency and θ is
the propagation direction. The left side of the equation
describes the propagation of energy in spatial and spec-
tral space, while Stot is the total sum of the sources and
sinks of diﬀerent physical processes that have been para-
meterised in the model.
The diﬀerence between the models are in the parame-
terisations of the physical processes and the numerical
solutions of the action density equations. For regular
grids, WAM andWW3 use explicit propagation schemes
subject to the CFL-criteria, while SWAN uses an iterative
approximation to a fully implicit scheme. An overview of
the chosen physics parameterisations and settings can be
found in Table 1. The diﬀerent spectral bins of the
models introduce a slight uncertainty in the spectral
comparison, but it is expected to not aﬀect the con-
clusions of this paper.
The models were implemented to the Helsinki coastal
archipelago using a high-resolution 0.1 nmi (185 m)
structured bathymetrical grid. The grid is mainly based
on information from nautical charts (Björkqvist et al.
2014, 2017a) and covers the area 24◦ 28’–25◦ 24’ E, 59◦
52’–60◦ 16’ N. Unstructured grids are not available in
WAM, and even though they are available in SWAN
(Zijlema 2010) and WW3 (e.g. Roland and Ardhuin
2014), using fundamentally diﬀerent descriptions of the
archipelago would not have allowed for a fair compari-
son between the models. All three models were therefore
implemented with an identical structured grid. The land-
sea mask of the bathymetrical grid is ﬁne enough to
Figure 1. The study area and the measurement sites. Wave buoys are marked with stars and wind stations with a plus (+). Operational
and research stations are shown in magenta and red respectively. The eastern island of Eestiluoto is also shown on the map.
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capture even small islands, and it has been used to com-
pile sub-grid obstruction for coarser model grids (Tuomi
et al. 2014). Separate sub-grid obstructions were there-
fore not considered necessary in this study, although
they are natively available in WW3, SWAN and WAM
(since cycle 4.6). Obstructions grids have also been
implemented in the FMI version of WAM cycle 4.5.4.
The boundary conditions for the 0.1 nmi grids were
extracted from Baltic Sea wide 1 nmi (1.85 km) simu-
lations with the same wave model and wind forcing as
used for the coastal grids – i.e. each of the three wave
models were nested within basin scale versions of them-
selves. The bathymetry used in the coarse grid models is
based on Seifert et al. (2001) and the Baltic Sea Bathy-
metric Database (BSBD 2013).
Using the existing setups of 1 nmi and 0.1 nmi resol-
ution implementation at FMI, WAM was run for the all
the months in 2012–2016 when nearshore measure-
ments were available. The new SWAN and WW3
implementations were run to cover measurements for
the years 2012 and 2016. These two years are the most
relevant considering the evaluation of the three models
because of the long time series available in 2016 (Suo-
menlinna), and the good spatial coverage of 2012 (Har-
maja, Jätkäsaari and Hernesaari). Together, these
observations from 2012 and 2016 form a cross section
extending through the archipelago.
2.2. Atmospheric forcing
The wave models were forced with winds from the
numerical weather prediction (NWP) systems HIRLAM
and HARMONIE (HIRLAM 2017). FMI-HIRLAM has a
spatial resolution of 7.4 km and the wind speed at 10
metre height was provided to the wave models every
hour (every 3 hours in 2016). FMI-HARMONIE was
used for 2016 to evaluate the eﬀect of an high-resolution
atmospheric forcing. HARMONIE is a relatively new
NWP system and has been used as forcing for FMI’s
operational wave forecasts since April 2017. HARMO-
NIE has a spatial resolution of 2.5 km and data was pro-
vided every hour. The wind speeds were interpolated to a
10minute temporal resolution within all models.
The domain for both NWP-systems covered an area
larger than the entire Baltic Sea. HIRLAM has been vali-
dated near the Finnish coastline by Tisler et al. (2007),
Tuomi et al. (2014) and Björkqvist et al. (2017a). The
last two studies also validated the HARMONIE model.
3. Available data
3.1. Wind observations
Wind observations from the operational weather stations
at Harmaja, Helsingin majakka and Kalbådagrund were
used to validate the wind forcing. The measurement
heights were 17.5 m, 31.3 m and 31.8 m respectively.
For 2016 measurements from the research station at
Kruunuvuorenselkä (height 12.5 m) were also available
(Figure 1). Kalbådagrund is located slightly east of the
high-resolution grid at 59◦ 59.11’ N, 25◦ 35.9’ E and is
thus not visible in the ﬁgure. All observations were 10
minute averages.
The wind observations were adjusted following the
recommended procedures of WMO (2014) to establish
the potential wind speed over the sea at 10 metre height.
This was done by calculating the eﬀective roughness
length and using a reference roughness length of
z0 = 0.0007 m. For the operational stations the eﬀective
roughness length was determined using the standard
deviation for the wind speed and direction. For the
Table 1. Settings and physical parameterisations used in the wave models.
WAM SWAN WW3
Model version Cycle 4.5.4 41.10AB v5.16
Advection time step 2 s 10 min, 5 iterations 5 s
Intra-spectral time stepa N/A N/A 2 s
Source term integration time step 10 min 10 min 10 min
Global times stepa N/A N/A 30 s
Propagation scheme First order upwind Fully implicit four sweep Third order upwind
Wind input Janssen (1991) Komen et al. (1984), Wu (1982) Ardhuin et al. (2010)
Dissipation Komen et al. (1994), d = 0.6 Komen et al. (1994)b, d = 1 Ardhuin et al. (2010)
Bottom friction Hasselmann et al. (1973) Hasselmann et al. (1973) SHOWEX (Ardhuin et al. 2003)
Wave breaking Battjes and Janssen (1978) Battjes and Janssen (1978) Battjes and Janssen (1978)
Non-linear four wave interactions DIA (Hasselmann et al. 1985) DIA (Hasselmann et al. 1985) DIA (Hasselmann et al. 1985)
Non-linear triad interactions – LTA (Eldeberky 1996) -
Spectrum 0.0418–1.0672 Hz 0.05–1 Hz 0.05–1.2774 Hz
Number of frequencies 35 35 35
Number of directions 36 36 36
Other - land set to 500 m -
(not described with
exception values)
aThis cannot be explicitly set by the user in WAM and SWAN.
bThis is the current default setting in SWAN, although it is called Komen et al. (1984) in the SWAN Technical Manual.
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Kruunuvuorenselkä research station the eﬀective rough-
ness length was determined using the wind gusts (Ver-
kaik 2000).
3.2. Wave observations
Wave measurements from 2012–2016 were used in this
study. Between 2012 and 2015 short measurements
were carried out, mostly within a commissioned project
by the City of Helsinki (Kahma et al. 2016). A permanent
wave buoy was anchored in the Helsinki archipelago in
2016, providing a continuous time series of about
seven months. Data from FMI’s operational wave buoy
in the Gulf of Finland (GoF) were also used. The
locations of the wave buoys are visible in Figure 1 and
the measurement times and mooring depths are listed
in Table 2.
The wave buoy measurements were made with Data-
well Directional Waveriders. The operational buoys are
accelerometer based, model Mk-III, buoys. The shorter
measurements were conducted with GPS-based G4
buoys, which have been corrected for low-frequency
artefacts following Björkqvist et al. (2016). The wave
buoys had an sampling frequency of 1.28 Hz and used
26 minute time series to calculate the wave spectrum,
which was then used to calculate the wave parameters.
3.3. Wave parameters and statistics
Most wave parameters are calculated using the spectral
moments
mn =
∫
f nS(f ) df , (2)
where S(f ) is the power density spectrum. The signiﬁcant
wave height Hs is calculated through
Hs = Hm0 = 4
NameMeNameMeNameMeNameMe
m0
√
. (3)
The mean period is deﬁned as
Tm = Tm−10 =
m−1
m0
, (4)
while the peak period is given by
Tp = (argmax f S(f ))−1. (5)
In this paper both the modelled and measured values of
the peak period were determined using a parabolic ﬁt in
order to reduce the eﬀect of the discrete frequency bins.
The mean period, Tm, was determined from both the
modelled and measured wave spectra by an integration
up to 0.6 Hz, which is the upper frequency of the wave
buoy.
Basic statistical parameters were used to assess the
model performance. The modelled and observed values
are denoted Mi and Oi, while M and O are their mean
values. The bias and the root-mean-square-error
(RMSE) were calculated as
bias = M − O, (6)
RMSE =
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
1
N
∑N
i=1
Mi − Oi( )2
√√√√ . (7)
In this paper a positive bias therefore means that the
model overestimates the parameter.
Table 2. Bias, RMS-error, scatter index (SI) and correlation coeﬃcient (ρ) of the wave models calculated at the nearshore wave buoys.
Locations where all three models are validated are shown in bold. Results are with the HIRLAM forcing.
Hs (m) Tp (s) Tm (s)
Time (days)Bias RMSE SI ρ Bias RMSE SI ρ Bias RMSE SI ρ
Location (depth) WAM
Berggrund (27 m) 0.10 0.20 0.31 0.95 −0.11 1.67 0.36 0.36 −0.06 0.70 0.18 0.63 July 2015 (12)
Harmaja (29m) 0.11 0.26 0.33 0.93 −0.13 1.79 0.37 0.37 −0.05 0.70 0.17 0.65 Sept.–Oct. 2012 (31)
Isosaari (7 m) 0.03 0.15 0.34 0.95 −0.47 2.42 0.51 0.18 −0.11 0.93 0.25 0.60 Aug.–Sept. 2014 (39)
Itä-Villinki (9 m) −0.01 0.07 0.19 0.95 −0.31 2.14 0.44 0.21 0.00 0.86 0.23 0.64 Sept.–Oct. 2013 (39)
Suomenlinna (22m) −0.01 0.08 0.19 0.95 −0.44 2.11 0.49 0.24 0.04 0.74 0.21 0.57 Apr.–Nov. 2016 (216)
Ruumiskari (12 m) −0.01 0.05 0.18 0.95 0.38 2.11 0.50 0.44 0.84 1.35 0.31 0.69 Nov.–Dec. 2014 (29)
Hernesaari (13 m) 0.03 0.07 0.26 0.93 1.03 2.03 0.44 0.30 0.70 1.16 0.27 0.63 Aug.–Oct. 2012 (32)
Jätkasaari (13 m) 0.05 0.07 0.20 0.96 0.17 3.78 0.92 0.08 0.74 1.26 0.31 0.65 Oct.–Nov. 2012 (31)
SWAN
Harmaja (29m) 0.16 0.27 0.32 0.93 −0.15 1.67 0.35 0.38 −0.12 0.75 0.18 0.56 Sept.–Oct. 2012 (31)
Suomenlinna (22m) 0.02 0.09 0.22 0.94 0.77 2.09 0.46 0.16 −0.32 0.79 0.21 0.47 Apr.–Nov. 2016 (216)
Hernesaari (13 m) 0.07 0.10 0.30 0.93 −0.35 2.09 0.52 0.09 0.24 1.04 0.30 0.64 Aug.–Oct. 2012 (32)
Jätkäsaari (13 m) 0.09 0.13 0.40 0.96 −0.49 2.35 0.56 0.14 0.21 1.01 0.29 0.59 Oct.–Nov. 2012 (31)
WW3
Harmaja (29m) 0.11 0.25 0.32 0.92 −0.05 1.76 0.37 0.36 0.09 0.69 0.17 0.61 Sept.–Oct. 2012 (31)
Suomenlinna (22m) −0.01 0.08 0.20 0.95 −0.53 2.15 0.50 0.16 −0.09 0.80 0.23 0.45 Apr.–Nov. 2016 (216)
Hernesaari (13 m) 0.01 0.08 0.33 0.93 0.89 2.06 0.47 0.33 0.62 1.16 0.28 0.67 Aug.–Oct. 2012 (32)
Jätkasaari (13 m) 0.03 0.07 0.30 0.96 0.15 2.59 0.63 0.15 0.82 1.41 0.34 0.54 Oct.–Nov. 2012 (31)
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We also calculated normalised statistical parameters.
The scatter index (SI) is deﬁned as
SI =
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe∑N
i=1 Mi −M
( )− Oi − O( )[ ]2∑N
i=1 O
2
i
√√√√ , (8)
and the correlation coeﬃcient as
r = 1
N
∑N
i=1 Mi −M
( )
Oi − O
( )
s(M)s(O)
, (9)
where s(M) and s(O) are the standard deviations of the
modelled and observed values.
4. Wave model validation
4.1. A spatial overview
The 1 nmi boundary wave ﬁeld was compared with
observations from the GoF wave buoy and the results
from the 0.1 nmi nested runs. The signiﬁcant wave
height was modelled well at the centre of the GoF with
the coarser 1 nmi implementations (Table 3). The 1
nmi results were practically identical to the 0.1 nmi res-
olution implementation. The diﬀerence in bias of less
than 0.04 m are at the limit what the wave buoys can
reasonably be expected to resolve (Campos et al. 2018).
The use of the HARMONIE wind forcing resulted in a
somewhat higher signiﬁcant wave height compared to
runs with HIRLAM (diﬀerence up to 0.06 m, Table 3).
The bias for the peak period was negative even with
HARMONIE, with the exception of the 0.1 nmi
implementation of WAM.
The positive bias in signiﬁcant wave height cannot be
explained by the wind forcing, which compared well to
the observations (Table 4). There was no signiﬁcant
diﬀerence in the bias at Kalbådagrund and Helsingin
majakka between HIRLAM and HARMONIE, although
HARMONIEhad higher RMS-errors at all locations. Clo-
ser to the shoreline the bias ofHIRLAMandHARMONIE
started to diﬀer, and atHarmajaHIRLAMperformed bet-
ter. HARMONIE has previously been found to produce
stronger winds compared to HIRLAM despite of its
higher resolution, meaning that this was an expected
result in line with previous ﬁndings (Tuomi et al. 2014;
Björkqvist et al. 2017a).However, in contrast to the results
from Harmaja, the previously unavailable observations
from Kruunuvuorenselkä revealed that HARMONIE
had a clearly smaller bias than HIRLAM at this station
located deep in the inner archipelago.
The performance of the wave models closer to the
shore varied by geographical location, as shown in
Table 2. Björkqvist et al. (2017a) found WAM to overes-
timate the wave height signiﬁcantly at Harmaja with both
HIRLAM and HARMONIE wind forcings for south-wes-
terly winds. The same behaviour was reproduced in this
study by all three models, even though they were all
equipped with diﬀerent physical parameterisations and
propagation schemes (Table 1). A similar bias was also
Table 3. Bias, RMS-error, scatter index (SI) and correlation coeﬃcient (ρ) at the GoF wave buoy with HIRLAM and HARMONIE wind
forcing for 2016. Results from both the 0.1 nmi nested runs and the 1 nmi Baltic Sea scale runs are shown.
HIRLAM HARMONIE
Hs (m) Bias RMSE SI ρ Bias RMSE SI ρ
WAM 0.05 0.20 0.20 0.96 0.09 0.23 0.23 0.96
WAM (1 nmi) 0.04 0.19 0.19 0.97 0.07 0.22 0.21 0.96
SWAN 0.09 0.20 0.18 0.96 0.13 0.23 0.19 0.96
SWAN (1 nmi) 0.06 0.20 0.15 0.97 0.12 0.22 0.19 0.97
WW3 0.02 0.17 0.17 0.96 0.06 0.19 0.18 0.96
WW3 (1 nmi) 0.02 0.16 0.17 0.97 0.05 0.18 0.18 0.96
Tp (s) Bias RMSE SI ρ Bias RMSE SI ρ
WAM −0.26 1.34 0.27 0.62 0.17 1.38 0.28 0.58
WAM (1 nmi) −0.31 1.34 0.27 0.61 −0.22 1.33 0.26 0.63
SWAN −0.19 1.29 0.26 0.61 −0.09 1.29 0.26 0.62
SWAN (1 nmi) −0.10 1.01 0.20 0.79 −0.15 1.28 0.26 0.61
WW3 −0.22 1.31 0.26 0.62 −0.02 1.28 0.26 0.63
WW3 (1 nmi) −0.19 1.28 0.26 0.62 −0.08 1.27 0.26 0.63
Table 4. Wind validation (U10) for year 2016 (May – November)
HIRLAM HARMONIE
Bias (ms−1) RMSE (ms−1) SI ρ Bias (ms−1) RMSE (ms−1) SI ρ
Kalbådagrund 0.29 1.46 0.19 0.91 0.29 1.57 0.20 0.90
Helsingin majakka 0.37 1.47 0.19 0.91 0.38 1.56 0.21 0.90
Harmaja 0.69 1.50 0.21 0.90 0.89 1.76 0.24 0.89
Kruunuvuorenselkä 0.14 1.29 0.19 0.90 0.00 1.49 0.22 0.87
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identiﬁed at Berggrund, 13 km south-west of the Harmaja
wave buoy. The overestimated signiﬁcant wave height for
this speciﬁc wind sector was large enough to have a mea-
surable impact on the bias at these locations (Table 2).
The chosen physics of WW3 (ST4) has an improved
treatment of swell. However, even the longer wave com-
ponents propagating around the Porkkala peninsula (not
shown on the map) were wind waves. The ST2 physics
package (Tolman and Chalikov 1996) inWW3 is unlikely
to solve this issue, since Rogers et al. (2012) suggested that
the ST2 might be less suitable for small-scale applications
compared to ST4. A tuning of the source term parameters
(e.g. bmax in the wind input, or Cds and δ in the dissipa-
tion) might increase the accuracy of the modelled spec-
trum. Nevertheless, this can have a possible negative
eﬀect on other exposed locations (Isosaari and Itä-Vil-
linki) that did not suﬀer from this same overestimation
of the signiﬁcant wave height.
Surprisingly, the error at Harmaja didn’t propagate
further in to the archipelago to Suomenlinna, where
the model bias’ ranged from −0.01 to 0.02 m. Deep
inside the archipelago at Jätkasaari, Hernesaari and Ruu-
miskari all models had a somewhat higher bias compared
to Suomenlinna, but the signiﬁcant wave height was
nevertheless modelled fairly well (Figure 2, Table 2).
4.2. Validation at Suomenlinna
Since most data were available at Suomenlinna, it was
possible to perform a more in-depth validation of the
diﬀerent models here. The model performance at Har-
maja is known to depend on the wind direction (Björkq-
vist et al. 2017a), and the bias of the signiﬁcant wave
height was therefore plotted against the wind direction
from the Harmaja weather station (Figure 3 a)). The
wave models reproduced the signiﬁcant wave height
well for the most common wind direction around 225
degrees; the bias of all models was close to zero, being
slightly negative in WAM and positive in SWAN.
There was a shift to a more negative bias at wind
directions of 180 degrees, which was most notable in
WW3. The bias for the easterly wind directions (less
than 120 degrees) turned towards positive. Northerly
winds cannot produce high waves and the wave model
performance for these cases are therefore not equally
important. Overall, SWAN simulated somewhat higher
values compared to WAM and WW3, possibly because
of the more advanced physics used to calculate the
wind input of Janssen (1991) (WAM) and the ST4 phy-
sics package (WW3). The use of a HARMONIE forcing
resulted in higher signiﬁcant wave height when used
instead of HIRLAM. Nevertheless, the discrepancies
were small.
The diﬀerence between the modelled and the
observed wave energy as a function of the frequency is
shown in Figure 3(b)). The values were calculated
using events in the 90th percentile of the observed sig-
niﬁcant wave height, and all wave spectra were normal-
ised by the maximum value of the observed wave spectra
prior to calculating the diﬀerence. It’s evident that the
wave models disagreed on the energy distribution even
though the signiﬁcant wave height at Suomenlinna was
modelled well. WAM (and to some degreeWW3) under-
estimated the energy at the higher frequencies. SWAN
had a zero bias for frequencies over 0.4 Hz, while overes-
timating the energy in the frequency range of 0.25–0.35
Hz. WAM and WW3, again, had a negative bias in this
frequency range. All three models had a positive bias
for the longest waves, with WAM propagating most
long wave energy through the outer archipelago to the
Suomenlinna wave buoy.
Finally, one easterly and one westerly case was chosen
for closer inspection. The wave spectra were averaged
over ﬁve hours and reviewed in more detail. The two
selected situations (in 23 and 28 October 2016) both
had a relatively steady wind of 13 ms−1 and therefore
provided a good overview of the typical wave conditions
for easterly and westerly winds. The identical wind
speeds and the low signiﬁcant wave height prior to the
events allowed for an unbiased comparison of the diﬀer-
ence in model performance between the cases.
For the westerly case the wave spectra had a unimodal
shape (Figure 4(a)). A 13ms−1 wind speed and the 4 km
fetch to the closest islands south-west of the wave buoy
would result in a peak frequency of 0.45 Hz (according
to Kahma and Calkoen (1992)). This means that the
bulk of the wave energy was propagated beyond these
islands from the GoF. The positive bias was most pro-
nounced for frequencies under 0.20 Hz, which were also
themost strongly refractedwaves. This was not surprising
considering the overestimation in long wave energy that
have been identiﬁed at the Harmaja wave buoy under 5
km from this location. However, all models underesti-
mated the energy at and above the observed spectral peak.
A positive bias in SWAN for waves around 0.3 Hz was
visible in the easterly case (Figure 4(b)). The frequency of
0.3 Hz is the peak of the waves that can be generated
from Eestiluoto (see Figure 1) 13 km east of the Suomen-
linna wave buoy with a wind speed of 13 ms−1. WAM
modelled these waves better, while WW3 fell in between.
Previously in our analysis WAM and WW3 (with the
newer deep water physics) have had similar tendencies.
This was, however, not the case for the longer waves
(∼ 0.15 Hz) refracted from the GoF into the archipelago.
These waves – coming from a 120 degree direction
(roughly 20 degree oﬀset to the wind direction) – were
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Figure 2. The observed signiﬁcant wave height compared against values modelled by WAM, SWAN and WW3 when using the HIRLAM
forcing. Jätkäsaari and Hernesaari are combined because of their geographical proximity.
8 J.-V. BJÖRKQVIST ET AL.
overestimated by WAM, but represented correctly by
SWAN and WW3. The positive bias in WAM might
simply have been caused by an overestimation of the
longer waves in the GoF (Figure 5), but interestingly
the same discrepancy was not seen for westerly waves.
The role of the numerics in the propagation scheme can-
not be completely ruled out, even though diﬀerences
caused by the numerics have been found to be secondary
to the choise of physics (Perrie et al. 2017)
While SWAN modelled the highest frequencies over
0.35 Hz correctly, WAM andWW3 showed a clear nega-
tive bias during the westerly wind case. During the wes-
terly case all models had an identical friction velocity
(not shown), but for the easterly winds the friction vel-
ocity in both WW3 and WAM was higher than in
SWAN (9 % and 24 % respectively). This suggests that
the Janssen (1991) and ST4 wind input needed a higher
friction velocity to produce the same high-frequency
energy levels that were achieved by the older Komen
et al. (1984) used in SWAN (or that the more advanced
source terms underestimated the friction velocity in the
westerly case). This indicates that the use of the older
physics package in SWAN can still have the advantage
of being more robust in the high-frequency part of the
spectrum in complex archipelago conditions.
4.3. The wave period
The wave period is not as straightforward to deﬁne as the
signiﬁcant wave height, and several alternative deﬁnitions
exist. In this paper the peak period (Tp) and the mean
period (Tm) are used (see Equations (5) and (4)).
Figure 3. The bias in signiﬁcant wave height at the Suomenlinna wave buoy for WAM (blue), SWAN (red) and WW3 (magenta). Results
when using HIRLAM as the wind forcing is shown with solid lines, while HARMONIE results are in dashed. (a) Model bias as a function of
the wind direction. (b) Model bias as a function of frequency calculated from the 90th percentile (based on the observed Hs).
Figure 4. The wave spectra averaged over ﬁve hours at the Suomenlinna wave buoy. The observations (black), WAM (blue), SWAN (red)
and WW3 (magenta). The observed direction is showed with the dashed line. (a) Westerly wind case (b) Easterly wind case
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At the GoF wave buoy the peak period was somewhat
underestimated, but the overall performance was good,
with all conﬁgurations having RMS-errors under 1.5 s
(Table 3). For the coastal locations the statistics were
highly variable (Table 2). The peak period compared
best to the measurements for the least sheltered locations
(Harmaja and Berggrund), with a RMSE under 2 s for all
the models, but even for these locations the SI over 0.30
was higher than at the GoF wave buoy. In the outer archi-
pelago (Isosaari, Itä-Villinki and Suomenlinna) the nega-
tive bias was slightly stronger and the SI also rose to over
0.40.
For the most sheltered locations (Ruumiskari, Herne-
saari and Jätkäsaari) the bias became positive in WAM
and WW3, while it remained negative for SWAN. This
was because of the stronger positive bias for the low-fre-
quency energy in the ﬁrst two models (Figure 3(b)),
while the true peak period was sometimes determined
by an almost equally strong higher frequency peak
(Björkqvist et al. 2017b). This issue was present already
at Suomenlinna, but was reﬂected even more strongly
in the less well-deﬁned situations in the very sheltered
conditions. The instability of the parameter, especially
for low winds, was also reﬂected in low correlations
between the modelled and observed values (as low as
0.08 for Jätkäsaari). SWAN’s tendency to overestimate
the energy of the waves generated by the local fetch
resulted in a negative bias for the peak period inside
the archipelago. From the point of determining the
peak period, the models emphasised opposite parts of
the complex wave conditions in the archipelago in a
too deterministic fashion, which caused both a bias
and an increased scatter compared to the observations.
The scatter was reduced when the mean period was
used instead of the peak period, which was an expected
consequence when using an integrated parameter. The
RMSE and SI were below 1.5 s and 0.35 for the nearshore
points in all models, while being a maximum of 0.93 s
and 0.25 elsewhere (Table 2). The mean period was
more robust also in the sense that the models’ results
were more consistent, with even SWAN showing a posi-
tive bias at the nearshore points (Hernesaari and Jätkä-
saari). The largest diﬀerences were at Suomenlinna
where SWAN had a stronger negative bias compared
to the two other models, even though all three models
agreed very well on the signiﬁcant wave height. The cor-
relations for the mean period (ρ = 0.54–0.67) were higher
than for the peak period (r , 0.45), but still lower than
the r . 0.9 found for the signiﬁcant wave height.
As noted by e.g. Akpınar et al. (2012), a fair compari-
son for the mean period can only be made if the upper
integration limit is constant. The mean period were
Figure 5. The signiﬁcant wave height at the wave buoys during the maximum wave height for both easterly (top) and westerly (bot-
tom) waves. WAM (blue), SWAN (red) and WW3 (magenta) are shown for the GoF wave buoy in solid, and Suomenlinna wave buoy in
dashed. Black dots and triangles are wave buoy observations.
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therefore calculated from the model spectra by integrat-
ing only to the highest frequency of the wave buoy (0.6
Hz). The eﬀect of the integration limit was particularly
important near the shore, where an increasing percen-
tage of the energy was concentrated to the higher fre-
quencies. If the model spectra were integrated to 1 Hz,
the bias changed 0.2–0.3 s at Harmaja, 0.5–0.7 s at Suo-
menlinna and 1.0–1.2 s at Jätkäsaari (modelled values
decreased).
4.4. Comparing coastal wave ﬁelds
Extreme wave conditions are often a safety concern.
However, because of the limited coverage of measure-
ments, the community often have to rely on information
frommodels to gain insight into conditions during e.g. an
exceptional storm. The possible discrepancies between
the information given by the diﬀerent models are there-
fore of considerable interest, which is why themost severe
easterly and westerly wave events from the observations
at the GoF wave buoy were identiﬁed. The results in
this section were obtained using the HIRLAM forcing.
During an easterly case in 30 November 2012 the GoF
wave buoy measured a signiﬁcant wave height of 5.2 m
for the second time in its measurement history. At the
location of the Suomenlinna wave buoy WW3 simulated
higher signiﬁcant wave heights than WAM, but slightly
smaller than SWAN (Figure 5, top dashed). Figure 6
reveals that the diﬀerences in how the models simulated
the wave ﬁeld around the Suomenlinna wave buoy were
reﬂected in the wave ﬁeld all the way to the shore.
The diﬀerences were not caused by the wave ﬁeld at
the GoF wave buoy, since WAM simulated higher
waves there compared to both SWAN andWW3 (Figure
5, top solid). This diﬀerence between the models was also
readily seen in the wave ﬁeld just east and south-west of
Isosaari. The diﬀerences at the Suomenlinna buoy can be
explained by the higher wave growth in SWAN north of
Isosaari, which was already identiﬁed for another easterly
wind event in Figure 4(b). Conversely, the higher long
wave energy inWAM that was identiﬁed earlier in Figure
4(b) might be partially explained by a stronger incident
wave ﬁeld reaching the archipelago.
During a westerly wind case in 30 September 2016 the
GoF wave buoy measured a 3.6 m signiﬁcant wave
height, which is in the 99.5th percentile (Tuomi et al.
2011). WAM, again, produced a higher signiﬁcant
wave height at the GoF wave buoy compared to the
other two models (Figure 5, bottom solid). This was
also reﬂected in a slightly higher signiﬁcant wave height
entering the outer edge of the archipelago (Figure 6), but
the diﬀerence was not as large as for the easterly case,
especially compared to WW3.
The signiﬁcant wave height at the Suomenlinna wave
buoy were practically identical between WAM and
SWAN, while WW3 simulated slightly higher waves
during the beginning of 30 September (Figure 5, bottom
dashed). The diﬀerences between the models were also
visible east of Suomenlinna, and the diﬀerences were
also – to a degree – propagated to the area north of the
wave buoy (Figure 6, left column). However, all in all,
the three models compared very well with the obser-
vations, as seen in Figure 5 (bottom dashed).
The high signiﬁcant wave heights simulated by WAM
in these two chosen cases suggests that the deep water
source terms of cycle 4.5.4 could require a re-tuning to
more accurately simulate the highest wave heights at
the GoF wave buoy. The tendency to overestimate was
smaller for both the ST4 source terms in WW3 and
the older Komen et al. (1984) source terms in SWAN.
Nevertheless, a more extensive study in the simulating
of the highest percentile wave heights is required to
draw any deﬁnitive conclusions.
5. Discussion
The characterising feature of coastal archipelagos is their
irregular nature, which sets great challenges for the vali-
dation of any kind of model. In addition to the uncer-
tainties in the actual wave model, the performance of
the atmospheric forcing in areas with scattered islands
is still not fully understood, and have been a topic of dis-
cussion in the past (Tisler et al. 2007; Tuomi et al. 2014;
Björkqvist et al. 2017a). However, the comparison to the
research wind station at Kruunuvuorenselkä indicated
that the atmospheric forcing was fairly accurate even
deep inside the archipelago (Table 4). The wave models
were also not very sensitive to the temporal or spatial res-
olution of the wind forcing in a larger part of the domain.
Thus, operational products should provide an adequate
wind forcing for wave models in a scattered archipelago,
even if their spatial resolution is an order of magnitudes
coarser than that of the wave model and the wind ﬁeld is
updated only every third hour.
While it is unlikely that inaccuracies in the wind for-
cing would have been the main cause for any systematic
errors in the simulated wave ﬁeld, more subtle issues
connected to e.g. the wind direction or the duration of
exceedance have not been studied. Studies made by e.g.
de Rooy and Kok (2004) have shown that the use of
downscaling methods can improve the accuracy of simu-
lated winds. Nevertheless, as the spatial resolution of
HARMONIE is quite high, and it accounts for sub-grid
scale terrain diﬀerences, the added beneﬁts of using
such downscaling methods on the data of this study
are not expected to be signiﬁcant.
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The diﬀerence in performance between Harmaja and
Suomenlinna highlight the great variability in model per-
formance on the scale of 25–30 model grid points (5 km
in this study). All wave models exhibited a large positive
bias in the signiﬁcant wave height at the Harmaja wave
buoy just outside the archipelago. However, this bias
was only propagated in a weak manner to Suomenlinna,
located 5 km closer to the shore.
At Suomenlinna the results indicated that WAM and
WW3 (with our chosen set-ups) required a higher fric-
tion velocity to reproduce the observed high-frequency
energy compared to SWAN. For the easterly winds
WAM had a friction velocity 1.2 times higher than
SWAN, but all models agreed with the observed wave
spectrum for the spectral tail (Figure 4 b)). For the wes-
terly winds WAM had the same friction velocity as
SWAN and at the same time underestimated the energy
at the spectral tail, as did WW3 (Figure 4(a)). The fric-
tion velocity in WAM and WW3 depend on the wave
induced stress (Ardhuin et al. 2010; Janssen 1991),
while it is determined simply using a bulk drag law in
SWAN (Komen et al. 1984; Wu 1982). Ultimately, the
overall performance of each model is largely determined
by the choice of physical source terms, and our results
reﬂect the settings visible in Table 1. An improved per-
formance for each of the models can be expected if the
Figure 6. Nearshore wave ﬁelds from the diﬀerent models during the maximum wave height for both westerly (left) and easterly (right)
waves. The Suomenlinna wave buoy is marked with a magenta square.
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source terms are tuned using the data in this study
instead of the standard values.
The poor validation statistics for the peak period
(large scatter and bias, see Table 2) can partly be
explained by the nature of the parameter. The wave
ﬁeld inside the archipelago typically has several peaks
of similar magnitude and the peak period is therefore
often determined in an almost random fashion. This
behaviour is something that is well beyond what can be
reasonably expected to be simulated by the wave models.
We also want to stress that these peaks are not sporadic
swell, since all components generally have phase speeds
lower than the wind. They are a product of the several
varying fetches and the attenuation caused by the islands.
The modelled mean period compared well with
measurements as long as a consistent upper integration
frequency was used. It should nevertheless be noted
that for typical archipelago wave ﬁelds there can exist a
signiﬁcant amount of wave energy for waves longer
than the mean period, even if swell is completely absent
(see Figure 4(b)). Therefore, the mean period doesn’t
necessarily describe the properties of the wave ﬁeld in
the way one might expect, even though it has the obvious
beneﬁt of being more stable compared to the peak
period. Near the shore the observed values of the mean
period are also biased by the limited upper frequency
of the wave buoy, especially for lower wind speeds. It is
therefore not obvious how to determine the ‘true’
mean period. These considerations present practical
challenges when a representative measure of the wave
period have to be provided to end users, especially
when wave observations and model results are presented
side by side. However, the issues in reconciling observed
and modelled wave period parameters cannot be solved
purely by model development, but reﬂect the inherent
diﬃculties in ﬁnding a good descriptor for ‘the wave
period’ in the complex and heterogeneous wave con-
ditions of the archipelago.
While from a physical perspective a lot of questions
are still left unanswered, the overall diﬀerences in the
models’ capabilities in simulating the nearshore wave
ﬁeld were found to be small. The choice of model can
therefore largely be made based on practical operational
considerations, such as the compatibility with existing
infrastructure and running time.
6. Conclusions
We implemented three wave models (WAM, SWAN and
WAVEWATCH III®) in the Finnish coastal archipelago.
The models were validated against wave measurements
from nine wave buoys. The two diﬀerent wind forcings
(HIRLAM and HARMONIE) were compared to wind
observations from four measurement sites. A 7.4 km
spatial resolution and 3 h temporal resolution in the
wind forcing was found to be suﬃcient to force the
high-resolution 0.1 nmi wave model implementations.
The use of HARMONIE resulted in slightly higher
waves, which was in line with previous ﬁndings
(Tuomi et al. 2014; Björkqvist et al. 2017a). However,
at the Kruunuvuorenselkä station deepest inside the
archipelago the bias in the wind speed was smaller for
the 2.5 km HARMONIE compared to the 7.4 km HIR-
LAM (Table 4).
All models produced similar results for the signiﬁcant
wave height at all the measurement locations. SWAN
tended to simulate higher locally generated waves for
the short fetches inside the archipelago compared to
WAM. The same is true for WW3 (ST4, default settings),
although to a slightly lesser degree. Conversely, WAM
typically propagated more long wave energy into the
archipelago compared to SWAN. For the low frequencies
WW3 roughly agreed with WAM for the westerly winds
and with SWAN for the easterly winds.
The above tendencies were reﬂected strongly in the
determining of the peak period close to the shore, leading
to a negative bias in SWAN and a positive bias in the
other two models. The SI for all models were quite
large, which reﬂected the somewhat ill-deﬁned nature
of the peak period in the complex nearshore archipelago
conditions. The mean period gave a more robust descrip-
tion of the wave period, which lead to a smaller scatter
when the model results were compared with obser-
vations. However, the results near the shore were very
sensitive to the the chosen upper frequency for the inte-
gration. An integration to 1 Hz instead of 0.6 Hz (the
upper frequency of the wave buoy) aﬀected the bias by
roughly 1 s.
In the middle of the archipelago, at Suomenlinna,
both WAM and WW3 underestimated the high-fre-
quency wave energy for certain wind directions. This is
surmised to have been caused by a too low friction vel-
ocity, since SWAN that used a simple bulk drag law of
Wu (1982) to determine the friction velocity did not
exhibit this behaviour. In general, almost every aspect
of the model performances were determined by the
properties of the shoreline and islands, and were there-
fore wind direction dependent.
All three models (with the set-ups chosen in this
paper) were found to be equally suitable to provide
wave predictions in archipelagos, although the possibility
of signiﬁcant biases in semi-sheltered conditions just
outside the archipelago should be considered (see also,
Björkqvist et al. 2017a).
The existence of discrepancies in duration in the wind
forcing and their possible impact on the nearshore wave
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conditions should still be explored. Further research into
the friction velocity used in the model, and the general
performance of the wind input source term function, is
recommended to resolve discrepancies between the
models for the high-frequency wave energy during cer-
tain wind and wave conditions. A natural starting
point for this work is a tuning of the source term
packages to improve the performance relative to the
measurement presented in this paper. The Suomenlinna
wave measurements are ongoing, meaning that they pre-
sent a possibility to validate the modiﬁed source terms
against independent data collected from later years.
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Abstract. Sea surface waves are important for marine safety
and coastal engineering, but mapping the wave properties
at complex shorelines, such as coastal archipelagos, is chal-
lenging. The wave spectrum, E(f ), contains a majority of
the information about the wave field, and its properties have
been studied for decades. Nevertheless, any systematic re-
search into the wave spectrum in archipelagos has not been
made. In this paper we present wave buoy measurements
from 14 locations in the Finnish archipelago. The shape of
the wave spectrum showed a systematic transition from a
single-peaked spectrum to a spectrum with a wide frequency
range having almost constant energy. The exact shape also
depended on the wind direction, since the fetch, island, and
bottom conditions are not isotropic. The deviation from the
traditional spectral form is strong enough to have a measur-
able effect on the definitions of the significant wave height.
The relation between the two definitions in the middle of the
archipelago was H1/3 = 0.881Hs, but the ratio varied with
the spectral width (Hs was defined using the variance). At
this same location the average value of the single highest
wave, Hmax/Hs, was only 1.58. A wider archipelago spec-
trum was also associated with lower confidence limits for the
significant wave height compared to the open sea (6 % vs.
9 %). The challenges caused by the instability of the peak
frequency for an archipelago spectrum are presented, and the
mean frequency, weighted withE(f )4, is proposed as a com-
promise between stability and bias with respect to the peak
frequency. The possibility of using the frequency and width
parameters of this study as a starting point for a new ana-
lytical parameterisation of an archipelago type spectrum is
discussed.
1 Introduction
Since the 1950s the wave spectrum has been the central way
to define the properties of random sea-surface wind waves
(Pierson and Marks, 1952). Although the exact power law
describing the high-frequency part of the spectrum is still
an open question (e.g. Phillips, 1958; Toba, 1973; Kitaig-
orodskii, 1983; Kahma, 1981; Banner, 1990; Lenain and
Melville, 2017), the central determining feature has been the
location of the spectral maximum, which then consequently
determines the total wave energy (Hasselmann et al., 1973;
Donelan et al., 1985). From a practical perspective of derived
wave parameters the spectral features translate into the peak
frequency, fp, and the significant wave height,Hs. The evolu-
tion of these two parameters, as a function of the fetch and the
wind speed, has been extensively studied by laboratory and
field experiments (e.g. Pierson and Moskowitz, 1964; Toba,
1972; Hasselmann et al., 1973; Kahma, 1981; Donelan et al.,
1985; Kahma and Calkoen, 1992).
In the coastal region, waves are important for coastal en-
gineering, erosion, small-vessel safety, and biological pro-
cesses. Coastal waves deviate from deep-water open-sea
waves, but their exact properties depend on the shoreline
structure. On sloping beaches the limitation by the water
depth is a major factor shaping the wave properties through
bottom friction, depth-induced wave breaking, and shallow-
water non-linear wave interactions (SPM, 1984; Eldeberky,
1996). Coastal coral reefs shape the wave spectrum away
from the deep-water form (Hardy and Young, 1996); the
same thing can be said for tidal inlets where the waves are
also affected by strong currents (van der Westhuysen et al.,
2012).
One of the most complex nearshore conditions can be
found in coastal archipelagos where islands, the irregular
shoreline, the slanting fetch, and the decreasing depth affect
Published by Copernicus Publications on behalf of the European Geosciences Union.
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the attenuation and local growth of the waves. Collections of
large islands, in the scale of kilometres, can be found in, for
example, the Gulf of Mexico, outside of Louisiana, or be-
tween Vancouver and Seattle (the San Juan Islands). In Eu-
rope an example is the Aegean Sea, which separates parts
of Turkey and Greece from the Mediterranean Sea. Denser
archipelagos, where the island sizes are of the order of hun-
dreds of metres, are even more complex. An archipelago
made up of a large number of small islands has a strong ef-
fect on the wave field by attenuating the waves and diffract-
ing the remaining wave energy behind them. At the same
time groups of islands practically define new fetches for local
wave systems to grow from, thus giving birth to unique wave
conditions. Examples of such archipelagos are the Thousand
Islands at the US–Canadian border or the coastline of Maine.
In Europe dense coastal archipelagos can be found espe-
cially in the Baltic Sea, with examples being the Stockholm
archipelago and the Archipelago Sea. Also the coastline near
the Finnish capital, Helsinki, has a characteristic archipelago
with heavy commercial and recreational marine traffic.
Although coastal archipelagos are usual – almost typical
– in the Baltic Sea, there is a limited amount of data avail-
able on their effect on waves. Kahma (1979) presented mea-
surements of wave spectra in the archipelago that showed
an almost complete absence of the traditional spectral peak.
Single measurements like these have proven the shape of
the wave spectrum to differ significantly from both open-
sea observations and theoretical spectral models. Neverthe-
less, there exists no broader methodological study into the
different spectral shapes and the transition between the two
extremes, not least because of the limited amount of avail-
able observational data. Efforts to simulate the wave field in
the archipelagos have been made (Soukissian et al., 2004;
Mazarakis et al., 2012; Tuomi et al., 2014; Anderson et al.,
2015; Björkqvist et al., 2019a), but, while fairly successful,
they are still not a substitute for measurements.
The shape of the wave spectrum is of pure theoretical in-
terest. Still, it also has direct and indirect consequences for
practical applications, such as for estimating the expected
height of single waves. An atypical spectral shape also af-
fects the applicability and reliability of engineering formu-
las using integrated wave parameters and alters the sampling
variability in standard wave buoy measurements. The spec-
tral shape can be atypical at any location because of swell or
decaying and turning winds. Nonetheless, in the archipelago
an atypical spectral shape forms even under steady wave con-
ditions, thus giving the wave field inside the archipelago its
prevailing properties. These properties need to be identified
and quantified in order to fundamentally understand waves in
archipelagos.
This paper aims to fill the knowledge gap regarding the
properties of the wave field inside dense coastal archipelagos.
The study relied on spatially extensive wave buoy measure-
ments; all data were collected in the Helsinki archipelago,
which is located in the Gulf of Finland, the Baltic Sea. The
data and methods are introduced in Sect. 2, while Sect. 3
presents and quantifies the transformation of the mean spec-
tral shape in the archipelago. Section 4 is dedicated to study-
ing what implications the results have for the determination
of derived wave parameters, such as the significant wave
height, the maximum height of a single wave, and the peak
frequency. One candidate for a characteristic frequency, suit-
able for a wide range of wave conditions, is proposed. We
end the paper by discussing and concluding our findings.
2 Materials and methods
2.1 Wave measurements
We conducted wave measurements at 14 locations off
Helsinki in the Gulf of Finland (GoF). An overview of
the sites can be found in Fig. 1 and Table 1. All observa-
tions were made with Datawell Directional Waverider buoys.
Some of the data originate from smaller 40 cm GPS-based
DWR-G4 buoys (henceforth G4), which use the Doppler
shift of the GPS signal to measure the surface elevation. Mea-
surements from larger (70–90 cm) accelerometer-based Mk-
III and DWR4/ACM buoys (henceforth Mk-III and DWR4)
were available from two operational wave buoys: one is lo-
cated in the centre of the GoF (Fig. 1), while the other is de-
ployed in the middle of the archipelago outside of the island
Suomenlinna (T2, Fig. 2).
The nearshore measurements with the G4 buoys – con-
ducted as part of a commissioned work by the city of
Helsinki – were made for about a month at each location
between 2012 and 2014 (Table 1). The exceptions are the
Berggrund (O1) and Harmaja (O2) sites, where measure-
ments were made for research purposes in 2015 and 2012.
The shortest deployment time was 11 d (at Länsikari, T1) and
the longest 39 d (at Isosaari, O2). Except for the July cam-
paign at O1, the measurements were made between August
and November to capture the harshest wave conditions before
the areas froze. While observations at 12 out of the 14 loca-
tions were made with the smaller G4 buoys, most of the data
originate from the long time series of the operational Mk-
III and DWR4 wave buoys at GoF and Suomenlinna (T2).
Data from the Suomenlinna (T2) wave buoy were available
from 2016–2018. Operational wave measurements from the
GoF have been conducted for every year in this study (2012–
2018), but the results are based only on the years 2016–2018
to coincide with the Suomenlinna (T2) data.
Both the G4 and the Mk-III use a sampling frequency of
1.28 Hz and calculate the spectrum up to 0.58 Hz. A DWR4
buoy was used at the GoF site in 2018 and part of the year
2016. The DWR4 has a sampling frequency of 2.56 Hz and
the 90 cm version calculates the spectrum up to 1 Hz. Nev-
ertheless, only data up to 0.58 Hz were used to keep all re-
sults comparable, since the change in upper frequency would
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Figure 1. The bathymetry and the measurement locations. GoF
(green) is the open-sea wave buoy. The stations are divided into
groups: outer archipelago (O1–O3), transition zone (T1–T3), inner
archipelago (I1–I3), and sheltered archipelago (S1–S4). The plus
(+) marks the Harmaja weather station. The Kalbådagrund weather
station is outside of the map. The black box marks the area of Fig. 2.
affect the calculations of higher spectral moments. No para-
metric tail was added to the observed spectra.
For the G4 buoys, the low-frequency artefacts, which have
later been identified to be caused by the filter response to
a missing GPS signal, were corrected following Björkqvist
et al. (2016). Since the authors found that the correction can
affect the high-frequency part of the spectrum, the corrected
spectrum was only used for frequencies below 0.8fm, where
fm is the mean frequency (see Eq. 4). For frequencies above
1.2fm Hz, the original spectrum was used, while a linear
combination was used for intermediate frequencies to avoid
discontinuities.
2.2 Wind measurements
We used wind measurements from two of the Finnish Me-
teorological Institute’s operational automatic weather sta-
tions. Harmaja (measuring height 17.5 m) is located less
than 10 km from the Helsinki shoreline, about 2 km from the
Suomenlinna wave buoy (T2, Fig. 2). The Kalbådagrund sta-
tion (measuring height 31.8 m) is located in the middle of
the Gulf of Finland, about 20 km east of the operational GoF
wave buoy. Both stations have been active during the entire
period of the study, but there are long gaps in the Kalbåda-
grund data in August and September 2018.
Figure 2. A more detailed map of the measurement locations close
to the Helsinki shoreline. This area is marked with a black box in
Fig. 1. See the caption of Fig. 1 for the explanation of the symbols.
The weather stations provided the wind speed and direc-
tion averaged over 10 min. We calculated the 30 min averages
from these data to coincide with the time series used to com-
pute a single wave spectrum. The mean wind speed at Har-
maja and Kalbådagrund for the years 2016–2018 were 6.1
and 7.8 ms−1. The 80th percentiles were 8.7 and 11.0 m s−1,
respectively. The corresponding values calculated from the
data coinciding with the wave measurements at each location
are given in Table 1.
2.3 Wave parameters and definitions
2.3.1 Spectral wave parameters
The wave buoys calculated the wave spectrum E(f )
(m2 Hz−1), where f (Hz) is the frequency. The nth order mo-
ment of the wave spectrum is
mn =
∫
f nE(f )df. (1)
All integrals were evaluated up to 0.58 Hz without adding
a parametric tail. Using these moments we defined most of
the relevant wave parameters. The significant wave height
Hm0 was defined as
Hm0 = 4
√
m0. (2)
A spectral version of the zero down-crossing period was
defined as
Tm02 =
√
m0
m2
, (3)
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Table 1. The measurement time and depth at the different sites (see Fig. 1 for an overview). The mean and 80th and 20th percentiles are
shown for the significant wave height (Hm0 ), the peak frequency (fp), the mean frequency (fm), and the 30 min wind speed (U ). The most
probable value of the mean direction at the spectral peak (θp) is also shown. All available spectra between 2016 and 2018 (and the coinciding
wind data) were used to compile these statistics.
Mean P80 Mean P20 Mean P20 Most probable Mean P80
Name (code) Days Depth Hm0 (m) fp (Hz) fm (Hz) θp (deg) U (m s
−1)
Gulf of Finland (GoF) 790 62 m 0.80 1.22 0.23 0.16 0.29 0.23 245–255 7.7 10.9
Outer archipelago
Harmaja (O1) 30 29 m 0.61 0.92 0.24 0.18 0.29 0.25 215–225 6.2 8.9
Isosaari (O2) 38 7 m 0.34 0.51 0.27 0.19 0.31 0.26 205–215 4.2 6.2
Berggrund (O3) 11 27 m 0.45 0.59 0.25 0.18 0.30 0.26 215–225 4.4 6.0
Transition zone
Länsikari (T1) 10 10 m 0.49 0.65 0.24 0.20 0.30 0.27 185–195 7.3 9.9
Suomenlinna (T2) 662 22 m 0.33 0.50 0.29 0.19 0.34 0.29 195–205 6.1 8.7
Itä-Villinki (T3) 31 9 m 0.28 0.49 0.24 0.18 0.31 0.27 135–145 6.5 8.7
Inner archipelago
Hernesaari (I1) 31 13 m 0.20 0.29 0.28 0.22 0.33 0.30 155–165 7.1 9.1
Ruumiskari (I2) 28 12 m 0.24 0.40 0.30 0.19 0.35 0.31 145–155 8.3 12.0
Jätkäsaari (I3) 30 13 m 0.17 0.27 0.30 0.22 0.35 0.31 165–175 6.2 9.3
Sheltered archipelago
Koivusaari (S1) 27 5 m 0.05 0.08 0.42 0.32 0.41 0.38 175–185 4.4 6.6
Ramsinniemi (S2) 31 9 m 0.05 0.08 0.45 0.33 0.42 0.38 115–125 6.5 8.7
Vuosaaren satama (S3) 14 8 m 0.02 0.04 0.48 0.39 0.43 0.41 155–165 4.3 6.2
Talosaari (S4) 33 7 m 0.02 0.03 0.49 0.44 0.45 0.41 195–205 4.6 7.0
while the mean frequency was given by
fm = m1
m0
. (4)
We defined the peak frequency as
fp = argmaxf E(f ), (5)
i.e. the frequency where the wave spectrum has its maxi-
mum value. Because of the discrete frequency intervals and
statistical variations in the spectrum, several methods for cal-
culating the peak frequency have been proposed. In this pa-
per we calculated fp using a parabolic fit. We, however, also
applied an integrated definition (Young, 1995):
f
q
p =
∫
fE(f )q df∫
E(f )q df
, (6)
where q in a positive integer. Note that for q = 1, Eq. (6)
equals the mean period fm given by Eq. (4).
2.3.2 Wave parameters from time series
We also determined wave parameters directly from the
30 min vertical displacement time series, η(t).
The significant wave height, Hs, was defined as
Hs = 4σ(η), (7)
where σ is the standard deviation. This definition is identi-
cal to Eq. (2) with the exception of the statistical variability
introduced by the window tapering of the time series before
calculating the spectrum.
The traditional definition of the significant wave height is
the mean height of the highest one-third of the individual
waves in the time series. To distinguish it from the significant
wave height calculated using the variance, we will denote this
parameter H1/3. The individual waves were determined be-
tween two zero down-crossings, sorted in descending order,
and the mean was calculated as
H1/3 = 1
N/3
N/3∑
i=1
Hi, (8)
where Hi is the height of a single wave and N is their total
number.
The zero down-crossing period, Tz, was calculated as
Tz = T
N
, (9)
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where T is the length of the time series η(t).
Assuming that η(t) is Gaussian, Tz = Tm02 ; assuming that
Hi values are Rayleigh distributed, Hs =Hm0 =H1/3.
2.3.3 Spectral width parameters
Several parameters to quantify the spectral width have been
proposed. The width parameter ε (Cartwright and Longuet-
Higgins, 1956) depends on the fourth moment, m4, and is
therefore sensitive to noise in the higher frequencies.
Longuet-Higgins (1975) defined a spectral width parame-
ter, ν, as
ν =
√
m0m2
m21
− 1, (10)
which, to a certain degree, suffers from similar issues as ε.
Two other width (narrowness) parameters were used in this
study. The first was the κ2 parameter of Battjes and van Vled-
der (1984):
κ2 = 1
m02

 ∞∫
0
E(f )cos
(
2pif
fm02
)
df
2
+
 ∞∫
0
E(f )sin
(
2pif
fm02
)
df
2
 , (11)
where fm02 = T −1m02 =
√
m2/m0. This parameter was used as
the main way to quantify the width of different spectral
shapes. The other parameter was the Goda peakedness pa-
rameter (Goda, 1970), defined as
Qp = 2
m20
∫
fE(f )2df. (12)
The Goda peakedness parameter was needed in the def-
inition of the Benjamin–Feir index (BFI; Janssen, 2003),
which is essentially the wave steepness divided by the spec-
tral width. We used the BFI to quantify its possible connec-
tion with single waves that are high compared to the sig-
nificant wave height, i.e. so called “rogue waves”, where
H/Hs > 2. The formulation given by Serio et al. (2005) is
BFI=√m0kpQp
√
2piα0
√
|βBFI|
αBFI
, (13)
where the peak wavenumber, kp, is estimated from fp us-
ing linear wave theory. The coefficients α0,αBFI, and βBFI
depend on the dimensionless depth, kph. Their exact expres-
sions are given by, for example, Serio et al. (2005).
2.4 Choosing wave spectra and spectral scaling
Data were available from more locations than the 14 pre-
sented in this paper (Kahma et al., 2016). We, however, ex-
cluded some stations based on the following: (i) very small
maximum wave heights, meaning that the wave buoy was of-
ten unable to measure the entire spectrum; (ii) the location
was not even remotely exposed to open-sea waves (a deter-
mining factor for the archipelago type spectrum); or (iii) the
location was too exposed to external disturbances, such as
wave reflection or ship wakes.
As a loose definition of well defined wave conditions
we used the 80th percentile of the significant wave height
as a cut-off for each location. The 80th percentiles for the
13 coastal locations were determined using all available data.
For the GoF, only data from the years 2016–2018 were
used to keep the measurement period comparable with the
Suomenlinna (T2) observations. In addition we used a cut-
off of U ≥ 5 m s−1, where U is the 30 min average wind
speed. For the GoF wave buoy, we used the Kalbådagrund
data, while Harmaja wind data were used for all other loca-
tions. For the nearshore locations, only onshore winds were
considered (70◦ ≤ Ud ≤ 250◦), while no restrictions on the
wind direction was set for the GoF. Henceforth, we will call
this data set the P80 data set.
The choice of the 80th percentile was a compromise be-
tween (i) removing the smallest wave heights, e.g. Hs < 0.5
at Suomenlinna (T2), since they are bound to be noisy,
and (ii) not excluding too much data from the limited data
sets available from the short measurements. Using a dif-
ferent cut-off for the significant wave height (60–90th per-
centiles) resulted in very similar results. We also tried set-
ting restrictions with respect to the steadiness of the wind
direction and the wind speed, but imposing these addi-
tional restrictions resulted in very similar results and iden-
tical conclusions. To avoid adding unnecessary complexity,
these additional constraints were dropped. Also, some of
the highest wave heights at the GoF buoy were measured
during a time when no wind data were available (August–
September 2018). Cases with missing wind data were there-
fore included if they fulfilled the conditions set for the sig-
nificant wave height.
Because the short waves are generated by the shortest
fetch, they are least affected by the varying spectral shape
inside the archipelago. The chosen spectra were therefore
normalised using the values at the high frequencies (f >
0.4 Hz). The scaled spectra were calculated as
E˜(f )= E(f )f
4
0
β
, (14)
where
β = 〈E(f )f 4〉f>f1 , (15)
f0 is any fixed frequency, and the brackets signify a mean
value over frequencies f > f1. We chose f0 = f1 = 0.4 Hz
www.ocean-sci.net/15/1469/2019/ Ocean Sci., 15, 1469–1487, 2019
1474 J.-V. Björkqvist et al.: The wave spectrum in archipelagos
for simplicity, but the two frequencies need not be the same.
The exact value of f1 is unimportant as long as the spectrum
follows some kind of power law for higher frequencies. If
an f−4 power law exists, the frequency f1 can even change
between spectra and still provide a consistent normalisation.
Nevertheless, since we had no reliable way of determining
the starting point of the power laws in the spectra, we chose
a frequency that was sufficiently high for the strong wind
conditions that are represented in the P80 data set.
The frequencies were then normalised with respect to the
mean frequency and the spectra, E˜, were interpolated to a
common set of dimensionless frequencies, f˜ = f/fm. This
resulted in the final scaled spectra E˜(f˜ ). The mean frequency
was chosen instead of the peak frequency because it is more
stable. Using this same data set Björkqvist et al. (2019a)
found that the peak frequency can be highly noisy in the
archipelago, and this parameter is therefore unusable to scale
the spectra. The choice of a good characteristic frequency for
archipelago conditions will be studied in Sect. 4.5.
2.5 Determining groups
The 13 measurement stations in the archipelago were divided
into four groups based on a visual estimation of the geo-
graphical conditions. The attenuation coefficients for the sig-
nificant wave height compared to the GoF wave buoy were
used as a crude check to ensure that the visual determination
of the amount of sheltering was reasonable. The attenuation
coefficients, K , were determined by a linear fit using the ef-
fective variance method (Orear, 1982). The different groups,
visible in Fig. 1, can be described as follows.
Outer archipelago (O1–O3). The locations are not inside
the archipelago, but the effect of the finite depth and/or the
limited fetch caused by the irregular shoreline might be visi-
ble in the wave spectrum. Although the O2 station (Harmaja)
seems to be very exposed, Björkqvist et al. (2017a) have
shown that the wave field here is already restricted by the
peninsula of Porkkalanniemi for south-westerly winds. The
attenuation coefficients for the significant wave height were
K = 0.6–0.7.
Transition zone (T1–T3). The sheltering of the islands
plays a significant role in shaping the wave field, but the
longer waves propagating from the GoF are still somewhat
dominant. The attenuation coefficients for the significant
wave height were all K = 0.4.
Inner archipelago (I1–I3). There is a clearly defined local
fetch, but there is still a significant contribution from longer
propagating waves. The attenuation coefficients for the sig-
nificant wave height were K = 0.2.
Sheltered archipelago (S1–S4). These locations should
be dominated by the locally generated waves. Residuals of
longer waves can, however, still be present. The attenuation
coefficients for the significant wave height were very small
(all K < 0.10).
The common denominator throughout the archipelago is
that the waves travel slower than the wind. Thus, the longer
waves propagating from the open sea are not swell. In this pa-
per we will show that the sheltering effect of the archipelago
is a continuum and several reasonable classifications could
therefore be made. The main purpose of the classification
was to make the results more presentable.
3 The archipelago spectrum
3.1 Transition from peaked to flat spectra
The main result of this section is that the wave spectrum tran-
sitioned from a, more traditional, single-peaked spectrum to a
flat spectrum inside the archipelago. The transition was con-
tinuous, as readily seen in Fig. 3. In the outer archipelago
(black) the mean spectrum had a very similar shape to the
open-sea conditions observed at the GoF wave buoy (green).
Namely, it had a single peak even if it lacked the overshoot-
ing of an even more peaked fetch-limited spectrum.
When moving closer towards the coast the spectral shape
started to flatten out in the transition zone (blue). Länsikari
(T1) and Suomenlinna (T2) are located very close to each
other (Fig. 2), and the similar spectral shapes give confidence
to the fact that we captured the shape of the mean spectrum
even with the shorter measurement time series. Although the
mean spectral profiles in the transition zone were still peaked,
the rear face of the spectrum was starting to collapse. In con-
trast to the outer archipelago, the mean spectra in the tran-
sition zone decayed slower than f˜−4 just above the spectral
peak. Especially T3 was showing a clear collapse towards a
flat spectral shape.
In the inner archipelago (red) the spectral shape had col-
lapsed around the peak and exhibited a constant energy in
a broad frequency interval (0.6fm ≤ f ≤ 1.1fm). Even if
the peak frequency could be reliably determined – which
is challenging because of the statistical variability – it is
obvious that it would not characterise the spectrum in a
similar fashion as the spectral peak in, for example, the
outer archipelago. There were, however, small low-frequency
peaks, most notably at Jätkäsaari (I3). Relying on the direc-
tional spectrum from this same site presented by Björkqvist
et al. (2017b), we concluded that these peaks were caused by
refracted narrowband waves. These kinds of peaks are there-
fore expected to be specific to the bathymetrical conditions
of the area.
In the sheltered archipelago (magenta) even these attenu-
ated low-frequency peaks were no longer visible. The mean
spectrum at Koivusaari (S1) was still flat (in a similar fashion
to sites I1–I3), but for the other sheltered locations the spec-
tra almost transitioned back to a single-peaked shape – the
local fetch was starting to dominate over the very attenuated
longer waves. The tail of the spectrum was not determined
Ocean Sci., 15, 1469–1487, 2019 www.ocean-sci.net/15/1469/2019/
J.-V. Björkqvist et al.: The wave spectrum in archipelagos 1475
Figure 3. The mean wave spectra divided into the open sea and four
archipelago areas: outer archipelago (O1–O3), transition zone (T1–
T3), inner archipelago (I1–I3), and sheltered archipelago (S1–S4).
An overview of the locations can be found in Fig. 1.
reliably, since these short waves were often not captured by
the wave buoy.
3.2 Quantifying the spectral width
We quantified the change in width (or more exactly, nar-
rowness) of the spectrum using the κ2 narrowness parame-
ter (Eq. 11) of Battjes and van Vledder (1984). The mean
width of the wave spectrum changed when moving into the
archipelago, with κ2 being 0.03–0.07 in the inner archipelago
(signalling a wide spectrum), while being 0.18–0.19 in
the outer archipelago (Table 2). The values in the outer
archipelago were close to the one at the open-sea location
in the GoF. As an example, we also calculated the κ2 pa-
rameter for the single storm spectrum of the measured maxi-
mum 5.2 m significant wave height during the easterly Antti
storm in 2012. The value of κ2 = 0.33 was higher than the
average value at the GoF, but this storm spectrum is affected
by the narrow fetch geometry of the GoF, which leads to a
less peaked spectrum (Pettersson, 2004). Higher values (up
to κ2 = 0.46) were found at the GoF.
The spectral width in the transition zone was in between
those of the outer and inner archipelago (0.08≤ κ2 ≤ 0.15).
The almost identical width of T1 and T2, and the wider
shape of T3, was in good agreement with what was deter-
mined visually from Fig. 3. The κ2 values for the sheltered
archipelago sites (S1–S4) were variable, which was a conse-
quence of the wave buoys’ issues with resolving the entire
spectrum. The results from sites S1–S4 can therefore not be
considered entirely reliable.
Quantifying the spectral width is no trivial matter, but the
good agreement between the κ2 parameter and the obvious
visual changes suggests that the parameter is applicable over
a wide range of conditions.
3.3 Directional dependence
Although the mean spectral profiles were shown to change
when moving through the archipelago towards the shore, the
spectral shape also varied with the wind direction because
of the anisotropic fetch conditions. We used the wind direc-
tion because the instability of the spectral peak at Suomen-
linna (T2) made it hard to define the dominant wave direc-
tion. The wave direction at the GoF buoy, again, collapses to
be aligned with the gulf, thus causing a misalignment of up
to 50◦ between the direction of the wind and the dominant
waves (Pettersson et al., 2010). Nevertheless, the local fetch
at Suomenlinna (T2) would still vary significantly within this
large wind sector. Suomenlinna (T2) is the only location in
the archipelago with enough data to partition it further with
respect to the wind direction. This section will therefore be
based on data from Suomenlinna (T2) only.
The most peaked spectra at Suomenlinna (T2) were gen-
erated by southerly winds (Fig. 4), since only small islands
block the wave propagation in this direction (Fig. 1). For
easterly winds, the spectral shape was flat, resembling the
profiles of the inner archipelago (I1–I3, Fig. 3). Such a varia-
tion was identified already by Björkqvist et al. (2019a) when
studying wave model performance against the Suomenlinna
(T2) wave data, but our results showed a systematic be-
haviour. Importantly, the eastern wind directions showed
a very flat mean spectrum even though the average shape
over all wind directions was peaked. This discrepancy is ex-
plained by easterly winds not being dominant (45◦ ≤ Ud ≤
135◦ 10% of the times). Nevertheless, strong easterly winds
are possible in the GoF; the maximum significant wave
height of 5.2 m at the GoF wave buoy has been measured
twice, both during south-westerly winds (in 2001; Tuomi
et al., 2011) and easterly winds (in 2012; Pettersson et al.,
2013).
4 Implications
This section presents some implications of the results of
Sect. 3. The quantification of the spectral narrowness, κ2, re-
vealed that the measurements from the sheltered archipelago
(S1–S4) did not capture all the properties of the wave field
reliably enough. The issue was connected to low wave
heights that were not captured entirely by the 40 cm wave
buoys, as seen in Fig. 3. The shorter measurements from
the slightly more exposed transition zone, and inner and
outer archipelago, showed consistent results, and they were
deemed reliable.
When appropriate, the results make use of all available
data. Nonetheless, especially Sect. 4.2–4.4 will rely only on
the long time series from Suomenlinna in the transition zone
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Figure 4. The mean wave spectra at Suomenlinna (T2) as a function
of the wind direction.
(T2) and the GoF. Such an analysis was possible because
these data captured a variety of spectral shapes depending
on the amount of sheltering for different wind directions
(Fig. 4). The advantages of using data from only T2 were
that (i) the analysis was based on a long time series coincid-
ing with open-sea wave measurements from the GoF, (ii) the
water depth was constant for all spectral shapes, and (iii) the
spectral tail was captured equally well for all different spec-
tral shapes, because they were all measured at the same loca-
tion with an identical device.
4.1 Confidence limits of significant wave height
The confidence limits of observed wave spectra follow a χ2k
distribution, where k is the degrees of freedom determined
by the number of averaged elementary bins. The confidence
limits of the spectrum propagate to its integral, which is also
the total variance of the wave field, m0. By Eq. (2) the con-
fidence limits of the observed significant wave height follow
from those of m0.
The final degrees of freedom (d.o.f.) of the integral of a
measured spectrum depend on the shape of the spectrum in
the following way (Donelan and Pierson, 1983):
d.o.f.(m0)=
k
[∑N
i=1E(f )
]2
∑N
i=1
[
E(f )
]2 . (16)
It immediately follows that d.o.f.(m0)= kN for a white
noise spectrum (E(f )≡ const.), while d.o.f.(m0)= k for
an infinitely peaked spectrum (E(f )= δ(f − fp)). Thus, a
broader spectrum will have more d.o.f., leading to smaller
confidence limits for the significant wave height.
In Sect. 3.2 we quantified the spectral width using the
κ2 parameter. The change in spectral width should also be
seen in the d.o.f. calculated at the different locations. This
was, indeed, the case: the d.o.f. in the inner archipelago
were roughly 500–600, while the corresponding values in the
outer archipelago were around 300 (Table 2). The transition
zone, again, had values falling in between the inner and outer
archipelago, with the d.o.f at site T3 being closest to the inner
archipelago. In the open-sea location (GoF) the d.o.f. values
of the variance were lower than anywhere in the archipelago,
and the low d.o.f. of the single GoF storm spectrum went
hand in hand with the large κ2 value.
The increase in the d.o.f. in the archipelago had a direct
implication for the confidence limits of the significant wave
height: the confidence limits at the GoF wave buoy were
50 % larger than at the inner archipelago points (Table 2).
The confidence limits of the single storm spectrum was twice
that of the average value in the inner archipelago (12 % vs.
6 %).
Because the spectral shape depended strongly on the wind
direction at Suomenlinna (T2), the confidence limits for east-
erly winds were close to those of the inner archipelago, while
south-westerly – and especially southerly – winds resulted
in confidence limits in line with the open sea (Fig. 5a). By
comparing the d.o.f. to the κ2 parameter it is obvious that
they were both quantifying a similar property of the spectrum
(Fig. 5b). The correlation between these two parameters was
r =−0.94, and also the Goda peakedness parameter (Eq. 12)
was correlated (r =−0.86) with the d.o.f. of the spectrum
(Fig. 5c).
The correlation between the d.o.f. and the spectral width
parameter ν by Longuet-Higgins (1975) was only r = 0.2
(Fig. 5d), and the correlation was equally low for the spec-
tral width parameter ε proposed by Cartwright and Longuet-
Higgins (1956) (not shown).
4.2 The significant wave height: H1/3 vs. Hs
The significant wave height is the most central and widely
used wave parameter. Still, it can be defined in a couple of
different ways. The connection between the definition us-
ing the mean height of the highest one-third of the single
waves and the definition based on the variance of the ver-
tical displacement was made based on the assumption of a
narrowband spectrum, deep water, and that the height of sin-
gle waves are Rayleigh distributed with the parameter
√
4m0.
These conditions lead to a proportionality constant of 4 in the
equality,
H1/3 = 4√m0 = 4σ(η). (17)
Studies have shown, however, that the assumption of a
Rayleigh distribution (with a parameter
√
4m0) for the height
of individual waves predicts higher values of H1/3/Hs com-
pared to observations (Forristall, 1978; Longuet-Higgins,
1980; Casas-Prat and Holthuijsen, 2010). The discrepancy
has been solved, for example, by assuming a Weibull distri-
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Figure 5. The degrees of freedom of the Suomenlinna (T2) wave variance as a function of the wind direction (a) and the different spectral
width and narrowness parameters (b–d).
bution (Forristall, 1978) or by simply scaling the Rayleigh
parameter as α
√
4m0 (Longuet-Higgins, 1980). The use of a
scaled Rayleigh distribution modifies Eq. (17) to
H1/3 = 4α√m0. (18)
Longuet-Higgins (1980) determined α as a function of the
spectral width:
α =
√
1−
(
pi2
8
− 1
2
)
ν2, (19)
where ν is the spectral width parameter of Longuet-
Higgins (1975) (Eq. 10). Since the original derivation of
Eq. (17) assumed a narrowband spectrum with symmetrical
Gaussian water level displacements, we expected that the two
definitions for the significant wave height would vary even
more in the archipelago than previously observed for open-
sea conditions.
We determined the fit betweenH1/3 (Eq. 8) andHs (Eq. 7)
that was calculated from the vertical displacement time se-
ries. The fit to the Suomenlinna (T2) P80 data set was
H1/3 = 0.881Hs (Fig. 6a), which is a stronger deviation from
Eq. (17) than found by previous studies (Table 3). The coef-
ficient depended on the wind direction in a similar fashion as
the spectral shape shown in Fig. 4; the more peaked spectral
shapes of the southerly winds resulted in a proportionality
constant of 0.90, while the corresponding value for the flat
easterly spectra was around 0.86 (Fig. 6c).
Vandever et al. (2008) found that H1/3/Hs depended on
the spectral width and determined a best fit of Hm0/H1/3 =
0.996+0.181ν from Doppler wave gauge data. We note that
calculating the ratio α from Eq. (19) using ν, as proposed
by Longuet-Higgins (1980), increased the disagreement with
our data for both Suomenlinna (T2) and GoF (Table 3). The
value determined empirically by Longuet-Higgins (1980) us-
ing the data of Forristall (1978) (0.925) was, however, in very
close agreement with 0.927 determined from our GoF data.
The issue might have been caused by the reliable determi-
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Table 2. Mean values of the spectral narrowness parameter (κ2) and the number of degrees of freedom for the variance of the wave field. The
mean values are calculated only from the data set P80. In the confidence limits, Hˆm0 denotes a sample from a wave field with a significant
wave height of Hm0 .
Name (code) < κ2 > <d.o.f.(m0) > 95 % confidence limits
Single storm spectrum (GoF) 0.33 132 0.88 < Hˆm0/Hm0 < 1.12
Gulf of Finland (GoF) 0.22 234 0.91 < Hˆm0/Hm0 < 1.09
Outer archipelago
Harmaja (O1) 0.19 316 0.92 < Hˆm0/Hm0 < 1.08
Isosaari (O2) 0.19 323 0.92 < Hˆm0/Hm0 < 1.08
Berggrund (O3) 0.18 309 0.92 < Hˆm0/Hm0 < 1.08
Transition zone
Länsikari (T1) 0.15 370 0.93 < Hˆm0/Hm0 < 1.07
Suomenlinna (T2) 0.14 410 0.93 < Hˆm0/Hm0 < 1.07
Itä-Villinki (T3) 0.08 454 0.93 < Hˆm0/Hm0 < 1.06
Inner archipelago
Hernesaari (I1) 0.07 485 0.94 < Hˆm0/Hm0 < 1.06
Ruumiskari (I2) 0.05 524 0.94 < Hˆm0/Hm0 < 1.06
Jätkäsaari (I3) 0.03 577 0.94 < Hˆm0/Hm0 < 1.06
Sheltered archipelago
Koivusaari (S1) 0.13 496 0.94 < Hˆm0/Hm0 < 1.06
Ramsinniemi (S2) 0.35 367 0.93 < Hˆm0/Hm0 < 1.07
Vuosaaren satama (S3) 0.27 394 0.93 < Hˆm0/Hm0 < 1.07
Talosaari (S4) 0.27 347 0.93 < Hˆm0/Hm0 < 1.07
nation of ν; the mean value of ν = 0.36 (GoF) is lower than
ν = 0.41–0.83 reported by Vandever et al. (2008), although
their data had swell present. We instead determined a lin-
ear fit using the narrowness parameter κ2 and our Suomen-
linna (T2) data, which resulted in H1/3/Hs = 0.85+ 0.15κ2
(Fig. 7a). For an infinitely narrow spectrum (ν = 0, κ2 = 1),
both fits result in approximately unity, which is in accordance
with the narrowband assumption used to derive Eq. (17).
Even for the southerly waves at Suomenlinna (T2)
H1/3/Hs was no higher than 0.90. It is therefore possible
that the finite water depth (22 m at Suomenlinna) affected
the results to a certain degree. The ratio H1/3/Hs, however,
showed a negative correlation (r =−0.52) with the dimen-
sionless depth, kph, meaning that the largest deviations from
deep-water values are found for the cases where the water is
deepest (relative to the waves). This is the opposite of what
we would expect if the deviation from Eq. (17) was indeed
caused by the finite depth effects. The apparent correlation
was created by more sheltering simultaneously leading to
both shorter waves (i.e. higher kph) and a wider wave spec-
trum. The wider spectrum can then explain the discrepancy
through the κ2 parameter as outlined above. We concluded
that the deviation from Eq. (17) was mainly caused by the
spectral shape, not the finite depth at the measurement site.
4.3 Single wave statistics: Hmax/Hs
The highest expected single wave is often of considerable in-
terest, and usually this single wave is given relative to the
significant wave height. The estimate is made based on the
assumption that the height of the single waves are either
Rayleigh or Weibull distributed. The estimated highest sin-
gle wave thus depends on the assumed distribution and the
number of waves encountered during the measurement pe-
riod (N ).
We determined the highest single wave from the vertical
displacement time series of the P80 data sets. For the GoF,
the connection between the single wave height and the sig-
nificant wave height was determined to be Hmax = 1.61Hs
using a linear fit. The coefficient 1.61 was lower than as-
suming the Rayleigh distribution of Longuet-Higgins (1952),
but it was in good agreement with the prediction of For-
ristall (1978) and Casas-Prat and Holthuijsen (2010) (Ta-
ble 3). The maximum crest height at the GoF were well pre-
dicted by Casas-Prat and Holthuijsen (2010), but the wave
troughs (ηmin) agreed better with Longuet-Higgins (1980).
The linear regression to the Suomenlinna (T2) data was
Hmax = 1.58Hs (Fig. 8a). The ratio was lower compared
to the GoF even though we would expect the higher N
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Figure 6. Comparison of H1/3 and Tz with respect to Hs and Tm02 at Suomenlinna (T2). In panels (c) and (d) the ratios are given as a
function of the wind direction.
Figure 7. H1/3 (a) and Hmax (b) at Suomenlinna (T2) relative to the significant wave height. The ratios are plotted against the spectral
narrowness κ2. For an infinitely narrow spectrum (κ2 = 1), the linear regressions (H1/3/Hs = 1.00 and Hmax/Hs = 1.81) are in good
agreement with the theoretical predictions that Longuet-Higgins (1952) derived for a narrowband spectrum (Table 3).
at Suomenlinna (caused by shorter waves) to result in a
higher single wave Hmax/Hs. The disagreement with pre-
vious studies was also more pronounced (Table 3). We de-
termined a linear fit with the spectral narrowness to be
Hmax/Hs = 1.54+ 0.27κ2 (Fig. 7b). This regression results
in Hmax/Hs = 1.81 for a theoretical infinitely peaked spec-
trum (κ2 = 1), which is in good agreement with the theoret-
ical derivations of Longuet-Higgins (1952) that assumed a
narrowband spectrum (Table 3). Nevertheless, the very low
correlation between the variables (r = 0.15) limits the confi-
dence in this specific result. Vandever et al. (2008) found no
connection between Hmax/H1/3 and ν. The correlation be-
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Table 3. The different wave height and crest height parameters at the Gulf of Finland (GoF) and Suomenlinna (T2). The values have been
determined using a linear fit through the origin of the P80 data set. The ratio H1/3/Hs was taken as reported in the literature. The single
wave statistics for the distributions given in the literature have been determined using the individual number of waves for each wave record
and the mean value of the spectral width parameter ν (when given).
H1/3/Hs Hmax/Hs ηmax/Hs ηmin/Hs
Gulf of Finland (GoF)
Measured (this study) 0.927 1.61 0.93 −0.85
Longuet-Higgins (1952) a 1 1.80 0.90 −0.90
Forristall (1978) b 0.942 1.64 – –
Longuet-Higgins (1980) c 0.925 1.67 0.84 −0.84
Longuet-Higgins (1980)c (ν = 0.361) 0.951 1.72 0.86 −0.86
Casas-Prat and Holthuijsen (2010) d 0.957 1.63 0.93 −0.90
Suomenlinna (T2)
Measured (this study) 0.881 1.58 0.92 −0.83
Longuet-Higgins (1952) a 1 1.84 0.92 −0.92
Forristall (1978) b 0.942 1.68 – –
Longuet-Higgins (1980) c 0.925 1.71 0.85 −0.85
Longuet-Higgins (1980)c (ν = 0.335) 0.958 1.77 0.88 −0.88
Casas-Prat and Holthuijsen (2010) d 0.957 1.67 0.95 −0.92
a Assuming a narrowband spectrum in deep water, Gaussian water level elevations with respect to the still water level,
and a Rayleigh distribution for the heights of single waves. b Empirical Weibull fit to storm data. c Empirical
Rayleigh fit to the storm data of Forristall (1978). d Empirical Rayleigh fit based on 15 years of measurements from
four wave buoys.
tween Hmax/H1/3 and κ2 was zero also in our data, most
probably because of the self-scaling nature of Hmax/H1/3.
The maximum crest height, ηmax/Hs, at Suomenlinna (T2)
was only slightly lower than at the GoF (Table 3). If symme-
try would be assumed, the maximum crest heights would be
in perfect agreement with the estimates from the Rayleigh
distribution of Longuet-Higgins (1952), which was also
found by Casas-Prat and Holthuijsen (2010). The troughs
were slightly shallower in our data compared to, for exam-
ple, Casas-Prat and Holthuijsen (2010), but they were well
described by the scaled Rayleigh distribution of Longuet-
Higgins (1980). There was no correlation between ηmax/Hs
(or ηmin/Hs) and the spectral narrowness κ2 (r = 0.0).
None of the aforementioned dimensionless wave or crest
heights had any correlation with the dimensionless depth,
kph (r = 0.0). Together these results suggests that the main
factor controlling the magnitude of the highest single waves
was the spectral shape. Thus, the differences from previous
results were mainly caused by the violation of the assumption
of a narrowband spectrum, not the assumption of deep water.
The exceptions were the crest and trough heights, which ex-
hibited no connection to the spectral width.
The maximum single wave measured at Suomenlinna (T2)
was Hmax=2.92 m (Hmax/Hs = 2.41), having a crest height
of ηmax = 1.54 m. This wave was measured during south-
easterly winds (Ud = 152◦). It is evident from Fig. 7b that
a ratio over 2 was not a rare occurrence, since it happened 45
times during the 3-year deployment period of the buoy. Still,
the criterion of (roughly) Hmax/Hs > 2 is often taken as a
definition for “rogue waves” (e.g. Onorato et al., 2002). Also
Casas-Prat and Holthuijsen (2010) found thousands of single
waves exceeding twice the significant wave height. The gen-
eration of rogue waves has been proposed to be controlled
by modulation instability (Janssen, 2003), which is quanti-
fied using the Benjamin–Feir index (Eq. 13). Nevertheless,
the correlation between BFI and Hmax/Hs (or ηmax/Hs) was
only 0.1 for the Suomenlinna (T2) P80 data set (not shown).
The lack of descriptive power of the BFI is expected, because
the modulation instability is strongest for narrowband spectra
– the exact opposite of the conditions that we have observed
in the archipelago.
4.4 The zero-crossing period, Tz
As for the significant wave height, the zero-crossing period,
Tz, is one of the oldest wave parameters. Based on theoretical
arguments about the Gaussian distribution of the water level
displacement, it can be calculated from the spectral moments
as Tm02 (Eq. 3). Since this connection is based on theoret-
ical assumptions, it might not be valid for atypical spectral
shapes, such as the ones found in the archipelago.
We compared these two definitions of the zero-crossing
period using a linear fit to the P80 data sets. For the GoF
data, the two definitions agreed well, with a linear fit giv-
ing a proportionality coefficient of 1.02. For the Suomenlinna
(T2) data, the linear fit was Tz = 1.04Tm02 (Fig. 6c), meaning
that the traditional definition of the zero-crossing period was
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Figure 8. The wave height of the single highest wave (Hmax, a) and the maximum crest height (ηmax, b) relative to the significant wave
height, Hs, at Suomenlinna (T2).
quite robust and coincided well with the one calculated from
the spectral moments over a wide range of spectral shapes. In
the Suomenlinna (T2) data the ratio Tz/Tm02 was only weakly
correlated with the κ2 narrowness parameter (r =−0.18). A
linear fit (Tz/Tm02 = 1.05− 0.04κ2) still gave almost unity
for a theoretical narrowband spectrum (κ2 = 1).
The ratio Tz/Tm02 at Suomenlinna (T2) was also correlated
with the dimensionless depth kph (r =−0.16). The expla-
nation for this, possibly spurious, correlation might be the
same as for the significant wave height, namely that more
sheltering results in both a wider spectrum and a deeper di-
mensionless depth. Nonetheless, the sign of the correlation
was what would be expected if the variations were really ex-
plained by the variations in dimensionless depth. The reason
for the slight 4 % bias at Suomenlinna (T2) was therefore left
undetermined.
4.5 Finding a characteristic frequency, fc
Often the full spectrum is not available, and the character-
istics of the wave field are described using a limited set of
integrated parameters. If directionality is ignored, the choice
is usually a measure for the height and a measure for the
length, or equally well the frequency. A unimodal spectrum,
for example, is quite well described by the significant wave
height and the peak frequency. Nevertheless, the flat spectral
shape in the archipelago leads to a low stability of the peak
frequency. The mean frequency, again, is stable but biased
compared to the peak frequency for the more unimodal spec-
tra in the outer archipelago.
Young (1995) proposed a definition for the peak fre-
quency, f qp , that is based on a weighted mean integral of the
spectrum (Eq. 6). This expression has a free parameter, q,
that needs to be determined. We set out to study if any ex-
ponent of q could produce a characteristic frequency (hence-
forth, fc) that would be more stable than simply taking the
argument maximum of the spectrum but still would not be
as biased as fm compared to the peak frequency. The chal-
lenge in choosing a value for q is that minimising the scatter
suggests low values for q (with q=1 resulting in fm), while
minimising the bias compared to fp requires a high value for
q. To determine a best estimate, we defined an error function:
Er(q)=
[
〈fp− f qp 〉2+
(
σ(f
q
p )
)2] 12
, (20)
where 〈·〉 denotes the mean and σ is the standard deviation.
In other words, it is the norm of the bias and the standard
deviation of f qp .
We determined this error function for each location sep-
arately using the P80 data set. The minimum was achieved
between q = 3 and q = 5, with the exception of the shel-
tered archipelago sites (q = 2–3). These values are in line
with q = 4 of Young (1995) but lower than q = 8 of Sobey
and Young (1986), which the authors recommended for an
alternative definition of the peak frequency.
In addition to a best estimate of q = 4 we compared the
peak frequency to f qp using the values q = 1 and q = 10. As
a metric quantifying how different candidates for fc char-
acterise the spectrum, we determined the relative amount of
energy that is carried by waves below the characteristic fre-
quency, i.e.
E0(fc)= 1
m0
 fc∫
0
E(f )df
 . (21)
In the GoF data roughly 65 % of the energy was below the
mean frequency regardless to the wind direction (E0(fm)≈
0.65, Fig. 9c). For the peak frequency, the respective value
was 29 %, but it varied with the wind direction, being as high
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as 40 % for southerly winds. The southerly wind sector pro-
duces waves that are unaffected by the narrow fetch geome-
try of the gulf. They should therefore most closely resemble
classic fetch-limited spectra, although they might still be af-
fected by swell propagating along the gulf, especially from
the Baltic Proper in the west. With a choice of q = 4 the in-
tegrated parameter f qp agreed well with the peak frequency
for southerly winds in the GoF data set (Fig. 9c). For other
wind directions, where the narrow fetch effects came into
play, f q=4p resulted in slightly higher frequency estimates
compared to fp (Fig. 9c). Since the most dominant wind di-
rections are along the axis of the Gulf, it is clear that f q=4p
does not produce an unbiased estimate in a general sense. A
choice of q = 10 introduced practically no bias, and it can
therefore be used as an alternative definition for the peak fre-
quency (Table , Fig. 9c).
For Suomenlinna (T2), f q=4p also showed a good general
agreement with the peak frequency, and the mean value of
E0(f
q=4
p )was almost identical (35 % vs. 34 %) to the one de-
termined for the GoF (Fig. 9b and d). The energy below the
mean frequency was, on average, only 60 %, but this value
depended strongly on the wind direction. For the southerly
winds – where the spectral shape was most peaked – E0(fm)
agreed with the GoF data. For the wider spectra of the other
wind directions, the two sites disagreed; especially for east-
ern winds the amount of energy below the mean frequency
was only slightly above 50 %, which would be the value for
a theoretical white noise spectrum. Also E0(f
q
p ) varied with
the wind direction for both q = 4 and q = 10. Even though
a similar variation was seen also in the GoF, the easterly
wind directions at Suomenlinna (T2) produced wave spec-
tra where, on average, only 20 % of the energy was below
the peak frequency – a situation that was not possible at the
GoF.
Choosing q = 4 resulted in E0(fc) being roughly between
30 % and 40 % at both in the open sea (GoF) and in the
archipelago (Suomenlinna, T2). While the integrated defini-
tion using q = 4 was not identical to the peak frequency, it
had the advantage of describing a similar characteristic fea-
ture in both locations. Namely, in a mean sense, 30 %–40 %
of the wave energy was contained by waves with a frequency
lower than fc. A consistency in this respect might be impor-
tant for constructing an accurate analytical parameterisation
of the archipelago spectrum. Using q = 10 is attractive as its
bias with respect to the peak frequency was small at all loca-
tions (Table ). On the other hand, the scatter (as measured by
the standard deviation) was only reduced slightly compared
to the peak frequency.
5 Discussion
5.1 Direct implications
The spectral shape affected the relation between the different
definitions of the significant wave height (H1/3 vs. Hs). The
ratio H1/3/Hs varied, in a mean sense, as a function of the
spectral narrowness κ2 (Fig. 7a). Regardless of the scatter,
this connection suggested a decreased height of the highest
single waves compared to the total variance for a wider spec-
trum. The highest single wave Hmax/Hs was, indeed, sta-
tistically lower at Suomenlinna (T2) compared to the open
sea (Table 3). A connection to κ2 was also found (Fig. 7b),
although with a very weak correlation (r = 0.15). The low
correlation between the highest single wave and the spec-
tral width might partly be explained by the higher number
of waves associated with a wider spectrum: a wide spectrum
would suggest a low maximum wave, while the accompany-
ing increase in the number of single waves in the time series
(N ) has an opposite effect. If the average values at Suomen-
linna (T2) are viewed as a function of the wind direction (as
d.o.f.(m0) in Fig. 6a), the relevant parameters had a variation
of 494≤N ≤ 577 and 1.54≤Hmax/Hs ≤ 1.60 (not shown).
Assuming a single Rayleigh distribution, the variation in N
would cause a difference of 1.1 % in estimates for Hmax/Hs,
which is a similar order of magnitude to the observed varia-
tion in the average value of Hmax/Hs (3.9 %).
The reduction of the single highest wave in a wider spec-
trum has been explained by the de-correlation of the follow-
ing crests and troughs: a deep trough is less likely to be
followed by a high wave crest, even if the maximum and
minimum water levels are not affected (e.g. Tayfun, 1983).
This is also supported by our data, since we found no con-
nection between the crest (or trough) heights and the spec-
tral width. Goda (1970) found that in computer-simulated
data the height of the single waves followed a Rayleigh dis-
tribution regardless of the spectral width (as quantified by
ε of Cartwright and Longuet-Higgins, 1956). Nevertheless,
based on a very extensive data set, Casas-Prat and Holthui-
jsen (2010) pointed out that the use of other distributions can
have an advantage over the Rayleigh distribution for large
numbers ofN . Further research is needed to resolve the open
questions regarding the affect of spectral width on the distri-
bution of the height of single waves.
The d.o.f. of the wave variance (m0) closely reflected the
spectral width, and they seemed to correlate well with the
narrowness parameter κ2 (Fig. 5). Wider (flatter) spectra had
more degrees of freedom, which lead to smaller confidence
limits for the measured significant wave height (Table 2). It
follows that when evaluating a wave model in archipelago
conditions, a constant performance will lead to a smaller
scatter index (or normalised root-mean-square error) inside
the archipelago compared to the open sea. The peak fre-
quency, again, is a very noisy parameter for the flat spectral
shape found in the archipelago. This noise is connected to the
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Figure 9. The characteristic wave frequency fc = f qp compared to fp for different values of q at the open sea (GoF, left column) and in the
middle of the archipelago (Suomenlinna (T2), right column). Note that fm is identical to f
q=1
p .
sampling variability of a spectrum that has a wide frequency
range with an almost constant variance density – the peak
frequency is determined by the variability of the peaks in
this region. A theoretical perfect model would therefore show
an increased accuracy for the significant wave height when
moving through the archipelago, while conversely showing a
decrease in the accuracy in the peak frequency. We do, how-
ever, want to point out that the latter effect is much stronger.
5.2 Parameterising the spectrum
Section 4.5 was dedicated to finding a good characteris-
tic frequency for the varying wave conditions encountered
in the archipelago. Equation (6) with q = 4 was proposed
as a balanced choice between the mean frequency’s stabil-
ity and the peak frequency’s skill in identifying the energy-
dominated part of the spectrum. Nonetheless, simply redefin-
ing the peak frequency in traditional spectral parameteri-
sation (such as JONSWAP; Hasselmann et al., 1973) does
not make archipelago wave spectra comparable with tradi-
tional unimodal open-sea spectra. Especially engineering ap-
proaches that are a function of (Hs, fp) or (Hs, fm) will not
be reasonable for any choice of a characteristic frequency.
The overall results of this study showed that general
archipelago conditions need to be quantified using at least
three parameters. If the total energy is known, a frequency
will give – in some sense – the location where the energy of
the wave spectrum is concentrated. The spectral width, again,
quantifies how narrowly the energy is distributed around
this frequency. Traditionally the variation in spectral width
has been relatively small, but in an archipelago setting it
is dominant. Clearly, advancing our knowledge of waves in
archipelagos hinges on the development of an analytical pa-
rameterisation for the archipelago type spectrum. Both fc
and κ2 have shown desirable properties in regards to stability
and descriptive power. The triplet (Hs, fc, κ2) can therefore
serve as a starting point for further studies, and the analytical
expression can then consequently be used to derive practical
formulas for wave bottom interaction. Even before a param-
eterisation of the archipelago wave spectrum has been estab-
lished, wave model studies (and other comparative analyses)
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Table 4. The mean values and the scatter (standard deviation) of the characteristic wave frequency fc := f qp for three different values of q
(see Eq. 6) compared to that of the peak frequency, fp. Note that f
q
p = fm for q = 1.
All data Data set P80
〈fc〉/〈fp〉 σ(fc)/σ (fp) 〈fc〉/〈fp〉 σ(fc)/σ (fp)
Name (code) q = 10 q = 4 q = 1 q = 10 q = 4 q = 1 q = 10 q = 4 q = 1 q = 10 q = 4 q = 1
Gulf of Finland (GoF) 1.01 1.04 1.23 0.96 0.92 0.73 1.00 1.02 1.26 0.95 0.87 0.79
Outer archipelago
Harmaja (O1) 1.00 1.02 1.19 0.94 0.85 0.52 1.00 1.01 1.18 0.82 0.68 0.54
Isosaari (O2) 1.00 1.03 1.18 0.94 0.88 0.60 1.00 1.02 1.21 0.94 0.90 0.85
Berggrund (O3) 1.01 1.04 1.19 0.95 0.86 0.58 1.01 1.03 1.25 0.90 0.87 0.91
Transition zone
Itä-Villinki (T3) 1.01 1.05 1.27 0.94 0.88 0.57 1.02 1.09 1.33 0.87 0.76 0.57
Länsikari (T1) 1.00 1.03 1.23 0.92 0.84 0.57 1.00 1.03 1.28 0.87 0.79 0.78
Suomenlinna (T2) 1.01 1.04 1.16 0.93 0.83 0.45 1.01 1.04 1.26 0.90 0.85 0.72
Inner archipelago
Jätkäsaari (I3) 1.01 1.05 1.16 0.90 0.77 0.38 1.01 1.09 1.24 0.80 0.59 0.27
Hernesaari (I1) 1.01 1.05 1.18 0.90 0.79 0.48 1.01 1.05 1.21 0.85 0.73 0.44
Ruumiskari (I2) 1.01 1.04 1.15 0.90 0.75 0.36 1.04 1.15 1.48 0.93 0.81 0.35
Sheltered archipelago
Koivusaari (S1) 1.00 1.00 0.97 0.89 0.73 0.35 1.00 1.00 0.97 0.83 0.58 0.27
Ramsinniemi (S2) 1.00 0.99 0.94 0.92 0.75 0.36 0.99 0.98 0.89 0.85 0.71 0.38
Vuosaaren satama (S3) 1.00 0.98 0.91 0.84 0.64 0.32 0.99 0.98 0.91 0.85 0.68 0.29
Talosaari (S4) 1.00 0.99 0.90 0.88 0.68 0.35 0.99 0.98 0.87 0.91 0.77 0.38
can benefit by expanding the validation to cover the afore-
mentioned triplet.
5.3 Limitations of the data set
This study was done using the most extensive wave data set
that is available from dense archipelago areas. Still, since
the material was not primarily collected for fundamental re-
search purposes, it has a few limitations. The first limita-
tion is the sheltered archipelago locations (S1–S4), where the
standard 40 cm wave buoy was unable to capture the entire
spectrum because of the very low wave conditions. Visually,
the spectra from the sheltered archipelago are qualitatively
consistent with the rest of the data (Fig. 3). The missing
spectral tail, however, rendered quantitative metrics – such
as the degrees of freedom or the κ2 narrowness parameter
– unreliable (Table 2). The challenges caused by low wave
heights inside the archipelago were mitigated by appropri-
ately analysing the long time series at Suomenlinna (T2),
since these data contained almost the full range of the dif-
ferent spectral shapes. Instead of actual geographical sites,
we could then use the wind direction as a proxy for different
amounts of sheltering (Fig. 4).
The second limitation is the short duration of the mea-
surements in 12 of the 14 locations (Table 1). Since the
measurements were mostly made during the autumn, they
are comparable to each other, and also representative of the
harsher wave conditions of the area. While short, the data
show a consistent transition of the spectral shape through-
out the archipelago (Fig. 3). Also, the shortest time series
(T1) is in close proximity to the longest time series (T2), and
the results from the two locations agree well, both visually
(Fig. 3) and quantitatively (Table 2). All in all, the quality of
the available data was sufficient to reach the objectives of the
study and to support our conclusions.
6 Conclusions
An extensive field measurement campaign consisting of
wave buoy measurements from 14 locations was performed
in the Helsinki archipelago during 2012–2018. Multi-year
time series were available from two operational wave buoys
in the middle of the Gulf of Finland (GoF) and in the middle
of the archipelago (Suomenlinna, T2). Measurements from
the other sites in the archipelago lasted for about a month.
These measurements were used to study the shape of the
wave spectrum in the archipelago and the consequences that
the variations in the spectrum have for derived wave param-
eters.
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The mean spectral shape in the middle of the GoF was uni-
modal with a distinct peak. No peak was identifiable close
to the shoreline, where the spectrum was best described by
a wide energy-carrying range with almost constant variance
density. At Suomenlinna (T2), located in between these two
extremes, the spectral shape varied strongly with the wind
direction because of the anisotropic fetch conditions. For
south-westerly, and especially southerly, winds, the spectral
shape was peaked. For easterly winds, the spectral shape was
wide, being close to that of the sites near the shore. The wide
spectral shape in the archipelago was not created by swell,
since even the longer waves travelled slower than the wind.
Rather, the spectra reflected complex wind sea conditions
where waves grow from different fetches and are attenuated
by the islands.
The mean shape of the spectra was well quantified by the
spectral narrowness parameter (κ2) of Battjes and van Vled-
der (1984), but a scatter still persisted. The width parameter
ν of Longuet-Higgins (1975) had no predictive value, pos-
sibly because of the challenges imposed by measuring the
short waves in the archipelago with wave buoys. The spec-
tral width was also connected to the degrees of freedom of
the wave variance (m0), with a wider spectrum having more
degrees of freedom. As a direct consequence, the confidence
limits for the measured significant wave height are lower in-
side the archipelago compared to the open sea (Table 2).
The spectral shape affected the ratio H1/3/Hs, with a
wider spectrum resulting in a lower ratio (Hs was defined
using the variance). The ratio between the two definitions
of significant wave height was determined to be H1/3 =
0.881Hs at Suomenlinna (T2), but the ratio varied as a func-
tion of the spectral narrowness κ2 (Fig. 7a). The effect of the
spectral shape on the ratio Tz/Tm02 = 1.04 was weak.
The highest single wave Hmax/Hs was, on average, 1.58
at Suomenlinna (T2), which is lower both compared to the
open-sea measurements at GoF (1.61) and to estimates using
the literature (1.67–1.84, Table 3). Our results suggest that
the deviation in Hmax/Hs from previous studies is mainly
caused by a wider spectral shape (Fig. 7b), not by the finite
water depth. Nevertheless, the weak correlation found in the
data can offer no solid conclusions, and the issue warrants
further research.
The traditional peak frequency, fp, was practically unde-
finable in the archipelago. As a compromise between scat-
ter and bias with respect to fp, the integrated frequency
weighted by E(f )4 was proposed as a characteristic fre-
quency, fc. This definition was applicable over a wide range
of wave conditions, and it functioned as a non-biased esti-
mate for fp in a wide fetch geometry. Nevertheless, a proper
parameterisation of the archipelago wave field cannot be ob-
tained using only two parameters (e.g. Hs and fc), but the
triplet (Hs, fc, κ2) seems like a promising candidate for de-
veloping an analytical form of a wave spectrum that covers
also archipelago conditions.
Data availability. The data are available through the following
DOI: https://doi.org/10.5281/zenodo.3482304 (Björkqvist et al.,
2019b).
Author contributions. JVB initiated the study based on previous
conceptualisations of KK and HP. KK and JVB took part in de-
signing the field measurements. JVB produced the methodology
and performed the analysis. JVB did the visualisation. JVB wrote
the article with contributions from HP and KK. HP supervised the
study.
Competing interests. The authors declare that they have no conflict
of interest.
Acknowledgements. We want to acknowledge the work done by the
technical staff at FMI, namely Tuomo Roine, Heini Jalli, and Ri-
ikka Hietala. The efforts of Hannu Jokinen in processing the raw
wave buoy data are also gratefully acknowledged. Most of the wave
buoy observations in this study have been collected through work
commissioned by the city of Helsinki. The data is used in this paper
with their kind permission. We thank the anonymous reviewers for
their constructive critique and comments. They helped us improve
our article.
Financial support. This research has been supported by the Uni-
versity of Helsinki and the Svenska Kulturfonden (grant no.
17/103386).
Review statement. This paper was edited by Judith Wolf and re-
viewed by two anonymous referees.
References
Anderson, J. D., Wu, C. H., and Schwab, D. J.: Wave climatology
in the Apostle Islands, Lake Superior, J. Geophys. Res.-Oceans,
120, 4869–4890, https://doi.org/10.1002/2014JC010278, 2015.
Banner, M. L.: Equilibrium Spectra of Wind Waves, J.
Phys. Oceanogr., 20, 966–984, https://doi.org/10.1175/1520-
0485(1990)020<0966:ESOWW>2.0.CO;2, 1990.
Battjes, J. A. and van Vledder, G. P.: Verification of Kimura’s
Theory for Wave Group Statistics, in: Proc. 19th Int.
Conf. Coastal Engineering, 642–648, ASCE, New York,
https://doi.org/10.1061/9780872624382.044, 1984.
Björkqvist, J.-V., Pettersson, H., Laakso, L., Kahma, K. K., Joki-
nen, H., and Kosloff, P.: Removing low-frequency artefacts from
Datawell DWR-G4 wave buoy measurements, Geosci. Instrum.
Method. Data Syst., 5, 17–25, https://doi.org/10.5194/gi-5-17-
2016, 2016.
Björkqvist, J.-V., Tuomi, L., Fortelius, C., Pettersson, H., Tikka,
K., and Kahma, K. K.: Improved estimates of nearshore wave
conditions in the Gulf of Finland, J. Mar. Syst., 171, 43–53,
https://doi.org/10.1016/j.jmarsys.2016.07.005, 2017a.
www.ocean-sci.net/15/1469/2019/ Ocean Sci., 15, 1469–1487, 2019
1486 J.-V. Björkqvist et al.: The wave spectrum in archipelagos
Björkqvist, J.-V., Vähäaho, I., and Kahma, K. K.: Spectral field
measurements of wave reflection at a steep shore with wave
damping chambers, in: WIT Transactions on the Built Environ-
ment, 170, 185–191, https://doi.org/10.2495/CC170181, 2017b.
Björkqvist, J.-V., Vähä-Piikkiö, O., Alari, V., Kuznetsova, A.,
and Tuomi, L.: WAM, SWAN and WAVEWATCH III in
the Finnish archipelago – the effect of spectral perfor-
mance on bulk wave parameters, J. Oper. Oceanogr., 1–16,
https://doi.org/10.1080/1755876X.2019.1633236, 2019a.
Björkqvist, J.-V., Pettersson, H., and Kahma, K.: Wave
and wind data from the Helsinki archipelago and Gulf
of Finland (Version Version1) [Data set], Zenodo,
https://doi.org/10.5281/zenodo.3482304, 2019b.
Cartwright, D. and Longuet-Higgins, M. S.: The Statistical Distri-
bution of the Maxima of a Random Function, P. R. Soc. London,
237, 212–232, 1956.
Casas-Prat, M. and Holthuijsen, L. H.: Short-term statistics of
waves observed in deep water, J. Geophys. Res.-Oceans, 115,
1–20, https://doi.org/10.1029/2009JC005742, 2010.
Donelan, M. A. and Pierson, W. J.: The Sampling Vari-
ability of Estimates of Spectra of Wind-Generated
Gravity Waves, J. Geophys. Res., 88, 4381–4392,
https://doi.org/10.1029/JC088iC07p04381, 1983.
Donelan, M. A., Hamilton, J., and Hui, W. H.: Directional Spectra
of Wind-Generated Waves, Philos. T. Roy. Soc. A, 315, 509–562,
https://doi.org/10.1098/rsta.1985.0054, 1985.
Eldeberky, Y.: Nonlinear transformation of wave spectra in the
nearshore, PhD thesis, Delft University of Technology, 1996.
Forristall, G. Z.: On the statistical distribution of wave
heights in a storm, J. Geophys. Res., 83, 2353,
https://doi.org/10.1029/JC083iC05p02353, 1978.
Goda, Y.: Numerical experiments on wave statistics with spectral
simulation, Report of the Port and Harbour Research Institute,
Ministry of Transport, Nagase, Yokosuka, Japan, 9, 3–57, 1970.
Hardy, T. A. and Young, I. R.: Field study of wave attenuation
on an offshore coral reef, J. Geophys. Res., 101, 14311–14326,
https://doi.org/10.1029/96JC00202, 1996.
Hasselmann, K., Barnett, T. P., Bouws, E., Carlson, H., Cartwright,
D. E., Enke, K., Ewing, J. A., Gienapp, H., Hasselmann, D. E.,
Kruseman, P., Meerburg, A., Muller, P., Olbers, D. J., Richter, K.,
Sell, W., and Walden, H.: Measurements of Wind-Wave Growth
and Swell Decay during the Joint North Sea Wave Project
(JONSWAP), Ergnzungsheft zur Deutschen Hydrographischen
Zeitschrift Reihe, A(8), p. 95, 2710264, 1973.
Janssen, P. A. E. M.: Nonlinear Four-Wave Inter-
actions and Freak Waves, J. Phys. Oceanogr.,
33, 863–884, https://doi.org/10.1175/1520-
0485(2003)33<863:NFIAFW>2.0.CO;2, 2003.
Kahma, K. K.: On a two-peak structure in steady-state fetch-limited
wave spectra, Licentiate thesis in Geophysics, University of
Helsinki, p. 75, 1979.
Kahma, K. K.: A Study of the Growth of the
Wave Spectrum with Fetch, J. Phys. Oceanogr.,
11, 1503–1515, https://doi.org/10.1175/1520-
0485(1981)011<1503:ASOTGO>2.0.CO;2, 1981.
Kahma, K. K. and Calkoen, C. J.: Reconciling Discrepan-
cies in the Observed Growth of Wind-generated Waves, J.
Phys. Oceanogr., 22, 1389–1405, https://doi.org/10.1175/1520-
0485(1992)022<1389:RDITOG>2.0.CO;2, 1992.
Kahma, K. K., Björkqvist, J.-V., Johansson, M. M., Jokinen,
H., Leijala, U., Särkkä, J., Tikka, K., and Tuomi, L.: Tur-
valliset rakentamiskorkeudet Helsingin rannoilla 2020, 2050 ja
2100, Tech. rep., 96, City of Helsinki, Real Estate Department,
Geotechnical Division, available at: http://www.hel.fi/static/kv/
turvalliset-rakentamiskorkeudet.pdf (last access: 11 Novem-
ber 2019), 2016.
Kitaigorodskii, S. A.: On the Theory of the Equilibrium
Range in the Spectrum of Wind-Generated Gravity Waves,
J. Phys. Oceanogr., 13, 816–827, https://doi.org/10.1175/1520-
0485(1983)013<0816:OTTOTE>2.0.CO;2, 1983.
Lenain, L. and Melville, W. K.: Measurements of the direc-
tional spectrum across the equilibrium-saturation ranges of wind-
generated surface waves, J. Phys. Oceanogr., 47, 2123–2138,
https://doi.org/10.1175/JPO-D-17-0017.1, 2017.
Longuet-Higgins, M. S.: On the Statistical Distribution of the
Heights of Sea Waves, J. Mar. Res., 11, 245–266, 1952.
Longuet-Higgins, M. S.: On the Join Distribution of the Periods
and Amplitudes of Sea Waves, J. Geophys. Res., 80, 2688–2694,
https://doi.org/10.1029/JC080i018p02688, 1975.
Longuet-Higgins, M. S.: On the distribution of the
heights of sea waves: Some effects of nonlinearity
and finite band width, J. Geophys. Res., 85, 1519,
https://doi.org/10.1029/JC085iC03p01519, 1980.
Mazarakis, N., Kotroni, V., Lagouvardos, K., and Bertotti, L.:
High-resolution wave model validation over the Greek mar-
itime areas, Nat. Hazards Earth Syst. Sci., 12, 3433–3440,
https://doi.org/10.5194/nhess-12-3433-2012, 2012.
Onorato, M., Osborne, A. R., and Serio, M.: Extreme wave events
in directional, random oceanic sea states, Phys. Fluids, 14, 3–6,
https://doi.org/10.1063/1.1453466, 2002.
Orear, J.: Least squares when both variables have
uncertainties, American J. Phys., 50, 912–916,
https://doi.org/10.1119/1.12972, 1982.
Pettersson, H.: Wave growth in a narrow bay, PhD thesis, University
of Helsinki, 2004.
Pettersson, H., Kahma, K. K., and Tuomi, L.: Wave Direc-
tions in a Narrow Bay, J. Phys. Oceanogr., 40, 155–169,
https://doi.org/10.1175/2009JPO4220.1, 2010.
Pettersson, H., Lindow, H., and Brüning, T.: Wave climate in the
Baltic Sea 2012, Tech. rep., available at: http://www.helcom.
fi/Documents/Balticseatrends/Environmentfactsheets/Wave_
climate_in_the_Baltic_Sea_2012_BSEFS2013.pdf (last access:
11 November 2019), 2013.
Phillips, O. M.: The equilibrium range in the spectrum
of wind-generated waves, J. Fluid Mech., 4, 426–434,
https://doi.org/10.1017/S0022112058000550, 1958.
Pierson, W. J. and Marks, W.: The power spectrum analysis of
ocean-wave records, EOS T. Am. Geophys. Un., 33, 834–844,
https://doi.org/10.1029/TR033i006p00834, 1952.
Pierson, W. J. and Moskowitz, L.: A proposed spectral form
for fully developed wind seas based on the similarity the-
ory of S. A. Kitaigorodskii, J. Geophys. Res., 69, 5181–5190,
https://doi.org/10.1029/JZ069i024p05181, 1964.
Serio, M., Onorato, M., Osborne, A. R., and Janssen, P. A. E. M.: On
the computation of the Benjamin-Feir Index, Nuovo Cimento C,
28, 893–903, https://doi.org/10.1393/ncc/i2005-10134-1, 2005.
Sobey, R. J. and Young, I. R.: Hurricane Wind Waves–A
Discrete Spectral Model, in: Journal of Waterway, Port,
Ocean Sci., 15, 1469–1487, 2019 www.ocean-sci.net/15/1469/2019/
J.-V. Björkqvist et al.: The wave spectrum in archipelagos 1487
Coastal and Ocean Engineering, 112, 370–389, ASCE,
https://doi.org/10.1061/(ASCE)0733-950X(1986)112:3(370),
1986.
Soukissian, T. H., Prospathopoulos, A. M., and Diamanti,
C.: Wind and Wave Data Analysis for the Aegean Sea
– Preliminary Results, J. Atmos. Ocean Sci., 8, 163–189,
https://doi.org/10.1080/1023673029000003525, 2004.
SPM: Shore Protection Manual, Vol. I, Dept. of the Army,
Waterways Experiment Station, Corps of Engineers,
Coastal Engineering Research Center„ available at:
http://www.biodiversitylibrary.org/item/102420 (last access:
11 November 2019), 1984.
Tayfun, M. A.: Effects of spectrum band width on the distribu-
tion of wave heights and periods, Ocean Eng., 10, 107–118,
https://doi.org/10.1016/0029-8018(83)90017-3, 1983.
Toba, Y.: Local balance in the air-sea boundary processes – I. on
the growth process of wind waves, J. Oceanogr. Soc. Jpn., 28,
109–120, https://doi.org/10.1007/BF02109772, 1972.
Toba, Y.: Local balance in the air-sea boundary processes – III. On
the Spectrum of Wind Waves, J. Oceanogr. Soc. Jpn., 29, 209–
220, https://doi.org/10.1007/BF02108528, 1973.
Tuomi, L., Kahma, K. K., and Pettersson, H.: Wave hindcast statis-
tics in the seasonally ice-covered Baltic Sea, Boreal Environ.
Res., 16, 451–472, 2011.
Tuomi, L., Pettersson, H., Fortelius, C., Tikka, K., Björkqvist, J.-V.,
and Kahma, K. K.: Wave modelling in archipelagos, Coast. Eng.,
83, 205–220, https://doi.org/10.1016/j.coastaleng.2013.10.011,
2014.
van der Westhuysen, A. J., van Dongeren, A. R., Groeneweg,
J., van Vledder, G. P., Peters, H., Gautier, C., and van
Nieuwkoop, J. C.: Improvements in spectral wave model-
ing in tidal inlet seas, J. Geophys. Res.-Oceans, 117, 1–23,
https://doi.org/10.1029/2011JC007837, 2012.
Vandever, J. P., Siegel, E. M., Brubaker, J. M., and Friedrichs,
C. T.: Influence of Spectral Width on Wave Height Pa-
rameter Estimates in Coastal Environments, J. Waterw. Port
Coast., 134, 187–194, https://doi.org/10.1061/(ASCE)0733-
950X(2008)134:3(187), 2008.
Young, I. R.: The determination of confidence limits associated with
estimates of the spectral peak frequency, Ocean Eng., 22, 669–
686, https://doi.org/10.1016/0029-8018(95)00002-3, 1995.
www.ocean-sci.net/15/1469/2019/ Ocean Sci., 15, 1469–1487, 2019

IV
©2019 The Authors. CC Attribution 4.0 License.
Reprinted, with kind permission, from 
Journal of Geophysical Research: Oceans, 124, 3097-6119
doi:10.1029/2018JC014904

A New Inverse Phase Speed Spectrum of Nonlinear
Gravity WindWaves
Jan-Victor Björkqvist1 , Heidi Pettersson1 , WilliamM. Drennan2 , and Kimmo K. Kahma1
1Finnish Meteorological Institute, Helsinki, Finland, 2Rosenstiel School of Marine and Atmospheric Science,
University of Miami, Miami, FL, USA
Abstract The rear face of the wave spectrum is described by an equilibrium and a saturation subrange.
Although accurate information about these ranges are highly relevant for wave modeling and many
practical applications, there have been inconsistencies between results originating from temporal and
spatial measurements. These discrepancies have been explained by the Doppler shift and the harmonics of
nonlinear waves. We present high-frequency wave measurements from the Baltic Sea gathered with R/V
Aranda using a wave staff array, which provided directional frequency-wavenumber data. In addition to
the traditional wavenumber and frequency spectra, F(k) and S(𝜔), we also define a new spectrum that is a
function of the inverse phase speed. We denote this spectrum Q(𝜈), where 𝜈 = k𝜔−1. The properties of this
Q-spectrum were studied using data from four different sites. A strongly forced fetch-limited case showed
an equilibrium-to-saturation transition in the Q-spectrum, with less variations in the equilibrium
constants compared to the frequency spectra. The transition to a saturation regime happened around
U𝜈 = 3 in all spectra where an equilibrium range was identified. Most duration-limited spectra had no
equilibrium range in the inverse phase speed domain. The absence of an equilibrium range was consistent
with the wavenumber domain, but the frequency spectra still showed an apparent equilibrium subrange
extending to 𝜔U∕g=5. The consistency of the saturation ranges between the Q-spectrum and the
wavenumber spectrum indicate a weak Doppler shift effect. We deduced that the main factor distorting the
frequency spectra was wave nonlinearities.
PlainLanguage Summary Surface waves are studied by partitioning them according to their
length expressed in wave periods (seconds) or wavelengths (meters). Both approaches should give a
similar descriptions of the waves, but in practice they produce inconsistent results. This limits our
fundamental knowledge of waves and complicates practical applications. Measuring the wave period and
the wavelength simultaneously is difficult, and there are not a lot of good data to study this problem. We
measured the waves in the Baltic Sea from the ship R/V Aranda by recording the water level elevations
using several thin submerged wires. From these observations we could describe the waves using both
wave periods and wavelengths. The central part of our work was presenting the waves in a new way: We
combined the wavelength and period measurements and partitioned the waves according to the speed
which with they travel. The new partitioning shed light on the physical processes responsible for the
discrepancies between the two traditional ways of representing the waves. This new approach might turn
out to be useful, since many properties of the waves—such as the energy transfer from the wind—are
controlled by their speed relative to the wind.
1. Introduction
Finding the proper description of wind generated surface waves is important for wave modeling, remote
sensing, and air-sea interaction studies. Surfacewaves have traditionally been described by the variance den-
sity spectrum, either in the frequency or in the wavenumber domain. While real ocean waves are known to
be nonlinear, the Fourier transform used to determine the wave spectrum still breaks down the data into lin-
ear components. One physical nonlinear wave in, for example, the frequency spectrum is thus described by
its linear harmonics, which are indistinguishable from shorter free-travelingwaveswith the same frequency,
but different phase speed.
Observed wave spectra, in particular, the frequency spectrum, contain significant contributions from non-
linear components that do not follow the linear dispersion (Donelan et al., 1985; Hara &Karachintsev, 2003;
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Janssen, 2009; Leckler et al., 2015). In a study relying on Hamiltonian theory, Janssen (2009) determined
the second-order correction to linear waves both in the wavenumber and frequency domain by including
additional nonlinear terms that had not been accounted for in the previous studies of Barrick and Weber
(1977) and Komen (1980). The author concluded that the second-order nonlinear effects were marginal in
the wavenumber spectrum but distorted the higher part of the frequency spectrum. The results received
experimental verification by Leckler et al. (2015).
What a nonlinear wave and its harmonics have in common is that they all travel with the same phase
velocity—an obvious consequence of them collectively being one physical wave. This motivated us to define
a new wave spectrum that is a function of the inverse phase velocity. For the approach to be fruitful,
one needs to discard the assumptions relying on linear theory. In other words, we need to determine the
frequency-wavenumber spectrum using spatiotemporal wave measurements. Such data can be extracted
from, for example, marine radars (e.g., Lund et al., 2016) or stereo video footage (e.g., Leckler et al., 2015),
and the latter technique has in later years led to studies of the directional frequency-wavenumber spectrum
(Leckler et al., 2015; Peureux et al., 2018). Spatial and temporal wave data can also be acquired simultane-
ously using a large amount of wave staffs (Donelan et al., 1985). As shown by Donelan et al. (1996, 2015),
even a smaller array is sufficient if the time series are processed using a tool suitable for nonstationary
analysis, such as the Wavelet Directional Method (WDM; Donelan et al., 1996).
Regardless of the spectral domain, different regions of the wave spectrum above the spectral peak
have long been described using two subranges: one wind-speed-dependent 𝜔−4 range, and one
wind-speed-independent 𝜔−5 range (𝜔 is the wave frequency). Different theories for the mechanisms caus-
ing the apparent power laws in the respective subranges have been proposed (Banner, 1990; Kitaigorodskii,
1983; Phillips, 1958, 1985; Toba, 1973), but this fundamental question is not yet solved. Nevertheless, the
existence of both subranges—and some kind of transition between them—has been established in several
studies (e.g., Forristall, 1981; Kahma, 1981; Kahma & Calkoen, 1992; Lenain & Melville, 2017; Tamura et
al., 2014). The names for these regions (the equilibrium/saturation range) have historically been used inter-
changeably to refer to either one (or both) of the subranges. We will henceforth call the wind-dependent
𝜔−4 region the equilibrium range. The 𝜔−5 region governing the shorter waves is referred to as the
saturation range.
Theory predicts that there should be a connection between the subranges in the wavenumber and frequency
domain, but fieldmeasurements have revealed inconsistencies where a transition to the saturation subrange
is identifiable only in the wavenumber domain (Lenain & Melville, 2017). Interpreting frequency measure-
ments are especially challenging since, compared to wavenumber measurements, they are more strongly
affected by wave nonlinearities (Janssen, 2009). Moreover, they are also affected by the Doppler shift; the
shorter waves are modulated by ambient currents, the wind induced drift, and the orbital motions of the
longer waves (Banner, 1990; Guimarães, 2018; Kitaigorodskii et al., 1975; Leckler et al., 2015). We note that
while the higher-order harmonics won't be separated from the dominant wave in the new inverse phase
speed spectrum, it will also be modulated by currents.
In this study we aim to compare all three spectral representations of the wave field and have structured the
paper as follows. In section 2 we describe the analysis methods and introduce the different spectra, while
section 3 presents the experimental setup and available data. Section 4 starts by studying the saturation range
in thewavenumber domain; any deviations from this constant in the new inverse phase speedmeasurements
are expected to be caused mainly by the Doppler shift. The section continues with a presentation of the
observed frequency spectra. Finally, we calculate the new inverse phase speed spectrum. The results are
compared to the frequency spectra in an attempt to study the effect of wave non-linearities in the frequency
measurements. We end by discussing and concluding our findings.
2. Analysis Methods
2.1. The Fourier Frequency Spectrum
We define dimensionless quantities for the frequency spectrum:
?̃? = 𝜔U∕g (1)
S̃(𝜔) = S(𝜔)𝜔5∕g2 (2)
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S̃(𝜔)?̃?−1 = S(𝜔)𝜔4∕(Ug), (3)
where 𝜔 = 2𝜋f is the angular frequency, S(𝜔) is the omnidirectional frequency spectrum, and U is the
wind speed. We will call S̃(𝜔) the frequency saturation spectrum and S̃(𝜔)?̃?−1 the frequency equilibrium
spectrum. The equilibrium spectrum is expected to be valid for certain subranges above the spectral peak,
while the saturation spectrum is expected to describe the spectral region above the equilibrium range. These
subranges are often displayed using their respective proportionality constants 𝛼 and 𝛼u:
S(𝜔) ∼ 𝛼g2𝜔−5 (4)
S(𝜔) ∼ 𝛼uUg𝜔−4, (5)
where the wind speed (U) can be given as, for example, the mean 10-m wind speed (U10), or the friction
velocity (u*).
2.2. TheWDM
TheWDM(Donelan et al., 1996) is a tool for nonstationarywave analysis. TheWDMgives information about
thewave energy as a function of time and frequency (actually scale). If data from at least three different wave
staffs are available, the phase lags between the staffs also determine the wavenumber, k, and the direction,
𝜃, of the waves.
We determined the directional frequency spectrum (𝜔, 𝜃) (m2/Hz/rad) by binning the variance in each
time and frequency bin with respect to the direction.
2.2.1. Wavenumber Spectrum
By binning the variance with respect to the wavenumber and the direction, we obtained the directional
wavenumber spectrum Ψ(k) = Ψ(k, 𝜃) (m4/rad).
The omnidirectional wavenumber spectrum, F(k) (m3), is determined as
F(k) = ∫
𝜋
−𝜋
Ψ(k, 𝜃)k d𝜃. (6)
The frequency–wavenumber spectrum F(k, 𝜔) = F(k, 𝜔, 𝜃) (m4/Hz) and its omnidirectional form
∫ 𝜋−𝜋 F(k, 𝜔, 𝜃)kd𝜃 (m3/Hz) were determined by a similar binning technique.
We define dimensionless quantities for the wavenumber spectrum:
k̃ = kU2∕g (7)
B(k) = F(k)k3, (8)
where B(k) is the wavenumber saturation spectrum. As with the frequency spectrum, both the saturation
and the equilibrium ranges can be presented using proportionality constants
F(k) ∼ 𝛼2 k
−3 (9)
F(k) ∼
𝛼u
2 Ug
−0.5k−2.5, (10)
where 𝛼 and 𝛼u are the constants of the frequency spectrum introduced above (see, e.g., Kitaigorodskii,
1983).
2.2.2. Wave Spectrum as a Function of the Inverse Phase Speed
It is possible to assign each wave component a phase speed if both the wavenumber and the frequency are
measured. This is the case when using, for example, the WDM, which can resolve waves with the same
frequency, but different wavenumbers. Nevertheless, we will replace the phase speed with the inverse phase
speed, 𝜈 = c−1, to regain an orientation familiar from traditional wave spectra.
We normalize this new directional spectrum in a similar fashion to the wavenumber domain such that
Q(𝜈) = ∫
𝜋
−𝜋
(𝜈, 𝜃)𝜈 d𝜃 (11)
𝛎 = k
𝜔
(12)
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Table 1
Wind and Wave Conditions for the Different Sites
Run ID Depth (m) Length (h) Date Hs (m) U10 (m/s) U∕cp (-)
15031 68 6.0 08 July 2015 0.61–0.71 1.7–7.0 0.16–0.99
15033 25 3.5 09 July 2015 0.28–0.35 6.1–9.6 1.51–2.88
15034 122 5.5 10 July 2015 0.32–0.43 1.5–6.3 0.29–1.93
15035 122 6.0 10 July 2015 0.47–1.49 6.2–8.8 0.82–1.88
15040 235 4.0 13 July 2015 0.55–0.76 0.0–2.3 0.00–0.33
15042 159 1.5 13 July 2015 0.27–0.32 1.6–2.1 0.26–0.34
15043 121 1.0 13 July 2015 0.26–0.29 0.6–0.7 0.11–0.13
15044 35 5.0 14 July 2015 0.21–0.29 1.7–3.3 0.30–0.61
Note. The length in hours refers to the length of the measurement time series.
𝜈 = |𝛎|, (13)
where 𝜈 is the inverse phase velocity and 𝜈 is its modulus, (𝜈, 𝜃) (m4/(s2rad)) is the directional spectrum,
andQ(𝜈) (m3/s) is the omnidirectional spectrum.Wewill henceforth call the omnidirectional version of this
new spectrum the inverse phase speed spectrum or the Q-spectrum.
To our knowledge this kind of spectrum has not previously been formally defined and examined. To pro-
vide the reader with some intuition we note that for linear waves in deep water 𝜈 = c−1 = 𝜔g−1. This
also means that the inverse phase speed spectrum adds no new information unless frequency-wavenumber
measurements provide the true phase speed of the waves.
The omnidirectional Q-spectrum has dimensionless forms corresponding to 𝜈−4 and 𝜈−5 power laws, which
are analogous to the regimes in the frequency spectrum; the former is a wind speed-dependent equilibrium
range, while the latter is a saturation range scaling only with the gravitational acceleration. Since the nor-
malization of the directional -spectrum is similar as for the wavenumber spectrum, one directional slice
might be expected to follow a 𝜈−6 power law (cf. a k−4 slice in the wavenumber domain). The directional
properties of the -spectrum will, however, not be the focus of this paper.
As with the frequency and wavenumber spectra, we can define dimensionless quantities
?̃? = 𝜈U (14)
Q̃(𝜈) = Q(𝜈)𝜈5g2 (15)
Q̃(𝜈)?̃?−1 = Q(𝜈)𝜈4g2∕U, (16)
where ?̃? is merely U∕c. The two spectra resemble the saturation and equilibrium spectra of the frequency
domain in a natural way with the same proportionality constants 𝛼 and 𝛼u:
Q(𝜈) ∼ 𝛼g−2𝜈−5 (17)
Q(𝜈) ∼ 𝛼uUg−2𝜈−4. (18)
3. Data
3.1. Experimental Setup
The data were collected in the Baltic Sea during R/V Aranda's research expedition in July 2015. The Baltic
Sea is a semienclosed basin with a mean depth of about 50 m. The longest fetches, of around 700 km, are
found in the Baltic Proper. The shorelines are complex and often have dense archipelagos—especially the
Finnish coastline in the north. Table 1 and Figure 1 provides an overview of the eight measurement runs
that form the data set for this study. Each run is denoted with an index from 15031 to 15044.
R/V Aranda was aligned with the wind in the beginning of each measurement. If the discrepancy between
the wind direction and ship direction grew too large (greater than ∼20◦), the ship direction was slowly
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Figure 1.Measurement locations for the 2015 R/V Aranda summer expedition.
realigned with the wind. During Runs 15040 and 15044 the ship was aligned with the swell, since the wind
was very weak (0–2 m/s) with a varying direction.
The full ship motion (6 degrees of freedom) was registered by anMRU6 (Motion Reference Unit). Following
Drennan et al. (1994), a full correction for the movement of the ship was applied to both the wind and the
wave measurements.
3.2. WaveMeasurements
We conducted wave measurements with a wave staff array submerged in front of the bow of a stationary
R/V Aranda (Figure 2). The array had five wave staffs fixed 25 cm apart in the shape of a plus sign. For Run
15042 the wave staffs were 15 cm apart and themiddle staff was removed. A 24-bit QuantumXAD converter
equipped with a Bessel antialiasing filter sampled the data at 200 Hz.
The voltage logged by the capacitive wave staffs were transformed to water level elevations by multiplying
with a calibration coefficient. Some of thewave staffs were calibrated statically, while the rest were calibrated
dynamically by matching the variance to a statically calibrated wave staff.
We calculated the omnidirectional frequency wave spectra from 30-min surface level elevation data of a
single wave staff. The time series were tapered by a Blackman-Harris window, and the final wave spectra
were calculated by averaging elementary bins of the raw fast Fourier transform spectra. The final spectra
had a frequency resolution ofΔ𝜔 = 0.1𝜋 rad/s up to𝜔 = 2𝜋, and a resolution ofΔ𝜔 = 0.2𝜋 rad/s above that.
An example of wave spectra is given in Figure 3a. The wave staff array registered data near Finnish
Meteorological Institute's Bothnian Sea wave buoy (Runs 15034 and 15035), and the wave buoy near the
island Gotland in the Baltic Proper (Run 15044; Figure 1). Both buoys were accelerometer-based Datawell
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Figure 2. A slightly older version of the experimental setup on R/V Aranda (top left). The wave staff array used in this
study (bottom left). A schematic picture over the current experimental setup (right).
Directional Waveriders (Mk-III). The wave spectra calculated from the wave staff data were found to be in
good accord with the wave buoy spectra (Figure 3).
The peak frequency was calculated by a parabolic fit from a spectra where only 31 elementary bins had been
averaged to increase the frequency resolution near the spectral peak. The significant wave height Hs = Hm0
was calculated using an upper integration limit of 20𝜋 rad/s (10 Hz).
3.2.1. Wave Data From the Array
We used the WDM to analyze the simultaneous data from all five wave staffs in the array. The implementa-
tion relied on the code by Donelan et al. (1996, 2015), with minor modifications.
Prior to the application of the WDM we applied a Gaussian filter (25-ms standard deviation and 405-ms
window length) and downsampled the time series to 25 Hz in order to avoid interpreting high-frequency
noise as true water level differences. To minimize spatial aliasing, we also did not use wave staff pairs with
a distance greater than 25 cm. The four remaining 25-cm pairs (see Figure 2) gave four estimates of the
wavenumber and direction at each time and frequency, which we consequently averaged.
We used four voices in addition to the base Morlet wavelets, resulting in 15 logarithmically spaced angular
frequencies (scales) between 0.25𝜋 and 6.35𝜋 rad/s. In practice, we determined the final spectra by binning
the variance as a function of the other desired variables (wavenumber k, inverse phase speed 𝜈, and/or
direction 𝜃). The directional spectra where binned with a resolution Δ𝜃 = 10◦. The wavenumbers and
inverse phase speeds were binned with resolutions of Δk = 1∕12 rad/m Δ𝜈 = 1∕50 s/m. We only used
wavenumbers less than 9 rad/m in the binning of the inverse phase speed spectrum because of the high
noise close to the Nyquist wavenumber.
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Figure 3. (a) The evolution of the wave spectrum at location 15035 over 4 hr (2015-07-10T14:39 to 2015-07-10T18:09). (b) The average spectrum calculated from
the wave staff (black) and a wave buoy located 3.5 km upwind (gray). The blue line shows an 𝜔−4 power law.
3.3. WindMeasurements
Sonic anemometers (Metek USA-1) installed at 10.1 and 16.2 m above sea level provided eddy-covariance
measurements. The lower device was mounted on a horizontal boom projecting from the bow of the ship,
while the other anemometer was installed at the top of a mast near the edge of the bow. Two CO2/H2O
gas analyzers—an open path LI-COR (LI-7500) and an enclosed path LI-COR (LI-7200)—were installed
at both heights and provided humidity fluxes. All six devices were sampled at 10 Hz. An overview of the
experimental setup is shown in Figure 2.
In this paper we used the measurements from the height of 10.1 m. Numerical flow modeling, wind tunnel
measurements with a scaled ship model, and field comparisons have all consistently shown the wind speed
measurements at this height to be 6% too low when the bow was within ±20◦ into the wind direction. This
bias was corrected in the mean wind speed, which we calculated as 30-min averages.
The friction velocity u* was determined from the time series assuming that the stress and wind vectors are
aligned:
u∗ =
(
−u′w′
) 1
2
, (19)
where u′w′ is the momentum flux in the along wind direction. Comparison measurements have indicated
that the flow distortion effects on turbulence are within error limits, which is why we used the friction
velocity as is, following Dupuis et al. (2003)
3.4. Weather Conditions
The data set of this study consists of observations made from R/V Aranda in the Baltic Sea. The wind con-
ditions varied between 0 and 10 m/s, and the significant wave height ranged from 0.2 to 1.5 m. A numerical
overview is available in Table 1, and themeasurement locations can be found in Figure 1.Wewill now briefly
introduce the different runs.
15031 (Gulf of Finland): A 0.2-Hz swell propagated from 240◦ to the entrance of the Gulf of Finland. A
southerly wind rose during the first hours, with the wind speed finally staying
between 5 and 7 m/s for 5 hr. The wind gradually turned toward the southeast,
where the fetch was around 60 km. The significant wave height stayed between 0.6
and 0.7 m, while the inverse wave age, U∕cp, fluctuated around 0.8 because of the
swell.
15033 (Archipelago Sea):The wind speed was initially 9–10 m/s, but slowly decayed to 6 m/s while main-
taining a direction around 200◦. The fetch to the nearest island was about 2 km, but
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Figure 4. The measured dispersion relation. The solid lines (a) shows the mean values (U∕cp>0.8) of the dispersion
curves calculated for three different runs, and the circles denote the mean of the peak frequencies. The dashed lines (b)
show the dispersion curves determined from a two 30-min time series where the spectrum is double peaked. The black
circles are the spectral peaks approximated from the Wavelet Directional Method spectrum. The gray dotted line is the
theoretical linear dispersion curve.
a narrow passage in the southern direction had a fetch around 14 km. The waves
were strongly forced (U∕cp=1.5–2.9).
15034 (Bothnian Sea): During the first 3 hr the wind speed was less than 3 m/s and the waves were swell
(U∕cp ∼ 0.3). By the time the inverse wave age exceeded 0.8 the wind had turned
from the east to the north. The northerly wind kept rising, ending up at 6 m/s.
15035 (Bothnian Sea): 15035 was from the same location as the previous run, and directly followed it. A
northerly duration-limitedwave system developed. Thewind speedwas 7–8m/s the
first 3 hr; the significant wave height grew from 0.5 to 0.9 m. After a 1-hr dip to 6
m/s, the wind speed continued at 8–9 m/s for two more hours, finally growing the
significant wave height to 1.5 m and the peak frequency to 0.2 Hz. The inverse wave
age was between 0.8 and 1.9.
15040 (Baltic Proper): With no wind for the first two and a half hours, R/V Aranda was aligned with a
0.2-Hz northerly swell. For the last hours a 2-m/s northerly wind generated a 1.5-Hz
wind sea.
15042 (Baltic Proper): This station was located 15 km west of 15040. The main part of the wave field was
a 0.3 m northerly swell at 0.2–0.3 Hz, resulting in an inverse wave age of 0.3. The
speed of the northerly wind was 2 m/s.
15043 (Baltic Proper): This 1-hr measurement was made 12 km west of 14042. The same northerly swell
still dominated; the wind speed was below 1 m/s.
15044 (Gotland): The wind speed from the east and north-east was 2–3 m/s. The dominant wave
systemwas a 0.2 m swell at 0.2–0.3 Hz coming from north-north-east. The wind sea
evolved from 1.5 Hz to around 0.6 Hz over the course of 6 hr; the total significant
wave height rose to 0.3 m. The inverse wave age was constantly below 0.8 because
of the swell, but the wind sea was actively forced the entire time.
4. Results
4.1. The Dispersion Relationship and Directional Properties
In Figure 4a we show the measured mean dispersion relation for three stations that have the highest wind
speeds and most well-defined conditions. The duration-limited case (15035) differ more from the linear
relation compared to the fetch-limited cases (15031 and 15033). A comparison between runs 15031 and
15033 also show that the deviation from the linear dispersion is not tied to a certain multiple of the peak
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Figure 5. The directional frequency spectrum multiplied by 𝜔5 (a) and a frequency slice F(k, 𝜔=4𝜔p, 𝜃)k (b) as seen by
the Wavelet Directional Method (spectrum 15035 [1]). The black dashed line marks 𝜔=4𝜔p. The red line marks the
linear dispersion shell.
frequency, since their mean dispersion curves overlap for higher frequencies even though their mean peak
frequency differ. The variance with respect to the peak can also readily be seen from run 15031, where the
mean value of the peak frequency is closer to that of run 15035, but themean dispersion curve for the higher
frequencies is close to that of 15033. Figure 4b illustrates the dispersion relation determined from individual
spectra that have a peak frequency of 2 rad/s and a wind sea peaks at around 6–8 rad/s (U10 =2–3 m/s). The
dispersion curves at both peaks are very close to the linear dispersion relation. The instability of the higher
peak is mainly because of the limited frequency resolution in the WDM spectrum.
A deviation from the linear dispersion relation has been found by several authors (e.g., Donelan et al.,
1985, 2015; Hara & Karachintsev, 2003; Wang & Hwang, 2004) and the nonlinearities have been explained
to be caused by bound harmonics. If the full direction frequency-wavenumber spectrum is available, these
harmonics should be visible by examining all the wavenumbers at a certain frequency. This was done explic-
itly by Leckler et al. (2015) and Peureux et al. (2018). The energy of wave components having different
wavenumbers (but the same frequency) are also distinguishable in our measurements, although both the
measurement technique and our analyzing method are different (Figure 5b).
4.2. Wavenumber Saturation Spectrum
We grouped the saturation spectra, B(k) (equation (8)), according to the wind speed, and each spectrum in
Figure 6a thus represents one group average. The individual spectra are shown in Figure 6b. Most averaged
spectra have aB(k) ∝ k0.5 equilibrium slope before saturating at the higherwavenumbers. In the equilibrium
regime the wave energy increases with the wind speed, but the saturation collapse the spectra to a value
of B(k)=5–6·10−3. For wind speeds under 3 m/s the saturation range is not captured in the measurements
because of limitations in the wave staff spacing. The k0.5 slope is still visible, with the exception of the 0- to
1-m/s group. Nevertheless, the scatter in the lower wind speed bins is large (Figure 6b).
An averaging effect is also seen for the wind speed bin 4–5 m/s, where an equilibrium range is present for
two individual spectra, but absent in the average. These spectra belong to run 15034, where the wind turns,
thus resulting in a swell not aligned with the wind.
The data consist of measurements from different geographical conditions (see Figure 1). We therefore
decided to treat the three main sites with the highest wind speeds (15031, 15033, and 15035) separately,
while using the dimensionless wavenumber k̃ = kU2∕g to compare spectra from different wind conditions.
Because of themeasurement noise caused by the limitations in the wave staff spacing, wavenumbers greater
than 4 rad/m were discarded, along with data below the spectral peak kp.
Spectra in both 15031 and 15033 transition from the equilibrium to the saturation regime at about k̃ =
10, with saturation values near 6·10−3 (Figures 7a and 7b). For 15035 the equilibrium regime is visible at
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Figure 6. Saturation spectra B(k) = F(k)k3 for different ranges of the wind speed (a). The individual spectra are shown
in panel (b).
2 < k̃ < 4, but the transition is less clear. The dimensionless wavenumber collapses the spectra also in the
equilibrium regime, a feature especially visible for run 15035.
The spectra calculated using the combined data from all three aforementioned runs collapse well,
although the limited amount of data causes some instability in the mean spectra (Figure 8a). After the
equilibrium-to-saturation transition at around k̃ = 10 this composite data set saturates to B(k)=5.8·10−3,
which means that the Phillips' constant would have a value of 𝛼 = 1.2 · 10−2.
The dimensionless wavenumber can also be defined using the friction velocity, that is, as k∗ = ku2∗∕g. Scal-
ing with the friction velocity also produces a coherent group of spectra saturating at higher values of k*
(Figure 8b). It is challenging to determine an exact point of transition between the regimes, but it falls in
the range of k*=0.01–0.02. This transition point is in line with the findings of Lenain and Melville (2017),
whose results show an equilibrium range extending to k* ≈ 0.01.
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Figure 7. Saturation spectra B(k)=k3F(k) as the function of the dimensionless wavenumber at three different sites
(a–c). The gray dotted lines mark the maximum and minimum values of individual spectra. Only wavenumbers
kp ≤ k ≤ 4 rad/m are included in the average.
4.3. Frequency Equilibrium Spectrum
We grouped the equilibrium spectra S(𝜔)𝜔4∕(Ug) according to the wind speed. Situations with an inverse
wave age under 0.8 were excluded, as were frequencies below the spectral peak. Data from each group
formed a mean spectrum representative for that wind speed range, which we plotted as a function of two
nondimensional angular frequencies, ?̃? = 𝜔U∕g and 𝜔∕𝜔p (Figure 9).
As a function of ?̃? the spectra show two 𝜔−4 power law regions (Figure 9a). The equilibrium range extend
from roughly ?̃?=1–2 to ?̃?=4–5, and its equilibrium level is in line with 𝛼u = 4.5 · 10−3 (found by Kahma,
1981). The only outlier is the highest wind speed class (9–10 m/s, solid black). A connection to the strength
of the forcing (as proposed by Donelan et al., 1985) can be seen when the spectra are binned with respect
to the inverse wave age instead of the absolute wind speed (Figure 9c). An increased forcing lowers the
equilibrium level and increases the transition frequency. As the second 𝜔−4 range will not be considered in
this paper, we simply note in passing that it ranges from approximately ?̃? = 10 to at least ?̃? = 20; this is well
beyond what we can resolve in the wavenumber domain.
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Figure 8. Saturation spectra B(k)=k3F(k) from sites 15031, 15033, and 15035 as the function of the dimensionless
wavenumbers (a) kU210∕g and (b) ku
2
∗∕g. The gray dotted lines mark the maximum and minimum values of individual
spectra. Only wavenumbers kp ≤ k ≤ 4 rad/m are included in the average.
Although the transition point between the different regimes cannot be determined unequivocally, most of
the spectra show a shift around ?̃? =4–5, which is consistent with ?̃? = 5 determined by Kahma and Calkoen
(1992). The two 𝜔−4 ranges are connected by a transition slightly slower than 𝜔−5. Banner (1990) attributed
the deviation from the𝜔−5 form of Phillips (1958) to theDoppler shift, but later studies have determined that
this effect is relatively small (Guimarães, 2018; Leckler et al., 2015; Peureux et al., 2018), and the presence
of nonlinear harmonics have been offered as the explanation (e.g., Hisaki & Tokuda, 1995; Janssen, 2009).
The picture is less clear when the frequencies are scaled with respect to𝜔p (Figure 9b). For the highest wind
speeds (U > 7 m/s) it is possible to interpret the spectra to have an equilibrium range ending at 3𝜔p. Still,
for the wind speeds 4–6 m/s the equilibrium range seems to extend to 5–6𝜔p. When binned with respect to
the inverse wave age (Figure 9d), a somewhat consistent transition is visible around 3–4𝜔p, which is in line
with Banner (1990).
In summary, while different parts of our results do not directly contradict previous findings of Kahma (1981),
Donelan et al. (1985), and Banner (1990), none of the four representations in Figure 9 can provide a com-
prehensive description of the frequency spectra. Our data seem to be best explained by the assumptions in
panel (c), namely, that there exist a fixed saturation level (𝛼 ≈ 2.5 · 10−2) and that the equilibrium level
depends on the strength of the forcing.
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Figure 9. Equilibrium spectra S(𝜔)𝜔4∕(U10g) classified according to the wind speed (a, b) and the wave age (c, d) as a
function of the dimensionless angular frequencies 𝜔U∕g (a, c) and 𝜔∕𝜔p (b, d). In both plots only cases where U∕cp >
0.8 are accepted and frequencies 𝜔 < 𝜔p are discarded from the spectral averages.
4.4. Inverse-Speed SpectrumQ(𝝂)
In deep water the dimensionless frequency, 𝜔U∕g, and the dimensionless wavenumber, kU2∕g, are often
interpreted as the inversewave age,U∕c, or as (U∕c)2, respectively. Such an interpretation, however, assumes
that every wave component obeys the linear dispersion relation. Because of wave nonlinearities, this is a
poor assumption especially in the rear face of the frequency spectrum. Although not easily defined using
traditional frequency measurements, the relation between the phase speed of the wave component and the
wind speed is still a central quantity. To examine this aspect without being bound by the assumptions of
linear theory, we defined a spectrum using the measured phase speed of the wave components.
Example spectra of a strongly forced, fetch-limited case is presented in Figure 10. The omnidirectional
inverse phase speed spectrum (a) shows a transition from the 𝜈−4 equilibrium subrange to the 𝜈−5 satura-
tion subrange at about 𝜈 = 0.4 s/m. The omnidirectional wavenumber spectrum (b) shows k3 the saturation
range already identified in Figure 7b, but the existence of a k2.5 region is less clear. The inverse phase speed
spectra estimated from S(𝜔) and F(k) using linear theory shows that the Q-spectrum is not merely a rescal-
ing of the traditional spectra (a). Unsurprisingly, the disagreement is largest for the short waves in spectrum
estimated from the frequency measurements. Although directional properties are not discussed in more
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Figure 10. The third spectra in Run 15033. (a, c) The omnidirectional and directional inverse phase speed spectra. (b,
d) The corresponding wavenumber spectra. Panel (a) also shows the Q-spectra estimated from S(𝜔) and F(k) using
linear wave theory.
detail in this paper, we still present an example of the directional inverse phase speed spectrum (c) next to
the normal directional wavenumber spectrum (d). The spectrum shows a similar bimodal characteristic that
has previously been found for wavenumber spectra (e.g., Hwang et al., 2000).
We will now present data from four runs gathered under various conditions.
4.4.1. Run 15033: Strongly Forced Fetch Limited
The noise of the higher wavenumber (Figure 11b) is also visible in theQ-spectrum (a). The general shape of
theQ-spectrum resembles that of the frequency spectrum because of the similar equilibrium normalization,
but the possible second power law transition—which takes place at ?̃? = 10 in the frequency spectrum—is
masked by noise in the Q-spectrum.
The Q-spectrum differs from the frequency spectrum especially in two aspects. First, in the Q-spectrum the
power law in the assumed saturation range follows a 𝜈−5 form closely, while the 𝜔−5 part in the frequency
spectrum is distorted. The saturation level in the Q-spectrum is also close to twice that of the wavenum-
ber domain, as is expected from theory; in the frequency spectrum this is not the case. (The individual
frequency spectra are compatible with the saturation value of 𝛼 ≈ 2.5 · 10−3 that was deduced from the
averaged spectra in Figure 9.) Second, the equilibrium values of the different Q-spectra collapse around
3 ·10−3, while the frequency equilibrium values have a larger spread (roughly 3–4.5·10−3). As a consequence,
the equilibrium-to-saturation transition point also varies more in the frequency spectrum compared to the
Q-spectrum.
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Figure 11. The wave spectra from Run 15033. The equilibrium spectra are shown for the inverse phase speed and
frequency (a) and the frequency spectra (c), while the saturation spectrum are showed for the wavenumber (b). The
mean dispersion relation for all the spectra are shown in panel (d).
The inconsistencies in the frequency spectra seem to depend on the strength of the forcing. The first two
spectra—solid and dashed black—are most strongly forced with U∕cp over 2. These spectra have the lowest
equilibrium levels (around 3·10−3). They also seem to transition to the saturation range at a higher dimen-
sionless frequency, around ?̃? = 8; the transition for the last spectra, withU∕cp = 1.4, happens around ?̃? = 4.
A similar strong pattern in the transition point is absent in the Q-spectra, although some variation exists.
In Figure 9 the frequency spectra—averaged according to wind speed bins—showed a power law decaying
slower than 𝜔−5. Still, the individual spectra in Figure 11c seem to follow an 𝜔−5 power law more closely
than the spectral average. The deviation from the 𝜔−5 is partially explained as an artifact of the averaging
process caused by the variations in equilibrium levels and transition points when the frequency spectra was
determined as a function of the dimensionless frequency, ?̃?. Nevertheless, even for individual spectra the
𝜈−5 regime is more clear than to the corresponding 𝜔−5 region—the averaging artifact is therefore only a
partial explanation.
The mean dispersion curves in Figure 11d differ between the different spectra in such a way that a stronger
forcing is connected to a greater deviation from the theoretical linear dispersion curve. A strongerU∕cp forc-
ing produces steeper waves, thus increasing the amount of energy recorded at higher-frequency harmonics.
The leakage to higher frequencies also partially overlap with the saturation range, thus distorting the 𝜔−5
power law in the frequency domain, as determined by Janssen (2009).
4.4.2. Run 15031: Swell and TurningWinds
For the first two spectra the wind sea peaks are visible above the lower frequency, 240◦, southwestern swell.
After the wind turned to the southeast the individual spectra were very flat and the wind sea cannot clearly
be separated from the swell in the omnidirectional spectra (Figure 12d).
The first two spectra that were measured before the wind had turned had power law transitions at about
U𝜈 = 3 in the inverse phase speed spectra, and a similar transition can be identified in the wavenumber
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Figure 12. The wave spectra from Run 15031 (U∕cp > 0.8). The equilibrium spectra are shown for the inverse phase
speed and frequency (a) and the frequency spectra (c), while the saturation spectra are showed for the wavenumber (b).
The normal frequency spectra are shown in panel (d).
domain. In the frequency domain a transition exist at around ?̃? = 5, but it is relatively weak (although
consistent with the saturation level determined value from the entire data set). After the wind has turned,
the wind sea was fetch limited. The fetch-limited Q-spectra could easily be interpreted to have a long 𝜈−4
range, but they can also be viewed as having a transition at roughly U𝜈=3, the spectra after the transition
point just decays slower than 𝜈−5. The slower decay is also visible in the frequency domain (c).
The slow decay and higher equilibrium levels in the Q-spectra (compared to Run 15033) would then be
explained by the background swell. The slower decay of the tail could also, in theory, be caused by an oppos-
ing ambient current (see Appendix B). This is not supported by the data, because an opposing current would
simultaneously cause the frequency spectra to decay more rapidly than 𝜔−5 in the saturation range.
4.4.3. Run 15035: Duration Limited
There is no direct connection between a duration-limited and fetch-limited wave field, since in a
duration-limited case all wave components are governed by their own “fetch.” Looking at the individual
wavenumber saturation spectra (Figure 13b), they can be interpreted to have an equilibrium-to-saturation
transition at k̃ ≈ 4. After a lower saturation level of about 4.5 · 10−3 the spectra decays slower.
This interpretation of a “saturation-to-equilibrium” transition is supported by the inverse phase speed spec-
tra (d). The second transitions also explains the difficulties to interpret the mean spectra in Figure 7c and
the contradiction between the higher saturation value determined from the averaged spectra.
Figure 13a shows the equilibrium Q-spectra, which have a very short 𝜈−4 range (if any) that transitions into
a 𝜈−5 range. The saturation level determined from the Q-spectra are slightly below the value determined
from the wavenumber spectra (Figure 13d), which is possibly caused by currents. The assumed saturation
range is followed by a long 𝜈−4 tail in a similar fashion what is seen in the frequency domain (Figure 13c).
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Figure 13. The wave spectra from the duration-limited Run 15035. The equilibrium spectra are shown for the inverse
phase speed (a) and the frequency spectra (c). The saturation spectra are showed for the wavenumber (b) and the
inverse phase speed domain (d).
The frequency spectra have an identifiable 𝜔−4 range extending to approximately ?̃?=5, and a somewhat
unclear transition to an 𝜔−5 range. The 𝜔−4 transition at ?̃?=10 is not a product of measurement noise,
since the frequency measurements are made with a single wave staff. Similar 𝜈−4 and k−2.5 subranges (from
U𝜈 =3–4 and k̃ ≈ 10) are also visible in the inverse phase speed and wavenumber domain. The end of
the ranges are still probably tainted by high wavenumber noise, and the possible connection between these
higher subranges is therefore left undetermined.
4.4.4. Run 15044: WeakWindsWith Aligned Swell
Run 15044 had very weak winds (U = 3 m/s) growing waves on top of a dominant swell with the same
direction. An 𝜔−4 range is visible in the frequency domain despite both the wavenumber and the inverse
phase speed spectra show only a saturation range (Figure 14) with saturation coefficients resembling the
lower value determined from the duration-limited Run 15035.
The frequency spectra follow a typical 𝜔−4 shape with a power law transition at roughly ?̃? = 5 despite
this feature being absent in the other two spectral domains. The wave nonlinearities seem to have an abil-
ity to create this type frequency spectra in a wide variety of conditions. The apparent equilibrium level in
the frequency spectrum is higher than previous values from the literature, which might be caused by the
background swell.
5. Discussion
Determining the phase speed of waves is not trivial, since it varies over time periods clearly shorter than
what is typically used to calculate wave spectra (e.g., Fedele, 2014;Melville, 1983). Using a long time series to
determine one phase speed for a wave component is therefore clearly inadequate. If full spatiotemporal data
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Figure 14. The wave spectra from Run 15044 with a wind speed of at least 3 m/s. The equilibrium spectra are shown
for the inverse phase speed and frequency (a) and the frequency spectra (c), while the saturation spectra is showed for
the wavenumber domain (b). The normal frequency spectra are shown in panel (d).
are available, a 3-D Fourier transform can be applied. In the case of wave staff measurements, some kind of
nonstationary analysis must be used, as in Melville (1983). In this paper we adopted the WDM, following
Donelan et al. (1996). The main challenge is determining the wavenumber as a function of frequency and
time, k(𝜔, t), since the (inverse) phase speed is then straightforwardly given as k(𝜔, t)∕𝜔. The suitability of
the WDM to calculate inverse phase speed spectra therefore relies on the ability to determine wavenumber
spectra.
While theWDMcan resolve similar frequencywaves with different wave numbers, it will also—if twowaves
transit the array simultaneously—average two waves to one, thus assigning it a wavenumber in between
and biasing the wavenumber estimate low. As noted by Donelan et al. (2015), such an artifact produces a too
narrow directional distribution, but it will also cause lower saturation levels in the high wavenumber tail.
This behavior seems like a plausible explanation to why the saturation levels determined using the WDM
obtained in this paper (≈5–6 ·10−3) and by Tamura et al. (2014; ≈4–5 · 10−3) are slightly lower than those of
Lenain &Melville (2017;≈7 ·10−3), Romero &Melville (2010;≈8 ·10−3), and Leckler et al. (2015;≈ 10 ·10−3).
Nevertheless, some scatter is naturally expected because of the variations in wave and wind conditions, and
with this in mind our results agree well with previous research.
Assuming a universal saturation range, the transition frequency is determined by the equilibrium constant
𝛼u. The constant 𝛼u in the formulation by Kahma (1981) then necessarily leads to a fixed dimensionless
transition frequency ?̃?g = 𝜔gU∕g = 𝛼∕𝛼u, where 𝛼 is Phillips' saturation range constant (see Appendix A).
Donelan et al. (1985) noted that even though the constant 𝛼u of Kahma (1981) explained the data well in
the range they were determined, it could not be comfortably extrapolated to account for the new data in
their study. The authors therefore proposed that 𝛼u of the equilibrium range is not universal but depends
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on the strength of the forcing, U∕cp. Also, the varying transition frequencies of Kahma and Calkoen (1992)
can be seen to suggest a nonconstant value for 𝛼u in the frequency spectrum. Our frequency data were best
explained by a constant saturation range combined with an equilibrium range that depended on the inverse
wave age.
The equilibrium-range properties of the frequency spectra in our strongly forced fetch-limited case depended
on the strength of the forcing, while the inverse phase speed spectra showed smaller variations (Figure 11).
The leading explanation for the differences cannot be the Doppler shift (as proposed by Kitaigorodskii et al.,
1975, and Banner, 1990), since it would also distort the saturation subrange of the Q-spectra, thus leading
to an inconsistency with the wavenumber spectra (see Appendix B). We conclude that the decrease in the
frequency equilibrium level—and increase in the transition frequency—ismostly an artifact of steeperwaves
generated by a stronger forcing; hence, it is questionable to which extent this dependence on the forcing can
be seen as a fundamental property of the wave field. The wave nonlinearities can also seemingly create an
𝜔−4 range without any counterpart in the wavenumber of inverse phase speed domain (Figure 14).
Our observations offer more direct experimental evidence that wave nonlinearities, not the Doppler shift, is
the leading cause in the distortion of the high-frequency part of the spectrum. The good agreement between
the saturation ranges of the wavenumber and inverse phase speed spectrum also gives experimental con-
firmation for the theoretical results of Janssen (2009) that the contributions of the wave nonlinearities are
small in the wavenumber domain. We also note, that an inverse phase speed spectrum decaying as 𝜈−5
(Figures 11 and 14) would suggest that the first-order spectrum (i.e., the spectrum without higher-order
nonlinear effects) decays at an even faster rate, as discussed by Leckler et al. (2015).
A second transition from an 𝜔−5 to an 𝜔−4 power law in the frequency measurements is observed consis-
tently, but such short waves are not be resolved with complete confidence in the spatial domain. Thus, no
comparative analysis could be made. We still note that this transition takes place in the gravity wave regime
and is therefore separate from the𝜔−5 to𝜔−4 transition reported byMitsuyasu (1977) at frequencies affected
by capillary effects. These two transitions together create frequency spectra that have an apparent continu-
ous𝜔−4 power law, but with a slightly lower equilibrium level for the highest frequencies. Such a spectrum is
visible also in Lenain &Melville (2017, their Figure 7), where this shift happens around f = 0.6 Hz (roughly
𝜔U∕g = 4). If the spectrum ends before the second transition takes place, one might interpret the spectrum
to simply have a transition to an 𝜔−5 regime (e.g., Fig 14d).
Thewavenumber data in this study also scaledwell with the friction velocity, u*, as was also found by Lenain
andMelville (2017). The friction velocity is therefore still a valid candidate to represent the wind conditions,
but the physical interpretation of the quantity u*𝜈 is not as immediately attractive or straightforward as U𝜈.
One obvious usage of the inverse phase speed spectrum would be in quantifying the momentum flux from
the wind to the waves, since the central quantityU∕c is directly captured for each wave component without
the need for any additional current measurements or corrections. If quality current measurements are avail-
able, the difference between the wavenumber spectrum and the Q-spectrum could also be used to study the
effect of the Doppler shift over different scales, since it can be accounted for in the Q-spectrum without any
additional assumptions about wave dispersion (see Appendix B). On the other hand, the wavenumber spec-
trum is the proper tool to quantify, for example, wave dissipation, which depends on intrinsic properties,
such as the wave steepness.
The directional distribution for higher-frequency/wavenumber waves becomes more complicated, and its
exact shape is still not known (Donelan et al., 1985, 2015; Hwang et al., 2000; Hwang &Wang, 2001; Leckler
et al., 2015; Peureux et al., 2018; Young et al., 1995). Expectedly, signs of a deviation from a standard uni-
modal distribution is also found in our data (Figure 5 and 10). Integrating over all directions and calculating
the dimensionless phase speed U𝜈 from the modulus 𝜈 = |𝜈|might therefore not be optimal, but we never-
theless chose this approach to allow for a fair comparison to, for example, the omnidirectional wavenumber
spectrum. Donelan et al. (1985) scaled his spectra using the wind component in the direction of the spec-
tral peak, but from the point of view of the Q-spectrum the relevant wind speed have to be calculated in
the direction of each wave component separately. Nevertheless, such detailed information of the directional
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inverse phase speed distribution might be beyond what can be extracted from wave staff measurements
using the WDM.
6. Conclusions
High-frequency wave data from R/V Aranda were presented and the spectra compared well to measure-
ments from a nearby wave buoy. We used the WDM to extract both the frequency and the wavenumber of
wave components from data recorded by five wave staffs.
The main contribution of this paper is the introduction of a new wave spectrum, Q(𝜈) (m3/s), where
𝜈 = c−1 = k𝜔−1 is the inverse phase speed. Determining this spectrum is only meaningful from explicit
frequency-wavenumber data that eliminate the need for any assumptions concerning the wave dispersion.
Using the linear dispersion relation to determine 𝜈 = 𝜔g−1 would only lead to a trivial rescaling of the
frequency spectrum. The Q-spectrum has the following saturation range and equilibrium range:
Q(𝜈) ∼ 𝛼g−2𝜈−5 (20)
Q(𝜈) ∼ 𝛼uUg−2𝜈−4, (21)
where 𝛼 (Phillips, 1958) and 𝛼u (Kahma, 1981) are the same constants that are normally used to describe
the subranges of the frequency spectrum.
We studied the properties of this spectrum for different locations and wave conditions in the Baltic Sea.
When it could be determined, the saturation value for the Q-spectrum was roughly 1 · 10−2. This was close
to twice the saturation value calculated from the wavenumber spectra, which is expected from theory. The
saturation range in the frequency spectra was less pronounced, decayed slower than 𝜔−5, and had a higher
saturation value or about 𝛼 = 2.5 · 10−2, thus being inconsistent with the other spectral domains. We deter-
mined that the effect of the Doppler shift in our results was small, since it would have otherwise broken
the observed similarity of the saturation ranges in the Q-spectra and the wavenumber spectra. With this
uncertainty removed, we deduced that the main explanation for the variations and inconsistencies in the
frequency spectra were caused by the presence of nonlinear harmonic components, which is in line with
recent studies (Guimarães, 2018; Leckler et al., 2015).
During a strongly forced (U∕cp = 2–3) fetch-limited case the equilibrium levels, 𝛼u, in the frequency
spectrum varied with the strength of the forcing; such a variation was practically absent in the Q-spectra
(Figure 11). The saturation range in the inverse phase speed and frequency domain decayed slower than 𝜈−5,
and 𝜔−5, respectively, when a swell propagating with an 90–100◦ angle with respect to a fetch-limited wind
sea (Figure 12). When it could be determined, the equilibrium-to-saturation transition took place slightly
above U𝜈 = 3.
In duration-limited cases, with and without swell, the Q-spectra were mostly characterized by a 𝜈−5 rear
face, while the frequency spectra showed an equilibrium range and a transition at roughly ?̃? = 5 (Figure 13
and 14). Nonetheless, the duration-limited spectra with higher winds still did not show clear subranges and
transitions in the wavenumber and inverse phase speed domains.
The wavenumber spectrum is fundamentally correct if the intrinsic nature of the waves, such as the wave
steepness, is the main interest. The new inverse phase speed spectrum can offer a more straightforward
representation of thewaves if the central parameter is the apparent speed of thewaves, with themost obvious
example being the study of themomentum transfer between thewind and thewaves. In such casesU𝜈 = U∕c
is given directly by the Q-spectrum without separate current measurements and theoretical assumptions
regarding the Doppler shift or velocity bunching.
Appendix A: Connection Between Equilibrium Levels and Transition
Frequency
The saturation range of the spectrum of Phillips (1958)—valid above some yet undetermined frequency
𝜔g—is of the form
S(𝜔) = 𝛼g2𝜔−5, (A1)
where 𝛼 is a constant.
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The equilibrium spectrum of Kahma (1981)—valid on the rear face of the spectrum prior to the Phillips'
range—is of the form
S(𝜔) = 𝛼uUg𝜔−4, (A2)
where 𝛼u = 4.5 · 10−3 is a constant. Donelan et al. (1985) presented the equilibrium range of the spectrum
in a form derived from the spectrum by Phillips (1958) by exchanging a frequency for the peak frequency:
S(𝜔) = 𝛼Dg2𝜔−1p 𝜔
−4. (A3)
In this expression 𝛼D is not a constant but was given as a function of the wave age as
𝛼D = 𝛼u
(
U∕cp
)p
, (A4)
where 𝛼u is a constant and p is a real number. Donelan et al. (1985) proposed 𝛼u = 6 · 10−3 and p = 0.55.
With a choice of 𝛼u = 4.5 · 10−3 and p = 1 the formulation is equivalent to that of Kahma (1981), since
S(𝜔) =
(
𝛼uU∕cp
)
g2𝜔−1p 𝜔
−4 =
(
𝛼uU𝜔pg−1
)
g2𝜔−1p 𝜔
−4 = 𝛼uUg𝜔−4. (A5)
If we want to introduce the wave age dependent 𝛼u in the spectrum by Kahma (1981), we get
S(𝜔) = 𝛼u
(
U∕cp
)p−1Ug𝜔−4, (A6)
where p is the same exponent as used by Donelan et al. (1985).
The transition frequency,𝜔g, is defined as the point when the equilibrium rangemeets the saturation range:
𝛼u
(
U∕cp
)p−1Ug𝜔−4g = 𝛼g2𝜔−5g (A7)
𝜔gU
g =
𝛼
𝛼u
(
U
cp
)1−p
. (A8)
It is easy to see that for the expression of Kahma, (1981; p = 1), where the equilibrium range depends linearly
on the wind speed, the dimensionless transition frequency, ?̃?g, is constant. For a choice of p = 0 the direct
wind speed dependence vanishes, and we get
𝜔gU
g =
𝛼
𝛼u
(
U
cp
)1
(A9)
𝜔gU
g =
𝛼
𝛼u
(U𝜔p
g
)
(A10)
𝜔g
𝜔p
= 𝛼
𝛼u
. (A11)
In other words, the transition frequency is always a constant multiple of the peak. The equilibrium range
is then not a function of the wind speed, but depends only on the peak frequency (which in turn has a
dependence on the wind speed). Expressed in terms of the spectrum of Donelan et al. (1985), the case p = 0
would mean that the constant 𝛼D is a constant independent of the forcing—a direct analogue to the original
Phillips' spectrum.
Appendix B: Doppler Shift of the Q(𝝂) SpectrumWith an Ambient Current
The intrinsic frequency of a wave is Doppler shifted if a mean current is present. The apparent frequency
will then be given by
𝜔 = 𝜎 + kUc cos(𝜑), (B1)
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where𝜔 and 𝜎 are the apparent and intrinsic frequencies,Uc is the current speed, and𝜑 is the angle between
thewave and current directions. In the frequency domain the effect of the current on the saturation spectrum
has been estimated by assuming that the wavenumbers follow the linear dispersion relation (Kitaigorodskii
et al., 1975). If 𝜑 > 0 (a following current) the saturation spectrum will decay slower than 𝜔−5 and exhibit
higher spectral values (Banner, 1990; Kitaigorodskii et al., 1975).
Since the inverse phase speed spectrum in this paper is calculated from the measured wavenumber and fre-
quency of the wave components, no assumptions about k have to bemade.We can therefore simplymultiply
equation (B1) with k−1:
𝜔
k =
𝜎
k + Uc cos(𝜑) (B2)
c = c𝜎 + Uc cos(𝜑). (B3)
The relationship between the intrinsic inverse phase speed, 𝜈𝜎 = c−1𝜎 , and the apparent inverse phase speed,
𝜈 = c−1, is now determined by
𝜈 = 1
(𝜈𝜎)−1 + Uc cos(𝜑)
. (B4)
The Jacobian of the transformation will be
J =
𝜕𝜈𝜎
𝜕𝜈
= 1(
1 − Uc cos(𝜑)𝜈
)2 . (B5)
Under a following current (𝜑 > 0) the apparent frequency will increase (𝜔 > 𝜎). Since the wavenumber is
fixed (instead of being estimated from the frequency), the apparent phase speed will also increase (c > c𝜎).
This, again, is equivalent with a decrease in the apparent inverse phase speed (𝜈 < 𝜈𝜎). As a result, the
spectral levels will decrease, thus leading to a lower saturation constant 𝛼.
Such a lowering of the saturation constant is seen in Figure 11a, where the saturation values around 𝛼 =
Q(𝜈)g2𝜈5 = 1 · 10−1 are slightly lower than what is estimated from the pure wavenumber measurements
using liner theory (𝛼 = 1.2 · 10−2). The factor 1.2 difference roughly corresponds to a current speed of
Uc cos(𝜑) = 0.1 m/s (1–2% of the wind speed in Run 15033). The Doppler shift of an ambient current will
also affect the power law of the saturation spectrum making it decay slightly faster than 𝜈−5. Nevertheless,
this effect is small for such low current speeds.
The Jacobian in equation (B5) becomes infinite in the case of an opposing current with a speed equal to
the phase speed of the wave component. While no current measurements are available for this study, the
slowest waves captured by the experimental setup are roughly 0.8 m/s. They are therefore faster than even
the strong, 0.4 m/s, currents that have been measured in narrow fairways in the Archipelago Sea (Kanarik
et al., 2018). Typical current speeds in the Baltic Sea are around 0.1–0.3 m/s. Still, in the case of stronger
currents and/or observational techniques capable of resolving slower waves, the singularity issue of the
Jacobian can become relevant.
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