In this paper we consider the existence, location and stability type of periodic orbits of competitive and cooperative systems of autonomous ordinary differential equations. Particular attention is given to the existence of invariant manifolds related to periodic orbits and these results are used to improve a result of Hirsch for three dimensional irreducible competitive and cooperative systems. In particular, the PoincarbBendixson theorem holds for such three dimensional systems.
This paper is motivated by the following result of Hirsch [7] for systems of differential equations x' = f(x), XE UE R".
(0.1) THEOREM (Hirsch) . Suppose n = 3. Let L be a compact limit set of a competitive or cooperative system (0.1) and suppose that L contains no equilibrium. Then:
(a) L is either a closed orbit or a cylinder of closed orbits; (b) L is a closed orbit if (0.1) is cooperative and L is an o-limit set; (c) L is a closed orbit ifall closed orbits are hyperbolic.
The system (0.1) is said to be cooperative in an open set U in case U is p-convex, f E C'(U) and %>O axj' ' if j,.xE U and (0.1) is competitive in case the reverse inequalities hold. A set U is p-convex whenever, x, y E U and x < y implies that the straight line segment joining x and y belongs to U. We employ the usual partial ordering < on R" generated by the cone of nonnegative vectors, R", , so that x<yifandonlyifxi<yj, l<iin. The principal result of this paper, Theorem 2.2, improves the above 361 result of Hirsch: L must be a closed orbit in case (0.1) is irreducible and D J(x) is locally lipschitz in U. We say (0.1) is irreducible in U in case D.,f(x) is an irreducible matrix for each x E U. Recall that an n x n matrix is irreducible if it does not leave invariant any subspace generated by a
proper subset of the standard basis vectors for R". Thus for smooth irreducible competitive or cooperative systems in R3, a Poincart-Bendixson type result holds: a limit set containing no equilibria is a closed orbit. This result is primarily of interest for competitive systems since cooperative systems (in any dimension) cannot have attracting closed orbits. In addition to this result, Hirsch [S] has shown that almost all bounded solutions of cooperative irreducible systems converge to the set of equilibria. Competitive systems, however, can have attracting closed orbits. Goodwin [S], Griffith [6] and Tyson [14] have shown that a three dimensional competitive system (see (2. 2)) which models a negative feedback cellular control process has a periodic orbit which appears to be stable. We improve their results in Section 3 by applying our main result. May and Leonard [lo] show that the standard Lotka-Volterra competition model in R3 (see (2.1)) can have a continuum of closed orbits on the standard two-simplex each of which is stable with a two dimensional attracting manifold. Coste, Peyraud and Coullet [Z] improve this result, obtaining stable periodic orbits by Hopf bifurcation.
Our main result is shown to be a consequence of the existence of an invariant cylinder (S' x (-1, 1)) corresponding to a periodic orbit y(S' x (0)) of an irreducible cooperative system in any dimension. This cylinder consists of solutions which leave y most rapidly in forward time. This result, Theorem 1.3, amplifies the result of Hirsch that closed orbits cannot be attracting for cooperative systems. Under suitable conditions, the global behavior of this invariant manifold of solutions and of the behavior of individual solutions on this manifold are determined (see Theorem 1.4). Roughly, the global version of the cylinder S' x ( -1, 1) is either an infinite cylinder, S' x R, or a semi-infinite cylinder S' x [0, co) with a cone attached along S' x (0) with an equilibrium point at the apex, or two cones, each with equilibria at their apices, attached along y = S' x { 0 ). Solutions on this global manifold, except for y itself, spiral away from y and tend to infinity or the steady state at the apex if one exists.
We point out that the results of this paper hold for any system (0.1) which, by a change of variables, can be expressed as a cooperative or competitive system. In earlier work [12, 133 , the author has considered systems (0.1) which upon the change of variables y = Px, where P = diagonal (( -1 )"I, ( -1)"" ,..., ( -l)""), m = (m,, m2 ,..., m,) E Z;, becomes cooperative or competitive in the sense of Hirsch [7] . One of our examples in Section 2, the model of Goodwin, is an example of a system which becomes competitive after such a change of variables.
Let 4r(~) denote the maximally extended solution x(t) of (0.1) satisfying x(0) = X. The well-known Kamke theorem [ 1 ] says that if x < y (x < y) in U then 4,(x) < q5,( y) (4,(x) < q5,( y)) for t > 0. Two results of Hirsch [8] for irreducible cooperative systems will also be crucial to our work: first, that the derivative D,#,(x) is a positive matrix (D,~,(x) >O, all entries are positive) for t > 0 for such systems, and second, if x and y are distinct points of U with x < y, then dt(x) < 4,(y) for t > 0. The Perron-Frbbenius theorem for positive matrices and some results on invariant curves for mappings due to the author [ 111 will play prominent roles in our analysis. If A is a subset of X we write A' for the complement of A in X If A and B are subsets of R", we write A + B for the set of all a + b, where a E A and b E B; we attach a similar meaning to A -B.
PERIODIC ORBITS AND INVARIANT MANIFOLDS OF COOPERATIVE SYSTEMS
Consider the cooperative, irreducible system
where U is an open p-convex set in R". Let y be a nontrivial closed orbit of ( 1.1). We begin by establishing a few elementary results. Since &5,(p) > 0 for t > 0, it follows that f(4,(p)) > 0 for t > 0, which is incompatible with the fact that y is a closed orbit. If x, dJ(x) are distinct points of y with x d d,(x), 0 <s < T, where T is the minimal period of y, then x < #s(x) <q&(x) < -1. < q5Jx) < . . . . Hence dp,(x) + y E y and q5,( y) = y, which is a contradiction. Our next result implies that every closed orbit of a cooperative irreducible system is unstable, a result proved earlier by Hirsch [8] . In our first main result, Theorem 1.3, we will provide more detailed information about solutions in a neighborhood of y. The most unstable multiplier should give rise to a most unstable manifold. This is precisely our next result. The local invariant cylinder manifold C of solutions which leave a neighborhood of y most rapidly can be extended to a global invariant manifold in the usual way. Under suitable conditions, our next result describes the global behavior of this global invariant manifold and the behavior of solutions on it. The orbit y disconnects the cylinder C into two components C+ c y + R: and C-c y -R", . Theorem 1.4 concerns the global extension of C+, an analogous result holds for C-. THEOREM 1.4. Let the hypotheses of Theorem 1.3 hold and assume that there is a closed, complete, positively invariant set P in U which is contained in y + R", with P containing y + {x: x > 0 and jlxll < E} for some E > 0. Let C+ = h(S' x [0, so)) and C+ = UrrO d,(C'). Then C+ c P and either C+ is an unbounded cylinder homeomorphic to S' x [0, 00) with all solutions on C' n y' tending to CT, as t -+ co or C+ is a cone with an equilibrium point at the vertex and all solutions on C+ n y' tend to the equilibrium point as t -+ 03. If P is bounded, the latter must occur.
By complete, we mean that if x E P then the solution through x exists for t B 0. Completeness is assured if P is bounded. If y + R", c U and if y + R", is complete, then we may take K = y + R", since it is positively invariant.
Proof Recall the proof of Theorem 1.3. Our hypotheses concerning the positively invariant set P c y + R", together with Remark 4 following Theoreml.l in [11] allow us to take sO= +co and y,: [0, co)-,U satisfies y+(t) E P for all t > 0 (as well as the assertions which previously held for Y + I co,so) ). Since the map y, is strictly increasing we have dT(y+(s)) = y+(pys)>y+(s) for each s>O. By Theorem2.1 of Hirsch [7] either 4,( y+(s)) tends to an equilibrium as t + +cc or 4,( y+(s)) is unbounded as t --) co. Since y, is strictly increasing we have either that (b,(y+(s)) + 9 as t + cc for every s > 0, where q is an equilibrium (indepcndent of s > 0); or 4,( y, (s)) -P cc as t + cc for every s > 0 depending on whether lim, _ a, y+(s)=9 or lims+, y+(s) = cc. Theorem 1.4 is now proved.
Finally, we consider the stable manifold, W"(y), of a hyperbolic periodic orbit of (1.1) of period T>O. THEOREM 1.5. Let y be a hyperbolic periodic orbit of the irreducible cooperative system (1.1) and let W"(y) denote the stable man&old of y. Then no two distinct points of W"( y ) can be related by < .
Proof Suppose the contrary, i.e., x and y are distinct points of W"(y) with x < y. Then i,(x) <4,(y) for t > 0 by earlier remarks. In addition, b,(x), d,(y) --, y as t + cc and it is known [15, p. 
COMPETITIVE SYSTEMS IN R3
In this section we consider competitive irreducible systems (1.1). Since competitive systems become cooperative on reversing the direction of time, we have available to us all the results of the previous section. In particular, if y is a nontrivial closed orbit, then Lemma 1.1 continues to hold for competitive systems but Lemma 1.2 becomes LEMMA 2.1. y has a simple characteristic multiplier, pr ', with 0 < p;' < 1 and which all other multipliers exceed in modulus.
In particular, the stable manifold of y is at least two dimensional in R", and periodic orbits for competitive irreducible systems can be attracting (see [2, $6, lo] In the degenerate situation where a +/3= 2, their Figure 2 depicts two orbits on C-and C+ for a particular periodic orbit. In this case C-is a cone with vertex at the origin and C+ is an unbounded cylinder. Coste, Peyraud and Coullet [2] show that stable periodic orbits of the three species Lotka-Volterra system (without the special choice of parameters in (2.1)) can be expected.
The main result of this paper is the following improvement of a result of Hirsch [7, Theorem 4.11 in the special case that (1.1) is irreducible. Before proceeding to the proof of Theorem 2.2 we make some remarks. Recall that Hirsch [7] was able to conclude that L is either a closed orbit or a cylinder of closed orbits in the general case. Thus our result simply eliminates the second possibility of Hirsch's result. Note that we are not ruling out the existence of a cylinder (or annuli) of closed orbits for competitive irreducible systems (the example of May and Leonard provides an example where such exist) but only that such cylinders cannot be limit sets.
Proof. Since a(w) limit sets of cooperative systems are o(a) limit sets of competitive systems, it suffices to consider only cooperative systems. By virtue of (b) of Theorem 4.1 in [7] it suffices to assume that L = a(z) for some z E U. Thus, suppose that L = a(z) is a cylinder of closed orbits. It is easy to describe intuitively how we will arrive at a contradiction. Imagine a smooth curve each point of which lies on a distinct periodic orbit of (1.1) (i.e., we have a continuum of closed orbits). In turn, each periodic orbit y possesses an invariant (local) cylinder C, as in Theorem 1.3, consisting of solutions which leave y most rapidly in forward time. The union of the cylinders C for each closed orbit y of the continuum should contain an open neighborhood of at least one of the closed orbits of the continuum. But b,(z) must lie in that neighborhood for some large negative value of t and hence must lie on a cylinder C associated with one of the closed orbits of the continuum. It then follows that 4,(z) tends to this closed orbit as t -+ -00, producing the desired contradiction.
A more precise argument begins by obtaining the smooth curve parametrizing a portion of L. Let y be a periodic orbit contained in L and MEL. Let y, and y-be, as in the proof of Theorem 1.3, the parametrizations of the smooth curve r= r+ UT-and choose a two dimensional C' surface, S, transverse to y at p and containing the curve r. Let T be the Poincare (first return) map defined in a neighborhood of p on S. Then r is the unstable manifold for the fixed point p of T. Since y is a member of a continuum of closed orbits, there is a continuum of fixed points of T containing p. In particular, the two crucial multipliers of y are py and one and T has Cl center manifold, CM, at p. The existence of a center manifold follows from the Center Manifold Theorem in [9] applied to T-'. By suitably restricting CM we may assume that at least one of the two components of CM obtained by deleting p consists entirely of fixed points of Ton S. Thus we have obtained a smooth curve in S each point of which lies on a distinct closed orbit, moreover this curve is transverse to r at p in S. We denote this smooth curve of fixed points of T by p,, 0 < r < 1, with po= p. Now each pr lies on a closed orbit yr and we have, by Theorem 1.3, the curve r, parametrized by y,, and y,-. It is not difficult to show that r +y, is a continuous map on a space of functions (see the proof of Theorem 2.1 in [ 111). One easily sees that r, and r,. do not intersect if r = r'. It follows that the map F: [0, nT] x [-so, s,] x [0, l] + U defined by F(t, s, r) = d,(yJs)) is injective and thus a homeomorphism onto its range (n is a positive integer sufficiently large). Clearly, the range of F contains a neighborhood of one of the closed orbits. From our previous remarks, this completes the proof of the theorem.
Hirsch [7] shows that, roughly speaking, n dimensional competitive or cooperative systems behave like n -1 dimensional general systems. Thus, our result comes as no great surprise: three dimensional competitive or cooperative systems should behave as planar systems. For general planar systems, every periodic orbit must encircle at least one equilibria and one can say something about the stability types of these equilibria. One can carry these results over to three dimensional competitive and cooperative systems, as we shall show. First, one must find the counterpart to the interior of a planar periodic orbit for a periodic orbit of a three dimensional competitive system. Let y be a periodic orbit of a three dimensional competitive system. Recall that for competitive systems, the property that two points x and y are not related by "g" is preserved by the maps d,, t b 0. It follows that the set K={xER3:xisnotrelatedtoanyyEyby <> = (y+ R;)"n (y-R;) ' is an open set which is positively invariant for the competitive system ( 1.1).
In order to describe K we require some notation. Let u be a positive unit vector, H, be the subspace of R3 perpendicular to u and P,, the orthogonal projection onto H, along u. By Lemma 1.1, no pair of distinct points of y are related by < and from this we deduce that P, is one-to-one on y. Let yU = P, y be the image of y in H,, a simple closed curve, and let Z, and E, denote the interior and exterior of yV in H,, respectively. We can now describe the geometry of K.
LEMMA 2.3. K consists of two connected components, one of which is unbounded and one of which is bounded. The latter, K(y), has the property that its closure is homeomorphic to the closed ball in R3 by a map which sends a great circle onto y. For each positive unit vector v, Kn PO-'( 17,) = K(y) and P,(K(y)) = U,. K(y) is positively invariant for (1.1).
We postpone the proof of Lemma 2.3 until later in this section and proceed with its consequences. The most important of these is THEOREM 2.4. Let y be a periodic orbit of an irreducible competitive system in R3 and assume K(y) c U. Then K(y) contains at least one equilibrium of (1.1). If K(y) contains exactly one equilibrium, x,,, then Df(x,) has a real, nonpositive eigenvalue. Furthermore, if x,, is hyperbolic, then dim W(x,) is either 1 or 3. Zf K(y) contains exactly one equilibrium, x0, and no periodic orbits and tf y is a hyperbolic saddle orbit, then K(y) belongs to the domain of attraction of x0. If K(y) contains exactly one equilibrium x,, which is hyperbolic with dim W'(x,) = 1 and no periodic orbits then K(y) n We lies in the domain of attraction of y.
Theorem 2.4 describes the sense in which a competitive (or cooperative) irreducible system must have an equilibrium "interior" to each periodic orbit. If that equilibrium is unique and hyperbolic, then its stable manifold is either a one dimensional (monotone) curve or an open set. In case there are a finite number of nondegenerate equilibria x1, x2,..., x, in K(y), standard topological degree arguments imply that m is odd and that 1 = Cy= , ( -1 )'I, where si E (0, 1, 2, 3 1 is the number of positive eigenvalues of Df(x,). Finally, we recall Theorem 1.5, which implies that if y is hyperbolic with a nontrivial unstable manifold, P'(y), then necessarily IV'(y) c K.
Proof of Theorem 2.4. The existence of at least one equilibrium in K(y) follows by application of the Brouwer fixed point theorem to the maps $, for small values of t, obtaining periodic orbits of arbitrarily small period and applying a standard argument. If x is an equilibria lying on the boun-dary of K(y), then x must be related to some y E y by <, say x< y. By application of &,, t>O, x<&, (y) and &,(Y)E~. But then x~K(yj" and we have a contradiction. Hence, all equilibria in K(y) lie in K(y).
Suppose K(y) has precisely one equilibrium x,,. If x0 is degenerate, then we are done. We assume hereafter that Df(x,) is nonsingular. Choose t > 0 so small that K(y) contains no nontrivial periodic orbit of period t. Then 4, has exactly one fixed point in K(y), namely x0. The topological (Brouwer) degree of I-4, relative to K(y), + 1, is the index of the fixed point x0. By a standard formula, this index is ( has at least one real eigenvalue (rl-D.&x,) 3 0 for large Y). Thus Df(xe) has a negative eigenvalue in either case. If x,, is hyperbolic with no positive eigenvalues and one negative eigenvalue then dim wS(x,) is one or three. If x0 has 2 positive eigenvalues, then it must have one negative eigenvalue and dim W'(x,,) is one. Now, suppose K(y) contains only one equilibrium x0 and no periodic orbits. If y is a saddle orbit, then w"(y) does not intersect K(y) (Theorem 1.3). Hence, if x E K(y), w(x) cannot be a periodic orbit, it must contain a steady state. It follows that 0(x)=x0.
Suppose K(y) contains only the one equilibrium x0, which is hyperbolic with dim W"(x,) = 1, and no periodic orbits. If x E K(y) does not lie on IV(x0) then w(x) contains no equilibria. Hence o(x) = y, by Theorem 2.2.
Using the ideas involved in the proof of Lemma 2.3., one can show that if U contains two points x and y with x < y and if the periodic orbit y belongs to the box [x, y] = { z:x<z<y}, then K(y)c[x,y]tU. It should be remarked that K(y) must lie inside the global "most" stable manifold of y described in Theorem 1.4.
Proof of Lemma 2.3. We use the notation developed prior to the statement of the lemma. Let u be a positive unit vector and let w E H,. It is a straightforward argument to show that S; = (t E R: w + tu < y for some YE y} is a nonempty interval (-co, t-(w)].
Similarly, S,+ = {t E R: w+tuBz for some zEy} = [t'(w), ok). We will show that tP(w)<t+(w) if w#y, and t-(w)=t+(w)~Z(w) if wry,. If w+y,, then there exists y, and y, in y such that w+t-(w) udy, and w+t'(w) u>y,. Hence (t'(w)-t-(w)) o>y,-y,. But if t'(w)<t-(w), then y,<y, and this violates Lemma 1.1 unless y, = y,, in which case, t'(w) = t-(w), w + t-(w) u~y and WEY,, a contradiction. If w E y", let i(w) E R be the unique value of r such that w+ i(w) u~y, then t^(w)<t-(w). If f(w)< t-(w), then we violate Lemma 1.1. Hence, i(w) = t-(w) and a similar argument proves t^(w) = t+(w). It is easy to see that K = {x E R3: x = w + tu, w E H, n (y")', t-(w) < t < t+(w)> and to argue that t-and t+ are continuous functions on H,. Now K is the disjoint union of K(y)= {XER3:X=W+tu, WEI", t-(W)<t<t+(W)} and L(y)= {xER3:X=W+tu, WEE", t-(w)<t<t'(w)}, each being open and connected. We leave to the reader the construction of the homeomorphism of the closed unit ball onto K(y)= {XER3:X=W+fu, WEI"uy,, t-(w)<t<r+(w)} which maps a great circle (e.g., x3 = 0, x: + xz = 1) onto y. Since a connected component of a positively invariant set is positively invariant, K(y) is positively invariant.
AN EXAMPLE
Consider the following model of a negative feedback cellular control process studied by Goodwin [4, 5] , GrifIith [6] , and Tyson [14] u -u E K (interior K). Then the time reversed system (3.1) is a type K monotone system as defined in [ll, 121. All our earlier results hold with K replacing R: as the fundamental cone. It is easy to check that (3.1) is irreducible in R: n {Z > 0} and that R: is positively invariant.
There is a unique steady state of (3.1) in R: given by x0 = BYZO yo = YZO 1 1+zr
= apyz,.
Tyson shows that when this steady state is unstable there is a pair of complex conjugate eigenvalues with positive real part and a negative real eigenvalue of the variational equation about the steady state. Hence there is a one dimensional stable manifold for the steady state. Griffith has shown that all solutions of (3.1) are bounded. Hence, we may conclude from Theorem 2.2 that when the steady state is unstable, all solutions not lying on the stable manifold of the steady state must either be periodic solutions or tend to a periodic orbit. This is an improvement of the result of Tyson [ 141, who established the existence of a periodic orbit by a Brouwer fixed point argument. The number of periodic orbits of (3.1) and their stability type appear to be open problems. Of course, if uniqueness of closed orbits of (3.1) can be established then the closed orbit will be globally stable off the stable manifold of the steady state in R: .* Information on the location of any periodic orbit of (3.1) is provided by Lemma 1.1, which implies that y cfm-'(R" -(Ku (-K))). In other words y does not impinge on the two sets{ (A', Y, Z) E R: : LXX> l/( 1 + Z"'), pY < X, yZ> Y} and {(A', Y, Z)E R:: ctX<l/(l +Zm), bYaX, yZd Y}. In addition, Griffith shows that every orbit must eventually enter the rectangular box B with edges parallel to the coordinate axes and opposite vertices (O,O, 0) and (u-l, (a&', (afly)-').
