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I. Introduction
This chapter includes parts from: P. R. Kensche, V. van Noort, B. E. Dutilh, and 
M. A. Huynen. Practical and theoretical advances in predicting the function 
of a protein by its phylogenetic distribution. Journal of the Royal Society 
Interface, 2008, 5, p. 151-170.
Biology is the science of organisms encompassing all scales from 
biological molecules to whole ecosystems. Today, the science of biology 
impacts wide aspects of human life. It contributed to advances in applied 
disciplines like engineering, medicine, agriculture, and biotechnology, 
and inspired physics, chemistry, and mathematics. Conversely, the 20th 
century’s advances in mathematics, physics, chemistry, and also computer 
science and robotics promoted the progress of biology by providing a 
sophisticated experimental toolbox for measuring the state of biological 
systems. In particular, the newest technologies scaled up in throughput 
and coverage and allow measuring abundances of thousands of RNAs [1, 
2], proteins [3], or microscopic phenotypes [4, 5]. Nucleic acid sequencing 
may	currently	be	the	most	prolific	high-throughput	technology	and	is	now	
used, for instance, to determine genome sequences, transcript abundances 
(RNA-seq) [1, 2], RNA structures (PARS) [6], nucleus structure (3C, etc.; 
reviewed in [7]), or binding sites of proteins on the DNA (ChIP-seq) [8].
The increase in resolution and coverage of data on organisms’ molecular 
components allows addressing biological questions like “How do 
organisms work?” at an unprecedented level of detail and with an 
increasingly holistic approach that considers the cellular state on the 
whole. Within the organism each component has its function, which is 
its chemical or physical activity as contribution to the operation of the 
organism as a whole under conditions observable in nature.1 Proteins do 
not work alone and to fully understand a protein’s function it is necessary 
to look at the protein’s relation to other proteins. The information about 
the relationships between proteins can be exploited for function prediction 
using the “guilt by association” principle [9], according to which the 
function of an unknown protein is closely related to that of other related 
proteins. The guilt-by-association principle relies on two factors, namely, 
that we have knowledge about the functions of many proteins and that 
we know relationships between the proteins indicating the context of 
their function. 
Having initial knowledge about the functions of some proteins is pivotal 
1	 	The	Oxford	English	Dictionary’s	(OEDs)	defines	“function”	as	a	synonym	for	“activity”.	
The	OED’s	definition	of	“dysfunction”	is	hardly	more	specific	in	that	“function”	here	is	understood	
as normal activity.
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to the usability of the guilt-by-association principle. Importantly, the 
principle only allows a local transfer of function information between direct 
neighbors or small groups of tightly linked proteins. Thus, even if a protein 
is known to interact physically with other proteins, if the functions of 
these other proteins are unknown, then the guilt-by-association principle 
will	be	useless.	Consequently,	great	efforts	are	taken	to	manually	or	by	
means of computational algorithms extract knowledge from the literature 
and put it into the computer-readable form required for genome-scale 
analyses. Still, for many proteins we only have knowledge of certain 
aspects of their function, like their sub-cellular location, or the phenotype 
after	knock-out	of	 its	gene.	Even	for	the	economically	and	scientifically	
important budding yeast, Saccharomyces cerevisiae, about 19% of the of 
transcripts lack an annotation of the biological process in which they are 
involved.2
The second important requirement for the guilt-by-association principle is 
the availability of relations linking proteins to some functional context. The 
most direct evidence for functional relatedness are physical interactions, 
such as from mass-spectrometry or yeast-two-hybrid, and metabolic 
interaction [11]. Less direct but still useful relations can be inferred from 
expression correlation [12] and genetic interactions [13-15]. Nevertheless, 
although for more than 90% of the protein of S. cerevisiae, associations 
to other proteins have been found3, comparison of these interactions 
with	 information	 from	 literature	 and	between	different	protein-protein	
interaction datasets indicate that despite this good coverage in terms of 
proteins, the coverage in terms of the interactions between proteins is 
low [17, 18]. Moreover, some high-throughput datasets probably contain 
considerable levels of noise [19-21]. Partly because of these shortcomings 
of the currently available experimental data, alternative methods are being 
developed to predict relationships between proteins from their evolution. 
1. The comparative approach
Why should we be interested in the evolutionary history of an organism 
when we are actually interested in how the organism works? Clearly, 
function usually does not require the biologist to think in terms of 
evolution. Nevertheless, biological functions are a product of evolution. 
Moreover, the observable variety of life represents a record of billions of 
years of concurrently executed experiments that provides a rich source 
of data for analysis of biological structure, behavior, and function. The 
phylogenetic comparative method [22, 23] exploits this record. Generally, 
2  From Saccharomyces Genome Database, August 2012 [10]; http://www.yeastgenome.org/
cache/genomeSnapshot.html
3  From BioGRID, V3.1.91 [16]; http://wiki.thebiogrid.org/doku.php/statistics 
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in the phylogenetic comparative method evolutionary characters are 
related to each other. Classical characters have been mostly phenotypic 
or behavioral but for the purpose of protein function prediction the 
characters are usually molecular, such as the occurrence of a gene in the 
genome or the identity of amino acid residues. Given the availability of 
molecular datasets in multiple species, it is often easier to compare this 
data between species than to perform further dedicated experiments4. 
An important concept used in applications of the phylogenetic 
comparative approach to predict functional relationships for proteins 
is that of sequence homology. Two sequences are homologous if they 
descended through replication from a common ancestral sequence. 
Effectively	two	sequences	are	considered	homologous	if	their	similarity	
cannot [reasonably] be explained by anything else but common descent. 
Although it is possible that two proteins have very similar sequences 
but are still functionally divergent [24], usually sequence similarity is 
accompanied by functional similarity. If the sequences are similar enough 
the homology of two sequences can be demonstrated by a direct alignment. 
If the sequences are too divergent two alternative criteria can be applied 
to	establish	homology.	The	first	criterion	exploits	 the	 transitivity	of	 the	
homology relation by bridging the gap between the sequences of interest 
by a chain of homologous intermediate sequences. The second criterion 
establishes homology based on tertiary structure conservation. It rests on 
the observation that despite sequence divergence the structures of proteins 
may	 be	 conserved	 [24]	 and	 consequently	 that	 different	 sequences	 can	
fold into the same structure.  If tertiary structure information is available 
then	 structures	 can	 be	 compared	 directly.	 Otherwise,	 the	 variation	 of	
homologous	sequences	that	is	influenced	by	tertiary	structure	constraints	
can	be	captured	by	a	sequence	profile,	e.g.	represented	as	hidden	Markov	
model	(HMM,	[25]).	The	variation	patterns	within	two	protein	families	can	
then	be	compared	by	profile-to-profile	alignments	to	establish	homology	
even for very divergent families.
Functional conservation of homologous proteins allows to transfer 
information about protein function from one organism to another. 
However, this assumption becomes increasingly problematic with 
increasing sequence divergence times. Genes evolve into gene families 
by events such as gene duplication, deletion, and horizontal gene 
transfer. Two homologous genes are called orthologs if they were 
separated by speciation. By contrast, they are called paralogs if they 
were separated by gene duplication [26]. In particular these paralogous 
genes frequently diverge in function [27] thus violating the assumption of 
4  Conversely: To use the phylogenetic comparative method you need comparative data.
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functional conservation of homologs. To obtain sets of functionally more 
homogeneous genes, complex gene families are often split into sets of 
orthologous genes. There exists a large array of methods and algorithms for 
classifying homologous genes as orthologs or paralogs [28]. If one focuses 
a certain ancestral species, then every paralogous gene, which arose from 
an earlier duplication and was still present in the ancestral genome, can 
be considered as a founder of an independent orthologous group. These 
ancestral founders of orthologous groups can further duplicate giving rise 
to subfamilies. Consequently, the many speciation events in the sequence 
of duplication and speciation events that happened during the evolution 
of	a	gene	family	lead	to	different	levels	of	orthology	[29].	There	is	a	lot	of	
freedom in the choice of the level of orthology used to subdivide a gene 
family into orthologous groups. Note that there is an ongoing discussion 
on	whether	orthology	is	indeed	a	better	proxy	for	functional	conservation	
than homology or even paralogy (e.g. [30, 31]).
There are various comparative approaches to predict relationships 
between proteins from sequence data. Functional relationships can be 
predicted	from	gene	fusion	and	fission	(Rosetta	Stone	method)	[32,	33],	
the conservation of gene order [34-36], the correlation of gene occurrence 
(phylogenetic	profiling)	[37,	38],	the	correlated	substitutions	of	residues	
in	 different	 proteins	 (residue	 correlation)	 [39],	 or	 the	 correlation	 of	
evolutionary	 rates	 [40,	 41].	 Gene	 fusion	 and	 fission	 are	 relatively	 rare	
genomic events that reliably indicate genes that are functionally tightly 
coupled [42, 43]. It is easy to see that a gene fusion can be equivalent 
to a permanent protein-protein interaction, which is by itself a strong 
indication of the cooperation of the proteins. Because of the rarity of 
gene	fusion	and	fission,	at	least	in	bacteria,	they	have	a	lower	coverage	
for function predictions than other genomic context methods [43, 44]. 
This thesis focuses on the conservation of gene orientation and on 
evolutionary	 correlation	 methods,	 in	 particular	 phylogenetic	 profiling	
and the correlation of evolutionary rates. 
2. Conservation of gene arrangement
A	possible	definition	of	 a	gene	 in	eukaryotes	 is	 a	 region	on	one	of	 the	
DNA strands that serves as a template of one or multiple overlapping 
transcripts.5 The orientation of the gene is the direction that the RNA 
polymerase takes on the DNA during transcription and the outmost 
transcription start site (TSS) and transcription end site (TES) are referred 
to as “head” and “tail” of the gene. Genes are arranged in some order 
on the chromosome and are separated by intergenic regions or spacers 
5	 	This	 is	 the	official	definition	 from	the	Ensembl	database	 [45]	 (http://www.ensembl.org/
info/genome/genebuild/genome_annotation.html).
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of various lengths. Those genes that are direct neighbors on one 
chromosome without any intervening gene have one of three possible 
relative orientations: divergent (←→, head-to-head) with the 5’ ends of 
the synthesized RNAs together, convergent (→←, tail-to-tail) with their 
RNAs 3’ ends together, or co-oriented (→→, head-to-tail, tandem), with 
the 3’ end of the upstream transcript neighboring to the 5’ end of the 
downstream transcripts. The direct neighborhood and orientation of genes 
on the chromosomes evolves through chromosomal rearrangements, such 
as inversions, translocations, or deletions. The rate of rearrangements is 
highly variable between taxa [46-52]. For instance, the rate or genomic 
rearrangements can be temporarily increased following species 
hybridization [53] or following or predating genome duplication [49, 
54].	Furthermore,	different	types	of	rearrangements	occur	with	different	
frequencies dependent on the positions of the break points relative to e.g. 
replication origins [55-58]. Diverse adaptive and non-adaptive factors 
may	 influence	 the	 arrangement	 of	 genes	on	 the	 chromosomes,	 such	 as	
replichores (e.g. [59, 60]), minimization of transcriptional interference [61, 
62], horizontal gene transfer [63, 64], minimization of negative genetic 
interaction	 [65-68],	 transcription	 factor	 diffusion	 [69],	 translational	
coupling [70], or optimization of co-expression [36, 71]. Notably, some of 
the	factors	that	influence	gene	order	affect	the	orientation	of	genes	in	an	
unbiased fashion while others [locally] bias the orientation of genes on 
the chromosomes. For instance, in bacteria the directions of transcription 
and replication tend to be the same [57, 72]. Globally, such a bias may 
result in a proportion of co-oriented genes deviating from the random 
expectation of 50%. Note that at the level of neighboring gene pairs, for 
structural reasons the numbers of convergent and divergent genes are 
almost equal. Thus, if genes are located on either strand of the DNA with 
the same probability then convergent, divergent and co-oriented genes 
occur in the proportions 1:1:2.
In	 bacteria	 and	 archaea,	 two	 important	 factors	 influencing	 gene	
orientation are operons and bidirectional promoters [35, 36]. In operons6, 
multiple adjacent coding regions (“cistrons”) are encoded on the same 
strand and transcribed into a single multi-cistronic RNA. Although other 
reasons have been proposed for the high frequency and evolutionary 
conservation of genes encoded by the same operon (see e.g. [74]), the most 
important factor, at least for the initial operon formations, seems to be the 
co-expression	of	the	genes	[71,	75].	Only	in	a	few	eukaryotic	taxa	operons	
are a general mechanism of gene organization in the nuclear genomes 
6	 	Note	that	the	classical	definition	of	an	operon	[73]	includes	all	genes	regulated	by	a	single	
promoter.	This	definition	would	assign	divergent	transcripts	regulated	by	bidirectional	promoters	
to a single transcription operon. The situation is even more complex in the case of eukaryotic 
transcription with its long-range interactions of transcriptional elements, enhancers and silencers.
Introduction
16
[76-82].	 For	 instance,	 a	 bioinformatics	 analysis	 identified	 about	 400	 co-
oriented gene pairs as candidates for producing bi-cistronic transcripts in 
Drosophila melanogaster [83]. In human, operons appear to be common only 
for certain types of transcripts, such as microRNAs [84]. Furthermore, it 
seems that in two eukaryotic taxa with frequent operons – nematodes [85] 
and trypanosomes [86] – the potential of co-encoding of genes in operons 
has only limited potential for function prediction.
Similar to operons, also bidirectional promoters can be found in all 
forms of life [87]. A bidirectional promoter is located in the intergenic 
region between two divergently oriented genes and coordinates their 
transcription. There is a large number of mechanisms to coordinate the 
expression	of	divergent	genes,	such	as	transcription	factor	diffusion	and	
co-translational binding [69], transcriptional interference by occlusion, 
collision, competition, or road-blocking [88], shared transcription factor 
binding [89-91], DNA super-coiling [92, 93], or local chromatin structure. 
Most if not all of these mechanisms require a close positioning of the 
divergent transcription units. It is therefore not surprising that the 
simplest	 prediction	method	 identifies	 bidirectional	 promoters	 by	 their	
short distance [89, 94-96]. In human, about 11% of genes are involved 
in such close (< 1 kb) divergent gene pairs [89, 97]. More recently, the 
number of closely positioned divergently expressed genes was estimated 
much higher (namely about 5600 instead of 1300) based on a more 
inclusive dataset of transcripts obtained by combining mRNAs, ESTs and 
CAGE data [98]. Close divergent gene pairs in human show a higher co-
expression and are more likely conserved in mouse than adjacent genes 
arranged in other relative orientations or distant genes [89, 96, 99], they are 
on average more functionally similar than random gene pairs [96], and are 
enriched in certain functional classes, such DNA repair genes and genes 
encoding mitochondrial proteins [89, 100], and depleted in others, like 
brain-specific	genes	[98].	It	seems	that	a	divergent	gene	orientation	seems	
to	be	a	common	mode	of	co-regulation	for	genes	with	specific	functional	
classes, such as the cell-cycle [101] and DNA repair [100]. Consistent with 
this,	specific	transcription	factors	were	found	to	be	enriched	among	close	
divergent gene pairs in human [90, 98] and some of these transcription 
factors were experimentally shown to induce bidirectional transcription 
[91]. 
Although	in	human	the	identification	of	bidirectional	promoters	by	their	
close	positioning	and	divergent	orientation	is	trivial,	the	identification	of	
bidirectional promoters is not so easy for many other species – even not 
within the vertebrates or mammals [95, 102, 103]. In Arabidopsis, divergent 
and co-oriented gene pairs have larger distances despite being more co-
expressed than convergent gene pairs [104]. The fact that two neighboring 
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genes	have	a	certain	relative	orientation	influences	the	likelihood	of	their	
functional relation only marginally. In experiments, if measurements are 
noisy,	 it	 is	possible	 to	 achieve	better	prediction	accuracy	by	 increasing	
the sample size or – with expensive datasets – by integrating results from 
multiple	different	experiments	(e.g.	[105]).	From	there	it	 is	only	a	small	
step	 to	 integrated	 datasets	 that	 originate	 from	 different	 species	 [106-
110]. The integration of data across species focuses the analysis on those 
interactions that are maintained by negative selection and are thus of 
potentially high importance for the studied organisms. Indeed, in bacteria, 
the conserved encoding of co-oriented and divergent genes predicts 
their co-expression by operons and bidirectional promoters, respectively 
[34-36, 43, 111]. A comparison of the neighboring gene pairs in the two 
fungi S. cerevisiae and Candida albicans showed that among the highest 
co-expressed genes divergent gene pairs are enriched, although it could 
not be shown that divergent gene pairs were more conserved [112, 113]. 
Chapter II, “Conservation of divergent transcription in fungi”, extends 
these	results	and	investigates	the	conservation	of	gene	pairs	of	different	
orientations with a larger set of fungal species and using a phylogeny-
based scoring scheme. 
3. Evolutionary Correlation
The cases of operons and bidirectional promoters show, how evolutionary 
conservation can be used to predict functional relationships. However, 
also	evolutionary	variation	provides	specific	information	about	functional	
relationships by exploiting evolutionary co-variation. As stated earlier 
one source of evolutionary variation is positive selection. Nevertheless, 
already Darwin noted that there can be variation that is not caused by 
selection and may even be selectively irrelevant.7 Kimura went one step 
further by stating that most of the observed variation is selectively neutral 
[115]. Two or more alleles of a gene are said to be selectively neutral with 
respect	to	each	other,	if	they	have	the	same	fitness.	In	this	situation,	none	
of the alleles has a selective advantage over the others and selection cannot 
enrich one or the other in the population. The frequencies – relative to 
each	other	–	of	a	group	of	selectively	neutral	alleles	fluctuate	randomly.	
However,	 if	 the	population	 is	 subject	 to	 strong	 random	fluctuations	 in	
allele	frequencies,	then	it	is	possible	that	an	allele	may	be	fixated	in	the	
population	by	chance	even	if	 its	fitness	 is	 lower	compared	to	the	fittest	
allele	 in	 the	 population.	More	 generally,	 in	 such	populations	 fitness	 is	
less	important	and	alleles	with	slightly	different	fitness	are	more	likely	to	
evolve	as	if	they	had	the	same	fitness.	They	are	said	to	be	nearly	neutral.	
7	 	 “Variation	neither	useful	nor	 injurious	would	not	be	affected	by	natural	 selection,	 and	
would	be	left	either	a	fluctuating	element,	as	perhaps	we	see	in	certain	polymorphic	species	or	would	
ultimately	become	fixed,	owing	to	the	nature	of	the	organism	and	the	nature	of	the	conditions.”	[114]
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The degree of randomness in the change of allele frequencies is obviously 
related to the degree of randomness in the environment, but also depends 
on population parameters like population size, recombination, population 
structure	and	migration.	The	effect	of	all	 these	 factors	on	the	evolution	
of a population can be summarized into a single number, the effective 
population size Ne [116, 117]. 
Neutral	alleles	may	arise	in	situations	in	which	selection	does	not	affect	the	
DNA	sequence	directly,	but	affects	a	higher	level	of	the	organization	of	an	
organism.	This	is	exemplified	by	the	complementary	base	interactions	in	
the double stranded stems of folded RNA molecules. The major energetic 
contribution to RNA folding are from the base pairs in these stems, in 
particular	the	canonical	pairs	G≡C,	A=U,	and	G-U.	In	many	cases,	an	RNA	
structure	 remains	 sufficiently	 stable	 to	 fulfill	 its	 function	 independent	
of	 whether	 a	 specific	 base	 pair	 is	 formed	 by	 one	 of	 these	 pairs.	 The	
function of the RNA molecule as the selected trait is independent of its 
implementation	as	specific	base	pair	and	consequently	the	base	pairs	are	
selectively	neutral	with	respect	to	each	other.	Occasionally,	changes	are	
said to be “consistent” with the structure, when they are connected by a 
sequence	of	structure-preserving	single-residue	mutations,	such	as	G≡C	
→ G-U →	A=U	in	RNA	[118].	By	contrast,	structure-preserving	differences	
which	required	intermediate	states	with	possibly	lower	fitness,	for	instance	
a	transversion	A=U	→ A A → U=A,	are	called	“compensatory”.	The	term	
“co-adaptation” is the general term for this kind of compensatory changes 
of	two	or	multiple	sites	that	confers	a	high	fitness	in	combination	[119].	
In the more recent literature, the term “co-evolution” has been adopted 
for this type of co-variation (e.g. [120, 121]) although this is inconsistent 
with the original meaning of “co-evolution” as the joint evolution of two 
or	more	ecologically	interacting	species	influenced	by	mutually	imposed	
selective constraints [122]. For consistency with the large number of 
mostly recent publications on the co-adaptation within and between 
biomolecules, in this thesis the term co-evolution will be used. In proteins, 
similar interactions between amino acid residues are observed, for 
instance, between oppositely charged residues or between hydrophobic 
residues. As in RNAs, these interactions are responsible for the folding 
structure of the protein and contribute to protein-protein interactions. 
Various methods for correlating molecular characters of proteins with the 
aim to identify interactions between them have been developed. The most 
important	are	phylogenetic	profiling	[37,	38],	residue	correlation	[39,	123-
126] and the correlation of evolutionary rates [127-129]. 
Much of the literature on evolutionary correlation methods deals with the 
problem	of	eliminating	“spurious”	correlations	that	do	not	reflect	direct	
causality.	Thus,	before	discussing	the	different	evolutionary	correlation	
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approaches, it is useful to shortly introduce the statistical problems of 
correlation. Statistics deals with the inference of relationships between 
random variables based on randomly drawn samples. In the context of 
evolutionary correlation for function prediction the random variables 
are usually molecular characters, such as the presence or absence of an 
ortholog in multiple genomes or the identity of an amino acid residue at 
a	specific	position	in	a	protein.	Occasionally,	the	random	variables	can	be	
phenotypic or environmental factors. The three most important statistical 
problems currently dealt with in the literature on evolutionary correlation 
methods are (1) the phylogenetic dependence of the trait values, (2) the 
problems of confounding between variables and super-additivity, and 
(3) the statistical or logical functions relating two or more evolutionary 
characters. 
The	first	problem,	 the	phylogenetic	dependence	of	 the	 trait	values,	has	
been recognized early (e.g. [23] and citations therein). Many statistical 
methods and most of the correlation approaches used for analyzing 
evolutionary data assume that the trait values are independently 
sampled and identically distributed (the “i.i.d.” assumption). However, 
the character traits of species that separated relatively recent in evolution 
are more similar than those in distantly related organisms and are 
therefore not independent. A violation of the i.i.d. assumption can result 
in spuriously high or low correlations and p-values in statistical tests (e.g. 
[130]). There are numerous publications showing that to control for this 
factor	in	evolutionary	correlation	analyses	has	positive	influence	on	the	
prediction accuracy [131-138]. 
The second problem, confounding, is the correlation of two random 
variables due to their indirect relationship via one or more other random 
variables. In our context, this may be for instance the indirect correlation 
of a residue at one position in a protein with that at another position 
via a third residue located between them in the protein structure. In the 
protein structure, the third, intervening residue may, for instance, be 
responsible for energy transmission between the other two residues. 
Confounding may cause some variables with indirect relationships to 
get “spuriously” high pairwise correlation scores, a phenomenon called 
“super-additivity” known from statistical mechanics [134, 139]. Methods, 
like partial correlation [140], entropy maximization [134], and Bayesian 
networks [141, 142] can account for indirect relationships among the 
multiple correlated variables and determine direct correlations.
The third problem goes one step further by questioning the suitability of 
the correlation measure for detecting interesting relationships. For 
instance,	the	well-known	Pearson	correlation	coefficient	is	a	measure	for	
the linear dependence of two random variables. The Pearson correlation 
Introduction
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coefficient	is	symmetric	in	that	it	does	not	matter	whether	one	correlates	
random variable A with variable B or, vice versa, B with A. It is, however, 
well possible that evolutionary characters are asymmetrically related: the 
correlation between the occurrences of two genes A and B, in which the 
gene A depends in its function on the other gene B, but not vice versa. For 
instance,	consider	a	kinase	that	in	one	species	specifically	phosphorylates	
some protein to modulate its activity. In another species this modulation 
may	not	be	necessary	and	the	independent	protein	can	fulfill	its	proper	
function even if the kinase is lost from the genome. Conversely, it is 
unlikely	that	such	a	specific	kinase	can	be	found	in	a	species	that	does	not	
also	encode	its	substrate.	Thus,	the	specific	kinase	will	only	be	gained	if	its	
substrate is also gained or is already present and it will be lost from the 
genome together with its substrate. As a symmetric correlation measure 
the	Pearson	correlation	coefficient	scores	asymmetrically	correlating	gene	
pairs low and thus fails to detect them as functionally related. Conditional 
probabilities	 as	 employed	 in	 Bayesian	 networks	 but	 also	 specific	
correlation methods, such as copulas [143], can detect asymmetric 
pairwise correlations and even other types or correlations. The symmetric 
relationship	identified	by	correlation	and	the	asymmetric	relationship	in	
the	kinase/substrate	example	are	analogous	to	the	logical	equivalence	and	
implication functions, respectively (Table 1). This principle can be further 
generalized to more than two evolutionary characters, as was done for 
ternary logical functions by e.g. Bowers and co-workers [144].
The following sections discuss three popular groups of evolutionary 
correlation methods for inferring the biomolecular structures and 
networks	 that	 correlate	 different	 molecular	 characters,	 namely	 (1)	 the	
presence and absence of genes, (2) the identity or similarity of individual 
amino acid of nucleotide residues, and (3) the rate of molecular evolution. 
A B A↔B A→B
Absent Absent Expected Expected
Absent Present Unexpected Expected
Present Absent Unexpected Unexpected
Present Present Expected Expected
Table 1. The table shows whether combinations of presence and absence of genes A and B in 
the genome are expected given that their functional relationship is symmetric (↔) or asymmetric 
(→). For instance, if the function of A depends on that of B but not vice versa (A→B), then it is not 
expected that A is present in the genome without B (line 3). The table is identical to a truth table for 
the logical equivalence and implication functions if “Absent” and “Unexpected” are substituted 
by “False”, and “Present” and “Expected” by “True”. 
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4. Phylogenetic Profiling: Correlating Gene Occurrence
Phylogenetic	profiling	is	the	evolutionary	correlation	of	the	occurrence	of	
two or more genes in the genomes of multiple species. The binary vector 
that indicates in which species a homolog is present or absent [37, 38, 145] 
is	 called	phylogenetic	profile	or	phyletic	pattern	 [146].	The	assumption	
underlying	 the	phylogenetic	 profiling	method	 is	 that	 during	 evolution	
functionally related and mutually dependent genes were gained and lost 
together. 
Successful Applications and the Role of Phylogenetic Profiling
A	number	of	predictions	have	been	made	by	phylogenetic	profiling	and	
were	 experimentally	 confirmed	 (Table	 2).	 These	 applications	 support	
the	 validity	 of	 the	 general	 assumptions	 of	 phylogenetic	 profiling,	 but	
they also highlight that often the simple correlation of gene occurrences 
does	 not	 allow	 drawing	 specific	 conclusions	 about	 the	 molecular	
mechanisms or the nature of the functional association. Therefore, usually 
complementary evidence from other context-based, homology-based or 
experimental	methods	is	consulted	to	get	more	specific	predictions.	For	
example,	 phylogenetic	 profiling	 identified	 enzymes	 of	 the	MEP/DOXP	
pathway, which in plant chloroplasts, apicomplexa, cyanobacteria and 
a number of other bacteria produces the building blocks of isoprenoids. 
Cunningham et al.	[147]	determined	the	phylogenetic	profiles	of	the	first	
five	known	enzymes	 in	 the	MEP/DOXP	pathway	and	 found	 two	other	
proteins that co-occurred with the pathway, LytB and GcpE. Although 
the involvement of LytB in the pathway was supported by experimental 
evidence, eventually further genetic experiments were necessary to 
determine the exact positions of LytB and GcpE within the pathway [148, 
149].
Another	example	is	the	identification	of	candidate	subunits	of	a	physical	
complex, in particular assembly factors that are hard to identify 
experimentally due to their transient binding to the complex. This was 
done, for instance, for NADH:ubiquinone oxidoreductase (Complex I), an 
energy-transducing multi-protein complex located in the mitochondrial 
inner membrane. Several of its members have paralogs that are members 
of Complex I itself or of other mitochondrial complexes. Gabaldón et al. 
[165] noted that Complex I member N7BM (B17.2) and its paralog B17.2L 
have	 similar	 occurrence	 profiles	 and	were	 lost	 together	 from	multiple	
independent taxa. Unfortunately the function of N7BM within the 
complex was unknown and thus the co-occurrence- and homology-based 
link to this protein and to Complex I did not provide information on the 
specific	 function	of	B17.2L.	 It	was	an	experimental	 study	of	Complex	 I	
assembly that showed that B17.2L is an assembly factor and that its 
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protein/gene context relation function predicted verified
SelR fusion/fission,	
gene order, 
co-occurrence
enzymatic 
activity
methionine sulfox-
ide reductase
[44, 151] [152]
Yfh1 co-occurrence, 
biochemical 
data
process iron-sulfur protein 
maturation
[153] [154]
YchB co-occurrence metabolic 
pathway
terpenoid synthesis [155] ibidem
SmpB co-occurrence process trans-translation [37] [156]
ThyX complement, 
knockout data
enzymatic 
activity
thymidilate syn-
thase
[151] [157, 
158]
ThiN complement, 
fusion/fission
enzyme ac-
tivity
thiamine phosphate 
synthase
[159] [160]
NrdR co-occurrence, 
neighborhood
physical 
interaction
regulator of nucle-
otide reductases
[161] [162]
NM_029821 co-occurrence, 
neighborhood
metabolic 
pathway
5-hydroxyisourate 
(HIU) hydrolase
[163] [163]
[164]
NM_001039678 fusion/fission,	
neighborhood, 
co-occurrence
metabolic 
pathway
2-oxo-4-hydroxy-
4-carboxy-5-
ureidoimidazoline 
decarboxylase
[163] ibid.
B17.2L co-occurrence, 
homology
physical 
interaction
Complex I assembly 
factor
[165] [166]
LytB co-occurrence metabolic 
pathway
DOXP/MEP	path-
way
[147] [148]
GcpE co-occurrence metabolic 
pathway
DOXP/MEP	path-
way
[147] [149]
PRP43 integrated 
(including: fu-
sion/fission, 
co-occurrence)
physical 
interaction
RNA helicase also 
involved in ribos-
ome biogenesis and 
rRNA processing
[167] [168]
RLI co-occurrence, 
conserved co-
expression
- RNase L inhibitor 
involvement in 
ribosome assembly
[169] [170]
[171]
COG1980 co-occurrence, 
complement
metabolic 
pathway
fructose-1,6-bi-
sphospatase
[172] [173]
Msa genotype/ 
phenotype 
correlation
- mannose-specific	
adhesin
[174] ibid.
BBS5 genotype/ 
phenotype 
co-occurrence
- flagella	and	basal	
body
[175] ibid.
SUR2 
(YDR297W)
genotype/ 
metabolite 
co-occurrence
metabolic 
pathway
fungal sphingolipid 
C9-methyltrans-
ferase
[176] ibid.
COG1206	
(=trmFO,	gid)
genotype/ 
phenotype 
co-occurrence
metabolic 
pathway
flavin-dependent	
tRNA:m5U-54 
MTase
[177] ibid.
Table 2. A list of some phylogenetic profiling based function predictions that have been verified 
in the original or by subsequent publications. complement: anti-correlating occurrence profiles; 
ibid.: verification in same publication as prediction.
 23
mutation	can	lead	to	a	Complex	I	deficiency	associated	with	a	progressive	
encephalopathy in human patients [166]. 
An	 alternative	 approach	 to	 phylogenetic	 profiling	 stems	 from	 the	
observation that a gene may be substituted during evolution by another 
gene of the same or similar function. Such a non-orthologous gene 
displacement [178] leads to an anti-correlation of the displaced and 
the	 substitute	 gene’s	 phylogenetic	 profiles.	 This	 is	 illustrated	 by	 the	
folate-dependent	 thymidylate	 synthase	 ThyA	 and	 its	 flavin-dependent	
counterpart ThyX (Thy1). Dynes and Firtel [179] showed that thyX 
complements thymidine-prototrophy in the slime mold Dictyostelium 
discoideum but a thymidylate synthase function could not be formally 
proven because the exact nature of the mutation in the D. discoideum strain 
they used was unknown. An additional hint on the function of thyX came 
from	the	observation	that	the	occurrence	profile	of	thyX is complementary 
to that of the known folate-dependent thymidylate synthase gene thyA 
[151]. Subsequently, further complementation experiments and a 
biochemical [157] and structural [158] characterization showed that ThyX 
is	indeed	a	new	class	of	flavin-dependent	thymidylate	synthases.
Generally,	 the	 examples	 illustrate	 that	 phylogenetic	 profiling	 stems	
most of its power from a large-scale approach that allows using it as 
an explorative method, while being relatively easy to implement. After 
narrowing down the search space to a reasonable number of candidates, 
additional lines of evidence are needed. This may include results from 
other genomic-context methods, like gene order conservation, or the 
prediction of signaling sequences, but also consultation of results from 
published high-throughput experiments and small-scale studies. In this 
process towards the goal of discovering good candidates for further 
experiments it is desirable to consider as many sources of evidence as 
possible. A number of web-based databases [180-183] integrate results 
from	phylogenetic	profiling,	genomic	context	methods,	and	experiments	
into	unified,	easily	accessible	interfaces	and	thus	ease	the	use	of	results	
from	phylogenetic	profiling	for	the	scientific	community.
The Link to the Phenotype
There are a number of publications in which not only gene occurrences 
were correlated with each other but in which gene occurrence was 
correlated with traits at other levels of organization. Alternative molecular 
traits correlated with gene occurrence included, for instance, protein 
domains [159, 184, 185], signal sequences [186], regulatory sites [161] and 
restriction sites [187]. Also phenotypic traits have repeatedly been 
correlated with gene occurrence, such as pathogenicity [188], 
hyperthermophily [172, 189, 190], respiratory tract tropism, pili assembly 
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[189], Gram-negativity, oxidative respiration, endospore formation, 
intracellular	pathogenicity	[191],	prokaryotic	flagella	[175,	189,	191],	and	
many other phenotypes [192]. A very successful and illustrative example 
of the correlation between gene occurrence and a phenotypic trait is a 
study	of	the	eukaryotic	cilium	and	basal	body,	which	eventually	identified	
BBS5 as a new disease gene. Li and co-workers [175] selected three species 
– human, the non-ciliated plant A. thaliana and the ciliated green alga 
Chlamydomonas reinhardtii. BLAST	 searches	 identified	 genes	 present	 in	
human and the alga but lacking from the plant. This simple set union and 
intersection procedure corresponds to selecting genes that have the same 
phylogenetic	profile	as	the	trait	‘having	cilia	and	basal	bodies’	(Figure	1).	
The resulting gene set of 688 genes contained 88% (36 genes) of the known 
cilium and basal body genes of C. reinhardtii (41 genes), but was still too 
large to draw conclusions about the functions of individual genes (3% of 
the all Chlamydomonas 19832 genes). A further intersection with a set of 
about 230 genes contained in a genomic locus associated with Bardet-
Biedl-Syndrome	 (BBS),	 a	 deficiency	 of	 the	 basal	 body,	 resulted	 in	 a	
dramatic	reduction	to	only	two	genes.	Other	evidences	support	that	one	
of these genes, BBS5, is related to the disease, such as  mutations that lead 
to premature termination of transcription of the BBS5 gene in four patients 
and cell-biological assays that show that BBS5 localizes to basal bodies in 
ciliated cells of Caenorhabditis elegans.
Figure 1. Genotype/phenotype profiling as exemplified by the study of the eukaryotic cilium 
[175]. 
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Methodological Challenges in Phylogenetic Profiling
Despite the obvious simplicity and straightforwardness of the idea 
underlying	phylogenetic	profiling,	it	is	not	immediately	obvious	how	to	
optimally translate this idea into an algorithm that gives the best accuracy 
in the prediction of relationships of proteins. It is therefore not surprising 
that	 since	 its	 invention,	 phylogenetic	 profiling	 diversified	 into	 a	 large	
number of related approaches. Most of the previously mentioned success 
stories	considered	identical	profiles	or	used	a	simple	distance	measure,	
such	as	the	number	of	occurrence	values	differing	between	two	profiles.	
These “naïve” distance measures ignore that the occurrence of a homolog 
in one species is not independent from its occurrence in another, probably 
closely related species. A number of “model-based” approaches have been 
developed	to	account	for	this	phylogenetic	dependence	of	profile	values.	
Model-based	 phylogenetic	 profiling	 uses	 explicit	 models	 of	 evolution	
to infer gene gain and gene loss events and correlates the evolutionary 
processes	rather	than	absence/presence	patterns.
Naïve Phylogenetic Profiling
In	 the	 first	 application	 of	 gene	 co-occurrence	 profiling	 Pellegrini	 et al. 
[37]	 used	Hamming	distance	 between	 two	profile	 vectors	 as	 similarity	
measure. The Hamming distance is the number of species that have a 
different	absence/presence	value.	It	 is	a	member	of	a	family	of	distance	
measures that also includes the Euclidean distance (see “Lp-Norms” 
on	page	39).	Notably,	although	these	measures	differ	in	magnitude	they	
produce	the	same	order	of	profile	pairs:	if	a	profile	pair	is	the	Nth-closest 
with Hamming distance it will also be the Nth-closest pair with Euclidean 
distance or any other Lp-norm.	Alternatively,	profiles	can	be	compared	by	
statistical	correlation	measures,	such	as	the	Pearson	correlation	coefficient	
[193], Fisher’s exact test [194] or Mutual information [44, 195]. The 
Pearson	correlation	coefficient	quantifies	the	degree	of	linear	dependency	
of two factors and is only zero if there is no linear correlation. By contrast, 
mutual information is a general correlation measure that detects any kind 
of correlation [196] and measures the average amount of information that 
one	profile	conveys	about	the	other	and	vice versa [197]. Fisher’s exact test 
and	mutual	 information	have	been	specifically	designed	for	categorical	
data	 such	 as	 occurrence	 profiles.	An	 alternative	 approach	 is	 taken	 by	
Wu and co-workers [195, 198] who have derived a formula for the co-
occurrence	probability	of	two	genes,	which	was	later	modified	to	account	
for	 different	 genome	 sizes	 [199].	Note	 that	 anti-correlating	 profiles	 are	
treated	differently	by	the	different	similarity	measures:	for	instance,	Lp-
norms	assign	particularly	high	distances	to	complementary	profiles	while	
Pearson	 correlation	gives	 them	a	negative	 correlation	 coefficient	 (Table	
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3). In contrast, mutual information in principle does not distinguish anti-
correlating	from	correlating	profile	pairs	and	both	just	appear	as	pairs	with	
high	mutual	 information.	 In	practice,	however,	anti-correlating	profiles	
are easy to identify and can be treated separately. Finally, phylogenetic 
profiles	have	repeatedly	been	compared	by	the	Jaccard	coefficient	 [193,	
200-202].	The	Jaccard	coefficient	usually	accounts	only	for	the	similarity	
generated by co-presence by ignoring the number of genomes that do not 
contain any of the compared orthologs in its calculation.
Co-Presences Hamming Pearson Fisher Mutual information
0/30 0 - 1 0
3/30 0 1 0.02 0.7
15/30 0 1 0.008 1
27/30 0 1 0,02 0.7
30/30 0 - 1 0
Table 3. Naïve co-occurrence measures differ in how they score lineage-specific genes [150]. 
With pairs of identical profiles over 30 species both Hamming distance and Pearson correlation 
constantly yield scores that indicate high similarity. In contrast, Fisher’s exact test (p-values for 
two-tailed tests) and mutual information yield less significance with a narrower and broader 
distribution than 50% of the species.
The	fact	that	species	are	evolutionary	related	may	have	negative	effects	
on the quality of the predictions. For instance, it was found that a 
substantial portion of modularity derived from the species distribution of 
orthologous genes is the results of such a phylogenetic signal [203], 
instead of the desired signal of functional relationships. Interestingly, the 
effects	 of	 the	 non-independence	 of	 profile	 values	 may	 differ	 for	 the	
different	naïve	profiling	methods.	For	example,	the	similarity	measures	
differ	 in	 how	 they	 score	 lineage-specific	 genes	 (Table	 3).	 Hamming	
distance	always	indicates	high	similarity	for	identical	profiles	independent	
of	the	lineage-specificity,	even	for	gene-families	that	occur	only	in	a	single	
genome. In contrast, mutual information is limited by the minimal 
information	content	of	the	profiles	[196].	Thus,	for	identical	profiles	with	
increasing	 lineage-specificity,	 mutual	 information	 yields	 a	 lower	
correlation value. This results in a counter-intuitive behavior: Consider 
two	 lineage-specific	 genes	 that	 are	 co-lost	 from	 some	 species	within	 a	
clade (Figure 2a). If a lineage encompasses less than half of the species, 
the additional co-losses will lead to lower mutual information, despite the 
additional evidence for functional linkage. 
One	way	 to	 reduce	 the	 effect	 of	 the	 phylogenetic	 bias	 is	 a	 reasonable,	
tree-guided selection of species, which has been shown to improve the 
prediction accuracy in comparison to a naïve inclusion of all species [204, 
205]. A related approach was taken for the STRING database, in which 
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sub-trees of the phylogenetic tree are collapsed and substituted by their 
ancestral state [43, 199] (Figure 3). Cokus et al. presented a tree-guided 
approach	 of	 an	 entirely	 different	 class	 [206]:	 Phylogenetic	 profiles	 are	
first	sorted	in	a	tree-guided	[i.e.	topological]	order	in	such	a	way	that	the	
number of runs of identical gene occurrence values is minimized. The 
distance measure itself depends on the number of such runs. All these 
approaches still rely on naïve correlation of gene occurrence in extant 
species and thus only reduce the bias while leaving the problem itself 
unsolved. 
Model-Based Phylogenetic Profiling
A	completely	different	approach	to	handle	the	non-independence	of	the	
profile	values	is	to	use	the	phylogenetic	tree	to	correlate	the	evolutionary	
processes rather than their observed outcomes. Model-based phylogenetic 
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correlating	from	correlating	profile	pairs	and	both	just	appear	as	pairs	with	
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profiles	have	repeatedly	been	compared	by	the	Jaccard	coefficient	 [193,	
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effects	 of	 the	 non-independence	 of	 profile	 values	 may	 differ	 for	 the	
different	naïve	profiling	methods.	For	example,	the	similarity	measures	
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distance	always	indicates	high	similarity	for	identical	profiles	independent	
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increasing	 lineage-specificity,	 mutual	 information	 yields	 a	 lower	
correlation value. This results in a counter-intuitive behavior: Consider 
two	 lineage-specific	 genes	 that	 are	 co-lost	 from	 some	 species	within	 a	
clade (Figure 2a). If a lineage encompasses less than half of the species, 
the additional co-losses will lead to lower mutual information, despite the 
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One	way	 to	 reduce	 the	 effect	 of	 the	 phylogenetic	 bias	 is	 a	 reasonable,	
tree-guided selection of species, which has been shown to improve the 
prediction accuracy in comparison to a naïve inclusion of all species [204, 
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Figure 2. Negative influence of non-independence on some naïve profiling methods [150]. (a) Left: 
two orthologous groups A and B occur in half of the species and have identical patterns of gains. 
Both Hamming distance (dH) and mutual information (MI) indicate high similarity. Right: The 
mutual information score is lower than in the previous situation (left), although additional co-
losses represent further evidence of functional relationship. (b) Left: A and B are gained and lost 
independently but Hamming distance suggests high similarity (false positive). Right: A single 
independent loss of B early in the phylogeny leads to high Hamming distance (false negative), 
despite two co-losses. In contrast, with differential Dollo parsimony (dP) (see Methods) the 
example of dependent evolution would result in a better score than the example of independent 
evolution. Hamming distance: dH; mutual information: MI; differential Dollo parsimony: dP.
Figure 3. The tree-guided approach implemented in the STRING database [43] [150]. A sub-tree is 
collapsed only if all its leaves have the same presence/absence pattern, i.e. if the ancestral state at 
the sub-tree’s root is known with high certainty.
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profiling	methods	use	a	model	of	gene	content	evolution	to	reconstruct	
ancestral genomes in a phylogenetic tree based on the observed occurrence 
patterns.	Three	methodological	frameworks	have	been	applied	to	predict	
functional	 interactions	 from	 phylogenetic	 profiles:	 the	 parsimony	
principle, maximum likelihood and a kernel-based method that models 
the evolutionary process by a Bayesian tree.
According to the parsimony principle, of many alternative evolutionary 
histories the one with the least costs, e.g. gene gains and losses, is the 
most credible. Liberles et al. [207] used Fitch’s parsimony algorithm to 
determine the presence or absence of each gene in the ancestral species 
of the phylogeny [208]. Fitch’s parsimony model allows arbitrary and 
equally penalized changes between character states, i.e. gain and loss of 
homologous groups are considered equally likely. Ambiguities arising 
from equally parsimonious reconstructions were resolved by branch 
length weighting [207, David Liberles, personal communication, 209]. 
Barker et al. [210] used Dollo parsimony for ancestral state reconstruction. 
Dollo parsimony allows a gene to be gained only once throughout a 
phylogenetic tree [211], which may require an arbitrary number of 
subsequent gene losses [212]. Based on the parsimonious reconstruction, 
gain/loss-profiles	 for	 branches	 rather	 than	 occurrence	 profiles	 for	
genomes	are	constructed.	The	gains	and	losses	on	different	branches	can	
be assumed to be independent8, which is advantageous for the application 
of similarity measures like Hamming distance, Pearson correlation 
coefficient	 or	mutual	 information.	 Indeed,	 a	 simple	 similarity	measure	
applied	 to	 Dollo-based	 gain/loss	 profiles	 yielded	 considerably	 better	
results on a eukaryotic dataset than Hamming distance on occurrence 
profiles	[210].	
The parsimony approach usually treats the inferred ancestral states as if 
they are known without error. Nevertheless, there can be considerable 
uncertainty in the reconstructed ancestral states even if the parsimony 
solution is unambiguous. A requirement for parsimony methods to 
accurately reconstruct ancestral states is that the rates of change are 
low [213]. In prokaryotes, horizontal gene transfer (HGT) provides a 
mechanism	of	repeated	gene	gain	and	is	estimated	to	affect	a	fraction	of	
40-60% [214, 215] or even 90% of gene families [216]. Consequently, the 
reconstruction of gene occurrence in ancestors by maximum parsimony 
may	be	inaccurate.	One	way	to	account	for	the	uncertainty	in	the	estimate	
8  Note that gains and losses are probably still not independent. For instance, it is impossible 
that a gene is lost on two subsequent branches without an intervening gain event. As maximum 
parsimony methods allow for maximally a single event per branch, this will result in anti-correlation 
of gain and loss events across the ancestral states of subsequent branches. This factor may however 
only be of minor importance, because of the low evolutionary rate of gains and losses [213].
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of the ancestral state is to use “parsimony intervals” that consider a 
number of suboptimal solutions of the ancestral state reconstruction 
[217]. Zhou et al. [218] proposed a dynamic programming algorithm to 
calculate	such	parsimony	intervals	for	phylogenetic	profile	comparison.	
The algorithm determines the best 100 suboptimal ancestral state 
reconstructions	 for	 each	 phylogenetic	 profile	 and	 compares	 them	 by	 a	
similarity	measure	that	quantifies	the	number	of	correlated	events	while	
accounting for the degree of sub-optimality of the reconstructions. An 
alternative approach may be to calculate probabilities analytically for the 
optimal reconstruction by a method such as that introduced by Maddison 
[219] and combine these with a specialized distance measure to compare 
ancestral	state	reconstructions	of	different	gene	families.	Two	alternative	
model-based methods account for the uncertainty in the ancestral state 
estimation by considering all possible reconstructions: the tree-kernel 
method of Vert [220] and the maximum likelihood approach of Pagel and 
co-workers [194, 210, 221]. 
The tree-kernel method considers both gain and loss probabilities as 
fixed	parameters	of	a	Bayesian	tree	[220].	Each	branch	of	the	tree	has	two	
associated probabilities – a gain probability p(1|0) and a loss probability 
p(0|1). Additionally, a probability for a gene to be present at the root has 
to be provided. The virtue of the method comes from the combination 
of	 this	Bayesian	 tree	with	a	kernel-based	approach	 that	allows	efficient	
calculation	 of	 a	 profile	 distance	 that	 accounts	 for	 all possible ancestral 
state reconstructions. Although the authors in the original publication 
assumed the same gain and loss probability on all branches of the tree, 
the Bayesian tree representation allows for more complex models with 
branch	specific	probabilities.	
The maximum likelihood method of Pagel uses continuous-time Markov 
models to describe the evolutionary gain and loss of two genes [194, 221]. 
In order to quantify the probability that two genes have been gained and 
lost	together,	the	likelihood	(i.e.	the	goodness	of	fit)	of	a	model	of	correlated	
evolution, in which the gains and losses of two genes mutually depend 
on each other, is compared to the likelihood of a model of independent 
evolution. In contrast to the parsimony approaches, maximum likelihood 
accounts for the branch lengths in the tree. Furthermore, the likelihood 
values	 are	 independent	 from	 a	 specific	 ancestral	 state	 reconstruction	
because they are calculated over all possible combinations of ancestral 
states.	Although	 this	can	be	done	 in	 linear	 time	 [221],	 the	fitting	of	 the	
model remains a computationally demanding task, which has to be solved 
by heuristic optimization. The method was considerably improved by 
assuming a low global gain-rate instead of estimating this rate for each 
pair	 of	 occurrence	 profiles	 independently	 [210].	 The	 global	 gain-rate	
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parameter depends on the branch lengths in the phylogenetic tree and 
has to be estimated from the dataset itself before the actual evolutionary 
correlation. The maximum likelihood method can be extended into a full 
Bayesian	method	that	correlates	traits	by	not	only	fitting	rate	parameters	
but also tree topology and branch lengths [222]. However, although the 
uncertainty in the tree seems to be relevant for the reconstruction of 
ancestral	states	[137],	for	phylogenetic	profiling	only	highly	incorrect	trees	
may	have	a	strong	influence	on	the	overall	prediction	accuracy	[218,	223].	
Finally, not only the reconstructions of ancestral states can be uncertain 
but	 also	 the	 “observed”	 present/absent	 values	 of	 genes	 in	 the	 extant	
species. The annotation of genomes sometimes misses genes and, indeed, 
phylogenetic	profiling	itself	has	successfully	been	used	to	identify	non-
annotated genes [142, 224]. The uncertainty in the occurrence values can 
be expected to be even more pronounced in metagenomic data and in 
data from microarray genotyping [174, 225], which usually probe only a 
limited set of known genes. 
Complex Relationships from Phylogenetic Profiles
The	 complexity	 of	 organisms	 is	 frequently	 simplified	 into	 a	 graph	
representation with, for instance, nodes representing proteins and edges 
representing	a	relationship	between	the	proteins.	Within	this	simplified	
representation parts of the original complexity can be observed as 
modularity – the tendency of proteins to form coherent groups that may 
be more or less isolated or overlapping. A number of genomic-context 
studies	have	 included	relationships	 from	phylogenetic	profiling	 to	find	
functional modules [198, 201, 202, 226-229]. These genomic-context 
networks	 reflect	 functional	 modules,	 although	 these	 modules	 are	
frequently	 distinct	 from	 traditional	 module	 definitions	 [202,	 229].	 The	
highest-scoring	pair-wise	associations	predicted	by	phylogenetic	profiling	
can be considered as small co-gained and co-lost evolutionary modules 
and clearly contain information about function. Furthermore, also larger 
modular	structures	are	reflected	in	the	networks.	Of	particular	value	for	
their	description	are	‘multi-functional’	network	nodes	that	link	different	
modules. For example, metabolic networks are frequently modeled as 
graphs with nodes representing metabolites and the edges between them 
representing enzymes. The linkers in these networks are metabolites 
that are involved in diverse pathways. Indeed, in networks derived from 
genomic-context, the evidence of a functional association between genes 
decreased with the degree of the metabolite node connecting them [113, 
228] and, consistently, for linear pathways the correspondence of the 
genomic-context network and the known metabolic network is highest 
[229]. A similar observation was made in a network based on gene order 
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conservation. In this network, linkers that connected locally unconnected 
clusters were enriched in multi-functional enzymes [227].
Another approach to model more of the original complexity of the 
biological system is to model the way in which pairs or small groups of 
proteins depend on each other. I have already mentioned asymmetric 
pairwise relationships that occur if the function of one protein depends 
on the function of another, but not vice versa. This means that the genes 
can	 be	 expected	 to	 be	 gained	 and	 lost	 from	 the	 genome	 in	 a	 specific	
order	that	reflects	their	asymmetric	relationship.	Asymmetric	functional	
relationships	could	thus	explain	the	gradual	evolutionary	modifications	
that have been found for a variety of multi-protein complexes and 
metabolic pathways [165, 230-232]. The study of such “directional” 
hypotheses about the order in which traits evolve was already developed 
in the last two decades of the last century (e.g. reviewed in [23]), however, 
only recently, Barker and Pagel [194] explicitly stated its relevance in 
phylogenetic	 profiling.	 Pagel	 and	 Meade	 [222]	 developed	 a	 Bayesian	
phylogenetic approach for correlating evolutionary characters that tests 
a large number (4140!) of possible rate constraints on the transition 
probabilities between combinations of two characters. These constraints 
correspond	 to	 different	models	 of	 how	 the	 evolution	 of	 one	 character	
influences	the	evolution	of	the	other,	such	as	symmetrical	or	asymmetrical	
dependencies. Until now this complex model has not been applied to 
gene occurrence data. The analysis presented in chapter III, “Asymmetric 
relationships between proteins shape genome evolution”, of this thesis 
systematically investigates asymmetric functional relationships in the 
context of metabolic networks using a separate parsimony reconstruction 
of ancestral states for each genes and testing contingent gain and loss 
using a McNemar test [233].
The complexity of the model representing the biological system can be 
increased further by scaling up the number of genes that are related to 
each other. In the Boolean logic formalism proposed by Bowers et al. 
[144]	the	profiles	of	orthologous	groups	are	interpreted	as	vectors	of	truth	
values to which ternary logical functions, i.e. relations between triples of 
orthologous	groups,	are	fitted.	For	example,	consider	an	enzyme	C that uses 
substrates from both a pathway containing enzyme A and from a pathway 
containing enzyme B. The relationship between the three enzymes can be 
expressed as the logic relationship A∧B→C. Both the activities of enzyme 
A and B are required for the activity of enzyme C. Bowers and co-workers 
identified	 eight	 possible	 logical	 functions	 (“logic	 types”)	 that	 model	
different	possible	relationships	between	genes	–	excluding	cases	that	could	
easily be modeled by binary relationships – and scored them using an 
entropy-related measure. Intriguingly, logic types that are easier to relate 
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to our understanding of biological and evolutionary relationships tended 
to	be	more	frequent	than	those	that	are	difficult	to	interpret.	Owing	to	the	
higher expressiveness of the ternary relationship formalism its results add 
to the results of classical, binary co-occurrence methods. An alternative 
approach to increase the number of variables that are related to each 
other is by Bayesian networks, as was done by Mikkelsen and co-workers 
[142]. In contrast to the logical relationships inferred by Bowers et al., the 
relationships	 in	the	Bayesian	network	are	direct,	 i.e.	effectively	account	
for confounding by other orthologous groups. Furthermore, in a Bayesian 
network	 the	 dependence	 of	 one	 orthologous	 group	 profile	 on	 one	 or	
multiple others is modeled by a frequency table derived from the training 
data. There is no constraint on the way the conditions are combined into a 
node’s state probabilities. Consequently, these relationships do not have 
to	be	“OR”	or	“AND”	relationships	but	can	take	arbitrary	form.	Recently,	
the logic function approach of Bowers et al.	was	modified	to	account	for	
phylogenetic dependency [234]. The Bayesian network approaches have 
not yet been extended to account for phylogenetic dependence in the 
phylogenetic	profiles.9
Although the logical relationship formalism of Bowers et al. has been 
used to model relationships of four genes [235] it should be noted that 
the	identification	of	higher-order	relationships	has	practical	 limitations.	
First, the number of possible logic functions is exponential in the number 
of related genes. Each of these possible relationships can be interpreted 
as	 an	 alternative	 hypothesis	 and	 the	 fitting	 of	 such	 a	 large	 number	 of	
hypotheses may not be possible with the currently available number of 
genomes	and	will	result	in	over-fitting	problems.	It	is	at	least	questionable	
whether the rate of gene content evolution and thus the number of 
informative gene gain and loss events is high enough to provide the 
necessary information required for such complex models. Second, also 
the number of combinations of genes between which higher-order 
relationships are inferred grows quickly, which puts technical limits on 
the approach. Third, with increasing complexity of the logic functions a 
biological interpretation of the relationship between the involved genes 
becomes harder.
5. Residue Correlation
Amino acid residue correlation aims to identify residues in directly 
interacting proteins from correlated substitutions [39, 123-126] and 
has been used for ab initio protein structure prediction [236, 237], fold 
recognition [238], and to predict intermolecular contacts. The substitution 
9 But see Burger and van Nimwegen [135] for a Bayesian network that accounts for 
phylogenetic dependence applied to residue correlation.
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patterns	 of	 amino	 acids	 are	 accounted	 for	 in	 three	different	ways.	 The	
first	approach	is	to	directly	correlate	the	column	vectors	of	amino	acids	
from sequence alignments using a distance measure for categorical data, 
such as mutual information [239-241] (see e.g. [242, 243] for alternatives). 
Implicitly, this approach assumes that all amino acid substitutions are 
equally likely. Some information about amino acid similarity can be 
introduced by correlating continuously scaled amino acid properties 
[244, 245] or alignment column vectors of degenerate amino acid 
alphabets in which physicochemically similar residues are grouped 
[246-248]. The second approach correlates amino acid similarities rather 
than amino acid properties. For each alignment column, which contains 
residues of n	sequences,	first	all	amino	acid	similarities	between	residue	
pairs are collected into two n×n matrices. The similarity between amino 
acids is taken from standard substitution matrices [249, 250] or from the 
physicochemical properties of amino acids [250-252]. To get a residue 
correlation value for two alignment columns, their similarity matrices are 
then converted into vectors, e.g. by considering only the values of the 
upper triangular matrix, and then correlated with a Pearson or Spearman 
correlation	 coefficient	 [249].	 The	 third	 and	 most	 complex	 approach	
goes one step further [253-255] in that it does not only rely on amino 
acid similarities but uses a 400×400 co-substitution matrix that captures 
information about the frequencies of observed synchronous substitutions 
at pairs of known interacting residues [256]. The approach by Singer et al. 
is similar in that it focuses on co-substitutions and uses contact likelihoods 
derived from proteins of known structure [257]. Good overviews of older 
residue correlation methods are Horner et al. [258] and Halperin et al. 
[259].
Residue correlation methods are subject to the same caveats as 
phylogenetic	 profiling	 methods,	 such	 as	 the	 phylogenetic	 dependence	
of amino acids in related sequences [134, 247, 260, 273], confounding 
and super-additivity [134, 139] that may reduce the number of correctly 
predicted direct contacts. There are various approaches to reduce the 
effect	of	phylogenetic	dependence	(reviewed	by	[261]),	such	as	correction	
[262-265], weighting schemes [136, 244, 245, 249, 254, 266] or comparison 
of the correlation scores to that of a null model of independent evolution, 
either by simulation [247, 260, 267-270] or by statistical modeling 
[135, 221, 247, 248, 271-276]. Nevertheless, despite improvements in 
accounting for phylogenetic dependency of sequences, long distance 
correlations remained common [248, 273, 274] further hampering the ab 
initio	prediction	of	protein	structure	from	sequences	alone.	One	cause	of	
long	distance	correlations	are	statistical	effects,	such	as	confounding	and	
super-additivity	 [139,	 267],	 and	 in	 recent	 years	 different	mathematical	
frameworks were implemented for residue correlation that can remove 
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indirect correlations and determine direct interactions [135, 136, 140, 
141, 237, 244, 277-283]. Marks and co-workers demonstrated that contact 
maps based on direct residue correlations can be used to predict the 
average structures of diverse protein families [237]. This further opened 
the way to address more biological causes for long distance correlations 
in protein structure, such as super-suppressors [284], ligand mediated 
residue interactions, or protein internal information transmission through 
alternative conformations [136, 285-287], although similar questions have 
earlier been addressed by statistical coupling analysis (SCA) [242, 288] 
that uses a binary asymmetric score (see [121]). In particular, the Bayesian 
network method by Burger and van Nimwegen may prove to be valuable 
for the analysis of asymmetric relationships because it yields direct 
correlations and accounts for phylogenetic dependency [135, 141]. 
It	 is	 possible	 and	 common	 to	 correlate	 residues	 in	 different	 protein	
families to identify inter-molecular interfaces between interacting 
protein partners (e.g. [141, 280, 289-293]). Residue correlation thus 
predicts	 protein	 interaction	 networks,	 just	 like	 phylogenetic	 profiling,	
however,	 with	 a	 higher	 specificity	 for	 direct	 physical	 interaction.	 One	
of	 the	 earliest	 systematic	 applications	 of	 residue	 correlation	 identified	
residues	correlating	between	different	interaction	interfaces	in	the	homo-
multimeric complex of the Tobacco mosaic virus coat protein [125]. 
The in silico-two-hybrid (I2H) approach has been used to calculate an 
interaction score from residue correlation. To match interacting partners 
from	different	protein	families,	I2H	compares	the	number	of	correlating	
residues between two proteins to that within each protein [290]. Also 
the newest generation of residue correlation approaches that control for 
indirect correlations and phylogenetic dependence have been applied to 
the problem of identifying inter-protein correlations [136, 279, 280, 283] 
and interaction partners [135, 141]. 
Residue correlation has some advantages and disadvantages compared to 
phylogenetic	profiling.	While	phylogenetic	profiling	correlates	gene	gain	
and losses, which are both relatively rare events in genome evolution, 
residue correlation uses the substitutions of residues, which – dependent 
on the position in the protein – can be everything from extremely frequent 
to extremely rare. For many proteins there may be enough sequence 
variation for a successful application of residue correlation. However, 
the method depends on high-quality sequence alignments to match 
functionally	 equivalent	 residues	 in	 different	 sequences	 (e.g.	 [294])	 and	
misalignments are known to result in false positive and false negative 
residue	 correlations	 [295].	 In	 comparison	 to	 phylogenetic	 profiling	 the	
correlation of a large number of alignment columns is computationally 
expensive, simply because of the large number of residue positions in 
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proteins. Another limitation is that the amino acid characters have 20 
states compared to only two states for gene occurrence. Thus, to obtain 
reliable correlations either the number of sequences has to be large [237, 
240, 270, 272, 296] or the amino acid alphabet has to be reduced, e.g. by 
grouping	physicochemically	similar	residues.	Like	phylogenetic	profiling,	
the amino acid residues can be correlated with other molecular (e.g. [297]) 
or phenotypic characters or with evolutionary changes in protein function 
[298-301].
6. Correlating Sequence Similarities and Evolutionary Rates
Estimates of the rate of protein evolution are usually calculated using the 
molecular clock assumption [302] according to which evolutionary rates 
are constant. Thus calculated rates are averages across the phylogeny 
because evolutionary rates are known to be variable due to, for instance, 
spatiotemporal	variation	in	mutation	rate	and	selection	efficiency	of	the	
genome, and changes in selection constraints [303-311]. The resulting 
temporal rate variation – a phenomenon called heterotachy [312] – is 
the basis of certain correlation methods to identify interacting proteins. 
Usually	these	methods	do	not	actually	correlate	branch-specific	rates	but	
sequence similarities. Sequence similarity is a function of the evolutionary 
time since the divergence of sequences and the rate of their divergence 
from their common ancestor. Usually only sequences from extant species 
are used and consequentially [co-]variation in similarities can only 
originate from the variability of evolutionary rates. 
Two	different	data	structures	encoding	sequence	similarities	have	been	
introduced.	 The	 first	 approach	 correlates	 similarity	 vectors	 that	 are	
composed from pairwise similarities of a query sequence with its best 
hits in a number of subject genomes. The similarity vectors are correlated 
using mutual information, which requires a binning of similarities 
[128, 313]. In the extreme case of just two bins the discretized similarity 
vector,	like	a	phylogenetic	profile,	rather	encodes	gene	occurrence	[314].	
Obviously,	 the	 sequence	 similarities	 in	 the	 similarity	 vector	 decrease	
with increasing evolutionary distance of the query and subject species. 
This	phylogenetic	distance	effect	 can	be	corrected	 for	by	dividing	each	
vector component by the average similarity of all proteins’ hits to the 
subject	genome	[315].	Others	determined	non-synonymous	substitution	
rates of genes of a query species against multiple other species using the 
molecular	 clock	 assumption	 and	 correlated	gene-to-gene	differences	 of	
rates with functional similarity [316].
The second similarity correlation method uses a full matrix of all pairwise 
similarities between members of an orthologous group. Two principal 
applications have been developed based on this data structure: the 
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prediction of interactions between proteins from two families of paralogs 
that are known to contain physically interacting partners [41, 129] and 
the prediction of genome-wide interactions [40]. To predict interactions 
of proteins from two gene families two matrices of paralog-to-paralog 
similarities are constructed – one for each family. The two matrices of 
possibly	 different	 sizes	 are	 then	 “aligned”	 by	 selecting	 and	 shuffling	
columns	 and	 rows	 such	 that	 their	 similarity	 is	 maximized.	 The	 row/
column alignment or matching problem is solved by simulated annealing 
[317, 318], optionally guided by a sequence similarity tree [319]. No 
method has yet been proposed to remove the time-factor from the 
similarities in the aligned matrices and, indeed, it is well possible that the 
divergence time information may provide the main signal exploited by 
the method. In the second application, the aim is to identify interacting 
proteins from multiple gene families. Here, for each gene family a matrix 
of ortholog-to-ortholog similarities is constructed [40]. In these matrices 
usually every species is unambiguously represented by a single row and 
column and two matrices are simply correlated based on the set of species 
shared by both. This approach is commonly referred to as the “mirror-
tree” method. Tillier and Charlebois [320] have combined both principal 
approaches and predict interactions between gene families without a 
priori selection of paralogs as unambiguous representatives of multi-gene 
families.	Rather	they	first	calculate	similarity	matrices	for	complete	gene	
families – including all paralogs – and then maximize the correlation 
between gene family matrices by considering all combinations of reduced 
gene families with a single ortholog per species. Generally, the matrix-
correlation	methods	allow	for	some	flexibility	in	the	choice	of	the	distance	
measure used for constructing the similarity matrices [40, 321-323] and 
the choice of the matrix similarity measure [40, 129, 317-320, 324]. In most 
studies the matrix similarity measures are vectorial and require that the 
matrix is transformed into a so-called evolutionary [325] or phylogenetic 
[323] vector, often derived from the upper triangular matrix. Dedicated 
matrix correlation measures [326] have not yet been used, with the only 
exception being the approach of Choi et al. [324], which determines the 
distance from superimposed lower-dimensional embeddings of the 
distance matrices. 
Like the similarity vector correlation, the similarity matrix correlation 
can be corrected for the background similarity of the genomes due to the 
phylogeny. The background similarity is obtained from an independent 
phylogeny, such as from 16S rRNA, or by averaging from the set of 
correlated matrices itself [325]. Then each matrix, in its [upper triangular] 
vector representation, is projected onto the vector representation of the 
phylogeny and the residuals are interpreted as phylogeny-corrected 
 37
similarities that are used for the correlation [327, 328]. Alternatively, 
the background similarity vector can be used as the third “controlling” 
term	in	a	partial	correlation	coefficient	[132,	133].	Craig	and	Liao	added	
phylogenetic information to the phylogenetic vectors and fed a support 
vector machine with these extended representations [329]. Even if 
the similarity values are corrected for the phylogenetic distance of the 
species, they remain essentially statistically dependent because they are 
averages across the branches between the compared leaves of the gene 
tree. A more intuitive approach to deal with the phylogenetic signal is to 
calculate	branch-specific	 rates	of	evolution	with,	 e.g.,	PAML	[330,	331],	
BEAST [332], or r8s [333]. Clark and co-workers correlated thus calculated 
branch-specific	rates	using	regression	models	and	compared	the	results	to	
a maximum likelihood model that they developed to test for correlation 
in evolutionary rates [138, 334, 335]. They found that the maximum 
likelihood test was superior over similarity correlation methods and more 
robust	to	missing	values	and	short	branches	than	the	branch-specific	rate	
regression approach [334]. 
In	 comparison	 to	 phylogenetic	 profiling	 and	 residue	 correlation,	 the	
development of methods to reduce confounding among the correlated rates 
of	many	proteins	lags	behind.	The	method	of	Juan	et al. selects gene pairs 
based	on	partial	correlation	coefficients	that	control	the	correlation	of	two	
similarity matrices by a third one [323], similar to the method of Sato et al. 
that uses partial correlation to control for the phylogeny [132, 133]. Future 
developments will show whether direct correlation methods provide 
advantages over the currently existing approaches. Furthermore, also 
asymmetric correlations among evolutionary rates have not been tested. 
Both confounding and asymmetry could be accounted for by e.g. Bayesian 
networks [336], although that may require that rates are discretized into bins. 
Similar	 to	 phylogenetic	 profiling,	 also	 rate	 correlation	 can	 be	 done	 on	
smaller sections of whole proteins, such as domains [321, 325]. Indeed, 
sequences evolutionary rates have also be determined at the single residue 
level [337, 338]. These studies found that sites evolving heterotachously are 
functionally important, like the sites involved in evolutionarily variable 
protein-protein interfaces of such important proteins as elongation 
factors [127, 337, 338] and hemoglobin [339]. These results indicates that 
evolutionary rate correlation is not uniformly distributed over the protein 
sequence, as claimed by some authors [138], although they do not imply 
that they correlated due to direct physical interactions of residues. Despite 
these promising results, until now no study has correlated residue-level 
evolutionary rates to predict interacting residues and it thus remains an 
open question, whether this kind of correlation may provide a useful 
signal for protein structure and interaction prediction. 
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7. Chapter Overview
The	 following	 chapters	 investigate	 different	 aspects	 of	 comparative	
methods for the prediction of protein interactions. Chapter II, 
“Conservation of divergent transcription in fungi” on page 41, investigates 
the relationship between the relative orientation of neighboring genes in 
fungal genome and its suitability for predicting functional links between 
genes. Dollo parsimony is used as a simple model of the evolution of 
gene neighborhood and orientation and gene pairs are scored by the 
evolutionary	 time	of	 their	 conservation	 as	 gene	neighbors	 in	 a	 specific	
orientation. It is found that in the evolution of fungal genomes, divergently 
oriented genes are more frequently conserved than convergent or co-
oriented genes. The degree of conservation of gene pairs depends on 
their distance on the genome, which indicates a considerable proportion 
of neutrality in the evolution of gene orientation. Nevertheless, the most 
conserved divergent gene pairs are highly enriched in genes of functional 
association. 
Most methods to correlated evolutionary signals assume that the 
correlations between the traits are symmetric and thus that the traits 
mutually depend on each other. However, as outlined previously, it is 
well possible that the relationship between two traits is asymmetric in that 
one trait depends on the other but not vice versa. An intuitive example 
is the asymmetry in the relationship of enzymes in metabolic networks. 
Chapter III, “Asymmetric relationships between proteins shape genome 
evolution” on page 59, explores the relationship between the asymmetric 
phylogenetic occurrence, gene essentiality, knock-out growth rates, and 
expression of metabolic genes and directional coupling in metabolic 
networks.
Most publications treat the scores inferred from evolutionary correlation 
with	 a	 cutoff	 and	determine	 sensitivity,	 specificity,	 etc.	with	 a	 test	 set.	
The basic perspective is that evolutionary correlation scores are used 
to discern interacting and non-interacting proteins. In Chapter IV, “A 
three-dimensional topology of complex I inferred from evolutionary 
correlations” on page 71, it is hypothesized that the strength of the correlation 
in evolutionary rates correlates with the distance of subunits in a multi-
protein complex. It is shown that for complex I the phylogeny-corrected 
mirror-tree correlations contain information about the structure of 
complex I. In particular, in the conserved core of the matrix arm, structure 
seems to be the single dominant cause of correlation of evolutionary rates.
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8. Distance Measures frequently used for Phylogenetic Pro-
filing
Jaccard coefficient
The	 Jaccard	coefficient	of	 two	occurrence	vectors	A and B [200] can be 
defined	for	co-occurrence	of	presences	(a =	1)	as	well	as	for	co-occurrences	
of absences (a =	0)	(see	below).
Lp-Norms
Lp-norms	 are	 defined	 as	 . Frequently used Lp-
norms	are	the	Manhattan	distance	or	Hamming	distance	(p =	1)	and	the	
Euclidean distance (p =	2).	For	arbitrary	values	of	p the orthologous group 
pairs will have the same order when sorted by distance Lp and we thus 
use only the Hamming distance.
Pearson correlation coefficient
The	linear	correlation	coefficient	is	defined	as:
Mutual information
Mutual	 information	 can	 be	 defined	 based	 on	 the	 Kullback	 entropy	
between two probability distributions [340] and [341] as
The	 Kullback	 entropy	 quantifies	 the	 amount	 of	 information	 gained	
when substituting distribution {p0} by distribution {p}. The index i refers 
to the possible values drawn from the distributions. For the purpose of 
comparing	 two	profiles	A and B the possible values correspond to the 
four	combinations	of	occurrence	values	of	two	genes,	i.e.	we	can	define	pi 
:=	p(a,b) and pi0	:=	p0(a,b), a∈A, b∈B. Furthermore, it can be assumed that 
the occurrence values of the genes are statistically independent, i.e. p0(a,b) 
=	p(a) p(b).	With	these	assumptions	mutual	information	can	be	defined	as
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The probabilities p are usually estimated from the observed frequencies 
of the occurrence values (for p(a) and p(b)) or combinations of occurrence 
values (for p(a,b))	 in	 the	 compared	 profiles.	 Note	 that	 the	 maximally	
achievable mutual information is determined by the minimum entropy of 
the	compared	profiles	[196]:
H(A)	being	the	entropy	of	a	profile	defined	as
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II. Conservation of divergent transcription in 
fungi
Published as: P. R. Kensche, M. Oti, B. E. Dutilh, and M. A. Huynen. 
Conservation of divergent transcription in fungi. Trends in Genetics, 2008, 24, 
207-211. Reprinted with permission from Elsevier.
1. Abstract
The comparison of fully sequenced genomes enables the study of 
selective constraints that determine genome organization. We show 
that in fungi adjacent divergently transcribed (←→) genes are more 
conserved in orientation than convergent (→←) or co-oriented (→→) 
gene pairs. Furthermore, the time divergent orientation of two genes is 
conserved correlates with the degree of their co-expression and with the 
likelihood of them being functionally related. The functional interactions 
of the proteins encoded by the conserved divergent gene pairs indicate a 
potential for protein function prediction in eukaryotes.
2. Background
In prokaryotes, conservation of co-oriented (→→) and divergent gene 
pairs (←→) correlates with the presence of operons and bidirectional 
promoters, respectively, and is used to predict functional links between 
genes [34, 36]. In eukaryotes, operons are a common genomic feature in only 
a few clades, such as Nematodes [76] and Urochordates [77]. By contrast, 
bidirectional promoters are a universal mechanism for co-regulation: 
Adjacent genes organized in divergent orientation and separated by short 
intergenic	spacers	tend	to	be	co-regulated	in	flies	[94]	and	vertebrates	[89].	
Furthermore, in vertebrates, the distance between divergently transcribed 
genes	 tends	 to	be	 conserved	 in	different	 species	 [89,	 96]	 and	divergent	
gene pairs are overrepresented among gene pairs that are conserved in 
orientation [96]. Among gene pairs whose orientations are conserved in 
the two fungi Saccharomyces cerevisiae and Candida albicans, divergent gene 
pairs are enriched only if they are highly co-expressed [112, 113]. However, 
divergent gene pairs did not retain their orientation with an especially 
high rate [112]. We investigated the relationship between conservation of 
gene orientation, the class of orientation and intergenic distances in the 
fungi. Furthermore, we asked whether the conservation of divergent gene 
orientation can be used for protein function prediction in eukaryotes. We 
based our study on a set of nineteen fungi with a phylogenetic tree whose 
branches sum up to a total of 3850 million years (My; see Figure 7 on page 
52). 
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3. Divergent gene orientation is highly conserved
We calculated the fraction of adjacent gene pairs that are conserved in 
orientation	between	every	possible	pair	of	species	and	plotted	it	against	
the species’ divergence times (Figure 4). At large evolutionary distances 
of 400 My and more, for instance between Euascomycota and 
Hemiascomycota, divergent gene pairs are more conserved in orientation 
than convergent (→←) or co-oriented gene pairs. In addition, also the 
more recently separated species among both the Euascomycota and 
Basidiomycota show a pronounced conservation of divergent orientation. 
We	 further	 quantified	 the	 conservation	 of	 orientation	 of	 individual	
orthologous group pairs by how long their orientation has been maintained 
in fungal evolution. To this end, for each pair of orthologous groups, we 
inferred with a Dollo parsimony model [212] where in fungal evolution 
they gained and lost their orientation (Figure 5). A comparison of the 
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Figure 4. Fractions of divergent, convergent and co-oriented gene pairs conserved between each 
pair of species plotted against the species’ divergence times. The divergence times were estimated 
based on the assumption that Basidiomycota and Ascomycota diverged 500 million years ago [342]. 
For details on methods see “Materials and methods” on page 50. The average rates with which the 
fractions of conserved pairs decay are as follows; divergent: r=4.12×10-3; convergent: r=5.32×10-3; 
co-oriented: 5.71×10-3; adjacent (data not shown): r=4.63×10-3.
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resulting conservation times shows that divergent gene pairs are on 
average maintained for 61 My longer than co-oriented gene pairs (one-
sided Mann-Whitney test, p<1.2×10-47) and 32 My longer than convergent 
gene pairs (p<2.5×10-13). The enrichment of divergent gene pairs over other 
orientations increases with the conservation time. If genes are located on 
either strand of the DNA with the same probability then for structural 
reasons	 we	 expect	 to	 find	 50%	 co-oriented,	 25%	 convergent,	 and	 25%	
divergent gene pairs. Indeed, divergent pairs are only slightly enriched in 
the total set of conserved orthologous group pairs of which they represent 
~30% (3346 divergent, 3283 convergent, 5131 co-oriented). Nevertheless, 
above	a	conservation	cutoff	of	1000	My,	divergent	pairs	(169)	are	about	
two or three times more frequent than convergent (95) and co-oriented 
pairs (56) pairs, respectively. Finally, if we consider the top 25 conserved 
divergent	gene	pairs	we	find	only	one	convergent	and	three	co-oriented	
gene pairs that have been conserved over a similar evolutionary distance.
4. The neutral evolutionary model
The	differences	 in	 the	conservation	of	different	gene	orientations	could	
be explained by a neutral evolutionary model in which the probability 
for a linkage break between two genes is proportional to the distance 
between the genes on the chromosome [112, 343]. Given the conservation 
of divergent gene pairs, this model predicts that genes with divergent 
orientation should be separated by shorter intergenic spacers than 
convergent or co-oriented genes. However, divergently oriented 
3. Divergent gene orientation is highly conserved
We calculated the fraction of adjacent gene pairs that are conserved in 
orientation	between	every	possible	pair	of	species	and	plotted	it	against	
the species’ divergence times (Figure 4). At large evolutionary distances 
of 400 My and more, for instance between Euascomycota and 
Hemiascomycota, divergent gene pairs are more conserved in orientation 
than convergent (→←) or co-oriented gene pairs. In addition, also the 
more recently separated species among both the Euascomycota and 
Basidiomycota show a pronounced conservation of divergent orientation. 
We	 further	 quantified	 the	 conservation	 of	 orientation	 of	 individual	
orthologous group pairs by how long their orientation has been maintained 
in fungal evolution. To this end, for each pair of orthologous groups, we 
inferred with a Dollo parsimony model [212] where in fungal evolution 
they gained and lost their orientation (Figure 5). A comparison of the 
1 2 543
Figure 5. Conservation of orientation of orthologous group pairs. Members of two orthologous 
groups (white and grey) are co-oriented in species 3 and 4. In other species the two genes are 
not adjacent (1), not co-oriented (2) or missing (5). Dollo parsimony [212] generally assumes that 
a trait was gained only once in the evolution of an organism group, namely in the most recent 
common ancestor (MRCA) of all species that have this trait. In this example, it thus infers a single 
gain of orientation, directly before the MRCA of species 3 and 4, and two subsequent losses. 
The conservation time for this co-oriented orthologous group pair is calculated as the sum of the 
lengths of the four branches highlighted in grey.
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transcripts in S. cerevisiae are separated by longer spacers (median 401 
bp, one-sided Mann-Whitney test, both with and without controlling for 
conservation, p<1.2×10-49; Figure 9 on page 55) than co-oriented (median 
180 bp) or convergent (median -84 bp) transcripts. This result applies to 
all	19	fungi	if	the	distances	between	open	reading	frames	(ORFs)	are	used:	
spacers between divergent genes were always longer than those between 
convergent genes (p<2.4×10-39)	 and,	 for	 the	majority	 of	 species	 (12/19),	
longer than those between co-oriented genes (p<0.05). Nevertheless, 
among gene pairs with the same orientation, the conservation negatively 
correlates with the length of the spacer between transcripts (divergent 
τ=-0.2,	 convergent	 τ=-0.13,	 co-oriented	 τ=-0.11,	 p<1.3×10-9), which is 
consistent	with	previous	findings	in	Hemiascomycota	[343]	and	with	the	
neutral evolutionary model. These seemingly contradictory results can 
be	explained	by	a	 refined	neutral	model:	Divergent	gene	pairs	may	be	
more conserved in orientation because the length of the region in which 
a selectively neutral disruption can happen is shorter than the intergenic 
region itself. For instance, one would expect that removing an important 
transcription factor binding site from its core promoter and gene by a 
rearrangement	has	a	negative	fitness	effect.	
5. Conservation of divergent orientation correlates with co-
expression 
The	refined	neutral	model	still	leaves	us	with	the	question	why	the	regions	
in which rearrangements are selectively neutral should be shorter between 
divergent	gene	pairs	than	between	convergent	or	co-oriented	pairs.	One	
explanation could be that for some divergent gene pairs the region is 
reduced to zero length by mechanisms of co-regulation, such as 
bidirectional promoters. Indeed, divergent gene pairs in budding yeast 
have	 higher	 co-expression	 values	 (median=0.201)	 than	 convergent	
(median=0.140)	and	co-oriented	pairs	 (median=0.143)	 (one-sided	Mann-
Whitney test, p<3.5×10-10). Furthermore, among divergently oriented gene 
pairs, conservation correlates with co-expression, explaining about 6.1% 
of its variation (Figure 6;	Kendall’s	τ=0.10;	p=6.0×10-4). This correlation is 
not	caused	by	confounding	effects	of	the	length	of	the	intergenic	spacer	
on	 both	 conservation	 and	 co-expression	 because	 it	 remains	 significant	
when controlling for distance between transcripts (partial Kendall’s 
τ=0.08	p=4.5×10-3). By contrast, for co-oriented and convergent gene pairs, 
co-expression	and	conservation	do	not	correlate	(τ<0.028,	p>0.14).
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6. Conservation of gene orientation for protein function pre-
diction
Of	the	25	most	conserved	divergent	gene	pairs,	a	significant	proportion	
are obviously functionally related (Table 8 on page 49). Like in prokaryotes, 
conserved divergently oriented gene pairs show a wide array of functional 
interactions, including shared complex membership and involvement 
in the same metabolic pathway. In some cases the conservation of 
gene	 orientation	 can	 aid	 in	 predicting	 a	 specific	 protein	 function.	 An	
interesting case is a gene pair that is conserved over ~50% of the total 
phylogenetic distance in the tree and that involves the S. cerevisiae genes 
JLP1	(YLL057c)	and	YIL166c.	Jlp1p	is	a	dioxygenase	that	releases	sulfite	
from sulfonates, such as taurine [349]. Yil166cp is a member of the Major 
Facilitator Superfamily (MFS) that has no ortholog with a functional 
annotation	 but	 that	 is	 specifically	 up-regulated	 under	 sulfur	 depletion	
[350]. Although taurine is a known sulfur source, no transporter for 
taurine	has	yet	been	identified	in	S. cerevisiae. The conservation of Yil166cp 
with	Jlp1p	suggests	Yil166cp	as	the	missing	taurine	transporter.	Another	
interesting example of the potential for protein function prediction comes 
from the gene pair encoding Mlo2p and Mcm2p, which is divergently 
oriented in Schizosaccharomyces pombe and most of the Euascomycota. 
Mcm2p is presumed to be part of the replicative helicase [351], while 
Mlo2p was	 identified	 as	 leading	 to	 incorrect	 chromosome	 segregation	
when overexpressed [352]. The conserved orientation of Mcm2p and 
Mlo2p in the fungi indicates that Mlo2p may have an earlier role in 
DNA replication than in the chromosome segregation process itself. 
The many gene pairs with a functional relationship in Table 8 suggest 
transcripts in S. cerevisiae are separated by longer spacers (median 401 
bp, one-sided Mann-Whitney test, both with and without controlling for 
conservation, p<1.2×10-49; Figure 9 on page 55) than co-oriented (median 
180 bp) or convergent (median -84 bp) transcripts. This result applies to 
all	19	fungi	if	the	distances	between	open	reading	frames	(ORFs)	are	used:	
spacers between divergent genes were always longer than those between 
convergent genes (p<2.4×10-39)	 and,	 for	 the	majority	 of	 species	 (12/19),	
longer than those between co-oriented genes (p<0.05). Nevertheless, 
among gene pairs with the same orientation, the conservation negatively 
correlates with the length of the spacer between transcripts (divergent 
τ=-0.2,	 convergent	 τ=-0.13,	 co-oriented	 τ=-0.11,	 p<1.3×10-9), which is 
consistent	with	previous	findings	in	Hemiascomycota	[343]	and	with	the	
neutral evolutionary model. These seemingly contradictory results can 
be	explained	by	a	 refined	neutral	model:	Divergent	gene	pairs	may	be	
more conserved in orientation because the length of the region in which 
a selectively neutral disruption can happen is shorter than the intergenic 
region itself. For instance, one would expect that removing an important 
transcription factor binding site from its core promoter and gene by a 
rearrangement	has	a	negative	fitness	effect.	
5. Conservation of divergent orientation correlates with co-
expression 
The	refined	neutral	model	still	leaves	us	with	the	question	why	the	regions	
in which rearrangements are selectively neutral should be shorter between 
divergent	gene	pairs	than	between	convergent	or	co-oriented	pairs.	One	
explanation could be that for some divergent gene pairs the region is 
reduced to zero length by mechanisms of co-regulation, such as 
bidirectional promoters. Indeed, divergent gene pairs in budding yeast 
have	 higher	 co-expression	 values	 (median=0.201)	 than	 convergent	
(median=0.140)	and	co-oriented	pairs	 (median=0.143)	 (one-sided	Mann-
Whitney test, p<3.5×10-10). Furthermore, among divergently oriented gene 
pairs, conservation correlates with co-expression, explaining about 6.1% 
of its variation (Figure 6;	Kendall’s	τ=0.10;	p=6.0×10-4). This correlation is 
not	caused	by	confounding	effects	of	the	length	of	the	intergenic	spacer	
on	 both	 conservation	 and	 co-expression	 because	 it	 remains	 significant	
when controlling for distance between transcripts (partial Kendall’s 
τ=0.08	p=4.5×10-3). By contrast, for co-oriented and convergent gene pairs, 
co-expression	and	conservation	do	not	correlate	(τ<0.028,	p>0.14).
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Figure 6. Correlation of co-expression in S. cerevisiae and conservation. Red: linear model fitted 
with least squares (divergent: Pearson r=0.25, p=2.4×10-15; co-oriented: r=0.046, p = 0.047; convergent: 
r=-0.011 p = 0.71). Blue: local regression with loess [348].
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that the conservation could be used to predict functional links between 
genes.	We	quantified	the	evidence	for	a	functional	relationship	between	
conserved	gene	pairs	with	ROC	curves,	using	various	databases	of	protein	
complexes and pathway information [11, 16, 353] (AUC; Figure 10 on 
page 56). Divergently transcribed gene pairs that are functionally linked 
are more conserved in orientation than those that are not functionally 
related	 (AUC=0.63;	 one-sided	 Mann-Whitney	 test;	 p<1.65×10-2). The 
predictive value in fungi is similar to that of the Hamming distances of 
the	phylogenetic	profiles	 [37]	 (AUC=0.64).	 By	 contrast,	 for	 functionally	
related co-oriented and convergent gene pairs the conservation scores 
were	not	higher	than	for	unrelated	pairs	(AUC~0.5;	p>0.33).	
7. Concluding remarks
We have shown that divergently transcribed gene pairs are strongest 
conserved among adjacent gene pairs in fungi and that the level of 
conservation correlates with the level of co-expression and the likelihood 
of	being	functionally	related.	Our	results,	thus,	link	the	functional	signals	
of	co-expression	and	functional	similarity	specifically	to	divergent	gene	
pairs rather than adjacency in general [343]. The pronounced conservation 
of divergent gene pairs suggests that many of them could be regulated 
by	bidirectional	promoters,	as	 is	 the	case	 in	human	[89].	Our	approach	
to quantify the degree of conservation of individual orthologous group 
pairs could serve to identify such bidirectional promoters. Furthermore, 
we demonstrated how the conservation of divergent orientation can be 
used for protein function prediction in eukaryotes. The value of conserved 
divergent orientation has already been shown in prokaryotes, although 
there its coverage is low compared to the conservation of co-oriented gene 
pairs in operons [36]. Nevertheless, with the large number of genome 
sequences expected to become available, the comparative approach will 
become increasingly important to provide a new source of information 
about protein function in eukaryotes that is independent for genomics 
data like co-expression or physical interaction. 
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8. Materials and methods
Orthologous groups
The protein sequences encoded by the nuclear genomes of 19 fungi were 
downloaded (Table 4). Similarity scores between the proteomes were 
computed using the Smith-Waterman P algorithm [357] on a TimeLogic 
DeCypher	(matrix:	BLOSUM62;	e-value	cutoff:	0.01;	low-complexity	filter	
on). The orthologous groups were constructed by an approach similar to 
that	used	for	the	Clusters	of	Orthologous	Groups	(COG)	[358].	Before	the	
clustering we determined inparalogs in individual species and in the 
Saccharomyces sensu stricto clade (S. kudriavzevii, S. mikatae, S. bayanus, S. 
cerevisiae).	Inparalogs	specific	to	a	clade	are	usually	more	similar	to	each	
other than to any protein outside the clade. Hence, for each species, we 
considered proteins that are more similar to each other than to any protein 
in another species as inparalogs. Similarly, for the Saccharomyces sensu 
stricto species, proteins that have their mutual best hit in a Saccharomyces 
sensu stricto species were considered as inparalogs. The set of proteins 
was thus pre-clustered into sets of inparalogous groups, each containing 
one	or	more	protein	sequences.	The	COG	clustering	was	then	done	on	the	
level of inparalogous groups rather than proteins. A best bidirectional hit 
between members of two inparalogous groups was considered as a 
mutual hit between their inparalogous groups. Triangles of mutual best 
hits between the inparalogous groups were merged into orthologous 
groups if they shared two members [358]. The resulting orthologous 
groups	 were	 further	 refined:	 we	 aligned	 the	 orthologous	 genes	 using	
MUSCLE 3.52 [359] with default parameters, calculated neighbor-joining 
trees with Bio‑NJ [360], inferred duplications with LOFT [29] and split 
orthologous groups according to ancient duplications. The procedure 
produced a total of 7695 orthologous groups across all species with 4139 
groups containing orthologs in S. cerevisiae.	Of	the	total	number	of	5834	
neighboring gene pairs in budding yeast, 4059 had both members assigned 
to an orthologous group.
Phylogenetic tree 
Sequences in each of 483 orthologous groups with exactly one ortholog in 
each genome were aligned with MUSCLE v. 3.52 (default parameters) [359] 
and	 the	 alignments	 were	 filtered	 with	 GBlocks v. 0.91b (default 
parameters) [376]. Perfectly conserved alignment positions do not provide 
information for the tree construction and were dropped, which resulted 
in a concatenated super-alignment of 85062 residues. Based on the super-
alignment the phylogenetic tree was calculated with PhyML v. 2.4.4. [377] 
(JTT	substitution	model,	4	substitution	rate	categories,	gamma	distribution	
 51
parameters estimated). The sequence-based tree suggested increased 
sequence-evolutionary rates in the Hemiascomycota. To reduce the 
resulting imbalance from the tree we estimated divergence times with the 
program r8s v.1.71 [378] (penalized likelihood approach, logarithmic 
penalty	function,	smoothing	parameter	4365.158,	χ-square	error	15021.9).	
The divergence of Basidiomycota and Ascomycota was set to 500 My 
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Species Version Reference
Aspergillus fumigatus Af293 CM000169.1, CM000170.1, CM000171.1, 
CM000172.1, CM000173.1, CM000174.1, 
CM000175.1, CM000176.1 (NCBI)
[361]
Ashbya gossypii ATCC 10895 AE016814.1, AE016815.2, AE016816.1, 
AE016817.2, AE016818.1, AE016819.2, 
AE016820.2 (NCBI)
[362]
Aspergillus nidulans FGSC A4 R.3.1	(BROAD) [363]
Aspergillus oryzae RIB40 29-JUN-2006	(NITE) [364]
Candida albicans SC5314 Assembly 21 (CGD) [365]
Candida glabrata CBS138 CR380947.1, CR380948.1, CR380949.1, 
CR380950.1, CR380951.1, CR380952.1, 
CR380953.1, CR380954.1, CR380955.1, 
CR380956.1, CR380957.1, CR380958.1, 
CR380959.1 (NCBI)
[366]
Cryptococcus neoformans B-3501A CM000040.1, CM000041.1, CM000042.1, 
CM000043.1, CM000044.1, CM000045.1, 
CM000046.1, CM000047.1, CM000048.1, 
CM000049.1, CM000050.1, CM000051.1, 
CM000052.1, CM000053.1 (NCBI)
[367]
Debaryomyces hansenii CBS767 CR382133.1, CR382134.1, CR382135.1, 
CR382136.1, CR382137.1, CR382138.1, 
CR382139.1 (NCBI)
[366]
Kluyveromyces lactis CLIB210 CR382121.1, CR382122.1, CR382123.1, 
CR382124.1, CR382125.1, CR382126.1
[366]
Kluyveromyces waltii NCYC 2644 from publication [368]
Magnaporthe grisea 70-15 R.5	(BROAD) [369]
Neurospora crassa OR74A R.7	(BROAD) [370]
Phanerochaete chrysosporium RP78 v2.1	(JGI) [371]
Saccharomyces bayanus 623-6c WashU annotation (SGD) [372]
Saccharomyces castellii NRRL Y-12630 Wolfe Lab re-annotation (SGD) [372-374]
Saccharomyces cerevisiae S288c 13-MAY-2006 (SGD) [372]
Saccharomyces kluyveri NRRL Y-12651 WashU annotation (SGD) [372]
Schizosaccharomyces pombe 972h AL672256.4, AL672257.4, AL672258.3 
(NCBI)
[375]
Yarrowia lipolytica CLIB122 CR382127.1, CR382128.1, CR382129.1, 
CR382130.1, CR382131.1, CR382132.1 
(NCBI)
[366]
Table 4. Genome assemblies and annotations used in this study. Genomes were downloaded 
from National Center for Biotechnology Information (NCBI, http://www.ncbi.nlm.nih.gov/), 
BROAD Institute (http://www.broad.mit.edu/), Joint Genome Institute (JGI, http://genome.
jgi-psf.org/), Saccharomyces Genome Database (SGD, http://www.yeastgenome.org/), Candida 
Genome Database (CGD, http://www.candidagenome.org/) and  the Japanese National Institute 
of Technology and Evaluation (NITE, http://www.bio.nite.go.jp/ngac/e/). R.: release.
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[342].	Although	the	divergence	time	estimates	in	the	final	tree	(Figure	7)	
removed most of the imbalance of the sequence based phylogenetic tree 
and were thus accepted for our purposes, some estimates may be 
inaccurate. For instance, our estimate of the divergence of Agaricomycetes 
(like Phanerochaete chrysosporium) and Tremellomycetes (like 
Cryptococcus neoformans) is about 40 My earlier than previously 
suggested [342].
Conservation of orientation between pairs of species
Our	aim	was	to	quantify	the	degree	of	conservation	of	each	orientation	
class for every possible pair of species (Figure 4). We chose the absolute 
number of gene pairs that are conserved in orientation between a pair of 
species divided by the maximal number of gene pairs of that orientation 
that could be conserved. To explain this in more detail we start with some 
definitions.	We	define	an	“orthologous	gene pair” as a pair of genes that 
are adjacent and in the same orientation in both species and involve genes 
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Figure 7. Phylogenetic tree of the nineteen fungal species used in this analysis. The approximate 
divergence times as calculated by r8s [333] are based on the assumption that Basidiomycota and 
Ascomycota diverged about 500 million years (My) ago [342]. The sum of all branch lengths in the 
tree is about 3850 My.
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from the same two orthologous groups. Furthermore, an “orthologous 
group pair” is the set of all orthologous gene pairs. For instance, Figure 8 
shows	the	situation	 for	 two	orthologous	group	pairs:	 [yellow>,	green>]	
and	 [red>,	 blue>].	 For	 the	 orthologous	 group	 pair	 [yellow>,	 green>]	
species A contains one gene pair and species B contains two (paralogous) 
gene pairs that are both orthologous to the single pair in species A. 
Nevertheless, the absolute number of gene pairs from orthologous group 
pair	[yellow>,	green>]	that	are	conserved	in	orientation	between	species	A	
and B cannot be more than the minimum number of gene pairs in either 
species. Following this rationale, for a pair of species and orientation 
class,	we	 defined	 the	 absolute	 number	 of	 conserved	 gene	 pairs	 as	 the	
minimum number (in either species) of orthologous gene pairs summed 
over all orthologous group pairs.
This	absolute	number	reflects	some	systematic	biases.	First,	genome	sizes	
may	 vary	 in	 a	 clade	 specific	manner.	 For	 instance,	 in	 our	 dataset,	 the	
genome sizes in the Euascomycota are usually larger than those in the 
Hemiascomycota. Second, a genome usually contains about twice as many 
co-oriented gene pairs as each divergent or convergent gene pairs. To 
remove these biases, for a given species pair and orientation, we divided 
the absolute number of conserved gene pairs by the minimum number 
of gene pairs that have this orientation in either species. We additionally 
required that both members of a gene pair have orthologs in both species.
The fraction of conserved adjacent gene pairs, i.e. gene pairs found adjacent 
in two species but not necessarily in the same relative orientation, was 
calculated based on the same rationale. We divided the number of gene 
pairs adjacent in both species by the minimum number of adjacent gene 
pairs in either species only counting gene pairs in which both genes had 
orthologs in both species.
[342].	Although	the	divergence	time	estimates	in	the	final	tree	(Figure	7)	
removed most of the imbalance of the sequence based phylogenetic tree 
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Figure 8. Calculation of the degree of conservation of orientation between two species A and 
B illustrated for co-oriented gene pairs. The color codes red, green, yellow and blue represent 
different orthologous groups. The grey arrow pairs represent co-oriented gene pairs in one species 
with both genes having orthologs in both species. Hence, this number includes all gene pairs 
with conserved orientation and additionally gene pairs that are co-oriented in only one of the two 
species.
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Co-expression
Expression	data	were	taken	from	the	Gene	Expression	Omnibus	(GEO)	
database [379] of the National Center for Biotechnology Information 
(NCBI, 21 December 2006). In order to maximize consistency of the 
expression	 data,	 only	 data	 based	 on	 the	 Affymetrix	 GeneChip	 Yeast	
Genome	S98	Array	YG-S98	expression	platform	(GEO	platform	GPL90)	
were	used.	Only	experiments	involving	at	least	10	microarray	samples	for	
which the raw signal intensity data were available were considered, 
resulting in 357 microarray samples from 12 experiments (Table 5). Only	
the 6563 yeast genes with systematic names were considered. Where there 
were multiple probe sets per gene the median signal intensity value was 
taken. Within-array normalization was done using the robust multi-array 
averaging (RMA) algorithm [380] implemented in the R statistical software 
Bioconductor library [381]. Between-array normalization was done 
according to total array expression level by dividing the expression values 
by the mean array expression value. This prevents spurious correlation 
due	to	differences	in	total	expression	level	between	arrays,	and	yielded	
better	 results	 than	 between-array	 RMA	 normalization	 in	 other	 co-
expression analyses (data not shown). We used Spearman rank correlation 
coefficients	 to	 calculate	 the	 degree	 of	 co-expression	 between	 all	 gene	
pairs, as the microarray expression values were not normally distributed. 
Correlation	 coefficients	 were	 calculated	 per	 experiment	 and	 the	 mean	
value	over	the	experiments	was	taken	as	the	final	co-expression	score.
Of	 the	 budding	 yeast	 reference	 annotation,	 5460	 genes	 had	 expression	
values	available.	Of	the	4059	non-paralogous	and	neighboring	gene	pairs	
with orthology assignment, 3883 (3689 with conserved orientation) had 
co-expression values available (Table 6). This set was also used for the 
GEO series ID Number of samples Reference
GSE4807 30 [382]
GSE6073 12 [383]
GSE1311, GSE1312, GSE1313 66 [384]
GSE1639 18 [385]
GSE1693 26 [386]
GSE1934 24 [387]
GSE1938 15 [388]
GSE1975 28 [389]
GSE2343 12 [390]
GSE3076 96 [391]
GSE3821 16 [392]
GSE4135 14 [393]
Table 5. Expression data sets.
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analyses of the length of the intergenic regions and of the number of 
binding transcription factors.
5’ and 3’ transcript ends
We used the datasets of Miura et al. [344] and Zhang and Dietrich [345] to 
obtain an extensive set of experimentally mapped transcription start sites 
(TSSs)	for	budding	yeast.	The	distributions	of	TSSs	differed	between	the	
two	datasets	but	as	the	difference	of	medians	was	only	7	nucleotides	we	
decided to pool the datasets. If multiple TSSs were found we used the 
median of the distances to the start of the open reading frame. As 3’ ends 
of the transcripts we used the predicted poly(A) sites published by Graber 
et al. [346]. In summary, of the 3883 intergenic regions of non-paralogous 
neighboring gene pairs in budding yeast with both orthology assignment 
and co-expression data available, 2862 were delimited by poly(A) site 
and/or	TSSs.
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Figure 9. Distributions of inter-transcript spacers up to a distance of 2500 bp based on experimental 
transcription starts sites (TSSs) [344, 345] and predicted poly(A) sites [346]. Divergent gene pairs 
have the longest spacer lengths (median 401 bp, one-sided Mann-Whitney test, p<2.4×10-23), 
followed by co-oriented (median 180 bp) and convergent gene pairs (median -84 bp).
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according to total array expression level by dividing the expression values 
by the mean array expression value. This prevents spurious correlation 
due	to	differences	in	total	expression	level	between	arrays,	and	yielded	
better	 results	 than	 between-array	 RMA	 normalization	 in	 other	 co-
expression analyses (data not shown). We used Spearman rank correlation 
coefficients	 to	 calculate	 the	 degree	 of	 co-expression	 between	 all	 gene	
pairs, as the microarray expression values were not normally distributed. 
Correlation	 coefficients	 were	 calculated	 per	 experiment	 and	 the	 mean	
value	over	the	experiments	was	taken	as	the	final	co-expression	score.
Of	 the	 budding	 yeast	 reference	 annotation,	 5460	 genes	 had	 expression	
values	available.	Of	the	4059	non-paralogous	and	neighboring	gene	pairs	
with orthology assignment, 3883 (3689 with conserved orientation) had 
co-expression values available (Table 6). This set was also used for the 
total convergent co-oriented divergent
conserved orientation 
(S. cerevisiae) 3689 1013 1716 960
conserved orientation 
(not S. cerevisiae) 6554 1805 2997 1752
neighbor in S. cerevisiae
non-conserved orientation 194 49 104 41
Table 6. The number of budding yeast gene pairs with orthologs and co-expression data available, 
excluding tandem duplicated pairs. Additionally, we sampled 5000 pairs of budding yeast gene 
pairs with orthology assignment that were neither conserved in orientation nor neighboring in 
budding yeast
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Transcription factor binding sites
We used the data set of Harbison et al. [394] (p-value < 0.005, no conservation 
cutoff)	that	comprises	predicted	transcription	factor	binding	site	data	for	
5886 intergenic regions. By intersection with the set of 3883 non-paralogous 
gene pairs with both genes having an orthology assignment and co-
expression data available we retained 1882 gene pairs.
Functional interaction data
We retrieved the complex catalogue from the Munich Information Centre 
for Protein Sequences (MIPS) (as of 2005-11-14) [395]. From this hierarchy 
of categories we removed those that had sub-categories contained the 
keywords	 ‘other’	 or	 ‘complexes’,	 or	 that	 referred	 to	 high-throughput	
studies (category 550). The procedure yielded 1030 yeast genes assigned 
to 195 complexes. The 11010 yeast gene pairs that co-occurred in a MIPS 
complex were considered as positive controls. The KEGG positive control 
data set contained 44885 gene pairs of 954 genes that co-occurred on a 
KEGG map for budding yeast (as of 2006-01-17; 87 maps) [11]. Pair-wise 
physical	 (affinity	 capture,	 biochemical	 activity,	 co-crystallization,	 co-
fractionation,	co-purification,	far	western,	FRET,	protein-peptide,	protein-
RNA, reconstituted complexes, two hybrid) and genetic interaction 
(dosage	 growth	 effect,	 dosage	 lethality,	 dosage	 rescue,	 phenotypic	
enhancement, phenotypic suppression, synthetic growth defect, synthetic 
lethality, synthetic rescue) data were downloaded from BioGRID v. 2.0.27 
[16]. As negative controls, we sampled 5000 budding yeast gene pairs that 
were not found in any of the positive control datasets. Additionally we 
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Figure 10. (a) Receiver operation characteristic (ROC) curves (conserved and non-conserved 
divergent gene pairs conserved divergent gene pairs with non-neighboring orthologs in budding 
yeast, about 4200 random gene pairs). The diagonal lines from false positive rate 0.4 to 1 is due 
to gene pairs with conservation score zero (=not conserved). (b) The areas under the ROC curve 
(AUC) for gene pairs in budding yeast. The performance of  the conservation score is similar to 
that of the Hamming distance between the phylogenetic profiles [37].
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required	that	the	genes	in	each	pair	were	found	in	the	different	cellular	
locations [396] (4156 gene pairs). Table 7 provides an overview of the 
numbers	of	gene	pairs	in	the	different	functional	interaction	datasets.
Statistics 
All statistics were done with R [398]  (v. 2.5.0). Conditional Mann-Whitney 
U tests were done with the R package coin [399] (v. 0.6-6). P-values for 
(partial)	Kendall’s	τ	were	calculated	as	described	by	Siegel	and	Castellan	
[400].	The	 lines	 in	Figure	4	were	fitted	by	 the	rlm() function of the R 
package MASS by iterated re-weighted least squares with the inverse of 
the variance for the respective divergence time and orientation type as 
weights constrained to pass through the point (0, 0).
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Transcription factor binding sites
We used the data set of Harbison et al. [394] (p-value < 0.005, no conservation 
cutoff)	that	comprises	predicted	transcription	factor	binding	site	data	for	
5886 intergenic regions. By intersection with the set of 3883 non-paralogous 
gene pairs with both genes having an orthology assignment and co-
expression data available we retained 1882 gene pairs.
Functional interaction data
We retrieved the complex catalogue from the Munich Information Centre 
for Protein Sequences (MIPS) (as of 2005-11-14) [395]. From this hierarchy 
of categories we removed those that had sub-categories contained the 
keywords	 ‘other’	 or	 ‘complexes’,	 or	 that	 referred	 to	 high-throughput	
studies (category 550). The procedure yielded 1030 yeast genes assigned 
to 195 complexes. The 11010 yeast gene pairs that co-occurred in a MIPS 
complex were considered as positive controls. The KEGG positive control 
data set contained 44885 gene pairs of 954 genes that co-occurred on a 
KEGG map for budding yeast (as of 2006-01-17; 87 maps) [11]. Pair-wise 
physical	 (affinity	 capture,	 biochemical	 activity,	 co-crystallization,	 co-
fractionation,	co-purification,	far	western,	FRET,	protein-peptide,	protein-
RNA, reconstituted complexes, two hybrid) and genetic interaction 
(dosage	 growth	 effect,	 dosage	 lethality,	 dosage	 rescue,	 phenotypic	
enhancement, phenotypic suppression, synthetic growth defect, synthetic 
lethality, synthetic rescue) data were downloaded from BioGRID v. 2.0.27 
[16]. As negative controls, we sampled 5000 budding yeast gene pairs that 
were not found in any of the positive control datasets. Additionally we 
dataset divergent co-oriented convergent not neighboring
MIPS 16 7 3 3
KEGG 22 20 7 17
PPI 29 13 6 14
GI 14 10 5 13
any 61 46 17 45
unrelated 2255 4018 2386 4064
Table 7. The number of gene pairs in budding yeast and randomly sampled non-neighboring 
gene pairs that are annotated as functionally related according to GRID (GI: genetic interaction; 
PPI: protein-protein interaction) [397], KEGG [11] and MIPS [395] or that are not functionally 
related according to any of these databases (‘negative’). Gene pairs on the same KEGG map were 
required to locate to the same compartment, while those in the negative controls (unrelated) were 
required to locate to different compartments [396].
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III. Asymmetric relationships between proteins 
shape genome evolution
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1. Abstract
Background: The relationships between proteins are often asymmetric: 
one protein (A) depends for its function on another protein (B), but the 
second	 protein	 does	 not	 depend	 on	 the	 first.	 In	 metabolic	 networks	
there are multiple pathways that converge into one central pathway. 
The enzymes in the converging pathways depend on the enzymes in 
the	central	pathway,	but	the	enzymes	in	the	latter	do	not	depend	on	any	
specific	enzyme	 in	 the	converging	pathways.	Asymmetric	relationships	
are analogous to the “if→then” logical relationship where A implies B, 
but B does not imply A (A→B).
Results: We show that the majority of relationships between enzymes in 
metabolic	flux	models	of	metabolism	in	Escherichia coli and Saccharomyces 
cerevisiae are asymmetric. We show furthermore that these asymmetric 
relationships	are	reflected	in	the	expression	of	the	genes	encoding	those	
enzymes,	the	effect	of	gene	knockouts	and	the	evolution	of	genomes.	From	
the asymmetric relative dependency, one would expect that the gene that 
is relatively independent (B) can occur without the other dependent gene 
(A), but not the reverse. Indeed, when only one gene of an A→B pair is 
expressed, is essential, is present in a genome after an evolutionary gain 
or loss, it tends to be the independent gene (B). This bias is strongest for 
genes encoding proteins whose asymmetric relationship is evolutionarily 
conserved.
Conclusions: The asymmetric relationships between proteins that arise 
from	the	system	properties	of	metabolic	networks	affect	gene	expression,	
the	relative	effect	of	gene	knockouts	and	genome	evolution	in	a	predictable	
manner.
2. Background
Cellular processes can only be fully understood by considering how the 
functions of proteins depend upon each other. The relationship between 
two proteins can be symmetric - for example, when they mutually depend 
upon each other for their function within a protein complex. Proteins can 
also be asymmetrically related. This occurs when the function of one 
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protein (A) depends on another protein (B), but the function of protein B 
does not depend on A: A→B. For example, in regulatory interactions, the 
function of the regulator depends on the presence of its target, but the 
target can often function without the regulator. Examples of asymmetrical 
relationships also exist in metabolism. For instance, multiple enzymes 
may produce the same substance (Figure 11), creating a situation in which 
the	function	of	the	proteins	in	the	converging	reaction	fluxes	(A)	depends	
on	the	flux	through	B,	but	the	function	of	B	does	not	specifically	depend	
on	 one	 of	 the	 converging	 fluxes.	 With	 the	 availability	 of	 accurate	
stoichiometric models of entire metabolic networks, it has become possible 
to	infer	symmetric	and	asymmetric	coupling	of	reaction	fluxes,	not	only	at	
short metabolic distances, but throughout the complete network [401]. 
Asymmetrically	coupled	fluxes,	when	related	to	in vivo	flux	measures,	do	
not exhibit a complete correlation (that is, symmetry) [402], and are much 
more	frequent	than	the	symmetric	fully	coupled	fluxes	(see	below).	Here	
we examine whether the asymmetric dependencies between proteins, as 
predicted from models of the complete metabolism of species at steady-
state,	 are	 reflected	 in	 several	 genomic	 observables:	 which	 protein	 is	
expressed without the other, which is more essential than the other for 
survival	or	growth,	which	occurs	in	different	genomes	without	the	other	
and,	finally,	which	 is	gained	or	 lost	without	 the	other	 in	evolution.	To	
address these questions, we combined the dependencies of all reaction 
pairs in the metabolic networks of Escherichia coli [63] and Saccharomyces 
cerevisiae [403] with genome scale data sets for gene expression [404], gene 
essentiality [405, 406], growth defects [407], and phylogenetic distribution 
[183].
3. Results and discussion
Most coupled reaction pairs have an asymmetric dependency (that is, 
directional coupling): 82% in Saccharomyces cerevisiae [403] and 67% in the 
metabolic network of Escherichia coli [63] (see “Materials and methods” 
BA AB
or
Figure 11. Simple examples of asymmetric relationship between reactions A and B (A→B). Nodes 
and arrows indicate metabolites and metabolic reactions, respectively. The activity (i.e. carrying a 
flux) of reaction A depends on the activity of B, but the activity of B is independent of an activity 
of A, because there is an alternative converging or diverging flux (dashed arrows).
 61
on page 64). As these asymmetric relationships are so abundant in 
metabolism,	we	asked	whether	this	characteristic	is	also	reflected	in	other	
system properties of the cell. Given an asymmetrically coupled reaction 
pair A→B where A depends on B, but B does not depend on A (Figure 
11), we expect that if one of the two reactions is inactive, it is most likely 
reaction A. To test this, we compared the asymmetric reaction pairs in 
the metabolic networks of E. coli and S. cerevisiae with four main types of 
genome	scale	data	in	which	genes	can	be	‘present’	or	‘absent’.
We	first	assessed	the	asymmetry	in	the	lethality	[405,	406]	and	condition-
specific	growth	defects	[407]	of	gene	knockouts.	In	an	A→B situation, we 
expect	that	if	only	one	of	the	two	genes	is	essential	or	affects	growth,	this	
will	be	the	B	gene:	in	the	absence	of	gene	A,	a	flux	may	still	flow	through	
the reaction catalyzed by protein (gene) B, but without B, A cannot 
function.	Indeed,	we	find	that	for	87%	of	the	A→B pairs, in which one of 
the genes is essential, B is the essential gene (Figure 12; McNemar test; S. 
cerevisiae,	n	=	417;	E. coli,	n	=	331;	p < 10-36). The result for the condition-
specific	growth	defects	of	non-essential	A→B pairs is less pronounced, 
but still for 64% of the conditions, the loss of B causes a greater growth 
defect than the loss of gene A (Figure 12; two-sided Wilcoxon test; S. 
cerevisiae,	n	=	141;	p < 2 × 10-3). 
We	 also	 find	 a	 consistency	 of	 the	 asymmetric	 relationships	 with	 gene	
expression	patterns.	Because	gene	A	depends	for	its	function	on	gene	B,	
there should be few conditions where A is expressed without B, relative 
to situations where B is expressed without A. As expected, the B gene is 
expressed in 61% of the conditions where only one of two asymmetrically 
related genes is expressed (Figure 12; S. cerevisiae,	n	=	573; E. coli,	n	=	1,166;	
p < 10-6). In conclusion, these analyses show that asymmetric relationships 
Asymmetry measure (fraction)
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(conserved)
E. coli
S. cerevisiae
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Figure 12. Asymmetrically linked reaction pairs (A→B) related to asymmetry in gene essentiality, 
growth defects, gene expression and genome evolution. The fraction (f0/1 = n0/1 / (n0/1+ n1/0)) where 
only B is essential in rich medium (essentiality) or has an effect on the growth across conditions 
(growth); where only B is expressed across conditions (expression); where only B is present across 
species (occurrence); where only B is gained, lost or maintained over evolutionary lineages; and 
where A is contingently gained over evolutionary lineages (contingent gain A) is averaged over all 
reaction pairs (see methods). For conserved pairs there is no relevant result on gain, because too 
few (n=2) events were found.
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between	 metabolic	 enzymes	 are	 reflected	 in	 system	 properties	 of	 the	
specific	organisms.
Next, we asked whether the asymmetric relationships between enzymes 
are	also	reflected	in	evolution.	Generally,	functionally	interacting	proteins	
tend to co-occur across genomes [33, 38]. This raises the question of 
whether	the	asymmetric	relationship	of	reactions	is	also	reflected	in	the	
evolution of genomes. Although asymmetrically linked enzymes tend to 
co-occur [63], if only one of the two enzymes is absent from a genome, we 
expect this to be enzyme A: as A depends on the function of B, it will rarely 
be present in genomes where B is absent. To test this, we analyzed the 
phylogenetic distribution of all E. coli and S. cerevisiae A→B pairs across 
373 species [183]. Indeed, gene A is the absent gene in 62% of the species 
where one of the two genes is absent (Figure 12; two-sided Wilcoxon test; 
E. coli,	n	=	1,225;	S. cerevisiae,	n	=	2,242;	p	≈	0).	Besides	asymmetry	in	the	
occurrence of genes in present day species, we also expect asymmetry 
in the gains and losses across evolutionary history. We inferred the 
occurrence of A and B in their ancestors by maximum parsimony [408]. In 
line with our expectations, gene A is more frequently lost (59%) in cases 
where a presence of both A and B in the ancestor was followed by a loss 
of either A or B (Figure 12; E. coli,	n	=	1,215;	S. cerevisiae,	n	=	1,423;	p < 10-
7). Gene B is more often gained (60%) in cases where an absence of both 
A and B in the ancestor was followed by a gain of either A or B (E. coli, 
n	=	605;	S. cerevisiae,	n	=	1,449;	p < 10-6). It is also expected that a gain of 
A depends on the presence of B (contingent evolution [194]). Indeed, a 
gain of gene A occurs more often when B is present (78%; E. coli,	n	=	824;	
S. cerevisiae,	 n	 =	 1,472;	p	 ≈	 0)	 than	when	B	 is	 absent	 (see	Materials	 and	
methods). Finally, there are also situations where a presence of only one 
gene in the ancestor is maintained along the evolutionary lineage (that is, 
neither gene A nor B was gained or lost). As expected, maintenance of A 
absent and B present was found more frequently than the reverse (62%; E. 
coli,	n	=	1,223;	S. cerevisiae,	n	=	2,230;	p	≈	0).
Although the various genomic and phylogenetic properties correlate 
significantly	with	the	asymmetric	relationships	in	the	metabolic	networks	
of E. coli or S. cerevisiae, exceptions remain where gene A is present while 
gene	 B	 is	 not.	How	 can	 this	 be	 explained?	 For	 phylogenetic	 presence/
absence	 patterns,	 one	 explanation	 for	 these	 irregularities	 is	 species-
specific	differences	in	metabolism.	For	example,	the	large	scale	replacement	
of amino-acid biosynthetic pathways by amino acid importers in 
Thermofilum pendens [409] has led to a situation where aspartate 
semialdehyde dehydrogenase (asd), one of the basal enzymes for amino-
acid synthesis, is absent while homoserine kinase (thrB), which depends 
on asd, is still present (Figure 13). To examine such cases with unexpected 
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phylogenetic occurrence systematically, we listed all asymmetrically 
dependent	reaction	pairs	that	lost	gene	A	but	not	gene	B	in	at	least	five	
monophyletic	species	(the	expected	pattern),	and	also	lost	gene	B	but	not	
gene	A	 in	 at	 least	 five	monophyletic	 species	 (the	 unexpected	 pattern).	
Species with both genes present or both genes absent were allowed in 
both	partitions	(Additional	data	file	1).	Some	of	these	cases	indeed	reflect	
a change of metabolism, such as ubiquinone synthesis, which, in a species 
like S. cerevisiae, depends on the tryptophan biosynthesis pathway, while 
in Homo sapiens tryptophane is part of the diet and tryptophan biosynthesis 
has been lost but ubiquinone synthesis has been conserved. In most cases 
of unexpected loss, however, B has been replaced by a non-orthologous 
functional equivalent. Thus, the metabolic dependency of reaction A on B 
as	identified	in	our	reference	metabolism	may	have	remained	intact,	but	
the protein catalyzing B has changed. We also found cases of multiple 
functional	 specificities	 in	 orthologous	 group	 A,	 corresponding	 to	 a	
different	substrate	specificity	of	A	in	the	species	where	B	was	lost,	relative	
to the reference species E. coli or S. cerevisiae	(Additional	data	file	1).
Even when genes and reactions are conserved across evolution, the nature 
of their relationship can vary among species, as it depends on the overall 
functional and metabolic capabilities of the organism. Such variations 
could reduce the extent of asymmetry in the phylogenetic distribution. 
If	this	is	the	case,	we	expect	to	find	a	stronger	correlation	for	genes	with	
a conserved asymmetric dependency between the distantly related 
species E. coli and S. cerevisiae (see Figure 13 for an example). Indeed, we 
find	 a	 stronger	 correlation	 between	 the	 asymmetry	 in	metabolism	 and	
the asymmetry in genomic occurrence across present day species and 
ancestral states if we consider reaction pairs with a conserved asymmetric 
relationship	(n	=	16)	between	the	two	studied	networks	(approximately	
90%; Figure 12 on page 61). Nevertheless, this set of conserved reactions 
between	 metabolic	 enzymes	 are	 reflected	 in	 system	 properties	 of	 the	
specific	organisms.
Next, we asked whether the asymmetric relationships between enzymes 
are	also	reflected	in	evolution.	Generally,	functionally	interacting	proteins	
tend to co-occur across genomes [33, 38]. This raises the question of 
whether	the	asymmetric	relationship	of	reactions	is	also	reflected	in	the	
evolution of genomes. Although asymmetrically linked enzymes tend to 
co-occur [63], if only one of the two enzymes is absent from a genome, we 
expect this to be enzyme A: as A depends on the function of B, it will rarely 
be present in genomes where B is absent. To test this, we analyzed the 
phylogenetic distribution of all E. coli and S. cerevisiae A→B pairs across 
373 species [183]. Indeed, gene A is the absent gene in 62% of the species 
where one of the two genes is absent (Figure 12; two-sided Wilcoxon test; 
E. coli,	n	=	1,225;	S. cerevisiae,	n	=	2,242;	p	≈	0).	Besides	asymmetry	in	the	
occurrence of genes in present day species, we also expect asymmetry 
in the gains and losses across evolutionary history. We inferred the 
occurrence of A and B in their ancestors by maximum parsimony [408]. In 
line with our expectations, gene A is more frequently lost (59%) in cases 
where a presence of both A and B in the ancestor was followed by a loss 
of either A or B (Figure 12; E. coli,	n	=	1,215;	S. cerevisiae,	n	=	1,423;	p < 10-
7). Gene B is more often gained (60%) in cases where an absence of both 
A and B in the ancestor was followed by a gain of either A or B (E. coli, 
n	=	605;	S. cerevisiae,	n	=	1,449;	p < 10-6). It is also expected that a gain of 
A depends on the presence of B (contingent evolution [194]). Indeed, a 
gain of gene A occurs more often when B is present (78%; E. coli,	n	=	824;	
S. cerevisiae,	 n	 =	 1,472;	p	 ≈	 0)	 than	when	B	 is	 absent	 (see	Materials	 and	
methods). Finally, there are also situations where a presence of only one 
gene in the ancestor is maintained along the evolutionary lineage (that is, 
neither gene A nor B was gained or lost). As expected, maintenance of A 
absent and B present was found more frequently than the reverse (62%; E. 
coli,	n	=	1,223;	S. cerevisiae,	n	=	2,230;	p	≈	0).
Although the various genomic and phylogenetic properties correlate 
significantly	with	the	asymmetric	relationships	in	the	metabolic	networks	
of E. coli or S. cerevisiae, exceptions remain where gene A is present while 
gene	 B	 is	 not.	How	 can	 this	 be	 explained?	 For	 phylogenetic	 presence/
absence	 patterns,	 one	 explanation	 for	 these	 irregularities	 is	 species-
specific	differences	in	metabolism.	For	example,	the	large	scale	replacement	
of amino-acid biosynthetic pathways by amino acid importers in 
Thermofilum pendens [409] has led to a situation where aspartate 
semialdehyde dehydrogenase (asd), one of the basal enzymes for amino-
acid synthesis, is absent while homoserine kinase (thrB), which depends 
on asd, is still present (Figure 13). To examine such cases with unexpected 
Figure 13. The asymmetric relationship between asd and thrB, two proteins conserved between E. 
coli (grey) and S. cerevisiae (black), is reflected in their asymmetric phylogenetic distributions. The 
activity of asd does not depend on thrB while the activity of thrB does depend on asd. Although 
in most cases both enzymes are present or absent together (243), thrB is more frequently absent 
while asd is present (129) than vice versa (1). The exception to the pattern comes from Thermofilum 
pendens, a species that has lost a large number of amino acid biosynthetic pathways, and imports 
most of its amino acids [409]. Note that a second asymmetric reaction pair between asd and the 
initial enzyme in the Lysine synthesis pathway, present in E. coli, is not conserved in S. cerevisiae. 
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dehydrogenase 
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has few exceptions to the predicted asymmetry which, like the exceptions 
above,	can	be	explained	by	differences	in	the	metabolism	between	species	
(Additional	data	file	2).
Having established that asymmetric dependencies derived from the 
metabolic	networks	are	reflected	in	both	species-specific	system	properties	
and evolution, we asked whether this correlation could simply be an 
effect	of	local	network	topology	rather	than	the	complete	metabolism.	We	
defined	network	distance	between	 two	 reactions	 in	 the	network	as	 the	
minimal number of metabolites that separate them. For all the genomic 
properties	studied,	we	find	in	most	cases	that	the	asymmetry	is	actually	
more	pronounced	at	larger	(non-trivial)	network	distances	(d	≥4),	with	a	
fraction	ranging	from	56%	to	99%	(Additional	data	file	3).	This	shows	that	
the	asymmetric	dependencies	are	not	simply	an	effect	of	 local	network	
topology
4. Conclusions
We show here that the relationships between proteins that arise from 
their	functional	dependencies	can	have	an	important	influence	on	other	
elements of the biological system. The analysis of relationships between 
genes has so far focused on symmetric relationships, including correlated 
and anti-correlated phylogenetic distributions of genes, and on higher 
order	 logic	 [33,	 38,	 144,	 160].	 Our	 findings	 underline	 the	 relevance	
of asymmetric binary relationships between proteins, such as those 
that can be inferred from metabolic networks, to explain the evolution 
and	 functioning	 of	 the	 system.	 We	 demonstrate	 that	 asymmetric	 flux	
relationships between enzymes are more abundant than symmetric 
relationships.	Furthermore,	we	show	that	this	asymmetry	is	reflected	in	
gene expression, gene essentiality and the evolution of genomes, even 
for	proteins	at	large	metabolic	distances.	Our	results	suggest	a	potential	
to predict asymmetric functional relationships between proteins on the 
basis of genomic data.
5. Materials and methods
Flux coupling analysis 
Flux coupling [401] between reactions within the genome-scale metabolic 
networks of E. coli K12 (iJR904	GSM/GPR)	[410]	and	S. cerevisiae iLL672 
[411] was based on two recent studies [63, 403]. Flux coupling relies on 
minimization	and	maximization	of	flux	ratios	(Rmin =	lowest	possible	vA/
vB ratio and Rmax	=	highest	possible	vA/vB) to determine the dependency 
between reaction A and B within the network (at steady-state [412]), given 
mass-balance	constraints	and	flux	capacity	constraints	(range	of	possible	
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flux	values;	see	also	[401]	for	details).
In	 this	 study	 we	 mainly	 investigated	 the	 most	 abundant	 type	 of	 flux	
coupling, referred to as directional coupling (asymmetric dependency): 
the	activity	(flux)	of	one	reaction	(A)	implies	the	activity	of	the	other	(B),	
but not necessarily the reverse (A→B, Rmin =	0	and	Rmax	=	finite	value).	These	
reactions are coupled, but may not always operate together. In contrast, in 
fully coupled pairs (symmetric dependency) the activity of one reaction 
implies the activity of the other and vice versa (Rmin =	Rmax	=	finite	value).	
Calculations were done without assuming a constant biomass composition 
to	 avoid	 coupling	 of	 a	 large	 set	 of	 fluxes	 to	 the	 biomass	 reaction.	All	
biomass components were allowed to be drained independently of one 
another (see [401, 402] for details). Directional coupling between reactions 
was computed at a condition where all external nutrients were allowed 
for	uptake	and	secretion	(via	capacity	constraints	on	the	exchange	fluxes	
with environment) [63, 403].
Network distance 
Network distances (d) were calculated by representing the network as a 
directed graph consisting of nodes (metabolites) and edges (reactions), 
and applying a shortest path algorithm. Distances correspond to the 
minimal number of nodes that separate any two reactions in the network. 
To increase the functional relevance of network distance, we removed 
the	most	highly	connected	nodes,	including	ATP,	ADP,	AMP,	CO2, CoA, 
glutamate, H, NAD, NADP, NADH, NADPH, H2O,	NH3, phosphate, and 
pyrophosphate [413].
We grouped directionally coupled pairs (A→B) into two network 
distance groups - close network distance (d < 4) and non-trivial distance 
(d	≥	4)	 -	 to	 investigate	whether	 the	 identified	asymmetric	 relationships	
are	 independent	of	network	distance.	Our	 conclusions	 are	not	 affected	
by	the	exact	distance	cut-off	between	small	and	large	network	distance	
(Additional	data	file	3).
Gene essentiality
Essentiality data for S. cerevisiae was obtained from the MIPS (Munich 
Information Center for Protein Sequences) database [406] (gene 
disruption	table,	14-11-2005).	Only	essentiality	information	that	referred	
to an original publication was retained, that is, database entries with a 
PubMed	ID.	If	a	gene	was	classified	as	both	essential	and	non-essential	
by	 different	 sources,	 we	 assigned	 essentiality	 according	 to	 a	 majority	
rule and if no decision was possible, we marked the gene as ambiguous. 
For E. coli, we used the gene essentiality determined by Gerdes et al. [6]. 
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We analyzed the essentiality on the level of reactions, using the gene-
reaction	associations	as	defined	in	each	metabolic	model.	Reactions	can	
be catalyzed by complexes of multiple enzymes (subunits linked by 
‘AND’	 in	 the	model).	Only	 if	 all	 subunits	 of	 an	 enzyme	 complex	were	
essential did we consider the reaction essential. Conversely, only if all 
subunits were non-essential was the reaction considered non-essential. 
Otherwise,	reactions	were	discarded.	Reactions	can	also	be	catalyzed	by	
iso-enzymes	(linked	by	‘OR’	in	the	model).	If	the	individual	iso-enzymes	
are	 classified	as	non-essential	 in	 single	knockout	experiments,	 it	 is	 still	
possible that the reaction is essential, because the loss of one iso-enzyme 
can be compensated by the other iso-enzymes. For this reason, we did not 
consider reactions with iso-enzymes. We summarized the combinations 
of essentiality and non-essentiality of all directionally coupled reactions 
in a 2×2 contingency table and tested for its symmetry by a McNemar test 
as implemented in R [398].
Growth defects of gene knockouts 
We	 used	 the	 condition-specific	 growth	 data	 of	 Hillenmeyer	 et al. [8] 
restricted to measurements at generation 5 of homozygous strains (12 
conditions including dropouts of adenine, arginine, isoleucine, lysine, 
threonine, tryptophan, or tyrosine, as well as YP glycerol, minimal, sorbitol, 
synthetic complete media). We used the empirical p-values published by 
Hillenmeyer	and	co-workers	[8]	to	derive	binary	profiles	of	significant	(1)	
and	insignificant	(0)	growth	defects.	To	obtain	unique	p-values for every 
gene and condition, we calculated the geometric mean over batches, pools 
and	scanners.	A	growth	defect	was	considered	significant	if	this	average	
p-value was <10-3. The mapping from gene to reaction level was done 
in the same way as for the essentiality data (see above). Subsequently, 
for each reaction pair A→B	with	a	corresponding	pair	of	growth	effect	
profiles	we	calculated	the	fraction	(f0/1) of conditions in which reaction A 
showed	no	growth	effect	while	reaction	B	did	(n0/1), relative to the total 
number of conditions in which only one of the reactions showed a growth 
effect	(n0/1 + n1/0). We tested the distribution of these fractions against the 
null-hypothesis that there is no bias, that is, no asymmetry (H0: f0/1	=	0.5),	
with the two-sided one-sample Wilcoxon test as implemented in R [398]. 
We averaged the calculated fractions over all pairs. For this and all other 
datasets, our results were qualitatively the same if we summarized the 
distribution as the mean or as the fraction of reaction pairs with a f0/1	>	0.5.
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Gene expression
The expression data were based on 13 studies with 327 conditions for S. 
cerevisiae and 12 studies with 420 conditions for E. coli (Additional data 
file	 4).	 These	 data	 were	 obtained	 from	 the	 Gene	 Expression	 Omnibus	
(GEO)	[404]	at	the	National	Center	for	Biotechnology	Information	(NCBI).	
Presence	(expressed)/absence	(not	expressed)	calls	were	made	using	the	
BioConductor	 affy	package	 [414].	 For	 each	 experimental	 condition,	 the	
presence/absence	calls	of	individual	genes	were	translated	into	‘presence/
absence calls’ of reactions based on the gene-reaction associations. 
Reactions that were catalyzed by multiple enzymes (iso-enzymes or 
subunits; see above) were considered present if at least one of the iso-
enzymes or all subunits of enzyme complexes were present. For each 
reaction pair A→B	with	a	corresponding	pair	of	expression	profiles,	we	
calculated the fraction (f0/1) of conditions in which reaction A is absent 
while reaction B is present (n0/1) relative to the total number of conditions 
in which only one of the reactions is present (n0/1 + n1/0). We tested the 
distribution of these fractions against the null-hypothesis that there is no 
bias - that is, no asymmetry (H0: f0/1	=	0.5)	-	with	the	two-sided	one-sample	
Wilcoxon test as implemented in R [398].
Reaction-level phylogenetic profiles and ancestral state 
reconstruction 
We	 constructed	 phylogenetic	 profiles	 that	 denote	 the	 presence	 and	
absence of enzymes across 373 species according to the STRING 7.0 
orthologous groups [183]. To explore the presence and absence of 
reactions across species, we mapped the enzyme orthology information 
to the reactions-level using the gene-reaction associations. In situations 
of iso-enzymes, we considered the reaction present in a species if at least 
one iso-enzyme was present. If a reaction was catalyzed by an enzyme 
that had multiple subunits, it was considered present in a species only 
if all these subunits were encoded in the genome. For each reaction pair 
A→B	with	a	corresponding	pair	of	‘reaction-level’	phylogenetic	profiles,	
we calculated the fraction (f0/1) of genomes in which reaction A is absent 
while reaction B is present (n0/1) relative to the total number of genomes 
in which exactly one of the reactions is present (n0/1 + n1/0). We tested the 
distribution of these fractions against the null-hypothesis that there is no 
bias - that is, no asymmetry (H0: f0/1	=	0.5)	-	with	the	two-sided	one-sample	
Wilcoxon test as implemented in R [398].
We	inferred	the	most	parsimonious	ancestral	presence/absence	states	of	A	
and B using a phylogenetic tree of all 373 species included in this analysis 
(this tree contained some multifurcations to account for uncertainties 
[183]) and PAUP [408]. The tree was manually rooted at the trifurcation of 
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eukaryotes,	Eubacteria	and	Archaea.	All	results	were	based	on	a	gain/loss	
cost	ratio	of	2/1	[415]	and	a	delayed	transition	assumption	(‘DELTRAN’).	
Importantly,	varying	the	parameters	did	not	affect	our	conclusions.
We examined for each reaction pair A→B the following situations: type 
i, both reactions are absent in the ancestor and one is gained in the 
descendent; type ii, both reactions are present in the ancestor and one is 
lost in the descendent; type iii, the presence of exactly one of the reactions 
is maintained, that is, no change of state occurs. We calculated the fraction 
(f0/1) where B was gained (n0/1, type i) and where A was lost (n0/1, type ii) or 
maintained (n0/1, type iii) relative to the total number of instances of that 
type (that is, n0/1 + n1/0). We tested the distribution of these fractions (over 
all AB pairs) against the null-hypothesis as mentioned above.
To analyze contingent gain of A, we determined for all gain events of A 
whether B was already present in the ancestor or not. The fraction of gains 
in presence of B (over all AB pairs) was tested against the null hypothesis 
that a gain of A is independent of the presence of B (that is, H0: fgain of A in 
presence	of	B	=	0.5).
Conserved directionally coupled reaction pairs 
We considered a reaction to be conserved between S. cerevisiae and E. coli 
if it was catalyzed by orthologous enzymes. In the case of iso-enzymes 
we required that at least one orthologous enzyme was present in both 
organisms. For reactions catalyzed by enzyme complexes, we required 
that orthologs of all subunits were present in both organisms. The 
deviation of the asymmetry in gene gain, loss and maintenance was 
tested	 as	 discussed	 in	 the	 section	 ‘Reaction-level	 phylogenetic	 profiles	
and ancestral state reconstruction’.
The absolute number of conserved directionally coupled pairs is limited 
(n	=	16)	because	conservation	of	directional	coupling	required:	both	genes	
of a pair to be present in S. cerevisiae and E. coli; the type of coupling to be 
conserved; and the directionality (A→B) to be conserved.
6. Additional data files
The following additional data are available with the published online 
version of this chapter [233].
Additional data file 1 is a table listing asymmetrically dependent reaction 
pairs A→B for which the independent gene B was lost while gene A 
was	 retained	 (“AB=10”)	 and	 vice	 versa	 (“AB=01”),	 both	 in	 at	 least	 five	
species. In this table, R is the smallest possible partition in the species 
tree	 (taken	 from	STRING	7.0	 [183])	 that	 contained	all	 “AB=10”	 species,	
L	is	the	remainder	of	the	tree;	we	only	list	the	cases	where	“AB=10”	and	
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“AB=01”	were	perfectly	separable	(neutral	“AB=00”	and	“AB=11”	species	
not considered). 
Additional data file 2 is	 a	 figure	 which	 shows	 an	 exception	 to	 the	
predicted genomics occurrence of two enzymes. The relation between 
fructose-bisphosphate aldolase (A) and the fructose bisphosphatase (B) 
is asymmetric in E.coli and S.cerevisiae, because the gluconeogenesis 
contains	an	alternative	flux	that	converges	into	fructose	bisphosphatase.	
This	asymmetry	is	however	not	reflected	in	evolution	because	fructose-
bisphosphate aldolase occurs, as part of the glycolysis, in a number of 
species	 that	miss	 the	 gluconeogenesis	 and	 its	 specific	 enzyme	 fructose	
bisphosphatase. This exception shows that the predicted asymmetry is 
not trivial, and depends on the conservation of the metabolism between 
species.
Additional data file 3	 is	 a	 figure	 which	 shows	 asymmetrically	 linked	
reaction pairs (A→B) related to asymmetry in gene essentiality, growth 
defect, gene expression and phylogenetic distribution of which the pairs 
are	categorized	according	 to	network	distance	cutoffs.	The	 fraction	 (f0/1 
=	n0/1	/	(n0/1+ n1/0)) where only B is essential in rich medium (essentiality) 
or	 has	 an	 effect	 on	 the	 growth	 across	 conditions	 (growth);	where	 only 
B is expressed across conditions (expression); where only B is present 
across species (occurrence); where only B is gained, lost or maintained 
over evolutionary lineages; and where A is contingently gained over 
evolutionary lineages (contingent gain A) is averaged over all reaction 
pairs (see also methods). (*) indicate p < 0.01. 
Additional data file 4 contains two tables listing S. cerevisisae [383-393] 
and E. coli [416-425] expression datasets.
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IV. A three-dimensional topology of complex I 
inferred from evolutionary correlations
Published as:  P. R. Kensche, I. Duarte, and M. A. Huynen. A three-dimensional 
topology of complex I inferred from evolutionary correlations. BMC Structural 
Biology, 2012, 12, 19.
1. Abstract
Background: The quaternary structure of eukaryotic NADH:ubiquinone 
oxidoreductase (complex I), the largest complex of the oxidative 
phosphorylation, is still mostly unresolved. Furthermore, it is unknown 
where transiently bound assembly factors interact with complex I. We 
therefore asked whether the evolution of complex I contains information 
about its 3D topology and the binding positions of its assembly factors. 
We approached these questions by correlating the evolutionary rates of 
eukaryotic complex I subunits using the mirror-tree method and mapping 
the results into a 3D representation by multidimensional scaling.
Results: More than 60% of the evolutionary correlation among the 
conserved seven subunits of the complex I matrix arm can be explained 
by the physical distance between the subunits. The three-dimensional 
evolutionary model of the eukaryotic conserved matrix arm has a striking 
similarity to the matrix arm quaternary structure in the bacterium 
Thermus thermophilus	 (rmsd=19	 Å)	 and	 supports	 the	 previous	 finding	
that in eukaryotes the N-module is turned relative to the Q-module 
when compared to bacteria. By contrast, the evolutionary rates contained 
little	 information	 about	 the	 structure	 of	 the	 membrane	 arm.	 A	 large	
evolutionary model of 45 subunits and assembly factors allows to predict 
subunit	positions	and	interactions	(rmsd	=	52.6	Å).	The	model	supports	an	
interaction of NDUFAF3, C8orf38 and C2orf56 during the assembly of the 
proximal matrix arm and the membrane arm. The model further suggests 
a tight relationship between the assembly factor NUBPL and NDUFA2, 
which both have been linked to iron-sulfur cluster assembly, as well as 
between NDUFA12 and its paralog, the assembly factor NDUFAF2.
Conclusions: The physical distance between subunits of complex I is a 
major correlate of the rate of protein evolution in the complex I matrix 
arm	and	is	sufficient	to	infer	parts	of	the	complex’s	structure	with	high	
accuracy. The resulting evolutionary model predicts the positions of a 
number of subunits and assembly factors.
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2. Background
NADH:ubiquinone oxidoreductase (complex I) is with about 1000 kDa 
[426,	427]	the	largest	of	the	five	complexes	of	the	oxidative	phosphorylation	
(OXPHOS)	and	a	major	contributor	to	the	proton	motive	force	that	drives	
the ATP production by ATP-synthase [428]. Complex I has an L-shape with 
a hydrophilic matrix arm that protrudes into the cytoplasm in bacteria 
or the mitochondrial matrix in eukaryotes and a hydrophobic membrane 
arm. The canonical “core” of complex I consists of 14 subunits that originate 
from three pre-existing evolutionary modules [429]. The N-module at 
the	distal	end	of	the	matrix	arm	contains	flavin-mononucleotide	(FMN)	
that accepts electrons from a donor, usually NADH. The electrons are 
transported through a chain of iron-sulfur (FeS) clusters along the matrix 
arm towards the joint of the two arms at the membrane. This membrane-
proximal part of the matrix arm represents the Q-module in which the 
electrons are transferred to ubiquinone (Q). The energy freed by the 
electron-transfer	 is	 transmitted	along	 the	P-module	 (NADH1-6/4L)	 that	
uses the energy to pump protons across the membrane [430-433].
In diverse taxa, the canonical core of complex I has been extended by 
further subunits. For instance, complex I in Thermus thermophilus contains 
an additional subunit located at the interface of the N- and Q-modules 
[434]	 and	 a	 recent	 analysis	 of	 complex	 I	 in	 the	 α-proteobacterium	
Paracoccus denitrificans	 identified	 three	 additional	 subunits	 [435].	
Eukaryotes obtained complex I with the endosymbiotic uptake of an 
α-proteobacterium	 that	 gave	 rise	 to	 the	 mitochondria.	 Following	 the	
endosymbiosis, the mitochondrial genome was reduced and the genes 
encoding matrix arm subunits of complex I were transferred to the 
nucleus. Additionally, complex I was extended to up to 45 subunits by 
so-called “accessory” or “supernumerary” subunits [165, 426]. This set of 
permanent subunits is further extended by a number of assembly factors 
absent from the mature complex [166, 436-443]. 
Up to now, the structures of the complete complex in the eubacterium 
Thermus thermophilus [431] and the eukaryote Yarrowia lipolytica [432] have 
been	published.	However,	the	latter	structure	is	of	a	too	low	resolution	
to	 allow	 identification	of	 the	positions	 of	 the	 supernumerary	 subunits.	
Approximate subunit positions within the eukaryotic complex are hinted 
at by various types of experiments, mostly from sub-complexes observed 
by fractionation or as assembly intermediates (e.g. [426, 444]). For instance, 
the application of chaotropic detergents to the bovine complex produces 
the	three	sub-complexes	Iα,	Iλ,	and	Iγ.	Because	these	sub-complexes	are	
large, they provide only rough information about subunit positions. For 
instance,	 Iα	 represents	an	extended	 Iλ	 sub-complex	and	 the	additional	
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subunits	could	in	principle	be	located	anywhere	on	the	surface	of	the	Iλ	
sub-complex.	Only	limited	data	are	available	from	yeast-two-hybrid	[437,	
445], co-immunoprecipitation [166], or cross-linking [446] experiments. 
The	 identification	of	 the	positions	of	 the	assembly	 factors	 is	hampered	
by the temporariness of the assembly intermediates and our incomplete 
understanding of the assembly process.
The increasing number of genome sequences allows making predictions 
of physical interactions by evolutionary correlation methods, including 
the	co-occurrence	of	genes	or	phylogenetic	profiling	[37,	38,	150,	447],	the	
mirror-tree approach [40], and residue correlation [141, 249, 251, 280], 
which	have	successfully	identified	new	complex	I	subunits	and	assembly	
factors [445, 447] (reviewed in [448]) and predicted relationships between 
the	five	OXPHOS	complexes	[449].	Of	these	methods,	residue	correlation	
is based on the most direct evidence of physical interaction, namely the 
compensatory mutations at sites of interacting residues to maintain the 
structure of a protein or complex. By contrast, the mirror-tree method 
detects co-evolution more indirectly by correlating sequence similarity 
matrices between orthologous groups [40]. The similarities between 
protein sequences depend both on species divergence times and on rates of 
evolution. By removing the similarity due to the species divergence times 
[327, 328], one obtains similarities that are more related to evolutionary 
rates. A high correlation in evolutionary rates between protein families 
can be evidence of a direct physical relationship between proteins. For 
instance, if there is selection to maintain the interaction of two proteins 
then disrupting mutations have to be compensated for at the rate that 
they occur. Therefore, to maintain the interaction, an increased rate of 
change in one protein needs to be compensated for at a similar rate in the 
other protein. Note that the pairwise correlations in evolutionary rates 
between proteins can also be due to indirect interactions [323].
Here we ask whether we can use evolutionary rate correlations to predict 
the three-dimensional (3D) conformation of complex I. To this aim, we 
analyzed the evolutionary rate correlation between 38 subunits and 7 
assembly factors of human complex I using the mirror-tree method [327] 
and	find	that	subunits	that	are	known	to	be	physically	close	in	complex	
I tend to show a higher degree of correlation in evolutionary rates than 
those that are physically distant. In the conserved core of the matrix arm, 
this correlation is strong enough to construct a 3D model with striking 
similarity to the bacterial reference structure. In a second evolutionary 
model that includes the 14 canonical core subunits, the membrane and 
matrix arms appear as clearly separated groups. Finally, we calculated 
a third evolutionary model including 38 subunits and seven assembly 
factors. This last model retains some features of the physical structure, 
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including the separation of the matrix and membrane arms and a 
proximodistal axis in the matrix arm. We discuss the positions of the 
seven	assembly	factors	in	this	model	and	make	specific	predictions	about	
the association of some assembly factors with each other and with the 
permanent subunits.
3. Results
Correlation of physical and co-evolutionary distances in the 
conserved core
Because our study aims at complex I of human we selected 38 subunits 
and	seven	assembly	factors	of	the	human	complex	that	have	a	sufficient	
number of orthologs for the application of the mirror-tree method 
(Additional	 file	 1:	 Table	 S1).	 Shortly,	 we	 collected	 homologs	 of	 the	 45	
proteins by querying the nr database. All orthologous sequence sets were 
aligned	and	highly	variable	alignment	columns	were	filtered	out	using	
BMGE [450]. Note that NADH3, 4L and 6 could not unambiguously be 
located in our reference – the structure of the complete complex I of T. 
thermophilus [431] (PDB:3M9S). However, these subunits are known to be 
direct neighbors and we decided to treat them as a single unit, termed 
NADH34L6. We calculated maximum-likelihood trees from the alignments 
[451] and obtained a distance matrix for each protein family from which 
we removed the common signal of the phylogeny [327]. The phylogeny-
corrected matrices were correlated and the resulting correlation matrix 
was transformed into the distance matrix (see “Materials and methods”). 
For the purpose of this article we call these distances “co-evolutionary” 
but stress that the signal measured by the mirror-tree method is also 
determined by expression and general functional relatedness [120, 138].
First we examined how well the co-evolutionary distances correspond 
with the distances between the 14 subunits of the conserved core of 
complex I (Figure 14). We compared the co-evolutionary distances to the 
distances of the centers of mass of the protein (see Methods). We will refer 
to	these	latter	distances	as	“physical	distances”	and	to	the	arrangement	of	
the subunit centers in three dimensions as the “quaternary topology” of 
complex I. A direct comparison of the two distance measures reveals that 
more than 40% of the variation in the co-evolutionary distances can be 
explained by the physical distances of the subunit (r2=0.41,	p=9×10-9,	n=66;	
Figure 14). Within the matrix arm, physical distance explains more than 
60% of the variation in co-evolutionary distances (Figure 14; r2=0.61,	
p=2.93∙10-5,	n=21).	Although	there	is	no	significant	correlation	among	the	
membrane arm subunits (r2=0.13,	 p=0.23,	 n=10),	 the	 between-arm	 co-
evolutionary distances clearly are larger than the within-arm co-
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evolutionary	distances,	reflecting	the	physical	separation	of	the	two	arms.
The high correlation of co-evolutionary and physical distance suggests 
that it may be possible to obtain an accurate 3D model of the protein 
complex from the pairwise co-evolutionary distances. We used classical 
multidimensional scaling (cMDS) to integrate the co-evolutionary 
distances between the seven matrix arm core subunits into an evolutionary 
3D	configuration.	To	ensure	that	the	3D	configuration	reliably	reflects	the	
co-evolutionary distances, we calculated the P3-value	of	the	configuration,	
a	cMDS-specific	goodness-of-fit	measure	that	is	analogous	to	the	fraction	
of	 variation	 explained	 by	 the	 first	 three	 eigenvalues	 in	 a	 principal	
component analysis [452] (see “Materials and methods”). The P3-value of 
the	evolutionary	configuration	is	0.89	and	thus	close	to	that	of	a	perfect	fit	
(1.0)	and	well	above	the	cutoff	0.8	suggested	as	desirable	[452].	Next,	we	
compared the evolutionary 3D model with the bacterial structure (Figure 
15a; see “Materials and methods”). The correlation of the distances in the 
3D	 configuration	with	 the	 distances	 in	 the	 bacterial	 structure	 is	 lower	
(r2=0.55)	than	that	of	the	raw	co-evolutionary	distances	(r2=0.61)	but	still	
significant	(p=1.28∙10-4,	n=21).	The	root	mean	square	deviation	(rmsd)	of	
the bacterial quaternary topology with the eukaryotic evolutionary 
configuration	is	18.7	Å,	which	compares	well	to	the	about	180	Ǻ	length	of	
the	matrix	arm	 [434].	We	subjected	 the	evolutionary	 configuration	 to	a	
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Figure 14. Co-evolutionary distance correlates with physical distance. The figure shows the 
distances for the subunits in the evolutionary conserved core in T. thermophilus [431] (PDB:3M9S). 
Note that in the bacterial structure NADH3, 4L and 6 were not identified individually but are 
neighboring. Therefore, we calculated the co-evolutionary distances with concatenated alignments 
of these subunits. The red line is the regression line for the matrix arm and the black line is the 
regression line for the complete set of points.
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principal component analysis and used the principal components thus 
obtained	as	new	coordinate	system	for	the	configuration	(Figure	15a/b).	
The	proximodistal	axis	of	the	matrix	arm	core	corresponds	to	the	first	and	
largest	principal	component	(Figure	15a)	and	is	thus	correctly	identified	
by the evolutionary model as the axis with the largest extent. The 
positioning of subunits along this axis is almost perfectly recovered by the 
evolutionary	model	 (correlation	bacterial/predicted	along	 the	first	 axis:	
r2=0.95,	p=2.1×10-4,	n=7).	Also	the	second	axis	shows	a	strong	correlation	
(r2=0.62,	p=3.5×10-2) while the correlation along the third axis (r2=0.45)	is	
significant	at	a	level	of	9.8%	(p=9.8×10-2). The projection of the second and 
third axes (Figure 15b) shows that among both the proximal Q-module 
subunits	and	distal	N-module	subunits	the	evolutionary	model	identifies	
the correct circular ordering around the proximodistal axis. Furthermore, 
in the predicted model, which is based on eukaryotic sequences only, the 
four Q-module subunits (Figure 15b; purple) are twisted relative to the 
three N-module subunits (Figure 15b; blue) compared to the bacterial 
structure. Interestingly, a twist in the same direction was observed in a 
comparison of the matrix arms of the eukaryote Y. lipolytica and T. 
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Figure 15. Superimposition of the subunit centers predicted by the evolutionary model and 
those of the experimental model from T. thermophilus [431]. The arrowheads point towards the 
coordinates in the evolutionary configuration while the labeled arrow origins correspond to the 
coordinates in the experimental structure. (a) and (b) show the results for the evolutionary model 
of the seven conserved matrix arm subunits. The axes are the first three principal components (PC) 
of the evolutionary configuration. Figure (c) shows the results for the evolutionary model of all 
14 conserved membrane and matrix arm subunits. The axes are the first two PCs derived from a 
PCA on the evolutionary coordinates. Blue: distal matrix arm/N-module; purple: proximal matrix 
arm/Q-module; red: membrane arm/P-module. Subunit names were abbreviated by omitting the 
“NDUF” or “NADH” prefixes.
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thermophilus ([432], personal communication): When looking from the 
matrix towards the membrane the N-module is turned clockwise relative 
to the Q-module.
After the prediction of the topology of the seven matrix arm core 
subunits, we predicted the topology of the complete core of 14 matrix- 
and membrane arm subunits that are conserved among bacteria and 
eukaryotes. Again, the co-evolutionary distances of the subunits can be 
well embedded in three dimensions (P3=0.84)	and	result	in	a	configuration	
with separate membrane and matrix arms (Figure 15c). The rmsd of this 
evolutionary	model	and	bacterial	structure	is	47.6	Å,	which	corresponds	to	
about 25% of the length of the membrane arm [431]. Also in the complete-
core model, the proximodistal axis of the matrix arm is recovered 
(r2=0.96,	p=9.3×10-5) although the rmsd of the matrix arm core subunits 
to	the	bacterial	structure	is	lower	(34.0	Å)	than	that	for	the	configuration	
that	only	contained	matrix	arm	subunits	(18.7	Å).	As	expected	from	the	
correlation between the pairwise physical distances and their evolutionary 
correlation, the accuracy of the positioning in the membrane arm is poor 
(rmsd=61.8	Å).	A	 closer	 inspection	 of	 the	 evolutionary	model	 suggests	
that the membrane arm subunits are located as a cluster more sideways 
of the matrix arm than in the physical structure. In the superimposition 
of the two structures, this manifests in a tendency of the Q-module away 
from the membrane and a slight tendency of the distal N-module towards 
the membrane.
Eukaryotic complex I and assembly factors
Although the structure of the 14 core subunits in bacteria is known [431] 
and largely conserved in eukaryotes [432], the arrangement of the mostly 
eukaryote-specific	 accessory	 subunits	 has	 not	 yet	 been	 resolved.	
Furthermore, the transient nature of the interaction of assembly factors in 
complex	 I	 assembly	 intermediates	 hampers	 the	 identification	 of	 their	
binding sites in the complex. We therefore asked whether the positions of 
the	accessory	subunits	and	assembly	factors	could	be	identified	from	their	
evolutionary	correlation.	We	extended	the	evolutionary	3D	configuration	
to include 38 permanent subunits and 7 assembly factors of the human 
complex.	Both	the	goodness-of-fit	of	the	3D	configuration	with	the	raw	
co-evolutionary distances and the comparison with the reference 
structure,	indicate	the	quality	of	this	model.	The	goodness-of-fit	measure	
P3, which expresses how well the 3D model represents the pairwise co-
evolutionary distances, is lower (P3=0.43)	than	for	the	previous	models.	
However, a comparison of this P3-value with the distribution of P3-values 
of 106	 permuted	 symmetric	 matrices	 fitted	 in	 3D	 (P3random=0.17±0.005)	
shows	that	the	arrangement	of	the	distances	in	the	matrix	fits	significantly	
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better	in	a	3D	configuration	than	random	arrangements	(p<10-6). The co-
evolutionary distances between the 45 proteins are thus highly consistent 
with	 a	 3D	 representation.	 Furthermore,	 the	 3D	 configuration	 captures	
72% of the variation in the co-evolutionary distances (r2=0.72;	 raw	
distances versus embedded distances). In the comparison with the 
bacterial reference structure, the model of 45 proteins has a slightly lower 
rmsd	(52.6	Å)	than	the	model	of	only	14	conserved	subunits.	The	extended	
model clearly recapitulates a number of known elements of the physical 
structure of the complex (Figure 16).
Axis 1 in Figure 16a separates the membrane arm (left) and matrix arm 
(right)	subunits.	Among	the	membrane	arm	subunits	of	the	Iβ	and	Iγ	sub-
complexes	 (Figure	16a,	 left),	axis	2	differentiates	between	subunits	 that	
tend	to	be	encoded	by	the	mitochondrial	genome	(bottom)	and	nuclear-
encoded	(top)	subunits.	The	two	subunits	NDUFB8	(Figure	16a,	bottom/
right) and NDUFC2 (Figure 16b, middle) are located somewhat separate 
from	 the	 remaining	 Iβ	 subunits.	Among	 the	matrix	 arm	 subunits,	 axis	
2	 differentiates	 between	 the	 distal	 N-module	 subunits	 V1,	 V2,	 and	 S1	
(Figure	 16a	 right/top)	 and	 the	 proximal	Q-module	 subunits	 S7	 and	 S8	
(middle),	S2,	and	S3	(bottom).	The	accessory	subunits	of	hydrophilic	Iλ	
matrix	arm	sub-complex	(Figure	16,	λ)	show	a	tendency	towards	the	top,	
while	those	of	the	Iα	sub-complex	that	are	not	part	of	Iλ	(3a,	α-λ)	tend	
towards	 the	membrane	 arm	 subunits	 at	 the	bottom.	The	 association	of	
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Figure 16. Evolutionary model of 38 subunits and seven assembly factors of human complex I. Only 
the predicted subunit centers are displayed. The evolutionary model was first rotated and scaled 
to fit to the bacterial structure and both models were then manually rotated into the orientations 
of the bacterial complex shown in the insets. The symbols code the sub-complex association 
according to Vogel et al. [453]. Sub-complex Iα-λ represents the fraction of large sub-complex 
Iα that is not also contained in the smaller matrix arm sub-complex Iλ. Category “?” represents 
subunits that have not been assigned to any sub-complex. Assembly factors are labeled in italics 
and red. Subunit names were abbreviated by omitting the “NDUF” or “NADH” prefixes where 
applicable. N: NUBPL; O7: C20orf7; O38: C8orf38; O56: C2orf56. An interactive three-dimensional 
model of the evolutionary configuration is provided in Additional file 5.
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this	latter	group	of	subunits	with	the	proximal	matrix	and	membrane	arm	
is strongly supported by experimental data (S5 [454, 455], A9 [444, 456-
458], A3 [426, 427, 459], A6 [460], A8 [460, 461], A11 [462], A1 [445]). All 
assembly factors are located close to the matrix arm subunits. NDUFAF2 
(AF2),	 NDUFAF3	 (C3orf60,	 AF3),	 C8orf38	 (O38),	 C2orf56	 (O56),	 and	
NUBPL (N) as well as the permanent subunits A2 and A9 sit on one side 
of	the	distal	matrix	arm	core	subunits	V1,	V2,	and	S1.	Only	C20orf7	(O7)	is	
placed close to the proximal matrix arm subunits S2, S3 and the proximal 
membrane arm subunits A3, A6, and A8 (Figure 16a, lower right half). 
Assembly	factor	1	(AF1)	is	positioned	close	to	the	Iλ	subunits	S8	and	A5.
4. Discussion
Our	results	show	that	the	evolutionary	rates	of	complex	I	subunits	contain	
a	 significant	 amount	 of	 information	 about	 the	 complex’s	 quaternary	
structure. For the matrix arm we found that about 61% of the correlation 
in evolutionary rate could be explained by the distances of the subunit 
centers. This is even more striking if we consider that the evolutionary 
model	was	derived	 from	eukaryotic	 sequences	 and	 thus	 should	 reflect	
the matrix arm structure in eukaryotes, while our reference structure is 
from a bacterium. Indeed, the evolutionary 3D model revealed a twist 
between the N-module and the Q-module when compared to the bacterial 
structure,	a	finding	that	is	supported	by	experimental	data	([432],	personal	
communication). 
In the two models that include the membrane arm, mitochondria-encoded 
subunits were predicted to be separate from nucleus-encoded subunits, 
which is in line with previous results. The independent variation of 
evolutionary rates in the nuclear and mitochondrial genomes [463] may 
have contributed to the isolation of the mitochondria encoded subunits in 
our models. Nevertheless, we stress that the position of the membrane arm 
core	subunits,	specifically	at	the	proximal	end	of	the	matrix	arm	in	both	
models, indicates a signal of the physical structure in the evolutionary 
correlation data. Furthermore, the strict separation of the nucleus-encoded 
Iβ	 subunits	and	 their	mitochondria-encoded	counterparts	NADH4	and	
5 may be explained by other factors, as these two groups also behave 
differently	 in	 experiments	 [426,	 464,	 465].	 Interestingly,	 despite	 its	
nuclear	encoding,	the	membrane-integral	subunit	NDUFA1	of	the	Iα	sub-
complex [426, 427, 466] is positioned close to the membrane arm core, in 
particular close to NADH2 (Figure 16a and b). In T. thermophilus, NADH2 
is located between the two subunits NADH1 and NADH4 [431] both of 
which are known physical interactors of NDUFA1 [445]. A direct physical 
interaction of NDUFA1 with NADH2 is therefore likely.
The evolutionary correlation failed to identify the correct topology of 
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the membrane arm core. A number of biological reasons could explain 
such a lack of signal. First, long-range structural constraints [431, 432] 
may interfere with the distance-dependent structural constraints that 
are necessary for a distance-dependent strength of evolutionary rate 
correlation.	 Second,	 the	 formation	 of	 OXPHOS	 super-complexes	 with	
complex I dimers may result in correlations between distant subunits. 
Indeed, despite their positions at opposite ends of the membrane arm, 
NADH1 and 5 show a high correlation in evolutionary rates with each 
other and with subunit CYTb of complex III [449] consistent with their 
proximity	 in	 OXPHOS	 complexes	 organized	 into	 respiratory	 strings	
[467]. Third, the lack of correlation with physical distance may result from 
non-adaptive variation in the mitochondria-encoded genes caused by 
variable and, at least in some eukaryotic taxa, heterogeneous mutation-
pressure [468]. Indeed, in a number of animal taxa changes in gene order 
or mutation-pressure led to non-adaptive changes in mitochondrial genes 
[469-471]. The mitochondrial genomes of some taxa in our study, such as 
plants,	are	clearly	different	from	those	in	animals	(reviewed	in	[472])	and	
their	genes	are	likely	under	different	mutation-pressures	[473].10 Fourth, 
the embedding of the membrane proteins in two dimensions might reduce 
the evolutionary constraints to maintain interactions in comparison to 
proteins that are embedded in three dimensions.
The integration of multiple proteins in a single model assumes that the 
interactions are permanent and non-competitive. This is clearly not the 
case for the model of 45 proteins because it includes assembly factors. This 
model can therefore not exactly represent a physical structure. According 
to current models, complex I assembles from independent subcomplexes 
[475].	 Of	 the	 assembly	 factors	 required	 for	 this	 process	 and	 included	
in our study, only NDUFAF1 (AF1) is required for the assembly of the 
distal membrane arm sub-complex [438, 476, 477]. In our model, AF1 is 
located close to the matrix arm, which supports an indirect rather than a 
direct involvement of AF1 in membrane arm assembly [478]. The distal 
membrane arm further combines with a pre-formed membrane-anchored 
proximal	matrix/membrane	arm	that	contains	the	subunits	NDUFS2	(S2)	
and NADH1 (1) and possibly NDUFS3 (S3) and NDUFS7 (S7) [475, 477] 
and whose assembly involves NDUFAF3 (AF3) and possibly C8orf38 
(O38)	 [441,	 479].	Although	 the	membrane-association	 of	AF3	 and	 O38	
is	not	 reflected	 in	our	data,	 they	 form	a	 tightly	 co-evolving	 triple	with	
C2orf56	(O56),	which	is	known	to	bind	the	proximal	matrix	arm	subunit	
S2	 [437].	The	high	 correlation	 in	 evolutionary	 rates	between	AF3,	O38,	
and	O56	suggest	strong	selective	constraints	on	their	cooperation	during	
10  In hemipteroid insects the rates of mitochondrial sequence evolution and rearrangements 
of the mitochondrial genome do indeed correlate [474].
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the	 assembly	 of	 the	 proximal	 matrix/membrane	 arm	 sub-complex.	
The fourth assembly factor that has been experimentally linked to the 
proximal	membrane	arm,	C20orf7	(O7)	[442,	477],	is	indeed	placed	close	
to	the	proximal	matrix	arm	subunits	S2,	S3	(Figure	16b,	right	bottom),	and	
the proximal membrane arm subunits A3, A6, and A8 [427, 459, 460].
After the joining of the two membrane arm intermediates, the proximal 
matrix arm is further extended. This step involves the NUBPL-mediated 
assembly of at least one FeS-cluster into the distal matrix arm [436, 480]. In 
the	evolutionary	configuration	the	assembly	factor	NUBPL	is	positioned	
side by side with the permanent subunit NDUFA2 (A2; Figure 16b, right 
top). Like NUBPL, A2 is associated with the distal matrix arm [481]. 
The highly conserved A2 subunit is structurally similar to thioredoxin-
like proteins with a loop-region of probably variable conformation that 
contains two cysteines in human (C24 and C58) [482]. These cysteines 
can	form	a	revertible	disulfide	bridge	with	an	in-vitro redox-potential in 
the range of the large majority of isopotential FeS-clusters of complex I 
[430, 482]. Although the cysteines are not fully conserved, occasionally 
FeS-clusters are bound by serine, histidine, or aspartate [483]. Indeed, the 
human serine 30 in NDUFA2 is a good candidate for FeS-cluster binding 
because it is perfectly conserved in all species, with the notable exceptions 
of Trypanosoma and Leishmania, in which it is substituted by cysteine. 
Together these observations and the very strong evolutionary rate 
correlation of A2 and NUBPL support an involvement of A2 in complex I 
associated FeS-cluster assembly or maintenance. The peripheral position 
of A2 and NUBPL in the model could be a consequence of other strong 
evolutionary constraints not directly related to complex I.
Also NDUFAF2 (AF2, B17.2L) has been linked to the assembly of the 
distal matrix arm [166, 477]. Interestingly, the evolutionary data position 
AF2 directly besides its paralog NDUFA12 (A12, B17.2) [165, 166]. Like 
AF2, A12 is known to be associated to the distal-matrix arm to which it is 
directly recruited from the mitochondrial matrix [481]. The correlation in 
evolutionary rates and the independent co-loss in multiple complex I lacking 
taxa [165] support an evolutionarily conserved functional relationship of 
AF2 and A12. It is tempting to speculate that AF2 temporarily binds at the 
binding site of A12, e.g. to stabilize the local structural context, and is later 
substituted by its paralog. Such close positioning and physical interaction 
of homologous proteins within the same protein complex is one of the 
prevailing trends in the “fate” of duplicated proteins in complexes [484]. 
Complex	I	appears	to	add	another	twist	to	this	pattern	in	the	sense	that	
the predicted interaction is only temporary.
The	 rate	 of	 protein	 evolution	 is	 influenced	 by	 diverse	 factors	 [306],	 in	
particular expression and general functional relatedness [120, 138, 485]. 
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It is therefore even more remarkable that we found physical distance 
to be the major determinant of the evolutionary rate correlation for the 
complex I matrix arm. However, this result does not apply to the whole 
complex.	Thus,	to	establish	whether	the	mirror-tree/MDS	combination	is	
a good general method to predict quaternary structures, other complexes 
need to be analyzed. Furthermore, instead of using the mirror-tree 
method one could use residue correlation to measure the co-evolution 
of subunits more directly. Residue correlation has been used to predict 
contact interfaces for protein pairs [141, 279] and to investigate a rotation-
symmetric homo-multimeric complex [136]. A simple implementation 
would be to integrate pairwise residue correlations [249] or correlations 
that account for indirect correlations [141, 280, 283] or phylogenetic 
dependency [135, 136] by in silico two-hybrid [290] into subunit distances 
and map these into three dimensions by multidimensional scaling.
5. Conclusions
The correlations of evolutionary rates between subunits of the eukaryotic 
complex I contain detailed information about the structural arrangement 
of	the	matrix	arm	subunits.	This	allowed	us	to	make	specific	predictions	
about the positions of supernumerary subunits and assembly factors of 
the matrix arm, which may guide further experimental investigations. 
Multidimensional scaling could not reconstruct the structure of the 
membrane arm core. A future analysis will have to investigate what 
may cause this lack a spatial signal along the membrane arm and thus 
clarify in particular the relevance of conformational dynamics and super-
complex arrangement into a respiratory string for the sequence evolution 
of complex I.
6. Materials and methods
Alignments
We included 38 permanent subunits and seven assembly factors of 
human	 complex	 I	 for	 which	 a	 sufficient	 number	 of	 sequences	 were	
available. We collected homologous sequences from the nr database 
[486] using PSI-BLAST (default parameters). Multiple queries from 
different	 species	were	used	whenever	PSI-BLAST	 failed	 to	find	known	
homologs	(see	Additional	file	1).	For	A6,	B9,	A12,	and	AF2,	orthologous	
groups	were	manually	 identified	 in	 neighbor-joining	 trees	 constructed	
with identity matrices and correcting for multiple substitutions. Species 
overlap between the partitions was used to divide the trees into separate 
orthologous	groups.	The	remaining	subunits	were	treated	by	a	different	
protocol. First, to ensure a separation of the paralogs NADH2, 4, and 
5, we built a set of trusted orthologs of NADH2, 4, and 5 from those 
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sequences that had the best bidirectional hit with the human query 
using PSI-BLAST. From these seed sequence sets we computed three 
HMM	profiles	and	sorted	the	remaining	homologs	into	the	orthologous	
group	 to	 which	 they	 showed	 the	 best	 profile-alignment	 [487].	 For	 all	
sequence sets we selected as single ortholog per species the sequence 
with the highest NEEDLE score in a pairwise alignment to the human 
query	 [488]	 (default	 parameters)	 and/or	 manual	 selection	 based	 on	
multiple alignments (MAFFT [489], CLUSTALW [490, 491], HMMER [25], 
HHSEARCH [487]). The kinetoplastida were excluded from our analysis 
due to their high level of sequence divergence. To gain high quality 
alignments, we aligned all sequence sets with CLUSTALW and manually 
fixed	misalignments.	The	manually	curated	alignments	are	provided	in	
Additional	file	3.	Next,	we	filtered	alignment	columns	with	BMGE	[450]	
(-m	 BLOSUM30	 -g	 0.50	 -b	 4),	 removed	 sequences	 that	 had	more	 than	
33% gaps, and restricted the alignments to those species for which we 
found	 at	 least	 eight	 subunits	 of	 the	 complex.	Of	 the	 43	 alignments,	 39	
had more than 75 sequences and there was no alignment with less than 
44 sequences. Finally, we calculated phylogenetic trees using RAXML 
[451]	 (Version	 7.2.6,	 PROTGAMMAMTREV	 for	 NADH1/2/3/4/4L/5/6,	
otherwise	PROTGAMMAJTT;	4	rate	categories)	(see	Additional	file	3).	A	
single tree was calculated for the concatenated alignment of NADH3, 4L, 
and 6.
Evolutionary correlation
We calculated evolutionary correlation using a variant of the mirror-
tree method [40]. Every subunit’s tree was transformed into a vector v 
containing the pairwise distances between pairs of species in the tree. 
Because all subunit’s trees represent the evolution of proteins within 
the same species phylogeny they all are similar to that phylogeny and to 
each other. To remove this basic similarity of the distances we applied the 
orthogonal projection method developed by Sato et al. [327].  The method 
projects each sequence distance vector v on a reference distance vector p 
that represents the underlying species phylogeny. Let vp be the projection 
of v onto p, then the corrected vector v* is the residual vector v - vp. The 
corrected sequence distance vector is thus calculated by
,
with the row vector pT [492].
We derived the reference vector p directly from the subunits’ distance 
vectors, as suggested by Kann et al.	 [493].	 Specifically,	 the	 reference	
distance between a pair of species was calculated as the average of the 
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distances between these species in the trees of the complex I subunits. 
Note that this choice of reference as an average of the analyzed vectors 
also	removes	the	specific	pattern	of	co-variation	in	evolutionary	rates	that	
reflects	selective	pressure	on	the	complex	as	a	whole.	It	thus	focuses	the	
results on distances between the subunits rather than their distances to 
unrelated proteins. Finally, the corrected distance vectors were correlated 
with each other by Spearman rank correlation to yield the subunits’ co-
evolutionary similarity [40]. We required that the species pairs were 
present	in	at	least	five	of	our	43	distance	vectors.		Species	pairs	occurring	
in	fewer	than	five	vectors	were	ignored	in	the	correlations.	Note	that	our	
choice of the set of subunits included the requirement that there are at 
least	15	species	in	all	pairs	of	alignments.	Only	for	17	out	of	903	subunit	
pairs, the correlation values were based on less than 30 species. The 
mirror-tree method has the advantages of being easily implemented and 
requires low computational resources, even with correction for the basic 
correlation due to the shared phylogeny.
Multidimensional scaling (cMDS)
The co-evolutionary similarities r were linearly transformed into 
dissimilarities d	by	first	taking	the	inverse	with	respect	to	the	maximum	
correlation	coefficient,	i.e.	d’=1-r, and then re-scaling to the interval [0,1] 
using d	=	d’	/	max(d’)	(see	Additional	file	4).	This	transformation	considers	
negative correlations in evolutionary rates as negative evidence of 
physical interaction. We used classical multidimensional scaling (cMDS) 
as implemented by the R function cmdscale [398] (default parameters) to 
find	the	matrix	X of coordinates of n points (rows, subunits) in n dimensions 
(columns) such that the distances between the embedded points are as 
similar	 as	 possible	 to	 the	 original	 co-evolutionary	 dissimilarities.	 Our	
description of cMDS closely follows that by Borg and Groenen [494]. In 
detail, for a dissimilarity matrix Δ, cMDS minimizes the loss function 
L(X)	 =	 ‖XXT – BΔ‖2, where XXT is the scalar product matrix of the 
embedded coordinates and B∆	=	−	1/2	J∆(2)J is the double centered squared 
dissimilarity matrix with the centering matrix J	=	I - n-1 11T, I is the identity 
matrix, and 1 is a n x 1 matrix of 1s. The solution is found analytically by 
eigen-decomposition of B∆ = QΛQ and calculation of X	=	Q+Λ+1/2, where 
Λ+ represents the matrix of the largest k eigenvalues greater than zero 
and Q+ the corresponding columns of Q. The relative magnitudes of the 
eigenvalues in Λ correspond to the relative contributions of the columns 
of X	 in	 explaining	 the	 raw	 dissimilarities.	 The	 goodness-of-fit	 of	 the	
cMDS	configuration	of	n subunits in the k	dimensions	is	quantified	by	Pk 
(formula 5.2 in [452]):
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where λi is the i-th largest eigenvalue of BΔ. Note that the relationship 
between the co-evolutionary dissimilarity and the distance in the cMDS 
configuration	(Shepard	diagram,	Additional	file	1)	indicates	that	the	3D	
configuration	 reflects	 the	 raw	 co-evolutionary	distances	 over	 its	whole	
range.
Superimposition of configurations
The structure of complex I in the T. thermophilus served as our reference 
[431] (PDB:3M9S). We approximated the mass centers of the subunits as 
the average of x, y, and z coordinates of their Cβ atoms (Cα for glycine) 
[257].	The	evolutionary	configuration	was	fitted	by	rotation	and	isometric	
scaling	 on	 the	 bacterial	 configuration	 using	 generalized	 Procrustes	
analysis as implemented in the function GPA of the R package FactoMineR 
(Version	1.14)	 [495].	We	quantified	 the	difference	between	 the	bacterial	
configuration	T	 and	 the	 evolutionary	 configuration	C of n subunits by 
their root mean square deviation (rmsd)
,
where |ti - ci| is the distance between the bacterial and predicted center 
of the i-th subunit.
7. Additional Files
The following additional data are available with the published online 
version of this chapter [322].
AdditionalFile1.doc: Table of human complex I members and query 
sequence	identifiers	and	Shepard	diagrams	for	the	three	discussed	models.
AdditionalFile2.zip:	Manually	curated	and	unfiltered	FASTA	alignments.	
The	FASTA	header	lines	contain	(1)	a	short	sequence	identifier	consisting	
of a number and the abbreviated species name and (2) a long sequence 
identifier	 with	 the	 number	 written	 between	 the	 genus	 and	 epithet	 of	
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the	species	name.	Sequence	gaps	are	indicated	by	‘-’.	Subunits	NADH3,	
NADH4L, and NADH6 were combined (“nadh34L6”).
AdditionalFile3.zip: Gene trees in New Hampshire eXtended (NHX) 
format.
AdditionalFile4.tsv: Matrix of pairwise co-evolutionary distances.
AdditionalFile5.wrl: Interactive visualization of the evolutionary 
configuration.	 The	 predicted	 subunit	 centers	 are	 labeled	 by	 the	
abbreviations used in the article and color-coded according to sub-
complex	membership	(see	Additional	file	1).	Specifically,	most	subunits	
are	 abbreviated	 by	 omitting	 the	 “NADH”	or	 “NDUF”	prefix,	with	 the	
exception of NUBPL, C20orf7, C8orf38, and C2orf56 that are abbreviated 
to	N,	O7,	O38,	and	O56,	 respectively.	The	sub-complexes	are	 Iλ	 (blue),	
Iα-λ	 (white),	 Iγ	 (yellow),	 and	 Iβ	 (red).	 Subunits	 without	 sub-complex	
association	are	shown	in	purple.	You	can	display	the	VRML97	file	of	the	
configuration	using	a	VRML	viewer	 like	Flux	Player	 (Windows;	http://
mediamachines.wordpress.com/flux-player-and-flux-studio/) or freewrl 
(Windows, Linux, Apple; http://freewrl.sourceforge.net/).
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V. Summarizing discussion
Comparative methods are a powerful tool to predict functional 
relationships between proteins from existing protein sequences, genome 
sequences and their annotations. The present thesis included three studies 
that applied these methods to predict functional relationships between 
eukaryotic proteins.
1. Predicting functional relationships from conservation
The results of chapter II show that like in prokaryotes also in fungi the 
conservation of divergent gene pairs can be used to predict functional 
relationships. The mechanism responsible for the conservation of 
functionally related gene pairs seems to be bidirectional promoters. 
In bacteria, predictions based on bidirectional promoters have a lower 
coverage than those based on operons [36], because in bacteria operons 
are a major mechanism of organizing co-expression of multiple genes. 
Furthermore, gene pairs are more likely to be co-oriented than divergent, 
due to the 1:1:2 proportions of divergent, convergent, and co-oriented 
gene pairs expected in the absence of strong selection to organize genes on 
specific	strands	on	the	DNA.	In	fungi,	there	appears	to	be	no	mechanism	
of gene expression of similar importance as the bacterial operon. This 
certainly limits the predictive coverage of the approach. More generally, 
the number of predictions by gene order conservation is limited by the 
number of gene pairs that can be neighboring on the genome. The method 
will therefore necessarily have a lower coverage than, for instance, 
evolutionary correlation methods that allow to relate arbitrary gene 
pairs. Still, with an increasing number of genomes more predictions will 
be possible. Note that very few gene pairs are conserved since the last 
eukaryotic common ancestor [102]. Even among the 19 fungi analyzed 
in chapter II covering a total of 3850 million years (My) of evolution only 
169 were conserved for longer than 1000 My. This suggests that at least 
for	 the	 fungi	 the	method	will	mostly	 benefit	 from	 a	 higher	 density	 of	
species within younger taxa rather than from genome sequences of early 
branching eukaryotes. 
The need for co-expression is only one of many possible explanations 
for the conservation of gene pairs. The interference of factors unrelated 
to gene function in the evolution and organization of the genome limits 
the value of the conservation of gene orientation for function prediction. 
For instance, chapter II supports earlier results from a comparison of the 
genomes of Saccharomyces cerevisiae and Candida albicans [112, 343, 496] 
that	the	conservation	of	gene	neighbors	is	also	influenced	by	the	length	
of the intergenic region between the genes and thus evolves partially 
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neutrally	and	partially	influenced	by	the	need	for	co-expression.	For	co-
oriented and, in particular, divergent genes, we hypothesized that the 
region that can be disrupted by genome rearrangements is smaller than 
the full intergenic region. The recent study of Chen et al. [497] further 
supports this notion and determines the lengths of the minimal regulatory 
spaces in multiple species. However, as soon as a factor like gene distance 
is	identified	as	interfering	it	may	become	possible	to	statistically	control	
for this factor and obtain a “corrected” measure of conservation that 
better	reflects	functional	constraints.	This	indicates	that	both	aims	–	the	
prediction of functional relationships from gene order conservation and 
the	clarification	of	factors	of	gene	order	evolution	–	are	dependent	aims	
and	that	both	may	benefit	from	an	integrated	perspective.
In chapter II, the conservation of a gene pair was measured by the summed 
branch lengths between tree nodes with an observed or reconstructed 
ortholog pair in the correct orientation. Although the phylogenetic 
distance between species is routinely taken into account when scoring 
the conservation of gene pairs [34, 35], often only pairs of species are 
compared and no model of evolution is applied. Before the publication of 
chapter II, only Zheng and co-workers used a similar approach to score 
conservation [498]. They calculated probabilities of conservation under a 
Dollo parsimony model taking into account branch lengths. In contrast 
to the simple sum of branch lengths used in chapter II, Zheng’s approach 
reflects	that	the	disruption	of	gene	pairs	resembles	an	exponential	decay	
process, as was also apparent from our results. Beyond the use of a 
probabilistic scoring function the model could be improved in at least two 
further ways. First, like gene fusion [499-503], also gene neighborhood 
and orientation can evolve convergently multiple times in evolution. 
The Dollo parsimony approach for ancestral state reconstruction ignores 
the	possibility	of	convergent	evolution	and	it	is	possible	that	a	different	
evolutionary model that allows for multiple gains of orientation produces 
more precise estimates of the conservation times. Additionally, such a 
model would estimate the number of convergent gains of orientation 
as another score that may be combined with the conservation time into 
a more accurate score. Second, the conservation of a gene pair during a 
phase of extensive genome rearrangements probably provides stronger 
evidence for a functional relationship between the genes than conservation 
during a phase with low rate of rearrangements. In this respect branch 
lengths derived from sequence similarity or divergence time seem not to 
be	appropriate	for	scoring	conservation	of	gene	pairs.	One	way	to	obtain	a	
scoring that accounts for the evolutionary tendency to disrupt pairs would 
be to use a phylogenetic tree whose branch lengths are proportional to the 
number of genome rearrangements. 
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2. Asymmetric functional relationships
There is a wide range of models used to represent biological systems. 
The most complex models are detailed representations of causal relations, 
for	 instance	 by	 differential	 equations	 or	 stochastic	 simulations.	 Other	
models, such as Bayesian networks [336] and logical relationships [504] 
simplify by ignoring the systems’ dynamics (i.e. time) or discretizing the 
data. At the other end of the spectrum of model expressivity are biological 
“networks” represented by undirected graphs of interactions combined 
from multiple experimental conditions. These  have gained a lot of 
attention	in	the	analysis	of	modularity	(e.g.	[505,	506])	and	other	network	
properties (e.g. [17, 507, 508]). Asymmetric functional relationships are 
just a small step from these undirected graph representations towards 
complexity by allowing for directed edges in the interaction graphs. The 
asymmetric	pairwise	relationships	on	occurrence	profiles	are	analogous	
to	logical	implications	and	thus	constitute	a	simplification	from	ternary	or	
higher-order logical relationship models [235, 504]. 
While this reasoning puts asymmetric relations into the conceptual 
framework	of	modeling,	it	explains	little	of	how	asymmetric	relationships	
arise	and	influence	evolution.	There	are	at	least	two	ways	how	asymmetric	
evolutionary	 gain	 and	 loss	 patterns	 may	 arise.	 The	 first	 way	 is	 by	
progressive extension or degradation of a biological system constrained 
by the dependency structure within the system, i.e. directional evolution 
(e.g. [23]). Examples of progressive extension are the retrograde evolution 
of metabolic networks [509, 510] and the stepwise decoration of a large 
protein complexes, such as complex I [165]. A second way in which 
asymmetric functional relationships may arise is illustrated by the example 
of chapter III – directional coupling can arise from two converging or 
diverging	fluxes.	Asymmetric	 functional	 relationships	may	 thus	 reflect	
higher order functional relationships. Asymmetric functional relations 
are the hallmark of mode of evolution in which an existing biomolecular 
system	is	modified	during	evolution	by	adding	or	removing	individual	
components. They thus complement the popular idea of evolutionary 
modularity that focuses on the combination of existing complex modules 
into larger modular structures. The prevalence of asymmetric relationships 
is demonstrated by that in metabolic networks they are more common 
than	the	symmetric	relationships.	Note	that	when	flux-coupling	analysis	
is applied to a more complete model of E. coli metabolism, the proportion 
of directional couplings is even higher [511]. 
An important question that remains to be answered is how these results 
can be translated into a comparative method for predicting functional 
relationships. As pointed out in the introduction of this thesis, the 
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prediction of another type of interaction comes at a price. When searching 
for asymmetric relations (A→B, B→A) additionally to symmetric relations 
(A↔B,	A	unrelated	to	B)	one	effectively	doubles	the	number	of	hypotheses	
tested on the comparative data. Consequently, it will be more important 
to	deal	with	the	problem	of	over-fitting.	The	over-fitting	problem	can	be	
partially	remedied	by	making	better	use	of	the	existing	data,	for	instance	
by accounting for the phylogenetic dependency in the data, as was done 
in chapter III. It is also possible to obtain more data and integrate multiple 
evolution-based scores, for instance the absolute numbers of gains and 
losses and proportions similar to the asymmetry score that was used in 
chapter III. In an upcoming publication this approach is implemented 
and shown to improve the predictions (under review [512]). 
I have suggested two mechanisms by which asymmetric relationships 
between	 phylogenetic	 patterns	 may	 arise	 –	 genuine	 asymmetric	
relationships from directional evolution and “pseudo-asymmetric” 
relationships	reflecting	from	more	complex	dependencies.	In	an	analysis	
of pairwise asymmetric relationships it is to some extent possible to 
discriminate between these two types. For instance, it is possible to 
compose asymmetric binary relationships into ternary relationships of 
the	type	(A	∨	B	→	C),	like	those	found	for	converging	or	diverging	fluxes	
(A and B). These can then be used to predict negative genetic interactions 
(between A and B) and cancer drug targets (under review [512]). A long 
term goal will certainly be improvement of the analysis of higher-order 
relationships	 of	 phylogenetic	 profiles.	 For	 this	 goal	 there	 exists	 now	
a broad toolbox ranging from logical relationship modeling [504] over 
Bayesian phylogenetic modeling with complex relationships [222] to 
Bayesian networks that account for phylogenetic dependency [135]. 
3. The determinants of evolutionary rate correlation
The correlation of the evolutionary rates with the physical distances of 
complex I subunits made it possible to predict the physical structure 
of the matrix arm with classical multidimensional scaling. It is possible 
that the correlation of evolutionary rates is at least partially caused by 
variation	in	the	expression	rates.	If	different	proteins	are	compared	then	
the rate of expression is the dominant determinant of their evolutionary 
rates averaged across the phylogeny [485, 513-517]. A currently favored 
explanation is that the higher the expression of a gene the stronger is the 
negative	 fitness	 impact	 of	 protein	misfolding	 [516,	 517].	Although	 the	
misfolding	hypothesis	 seems	 to	 explain	 the	differences	 in	 evolutionary	
rates	between	different	proteins,	additional	assumptions	have	to	be	made	
to accept it as an explanation for the spatial signal in the evolutionary rate 
correlation	of	the	matrix	arm.	One	piece	in	this	puzzle	might	be	the	spatial	
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variability in subunit turnover as it may result from the observed spatial 
variability in oxidative damage within the complex [518]. To further 
clarify this, an integrated analysis of at least the rate of subunit turnover, 
evolutionary rate correlation, and physical structure would be necessary. 
For	the	membrane	arm,	the	first	step	may	be	a	residue	correlation	analysis	
with the aim to identify the structure of the membrane arm. It would 
also be interesting to analyze the correlation of evolutionary rates with 
the reorganization events of the mitochondrial genome to clarify the role 
of mutation biases in the genome on the non-structural signal that was 
observed in chapter IV.
4. Final remarks
Basically all experimental and computational methods have limits as they 
measure only one or few aspects of functional association. For instance, 
microarrays and RNA-seq only capture co-expression on the level of 
mRNA	 abundance	 and	 thus	 ignore	 the	 effects	 of	 post-translational	
regulation, which is known to considerably contribute to the abundance 
of proteins [3]. Likewise, numerous examples show that the evolutionary 
evidence for a functional interaction based on evolutionary correlation 
and	conservation	methods	is	frequently	neither	strong	nor	specific	enough	
to pin down the exact function of a protein. Nevertheless, comparative 
methods provide an independent source of evidence that through freely 
downloadable computational tools and databases becomes accessible to a 
wide community of experimentalists. Furthermore, comparative methods 
of predicting functional relationships tap a reservoir of information not 
easily obtained by experiments: a signal of those interactions that have been 
essential for the survival of the species under conditions, whose diversity 
and nature no experiment can re-establish. Furthermore, although the 
interference of non-functional signals lessens the value of evolutionary 
conservation and correlation methods for the task of function prediction, 
at	the	same	time	this	affords	to	opportunity	to	identify	these	factors	and	
thus learn about the determinants of evolution.
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VII. Abstract
Biological experiments are usually laborious and often can only be 
done	 by	 experts	 in	 their	 field.	 Thus,	 although	 experimental	 data	 is	
accumulating with increasing pace, our information on the interaction 
between proteins remains incomplete. It is therefore not surprising 
that	 in	 the	 effort	 to	maximize	 the	 knowledge	 that	 can	 be	 gained	 from	
experiments	 the	 integration	 of	 experimental	 results	 from	 different	
species	became	an	important	task	of	computational	biology.	One	popular	
approach to predict new interaction partners among proteins is entirely 
based on the comparison of sequence data from multiple species. These 
phylogenetic comparative methods are the topic of this thesis. Following 
a comprehensive introduction, three studies are presented that apply 
comparative methods in ways that account for the tree-like process of 
evolution and the functional or physical structure of organisms.
First, gene orientation among fungi is analyzed in a way that exploits 
the common origin of species by scoring neighboring gene pairs by the 
estimated	 evolutionary	 time	 of	 conservation.	 The	 relative	 influence	 of	
the gene distance on the conservation is determined and divergently 
expressed gene pairs are found to be more conserved and more likely 
functionally related than gene pairs conserved in convergent or co-
oriented orientations or than non-conserved gene pairs.
Then it is shown that asymmetry relationships between enzymatic reactions 
in Escherichia coli and Saccharomyces cerevisiae metabolism correspond 
to	 asymmetric	 patterns	 of	 gene	 gains	 and	 losses	 during	 evolution	 and	
in expression and growth-rate data sets. This result suggests that not 
only	symmetric	correlation	of	phylogenetic	profiles	but	also	asymmetric	
correlation could be used to predict functional relationships.
The	final	 example	 investigates	whether	 the	 correlation	 of	 evolutionary	
rates can be interpreted as physical distances of subunits of the 
NADH:ubiquinone oxidoreductase (Complex I). The analysis shows that 
the strength of evolutionary rate correlation is highly correlated to the 
physical distance between the matrix arm subunits and can be used to 
predict the three-dimensional topology of the matrix arm. Furthermore, 
the analysis predicts the positions of temporary binding of assembly 
factors to the complex.
Throughout the thesis it is found that the signals measured by evolutionary 
methods can be caused by a mixture of factors. This may generally limit 
the value of these methods for predicting functional relationships but 
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at	 the	 same	 time	 affords	 the	 opportunity	 to	 identify	 and	 quantify	 the	
influence	of	these	other	factors	on	the	evolution	of	proteins.
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VIII. Samenvatting11
Biologische experimenten zijn meestal een tijdsintensieve onderneming en 
kunnen vaak alleen gedaan worden door experts in hun vakgebied. Dus, 
hoewel experimentele data accumuleert met een toenemend tempo, onze 
informatie	over	de	interactie	tussen	eiwitten	blijft	onvolledig.	Het	is	dan	ook	
niet verwonderlijk dat computationele biologie een belangrijke taak heeft 
ingenomen om experimentele resultaten van verschillende diersoorten te 
integreren met als doel de kennis uit experimenten te maximaliseren. Een 
populaire	benadering	om	nieuwe	 interactie	partners	van	de	eiwitten	 te	
voorspellen is volledig gebaseerd op de vergelijking van sequentie data 
uit verschillende soorten. Deze fylogenetische vergelijkende methoden 
zijn onderwerp van deze thesis. Na een uitgebreide introductie worden 
drie studies gepresenteerd die verschillende vergelijkende methoden op 
basis	van	fylogenetische	bomen	en	de	functionele/fysische	structuur	van	
organismen.
Eerst wordt gen oriëntatie van schimmels geanalyseerd op een manier die 
de gemeenschappelijke oorsprong van soorten exploiteert via het scoren 
van de evolutionaire conservering van naburige genparen. De relatieve 
invloed van gen afstand op de instandhouding van de oriëntatie is bepaald 
en daaruit is gebleken dat divergente genparen vaker zijn geconserveerd en 
dat ze vaker functionele gelijkenis vertonen dan genparen in convergente 
of co-gerichte oriëntaties als wel niet-geconserveerde genenparen.
Verder, het blijkt dat asymmetrische relaties tussen enzymatische 
reacties in Escherichia coli en Saccharomyces cerevisiae corresponderen met 
asymmetrische patronen van gen winsten en verliezen tijdens de evolutie, 
in gene-expressie en in groeisnelheid data sets. Dit resultaat suggereert 
dat	niet	alleen	symmetrische	correlatie	van	fylogenetische	profielen,	maar	
dat ook asymmetrisch correlatie kan worden gebruikt om functionele 
verbanden voorspellen.
Het laatste hoofdstuk onderzoekt of de correlatie van evolutionaire 
snelheden geïnterpreteerd kan worden als fysieke afstanden van 
subeenheden van NADH:ubiquinone oxidoreductase (complex I). 
Deze analyse laat zien dat de mate van evolutiesnelheid correlatie sterk 
gecorreleerd is aan de fysieke afstand tussen de matrix arm subeenheden 
en dat het kan worden gebruikt om de drie-dimensionale topologie van 
de matrix arm te voorspellen. Bovendien worden de posities van tijdelijke 
bindingen	van	‘assembly’-factoren	tot	het	complex	voorspelt.	
Uit de verschillende studies in deze thesis blijkt dat de signalen gemeten 
11 I am grateful to Richard Notebaart for translating this section from the English version into 
Dutch.
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door evolutionaire methoden kunnen worden veroorzaakt door mix 
van factoren. Dit kan in het algemeen de waarde van de evolutionaire 
methoden voor het voorspellen van functionele relaties beperken, maar 
tegelijkertijd bieden zij de mogelijkheid om de invloed van deze factoren 
op	de	evolutie	van	eiwitten	te	identificeren	en	te	kwantificeren.
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