Abstract. The weak convergence of an impulse recurrent process with Markov switching is proved in this paper for the scheme of the Lévy approximation. A modified Liptser semimartingale method is applied to the proof of the relative compactness of the process under consideration. The modification of the Liptser method used in the paper relies upon a solution of a singular perturbation problem instead of an ergodic theorem as used in the original Liptser method.
Introduction
The Lévy approximation is an interesting field for research in several theoretical and applied directions. Since Lévy processes are a standard object nowadays, the Lévy approximation is useful for the analysis of compound systems (see, for example, [1, 8] ). The Lévy processes often appear in various applications such as risk theory, finance, queueing theory, physics, etc. Necessary definitions and results concerning the Lévy processes can be found, for example, in [1, 3, 8] .
An impulse process represented by partial sums in a scheme of series
is studied in [5] , where the random variables α ε k (x), k ≥ 1, are independent and perturbed by a jump Markov process x(t), t ≥ 0.
We consider a generalization of problem (1), namely
Here the random variables α ε k (u, x), k ≥ 1, depend on the process ξ ε (t). The convergence of the processes (2) is proved by combining two methods. Namely, we apply the Liptser method [6] based on the theory of semimartingales and solve a singular perturbation problem instead of applying an ergodic theorem as suggested by the original Liptser method. Our approach thus consists of two steps. The first step is to prove the relative compactness for the semimartingale representation of the family ξ ε , ε > 0, with the help of the following two relations proposed in [7] :
(the compact containment condition) and
for some positive constant k. The second step is to prove the convergence of two components of the Markov process ξ ε (t), ae ε t := ae(t/ε 2 ) with the help of the singular perturbation technique developed in [5] . Then we apply a theorem of [5] .
The paper is organized as follows. In Section 2, we describe the impulse process (2) with scaled time and the Markov process with switching. The main results on the Lévy approximation are also given in Section 2. The proof of the main result is given in Section 3.
Main result
Consider the space R d equipped with the norm |·|, d ≥ 1. Let (E, E) be a standard phase space (that is, E is a Polish space, while E is its Borel σ-algebra). We denote by v * and c * the transposition of a vector v ∈ R d and a matrix c ∈ R d×d , respectively. Let C 3 (R d ) be the measure-determining class of real-valued bounded functions such that [4, 5] ). Consider a family of random sequences α ε k (x), k = 1, 2, . . . , x ∈ E, where E is a nonempty set indexed with a small parameter ε > 0. For every ε > 0 and every se-
A Markov process x(t), t ≥ 0, with switching on a standard phase space (E, E) is defined by the generator
where q(x), x ∈ E, is the intensity function of jumps x(t), t ≥ 0, while P (x, dy) is the transient kernel of the embedded Markov chain x n , n ≥ 0, defined by
are the jumps of the process x(t), t ≥ 0. The corresponding jump counting process is defined by ν(t) := max{k ≥ 0: τ k ≤ t}. We impose a natural assumption on the counting process ν(t), namely
for all nonnegative increasing ϕ(s) and l 1 > 0. Now we define the family of jump Markov processes x ε (t) := x(t/ε 2 ), t ≥ 0, with an embedded Markov renewal process x ε k , τ ε k , k ≥ 0, and jump counting processes
Thus τ ε k , k ≥ 0, are the moments when the process jumps,
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The impulse processes ξ ε (t), t ≥ 0, ε > 0, are defined on R d in the scheme of series with a small parameter ε → 0, ε > 0, by the following sum (see [5, Section 9.2.1]):
It is worthwhile mentioning that the pair of processes ξ ε (t), x ε (t), t ≥ 0, is an additive Markov process (see, for example, [5, Section 2.5]).
The Lévy approximation of the Markov impulse process (5) is considered under the following assumptions.
C1:
The uniform ergodicity: The Markov process x(t), t ≥ 0, is uniformly ergodic and π(B), B ∈ E, is its stationary distribution. C2: The Lévy approximation: The family of impulse processes ξ ε (t), t ≥ 0, satisfies the Lévy approximation conditions [5, Section 7.2.3] .
L1: The initial condition:
L2:
The approximation of the mean value:
where the functions a 1 , a, and c are bounded. L3: The Poisson approximation for the intensity kernel (see [4] ):
The constant G g depends on g. Here
The terms θ 
L4: The balance condition:
We also use the following assumptions.
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C3:
The uniform square integrability:
where the kernel G u,x (dv) is defined by relation (6) on the measure-determining class C 3 (R d ). C4: The linear growth: there exists a positive constant L such that
and
for an arbitrary real-valued nonnegative function f (x), x ∈ R d , for which
The following is the main result of this paper.
Theorem 1. If assumptions C1-C4 hold, then we have the weak convergence
The limit process ξ 0 (t), t ≥ 0, is the Lévy process defined by its generator as follows:
Proof of Theorem 1
The proof of Theorem 1 is based on the semimartingale representation of impulse processes (5) and consists of two steps.
Step 1. We prove the relative compactness of the family of processes ξ ε (t), t ≥ 0, ε > 0, by using the approach proposed in [6] . Recall that the space of all probability measures defined on a standard space (E, E) is also a Polish space. Therefore the relative compactness and the density are equivalent.
We need the following auxiliary result.
Lemma 1. If condition C4 holds, then there exists a constant k > 0 that does not depend on ε but does depend on T and such that
E sup t≤T |ξ ε (t)| 2 ≤ k T .
Corollary 1. If condition C4 holds, then the following compact embedding property is satisfied:
(CCC) lim
Proof. The proof of this corollary follows from Kolmogorov's inequality.
Proof of Lemma 1 (by using the method of [6] ). The impulse process (5) possesses the following semimartingale representation:
where u = ξ ε 0 , B ε t is the predictable drift,
and where
Note that sup
for all finite T > 0. When checking the compactness of the process ξ ε (t) we consider its two parts separately. The first part,
being of order ε, can be represented in terms of the martingale
Thus (see, for example, Theorem 1.2 in [5] ) its quadratic characteristic is
Applying the operator 
